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Introduction
The research presented in this portfolio evaluates the extent to which factors related to self-concept 
are related to substance use in young people. Initially, a literature review was carried out to 
ascertain the extent to which shame has been associated with drug and alcohol use in this 
population. The review established that there is a significant absence of literature specifically 
focusing on shame (Rahim & Patton, 2014). The research proposal notes that factors such as 
impulsivity, self-esteem and self-compassion have been implicated in the shame-maladaptive coping 
style relationship (Richter, Brown, & Mott, 1991; Moeller & Dougherty, 2002; Vettese, Dyer, Li, & 
Wekerle, 2011), although there has been limited investigation into the relationship in adolescents. 
Consequently, the empirical paper sought to fill this gap in the literature in order to improve 
empirical and conceptual understanding of the relationship between self-concept and substance use 
in young people.
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Abstract
Adolescent substance use is a significant problem in the UK. The literature suggests that impulsivity 
and self-esteem predict substance use in young people but less attention has been paid to the role 
of variables related to self-concept. 672 individuals aged 14-19 (254 girls; 418 boys) participated in a 
cross-sectional study assessing the role of shame and self-compassion in predicting alcohol/drug use. 
Impulsivity and shame predicted alcohol use in girls; in boys self-esteem was also implicated. 
Impulsivity predicted drug use in girls; no variables were significant in boys. Self-compassion 
demonstrated no predictive power. The clinical, methodological and theoretical implications are 
discussed.
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Introduction
A considerable body of literature has implicated both self-concept, defined as beliefs about the self 
and one's attributes (Baumeister, 1999), and the ways in which individuals believe others perceive 
them, in a range of behavioural and emotional difficulties (Leary & Tangney, 2012). This study 
presents the existing empirical understanding of several factors related to emotion and self-concept 
and investigates the degree to which such factors predict substance use in young people. Drug and 
alcohol use can range from 'experimental' to 'harmful' and some young people report 'non­
problematic' or 'recreational' use (Bauman & Phongsavan, 1999; Martin, Chung, & Langenbucher, 
2008). Little research has investigated self-concept variables across the full range of substance use; 
consequently, the papers reviewed here focus primarily on 'problematic' use. As an exploratory 
study aiming to establish whether these variables are associated with early drug and alcohol use, the 
term 'substance use' refers to all levels of use throughout this paper.
Substance use is a significant problem in the general UK population, with myriad negative 
consequences. Figures indicate that 35% of adults in England regularly drink more than the 
recommended weekly allowance and that 1.2 million people are admitted annually to hospital with 
alcohol-related problems (Health & Social Care Information Centre, 2013). Additionally, 36% of 
people in England and Wales have taken an illicit substance at least once; a quarter having done so 
in the past year (Home Office, 2012). Cannabis is the most widely-used drug, taken by 7% of adults in 
the past year, followed by cocaine, used by 2.5% of adults (Home Office, 2012). Around 3% of adults 
were classified as 'frequent' drug users (taking illicit drugs more than once a month), although such 
use is more than twice as common in those aged 16-24 (Home Office, 2012).
Drug use correlates positively with alcohol use and is generally more prevalent amongst men (Home 
Office, 2012). In adults, substance use may lead to poor academic achievement, lower income, 
greater unemployment and difficulty maintaining relationships (Ferguson, Stegge, Eyre, Vollmer, & 
Ash baker, 2000). Substantial research has identified early abuse and neglect, trauma and being 
raised in a single-parent family as predicting problematic substance use (Barrett & Turner, 2006; 
White & Widom, 2008), although such experiences are neither necessary nor sufficient to result in 
substance use problems in later life. Nevertheless, early-onset substance use strongly predicts 
continued use, and misuse, in adulthood (Gunzerath, Hewitt, Li, & Warren, 2011).
It is apparent that adolescent substance use is strongly prevalent in the UK and that it warrants 
considerable empirical and clinical attention. Between 43 and 77% of British 11-15 year-olds have
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drunk alcohol; one-third doing so frequently. Amongst those aged 10-17 frequent drinking is 
associated w ith significantly higher rates of offending (Institute fo r Alcohol Studies, 2013). Almost a 
fifth  o f those aged 11-15 report having used illic it drugs; 12% having done so in the past year. 
Cannabis is the most widely-used drug, taken by 8% of 11-15 year-olds in 2010. Truanting and school 
exclusion correlate highly w ith drug use (NHSIC, 2011) and cannabis use has been specifically 
associated w ith the onset o f first-episode psychosis in young people (Arendt, Rosenberg, Foldager, 
Perto, & Munk-Jprgensen, 2005; Arseneault, Cannon, W itton, & Murray, 2004). In 2009/10, 23 000 
British under-18s accessed support for substance use, o f whom two-thirds failed to  complete 
treatm ent (NHSIC, 2011).
The role of emotion and self-concept in substance use
There has been substantial investigation into the antecedents and consequences of drug and alcohol 
use in adults and young people and factors such as gender, impulsivity and exposure to  early 
adversity have been consistently identified (Brady & Randall, 1999; Galea, Nandi, & Vlahov, 2004; 
Moeller & Dougherty, 2002; Wardle et al., 2003). There has been more limited empirical exploration 
into variables directly related to emotion and self-concept, although some research suggests that 
shame, self-compassion and self-esteem may be implicated. Current empirical understanding of 
these factors, in the context of the hypothesised association w ith substance use, is explored in the 
remainder o f this section.
Shame relates to global, negative feelings about the self (Dearing, Stuewig, & Tangney, 2005) and is 
described as an 'acutely painful emotion', often accompanied by a sense of being 'exposed' (Silvia & 
Eddington, 2012). Shame may arise as a consequence o f sexual abuse, insecure attachments and 
harsh parenting (Feiring, Taska, & Chen, 2002; Gross & Hansen, 2000; Jeffrey & Jeffrey, 1991; 
Stuewig & McCloskey, 2005), whilst differences in the ways young children are socialised can result 
in girls developing a heightened vulnerability to shame-proneness (Benetti-McQuoid & Bursik, 2005; 
Lewis, 1995; Tangney, 1990). Shame-proneness is characterised as an internalised affective state 
(Andrews, 1995; Balcom, 1991) often resulting in feelings of in feriority and powerlessness (Wicker, 
Payne, & Morgan, 1983). It is stable and life-course persistent (Tangney & Dearing, 2002) and may 
arise from a disparity between the 'ideal' and 'real' self, potentially leading to  the development of 
psychopathology (Tangney, Wagner, & Gramzow, 1992). Heightened shame-proneness has been 
associated w ith low self-esteem (Tangney & Dearing, 2002), perhaps as a result o f the increased self­
focus associated w ith negative affect (Silvia & Eddington, 2012). Some literature indicates tha t
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adolescence is the point at which individuals are at greatest risk of developing feelings of shame 
(Reimer, 1996).
Adolescence is conceptually characterised by the development of identity and by separation from 
caregivers (Koepke & Denissen, 2012). It is often here that young people begin to develop 
meaningful peer relationships (Allen & Land, 1999). As their capacity for self-reflection and social 
perspective-taking develops, adolescents are more likely to compare themselves negatively to peers 
(Reimer, 1996). Some will develop an enhanced vulnerability to feeling shameful and worthless, 
possibly resulting in the use of maladaptive coping strategies such as criminal or risk-taking 
behaviours (Adams & Robinson, 2001; Arnett, 1995; Hayaki, Friedman, & Brownell, 2002; Penas- 
Lledô, Fernandez, & Waller, 2004; Talbot, Talbot, & Tu, 2004), and potentially making them more 
prone to depression, eating disorders and suicide (Reimer, 1996). Although adolescent substance 
use predicts substance-related problems in adulthood (Dick, Aliev, Viken, Kaprio, & Rose, 2011; 
Gunzerath et al., 2011), much of the extant research in this area relates to adult populations and a 
recent literature review found only six empirical papers specifically focusing on the relationship 
between shame and substance use in young people (Rahim & Patton, 2014). The review found that 
adverse early experiences were associated with the development of shame, that maladaptive 
impulsive behaviours such as substance use were significantly associated with feeling shameful 
(Abramowitz & Berenbaum, 2007; Dearing et al., 2005; Edwall, Hoffmann, & Harrison, 1989), and 
that amongst college students alcohol use arose from a desire to avoid unwanted feelings of 
isolation and inadequacy (Lashbrook, 2000). The absence of literature relating to shame and 
substance use indicates a significant gap in theoretical understanding, although a recently-published 
biopsychosocial theory of motivation postulates that behaviour is fundamentally unstable and 
constantly re-determined on the basis of myriad stimuli, impulses and inhibitory forces (West & 
Brown, 2013). As a result, vulnerability to engaging in substance use is unlikely to be constant; 
rather, individuals may present with heightened or diminished vulnerability at specific time-points, 
contingent on a number of predisposing and precipitating factors, such as the factors related to self- 
concept suggested here (West & Brown, 2013). Shame-proneness has been contrasted in the 
literature with self-compassion: whilst shame arises from a discrepancy between the 'ideal' and the 
'actual' self, self-compassion involves taking a balanced approach to negative experiences so that 
painful feelings are neither suppressed nor exaggerated (Neff, Kirkpatrick, & Rude, 2007). It is 
considered to enable individuals to seek common ground with each other, rather than resulting in 
feelings of isolation (Neff, 2003). Clinically, compassion-focused therapy has been particularly 
recommended for those who report heightened proneness to shame (Gilbert & Procter, 2006). Self-
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compassion has been strongly associated with wellbeing in young people (Neff & McGehee, 2010), 
possibly by deactivating the threat system and activating self-soothing (Gilbert, 1989). Although 
some research suggests that self-compassion is inversely associated with substance use (Brooks, 
Kay-Lambkin, Bowman, & Childs, 2012; Rendon, 2007), there is a dearth of empirical evidence with 
which this can be borne out. Self-compassion is a relatively new concept in the literature and the 
degree to which it functions as a protective factor remains unclear.
The self-appraisal processes associated with self-compassion could be described as the 'opposite' of 
shame and the literature suggests that it may overlap significantly with the concept of self-esteem 
(Neff & Vonk, 2009). Whilst self-compassion refers to the ability to be kind to the parts of one's 
personality which might otherwise be seen as 'wanting', self-esteem denotes an individual's global 
measure of their self-worth, based on external contingencies such as perceived 'success' across a 
range of domains (Crocker & Park, 2012). Self-esteem is context-dependent; those whose self- 
concept is strongly influenced by external factors may find themselves avoiding particular situations 
in order to minimise the risk of 'failure' (Crocker & Park, 2012), perhaps resulting in them 
encountering fewer opportunities to experience feeling shameful. Having a sense of self-worth 
which is heavily dependent on external variables may result in an individual being more prone to 
internalising negative affect (Crocker & Park, 2012) and to developing symptoms associated with 
clinical depression (DeSimone, Murray, & Lester, 1994). Much research has investigated the 
association between self-esteem, emotion and substance use in young people. Although some 
findings suggest a positive correlation between self-esteem and substance use (Corbin, McNair, & 
Carter, 1996; DeSimone et al., 1994), the majority of the literature indicates an inverse relationship 
between self-esteem and both mood disorders and substance use (Baumeister, 1993; Bushman & 
Baumeister, 1998; Chaudhury et al., 2010; M unford, 1994). Low self-esteem has also been 
associated with enhanced vulnerability to peer pressure and increased substance use (Dielman, 
Campanelli, Shope, & Butchart, 1987) and predicts poorer substance use-related treatment 
outcomes (Richter, Brown, & Mott, 1991).
In addition to factors related to emotion and self-concept, a number of personality traits and social 
factors have been implicated in a range of risky behaviours, including adolescent substance use. In 
particular, impulsivity, often characterised as a combination of over-attraction to reward, 
insensitivity to punishment and impaired higher-order control (Cross, Copping, & Campbell, 2011), 
has long been associated with the initiation and maintenance of addictive behaviours (Moeller & 
Dougherty, 2002; Verdejo-Garcfa, Lawrence, & Clark, 2008) and may be a pre-existing vulnerability
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marker for substance use problems (Verdejo-Garcfa et al., 2008). The literature has consistently 
indicated that men are more prone to impulsive behaviour than women (Cross et al., 2011) and 
longitudinal data indicates that these differences can be observed in children as young as 5-12 (Côté, 
Tremblay, Nagin, Zoccolillo, & Vitaro, 2002). Men are more likely to use and misuse substances than 
women (Brady & Randall, 1999), but women experience greater stigma and more adverse social 
consequences as a result of doing so (Blume, 1986; Brady & Randall, 1999). Amongst young Britons, 
girls are more likely to drink alcohol and to binge-drink than male peers (Institute for Alcohol 
Studies, 2013) and some evidence suggests that girls perceive drug and alcohol use to have more 
emotional benefits than their male counterparts. In a study of 3287 American teenagers, two-thirds 
of girls agreed that drugs helped young people to deal with problems at home, whilst over half said 
that drug use helped them to forget their problems. In contrast, the report found that boys consider 
drugs to be more beneficial: 52% said that drugs help them relax socially and 41% agreed that 
parties were more fun with drugs (MetLife Foundation, 2010). The degree to which constructs such 
as shame, self-esteem and impulsivity are implicated in such findings is not yet clear and substantial 
investigation is required to bridge this gap in theoretical understanding.
In contrast to these gaps in understanding, much of the literature has considered the role of 
demographic variables in substance use. Socioeconomic status (SES) has received significant 
attention is and, in a systematic review, low household income was consistently associated with 
alcohol and drug use (Galea et al., 2004). Adults from lower socioeconomic groups are more likely to 
engage in risky health behaviours, (Wardle et al., 2003) and may be less knowledgeable about the 
potential adverse consequences (Hanson & Chen, 2007). The degree to which socioeconomic status 
impacts upon substance use remains unclear: despite the fact that marginalisation and a dearth of 
opportunities may result in young people experimenting with substances, those from better-off 
backgrounds are more likely to have the resources to purchase them (Hanson & Chen, 2007). Meta- 
analytic findings, including data from 446 studies, indicate a small, but significant, relationship 
between SES and self-esteem (cf= .15), and demonstrate that the effect size increases exponentially 
during adolescence and young adulthood (Twenge & Campbell, 2002). It may be the case that self­
esteem predicts substance use in young people beyond the effect of SES.
Study rationale
Substance use is a significant problem amongst young people (Institute for Alcohol Studies, 2013). It 
has major health and social costs (NHSIC, 2011) and early use significantly increases the risk of 
problematic patterns of use in adulthood (Gunzerath et al., 2011). Early adversity can result in the
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development of heightened impulsivity and propensity to shame, in addition to low-self-esteem and 
self-compassion. There is also evidence that substance use in young people is related to shame, self­
esteem, self-compassion, impulsivity and SES, but no studies have investigated the predictive power 
of all of these factors. This study will aim to establish which of these factors is most predictive of 
alcohol/drug use in discrete samples of adolescent boys and girls.
Hypotheses
It is hypothesised that shame, self-esteem, self-compassion and impulsivity will be associated with 
drug and alcohol use in adolescent boys and girls and that these factors will predict unique variance 
in substance use, independent of the effects of gender and SES.
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Methodology
Design
The current study represents analysis of data from a cross-sectional design. The predictor variables 
were shame, self-esteem, self-compassion and impulsivity; the outcome variables were drug and 
alcohol use. Data were collected jointly with a colleague investigating risky sexual behaviour in 
adolescents as part of a broader project; these data are not reported here.
Participants
Twenty-two schools and Further Education (FE) colleges were invited to participate; four agreed to 
do so. All were publicly-funded and based in south-east England. Participants were aged 14 and 
over. At Site A, an FE College in southern England, 94 participants aged 16-19 were recruited (71 
girls; 23 boys). At Site B, an Academy in the Home Counties, 93 pupils aged 16-18 consented to 
participate (37 girls; 56 boys). At Site C, a grammar school in the Home Counties, 146 girls aged 16- 
18 were recruited. At Site D, a voluntary-aided faith school in London, 339 boys aged 14-16 
participated. At Sites A, B and C the researchers invited several individual tutor groups to participate; 
at Site D students were invited to take part over the course of two whole-year assemblies. As the 
study sample was non-clinical, specific inclusion/exclusion criteria were not applied, although 
participants were required to have sufficient literacy skills to complete the questionnaire battery.
Measures
Demographics
Participants were asked to indicate their gender, age, ethnicity, sexual orientation and religious 
affiliation. In order to include SES as a predictor in the analysis, they were also asked to indicate the 
employment status and job, if relevant, of the head of their household. Responses were recoded 
into SES categories A-E using Ipsos-Mori guidelines (Collis, 2009).
Shame Scale for Adolescents
Shame was measured using the Shame Scale for Adolescents (SSA) (Simonds, John, Chester, & 
Taylor, in prep). The SSA is a 19-item scale designed to measure internal and external facets of 
shame. Designed for use in 10-18 year-olds, it comprises three subscales: 'Negative Evaluation of 
Self (10 items), related to perceived negative evaluation by self or others (e.g. "I thought other 
people must think I am no good"); 'Outward Expression' (4 items), related to behaviours arising as a 
response to shame (e.g. "I wanted to punch walls or break things"); and 'Internalised Affect' (5
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items), related to negative emotional responses to shame (e.g. "I felt embarrassed"). Each item is 
scored using a Like it Scale (range: 0-3), with a maximum total score of 57 (maximum subscale 
scores: 30, 12 and 15, respectively). This study examined scores on each subscale. Higher scores 
indicate greater shame propensity. Simonds et al. (in prep) report good internal consistency (overall 
Cronbach's alpha = 0.93). Subscale alphas are .91, .76 and .84, respectively. Validity of the SSA is 
supported by a strong correlation (r = .54, p c.Ol) with the Test of Self-Conscious Affect -  Adolescent 
(TOSCA-A) (Tangney, Wagner, Gavlas, & Gramzow, 1991) and the negative affect scale of the Positive 
and Negative Affect Scale for Children (Laurent, Catanzaro, & Joiner, 1999) (r = .68, p <0.01), and a 
strong negative correlation with self-esteem, measured by the Rosenberg Self-Esteem Scale 
(Rosenberg, 1965) (r=  -.56, p <0.01).
Rosenberg Self-Esteem Scale
In this study, self-esteem was determined using the Rosenberg Self-Esteem Scale (RSES) (Rosenberg, 
1965), a 10-item Likert scale designed to measure self-esteem in school students. Items are scored 
"strongly agree", "agree" "disagree"" and "strongly disagree"; the maximum score is 30. The RSES is a 
reliable and valid construct for use with secondary school students (Cronbach's alpha = 0.85-0.90; 
correlations all p < .01) (Bagley, Bolitho, & Bertrand, 2007).
Neff Self-Compassion Scale (Short Form)
The Neff Self-Compassion Scale (Short Form) (NS-CS) (Raes, Pommier, Neff, & Gucht, 2011) was used 
to measure self-compassion. The NS-CS is a 12-item scale designed to assess compassion towards 
the self in participants aged 14 and over. Items are scored on a 5-point scale, ranging from "almost 
never" to "almost always". The maximum Short Form score is 60. The Short Form correlates well with 
the original, 26-item scale and has good internal consistency (Cronbach's alpha = >0.86).
UPPS Impulsive Behaviour Scale
Impulsivity was identified using the UPPS Impulsive Behaviour Scale (UPPSIBS) (Whiteside & Lynam, 
2003). A 45-item scale, the UPPSIBS is designed to measure impulsivity in four domains: 
Premeditation, Urgency, Sensation-Seeking and Perseverance. The Urgency (12 items) and 
Sensation-Seeking (12 items) domains have been implicated in alcohol abuse (Whiteside, Lynam, 
Miller, & Reynolds, 2005) and were selected for use in the study. Urgency relates to difficulty 
resisting strong impulses driven by negative affect; Sensation-Seeking refers to a need for 
excitement and stimulation (Whiteside & Lynam, 2001). The UPPSIBS is designed for adults and 
therefore questionnaire items were modified slightly for a younger, British audience (e.g., "airplane"
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was changed to 'aeroplane'). In order to manage participant burden, participants were asked to 
provide binary responses (true/false). Although consultation with the scale author indicated that 
adapting it in this way would reduce its sensitivity and the degree to which the results could be 
compared with earlier studies, he indicated that this adaptation would not invalidate the scale 
(Whiteside, 2014; personal communication, 3rd March, 2014). Items marked 'true' were given a 
score of 1; as such, the maximum score on each subscale was 12.
Crandall Social Desirability Test for Children
Social desirability refers to a tendency to give 'desirable' answers in order to present a socially- 
acceptable self-image and may be important when asking questions of a sensitive nature (Haghighat, 
2007). Given that the data were entirely self-report, it was considered prudent to include a social 
desirability measure in the questionnaire battery and the Crandall Social Desirability Test for 
Children (CSDTC) (Crandall, 1975) was selected. The original CSDTC is a 48-item scale which has 
been shortened by James Carifio to two 12-item scales (Short Form A and B), both of which correlate 
highly with the original (Carifio, 1992). This study utilised Short Form A (correlation = .89), which 
reports a Cronbach's alpha of .73 (original measure = .85) (Carifio, 1992) and a test-retest reliability 
of .87 (Carifio, 1992). The scale requires participants to provide true/false responses to questions; 
each item marked 'true' is scored 1; the total score for Short Form A is 12. There is no generally 
agreed cut-off score for 'high' or 'low' social desirability (Carifio, 2013; personal communication, 17th 
December, 2013).
Use of Substances Questionnaire
This measure, specifically designed for the present study in order that the level and type of 
substance use amongst this sample could be estimated, asked participants to indicate which 
substances they had ever taken and which they take more regularly. A number of teenagers and 
young adults were consulted to ascertain which alcoholic drinks and drugs they and their friends 
took regularly or had ever taken and a list of these substances was constructed. Participants were 
asked to indicate if they had ever taken any of the substances (yes/no) and, if they had, how often 
they took it (daily/weekly/monthly/less often). Participants could additionally indicate up to three 
'other' alcohol/drug types and record how often they took them. Data were aggregated to indicate 
whether or not an individual had used particular substances, any alcohol or any drugs (yes/no). 
There are no scoring criteria for this measure; nor are there data relating to reliability or validity.
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Alcohol Use Disorders Identification Test
The Alcohol Use Disorders Identification Test (AUDIT) (Saunders, Aasland, Babor, de la Fuente, & 
Grant, 1993), a 10-item clinical tool designed to identify harmful alcohol use or dependency, was 
linguistically simplified fo r this study, given the potentially low reading age o f the sample (e.g., 'has a 
relative or friend or a doctor or another health worker been concerned about your drinking or 
suggested you cut down?' was changed to  'has someone been worried about your drinking, or said 
you should cut down'?). The measure is scored on a 5-point Likert scale. The maximum score is 40; a 
score o f eight or over indicates harmful or hazardous drinking. In this study scores were treated as a 
continuous scale. The measure demonstrates good reliability in adults in primary care (Cronbach's 
alpha = .85) (Daeppen, Yersin, Landry, Pécoud, & Decrey, 2000).
Drug Abuse Screening Test (Adolescents)
Social, health and familial problems resulting from drug use were measured using the Drug Abuse 
Screening Test for Adolescents (DAST-A) (Martino, Poling, & Rounsaville, 2008). A 28-item measure, 
it was slightly modified linguistically to  account for participants' potentially low reading age and 
shortened to  12 items to  reduce participant burden. Items considered less relevant to the sample 
were removed (e.g. 'have you ever been arrested for driving whilst under the influence of drugs'). 
The 28-item DAST-A reports good reliability (Cronbach's alpha = .92) and validity (sensitivity = .96; 
specificity = .79) (Martino et al., 2008). It has not been possible to corroborate the validity o f the 12- 
item version. Participants respond yes/no to each question; the maximum score fo r the shortened 
version is 12.
Power calculation
As stated, little  research has investigated the relationship between self-concept and substance use in 
young people. Therefore, there is lim ited availability o f reported effect sizes upon which to  base 
sample size calculations. It is unlikely that interventions would be targeted at the factors discussed 
above if they predicted only 2% o f the variance in this population after controlling fo r demographic 
factors, i.e. if they had only a small effect on vulnerability to substance use. It would be more 
economically defensible to direct interventions towards the factors being investigated if they 
predicted a moderate amount o f variance on substance use, independent o f demographic factors 
such as SES. In view of this, an a prio ri power calculation indicated that, presuming a moderate 
effect size (Cohen's r2 = 0.15) and ten independent variables (age, social desirability, SES, three 
shame subscales, two facets o f impulsivity, self-compassion and self-esteem), 118 participants would 
provide statistical power at the recommended .80 level (Cohen, 1988) (see Appendix 13).
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Ethical approval
Ethical approval for the study was provided by the University of Surrey Faculty of Arts and Human 
Sciences Ethics Committee. Consent issues were considered in some depth, given that some 
participants were under the age of sixteen and as the research requested they disclose sensitive 
information. There is no defined legal age of consent for research participation. Although it is 
common practice to obtain parental consent where participants are under 16 years of age, such an 
approach can lead to non-response rates of up to 59%, as well as a highly self-selected sample 
(Rojas, Sherrit, Harris, & Knight, 2008). British Psychological Society guidelines suggest that 
individuals over 16 are able to consent to participate in research; in under-16s, teachers can provide 
consent for researchers to invite students to participate (BPS, 2010). It has been suggested young 
people aged fourteen to sixteen are able to give informed consent to participate in research 
(Masson, 2000), and it is their agreement that should be sought (Masson, 2004). Given that data 
collection was taking place in schools, consent from each institution was sought, along with the 
consent of individual participants. Each of the participating schools agreed that parental consent was 
not necessary and that their agreement should be sufficient, particularly since substance use is 
covered in the school curriculum. Participation was anonymous and voluntary and all prospective 
participants were advised that they could withdraw their data if they wished.
Procedure
Prior to administration, a Flesch-Kincaid Grade Level test was conducted. The test indicated that a 
reading age of twelve would be adequate to read the study materials. Additionally the battery was 
piloted; one fourteen year-old girl and one eleven year-old boy completed the questionnaires and 
were able to do so in under twenty minutes. Students were provided with information relating to 
the study and invited to participate. Copies of the questionnaire battery were distributed; 
participants were asked to read the information sheet and told that they were under no obligation 
to participate, nor did they have to return the questionnaire. They were also advised that there were 
several pages of games and puzzles to complete at the end of the battery, should they so wish. 
Additionally, they were asked not to discuss the contents of the battery with other participants for 
reasons of confidentiality. After completing the measures, they were invited to return them. They 
were told that they were free to contact any member of the research team if they had any concerns 
and were provided with their contact details, as well as details of organisations which specialise in 
adolescent substance use. Finally, they were debriefed and invited to ask the researcher any 
questions they may have had, either individually or as part of a group.
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Results
Data completion
Overall, 709 questionnaires were distributed and 679 (95.8%) were returned. Of these 679, seven 
(1.0%) had not been completed beyond the demographics questionnaire and were excluded from 
analyses, resulting in a total sample of 672. The final sample included 254 girls (37.8%) and 418 boys 
(62.2%). Total non-response was 5.2%.
Scale reliability
Reliability analyses were conducted on total and subscale questionnaire scores. Cases with missing 
data were deleted listwise. Bar the CSDTC, all scales and subscales demonstrated internal 
consistencies ranging from 'acceptable' to 'excellent' (George & Mallery, 2003). Despite the 
relatively high incidence of missing data in the AUDIT (36.2%) and DAST-A (67.6%), limiting the 
sample size for analysis, these scales demonstrated 'excellent' and 'acceptable' reliability, 
respectively, and have been included in the analyses. The AUDIT and DAST-A were the final 
questionnaires in the battery, possibly contributing to the poor completion rates. Results can be 
seen in Table 1.
Table 1 - Reliability analyses
Scale No. of items N (%) Cronbach's alpha Kuder-Richardson 20
SSA Total 19 555 (82.6) .93
-  SSA Neg Ev of Self 10 579 (86.2) .92
-  SSA Out Exp 4 613 (91.2) .78
-  SSAIntAff 5 609 (90.6) .89
RSES 10 594 (88.4) .89
NS-CS 12 592 (88.1) .80
AUDIT 10 429 (63.8) .87
UPPSIBS Urgency 12 557 (82.9) .80
UPPSIBS Sen-Seek 12 576 (85.7) .84
CSDTC 12 560 (83.3) .60
DAST-A 12 218 (32.4) .73
Shame Scale for Adolescents: Negative Evaluation of Self; Outward Expression; Internalised Affect; Rosenberg Self-Esteem 
Scale; Neff Self-Compassion Scale (Short-Form); UPPS Impulsive Behaviour Scale: Urgency; Sensation-Seeking; Crandall 
Social Desirability Test (Children); Alcohol Use Disorders Identification Test; Drug Abuse Screening Test (Adolescents)
Social desirability
As stated, there is no generally agreed cut-off score for 'high' or 'low' social desirability (Carifio, 
2013; personal communication, 17th December, 2013). In addition, there is evidence that high social 
desirability scores do not necessarily invalidate responses on other self-report questionnaires and 
that social desirability scales should be treated with caution (McCrae & Costa, 1983). Of the present 
sample, 560 individuals (83.3%) completed the measure of social desirability (237 girls; 323 boys). 
The scale yielded a Cronbach's alpha of .60, a value deemed 'questionable' (George & Mallery,
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2003). There is 'reasonable evidence' that young people provide valid and reliable reports of their 
substance use when anonymity is ensured and no adverse consequences result from their 
disclosures (Degenhardt et al., 2013). In order to ascertain the degree to which socially-desirable 
responding may have affected the data captured, bivariate analyses were conducted to assess 
whether social desirability scores were associated with scores on the remaining study variables; 
results can be seen in Table 2. In both boys and girls, social desirability was negatively correlated 
with all shame subscale scores, as well as Urgency, alcohol and drug use scores. In contrast, social 
desirability was positively associated with self-esteem and self-compassion scores. In girls, there was 
a moderate correlation between social desirability scores and Urgency, alcohol and drug use scores. 
In boys, moderate associations were seen between social desirability and self-compassion and 
Urgency scores. All other observed correlations were small (Cohen, 1988). In light of these 
associations social desirability scores were controlled for in the first block of the regression analyses. 
Self-report data is frequently compromised by high levels of socially-desirable responding, but is 
rarely included as a measured or controlled-for factor (van de Mortel, 2008). When high levels of 
social desirability are found, statistical techniques such as multiple regression are appropriate to 
partial out the effects of such responding (van de Mortel, 2008).
Table 2 - Bivariate analyses: Social desirability
Variables Girls
Analysis
N Test statistic [r) 95% Cl P
Boys
Analysis
N Test statistic (r) 95% Cl P
SSA
- Neg Ev of Self CSDTC 219 -.23 -.35--.10 .00** 274 -.15 -.26 - -.03 .01**
- Out Exp CSDTC 231 -.23 -.35--.11 .00** 292 -.26 -.36 - -.15 .00**
- Int Affect CSDTC 223 -.17 -.29 - -.04 .01** 297 -.16 -.27 - -.05 .01**
RSES CSDTC 228 .25 .13 - .37 .00** 289 .22 .11-.33 .00**
NS-CS CSDTC 230 .29 .17 - .40 .00** 295 .31 .20 - .41 .00**
UPPSIBS
- Urgency CSDTC 222 -.49 -.58 - -.38 .00** 278 -.44 -.53--.34 .00**
- Sen-Seek CSDTC 227 -.07 -.06 - .20 .28 295 -.10 -.21 - .01 .07
AUDIT CSDTC 207 -.43 -.53--.31 .00** 186 -.25 -.38 - -.11 .00**
DAST-A CSDTC 88 -.32 .12 -.50 .00** 112 -.26 -.43 - -.08 .01**
* p = <0.05; * *  p = <0.01; Shame Scale for Adolescents: Negative Evaluation of Self; Outward Expression; Internalised 
Affect; Rosenberg Self-Esteem Scale; Neff Self-Compassion Scale (Short-Form); UPPS Impulsive Behaviour Scale: Urgency; 
Sensation-Seeking; Crandall Social Desirability Test (Children); Alcohol Use Disorders Identification Test; Drug Abuse 
Screening Test (Adolescents)
Missing values
A missing values analysis was conducted to ascertain the proportion of data which were missing and 
to identify patterns of "missingness". Of the 153 questionnaire items analysed, 152 (99.4%) 
contained missing data for at least one participant. 670 (99.7%) participants were missing at least 
one piece of data across the entire dataset. Altogether, 26.5% of the data were missing. Illustrations
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of the missing data can be seen in Appendix 14. Six items from the Use of Substances Questionnaire 
had especially high rates of missing data, ranging from 96.0 -  98.7%. This questionnaire provided 
space for participants to indicate up to six 'other' substances they had taken (three relating to 
alcohol; three to drugs) and the frequency with which they took them. When these variables were 
removed and the analyses run again (141 variables) 665 (99.0%) participants were missing at least 
one piece of data; the overall missingness was reduced to 21.5%. However, the Use of Substances 
Questionnaire was created for this study and included solely to allow for prevalence rates to be 
established. All items from the questionnaire were removed and the analysis was run a third time 
(107 variables) in order to ascertain the missingness of the data relating to validated questionnaires; 
15.0% of the data were found to be missing (see Appendix 14). Little's Test was run to assess 
whether data were missing at random; results indicated that they were not (chi-square = 24676.5, df 
= 23942, p = .00). As excluding the missing data would have biased the results, multiple imputation, 
which models missing data based on the existing dataset, was considered an appropriate strategy. 
Multiple imputation is suitable where up to 20% of the data are missing, as it allows for reliable 
models to be generated, (Scheffer, 2002) and is superior to listwise deletion or mean substitution 
(Saunders et al., 2006; Schlomer, Bauman, & Card, 2010). Generally, 3-5 imputations are sufficient 
(Schafer & Olsen, 1998). Imputations were carried out for all 107 remaining items, each item being 
imputed where missing and used to predict missing values. Five simulations were modelled, using 
the automatic method in order to account for data monotonicity. As excluding outcome variables 
from the imputation may have resulted in biased estimates (Graham, 2009), all exposure and 
outcomes variables were included, aside from the Use of Substances Questionnaire, which was used 
only to describe substance use within the sample. Following the imputation, subscale scores were 
calculated and distribution tests carried out. Ko I mogo ro v-Smi rno v tests indicated that the data 
violated the assumptions of normality (Appendices 16-37). Descriptive and inferential analyses were 
run on the original data, each of the five imputations and the pooled data. The results reported refer 
to the original data; results from the imputations are presented for comparison. Data completion, by 
item and gender, can be seen in Appendix 38. Amongst both boys and girls, there were greater 
amounts of missing data towards the latter end of the battery. Nevertheless, for every questionnaire 
except the DAST-A, over 90% of girls completed all items. Amongst boys, completion rates were 
lower on every item but still exceeded 80% for all questionnaires bar the AUDIT and DAST-A. By 
item, DAST-A completion rates in girls ranged from 36-39%. In boys, completion rates by item for the 
AUDIT ranged from 59-66%; completion of the 12-item DAST-A demonstrated a significant decrease, 
ranging from 31-34%.
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Statistical analyses
Demographic data
Demographic data are presented in Table 3. Girls were significantly older than boys and more likely 
to come from more affluent backgrounds. They were also less likely to identify as gay but more likely 
to identify as bisexual.
Table 3 -  Demographics_____________________    ^ ^ ^ _ = = = ^ = = = = = = = = ^ =
Girls Boys Analysis
Data N N Test p
statistic
Age in years: mean (SD) 253 17.0 (0.6) 415 15.0 (i.o) U = 6394.5 .00**
Ethnicity: N (%) 253 394
-  Black 6 (2.4) 47 (11.9) x2 = 25.6 .00**
-  White 198 (78.3) 276 (70.1)
-  Asian 25 (9.9) 30 (7.6)
-  Other 24 (9.5) 41 (11.9)
Religion: N (%) 251 397
-  Any 133 (52.9) 312 (78.6) x2 = 52.5 .00**
-  None 115 (45.8) 76 (19.1)
-  Other 3 (1.2) 9 (2.3)
Sexuality: N (%) 252 406
-  Gay 1 (0.4) 12 (3.0) x2 = 8.1 .02*
Straight 242 (96.0) 388 (95.6)
-  Bisexual 9 (3.6) 6 (1.5)
SES: N (%) 247 316
-  A 96 (38.9) 91 (28.8) x2 = 12.8 .03*
-  B 73 (29.6) 93 (29.4)
-  C l 34 (13.8) 63 (19.9)
-  C2 18 (7.3) 34 (10.8)
-  D 7 (2.8) 3 (i.o)
-  E 19 (7.7) 32 (10.1)
* p = <0.05; * * p  = <0.01
Substance use
Of the total sample, 519 (77.2%) reported having taken alcohol and 370 (55.1%) reported having 
taken drugs, as measured by the Use of Substances Questionnaire. Girls were more likely to have 
taken alcohol than boys (90.9% vs. 68.9%) and to report having taken drugs (63.6% vs. 49.8%). Data 
relating to the prevalence of substance use are presented in Table 4. Approximately half the 
participants had used prescription painkillers, although it is likely that the majority of this use was 
non-recreational (Royal College of Paediatrics and Child Health, 2013). Girls generally reported 
having tried more types of alcohol. In contrast, boys were more likely to have taken solvents/legal 
highs and other illicit drugs, including ketamine, cocaine, amphetamine, LSD, speed and magic 
mushrooms. Boys reported having tried a broader range of drugs.
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Table 4 - Prevalence of substance use (Use of Substances Questionnaire)
Substance
Girls
(N=254)
Boys
(N=418)
Alcohol: N (%)
-  Beer/Lager & Cider 213 (84.2) 256 (61.2)
-  Wine & Sprits 221 (87.4) 257 (61.5)
-  Alcopops 199 (78.7) 170 (40.7)
-  Shots & Cocktails 169 (66.8) 178 (42.6)
Number of alcohol types taken: mean (SO) 5.1 (2.2) 3.9 (2.8)
Number of alcohol types taken: range (mode) 0 - 9 ( 7 ) 0 - 1 0  (7)
Drugs: N (%)
-  Cannabis/Skunk 50 (19.8) 80 (19.1)
-  Prescription drugs 142 (56.1) 165 (39.5)
-  Solvents & Legal highs 18 (7.1) 58 (13.9)
-  Other illicit drugs 16 (6.3) 41 (9.8)
Number of drug types taken: mean (SO) 1.0(1.1) 1.5 (2.6)
Number of drug types taken: range (mode) 0 - 6 ( 1 ) 0 - 1 3  (0)
Questionnaire data
As stated, the data violated the assumptions of normality (see Appendices 16-37). A Mann-Whitney 
U test was run in order to assess differences in questionnaire scores by gender. The analyses 
demonstrated significant between-group differences on all questionnaire subscales bar the Outward 
Expression subscale of the shame scale, as well as social desirability and drug use scores. The 
between-groups difference on alcohol use scores approached significance. Girls scored significantly 
higher on the Negative Evaluation of Self and Internalised Affect shame subscales and the Urgency 
subscale. In contrast, boys reported significantly higher self-esteem and self-compassion and scored 
higher on Sensation-Seeking. Effect size calculations indicated that differences on the Internalised 
Affect subscale constituted a moderate effect of gender (Cohen, 1988). Differences on the Negative 
Evaluation of Self, self-esteem and self-compassion scales demonstrated small effects of gender 
(Cohen, 1988). Results can be seen in Table 5. Imputed results can be seen in Appendix 39. Analysis 
of the imputed data indicates significant between-group differences on six of the scales examined 
(shame subscales Negative Evaluation of Self and Internalised Affect, self-esteem, self-compassion 
and both impulsivity subscales). All five imputations suggested additional statistically significant 
between-groups differences on the social desirability and alcohol use scales, based upon modelled 
data.
Bivariate analyses
Spearman's rank order correlations were used to ascertain associations between the study variables. 
Results can be seen in Table 6; analyses from the imputed data are in Appendix 40. All shame 
subscale scores correlated positively with alcohol use in girls, constituting small effects. There was a 
similar correlation for boys in relation to one shame subscale (Negative Evaluation of Self) although 
there is some evidence of a relationship between Outward Expression and alcohol use. Shame
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subscale scores did not correlate with drug use in either group although the association between 
Outward Expression and drug use in boys approached significance (p = .07). In girls, self-esteem and 
self-compassion correlated negatively with alcohol and drug use (small-moderate effects). In both 
groups, alcohol use correlated positively with both impulsivity subscales (large effects in girls; small- 
moderate in boys). Urgency scores were associated with drug use (small-moderate effects); the 
association between Sensation-Seeking scores and drug use in boys was marginally significant (p = 
.06), as was the association between self-compassion and alcohol use (p = .08). Overall, the data 
indicate considerably stronger effects for alcohol than for drugs, particularly amongst girls.
Additional correlations were conducted to identify associations between the predictor variables; 
results are in Table 7. In both groups, scores on all shame subscales were significantly associated 
with self-esteem, self-compassion and Urgency. All shame subscales correlated with each other, in 
both genders. There was no association between shame subscale scores and Sensation-Seeking. In 
both groups, self-esteem correlated significantly with self-compassion and scores on both 
impulsivity subscales. Urgency correlated significantly with self-compassion scores in both genders. 
A significant association between self-compassion and sensation-seeking was observed only in girls.
Table 5 - Questionnaire subscale scores and confidence intervals
Data
Girls
N Range
Boys
N Range
Analysis
Test
statistic (U)
P Difference (95% Cl)
Effi
Size
(r)
SSA median
-  Neg Ev of Self 235 14 0 - 3 0 343 6 0 - 3 0 19393.5 .00** 7.0 (6.0 - 8.0)
Out Exp 248 4 0 - 1 2 364 3 0 - 1 2 41616.5 .10 0.0 (0.0 -1.0)
-  Int Affect 240 10 0 - 1 5 368 5 0 - 1 5 16159.5 .00** 5.0 (5.0 - 6.0)
RSES median 243 16 0 - 3 0 350 21 3 - 3 0 23003.5 .00** -5.0 (-6.0 - -4.0)
NS-CS median 247 33 1 4 -5 6 344 40 1 3 -5 6 22305.0 .00** -7.0 (-9.0 - -6.0)
UPPSIBS median
Urgency 232 6 0 - 1 2 324 5 0 - 1 2 30889.0 .00** 1.0 (1.0-2 .0)
-  Sen-Seek 239 9 0 - 1 2 336 10 0 - 1 2 33065.5 .00** -1.0 (-1.0 - 0.0)
CSDTC median 236 4 0 - 1 0 323 4 0 - 1 1 35737.5 .20 0.0 (-1.0 - 0.0)
AUDIT median 222 4 0 - 2 4 206 3 0 - 4 0 20497.5 .06 1.0 (0.0 -1.0)
DAST-A median 90 1 0 - 8 128 1 0 - 1 2 5514.5 .57 0.0 (0.0-0 .0)
* p = <0.05; * *  p = <0.01; Shame Scale for Adolescents: Negative Evaluation of Self; Outward Expression; Internalised 
Affect; Rosenberg Self-Esteem Scale; Neff Self-Compassion Scale (Short-Form); UPPS Impulsive Behaviour Scale: Urgency; 
Sensation-Seeking; Crandall Social Desirability Test (Children); Alcohol Use Disorders Identification Test; Drug Abuse 
Screening Test (Adolescents)
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Table 6 - Bivariate correlations: AUDIT and DAST-A
Variables Girls
Analysis
N Test statistic 
(r)
95% Cl P
Boys
Analysis
N Test statistic 
(r)
95% Cl P
SSA
- Neg Ev of Self AUDIT 208 .19 .06 - .32 .01** 171 .15 .00 - .29 .05*
- Out Exp AUDIT 218 .27 .14-.39 .00** 180 .13 -.02 - .27 .08
- Int Affect AUDIT 211 .16 .03 - .29 .02* 185 .05 -.01 - .19 .50
RSES AUDIT 216 -.26 .13 - .38 .00** 187 -.07 -.07 - .21 .36
NS-CS AUDIT 217 -.29 .16 - .41 .00** 187 -.13 -.13 - .27 .08
UPPSIBS
- Urgency AUDIT 205 .49 .38-.59 .00** 182 .21 .07 - .34 .00**
- Sen-Seek AUDIT 210 .56 .46 - .65 .00** 183 .21 .07 - .34 .00**
SSA
- Neg Ev of Self DAST-A 84 .12 -.01-.33 .29 112 .10 -.09 - .28 .28
- Out Exp DAST-A 89 .1 -.06 - .35 .16 115 .17 -.01 - .34 .07
- Int Affect DAST-A 85 .04 -.18-.25 .73 117 .10 -.08 - .28 .31
RSES DAST-A 86 -.25 .04 - .44 .02* 105 -.06 -.13 - .25 .54
NS-CS DAST-A 87 -.22 .01 - .41 .04* 110 .01 -.18 - .20 .90
UPPSIBS
- Urgency DAST-A 85 .22 .01 - .41 .00** 113 .29 .11 - .45 .00**
- Sen-Seek DAST-A 84 .18 -.03 - .38 .11 111 .18 -.01 - .35 .06
* p = <0.05; * *  p = <0.01; Shame Scale for Adolescents: Negative Evaluation of Self; Outward Expression; Internalised 
Affect; Rosenberg Self-Esteem Scale; Neff Self-Compassion Scale (Short-Form); UPPS Impulsive Behaviour Scale: Urgency; 
Sensation-Seeking; Alcohol Use Disorders Identification Test; Drug Abuse Screening Test (Adolescents)
Table 7 - Bivariate correlations: All predictors
Variables Girls 
Analysis 
N Test
statistic (r)
95% Cl P
Boys 
Analysis 
N Test
statistic (r)
95% Cl P
SSA
- Neg Ev of Self RSES 230 -.63 -.70 - -.55 .00** 301 -.56 -.63 - -.48 .00**
- Out Exp RSES 240 -.24 -.36--.18 .00** 316 -.27 -.37 - -.17 .00**
- Int Affect RSES 232 -.43 -.53 - -.32 .00** 324 -.47 OOoninin .00**
- Neg Ev of Self NS-CS 229 -.52 -.61 - -.42 .00** 296 -.41 -.50--.31 .00**
- Out Exp NS-CS 242 -.17 -.29 - -.05 .01** 315 -.31 -.41 - -.21 .00**
- Int Affect NS-CS 234 -.40 -.50--.29 .00** 317 -.37 -.46 - -.27 .00**
- Neg Ev of Self UPPSIBS Urgency 216 .29 -.41 - -.16 .00** 273 .48 .38 -.56 .00**
. - Out Exp UPPSIBS Urgency 228 .24 .11 -.36 .00** 291 .41 .31 -.50 .00**
- Int Affect UPPSIBS Urgency 220 .24 .11 -.36 .00** 293 .50 -41 - .58 .00**
- Neg Ev of Self UPPSIBS Sen-Seek 221 -.07 -.20 - .06 .28 285 .03 -.09 - .15 .59
- Out Exp UPPSIBS Sen-Seek 234 -.02 -.15 - .11 .77 303 .08 -.03 - .19 .14
- Int Affect UPPSIBS Sen-Seek 226 .02 -.15 - .11 .78 305 .01 -.10 -.12 .82
- Neg Ev of Self Out Exp 235 .39 .28 - .49 .00** 333 .49 .40 - .57 .00**
- Neg Ev of Self Int Affect 229 .64 .56-.71 .00** 335 .81 .77 - .84 .00**
- Out Exp Int Affect 240 .39 .28 - .49 .00** 350 .46 .37 - .54 .00**
RSES NS-CS 237 .74 .68 - .79 .00** 306 .63 .56 - .69 .00**
RSES UPPSIBS Urgency 225 -.42 -.52--.31 .00** 287 -.45 -.54--.35 .00**
RSES UPPSIBS Sen-Seek 232 .20 .07 - .32 oo** 297 .12 .01 - .23 .03*
NS-CS UPPSIBS Urgency 226 -.45 -.55 - -.34 .00** 289 -.45 -.54 -.35 .00**
NS-CS UPPSIBS Sen-Seek 233 .13 .00 - .25 .05* 302 .09 -.02 - .20 .13
* p = <0.05; * *  p = <0.01; Shame Scale for Adolescents: Negative Evaluation of Self; Outward Expression; Internalised 
Affect; Rosenberg Self-Esteem Scale; Neff Self-Compassion Scale (Short-Form); UPPS Impulsive Behaviour Scale: Urgency; 
Sensation-Seeking
27
Regression analyses
Hierarchical multiple regression was used to investigate the predictive value of shame, self-esteem, 
impulsivity and self-compassion on alcohol and drug use scores. Inspection of the normal probability 
plots and scatterplots indicated that the assumptions of normality, linearity, multicollinearity and 
homoscedasticity were met (Appendices 41-42). The first block included age, SES and social 
desirability scores. The second block included self-esteem and the two impulsivity scales as a 
significant body of research links these factors to substance use (DeSimone et al., 1994; Verdejo- 
Garcia et al., 2008). Shame subscale and self-compassion Scores were entered on the third block. 
Regression coefficients relating to the original data can be seen in Tables 8-9; significant coefficients 
for the pooled imputed data are presented in text.
-  Outcome 1: AUDIT scores
In girls, demographic factors and social desirability predicted 15% of the variance at Block 1. 
Inclusion of self-esteem and impulsivity scores at Block 2 increased the variance explained by 13%. 
Inclusion of shame and self-compassion scores at Block 3 added only a further 3%. In the final model, 
the significant predictors, in descending order, were Urgency, Sensation-Seeking, Outward 
Expression and social desirability. Pooled analyses indicated that Urgency was a significant predictor 
in the final model (p = .01), as was Outward Expression (p = .02). Sensation-Seeking failed to be 
significant (p = .40). In boys, demographic factors and social desirability predicted 2% of the variance 
in Block 1. Inclusion of self-esteem and impulsivity scores at Block 2 increased the variance explained 
by 3%. Inclusion of shame and self-compassion scores at Block 3 added a further 11%. In the final 
model, Negative Evaluation of Self, self-esteem and Internalised Affect had significant predictive 
power. Pooled analyses indicated that social desirability scores were significantly predictive (p = .00) 
as was Outward Expression (p = .22)
-  Outcome 2: DAST-A scores
In girls, 8% of the variance was explained at Block 1. The addition of self-esteem and impulsivity at 
Block 2 explained an additional 23% of the variance. At Block 3, shame and self-compassion 
explained only an additional 3%. In the final model, only Urgency was a significant predictor. Pooled 
analyses of the imputed data indicated that Urgency ceased to be significant (p = .35). In boys, Block 
1 explained 7% of the variance. The addition of self-esteem and impulsivity at Block 2 explained an 
additional 4% of the variance. The inclusion of shame and self-compassion at Block 3 accounted for a 
further 4%. In the final model, age tended towards significance. Pooled analyses indicated that age 
significantly negatively predicted DAST-A scores (p = .05).
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Discussion
This study aimed to establish the predictive power of shame, self-compassion, self-esteem and 
impulsivity on adolescent substance use. The Outward Expression shame subscale predicted alcohol 
use in girls, as did both impulsivity subscales. Urgency scores also predicted drug use in girls. Self­
esteem, Negative Evaluation of Self and Internalised Affect predicted alcohol use in boys. Self­
compassion demonstrated no predictive power fo r drug or alcohol use in either gender. None of the 
factors investigated predicted drug use in boys.
Integration into the existing literature 
Substance use
The rates o f substance use reported in this study are broadly similar to previous findings. Overall, 
77% of the sample reported having taken alcohol compared to 43-77% in the general population 
(Institute fo r Alcohol Studies, 2013). Over half reported having taken drugs; after excluding 
prescription painkillers this reduced to  22.9%. It is likely that much of the reported painkiller use was 
in accordance w ith prescription guidelines (Royal College of Paediatrics and Child Health, 2013), 
although this cannot be assumed. Both boys and girls reported using more solvents and legal highs 
than controlled drugs such as ketamine or amphetamine. It is likely that the easy availability o f such 
substances, as well as the fact tha t they can be bought legally, increases the ir appeal and tha t they 
may be seen as less 'dangerous' than their illegal counterparts.
Shame
Girls reported significantly higher scores on tw o of the three shame subscales (Negative Evaluation 
of Self and Internalised Affect), consistent w ith findings that girls show a heightened proneness to 
shame (Benetti-McQuoid & Bursik, 2005; Lewis, 1995; Tangney, 1990). There was no significant 
difference on Outward Expression scores, by gender. In girls, Outward Expression, characterised by 
externalising behaviours arising as a response to shame, significantly predicted alcohol use scores. In 
boys. Negative Evaluation of Self, conceptualised as perceived negative evaluation by self or others, 
positively predicted alcohol use scores, whilst Internalised Affect, a negative emotional response to 
shame, was negatively predictive. These findings may suggest that girls may cope w ith feelings of 
shame by drinking alcohol but that, whilst the pattern in boys is similar, the manner in which it is 
processed, i.e., by failing to internalise negative affect, is distinct; supporting previous research 
which suggests that substance use is a method of escapism fo r young people (Institute fo r Alcohol 
Studies, 2013; Lashbrook, 2000).
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Self-compassion
Self-compassion was significantly negatively associated with alcohol and drug use scores in girls but 
had no predictive power beyond that of self-esteem in the regression model. Self-compassion is a 
relatively new term in the literature and it may be the case that it has not been sufficiently 
distinguished from self-esteem; indeed, the literature indicates that the two are related (Neff, 2011) 
and in this study the measures employed correlated significantly (r = .74). It is likely that the 
concepts overlap considerably, particularly as previous research has concluded that they equally 
predict happiness, optimism and positive affect, to the extent that they can be considered 
alternatives to each other (Neff & Vonk, 2009). It may be the case that including both constructs 
within a single study is of limited utility.
Self-esteem
In general, boys reported higher levels of self-esteem than girls. In girls, high self-esteem correlated 
negatively with alcohol use scores, although the relationship did not achieve statistical significance. 
It is tentatively suggested that self-esteem may function as a protective factor in girls, in line with 
previous findings (Dielman et al., 1987; Parker & Benson, 2004). In contrast, boys with high levels of 
self-esteem were more likely to score highly on a measure of alcohol use. It may be the case that for 
young boys drinking alcohol is seen as a positive behaviour and one that is reinforced by cultural 
attitudes, as has been found in some older adolescents (Searman & Ikegwuonu, 2010), whereas in 
girls, such behaviours may be detrimental to self-worth. The extant literature relating to the impact 
of self-esteem on substance use is divergent (Baumeister, 1993; Corbin et al., 1996; DeSimone et al., 
1994; Dielman et al., 1987) and the cross sectional design of this study limits the degree to which 
directionality can be inferred.
Impulsivity
The findings presented suggest that impulsivity predicts substance use in young people, in line with 
existing research (Moeller & Dougherty, 2002; Verdejo-Garcia et al., 2008). Urgency appears to have 
more predictive power than Sensation-Seeking, indicating that the avoidance of negative affect is a 
more significant motivator than a need for stimulation. Impulsivity appears to demonstrate less 
predictive power in boys, contradicting much of the literature, which suggests that younger 
adolescents may experiment with substances as a consequence of the neurodevelopmental changes 
which can lead to deficits in impulse control (Gullo & Dawe, 2008). The existing research also 
indicates that risk-taking is more common in boys than girls and that it is viewed more positively 
(Byrnes, Miller, & Schafer, 1999; Oltedal & Rundmo, 2006). It is of note that, due to the high
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proportion of missing data relating to drug use, the sample of boys {N = 128) was only just powered 
enough to detect moderate effects and was under-powered to detect small effects. Amongst girls, 
the sample {N = 90) was under-powered to detect moderate effects.
Social desirability
Social desirability was strongly correlated with reported drug and alcohol use in girls and moderately 
in boys. As a result of the correlations observed between socially-desirable responses and the other 
study variables, social desirability was controlled for in the regression models. Despite the strong 
associations reported, it negatively predicted only alcohol use in girls.
Given that substance use is common in young people and that respect from peers and social 
acceptance are common motivators (Dielman et al., 1987; Institute for Alcohol Studies, 2013), there 
are questions surrounding the concept of socially-desirable responding amongst young people. 
Historically, admitting to taking alcohol and illicit substances would be expected to result in young 
people feeling shame, and this is borne out by a significant body of research (Allen, 1995; Blume, 
1990; Corrigan, Watson, & Miller, 2006; Possum & Mason, 1986; Furst, Johnson, Dunlap, & Curtis, 
1999; Luoma et al., 2007). However, one of these studies specifically investigated shame in African- 
American women addicted to drugs (Allen, 1995), a group far more stigmatised and marginalised 
than the sample used in this study, and another interviewed users and dealers of crack cocaine in 
New York (Furst et al., 1999). The data presented here suggest that substance use may now be 
common enough to be considered a typical behaviour, in specific social contexts, by young people 
(Redonnet, Chollet, Fombonne, Bowes, & Melchior, 2012; Swendsen et al., 2012), particularly given 
that participants reported more use of solvents and legal highs than of illicit substances. If this is the 
case, young people may be less likely to disclose substance use for fear of repercussions rather than 
as a result of feeling ashamed at doing so, as suggested by Degenhardt et al. (2013). Consequently, 
this raises questions as to how young people define 'drug use': some may not conceptualise 
solvents, legal highs or over-the-counter medication as 'drugs' in the same way they consider 
amphetamines, MDMA and cocaine as drugs. In Britain, legal highs are a relatively new addition to 
the recreational drug marketplace (Brandt, Sumnall, Measham, & Cole, 2010) and there is an 
absence of research relating to young people's attitudes towards them. This has implications for the 
manner in which clinical measurement tools such as the DAST-A construct 'drug use' and may have 
resulted in an absence of evidence to support some of the expected associations.
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Strengths and limitations
Demographics
This study utilised data from a range of sites and school types. Despite the large sample lending itself 
to gender analyses, the groups differed on all demographic variables, limiting the extent to which 
direct comparisons can be made. Boys were significantly younger than girls and thus potentially less 
likely to have taken alcohol given that they would be unable to purchase it legally or to have the 
funds to do so and that their socialising may revolve around alcohol to a lesser degree. It is 
suggested that the higher rates of alcohol use reported by girls may be attributable to their 
developmental stage and social context, rather than to their gender. In addition, the groups differed 
in terms of SES, as measured by parental occupation. Despite being an established measure of social 
class, SES fails to capture other factors associated with substance use, such as low maternal 
education, parental divorce or being subject to the care system (Galea et al., 2004). As an 
exploratory study, there was limited scope in this paper to investigate the effect of demographic 
factors and only limited conclusions can be drawn. Analyses were conducted separately to manage 
these demographic differences and to investigate the effects of age and SES within each group.
Data quality
The first block of the regression model indicates some evidence of an inverse relationship between 
age and drug use scores in boys (p = .09) and, in conjunction with the significant effect of social 
desirability (p = .04), it is possible that there are issues related to data quality. Younger boys were 
given the questionnaires during a whole-year assembly and, although asked to complete them 
independently, their responding may have been affected by the situational context. Given this, it 
may be the case that drug and alcohol use amongst this group of participants was subject to over­
reporting. This has methodological implications for future research and suggests that data collection 
should be conducted individually or in small groups in order to improve data quality.
Data completion and imputation
As reported, significant amounts of data were missing. Only one variable (sexual orientation) was 
completed by all participants. There were greater amounts of data missing from the measures of 
alcohol and drug use and the lower completion rates may be attributable to fatigue or to the 
sensitive nature of the questions. Alternatively, it may be due to the instructions provided: the 
DAST-A specifically directed participants to go to the next page if they did not take drugs. The DAST- 
A assumes that the individual completing the measure takes drugs and there is no identifiable space 
for them to indicate anything to the contrary. The high levels of missing data reported may have
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been attributable to non-engagement with the questionnaires or, potentially, to participants who 
did not use drugs viewing the questions as irrelevant to them. Multiple imputation was employed as 
a strategy to manage missing data but this method relies on the existing data to generate likely 
models. Consequently, if there are concerns regarding the validity of the observed data, the 
modelled data may be vulnerable to similar contamination. As a result, data may have been imputed 
for those who did not use alcohol or drugs and the results based upon the imputation should be 
treated with caution. Despite allowing statistical analyses to be conducted on several imputations 
and for those analyses to be pooled across imputations, the pooled analyses did not report either 
standardised coefficients or collinearity statistics.
Implications
The existing literature suggests that impulsivity and self-esteem predict substance use in young 
people but the findings reported suggest a different picture. Specifically, this study indicates that 
impulsivity and one specific facet of shame are implicated in alcohol use in girls, whereas in boys 
self-esteem and shame are most predictive. In girls, only Urgency predicted drug use; in boys, no 
self-concept variables were implicated. The results extend current knowledge by highlighting 
differences in the ways boys and girls cope with negative affect and suggest that their motivations to 
use drugs or alcohol may be distinct, or that the effects of use may vary by gender. It may be the 
case that the predictive power of impulsivity and self-esteem has historically been over-stated. 
Further research is required to investigate the extent to which this is the case.
The findings also indicate that the landscape of substance use is changing. There appears to have 
been a significant shift away from controlled substances towards legal highs. It is possible that there 
are several reasons young people use alcohol and drugs and that these reasons differ by age and 
gender. Educational and health professionals may require more knowledge and training to be able to 
identify those most at risk and to provide effective interventions.
Future directions
A number of conceptual ideas require further investigation. As outlined above, the relationship 
between socially-desirable responding and substance use remains unclear. Further investigation is 
required to ascertain the relationship between substance use and social desirability in young people. 
It also appears that self-compassion overlaps significantly with the construct of self-esteem and 
further study is required to explicitly identify which aspects differentiate the constructs from each 
other. Finally, these results have shown that not all substance use behaviours are related to the self-
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concept factors investigated and suggest that other coping mechanisms may be implicated. Further 
exploration is necessary to identify these mechanisms and the extent to which they act as 
risk/protective factors in this population. This study has not examined the effect of factors such as 
early adversity, mood, or cognitive processing related to drugs and alcohol on substance use, nor 
was there the scope to consider the impact of social factors such as peer pressure. These remain 
areas for further investigation.
Methodologically, there are several issues related to study measurement. Presently, there is no clear 
guidance on obtaining consent to participate from those aged under sixteen. Further inquiry is 
necessary to ascertain which factors influence capacity to consent in young people and to formulate 
appropriate protocols when conducting research with this population. As noted, commonly-used 
measures such as the DAST-A may require revision to adapt to the changing attitudes towards and 
patterns in drug use in order that they remain valid both clinically and for the purposes of research. 
Finally, this study demonstrates that engagement with research of a sensitive nature may result in 
significant amounts of missing data, even if anonymity is preserved. There is considerable scope for 
investigation into methods which may result in improved levels of data completion.
Clinically, substance use continues to warrant significant concern and is currently receiving 
considerable attention in the public health agenda (Public Health England, 2013a, 2013b). Early 
intervention can be effective in reducing substance use (McGorry, Purcell, Goldstone, & Amminger, 
2011; McLellan, Lewis, O'Brien, & Kleber, 2000; Saunders et al., 1993; Sherman et al., 2005) and 
there is scope for further investigation to build on the findings reported here to ascertain which 
factors predict substance use in boys and girls across the developmental trajectory.
The findings of this study have made a moderate contribution to the evidence base concerning 
factors which predict drug and alcohol use in young people. The disparity within the sample has 
limited the extent to which the results can be integrated into one model of substance use in young 
people; nevertheless, the findings have implications for schools and health services and pave the 
way for further empirical investigation. It is hoped that as understanding of the theoretical base 
extends, appropriate interventions, targeted at the factors which place young people at risk of 
substance use, will be developed in order to reduce the enormous social, financial and health- 
related costs of substance use in this at-risk population.
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Appendix 2: Information sheet
M y  name k  Masuma Rahim and 1 am a Trainee C linical Psychologist from A e  Un w ersity of Surrey. &s 
part o f my degree, I have to carry cmxt some research. : am boMng at things which predict sale 
healthy behaviours in  adolescents.
m particular I am looking at alcohol and drug use m people aged-14-16. i hope that my results m ight 
help me understand some of the  reasons why young people use thugs and drink a lcoho l
I f  you'd like to  take part. I’ll ask you to f ill in some questionnaires. You don't have to  take part, and 
even E you decide you’d like to, you can change your m ind a t any poin t. Try to  answer the questions 
as honestly as possible. All your answers w ill be anonymous and confidential, so no one, no t even 
your teachers o r fam ily, w ill know th a t you have taken part, and they w on 't be able to  see your 
answers. I f you need to  contact me, you can em ail me ïüàug m.ralMm@ surrey.ac.uk. You can also 
contact my research supervisors, M ary John and Laura Simonds, using :m.|o ta@ surre f.ac.u l: o r 
l.slm onds@ iurrey.ac.uk.
*  You cm  change your m ind and not give us your questionnaire
*  You d o rft have to  answer a l o f the  questions
*  You: do not have to  take pa rt at: a ll f t  here are some puzzles included a t the end o f the 
quesSomialre to  com plete if  you wish)
*  You don't have to  te ll anyone w hat you w ro te on the questionnaires
*  Flo-one w ill know these are your answers—you w ill not have to  pu t your name on anything
*  l nq^h t use the data again to  teach othe r people about drug and alcohol use in  young people 
o r to  amswer d iffe re n t msemch questiœns but: no-one will know you took part
*  By handing you r com pleted questionnaire in , yon  are consenting to  partiopa tioo  In  th is
Please note:
research
UNIVERSITY OF
Appendix 3: Demographic questionnaire
Please drde your responses to these questmns:
t* How old are you?
A. 14
a. is
C. 16
2. What Is your sex?
A.. Male 
a. Female
3 . W hat# your
A:WKte  
ErMsh 
insh
Other_______________
C: Asia n or Asian BiitM i
Indian
Pakistani
Bangladeshi
Other_______________
E: Chinese or other ethnic group 
Chinese
Other________________
4. What is your religion?
A. Catholic 
D. Protestant 
G. Other Christian
I. Prefer not to say ___________
5. What is your sexual orientation?
A. Mainly gay B. Mainly straight
D. Complets!/ gay E. Completely straight
G. Other_____________
G. Does the head of your household work?
A. Yes 8. Ho
B. None/Atheist 
E. Jewish 
H.5&h
IC„ Other _
D 1 7
P. IB
B: Mixed
White and Black Caribbean 
white and Black African 
White and Asian 
Other_________________
D : Slack or Black British
Caribbean
African
Other________
F:l would rather M issy
O. Muslim 
P. Buddhist 
L Hindu
€L Bisexual
F. Prefer not to say
If Yes', what is their fob?
Appendix 4: Shame Scale for Adolescents
ft Is enm irm i fo r you r g people to  experience fe e lm p  o f shzmc. However, people varyfc the type o f K tuatfon 
th a t makes them  feel shame o r ashamed. Shairie cars occur «men you have done something o r when someone 
else has cone something to yoa Here are some examples of situations th a t might m ate young people fee l 
shame:
*  Ib c  are being à u liïe i
»  ïo u  make a mistake m fro n t o f fo u r w hole dass and es’erpm e laoghs 
» You co  badjy in  a tes t
» fo u r tim iry  ca n 't a fford to buy you a l the newest gadgets o r  m ost fashionable sfe lfjes '
*  You are horrible about youx t« s t friend behind his/her back
IMPORTANT
Can you tihm$> sf some 3ÂiiatiQœ  t:tot:ia% ^. happened recentfy where you have fe lt shame?" Please wriste down 
a few s *  ations B e tlte  exam ple  # # # e .
1.
2.
3.
Mow read each Ifem  below  and dnrrie th e  box m att to  how you wm âà genern lv A m k and fee l m  s iu s ic iis  f f c  
the ones you ikm e wrAten down.
E1AMPIE: Thinking: back to  lines : when you hswe fe lt shame, IF you very o ften  th in k  T  am ruhbisit: a t 
everything*’ then ya tt w o tid  sm3e # e  num ber3, as sh own below._____________________________________
M ote t « I A  little : b it Q uite a b it Al er t :
1 Ikough t 1  am m M feh a l everything"
Com plete AesW banenBs&e&n# th in k in g  bedc to  th e  tim es you hewe fe lt shem e.
W hen I fe lt sham* Mai at :  
aS
A ltt fe is it Quite#
bit
A k t
’ thoLgh i "I have le t o th e r people cow n*
I fe lt worthless and small 
I thought "O ther oeoo'e m ust th in k  I am no
8 thought 1  am a nasty person*
I wanted to  shout and scream 
I  fe lt angry a t o th e r oeopfe
I wanted to seek revenge
1 thought "No one like 
I fe lt disappointed
I  thought "O ther peep'e m ust th in k  I am stupid"
I wanted to  punch walls o r break things 
1 fete sa d
1 had a h o rrib e  fee ling as ide  
1 thought 1  ST ro  goo s'"
fw  sm-A- m- Sw &....................................... ........... .
I  fete emharnassed
1 thought "OthergNeopfe: m ust:th ink I am nasty"
1 fete frustrated
1 thought "ft: is f i t t e r  if  I was not around*
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Appendix 5: Rosenberg Self-Esteem Scale
Instructions: Below isa Mst of statemeoK dealing *  rth t our general feelings about yourseKI ;f you 
slionglyag^e^dW eSA.^youesl^'^^statem e#,cÊrdeA .lfyou dlsapme, cade D. ^  you
strongly dlsagreSj, circle SB.
3L On (he whole, [ am satisfied with myself. | SA A D 5D
2. At times, 1 think l am no good at all. | SA A D SO
3. I feel that J have a number of good qua Mes. ‘ 5 A A D SO
4. 1 a n chie to do things es well es most other pec pie. 1 SA A D so
S. 1 feel I do not have much to be proud of. | SA A D so
S. i feel useless at times. | SA . A D a )
7. I feel that lrn s pe rson of worth, at least as good as others. [ SA A D so
a. 1 wish 1 could have more respect or m ÿsek. 1 SA. A D so
s.. All in all, I tendtc fee! that lam s TEi.ure. ' SA A D so
m . I take s positive attitude toward ifiysek ; SA A D so
Appendix 6: Neff Self-Compassion Scale (Short-Form)
HOW I TYMCMIYAC^ TOWARDS MYSHTM DRTBCmTTIMS
Fisase read eaci statement careiiiif before answering. To the left: of each item. Indicate: bow 
often you behave in the stated: manner, using the following scale:
Almost Almost:
newer always
1 2  3 4 S:
 l-W h e n to iftib  somelhmg irr portant to me I feel Be a feilire.
 2. ttiy  to'fee kind end petient towards parts of my peoonality which i  don't Eke.
 3. when something insetting: teppens 1 try to keep level headed.
 c  When lrm feeling dow% 1 often think that otte" .ptoaple are: probab! k happier#an l am.
  5 .1 try to see my failings: as part of being human.
 6. when irm going through a very hard time l cere for and look after myself.
  7. When something upsets me I try to keep my feelings steady.
  B. When I can't do somethmg important to me 1 fe»11 il p iFisi the only one
  9. When I'm filin g  down I can't stop thinking about p, erythmg thaf s wrong.
 ID. When I fehiisdess hi some wafp 1 try to remind myself that sometime ewmyomefWs
useless.
  11 l beat myself up about: all the th ings tfiat are wrong with me.
 12 1 gp-t upset about parts o my personality which i don't like..
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Appendix 7: UPPS Impulsive Behaviour Scale
True False
1 ;ha^UDub#ecoxm {#% m ym ipQbes
2 1 have troub le  resisting m y cravings: {fo r food, cigarettes, e tc.).
3 î  o ften  ge t involved m things 1 la te r wish i cou d get o is tc f. ----------- ------------
4 W hen 1 fe e l bad, 1 w ill o ften  do th ings 1 la te r regret in  order to  make m yself fee l 
b e tte r now.
5  Sometimes when I fe e l bad, 1 can't seem to  stop w hat 1 am doing even though i t  is  
makmg me feel worse.
5 W hen l am upset I often act w iî to t i th inking.
msmmmsmms&i msmmfmmfMtiwtr.
7  When 1 fed  unwanted, 1 will often say things that 1 later regret.
S it is hard fo r me to  resist acting on my feelings.
s l o ften  make things worse because I act w ith o u t th inking  when I am upset.
.........
i s  in  an argum ent, i m il o ften  say things th a t I la te r regret.
i t  i am  always able to  keep my feelings under control. --------- — —
12 Sometimes 1 do th ings on  im pulse that 1 la te r regre t.
13 1 o ften look fo r  nevr and exerting experiences. -
14 I1.1 tr ,1 anything c r.ce.
------—
15 i  like  fast-paced: sports and games.
16 i w ould enjoy water skiing.
17 1 qu ite  enjoy taking risks.
.......... -
11 l w ould enjoy pamchute jum ping.
l i : 1 like  the  idea o f new and exdtm g experiences, even if  the y  are a b it frigh îen ing.
_
20 ! w ould like  to  learn to  i f  a plane.
2 1  i som etim es like doing things that are a bit tnghtening
22 1 would enjoy the feeling o f siding very last down a high m ountain.
23 I would like  to  go scuba diving.
2S :i w ould enjoy fast driving .
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Appendix 8: Crandall Social Desirability Test for Children
True False
1  a am always respectful to older people
2  . Sometimes 1 do n o t f  eel like  doing what my teachers w sîïî: me to  do
_ _____
3 S o m eü m eslA a^fek likeA ro w in gA Ë po r
iI
4 I never 'ta il; bac*:r tc  my psrer.ts
5  W hen a n a t e a m istake 1 a v.cys a : n 't  th a t 1am  wrong;
_____
6 1 som etim es feel: H e  m ahng ftm  o fo tfse r people
7 I ahvays wash my hands before e^eq^meal
S Sometimes 1 *ish  1 could ju s t jmess around’ instead o f hmwmg to  goto school
--------
9 1 have never beem tempted to break a ru le  or a law
10= Sometimes i dislike helping my parents even though I know the y need m y hdp  
around the  house 
11 Sometimes 1 say things ju s t to  impress ray friends
22, i  newer shout when I fee l angry
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Appendix 11: Drug Abuse Screening Test (Adolescents)
If you never use drugs, please go to the next page
Yes fto
1 Do you try to only use d rugs in certain situations?
-----------------
2  Have you ever had blackouts or flashbacks after using drugs?
3 D o you ever feel bad about using drugs?
4 Do your friends or family think or know that you use d rugs?
5 Has using drugs ever cause problems between you and your family, or you 
and your boy/girlfnend?
-------------------
_
6 Have you ever lost friends because of your drug use?
-----------------
7 Have you ever been in trouble at school because of your drug use?
8 Have you ever got into a fight when 'high'?
9 Have you ever been arrested for possession of drugs?
10 Have you ever experienced % ithdrawa 1 symptoms?
11 Has drug use ever made you ill?
-----------------
12. Have you ever tried to get help for your drug use?
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Appendix 12: Debrief
Please: describe a time when you hare been real ly happy, such as a birthday or a holiday. Please tell 
us everything you can a bout this. Think about the emotions you experienced and try to relive these
émotions nom
Dear participant,.
Thank: you for agreeing to  take part in my study. The aim was to find: out if certain 
feelings are associated with drinking and taking; drugs.. Some research suggests that feeling ashamed, 
other about ourselves, or things we've done, might be linked to alcohol or drug use. That might be 
the case with adults, but we don't know if it's similar for younger people. This study aimed to see if 
the pattern Is the same, or If there are any differences. The answers you gave will help us to find out 
All your answers are confidential and anonymous- there Is no way to link your answers back to you.
If you would like to talk to someone a bout alcohol or drug use, these organisations may be hel pfu! :
Information about drags: www.talktoffank.com 0800 77 65 GO
Information ahoutalocAol: www.drinkaware.co.uk
Thank you again for participating. In my research. If you have any further questions, you can emal 
me
É  UNIVERSITY OFSURREY
Appendix 13: Power calculation
W iW .dan ie lsoper.com /5 ta tC 3 ic3 /ca lc ,3spx?id=l
î^ i"  m n a a g a iz o j
This calculator will tell you the minimum required sample size for a multiple regression study, given the desired probability level, the 
number of predictors in the model, the anticipated effect size, and the desired statistical power level.
Please supply the necessary parameter values, and then click'Calculate'.
Anticipated effect size (f):  [ 0.15 J &
Desired statistical power level: | 0.8 j #
Number of predictors: |10 I #
Probability level: 10.05
Calculate!
Minimum required sample size: 118
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Appendix 14: Missing values analysis
Complete variables Complete cases Complete data
I I  Complete Data
Incomplete Data
|].298%00.654%!
670 ; 
|99.70%||
75,561
99.35%|
Figure 1 - Summary of missing values (153 variables)
Complete variables Complete cases Complete data
#  Complete Data 
G Incomplete Data
Figure 2 - Summary of missing values (141 variables)
Complete variables Complete cases Complete data
Complete Data 
Incomplete Data
Figure 3 - Summary of missing values (107 variables)
I 140
199.29%
74,35(
178.4;
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Appendix 15: Missing data by item
Table 10 - Missing data by item
No. Item
Missing 
N % No. Variable
Missing 
N % No. Variable
Missing 
N %
1 LSD freq 647 96.3 48 Ever taken... 80 11.9 95 NS-CS 7 48 7.1
2 Mushrooms freq 645 96.0 49 Ever taken... 75 11.2 96 UPPSIBS 6 47 7.0
3 Speed freq 645 96.0 50 Ever taken... 69 10.3 97 UPPSIBS 4 47 7.0
4 Solvents freq 641 95.4 51 CSDTC9 69 10.3 08 NS-CS 5 47 7.0
5 Cocaine freq 640 95.2 52 CSDTC5 66 9.8 99 SSA 16 47 7.0
6 Ketamine freq 637 94.8 53 CSDTC 11 65 9.7 100 SSA 14 47 7.0
7 MDMA freq 632 94.0 54 Ever taken... 64 9.5 101 UPPSIBS 7 46 6.8
8 Legal highs freq 605 90.0 55 CSDTC 12 64 9.5 102 RSES7 46 6.8
9 Cannabis freq 551 82.0 56 CSDTC 8 64 9.5 103 SSA 13 46 6.8
10 DAST-A12 445 66.2 57 Ever taken... 62 9.2 104 UPPSIBS 3 45 6.7
11 DAST-A 10 443 65.9 58 Ever taken... 62 9.2 105 NS-CS 4 45 6.7
12 DAST-A 11 442 65.8 59 CSDTC 7 62 9.2 106 SSA 15 45 6.7
13 DAST-A 9 442 65.8 60 Ever taken... 61 9.1 107 SSA 8 45 6.7
14 DAST-A 8 442 65.8 61 CSDTC 10 61 9.1 108 RSES 10 44 6.5
15 DAST-A 7 442 65.8 62 CSDTC 6 60 8.9 109 RSES 9 44 6.5
16 DAST-A 6 442 65.8 63 CSDTC3 59 8.8 110 SSA 18 44 6.5
17 DAST-A 5 442 65.8 64 CSDTC2 59 8.8 111 SSA 12 44 6.5
18 DAST-A 4 440 65.5 65 CSDTC 1 59 8.8 112 SSA 10 44 6.5
19 Prescription freq 440 65.5 66 Ever taken... 58 8.6 113 SSA 6 44 6.5
20 DAST-A 3 435 64.7 67 Ever taken... 58 8.6 114 NS-CS 3 43 6.4
21 DAST-A 2 429 63.8 68 NS-CS 11 58 8.6 115 SSA 11 43 6.4
22 DAST-A 1 424 63.1 69 NS-CS 12 57 8.5 116 SSA 9 43 6.4
23 Cocktails freq 410 61.0 70 NS-CS 8 57 8.5 117 SSA 19 42 6.3
24 Shots freq 385 57.3 71 UPPSIBS 11 56 8.3 118 SSA 4 42 6.3
25 Alcopops freq 314 46.7 72 CSDTC4 55 8.2 119 SSA 3 42 6.3
26 Cider freq 298 44.3 73 UPPSIBS 14 55 8.2 120 RSES 8 41 6.1
27 Spirits freq 295 43.9 74 NS-CS 10 55 8.2 121 SSA 17 41 6.1
28 Wine freq 255 37.9 75 UPPSIBS 24 54 8.0 122 SSA 7 41 6.1
29 Bee/lager freq 240 35.7 76 UPPSIBS 19 54 8.0 123 RSES 4 40 6.0
30 AUDIT 2 188 28.0 77 UPPSIBS 18 54 8.0 124 SSA 2 40 6.0
31 AUDIT 10 184 27.4 78 UPPSIBS 22 53 7.9 125 RSES 5 39 5.8
32 AUDITS 177 26.3 79 UPPSIBS 20 53 7.9 126 SSA 5 39 5.8
33 AUDIT? 176 26.2 80 UPPSIBS 17 53 7.9 127 UPPSIBS 2 38 5.7
34 AUDITS 176 26.2 81 UPPSIBS 16 53 7.9 128 RSES 6 38 5.7
35 AUDITS 176 26.2 82 UPPSIBS 13 53 7.9 129 SSA 1 38 5.7
36 AUDIT 4 168 25.0 83 UPPSIBS 10 53 7.9 130 NS-CS 1 36 5.4
37 AUDITS 164 24.4 84 UPPSIBS 21 52 7.7 131 RSES 3 34 5.1
38 AUDITS 163 24.3 85 UPPSIBS 9 52 7.7 132 RSES 1 33 4.9
39 AUDIT 1 156 23.2 86 UPPSIBS 8 52 7.7 133 RSES 2 32 4.8
40 Ever taken... 107 15.9 87 NS-CS 9 52 7.7 134 SES 10 1.5
41 Ever taken... 91 13.5 88 NS-CS 2 52 7.7 135 Ethnicity subgroup 9 1.3
42 Ever taken... 91 13.5 89 UPPSIBS 12 51 7.6 136 Age 3 .4
43 Ever taken... 90 13.4 90 UPPSIBS 23 50 7.4 137 Religion 2 .3
44 Ever taken... 90 13.4 91 UPPSIBS 5 50 7.4 138 Employment 1 .1
45 Ever taken... 89 13.2 92 UPPSIBSS 1 50 7.4 139 Ethnicity 1 .1
46 Ever taken... 89 13.2 93 NS-CS 6 49 7.3 140 Sex 1 .1
47 Ever taken... 88 13.1 94 UPPSIBS 15 48 7.1 141 Sexuality 0 .0
Shame Scale for Adolescents; Rosenberg Self-Esteem Scale; Neff Self-Compassion Scale (Short-Form); UPPS Impulsive 
Behaviour Scale; Crandall Social Desirability Test (Children); Alcohol Use Disorders Identification Test; Drug Abuse 
Screening Test (Adolescents)
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Appendix 16: Normality tests (original data)
Table 111 - Normality statistics
Kolmogorov-Smirnov 
V ariab le_____________ Statistic df p
Age .22 669 .00**
Overall ethnicity .44 648 .00**
Ethnicity subgroup .34 617 .00**
Religion .35 648 .00**
Religion (Recoded) .50 650 .00**
Sexuality .51 659 .00**
Sexuality (Recoded) .53 659 .00**
Employment of Head of Household .54 659 .00**
SES .24 564 .00**
SSA Neg Ev of Self .10 579 .00**
SSA Out Exp .13 613 .00**
SSA Int Affect .08 609 .00**
RSES Total .06 594 .00**
NS-CS Total .06 592 .00**
UPPSIBS Urgency .10 557 .00**
UPPSIBS Sen-Seek .16 576 .00**
CSDTC Total .13 560 .00**
AUDIT Total .19 429 .00**
DAST-A Total .25 218 .00**
* *  p = <0.01; Shame Scale for Adolescents: Negative Evaluation of Self; Outward Expression; Internalised Affect; 
Rosenberg Self-Esteem Scale; Neff Self-Compassion Scale (Short-Form); UPPS Impulsive Behaviour Scale: Urgency; 
Sensation-Seeking; Crandall Social Desirability Test (Children); Alcohol Use Disorders Identification Test; Drug Abuse 
Screening Test (Adolescents)
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Appendix 17: Normality plots (Age)
Histogram
Imputation Numbei= Original data
14.GG 15.00 16.00 17.30 18.GG 19.00
Age
Mean = 15.75 
Std.Dev. = 1305
Normal Q-Q Plot of Age
Imputation Number^ Original data
I
Observed Value
Detrended Normal Q-Q Plot of Age
Imputation Number= Original data
Observed Value
Imputation Number. Original data
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Appendix 18: Normality plots (Overall ethnicity)
Histogram
Imputation Number^ Original data
Normal Q-Q Plot of Overall ethnicity 
Imputation Number- Original data
Overall ethnicity
Ë
5|
E-
Observed Value
Detrended Normal Q-Q Plot of Overall ethnicity
Imputation Number= Original data
Observed Value
Imputation Number Original data
MINI 72
VWCMVWd2 JWKZ70VWQOS
VWVD25
........
Overall ethmcly
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Appendix 19: Normality plots (Ethnicity subgroup)
Histogram
Imputation Number= Original data
Mean *  3.87 
Std.Dev. = 4.621
Normal Q-Q Plot of Ethnicity subgroup 
Imputation Number- Original data
Ethnicity subgroup
j
I
Observed Value
Detrended Normal Q-Q Plot of Ethnicity subgroup
Imputation Numbei= Original data
Imputation Number: Original data
Observed Value
WW3Z" WM&242 
WM310 WIM247
Ethnicity subgroup
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Appendix 20: Normality plots (Religion)
Histogram
Imputation Number= Original data
Normal Q-Q Plot of Religion
Imputation Number= Original data
Observed Value
Imputation Number: Original data Detrended Normal Q-Q Plot of Religion 
Imputation Number- Original data
Observed Value
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Appendix 21: Normality plots (Religion recoded)
Histogram 
Impulalion Numbet= Original data
f Religion recoded
Religion recoded
iben- Original
Observed Value
Detrended Normal Q-Q Plot of Religion recoded
Observed Value
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Appendix 22: Normality plots (Sexuality)
Histogram
Imputation Number= Oiiginal data
 ^ j-  .... ;
Normal Q-Q Plot of Sexuality
Imputation Number- Original data
Sexuality
1
1
UJ
Observed Value
Detrended Normal Q-Q Plot of Sexuality
Imputation Number= Original data
Imputation Number: Original data
VWM271 WM27S 
YtN157 m t l  45
Observed Value
WIM244 
WM27D WM211
SOCQ29WM2€:l 
PRS038 AHS130
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Appendix 23: Normality plots (Sexuality recoded)
Histogram
Imputation Number= Original data
Mean = .08 
Std.Dev. = .442
Normal Q-Q Plot of Sexuality recoded 
Imputation Number- Original data
Sexuality recoded
I
z
UJ
Observed Value
Detrended Normal Q-Q Plot of Sexuality recoded
Imputation Number= Original data
Imputation Number: Original data
VWM338 VW20C 
VxW.286 *
WM302 WN100 
VMM3B1
Observed Value
Sexuafity recoded
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Appendix 24: Normality plots (Employment of head of household)
Histogram 
Impulalion NumbHi= Original dala
Normal Q-Q Plot of Employment of Head of Household 
Imputation Number= Original data
Employment of Head of Household
E
i
UJ
Observed Value
Detrended Normal Q-Q Plot of Employment of Head of Household
Imputation Number® Original data
Observed Value
Imputation Number: Original data
Employment of Head of Household
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Appendix 25: Normality plots (SES)
Histogram
Imputation Number* Original data
Detrended Normal Q-Q Plot of Social Grade
Imputation Number= Original data
Social Grade Observed Value
Detrended Normal Q-Q Plot of Social Grade
Imputation Number= Original data
Imputation Number: Original data
Observed Value
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Appendix 26: Normality plots (SSA Negative Evaluation of Self Total)
Histogram
Impulalion Numbei= Original dala
SSA Neg Ev
Normal Q-Q Plot of SSA Neg Ev
Imputation Number- Original dala
|
3
!
UJ
Observed Value
Detrended Normal Q-Q Plot of SSA Neg Ev
Imputation Number= Original data
Observed Value
Imputation Number Original data
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Appendix 27: Normality plots (SSA Outward Expression Total)
Histogram
Impulalion Numbei- Original dala
Mean = 4.07 
Std.Dev. «3.336
Normal Q-Q Plot of SSA Out Exp 
Imputation Number= Original data
SSA Out Exp
Ê
i
l
UJ
Observed Value
Detrended Normal Q-Q Plot of SSA Out Exp
Imputation Number= Original data
Imputation Number: Original data
Observed Value
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Appendix 28: Normality plots (SSA Internalised Affect Total)
Histogram
Impulalion Numbet= Original dala
Normal Q-Q Plot of SSA Int Affect
5 DO 10 CO
SSA Int Affect
I
UJ
Observed Value
Detrended Normal Q-Q Plot of SSA Int Affect 
Imputation Number= Original data
Imputation Number: Original data
Observed Value SSA Int Affed
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Appendix 29: Normality plots (RSES Total)
Histogram Normal Q-Q Plot of RSES Totai
Imputation Numbei- Original data Imputation Number= Original data
UJ
Observed ValueRSES Total
Detrended Normal Q-Q Plot of RSES Total 
Imputation Number= Original data
Imputation Number: Original data
Observed Value
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Appendix 30: Normality plots (NS-CS Total)
Histogram
Imputation Number^ Original data
n
30.QG 40.00
N eff T otal
Normal Q-Q Plot of Neff Total
Imputation Number* Original data
E
i
UJ
Observed Value
Detrended Normal Q-Q Plot of Neff Total       Imputation Number: Original data
Imputation Number= Original data 60^
Observed Value
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Appendix 31: Normality plots (UPPSIBS Urgency Total)
Histogram 
Imputation Number» Original data
UPPS Urgency
Normal Q-Q Plot of UPPS Urgency 
Imputation Number» Original data
I
i
|
UJ
Observed Value
Detrended Normal Q-Q Plot of UPPS Urgency
Imputation Number» Original data
Imputation Number: Original data
77
De
v 
fro
m 
No
rm
al
 
Fr
eq
ue
nc
y
Appendix 32: Normality plots (UPPSIBS Sensation-Seeking Total)
Histogram 
Impulalion Number» Original data
Std. Dev. = 3.375
Normal Q-Q Plot of UPPS Sen-Seek 
Imputation Number= Original data
4.00 6.GO
UPPS Sen-Seek
1
5
I
UJ
Observed Value
Detrended Normal Q-Q Plot of UPPS Sen-Seek
Imputation Number» Original data
Imputation Number: Original data
Observed Value
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Appendix 33: Normality plots (CSDTC Total)
Histogram
Imputation Numbei= Original data
CSDTC Total
Normal Q-Q Plot of CSDTC Total
Imputation Number- Original data
E
UJ
Observed Valui
Detrended Normal Q-Q Plot of CSDTC Total
Imputation Number= Original data
Observed Value
Imputation Number: Original data
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Appendix 34: Normality plots (AUDIT Total)
Histogram
liiipu ltilin i Numbel= Original dala
J3.
AUDIT Total
Normal Q-Q Plot of AUDIT Total
Imputation Number* Original data
Observed Value
Detrended Normal Q-Q Plot of AUDIT Total
Imputation Number* Original data
Imputation Number: Original data
Observed Value
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Appendix 35: Normality plots (DAST-A Total)
Histogram
Impulalion Number- Original dala
DAST Total
Normal Q-Q Plot of DAST Total 
Imputation Number^ Original data
I
Observed Value
Detrended Normal Q-Q Plot of DAST Total
Imputation Number= Original data
Imputation Number: Original data
Observed Value
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Appendix 36: Normality plots (Number of types of alcohol taken)
Histogram
Imputation Numbep= Original data
Normal Q-Q Plot of Number of alcohol types taken 
Imputation Number= Original data
Number of alcohol types taken
E
z
■g
£
I
Observed Value
Detrended Normal Q-Q Plot of Number of alcohol types taken 
Imputation Number= Original data
Observed Value
Imputation Number: Original data
Nurnbei of alcohol types taken
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Appendix 37: Normality plots (Number of types of drugs taken)
Histogram
Impulalion Nurrtbet- Original dala
Number of drug types taken
Normal Q-Q Plot of Number of drug types taken
Imputation Number^ Original data
!
5
I
Observed Value
Detrended Normal Q-Q Plot of Number of drug types taken 
Imputation N um ber Original data
Imputation Number: Original data
Observed Value
WN232 WÎ1I165
VVM0C2 
_*WM2*I 
SDC067 
WM282 yW 302
VMM022
SDC076 
SDC07Ç VW225
WM316 Wi.1203
Number of drug types taken
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Appendix 38: Data completion bv item and gender
Table 12 - Data completion by item
Item
Girls
N (%)
Boys
N (%) Item
Girls
N (%)
Boys
N (%) Item
Girls
N (%)
Boys
N (%
SSA1 247 97.24 386 92.34 NS-CS5 252 99.21 372 89.00 CSDTC2 250 98.43 362 86
SSA2 247 97.24 384 91.87 NS-CS6 252 99.21 370 88.52 CSDTC3 251 98.82 361 86
SSA3 245 96.46 384 91.87 NS-CS7 252 99.21 371 88.76 CSDTC4 251 98.82 365 87
SSA4 245 96.46 384 91.87 NS-CS8 251 98.82 363 86.84 CSDTC5 246 96.85 359 85
SSA5 248 97.64 384 91.87 NS-CS9 252 99.21 367 87.80 CSDTC6 253 99.61 358 85
SSA6 248 97.64 379 90.67 NS-CS10 252 99.21 364 87.08 CSDTC7 250 98.43 359 85
SSA7 248 97.64 382 91.39 NS-CS11 251 98.82 362 86.60 CSDTC8 252 99.21 355 8/
SSA8 247 97.24 379 90.67 NS-CS12 252 99.21 362 86.60 CSDTC9 252 99.21 350 8:
SSA9 247 97.24 381 91.15 UPPSIBSS1 244 96.06 377 90.19 CSDTC10 253 99.61 357 85
SSA10 246 96.85 381 91.15 UPPSIBS2 249 98.03 384 91.87 CSDTC11 250 98.43 356 85
SSA11 248 97.64 380 90.91 UPPSIBS3 251 98.82 375 89.71 CSDTC12 252 99.21 355 8/
SSA12 247 97.24 380 90.91 UPPSIBS4 251 98.82 373 89.23 AUDIT1 239 94.09 276 6(
SSA13 246 96.85 379 90.67 UPPSIBS5 251 98.82 370 88.52 AUDIT2 233 91.73 250 55
SSA14 246 96.85 378 90.43 UPPSIBS6 248 97.64 376 89.95 AUDITS 235 92.52 273 6!
SSA15 245 96.46 381 91.15 UPPSIBS7 251 98.82 374 89.47 AUDIT4 236 92.91 267 6:
SSA16 245 96.46 379 90.67 UPPSIBS8 248 97.64 371 88.76 AUDITS 236 92.91 259 6:
SSA17 246 96.85 384 91.87 UPPSIBS9 251 98.82 368 88.04 AUDIT6 234 92.13 261 6!
SSA18 246 96.85 381 91.15 UPPSIBS10 249 98.03 369 88.28 AUDIT? 235 92.52 260 6!
SSA19 248 97.64 381 91.15 UPPSIBS11 247 97.24 368 88.04 AUDITS 237 93.31 257 6
RSES1 252 99.21 386 92.34 UPPSIBS12 251 98.82 369 88.28 AUDITS 238 93.70 269 6
RSES2 253 99.61 386 92.34 UPPSIBS13 249 98.03 369 88.28 AUDIT10 237 93.31 250 5!
RSES3 253 99.61 384 91.87 UPPSIBS14 249 98.03 367 87.80 DAST-A1 101 39.76 146 3
RSES4 252 99.21 379 90.67 UPPSIBS15 251 98.82 372 89.00 DAST-A2 100 39.37 142 3
RSES5 250 98.43 382 91.39 UPPSIBS16 251 98.82 367 87.80 DAST-A3 97 38.19 139 3
RSES6 252 99.21 381 91.15 UPPSIBS17 250 98.43 368 88.04 DAST-A4 92 36.22 137 3
RSES7 251 98.82 374 89.47 UPPSIBS18 248 97.64 369 88.28 DAST-AS 95 37.40 136 3
RSES8 253 99.61 377 90.19 UPPSIBS19 247 97.24 370 88.52 DAST-A6 94 37.01 135 3
RSES9 251 98.82 376 89.95 UPPSIBS20 250 98.43 368 88.04 DAST-A? 95 37.40 134 3
RSES10 249 98.03 378 90.43 UPPSIBS21 249 98.03 370 88.52 DAST-A8 95 37.40 134 3
NS-CS1 252 99.21 383 91.63 UPPSIBS22 251 98.82 367 87.80 DAST-A9 95 37.40 134 3
NS-CS2 249 98.03 370 88.52 UPPSIBS23 251 98.82 370 88.52 DAST-A10 95 37.40 133 3
NS-CS3 252 99.21 376 89.95 UPPSIBS24 248 97.64 369 88.28 DAST-A11 95 37.40 134 3
NS-CS4 252 99.21 374 89.47 CSDTC1 249 98.03 363 86.84 DAST-A12 95 37.40 132 3
Shame Scale for Adolescents: Negative Evaluation of Self; Outward Expression; Internalised Affect; Rosenberg Self-Esteem
Scale; Neff Self-Compassion Scale (Short-Form); UPPS Impulsive Behaviour Scale: Urgency; Sensation-Seeking; Crandall 
Social Desirability Test (Children); Alcohol Use Disorders Identification Test; Drug Abuse Screening Test (Adolescents)
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Appendix 41: Multiple regression assumptions: AUDIT scores
Normal P-P Plot of Regression Standardized Residual 
Dependent Variable: AUDIT Total 
Imputation Number: Original data. Sex: Female
1
I
UJ
Observed Cum Prob
Normal P-P Plot of Regression Standardized Residual 
Dependent Variable: AUDIT Total
Imputation Number Original data. Sex: Male
1
u
I
I
Observed Cum Prob
Scatterplot 
Dependent Variable: AUDIT Total
Imputation Number Original data. Sex: Female
R egression Standardized Predicted Value
Scatterplot 
Dependent Variable: AUDIT Total
Imputation Number Original data. Sex: Male
Regression Standardized Predicted Value
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Appendix 42: Multiple regression assumptions: DAST-A scores
Normal P-P Plot of Regression Standardized Residual 
Dependent Variable: DAST Total 
Imputation Number: Otiginal data, Sex: Female
1
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O bserved Cum Prob
Normal P-P Plot of Regression Standardized Residual 
Dependent Variable: DAST Total
imputation Number Original data. Sex: Male
1
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Scatterplot 
Dependent Variable: DAST Total 
Imputation Number Original data. Sex: Female
Regression Standardized Predicted Value
Scatterplot 
Dependent Variable: DAST Total 
Imputation Number Original data. Sex: Male
I
R egression Standardized Predicted Value
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Appendix 43: Correlations: AUDIT scores
Table 15 - Correlations: AUDIT scores (girls)
Variable A
UD
IT
Ag
e
SE
S
RS
ES
UP
PS
 
Ur
ge
nc
y
UP
PS
 
Se
n-
Se
ek
SSA
 
Ne
g 
Ev 
of 
Se
lf
SSA
 
Ou
t 
Ex
p
SSA
 
Int
 A
ffe
ct
NS
-C
S
AUDIT 1.00
Age -.03 1.00
SES .03 .04 1.00
RSES -.26* .03 .18* 1.00
UPPS Urgency .46* -.01 -.10 -.40* 1.00
UPPS Sen-Seek .16* -.00 .13* .17* .02 1.00
SSA Neg Ev of Self .16* -.04 -.04 -.66* .28* -.07 1.00
SSA Out Exp .26* -.06 -.02 -.25* .27* -.05 .37* 1.00
SSA Int Affect .12* .00 -.06 -.49* .23* -.01 .65* .41* 1.00
NS-CS -.28* .06 .12* .73* -.45* .12* -.52* -.20* -.41* 1.00
* p = <0.05; Shame Scale for Adolescents: Negative Evaluation of Self; Outward Expression; Internalised Affect; 
Rosenberg Self-Esteem Scale; Neff Self-Compassion Scale (Short-Form); UPPS Impulsive Behaviour Scale: Urgency; 
Sensation-Seeking; Alcohol Use Disorders Identification Test
Table 16 - Correlations: AUDIT scores (boys)
Variable s
•*-
01V)
S <D
o
>
Q.
X
GO C 111<u GO3 l/l 01 3
V) l/l Z oo.o.
3
Q.
Q.
3 S §
AUDIT 1.00
Age -.01 1.00
SES .02 .00 1.00
RSES -.04 -.16* .13* 1.00
UPPS Urgency .20* .13* .01 -.46* 1.00
UPPS Sen-Seek .04 .01 -.05 .10* .15* 1.00
SSA Neg Ev of Self .27* .23* -.09 -.57* .50* .05 1.00
SSA Out Exp .23* .04 -.05 -.26* .43* .08 .49* 1.00
SSA Int Affect .12 .30* -.01 -.46* .52* .07 .78* .47*
NS-CS -.09 -.15* .09 .65* -.48* .06 -.46* -.32*
1.00
-.39* 1.00
* p = <0.05; Shame Scale for Adolescents: Negative Evaluation of Self; Outward Expression; Internalised Affect; 
Rosenberg Self-Esteem Scale; Neff Self-Compassion Scale (Short-Form); UPPS Impulsive Behaviour Scale: Urgency; 
Sensation-Seeking; Alcohol Use Disorders Identification Test
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Appendix 44: Correlations: DAST-A scores
Table 17 - Correlations: DAST-A scores (girls)
Variable 1 i 8 RS
ES
UP
PS
 
Ur
ge
nc
y
UP
PS
 
Se
n-
Se
ek
SSA
 
Ne
g 
Ev 
of 
Se
lf
SSA
 
Ou
t 
Ex
p 
I 
SSA
 
Int
 A
ffe
ct
SD-SN
DAST-A 1.00
Age .03 1.00
SES .06 .04 1.00
RSES -.18* .03 .18* 1.00
UPPS Urgency .53* -.01 -.10 -.40* 1.00
UPPS Sen-Seek .15 -.00 .13* 1.74* .02 1.00
SSA Neg Ev of Self .15 -.04 -.04 -.66* .28* -.07 1.00
SSA Out Exp .08 -.06 -.02 -.25* .27* -.05 .37* 1.00
SSA Int Affect .01 .00 -.06 -.49* .23* -.01 .65* .41* 1.00
NS-CS -.19* .06 .12* .73* -.45* .12* -.52* -.20* -.41* 1.0
* p = <0.05; Shame Scale for Adolescents: Negative Evaluation of Self; Outward Expression; Internalised Affect;
Rosenberg Self-Esteem Scale; Neff Self-Compassion Scale (Short-Form); UPPS Impulsive Behaviour Scale: Urgency;
Sensation-Seeking; Drug Abuse Screening Test (Adolescents)
Table 18 - Correlations: DAST-A scores (boys)
Variable D
AS
T-
A
i 8 RSE
S
UP
PS
 
Ur
ge
nc
y
UP
PS
 
Se
n-
Se
ek
SSA
 
Ne
g 
Ev 
of 
Se
lf
SSA
 
Ou
t 
Ex
p
SSA
 
Int
 A
ffe
ct
 
NS
-C
S
DAST-A 1.00
Age -.15* 1.00
SES -.07 .00 1.00
RSES -.09 -.16* .13* 1.00
UPPS Urgency .22* .13* .01 -.46* 1.00
UPPS Sen-Seek .13 .01 -.05 .10* .15* 1.00
SSA Neg Ev of Self .18* .23* -.09 -.57* .50* .05 1.00
SSA Out Exp .14 .04 -.05 -.26* .43* .08 .49* 1.00
SSA Int Affect .10 .30* -.01 -.46* .52* .07 .78* .47* 1.00
NS-CS -.03 -.15* .09 .65* -.48* .06 -.46* -.32* -.39* 1.1
* p = <0.05; Shame Scale for Adolescents: Negative Evaluation of Self; Outward Expression; Internalised Affect; 
Rosenberg Self-Esteem Scale; Neff Self-Compassion Scale (Short-Form); UPPS Impulsive Behaviour Scale: Urgency;
Sensation-Seeking; Drug Abuse Screening Test (Adolescents)
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Introduction
Background and Theoretical Rationale
The present study aims to investigate the relationship between shame and substance abuse in 
adolescents. Shame relates to global, negative feelings about the self (Dearing, Stuewig, & 
Tangney, 2005) and is generally constructed as an intense negative emotion resulting in feelings 
of inferiority and powerlessness (Wicker, Payne, & Morgan, 1983), although moderate levels can 
be beneficial (Cook, 1987; Potter-Efron, 1987). Shame can be experienced in two discrete ways, 
either as an affective state (referred to as 'shame-proneness' or 'trait shame') (Andrews, 1995) 
or as a central attribute around which an individual's personality is constructed (characterised as 
'internalised shame' or 'state shame') (Balcom, 1991).
Sexual abuse, insecure attachment styles and harsh parenting are associated with shame in 
children (Feiring, Taska, & Chen, 2002; Gross & Hansen, 2000; Jeffrey & Jeffrey, 1991; Stuewig & 
McCloskey, 2005) and dysfunctional families may encourage children to try to minimise their 
parents' disturbance (Lewis, 1995). If the child fails to do so, they may blame themselves, 
developing a negative global attributional style and heightened proneness to shame (Lewis, 
1995). Shame-proneness is stable and life-course persistent (Tangney & Dearing, 2002), and 
early adversity can lead to marked emotional distress in adolescence, as well as greater 
vulnerability to shame and low self-esteem (Kim & Cicchetti, 2006; Thornberry, Ireland, & Smith, 
2001). Adolescents vulnerable to shame may mediate feelings of worthlessness and failure by 
engaging in binge-eating, sexual risk-taking and substance use (Adams & Robinson, 2001; 
Hayaki, Friedman, & Brownell, 2002; Penas-Lledo, Fernandez, & Waller, 2004; Talbot, Talbot, & 
Tu, 2004); behaviours commonly perceived as maladaptive. Internalised shame, associated with 
feelings of failure, weakness and worthlessness, significantly increases vulnerability to substance 
abuse (Cook, 1987).
Impulsivity, self-esteem and self-compassion have all been implicated in the shame-maladaptive 
coping style relationship. Impulsivity is a significant factor in the initiation and maintenance of a 
number of addictive behaviours, including substance abuse (Moeller & Dougherty, 2002), 
although there has been limited investigation into the relationship in adolescents. Similarly, low 
self-esteem has been associated with the development of substance abuse in adolescent
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samples and predicts poorer treatment outcomes treatment (Richter, Brown, & Mott, 1991). 
Self-compassion involves taking a balanced approach to negative experiences so that painful 
feelings are neither suppressed nor exaggerated (Neff, Kirkpatrick, & Rude, 2007). It can 
improve wellbeing by deactivating the threat system and activating self-soothing (Gilbert, 1989). 
Self-compassion has been shown to mediate the relationship between childhood maltreatment 
and later emotional regulation, as well as predicting problematic substance abuse (Vettese, 
Dyer, Li, & Wekerle, 2011).
In the UK, 84% of 12-17 year-olds have drunk alcohol and 36% are frequent drinkers, whilst 15% 
have been involved in antisocial behaviour during or after drinking (IAS, 2010). Two major 
reasons given for underage drinking were 'escapism' and 'gaining respect from peers' (IAS, 
2010). Those who begin using alcohol between the ages of 14 and 16 increase the risk of 
developing alcohol-related problems in later life fourfold compared to those who begin drinking 
in their 20s (Gunzerath, Hewitt, Li, & Warren, 2011). With regard to illicit substances, 18% of 
British 11-15 year-olds report having used drugs and 25% of 15 year-olds have done so in the 
past year. Cannabis is the most widely-used drug, taken by 8% of 11-15 year-olds in 2010. 
Truanting and school exclusion correlate highly with regular drug use, and although 23 000 
under-18s accessed support for their substance misuse in 2009/10, only a third completed 
treatment (NHSIC, 2011).
Following a review of the literature, it appears that there is a significant absence of research 
investigating the association between shame and substance misuse in adolescents. Amongst 
those papers which did investigate the relationship in this population, it has been established 
that early adversity can result in heightened shame-proneness, possibly as a result of negative 
experiences being internalised, and that greater maladjustment results from more severe 
adversity (Hadley, Holloway, & Mallinckrodt, 1993). Although feelings of shame can be 
protective (Furst, Johnson, Dunlap, & Curtis, 1999), shame-proneness generally has a markedly 
negative effect on functioning, often leading to psychopathology and early-onset substance 
misuse. The majority of the studies which used a standardised measure of shame investigated 
shame-proneness (Bennett, Sullivan, & Lewis, 2010; Dearing et al., 2005; Kerr, Patton, La pan, & 
Hills, 1994; O'Connor, Berry, Inaba, & Weiss, 1994; Pulakos, 1996; Qui I es, Kinnunen, & Bybee, 
2002; Tangney, Stuewig, Mashek, & Hastings, 2011), whilst only two made use of measures of
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internalised shame, using the Internalised Shame Scale (ISS) (Cook, 1987) (Hadley et al., 1993; 
Wiechelt & Sales, 2001). The literature has focused almost exclusively on the former construct, 
and we have a far more limited understanding of the role of internalised shame in adolescent 
substance abuse. The literature which does relate to internalised shame indicates that 'fragility 
and lack of control' and 'loneliness and emptiness' are the most significant predictors of 
addiction (Cook, 1987). The majority of studies have failed to adequately distinguish between 
discrete substances or types of substances, however, and although the research suggests that 
shame is an antecedent and substance abuse a consequence, there has been little focus on the 
cognitive and emotional processes mediating this relationship. There is also an absence of 
evidence relating to the age at which shame-prone adolescents are most vulnerable to 
substance abuse.
Research Question
There is a lack of research investigating factors which increase the risk of substance misuse in 
adolescents. This study will aim to establish which aspects of shame predict alcohol/drug use; 
and what impact self-esteem, self-compassion and impulsivity have on this relationship.
Main Hypotheses
1) The Shame Scale for Adolescents (John, Simonds, Chester, & Taylor, in preparation) 
measures both shame-proneness and internalisation, identifying negative self-evaluation, 
external expression and internal affect. It is hypothesised that the external expression and 
internal affect subscales will predict adolescent substance misuse.
2) It is also hypothesised that impulsive personality style, self-compassion and self-esteem 
will mediate the shame-substance abuse relationship. Specifically, high impulsivity, low self­
compassion and low self-esteem will increase the likelihood of substance abuse.
Method
Participants
A secondary school in Kent has agreed to participate in the research project and pupils aged 14- 
18 will be invited to take part. As the sample will be drawn from a school noted to take students 
with a range of academic abilities, it is likely that there will be some demographic variability
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within the sample. Statistical analyses will be carried out to identify these differences whilst 
minimising confounding. Given that this is a community sample, diagnostic inclusion/exclusion 
criteria will not be applied.
The school has approximately 1100 students aged 11-18 and it is anticipated that around 800 
will be aged 14-18. Given the difficulty in calculating the required sample size when conducting 
mediation analyses a priori, a multiple regression power calculation was carried out. Presuming 
a moderate effect size, a sample of 167 would provide 80% power1.
Design
It is anticipated that this will be a one-stage cross-sectional study, using quantitative measures. 
The exposure variables will be shame, self-esteem and impulsivity traits, whilst the outcome 
variables will be levels of alcohol and drug use. Social desirability will also be measured, but will 
be used only to screen responses for validity.
Measures
Demographic questionnaire: This brief questionnaire will ask details relating to age, gender and 
ethnic origin.
Use of substances questionnaire: A brief measure asking which substances the individual has 
ever taken and which they take more regularly. This will be used as a screening tool and only 
those participants who indicate they have used substances will be asked to complete the 
remainder of the battery.
Drug Abuse Screening Test (Adolescents) (DAST-A): A 28-item measure which asks about drug 
use and problems associated with it. This measure has been adapted for the low reading age of 
the potential participants and shortened to 12 items. The DAST reports good reliability 
(Cronbach's alpha = 0.92) and validity (sensitivity = 0.96; specificity = 0.79) (Martino, Poling, & 
Rounsaville, 2008).
1 http://www.stattools.net/SSizmreg_Tab.php
95
Alcohol Use Disorders Identification Test (AUDIT): This 10-item measure will be adapted for use 
amongst adolescents. A Cronbach's alpha of 0.85 has been reported (Daeppen, Yersin, Landry, 
Pécoud, & Decrey, 2000)).
Shame Scale for Adolescents (SSA) (John et al., in preparation): The SSA is a 19-item Likert scale 
designed to measure shame-proneness. The SSA is comprised of three subscales: 'negative 
evaluation of self (10 items) which relates to perceived negative evaluation by self or others 
(e.g. "I thought other people must think I am no good"); outward expression (4 items) which 
relates to behaviours which may arise as a response to shame (e.g. "I wanted to punch walls or 
break things"); and, internalised affect (5 items) which relates to negative emotional responses 
to shame (e.g. "I felt embarrassed"). Higher scores indicate greater shame propensity. John et 
al. (in preparation) report good internal consistency with an overall Cronbach's alpha of 0.93. 
Subscale alphas were: Negative Evaluation of Self (0.91), Outward Expression (0.76) and 
Internalised Affect (0.84). Validity of the SSA is supported by a strong positive correlation 
(r=0.54, pcO.OOl) with the Test of Self-Conscious Affect -  Adolescent (TOSCA-A) (Tangney, 
Wagner, Gavlas, & Gramzow, 1991), with the negative affect scale of the Positive and Negative 
Affect Scale for Children (Laurent, Catanzaro, & Joiner, 1999) at r=0.68, pcO.OOl, and a strong 
negative correlation with self-esteem, measured by the Rosenberg Self-Esteem Scale 
(Rosenberg, 1965) at r=-O.56, p<0.001. Total and subscale scores will be analysed in order to 
assess the impact of both shame-proneness and internalised shame on the outcomes being 
investigated.
Rosenberg Self-Esteem Scale (RSES) (Rosenberg, 1965): The RSES is a 10-item Likert scale 
designed to measure self-esteem. The RSES is a reliable and valid construct for use with 
secondary school students (Bagley, Bolitho, & Bertrand, 2007).
UPPS Impulsive Behaviour Scale (UPPSIBV) (Whiteside & Lynam, 2003): The UPPSIBV is a 45- 
item scale designed to measure impulsivity in four domains: Premeditation, Urgency, Sensation- 
Seeking and Perseverance. For the purposes of this study, only the domains Urgency (12 items) 
and Sensation-Seeking (12 items) will be used, as they have been shown to be implicated in 
alcohol abuse (Whiteside, Lynam, Miller, & Reynolds, 2005) and the items will be adapted for 
this sample.
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Neff Self-Compassion Scale (Short Form): A 12-item scale designed to measure compassion 
towards the self. The Short Form correlates well with the original, 26-item scale (Raes, Pommier, 
Neff, & Van Gucht, 2011).
Crandall Social Desirability Test for Children (CSDTC) (Crandall, 1975): The CSDTC is a 48-item 
scale which measures tendency to give socially desirable responses. The CSDTC has been 
shortened to two 12-item scales (Short Form A and B), both of which correlate highly with the 
original scale (Carifio, 1992). This study will utilise Short Form A.
Procedure
Potential participants will be invited to take part in the research and provided with some 
background information. The researchers will speak to individual classes and answer any 
questions the pupils may have. Those who agree to participate will be asked to fill in a number 
of measures relating to the factors being investigated. This will take place during PHSE classes in 
order to minimise disruption to the timetable. The measures will be available both electronically 
and in hard copy and participants will be offered a choice of format. The data obtained will then 
be prepared for statistical analysis. Participants who demonstrate a high level of social 
desirability in their responses will be excluded from the analyses.
Ethical considerations
Research such as this is sensitive and ethical dilemmas are likely to arise. The majority of the 
sample is likely to be classified as minors, leading to issues regarding consent. Previous research 
suggests that requiring parental consent when investigating adolescent substance abuse can 
lead to participation refusal rates of up to 59%, as well as a highly self-selected sample (Rojas, 
Sherrit, Harris, & Knight, 2008). The authors state that 'the issue of waiving parental consent is 
of primary importance'. In addition, the BPS guidelines suggest that individuals over the age of 
sixteen are able to consent to consent to participate in research; under the age of sixteen, 
guardians, including teachers, can provide consent (BPS, 2010). The school authorities have 
already consented to the research taking place and will be consulted at all stages. In the event 
that potential participants are identified as being unsuitable for the study, they will be 
withdrawn and their data destroyed.
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All participants will be provided with an information sheet outlining the purpose of the study. 
They will be advised that they are under no compulsion to participate and that, if they choose to 
do so, they may withdraw at any stage. All data will be kept securely and the data of any 
individual who wishes to withdraw will be destroyed. All potential participants will be invited to 
ask any questions they may have about the study and assured that full confidentiality will be 
guaranteed. Signed consent will be required prior to any data being collected. Following 
completion of the battery, participants will be debriefed with further information regarding the 
purpose of the study. Given that the battery being administered may trigger negative feelings 
about the self, the final questionnaire will attempt to mediate any potential effects by asking the 
young person to list some of their strengths. These data will not be included in the analyses and 
are purely to minimise any adverse effects on the individual.
In terms of the area being investigated, it is legal for children aged 14-18 to drink alcohol, 
provided they do so in private premises, under supervision of an adult. It is anticipated, 
however, that the results of the study will indicate that the participants use alcohol in other 
settings, and that they will not always be supervised whilst doing so. In the event that any 
participant indicates that they would like professional advice in relation to their substance 
abuse, they will be provided with the details of organisations in a position to provide such 
advice. All debriefing sheets will include details of relevant organisations. However, given that 
confidentiality is of paramount importance when conducting research such as this, it would not 
be possible for the researchers to disclose the details of any individual's abuse of alcohol or 
drugs, nor any information relating to other risky behaviours. Once the data have been 
analysed, more general feedback will be provided to the school in order that they can provide 
further information to pupils, and, if appropriate, deliver appropriate interventions.
Given the sensitive nature of the data being collected, there may also be a psychological impact 
upon the researchers. If necessary, any issues arising will be discussed with the supervisors of 
the study.
Name of Ethics Committee: University of Surrey Faculty of Arts and Human Sciences
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R&D Considerations
N/A
Proposed Data Analysis
The questionnaire measures will be scored and checked for accuracy. They will be hand-entered 
into SPSS Version 19 and checked again for data entry errors. Descriptive statistics will be used 
to present demographic data. Regression analyses will be carried out is order to identify 
associations between shame, or factors of it, and substance abuse. Potential mediators, as 
described above, will be entered into the model in order to ascertain whether associations 
remain significant after controlling for mediating factors. The data may be analysed separately 
according to the sex of the participants in order to examine any gender differences.
Service User and Carer Consultation /  Involvement
Service user involvement has been sought via the University and comments incorporated into 
this proposal. Feedback will be sought from adolescents aged 14-18 to ensure that the measures 
are appropriate.
Feasibility Issues
It may prove difficult to obtain a sample that meets the requirements of 80% statistical power. 
In this case, alternative sample pools will be sought.
The school in question is noted to take pupils of differing academic ability, and, consequently, 
there is a range of reading ability. Reading age analyses will be utilised to ensure that the 
measures being employed are age-appropriate for this particular sample. In the event that 
participants experience difficulty in understanding the measures used, the research team will 
provide assistance by reading the individual items out and inviting the individual to respond 
appropriately. It may be appropriate for the individual to record their answers themselves, 
rather than responding orally, to minimise socially desirable responding.
The researcher will attend the school in person to discuss any queries or concerns students may 
have, and will then administer the questionnaires in person. It is anticipated that this may 
increase the proportion of students who choose to participate.
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Dissemination strategy
It is anticipated that the study will be written up for publication in a peer-reviewed journal. It 
may also be presented at relevant conferences. Given that this research is being carried out as a 
result of it being identified as relevant to the school, it will also be disseminated to the 
Governors/members of the staff team.
Study Timeline
MRP proposal approval October 2012
Ethics submission December 2012
R&D submission N/A
Measures finalised January 2013
Data collection started January 2013
Data collection completed June 2013
Data analysis started July 2013
Data analysis completed August 2013
Date for completing draft Results October 2013
Date for completing draft Method November 2013
Date for completing draft Introduction December 2013
Date for completing draft Discussion January 2014
Complete draft submitted to supervisor February 2014
University Supervisor: Mary John /  Laura Simonds
Sienamrexif trainee: . of university s *
6 / e / ,
Signature supervisor: 
Date:
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Appendix 2: Demographic Data
Please circle your responses to these questions:
Are you male or female? Male
How old are you? 14 15 16
What is your ethnic origin?
A: White
British
Irish
Any other White background (please write in)
B: Mixed
White and Black Caribbean 
White and Black African 
White and Asian
Any other mixed background (please write in)
C: Asian or Asian British
Indian
Pakistani
Bangladeshi
Any other Asian background (please write in)
D: Black or Black British
Caribbean
African
Any other Black background (please write in)
E: Chinese or other ethnic group
Chinese
Any other (please write in)
Female
17
F: I would rather not say
Appendix 3: Use of Substances
Please look at the following list of substances and circle the answer that matches with how often 
you take any of them. If there are any substances (alcohol or drugs) which you take, or have 
taken, that are not in the list, please add them:
Have you ever 
taken it?
If yes, how often do you take it?
Daily At least 
once a week
At least once a 
month
Less often
Beer/Lager Yes /  No
Wine Yes /  No
Vodka Yes /  No
Alcopops Yes /  No
Vodka Yes /  No
Other: Yes /  No
Other: Yes /  No
Other: Yes /  No
Cannabis Yes /  No
Ecstasy/MDMA Yes /  No
Speed
Cocaine
LSD Yes /  No
Solvents (eg glue) Yes /  No
Magic mushrooms
Ketamine
Prescription drugs (e.g. 
painkillers)
Yes /  No
Legal highs Yes /  No
Other: Yes /  No
Other: Yes /  No
Other: Yes /  No
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Appendix 4: Drug Abuse Screening Test (Adolescents) (Adapted)
Yes No
1 Do you try to limit your drug use to certain situations?
2 Have you ever had blackouts or flashbacks after using drugs?
3 Do you ever feel bad about your drug use?
4 Do your friends or family think or know that you use drugs?
5 Has using drugs ever cause problems between you and your family, or you 
and your boy/girlfriend?
6 Have you ever lost friends because of your drug use?
7 Have you ever been in trouble at school because of your drug use?
8 Have you ever got into a fight when 'high'?
9 Have you ever been arrested for possession of drugs?
10 Have you ever experienced withdrawal symptoms?
11 Has drug use ever affected your physical health?
12 Have you ever tried to seek help for your drug use?
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Appendix 5: Alcohol Use Disorders Identification Test
Box 4
The Alcohol Use Disorders Identification Test: Interview Version
tead q-Bstiore as v^itten. feccrdarewers carefiJI)1. EKgn ti-Te AU HT by saying 'Ncwl am gang to ask 
yen some questions about ya_r use o f alcoholic beverages d j irg th s  past year.' Explain 'Abat is meant 
by 'alcchofc beverages' byiang local examples o f fcœr, Aire, vccka, etc. Co±: answers in toms o f 
'standard drinks '. Place the correct answer number in toe bos at the right.
1. Haw often do you have a drink containing alco- 
hd?
O  Never [Sdp to Qs 9-10]
(1) McntHy or less 
£9 2 to 4 <mes a rncrrth 
C3) 2 to 3 irnes a week
(4) 4 or more times a week T |
6. How often du irg  toe last year have you needed 
a first d irk  in the morning to get yourself going 
after a heavy d irking session?
(05 Never
(15 Less than monthly 
(25 Monthly
(35 Weekly | I 
(45 Daily or almost cfeily |____ |
2. Hew marry dirks contanrg alcckicl do you have 
on a topical day wi’en you are drinkirgf?
P  1 or 2 
fl) 3 or 4 
C21 5'or 6
(3) 7,8, or 9 1 1
(4) 10 or more |____ |
7. How often d jin g  toe last year hare you had a 
feeling o f guilt or re morse after dirking?
(05 Never
(15 Less than mcntoly 
(25 Mcntoly
(35 Weekly 1 1 
(45 Ltily or almost idaily |____ |
3. How often do you have six or mere dinks on ere 
occasion"?
(05 Never
05 Less than montHy 
(3 Mcntiy 
(3) WeeWy
(45 Daily or almost daily
Sfrijo to Questions 9 sncf JO if ffotsf Scone 1 I 
tor Questions 2 ana' 3 = 0  1 j
8. How often during tlae last yea- laare you been 
unable to remember what liappered toe nighrt 
before because you had been dinting?
p  Never
(15 Less than monthly 
(3 Monthly 
(3) Weekly
(45 Doily or almost daily -----1
4. How often d_ring toe last year have you foord 
that you were not able to step drinking once you 
had started?
(0) Never
fl) Lesstoen monthly 
S  MonMy
(30 Weekly | ”  ] 
(4J Daily or almost daily 1____ 1
9. Have you or someone else been iquredas a 
result o f your dirking?
p  No
(25 fes, but not in the last year 
(45 res, during toe last year
□
•S. How often during toe last year have you failed to 
do what was nccmally expected fern you 
because o f dinidng?
P  Never
(15 Less Uian monthy
(25 Monhy ____
(35 Weekly | | 
(45 Daily or almost daily 1------- 1
10. Has a relative or friend or a doctor or another 
health worker been concerned about your drink­
ing or suggested you out down?
(0) No
(2) ‘fes, but not in toe last year
(45 fes, 'dUring the last year ____
Re cad total o f specific items here 1 1 
if to to  is greater tfian recommended' cut-oft. consult (/sen's Marnaf. |____ |
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Appendix 6: Shame Scale for Adolescents:
It is common for young people to experience feelings of shame. However, people vary in the type of situation that makes them feel
shame or ashamed. Shame can occur when you have done something or when someone else has done something to you. Here are
some examples of situations that might make young people feel shame:
•  You are being bullied
•  You make a mistake in front of your whole class and everyone laughs
•  You do badly in a test and you feel like you let yourself or your family down
•  Your family can't afford to buy you all the newest gadgets or most fashionable clothes
•  You are horrible about your best friend behind his/her back
IMPORTANT
Can you think of some situations that have happened recently where you have felt shame? Please write down a few situations like 
the examples above.
1.
2.
3.
Now read each item below and circle the box next to how you would generally think and feel in situations like the ones you have 
written down.
EXAMPLE: Thinking back to times when you have felt shame, if very often think "I am rubbish at everything" then you would circle 
the number 3, as shown below.
Not at all A little bit Quite a bit A lot
-1 thought "1 am rubbish at everything" 0 1 2
f - 0 __x— y
Complete the statements below thinking back to the times you have felt shame.
When 1 felt shame...... Not at all A little bit Quite a bit A lot
1 thought "1 have let other people down" 0 1 2 3
1 felt worthless and small 0 1 2 3
1 thought "Other people must think 1 am no good" 0 1 2 3
1 thought " lam a nasty person" 0 1 2 3
1 wanted to shout and scream 0 1 2 3
1 felt angry at other people 0 1 2 3
1 wanted to seek revenge 0 1 2 3
1 thought "No one likes me" 0 1 2 3
1 felt disappointed 0 1 2 3
1 thought "Other people must think 1 am stupid" 0 1 2 3
1 wanted to punch walls or break things 0 1 2 3
1 felt sad 0 1 2 3
1 had a horrible feeling inside 0 1 2 3
1 thought "1 am no good" 0 1 2 3
1 felt embarrassed 0 1 2 3
1 thought "Other people must think 1 am nasty" 0 1 2 3
1 thought "1 am stupid" 0 1 2 3
1 felt frustrated 0 1 2 3
1 thought "It is better if 1 was not around" 0 1 2 3
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Appendix 7: Rosenberg Self-Esteem Scale
Instructions: Below is a list of statements dealing with your general feelings about yourself. If 
you strongly agree, circle SA. If you agree with the statement, circle A. If you disagree, circle D. If 
you strongly disagree, circle SD.
1. On the whole, 1 am satisfied with myself. SA A D SD
2.* At times, 1 think 1 am no good at all. SA A D SD
3. 1 feel that 1 have a number of good qualities. SA A D SD
4. 1 am able to do things as well as most other people. SA A D SD
5.* 1 feel 1 do not have much to be proud of. SA A D SD
6.* 1 certainly feel useless at times. SA A D SD
7. 1 feel that I'm a person of worth, at least on an equal plane 
with others.
SA A D SD
8.* 1 wish 1 could have more respect for myself. SA A D SD
9.* All in all, 1 am inclined to feel that 1 am a failure. SA A D SD
10. 1 take a positive attitude toward myself. SA A D SD
I l l
Appendix 8: UPPS Impulsive Behaviour Scale (Urgency & Sensation-Seeking Scales)
Item True False
1 1 have trouble controlling my impulses
2 1 have trouble resisting my cravings (for food, cigarettes, etc.).
3 1 often get involved in things 1 later wish 1 could get out of.
4 When 1 feel bad, 1 will often do things 1 later regret in order to make myself feel 
better now.
5 Sometimes when 1 feel bad, 1 can't seem to stop what 1 am doing even though it is 
making me feel worse.
6 When 1 am upset 1 often act without thinking.
7 When 1 feel rejected, 1 will often say things that 1 later regret.
8 It is hard for me to resist acting on my feelings.
9 1 often make matters worse because 1 act without thinking when 1 am upset.
10 In the heat of an argument, 1 will often say things that 1 later regret.
11 1 am always able to keep my feelings under control.
12 Sometimes 1 do things on impulse that 1 later regret.
13 1 generally seek new and exciting experiences and sensations.
14 I'll try anything once.
15 1 like sports and games in which you have to choose your next move very quickly.
16 1 would enjoy water skiing.
17 1 quite enjoy taking risks.
18 1 would enjoy parachute jumping.
19 1 welcome new and exciting experiences and sensations, even if they are a little 
frightening and unconventional.
20 1 would like to learn to fly an airplane.
21 1 sometimes like doing things that are a bit frightening.
22 1 would enjoy the sensation of skiing very fast down a high mountain slope.
23 1 would like to go scuba diving.
24 1 would enjoy fast driving.
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Appendix 9: Neff Self-Compassion Scale (Short-Form)
HOW I TYPICALLY ACT TOWARDS MYSELF IN DIFFICULT TIMES
Please read each statement carefully before answering. To the left of each item, indicate how 
often you behave in the stated manner, using the following scale:
Almost Almost
never always
1 2 3 4 5
 1. W hen I fail at something im portant to  me I become consumed by feelings o f inadequacy.
 2 . 1 try  to  be understanding and patient towards those aspects o f my personality I don't like.
 3. W hen something painful happens I try to  take a balanced view o f the situation.
 4. W hen I'm  feeling down, I tend to  feel like most other people are probably happier than I am .
 5 . 1 try  to  see my failings as part o f the human condition.
 6. W hen I'm  going through a very hard tim e, I give myself the  caring and tenderness I need.
 7. W hen something upsets m e I try  to  keep my emotions in balance.
 8. W hen I fail at something that's im portant to  me, I tend to  feel alone in my failure
 9. W hen I'm  feeling down I tend to  obsess and fixate on everything that's wrong.
 10. W hen I feel inadequate in some way, I try  to  remind myself th at feelings o f inadequacy are shared by most
people.
 11. I'm disapproving and judgm ental about my own flaws and inadequacies.
 12. I'm intolerant and im patient towards those aspects o f my personality I don't like.
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Appendix 10: Crandall Social Desirability Test for Children (Short-Form)
Item True False
1 1 am always respectful to older people
2 Sometimes 1 do not feel like doing what my teachers want me to do
3 Sometimes 1 have felt like throwing things or breaking them
4 1 never act 'fresh' or 'talk back' to my parents
5 When 1 make a mistake 1 always admit that 1 am wrong
6 1 sometimes feel like making fun of other people
7 1 always wash my hands before every meal
8 Sometimes 1 wish 1 could just 'mess around' instead of having to go to school
9 1 have never been tempted to break a rule or a law
10 Sometimes 1 dislike helping my parents even though 1 know they need my help 
around the house
11 Sometimes 1 say things just to impress my friends
12 1 never shout when 1 feel angry
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Appendix 11: Debrief Questions
Please read these statements and circle the ones which apply to you:
I try to be generous to others I am brave
I enjoy learning new things I help other people
I have friends I try to be cheerful
I am good at something I try hard
I am caring I am good at things
Please list five things you like about yourself. These can be anything: being good at sport, 
helping a friend, or not being scared of trying new things:
_
_
_
_
_
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Appendix 12: Information Sheet
My name is Masuma Rahim and I am a Trainee Clinical Psychologist from the University of 
Surrey. As part of my degree, I have to carry out some research. I am looking at alcohol and drug 
use in people aged 14-18, and I hope that my results might help us understand some of the 
reasons young people use drugs or drink alcohol.
If you'd like to take part. I'll ask you to fill in some questionnaires. You don't have to take part, 
and even if you decide you'd like to, you can change your mind at any point. Try to answer the 
questions as honestly as possible. All your answers will be confidential, so no one, not even your 
teachers or family, will know that you have taken part, and they won't be able to see your 
answers. If you take part, you will be allocated a number, and we will use these rather than your 
names. If you need to contact me, you can email me using m.rahim@surrey.ac.uk. You can also 
contact my research supervisors, Mary John and Laura Simonds, using m.john@surrey.ac.uk or 
l.simonds@surrey.ac.uk.
I .............................................................. agree to take part in this study. I understand that I can
change my mind at any time and that any questionnaires I have already filled in will be 
destroyed.
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Appendix 13: Debrief
Dear participant,
Thank you for agreeing to take part in my study. The aim was to find out if 
certain feelings are associated with drinking and taking drugs. Some research suggests that 
feeling ashamed, either about ourselves, or things we've done, might be linked to alcohol or 
drug use. That might be the case with adults, but we don't know if it's similar for younger 
people. This study aimed to see if the pattern is the same, or if there are any differences. The 
answers you gave will help us to find out. All your answers are confidential and anonymous -  
there is no way to link your answers back to you.
If you would like to talk to someone about alcohol or drug use, these organisations may be 
helpful:
Information about drugs: www.talktofrank.com 0800 77 66 00
Information about alcohol: www.drinkaware.co.uk
Thank you again for participating in this research. If you have any further questions, you can 
email me using m.rahim@surrey.ac.uk.
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Appendix 14: Gantt Chart
Proposal approval
Ethics application
Measures finalised
Data collection
Data analysis
Draft Results
Draft Methods
Draft Introduction
Draft Discussion
Submit complete draft
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Abstract
BACKGROUND: Shame has been associated with a range of maladaptive behaviours, including 
substance abuse. Substance abuse is a significant problem amongst adolescents in the UK and the 
literature suggests that adolescents may be particularly vulnerable to developing heightened shame 
sensitivity. Although there appears to be a relationship between shame and substance abuse, the 
direction of the relationship remains unclear.
AIM: To review the literature relating to the relationship between shame and substance abuse 
amongst adolescents.
METHOD: Five electronic databases were searched (PsycArticles, Psyclnfo, Medline, Web of Science 
and PubMed) for articles containing terms related to 'adolescence', 'shame' and 'substance abuse'. 
The search yielded 220 unique results, of which nineteen were included in the final analyses. 
RESULTS: Sexual abuse and family dysfunction have been indicated as robust predictors of shame- 
proneness. Whilst some individuals cope with maladjustment by misusing substances, shame may 
also arise as a result of their misuse. Although heightened shame can serve as motivation to engage 
in treatment, for the majority of individuals it acts as a barrier to doing so.
DISCUSSION: In general, shame-proneness has a markedly negative effect on functioning, potentially 
leading to psychopathology and early-onset substance misuse.
CONCLUSIONS: There is a dearth of literature investigating the shame-substance abuse relationship 
in exclusively adolescent samples. Scant attention has been paid to the cognitive and emotional 
processes underlying this relationship. Further research is required in order for clinicians to develop 
appropriate substance abuse interventions for this population.
Keywords: shame; substance abuse; adolescents
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Introduction
Defining shame
Shame relates to global, negative feelings about the self (Dearing, Stuewig, & Tangney, 2005). It has 
been described as an intense negative emotion, which can result in an individual feeling inferior and 
powerless (Wicker, Payne, & Morgan, 1983). Shame-prone individuals may attempt to conceal their 
feelings from others, and the emotion been associated with increased levels of denial (Potter-Efron, 
1987). Shame can arise from a disparity between the ideal self and the real self, leading to feelings of 
inadequacy and disgust. Although it is generally associated with negative consequences, it is notable 
that shame is a universally-experienced emotion and that moderate levels can be beneficial (Cook, 
1987a; Potter-Efron, 1987).
Shame vs. guilt
Feelings of guilt and shame are essential to the experience of being human and can occur either 
independently or in tandem with each other (Clark, 2012). Both shame and guilt allow us to evaluate 
ourselves and serve to guide our behaviour whilst interacting with others (Tangney & Dearing, 
2002), and, historically, the literature has failed to adequately distinguish between the two (Kugler & 
Jones, 1992). More recently, shame has been described as arising from public exposure of personal 
failings, whilst guilt has been related to internal processes, often triggered by the individual's 
conscience; this view has, however, received little in the way of empirical support (Tangney, 
Wagner, Hill-Barlow, Marschall, & Gramzow, 1996).
Shame has also been described as a 'failure of being', whilst guilt has been referred to as a 'failure of 
doing' (Potter-Efron, 1987). The former may result in feelings of inadequacy, deficiency and being 
exposed; the latter is associated with an individual feeling wicked and remorseful. Vulnerability to 
shame can arise from a conflict between the ideal self and the actual self, whilst vulnerability to guilt 
is perceived to result from conflict between the actual self and the 'should' self (Moretti & Tory- 
Higgins, 1990). It appears that shame is directed primarily at the self, whereas guilt addresses the 
particular act, and may be implicated in conformity to societal norms (Quiles, Kinnunen, & Bybee,
2002). Shame-proneness is often internalized and has been associated with the development of 
psychopathology, whilst proneness to guilt, generally more overt, correlates with non-pathological, 
adaptive empathy (Tangney, Wagner, & Gramzow, 1992). However, far from being a purely negative 
emotional state, feeling shameful warns the individual that their actions are socially unacceptable
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and may result in them being rejected by others. In order to avoid rejection, the individual seeks to 
find alternative ways of behaving (Nathanson, 1987).
The development of shame in children
In order for shame to develop, it is necessary for the individual to possess sufficient cognitive 
capacity, to have an awareness of social rules and expectations, and an understanding of their 
behaviour in comparison to those expectations, as well as adequate theory of mind (Gilbert, 20002; 
Lewis, 2003). As such, it is unlikely that shame develops before the age of two years (Zahn-Waxler, 
Radke-Yarrow, Wagner, & Chapman, 1992).
A number of adverse early experiences have been associated with the development of shame in 
children, including sexual abuse, insecure attachment styles and harsh parenting (Feiring, Taska, & 
Chen, 2002; Gross & Hansen, 2000; Jeffrey & Jeffrey, 1991; Stuewig & McCloskey, 2005). Shame is 
not simply an automatic consequence of significant trauma: dysfunctional families, particularly those 
in which factors such as parental substance misuse are implicated, may encourage more empathie 
attitudes in children as they try to minimise the disturbance their parents are experiencing. If they 
fail to help their parents in any meaningful way, they are likely to blame themselves, develop a 
negative global attributional style and develop a heightened proneness to shame (Lewis, 1995). 
Culturally, differences in the ways males and females are socialised can result in females developing 
a greater sense of responsibility and becoming more shame-prone than their male peers, despite 
having experienced similar early life events (Lewis, 1995; Tangney, 1990).
The impact of shame upon the adolescent
Self-evaluation is central to the development of shame in younger children (Lewis, 1995; Lewis,
2003). Given that adolescents are, as a whole, more likely to be self-evaluative and to compare 
themselves negatively to peers (Reimer, 1996), it may be the case that some adolescents develop an 
enhanced vulnerability to feeling shameful, potentially resulting in the use of coping strategies 
commonly percieved as maladaptive.
Shame-proneness is stable and I if e-course persistent (Tangney & Dearing, 2002), and, once an 
individual has a shame-linked schema, they may become more vulnerable to experiencing a sense of 
shamefulness from other potentially shame-inducing situations (Ferguson, Stegge, Eyre, Vollmer, & 
Ashbaker, 2000). There is some support for the notion that adverse early experiences, including 
early neglect, can lead to psychopathology in childhood and adolescence (Kim & Cicchetti, 2006; 
Thornberry, Ireland, & Smith, 2001), although the evidence is mixed (Kaufman, 1991; Romano,
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Zoccolillo, & Paquette, 2006). Given that shame is often internalised and deep-seated, it may 
motivate an individual to deny their negative self-image or attempt to escape it, most notably by 
engaging in antisocial behaviours (Ketelaar & Au, 2003; Lindsay-Hartz, 1984; Tangney, Miller, Flicker, 
& Barlow, 1996). Shame-proneness has also been correlated with poor emotional regulation and 
high levels of hostility, as well as the external attribution of blame (Bennett, Sullivan, & Lewis, 2010; 
Harper & Arias, 2004).
Measuring shame
Shame can be experienced in two discrete ways, either as an affective state (referred to as 'shame- 
proneness') (Andrews, 1995) or as a central attribute around which an individual's personality is 
constructed (characterised as 'internalised shame') (Balcom, 1991). A range of instruments have 
been designed to measure these differing constructs.
Shame-proneness
Several measures have been developed to measure shame as an affective state, including the Test of 
Self Conscious Affect (TOSCA) (Tangney et al., 1989), the Personal Feelings Questionnaire-2 (PFQ-2) 
(Harder et al., 1993) and the Shame-Proneness (SP) scale (Shreve & Patton, 1988). The SP is a ten- 
item self-report measure which assesses the tendency of an individual to experience shame using a 
six-point Like it scale. The internal consistency and test-retest reliability were reported as 0.93 and 
0.81, respectively (Shreve & Patton, 1988). The PFQ-2 measures individuals' responses to words such 
as 'remorse' and 'feeling ridiculous'. Although such measures demonstrate high validity (Rüsch et al.,
2007), they rely heavily on the participant possessing good verbal ability, and also require them to 
indicate the affective impact of particular statements without any situational context. Nevertheless, 
given that shame-proneness is thought to be non-situation-specific, this lack of context may not 
have a significant impact on the responses reported. The TOSCA (Tangney et al., 1989) minimises any 
potential effect of a lack of context by presenting participants with scenarios which may result in 
feelings of shame or guilt and inviting respondents' to rate their responses. The TOSCA 
demonstrates satisfactory reliability and internal consistency and has been well-established as a 
measure of proneness to shame (Stromsten, Henningsson, Holm, & Sundbom, 2009).
Internalised shame
The Internalised Shame Scale (ISS) (Cook, 1987a) is a 35-item Like it scale measure which includes 
statements such as 'I think that people look down on me' and 'when bad things happen to me I feel 
like I deserve it'. Amongst students, adults and a clinical sample, reliability was reported at 0.93 and
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0.95 (Cook, 1987a). A more recent measure, the Experience of Shame Scale (ESS) (Andrews, Qian, & 
Valentine, 2002), is a 25-item questionnaire which assesses shame related to character, behaviour 
and body. The test demonstrates high internal consistency and test-retest reliability.
Substance use amongst adolescents
By the age of 17, 75% of American adolescents have drunk alcohol and 28% report having binged on 
alcoholic beverages in the previous two weeks (Gunzerath, Hewitt, Li, & Warren, 2011). Research 
suggests that those who begin using alcohol between the ages of 14 and 16 are four times as likely 
to develop alcohol-related problems in later life than those who begin drinking in their 20s 
(Gunzerath et al., 2011).
In the UK, 84% of 12-17 year-olds have drunk alcohol and 36% are frequent drinkers. 15% have been 
involved in antisocial behaviour during or after drinking. 22% of boys and 25% of girls within this 12- 
17 year-old cohort have been drunk three or more times in the past month, whilst 26% and 29%, 
respectively, have binged on alcohol three or more times in the same time period. 42% of boys and 
35% of girls report having been drunk at least once before the age of 13 (IAS, 2010). The same report 
stated that two major reasons given for underage drinking were 'escapism' and 'gaining respect 
from peers'.
With specific regard to illicit substances, 18% of 11-15 year-olds report having used drugs; 12% 
having done so in the past year. Around 5% of 11 year-olds have used drugs in the past year and the 
figure rises to 25% amongst 15-year olds. Cannabis is the most widely-used drug, and was taken by 
8% of 11-15 year-olds in 2010. Truanting and school exclusion are highly correlated with regular drug 
use, and although 23 000 under-18s accessed support for their substance misuse in 2009/10, only 
one in three completed treatment (NHSIC, 2011).
The relationship between shame and substance abuse
Shame has been strongly implicated in behaviours which enable the individual to escape feelings of 
worthlessness and failure, such as binge-eating, sexual risk-taking and substance use (Adams & 
Robinson, 2001; Hayaki, Friedman, & Brownell, 2002; Penas-Lledo, Fernandez, & Waller, 2004; 
Talbot, Talbot, & Tu, 2004). Internalised shame, which relates to feelings of failure, weakness and 
worthlessness, significantly increases vulnerability to addictive behaviours, particularly substance 
abuse (Cook, 1987a). Although this research focused on individual shame, high levels of familial 
shame have also been associated with multiple addiction-related difficulties, including substance
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abuse and eating disorders. Whilst the addiction may arise from the shame-bound system, it can 
also serve to maintain it (Arentzen, 1978; Possum & Mason, 1986).
Although several studies theorise that shame which arises from stigma surrounding substance 
misuse may serve as a barrier to treatment (Cook, 1987a; Corrigan, Watson, & Miller, 2006; Luoma 
et al., 2007), it has been suggested that this stigma has a greater effect amongst some specific social 
groups. In particular, females who seek treatment for substance abuse problems may face social 
stigma and often risk the breakdown of intimate relationships, as well as the possibility of their 
children being removed (Blume, 1990; O'Connor, Berry, Inaba, & Weiss, 1994; Reed, 1987). As a 
result, females who do enter treatment programs often experience higher levels of both shame and 
guilt than their male counterparts (Mason, 1991).
Rationale for the current review
There is a significant body of research related to shame, its predictors and its effects upon 
functioning and psychopathology. Much of the research, however, fails to adequately distinguish 
between notions of shame and guilt (Evans, Schill, & Monroe, 1978; Schill & Althoff, 1975). Given 
that shame is strongly correlated with substance misuse, and that there are significant levels of 
substance misuse amongst adolescents both in the UK and globally, this paper will examine the 
literature relating to the relationship between shame and substance abuse amongst adolescents.
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Search strategy
Five electronic databases were searched (PsycArticles, Psyclnfo, Medline, Web of Science and 
PubMed) for English-language articles published in peer-reviewed journals for all periods up to, and 
including, January 2012. Articles were searched for using terms related to 'adolescence' (e.g., 
'adolescen*', 'teen*', 'child*', 'juvenile*', 'youth*'), 'shame' (e.g. 'shame*') and 'substance abuse' 
(e.g., 'substanc*', 'drug*', 'alcohol*', 'illicit*', 'drink*'). The use of '* ' denotes truncated search 
terms. For the purposes of this review, 'adolescent' refers to individuals between the ages of 11 and 
19. Where databases could be searched by topic, 'psychology' was specified. Full details of the 
search terms used are in Appendix 1. The search yielded 220 unique results.
Following review of the abstracts, articles were excluded if they were unavailable in English (nine 
articles), if they were related to irrelevant physical or psychological health problems (58 articles) or if 
they were related to sexual behaviour and orientation (16 articles). A further 48 articles were 
excluded for other reasons. Full details can be seen in Appendix 2. Of the remaining 89 articles, 58 
were excluded as they did not contribute to the literature relating to the relationship between 
shame and substance abuse; e.g., nineteen papers focused on shame arising from parental 
substance abuse, and a further six reviewed the literature. Details of these articles can be seen in 
Appendix 3. The remaining articles (n=31) were read to ensure that they included a research 
question and outcome measures. Seven papers exclusively reviewed the literature, without 
extending current knowledge. One examined familial roles in substance abuse, one was a case study, 
two discussed processes issues in therapy and another developed a cultural framework for 
substance abuse treatment. Given that these papers did not contribute to the scientific 
understanding of the relationship between shame and substance abuse, they were excluded (see 
Appendix 4). The final analyses included nineteen empirical papers.
Results
Details of the articles reviewed can be seen in Table 1. All of the papers had been published between 
1982 and 2011. Thirteen of the studies were quantitative in methodology, four were qualitative and 
two used a mixed-methods design. Amongst the experimental studies, sample sizes ranged from 97- 
865. The qualitative studies used between 12 and 597 participants, whilst the mixed design studies 
employed 53 and 60 participants, respectively.
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Predictors of shame-proneness
Of the nineteen studies reviewed, five investigated factors which may result in heightened shame in 
later life (Bennett et al., 2010; Edwall, Hoffmann, & Harrison, 1989; Hadley, Holloway, & 
Mallinckrodt, 1993; Pulakos, 1996; Wright, Crawford, & Del Castillo, 2009). Of these, all papers bar 
one (Hadley et al., 1993) used measures of shame-proneness. The primary factors identified by these 
studies fell broadly into the categories of "sexual abuse", including incest, and "familial dysfunction", 
which included parental alcoholism, domestic violence and neglect.
Sexual abuse
In their qualitative study of adolescent females receiving inpatient treatment for substance misuse, 
Edwall et al. (1989) found that 35% of their sample reported having been sexually abused; 43% of 
whom had experienced incest. Sexual abuse was highly correlated with a history of physical abuse 
and those who had been sexually abused were more likely to have made a suicide attempt in the 
previous year, particularly when incest had been reported. Sexual abuse was also highly correlated 
with feelings of shame, particularly amongst those who had experienced only extrafamilial abuse 
(p<0.001). The authors concluded that abused female adolescents may internalise adverse 
experiences and construct an image of themselves as "bad", making them vulnerable to suicidal 
ideation and mental health problems. Methodologically, however, the study was flawed. 
Approximately 10% of the sample was categorised by their therapists as having a history of sexual 
abuse, despite having denied it during interview, and excluded from analyses. Additionally, the 
researchers made no use of standardised measures, and thus the severity of the shame experienced 
cannot be assessed. No attempt was made to ascertain the duration or nature of the sexual abuse 
and only limited information pertaining to the course of the participants' misuse of substances was 
available. Their paper included no discussion, however, of the potential effects on therapeutic 
relationships of counsellors making inferences relating to individuals' histories of abuse. It is 
suggested that making such assumptions, and disclosing them to researchers, is ethically unsound.
The four remaining studies all employed standardised measures to assess dysfunction and shame- 
proneness.
Familial dysfunction
Hadley et al. (1993) recruited participants from a range of professions and backgrounds to 
investigate the degree to which family dysfunction affects adjustment in later life. Adult adjustment 
difficulties were more accurately predicted by severity of dysfunction than by the type of
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dysfunction (e.g. parental alcoholism, family conflict, domestic violence). Significant family 
dysfunction was related to high levels of internalised shame and lower levels of self-esteem, 
although it was also correlated with more concrete life goals and a decreased sense of grandiosity, 
characterised by exaggerated levels of self-esteem and grandiose fantasies. The authors suggested 
that family conflict and parental rejection result in individuals internalising shame, and that, 
amongst a subset of such individuals, substances are used to regulate feelings of self-worth. 
Although 35% of the sample was made up of students, the mean age of participants was 38 
(50=10.4; range=17-71), indicating that the data may not represent the experiences of general 
adolescents populations. The response rate for the study was reasonable, with 45% of those who 
consented to participate doing so; however, this is indicative of a non-response bias. The vast 
majority of the final sample was Caucasian and over 80% were female, further limiting the 
generalisability of the results. The lower levels of grandiosity observed may have been a result of the 
overwhelmingly female sample and the authors suggested that the findings may have differed had 
the gender balance been more equal. These conclusions were supported by the work of Kerr, Patton, 
La pan, & Hills (1994), who found that female adolescents were likely to score higher on measures of 
co-operation, nurturing and shame-proneness, whereas males tended to be more critical and scored 
higher on measures of superiority.
Examining the impact of neglect upon children, defined by a history of maltreatment, as noted by 
Child Protection Services, Bennett et al. (2010) carried out a longitudinal study of 189 children aged 
4-9, although only 111 completed measures related to shame-proneness. Neglect was correlated 
with heightened shame-proneness and depressive symptomatology at age 7, but, although shame- 
and guilt-proneness were correlated, guilt-proneness was not related to either neglect or depressive 
symptoms. Following regression analyses, it was established that shame-proneness was a significant 
mediator in the neglect-depression relationship, although the effect size (0.023; 56=0.006, p<0.01) 
was small. Similarly to Hadley et al. (1993), Bennett et al. (2010) proposed that maltreatment and 
neglect can lead to the child developing a negative self-image, which is internalised as shame, and 
results in the adaptation of a negative attributional style and a vulnerability to depression. However, 
although the amount of depressive symptoms reported between the groups differed significantly, 
the overall tendency towards depression, ascertained by Children's Depression Inventory-Short 
Form (CDI-S) scores (Kovacs, 1992) was low, consistent with research suggesting that young children 
are less likely to experience depressive episodes than either adolescents or adults (Cole et al., 2002). 
Undertaking a similar study to Bennett et al. (2010), but using a college student sample, Pulakos 
(1996) reported that shame-proneness correlated significantly with family conflict, although the
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same was not true of guilt. She also found that females scored higher on the shame and guilt 
subscales of the TOSCA (Tangney et al., 1989) (both pcO.OOl), while males scored higher on the 
'detachment' subscale (p<0.05). An order effect was demonstrated, however, whereby participants 
who completed the TOSCA (Tangney et al., 1989) prior to the Family Environment Scale (FES) (Moos 
& Moos, 1981) reported higher levels of shame and externalisation (p<0.05). It is suggested that the 
TOSCA's focus on the 'self, in contrast to the FES's emphasis on systemic issues may be a factor in 
the observed effect: by completing the FES at the outset, participants may have taken the view that 
personal dysfunction could be attributed to maladaptive family relationships, rather than a failure of 
the self. Wright et al. (2009) also examined the impact of childhood emotional abuse and emotional 
neglect on maladaptive functioning in young adulthood, finding that both were significant predictors 
of anxiety and depression {R2=033  and 0.03, p<0.01/ Further analyses demonstrated that emotional 
abuse was correlated with schemas related to vulnerability to harm, self-sacrifice, and shame, and 
the authors suggested that these schemas mediate the neglect-anxiety-depression relationship. It 
was noted, however, that the sample was homogenous, reducing the generalisiability of the results 
to other populations, and that the data were entirely self-report and, in the case of recounting early 
experiences, retrospective, suggesting that recall biases may have influenced the findings.
In the study carried out by Wright et al. (2009), emotional abuse and emotional neglect were 
distinguished using the Lifetime Experiences Questionnaire (LEQ) (Gibb et al., 2001), which defines 
emotional neglect by assessing neglectful parental behaviours, such as ignoring, isolating, failing to 
praise and being psychologically unavailable. Emotional abuse is determined by the individual having 
been belittled, ridiculed, humiliated, or terrorised by any members of their extended family, prior to 
the age of fifteen. Although it could be argued that constructs of neglect and abuse overlap, the LEQ 
demonstrates that they can be adequately distinguished from one another (Gibb et al., 2001).
The relationship between shame and substance misuse
Six of the studies included in this review found significant associations between feelings of shame 
and maladaptive behaviours, including sexual behaviour and substance abuse, (Abramowitz & 
Berenbaum, 2007; Cameron & Boehmer, 1982; Bearing et al., 2005; O'Connor et al., 1994; Tangney, 
Stuewig, Mashek, & Hastings, 2011; Wiechelt & Sales, 2001). Three of these studies utilised 
measures of shame-proneness (Bearing et al., 2005; O'Connor et al., 1994; Tangney et al., 2011), 
whilst Wiechelt & Sales (2001) investigated internalised shame. Neither Abramowitz & Berenbaum 
(2007), nor Cameron & Boehmer (1982), employed standardised measures of shame in their 
investigations.
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The impact of shame on affect
Abramowitz & Berenbaum (2007) noted that the desire to enhance positive affect was a strong 
motivator to use alcohol amongst their sample. However, their data were based on retrospective 
accounts of behaviours the participants had engaged in during the past three months and, although 
the associations reported were statistically significant, there was no opportunity to investigate the 
direction of causality in the relationship. In addition, the sample was aged 16-30 and, as the authors 
note, many impulsive and compulsive behaviours diminish with age. The participants in the study 
carried out by Cameron & Boehmer (1982) demonstrated even greater variation in lifespan 
development, reporting ages from 11-80 and being pooled from a convenience sample. 81% of those 
who had tried using alcohol reported guilt or shame at having done so, though this figure reduced to 
38% amongst those who continued to use it. Although 41% of those who had tried marijuana 
reported guilt/shame at having done so, none of those who continued to use it reported similar 
emotions. It would appear, therefore, that broadly half of all users of alcohol become more 
comfortable with their use over time and that the same is true for all users of marijuana, but the 
study had some significant flaws. Guilt and shame were not measured using validated tools such as 
the TOSCA (Tangney et al., 1989); rather, they were coded using responses to open-ended 
questions. Although inter-rater reliability was good (92%), the study made it impossible to 
differentiate between constructs of guilt and shame. Furthermore, the responses provided by 
participants for their use of the substances (e.g., 'be cool'; 'calm nerves'; 'like its effects') do not lend 
themselves well to in-depth analysis, and although the researchers asked about individuals' 
substance use history, they did not enquire about levels of use. Given the flawed methodology 
employed by the authors, it is argued that the results described by Cameron & Boehmer (1982) 
should not be over-emphasised or considered in isolation, but in the context of findings across the 
wider body of literature.
Shame and peer-group interactions
Carrying out semi-structured interviews with college students, Lashbrook (2000) found that the 
desire to avoid ridicule, isolation and being made to feel inadequate by peers was a key factor in 
their sample using alcohol. Despite the participants not using terms such as 'shame' explicitly, the 
literature contains several suggestions that ridicule, isolation and inadequacy are closely linked to 
constructs of shame-proneness (Cook, 1987a; Potter-Efron, 1987; Wicker et al., 1983).
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Bearing et al. (2005) carried out three studies to test the relationships between shame- and guilt- 
proneness amongst undergraduate students and prison inmates, hypothesising that shame- 
proneness would be positively correlated with substance abuse, whilst the opposite would be true 
for guilt-proneness. The student samples had a mean age of 20 years, whilst the inmate participants 
were, on average, ten years older. All three samples demonstrated good ethnic heterogeneity. 
Shame correlated with problematic drug and alcohol use in all three samples, whereas guilt was 
inversely correlated; findings which supported those presented by Quiles et al. (2002). The shame- 
substance abuse relationship appears consistent amongst samples regardless of the severity of 
substance abuse and appears to be applicable to a range of populations. The authors suggested that 
alcohol and drugs may be used as a way of coping with difficult feelings, such as shame, but noted 
that the use of substances may in itself result in additional shame. These hypotheses were borne out 
by O'Connor et al. (1994), who compared recovering drug addicts to non-addicted participants and 
found that substance abusers scored significantly higher on measures of shame and externalisation, 
as well as lower on measures of guilt, than the non-clinical sample. However, amongst those in 
recovery, there was a broad range of time abstinent from substances (<1 month - 1 4  years), and the 
authors did not report any attempt to carry out statistical analysis to control for this variance. 
Amongst the participants, 22% of males and 61% of females reported having experience sexual 
abuse in childhood, and sexual abuse correlated significantly with shame. Whilst those who had 
been abused also reported higher levels of guilt, these scores did not meet statistical significance. 
Similarly, amongst 500 inmates, guilt-proneness was found to be a protective factor against 
substance abuse (Tangney et al., 2011), whereas the opposite was found for shame-proneness. 
Heightened shame-proneness also correlated with antisocial behaviour, in support of previous 
research (Ketelaar & Au, 2003; Lindsay-Hartz, 1984; Tangney et al., 1996). These findings related 
specifically to an offending sample, however, and the generalisability of the results is questionable. 
When considered in relation to the findings of Bearing et al. (2005), however, it may be the case that 
the shame-substance abuse relationship is consistent amongst a range of samples.
The role of sexual abuse
Assessing the role of shame in recovery amongst a sample of females with alcohol problems, 
Wiechelt & Sales (2001) hypothesised that those who had experienced sexual abuse in childhood 
would report higher levels of internalised shame and poorer recovery-related outcomes. They also 
proposed that shame would be inversely related to recovery outcomes. Two-thirds of the sample 
reported sexual abuse, although the definition of "child sexual abuse" was broad, encompassing both 
contact and non-contact (e.g., exposure and lewd comments) sexual acts perpetrated prior to the
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age of 18. Neither of the hypotheses related to sexual abuse was borne out by statistical analysis, 
possibly as a result of the conflation of differing forms of abuse. In contrast, participants who scored 
higher on measures of internalised shame tended to have more episodes of relapse than those who 
reported lower levels of shame. It was also found that 98% of the sample came from families with a 
history of substance addiction, and a significant body of literature indicates that parental substance 
use is associated with heightened levels of disturbance, including shame, amongst their children 
(Assur, Jackson, & Muncy, 1987; Hawkins, 1997; Jones & Zalewski, 1994; LePantois, 1986; C. K. 
Morey, 1999; Owen, Rosenberg, & Barkley, 1985; Potter-Efron, 1987; Rafferty & Hartley, 2006). As a 
result, it cannot be assumed that the shame reported by the participants in Wiechelt & Sales (2001) 
study arose directly and solely from sexual abuse.
Shame: A combination of factors
Whilst constructing a new measure of shame (Internalised Shame Scale), Cook (1987a) tested the 
scale on both clinical and non-clinical samples; the clinical samples comprising individuals receiving 
treatment for substance abuse, females from a women's refuge, and parents who had abused or 
neglected their children. Supporting theories that females are more prone to experiencing shame 
than their male peers (Lewis, 1995; Mason, 1991; Pulakos, 1996; Tangney, 1990), it was found that 
females scored higher than males in all samples, including non-clinical populations. Overall, 
however, the clinical samples reported significantly higher levels of shame than their non-clinical 
counterparts. Feelings of fragility, lack of control, emptiness and loneliness were the most significant 
predictors of the number of substances the non-clinical sample were addicted to. Amongst the 
clinical sample, only feelings of fragility and being out of control predicted levels of addiction. It 
appears, therefore, that 'shame' can be broken down into a number of factors, each of which 
predicts maladaptive behaviours to differing degrees. It is notable, however, that the 'clinical' 
sample in Cook's (1987a) study comprised three groups of people, not seemingly linked by clinical 
diagnoses or similar manifestations of disturbance, and it is suggested that the extent to which 
substance abusers, victims of domestic violence and abusive parents can be robustly compared is 
questionable.
Shame as a consequence of substance misuse
Although the majority of research suggests that shame-proneness is strongly implicated in substance 
misuse, it has been noted throughout the literature that feelings of shame that can arise as a 
consequence of using substances (Arentzen, 1978; Blume, 1990; Cook, 1987a; Corrigan, Watson, & 
Miller, 2006; Possum & Mason, 1986; Luoma et al., 2007; Mason, 1991; O'Connor et al., 1994; Reed,
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1987). None of the papers included in this review used standardised measures of shame in their 
investigation of shame as a consequence of substance abuse.
Shame as a barrier to treatment
Amongst African-American women noted to present with significant substance misuse issues, shame 
was reported as a barrier to treatment by 40% of the sample (Allen, 1995), although factors such as 
familial responsibility and an inability to meet the financial costs of treatment were seen as more 
substantial barriers. In support of this, it was found that a sample of Australian drug addicts scored 
higher on measures of shame than control groups of unemployed individuals and students (Viney, 
Westbrook, & Preston, 1985). Specifically, the individuals who disclosed that they were addicted to 
substances felt markedly inferior and inadequate in relation to their peers and were anxious to avoid 
their 'deficiencies' being exposed.
Shame as a protective factor
Investigating 296 crack cocaine users and dealers over a period of eight years, Furst, Johnson, 
Dunlap, & Curtis (1999) established that crack users are stigmatised not only by society in general, 
but also by other drug users, and that this stigma is managed by the user presenting themselves in 
certain ways, and by attributing certain labels to themselves. As such being referred to as a 'crack 
smoker' was seen as preferable to 'crack head'. Other individuals smoked marijuana laced with crack 
cocaine in order to avoid being stigmatised. Amongst some non-users of crack cocaine, the primary 
motive for their avoidance of the substance was the stigma and shame associated with it, indicating 
that, in the context of substance abuse, shame can be a protective factor. These conclusions were 
borne out by Rosenkranz, Henderson, Muller, & Goodman (2011), who found that, amongst 188 16- 
24 year-olds entering treatment for moderately problematic substance abuse, those individuals who 
had experience early maltreatment and who scored higher on measures of shame-proneness were 
more likely to recognise their substance misuse problems and seek treatment, and further research 
has suggested that these individuals demonstrate superior treatment outcomes (Williams et al.,
2008). However, all data were self-report and participants were asked to disclose any history of 
maltreatment during their initial appointment, possibly resulting in disclosure biases.
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Discussion
Summary of findings
This paper sought to review the empirical literature relating to shame and substance abuse amongst 
adolescents. However, despite the search strategy specifying 'adolescent', and variations thereof, 
only two papers (Edwall et al., 1989; Kerr et al., 1994) used samples that could be strictly described 
as 'adolescent', i.e. aged 11-19; although a further seven investigated young adults, primarily 
university students. An additional study, that carried out by Quiles et al. (2002), used a sample aged 
<27 but excluded all participants aged 22-27 (n=17) form their analyses. Amongst the rest of the 
studies, however, the participants ranged in age from 7-80. As such, this review has had to focus 
more generally on the relationship between shame and substance abuse in a range of samples. It 
appears that there is a significant absence of research into the association between shame and 
substance abuse amongst adolescents. What is apparent, however, is that early maltreatment, 
familial dysfunction and neglect can all result in heightened shame-proneness, possibly as a result of 
the adverse experiences being internalised, and that greater maladjustment results from more 
severe adversity. Although the shame arising from maladaptive early experiences has been found to 
correlate significantly with substance-abusing behaviours, it can also serve as a protective factor, 
preventing individuals from using certain substances, as well as motivating them to seek and engage 
in treatment. Finally, early adversity has been linked to greater certainty of goals and increased 
motivation to achieve. It is also clear from the evidence reviewed that it is shame which is most 
heavily implicated in these mechanisms, not guilt.
Nevertheless, despite some evidence to the contrary, the overwhelming conclusion of the literature 
reviewed is that, in general, shame-proneness has a markedly negative effect on functioning and can 
lead to psychopathology and early-onset substance misuse. For some individuals, this serves as a 
method of gaining acceptance or, at the very least, avoiding being ostracised by their peers, albeit in 
a maladaptive way. It has also been suggested that substance abuse may be precipitated by an 
attempt to cope with painful emotions and a negative self-image (Cameron & Boehmer, 1982; 
Lashbrook, 2000). Whilst there is some indication that higher levels of shame result in a greater 
number of maladaptive behaviours (Cook, 1987a), it also appears that shame-proneness can affect 
males and females differently. Based upon the evidence reviewed here, it is tentatively speculated 
that shame in females results in behaviours which harm the self, such as eating disorders, whereas 
males externalise the negative self-image and act in a more antisocial manner.
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The studies included in this review were conducted using a wide range of outcome measures and 
methodological designs; some more scientifically defensible than others. For the most part, 
however, the research was of a good standard, distinguished appropriately between constructs of 
shame and guilt, and contributed adequately to the empirical base. The study participants were 
reasonably varied in terms of culture, although it is of note that all studies included in this review 
were carried out in Europe, North America and Australia, reducing their applicability across cultures. 
Additionally, given the heavy reliance on university student samples, particularly since such 
individuals tend to come from distinct social and ethnic backgrounds, the degree to which the 
results can be applied to all social groups is uncertain.
Shame can be constructed in two ways; either as an affective state which makes an individual prone 
to it, or as an internalised attribute (Andrews, 1995; Balcom, 1991). The majority of the studies 
which used a standardised measure of shame investigated shame-proneness (Bennett et al., 2010; 
Bearing et al., 2005; Kerr et al., 1994; O'Connor et al., 1994; Pulakos, 1996; Quiles et al., 2002; 
Tangney et al., 2011), whilst only two made use of measures of internalised shame (Hadley et al., 
1993; Wiechelt & Sales, 2001). It appears that the literature has focused almost exclusively on the 
former construct, and that we have a far more limited understanding of the role of internalised 
shame in adolescent substance abuse. In particular, there is virtually no literature indicating factors 
which may predict internalised shame later in life. It is hypothesised that, as an affective, rather than 
internalised, state, shame-proneness may be heavily implicated in impulsive maladaptive 
behaviours, and that this area warrants further investigation.
Gaps in the literature
In addition to the dearth of literature focusing exclusively on adolescent populations, the majority of 
studies have failed to address misuse of substances in a discrete manner. Although some papers 
asked about drug and alcohol use separately (Cameron & Boehmer, 1982; Quiles et al., 2002), not all 
the studies differentiated between substances (Bearing et al., 2005; O'Connor et al., 1994; Tangney 
et al., 2011). It cannot be presumed a priori that all addictive behaviours are a product of the same 
mechanisms and this requires further investigation. In addition, it may be the case that the 
mechanisms differ between narcotics -  shame has been found to be both a risk factor (Bearing et 
al., 2005; Lashbrook, 2000; O'Connor et al., 1994; Tangney et al., 2011; Wiechelt & Sales, 2001) and 
a protective factor (Furst et al., 1999; Rosenkranz et al., 2011).
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More fundamentally, although much of the research suggests there is a clear relationship between 
shame as an antecedent and substance abuse as a consequence, there has been little focus on the 
cognitive and emotional processes which mediate this relationship. Given that shame is associated 
with substance abuse, and that substance abuse has a major impact on both society and the 
individual, a primary aim of research in this area should be to identify risk factors and investigate 
effective treatments. This review has not included studies which aim to treat substance misuse per 
se; although several of the studies evaluated did use participants engaged in treatment programmes 
(Edwall et al., 1989; O'Connor et al., 1994; Viney et al., 1985; Wiechelt & Sales, 2001) and there is 
some indication that reducing shame is integral to positive treatment outcomes (Hearing et al., 
2005). Given that particular factors related to shame, specifically 'fragility and lack of control' and 
'loneliness and emptiness', are the most significant predictors of addiction (Cook, 1987a), future 
research should investigate the specific antecedents and maintenance processes of these two 
factors and the implications for substance abuse treatments. It is suggested that this is particularly 
important given the dearth of evidence related to internalised shame. At present, we have some 
evidence that internalising shame results in vulnerability to addiction to alcohol and illicit drugs, but 
little understanding of how. Similarly, there is an absence of evidence relating to the age at which 
shame-prone adolescents are most vulnerable to substance abuse. Few studies have investigated 
adolescents exclusively, and, of the papers reviewed here, none has compared adolescents at 
different developmental stages. It may be that there is a point of 'greatest vulnerability' and, if this is 
borne out by future research, it will have significant implications for the ways in which adolescents 
are educated about alcohol and illicit substances, and preventative measures are established.
In this review, only papers relating to Western cultures were included. Although there was a clear 
rationale for this, given the prevalence of adolescent substance abuse in the UK and USA, there has 
been limited scope to investigate the shame-substance abuse relationship, or the meaning 
surrounding substance use, in social sub-groups. Although some studies used samples diverse in 
ethnicity and age, the present review has noted little that is relevant to constructs of class or 
religious belief. Although such factors have been investigated to only a limited degree, some 
research has attempted to improve our understanding of them (Rastogi & Wadhwa, 2006; Sandberg, 
2010). Misusing substances may result in heightened shame only in specific groups, or alternatively, 
it may be the case that certain social clusters are less inclined to misuse substances, despite similar 
levels of proneness to shame and/or internalised shame to the samples described in this review. It 
should not be presumed that the findings of this review can be applied to all groups without further 
exploration of salient factors.
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Conclusion
There has been little research investigating the role of shame, whether internalised or linked to an 
affective state, in the use of particular addictive substances and further investigation is required to 
ascertain whether shame is a more significant predictor of use for certain narcotics. Robust evidence 
would allow for further investigation into the most appropriate interventions to treat substance 
abuse problems amongst different populations. It would also pave the way for more nuanced 
investigation into predictors of substance abuse -  at present, the literature indicates that fragility, 
lack of control, loneliness and emptiness are significantly associated with misuse of substances. 
These particular factors may arise from specific experiences or, potentially, specific mechanisms 
which process those experiences.
Several of the studies reviewed here referred to feelings of shame as being a barrier to treatment 
(Allen, 1995; Wiechelt & Sales, 2001). Given the social and economic cost of substance abuse, it is 
imperative that treatment is easily available to all and that the barriers which can serve to prevent 
individuals from accessing appropriate care are broken down. Substance misuse services, and those 
who develop interventions, should give significant weight to these factors as they may be integral to 
successful outcomes, both in the short- and long-term.
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Abstract
BACKGROUND: Up to 35% of adults in the general population experience symptoms warranting a 
diagnosis of insomnia, and the disorder persists for over three years in half of these people. 
Insomnia predicts the onset of depression and is associated with relapse. It is also co-morbid with a 
range of mental disorders.
OBJECTIVES: To ascertain whether clinicians in a Community Mental Health Team ask newly-referred 
patients3 and those on their caseload about symptoms related to insomnia.
PROCEDURE: Nineteen clinicians were asked to identify insomnia-related symptoms and evaluate 
their own clinical practice in relation to asking patients about insomnia during clinical interview. A 
proportion of patient notes were then reviewed in order to compare the self-report data with that 
which was recorded.
RESULTS: Few staff correctly identified the diagnostic criteria associated with insomnia. 
Approximately 70% of assessment notes recorded discussions of sleep problems but diagnostic 
criteria relating to insomnia were discussed in only 10% of cases. Insomnia was not diagnosed in any 
patient. Of those on the caseload, 70% of patients were asked about their sleep at least once in the 
previous six months, but sleep was only discussed at 30% of contacts. One individual (1.75%) had 
been asked about insomnia-related symptomatology in the previous six months.
DISCUSSION: There is a lack of understanding regarding insomnia as a diagnostic category and it 
appears to be an area neglected in clinical practice. Clinical implications and recommendations are 
presented, as are areas for further investigation.
Within this service, those under the care of the Team are referred to as 'patients’
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Introduction
DSM-IV-TR classifies 'insomnia' as difficulty in initiating or maintaining sleep, or finding that sleep is 
non-restorative, for a period exceeding one month (American Psychiatric Association, 2000). The 
disturbance must be severe enough to cause significant distress or impairment, but must not be 
wholly attributable to side effects from medications or other substances; mental disorder; physical 
illness; or any other discrete sleep disorder.
Symptoms associated with acute insomnia may be precipitated by stressful life-events, or by a 
sudden change in sleep pattern, often caused by the birth of a child or starting shift work. This acute 
episode of insomnia may then persist into a chronic state, lasting over one month (Wilson, Nutt, 
Alford, Argyropoulos, Baldwin, Bateson, et al., 2010). Insomnia is common in the general population 
(Shochat, Umphress, Israel, & Ancoli-lsrael, 1999). At least 9-12% of adults experience chronic 
insomnia (Espie, 2002), although some studies report figures as high as 35% (Mellinger, Balter, & 
Uhlenhuth, 1985). Females are twice as likely to meet diagnostic criteria for insomnia, and the 
disorder will persist for over three years in approximately 50% of those diagnosed (Morin, Bélanger, 
LeBlanc, & et al., 2009).
Historically, insomnia has been viewed as a condition which does not merit assessment and 
intervention in its own right; rather, it has been perceived purely as a symptom of a discrete disorder 
(Espie, 2002). It has, however, been noted that insomnia is associated with decreased quality of life, 
impacting on social functioning, attention and memory. Severe insomnia can have similar effects on 
an individual's quality of life as heart failure and depression (Katz & McHorney, 2002). Experiencing 
insomnia has been found to increase use of healthcare services, and may result in individuals self- 
medicating with alcohol. Additionally, it has been strongly implicated in both work absence and a 
significant proportion of road traffic accidents (Ancoli-lsrael & Roth, 1999; Espie, 2002; Ohayon, 
Caulet, & Guilleminault, 1999; Shapiro & Dement, 1993). Insomnia is a robust predictor of clinical 
depression (Eaton, Badawi, & Melton, 1995), although this is clinically distinct from the sleep 
disturbance commonly seen in depression. Research suggests that it can also increase the duration 
of an existing depressive episode and that it may be implicated in relapse (Riemann, 2009), though 
there has been little investigation into its association with major mental illness. It has been 
established, however, that insomnia is comorbid with mental disorders in 69% of patients (Tan, 
Kales, Kales, Soldâtes, & Bixler, 1984).
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At present, there are no NICE Guidelines relating to the assessment and treatment of insomnia; 
however, the British Association for Pharmacology released a consensus statement in 2010 noting 
that insomnia often lasts for over two years, that the prevalence is higher in females and that 
approximately half of all diagnoses of insomnia are related to psychiatric disorders (Wilson et al., 
2010). The statement suggests that clinicians should asked patients explicitly about their sleep 
pattern and that sleep diaries be employed to aid accurate diagnosis.
Rationale for the study
Insomnia is generally treated pharmacologically, though this can result in dependence and tolerance, 
as well as symptoms of withdrawal (Wilson et al., 2010). In contrast, CBT, whether individual or in 
groups, is as effective as prescription medications in reducing insomnia and the positive effects 
remain well beyond the termination of treatment (Bastien, Morin, Ouellet, Blais, & Bouchard, 2004). 
This study will be carried out in a Community Mental Health Team (CMHT) in London. Presently, the 
CMHT has a standard that states the following:
'100% of patients under the care of the CMHT who present with disturbed sleep warranting a 
diagnosis of insomnia, based upon DSM-IV classification, will be offered evidence-based CBT for 
insomnia'.
It is not known whether clinicians routinely ask patients referred to the service about symptoms of 
insomnia in order that they can then be offered psychological intervention.
Objectives of the study
To establish whether clinicians routinely ask patients newly-referred to the CMHT about 
symptoms of insomnia
To randomly sample a proportion of patient notes to ascertain the information recorded 
regarding the presence or absence of insomnia at both assessment and follow-up4
Ethical approval
Following discussion with the Clinical Audit Team at the Trust, approval for the service evaluation 
was confirmed in May 2012 (see Appendix), and the study registered via the Trust Intranet.
4 'Follow-up' refers to patients on the caseload
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Method
Sample
As of 25th July 2012, the CMHT consisted of 30 members of staff. Only those who carried a caseload 
were included in the study, providing a sample of 19.
Procedure 
Questionnaires
The 19 staff meeting inclusion criteria were emailed with brief details of the study (see Appendix). 
Following this, they were approached and invited to participate. The measure can be seen in the 
Appendix.
Clinical notes
A sample of patients who had been assessed by CMHT staff in the previous six months, and a sample 
of the caseload, was randomly selected and their clinical notes reviewed.
a. Newly-referred patient data
A list of initial assessments carried out between 1st February and 30th July 2012 was obtained. In the 
event that an assessment had been carried out but that no further details were available (e.g., the 
notes had not been written up), the individual was excluded from the dataset. In cases where an 
individual had been referred to the CMHT several times in that period, only their most recent 
assessment was included. After applying exclusion criteria, 147 assessments were included in the 
study. Each individual was allocated a unique number and a random sampling generator5 was used 
to extract a sample of 49 (% of the total). The clinical notes relating to these assessments were 
reviewed to ascertain whether sleep had been discussed generally, or symptoms of insomnia had 
been explored more specifically.
b. Caseload data
As of 25th July 2012, the caseload consisted of 391 care co-ordinated patients. Each individual was 
allocated a unique number and the same random sampling generator was used to extract a sample 
of 3 per care co-ordinator. Notes relating to telephone and face-to-face contacts in the past six 
months were searched for terms related to 'sleep' and 'insomnia'. Although the caseload was not 
divided equally between the nineteen care co-ordinators, an equal sample was chosen from each 
clinician in order to allow members of staff with smaller caseloads to be included in the study. As an
Research Randomizer: http://www.randomizer.org/form.htm
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exploratory study, rather than one which intends to extrapolate the results, it was agreed that this 
was an appropriate methodology. Given the time constraints and feasibility considerations, it was 
decided that reviewing notes relating to % of assessments and 14.6% of the caseload was sufficient.
Results 
Questionnaire data
Clinical staff were grouped by discipline. Psychologists and Occupational Therapists were classified 
as Allied Health Professionals (AHPs). In total, 73% of staff were aware that difficulty getting to sleep 
was a symptom of insomnia, and 67% knew that difficulty staying asleep was also symptomatic. Only 
47% knew that waking up tired was associated with the disorder and 27% thought, incorrectly, that 
daytime drowsiness was in itself symptomatic. AHPs were most likely to correctly distinguish DSM-IV 
criteria from the 'dummy' item, but, in general, each discipline demonstrated incomplete knowledge 
relating to diagnostic criteria. The data are in Table 1.
PROFESSION
TOTAL Medical Nursing Social Work Allied Health
(N= 15) (N-=4) (N==3) (N =6) (N =2)
n % n % n % n % n %
Associated with diagnosis
Difficulty getting to sleep Yes 11 73.3 2 50 3 100 4 66.7 2 100
No 4 26.7 2 50 0 2 33.3 0
Difficulty staying asleep Yes 10 66.7 2 50 1 33.3 5 83.3 2 100
No 5 33.3 2 50 2 66.7 1 16.7 0
Daytime drowsiness Yes 4 26.7 0 1 33.3 3 50 0
No 11 73.3 4 100 2 66.7 3 50 2 100
Waking up tired Yes 7 46.7 1 25 1 33.3 4 66.7 1 50
No 8 53.3 3 75 2 66.7 2 33.3 1 50
Table 3 - Questionnaire responses relating to criteria associated with a diagnosis of insomnia
All staff stated that they asked about the quality of patients' sleep at assessment. Medical staff 
reported doing so at all assessments. On average, staff reported asking 92% of newly-referred 
patients about their sleep. The question most likely to be asked was in relation to difficulty getting to 
sleep (93%), followed by difficulty maintaining asleep (53%). Only a third of patients newly-referred 
were reported to be asked if they felt refreshed upon waking. The data are in Table 2.
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PROFESSION
Asking at assessment
Proportion asked (average; %)
Questions asked at assessment
Difficulty getting to sleep
Difficulty staying asleep 
Daytime drowsiness 
Waking up tired
Other questions at assessment?
TOTAL Medical Nursing Social W ork Allied Health
(N=15) (N=4) (N=3) (N=6) (N=2)
n % n % n % n % n %
Yes 13 86.7 4 100 2 66.7 6 66.7 1 50
Sometimes 2 13.3 0 1 33.3 0 33.3 1 50
No 0 0 0 0 0
91.67 98.75 86.7 95.0 75.0
Yes 14 93.3 3 75 3 100 6 100 2 100
Sometimes 1 6.7 1 25 0 0 0
No 0 0 0 0 0
Yes 8 53.3 2 50 0 4 66.7 2 100
Sometimes 4 26.7 2 50 1 33.3 1 16.7 0
No 3 20 0 2 66.7 1 16.7 0
Yes 3 20 0 0 3 50 0
Sometimes 4 26.7 3 75 1 33.3 0 0
No 8 53.3 1 25 2 66.7 3 50 2 100
Yes 5 33.3 2 50 0 2 33.3 1 50
Sometimes 4 26.7 1 25 1 33.3 2 33.3 0
No 6 40 1 25 2 66.7 2 33.3 1 50
Yes 13 86.7 4 100 2 66.7 6 100 1 50
No 2 13.3 0 1 33.3 0 1 50
Table 4 - Questionnaire responses related to assessment of newly-referred patients
Data relating to patients on the caseload are in Table 3. All staff reported asking their own caseload 
about sleep; the majority (60%) stating that they asked at each appointment. A third reported asking 
at alternate appointments and one individual (7%) asked less often. 87% of staff reported sometimes 
asking other questions related to sleep. Qualitative responses to this question are in Table 4.
PROFESSION
Asking own caseload about sleep
Regularity (by # of appts)
TOTAL Medical Nursing Social Work Allied Health
(N=15) (N=4) (N=3) (N=6) (N=2)
n % n % n % n % n %
Yes 15 100 4 100 3 100 6 100 2 100
No 0 0 0 0 0
Each 9 60 3 75 2 66.7 3 50 1 50
Alternate 5 33.3 1 25 1 33.3 3 50 0
Less often 1 6.7 0 0 0 1 50
Table 5 - Questionnaire responses relating to clinical practice in relation to the CMHT caseload
Other questions asked Frequency Other questions asked
Activities prior to going to bed 4 Sleep pattern
Use of drugs/alcohol/caffeine/medication 3 How long the problem has persisted
Time of going to bed/waking 2 Anxiety
Hours of sleep per night 2 Where the person is sleeping
Nightmares 1 Presence of television in the room
Table 6 - Other questions asked by professionals
requency
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Clinical notes
Assessments
Within this service, all assessments are carried out by two clinicians, one of whom is medically 
qualified. As such, the data have not been stratified by profession. Of 49 patients, 35 were asked 
about the quality of their sleep during assessment. Insomnia was recorded as being discussed 5 
times. The data are presented in Table 5.
ASSESSMENTS
TOTAL
(N=49)
n %
Number of patients asked about sleep 35 71.4
Number of patients asked about symptoms of insomnia 1 2.04
Number of times insomnia was discussed generally 5 10.2
Table 7 - Data from clinical notes (patients assessed by the CMHT)
Follow-up
The notes of 57 patients, three from each care co-ordinator, were reviewed and the data presented 
in Table 6. The review revealed that 70% of patients discussed their sleep with their care co­
ordinator during at least one contact in the previous six months (the mean number of contacts in 
that period was 5.4 per patient). AHPs were the most likely to discuss sleep with their caseload 
(83%), and social workers least likely (56%). On average, sleep was recorded as being discussed 
during 30% of patient contacts. Medical staff discussed sleep during 54% of contacts, dropping to 
15% for nursing staff.
CASELOAD
TOTAL Medical Nursing Social Work Allied Health
(N=57) (N=21) (N=12) (N=18) (N=6)
Total number of contacts 305 65 80 74 76
n % n % n % N % n %
Number of patients asked about sleep 40 70.2 16 76.2 9 75 10 55.6 5 83.3
Number of patients asked about symptoms of insomnia 1 1.75 0 0 0 1 16.7
Total number of times sleep was discussed 91 29.8 35 53.9 12 15 22 29.8 22 29
Number of times insomnia was discussed generally 1 0.33 0 0 0 1 1.8
Table 8 - Data from clinical notes (patients under the care of the CMHT)
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Discussion 
Summary of findings
This study aimed to establish whether clinicians routinely ask new referrals and patients on their 
caseload about the presence or absence of insomnia-related symptoms.
Most staff (73%) were aware that 'difficulty getting to sleep' was associated with a diagnosis of 
insomnia, although the figure dropped for the criterion 'difficulty staying asleep' (67%) and 'waking 
up tired' (47%). Only 27% of staff were aware that 'daytime drowsiness' was not, in itself, 
symptomatic. All participants indicated on the questionnaire that they ask newly-referred patients 
about their sleep at least 'sometimes', and, across all professions, it appears that 92% of individuals 
being assessed will be asked about sleep-related problems. Following a review of the clinical notes, it 
seems that only 71% of assessments include discussion related to the quality of the individual's 
sleep. Only one individual was asked specifically about the three criteria which are symptomatic of 
insomnia. 'Insomnia' was discussed more generally with five individuals but none was given a 
diagnosis. It may be the case that the person being assessed used the term as a generic label for 
disturbed sleep and that it was noted down as such; the same may be true of clinicians. As suggested 
by questionnaire responses, professionals were most likely to enquire about any difficulty patients 
had in getting to, or maintaining, sleep, but less likely to ask whether they woke feeling refreshed.
All staff stated that they ask patients on their caseload about the quality of their sleep at least 
'sometimes'; with 93% reporting they asked at each, or alternate, appointments. Upon reviewing 
clinical notes, however, it appears that only 40 patients (70%) were asked about their sleep at any 
point in the previous six months, and that sleep was discussed at only 30% of appointments. Only 
one person (2%) was asked about insomnia-related symptomatology.
Implications for practice
The results of this study indicate that clinicians lack understanding of insomnia as a diagnostic 
disorder. AHPs were most likely to be aware of the criteria associated with a diagnosis of insomnia, 
but medically-qualified staff, who are trained to diagnose, appear less likely to accurately distinguish 
the correct criteria. All medical staff did, however, correctly identify 'daytime drowsiness' as 'decoy' 
item. This suggests that the staff team requires brief training regarding insomnia, its classification, 
prevalence and effects. If staff are unaware of symptoms associated with the disorder they may also 
not have an accurate understanding of how widespread it is; nor of its potential consequences.
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These data also suggest that staff overestimate how likely they are to ask about problems associated 
with sleep. Only 71% of those individuals sampled were asked about their sleep at assessment; the 
questionnaire responses suggest this figure should be closer to 90%. Medical staff reported asking 
an average of 99% of new referrals about sleep; as medics were present at all those assessments 
sampled for this study, sleep should have been addressed at all of them. Similarly, although staff 
indicated that they generally asked their own caseload about their sleep at approximately every 
other appointment, if not more often, the topic was raised at only around 30% of contacts. This 
supports research suggesting that clinical staff often overestimate their own practice (Rees & 
Shepherd, 2005); and the social desirability bias, whereby respondents provide answers showing 
them in a positive light, is well-documented (Huang, Liao, & Chang, 1998; Johnson & Fendrich, 2002). 
Further studies requiring staff to evaluate their own clinical practice should, therefore, ensure that 
they either use questionnaire measures in conjunction with measures of social desirability, or, as this 
study has done, verify their responses by reviewing evidence from sources such as clinical files.
Finally, in order to comply with the standard set, greater emphasis needs to be placed upon ensuring 
that clinical staff ask both newly-referred patients and those on the caseload about the quality of 
their sleep, and that they do so in a way that allows insomnia to be identified and recorded. Only 2% 
of the new patient assessments sampled in this study recorded specific discussion of symptoms 
associated with the diagnosis. Given that insomnia predicts and is highly co-morbid with mental 
disorders (Eaton et al., 1995), it is likely that a significant proportion of those referred to, and under 
the care of, the CMHT are not receiving the recommended treatment. If this is to change, it will be 
necessary for the Team to adopt new assessment protocols.
Strengths of the study
Acknowledging the importance of potential biases in self-evaluation (Rees & Shepherd, 2005), this 
study attempted to mediate any potential inaccuracies in reporting by comparing self-report data to 
objective evidence. This method allowed clinical practice itself to be examined, that than simply 
investigating perceptions of clinical practice.
Limitations of the study
Despite the relatively robust methodology employed, the study has limitations. Only data recorded 
in clinical notes was reviewed. It is possible that some individuals were asked about the quality of 
their sleep or about insomnia-related symptomatology, but that it was not recorded. This, in itself is 
problematic. The Royal College of Physicians (2008) state:
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The principal purpose of medical records and medical notes is to record and communicate 
information about patients and their care. If notes are not organised and completed 
properly, it can lead to frustration, debate, clinical misadventure and litigation, (p.4)
If relevant information is being disclosed by patients, but not entered on to the electronic notes 
system, patient outcomes may be adversely affected. Most pertinently, if insomnia is neither 
routinely investigated nor noted as a diagnosis, appropriate interventions will not be offered.
Nevertheless, there may be other reasons that insomnia was discussed in so few cases. If an 
individual reports no sleep-related concerns, further questioning may be fruitless. Additionally, 
when considering follow-up data, those individuals reporting adequate sleep in early sessions are 
unlikely to be asked if they have developed any sleep disturbance at later appointments. Finally, this 
study counted all contacts between care co-ordinator and patients over a six-month period, 
including telephone contacts. Some of these contacts may have been arranged for a particular 
reason, such as the completing of forms or discussions relating to accommodation. It is unlikely 
therefore, that sleep would also be addressed, unless initiated by the patient.
Further Work
It is recommended that staff be trained to more effectively identify insomnia. It is also 
recommended that this study be replicated in one year to assess the effectiveness of that training. If 
insomnia is found to be prevalent amongst the caseload, further work should investigate which 
interventions are routinely offered, in line with the CMHT standard.
Dissemination Strategy
It is intended that the results of this study, and the implications outlined above, will be presented to 
the multi-disciplinary team in Autumn 2012.
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Appendix 1: DSM-IV-TR Diagnostic Criteria for Insomnia (American Psychiatric Association.
2000)
A. The predominant complaint is difficulty initiating or maintaining sleep, or nonrestorative 
sleep, for at least 1 month.
B. The sleep disturbance (or associated daytime fatigue) causes clinically significant distress or
impairment in social, occupational, or other important areas of functioning.
C. The sleep disturbance does not occur exclusively during the course of Narcolepsy, Breathing-
Related Sleep Disorder, Circadian Rhythm Sleep Disorder, ora Parasomnia.
D. The disturbance does not occur exclusively during the course of another mental disorder
(e.g., Major Depressive Disorder, Generalized Anxiety Disorder, a Delirium).
E. The disturbance is not due to the direct physiological effects of a substance (e.g., a drug of
abuse, a medication) ora general medical condition.
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Appendix 2: Ethical Approval
FW: Clinical Audit Registration
Lewis, Gillian
You replied on 06/07/2012 12:36.
To: Rahim, Masumaj Hall, Christopher
Hi Masuma,
I think I had already said this was approved but just in case, here it is again!
Thank you for registering your audit on Cuick. This audit has been 
approved by the clinical audit lead for Wandsworth, Tom Clarke.
If you would like any support in developing an audit tool, setting standards 
etc, feel free to contact me. Please send me the audit tool you intend to 
use before starting to collect any data. This is to ensure that there is no 
duplication of work or missed opportunities for joint projects.
Please ensure you send me the audit report, along with any action plans 
once the audit has been completed. This should include a date for re-audit 
and details of where the audit report has been discussed (ie local team 
meeting), I will then be happy to send you a Certificate of Completion.
Thanks for your interest. Good luck!
Kind Regards,
Gillian
Appendix 3: Information Sheet
Dear colleague.
As part of the requirements of my Doctorate in Clinical Psychology, I am required to 
undertake a piece of service-related research. Chris Hall and I are hoping to carry out a service 
evaluation, and would welcome your participation. If you choose to participate, I will ask you to fill in 
a brief questionnaire relating to those patients you assess and care co-ordinate. All your responses 
are confidential and will be anonymised. They will be used purely for the purposes of the service 
evaluation.
You are under no obligation to participate, but in the event you choose to do so, you may withdraw 
from the study at any time before October 1st. In this case, your data will be destroyed. Once written 
up, and following submission to my University, the findings will be presented to the multi­
disciplinary team and the implications for clinical practice discussed.
If you have further questions, you can contact me in person, on extension 6705, or using 
m.rahim@surrey.ac.uk.
Thank you
Masuma Rahim
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Appendix 4 -  Measurement Tool
1) Which of these is associated with a diagnosis of insomnia?
• Experiencing difficulty getting to sleep
• Experiencing difficulty staying asleep
• Being drowsy during the day
• Waking up feeling tired
Yes /  No 
Yes /  No 
Yes /  No 
Yes /  No
2) At assessment, do you ask patients newly-referred to the CMHT about their sleep?
Yes /  Sometimes /  No
Approximately, what proportion of newly-referred patients do you ask about their sleep?
3) Do you ask whether the individual
4) Do you ask any other questions related to the individual's sleep?
Yes/No
If 'Yes', please provide more details:
5) Do you ask those individuals you care co-ordinate about their sleep?
Yes /  No
6) Approximately how regularly do you enquire about the individual's sleep?
• At each appointment Yes/No
• At every other appointment Yes/No
• Less often Yes/No
• Experiences difficulty getting to sleep
• Experiences difficulty staying asleep
• Is drowsy during the day
• Wakes up feeling refreshed?
Yes /  Sometimes /  No 
Yes /  Sometimes /  No 
Yes /  Sometimes /  No 
Yes /  Sometimes /  No
About you:
Profession:
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Final Reflective Account:
On becoming a clinical psychologist: A retrospective, developmental, reflective account of the
experience of Training
February 2013
PsychD Clinical Psychology 
YearB
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It feels rather odd to be writing a piece entitled 'On becoming a clinical psychologist' when, in 
actuality, I am still some months from qualification. To say that Training has been an experience 
would be an understatement; it has certainly not been what I anticipated. Having said that, I now 
have a very clear idea of the kind of clinician and supervisor I would like to be and an equally clear 
idea of the kind of clinician and supervisor I hope not to be.
Development of clinical competencies
Despite the 'Surrey ethos', encouraging integrative thinking and providing training in the 'tripartite 
model' of systemic, psychodynamic and cognitive-behavioural therapies, I do not feel that I have 
been afforded much of an opportunity to develop skills in the first two of these approaches. My first 
four placements were in Community Mental Health Teams (CMHTs) and of the seven supervisors I 
had in these four placements all were primarily, if not exclusively, cognitive-behavioural therapy 
(CBT) practitioners. I came in to Training with no knowledge of CBT and, as I had only ever worked 
psychodynamically, in possession of a healthy scepticism of what I considered a rather reductionist 
model for understanding what may be very complex human experiences. This is, of course, not a 
unique view; CBT has been widely accused of being reductionist, and of failing to see the person as a 
whole being, rather than as a body (or mind) containing a 'problem' (Grant, 2011). Although I have 
gained a good grounding in the principles and application of CBT, and although I have generally been 
able to use it with some success, the fact that I have had so little opportunity (by which I mean 
virtually none) to make use of other therapeutic modalities concerns me. I have learned the basic 
theories associated with the analytic and systemic schools of thought but the nature of the 
placements I have been allocated has made it impossible for me to learn how to use them properly. 
As someone who learns by actively engaging in something, this means that I am coming towards the 
end of training with substantial CBT skills but with what I consider to be weaker skills in other 
approaches. This is likely to have significant ramifications for the people I see clinically in my first job 
post-training and may well have some bearing on the type of service I work for. Admittedly, a 
number of courses prioritise certain models over others; I just think it's a shame that this was my 
experience of an 'integrative' programme. Given that the Beckian school is already the dominant 
modality in the majority of clinical services (Thomas & Drake, 2012), but that we know CBT does not 
work for everyone (Barrowclough et al., 2006; Vanderlinden, 2008), I wonder what the wider picture 
is for people referred to psychology. It is imperative that psychological therapists have a range of 
tools at their disposal but if this 'demi-unimodal' way of working is the experience of someone who 
has been trained to think and practise integratively, what is the reality for the people who use 
mental health services? Do the people who use our services genuinely get the most appropriate
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treatment? How much choice do clinicians have to provide certain types of therapeutic input, and 
are they sometimes 'forced' to work in particular ways simply to abide by the protocols of the 
service? To some extent, being a Trainee is a privileged role: you are protected from the pressures 
placed on psychologists in general and you have the liberty to work flexibly (I have been fortunate to 
have been supervised by people who agreed with my view that if eighteens sessions would result in 
greater long-term benefit, we shouldn't stop our work after sixteen sessions, regardless of what the 
service and the NICE guidelines said) but once qualified, I won't necessarily have that luxury. Nor, 
however, do I want to have to compromise my principles. If the indications are that you would 
benefit from longer-term work, I have a duty to try to provide that. I am aware that for some, short­
term work is all that is necessary or appropriate, but my clinical interests lie in the area of complex 
trauma and offending; to my mind, short-term work such as CBT is, at best, a temporary bandage. It 
is for these reasons that I have come to realise that working in a generic CM HT is not for me. The 
client group is certainly complex but at some points during Training I have been frustrated by what 
has felt like an inability to provide the help that is so desperately required. I didn't come into 
psychology to do 'half a job'; I came into it to try to help people who have been deeply damaged by 
the things they have experienced. Perhaps working in specialist services will help me feel as though I 
am working in the way I believe all psychologists should be free to work, as well as allowing me to 
build on my existing clinical competencies to become a much more skilled practitioner.
Development of academic competencies and my professional aspirations
Interestingly, I feel that this is the area in which my career plans have changed the most. My clinical 
aspirations remain largely the same, albeit with a greater desire to change systems I think are 
stigmatising, oppressive and unhelpful. One thing I have realised, though, is that although I love 
clinical work, I think it unlikely I will be able to do it for forty hours a week for the rest of my career. 
My desire to see wholesale change in the mental health system has resulted in me making serious 
plans to pursue a PhD and contribute to the scientific literature in a way that could significantly 
improve services for people as risk of experiencing psychological distress. Increasingly, my view is 
that as a clinician I can change things for the people I see and, perhaps, as I progress up the career 
ladder, for people in a range of services. My belief, though, is that we need to see much wider 
change; that psychology cannot limit itself to the consulting room; that we need to have a louder 
voice and that it is our responsibility to advocate for the people who come and see us, many of 
whom are not able, for a variety of reasons, to advocate for themselves. I feel that I have begun to 
make inroads: I was a recent co-signatory to a letter to the Department of Work and Pensions 
providing a psychological perspective on ATOS and Workplace Capability Assessments. In a similar
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vein, I have recently had a paper on developmental trauma and attachment accepted for 
publication. As my frustration with clinical services has increased, my belief in the power of 
individuals and groups to change things has grown, but I am aware that such change takes time and 
commitment. I occasionally consider the myriad problems I see in mental health and I know that 
rooting them all out will be nigh on impossible in my lifetime, but my view is also that nothing 
worthwhile comes easily; that I have a duty to try to make improvements where I see problems. One 
of my greatest frustrations with my profession is my feeling that it is mainly populated by people 
who are content to maintain the status quo. I am not. Demographically, I am an unusual entity in 
clinical psychology and that gives me a very different perspective; crucially, it also gives me extra 
motivation to fight for the things I believe and to fight against those things I consider wrong. Perhaps 
most importantly of all, it gives me the licence to do so; a licence that not everyone can take 
advantage of.
The supervisory relationship
Prior to commencing Training, I had only had minimal supervision by a clinical psychologist but I had 
also had minimal experience of effective (or, indeed, adequate) supervision. Over the past three 
years I have experienced a range of styles of supervision, some of which have been more suited to 
me than others. Unusually, I will have had ten supervisors over five placements (unusual because in 
two of these five placements supervision was provided by three different supervisors, due to staff 
changes) and this has at least given me a good sense of what fits with me and what doesn't. Maybe I 
learned the most from one particular supervisor, who, perhaps without meaning to, knocked my 
confidence enormously and made me seriously question my skills; skills which had always been 
rated at least satisfactory, if not better, in previous placements. This person made me feel as though 
there was something fundamentally 'wrong' with me, which is not my understanding of good 
supervision, but it strikes me in hindsight how incredibly easy it is to internalise those interactions, 
even in the face of substantial evidence to the contrary. I would never want to make a supervisee 
feel like that, in the same way I would never want to make a client feel like that. As a result of these 
experiences, I now have a much better idea of the kind of supervisor I would like to be, and I 
suppose that this understanding is linked to having a clearer sense of the kind of clinician I would like 
to be. I would like to be the kind of supervisor who is open to the ideas that their supervisees have, 
but also one who is sensitive to the supervisees' experiences and to any worries they may have 
about their ability. In addition, I have come to the conclusion that good use of supervision is in no 
way the responsibility of one party: the supervisee needs to use it appropriately, but it is the role of 
the supervisor to make supervision a safe space. I was recently surprised to come across a
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questionnaire (Pearce, Beinart, Clohessy, & Cooper, 2013) supposedly designed to measure the 
quality of the supervisory relationship between clinical psychologists and Trainees; I was staggered 
to discover that the measure only reflects the supervisor's perspective. In my view, that is not how 
you measure the quality of a relationship; you measure the quality of a relationship by speaking to 
both parties. The notion that the supervisor can do so adequately without taking the view of their 
Trainee into account says an enormous amount about whose view is deemed 'more' important and 
the comparison with clinical work is striking: in my experience, you would never ask a clinician how 
good the therapeutic relationship was; you would ask the client. Fundamentally, one of the most 
important things for me in my development as a supervisor will be to try to remember what it is like 
to be a Trainee, and to remember that the power differential between the qualified and unqualified 
psychologist is enormous.
The importance of power differentials in Training (and beyond)
Clinical psychology is, of course, characterised by power differentials at every level (Kuyken, 1999; 
Smail, 1995). Whether it is within ourselves as a group, between us and other professionals, or 
between us and the people who use our services, we tread a fine line: we may claim to work in 
partnership with and advocate for those unable to advocate for themselves, which is certainly a 
positive (Dill & Gumpert, 2012), but we must not forget that we are, de facto, also part of a system 
many have experienced as oppressive, that we have a blemished history as a profession, and that 
being part of a system means that your ability to work outside of its rules is automatically limited. I 
have, at times, wondered if a career in the public sector is right for me; not because I particularly 
want the affluence that comes with private work (on the contrary, I am fiercely loyal to the notion of 
socialised healthcare), but because I believe that the beauracracy that seems to have become 
integral to it will mean I am forced to work within its constraints. I may work in a service which 
doesn't value psychology, or one in which the views of the client are virtually ignored (perhaps not 
on paper, but possibly in practice). I may work in a service staffed by overworked, disillusioned 
people. Such environments are toxic and can have significant adverse consequences for those staff 
who work in them (Mausner-Dorsch & Eaton, 2000). I consider my job to be taxing enough as it is; 
the last thing I want is to be miserable whilst doing it. I love what I do for a living, but I haven't 
always loved it over the past three years. In some sense that is probably normal. I am confident that 
I will love it again, but I need to be doing something I believe in; something which reminds me each 
day why I chose my profession. The reason I believe I will spend my career enjoying what I do is that 
I have spent much of Training angry -  angry at everything from referral processes to the lack of 
choice clients have over what treatment they get and who provides it. I have been angry at the fact
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we set services up to meet our needs; not the needs of the people who see us. I have been angry at 
the lack of clients I have seen from ethnic minorities, particularly given what we know about the 
mental health of people from ethnic minority backgrounds (McKenzie, 2008). This might be less of 
an issue in some parts of the country, but I have spent the last three years working in south-west 
London. There is no shortage of diversity in the area and although that diversity seems to be 
reflected in mental health services in general, it doesn't seem to be reflected in referrals to 
psychology. I don't imagine this is the case across the board, but it is my experience of Training, and 
it has made me think again about how I want to work for the next forty years. I don't want to work 
with those who can access services relatively easily; I want to work with those who need them but 
who may not know about them or be able to make use of them. In a similarly frustrating vein, I have 
found that some staff teams attribute 'symptoms' of distress to aspects of the person, rather than 
seeing them as distinct entities. I remember assessing a gentleman whose difficulties arose as a 
result of threats by a national newspaper to 'out' him publicly, which triggered memories of bullying 
at school. It seemed quite clear that the gentleman interpreted the events as a continuation of his 
childhood experiences and that they made him feel powerless once more. The team I worked in, 
however, saw his social withdrawal as a function of not having enough gay friends and asked the 
(gay) social worker to find him some 'appropriate' 'gay' activities, such as a men's choir. No one 
thought to ask if the gentleman even liked singing, nor if he wanted to spend all his time socialising 
with people who may have had nothing but their sexual preferences in common. Needless to say, I 
was furious at this. For someone's experiences to be trivialised in such a way is anathema to 
everything I believe about good practice in mental health, and probably runs contrary to any number 
of guidelines. Yet, it continues. And this is my dilemma. I dislike the way services are run but to leave 
the NHS would be the cowardly way out. I believe in changing systems which are bad and the brutal 
truth is that you break more windows when you throw stones inside the house. Sometimes I feel as 
though the battles are endless and that they will never be won, but I also know that to fail to try 
would be to compromise my professional (and personal) integrity. It is not a dilemma that I think will 
be easily resolved.
The trainee as the client
One thing that I feel I have learnt from is my experiences over the past few months. I have a visual 
problem which generally has no significant impact on my clinical or academic work. On one 
particular placement, however, I was finding things more difficult as some tasks take me longer than 
they otherwise might. I was advised to try to arrange support so that someone else could do these 
tasks (which were essentially preparation for clinical work) and I could spend more of my time on
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direct clinical work. I did so but, frankly, I wish I hadn't bothered. I approached the Learning Support 
service at Surrey, who, after some weeks of going back and forth, told me they could not help 
because they could only deal with support related to academic work, not clinical, and because my 
placement was in London, not Guildford. I spoke to my support funder who advised me to speak to 
another statutory agency. That service took three and a half weeks, following repeated phone calls, 
to get back to me. They told me that finding a personal assistant (PA) via an agency would take a too 
long and that I should approach my employer to find out if they had a pool of PAs to assist. I asked 
my clinical tutor who referred me to the Trainee Clinical Psychologist manager. After another two 
weeks it emerged that my employing Trust has no such pool and I was asked to email my supervisor 
to see if the Trust I was based at had a similar pool. I emailed someone in Trust to enquire but never 
received a response. It took me three and a half months of endless emails and telephone calls to get 
nowhere, and to be told repeatedly that there was almost certainly someone else better-placed to 
help. Whilst I don't doubt the good intentions of any of these people, it made me wonder about the 
way clients experience services. Do they feel pushed from pillar to post, constantly told that 
someone will help, but that the onus is upon them to sort it out? I don't have a serious mental 
health problem and I know who to talk to in order to get help and how to fight my case, yet even I 
found this process incredibly frustrating and stressful. How must the people who use mental health 
services feel, and how many fail to access that support because the system seems so impenetrable? 
My suspicion is that a lot of clinical psychologists have never had the experience of being on the 
other side of the consulting room, so they don't understand how the system can sometimes seem 
designed to prevent people from getting the help they need. I don't intend to be the kind of 
professional who accepts this. I intend to fight those systems and try to create better ones. This 
might mean I never climb to the top of the ladder, as it were, but, on balance, I think I can live with 
that.
Conclusions
Training was not all that I thought it would be and at times I have wondered if I am cut out to do this 
job, or whether I would be better suited to an academic career, churning out papers that only half a 
dozen people will read whilst safely ensconced in my ivory tower. The reality is that whilst I might 
make quite a good academic, it's the gritty underbelly of life that drew me to the study of people 
and it is that which continues to fascinate me. That's not to say that I only want to be a therapist: if I 
had wanted to be a pure therapist I would have trained as a therapist. I trained as a clinical 
psychologist because I wanted to be a scientist. I still want to be a scientist, albeit one who does 
therapy. And, now that the end is in sight I know that it is the grittier side of it, the side that involves
181
pain, which sustains me. Perhaps the only way is to divide my professional life up in such a way that I 
can do what I love and what I believe in without feeling that the system will crush me. So as I come 
towards the end of Training, I am indeed looking for an NHS position. I am considering consultancy 
work as a way of trying to change systems and hoping that this will provide me with the flexibility to 
then do what I really want to do: free therapy for those who find NHS services inaccessible. I long to 
work with people who have been tortured or who were child soldiers; I would love to work with 
alienated young people who perhaps had similar backgrounds to me but who weren't lucky enough 
to have the opportunities I had, and I am desperate to both get an academic post and, in time, to do 
work with organisations such as Médecins Sans Frontières. I doubt I will ever be the type of clinician 
who wants to be BABCP-accredited, but I do intend to train systemicaHy and psychoanalytically, at 
some point. I know that I miss forensic work enormously, and, depending on how my specialist 
placement goes, I might train in neuropsychology. Perhaps in time, I will set up my own services; run 
the way I think is most beneficial to the people who need them. Just reading that back is hugely 
affirming; at times I have felt as though my clinical work as a Trainee has failed to result in long-term 
improvement for those who see me (conjecture, of course, since I only spent six months in each 
service) and my frustrations with the way services work has been enormous. Despite that, I am 
coming towards the end of the process with a continued belief in the value of my work, albeit with a 
healthy cynicism of the difficulties I am likely to encounter. More than that, though, I know what I 
don't want to be. I don't want to be the sort of person who sees psychology as just a job or as a way 
to earn a living. Whilst it's certainly not my life, I know that it will always be more to me that just 
how I spent forty hours of my week; it will always be a career for me. I don't think I'm particularly 
motivated by the status that can come with dedication to a career but I would hate to look back at 
my professional life in thirty years and wonder whether I did all that I could to make mental health 
services better. It is, I suppose, the curse of the psychologist to think that way, but, all things 
considered, as professional curses go, I think it's one of the better ones with which to be afflicted.
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Clinical Experience
Placement:
Setting:
Date:
Experience:
Placement:
Setting:
Date:
Experience:
Placement:
Setting:
Date:
Experience:
Placement:
Setting:
Date:
Experience:
Adult Mental Health 
Community Mental Health Team 
October 2011-September 2012:
Conducting assessments and interventions with adults presenting with Axis I and II 
disorders. Providing individual and systemic interventions. Carrying out service- 
related research. Providing consultation to inpatient staff using a formulation-based 
approach. Running problem-solving and Recovery Goals groups in an inpatient 
setting.
Older People
Community Mental Health Team 
October 2012-March 2013
Carrying out neuropsychological assessments and providing group and individual 
therapy to older adults. Co-facilitating a Dementia Information and Support Group. 
Assessing challenging behaviour in the context of neurodegenerative disorders and 
providing consultation to carers and residential staff.
Child & Adolescent Mental Health
Child and Adolescent Mental Health Service
April 2013-September 2013
Carrying out psychological and neuropsychological assessments and providing 
interventions to both individuals and families. Conducting autism and challenging 
behaviour assessments, as well as providing consultation to schools.
Learning Disability
Community Mental Health Team for People with Learning Disabilities 
October 2013-March2014
Providing assessment and interventions to adults with learning disabilities, their 
families and carers. Carrying out neuropsychological and challenging behaviour 
assessments and providing consultation to care homes. Running a recovery-focused 
group.
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Placement:
Setting:
Date:
Experience:
Placement:
Setting:
Date:
Experience:
Neuropsychology (Specialist)
Outpatient Neurology; Acute Stroke Ward 
April 2014-September 2014
Providing specialist inpatient and outpatient neuropsychological assessment. 
Providing psychological and behavioural interventions following stroke.
Learning Disability
Joint Community Learning Disability Team 
October 2014-December2014
Providing psychological and behavioural assessment and interventions to adults with 
learning disabilities, their families and their carers. Conducting functional analyses of 
challenging behaviour and autism assessments. Carrying out neuropsychological 
assessments and providing consultation to care homes.
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Assessments
Year 1 Assessments
Programme Component Assignment Title
Fundamentals of Theory and Practice in Clinical 
Psychology
Short report of WAIS-MI data and practice 
administration
Research -  Service-Related Research Project Clinical practice relating to the identification of 
insomnia within a Community Mental Health Team: 
A service evaluation
Fundamentals of Theory and Practice in Clinical 
Psychology -  Practice Case Report
A cognitive-behavioural assessment of a gentleman 
presenting with symptoms of anxiety and 
depression
Problem-Based Learning -  Reflective Account The relationship to change
Research -  Literature Review The association between shame-proneness and 
substance abuse in adolescents: A review of the 
literature
Adult-Case Report The assessment and treatment of a 34-year old 
woman presenting with distressing intrusive 
thoughts
Adult-Case Report A cognitive-behavioural intervention for a 
gentleman presenting with symptoms of anxiety and 
depression
Research -  Qualitative Research Project The discourses relating to media 
representations of US Marines urinating on 
dead Afghanis
Research -  Major Research Project Proposal Shame as a predictor of juvenile substance abuse: 
An investigation of the mediating factors
Year 2 Assessments
Programme Component Assignment Title
Research Research Methods and Statistics test
Professional Issues Essay DSM-V is scheduled to appear in 2013. It is likely 
that developmental trauma will not be included. 
Critically review the implications of such a decision 
for clinical psychologists and service users and 
carers across the lifespan.
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Problem-Based Learning -  Reflective Account Child Protection, Domestic Violence, Parenting, 
and Learning Disabilities and Kinship Care
Older People -  Case Report A neuropsychological assessment of an 88 year-old 
gentleman
Personal and Professional Learning Discussion 
Groups -  Process Account
The group process
Child and Family-Oral Presentation of Clinical 
Activity
Narrative work with the family of a young child with 
a fear of vomiting
Year 3 Assessments
Programme Component Assignment Title
Research -  Major Research Project Portfolio An investigation into factors which predict 
adolescent substance use
Personal and Professional Learning -  Final Reflective 
Account
On becoming a clinical psychologist: A retrospective, 
developmental, reflective account of the experience 
of Training
People with Learning Disabilities -  Case Report Preparatory cognitive-behavioural work with a 
middle-aged woman experiencing panic
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Study objectives: Poor sleep quality, particularly insomnia, has been identified as a frequent 
problem among individuals with mental health difficulties. Comorbid sleep difficulties adversely 
affect quality of life and functioning, and have been associated with the causation and maintenance 
of a number of psychiatric disorders, as well as increasing the risk of relapse. The Study objectives 
were to ascertain clinician knowledge related to insomnia, investigate sleep quality among service 
users in a community mental health setting in the UK, and evaluate service provision of evidence- 
based interventions for sleep difficulties.
Methods: A cross-sectional design was used. Nineteen clinicians completed a questionnaire on their 
clinical practice. Seventy-three service users completed the Pittsburgh Sleep Quality Index and 
provided self-report data on interventions received and associated satisfaction.
Results: Clinical staff demonstrated deficits in knowledge of insomnia symptomatology. Sixty-four 
percent (95% Cl 54% to 74%) of service users were identified as poor sleepers on the PSQI. Sixty-one 
percent of poor sleepers had not been offered support for sleep difficulties. The most common 
support received was prescribed psychotropic medication (32%). Cognitive behavioral therapy was 
the intervention rated as most helpful but was only received by 6%.
Conclusions: This study highlights inadequaciesin providing evidence-based interventions for sleep 
difficulties. Key recommendations include training clinicians in the identification of sleep difficulties 
and provision of evidence-based interventions, provision of cost-effective transdiagnostic group 
interventions, and formalizing assessment and treatment pathways for service users with sleep 
difficulties.
Brief Summary:
Study rationale: Comorbid sleep problems are common in those with mental illness. There is a 
dearth of evidence regarding the prevalence of insomnia among those in contact with secondary 
mental health services, as well as limited understanding of the interventions provided.
Study impact: There is a lack of knowledge related to insomnia among clinical staff and an absence 
of effective, evidence-based intervention for those who present with comorbid sleep difficulties. 
There is a need for formal assessment and treatment pathways for those with comorbid sleep 
problems.
Keywords: insomnia, sleep disturbance, sleep quality, CBT, cognitive-behavioural therapy, comorbid 
insomnia, mental health, sleep disorders, prevalence
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Introduction
Poor sleep quality, particularly insomnia, is a frequent problem among individuals with 
mental health difficulties,2 with reported prevalence rates of up to 78% in inpatient and outpatient 
populations.3'4 The Diagnostic and Statistical Manual of Mental Disorders-Fourth Edition Text 
Revision (DSM-IV-TR)5 classifies "insomnia" as difficulty in initiating or maintaining sleep, or finding 
that sleep is non-restorative, for a period exceeding one month. Females are twice as likely to meet 
diagnostic criteria for insomnia, and the disorder persists for over three years in approximately 50% 
of those diagnosed.6
Insomnia can be described as either an independent disorder (primary) or as a symptom of a 
mental disorder (secondary).7 Regardless of onset temporal sequence, insomnia can evolve into an 
independent disorder.7 Comorbid sleep difficulties negatively affect quality of life and functioning, 
and have been associated with the causation and maintenance of a range of psychiatric disorders, 
with increased risk of relapse.2,8 A "cyclical" relationship has been conceptualized, whereby sleep 
problems exacerbate psychiatric difficulties and vice versa.2
Individuals' experience of sleep is subjective,9 and the literature demonstrates a discrepancy 
between sleep satisfaction indicators when using validated self-report questionnaires and simply 
asking users of mental health services, with service users reporting lower rates of difficulties than 
empirical measures.4 Using a service-specific self-report sleep questionnaire, Poulin et al.10 found 
that individuals with a diagnosis of schizophrenia were more likely to describe sleep-onset insomnia, 
yet reported normal sleep satisfaction when compared with healthy controls. It is suggested that 
such discrepancies in perceived need may have a significant impact on engagement in insomnia- 
related treatment.
At present, there are no National Institute for Health and Care Excellence (NICE) Guidelines 
relating to the assessment and treatment of insomnia or associated sleep difficulties, although there 
is guidance related to the use of newer hypnotic drugs.11 The British Association for Pharmacology 
released a consensus statement in 2010 noting that insomnia is often a chronic condition lasting 
over two years, that the prevalence is higher in females, and that approximately half of all diagnoses 
of insomnia are related to psychiatric disorders.12 The statement suggests that clinicians should ask 
service users explicitly about their sleep pattern and that sleep diaries be employed to aid accurate 
diagnosis. There is accumulating evidence for the effectiveness of cognitive behavioral therapy for 
insomnia (CBTi): systematic reviews of 85 clinical trials, involving 4194 participants indicate that CBTi
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achieves moderate to large effect sizes.13,14 Traditionally in individuals for whom insomnia is 
comorbid, treating the primary disorder should resolve secondary sleep difficulties,7 although this 
dichotomy is not adequately grounded in empirical evidence. This has been acknowledged in DSM-V 
through the coding of "insomnia disorder" whenever diagnostic criteria are met regardless of 
coexisting conditions.15,16 Perceiving sleep difficulties as secondary rather than comorbid can result 
in their neglect as a treatment target, despite both the lack of responsiveness to treatment and 
simultaneous improvements in comorbid psychiatric difficulties.7 Although there is a paucity of 
rigorous controlled designs, preliminary studies of CBTi in comorbid disorders have demonstrated 
positive outcomes for both sleep variables and clinical symptoms across a range of diagnoses, 
including depressive disorders, posttraumatic stress disorder, alcohol dependence, and psychosis.17' 
21 Despite the burgeoning literature on mindfulness-based insomnia interventions, particularly in 
relation to chronic illness,22,23 there is a dearth of evidence for psychological therapies for insomnia 
outside of CBTi, particularly in the context of comorbid psychiatric difficulties.
Although sleep difficulties, including insomnia, are often comorbid in those with mental 
health problems, there has been little investigation of the degree to which mental health 
professionals are aware of the diagnostic criteria related to insomnia. There has also been limited 
research into the prevalence of comorbid sleep disorders in those in contact with secondary mental 
health services, and there are no published studies assessing subjective sleep quality in secondary 
care mental health service users in the UK. This study was carried out in a Community Mental Health 
Team (CMHT). The CM HT aims to provide evidence-based treatment for all service users who 
present with disturbed sleep warranting a diagnosis of insomnia, but at present, it is not clear 
whether this standard is being met. The aims of this study were to ascertain the extent to which 
clinicians query clients' experience of insomnia-related symptomology and to establish the 
prevalence of poor sleep quality experienced by service users receiving care under the CMHT. 
Additionally, we aimed to ascertain whether service users experiencing sleep difficulties are 
dissatisfied with their sleep quality, determine the extent to which service users have been offered 
evidence-based treatment for difficulties and what have they found helpful, and make 
recommendations for future treatment provision.
METHODS
Participants
Fifteen of 19 CMHT clinicians participated, including medical (n = 4), nursing (n = 3), social 
work (n = 6), and allied health professionals (n = 2). The total caseload was 372 service users. All
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service users seen by the CMHT in the period of a month were asked to participate. Exclusion criteria 
included being seen for initial assessment only, insufficient English fluency, and experiencing active 
acute symptoms of a mental disorder at the time of data collection. Of 221 eligible participants, 23 
declined to participate, and one was ineligible as an interpreter was required. A further 124 were 
not conta eta ble or did not respond, leaving a final sample size of 73 and response rate of 33%. Using 
the Daniel and Cross formula for sample size calculation for prevalence studies,24 on the basis of a 
level of confidence of 95%, an expected prevalence of 66% of poor sleep quality in psychiatric 
outpatients using the Pittsburgh Sleep Quality Index (PSQI),4 and a precision value of 0.1, a sample of 
73 was sufficient using a finite population correction. A large precision value was chosen due to 
feasibility related to resource limitations. The precision value met the assumption of normal 
approximation.
Ethics approval was not required for this study; however, it was formally registered with the 
Clinical Audit Team at the associated NHS Trust
Design and Measures
A cross-sectional design was used. A questionnaire was designed to ascertain clinicians' 
knowledge of the symptoms associated with a diagnosis of insomnia and their clinical practice 
related to sleep difficulties. This questionnaire data was corroborated where possible using the 
electronic records system.
To establish the prevalence of poor sleep quality among service users, the Pittsburgh Sleep 
Quality Index (PSQI),1 which measures retrospective sleep quality over a one-month period and 
discriminates between good and poor sleepers, was selected. The PSQI has good internal 
consistency and test-retest reliability.25 A total score >5 indicates clinically significant sleep 
disturbance with 89.6% sensitivity and 86.5% specificity.1 The PSQI has been deemed suitable for 
telephone administration (Buysse, personal communication, 2013). Participants were asked an 
additional 4 questions to ascertain subjective sleep satisfaction, which interventions they had been 
offered, and treatment satisfaction.
Procedure
Clinicians were provided with a questionnaire asking about their knowledge of insomnia- 
related symptomatology and their clinical practice related to sleep problems. One-third of initial 
assessments carried out over a 5-month period were randomly selected to have their clinical notes
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reviewed to ascertain whether sleep had been discussed generally, or symptoms of insomnia had 
been explored more specifically (n = 49). Additionally, the clinical notes of 3 service users per 
clinician (n = 57) relating to telephone and face-to-face contacts in the past 6 months were randomly 
selected and searched for terms related to "sleep" and "insomnia."
All service users seen by the CMHT in the period of one month were assessed for eligibility 
for participation in the prevalence arm of the study. Eligible participants were contacted by 
telephone by a researcher, briefed on the study, and asked to provide consent. As a high proportion 
of service users were not contacta ble by phone, clinicians were given questionnaires to distribute to 
eligible participants. Fifty-two questionnaires were completed by telephone; a further 21 were 
returned by clinicians. Primary diagnoses and age were obtained from client records following 
provision of verbal consent.
Data Analysis
Data were analyzed using IBM SPSS 20. Descriptive statistics established the number of 
clinicians aware of the diagnostic criteria related to insomnia; and prevalence of service users 
experiencing poor sleep quality, satisfaction with sleep quality, quantity/ frequency of and 
satisfaction with treatments offered. Pearson correlation coefficient explored the relationship 
between age and sleep quality. Independent samples t-tests tested for sex differences in sleep 
quality and differences in sleep satisfaction between good and poor sleepers. A two-way ANOVA 
determined if primary diagnosis and ethnicity had a significant impact on sleep quality. MANOVA 
determined if participants with various diagnoses differed in terms of type of sleep difficulties, as 
captured by the component scores of the PSQI.
RESULTS
Sample Properties
The mean age of participants was 45.75 (SD 13.16); 52% were female. Table 1 and Table 2 
outline participants' primary diagnoses and self-identified ethnicities respectively. Nine percent of 
the data were missing, which is within Bennett's acceptable range for missing data,26 and was 
managed by pairwise exclusion.
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Table 1. Primary diagnoses
Diagnosis Percentage in sample
Psychosis 56.2%
Bipolar affective disorder 19.2%
Depression 15.1%
Obsessive compulsive disorder 2.7%
Personality Disorder 2.7%
Mixed anxiety and depression 2.7%
Alcohol dependence 1.4%
Table 2. Participants' self-identified ethnicities
Ethnicity Percentage in sample
White British 47.9%
Black or Black British -  African 9.6%
Black or Black British -  Caribbean 8.2%
British Pakistani 6.8%
Black or Black British -  other 5.5%
White -  other European 5.5%
Asian British -  Indian 4.1%
White Irish 2.7%
Black or Black British -  mixed 2.7%
Asian British -  other 1.4%
Asian British -  East African Asian 1.4%
Other-Chinese 1.4%
Mixed -  White and Black Caribbean 1.4%
Other 1.4%
Main Findings
Clin ic ia n s '  Kn o w le d g e  a n d  Practice
Seventy-three percent of clinicians were aware that difficulty getting to sleep was a 
symptom of insomnia, and 67% knew that difficulty staying asleep was also symptomatic. Only 47% 
knew that waking up tired was associated with the disorder, and 27% thought (incorrectly) that 
daytime drowsiness was symptomatic. Each discipline demonstrated incomplete knowledge relating 
to diagnostic criteria. All clinicians stated that they asked about the quality of service users' sleep at 
assessment, yet clinical notes indicated only 71% of service users were asked. Sixty percent of 
clinicians reported that they asked at each appointment, a third reported asking at alternate 
appointments, and one clinician (7%) reported asking less often. Clinical notes indicated sleep was 
recorded as being discussed during 30% of service user contacts.
Service U ser Experiences
Mean PSQI score was 9.05 (SD 5.13). A cutoff of 5 discriminates those with good sleep 
quality with those with poor sleep quality. Sixty-four percent (95% Cl 54% to 74%) were identified as 
poor sleepers and 26% as good sleepers. Mean sleep duration was 6.88 h (SD 2.52). Mean sleep
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latency was 56.82 min (SD 55.90), and mean sleep efficiency was 73% (SD 22.93). Age was not 
significantly correlated with Total PSQI score {rM = -0.11, p = 0.39). There were no significant sex 
differences in Total PSQI score (t^  = -0.067, p = 0.95). There were no significant main effects for 
primary diagnosis (FSi es = 1.18, p = 0.33), ethnicity (F13/ 65 = 0.728, p = 0.725), or for an interaction 
effect (F7f es = 0.328, p = 0.937) on Total PSQI score. There was no significant difference between 
participants with different primary diagnoses on the components of the PSQI {F7>Si  = 0.86, p = 0.69; 
Pillai's Trace = 0.47, partial eta squared = 0.09). Table 3 summarizes the mean PSQI scores for each 
diagnostic category.
Table 3. Mean PSQI Total scores across diagnostic categories
Primary Diagnosis Mean Standard Deviation
Obsessive compulsive disorder 14.50 3.54
Depression 11.50 4.81
Mixed anxiety and depression 11.50 9.12
Bipolar affective disorder 10.00 4.93
Psychosis 7.70 4.68
Personality disorder 7.50 10.61
Poor sleepers were significantly more dissatisfied with their sleep quality than good sleepers 
(t54 = -7.21, p < 0.001), with a small-medium effect size of 0.45. However, 10% and 26% of 
participants who were identified as poor sleepers were very satisfied or fairly satisfied with their 
sleep, respectively. Thirty-seven percent of all participants had been offered support for sleep 
difficulties from the CMHT, while 62% had not. Sixty-one percent of poor sleepers had not been 
offered support. Twenty-six percent of good sleepers had been offered support. As the temporal 
sequence of sleep quality and timing of intervention is unknown, we did not examine specific 
treatment provision and sleep quality or satisfaction. Table 4 summarizes the type of support 
received and its reported helpfulness.
Table 4. Sleep intervention and associated helpfulness
Intervention Percentage
received
Percentage 
perceived to be 
very helpful
Percentage 
perceived to be 
fairly helpful
Percentage 
perceived to 
be fairly 
unhelpful
Percen
perceiv
be
unhelp
Sleep medication prescribed 31.5% (n=18) 16.6% 61.1% 22.2% 0%
Sleep hygiene 20.5% (n=15) 40% 46.6% 13.3% 0%
CBT 5.5% (n=4) 25% 75% 0% 0%
Other support* 4.2% (n=3) 0% 33.3% 33.3% 33.3%
*Other support included referral to another service and medication advice
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DISCUSSION
Overall, 73% of clinicians were aware that "difficulty getting to sleep" was associated with a 
diagnosis of insomnia, although the figure dropped for the criterion "difficulty staying asleep" (67%) 
and "waking up tired" (47%). Only 27% of clinicians were aware that "daytime drowsiness" was not 
in itself symptomatic. It appears that there is a lack of knowledge regarding insomnia-related 
symptomology among clinicians at the CMHT. All clinicians indicated on the questionnaire that they 
asked newly referred service users about their sleep. However, a review of clinical notes suggested 
only 71% of assessments include discussion related to the quality of the individual's sleep. Sixty 
percent of clinicians reported asking at each appointment, a third reported asking at alternate 
appointments, and one clinician reported asking less often. Clinical notes indicated sleep was 
recorded as being discussed during 30% of service user contacts.
In an investigation of the experiences of those using the CMHT, 64% of service users were 
identified as experiencing poor sleep quality using the PSQI. This prevalence is consistent with rates 
reported in inpatient and outpatient settings in the Netherlands,4 and contributes to the sparse 
literature on the prevalence of sleep difficulties in community mental health service users. Mean 
sleep latency was 57.82 minutes, which is dramatically above the 15 minutes perceived to be 
normal, with over 30 minutes deemed problematic.1 The minimum accepted level for normal sleep 
efficiency is 85%1; our participants' mean sleep efficiency was 73%. Similarly to the study of Niet de 
et al.,4 the association between being a poor sleeper on the PSQI and sleep dissatisfaction was 
statistically significant, yet 36% of participants identified as poor sleepers were satisfied with their 
sleep. Sleep disturbances identified by the PSQI may not always be experienced as having a negative 
impact on sleep quality, and emphasizing the subjective nature of sleep quality. Sex and age did not 
have any significant effect on Total PSQI. Primary diagnosis did not have a significant effect on Total 
PSQI score, or on the individual components of the PSQI, suggesting that across diagnoses 
participants experience similar sleep difficulties.
Sixty-one percent of poor sleepers were not offered support for sleep difficulties. Twenty-six 
percent of good sleepers had received support for their sleep; however, it is not known from the 
study design if these individuals were poor sleepers prior to intervention. The most common support 
received was psychotropic medication (31.5%), which 78% reported as helpful and 22% as unhelpful. 
NICE guidance11 on the use of hypnotic drugs emphasizes the provision of sleep hygiene as part of 
the overall management strategy for insomnia, yet only 21% of participants reported receiving 
information on sleep hygiene. While there is insufficient evidence to suggest sleep hygiene alone is
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effective, there is consensus on its value in combination with other therapies.27 Regardless of 
whether participants had received information on sleep hygiene or simply had not recalled it, this 
finding demonstrates the deficit of basic psychological interventions for sleep difficulties as adjuncts 
to medication. Only 6% of participants received CBT-the most highly rated intervention, with 100% 
of those who received it finding it helpful. The British Association for Psychopharmacology 
consensus statement on evidence-based treatment of sleep difficulties highlights the benefits of 
combined pharmacotherapy and CBT, with optimum outcome for persistent insomnia achieved by 
combined medication and CBT in acute therapy followed by discontinuation of medication and 
continuation of CBT in the longer term.28
Implications for Practice
The results of this study suggest that clinicians have an insufficient understanding of sleep 
difficulties and that they may benefit from brief training regarding identification of disturbed sleep. 
The results also suggest that clinicians overestimate how likely they are to ask about problems 
associated with sleep. This is consistent with research suggesting that clinical staff often 
overestimate their own practice,29 as well as the social desirability bias, whereby respondents 
provide answers showing them in a positive light, which is well-documented. Further studies 
requiring clinicians to evaluate their own clinical practice should ensure that they either use 
questionnaire measures in conjunction with measures of social desirability, or as this study has 
done, corroborate responses with multiple sources of information.
With 66% of participants identified as poor sleepers, and 61% of poor sleepers not being 
offered any intervention for sleep difficulties, this study highlights the shortcomings of secondary 
care services in providing evidence-based treatment to service users with clinically significant 
disturbed sleep. Findings suggest clinicians would benefit from brief training on the provision of 
evidence-based interventions. This should ensure clinicians feel confident in providing information 
on sleep hygiene, and clinical psychologists and psychiatrists are working in alliance to provide the 
most effective pathways of care. That only 6% of service users were offered CBT is most likely a 
result of limited provision, with only one full-time clinical psychologist and one half-time trainee 
clinical psychologist in the service. With limited availability of resources, services should consider 
group CBT interventions which are accruing an evidence base for service users with comorbid 
conditions, ranging from day-long workshops32 to rolling four-week groups.33 The similar profile of 
sleep difficulties across diagnoses supports the use of a transdiagnostic intervention approach.8,34 A
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transdiagnostic approach also allows for the addition of optional modules to target any possible 
disorder-specific presentations.8
This study also highlights the importance of simply asking service users to subjectively report 
sleep satisfaction, particularly if being referred on for intervention. Although formal assessment may 
indicate disturbed sleep, if service users are subjectively satisfied with their sleep quality this could 
pathologize what they perceive as normal and be an inefficient use of valuable intervention 
resources when service users may not be motivated to engage.
Finally, in light of these findings, it is recommended that secondary care services develop 
policies for assessing and providing evidence-based interventions for service users experiencing 
disturbed sleep. This is particularly important in context of findings on the variability in clinicians' 
competencies related to sleep difficulties and overestimation of clinical practice.
Strengths and Limitations
Acknowledging the importance of potential biases in self-evaluation,29 this study supported 
self-report data by corroborating with clinical notes. This method allowed clinical practice itself to be 
examined rather than simply perceptions of clinical practice. However, clinicians may have asked 
about the quality of their sleep but not recorded it. If relevant information is not recorded in notes, 
clinical outcomes may be adversely affected.35 Most pertinently, if sleep disturbances are neither 
routinely investigated nor noted, appropriate interventions will not be offered.
Sample size and non-response bias limit this study. It is unknown if the 124 unreachable 
service users were significantly different on the study variables compared to respondents. Clinicians 
distributed questionnaires to access service users who did not answer their phones, and while this 
produced some additional participants, it is not known how this unobtainable data could influence 
our findings. However the study's prevalence power calculation indicates that the sample was 
sufficient to obtain a prevalence rate within the service with a confidence interval width of 20%. 
Power calculations were not completed for other research questions as these were deemed 
secondary; therefore, insignificant findings for diagnosis, age, and ethnicity may be a consequence of 
insufficient power. While Buysse (personal communication, 2013) described the PSQI as suitable for 
telephone administration, there are no psychometric data published on its validity via this medium. 
The absence of temporal markers in the study design also meant we were unable to determine if 
treatment had been offered to service users when they were experiencing sleep difficulties at the
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time, for instance, if the 6% who received CBT were dissatisfied with their sleep prior to 
intervention. No pharmacological data was collected as due to the quantity and range of such 
interventions used at secondary care level the sample size would have been too small to produce 
statistically meaningful results.
Further Work
This was the first study to attempt to establish the prevalence of sleep problems among 
service users in a UK mental health secondary care service, and to ascertain the extent to which 
clinical staff understand a diagnosis of insomnia. In light of this study's findings the following 
recommendations are made:
Clinicians should be trained in the effective identification of insomnia and in the provision of 
evidence-based interventions. Given the prevalence of reported sleep difficulties, services should 
consider provision of high volume cost-effective psychological interventions such as transdiagnostic 
day-long workshops and rolling four-week groups. In addition to formally assessing sleep difficulties, 
service users' satisfaction with sleep should be considered and discussed with them prior to being 
referred for intervention. Formal assessment and intervention pathway protocols for sleep 
difficulties should be developed and evaluation of the clinical and cost-effectiveness of future 
interventions should be undertaken.
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Abstract
BACKGROUND: Shame has been associated with a range of maladaptive behaviours, including 
substance abuse. Young people may be particularly vulnerable to heightened shame sensitivity, and 
substance abuse is a significant problem amongst UK adolescents. Although there appears to be a 
relationship between shame and substance abuse, the direction of the relationship remains 
unclear. AIM: To review the literature relating to shame and substance abuse amongst young 
people. METHOD: Five electronic databases were searched for articles containing terms related to 
'adolescence', 'shame' and 'substance abuse'. Of the two hundred and twelve articles identified in 
the first sweep, six were included in the final analyses. RESULTS: Sexual abuse is indicated as a 
predictor of shame-proneness. Substance abuse may be a mechanism by which individuals cope with 
negative feelings. In general, there is a lack of literature investigating the shame-substance abuse 
relationship among adolescents. The available literature associates shame-proneness with poorer 
functioning and suggests that this may lead to psychopathology and early-onset substance 
misuse. Scant attention has been paid to the cognitive and emotional processes implicated. Further 
research is required to ascertain the strength of the shame-substance abuse relationship in young 
people and to develop appropriate interventions for this population.
Keywords: shame; substance abuse; adolescents
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Introduction
A significant body of research has investigated the effect of factors related to self-concept on 
substance use in young people. Self-esteem, impulsivity and shame have all been associated with 
drug and alcohol use in young people but current understanding of the association with shame in 
particular is limited. This paper will review current empirical and conceptual understanding of the 
association between shame and substance use in this population.
Shame relates to global, negative feelings about the self (Dearing, Stuewig, & Tangney, 2005). It has 
been described as an intense negative emotion, which can result in feelings of inferiority and 
powerlessness (Wicker, Payne, & Morgan, 1983). Shame can arise from a disparity between the ideal 
self and the actual real self, leading to feelings of inadequacy and disgust. Although it is generally 
associated with negative consequences, it is notable that shame is a universally-experienced 
emotion and that moderate levels can be beneficial (Cook, 1987; Potter-Efron, 1987).
Much of the literature has sought to distinguish the concepts shame and guilt. It has been suggested 
that both emotions are essential to the experience of being human and that they can occur either 
independently or in tandem with each other (Clark, 2012). Both shame and guilt enable self- 
evaluation and serve to guide our interactions with others (Tangney & Dearing, 2002). Shame has 
been described as a 'failure of being', or global self-condemnation, whilst guilt has been referred to 
as a 'failure of doing' (Potter-Efron, 1987). As such, shame is characterised by 'hiding' the self, 
whereas guilt may manifest itself in reparative behaviours. Consequently, similar situations can 
result in distinct responses, depending on the individual's attributional style (Lewis, 2008). 
Vulnerability to shame can arise from a conflict between the ideal self and the actual self, whilst 
vulnerability to guilt is perceived to result from conflict between the actual self and the 'ought' self 
(Moretti & Tory-Higgins, 1990). It appears that shame is directed primarily at the self, whereas guilt 
addresses the particular act, and may be implicated in social conformity (Quiles, Kinnunen, & Bybee, 
2002). Shame-proneness is often internalized and has been associated with the development of 
psychopathology, whilst proneness to guilt correlates with non-pathological, adaptive empathy 
(Tangney, Wagner, & Gramzow, 1992). Feeling shameful warns the individual that their actions may 
result in them being rejected by others; to avoid rejection, the individual seeks to find alternative 
ways of behaving (Nathanson, 1987).
The development of shame in children and young people
The development of shame is dependent on the individual possessing sufficient cognitive capacity, 
having an awareness of social rules and expectations, and an understanding of their behaviour in
comparison to those expectations, as well as adequate theory of mind (Gilbert, 2002; Lewis, 2003).
As such, it is unlikely that shame develops before the age of two years (Zahn-Waxler, Radke-Yarrow, 
Wagner, & Chapman, 1992).
Sexual abuse, insecure attachment styles and harsh parenting have all been associated with the 
development of shame in children (Feiring, Deblinger, Hoch-Espada, & Haworth, 2002; Gross & 
Hansen, 2000; Jeffrey & Jeffrey, 1991; Stuewig & McCloskey, 2005). Shame is not an automatic 
consequence of significant trauma, however. In families where factors such as parental substance 
misuse are implicated, children may develop more empathie attitudes as they try to minimise 
parental disturbance (Lewis, 1995). If they fail to do so, they are likely to blame themselves, 
developing a negative global attributional style and heightened proneness to shame (Lewis, 1995). 
Differences in the ways males and females are socialised can result in females developing a greater 
sense of responsibility and becoming more shame-prone than their male peers, despite having 
experienced similar early life events (Lewis, 1995; Tangney, 1990).
The manner in which shame manifests itself differs according to the child's developmental stage. 
Young children may experience shame as feeling embarrassed and inferior, coping with these 
adverse emotions by behaving in a controlling, critical or rageful manner (Bradshaw, 2005). They 
may also polarise themselves and others as being 'all good' or 'all bad'. During puberty shame can be 
experienced as limiting one's ability to form their identity and may serve to isolate the individual 
(Bradshaw, 2005). Self-evaluation is central to the development of shame in younger children (Lewis, 
1995; Lewis, 2003), whereas adolescents are more likely to be self-evaluative and to compare 
themselves negatively to peers (Reimer, 1996). It may be the case that some adolescents develop an 
enhanced vulnerability to feeling shameful, potentially resulting in the use of maladaptive coping 
strategies and making them more vulnerable to depression, eating disorders and suicide (Reimer, 
1996).
Substance use amongst adolescents
By the age of 17, 75% of American adolescents have drunk alcohol and 28% report having binged on 
alcohol in the previous two weeks (Gunzerath, Hewitt, Li, & Warren, 2011). Those who begin using 
alcohol between the ages of 14 and 16 are four times as likely to develop alcohol-related problems 
in later life than those who begin drinking in their 20s (Gunzerath et al., 2011).
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In the UK, 84% of 12-17 year-olds have drunk alcohol and 36% are frequent drinkers. 15% have been 
involved in antisocial behaviour as a result of drinking. 22% of boys and 25% of girls within this 
cohort have been drunk three or more times in the past month, whilst 26% and 29% respectively 
have binged on alcohol three or more times in the same time period. 42% of boys and 35% of girls 
report having been drunk at least once before the age of 13 (Institute for Alcohol Studies, 2010). The 
same report stated that two major reasons given for underage drinking were 'escapism' and 'gaining 
respect from peers'. With reference to illicit substances, 18% of 11-15 year-olds report having used 
drugs; 12% having done so in the past year. Around 5% of 11 year-olds have used drugs in the past 
year and the figure rises to 25% amongst 15-year olds. Cannabis is the most widely-used drug, taken 
by 8% of 11-15 year-olds in 2010. Truanting and school suspension are highly correlated with regular 
drug use, and although 23 000 Britons under the age of 18 accessed support for their substance 
misuse in 2009/10, only one in three completed treatment (NHSIC, 2011).
The relationship between shame and substance abuse
In adult samples, shame has been strongly implicated in behaviours which enable individuals to 
escape feelings of worthlessness and failure, such as binge-eating, sexual risk-taking and substance 
use (Adams & Robinson, 2001; Hayaki, Friedman, & Brownell, 2002; Penas-Lledo, Fernandez, & 
Waller, 2004; Talbot, Talbot, & Tu, 2004). Heightened feelings of shame significantly increase 
vulnerability to addictive behaviours, particularly substance abuse (Cook, 1987). Although several 
studies indicate that the feelings of shame which can arise from the stigma surrounding substance 
misuse may serve as a barrier to treatment (Cook, 1987; Corrigan, Watson, & Miller, 2006; Luoma et 
al., 2007), it has been suggested that this stigma has a greater effect amongst certain groups. In 
particular, females seeking treatment for substance-related problems may face greater stigma that 
males and often risk the breakdown of intimate relationships, as well as the removal of their 
children (Blume, 1990; O'Connor, Berry, Inaba, & Weiss, 1994; Reed, 1987). Consequently, females 
who enter treatment programs often experience higher levels of shame and guilt than their male 
counterparts (Mason, 1991).
Rationale for the current review
As described, some evidence suggests that shame can arise from early adversity and that it is 
correlated with a range of maladaptive behaviours, including substance misuse. Substance misuse is 
a significant problem amongst young people but little research has investigated the impact of shame 
on drug and alcohol use in this population. This paper will review empirical evidence on the
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relationship between shame and substance abuse in young people in order to identify the areas that 
substance misuse interventions might focus on in this population.
Search strategy
Five electronic databases were searched (PsycArticles, Psyclnfo, Medline, Web of Science and 
PubMed) for English-language articles published in peer-reviewed journals for all periods up to, and 
including, January 2012. Articles were searched for using terms related to 'adolescence' (e.g., 
'adolescen*', 'teen*', 'child*', 'juvenile*', 'youth*'), 'shame' (e.g. 'shame*') and 'substance abuse' 
(e.g., 'substanc*', 'drug*', 'alcohol*', 'illicit*', 'drink*'). The use of '* ' denotes truncated search 
terms. For the purposes of this review, 'adolescent' refers to individuals aged 11-19. Where 
databases could be searched by topic, 'psychology' was specified. The search yielded 220 unique 
results. Following review of the abstracts, articles were excluded if they were unavailable in English 
(n=9) or if they focused on unrelated physical or psychological health problems (n=58). A further 64 
articles were excluded for other reasons, e.g. focusing on shame related to physical health issues 
such as HIV. Of the remaining 89 articles, 59 were excluded as they did not contribute to the 
literature relating to the relationship between shame and substance abuse (e.g. 19 papers focused 
on shame arising from parental substance abuse use). The remaining articles (n=30) were read to 
ensure that they included a research question and outcome measures. Seven papers exclusively 
reviewed the literature, but were not empirical studies. Another five discussed cases and process 
issues in therapy but, did not relate specifically to shame as either a contributing factor or a 
consequence of substance abuse. Given that these papers did not contribute to the scientific 
understanding of the relationship between shame and substance abuse, they were excluded. A 
further ten papers were excluded as they used samples of children (pre-teen) or adults (post­
adolescent). Two papers were excluded as they used adolescent samples but did not address 
substance use. The final analyses included six empirical papers.
Results
Details of the articles reviewed can be seen in Table 1. All of the papers had been published between 
1989 and 2012. Four of the studies were quantitative in methodology and two were qualitative. 
Amongst the quantitative studies, sample sizes ranged from 97-816. The qualitative studies 
employed 12 and 597 participants, respectively. One paper considered the development of shame in 
young people in treatment for substance use; five investigated the relationship between shame and 
substance use.
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Insert Table 1 here
The role of sexual abuse in the development of shame
Of the six studies reviewed, one investigated factors resulting in heightened shame in later life 
(Edwall, Hoffmann, & Harrison, 1989). This study identified sexual abuse, including incest, as 
predictive of shame-proneness. In their qualitative study of 597 adolescent girls, it was found that 
35% of inpatients receiving treatment for substance abuse reported previous sexual abuse. Sexual 
abuse was highly correlated with a history of physical abuse and those who had been sexually 
abused were more likely to have attempted suicide in the previous year. Sexual abuse was also 
highly correlated with feelings of shame, particularly amongst those who had experienced only 
extrafamilial abuse (pcO.OOl). The authors concluded that abused female adolescents may 
internalise adverse experiences and construct an image of themselves as 'bad', making them 
vulnerable to suicidal ideation and mental health problems. Methodologically, however, the study 
had some limitations: 58 girls who denied having been sexually abused during interviews with the 
research team were categorised by their therapists as having reported sexual abuse in therapy 
sessions, and excluded from analyses. Additionally, the researchers made no use of standardised 
measures, and thus the severity of the shame experienced cannot be assessed. No attempt was 
made to ascertain the duration or nature of the sexual abuse and only limited information pertaining 
to the course of the participants' misuse of substances was available.
The relationship between shame and substance misuse
Two of the studies included in this review found significant associations between feelings of shame 
and maladaptive behaviours, including substance abuse (Abramowitz & Berenbaum, 2007; Dearing 
et al., 2005).
Abramowitz & Berenbaum's (2007) study found that the desire to enhance positive affect was a 
strong motivator of alcohol use, and that shame reliably predicted 'impulsive-compulsive' (1C) 
behaviours, including substance abuse, sexual activity, playing video games and obsessive- 
compulsive-type behaviours such as cleaning. Shame was most strongly associated with substance 
abuse (correlation = 0.16; p<0.05). However, their data were based on retrospective accounts of 
behaviours the participants had engaged in during the past three months and, although the 
associations reported were statistically significant, there was no opportunity to investigate the 
direction of causality in the relationship. In addition, the sample was aged 16-30 and, as the authors 
note, many impulsive and compulsive behaviours diminish with age.
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Carrying out semi-structured interviews with college students, Lashbrook (2000) found that the 
desire to avoid ridicule, isolation and feeling inadequate was a key factor in alcohol use. Despite the 
participants not using terms such as 'shame' explicitly, the literature suggests that ridicule, isolation 
and inadequacy are closely linked to constructs of shame-proneness (Cook, 1987; Potter-Efron,
1987; Wicker et al., 1983). It is possible that low self-esteem was implicated in these negative 
emotions, although this was not investigated as part of Lashbrook's study. More recent research 
indicates that low self-esteem is associated with vulnerability to peer pressure and increased 
substance use (Dielman, Campanelli, Shope, & Butchart, 1987)
Dearing et al. (2005) carried out three studies to test the relationships between shame- and guilt- 
proneness amongst undergraduate students and prison inmates, hypothesising that the former 
would be positively correlated with substance abuse, whilst the opposite would be true for guilt- 
proneness. Of their undergraduate sample, 7.3% had symptoms on problematic alcohol use and 
15.4% indicated symptoms of problematic drug use. Shame was positively correlated with alcohol 
problems but not with problematic drug use. In contrast, guilt was found to correlate negatively with 
both drug and alcohol problems; findings which supported those presented by Quiles et al. (2002). 
The authors concluded that although shame-proneness was significantly associated with 
problematic drug use, it was more strongly correlated with alcohol use. The shame-substance abuse 
relationship appears consistent amongst samples regardless of the severity of substance abuse and 
appears to be applicable to a range of populations. The authors suggested that alcohol and drugs 
may be used as a way of coping with difficult feelings, such as shame, but noted that the use of 
substances may in itself result in additional shame.
The majority of the studies included in this review indicate that vulnerability to shame is associated 
with increased drug and alcohol use in young people. Some research suggests that feelings of shame 
can arise as a consequence of using substances (Arentzen, 1978; Blume, 1990; Cook, 1987; Corrigan 
et al., 2006; Possum & Mason, 1986; Luoma et al., 2007; O'Connor et al., 1994; Reed, 1987), and , of 
the papers reviewed here, one suggests that, amongst those who already use substances 
problematically, shame may have a positive impact by increasing motivation to seek treatment. In 
their study of 188 16-24 year-olds entering treatment for moderately problematic substance abuse, 
Rosenkranz, Henderson, Muller, & Goodman (2012) found that those individuals who reported 
greater shame-proneness were more likely to recognise their substance misuse and seek treatment. 
Further research has suggested that these individuals demonstrate superior treatment outcomes 
(Williams et al., 2008). However, the data were subject to disclosure biases, and Rosenkranz et al.
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(2012) used a measure of treatment motivation which conflates proneness to shame with 
motivation to seek treatment, and which included items (e.g., If I remain in treatment it will 
probably be because I'll feel very bad about myself if I don't) open to being interpreted as either 
'shame' or 'guilt' by participants.
Discussion
Summary of findings
This paper sought to review the literature relating to shame and substance abuse amongst young 
people. Despite the search strategy specifying 'adolescent', and variations thereof, only five papers 
used samples which investigated teenagers and young adults. An additional study carried out by 
Quiles et al. (2002), used a sample aged <27 but excluded all participants aged 22-27 (n=17) from 
their analyses and was thus included in this review. Amongst the remainder of the studies the 
participants ranged in age from 7-80. It appears that there is a paucity of research into the 
association between shame and substance abuse amongst young people and this lack of data limits 
the extent to which theoretical or empirical conclusions can be drawn. It appears that early 
maltreatment and neglect can result in heightened shame-proneness, possibly as a result of the 
adverse experiences being internalised, and that greater maladjustment results from more severe 
adversity. Although the shame arising from maladaptive early experiences has been found to 
correlate significantly with substance-abusing behaviours, it may also motivate individuals to seek 
and engage in treatment. It appears from the evidence reviewed that it is shame which is most 
heavily implicated in these mechanisms, not guilt.
The literature suggests that shame-proneness is generally associated with poorer functioning, 
psychopathology and early-onset substance misuse. Adolescents are more likely to compare 
themselves negatively to peers (Reimer, 1996) and those who develop heightened proneness to 
shame may be more likely to utilise coping strategies such as criminal or risk-taking behaviours in an 
attempt to gain acceptance from peers (Adams & Robinson, 2001; Arnett, 1995; Hayaki, Friedman, & 
Brownell, 2002; Pehas-Lledo, Fernandez, & Waller, 2004; Talbot, Talbot, & Tu, 2004).
Whilst there is some indication that higher levels of shame result in a greater number of maladaptive 
behaviours (Cook, 1987), it also appears that shame-proneness can affect males and females 
differently. Based upon the evidence reviewed here, it is tentatively speculated that shame in 
females results in behaviours which harm the self, such as eating disorders, whereas males 
externalise the negative self-image and act in a more antisocial manner. It is suggested that, if
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shame encompasses negative affect and symptoms typically observed in depression, it is to be 
expected that young people who demonstrate a tendency towards feeling shame would also score 
poorly on measures of self-worth and self-esteem.
The studies included in this review were conducted using a wide range of outcome measures and 
methodological designs; each of which demonstrated both strengths and limitations. For the most 
part, researchers made efforts to distinguish between shame and guilt which is a key methodological 
requirement given the conceptual overlap in these variables. Nevertheless, it is of note that each of 
the studies reviewed here conceptualised shame in distinct ways and investigated different facets of 
substance use, further limiting the extent to which overarching conclusions can be drawn.
Gaps in the literature
In addition to the limited literature that focuses exclusively on adolescent populations, the majority 
of studies have failed to address misuse of substances in a discrete manner. Although some studies 
asked about drug and alcohol use separately (Dearing et al., 2005; Quiles et al., 2002), not all did so. 
It cannot be presumed a priori that all addictive behaviours are a product of the same mechanisms 
and this warrants further investigation.
More fundamentally, although there is some evidence of an association between shame and 
substance abuse, there has been little focus on the cognitive and emotional processes which 
mediate this relationship. Shame is associated with substance abuse, and substance abuse has a 
major impact on both society and the individual; as such, future research should try to identify 
salient risk factors and develop effective treatments. This review has not included studies which aim 
to treat substance misuse per se; although two studies did use participants engaged in treatment 
programmes (Edwall et al., 1989; Rosenkranz et al., 2012) and there is some indication that reducing 
shame is integral to positive treatment outcomes. Some research suggests that particular factors 
related to shame, specifically 'fragility and lack of control' and 'loneliness and emptiness', appear to 
be associated with addiction (Cook, 1987), and future research should investigate the specific 
antecedents and maintenance processes of these factors and the implications for substance abuse 
treatments. At present, some evidence suggests that shame results in vulnerability to addiction to 
alcohol and illicit drugs, but little understanding of how. Similarly, there is an absence of evidence 
relating to the age at which shame-prone adolescents are most vulnerable to substance abuse. Few 
studies have investigated young people exclusively, and, of the papers reviewed here, none has 
compared adolescents at different developmental stages. It may be that there is a point of 'greatest
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vulnerability' and, if so, there will be significant implications for the ways in which adolescents are 
educated about alcohol and illicit substances, and preventative measures are established. In 
addition, the majority of the studies used samples in which females were over-represented. Future 
work should attempt to redress the balance by investigating the shame-substance abuse relationship 
in both young males and young females.
In this review, only papers relating to Western cultures were included. Although there was a clear 
rationale for this, given the prevalence of adolescent substance abuse in the UK and USA, there has 
been limited scope to investigate the shame-substance abuse relationship, or the meaning 
surrounding substance use, in social sub-groups. Although some studies used samples diverse in 
ethnicity and age, the present review has noted little that is relevant to constructs of class or 
religious belief. Although such factors have been investigated to only a limited degree, some 
research has attempted to improve our understanding of them (Rastogi & Wadhwa, 2006; Sandberg, 
2010). Misusing substances may result in heightened shame only in specific groups; alternatively, 
certain social clusters may be more or less inclined to misuse substances. It should not be presumed 
that the findings of this review can be applied to all groups without further exploration of salient 
factors.
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Development and Validation of the Adolescent Shame-Proneness Scale
Like other self-conscious emotions, shame takes on particular significance during late 
childhood and adolescence due to a developing capacity for self-reflection, self-other comparisons, 
and sensitivity to the views of others. Shame is a potentially important variable in adolescent 
wellbeing given its established associations with depression, reduced feelings of self-worth, and 
problematic anger. Existing tools used to assess shame in young people are limited by their 
predominant scenario-based structure. Three studies are reported that describe the development 
and validation of the Adolescent Shame-Proneness Scale (ASPS), a novel semi-idiographic measure 
of shame-proneness. The ASPS is a 19-item measure assessing three central facets of shame- 
proneness - negative self-evaluation, internal discomfort, and humiliated fury. Taken together, the 
studies support the reliability and validity of the ASPS as a semi-idiographic measure of shame- 
proneness in adolescents aged 11 to 18 years. ASPS scores correlate as expected with scores on 
existing measure of shame-proneness and with measures of anger, negative affect and self-esteem. 
Importantly, the data suggest that ASPS scores are related to but distinct from guilt. Confirmatory 
factor analysis supported the validity of the ASPS factor structure (RMSEA=.08, SRMR=.05, CFI=.98, 
NNFI=.97). The ASPS represents a unique contribution to existing options for measuring shame- 
proneness in research and clinical contexts given its focus on personally relevant shaming situations 
and its potential to tap humiliated fury. Further work is required to assess the ASPS' temporal 
stability and its viability and psychometric properties in more culturally diverse samples.
Keywords: shame, adolescence, measurement, depression, anger, self-esteem, psychometric
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Development and Validation of the Adolescent Shame-Proneness Scale
Shame-provoking situations are inevitable in life. Failure, deceit, rule-breaking, reduced 
social standing, and so on, cannot be eliminated. What may be ameliorated though is the propensity 
to experience shame in relation to such inevitable life circumstances. Measures of shame-proneness 
(the likelihood and magnitude of a shame response) offer the potential to capture the intensity of a 
person's shame-provoking self-evaluations (e.g. that one is worthless). Some measures of shame- 
proneness require respondents to anticipate how much shame they might feel across a number of 
pre-defined situations and, as such, provide an index of a person's tendency to respond to varying 
situations in a shame-laden way. A limitation of scenario-based measures is that they require a dual 
imaginative process -  the respondent has both to imagine the scenario and how they might feel if 
they were in it. Additionally, the pragmatic necessity of providing respondents with a limited 
number of specific scenarios means that such measures inevitably prescribe the domain of shame 
inducing situations. Furthermore, such measures may need modification across time and place in 
order to have continued social and cultural relevance. In the current paper, we suggest that a semi- 
idiographic approach to measuring shame-proneness in both research and clinical settings is a 
potentially useful supplement to existing measurement options. Due to their individual focus, they 
may have a greater range of application across time, people and situations. They also provide 
information on individual sources of shame in different groups, thus adding further to the 
understanding of this emotion. In this paper, we describe the development of a novel semi- 
idiographic measure of shame-proneness for use with young people.
Cognitive-Attributional Theory of Self-Conscious Emotions 
In his cognitive-attributional model, Lewis (1995) proposed three components in the 
development of self-conscious emotions. The first of these components is acculturation to societal 
expectations by way of internalization of standards, rules and goals. These standards, rules and 
goals are proposed to be relativist in that they vary both within and between societies and across 
time and the lifespan. However, a common aspect of standards, rules and goals is that they reflect a 
perceived ideal level of performance or conduct. Lewis further proposed that there are no universal 
situations that evoke self-conscious emotion; instead, it is the attributions made about a situation 
that determine their occurrence. However, Lewis does note that some situations, such as those 
related to sexual performance, attractiveness and withdrawal of love, might lend themselves more 
to shame-specific attributions given their focus on personal qualities. The second component in 
Lewis' framework is evaluation against perceived standards, rules and goals. Whereas acculturation
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provides the necessary conditions for self-conscious emotion, evaluative processes stimulate its 
occurrence. Two evaluative dimensions are involved: internal attribution, and determination of 
success/failure. Lewis notes that the extent to which individuals will internally attribute discrepancy 
from a standard, rule or goal (i.e. take personal responsibility for it) will vary across individuals and, 
in this regard, makes particular reference to the propensity for women to internally attribute failure 
more often than men. Given that individuals are socialized into what might constitute success or 
failure, there will be individual differences in this evaluative dimension too. For example, people 
who have developed very high expectations or exacting criteria for success are likely to be more 
sensitive to discrepancy than those who have developed lower expectations or more flexible criteria 
for success. Lewis (1995) notes that socialization experiences, such as the experience of being 
humiliated following failure, can produce individual differences in sensitivity to perceived standard 
violations. This point is important because it is likely involved in the occurrence of individual 
differences in the situations most likely to evoke shame, or in its intensity. The final component in 
the development of self-conscious emotion is attribution about the self. This aspect is critical in 
determining the occurrence of specific self-conscious emotions. Shame arises from evaluation of the 
whole self ("the self orients to the self as a whole", Lewis, 1995: 71). In contrast, guilt arises from 
evaluation of actions in relation to self or others ("the orientation of the self towards the actions of 
the self", ibid). Helen Block Lewis (1971) had previously drawn this important conceptual distinction 
and had noted that since shame arises from evaluation of the whole self, the consequence is painful 
self-condemnation and feelings of worthlessness. In contrast, since guilt arises from appraisal of 
discrete actions and behaviour it does not involve global self-condemnation. As such, and consistent 
with Lewis' (1995) cognitive-attribution model, shame-inducing negative self-attributions are 
internal and global whereas guilt-inducing self-attributions are internal and specific. Adopting Lewis' 
(1995) relativist position on self-conscious emotion invoking situations, it is evident that the same 
situation (e.g. damaging a friend's treasured possession) might result in either shame or guilt or 
both. The occurrence of these emotions depends upon the attributions made about the situation. 
Guilt arises from attributing the error to unstable, situation-specific factors ("I was careless in this 
situation") and motivates making amends (e.g. apologising or fixing/replacing the damaged object) 
whereas shame arises when the error is attributed to an enduring character defect ("I am always 
careless") and thus motivates the desire to hide the defective self (e.g. avoiding the friend). The 
experience of shame may be transformed into blaming others or outward expression of hostility or 
aggression (a phenomenon that H.B. Lewis termed 'humiliated fury'). This response would not be 
expected to follow guilt given that it motivates accepting responsibility and making amends for a 
perceived injury to another.
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Shame and Wellbeing
The link between shame and psychological difficulties is well documented. H.B. Lewis (1971) 
observed that shame was by far the most commonly expressed, although rarely explicitly labelled, 
emotion in psychotherapy. Lewis (1995) notes that individuals vary in the extent to which they 
make internal and external attributions about violation of standards and that the perpetual 
attribution of one type, such as internal and global attributions, is often associated with 
psychopathology. Indeed, research suggests that the experience of shame is associated with a range 
of psychological issues in adults including depression (Andrews et a i, 2002; Harder, Cutler et ai., 
1992; Tangney, Wagner & Gramzow, 1992) and anger and aggression (Tangney, Wagner, Fletcher et 
al, 1992, Tangney, Wagner et a i, 1996). Similarly, in adolescents, research indicates a positive 
correlation between shame and depression (Aslund et a i, 2007; Ferguson et a i, 1999; Stuewig & 
McCloskey, 2005; Tilghman-Osborne et a i, 2008) with research by De Rubeis and Hollenstein (2009) 
suggesting that how the individual copes with shame-provoking experiences is important in 
predicting depression. The link between shame and depression would be expected given that both 
arise from global, stable attributions. Tangney and Bearing (2002) provide further evidence of the 
detrimental impact of shame from a longitudinal study of young people assessed for shame 
proneness in the fifth grade and followed up when graduating from high school. Greater shame- 
proneness, assessed during the fifth grade, was predictive of lower likelihood of applying to college, 
greater unsafe sexual practices, greater use of drugs and alcohol, and a greater number of suicide 
attempts. Conversely, greater guilt-proneness, measured at fifth grade, predicted lower likelihood 
of engaging in unsafe sex, lower use of drugs and alcohol, and a lower likelihood of being involved in 
crime, even when controlling for baseline aggression and socio-economic status.
Shame and Adolescence
Objective self-awareness is required in order to internalize the standards, rules and goals of 
others. Once this is achieved, the evaluative self-conscious emotions can emerge, at around two to 
three years of age (Lewis, 1995). Furthermore, understanding of the distinction between self and 
behaviour is required if children are to experience guilt about behaviour but shame about the self 
(Tangney & Bearing, 2002). Empirical studies indicate that children and adolescents are able to 
make conceptual distinctions between shame and guilt. In a study exploring the understanding of 
shame and guilt in 7 to 12 year olds, children thought that shame resulted in avoidance behaviour 
whereas guilt resulted in reparative behaviour (Ferguson et al., 1991). In the study, children across 
the age range could describe shame in appropriate ways. Younger children (7-9 year olds) 
associated shame with embarrassment, ridicule, blushing, and escape and older children (10-12 year
239
olds) associated it with feeling stupid, incompetent and avoiding others. By age 10, children held 
similar opinions to adults about the distinction between shame and guilt.
H.B. Lewis (1971) conceptualized a feeling of being 'unlovable' as a prototypic shame- 
inducing experience. Similarly, Lewis (1995) proposed that situations related to attractiveness or the 
withdrawal of love might lend themselves more to shame-evoking attributions given their focus on 
the whole self. Adolescence is a critical period of identity development and it is during this period 
that peer affiliation becomes more important. Additionally, cognitive changes in adolescence allow 
for a more sophisticated capacity for self-reflection and social perspective taking. These abilities 
tend to increase self-consciousness and dispose adolescents to be more vulnerable to negative 
attributions related to concerns about others' views (Reimer, 1996). Furthermore, Anastasopoulos 
(1997) suggests that, along with the increasing importance of peer and intimate relationships and 
personal striving for greater autonomy, biological, emotional and physical changes during 
adolescence, such as hormone-related transformations that can feel uncontrollable, provide an ideal 
context for the development of shame as young people strive to develop a valued sense of self. 
Given the noted relationship between shame and psychopathology, conceptualization and 
assessment of shame-proneness in adolescence is important from a research and clinical 
perspective.
Measurement of Shame-Proneness
A significant challenge in developing instruments to assess shame arises from its overlap 
with guilt, an association that would be expected given that both are negative self-evaluative 
emotions (Stuewig et al., 2010) that may arise from the same situations. Consequently, there is a 
danger of conceptual contamination when developing tools to tap these separate emotions. Single 
construct measures have been criticised for not taking into account the difference between shame 
and guilt (Tangney & Bearing, 2002). However, as Andrews et al. (2002) observe, it should be 
possible to measure shame and guilt separately so long as potential differences between these 
constructs are taken into account during measure design. The cognitive-attributional model guides 
the design of shame-specific measures by emphasising the importance of tapping global self- 
evaluations, for example by inviting the respondent to consider evaluative statements about 
themselves that signify global (e.g. "I am bad") rather than discrete (e.g. "What I did was bad") 
qualities. Additionally, self-conscious emotion theory guides the design of items to tap shame- 
specific responding (e.g. outward expression of hostility, hiding) as opposed to guilt-specific 
responding (e.g. repairing, apologising). The affective component of shame and guilt might be
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expected to be similar however given they are both emotions that arise from perception of 'failure'.
Most published studies exploring shame in young people have used either the Test of Self- 
Conscious Affect Child Version (TOSCA-C: Tangney et al., 1990) or Adolescent Version (TOSCA-A: 
Tangney eta/., 1991). Both of these measures were modelled on the adult version of the TOSCA, and 
consist of 15 scenarios exploring shame, guilt, pride and externalisation. The TOSCA measures 
comprise affective, cognitive, and behavioural dimensions of shame-proneness that were derived 
from the written accounts of children and adolescents (Tangney & Bearing, 2002) and comprise a 
range of self-conscious emotion provoking scenarios (e.g. not doing well in a test, hurting someone). 
Andrews (1998) suggests that the TOSCA is limited, however, by its focus on the respondent 
evaluating their behaviour in a particular situation. Examination of the TOSCA indicates that all but 
one scenario assesses hypothetical actions on the part of the respondent. Shame, however, can also 
arise from individual physical (e.g. appearance) and non-physical (e.g. association with an 
undesirable person) characteristics. Furthermore, it is likely that one can feel shame in relation to 
what is done to one rather than only through what one does (e.g. feeling ashamed of being bullied 
or sexually assaulted). Given the inherent pragmatic limitation of scenario-based measures -  they 
cannot capture every shame-inducing situation - there is a case for the semi-idiographic assessment 
of shame-proneness. As shame relates to infringement of perceived social group or personal 
standards, a clear strength of semi-idiographic assessment is that it is not limited in its utility across 
different social or cultural groups, unlike measures that use predetermined scenarios. The cognitive- 
attribution model (Lewis, 1992) indicates that the standards, rules and goals against which 
individuals evaluate themselves are a product of socialization to group norms. Whilst there might be 
some universal standards, rules and goals around moral conduct, specific shame-inducing 
transgressions likely vary by sub-cultures. This therefore indicates the potential value of semi- 
idiographic assessment.
Research Aims
Research indicates that young people are able to understand the concept of shame. Given 
this, they should be able to complete a measure that asks them to think about times when they have 
felt this emotion. In keeping with a relativist stance on the situations that provoke shame, the semi- 
idiographic element of a shame measure would involve respondents bringing to mind situations 
when they have experienced this emotion. In keeping with a universalist stance on shame-related 
cognition, affect and behaviour, the measure would include a number of standard items to be rated 
by respondents in relation to their personal experiences. Through a series of three related studies.
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we aimed to develop a viable, valid and reliable semi-idiographic assessment of shame-proneness for 
adolescents aged 11 to 18 years. Our constituent aims were to: (1) demonstrate that adolescents can 
readily generate shame-related experiences; (2) develop a measure that tapped cognitive (negative 
self-evaluation), affective (internal discomfort) and behavioural (humiliated fury) indicators of 
shame-proneness; (3) provide evidence on the reliability and validity of the measure by correlating 
scores on it with measures of self-esteem, negative affect and anger; and, (4) support scale validity 
via confirmatory factor analysis.
Study 1: Scale Development 
The overall aim of Study 1 was to generate items for a semi-idiographic measure of shame- 
proneness that would tap affective, cognitive and behavioural responses to shame. To achieve this, 
the study was designed to elicit young people's understanding of shame and guilt, the kinds of 
situations that give rise to shame and how young people think and feel and what they do when they 
experience shame.
Method
Participants and Design
Twelve young people (six boys and six girls) aged between 11 and 15 years (mean 13.08, SD
1.16) took part in a semi-structured interview. Seven stated their ethnic group as White British, two 
as Black British, one as British Asian, one as British Caribbean, and one as South American. 
Participants were recruited in the South of England; eleven were recruited from a co-education 
secondary school and one via an email advertisement sent out to staff from one university. Each 
interview lasted between 20 and 30 minutes. An interview guide was used consisting of the 
following questions: What does the word shame mean to you? What does the word guilt mean to 
you? Is there a difference between shame and guilt? Can you describe a situation that might make 
someone feel shame? What does shame feel like (in mind, in body)? What does shame make you 
think? What does shame make you feel like doing? The interviews were audio recorded and 
transcribed verbatim. Permission to conduct the research was given by the authors' institutional 
ethics board. Consent for participation was required from the young person and from a parent.
Data Analysis
Interview transcripts were content analysed to extract the following elements: (1) 
distinctions made between shame and guilt; (2) situations that provoke shame; (3) thoughts 
associated with shame; (4) feelings associated with shame; and, (5) actions associated with shame.
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The overall aim of this analysis was to establish that participants could distinguish between shame 
and guilt, that they could think of situations that provoke shame, and to extract elements of 
thought, feeling and action that might form questionnaire items.
Results
1) Five themes were extracted from the interviews regarding participants' distinctions 
between shame and guilt. The most common theme, mentioned eight times across the interviews, 
was that guilt and shame can co-occur, for example "do something and feel guilty about what you 
did but you might also feel shame about yourself as you let yourself down". This indicates a 
distinction is made between guilt arising from evaluation of action and shame arising from 
evaluation of the self. The next most common theme was that guilt is about what a person does 
(four occurrences), and that shame is about being exposed (four occurrences), for example "other 
people see the shaming thing". The final two themes, with two occurrences each across the 
interviews, were that shame lasts longer than guilt (e.g. "shame stays with you, guilt feelings 
change"), and shame is about the self and guilt is about what you did (e.g. "shame is about yourself 
guilt is about other people what you did to other people").
2) From the interview data, 93 shame-provoking situations were extracted. These 93 
situations could be classified into three broad categories. The most common category represented 
situations involving personal actions that involve breaching or not meeting personal or societal 
standards of conduct or one's personal expectations for achievement (61 of 93 situations; 65.6%). 
Within this, situations could be classified as follows, ordered by frequency of occurrence: doing 
badly or not as well as one could in a test/exam/sports (8), lying/betrayal (7), letting others 
down/not doing as others expected (7), arguing/fighting (6), getting told off/into trouble (6), 
doing/getting something wrong (6), being a bully (5), physically/emotionally hurting others (5), 
criminality (5), giving into peer pressure (3), soiling, e.g. being sick on others/wetting the bed (2), 
suicide attempt (1). The second most common category referred to characteristics indicating 
something negative either about one's appearance or social status (17 of 93; 18.3%): the way you 
look/wearing the wrong clothes (4), characteristics of family members, e.g. their attractiveness, 
intellectual ability or alcoholism (4), not having any friends (3), being poor/not having what others 
have (2), your background (2), not having a mum/dad/family (2). The third category represented 
being subject to the behaviour or actions of others (15 of 93; 16.1%) and could be sub-classified into: 
being bullied (9), being laughed at (4), being verbally abused in the street (1), and being raped (1).
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3) From the data, 72 examples of shame-related thoughts were extracted. These thoughts 
were classified into six categories presented as follows in order of frequency: (a) Wanting to escape 
or disappear (16 of 72; 22.2%) -  this category reflects thoughts about wanting get out of the 
shaming situation or vanish from view (e.g. "I want to camouflage into a wall"); (b) Regret (15 of 72; 
20.8%) -  this category reflects wishes that the situation had not happened (e.g. "Why did I say 
that?"); (c) Negative self-evaluation (14 of 72; 19.4%) -  thought in this category reflects global 
negative evaluation of the self along the lines of being stupid, nasty, worthless, useless and no good 
(e.g. "I am a nasty person"); (d) Perceived/anticipated negative judgement by others (8 of 72; 11.1%) 
-  this reflects thoughts that one is globally disliked or unwanted (e.g. "no-one likes me"); (e) Self­
disappointment/blame (6 of 72; 8.3%) -  thoughts in this category relate to the perception of having 
let oneself down or allocating culpability to the self (e.g. "it's my own fault"); and, (f) three thoughts 
(4.2%) contained the word 'ashamed' and, importantly, these reflected shame at the self rather than 
the action (e.g. "I am ashamed of who I am").
4) From the data, 87 feelings associated with shame were extracted. These were classified 
as follows, in order of frequency: a) Anger (25 of 87; 28.7%) -  this category reflects three different 
types of anger. The most common (10 occurrences) was anger towards others (e.g. "anger at the 
person that made them feel bad") followed by anger towards self (9 occurrences) and general anger 
(6 occurrences); b) Worry/fear (13 of 87; 14.9%) -  this includes statements about feeling afraid, 
nervous, worried and also somatic descriptions such as 'butterflies' and feeling 'sick'; c) Sadness (11 
of 87; 12.6%) -  including terms such as feeling 'low', 'sad', 'downhearted' and 'depressed'; d) 
Internal unease/pain (10 of 87; 11.5%) -  this represents a diffuse negative internal state that was 
sometimes characterised by pain language such as feeling 'ripped apart inside', having a 'pain in the 
back of your mind' and feeling as if 'something bad has happened to me'; e) Embarrassment (9 of 87; 
10.3%) -  along with embarrassment other related expressions in this category were 'self-conscious' 
and 'red'; f) Worthlessness (7 of 87; 8%) -  this category reflects feelings of low worth and is also 
expressed in terms of feeling 'small'. Other feelings given by participants were: feeling stupid (4), 
weak or powerless (3), lonely (2), regret (1), disappointed (1) and frustrated (1).
5) From the data, 59 shame-related behaviours were extracted and were classified as 
follows: a) Hiding (28 of 59; 47.5%) -  this category includes hiding away, escaping and wanting to be 
alone and, for two participants, might extend to attempting suicide; b) Violence towards others (16 
of 59; 27.1%) -  this includes threatening others, hurting them (e.g. "the person who made you feel 
shame"), getting revenge, damaging their possessions, and extended to stabbing and killing; c)
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Projecting a false self (7 of 59; 11.9%) -  this category reflects putting up a front, boasting or 
exaggerating ones qualities (e.g. "make themselves sound better than they are") or changing ones 
appearance; d) Expressing anger (5 of 59; 8.47%) -  this involves outward expressions of anger not 
directed at anyone specifically (e.g. "fly off the handle", "break stuff'). Other expressions included 
crying (2) and hurting oneself (1).
Discussion
The findings of Study 1 suggest that young people aged 11 to 15 years can distinguish 
between shame and guilt. Specifically, they recognise that shame arises from evaluation of the 
whole self whereas guilt is provoked by evaluation of actions. Interestingly, some young people 
thought that shame endures longer than guilt. This idea fits with the conceptual literature. Given 
that guilt arises from situation-specific attributions it can be resolved by making amends for 
wrongdoing. Shame, on the other hand, relates to a perceived global character defect and, 
therefore, is perhaps perceived to be harder to resolve. The interview data also support the idea 
that young people can generate shame-inducing situations. As expected, the majority of these 
situations involve violation of standards, rules and goals. Critically, however, one third of the shame- 
provoking situations participants identified were those in which one is subject to poor treatment 
from others, or where one might feel shame by association with people who are perceived as 
undesirable or of lower social standing.
The data regarding thoughts, feelings and behaviours associated with shame further support 
the claim that young people are able to understand this concept. Common shame-related thoughts 
and behaviours involved a desire to escape or disappear. Furthermore, the feelings and actions 
participants supplied related to hurting those who have induced shame and general outward 
expression of angry feelings. The shame-related thoughts cited by participants also reflected global 
personal condemnation. In summary, and consistent with Helen Block Lewis' conceptualisation of 
shame, young people's understanding of shame involved global negative self-evaluation, a desire to 
disappear or hide and, externalizing it into acts of aggression and destruction. Consistent with the 
findings of Ferguson et al. (1991) young people were able to understand the distinction between 
shame and guilt. Taken together, these findings support the idea that young people in this sample 
could articulate an understanding of shame. The content analysis presented, along with theory, 
guided the development of a novel measurement of adolescent shame proneness -  the Adolescent 
Shame-Proneness Scale.
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Development of the Adolescent Shame-Proneness Scale (ASPS)
As noted, theoretical models of self-conscious emotion such as the cognitive-attributional 
model (Lewis, 1995) can guide the development of shame-specific assessment tools. Regarding the 
measurement of shame-related thoughts, it is necessary to tap global negative self-evaluative 
comments (both evaluations made by the self and the perceived evaluations of others) and ideas 
about wanting to hide or disappear. These dimensions differentiate shame from guilt where, in the 
latter, the evaluation is more discrete and the motivation is approach rather than avoidance. 
Consequently, shame-related thoughts from the content analysis above pertaining to global negative 
self-evaluation and wishes to disappear were considered appropriate to include in the measure. 
Other thoughts were not considered as useful because they were considered unlikely to be specific 
to shame; specifically, thoughts reflecting regret or self-blame given these thoughts likely arise also 
in the context of guilt. Indeed, regret is typically part of the evaluation of ones role in a particular 
event and, although it may be a part of shame, we considered that it was not a part that 
differentiates it from guilt.
With regard to shame-related feelings, theoretical and empirical work suggests that a feeling 
of anger towards others may be an aspect of shame but is not an aspect of guilt. Additionally, 
feelings would expect to be consistent with global shame-related cognitions and reflect more 
intense and widespread affect such as feeling worthless or small. Embarrassment, being a milder 
form of shame, would also be expected to be reported and, indeed, might be a more familiar or easy 
language for young people. Consequently, it was considered appropriate to include these feelings 
from the content analysis in the measure. In addition, feelings of disappointment, sadness and 
frustration were also considered useful to include as well as a more diffuse sense of internal 
discomfort. Although these feelings might be a part of both shame and guilt, we considered that a 
focus only on feelings of anger, embarrassment and worthlessness might unduly limit the 
assessment of shame-relevant affect. Regarding shame-related behaviours, it seemed particularly 
critical to include the behavioural expression of anger or aggression as this is lacking from other 
measures and is a critical factor in distinguishing shame and guilt. Additionally, behaviours reflecting 
an urge to hide or disappear were also considered relevant.
The content analysis of interviews and the decision-making process outlined above resulted 
in the development of 30 items representing cognitive (11 items), affective (9 items) and 
behavioural (10 items) responses to shame-provoking situations. To facilitate respondent 
engagement with the semi-idiographic component of the measure, in the instructions to the ASPS
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we provided respondents with some of the most representative situations from the interviews as 
examples of experiences that might provoke shame. These situations reflected being both the 
subject and object of the experience and were: being bullied, making a mistake in front of the class, 
doing badly in a test, family lacking the means to buy new gadgets/fashionable clothes, and being 
horrible about a friend. The ASPS requires respondents to think of up to three recent situations 
where they have experienced shame (writing them down on the questionnaire is optional). 
Respondents are then asked to rate the 30 questionnaire items thinking of how they generally 
respond to these focal situations collectively. That is, the 30 items tap how a respondent generally 
experiences shaming situations (i.e. items are not rated for each different scenario). A four-point 
rating scale is used as follows: 0 -  not at all, 1 - a  little bit, 2 -  quite a bit, 3 - a lot. The twelve young 
people who took part in the interviews were invited to attend a group discussion to ascertain their 
views on the measure. Participants found the questionnaire and the instructions to it easy to 
understand.
Study 2: Factor Structure, Reliability and Validity 
The main aim of Study 2 was to explore the factor structure, internal reliability and validity of 
the 30-item ASPS. To assess validity, we hypothesized that the ASPS would correlate positively with 
an existing measure of adolescent shame-proneness. In addition, we also expected that ASPS scores 
would correlate positively with an adolescent measure of guilt, given the overlap between these 
emotions. However, we expected the size of this correlation would indicate that the ASPS measured 
something related to but distinct from guilt. We further expected ASPS scores to correlate positively 
with measures of trait anger and both anger expression and anger suppression. Previous work by 
Tangney, Wagner, Hill-Barlow, Marshall and Gramzow (1996) suggests that shame-prone individuals 
can have both a tendency to direct anger inwards (i.e. suppression) possibly due to the perceived 
unacceptability of anger, and also to express anger outwardly towards others as a means of 
distancing themselves from this unpleasant emotion. We further expected that higher scores on 
items that assess humiliated fury would correlate negatively with scores on a measure of the ability 
to control anger. Due to the negative self-evaluation and appraisal in those who are shame-prone, 
we also hypothesized that young people with lower self-esteem would have higher shame-proneness 
scores. Tangney and Dearing (2002) reported a moderate inverse relationship between self-esteem  
and shame in adults using the TOSCA (r=-.42) and in adolescents using the TOSCA-A (r=-.48). 
Additionally, we expected that ASPS scores would correlate with negative affect but would not be 
correlated with a measure of positive affect given that, conceptually, the presence of shame does not 
imply the absence of general positive affect. Internal reliability was also assessed using Cron bach's
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alpha analysis. Study 2 also allowed us to again assess young people's ability to generate shame- 
provoking situations, this time, as part of completing the measure and in a larger sample than in 
Study 1.
Method
Participants and Design
A cross-sectional survey design was used to assess the factor structure, reliability and validity 
of the 30-item ASPS in a non-clinical sample of young people. Students from three co-education 
secondary schools in England participated. Information packs were distributed to students aged 11 
to 16 years (n=500). Written consent to participate, from both young person and a parent, was 
received for 71 of these students (14.2%). Another 20 young people completed the measures in an 
online survey that they accessed via an email advert sent to staff in a university in Southern England. 
Of the 91 surveys returned, two were not useable due to missing data. The final sample (n=89) 
comprised 56 girls (62.9%) and 33 boys. Participants were aged between 11 and 16 years (mean 
13.55, SD 1.46). Ethnicity data were not collected.
Validity Measures
Test of Self-Conscious Affect fo r Adolescents (TOSCA-A; Tangney et al., 1991)
The TOSCA-A is a scenario-based measure of self-conscious emotions (shame, guilt, pride, 
externalization of blame and detachment/unconcern). It is a widely used measure of adolescent 
shame and guilt and, in the current study, only these two subscales were utilized. In this measure, 
participants are presented with 15 scenarios followed by single items for each scenario assessing 
shame and guilt responses. Items are rated on a 5-point scale ranging from 1 {not at all likely) to 5 
{very likely). Tangney and Dearing (2002) report alpha reliabilities ranging between .77 and .84 for 
both the shame and guilt scales. In the current study, Cronbach's alpha was .82 for the shame scale 
and .85 for the guilt scale.
Positive and Negative Affect Schedule for Children (PANAS-C; Laurent et al., 1999)
The PANAS-C is a 27-item questionnaire measuring extent of positive (12 items) and negative 
affect (15 items) felt over the past few weeks in young people aged 10 to 18 years. The items consist 
of single words indicating affect (e.g. happy, upset) and are rated on a 4-point scale ranging from 1 
{not much or not at all) to 4 {a lot). Laurent et al. (1999) report Cronbach'a alpha of 0.90 and 0.89 
for positive affect and 0.94 and 0.92 for negative affect in two groups of school children aged 9 to 14
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years old. In the current study Cronbach's alpha was .89 for positive affect and .90 for negative 
affect.
Rosenberg Self-Esteem Scale (RSES; Rosenberg, 1965)
The RSES is a widely used 10-item measure of global self-esteem that is suitable for use with 
adolescents. The 10 items are scored on a 4-point scale ranging from 0 {strongly disagree) to 3 
{strongly agree). After conducting appropriate item reversals, the 10 items are summed give a total 
score with higher scores indicating greater self-esteem. A sizeable evidence base attests to the 
measure's reliability and validity. In the current study, Cronbach's alpha was .86.
Anger Expression Scale for Children (AESC; Steele et al., 2009)
The AESC is a 26-item self-report measure designed to assess anger in young people aged 7 
to 17 years. Four subscales assess: trait anger (e.g. "I have a bad temper"), anger expression (e.g. "I 
slam doors or stomp my feet"), anger suppression (e.g. "I keep it to myself") and anger control (e.g. 
"I control my temper"). Each item on the AESC is scored on a 4-point scale ranging from 1 {almost 
never) to 4 {almost always). The reliability and validity of the AESC was explored by Steele et al. 
(2009) in a sample of healthy children and children with chronic illnesses. Internal consistencies 
were: trait anger; a  = .84, anger expression; a  = .69, anger suppression a  = .71 and anger control a  = 
.79. Test-retest reliability was found to be adequate with the trait anger scale showing the greatest 
stability over time. Scores on the AESC have been found to correlate positively with other parent and 
child reports of aggression, anger and hostility (Steele et al., 2009). In the current study, Cronbach's 
alpha was .85 for trait anxiety, .75 for anger expression, .83 for anger control and .78 for anger 
suppression.
Procedure
The study protocol was reviewed and approved by the host university's ethics committee. 
Potential participants were given an information sheet, a consent form, letter for their parents and a 
parent consent form. For participants completing the study online, these materials were attached to 
an email advertisement sent to staff at a university in Southern England. Participants either returned 
the questionnaires by post (n=71) or submitted them via the online survey system (n=20).
Results
Exploratory Factor Analysis
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Data from two of the 89 participants were not included due to extreme scores on all the 
measures that made us question the validity of the participants' responses. Principle Axis Factoring 
(RAF) with oblique rotation (direct oblimin) was conducted to examine the underlying structure of 
the ASPS Visual inspection of the distribution of the ASPS items did not suggest that any item should 
not enter the factor analysis. The Kaiser-Meyer-Olkin measure of sampling adequacy gave a value of 
0.83, exceeding the recommended value of .6 (Kaiser, 1960). Bartlett's Test of Sphericity was highly 
significant (pcO.OOl). Most of the inter-item correlations were above 0.3 but were not above 0.8, 
and the determinant was >.00001, suggesting no problems with multicollinearity or singularity. 
Overall, these analyses indicated that factor analysis was appropriate with this dataset.
The initial analysis indicated seven factors with eigenvalues exceeding 1, explaining 68.95% 
of the variance. Follow-up inspection of the scree plot suggested the extraction of three factors. 
Therefore, the exploratory factor analysis was re-run extracting three factors. The extracted three- 
factor solution explained a total of 53.21% of the variance (Factor 1 contributing 33.69%, Factor 2 - 
12.57% and Factor 3 - 6.95%). The rotated solution obtained three distinct dimensions based on item 
content and all were marked by at least five items. The criterion for inclusion of an item in a factor 
was set at 0.512 in line with recommendations made by Stevens (1992). Eight items did not load at 
this level on any factor and were subsequently omitted resulting in a total of 22 items retained. 
Factor 1 (11 items) was labelled 'Negative Self Evaluation'; Factor 2 (6 items) was labelled 
'Humiliated Fury'; and. Factor 3 (5 items) was labelled 'Internal Affect'. Table 1 presents the factor 
loadings and descriptive statistics for all 30 items.
Table 1: 30-item ASPS factor loadings and Cronbach's alpha* for the three factors
Negative Self Humiliated Internal Affect
Evaluation Fury (a  .82)
ASPS item (a  .90) (a  .82)
Items loading on a single factor at >.512
Other people must think 1 am nasty .757 .140 -.132
1 am stupid .714 .063 .079
l a ma  nasty person .664 .017 .106
1 am no good .663 -.143 .242
It is better if 1 was not around .658 .165 .108
1 wanted to hurt myself .647 .268 -.123
1 felt worthless and small .636 -.134 .196
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Other people must think 1 am no good .589 -.134 .311
Other people must think 1 am stupid .567 -.080 .124
No one likes me .566 .187 .131
1 have let other people down .534 -.363 .027
1 wanted to seek revenge -.028 .776 -.077
1 felt angry at other people -.120 .704 .176
1 wanted to hurt someone else .237 .690 -.207
1 wanted to punch walls or break things .065 .620 .158
1 wanted to scream and shout .040 .524 .421
1 wanted to destroy other people's .453 .521 -.284
belongings
1 felt sad -.048 -.138 .731
1 felt frustrated -.085 .257 .711
1 had a horrible feeling inside .046 .049 .683
1 felt disappointed .166 -.247 .599
1 felt embarrassed .158 -.126 .565
Items not loading at >.512
1 wanted to change who 1 was .422 .164 .252
1 wanted to cry .338 .145 .358
1 can't cope .322 .399 .391
1 wanted to build up a front or cover .155 .136 .473
1 wanted to be on my own .154 .113 .473
1 have let myself down .458 -.301 .188
1 felt worried .085 -.075 .409
1 felt angry at myself .232 .093 .463
*Alpha based only on those items loading >.512
The factor correlation matrix indicated the Negative Self Evaluation scale was strongly and 
positively correlated with Internalized Affect (.50) and weakly positively correlated with Humiliated 
Fury (.17). There was almost no correlation between Internalized Affect and Humiliated Fury (.02). 
Some items whilst not loading on more than one factor at the pre-defined level of .512 did load 
highly on another factor (e.g. I wanted to scream and shout, I wanted to damage other people's 
belongings). Given the pattern of scale correlations, a total ASPS index was not derived; instead, the
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relevant items in each of the three scales were summed to give three separate indices of shame- 
proneness.
Concurrent Validity
Table 2: Pearson's correlations between ASPS and TOSCA-A scales (n=87)
TOSCA-A Shame TOSCA-A Guilt
ASPS Negative Self Evaluation .47, p<.001 .29, p=.006
ASPS Humiliated Fury .09, p=.429 -.16, p=.130
ASPS Internalized Affect .35, p=.001 .29, p=.005
ASPS Negative Self Evaluation and TOSCA shame scores were strongly and positively 
correlated whilst the correlation between Internalized Affect and TOSCA scores was moderate 
although positive, as expected. Of note was the very small overlap between the TOSCA-A and the 
Humiliated Fury scale of the ASPS. This might be expected given that the TOSCA-A does not tap this 
aspect of shame and that, conceptually, humiliated fury might be reported by respondents who tend 
to bypass the negative self-evaluative and affective aspects of shame. There was a moderate 
positive correlation between ASPS Negative Self Evaluation and Internalized Affect and scores on the 
TOSCA-A guilt subscale. In contrast, the ASPS Humiliated Fury scale was inversely correlated with 
TOSCA-A guilt although the effect was small. An inverse relationship would be expected given that 
guilt is proposed to inhibit aggression or anger. Taken together, these findings suggest that the ASPS 
is measuring something related to, but distinct from, guilt. In contrast the correlation between 
TOSCA-A shame and TOSCA-A guilt scores was strong (r=.57, pc.OOl). The stronger correlation 
between the TOSCA-A shame and guilt compared with that between ASPS shame and TOSCA-A guilt 
may be due to common method variance. The implication for assessing concurrent validity, 
however, is that if the TOSCA-A shame and guilt scales overlap considerably, this might explain the 
somewhat lower than expected correlations between the ASPS and TOSCA-A shame scale.
Convergent Validity
Table 3: Pearson's correlations between ASPS scales and measures of affect and self-esteem
Negative Self 
Evaluation
Humiliated Fury Internalized Affect
Rosenberg Self-Esteem -.55 -.35 -.28
p<.001 p=.001 p=.009
AESC Trait Anger .32 .52 .31
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p=.003 p<.001 p=.OO4
AESC Anger Expression .22 .49 .10
p=.04 p<.001 p=.342
AESC Anger Control -.08 -.27 .18
p=.461 p=.013 p=.103
AESC Anger Suppression .26 .03 .27
p=.015 p=.792 p=.011
PANAS Negative Affect .47 .44 .41
p<.001 pc.OOl pc.OOl
PANAS Positive Affect -.20 -.15 .12
p=.063 p=.152 p=.249
ASPS scales were negatively correlated with self-esteem with Negative Self Evaluation 
showing the strongest effect as might be expected given this dimension focuses on self-assessment. 
There was a positive correlation between trait anger and anger expression and ASPS scales. Of note 
was the strong correlation between anger expression and the Humiliated Fury. The hypothesis that 
anger control would be inversely correlated with the Humiliated Fury was supported. Consistent 
with this finding, anger suppression was correlated positively with Negative Self Evaluation and 
Internalized Affect but not Humiliated Fury. All ASPS scales exhibited a moderate to strong positive 
correlation with negative affect but there was little evidence of a relationship between positive 
affect and ASPS scores. As might be expected, the inverse relationship with positive affect was 
strongest for Negative Self Evaluation.
Analysis of Self-Generated Shame Situations
ASPS instructions ask respondents to think of three situations in which they have recently 
felt shame. Participants are asked to write these down, although this was optional. The absence of 
writing situations does not automatically imply an inability to think of relevant situations since it may 
also reflect a reluctance to put them in writing. Regarding number of scenarios written down, 52 of 
87 participants (59.8%) wrote down 3 situations, 15 (17.2%) wrote 2, 9 (10.3%) wrote 1, and 11 
(12.6%) did not write any down. There was a significant moderate association between gender and 
writing down scenarios %^(3)=9.55, p=.023, Cramer's V=.33. Boys wrote down fewer situations than 
girls. Age was not related to writing down scenarios (F(3,83) = 1.01, p=.391, r|2=.03). It is an 
interesting question whether those participants who could write down more situations would report 
more shame (i.e. they experience more situations in everyday life as shaming and hence have a
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greater accessibility to these). Equally, an absence of writing down shaming situations might reflect 
greater sensitivity about these situations. Respondents who wrote down either 0, 1, 2 or 3 
situations were compared on each of the ASPS scales using Oneway ANOVA. Plots and tests of 
normality indicated the use of parametric tests was appropriate and Levene's test suggested 
equality of variances. For Negative Self Evaluation there was no evidence of a difference between 
groups (F(3,83)=1.42, p=.241, rf=-05) as was the case for Humiliated Fury (F(3,83)=.62, p=.606, 
n2=.02). There was some evidence of a relationship between the number of situations written down 
and Internalized Affect (F(3,83)=3.89, p=.012, r\2= .l l) .  However, Bonferroni post-hoc paired 
comparisons were all p>.06. The means suggested no clear pattern: 0 situations (mean 6.00, SD 
4.28, n = ll) , 1 situation (mean 8.88, SD 2.20, n=9), 2 situations (mean 6.4, SD 2.74, n=15), and 3 
situations (mean 8.9, SD 3.46, n=52).
The 195 situations supplied were classified using the coding scheme reported in Study 1. 
There were no situations that could not be placed within this scheme. As in Study 1, most of the 
situations were classified as actions that involve breaching or not meeting personal or societal 
standards of conduct or one's own personal expectations for achievement (150 of 195; 76.9%). In 
contrast to Study 1, the next most frequent class of situations was being subject to the behaviour or 
actions of others (38 of 195; 19.5%). Again, however, the data indicate that shame arising from the 
actions of others represents a sizeable proportion of situations. Characteristics indicating something 
negative about one's appearance or social status were mentioned 7 times (3.6%). This frequency 
was much lower than in the interview study.
Discussion
Study 2 provides evidence for the reliability and validity the ASPS. Negative Self Evaluation 
and Internalized Affect scores correlated positively with TOSCA-A shame scores and showed 
predicted associations with theoretically related variables. The correlations with the TOSCA-A shame 
were perhaps lower than anticipated but this might reflect the overlap between TOSCA-A shame and 
guilt scores in this sample. The data support the potential contribution of the ASPS to measurement 
options in this area by showing that the ASPS taps an aspect of shame (humiliated fury) that is not 
tapped by the TOSCA-A. Additionally, the overlap between ASPS scales and the TOSCA-A guilt scale is 
weaker than that between the TOSCA-A shame and guilt. The findings with respect to anger control 
are also important in that this aspect was inversely correlated with the Humiliated Fury scale only. 
Scales that do not assess this aspect of shame might erroneously conclude that problems with anger 
control are unrelated to shame-proneness. The data from Study 2 further support the idea that
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young people can readily generate shame-related situations. The classification scheme reported in 
Study 1 was replicated in Study 2. Again, violation of standards was the most common category of 
situation although a sizeable number of situations involved being the subject of negative acts from 
others. The finding that girls wrote down significantly more situations then boys might reflect the 
conceptual literature that girls are socialized to experience shame more than boys (Lewis, 1995) or it 
might reflect greater reluctance on the part of boys to write down shaming situations.
Study 3: Confirmatory Factor Analysis 
The principal aim of Study 3 was to test whether the ASPS three-factor model derived in 
Study 2 could be validated with a larger sample using Confirmatory Factor Analysis (CFA). The data 
utilized in the CFA were collected in four separate studies conducted by five of the authors that all 
utilized the ASPS to test hypotheses regarding the relationship between shame-proneness and 
mental wellbeing in adolescents. All four studies also utilized the Rosenberg Self-Esteem Scale (RSES; 
as reported in Study 2). Each of the four studies had different overarching aims and, therefore, the 
other measures used across these studies varied. For the purpose of providing further validation 
data to that presented in Study 2, and in addition to the RSES, data from the following measures 
from across the four studies was used: the Test of Self-Conscious Affect -  Adolescent shame and 
guilt subscales (TOSCA-A; as described in Study 2; utilized in one study); the Positive and Negative 
Affect Schedule (PANAS; as described in Study 2; utilized in one study); the Anger Expression Scale 
for Children (AESC; as described in Study 2; utilized in two studies); and, the Patient Health 
Questionnaire for Adolescents (PHQ-A; utilized in two studies). The PHQ-A (Johnson, Harris, Spitzer 
& Williams, 2002) assesses the frequency of depressive symptoms in adolescents. It contains nine 
items that are rated using on a 4-point Like it scale from 0 {not at all) to 3 {nearly everyday). The sum 
of these items creates a total depressive symptom score with higher scores indicating higher levels 
of depressive symptoms. The PHQ-A has been reported to have good convergent and diagnostic 
validity in adolescents (Johnson et a i, 2002).
Method
Participants and Design
Across the four studies, a total of 1385 participants aged between 11 and 18 years were 
recruited from secondary schools (n=1196), sixth form colleges (n=182) via staff from one university 
(n=7) in England. All secondary school students and 141 of the sixth form college students 
completed the measures in pen and paper format in groups during class time. The remaining 41 
sixth form college students and those participants recruited via university staff completed the
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measures via an online survey system hosted at the university. Of the 1385 participants, 743 were 
boys (53.6%), 624 were girls (45.1%) and 18 (1.3%) did not supply this information. The sample 
mean age was 15.09 (SD 1.69). Regarding ethnic category endorsement, 933 (67.4%) endorsed 
White British/White Other, 63 (4.5%) Asian/Asian British, 56 (4%) Black/Black British, 48 (3.5%) 
Mixed, 35 (2.5%) Other, 109 (7.9%) declined to respond or left the question blank, and for 141 
(10.2%) ethnicity data were not collected.
The first of the four studies conducted utilized the 22-item ASPS. Initial analysis of ASPS 
items from this study indicated a floor effect on three items ('I wanted to hurt myself, 7 wanted to 
hurt someone else' and 7 wanted to destroy other people's belongings'). More than three-quarters of 
respondents endorsed either 'O' or T  for these items. It is not possible to know whether these 
items were unrepresentative of the experience of shame in this sample or whether participants did 
not want to endorse these items due to social desirability concerns. However, given that 
questionnaire items should be face valid and tolerable, able to discriminate between respondents, 
and that measures should be of a length to make their use pragmatic, these items were not included 
in the ASPS in the subsequent three studies. Therefore, CFA was conducted on 19 ASPS items.
Confirmatory factor analysis
Only those participants providing complete data on the ASPS were included in the CFA. Of 
the 1385 participants, 221 had one or more incomplete items on the ASPS. Therefore, the total 
analysis sample size was 1164. The gender composition of this sample differed slightly from the full 
sample (50.9% boys). The mean age was 15.26 (SD 1.65). A CFA model was estimated using 
maximum likelihood estimation with the 19 ASPS items as indicators of the three factors as 
proposed by the findings from Study 2 and Table 1. Following Hu and Bentler (1999) we assessed 
goodness of fit against criterion values close to RMSEA < .06, SRMR < .8, CFI >.95 and NNFI(TLI) > .95. 
We also report normal theory x2 though with large samples these figures are likely to be significant 
at p<.05 even when other fit indices are suggesting reasonable fit. This analysis yielded fit indices of 
RMSEA = .09, SRMR .06, CFI = .97 and NNFI = .96 with %2(149) = 1493.82 suggesting good fit on three 
of the indices but with indications of some possible misspecification.
Inspection of the model diagnostic statistics suggested that all items were loaded on their 
respective factors as predicted but the modification indices suggested some misspecification relating 
to correlated item residuals. These suggested that the residual terms relating to the items 'Other 
people must think I am nasty' and 7 am a nasty person' were correlated (Ml = 235.64) and similarly
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the residual terms for the items 'Other people must think I am stupid' and 7 am stupid' (Ml = 67.12). 
Re-specifying models to contain correlated residual terms requires that there be some rationale for 
their inclusion. In this case both pairs of items refer to the same very specific negative self-evaluative 
characteristics (nastiness and stupidity) and it seems likely that these items share variance partially 
because of the use of these terms.
The model was re-run with the above residual terms permitted to correlate. This lead to 
substantial improved fit in terms of x2 (x2(147) = 1170.68, A x2(2) = 326.14, p< .001) and relatively 
small improvements in terms of the other fit indices (RMSEA = .08, SRMR = .05, CFI = .98 and NNFI = 
.97). Further modifications to the model could lead to minor improvements in the model fit but 
these were not made as there was no clear substantive rationale for doing so. The correlations 
between the factors were as follows: Negative Self Evaluation vs. Humiliated Fury = .54; Negative 
Self Evaluation vs. Internalized Affect = .84 and Humiliated Fury vs. Internalized Affect = .54. These 
analyses lend support the three factor model underlying the ASPS.
Concurrent validity -  correlations with TOSCA-A shame and guilt scales
Two hundred and ninety participants provided complete TOSCA-A data. The correlation 
between TOSCA-A shame and guilt scales was strong and positive (r=.48, pc.OOl). As in Study 2, the 
overlap between TOSCA-A shame and guilt scores was higher than that between ASPS and TOSCA-A 
guilt scores. Correlations between the ASPS scales and the TOSCA-A are shown in Table 5.
Table 5: Pearson's correlations between ASPS and TOSCA-A scales
TOSCA-A Shame 
(a .85)
TOSCA-A Guilt 
(a .83)
ASPS Negative Self Evaluation .52, p<.001 .27, p<.001
ASPS Humiliated Fury .23, p<.001 -.01, p<.001
ASPS Internalized Affect .43, p<.001 .36, p<.001
As expected given their relatedness, there was some overlap between ASPS and TOSCA-A 
guilt scores but the strength of the effect supports a conclusion that they measure related yet 
distinct concepts. Of note, was the almost zero correlation between the Humiliated Fury and 
TOSCA-A guilt. This would be expected given that shame, but not guilt, is theorised to be associated 
with an angry or aggressive response. Broadly, these findings add to those reported in Study 2 and 
provide stronger concurrent validity evidence for the ASPS.
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Convergent validity -  correlations with self-esteem, anger and affect measures
As noted above, all four studies utilized the Rosenberg Self-Esteem Scale (RSES). Measures 
of other variables were not used across every study. Therefore, in Table 6, analysis sample sizes 
differ per measure. Only participants with complete data on each measure were used in the 
analyses. Given the large sample sizes in each analysis and the likelihood of detecting statistically 
significant but trivial departures from normality, histograms were used to examine the distribution 
of the data. The RSES was normally distributed as was the ASPS Internalized Affect scale and the 
AESC Trait, Control and Suppression scales. The ASPS Negative Self Evaluation and Humiliated Fury 
scales were positively skewed, as were the AESC Suppression and PHQ-A Depression scores, but not 
markedly.
Table 6: Pearson's correlations between ASPS scales and measures self-esteem, anger and affect
Negative Self Humiliated Internalized
Evaluation Fury Affect
Rosenberg Self-Esteem -.52 -.28 -.36
n=1073 p<.001 pc.OOl pc.OOl
AESC Trait Anger .44 .58 .37
n=473 p<.001 pc.OOl pc.OOl
AESC Anger Expression .31 .52 .26
n=452 pc.OOl pc.OOl pc.OOl
AESC Anger Control .07 -.29 .02
n=461 p=.113 pc.OOl p=.707
AESC Anger Suppression .26 .11 .26
n=460 pc.OOl p=.018 pc.OOl
PANAS Negative Affect .65 .51 .54
n=265 pc.OOl pc.OOl pc.OOl
PANAS Positive Affect -.07 .02 .04
n=276 p=.652 p=.746 p=.300
PHQ-A Depressive Symptoms .56 .41 .41
n=289 pc.OOl pc.OOl pc.OOl
The findings in Table 6 replicate those in Study 2. All ASPS scales were negatively correlated 
with self-esteem with moderate to strong effect sizes. Trait anger and anger expression were 
positively correlated with shame scales with the effect being strongest for the Humiliated Fury scale.
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As in Study 2, anger suppression was moderately positively correlated with shame scores except for 
Humiliated Fury where the effect was weaker. In contrast, anger control was only correlated with 
Humiliated Fury with a moderate inverse relationship demonstrated. As in Study 2, negative affect 
shared a strong positive relationship with shame. Study 3 also builds on Study 2 by utilizing another 
measure of negative affect -  the PHQ-A depression scale. Findings were consistent with the PANAS 
negative affect scale and show moderate to strong positive correlations with the shame scales. In 
Study 3, the prediction that positive affect would not be correlated with shame was more strongly 
supported than in Study 2. The correlations in Table 6 indicate no evidence of a relationship.
Discussion
In a large sample of adolescents aged 11 to 18 years, the ASPS three-factor model derived in 
Study 2 was validated in Study 3 using Confirmatory Factor Analysis (CFA). ASPS scores correlated 
significantly and in the expected direction with existing measures of shame-proneness, anger, 
negative affect and self-esteem. The analysis supported the contention that the facets of shame 
that the ASPS measures are related to, but sufficiently distinct, from guilt scores.
General Discussion
The ASPS was designed to tap cognitive, behavioural and affective dimensions of shame in 
line with the cognitive-attributional model. Negative Self Evaluation is the strongest factor and 
encompasses negative evaluations made either by oneself or others. This emphasis is commensurate 
with the cognitive-attributional literature on shame since it is broadly conceptualised as an 
experience that is triggered by negative attributions about the self when a perceived standard is 
violated (Lewis, 1992). Importantly, the Negative Self Evaluation scale captures both internal (7 am 
a nasty person') and external {'Other people must think I am no good') dimensions of shame both of 
which are proposed to comprise the negative self-evaluative component of this emotion. The 
Humiliated Fury scale operationalizes another central aspect common to models of shame (Lewis, 
1971) - feelings of anger towards others and expressions of aggression. Due to the semi-idiographic 
nature of the measure, these items tap into aggression or anger felt in response to specific and 
personally-relevant experiences of shame rather than a general propensity to feel or express anger. 
As would be expected though, the correlation with anger indices indicates that those who are higher 
in trait anger and who tend to respond in an unhelpful way to anger indicate a greater propensity to 
respond with feelings of anger or outward expressions of it when they experience personally- 
relevant shaming experiences. Overall, the Humiliated Fury scale may be useful in assessing
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theoretical models of shame that propose that shame might be bypassed and transformed into a 
more personally acceptable emotion such as anger.
Models of shame underscore the painful affective consequences of failing to meet perceived 
standards. The Internalized Affect scale assesses this quality of the shame experience. However, 
these consequences are likely common to both shame and guilt given that both emotions arrive 
from perceived failings. This raises a question about the specificity of the Internalized Affect scale to 
shame. The Negative Self Evaluation scale taps global self-defectiveness and, as such, this is 
conceptually consistent with shame and not guilt (where personal failure is seen as situation-specific 
and unstable rather than global and stable). Further, the Humiliated Fury scale maps onto shame 
but not guilt phenomenology as the latter prompts the making of amends against the perceived 
injured party rather than avoidance of culpability and transformation into aggression. However, 
feelings of sadness, personal disappointment and feeling internally 'horrible' are doubtless part of 
both shame and guilt. Whilst the full operationalization of shame must include these aspects, we 
cannot claim this affect is specific to shame. The higher correlation between guilt and the 
Internalized Affect scale than for the other scales supports this interpretation. Thus, whilst 
cognitions and behaviours might well be distinct between shame and guilt, affective correlates might 
be similar.
The data from Studies 2 and 3 suggest that the ASPS scales correlate positively with the 
TOSCA-A shame subscale. The strength of the correlations suggest that whilst the ASPS and the 
TOSCA measure a similar construct, the correlations are not so high as to suggest that the measures 
are equivalent. A case can therefore be made that the ASPS is a useful supplement to existing 
measures for adolescents. The ASPS adds to measurement options in this area by tapping the 
external evaluative dimensions of shame and also the potential for shame to be associated with 
aggression. Correlations with the TOSCA-A also suggest that ASPS scores are related to but distinct 
from guilt. In fact, the correlation between the TOSCA shame and guilt scales was higher than that 
between the ASPS and the TOSCA guilt. Furthermore, whilst the TOSCA guilt correlated with the 
Negative Self Evaluation and Internalised Affect scales of the ASPS, it did not correlate with the 
Humiliated Fury scale. From a theoretical standpoint this would be expected given the proposed 
differences between the behavioural consequences of guilt and shame. Shame is associated with 
anger and aggression whereas, in contrast, guilt prompts apology and reparative acts. As expected, 
the studies reported here show a consistent positive correlation between ASPS scores and negative
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affect and an inverse relationship with self-esteem. Predicted associations were also found with 
indices of anger.
Given its semi-idiographic design, the ASPS does not constrain responses to specific cultural 
contexts. This potentially makes it more translatable to other settings and participant groups than 
scenario-based measured. However, further research is necessary to assess whether the cognitive, 
affective and behavioural manifestations of shame tapped by the ASPS are relevant to young people 
from other cultural groups. The respondents in the current studies were predominantly White 
British in ethnicity. A further criticism of the ASPS might be that, since respondents are asked to 
bring to mind a number of shame experiences, this masks shame proneness in relation to specific 
domains of life. However, the ASPS assesses the tendency to experience shame across a range of 
personally-relevant situations and, in this respect, is similar to the TOSCA but is not bound to 
predefined situations that might have less salience for respondents.
Future work is needed to establish temporal stability of the ASPS scales. Furthermore, 
evidence of the ASPS' utility would be advanced by examining its potential to capture therapeutic 
change over time. Broadly, self-compassion refers to the ability to show oneself kindness and 
understanding in the face of pain or failure and to take a more mindful and accepting approach to 
difficult thoughts and feelings (Neff, 2003). Findings by Leary et al. (2007) suggest that individuals 
with high levels of self-compassion experience less distress and defensiveness when attributing 
negative events to their personal characteristics. Therefore, self-compassion is an adaptive way of 
relating to the self and one that is proposed to change an individual's relationship to their self- 
evaluations (Leary et al., 2007; Neff & McGehee, 2010). A self-compassionate style might moderate 
the relationship between feeling one has failed to fulfill one's standards and subsequent negative 
emotions such as shame. If self-compassion involves tolerance in the face of not meeting ones 
standards then it would seem like an appropriate antidote to shame-proneness. Indeed, research 
indicates that high levels of self-compassion may help to counter shame and self-criticism (Gilbert 
and Procter, 2006). The ASPS might contribute usefully to the evaluation of outcomes in 
compassion-focussed work with young people.
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Substance use in young people
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Study rationale
• Using alcohol between the ages of 14 and 16 
increases the risk of alcohol-related problems in later
between shame and substance misuse in adolescents
indications that
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The current study
• To look at what aspects of shame are associated with
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this association
® Participants aged 14-18 recruited from four schools 
and colleges
• N = 672
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Demographic data
Age: Mean 17.0 15.0
Ethnicity: N (%}
- Black 6 (2.4) 47 (11.2)
- White 199 (78.3) 276 (66.0)
- Asian 25 (9.8) 30 (7.2)
- Other 24 (9.4) 42 (10.0)
Sexuality: N (%)
- Gay 1(0.4) 12 (2.9)
- Straight 242 (95.3) 388 (92.8)
- Bisexual 10 (3.9) 6(1 .4)
Religion: ÎS1 {%)
- Any 135 (53.1) 313 (74.9)
- None 115 (45.3) 76 (18.2)
- Other 3 (1.2) 8 (1.9)
*  = p <  0.05 (statistically significant difference)
0.000*
0.000*
0.000*
0.000*
Initial results
-K' Drink more |! | i|te |  
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Males
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Associations across groups
• Shame strongly negatively correlated with self­
compassion and self-esteem
* Impulsivity associated with substance use
Females
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f | # e l s '
* High shame associated  ^
with problematic alcohol 
use
* Self-compassion and self­
esteem negatively 
correlated with 
problematic substance
use
Males
shame and the number of
# l 0 # p l / d j n ^ ^
associated
Shame not associated 
with problematic 
drug/alcohol use
No association between 
self-compassion/self- 
esteem and problematic 
substance use
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Next steps
« To look at the relationships between the factors
• To what extent do high self-esteem and se|f- 
cpmpassipn^p^^^^^g^Bop|e from being 
vulnerable to substance use?
#  How much does impulsivity increase the risk?
Strengths and Limitations
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Conclusions
1 Initial findings may pose questions for further
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Substance use in young people
• 43-77% of 11-15 year-olds have drunk alcohol
• One-third are frequent drinkers
• 15% have been involved in antisocial behaviour 
during or after drinking (ias, 2010)
•  18% of British 11-15 year-olds report having used 
drugs (nhsic, 2011)
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development of shame
Maladaptive impulsive behaviours are significantly 
associated with feeling shameful
® Amongst college students alcohol use arose from a 
desire!to avoid unwanted feelings of isolation and 
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Study rationale
• Using alcohol between the ages of 14 and 16 
increases the risk of alcohol-related problems in later 
life fourfold (Grant & Dawson, 1997)
• Limited research investigating the predictive power 
of shame, self-esteem, self-compassion and 
impulsivity in substance misuse in adolescents
• Indications that gender and socioeconomic status 
may be important
Demographic data
W Ê IK IK K Ê X Ê ^ M ■ i i i i a i i i i i
Age: Mean 17.0 0.000*
Ethnicity: N (%)
- Black 6 (2 .4 ) 47(11.2) 0.000*
- White 199 (78.3) 276 (66.0)
- Asian 25 (9.8) 30 (7.2)
- Other 24 (9.4) 42 (10.0)
. . . .  
Sexuality: N (%)
- Gay 
Straight
1 (0.4) 
242 (95.3)
12(2.9) 
388 (92.8)
0.000*
- Bisexual 10 (3.9) 6 (1.4)
Religion: N (%)
- Any 135 (53.1) 313 (74.9) 0.000*
- None 115 (45.3) 76 (18.2)
- Other 3 (1.2) 8 (1.9)
* = p < 0.05 (statistically significant difference)
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Results: Alcohbl
fem ales;: -
- and sociai desim M ^ predicted 15% of the variance.
* Inclusion of self-esteem and impulsivity scores increased the 
variance explained by 13%.
* Inclusion of shame and self-compassion scores added a further 3%.
5 In the final model Urgency; Sensation-Seeking, Outward Expression 
and social desirability had significant predictive power,
M a i#
Age, SES and social desirability predicted 2% of the variance.
* Inclusion of self-esteem and impulsivity increased the variance
explained by 3%.
» Inclusion of shame and self<ompassiqn added a further ll% .
- In the final model, Negative Evaluation of Selfy self-esteem and 
Internalised Affect had significant predictive power,
R#ults: pfugs
Females
8% of the yariance was explained by age, SK and soqal desimb
* The addition of self-esteem and impulsivity explained an additional 
23% of the variance.
* Shame and self-compassion explained only an additional 3%.
* In the final model, only Urgency was a significant predictor.
M a i #
 ^ SES and social desirability explain of the variance.
* The addition of self-esteem and impulsivity explained an additional
* The inclusion of shame and self-compassion accounted for a further
« In the final model, age tended towards significance.
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Strengths and Limitations
Strengths- 
A large, multi-site study
The;fi@:!tutpto 
investigate the 
relationship between a 
:|lh p ::d E s e lf- iilc |p  
#ttbrs and substance 
use in this population
lim itations:
® Data taken at one time- 
point only
• Demographically 
different subgroups
• Significant levels of
pissing :dafa
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The MentifÊcstÊbn #
of  i nsom n i H I
what we actually do, 
and why it matters
 .
What we t h i n k d o
•  Reportedly ask 92% of referrals about the 
i quality of their sleep at initial assessment
•  Reportedly ask all those on the caseload 
about their sleep at follow-up appointments
•  Ask 93% of the caseload about their sleep at 
least once in every two contacts
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•  At assessment:
- 71% are asked about sleep
- 2% are asked specifically about symptoms related to 
insomnia
•  At follow-up:
- 70% discussed sleep with their CC at least once in 
the previous six months
. 30% of contacts involved some discussion of sleep
Insomnia # # # # § # #
Symptom Associated with insomnia?
Difficulty getting to sleep
Difficulty staying asleep 67%®
Waking up tired # 7 #
Daytime sleepiness*
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•  We’re not sure of all the diagnostic criteria 
associated with insomnia
e Either we don’t ask patients about sleep as 
often as we think we do, or we don't record 
having done so
W h y  o ' ; .  3 c  i '
# 0 #
Up to 35% of adults experience chronic insomnia 
(lasting >1 month)
Insomnia persists for over three years in around half 
of those diagnosed
Insomnia is a predictor of developing depression, 
can prolong an existing episode, and may be a risk 
factor in relapse
Insomnia is co-morbid in 69% of patients with a 
psychiatric diagnosis
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Mental Health in 
Adolescence
h At least 1 in 10 young people has experience 
of mental health problems
? Around 1 in 8 will self-harm
► Half of all adults with mental health problems 
report they started before the age of 1 8
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► Low mood/lrritability
► Becoming withdrawn
► Guilt/Feeling worthless
► Hopelessness
► Difficulties in concentration
► Self-neglect
► Changes in sleep/Eating
► Physical symptoms
► Low self-esteem
► Physically:
► Sick
► Shaky/Dizzy
► Increased heart rate
► Shortness o f breath
v ‘Butterflies’ in the stomach
► Emotionally:
► Upset
► Worried 
» Irritable
► Unable to relax
► Difficulty concentrating
OWnv:
Ooyow#*#
F
elFharm
Control
Relieving tension 
Punishment
► In the UK, 84% of 12-17 year-olds have drunk 
alcohol
► 36% are frequent drinkers
► 15% have been involved in antisocial behaviour 
during or after drinking
► 1.2 million alcohol-related hospital admissions in 
England in 2011
► 1.6 million are dependent on alcohol in the UK 
>. Each day, 36 young people are admitted to
hospital in England for alcohol-related conditions
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► 1 8% of British 11-15 year-olds report having 
used drugs
é 25% of 1 5 year-olds have done so in the past
► Unusual experiences or beliefs
► Less than l% of people develop a psychosis
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Treatment
► M erton and Kingston M ulti System ic Therapy (MST) 
Team
► Local services
► Psychological therapy
► M edication
► TAMHS
► Early Intervention T eam
► Sutton & M erton IAPT
► School- and U niversity -based  counselling
0800 77 66 00
0207 336 4800
k Merton Drug & Alcohol Action Team 
020 8545 4146 
safer.m e rto n@ me rt o n .gov. u k
V. Merton Youth Awareness Programme 
020 8640 9736 
myap@in-volve.co.uk
Resources
► www.talktofrank.com
r www.drinkaware.co.uk
i- Catch-22
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