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CHAPTER ONE

1. INTRODUCTION

Global surveillance, astronomical observatories, and many other optical
applications require large aperture optics. In these applications, there is demand for
higher resolution systems leading to even larger optical apertures with more stringent
system specifications. This demand creates technology pushes in the optics industry
including significant challenges in precision optical fabrication and testing.

The

requirements of optical testing methods are more demanding due to both more stringent
requirements defined by the modeling tools used to design and specify optical systems as
well as advancements in optical fabrication techniques. Not only are the optical testing
techniques used to qualify the performance of the optical systems to assure that the
specification are met, but they are also used as direct input into the final phases of the
optical fabrication processes. Over the past ten years, optical fabrication techniques used
in the production of precision optics have made significant improvements through the
implementation of deterministic processes. The deterministic processes use the precise
measurements of the optical surfaces or systems as direct input into the polishing process.
These processes cannot produce optical systems that are better than the test data feeding
the process.

As the demand for larger apertures increases, the optical manufacturing and
testing industry must scale these processes accordingly. New fabrication techniques are
being developed and implemented which allow these design requirements to be realized,
while exposing a significant need for an increase in the lateral spatial resolution of the
optical testing methods used to characterize the surface of the optics. The purpose of this
research is to develop and implement a method of increasing the lateral spatial resolution
of full aperture interferometric measurements. This will enable the characterization of
small features while acquiring full aperture surface measurements of large optical
surfaces.

The proposed method entails performing multiple measurements, using a

Fizeau interferometer, with sub-pixel lateral shifts between the optic under test and a
charged coupled device (CCD) detector. The measurements will be combined to create a
single measurement with higher lateral spatial resolution than the individual
measurements.

This method is called Sub-Pixel Spatial Resolution Interferometry

(SSRI).

1.1.

Specifications for High Quality Optics
The performance of an optical system can be quantified in many ways. Widely

accepted methods to quantify optical performance are the point spread function (PSF),
the encircled energy (EE) or the modulation transfer function (MTF). In the past, optical
component specifications typically consisted of a peak-to-valley (PV) and root-meansquare (RMS) for low-order surface error and an RMS in surface micro-roughness for the
high spatial frequency surface error. These surface errors could be modeled to predict
their effect on the imaging performance through the MTF. The specifications for optical
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components are now evolving as the demand for, and ability to fabricate, high precision
optical systems increases.

Current high precision optical applications, such as

photolithography, high energy laser research and high resolution remote imaging,
demand information not only about the amplitude of the surface error of optical
components, but also information about the spatial frequency content of the surface errors
to better predict and improve optical performance.

The form of the error can be

quantified by fitting Zernike polynomials to the data, by applying spatial band pass filters
to quantify the RMS surface error over defined spatial frequency bands, a technique that
is becoming increasingly popular [1,2], or by calculating the power spectral density
(PSD) of the surface or system [3,4,5]. The PSD of an optical surface can be calculated
by taking the square modulus of the Fourier transform of the surface as shown
graphically in the commonly referenced sketch by Harvey and Kotha [3] displayed in
Figure 1.

Figure 1 Graphical representation of the conversion of a surface profile to a surface
power spectrum as illustrated by Harvey and Kotha [3]
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The surface errors within different spatial frequency bands will have different
effects on the MTF of the optical system. A very general way to describe different types
of surface errors is low (figure), mid (ripple), and high (finish or micro-roughness) spatial
frequency errors. The three spatial frequency bands are described in a PSD plot in Figure
2.

Figure 2 Graphical representation of low, mid, and high spatial frequencies [3].
Historically, low order spatial frequency errors have been defined as those that
can be described by fitting the first 36 Zernike polynomials to the surface data. These
errors impact the shape of the point spread function (PSF) of the optic. A Zernike
polynomial fit is usually performed over the usable clear aperture, therefore the upper
spatial frequency limit of the low order errors is a function of the aperture size.
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The high spatial frequency errors are those that can typically be described
statistically by simply sampling the surface in different locations with a white light
interferometer or other high spatial resolution profiling devices. These errors generally
cause scattered light in all directions, causing a decrease in the amplitude of the PSF.
The regime of spatial frequencies classified as “high spatial frequency errors” can be
described by simple scattering theory and is a function of the system operating
wavelength. Scattering theory as used today is rooted in work performed by Bennett and
Porteus [6] in the 1960s where the reflectance of a surface is correlated to the RMS of the
surface roughness (σ) by Equation 1.

Equation 1

Where Rs is the reflectance of the surface, Ro is the reflectance of an ideal surface, and λ
is the optical system operating wavelength.
An area that is receiving increased attention in the high quality optical systems is
the quantification and control of mid-spatial frequency (MSF) surface features. The
spatial frequency band containing the MSF or ripple falls between the low and high
spatial frequency regimes, therefore the spatial frequencies included in this regime are a
function of both the aperture size and the operating wavelength [7]. This means that as
the size of the physical aperture of optical components increased, the band referred to as
MSF also increases as shown in Figure 3.
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Figure 3 Spatial frequency bands as a function of aperture size

The effect of the MSF errors on optical system performance has traditionally not
been well described. However, in recent years, significant work in this area has occurred
[3,8]. The effect can best be described through MTF analysis as described by Tamkin
[8]. He demonstrated the rapid reduction in MTF caused by an increase in the amplitude
of the MSF using a single sinusoidal MSF error across the pupil as shown in Figure 4.
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Figure 4 Reduction in MTF due to increase in Peak-to-Valley (PV) of MSF phase errors
[8]

MSF errors for an optical component can contain multiple frequencies at different
amplitudes creating degradation in the imaging quality of the system. The source of
these errors is typically related to the manufacturing process or the optical component
material properties. These errors can be caused by inaccuracies in the CNC platforms
[9], “quilting” caused by the polishing of lightweight components [10], or
inhomogeneities in the optical material. A few examples of optical surfaces containing
mid-spatial frequencies are shown in Figure 5.
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(a)

(b)

(c)
Figure 5 MSF caused by optical manufacturing processes a) CNC speed grinding [9], b)
Raster polishing [9], c) Quilting [10]
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MSF errors must be accurately characterized to understand their effect on the
imaging system and the MSF must be minimized to optimize the performance of the
system.

1.2.

Demand for Large Optics
Remote imaging and space exploration industries have a growing demand for

large, lightweight optics to achieve increased imaging capabilities. These optics range
from <0.05 meter to 30 meters, and even larger, and have very demanding specifications
over defined spatial frequency bands. The characterization of these optical apertures is
critical to the qualification of the system and also a critical component in the fabrication
process. The upper spatial frequency limit that can be resolved with these measurements
becomes an issue as the optics under test become larger. When performing a full aperture
measurement, as the aperture size grows, so too does a pixel as projected onto the optical
surface. This is shown in Figure 6.
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Figure 6 Relationship between aperture size and pixel size

The maximum spatial frequency of the surface features that an interferometer can
resolve is defined by the Nyquist frequency of the detector and the quality of the imaging
system within the interferometer. The Nyquist frequency is defined by the pixel spacing
of the CCD detector. The resolvable spatial frequency limitation, due to the imaging
system, is its diffraction limit at which two points in object space can be resolved in
image space. A common resolution definition for incoherent imaging is the Rayleigh
Criteria of 1.22 λ f/D where λ is the operating wavelength, f is the focal length, and D is
the entrance pupil diameter, assuming an unaberrated, incoherent system. If the pixel
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spacing is the limiting factor in the resolution, as opposed to the diffraction limit, then the
highest resolvable spatial frequency is defined by 1/(2*pixel spacing). An interferometer
cannot resolve spatial frequencies higher than this limit without aliasing. For example, if
the interferogram of a 1 meter optic is imaged to fill a 1024 x 1024 CCD detector then the
interferometer is fundamentally limited to resolving features as small as 2 mm, assuming
that the PSF of the incoherent imaging system is much smaller than the pixel size. If the
PSF is larger than the pixel size, then the resolved spatial frequency would be even less.
If an interferogram of a 4 meter optic is imaged onto the same CCD, the interferometer
would have a resolvable spatial period limit of 8 mm. Revisiting Figure 3, now with the
resolving limitation of a 1K x 1K detector, it is possible to create a qualitative example of
the linear relationship between aperture diameter and sampling resolution when obtaining
a full aperture image, assuming that the PSF is much smaller than a pixel. This is shown
in Figure 7. While the resolving capabilities of the detector are constant in units of cycles
per aperture, this means that the size of the resolvable spatial periods is increasing.
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Figure 7 Spatial frequency bands as a function of aperture size with detector Nyquist
limit

1.3.

Advanced Manufacturing Processes
The demand for high quality optical systems has led to advancements in the

manufacturing processes used to produce the components.

Traditional optical

manufacturing processes require a significant amount of skill and artisan-based
knowledge combined with complicated tooling and polishing materials.

Optical

manufacturing is now seeing a growth in the utilization of deterministic, CNC processes
to provide significant benefits to the process including:


Higher quality components



Reduction in cost and schedule to produce the components
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Capability to manufacturing complex optical components including
aspheres and freeform shapes [11, 12, 13].

Two such processes are shown in Figure 8.

(a)

(b)
Figure 8 Advanced Deterministic Manufacturing processes a) Magnetorheological
Finishing (MRF®) [14] and b) Ion figuring [15]
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The process allows the optical component manufacturers to utilize polishing tools
that are significantly smaller than the aperture of the component. The small polishing
tool allows the process to be capable of minimizing MSF surface errors; however, these
processes require accurate surface information to be able to deterministically correct the
errors. Therefore, the metrology device used to characterize the surface must be capable
of resolving the MSF errors to allow the process to minimize the error. Revisiting Figure
3 again, now populated with current deterministic optical fabrication capabilities, it is
possible to observe the addressable spatial frequencies with modern manufacturing
processes. This is shown in Figure 9.

Figure 9 Spatial frequency bands as a function of aperture size with deterministic
polishing capabilities
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This figure shows that deterministic figuring techniques are capable of addressing
mid-spatial frequency features for apertures >50mm. At >500mm apertures, the standard
metrology techniques, even high density CCD arrays, cannot resolve features that are
addressable with deterministic fabrication techniques.

1.4.

Specific Challange
The issues discussed in Sections 1.1-1.3 present a new metrology problem. It was

identified in Section 1.1 that new specifications impart strict requirements on defined
spatial frequency bands. These spatial frequency bands must be accurately characterized
to predict system performance. It was identified in Section 1.2 that even with expensive
high density CCD arrays, full aperture measurements of large optics cannot resolve small
features including MSF errors. It was also identified in Section 1.3 that current advanced
optical manufacturing processes have the capability to improve MSF errors only if the
metrology process can accurately resolve them.
Even with high density CCD arrays, full aperture surface measurements of a large
aperture optic that contains all of the mid spatial frequency data cannot be acquired using
traditional interferometers. Methods must be developed and implemented to characterize
these features to accurately quantify the surface errors identified by the specification and
allow fabricators to use deterministic processes to correct these features.
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1.5.

Proposed Solution
The purpose of this research is to develop a method for increasing the lateral

spatial resolution of interferometric measurements with a given CCD pixel array by
implementing sub-pixel steps between the CCD detector and the optic under test. This
process is called Sub-Pixel Spatial Resolution Interferometry (SSRI). Previous work has
been performed to increase the spatial resolution of the imaging capability of other
optical systems [16-22], however this has not been applied to wavefront sensing.
The following chapters will provide a description of the effects of mid-spatial
frequency wavefront error on image quality, the imaging performance and limitations of
Fizeau interferometers, the proposed technical solution, and representative results
obtained.
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CHAPTER TWO

2. MID-SPATIAL FREQUENCY WAVEFRONT ERRORS

In Chapter 1, the need to quantify and control mid-spatial frequency wavefront
errors in a high precision imaging systems was introduced. In this chapter, the effects of
mid-spatial frequency wavefront errors on image quality will be shown. Recall that the
resulting image quality of an imaging system can be modeled by first calculating or
measuring the PSF of the system. The PSF can be calculated using Equation 2 [23].

Equation 2
where A is a constant amplitude, λ is the wavelength of monochromatic light, z i is the
distance from the exit pupil to the image plane, P(x,y) is the pupil's complex
transmittance function, (u,v) are image coordinates, and (x,y) are coordinates in the pupil
plane. Thus, we can see that the PSF is just the Fraunhofer diffraction pattern, or Fourier
transform, of the exit pupil. The intensity actually observed in the image plane is | PSF | 2.
This model assumes that the wavefront exiting the pupil is un-aberrated. In an aberrated
system, the pupil function includes an additional term as described in Equation 3 [23]
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Equation 3
Where W is an effective path-length error. The aberrated PSF can then be written as in

Equation 4
[23].

Equation 4
The resulting image quality assuming incoherent illumination can be obtained by
convolving the PSF with the original image as shown in Equation 5 [23].

Equation 5

2.1.

Zernike Polynomials

The aberrated wavefront W(x,y) can be expressed in many ways. A common
method for describing the aberrated wavefront is through Zernike polynomials. The
Zernike polynomials are defined as [24]:
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Equation 6
For a given n: m can only take on values of –n, -n+2, -n+4, …, n. N is the normalization
factor:

R(p) is the radial polynomial

Example Zernike polynomials are shown in Figure 10.
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Figure 10 Example Zernike Polynomials [24]

The wavefront aberration is then expressed as a weighted sum of the Zernike
polynomials.

Equation 7
A graphical representation of the Zernike polynomials is shown in Figure 11.

Figure 11 Graphical representation of Zernike polynomials [24]
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The PSF of the Zernike polynomials can be obtained using Equation 4.

A

graphical representation of the PSF of the Zernike polynomials is shown in Figure 12.

Figure 12 PSF of Zernike polynomials [24]

2.2.

Image Quality Degradation due to Mid-Spatial Frequency Errors
A program was created to model the effect of the wavefront error on the image

quality of the optical system [24,25]. Specifically, multiple scenarios were modeled that
contain wavefront errors of different spatial frequencies, but all containing the same root
mean square (RMS) value for the wavefront error. The program that was used can be
found in Appendix A. The un-aberrated image is shown in Figure 13.
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Figure 13 Original, un-aberrated image
The first aberration was that used was 4th order spherical aberration with a
wavefront RMS error of 0.2 um. The resulting wavefront is shown in Figure 14.

Figure 14 4th Order Spherical Aberration
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The calculated PSF is shown in Figure 15.

Figure 15 PSF of 4th Order Spherical Aberration

This PSF was convolved with the original image to create the aberated image shown in
Figure 16.
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Figure 16 Aberrated image: Original image convolved with 4th order spherical aberration
PSF

While the aberration is clearly visible, it does not cause serious degradation to the
image. The 4th order spherical aberation is considered a low order wavefront error of low
spatial frequency.
The second example uses a wavefront error consisting of 20th order spherical
aberation with the same RMS of 0.2um. This error contains ~10 cycles per aperture. The
wavefront error is shown in Figure 17.
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Figure 17 20th Order Spherical Aberration

The calculated PSF is shown in Figure 18.

Figure 18 PSF of 20th Order Spherical Aberration
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This PSF was convolved with the original image to create the aberated image shown in
Figure 19.

Figure 19 Aberrated image: Original image convolved with 20th order spherical
aberration PSF

The “blur” in the image is much more apparent in this example. This indicates
that while the RMS of the wavefront is the same, the higher order wavefront error creates
much more image degradation than the low order error.
The final example uses a wavefront error consisting of 40th order spherical
aberation with the same rms of 0.2um. This error contains ~20 cycles per aperture. The
wavefront error is shown in Figure 20.
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Figure 20 40th Order Spherical Aberration

The calculated PSF is shown in Figure 21.

Figure 21 PSF of 40th Order Spherical Aberration
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This PSF was convolved with the original image to create the aberrated image shown in
Figure 22.

Figure 22 Aberrated image: Original image convolved with 40th order spherical
aberration PSF

The “blur” in the image is significant, again indicating that while the higher order
wavefront aberration causes much more image degradation than the low order aberrations
for a given RMS wavefront.
This imaging program demonstrates the strong need to accurately characterize and
specify the mid-spatial frequency errors of the optical components and the associated
optical system wavefront. This places significant demand on the optical metrology
systems used to characterize the surfaces and wavefronts as well as the optical fabrication
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process to optimize the mid-spatial frequency wavefront errors for high precision optical
systems.
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CHAPTER THREE

3. INTERFEROMETER AS AN IMAGING SYSTEM

The fundamental limitations of the spatial frequencies that can be resolved with
an interferometer are determined by the interferometer’s imaging system and the image
recording medium, the CCD array. When considering the use of a Fizeau interferometer,
most researchers only consider that it must create a wavefront that is normal to the
reference surface and near normal to the surface under test (unless some other nulling
device is used) to create an interference pattern between the reference and test
wavefronts. However, the interferometer must also serve as an imaging system to create
and record an image of the surface under test, and there has been recent research into
understanding the interferometer as an imaging system [26]. All imaging systems have a
limit beyond which smaller features cannot be resolved. This limit is usually defined by
the Raleigh criteria for diffraction limit which is defined as the angle at which the first
diffraction minimum of a point source image coincides with the maximum of another
point source or 1.22 λ f/D. The ability to achieve this level of angular resolution assumes
an unaberrated system.

An interferometetric system is usually designed with the

diffraction limit near the Nyquist limit of the detector. If the interferometer’s imaging
system passes higher spatial frequencies than the sampling limit of the detector can see,
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then aliasing in the image may result. If the resolution produces larger PSFs than the
Nyquist limit then you will oversample the image, wasting valuable pixels. The research
presented here enables an increase in the sampling capability of the detector. Therefore,
it will be assumed throughout this dissertation that the imaging system of the
interferometer is designed so that the PSF of the system is much smaller than a pixel.
This means that the resolvable spatial frequency limitation is defined by the CCD array.
The pixel size and pixel spacing of the CCD array both affect the spatial resolution that
can be obtained.
The pixel function, p(x), of the detector can be described by a rectangle function.
This function is illustrated in Figure 23 in arbitrary units.
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Figure 23 Pixel function (rect function)
The sampling function, s(x), is defined by the pixel spacing and can be
represented by a comb function. This function is illustrated in Figure 24.
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Figure 24 The sampling function, s(x), (comb function)

The collecting area, c(x), of an ideal CCD array can generally be described by
convolving a pixel, p(x), with the function that describes the pixel spacing, s(x).

Equation 8

This function is illustrated in Figure 25.
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Figure 25 Pixel function, p(x), convolved with the comb function, s(x)
Consider an array in one dimension with a pixel width of 1 and a pixel spacing,
center to center, of 1. This means that there is no dead space between the pixels, thus a
100% fill factor. This is illustrated in Figure 26.
1

0.8

0.6

0.4

0.2

-2

-1

1

2

-0.2

Figure 26 Pixel function, p(x), convolved with the comb function, s(x), at 100% fill factor
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The equations above describe the collecting area of an ideal array of pixels in a
CCD detector; however, they do not describe the actual process of sampling an image.
The output of any pixel is a single value collected over a given integration time. The
value depends on the image being sampled. In the case of Fizeau interferometry, the
image always consists of a fringe pattern. For a given measurement, a pixel will collect
the irradiance of the fringe pattern representing the wavefront error created from a given
area on the optical surface. The actual wavefront error can be constructed by first
obtaining multiple interferometric measurements with a wavefront phase shift between
the measurements.

The phase is then constructed based on the phase shifted

measurements [27]. The wavefront is then reconstructed by unwrapping the phase [27].
Therefore, for a single image capture of the interferometer, a pixel is reporting a
single irradiance value which represents the average irradiance over the collecting area of
the pixel. If a CCD is sampling some function, f(x), which consists of varying irradiance,
then the value that a pixel reports can be described by Equation 9.

Equation 9

Where fs(m) is the value of a pixel located at the position m, and w is the width of the
pixel. The resulting pixel value is the integral of the function, f(x), over the pixel area as
shown in Figure 27.
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Figure 27 A pixel sampling a function

The total sampled function can then be described by combining the individual
pixel values. The array would consist of delta functions with a spacing defined by the
pixel location, m, and the amplitude defined by the integral of the function, f(x), over an
area defined by the pixel size at the location defined by the pixel location. This can be
described by Equation 10.
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Equation 10

Where N is the number of pixels. This function is illustrated below in Figure 28.
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Figure 28 A pixel array sampling a function
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This function is actually the convolution of the original pixel function, p(x) and
the function f(x); which is then sampled with the sampling function, s(x).

Equation 11

Or

Equation 12

This equation only represents the effect of the ideal CCD array on the image
being sampled. It is assumed that the imaging system of the interferometer is passing all
spatial frequencies or, for simplicity, the PSF of the optical system is a delta function and
therefore will not appear in the convolution.
It is valuable to analyze the above equations and related functions in the Fourier
domain to observe the effects of the sampling. The Fourier transform of Equation 12 is
given by Equation 13.

Fs ( )  [ F ( ) P( )] * S ( )

Equation 13
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It is essential to understand the role of each of the functions, P(ξ) and S(ξ). The
Fourier Transform of the pixel function, p(x) with a width of 1, is a sinc function and is
illustrated in Figure 29.
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Figure 29 Fourier Transform of the pixel function

The product of this function with the FT of the function being sampled, F(ξ)
causes a reduction in the amplitude of the higher spatial frequencies of F(ξ) and will
cause some frequencies to be unrecoverable as F(ξ) approaches zero.

The FT of the

sampling function, s(x), is itself an array of comb functions and in the special case of a
comb spacing of 1, so too is the spacing of S(ξ ) also 1. This is shown in Figure 30.
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Figure 30 Transform of the comb function

When a function is convolved with a comb function, the result is an array of the
original functions, F(ξ)P(ξ) in this case, at locations defined by the delta functions in the
comb function, S(ξ). If the spacing of the delta functions is not high enough, the array of
functions can overlap. This overlap causes aliasing. Aliasing is when high spatial
frequencies can create a signature in a lower spatial frequency regime. Therefore, it is
important for the spacing of the comb functions in S(ξ) to be high enough to prevent
overlap with F(ξ )P(ξ). The maximum frequency at which the functions do not overlap is
called the “cutoff” frequency. If the function contains frequencies higher than the cutoff
frequency, then aliasing will occur. Therefore, the spacing of the pixel defines the cutoff
frequency.
To visualize the resolution limitations defined by the CCD array, consider a
function, f(x), that contains a constant amplitude, 1, for all spatial frequencies, such as a
39

delta function.

In this case, F(ξ) is a constant, 1, and only the limiting functions

associated with the CCD, P(ξ) and S(ξ), are present.

Fs ( )  P ( ) * S ( )

Equation 14

This function represents an array of the sinc functions, P(ξ), with the locations
defined by the delta functions in S(ξ). The resolvable spatial frequencies without aliasing
will be the values of P(ξ) with no overlap from the neighboring P(ξ) which, for a pixel
spacing of one, will be located at 0, ±1, ±2, ±3, etc. Therefore, the zone of unaliased
spatial frequencies for this case will be between ±0.5. The zone is shown in Figure 31.

1
0.8
0.6
0.4
0.2

-2

-1

1

2

-0.2
Figure 31 Spatial frequencies that can be resolved without using the SSRI process
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In summary, there are two separate constraints on the resolvable spatial
frequencies. There is the enveloping sinc function which is dependent on the pixel size
and causes a decrease in the amplitude of the higher frequencies. There is also the
“cutoff” frequency which is defined by the pixel spacing. The minimum pixel spacing
can only be that of the pixel width, unless multiple measurements are made with subpixel shifts in the CCD detector.

The goal of the SSRI process is to increase the

resolvable spatial frequencies by removing the constraint defined by the pixel spacing.
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CHAPTER FOUR

4. SUB PIXEL SPATIAL RESOLUTION INTERFEROMETRY

The need for sub pixel spatial resolution interferometry arises from the limitation
of the resolvable spatial frequencies defined by the pixel spacing of the detector in an
interferometer.

The SSRI process entails performing multiple interferometric

measurements of the optic under test with sub-pixel shifts between the measurements.
The measurements are then combined using a stitching algorithm to create a single
measurement with higher spatial resolution measurement than the individual
measurements. The process consists of three basic steps:
Measurement Sampling



Stitching Algorithm



Pixel Deconvolution

4.1.



Measurement Sampling
The process of sub-pixel sampling a function using a CCD array can be

understood through the following example. Suppose a profile is scanned with a one pixel
detector of width w. Assume that as the pixel is scanned, measurements are made at a
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distance of w apart. This would describe a pixel array with 1w pixel spacing causing any
spatial frequency higher than 1/(2w) to be aliased. However, if the measurements were
made at w/2 spacing as the pixel is scanned, then the aliasing would occur at 1/w instead
of 1/(2w). If the measurements were taken at infinitely small spacing then no aliasing
would occur and the resulting function would be the original profile, which contains all
the special frequencies that the optical system can pass, convolved with the pixel
function. Therefore, there will be spatial frequencies that cannot be resolved based on the
pixel width, but there will be no aliasing as long as the profile being sampled does not
contain spatial frequencies higher than 1/(2*measurement spacing) which is not limited
to the physical pixel spacing. Using this method and performing a ½ pixel shift, the
spatial resolution limit as described in Figure 31 can be extended. The new theoretical
spatial frequency limit is shown in Figure 32.
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Figure 32 Spatial frequencies that can be resolved using SSRI
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Notice that the resolvable frequencies have been extended when compared to
Figure 31.

The example described above implies that the pixel is being scanned.

However, the SSRI process only requires that there be a sub pixel shift between the optic
under test and the CCD array. Consider an example of an image or function of a given
frequency being sampled by an ideal detector array of a given pixel size and spacing.
Again, it is assumed that the interferometer’s point spread function is a delta function for
simplicity. This example is shown in Figure 33.
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Figure 33 Pixel array sampling a function
In this example, the frequency of the image being sampled is beyond the cutoff
frequency defined by the pixel spacing.

The resulting sampled function therefore

consists of a lower spatial frequency than the original function caused by aliasing. This
constraint of the cutoff frequency can be changed by changing the spacing of the pixel
samples. The SSRI process does this by obtaining multiple measurements with sub-pixel
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shifts between the measurements. The multiple measurements are then recombined to
create a sampled image with higher sampling density. The obtained pixel spacing can be
smaller than the actual pixel size, something that appears physically impossible. Figure
34 shows the same function from Figure 33, now being sampled with twice the sampling
density by obtaining two measurements with a half pixel lateral shift of the detector
between measurements.
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Figure 34 Pixel array sampling a function with 2X pixel density
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By adding the variable of “time”, the SSRI process has extended the cutoff
frequency with the resulting sampled function now having the same frequency of the
original function, though the resulting amplitude is lower due to the physical size of the
pixel.
The SSRI process consists of performing multiple interferometric measurements
of an optical surface with a lateral shift between measurements between the CCD
detector and the optic under test. This can be accomplished two ways, 1) shift the CCD
detector relative to the imaging system, or 2) shift the object being imaged (optical
surface) relative to the imaging system. The two approaches are shown in Figure 35.
During this investigation, the advantages and disadvantages of the two approaches were
analyzed.

Figure 35 Shifting of the interferometer’s CCD or the optic under test
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4.1.1. Shifting the CCD
While the initial SSRI process developed and implemented in this research
involves shifting the optic under test, it is the intent to acquire a dedicated interferometer
and implement the measurement shifting on the CCD array.

The advantages and

disadvantages of this process compared to the shifting of the optic under test are
described below.
Advantages:


By performing the sub-pixel shifts between measurements with the CCD array, no
additional test fixtures outside the interferometer are required other than those
used during a standard measurement. The procedure used to perform the SSRI
test, including optic mounting, alignment, and other standard components are
identical to a standard Fizeau test, but the results would contain higher spatial
frequencies.



No additional fixtures or procedures are necessary to scale the process for use
with larger optics. The process scales to larger optics the same as the standard
Fizeau test would scale.



The amount that the CCD array must shift between measurements is independent
of the size and shape of the optic under test.



The travel required by the stages is very small.

Disadvantages:


To implement the shifting of the CCD array, an interferometer must be modified
to access the CCD array and install motion stages.
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The motion of the required stages must be very precise to minimize registration
errors due to the small individual pixels.



By shifting the CCD array, the SSRI process can produce a higher spatial
resolution measurement compared to that of a traditional Fizeau interferometer.
However, as with any uncalibrated interferometric data, the resultant
measurement represents the optic under test compared to the reference surface.
To obtain an absolute high resolution measurement, the reference surface must be
characterized at the higher resolution and subtracted from the data obtained via
the SSRI process.

4.1.2. Shifting the optic under test
The multiple low resolution measurements required can be performed by shifting
the optic under test rather than the CCD detector. The motions of the optic would be
calculated based on the size of a pixel as projected through the interferometers imaging
system onto the surface of the optic. The advantages and disadvantages of this process
compared to the shifting of the CCD array are described below.
Advantages:


By shifting the optic under test rather than the CCD detector, no direct
modifications are made to the interferometer itself. During initial investigations,
this was the preferred method due to the low risk of damage to the Fizeau
interferometer.



Another advantage to shifting the optic under test is that even though the
reference surface used in the Fizeau interferometer may only be calibrated at low
resolution, absolute figure data at high resolution can be obtained for the optic
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under test. This is possible because the reference data is subtracted from each low
resolution measurement of the SSRI process.


The motion tolerances for the movements between measurements will not be as
stringent as that required for the CCD shifting approach. Typically when using a
Fizeau interferometer, the optic under test is imaged to fill the CCD detector. The
pixel, when projected through the interferometer onto the optic under test, will be
significantly magnified.

The tolerance for the motion of the optic will less

stringent due to the magnification of the motion requirements. An example would
be a 10um pixel requiring a 0.25um motion tolerance when projected to 1mm on
the optic would have a 25 um motion tolerance..
Disadvantages:


The motion required to shift the optic under test requires much more travel than
the CCD shifting approach.



The motion required for optics other than flats, such as spheres, aspheres, etc, is
much more complicated requiring multi-axes stages. For example, while testing a
spherical surface, the motion must be performed about the center of curvature of
the optic.



The stages required to shift the optic under test are required to move much more
mass than the CCD shifting approach.



The amount that the optic must shift between measurements is a function of the
pixel scale (i.e. mm/pixel) of the individual measurements. Therefore, the shift
distance must be defined for each size and shape of optic.
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4.2. Stitching Algorithm
Once the multiple low resolution measurements have been obtained, they must
then be combined. While previous spatial resolution enhancing techniques have been
applied to “traditional” imaging applications, the SSRI process involves the imaging of
interferometric fringe patterns. An important aspect of implementing this process in
traditional imaging is that the multiple measurements must be obtained quickly relative to
the object motion, or the object motion must be precisely known or calculated for use in
the construction of the higher resolution image.

Fortunately, when performing

interferometric measurements of precision optical surfaces, there is already a significant
effort invested in maintaining the stability of the interference pattern. This means that the
object has very little movement. For the SSRI process, the primary “noises” associated
with the interferometric measurement process are movements of the optical surface
(vibration, settling, drift, etc) in the z direction (along the optical axis) and thermal effects
in the optical path. The mathematical processes include:


Raw data stitching



Pre-stitching spatial filtering



Pre-stitching low order Zernike removal

4.2.1. Raw data stitching
The first and simplest approach for combining the multiple low resolution data
sets collected with sub-pixel shifts involved interlaced stitching. The pixels from the raw
low resolution data are stitched together with no other processing. This procedure is
shown in Figure 36.
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Figure 36 SSRI raw stitching approach

If the image of the object, which is actually a fringe pattern, has no movement
between measurements, then this process is acceptable.

However, when using this

process in the presence of any noise, such as thermal drift, settling, etc, the noise will
translate into surface errors at a spatial wavelength defined by the step size between
measurements.

4.2.2. Pre-stitching spatial filtering
The noise, or drift, associated with the interferometric measurements primarily
consists of low spatial frequency drift. One approach to addressing this noise is to
perform spatial filtering of the data prior to the stitching process. This consists of
separating the high spatial frequency data from the low spatial frequency data for each of
the low resolution measurements. This is done using a high and low pass spatial filter on
the raw, low resolution data sets.

The noise associated with the interferometric
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measurements will remain with the low spatial frequency component of the data, leaving
the high spatial frequency data primarily noise free. The raw stitching algorithm can then
be used on the high spatial frequency data sets. The low spatial frequency data sets are
averaged. The final low and high spatial frequency data is then recombined.

4.2.3. Pre-stitching low order Zernike removal
The Zernike removal and stitching process entails fitting Zernike polynomials to
the raw low resolution data sets prior to stitching. The goal of the process is the same as
in 3.2.2, to separate the low spatial frequency data from the high spatial frequency data
and utilize raw data stitching on the high spatial frequency content. Zernike polynomials
1-37 are fit to the raw data sets and the Zernike coefficients obtained from each data set
will be averaged with the relative Zernike coefficients from the other data sets. The
residual surface error, after Zernike removal, are stitched following the procedure
described in Section 3.2.1. The averaged Zernike coefficients are then be added to the
stitched data. This should be more robust than Fourier filtering which can lead to other
noise artifacts in the data.

Both of the processes described in 4.2.2 and 4.2.3 are

illustrated in Figure 37.
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Figure 37 Spatial filtering and Zernike removal stitching process
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4.3.

Pixel Deconvolution
A high resolution measurement can be constructed from low resolution maps

using the algorithms described in Section 4.2. However, after increasing the density of
the comb function s(x), the new high resolution map, fs(x), is still “blurred” by a
convolved pixel.

The “blurring” occurs because each individual pixel averages the

function over the entire collecting area of the pixel. The pixel must be deconvolved to
recover f(x). The effect of the convolution with the comb function described by Equation
13 is just repeating the product of the Fourier transform of the original function and the
pixel function. A rect function can be multiplied to remove the effects of the convolved
comb function as long as the sampling density is sufficiently high to prevent aliasing.
The function F(ξ) can then be determined. This can be demonstrated by returning to the
cosine squared function shown in Figure 33. Figure 38 shows the Fourier transform of
the cosine squared function after being multiplied by the Fourier transform of the pixel
function and convolved with the Fourier transform of the sampling function.
sampling function, in this case, has adequate sampling frequency to avoid aliasing.
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Figure 38 Sampled function in Fourier space: Fs(ξ)=[F(ξ)P(ξ)]*S(ξ)

This shows a repetition of the Fourier transform of the original function
multiplied by the Fourier transform of the pixel function. The repetition caused by the
sampling function can be removed by multiplying by a rect function large enough to
capture one of the functions while eliminating the repeated functions. This process is
shown in Figure 39.
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Figure 39 Sampled function multiplied by a rect function

The effects of the function S(ξ) will then be removed from Equation 13. F(ξ) can
then be determined through the following equation.
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F ( ) 

Fs ( )
P ( )

Equation 15

The solution to this equation is not trivial due to zeros in the denominator of the
equation defined by the pixel function.

When this equation has been solved or

approximated, an inverse Fourier transform is performed to recover the high resolution,
de-blurred f(x).

f ( x)  FT 1[ F ( )]

Equation 16

The resolution of the constructed high resolution measurement should be
approximately twice that of the low resolution measurements when ½ pixel shifts are
made. If the detector movement increments are smaller, the theoretical resolution should
be higher. The relationship between the number of sub-pixel measurements made and the
theoretical resolution of the reconstructed data for a 2-D measurement in either the x or y
direction is:

resolution increase( x)  # of measurements ( x)
Equation 17
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However, there will be frequencies that cannot be resolved due to the finite size of
the real pixel. These frequencies are where the enveloping sinc function falls to zero and
the decreasing amplitude of the sinc function causes higher frequency errors to fall within
the overall noise of the test.
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CHAPTER FIVE

5. RESULTS

Several aspects of the SSRI process were tested. A Zygo Fizeau interferometer
was used to perform the measurements. Interferometers are typically designed to match
the spatial resolution achievable from both the CCD sampling and the interferometer
transfer function. This prevents aliasing as there will be no spatial frequency content of
the data beyond that which will be sampled. To demonstrate the capability of the SSRI
process for extending the sampling capability, the interferometer data acquisition was
down sampled in both x and y. This means that the CCD will not collect data with every
pixel. This does not truly represent the full implementation of the SSRI process as it will
not require the deconvolving of a larger pixel, though it does represent two important
components of the SSRI process, the capability of interlace stitching in the presence of
noise and the capability to collect high sampling density through multiple measurements.
The sub-pixel shifts were performed by shifting the optic the equivalent of ½ pixel
increments in both X and Y providing four total low resolution measurements. While
initial work was performed by manually moving the stages to perform the sub-pixel
shifts, an automated process was developed and implemented during this investigation.
A sample mounted on the automated stages is shown in Figure 40.

60

Figure 40 Automated X-Y stages and optical mount for the SSRI process

The samples that were used during the experiments were 75 mm diameter fused
silica flats. The front surface was initially polished to <300 nm peak-to-valley. There
were two tests performed.

First, a sample was used to analyze the three different

stitching algorithms. Other samples were used to test and demonstrate the SSRI process.
The results are presented below.

5.1.

Stitching Algorithms
As described in Chapter 4, several stitching approaches were investigated with a

goal of obtaining higher spatial resolution data while minimizing the error associated
with noise in the raw low resolution measurements. These approaches included:
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Raw stitching approach



Spatial filtering and stitching



Zernike removal and stitching
The processes are described below.

A representative data set containing

measurement noise is stitched using the three processes for comparison.

5.1.1. Raw stitching approach
The initial approach to combine the multiple low resolution data was to perform
interlaced stitching. In this process, the pixels from the raw low resolution data are
stitched together with no other processing. This process is shown in Figure 41. If the
object that is imaged, the fringe pattern, has no movement between measurements, then
this process would be acceptable. However, when using this process with any noise
sources such as thermal drift, settling, etc, the noise will translate into surface errors at a
spatial wavelength defined by the step size between measurements.
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Figure 41 SSRI raw stitching approach

Four low resolution measurements were collected and stitched using the raw data
stitching algorithm. The results are shown in Figure 42. An area of the sample which
was relatively flat was selected and enlarged. Any drift between the low resolution
measurements would be apparent in a flat region of the sample.
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Figure 42. Data constructed using the SSRI process with raw stitching

The data shows that the drift between low resolution measurements has a
significant effect on the final data when stitching the raw data sets. This particular data
set contains an RMS of 0.007λ (at λ= 632.8nm) which primarily consists of stitching
artifacts due to measurement noise.
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.
5.1.2. Pre-filtering and stitching
The noise, or drift, associated with the interferometric measurements primarily
consists of low spatial frequency drift. The first approach to addressing this noise was to
perform spatial filtering of the data prior to the stitching process. This consists of
separating the high spatial frequency data from the low spatial frequency data for each of
the low resolution measurements. The raw stitching algorithm was then used on the high
spatial frequency data sets. The low spatial frequency data sets were averaged. The final
low and high spatial frequency data was then recombined.
A measurement performed on the same sample described in Section 5.1.1 is
shown in Figure 43. The low resolution data sets were combined using the spatial
filtering and stitching approach.
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Figure 43.Data constructed using the SSRI process with the spatial filtering and stitching

Using this process, the artifact of the stitching process defined by the step size has
been eliminated. However, the differences in the low resolution data sets cause “ringing”
errors to occur during the Fourier filtering and recombining processes. This ringing
occurs at areas of high slope, such as the edge of the aperture and certain surface features.

66

There are processes that can be implemented to reduce this ringing which involve prefiltering data preparation. These processes were not implemented in this research, but
could be implemented for future optimization.
5.1.3. Zernike removal and stitching
The Zernike removal and stitching process entails fitting Zernike polynomials to
the raw low resolution data sets prior to stitching. Zernike polynomials 1-37 are fit to the
raw data sets and then removed. The Zernike coefficients obtained from each data set are
averaged with the relative Zernike coefficients from the other data sets. The residual
surface error after Zernike removal is then stitched following the procedure described in
Section 5.1.1. The averaged Zernike coefficients are then added to the stitched data.
A measurement performed on the same sample as described in Section 5.1.1 is
shown in Figure 44. The low resolution data sets were combined using the Zernike
removal and stitching approach.
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Figure 44.Data constructed using the SSRI process with the Zernike removal and
stitching approach.

The results show a significant improvement from the process described in Section
5.1.1 as reflected by the RMS of 0.002λ. Though there is a surface artifact at the spatial
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wavelength defined by the step size between measurements, it is much smaller than that
obtained by stitching the raw data. Also the “ringing” encountered with the process
described in Section 5.1.2 does not appear using this process. The process could be
further enhanced by fitting more than 37 Zernikes to the data.
The Zernike removal and stitching was the best approach at minimizing stitching
errors associated with measurement noise while not causing other significant data error,
This approach was used to demonstrate the SSRI process.

5.2.

SSRI Measurement Results
An initial investigation was performed to verify the registration method and the

averaging and deconvolution algorithms. The program that was used can be found in
Appendix B. A Fizeau interferometer was used to perform the measurements. For
convenience, the sub-pixel shifts were performed on the object (the optic) instead of the
CCD detector. This causes a shift between the optic under test and the reference flat
which will add to the “noise” in the deconvolution, but it is acceptable for the “proof of
concept” experiment.
Two lines were polished into the optic at a slight angle from each other, but
intersecting in the middle. Such a feature will allow a difference in resolution to be
obvious by observing the distance from center where the two lines can be distinguished.
The lines are ~0.5 λ deep (at λ=632.8 nm) and ~2 mm wide. A measurement of the
surface was made at a resolution of 320 x 240 pixels to serve as a reference to compare
the reconstructed low resolution measurements. The low resolution measurements were
made at 160 x 120 pixels. The low resolution pixel size as projected onto the optic is
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1.464mm. The optic was shifted the equivalent of ½ pixel steps (as imaged on the CCD)
or 0.732mm in x and y giving a total of four low resolution measurements. Figure 45
shows the four low resolution measurements.

Figure 45 Low resolution measurements with ½ pixel shifts

The interlaced stitching algorithm was then used on these four measurements to create
the “blurred” high resolution measurement and is shown in Figure 46.
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Figure 46 High resolution measurement constructed from low resolution measurements
The deconvolution algorithm was then used to “de-blur” the averaged
measurement. Figure 47 shows the reconstructed high resolution measurement along
with the measurement taken at 320 x 240.

(a)

(b)

Figure 47 a) High resolution measurement constructed from 160 x 120 low resolution
images, b) Measurement taken at 320 x 240
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The results show that the reconstructed high resolution measurement is very
similar to the measurement taken at twice the resolution allowing the two lines to be
resolved in similar locations .
Following the encouraging results from the initial investigation, an extensive test
was performed. During this investigation, six 75 mm samples were polished by QED
using the magnetorheological finishing (MRF®) process. Several patterns were polished
into the samples to create surface features with varying spatial frequencies. Each sample
was tested using the SSRI process. The metrology was performed using a Zygo Fizeau
interferometer located at NASA’s Marshal Space Flight Center. An image of the test set
up can be found in Figure 48. Low resolution measurements were taken using a 160 x
120 pixel array. Four low resolution measurements were taken with ½ pixel shifts in x
and y between each measurement. The shifts were performed by moving the optic a
distance equivalent to a pixel pixel shift. Measurements were also obtained using a 320 x
240 pixel array to compare to the stitched high resolution measurement.
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Figure 48 Interferometer set up for the SSRI process

While both the spatial filtering and Zernike removal approaches for the stitching
algorithm were successful at minimizing the errors associated with the drift between low
resolution measurements, the Zernike approach was used to stitch the data presented in
this section. The Zernike coefficients were removed and averaged using a script written
for Zygo’s MetroPro software described in Appendix B. The residual data was stitched
using Mathematica software. The measurements are found in Figure 49-51. One of the
low resolution measurements, the constructed high resolution data, and a measurement
taken at twice the resolution for comparison is shown for each sample.
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(a)

(b)

(c)

Figure 49. Sample 9: a) Low resolution measurement, b) Constructed high resolution
data, c) Measurement at twice the resolution of (a).

In this example, the low resolution data appears pixelated, but no aliasing is
present. This means that the low resolution sampling was adequate to sample the spatial
frequency components of the features on the optical surface.

The data that was

constructed from the four low resolution measurements appears less pixelated and
matches the higher resolution data.

The next sample, #10, contains high spatial

frequency surface features.
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(a)

(b)

(c)

Figure 50. Sample 10: a) Low resolution measurement, b) Constructed high resolution
data, c) Measurement at twice the resolution of (a).

In this case, the low resolution data does indeed show aliasing. There is an
apparent low resolution feature in the data that is not actually in the surface. The data
that was constructed using the SSRI process does not show the aliasing artifact. This
illustrates that the increased sampling density from the SSRI process has successfully
overcome the aliasing associated with the low resolution data. The constructed data also
matches the data obtained at a higher resolution. The stitched data from the SSRI process
was subtracted from the data acquired at higher resulotion over the centeral 38mm of the
substrate. The results are shown in Figure 51.
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(a)

(b)

(c)

Figure 51 Sample 10: a) Constructed high resolution data, b) Measurement at twice the
resolution, c) the difference between (a) and (b)

This verifies that the SSRI process did not induce any other significant errors in the data.
The next sample, #11, contained even higher spatial resolution surface features.

(a)

(b)

(c)

Figure 52 Sample 11: a) Low resolution measurement, b) Constructed high resolution
data, c) Measurement at twice the resolution of (a).

The low resolution data set displayed in Figure 52 shows significant aliasing. The
data that was constructed using the SSRI process shows aliasing but it is at a high spatial

76

frequency. This means that while the SSRI process did increase sampling and cause the
separation of the repeated Fourier spectrum of the data in Fourier space to increase, it did
not separate the spacing enough to completely remove the aliasing. The measurement
that was taken at twice the resolution of the low resolution data sets does show the same
amount of aliasing as the data constructed with the SSRI process. This demonstrates that
the SSRI process was successful at doubling the sampling density.
While the stitched data for all of the samples visually shows an increase in the
spatial resolution when compared to the low resolution measurements, samples 10 and 11
particularly demonstrate the ability of the SSRI process to resolve spatial frequencies that
were not resolved in the low resolution measurement. The low resolution measurement
for sample 10 contains aliasing due to the under-sampling of the pattern induced by QED.
When the low resolution data is stitched, the aliasing disappears and the pattern is
identical to that obtained when measuring the sample at twice the resolution.
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CHAPTER SIX

6. CONCLUSION

As the demand for large aperture, high quality optical systems increases, the
optical manufacturing and testing industry must scale these processes accordingly. New
fabrication techniques are being developed and implemented which allow these design
requirements to be realized, while optical surface and wavefront specification are
evolving to cover all spatial frequency bands. Even with high density CCD arrays, a full
aperture surface measurement of a large aperture optic that contains all of the mid-spatial
frequency data cannot be acquired using traditional interferometers. Methods must be
developed and implemented to characterize these features to accurately quantify the
surface errors identified by the specification and allow fabricators to use deterministic
processes to correct these features. This has exposed a significant need for an increase in
the lateral spatial resolution in the optical testing methods used to characterize the surface
of the optics.
The purpose of this research was to develop and implement a method to increase
the lateral spatial resolution of full aperture interferometric measurements. This was
accomplished by performing multiple measurements, using a Fizeau interferometer, with
sub-pixel lateral shifts between the optic under test and a charged coupled device (CCD)
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detector. The measurements were then combined to create a single measurement with
higher lateral spatial resolution than the individual measurements.
The data obtained using the SSRI process during this research demonstrated
advancements in the understanding and implementation of motion control of the optic
under test and advancements in the stitching algorithm to minimize the effects of noise
associated with interferometric testing on the SSRI process.
The data presented in this dissertation illustrates the ability of the SSRI process to
construct surface measurements that include spatial frequencies that are not present in the
low resolution data sets used in the construction.

6.1.

Scaling the process
The demand for large diameter optics has created the need for the SSRI process.

Though the initial work has been performed on 75 mm samples, the process must scale to
be able to measure very large diameter optics. The current SSRI process is implemented
by shifting the optic under test. The scaling of this process will entail the development of
robust stages for precision shifts between low resolution measurements. Also, the stages
must be designed to shift the optic around the center of the radius of curvature of the
optic. This could lead to complex multi-axes stages. The preferred approach to scaling
the SSRI process is to implement the shifts on the CCD array. With this development,
the process would be applicable to any size optic in which the full aperture can be imaged
on the CCD array with no modifications or additional fixtures beyond that of a standard
Fizeau test.
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7. APPENDIX A

This program was created to model the effect of the wavefront error on the image
quality of the optical system. Specifically, multiple scenarios were modeled which
contained wavefront errors of different spatial frequencies, but all containing the same
root mean square (RMS) value for the wavefront error. This program was written by
leveraging the previous work by Maeda [22] to calculate PSF of Zernike polynomials and
the work of Verner [23] to blur an image using Fourier Transforms.
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8. APPENDIX B

The process and program that were created in Metroscript to collect the
measurements and to remove the low order Zernike polynomials is described below.
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9. APPENDIX C

The program that was created in Mathematica to perform interlaced stitching of
data collected with sub-pixel shifts and deconvolve the pixel function is described below.
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