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Introduccio´n
El trabajo que presentamos tiene por objeto el estudio de la integracio´n
nume´rica de ecuaciones diferenciales algebraicas de ı´ndice 2, mediante me´to-
dos Runge-Kutta semi-expl´ıcitos. Las ecuaciones diferenciales algebraicas
surgen de manera natural, por ejemplo, en el disen˜o de circuitos ele´ctricos
al aplicar las leyes de Kirchhoff, cuando se consideran sistemas meca´nicos
formados por varias piezas simples (r´ıgidas o flexibles) que esta´n acopladas,
o al estudiar problemas de control o´ptimo.
Para enmarcar el trabajo realizado en el contexto de los estudios del Grado
en Matema´ticas de la Universidad de Valladolid, hay que tener en cuenta que
en los contenidos obligatorios del tercer curso se considera una muy breve
introduccio´n a la resolucio´n nume´rica de ecuaciones diferenciales ordinarias
(EDOs) y que he tenido la oportunidad de profundizar en el tratamiento
nume´rico de dichas ecuaciones cursando la asignatura optativa de cuarto
curso “Solucio´n nume´rica de ecuaciones diferenciales”. Las ecuaciones dife-
renciales algebraicas (EDAs) eran, sin embargo, completamente nuevas para
mı´. Su tratamiento nume´rico plantea todas las dificultades que surgen al con-
siderar sistemas de EDOs y, adema´s, acarrean dificultades an˜adidas al tratar
con las restricciones algebraicas que las complementan.
En esta memoria se ha considerado u´nicamente la integracio´n de sistemas
de ecuaciones diferenciales algebraicas de ı´ndice 2 en forma semi-expl´ıcita al
no ser factible, debido a la amplia variedad de casos que existen, abordar la
integracio´n nume´rica de las ecuaciones diferenciales algebraicas en su totali-
dad. Los me´todos elegidos para su integracio´n nume´rica han sido los me´todos
Runge-Kutta (RK) semi-expl´ıcitos que, como se ve en la memoria, aportan
algunas ventajas frente a los me´todos Runge-Kutta generales.
En el Cap´ıtulo 1 se incluyen las definiciones ba´sicas en relacio´n con las EDAs
y algunos ejemplos sencillos para ilustrar el concepto de ı´ndice.
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El Cap´ıtulo 2, el ma´s extenso, se ha dedicado a un estudio detallado de los
me´todos Runge-Kutta semi-expl´ıcitos surgidos en la literatura para integrar
EDAs de ı´ndice 2 semi-expl´ıcitas. Especial atencio´n se ha prestado a la ob-
tencio´n de las condiciones de orden que deben cumplir los coeficientes de
los me´todos considerados. Ello requiere la comparacio´n de los desarrollos de
Taylor de la solucio´n exacta del problema y de la solucio´n nume´rica calcula-
da, para lo cual se ha desarrollado con detalle la teor´ıa de a´rboles necesaria
para este tipo de problemas y me´todos.
En el Cap´ıtulo 3 se presenta una familia importante de problemas que con-
ducen de manera natural a EDAs de ı´ndice 2: los sistemas meca´nicos cons
restricciones holono´micas. Se implementa un me´todo de orden 4 de la familia
estudiada en el Cap´ıtulo 2 y se ilustra su comportamiento sobre tres sistemas
modelo de la familia, que presentan distintos grados de dificultad.
En el Ape´ndice se incluyen los programas en MATLAB que implementan el
me´todo elegido y que se han utilizado para generar los resultados nume´ricos
que se recogen en el Cap´ıtulo 3 para los tres ejemplos considerados.
Desde esta introduccio´n agradezco el trabajo de direccio´n realizado por mi
tutora, la Dra. Mari Paz Calvo Cabrero, sin olvidar la influencia del resto de
profesores que he tenido a lo largo de estos an˜os.
Valladolid a 1 de julio de 2015.
Cap´ıtulo 1
Ecuaciones diferenciales
algebraicas
Las ecuaciones diferenciales algebraicas (EDAs) son, de manera gene´rica,
ecuaciones diferenciales de la forma
F(Y′(t),Y(t), t) = 0
donde Y = [Y1, . . . , Yd]
T : I ⊂ R→ Rd, F = [F1, . . . , Fd]T : Rd×D×I → Rd,
I es un intervalo abierto de R, D es un abierto de Rd y la notacio´n ′ se refiere
a la derivacio´n respecto de la variable independiente t. Se omitira´ la depen-
dencia expl´ıcita de Y e Y′ respecto de t y, a menos que se diga expresamente
lo contrario, se supondra´ que F es tan regular como sea necesario.
Los sistemas que vamos a tratar en esta memoria sera´n sistemas auto´nomos
de la forma
F(Y′,Y) = 0 (1.1)
puesto que un sistema no auto´nomo de la forma F(Y′,Y, t) = 0 puede
transformarse en un sistema auto´nomo. Para ello, basta con introducir t en
el vector Y y an˜adir la ecuacio´n t′ = 1. Adema´s, nos centraremos en los
sistemas en los que la matriz ∂F/∂Y′ es singular.
Si ∂F/∂Y′ no es singular, podr´ıamos, al menos formalmente, despejar Y′ de
(1.1) en funcio´n de Y para obtener una ecuacio´n diferencial ordinaria (EDO).
En el caso en que Y = [X,Z]T y (1.1) se pueda escribir como
X′ = F1(X,Z) ,
0 = F2(X,Z)
5
6 Cap´ıtulo 1. Ecuaciones diferenciales algebraicas (EDAs)
diremos que la ecuacio´n diferencial algebraica esta´ en forma semi-expl´ıci-
ta. Las derivadas de las componentes de Z no aparecen expl´ıcitamente en
la ecuacio´n y, por ello, dichas componentes reciben el nombre de variables
algebraicas. Por el contrario, las componentes de X se llaman variables dife-
renciales.
1.1. I´ndice de una ecuacio´n diferencial alge-
braica
1.1.1. I´ndice de diferenciacio´n
El ı´ndice de diferenciacio´n mide el nu´mero de veces que hay que derivar una
ecuacio´n diferencial algebraica para transformarla en una EDO.
Definicio´n 1.1. La ecuacio´n diferencial algebraica
F(Y′,Y) = 0 (1.2)
tiene ı´ndice de diferenciacio´n m, si m es el menor entero tal que las
ecuaciones
F(Y′,Y) = 0 ,
d
dt
F(Y′,Y) = 0 , . . . ,
dm
dtm
F(Y′,Y) = 0 , (1.3)
permiten obtener mediante manipulaciones algebraicas un sistema de EDOs
expl´ıcitas Y′ = ϕ(Y), que llamaremos sistema de EDOs subyacente.
Veamos ahora algunas familias de sistemas de EDAs de ı´ndice de diferencia-
cio´n 1, 2 y 3 que aparecen frecuentemente en las aplicaciones.
Sistemas de ı´ndice 1
Empezamos considerando problemas de la forma:
y′ = f(y, z) , (1.4a)
0 = g(y, z) . (1.4b)
Derivando (1.4b) respecto de t y sustituyendo y′ por su expresio´n segu´n
(1.4a) tenemos
0 = gy(y, z)f(y, z) + gz(y, z)z
′ .
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A lo largo de esta memoria indicaremos frecuentemente las derivadas par-
ciales con la habitual notacio´n de sub´ındices, por ejemplo, en la expresio´n
anterior gz = ∂g/∂z.
Si gz es invertible en un entorno de la solucio´n tendremos
z′ = −g−1z (y, z)gy(y, z)f(y, z)
y, por tanto, si gz es invertible, el problema (1.4) tiene ı´ndice de diferencia-
cio´n 1, puesto que tras derivar una vez obtenemos el sistema de EDOs
d
dt
(
y
z
)
=
(
f(y, z)
−g−1z (y, z)gy(y, z)f(y, z)
)
.
Si los valores iniciales (y0, z0) satisfacen la ecuacio´n algebraica (1.4b), es
decir, si g(y0, z0) = 0, diremos que son consistentes. Si los valores iniciales
no son consistentes, no esta´ garantizada la existencia de solucio´n para (1.4).
Sistemas de ı´ndice 2
Consideramos ahora problemas de la forma
y′ = f(y, z) , (1.5a)
0 = g(y) . (1.5b)
Derivando (1.5b) respecto de t y sustituyendo y′ por su expresio´n segu´n
(1.5a) tenemos
0 = gy(y)f(y, z) . (1.6)
Las ecuaciones (1.5a) y (1.6), junto con la condicio´n de que gyfz sea inverti-
ble, conforman un sistema de ı´ndice de diferenciacio´n 1 de la forma (1.4). Si
derivamos respecto de t (1.6), tenemos (omitiendo los argumentos)
0 = gyy(f , f) + gyfyf + gyfzz
′
y, si gyfz es invertible en un entorno de la solucio´n, obtenemos la ecuacio´n
diferencial para z
z′ = (−gyfz)−1(gyy(f , f) + gyfyf) .
Por tanto, el sistema (1.5) tiene ı´ndice de diferenciacio´n 2.
Si los valores iniciales (y0, z0) satisfacen las ecuaciones algebraicas (1.5b) y
(1.6) diremos que son consistentes. Si los valores iniciales no son consistentes,
no esta´ garantizada la existencia de solucio´n para (1.5).
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Sistemas de ı´ndice 3
Consideramos, por u´ltimo, problemas de la forma
y′ = f(y, z) , (1.7a)
z′ = k(y, z,u) , (1.7b)
0 = g(y) . (1.7c)
Derivando (1.7c) respecto de t dos veces y sustituyendo y′ y z′ de (1.7a) y
(1.7b) respectivamente tenemos que
0 = gyf , (1.8a)
0 = gyy(f , f) + gyfyf + gyfzk . (1.8b)
Las ecuaciones (1.7a), (1.7b) y (1.8b), junto con la condicio´n de que gyfzku
sea invertible, conforman un sistema de ı´ndice 1 de la forma (1.4). Con-
cluimos, por tanto, que (1.7) tiene ı´ndice de diferenciacio´n 3 si gyfzku es
invertible en un entorno de la solucio´n.
Para que los valores iniciales (y0, z0,u0) sean consistentes debera´n verificar
(1.7c), (1.8a) y (1.8b). Si los valores iniciales no son consistentes, no esta´ ga-
rantizada la existencia de solucio´n para (1.7).
1.1.2. I´ndice de perturbacio´n
El ı´ndice de perturbacio´n mide la sensibilidad de las soluciones de una EDA
a perturbaciones en la ecuacio´n.
Definicio´n 1.2. La ecuacio´n diferencial algebraica
F(Y′,Y) = 0 (1.9)
tiene ı´ndice de perturbacio´n m a lo largo de una solucio´n Y en [0, t], si m
es el menor entero tal que para toda funcio´n Ŷ que es solucio´n de la ecuacio´n
perturbada
F(Ŷ
′
, Ŷ) = δ(t)
se verifica que
‖Ŷ(t)−Y(t)‖≤C
(
‖Ŷ(0)−Y(0)‖+ ma´x
0≤ξ≤t
‖δ(ξ)‖+ · · ·+ ma´x
0≤ξ≤t
‖δ(m−1)(ξ)‖
)
,
siempre que la expresio´n del segundo miembro sea suficientemente pequen˜a.
Aqu´ı, C denota una constante que depende u´nicamente de F y de la longitud
del intervalo.
1.2. Un ejemplo: el pe´ndulo matema´tico 9
Nota. No hemos escrito deliberadamente
“Sea Ŷ(t) la solucio´n de F(Ŷ
′
, Ŷ) = δ(t). . . ”
en la definicio´n puesto que para un δ(t) arbitrario no esta´ asegurada la exis-
tencia de Ŷ(t).
Nota. Con la definicio´n dada, el ı´ndice de perturbacio´n no sera´ menor que 1.
Definicio´n 1.3. Diremos que una EDA tiene ı´ndice de perturbacio´n m
si tiene ı´ndice de perturbacio´n m a lo largo de cualquier solucio´n.
El ı´ndice de diferenciacio´n y el ı´ndice de perturbacio´n de un sistema
F(Y′,Y) = 0
coincidira´n si Y′ aparece multiplicada por una funcio´n constante, lo que
ocurre en los sistemas semi-expl´ıcitos (1.4), (1.5) y (1.7), en los que aparece
multiplicada por una matriz diagonal de ceros y unos.
Un estudio ma´s detallado de la relacio´n entre ambos ı´ndices se puede encon-
trar en [7], donde se demuestra
ı´ndice de diferenciacio´n ≤ ı´ndice de perturbacio´n
e ı´ndice de perturbacio´n ≤ ı´ndice de diferenciacio´n + 1 .
Aunque, en lo sucesivo, cuando hablemos de ı´ndice nos estaremos refiriendo
al ı´ndice de diferenciacio´n, conviene mencionar aqu´ı que adema´s de los dos
tipos de ı´ndice que se han definido en la memoria, en la literatura se han
considerado otros tipos de ı´ndices (´ındice de nilpotencia, ı´ndice geome´trico,
ı´ndice estructural, ı´ndice de tractabilidad, . . . ) surgidos en su mayor parte
en el contexto de sistemas de EDAs lineales [11, pp. 5–8].
1.2. Un ejemplo: el pe´ndulo matema´tico
Veamos cua´les son las ecuaciones del movimiento de una masa puntual m
suspendida al final de una varilla sin masa de longitud l bajo la influencia de
una gravedad g, utilizando coordenadas cartesianas (x, y). Un esquema del
problema planteado puede verse en la Figura 1.1.
Si denotamos por θ el a´ngulo formado por la varilla con el eje vertical, tene-
mos que x = l sin θ e y = l cos θ. Si denotamos por λx y λy a las componentes
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Figura 1.1: Pe´ndulo (de http://reference.wolfram.com y elaboracio´n propia)
horizontal y vertical de la tensio´n de la varilla y por λ = ‖[λx, λy]T‖ al mo´dulo
de dicha tensio´n, tendremos
λx = −λ sin θ = −λx
l
,
λy = −λ cos θ = −λy
l
.
Aplicando las leyes de Newton tenemos entonces
mx′′ = −λ
l
x , (1.10a)
my′′ = −λ
l
y +mg . (1.10b)
Y reescribiendo cada una de las ecuaciones como un sistema diferencial de
primer orden, tenemos  x
′ = u ,
u′ = − λ
ml
x , y
′ = v ,
v′ = − λ
ml
y + g .
Como la longitud de la varilla es fija, la restriccio´n de la posicio´n de la masa
viene dada por la ecuacio´n algebraica
x2 + y2 = l2 .
1.2. Un ejemplo: el pe´ndulo matema´tico 11
Las ecuaciones que controlan el movimiento del pe´ndulo descrito son entonces
{
x′ = u ,
y′ = v ,
(1.11a)
u′ = − λ
ml
x ,
v′ = − λ
ml
y + g ,
(1.11b)
0 = x2 + y2 − l2 . (1.11c)
1.2.1. El pe´ndulo como EDO
Si realizamos el cambio de variables
x = l sin θ ,
y = l cos θ ,
que garantiza que la restriccio´n (1.11c) se satisface automa´ticamente, ten-
dremos que las derivadas de primer y segundo orden de x e y son
x′ = lθ′ cos θ , x′′ = lθ′′ cos θ − l(θ′)2 sin θ ,
y′ = −lθ′ sin θ , y′′ = −lθ′′ sin θ − l(θ′)2 cos θ .
Sustituimos ahora estos valores en (1.10a) y (1.10b) obteniendo(
λ
l
−m(θ′)2
)
l sin θ +mlθ′′ cos θ = 0 , (1.12a)
−mlθ′′ sin θ +
(
λ
l
−m(θ′)2
)
l cos θ −mg = 0 . (1.12b)
Multiplicando (1.12a) por cos θ, (1.12b) por − sin θ y sumando ambas ecua-
ciones obtenemos
mlθ′′ +mg sin θ = 0 ,
y despejando θ′′ obtenemos la conocida EDO de segundo orden para el
pe´ndulo
θ′′ = −g
l
sin θ .
Este tipo de simplificaciones sencillas que pueden realizarse en el pe´ndulo
por ser un caso muy simple de sistema meca´nico multicuerpo no se podra´n
realizar, generalmente, en sistemas ma´s complejos.
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1.2.2. El pe´ndulo como EDA de ı´ndices 1, 2 y 3
I´ndice 3
Con la formulacio´n (1.11) el pe´ndulo es un sistema de ecuaciones diferenciales
algebraicas de ı´ndice 3 de la forma (1.7), donde
y = [x, y]T ,
z = [u, v]T ,
u = λ ,
y las ecuaciones del sistema son
y′ = z = f(y, z) ,
z′ =
[
− λ
ml
x,− λ
ml
y + g
]T
= k(y, z,u) ,
0 = x2 + y2 − l2 = g(y) .
Se tiene entonces
gy = [2x, 2y] , fz =
[
1 0
0 1
]
y ku =
[
− x
ml
,− y
ml
]T
y, por tanto,
gyfzku = −
2
ml
(x2 + y2) ,
que es invertible en un entorno de la solucio´n.
I´ndice 2
Si derivamos (1.11c) respecto de t, tras dividir entre 2 y sustituir x′ e y′ por
sus expresiones segu´n (1.11a) obtenemos la ecuacio´n
0 = xu+ yv . (1.13)
La formulacio´n (1.11a), (1.11b), (1.13) es la de un sistema de EDAs de ı´ndi-
ce 2 de la forma (1.5), donde y = [x, y, u, v]T y z = λ. Las ecuaciones del
sistema son
y′ =
[
u, v,− λ
ml
x,− λ
ml
y + g
]T
= f(y, z) ,
0 = xu+ yv = g(y) .
1.2. Un ejemplo: el pe´ndulo matema´tico 13
En este caso
gy = [u, v, x, y] y fz =
[
0, 0,− x
ml
,− y
ml
]T
,
y, por tanto,
gyfz = −
1
ml
(x2 + y2) ,
que es invertible en un entorno de la solucio´n.
I´ndice 1
Si derivamos (1.13) respecto de t y sustituimos de nuevo x′ e y′ por sus
expresiones segu´n (1.11a) tenemos que
u2 + v2 + xu′ + yv′ = 0 .
Sustituyendo ahora u′ y v′ por sus expresiones segu´n (1.11b), tenemos que
u2 + v2 − λ
ml
(x2 + y2) + gy = 0 .
Sabemos por (1.11c) que x2 + y2 = l2 y, por tanto, tras multiplicar por m
obtenemos la ecuacio´n
m(u2 + v2)− λl +mgy = 0 . (1.14)
Con la formulacio´n (1.11a), (1.11b), (1.14) el pe´ndulo es un sistema de EDAs
de ı´ndice 1 de la forma (1.4), donde y = [x, y, u, v]T y z = λ. Las ecuaciones
del sistema son
y′ =
[
u, v,− λ
ml
x,− λ
ml
y + g
]T
= f(y, z) ,
0 = m(u2 + v2)− λl +mgy = g(y, z)
y gz = −l es invertible.

Cap´ıtulo 2
Me´todos RK semi-expl´ıcitos
para EDAs de ı´ndice 2
Consideramos en este cap´ıtulo ecuaciones diferenciales algebraicas de la for-
ma
y′ = f(y, z) , (2.1a)
0 = g(y) , (2.1b)
donde gyfz es invertible en un entorno de la solucio´n, es decir, ecuaciones
diferenciales algebraicas semi-expl´ıcitas de ı´ndice 2. En todo el cap´ıtulo su-
pondremos, salvo que se diga lo contrario, que los valores iniciales y0, z0 son
consistentes con (2.1), i.e.
g(y0) = 0 y gy(y0)f(y0, z0) = 0 .
El objetivo de este cap´ıtulo es el estudio de me´todos Runge-Kutta semi-
expl´ıcitos para la integracio´n nume´rica de (2.1). Sin embargo, conviene co-
menzar con algunos aspectos generales del uso de los me´todos Runge-Kutta
aplicados a sistemas de la forma (2.1), que nos servira´n de apoyo para el
desarrollo de ciertos resultados relativos a los me´todos semi-expl´ıcitos.
2.1. Me´todos Runge-Kutta
En esta seccio´n utilizaremos para la integracio´n nume´rica de (2.1) me´to-
dos Runge-Kutta con matriz A = (aij) invertible y que, por tanto, sera´n
impl´ıcitos. Dada una aproximacio´n yn a la solucio´n de (2.1) en tiempo tn
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satisfaciendo g(yn) = 0, el me´todo genera una aproximacio´n a la solucio´n de
(2.1) en tn+1 = tn + h mediante las relaciones
yn+1 = yn + h
s∑
i=1
bikni ,
zn+1 = zn + h
s∑
i=1
bi`ni ,
(2.2a)
donde
kni = f(Yni,Zni) , (2.2b)
0 = g(Yni) , (2.2c)
y las etapas internas vienen dadas por
Yni = yn + h
s∑
i=1
aijknj , (2.2d)
Zni = zn + h
s∑
i=1
aij`nj . (2.2e)
El para´metro h es la longitud del paso de integracio´n, s denota el nu´mero de
etapas del me´todo y los coeficientes aij y bi definen el me´todo.
Una vez resuelto el sistema no lineal (2.2b)–(2.2d) que proporciona los valores
de (Yni,Zni) y teniendo en cuenta que la matriz A de los coeficientes del
me´todo Runge-Kutta es invertible, los vectores `ni pueden escribirse como
`ni =
1
h
s∑
j=1
wij(Znj − zn) , (2.3)
donde wij denota el elemento (i, j) de la matriz inversa de A. Una vez cal-
culados `ni, 1 ≤ i ≤ s, obtenemos yn+1 y zn+1 de (2.2a) de forma expl´ıcita.
A continuacio´n citamos un resultado sobre la existencia y unicidad de la
solucio´n del me´todo Runge-Kutta, donde para simplificar la notacio´n, es-
cribiremos (η, ζ) en lugar de (yn, zn), que supondremos dependientes de h
y suprimiremos el ı´ndice n en Yni, Zni, kni y `ni. Una prueba del teorema
puede encontrarse en [4, pp. 31–32].
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Teorema 2.1. Sean (η, ζ) tales que
g(η) = O(h2) y gy(η)f(η, ζ) = O(h) , (2.4)
y supongamos que gyfz es invertible en un entorno de la solucio´n de (2.1).
Si la matriz de coeficientes del me´todo Runge-Kutta A = (aij) es invertible
entonces el sistema no linealYi = η + h
s∑
j=1
aijf(Yj,Zj) , i = 1, . . . , s ,
0 = g(Yi) , i = 1, . . . , s .
(2.5)
tiene solucio´n para h ≤ h0. Esta solucio´n es localmente u´nica y verifica
Yi − η = O(h) y Zi − ζ = O(h) .
Nota. Aunque comencemos con valores iniciales consistentes, para n ≥ 1 la
solucio´n nume´rica (yn, zn) so´lo verificara´ aproximadamente las condiciones
de consistencia (1.5b) y (1.6). Esto es lo que expresa la condicio´n (2.4) del
teorema.
2.2. Me´todos Runge-Kutta semi-expl´ıcitos
Abordamos ahora la integracio´n nume´rica de (2.1) utilizando me´todos Runge-
Kutta semi-expl´ıcitos que, dada una aproximacio´n yn a la solucio´n de (2.1)
en tiempo tn satisfaciendo g(yn) = 0 generan una aproximacio´n a la solucio´n
de (2.1) en tn+1 = tn + h mediante las relaciones
Yn1 = yn , (2.6a)
Yni = yn + h
i−1∑
j=1
aijf(Ynj,Znj) , i = 2, . . . , s , (2.6b)
0 = g(Yni) , i = 1, . . . , s , (2.6c)
yn+1 = yn + h
s∑
i=1
bif(Yni,Zni) , (2.6d)
0 = g(yn+1) . (2.6e)
Igual que en la seccio´n anterior, el para´metro h es la longitud del paso de
integracio´n, s denota el nu´mero de etapas del me´todo y los coeficientes aij y bi
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definen el me´todo. Como viene siendo habitual se introducen los coeficientes
c1 = 0 , ci =
i−1∑
j=1
aij , 2 ≤ i ≤ s .
Veamos co´mo se aplica el algoritmo. Como Yn1 = yn la igualdad (2.6c) para
i = 1 se satisface por hipo´tesis. Si ahora sustitu´ımos en (2.6c) la expresio´n
de Yn2 dada por (2.6b) tenemos que resolver el sistema no lineal en Zn1
0 = g
(
yn + ha21f(Yn1,Zn1)
)
.
Una vez hemos calculado Zn1, obtenemos Yn2 de (2.6b) de forma expl´ıcita.
Podemos repetir este proceso en las sucesivas etapas; en la etapa (i+1)-e´sima
deberemos resolver el sistema no lineal en Zni
0 = g
(
yn + h
i∑
j=1
ai+1,jf(Ynj,Znj)
)
, (2.7)
para lo que es necesario que ai+1,i 6= 0. A continuacio´n, obtenemos Zns resol-
viendo el sistema resultante de sustituir en (2.6e) la expresio´n de yn+1 dada
por (2.6d), es decir,
0 = g
(
yn + h
s∑
i=1
bif(Yni,Zni)
)
, (2.8)
para lo que es necesario que bs 6= 0. Finalmente, calculamos de forma expl´ıcita
yn+1 de (2.6d). Se puede probar (ver [3, Lemma 1]) que para h suficiente-
mente pequen˜o la solucio´n de los sistemas (2.7) y (2.8) existe y es localmente
u´nica.
En general, no podemos determinar zn+1. Para obtener una aproximacio´n a
z(tn+1) de las ecuaciones (2.6) consideraremos me´todos con cs = 1 y toma-
remos zn+1 = Zns.
Los me´todos Runge-Kutta semi-expl´ıcitos como (2.6) se pueden reescribir en
el formato general (2.2) de la siguiente manera. La ecuacio´n de la primera
etapa viene dada por Yn1 = yn y si utilizamos la notacio´n
Y˜ni := Yn, i+1 si i = 0, . . . , s− 1 , Y˜ns := yn+1 (2.9)
y
A˜ = (a˜ij)si,j=1 =

a21 0 · · · 0
...
. . . . . .
...
as1 · · · as,s−1 0
b1 · · · bs−1 bs
 , (2.10)
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el resto de ecuaciones se transforman en
Y˜ni = yn + h
i∑
j=1
a˜ijf(Y˜n,j−1,Znj) , i = 1, . . . , s ,
0 = g(Y˜ni) , i = 1, . . . , s .
(2.11)
Excepto por el desplazamiento del segundo ı´ndice de Y˜n,j−1, (2.11) es equi-
valente a (2.5) y por tanto a (2.2) con matriz de coeficientes invertible A˜,
pues la solucio´n nume´rica del me´todo Runge-Kutta semi-expl´ıcito es
yn+1 = Y˜ns ,
zn+1 = Zns ,
y dado que a˜sj = bj, 1 ≤ j ≤ s, esto coincide con (2.2a).
Si consideramos valores iniciales consistentes y0, z0 y aplicamos un paso de
longitud h de un me´todo Runge-Kutta semi-expl´ıcito tenemos que
Y1 = y0 ,
Yi = y0 + h
i−1∑
j=1
aijf(Yj,Zj) , i = 2, . . . , s ,
0 = g(Yi) , i = 1, . . . , s ,
y1 = y0 + h
s∑
i=1
bif(Yi,Zi) ,
0 = g(y1) ,
z1 = Zs .
En esta situacio´n, la diferencia entre la solucio´n nume´rica (y1, z1) tras un
paso de longitud h y la solucio´n exacta en t+ h
δyh(t) = y1 − y(t+ h) , δzh(t) = z1 − z(t+ h)
recibe el nombre de error local.
Teorema 2.2. Supongamos que gyfz es invertible en un entorno de la so-
lucio´n (y(t), z(t)) de (2.1) y que los valores iniciales son consistentes. Si los
coeficientes del me´todo Runge-Kutta verifican que ai,i−1 6= 0 para i = 2, . . . , s,
bs 6= 0 y el error local verifica
δyh(t) = O(h
r) , P (t)δyh(t) = O(h
r+1) , (2.12)
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donde P (t) es la proyeccio´n dada por
P (t) = I −Q(t) , Q(t) = fz(gyfz)−1gy(y(t), z(t)) , (2.13)
entonces el me´todo (2.6) es convergente de orden r, i.e.,
yn − y(tn) = O(hr) para tn − t0 = nh ≤ Const. (2.14)
Una prueba de este resultado se puede encontrar en [4, p. 49], donde se utiliza
la notacio´n (2.9)–(2.10), la formulacio´n (2.11) y los resultados existentes para
los me´todos Runge-Kutta de la forma (2.2).
2.3. Condiciones de orden de me´todos RK
semi-expl´ıcitos para EDAs de ı´ndice 2
En esta seccio´n obtendremos condiciones sobre los coeficientes del me´todo
Runge-Kutta aplicado al sistema (2.1) que aseguran que el error local es de
un orden dado.
Obtendremos dichas condiciones comparando los desarrollos de Taylor de la
solucio´n exacta de (2.1) y de la solucio´n nume´rica calculada tras un paso
con (2.6).
2.3.1. Desarrollo de Taylor de la solucio´n exacta
Si los valores iniciales son consistentes se puede probar [4, p. 4] que el sistema
(2.1) tiene, localmente, solucio´n u´nica. En esta subseccio´n vamos a describir
el desarrollo de Taylor de las componentes z e y de la solucio´n exacta del
sistema (2.1). Para ello calcularemos en primer lugar las sucesivas derivadas
respecto de t de z e y y las escribiremos como combinacio´n lineal de las
llamadas diferenciales elementales, i.e. expresiones que contienen u´nicamente
derivadas de f y g.
La derivada respecto de t de la primera componente de la solucio´n, y(t),
viene dada por (2.1a). Si derivamos esta ecuacio´n respecto de t tenemos
y′′ = fy(y, z)y′ + fz(y, z)z′ , (2.15)
donde se ha omitido la dependencia respecto de t de y, z y sus derivadas. De
ahora en adelante se omitira´n, generalmente, tanto esta dependencia como
los argumentos de f , g y sus derivadas, siempre que estos sean obvios.
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Para calcular z′ primero derivamos dos veces respecto de t la ecuacio´n (2.1b)
0 = gyy
′ ,
0 = gyy(y
′,y′) + gyy
′′ , (2.16)
y a continuacio´n sustituimos en (2.16) y′ e y′′ por sus expresiones segu´n
(2.1a) y (2.15), respectivamente. Obtenemos entonces
0 = gyy(f , f) + gyfyf + gyfzz
′ (2.17)
o, equivalentemente,
z′ = (−gyfz)−1gyy(f , f) + (−gyfz)−1gyfyf , (2.18)
donde hemos utilizado la hipo´tesis de que gyfz es invertible en un entorno
de la solucio´n.
Sustituyendo en (2.15) z′ e y′ por sus expresiones segu´n (2.18) y (2.1a) obte-
nemos la expresio´n de y′′ como combinacio´n lineal de diferenciales elementales
y′′ = fyf + fz(−gyfz)−1gyy(f , f) + fz(−gyfz)−1gyfyf . (2.19)
Para calcular z′′ derivamos (2.18) respecto de t ayuda´ndonos de que para un
vector constante u
d
dt
(−gyfz)−1u =
= (−gyfz)−1
(
gyy
(
fz(−gyfz)−1u, f
)
+ gyfzy
(
(−gyfz)−1u, f
)
(2.20)
+ gyfzz
(
(−gyfz)−1u, (−gyfz)−1gyy(f , f) + (−gyfz)−1gyfyf
))
y, por tanto,
z′′ = (−gyfz)−1gyyy(f , f , f) + 3(−gyfz)−1gyy(f , fyf) (2.21)
+ 3(−gyfz)−1gyy
(
f , fz(−gyfz)−1gyy(f , f)
)
+ 3(−gyfz)−1gyy
(
f , fz(−gyfz)−1gyfyf
)
+ (−gyfz)−1gyfyy(f , f)
+ 2(−gyfz)−1gyfyz
(
f , (−gyfz)−1gyy(f , f)
)
+ 2(−gyfz)−1gyfyz
(
f , fz(−gyfz)−1gyfyf
)
+ (−gyfz)−1gyfyfyf
+ (−gyfz)−1gyfyfz(−gyfz)−1gyy(f , f)
+ (−gyfz)−1gyfyfz(−gyfz)−1gyfyf
+ (−gyfz)−1gyfzz
(
(−gyfz)−1gyy(f , f), (−gyfz)−1gyy(f , f)
)
+ 2(−gyfz)−1gyfzz
(
(−gyfz)−1gyy(f , f), (−gyfz)−1gyfyf
)
+ (−gyfz)−1gyfzz
(
(−gyfz)−1gyfyf , (−gyfz)−1gyfyf
)
.
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Derivando sucesivamente (2.19) y (2.21) iremos obteniendo las expresiones
de las derivadas sucesivas, aunque la larga expresio´n de z′′ como combinacio´n
lineal de diferenciales elementales muestra la gran ayuda que supondr´ıa tener
una representacio´n gra´fica ma´s compacta de las mismas.
A´rboles y diferenciales elementales
Para lograr una representacio´n ma´s compacta de las expresiones de las de-
rivadas respecto de t de z e y como combinacio´n lineal de diferenciales ele-
mentales, introduciremos como herramienta auxiliar los a´rboles con ra´ız para
representar a estas u´ltimas.
Los a´rboles con ra´ız son grafos conexos que no tienen ciclos y en los que
existe un nodo o ve´rtice destacado que denominaremos ra´ız del a´rbol. Las
aristas del grafo suelen denominarse ramas en el contexto de los a´rboles. A
lo largo de la memoria la ra´ız sera el nodo inferior de cada grafo y las ramas
que salgan de ella y el resto de nodos sera´n ascendentes.
A diferencia de los a´rboles utilizados en el estudio de las condiciones de orden
de las EDOs, en este caso tendremos dos tipos de nodos que diferenciaremos
gra´ficamente como ve´rtices negros y blancos.
Para la asociacio´n entre diferenciales elementales y a´rboles con ra´ız identifi-
camos f con un ve´rtice negro, una derivada parcial
∂m+nf
∂ym∂zn
con un ve´rtice
negro del que salen m ramas ascendentes que lo conectan con m ve´rtices
negros y n ramas ascendentes que lo conectan con n ve´rtices blancos. Tam-
bie´n identificamos (−gyfz)−1
∂qg
∂yq
con un ve´rtice blanco del que salen q ramas
ascendentes que lo conectan con q ve´rtices negros.
y′ : f
z′ :
(−gyfz)−1gyy
f f
(−gyfz)−1gyy(f , f)
(−gyfz)−1gy
fy
f
(−gyfz)−1gyfyf
Figura 2.1: Representacio´n gra´fica de los diferenciales elementales de y′ y z′.
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Los a´rboles con ra´ız asociados a las diferenciales elementales de las expresio-
nes de y′ y z′ dadas por (2.1a) y (2.18) pueden verse en la Figura 2.1.
Las derivadas de y esta´n asociadas a a´rboles cuyas ra´ıces son negras. De-
notaremos estos a´rboles por t o ti; al a´rbol que esta´ formado por un u´nico
ve´rtice negro, el asociado a y′, lo denotaremos por τ . Los a´rboles asociados a
las derivadas de z tienen, por el contrario, ra´ıces blancas. Denotaremos estos
a´rboles por u o ui.
Definicio´n 2.1. Denotamos por T = Ty ∪ Tz al conjunto de a´rboles (dife-
renciales algebraicos de ı´ndice 2) definidos de manera recursiva por
τ ∈ Ty,
[t1, . . . , tm, u1, . . . , un]y ∈ Ty si t1, . . . , tm ∈ Ty y u1, . . . , un ∈ Tz,
[t1, . . . , tm]z ∈ Tz si t1, . . . , tm ∈ Ty y o bien m > 1 o bien m = 1 y
t1 6= [u]y con u ∈ Tz.
En la definicio´n anterior t = [t1, . . . , tm, u1, . . . , un]y es el a´rbol que se obtiene
al conectar las ra´ıces de t1, . . . , tm, u1, . . . , un mediante m + n ramas a un
nuevo ve´rtice negro que se convierte en la ra´ız del a´rbol t y u = [t1, . . . , tm]z
es el a´rbol que se obtiene de igual modo al conectar las ra´ıces de t1, . . . , tm a
un nuevo ve´rtice blanco que se convierte en la ra´ız de u.
Definicio´n 2.2. El orden de un a´rbol t ∈ Ty o u ∈ Tz, que denotaremos por
ρ(t) o ρ(u), es la diferencia entre el nu´mero de ve´rtices negros y el nu´mero
de ve´rtices blancos del a´rbol.
Podemos ver en la Figura (2.1) como el orden de los a´rboles asociados a y′
y z′ es 1.
Definicio´n 2.3. Las diferenciales elementales F (t) o F (u) asociadas a
los a´rboles de T quedan definidas de la manera siguiente:
F (τ) = f ,
F (t) =
∂m+nf
∂ym∂zn
(
F (t1), . . . , F (tm), F (u1), . . . , F (un)
)
, si
t = [t1, . . . , tm, u1, . . . , un]y ∈ Ty,
F (u) = (−gyfz)−1
∂qg
∂yq
(
F (t1), . . . , F (tq)
)
, si u = [t1, . . . , tq]z ∈ Tz.
Ahora que tenemos definidas las diferenciales elementales asociadas a los
a´rboles con ra´ız, veamos co´mo obtener, con la ayuda de estos u´ltimos, la
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expresio´n de las sucesivas derivadas de z e y como combinacio´n lineal de
diferenciales elementales.
Para ello debemos derivar, con la ayuda de los a´rboles asociados, las dife-
renciales elementales. Por la regla de Leibniz o del producto, la derivacio´n
respecto de t de una diferencial elemental da lugar a una suma de diferenciales
elementales. Dado un a´rbol σ ∈ T con diferencial elemental asociada F (σ),
obtenemos los a´rboles asociados a las diferenciales elementales de la derivada
respecto de t de la diferencial elemental F (σ) siguiendo las siguientes reglas:
1. En el caso de que en la aplicacio´n de la regla de Leibniz se derive un
te´rmino
∂m+nf
∂ym∂zn
(asociado a un nodo negro) o
∂qg
∂yq
de F (σ) (asociado a
un nodo blanco) con respecto a y (y consecuentemente se an˜ada el factor
y′ = f), a partir del a´rbol σ se obtiene un nuevo a´rbol, que sera´ de orden
una unidad mayor, an˜adiendo al ve´rtice asociado al te´rmino
∂m+nf
∂ym∂zn
o
∂qg
∂yq
que derivamos respecto de y una rama ascendente que se conectara´ con un
a´rbol τ (un nuevo nodo negro). En la Figura 2.2 pueden verse ejemplos de
la aplicacio´n de esta regla donde aparece el a´rbol con ra´ız inicial marcado en
azul.
Al aplicar a la regla 1 obtenemos:
Al aplicar a la regla 1 obtenemos:
Figura 2.2: Ejemplo de aplicacio´n de la regla 1
2. En el caso de que en la aplicacio´n de la regla de Leibniz se derive un
te´rmino
∂m+nf
∂ym∂zn
de F (σ) con respecto a z y se an˜adan consecuentemente los
factores
(−gyfz)−1gyy(f , f) y (−gyfz)−1gyfyf ,
que corresponden a z′ en su expresio´n (2.18), a partir del a´rbol σ se obtienen
dos nuevos a´rboles, ambos de orden una unidad mayor, an˜adiendo al ve´rtice
negro asociado al te´rmino
∂m+nf
∂ym∂zn
que derivamos, una rama ascendente que
se conectara´ para obtener uno de ellos con un a´rbol [τ, τ ]z y para obtener
el otro con un a´rbol [[τ ]y]z. En la Figura 2.3 pueden verse ejemplos de la
aplicacio´n de esta regla donde aparece el a´rbol con ra´ız inicial marcado en
azul.
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Al aplicar a la regla 2 obtenemos:
Al aplicar a la regla 2 obtenemos:
Figura 2.3: Ejemplo de aplicacio´n de la regla 2
3. En el caso de que en la aplicacio´n de la regla de Leibniz se derive un
te´rmino (−gyfz)−1 de F (σ) con respecto a t, te´rmino que estara´ asociado a
un nodo blanco de σ, aparecen los cuatro te´rminos de (2.20)
1 : (−gyfz)−1gyy
(
fz(−gyfz)−1u, f
)
,
2 : (−gyfz)−1gyfzy
(
(−gyfz)−1u, f
)
,
3 : (−gyfz)−1gyfzz
(
(−gyfz)−1u, (−gyfz)−1gyy(f , f)
)
,
4 : (−gyfz)−1gyfzz
(
(−gyfz)−1u, (−gyfz)−1gyfyf
)
,
donde (−gyfz)−1u sera´ la diferencial elemental asociada al a´rbol w cuya ra´ız
es el nodo blanco asociado al te´rmino (−gyfz)−1 que se esta´ derivando. En la
parte izquierda de la Figura 2.4 puede verse un a´rbol σ donde el nodo blanco
representa el nodo asociado al te´rmino (−gyfz)−1 que se esta´ derivando y
v son todos los nodos y ramas que quedan al quitar de σ las ramas que
parten del nodo blanco destacado (y que forman, por tanto, parte de w).
En la parte derecha de la Figura 2.4 puede verse que a partir del a´rbol σ
se obtienen cuatro nuevos a´rboles, todos de orden una unidad mayor, que
podemos describir de la forma siguiente: en primer lugar, se duplica el nodo
blanco asociado al te´rmino (−gyfz)−1 y los dos nodos blancos resultantes se
unen entre s´ı mediante un nuevo nodo negro intermedio.
w
v
a´rbol σ
w
v
1
w
v
2
w
v
3
w
v
4
Figura 2.4: Esquema de la regla 3
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Obtenemos uno de los cuatro a´rboles an˜adiendo al nodo blanco inferior una
rama ascendente conectada a un a´rbol τ (te´rmino 1). Los otros tres a´rboles
los obtenemos an˜adiendo al nuevo nodo negro una rama ascendente a la que
conectamos un a´rbol τ (te´rmino 2), [τ, τ ]z (te´rmino 3) y [[τ ]y]z (te´rmino 4),
respectivamente. En la Figura 2.5 pueden verse ejemplos de la aplicacio´n de
esta regla donde aparece el a´rbol con ra´ız inicial marcado en azul.
Al aplicar a la regla 3 obtenemos:
Al aplicar a la regla 3 obtenemos:
Figura 2.5: Ejemplo de aplicacio´n de la regla 3
Como puede verse en la Figura 2.2 algunos de los a´rboles pueden repetirse
al derivar una misma diferencial elemental o al diferenciar varias que corres-
ponden a la misma derivada de z o y. Ya hab´ıamos constatado este hecho en
(2.21), donde algunos te´rminos aparecen acompan˜ados de coeficientes enteros
distintos de la unidad.
Para distinguir los a´rboles que aparecen ma´s de una vez y saber cuantas veces
aparece cada diferencial elemental en las derivadas de z e y indicaremos el
orden de generacio´n de los ve´rtices negros an˜adiendo a los a´rboles de orden
1, a saber τ , [τ, τ ]z,[[τ ]y]z, una etiqueta 1 en uno de sus ve´rtices negros de
modo que de cada ve´rtice blanco salga una rama cuyo ve´rtice negro esta´ sin
etiquetar.
Cada vez que “derivamos” un a´rbol de acuerdo con las normas descritas
anteriormente, pondremos a los a´rboles de orden 1 que se an˜aden una nueva
etiqueta de modo que el criterio “de cada ve´rtice blanco sale una rama cuyo
ve´rtice negro esta´ sin etiquetar” se conserve. El etiquetado que se obtiene es
evidentemente creciente a lo largo de cada rama.
Definicio´n 2.4. Un a´rbol t ∈ Ty (o u ∈ Tz), junto a un etiquetado mono´tono
que repartira´ ρ(t) (o ρ(u)) etiquetas entre los ve´rtices negros del a´rbol de
forma que “de cada ve´rtice blanco salga una rama cuyo ve´rtice negro este´ sin
etiquetar” recibe el nombre de a´rbol con etiquetado mono´tono.
Las definiciones 2.2 (orden de un a´rbol) y 2.3 (diferenciales elementales) se
extienden de forma natural a los a´rboles con etiquetado mono´tono.
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Lema 2.1 (Generacio´n de todos los a´rboles por derivacio´n). Todos los a´rboles
de T = Ty ∪ Tz proceden de “derivar” repetidamente uno de los tres a´rboles
siguientes: τ , [τ, τ ]z y [[τ ]y]z.
Adema´s si el a´rbol pertenece a Ty proviene necesariamente del a´rbol τ , y si
el a´rbol pertenece a Tz proviene de los a´rboles [τ, τ ]z o [[τ ]y]z.
Demostracio´n. Demostraremos el resultado aplicando un proceso de induc-
cio´n completa al enunciado siguiente: los a´rboles con ra´ız negra de orden
≤ r provienen de “derivar” τ y los a´rboles con ra´ız blanca de orden ≤ r − 1
proceden de “derivar” [τ, τ ]z o [[τ ]y]z, para r ≥ 2. Para r = 2, los a´rboles de
Ty de orden 2, que aparecen en la Figura 2.6, proceden de aplicar las reglas
1 y 2 al a´rbol τ mientras que los a´rboles de orden 1 de Tz son simplemente
los propios a´rboles [τ, τ ]z y [[τ ]y]z de los que partimos.
Figura 2.6: A´rboles de orden 2 de Ty
Supongamos (hipo´tesis de induccio´n) que los a´rboles con ra´ız negra de orden
≤ r provienen de “derivar” τ y los a´rboles con ra´ız blanca de orden ≤ r − 1
proceden de “derivar” [τ, τ ]z o [[τ ]y]z, para un r ≥ 2.
Sea t = [t1, . . . , tm, u1, . . . , un]y ∈ Ty con ρ(t) = r+ 1. Si (m,n) 6= (0, 1) tene-
mos que ρ(ti) ≤ r y ρ(ui) ≤ r−1 y, por hipo´tesis de induccio´n, sabemos como
obtener por derivacio´n los a´rboles ti y ui. Para obtener t por “derivacio´n”
de τ bastara´ “derivar” m veces la ra´ız aplicando la regla 1 y, a continuacio´n,
aplicar a cada uno de los m nodos negros generados los procesos de deriva-
cio´n necesarios (que conocemos por hipo´tesis de induccio´n) para obtener los
a´rboles t1, . . . , tm, respectivamente, y “derivar” n veces la ra´ız aplicando la
regla 2 en la versio´n que an˜ade a la rama ascendente el a´rbol [τ, τ ]z o [[τ ]y]z
segu´n que ui se obtenga a partir de uno u otro y, a continuacio´n, aplicar a
cada uno de los n nuevos a´rboles generados los procesos de derivacio´n nece-
sarios (que conocemos por hipo´tesis de induccio´n) para obtener los a´rboles
u1, . . . , un.
Sea u = [t1, . . . , tm]z ∈ Tz de orden ρ(u) = r. Si m ≥ 2, tenemos que ρ(ti) ≤ r
y, por hipo´tesis de induccio´n, sabemos como obtener por derivacio´n los a´rbo-
les ti. Para obtener u por “derivacio´n” de [τ, τ ]z bastara´ “derivar” m veces la
ra´ız aplicando la regla 1 y, a continuacio´n, aplicar a cada uno de los m nodos
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negros generados los procesos de derivacio´n necesarios (que conocemos por
hipo´tesis de induccio´n) para obtener los a´rboles t1, . . . , tm, respectivamente.
En caso contrario, m = 1, u = [t1]z y ρ(t1) = r + 1. Adema´s, por la Defini-
cio´n 2.1, sabemos que t1 =
[
t˜1, . . . , t˜p, u˜1, . . . , u˜q
]
y
con (p, q) 6= (0, 1), luego,
por lo visto en el pa´rrafo anterior, sabemos como obtener por derivacio´n t1.
Si p ≥ 1, obtenemos u a partir de [[τ ]y]z realizando en el nodo negro que
sigue a la ra´ız el proceso explicado para t en el pa´rrafo anterior aplicado
a t1 con la salvedad de que derivaremos una vez menos aplicando la regla
1 pues utilizaremos la preexistente rama ascendente finalizada en un nodo
negro para la generacio´n de t˜1. Si p = 0 y por tanto q ≥ 2, obtenemos u a
partir del a´rbol del que obtuvie´ramos u˜1 aplicando la regla 3 en la versio´n 3
de la Figura 2.4 si u˜2 se obtiene de [τ, τ ]z o en la versio´n 4 de la misma figura
si u˜2 se obtiene de [[τ ]y]z y realizando a continuacio´n en el nodo negro que
sigue a la ra´ız el proceso explicado para t en el pa´rrafo anterior aplicado a
t1 con la salvedad de que derivaremos dos veces menos aplicando la regla 2
pues, para la generacio´n de u˜1 y u˜2 utilizaremos los a´rboles [τ, τ ]z o [[τ ]y]z
situados al final de las dos ramas que parten del nodo negro que aparecen
tras la aplicacio´n de la regla 3.
Veamos ahora el caso en que t = [t1, . . . , tm, u1, . . . , un]y ∈ Ty con ρ(t) = r+1
y (m,n) = (0, 1), es decir, t = [u1]y. En este caso tenemos ρ(u1) = r y, por lo
visto en el pa´rrafo anterior , sabemos como obtener por derivacio´n el a´rbol u1.
Para obtener t por “derivacio´n” de τ bastara´ “derivar” una vez la ra´ız apli-
cando la regla 2 en la versio´n que an˜ade a la rama ascendente el a´rbol [τ, τ ]z o
[[τ ]y]z segu´n que u1 se obtenga a partir de uno u otro y, a continuacio´n, apli-
car al nuevo a´rbol generado el proceso de derivacio´n necesario que conocemos
por el pa´rrafo anterior para obtener u1.
Esto finaliza la prueba por induccio´n completa.
Nota. Los tres a´rboles de partida τ , [τ, τ ]z y [[τ ]y]z son los u´nicos a´rboles
de orden 1 y adema´s corresponden con las diferenciales elementales de y′ y
z′ como se puede ver en la Figura 2.1.
Nota. Obse´rvese que los distintos procedimientos de construccio´n que figu-
ran en la demostracio´n anterior no son los u´nicos posibles y que, en la mayor
parte de los casos, los a´rboles se pueden obtener de ma´s de una manera.
Usando el lema precedente y teniendo en cuenta que cada derivacio´n aumenta
el orden de los a´rboles en una unidad, podemos escribir las derivadas de la
solucio´n exacta de la siguiente forma:
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Teorema 2.3. Para la solucio´n exacta (y, z) de (2.1) tenemos que:
y(q)(t0) =
∑
t∈Ty,ρ(t)=q
α(t)F (t)(y0, z0) ,
z(q)(t0) =
∑
u∈Ty,ρ(u)=q
α(u)F (u)(y0, z0) ,
donde α(t) y α(u) son coeficientes enteros.
Nota. Los coeficientes α(t) y α(u) son en realidad el nu´mero de etiquetados
mono´tonos distintos de cada a´rbol [5, p. 509].
2.3.2. Desarrollo de Taylor de la solucio´n nume´rica ge-
nerada con me´todos RK semi-expl´ıcitos
En esta subseccio´n trataremos de obtener una expresio´n similar a la del
Teorema 2.3 para la solucio´n nume´rica obtenida con me´todos Runge-Kutta
semi-expl´ıcitos de la forma (2.6). Adoptamos para ello la formulacio´n (2.11)
con la notacio´n (2.10) y (2.9).
Considerando valores inciales y0, z0 consistentes, si aplicamos un paso del
me´todo Runge-Kutta semi-expl´ıcito en su formulacio´n (2.11) tenemos (con
Y˜0 = y0)
Y˜i = y0 + h
i∑
j=1
a˜ijk˜j , i = 1, . . . , s , (2.22a)
0 = g(Y˜i) , i = 1, . . . , s . (2.22b)
donde
k˜i = f(Y˜i−1,Zi) , i = 1, . . . , s . (2.23)
Por el Teorema 2.1 sabemos que dicha solucio´n existe y es u´nica al ser
A˜ = (a˜ij) definida en (2.10) invertible. Consideramos en esta subseccio´n Y˜i,
Zi y k˜i como funciones de h y calculamos a continuacio´n sus derivadas en
h = 0. Derivando (2.22a) respecto de h tenemos
dY˜i
dh
=
i∑
j=1
a˜ijk˜j + h
i∑
j=1
a˜ij
dk˜j
dh
, (2.24)
donde se ha omitido la dependencia de h en Y˜i, Zi, k˜i y sus derivadas. De aho-
ra en adelante se omitira´, generalmente, esta dependencia. Como Y˜i(0) = y0
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y Zi(0) = z0, evaluando (2.24) en h = 0 tenemos
dY˜i
dh
(0) =
i∑
j=1
a˜ijf(y0, z0) . (2.25)
De hecho, se prueba fa´cilmente por induccio´n que para q ≥ 0
dq+1Y˜i
dhq+1
= (q + 1)
i∑
j=1
a˜ij
dqk˜j
dhq
+ h
i∑
j=1
a˜ij
dq+1k˜j
dhq+1
(2.26)
y, por tanto,
dq+1Y˜i
dhq+1
(0) = (q + 1)
i∑
j=1
a˜ij
dqk˜j
dhq
(0) . (2.27)
Derivando (2.23) respecto de h tenemos
dk˜i
dh
= fy(Y˜i−1,Zi)
dY˜i−1
dh
+ fz(Y˜i−1,Zi)
dZi
dh
. (2.28)
Para calcular
dZi
dh
(0) primero derivamos dos veces respecto de h la ecua-
cio´n (2.22b)
0 = gy(Y˜i)
dY˜i
dh
,
0 = gyy(Y˜i)
(
dY˜i
dh
,
dY˜i
dh
)
+ gy(Y˜i)
d2Y˜i
dh2
, (2.29)
a continuacio´n sustituimos en (2.29)
d2Y˜i
dh2
por su expresio´n segu´n (2.26) y
tras esto
dk˜i
dh
por su expresio´n segu´n (2.28). Obtenemos entonces al evaluar
en h = 0,
0 = gyy
(
dY˜i
dh
(0),
dY˜i
dh
(0)
)
+ 2
i∑
j=1
a˜ijgyfy
dY˜i−1
dh
(0)
+ 2
i∑
j=1
a˜ijgyfz
dZi
dh
(0) ,
(2.30)
donde de nuevo se han omitido los argumentos de f , g y sus derivadas. De
ahora en adelante se omitira´n los argumentos siempre que estos sean y0 o z0.
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Utilizando ahora (2.27) llegamos a
0 = gyy
(
i∑
j=1
a˜ijf ,
i∑
j=1
a˜ijf
)
+ 2
i∑
j=1
a˜ijgyfy
i∑
k=1
a˜i−1,kf
+ 2
i∑
j=1
a˜ijgyfz
dZi
dh
(0) .
(2.31)
Si la matriz A˜ es invertible y gyfz es invertible en un entorno de la solucio´n,
despejando
dZi
dh
(0) de (2.31) tenemos
dZi
dh
(0) =
1
2
∑
j, k, l
w˜ij a˜jka˜jl(−gyfz)−1gyy(f , f)
+
∑
j
a˜i−1,j(−gyfz)−1gyfyf ,
(2.32)
donde w˜ij denota el elemento (i, j) de la inversa de la matriz de coeficientes
del me´todo Runge-Kutta A˜.
Si evaluamos (2.28) en h = 0 y sustituimos
dY˜i
dh
(0) y
dZi
dh
(0) por sus expre-
sio´nes segu´n (2.25) y (2.32) tenemos
dk˜i
dh
(0) =
i∑
j=1
a˜i−1,jfyf +
1
2
∑
j, k, l
w˜ij a˜jka˜jlfz(−gyfz)−1gyy(f , f)
+
∑
j
a˜i−1,jfz(−gyfz)−1gyfyf .
(2.33)
Derivando repetidamente (2.28) y (2.29) respecto de h y utilizando (2.27)
obtenemos las expresiones de las derivadas sucesivas respecto de h de Zi y
k˜i evaluadas en h = 0 como combinacio´n lineal de diferenciales elementales
con coeficientes dependientes del me´todo Runge-Kutta.
Los coeficientes que acompan˜an a cada diferencial elemental podra´n asociar-
se al a´rbol asociado a la diferencial elemental. El coeficiente que acompan˜a
a la diferencial elemental F (σ) sera´ el producto de γ(σ), que sera´ un nu´me-
ro racional independiente del me´todo Runge-Kutta, y φi(σ) que sera´ una
expresio´n dependiente de los coeficientes del me´todo Runge-Kutta. Defini-
mos a continuacio´n γ(σ) y φi(σ), que suelen recibir el nombre de funcio´n de
densidad y peso elemental de σ, respectivamente.
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Definicio´n 2.5. El peso elemental φi(t) o φi(u) asociado a los a´rboles de
T queda definido recursivamente de la siguiente forma:
φi(τ) = 1,
φi(t) =
∑
j1,...,jm
aij1 · · · aijmφj1(t1) · · ·φjm(tm)φi(u1) · · ·φi(un), si
t = [t1, . . . , tm, u1, . . . , un]y ∈ Ty,
φi(u) =
∑
j,k1,...,km
w˜ij a˜jk1 · · · a˜jkmφk1(t1) · · ·φkm(tm), si
u = [t1, . . . , tm]z ∈ Tz.
Definicio´n 2.6. La funcio´n de densidad γ(t) o γ(u) asociada a los a´rboles
de T queda definida recursivamente de la siguiente forma:
γ(τ) = 1,
γ(t) = ρ(t)γ(t1) · · · γ(tm)γ(u1) · · · γ(un), si
t = [t1, . . . , tm, u1, . . . , un]y ∈ Ty,
γ(u) =
1
ρ(u) + 1
γ(t1) · · · γ(tm) si u = [t1, . . . , tm]z ∈ Tz.
Teorema 2.4. Las derivadas de k˜i y Zi satisfacen
dqk˜i
dhq
(0) =
1
q + 1
∑
t∈Ty ,ρ(t)=q+1
α(t)γ(t)φi(t)F (t)(y0, z0) ,
dqZi
dhq
(0) =
∑
u∈Tz ,ρ(u)=q
α(u)γ(u)φi(u)F (u)(y0, z0) ,
donde los coeficientes enteros α(t) y α(u) son los mismos que los del Teore-
ma 2.3.
Nota. Para obtener una demostracio´n de este teorema basta adaptar la que
se puede encontrar en [4, p. 61].
Utilizando los coeficientes que acabamos de definir, el siguiente teorema nos
ofrece una expresio´n para la solucio´n nume´rica similar a la del Teorema 2.3
para la solucio´n exacta.
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Teorema 2.5. Para la solucio´n nume´rica (y1, z1) de (2.22) calculada tras un
paso de longitud h con el me´todo Runge-Kutta semi-expl´ıcito (2.6) tenemos:
dq+1y1
dhq+1
(0) =
∑
t∈Ty ,ρ(t)=q+1
α(t)γ(t)
(
s∑
i=1
biφi(t)
)
F (t)(y0, z0) , (2.34)
dq+1z1
dhq+1
(0) =
∑
u∈Tz ,ρ(u)=q
α(u)γ(u)φs(u)F (u)(y0, z0) (2.35)
donde los coeficientes enteros α(t) y α(u) son los mismos que los del Teore-
ma 2.3.
Demostracio´n. Recordemos que la solucio´n nume´rica de los me´todos Runge-
Kutta semi-explicitos viene dada por y1 = Y˜s y z1 = Zs. Utilizando (2.27),
tenemos que las derivadas en h = 0 de y1 = Y˜s vienen dadas por
dq+1y1
dhq+1
(0) = (q + 1)
s∑
i=1
a˜sj
dqk˜i
dhq
(0) = (q + 1)
s∑
i=1
bi
dqk˜i
dhq
(0) . (2.36)
Si sustituimos en (2.36)
dqk˜i
dhq
(0) por su expresio´n segu´n el Teorema 2.4 tene-
mos
dq+1y1
dhq+1
(0) =
∑
t∈Ty ,ρ(t)=q+1
α(t)γ(t)
(
s∑
i=1
biφi(t)
)
F (t)(y0, z0) .
Las derivadas en h = 0 de z1 = Zs se obtienen directamente de Teorema 2.4.
2.3.3. Condiciones de orden
En esta subseccio´n obtendremos finalmente las condiciones de orden de los
me´todos Runge-Kutta semi-expl´ıcitos utilizando los resultados obtenidos an-
teriormente en la seccio´n. La solucio´n nume´rica de los me´todos Runge-Kutta
semi-explicitos en su formulacio´n (2.11) viene dada por y1 = Y˜s.
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Teorema 2.6. El error local δyh(t0) = y1 − y(t0 + h) verifica
δyh(t0) = O(h
r) , P (t0)δyh(t0) = O(h
r+1) , (2.37)
con P (t0) = I − f z(gyfz)−1gy(y0, z0), si se verifican las condiciones
s∑
i=1
biφi(t) =
1
γ(t)
(2.38)
para todo a´rbol t ∈ Ty de orden ρ(t) ≤ r−1 y para aquellos de orden ρ(t) = r
que no son de la forma t = [u]y con u ∈ Tz.
Nota. Por el resultado de convergencia del Teorema (2.2) las condiciones de
orden anteriores implican que el error global de la componente y es O(hr).
Demostracio´n. Supongamos que se verifican las condiciones
s∑
i=1
biφi(t) =
1
γ(t)
para todo a´rbol t ∈ Ty de orden ρ(t) ≤ r−1 y para aquellos de orden ρ(t) = r
que no son de la forma t = [u]y con u ∈ Tz. Entonces, para q + 1 ≤ r − 1, la
expresio´n (2.34) pasa a ser
dq+1y1
dhq+1
(0) =
∑
t∈Ty ,ρ(t)=q+1
α(t)F (t)(y0, z0) ,
lo que coincide con la expresio´n de y(q+1)(t0) obtenida en el Teorema 2.3,
luego queda probado que δyh(t0) = O(h
r).
Como P (t0)fz(y0, z0) = 0 tenemos que
P (t0)F (t)(y0, z0) = 0 para t = [u]y con u ∈ Tz ,
de manera que los a´rboles de orden r de la forma t = [u]y con u ∈ Tz no
impondra´n condiciones sobre los coeficientes del me´todo y, dado que (2.38) se
verifica para todos los a´rboles de orden r que no son de esa forma, se cumple
tambie´n la segunda relacio´n: P (t0)δyh(t0) = O(h
r+1).
Por tanto, en virtud del Teorema 2.2 y del Teorema 2.6, si queremos orden de
convergencia r bastara´ con exigir la condicio´n (2.38) para todos los a´rboles
de Ty de orden menor o igual que r − 1 y para aquellos de orden r que no
sean de la forma [u]y con u ∈ Tz.
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De orden 1 so´lo hay un a´rbol en Ty: τ (que no es de la forma t = [u]y con
u ∈ Tz). De las definiciones 2.5 (peso elemental) y 2.6 (funcio´n de densidad)
tenemos
φi(τ) = 1 y γ(τ) = 1.
Por tanto, la condicio´n (2.38) es para el a´rbol τ
s∑
i=1
bi = 1 , (2.39)
que sera´ la condicio´n que habra´ que exigir para que el me´todo Runge-Kutta
semi-expl´ıcito tenga orden de convergencia 1.
De orden 2 hay tres a´rboles en Ty: [τ ]y, [[τ, τ ]z]y y [ [ [τ ]y]z]y. De ellos, los dos
u´ltimos son de la forma [u]y con u ∈ Tz. Para el otro a´rbol, [τ ]y, tenemos
φi
(
[τ ]y
)
=
∑
j
aijφj(τ) =
∑
j
aij ,
γ
(
[τ ]y
)
= ρ
(
[τ ]y
)
γ(τ) = 2 · 1 = 2 ,
y, por tanto, la condicio´n (2.38) es∑
i,j
biaij =
1
2
,
que, con la notacio´n ci =
∑s
j=1 aij se reescribe∑
i
bici =
1
2
. (2.40)
El me´todo Runge-Kutta semi-expl´ıcito tendra´ orden 2 si se verifican las con-
diciones (2.39) y (2.40). Si queremos orden 3, adema´s de estas dos condiciones
sera´ necesario exigir que se verifique la condicio´n (2.38) para los dos a´rboles
de orden 2 de la forma [u]y con u ∈ Tz: [[τ, τ ]z]y y [ [ [τ ]y]z]y y para aquellos
de orden 3 que no tengan esa forma.
Para el a´rbol [ [τ, τ ]z]y tenemos
φi
(
[ [τ, τ ]z]y
)
= φi
(
[τ, τ ]z
)
=
∑
j,k,l
w˜ij a˜jla˜jlφk(τ)φl(τ) =
∑
j,k,l
w˜ij a˜jla˜jl ,
γ
(
[ [τ, τ ]z]y
)
= ρ
(
[ [τ, τ ]z]y
) γ(τ)γ(τ)
ρ
(
[τ, τ ]z
)
+ 1
= 2 · 1
2
= 1 .
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Por tanto, la condicio´n (2.38) es∑
i,j,k,l
biw˜ij a˜jla˜jl = 1 ,
que, teniendo en cuenta que ci+1 =
∑s
j=1 a˜ij con i = 1, . . . , s−1 y denotando
cs+1 =
∑s
j=1 a˜sj es ∑
i,j,k,l
biw˜ijc
2
j+1 = 1 . (2.41)
De forma similar, para el a´rbol [ [[τ ]y]z]y tenemos
φi
(
[ [ [τ ]y]z]y
)
= φi
(
[ [τ ]y]z
)
=
∑
j,k
w˜ij a˜jkφk
(
[τ ]y
)
=
∑
j,k
w˜ij a˜jkck ,
γ
(
[ [ [τ ]y]z]y
)
= ρ
(
[ [ [τ ]y]z]y
) γ([τ ]y)
ρ
(
[ [τ ]y]z]
)
+ 1
= 2 · 2
2
= 2 ,
y, por tanto, la condicio´n (2.38) es∑
i,j,k
biw˜ij a˜jkck =
1
2
. (2.42)
Como (b1, . . . , bs) = (0, . . . , 1) · A˜, la condicio´n (2.41) se verifica automa´tica-
mente∑
i,j,k,l
biw˜ijc
2
j+1 = (0, . . . , 1) · A˜ · A˜−1 · (c22, . . . , c2s, c2s+1)T = c2s+1 = 1 . (2.43)
En la u´ltima igualdad se ha utilizado que cs+1 =
∑s
j=1 a˜sj =
∑s
i=1 bi = 1,
pues ya hemos pedido que se verifique (2.39).
La condicio´n (2.42) se verifica tambie´n automa´ticamente pues, utilizando de
nuevo que (b1, . . . , bs) = (0, . . . , 1) · A˜, tenemos
∑
i,j,k
biw˜ij a˜jkck = (0, . . . , 1) · A˜ · A˜−1 ·
(∑
k
a˜1kck , . . . ,
∑
k
a˜skck
)T
=
∑
k
a˜skck =
s∑
k=1
bkck =
1
2
, (2.44)
donde la u´ltima igualdad es consecuencia de que ya hemos exigido la condi-
cio´n (2.40).
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nº a´rbol orden condicio´n de orden
1 1
∑
bi = 1
2 2
∑
bici =
1
2
3 3
∑
bic
2
i =
1
3
4 3
∑
biaijcj =
1
6
5 3
∑
biciw˜ijc
2
j+1 =
2
3
6 3
∑
biciw˜ij a˜jkck =
1
3
7 3
∑
biw˜ijc
2
j+1w˜ikc
2
k+1 =
4
3
8 3
∑
biw˜ijc
2
j+1w˜ika˜klcl =
2
3
9 3
∑
biw˜ij a˜jkckw˜ila˜lmcm =
1
3
10 3
∑
biaijw˜jkc
2
k+1 =
1
3
11 3
∑
biaijw˜jka˜klcl =
1
6
Tabla 2.1: Condiciones de orden 1, 2 y 3
Ca´lculos similares a los anteriores aplicados a los a´rboles de orden 3 que
no son de la forma [u]y con u ∈ Tz dan lugar a las condiciones 3–11 de la
Tabla 2.1.
Por la forma en que se ha construido A˜ a partir de A se verifica
A · A˜−1 =

0 · · · 0 0
1 0
. . .
...
1 0

y, en consecuencia,
(b1, . . . , bs) · A · A˜−1 = (b2, . . . , bs, 0) .
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Veamos que esto implica que las dos ultimas condiciones de la Tabla 2.1 se
verifican automa´ticamente. Para la condicio´n 10 de la Tabla 2.1, observamos
que ∑
i,j,k
biaijw˜jkc
2
k+1 = (b1, . . . , bs) · A · A˜−1 · (c22, . . . , c2s, c2s+1)T
= (b2, . . . , bs, 0) · (c22, . . . , c2s, c2s+1)T =
s∑
i=2
bic
2
i =
1
3
.
En la u´ltima igualdad se ha utilizado que
s∑
i=2
bic
2
i =
s∑
i=1
bic
2
i =
1
3
puesto que c1 = 0 y ya hemos pedido que se verifique la condicio´n 3 de la
Tabla 2.1.
La condicio´n 11 de la Tabla 2.1 se verifica tambie´n automa´ticamente pues
∑
i,j,k,l
biaijw˜jka˜klcl = (b1, . . . , bs) · A · A˜−1 ·
(∑
l
a˜1lcl , . . . ,
∑
l
a˜slcl
)T
= (b2, . . . , bs, 0) ·
(∑
l
a2lcl , . . . ,
∑
l
as+1,lcl
)T
=
s∑
i=2, j=1
biaijcj =
1
6
.
En la u´ltima igualdad se ha utilizado que
s∑
i=2, j=1
biaijcj =
s∑
i,j=1
biaijcj =
1
6
pues a1j = 0 para j = 1, . . . , s y ya hemos pedido que se verifique la condicio´n
4 de la Tabla 2.1.
A continuacio´n damos un resultado que generaliza lo sucedido en (2.43) y
(2.44) a todo a´rbol de la forma [u]y con u ∈ Tz y otro resultado que generaliza
lo sucedido con las condiciones 10–11 de la Tabla 2.1 a todo a´rbol de la forma
[[u]y]y con u ∈ Tz. En la Figura 2.7 puede verse la estructura de los a´rboles
de la forma [u]y y [[u]y]y con u ∈ Tz.
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u
[u]y
u
[[u]y]y
Figura 2.7: Estructura de los a´rboles
Lema 2.2. Si se verifican las condiciones
s∑
i=1
biφi(t) =
1
γ(t)
para todo a´rbol t ∈ Ty de orden ρ(t) ≤ r−1 y para aquellos de orden ρ(t) = r
que no son de la forma t = [u]y con u ∈ Tz, entonces se verifica para todo
a´rbol t ∈ Ty de orden ρ(t) = r.
Demostracio´n. Sea t ∈ Ty de orden ρ(t) = r. Obviamente si t 6= [u]y con
u ∈ Tz, la condicio´n
∑s
i=1 biφi(t) = 1/γ(t) se verifica por hipo´tesis.
En caso contrario, si existe µ ∈ Tz tal que t = [µ]y, por la Definicio´n 2.1
sabemos que existen m ≥ 1 y t1, . . . , tm tales que µ = [t1, . . . , tm]z; adema´s,
en caso de que m = 1, t1 6= [u]y con u ∈ Tz.
Por la Definicio´n 2.2 (orden de un a´rbol) tenemos que
ρ(t1) + · · ·+ ρ(tm) = ρ(µ) + 1 = ρ(t) = r
y por tanto o bien ρ(ti) < r para todo i = 1, . . . ,m, o bien m = 1 y ρ(t1) = r,
lo que implica que t1 6= [u]y con u ∈ Tz. En ambos casos tenemos por hipo´tesis
que para todo i = 1, . . . ,m
s∑
i=1
biφi(ti) =
1
γ(ti)
. (2.45)
Por las definiciones 2.5 (peso elemental) y 2.6 (funcio´n de densidad) tenemos
φi(t) = φi([µ]y) = φi(µ) =
∑
j,k1,...,km
w˜ij a˜jk1 · · · a˜jkmφk1(t1) · · ·φkm(tm) ,
γ(t) = ρ(t)γ(µ) = ρ(t)
1
ρ(µ) + 1
γ(t1) · · · γ(tm) = γ(t1) · · · γ(tm) , (2.46)
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pues ρ(t) = ρ(µ) + 1. Como adema´s (b1, . . . , bs) = (0, . . . , 1) · A˜, tenemos∑
i
biφi(t) =
∑
i,j,k1,...,km
biw˜ij a˜jk1 · · · a˜jkmφk1(t1) · · ·φkm(tm)
= (0, . . . , 1) · A˜ · A˜−1(ξ1, . . . , ξs)T = ξs ,
donde
ξj =
∑
k1,...,km
a˜jk1 · · · a˜jkmφk1(t1) · · ·φkm(tm) =
m∏
q=1
(
s∑
k=1
a˜jkφk(tq)
)
.
Evaluando la expresio´n anterior en j = s y utilizando primero (2.45) y luego
(2.46) tenemos
ξs =
m∏
q=1
(
s∑
k=1
bkφk(tq)
)
=
m∏
q=1
(
1
γ(tq)
)
=
1
γ(t)
y por tanto ∑
i
biφi(t) =
1
γ(t)
.
Corolario 2.1. Si se verifican las condiciones
s∑
i=1
biφi(t) =
1
γ(t)
para aquellos a´rboles de orden ρ(t) ≤ r que no son de la forma t = [u]y con
u ∈ Tz, entonces la misma condicio´n se verifica para todo a´rbol t ∈ Ty de
orden ρ(t) ≤ r.
Demostracio´n. Basta aplicar induccio´n sobre r y utilizar el Lema 2.2
Lema 2.3. Si se verifican las condiciones
s∑
i=1
biφi(t) =
1
γ(t)
para todo a´rbol t ∈ Ty de orden ρ(t) = r que no sea de la forma t = [u]y con
u ∈ Tz, ni de la forma t = [[u]y]y con u ∈ Tz, entonces se verifica para todo
a´rbol t ∈ Ty de orden ρ(t) = r de la forma t = [[u]y]y con u ∈ Tz.
2.3. Condiciones de orden 41
Demostracio´n. Sea t ∈ Ty de orden ρ(t) = r de la forma t = [[u]y]y con
u ∈ Tz, es decir, existe µ ∈ Tz tal que t = [[µ]y]y. Por la Definicio´n 2.1
sabemos que existen m ≥ 1 y t1, . . . , tm tales que µ = [t1, . . . , tm]z y adema´s,
en caso de que m = 1, t1 6= [u]y con u ∈ Tz.
Por la Definicio´n 2.2 (orden de un a´rbol) tenemos que
ρ(t1) + · · ·+ ρ(tm) = ρ(µ) + 1 = ρ([µ]y) = ρ(t)− 1 = r − 1
y denotando θ = [t1, . . . , tm]y tenemos
ρ(θ) = ρ(t1) + · · ·+ ρ(tm) + 1 = ρ(t) = r .
Como adema´s θ 6= [[u]y]y con u ∈ Tz (ya que si m = 1 tenemos que t1 6= [u]y
con u ∈ Tz) y θ 6= [u]y tenemos por hipo´tesis que
s∑
i=1
biφi(θ) =
1
γ(θ)
. (2.47)
Por la Definicio´n 2.5 (peso elemental) tenemos
φi(t) = φi([[µ]y]y) =
∑
j
aijφj([µ]y) =
∑
j
aijφj(µ)
=
∑
j,k,l1,...,lm
aijw˜jka˜kl1 · · · a˜klmφl1(t1) · · ·φlm(tm)
=
∑
j,k
aijw˜jkξk ,
donde
ξj =
∑
l1,...,lm
a˜jl1 · · · a˜jlmφl1(t1) · · ·φlm(tm) ,
y, por la Definicio´n 2.6 (funcio´n de densidad), tenemos
γ(t) = ρ(t)ρ([µ]y)γ(µ) = ρ(t)ρ([µ]y)
1
ρ(µ) + 1
γ(t1) · · · γ(tm)
= ρ(t)γ(t1) · · · γ(tm) = ρ(θ)γ(t1) · · · γ(tm) = γ(θ) , (2.48)
pues ρ([µ]y) = ρ(µ) + 1. Como adema´s (b1, . . . , bs) · A · A˜−1 = (b2, . . . , bs, 0)
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tenemos ∑
i
biφi(t) =
∑
i,j,k
biaijw˜jkξk
= (b1, . . . , bs) · A · A˜−1 · (ξ1, . . . , ξs)T
= (b2, . . . , bs, 0) · (ξ1, . . . , ξs)T =
s∑
k=2
bkξk−1 ,
y dado que para j = 1, . . . , s− 1, ξj = φj+1(θ) y φ1(θ) = 0, pues a1l = 0 para
l = 1, . . . , s, tenemos∑
i
biφi(t) =
s∑
k=2
bkξk−1 =
s∑
k=2
bkφk(θ) =
s∑
k=1
bkφk(θ)
Utilizando ahora (2.47) y (2.48) concluimos∑
i
biφi(t) =
s∑
k=1
bkφk(θ) =
1
γ(θ)
=
1
γ(t)
.
El resultado que exponemos a continuacio´n no es ma´s que una s´ıntesis del
Corolario 2.1 y del Lema 2.3.
Corolario 2.2. Si se verifican las condiciones
s∑
i=1
biφi(t) =
1
γ(t)
para aquellos a´rboles de orden ρ(t) ≤ r que no sean de la forma t = [u]y con
u ∈ Tz, ni de la forma t = [[u]y]y con u ∈ Tz, entonces la misma condicio´n
se verifica para todo a´rbol t ∈ Ty de orden ρ(t) ≤ r.
Tras lo que acabamos de ver, el Teorema 2.6 se escribe ahora como
Teorema 2.7. El error local δyh(t0) = y1 − y(t0 + h) viene dado por
δyh(t0) = O(h
r+1) (2.49)
si se verifican las condiciones
s∑
i=1
biφi(t) =
1
γ(t)
(2.50)
para aquellos a´rboles de orden ρ(t) ≤ r que no sean de la forma t = [u]y con
u ∈ Tz, ni de la forma t = [[u]y]y con u ∈ Tz.
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Nota. De nuevo, por el resultado de convergencia del Teorema 2.2, las con-
diciones de orden anteriores implican que el me´todo Runge-Kutta es conver-
gente de orden r.
Las condiciones de orden (2.50) se pueden obtener directamente a partir de
la estructura de los a´rboles utilizando el siguiente algoritmo, que supone una
alternativa a la Definicio´n 2.5.
Algoritmo (Formacio´n de las condiciones de orden para un a´rbol dado t).
An˜adimos a cada nodo del a´rbol un ı´ndice de sumacio´n i, j, k, . . . El primer
miembro de la condicio´n de orden es el sumatorio sobre todos los ı´ndices de
un producto con factores
bi si i es el ı´ndice de la ra´ız,
aij si el nodo negro j esta´ justo encima del nodo negro i,
a˜ij = ai+1,j si el nodo negro j esta´ justo encima del nodo blanco i,
w˜ij si el nodo blanco j esta´ justo encima del nodo negro i.
donde i y j representan dos ı´ndices cualesquiera. El segundo miembro de la
condicio´n de orden es
1
γ(t)
, y se calcula haciendo uso de la Definicio´n 2.6.
Si estamos interesados en obtener una aproximacio´n de la variable algebraica
z, se pueden establecer tambie´n condiciones de orden similares. Para ello hay
que comparar los desarrollos de Taylor de la solucio´n exacta z(t0 +h) y de la
solucio´n nume´rica z1 que se han obtenido en el Teorema 2.3 y el Teorema 2.4,
respectivamente. Se puede ver en [3] que, para que el error local de la variable
algebraica verifique
δzh(t0) = z1 − z(t0 + h) = O(hr+1) ,
hay que pedir que δyh(t0) = O(h
r+1) y que los desarrollos de Taylor de
z(t0 + h) y z1 coincidan hasta los te´rminos O(h
r). En [3, p. 544] se puede
encontrar una tabla con las condiciones de orden adicionales que hay que
exigir para que los desarrollos de Taylor coincidan hasta los te´rminos de
orden O(h3). Todas ellas corresponden a a´rboles en los que la ra´ız es un
nodo blanco.

Cap´ıtulo 3
Una aplicacio´n: sistemas
meca´nicos con restricciones
En este cap´ıtulo describimos una familia importante de problemas que pue-
den ser descritos mediante ecuaciones diferenciales algebraicas de ı´ndice 2
de la forma (2.1): los sistemas meca´nicos con restricciones. Adema´s, vamos
a ver como, para estos problemas, los me´todos Runge-Kutta semi-expl´ıci-
tos pueden implementarse de manera que so´lo es necesario resolver sistemas
lineales.
3.1. Descripcio´n del problema
Las ecuaciones de Lagrange que describen el movimiento de un sistema multi-
cuerpo con coordenadas generalizadas q(t) = (q1(t), . . . , qn(t))
T y velocidades
generalizadas v(t) = q′(t) = (q′1(t), . . . , q
′
n(t))
T son
d
dt
(
∂L
∂q′i
)
− ∂L
∂qi
= 0, i = 1, . . . , n , (3.1)
donde L = T − U es la correspondiente funcio´n Lagrangiana, U = U(q) es
la energ´ıa potencial y T = T (q,v) es la energ´ıa cine´tica, que en numerosas
aplicaciones viene dada por
T =
1
2
vTM(q)v . (3.2)
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Cuando el sistema meca´nico esta´ sujeto a m restricciones gj(q(t)) = 0,
j = 1, . . . ,m, se considera la nueva funcio´n Lagrangiana
L = T − U − λ1g1(q)− · · · − λmgm(q) , (3.3)
en la que los multiplicadores de Lagrange λ1 . . . , λm se consideran como coor-
denadas generalizadas adicionales. El hecho de que el Lagrangiano (3.3) no
dependa de las derivadas de los multiplicadores hace que las ecuaciones (3.1)
para las nuevas coordenadas λ1 . . . , λm no sean otra cosa que las restricciones
buscadas gj(q(t)) = 0, 1 ≤ j ≤ m.
Las ecuaciones (3.1) que describen el movimiento de un sistema meca´nico con
restricciones que no dependen de las velocidades (restricciones holono´micas)
pueden escribirse como
q′ = v , (3.4a)
M(q)v′ = f(q,v)−GT (q)λ , (3.4b)
0 = g(q) , (3.4c)
donde g = (g1, . . . , gm)
T , λ = (λ1, . . . , λm)
T , G(q) = gq(q), M(q) es la
matriz de masa generalizada, que se supone definida positiva, y f(q,v) son
las fuerzas aplicadas, i.e. las que no son fuerzas de restriccio´n. Tanto en
el desarrollo anterior como en lo que sigue se ha omitido la dependencia
expl´ıcita de t en q, v y λ. Un ana´lisis ma´s detallado de la obtencio´n de estas
ecuaciones del movimiento puede encontrarse en cualquier libro de meca´nica
cla´sica, por ejemplo en [1, Part II] o [9, Cap´ıtulo 7].
Si multiplicamos formalmente (3.4b) por M−1(q), el sistema (3.4) es de la
forma (1.7) con (q,v,λ) en los papeles de (y, z,u). Para que el sistema
sea de ı´ndice 3 debemos pedir que G(q)M−1(q)GT (q) sea invertible en un
entorno de la solucio´n. Esta condicio´n se verifica si las restricciones (3.4c) son
independientes, es decir, si las filas de G(q) son linealmente independientes.
Para obtener un sistema de la forma (2.1) derivamos (3.4c) respecto de t y
obtenemos
0 = G(q)v . (3.5)
El sistema (3.4a), (3.4b), (3.5) es de la forma (2.1) con (q,v) en el papel de
y y λ en el papel de z. Para que el sistema sea de ı´ndice 2 debemos pedir,
al igual que en el caso de ı´ndice 3, que G(q)M−1(q)GT (q) sea invertible en
un entorno de la solucio´n.
Si consideramos valores iniciales consistentes q0, v0, λ0 y aplicamos ahora
un paso de longitud h con un me´todo Runge-Kutta semi-expl´ıcito (2.6) al
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sistema de ı´ndice 2
q′ = v , (3.6a)
M(q)v′ = f(q,v)−GT (q)λ , (3.6b)
0 = G(q)v , (3.6c)
con G(q)M−1(q)GT (q) invertible en un entorno de la solucio´n, obtenemos
las etapas intermedias
Q1 = q0 , V1 = v0 , (3.7a)
Qi = q0 + h
i−1∑
j=1
aijVj , i = 2, . . . , s ,
Vi = v0 + h
i−1∑
j=1
aijV
′
j , i = 2, . . . , s ,
(3.7b)
0 = GiVi , i = 1, . . . , s , (3.7c)
con
MiV
′
i = f i −GTi Λi , 1 ≤ i ≤ s− 1 , (3.7d)
donde se ha utilizado la notacio´n simplificada Mi = M(Qi), Gi = G(Qi) y
f i = f(Qi,Vi). La solucio´n nume´rica tras avanzar un paso con el me´todo
q1,v1, λ1 viene dada entonces por las ecuaciones
q1 = q0 + h
s∑
i=1
biVi ,
v1 = v0 + h
s∑
i=1
biV
′
i ,
(3.8a)
0 = G(q1)v1 , (3.8b)
con
MsV
′
s = f s −GTs Λs . (3.8c)
Como los valores iniciales son consistentes, para i = 1 (3.7c) se verifica por
hipo´tesis. Para los sucesivos pasos, (3.7c) tambie´n se satisfara´ automa´tica-
mente para i = 1 pues a qn,vn se les habra´ exigido en el paso anterior que
0 = G(qn)vn.
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Si sustituimos a continuacio´n en (3.7c) las expresiones de Q2 y V2 dadas por
(3.7b), tenemos junto a (3.7d) para i = 1 un sistema lineal en V′1 y Λ1 que
puede ser resuelto. Una vez hemos calculado V′1 y Λ1, podemos obtener V2
expl´ıcitamente (Q2 ya se conoc´ıa).
Podemos repetir este proceso en las sucesivas etapas; en la etapa (i+1)-e´sima
deberemos resolver el sistema lineal en V′i y Λi[
Mi G
T
i
Gi+1 0
] [
V′i
Λi
]
=
[
f i
ri
]
, (3.9)
donde
ri =
−1
hai+1,i
Gi+1
(
v0 + h
i−1∑
j=1
ai+1,jV
′
j
)
.
El hecho de que M(q) sea regular, G(q) tenga rango ma´ximo y la matriz
G(q)M−1(q)GT (q) sea invertible en un entorno de la solucio´n, garantiza que
la matriz de (3.9) es invertible y que el sistema lineal tiene solucio´n u´nica.
A continuacio´n, obtenemos V′s y Λs resolviendo el sistema formado por (3.8c)
y por la ecuacio´n que se obtiene al sustituir en (3.8b) las expresiones de q1
y v1 dadas por (3.8a). El sistema es[
Ms G
T
s
G(q1) 0
] [
V′s
Λs
]
=
[
f s
rs
]
, (3.10)
donde
rs =
−1
hbs
G(q1)
(
v0 + h
s−1∑
i=1
biV
′
j
)
.
Como en las etapas intermedias, antes de resolver el sistema ya conocemos
el valor de q1. Por tanto, para finalizar basta calcular de forma expl´ıcita v1
de (3.8a).
Como ya se explico´ en la descripcio´n de los me´todos semi-expl´ıcitos, la solu-
cio´n nume´rica de la variable algebraica, que en este caso es λ1, no se puede
determinar y por tanto para obtener una aproximacio´n a λ(t + h) se consi-
derara´n me´todos con cs = 1 y tomaremos λ1 = Λs.
3.2. Algunos Ejemplos
En esta seccio´n describiremos tres sistemas meca´nicos con restricciones: el
pe´ndulo matema´tico, un brazo plano articulado de dos grados de libertad y
un sistema de siete cuerpos conocido como “Andrews’ squeezing mechanism”.
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3.2.1. Pe´ndulo Matema´tico
El pe´ndulo descrito en la Figura 1.1 en coordenadas cartesianas (x, y) junto
a la restriccio´n considerada en el Cap´ıtulo 1, x2 + y2 − l2 = 0, tiene como
funcio´n Lagrangiana
L =
m
2
((x′)2 + (y′)2) +mgy − λ(x2 + y2 − l2) ,
donde, al igual que en el Cap´ıtulo 1, m es la masa puntual suspendida al
final de una varilla sin masa de longitud l bajo la influencia de una gravedad
g. Por tanto, las ecuaciones del movimiento (3.1) son en este caso
x′ = u , (3.11a)
y′ = v , (3.11b)
mu′ = −2xλ , (3.11c)
mv′ = mg − 2yλ , (3.11d)
0 = x2 + y2 − l2 . (3.11e)
Para este problema, el significado f´ısico de λ, que era la tensio´n de la varilla
que mantiene la masa puntual a una distancia constante del origen, sigue
siendo la misma, excepto que queda dividida por 2 l. Esto produce una pe-
quen˜a diferencia en la presentacio´n de las nuevas ecuaciones (3.11c)–(3.11d)
frente a las ecuaciones (1.10) que obtuvimos mediante las leyes de Newton.
El sistema anterior, viene dado por la forma general (3.4) con q = [x, y]T ,
v = [u, v]T , λ = λ,
M(q) =
[
m 0
0 m
]
, f(q,v) =
[
0
mg
]
,
G(q) = [2x, 2y] y g(q) = x2 + y2 − l2 .
No´tese que
G(q)M−1(q)GT (q) =
2
m
(x2 + y2)
es invertible en un entorno de la solucio´n y, por tanto, el sistema (3.11) es
un sistema de EDAs de ı´ndice 3.
Si, al igual que en el Cap´ıtulo 1, derivamos la restriccio´n (3.11e) respecto de
t obtenemos
0 = xu+ yv
que, junto a las restantes ecuaciones de (3.11), configuran un sistema de EDAs
de ı´ndice 2, que coincide con la formulacio´n de (3.6) y a esta formulacio´n es a
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la que podemos aplicar los me´todos Runge-Kutta semi-expl´ıcitos estudiados
en el Cap´ıtulo 2.
En la simulacio´n que realizamos utilizaremos los para´metros
m = 1kg , l = 1m y g = 9.81m/s2 ,
y los valores iniciales
q(0) =
[
0
1
]
, v(0) =
[
6
0
]
, y λ(0) = 22, 905 .
La eleccio´n de λ(0) se ha realizado para partir de condiciones iniciales con-
sistentes.
3.2.2. Brazo plano articulado de dos grados de libertad
Consideramos en esta subseccio´n un brazo plano articulado de dos grados de
libertad con un camino predefinido para su extremo libre. El brazo esta´ for-
mado por dos varillas r´ıgidas de masas m1 y m2 y longitudes l1 y l2. Un
extremo de una de las varillas (que denominamos primera) esta´ fijado al
origen de coordenadas y el otro esta´ conectado a la segunda varilla permi-
tiendo rotaciones en el plano x–y. Las coordenadas generalizadas del sistema
meca´nico que utilizaremos sera´n q = [θ1, θ2]
T , siendo θ1 el a´ngulo que forma
la primera varilla con el eje horizontal y θ2 el a´ngulo que forma la segun-
da varilla con respecto a la primera. Todo lo descrito anteriormente puede
observarse en el esquema que aparece en la Figura 3.1.
Las coordenadas cartesianas del enlace (la“articulacio´n”) entre ambas varillas
vienen dadas por
x1 = l1 cos(θ1) , y1 = l1 sin(θ1) ,
y las del extremo libre son
x2 = x1 + l2 cos(θ1 + θ2) , y2 = y1 + l2 sin(θ1 + θ2) .
La restriccio´n viene dada por el camino predefinido para el extremo libre,
cuya segunda coordenada cartesiana fijamos en funcio´n del tiempo como
y2(t) = sin
2(t/2) . (3.12)
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Figura 3.1: Brazo plano articulado de dos grados de libertad (de [2, p. 287]).
Como la restriccio´n depende del tiempo, hemos de cambiar (3.4c) por
0 = g(q, t) y al derivar respecto de t obtenemos
0 = G(q, t)v +
∂g
∂t
(q, t)
en lugar de (3.6c). Adema´s, de forma general, se debera´ an˜adir la dependencia
de G = gq respecto de t. En nuestro caso,
g(q, t) = y2(t)− sin2(t/2) = l1 sin θ1 + l2 sin(θ1 + θ2)− sin2(t/2) , (3.13a)
G(q, t) =
[
l1 cos θ1 + l2 cos(θ1 + θ2), l2 cos(θ1 + θ2)
]
, (3.13b)
luego G no depende del tiempo.
A la hora de implementar el me´todo Runge-Kutta semi-expl´ıcito de la forma
descrita por (3.7)–(3.8) se han de modificar los vectores ri, 1 ≤ i ≤ s, que
pasan a estar definidos por
ri =
−1
hai+1,i
(
Gi+1
(
v0 + h
i−1∑
j=1
ai+1,jV
′
j
)
+ gti
)
, i = 1, . . . , s− 1 ,
rs =
−1
hbs
(
G(q1)
(
v0 + h
s−1∑
i=1
biV
′
j
)
+ gts
)
,
donde gti = gt(Qi, t0 + cih), 1 ≤ i ≤ s.
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De manera ana´loga, con modificaciones mı´nimas, se podr´ıa considerar el caso
en que tanto f como M dependan de t.
Las ecuaciones de Lagrange que describen el movimiento del brazo con coor-
denadas generalizadas q = [θ1, θ2]
T vienen dadas por (3.4) y se obtiene un
sistema de EDAs de ı´ndice 3 y por (3.6), si se quiere trabajar con EDAs de
ı´ndice 2. Las funciones g y G para este ejemplo han sido descritas en (3.13)
y la matriz de masa y la fuerza vienen dadas por [2, p. 287]
M =

m1l
2
1
3
+m2
(
l21 +
l22
3
+ l1l2c2
)
m2
(
l22
3
+
l1l2c2
2
)
m2
(
l22
3
+
l1l2c2
2
)
m2l
2
2
3
 ,
f =

−m1gl1c1
2
−m2g
(
l1c1 +
l2c12
2
)
−m2gl2c12
2
+

m2l1l2s2(2θ
′
1θ
′
2 + (θ
′
2)
2)
2
−m2l1l2s2(θ
′
1)
2
2
 .
donde ci = cos θi, si = sin θi, c12 = cos(θ1 + θ2), s12 = sin(θ1 + θ2).
En la simulacio´n que realizamos utilizaremos los para´metros
m1 = m2 = 36kg, l1 = l2 = 1m, g = 9.81m/s
2 ,
y los valores iniciales
θ1(0) = 70
◦ ≈ 1.2217 θ2(0) = −140◦ ≈ −2.4435 θ′1(0) = θ′2(0) = 0 .
Tanto los valores de los para´metros como las condiciones iniciales han sido
tomados de [2, p. 287].
3.2.3. Andrews’ Squeezing mechanism
En esta subseccio´n vamos a describir el mecanismo plano de siete cuerpos
conocido como “Andrews’ Squeezing mechanism”. Este mecanismo, que pue-
de verse en la Figura 3.2, consiste en un conjunto de siete cuerpos r´ıgidos,
que denotamos por K1, . . . , K7, enlazados entre ellos por articulaciones y
conectados a un muelle, movie´ndose todo ello en el plano x–y en ausencia
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11 
Fig. 1. Seven body mechanism 
13 
Fig. 2 Geom
etrical design 
Figura 3.2: Andrews’ squeezing mechanism (de [12, pp. 11 y 13])
de friccio´n. Este ejemplo meca´nico cobro´ relevancia a trave´s del trabajo de
Giles [8] y Manning [10], que lo propusieron como problema test.
El mecanismo esta´ fijado al origen de coordenadas, el punto O de la Figu-
ra 3.2, y a otros tres puntos, denotados por A, B y C en la misma figura.
Denotamos por (xa, ya) las coordenadas del punto A y por (xb, yb) y (xc, yc)
las de los puntos B y C, respectivamente. Por otra parte, en el origen de
coordenadas O, hay un motor que transmite al mecanismo un par motor
constante de magnitud mom. El muelle, que une el punto D del cuerpo K3
con el punto fijo C, tiene constante de elasticidad c0 y longitud en reposo
`0. Denotamos por Ci, i = 1, . . . , 7, el centro de gravedad del cuerpo Ki y
adema´s con origen en este centro se describe un par de ejes coordenados, que
tienen como finalidad medir el a´ngulo total de rotacio´n wi del cuerpo Ki. La
masa de cada cuerpo Ki, se denotara´ por mi y su inercia por Ii.
Las coordenadas generalizadas del sistema meca´nico que utilizaremos sera´n
q = [β,Θ, γ,Φ, δ,Ω, ε]T , es decir, los a´ngulos
q1 = β , q2 = Θ , q3 = γ , q4 = Φ , q5 = δ , q6 = Ω , q7 = ε . (3.14)
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La energ´ıa cine´tica del sistema multicuerpo viene dada por
T =
7∑
j=1
mj
(x′j)
2 + (y′j)
2
2
+
7∑
j=1
Ij
(ω′j)
2
2
, (3.15)
donde (xj, yj) son las coordenadas cartesianas de cada uno de los siete cen-
tros de gravedad Cj. Los valores de xj, yj, (x
′
j)
2 + (y′j)
2 y ω′j vienen dados
(utilizando la notacio´n de la Figura 3.2 para las longitudes) en funcio´n de las
coordenadas generalizadas por
C1 : x1 = ra · cos β ,
y1 = ra · sin β ,
(x′1)
2 + (y′1)
2 = ra2 · (β′)2 ,
ω′1 = β
′ ,
C2 : x2 = rr · cos β − da · cos(β + Θ) ,
y2 = rr · sin β − da · sin(β + Θ) ,
(x′2)
2 + (y′2)
2 = (rr2 − 2 · rr · da · cos Θ + da2) · (β′)2
+ 2 · (−rr · da · cos Θ + da2) · β′ ·Θ′ + da2 · (Θ′)2 ,
w′2 = β
′ + Θ′ ,
C3 : x3 = xb+ sa · sin γ + sb · cos γ ,
y3 = yb− sa · cos γ + sb · sin γ ,
(x′3)
2 + (y′3)
2 = (sa2 + sb2) · (γ′)2 ,
w′3 = γ
′ ,
C4 : x4 = xa+ zt · cos δ + (e− ea) · sin(Φ + δ) ,
y4 = ya+ zt · sin δ − (e− ea) · cos(Φ + δ) ,
(x′4)
2 + (y′4)
2 = (e− ea)2 · (Φ′)2
+ 2 · ((e− ea)2 + zt · (e− ea) · sin Φ) · Φ′ · δ′
+ (zt2 + (e− ea)2 + 2 · zt · (e− ea) · sin Φ) · (δ′)2 ,
w′4 = Φ
′ + δ′ ,
C5 : x5 = xa+ ta · cos δ − tb sin δ ,
y5 = ya+ ta · sin δ + tb cos δ ,
(x′5)
2 + (y′5)
2 = (ta2 + tb2) · (δ′)2 ,
w′5 = δ
′ ,
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C6 : x6 = xa+ u · sin ε+ (zf − fa) · cos(Ω + ε) ,
y6 = ya− u · cos ε+ (zf − fa) · sin(Ω + ε) ,
(x′6)
2 + (y′6)
2 = (zf − fa)2 · (Ω′)2
+ 2 · ((zf − fa)2 − u · (zf − fa) · sin Ω) · Ω′ · ε′
+ ((zf − fa)2 − 2 · u · (zf − fa) · sin Ω + u2) · (ε′)2 ,
w′6 = Ω
′ + ε′ ,
C7 : x7 = xa+ ua · sin ε− ub cos ε ,
y7 = ya− ua · cos ε− ub sin ε ,
(x′7)
2 + (y′7)
2 = (ua2 + ub2) · (ε′)2 ,
w′7 = ε
′ ,
La energ´ıa potencial del sistema meca´nico se debe al motor situado en el
origen de coordenadas y al muelle que une los puntos C y D. Esta´ dada,
aplicando la ley de Hooke, por
U = −mom · β + c0 (`− `0)
2
2
, (3.16)
donde
` =
√
(xd− xc)2 + (yd− yc)2
es la distancia entre C y D, y
xd = xb+ sc · sin γ + sd · cos γ
yd = yb− sc · cos γ + sd · sin γ
son las coordenadas del punto D.
Las restricciones algebraicas del sistema meca´nico se deben a las tres cadenas
cinema´ticas. La primera cadena conecta O con B a trave´s de K1, K2 y K3,
lo que provoca las dos restricciones
rr · cos β − d · cos(β + Θ)− ss · sin γ = xb ,
rr · sin β − d · sin(β + Θ) + ss · cos γ = yb .
Las otras dos conectan O con A, una a trave´s de K1, K2, K4 y K5, que
provoca las restricciones
rr · cos β − d · cos(β + Θ)− e · sin(Φ + δ)− zt · cos δ = xa ,
rr · sin β − d · sin(β + Θ) + e · cos(Φ + δ)− zt · sin δ = ya ,
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y la otra a trave´s de K1, K2, K6 y K7, generando las condiciones
rr · cos β − d · cos(β + Θ)− zf · cos(Ω + ε)− u · sin ε = xa ,
rr · sin β − d · sin(β + Θ)− zf · sin(Ω + ε) + u · cos ε = ya .
Estas seis ecuaciones representan, para las coordenadas generalizadas q, las
restricciones del sistema meca´nico g(q) = 0 y derivando respecto de t ob-
tenemos 0 = G(q)v. Esto junto a la expresio´n de la energ´ıa cine´tica T de
(3.15) y la energ´ıa potencial U de (3.16) nos permite obtener las ecuaciones
del movimiento de Lagrange de (3.1) utilizando que
L = T − U − λ1g1(q)− · · · − λ6g6(q) .
Adema´s, podemos obtener un sistema de EDAs de ı´ndice 3 dado por (3.4)
o un sistema de EDAs ı´ndice 2 dado por (3.6). En ambos los elementos de
M(q) vienen dados por
mij =
∂2T
∂vi∂vj
,
y los de f(q,v) por
f i(q,v) =
∂(T − U)
∂qi
−
7∑
j=1
∂2(T − U)
∂vi∂qj
· vj ,
puesto que
d
dt
(
∂(T − U)
∂vi
)
=
7∑
j=1
∂2(T − U)
∂vi∂qj
· vj +
7∑
j=1
∂2(T − U)
∂vi∂vj
· v′j
y U no depende de las velocidades.
En la simulacio´n que realizamos utilizaremos los para´metros dados por[
xa
ya
]
=
[−0.06934
−0.00227
]
,
[
xb
yb
]
=
[−0.03635
0.03273
]
,
[
xc
yc
]
=
[
0.014
0.072
]
,
la magnitud del par motor mom = 0.033 y por las tablas 3.1 y 3.2.
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d = 0.028 da = 0.0115 e = 0.02
ea = 0.01421 zf = 0.02 fa = 0.01421
rr = 0.007 ra = 0.00092 ss = 0.035
sa = 0.01874 sb = 0.01043 sc = 0.018
sd = 0.02 zt = 0.04 ta = 0.02308
tb = 0.00916 u = 0.04 ua = 0.01228
ub = 0.00449 c0 = 4530 `0 = 0.07785
Tabla 3.1: Para´metros Geome´tricos.
masas inercias
m1 = 0.04325 I1 = 2.194 · 10−6
m2 = 0.00365 I2 = 4.410 · 10−7
m3 = 0.02373 I3 = 5.255 · 10−6
m4 = 0.00706 I4 = 5.667 · 10−7
m5 = 0.07050 I5 = 1.169 · 10−5
m6 = 0.00706 I6 = 5.667 · 10−7
m7 = 0.05498 I7 = 1.912 · 10−5
Tabla 3.2: Para´metros de los siete cuerpos.
Los valores iniciales para las coordenadas generalizadas sera´n
β(0) = −0.0617138900142764496358948458001 ,
Θ(0) = 0 ,
γ(0) = 0.455279819163070380255912382449 ,
Φ(0) = 0.222668390165885884674473185609 ,
δ(0) = 0.487364979543842550225598953530 ,
Ω(0) = −0.222668390165885884674473185609 ,
ε(0) = 1.23054744454982119249735015568 ,
y para las velocidades generalizadas sera´n
β′(0) = Θ′(0) = γ′(0) = Φ′(0) = δ′(0) = Ω′(0) = ε′(0) = 0 .
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Para que las condiciones iniciales sean consistentes tomaremos, adema´s,
λ1 = 98.5668703962410896057654982170 ,
λ2 = −6.12268834425566265503114393122 ,
y nulos el resto de multiplicadores de Lagrange.
Tanto la formulacio´n del problema, como los valores de los para´metros y de
las condiciones iniciales han sido tomados de [5, pp. 530–536].
3.3. Resultados nume´ricos
Para obtener los resultados nume´ricos que se presentan en esta seccio´n hemos
implementado en MATLAB un me´todo Runge-Kutta semi-expl´ıcito para in-
tegrar nume´ricamente los sistemas de EDAs de ı´ndice 2 de cada uno de los
problemas introducidos en la seccio´n anterior. En el Ape´ndice A puede verse
el co´digo de algunos de los programas que se han realizado.
El me´todo Runge-Kutta semi-expl´ıcito que hemos implementado para inte-
grar nume´ricamente los problemas de la forma (3.6) que hemos descrito en
la seccio´n anterior es un me´todo de orden 4 conocido como HEM4 y que
fue propuesto en [3]. En dicho trabajo se analiza la construccio´n de me´todos
RK semi-expl´ıcitos de orden 4 utilizando las condiciones de orden expuestas
en el Cap´ıtulo 2 de esta memoria, que, junto con algunas condiciones sim-
plificadoras adicionales, permiten encontrar conjuntos de coeficientes que las
satisfacen. En la Tabla 3.3 puede verse el tablero de Butcher que contiene los
coeficientes del me´todo HEM4.
0
3
10
3
10
4−√6
10
1+
√
6
30
11−4√6
30
4+
√
6
10
−79−31√6
150
−1−4√6
30
24+11
√
6
25
1 14+5
√
6
6
−8+7√6
6
−9−7√6
4
9−√6
4
0 0 16−
√
6
36
16+
√
6
36
1
9
Tabla 3.3: Tablero de Butcher del me´todo RK semi-expl´ıcito HEM4
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3.3.1. Pe´ndulo matema´tico
Tanto la ecuaciones del movimiento del pe´ndulo como los valores de los
para´metros y de las condiciones iniciales utilizadas se han fijado en la Sub-
seccio´n 3.2.1. El tiempo de integracio´n que se ha considerado es [0, 10] y con
longitud de paso h = 0.1 los resultados son ya suficientemente precisos.
En la Figura 3.3a puede observarse para h = 0.01 la evolucio´n con respecto
al tiempo de las dos componentes de la posicio´n, en la parte superior la de
q1 = x y en la inferior la de q2 = y. No´tese que en la gra´fica de la parte
inferior el eje vertical se encuentra con sentido contrario a lo habitual debido
a que en la modelizacio´n del pe´ndulo tambie´n se realizo´ esa inversio´n en el
eje vertical.
0 2 4 6 8 10
−1
−0.5
0
0.5
1
t
q 1
0 2 4 6 8 10
−1
−0.5
0
0.5
1
t
q 2
(a) Evolucio´n de q1 = x y q2 = y con el tiempo.
10−4 10−3 10−2 10−1
10−11
10−10
10−9
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
h
e
rr
o
r
(b) Orden.
Figura 3.3: Resultados nume´ricos del pe´ndulo
Pasamos a analizar ahora, valie´ndonos de la Figura 3.3b, el orden del me´todo
HEM4 al integrar nume´ricamente el pe´ndulo para las variables diferenciales
y = (q,v) (en l´ınea verde continua uniendo asteriscos) y para la variable
algebraica z = λ (en l´ınea roja continua uniendo c´ırculos). Las lineas dis-
continuas azul y negra son rectas de referencia que tienen, respectivamente,
pendientes 2 y 4.
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La gra´fica muestra en escala doblemente logar´ıtmica el ma´ximo error en la
solucio´n nume´rica a lo largo de toda la integracio´n, medido en la norma eu-
clidea de R4 para la variable diferenciable y de R para la variable algebraica,
frente a la longitud del paso de integracio´n. Las seis longitudes de paso uti-
lizadas van desde h = 1/64 (la ma´s grande) a h = 1/2048, reducie´ndose a
la mitad para pasar de una a la siguiente. So´lo se ha medido el error en los
tiempos comunes a todos los pasos. Como solucio´n de referencia se ha tomado
la obtenida con el mismo me´todo y paso h = 1/10240, que es suficientemente
pequen˜o frente a las longitudes de paso utilizadas en la gra´fica.
El orden buscado lo podemos apreciar gra´ficamente a trave´s de la pendiente
de cada una de las “rectas” (roja y verde) obtenidas en la gra´fica. Si el
orden del me´todo es p el error global se comportara´ aproximadamente como
E(h) ≈ Khp. Por tanto la pendiente aproximada de la recta entre dos puntos
correspondientes a pasos h1 < h2 es
log(E(h2))− log(E(h1))
log(h2)− log(h1) ≈

log(K) + p log(h2)−log(K)− p log(h1)
log(h2)− log(h1) = p ,
el orden del me´todo. En otras palabras, al dividir h por 2,
E(h/2) ≈ K(h/2)p = K ∗ h
p
2p
= E(h)
1
2p
y, en consecuencia, el error global se divide por 2p.
En nuestro caso la l´ınea verde, asociada a la variable diferencial y = (q,v),
tiene pendiente aproximadamente 4 lo que coincide con el orden teo´rico del
me´todo, puesto que en la construccio´n de HEM4 en [3] se ha pedido que se
satisfagan las condiciones de orden procedentes de igualar hasta los te´rminos
O(h4) los desarrollos de Taylor de y1 e y(t0 +h). Para la l´ınea roja, asociada
a la variable algebraica z = λ, la pendiente es u´nicamente 2. Esto es debido
a que los desarrollos de Taylor de z1 y z(t0 + h) coinciden, por construccio´n
del me´todo, so´lo hasta te´rminos O(h2).
3.3.2. Brazo plano articulado de dos grados de libertad
Tanto la ecuaciones del movimiento del brazo plano articulado como los valo-
res de los para´metros y de las condiciones iniciales utilizadas en la simulacio´n
se han fijado en la Subseccio´n 3.2.2. El tiempo de integracio´n que se ha con-
siderado es [0, 10] y se han utilizado longitudes de paso h = 0.02 , 0.01 , 0.005.
Con h = 0.02 los resultados todav´ıa no son lo suficientemente precisos pero
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para paso h = 0.01 y 0.005 se obtiene la gra´fica que se muestra en la Figura
3.4 en la que puede observarse el camino restringido de (x2, y2) que coincide
con el que aparece en [2, p. 288].
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Figura 3.4: Posicio´n del extremo “libre” en el plano x–y
En la Figura 3.5 mostramos tres gra´ficas. En la situada en la parte inferior
aparece en azul la solucio´n de la restriccio´n teo´rica (3.13a) y2(t) = sin
2(t/2)
(con algunos de sus puntos marcados con asteriscos) y en rojo la aproximacio´n
nume´rica a y2 obtenida en la simulacio´n. En la gra´fica del medio aparece en
verde el valor absoluto de la diferencia entre ambos valores, es decir, el error
cometido al evaluar la restriccio´n original (3.13a) a lo largo de la solucio´n
nume´rica. En la gra´fica superior se muestra en azul el error cometido al
evaluar la restriccio´n G ·v con G dado por (3.13b), que se impone realmente
en la formulacio´n de ı´ndice 2 del problema. No´tese que mientras que en el
primer caso, al evaluar la restriccio´n original, los mayores errores son del
orden de 10−3, en el segundo caso, al evaluar la restriccio´n que efectivamente
hemos exigido a la solucio´n nume´rica, los mayores errores son del orden de
10−15, lo que corresponde al taman˜o de los errores de redondeo.
Si quisie´ramos que la solucio´n nume´rica verificara de forma exacta (salvo
errores de redondeo) la restriccio´n original, existe una formulacio´n diferente
propuesta en [6] que sigue siendo de ı´ndice 2. La formulacio´n difiere de (3.6)
en que se exige, adema´s, la restriccio´n 0 = g(q) y se an˜ade un multiplicador
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de Lagrange adicional µ que aparece en la ecuacio´n (3.6a), que pasa a ser
q′ = v +GTµ .
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Figura 3.5: Comparacio´n de y2 y su aproximacio´n nume´rica.
3.3.3. Andrews’ Squeezing mechanism
Tanto la ecuaciones del movimiento del Andrews’ Squeezing mechanism como
los valores de los para´metros y de las condiciones iniciales que se han utilizado
en los experimentos nume´ricos se han fijado en la Subseccio´n 3.2.3. El tiempo
de integracio´n que se ha considerado es [0, 0.03], como en [5], y con longitud
de paso h = 6 ·10−5 se obtiene la gra´fica que se muestra en la Figura 3.6a, en
la que puede observarse la evolucio´n de los a´ngulos (excepto ε) con el tiempo.
La u´nica razo´n para no representar la evolucio´n con el tiempo del a´ngulo ε
es conseguir que la Figura 3.6a reproduzca fielmente la gra´fica que aparece
en [5, p. 536].
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Figura 3.6: Resultados nume´ricos del Andrews’ Squeezing mechanism
Como en el caso del pe´ndulo, pasamos a analizar ahora, valie´ndonos de la
Figura 3.6b, el orden del me´todo HEM4 al integrar nume´ricamente el An-
drews’ Squeezing mechanism para las variables diferenciales y = (q,v) (en
l´ınea verde continua uniendo asteriscos) y para la variable algebraica z = λ
(en l´ınea roja continua uniendo c´ırculos). Las lineas discontinuas azul y ne-
gra son rectas de referencia que tienen, tambie´n ahora, pendientes 2 y 4,
respectivamente.
La gra´fica muestra en escala doblemente logar´ıtmica el ma´ximo error en la
solucio´n nume´rica a lo largo de toda la integracio´n, medido en la normas
euclideas de R14 y R6 respectivamente, frente a la longitud del paso de in-
tegracio´n. Las seis longitudes de paso utilizadas van desde h = 0.03/640 (la
ma´s grande) a h = 0.03/20480, reducie´ndose a la mitad para pasar de una
a la siguiente. De nuevo, so´lo se ha medido el error en los tiempos comunes
a todas las integraciones. Como solucio´n de referencia se ha tomado la ob-
tenida con el mismo me´todo y paso h = 0.03/51200, que es suficientemente
pequen˜o frente a las longitudes de paso utilizadas en la gra´fica.
Al igual que en el caso del pe´ndulo, la l´ınea verde, asociada a la variable
diferencial y = (q,v), tiene pendiente aproximadamente 4, orden teo´rico
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del me´todo. Para la l´ınea roja, asociada a la variable algebraica z = λ, la
pendiente vuelve a ser u´nicamente 2. Como ya comentamos en la Subseccio´n
3.3.1, esto se debe a que los coeficientes del me´todo HEM4 satisfacen las
condiciones de orden relativas a los desarrollos de Taylor de y1 y y(t0 +
h) hasta los te´rminos O(h4), pero so´lo satisfacen las condiciones de orden
relativas a los desarrollos de Taylor de z1 y z(t0 + h) hasta los te´rminos
O(h2).
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Ape´ndice A
Co´digo MATLAB
En este ape´ndice mostramos el co´digo de los programas de MATLAB que
hemos realizado para la implementacio´n del me´todo HEM4 y su aplicacio´n a
los tres problemas que hemos tomado como ejemplo en la Seccio´n 3.2 y cuyos
resultados nume´ricos mostramos en la Seccio´n 3.3: el pe´ndulo matema´tico,
un brazo plano articulado de dos grados de libertad y el sistema de siete
cuerpos “Andrews’ squeezing mechanism”.
A.1. Programa principal: hem4.m
Este es el programa principal que implementa, con paso fijo, el me´todo
Runge-Kutta semi-expl´ıcito HEM4 para la integracio´n nume´rica de siste-
mas de EDAs de ı´ndice 2 asociados a sistemas meca´nicos con restricciones.
Necesita de una funcio´n auxiliar que, dependiendo del problema, contenga
los para´metros y las funciones necesarias.
function [tt,qq,vv,ll]=hem4(modelo,t0,tf,N,q0,v0,l0)
% Programa principal para integrar nume´ricamente sistemas de
% EDAs de ı´ndice 2 asociados a sistemas meca´nicos con
% restricciones, utilizando el metodo Runge-Kutta
% semi-explı´cito HEM4
%
% Uso: [tt,qq,vv,ll]=hem4(modelo,t0,tf,N,q0,v0,l0)
%
% modelo es el nombre de la funcio´n auxiliar para cada problema
% en la que se encuentran los para´metros y las funciones M, G,
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% f, g t
%
% t0 es el tiempo inicial
%
% tf es el tiempo final
%
% N es el nu´mero de pasos que se dan con el me´todo
%
% q0, v0 y l0 son las condiciones iniciales
%
% tt son los tiempos de integracio´n
%
% qq, vv y ll contienen por columnas las componentes
% correspondientes a las coordenadas generalizadas,
% velocidades generalizadas y multiplicadores de Lagrange,
% respectivamente, de la solucio´n nume´rica para cada
% paso
%
sqr6=sqrt(6);
s=5;% nu´mero de etapas del me´todo
% Coeficientes del me´todo
A=[0 ,0 ,0 ,0 ,0;
3/10 ,0 ,0 ,0 ,0;
(1+sqr6)/30 ,(11-4*sqr6)/30,0 ,0 ,0;
(-79-31*sqr6)/150,(-1-4*sqr6)/30,(24+11*sqr6)/25,0 ,0;
(14+5*sqr6)/6 ,(-8+7*sqr6)/6 ,(-9-7*sqr6)/4 ,(9-sqr6)/4 ,0];
b=[0 ,0 ,(16-sqr6)/36 , (16+sqr6)/36, 1/9];
c=[0,3/10,(4-sqr6)/10,(4+sqr6)/10,1];
A=[A;b];
%
AsD=diag(diag(A,-1),-1);
AsD=AsD(:,1:s);
AsD=A-AsD; % A con subdiagonal de 0s.
%
h=(tf-t0)/N;% longitud de paso
tt=t0+(0:N)*h;% tiempos de integracio´n
dimq=length(q0);
diml=length(l0);
qq=zeros(dimq,N+1);
vv=qq;
ll=zeros(diml,N+1);
qq(:,1)=q0;
vv(:,1)=v0;
ll(:,1)=l0;
for pp=2:N+1
T=[tt(pp-1)+c*h, tt(pp)];
Q=zeros(dimq,s+1);
V=Q;
dV=V;
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L=zeros(diml,s);
% Etapa 1
Q(:,1)=q0;
V(:,1)=v0;
% Resto de etapas y calculo de q1,v1,l1.
for ii=1:s
Q(:,ii+1)=Q(:,1) + h*V(:,1:s)*A(ii+1,:)';
M=feval(modelo,1,T(ii),Q(:,ii),V(:,ii));
G1=feval(modelo,2,T(ii),Q(:,ii),V(:,ii));
G2=feval(modelo,2,T(ii+1),Q(:,ii+1),V(:,ii));
f=feval(modelo,3,T(ii),Q(:,ii),V(:,ii));
gt=feval(modelo,4,T(ii),Q(:,ii),V(:,ii));
r=-(G2*(V(:,1)+h*dV(:,1:s)*AsD(ii+1,:)')+ gt)/...
(h*A(ii+1,ii));
AS=[M,G1';G2,zeros(diml)];
bS=[f;r];
xS=AS\bS;
dV(:,ii)=xS(1:dimq);
L(:,ii)=xS(dimq+1:end);
V(:,ii+1)=V(:,1)+h*dV(:,1:s)*A(ii+1,:)';
end
q0=Q(:,s+1);
v0=V(:,s+1);
l0=L(:,s);
qq(:,pp)=q0;
vv(:,pp)=v0;
ll(:,pp)=l0;
end
end
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A.2. Pendulo.m
Funcio´n que contiene los para´metros y funciones del pe´ndulo matema´tico.
function Y=Pendulo(etiqueta,t,q,v)
% Pendulo
% Para´metros
m=1;
l=1;
g=9.81;
% Funciones
switch etiqueta
case 1% M(q)
Y=[m, 0; 0 , m];
case 2% G(q)
Y=[2*q(1), 2*q(2)];
case 3% f(q,v)
Y=[0;m*g];
case 4% gt(q,t)
Y=0;
end
end
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A.3. Brazo.m
Funcio´n que contiene los para´metros y funciones del brazo plano articulado
de dos grados de libertad.
function Y=Brazo(etiqueta,t,q,v)
% Brazo
% Para´metros
m1=36;
m2=36;
l1=1;
l2=1;
g=9.81;
%
c1=cos(q(1));
c2=cos(q(2));
s1=sin(q(1));
s2=sin(q(2));
c12=cos(q(1)+q(2));
s12=sin(q(1)+q(2));
% Funciones
switch etiqueta
case 1% M(q)
Y=[m1*l1ˆ2/3+m2*(l1ˆ2+l2ˆ2/3+l1*l2*c2),...
m2*(l2ˆ2/3+l1*l2*c2/2);
m2*(l2ˆ2/3+l1*l2*c2/2), m2*l2ˆ2/3];
case 2% G(q)
Y=[l1*c1+l2*c12, l2*c12];
case 3% f(q,v)
Y=[-m1*g*l1*c1/2-m2*g*(l1*c1+l2*c12/2);
-m2*g*l2*c12/2]...
+ [m2*l1*l2*s2*(2*v(1)*v(2)+v(2)ˆ2)/2;
-m2*l1*l2*s2*v(1)ˆ2/2];
case 4% gt(q,t)
Y=-sin(t/2)*cos(t/2);
end
end
72 Ape´ndice A. Co´digo MATLAB
A.4. Andrews.m
Funcio´n que contiene los para´metros y funciones del sistema de siete cuerpos
“Andrews’ squeezing mechanism”.
function Y=Andrews(etiqueta,t,q,v)
% Andrew's squeezing mechanism
% Para´metros
mom=0.033;
% Puntos fijos
xa=-0.06934;
ya=-0.00227;
xb=-0.03635;
yb=0.03273;
xc=0.014;
yc=0.072;
% Para´metros geome´tricos
d =0.028; da=0.0115; e=0.02;
ea=0.01421; zf=0.02; fa=0.01421;
rr=0.007; ra=0.00092; ss=0.035;
sa=0.01874; sb=0.01043; sc=0.018;
sd=0.02; zt=0.04; ta=0.02308;
tb=0.00916; u=0.04; ua=0.01228;
ub=0.00449; c0=4530; l0=0.07785;
%
sibe=sin(q(1)); cobe=cos(q(1));
sith=sin(q(2)); coth=cos(q(2));
siga=sin(q(3)); coga=cos(q(3));
siph=sin(q(4)); coph=cos(q(4));
side=sin(q(5)); code=cos(q(5));
siom=sin(q(6)); coom=cos(q(6));
siep=sin(q(7)); coep=cos(q(7));
%
sibeth=sin(q(1)+q(2)); cobeth=cos(q(1)+q(2));
siphde=sin(q(4)+q(5)); cophde=cos(q(4)+q(5));
siomep=sin(q(6)+q(7)); coomep=cos(q(6)+q(7));
%
bep=v(1); thp=q(2);
php=v(4); dep=q(5);
omp=v(6); epp=q(7);
%
M1=0.04325;
M2=0.00365;
M3=0.02373;
M4=0.00706;
M5=0.07050;
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M6=0.00706;
M7=0.05498;
%
I1=2.194E-6;
I2=4.410E-7;
I3=5.255E-6;
I4=5.667E-7;
I5=1.169E-5;
I6=5.667E-7;
I7=1.912E-5;
%
xd=sd*coga+sc*siga+xb;
yd=sd*siga-sc*coga+yb;
lang=sqrt((xd-xc)ˆ2+(yd-yc)ˆ2);
force=-c0*(lang-l0)/lang;
fx=force*(xd-xc);
fy=force*(yd-yc);
% Funciones
switch etiqueta
case 1% M(q)
Y=zeros(7,7);
% Matriz sime´trica y tridiagonal
% Elementos de la diagonal y subdiagonal no nulos.
Y(1,1)=M1*raˆ2+M2*(rrˆ2-2*da*rr*coth+daˆ2)+I1+I2;
Y(2,1)=M2*(daˆ2-da*rr*coth)+I2;
Y(2,2)=M2*daˆ2+I2;
Y(3,3)=M3*(saˆ2+sbˆ2)+I3;
Y(4,4)=M4*(e-ea)ˆ2+I4;
Y(5,4)=M4*((e-ea)ˆ2+zt*(e-ea)*siph)+I4;
Y(5,5)=M4*(ztˆ2+2*zt*(e-ea)*siph+(e-ea)ˆ2)...
+M5*(taˆ2+tbˆ2)+I4+I5;
Y(6,6)=M6*(zf-fa)ˆ2+I6;
Y(7,6)=M6*((zf-fa)ˆ2-u*(zf-fa)*siom)+I6;
Y(7,7)=M6*((zf-fa)ˆ2-2*u*(zf-fa)*siom+uˆ2)...
+M7*(uaˆ2+ubˆ2)+I6+I7;
% Elementos de la supradiagonal por simetrı´a
Y(1,2)=Y(2,1);
Y(4,5)=Y(5,4);
Y(6,7)=Y(7,6);
case 2% G(q)
Y=zeros(6,7);
Y(1,1)=-rr*sibe+d*sibeth;
Y(1,2)=d*sibeth;
Y(1,3)=-ss*coga;
Y(2,1)=rr*cobe-d*cobeth;
Y(2,2)=-d*cobeth;
Y(2,3)=-ss*siga;
Y(3,1)=-rr*sibe+d*sibeth;
Y(3,2)=d*sibeth;
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Y(3,4)=-e*cophde;
Y(3,5)=-e*cophde+zt*side;
Y(4,1)=rr*cobe-d*cobeth;
Y(4,2)=-d*cobeth;
Y(4,4)=-e*siphde;
Y(4,5)=-e*siphde-zt*code;
Y(5,1)=-rr*sibe+d*sibeth;
Y(5,2)=d*sibeth;
Y(5,6)=zf*siomep;
Y(5,7)=zf*siomep-u*coep;
Y(6,1)=rr*cobe-d*cobeth;
Y(6,2)=-d*cobeth;
Y(6,6)=-zf*coomep;
Y(6,7)=-zf*coomep-u*siep;
case 3% f(q,v)
Y=zeros(7,1);
Y(1)=mom-M2*da*rr*thp*(thp+2*bep)*sith;
Y(2)=M2*da*rr*bepˆ2*sith;
Y(3)=fx*(sc*coga-sd*siga)+fy*(sd*coga+sc*siga);
Y(4)=M4*zt*(e-ea)*depˆ2*coph;
Y(5)=-M4*zt*(e-ea)*php*(php+2*dep)*coph;
Y(6)=-M6*u*(zf-fa)*eppˆ2*coom;
Y(7)=M6*u*(zf-fa)*omp*(omp+2*epp)*coom;
case 4% gt(q,t)
Y=zeros(6,1);
end
end


