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TERMIT JA LYHENTEET 
ASN.1 Abstract Syntax Notation One määrittelee 
tiedon esitysrakenteen, koodauksen, siirron 
ja vastaanoton.  
 
Avoin lähdekoodi Vapaasti muokattava tietokoneohjelmiston 
lähdekoodi. 
BER Basic Encoding Rules määrittelee muodon, 
jossa viestejä siirretään järjestelmien välillä. 
 
CSV Comma-separated values. Tiedostomuoto, 
jolla talletetaan taulukkomuotoista tietoa 
tekstitiedostoon. 
 
Evaluointi Tietojärjestelmähankkeessa käytettävä arvi-
ointimenetelmä. 
FCAPS Fault, Configuration, Accounting, Perfor-
mance, Security. ISO:n kehittämä malli hel-
pottamaan tietoverkkojen hallintaa ja val-
vontaa. 
 
ID Identifier. Yksilöllinen tunniste.  
ISO International Organization for Standardiza-
tion. Kansainvälinen standardisoimisjärjestö. 
 
ITU International Telecommunication Union. 
Kansainvälinen televiestintäliitton standar-
dointisektori. 
 
IP Internet Protocol. Protokolla, joka toimittaa 
IP-tietoliikennepaketin perille internet-
verkossa. 
 
LAN Local area network. Maantieteellisesti rajoi-
tetulla alueella toimiva tietoliikenneverkko. 
 
 
MIB Management information base. Puumaisesti 
jäsennelty kokoelma objekteja, jotka sisältä-
vät tietoa verkon laitteesta. 
 
NSCLient Windows käyttöjärjestelmään asennettava 
palvelu, joka kerää laitetietoa Nagios IT-
ympäristönvalvontajärjestelmään. 
 
  
 
 
Nagvis-moduuli Nagiokseen asennettava IT-ympäristön vi-
sualisointi lisäosa. 
NMS Network management system. Verkonhallin-
tajärjestelmä, jolla voidaan muuttaa verkon 
laitteiden tilaa. 
 
OID Object identifier. ISO:n standardoima yksi-
löintitunnus. 
PDF Portable Document Format. Adoben kehit-
tämä ohjelmistoriippumaton, siirrettävä tie-
dostomuoto. 
 
Ping Komentokehotteen kautta käytettävä verkon 
laitteen saavutettavuuden tarkistamiseen 
käytettävä työkalu. 
 
SLA Service Level Agreement. Asiakkaan ja pal-
veluntarjoajan välinen sopimus. 
SMI Structure of Management Information. Mää-
rittelee, mitä datatyyppejä voidaan käyttää 
MIB:ssä, sekä millä tavoin tietoa esitetään ja 
nimetään 
 
SMS Short message service. Matkapuhelinten 
tekstiviestijärjestelmä. 
SNMP Simple Network Management Protocol. Tie-
toliikenneverkkojen hallinnassa ja valvon-
nassa käytettävä protokolla. 
  
SNMP-agentit Verkon laitteeseen asennettu sovellus, joka 
kerää tietoa laitteesta. 
SQL Structured Query Language. Kyselykieli, 
jolla voi tehdä muutoksia relaatiotietokan-
taan. 
 
TCP/IP Transmission Control Protocol/Internet Pro-
tocol. Usean internet liikennöinnissä käytet-
tävän tietoverkkoprotokollan yhdistelmä. 
 
TMN Telecommunications Management Network. 
ITU:n määrittelemä protokolla tietoliiken-
neverkkojen hallintaan. 
 
UDP User Datagram Protocol. Yhteydetön proto-
kolla tiedonsiirtoon verkon laitteiden välillä. 
  
 
 
UPS Uninterruptible Power Supply. Akkukäyt-
töinen varavirtajärjestelmä. 
Vaatimusmäärittely Dokumentti, jossa kuvataan tietojärjestel-
mäprojektin tavoitteita ja vaatimuksia. 
WLAN Wireless local area network. Langaton lähi-
verkkotekniikka. 
WMI Windows Management Instrumentation. 
Windows-pohjaisten järjestelmien valvon-
taan tarkoitettu menetelmä. 
 
VMware Virtualisointiohjelmistoja tarjoava yritys. 
VMware Perl Tool Lisäosa Perl-skriptien kirjoittamiseen 
VMware-ympäristöön. 
XML Extensible Markup Language. Metakieli, 
jonka avulla määritetään rakenteellista 
merkkauskieltä. 
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1 JOHDANTO 
Tuotantokriittisen IT-ympäristön valvonta asettaa paljon vaatimuksia val-
vontaan tarkoitetuille tietojärjestelmille. Valvontajärjestelmien pitää pys-
tyä keräämään tietoa jatkuvasti prosesseista ja palveluista sekä tarjota re-
aaliaikaista tilatietoa verkon laitteista, tietoliikenteestä sekä sovelluksista. 
Valvontajärjestelmältä vaaditaan myös helppokäyttöisyyttä ja käyttöliit-
tymän muokattavuutta pääkäyttäjän tarpeisiin sopivaksi. Hälytykset määri-
tettyjen raja-arvojen poikkeavuuksista ja IT-ympäristön vikatilanteista 
ovat pääkäyttäjälle ensiarvoisen tärkeitä, jotta vikatilanteisiin voidaan 
puuttua nopeasti ja näin edesauttaa tuotannon toimivuutta. 
 
Opinnäytetyön toimeksiantaja on muovisia kuluttajapakkauksia elintarvi-
keteollisuuteen valmistava Coveris Rigid Finland Oy. Coveris Rigidin his-
toria ulottuu vuoteen 1965 asti, jolloin Hämeenlinnaan perustettiin tehdas 
Polarpak-nimellä. Myöhemmin nimi muuttui Polarcupiksi, jonka jälkeen 
käytettiin nimeä Huhtamäki Oyj. Vuonna 2010 Huhtamäki Oyj liitettiin 
Sun Capital Partnersiin, jolloin yritys sai nimen PACCOR Finland Oy.  
 
”Toukokuussa 2013 tapahtuneen, viiden pohjoisamerikkalaisen ja euroop-
palaisen pakkausalan yrityksen yhdistyessä syntyi Coveris, maailman 
kuudenneksi suurin muovipakkauksia valmistava yritys, jonka liikevaihto 
on yli 1,8 miljardia euroa ja jolla on toimintaa 21 maassa.” (COVERIS 
2013.) Nyt Hämeenlinnan yksikkö on osa tätä konsernia. 
 
Suomen tehtaan toimitilat sijaitsevat Hämeenlinnan Moreenissa, jonne 
tehdas on muuttanut entisistä Huhtamäki Oyj:n toimitiloista vuoden 2012 
lopulla ja kevään 2013 aikana. Coveris Rigidin tuotannossa käytettävän 
automaation määrä on kasvanut uuden tehtaan myötä, mikä vaatii tietohal-
linnolta kokonaisvaltaista ymmärrystä tuotannon IT-ympäristöstä.  
 
Opinnäytetyön tavoite on löytää Coveris Rigid Finland Oy:lle sopiva tieto-
järjestelmä, jolla voidaan valvoa tuotantokriittisen IT-ympäristön toimi-
vuutta sekä nopeuttaa vianselvitysprosessia. Työssä vertaillaan eri valmis-
tajien IT-ympäristön valvontatyökalujen ominaisuuksia sekä dokumentoi-
daan vertailusta saadut tulokset. Opinnäytetyössä käydään myös läpi IT-
ympäristön valvontaan olennaisesti liittyvät protokollat. Opinnäytetyö on 
rajattu evaluointivaiheeseen ja sopivan järjestelmän löydyttyä harkitaan 
implementointiprojektin käynnistämistä järjestelmän käyttöönottoa varten. 
 
IT-ympäristön valvontajärjestelmän evaluoinnissa paneudutaan seuraaviin 
tutkimuskysymyksiin: Millaisia IT-ympäristön valvontatyökaluja on ole-
massa? Miten valvontatyökalut eroavat ominaisuuksiltaan? Mitä vaati-
muksia Coveris Rigid Finland Oy:llä on IT-ympäristön valvontatyökalul-
le? Millaista hyötyä Coveris Rigid Finland Oy tavoittelee IT-ympäristön 
valvontatyökalulla? Mitkä ovat menetelmät valvontatyökalujen evaluoin-
tiin? 
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2 IT-YMPÄRISTÖ 
IT-ympäristö käsitteenä sisältää kaikki laitteet, tietojärjestelmät, verkko-
resurssit ja palvelut, joiden avulla yritys hallinnoi sisäisiä ja ulkoisia liike-
toimiaan. Laitteistot sisältävät muun muassa tietokoneita, kytkimiä, palve-
limia ja kaapelointeja. Tietojärjestelmät voivat olla toiminnanohjausjärjes-
telmiä, käyttöjärjestelmiä, taulukkolaskenta- ja tekstinkäsittelyohjelmia tai 
muita päivittäisessä käytössä olevia järjestelmiä, jotka edesauttavat liike-
toimintaa. Verkkoresursseihin kuuluvat tietoliikenneyhteydet, tietoturva, 
palomuurit ja verkon ylläpito. Fyysisten laitteiden ja järjestelmien lisäksi 
IT-ympäristöön kuuluvat suurelta osin myös laitteiden, järjestelmien ja 
verkon ylläpidosta vastaavat pääkäyttäjät. Lisäksi tähän voidaan lisätä 
myös järjestelmien kehittäjät ja suunnittelijat sekä järjestelmien ja laittei-
den loppukäyttäjät. (Janssen n.d.) 
2.1 Lähiverkko 
Paanasen (2005) mukaan Local Area Network on suunniteltu alun perin 
tiedostojen jakamisen tarpeeseen. LAN:ssa voidaan yhdistää yksittäiset 
työasemat toisiinsa kaapeloinnin ja verkkokomponenttien avulla. Tällöin 
saadaan käyttöön esimerkiksi yhteiset tietokannat, tulostimet, ohjelmisto-
jen keskitetyt päivitykset, yksinkertaisempi varmuuskopiointi sekä muita 
yritystoimintaa tehostavia laitteita. Lähiverkko tarvitsee toimiakseen kui-
tenkin paljon ylläpitoa johtuen sen monipuolisesta laite- ja ohjelmistoko-
konaisuudesta.  
 
Lähiverkon topologiat väylä, rengas ja tähti muodostavat verkon fyysisen 
rakenteen eli miten verkko on kaapeloitu. Väylässä kaapelit on liitetty rin-
nakkain, jolloin tietoliikenne tarvitsee jonkin varauskontrollin päästäkseen 
perille. Rengastopologia on yksisuuntainen tiedonsiirtotie, jossa viestiä lä-
hetetään niin kauan eteenpäin, kunnes oikea vastaanottaja löytyy. Tähtito-
pologiassa jokainen verkon laite on liitetty esimerkiksi kytkimeen, joka 
toimii yhteydenjakajana.  
 
WLAN:ssa laitteet liitetään ilman kaapeleita lähiverkkoon. Langattomassa 
verkossa käytetään tukiasemia, joiden kautta voidaan ottaa yhteys kiinte-
ään runkoverkkoon. (Paananen 2005, 218–219, 221–223, 229.)    
2.2 Kaapelointi 
Tietoliikenneverkkoja käyttävän yrityksen toimivuuden perustana on kaa-
pelointi. Yleisimmin käytettävät kaapelityypit ovat koaksiaali-, pari-, ja 
valokaapelit. Kuparijohtimista valmistetut koaksiaalikaapelit olivat ennen 
parikaapeleiden tuloa yleisin kaapeli. Koaksiaalikaapeli koostuu yhdestä 
tai monisäikeisestä signaalijohtimesta. Tiedonsiirron nopeutumisen myötä 
siirryttiin käyttämään parikaapeleita, jotka ovat tänä päivänä kaikista ylei-
sin kaapelityyppi lähiverkoissa.  Parikaapelissa johtimet on kierretty tois-
tensa ympärille häiriöiden vähentämiseksi. Parikaapelit on ryhmitelty Cat-
kategorioihin niiden ominaisuuksien mukaan ja nykyään käytetään Cat6-
kaapelityyppiä. Valokaapeleissa käytetään optista yksi- ja monimuotokui-
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tua tiedonsiirtoon. Optisia kuituja käytetään, kun halutaan suurta tiedon-
siirtonopeutta sekä vaikeuttaa verkon salakuuntelua. (Paananen 2005, 
224–227.) 
2.3 Kytkin 
Kytkimen tehtävänä on toimia nykyaikaisen tietoliikenneverkon keskus-
komponenttina. Kytkimeen voidaan liittää verkkokaapelilla kaikki lähi-
verkon laitteet ja jakaa kytkimen portteja virtuaaliverkkoihin tehostamaan 
verkon suunnittelua, hallintaa ja tietoturvaa. Kytkimen jokainen portti 
muodostaa oman verkkosegmenttinsä, joten se mahdollistaa nopean ver-
kon toiminnan. (Paananen 2005, 237.) 
2.4 Palvelin 
Palvelin on oleellinen osa yrityksen lähiverkkoa ja sillä on monta käyttö-
tarkoitusta. Sitä voidaan käyttää muun muassa tiedosto-, tietokanta-, tulos-
tin-, nimipalvelu- ja proxy-palvelimena. Palvelimessa on tärkeää olla pal-
jon kiintolevytilaa, joka on jaettu esimerkiksi verkon työasemien käyttöön. 
Hyvältä palvelimelta vaaditaan tehokasta prosessoria, suurta määrää kes-
kusmuistia, käyttöliittymästä palvelinkäyttöön sopiva versio sekä kiintole-
vyjen kahdennusmahdollisuutta. (Paananen 2005, 231.)  
 
Palvelinvirtualisoinnilla voidaan jakaa fyysisen palvelimen resursseja mo-
nelle virtuaalipalvelimelle. Näin saadaan fyysisen palvelimen käyttämätön 
kapasiteetti hyödynnettyä mahdollisimman monipuolisesti. Palvelinvirtu-
alisoinnin avulla voidaan esimerkiksi ajaa useampia käyttöjärjestelmiä yh-
den sijaan samalla fyysisellä palvelimella. Virtualisointi lisää vikasietoi-
suutta, kun fyysisen palvelimen palvelut voidaan siirtää automaattisesti 
toiseen palvelimeen. (Atea n.d.)  
2.5 Palomuuri 
Palomuuri voi olla fyysinen laite tai asennettava sovellus. Sen tarkoitus on 
suojata yrityksen sisäverkkoa tarkistamalla, ovatko internetistä tai verkosta 
tulevat tiedot sallittuja. Palomuuri tekee tarkistukset siihen määritettyjen 
porttien ja osoitteiden perusteella. Portteja ja osoitteita voidaan määrittää 
yksityiskohtaisesti, jos halutaan sallia jonkin ohjelmiston käyttää tietolii-
kenneverkkoa. Palomuuri ei kuitenkaan suojaa tietokonetta haittaohjelmil-
ta ja tietokoneviruksilta vaan niitä varten tarvitaan erillinen virussuojaus. 
(Paananen 2005, 403.)  
2.6 Päätelaitteet 
Tärkeimpien laitteiden, kuten kytkimien ja palvelimien lisäksi, yrityksen 
laitekantaan kuuluvat IT-ympäristön hallinnassa käytettävät päätelaitteet. 
Kannettavien tietokoneiden sekä pöytäkoneiden lisäksi on siirrytty käyt-
tämään tehokkaiden älypuhelinten ja tablet-tietokoneiden tuomia mahdol-
lisuuksia yrityksen IT-ympäristön tehostamiseksi. Esimerkiksi joihinkin 
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verkonvalvontajärjestelmiin on saatavilla älypuhelimeen asennettava lisä-
osa, jolla voidaan nopeasti tarkistaa valvottavan IT-ympäristön tila. Pääte-
laitteisiin kuuluvat myös tulostimet ja kaikenlaiset kämmenlaitteet, kuten 
viivakoodinlukijat. 
3 IT-YMPÄRISTÖN VALVONTA 
IT-ympäristön valvonta on nykyisin tärkeää tuotantokriittiselle yritykselle, 
johtuen jatkuvasti lisääntyvästä tietoliikenteestä ja lähiverkon laitteiston 
määrästä. Hyvin optimoidun valvontajärjestelmän hyöty voi olla merkittä-
vä yritykselle. Vain minuutteja kestävät tietoliikennekatkokset voivat jo 
tulla yritykselle kalliiksi. 
 
Koska markkinoilla on paljon erilaisia valvontajärjestelmiä, pitää yrityk-
sen olla tietoinen siitä, mitä järjestelmällä halutaan valvoa. Verkonvalvon-
taohjelmistot antavat tietoa verkon ongelmakohdista, kun taas järjestel-
mänvalvonta keskittyy valvomaan fyysisten laitteiden komponentteja sekä 
palvelinten prosesseja. Sovellusten valvonnalla voidaan valvoa esimerkik-
si toiminnanohjausjärjestelmiä ja palveluiden valvonnalla pidetään huolta, 
että palvelu vastaa sille asetettuja vaatimuksia. (Eginnovations 2005, 4.)  
  
Valvontajärjestelmä toimii IT-ympäristössä huomaamattomasti sekä il-
moittaa pääkäyttäjälle reaaliaikaisesti verkossa tapahtuvista virhetilanteis-
ta. Valvontajärjestelmän täytyy olla toiminnassa vuorokauden ympäri, jot-
ta sen toimintaperiaatteesta on hyötyä. Valvontajärjestelmiä voidaan käyt-
tää myös vikatilanteiden ennakoimisessa sekä helpottamaan verkon kapa-
siteetin tarkkailua. Niiden toiminta ei kuitenkaan saa kuormittaa liikaa IT- 
ympäristön laitteita ja verkkoliikennettä, jotta normaali verkon toiminta on 
mahdollista. Valvontajärjestelmät myös auttavat pääkäyttäjiä paikallista-
maan nopeasti, missä mahdollinen vika sijaitsee. (Eginnovations 2005, 4–
5.)  
 
Opsviewin (2013) mukaan IT-ympäristön valvonnan perusidea on varmis-
taa verkon laitteiden toimivuus sekä tarkistaa, että ne ylläpitävät liiketoi-
mintaa halutulla tavalla. Yksinkertaisin tapa varmistaa lähiverkkoon liite-
tyn laitteen saatavuus ja toimintakunto on käyttää Ping-komentoa. Tämän 
lisäksi yleensä halutaan yksityiskohtaisempaa tietoa esimerkiksi palveli-
men levytilasta tai prosessorin resursseista. Näiden tietojen saamiseksi 
tarvitaan monipuolisempaa lähestymistä IT-valvontaan.   
 
Verkon laitteiden valvonta tapahtuu tietyssä hierarkkisessa järjestyksessä. 
Fyysisen tai virtuaalisen laitteen valvottavaksi asettamisen jälkeen voidaan 
valvontajärjestelmässä määrittää tarkasteltavaksi erilaisia prosesseja tai 
palveluita. Niitä ovat esimerkiksi verkkoliikenteen kuormitus, keskus-
muistin resurssit tai vaikka palvelimen toimintalämpötila. (Opsview 
2013.)  
 
Verkonvalvonnassa kerätään tietoa verkon päätelaitteiden, tiedonsiirtolait-
teiden ja aliverkkojen tilasta sekä toiminnasta. Verkonvalvonnassa pyri-
tään määrittelemään, mitä tietoa valvotaan ja miten se saadaan valvotta-
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vasta lähteestä. Tämän jälkeen tieto säilytetään ja lopulta tietoa hyödynne-
tään tarkoituksenmukaisella tavalla. (William Stallings 1999, 23.) 
 
IT-ympäristön valvontaan ja hallintaan liittyy paljon erilaisia käsitteitä ja 
protokollia. Seuraavissa luvuissa käsitellään näistä tähän opinnäytetyöhön 
oleellisimmin liittyvät asiat. 
3.1 TMN  
Telecommunications Management Network on International Telecom-
munication Unionin määrittelemä viitekehys tietoliikenneverkkojen hallin-
taan. Se tarjoaa puitteet eri käyttöliittymien välisen liitettävyyden ja vies-
tinnän toteuttamiseen käyttämällä sovittuja standardeja. TMN voi vaihdel-
la hyvin yksinkertaisista tietoliikenneyhteyksistä aina monimutkaisempiin 
tietoliikennekokonaisuuksiin. Kuvassa yksi esitetään TMN:n suhde tieto-
liikenneverkkoon. TMN käsitetään erillisenä verkkona, joka toimii raja-
pintana tietoliikenneverkon eri osa-alueiden välisessä tiedonsiirrossa. (In-
ternational Telecommunication Union 2000, 6–7.) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
TMN on kehitetty standardoimaan tietoliikenneverkkojen sisältämien 
useiden eri valmistajien laitteita ja liitäntöjä näiden yhteensopivuuden ta-
kaamiseksi. TMN on tarkoitettu myös tukemaan tietoliikenneverkkojen 
suunnittelua, asennusta, liiketoimia, hallintaa, ylläpitoa sekä verkon re-
surssien jakamista. TMN:n toiminnallisuus on jaettu loogisesti viiteen hal-
lintakerrokseen, joista jokainen liittyy toisiinsa (kuva 2). Alin kerros käsit-
tää verkon elementit, toiseksi alin kerros elementtienhallinnan, kolmas 
kerros verkonhallinnan, toiseksi ylin kerros käsittää palvelunhallinnan ja 
ylin kerros liiketoiminnanhallinnan. (International Telecommunication 
Union 2000, 8.) 
 
Liiketoiminnanhallintakerros toimii osana yrityksen hallintoa. Sen avulla 
voidaan asettaa tavoitteita, tehdä sopimuksia operaattoreiden kanssa sekä 
Kuva 1 TMN tietoliikenneverkossa (ITU 2000, 7.) 
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budjetoida liiketoimintaa. Palvelunhallintakerroksen tehtävänä on pitää 
huolta asiakkaiden kanssa sovittujen palveluiden laadusta sekä kerätä tilas-
totietoa verkon palveluista. Verkonhallintakerroksen toimintaperiaatteena 
taas on hallita tietoliikenneverkkoa kokonaisuutena ja antaa tietoa verkon 
toiminnasta palvelunhallintakerrokselle. Elementtienhallintakerros vastaa 
jokaisesta yksittäisestä verkon elementistä. Elementtienhallintakerroksella 
käytetään verkkoelementtimanagereita, joiden avulla hallitaan muun mu-
assa verkon data- ja lokitietoja sekä verkon aktiivisuutta. Verkon element-
tikerros sisältää jokaisen TMN hallittavan verkkoelementin perustiedot. 
(International Telecommunication Union 2000, 17–18.) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.2 FCAPS 
Verkonhallinta sisältää käsitteenä erilaisia työkaluja ja tekniikoita, joilla 
pyritään hallitsemaan ja valvomaan verkossa toimivia laitteita, järjestelmiä 
sekä verkkoliikennettä. Verkonhallinnan tärkeimpänä tavoitteena on pitää 
huolta monimutkaisen verkon komponenttien toimivuudesta. International 
Organization for Standardization on kehittänyt FCAPS-mallin helpotta-
maan verkonhallintaa ja ylläpitoa. FCAPS-malli on jaettu viiteen eri toi-
minnallisuuteen. (Mauro & Schmidt 2005, 7.) 
 
- Fault Management (Vikojen hallinta) 
- Configuration Management (Kokoonpanon hallinta) 
- Accounting Management (Käytön hallinta) 
- Performance Management (Suorituskyvyn hallinta) 
- Security Management (Turvallisuuden hallinta) 
 
Vianhallinnassa keskeisintä on vian paikallistamisen jälkeen eristää vika 
muusta verkosta, ja tämän jälkeen uudelleen konfiguroida tai muokata 
verkkoa niin, ettei vika vaikuta muihin verkon komponentteihin sekä kor-
jata tai vaihtaa vikaantunut komponentti ja palauttaa tila ennalleen. Käsit-
teenä vika on tila, joka vaatii toimenpidettä tai korjausta. Vika tietoverkos-
sa voi olla esimerkiksi tietoliikenteen katkeaminen rikkoutuneen verkko-
kaapelin takia. Vikojen selvittämisen on oltava tehokasta, jotta vika vai-
kuttaisi mahdollisimman vähän loppukäyttäjien toimintaan. Vikatilantei-
Kuva 2 TMN:n loogiset kerrokset (InterComms 2007) 
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den vaikutuksia voidaan minimoida kiinnittämällä huomiota verkon ja 
komponenttien vikasietoisuuteen. (William Stallings 1999, 2–3.) 
 
Moderni dataverkko koostuu yksittäisistä komponenteista ja osajärjestel-
mistä, joille voidaan konfiguroida erilaisia toimintatiloja. Laitteelle voi-
daan määrittää ominaisuus ja raja-arvoja, joiden mukaan laite toimii ver-
kossa. Kokoonpanonhallinnalla valvotaan verkkoa sekä ylläpidetään sii-
hen kuuluvien laitteiden välistä yhteyttä. (William Stallings 1999, 4.) Ko-
koonpanonhallinnassa myös valvotaan laitteiden parametreja. Näitä voivat 
olla esimerkiksi ohjelmiston versio, verkon nopeus, kiintolevyjen, proses-
soreiden tai muistin määrä. (Mauro & Schmidt 2005, 7.)   
 
Käytön hallinnalla varmistetaan, että laitehallinnan ja verkon resurssit jae-
taan oikeudenmukaisesti niiden käyttäjien kesken. Tämä edesauttaa on-
gelmien minimoimisessa. (Mauro & Schmidt 2005, 8.) Käytön hallinnalla 
pystytään myös paremmin suunnittelemaan verkon kasvua sekä estämään 
verkon väärinkäyttöä. (William Stallings 1999, 4.) 
 
Suorituskyvyn hallinnassa valvotaan ja hallitaan verkon toimintoja. Val-
vonnalla saadaan tietoa verkon aktiviteeteista ja hallinnalla voidaan paran-
taa verkon suorituskykyä. Verkon suorituskyvyn valvonnassa huomioita-
via asioita ovat muun muassa verkkoliikenteen määrä ja nopeuden vaihte-
lu, ”pullonkaulat” ja vasteaika. Verkon pääkäyttäjän on otettava huomioon 
sopivat arvot, joiden rajoissa verkon suorituskykyä voidaan mitata. Suori-
tuskyvystä kerätty tieto analysoidaan ja raportoidaan, jonka avulla tunnis-
tetaan muutokset verkon tilassa. (William Stallings 1999, 5–6.) 
 
Turvallisuuden hallinnan tavoitteena on kontrolloida luvattomia pääsyjä 
verkon resursseihin sekä estää verkkohyökkäyksiä. Verkkohyökkäyksillä 
voi olla merkittäviä seurauksia, mikäli luvaton käyttäjä pääsee käsiksi 
esimerkiksi maksuliikenteeseen tai ohjelmiston lähdekoodiin. Turvallisuu-
den hallintaan kuuluvat niin fyysiset laitteet kuin verkon tietoturva. Nyky-
päivän tietoturvan hallinnassa käytetään muun muassa palomuureja, virus-
torjuntaohjelmistoja ja käytäntöjen hallintaa. (Mauro & Schmidt 2005, 8–
9.) 
3.3 SNMP 
Mauro & Schmidtin (2005) mukaan Simple Network Management Proto-
col on sovellustason standardoitu tietoliikenneprotokolla, joka on kehitetty 
helpottamaan verkon laitteiden valvontaa ja hallintaa sekä antamaan itse-
näisesti hälytyksiä. Monet verkon laitteet, kuten kytkimet, palvelimet, työ-
asemat, tulostimet ja UPS-laitteet tukevat SNMP:tä. SNMP:n avulla saa-
daan tarvittaessa paljon tietoa valvottavasta laitteesta.  
 
SNMP:n perusidea on joukko yksinkertaisia toimintoja, joiden avulla pää-
käyttäjä voi muuttaa verkon laitteen tilaa tai esimerkiksi saada tietoa ver-
kon kapasiteetista. SNMP:tä voidaan käyttää hyödyksi Unix- ja Windows-
ympäristössä fyysisten laitteiden sekä sovellusten valvonnassa.  
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SNMP:n ensimmäinen standardoitu versio kehitettiin vuonna 1990 ja se 
on edelleen eniten käytetty versio SNMP-protokollasta. SNMP:n toinen 
versio julkaistiin vuonna 1993 ja kolmas versio standardoitiin vuonna 
2002. Kolmannessa versiossa tietoturvaa on parannettu, mutta siitä huoli-
matta laitteiden valmistajat käyttävät enimmäkseen ensimmäistä versiota.  
 
SNMP:n tietoturva perustuu salasanoihin, jotka sallivat SNMP-
sovelluksen ottaa yhteyttä valvottavan laitteen hallintatietokantaan. 
SNMP:n tietoturvassa on kolme tasoa: read-only, read-write ja trap. Read-
only tasolla voidaan valvoa esimerkiksi tietoliikenteen määrää, mutta sillä 
ei voida tehdä muutoksia verkon laitteeseen. Read-write-tasolla pääkäyttä-
jä voi konfiguroida verkon laitteita, kuten kytkimiä tai palomuureja. Trap-
tasolla hallitaan valvottavaan laitteeseen asennetun agentin lähettämiä ei-
synkronoituja ilmoituksia. SNMP:tä käytettäessä on oltava tarkkana, jotta 
verkonhallintajärjestelmään määritetyt salasanat ovat riittävän vahvoja.  
 
Verkonvalvonnassa on kaksi tärkeää elementtiä, joilla valvotaan ja halli-
taan verkkoa. SNMP-agentit ovat valvottaviin laitteisiin valmiiksi asennet-
tuja tai asennettavia sovelluksia. Näillä sovelluksilla kontrolloidaan 
SNMP-sovelluksen ja kontrolloitavan SNMP:tä tukevan laitteen välistä 
kommunikointia. Asennettavan agentin tyyppi määräytyy valvottavassa 
verkossa olevien laitteiden mallin ja toimintatarkoituksen mukaan. Yleen-
sä valmiiksi asennetut agentit antavat enemmän tietoa laitteesta kuin jälki-
käteen asennettavat agentit. Toinen tärkeä elementti verkonvalvonnassa on 
Network Management System eli verkonvalvonta- ja hallintajärjestelmät. 
Näillä järjestelmillä saadaan näkemys kaikista verkossa olevista laitteista 
graafisesti, mutta isojen järjestelmien ymmärtäminen vaatii yleensä paljon 
opettelua. Kuvassa kolme on esitetty SNMP:n perustoimintaperiaate.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
SNMP käyttää UDP:tä valvontaohjelmistojen ja agenttien välisessä tie-
donsiirrossa. UDP on niin sanotusti yhteydetön protokolla, jossa ei auto-
maattisesti varmisteta datapaketin perille menoa. Tämä tekee yhteydestä 
Kuva 3 SNMP:n toimintaperiaate (OpManager n.d.) 
 Tietojärjestelmän valinta tuotantokriittisen IT-ympäristön valvontaan 
 
 
9 
epäluotettavan ja SNMP-sovelluksen täytyy itse huomata, onko dataa hä-
vinnyt tiedonsiirrossa ja päättää, lähetetäänkö paketti uudelleen. Valvonta-
järjestelmillä voidaan kuitenkin lähettää UDP-pyyntö agentille, mihin sen 
pitää vastata valvontajärjestelmään määritetyn aikarajan puitteissa. Tämän 
jälkeen datapaketti voidaan lähettää uudelleen, mikäli agentti ei vastaa 
pyyntöön. SNMP käyttää oletuksena porttia 161 pyyntöjen lähettämiseen 
ja porttia 162 trappien vastaanottoon.  
 
SNMP-operaatiot tarkoittavat tapaa, jolla tietoa kerätään valvottavista ja 
hallittavista verkon laitteista (taulukko 1). Operaatioissa käytetään PDU:ta 
verkonvalvontajärjestelmien ja agenttien välisenä tiedonsiirtomuotona. Jo-
kaisella SNMP-operaatiolla on oma standardi PDU-muotonsa. (Mauro & 
Schmidt 2005, Preface, 1–2, 2–3, 21–22, 396–397, 19–20, 37.)  
  
Taulukko 1 SNMP-operaatiot (Mauro & Schmidt 2005)  
 
SNMP-operaatiot 
get 
getnext 
getbulk (SNMPv2 ja SNMPv3) 
set 
getresponse 
trap 
notification (SNMPv2 ja SNMPv3) 
inform (SNMPv2 ja SNMPv3) 
report (SNMPv2 ja SNMPv3) 
 
Mauro & Schmidt (2005) esittävät, että get-operaatiossa verkonvalvonta-
järjestelmästä lähetetään pyyntö valvottavan laitteen agentille, joka vastaa 
pyyntöön riippuen laitteen senhetkisestä kuormituksesta. Laitteen vasta-
tessa pyyntöön lähettää se verkonvalvontajärjestelmään getresponse-
vastauksen. Vastaus sisältää verkonvalvontajärjestelmän haluamat tiedot, 
jotka agentti saa MIB-tietokannasta. Get-operaatio on hyödyllinen, kun 
halutaan hakea tietoa vain yhdestä objektista. Muissa tapauksissa on hyvä 
käyttää esimerkiksi getnext-operaatiota. Getnext-operaatiota käyttämällä 
saadaan tietoa useammasta objektista yhdellä pyynnöllä tietyn ajan sisällä. 
Alla olevassa kuvassa neljä on esitetty yksinkertaisesti get-operaation toi-
mintaperiaate.  
 
 
 
 
 
 
Kuva 4 Get-operaation toimintaperiaate (Mauro & Schmidt 2005, 38.) 
 
Getnext-operaatio sisältää komentosarjoja, joilla voi hakea ryhmittäin ar-
voja MIB:sta. Jokainen haettava MIB-objekti edellyttää getnext- ja getres-
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ponse-operaatioiden toteutumista. Getnext-operaatio kulkee sanakirjamai-
sessa muodossa MIB:ssa, joten agentin on helppo aloittaa tarvittavan 
OID:n etsiminen puumaisessa rakenteessa. Kun verkonhallintajärjestelmä 
on saanut vastauksen agentilta, lähettää se uuden getnext-komennon aina 
kunnes agentti palauttaa virheen tai kun MIB on käyty loppuun.  
 
Getbulk-operaation avulla verkonhallintajärjestelmä voi hakea ison mää-
rän tietoa MIB:n taulukosta. Normaalisti pelkällä get-operaatiolla voidaan 
hakea kerrallaan vain yksi objekti, jonka viestien koot määräytyvät agent-
tien mukaan. Mikäli agentti ei palauta kaikkia pyyntöjä, saattaa se palaut-
taa virheviestin ilman dataa. Getbulk-operaation periaate on kertoa agen-
tille, että se voi lähettää verkonhallintajärjestelmälle myös vaillinaisia vas-
tauksia. Getbulk-operaatiossa käytetään toistuvaa getnext-komentoa, kun-
nes kaikki tarvittavat objektit on käyty läpi. Kuvassa viisi esitetään get-
bulk operaation toimintaperiaate.  
 
 
 
 
 
 
  
 
 
 
 
Set-operaatiota käytetään, jos halutaan muuttaa hallittavan objektin arvoja 
tai lisätä taulukkoon uusi rivi. Read-write ja read-only määritettyjä MIB-
objekteja voidaan muuttaa set-operaatiolla. Verkonhallintajärjestelmällä 
on mahdollista muuttaa useampaa kuin yhtä objektia kerralla. Kuvassa vii-
si esitetään set-operaation toimintaperiaate.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
SNMP-trappeja käytetään agentin ja verkonhallintajärjestelmän välillä 
viestimään virheistä sekä raportoimaan verkkolaitteiden muuttuneesta ti-
lasta. SNMP-trappi lähtee liikkeelle agentilta, joka määrittää, mihin koh-
teeseen trappi lähetetään. Yleensä se on valvontajärjestelmän IP-osoite. 
Trapit eivät kuitenkaan aina saavuta verkonhallintajärjestelmää, johtuen 
SNMP:n käyttämästä UDP-yhteydestä. Tästä huolimatta ne ovat tärkeä 
Kuva 5 Getbulk-operaation toimintaperiaate (Mauro & Schmidt 2005, 54.) 
Kuva 6 Set-operaation toimintaperiaate (Mauro & Schmidt 2005, 57.) 
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osa verkonhallintaa. Trappeja on seitsemän eri luokkaa, jotka verkonval-
vontajärjestelmä tunnistaa ID:n perusteella. Kuvassa seitsemän esitetään 
trap-operaation toimintaperiaate. (Mauro & Schmidt 2005, 38–39, 43–44, 
53–54,  57, 63–64.) 
 
 
 
 
 
 
 
 
Kuva 7 Trap-operaation toimintaperiaate (Mauro & Schmidt 2005, 63.) 
3.4 MIB 
TCP/IP-pohjainen verkonhallintajärjestelmä tarvitsee toimiakseen tieto-
kannan, joka sisältää kaiken tarvittavan informaation SNMP:n käyttöä var-
ten. Management information base on hierarkkinen puumaisesti jäsennelty 
kokoelma objekteja, jotka sisältävät tietoa valvottavasta ja hallittavasta 
verkon laitteesta. MIB:n ensimmäisen version määritteli RFC 1156 -
standardi. Jokainen verkon laite sisältää Management information basen, 
jota käyttämällä verkonhallintajärjestelmä voi valvoa laitteen resursseja 
lukemalla objektien arvoja. MIB säilyttää tietoa yksi- tai kaksisuuntaisissa 
taulukoissa. (Stallings 1999, 85–86.)  
 
MIB:n lisäksi toinen tärkeä käsite on Structure of management informati-
on, josta on olemassa kaksi versiota. SMI määrittelee, mitä datatyyppejä 
voidaan käyttää MIB:ssä, sekä millä tavoin tietoa esitetään ja nimetään. 
Hallittavien objektien tunnistuksessa käytetään yksilöllistä OID:tä, jonka 
numeerinen muoto on yhdistetty tekstimuotoon muistamisen helpottami-
seksi. Objekti voi olla esimerkiksi nimetty numeerisesti muotoon 1.3.6.1 
ja vastaavasti tekstimuotoon iso.org.dod.internet. (Mauro & Schmidt 2005, 
23–25.)  
 
Abstract Syntax Notation One määrittää, miten dataa esitetään ja siirretään 
valvontajärjestelmän ja agentin välillä. Basic Encoding Rules taas määrit-
tää, miten hallittavat objektit koodataan, jotta ne voidaan kuljettaa verkos-
sa. (Mauro & Schmidt 2005, 23–25.)  
 
MIB:n puumaisesti järjestetyssä rakenteessa lehtiobjektit kuvaavat hallit-
tavia objekteja, joista jokainen esittää jotakin resurssia, toimintaa tai ob-
jektin hallintaan liittyvää informaatiota. Puurakenne itsessään määrittelee 
objektit loogisiin joukkoihin. Kuvassa kahdeksan on esitetty MIB:n hie-
rarkkinen perusrakenne sekä MIB-II:n objektiryhmät. Rakenteen ylimpänä 
oleva root-objekti haarautuu kolmeen aliryhmään, jotka ovat ccitt(0), 
iso(1) ja joint(2). Ainoastaan iso(1) objektilla näistä on aliryhmä, joten 
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ccitt(0) ja joint(2) ovat lehtiobjekteja. Edellä mainitut lehtiobjektit eivät 
koske SNMP:tä. (Stallings 1999, 86–87.) 
 
 
 
Kuva 8 MIB:n puurakenne ja MIB II:n objektiryhmät (Mauro & Schmidt 2005, 
36.) 
MIB:n toisen version määritteli RFC 1213-standardi. MIB-II sisältää lisää 
objekteja ja ryhmiä verrattuna ensimmäiseen versioon. Jokaisen SNMP:tä 
käyttävän laitteen on tuettava MIB-II:sta. Taulukossa kaksi on esitetty 
RFC 1213 -standardin määrittämä MIB-II alipuun ryhmät. (Mauro & 
Schmidt 2005, 35–36.)  
 
Taulukko 2 MIB-II:n hallintaryhmät (Mauro & Schmidt 2005, 36–37.) 
MIB-II:n hallintaryhmät   
Alipuu OID Kuvaus 
system 1.3.6.1.2.1.1 
Määrittää listan objekteja, jotka liittyvät 
järjestelmän toimintaan, kuten saatavuu-
teen, kontakteihin tai nimeen. 
interfaces 1.3.6.1.2.1.2 Seuraa valvottavien rajapintojen tilaa. 
at 1.3.6.1.2.1.3 
Osoitteenkääntäjä on vanhentunut ja yh-
teensopiva vain vanhempien versioiden 
kanssa. 
ip 1.3.6.1.2.1.4 Seuraa IP:n toimintaa, kuten reititystä. 
icmp 1.3.6.1.2.1.5 Seuraa ICMP virheitä, kuten hylkäksiä. 
tcp 1.3.6.1.2.1.6 Seuraa mm. TCP-yhteyden tilaa. 
udp 1.3.6.1.2.1.7 
Seuraa udp-tilastoja sekä datagrammeja 
sisään ja ulos. 
egp 1.3.6.1.2.1.8 Seuraa erilaisia tilastoja EGP:stä. 
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4 VAATIMUSMÄÄRITTELY 
JHS-suositusten (2009) mukaan vaatimusten määrittelyllä ja hallinnalla 
pyritään varmistamaan hankittavalle järjestelmälle asetettujen vaatimusten 
toteutuminen. Vaatimusmäärittely mahdollistaa myös onnistuneen kilpai-
lutuksen sekä järjestelmän käyttöönotossa vaadittujen ominaisuuksien tar-
kastamisen. Vaiheena vaatimusmäärittely sijaitsee heti esiselvityksen jäl-
keen.  
 
Laadukkaasti tehty vaatimusmäärittely on nykypäivän tietojärjestelmä-
hankkeissa välttämätöntä, jotta hankinta vastaa määritettyjä tarpeita. Ilman 
kattavaa vaatimusmäärittelyä ei tiedetä, mitä tarpeita hankinnan tulee tyy-
dyttää. Vaatimusten määrittely alkaa heti tietojärjestelmäprojektin alku-
vaiheessa ja tarpeita muokataan koko projektin kehittämisen ajan.  
 
Suurin syy tietojärjestelmäprojektin epäonnistumiseen on puutteellinen 
vaatimusmäärittely. Syitä epäonnistumiseen on monia, muun muassa vaa-
timusten keräämiseen käytetyt menetelmät ja projektin puutteellinen 
suunnittelu. Myös tilaajan käsitys järjestelmästä voi olla erilainen kuin 
loppukäyttäjien.  
 
Selkeästi tehty vaatimusmäärittely auttaa järjestelmän valinnassa ja käyt-
töönotossa. Se auttaa myös ymmärtämään toimittajien ja tilaajien välistä 
kommunikointia. Vaatimusten määrittelyn laajuus vaihtelee hankittavan 
järjestelmän mukaan. Tietojärjestelmähankkeet ovat yrityksille yleensä ai-
kaa ja resursseja vaativia toimenpiteitä, joten kattava vaatimusmäärittely 
edesauttaa järjestelmähankkeen onnistumista. Järjestelmän hankkiminen 
vaikuttaa pitkälle tulevaisuuteen, ja siksi myös vaatimuksien ennakoimi-
nen on suotavaa. (JHS-suositukset 2009, 8, 3–7, 8–10, 3–11.) 
4.1 Vaiheet 
Esiselvityksen avulla yritys saa käsityksen siitä, mihin järjestelmää tarvi-
taan. Alkuvaiheen tarvemäärittely ei johda vielä vaatimuksiksi, vaan vasta 
käyttäjävaatimukset auttavat vaatimusmäärittelyn luomisessa. Käyttäjä-
vaatimukset ovat korkean tason vaatimuksia ja ne voidaan ilmaista esi-
merkiksi muodossa, ”järjestelmän tarvitsee toimia 24 tuntia vuorokaudes-
sa”. (JHS-suositukset 2009, 11.) 
 
Vaatimusten määrittelyprosessi on kolmivaiheinen. Se koostuu valmistau-
tumis-, tuottamis- ja hyväksymisvaiheista. Valmistautumisvaiheessa täs-
mennetään tavoitteita ja suunnitellaan vaatimusmäärittelyn prosessia. 
Tuottamisvaiheessa tarpeet täsmennetään ja analysoidaan. Hyväksymis-
transmission 1.3.6.1.2.1.10 Ryhmään ei ole määritelty objekteja. 
snmp 1.3.6.1.2.1.11 
Mittaa SNMP-kokoonpanon suoritusky-
kyä sekä laskee vastaanotettujen sekä lä-
hetettyjen SNMP-pakettien määrää. 
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vaiheessa vaatimukset katselmoidaan ja hyväksytään. (JHS-suositukset 
2009, 11–14.) 
 
Tavoitteiden täsmentämisen tarkoitus on kartoittaa vaatimusten määritte-
lyä varten tarvittavat resurssit sekä selventää projektin tavoitteita. Tarpei-
den täsmentämisen tavoitteena on rajata vaatimusten kohdealue, eli mitä 
toimintoja järjestelmästä pitää löytyä. Vaatimuksen priorisoinnilla taas 
hallitaan vaatimusten määrittelyä. Priorisoinnin avulla tarkennetaan, onko 
jokin ominaisuus pakollinen vai pelkästään käytettävyyteen liittyvä. Vaa-
timuksen priorisoinnista on hyötyä myös taloudellisesti, kun voidaan tar-
kasti määrittää, halutaanko jonkin tietyn ominaisuuden sisältyvän järjes-
telmään vai ei. Vaatimusten katselmoinnissa ja hyväksymisvaiheessa var-
mistetaan, että vaatimukset ovat vaaditulla tasolla. (JHS-suositukset 2009, 
12–16.) 
4.2 Vaatimusten hankintamenetelmiä 
JHS-suositusten (2009) mukaan vaatimusten hankinta on tiedonkeruuta, 
jolla pyritään saamaan tietoa järjestelmän tai integraatioratkaisun kehittä-
miseen ja valintaan liittyvistä ongelmakohdista. Vaatimusten hankinnassa 
on päätettävä, mikä on tärkeää tietoa ja keneltä se saadaan kerättyä. Eri ta-
hoilta hankittujen vaatimusten tulee antaa riittävä pohja jatkotyölle. Vaa-
timusmäärittelyä laativien eri osapuolten tietämys hankittavasta kokonai-
suudesta on yleensä rajattua, joten kirjallisessa muodossa olevan doku-
mentoinnin tulee vastata työtehtäviä.  
 
Vaatimusten keräämiseen on muutamia yleisesti käytettyjä hyvin toimivia 
toimintatapoja. Dokumenttien tutkiminen, kyselylomakkeet, erilaiset haas-
tattelut sekä ryhmäpohjaiset tapaamiset ovat tehokkaita tapoja kerätä vaa-
timuksia. Vaatimusten keräystapa on aina projektikohtaista, joten esimer-
kiksi kyselylomakkeet eivät välttämättä toimi projektissa, jossa tutkimus-
tulokset on saatava nopeasti. (JHS-suositukset 2009, 18–19.) 
4.2.1 Dokumenttien tutkiminen 
Dokumenttien tutkiminen on aikaa vievää ja työlästä. Niiden avulla pysty-
tään täydentämään vaatimusta ja saamaan selville, toteutuvatko sellaiset 
vaatimukset, jotka eivät tarvitse käytännön testausta. Tutkittavia doku-
mentteja ovat muun muassa käyttöohjeet, koulutusmateriaalit, oppikirjat ja 
valmiit standardit. Dokumentteja tutkitaan, jotta saadaan selville vaati-
muksen kannalta tärkeitä ominaisuuksia. Dokumenttien tutkimisella välte-
tään järjestelmäratkaisujen yhteensopivuusongelmat. (JHS-suositukset 
2009, 18–19.) 
4.2.2 Suullinen strukturoimaton haastattelu 
Strukturoimaton haastattelu on vapaamuotoinen keskustelu, jossa haastat-
telija listaa useita keskusteltavia asioita. Haastattelutaidot ja aiheen tunte-
mus ovat tärkeitä asioita, jotta kaikki oleellinen tieto saadaan tuotua haas-
tattelussa esille. Strukturoimattoman haastattelun huono puoli on mahdol-
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linen aiheesta eksyminen. Myös haastattelun analysointi jälkikäteen voi 
olla vaikeaa. Haastattelun nauhoittaminen helpottaa keskustelun purkua. 
(JHS-suositukset 2009, 19–20.) 
4.3 Vaatimusten kriteerit ja dokumentaatio 
JHS-suositusten (2009) mukaan hyvin laadittu vaatimus sisältää kaiken 
tarvittavan informaation, jota todellisuudessa halutaan tulevalta järjestel-
mältä. Hyvä vaatimus on helppo ymmärtää, eikä samaan lauseeseen kirjoi-
teta kuin yksi vaatimus. Tällä tavoin varmistetaan, että vaatimus on yksi-
selitteinen ja todennettavissa oleva. Vaatimuksia laadittaessa on otettava 
huomioon senhetkiset tarpeet sekä mahdolliset tulevaisuudessa tehtävät 
järjestelmäpäivitykset. 
 
Tärkein vaatimusmäärittelyssä tuotettava dokumentaatio on vaatimusluet-
telo. Siihen listataan järjestyksessä kaikki vaatimukset yksilöllisesti juok-
sevalla numeroinnilla. Luettelossa tulee olla esillä vaatimuksen esittäjä se-
kä sen tärkeys. Vaatimukselle voidaan määrittää kolmitasoinen tärkeysjär-
jestys, joka on esimerkiksi; 1=Pakollinen, 2=Hyödyllinen, 3=Toivottu. 
Vaatimusluetteloa päivitetään projektin etenemisen mukaan. (JHS-
suositukset 2009, 20–22, 22.) 
5 COVERIS RIGID FINLAND OY:N IT-YMPÄRISTÖ 
Coveris Rigid Finland Oy:n IT-ympäristö uudistui lähes täysin tuotannon 
siirryttyä uuteen tehtaaseen Hämeenlinnan Moreeniin. Samalla tuotannon 
IT-riippuvuus kasvoi merkittävästi automaation lisääntyessä. Uuden teh-
taan IT-ympäristö käsittää yhteensä yli 400 verkkoon kytketyn laitteen ja 
noin 50 tietojärjestelmän valvottavan kokonaisuuden (kuva 9). Tehtaan 
automatisoitu puolivalmiiden tuotteiden varasto on yksi tärkeimmistä ko-
konaisuuksista tuotannon toimivuuden kannalta. Myös Coveris Rigidin 
tuotannon ympärivuorokautinen toiminta edellyttää IT-järjestelmien kor-
keaa vikasietoisuutta. Jo minuuttien kestoiset tietojärjestelmä- tai laiteon-
gelmat voivat vaikuttaa negatiivisesti tuotantotehokkuuteen.  
 
Coveris Rigidin tietoliikenneverkko koostuu yhteensä yli 70 laitteesta, ku-
ten 24- ja 48-porttisista kytkimistä, langattoman verkon tukiasemista, pa-
lomuureista ja MPLS-laitteista. IT-laitteet, kuten viivakoodinlukijat, tarra-
tulostimet ja työasemat on liitetty ristikytkentäpaneelien kautta reunakyt-
kimiin. Reunakytkimien avulla jokainen laite on voitu kytkeä omaan kyt-
kimen porttiin. Kytkimet on sijoitettu seitsemään eri jakamoon, joista voi-
daan jakaa tietoliikenneyhteys joka puolelle tehdasta. Kriittisien vikatilan-
teiden kannalta IT-ympäristön tärkeimmät kohdat on kahdennettu. Tekni-
sissä tiloissa ja jakamoissa toimivien aktiivilaitteiden sähkönsyöttö on 
varmistettu varavirtalaitteilla. (Puumalainen 2012.) 
 
Kriittisten palvelimien ja kytkimien lisäksi tuotantolinjoilla käytettävät 
viivakoodinlukijat ovat tärkeitä tuotannon toimivuuden kannalta.  Ne oh-
jaavat puolivalmiiden tuotteiden kuljettamista tehtaan eri tuotantolinjoilla. 
Juuri näiden laitteiden valvonta voi olla vaikeaa ilman automaattista val-
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vontaa. Tällöin IT-ympäristön valvontajärjestelmästä olisi hyötyä nopean 
vian paikantamisen kannalta.  
 
Tuotannossa käytettävät työasemat ovat teolliseen tuotantoympäristöön 
tarkoitettuja ja niitä käyttävät pääasiassa tuotantotyöntekijät. Coveris Ri-
gidin automaatioon liittyvät kriittiset palvelimet ovat pääosin fyysisiä ja 
vähemmän kriittiset palvelimet on toteutettu VMware-ympäristössä virtu-
aalisesti. Tuotannon IT-ympäristössä käytettävien laitteiden lisäksi, Cove-
ris Rigidin IT-laitteisto koostuu myös toimistokäyttöön tarkoitetuista kan-
nettavista työasemista, matkapuhelimista, toimistotulostimista sekä tablet-
tietokoneista.  
 
 
 
 
Kuva 9 Coveris Rigid Finland Oy:n IT-ympäristö (Kinnunen 2014) 
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6 JÄRJESTELMIEN EVALUOINTI 
Tietojärjestelmähankkeissa evaluoinnin tarkoituksena on kartoittaa yrityk-
selle sopivin tietojärjestelmä. Evaluoinnilla saadaan lisätietoa järjestelmi-
en ominaisuuksista ja siitä, kuinka hyvin tietty ominaisuus on toteutettu. 
Evaluointi vaatii yritykseltä paljon resursseja, jotta kaikista vertailuun va-
lituista järjestelmistä löydetään mahdollisimman kattavasti niiden hyvät ja 
huonot puolet. Evaluoinnin vaiheisiin kuuluvat tässä opinnäytetyössä tie-
tojärjestelmien alkukartoitus, järjestelmien valinta testaukseen, järjestel-
mien suunnitelmallinen testaus, tulosten dokumentointi sekä tulosten läpi-
käynti. 
 
Tässä opinnäytetyössä tietojärjestelmien ominaisuuksien vertailussa on 
käytetty painotettua valintamatriisia, jossa vaatimukselle annetaan tietty 
painoarvo. Vaatimuksen toteutukselle annettiin lisäksi luokitus ja näin ol-
len painoarvon kertominen toteutuksen luokituksella vastaa järjestelmälle 
annettua pistemäärää vaatimuksen toteutuksen tasosta. Jokainen vaatimus 
testattiin tapauskohtaisesti, jotta saatiin selville, miten eri järjestelmät niis-
tä suoriutuvat. Pisteytyksen tarkoituksena on selventää järjestelmien eroa-
vaisuuksia sekä helpottaa tutkimustulosten luettavuutta. 
6.1 Vaatimusmäärittely 
Vaatimusmäärittely sai alkunsa Coveris Rigid Finland Oy:n tarpeesta löy-
tää Moreenin tehtaalle IT-ympäristön valvontajärjestelmä. Vaatimukset 
kerättiin yhdessä opinnäytetyön tekijän sekä tehtaan tietohallintopäällikön 
Kari Kinnusen kanssa. Ensimmäinen versio vaatimusluettelosta sisälsi jo 
suurimman osan tarvittavista vaatimuksista, mutta vaatimuksia kerättiin ja 
työstettiin edelleen projektin edetessä. Vaatimusten kerääminen edellytti 
projektin edetessä järjestelmien testaamista ja valmistajan dokumenttien 
läpikäyntiä. Lopullinen vaatimusluettelo täsmentyi siten projektin loppu-
vaiheessa. 
 
Vaatimusten sisältö painottui yleiselle tasolle, johtuen yrityksen tarpeesta 
löytää tietojärjestelmä nimenomaan IT-ympäristön valvontaan, ei verkon 
elementtien hallintaan. Tällöin tietojärjestelmältä ei vaadita niin monipuo-
lisia ominaisuuksia. Taulukossa kolme ovat vaatimusmäärittelystä liitetyt 
vaatimukset, joiden perusteella järjestelmien vertailu tehtiin.  
 
 
Taulukko 3 Coveris Rigid Finland Oy:n vaatimukset tietojärjestelmälle 
Vaatimukset               
Järjestelmästä on saatavilla kokeiluversio.           
Järjestelmässä voidaan hallita eri käyttäjäryhmiä ja niiden oikeuksia. 
  Järjestelmä hälyttää viasta SMS viestillä.           
Järjestelmä hälyttää viasta sähköpostilla. 
     Järjestelmällä pitää voida valvoa vähintään 500 laitetta.       
Järjestelmässä on useita vaihtoehtoja tietojen keräämiseen. 
   Järjestelmän käyttöliittymä on muokattavissa.         
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Tärkeimpinä vaatimuksia voidaan pitää järjestelmän kykyä valvoa yksit-
täisiä prosesseja palvelimilla, vikojen reaaliaikaista havaitsemista, useita 
vaihtoehtoja tiedonkeräämiseen, käyttäjäryhmien hallintaa sekä kokeilu-
versiota. Esimerkiksi kokeiluversion saatavuus oli olennaista, jotta järjes-
telmiä voitiin testata käytännössä. Vähemmän tärkeitä vaatimuksia ovat 
käyttöliittymän muokattavuus, palvelutasojen valvonta sekä laitteiden au-
tomaattinen löytäminen. 
6.2 Järjestelmien kartoitus 
Evaluointiin valittavia potentiaalisia järjestelmiä alettiin kartoittaa Coveris 
Rigid Finland Oy:n tarpeiden perusteella. Järjestelmien valinnassa käytet-
tiin apuna aiempia opinnäytetöitä sekä internetiä. Alkukartoituksen aikana 
havaittiin erilaisten verkonvalvonta- ja hallintajärjestelmien tarjonnan ole-
van runsasta. Ensimmäiseen kartoitusvaiheeseen päätyivätkin yleisimmät 
järjestelmät, joiden hinta ei kohonnut liian suureksi. Joidenkin tietojärjes-
telmien kohdalla mietittiin myös, onko kalliimmissa järjestelmissä enem-
män ja paremmin toteutettuja ominaisuuksia kuin halvemmissa järjestel-
missä. Alkukartoitukseen päätyneiden järjestelmien valintaan vaikutti li-
säksi alustava vaatimusluettelo, josta voitiin tarkistaa valintaan vaikuttavat 
kriteerit.  
 
Ensimmäiseen vaiheeseen valittujen järjestelmien lukumäärä haluttiin pi-
tää maltillisena, johtuen ominaisuuksien testaamiseen kuluvasta ajasta. Li-
säksi oletettiin, että noin kymmenen yleisimmän järjestelmän joukosta 
löytyy ominaisuuksiltaan riittävän hyvä järjestelmä. Evaluointiin valitta-
vilta järjestelmiltä edellytettiin mahdollisuutta asentaa ne eri käyttöjärjes-
telmille, jotta saataisiin kokemusta myös siitä miten ne toimivat Linux- ja 
Windows-palvelimilla.  
 
Järjestelmien kartoituksessa tärkeässä osassa oli myös järjestelmän val-
mistajan dokumentoinnin läpikäyminen. Kaikki tarvittavat dokumentoinnit 
olivat helposti löydettävissä lähes jokaisen tuotteen valmistajan internetsi-
vuilta. Järjestelmien valmistajien dokumentoinnit sisälsivät paljon teksti- 
ja video-ohjeita järjestelmän käyttöä ja asennusta varten. Tämä nopeutti 
Järjestelmässä voi luoda kartan verkon laitteiden sijainnista. 
   Järjestelmällä voidaan valvoa VMware-ympäristöä.         
Järjestelmällä voidaan valvoa SQL tietokantoja. 
    Järjestelmä löytää lähiverkkoon liitetyt laitteet automaattisesti.       
Järjestelmä havaitsee valvontaan liitetyn laitteen vikaantumisen  
reaaliaikaisesti. 
 Järjestelmästä voi tulostaa raportteja, joiden sisältöä voi muokata.     
Järjestelmä havaitsee tehtaan ulkopuolisten tietoliikenneyhteyksien  
katkokset reaaliaikaisesti.  
Järjestelmällä voidaan valvoa palvelimia ja työasemia.       
Järjestelmällä voidaan valvoa yksittäisiä prosesseja palvelimilla ja  
työasemilla. 
 Järjestelmällä voidaan valvoa palvelutasoja.         
Toimittaja tarjoaa järjestelmälle tukipalvelun. 
    Järjestelmää kehitetään aktiivisesti.           
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järjestelmien valintaa evaluointivaiheeseen sekä auttoi käsittämään, mitä 
kaikkea järjestelmillä voidaan valvoa. Lisäksi jotkin valmistajat, kuten 
esimerkiksi OpManager ja Opsview olivat sisällyttäneet internetsivuilleen 
paljon tietoa verkonvalvonnan peruselementeistä. Tästä oli myös hyötyä 
projektin edetessä. Dokumentoinnin lisäksi esimerkiksi Nagios tarjosi eri-
laisia kursseja, joiden avulla voi opetella järjestelmän käyttöä. Projektin 
edetessä huomattiin, että jokaiselta valmistajalta sai sähköpostitse paljon 
apua mahdollisissa ongelmatilanteissa testiversion asennuksen aikana. 
Taulukossa neljä on alkukartoituksessa valitut yhdeksän tietojärjestelmää. 
 
Taulukko 4 Alkukartoituksessa valitut tietojärjestelmät 
Alkukartoituksessa valitut tietojärjestelmät 
Nagios         
OpManager 
   Up.time         
Opsview 
    Op5         
Spiceworks 
   Tivoli Monitoring       
Solarwinds 
   Centreon         
 
Alkukartoituksen jälkeen oli selvää, että lopulliseen testaukseen valittavi-
en järjestelmien lukumäärää piti pienentää, jotta vertailutaulukkoon saatai-
siin parhaiten vaatimuksia vastaavia järjestelmiä. Kaikkien yhdeksän al-
kukartoitukseen valitun järjestelmän dokumentoinnit käytiin läpi, jotta 
saatiin hyvä käsitys siitä, kannattaako kyseistä järjestelmää alkaa asentaa 
ja testaa.  
 
Näistä järjestelmistä Spiceworks, Tivoli Monitoring, Solarwinds ja Cent-
reon jätettiin lopullisen evaluoinnin ulkopuolelle. Spiceworks on ilmainen 
verkonvalvontajärjestelmä, jonka ylläpito perustuu yhteisön toimintaan. 
Spiceworks järjestelmällä voidaan valvoa verkon laitteita, mutta se vaatii 
myös paljon lisäosia, mikäli pääkäyttäjä haluaa yksityiskohtaista tietoa 
esimerkiksi kytkimen porteista. Spiceworksin käyttöliittymä toimii se-
laimessa ja se on täynnä mainoksia. Tämä asia vaikutti myös osaltaan sii-
hen, että järjestelmä ei sovellu tietoturvallisesti vaativaan verkkoympäris-
töön. Myöskään kaikki vaatimukset eivät täyttyneet. Esimerkiksi doku-
mentoinnin perusteella ei saanut selville voiko järjestelmää käyttää reaali-
aikaiseen valvontaan, mikä on erittäin tärkeää tuotantoympäristössä.  
 
Tivoli Monitoring on IBM:n kehittämä monitorointijärjestelmä. Se koos-
tuu monesta eri tuotteesta, joten järjestelmän vertailu on hankalampaa ver-
rattuna järjestelmiin, joissa kaikki ominaisuudet on käytettävissä yhdessä 
näkymässä. Tämän lisäksi dokumentointi on varsin huonosti toteutettu 
verrattuna muihin järjestelmiin. Tivoli Monitoring -järjestelmän ominai-
suudet eivät tulleet selviksi, mikä oli myös yksi syy jättää järjestelmä pois 
evaluoinnista. 
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Solarwinds on järeä järjestelmä, joka tarjoaa erilaisia paketteja IT-
ympäristön valvontaan. Solarwinds on jakanut jokaisen valvontaosa-
alueen erillisiksi asennettavaksi sovelluksiksi, joten hinnoittelukin perus-
tuu pakettihintoihin. Solarwinds-järjestelmällä pystyy myös hallitsemaan 
valvottavia elementtejä, mikä ei ole olennaista Coveris Rigid Finland Oy:n 
vaatimuksissa. Solarwinds:n tuotevalikoimassa ei ole tarjolla hinnaltaan 
sopivaa ratkaisua, josta löytyisi kaikki tarvittava yhdessä kokonaisuudes-
sa.  
 
Centreon on ilmainen avoimeen lähdekoodiin perustuva IT-ympäristön 
valvontajärjestelmä, joka on rakennettu Nagioksen pohjalle. Centreonista 
kokeiltiin selaimessa toimivaa demoversiota, mutta sen käyttöliittymän 
toiminnallisuus ei osoittautunut niin hyväksi kuin maksullisilla järjestel-
millä. Lisäksi Linux-julkaisun asennus virtuaalikoneelle ei sujunut niin 
yksinkertaisesti kuin mitä tämän tason ohjelmalta saattaa odottaa. Myös 
Windows-version puuttuminen vaikutti tämän ohjelmiston poissulkemi-
seen evaluoinnista.  
6.3 Testaukseen valitut järjestelmät 
Alkukartoituksen jälkeen saatiin selville, että taulukkoon viisi listatut jär-
jestelmät vastasivat parhaiten vaatimuksia sekä ominaisuuksien että hin-
tansa puolesta. Testaukseen valittujen järjestelmien ominaisuudet kattoivat 
alustavasti vaatimusmäärittelyn vaatimukset. Järjestelmien dokumentoin-
tien ja kattavien kokeiluversioiden perusteella voitiin näin ollen aloittaa 
tietojärjestelmien asentaminen ja testaus.  
 
Taulukko 5 Testaukseen valitut järjestelmät 
 
 
Vaikka järjestelmien hinnoille ei varsinaisesti asetettu alkukartoituksessa 
ylärajaa, vaikutti se kuitenkin osaltaan Tivoli Monitoring ja Solarwinds 
järjestelmien poissulkemiseen testauksesta.  
6.4 Testiympäristö 
Alun perin suunnitelmana oli rakentaa järjestelmien testauksia varten oma 
suljettu testiympäristö, mutta se todettiin tarpeettomaksi johtuen käytettä-
vissä olevasta valmiista toimistoverkosta. Lisäksi täysin oman testiympä-
ristön rakentaminen olisi vaatinut enemmän aikaa sekä parempaa osaamis-
ta lähiverkon konfiguroinnista. Järjestelmiltä vaadittavat toiminnalliset 
ominaisuudet testattiin näin ollen jo olemassa olevassa toimistoverkossa, 
johon oli liitetty pelkästään Dellin työasemia ja muutama toimistotulostin. 
Tällä toimenpiteellä estettiin myös tuotantoverkon tarpeeton kuormittami-
Testaukseen valitut tietojärjestelmät 
Nagios       
OpManager 
  Up.time       
Opsview 
   Op5       
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nen. Toimistoverkolle oli rajattu oma IP-alue, joka esti valvontajärjestel-
män pääsyn tuotantoverkkoon. Monimutkaisemman verkon rakenteen tes-
taukseen ei myöskään ollut tarvetta, koska Coveris Rigid Finland Oy:n 
verkon tietoliikenteen valvonta on ulkoistettu. 
6.5 Järjestelmien asentaminen 
Evaluoitavat järjestelmät asennettiin Hewlett & Packardin palvelimelle 
asennettuun VMware-ympäristöön, johon määritettiin oma virtuaalikone 
jokaiselle järjestelmälle sen teknisten minimivaatimusten mukaisesti. Näin 
ollen koneita oli helppo hallita ja niiden asentaminen oli nopeaa. Virtuaa-
likoneista oli myös helppoa ottaa varmuuskopio, jolloin vikatilanteista pa-
lautuminen takaisin toimivaan tilaan oli mahdollista. Verkkolaitteen toi-
mivuuden testaamiseen käytettiin Dellin kannettavaa tietokonetta, joka 
kytkettiin verkkokaapelilla toimistoverkkoon. Palvelimen valvontaan käy-
tettiin VMware-palvelinta, johon myös virtuaalikoneet asennettiin. Tuo-
tantopalvelimiin ei otettu yhteyttä missään vaiheessa, johtuen niiden tuo-
tantokriittisyydestä. Hälytysten testaamisessa käytettiin hyödyksi Googlen 
ilmaista SMTP-palvelinta, joka välitti hälytykset suoraan sähköpostiin. 
 
Järjestelmien asentamiseen oli kaikilla valmistajilla monia hyviä eri vaih-
toehtoja. Nagioksen peräti 60 päivän kokeiluversion voi asentaa valmiina 
Windows- tai VMware-virtuaalikoneena sekä komentoriviltä asennettaval-
ta Red Hat Linux tai CentOS-julkaisulta. Nagiosta varten luotiin 32-
bittinen CentOS-virtuaalipalvelin 1GB:n keskusmuistilla ja 30 GB:n kiin-
tolevyllä. Nagioksen asentaminen vaatii jonkin verran tietämystä Linux-
käyttöjärjestelmistä, mutta asentaminen CentOS:n komentoriviltä oli vai-
vatonta valmistajan hyvien ohjeiden mukaan. Asentaminen onnistui en-
simmäisellä yrittämällä ja järjestelmän käyttöliittymään pääsi heti käsiksi 
selaimella. Nagios toimi testeissä nopeasti pelkästään palvelimelle asete-
tuilla minimivaatimuksilla. 
 
OpManageria varten asennettiin Fedora Linux-käyttöjärjestelmä 1GB:n 
keskusmuistilla ja 20GB:n kiintolevyllä. OpManager yritettiin asentaa 
aluksi Fedora-käyttöjärjestelmään, mutta se ei onnistunut ilmenneiden tie-
tokantaongelmien takia. Tämän takia OpManager asennettiin uudestaan 
Windows 2008R2 -palvelimelle valmiina exe-pakettina. Asennus oli yk-
sinkertainen ja nopea. OpManagerin käyttöliittymää ei päässyt heti käyt-
tämään asennuksen jälkeen vaan Windows-palvelimen palomuuriin täytyi 
sallia OpManagerin käyttö muualta verkosta. Tarvittavien asetusten jäl-
keen järjestelmän käyttöliittymää pääsi käyttämään kaikilta verkossa ole-
vilta koneilta. 
 
Up.time asennettiin myös Windows 2008 -palvelimelle exe-
asennuspaketilla. Asennuspaketin lataaminen valmistajan internetsivuilta 
vaati kuitenkin kirjautumisen sivustolle. Tämän jälkeen asennus oli vaiva-
tonta ja se onnistui heti ensimmäisellä kerralla. Järjestelmän käyttöliitty-
mään pääsi käsiksi kirjoittamalla selaimeen palvelimen IP-osoitteen. 
 
Opsviewin kokeiluversion pituus oli vain 14 päivää ja senkin sai ladattua 
vasta kirjautumalla Opsviewin sivustolle. Sivustolle kirjautuminen ei on-
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nistunut CentOS-virtuaalikoneelta, joten asennus suoritettiin valmiina Li-
nux-virtuaalikoneena VMware-palvelimella. Sivustolle kirjautumisen tar-
koituksena on tietenkin saada tietoa käyttäjistä ja näin ollen markkinoida 
tuotetta suoraan heille. Virtuaalikoneen asennus oli kuitenkin yksinkertais-
ta ja järjestelmä toimi heti asennuksen jälkeen. 
 
Myös Op5-järjestelmä asennettiin valmiina virtuaalikoneena, jolloin asen-
taminen oli nopeaa ja todella helppoa lukuun ottamatta palvelimen kel-
lonajan konfigurointia. Ilman oikeata kellonaikaa asennus ei mennyt läpi. 
 
Kaikki järjestelmät asennettiin oletusasetuksilla, koska asennusvaiheen 
konfigurointiin ei ollut tarvetta. Kaikki valmistajat tarjosivat monipuoliset 
asennusvaihtoehdot, jolloin mahdollisen epäonnistuneen asennuksen voi 
korvata toisella asennusvaihtoehdolla. Kaikkein toimivin ratkaisu järjes-
telmän asentamiseen oli valmis virtuaalikone, jolloin tarvitsi vain huoleh-
tia VMware-palvelimen riittävistä resursseista. Monimutkaisin asennus-
vaihtoehto oli Linux-käyttöjärjestelmään asennettava julkaisu. Järjestel-
män oikeassa käyttöönottovaiheessa ainoa oikea tapa on tietenkin asentaa 
tietojärjestelmän tarvitsema palvelin ja itse käyttöjärjestelmä alusta asti 
yrityksen tarpeiden mukaan.  
6.6 Testauksen toteutus 
Tietojärjestelmien testauksen pohjana käytettiin vaatimusluetteloa. Järjes-
telmille asetetut vaatimukset testattiin tapauskohtaisesti järjestelmän asen-
tamisen jälkeen. Järjestelmien asetuksiin ei tehty suuria muutoksia vaan 
testaukset suoritettiin järjestelmien oletusasetuksilla. Testaussuunnitelma 
on esitetty liitteessä yksi ja testauksen yhteenveto liitteessä kaksi. 
6.6.1 Nagios 
Nagios on avoimeen lähdekoodin perustuva IT-ympäristön valvontajärjes-
telmä. Se markkinoi itseään IT-ympäristön valvonnan standardijärjestel-
mänä, mutta muutkin valmistajat osaavat tehdä hyviä ja mahdollisesti käy-
tettävyydeltään parempia järjestelmiä. Sen selainpohjainen käyttöliittymä 
toimi kuitenkin nopeasti ja luotettavasti (kuva 10). Minkäänlaista kaatui-
lua tai järjestelmän hidastumista ei havaittu testijakson aikana, vaikka jär-
jestelmän käyttöä varten konfiguroitu virtuaalipalvelin toimi minimivaa-
timuksilla. Käyttöliittymästä löytyivät helposti perustoiminnot, joita tarvit-
tiin käyttäjäprofiilien sekä yleisten asetusten määrittämiseen. Käyttöliit-
tymän elementtejä voitiin lisätä ja poistaa, mutta mitään täydellistä muo-
kattavuutta se ei silti tarjonnut.  
 
Nagioksessa voidaan luoda Nagvis-lisäosan avulla pohjakartta verkon lait-
teiden sijainnista verkkoympäristössä. Tästä on hyötyä etenkin laajassa 
verkkoympäristössä tapahtuvien vikatilanteiden nopeassa paikantamisessa. 
Kartan voi tehdä esimerkiksi tehtaan pohjapiirustuksesta, johon voi lisätä 
laitteen tilatietoa näyttäviä elementtejä.  
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Nagioksen käyttäjiä hallitaan yksittäisinä käyttäjinä, joten käyttäjäryhmien 
määrittäminen ei ole mahdollista. Tämä ei ole kuitenkaan ongelma, koska 
valvontajärjestelmien käyttäjämäärä ei ole yleensä kovin suuri yrityksen 
sisällä. Järjestelmään voidaan määrittää käyttäjille eritasoisia oikeuksia 
pääkäyttäjästä peruskäyttäjään. Pääkäyttäjällä on luonnollisesti pääsy jär-
jestelmän konfigurointitilaan, jossa esimerkiksi lisätään laitteita valvon-
taan. Peruskäyttäjä saa käyttöönsä näkymän IT-ympäristön toiminnasta, 
mutta se ei voi muuttaa mitään asetuksia. Nagioksessa on riittävät ominai-
suudet käyttäjäprofiilien hallintaan, joten järjestelmän käytöstä saa var-
masti turvallista. 
 
Nagioksen kalleimmalla lisenssillä valvontaan määritettävien laitteiden 
määrää ei ole rajoitettu. Järjestelmän automaattinen laitteiden haku testi-
verkosta toimi kohtalaisen hyvin, mutta joidenkin laitteiden tiedot eivät pi-
täneet paikkaansa. Esimerkiksi käyttöjärjestelmätieto oli joidenkin työ-
asemien osalta Windows Vista tai Windows Server, vaikka työasemaan oli 
asennettu Windows 7. Pienistä puutteista huolimatta laitteiden lisääminen 
onnistui, mutta se ei ollut niin tehokasta ja yhtä varmatoimista kuin tes-
teissä mukana olevassa OpManagerissa (kuva 11). 
Kuva 10  Kuvaruutukaappaus Nagios XI:n käyttöliittymästä  
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Järjestelmän perusideaa, eli vikojen havaitsemista, kokeiltiin irrottamalla 
verkkokaapeli työasemasta. Nagios ilmoitti verkkolaitteen viasta pienellä 
viiveellä, mutta se ei ollut merkittävää. Se myös ilmoitti vian korjaamises-
ta järjestelmässä. Sähköpostihälytykset toimivat moitteettomasti ja SMS-
hälytykset sai tarvittaessa konfiguroitua kuntoon. Nagioksessa testattiin 
myös yksittäisten prosessien valvontaa, mikä osoittautui toimivaksi. Ase-
tuksista voidaan määritellä todella yksityiskohtaisesti, esimerkiksi mitä 
toimintoja palvelimesta halutaan valvoa. Nagioksella voidaan valvoa 
SQL-tietokantoja, mutta ominaisuus todettiin vain dokumentoinnista. 
Myös VMware-ympäristön valvonta onnistuu. 
 
Nagioksessa on mahdollista käyttää agentittomia SNMP:n 1, 2 ja 3 versi-
oita sekä Windowsin WMI-tiedonkeruuprotokollia. Testejä varten työ-
asemaan määritettiin SNMP-palvelu päälle, jotta valvontajärjestelmä sai 
kerättyä tietoa laitteesta. Jo pelkästään kyseisiä protokollia hyödyntämällä 
saadaan verkon laitteesta paljon tietoa esiin. NSClient-agentin asentami-
nen itse valvottavaan laitteeseen ei ole välttämätöntä. 
 
Nagios tarjoaa tuotteelleen kattavan tukipalvelun järjestelmän käyttöön-
otosta aina koulutukseen asti. Järjestelmää myös kehitetään aktiivisesti ja 
päivityksiä on saatavilla kuukauden välein. Järjestelmästä on mahdollista 
viedä raportteja PDF- ja CSV-muodoissa, mikä riittää täyttämään vaati-
muksen. Raporttien muoto on selkeä ja niiden sisältöä voi itse määritellä 
järjestelmässä.     
6.6.2 OpManager 
ManageEnginen OpManager on pääasiassa suurille yrityksille tarkoitettu 
IT-ympäristönhallintajärjestelmä. Sitä saa tilattua kuitenkin myös pienille 
ja keskisuurille yrityksille. OpManagerista oli saatavilla 30 päivän kokei-
luversio ja ottamalla yhteyttä valmistajaan oli mahdollista saada myös pi-
dempi testijakso. OpManagerin Windows 2008R2 -palvelinversio toimi 
kohtalaisen sulavasti, mutta se vaati enemmän resursseja palvelimelta kuin 
Nagioksen Linux-asennus. OpManagerin käyttöliittymässä on paljon ele-
menttejä, mutta perustoiminnot ovat nopeasti hallittavissa (kuva 12). Jär-
jestelmän käyttöliittymästä testattiin myös kehitysvaiheessa olevaa käyttä-
Kuva 11  Kuvaruutukaappaus laitteiden lisäämisestä Nagioksen valvontaan 
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jälle selkeämmältä vaikuttavaa versiota, mutta kaikki sen ominaisuudet ei-
vät olleet käytettävissä. 
 
 
 
Kuva 12  Kuvaruutukaappaus OpManagerin käyttöliittymästä 
OpManagerissa laitteiden lisääminen valvontaan oli toteutettu hyvin. Lait-
teet voi hakea automaattisesti tai määrittää yksitellen käyttäen valmiita 
asetuksia. Automaattinen laitteiden haku toimi nopeasti, mutta järjestelmä 
antoi joidenkin laitteiden tunnisteen vain IP-osoitteena. Tämä ei ole kui-
tenkaan merkittävä ongelma, koska laitteen voi nimetä manuaalisesti jäl-
kikäteen helpottamaan tunnistamista. Valvottava työasema määritettiin 
käyttämään SNMP-protokollaa. Prosessien valvontaan OpManager suosit-
telee käyttämään WMI- tai CLI-menetelmää, kaiken mahdollisen tiedon 
keräämiseksi valvottavasta laitteesta. 
 
Järjestelmän käyttäjäprofiilien testaus toteutettiin vain yhdellä pääkäyttäjä-
tunnuksella, koska kokeiluversiossa ei voinut määritellä käyttäjäryhmiä. 
Käyttäjäryhmien luominen ja niille käyttöoikeuksien määrittäminen on 
kuitenkin mahdollista maksullisessa versiossa. OpManager ilmoittaa vika-
tilanteista reaaliaikaisesti. Järjestelmän hälytysasetuksia voi muokata yksi-
tyiskohtaisesti. Hälytykset tulivat sähköpostiin viiveettömästi ja järjestel-
mä reagoi muutenkin vikatilanteisiin välittömästi. 
 
OpManagerissa raporttien keruu mahdollisuudet ovat kattavat. Järjestel-
mässä voi kerätä tietoa haluamaltaan aikaväliltä ja tehdä niistä yhteenve-
don. Raportit voi tulostaa PDF- tai CSV-muodoissa. Etenkin PDF-
muotoinen raportti on selkeää luettavaa. Raporttien muokkaamismahdolli-
suudet ovat samalla tasolla Nagioksen kanssa. 
 
Järjestelmällä voi valvoa VMware-ympäristöä. Ominaisuus on valmiiksi 
järjestelmään sisäänrakennettu, joten minkäänlaisia lisäosia ei tarvitse 
asentaa. OpManagerissa on mahdollista saada paljon yksityiskohtaista tie-
toa kerätty virtuaalipalvelimien toiminnasta. Yksittäisten prosessien val-
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vonta palvelimilla ja työasemilla toimi erittäin tehokkaasti. Järjestelmässä 
on mahdollista määritellä valvontaan kaikki mahdolliset Windows-
käyttöjärjestelmien sisältämät prosessit. 
 
OpManagerissa voi Nagioksen tapaan luoda vikakohteiden nopeaa paikan-
tamista varten pohjakartan haluamastaan ympäristöstä. Järjestelmään voi 
viedä omia kuvia ja lisätä niihin aktiivisia elementtejä. OpManager tarjoaa 
hyvät tukipalvelut muun muassa tukifoorumin, puhelin- ja sähköpostituen 
kautta. Tukipalvelu kuitenkin maksaa erikseen.  
6.6.3 Up.time 
Up.time on kaiken kattava IT-ympäristön valvontajärjestelmä. Sen tarkoi-
tuksena on tarjota kaikki pääkäyttäjän tarvitsema informaatio IT-
ympäristöstä yhdessä näkymässä. Tosin muutkin valmistajat pyrkivät sii-
hen, että yleisimmin tarvittava informaatio olisi heti nähtävissä järjestel-
män käyttöliittymässä. Up.timen käyttöliittymä ei juuri poikkea muista 
evaluoinnissa olevista järjestelmistä, mutta sen muokkaamismahdollisuu-
det eivät ole niin hyvät kuin esimerkiksi OpManagerissa (kuva 13). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Käyttöliittymän toimintaa oli myös joissakin tapauksissa vaikea hahmot-
taa. Välillä ei tiennyt millä käyttöliittymän välilehdellä oli navigoimassa. 
Up.timen käyttöliittymän laitekohtaisia näkymiä pystyi lisäämään, mutta 
elementtien ulkoasuun ei voinut vaikuttaa. Järjestelmä vaikutti yksinker-
taisemmalta ja pelkistetymmältä kuin OpManager, mutta OpManagerin 
käyttökokemus oli hiukan parempi vaikka sen käyttöliittymän ulkoasu 
näytti osittain vanhentuneelta. 
 
Kuva 13 Kuvaruutukaappaus Up.timen käyttöliittymästä  
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Up.timen automaattinen laitteiden haku verkosta ei toiminut kunnolla. Jär-
jestelmä ei löytänyt lähes yhtään laitetta verkosta. Manuaalisesti määritet-
tynä laitteet löytyivät. Laitteen valvontaan asettamisen jälkeen siitä saatiin 
haluttua tietoa esimerkiksi levytilan ja muistin resursseista. Up.timessa on 
mahdollista luoda kuva verkon topologiasta, niin kuin muissakin IT-
ympäristön valvontajärjestelmissä. Omien havainnollistavien kuvien tuo-
minen järjestelmään ei sen sijaan onnistunut.  
 
Up.timessa kokeiltiin VMware-ympäristön valvontaa, mutta se ei onnistu-
nut ensimmäisellä yrittämällä. Selaimen Java-päivitys auttoi asiaan ja jär-
jestelmä näytti sen jälkeen tilatietoa VMware-palvelimesta ja virtuaaliko-
neista. Muissa vikatesteissä Up.time havaitsi viat nopeasti, mikä antoi niis-
tä yksityiskohtaista tietoa jos vika johtui esimerkiksi jostakin komponen-
tista. Up.time käyttää Windows-järjestelmien valvontaan WMI-
menetelmää. Linux-järjestelmien valvontaa varten tarvitsee asentaa erilli-
nen agentti. 
 
Raporttien sisällön voi itse määritellä selaimessa ja tulostaa ne PDF- tai 
XML-muodoissa. Raporttien luominen on Up.timessa toteutettu yhtä hy-
vin kuin muissakin evaluoinnin järjestelmissä. Up.time tarjoaa rekisteröi-
tyneille käyttäjille tukifoorumin sekä Online-tukipalvelun. 
6.6.4 Opsview 
Opsview on avoimeen lähdekoodiin ja Nagioksen pohjalle perustuva IT-
ympäristön valvontajärjestelmä. Rekisteröitynyt käyttäjä sai ladattua Ops-
view:sta vain 14 päivän kokeiluversion, mutta tarvittavat ominaisuudet 
saatiin testattua siitä huolimatta. Opsviewin käyttöliittymä on muiden val-
vontajärjestelmien tapaan selaimessa toimiva. Järjestelmän saa asennettua 
vain Linux-julkaisuna. Käyttöliittymä ei ole kaikista toimivin vaan jo pel-
kästään laitteiden lisääminen valvontaan on piilotettu monen valikon taak-
se. Käyttöliittymään voi asettaa lisää näkymiä valvottavasta IT-
ympäristöstä valmiiksi määritettyjen elementtien muodossa.  
 
Järjestelmässä voidaan hallita vain yksittäisiä käyttäjiä ja antaa niille käyt-
töoikeuksia. Käyttäjäryhmien määrittäminen ei ole mahdollista. Käyttäjien 
lisääminen on yksinkertaista pääkäyttäjäprofiililla. Laitteiden automaatti-
nen haku toimii nopeasti ja haun jälkeen käyttäjä voi valita listasta halua-
mansa laitteet valvottaviksi. Verkon laitteiden yksityiskohtaisempaan val-
vontaan määrittäminen vaatii käyttäjältä järjestelmän opiskelua. 
 
Opsview käyttää SNMP 1, 2, ja 3 versioita sekä WMI:tä tiedonkeruussa, 
joten valvottavista laitteista saa kerättyä yksityiskohtaista tietoa. Järjestel-
män sähköposti- ja tekstiviestihälytyksiä ei testattu käytännössä vaan ne 
todettiin dokumentoinnista. Järjestelmän sisäiset hälytykset toimivat kui-
tenkin luotettavasti ja järjestelmä ilmoitti heti vikatilanteesta. Prosessien 
valvonta on toteutettu Nagioksen ja OpManagerin tapaan yksityiskohtai-
sesti. Karttojen luominen valvottavasta IT-ympäristöstä on mahdollista 
samalla Nagvis-moduulilla kuin Nagioksessa. VMware-ympäristön val-
vontaan Opsview tarvitsee VMwaren Perl Tool -lisäosan. 
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Järjestelmässä on mahdollista tulostaa raportteja, mutta ominaisuus ei ollut 
käytössä kokeiluversiossa. Ainoastaan maksullisella Enterprise-versiolla 
voidaan viedä raportteja ulos järjestelmästä. Valmistaja tarjoaa kattavan 
ympärivuorokautisen tukipalvelun sekä tukifoorumin. 
6.6.5 Op5 
Op5 on myös Nagioksen pohjalle rakennettu IT-ympäristön valvontajär-
jestelmä. Op5 on panostanut käyttöliittymäsuunnitteluun ja on onnistunut 
luomaan toimivan käyttöliittymän järjestelmään. Käyttöliittymän ulkoasu 
on selkeä ja kaikki toiminnot löytyvät helposti pudotusvalikoista. Op5 on-
kin käytettävyydeltään parempi kuin Nagios. Järjestelmän toiminnallisuut-
ta on mahdollista muokata mieleisekseen. Kaikki tarvittavat tiedot valvot-
tavasta IT-ympäristöstä voi liittää yhteen näkymään (kuva 14). 
 
 
 
 
 
 
 
 
 
 
Op5:ssä on kattavat ominaisuudet käyttäjäprofiilien muokkaamiseen. Jär-
jestelmään voi lisätä käyttäjiä sekä käyttäjäryhmiä ja määrittää niille käyt-
töoikeuksia. Valvottavaksi tarkoitetun laitteen määrittäminen on yksinker-
taista automaattisen laitehaun avulla. Järjestelmään tarvitsee vain asettaa 
IP-alue, josta verkon laitteita etsitään. Haku toimi nopeasti ja järjestelmä 
löysi kaikki testiverkon laitteet. Op5 havaitsee vikatilanteet välittömästi ja 
ilmoittaa niistä järjestelmän yhteenvetonäkymässä. Sähköposti- ja teksti-
viestihälytyksiä ei testattu, koska ne olisivat vaatineet skriptin konfigu-
rointia. 
 
Nagioksen tapaan Op5:ssä voi luoda Nagvis-moduulilla kartan verkon lait-
teista. Järjestelmään voi myös määrittää topologianäkymän verkonraken-
teesta. VMware-ympäristön valvontaan Op5 vaatii vSphere SDK-lisäosan. 
Raporttien luominen on toteutettu monipuolisesti. Järjestelmästä voi viedä 
ulos raportteja PDF- sekä CSV-muodoissa ja niiden sisältöä voi muokata. 
Myös SLA-raportointi onnistuu Op5:ssä. 
 
Op5:n voi asentaa vain Linux-alustalle, mutta tämä ei ole välttämättä huo-
no asia, koska asennusvaihtoehdoissa on ilmainen CentOS-
palvelinkäyttöjärjestelmä. Järjestelmällä voidaan valvoa yksittäisiä proses-
seja sekä palvelimia. Valmistaja tarjoaa järjestelmälle kattavat tukipalve-
lut, kuten sähköposti- ja puhelintuen sekä tikettijärjestelmän. Lisäksi käyt-
täjätukea on mahdollista saada ympäri vuorokauden. Järjestelmää päivite-
tään noin kuukauden välein ja tilauksen hintaan kuuluu tuotetuki. 
Kuva 14  Kuvaruutukaappaus Op5:n käyttöliittymästä  
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6.7 Tulokset 
Tietojärjestelmät testattiin järjestelmille asetettujen vaatimusten mukaises-
ti. Kaikkia vaatimuksia ei kuitenkaan testattu käytännössä, johtuen kokei-
luversioiden rajoituksista. Testaamatta jääneet ominaisuudet pystyttiin to-
teamaan valmistajien dokumentointien avulla. Testituloksiin vaikuttivat 
suurelta osin opinnäytetyöntekijän kokemukset, siitä miten hyvin käytän-
nössä testatut vaatimukset olivat toteutettu. Dokumenttien avulla todetut 
vaatimukset puolestaan vastasivat jokaisen järjestelmän kohdalla vaadittua 
tasoa eli mahdollisuutta toteuttaa vaatimus käytännössä.  
 
Liitteessä neljä on vertailutaulukko järjestelmille asetetuista vaatimuksista 
pisteytyksineen. Vaatimusta numero 14 ei testattu, koska sen toteuttami-
nen olisi vaatinut enemmän toimivaltaa. Kyseisen vaatimuksen pistemää-
rää ei ole otettu huomioon maksimipistemäärässä. Vertailutaulukko ei yk-
siselitteisesti laita järjestelmiä paremmuusjärjestykseen vaan se toimii 
suuntaa antavana dokumenttina sopivan järjestelmän valinnassa. Järjes-
telmän valintaan vaikuttaa osaltaan myös hinta. Järjestelmien testauksessa 
on olennaista kiinnittää huomiota siihen, ovatko kalliimpien järjestelmien 
ominaisuudet IT-ympäristön valvontaa tehostavia. 
 
Kaikilla evaluoinnissa mukana olleilla tietojärjestelmillä voidaan valvoa 
yksityiskohtaisesti monimutkaisia IT-ympäristöjä. Suurimmat erot järjes-
telmien välillä ovat niiden käyttöliittymien toiminnallisuudessa, hinnoissa 
sekä asennusvaihtoehdoissa. Avoimen lähdekoodin järjestelmät kuten Na-
gios, Opsview ja Op5 päivittyvät noin kuukauden välein. Tiheästä julkai-
suvälistä on hyötyä järjestelmän ajan tasalla pysymisessä. Lähes kaikilla 
valmistajilla on hyvä tuotetuki järjestelmälleen, joten käyttäjä saa varmasti 
apua ongelmatilanteissa. Nagios, OpManager ja Up.time tarjoavat Linux-
asennusvaihtoehdon kanssa myös Windows-mahdollisuuden, mutta Ops-
view- ja Op5-järjestelmät voi asentaa vain Linux-palvelimelle (liite 3). 
 
Vertailun parhaimmat pisteet sai OpManager, johtuen erittäin yksityiskoh-
taisesta prosessien valvonnasta sekä vikatilanteiden nopeasta havainnoimi-
sesta. OpManagerin käyttöliittymä on helposti opittavissa ja raporttien 
muokkaamismahdollisuudet ovat hyvät. VMware-ympäristön valvonta oli 
vertailun toimivinta ja karttojen luominen IT-ympäristöstä helppoa. Lisäk-
si OpManager on asennuksen jälkeen heti valmis laitteiden valvontaan 
asettamista varten, eikä se tarvitse mitään erikseen asennettavia lisäosia. 
Huonoimmat pisteet vertailussa sai Opsview, osittain johtuen sen huonosta 
kokeiluversiosta. Opsview vaatii lisäksi useita lisäosia toimiakseen tehok-
kaasti. Esimerkiksi VMwaren valvontaa varten joutui asentamaan lisä-
osan. Opsview-järjestelmän käytön opettelu vaatii myös paljon aikaa, eikä 
siinä ole mitään ominaisuuksia mitä Nagioksessa tai OpManagerissa ei 
olisi. 
 
Nagios on vertailun toiseksi paras järjestelmä, mutta on lähes samalla ta-
solla kuin OpManager. Nagioksen käyttöönotto on helppoa, mutta se vaa-
tii osaamista Linux-järjestelmistä. Tosin asennusvaihtoehdoissa on myös 
Windows-virtuaalikone. Käyttöliittymän perustoiminnot ovat järkevästi 
esillä Nagioksessa, mutta eivät aivan niin helposti löydettävissä kuin Op-
Managerissa. Laitteiden automaattinen haku ei ole niin tehokasta kuin 
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OpManagerissa, mutta vaatimukselle ei ole annettu isoa painoarvoa. Sen 
sijaan manuaalinen järjestelmän tai laitteen valvottavaksi määrittämiseen 
on hyvät ominaisuudet. Nagios on vakaasti toimiva järjestelmä, jonka 
muokkaamismahdollisuudet ovat laajat. 
 
Op5 on myös hyvin toimiva järjestelmä, mutta joidenkin toimintojen, ku-
ten hälytyksien määrittäminen vaatii skriptien muokkaamista. Järjestelmää 
on muuten helppo käyttää ja se toimii Nagioksen tapaan nopeasti. Op5:ssä 
on muiden järjestelmien tapaan riittävästi ominaisuuksia IT-ympäristön 
täydelliseen valvontaan, mutta kaikki ominaisuudet eivät ole heti käytettä-
vissä, niin kuin esimerkiksi OpManagerissa. 
 
Up.time järjestelmä suoriutuu tasaisesti vertailussa. Se toteuttaa kaikki 
vaaditut ominaisuudet, mutta ei tarjoa mitään lisäarvoa verrattuna muihin 
järjestelmiin. Up.timen hyviä puolia ovat käyttäjäryhmien hallinta sekä 
VMware-ympäristön valvonta.  
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7 YHTEENVETO 
Opinnäytetyön tarkoitus oli evaluoida Coveris Rigid Finland Oy:lle sopiva 
tietojärjestelmä tuotantokriittisen IT-ympäristön valvontaan. Valvontajär-
jestelmällä pyritään nopeuttamaan Coveris Rigid Finland Oy:n tuotannos-
sa tapahtuvien vikatilanteiden selvittämistä. Evaluoinnissa pyrittiin selvit-
tämään yrityksen vaatimukset järjestelmälle sekä saamaan selville, minkä-
laisia valvontajärjestelmiä on saatavilla. Vaatimusluetteloa käytettiin apu-
na järjestelmille asetettujen ehtojen testaamisessa. 
 
Evaluoinnin vertailuvaiheeseen päätyneet järjestelmät asennettiin testiym-
päristöön. Niiltä vaaditut ominaisuudet testattiin tapauskohtaisesti ja lo-
puksi pisteytettiin vertailutaulukkoon. Kaikki vaatimukset eivät olleet sa-
mantasoisia, vaan niille määritettiin painoarvo kunkin vaatimuksen tär-
keyden mukaan. Järjestelmille asetettujen vaatimusten testaus onnistui hy-
vin huolimatta testiympäristön rajallisuudesta. Testien perusteella löydet-
tiin potentiaalisia järjestelmiä, jotka toteuttivat vaatimukset erittäin hyvin.  
 
Markkinoilla olevat verkonvalvonta- ja hallintajärjestelmät eivät eroa 
ominaisuuksiltaan paljoakaan toisistaan. Peruskäyttäjän on melkein mah-
dotonta löytää teknisiä eroavaisuuksia järjestelmistä. Järjestelmät käyttä-
vät pääasiassa SNMP-protokollaa tiedonkeruuseen.  
  
OpManager ja Nagios olivat vertailun parhaita johtuen hyvästä käytettä-
vyydestä, kattavasta ominaisuusluettelosta ja viantodentamisen nopeudes-
ta. Molemmat järjestelmät antavat paljon yksityiskohtaista tietoa valvotta-
vista järjestelmistä ja verkon laitteista. OpManagerin etuna Nagiokseen 
verrattuna on sen nopea käyttöönotto. Se ei tarvitse niin paljon konfigu-
rointia kuin Nagios. Nagioksen etuna taas on halvempi hinta ja järjestel-
män keveys. 
 
Opinnäytetyö rajattiin tietojärjestelmien evaluointivaiheeseen eikä järjes-
telmän lopullista valintaa toteutettu projektin aikana. Projektissa kuitenkin 
selvitettiin millaisia järjestelmiä on saatavilla, sekä mitä ominaisuuksia ne 
sisältävät. Työn avulla voidaan jatkossa helpottaa järjestelmän valintaa, 
mikäli käyttöönottoprojekti Coveris Rigid Finland Oy:llä toteutuu myö-
hemmin.  
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Testaussuunnitelma      Liite 1 
 
ID Vaatimus Testaustapa 
1 Järjestelmästä on  
saatavilla kokeiluversio. 
Tarkastetaan valmistajan dokumenteista kokei-
luversion testausaika ja ladataan järjestelmä 
sekä asennetaan käyttökuntoon. Tarkastetaan 
kuinka monta laitetta voidaan valvoa. 
2 Järjestelmässä voidaan hallita eri käyt-
täjäryhmiä ja niiden oikeuksia. 
Tarkastetaan voiko järjestelmään luoda eri-
tasoisia käyttäjäryhmiä sekä lisätä niihin käyttä-
jiä. 
3 Järjestelmä hälyttää viasta SMS viestil-
lä. 
Tarkastetaan voiko järjestelmän hälytysasetuk-
sia muokata niin, että se ilmoittaa halutuista 
tapahtumista tekstiviestillä. 
4 Järjestelmä hälyttää viasta  
sähköpostilla. 
Tarkastetaan voiko järjestelmän hälytysasetuk-
sia muokata niin, että se ilmoittaa halutuista 
tapahtumista sähköpostiin. 
5 Järjestelmällä pitää voida  
valvoa vähintään 500 laitetta. 
Tarkastetaan valmistajan dokumenteista, mitkä 
versiot kattavat yli 500 laitteen valvonnan.  
6 Järjestelmässä on useita vaihtoehtoja 
tietojen keräämiseen. 
Tarkastetaan valmistajan dokumenteista, mitä 
vaihtoehtoja järjestelmä käyttää tiedon kerää-
miseen.  
7 Järjestelmän käyttöliittymä on muo-
kattavissa. 
Tarkastetaan miten käyttöliittymää voidaan 
muokata.  
8 Järjestelmässä voi luoda kartan  
verkon laitteiden sijainnista. 
Tarkastetaan mitä vaihtoehtoja järjestelmässä 
on laitteiden sijainnin hahmottamiseen. 
9 Järjestelmällä voidaan valvoa  
Vmware-ympäristöä. 
Tarkastetaan voiko järjestelmään lisätä VMware 
ESXi-ympäristön valvonnan. 
10 Järjestelmällä voidaan valvoa SQL 
tietokantoja. 
Tarkastetaan dokumenteista voiko järjestelmäl-
lä valvoa SQL palvelimia. 
11 Järjestelmä löytää lähiverkkoon liitetyt 
laitteet automaattisesti. 
Määritetään järjestelmään IP-alue, josta laitteet 
etsitään ja tarkastetaan löytääkö se lähiverkon 
laitteita. 
12 Järjestelmä havaitsee valvontaan liite-
tyn laitteen vikaantumisen reaaliaikai-
sesti. 
Irrotetaan lähiverkkoon liitetystä työasemasta 
verkkokaapeli. 
13 Järjestelmästä voi tulostaa raportteja 
joiden sisältöä voi muokata. 
Tarkastetaan missä muodossa raportteja saa 
vietyä järjestelmästä.  
*14 Järjestelmä havaitsee tehtaan ulko-
puolisten tietoliikenneyhteyksien  
katkokset reaaliaikaisesti. 
Ei todeta käytännössä. 
15 Järjestelmällä voidaan valvoa palveli-
mia ja työasemia. 
Tarkastetaan dokumenteista voiko järjestelmäl-
lä valvoa palvelimia ja työasemia. 
16 Järjestelmällä voidaan valvoa yksittäi-
siä prosesseja palvelimilla ja työ-
asemilla. 
Lopetetaan prosessi lähiverkkoon liitetystä työ-
asemasta. 
17 Järjestelmällä voidaan valvoa palvelu-
tasoja. 
Tarkastetaan dokumentoinnista voidaanko jär-
jestelmään määrittää palvelutasot valvottavak-
si. 
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18 Toimittaja tarjoaa järjestelmälle tuki-
palvelun. 
Kerätään tiedot järjestelmän toimittajan doku-
menteista sekä otetaan mahdollisesti yhteyttä 
toimittajaan. 
19 Järjestelmää kehitetään aktiivisesti. Tarkastetaan järjestelmän päivitysten julkaisu-
väli valmistajan dokumentaatiosta. 
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Testauksen yhteenveto                        Liite 2 
 
ID Nagios OpManager Up.time Opsview Op5 
1 60 päivää sekä Windows, että 
Linux käyttöjärjestelmille 
30 päivää sekä Windows, että 
Linux käyttöjärjestelmille 
30 päivää sekä Windows, että 
Linux käyttöjärjestelmille 
14 päivää, Linux sekä 
Vmware virtuaalikone  
30 päivää 
2 Kyllä Kyllä Kyllä Osittain Kyllä 
3 Kyllä Kyllä Kyllä Kyllä Kyllä 
4 Kyllä Kyllä Kyllä Kyllä Kyllä 
5 Enterprise versio Essential versio Enterprise versio Enterprise versio Enterprise versio 
6 SNMP v1,2,3, Windows WMI SNMP v1,2,3, Windows WMI SNMP v1,2,3, Windows WMI SNMP v1,2,3, Windows 
WMI 
SNMP v1,2,3, Windows 
WMI 
7 Kyllä Kyllä Kyllä Kyllä Kyllä 
8 Kyllä Kyllä Kyllä Kyllä Kyllä 
9 Kyllä Kyllä Kyllä Kyllä Kyllä 
10 Kyllä Kyllä Kyllä Kyllä Kyllä 
11 Kyllä Kyllä Kyllä Kyllä Kyllä 
12 Kyllä Kyllä Kyllä Kyllä Kyllä 
13 PDF,CSV PDF,CSV HTML,PDF,XML Kyllä* PDF,CSV 
*14 * * * * * 
15 Kyllä Kyllä Kyllä Kyllä Kyllä 
16 Kyllä Kyllä Kyllä Kyllä Kyllä 
17 Kyllä Kyllä Kyllä Kyllä Kyllä 
18 Kyllä Kyllä Kyllä Kyllä Kyllä 
19 Kyllä Kyllä Kyllä Kyllä Kyllä 
 
*ei todennettu käytännössä  
 Tietojärjestelmän valinta tuotantokriittisen IT-ympäristön valvontaan 
 
 
 
    
Tuotekokonaisuus  *ei todennettu                    Liite 3 
 
Järjestelmä Nagios OpManager Up.time Opsview Op5 
Hinta 
Enterprise $6,495 USD,  
sisältää tuotetuen 
Essential $9,594 USD,  
sisältää tuotetuen  
* * 
6,495 €, sisältää 
tuotetuen 
Testattu versio Nagios XI 2012R2.3 10.2 7.1 4.3 6.1.1 
Asennusvaihtoehdot 
Vmware virtuaalikone,  
Microsoft virtuaalikone, 
Asennustiedosto  
CentOS/RedHat 
Windows 
8/2008R2/2008/7/Vista/XP  
asennustiedosto 32/64 bit, 
Linux 32/64 bit, 
Linux 64 bit OVF 
Windows 7/Server 
2008, 2012, Linux Red 
Hat Enterprise 64-bit 
RHEL, SLES, 
Ubuntu, Debian,  
CentOS 
Ret Hat, CentOS 
Tuotetuki 
10 tukikertaa vuodessa kal-
leimmalla lisenssillä, Email ja 
tukifoorumi 
Email, puhelin, 
tukifoorumi 
Tukifoorumi, Online 
Foorumi,  
Valinnainen 
24/7 tuki 
Email, Puhelin, 
Tiketti, Valinnainen 
24/7 tuki 
Dokumentaatio 
Manuaalit, Video-ohjeet, 
Itseopiskelu materiaalit,  
Nagios kirjasto 
Manuaalit, Video-ohjeet, 
Webcast 
Manuaalit,  
Video-ohjeet 
Manuaalit,  
Video tutoriaalit 
Video-tutoriaalit, 
Manuaalit 
Päivitysväli Noin kuukausi * * Noin kuukausi Noin kuukausi 
Asiakkaita 
Sony, Siemens, Philips, Telia, 
DHL, Shell, Toshiba, Yahoo! 
NASA, Sony, Seagate, 
Epson, Nokia 
CISCO, Microsoft, 
Ford 
Fujitsu, VMware, 
Daimler, IBM 
Arla,  
Amnesty Interna-
tional, Tele2 
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Vertailun tulokset                                            Liite 4 
* testitapausta ei todennettu käytännössä    
 
 
Järjestelmät   Nagios OpManager Up.time Opsview Op5 
Vaatimus  Painoarvo Luokitus Tulos Luokitus Tulos Luokitus Tulos Luokitus Tulos Luokitus Tulos 
Järjestelmästä on saatavilla kokeiluversio. 5 3 15 2 10 2 10 1 5 3 15 
Järjestelmässä voidaan hallita eri käyttäjäryhmiä ja niiden oikeuksia. 4 2 8 2 8 3 12 1 4 3 12 
Järjestelmä hälyttää viasta SMS viestillä. 2 2 4 2 4 2 4 2 4 2 4 
Järjestelmä hälyttää viasta sähköpostilla. 3 2 6 3 9 2 6 2 6 2 6 
Järjestelmällä pitää voida valvoa vähintään 500 laitetta. 4 3 12 2 8 2 8 2 8 2 8 
Järjestelmässä on useita vaihtoehtoja tietojen keräämiseen. 5 2 10 2 10 2 10 2 10 2 10 
Järjestelmän käyttöliittymä on muokattavissa. 2 2 4 2 4 2 4 2 4 2 4 
Järjestelmässä voi luoda kartan verkon laitteiden sijainnista. 3 3 9 3 9 1 3 3 9 3 9 
Järjestelmällä voidaan valvoa VMware ympäristöä. 3 2 6 3 9 2 6 1 3 2 6 
Järjestelmällä voidaan valvoa SQL tietokantoja. 4 2 8 2 8 2 8 2 8 2 8 
Järjestelmä löytää lähiverkkoon liitetyt laitteet automaattisesti. 2 1 2 3 6 1 2 2 4 2 4 
Järjestelmä havaitsee valvontaan liitetyn laitteen vikaantumisen reaaliaikaisesti. 5 2 10 3 15 2 10 2 10 2 10 
Järjestelmästä voi tulostaa raportteja joiden sisältöä voi muokata. 4 3 12 3 12 2 8 1 4 2 8 
Järjestelmä havaitsee tehtaan ulkopuolisten tietoliikenneyhteyksien katkokset reaaliaikaisesti.  *5 * * * * * * * * * * 
Järjestelmällä voidaan valvoa palvelimia ja työasemia. 5 2 10 2 10 2 10 2 10 2 10 
Järjestelmällä voidaan valvoa yksittäisiä prosesseja palvelimilla ja työasemilla. 5 2 10 3 15 2 10 2 10 2 10 
Järjestelmällä voidaan valvoa palvelutasoja. 1 2 2 1 1 2 2 2 2 2 2 
Toimittaja tarjoaa järjestelmälle tukipalvelun. 2 3 6 2 4 2 2 1 1 2 2 
Järjestelmää kehitetään aktiivisesti. 3 3 9 2 6 2 2 2 2 3 3 
Max pisteet 186     143   148   117   104   131 
100 %     76,9   79,6    62,9    55,9    70,4  
Painoarvo 1-5 
  
Luokitukset 0-3 
 
  1=Toivottu 
  
0=ei vastaa vaatimusta  
 
  2=Hyödyllinen 
  
1=vastaa osittain vaatimusta  
 3=Tarpeellinen 
  
2=vastaa vaatimusta 
 4=Erittäin tärkeä 
  
3=vastaa vaatimusta erittäin hyvin 
5=Pakollinen 
  
 
  
  
 
