paper presents a new approach for blind separation of unknown cyclostationary signals from instantaneous mixtures. The proposed method can perfectly separate the mixed source signals so long as they have either different cyclic frequencies or clock phases. This is a weaker condition than those required by the algorithms presented in [l] and [ll]. The separation criterion is to diagonalize a polynomial matrix whose coefficient matrices consist of the correlation and cyclic correlation matrices, at time delay T = 0, of multiple measurements.
I. INTRODUCTION
Blind source separation (BSS) from instantaneous mixtures is a fundamental problem encountered in many applications such as wireless communication, remote sensing, speech enhancement and medical data analysis. It is motivated by practical multiple-input multiple-output scenarios where m source signals impinge on an array of n sensors.
Given the measurements from the sensors, BSS aims to estimate both the structure of the linear combinations and the source signals. For BSS to be possible, something extra must be known about the source signals. Under the assumption that the source signals are stationary and temporally coherent, some efficient second-order statistics (SOS) based algorithms [2] , [12] have been proposed. In this paper, the extra assumption is that the source signals are cyclostationary [8] .
Cyclostationarity is shared by most communication signals as a result of periodic switching, gating, or mixing operations at the transmitter [8] . For example, cyclostationarity is induced at multiples of the baud rate in BPSK, QPSK and QAM signals, and at twice the carrier frequency in DSB-AM signals. The behavior of current SOS based methods for cyclostationary signals is investigated in [4] , [7] . However, by exploiting the cyclostationarity of the source signals, it is not necessary for the source signals to be temporally coherent. While the higher-order cyclostationarity of signals can be utilized to accomplish source separation [3], this paper restricts its attention to methods based on secondorder cyclostationary statistics.
In some practical situations where the source signals overlap both in time and frequency, their spectral redundancy functions are nonoverlaping because their cyclic frequencies are distinct. This is a result of signals having distinct carrier frequencies andor pulse rates or keying rates, even when occupying the same spectral band. The cyclic frequencies are usually known by the receivers since they are related to the frequencies of periodic phenomena involved in the construction of the signals. The frequency diversity of source signals is assumed in [ 11 with the derivation of algorithms TH1 and TH3. Furthermore, in many multiuser systems such as the US Digital Cellular standard IS-54, the user signals have different clock phases on which the phase self-coherence restoral (P-SCORE) algorithm is built [ll] . This can be caused by either randomly generated local clock signals or the result of cooperative timing control among users. This paper presents a method which jointly utilizes the phase and frequency redundancy of source signals. A second-order separation criterion is proposed to achieve the BSS, which is implemented through diagonalizing a set of zero-delay correlation and cyclic correlation matrices of the measurements. Unlike most existing SOS based techniques, our method does not require the source signals to be temporally coherent.
PROBLEM FORMULATION
Consider the following blind separation problem:
where s(t) is the m x 1 complex source vector, x ( t ) is the n. x 1 (n ) complex output vector, w(t) is the n. x 1 complex noise vector, A is the n. x m full column rank mixing matrix, and the superscript denotes the transpose operator. The source signal vector s(t) is modeled as a cyclostationary complex stochastic process whose components si@), 1 1. i 5 m are assumed to be mutually uncorrelated with zero mean. The additive noise w(t) is modeled as a stationary, zero-mean complex random process independent of the source signals and satisfying
E [ w ( t )~( t )~]
= a21, where is the conjugate transpose operator, E the expectation operator and I the identity matrix.
Assume [l] because the exchange of a fixed scalar between the source signal and the corresponding column of A does not affect the measurements. We can take advantage of this indeterminacy of BSS to assume that the source signals have unit variance, i.e.,
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111. SEPARATION CRITERION We start with the singular value decomposition of the mixing matrix A:
where A, is a m x m diagonal matrix with nonnegative diagonal elements in decreasing order, and U,, U0 and V are unitary matrices of dimensions n x m, n x ( n -m) and m x m respectively. Then the correlation matrix of the array output x ( t ) takes the following structure:
x(t)~]
= U,A:U,H + u21.
(7)
It is well known that an estimate of the noise variance is the average of the n -m smallest eigenvaluFs of R,. In practice, R, will be replaced by its estimate R, with finite sample size N , which is defined as
By removing the noise contribution from (7), we obtain the noiseless correlation matrix of x(t): Rk M UTA:UY.
(9)
Thus, the estimates of U, and A, can be obtained from the eigenvalue decomposition of the noiseless correlation matrix Rk. The relationship between the original and estimated ones is as follows:
A, = PA,P (10) U, = U,QP (11) where P is an m x m permutation matrix with P = PH and P2 = I, and Q is an m x m diagonal matrix with-elements of the form ej . It is easy to check that U,AZUF = U,AZUP. Denote 
Y(t) Hs(t) iJjHW(t)
Substituting equations (lo)- ( 12) It can be seen from (6) and (17) is linearly independent of that of T L ( z ) . This implies that (23) always holds if a # 0.
As we mentioned in Section 1, the phase clock diversity of source signals exists in many multiuser systems, for example the US Digital Cellular standard IS-54, because of either the random generation of local clock signals or the cooperative timing control among users.
Recall that
and C = GH. Since G and H are m x m unitary matrices, it is known from Lemma 1 that C is a nonsingular matrix. Then we present another lemma as follows. one of the elements in the first row of C must be nonzero because of the nonsingularity of C . In other words, there is a column of C whose first element is nonzero but the rest elements of that column are zero.
For i = 2, we can similarly see that another column of C must be of all zero elements except for one. This nonzero element must be in a different row from the first row as C is nonsingular. By considering CiDi = 0 for all i, we conclude that matrix C must be diagonal up to a row
The diagonalization of GR, (z)GH can be implemented permutation.
by minimizing the following cost function )th element of matrix X . It is known that a square matrix M is said to be normal if MMH = MHM. Obviously, all coefficient matrices of R,(z) are normal matrices. Thus, the minimization of J(G) can be achieved using the JADE (Joint Approximate Diagonalization of Eigen-matrices) method [5] which is optimal in the least squares sense [13] . The JADE method minimizes (27) by successive Givens rotations on m(m -1)/2 sets of 2 x 2 matrices. Each set consists of d + 1 2 x 2 matrices. Other methods which can deal with this optimization problem with a unitary constraint include those in [6] , [9] , [lo] .
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