We study one third-order nonlinear evolution equation, recently introduced by Chou and Qu in a problem of plane curve motions, and find its transformation to the modified Korteweg-de Vries equation, its zero-curvature representation with an essential parameter, and its second-order recursion operator.
Introduction
In their recent work on the motions of plane curves [1] , Chou and Qu found the following new third-order nonlinear evolution equation:
"We do not know if this equation arises from the AKNS-or the WKI-scheme", wrote Chou and Qu in [1] .
In the present paper, we study integrability of (1) . In Section 2, we find a chain of Miura-type transformations, which relates the equation (1) with the modified Korteweg-de Vries equation (mKdV). In Section 3, using the obtained transformations and the well-known zero-curvature representation (ZCR) of the mKdV, we derive a complicated nontrivial ZCR of (1), which turns out to be neither AKNS-nor WKI-type one; and then we prove that simpler ZCRs of the equation (1) are trivial. In Section 4, we derive a secondorder recursion operator of (1) from the obtained ZCR. Section 5 gives some concluding remarks.
Transformation to the mKdV
Let us try to transform the equation (1) into one of the well-known integrable equations. We do it, following the way described in [2] ; further details on Miura-type transformations of scalar evolution equations can be found in [3] .
First, we try to relate the equation (1) with an evolution equation of the form
by a transformation of the type
If there exists a transformation (3) between an evolution equation
and an equation of the form (2), then necessarily
Applying the transformation
to the equation (1), we find that (6) really works and relates (1) with the equation
Second, we notice that (7) can be written in the form
Owing to this property, the equation (7) admits the transformation
which turns out to relate (7) with w t = w yyy + First of all, we obtain a ZCR for the equation (7) through the transformations (9) and (11). Introducing the column Ψ : Ψ (x, t) = Φ (y, t), we have Φ y = zΨ x , which allows to rewrite the equation Φ y = AΦ as
where
The equation Φ t = BΦ, due to Φ t = Ψ t + w t Ψ x and w t = z yy + 1 2 z 3 , leads to
It is easy to check that the compatibility condition
of the equations (16) and (18), with the matrices X (17) and T (19), determines exactly the equation (7). Then we can use the transformation (6) .
into X (17) and T (19), we obtain a ZCR of the equation (1), in the sense that (20) is satisfied by any solution of (1). This ZCR, however, determines not the equation (1) itself, but a differential prolongation of (1),
due to the structure of the transformed matrix X,
The situation can be improved by a linear transformation of the auxiliary vector function Ψ,
which generates a gauge transformation of X and T ,
The choice of
leads through (24) to the following gauge-transformed matrix X, which does not contain u xx :
Note that u and u x are separated in (26), and a ZCR with such a matrix X can determine an evolution equation exactly. Now, from (19), (6), (24) and (25), we obtain the following matrix T , where u t and u xt have been expressed through (1) in terms of x-derivatives of u:
It is easy to check that the matrices X (26) and T (27)-(29) constitute a ZCR of (1), in the sense that the condition (20) with these matrices determines exactly the equation (1).
Simpler ZCRs are trivial
The obtained ZCR of (1) is characterized by the complicated matrix X (26) containing u x . Does the equation (1) admit any simpler ZCR, with X = X (x, t, u), of any dimension n × n? This problem can be solved by direct analysis of the condition (20). Substituting X = X (x, t, u) and T = T (x, t, u, u x , u xx ) into (20) and replacing u t by the right-hand side of (1), we obtain the following condition, which must be an identity, not an ordinary differential equation restricting solutions of (1):
(here and below, subscripts denote derivatives, like T ux = ∂T /∂u x ). Applying ∂/∂u xxx and ∂/∂u xx to the identity (30), we obtain, respectively,
The compatibility condition (T uxx ) ux = (T ux ) uxx for (31) and (32) is D x X u = [X, X u ], which is equivalent to
Now, we make use of gauge transformations (24) with G = G (x, t), choose G to be any solution with det G = 0 of the system of ordinary differential equations G x = −GQ, and thus set Q = 0 and P = P (t) in the gaugetransformed matrix X (33). Then, T u = T uxx follows from ∂/∂u x of (30), and this leads through the identity (30) to
Finally, we make K = 0 by a gauge transformation (24) with G = G (t) satisfying G t = −GK and det G = 0, and thus obtain
with any matrix P of any dimension n × n. However, these matrices X and T (35) commute, [X, T ] = 0, and the corresponding ZCR (20) is nothing but n 2 copies of the evident conservation law of the equation (1) . In this sense, all the ZCRs sought, with X = X (x, t, u), turn out to be trivial, up to gauge transformations (24) with arbitrary G (x, t).
Recursion operator
Let us derive a recursion operator of the equation (1) from the matrix X (26) of its ZCR. We do it, following the way described in [6] (see also references therein). The recursion operator comes from the problem of finding the class of evolution equations 
where C is the characteristic matrix,
the operator ∇ x is defined as
for any (here, 2 × 2) matrix H, and the matrix S is determined by
The explicit form of C (38) for X (26) is
in u x...x , and the linear differential operators M and N are
Now, using the expansion
we obtain from (47) the expression for the right-hand side f of the represented equation (36), such that ∂f /∂λ = 0 holds,
as well as the recursion relations for the coefficients r i (x, t, u, u x , . . . , u x...x ) of the expansion (50),
The problem has been solved: for any set of functions r 0 , r 1 , r 2 , . . . satisfying the recursion relations (52), the expression (51) determines an evolution equation ( 
