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Abstract 
This paper considers a queueing system with a finite buffer and multiple heterogeneous arrival 
streams. We focus on Markov Modulated Arrival Processes with differing burstiness and investigate 
the loss of individual arrival streams when the parameters of the heterogeneous arrival streams are 
varied. 
Our analysis follows a new stochastic integral approach and extends existing results for 
continuous-time Markov Modulated Poisson Arrival Processes to include both continuous-time and 
discrete-time treatments of multiplexed heterogeneous Markov Modulated Arrivals. In addition, we 
derive loss probabilities for a priority packet discarding scheme (a congestion control mechanism 
suitable for high-speed networks). Several interesting numerical results are presented; we intro-
duce a new characterization of an arrival stream, which we refer to as self-loss, and use this to 
qualitatively predict the effects of multiplexing bursty streams with non-bursty streams. 

1 Introduction 
B-ISDN and high-speed networks are expected to support diverse applications such as voice, moving 
image, data transfer and teleconferencing. Different applications have different traffic characteristics 
and require different grades of service (GOS). Many architectures proposed for high-speed networks, 
such as Asynchronous Transfer Mode (ATM) and IBM's PARIS [5) are based on packet switching 
and explicitly permit packet loss in order to gain bandwidth efficiency. Therefore, it is important 
to predict whether a network can provide a required grade of service (i.e., an acceptable level of 
packet loss) for each of the service classes on a network. 
In this paper, we study a queueing system where heterogeneous traffic streams (sessions) are 
multiplexed and investigate how the heterogeneity of the arrival streams, especially the varying level 
of burstiness, affects packet loss in individual streams. We consider the class of Markov Modulated 
Arrival (MMA) streams both in continuous time (a Markov Modulated Poisson Process or MMPP) 
[10) and in discrete-time (a Markov Modulated Bernoulli Process or MMBP) and present an exact 
analysis of individual packet loss for MMA streams. 
We also analyze packet loss when a packet discarding control scheme is applied as a congestion 
control mechanism. Several buffer control schemes have been proposed to alleviate the problem 
of packet loss. For example, low priority packets may be discarded when the buffer is filled to a 
certain level. In these cases it is especially important to predict packet losses for individual streams 
with different priorities. We study a previously proposed packet discarding scheme [3) and derive 
expressions for individual packet loss. 
An important contribution of this paper is the study of the impact of burstiness of traffic 
streams on the individual packet loss probabilities. We present several numerical results describing 
individual packet loss probabilities when bursty streams are multiplexed wl non-bursty streams. 
We introduce the concept of self-loss for a single stream, the packet loss incurred when a stream is 
multiplexed with itself, and show how the self-loss of bursty and non-bursty streams may be used 
to understand the effects of multiplexing heterogeneous arrival streams on individual packet loss. 
Most analytical approaches in the past study the packet loss incurred when several identical 
arrival streams are multiplexed at a single buffer [1, 10, 16], and thus fail to adequately address 
the issue of the heterogeneity of the arrival streams. In this paper, we obtain individual packet 
loss for both continuous and discrete-time cases, as well as when a buffer control scheme (a packet 
discarding scheme) is in effect. We follow the stochastic integral approach in (19], a method of 
independent interest, to derive our individual packet loss expressions. In doing so, we re-derive 
expressions for the continuous-time case presented without proof in (15]. In (15], the emphasis was 
on analyzing parcel overflow processes using a two-state MMPP approximation for a multistate 
MMPP. Numerical results presented therein focused on the accuracy of the approximation. 
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The rest of this paper is organized as follows. In sections 2 and 3, individual packet loss prob-
abilities are derived for continuous and discrete-time cases when two arrival streams are present. 
In Section 4, our discrete-time analysis is extended to accommodate a priority packet discarding 
scheme. In Section 5, our analysis is applied to investigate the effects of individual traffic charac-
teristics and traffic mix on the individual packet loss probabilities; we present several interesting 
numerical results in this section. Finally, in Section 6, we make some concluding remarks and 
discuss future work. Note that our analyses for 2-stream cases can easily be extended for N(> 2) 
heterogeneous traffic streams. In Appendices A and B, analysis for N(> 2) heterogeneous streams 
is presented for continuous and discrete time, respectively. In Appendix C, the analysis of a priority 
packet discarding scheme for 2-stream case is extended to N(> 2) heterogeneous streams. 
2 Continuous-Time Case 
In this section, individual packet loss probabilities are obtained for the continuous-time case. Each 
arrival stream is modeled by a 2-state MMPP. Note that a 2-state MMPP is a fairly general 
process - by selecting appropriate parameter values, a 2-state MMPP can represent a Poisson 
process (suitable to describe data arrivals) and an Interrupted Poisson Process (suitable to describe 
On/Off traffic sources such as voice). 2-state MMPPs have been used to represent a superposition 
of several identical sources [10] and thus, each arrival stream in our model can be viewed as a single 
source or a superposition of multiple identical sources. In this section, for simplicity, it is assumed 
that two heterogeneous streams (stream A and stream B) are multiplexed. The analysis can easily 
be extended to a case where N(> 2) heterogeneous input streams are multiplexed and is discussed 
in Appendix A. 
2.1 Model and Notations 
Consider a single first-come-first-served queue driven by two 2-state MMPP arrival processes. The 
queue has a finite buffer space whose maximum size is ]( -1 (packets). Thus, the maximum system 
size (the maximum buffer size plus the packet being served) is ]( (packets). Service times of packets 
from streams A and B are exponentially distributed with rate µ. Packets from each of streams A 
and B arrive according to a 2-state MMPP. A 2-state MMPP is characterized by two alternating 
'driving' states. It is usually assumed that the duration of each state is exponentially distributed 
and packet arrivals in each state are Poisson processes with different rates. 
The driving states of stream A are labeled 1 and 2; the driving states of stream B are labeled 3 
and 4. (Refer to Figure 1.) For stream A, the transition rate from state 1 to state 2 is denoted by 
a, and the transition rate from state 2 to state 1 is denoted by {3. For stream B, the transition rate 
from state 3 to state 4 is denoted by /, and the transition rate from state 4 to state 3 is denoted by 
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8. Thus, for stream A, the sojourn times in states 1 and 2 are exponentially distributed with the 
mean 1/a and 1//3, respectively. For stream B, the sojourn times in states 3 and 4 are exponentially 
distributed with the mean lh and 1/ 8, respectively. The generation of packets when the MMPP 
is in state i follows a Poisson process with rate Ai· Thus, when stream A is in state i ( i = 1, 2) and 
stream B is in state j (j = 3, 4 ), the aggregate arrival rate to the queueing system is Ai + Aj. 
Define YA(t) and YB(t) as the states of stream A and B MMPP's at time t, respectively, i.e., 
YA(t) = 1 or 2, and YB(t) = 3 or 4. For i = 1, 2 and j = 3, 4, we define the following indicator 
functions: 
Ii(t) = { 
1, 
0, 
!J(t) = { 
1, 
0, 
if YA(t) = i 
otherwise 
if YB(t) = j 
otherwise. 
Ii(t) (Ij(t)) becomes 1, if the state of the MMPP for stream A (B) at time tis i (j). Otherwise it 
is 0. 
Let Z(t) (0 ::; Z(t) ::; K) denote the system state (i.e., the number of packets in the system 
including both a server and a buffer) at time t. Define the following indicator function for a system 
state q (0 ::; q ::; K). 
u t = ( ) { 
1, if Z(t-) = q 
q 0, otherwise. 
Uq(t) is 1, if the system state at time t- is q. Otherwise it is 0. 
Let NA(t) and NB(t) be the cumulative number of arrivals from stream A and from stream B 
in the time interval [O, t], respectively. Let N(t) be the cumulative number of arrivals in the time 
interval [O, t]. Thus, 
N(t) = NA(t) + NB(t). (1) 
Let AA(t) and AB(t) denote the compensators [4] for the processes NA(t) and NB(t), respectively, 
so that NA(t) - AA(t) and NB(t) - AB(t) are martingales. (See [14], pp.239, for the definition of 
compensators, and see [4], pp.4, for the definition of martingales.) For instance, for the Poisson 
process, we have the compensator A(t) = )..t = J~ Ads, and for the doubly stochastic Poisson process, 
we have the compensator A(t) = J~ A(s)ds. (See [4]). For our model, the intensity function AA(t) 
for stream A and AB( t) for stream B are given by 
(2) 
Thus, the compensators for NA(t) and NB(t) become 
(3) 
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We define the following limiting probabilities. Let 7r( i, j, q) (i = 1, 2, j = 3, 4, 0::; q::; K) be the 
limiting distribution for the Markov process {YA(t), YB(t), Z(t)}. Let 7r(i, q) (i = 1, 2, 0::; q::; K) 
be the limiting distribution for the Markov process {l~4(t), Z(t)}, and 7f'(j, q) (j = 3, 4, 0 ::; q::; K) 
be the limiting distribution for the Markov process {YB(t), Z(t)}. Note that Lj 7r(i,j, q) = 7r(i, q) 
and Li 7f' ( i, j, q) = 7f' (j, q) · 
2. 2 Analysis 
In this analysis, we obtain the following probabilities: 
1. the long term probability PA(q) that an arrival from stream A sees the system in state q, 
2. the long term probability PB( q) that an arrival from stream B sees the system in state q, and 
3. the long term probability P(q) that an arbitrary arrival sees the system in state q. 
Note that O::; q::; K. From these probabilities, we can easily obtain the loss proabilities for stream 
A (Ploss(A)) and for stream B (Ploss(B)) by the following: 
P1oss(A) = PA(K) and P1oss(B) = PB(K). (4) 
Further, the overall packet loss probability Pzoss( 0) for the aggregated arrival process (i.e., the loss 
probability of packets, indistinguishing streams A and B) is given by 
P1oss(O) = P(K) (5) 
First, let us calculate the long term probability PA(q) for an arrival from stream A to see the 
system state q. We have 
PA(q) = lim N l( ) r Uq(s)dNA(s) = lim N t( ) lim ~ ft Uq(s)dNA(s). (6) 
t-+oo A t lo t-+oo A t t-+oo t lo 
By noting that the term limt-+oo N~(t) (the inverse of the first term on the right hand side of the 
above equation) gives the mean arrival rate of stream A, we obtain the following expression: 
(7) 
To obtain the term limt-+oo t JJ Uq( s )dN A( s) in Eq.( 6), we use the following: 
1. The intensity function AA(t) for stream A is bounded (i.e., llAA(t)ll = supt~o IAA(t)I < oo.) 
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2. Uq(t) is a predictable process. 
3. E(J~ IUq(s)ldlAA(s)I) < oo, for every t E (0, oo). 
The three assertions above are easily verified. Note that NA(t) is, by definition, a doubly 
stochastic Poisson process [17). ,\A(t)(= fi(t).\1 + I2(t).\2) is bounded since it is equal to either .\1 
or ,\2 which are finite. Uq(t) is a predicatable process since it is left continuous. (Proof of this is 
given in (4), pp.9.) The last condition may be shown as follows: 
E(fo' IU.(s)ldlAA(s)I) ~ E(l dlAA(s)I) = E(fo' i(I1(s)A1 + h(s)A2jds) 
< E(l max(A1, A2)ds) 
E( max( .\1, .\2)sl~) = max( A1, .\2) x t. 
Since both ,\1 and ,\ 2 are finite, 
Now, we use the following theorem [19] to obtain the term limt-oo f Jci Uq(s)dNA(s)) in Eq.(6). 
Theorem 1: Let T = [O,oo). Fort ET, assume NA(t) is a doubly stochastic Poisson process with 
bounded intensity function AA(t). Define R(t) as the following: 
where Uq(t) is the indicator function for a system state q and AA(t) is a compensator for NA(t). If 
Uq(t) is a predictable process satisfying the following condition for every t > 0, 
then the following equation holds with probability one. 
lim R(t) = O 
t-oo t (8) 
For a proof of this theorem, see (19]. 
In [19], it is shown that the stochastic integral R(t) is a martingale; intuitively, R(t) 'hov-
ers' around zero and thus limt-+oo R~t) = 0. We now apply Theorem 1 to obtain the term 
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limt-+oo f J~ Uq(s)dNA(s) in Eq.(6). We have 
lim ~ ft Uq(s)dNA(s) = 
t-+oo t lo lim ~ rt Uq(s)d.AA(s) t-oo t lo 
= lim ~ rt Uq(s)(fi(s)>..1 + h(s)>..2)ds 
t-oo t lo 
= lim ~ ft Uq(s)I1(s)>.. 1ds + lim ~ r Uq(s)I2(s)>..2ds t-+oo t lo t-+oo t lo 
= .\17r(l, q) + A27r(2, q). (9) 
For the last step, we used the fact that limt-oo t J~ Uq( s )Ii( s )ds (limt-oo t J~ Uq( s )!2( s )ds) repre-
sents the limiting probability that {YA(t) = 1, Z(t) = q} ( {YA(t) = 2, Z(t) = q} ), and that it is 
equal to 7r(l, q) (7r(2, q)). From Eqs.(6), (7) and (9), we have 
p ( ) _ (a+ ,B)(.\17r(l, q) + .X27r(2, q)) 
A q - .X1,B + .\2a · (10) 
Using the same argument for stream B, we obtain 
(11) 
Next, we compute the long term probability P(q) of an arbitrary arrival seeing the system state 
q: 
P(q) = lim Nl() r Uq(s)dN(s) 
t-+oo t lo 
= lim Nt() lim ~ ft Uq(s)dN(s) 
t-+oo t t-+oo t lo 
Since N(t) = NA(t) + NB(t), we obtain 
lim N(t) = 1. NA(t) l' NB(t) Im--+ Im --
t-+oo t t-+oo t t-oo t 
.X1,B + .X2a .X36 + A4/ 
= a+,B + 1+6 
(12) 
(13) 
For the last step, we used Eq.(7). For the second term in the right hand side of Eq.(12), we have 
lim ~ r Uq(s)dN(s) = lim ~ r Uq(s)d(NA(s) + NB(s)) 
t-oo t lo t-oo t lo 
= lim ~ r Uq(s)dNA(s) + lim ~ ft Uq(s)dNB(s) 
t-oo t lo t-oo t lo 
= A17r(l, q) + .\27r(2, q) + A31r(3, q) + A47r( 4, q) (14) 
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By substituting Eqs.(13) and (14) into Eq.( 12), we have 
P( ) = (a+ /3)(! + 8)(.\17r(l, q) + A27r(2, q) + A37r(3, q) + .\47r(4, q)). 
q ( -\1/3 + -\2a )(I + 8) + ( -\38 + A4[ )(a + /3) (15) 
In order to obtain probabilities PA(q) (Eq.(6)), PB(q) (Eq.(11)) and P(q) (Eq.(12)), we need to 
obtain the limiting probability 7r(i,j, q) for the Markov process {YA(t), YB(t), Z(t)}. Once 7r(i,j, q) 
is obtained, the marginal distributions 7r(i,q) = L.17r(i,j,q) and 7r(j,q) = L,i7r(i,j,q) can easily 
be computed. 
We use direct numerical methods to compute 7r( i, j, q). We represent the system state by ( i, j, q), 
where i is the state of stream A, j is the state of stream B, and q is the number of packets in the 
system. For i, i' E {1, 2}, j,j' E {3, 4}, and q, q1 E {O, 1, 2, ... , K}, the infinitesimal generator [6] Q 
for our system is given by 
Q(i,j,q)-(i',j',q') = 
rjj', 
Ai+ AJ, 
µ, 
-r·""' - r .-: - ,\; - ,\J· 
u JJ • ' 
if i' =f i, j' = j, q' = q 
if i' = i,j' =f j,q' = q 
if i' = i,j' = j,q' = q + 1 
if i1 = i, JI = J, q1 = q - 1 
if i 1 = i, JI = J, q1 = q = Q 
- µ - r a - r jJ, if i' = i, j' = j, q' = q = K 
-µ - ra - riJ - Ai - .\;, if i' = i, j' = j, q' = q, 0 < q < K 
0, otherwise 
(16) 
where Tij is the transition rate of an arrival process from state i to state j, and I represents the 
complementary state of i. ri,j and z are given by r12 = a, r21 = /3, r34 = /, r 43 = 8, I = 2, 2 = 1, 
3 = 4, and 4 = 3. 
Using the above infinitesimal generator, the steady state equation for our system becomes 
7rQ = 0 (17) 
where 7r = [7r(l, 3, 0), 7r(l, 4, 0), 7r(2, 3, 0), 7r(2, 4, 0), ... , 7r(2, 3, K), 7r(2, 4, K)]. By solving the above 
set of equations with the condition ?re = 1, we can easily obtain the steady-state probability 
7r(i,j,q). 
3 Discrete-Time Case 
In this section, individual packet loss probabilities are obtained for the discrete-time case. Again, 
we first consider multiplexing two heterogeneous streams (stream A and stream B). The extension 
of the discrete-time analysis for the N(> 2) stream case is discussed in Appendix B. 
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3.1 Model and Notations 
The same derivation technique used earlier for continuous time is now brought to bear on the 
discrete-time case. Before we proceed with our analysis, we first decide the order in which arrivals 
and services take place and the times they occur. vVithout loss of generality, we assume the late 
arrival system with immediate access [12]. In such a system, arrivals occur just prior to the end 
of a time slot, and the packet in service is ejected from the service facility immediately after the 
beginning of a time slot (Refer to Figure 2). An arriving packet can enter the service facility if 
it is free, with the possibility of it being ejected almost instantaneously. Note that in this model, 
packet's service time is counted as the number of slot boundaries from the entering point to the 
service facility to the packet departure point. Therefore, even though we allow the arriving packet 
to be ejected almost instantaneously, its service time is counted as 1, not 0. 
Consider a single first-come-first-served queue driven by two 2-state MMBP arrival processes. 
As in the continuous time case, the 'driving' states of stream A are labeled 1 and 2; the driving 
states of stream B are labeled 3 and 4 (Refer to Figure 3). Without loss of generality, it is assumed 
that change in the states of the arrival processes occur just prior to the end of a time slot. The 
sojourn times in states 1 and 2 are geometrically distributed with the mean 1/ a and 1//3 slots, 
respectively, and the sojourn times in states 3 and 4 are also geometrically distributed with the 
mean 1/r and 1/ 8 slots, respectively. Packets arrive according to a Bernoulli process, and the 
probability of an arrival in a slot is Pi (0 $ Pi $ 1) in state i. Service times are geometrically 
distributed, and the probability of service completion in a slot, provided the server is busy, is s 
( 0 < s < 1) for both stream A and stream B. 
Let n = 0, 1, 2, 3, ... denote the slot boundary numbers and t continue to denote (continuous) 
time. Define the step function ltJ, where ltJ = n, if n $ t < n + 1. For simplicity, we assume the 
slot length is equal to a unit time in the system. We observe the system just prior to the end of 
time slots, i.e., at n- (refer to Figure 2). 
As in the continuous-time case, we define YA(t) and YB(t) as the state of the MMBP for stream 
A and for stream B at time t, respectively. We also let Z(t) (0 $ Z(t) $ K) denote the system 
state at time t. 7r( i, q), ?r(j, q) and 7r( i, j, q) are defined as the limiting probabilities of the Markov 
processes {YA(n-), Z(n-)}, {YB(n-), Z(n- )}, and {YA(n-), YB(n-), Z(n-)}, respectively. Note 
that i = 1, 2, j = 3, 4, and _O $ q $ J(. 
In a discrete-time case, a packet arriving at a system whose state is J( is lost. Loss of packets 
can also happen when simultaneous arrivals occur from streams A and B at the system state]( -1. 
In such a case, we assume that a packet from stream A is lost with probability PA, and a packet 
from stream B is lost with probability PB(= 1 - PA)· For a random packet discarding scheme, 
PA= PB= 0.5. 
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In the following analysis, we focus on stream A and obtain its packet loss probability. For each 
slot n, define the following indicator functions: 
• J(n): J(n) = 1 if fan arrival has taken place from stream Bin the nth slot. 
• V(n): V(n) = 1 if fin the nth slot, a stream A packet is discarded when simultaneous arrivals 
occur from streams A and B at the system state ]( - 1. 
Note that, for each n, V(n) is an independent Bernoulli random variable, and thus, V(l), V(2), ... 
is an iid sequence. 
Using J(n) and V(n), we can obtain the indicator function U(n) for the state in which a stream 
A packet is discarded, i.e., U( n) = 1 if f in the nth slot, stream A is in the state where a stream A 
packet is discarded. U(n) is given by 
U(n) = UK(n) + UK-1(n)J(n)V(n) (18) 
where Uq( n) is the indicator function for the system state q, i.e., Uq( n) = 1 if f Z( n-) = q. 
3.2 Analysis 
First, let us derive the packet loss probability P1oss(A) for stream A. From the definition of P1oss(A), 
we have 
Ptoss(A) = 1 it lim N ( ) U(s)dNA(s) 
t-oo A t o 
lim Nt() lim ~ t U(s)dNA(s). 
t-oo A t t-oo t Jo (19) 
Since the term limt-oo N~(t) represents the mean arrival rate of stream A, it becomes 
lim N A(t) = P1/3 + p2a. 
t-oo t a+ /3 (20) 
In order to obtain the t~rm limt-oo t f~ U( s )dN A( s ), we will use the following manner of writing 
the compensator for a MMBP: 
(21) 
(The following integral and sum are the same: Ji I1(s)dlsJ = L:}~0 I1(i).) We may now apply 
Theorem 1 directly. (Note that 'discreteness' is accounted for via the compensator.) 
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l lt lim - U(s)dNA(s) 
t-oo t o 
= lim ~ ft U(s)dAA(s) 
t-oo t lo 
= lim ~ ft U(s)(I1(s)p1 + I2(s)p2)dlsJ 
t-oo t lo 
1 m 1 m 
= P1 lim - L U(n)fi(n) + P2 lim - L U(n)h(n) 
m-oo m n=O m-oo m n=O 
1 m 1 m 
= P1 lim - L UK(n)fi(n) + P1 lim - L UK-1(n)J(n)V(n)I1(n) 
m-oo m n=O m-oo m n=O 
1 m 1 m 
+p2 lim - '°"" UK(n)I2(n) + P2 lim - '°"" UK-1(n)J(n)V(n)I2(n) m-oo m L.J m-oo m L.J 
n=O n=O 
= P17r(l,K)+ P1 lim ~ t V(n) lim ~ t UK-1(n)J(n)I1(n) 
m-+oo m n=O m-oo m n=O 
1 m 1 m 
+P27r(2, K) + P2 lim - '°"" V(n) lim - '°"" UK-1(n)J(n)h(n).(22) 
m-oo m L.J m-oo m L.J 
n=O n=O 
In the above derivation, we used Eq.(18). For the last step, we used the fact that limm-oo ~ L:~=O UK(n)I1(~) 
(limm-oo ~ L~=O UK(n)l2(n)) represents the limiting probability for {YA(n-) = 1, Z(n-) = K} 
({YA(n-) = 2,Z(n-) = K}), and that it is equal to 7r(l,K) (7r(2,K)). 
Note that, since we assume that a packet from stream A is discarded with probability PA 
when two arrivals occur in state K - 1, P[V(n) = 1] = PA. (For a random packet dis-
carding scheme, P[V(n) = 1] = 0.5.) Observe that limm-oo ~ L~o V(n) = PA. Also note 
that limm-oo ~ L::=o UK-1(n)J(n)I1(n) represents the limiting probability that stream A is in 
state 1, system state is K - 1, and an arrival from stream B occurs. It is thus equal to 
p37r(l,3,K-1) +p47r(l,4,K-1). Similarly, limm-oo~L~=oUK-1(n)J(n)I2(n) is equal to 
p37r(2, 3, K - 1) + p47r(2, 4, K - 1). Then, the above equation (Eq.(22)) becomes 
lim ~ ft U(s)dNA(s) = P17r(l,K)+ PAP1 (p37r(l,3,K-1) + p47r(l,4,K-1)) 
t-oo t lo 
- +P27r(2, K) + PAP2 (p37r(2, 3, K - 1) + p47r(2, 4, K - 1)) 
= P17r(l, K) + P27r(2, K) +PA {P1P37r(l, 3, K - 1) + p1p47r(l, 4, K - 1) 
+p2p37r(2,3,K - 1) + P2P47r(2,4,K - 1)} (23) 
By substituting Eqs.(20) and (23) into Eq.(19), we have 
(a+ /3) P1oss(A) = ( f3 )[p17r(l,K)+P21i(2,K)+PA{P1P31r(l,3,K-1) 
P1 + P2a 
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Using the same argument, we can obtain the loss probability for packets from stream B, and it 
is given by 
P1oss(B) = ( (i + b) ) [(p3ir( 3, K)+ p4ir( 4, K) +Pa {p1p3ir( 1, 3,l( - 1) 
p3 + p4/ 
+P1P41r(l, 4, J( - 1) + P2P37r(2, 3, J( - 1) + P2P47r(2, 4, J( - 1)}] (25) 
For the loss probability Ptoss(O) seen by an arbitrary arrival, we have 
1 lat t 1 lat P1oss(O) = lim -(-) U(s)dN(s) = lim N( ) lim - U(s)dN(s) 
t-+oo N t o t-+oo t t-+oo t o 
Since N(t) = N A(t) + N B(t), we obtain 
lim N(t) = lim NA(t) + lim NB(t) = P1f3 + P2et. + p38 + P4/ 
t-+oo t t-+oo t t-+oo t Ci. + {3 / + 8 
and 
lim ~ ft U(s)dN(s) = 
t-+oo t lo lim ~ ft U(s)dNA(s) + lim ~ ft U(s)dNB(s) t-+oo t lo t-+oo t lo 
(26) 
(27) 
= P17r(l, K) + P27r(2, K) + p37r(3, K) + p47r(4, K) + P1P31r(l, 3, J( - 1) 
+P1P47r(l, 4, K - 1) + P2P31r(2, 3, J( - 1) + P2P41r(2, 4, J( - 1) (28) 
By substitut_ing Eqs.(27) and (28) into Eq.(26), we can easily obtain P1oss( 0). 
In order to obtain the packet loss probabilities Pross(A), Pross(B) and Pross(O), we ne~d to 
obtain the limiting probability 7r(i,j, q) of the Markov process {YA(n-), YB(n-), Z(n-)}. For this 
purpose, we use direct numerical methods as in the continuous-time case. 
The input stream A is described by a two-state Markov chain with transition probability matrix 
B1 given by 
(
1-a a ) 
B1 = {3 l _ {3 . (29) 
The transition probability matrix for the input stream B, B2, is given by 
(
1-/ I ) 
B 2 = 8 1 - 8 . (30) 
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The aggregated input process is fully characterized by the product chain of these two independent 
two-state streams. The transition probability matrix B of the product chain is then given by the 
Kronecker product 
[
(l-a)(l-1) 
( 1 - a )8 
B = B1 ®B2 = ,B(l-i) 
,88 
(1- ah 
(1 - a)(l - 8) 
/31 
/3(1-8) 
a(l -1) 
a8 
(1 - /3)(1 -1) 
(1-/3)8 
a1 ) a(l - 8) 
(1-,8)! . 
( 1 - /3)( 1 - 8) 
(31) 
As in the continuous-time case, we represent the system state by (i,j, q), where i is the state of 
stream A, j is the state of stream B, and q is the number of packets in the system. For convenience, 
let q denote the set of states for a given value of q {(i,j,q),i E {1,2},j E {3,4}}. The transition 
probability matrix P of our system is then given in Figure 4. In Figure 4, Pia represents the 
probability that i number of packets arrive, Pid represents the probability that i number of packets 
depart, and P~ represents the probability that some number of packets arrive. When YA = i 
(i = 1,2) and YB= j (j = 3,4), we have Paa= (1-pi)(l - Pj), P1a = Pi(l - Pi)+ Pj(l- Pi), 
P2a = PiPj, and P~ = 1 - Paa = 1 - (1 - Pi)(l - Pi). Further, Pod= 1 - s and P1d = s. 
By solving the set of steady state equations 7rP = 7r, 7re = 1where7r = [7r(l, 3, 0), 7r(l, 4, 0), 7r(2, 3, 0), 
7r(2, 4, 0), ... , 7r(2, 3, K), 7r(2, 4, K)], we can obtain the steady-state probability 7r( i, j, q). Then, the 
marginal distribution such as 7r( i, q) = Lj 7r( i, j, q) can easily be computed. 
Note that for a discrete-time analysis, the extra complication of simultaneous arrivals is ac-
counted for quite easily with the stochastic integral approach used in our paper. Our analysis 
can easily be extended to accommodate a wide range of packet discarding schemes. In fact, any 
state-based packet discarding schemes can be analyzed in the same fashion. As an example, a pri-
ority packet discarding scheme [22, 21], a technique frequently proposed for high-speed networks, 
is analyzed in the following section. 
4 Priority Packet Discarding Scheme 
In this section, our analysis presented in section 3 is extended to accommodate a priority packet 
discarding scheme. A priofity packet discarding scheme is a popular congestion control technique 
for high-speed networks [22, 21, 18, 13]. It can be used to satisfy varying loss requirements of 
different classes of traffic. In general, loss-sensitive traffic such as data is given priority over loss-
insensitive traffi.c such as voice. When network congestion occurs, varying loss requirements of 
different classes of traffic can be satisfied by selectively discarding low priority packets. 
For voice or video traffic, a priority packet discarding scheme may be used in conjunction with 
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an embedded coding technique 1 (9, 13, 8]. If an embedded coding technique is used for voice, the 
encoded information is divided into more significant bits and less significant bits. More significant 
bits form high priority packets, and less significant bits form low priority packets. If an embedded 
coding technique is used for video, low frequency components of video form high priority packets, 
and high frequency components of video (refinement of image) form low priority packets. With 
an embedded coding, packets containing more important information are given higher priority 
than packets containing less important information, and when network congestion occurs, packets 
containing less important information are discarded first. 
In this section, a simple threshold-based discarding scheme (3] is considered. With this scheme, 
low priority packets are accepted only if the current system occupancy is less than a certain thresh-
old. 
Again it is assumed that two heterogeneous streams (stream A and stream B) are multiplexed. 
The same model used in section 3 is assumed. The extension of the analysis for N(> 2) stream 
case is discussed in Appendix C. 
Assume that stream A has a higher priority than stream B. For the high priority stream A, 
U(n) = UK(n) (32) 
since arriving high priority packets are discarded only when the system size becomes J(. For the 
low priority stream B, 
K 
U(n) = L Uq(n) (33) 
q=B 
since arriving low priority packets are always discarded when the system occupancy is greater than 
or equal to B. For the remaining derivation, the same analytical technique used in subsection 3.2 
applies 
The transition probability matrix P for this system is given in Figure 5. Pi~ represents the 
probability that i number of high priority packets arrive. When YA = i ( i = 1, 2), we have 
P/Ja = (1 - Pi) and Pfa =Pi· For the rest of the notation used in Figure 5, refer to subsection 3.2. 
Note that the method used in our analysis, a new stochastic integral approach, is easily applied 
to derive individual packet_ loss probabilities when a packet discarding control scheme is employed. 
5 Numerical Examples 
In this section, through numerical examples, the effects of traffic characteristics on the individual 
packet loss probabilities are investigated. It is assumed, for simplicity, that two heterogeneous 
1 Also referred to as a layered coding technique or a hierarchical coding technique. 
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streams (stream A and stream B) are multiplexed. vVe show how the burstiness of one stream 
affects the packet loss probabilities of each of the two multiplexed streams. 
Burstiness is one of the most critical parameters in determining the network performance. A 
number of ways have been proposed to describe the burstiness of a traffic source (see [2] for a 
discussion). However, consensus is yet to be reached concerning an appropriate way to describe 
the burstiness of a traffic source. In keeping with our focus on Markov Modulated Arrivals, we 
examine the following three intuitive ways to vary the burstiness of a stream. In all three we keep 
the mean arrival rate of the stream constant. The expression for the mean arrival rate of the steam 
is given in Eq.(7) for the continuous-time case and in Eq.(20) for the discrete-time case. 
Method 1: Keep the average sojourn times in two driving states constant, and vary the arrival 
rates in two states. In this case, as the difference between the arrival rates in two states 
increases, the burstiness of the stream also increases. 
Method 2: For an Interrupted Poisson Process (IPP) stream, keep the ratio of average active 
period (i.e., period during which packets are generated) to average idle period (i.e., period 
during which no packets are generated) constant, and vary both active and idle periods. In 
this case, as the average active and idle period increase, the burstiness of the stream also 
increases. 
Method 3: For an IPP stream, keep the sum of the average active and idle periods constant, and 
vary the average active and idle periods. Since we keep the mean arrival rate constant, a 
smaller active period means a greater arrival rate during an active period. In this case, as the 
average active period decreases (i.e., as the arrival rate during an active period increases), 
the burstiness of the stream increases. 
Note that the first and the third methods are two ways to vary peak-to-mean ratio. The peak-to-
mean ratio is the most commonly used definition of the burstiness. The second method varies the 
average active period. The average active period is also a widely used parameter to measure the 
degree of the burstiness (see, for example (7, 11]). 
In the following numerical examples, in order to characterize the effects of mixing bursty streams 
with non-bursty streams, ~e introduce the concept of "self-loss" for a single stream, the packet loss 
incurred when a stream is multiplexed with itself. In the figures, the following notation is used to 
represent the loss probabilities: 
• Pzoss(A): the packet loss probability of stream A when it is multiplexed with stream B, 
• Pzoss( B): the packet loss probability of stream B when it is multiplexed with stream A, 
• Pzoss( 0 ): the overall packet loss probability (i.e., the loss probability for all streams), 
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• self-loss( A): the packet loss probability of stream A when it is multiplexed with itself, and 
• self-loss(B): the packet loss probability of stream B when it is multiplexed with itself. 
In the following subsections, 5.1 and 5.2, continuous and discrete-time cases are examined, 
respectively. Results obtained in subsections 5.1 and .5.2 are summarized in subsection 5.3. 
5 .1 Continuous-Time Case 
Let mA denote the mean arrival rate of stream A and mB denote the mean arrival rate of stream 
B. From Eq.(7), we have 
Ai/3 + A2a 
ffiA = 
a+ f3 (34) 
Similarly, we have 
A3b + A4/ 
ffiB = 
1+ 8 
(35) 
The offered load, p, is given by 
mA+mB p= µ 
(36) 
Throughout the numerical examples in this subsection, we assume the maximum system size 
J( = 10 (i.e., buffer size = 9), the service rate µ = 0.8, and the offered load p = 0.1. We further 
assume that the mean arrival rates of two streams are the same. This allows us to investigate solely 
the effect of burstiness. mA = mB = 0.04 since the offered load p = 0.1. Note that the offered load 
is low in order to keep loss probabilities realistically small. 
Stream A is assumed to be a Poisson stream (i.e., Ai = A2 = 0.04). We vary the burstiness of 
stream B keeping the mean arrival rate constant. Stream A is kept constant in all the figures-_ 
In Figure 6, the mean arrival rate of stream B is kept constant and is equal to 0.04. In this 
figure, the burstiness of stream B is varied using the first method described above. In other words, 
A3 and A4 (arrival rates in two states) are varied, keeping ~ and ! (the average sojourn times in 
two states) constant. The bigger the difference between A3 and A4, the greater the burstiness of 
stream B. In this figure, the values of/ and b are 0.01 and 0.19, respectively. The horizontal axis 
shows the difference between A4 and A3. At the leftmost starting point (i.e., when A4 - A3 = 0), 
stream B becomes a Poisson stream. In this figure, moving to the right, the difference between A4 
and A3 becomes larger, and thus, the burstiness of stream B increases. 
Several observations can be made from Figure 6. At the leftmost starting point, the packet loss 
probabilities for stream A and stream Bare the same since, at this point, stream Bis also a Poisson 
stream (i.e., A3 = A4 = 0.04). As the burstiness of stream B increases, both loss probability of 
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stream B and loss probability of stream A increase. From this, it can be concluded that an increase 
in the burstiness of one stream negatively affects the stream itself and also the other multiplexed 
stream. 
Next, compare the P1088 (A) curve with the self-loss(A) curve. The self-loss(A) (i.e., the loss 
probability of stream A when it is multiplexed with an identical stream) is always smaller than 
the P1oss(A) (i.e., the loss probability of stream A when it is multiplexed with stream B). In other 
words, a Poisson stream (stream A) is penalized by sharing a buffer with a bursty stream (stream 
B), as opposed to sharing a buffer with another Poisson stream. This is because bursty stream 
causes buffer buildups, blocking the Poisson stream. 
Compare the P1088 (B) curve with the self-loss(B) curve. The P1ass(B) is always smaller than 
the self-loss(B). This shows that a bursty stream (stream B) gains (i.e., P1oss(B) < self-loss(B)) by 
sharing a buffer with a Poisson stream (stream A), as opposed to sharing a buffer with another 
bursty stream. This is because a Poisson stream does not cause as much buffer buildup as a bursty 
stream does, and thus, a stream loses less packets when it is multiplexed with a Poisson stream 
than when it is multiplexed with a bursty stream. From this, it can be concluded that the traffic 
mix has a significant effect on the packet loss probabilities. 
Figure 6 also shows that when two different traffic streams are multiplexed, the stream with the 
smaller self-loss probability is penalized. In this case, self-loss(A) is smaller than self-loss(B), and 
stream A is penalized (i.e., P1oss(A) > self-loss(A)). Furthermore, the bigger the difference between 
two self-loss probabilities, the greater the penalty. 
In Figure 7, the mean arrival rate of stream B is kept constant and is equal to 0.04. In this 
figure, an IPP is used for stream B (i.e., A3 = 0). A4 is equal to 0.8. The burstiness of stream B is 
varied using the second method described above. In other words, we vary ~ (the average idle period 
of stream B) and t (the average active period of stream B), keeping their ratio* constant. In this 
case, the longer the average active (or idle) length, the greater the burstiness. In this figure, the 
value of* is equal to 19. The horizontal axis shows the average idle period. In this figure, moving to 
the right, both average active period and idle period increase, and thus, the burstiness of stream B 
increases. Similar results to those in Figure 6 are found in this figure. An increase in the burstiness 
of one stream negatively affects both the stream itself and the other stream multiplexed. When a 
bursty stream and a Poisson stream are multiplexed together, the Poisson stream is penalized, and 
the bursty stream benefits. The stream with the smaller self-loss probability is penalized, and the 
bigger the difference between two self-loss probabilities, the greater the penalty. 
In Figure 8, the mean arrival rate of stream B is kept constant and is equal to 0.04. In this 
figure, an IPP is used for stream B (i.e., A3 = 0). The burstiness of stream B is varied using the 
third method described above. In other words, we vary ! (the average active period) and ~ (the 
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average idle period), keeping ~ + i (the sum of average active and idle period) constant. In this 
figure, ~ + t = 100. ,\ 4 can be computed using Eq.(3.5). For instance, when the idle period ( ~) 
is 20, the active period ( t) is 80 and .X4 is 0.0.5, and when the idle period is 80, the active period 
is 20 and .X 4 is 0.2. In this figure, moving to the right, the active period ( = 1/ 8) decreases and 
.X 4 increases, therefore, the burstiness of stream B increases. Again, similar observations made for 
Figures 6 and 7 can be made for this figure. 
5.2 Discrete-Time Case 
From Eq.(20), we have 
(37) 
Similarly, we have 
(38) 
The offered load, p, is given by 
p= (39) 
As in the continuous-time case, we assume K = 10, 8 = 0.8, p = 0.1, and mA = mB = 0.04. 
Stream A is assumed to follow a geometric arrival process (i.e., Pl = p2 ), and we vary the burstiness 
of stream B keeping its mean arrival rate constant. Stream A is kept constant in all the figures. A 
random packet discarding scheme is used. 
Numerical results (Figures 9 through 11) for the discrete-time case are very similar to those for 
the continuous-time case. In Figure 9, the burstiness of stream B is varied using the first method 
described earlier; arrival rates in two driving states, p3 and p4 , are varied keeping the average 
idle period ( ~) and the average active period ( ~) constant. As in the continuous-time case, the 
values of/ and 8 are 0.01 and 0.19, respectively. Figure 9 shows results very similar to Figure 6 
(continuous-time case). 
In Figure 10, a discrete-time version of IPP is used for stream B (i.e., p3 = 0). p4 is equal to 
0.8. The burstiness of stream B is varied using the second method described earlier; the average 
idle period (~) and the average active period O·) are varied keeping their ratio ~ constant. As in 
the continuous-time case, we let ~ = 19. The behavior shown here is similar to that seen in Figure 
7. 
In Figure 11, a discrete-time version of IPP is used for stream B (i.e., p3 = 0). The burstiness 
of stream B is varied using the third method; ~ and ! are varied keeping ~ + ! constant. As in 
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the continuous-time case, we let ~ + t = 100. p4 can be computed using Eq.(38). Again, Figure 
11 shows very similar results to Figure 8 (continuous-time case). 
5.3 Summary 
In the numerical results section, the effects of traffic characteristics and the traffic mix on the 
packet loss probability of each of the input streams were investigated. For both continuous and 
discrete-time cases, the following observations were made: 
• An increase in the burstiness of one stream results in an increase in the packet loss probabilities 
of that stream and of others which are multiplexed together. 
• When two different traffic streams are multiplexed, the less bursty stream is always penalized, 
and the more bursty stream always benefits. 
• When two different traffic streams are multiplexed together, the stream with the smaller self-
loss probability is penalized. The bigger the difference between two self-loss probabilities, the 
greater the penalty. 
Finally, note that the differences between individual loss probabilities are significant in all the 
figures presented in numerical example section (Figures 6 through 11 ). In our numerical examples, 
we assumed that the mean arrival rates of streams A and B are the same. However, the differ-
ence between the packet loss probabilities for stream A and B is often an order of magnitude or 
greater. This shows that the overall packet loss probability may not provide sufficient insight when 
heterogeneous traffic sources are multiplexed. 
The importance of individual loss probabilities is better explained through an example. Consider 
admission control (7, 11, 20]. Admission control decides whether to accept or reject a new call based 
on whether the required performance can be maintained. If the overall packet loss probability is 
used as a criterion in admission control when heterogeneous traffic sources are multiplexed, the 
GOS of the new call may not be guaranteed. This is because, depending on the burstiness of 
a new coming call, its packet probability may be significantly larger than the overall packet loss 
probability. For example, in Figure 6, the difference between the packet loss probability of stream A 
and the overall packet loss_probability is about an order of magnitude when the difference between 
the burstiness of two streams are the largest. 
6 Conclusion and Future Work 
In this paper, we considered a queueing system with a finite buffer and several heterogeneous arrival 
streams to investigate how heterogeneity affects packet loss in individual streams. We examined 
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the class of MMA streams both in continuous time (a MMPP) and in discrete time (a MMBP) and 
presented an exact analysis of individual packet loss for MMA streams. We also derived individual 
packet loss probabilities for a well-known packet discarding scheme. Our method of analysis used a 
new stochastic integral approach, allowing both continuous and discrete time as well as the packet 
discarding scheme to be treated similarly. 
Our emphasis was on examining the effect of burstiness of traffic streams on packet loss. The 
concept of self-loss for a single stream, the packet loss incurred when a stream is multiplexed with 
itself, was introduced to study the effects of multiplexing heterogeneous arrival streams on individual 
packet loss. The results showed that an increase in the burstiness of one stream negatively affects 
both the stream itself and the other stream which is multiplexed together. It was also shown 
that when two different traffic streams are multiplexed together, the less bursty stream is always 
penalized, and the more bursty stream always benefits. Furthermore, the stream with the smaller 
self-loss probability is penalized, and the bigger the difference between two self-loss probabilities, 
the greater the penalty. 
The present model analyzes one node and obtains individual packet loss probabilities. Possible 
future work would consider a network-of-queues and obtain individual packet loss probabilities on 
the end-to-end basis. Also, several implementation issues are raised when it is necessary to perform 
the GOS calculation in real-time; if the streams are MMA it would be interesting to develop efficient 
computation techniques. 
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Appendix A: Individual Loss Probabilities for Multiple Stream Inputs 
Continuous-Time Case 
In this appendix, we extend the continuous-time analysis presented in section 2 to the case 
in which more than two heterogeneous input streams are multiplexed. We obtain the packet loss 
probability for each input stream. The same analytical techniques used in Section 2 can be applied 
for a multiple stream input case. In the following, we denote the number of input streams as N, 
and the maximum buffer size as J( - 1 (i.e., the maximum system size of K). 
The arrival process of each input stream is assumed to be a 2-state MMPP. The "driving" states 
of each MMPP are labeled 1 and 2. For the stream i, the transition rate from state 1 to state 2 is 
denoted by ai, and the transition rate from state 2 to state 1 is denoted by /3i. The packet arrivals 
when the stream i is in state 1 follow a Poisson process with rate A1,i, whereas the packet arrival 
rate in state 2 is .A2 ,i. The service times of packets are exponentially distributed with rate µ. 
Let Ni( t) denote the cumulative number of arrivals from the ith stream in the time interval 
(0, t], and UK(t) denote the indicator function for the system state K at time t- (i.e., UK(t) = 1, 
iff Z( t-) = K). Let Pzoss( i) denote the long-term loss probability for the ith stream. Tlien, from 
Eq.(6), we have 
Also, from Eq.(7), we have 
and from Eq.(9), we obtain 
Pzoss(i) = lim Nt() lim ~ ft UK(s)dNi(s). 
t-oo i t t-+oo t lo 
Here, 7r(li, K) and 7r(2i, K) are given by the following: 
2 2 2 
7r(li, K) = 2: 2: · · · 2: ?r(ji,}2, · · · ,ji-1, 1,Ji+t, · · · ,jN, K) 
Ji=lh=l JN=l 
2 2 2 
1T'(2i,K)= LL ... L 1T'(ji,}2,· .. ,ji-t,2,]i+1'"',jN,K) 
ii=l h=l }N=l 
(40) 
( 41) 
(42) 
By substituting Eqs.( 41) and ( 42) into Eq.( 40), we can easily obtain the packet loss probability for 
stream i, P1oss( i). For the overall packet loss probability, Pzoss( 0), from Eq.(12), we have 
P1oss(O) = lim Nt( ) lim ! r UK(s)dN(s) 
t-+oo t t-+oo t lo (43) 
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Since N(t) = 2:~ 1 Ni(t), we have 
lim N(t) 
t-<X> t 
and 
lit lim - UK(s)dN(s) 
t-+-<X:> t 0 
N 
"""""' 1. Ni(t) L.J lm --
. t-..<X> t 
i=l 
N lit 
= L lim - UK(s)dNi(s) 
i=l t-+-<X:> t 0 
N 
= L P1,i7l"(li, K) + A2,i7l"(2i, K)}. 
i=l 
(44) 
(45) 
By substituting Eqs.( 44) and ( 45) into Eq.( 43), we can easily obtain the overall loss probability. 
To solve for the limiting probability 7l"(j1,}2, ···,JN, q), we again use a direct numerical solution. 
We represent the system state by (Ji,J2, ···,JN, q), where Ji (Ji= 1, 2) is the state of the ith stream 
( i = 1, 2, · · ·, N), and q is the number of packets in the system. Then, for i, k E {l, 2, · · ·, N}, Ji, Jf E 
{l, 2}, q, q1 E {O, 1, 2, ... , K}, the infinitesimal generator Q, is given by 
r Mi' 
L:f:1 Aji,i' 
µ, 
- L:f:1 r Ji!i - Ef:1 Aji ,i' 
-µ - E~1 rMi' 
-µ - Ef:1 rjifi - Ef:1 Aji,i' 
0, 
'f '/ -I. • '/ , .c all k -I. , I 1 lirli,lk=lkl.Or .,..i,q =q 
if Jf = Ji for all i, q' = q + 1 
if Jf = Ji for all i, q' = q - 1 
if jf = Ji for all i, q' = q = 0 
if Jf =Ji for all i, q1 = q = ]( 
if jf =Ji for all i, q' = q, 0 < q < ]( 
otherwise 
( 46) 
where rMI is the transition rate of an arrival process from state Ji to state Jf, and?, represents the 
1 f . (' - 2 2- ) . . b { ai, if Ji = 1, Jf = 2 comp ementary state o i 1.e., 1 = , = 1 . ridi is given Y TjiJi = /3· if 
1 
.. _ 2 1
., _ 1 · ., ,- ,i-
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Appendix B: Individual Loss Probabilities for Multiple Stream Inputs 
Discrete-Time Case 
We now extend the discrete-time analysis presented in sections 3 to the case in which more than 
two heterogeneous input streams are multiplexed. We obtain the packet loss probability for each 
input stream. In the following, we denote the number of input streams as N, and the maximum 
buffer size as K - 1 (i.e., the maximum system size of K). 
The arrival process of each input stream is assumed to be a 2-state MMBP. The "driving" states 
of each MMBP are labeled 1 and 2. For the stream i, transition rates between states are Oi (from 
state 1 to state 2) and /3i (from state 2 to state 1). Packets arrive according to a Bernoulli process, 
and for the stream i, the probability of having an arrival in a slot is Pl,i when it is in state 1 and 
p2 ,i when it is in state 2. Service times are geometrically distributed, and the probability of service 
completion in a slot, provided the server is busy, is s. 
We focus on the ith stream, and we define the following indicator functions for each slot n to 
obtain the packet loss probability for the ith stream: 
• J1(n): J1(n) = 1 if fl number of arrivals have taken place from the remaining N - l streams 
in the nth slot. Note that, when J1( n) = 1, a total of l + 1 arrivals (including the arrival from 
the -ith stream) have taken place in the nth slot. 
• Vi,q(n): V/,q(n) = 1 if fin the nthslot, a packet from the ith stream is discarded when a total 
of l packets arrive at the system state q. 
Let U( n) denote the indicator function for the state in which a packet from the ith stream is 
discarded in the nth slot. Then, we have 
U(n) = UI<(n) 
+UI<-1(n){J1(n)Vi,I<-1(n) + h(n)Va,K-1(n) + · · · + JN-1(n)VN,K-1(n)} 
+UK-2(n){J2(n)Vi,K-2(n) + Ja(n)Vi,K-2(n) + · · · + JN-1(n)VN,K-2(n)} 
For the random packet discarding scheme, we have 
1 ~ l - (K - q) 
P[Vi,q(n) = 1] = J~00 m L.J Vz,q(n) = l 
n=O 
( 47) 
(48) 
This is because, out of l packets, only K - q number of packets are accepted and the remaining 
l - (K - q) number of packets are lost. For the remaining derivation, the same analytical technique 
used in section 3.2 can apply. 
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As in section 3.2, a direct numerical method can be used to solve for the limiting probabilities. 
The transition probability matrix P is given in Figure 12. In Figure 12, the matrix B is given by 
the Kronecker product 
(49) 
where 
. - ( 1 - O'.i O'.i ) B1 - . /3i 1 - /3i (50) 
P{2:ia} in Figure 12 represents the probability that at least i number of packets arrive. For the rest 
of the notation in Figure 12, same definition used in subsection 3.2 is used. 
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Appendix C: Individual Loss Probabilities for Multiple Stream Inputs 
Priority Packet Discarding Scheme 
Now, the analysis of a priority packet discarding scheme for two arrival streams is extended to 
more than two heterogeneous input streams: N heterogeneous sources are multiplexed into a single 
first-come-first-served queue whose maximum capacity is ]( - 1 (i.e., the maximum system size is 
K). For the arrival process of each stream, refer to Appendix B. Again, a threshold-based priority 
discarding scheme is considered. It is assumed that if the current system occupancy is less than 
the threshold, no low priority packets are discarded even if accepting all the low priority packets 
exceeds the threshold, as opposed to only accepting low priority packets up to the threshold. 
Let q denote the system occupancy and () denote the threshold. Assume that among N streams, 
H number of streams are high priority streams, and the rest of the streams are low priority streams. 
For the ith stream, again, let U( n) denote the indicator function for the state in which the stream 
i packet is discarded in the nth slot, and define the following indicator functions for each slot n: 
• Jz( n ): Jz( n) = 1 if f l number of arrivals have taken place from the remaining N - 1 streams 
in the nth slot. Note that, when Jz( n) = 1, a total of l + 1 (including the arrival from the ith 
stream) number of arrivals have taken place in the nth slot. 
• J1h( n ): J1h( n) = 1 if f l number of arrivals have taken place from the remaining H - 1 high 
priority streams. Note that, when Jz(n) = 1, a total of l + 1 (including the arrival from the 
ith stream) number of arrivals have taken place from the high priority streams in the nth slot. 
• Vz,q(n): Vz,q(n) = 1 if fin the nth slot, the ith stream packet is discarded when a total of l 
number of arrivals occur at the system state q. 
First, let us consider the case when () ~ K - N + 1. Here, no packet will be discarded when 
q < B. When the stream i is a low priority stream, 
K 
U(n) = L: Uq(n) (51) 
q=B 
since arriving low priority packets are always discarded when the queue occupancy is greater than 
or equal to 8. When the stream i is a high priority stream, 
U(n) = UK(n) 
+UK-1(n){Jf(n)Vi,K-1(n) + J~(n)V3,K-1(n) + · · · + Jj/._1(n)VH,K-1(n)} 
+UK-2(n){J~(n)V3,K-2(n) + Jf(n)Vi,K-2(n) + · · · + Jj/._ 1 (n)VH,K-2(n)} 
+u K-H+l ( n )Jj/. _1 ( n )VH,K-H+1( n ). 
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(52) 
When q = K, arriving high priority packets are always discarded, and when J( - H + 1 ~ q ~ 
K - 1, arriving high priority packets are discarded only if the number of arrivals from high priority 
streams exceeds the available buffer space. We assume that when the number of arrivals from 
high priority streams exceeds the available buffer space, the packets to be discarded are randomly 
picked. Therefore, 
. 1 ~m l - (K - q) P[V/q(n)=l]= hm - V/q(n)= l 
' m-+oo m ' 
n=O 
(53) 
since out of l packets, only K - q number of packets will be accepted and the remaining l - (I< - q) 
number of packets will be discarded. 
Now, let us consider the case when () > K - N + 1. In this case, when J( - N + 1 s q < (), 
if the number of arrivals exceeds the available buffer space, packets will be discarded randomly. 
Therefore, when the stream i is a low priority stream, 
K 
U(n) = ~ Uq(n) 
q=B 
+Ue-1(n){JK-B+i(n)VK-e+2,e-1(n) + JK-B+2(n)VK-8+3,B-1(n) + · · · + JN-1(n)VN,e-1(n)} 
+Uo-2(n){JK-B+2(n)VK-8+3,e-2(n) + JK-e+3(n)VK-8+4,B-2(n) + · · · + JN-1(n)VN,e-2(n)} 
+uK-N+l (n)JN-1(n)VN,K-N+1(n). 
When q 2: (), arriving low priority packets are always discarded (the first line on the right hand 
side), and when K - N + 1 Sq< 8, arriving packets are discarded randomly when the number of 
arrivals exceeds the available buffer space (the rest of the terms on the right hand side). 
When the stream i is a high priority stream, we need to consider the following two cases: (1) 
() s K - H + 1 and ( 2) B > ]( - H + 1. For the case when () s K - H + 1, 
U(n) = UK(n) 
+UK-1(n){Jf(n)V2,K-1(n) + J~(n)V3,K-1(n) + · · · + Jj/_1(n)VH,K-1(n)} 
+UK-2(n){Jf(n)V3,K-2(n) + J;(n)Vi,K-2(n) + · · · + Jj/_1(n)VH,K-2(n)} 
+uK-H+1(n)JJl_1(n)VH,K-H+1(n) 
(54) 
+Ue-1(n){JK-B+i(n)VK-e+2,e-1(n) + JK-e+2(n)VK-8+3,B-1(n) + · · · + JN-1(n)VN,B-1(n)} 
+Uo-2(n){JK-B+2(n)VK-8+3,B-2(n) + JK-e+3(n)VK-e+4,B-2(n) + ... + JN-1(n)VN,e-2(n)} 
+uK-N+1(n)JN-1(n)VN,K-N+1(n). (55) 
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When q = J(, arriving high priority packets are always discarded; when K - H + 1 ~ q ~ E - 1, 
arriving high priority packets are discarded only if the number of arrivals from high priority streams 
exceeds the available buffer space; and when J( - N + 1 ~ q < B, arriving packets are discarded 
randomly when the number of arrivals exceeds the available buffer space. 
For the case when B > ]( - H + 1, 
U(n) = UK(n) 
+UK-1(n){Jf(n)Vi,K-1(n) + J~(n)V3,K-1(n) + · · · + J;J._ 1(n)VH,K-1(n)} 
+UK-2(n){J;(n)V3,K-2(n) + Jf(n)Vi,K-2(n) + · · · + J;J._ 1(n)VH,K-2(n)} 
+Ue(n){J&_8(n)VK-e+1,e(n) + J}_e+i(n)VK-e+2,e(n) + · · · + Jjf_ 1(n)VH,e(n)} 
+Ue-1(n){JK-B+1(n)VK-e+2,e-1(n) + lK-e+2(n)VK-8+3,B-1(n) + · · · + JN-1(n)VN,e-1(n)} 
+Ue-2(n){JK-B+2(n)VK-8+3,B-2(n) + lK-e+3(n)VK-e+4,B-2(n) + · · · + JN-1(n)VN,e-2(n)} 
+ u K -N + 1 ( n) JN -1 ( n) v N,K -N + 1 ( n). 
When q = K, arriving high priority packets are always discarded; when () ~ q ~ K - 1, arriving 
high priority packets are discarded only if the number of arrivals from high priority streams exceeds 
the available buffer space; and when ]( - N + 1 ~ q < B, arriving packets are discarded randomly 
when the number of arrivals exceeds the available buffer space. P[Vi,q( n) = 1) is given in Eq.( 53). 
For the remaining derivation, the same analytical technique used in subsection 3.2 can apply. 
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