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Про задачу Колмогорова на класах абсолютно монотонних
функцiй, кратно монотонних функцiй, та її зв’язок з проблемою
моментiв Маркова
В. Ф. Бабенко, Ю. В. Бабенко, О. В. Коваленко
1 Постановка задачi
Для r ∈ N покладемо Lr
∞,∞(R−) := L∞(R−)
⋂
Lr
∞
(R−), ‖ ·‖ := ‖ ·‖L∞(R−). Ми розглядаємо задачу
Колмогорова у наступнiй постановцi.
Задача 1 (Задача Колмогорова) Нехай задано клас функцiй X ⊂ Lr
∞,∞(R−) i довiльна си-
стема d цiлих чисел 0 ≤ k1 < k2 < . . . < kd ≤ r. Знайти необхiднi та достатнi умови на си-
стему додатних чисел Mk1 ,Mk2 , . . . ,Mkd для того, щоб гарантувати iснування функцiї x ∈ X
такої, що
‖x(ki)‖ =Mki , i = 1, . . . , d.
Для d ∈ N i цiлих чисел 0 ≤ k1 < k2 < . . . < kd ≤ r покладемо k := (k1, . . . , kd), Mk :=
{Mk1 , . . . ,Mkd}.
Для функцiї x ∈ X покладемо
Mk(x) := (Mk1(x), . . . ,Mkd(x)),
де
Mki(x) = ‖x
(ki)‖, i = 1, . . . , d.
Означення 1 Будемо називати набiр чисел Mk допустимим для класу X ⊂ L
r
∞,∞(R−), якщо
iснує функцiя x ∈ X така, що
∥∥x(ki)∥∥ =Mki , i = 1, 2, . . . , d (або бiльш коротко Mk(x) =Mk).
Множину всiх ненульових допустимих наборiв Mk ми будемо позначати через Ak(X).
В наведених позначеннях задачу Колмогорова можна сформулювати наступним чином.
Для заданого класу функцiй X ⊂ Lr
∞,∞(R−) i довiльної системи d цiлих чисел k охарактери-
зувати множину Ak(X).
Ми також розглядаємо задачу Колмогорова в дещо iншому формулюваннi.
Задача 2 (Задача Колмогорова (альтернативне формулювання)) Для класу функцiй
X ⊂ Lr
∞,∞(R−)
i довiльної системи d цiлих чисел k знайти ”мiнiмальну” множину Fk(X) ⊂ X таку, що
Ak(X) = {Mk(x) : x ∈ Fk(X)} .
Iсторiю питання та огляд вiдомих результатiв можна знайти в статтi [1].
2 Допомiжнi результати
В цьому пунктi ми наведемо необхiднi нам у подальшому означення та результати, пов’язанi з
розв’язком проблеми моментiв Маркова. Класичнi результати у цiй проблематицi можна знайти
у монографiях [3–5].
Означення та результати, якi мiстяться в даному пунктi, сформульованi у термiнах i форму-
лювання близьких до тих, що використовуються у монографiї [5], глави 2 та 5.
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Означення 2 Система функцiй u1, . . . , un називається чебишовською на [0,∞), якщо функцiї
u1, . . . , un неперервнi на [0,∞) i
det
[
‖ui(tj)‖
n
i,j=1
]
> 0
при довiльному виборi точок 0 ≤ t1 < . . . < tn <∞.
Задача 3 (Проблема моментiв Маркова) Нехай задано чебишовську на [0,∞) систему фун-
кцiй u1, . . . , un. Знайти необхiднi та достатнi умови на набiр чисел c = (c1, . . . , cn) ∈ R
n, для
того, щоб гарантувати iснування функцiї σ з множини D невiд’ємних неспадних функцiй обме-
женої варiацiї, такої, що
ck =
∞∫
0
uk(t)dσ(t), k = 1, . . . , n. (1)
Зауваження 1 У формулюваннi задачi вище розглядаються тiльки тi функцiї σ ∈ D, для яких
iнтеграли в (1) є абсолютно збiжними.
Означення 3 Позначимо через
Mn =M(u1, . . . , un)
множину всiх точок (c1, . . . , cn) ∈ R
n, для яких iснує функцiя σ ∈ D така, що виконуються
рiвностi (1).
Справедлива наступна теорема.
Теорема 1 Нехай на [0,∞) задано систему неперервних функцiй {uk}
n
k=1 (не обов’язково чеби-
шовську). Тодi моментний простiрM(u1, . . . , un) спiвпадає з опуклим конусом, натягнутим на
пiдмножину
Cn = C(u1, . . . , un) := {(u1(t), . . . , un(t)), t ∈ [0,∞)}
моментного простору M(u1, . . . , un), що породжується точковими мiрами.
З теореми 1 i теореми Каратеодорi слiдує, що кожна точка з множини M(u1, . . . , un) може
бути представлена у виглядi лiнiйної комбiнацiї не бiльше нiж n+ 1 точок кривої C(u1, . . . , un).
Таким чином, довiльну точку c ∈ Mn можна представити у виглядi
c =
m∑
k=1
aku(tk), m ≤ n+ 1, (2)
де 0 ≤ t1 < . . . < tm, ak > 0, k = 1, . . . ,m i u(t) := (u1(t), u2(t), . . . , un(t)).
Означення 4 Числа tk, k = 1, . . . ,m з рiвностi (2) ми будемо називати коренями представле-
ння (2).
Зауваження 2 У випадку, коли система функцiй {uk}
n
k=1 задовольняє деяким додатковим умо-
вам, представлення (2) може мiстити i менше нiж n+ 1 точку. Достатнiми для цього умо-
вами є наступнi:
1. Системи функцiй {uk}
n
k=1 i {uk}
n−1
k=1 є чебишовськими на [0,∞).
2. Iснує полiном u(t) =
n∑
k=1
akuk(t), що задовольняє умовам u(t) > 0, t ∈ [0,∞) i lim
t→∞
u(t) > 0.
3. lim
t→∞
uk(t)
un(t)
= 0, k = 1, . . . , n− 1.
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Нам знадобиться наступне означення.
Означення 5 Iндексом I(c) точки c ∈ Mn ми будемо називати мiнiмальну кiлькiсть точок
з Cn, якi можуть представити c як опуклу комбiнацiю. При цьому точки (u1(t), . . . , un(t)) з
t > 0 рахуються за одиницю, а з t = 0 — за половину.
Якщо функцiї u1, . . . , un задовольняють умовам з зауваження 2, то справедливi наступнi те-
ореми.
Теорема 2 Ненульовий вектор c належить границi ∂Mn
⋂
Mn моментного просторуMn то-
дi i тiльки тодi, коли I(c) < n2 .
Теорема 3 Нехай c ∈ intMn. Тодi iснує представлення c iндексу
n
2 .
Теорема 4 Нехай c ∈ intMn. Тодi для всiх t
∗ > 0 iснує представлення вектора c iндексу n+12 ,
коренем якого є число t∗.
Зауваження 3 Нехай задано d ∈ N i цiлi числа 0 ≤ k1 < k2 < . . . < kd. У подальшому ми будемо
розглядати тiльки системи функцiй {ui}
d
i=1 наступного вигляду: ui(t) = t
ki, i = 1, . . . , d. У ви-
падку k1 = 0 такi системи задовольняють умовам з зауваження 2, а отже для них справедливi
теореми 2, 3 i 4.
Доведення справедливостi умови 1 зауваження 2 для системи
{
tki
}d
i=1
у випадку k1 = 0 мiститься
у [5, гл. 1 §3], двi iншi умови виконуються очевидним чином.
3 Клас абсолютно монотонних на R− функцiй
Означення 6 Нескiнченно диференцiйовну на R− функцiю будемо називати абсолютно моно-
тонною, якщо вона i всi її похiднi невiд’ємнi на R−. Через AM(R−) ми будемо позначати клас
абсолютно монотонних на R− функцiй.
Справедливе наступне iнтегральне представлення абсолютно монотонних функцiй, що було
доведено Берштейном [2].
Теорема 5 Функцiя x(t) є абсолютно монотонною тодi i тiльки тодi, коли її можна предста-
вити за допомогою iнтегрального представлення
x(t) =
∫
∞
0
etudβ(u), t ∈ R−, (3)
де β(u) — неспадна обмежена функцiя.
Вiдмiтимо, що, в силу означення, рiвномiрнi норми абсолютно монотонної на R− функцiї x(t)
та її похiдних досягаються у точцi нуль. В силу iнтегрального представлення (3) це означає, що
для k = 0, 1, . . .
‖x(k)‖ = x(k)(0) =
∫
∞
0
ukdβ(u).
Таким чином, справедлива наступна теорема, яка показує зв’язок розв’язку задачi Колмого-
рова на класi абсолютно монотонних функцiй i проблеми моментiв Маркова.
Теорема 6 Нехай задано d ∈ N, k = (0 ≤ k1 < k2 < . . . < kd). Тодi множина Ak(AM(R−))
допустимих для класу AM(R−) наборiв спiвпадає з моментним простором M(t
k1 , . . . , tkd).
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Вiдмiтимо, що точкова мiра β, яка зосереджена у точцi a > 0 породжує абсолютно монотонну
функцiю eat. Нам буде зручно розглядати абсолютно монотоннi функцiї e
t
a , що породжується
точковими мiрами в точках a−1, a > 0.
Означення 7 Функцiю
φ(AM(R−),a, λ; t) :=
m∑
s=1
λsa
r
se
a−1s t,
де λs, as > 0, s = 1, . . . ,m, λ = (λ1, . . . , λm), a = (a1, . . . , am) ми будемо називати AM(R−) –
iдеальним сплайном порядку r ∈ N з m вузлами −a1, . . . ,−am.
Якщо φ(t) — AM(R−) – iдеальний сплайн з m вузлами i C > 0, то функцiю C + φ(t) ми
будемо називати AM(R−) – iдеальним сплайном з m+
1
2 вузлами.
4 Клас кратно монотонним за Вiльямсоном функцiй
Через Lr,∪∞,∞(R−) позначимо клас функцiй x ∈ L
r
∞,∞(R−) таких, що для k = 0, . . . , r − 1 похiднi
x(k) є неспадними та опуклими (див. [6]).
Вiльямсон [6] довiв наступну теорему.
Теорема 7 y(t) ∈ Lr,∪∞,∞(R−) тодi i тiльки тодi, коли
y(t) =
1
r!
∫
∞
0
[(1 + ut)+]
r dβ(u), t ∈ R−, (4)
де β(u) — неспадна обмежена функцiя.
Вiдмiтимо, що точкова мiра β(t), що зосереджена у точцi a, a > 0 дає функцiю 1
r!(1 + at)
r
+.
Нам буде зручно розглядати функцiю 1
arr!(a+ t)
r
+, що породжується точковою мiрою у точцi
1
a
.
Означення 8 Функцiю
φ(Lr,∪
∞,∞(R−),a, λ; t) :=
1
r!
m∑
s=1
λs(as + t)
r
+,
де λs, as > 0, s = 1, . . . ,m, λ = (λ1, . . . , λm), a = (a1, . . . , am) ми будемо називати L
r,∪
∞,∞(R−) –
iдеальним сплайном порядку r ∈ N з m вузлами −a1, . . . ,−am.
Якщо φ(t) — Lr,∪∞,∞(R−) – iдеальний сплайн з m вузлами i C > 0, то функцiю C + φ(t) ми
будемо називати Lr,∪∞,∞(R−) – iдеальним сплайном з m+
1
2 вузлами.
5 Зв’язок мiж класами Lr,∪∞,∞(R−) i AM(R−)
Для чисел a1, . . . , ad через diag(a1, . . . , ad) позначимо квадратну дiагональну матрицю поряд-
ку d з числами a1, . . . , ad на головнiй дiагоналi. Для даного вектора c ∈ R
d позначимо через
diag(a1, . . . , ad) c результат множення матрицi diag(a1, . . . , ad) на вектор-стовпець c. Для множи-
ни A ⊂ Rd покладемо
diag(a1, . . . , ad)A := {diag(a1, . . . , ad) c : c ∈ A} .
Враховуючи представлення (3), (4) i той факт, що усi норми похiдних порядкiв k1, . . . , kd у
функцiй з класiв Lr,∪∞,∞(R−) i AM(R−) досягаються в точцi нуль, ми отримуємо наступну теорему.
Теорема 8 Нехай задано цiлi числа 0 ≤ k1 < k2 < . . . < kd ≤ r, k = (k1, . . . , kd). Тодi
Ak(AM(R−)) = diag((r − k1)!, . . . , (r − kd)!)Ak(L
r,∪
∞,∞(R−)).
Зауваження 4 Нехай задано вектори a, λ додатних чисел. Тодi
Mk(φ(AM(R−),a, λ; t)) = diag((r − k1)!, . . . , (r − kd)!)Mk(φ(L
r,∪
∞,∞(R−),a, λ; t)).
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6 Деякi властивостi iдеальних сплайнiв
Наступна лема встановлює деякi екстремальнi властивостi введених сплайнiв.
Лема 1 Нехай x ∈ Lr,∪∞,∞(R−), 0 ≤ k0 < k1 < . . . < kd = r. Нехай L
r,∪
∞,∞(R−) – iдеальний сплайн
φ(t) з не бiльш нiж
[
d
2
]
вузлами такий, що
∥∥φ(ki)∥∥ = ∥∥x(ki)∥∥, i = 1, . . . , 2 · [d2]. Тодi∥∥∥φ(k0)∥∥∥ ≤ ∥∥∥x(k0)∥∥∥ . (5)
У випадку непарного d має мiсце нерiвнiсть
∥∥∥φ(r)∥∥∥ ≤ ∥∥∥x(r)∥∥∥ . (6)
Якщо в нерiвностi (5) має мiсце рiвнiсть, d — непарне i в (6) має мiсце рiвнiсть, або сплайн φ
має менше нiж
[
d
2
]
вузлiв, то x(k1) ≡ φ(k1).
Доведення. Нехай d парне. Тодi 2 ·
[
d
2
]
= d. Припустимо супротивне, нехай x(k0) 6= φ(k0) i
‖x(k0)‖ ≤ ‖φ(k0)‖. Покладемо ∆(t) := x(t)−φ(t). Для того, щоб отримати суперечнiсть, ми будемо
рахувати число змiн знаку рiзницi ∆(t) та її похiдних.
Перш за все вiдмiтимо, що в силу означення сплайнiв φ, маємо φ(k0)(−a1) = 0 (де −a1 — самий
лiвий вузол сплайна φ). Крiм того, x(k0)(−a1) ≥ 0, i отже ми отримуємо, що ∆
(k0)(−a1) ≥ 0. В
силу припущення
∆(k0)(0) = x(k0)(0)− φ(k0)(0) =
∥∥∥x(k0)∥∥∥− ∥∥∥φ(k0)∥∥∥ ≤ 0.
Тодi iснує точка t1k0+1 ∈ (−a1, 0) така, що ∆
(k0+1)(t1k0+1) < 0. Крiм того, ∆
(k0+1)(−a1) ≥ 0. Тому
iснує точка t1k0+2 ∈ (−a1, 0) така, що ∆
(k0+2)(t1k0+2) < 0. Повторюючи аналогiчнi мiркування ми
отримаємо, що iснує точка t1k1 ∈ (−a1, 0) така, що ∆
(k1)(t1k1) < 0. Крiм того, ∆
(k1)(−a1) ≥ 0
i ∆(k1)(0) = 0 за умовою леми. Таким чином, iснують точки −a1 < t
1
k1+1
< t2k1+1 < 0 такi,
що ∆(k1+1)(t1k1+1) < 0 i ∆
(k1+1)(t2k1+1) > 0. Такий розподiл знакiв збережеться до рiвня k2 де,
враховуючи умову
∥∥x(k2)∥∥ = ∥∥φ(k2)∥∥ i той факт, що ∆(k2)(−a1) ≥ 0, ми отримаємо iснування точок
−a1 < t
1
k2+1
< t2k2+1 < t
3
k2+1
< 0 таких, що ∆(k2+1)(t1k2+1) < 0, ∆
(k2+1)(t2k2+1) > 0, i ∆
(k2+1)(t3k2+1) <
0. Продовжуючи аналогiчно, ми отримаємо, що iснують точки −a1 < t
1
kd−1+1
< . . . < tdkd−1+1 < 0
такi, що (−1)i∆(kd−1+1)(tikd−1+1) > 0, i = 1, . . . , d, i так далi, до рiвня r − 1.
На рiвнi r−1-ї похiдної iснують точки −a1 < t
1
r−1 < . . . < t
d
r−1 < 0 такi, що (−1)
i∆(r−1)(tir−1) >
0, i = 1, 2, . . . , d. Крiм того, ∆(r−1)(−a1) ≥ 0.
Тодi на iнтервалi (−a1, t
1
r−1) iснує множина S0 додатної мiри така, що ∆
(r)(t) < 0 для всiх
t ∈ S0. Крiм того, для всiх i = 1, . . . , d−1 на iнтервалi (t
i
r−1, t
i+1
r−1) iснують множини Si ⊆ (t
i
r−1, t
i+1
r−1)
додатної мiри такi, що (−1)i∆(r)(t) < 0 для всiх t ∈ Si. Таким чином функцiя ∆
(r)(t) має не менше
нiж d − 1 iстотних змiн знаку на (−a1, 0). Але це неможливо, оскiльки сплайн φ має не бiльше
нiж d2 вузлiв i функцiя ∆
(r)(t) може змiнювати знак в вузлах сплайна φ i не бiльше одного разу
на кожному з iнтервалiв мiж вузлами сплайна φ (i, крiм того, за умовою леми
∥∥φ(r)∥∥ = ∥∥x(r)∥∥).
Ми отримали суперечнiсть, а отже лему у випадку парного d доведено.
Нехай тепер d непарне. Тодi 2 ·
[
d
2
]
= d − 1. Проводячи мiркування аналогiчно до наведених
вище, ми отримаємо справедливiсть (6), причому рiвнiсть нерiвностi (6) можлива лише при x(k1) ≡
φ(k1). Якщо ж
∥∥φ(r)∥∥ < ∥∥x(r)∥∥, то знову проводячи мiркування аналогiчно до наведених вище, ми
отримаємо справедливiсть нерiвностi (5), причому зi строгим знаком нерiвностi.Лему доведено.
Враховуючи теореми 6, 8 i зауваження 4 з теорем 2, 3 i 4 ми отримуємо наступнi леми.
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Лема 2 Нехай задано цiлi числа 0 = k1 < k2 < . . . < kd ≤ r, k = (k1, . . . , kd). Нехай X позначає
один з класiв Lr,∪∞,∞(R−) або AM(R−). Mk ∈ ∂Ak(X)
⋂
Ak(X) тодi i тiльки тодi, коли iснує X
– iдеальний сплайн φ(t) з не бiльше нiж d−12 вузлами такий, що
Mk(φ) =Mk. (7)
Лема 3 Нехай задано цiлi числа 0 = k1 < k2 < . . . < kd ≤ r, k = (k1, . . . , kd) i X позначає один з
класiв Lr,∪∞,∞(R−) або AM(R−). Нехай також Mk ∈ intAk(X). Тодi iснує X – iдеальний сплайн
φ(t) з d2 вузлами такий, що виконується (7).
Лема 4 Нехай задано цiлi числа 0 = k1 < k2 < . . . < kd ≤ r, k = (k1, . . . , kd) i X позначає
один з класiв Lr,∪∞,∞(R−) або AM(R−). Нехай також Mk ∈ intAk(X). Тодi для всiх a
∗ > 0 iснує
X – iдеальний сплайн φ(t) з d+12 вузлами, один з яких знаходиться в точцi a
∗, такий, що
виконується (7).
Справедливi наступнi леми.
Лема 5 Нехай задано цiлi числа 0 < k1 < k2 < . . . < kd ≤ r, k = (k1, . . . , kd) i X позначає один з
класiв Lr,∪∞,∞(R−) або AM(R−). Нехай також Mk ∈ ∂Ak(X)
⋂
Ak(X). Тодi iснує X – iдеальних
сплайн φ(t) з s ≤
[
d−1
2
]
вузлами, такий, що виконується (7).
Доведення. Нехай функцiя x ∈ X така, що Mk(x) =Mk.
Нехай d = 2n + 1. Згiдно з лемою 2 iснує X – iдеальний сплайн φ(t) з s ≤ n =
[
d−1
2
]
i C ≥ 0
такi, що MK(φ+C) =MK(x), де K = (0, k1, . . . , kd). Це означає, що Mk(φ) =Mk(x) i сплайн φ(t)
є шуканим.
Нехай тепер d = 2n. Тодi згiдно з лемою 2 iснує X – iдеальний сплайн φ(t) з s ≤ n вузлами
такий, що MK(φ) = MK(x). Якщо s = n, то для всiх C > 0, згiдно з лемою 2, MK(φ + C) ∈
intAK(X), що суперечить умовi Mk ∈ ∂Ak(X)
⋂
Ak(X). Таким чином s ≤ n − 1 =
[
d−1
2
]
. Лему
доведено.
Лема 6 Нехай задано цiлi числа 0 ≤ k1 < k2 < . . . < k2d ≤ r, k = (k1, . . . , k2d) i X позначає один
з класiв Lr,∪∞,∞(R−) або AM(R−). Нехай також Mk ∈ intAk(X). Тодi iснує X – iдеальних сплайн
φ(t) з d вузлами, такий, що виконується (7).
Доведення. У випадку, коли k1 = 0, твердження леми одразу слiдує з леми 3.
Нехай тепер k1 > 0. Розширимо систему {t
ki}2di=1 до системи {t
ki}2di=0, де k0 = 0. Нехай для
деякої функцiї x(t) ∈ X має мiсце Mk(x) =Mk ∈ intAk(X). Тодi для всiх ε > 0
(
‖x‖+ ε,
∥∥∥x(k1)∥∥∥ , . . . ,∥∥∥x(k2d)∥∥∥) ∈ intAK(X),
деK = (0, k1, k2, . . . , k2d). Застосовуючи лему 3, отримаємо iснування чисел C ≥ 0 iX – iдеального
сплайну φ(t) з d вузлами такого, що MK(φ + C) = MK(x + ε). Це означає, що виконується
рiвнiсть (7). Теорему доведено.
Лема 7 Нехай задано цiлi числа 0 ≤ k1 < k2 < . . . < k2d+1 ≤ r, k = (k1, . . . , k2d+1) i X позначає
один з класiв Lr,∪∞,∞(R−) або AM(R−). Нехай також Mk ∈ intAk(X). Тодi для всiх a
∗ > 0 iснує
X – iдеальний сплайн φ(t) з d + 1 вузлом, один з яких знаходиться в точцi a∗ такий, що
виконується (7).
Доведення цiєї леми аналогiчне до доведення леми 6, тiльки замiсть леми 3 слiд застосовувати
лему 4.
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Зауваження 5 Нехай X позначає один з класiв Lr,∪∞,∞(R−) або AM(R−). В умовах леми 6 (або
леми 5) через φ(X,Mk; t) будемо позначати X – iдеальний сплайн з d
(
вiдповiдно з не бiльш нiж[
d−1
2
] )
вузлами, для якого виконується (7).
Зауваження 6 З леми 1 слiдує, що сплайн φ(X,Mk; t) (визначений у зауваженнi 5) є єдиним.
Для доведення основної теореми нам знадобиться наступна проста лема.
Лема 8 Нехай задано числа α > β > 0, ε > 0 i функцiя λ(t) : R+ → R+. Якщо для всiх достатньо
великих t > 0 λ(t) · tβ > ε, то lim
t→+∞
λ(t) · tα = +∞.
7 Розв’язок задачi Колмогорова на класах AM(R−) та L
r,∪
∞,∞(R−)
З теореми 1, лем 2 i 3 та зв’язку мiж класами AM(R−) i L
r,∪
∞,∞(R−) (теорема 8) одразу отримуємо
розв’язок задачi Колмогорова для класiв AM(R−) i L
r,∪
∞,∞(R−) у альтернативнiй формi.
Теорема 9 Нехай задано d ∈ N i цiлi числа 0 = k1 < k2 < . . . < kd ≤ r, k = (k1, . . . , kd). Нехай
X позначає один з класiв Lr,∪∞,∞(R−) або AM(R−). Тодi
Fk(X) =
{
C + φ(X,a, λ), λ = (λ1, . . . , λm), λ1, . . . , λm > 0,
a = (a1, . . . , am), a1 > a2 > . . . > am > 0, C ≥ 0,m =
[
d
2
]}
.
У випадку парного d параметр C може бути покладеним рiвним нулю.
Для цiлочисельного вектора k = (k1, . . . , kd), 0 ≤ k1 < k2 < . . . < kd ≤ r ми будемо використо-
вувати наступне позначення: 2k2 = (k2, . . . , kd−1) (при цьому, як i ранiше, k
2 = (k2, . . . , kd)).
Теорема 10 Нехай d ∈ N, d ≥ 3 i 0 ≤ k1 < k2 < . . . < kd = r — невiд’ємнi цiлi числа, k =
(k1, . . . , kd). Нехай X позначає один з класiв L
r,∪
∞,∞(R−) або AM(R−). У випадку, коли d непарне,
{Mk ∈ Ak(X)} ⇐⇒
{
Mk2 ∈ intAk2(X)
Mk1 ≥ ‖φ
(k1)(X,Mk2)‖
}∨
∨

Mk2 ∈ ∂Ak2(X)
⋂
Ak2(X)
k1 > 0
Mk1 = ‖φ
(k1)(X,Mk2)‖


∨

Mk2 ∈ ∂Ak2(X)
⋂
Ak2(X)
k1 = 0
Mk1 ≥ ‖φ
(k1)(X,Mk2)‖

 ,
а у випадку, коли d парне,
{Mk ∈ Ak(X)} ⇐⇒
{
Mk2 ∈ intAk2(X)
Mk1 > ‖φ
(k1)(X,M2k2)‖
}∨
∨

Mk2 ∈ ∂Ak2(X)
⋂
Ak2(X)
k1 > 0
Mk1 = ‖φ
(k1)(X,M2k2)‖


∨

Mk2 ∈ ∂Ak2(X)
⋂
Ak2(X)
k1 = 0
Mk1 ≥ ‖φ
(k1)(X,M2k2)‖

 .
Крiм того, Mk ∈ intAk(X) тодi i тiльки тодi, коли Mk2 ∈ intAk2(X) i Mk1 > ‖φ
(k1)(X,Mk2)‖
(при непарному d) або Mk1 > ‖φ
(k1)(X,M2k2)‖ (при парному d).
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Доведення. Достатньо довести випадок, коли X = Lr,∪∞,∞(R−). Для скорочення записiв будемо
опускати позначення класу X.
Доведемо необхiднiсть вказаних умов. Нехай
Mk ∈ Ak. (8)
Оскiльки множина Ak2 є опуклою, то Ak2 = intAk2
⋃
(∂Ak2
⋂
Ak2). Це означає, що Mk2 ∈ intAk2
або Mk2 ∈ ∂Ak2
⋂
Ak2 . Нехай
Mk2 ∈ intAk2 . (9)
Необхiднiсть умови
Mk1 ≥ ‖φ
(k1)(Mk2)‖ (10)
у випадку непарного d i умови
Mk1 > ‖φ
(k1)(M2k2)‖ (11)
у випадку парного d випливає з леми 1 — у випадку парного d слiд ще зауважити, що з (9) та
леми 1 слiдує, що виконується строга нерiвнiсть
‖φ(r)(M2k2)‖ < Mkd .
Нехай
Mk2 ∈ ∂Ak2(X)
⋂
Ak2(X). (12)
У випадку непарного d = 2n+1 сплайн φ(Mk2) має не бiльше нiж n−1 вузол, у випадку парного
d = 2n сплайн φ(M2k2) — не бiльше нiж n − 2 вузла. Нехай функцiя x ∈ L
r,∪
∞,∞(R−) така, що
Mk2(x) = Mk2 (у випадку непарного d) або M2k2(x) = M2k2 (у випадку парного d). Тодi в силу
леми 1 x(k2) ≡ φ(k2)(Mk2) у випадку непарного d та x
(k2) ≡ φ(k2)(M2k2) у випадку парного d.
У випадку непарного d, коли k1 > 0, це означає, що x
(k1) ≡ φ(k1)(Mk2) (а отже
∥∥x(k1)∥∥ =∥∥φ(k1)(Mk2)∥∥). Якщо ж k1 = 0, то x ≡ φ(Mk2) +C, C ≥ 0 (а отже ‖x‖ ≥ ‖φ(Mk2)‖). Аналогiчно у
випадку парного d.
У випадку, коли d непарне, має мiсце (9) i у нерiвностi (10) має мiсце рiвнiсть, то
Mk ∈ ∂Ak
⋂
Ak, (13)
оскiльки з леми 1 слiдує, що для всiх ε > 0 (Mk1 − ε,Mk2 , . . . ,Mkd) /∈ Ak. Аналогiчно у випадку,
коли d парне, має мiсце (9) i в нерiвностi (11) має мiсце рiвнiсть, то справедливе включення (13).
Таким чином, необхiднiсть наведених умов доведено.
Доведемо тепер достатнiсть вказаних умов.
Достатнiсть вказаних умов у випадку, коли виконується (12) та d непарне очевидна. У випадку
парного d вiдмiтимо, що з (12) та леми 1 слiдує, що ‖φ(r)(M2k2)‖ =Mkd .
Доведемо достатнiсть у випадку виконання умови (9).
Розглянемо випадок непарного d = 2n+ 1. Достатнiсть очевидна у випадку k1 = 0, тому далi
будемо вважати, що k1 > 0.
Можемо вважати, що в (10) має мiсце строга нерiвнiсть. З (9) слiдує, що для всiх ε > 0
(‖φ(Mk2)‖ + ε,Mk2 , . . . ,Mkd) ∈ intAK, де K = (0, k2, k3, . . . , kd). Нехай an — самий правий ву-
зол сплайна φ(Mk2). В силу леми 7 для всiх ε > 0 iснує L
r,∪
∞,∞(R−) – iдеальний сплайн ψ =
ψ(ε) = φ(a(ε), λ(ε)), де вектори a(ε) = (a1(ε), a2(ε), . . . , an+1(ε)) i λ(ε) = (λ1(ε), . . . , λn+1(ε)) та-
кi, що a1(ε) > a2(ε) > . . . > an+1(ε) =
an
2 i λ1(ε), . . . , λn+1(ε) > 0, такий, що для i = 2, . . . , d∥∥ψ(ki)(ε)∥∥ = Mki i ‖ψ(ε)‖ = ε + ‖φ(Mk2)‖. Для i = 1, . . . , n + 1 покладемо a∗i := limε→+∞ ai(ε) (при
цьому границi можуть бути скiнченними або нескiнченними). Ясно, що a∗1 =∞. Припустимо, що
функцiя λ1(ε)a
r−k1
1 (ε) обмежена при ε→ +∞. Тодi в силу леми 8 λ1(ε)a
r−ki
1 (ε)→ 0 при ε→ +∞
для всiх i = 2, . . . , d. Це означає, що a∗2 = ∞, оскiльки в силу зауваження 6 i того факту, що
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an+1(ε) ≡
an
2 , всi границi a
∗
i , i = 2, . . . , n+ 1, не можуть бути скiнченними. Повторюючи аналогi-
чнi мiркування ми отримаємо, що для деякого i = 1, . . . , n функцiя λi(ε)a
r−k1
i (ε) є необмеженою
при ε → ∞. Це означає, що норму
∥∥ψ(k1)(ε)∥∥ можна зробити скiльки завгодно великою. В силу
опуклостi множини Ak це означає, що виконується (8).
Крiм того, оскiльки при виконаннi (9) для довiльного Mk1 , для якого виконується строга
нерiвнiсть (10), маємо (8), то для таких Mk1 Mk ∈ intAk.
Нехай тепер d = 2n. В силу леми 7 для всiх a > 0 iснує сплайн ψ(a) з n вузлами, один з
яких розташовану у точцi a такий, що виконуються рiвностi Mk2(ψ(a)) = Mk2 . При a → 0 має
мiсце поточкова збiжнiсть ψ(a) → φ(M2k2), а отже при достатньо малих a
∥∥ψ(k1)(a)∥∥ < Mk1 .
Переходячи до границi при a→∞ i застосовуючи мiркування аналогiчнi до випадку непарного
d отримаємо справедливiсть (8).
Теорему доведено.
Зауваження 7 Теорема 10 є аналогом результатiв §6 глави 2 в [5].
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