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Abstract 
This work has as main purpose the study of some aspects related to the sphere 
packing problem in hyperbolic plane. 
We developed two cases with respect to packings in hyperbolic plane (2-
dimensional) . The first is the study of local density of "tilings" (p, q) of the plane: we 
proved that the limit of local density exists and is equal to ~ when p e q tend to oo. Then, 
the local density is smaller than the best know bound, the simplicial density d2 = -ª-. This r. 
result naturally lead to the second case which determines if the maximal local density is 
attained in Voronoi regular cells, at least in the cases of packings associated to lattices. 
To deal with this situation, we disturbed a regular polygon with 4g edges whi-
ch is the Voronoi cell o f a group isomorphic to the fundamental group of a compact surface 
of genus g. Moreover, we analysed the local behaviour of the density function. In this 
way, we defined a proper projection on the teichmuller space Tg with a pseudo-homotetie 
of hyperbolic space. We also analysed the partia} derivate of the pseudo-homotetie cons-
tant in presence of the disturbance, obtaining evidences that regular polygons, among 
all fundamental domains of compact hyperbolic surfaces of a given genus, are points of 
ma.xima of the density function. 
xi 
Resumo 
O principal objetivo deste trabalho é o estudo de alguns aspectos referentes ao 
problema de empacotamento de esferas no plano hiperbólico. 
Neste caminho, desenvolvemos duas questões referentes a empacotamentos 
no plano hiperbólico (bi-dimensional) . A primeira delas é o estudo da densidade local 
de ladrilhamentos (p, q) do plano. Provamos que o limite da densidade local quando p 
e q tendem a oo existe e é igual a ~ , portanto menor que o melhor limitante conhecido, 
a densidade simplicial d2 = ~. Este resultado conduz naturalmente à segunda questão 
de determinar se, ao menos nos casos de empacotamentos associados a reticulados, a 
densidade local maximal é atingida em domínios de Voronoi regulares. 
Afim de estudar esta questão, perturbamos um polígono regular de 4g la-
dos, domínio de Voronoi de um grupo isomorfo ao grupo fundamental de uma superfície 
compacta de genus g e estudamos o comport amento local da função densidade. Para isto 
definimos uma projeção adequada no espaço de teichmuller Tg , a partir de uma pseudo-
homotetia do espaço hiperbólico. Analisamos então as derivadas parciais da constante de 
pseudo-homotetia como função da perturbação obtendo indícios que polígonos regulares, 
associados a todos domínios fundamentais de superfícies hiperbólicas compactas de um 
dado genus, são pontos de máximo da função densidade. 
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Introdução 
O principal objetivo deste trabalho é o estudo de alguns aspectos referentes ao problema 
de empacotamento de esferas no plano hiperbólico. 
Iniciamos o texto com a apresentação de conceitos essenciais ao desenvolvimento do 
trabalho: "Geometria Hiperbólica e Grupos Fuchsianos " - capítulos 1 e 2 que tem como 
texto base [11], e para referências complementares podemos olhar para [3] e [20]. O caráter 
destes dois capítulos iniciais é apresentar as preliminares. 
Estudamos a geometria hiperbólica no caso n-dimensional, que é uma extensão natu-
ral do caso bi-dimensional. Apresentamos modelos hiperbólicos que facilitam muito seu 
manuseio. O mais usado a posteriori foi o modelo do disco de Poincaré e muitos dos 
resultados aqui apresentados, em particular os resultados com respeito às leis do seno e 
cosseno, distância entre dois pontos e o famoso teorema de Gauss-Bonnet, que relaciona 
a área do triângulo com seus ângulos internos. 
Já no capítulo sobre Grupos Fuchsianos, tratamos de questões mais relevantes tais 
como, os domínio de Voronoi e o Teorema de Poincaré, apresentado em forma de corolário 
(2.2.20), que foi largamente usado no capítulo 3 e 4, em especial na seção 4.2.5. 
Em seguida, no capítulo 3, introduzimos o problema de empacotamento de esferas em 
sua forma genérica, apresentando em primeira instância alguns resultados importantes 
para o caso euclidiano e a seguir, as definições necessárias para o estudo do problema de 
empacotamento em espaços hiperbólicos. Neste caso, fazemos também uma apresentação 
de diversos resultados importantes, cobrindo parte relevante da literatura atual sobre 
o tema. Apesar de nosso interesse primordial ser em empacotamentos, apresentamos 
em paralelo alguns resultados sobre recobrimentos, uma vez que isto não exige esforços 
adicionais de nossa parte. 
)To capítulo 4, que contém a parte original deste trabalho, desenvolvemos duas questões 
referentes a empacotamentos no plano hiperbólico (bi-dimensional). A primeira delas é 
o estudo da densidade local de ladrilhamentos (p, q) do plano. Provamos que o limite da 
densidade local quando p e q tendem a oo existe e é igual a ~ , sendo portanto menor que 
o melhor limitante conhecido, a densidade simplicial d2 = -ª-. Este resultado conduz natu-7T 
ralmente à questão de determinar se, ao menos nos casos de empacotamentos associados 
a reticulados, a densidade local maximal é atingida em domínios de Voronoi regulares. 
Para estudar esta questão, perturbamos um polígono regular de 4g lados, domínio 
de Voronoi de um grupo isomorfo ao grupo fundamental de uma superfície compacta de 
genus g e estudamos o comportamento local da função densidade. Para isto, precisamos 
definir uma projeção adequada no espaço de teichmuller T g, definida a partir de uma 
pseudo-homotetia do espaço hiperbólico. Analisamos então as derivadas parciais da cons-
xix 
XX ÍNDICE 
tante dE: pseudo-homotetia como função da perturbação obtendo que, ao menos para uma 
perturbação restrita a um semi espaço fechado, a função densidade atinge um máximo 
local no polígono regular . Embora parciais e não tão conclusivos quanto desejávamos, 
obtemos indícios que este é de fato um ponto de máximo local da função densidade. Para 
entender o comportamento da constante de pseudo-homotetia, fizemos uso do programa 
"Mathematica" . O algoritmo implementado pode ser encontrado no apêndice. 
Capítulo 1 
Geometria Hiperbólica 
Apresentamos aqui conceitos e resultados de geometria hiperbólica que serão usados nos 
próximos capítulos. Pretendemos simplesmente nos situar com respeito a essas ferramen-
tas , de modo que foge aos nossos objetivos a demonstração de todos os resultados aqui 
apresentados. 
Estudaremos o caso n-dimensional do espaço hiperbólico que é uma extensão natural 
do caso bi-dimensional. Kos capítulos seguintes, usaremos principalmente o modelo do 
disco de Poincaré e muitos dos resultados aqui apresentados, em particular os resultados 
com respeito às leis do seno e cosseno, distância entre dois pontos e o famoso teorema de 
Gauss-Bonnet, que relaciona a área do triângulo com seus ângulos internos. 
Esta magnífica teoria, que tem aberto muitos caminhos novos e promissores em várias 
linhas de pesquisa, ocupou os geômetras por ma.is de 2000 anos culminando em alguns 
dos desenvolvimentos de maior alcance da matemática moderna e devido a isto achamos 
importante comentar um pouco sobre sua história. 
1.1 No tas Históricas 
As geometrias não-euclidianas foram descobertas a partir das tentativas de provar o postu-
lado das paralelas como um teorema a partir dos restantes nove "axiomas" e "postulados 
" da geometria euclidiana. 
O postulado das paralelas de Euclides teve vários substitutivos, o mais comumente 
usado é aquele que se tornou conhecido nos tempos modernos, enunciado pelo matemático 
e físico escocês J ohn Playfair (1748- 1819), embora essa alternativa particular tivesse sido 
usada por outros e tivesse sido enunciadas já no século V por Proclo: Por um ponto fora 
de uma reta dada há uma e apenas uma paralela a essa reta. 
A primeira investigação realmente científica do postulado das paralelas só foi publi-
cada em 1773 e seu autor é o jesuíta italiano Girolamo Saccheri (1667 - 1733). Nesse 
trabalho, intitulado Euclides ab omni naevo vindicatus, Saccheri aceita as vinte e oito 
proposições iniciais dos Elementos de Euclides que não necessitam dos postulado das pa-
ralelas para sua demonstração. Com a ajuda desses teorema, ele empreendeu o estudo 
de um quadrilátero ABCD no qual os ângulos A e B são retos e os lados AD e BC são 
iguais. Traç ando as diagonais AC e BD e usando então teoremas simples de congruência 
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(que se encontram entre as vinte e oito proposições iniciais de Euclides) , Saccheri mos-
trou facilmente , como poderia fazê-lo um aluno do primeiro grau, que os ângulos D e 
C são iguais. Há então três possibilidades: os ângulos D e C são ângulos agudos, retos 
ou obtusos iguais. Saccheri referiu-se a essas três possibilidades como hipótese do ângulo 
agudo, hipótese do ângulo reto e hipótese do ângulo obtuso. Seu trabalho recebeu pouca 
consideração de seus contemporâneos e logo foi esquecido, e somente foi ressuscitado em 
1889 por seu conterrâneo Eugenio Beltrami. 
'Ihnta e três anos após a publicação da obra de Saccherri, o suíço J ohann Heinrich 
Lambert escreveu uma investigação semelhante intitulada Die Theorie der Parallellini-
en que, porém, só foi publicada depois de sua morte. Lambert tomou um quadrilátero 
contendo três ângulos retos (metade de um quadrilátero de Saccheri) como figura funda-
mental e considerou três hipóteses conforme o quarto ângulo fosse agudo, reto ou obtuso. 
E foi consideravelmente além de Saccheri na dedução das proposições com as hipóteses do 
ângulo agudo ou do ângulo obtuso. Assim, como Saccheri, ele mostrou que para as três 
hipóteses a soma dos ângulos de um triângulo é menor, igual ou maior que dois ângulos 
retos, respectivamente, e então, indo além, que a deficiência abaixo de dois ângulos retos, 
na hipótese de ângulo agudo, ou o excesso de dois ângulos retos, na hipótese do ângulo 
obtuso, é proporcional a seu excesso esférico e conjecturou que a geometria decorrente da 
hipótese do ângulo obtuso, é proporcional à área do triângulo. Observou a semelhança 
entre a geometria decorrente da hipótese do ângulo obtuso e a geometria esférica na qual 
a área do triângulo é proporcional a seu excesso esférico e conjecturou que a geometria 
decorrente da hipótese do ângulo agudo poderia talvez se verificar numa esfera de raio ima-
ginário. A hipótese do ângulo obtuso foi el.iminada, fazendo a mesma suposição tácita de 
Saccheri, mas suas conclusões com respeito à hipótese do ângulo agudo foram imprecisas 
e insatisfatórias. 
Adien-Marie Legendre (1752- 1833) , analista francês do século XVIII, começou di-
ferente, considerando as hipóteses de a soma dos ângulos internos de um triângulo ser 
menor, igual ou maior que dois ângulos retos. Assumindo tacitamente a infinitude da 
reta, foi capaz de eliminar a terceira hipótese, mas , apesar de várias tentativas, não 
conseguiu descartar a primeira. Todos esses esforços apareceram nas sucessivas edições 
de seu É'léments de Géométrie, um texto largamente adotado, e dessa forma Legendre 
contribuiu muito para popularizar o problema do postulado das paralelas. 
Não é de se surpreender que não se tenha encontrado nenhuma contradição sob a 
hipótese do ângulo agudo, pois hoje se sabe que a geometria desenvolvida a partir de uma 
coleção d.e axiomas compreendendo um conjunto básico de axiomas crescido da hipótese 
do ângulo agudo é tão consistente quanto a geometria euclidiana desenvolvida a partir 
do mesmo conjunto básico acrescido da hipótese do ângulo reto, isto é, o postulado das 
paralelas é independente dos demais postulados e devido a isso não pode ser deduzi-
do dos demais. Os primeiros a suspeitarem desse fato foram o alemão Kade Friedrich 
Gauss, o húngaro Janos Bolyai (1802 - 1860) e o russo Nicolai lvanovitch Lobatchevsky 
(1793- 1856). Esses homens abordaram a questão através do postulado das paralelas 
na forma. de Playfair, considerando as três possibilidades seguintes: Por um ponto dado 
pode-se traçar mais do que uma, exatamente uma ou nenhuma paralela a uma reta dada. 
Essas situações equivalem, respectivamene, às hipóteses do ângulo agudo, reto e obtuso. 
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Novamente, assumindo a infinitude da reta, elimina-se o terceiro caso facilmente. Sus-
peitando, a tempo, que sob a infinitude da reta, elimina-se uma geometria consistente, 
cada um deles, de modo independente, levou a tempo desenvolvimentos geométricos e 
trigonométricos ambos a partir dessa hipótese {ângulo agudo). 
É provável que Gauss tenha sido o primeiro a alcançar conclusões penetrantes relativas 
à hipótese do ângulo agudo, mas, como nunca publicou nada sobre essa matéria em toda 
a sua vida, a honra da descoberta dessa geometria não-euclidiana é dividida entre Bolyai 
e Lobatchevsky. Bolyai publicou suas primeiras descobertas em 1832 num apêndice de 
um livro de matemática de seu pai. Mais tarde ficou-se sabendo que Lobatchevsky havia 
publicado descobertas semelhantes já em 1829- 1830, mas, devido às barreiras da língua 
e à lentidão com que as informações de novas descobertas se propagavam naqueles dias, 
seu trabalho permaneceu ignorado na Europa Ocidental por vários anos. 
A real independência do postulado das paralelas dos outros postulados da geometria 
euclidiana só foi estabelecida inquestionavelmente por Beltrami, Arthur Cayley, Felix 
Klein, Henri Poincaré e outros. O método consistia em construir um modelo euclidiano 
para esta geometria, de modo que o desenvolvimento abstrato da hipótese do ângulo 
agudo pudesse ter uma interpretação concreta no espaço euclidiano. Então, qualquer 
inconsistência na geometria não-euclidiana implicaria uma inconsistência correspondente 
na geometria euclidiana. 
Em 1854, Georg Friedrich Bernhard Riemann (1826- 1866) mostrou que, descartandcr 
se a infinitude da reta, e admitindcrse simplesmente que a reta seja ilimitada, então, com 
alguns outros ajustamentos pequenos nos demais postulados, pode-se desenvolver uma 
outra geometria não-euclidiana consistente a partir da hipótese do ângulo obtuso. As três 
geometrias, a de Bolyai e Lobatchevsky, a de Euclides e a de Riemann foram batizadas 
por Klein em 1871 de geometria hiperbólica, geometria parabólica e geometria elíptica, 
respectivamente. 
1.2 Transformações de Mõbius 
Abordaremos nesta seção as tranformações de Mobius que foram vistas no estudo de 
superfícies de Riemann, como transformações que matém um disco ou o semi-espaço inva-
riantes. Trataremos estes semi-espaços apenas como um conjunto, sem qualquer estrutura 
adicional. 
Mais adiante, estudaremos modelos euclidianos para a geometria hiperbólica. Apenas 
a título de exemplo, consideremos o Plano de Lobatchevsky 
Neste modelo, assumimos que os arcos de circunferência e os segmentos de reta ortogonais 
ao bordo 
âlHin = {X= (xl , ... , Xn) E IRnlxn =O} 
sejam as "linhas retas" da geometria hiperbólica. Como a abordagem que adotaremos 
será essencialmente riemanniana e não axiomática, torna-se interessante estudarmos as 
transformações que mantêm invariante lH!n (considerado como conjunto), assim como o 
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conjunto de suas "linhas retas". Estas t ransformações são as assim chamadas transfor-
mações de Mobius. 
Com•:!çaremos introduzindo os dois tipos de transformações de Mobius, as inversões e 
as reflexôes. 
1.2.1 Inversões e Reflexões 
Consideremos o espaço euclidiano n -dimensionallRn e sua compactíficação por um ponto 
.in = lR11 U { oo}, onde as vizinhanças do assim chamado ponto ideal oo são os conjuntos 
da forma (lRn\A) U { oo} onde A é um conjunto compacto qualquer de lRn . Com esta 
topologia , .in é homeomorfo à esfera 
Sn = {X= (x 1,X2, ... , Xn) E JRn+l llxl 2 =XI + ···+ x;+l = 1} · 
De fato, considerando a imersão i (x1, .. . , Xn) = (x1, .. . , Xn, O), i : JR.n .- JR.n+l , podemos 
definir a projeção estereográfica 
1fN : Sn\ {N} -i (JR.n) ~ JR.n 
onde N := (0, .. . , O, 1) é o polo norte da esfera. Esta projeção é definida do seguinte modo 
(figura 1.1): 
--- - -
1 ___ ------J 
Figura 1.1 
Dado um ponto X E sn \ { N}' existe uma única reta determinada por X e por N. Sendo 
x i N , sua última coordenada é diferente de 1, logo a reta por x e por N interceptará o 
hiperplano i (.IR11) em um único ponto que denotaremos por 7rN (x). É simples verificarmos 
que se x = (xi ,X2, ... ,Xn+l) então 
1 
1fN (x) = (x1, x2, ... , Xn , O) . 
1 - Xn+l 
Mais ainda, podemos verificar diretamente que 7rN é um homeomorfismo. Além disto, se 
(xn)~::l for uma sequência em sn , constatamos que 
lim xn = N ~ lim lnN (xn)l = 00. 
n~oo n-+oo 
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Portanto ao adicionarmos um ponto ideal a IRn e definirmos suas vizin_!:anças como 
acima, a projeção estereográfica se estende a um homeomorfismo 1r : sn ~ IRn. 
Denotaremos por Sr (a) a esfera de IRn de centro a e raio r. Por interior de Sr (a) enten-
demos o conjunto { x E JR1l l lx - ai < r} e por exterior de Sr (a) o conjunto 
{x E IRnllx - ai > r }. Desta forma seja 
Definição 1.2.1 Dada uma esferaS = Sr (a) no espaço euclidwno a inversão is :in-+ 
in em torno de S é a aplicação tal que is (a) = oo, is ( oo) = a e par-a x rt {a, oo}, is (x ) 
é o único ponto da reta ax tal que la- x lla- is (x )l = r 2. 
Proposição 1.2.2 Dada uma esferaS= Sr (a), temos para todo x i= a, oo, 
. ( ) 2 x-a ts x =a+ r 2 . lx-ai 
(1.1) 
Demonstração: De fato, os pontos x, a e a+ r2 1 ;_:::-~2 são colineares e 
la - x lla- (a+ r2 x - a 2) I = r2 Ja - xll x - a 21 = r2. 
lx - ai lx-ai 
D 
Consideremos um hiperplano compactificado P Pt (a) U { oo }, onde 
Pt (a) = {x E lRnl (x, a) = t} é um subespaço afim de lRn. Assim temos, 
Definição 1.2.3 Definimos a reflexão ip em P como a aplicação que a cada ponto x E JR1l 
assoc1.a um ponto ip (x ) tal que o segmento de reta por x e ip (x ) é ortogonal a P e 
intercepta o plano P em seu ponto médio. 
Em particular, ip matém fixos os pontos de Pt (a ) e por definição ip (oo) = oo. 
Daqui por diante entenderemos por esferas tanto as esferas Sr (a) como hiperplanos 
compactificados Pt (a ) U { oo }. Neste caso, denotaremos a esfera por :E e reservaremos a 
notação S e P para os casos em que a distinção for relevante. 
Proposição 1.2.4 Sejais a inversão na esfera S . Então, para toda esfera :E, is (:E) é 
uma esfera. 
Demonstração: SejaS= Sr (a). Se denotarmos por Ta (x ) = x + a a translação por 
um vetor a , decorre da proposição anterior que is =Ta ois· o T_a, onde S* = Sr (0). De 
fato, pela proposição anterior e da definição de Ta , segue que 
. 2 x-a . Ta o ts· o T_a (x ) =r 2 +a= ts (x) . lx-ai 
Sabendo que a translação preserva esferas (por ser uma isometria de IRn) é suficiente 
provarmos a proposição para is-. Toda esfera :E pode ser definida como o conjunto dos 
pontos x que satisfazem uma equação da forma 
c lxl2 - 2 (x, a) + 8 =O (1.2) 
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para é, 8 E R e a E Rn e toda equação desta forma define uma esfera. Mas is· (x ) = r2~ 
(e lxl = is:~x)) de modo que se x satisfaz a equação (1.2), is (x) satisfaz a equação 
é - 2 (is (x), a) + 6lis (x)l2 =O, 
que também é a equação de uma esfera. o 
Corolário 1.2.5 Sejam S = Sr (a) e S' = Sr (a') esferas e P = Pt (b) um hiperplano. 
Então, 
i) Se a E P, ís (P) = P e se a tJ. P então is (P ) é uma esfera contendo o ponto a. 
i i) Se. a E S' então is ( S') é um plano e se a í S' então is ( S' ) é uma esfera. 
Demonstração: Considerando a proposição anterior, basta notarmos que is (a) = oo e 
is (oo) ==a. O 
Definiçiio 1.2.6 Uma apl'tcação diferenciável <I> : Rn ~ Rn é dita conforme se <I> preserva 
ângulos entre curvas continuamente diferenciáveis. 
Proposição 1.2.7 Para toda esferaS = Sr (a), a inversão is é uma aplicação conforme 
de Rn\ {a}. 
Demonstração: Se denotarmos S' = Sr (0), temos que is = T0 ois' o T_a , onde 
Ta (x) = x +a é a t ranslação por a. Obviamente Ta é conforme, pois é uma isometria 
(dTa = l). Logo, para demonstrarmos a proposição podemos supor S = S' = Sr (0), 
de modo que is (x) = r2~. Apenas para evitar confusão com os índices, denotemos 
is (x) =<I> (x) = (<I>dx), ... , <I>n (x)), onde 
Temos então que 
ô<I>i 2 ( Óij XiXj ) r 2 (r ) 
ôxi =r lxl2 - 21xl2 = lxl2 oi;- 2x,xJ 
ou então, em forma matricial, 
onde a matriz Bx é simétrica (Bx = B!J e (Bx)2 = B x. Fazendo uso disto e desenvolvendo 
o quadrado, temos a igualdade 
e obtemos assim que <I> = is é conforme. o 
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1.2.2 O grupo de Mõbius 
Definição 1.2.8 Uma transformação de Mobius de in é uma composzção de um número 
finito de reflexões em h'tperplanos e inversões em esferas. O conJunto de transformações 
de Mobius de in é chamado de grupo geral de Mobius o qual denotaremos por GM (in). 
É simples constatarmos que G M (in) é um grupo. Temos da definição que este é 
fechado por composição e esta é associativa. Para determinarmos a existência de elemen-
tos inversos, basta observarmos que cada gerador u de GM (in) (uma inversão ou um 
reflexão) é um elemento de ordem 2, ou seja, u2 = id. Notemos que, sendo as reflexões e 
as inversões elementos que invertem a orientação de Rn, temos que um elemento qualquer 
u E G M (in) preservará a orientação se e somente se for composição de um número 
par de inversões e reflexões. É fácil verificar que a inversa de um elemento que preserva 
orientação também preserva orientação, assim como a composição de dois tais elementos. 
Temos então a seguinte definição: 
Definição 1.2.9 O grupo de Mobius M (i") é o subgrupo de GNI (i") formado pelas 
transformações de Rn que preservam a orientação. 
A imersão 
de in em in+l, induz uma imersão de G M ( fiin) em G M ( fiin+I): ao considerarmos 
inversão is em esfera Sr (a), obtemos inversão is em torno da esfera Sr (ã) e ao con-
siderarmos reflexão ip em um plano P = Pt (a) obtemos a reflexão ip no hiperplano 
Pt(ã). Assim, para cada elemento q> E GM (iRn) obtemos elemento ~ E GM (in+ I) 
que extende a ação de q,, no sentido de termos 
- - ~ ------
q, (x) = q, (x1, x2, .. . , Xn , O)= q>(x1, x2, .. . , Xn) = q, (x) . 
Apenas para futura referência, enunciaremos o seguinte resultado: 
Teorema 1.2.10 SeJa 
~ef-nida como acima. Então a imersão é um homeomorfismo de grupos, ou seja, 0ii) = 
q>w. Além disso, o hiperplano 
8 
assim como os semi-espaços 
{ (xl: X2, ... , Xn) E lRn lxn > O} , 
{ (xl ,x2 , ···,Xn) E lRn iXn <O} 
são invariantes pela ação de <f>, para todo <P E G M ( i.n) . 
1.3 Os Modelos Hiperbólicos 
Geometria. Hiperbólica. 
Além de tornar a geometria Hiperbólica tão consistente quanto a euclidiana, os modelos 
facilitam muito a introdução e o manuseio de objetos. Os modelos que pretendemos 
t rabalhar são: o modelo do semi-plano superior de Lobatchevsky-lHin e o modelo do disco 
de Poinc:aré-ID>n. Como conjuntos, definimos 
W = {x = (x1, ... , Xn. ) E lRnlxn > O} 
ID>n = {x = (x1, ... , Xn) E lRn l lxl < 1} · 
Trataremos os modelos hiperbólicos lHin e ID>n como variedades Riemannianas. Co-
meçaremos apresentando a definição de produto interno. 
1.3.1 O Modelo de Lobatchevsky 
Uma métrica riemanniana (ou estrutura Riemanniana) em uma variedade diferenciável M 
é uma correspondência que associa a cada ponto p de M um produto interno ( , )P (ist o 
é, uma forma bilinear simétrica, positiva definida) no espaço tangente TpM , que varia 
diferendalmente no seguinte sentido: Se O! : U C JRn---?M é um sistema de coordenadas 
locais em torno de p, com O! (xb x2, ... , xn) = q E O! (U) e a~í (q) = dO!q (0, ... , 1, ... , 0), 
então I il~ · (p), a~ - (q) ) = c/>ij (x1, x2 , ... , xn) é uma função diferenciável em U. 
\ • t q 
Definiçào 1.3.1 Definimos o produto interno ( , ) : T)Hin x TzlHin -4 IR no ponto x E 
lHfn e X== (x1, ... , Xn), por 
A forma quadrática associada é dada por 
Jdx2 + · · · + dx2 
d l n S -- . 
A métrica riemanniana acima é induzida do produto interno da definição 1.3.1. Com esta 
estrutura., o semi-espaço JHln é chamado de espaço hiperbólico n - dimensional e a dita 
métrica riernanniana de métrica hiperbólica. 
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Definição 1.3.2 Definimos a norma I I : Hn----? JR+ no ponto z E lHin por lvl = VfU:V} 
onde v E Tz IH!n. 
Definição 1.3.3 SeJam VI= (a1 , . .• ,an) e v2 = (b1, .. • ,bn) vetores em Tz W. Definimos 








Vl · V2 
Prop osição 1.3.4 O ângulo hiperbólico entre VI e v2 em TzlHln é o mesmo que o ângulo 
euclidtano entre v 1 e v2 em Rn. Em outras palavras a inclusão i : lHin ----? lHin é conforme. 
D emonstração: Basta observar que em JRn, (vi , v2)(R") = (a1b1 + · · · + anbn), 
lvi iJRn = J (vi, vi)JR..,. e cos {3 = lv <~1 ,vl )RI onde {3 é ângulo euclidiano entre VI e V2. Assim 
1 R"· V2 iR" 
(vi , v2)(~~") = -fr (vl , v2 )(1R") e lviiiEI" = L lv~ IJRn· O 
Diante da proposição 1.3.4, podemos sempre olhar para os ângulos hiperbólicos como 
ângulos euclidianos. 
Definição 1.3.5 Seja [a, b] um intervalo fechado e 
"f : [a, b]----? Hn (1.3) 
uma curva parametrizada C1 por partes em lHin, onde r (t) = (x 1 (t ), ... , Xn (t )) . Definimos 
o comprimento de 'Y por 
De modo geral, se considerarmos a aplicação~: [0, 1] - [a, b] definida por r/> (t ) = a+bt 
e o caminho ::Y (t) = "f o <P (t) = 'Y (a + bt) obtemos pela regra da cadeia que 
logo podemos assumir, e o faremos constantemente daqui por diante, que 'Y esteja definida 
no intervalo I = [0, 1]. 
A seguir definiremos a distância em IH!n. Não é uma tarefa difícil verificar que é uma 
métrica. 
D efinição 1.3.6 Dados dois pontos z e w E JH[n a distância entre z e w é defimda pela 
fórm·ula 
d (z, w) = inf Ih li , 
onde o ínfimo é considerado sobre o conjunto das curvas continuamente diferenczáveis por 
partes 'Y: I----? lHin, com "f (O) = z e "f (1) = w . 
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Devemos nos referir ao espaço Hn como um espaço métrico com a métrica definida 
por d . 
Veremos, agora, como sã.o as geodésicas em Hn. 
Geodésicas e Isometrias de JHin 
D efinição 1.3. 7 Uma curva 'Y : I ~ Hn é dita geodésica em Hn, se para quaisquer 
pontos s, r E I tivermos 
ou seja, se 'Y minimizar a distância entre os pontos de seu traçado. 
Afim de determinarmos todas as geodésica de lHin , mostraremos a seguir que a extensão 
da açã.o de G 1\1 ( in-l) em Hn é uma açã.o isométrica. Logo em seguida veremos que dados 
dois pontos x, w E IH!n existe elemento <I> E GJ\1 (in-1) tal que a imagem de uma reta 
verticall por <I> é uma curva <I> (l) contendo os pontos z e w. Assim, obteremos que <I> (l) 
é geodésica contendo os pontos. 
Começaremos mostrando que as transformações de Mobius agem em IHin como isome-
trias. 
Teorema 1.3.8 A métrica ríemanniana 
ds2 = (dx1)
2 
+ · · · '>+ (dxn)
2 
(xnt 
de iH[n é invariante pela ação de elementos <I> E G M ( in-1), ou seja 
Demonstração: Como a composição de isometrias é uma isometria, basta demonstrar-
mos o teorema para os geradores de G ]1,1 ( _in-l), ou seja, para reflexões e inversões. Para 
isto basta demonstrarmos que, para todo par de pontos x, w E IHin com x = (x1, ... , xn) e 
w = (w1, ... , Wn), temos que 
(1.4) 
é invariante por <!> , onde ~ é a extensão de Poincaré de uma inversão ou reflexão <I> E 
GM (in-I) . Suponhamos então que~ seja uma reflexão em torno de um plano Pt (ã). 
Como 4> é uma isometria euclidiana, temos que 
~~<I> (x) - ~ (w) l = lx - wl 
1.3 Os Modelos Hiperbólicos 11 
para todo par x, w E lHin c JR.n. Além disto, como a está contido no plano 
{x = (x1, ... , Xn) E JR.n lxn = 0}, temos que 
<J?n (w) = Wn 
para todo w E IR'\ onde entendemos que <f? (z) = (<1?1 (z) , .. . , <l?n (z) )~e temos portanto 
que 1.4 é invariante por extensões de reflexões. Suponhamos agora que q, seja uma inversão 
em um esfera Sr (ã). A proposição 1.2.2 nos garante que 
( - -) - - x - a w-a I q, (X) - q, ( w) I = r2 - 2 - - 2 ix-ai lw- ai 
1 
2 ( 1 2 ( (X - ã) , ( W - ã)) 1 ) 2 
=r 2- 2 2 + 2 lx - ai lx - ai lw - ãi lw - ãi 
(1.5) 
1 
2( x-ã w-ã )2 
= r ix - ãi2 ' iw - ãi2 
2 ix - wl 
= r ix - ãilw - ãl 
Mas se considerarmos novamente a expressão obtida em 1.1 , podemos constatar que a 
n-coordenada de <I? ( x) e <I? ( w) se expressam por 
e substituindo em 1.5 obtemos que 
j<J? (x) - <I? (w)j_ lx- wl2 
<J?n (x) <J?n (w) - XnWn 
(1.6) 
e temos demonstrado que, também para o caso de extensões de inversões, a métrica rie-
manniana é invariante. O 
Mostraremos agora uma proposição simples mas essencial para determinarmos as ge-
odésicas de JHin: 
Proposição 1.3.9 Seja Ç} o conjunto de todas as semi-c'trcunferências e sem2-retas de 
lHin ortogonais ao plano Xn = O. Então, GM (in-l) age transttivamente sobre Ç}, ou 
seja, dados 11, 12 E Ç existe <l> E G M ( ííin-l) tal que <Í> ( 1 1) = "12 . 
Demonstração: Consideremos antes o caso em que 'Yl ou "12 sejam duas semi-retas 
ortogonais ao hiperplano {xn = 0}. Consideramos os pontos p1 e p2 de intersecção destas 
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semi-retas (ou seus prolongamentos) com o plano Xn = O, e denotamos por q o ponto 
médio do segmento PIP2· Seja P = Pt (a) o hiperplano de 1Rnc JRn+I ortogonal a p1p2 e 
contendo o ponto q. Por simples semelhança de triângulos demonstra-se que a reflexão IP 
no plane- Pt (ã) é a isometria que procuramos, ou seja, iP (11) = /2 · 
Para completarmos a demonstração basta considerarmos o caso em que / I é uma semi-
circunferência ortogonal ao hiperplano Xn = O, enquanto 12 é uma semi-reta ortogonal a 
este mesmo hiperplano. Sem perda de generalidade (devido ao primeiro passo da demons-
tração), podemos supor que ambas as curvas interceptam o plano Xn = O em um mesmo 
ponto comum q. Seja p o outro ponto da intersecção de 1 1 com o hiperplano X11 = O. 
Considere então a esfera S de centro em p e raio r = IP - q I· Temos então que / I passa 
pelo cemro de S, logo de acordo como corolário 1.2.5 is (!1) é urna semi-reta. Mas como 
q E S este fica fixo por is, logo, is (11) é uma semi-reta passando por q. Mas o hiperplano 
Xn = O é invariante por is (pois contém o centro de S) e sendo / I ortogonal a este plano 
eis conforme proposição 1.2.7, temos que is ("y1 ) t ambém é ortogonal a este hiperplano. D 
Denotemos por zi E n:nn o seguinte ponto, zi = (zL ... z~) . Vejamos então o corolário 
abaixo. 
Corolário 1.3.10 Dados dois pares de pontos (z1, z 2 ) e (-w1, w2) de lli[n com d (z1, z2 ) = 
d (w1, w2) existe <I> E GM (in-l) tal que cf? (i) = wi 1 i = 1, 2. 
Demonstração: Sejam a: , {3 semi-circunferências ou semi-retas ortogonais ao hiper-
plano P = {xn =O} contendo os pontos (zl, z2 ) e (w1, w2) respectivamente e seja 1 semi-
reta ortogonal a P, interceptando P em um ponto a. Pela proposição anterior, sabemos 
que existem <I>1, <I>2 E GM (in-l) tais que <Í>1(a:) = 1 = <Í>2(,6). Sejam s = <Í>1(z1)n 
e t = <Í> 2 ( w1 )n as últimas coordenadas dos pontos <Í> 1 (z1) e cl>2 ( w1) respect ivamente. 
Se considerarmos a esfera S de centro a e raio r = ,JS7,, temos que <Í>3 = is mantém 
1 invariante e ~3 ( ~1 (z1)) = ~2 (w1 ) . Temos então que ou ~3 ( ~1 (z2)) = ~2 (w2 ) 
ou então <1>3 (~ 1 (z1) ) é o ponto médio (hiperbólico) entre <Í>3 (ci>1 (z2 )) e <Í>2 (w2), pois 
~3 (<i>I (:~ 1 )) = ci>2(wl) e 
d ( <f?3 ( <f?l ( z2)) , <f?3 ( <f>l ( zl))) = d ( z2, zl ) 
= d ( w2' wl) = d ( <f?2 ( w2) ' <f>2 ( wl)) . 
Escolhemos ~4 como sendo a transformação identidade caso ocorra a primeira das possibi-
lidades, ou como sendo a inversão na esfera de centro a e raio t = <1>2 ( w 1 )n e obtemos que 
<1> 4 ( <Í>3 ( 4"?1 (zi))) = &2 (wi), para i = 1, 2, ou seja, se definirmos <I>= (<I>2) - 1o<I>4o<I>3o<I> 1 E 
GM (i.n-l), temos que ~ (zi) = wí, i = 1, 2. D 
Se a a.ção de um grupo de isometrias G em um espaço métrico M satisfaz a condição 
do corolário, dizemos que a ação de G é bi-transitiva. 
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Agora veremos um resultado que nos possibilita determinar as geodésicas em 1Hin. Com 
este fim seja âiHI~ = { (x1 , ... , Xn) E lRnlxn =O} U { oo }. 
P roposição 1.3.11 As geodésicas em IHin são as semi-retas e semi-circunferências orto-
gonais âiBI~. 
Demonstração: Considere os pontos z1 = (x1, ... , Xn-b a) e z2 = (x1, ... , Xn-1, b) com 
b > a > O e consideremos "' : I --+ IHin curva continuamente diferenciável por partes 
ligando estes dois pontos. Então, 
(
d.%t (t) )
2 + .. . + (c:b:n(t) ) 2 I c:b:,. (t ) I 
11 dt dt 1
1 
dt -lbll = o _:._ ___ (_)---dt ~ ( ) dt = lbll 
Xn t 0 Xn t 
(1.7) 
onde ;y (t) = (x1, ... , Xn-l , (1- t) a+ tb) é o segmento de reta ligando os pontos z1 e 
z2 . Logo temos que semi-retas ortogonais â1HI~ são geodésicas. Mais ainda, como a 
desigualdade em 1.7 é uma igualdade apenas quando~= ···=~=O, temos que esta 
é a única geodésica ligando os pontos em questão. Se r for semi-circunferência ortogonal 
a âiHI~ , a proposição 1.3.9 nos garante que existe <P E GM _(in-l) tal que <i> ("!) é uma 
semi-reta ortogonal a âiHI~ , ou seja, uma geodésica. Mas 4> age como isometria de lHin 
(teorema 1.3.8), temos que "' também é uma geodésica. 
Para provarmos que estas são todas as geodésicas, consideremos z1 ,z2 E IHin e uma cur-
va a ligando os dois pontos. Seja "' o semi-círculo ou semi-reta ortogonal a âlHI~ contendo 
estes dois pontos. Sem perda de generalidade podemos supor que 1 seja uma se!!li-reta 
(caso contrário podemos levar "' a uma semi-reta pela ação de algum elemente 4> , com 
<P E GM (in-l) ). Nesta situação. se observarmos a primeira parte desta demonstração 
temos que a = I· D 
O conhecimento das geodésicas do espaço hiperbólico nos permite explicitar a função 
distância em lHin, e isto nos dotará de instrumentos computacionais quase tão poderosos 
quanto os disponíveis em geometria euclidiana. Apenas para estabelecermos a notação, 
dado w = (w1, ... , wn) E JR.n definimos w = (w1, ... , -wn)· Lembramos que denotamos por 
d ( ·, ·) a distância em lHln enquanto I· - ·I denota a distância usual em IR.n. Temos então 
as seguintes expressões para a distância hiperbólica: 






d (z w) = In lz-wl+lz- wl 
' lz-wl- lz-wl 





sinb (~d (z, w)) = lz- wl 1 2(znwn)'Z 
cosh (~d (z, w)) = lz- wl 1 2(z,.w,.) 
tanh (~d(z,w)) = ::=~: 
(1.8) 
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Figura 1.2 
D emonstração: A equivalência entre as cinco igualdades decorre de uma simples mani-
pulação de igualdades trigonométricas hiperbólicas. Logo nos limitaremos a demonstrar 
apenas uma delas, a igualdade (iii). Conforme vimos anteriormente (teorema 1.3.8), 
d (x , y) é invariante por GM (iRn-1), o mesmo valendo portanto para sinh (~d(x,y)). 
Além disto, conforme podemos constatar na expressão 1.6 na demonstração do referido 
teorema: também o segundo membro da igualdade ( iii) é invariante por G M ( @.n- l). 
PodemoB portanto considerar, sem perda de generalidade, o caso em que x e y estejam 
ambos contidos em uma semi-reta ortogonal ao plano 
digamos z = (0, ... , O, a) e w = (0, ... , O, b) com b > a. Consideramos então a geodésica 
7(t) = (0, ... , 0,(1 - t)a+tb) 
ligando ambos os pontos. Temos então que 
d (x,y) = lbll 
11 lb- ai d - t - 0 ( 1 - t) a + tb 
= ln ( ( 1 - t) a + tb) I ~~Õ 
= ln b - ln a = ln ( ~) 
e lembrando que sinh t = ee -
2
e-e, por simples substituição obtemos a igualdade (iii). O 
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1.3.2 O Modelo de Poincaré 
Considerademos lD>n = { x = ( x 1 , ... , x,.J E !Rn llx I < 1} o disco unitário em !Rn. Sabemos 
que ][))n é homeomorfo a 1Hin, mas estamos interessados em exibir um homeomorfismo que 
seja conforme, preservando ângulos e levando círculos ef ou retas em círculos efou retas. 
Para isto, consideramos a esferaS= S,;2 (en) onde en = (0, ... ,O, 1) e a inversão 
(1.9) 
conforme expressa na proposição 1.2.2. Observemos que se x = (x1: ... , Xn-l) E lln-1, 
então 
is (x) = 1 2 (2x1, ... , 2xn- 1> lxl
2
- 1) 
1 + lxl 
que é exatamente a expressão da inversa da projeção estereográfica definida em in-1 com 
valores em sn- 1 c JR71.. Se considerarmos Íoo a reflexão no plano Xn = o continuamos 
tendo para a COmposta is o Í 00 que O plano X11 = 0 é levado na esfera sn-1, pois este é 
invariante por 'l.00 . Mais ainda, podemos verificar que o semi-espaço superior IHr é levado 
por is o i 00 ao disco li))n : 
I. . ( )j2 1 4Xn 'l.s o 'l.oo X = - . 2 < 1, 
l'l.oo (x) - enl 
se Xn >O. (1.10) 
A igualdade em (1.10) pode ser obtida pela substituição da fórmula (1.9), num segundo 
passo desenvolvemos o produto interno e por último temos que o sinal menos decorre do 
fato de Í 00 mudar o sinal da última coordenada de x = (x1 , .. . , Xn)· 
Obtemos a partir de (1.10) que 
1 I. . ( )!2 4Xn - 'l.s 0 'l.oo X = . 2 · 
l'l.oo (x) - enl 
Substituindo r= J2 e a= en e lembrando a igualdade (1.5) mais alguns cálculos, temos 
que 
- --------n 
lioo (x) - enl 2 
1 - liso Í 00 (x)j 2 -
Se denotarmos F (x) = is o Í 00 (x) e se quisermos impor em ][))num produto interno (-, ·)* 
tal que 
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para o caso particular em que X= Y , temos que 
(dF. (X) , dF. (X ))' = (X, X ) ( 
4
idF.i' ')" 
1- lF(x) l 
Assim, ao definirmos em IIJ)n a métrica riemanniana 
2 4 ( dxi + · · · + dx~) ds = 2 1- (x1 + · · · + x;)' 
impomm; que F : lHin -t IIJ)n torne-se uma isometria. 
Ante~; de apresentarmos algumas observações, definimos horoesferas e horobolas, con-
ceitos que serão muito usados no capítulo 3. 
D efiniçüo 1.3.13 Dada uma geodésica "Y : IR. -t IHI'\ denotamos por -y ( oo) e -y ( -oo) seus 
pontos limites na fronteira ideal 81HI~ . Uma horoesfera centrada em 'Y ( oo) e passando por 
'Y ( s) é o conjunto 
Hs = { z E 1HI11 I lim ( d (-y ( t) , z) - t) = S} . 
t ..... oo 
Notemos que como geodésicas e distância entre pontos são preservadas por isometrias, 
a imagem de uma horoesfera por uma isometria continua sendo uma horoesferas. Além 
disto, é fácil demonstrar que as horoesferas centradas em 'Y ( oo) = oo e passando por 
'Y (s) = (Yll .. . , Yn) são os pontos da forma (x1, ... , Xn-1, Yn)· Assim, obtemos que as hora-
esferas centradas em um ponto x no plano { X n = O} serão esferas (euclidianas) tangentes 
ao plano neste ponto. 
Devemos neste ponto fazer algumas observações: 
Observação 1.3.14 Dada uma transformação de Mobius <l> E GM (iRn-l), temos que 
F o <l> o p-I age em IIJ)n como zsometria. 
Observação 1.3.15 Como a aplicação F = is o i 00 é a composição de uma mversão 
com umc~ reflexão, temos que F leva esferas e hiperplanos em esferas e h2perplanos. Mais 
ainda, como é conforme (preserva ângulos), temos que circunferências e retas ortogonais 
ao hiperplano 8H~ são levados por F em circunferências e retas ortogonais a 
ou seJa, segmentos de retas e de ctrcunferências ortogonais a 8[})~ são as geodésicas do 
plano de Poincaré (figura 1.3) 
Se considerarmos apenas o caso bi-dimensional , podemos caracterizar nosso modelo 
em termos de variáveis complexas: 
Desta. forma a distância d em [})2 pode ser dada pelas fórmulas 
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Figura 1.3 
Proposição 1.3.16 Dados z, w E J.i}2 } temos que a d?.Stância d pode ser expressa por 





onde d* representa a distância em J.i}2 . 
(1.11) 
A prova das equivalências em (1. 11), pode ser encotrada em [1, Pág. 83]1embrando 
que 
1 
e cosh (z) = 2 (ez + e-z). 
Agora em um contexto de maior familiaridade, apresentaremos a equivalência entre os 
modelos hiperbólicos IHI2 e D2 , de uma forma mais ilustrativa que a apresentada no início 
desta seção. 
Consideremos a projeção estereográfica 
1r: S2 
{ 
(a, f3 ,"t) 
(0, 0, 1) 
~ lHIU{oo} 
~ { (~~:;:~) 
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Sua inversa é 
7T - l : 1HI u { 00} ---+ 
{ ( x;;) r---+ 
Observemos que o equador de S2 é invariante por 7T e consideremos as rotações euclidianas 




(a,/3,1) 1-------t o (3 
o I 
e 
72 : S2 -T S2 
[ ~ 
o n a (a,f3,1) 1-------t o {3 -1 I 
Não é difícil verificar que 1r o r 1 o r2 o 1r-1 : 1HI2 --+ 1!)2 é tal que 1r o r1 o r2 o 1í-l (z) = z=~, z+t 
OU seja, 7r O 'TI O T2 o 1!"-l (z) = f : isometria de I.:[2 em 1!))2 . 
É fácil enxergar a ação geométrica de f ent re W e l!J)2 : 
7T -l ( JHI2 ) = 8 2 n { ( x, y, z) E IR 3 j y > 0} · 
r2 (1r -I (IHI2 )) = 8 2 n {(x, y , z) E IR3 Jz <O} obtido por uma rotação de um ângulo reto 
no espaço euclidian.o em torno do eixo x. 
r 1 (r2 (-rr-1 (1HI2))) = S2 n {(x,y,z) E IR3 Jz <O} obtido por uma rotação de um ângulo 
reto no espaço euclidiano em torno do eixo z. 
Finalmente, 1r (r1 (r2 (1r-1 (JHI2)))) = 1!))2. 
Note que se L= { yijy E IR~} então f (L ) = {xl- 1 < x < 1} e, ainda, limf (yi) = - 1 
y-+0 
e lim f (yi) = 1. 
y-.oo 
As figuras 1.4 e 1.5 ilustram este procedimento. 
z 
Figura 1.4 
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Figura 1.5 
No livro "Geometry and Imagination'· de Hilbert [18] há uma ilustração mais intuitiva 
para o procedimento acima. A projeção estereográfica adotada por Hilbert envolve uma 
esfera de raio 2 e sua intersecção com o plano complexo se dá através do pólo sul desta. 
Estas ilustrações são as figuras 1.6 e 1. 7. 
Figura 1.6 
Figura 1.7 
A equivalência entre os modelos nos permite trabalhar ora em um ora em outro, 
dando-nos uma flexibilidade muito grande para desenvolvermos a teoria. 
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1.4 Trigonometria Hiperbólica 
Em primeiro lugar vejamos que o estudo de trigonometria hiperbólica se reduz sempre 
ao caso bi-dimensional. Para isto consideremos três pontos p1 , p2 , p3 E lliin e o triángulo 
formado pelos segmentos geodésicos ligando estes três pontos. Conforme vimos anterior-
mente, existe <I>. E GA1 (in-I) tal que o segmento geodésico ligando os pontos p1 e p2 é 
levado a um segmento de reta vertical cuja extensão intercepta o plano Bllii;;:;, no ponto O. 
Mais ainda, podemos encontrar outro elemento W E GM (in-I) que fixa este segmento e 
leva o ponto <I>. (p3 ) a um ponto da forma (0, ... ,O, t3 , s3 ), de modo que podemos constatar 
claramente que o triângulo está contido em uma sub-variedade de dimensão 2 isométrica 
a JHI2 . O mesmo raciocínio pode ser concretizado para um conjunto qualquer de k :::; n 
pontos, ou seja, estes estão contidos em uma subvariedade de dimensão k - 1 isométrica 
a JHik-l_ Esta propriedade é característica dos espaços de curvatura constante, ou seja, 
esferas,espaços euclidianos e espaços hiperbólicos e a importância desta propriedade se 
tornará clara quando estudamos domínios de Voronoi. 
Desta. forma, dados três pontos Va,Vb e Vc E K = lliin U 81HI~ , consideramos as ge-
odésicas, raios ou segmentos geodésicos ligando estes pontos e obtemos assim um t riângulo 
geodésico .6. . Notemos que estamos incluindo a possibilidade de termos arestas vértices 
na front•3Íra 8JFH~ , por isso admitimos a possibilidade de termos arestas formada por ge-
odésicas completas ou raios geodésicos. Neste parágrafo, denotemos por a, becas arestas 
de .6. e por a , {3 e 1 os ângulos internos opostos às arestas. Segundo mencionamos acima, 
o triângulo está contido em uma sub-variedade bi-dimensional isométrica a JHI
2
, de modo 
que podemos considerar apenas o caso n = 2. Estudaremos as relações trigonométricas 
hiperbólicas existente entre ângulos e arestas de um triângulo hiperbólico, divididos em 
dois casos: 
Figura 1.8: Triângulos com 0,1 ,2 e 3 vértices ideais 
1.4.1 Triângulos com um vértice ideal 
SuponhsiJllos que um (e apenas um) dos vértices do triângulo esteja contido em 8JHI~ . 
Temos então que duas das arestas são determinada por um raio geodésico enquanto que 
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a terceira; determinada por um segmento geodésico, tem ângulo oposto O. Em outras 
palavras, supomos que os ângulos do triângulo têm medida a, !3 e O com a e !3 não nulos 
e lal = lbl = oo e O < lei < oo. Temos entâo a seguinte proposição: 
Proposição 1.4.1 Dado um triângulo geodéstco com ângulos a, {3 e O, valem as segumtes 
igualdades 
h I I _ 1 + cos a cos !3 
cos c - . . {3 
smasm 
. h I I cos a: + cos 13 sm c= . 
sina sin/3 
Demonstração: Demonstraremos apenas a primeira igualdade, pois a segunda pode ser 
derivada da primeira a partir da igualdade cosh2 z- sinh2 z = 1. Consideremos o modelo 
1Hl2. Como as isometrias de 1Hl2 agem de modo transitivo sobre as geodésicas (proposição 
1.3.9) , podemos supor Vc = oo, de modo que as aresta a e b são determinadas por semi-
retas ortogonais ao eixo real e a aresta c é determinada por um segmento de circunferência 
S centrada em um ponto x E R As dilatações euclidianas em torno de pontos do eixo real 
são transformações de Mobius 2.1.1. Se considerarmos as dilatações em torno do ponto 
x, temos que a geodésica ligando x a oo fica invariante, de modo que podemos supor que 
S é uma esfera de raio 1. Novamente, não é difícil argumentar que podemos considerar S 
centrada em O. 
a 
Nestas condições temos que 
' ' ' 
Vc = 00 
' / ' / ' / ' / 
/ 
/ 






com O< Oa < ()b < 1r. Temos então que a= ()a e {3 = 1r - ()b e como 
cosh lei = cosh d (va, vb), 
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a proposição segue imediatamente da igualdade ( ií) das igualdades em 1.8. o 
1.4.2 Triângulos sem vértices ideais 
Consideramos agora triângulos com os três ângulos estritamente positivos. Temos o se-
guinte: 
Teorema 1.4 .2 Seja 6. com ângulos a, !3 e 'Y e lados opostos a, b e c com comprimentos 
lal, lbl e lei < oo respectivamente. Então valem as seguintes igualdades: 
(i) Lei do Seno: 
( ii) Lei do cosseno I: 
( iii) Lei do cosseno 11: 
sinh a sinh b sinh c 
sin a = sin í3 = sin 'Y 
cosh c = cosh a cosh b - sinh a sinh b c os ~í . 
h = cos a cos !3 + cos 'Y 
cos . c . . /3 . 
smasm 
D e monstraçã o : Começaremos demonstrando a primeira lei do cosseno. Trabalharemos 
com o modelo do disco de Poincaré, e denotaremos por d (z, w) a distância hiperbólica 
entre z e w. Vamos assumir que Vc =O e Im (va) = O e Re (va) > O. 
Figura 1.10 
Temos então, pelas igualdades de 1.11 que 
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e também que 
vb = é'~tanh (~ lai). 
Mas considerando que lei = d (va. v11), cosh lei= 2sinh2 ('~1 ) + 1 e as igualdades em 1.11, 
obtemos que 
(1.12) 
Mas pela lei dos cossenos euclidiana lva- vbl2 = lval2 + lvt~ l 2 - lval2 lvbi2 cosa e pelas 
igualdades acima lval = tanh (! lbl) e lvt~ l = tanh (! jal). Da substituição de lva- Vt~ l 2 , 
lval e lvt~l em 1.12, obtemos a igualdade desejada. 
Para provarmos a igualdade dos senos, utilizamos a primeira igualdade dos cossenos 
para obter que 
( si~h lel)
2 
= _ __ s_inh_
2_;_le....:...I _ _ ""'Ã 
sm ')' 1 - ( coshlal coshlbl-coshlcl ) 2 
sinhlal sinhlbl 
_ sinh2 lal sinh2 lbl sinh2 lcl 
- (sinh la I sinh lbl)2 - (cosh la I cosh lbl - cosh lel)2 • 
Por meio de igualdades trigonométricas hiperbólicas básicas obtemos que 
(sinh lal sinh lbl)2 - (cosh lal cosh lbl- cosh iel )2 
é simétrica em lal, lbl e lei, assim como sinh2 lal sinh2 lbl sinh2 jcJ, e temos então provada 
a lei dos senos. 
Antes de demonstrarmos a segunda lei dos cossenos denotaremos cosh lal, cosh lbl e 
cosh lei por A, B e C respectivamente, com o intuito de encurtar a notação. Pela primeira 
lei dos cossenos temos que 
AB-C 
COS ')' = 1 I 
(A2 - 1)2 (B 2 - 1)2 
de modo que 
·2 D 
sm '"'f = (A2- 1) (B2- 1) 
onde D = 1 + 2ABC - (A2 + B2C2) é simétrica em A , B e C. A expressão para sin2 '"Y 
mostra ainda que D 2: O. Usando expressões análogas para cosa, sina, cos {3 e sin {3 
observamos que, se multiplicarmos o numerador e o denominador de 
pela expressão 
cos a cos /3 + cos ')' 
sina sin /3 
I I I 
(A 2 - 1) 2 ( B 2 - 1) ~ ( C2 - 1) 2 > O 
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obtemos que 
cosacosj3 + cos 1 (BC- A) (CA- B ) + (AB- C) (C2 - 1) 
sina sin j3 D 
=C 
= cosh lei, 
conforme esperado. o 
Observação 1.4.3 A segunda lei dos cossenos não possui análogo euclidiano, pois es-
ta significa que os ângulos de um triângulo determinam o comprimento de suas aresta! 
Uma co:'1sequência deste fato é que dados dois triângulos com os mesmos ângulos, existe 
isometria de mr em que um é a imagem do outro. 
1.4.3 Área Hiperbólica 
Dado um subconjunto A C llif2 , definimos sua área JL (A ) como sendo a integral 
JL(A) = 1 dx~y ' 
A y~ 
se esta existir e for finita. Áreas, assim como comprimentos, são invariantes por isometrias, 
isto é, dada isometria T temos que JL (T (A )) = JL (A ). Provaremos agora, uma versão 
simplificada do Teorema de Gauss-Bonnet: 
Teorema 1.4.4 Seja .6. um triângulo em IHI2 com ângulos internos a , {3 e 1 - Então, 
/-L (.6.) = 1r- a- f3- 1-
Demonstração: Consideremos em primeiro lugar o caso em que um dos vértices do 
triângulo seja um ponto ideal, de modo que o ângulo 1 do triângulo neste vértice é nulo. 
Como isometrias preservam áreas, podemos assumir sem perda de generalidade que os 
vértices Va e vb pertencem à circunferência lzl = 1 e Vc = oo, de modo que as arestas 
ligando os vértices Va e Vb à Vc são semi-retas verticais determinadas pelas equações x =a 
e x = b respectivamente. Temos então mediante simples cálculos que 
Fazendo a mudança de variável X = cose (O ::::; e ::::; 7r)) obtemos 
/-L (.6.) = r.- a- {3. 
Suponhc~ agora que nenhum dos vértices seja um vértice ideaL Prolonguemos então uma 
das ares,~a do t riângulo .6. em uma das direções, digamos a aresta contendo os vértices Va 
e Vb , sendo prolongada na direção de Vb -




Se considerarmos o ponto ideal vd deste raio geodésico, obtemos então dois novos 
triângulos que denot aremos por .6.1 e .6.2, determinados pelos vértices { Vb, Vc, vd} e 
{ Va., Vc , vd} respectivamente. O ângulo de .6.1 em Vb é 1r - j3 e o ângulo de ambos os 
triângulos no vértice ideal Vd é o. Denotemos por e o ângulo de Ôt no vértice Vc· Temos 
que .6.2 = tl U .6.1 e esta união é disjunta, a menos de arestas e vértices, de modo que 
Mas pela primeira parte do teorema, obtemos que 
J.L (~) = J.L (.6.2) - J.L (tlt ) 
= 1r - a - ( -y + e) - ( 1r - o - ( 1r - !3)) 
tr-a-/3 - -y. 
o 
Uma consequência imediata do teorema é o corolário abaixo que usamos para calcular 
a área de um polígono regular. 
Corolário 1.4.5 Se P é um polígono com ângulos mtenores eb ... , en, então 
JJ. ( P ) = ( n - 2) 1r - ( fJ1 + · · · + ()n) . Em particular, se o polígono for regular e tiver 
todos os ângulos iguais a 8, ·temos que J.1. (P) = (n- 2) 1r- ne = n (1r- e)- 21r. 
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Exemplo do teorema Gauss Bonnet 
Figura 1.12 
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Observação 1.4.6 Outra consequência importante deste teorema é o fato de a soma dos 
ângulos internos de um triângulo htperbólico ser estritamente menor do que 1r J podendo 
ser mclv.sive O quando todos os vértices forem vértices ideais. Neste caso obtemos um 
trtângulo de área máxzmaJ igual a 1r. 
Capítulo 2 
Grupos Fuchsianos 
Este capítulo está dividido em duas seções, a saber, grupos fuchsianos e os domínios 
fundamentais. Estas seções são de grande importância para o que desenvolvemos na 
última seção do capítulo 4 deste trabalho. 
Abordaremos na seção de grupos Fuchsianos somente os requisitos que necessitamos 
para dar o devido desenvolvimento à seção de domínios fundamentais. K esta última seção 
apresentamos, em primeira instância, a definição de domínios fundamentais e trabalhamos 
com o caso particular destes, os domínios de Voronoi. Em seguida tratamos os principais 
resultados que utilizaremos no capítulo 4. 
2 .1 Grupos Fuchsianos 
Consideremos o grupo 
SL (2, JR) = {A= ( ~ ~) la, b, c, dE R, ad- bc = 1} 
das matrizes reais 2 x 2 de determinante 1, com a estrutura usual. Agora, para cada 
A E SL (2, JR), associe a transformação TA definida como 




Não é difícil constatar que se Imz >O então Im(TA(z)) >O, ou seja, 'liA E SL (2,1R) 
tem-se TA (IHI2) = llil2 . Além disto, dadas A, B E SL (2, IR) temos que TAoTs (z) = TAB (z ). 
E por último temos que: TA= Ts se e somente se, AB-1 =I, onde I é a matriz identidade 
2 X 2. 
Diante do exposto, se considerarmos o grupo quociente P SL (2, JR) = SL (2, JR) f ± I , 
temos uma ação de PSL (2, IR) em IHI2. Vejamos que o grupo projetivo PSL (2, IR) é 
isomorfo ao grupo M (iR) das transformações de Mobius que preservam orientação. 
Teorema 2.1.1 O grupo P SL (2, JR) é isomorfo ao grupo j\1[ (i.) das transformações de 
Mi.ibtus que preservam orientação. 
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Demonstração: Consideremos uma inversão em uma circunferênciaS= Sr (a). Con-




















e ip (z) também é da forma 2.1 , com 
a= -1, b = 
2
t , c= 1, d =O. 
p 
(2.2) 
Podemos verificar diretamente que a composição de duas transformações como em 2.1 
pode ser expressa de forma geral como 
az +b 
cz+d ' 
ad- bc = 1. 
Mas os elementos de GM (i) são composições de uma quantidade par de transformações 
da forma, 2.1. Assim GM (i) Ç PSL (2, IR). 
Seja ·então ( ~ ~ ) = A E SL (2, IR) e provemos que A pode ser expressa como a 
composi~;ão de um número par de reflexões e inversões. 
Suponhamos inicialmente que c= O. Então, se considerarmos que ad- bc = ad = 1, 
. ' 1 t 1sto e, d = a, emos que 
a b 
TA ( z) = d z + d = a2 z + ab 
ou seja, TA é a composição de uma dilatação com uma translação. Mas a dilatação 
z t---+ a2 z pode ser expressa como o produto is' o is com S = Sr (O) , S' = Sr' (O) onde 
( ~) 
2 
= a2 e a translação z ~ z + ab pode ser expressa como a composição de duas 
reflexões ÍP' o ip onde P = Pt (1) , P' = Pt' (1) com 2 (t' -- t) = ab. Logo, TA é o produto 
de um número par de reflexões e inversões, ou seja, TA E GM (i) . 
Caso c =I O, temos então que 
2.1 Grupos Puchsianos 29 
d . . f A • l d . 
1 p St etermma uma c1rcun erenc1a com centro rea -~ e ra10 jZi· ara z, w E emos que 
Esta propriedade também é satisfeita pela inversão is, pois esta fixa os pontos de S. Mas 
se considerarmos a expressão explícita para 
d z+ ~ 
is(z) = -~ + 21 cd l2 
c z+-;; 
obtemos mediante alguns simples cálculos que 
a-d 
TAois(z ) = -z+--
c 
a-d 
e temos que TA ois é a composição da reflexão z t--t -z com a translação z ~------+ z + --. 
c 
Conforme vimos anteriormente, uma transalação é o produto de duas reflexões. Obtemos 
assim que TA o ts pode ser expressa como produto de um número ímpar de reflexões e 
inversões e assim sendo, TA é expressa como produto de um número par de tais transfor-
mações e temos que TA E GM (i) . O 
Neste caminho, sabendo que PSL (2, R) = SL (2, IR)/ {±!}. Classificaremos os ele-
mentos de PSL (2,JR) em três tipos de acordo com o valor da função Tr (A)= !traço (A ) I, 
onde 
traço ( ~ ~ ) = a + d. 
Defin ição 2.1.2 Dado A = ( ~ ~ ) E SL (2, JR), dizemos que A e a transformação 
az + b , 
TA E PSL (2, IR), onde TA (z) = d e: 
cz+ . 
1. Elíptica se Tr (A)< 2. 
2. Parabólica se Tr (A) = 2. 
3. Hiperbólica se Tr (A ) > 2. 
Diante desta definição e da discussão anterior , temos que as isometrias TA E PSL (2, JR) 
podem ser representadas pelos elementos especiais que apresentamos abaixo: 
( 
cos (} sin (} ) , , . • -4e = . (} (} , para O < (} < 21r temos que Ts = TA8 e ?,SOmetria eltptzca - sm cos 
uma vez que(} =I k1r, Tr (Ao) = l2cosBI < 2. 
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• A1 = ( ~ ~ ) para O f:. t E IR, tem Tr (At) = 11 +l i - 2, de modo que é a 
isometria Tt = TAt é de fato isometria parabólica. 
( 
p o ) 
• AJ: = 
0 
_1_ para k f:. O tem-se que Tk = TAk é isometria hiperbólica uma 
n 
1 
vez que Tr (Ak) = Vek + rT. > 2, \:1 k i= O. 
vek 
Outro detalhe a ser observado na definição 2.1.2 é o número 2 que está intimamente 
relacionado ao número de autovalores reais da matriz A, conforme vemos a seguir: 
• Se A não tem autovalores reais, temos que estes são complexos sendo da forma À e X. 
Com isto seu polinômio característico deve ser da forma x 2 - 2 Re (À) x + IÀ1 2 onde 
IÀ '2 = det(A) = 1 e sendo À f:. ±1 temos que Tr(A ) = ltraço (A)I = I2Re(À)I < 1. 
Segue daí que A é elíptica. 
• Se A tiver apenas um autovalor real\ este deve ter multiplicidade 2 e seu polinômio 
característico é da forma (x- À) 2 . Mas como o termo constante À2 deste polinômio 
característico deve ser o determinante de A temos que À 2 = 1 e segue disto que 
À:= ±1 e Tr(A) = I2ÀI = 2. 
• Se A tiver dois autovalores reais distintos, temos que a matriz é diagonalizável 
e portanto, a menos de conjugação (em GL (n, IR)) , podemos assumi-la da forma 
( ~ ~ ) . Mas como esta matriz deve ter determinante 1 temos que d = ~ e 
obtemos que Tr (A) > 2 se a f:. ±1. 
Esquecendo um pouco a definição 2.1.2, apresentamos outros conceitos para exibirmos 
um resultado que julgamos ser interessante ao leitor para o seu conhecimento. 
Denotaremos por Gx = {g E Glg (x) = x} o estabilizador em G do ponto x, por 
G (x) = {g (x) E Xlg E G} a órbita de x pelo grupo G e por F9 = {x E Xlg (x) = x} 
o conjunto dos pontos fixos de um elemento g E G . 
Note ainda que a aplicação 
: G/ Gx ___. G (x) 
hGx f---lo h(x) 
é uma bijeção entre o conjunto de classes laterais de Gx e a órbita de x . 
Vale ainda dizer que dados g, h E G dois elementos que comutam entre si, ou seja, tais 
que gh == hg. Então, se x E Fh. temos que 
h (g (X)) = g (h (X)) = g (X ) 
de modo que g (x) E Fh , ou seja, g (Fh) Ç Fh. A recíproca deste fato nem sempre 
é verdadeira, mas pode ser mostrado que ela vale para o caso das t ransformações de 
Mobius. 
Agora exibiremos um teorema que relaciona estes importantes conceitos. A demons-
tração deste resultado pode ser vista em [11 , Capítulo 5]. 
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Teorema 2.1.3 Se;a T =f: I d uma isometria do espaço hiperbólico que preserva orien-
tação. Então, as afirmações em cada um dos itens abaixo são equivalentes: 
1. • T é uma tsometria elíptica. 
• T é conjugada em PSL(2,1R) a To, para algum O<()< 2n. 
• T possuí um ponto fixo ordinário p. 
• Existe ponto ordinário p tal que as esferas centradas em p são invariantes por 
T. 
• EX'lste ponto p E 1HI2 tal que 
O=dr(p)= inf dr(z) . 
.tElHF 
• T é uma isometria parabólica. 
• T é conjugada a Tt, para algum O =f: tE IR. 
• T possui um único ponto fixo ideal Ç. 
• Existe ponto ideal Ç tal que as horoesferas centradas em Ç são invariantes por 
T. 
• inf dr (z) =O mas não é atingido. 
zElHI2 
• T é uma isometna hiperból'tca. 
• T é conjugada a n, para algum k > O. 
• T possui dms pontos fixos ideais. 
• Existe geodésica invariante por T. 
• EX'lSte geodésica r tal que dr (r ( s)) é constante e 
O < dr (r ( s)) = inf dr ( z) . 
zElHI2 
Concluímos esta seção inicial que abre caminho para as discussões posteriores deste 
capítulo, apresentando para simples referência futura a seguinte observação, cuja prova 
pode ser vista em [11 , Capítulo 5] . 
Observação 2.1.4 Seja A E SL (2, JR) e x , y E IHI
2 
dois pontos fixos por TA· Então, a 
geodés~ca r contendo x e y {incluindo o caso em que r ( oo) = x e/ ou r ( -oo) = y) é 
invariante por TA. Se algum dos pontos for um ponto ordmário, TA= Id. 
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2.1.1 Subgrupos Discretos 
Enunciaremos aqui algumas definições que precisamos para o desenvolvimento do nosso 
texto. 
Definiçiio 2.1.5 Uma famt'lia {Xala E A} de subconjuntos de um espaço métrico X é 
dita localmente finita se para todo compacto K Ç X o conJunto 
{a E AIXa nK # 0} 
for finito. 
Note, porém, que podemos ter Xa = X f3 para a # /3. Não obstante, eles são conside-
rados como elementos distintos da família. Assim, se tivermos um conjunto infinito A e 
colocarmos 0 # Xa =X, a E A, a famllia {Xala E A} não é localmente finita. 
Definiçáo 2.1.6 Seja r um grupo de homeomorfismos de um espaço métrico X. D2zemos 
que a aç,io de r é propriamente descontínua se para todo x E X a famüia { {g (x) } lg E r} 
for localmente finita. 
~o intuito de entendermos melhor este conceito observamos abaixo o seguinte resultado 
conhecido, válido para qualquer espaço topológico localmente compacto, ou seja, para 
espaços X tais que para todo x E X existe um compacto K com x E int (K ). Notemos 
apenas que para X localmente compacto a ação de r será propriamente descontínua se, 
e somente se, as órbitas r (x) forem discretas e os estabilizadores r:t forem finitos. 
Observação 2.1.7 Seja r um grupo de homeomor.fismos de um espaço métrico X local-
mente compacto. Então, as seguintes afirmações são equivalentes: 
1. A ação de r é propriamente descontínua. 
2. Para todo X E X existe vizinhança aberta Vx tal que g (Vz) n v:t # 0 apenas para um 
número finito de elementos g E r. 
3. Todo ponto x E X possut vizinhança Ux tal que g (Ux)nUz # 0 implica que g (x) = x. 
4. Dado K Ç X compacto, g (K) n K =I= 0 apenas para um número finito de elementos 
g E r. 
A equivalência acima dos ítens 1 e 3 do Teorema 2.1. 7 implica que r age de forma 
propriamente descontínua se, e somente se, as órbitas de qualquer ponto forem discretas. 
Enfim, vejamos a definição de grupo fuchsiano. 
Definiçào 2.1.8 Um grupo Fuchsiano é um subgrupo dtscreto r de PSL (2,JR) . 
É fáctl verificar, a partir da observação acima, que um grupo r ç PSL (2, 1R) é Fuch-
siano se, e somente se, sua ação em W for propriamente descontínua. 
Notemos que, dado um subgrupo discreto r de isometrias de 1HI2 , temos que o subgrupo 
r o = {g E f lg preserva orientação de 1HI2 } 
é um subgrupo discreto de PSL (2, IR) de índice 2 em r . Assim sendo, o estudo de 
subgrupos discretos de I (1HI2), o grupo de todas as isometrias de lHI2 , pode ser feito a 
partir dos subgrupos discretos de PSL (2, IR), ou seja, a partir dos grupos Fuchsianos. 
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2.2 Domínios Fundamentais 
Seja IE um espaço topológico e r um grupo propriamente descontínuo de homeomorfismos 
de IE. Um domínio fundamental de r é um conjunto fechado, de interior não vazio, com 
o qual podemos ladrilhar E por cópias via r , de modo que duas cópias se interceptem 
apenas no bordo. Em outras palavras: 
Definição 2.2.1 Seja IE um espaço métrico e r grupo de homeomorfismos agmdo em lE 
de manetra propriamente descontínua. Um subconjunto fechado V C IE é dito domínio 
fundamental de r se satisfizer as seguintes condições: 
~J UTEr T (D) = lE. 
it} V n T (V) = 0, para todo I d =f T E r . 
o 
ttt} D =f 0. 
o 
O conjunto âD = D\ D é chamado de fronteira de V e a família 
{T (D ) IT E r} 
é dita um ladrilhamento de IE. Notemos que sendo D domínio fundamental, T (V ) também 
o será, para todo TE r . 
Observação 2.2.2 Uma famüia de domímos {Dn}nEN' fechados e de mtertor não vazio 
(Dn = Dneint (Dn) =f 0) J e todos isométricos entre St tal que u Dn = H2 e int (Dn) n 
nEN 
int (Dn) = 0 se m =f n é dito um ladrílhamento. 0 grupo r gerado por {Tn.m} n,mEZ' 
onde Tn,m é isometria com Tn,m (Dn) = Dm, nem sempre é dtScreto (fuchsiano) . Se o for, 
teremos que qualquer Dm será domínio fundamental de r. 
No caso de grupos fuchsianos, poderemos garantir a existência de domínios fundamen-
tais satisfazendo condições muito proveitosas conforme veremos. 
2.2.1 Domínios de Voronoi 
Nesta seção construiremos famílias de domínios fundamentais com propriedades bastante 
fortes e úteis. Para tanto seja r grupo fuchsiano e p E W tal que T (p) =f p para todo 
T E r. Tal ponto existe pois o conjunto dos pontos fixos por algum elemento de r é 
discreto, ([11), página 61). 
Definição 2.2.3 Chamaremos de Domínio de Voronoi centrado em p ao conJunto 
'Dp (r ) = { z E H2ld (z,p) ::; d (z, T (p)), para todo TE r}. (2.3) 
Descrevendo em palavras, consideramos a órbita r (p) e escolhemos os pontos z E IHI2 que 
estão mais próximos de p do que qualquer outro ponto da órbita r (p). 
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Caminhamos no sentido de mostrar que domínios de Voronoi são domínios fundamen-
tais, antes consideremos as seguintes definições: 
D efinição 2.2.4 Sejam p, q E IHr pontos dzstmtos. Chamamos de bisector perpendicular 
dos pom~os p e q ao conJunto 
{ z E 1HI2 I d ( z, p) = d ( z I q) } . 
Lema 2 .2.5 O bisector perpendicular de dois pontos p e q é a geodésica passando pelo 
ponto médio do segmento pq e ortogonal a este. 
Demonstração: É imediato constatarmos que a geodésica ortogonal ao segmento pq 
pelo seu ponto médio está contida no bisector ortogonal de p e q, bastando para isto 
usarmos a primeira Lei dos Cossenos 1.4.2. Provaremos então que dado z com d (z, p) = 
d (z, q), z pertence à geodésica ortogonal ao segmento pq pelo seu ponto médio. Sem 
perda de generalidade (corolário 1.3.10), podemos assumir que p = i e q = r 2i. Mas se 
considerarmos a fórmula em 1.11, obtemos que 
iz- Pl 2 lz - ql2 
d(z,p) = d (z, q) <=> Im (z) - 2 ( ). r Im z 
E não é difícil ver que igualdade da direita acima é verdadeira se e somente se lzl =r. 
Mas lzl =r é exatamente a equação da geodésica ortogonal ao segmento pq pelo seu 
ponto médio. O 
Denotando por 
Lp (T) = { z E lHI2 jd (z,p) = d (z, T (p))} 
o bisector perpendicular de p e T (p) temos que este é a fronteira topológica de 
Hp (T) = { z E IHI2Id (z,p) ~ d (z , T (p)) }. 
É imedi~.to constatarmos que 
'Dp (r) = n Hp (T) . 
I#Ter 
Teorema 2.2.6 Seja f grupo fuchsiano 'Dp (r ) domínio de Voronoi centrado em p. Então 
'Dp (r) é domínio fundamental da ação de r. 
Demonstração: Dado JHI2, a órbita r (z) é discreta, logo, existe (não necessariamente 
único) Z(i E r (z) mais próximo de p. Temos então que d (zo,p) ~ d (T (zo) ,p) para todo 
TE r , logo por 2.2.5, z0 E 'Dp (r) e obtemos que o domínio de Voronoi contém ao menos 
um representante de cada órbita. 
O domínio 'Dp (r ) possui interior não vazio. De fato, seja 
é = min {d(p, T (p))}. 
Ter 
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Então a bola Be/2 (p) C Vp (f ). 
Mostraremos agora que dois pontos interiores de VP (r) não podem pertencer à mesma 
órbita. Se d (z,p) = d (T (z) ,p) para algum Id #TE f, então d (z,p) = d (z, T-1 (p)), 
de modo que z E Lp (T-1 ) . Temos entãD que , caso pertença a 'Dp {f ), z pertence à sua 
fronteira, não sendo portanto ponto interior. O 
Deste teorema temos o seguinte resultado cuja demonstração consiste simplesmente 
de vermos que cada Hp (T) é geodesicamente convexo, o que decorre da unicidade da 
geodésica entre dois pontos. 
Corolário 2.2. 7 Todo domímo de Voronoi de um grupo fuchsiano é geodesicamente con-
vexo, ou seJa, dados z1 , z2 E VP {f ), o segmento geodéstco z1 z2 C 'Dp (f). 
Veremos a seguir uma série de resultados que mostram como um domínio de Voronoi 
pode ser útil na compreensão da estrutura do grupo. O primeiro destes é de importância 
fundamental conforme constataremos na demonstração de 2.2.15. 
Teorem a 2.2.8 Seja r grupo fuchsiano e V = VP (f ) domínw de Voronoi. Então o 
ladrilhamento {T (V ) IT E r} é localmente fimto. 
D e m onstração: Sejam p E IHP, K compacto e r= sup{d(p,z)}. Como K é compacto 
zEK 
temos r < oo. Suponhamos que exista uma sequência (Tn):=1 de elementos distintos de r 
tal que K n Tn (V) =I 0. Existe então sequência Zn E v tal que Wn = T (zn) E K n Tn (V). 
Mas 
d (p, Tn (p)) :S d (p, Wn) + d (wn, Tn (p)) 
= d (p, Wn) + d (zn, P) 
~ d (p, Wn) + d (wn,P) 
~ 2r 
e como p não é fixo por qualquer elemento de r , a sequência Tn (p) é sequência de pontos 
distintos contidos na bola fechada de centro p e raio 2r, contradizendo a hipótese de as 
órbitas de r serem discretas. o 
Teorema 2 .2.9 Dado z E ô (Vp (f )), existe Id #TE f tal que T (z) E ô (Vp (f )). 
D em onstração: De fato, como VP (f ) é localmente finito, dado z E 1HI2 existe bola 
Be (z) e elementos Tl , ... I Tn E r distintos tais que 
z E T1 (Dp (r)) n ... n Tn (Vp (r )) 
Bg (z) c T1 (VP (f)) n ... n Tn ('Dp (r )) . 
A segunda condição acima nos garante que a sequência T1, ... Tn é maximal satisfazendo 
a primeira condição, ou seja, se T (TJP (f )) n Be (z) # 0 então T = T3 para algum j E 
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{1,2, ... ,n}. Mas para z E ô(Dp(r)), tomamos T1 =Ide temos então que n 2::2, pois 
do contrário teríamos 
z E B" (z) C Dp (r) , 
contradizendo a hipótese de z ser ponto da fronteira de Dp (r) . o 
Ant·es de continuarmos o estudo de domínios de Voronoi, lembraremos que a fron-
teira de: tal domínio é formada pela união de geodésicas, raios geodésicos ou segmentos 
geodésicos. Logo tem-se que: 
Defini~;ão 2.2.10 Uma aresta A E Dp (f ), consiste de um segmento geodés~co maximal 
pertenc.mte à jronte1.ra de Dp (f ), maxtmal no sentido de não possuir ponto interior fixo 
por algum elemento de r o 
D efiniç;ão 2.2.11 Designamos por vértice V, a um ponto da fronteira de Dp (f ) que 
é a intersecção de duas arestas, isto é, exist:em A1 e A2 arestas de Dp (f) tem-se que 
V= A1 nA2. 
Teorema 2.2.12 i) Seja A aresta de DP (r). Então existe Id =J T E r tal que A Ç 
TJP (r) n T (1Jp (r)). 
ü) SeJa V vértice de Dp (r ). Então V é vértice se e somente se existem elementos 
d'l.Stmtos I d # T1, T2 E f tats que V = Dp (r ) n T1 (Dp (f )) n T2 (Dp (r)). 
D emolllstração: i) Seja z E A um ponto que não é vért ice. Conforme vimos no 
teorema. 2.2.9, existe y-l E r tal que w = y-t (z) E ô (DP (r)). Temos então que 
A Ç Dp (r) n T (Dp (r)). 
ii) Consideremos V vértice de Dp (r). Sejam A1 e A2 arestas de Dp (r) tais que 
V = A 1 n A 2. Sejam T1 e T2 como acima tais que A = Dp (f ) n ~ (Dp (f )) , i = 1, 2. 
Temos então que V= Dp (r ) n T1 (Dp (r )) n T2 (Dp (r)). Além disto, temos que T1 = T2 
se e somente se V for ponto interior de aresta ordinária, ou seja, se e somente se V for 
vértice singular. O 
Dizemos que dois pontos de JHr2 são congruentes se estes pertencem à mesma r -órbita. 
Esta é uma relação de equivalência e é claro, a partir da definição de domínio fundamen-
tal, que dois pontos congruentes de um domínio fundamental devem estar contidos em 
sua fronteira. A restrição da relação de congruência tanto ao conjunto dos vértices co-
mo ao conjunto das arestas de um domínio de Voronoi também define uma relação de 
equivalência. Comecemos estudando as classes de equivalência de arestas de Dp (r ). 
Teor ema 2.2.13 Cada classe de equivalência de arestas de um domínio de Voronoi 
Dp (r ) contém exatamente dois elementos. 
Dem onstração: Seja T tal que A Ç Dp (r) n T (Dp (f)), conforme constatamos no 
teorema precedente. Temos então que r-1 (A ) é aresta de Dp (r), logo existe ao menos 
uma aresta equivalente a A e distinta desta, isto é, r-1 (A ) e A . 
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Dado A na classe de equivalência de A, temos que existe ~ E r tal que 
Logo, se tivermos A 1 e A2 na mesma classe de equivalência de A teremos que 
A ç [vv (r) n T1- 1T (Vv (r))] n (vv (r) n T2- 1T (Vv (r))] 
= vp (r) n T1-
1T (Vv (r)) n T2-
1T (Vp (r)). 
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Mas, se T1 =I T2 o teorema precedente nos garante que A é um vértice de Dp (r). 
Logo T1 = T2 e temos que a classe de equivalência de uma aresta possui no máximo dois 
~~~. D 
Observamos com isto que se VP (r) possui um número finito de arestas, este é neces-
sariamente um número par. Segue abaixo uma definição de grande interesse pra nós. 
Definição 2.2.14 Dada uma aresta A 1 extste uma úmca outra aresta A2 =I A1 e um 
único elemento TE r tal que T (A1) = A2 . Dizemos neste caso que {A1, A2 } é um par 
de arestas congruentes e que T relaciona o par, ou então que T parelha as arestas. 
Note que se T relaciona o par {A11 A2} , então r-1 também o relaciona. 
Temos daí o seguinte teorema: 
Teorem a 2.2.15 Seja V = Dv (r) domínio de Voronoi de r. Constdere o conjunto 
{T1 Ji E I} de elementos de r que relacionam arestas d2stintas de V. Então, {7ili E I} é 
um conjunto de geradores de r. 
D emonstração: Seja A = (Ti), o conjunto de gerado pelos elementos de r que relacio-
nam aresta de V e definamos 
X= US (V ), Y= U S(V). 
SEA ser \A 
É evidente que X U Y = lHI2 e X =I 0. Sendo lHI2 conexo, se demonstrarmos que X e Y são 
fechados , teremos que X n Y = 0 é equivalente a termos Y = 0, ou seja, a termos A= r. 
Seja então z = Uie/ st (V), união qualquer de imagens de 1) por elementos de r 
e consideremos sequência { Zn} ~=l de elementos de Z, convergindo para algum ponto 
zo. Como 1) é domínio fundamental, existe T E r tal que Zo E T (V ). Mas como o 
ladrilhamento por V é localmente finito (teorema 2.2.8), em particular existe vizinhança de 
zo que intercepta apenas um número finito de elementos da família {Si (V) Ji E I}. Logo, 
algum destes elementos, digamos Sk (V) contém uma subsequência de {zn} convergindo 
para zo. Mas Sk (V) é fechado, e obtemos que zo E Sk (V) Ç Z . Como tomamos Z união 
arbitrária de ladrilhos, temos que em particular X e Y são fechados e consequentemente 
A =I r se e somente se X n Y =f;0. 
Consideremos então TE A e S1 E r tais que T (V ) e S1 (V ) tenham uma aresta em 
comum. Teremos que T- 1S1 (V ) tem aresta em comum com V. de modo que r-1S1 (V ) = 
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T1 (V ) para algum Ti gerador de A. Mas como S1 = TTi, temos que S 1 E A, pois ambos 
Te Ti pertencem a A. Suponhamos então que para S2 E r , tenhamos que T (V ) e S2 (V ) 
tenham um vértice em comum. Então r-l 52 (V ) tem um vértice, digamos Vi = r-l s2 (v) l 
em comum com V. Mas o ladrilhamento { S (V ) IS E r } é localmente finito, logo existe 
apenas um número finito de arestas que têm v1 como vértice e temos que V e r -1S2 (V ) 
podem ser conectadas por uma sequência finita de ladrilhos, cada um possuindo uma 
aresta em comum com o anterior. Logo, aplicando o racioncínio feito anteriormente para 
este número finito de ladrilhos obtemos que S2 E f . 
Obtemos desta forma que apenas as imagens de V por r podem interceptar X. Em 
outras palavras, X n Y = 0. Mas conforme mencionamos ar1teriormente, a conexidade de 
lHI2 garante que termos r = A é equivalente a termos X n Y = 0, ou seja, 
X = U S (V) = IH!2 
SEA 
e consequentemente A= (T',) = r. o 
Vejamos agora a definição de um ciclo. 
Definição 2.2.16 Um ciclo é uma classe de equivalência de vértices congruentes, ou seJa, 
é um conjunto da forma 
{T (z) IT E r e z e T (z) são vértices de Vp (r )}. 
Notemos que não estamos considerando vértices ideais de um domínio. E sendo o 
ladrilha.mento {T (V p (f )) IT E r} localmente finito (teorema 2.2.8), temos que os ciclos 
são finitos. O próximo resultado relaciona a soma dos ângulos de vértices de um ciclo 
com a ordem do estabilizador do vértice: 
Teorema 2.2.17 Seja V p (r ) domímo de Voronoi de r . Sejam Vt, .. . , Vr vértices de um 
ciclo e sejam fh, ... ,()r os ângulos internos nos respectwos vértices. Então, se denotarmos 
porm a ordem do estabilizador em r de um dos vérttces do ciclo, temo que ()1 + ... +Or = ;;: . 
Demonstração: Antes de tudo devemos observar que os estabilizadores dos vértices são 
conjugados, ou seja, se T (vi)= Vj então r 'Ui= r -1rvJT, de modo que os estabilizadores 
em r de qualquer um dos vértices de um ciclo têm sempre a mesma ordem. 
Denctemos V = VP (r) e seja 
r v1 = { Id, S, S
2, ... , sm-l} 
o estabilizador de v1. Temos então que a classe lateral 
é o conjunto de todos os elementos de r que levam v~ em v1. Obtemos assim que 
{ st~ (V ) I o ~ t ~ m - 1} 
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também é uma família de m imagens de V que tem V I como vértice com ângulo fk 
Mas como V é domínio fundamental, o ladrilhamento {T (V ) IT E r } cobre toda uma 
vizinhança de v1 e se v1 E T (V), então v1 é vértice de T (V). Logo, se demonstrarmos 
que todo elemento TE r tal que V} E T (V) é da forma sti: com t E {0, 1, ... , m- 1} e 
i E {1, 2, ... , r} únicos, teremos demonstrado que mOI+ ... + mOr = 21r. 
Seja então T E r tal que VI E T (V). Temos então que T-1 (vi) E V, de modo 
queT- 1 ( v1) = v,, para algum í E { 1, 2, .. . , r} e portanto T = St1i , para algum t E 
{0, 1, ... , m- 1}. Além disto, StTi (V)= ssrz (V) se e somente se St1: = ssrz, de modo 
que St = ss e Tt = Tz. 
Obtemos então que m01 + ... + mOr = 27T, ou seja, 01 + ... + O r = ;: . O 
Lembramos que na demonstração do teorema 2.2.15, utilizamos de forma essencial o 
fato de um domínio de Voronoi determinar um ladrilhamento localmente finito. Uma 
questão que surge de maneira natural é estabelecer condições para podermos determinar 
um grupo discreto de isometrias a partir de um domínio dado. Grosso modo podemos 
dizer que vale a recíproca do teorema 2.2.17, ou seja, a posteriori vamos querer que a soma 
dos ângulos de um cíclo de vértices seja 21r. No entanto, só poderemos falar de ciclos a 
posteriori , pois estes foram definidos para domínios poligonais de grupos que sabemos ser 
fuchsianos. Isto nos obriga a introduzir um certo tanto de notação e organizar conceitos. 
Consideramos então um polígono fechado convexo em 1HI2 e denotamos por A o conjunto 
de toda as arestas de 'P. 
Definição 2.2 .18 Um parelhamento de arestas de 'P é um conyunto <P = {TAlA E A} 
de isometrias que, para toda aresta A E A : 
1. existe aresta A' E A com TA (A')= A; 
2. as isometrias TA e TA' satisfazem a relação TA' = T;1; 
3. se A for aresta de 'P então A' aresta de P' E P, então P n TA (P ) =A. 
É fácil constatar, a partir das condições acima, que A' é unicamente determinado por 
A , (A')' = A e TA =I I d para toda aresta A E A. Nestas circunstâncias, diremos que A e 
A' são parelhadas por TA. 
Poderemos constatar a posteriori que, se <P gerar um grupo fuchsiano, poderemos 
considerar P como um domínio de Voronoi do grupo r= (<P). 
Dizemos que dois pontos x, x' E p são parelhados (e denotamos por X rv y) se existir 
A E A tal que TA (x') = x. A relação de parelhamento é simétrica (TA (x') = x se e 
somente se TA' (x) = x'), mas não é transitiva nem reflexiva. Para torná-la uma relação 
de equivalência, vamos dizer que dois pontos x, y E P são relacionados se existir seqüência 
finita x1, ... , Xm E P tal que 
X = X 1 ~ · · · "' Xm = Y. 
Denotamos esta relação de equivalência por x-y e a classe de equivalência [x] determinada 
por um ponto é chamada de ciclo. 
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Da terceira condição na definição de parelhamento, segue que, se x for ponto interior 
de P , então [x] = {x}. Da segunda destas condições, segue que um ponto x interior 
a uma a.resta A E A, está relacionado apenas com o ponto com o qual é parelhado, 
[x] = {x . TA' (x)} . 
No caso de x E P ser um vértice e determinar um ciclo finito 
de vértices, denotamos por ()i o ângulo de P em xi· O ângulo total do ciclo [x] como a 
soma 
() [x] = ()l + · · · + ()m · 
Consideramos em P a métrica induzida de JHI2 e com isto o conjunto das classes de 
equivalência M = P I "" é dotado de uma topologia quociente, a topologia mais fina que 
torna a projeção p: P--+ M contínua: U Ç M é aberto se e somente se p-1 (U) for aberto 
em P . 
Estamos agora em condições de enunciar o principal teorema desta seção: 
Teorema 2.2.19 Seja P um polígono fechado convexo em JHI2 e <I> = {TAlA E A} um 
parelhamento de arestas. Seja r = (<P) o grupo gemdo pelas funções de parelhamentos e 
p: UTer T (P) a extensão da projeção p : P--+ M. Então, se todo ciclo de vértices [x] for 
finito e tiver ângulo total () [x] = 211', o conjunto das classes de ciclos M é uma variedade 
HausdorfJ, JHI2 = Urer T (P) e p: JHI2 --t M é uma aplicação de recobrimento . 
Demonstração: Para mostrar que a projeção é aplicação de recobrimento, dado x E P , 
vamos construir vizinhança U (x, r) de p (x) = [x] e homomorfismo 
if>x: U (x, r) --+ B (x, r ) 
para todo r suficientemente pequeno. 
Se x for ponto interior de P, então [ x] = { x}; se for ponto interior de alguma aresta A 
de P, então [x] = {x, TA' (x)}; se x for um vértice de P , por hipótese, [x] = {x1, .. . , Xm} 
também é finita. De qualquer modo, o ciclo [x] pode ser ordenado de modo a termos 
de modo que, para cada i = 1, ... , m- 1 existe uma única aresta Á tal que TAi (X i+ 1) = X i
e TAm (xt) = Xm· 
Denotando T1 =Ide 7i = TA1 • • • TAt-1> para i= 2, ... , m, temos que 1i (xi) = x para 
todo i = 1, ... , m . Tomamos r0 menor que um terço da distância de Xi a cada um dos 
vértices Xj (j =f. i) e menor que um terço da distância de Xi a cada uma das arestas que 
não o contém. Como o polígono P é finito e o ciclo de cada Xi também, podemos concluir 
que r0 >O. Temos então que, para r~ T'o os conjuntos P n B (xi, r) , são disjuntos dois a 
dois para i = 1, ... , m. Mais ainda, para cada i, P n B (xi, r) é um setor da bola aberta 
B (xi , r) de medida angular ()í· Temos então que 
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é um setor angular da bola aberta B (x, r). 
Se x for ponto interior de P, então m = 1 e temos que 
B (x, r)= P n B (x, r)= 7i (P) n B (x, r). 
Se x for ponto interio de uma. aresta, então m = 2 e temos que 
B (x, r)= (P n B (x, r)) U (TA1 (P) n B (x, r)) 
= (TI(P ) n B (x, r)) U (T2 (P) n B (x, r)) . 
Assumamos pois que m > 2. Como os polígonos P e TA (P) se interceptam apenas 
na aresta em comum A~ , o mesmo ocorre com os polígonos 7i (P ) e 7i+l (P), ou seja, 
ambos estão em lados opostos relativo a aresta comum Ti (A), quiasquer que sejam i = 
1, ... , m- 1. Mas como A = TA (A~), temos que 
Concluímos com isto que os m setores circulares 1i (P) n B (x, r) estão arrumados em 
ordem circular, rotacionados em torno do ponto x, cada um interceptanto o próximo na 
aresta comum Ti (A) = Ti+ 1 (AD - A união destes setores será então um setor da bola 
B (x, r) de ângulo igual ao ângulo total e [x] . Mas como estamos assumindo que e [x] = 21r, 
temos que 
m 
B(x,r) = U (1i(P)nB(x,r)). 
i = l 
Observamos que, dados T , S E r , temos que se T (B (x, r)) n S (B (x, r)) =f 0 então 
T =S. De fato, T (B (x, r )) nS (B (x, r)) =f 0 se e somente se B (x , r) nT-1S (B (x, r)) =f 
0. Mas como r :=:; r0 , a intersecção não sendo vazia implica em termos x = r-1S (x) e 
consequentemente T =S. 
Assim, ao definirmos 
U (x,r) =v (Q (PnB(x,,rJ)) 
= fi(B (x, r)) 
obtemos que 
m 
fi-1 (U (x, r))= U (P n B (xi, r)) 
i=l 
= UT (B(x,r)) 
TEr 
é união disjunta de bolas abertas de modo que, pela definição da topologia quociente, 
U ( x , r) é uma vizinhança aberta de M. 
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A função 
T11 
'1/Jx: U (PnB (xi,r)) ---7 B (x,r) 
i=l 
definida por '1/Jx (z) = Tí (z) se z E P n B (xi, r) é bem definida (pois 1i (A)= 7i+l (AD) 
e induz uma função contínua 
CÍJx : U (x ,r) -~ B (x,r) . 
Pela própria construção, <Px é uma bijeção contínua e sua inversa, definida por 
também é claramente contínua, ou seja, a projeção 
(2.4) 
é uma aplicação de recobrimento. 
Para concluirmos a primeira parte do teorema, resta mostrar que IHI2 = UTer T ('P). 
Para isto, vamos mostrar que UTer T (P) é ao mesmo tempo aberto e fechado. Dado 
z E Un :r T ('P) existe X E p e T E r tais que z = T (x). Mas X é um ponto interior 
da união, coberto pela bola B (x, r) com r =:;; ro definida como anteriormente, de modo 
que T (B (x, r)) = B (z, r) é uma vizinhança de z contida em Ura T (P), ou seja, a 
união é aberta. Para mostrarmos que é fechada, consideremos sequência Zn E Urer T (P ) 
convergindo para um pont o z. Temos então sequência Tn E r ta] que Wn = T;:1 (z1J E P. 
Como P é compacto, esta sequência (ou alguma subsequência) converge para algum ponto 
w E P . Como Wn converge para w e lim Tn (wn) = lim Zn = z, temos que Tn (w ) também 
n~cx::> n~oo 
converge para z e como cada Tn é uma isometria, temos que T;;1 (z) converge para w . 
Como w possui vizinhança B ( w, r) que é coberta por imagens de P e estas imagens 
são em número finito (pois assumimos que os ciclos de vértices são finitos), digamos 
B (w, r) c U~=1 Si (P), encontramos uma subsequência T~ que deve ser constante igual a 
algum Sr, e temos então que 
lim Tn (wn) = lim Tn (w) n-+oo n---.oo 
= lim T~ (w) n-oo 
= lim si (w) =si (w) 
n--too 
que obviamente pertence a UTer T (P) , de modo que a união é fechada. 
Podemos então decompor o espaço hiperbólico 
1HI2 = [ u T (P)l u [IHI2\ u T (P)l 
Ter Ter 
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na união disjunta de dois conjuntos, ambos abertos, e sendo JHI2 conexo, concluimos que 
1HI2 = UTEr T (P) . Isto, junto com o resultado obtido em 2.4, nos leva a conclusão que 
p: IHI2 - M é aplicação de recobrimento. 
Falta apenas mostrarmos queM é espaço Hausdorff. Para fazê-lo, consideramos como 
anteriormente pontos x, y E P que se projetam sobre pontos distintos em M. Temos 
então que os ciclos [x] = {x1, .. . , Xm} e [y] = {Yb ... , Yn} são disjuntos e, do mesmo modo 
que fizemos anteriormente, escolhemos r e s tais que 
e 
p (Q (PnB (x,, r))) = U (x, r) 
P (Q (PnB(y,,r))) = U(y,s) 
Podemos se necessário tomar r' ~ r e s' ~ s de modo a termos 
U (PnB(xi ,r') ) e Ü (P n B (yt , s')) 
i=l i=l 
disjuntos em P. Como 
m 




U (P n B (yi, s')) = p-1 (U (y , s')) 
i = l 
concluímos que U (x , r') e U (y, s' ) são vizinhanças disjuntas de [x] e [y] em M, ou seja, 
M é Hausdorff. O 
Obtemos, como consequência deste resultado, uma espécie de recíproca dos teoremas 
2.2.17 e 2.2.15: 
Corolário 2.2.20 ((11, Teorema de Poincaréj) Seja P um polígono fechado convexo em 
H2 e <I> = {TAlA E A} um parelhamento de arestas e r = (<I>) o grupo gerado pelas 
funções de parelhamentos. Então, se todo ciclo de vértices [x] for finito e tiver ângulo 
total() [xJ = 271", o grupo r é discreto e p é domínio fundamental de r. 
A demonstração deste resultado não é difícil e pode ser encontrada em [11]. 
Observação 2.2.21 Demonstramos o teorema polígonos sem vértices ideais e parelha-
mentos dados por transformações parabólicas apenas. O resultado pode ser generalizado 
sem muito trabalho para permitir parelhamentos por tranformações elípticas e parabólicas, 
se assumirmos apenas a existência de natural n ~ O tal que n · () [x] = 2rr. Neste caso, 
teremos no teorema que lvf continua sendo uma variedade H ausdorff, mas com o ponto 
[x] correspondendo a uma singularidade (se n > l ) ou ·um fim (se n =O). 
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Capítulo 3 
Empacotamento de Esferas 
Um empacotamento de esferas em JR.n é a uma família {Bt} de bolas disjuntas duas a 
duas, B1 C IRn, de mesmo raio r. Nesta linha de estudo, o principal objetivo é obter 
a maior densidade possível de empacotamento, isto é, queremos maximizar a proporção 
entre o volume das bolas e o volume total do recipiente que as contém. Apesar de nosso 
interesse primordial ser em empacotamento, apresentamos em paralelo resultados sobre 
recobrimentos pois a introdução destes conceitos não exige esforços adicionais, que consiste 
de arranjos de regiões cuja união contém o domínio a ser coberto. 
No intuito de levar estes conceitos para um espaço métrico IEn qualquer precisamos 
admitir que este tenha uma noção de convexidade substituindo o fato de serem bolas em 
Rn. Precisamos também que os membros desta nova família em IEn tenham interiores 
não vazios e uma certa noção de congruência substuindo o fato das bolas em IRn serem 
disjuntas e possuírem o mesmo raio. Portanto, não perdemos muito se assumirmos que 
nosso espaço lE seja uma variedade riemanniana. Além disto, consideraremos somente 
espaços de curvatura constante devido a homogeneidade e ao grande uso de simetrias. 
Alguns resultados a respeito de empacotamentos e coberturas podem ser encontrados 
na obra de Lagrange [26], que realizou estudos sobre a teoria de formas quadráticas e quem 
implicitamente determinou a densidade de empacotamentos de reticulados de um disco 
em JR2 , e na descoberta de Gauss [13] em 1831, o primeiro a considerar explicitamente 
empacotamentos reticulados de esferas em IR3. Foi Minkowski que sistematizou estes 
temas dentro de uma teoria isolada e denominou-a de Geometria dos Números. 
O desenvolvimento da teoria de empacotamentos e coberturas foi estimulado pela 
sua conexão com a Teoria dos Números e Códigos, mas mais recentemente tem sido 
desenvolvida numa gama muito grande de teorias incluindo uma grande quantidade de 
problemas como os citados acima. Alguns procedem de vários conceitos de eficiência 
de densidades de outros tipos de arranjos, enquanto outros são caracterizados por tipos 
especiais de conjuntos convexos. 
Prossigamos agora com os conceitos necessários para a definição de empacotamento. 
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3.1 Empacotamento 
Seja !E um espaço métrico. Denotaremos por !En um espaço métrico n-dimensional, onde 
lEn representará um dos espaços de curvaturas constantes -1, O ou 1; a saber , o espaço 
Hiperbólico IBrn, euclidiano IRn ou a esfera unitária sn. 
Iniciamos com algumas definições necessárias para apresentar a definição de empaco-
tamentos 
Definição 3.1.1 Seja lE um espaço métrico. Uma geodésica em IE é um cammho a : 
[0, l] -t IE tal que, para todo t E I, existe E > O tal que d (a (s) , a (s')) = ls- s' l se 
ls - ti , ls' - t i < E para quaisquer s, s' E I . 
Definição 3.1.2 Seja lE um espaço métrico. Um domínio V c lE é um subconjunto 
fechado com interior não vazio. Se em IE existirem geodésicas, diremos que V é convexo 
geodesicamente se toda geodésica a: [O, l] -7 IE minimal com pontos inicial e final a (O) e 
a ( l) em V estiver contida V. 
Agora apresentaremos então a definição de empacotamento de esferas, recobrimentos 
e a seguir mais algumas definições que nos serão úteis mais adiante. 
Definição 3.1.3 Um empacotamento de um domínio V c IE é uma famüia {Vihe1, 
Vi c lE sendo todos isométricos a V com int (Vi) n int (Vi) = 0 se i =f j. 
Definição 3.1.4 Uma cobertura por um domínio V c IE é uma famüia {VihEI de con-
juntos isométricos a v com u iEl vi = IE. De modo geral, assume-se que os domÍ'Iúos são 
convexos. 
A noção mais importante associada a empaco~amentos e coberturas é a de densida-
de. Para um empacotamento de lE, a densidade D representa, intuitivamente, a razão 
entre a soma das medidas (áreas em IE2, volumes em IE3, etc.) dos conjuntos c.Jnvexos 
empacotados e a do espaço no qual foram empacotados, que é sempre um número menor 
ou igual a 1. Analogamente, para coberturas , temos que C é a razão entre a soma do 
volume dos conjuntos convexos e o espaço inicialmente coberto, donde temos que é sempre 
um número maior ou igual a 1. A princípio nos contentaremos com estas definições de 
densidade, pois outras mais precisas envolvem questões de limites e devem ser tratadas 
mais adiante, onde questões de existência e unicidade serão também discutidas. 
Os principais problemas que fazem parte do papel central em ambas as teo:rias são 
dos seguintes tipos: dada uma família de empacotamentos encontrar uma densidade que 
é máxima e dada uma família de coberturas selecione uma densidade que é mínima. Por 
exemplo, para uma dado conjunto K convexo, considere a família de todos os empaco-
tamentos de IE consistindo de cópias congruentes a K. Quais dos empacotamentos é de 
densidade máxima? Uma demonstração de que a densidade máxima é atingida pode ser 
encontrado em [14]. Esta densidade máxima é denotada por D (K) e é chamada de densi-
dade do empacotamento de K. A densidade mínima de cobertura de K , C (K), é definida 
analogamente. 
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Como visto até o presente, temos que D (K) ::; 1 ::; C (K). 
Considerando a importância dos reticulados para empacotamentos de esferas e cober-
turas apresentaremos agora suas definições. 
Definição 3.1.5 Um reticulado afim é um subgrupo discreto r c En tal que En;r é 
compacto. Equivalentemente, r é o conjunto das combinações lineares inteiras de uma 
base de En, ou seja, exite uma base {v1, --- ,vn} de JEn tal que 
Definição 3 .1. 6 Um subgrupo discreto r c I som (lEn) é um reticulado se 1En ;r tiver 
volume finito, ou seja, se algum (e portanto todo) domínio de Voronoi tiver volume finito. 
Definição 3 .1. 7 Um empacotamento B = { Bi} iEN de lEn é um empacotamento reticulado 
se existir um reticulado r com r ( B1) = U Bi . Em particular, se cada Bi for uma esfera 
de centro Ci . 
Definimos domínio de Voronoi do mesmo modo que o fizemos no caso hiperbólico. De 
modo mais genérico, temos 
Definição 3.1.8 Seja r grupo discreto de isometrias de lEn . Um domínio de Voronoi 
VP (r) de r centrado em p, onde p E En não é fixo por qualquer elemento de r, é o 
conJunto 
VP (r)= {x E 1En ld (x,p) ~ d (x, T (p)), \/TE r} . 
Se a faiiD1ia de empacotamento é restrita a reticulados de K, então obtemos Dr (K ), 
a densidade máxima de empacotamentos reticulados de K ou, analogamente para cober-
turas, a densidade de coberturas reticulados de K, Cr (K). Nestes espaços, com algumas 
restrições, é possível falar em densidade. Uma consideração mais aprofundada sobre ar-
ranjos de reticulados (empacotamentos, coberturas, etc.) cujos membros são translações 
de modo que os vetores correspondentes formam um reticulado pode ser encontrado em 
(35](capítulo 3 seções 3.1 e 3.2). Nesta direção fica claro que 
Dr(K) ::; D(K) ~ 1 ~ C (K ) ~ Cr(K) (3.1) 
para todo domínio K. 
Determinar os valores de D (K ), Dr (K), C (K), e Cr (K) é usualmente um problema 
diferente para cada conjunto K , e usualmente muito difícil como veremos mais adiante 
para o caso de empacotamentos associados a reticulados, nos três espaços de curvatura 
constante que citamos inicialmente. Em vista destas dificuldades, o principal problema da 
teoria de empacotamentos e coberturas é obter boas estimativas da densidade em termos 
de limites superiores e inferiores para uma satisfatória classe geral de conjuntos convexos. 
Obviamente, existem constantes p > O e c > 1 (dependendo somente de n) tais que 
p ~ Dr (K) e Cr (K) ~ c para todo K E IR.n , bastando para isto termos um empaco-
tamento e um recobrimento específico. Alguns dos principais problemas com respeito às 
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melhores constantes possíveis para as correspondentes densidades D (K), Dr (K ), C (K), 
Cr (K) e para alguma classe especial de conjuntos convexos, pode ser dado por conjuntos 
centralmente simétricos. Também, uma indagação sobre as desigualdades apresentadas 
em 3.1 é que se as restrições sobre K podem ter igualdades, ou, mais especificamente, 
para descrever classes de conjuntos convexos K para as quais teremos igualdades em 3.1. 
Nas próximas seções, apresentaremos as definições de densidade e alguns dos principais 
resultados sobre empacotamentos em .!Rn e IHin . Porém, antes de prosseguirmos lembramos 
o leitor que quando falamos em empacotamento de esferas, temos sempre em mente que 
estes são associados a reticulados, e que iremos utilizar JEn para representar qualquer um 
dos espaços de curvatura constantes citados anteriormente. 
3.2 Densidade de empacotamentos em IR.n 
Denotamos por J.L (B ) o volume de um conjunto mensurável B c Rn. Por medida de-
vemos usualmente entender a medida de Lebesgue ou de Jordan. Mais ainda, devemos 
trabalhar com conjuntos de uma estrutura geométrica simples, tais como conjuntos con-
vexos, politopos, de modo que a questão de mensurabilidade ou do tipo de medida. usado 
deve ser raramente apresentado. Por uma região queremos dizer um conjunto Lebesgue-
mensurável em .!Rn homeomorfo a uma bola fechada. 
Dado um arranjo, i.e., uma família de conjuntos A= {A1} de domínios isométricos, e 
um domínio limitado V em .!Rn , podemos definir três densidades de A relativa a 1), 
1 
din (A IV ) = (V ) L J.L (A) densidade interna 
JJ. AEA,ACD 
1 




d (AI V )= (V ) L J.L (A n V ) 
fJ. AEA 
densidade média. 
Seja o ponto interior de V e (V , o) o medidor para densidade. Então, 
d_ (A , V , o) = liminfdin (AI .XV), 
>.~oo 
e 
d+ (A , V , o) = lim supdex (A I-XV) , 
>.--oo 
onde .XV significa a imagem de V pela homotetia de centro o e coeficiente À. 
O número d_ (A , V , o) (d+ (A , V , o)), possivelmente infinito, é chamado de densidade 
inferior (resp. densidade superior) de A com o medidor (V , o). Se estas duas densidades 
são iguais, nós chamamos seus valores comuns de densidade de A com o medidor (V , o) e 
denotamos por d (A , V, o) . No caso do medidor ser uma bola centrada em o, omitimos o 
medidor e simplesmente escrevemos d+ (A), d_ (A) e d (A) . Neste caso pode-se provar que 
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esta densidade é a mesma se trocarmos o medidor (V, o) por sua translação por um vetor 
v, isto é, (V+ v, o+ v) . Em outros casos elas podem depender da escolha do medidor. 
No entanto, para certos tipos especiais de arranjos, a densidade não depende do medi-
dor. O mais importante dentre os tipos especiais consiste dos arranjos reticulados. É fácil 
provarmos que se A é um arranjo reticulado de um conjunto convexo K e se Pé um para-
lelepípedo fundamental de um reticulado, então a densidade de A existe, é independente 
do medidor, e é igual a razão :~~J ((35], pag. 804). 
Definimos a densidade máxima de empacotamento D ( K) para algum conjunto con-
vexo K em IRn como o supremo das densidade d+ (P, V, o), onde o supremo é tomado 
sobre todos os empacotamentos P com cópias congruentes de K e com todos os possíveis 
medidores (V, o) usados para a densidade de medida. Similarmente, a densidade de co-
bertura C (K) é definida como o ínfimo das densidades d_ (~, V, o) sobre todas coberturas 
~com cópias congruentes a K e com todos os medidores (V , o). O principal resultado de 
existência relacionado a esta questão, demonstrado em [14), é o seguinte: 
Teorema 3.2.1 Para todo domínio convexo K em IRn existe um empacotamento P e uma 
cobertura ~ com cópias congruentes a K tais que 
d+(P,V , o) = d_ (P,V,o) = D(K) 
e 
d_ (([,V, o) = d+ (([,V, o) =C (K) 
para cada medidor (V , o). 
Assim, devido a independência do medidor podemos considerar uma bola B (x0 , r) no 
lugar de (V, o) e apresentarmos a definição de densidade do empacotamento como 
d(A) l
. vol. das esferas disjuntas de A que interceptam B(x0 , r) = lmSup--------~----~--------~~------~----~--~ 
.--.oo vol. de B(x0,r) 
(3.2) 
onde A= {Bk} é uma família de esferas disjuntas de raio idêntico e B (xo, r) é a esfera de 
raio r centrada em um ponto qualquer x0 E lRn. No entanto, a existência de um máximo 
para a função densidade não dá qualquer indicação sobre como determinar este máximo, 
e muito menos sobre o empacotamento para o qual este máximo é atingido. ~a realidade, 
conhece-se o empacotamento ótimo em poucos casos. 
Por um resultado de A. Thue [24), temos que o valor d2 ~ 0.90690 é a densidade 
máxima para empacotamento de discos em JR2, e ele é atingido por um empacotamento 
associado para reticulados do tipo A2([34}, p. 94-95). Para n = 3, não existe um consenso 
na comunidade matemática sobre a exatidão da prova apresentada por S.P. Ferguson e 
T.C. Rales em 1998 (veja [30) para uma discussão sobre a matéria). Nos casos n > 3, a 
questão da densidade de empacotamento em JRn é um problema em aberto (veja conjectura 
de Kepler 's, [17}, [19)). Para 2 ~ n ~ 8, a densidade de empacotamento reticulado Br 
são conhecidas e todas associadas a reticulados r dos tipos A, D , E ([31}, tabela 1, p. 3). 
Para se calular o valor da densidade, basta lembrar que, no caso de um empacotamento 
reticulado Br, a densidade dr = d (Br) é igual a razão do volume de uma bola B E Br 
pelo volume de um domínio fundamental Vr do reticulado. 
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n r dr 
2 Az 2~ rv O. 90690 J. L. Lagrange 1773 
3 D3 3Tz:: 0.74048 C. F . Gauss 1831 
4 D4 Ti f'V 0.61685 A. Korkine-G . Zolotareff 1872 
5 Ds 1;~ ~ 0.46526 A. Korkine-G. Zolotareff 1877 
6 E6 4;7s rv 0.37295 H. F. Blichfeldt 1925 
7 E1 fus "' 0.29530 H. F. Blichfeldt 1926 
8 EB ~4 ""'0.25367 H. F. Blichfeldt 1934 
Tabela 1. Dens1dade de empacotamentos reticulados em IRn 
Considerando a dificuldade de se tratar diretamente a questão, procura-se limitantes 
superiores ótimos para a função densidade. O principal deles é dado pela densidade 
simplicial dn que apresentaremos em 3.5.1. 
3.3 Densidade de empacotamentos em IHin 
Os conceitos de empacotamentos e coberturas, assim bem como o conceito de densidade 
com relação a um domínio limitado podem ser tratados como na seção anterior de forma 
a termos que estes domínios estejam bem-definidos em espaços hiperbólicos. N.ão obs-
tante, quando atentamos para a definição de densidade de um arranjo relativa a todo o 
espaço hiperbólico .IHfn , deparamos com um desafio não resolvido. Se tentarmos adotar a 
definição usada em IRn, notamos a primeira dificuldade, que é a ausência da similaridade 
de transformações na geometria hiperbólica. Portanto, definindo a densidade com vários 
medidores não é possível, ou ao menos é mais complicada. 
Igualmente, se restringirmos os medidores para .esferas com centro fixado p, um outro 
obstáculo surge: No espaço hiperbólico, o volume e a área da superfície da esfera de raio 
r são da mesma ordem e magnitude para r grande. Portanto, para um número positivo 
é fixado, o quociente do volume de um bola de raio r para o volume de uma superfície 
esférica entre esferas concêntricas de raio r e r + é aproxima-se de um número positivo, 
quando r- oo, isto é, 
l
. vol (B(p, r+ é)) E:(n-1 ) 
1m =e 
r-oo vol (B(p, r) ) 
(3.3) 
(veja [28]), enquanto que no caso Euclidiano isto não representa um problema pois o 
valor do limite é 1. Desta forma, segue que se A é um arranjo de um domínio limitado 
em lH!n , as densidades externas e internas de A relativas às bolas diferem por um fator 
constante. Logo, se definirmos as densidade inferior e superior de um arranjo como sendo 
o limite inferior da densidade interna e o limite superior da densidade externa de um 
arranjo relativo para as bolas de raio r centradas nos seus pontos fixos quando r - oo, 
as densidades inferior e superior não devem ser iguais para algum arranjo razoável. Mais 
ainda, em contraste com o caso da geometria euclidiana, densidades definidas dest·e modo 
não são independentes da escolha das origens tomadas para os centros das bolas. 
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Recordamos que no espaço euclidiano, para arranjos reticulados, ou mais geralmente, 
para arranjos periódicos, a densidade é igual a densidade relativa a um domínio funda-
mental. No entanto, em espaços hiperbólicos, mesmo para arranjos de esferas, contidas 
em domínios convexos congruentes, a definição de densidade usual é ambígua. Boroczky 
construiu em [6] um arranjo de esferas congruentes, e uma família de ladrilhamentos sen-
do que, para cada um deles, cada ladrilho contém uma úni.ca esfera do empacotamento. 
No entanto, a razão pode ser qualquer real positivo, de modo que, a densidade, mesmo 
para um caso bastante regular não é bem definida. Estas construções foram publicadas 
originalmente por Boroczky em húngaro e explicadas em [35], e são feitas dos seguinte 
modo: 
Seja L uma geodésica orientada no plano hiperbólico (figura 3.1). Dado m um inteiro 
maior que 1, coloque pontos Xí sobre L , i= O, ±1, ±2, .. . ,de modo que o comprimento do 
segmento orientado Xi+lxt seja In m. Sejam {Hi}, i= O, ±1, ±2, .. . , horociclos concêntricos 
com o eixo L em comum tais que x1 E H1. Agora escolha pontos x{, i, j = O, ±1 , ±2, ... , 
sobre Hi notando que x? = Xi e o comprimento do arco orientado de Hi de x{ para x{+1 
é dada por um número positivo l. Segue desta construção que o eixo de Hi através de x{ 
. t H mj mtersec a i+l em xi+l· 
Escolha um número c, 1 < c< me coloque pontos aí e bí sobre o segmento XiXi+l de 
modo que Xiaí = bixí+1 e aibi = ln c. Denotamos por ab tanto o segmento geodésico como o 
seu comprimento. Sejam Ai e B~ horociclos com eixo L, através de ai e bí respectivamente. 
Denote por ~(a) a região contida entre os horociclos Ai-l e Ai e por R (b) a região 
entre B~- 1 e Bi. Seja S/ a faixa paralela limitada pelas perpendiculares dos bisectores 
dos segmentos x{- 1x{ e xtx{+1 . Então, podemos definir as células C/ (a) e C/ (b) como 
c{ (a) = s{ n R{ (a) e c{ ( b) = s{ n R{ ( b). 
Figura 3.1 
Segue da construção que as células C/ (a), assim como as células C/ (b),(para i , j = 
O, ±1, ±2, ... ) são congruentes entre si , e cada um dos conjuntos de células formam um 
ladrilho. No entanto, os dois tipos de células tem áreas diferentes, e a razão da área 
52 Empacotamento de Esferas 
de Cf (b) para a área de C{ (a) é ln c. Portanto, considerando a densidade da família 
de círculos congruentes ao redor dos pontos x{ , as densidades definidas pelos tipos das 
células podem ser diferentes por um fator arbitrário. 
Assim, a única instância em que podemos ter um conceito de densidade sem ambi-
guidades ocorre quando considerarmos empacotamentos reticulados. Mesmo, assim, para 
contornarmos o problema, precisamos de um novo conceito de densidade. Lembramos que 
Definição 3.3.1 Um empacotamento de bolas B = B (r) de IHin como sendo um conjunto 
de bolas B = B (r) de raio r disjuntas e que não se sobrepõem 3.1. 3. 
Definição 3.3.2 Consideramos uma célula de Voronoi ou um Domínio de Voronoi V em 
lHin como, 
V= V(B, B ) := {p E Wld(p,B) ~ d (p, B '), VB' E B} . 
Ainda 1) é a interseção de uma coleção localmente finita de semi-espaços em r:nn, isto 
é, é um poliedro convexo, eventualmente de volume infinito. A família {V (B, B ) I B E B} 
cobre lHin sem sobreposições (a menos de medida nula). 
Note que se B = {Bi}iEN for um empacotamento de esferas, com cí o centro de Bi , 
então V (B1 , B ) ='De. (B) = {p E IHin ld (p, ci) ~ d (p, ci), Vj E N} . 
Lembramos que, conforme observado em 3.3, a definição euclidiana de densidade não 
se estende ao caso hiperbólico. Para contornar esta dificuldade, introduzimos o conceito 
de densidade local. Consideraremos domínios V de Voronoi como visto em 3.3.2. 
Definição 3.3.3 A densidade local ldn (B, B) de B em B é dada pela densidade de B 
com respeito ao seu domínio de Voronoi V, isto é, 
ldn (B, B) := voln (B). 
voln (V ) 
onde V :J B é a célula de Voronoi que o contém. É imediato constatar que ldn (B, B ) < 1. 
É fácil constatar que, se B for um empacotamento reticulado, então a densidade lo-
cal independe da escolha de B E B, pois neste caso, todos os domínios de Voronoi são 
isométricos. Assim, esta é uma noção razoável de densidade e é com esta que trabalhare-
mos ao longo deste trabalho. 
De modo geral, assim como no caso euclidiano, pouco é conhecido sobre empacota-
. mentes ótimos e boa parte da literatura se dedica a encontrar limitantes superiores para 
a densidade local. O principal dentre eles, é novamente a densidade simplicial. Antes de 
tratarmos de modo detalhado do conceito de densidade simplicial, vamos generalizar o 
conceito de empacotamento por horobolas. 
3.4 Empacotamentos por horobolas em IHin 
Esta seção nos ajuda muito, quando o assunto é a assintoticidade, onde entendemos por 
assintoticidade o comportamento da densidade em casos quando o número de faces de um 
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dominio de Voronoi ou seu diâmetro tende a oo. Antes de inciarmos, diremos que no espaço 
hiperbólico estendido, JHin = 1Hln u aJHin, onde o1Hln = {x = (xl,X2, ... ,Xn) E JR1l lxn >O} u 
{ oo }, admitimos empacotamentos Boo por horobolas Boo(seção 1.3.2). 
Um empacotamento de horobolas Boo = B,eN de JHin é uma família de horobolas dis-
juntas Bi em JHln. A noção de densidade local pode ser estendida para empacotamento 
por horobolas B00 . Para isto, seja B E B00 e p E JHin arbitrário. Como horobolas são 
fechadas, a distância de um ponto p a uma horobola d (p, B) = inf { d (a, b) la E A, b E K} 
é atingido. Sendo estas convexas. se p rJ. B, então existe um único ponto x E oB tal 
que d (p, x) = d (p, B) e a geodésica passando por p e X é ortogonal a horoesfera oB. o 
domínio de Voronoi V (B) de 800 é definido como o conjunto de pontos dado por 
'Doo =V (B) = {p E 1Hlnldist (p, B) ~ dist (p, B'), VB' E Boo} . 
Como, ambos Boo e 'D00 tem volume infinito, a noção de densidade local tem de ser 
modificada. 
Desta forma, seja q E o1Hln o ponto ideal de B , e Soo uma horoesfera centrada em 
q contendo 'Doe, ou seja, uma horoesfera tal que q E oSoo. Seja K (R) C Soo uma 
bola com centro c E Soo e raio R. K (R) determina um cone convexo Cn (R) onde 
Cn (R) := cone
9 
(Kn-l (R)) C JHln com ápice q consistindo de todos os raios geodésicos 
começando em K (R) e com ponto ideal q. A função densidade local de B com respeito 
a 8 00 , ldn (Boo, Boc), é definida por 
. voln (Boo n Cn (R)) 
ldn (Boo, Boo) =A~ sup voln (Doo n Cn (R)) 
e é independente da escolha do centro c de K (R) . 
q 
Figura 3.2: Cone C1 (R) 
3.5 Limitante universal para a densidade local em IEn 
O teorema 3.5.14 que apresentaremos a seguir fornece um limitante universal para a 
densidade local de empacotamentos de esferas em espaços de curvatura constante [24]. 
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Começaremos definindo a densidade simplicial. A seguir vamos apresentar uma fórmula 
para a densidade simplicial e concluir apresentando um limitante universal para a, densi-
dade local. 
3. 5.1 A densidade simplicial 
Iniciamos com a apresentação de conceitos necessários para sua definição. 
Definição 3.5.1 Seja P um poliedro convexo n -dimensional em IEn. Sejam S e T faces 
de P. Definimos o ângulo diedral a = a ( S , T) de P entre S e T da seguinte maneira: 
- Se S = T, então o ângulo diedral a é dito ser n. 
- Se S e T são distintos, lados não adjacentes de P , então a é definido ser O. 
- E se S e T são adjacentes então, se IE = S1 , a é definido ser o ângulo entre os 
pontos finais de P . De outra forma, dado x E S n T, seja ms (t) a geodésica passando 
por x ortogonal a S tal que ms (O) = x e m (t) pertence ao exterior de P para t > O 
(suficientemente pequeno) . Defina mr (t ) de modo análogo e defina a como o ângulo 
entre m~ (O) e mT (O) . 
Definição 3.5.2 Um n-simplexo em IEn é o fecho convexo (por geodésicas) de n+ 1 pontos 
não contidos em um hiperplano {hiper-variedade totalmente geodésica). 
Definição 3.5.3 Um n-simplexo em IEn, é um simplexo regular de dimensão n se seu 
grupo de simetrias atua transitivamente sobre suas faces k -dimensionais (O ~ k ~ n - 1). 
Neste caso, ele tem um único baricentro (o ponto fixo do grupo de simetrias), e todas as 
suas arestas e ângulos diedrais são de medida iguais. Denotaremos por Sreg = STE,9 (a) c 
IEn um simplexo regular de dimensão n e de ângulo diedral2a E [0, 2r.] . 
No contexto hiperbólico, admitimos os vértices de um simplexo regular estarem no in-
finito, caso em que o simplexo é chamado ideal e deye ser denotado por s~g = s~g (2a~J 
Em geral , Sreg (2a) é realizável 
{ 
em § n para -1 < cos (2a) < ~ 
em JRn para cos (2a) = ~ 
em JHin para ~ < cos (2a) ~ n~l 
(3.4) 
No caso limite 2a ._ 2a 0 := arccos ~ ~ um n-simplexo não-Euclidiano Sreg (20') dege-
nera em dimensão e atinge o volume zero. Note que a~=~ arccos n~l = a~- l < c~ô < ~­
No caso Euclidiano, Sreg (2a) é determinado por seus ângulos diedrais 2a a menos de 
homotetias, nos espaços de curvatura k #O, o ângulo diedral 2a e o comprimento 2r da 
aresta de Sreg (2a) são relacionados por 
(
2r) cos (2a) 
cos b = 1- (n - 1) cos (2a)' (3.S) 
onde b := Vk E {1 , i}. 
Introduziremos o conceito de densídade sirnplicial dn (r), como sendo um limitante 
superior para a densidade local. 
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Definição 3.5.4 Considere n + 1 bolas de mesmo raio, mutuamente tangentes uma a 
outra, em lEn. Seus centros determinam um n-simplexo regular Sreg c lEn de aresta de 
compnmento 2r. Definimos dn (r) por 
dn (r) = (n + 1) voln (B n Sreg) 
voln (Sre9 ) 
e B é uma das bolas em questão. 
Uma vez que apresentamos a definição de dn e esta envolve o volume, então se faz 
necessário apresentar uma fórmula para calcular o volume de uma bola em JH!11 que servirá 
para futura referência no capítulo 3 [27]. 
Observação 3.5.5 O volume de uma bola hiperbólica Br de raio r centrada em pé dado 
por 
voln (Br (p)) = .On- 1 1 r sinhn-1 t dt, 
onde nn-1 = ;[:) denota o volume da (n- ! )-esfera sn-1 . 
Observação 3.5.6 No caso euclidiano, a função densidade simplicial independe do raio 
r, com t.sso 
e B é uma das bolas em questão. 
Um resultado importante, apresentado por K. Boroczky ([7], teorema 1), para empa-
cotamentos de esferas de lE11 , é o seguinte: 
Teorema 3.5. 7 Seja lEn o espaço de curvatura constante, e considere um empacotamento 
B de esferas de raio r. No caso esférico suponha que r < ~ . Então a densidade de cada 
esfera em suas células de Voronot não podem exceder a densidade de n + 1 esferas de raio 
r mutuamente tangentes para o simplexo expandzdo por seus centros, isto é, 
ldn (B, B) :5 dn (r), VB E B. 
Ao estendermos os conceitos de empacotamentos para horobolas (JH:r) (seção 3.4), 
a função densidade simplicial 3.5.4 pode também ser estendida facilmente para o caso 
r = oo. Para isto, considere n + 1 horobolas B mutuamente tangentes. O fecho convexo 
de seus pontos ideais é um simplexo regular ideal s~g c JH!n com ângulo diedral 2a~. 
Definimos a densidade simplicial 
dn (oo) = (n + l) voln (Boo n S~9) 
voln ( S';';9 ) 
(3.6) 
Desta forma, obtémos um resultado análogo ao do teorema 3.5. 7 para o caso hi-
perbólico. 
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Proposição 3.5.8 Seja 8 00 um empacotamento por horobolas de JH[n. Então, 
ldn (B, Boo) ~ d., (oo) , 'c:/B E 8 00 . (3.7) 
Observamos que o limite superior dn (oo) em 3.7 é atingido para um empacotamento 
com horobolas inscritas nas células de um suposto domínio de Voronoi para horobolas em 
IHI"'. Para n = 2, existe somente um empacotamento. Ele pertence à tesselação regular 
{ oo, 3} e tem densidade d2 ( oo) = l . Por meio de argumentos geométricos simples, é 1T 
possível mostrar que dn (r) < d,_1 (r) ([21], lema 3) e então obtermos, por construção, 
d2 = ~ · de modo que d., (r) < dn < ~ · 
Com isso, estamos aptos a determinar uma fórmula para dn ( oo). 
3.5.2 Fórmula para a densidade simplicial 
É possível determinar uma fórmula explícita para a função densidade simplicial, a'.n sobre 
lRn e dn (oo) E Iffin, em termos do volume de um simplexo regular [24]. Nesta direção, 
vejamos em primeiro lugar a definição de um esquema ortogonal que será utiliz;ado na 
demonstração do lema 3.5.10. 
Definição 3.5.9 Um esquema ortogonal R c IH!n, n ~ 1, é um simplexo limitado por 
htperplanos Ho, ... ,H., tais que Hi .l Hi para li- il > 1. Ainda, R é unicamente deter-
minada por seus ângulos diedrais a 1 = L ( H1 _ 1, H 1 ) ~ ~ , 1 ~ i ~ n . 
Lema 3.5.10 Seja S0 c S"'-1 um simplexo regular esférico de ângulo diedral 2a0 -
arccos ~ . Então 
1 n k + 1 n-;+1 
dn = ; IJ (k _ 
1
) · voln-1 (So). 
k=2 
(3.8) 
Demonstração: Seja Sreg = Sreg (2a0) um simplexo regular com arestas de compri-
mento 2 em lRn. Por 3.5.4, temos 
onde B Ç lR"' é uma bola unitária centrada em um dos vértices do simplexo regula.r Sreg· 
Observe que 
âB n Sreg = So Ç sn-1, 
e 
voln-1 (So) 1 
voln (B n Sre9 ) = voln (B ) · n = - · voln- 1 (So ). 
n-1 n 
É conhecido (veja [7]) que Sreg pode ser separado em (n + 1)! simplexos característicos 
congruentes ou esquemas ortogonais R= R (a0) da seguinte forma: traçando-se perpen-
diculares para as faces dimensionalmente inferiores do simplexo, iniciando do baricentro 
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p de Sreg e conectando-se todos estes pontos com os vértices de Sreg· O esquema ortogo-
nal R é um simplexo limitado por hiperplanos Ho , ... , Hn, com Hi j_Hj para li- 11 > 1. 
Denote por Pi o vértice de R oposto a Hi de modo que Pn = p. Então, 
L. (H H) { 
~ ~ para i= 1, ... , n - 1; 
ai := í-1, i = n . a0 , para z = n. 
Portanto, podemos escrever 
dn = n + 1 . voln-1 (So) 
n (n + 1)!voln (R) · 
Resta-nos determinar voln (R). Seja qi , 1 ~i~ n, a aresta Pi-1Pi de R cujo comprimento 
é denotado pelo mesmo símbolo. Então, q1 = 1. Por meio de geometria elementar, um 
argumento indutivo usando que tan2 a~ = ~~i (note que 1 +tan2 a~ = cos~ ag ecos 2a~ = t 
implica que cos2 a~ = k~l) produz 
(3.9) 
o 
É conhecido que a densidade de um simplexo regular esférico é uma função monótona 
crescente do ângulo diedral {[21]). Logo, o limitante universal dn < 1 juntamente com 3.8 
implica que 
rrn (k _ 1) n-~+1 voln-1 (Sreg (2a)) < n · k=
2 
k + 1 , 
para todo Sreg (2a) ç sn-l com cos (2a) 2: ~-
Teorema 3.5.11 Sejam s~g um simplexo regular ideal em JHin e Vn = voln (S~g), n 2: 3. 
Então, a densidade simplicial por horobolas dn ( oo) é dada por 
1 n + 1 n n-1 (k- 1) n;k 
dn ( 00) = n- 1 . 2n-1 . rr k + 1 
k=2 Vn 
(3.10) 
Demonstração : A densidade de n + 1 horobolas Boo mutuamente tangentes relativas a 
um simplexo regular 8~9 = S~9 (2a~) ç IHin formado por seus pontos ideais é dada por 
(3.6) 
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Temos que calcular o valor de voln (Boo n S~9) . Assim, como na prova de 3.5.10, sepa-
ramos S~9 em (n + 1)! esquemas hiperbólicos ortogonais congruentes R = R (a~) com 
ângulos a~, i , i , ... , ~ sendo que a~ é o ângulo diedral de um vértice no ideal. Denotamos 
os vértices de R por Po, ... , Pn e com Po E 8IHfn . 
O volume arbitrário de um setor Q de uma horobola B , Q C B , é conhecido ([2], (3) , 
p . 113), e sendo dado por 
1 
voln (Q) = n _ 
1 
voln-1 (Q n 8Boo), 
onde voln-l (Q n 8Boo) é o volume euclidiano de uma superfície esférica Q n 8Boo de Q. 
Portanto, 
voln (Boo n S~9) = ~1 voln-l (Boo n S~9 n 8Boo) n-
= -
1
-voln-1 ( 8Boo n S~9) n -1 
n! 
= --voln- l (Ro ), 
n - 1 
(3.11) 
e Ro = Ro (a~) C JRn-l denota um dos n ! esquemas ortogonais do simplexo regular 
euclidiar10 8B= n S~9 . Ro surge assim como um vért ice na figura de R no ponto base P0 
de Boo e tem vértices Q1 = P1 e Qi := Po~ n 8B00 , 2 ::; i :S n . Denote por 
o comprimento das arestas de R0 . Então, por 3.9, 
1 
voln- 1 (Ro) = ( ) ' ql · · · Qn- 1· n -1. 
(3.12) 
Por construção de R C S~9 , cada uma das arestas Pk := Pk-lPk, 2 :::; k ::; n, é o raio 
interno r1c de um simplexo regular ideal S~9 (2a~) c JHik surgindo assim como uma face 
de dimensão k de S~9 . Portanto, ([21}, lema 1), 
isto é, 
1 
tanhp~c = tanh r~c = k' para k 2: 2. (3.13) 
Considere a próxima face triangular P0P1P2 de R com o arco q1 - Q 1Q2 insc:rito no 
horociclo (figura 3.3). 
Um resultado conhecido da trigonometria hiperbólica ([8], p. 268) é que tanh)?z = q1. 
Segue de 3.13 que q1 = ~ · Mais ainda, para k = 2, ... , n - 1, 
(3.14) 
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Po 
Figura 3.3 
Para constatarmos este fato, basta observarmos que, no esquema ortogonal Ro = Ro (a~) = 
Q1 · · · Qn C IRn-l. O ângulo no triângulo Qn-2Qn-1 Qn com ângulo a~ em Qn-2, isto 
é, tan a~ = Qn.-l. Uma expressão análoga pode ser deduzida para cada face do esquema 
Qn-2 
ortogonal Ro (a~) = Q1 · · · Qk C IRn- l em Ro, que em torno da figura vértice o esquema 
ortogonal 
de S':e9 (2a~) C JHin. 
A combinação de 3.12 e 3.14 produz 
n-1 
= 2·1-{~ G~ ~) .,. 
Juntamente com 3.11, temos a prova de 3.10. o 
Para o volume simplicial hiperbólico n-dimensional, exitem fórmulas explícitas em 
termos do ângulo diedral somente para n ~ 6 (veja [22] e [23]). Para o volume Vn = 
voln (S':e
9 
(2a~)) de um simplexo regular ideal SC::
9 
(2a~J , existe uma representação de 
Vn bem como uma série de potências para todo n 2:: 2 (ver J . Milnor [29], parágrafo 4). 
Lema 3.5.12 O volume Vn do simplexo regular ideal, n 2: 3, é dado por 
onde 
~ f3 (/3 + 1) ... (/3 + k - 1) 






(2io) ! · · · (2in)! 
60 Empacotamento de Esferas 
Lema 3.5.13 A densidade simplícial para horobolas dn (oo) é dada por 
n-1 n-.1: TI (k-1)-2 
n + 1 Vn k= 2 k+l 
dn (oo) = --1 . 2n-l . oo ' 
n - ~ .B<.B+l)···(.B+k-1) A 
onde {3 = n!l e An,k = 
i·o+ .. ·+i,==k 
i/'?;0 
(2io)! .. ·(2in)! 
~ (n+2k)! n ,k 
k=O 
Com estes dois resultados podemos explicitar a seguinte tabela: 










A densidade simplicial de horobolas dn ( oo) 
Agora, daremos início à subseção que findará o presente capítulo. 
3.5.3 Limitante universal para a densidade 
Vamos demonstrar nesta seção que a densidade local é limitada superiormente pela den-
sidade simplicial: 
Teorema 3.5.14 Seja B = B (r) um empacotamento de esferas de raio r em um espaço 
lEn de curvatura constante k, r ~ oo. Então, para n = 2, 3, e para n suficiem;emente 
grande, a densidade local ldn (B, B) é limitada superiormente pela densidade simplícial 
dn ( oo) . isto é, 
n-1 n - k 
n + 1 n (k- 1) -2 
ldn (B, B) ~ dn (oo) = n- 1 . 2n-t . rr k + 1 
k=2 
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Antes de demonstrar o teorema, devemos verificar que a densidade simplicial dn está 
bem definida em função do ângulo diedral a E (a~, ~), simultaneamente para todas as 
três geometrias k E { -1, O, 1} . Para isto, considere primeiro k =f:. O, e seja vo[lkJ uma 
função volume no espaço de curvatura constante k, IEn. Por 3.5 temos que 
r (a) = - arccos . k k ( cos(2a) ) 
2 1 - ( n - 1) c os ( 2a) 
(3.15) 
Agora, seja So = So (2a) c sn-l em um vértice do Sreg (2a) . Mostraremos que 
dn (a) = d~ (a) para k =f:. O (3.16) 
Lembrando que sinh (x) =i · sin (7), e tomando os raio nas curvaturas k E {1 , -1} como 
.Jk ( cos(2o-) ) b 
rk = T arccos I-(n-l) cos(2a:) , o temos 
dl- lJ ( ) = ( 1) . volh-
11 
(B n Sre9 ) 
n a n + [ 1] 
voln- ( Sreg) 
= (n + 1). vol~ll (So). voz~-lJ (B (rl-11 (a))) . [-1)1 
n-1 voln ( Sreg) 
f -1 [ 1] 
- ( + 1) f ·n-1 . n-1 (t) dt voln+_l (So) - n · ~ · sm - · ---'-;--:-;---
0 i in· volh+1l (Sre9 ) 
J
r l vozi+IJ (S ) 
= (n+1)· sinn-1 (u) du· 1:~ 1 
0 
voln (Sre9 ) o 
= ( ) . volh+
1
l (B n Sre9 ). = di+IJ ( ) 
n + 1 (+l] n a · 
voln (Sre9 ) 
Da segunda para a terceira igualdade foi usado o fato de que para cada fórmula métrica 
(trigonométrica) na geometria esférica possui uma análoga em t rigonometria hiperbólica, 
multiplicando-se por in cada volume esférico n-dimensional. 
Considerando a expressão analítica para ;. dn (r) e calculando-a em um caminho es-
pecífico mas importuno que, Marshall 's (veja [27]) mostrou que, para n suficientemente 
grande, ;.dn (r) >O, obtendo o seguinte: 
Teorema 3.5.15 Para todo n suficientemente grande, dn (r) é uma função estritamente 
crescente de r. 
Corolário 3.5.16 Seja dn (a ) = dn (r (a) ) a função dens~dade simplicial sobre [a~. ~] . 
Então, para n = 2, 3, e para n suficientemente grande, dn (a) é uma função estritamente 
decrescente de a, isto é, 
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Demonstração: Por 3.16, temos que é suficiente provarmos esta afirmação para a E 
(a~ , a0). Para isto, note que por 3.5 tem-se 
1 ( cos (2a) ) 
r = r (a) = -2 arccos ( ) (2 ) . 1- n -1 cos a 
(3.17) 
Do teorema 3.5.15 basta mostrarmos que r (a ) é estritamente decrescente com .respeito 
a. Por 3.17 e 3.4, segue que 
dr = _ sin (2a) . cosh2 (2r) < O. 
da cos2 (2a) sinh (2r) 
o 
Vejamos enfim, a demostração do teorema 3.5.14. 
Demonstração: Combinando o corolário 3.5.16 com o teorema 3.5.15, proposição 3.5.8 
e teorema 3.5.11, finalmente obtemos o resultado anunciado no início desta seção. O 
E para finalizarmos temos conforme foi mostrado por C. A. Rogers em [31), teorema 
7.1, que 
Teorema 3. 5.17 Para empacotamento de bolas B de JR.n , n > 2, a função densidade dn 
é um limitante superior para a densidade, ou seja, 
Capítulo 4 
Empacotamentos em JHI2 
É com grande entusiasmo que escrevo este capítulo cujos resultados, embora parciais e 
não tão conclusivos quanto desejávamos, são originais. 
Na primeira seção deste capítulo tratamos de casos conhecidos, onde podemos cons-
tatar que não é difícil calcular o valor do limitante superior d2 além de verificarmos a 
assintoticidade de ld2 quando temos um polígono P de p lados colocados em cada um de 
seus vértices q destes. 
Já na segunda parte, trabalhamos com a perturbação de uma superfície compacta 
orientável de genus g e apresentamos na seção 4.2.5 os importantes resultados que encon-
tramos em nossas magníficas aventuras durante o desenrolar deste trabalho. 
A importância de tais resultados veremos na conclusão que desenvolvemos após este 
capítulo, onde mostramos porque estes resultados reforçam as conjecturas iniciais deste 
t rabalho, abrindo caminho para futuras investigações. 
Agora na esperança, diante do breve roteiro, de ter chamado sua atenção para este 
capítulo, prossigamos no seu desenrolar. 
4 .1 Est udo assintótico de empacotamentos (p, q) 
Vamos considerar um ladrilhamento do plano hiperbólico por polígonos regulares de p 
lados, com exatamente q polígonos encontrando-se em cada um dos vértices. Tal ladri-
lhamento existe para quaisquer inteiros p, q tais que ~ + ~ < ~. 
Para realizá-lo, basta construirmos um polígono regular com p lados e ângulos iguais 
a 2rr . Considerando o modelo de Poincaré, dividimos o disco em p setores congruentes, 
q 
por meio de p raios { ten 
2
; lO :5 t < 1 e n = O, 1, ... , p - 1}. 
Para cada O < t < 1, temos p pontos { Ç (t , n) = ten
2
; In= O, 1, ... , p - 1} que deter-
minam um polígono regular. Este polígono está naturalmente dividido em p triângulos 
t:l (t , O), ... , t:l (t , p- 1) isósceles, determinados pelos pontos O, Ç (t , n ) e Ç (t , n - 1). 
Chamemos de Ut =a (t ) a medida dos ângulos L (0, Ç (t , n), Ç (t , n + 1)) . Temos que, 
por Gauss Bonnet 1.4.4, a área de t:l (t, n ) é dada por rr- ~ - 2ett = rr ( 1 - ~) - 2at· 
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É óbvio que at é contínua, decrescente em t e líma (t) = O, pois neste caso obtemos um 
t->1 
polígono com vértices ideais. Além disto, quando t ~O, cada triângulo 6. (t, n) degenera-
se em um ponto, de modo que lim J.L (6. (t , n)) = O e temos portanto que lima (t) == %- ~. 
t-+O+ t-.o+ 
Assim, o teorema do valor intermediário nos garante que, se 2; < % - ~· então existe 
um (único) O< t < 1 para o qual at = 2; . 
Observe que nem sempre tal polígono será um domínio de Voronoi de um grupo fu-
chsiano. De fato, se considerarmos um conjunto de isomet rias T1, ... , Tp que levam um 
determinado polígono nos polígonos adjacentes, estas geram um grupo que age transitiva-
mente sobre o conjunto dos ladrilhos, mas este grupo não é necessariamente discreto. Não 
obstante, cada ladrilhamento determina um empacotamento de esferas. Para isto, basta 
considerarmos a maior circunferência inscrita C em cada um dos polígonos P . Como os 
polígonos são todos isométricos, a densidade local está bem definida, independente do 
polígono escolhido: 
ld ( ) 
volz (circunferência inscrita) vol2 (C) 
2 p q = = ---:-----:-
' vol2 (polígono) vol2 ( P) 
( 4.1) 
onde C:= é o maior círculo hiperbólico inscrito em P. 
Lembramos que a densidade simplicial d2 é a densidade de um polígono regular em 
relação ao empacotamento, obtido pelos centros de três esferas mutuamente tangentes do 
empacotamento. Sabemos que esta é um limitante superior para a densidade local ld2 
(teorema 3.5.14). Não é difícil calculá-la. 
Vamos considerar três horociclos Ha. , Hb e Hc mutuamente tangentes, com pontos 
ideais em Va , Vb e Vc respectivamente. Sem perda de generalidade, podemos supor 'L'c = oo. 
Mais ainda, se tivermos Va. =a e vb = b, a isometria T (z) = b_:o. (z- a.~b) mantem 'Uc = oo 
fixo e leva V a em -1 e vb em 1. Logo nosso triângulo ó tem vértices, -1 , 1 e oo. 
Consideremos então o triângulo cujos vértices Va. = -1 , Vb = 1 e Vc = O;), com 
ângulos internos O (figura 4.1). Temos pelo teorema de Gauss-Bonnet que seu volume 
é n . Afim de obtermos a densidade simplicial resta-nos calcular o valor da área hachu-
rada 8 , que consiste da intersecção das três horoesferas H a., Hb e Hc com o triângulo 
de vértices apresentados acima, (figura 4.1). Temos então que basta sabermos o valor 
das áreas; A= {z E lHI2 Iz E Hc n ó,Imz > 2}, B = {z E IBI2 Jz E Hb n 6., 1 < Imz < 2} 





2 -2 2dx dy = 2dx = lim -12 = 1 
2 -1 Y 2 Y a-oo y 
(4.2) 







Vc = CX> 
1
1 l l+"h-(:r-1)2 1 11 -1 v -( - )2 
d dx 1
1+ 1 :r 1 d 
2Y = -1 X= 
o 1 y o y 
1 - dx = 1 - cos u dB 11 1 h27T ll o l+..j1- (x - 1)2 'ªf l+cosB 
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= 1- (~- 1) = 2- ~ (4.3) 
A equação 4.3 pode ser obtida por meio de substituições e integração por partes. 
Área C 
t 11 \ dy dx = t lim - 1 1~1-:r2 dx = t 1 dx - 1 = ~ - 1 J o ~ Y lo y-+oo Y J o Vl - x2 2 (4.4) 
A equação 4.4 pode ser obtida por meio de simples substituições trigonométricas. 
E de 4.2, 4.3 e 4.4, considerando a simetria da figura segue que o volume da área 
hachurada e é 
Assim. 
voh (A)+ 2 [voh (B ) + vol2 (C)]= 1 + 2 (2- ~ + ~- 1) = 3. 
d 
= vol2 (A)+ 2 [vol2 (B ) + vol2 (C )] = ~ ~ 0 95 93 2 vol2 (.ó.) 1T • 
4 
· 
Perguntamo-nos então se este limitante pode ser atingindo por algum ladrilhamento 
do tipo (p, q). O primeiro passo para tentarmos responder a esta pergunta é calcularmos 
ld2 (p, q). 
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4.1.1 Calculando ld2 (p, q) 
Seja P um polígono regular do ladrilhamento (p, q) . Começamos observando que os 
ângulos de P são todos iguais a 2; . 
Afim de obtermos o valor da densidade local calcularemos primeiro v oh ( P) . 
Sabemos (figura 4.2) que 
27r 27r 
vol2 (.6.t) = 7i - () - O't- O't = 1r- - - -
p q 
(4.5) 
A segunda igualdade da equação 4.5 é obtida pelo teorema de Gauss-Bonnet (teorema 
1.4.4). Assim, 
vol2 (P ) = p7i ( 1 - ~- ~) . (4.6) 
C - circunferência inscrita de raio d 
P - poligono regular 
() 2w _ 7T = - O't--
p q 
Figura 4.2 
Vamos supor que o polígono está centrado no ponto z = O e que um dos vértices 
do polígono é o ponto w = t + O· i . Considere .6. , como feito anteriormente, um dos 
p triângulos determinados pelas p arestas de P mediante a ligação do ponto z == O aos 
extremos das arestas. Em part icular devido a congruências dos t riângulos ó , assumiremos 
por facilidades nos cálculos que ó é o triângulo com uma de suas arestas sendo a geodésica 
ligando O a w = t . Seja () o ângulo no ponto z = O do t riângulo ó e O't representando 
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o comprimento dos ângulos nos outros dois extremos de 6... Considere c o comprimento 
das geodésicas que ligam z = O aos vértices de P e denotemos por d o comprimento da 




Note que e= 2;, 2a:t = 2; => at = ~- Ternos ainda que 
c = d (0, t) = ln ( 1 + lt!) = ln ( 1 + t) 
1- ltl 1- t 
De acordo com a segunda lei do cosseno (teorema 1.4.2) ternos que 
h 
- cos Cit cos () + cos Cit 
cos c- . . e 
SlllC:tSlll 
= cos C:t ~ + co~ e = cos (~) 1 + cos ( ~) 
sm C:t sm e q sin !1:. sin 21f 
q p 
Mas de acordo com 4.7, 
ec +e-e 1 + t 2 
coshc= = --. 2 1- t2 
e'= !1:. 
p 




Resta-nos saber agora, o valor do raio d, (figura 4.3), da circunferência C inscrita em 
P. Conforme descrição acima temos que " a" representa o ponto de tangência de C com a 
aresta do polígono P que designaremos por v1 e v2 os vértices da respectiva aresta. Desta 
forma obtemos dois triângulos retângulos cuja união é o triângulo b.. Assim, definindo 
()' = ~ = ~ e lembrando que C:t = ~' e d (O, a) = d, concluímos por 4.7 que d = ln (i::). 
E mais 
cos f)' cos ~ + cos C:t cos frt 
cosh d = . ()' . rr - si· n e' . sm sm~ (4.9) 
Segundo, a observação 3.5.5 e sabendo que r (1) = 1 [12], ternos para n = 2 que 
vol2 (C) = 21í 1d sinh t dt = 21í ( cosh d - 1) . (4.10) 
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Disso segue que 
ld ( ) = 21r ( cosh d - 1) 2 p, q ( 2 2) 
p7r 1-;;- q 
2(~-1) ( ~-1 ) = _ sm 0'
2 2 
= 2 ----.,(,=srn::.:..;B:......' --..,.-) __ 
P 1- - - - 1 2 2 . p q p -- -
q 
(4.11) 
Substituindo os valores de at e f)' em (4. 11 ) obtemos 
( 
1f • 7T) ( ) cos-- sm - 1 ld2 (p, q) = 2 q. rr. p ( ) · 
sm 'P p 1- .t - 2 
q 
(4.12) 
Não conseguimos determinar a existência de soluções para a equação ld2 (p, q) = ~­
No entanto, podemos garantir que não existe solução para p e q suficientemente grande, 
conforme veremos no último teorema desta seção. 
Teorema 4.1.1 Considere P um polígono nas condições acíma, do ladrilhamento p e q. 
Temos que para p e q suficientemente grandes, l~ (p, q) < ~ -
Demonstração: Observe que 
cos-- sm-
( 
1r • 7!') 




De modo que da equação 4.12 temos que 
2 
lim ld2 (p, q) = -. 
p , q -oo 1f 
Concluímos que, para p e q suficientemente grandes ld2 (p, q) < ~-
(4.13) 
o 
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4.2 Perturbação de polígonos regulares 
É conhecido ([11]) o fato que toda superfície compacta M
9 
de genus g > 2 admite uma 
métrica de curvatura constante igual a - 1. Em outras palavras, tal superfície é home<r 
morfa ao quociente lHI2 j r onde r é grupo fuchsiano isomorfo a IT1 (M9 ). 
" / 
' / ' / a' / • 
' / ' / ·,a!/' 
" ' " ·, 
/ ' / . ·, ·, ·, 
·, . 
/ 
' / .. , ,,. 
~, / .. 
·, /. 
' / ·, .!/ 
Figura 4.4 
Mais ainda, sabemos como construir tal grupo. Consideremos P9 um polígono regular 
com 4g lados e ângulos iguais a() = ~; = ~. Então, se considerarmos o conjuntos das 
arestas de P9 sendo {rt lt E {1 , 2, ... , 4g} }, tomamos as funções de parelhamento (2.2.18) 
1/Jk com k E {1, 2, ... , 2g} tal que Wk (rk ) = rk+2g . O teorema de Poincaré nos garante 
que o grupo r gerado por estas transformações é fuchsiano. Mais ainda, se considerarmos 
a triangulação determinada pelos segmentos ligando um ponto interior de P9 aos seus 
vértices (figura 4.4), temos que 
x (lHI2 ;r) = 49 - ( 4g + 29) + 2 = - 2g + 2 
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de modo que lHI2 ;r é de fato homeomorfo a M9 . 
No entanto, esta não é a única forma de obtermos uma superfície :II~f2 ;r ~ i\19 . Na 
realidade, existem infinitas superfícies de curvatura constante igual a -1, não isométricas, 
mas homeomorfas a M9 (outra forma de dizer esta mesma afirmação é dizer que existem 
infinitos grupos fuchsianos r, isomorfos a rg, que não são conjugados um do outro). 
Podemos parametrizar todos esses grupos por seus domínios de Voronoi associando a 
r um domínio 'Dp (r). 
Se considerarmos a isometria T, T (z) = w, temos que z é ponto fixo de a.lguma 
isometria r-1ST se, e só se, w for ponto fixo de S . Assim, sem perda de generalidade, 
podemos assumir que O E lDl2 não é fixo por r . Se o for, escolhemos p que não é f .xo por 
qualquer elemento de r e isometria T tal que T (O) = p. 
Contudo nem todos os polígonos são domínios de Voronoi de um grupo fuchsiano. 
Perguntamo-nos, por exemplo, quais polígonos de 4g lados são domínio de Voronoi de 
um grupo fuchsiano r 9 ~ 111 (1Vf9 ). Antes de tudo, o polígono deve ser convexo e devemos 
poder parelhar os seus lados do modo como já feito para P9 no inicio desta seção. Assim, 
devemos ter os pares de arestas correspondentes de mesmo tamanho. Além disto , pelo 
t eorema de Poincaré, devemos ter a soma de seus ângulos igual a 21r e sua medida deve 
ser 27i (2g - 2). 
Seja P = P9 um polígono convexo regular de 4g lados, centrado em z = O. Repre-
sentaremos seus vértices por z1 , z2 , ... , z49 orientados no sentido anti-horário e suponha 
que O é ponto interior de P. Consideremos os triângulos 6.1 (0, z1, z2), 6.2 (0, z2, z3) , .. . , 
6.49 (O, z49 _ 1 , z49 ) e seja 1'1 o comprimento do ângulo interno do triângulo b.i no vértice 
o, i E {1, 2, ... , 4g }. Denotamos por ai o ângulo interno de p no vértice Zi com i E 
{1, 2, ... , 4g} (figura 4.5). 
zs 
Figura 4.5 
Todos os ângulos "/k do centro do polígono convexo, são iguais devido à sua regularidade 
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e sua soma é 21r, donde concluímos que 'Yk = ~; = ~. Resumindo, denotaremos P por: 
onde zk E .11))2 são os vértices do polígono, 'Yk representa o ângulo central do polígono P 
e fh representa o ângulo em cada um dos vétices Zk do polígono P , V k E { 1, 2, ... , 4g}. 
Temos ainda que devido as condições de regularida-de e emparelhamento do poligono que 
4g 
"f:J)k = 27r. Note ainda que podemos representar cada vértice Zk por zk = lz11 e í(k-l)* e 
k=l 
z1 o vértice escolhido para começarmos a traçar o polígono P. 
Pretendemos estudar a densidade localld2 de um polígono regular de 4g lados, que seja 
domínio fundamental de um grupo fuchsiano r ~ r g quando um dos vétices é perturbado, 
isto é, fixamos e pertubamos o vértice Zío. Desta forma obteremos um novo vértice 
Zio = Zio + z€, z€ E C suficientemente pequeno. Suponha sem perda de generalidade que o 
vértice perturbado seja z1. Escolhemos um parelhamento de modo a termos uma simetria 
da figura representada por P, da seguinte forma: seja Tk a aresta dada pelo seguimento 
zkzk+l• k E {1, 2, ... ,4g} com z4g+l = z49 , e considere a aplicação '1/Ji tal que '1/Ji ('~i)= T2g+i 
com i E {1, 2, ... , 2g} (figura 4.5). Obtém-se com isto a vantagem que para igualarmos 
o comprimento das arestas parelhadas, precisamos realizar a perturbação equivalente em 
apenas mais um dos vértices, o vértice Z2g+l oposto a z1 , que deve ser perturbado por 
zêeirr. 
Figura 4.6 
Resumindo obtemos um novo polígono P, 
(4.14) 
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com vértices Zk , definidos do seguinte modo: Zk = lz11 e i(k- l)i para k #1, 2g + 1; z1 = 
z1 +z~ e z29+1 = lz1 + z~ l eirr. Com esta definição temos que as arestas ZkZk+l e Zk+2gZk+2g+l 
tem mesmo comprimento e podem ser parelhadas. No entanto, o grupo gerado por estas 
isometrias não é necessariamente discreto. De fato, o teorema de Poincaré 2.2.?9 garante 
que, para o grupo gerado por estes parelhamentos ser discreto, devemos ter L: fh := 21r, o 
que não ocorre em geral. É fácil constatar, por exemplo, que tornando zê = é > O obtemos 
'L,Bk < 21r enquanto para zê =é< O obtemos :Z::B~c > 21í (figura 4.6). 
4.2.1 Pseudo-homotetias 
Para satisfazer as condições do teorema de Poincaré, faremos uso de Pseudo-homotetias, 
conceito que definimos a seguir. 
Figura 4.7 
Definição 4.2.1 Uma pseudo-homotetia de razão t centrada em z0 E [})2 é a ap/icação: 
Wt: [})2 ~ [})2 definida do seguinte modo; dado z E [})2 , sejam l (z) = d (z0 , z) e 1 : !F~~ [})
2 
a geodésica com 1 (O) = zo e 1 (l) = z . Definimos então Wt (z) = "/ (tl), ou seja, tomamos 
o único ponto no raio geodésico z0z satisfazendo a equação d(:(::;;)) = t. 
Observação 4.2.2 Se considerarmos uma perturbação suficientemente pequena, e 
restringirmo-nos apenas aos vértices do polígono, considerando o polígono original cen-
trado em z = O, podemos definir Yk (t) = tzk, para t suficientemente próximo d.e 1, ou 
seja, uma homotetia euclidiana. 
Vamos considerar, para t E JR+ o polígono P (t) de vértices y1 (t) , ... , y49 (t) . I~ óbvio 
que o volume de P (t) é estritamente crescente com t , e de modo similar ao feito na 
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construção do polígono P, obtemos que existe to tal que vol (P (to)) = 4n (g- 1) , de 
modo que caímos nas condições do teorema de Poincaré, ou seja, o polígono P* = P (to), 
com vértices Yi = Yi (to), i = 1, 2, ... , 4g, é domínio fundamental de um grupo fuchsiano 
r*~ r 9 , gerado pelo parelhamento das arestas de P*. 
Em resumo, o caminho a ser seguido é o seguinte: 
1. Pertubamos um vértice Zt ~----+ z 1 + zE e o seu oposto z29+1 ~----+ z29+1 + zEei7r. 
2. Buscamos to tal que vol (P (to )) = 4n (g- 1) e denotaremos por P* = P (t0 ). 
3. Determinamos o raio do círculo inscrito P*. 
4. Obtemos a densidade 
ld
2 
(P*) = 211" (cosh r- 1) = cosh r- 1 
(2g - 2) 27i 2g - 2 
Neste caminho, apresentamos a seguir como calcular ld2. 
4.2.2 Calculando ld2 
Lembro que P* representa o mesmo polígono denominado nas seções precedentes. Por 
definição 
( 4.15) 
sendo C* o círculo inscrito no polígono P*. Do teorema de Gauss-Bonnet (1.4.5) segue 
4g 
vol2 (P*) = (4g- 2) 1r- L:o-k = (4g- 2) n - 2n = 4n (g- l) 
k=l 
e em particular, para g = 2 obtem-se 
vol2(P*) = 4n. ( 4.16) 
Prosseguindo neste caminho para conhecermos ld2 (P*) precisamos conhecer o círculo 
inscrito C* e seu raio r* . Feito isto obtemos que 
vol2 (C*) = 2n 1r sinh t dt = 2n ( cosh r- 1) 




(P*) = 2n (cosh ·r- l) = (cosh r- 1). 
41f (g- 1) 2 (g- 1) 
(4.17) 
(4.18) 
O primeiro problema para determinarmos C* é encontrar o seu centro c*. Veremos 
a seguir que, para zE suficientemente pequeno, o centro c* permanece fixo. Começamos 
estudando o círculo C inscrito em P o polígono obtido a partir de P pela perturbação 
de um vértice e perturbação simétrica do vértice oposto (4.14). Apresentaremos então a 
seguinte proposição: 
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Proposição 4.2.3 Sejam P9 o polígono regular de 4g lados, g ~ 2, com âng'U.los ~;. 
Oriente os vértices v:_; ... , v49 no sentido anti-horário. Seja C círculo inscrito, de mio r e 
centro c. Considere P o polígono obtido a partir de P pela perturbação do vértice v1_e do 
vértice oposto v29+1 , .!!btendo v1 = v1 + zE e v29+1 = v29+1 + zEei1r . Designaremos po:r C um 
círculo inscrito em P, com raio r e centro c. Então, para lz€1 suficientemente pequeno, 
r::; r e c= c. 
Demonstração: Suponhamos sem perda de generalidade que v1 = x1 +Oi e t '2g+I = 
-x1 +Oi. 
Observe antes de tudo que para I z<: I suficientemente pequeno, P continua sendo con-
vexo. 
Seja zE = x + iy. Se x < O, então a aresta v1v2 intercepta C (se y < O) o·.1 v 49v1 
intercepta C (se y > 0). Obtem-se nestes casos facilmente que r$ r e~ c. 
Suponha então x > O. Neste caso, C continua estando contido em P e tangenciando 
4g- 4 arestas: V2V3, v3v4 , . . . , v29 ._1v29 e as aresta opostas a estas v2g+2v2g+3 , v2g+3v2g+4, ... , 
v4g-l V49 em pontos q2 , q3 , .. . , q29- 1, q2g+2 , ... , q49_ 1 respectiva:_nente. Considere l1 e h os 
segmentos das geodésicas tangentes si_gmltaneamente a C e C e l o segmento de geodé~ca 
ligando o <zntro de C ao centro de 2 · Sejam p 1 = lt n C , P2 = h n C, P1_ l1 n C e 
ii2 = l2 n C. Como Pt,P2,pl ,ii2 E P e este é convexo, temos que l1, l2 C P , o mesmo 
valendo para l. Parametrize l , por l (O) = c e l (1) = c. Para cada O ::; t ::; 1, seja Ct o 
círculo centrado em l (t) e tangente a l1 (e l2 por simetria)(figura 4.8). Denotando por 
r (t) o raio de Ct, temos que r (t ) é função estritamente crescente, monótona em t. 
Figura 4.8 
Por um lado, devemos ter Ct contido na figura determinado por: {.P2Pi} Ul1 U { p;r;;} Ul2 
onde P2ifi :={arco de C entre p2 e p1- sentido horário}, PJ; :={arco de C entre ji1 e P2-
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sentido horário}. 
No entanto, para t suficientemente pequeno, um subarco tão grande quanto desejarmos 
do arco de C entre P1 e P2, denotado por p;ji2 (no sentido horário) está contido no interior 
de Ct. 
Mas, para lze I suficientemente pequeno, P1 e P2 estão tão próximos de serem diametral-
mente opostos quanto se queira. Em particurlar, podemos ter p;ji2 com medida angular 
maior que~-
Mas todo arco de C medindo mais do que~ contém ao menos um dos pontos q2, q3 , .. . , 
Q2g-b Q2g+2, ... , Q4g-l · Como consequência, obtemos que algum vértice de P pertence ao 
interior de Ct , uma contradição ao fato de termos Ct contido em P. Logo temos c= c e 
r:::;r. D 
Corolário 4.2.4 Sejam P = (zi , ... , z49 ) como acima e C o círculo inscrito de P, cuJO 
centro é o ponto z = O. Considere '1/Jt uma pseudo homotetia em z = O de razão t E 
(1- ê, 1 + ê) e constdere o polígono P* de vértices 
Yt = '1/Jt (Zi), t = 1, 2, .. . , 4g. 
Então, para ê suficientemente pequeno, o círculo inscrito C* de P" tem centro z =O. 
Demonstração: Considere o polígono P = ( z1 , ... , z 49 ) e P' o polígono de vértices 
y~ = 1/Jt ( Z1 ), i = 1, 2, ... , 4g. Este é um polígono regular e 
y; = Yt, Vi E {2, 3, .. . , 2g, 2g + 2, ... , 4g}. 
Temos então que P é obtido a partir de P' pela perturbação dos vértices y~ e y2
9
+1. Mas 
para ê suficientemente pequeno, a perturbação será tão pequena quanto desejamos e cai-
mos assim nas condições da proposição anterior. D 
Retornando a igualdade em 4.18 podemos notar que o raio é até o presente momento 
uma incógnita para nós, e num próximo passo partiremos para a obtensão de r. 
4.2.3 Calculando o raio r da esfera centrada em P* 
Conforme descrevemos anteriormente, temos que P* é composto pelos triângulos 6.1 para 
i E {1, 2, ... , 4g} cujos vértices são O, Yí e Yi+l onde y49+1 = y 1 . Seja bi o segmento geodésico 
Oyi, i E {1 , 2, ... , 4g} , e por simplicidade da notação representaremos o seu comprimento 
d (O, Yi) pelo mesmo nome, isto é, b, = d (O, Yi) Vi E { 1, 2, .. . , 4g}. Denominaremos por 
simplicidade de notação que di representa ao mesmo tempo o comprimento e a geodésica 
ligando Yt a Yi+l , ou seja, di = d (yi, Yi+l)· Assim temos que os triângulos 6.i tem lados 
bt , bt+l e dt. Sabemos que ri= d (0, ai) para ai no segmento geodésico que liga Yt a Yt+I, 
e sabemos que ri deve ser ortogonal a~- Agora considere o comprimento do segmento 
geodésico aiYt+l dado por xt = d (ai , Yi+l ), a partir disto temos que a distância de Yt a ai 
deve ser di -xi , isto é, d (yt, ai) = dt -xt· Mediante estes fatos temos que cada triângulo 6i 
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Figura 4.9 
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ri = d(O, ai) 
~ = d(yi, Yi+l) 
Xi = d(ai, Y·i+l ) 
d(O, Yi) = bi 
d(O, Yi+l) =: bi+l 
é dividido em dois subtriângulos, um com vértices (0, ai, Yi+d que desgnamos de triângulo 
superior de ri e outro com vértices (0, ai , Yi) que chamamos de triângulo inferior de ri 
(figura 4.9). 
Sabemos da primeira lei dos cossenos (teorema 1.4.2) que 
obtendo 
de onde segue que 
cosh (bH1) = cosh (xi) cosh (ri) 
cosh (bi) = cosh (di- xí) cosh (ri) 
cosh (bi+l ) cosh (di - Xi) = cosh (bi) cosh (xi). 
( 4.19) 
(4.20) 
Utilizando-se a igualdade cosh (a ± /3) = cosh (a) cosh (!3) ± sinh (a) sinh (/3) e aplicando 
esta na igualdade anterior obtem-se 
Observe que subtraindo-se cosh (bi+t) cosh (di) cosh (xi ) de ambos os lados da igualdade 
1 
acima e substituindo no lado esquerdo sinh (xi) por ( cosh2 (xí) - 1) 2 , temos 
I 
- sinh di cosh bi+l ( cosh2 X i - 1) 2 = cosh X i ( cosh bi - cosh bi+l cosh ~) . 
Note ainda que elevando-se ao quadrado os dois lados da expressão anterior , e subt raindo 
de ambos os lados sinh2 (dt) cosh2 (bi+I) cosh2 (xi) conseguimos 
( · h2 d h2 b ) h2 ( cosh
2 
bi - 2 cosh bi cosh bi+1 cosh di ) 
- Sln i COS i+l = COS Xi h2 b -+ cos i+l 
Desta última segue 
h
2 - cosh2 bi+1 sinh
2 di 
COS Xi = 2 2 
cosh ( bi) - 2 cosh bi cosh bi+ 1 cosh di + cosh bi+ 1 
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donde concluímos que 
h 
(- cosh2 bi+1 sinh
2 di)~ 
COS Xi = 
1
. 
( cosh2 bi - 2 cosh bt cosh bi+1 cosh di + cosh2 bi+1) 2 
Substituindo 4.21 em 4.19 tem-se 
( 2 2 ) 
1 
h h b 
cosh bi - 2 cosh bi cosh bi+ 1 cosh di + cosh bi+ 1 2 
COS Ti = COS i+l 1 
( 2 2 )-- cosh bi+1 sinh di 2 
= ( cosh 
2 
bi - 2 cosh bi cosh bi+ 1 cosh di + cosh 2 bi+ 1 ) ~ 
- sinh2 dí 
Sabemos ainda, utilizando a expressão da distância (1.11) que: 
d(O ·) = ln (1 + IYi l) 
) Yt 1- IYd 
d( . . ) -1 ( 1 - YiYi+il + IYi - Yi+ll) Yt, Yt+l - n I I I I 1 - YiYi+l - Yi - Yi+l 
1 + I ·12 cosh (bi) = cosh (d (O, Yt)) = Yt., 
1 -[yi[-
. h (b ·) - 2 [yd 
sm ' - 1- 1Ytl2 




cos t - cos Yt , Yt+l - 2 2 
ll-YiYHII -lyi-Yi+II 
· h (d ·) _ 211 - Yíiii+liiYi - Yt+1J 
@n t - 2 2 
[1- YiYi+ll -[yi- Yt+1l 





Note ainda que a substituição de 4.23 em 4.22 e depois substituindo tudo em 4.18 nos 
fornece uma expressão de ld2 (P*) em função de Zi e t. Mas como zi depende de z€:, temos 
uma expressão para ld2 (P*) em função de ze e t. 
Vejamos agora, como determinar t em função de Ze, afim de termos ld2 (P*) depen-
dendo diretamente da perturbação Ze· 
4.2.4 Como relacionar t e z€ 
Pretendemos relacionar t e Ze afim de podermos expressar a função ld2 ( P*) em função de 
ze, podendo dessa forma analisar o comportamento da função densidade localld2 diante 
da perturbação feita no nosso polígono fundamental P e responder desta forma as questões 
que apresentamos inicialmente. 
A relação entre o parâmetros t e ze pode ser estabelecida olhando para a condição 
4g 
~~>~k = 27r ( 4.24) 
k=l 
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onde lembramos que ak representa o ângulo no vértice Yk conforme a figura 4.7. Vamos 
calcular ak, para k E {1, 2, ... , 4g} . 
Começamos decompondo ak = o:t + O!J; , a:t e a}; são ângulos dos triângulos 6.k e 





bk = d(O, Yk) 
rk = d(O., ak) 
Xk = d( alo Yk+l) 
dk = d(yk, Yk+1) 
Vamos determinar os ângulos at e cii; . Sabe-se pela primeira lei dos cossenos, que 
cosh bk+1 = cosh dk cosh bk - sinh dk sinh bk cos c4 
cosh bk-1 = cosh dk-·1 cosh bk- sinh dk- l sinh bk cosa-;; 
onde assumimos que, b4g+t = bt e que bo = b49 e do= d4g· 
Com 4.25 e 4.26 temos que 
+ _ (cosh (dk ) cosh (bk) - cosh (bk+l)) 
ak - arccos . h (d ) . h (b ) sm k sm k 
_ (cosh (dk- d cosh (bk ) - cosh (bk- t) ) 
ak = arccos sinh (dk- 1) sinh (bk) · 
Diante das igualdades em 4.27 temos 
_ ( cosh (dk ) cosh (bk) _- cosh (bk+1)) 
O:k- arccos sinh (dk ) sinh (bk) 
+ arccos . (
cosh (dk- t ) cosh (bk) - cosh (bk- t)) 
sinh (dk- d sinh (bk) 
Logo substituindo 4.28 em 4 .24, segue 
4g [ , _ ~cosb(d~~:) cosh(bk)-cosh(bk+l) ) 
"'"" ar ecos sinh(dk) sinh(bk) 
L + cosh(dk- l ) cosh(bk) - cosb(bk-1)) 
k=l arccos sinh(dk_ 1) sinh{bk) 
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A substituição de 4.23 em 4.29 nos fornece uma igualdade em termos de t , z~ e dos 
vértices z1, ... , z49 do polígono original, que são dados iniciais do problema. Podemos então, 
ao menos teoricamente, tentar explicitar t como função de z~. No entanto, as contas 
são demasiado pesadas, e mesmo a tentativa de resolve-lo com awcüio de computador 
foram infrutíferas: com o algorítmo implementado, tentamos resolver através do programa 
Mathemátíca em um estação de trabalho, sem obter resultados após uma noite inteira de 
trabalho (da máquina). 
Por isso, para tentarmos entender o comportamento de ld2 quando perturbamos um 
vértice do polígono P, não nos resta outra alternativa, a não ser estudar na vizinhança 
de um ponto. Para fazê-lo, podemos calcular implicitamente as derivadas parciais de 
t (zç) = t (x + iy) no ponto Zt =O. 
4.2.5 O caso g = 2 
Começamos estudando o caso g = 2. Mais adiante explicaremos quais resultados podem 
ser estendidos para g > 2 arbitrário, indicando como fazê-lo. Partimos de um polígono 
regular com 4g = 8 lados e ângulos iguais a 2; = ~ . Sem perda de generalidade podemos 
assumir, no modelo do disco de Poincaré, que o baricentro de Pé o ponto z =O. Vamos 
antes de tudo construir tal polígono, assumindo que o vértice z1 se encontre no eixo real 
positivo. Precisamos antes de tudo determinar lz1 l· 
Sabemos, (figuras 4.5 e 4.9) que devemos ter 
sek = 21r => s (et +e;) = 21i. 
Devido a regularidade de P, temos et = 8j; donde segue 
7T 
168t = 21r => Bt = -a· 
Assim pela segunda lei dos cossenos (teorema 1.4.2) e lembrando que "/k = ~ tem-se 
( ) 
cos (~) cos (i) + cos (~) 
cosh b1 = . (w) . (1!") sm 4 sm 8 
= cos (~) (~ + 1) = cot (~) (1 +h) 
sin(~) 1 8 
onde b1 = d (0, z1) e tendo em vista 4.23 juntamente com 4.30, segue que 
donde 
(1 + v'2) cot (i) - 1 
( 1 + V2) cot (i) + 1 . 
( 4.30) 
(4.31) 
Determinado z1 , os outros vértices de P podem ser obtidos mediante rotações suces-
sivas de z1 por~, ou seja, Zk = l z1 lei(k-l)~ , com k E {1,2, ... ,8} . 
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Perturbemos o vértice z1 por z,., isto é, z1 = z1 + z,.. Para podermos obter um 
parelhamento de arestas do polígono devemos perturbar também o vértice z5 e temos 
Como o ponto O continua sendo o centro do círculo inscrito de P* , vamos considerar a 
pseudo-homotetia Wt, de razão t, centrado em z = O, obtendo os vértices, 
(
l+lzll)t 1 
(t) 1-lzll - i(k-1)(!!) Yk = t e 4 , k E {2,3, 4,6, 7, 8} 
1 + (l+lz1 l ) 
1- lzd 
( l+l~ll)t- 1 1-lzll iara(zl+z ) 
Yl = e ., e ' 
1 + (l+l~ll ) t 
1- lzl l 
(
l+lzll )t _ 1 
y~ = 1- lzd ei(arg(zl+z. )+7r) 
;) 1 + ( 1+1~11 ) t 
1- lzll 
Seguindo temos por 4.23 que 
com k E { 1, 2, .. . , 8} . 
Desta forma segue de 4.29 que f (zf: , t) é dado por 
8 
f (z,. , t) = L:ak (ze, t) 
k=l 
7 I coshdk(t) coshbk(t) -coshbk+l (t ) l + 
_ ~ arccos sinh dk (t) sinh bk (t) 
- L.J cosh dk-l (t) cosh bk (t)- cosh bk-t (t ) k=2 + arccos ___ ::.....:.._.:....__ _ _ .:.....:._ ___ ~
sinhdk- 1 (t) sinh bk(t) 
[ 
coshd1 (t)coshb1 (t)-coshb2 (t) ] arccos --~......;._-~__;;__.:....__----,-__ .:....:.. 
sinh d1 ( t ) sinh b1 ( t ) . 
cosh d8 (t) cosh b1 (t) - cosh b8 (t) + 
+ arccos . h d ( ) . h b ( ) Slll 8 t Slll 1 t 
[ 
cosh ds ( t) cosh bs ( t) - cosh bt ( t) ] arccos -----''-'------'--'-----
sinh d3 ( t ) sinh bs ( t) 
cosh d7 ( t ) cosh b8 ( t) - c os h b7 ( t ) · 
+ arccos . h d ( ) . h b ( ) Slll 7 t Slll 8 t 
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Consideremos agora Ze = (x, y), sabemos então que definindo 
8 
F (ze, t) =f (ze, t (z,)) - 2?T = f (x, y , t (x, y))- 2?T = I:ak- 27T 
temos F (z,, t) =O. Derivando implicitamente, obtemos que 
8F 8t + 8F =O=> 8t = -~~ 
8t 8x 8x 8x ~ 
8F 
8 F ât + â F = O => 8t = - ay 




Efetuando os cálculos através do programa "Mathematica" para 4.35, e observamos 
que 
ât O O = - ~~ (0, O, 1) ~ _ -9.513656920021766 = _ 
8x ( ' ) ~(O, O, 1) -13.645154965646661 °·69722 
8t &F (O O 1) 
- (0, O)= - 8ãj ' ' =O. (4.36) 8y 7ft (0, o, 1) 
e a derivada, ~ na direção do vetor v = (cose, sine), é -0.69722cose. 
Observação 4 .2.5 Caso util?.zarmos homotetia euclidiana obtemos que os vértices de P* 
são dados por 
Yk (t) = t lzk l et(k-l)( ~) , k E {2, 3, 4, 6, 7, 8} 
Yl = t lzl + Ze l eiarg(zl+z. ), Ys = t lzl + Ze l ei(arg(zl+z~)+?r) (4.37) 
e os bk são alterados para a forma 
(4.38) 
onde k E {1, 2, ... , 8}. Enquando que os dk seguem a forma apresentada em 4.33, porém 
utilizando os vért~ces Yk apresentados em 4.37. 
A partir da homotetia eucl~diana (4.37 e 4.38} segue das igualdades em 4.35 avaliadas 
em z, = (O, O) 1 os resultados 
ât -~ (0,0, 1) -9.513656920021766 
8x (O, O) = BJ: (0, O, 1) ~- -31.99999999999991 = -0.2973 
8t _BF (001) 
- (0, O) = 8;" ' · = O. (4.39) 8y 7ft (0, o, 1) 
Portanto/ aplicando 4.39 na direção (cose, sin e), temos a direção -0.297302 cose para a 
derivada de t em função de z,. 
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Após feitas as contas, podemos perceber que, parte destes resultados podem ser de-
monstrados de modo razoavelmente elementar, para g ~ 2 qualquer: 
Teorema 4.2.6 Nas condições acima temos que g~ = O e %! < O, e para todo genus 
g ~ 2. 
Demonstração: Suponhamos sem perda de generalidade que g~ > O. Então teríamos 
que t é crescente com y . Suponha ainda que perturbemos o vértice z1 do polígono P 
descrito acima por z€ = yi , com y > O. Pela simetria do polígono, caso perturbássemos 
por -y, ou seja, zE = -yi, teríamos que a soma dos ângulos internos seria a mesma em 
ambos os casos, dando desta forma o mesmo volume de P para ambos, o que contradiz o 
fato de supormos que t cresce com y . Argumento idêntico mostra que não podemos ter 
g; < O, donde segue que g~ = O. 
Para vermos que %! < O, isto é, que t decresce com x , basta notarmos que para uma 
perturbação de z€ = x com x > O temos g_ue o volume de P aumenta, pois ainda. com a 
notação usada anteriormente, temos que P, o polígono perturbado, contém o polígono P 
inicial. 
Sendo a pertubação arbitrária, concluímos a afirmação feita. D 
Notemos que, o espaço P9 de todos os polígonos com 4g lados, com baricentro no 
ponto z =O e pares de arestas opostas de mesmo comprimento é homeomorfo (na realidade 
difeomorfo) a JR69-2 (duas dimensões de liberdade para cada um dos 4g vértices, das quais , 
subtraímos duas, correspondentes a determinação do baricentro e 2g dimensões relativas 
a correspondência das arestas opostas). 
Dentre este polígonos, aqueles correspondentes a domínios fundamentais de um grupo 
fuchsiano r ~ r g formam um subespaço difeomorfo a R69- 6 , o espaço de teichmuller 
Tg [32, Capítulo 4.6] . A pseudo-homotetia introduzida nada mais é que um modo de 
projetarmos P9 em Tg, digamos rr : P9 --t Tg . 
Se consideramos apenas as perturbações de vértices do polígono regular Po E P9 que 
tenham, em cada vértice, componente radial positiva, obtemos em P9 um cone aberto, 
que denotamos por P!. Seja T; = 1r (P;). Temos então o seguinte 
Corolário 4 .2. 7 Dado P E ~t suficientemente prónmo de P0 , temos ld2 (P ) $ ld2 (Po). 
Observação 4.2.8 Embora não possamos concluir de modo claro que a função densidade 
local é um máximo local no polígono regular de 4g lados. (Dentre todos os polígonos 
"próximos" deste que sejam domínio fundamental de uma superfície de genus g 2:: 2, 
o jato de termos ~ = O e -1 < $! < O reforça esta conjectura. De fato, podemos 
interpretar o fato de termos I%! I < 1 do seguinte modo: para compensar a comJ>Onente 
correspondente a x do vetor perturbação zE ( x, y), que é aplicado a apenas dois vértices 
z1 e z29+1, aplicamos uma pseudo-homotetia que, em um certo sentido, distribui esta 
componente entre todos os 4g vértices. A implementação do mesmo algoritmo para g 




No intuito de verificar que a densidade dl2 é um máximo local , trabalhamos no sentido 
mais simples possível que seria de perturbarmos o polígono original por zs e verificarmos 
logo após obtermos as condições de regularidade para termos um grupo fuchsiano r gerado 
por suas funções de parelhamento, que Zs deve ser O. Este desenvolvimento foi feito com 
precisão para o caso g = 2 onde obtemos os novos e significativos resultados: 
• sendo t a razão da pseudo-homotetia, temos que -1 < at~~o) < O. 
• e ainda que at~;o) = O. 
Diante de uma análise mais precisa dos resultados acima, percebemos que não teríamos 
nenhum custo adicional em demonstrar que at~~o) < O e &t~;o> = O para uma superfície 
compacta orientável de genus g qualquer, isto é, g > 2. Isto pode ser constatado na 
demonstração que apresentamos em 4.2.6. 
Devido a complexidade das equações envolvidas, muitas questões e conjecturas que 
esperamos verdadeiras não puderam ser plenamente resolvidas ao longo do mestrado, 
mas tivemos confirmada a plausibilidade destas hipóteses. Para sermos mais explícitos: 
• Como podemos relacionar a densidade de empacotamento com a densidade de pro-
babilidade gaussiana hiperbólica? Esta é a questão mais diretamente relacionada à 
busca de códigos eficientes. 
• Como calcular, algoritmicamente, o raio de uma circunferência maximal inscrita em 
um polígono. 
• Se considerarmos um polígono associado a uma superfície compacta de genus g ;::: 2, 
podemos calcular a densidade em termos da área deste e da maior circunferência ins-
crita. Se o domínio for regular (arestas e ângulos congruentes), será que a densidade 
é um máximo local? E um máximo global? 
• Como se comporta a função densidade em termos do espaço de teichmuller associ-
ado a uma superfície de genus g? É possível entender ao menos o comportamento 
assintótico desta função? 
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Estas são apenas algumas das inúmeras questões inexploradas em relação ao a.3sunto. 
Realçamos que, além do aprofundamento no estudo da teoria, consideramos a possibili-
dade de se aprimorar os algoritmos computacionais, que poderão ser de grande valia e 
ajudar a resolver algumas destas questões. 
E por fim, uma outra perspectiva que se abre nesta direção, esta sem aplicações visíveis 
e bem mais complexa do ponto de vista das estruturas matemáticas envolvidas, é a. tenta-
tiva de se estudar estas mesmas questões em espaços simétricos não compactos. Sob este 
ponto de vista, o estudo de geometria hiperbólica se constitui em um arsenal inicial de 
exemplos, e também, dependendo da abordagem adotada, uma introdução aos métodos: 
o estudo de Grupos de Lie semi-simples. 
Capítulo 6 
Apêndices 
Apresentamos aqui os dois algoritmos usados no "Mathemática" para os cálculos que 
fizemos no capítulo 5. 
Algoritmo homotetia euclidiana 
zl:=Sqrt[ ( (1 +Sqrt[2])*Cot[Pi/8]-1 )/ ( (1 +Sqrt[2])*Cot[Pi/8}+ 1 )] 
ze[x_,y_]:=(x+I*y) 
d[x_, Y-] := (Sqrt[(zl + x)'2 + (yf2]) 
pl[L x_, Y-] := Sqrt((l- (tA2)*d(x, y]*zl*Cos[Arg[zl + ze[x, y]]- (Pi/ 4)Jr2 + 
((tA 2)*d[x, y)*zl *Sin[Arg[zl + ze[x, y]) - (Pi/ 4))f2) 
p2[t_, x_, Y-] := Sqrt[(l- (tA2)*zl *zl *Cos[-(Pi/ 4)1r2 + ((tA2)*zl *zl *Sin[-(P i/ 4)1f21 
p3[L, x_, Y-1 := Sqrt[(l- (t~2)*zl *zl *Cos[-(Pi/4)1r2 + ((t-2)*zl *zl *Sin[-(Pi/ 4)Jr 2J 
p4(t_, x_, Y-1 := Sqrt((l- (t-2)*d(x, y]*zl*Cos[-(Pi/ 4)- Arg[z1 + ze[x, yllJr2+ 
((t-2)*d[x, y1*z1 *Sin[-(Pi/4) - Arg[zl + ze[x, y]]]f2) 
p5[L, x_, Y-1 := Sqrt[(l- (t-2)*d[x, y]*zl *Cos[Arg[z1 + ze[x, y]]- (Pi/ 4)]f2 + 
((tA2)*d[x, y]*zl *Sin[Arg[zl + ze[x, y]] - (Pi/ 4)Jr21 
p6[t_, x_, y -1 := Sqrt[(l - (t-2)*zl *zl *Cos[-(Pi/ 4)]f2 + ((t ~ 2) *zl *zl *Sin[-(Pi/ 4)Jr2J 
p7[t_, x_, Y-] := Sqrt[(l- (t.2)*zl *zl *Cos[-(Pi/ 4)]f2 + ((t.2)*zl *zl *Sin[-(Pi/ 4)]f2] 
p8[t_, x_, y_] := Sqrt[(l- (t- 2)*d[x, y1*zl*Cos[(7*Pi/ 4) - Arg[zl + ze[x, y]]]r2+ 
((t. 2)*d[x, y1*zl *Sin[(7*Pi/ 4) - Arg[z1 + ze[x, y]]])"2] 
ql[t_, x_, Y-1 := t*Sqrt[ (d[x, y]*Cos[Arg[z1 + ze[x, y]]]- zl *Cos[(Pi/ 4)J r2 + 
(d[x, y]*Sin[Arg[zl + ze(x, y]]]- z1 *Sin [(Pi/4)Jr2J 
q2[L, x_, Y-] := t*Sqrt[(zl *(Cos[(Pi/ 4)] - Cos[(Pi/2)])f2 + 
(zl *(Sin[(Pi/ 4)1 - Sin[(Pi/ 2)])r21 
q3[t_, x_, Y-l := t*Sqrt[(zl*(Cos((Pi/ 2)1 - Cos((3*Pi/ 4)])r2 + 
(zl *(Sin[(Pi/ 2)1 - Sin[(3*Pi/ 4)])f2] 
q4[L, x_, Y-1 := t*Sqrt[(zl*Cos[(3*Pi/ 4)1- d[x, y]*Cos[Arg[zl + ze[x, Y11+Pi1f2+ 
(zl *Sin[(3*Pi/ 4)] - d[x, y]*Sin[Arg[zl + ze[x, y]] + Pi1 r 2J 
q5[t_, x_, Y-1 := t*Sqrt[(d[x, y]*Cos[Arg[zl + ze[x, y]] + Pi1- zl *Cos[(5*Pi/ 4)1r2+ 
(d[x, y]*Sin[Arg[zl + ze[x, y]] + Pi] - zl *Sin[(5*Pi/4)Jr2J 
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q6[L , x_, Y-] := t*Sqrt[(zl *(Cos[(5*Pil 4)) - Cos[(3*Pil 2)])r2 + 
(zl*(Sin[(5*Pil 4)] - Sin[(3*Pi/2)])r2J 
q7[L, x_, Y-l := t*Sqrt[(zl*(Cos[(3*Pil 2)] - Cos[(7*Pil 4)])r2 + 
(zl*(Sin[(3*Pil 2)] - Sin[(7*Pil 4)])f2] 
Apêndices 
q8[L, x_, y -1 := t*Sqrt[(zl *Cos[(7*Pil 4)] - d[x, y]*Cos[Arg[zl + ze[x, y]])r 2 + 
(zl *Sin[(7*Pil 4)) - d (x , y]*Sin[Arg[zl + ze[x, y]J]f2] 
d1 [L ,x .. ,y -1 :=Log[( (p1 [t,x,y]+q1[t,x,y]) l (p1[t,x,y]-q1 [t,x,y]) )] 
d2[L ,x .. ,y_J:=Log[((p2[t,x,y]+q2[t,x,y]) I (P2[t,x,y]-q2[t,x,y]))] 
d3[L ,x .. ,y -J :=Log[ ( (p3[t,x,y]+q3[t,x,y]) I (p3[t,x ,y]-q3[t,x,y]))] 
d4[L,x_,y _J: =Log(( (p4[t,x,y)+q4[t,x,y]) l (p4[t,x ,y]-q4[t ,x ,y]) )] 
d5[L,x .. ,y -l :=Log[( (p5[t,x,y] + q5[t,x,y]) l(p 5[t,x,y]-q5[t,x,y]) )) 
d6[t_,x _,y_J:=Log[((p6[t,x ,y]+q6(t,x,y]) I (P6(t,x,y]-q6[t,x,y]))] 
d7[t_,x __ ,y_J:=Log[((p7[t,x,y]+q7[t ,x,y]) I(P7[t,x ,y]-q7[t,x,y]))] 
d8[L ,x .. ,y -] :=Log[ ( (p8[t,x ,y]+q8[t ,x ,y]) I (p8[t ,x ,y]-q8[t ,x,y]))) 
d [L ,x_,y_, L] := If[i == 1, dl[t,x,y], If[i == 2, d2[t ,x ,y], If[i == 3, d3[t,x,y], 
lf[i == 4, d4[t,x,y], If[i == 5, d5[t,x,yL If[i == 6, d6[t,x,y], If[i == 7, d7[t,x,y], 
If[i == 8, d8[t,x,y])]])]]]] 
b 1 [L,x .. ,y _J: =Log(( (1 +t*d[x,y])l (1-t*d[x,y]) )1 
b2[t_,x_,y _J:=Log[( (1 +t*zl) l (l-t*z1) )) 
b3[L,x_,y _J: =Log[( (1 +t*z1 )I (1-t*z1))] 
b4[L,x_,y _J:=Log[( (1 +t*z1) I (1-t*z1) )] 
b5[L ,x_,y -J :=Log[( ( 1 +t*d[x,y]) I (1-t*d[x,y]))] 
b6[L ,x_,y _):=Log[( (1 +t*z1) /(1-t*z1) )] 
b7[L,x .. ,y -l :=Log[( (1 +t*zl) I (1-t*zl))] 
b8[t_,x_,y -J :=Log[ ( (1 +t*z1 )I (l-t*z1) )] 
b [L ,x_,y_, L] := If[i == 1, b1 [t,x ,y), If[i == 2, b2[t,x,y), If[i == 3, b3[t,x,y] , 
If[i == 4, b4[t,x,y), If[i == 5, b5[t,x,y], If[i == 6, b6[t ,x,y], If[i == 7, b7[t,x,y], 
If[i == 8, b8[t ,x,y], O]]]]]]]] 
f[L,x_,y_]:=Sum[ArcCos[(Cosh[d[t,x,y,jJJ*Cosh[b[t,x,y,j)]-Cosh[b[t,x,y,j +l]] ) 
I (Sinh[d[t ,x,y,j]J*Sinh[b[t ,x,y,j]])] 
+ ArcCos[ ( Cosh[d[t,x,y,j-1]J*Cosh[b[t ,x,y,j])-Cosh[b[t,x,y,j-1]]) / (Sinh [d[t,x,y j-1 ]J* 
Sinh[b[t,x,y,j]])], {j ,2, 7} )+ 
ArcCos[(Cosh[dl[t,x ,y]J*Cosh[bl[t,x ,y]]-Cosh[b2[t,x,y]]) / (Sinh[dl[t,x,y]]*Sinh[bl[t,x ,y]])] + 
ArcCos[(Cosh[d8[t,x ,y]]*Cosh[bl[t,x,y]]-Cosh[b8[t,x,y]]) / (Sinh(d8[t,x,y]J*Sinh(bl(t.,x,y]] )]+ 
ArcCos[( Cosh[d8[t,x,y]]*Cosh[b8[t,x,y]]-Cosh[b1 [t,x,y]]) I (Sinh[ d8[t ,x,y]] *Sinh[b8[t . x,y]])] + 
ArcCos[ ( Cosh[d7(t,x,y]]*Cosh[b8[t ,x,y]]-Cosh[b7[t ,x ,y]]) I (Sinh[d7[t,x,y]] *Sinh[b8[t,x ,y]])] 
N[f[l , O, O]] 
N[2*Pi] 
g[t_, x_, Y-] := D[f[t, x, y], x1 
g[t, x, Y1 
h(t_, x_, y -1 := D[f[t, x, y], t1 
h[t, x, Y1 
r[t_, x_, Y-1 := D[f[t, x, y], Y1 
r[t. x, y] 
Algoritmo pseudo-homotetia 
z1:=Sqrt[( (1 +Sqrt[2])*Cot[Pi/81-1) /( (1 +Sqrt[2])*Cot[Pi/81+ 1 )1 
ze[x_,y_J:=(x+l*y) 
d(x_, Y-] := (Sqrt[(z1 + xr2 + (yr2]) 
w[t_, x_, Y-1 := (((1 + d[x, y])/(1 - d[x, y])ft) 
wd[t_, x_, Y-] := ((w[t , x, y] - 1)/(w[t, x, Y1 + 1)) 
r[t_] := ((1 + z1)/(1 - z1)rt 
k[L] := ((r[t]- 1)/(r[t] + 1)) 
pl [t_, x_, y_J := Sqrt[(1- wd[t, x, y]*k[t]*Cos[Arg[z1 + ze[x, y]] - (Pi/ 4)J r2+ 
(wd[t, x, y]*k[t]*Sin[Arg[zl + ze[x, y]] - (Pi/4)Jr 2J 
p2(t_, x_, Y-] := Sqrt[(l - k(t1*k(t1*Cos[-(Pi/4)1f2 + (k(t1*k[t1*Sin[-(Pi/ 4)]) ~2] 
p3(t_, x_, Y-1 := Sqrt[(l - k(t1*k(t1*Cos[-(Pi/4)1r2 + (k[t1*k[t]*Sin[-(Pi/ 4))f2] 
p4(L, x_, Y-1 := Sqrt({l - wd[t, x, y1*k[t]*Cos[-(Pi/4) - Arg[zl + ze[x, y]]]r2+ 
(wd[t, x, y1*k[t]*Sin[-(Pi/ 4) - Arg[zl + ze[x, y]J]f 2] 
p5[L, x_, Y-] := Sqrt[( l - wd(t, x, y1*k[t1*Cos[Arg[z1 + ze[x, y)) - (Pi/4)]) ~2+ 
(wd[t, x, y1*k[t]*Sin[Arg[zl + ze[x, y]] - (Pi/4)1f 2] 
p6(t_, x_, Y-1 := Sqrt[(l- k(t1*k(t1*Cos[-{Pi/4)]f2 + (k[t]*k[t]*Sin[-(Pi/4)])~2] 
p7(t_, x_, Y-1 := Sqrt({l- k(t1*k[t]*Cos[-(Pi/4)Jr2 + (k[t]*k[t]*Sin[-(Pi/ 4)]f2] 
p8(L, x_, y -1 := Sqrt((l - wd[t, x, y]*k[t1*Cos[(7*Pi/ 4) - Arg(zl + ze[x, yllJr2+ 
(wd[t, x, y1*k[t]*Sin[(7*Pi/4) - Arg[zl + ze[x, y]J]f 2] 
q1[L, x_, Y-] := Sqrt[(wd[t, x, y]*Cos[Arg(zl + ze[x, y]]]- k[t1*Cos((Pi/4)])~2+ 
(wd[t, x, y1*Sin[Arg(z1 + ze[x, y)]] - k[t1*Sin[(Pi/ 4)Jr2J 
q2[t_, x_, y_] := Sqrt[(k(t]* (Cos[(Pi/ 4)1 - Cos[(Pi/2)])f2 + 
(k[t]*(Sin[(Pi/ 4)] - Sin[(Pi/ 2)])) ~2] 
q3[L, x_, Y-J := Sqrt[(k[t]*(Cos[(Pi/ 2)) - Cos[(3*Pi/ 4)])f2 + 
(k[t]*(Sin[(Pi/2)) - Sin[(3*Pi/ 4)])r2J 
q4[t_, x_, y_) := Sqrt[(k(t]*Cos[(3*Pi/ 4)1 - wd[t, x, y1*Cos[Arg[zl + ze[x, y1]+Pi)f2+ 
(k[t1*Sin[(3*Pi/4)1 - wd[t, x, y1*Sin[Arg[zl + ze[x, Y1] + Pi]f21 
q5[t_, x_, Y-1 := Sqrt[(wd[t, x, y1*Cos[Arg[z1 + ze[x, y]J + Pi1- k[tJ*Cos[(5*Pi/4)Jr 2+ 
(wd[t , x, y)*Sin[Arg[z1 + ze[x, y]J + Pi] - k[t1*Sin[(5*Pi/ 4)Jr21 
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q6[t_, x_, y_J := Sqrt[(k(t]* (Cos[(5*Pil 4)] - Cos[(3*Pi/2)])f 2 + 
(k[t]*(Sin[(5*Pil 4)] - Sin[(3*Pil 2)])) ~ 2] 
q7[t_, x_, y_J := Sqrt[(k[t]*(Cos[(3*Pil 2)] - Cos[(7*Pil 4)])f2 + 
(k[t ]*(Sin[(3*Pi/2)] - Sin[(7*Pil 4)])t2J 
Apêndices 
q8[t_, x_, y -1 := Sqrt[(k[t]*Cos[(7*Pil 4)] - wd[t, x, y1*Cos[Arg[zl + ze[x, y]])f2+ 
(k[t]*Sin[(7*Pil 4)] - wd[t , x, y]*Sin[Arg[zl + ze[x, y]]]) ~2) 
dl [t _,x_,y -l :=Log[( (pl [t ,x,y] +ql [t,x,y]) I (pl [t,x,y1-ql [t ,x ,y]))] 
d2[t_,x_,y -1 :=Log[( (p2[t,x,y] +q2[t,x,y])l (p2[t,x,y)-q2[t,x,y]) )] 
d3(t_,x _,y -J :=Log[( (p3[t,x,y] +q3[t,x,y])l (p3[t,x,y]-q3[t ,x,y}) )] 
d4[t_,x_,y _J:=Log[( (p4[t,x,y)+q4[t,x,y])l (p4[t,x,y]-q4(t,x,y]) )] 
d5[L,x_,y _J :=Log[ ( (p5[t,x,y] +q5[t,x,y]) I (p5[t,x,y)-q5[t ,x,y]))] 
d6[t_,x_,y -J :=Log[( (p6[t ,x ,y]+q6[t,x,y])l (p6[t,x,y]-q6[t,x,y])) J 
d7[L,x _,y _J :=Log[( (p7[t,x ,y1 +q7[t,x,y])l (p7[t,x,y]-q7[t ,x,y]) )] 
d8[t_,x_,y -J :=Log[ ( (p8[t,x,y1 +q8[t,x,y]) I (p8[t,x,y)-q8[t,x,y]))] 
d[L,x_,y_, L] := If[i == 1, d1 [t,x,y], If[i == 2, d2[t ,x,y], If(i == 3, d3[t ,x,y], 
If[i == 4, d4[t,x,y], If[i == 5, d5[t,x,y], lf[i == 6, d6[t,x,y], If[i == 7, d7[t,x ,y], 
If[i == 8, d8[t,x,y]]]]]])]] 
bl [t_,x_,y -l :=t*Log[ ( ( 1 +d[x,y]) I ( 1-d[x,y]))] 
b2(t_,x_,y -J :=t *Log[( ( 1 +z1) I (1-z1))] 
b3[t_,x_,y -1:= t*Log(( (1 +zl) I (1-z1))] 
b4[L,x_,y _J:=t*Log(( ( 1 +z1) I (1-z1) )] 
b5[L,x_,y _J: =t*Log[( ( 1 + d [x,y])l (1-d[x,y]) )1 
b6[t_,x_,y -l :=t*Log[( (1 +z1) 1(1-z l) )] 
b7[t_,x_,y -l :=t*Log[( (1 +z1) I (1-z1) )] 
b8[t_,x_,y _]:=t*Log[((1+zl) I (I-zl) )] 
b[t_,x_,y_, L] := If[i == 1, b1[t,x,y], If[i == 2, b2[t,x,y], If[i == 3, b3[t,x,y], 
If[i == 4, b4[t,x,y], If[i == 5, b5[t,x,y), If[i == 6, b6[t,x,y], If[i == 7, b7[t,x,y], 
If[i == 8, b8[t,x,y], O]]]J]]JJ 
f[t_,x_,y -] :=Sum[ ArcCos[ ( Cosh[d[t,x,y,j)]*Cosh[b[t,x,y,j))-Cosh[b[t,x,y,j+ 1 J]) 
I (Sinh[d[t,x,y,j]J*Sinh[b[t ,x,y,j]J)] 
+Ar eCos[ ( Cosh [d[t,x,y,j-1 JJ*Cosh[b [t ,x,y,j])-Cosh[b[t,x,y,j-1]]) I (Sinh[d[t,x,y,j-1]] 
*Sinh[b[t ,x,y,j]])] , {j ,2, 7}] + 
Ar eCos[ ( Cosh(d1[t,x,y]] *Cosh[b 1 [t ,x,y]]-Cosh(b2[t,x,y]]) I (Sinh[d1 (t,x,y]J*Sinh[b 1 [t,x,y]] )] + 
ArcCos[ ( Cosh[d8[t,x,y ]]*Cosh[bl [t ,x,y]]-Cosh[b8[t,x,y]]) I (Sinh[d8[t ,x,y])*Sinh[b l[t,x,y]] ) ]+ 
ArcCos[ ( Cosh[d8[t ,x,y]] *Cosh[b8[t,x,y]]-Cosh[b 1 [t ,x,y]]) I (Sinh[d8[t,x,y])*Sinh[b8[t,x,y]] )] + 
Are C os[ ( Cosh[d 7[t,x,y1] *Cosh[b8[t,x,y]J-Cosh[b7[t ,x,y]]) I (Sinh[d7[t,x,y]]*Sinh [b8[t,x,y]] )] 
N[f[1, O, O]] 
N[2*Pi] 
g[t_, x_, y_J := D[f[t, x, y], x] 
g[t, x , y] 
h(t_, x_, Y-] := D[f[t, x, y], t] 
h[t, X , y] 
r[t_, x_, y_] := D[f[t, x, y], y] 
r[t , x, y) 
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