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Abstract 
A novel acoustic design methodology for turbofan engine inlets is presented. A fan intake tonal noise propagation model is 
enhanced with its continuous adjoint formulation, having been first applied to design the intake. This is followed by the 
implement of a liner optimization study on the obtained optimal intake in which far-field noise attenuation due to the presence of 
a liner is maximized by adjusting the liner impedance. The dependence of optimal liner impedance on frequency is examined. 
The present paper aims at describing the potential of the combined shape optimization and liner optimization for low noise 
turbofan duct design. Prior to the optimization process, the implementation of the unsteady aeroacoustic adjoint method in shape 
optimization is validated by comparing the sensitivity derivative with that obtained by finite differences. The NASA flow 
impedance tube configuration is selected for benchmarking the time domain impedance condition (TDIBC) used in liner 
optimization. The examples presented demonstrate that significant noise reduction is achieved for most of the sound field by 
selecting the optimal shape and liner impedance. The result obtained confirms the effectiveness and efficiency of the proposed 
combined shape and liner optimization framework. 
© 2014 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of Chinese Society of Aeronautics and Astronautics (CSAA).  
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1.Introduction 
Noise generated by the fan in a modern high bypass ratio aero-engine is one of the major sources of aircraft noise 
emanating both at take-off and landing. The capability to attenuate the noise level of the fan noise through the 
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nacelle inlet has recently become critical for managing the noise level due to the increasing use of the high by-pass-
ratio engine. 
In the past, there have been ongoing research activities for the development of noise optimization systems. It has 
been shown that these shape optimization tools can be effectively used to design the inlet duct to reduce the radiated 
sound in the far field. The basic idea of the shape optimization is to minimize the far field acoustic radiation by 
controlling the geometry of an engine duct. A noise prediction and optimization system for turbofan inlet duct 
designs is developed by Zheng et al. [1].With the integration of an in-house software suite of CFD codes, 
HYDRA[2], and a commercial  software  suite  of  CAA  codes,  ACTRAN[3],  into an in-house optimizer, 
SOFT[4], liner  and geometry  optimizations of an axi-symmetric intake are performed by Pan et al.[5] Parametric 
studies on the effect of duct curvature on noise propagation carried out by Sugimoto et al.[6] have already shown 
that the effect of scattering and reflection caused by a hardwall geometry increases with duct curvature. McAleer et 
al. examines the acoustic benefits of a highly curved duct that is incorporated into an engine [7]. Some  researchers 
have  also  made  use  of  the  acoustic  liner  optimization  technique to  solve  the  fan noise problems. Rice has 
pioneered the acoustic liner optimization technique using numerical approaches[8]. Robinson and Watson study 
checkerboard liner optimization for a rectangular duct[9]. Motsinger et al. use the optimization technique that is 
based on the acoustic wave solution in terms of series of characteristic duct modes to design an optimized single 
element liner in a case without mean flow, and optimized single and dual element liners in cases with mean flow[10]. 
Hamilton and astley use ACTRAN to optimize a lip liner in the mid frequency range[11]. Lafronza et al. present an 
optimization procedure based on a response surface model to investigate a uniform and an axially segmented 
acoustic liner[12].However, a direct linkage between the variables such as impedance properties, mean flow 
conditions, and the inlet duct geometry to the result such as the far field directivity patterns is still lacking.  
This paper represents a natural extension of the work by Qiu et al. [13] and the main objective of the current 
work is to develop a tool that can successfully search for optimum impedance properties of the duct liners and 
optimum duct geometry, all under the constraints of practical considerations, so that a desired sound field is 
achieved.  
The layout of this paper is as follows. In Section 2, the numerical simulation methods are presented. Section 3 
gives an overview of optimization design framework based on a adjoint-based shape optimization method and a 
Kriging-based liner optimization method and Section 4 presents the computational results using the optimization 
algorithm. Finally, Section 5 concludes this paper. 
2.Numerical simulation methods  
2.1 Governing equations 
This research focused on the prediction of propagation and radiation of spinning modes generated by the engine 
fan and fan/stator flow interactions. The sound wave propagation inside the duct and the radiated sound field in the 
far field are calculated using a hybrid method. That is, the governing equations are numerically solved using LEE 
method inside of the duct and its near field while a FW-H[14] method is applied in the far field. The complete 
governing equations for a single frequency k and a single circumferential mode m are[15,16]: 
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where superscript ( ' ) and subscript (0) are perturbation and mean properties respectively. U  is the density, p is 
the pressure, u the axial velocity, v the radial velocity, w the azimuthal velocity,  x and  r are axial and radial 
coordinates, and  θ is the azimuthal angle. ' ' /tw w t w w .The fluid is modeled as a perfect gas with the homentropic 
assumption, ' 2 '0p C U , where 0C  is the sound speed. All variables are nondimensionalized using a reference 
length *L , a reference speed *0C , and a reference density 
*U . For the numerical examples presented next, these 
have been taken as 1 m, 340 /m s , and 1.225 3/kg m . 
2.2 Time-Domian Impedance Boundary Condition 
For the right moving wave perpendicular to the rigid wall with velocity u , we defined an incident wave and a 
reflection wave in the frequency domain, which are expressed as uˆ  and uˆ  in terms of Z  respecively: 
ˆ ˆ ˆ ˆ(1 )u u p Z u                                                              (2) 
ˆ ˆ ˆ ˆ(1 )u u p Z u                                                              (3) 
A reflection coefficient is defined as ˆ ˆ ˆ/W u u   in the frequency domain, which is a complex function and 
can get a direct measure of the magnitude of the reflection. It can also show us a phase relation between the incident 
wave and the reflection wave. In time domain, ˆˆ ˆu Wu   is equivalent to the following convolution formula: 
( ) ( ) ( )u t W t u dW W Wf f ³                                                    (4) 
Actually, for each discrete frequency jZ , there is a corresponding impedance ( 1,..., )jZ j N . Then we can 
define a softness coefficient: 
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where jR  and jX  are the resistance and the reactance at the jth  frequency and they are real. 
ˆ ( )jW Z  consists 
of a group of rational functions, which have known roots[17], as shown in the following expression: 
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where 0kZ  is the inherent frequency, 0.35D   is a smoothing factor. Then the time-domain impedance 
boundary condition can be expressed in a recursive formulation[17]: 
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The coefficients 2 1kP  , 2kP , 2 1kZ  , 2kZ  can be solved as Fung and Ju[17] proposed.     
2.3 Validation of TDIBC 
The NASA Langley grazing impedance tube (GIT) test data were used to validate the TDIBC[18]. The inputs of 
the test tube were plane waves with a range of frequencies between 500Hz and 3000Hz. The CT57 liner with a 
length of 390 mm was located on the upper wall. The test section side-walls from which the SPL data were acquired 
were rigid and the termination of the duct was anechoic. 
The impedance data of 2D-FEM[18] is used for constructing the effective TDIBC. According to Chen and 
Zhang[19], numerical tests are performed at six discrete frequencies: 0.5; 1.0; 1.5; 2.0; 2.5; 3.0 (KHz) at 
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Mach=0.335. The comparison between measured data and CAA results are given in figure 1. It can be seen that the 
numerical results agree well with the measured data. 
 
Fig. 1. (a) Measured SPL distribution; (b) SPL prediction of the liner at six discrete frequencies 
3.The optimization framework 
3.1 Adjoint-based shape optimization procedure 
In this section, the unsteady continuous adjoint-based shape design optimization is first performed. The proposed 
novel continuous adjoint-based acoustic propagation method is highly efficient for inlet noise design problem. In 
practical implementations of the adjoint method, a design code can be modularized into several components such as 
the flow solver, acoustic solver, adjoint solver, geometry and mesh modification algorithms, and the optimization 
algorithm. The details of derivation of the gradient are given in Appendix 1. The details of derivation of the 
corresponding adjoint equation and its adjoint boundary condition for this situation are also given in Appendix 1. 
The shape optimization procedure is described in Fig.2. 
1)  The configuration of the inlet is parameterized by the Hicks-Henne method [20] and a cost function is defined. 
2) The sound propagation and radiation computations are evaluated. First, the mean flow is evaluated by using 
FLUENT. Second, the noise propagation and radiation is calculated using our CAA code. 
3) Then the acoustic continuous adjoint equations are solved for the adjoint variables subject to the adjoint 
boundary conditions.  
4) Next the gradients of the design variables are evaluated and the aerodynamic shape is updated based on the 
direction of steepest descent. Then the mesh deformation strategy introduced by Jameson[21] and Burgreen et al. 
[22] is used and  the  grid  points  are modified  along  each  grid  index  line  projecting  from  the  surface.   
5) Repeat steps 2-4 until the solution converges or the optimum geometry is achieved.  
3.2 Kriging-based liner optimization method 
In this work, liner design problems are formulated based on the optimum inlet. The design parameters are the 
design parameters of the liner, and the objective functions are overall sound pressure level (OASPL) at a far-field 
position of 30.5m. The whole liner optimization algorithm in this approach is as follows, as also shown in Fig. 2. 
1) Sample points should be selected from the search region. In this study, the Latin hypercube method is used for 
the space-filling. A total of 50 sample points (liners) are selected from the initial search region.  
2) The sample points are evaluated. The CAA computation of 50 sample liners were evaluated using a CAA code, 
respectively.  
3) With 50 OASPL of the sample data obtained, the Kriging parameter[23] is determined.  
4) Once a Kriging model for OASPL is constructed, the model should be validated. And predictions from the 
Kriging model are validated by comparing the results obtained by CAA calculations. 
9 S. Qiu and J.Y. Ying /  Procedia Engineering  99 ( 2015 )  5 – 20 
5) To obtain a more complete picture regarding the OASPL, a genetic algorithm is used to obtain the Pareto front 
for the objective based on estimated objectives from the Kriging model. 
6) Predictions from the pareto points are validated by comparing the results obtained by CAA results (OASPL). 
7) If the convergence is not achieved, add the newly available OASPL to the data set and rebuild the kriging 
model. 
8) The whole process is repeated until some form of convergence is achieved, or an acceptable liner design has 
been obtained. 
Baseline
Mean flow
computation
Sound field
computation
Adjoint equation
computation
Compute objective
function and gradient
Objective and adjoint
boundary condition
Design
variables
Mesh
deformation
optimum
shape optimizer
New inlet
geometry
Liner design space sampling using
Latin hypercube method
CAA solution for obtaining OASPL
Construct a kriging model for OASPL
Validation of the kriging model
Search on the response
surface using GA algorithm
Optimum liner
Database
augmentation using
CAA results
end
Shape
optimization
Liner
optimization
  
Fig. 2 Procedure of the optimization process 
4.Results and discussions 
In this section, the proposed shape and liner optimization algorithm are applied to the design of a 2D inlet in an 
attempt to minimize the sound generation at the far-field. The background mean flows for an axi-symmetric generic 
inlet case are solved first. The aerodynamic conditions are issued from a NASA JT15D static engine test. This 
experiment is used to test the acoustic propagation in non-uniform mean flow and complicated curved geometry. A 
more detailed description of the JT15D inlet configuration can be found in Ref. 24. A circumferentially uniform 
array of 41 rods was placed in front of the 28 fan  blades  in order to  generate a dominant spinning mode (m= -13) 
at the blade passage frequency (BPF). The far-field acoustic data consisted of 1/3rd octave band levels at BPF which 
was adjusted to free-field and a 30.5m (100ft) radius. The mode was computed at a blade passing frequency (BPF) 
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of 3150 Hz, a free-stream mach number of 0.175. A buffer zone is used to absorb the reflective spurious waves, as 
well as to accommodate incoming modal waves inside the duct. Other buffer zones were placed around the outer 
boundaries of the computational domain. The numerical simulations of flow fields are performed by solving the 
steady compressible Reynolds averaged NS equation using ANSYS FLUENT 12.0. The desired convergent target of 
each CFD simulation is to make the root mean square residuals of the momentum and mass equations, energy 
equation, and turbulence equations reach or even lower than 1e-6. The mean velocity of the mean flow can be 
observed around the baseline from fig.3(a).  Figure 3(b) shows the computational domain of the inlet for noise 
solution.  
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Fig. 3. (a) Mean velocity of NASA JT15D inlet; (b) Computational domain of the inlet for noise solution 
For this optimization there is now geometry change with the varying design space and so the adjoint-based shape 
optimization method  has  to  be  employed  at  each  design  iteration. Figs. 4 show the components of the gradients 
of the 24 design variables. The 24 design variables span from the leading edge to the trailing edge along the lower 
surface. In Fig. 4, the sensitivity derivatives computed through the numerical solution of the adjoint equations, on 
the starting geometry, are compared with the same quantities approximated using finite-diơ erence schemes. This 
gradient accuracy is definitely good enough for an optimization procedure. In this case, the steepest descent method, 
driven by the derivatives computed by the adjoint method, converged about three orders of magnitude of gradient 
norms with 20 cycles in Fig. 5(a). The  procedure  searches  further  around  the  local  optimum  after  achieving  a  
minimum  but  finds  no additional improvement. The convergence histories of the noise minimizations in Fig. 5(b) 
show that this objective function is mainly reduced in the first ten iterations and that the scaled objective function 
value are reduced significantly. The sum amplitude of the sound pressure for the optimized shape is reduced to 
75.3% of the initial value of the original geometry I= 8.15e-7, which is used to scale the objective function values to 
ease comparisons.  
Figure 6(a) shows the geometry of the baseline and optimum inlet. The acoustic pressure is solved for the 
(m,n)=(-13,0) mode and comparisons of the predicted far field directivity between the baseline and the optimum 
geometry are shown in Fig. 6(b), where far-field Sound Pressure Level(SPL) are on a 30.5 m circular arc, referenced 
to 20μPa. It can be seen from Fig. 6(b) that the overall directivity pattern in far-field is dominated about 60 degrees, 
which is the main radiation peak of the n=0 mode. The differences in the peak radiation level between the baseline 
results and the optimized results are about 1.1 dB, whereas the peak radiation angles differ from each other by about 
1.2 deg. In other parts of the directivity, the patterns are also similar.  
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Fig. 4 Objective functional gradient components computed using the adjoint method and the finite-difference scheme.  
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Fig. 5. (a)  convergence histories of the gradient norm; (b) Convergence histories of the scaled objective function value. 
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Fig.6. (a)  the enlarge picture of the baseline and optimum inlet geometry; (b) far-field directivity patterns of the baseline and optimized geometry 
using a FWH integral. 
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After the novel continuous adjoint-based shape optimization method has been applied to design the intake, the 
optimization of liner is then carried out on the obtained optimal intake. The effect of an acoustically treated inlet is 
investigated by the inclusion of an acoustic liner. The liner is modeled using the time domain impedance boundary 
condition described earlier. The effect of acoustic treatment within the inlet is simulated by an acoustic liner on the 
lower duct wall extending from x=0.0 to x=2.0 and labeled “liner” in Fig. 3(b). The cost function of the liner 
optimization is the OASPL at a far-field position of 30.5m. The constraint range of resistance R is 0.3 to 5.5 while 
that of reactance X is -1.5 to 1.5. An assumption of equal amplitude distribution was proposed and constant changes 
of the resistance R and the reactance X were also assumed at all discrete frequencies. The lower the cost function 
value, the better the optimization would be. The objectives are estimated using the RSM surrogate models. The 
surrogate model built from 50 CAA calculations using the best set of hyper-parameters is searched using a genetic 
algorithm (GA) with population size and number of generations set as 60 and 100, respectively. Figure 7(a) 
illustrates the ability of the Kriging model to predict function values at new data points. As shown in figure 7(b), the 
liner optimization converged within 12 cycles. The  procedure  searches  further  around  the  local  optimum  after  
achieving  a  minimum  but  finds  no additional improvement. The optimized impedance is listed in table 1. Figure 
8 shows pressure contours of hard wall case of the optimized geometry, which is compared with the result of liner 
optimization. And figure 9 shows comparisons of the predicted far field directivity between the optimum geometry 
and the optimum liner. It also shows that the liner optimization provides about a 2.2 dB reduction in the peak 
radiation angles. 
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Fig. 7. (a) comparison of OASPL values and predictions from the Kriging model on new points of the configuration; (b) The history of the 
objective function during the liner optimization using Kriging surrogate model. 
Table 1 Optimized impedance values 
Frequency(KHz) R X 
0.5 1.52 -1.78 
1.0 1.33 -0.56 
1.5 2.31 0.61 
2.0 7.56 0.88 
2.5 2.07 -2.11 
3.0 1.78 -0.83 
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Fig. 8 (a) acoustic pressure contours of the baseline;(b) acoustic pressure contours of the optimized geometry. 
 
Fig. 9 Far-field directivity patterns of the optimized geometry and optimized liner  
The obtained results show that the combined shape and liner optimization can effectively change the SPL and 
directivity pattern in the far field, namely the optimum geometry with the optimized liner has a low noise 
performance.  
5.Conclusion 
This paper explores the use of a combined shape and liner optimization method to minimize the far-field sound 
from an inlet. To obtain improved designs, we first use the novel adjoint-based shape optimization method to design 
the inlet. The numerical tools developed here reflect an effective and direct approach, efficiently improve inlet 
aeroacoustics design. A typical inlet has been used to demonstrate the feasibility of the continuous adjoint method. 
With the optimization system based on Gaussian process-based Kriging and a genetic algorithm, the acoustic liner 
on the lower duct wall is optimized successfully and effectively. The obtained innovative low noise geometry with 
optimized liner indicate that the combined optimization algorithm proposed, which uses a adjoint-based shape 
optimization approach in combination with a kriging-based liner optimization method, is effective and efficient used 
to optimize 2D inlet within a reasonable number of cycles to minimize the noise at a given far-field position.  
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Appendix A.  
The general formulation of the acoustic design problem using remote continuous adjoint method has been 
thoroughly documented in previous work [21]. To obtain improved designs, we define objective function as the line 
integral of the amplitude of sound from an inlet on the wall and integral line. The cost function for noise 
minimization is 
                                         
0 1
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where line CD is the upper surface and the lower surface of the inlet (Fig. 10). And line L1 composes the integral 
surface. The variation in the cost function is  
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Fig. 10 The sketch of thecomputational domain of an inlet 
For convenience, the 2.5D LEE equation is linearized, after which it takes the form 
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The variation in the sound solution can be written as 
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Multiplying by a co-state vector\ , also known as Lagrange Multiplier, and integrating over the domain and time 
produces 
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Here GF  can be split into contributions associated with Gw  and G S using a similar notation 
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 For the first part of (15), we have 
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For the second and third part of (15), we have  
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The domain can then be split into two parts as shown in Fig. 15. First, the near field domain (
1D  ) whose 
boundaries are the solid surface and the integral line. Second, the far field domain (
2D  ) which borders the near field 
domain along the integral line and the far field boundary. \  and \  are the values of \  above and below the 
integral line. 
The last term of (15) can be written as       
                 
0 0
' '
'( ) ( )
f ft t
T T
t D t D
dDdt dDdt
J J
G G Gª ºª º  « »¬ ¼ ¬ ¼³ ³ ³ ³
C C
CW w w\ \                                            (19) 
All these three parts may be integrated  to give       
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Consequently, the variation of the inviscid flux at the wall boundary reduces to 
                  
' '
0 0
'
0 '
0
'
0
0
0 ( ) ( )
1 ( )
1 ( )
0 0
x r
x
x
c
y
r
u v
J J
J Jp
J J
K KU G U G
K KU GU UG GK KU GU U
ª ºª º « »« » « »« » « »« » « » « » « »« » « »« » « »« » « »« »¬ ¼ « »¬ ¼
G
                                                           (21) 
By using Eqn. (21), variations of integrals that involve GG  can be written as 
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(22) 
Consequently the variation of the inviscid flux at the integral line reduces to > @
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Similarly, using formulations (23) , we can have 
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     (24) 
Note that the coordinate transformation is such that G S is negligible in the far-field and the line integral of 
common side of two neighboring blocks inside the whole domain will be cancelled. Then we substitute Eqs. (22) 
and (24) into Eq. (20). Since the left hand expression of (20) equals zero, it may be subtracted from the variation in 
the cost function (10) to give 
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The variation Gw  can be eliminated from (25) to produce a differential adjoint system governing \  
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Since the initial condition for the Lagrange multipliers are set to zero, then 
(0) 0T  \  
Since the noise problem is periodic in nature and that the cost function used for this problem is not dependent up 
on ft , then 
( ) 0T ft  \  
Thus, by letting \  satisfy the boundary condition, then 
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K K\ \U U       for lower surface 
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  The variation of cost function IG finally reduces to the following     
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The IG of equation (26) is the cost function to be used for the optimization, which can then provide a direction of 
improvement to reduce the objective function.  
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