This paper considers the efficient estimation of copula-based semiparametric strictly stationary Markov models. These models are characterized by nonparametric invariant (one-dimensional marginal) distributions and parametric bivariate copula functions where the copulas capture temporal dependence and tail dependence of the processes. The Markov processes generated via tail dependent copulas may look highly persistent and are useful for financial and economic applications. We first show that Markov processes generated via Clayton, Gumbel and Student's t copulas and their survival copulas are all geometrically ergodic. We then propose a sieve maximum likelihood estimation (MLE) for the copula parameter, the invariant distribution and the conditional quantiles. We show that the sieve MLEs of any smooth functional is root-n consistent, asymptotically normal and efficient and that their sieve likelihood ratio statistics are asymptotically chi-square distributed. Monte Carlo studies indicate that, even for Markov models generated via tail dependent copulas and fat-tailed marginals, our sieve MLEs perform very well.
Introduction.
A copula function is a multivariate probability distribution function with uniform marginals. A copula-based method has become one popular tool for modeling nonlinearity, asymmetricality and tail dependence in financial and insurance risk managements. See Embrechts, McNeil and Straumann (2002) , McNeil, Frey and Embrechts (2005) , Embrechts (2009), Genest, Gendron and Bourdeau-Brien (2008) , Patton (2002 Patton ( , 2006 Patton ( , 2008 and the references therein for reviews of various theoretical properties and financial applications of the copula approach.
While the majority of the previous work using copulas has focused on modeling the contemporaneous dependence between multiple univariate series, there are also a growing number of papers using copulas to model the temporal dependence of a univariate nonlinear time series. Granger (2003) defines persistence (such as "long memory" or "short memory") for general nonlinear time series models via copulas. Darsow, Nguyen and Olsen (1992) , de la Peña, Ibragimov and Sharakhmetov (2006) and Ibragimov (2009) provide characterizations of a copula-based time series to be a Markov process. Joe (1997) proposes a class of parametric (strictly) stationary Markov models based on parametric copulas and parametric invariant (one-dimensional marginal) distributions. study a class of semiparametric stationary Markov models based on parametric copulas and nonparametric invariant distributions.
Let {Y t } be a stationary Markov process of order one with a continuous invariant (one-dimensional marginal) distribution G. Then its probabilistic properties are completely determined by the bivariate joint distribution function of Y t−1 and Y t , H(y 1 , y 2 ) (say). By Sklar's theorem [see McNeil, Frey and Embrechts (2005) , Nelsen (2006) ], one can uniquely express H(·, ·) in terms of the invariant distribution G and the bivariate copula function C(·, ·) of Y t−1 and Y t , H(y 1 , y 2 ) ≡ C(G(y 1 ), G(y 2 )).
Thus one can always specify a stationary first-order Markov model with continuous state space by directly specifying the marginal distribution of Y t and the bivariate copula function of Y t−1 and Y t . The advantage of the copula approach is that one can freely choose the marginal distribution and the bivariate copula function separately; the former characterizes the marginal behavior such as the fat-tails and/or skewness of the time series {Y t } n t=1 while the latter characterizes all the temporal dependence properties that are invariant to any increasing transformations as well as the tail dependence properties of the time series. Although being strictly stationary first-order Markov, a model generated via a copula (especially a tail-dependent copula) is very flexible. This model can generate a rich array of nonlinear time series patterns, including persistent clustering of extreme values via tail dependent copulas evaluated at fat-tailed marginals, asymmetric dependence, and other "look alike" behaviors present in many popular nonlinear models such as ARCH, GARCH, stochastic volatility, near-unit root, long-memory, models with structural breaks, Markov switching and so on. From the point of view of financial applications, one attractive property of the copula-based Markov
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3 model is that the implied conditional quantiles are automatically monotonic across quantiles. This nice feature has been exploited by Chen, Koenker and Xiao (2008) and Bouyé and Salmon (2008) in their study of copula-based nonlinear quantile autoregression and value at risk (VaR) .
In this paper, we shall focus on the class of copula-based, strictly stationary, semiparametric first-order Markov models, in which the true copula density function has a parametric form (c(·, ·; α 0 )), and the true invariant distribution is of an unknown form (G 0 (·)) but is absolutely continuous with respect to the Lebesgue measure on the real line. Any model of this class is completely described by two unknown characteristics: the copula dependence parameter α 0 and the invariant distribution G 0 (·). To establish the asymptotic properties of any semiparametric estimators of (α 0 , G 0 ), one needs to know temporal dependence properties of the copula-based Markov models. For this class of models, show that the β-mixing temporal dependence measure is purely determined by the properties of the copulas (and does not depend on the invariant distributions); and Beare (2008) provides simple sufficient conditions for geometric β-mixing in terms of copulas without any tail dependence [such as Gaussian, Frank and Eyraud-Farlie-Gumbel-Morgenstern (EFGM) copulas]. Neither paper is able to verify whether or not a Markov process generated via a tail dependent copula (such as Clayton, survival Clayton, Gumbel, survival Gumbel or Student's t) is geometric β-mixing. Ibragimov and Lentzas (2008) demonstrate via simulation that Clayton copula-based first-order strictly stationary Markov models could behave as "long memory" in copula levels. In this paper, we show that Clayton, survival Clayton, Gumbel, survival Gumbel and Student's t copula-based Markov models are actually geometrically ergodic (hence geometric β-mixing). Therefore, according to our theorem, although a time series plot of a Clayton copula (or survival Clayton, Gumbel, survival Gumbel or other tail-dependent copula) generated Markov model may look highly persistent and "long memory alike," it is, in fact, weakly dependent and "short memory."
In this paper, we propose a sieve maximum likelihood estimation (MLE) procedure for the copula parameter α 0 , the invariant distribution G 0 and the conditional quantiles of a copula-based semiparametric Markov model. This procedure approximates the unknown marginal density by flexible parametric families of densities with increasing complexity (sieves), and then maximizes the joint likelihood with respect to the unknown copula parameter and the sieve parameters of the approximating marginal density. We show that the sieve MLEs of any smooth functionals of (α 0 , G 0 ) are root-n consistent, asymptotically normal and efficient; and that their sieve likelihood ratio statistics are asymptotically chi-square distributed. We also present simple consistent estimators of asymptotic variances of the sieve MLEs of smooth functionals. It is interesting to note that although the conditional distribution of a copula-based semiparametric stationary Markov model depends on the unknown invariant distribution, the plug-in sieve MLE estimators of the nonlinear conditional quantiles (VaR) are still √ n-consistent, asymptotically normal and efficient.
To the best of our knowledge, Atlason (2008) is the only other paper that also considers the semiparametric efficient estimation of a copula parameter α 0 for a copula-based first-order strictly stationary Markov model. His work and ours were done at the same time, but independently. While we propose the sieve likelihood joint estimation of G 0 and α 0 , Atlason (2008) proposes the rank likelihood estimation of the copula parameter α 0 , and relies on a simulation method to evaluate his rank likelihood. However, Atlason (2008) does not investigate the semiparametric efficient estimation of the invariant distribution G 0 nor the conditional quantiles.
Previously, proposed a simple two-step estimation procedure in which one first estimates the invariant CDF G 0 (·) by a re-scaled empirical CDF G n of the data {Y t } n t=1 , and then estimates the copula parameter α 0 by maximizing the pseudo log-likelihood corresponding to copula density evaluated at pseudo observations {G n (Y t )} n t=1 . Chen and Fan's procedure can be viewed as an extension of the one proposed by Genest, Ghoudi and Rivest (1995) for a bivariate copula-based joint distribution model of a random sample {(X i , Y i )} n i=1 to a univariate first-order Markov model of a time series data {Y i } n i=1 (with X i = Y i−1 ). Both are semiparametric analogs of the two-step parametric procedure that is called the "inference functions for margins" (IFM) in Joe (1997) , Chapter 10. Just as the two-step estimator of Genest, Ghoudi and Rivest (1995) is generally inefficient for a bivariate random sample [see, e.g., Genest and Werker (2002) ], the two-step estimator of is inefficient for a univariate Markov model.
We present Monte Carlo studies to compare the finite sample performance of our sieve MLE, the two-step estimator of , the correctly specified parametric MLE and the incorrectly specified parametric MLE for Clayton, Gumbel, Gaussian, Frank and EFGM copula-based Markov models. Numerous simulation studies demonstrate that the two-step estimator of is not only inefficient but also severely biased (in finite sample) when the time series has strong tail dependence, and it leads to a biased and inefficient plug-in estimator of conditional quantiles (or VaR). The simulation results indicate that our sieve MLEs perform very well; when the copula-based Markov process has strong tail dependence, the sieve MLEs have much smaller biases and smaller variances than the two-step estimators.
The rest of this paper is organized as follows. In Section 2, we present the class of copula-based semiparametric strictly stationary Markov models
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and show that many widely used tail dependent copula-based Markov models are geometrically β-mixing. In Section 3, we introduce the sieve MLE, and obtain its consistency and rate of convergence. Section 4 establishes the asymptotic normality and semiparametric efficiency of the sieve MLE. Section 5 shows that their sieve likelihood ratio statistics are asymptotically chi-square distributed which suggests a simple way to construct confidence regions for the copula parameter and other smooth functionals. In Section 6, we first briefly review some popular existing estimators. We then conduct some simulation studies to compare the finite sample performance of our sieve MLE and these alternative estimators. Section 7 briefly concludes. All the proofs are relegated to the Appendix.
Finally, we wish to point out that given the characterization results of Darsow, Nguyen and Olsen (1992) and Ibragimov (2009) on higher order Markov models via copulas, we can easily extend our sieve MLE method and our results for copula-based first-order Markov models to copula-based higher order Markov models. For presentational clarity we do not give the details here.
2. Copula-based Markov models. In this section, we first present the model and then some implied temporal dependence properties.
2.1. The model. Darsow, Nguyen and Olsen (1992) provide characterization of first-order Markov processes by bivariate copulas and one-dimensional marginal distributions (see Nelsen [(2006) , Section 6.4] for a brief review). Throughout this paper, we assume that the true data generating process (DGP) satisfies the following assumption:
(1) {Y t : t = 1, . . . , n} is a sample of a strictly stationary first-order Markov process generated from (G 0 (·), C(·, ·; α 0 )) where G 0 (·) is the true invariant distribution that is absolutely continuous with respect to the Lebesgue measure on the real line (with its support Y, a nonempty interval of R); C(·, ·; α 0 ) is the true parametric copula for (Y t−1 , Y t ) up to unknown value α 0 and is absolutely continuous with respect to the Lebesgue measure on [0, 1] 2 . (2) The true marginal density g 0 (·) of G 0 (·) is positive on its support Y; and the true copula density c(·, ·; α 0 ) of C(·, ·; α 0 ) is positive on (0, 1) 2 .
In Assumption M(1), the assumption of absolute continuity of the bivariate copula C(·, ·; α 0 ) rules out the Fréchet-Hoeffding upper (C(u 1 , u 2 ) = min(u 1 , u 2 )) and the lower (C(u 1 , u 2 ) = max(u 1 + u 2 − 1, 0)) bounds, as well as their linear combinations [and, say, shuffles and Min copulas discussed in Darsow, Nguyen and Olsen (1992) ]. Under Assumption M(1), the true conditional probability density func-
where h 0 (·|Y t−1 ) denotes the true conditional density of Y t , given Y t−1 . Under Assumption M(1), the transformed process {U t :
is also a strictly stationary first-order Markov process with uniform marginals and C(·, ·; α 0 ), the joint distribution of U t−1 and
Note that the conditional density of Y t , given Y t−1 , is a function of both the copula density c(·, ·; α 0 ) and the marginal density g 0 ; hence the qth, q ∈ (0, 1), the conditional quantile of Y t given Y t−1 is also a function of both the copula and the marginal
, is also increasing in q.
2.2. Tail dependence, temporal dependence. All the dependence measures that are invariant under increasing transformations can be expressed in terms of copulas [see, e.g., McNeil, Frey and Embrechts (2005) and Nelsen (2006) ]. For example, Kendall's tau is τ = 4 [0,1] 2 C(u 1 , u 2 ) dC(u 1 , u 2 ) − 1, and Spearman's rho is ρ S = 12 [0,1] 2 C(u 1 , u 2 ) du 1 du 2 − 3. The lower (resp. upper) tail dependence coefficients λ L (resp. λ U ) in terms of copulas are (u, u) u and
provided the limits exist. [See Kortschak and Albrecher (2009) for examples of copulas with nonexisting limits for tail dependence and their applications.] For financial risk management, the Markov models generated via taildependent copulas are much more relevant than models without tail dependence. In particular, the following three examples have been widely used in financial applications:
Example 2.1 (Clayton copula-based Markov model). The bivariate Clayton copula is
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Clayton copula has Kendall's tau τ = α 2+α , and the lower tail dependence coefficient λ L = 2 −1/α that is increasing in α, but no upper tail dependence. Clayton copula becomes the independence copula C I (u 1 , u 2 ) = u 1 u 2 in the limit when α → 0.
Example 2.2 (Gumbel copula-based Markov model). The bivariate Gumbel copula is
Gumbel copula has Kendall's tau τ = 1 − 1 α , and the upper tail dependence coefficient λ U = 2− 2 1/α that is increasing in α, but no lower tail dependence. Gumbel copula becomes the independence copula C I (u 1 , u 2 ) = u 1 u 2 in the limit when α → 1.
Example 2.3 (Student t copula-based Markov model). The bivariate Student t copula is
where t ν,ρ (·, ·) is the bivariate Student-t distribution with mean zero, the correlation matrix having off-diagonal element ρ, and degrees of freedom ν, and t ν (·) is the CDF of a univariate Student-t distribution with mean zero, and degrees of freedom ν. Student t copula has Kendall's tau τ = 2 π arcsin ρ, and symmetric tail dependence λ L = λ U = 2t ν+1 (− (ν + 1)(1 − ρ)/(1 + ρ)) that is decreasing in ν. The Student t copula becomes a Gaussian copula in the limit when ν → ∞.
2.2.1. Geometric β-mixing. For analyzing asymptotic properties of any semiparametric estimators of (α 0 , G 0 ), it is convenient to apply empirical process results for strictly stationary geometrically ergodic (or geometric β-mixing) Markov processes. See Appendix A for some equivalent definitions of β-mixing and ergodicity for strictly stationary Markov processes.
Remark 2.1. (1) Under Assumption M, the time series {Y t } n t=1 is strictly stationary ergodic and is also β-mixing (see, e.g., Bradley [(2005) , Corollary 3.6] and ).
(2) Proposition 2.1 of presents high-level sufficient (and almost necessary) conditions in terms of a copula to ensure β-mixing decaying either exponentially fast or polynomially fast. Their working-paper version points out that their Proposition 2.1 implies the Markov models based on Gaussian and EFGM copulas are geometric β-mixing. However, they do not verify whether any other copulas satisfy the conditions of their Proposition 2.1.
(3) Beare [(2008), Theorem 3.1 and Remark 3.5] shows that all Markov models generated via symmetric absolute continuous copulas with positive and square integrable copula densities are geometric β-mixing. In Remark 3.7, he points out that many commonly used bivariate copulas without tail dependence, such as Gaussian, EFGM, Frank, Gamma, binomial and hypergeometric copulas, satisfy the conditions of his Theorem 3.1.
(4) Beare [(2008), Theorem 3.2] shows that all bivariate absolute continuous copulas with square integrable densities do not have any tail dependence. Although he shows that a Markov model based on Student's t copula is rho mixing and hence is geometrically strong mixing, Beare (2008) does not verify whether a Markov model generated via any tail dependent copula (such as Clayton, Gumbel or Student's t copula) is geometrically β-mixing. (2008) demonstrate via simulation that Clayton copula generated first-order strictly stationary Markov models behave as "long memory" processes in copula levels when the Clayton copula parameter α is big. The time series plots (see Figure 1 ) of such Markov processes appear to be "long memory alike." (See Section 6.2 on how to simulate copula-based first-order stationary Markov time series. The clusterings of extremes in Figure 1 are due to tail dependence properties of Clayton and Gumbel copulas.) Nevertheless, our next theorem shows that they are in fact geometrically ergodic and hence they are "short memory" processes.
Ibragimov and Lentzas
Theorem 2.1 (Geometric ergodicity). Under Assumption M, the Markov time series {Y t } n t=1 generated via Clayton copula with 0 < α < ∞, Gumbel copula with 1 ≤ α < ∞, Student's t copula with |ρ| < 1 and 2 ≤ ν < ∞, are all geometrically ergodic (and hence geometrically β-mixing).
Remark 2.2. If {U t } n t=1 is a C U (·, ·) copula generated strictly stationary first-order Markov model with uniform marginals, then
is also a copula-based strictly stationary first-order Markov model with uniform marginals and bivariate copula function
which is the survival copula of C s U (u 1 , u 2 ) [see Nelsen (2006) ]. Therefore, a copula C U (·, ·) generated strictly stationary first-order Markov process is geometrically ergodic or β-mixing with certain decay speed β j = o(1) if and only if its survival copula C s U (·, ·) generated Markov process is geometrically ergodic or β-mixing with the same decay speed β j = o(1).
By Theorem 2.1 and Remark 2.2, we immediately see that survival Clayton and survival Gumbel generated first-order stationary Markov processes are also geometrically ergodic. 3. Sieve MLE, consistency with rate. Under Assumption M, we see that the true conditional density
, and denote
as the log-likelihood associated with the conditional density p(Y t |Y t−1 ). Here 1(·) stands for the indicator function. Then the joint log-likelihood function of the data {Y t } n t=1 is given by The approximate sieve MLE γ n ≡ ( α n , g n ) is defined as
where δ n is a positive sequence such that δ n = o(1), and G n denotes the sieve space [i.e., a sequence of finite dimensional parameter spaces that become dense (as n → ∞) in the entire parameter space G for g 0 ].
There exist many sieves for approximating a univariate probability density function. In this paper, we will focus on using linear sieves to directly approximate either a square root density:
or a log density:
where 
Here D [r] stands for the differential operator). We denote Λ r (Y) as the class of all real-valued functions on Y which are r-smooth; it is called a Hölder space.
Let the true marginal density function g 0 satisfy either
. Then any function in Λ r (Y) can be approximated by some appropriate sieve spaces. For example, if Y is a bounded interval and r > 1/2, it can be approximated by the spline sieve Spl (s, K n ) with s > [r], the polynomial sieve, the trigonometric sieve, the cosine series and so on. When the support of Y is unbounded, thin-tailed density can be approximated by a Hermite polynomial sieve, while a polynomial fat-tailed density can be approximated by a spline wavelet sieve. See Chen (2007) for detailed descriptions of various sieve spaces G n . In our simulation study, we choose the sieve number in terms of K n using a modified AIC, although one could also use cross-validation [see, e.g., Fan and Yao (2003) , Gao (2007) , Li and Racine (2007) ] and other computationally more intensive model selection methods [see, e.g., Shen, Huang and Ye (2004) ] to choose the sieve number in terms of K n . See Chen, Fan and Tsyrennikov (2006) for further discussions.
3.1. Consistency. In the following, we denote
] where E 0 is the expectation under the true DGP (i.e., Assumption M). Denote γ ≡ (α, g) and 
(4) the sieve spaces G n are compact under the metric g c ; (5) there is
For the norm γ c ≡ √ α ′ α + g c on Γ ≡ A × G, one can use either a sup norm g ∞ (or a weighted sup norm) or even a lower order Hölder norm g Λ r ′ for r ′ ∈ [0, r) (or its weighted version).
We note that under Assumption 3.1(1), (4), Assumption 3.2(1) is implied by Assumption 3.2(2).
Proposition 3.1. Under Assumptions M, 3.1 and 3.2, δ n = o(1), K n → ∞ and Kn n → 0, we have
3.2. Convergence rate. Given the consistency result Proposition 3.1, ϕ n := inf{h > 0 : Pr( γ n − γ 0 c > h) ≤ h}, the Levy distance between γ n − γ 0 c and 0 converges to 0. Let N = {γ ∈ Γ : γ − γ 0 c ≤ ϕ n } be the new parameter space, and the corresponding shrinking neighborhood in the sieve space, denoted as N n = N ∩ Γ n , be the new sieve parameter space. Denote Var 0 as the variance under the true DGP (i.e., Assumption M).
, and a constant J 0 > 0 such that for all ε > 0 and for all n ≥ 1,
(2) sup {γ∈Nn:
is geometrically ergodic (hence geometrically β-mixing); (2) there is a constant κ ∈ (0, 2) and a measurable function
Although we do not need any β-mixing decay rates to establish consistency in Proposition 3.1, we need some β-mixing decay rates for rate of convergence. 3 Given the results in Section 2.2.1, Assumption 3.4(1) is typically satisfied by copula-based Markov models. Note that in Assumption 3.4(2), the moment restriction on the envelop function M (Z t ) is weaker than the one Chen and Shen (1998) . This is because Chen and Shen (1998) only assume β-mixing with polynomial decay speed while our Assumption 3.4(1) assumes geometric β-mixing. It is well known that there are trade-offs between speed of mixing decay rate and finiteness of moments [see, e.g., Doukhan, Massart and Rio (1995) and Nze and Doukhan (2004) ]. Assumption 3.4(2) is a very weak regularity condition and is satisfied whenever sup η∈[0,1],γ∈Nn:
with M (Z t ) having a finite slightly higher than a second moment, which is satisfied by all the copula-based Markov models that satisfy the regularity conditions in for semiparametric two-step estimators.
The next proposition is a direct application of Theorem 1 of Chen and Shen (1998) , hence we omit its proof.
Proposition 3.2. Under Assumptions M, 3.1-3.4, we have
4. Normality and efficiency of sieve MLE of smooth functionals. Let ρ : A × G → R be a smooth functional and ρ( γ n ) be the plug-in sieve MLE of ρ(γ 0 ). In this section, we extend the results of Chen, Fan and Tsyrennikov (2006) on root-n normality and efficiency of their sieve MLE for copulabased multivariate joint distribution model using i.i.d. data to our scalar strictly stationary first-order Markov setting.
4.1.
√ n-asymptotic normality of ρ( γ n ). Recall that δ n is the speed of convergence of γ n − γ 0 s to zero in probability, let N 0 = {γ ∈ N : γ 0 − γ s ≤ δ n log δ −1 n } and N 0n = {γ ∈ N n : γ 0 − γ s ≤ δ n log δ −1 n }, then γ n ∈ N 0n with probability approaching one. Also denote ( 
and the second-order directional derivative as 
is a martingale difference sequence with respect to the filtration
Lemma 4.1 suggests that we can define the Fisher inner product on the space V as
and the Fisher norm for v ∈ V as v 2 ≡ v, v . Let V be the closed linear span of V under the Fisher norm. Then (V, · ) is a Hilbert space. The asymptotic properties of ρ( γ n ) depend on the smoothness of the functional ρ and the rate of convergence of γ n . For any v ∈ V, we denote
whenever the limit is well defined.
Assumption 4.4.
(1) For any v ∈ V, ρ(γ 0 + ηv) is continuously differentiable in η ∈ [0, 1] near η = 0, and
(2) there exist constants c > 0, ω > 0, and a small ǫ > 0 such that
Under this assumption, by the Riesz representation theorem, there exists
For parametric likelihood models, Assumption 4.6 is automatically satisfied as long as the second-order derivatives of the log-likelihood are continuous in a shrinking neighborhood of the true parameter value. For sieve MLEs, Assumption 4.6 is satisfied provided that the third-order directional derivatives
, and the sieve MLE convergence rate δ n is not too slow. For example, under Assumption 3.1(2) with polynomial, Fourier series, spline or wavelet sieves, we have a sieve MLE convergence rate of δ n = n −r/(2r+1) [see, e.g., Shen (1997) for i.i.d. data, and Chen and Shen (1998) for β-mixing time series data], and hence Assumption 4.6 is satisfied if r > 1.
Under Assumption 3.4(1), Assumption 4.7 is satisfied by applying the results of Doukhan, Massart and Rio (1995) on Donsker theorems for strictly stationary β-mixing processes.
Theorem 4.1 (Normality). Suppose that Assumptions M, 3.1-3.4 and 4.1-4.7 hold. Then
Semiparametric efficiency of ρ( γ n ). We follow the approach of Wong (1992) to establish semiparametric efficiency. Related work can be found in Shen (1997) , Bickel et al. (1993) and Bickel and Kwon (2001) and the references therein. Recall that a probability family {P γ : γ ∈ Γ} for the sample {Y t } n t=1 is locally asymptotically normal (LAN) at γ 0 , if (1) for any v in the linear span of Γ − {γ 0 }, γ 0 + ηn −1/2 v ∈ Γ for all small η ≥ 0, and (2)
and plim n→∞ R n (γ 0 , v) = 0 (both limits are under the true probability measure P γ 0 ). To avoid the "super-efficiency" phenomenon, certain regularity conditions on the estimates are required. In estimating a smooth functional in the infinite-dimensional case, Wong [(1992) , page 58] defines the class of pathwise regular estimates. An estimate T n (Y 1 , . . . , Y n ) of ρ(γ 0 ) is pathwise regular if for any real number η > 0 and any v in the linear span of Γ − {γ 0 }, we have lim sup
where γ n,η = γ 0 + ηn −1/2 v [see Wong (1992) and Shen (1997) for details].
Theorem 4.2 (Efficiency). Under conditions in Theorem 4.1, we have LAN, and the plug-in sieve MLE ρ( γ n ) which achieves the efficiency lower bound for pathwise regular estimates.
4.3.
√ n normality and efficiency of sieve MLE of copula parameter. We take ρ(γ) = λ ′ α for any arbitrarily fixed λ ∈ R d with 0 < |λ| < ∞. It satisfies Assumption 4.4(2) with 2 dv < ∞ .
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By changing variables, for any v g ∈ V g , there is a unique function
0 (u)), and vice versa. So we can express
Then there is a one-to-one onto mapping between the two Hilbert spaces (B, · ) and (V, · ). So the Riesz representer
where S α 0 is the efficient score function for α 0 ,
is nonsingular, which in turn is satisfied under the following assumption:
is finite and positive definite; (3)
∂u j ∂α c(u; α 0 ) du −j = 0 for (j, −j) = (1, 2) with j = −j; (4) there exists a constant K such that max j=1,2 sup 0<u
Assumption 4.4 ′ is a sufficient condition to ensure that the copula parameter can be estimated at a root-n parametric rate. It is imposed in Bickel et al. (1993) and Chen, Fan and Tsyrennikov (2006) for semiparametric bivariate copula models. Bickel et al. (1993) has shown that many popular copula functions such as Clayton, Gaussian, Gumbel, Frank and others all satisfy this assumption. We can now apply Theorems 4.1 and 4.2 to obtain the following result:
Proposition 4.1. Suppose that Assumptions M, 3.1-3.4, 4.1-4.3, 4.4 and 4.5-4.7 hold. Then √ n( α n − α 0 ) ⇒ N (0, I * (α 0 ) −1 ), and α n is semiparametrically efficient.
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In general, there is no closed-form solution of I * (α 0 ). Nevertheless, it can be consistently estimated by a sieve least squares method using its characterization in (4.4). Let U t = G n (Y t ) for t = 1, . . . , n. Let B n be some sieve space such as
, we compute e k as the solution to
Denote e = ( e 1 , . . . , e d ) and
Following the proof of Theorem 5.1 in Ai and Chen (2003) we immediately obtain the following: 
4.4.
Sieve MLE of the marginal distribution. Let us consider the estimation of ρ(γ 0 ) = G 0 (y) for some fixed y ∈ Y by the plug-in sieve MLE, ρ( γ n ) = G n (y) = 1(x ≤ y) g n (x) dx, where g n is the sieve MLE for g 0 .
Clearly,
It is easy to see that ω = ∞ in Assumption 4.4, and
Hence the representer v * ∈ V should satisfy (4.6) and (4.7),
Proposition 4.3. Let v * ∈ V solve (4.6) and (4.7). Suppose that Assumptions M, 3.1-3.4, 4.1-4.3 and 4.5-4.7 hold. Then for any fixed y ∈ Y, √ n( G n (y) − G 0 (y)) ⇒ N (0, v * 2 ). Moreover, G n is semiparametrically efficient.
Again, there are currently no closed-form expressions for the asymptotic variance v * 2 . Nevertheless, it can also be consistently estimated by the sieve method. Let
where U t = G n (Y t ), and B n is given in (4.5). 
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where
We can see ω = 2 in Assumption 4.4, as long as g 0 (Q Y q (y)) = 0 and c(U t−1 , C −1 1 (U t−1 , q; α 0 ), α 0 ) = 0, which are satisfied under Assumption M(2). Thus we have
Hence the Riesz representer v * ∈ V should satisfy: 
5. Sieve likelihood ratio inference for smooth functionals. In this section, we are interested in the sieve likelihood ratio inference for smooth functional ρ(γ) = (ρ 1 (γ), . . . , ρ k (γ)) ′ : Γ → R k ,
where ρ is a vector of known functionals. [For instance, ρ(γ) = α − α 0 ∈ R d or ρ(γ) = G(y) − G 0 (y) ∈ R for fixed y.] Without loss of generality, we assume that
∂γ ′ are linearly independent. Otherwise a linear transformation can be conducted for the hypothesis.
Suppose that ρ i satisfies Assumption 4.4 for i = 1, . . . , k. Then by the Riesz representation theorem, there exists a v * i ∈ V such that
Denote v * = (v * 1 , . . . , v * k ) ′ . By the Gram-Schmidt orthogonalization, without loss of generality, we assume v * i , v * j = 0 for any i = j. Shen and Shi (2005) provide a theory on the sieve likelihood ratio inference for i.i.d. data. We now extend their result to strictly stationary Markov time series data. Denote
L n (α, g). 
where X 2 (k) stands for the chi-square distribution with k degrees of freedom, and
∂γ ′ are assumed to be linearly independent.
We can apply Theorem 5.1 to construct confidence regions of any smooth functionals. For example, we can compute confidence region for sieve MLE of the copula parameter α.
where ( α n ,g n ( α n )) = γ n is the original sieve MLE. 4 6. Monte Carlo comparison of several estimators. In this section, we address the finite sample performance of sieve MLE by comparing it to several existing popular estimators: the two-step semiparametric estimator proposed in , the ideal (or infeasible) MLE, the correctly specified parametric MLE and the misspecified parametric MLE. 6.1. Existing estimators. For comparison, we briefly review several existing estimators that have been used in applied work. 6.1.1. Two-step semiparametric estimator. propose the following two-step semiparametric procedure:
Step 1. Estimate the unknown true marginal distribution G 0 (y) by the empirical distribution function n+1 n G n (y) where
Step 2. Estimate the copula dependence parameter α 0 bŷ
Assuming that the process {Y t } n t=1 is β-mixing with a certain decay rate, under Assumption M and some other mild regularity conditions, 
Example 6.1 (Two-step semiparametric estimator of Gaussian copula parameter). The bivariate Gaussian copula is C(u 1 , u 2 ; α) = Φ α (Φ −1 (u 1 ), Φ −1 (u 2 )) for |α| < 1 where Φ α is the bivariate standard normal distribution with correlation α, and Φ is the scalar standard normal distribution. Klaassen and Wellner (1997) establish that the semiparametric efficient variance bound for estimating a Gaussian copula parameter α is 1 − α 2 0 ; henceα 2sp n is semiparametrically efficient for a Gaussian copula. However, as pointed out by Genest and Werker (2002) , the Gaussian copula and the independence copula are the only two copulas for which the two-step semiparametric estimator is efficient for α 0 . Moreover, the empirical CDF estimator is still inefficient for G 0 (·), even in this Gaussian copula-based Markov model. 6.1.2. Possibly misspecified parametric MLE. Denote G(y, θ)[g(y, θ)] as the marginal distribution (marginal density) whose functional form is known up to the unknown finite-dimensional parameter θ. Then the observed joint parametric log-likelihood for
and the parametric MLE is (α p n ,θ p n ) = arg max (α,θ)∈A×Θ L n (α, θ)where A × Θ is the parameter space. Under Assumption M and some other mild regularity conditions, we have
}.
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X. CHEN, W. B. WU AND Y. YI 6.1.3. Efficiency of correctly specified parametric MLE. Asymptotic properties for correctly specified MLEs for Markov processes have been discussed in Section 10.4 of Joe (1997) and Billingsley (1961b) . Under Assumption M and the correct specification of marginal
6.1.4. Ideal (or infeasible) MLE. We denoteα Ideal n as the ideal (or infeasible) MLE of the copula parameter α 0 when the marginal G 0 (·) is assumed to be completely known. Letα Ideal n = arg max α∈A 1 n n t=2 log c(U t−1 , U t ; α).
Suppose that Assumption M holds with a completely known
∂α ∂α ′ ) = Σ ideal is finite and nonsingular and α Ideal n is efficient, thus
ideal . Also, Proposition 4.1 immediately implies that σ 2 2sp ≥ I * (α 0 ) −1 .
Example 6.1 ′ (The ideal MLE of a Gaussian copula parameter). For the Gaussian copula in Example 6.1, it is easy to verify that
We note that the asymptotic variance Avar(α Ideal Example 2.1 ′ (The ideal MLE of a Clayton copula parameter). For the Clayton copula in Example 2.1, after some tedious calculation, we have
where Int(α) = ∞ 1 ∞ 1 xy(log x−log y) 2 −x(log x) 2 −y(log y) 2 (x+y−1) 4+1/α dx dy which is a small number bounded in [−1, 1] . Therefore, Σ ideal ∈ (0, ∞), provided that α 0 > 0.
ideal ) where the asymptotic variance Σ −1 ideal is increasing in α 0 and is O(α 2 0 ).
Example 2.1 ′ (The ideal MLE of EFGM copula parameter). For the EFGM copula with C(u 1 , u 2 ; α) = u 1 u 2 (1 + α(1 − u 1 )(1 − u 2 )), α ∈ [−1, 1], the copula density function is
, be the polylogarithm function with order 2. Then
6.2. Simulations. One can simulate a strictly stationary first-order Markov process {Y t } n t=1 from a specified bivariate copula C(u 1 , u 2 ; α 0 ) with given invariant CDF G 0 as follows:
Step 1. Generate an i.i.d. sequence of uniform random variables {V t } n t=1 .
Step 2. Set U 1 = V 1 and
Step 3. Set Y t = G −1 0 (U t ) for t = 1, . . . , n. In our simulation study, we consider several first-order Markov models generated via different classes of copulas (Clayton, Gumbel, Frank, Gaussian and EFGM), with either Student t 3 or t 5 marginal distribution. Thus the true marginal distribution is G 0 = t ν with density g 0 (y) = Γ(0.5(ν+1)) √ νπΓ(ν/2) (1 + y 2 ν ) −0.5(ν+1) with degrees of freedom ν = 3 or 5. For each specified copula C(u 1 , u 2 ; α 0 ), we generate a long time series, but we delete the first 2000 observations and keep the last 1000 observations as our simulated data sample data {Y t } (i.e., a simulated sample size n = 1000).
For all the copula-based Markov models and for each simulated sample, we compute five estimators of α 0 : sieve MLEs, ideal (or infeasible) MLEs, two-step estimators, correctly specified parametric MLEs (when the functional form of g is correctly specified) and misspecified parametric MLEs (when the functional form of g is misspecified). Sieve MLEs are computed by maximizing the joint log-likelihood L n (α, g) in (3.1) using either a polynomial sieve or a polynomial spline sieve to approximate the log-marginal density (log g). The selection of K, the number of the sieve terms, is based on the so-called small sample AIC of Burnham and Anderson (2002) 
is the sieve MLE of γ 0 = (α 0 , g 0 ) using K as the sieve number of terms.
We compare the estimates of the copula parameter, and the estimates of 1/3 and 2/3 of the marginal quantiles in terms of Monte Carlo means, biases, variances, mean squared errors and confidence regions based on 1000 Monte Carlo simulation runs.
Brief summary of MC results. In the longer version posted on arXiv [Chen, Wu and Yi (2009) ], we report all the simulation findings in detail.
Here we only report a few Monte Carlo results for Clayton and Gumbel copula-based Markov models in Appendix B, and give a brief summary of the overall patterns. (1) Sieve MLEs of copula parameters always perform better than the two-step estimator in terms of bias and MSE, except for Gaussian copulas and EFGM copulas. For Gaussian copulas, we already explained (in Example 6.1) that both the sieve MLE and the two-step estimators are semiparametrically efficient for the copula parameter with unknown marginal distributions. For EFGM copulas, the distance between the EFGM copula function and the independent copula function is αu 1 u 2 (1 − u 1 )(1 − u 2 ) ≤ 0.0625α for α ∈ [−1, 1]. Therefore, the EFGM copula is very close to the independent copula; hence the performance of the sieve MLE, the two-step, the correctly specified parametric MLE and the ideal MLE for copula parameters are all very close to one another; (2) For all the copula-based Markov models with some dependence in terms of Kendall's τ = 0, including Gaussian and EFGM copula-based Markov models, sieve MLEs of marginal distributions always perform better than the empirical CDFs in terms of bias and MSE; (3) For Markov models generated via strong tail dependent copulas, both the two-step-based estimators of copula parameters and the empirical CDF estimator of the marginal distribution perform very poorly, both having big biases and big MSEs; (4) Sieve MLEs perform very well even for copulas with strong tail dependence and fat-tailed marginal density t 3 ; (5) Extreme conditional quantiles estimated via sieve MLEs are much more precise than those estimated via two-step estimators; (6) Misspecified parametric MLEs could lead to inconsistent estimation of copula parameters (in addition to inconsistent estimation of marginal density parameters). In summary we recommend sieve MLEs to estimate copula-based Markov models and their implied conditional quantiles (VaRs).
7. Conclusions. In this paper, we first show that several widely used tail dependent copula-generated Markov models are in fact geometrically ergodic (hence geometrically β-mixing), although their time series plots may look highly persistent and "long memory alike." We then propose sieve MLEs for the class of first-order strictly stationary copula-based semiparametric Markov models that are characterized by the parametric copula parameter α 0 and the unknown invariant density g 0 (·). We show that the sieve MLEs of any smooth functional of (α 0 , g 0 ) is root-n consistent, asymptotically normal and efficient, and that their sieve likelihood ratio statistics are asymptotically chi-square distributed. We propose either consistent plug-in estimation of the asymptotic variance or inverting the sieve likelihood ratio statistics to construct confidence regions for the sieve MLEs. Monte Carlo studies indicate that, even for semiparametric Markov models generated via tail dependent copulas with fat-tailed marginal distributions, the sieve MLEs of the copula parameter, the marginal CDFs and the conditional quantiles all perform very well in finite samples.
In this paper, we assume that the parametric copula function is correctly specified. We could test this assumption by performing a sieve likelihood ratio test [see e.g., Fan and Jiang (2007) for a review about generalized likelihood ratio tests]. Alternatively, we could also consider a joint sieve ML estimation of nonparametric copulas and nonparametric marginals. Recently, Chen, Peng and Zhao (2009) provided an empirical likelihood estimation of nonparametric copulas using a bivariate random sample; their method could be extended to our time series setting.
APPENDIX A: MATHEMATICAL PROOFS
We first recall some equivalent definitions of β-mixing and ergodicity for strictly stationary Markov processes. Then we present the drift criterion for geometric ergodicity of Markov chains.
Definition A.1. (1) [Davydov (1973) ] For a strictly stationary Markov process {Y t } ∞ t=1 , the β-mixing coefficients are given by
The process {Y t } is β-mixing if lim t→∞ β t = 0; and it is geometric β-mixing if β t ≤ γ exp(−δt) for some δ, γ > 0.
(2) [Chan and Tong (2001) ] A strictly stationary Markov process {Y t } is (Harris) ergodic if
for almost all y;
and it is geometrically ergodic if there existsa measurable function W with W (y) dG 0 (y) < ∞ and a constant κ ∈ [0, 1) such that for all t ≥ 1, Definition A.2. Let {Y t } be an irreducible Markov chain with a transition measure P n (y; A) = P (Y t+n ∈ A|Y t = y), n ≥ 1. A nonnull set S is called small if there exists a positive integer n, a constant b > 0 and a probability measure ν(·) such that P n (y; A) ≥ bν(A) for all y ∈ S and all measurable set As.
Theorem A.1 [Theorem B.1.4 in Chan and Tong (2001) ]. Let {Y t } be an irreducible and aperiodic Markov chain. Suppose there exists a small set S, a nonnegative measurable function L which is bounded away from 0 and ∞ on S, and constants r > 1,
and, let S ′ be the complement of S,
Then {Y t } is geometrically ergodic and (A.1) holds. Here L is called the Lyapunov function.
Proof of Theorem 2.1. We establish the results by applying Theorem A.1 or applying Proposition 2.1(i) of .
(1) For a Clayton copula, let {Y t } n t=1 be a stationary Markov process of order 1 generated from a bivariate Clayton copula and a marginal CDF G 0 (·). Then the transformed process {U t ≡ G 0 (Y t )} n t=1 has uniform marginals and a Clayton copula joint distribution of (U t−1 , U t ). When α = 0, the Clayton copula becomes the independence copula; hence the process {U t ≡ G 0 (Y t )} n t=1 is i.i.d. and trivially geometrically ergodic.
Let
be a sequence of i.i.d. uniform(0, 1) random variables such that V t is independent of U t−1 . Let q = V t in the above conditional quantile expression of U t given U t−1 , then we obtain the following nonlinear AR(1) model from the Clayton copula:
Note that the state space of {X t } is (1, ∞).
, we can let p ∈ (0, 1/α), and L(x) = x p > 1 be the Lyapunov function. Then by Hölder's inequality, ρ ≡ E 0 [L(V −α/(1+α) t − 1)] < 1. Let r = ρ −1/2 > 1 and
. Clearly, L is bounded away from 0 and ∞ on S. We now show that S is a small set. Let f (·|x) be the conditional density function of
Choose the probability measure ν on (1, ∞) as ν(dy) = f (y|x 0 ) dy. Then
for all x ∈ S and A ∈ B.
Hence S is a small set; see Definition A.2. Notice that, by the definition of
Thus all of the conditions in Theorem A.1 are satisfied; hence {X t } n t=1 is geometrically ergodic, and geometric β-mixing.
(2) For the Gumbel copula, let {Y t } n t=1 be a stationary Markov process of order 1 generated from a bivariate Gumbel copula and a marginal CDF G 0 (·). Then the transformed process {U t ≡ G 0 (Y t )} n t=1 has uniform marginals and (U t−1 , U t ) has the Gumbel copula joint distribution (see Example 2.2). When α = 1, the Gumbel copula becomes the independence copula; hence the process {U t ≡ G 0 (Y t )} n t=1 is i.i.d. and trivially geometrically ergodic.
Let α > 1. Let Note that as x 1 → 0,
where the last relation is due to lim
Observe that, as α > 1,
with sufficiently large λ > 0. Then S is a small set. So all conditions in Theorem A.1 are satisfied; hence {X t } n t=1 is geometrically ergodic and geometrically β-mixing.
(3) For Student's t copula, let {Y t } n t=1 be a stationary Markov process of order 1 generated from a bivariate t-copula and a marginal CDF G 0 (·). Then the transformed process {U t ≡ G 0 (Y t )} n t=1 satisfies the following:
where e t ∼ t ν+1 , and is independent of U t−1 ≡ (U t−1 , . . . , U 1 ) [see, e.g., Chen, Koenker and Xiao (2008) ]. Let X t ≡ t −1 ν (U t ). Then
where e t ∼ t ν+1 , and is independent of X t−1 ≡ (X t−1 , . . . , X 1 ). Let L(x) = |x| + 1 ≥ 1 be the Lyapunov function. Then E 0 {L(X t )} = √ ν
where the strict inequality is due to e t ∼ t ν+1 and for fixed x,
Since σ 2 (x) = (1 − ρ 2 )(ν + x 2 )/(ν + 1), we have
where the last inequality is due to E 0 [e 2 t ]/(ν + 1) decreasing in ν ∈ [2, ∞], and the last equality is due to E[t 2 3 ] = 3. Then we can choose a small set S = [−x 0 , x 0 ] with sufficiently large x 0 > 0. Clearly the density of e t is bounded from above and below on a compact set. Hence, all conditions in Theorem A.1 or in Proposition 2.1(i) of are satisfied, and {X t } n t=1 is geometrically ergodic (hence geometrically β-mixing).
Proof of Proposition 3.1. Since most of the conditions of consistency in Theorem 3.1 of Chen (2007) are already assumed in our Assumptions M, 3.1 and 3.2, it suffices to verify Condition 3.5 (uniform convergence over sieves) of Chen (2007) . Assumption M implies that {Y t } n t=1 is stationary ergodic. This and Assumption 3.2 implies that Glivenko-Cantelli theorem for a stationary ergodic processes is applicable, and hence sup γ∈Γn |L n (γ) − E{L n (γ)}| = o p (1). The result now follows from Theorem 3.1 of Chen (2007) .
Proof of Lemma 4.1. For (1), recall that Z t = (Y t−1 , Y t ), under Assumptions M, 3.1(1), (2), 4.1 and 4.2, we have, for all s < t,
Recall that the true conditional density function is
where the order of differentiation and integration can be reversed due to Assumption 4.3. For (2), the above equality also implies that {
is a martingale difference sequence with respect to the filtration F t−1 = σ(Y 1 ; . . . ; Y t−1 ).
For (3), Since h(y|Y t−1 ; γ 0 + ηv) dy ≡ 1, by differentiating this equation with respect to η twice and evaluating it at η = 0, we get E 0 ((
where the interchange of differentiation and integration is guaranteed by Assumption 4.3.
Proof of Theorem 4.1. Let ǫ n be any positive sequence satisfying
In the proof we let g(·) be ℓ(γ, ·),
Then by the definition of the sieve MLE γ n (with abuse of notation, we denote it asγ in the following),
whereγ ∈ Γ n is located between γ and γ 0 , and the last equality is due to Assumption 4.6. By Lemma 4.1(3), we have
In summary, Claims 1, 2 and 3 imply that
Thus we obtain
where the asymptotic normality is guaranteed by Billingsley's (1961a) ergodic stationary martingale difference CLT, and the asymptotic variance being equal to v * 2 ≡ ∂ρ(γ 0 ) ∂γ ′ 2 is implied by Lemma 4.1(1) and the definition of the Fisher norm · .
Proof of Theorem 4.2. Given our normality results in Theorem 4.1, for our model we can take Σ n (v) =
, which is linear in v and converges in distribution to N (0, v 2 ), and
, and hence LAN holds. Notice that the proof in Wong (1992) allows for time series data, and following his proof, under LAN, we obtain that ρ( γ n ) achieves the semiparametric efficiency bound. Alternatively, we can conclude that ρ( γ n ) is semiparametrically efficient by applying the result of Bickel and Kwon (2001) which allows for strictly stationary semiparametric Markov models.
Proof of Proposition 4.1. Thanks to Lemma 4.1, we can directly extend the results in Bickel et al. (1993) for bivariate copula models with i.i.d. data to our copula-based first-order Markov time series setting. So the semiparametric efficiency bound for α 0 is I * (α 0 ) = E 0 {S α 0 S ′ α 0 }, where S α 0 is the efficient score function for α 0 , which is defined as the ordinary score function for α 0 minus its population least squares orthogonal projection onto the closed linear span (clsp) of the score functions for the nuisance parameters g 0 . And α 0 is √ n-efficiently estimable if and only if E 0 {S α 0 S ′ α 0 } is nonsingular [see e.g. Bickel et al. (1993) ]. Hence (4.3) is clearly a necessary condition for √ n-normality and efficiency of α n for α 0 . Under Assumptions 4.2, 4.3 and 4.4 ′ , Propositions 4.7.4 and 4.7.6 of Bickel et al. [(1993), pages 165-168] for bivariate copula models apply. Therefore, with S α 0 defined in (4.4), we have that I * (α 0 ) = E 0 {S α 0 S ′ α 0 } is finite, positivedefinite. This implies that Assumption 4.4 is satisfied with ρ(γ) = λ ′ α and
Proof of Theorem 5.1. The proof basically follows from that of Shen and Shi (2005) , except for our definition of joint log-likelihood, our definition of Fisher norm · , and our application of Billingsley's CLT for ergodic stationary martingale difference processes. These modifications are the same as those in our proof of Theorem 4.1. A detailed proof is omitted due to the length of the paper but is available upon request.
APPENDIX B: TABLES AND FIGURES
Different estimators: Sieve = Sieve MLE; Ideal = Ideal MLE; 2step = Chen-Fan; Para = correctly specified parametric MLE; Mis-N = parametric MLE using misspecified normal distribution as marginal; Mis-EV = parametric MLE using misspecified extreme value distribution as marginal.
Results are all based on 1000 MC replications of estimates using n = 1000 time series simulation. Bias (10.5, 13. 3) (11.3, 12.7) (4.35, 13.6) (11.0, 12.9) (12.3, 15.7) (11.4, 15.4) of Bias 2 , Var and MSE multiplied by 1000 respectively. τ = Kendall's τ , λ =lower tail dependence index. 
