We use this inequality to derive the inequality that:
( − λ i ). In the spirit of a celebrated conjecture due to Boyle-Handelman, this inequality inspires us to conjecture the following inequality on the nonzero eigenvalues of A: If λ 1 = (A), λ 2 , . . . , λ k are (all) the nonzero eigenvalues of A, then
( − λ). We prove this conjecture for the case when the spectrum of A is real.
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Background and main results
Suppose that A is an n × n nonnegative matrix whose spectral radius is = (A). In [5] Fiedler has shown that (1.1) det(λI − A) λ n − n , ∀λ > with equality for any such λ if and only if A is the simple cycle matrix. It should 
In [7] it is shown that (i) the conjecture is true for k 5, (ii) the conjecture is true when all the λ i 's are real, and (iii) in general there is a sequence of numbers c k > , with c k → as k → ∞, such that (1.2) holds for all λ c k . In [1] , Ambikkumar and Drury prove that (1.2) is true when rank(A) n/2. If A is an n × n nonnegative and irreducible matrix, then it is well known that A is diagonally similar to a nonnegative and irreducible matrix with constant row sums. It will be simpler initially to develop some of our main results in this paper by restricting ourselves to the set of all n × n nonnegative matrices whose row sums are a constant 1 which is commonly known as the set of all the row stochastic matrices.
Let P be the set of all n × n row stochastic matrices. Then an approach along the lines which Fiedler used in [5] to prove (1.1) yields the following result:
is a row multiaffine functional 1 .
Denote the maximum π = max A∈P Π(A). Then there is a nonnegative matrix P ∈ P with one nonzero entry in every row (necessarily 1) such that Π(P ) = π. . Let P = (p i,j ) ∈ P be a matrix with the smallest possible number of nonzero entries such that Π(P ) = π. We will show that, necessarily, P has only one nonzero entry in every row. Suppose that P has at least two nonzero entries, say in the first row, in the positions (1, r) and (1, s). Let Y = (y i,j ) ∈ n,n be defined by y 1,r = 1; y 1,s = −1 and y i,j = 0 otherwise. For small values of |ε|, the matrices P + εY are still in P so that we have
with equality at ε = 0. Since by our assumption on Π, the above expression is affine in ε, it is therefore independent of ε. By choosing ε = p 1,s we arrive at new stochastic matrix P = P + εY with lesser amount of nonzero entries and still Π(P ) = π which is a contradiction.
As an example for multiaffine functionals we give the generalized matrix or Schur functions
where G is a subgroup of the symmetric group S n and χ is a real character of G. We comment that all Schur functions are invariant under diagonal similarity. Two well known particular cases of a Schur function are: (i) G = S n and χ = 1 which yield the permanental function and (ii) G = S n and χ = sign which yield the deteminantal function. It is the determinantal function which is of interest to us in this paper.
For a matrix A ∈ 3 n,n let us write:
It is well known that a i (A) are the signed sum of the determinants of the principal submatrices of A of size i×i, i = 1, . . . , n, and viewed as the functions a i :
, the a i 's are multiaffine functions in the rows and columns of A.
To obtain some applications of Theorem 1.1 we first need the following technical results: Lemma 1.2. Let r i and s i be nonnegative real numbers, 1 i r, with s i r i + 1, for all i = 1, . . . , r. Then
Then we have an equality. It will thus suffice to show that the expression
This is obviously seen if we substitute σ i = s i − 1 0 and expand the resulting expression.
An immediate corollary to Lemma 1.2 is the following:
As an application of Theorem 1.1 we have now the following lemma: Lemma 1.4. Let ε i = ±1, for 1 i n − 1. Then for every nonnegative matrix A ∈ 3 n,n whose spectral radius is 1,
. We will prove the lemma by induction on n. For n = 1 this is obvious. It is enough to prove the lemma at n for row stochastic matrices. Having done this, the inequality extends by similarity to all irreducible nonnegative matrices with spectral radius 1 and then by continuity also to reducible matrices. Since the left hand side of (1.4) is multiaffine in the rows of A, then by the previous theorem it is enough to verify (1.4) for row stochastic matrices P with one nonzero entry at every row.
Suppose first that P is a permutation matrix in 3 n,n . Then P is similar to a diagonal block matrix whose blocks P i are cyclic permutations matrices of size n i , 1
,
Now,
Thus it will suffice to show that
This follows from Corollary 1.3. It remains to verify (1.4) for all row stochastic matrices P with only one nonzero entry in every row, whose rank is strictly less than n. Such a matrix can be factored as P = AB with nonnegative A ∈ 3 n,r , B ∈ 3 r,n and r = rank(P ). Now, consider
. By the induction hypothesis,
If s < 0, then (1.4) holds for P because of Fiedler's original inequality (1.1), so assume that s 0. In this case multiply (1.5) by λ n−r to have:
As λ 1, replacing λ n−r s with s diminishes the left hand side, and replacing λ n − λ n−r with λ n − 1 increases the right hand side. The lemma now follows for n.
As a corollary we get an improvement to Fiedler's result given in (1.1):
Theorem 1.5. For any nonnegative matrix A with spectral radius 1 and for every λ 1,
As a further corollary to Lemma 1.4 we obtain that: Corollary 1.6. Let A be an n × n nonnegative matrix with spectral radius 1 and whose eigenvalues are λ 1 = 1, λ 2 , . . . , λ n . Then
where ϕ is given in (1.3). We mention that inequality (1.7) is sharp as can be see by taking A to be the simple cycle matrix of order n. In that case both the left and right hand sides of (1.7) equal to n. Corollary 1.6 leads us to a conjecture on the eigenvalues of a stochastic matrix which is in the spirit of the Boyle-Handelman conjecture stated in (1.2). Conjecture 1.7. Let A be an n × n nonnegative matrix with spectral radius 1 and whose nonzero eigenvalues are λ 1 = 1, λ 2 , . . . , λ k . Then
At this time we are unable to prove the conjecture, though we have tried it on many examples without failure. However, we can partially prove the conjecture for the case in which A has a real spectrum. Theorem 1.8. If A is an n × n nonnegative matrix whose eigenvalues are all real, with spectral radius 1, and whose nonzero eigenvalues are λ 1 = 1, λ 2 , . . . , λ k , then (1.8) is true. . We begin by noting that as A is a nonnegative matrix,
Actually we shall prove a stronger result than stated here, namely, suppose x 1 , x 2 , . . . , x k are real numbers such that
To prove the claim note first that if all the x i 's are nonnegative, then (1.9) trivially holds. So assume that at least one of x 2 , . . . , x k is negative. As 1 x i , for i = 2, . . . , k, and 1 − k i=2
x i , it follows from the arithmetic-geometric inequality that
(1.10)
Suppose now that exactly one of the x i 's among x 2 , . . . , x k , say x 2 , that is negative.
Then on letting y := k i=3 (1 − x i ), we see that 0 y 1 and y
Next, suppose that exactly two of the x i 's among x 2 , . . . , x k , say x 2 and x 3 , which are negative. Then on letting z = k i=4
(1 − x i ), we see that 0 z 1 and that
(1 − x i ). In this case we can write that
where we have used the fact that if a and b are numbers such that ab (1 − x i ) 3 and so (1.9) holds because of (1.10).
Reverting to general n × n nonnegative matrices we have proved in this paper the following results: Theorem 1.9. Let A be an n × n nonnegative matrix whose eigenvalues are λ 1 = , λ 2 , . . . , λ n , where = (A) is the spectral radius of A. Then Conjecture 1.10. Let A be an n × n nonnegative matrix, whose spectral radius is , and whose nonzero eigenvalues are λ 1 = , λ 2 , . . . , λ k . Then
and (1.12)
Concerning the above conjecture, we comment that if (1.11) is true, then (1.12) follows as a corollary.
