By means of the Cauchy matrix we give sufficient conditions for the existence and exponential stability of almost periodic solutions for the delay impulsive Lasota-Wazewska model. The impulses are realized at fixed moments of time.
Introduction
The impulsive delay differential equations are natural generalizations of the ordinary differential equations and these systems have been widely studied in recent years [1, 5, 6 ].
These equations describe processes which are characterized by jumps in state as well as by the fact that the processes under consideration depend on its history at each moment of time. Such a generalization of the notion of an impulsive differential equation enables us to study different types of classical problems as well as to ''control'' the solvability of delay differential equations (without impulses). Some special cases of delay differential equations were used by WazevskaCzyzevska and Lasota [12] as a model for the survival of red blood cells in an animal.
The widespread application of impulsive delay differential equations in the description of real processes requires the formulation of effective criteria for stability of their solutions; see for example [3, 5] .
In this work we shall investigate the existence of almost periodic solutions of an impulsive Lasota-Wazewska model and the exponential stability of these solutions. The theory of almost periodic solutions for impulsive differential equations goes back to the works of Samoilenko and Perestyuk [7] . The main results which are related to the study of the existence of almost periodic solutions for impulsive dynamical systems were obtained in [2, [8] [9] [10] [11] .
Preliminary notes
we denote the set of all sequences that are unbounded and strictly increasing.
Consider the following generalized impulsive Lasota-Wazewska model: where
Let t 0 ∈ R. Introduce the following notation: For J ⊂ R, PC (J, R) is the space of all piecewise continuous functions from J to R with points of discontinuity of the first kind τ k , at which it is left continuous.
Let φ 0 be an element of PC (t 0 ). Denote by x(t) = x(t; t 0 , φ 0 ), x ∈ Ω the solution of system (1) satisfying the initial conditions
Since the solution of problem (1) and (2) is a piecewise continuous function with points of discontinuity of the first kind τ k , k ∈ Z we adopt the following definitions for almost periodicity.
Definition 1 ([7]
). The set of sequences {τ
is said to be uniformly almost periodic if for arbitrary ε > 0 there exists a relatively dense set of ε-almost periods common for any sequences.
Definition 2 ([7]
). The function ϕ ∈ PC (R, R) is said to be almost periodic, if the following hold:
(a) The set of sequences {τ
is uniformly almost periodic. (b) For any ε > 0 there exists a real number δ > 0 such that if the points t and t belong to one and the same interval of continuity of ϕ(t) and satisfy the inequality |t − t | < δ, then |ϕ(t ) − ϕ(t )| < ε.
(c) For any ε > 0 there exists a relatively dense set
The elements of T are called ε-almost periods.
Together with the system (1) we consider the linear system
where t ∈ R.
Introduce the following conditions:
H1. The function α(t) ∈ C (R, R n ) is almost periodic in the sense of Bohr and there exists a constant α such that α(t) ≤ α. H2. The sequence {α k } is almost periodic and
is uniformly almost periodic and there exists θ > 0 such that inf k∈Z τ 1 k = θ > 0. Now let us consider the equationṡ
and their solutions
Then [5] , the Cauchy matrix of the linear system (3) is
and the solutions of (3) are in the form
Introduce the following conditions: H4. The functions β i (t) are almost periodic in the sense of Bohr, and
H5. The functions
H6. The sequence {ν k }, k ∈ Z is almost periodic.
In the proofs of the main theorem we will use the following results.
Lemma 1 ([7])
. If the conditions H1-H6 hold, then for each ε > 0 there exist ε 1 , 0 < ε 1 < ε, relatively dense sets T of real numbers and Q of whole numbers, such that the following relations are fulfilled: 
exists a relatively dense set T of ε-almost periods of the function α(t) and a positive constant Γ such that for τ ∈ T it follows that
Proof. Since the sequence {α k } is almost periodic, then it is bounded and from H2 it follows that (1
From the presentation of W (t, s) and the last inequality it follows that
Consider the sets T and Q determined by Lemma 1.
Let τ ∈ T . Since the matrix W (t + τ , s + τ ) is a solution of the system, we have the following:
From Lemma 1 it follows that if |t − τ k | > ε,
and from (4) we obtain
for |t − τ k | > ε, |s − τ k | > ε, where i(s, t) is the number of the points τ k in the interval (s, t).
From Lemma 2 and the obvious inequality
we obtain
Main results

Theorem 1.
Let the following conditions hold:
Then:
(1) There exists a unique almost periodic solution x(t) of (1). (2) The solution x(t) is exponentially stable.
Proof of assertion 1. We denote by D, D ⊂ PC (R, R) the set of all almost periodic functions ϕ(t) satisfying the inequality ϕ < K , where
We define in D an operator S,
and we will be prove that S is self-mapping from D to D.
For arbitrary ϕ ∈ D it follows that
On the other hand let τ ∈ T , q ∈ Q where the sets T and Q are determined in Lemma 1. Then
where
From (7) and (8) we obtain that Sϕ ∈ D.
We get
Then from (9) and the conditions of the theorem it follows that S is a contracting operator in D. So there exists unique almost periodic solution of (1).
Proof of assertion 2. Let y(t) be a solution of (1) with initial condition
We obtain
Set u(t) = y(t) − x(t) e αt and from the Gronwall-Bellman lemma [7] we have
Thus Theorem 1 is complete.
Example 1. Now consider the linear model of impulsive delay differential equations in the form ẋ(t) = −α(t)x(t) + β(t)e −γ (t)x(t−h) , t = τ k , ∆x(τ k ) = α k x(τ k ), (10) where t ∈ R, α(t), β(t), γ (t) ∈ C [R, R + ], h > 0, τ k ∈ B, the constants α k ∈ R, k ∈ Z.
Corollary 1. Let the following conditions hold:
1. The functions α(t), b(t), γ (t) are almost periodic. 2. The sequence {α k } is almost periodic and −1 ≤ α k ≤ 0, k ∈ Z.
The condition H3 holds.
Then if sup t∈R α(t) > sup t∈R β(t) there exists a unique almost periodic exponential stable solution x(t) of (10).
Proof. The proof follows from the Theorem 1.
Remark 1.
We note that Eq. (10) without impulses is investigated in [4] where h = ω and the functions α(t), β(t), γ (t) are positive ω-periodic.
Remark 2.
The results in the work show that by means of appropriate impulsive perturbations we can control the almost periodic dynamics of these equations.
