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Abstract
We consider the stationary Stokes and Navier-Stokes Equations for viscous, incompressible
flow in parameter dependent bounded domains DT , subject to homogeneous Dirichlet (“no-
slip”) boundary conditions on ∂DT . Here, DT is the image of a given fixed nominal Lipschitz
domain Dˆ ⊆ Rd, d ∈ {2, 3}, under a map T : Rd → Rd. We establish shape holomorphy of Leray
solutions which is to say, holomorphy of the map T 7→ (uˆT , pˆT ) where (uˆT , pˆT ) ∈ H10 (Dˆ)d×L2(Dˆ)
denotes the pullback of the corresponding weak solutions and T varies in W k,∞ with k ∈ {1, 2},
depending on the type of pullback. We consider in particular parametrized families {Ty :
y ∈ U} ⊆ W 1,∞ of domain mappings, with parameter domain U = [−1, 1]N and with affine
dependence of Ty on y. The presently obtained shape holomorphy implies summability results
and n-term approximation rate bounds for gpc (“generalized polynomial chaos”) expansions for
the corresponding parametric solution map y 7→ (uˆy, pˆy) ∈ H10 (Dˆ)d × L2(Dˆ).
1 Introduction
In recent years, the significance of sparsity in representations of solution manifolds of parametric
PDE models in the sciences for several classes of algorithms has been recognized. We mention
only high-dimensional, sparse tensor approximation and sparse grid interpolation (see [6, 5] and
the references there), Model Order Reduction (MOR for short) for PDEs in parametric geometries
(see for example [11, 15] and the references in these articles), and Reduced Basis (RB for short)
methods [12, 19].
A general principle to establish sparsity in high-dimensional, parametric solution families of
PDEs has been identified in [8]: the holomorphic dependence of the solution on the PDE parameters
with quantitative control on the size of the domain of analytic continuation, independent of the
number of parameters in the model. One model class which is of particular interest in biomedical
applications is viscous, incompressible flow at low or moderate Reynolds number. Low-parametric,
sparse representations of viscous flows in the context of physiological fluid flow are of particular
relevance for efficient, patient specific simulations. Accordingly, recent years have seen significant
activity in MOR and RB algorithms for this problem class; we refer only to [15, 20, 14, 3, 4] and
the references there.
Previous mathematical results on parameter sparsity of solution manifolds comprise scalar,
elliptic PDEs with holomorphic dependence of solutions with respect to parameters in parametric
representations of their domain of definition. We refer to [8, Section 4], where the holomorphic
∗This research was supported by the ERC AdV grant 337789 BREAD and the Swiss National Science Foundation.
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dependence of solutions on parameters in Fourier representations of scalar, linear elliptic coercive
PDEs was shown. In [13], an analogous result was given for linear, scalar and possibly indefinite
elliptic problems in families of parametric domains which are homeomorphic to the unit disk.
In the present paper, we establish shape holomorphy, i.e., the holomorphic dependence of
solutions on transformations of the shape of the domain, for the Stokes and the nonlinear Navier-
Stokes equations governing stationary, viscous and incompressible flow. Despite mathematical
shape calculus having reached a certain maturity during the past decades due to its importance in
shape optimization problems in science and engineering (see, e.g., [10] and the references there, and
[24] and its references for the particular case of Navier-Stokes equations), we are not aware of results
on the holomorphic dependence of solutions on the shape of the domain. As we explain in some
detail in Section 5, the shape-holomorphy results obtained in the present paper imply, in particular,
the possibility of low-parametric approximation of solutions on large families of domains represented
by suitable holomorphic parametrizations, on high-dimensional parameter domains. This implies
for a wide range of concrete domain representations used in computational engineering the existence
of sparse surrogates of the parametric solution families. This, in turn, is crucial in a number of
applications, and we indicate some of these in Section 5.
The presently obtained results and their proofs differ from the argument in [8, 13]: a first result
which we establish holds under the usual small data hypothesis to ensure uniqueness of solutions
of the stationary NSE and the novel approach to its proof is also applicable to all mentioned,
linear elliptic problems. For a family of domains DT = T (Dˆ) where Dˆ is a reference domain and
T a bi-Lipschitz transformation, we show existence, uniqueness and holomorphic dependence of
the pullback solution (uˆT , pˆT ) defined on Dˆ with respect to the domain transformation T itself,
rather than on real valued parameters which arise in a particular parametrization of T , which is
the perspective taken in [8]. As an immediate consequence, we obtain parametric holomorphy in
concrete, parametric families {Ty : y ∈ U} of domain transformations. For example, if the trans-
formation Ty, with y = (yj)j∈N ∈ [−1, 1]N depends holomorphically on each yj . This more abstract
approach has the advantage, that the assumption of a concrete parametrization of the transforma-
tion (typically with affine dependence on each yj) is not necessary. For specific parametric families
of mappings, such as the affine-parametric dependencies considered in [5, 6, 8], the present results
imply in particular the results on analytic dependence of parametric solutions which were obtained
in these references. We note that existence of domain differentials is classically invoked in numerical
shape optimization, see, e.g., [17, 18, 24] and the references there. However, we are not aware of
earlier results discussing the holomorphic dependence of solutions on the shape of the domain.
The structure of the paper is as follows. In Section 2, we introduce the formulation of the
problem and set up terminology and notation. Sections 3 and 4 contain the main results: we
transform the equations to a reference domain and prove holomorphic dependence of the weak
pullback solutions to the stationary Stokes and Navier-Stokes problem on the transformation. To
this end we separately treat two differing transformation models, the “plain pullback” and the Piola
transformation. The space in which the transformation T varies depends on the type of pullback,
namely W 1,∞ in the case of the plain pullback and a weighted version of W 2,∞ in the case of the
Piola transformation. Finally, Section 5 is intended to give the practically relevant implications
of our results in the context of uniform approximation: in Section 5.1 we first recall a framework
for holomorphic dependence on a countable number of parameters. Following this, we establish
holomorphic parameter dependence under sufficiently smooth transformations of the domain, and
provide sparsity results in Section 5.2. Dimension-independent convergence rate bounds of gpc
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(“generalized polynomial chaos”) approximations which are implied by the presently established
holomorphy results are briefly indicated.
2 Problem Formulation
In the bounded Lipschitz domain D ⊆ Rd, d ∈ {2, 3}, and for a given volume force f ∈ L2(D)d, we
consider the Stokes problem on D, i.e. we seek a velocity field u : D→ Rd and a pressure p : D→ R
solving
−∆u+∇p = f in D, (2.1a)
div u = 0 in D, (2.1b)
u = 0 on ∂D. (2.1c)
We consider the variational formulation in H10 (D)
d×L2#(D) where L2#(D) := L2(D)/R: find (u, p) ∈
H10 (D)
d × L2#(D) such that
a(u, v)− b(v, p) = F (v), v ∈ H10 (D), (2.2a)
b(u, q) = 0, q ∈ L2#(D), (2.2b)
where F (v) :=
∫
D f · v and the bilinear forms are given by
a(u, v) :=
∫
D
∇u · ∇v and b(u, v) =
∫
D
div(v)p, (2.3)
with ∇u · ∇v = tr(∇u∇v>), where ∇u := ( ∂ui∂xj )i,j=1,...,d. Note that the quotient space L2#(D) is
equipped with the norm
‖p‖L2# := minc∈R ‖p− c‖L2 .
This problem is known to be well-posed (see e.g. [1, Thm. 4.2.3]) due to the continuity of both
bilinear forms on the appropriate spaces, the ellipticity of a in H10 (D)
d and the inf-sup condition
[2]
inf
p∈L2#(D)
sup
u∈H10 (D)d
b(u, p)
‖u‖H10‖p‖L2#
≥ β = β(D) > 0 .
Closely connected to the linear Stokes problem is the nonlinear stationary Navier-Stokes problem,
which reads
−∆u+ (u · ∇)u+∇p = f in D, (2.4a)
div u = 0 in D, (2.4b)
u = 0 on ∂D. (2.4c)
Recall that the vector (u · ∇)v has components ∑dj=1 uj ∂vi∂xj and may also be viewed as the matrix-
vector product ∇v u. As a weak formulation we derive similarly as above
a(u, v)− b(v, p) + t(u, u, v) = F (v), v ∈ (H10 (D))d, (2.5a)
b(u, q) = 0, q ∈ L2#(D), (2.5b)
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where (a, b, F ) are as before and the trilinear form is given by
t(u, v, w) =
∫
D
(u · ∇)v · w, u, v, w ∈ (H10 (D))d . (2.6)
This trilinear form is continuous on H10 (D)
d×H10 (D)d×H10 (D)d and antisymmetric in the last two
arguments provided that div(u) = 0. Classical arguments based on the Faedo-Galerkin method,
Brouwer fixed point theorem, and limiting techniques ensure the existence of a solution (see e.g.
[23, Chap. II, §1, Thm. 1.2]). By inserting u as test function, one obtains the standard energy
estimate
‖u‖H10 (D) ≤ ‖f‖H−1(D) . (2.7)
The solution is ensured to be unique for sufficiently small data f [23, Chap. II, §1, Thm. 1.3].
We are interested in the situation where the domain may vary within a parametrized family,
such that all domains in this family are contained in a “hold-all” domain
D ⊂ DH . (2.8)
Eventually we are interested in numerical reduced modeling methods that allow to approximate in
some sense the mapping between the parameters and the solution. This requires to understand the
dependence of the solution with respect to the parameter, and thus with respect to the domain. In
order to be able to compare the different solutions, we will pull them back to some nominal domain
Dˆ ⊆ Rd, based on transformations T : Dˆ → D. The goal is to establish appropriate conditions in
order for the pullbacks to depend smoothly on the transformation, which will be made more precise
in the subsequent sections. The course of action is as follows: we first derive equivalent PDEs on
the nominal domain Dˆ, via the plain pullback. Following this, we prove holomorphy of the mapping
which associates a domain transformation T to the solution (uˆT , pˆT ) of the corresponding problem
on the reference domain. We then proceed in the same manner for a second transformation type,
the Piola pullback. Finally, concrete examples of transformation families depending on a parameter
vector y will be given in section 5. Our results then imply the desired holomorphic dependence of
the solution on parameters in parametric representations of the domain transformations.
3 The plain pullback
3.1 Domain transformation
We now derive equations in the reference domain Dˆ which are satisfied by the pullback of the
solutions in the physical domain D. Throughout section 3.1, T : Dˆ → D denotes a bijective bi-
Lipschitz map between these Lipschitz domains, that is, T ∈W 1,∞(Dˆ,D) and T−1 ∈W 1,∞(D, Dˆ).
Up to multiplying by −1 in further expressions, we assume its Jacobian determinant to be positive
a.e. in Dˆ.
Remark 3.1. Note that if Dˆ is a Lipschitz domain, the fact that T is bi-Lipschitz readily implies
that D = T (Dˆ) is also a Lipschitz domain.
We use the standard notation x = T (xˆ) with xˆ ∈ Dˆ and x ∈ D. We denote by dT the differential
of T and by
J(xˆ) := det(dT (xˆ)), (3.1)
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the Jacobian. For all involved quantities, velocities, pressures and the right-hand side, we use the
plain pullback transformation
ϕˆ(xˆ) = ϕ(x) i.e. ϕˆ := ϕ ◦ T . (3.2)
With such choices, the maps
L2#(D) 3 p 7→ pˆ ∈ L2#(Dˆ) and H10 (D)d 3 u 7→ uˆ ∈ H10 (Dˆ)d, (3.3)
are isomorphisms. For the first map, this is due to the fact that for any constant c, we have cˆ = c
and thus
‖p− c‖L2(D) = ‖(pˆ− c)J1/2‖L2(Dˆ), (3.4)
so that
m0‖pˆ‖L2#(Dˆ) ≤ ‖p‖L2#(D) ≤M0‖pˆ‖L2#(Dˆ), (3.5)
where m0 = m0(T ) := minxˆ∈Dˆ J
1/2(xˆ) > 0 and M0 = M0(T ) := maxxˆ∈Dˆ J
1/2(xˆ) < ∞. For the
second map, we have
‖u‖2H10 (D) :=
∫
D
∇u · ∇u =
∫
D
tr (∇u∇u>) =
∫
Dˆ
tr(∇uˆ dT−1dT−>∇uˆ>)J. (3.6)
If A and B are d× d matrices, it is easily seen that
‖AB‖HS ≤ min{‖A‖ ‖B‖HS , ‖A‖HS ‖B‖} (3.7)
where ‖M‖HS = tr(MM>) is the Hilbert-Schmidt norm (also referred to as Frobenius norm, and
denoted by ‖M‖F ) and ‖M‖ is the spectral norm. Indeed, it suffices to note that
‖AB‖2HS =
d∑
j=1
‖ABj‖2 ≤ ‖A‖2
d∑
j=1
‖Bj‖2 = ‖A‖2‖B‖2HS , (3.8)
where Bj denotes the jth column of B, and thus (3.7) follows by exchanging A and B.
Therefore,
m1‖uˆ‖H10 (Dˆ) ≤ ‖u‖H10 (D) ≤M1‖uˆ‖H10 (Dˆ), (3.9)
where m1 = m1(T ) := minxˆ∈Dˆ J
1/2(xˆ)‖dT (xˆ)‖−1 and M1 = M1(T ) := maxxˆ∈Dˆ J1/2(xˆ)‖dT−1(xˆ)‖.
By duality we also find that
H−1(D)d 3 f 7→ fˆ ∈ H−1(Dˆ)d, (3.10)
is an isomorphism with constants M−11 and m
−1
1 .
We first describe the equations satisfied by the pullback solutions of the Stokes system (2.1).
By transformation, this system becomes{
aT (uˆ, vˆ)− bT (vˆ, pˆ) = FT (vˆ), vˆ ∈ (H10 (Dˆ))d,
bT (uˆ, qˆ) = 0, qˆ ∈ L2#(Dˆ),
(3.11)
where the bilinear forms and linear forms are defined as follows:
aT (uˆ, vˆ) :=
∫
Dˆ
tr(∇uˆ dT−1dT−>∇vˆ>)J, (3.12a)
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and
bT (vˆ, pˆ) :=
∫
Dˆ
tr(∇vˆ dT−1)pˆJ, (3.12b)
and
FT (vˆ) :=
∫
Dˆ
fˆ · vˆJ. (3.12c)
The isomorphism properties ensure that these forms satisfy the continuity, coercivity and inf-sup
properties on the spaces (H10 (Dˆ))
d and L2#(Dˆ) and therefore, with the notation
X = (H10 (Dˆ))
d × L2#(Dˆ), (3.12d)
the system has a unique solution (uˆT , pˆT ) ∈ X.
Likewise, with
tT (uˆ, vˆ, wˆ) =
∫
Dˆ
(dT−1uˆ · ∇)vˆ · wˆJ, (3.12e)
the pullback equations for Navier-Stokes have the form{
aT (uˆ, vˆ)− bT (vˆ, pˆ) + tT (uˆ, uˆ, vˆ) = FT (vˆ), vˆ ∈ (H10 (Dˆ))d,
bT (uˆ, qˆ) = 0, qˆ ∈ L2#(Dˆ).
(3.13)
They also admit a solution (uˆT , pˆT ) ∈ X. We obtain an explicit dependence on T in the a-priori
estimate by writing
m21‖uˆT ‖2H10 (Dˆ) ≤ aT (uˆT , uˆT ) = ‖uT ‖
2
H10 (D)
≤ ‖f‖2H−1(D) ≤ ‖f‖2H−1(DH), (3.14)
and thus
‖uˆT ‖H10 (Dˆ) ≤ m1(T )
−1‖f‖H−1(DH). (3.15)
We also obtain an explicit dependence on T in the small data assumption for uniqueness by using
the continuity property of the trilinear form
|tT (uˆ, vˆ, wˆ)| ≤ N1‖uˆ‖H10 (D)‖vˆ‖H10 (D)‖wˆ‖H10 (D), (3.16)
where N1 = N1(T ) = C
2
E maxxˆ∈Dˆ J(xˆ)‖dT−1(xˆ)‖ with C2E the Sobolev embedding constant between
H10 (Dˆ) and L
4(Dˆ). Then, if uˆ1 and uˆ2 are two different solutions, we may write
m21‖uˆ1 − uˆ2‖2H10 (Dˆ) ≤ aT (uˆ1 − uˆ2, uˆ1 − uˆ2) = tT (uˆ1 − uˆ2, uˆ2, uˆ1 − uˆ2),
and
|tT (uˆ1 − uˆ2, uˆ2, uˆ1 − uˆ2)| ≤ N1‖uˆ1 − uˆ2‖2H10‖uˆ2‖H10 ≤ N1m
−1
1 ‖uˆ1 − uˆ2‖2H10‖f‖H−1(DH).
Therefore, uniqueness of uˆT is ensured under the condition
‖f‖H−1(DH) < C1, C1 = C1(T ) =
m1(T )
3
N1(T )
, (3.17)
and uniqueness of pˆT follows from the inf-sup condition.
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Remark 3.2. Note that (3.11) can also be expressed as{
AT uˆ−B∗T pˆ = FT ,
BT uˆ = 0,
(3.18)
where AT ∈ L((H10 (Dˆ))d, (H−1(Dˆ))m) and BT ∈ L((H10 (Dˆ))d, L2#(Dˆ)) are the operators associated
to the bilinear forms aT , bT , and likewise (3.13) is equivalently stated as{
AT uˆ−B∗T pˆ+NT (uˆ) = FT ,
BT uˆ = 0,
(3.19)
where NT : H
1
0 (Dˆ)
d → H−1(Dˆ)d is the nonlinear operator that maps uˆ to the linear form vˆ 7→
tT (uˆ, uˆ, vˆ).
3.2 Holomorphy of the plain domain-to-solution map
We are now interested in analyzing the smoothness properties of the domain-to-solution map
T 7→ (uˆT , pˆT ), (3.20)
as T varies in a certain set T.
The differential of such domain to pullback solution maps is related to the notion of material
derivative which is of common use in the context of shape optimization and which we next recall,
see [22] for more details. If V = V (x, t) is a vector field and Tt is the corresponding flow, then if
uΩ is the solution to some given PDE for the domain Ω, then we define
u˙(Ω, V ) = lim
t→0
1
t
(
uTt(Ω) ◦ Tt − uΩ
)
, (3.21)
where the limit needs to be defined in a given topology, for example in the strong sense for a Sobolev
space Wm,p(Ω). Then, a simple computation shows that if FT is the Fre´chet derivative at T of the
map T 7→ uˆT for this topology, we have
u˙(DT , V ) = FT (V0 ◦ T ) ◦ T−1, V0 = V (·, 0). (3.22)
Our objective is to establish the holomorphy of the map (3.20) for problems (3.11) and (3.13)
under certain assumptions, which are stated below.
Assumption 3.3. The set T is compact in W 1,∞(Dˆ,Rd) and such that T−1 ∈ W 1,∞(D,Rd) for
every T ∈ T, where D = T (Dˆ).
Note that, under Assumption 3.3, the quantities ‖dT (xˆ)‖, ‖dT−1(xˆ)‖, J(xˆ) and J−1(xˆ) are uni-
formly bounded over xˆ ∈ Dˆ and T ∈ T. In particular the constant C1(T ) from the previous
small data assumption is bounded by below away from 0 uniformly for T ∈ T. Also note that the
“hold-all” domain DH =
⋃
T∈T T (Dˆ) ⊆ Rd is a bounded set.
Assumption 3.4. The function f is analytic in an open neighborhood of DH .
For ε > 0, we define the complex valued ε-neighborhood of T,
Tε := {T˜ ∈W 1,∞(Dˆ,Cd) : ∃T ∈ T, ‖T˜ − T‖W 1,∞(Dˆ) < ε} . (3.23)
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Remark 3.5. Assumption 3.3 implies, by compactness of T, that there exists ε1 such that the
quantities ‖dT−1(xˆ)‖ and J−1(xˆ) are uniformly bounded over xˆ ∈ Dˆ and T ∈ Tε1.
Remark 3.6. Assumption 3.4 implies that there exists ε2 > 0 and an open set Df ⊆ Cd such that
T (Dˆ) ⊆ Df for all T ∈ Tε2 and such that f has an holomorphic extension f : Df → C.
We first establish the holomorphic dependence of the domain-to-solution map (3.20) for the
Stokes problem under the above assumptions. In what follows we use the notation
XC := H
1
0 (Dˆ,C)d × L2#(Dˆ,C). (3.24)
for the complex valued version of X.
Theorem 3.7. Let Assumptions 3.3 and 3.4 be satisfied. Then there exists ε = ε(Dˆ,T) > 0 such
that the domain-to-solution map T 7→ (uˆT , pˆT ), with (uˆT , pˆT ) solving (3.18), admits an extension
on Tε as in (3.23), which is holomorphic and uniformly bounded as a mapping from W
1,∞(Dˆ,Cd)
to XC.
Proof. Let T ∈ T and define D = T (Dˆ). The bilinear form aT (·, ·) is continuous and elliptic on
H10 (Dˆ)
d × H10 (Dˆ)d, and the bilinear form bT is continuous on H10 (Dˆ)d × L2#(Dˆ) and satisfies an
inf-sup condition
inf
pˆ∈L2J (Dˆ)
sup
uˆ∈H10 (Dˆ)d
bT (uˆ, pˆ)
‖uˆ‖H10 (Dˆ)‖pˆ‖L2#(Dˆ)
≥ β = β(T ) > 0. (3.25)
This implies that the pullback Stokes operator
ST : (uˆ, pˆ) 7→ ST (uˆ, pˆ) = (AT uˆ−B∗T pˆ, BT uˆ), (3.26)
is an isomorphism from X to its dual X∗ = H−1(Dˆ)d×L2#(Dˆ). Obviously, the solution (uˆT , pˆT ) to
(3.11) is defined as
(uˆT , pˆT ) = S
−1
T HT , HT := (FT , 0).
We next extend ST as an operator from the complex space
XC to its dual X
∗
C = H
−1(Dˆ,C)d × L2#(Dˆ,C), and HT as an element of X∗C. This is done by
writing
(AT uˆ)(vˆ) := aT (uˆ, vˆ) :=
∫
Dˆ
tr(∇uˆ dT−1dT−>∇vˆ>)J, (3.27)
as well as
(BT vˆ)(pˆ) := bT (vˆ, pˆ) :=
∫
Dˆ
tr(∇vˆ dT−1)pˆJ. (3.28)
and
FT (vˆ) :=
∫
Dˆ
fˆT · vˆJ, fˆT · vˆ := (fˆT )1vˆ1 + · · ·+ (fˆT )dvˆd,
where fˆT := f ◦ T . Note that, since we are not using complex conjugates in the above definitions,
X∗C is not the antidual of XC but its regular dual. The operator ST is an isomorphism from XC
onto X∗C: we may write for (uˆ, pˆ) = (uˆ1, pˆ1) + i(uˆ2, pˆ2),
ST (uˆ, pˆ) = ST (uˆ1, pˆ1) + iST (uˆ2, pˆ2),
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and for (F,G) = (F1, G1) + i(F2, G2),
S−1T (F,G) = S
−1
T (F1, G1) + iS
−1
T (F2, G2).
We finally observe that T 7→ ST has a well defined and holomorphic, extension, as a mapping from
W 1,∞(Dˆ,C) to L(XC, X∗C), at any T ∈ Tε1 where ε1 is as in Remark 3.5, and in particular at any
T ∈ T. This extension is defined by (3.27) and (3.28), and the holomorphy follows from that of
the maps T 7→ dT−1 when T is invertible and T 7→ J . It follows that for each T ∈ T, there is an
εT > 0 such that ST˜ is invertible for all T˜ in the ball
B(T, εT ) := {T˜ ∈W 1,∞(Dˆ,Cd) : ‖T˜ − T‖W 1,∞ ≤ εT },
and such that
T 7→ S−1T
is holomorphic, as a mapping from W 1,∞(Dˆ,Cd) to L(X∗C, XC), over this ball. By a finite covering
argument, using the compactness of T, we obtain that there exists ε3 > 0 such that this mapping
is bounded and holomorphic on Tε3 . On the other hand, using Remark 3.6, we also find that the
map
T 7→ HT := (FT , 0),
has a bounded and holomorphic extension, as a mapping from W 1,∞(Dˆ,Cd) to X∗C, on Tε2 . This
proves that the domain-to-solution map
T 7→ (uˆT , pˆT ),
is bounded and holomorphic on Tε, with ε := min{ε2, ε3}.
For the sake of completeness, we next provide with the explicit expression of the Fre´chet deriva-
tive of the solution map which we denote here by S : T 7→ (uˆT , pˆT ).
Proposition 3.8. Let the assumptions of Theorem 3.7 be satisfied. Then, the Fre´chet derivative
dS(T )(H) of S at T ∈ T in direction H ∈W 1,∞(Dˆ,Cd) is given by the unique solution (wˆ, rˆ) ∈ XC
of
aT (wˆ, vˆ)− bT (vˆ, rˆ) =∫
Dˆ
tr
(
∇uˆT
[
J(dT−1dHdT−1dT−> + dT−1dT−>dH>dT−>)− tr(Cof(dT )>dH)dT−1dT−>
]
∇vˆ>
)
−
∫
Dˆ
tr
(
∇vˆ
[
JdT−1dHdT−1 − tr(Cof(dT )>dH)dT−1
])
pˆT +
∫
Dˆ
(df ◦ T )H · vˆJ
+
∫
Dˆ
fˆT · vˆ tr(Cof(dT )>dH), (3.29a)
bT (wˆ, qˆ) =
∫
Dˆ
tr
(
∇uˆT
[
JdT−1dHdT−1 − tr(Cof(dT )>dH)dT−1
])
qˆ, (3.29b)
for all (vˆ, qˆ) ∈ XC, where Cof(M) denotes the cofactor matrix of M .
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Proof. Let ST as in (3.26) and denote by wˆ(H), rˆ(H) the solution of (3.29). Both wˆ and rˆ are
bounded linear mappings in H. We will show that
‖ST ((uˆT+H , pˆT+H)− (uˆT , pˆT )− (wˆ(H), rˆ(H)))‖L(XC,X∗C) = o(‖H‖W 1,∞) as ‖H‖W 1,∞(Dˆ) → 0.
(3.30)
Since ST is boundedly invertible, there exists C > 0 with ‖ST (uˆ, pˆ)‖ ≥ C‖(uˆ, pˆ)‖ for all (uˆ, pˆ) ∈ XC,
hence (3.30) implies ‖uˆT+H − uˆT − wˆ(H)‖H10 + ‖pˆT+H − pˆT − rˆ(H)‖L2# = o(‖H‖W 1,∞), so that our
claim is an immediate consequence of (3.30).
Identifying FT ∈ (H10 (Dˆ,C)d)′ with (FT , 0) ∈ X ′C, there holds
ST ((uˆT+H , pˆT+H)− (uˆT , pˆT )) = ST (uˆT+H , pˆT+H)− ST+H(uˆT+H , pˆT+H) + FT+H − FT (3.31)
and explicitly writing down these terms evaluated at (vˆ, qˆ) we get∫
Dˆ
tr
(
∇uˆT+H
[
dT−1dT−>JT − d(T +H)−1d(T +H)−>JT+H
]
∇vˆ>
)
−
∫
Dˆ
tr
(∇vˆ [dT−1JT − d(T +H)−1JT+H]) pˆT+H + ∫
Dˆ
(
fˆT+HJT+H − fˆTJT
)
· vˆ, (3.32a)∫
Dˆ
tr
(∇uˆT+H [dT−1JT − d(T +H)−1JT+H]) qˆ (3.32b)
where we used the notation JT := det dT to indicate the T dependence. Now, w.r.t. the L
∞-norm,
f ◦ (T +H) = f ◦ T + (df ◦ T )H +O(‖H‖2W 1,∞), (3.33a)
d(T +H)−1 = dT−1 − dT−1dHdT−1 +O(‖H‖2W 1,∞), (3.33b)
det d(T +H) = det dT + tr(Cof(dT )>dH) +O(‖H‖2W 1,∞), (3.33c)
as ‖H‖W 1,∞ → 0, where we mean by this notation that e.g. det d(T + H) = det dT + g and
‖g‖L∞(Dˆ) = O(‖H‖W 1,∞(Dˆ)) as ‖H‖W 1,∞(Dˆ) → 0. Denote now by lH((uˆT , pˆT ), (vˆ, qˆ)) the right-hand
side of (3.29), and we’ll consider lH as an operator of its first argument. Inserting (3.33) into (3.32)
we arrive at
ST ((uˆT+H , pˆT+H)− (uˆT , pˆT )) = lH((uˆT , pˆT )) + lH((uˆT+H , pˆT+H)− (uˆT , pˆT )) +O(‖H‖2W 1,∞)
= ST (wˆ(H), rˆ(H)) + lH((uˆT+H , pˆT+H)− (uˆT , pˆT )) +O(‖H‖2W 1,∞).
(3.34)
It is easily checked that |lH((uˆ, pˆ), (vˆ, qˆ))| ≤ ‖H‖W 1,∞‖(uˆ, pˆ)‖‖(vˆ, qˆ)‖ for all (uˆ, pˆ), (vˆ, qˆ) ∈ XC (note
that lH contains all first order H terms when expanding ST+H+(FT+H , 0)). Since (uˆT , pˆT ) depends
continuously on T , we conclude ST (uˆT+H− uˆT , pˆT+H− pˆT ) = ST (wˆ(H), rˆ(H))+o(‖H‖W 1,∞) which
implies (3.30).
We next turn to the holomorphic dependence of the domain-to-solution map for the Navier-
Stokes problem under the same Assumptions 3.3 and 3.4. In addition, we shall work under the
following small data assumption.
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Assumption 3.9. The function f satisfies
‖f‖H−1(DH) < C1,T, C1,T := minT∈T C1(T ) > 0,
where C1(T ) is given by (3.17).
This assumption thus ensures the existence and uniqueness of the solution (uˆT , pˆT ) of the
Navier-Stokes problem (3.19) for all T ∈ T. We now establish the holomorphic dependence of the
domain-to-solution map (3.20) for the Navier-Stokes problem under the above assumptions.
Theorem 3.10. Let Assumptions 3.3, 3.4 and 3.9 be satisfied. Then there exists ε = ε(Dˆ,T) >
0 such that the domain-to-solution map T 7→ (uˆT , pˆT ), with (uˆT , pˆT ) solving (3.19), admits an
extension on Tε as in (3.23), which is holomorphic and uniformly bounded as a mapping from
W 1,∞(Dˆ,Cd) to XC.
Proof. By the same treatment as in the proof of Theorem 3.7, we reach a formulation of the problem
in the real valued space X of the form
ST (uˆ, pˆ)− (NT (uˆ), 0)−HT = 0, (3.35)
where ST and HT are defined as in the proof of the Theorem 3.7, and where NT is the nonlinear
operator defined from the trilinear form tT which appears in (3.19). This equation has a unique
solution (uˆT , pˆT ) ∈ X for any T in T. Using the shorthand Uˆ = (uˆ, pˆ) and UˆT = (uˆT , pˆT ) we rewrite
this equation
P(Uˆ, T ) = 0. (3.36)
We then follow the approach developed in [8] and summarized by Theorem 2.5 of [9]. In our
application of this theorem (T,T, XC,W
1,∞, X∗C) play the role of (a,A, V,X,W ) in the formulation
of [9]. We first observe that P has a holomorphic extension from XC × TεP to X∗C, where εP :=
min{ε1, ε2}. This extension is defined by proceeding as in the proof of Theorem 3.7 for AT , BT
and FT , and by defining
NT (uˆ)(vˆ) := tT (uˆ, uˆ, vˆ) =
∫
Dˆ
(dT−1uˆ · ∇)uˆ · vˆJ, (3.37)
with again the convention that fˆ · vˆ := fˆ1vˆ1 + · · · + fˆdvˆd. We then consider, for any given T ∈ T,
the partial differential
LT := ∂PUˆ (UˆT , T ) ∈ L(XC, X∗C), (3.38)
and establish that this operator is an isomorphism. Similar to ST in the proof of Theorem 3.7, it
is sufficient to establish the isomorphism property between the real valued spaces X and X∗. The
equation
LT (uˆ, pˆ) = (F,G) (3.39)
is equivalent to {
sT (uˆ, vˆ)− bT (vˆ, pˆ) = F (vˆ), vˆ ∈ (H10 (Dˆ))d,
bT (uˆ, qˆ) = 0, qˆ ∈ L2#(Dˆ),
(3.40)
where
sT (uˆ, vˆ) = aT (uˆ, vˆ) +
∫
Dˆ
(dT−1uˆT · ∇)uˆ · vˆJ +
∫
Dˆ
(dT−1uˆ · ∇)uˆT · vˆJ . (3.41)
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Existence and uniqueness of the solution is ensured due to the inf-sup condition satisfied by bT
and the fact that the non-symmetric form sT is still elliptic on H
1
0 (Dˆ)
d due to the small data
assumption. Indeed, we may write
sT (uˆ, uˆ) = aT (uˆ, uˆ) +
∫
Dˆ
(dT−1uˆ · ∇)uˆT · uˆJ, (3.42)
where we have used the fact that tT (uˆT , uˆ, uˆ) = 0. Employing (3.15), we find∣∣∣∣∫
Dˆ
(dT−1uˆ · ∇)uˆT · uˆJ
∣∣∣∣ ≤ N1‖uˆ‖2H10 (D)‖uˆT ‖H10 (D) ≤ N1m−11 ‖f‖H−1(DH)‖uˆ‖2H10 (D), (3.43)
where N1 and m1 are the same as in the discussion on the uniqueness of the Navier-Stokes solution.
Therefore, Assumption 3.9 implies the existence of a ρ < 1 such that∣∣∣∣∫
Dˆ
(dT−1uˆT · ∇)uˆ · uˆJ
∣∣∣∣ < ρaT (uˆ, uˆ), T ∈ T, uˆ ∈ H10 (Dˆ)d, (3.44)
which shows that sT is elliptic.
We have thus established the needed properties for applying Theorem 2.5 of [9]. By an argument
based on the implicit function theorem, the domain-to-solution map has a holomorphic and bounded
extension on a domain Tε, for sufficiently small ε > 0.
Similar to the Stokes equations, we next provide with the explicit expression of the Fre´chet
derivative of the solution map, again denoted by S : T 7→ (uˆT , pˆT ).
Proposition 3.11. Let the assumptions of Theorem 3.10 be satisfied. Then, the Fre´chet derivative
dS(T )(H) of S at T ∈ T in direction H ∈W 1,∞(Dˆ,Cd) is given by the unique solution (wˆ, rˆ) ∈ XC
of
aT (wˆ, vˆ)− bT (vˆ, rˆ) + tT (uˆT , wˆ, vˆ) + tT (wˆ, uˆT , vˆ) =∫
Dˆ
tr
(
∇uˆT
[
J(dT−1dHdT−1dT−> + dT−1dT−>dH>dT−>)− tr(Cof(dT )>dH)dT−1dT−>
]
∇vˆ>
)
−
∫
Dˆ
tr
(
∇vˆ
[
JdT−1dHdT−1 − tr(Cof(dT )>dH)dT−1
])
pˆT
+
∫
Dˆ
(dT−1dHdT−1J − dT−1tr(Cof(dT )>dH)(uˆT · ∇)uˆT · vˆ
+
∫
Dˆ
(df ◦ T )H · vˆJ +
∫
Dˆ
fˆT · vˆ tr(Cof(dT )>dH), (3.45a)
bT (wˆ, qˆ) =
∫
Dˆ
tr
(
∇uˆT
[
JdT−1dHdT−1 − tr(Cof(dT )>dH)dT−1
])
qˆ, (3.45b)
for all (vˆ, qˆ) ∈ XC.
Proof. We proceed in the same way as in the proof of Prop. 3.8. Let ST as in (3.26), and
denote by l˜H(uˆT , pˆT )(vˆ, qˆ) the right-hand side of (3.45). According to Theorem 3.10, the Fre´chet
derivative dS(uˆT , pˆT ) : W 1,∞(Dˆ,Cd) → XC exists, and we shall denote it in the following by
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(uˆ′T , pˆ
′
T ). Furthermore, instead of letting (wˆ, rˆ) = (wˆ(H), rˆ(H)) be the solution to (3.45), assume
for now that for given H ∈W 1,∞(Dˆ,Cd), (wˆ(H), rˆ(H)) ∈ XC solves
ST (wˆ(H), rˆ(H)) = l˜H(uˆT , pˆT )−NT (uˆT , uˆ′T (H))−NT (uˆ′T (H), uˆT ), (3.46)
where as before NT (u) := tT (u, u, ·), and now additionally NT (u, v) := tT (u, v, ·); by a further
abuse of notation, we also identify NT (u) ∈ (H10 (Dˆ,C)d)′ with (NT (u), 0) ∈ X ′C (see (3.24)), and
similarly for NT (u, v). Then the map H 7→ (wˆ(H), rˆ(H)) is bounded and linear. We will show that
there holds
‖ST ((uˆT+H , pˆT+H)− (uˆT , pˆT )− (wˆ(H), rˆ(H)))‖L(XC,X∗C) = o(‖H‖W 1,∞) as ‖H‖W 1,∞(Dˆ) → 0 .
(3.47)
This implies (wˆ(H), rˆ(H)) = (uˆ′T (H), pˆ
′
T (H)), and therefore (wˆ(H), rˆ(H)) solves (3.45). Next,
(3.45) has a unique solution, since the bilinear form on the left-hand side (formerly denoted by sT )
is coercive. Finally, as it was argued in the proof of Thm. 3.10, the bounded invertibility of ST
then concludes the proof.
It remains to verify (3.47). Since (uˆT , pˆT ), (uˆT+H , pˆT+H) solve (3.19), we have
ST ((uˆT+H , pˆT+H)− (uˆT , pˆT )) =
ST (uˆT+H , pˆT+H)− ST+H(uˆT+H , pˆT+H) + FT+H −NT+H(uT+H)− FT +NT (uT ),
(3.48)
where FT here and in the following also stands for (FT , 0), for any T . As in the proof of Theorem
3.7 (cp. (3.31), (3.34)), we get
‖ST (uˆT+H , pˆT+H)− ST+H(uˆT+H , pˆT+H) + FT+H − FT − lH(uˆT , pˆT )‖L(XC,X∗C) = o(‖H‖W 1,∞)
(3.49)
as ‖H‖W 1,∞ → 0 (note that in order to show (3.49) in the proof of Theorem 3.7, the only requirement
was that (uˆT , pˆT ) depends continuously on T , which is also the case here, as the dependence is even
holomorphic). In view of (3.46), (3.47) and (3.48) we are thus left with checking
‖NT+H(uˆT+H)−NT (uˆT )− lH(uˆT , pˆT ) + l˜H(uˆT , pˆT )−NT (uˆT , uˆ′T (H))−NT (uˆ′T (H), uˆT )‖L(XC,X∗C)
= o(‖H‖W 1,∞). (3.50)
This follows by employing (3.33) as well as ‖(uˆT+H , pˆT+H) − (uˆT , pˆT ) − (uˆ′T (H), pˆ′T (H))‖XC =
o(‖H‖W 1,∞) to gather all first order terms in (3.50).
4 Piola Transform
4.1 Domain Transformation
We next study a second pullback where the Piola transform is applied to the velocity. This transform
is defined as
dT (xˆ)uˆ(xˆ) = J(xˆ)u(x). (4.1)
While we use the same notation uˆ, note that it now differs from the plain pullback studied in the
previous sections. In addition to the assumption that T : Dˆ → D is bi-Lipschitz with a Jacobian
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determinant that is positive a.e. in Dˆ, we impose the further assumption that T belongs to the
weighted space
W 2,∞ω (Dˆ) := {T ∈W 1,∞(Dˆ) : sup
xˆ∈Dˆ
ω(xˆ)‖d2T (xˆ)‖ <∞}, (4.2)
where ‖d2T (xˆ)‖ = maxi,j,k | ∂Ti∂xj∂xk (xˆ)| stands for the maximum norm of all partial second derivatives
of T at xˆ, and where
ω(xˆ) = dist(xˆ, ∂Dˆ). (4.3)
The space W 2,∞ω is larger than W 2,∞(Dˆ). It is a Banach space when equipped with the norm
‖T‖
W 2,∞ω
:= ‖T‖W 1,∞(Dˆ) + |T |W 2,∞ω , |T |W 2,∞ω := sup
xˆ∈Dˆ
ω(xˆ)‖d2T (xˆ)‖ . (4.4)
Remark 4.1. The motivation for considering W 2,∞ω is that, unlike W 2,∞ transformations, it al-
lows to map smooth-domains onto domains with Lipschitz boundaries, which can therefore possess
corners. A concrete construction for such transformations of star shaped domains is given in [2],
and we shortly sketch (a slight modification of) it: Let r : Sd−1 → Rd+ be a strictly positive Lipschitz
continuous function on the unit sphere, describing the Lipschitz boundary D := {x ∈ Rd : |x| <
r(x/|x|)}. Denote by B1 the (open) unit ball in Rd. Additionally let ϕ ∈ C∞0 (B1), ϕ ≥ 0 and∫
ϕ = 1, as well as χ ∈ C∞([0, 1]), supp(χ) ⊆ (0, 1], χ ≥ 0, χ(1) = 1 and χ is monotonically
increasing. Set for h ∈ (0, 1] and x ∈ B1
g(h, x) :=
1
hd
∫
Rd
r
(
ξ
|ξ|
)
ϕ
(
x− ξ
h
)
dξ, (4.5)
and furthermore with 0 < rmin ≤ ess infx∈Sd−1 r(x) and ε > 0 to be chosen subsequently
T (x) := x [rmin + χ(|x|) (g (ε(1− |x|), x/|x|)− rmin)] . (4.6)
We observe that g ∈ C∞((0, 1] × Sd−1) and thus T ∈ C∞(B1) (since χ(|x|) ∈ C∞(B1) vanishes
around 0). Furthermore, for |x| = 1 and 0 < h ≤ 12 we have |∂αg(h, x)| ≤ C‖r‖W 1,∞ if |α| ≤ 1 and
|∂αg(h, x)| ≤ Ch ‖r‖W 1,∞ if |α| ≤ 2: For example, set l(ξ) := r( ξ|ξ|) and observe that for 12 ≤ |ξ| ≤ 32
it holds ‖∇l(ξ)‖ ≤ C‖r‖W 1,∞, and therefore∣∣∣∣ ∂∂hg(h, x)
∣∣∣∣ = ∣∣∣∣ ∂∂h
∫
Rd
l(x− hξ)ϕ(ξ)dξ
∣∣∣∣ = ∣∣∣∣∫
Rd
∇l(x− hξ) · (−ξ)ϕ(ξ)dξ
∣∣∣∣ ≤ C‖r‖W 1,∞ , (4.7)
and ∣∣∣∣ ∂2∂h2 g(h, x)
∣∣∣∣ = ∣∣∣∣ ∂∂h 1hd
∫
Rd
∇l(ξ) · ξ − x
h
ϕ
(
x− ξ
h
)∣∣∣∣ ≤ Ch ‖r‖W 1,∞ (4.8)
by applying the chain rule and since | ξ−xh | ≤ 1 whenever ϕ( ξ−xh ) 6= 0. The remaining cases can be
treated similarly.
Hence ‖dT (x)‖ ≤ C‖r‖W 1,∞, and ‖d2T (x)‖ ≤ C1−|x|‖r‖W 1,∞ for x ∈ B1, which shows T ∈
W 2,∞ω (B1) and ‖T‖W 2,∞ω (B1) ≤ C‖r‖W 1,∞. Finally, for sufficiently small 0 ≤ ε ≤
1
2 , the map
T : B1 → D is a bijection: we have T (0) = 0, T (x) = r(x) for x ∈ Sd−1 (by continuous extension)
and
∂|T (x)|
∂|x| =rmin + χ(|x|) (g (ε(1− |x|), x/|x|)− rmin) + |x|
[
χ′(|x|) (g (ε(1− |x|), x/|x|)− rmin)
− εχ(|x|)gh (ε(1− |x|), x/|x|)
]
, (4.9)
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where gh denotes the partial derivative of g w.r.t. its first argument. Now, χ
′ ≥ 0 and g− rmin ≥ 0
by definition of g and rmin. Thus |∂|T (x)|∂|x| | ≥ rmin2 for all x ∈ B1 if ε > 0 is small enough (where ε
depends on ‖r‖W 1,∞ through the above constants).
The map taking the polar coordinates (ρ, ϕ, θ1, . . . , θd−2) to x has the Jacobian determinant
ρd−1
∏d−2
j=1 sin(θj)
j. Using this, a short computation reveals that the Jacobian determinant of T is
given by the right hand side of (4.9) multiplied with [rmin + χ(|x|) (g (ε(1− |x|), x/|x|)− rmin)]d−1,
and consequently is bounded uniformly from above and below.
We finally note that T−1 also belong to W 2,∞ω (D). Indeed, we can express dT−1 via the cofactor
matrix Cof(dT ) according to
(dT (x))−1 =
1
J(x)
Cof(dT (x)), (4.10)
The term in ∇((dT )−1) thus consists of second order derivatives of T multiplied with (possibly
several) lower order derivatives of T times 1/J2. The ratio between dist(x, ∂B1) and dist(T (x), ∂D)
being bounded from above and below, uniformly with respect to x since T is bi-Lipschitz, we conclude
that T−1 ∈W 2,∞ω (D).
The Piola transform
u 7→ PTu = uˆ, (4.11)
induces an isomorphism from H10 (D) to H
1
0 (Dˆ). This follows by writing
‖u‖2H10 (D) =
∫
D
tr (∇u∇u>)
=
∫
Dˆ
tr
(
∇(J−1dT uˆ)dT−1dT−>(∇(J−1dT uˆ))>
)
J
≤ Q1(u) +Q2(u),
where
Q1(u) = 2
∫
Dˆ
tr
(
dT∇uˆdT−1dT−>∇uˆ>dT>
)
J−1, (4.12)
and
Q2(u) = 2
∫
Dˆ
tr
(
∇(J−1dT ))uˆdT−1dT−>uˆ>∇(J−1dT )>
)
J . (4.13)
The first term is treated similarly as when proving the norm equivalence for the plain pullback,
and we obtain
Q1(u) ≤ C‖uˆ‖2H10 (Dˆ), C = 2 maxxˆ∈Dˆ ‖dT (xˆ)‖
2‖dT−1(xˆ)‖2J−1(xˆ).
The second term involves second derivatives of the transformation T and can be bounded by
Q2(u) ≤ C
∫
Dˆ
‖d2T‖2|uˆ|2,
where C = C(‖J‖L∞ , ‖J−1‖L∞ , ‖dT‖L∞ , ‖dT−1‖L∞). Therefore
Q2(u) ≤ C|T |2W 2,∞ω
∫
Dˆ
ω−2|uˆ|2 ≤ C|T |2
W 2,∞ω
CH‖uˆ‖2H10 (Dˆ),
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where we have used the Hardy inequality∫
Dˆ
ω−2|ϕ|2 ≤ CH
∫
Dˆ
|∇ϕ|2, ϕ ∈ H10 (Dˆ) . (4.14)
This gives the upper bound in
m2‖uˆ‖H10 (Dˆ) ≤ ‖u‖H10 (D) ≤M2‖uˆ‖H10 (Dˆ),
where M2 = M2(T ) = M2(‖J‖L∞ , ‖J−1‖L∞ , ‖dT‖L∞ , ‖dT−1‖L∞ , |T |W 2,∞ω , CH), and the lower
bound is proved in a similar way with m2(T ) = M2(T
−1)−1 by remarking that PT−1 is the in-
verse of PT , and therefore u = PT−1 uˆ.
One interesting property of the Piola transform is its behaviour with respect to the divergence,
namely [1, (2.1.71)]
divv(x) = J−1(xˆ)divvˆ(xˆ) .
In particular, it preserves the divergence free property. We maintain the same plain pullback
transformations for the pressure and right-hand side data as in the previous section.
We then obtain the transformed system (3.11), where the bilinear forms are now given by
aT (uˆ, vˆ) :=
∫
Dˆ
tr
(
∇(J−1dT uˆ)dT−1dT−>∇(J−1dT vˆ)>
)
J, (4.15a)
and (see [1, (2.1.73)])
bT (vˆ, pˆ) :=
∫
Dˆ
div(vˆ)pˆ, (4.15b)
and the linear form by
FT (vˆ) :=
∫
Dˆ
dT fˆT · vˆ, (4.15c)
where again fˆT := f ◦ T .
The interest of the Piola transformation lies in that bT has the same form as the original b, which
allows us to use standard LBB compatible finite elements for the discretization, independently of
T . The right hand side FT has the same form as in (3.12c). The isomorphism property ensures
that these forms satisfy the continuity, coercivity and inf-sup properties on the spaces (H10 (Dˆ))
d
and L2#(Dˆ). Thus, the system has a unique solution (uˆT , pˆT ) ∈ X.
Likewise, the Navier-Stokes equations lead to the transformed system (3.13), where the trilinear
form is now given by
tT (uˆ, vˆ, wˆ) =
∫
Dˆ
(uˆ · ∇)(J−1dT vˆ) · (dT wˆ)J−1, (4.15d)
and also admits a solution (uˆT , pˆT ) ∈ X. Similar to the plain pullback, we obtain m22‖uˆ‖2H10 ≤
‖u‖2
H10
= aT (uˆ, uˆ), an a-priori estimate of the type
‖uˆT ‖H10 (Dˆ) ≤ m2(T )
−1‖f‖H−1(DH), (4.16)
and a continuity bound for the trilinear form, now with the constant
N2 = N2(‖J‖L∞ , ‖J−1‖L∞ , ‖dT‖L∞ , ‖dT−1‖L∞ , |T |W 2,∞ω , CH , CE),
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with CE the embedding constant of H
1
0 (Dˆ) into L
4(Dˆ) and with CH denoting the constant in the
Hardy inequality (4.14).
The same reasoning shows that uniqueness of uˆT is ensured under the small data condition
‖f‖H−1(DH) ≤ C2, C2 = C2(T ) =
m2(T )
3
N2(T )
, (4.17)
and uniqueness of pˆT follows from the inf-sup condition. The operators AT , BT , and the nonlinear
operator NT are defined accordingly, similar to Remark 3.2. The linear form FT is left unchanged.
4.2 Holomorphy of the Piola domain-to-solution map
We now establish similar holomorphy result as those of §3.2 for the domain-to-solution map (3.20)
in the case of the Piola transform as T varies in a certain set T. We prove holomorphy of this map
for problems (3.11) and (3.13). Since the arguments are quite similar to those used for the plain
pullback, we only briefly sketch them. We strengthen Assumption 3.3 into the following.
Assumption 4.2. The set T is compact in W 2,∞ω (Dˆ,Rd) and such that T−1 ∈ W 2,∞ω (D,Rd) for
every T ∈ T.
Likewise, we now define for ε > 0 the complex valued ε-neighborhood of T,
Tε := {T˜ ∈W 2,∞ω (Dˆ,Cd) : ∃T ∈ T, ‖T˜ − T‖W 2,∞ω (Dˆ) < ε} . (4.18)
We again introduce ε1 and ε2 as in Remarks 3.5 and 3.6. The following result holds for the Stokes
problem.
Theorem 4.3. Let Assumptions 4.2 and 3.4 be satisfied. Then there exists ε = ε(Dˆ,T) > 0 such
that the domain-to-solution map T 7→ (uˆT , pˆT ), with (uˆT , pˆT ) solving (3.18) where the operators
are defined by (4.15), admits an extension on Tε as in (4.18), which is holomorphic and uniformly
bounded as a mapping from W 2,∞ω (Dˆ,Cd) to XC.
Proof. The proof is similar to that of Theorem 3.7, with W 1,∞ replaced by W 2,∞ω . We introduce
the isomorphism ST analogous to (3.26), but now using (4.15a) and (4.15b) to define AT , BT ,
and write the solution as (uˆT , pˆT ) = S
−1
T HT where HT := (FT , 0) via (4.15c). We then extend
ST as an isomorphism from the complex space XC to its dual X
∗
C, and HT as an element of X
∗
C.
We next observe that T 7→ ST has a well defined and holomorphic, extension, as a mapping from
W 2,∞ω (Dˆ,C) to L(XC, X∗C), at any T ∈ Tε1 where ε1 is as in Remark 3.5, and in particular at
any T ∈ T. By the same covering argument, we obtain that there exists ε3 > 0 such that the
mapping T 7→ S−1T is bounded and holomorphic on Tε3 . By Remark 3.6, we also find that the map
T 7→ HT := (FT , 0) has a bounded and holomorphic extension, as a mapping from W 1,∞(Dˆ,C)
(and thus also from W 2,∞ω (Dˆ,C)) to X∗C, on Tε2 . This proves that the domain-to-solution map is
bounded and holomorphic on Tε, with ε := min{ε2, ε3}.
For the Navier-Stokes problem, we modify the small data hypothesis, Assumption 3.9, as follows.
Assumption 4.4. The function f satisfies
‖f‖H−1(DH) < C2,T, C2,T := minT∈T C2(T ) > 0,
where C2(T ) is the constant in (4.17).
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Theorem 4.5. Let Assumptions 4.2, 3.4 and 4.4 be satisfied. Then there exists ε = ε(Dˆ,T) > 0
such that the domain-to-solution map
T 7→ (uˆT , pˆT ), (4.19)
with (uˆT , pˆT ) solving (3.19) where the operators are defined by (4.15), admits an extension to the
set Tε as in (3.23), which is holomorphic and uniformly bounded as a mapping from W
2,∞
ω (Dˆ,Cd)
to XC.
Proof. The proof is similar to that of Theorem 3.10, with W 1,∞ replaced by W 2,∞ω , based on the
general formulation (3.36), and following the approach from Theorem 2.5 of [9] which is an extension
of [8]. We find that P has a holomorphic extension from XC×TεP to X∗C, where εP := min{ε1, ε2},
and establish the isomorphism property of the operator LT := ∂PUˆ (UˆT , T ) ∈ L(XC, X∗C). In this
case, the bilinear form sT satisfies
sT (uˆ, uˆ) = aT (uˆ, uˆ) +
∫
Dˆ
(uˆ · ∇)(J−1dT uˆT ) · (dT uˆ)J−1, (4.20)
and the small data assumption ensures ellipticity on the Hilbert space H10 (Dˆ,R)d of real-valued
velocities by the same argument as in (3.42)-(3.44). The proof is concluded in a similar manner.
In the same way as in Propositions 3.8 and 3.11 we obtain for the domain-to-solution maps
S : T 7→ (uˆT , pˆT ) for Stokes and Navier-Stokes, respectively:
Proposition 4.6. Let the assumptions of Theorem 4.3 be satisfied. Then, the Fre´chet derivative
dS(T )(H) of S at T ∈ T in direction H ∈W 2,∞ω (Dˆ,Cd) is given by the unique solution (wˆ, rˆ) ∈ XC
of
aT (wˆ, vˆ)− bT (vˆ, rˆ) =∫
Dˆ
tr
(
∇(J−1dT uˆT )
[
J(dT−1dHdT−1dT−> + dT−1dT−>dH>dT−>)
]
∇(J−1dT vˆ)>
)
−
∫
Dˆ
tr
(
∇ (J−1dT uˆT ) dT−1dT−>∇(J−1dT vˆ)>) tr(Cof(dT )>dH)
−
∫
Dˆ
tr
(
∇
((−tr(Cof(dT )>dH)
J2
dT + J−1dH
)
uˆT
)
dT−1dT−>∇(J−1dT vˆ)>
)
J
−
∫
Dˆ
tr
(
∇(J−1dT uˆT )dT−1dT−>∇
((−tr(Cof(dT )>dH)
J2
dT + J−1dH
)
vˆ
)>)
J
+
∫
Dˆ
(df ◦ T )H · vˆJ +
∫
Dˆ
fˆT · vˆ tr(Cof(dT )>dH), (4.21a)
bT (wˆ, qˆ) = 0, (4.21b)
for all (vˆ, qˆ) ∈ XC.
Proposition 4.7. Let the assumptions of Theorem 4.5 be satisfied. Then, the Fre´chet derivative
dS(T )(H) of S at T ∈ T in direction H ∈W 2,∞ω (Dˆ,Cd) is given by the unique solution (wˆ, rˆ) ∈ XC
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of
aT (wˆ, vˆ)− bT (vˆ, rˆ) + tT (uˆT , wˆ, vˆ) + tT (wˆ, uˆT , vˆ) =∫
Dˆ
tr
(
∇(J−1dT uˆT )
[
J(dT−1dHdT−1dT−> + dT−1dT−>dH>dT−>)
]
∇(J−1dT vˆ)>
)
−
∫
Dˆ
tr
(
∇ (J−1dT uˆT ) dT−1dT−>∇(J−1dT vˆ)>) tr(Cof(dT )>dH)
−
∫
Dˆ
tr
(
∇
((−tr(Cof(dT )>dH)
J2
dT + J−1dH
)
uˆT
)
dT−1dT−>∇(J−1dT vˆ)>
)
J
−
∫
Dˆ
tr
(
∇(J−1dT uˆT )dT−1dT−>∇
((−tr(Cof(dT )>dH)
J2
dT + J−1dH
)
vˆ
)>)
J
−
∫
Dˆ
(uˆT · ∇)
((−tr(Cof(dT )>dH)
J2
dT + J−1dH
)
uˆT
)
(dT vˆ)J−1
−
∫
Dˆ
(uˆT · ∇)(J−1dT uˆT )
((
J−1dH − tr(Cof(dT )
>dH)
J2
dT
)
vˆ
)
+
∫
Dˆ
(df ◦ T )H · vˆJ +
∫
Dˆ
fˆT · vˆ tr(Cof(dT )>dH), (4.22a)
bT (wˆ, qˆ) = 0, (4.22b)
for all (vˆ, qˆ) ∈ XC.
5 Sparse Polynomial Approximation
Up to this point, we verified the holomorphic dependence of solutions to the Stokes and, under small
data hypotheses, also of solutions to the Navier-Stokes problem on regular domain transformations
T , with respect to the topology W 1,∞ (plain pullback) or W 2,∞ω (Piola transformation), on the
admissible family T of transformations. For computational purposes, a parametrization of the
domain transformations T is often used. For example, in Fourier series representations of T , y
would denote the sequence of Fourier coefficients.
We consider parametrizations of the form
U 3 y 7→ Ty ∈ T, (5.1)
with
y = (yj)j=1,...,s ∈ U := [−1, 1]s, (5.2)
with s ∈ N or s =∞ in the case of infinitely many parameters. This entails a parametric solution
map
U 3 y 7→ (uˆ(y), pˆ(y)) ∈ X, (5.3)
with (uˆ(y), pˆ(y)) being the pullback solution corresponding to the transformation Ty. The shape
holomorphy results established in the previous sections imply results on holomorphic parameter
dependence of the solutions, provided the parametrizations y 7→ Ty are themselves holomorphic.
One key aspect is the description of the range of y on which the holomorphic extensions of the
above maps are defined. Indeed, convergence rates of sparse polynomial approximations hold for
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parametric maps which admit holomorphic extensions in complex domains. For certain type of
domains, these rates can be proved to be independent of the parameter dimension, in the sense
that they remain valid in the infinite-dimensional case s =∞. This is formalized by the notion of
(b, ε)-holomorphy introduced in [8], and recalled in Definition 5.1 below.
This analysis applies to numerous parametric geometry representations commonly used in en-
gineering simulation. We mention only Fourier and wavelet representations (which lead to affine-
parametric representations) and NURBS representations (where rational functions appear).
This section is structured as follows. We first review corresponding results from [8]. Thereafter,
we illustrate the abstract results for certain transformation families (Ty)y∈U and precise, for these
families, the holomorphic parameter dependence in the sense given by Definition 5.1 below.
5.1 Holomorphy and sparse polynomial approximation
For s > 1, introduce the Bernstein ellipse in the complex plane:
Es :=
{
w + w−1
2
: 1 ≤ |w| ≤ s
}
⊂ C, (5.4)
which has foci at z = ±1 and semi-axes of length a := (s + s−1)/2 > 1 and b := (s − s−1)/2 > 0,
such that a+ b = s > 1. We denote by
Eρ :=
⊗
j≥1
Eρj ⊂ CN , (5.5)
the tensorized poly-ellipse when ρ := (ρj)j≥1 is a sequence of semi-axis sums ρj > 1. We denote
U := [−1, 1]N. With the convention E1 = [−1, 1], we also admit ρj = 1 in (5.5). Therefore U ⊆ Eρ
with equality when ρj = 1 for all j.
In [8], convergence rates of sparse polynomial approximations to general parametric maps u :
y 7→ u(y) from U to X are established by holomorphic extensions of parametric solutions u to
poly-ellipses Eρ of the above type. The size of these poly-ellipses is quantified according to the
following definition.
Definition 5.1. For a positive sequence b = (bj)j≥1 ∈ `p(N) for some 0 < p < 1 and for some
ε > 0, a parametric mapping U 3 y 7→ u(y) ∈ X satisfies the (b, ε)-holomorphy assumption
in the Banach space X for some 0 < p ≤ 1 if and only if the following holds: There exists a
constant C = C(ε, b) such that for any sequence ρ := (ρj)j≥1 of semi-axis sums ρj > 1 that is
(b, ε)-admissible, i.e.
∞∑
j=1
(ρj − 1)bj ≤ ε, (5.6)
the parametric map y 7→ u(y) ∈ X admits a complex extension z 7→ u(z) (taking values in the
complexification XC of X) that is a holomorphic mapping with respect to each variable zj on a set
of the form Oρ :=
⊗
j≥1Oρj , where Oρj ⊂ C is an open set containing Eρj , and this extension is
uniformly bounded on Eρ in (5.5) according to
sup
z∈Eρ
‖u(z)‖X ≤ C . (5.7)
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Remark 5.2. The notion of (b, ε)-holomorphy does not automatically entail continuity in the
infinite dimensional case, when the parameter set U = [−1, 1]∞ is equipped with classical topologies.
For this reason, we sometimes add continuity as an extra assumption in some of the subsequent
statements.
Consider for example
u(y) :=
{
1 if |{j : yj 6= 0}| <∞
0 otherwise,
(5.8)
for any y ∈ U . Then (5.8) also defines a uniformly bounded extension onto y ∈ CN that is
holomorphic as a function of each yj, but is discontinuous as a function of y, for example when
U is equipped with the product topology or any `p topology. In particular it is (b, ε)-holomorphic
for the null sequence b = 0, for any ε > 0. Note however that in this example, u is equal to the
continuous null function almost everywhere in the sense of the uniform probability measure on U .
The significance of (b, ε)-holomorphy lies in that it yields approximation rates which are free
from the curse of dimensionality. In particular,
(a) (b, ε)-holomorphic parametric solution maps y 7→ u(y) allow for sparse polynomial approx-
imations with dimension-independent n-term convergence rates which depend only on the
summability exponent p of the sequence b ∈ `p(N), see [8].
(b) Such polynomial approximations of (b, ε)-holomorphic parametric solution maps can also be
constructively approximated by sparse, Smolyak type interpolation methods, see [6, 8].
In relation with such results, the concept of (b, ε)-holomorphy has been exploited in the context of
Bayesian inverse problems [21] and for the construction of low-parametric, reduced basis surrogates
[3, 4].
We next explain items (a) and (b), detailing in particular computational approximation strate-
gies for the efficient computation of sparse approximations of countably-parametric solution fam-
ilies. We first recall the main polynomial approximation results from [8]. To state these results,
for any coefficient bound sequence c := (cν)ν∈F ⊂ R, where F = {ν ∈ NN0 : |ν| < ∞} denotes the
set of all finitely supported multi-indices, we associate its downward closed envelope c := (cν)ν∈F
defined by
cν := sup
µ≥ν
|cν |, ν ∈ F , (5.9)
where µ ≥ ν means that µj ≥ νj for all j. We also say that a set Λ ⊂ F is downward closed if and
only if
ν ∈ Λ and µ ≤ ν ⇒ µ ∈ Λ. (5.10)
For p > 0, we introduce the space `pm(F) of sequences that have their downward closed envelope
in `p(F). We equip U with the uniform probability measure and consider the associated Bochner
spaces L2(U,X) and L∞(U,X).
Assuming that the solution map y 7→ u(y) belongs to L2(U,X), we consider generalized poly-
nomial chaos approximations constructed by truncation of the tensorized Legendre series
u(y) =
∑
ν∈F
uνPν(y), (5.11)
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where Pν(y) :=
∏
j≥1 Pνj (yj), with Pn denoting the univariate Legendre polynomial of degree n
for the interval [−1, 1] with the classical normalization ‖Pn‖L∞([−1,1]) = |Pn(1)| = 1. We obtain an
L2(U,X)-orthonormal basis by taking Lν(y) :=
∏
j≥1 Lνj (yj), with Ln denoting Pn normalized in
L2([−1, 1], dt2 ). The series (5.11) may then be rewritten as
u(y) =
∑
ν∈F
vνLν(y) , (5.12)
where
uν =
∏
j≥1
(1 + 2νj)
1/2 vν . (5.13)
Note that both series (5.11) and (5.12) converge unconditionally in L2(U,X).
Theorem 5.3 ([8]). Assume that the solution map y 7→ u(y) belongs to L2(U,X), and that it is
(b, ε)-holomorphic for some b ∈ `p with 0 < p < 1 and ε > 0. Then, the sequences (‖uν‖X)ν∈F and
(‖vν‖X)ν∈F of (norms of) the tensorized Legendre coefficients belong to `pm(F), and the series (5.11)
and (5.12) converge unconditionally in L∞(U,X). There exist sequences (Λ2n)n≥1 and (Λ∞n )n≥1, of
nested downward closed subsets of F and a constant C such that, with #(Λ2n) = #(Λ∞n ) = n, there
holds
‖u−
∑
ν∈Λ∞n
vνLν‖L∞(U,X) ≤ C(n+ 1)−s, s =
1
p
− 1, (5.14)
and
‖u−
∑
ν∈Λ2n
vνLν‖L2(U,X) ≤ C(n+ 1)−r, r =
1
p
− 1
2
. (5.15)
Here, for a general downward closed set Λ we have defined the X-valued polynomial spaces
XΛ := X ⊗ PΛ =
{∑
ν∈Λ
vνy
ν : vν ∈ X
}
, PΛ := span{y 7→ yν : ν ∈ Λ} . (5.16)
The preceding theorem gives approximation rate bounds in the spaces XΛ2n and XΛ∞n which are
free from the curse of dimensionality. The sets Λ2n and Λ
∞
n can be taken as the set of indices
ν corresponding to n largest values in the monotone envelopes of the sequences (‖vν‖X)ν∈F and
(‖uν‖X)ν∈F , respectively, or of certain computable surrogate quantities for these sequences.
Polynomial interpolation is a natural alternate strategy to the truncation of orthonormal series
for the construction of polynomial approximation, which is based on interpolation. Interpolation
processes on the spaces XΛ for general downward closed sets Λ of multi-indices have been introduced
and studied in [6]. Given z := (zj)j≥1, a sequence of pairwise distinct points of [−1, 1], we associate
with any finite subset Λ ⊂ F the following sparse grid in U :
ΓΛ := {zν : ν ∈ Λ} where zν := (zνj )j≥1 . (5.17)
If Λ ⊂ F is downward closed, then the sparse grid ΓΛ is unisolvent for XΛ: for any function u
defined in ΓΛ and taking values in X, there exists a unique sparse grid interpolation polynomial
IΛu in XΛ that coincides with u on ΓΛ. This unique interpolation polynomial IΛu ∈ XΛ can be
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evaluated recursively as follows: if we write Λ := {ν1, . . . ,νN} such that for any k = 1, . . . , N ,
Λk := {ν1, . . . ,νk} is downward closed, then
IΛu =
N∑
i=1
uνiQνi , (5.18)
where the polynomials (Qν)ν∈Λ are a hierarchical basis of PΛ given by
Qν(y) :=
∏
j≥1
qνj (yj) where q0(t) = 1 and qk(t) =
k−1∏
j=0
t− zj
zk − zj , k ≥ 1, (5.19)
and where the coefficients uνk ∈ X are recursively defined by
uν1 := u(z0), uνk+1 := u(zνk+1)− IΛku(zνk+1) = u(zνk+1)−
k∑
i=1
uνiQνi(zνk+1) . (5.20)
The following result recovers the same approximation rate O(n−s) in L∞(U, V ) as in (5.14) for the
interpolation based on a different choice of downward closed sets.
Theorem 5.4 ([8]). Assume that the series (5.11) and (5.12) converge unconditionally in L∞(U,X)
towards the map y 7→ u(y), and assume that this map is (b, ε)-holomorphic for some b ∈ `p with
0 < p < 1 and for some ε > 0. Assume in addition that y 7→ u(y) is continuous from U equipped
with the product topology to X. Assume, moreover, that the Lebesgue constants of the n-sections
of the sequence z := (zj)j≥1 of pairwise distinct points of [−1, 1] constituting the sparse grid (5.17)
are bounded polynomially as (1 + n)θ for some θ ≥ 0. Then, there exists a constant C > 0 and a
nested sequence of downward closed sets (Λn)n≥1 with #(Λn) = n for which
‖u− IΛnu‖L∞(U,X) ≤ C(n+ 1)−s, s =
1
p
− 1. (5.21)
One example of a sequence z := (zj)j≥1 such that the Lebesgue constants of the n-sections are
bounded polynomially is the so-called R-Leja sequence, see [7]. The above results are a natural mo-
tivation for establishing holomorphy of the parametric mapping U 3 y 7→ (uˆ(y), pˆ(y)) = (uˆTy , pˆTy)
of the Stokes and the Navier-Stokes pullback solutions.
5.2 Parametric Domain Transformations
Assume that Dˆ ⊆ Rd is a bounded Lipschitz domain. We now consider bijective domain transfor-
mations Ty : Dˆ → Dy, from the fixed nominal domain Dˆ to the physical domains Dy := Ty(Dˆ).
Here and in the following y ∈ U = [−1, 1]N. Furthermore, the space S defined for D ⊆ Rd by either
S(D) = W 1,∞(D,Rd) or S(D) = W 2,∞ω (D,Rd) (5.22)
is fixed throughout this subsection, and will be specified subsequently. In order to derive (b, ε)-
holomorphy of the parametric solution map, we consider transformations Ty where the dependence
of Ty on y is affine, as is customary for example in Fourier, spline or wavelet representations.
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Let T ∈ S(Dˆ) such that T−1 ∈ S(T (Dˆ)), and ψj ∈ S(Dˆ) for every j ∈ N. This implies that T
is bi-Lipschitz and there exists 0 < κ1 ≤ κ2 < ∞ s.t. for each a, b, satisfying that their convex
envelope is in the open bounded Lipschitz domain Dˆ,
κ1‖a− b‖ ≤ ‖T (a)− T (b)‖ ≤ κ2‖a− b‖. (5.23)
Here, for x ∈ Rd, the expression ‖x‖ denotes the Euclidean norm and, for a matrix M ∈ Rd×d,
‖M‖ stands for its spectral norm. Let again U = [−1, 1]N, and set for y = (yj)j≥1 ∈ U
Ty := T +
∑
j∈N
yjψj . (5.24)
In order to establish (b, ε)-holomorphy of the resulting parameter to solution map, we impose the
following assumption.
Assumption 5.5. For the sequence b = (bj)j≥1 defined by bj := ‖ψj‖S(Dˆ), j ∈ N, there exists
p ∈ (0, 1) with b ∈ `p. In addition, Ty is invertible with T−1y ∈ S(Ty(Dˆ)) for all y ∈ U .
Remark 5.6. In the case of Fourier, spline or wavelets representations, the summability exponent
p of the sequence b ∈ `p for which Assumption 5.5 holds is typically related to the amount of spatial
Sobolev or Besov smoothness of the domain transformations Ty.
We further give concrete examples of domains with parametrized boundaries such that Assump-
tion 5.5 holds either with S = W 1,∞ or S = W 2,∞. This assumption immediately implies absolute
convergence of Ty in (5.24), uniformly with respect to y ∈ U , in the sense that
sup
y∈U
∑
j∈N
‖yjψj‖S(Dˆ) =
∑
j∈N
‖ψj‖S(Dˆ) <∞. (5.25)
In turn, the domain Dy = Ty(Dˆ) is well defined for all y ∈ U . We next discuss other important
implications of Assumption 5.5. The first one is the continuity of the map y 7→ Ty.
Lemma 5.7. Let Assumption 5.5 be satisfied. Then, the map y 7→ Ty is continuous from U
equipped with the product topology to S(Dˆ), and the family
T := {Ty : y ∈ U}, (5.26)
is compact in S(Dˆ).
Proof. Since (‖ψj‖S(Dˆ))j∈N ∈ `1, continuity follows by the following standard argument: if yn =
(yj,n)j≥1 converges pointwise to y = (yj)j≥1, then we may write
‖Ty − Tyn‖S(Dˆ) ≤
∑
1≤j≤J
|yj,n − yj | ‖ψj‖S(Dˆ) + 2
∑
j>J
‖ψj‖S(Dˆ). (5.27)
The second term is made arbitrarily small by taking J large enough and the first term goes to 0 by
pointwise convergence. Compactness of T follows from the compactness of U with respect to the
product topology.
24
Note that the compactness of T established in Lemma 5.7 together with the invertibility of
Ty validate Assumptions 3.3 and 4.2. The second implication of Assumption 5.5 concerns the
(b, ε)-holomorphy of the map y 7→ Ty.
Lemma 5.8. Let Assumption 5.5 be satisfied. Then the map y 7→ Ty is (b, ε)-holomorphic for the
same b used in Assumption 5.5, and for any ε > 0.
Proof. Let ρ be any (b, ε)-admissible sequence, that is, such that∑
j≥1
(ρj − 1)bj ≤ ε. (5.28)
Then we may define the domain Oρ =
∏
j≥1Oρj , by taking for the univariate domain
Os := {z ∈ C : dist(z, [−1, 1]) < s− 1}. (5.29)
It is readily checked that Os is an open neighborhood of Es for s > 1. It now suffices to remark
that the extension
Tz = T +
∑
j≥1
zjψj , (5.30)
is well defined in S(Dˆ) for any z in Oρ since the above series converges absolutely in S(Dˆ). Holo-
morphy in each variable is trivial since it is an affine function.
Finally, recalling the ε-neighborhood of T in S(Dˆ,Cd) which is denoted by Tε, we have the
following result.
Lemma 5.9. Let Assumption 5.5 be satisfied. Let ρ be any (b, ε)-admissible sequence and Oρ be
as in the proof of Lemma 5.8. Then, the holomorphic extension obtained in this Lemma satisfies
that
z ∈ Oρ ⇒ Tz ∈ Tε, (5.31)
Proof. From the definition of Oρ, for any z ∈ Oρ there exists y ∈ U such that
|zj − yj | ≤ ρj − 1, j ≥ 1. (5.32)
Therefore
‖Tz − Ty‖S(Dˆ) ≤
∑
j≥1
(ρj − 1)‖ψj‖S(Dˆ) =
∑
j≥1
(ρj − 1)bj ≤ ε. (5.33)
Since Ty ∈ T, this shows that Tz ∈ Tε.
We next give two natural examples of parametrized domains for which Assumption 5.5 can be
established with S = W 1,∞ or S = W 2,∞ω .
Example 5.10. We consider star shaped domains for d = 2. It is then natural to use polar
coordinates, and we write xˆ = σ(cosϕ, sinϕ)>. Let rˆ, r ∈W 1,∞per (0, 2pi) be two 2pi periodic functions
with Lipschitz constant λ s.t. rmin ≤ rˆ, r ≤ rmax for some 0 < rmin ≤ rmax <∞. Set
Dˆ := {σ(cosϕ, sinϕ)> : σ ≤ rˆ(ϕ)} and D := {σ(cosϕ, sinϕ)> : σ ≤ r(ϕ)}, (5.34)
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and introduce the transformation T (xˆ) := r(ϕ)rˆ(ϕ) xˆ = x, mapping Dˆ to D. Since rˆ, r ∈ W 1,∞(0, 2pi),
both domains are Lipschitz. With q(ϕ) := r(ϕ)rˆ(ϕ) one obtains
dT (xˆ) =
(
q(ϕ)− q′(ϕ) sin(ϕ) cos(ϕ) q′(ϕ) cos(ϕ)2
−q′(ϕ) sin(ϕ)2 q(ϕ) + q′(ϕ) sin(ϕ) cos(ϕ)
)
(5.35)
and det dT = q(ϕ)2 ≥ ( rminrmax )2. Therefore T ∈ W 1,∞(Dˆ). Switching the roles of rˆ and r gives the
inverse transformation T−1, which is also in W 1,∞(D). The W 1,∞ norms of T and T−1 solely
depend on λ, rmin and rmax.
In order to parametrize the transformations, let now (rj)j∈N be a sequence of functions in
W 1,∞per (0, 2pi), s.t. for some p ∈ (0, 1] and for ϕ ∈ [0, 2pi)
(‖rj‖W 1,∞per (0,2pi))j∈N ∈ `
p(N) and rmin ≤ rˆ(ϕ)−
∑
j∈N
|rj(ϕ)| ≤ rˆ(ϕ) +
∑
j∈N
|rj(ϕ)| ≤ rmax. (5.36)
Setting
T (xˆ) := Id and ψj(xˆ) := σ
rj(ϕ)
rˆ(ϕ)
(cosϕ, sinϕ)>, (5.37)
leads to the affinely parametrized transformation family as in (5.24), with Ty corresponding to the
boundary described by
ϕ 7→ ry(ϕ) := rˆ(ϕ) +
∑
j∈N
yjrj(ϕ) ∈W 1,∞per (0, 2pi). (5.38)
Note that
Ty(xˆ) = σ
ry(ϕ)
rˆ(ϕ)
(cosϕ, sinϕ)>. (5.39)
Let us check Assumption 5.5 for S = W 1,∞. By (5.35) and the definition of ψj, we get
‖ψj‖W 1,∞(Dˆ) ≤ C‖rj‖W 1,∞per (0,2pi), (5.40)
for some C = C(rˆ). Hence (‖ψj‖W 1,∞(Dˆ))j∈N ∈ `p and in particular y 7→ Ty ∈ W 1,∞(Dˆ) is
continuous. The inverse transformation T−1y is obviously given by
T−1y (x) = σ
rˆ(ϕ)
ry(ϕ)
(cosϕ, sinϕ)>, x = σ(cosϕ, sinϕ)>. (5.41)
Since ry(ϕ) ≥ rmin for all y ∈ U and ϕ ∈ [0, 2pi), this transformation is well defined and in addition,
by the same argument used for bounding ‖ψj‖W 1,∞(Dˆ),
‖T−1y ‖W 1,∞(Dy) .
∥∥∥ rˆ
ry
∥∥∥
W 1,∞
. ‖ry‖W 1,∞ . (5.42)
where the multiplicative constant depend on rˆ and rmin, and the right side is bounded independently
of y.
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Example 5.11. We can use the construction in Remark 4.1, to adapt the above example for
S = W 2,∞ω transformations, therefore allowing us to use the Piola pullback. Denote by B1 the unit
disc in R2 and let r, D, as in Example 5.10. Additionally set rˆ ≡ 1, hence B1 = Dˆ. We have already
seen in Remark 4.1 that for ε > 0 small enough (in dependence of ‖r‖W 1,∞), T given in (4.6) is a
bijection from B1 to D, with T ∈W 2,∞ω (B1) and T−1 ∈W 2,∞ω (D), and its Jacobian determinant is
bounded uniformly from above and below.
Let now (rj)j∈N, rmin as in (5.36), χ as in Remark 4.1 and set
T (x) := x [rmin + χ(|x|)(1− rmin)] , (5.43)
gj(x, h) :=
1
h2
∫
R2
rj(ξ/|ξ|)ϕ((x− ξ)/h)dξ, (5.44)
ψj (x) := xχ(|x|) (gj (ε(1− |x|), x/|x|)− rmin) . (5.45)
Then the transformation Ty in (5.24) corresponds to (4.6) for r := 1 +
∑
j∈N yjrj. The validity of
Assumption 5.5 for S = W 2,∞ω is now verified similarly as in Example 5.10.
We finally combine Assumption 5.5 with the results on holomorphic dependence of the domain
to solution map T 7→ (uˆT , pˆT ) established in the previous sections, in order to establish the (b, ε)-
holomorphy of the parameter to solution map y 7→ (uˆ(y), pˆ(y)).
Corollary 5.12. Denote by (uˆ(y), pˆ(y)) ∈ X = (H10 (Dˆ))d×L2#(Dˆ) the solution of (3.18) or (3.19)
with respect to the transformation T = Ty, such that either of the following holds:
i) the operators in (3.18), (3.19) are defined via (3.12), Assumption 5.5 is satisfied with S =
W 1,∞, and in case of (3.19) additionally Assumption 3.9 holds.
ii) the operators in (3.18), (3.19) are defined via (4.15), Assumption 5.5 is satisfied with S =
W 2,∞ω , and in case of (3.19) additionally Assumption 4.4 holds.
Then there exists ε > 0 such that the parameter to solution map U 3 z 7→ (uˆ(y), pˆ(y)) ∈ X is (b, ε)-
holomorphic, with the same sequence b as in Assumption 5.5. In addition this map is continuous
from U equipped with the product topology to X.
Proof. As already noted in Lemma 5.7, Assumption 5.5 implies that the set T := {Ty : y ∈ U} is
compact, as it is the image of a compact set under a continuous map, and validates Assumptions
3.3 and 4.2. By Theorems 3.7, 3.10, 4.3 and 4.5, the domain to solution maps T 7→ (uˆT , pˆT )
admit holomorphic extensions over some set Tε which is an ε neighborhood of T in S(Dˆ,Cd). In
particular, this map is continuous on T. This together with Lemma 5.7 implies by composition the
continuity of the parameter to solution map.
We now take any (b, ε)-admissible sequence ρ and define Oρ as in the proof of Lemma 5.8.
Then according to Lemma 5.9, we know that Tz ∈ Tε for all z ∈ Oρ. The holomorphy in each
variable of the extended parameter to solution map
z 7→ (uˆ(z), pˆ(z)) = (uˆTz , pˆTz) ∈ XC, (5.46)
now follows from composition of holomorphic maps
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6 Conclusions
For the stationary Stokes and Navier-Stokes equations in a bounded Lipschitz domain, with no-slip
boundary conditions, and subject to analytic volume force which satisfies a small data assumption,
we have shown the holomorphic dependence of the velocity and the pressure on the domain.
Two classes of domain parametrizations were admitted: bi-Lipschitz transformations as well
as the divergence preserving Piola transformation. In either case, the domain-to-solution map of
the solutions’ pullback to a reference domain was shown to depend holomorphically on the domain
parametrization T . For the Piola transformation, the appearance of second spacial derivatives of the
domain parametrizations and the admission of Lipschitz domains mandated in particular the use
of the weighted space W 2,∞ω ⊂ W 1,∞ and the no-slip boundary conditions in order to compensate
the growth of the second derivatives near the boundary.
The presently obtained results imply holomorphic-parametric dependence of solutions of vis-
cous, incompressible flow on the geometry, which is assumed to be a parametric image of a fixed,
“nominal” domain under a sufficiently regular map.
We indicated several convergence rate results for sparse, polynomial approximation schemes
of “generalized polynomial chaos” type of the parametric solution families which follow from the
presently established holomorphy results. These, in turn, imply convergence rates of greedy approx-
imations which have recently been found to perform successfully for such problems in [11, 12, 19, 16]
and the references there. Concrete approximation algorithms, including also the spatial approxima-
tion of the solutions, with precise regularity requirements, which realize the rates will be addressed
in a forthcoming publication.
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