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Abstract
An algorithm for searching for a minimal solution subgraph in AND=OR graphs with cycles
is described, which works top–down and is appropriate to explicit AND=OR graphs. ? 2001
Elsevier Science B.V. All rights reserved.
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1. Introduction
The notion of an AND=OR graph has been introduced to model the reduction of
problems to their subproblems [2,7], but can be useful in planning, scheduling and
controlling of projects as well [5]; in both areas solution subgraphs, in particular mini-
mal solution subgraphs, are of primary interest. In general these AND=OR graphs may
not be acyclic [4,5]. The best-9rst search algorithm for searching for a minimal solution
subgraph is admissible in any AND=OR graph [4], but it is best suited to the situation
most often met in problem reduction where the AND=OR graph is given only implicitly
and is constructed simultaneously with the search for the minimal solution subgraph. In
planning, scheduling and control, however, the graph is typically and explicitly given.
Algorithms, particularly suitable for searching explicit AND=OR graphs are also known
[1,3]; as opposed to the best-9rst algorithm they work bottom–up. Here we describe an
algorithm, which is also appropriate for searching explicit AND=OR graphs and has a
similar computational complexity bound as the algorithms from [1,3], but which works
top–down, and, moreover, performs better in certain types of AND=OR graphs.
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The text is organized as follows: Section 2 states basic de9nitions and notation, in
Section 3 the notion of a minimal solution subgraph is described and the motivation
for top–down search is given; Section 4 gives the description of our algorithm, shows
its correctness and establishes its computational complexity bound.
2. Denitions and notation
For any directed graph G = (V;A) and for any (x; y) ∈ A, we shall say that y
is a child node of x and that x is a parent node of y. The set of the tip nodes (the
nodes without child nodes) will be denoted by VT. For any node x, (x) respectively
−1(x) will denote the set of child, respectively, parent nodes of x and for any arc
(x; y) its cost will be denoted by c(x; y). It will be assumed that c(x; y)¿0 for all
x; y ∈V.
For any subgraph G′ of G, the sets of its nodes and arcs will be denoted by V(G′)
and A(G′), respectively.
For any x ∈V, the subgraph of G, spanned by all t ∈V, for which there is a path
from x to t, will be denoted by Gx.
We shall denote R∗ = R ∪ {∞}, equipped with the usual extensions of summation
and ordering: x +∞=∞+ x =∞, ∀x ∈ R∗, and x¡∞, ∀x ∈ R.
For any set B its power will be denoted by |B|.
An AND=OR graph is a directed graph G for which a partition V =VO ∪VA ∪
VT and a distinguished set S ⊂V are given; the nodes in VO and VA are called
OR-nodes and AND-nodes, while those in S are solved. The distinction results from
the way the nodes are established – every solved node is established, moreover, an
OR-node is established when any of its child nodes is established, while an AND-node
is established when all of its child nodes are established. The nodes in U =VT \ S
are unsolvable.
A project can be represented by an AND=OR graph in the following way: if B, B1,
B2 and B3 are activities such that
B is triggered by the 9nish of B1 or by the 9nish of both B2 and B3
then the corresponding portion of the AND=OR graph is in Fig. 1 (cf. [5]). A node
is considered to be established when the corresponding activity is 9nished. Thus, node
C (representing the 9nish of both B2 and B3) is an AND-node, while all other nodes
are OR-nodes. A weighted AND=OR graph is obtained by setting c(x; y)=d(y) where
d(y) denotes the duration of the activity represented by y.
A solution subgraph of x ∈V is such a subgraph G′⊂ G that
• x ∈V(G′) and A(G′) contains no incoming arcs of x,
• for every OR-node t ∈V(G′) \ S it contains exactly one outgoing arc of t,
• for every AND-node t ∈V(G′) \ S it contains all outgoing arcs of t,
• all its tip nodes are solved,
• it contains no cycles.
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Fig. 1.
Fig. 2.
Fig. 2 shows a solution subgraph of the node n; solved nodes are represented by
9lled circles.
Clearly every node of a solution subgraph is established; to establish any node it
suHces to 9nd any of its solution subgraphs.
Thus, when a project is represented by an AND=OR graph, solution subgraphs of
the node, representing the completion of the project, correspond to feasible ways of
completing that project [5].
3. The cost of solution subgraphs
Let P be a solution subgraph of x; its cost is de9ned as wP(x), where the function
wP :V(P)→ R is given recursively by
wP(u) =


0; u ∈ S;
wP(v) + c(u; v); u ∈VO; v ∈ (u);
max
v∈(u)
(wP(v) + c(u; v)); u ∈VA:
(1)
216 D. Hvalica /Discrete Applied Mathematics 110 (2001) 213–225
Clearly, in any acyclic AND=OR graph the cost of the minimal solution subgraph is
then given by the function w :V→ R∗, satisfying
w(u) =


h(u); u ∈ S ∪VT;
min
v∈(u)
(w(v) + c(u; v)); u ∈VO \ S;
max
v∈(u)
(w(v) + c(u; v)); u ∈VA \ S;
(2)
where
h(x) =
{
0; x ∈ S;
∞; x ∈ U:
Knowing the function w satisfying (2) one obtains a minimal solution subgraph of
t by selecting (after starting at t) at each OR-node u its child node v′ for which
w(v′) + c(u; v′) = min
v∈(u)
(w(v) + c(u; v));
and all child nodes of an AND-node.
In an AND=OR graph representing a project, the cost of the minimal solution sub-
graph of the node representing the completion of the project is equal to the minimal
time required to complete the project [5].
Similarly, in problem reduction the cost of the solution subgraph P can be de9ned
by
wP(u) =


0; u ∈S;
wP(v) + c(u; v); u ∈VO; v ∈ (u);∑
v∈(u)
(wP(v) + c(u; v)); u ∈VA;
where c(u; v) is the cost of reducing the problem corresponding to u to the problem
corresponding to v, so that the costs of the minimal solution subgraphs are given by
the function w satisfying
w(u) =


h(u); u ∈ S ∪VT;
minv∈(u)(w(v) + c(u; v)); u ∈VO \ S;∑
v∈(u)
(w(v) + c(u; v)); u ∈VA \ S:
(3)
Even if — as is often the case — one does not insist on 9nding the minimal solution
subgraph but any solution subgraph will do, according to the paradigm “small is quick”
[8] it may still be reasonable to search for the minimal solution subgraph.
Henceforth, we shall restrict ourselves to the minimal solution subgraphs according
to w, satisfying (2); as one easily veri9es, everything applies mutatis mutandis to the
case when w satis9es (3) as well.
In problem reduction, the AND=OR graph G in which we search for a minimal
solution subgraph is given only implicitly, by the mapping u → (u). The graph is
constructed gradually by expanding the tip nodes of the currently constructed graph G0
(i.e., for some tip node v, the subgraph, spanned by {v} ∪ (v), is added to G0). The
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Fig. 3.
node to be expanded is chosen among the tip nodes of the minimal solution subgraph
(unless they are unsolvable in G, the tip nodes of G0 are considered to be solved in
G0). The procedure terminates when all tip nodes of the minimal solution subgraph
are solved in G.
The currently minimal solution subgraph is determined with the help of the function
w, satisfying (2). A considerable speed-up of the search can be gained by taking
h(u) to be an estimate of the cost of the minimal solution subgraph of u; as long as
this estimate is optimistic this procedure always 9nds a minimal solution subgraph if it
exists [2,4,7]. Knowing w before the expansion, w after the expansion can be computed
“bottom–up”, by propagating the eNect of changing h(u) to minv∈(u)(w(v) + c(u; v))
“upwards”. This scheme works in any AND=OR graph, however, for any u′ the value
w(u′) may have to be recomputed whenever a node reachable from u′ is expanded –
as opposed to single computation in the recursive computation according to (2), which
is possible in acyclic, explicit AND=OR graphs. Thus, whenever the AND=OR graph
is explicitly given – in particular, in modelling projects – one prefers algorithms that
take advantage of this explicitness. As already told, such algorithms are known [1,3].
Actually, considering the one-to-one correspondence of F-hypergraphs [3] and AND=OR
graphs, procedure SBT, modi9ed for F-hypergraphs [3] and procedure REV∗ [1] are
basically the same.
Since these algorithms work bottom up, they actually search through the subgraph of
G – denote it by G∗S – spanned by the set of the nodes of which there exists a solution
subgraph. On the other hand, an algorithm, working top–down, searches through Gx.
As Gx may be considerably smaller then G∗S (cf. Fig. 3), for such cases it would be
nice to have an algorithm that searches top–down; in this paper we present such an
algorithm.
4. Top–down searching for a minimal solution subgraph
For the construction of an algorithm which works top–down a natural starting point
seems to be the recursive algorithm for the computation of the function w, satisfying
(2). It is not diHcult to modify it so as to be applicable in AND=OR graphs that are
not acyclic – the following is such a modi9cation:
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(Initially w ≡ −1, m ≡ 0, p ≡ NIL on G.)
Procedure R(u)
begin
m(u)← 1;
for all v ∈ (u) successively, do
begin
if m(v) = 0 then
begin
7 if w(v) =−1 then w(v)←∞;
end
else
if v ∈ S or (v) = ∅ then w(v)← h(v) else execute R(v);
end;
if u ∈VO then
begin
9nd such v′ ∈ (u) that w(v′) + c(u; v′) = minv∈(u)(w(v) + c(u; v));
15 w(u)← w(v′) + c(u; v′), p(u)← v′;
end
else
18 w(u)← maxv∈(u)(w(v) + c(u; v));
m(u)← 0;
end.
It turns out (cf. [6]) that after the termination of R(x), the function w satis9es (2)
on a subgraph of Gx that is large enough to contain a minimal solution subgraph of
x. The minimal solution subgraph itself can be constructed by following the pointers
p(t), t ∈VO.
At any moment of the execution of R(x) the set of the nodes t such that R(t) is
being executed determines a path P = (x; : : : ; u); we shall say that the algorithm visits
u after having moved along P. Clearly P is either simple or splits in a simple subpath
x; : : : ; u and a simple cycle u; : : : ; u; in the latter case we shall say that the algorithm
has completed a cycle at u. Furthermore, for any cycle C, if u is the 9rst node on
C visited by the algorithm, we shall say that the algorithm reaches C at u. When
for some t, after the termination of R(t′) for every t′ ∈ (t), the execution of R(t)
continues, we shall say that R has retreated to t.
Unfortunately, algorithm R has quite a drawback – after revisiting any node t it has
to revisit all nodes that are reachable from t, which can be rather costly, especially
in the presence of cycles. The need for this is illustrated by the situation in Fig. 4
(where the costs of all arcs equal 1): if R(a) 9rst reaches the cycle at b, then when
R(b) terminates, w does not yet have its 9nal value at e (Fig. 4a); the 9nal value of
w(e) is set at the termination of R(e) after the algorithm has reached the cycle at e
(Fig. 4b), but w(d) is still not equal to its 9nal value then.
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Fig. 4.
To avoid multiple processing of the same node we must 9rst 9nd the nodes where
this may occur. The following lemma provides the answer:
Lemma 1. If w(t) is decreased during the execution of R(x) then there is a path
P = (t; : : : ; v) and there is a cycle C such that P⊂C and R(x) reached C at v.
Moreover; for all u ∈ P the algorithm decreases w(u) and for the new values we
have w(u)¿w(u′) for u′ ∈ (u) ∩ P.
Proof. If wold(t) was set in line 15 or 18 then wnew(t)¡wold(t) implies wnew(t1)¡wold
(t1) for some t1 ∈ (t) and, furthermore, wnew(t)¿wnew(t1). It follows that there is a
path P starting at t such that the algorithm decreases w(u) for every u ∈ P; since P
must be 9nite it must end in a node v, such that wold(v) was set in line 7. As this
occurs only when the algorithm completes some cycle for the 9rst time it follows that
there exists a cycle C such that v was the 9rst node on C visited by R(x) and C was
completed after the algorithm had moved along P.
Thus, at any moment during the execution of R(x), the only nodes where w may
have been assigned a value, diNerent from its 9nal value, lie on cycles. Furthermore,
every decrease of the value of w is actually the result of its decrease – from ∞ to w(v)
– at some node v where the algorithm completed some cycle. Of course, if there exist
cycles which are not simple, at some of their nodes the value of w may be aNected
several times; to take account of all possible inPuences strongly connected components
of G must be considered.
Hence, for any strongly connected component C′, if after the termination of R(t),
where t is the 9rst node of C′ visited by the algorithm, we change the values of w on
C′ so as to satisfy (2), we procure that w=wfinal on C′; incorporating this adjustment
in our algorithm therefore eliminates the necessity of recalculating w. Clearly this is
the problem of calculating w so that it satis9es (2) on the subgraph of G, spanned by
the nodes in C′ and all their child nodes, with the nodes not in C′ in the role of solved
nodes and with the values of h equal to the values of w set by R(x). To solve it, the
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algorithms in [1,3] could be applied, however, as for these algorithms computationally
the most expensive part are the successive removals of the element with the currently
minimal value of w from some set F , which initially is equal to the set of solved
nodes, and as this set can contain much more elements than the set of the nodes where
R(x) completed some cycle, these algorithms are not best suited for our purpose. The
following algorithm is more appropriate:
(Initially F is the list of the nodes at which R(x) completed some cycle C ⊂C′, k(v)=
|(v) ∩ C′| for every v ∈ C′, w and p are as set by R(x) and m1(v) = NIL if and
only if v ∈ C′.)
Procedure W0
begin
while F = NIL do
begin
remove from F its minimal element, call it t (i.e., w(t) = mint′∈F w(t′));
if k(t)¿ 0 then
begin
k(t)← 0;
execute W (t);
end;
end;
end.
Procedure W (u)
begin
for all v ∈ −1(u) such that m1(v) = NIL and k(v)¿ 0, successively, do
begin
k(v)← k(v)− 1;
if v ∈VO then
begin
if w(v)¿w(u) + c(v; u) then
begin
9 w(v)← w(u) + c(v; u), p(v)← u;
end;
end
else
13 if k(v) = 0 then w(v)← maxu′∈(v)(w(u′) + c(v; u′));
if k(v) = 0 then
execute W (v)
else
if v ∈VO then insert v in F ;
end;
end.
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The correctness of the algorithm is implied by the following lemma:
Lemma 2. If during the execution of W0 node t is selected as w(t) = mint′∈Fw(t′)
applies; then (2) holds at t after the termination of W0.
Proof. Suppose that at some later time W0 decreases w(t′) for some t′ ∈ (t) so that
(2) holds no more. Then, were it not for the fact that W0 had set k(t)=0, W (t′) would
decrease w(t) as well, so that w(t)¿wnew(t)¿wnew(t′) would hold.
If W (u) decreases w(u1) for some u1 ∈ −1(u), then clearly wnew(u1)¿w(u). It
follows that, for any v′, if w(v′) is changed by W (u), we have wnew(v′)¿w(u). Thus,
if QF denotes the set of the nodes which are members of F at the moment of selecting
t or later, we have w(u)¿w(t) for every u ∈ QF . Consequently, after selecting t, if W0
changes w(v′), then wnew(v′)¿w(t) applies.
Thus, it is not possible that w(t)¿wnew(t′) for some t′ ∈ (t) and (2) remains to
be valid at t.
Now it is clear that we only need a procedure to detect any strongly connected
component (with more than one node), to mark the nodes in it and to count for each
node in it, how many of its child nodes lie in it as well.
Our algorithm handles strongly connected components by means of the functions m0,
m1 and m; the 9rst marks the order in which the algorithm visits the nodes in Gx, the
second assigns to each node t the 9rst node visited by the algorithm which is strongly
connected to t, while the third provides the ‘Ariadne’s thread’ for the detection of
cycles.
To put it all together, the following algorithm will calculate the function w :V(Gx)→
R∗ which satis9es (2) on the whole V(Gx):
(Initially w ≡ −1; m ≡ 0; m0 ≡ 0; m1 ≡ NIL; k ≡ 0; p ≡ NIL; n= 0; F0 = NIL.)
Procedure R′(u)
begin
n← n+ 1; m(u)← 1; m0(u)← n;
for all v ∈ (u) successively, do
begin
if m(v) = 0 then
begin
if w(v) =−1 then
begin
w(v)←∞ , m1(v)← v,
attach v to the head of F0;
end
end
else
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if w(v) =−1 then
if v ∈ S or (v) = ∅ then w(v)← h(v) else execute R′(v);
end;
denote C = {t: t ∈ (u) ∧ m1(t) = NIL ∧ m(m1(t)) = 1};
if |C |¿ 0 then
begin
k(u)← |C |;
9nd such t′ ∈ C that m0(m1(t′)) = mint∈Cm0(m1(t));
m1(u)← m1(t′);
end;
if u ∈VO then
begin
9nd such v′ ∈ (u) that w(v′) + c(u; v′) = minv∈(u)(w(v) + c(u; v));
27 w(u)← w(v′) + c(u; v′); p(u)← v′;
end
else
30 w(u)← maxv∈(u)(w(v) + c(u; v));
if m1(u) = u then
begin
9nd the last element t ∈ F0 such that m0(t)¿m0(u);
split F0 after t, call the 9rst part F and the second F0;
execute W0;
end;
m(u)← 0;
end.
The accurateness of the way the algorithm handles strongly connected components
follows from the following lemma:
Lemma 3. If; when R′(x) retreats to t; we have m1(t) = t; then t is the 4rst node of
the strongly connected component containing t; which has been visited by R′(x).
Proof. Suppose that before visiting t the algorithm R′(x) has visited other nodes that
are strongly connected to t – let u be the 9rst node among them. Since t and u are
strongly connected there is a cycle C such that t and u lie on C and by the depth-9rst
nature of the algorithm, R′(u) must eventually move along C. Since all nodes on C are
strongly connected to t, u is the 9rst node on C visited by R′(x), so that the algorithm
sets m1(u) = u and, therefore, m0(m1(t))6m0(u) holds when the algorithm retreats to
t. As m0(u)¡m0(t), we have a contradiction.
If t is the 9rst node of a strongly connected component C′, visited by R′(x), then,
when the algorithm retreats to t, it has processed all strongly connected components
that are reachable from t. It follows by Lemma 2, that if w satis9es (2) on V(Gt)\C′,
then, after the termination of R′(t), w satis9es (2) on V(Gt).
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Thus, the following applies:
Proposition 4. When R′(x) terminates; w satis4es (2) on Gx. Furthermore; a solution
subgraph of x exists if and only if after the termination of R′(x) we have p(x) = NIL;
it can be constructed by following the pointers p(t); t ∈VO.
It is also straightforward that, for any v ∈V(Gx), the algorithm R′(x) passes through
v once if v does not lie on any cycle and twice otherwise.
Clearly for any v ∈ S ∪VT to compute w(v) (lines 27 and 30 in R′ or lines 9 and
13 in W ) it takes O(|(v)|) time, which for the whole graph amounts to O(|A|). The
same applies to the computation of m1, k and p.
To determine the time needed for manipulating Fi while working on strongly con-
nected component C′i , observe that only nodes with more than one parent node in C
′
i
are included in F0 by R′ and that only OR-nodes with more than one child node in
C′i are included in Fi by W0. Furthermore, a node can be included in F0 only once,
on the other hand it can be included in Fi more than once, however, the number
of these inclusions is bounded by the number of its outgoing arcs, lying in C′i . De-
note A= {t: |−1(t)|¿ 1}, B= {t: |(t)|¿ 1} ∩VO and ai = |A ∩ C′i |; bi = |B ∩ C′i |,
ni=
∑
t∈B∩C′i |(t)∩C
′
i |, then if Fi is implemented as a heap the time for manipulating
Fi is O((ai + ni)log(ai + bi)).
Since
∑
i(ai+ni)log(ai+bi)62(max(|A|; nB))log (2max(|A|; |B|)), where nB=
∑
t∈B
|(t)|, the time needed for the manipulation of all Fi is O((max(|A|; nB))log (max(|A|;
|B|))):
Finally, since the rest of the procedures performed at each node take up O(|V|)
time for the whole graph, the following applies:
Proposition 5. R′(x) runs in O(max(|A|; (max(|A|; nB))log (max(|A|; |B|)))) time;
where A is the set of nodes with more than one parent node; B is the set of OR-nodes
with more than one child node and nB is the number of outgoing arcs of the nodes
in B.
A coarser, but more ready-to-use, bound is given by:
Corollary 6. R′(x) runs in O(|A|log|V|) time.
In AND=OR graphs where every AND-node has exactly one parent node while all
its child nodes are OR-nodes (most AND=OR graphs arising in applications either
already have this property or an equivalent graph with this property can be assigned to
them; AND=OR graphs, assigned in a natural way to F-graphs also have this property),
the bound, given by Corollary 6, can be re9ned: since in such a graph A⊂VO, the
following applies:
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Corollary 7. In AND=OR graphs where every AND-node has exactly one parent
node while all its child nodes are OR-nodes; R′(x) runs in O(max(|A|; AO log|VO|))
time; where AO is the number of outgoing arcs of OR-nodes in G.
The complexity bound, given in Corollary 7, is the same as the bounds given in [1,3];
note, however, that in the complexity bound for R′, G can be replaced by Gx, while
in the bounds for the algorithms from [1,3], G actually refers to G∗S . Thus, when G
∗
S
is bigger than Gx, R′ will be advantageous. But even when G∗S and Gx are comparable
in size, R′ may perform better – if there exist many solution subgraphs, the costs of
which do not diNer much from the optimal cost, for the most time of the execution
of the algorithms in [1,3] the waiting-list F will be longer and its maintenance more
time consuming than by R′.
Finally, suppose that for every strongly connected component C′i we have ai6M
and bi6M . Since∑
i
(ai + ni)log(ai + bi)6(log 2M)
∑
i
(ai + ni)62(log 2M)|A|;
we thus, have the following:
Corollary 8. For any M ∈ N; in AND=OR graphs where in every strongly connected
component C′i the number of nodes with more than one parent node in C
′
i and the
number of OR-nodes with more than one child node in C′i are bounded by M; R
′(x)
runs in O(|A|) time.
5. Conclusion
We have presented an algorithm for searching for a minimal solution subgraph
in explicitly given AND=OR graphs, which works top–down and found for it a
complexity bound which is comparable to the bound for the known algorithms, which
work bottom-up. Thus, in AND=OR graphs, where G∗S is greater then Gx, algorithm R
′
is preferable to those algorithms, especially when with the given set of solved nodes
there exist many solution subgraphs (possibly of various nodes) the costs of which do
not diNer much from the cost of the minimal solution subgraph that we are searching
for.
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