Software Defined Networking (SDN) centrally manages the network data layer to improve the programmability and flexibility of networks by the controller. Because of centralized control, SDN is vulnerable to Distributed Denial of Service (DDoS) attacks. In order to protect the security of SDN, a method based on K-means++ and Fast K-Nearest Neighbors (K-FKNN) is proposed for DDoS detection in SDN, and the modular detection system is presented in the controller. The detailed experiments are conducted to evaluate the system performance. The results of the experiments show that K-FKNN improves the detection accuracy and efficiency of K-Nearest Neighbors (KNN), and has high precision and stability of DDoS detection in SDN.
I. INTRODUCTION
The technology development of cloud computing and big data accelerates network expansion. In order to achieve automatic configuration and effective management of networks, the concept of Software Defined Networking (SDN) was first introduced by Clean Slate team of Stanford University [1] . SDN separates control plane from data plane to improve the programmability and the flexibility of networks [2] . Switches are responsible for data forwarding in data plane, and they are managed by the controller in control plane [3] .
Because of centralized control, SDN is vulnerable to Distributed Denial of Service (DDoS) attacks. DDoS attacker utilizes multiple sources to send massive data to the victim sever, which will be unavailable for legal users [4] . In SDN, a large amount of DDoS attacks are sent to the victims, the switch can't find a match for the most part, and the information parcel is sent to the controller. The combination of true flows and DDoS spoofed flows may exhaust the controller's and the switch's resources [5] . DDoS attacks on the controller can cause the network collapse [6] and interrupt SDN services for legitimate users [7] . DDoS can also lead the memory of switches to be completely occupied and the flow The associate editor coordinating the review of this manuscript and approving it for publication was Noor Zaman . table overflow [8] . Therefore, DDoS detection technology is important for the development of SDN.
Various types of machine learning methods are applied in DDoS detection of SDN, this will be detailed in the next section. Machine learning algorithms are utilized as classifiers to classify the flow into malicious and benign [9] . The high precision of the detection method is the guarantee of SDN network security, especially for the network requiring the high security level. The research in [10] proves that the algorithm of K-Nearest Neighbors (KNN) has good precision of flow detection through experiments in SDN environment. But, KNN has high time consuming and requires a large amount of computing resources. Because KNN needs to calculate and sort the distance between the detected node and every training entity, it puts a great pressure on the detection device of SDN and may cause a large detection delay.
In order to raise detection efficiency and accuracy, we improve the KNN algorithm for DDoS detection in SDN.
Our contributions are summarized as follows:
1) A DDoS detection method based on K-means++ and
Fast K-Nearest Neighbors (K-FKNN) is proposed to improve the detection efficiency and accuracy of KNN in SDN, and the time complexity of the proposed algorithm is analyzed.
2) The modular detection system is built in the controller, and the effectiveness of the proposed detection method is demonstrated by the system. 3) The detailed experimental procedures are designed to verify the accuracy, efficiency, and stability of the proposed method for DDoS detection in SDN.
The remainder of this paper is structured as follows: In the section II, the related work of machine learning methods applied in DDoS detection of SDN is introduced. In the section III, the modular DDoS detection system based on K-FKNN is presented. In the section IV, K-FKNN-based DDoS detection algorithm is proposed and the time complexity of the algorithm is analyzed. In the section V, the detailed experiments are conducted to evaluate the performance of the proposed method. In the section VI, the paper is concluded, and the direction of future work is pointed out.
II. RELATED WORK
Machine learning algorithms can automatically build classification models according to training data and classify network flows via flow features. In the real-time network environment, machine learning algorithms can detect known and unknown DDoS attacks [11] . The algorithms applied in DDoS detection of SDN mainly include Artificial Neural Network (ANN), Support Vector Machine (SVM), and KNN.
ANN regulates the weights of neurons via training data to establish a data processing model, which is used to classify the network flows. Niyaz et al. [12] and Li et al. [13] made use of the deep learning algorithm based on ANN to establish DDoS defense system with traffic trace. Probabilistic Neural Networks (PNN) is a supervised classifier of highprecision traffic identification [14] , it is based on Bayesian minimum risk criterion. Self-Organizing Map (SOM) is an unsupervised competitive learning ANN [15] . It can achieve lightweight DDoS detection [16] , [17] . Phan et al. [18] utilized distributed SOM to handle flooding attacks.
SVM can find the separating plane between normal flows and attacking flows [19] - [21] . Li et al. [22] used a genetic algorithm to find the optimal parameters of the separating plane of SVM, and then took advantage of the improved SVM to detect DDoS attacks. Silva et al. [23] exploited the entropybased method to calculate the flow features and classified the flows by SVM. Phan et al. [24] filtered out suspicious flows through SVM, and identified attacking flows by SOM.
KNN classifies flows by measuring the distance between flow feature vectors [25] . It is simple and effective. Peng et al. [26] proposed a method of KNN with Transductive Confidence Machines (TCM) for anomaly detection in SDN. Nam et al. [27] combined KNN with SOM to deal with DDoS flooding. Because Linear KNN has high time consuming [28] , K-Dimensional tree (KD tree) stores training points in a tree structure for fast query of KNN [29] , [30] . But, KD tree has to build an index chain for all training entities [31] , if the training entity changes, it will affect detection accuracy.
Although many research teams have proposed various solutions based on machine learning algorithms for DDoS in SDN. However, the existing research still has the following problems:
(1) The accuracy of the existing detection method for SDN can be improved. Detection accuracy has the influence on the network communication quality. For instant messaging networks, if the normal flow is misdiagnosed as a DDoS attack, it may affect the network communication.
(2) The KNN-based DDoS detection method puts a large amount of pressure on the detecting device of SDN. The existing method needs to be improved to enhance detection efficiency.
III. K-FKNN-BASED DDOS DETECTION SYSTEM FOR SDN
The controller of SDN has the centralized network operating system, it can connect switches directly and provide a global network topology. The controller can facilitate DDoS detection and mitigation [32] . Thus, a modular DDoS detection system is built in the controller, as shown in Fig. 1 . The DDoS detection function is implemented as a control program. The controller periodically communicates with the switch to collect and detect network flows. If the flow is detected as a DDoS attack, the controller will modify the flow table forwarding rules and inform the switch for anomaly treatment. Fig. 2 illustrates the DDoS detection system based on K-FKNN. The modules of the system are mainly located in control plane and application plane. 
A. CONTROL PLANE
In control plane, network flow collection and data preprocessing are implemented. K-FKNN control includes four modules: Flow Collector, Feature Extractor, Data Processor, and Database.
Flow collector: During the process of real time detection, Flow collector periodically collects the network flow information from switches and sends the information to Feature Extractor. VOLUME 7, 2019 Feature Extractor: It extracts features to form a feature vector of the network flow. The feature data include bytes sent from the source to the target, bytes sent from the target to the source, error rate, and so on. Then, it sends the vector to the application for detection.
Database: It stores the training data, which include normal data and DDoS attacking data.
Training Data Processor: It normalizes the training data and employs K-means++ algorithm to preprocess the training data. The preprocessed training data will be exploited by the DDoS detection application.
B. APPLICATION PLANE
K-FKNN-based application can carry out DDoS detection and mitigation. It includes three modules: K-FKNN Initializer, K-FKNN-based Detector, and DDoS Mitigation.
K-FKNN Initializer: It sets the initial values of parameters required in K-FKNN algorithm.
K-FKNN-based Detector: After receiving the vector of the network flow, it normalizes the feature data of the vector and takes advantage of K-FKNN algorithm and preprocessed training data to identify DDoS attacks.
DDoS Mitigation: If the flow is detected as a DDoS attack, DDoS Mitigation will instruct the controller to set dropping action in the flow entry of the flow table [32] . Then, the controller sends the flow entry to the switch, which will drop the malicious flow for network protection.
IV. DETECTION ALGORITHM BASED ON K-FKNN
As shown in Fig. 3 , K-FKNN detection algorithm consists of two parts: training data preprocessing based on K-means++ and flow detection based on Fast K-Nearest Neighbors (FKNN). Training data contain normal data and DDoS attacking data. Training data preprocessing based on K-means++ is used to cluster the normalized training data of each category, and calculate centroids and radiuses of clusters. Flow detection based on FKNN is designed to detect the network flow with its k nearest clusters.
A. TRAINING DATA PREPROCESSING BASED ON K-MEANS++
Training data preprocessing first normalizes the training data, then uses the K-means++ algorithm to divide the training data of each category into small parts, and calculates the centroid and the radius of each part.
is the attacking group. The number of training data is N 1 + N 2 . y is the label of the category, y = 1 is the normal label, y = −1 is the attacking label. X y i = (x i1 , x i2 , · · · , x iw ) is the training vector which has w dimensional features. The feature x ij has to be normalized by (1) .
The classical K-means algorithm has a problem of local convergence, because it randomly selects the initial centroids. K-means++ solves the problem by improving the seed initialization of K-means [33] . The initialization process of K-means++ are as follows [34] : 1) Choose one point as the initial center at random. 2) Calculate the sum of the distances from each point to its nearest center. The distance between two points is calculated by (2) .
3) Choose one point as a center based on the specific probability, the probability is proportional to the ratio between the squared distance from the point to the nearest center and the squared sum of the distances from each point to its nearest center. 4) Repeat 2) and 3) until all initial centers are selected.
After the K-means++ initialization, the clustering steps are the same as K-means which is described in [33] . K-means++ is employed to assign the training data in G 1 and G 2 into respective g clusters, and obtain the centroids. The training data in the same cluster have the same label.
Definition 2:
) is the set of centroids. C y i is the centroid of the ith cluster. As shown in Fig. 4 , the circle can be used to measure the range of the cluster. The centroid of the cluster is the center of the circle. The mean distance from the points of the cluster to the centroid is the radius of the circle.
Definition 3: r i is the radius of the ith cluster. It is calculated by (3) . n i is the number of the points in the ith cluster. X y,i j is the jth point in the ith cluster. R = (r 1 , r 2 , · · · , r 2g ) is the radius set of clusters.
Training data preprocessing based on K-means++ is presented as Algorithm 1.
Algorithm 1 Training Data Preprocessing Based on K-means++
Input: the normal group G 1 , the attacking group G 2 , the number of clusters of each groupg. Output: clusters, the centroid set C en , the radius set R. 1: Normalize all the training data by (1). 2: Assign the training data of each group by K-means++ into 2g clusters, and obtain 2g centroids. for i = 1 to 2g 3: Calculate the radius of each cluster by (3) . end for 4: return clusters, centroid set, and radius set. During the process of the flow detection based on FKNN, the detected flow vector is normalized by (1) . Then, k clusters which are closest to the detected flow vector are found out. The k nearest clusters are measured by the distance from the detected flow to the clusters. If the k nearest clusters are all in the same group, the flow will be identified by the label of the group. If the clusters are in the different groups, the k nearest clusters will be the new training data set. The flow is detected with the k nearest points in the new training data set. In this way, FKNN can improve the efficiency and accuracy of KNN.
Definition 4: d new,i is the distance from the detected flow vectorX new to the ith cluster as illustrated in Fig. 4 . D is X new , C y i is the distance between the detected flow vector X new and the centroid of the ith cluster.
d new,i is calculated by (4). The smaller d new,i is, the more likely the detected flow has the same label as the points in the ith cluster. Fig. 5 shows the progress of Algorithm 2 of the flow detection based on FKNN. number of operations of K-FKNN is 2g(k + 1) − (k + 1) k/2. So the upper limit time of K-FKNN is O(2g), it is much faster than KNN.
We assume that the number of the points in the k nearest clusters is M . If the k nearest clusters are in Algorithm 2 Flow Detection Based on FKNN Input: the detected flow vector, clusters, the centroid set C en , and the radius set R Output: normal or abnormal 1: Normalize the detected flow vector by (1) . for every centroid in C en 2: Calculate the distance d new,i between the normalized flow vector and the cluster by (4). end for 3: Sort the distance d new,i in ascending order and take the k nearest clusters. 4: Find out the group of the k nearest clusters. 5: If the k nearest clusters are in the same group && the group is normal then return normal. 6: If the k nearest clusters are in the same group && the group is abnormal then return abnormal. 7: If the k nearest clusters are in the different groups then for every point in the k nearest clusters 8: Calculate the distance D is X new , X y,i j between the normalized flow vector and the point in the k nearest clusters. end for 9: Sort the distance D is X new , X y,i j in ascending order and take the k nearest point. 10: Find out the labels of the k nearest point. 11: If the number of the normal points is larger, then return normal 12: Else return abnormal. the different groups, K-FKNN has to take M operations to calculate D is X new , X y,i j and sort D is X new , X
The lower limit number of operations of K-FKNN is (M + 2g)(k + 1) − (k + 1) k. So the lower limit time of K-FKNN is O (2g + M ) . There is an inverse relationship between M and 2g.That is, the more clusters, the smaller the number of points in the k nearest clusters. An appropriate value of g can be found by scanning, so that K-FKNN has the best operating efficiency. This is detailed in the experiment of parameters adjustment.
V. EXPERIMENT AND PERFORMANCE EVALUATION
This section describes the experimental environment, adjustment of parameters, and K-FKNN performance evaluation in detail. The results of experiments demonstrate the efficiency and effectiveness of K-FKNN-based DDoS detection system. Fig. 6 shows the experimental network topology, which includes Ryu controller, OpenFlow switches, legal hosts, and attacking hosts. Normal flows are generated by the network application. Attacking flows are made by the DDoS tool. DDoS detection system is deployed in the Ryu controller. NSL-KDD data set is used as the training data set. NSL-KDD data set contains various network traffic data and network attack data [35] . 15 features are selected to form the feature vector for the K-FKNN detection method. They are listed in Table. 1 and described in detail in the research of [36] . These features describe the network status and can be used for flow identification. We quantify each protocol type and then normalize all the features to form a normalized training vector, which is used for detection.
A. EXPERIMENTAL ENVIRONMENT
Recall, Precision, and F1_measure are applied to measure detection accuracy, and take detecting time to measure detection efficiency. Variance S 2 of F1_measure is calculated by (8) to evaluate the stability of the detection method. t is the number of detection times.
TP is the number of the normal flow detected as normal. TN is the number of the abnormal flow detected as abnormal. FP is the number of the normal flow detected as abnormal. FN is the number of the abnormal flow detected as normal. 
B. ADJUSTMENT OF PARAMETERS
The scanning method is utilized to search for the suitable values of k and g. The suitable k makes K-FKNN have good precision. The suitable g makes K-FKNN simultaneously possess short detection time and high detection precision. The scanning range of k is from 5 to 45, and k is an odd value. The scanning range of g is from 50 to 300. During the scanning process, Database of the controller stores 10000 training data including 5000 normal data and 5000 DDoS attacking data.
For each k, 5000 test flows are used to measure average F1_measure of K-FKNN with g which is from 50 to 300. As shown in the Table. 2, when k = 21, K-FKNN has the best average F1_measure.
We set k = 21 as the number of the nearest points. For each g, we measure the detecting time and F1_measure of K-FKNN 10 times with 500 to 5000 test flows, and calculate the average detecting time and F1_measure. The average detecting time is normalized by (1) to get T nom , and set FT as a selection criteria of g. As shown in the Table. 3, when g = 237, FT is the highest.
F1_measure i )/10 − T nom (9) In addition, the influence of the different class distribution of the training data on detection accuracy is studied. For different proportion of the training data, we measure F1_measure of K-FKNN 10 times with 2000 to 20000 test flows. As shown in Fig.7 , when the class distribution of the training data is even, K-FKNN has the best accuracy.
According to the results of the parameter adjustment, we set k = 21, g = 237, and take advantage of an even class distribution of training data in the subsequent experiments.
C. PERFORMANCE EVALUATION OF K-FKNN
In order to evaluate the performance of K-FKNN, we first make a comparison among K-FKNN and the same type algorithms, which include KNN [25] , DPTCM-KNN [26] , and KD tree [30] . Then, we conduct a comparison among K-FKNN and the algorithms of other types, which include PNN [14] , SOM [18] , SVM [21] , and SVM-SOM [24] . The results are depicted in Fig. 8 to Fig. 14. As depicted in Fig. 8 , K-FKNN significantly increases the detection speed of the same type algorithms except KD tree. When the number of detected flows increases, the time consuming growth rate of K-FKNN is close to KD tree's and lower than other algorithms. As shown in Fig. 9 , compared with the same type algorithms, K-FKNN has the highest Precision, it means K-FKNN has a lower false rate of attacking flow identification. That is, during the process of the DDoS detection based on K-FKNN, the attacking flow is less likely to be transmitted as a normal flow. This is conducive to maintaining normal communication of SDN. K-FKNN's Recall is high and stable as validated in Fig. 10 . This indicates that K-FKNN also performs well in normal flow detection. As shown in Fig. 11 , K-FKNN has the best F1_measure compared with the same type algorithms. It means that K-FKNN's flow detection accuracy is always superior to the same type algorithms.
Moreover, we measure F1_measure, Recall, and Precision of other machine learning algorithms including SOM, SVM, SVM-SOM, PNN. As depicted in Fig. 12 and Fig. 13 , K-FKNN's Precision is higher than other machine learning algorithms except PNN, and it has the highest Recall. It demonstrates that K-FKNN's detection precision of attacking flows is high and stable, and compared with other machine learning algorithms, K-FKNN is more accurate in normal flow detection. As shown in Fig. 14, K-FKNN has the highest F1_measure. It indicates that the performance of K-FKNN is the best during the entire flow detection process. Variance can measure data stability. The smaller the variance, the more stable the detection method. As shown in Fig.15 , K-FKNN has the smallest variance of F1_measure. It proves that K-FKNN has high stability. K-FKNN avoids the impacts of a few special training points on the detection result, so it improves the stability of KNN.
In conclusion, K-FKN is suitable for DDoS detection in SDN. It improves the detection efficiency and accuracy of KNN, and it has high precision and stability in both normal and DDoS attacking flow detection of SDN.
VI. CONCLUSION AND FUTURE WORK
DDoS defense is one of the security challenges of SDN. KNN is a simple and effective method for DDoS detection. Its high detection accuracy can guarantee normal communication of networks, but its high time consuming puts tremendous pressure on the device of SDN. In order to defend DDoS attacks in SDN and improve the detection efficiency of KNN, we have put forward a method based on K-FKNN for DDoS detection in SDN, presented a modular detection system, and made detailed experiments. K-FKNN has high efficiency, precision, and stability during the process of DDoS detection in SDN.
In the future, a collaborative flow detection system for distributed SDN to defend against flooding attacks will be researched and developed. The system will use the limited resources of the switch to filter out suspicious flows. The controller will utilize the K-FKNN method to identify DDoS attacks from suspicious flows. This study will further reduce the workload of the controllers of distributed SDN.
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