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Abstract
We study N-graded φ-coordinated modules for a general quantum vertex
algebra V of a certain type in terms of an associative algebra A˜(V ) introduced
by Y.-Z. Huang. Among the main results, we establish a bijection between
the set of equivalence classes of irreducible N-graded φ-coordinated V -modules
and the set of isomorphism classes of irreducible A˜(V )-modules. We also show
that for a vertex operator algebra, rationality, regularity, and fusion rules are
independent of the choice of the conformal vector.
1 Introduction
The purpose of this paper is two-fold, one of which is to establish an analogue of
Zhu’s A(V )-theory for what were called φ-coordinated modules for weak quantum
vertex algebras and the other is to study the dependence of certain fundamental
notions on the choice of the conformal vector of a vertex operator algebra.
In vertex operator algebra theory, an effective tool to determine irreducible mod-
ules for a given vertex operator algebra (VOA for short) V , is the associative algebra
A(V ) introduced by Zhu (see [Z1, Z2]), which is now commonly referred to as the
Zhu algebra. The core of Zhu’s A(V )-theory is the natural bijection between the set
of equivalence classes of irreducible N-graded V -modules and the set of isomorphism
classes of irreducible A(V )-modules. This theory was extended further by Frenkel
and Zhu (see [FZ]; cf. [Li3]) to obtain a theorem for determining fusion rules in
terms of A(V )-bimodules. As the first application, Zhu’s algebra was used to de-
termine irreducible modules for the simple affine VOAs of positive integer levels by
Frenkel-Zhu (see [FZ]) and for the simple Virasoro VOAs of central charges in the
minimal series by Dong-Mason-Zhu and by Wang (see [DMZ], [W]). Since then,
Zhu algebra A(V ) and Frenkel-Zhu A(V )-bimodule have been generalized in vari-
ous directions from vertex operator algebras to vertex operator superalgebras, from
modules to twisted modules, and then to logarithmic twisted modules (cf. [KW],
[DLM2, DLM3, DLM4], [DJ1, DJ2], [HY]). In particular, a sequence of associative
algebras An(V ) for n ∈ N was associated in [DLM3] to each VOA V and it was
proved that V is rational if and only if An(V ) for n ∈ N are finite-dimensional and
semi-simple.
In [H3], among other results Huang introduced another associative algebra A˜(V )
for each vertex operator algebra V and established a bijection between the set of
equivalence classes of irreducible N-graded V -modules and the set of isomorphism
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classes of irreducible A˜(V )-modules. He also proved that A˜(V ) is in fact isomorphic
to the Zhu algebra A(V ).
In a series of papers (see [Li4, Li5]), we developed a theory of (weak) quantum
vertex algebras, where the notion of (weak) quantum vertex algebra generalizes the
notions of vertex super-algebra and vertex color-algebra (see [X1], [X2]) in a certain
natural way. The introduction of this theory was inspired by Etingof-Kazhdan’s
theory of quantum vertex operator algebras (see [EK]) and the main goal is to
establish a theory of quantum vertex algebras which can be canonically associated
to quantum affine algebras. Note that the structure of a quantum vertex algebra
is governed by a rational quantum Yang-Baxter operator whereas the structure
of a quantum affine algebra is governed by a trigonometric quantum Yang-Baxter
operator. In order to associate quantum vertex algebras to quantum affine algebras,
we furthermore developed a theory of what we called φ-coordinated quasi modules
for weak quantum vertex algebras (see [Li6, Li8]). In this theory, φ stands for
what we called an associate of the one-dimensional additive formal group (law)
Fadd(x, y) = x+y. Indeed, by using this very theory with φ(x, z) = xe
z (a particular
associate), weak quantum vertex algebras were successfully associated to quantum
affine algebras conceptually.
As it was pointed out by Borcherds (see [B]), the formal group law Fadd(x, y)
underlies the theory of vertex algebras. This is apparent from the associativity
Y (u, z + x)Y (v, x) = Y (Y (u, z)v, x)
(an unrigorous version). This is also the case for the theory of (weak) quantum
vertex algebras and modules, in which the same associativity is postulated though
the usual locality (commutativity) is generalized to a braided locality.
An associate of Fadd(x, y) by definition (see [Li6]) is a formal series φ(x, z) ∈
C((x))[[z]], satisfying the conditions
φ(x, 0) = x, φ(φ(x, y), z) = φ(x, y + z) (= φ(x, Fadd(y, z))) .
It was proved that for each p(x) ∈ C((x)), ezp(x)
d
dx (x) is an associate of Fadd(x, y)
and every associate is of this form. In particular, taking p(x) = 1 and x, we obtain
particular associates
φ(x, z) = ez
d
dx (x) = x+ z = Fadd(x, z) and φ(x, z) = e
zx d
dx (x) = xez . (1.1)
The essence is that to each associate φ(x, z), a theory of φ-coordinated modules for
any weak quantum vertex algebra V was attached, where an unrigorous version of
the defining associativity of a φ-coordinated V -module (W,YW ) is
YW (u, x1)YW (v, x)|x1=φ(x,z) = YW (Y (u, z)v, x). (1.2)
For vertex operator algebras, there is a canonical connection between the notion
of φ-coordinated module and that of module. Let V be a VOA and (W,YW ) a
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V -module. For v ∈ V , set XW (v, x) = YW (x
L(0)v, x). It was shown in [Li7] that
(W,XW ) carries the structure of a φ-coordinated module with φ(x, z) = xe
z for the
new VOA obtained by Zhu (see [Z1, Z2], cf. [Le1]) on V , where the new vertex
operator map denoted by Y [v, x] is given by Y [v, x] = Y (exL(0), ex − 1) for v ∈ V .
(In fact, one can show that this gives rise to an isomorphism of categories.) This
can be considered as a reformulation of a previous result of Lepowsky (see [Le2]).
It is also closely related to some of Huang’s results (see [H3]).
Note that a VOA by definition is a vertex algebra V equipped with a conformal
vector ω, which provides a representation of the Virasoro algebra and a canonical
Z-grading on V . For a VOA V , the fundamental notions of module, rationality,
regularity, and intertwining operator depend on the conformal vector. A natural
question is how much these notions depend on the choice of the conformal vector.
In this paper, we exhibit a canonical connection between φ-coordinated modules
for a weak quantum vertex algebra V and the associative algebra A˜(V ) introduced by
Huang. Among the main results, to a weak quantum vertex algebra V we associate
a sequence of associative algebras A˜n(V ) for n ∈ N with A˜0(V ) = A˜(V ) and we
establish a bijection between the set of equivalence classes of irreducible N-graded
φ-coordinated V -modules and the set of isomorphism classes of irreducible A˜(V )-
modules. On the other hand, we show that if a vertex algebra V is a vertex operator
algebra for some conformal vector, then rationality, regularity, and fusion rules are
independent of the choice of the conformal vector.
In the following, we describe the main content of this paper with some technical
details. First of all, recall that weak quantum vertex algebras are generalizations
of vertex super-algebras. Let V be a weak quantum vertex algebra. The major
axiom in the definition of a φ-coordinated V -module W with the vertex operator
map YW (·, x) is that for u, v ∈ V , there exists k ∈ N such that
(x1 − x2)
kYW (u, x1)YW (v, x2) ∈ Hom(W,W ((x1, x2))),
xk2(e
z − 1)kYW (Y (u, z)v, x2) =
(
(x1 − x2)
kYW (u, x1)YW (v, x2)
)
|x1=x2ez .
A Z-graded (resp. N-graded) φ-coordinated V -module is a φ-coordinated V -module
W equipped with a Z-grading W = ⊕n∈ZW [n] such that
v[m]W [n] ⊂W [m+ n] for v ∈ V, m, n ∈ Z, (1.3)
where YW (v, x) =
∑
n∈Z v[n]x
−n. Notice that the notion of Z-graded φ-coordinated
module does not involve any grading on the “algebra,” unlike the notion of Z-graded
module which is defined for a Z-graded vertex algebra.
Let V be a weak quantum vertex algebra with a constant S-map (see Section 2
for the definition), e.g., a vertex super-algebra. In this paper, to V we associate a
sequence of associative algebras A˜n(V ) for n ∈ N with A˜(V ) = A˜0(V ), which are
analogues of associative algebras An(V ) introduced in [DLM3] for a vertex operator
algebra V . As a vector space, A˜n(V ) = V/O˜n(V ), where O˜n(V ) is the subspace
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linearly spanned by DV and by vectors
u◦˜nv = Resx
e(n+1)x
(ex − 1)2n+2
Y (u, x)v for u, v ∈ V.
We show that if W = ⊕m∈NW [m] is a (resp. irreducible) N-graded φ-coordinated
V -module with W [0] 6= 0, then W [0] is a (resp. irreducible) A˜(V )-module with v
acting as v[0] for v ∈ V . On the other hand, we associate an associative algebra
U˜(V ) to V and under a certain assumption on U˜(V ), for any A˜(V )-module U , we
construct an N-graded φ-coordinated V -module W = ⊕n∈NW [n] with W [0] ≃ U
as an A˜(V )-module. In the case that V is a vertex super-algebra, we associate
a Lie super-algebra to V and then by using the P-B-W theorem we establish the
validity of the assumption on U˜(V ). Therefore, for a general vertex super-algebra V
we obtain a bijection between the set of equivalence classes of irreducible N-graded
φ-coordinated V -modules and the set of isomorphism classes of irreducible A˜(V )-
modules. We believe that the assumption holds true for a more general case. We
plan to study this problem in a separate publication.
Let (V, ω) denote a vertex operator algebra where V is a vertex algebra and ω
is a conformal vector. We denote by exp(V, ω) Zhu’s new vertex operator algebra
associated to (V, ω). It was proved by Zhu (see [Z1, Z2], [H1, H2]) that exp(V, ω)
is isomorphic to V . Here, we show that An(V, ω) = A˜n(exp(V, ω)) for n ∈ N.
These enable us to show that An(V, ω) ≃ An(V, ω
′) for n ∈ N, where ω′ is any
conformal vector. Then by applying the result of [DLM3] we show that the notions
of rationality and regularity are independent of the choice of the conformal vector.
Let (V, ω) be a VOA and let W1,W2,W3 be modules for V viewed as a vertex
algebra. From the definition of an intertwining operator Y(·, x) of type
(
W3
W1W2
)
(see
[FHL]), we see that the only axiom which uses the conformal vector is
Y(L(−1)w1, x) =
d
dx
Y(w1, x) for w1 ∈ W1.
Assume that W1 = ⊕n∈NW1(n) is an N-graded weak (V, ω)-module such that W1(0)
is an irreducible A(V )-module and W1(0) generates W1 as a V -module. Let ω
′ be
any conformal vector of V . We show that the spaces of intertwining operators of
type
(
W3
W1W2
)
with respect to ω and with respect to ω′ are canonically isomorphic.
This paper is organized as follows: In Section 2, we associate a sequence of
associative algebras A˜n(V ) for n ∈ N to a weak quantum vertex algebra V and
associate an A˜0(V )-module to each φ-coordinated V -module. In Section 3, from
an A˜0(V )-module U we construct an N-graded φ-coordinated V -module W with
W [0] ≃ U . In Section 4, we study the dependence of rationality, regularity and
fusion rule on the choice of the conformal vector.
Acknowledgement. We would like to thank Yufeng Pei for extensive discus-
sions. This research was partially supported by China NSF grants (Nos. 11471268,
11571391).
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2 φ-coordinated modules for quantum vertex al-
gebras and associative algebras A˜n(V )
In this section, first we recall the definitions of a weak quantum vertex algebra and
a φ-coordinated module for a weak quantum vertex algebra, and then we associate
associative algebras A˜n(V ) for n ∈ N to each weak quantum vertex algebra V with a
constant S-map and we associate an A˜n(V )-module Ω˜n(W ) to every φ-coordinated
module W .
We begin by recalling from [Li4] the notion of weak quantum vertex algebra. A
weak quantum vertex algebra is a vector space V equipped with a linear map
Y (·, x) : V → Hom(V, V ((x))) ⊂ (EndV )[[x, x−1]],
v 7→ Y (v, x) =
∑
n∈Z
vnx
−n−1 (where vn ∈ EndV ) (2.1)
and with a vector 1, called the vacuum vector, satisfying the conditions that
Y (1, x)v = v, Y (v, x)1 ∈ V [[x]] and lim
x→0
Y (v, x)1 = v for v ∈ V
and that for u, v ∈ V , there exist (finitely many)
u(i), v(i) ∈ V, fi(x) ∈ C((x)) (i = 1, . . . , r)
such that
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)
−x−10 δ
(
x2 − x1
−x0
) r∑
i=1
fi(x2 − x1)Y (v
(i), x2)Y (u
(i), x1)
= x−12 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2). (2.2)
Let V be a weak quantum vertex algebra. Define a linear operator D on V by
D(v) = v−21 = lim
x→0
d
dx
Y (v, x)1 for v ∈ V.
Then
[D, Y (v, x)] = Y (Dv, x) =
d
dx
Y (v, x). (2.3)
The following notion was introduced in [Li6]:
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Definition 2.1. Let V be a weak quantum vertex algebra. A φ-coordinated V -
module is a vector space W equipped with a linear map
YW (·, x) : V → (EndW )[[x, x
−1]],
v 7→ YW (v, x) =
∑
n∈Z
v[n]x
−n
(
where v[n] ∈ EndW
)
, (2.4)
satisfying the conditions that
YW (v, x)w ∈ W ((x)) for v ∈ V, w ∈ W,
YW (1, x) = 1W ,
and that for u, v ∈ V , there exists a nonnegative integer k such that
(x1 − x2)
kYW (u, x1)YW (v, x2) ∈ Hom(W,W ((x1, x2))),
(ex0 − 1)kYW (Y (u, x0)v, x2) =
(
(x1/x2 − 1)
kYW (u, x1)YW (v, x2)
)
|x1=x2ex0 . (2.5)
We refer the last condition above as the compatibility and weak φ-associativity.
Let C(x) denote the field of rational functions. For any g(x) ∈ C(x), we denote
by g˜(x) the formal Laurent series expansion of g(x) at 0. On the other hand, note
that p(ex) ∈ C[[x]] for any p(x) ∈ C[x] and p(x) 7→ p(ex) is an algebra embedding
of C[x] into C[[x]], which gives rise to an algebra (field) embedding of C(x) into
C((x)). As a convention, for g(x) ∈ C(x), we use g(ex) to denote the image of g(x)
in C((x)) under this embedding.
The following two results were obtained also in [Li6]:
Lemma 2.2. Let (W,YW ) be any φ-coordinated V -module. Then
YW (Dv, x) =
(
x
d
dx
)
YW (v, x) (2.6)
for v ∈ V .
Proposition 2.3. Let (W,YW ) be a φ-coordinated V -module and let u, v ∈ V . Sup-
pose that there are u(i), v(i) ∈ V and fi(x) ∈ C((x)) (i = 1, . . . , r) such that (2.2)
holds, where fi(x) = gi(e
−x) with gi(x) ∈ C(x). Then
(zx2)
−1δ
(
x1 − x2
zx2
)
YW (u, x1)YW (v, x2)
−(zx2)
−1δ
(
x2 − x1
−zx2
) r∑
i=1
g˜i(x1/x2)YW (v
(i), x2)YW (u
(i), x1)
= x−11 δ
(
x2(1 + z)
x1
)
YW (Y (u, log(1 + z))v, x2), (2.7)
where
log(1 + z) =
∑
n≥1
(−1)n−1
1
n
zn ∈ C[[z]].
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Remark 2.4. Let A(x), B(x) ∈ Hom(W,W ((x))) with W a vector space. We
mention that for any w ∈ W ,
A((z + 1)x)B(x)w exists in W [[z, z−1, x, x−1]].
Indeed, writing A(x) =
∑
n∈Z a(n)x
−n, B(x) =
∑
n∈Z b(n)x
−n, we have
A((z + 1)x)B(x)w =
∑
m,n∈Z
∑
j≥0
(
−m
j
)
z−m−jx−m−na(m)b(n)w.
Let s ∈ Z be such that b(n)w = 0 for n > s. For any integers p, q, the coefficient of
zpxq2 in A((z+1)x)B(x)w is the sum of terms
(
−m
j
)
a(m)b(n)w with m,n ∈ Z, j ∈ N,
satisfying the relations
m+ n = −q, n ≤ s, −m− j = p,
which have only finitely many solutions.
Proposition 2.5. In the definition of a φ-coordinated V -module, the last axiom can
be equivalently replaced by weak φ-associativity: For any u, v ∈ V, w ∈ W , there
exists l ∈ N such that
(z + 1)lYW (u, (z + 1)x2)YW (v, x2)w = (1 + z)
lYW (Y (u, log(1 + z))v, x2)w. (2.8)
Proof. Suppose that (W,YW ) is a φ-coordinated V -module. Let u, v ∈ V, w ∈ W .
By Proposition 2.3, Jacobi identity relation (2.13) holds. Let l ∈ N be such that
xl1g˜i(x1/x2)YW (u
(i), x1)w ∈ W [[x1, x2, x
−1
2 ]] for i = 1, . . . , r.
Then applying Resx1x
l
1 to (2.13) which is applied to vector w, we obtain
(z + 1)lxl2YW (u, (z + 1)x2)YW (v, x2)w = (z + 1)
lxl2YW (Y (u, log(1 + z))v, x2)w.
This proves that weak φ-associativity holds.
On the other hand, assume weak φ-associativity. Let u, v ∈ V . There exists
k ∈ N such that xkY (u, x)v ∈ V . For any w ∈ W , there exists l ∈ N such that
(z + 1)l(zx2)
kYW (u, (z + 1)x2)YW (v, x2)w
= (z + 1)l(zx2)
kYW (Y (u, log(1 + z))v, x2)w.
We see that the right-hand side involves only nonnegative powers of z, and so does
the left-hand side. This implies that
xl1(x1 − x2)
kYW (u, x1)YW (v, x2)w ∈ W [[x1, x2]][x
−1
2 ].
As k is independent of w, we have
(x1 − x2)
kYW (u, x1)YW (v, x2) ∈ Hom(W,W ((x1, x2))).
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Considering the substitution x1 = x2e
x0 as the composition of substitutions x1 =
zx2 + x2 with z = e
x0 − 1, we obtain
(x2e
x0)l
(
(x1 − x2)
kYW (u, x1)YW (v, x2)w
)
|x1=x2ex0
=
((
xl1(x1 − x2)
kYW (u, x1)YW (v, x2)w
)
|x1=zx2+x2
)
|z=ex0−1
=
(
(zx2 + x2)
l(zx2)
kYW (Y (u, log(1 + z))v, x2)w
)
|z=ex0−1
= (x2e
x0)l(x2e
x0 − x2)
kYW (Y (u, x0)v, x2)w.
This proves that weak φ-associativity holds.
Let (W,YW ) be a φ-coordinated V -module and let u, v ∈ V . By applying Reszx2
to both sides of (2.13) we get
YW (u, x1)YW (v, x2)−
r∑
i=1
g˜i(x1/x2)YW (v
(i), x2)YW (u
(i), x1)
= Reszx2x
−1
1 δ
(
x2(1 + z)
x1
)
YW (Y (u, log(1 + z))v, x2)
= Resx0δ
(
x2e
x0
x1
)
YW (Y (u, x0)v, x2). (2.9)
In terms of components we have
u[m]v[n] −
r∑
i=1
∑
k∈Z
ai,kv
(i)
[n−k]u
(i)
[m+k] =
∑
j≥0
mj
j!
(ujv)[m+n], (2.10)
where g˜i(x) =
∑
k∈Z ai,kx
k. Notice that the relation above is homogeneous with
deg a[n] = n for a ∈ V, n ∈ Z.
Definition 2.6. A Z-graded (resp. N-graded) φ-coordinated V -module is a φ-coordinated
V -moduleW equipped with a Z-gradingW = ⊕n∈ZW[n] (resp. N-grading) such that
v[m]W[n] ⊂W[m+n] for v ∈ V, m, n ∈ Z. (2.11)
To associate associative algebras to a weak quantum vertex algebra V , we shall
need to assume that V is of a certain type.
Definition 2.7. A weak quantum vertex algebra V is called a weak quantum vertex
algebra with a constant S-map if for any u, v ∈ V , there exist u(i), v(i) ∈ V, 1 ≤ i ≤ r
such that
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)− x
−1
0 δ
(
x2 − x1
−x0
) r∑
i=1
Y (v(i), x2)Y (u
(i), x1)
= x−12 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2). (2.12)
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Note that this family of weak quantum vertex algebras includes vertex algebras,
vertex super-algebras, and vertex color-algebras (see [X1, X2]). Let V be a weak
quantum vertex algebra with a constant S-map and let (W,YW ) be a φ-coordinated
V -module. For u, v ∈ V , there exist vectors u(i), v(i) ∈ V (i = 1, . . . , r) such that
(zx2)
−1δ
(
x1 − x2
zx2
)
YW (u, x1)YW (v, x2)
−(zx2)
−1δ
(
x2 − x1
−zx2
) r∑
i=1
YW (v
(i), x2)YW (u
(i), x1)
= x−11 δ
(
x2(1 + z)
x1
)
YW (Y (u, log(1 + z))v, x2). (2.13)
In particular, we have
u[m]v[n] −
r∑
i=1
v
(i)
[n]u
(i)
[m] =
∑
j≥0
mj
j!
(ujv)[m+n]. (2.14)
We recall the associative algebra A˜(V ) introduced by Huang. Let V be a vertex
algebra. Follow [H3] to define a bilinear operation ∗ on V by
u ∗ v = Resx
ex
ex − 1
Y (u, x)v = Resz
1
z
Y (u, log(1 + z))v (2.15)
for u, v ∈ V , where 1
ex−1
is considered as the inverse of ex − 1 in C((x)). Let O˜(V )
be the linear span of
Resx
ex
(ex − 1)2
Y (u, x)v = Resz
1
z2
Y (u, log(1 + z))v (2.16)
for u, v ∈ V . The following was proved in [H3]:
Theorem 2.8. Let V be a vertex algebra. Then O˜(V ) is a two-sided ideal of (V, ∗)
and the quotient V/O˜(V ), denoted by A˜(V ), is an associative algebra with 1+ O˜(V )
as an identity.
Remark 2.9. Assuming that V is a vertex operator algebra in the sense of [FLM]
and [FHL], Huang established in [H3] a one-to-one correspondence between the
set of isomorphism classes of irreducible A˜(V )-modules and the set of equivalence
classes of irreducible N-graded V -modules. Huang also proved that A˜(V ) is in fact
isomorphic to the Zhu algebra A(V ).
Next, we generalize Huang’s result from a vertex algebra to a weak quantum
vertex algebra with a constant S-map in a more general setting.
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Definition 2.10. Let V be a weak quantum vertex algebra. For any f(x) ∈ C((x)),
we define a bilinear operation ∗f(x) on V by
u ∗f(x) v = Resxf(x)Y (u, x)v (2.17)
for u, v ∈ V . Furthermore, for any subspace B of C((x)) set
OB(V ) = span{u ∗g(x) v | u, v ∈ V, g(x) ∈ B}. (2.18)
Proposition 2.11. Let V be a weak quantum vertex algebra with a constant S-map.
Let f(x) ∈ C((x)) and let B be a subspace of C((x)) such that
f (j)(x)g(x), f(x)g(j)(−x), f(x)f (j)(−x), f (j+1)(x) ∈ B (2.19)
for g(x) ∈ B, j ≥ 0, where f (j)(x) denotes the formal j-th derivative. Then the sub-
space OB(V ) of V is a two-sided ideal of the non-associative algebra (V, ∗f(x)). Fur-
thermore, V/OB(V ) is an associative algebra. If f(x) ∈ x
−1
C[[x]] with Resxf(x) =
1, then 1+OB(V ) is an identity element.
Proof. It essentially follows from Zhu’s arguments in [Z1]. First of all, for g(x) ∈
B, u, v ∈ V, j ∈ N, we have
Resxg(x)Y (D
ju, x)v = Resxg(x)
(
d
dx
)j
Y (u, x)v = (−1)jResxg
(j)(x)Y (u, x)v.
Then
Resxg
(j)(x)Y (u, x)v ∈ OB(V ) (2.20)
for all g(x) ∈ B, j ∈ N, u, v ∈ V .
For convenience, in the following we shall simply write u ∗ v for u ∗f(x) v. Let
u, v, w ∈ V, g(x) ∈ B. We have
u ∗ (v ∗g w)
= Resx1Resx2f(x1)g(x2)Y (u, x1)Y (v, x2)w
= Resx1Resx2f(x1)g(x2)
r∑
i=1
Y (v(i), x2)Y (u
(i), x1)w
−
∑
j≥0
Resx1Resx2f(x1)g(x2)Y (ujv, x2)
1
j!
(
∂
∂x2
)j
x−11 δ
(
x2
x1
)
=
r∑
i=1
Resx2g(x2)Y (v
(i), x2)
(
Resx1f(x1)Y (u
(i), x1)w
)
−
∑
j≥0
Resx1Resx2g(x2)Y (ujv, x2)w
1
j!
(
∂
∂x2
)j [
x−11 δ
(
x2
x1
)
f(x2)
]
=
r∑
i=1
v(i) ∗g (u
(i) ∗ w)−
∑
j≥0
1
j!
Resx2g(x2)f
(j)(x2)Y (ujv, x2)w,
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(u ∗g v) ∗ w
= Resx2Resx0f(x2)g(x0)Y (Y (u, x0)v, x2)w
= Resx2Resx1f(x2)g(x1 − x2)Y (u, x1)Y (v, x2)w
−
r∑
i=1
Resx2Resx1f(x2)g(−x2 + x1)Y (v
(i), x2)Y (u
(i), x1)w
= Resx2Resx1f(x2)
(
e
−x2
∂
∂x1 g(x1)
)
Y (u, x1)Y (v, x2)w
−
r∑
i=1
Resx2Resx1f(x2)
(
e
−x1
∂
∂x2 g(−x2)
)
Y (v(i), x2)Y (u
(i), x1)w
=
∑
j≥0
1
j!
Resx1g
(j)(x1)Y (u, x1)
(
Resx2(−x2)
jf(x2)Y (v, x2)w
)
−
r∑
i=1
∑
j≥0
1
j!
Resx2f(x2)g
(j)(−x2)Y (v
(i), x2)
(
Resx1x
j
1Y (u
(i), x1)w
)
.
Then it follows from (2.19) and (2.20) that OB(V ) is a two-sided ideal of the non-
associative algebra (V, ∗f(x)). Furthermore, for u, v, w ∈ V we have
(u ∗ v) ∗ w
= Resx2Resx0f(x2)f(x0)Y (Y (u, x0)v, x2)w
= Resx2Resx1f(x2)f(x1 − x2)Y (u, x1)Y (v, x2)w
−
r∑
i=1
Resx2Resx1f(x2)f(−x2 + x1)Y (v
(i), x2)Y (u
(i), x1)w
= Resx2Resx1f(x2)
(
e
−x2
∂
∂x1 f(x1)
)
Y (u, x1)Y (v, x2)w
−
r∑
i=1
Resx2Resx1f(x2)
(
e
−x1
∂
∂x2 f(−x2)
)
Y (v(i), x2)Y (u
(i), x1)w
= Resx2Resx1f(x2)f(x1)Y (u, x1)Y (v, x2)w
+
∑
n≥1
1
n!
Resx1f
(n)(x1)Y (u, x1) (Resx2(−x2)
nf(x2)Y (v, x2)w)
−
r∑
i=1
∑
j≥0
1
j!
Resx2f(x2)f
(j)(−x2)Y (v
(i), x2)
(
Resx1x
j
1Y (u
(i), x1)w
)
= u ∗ (v ∗ w)
+
∑
n≥1
1
n!
Resx1f
(n)(x1)Y (u, x1) (Resx2(−x2)
nf(x2)Y (v, x2)w)
−
r∑
i=1
∑
j≥0
1
j!
Resx2f(x2)f
(j)(−x2)Y (v
(i), x2)
(
Resx1x
j
1Y (u
(i), x1)w
)
.
It follows from (2.19) that V/OB(V ) is an associative algebra.
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Now, assume that f(x) ∈ x−1C[[x]] with Resxf(x) = 1. For v ∈ V , we have
1 ∗ v = Resxf(x)Y (1, x)v = Resxf(x)v = v,
v ∗ 1 = Resxf(x)Y (v, x)1 = Resxf(x)e
xDv = v.
Thus 1+OB(V ) is an identity of V/OB(V ).
The following is straightforward:
Lemma 2.12. Let f(x) ∈ C((x)). Set B = span{f (k)(x) | k ≥ 1}. Then the
conditions in (2.19) amount to that B is a subalgebra of C((x)) such that
f(x)B ⊂ B, f(x)f(−x), f(x)f (k)(−x) ∈ B for k ≥ 1. (2.21)
Furthermore, if f (1)(−x) ∈ B, then the condition (2.21) amounts to f(x)B ⊂ B and
f(x)f(−x) ∈ B.
We also have the following result:
Lemma 2.13. Let V be a weak quantum vertex algebra with a constant S-map and
let f(x) ∈ C((x)), B ⊂ C((x)) as in Proposition 2.11 such that (2.19) holds. Then
the image of DV in V/OB(V ) is a two-sided ideal.
Proof. For u, v ∈ V , we have
(Du) ∗f(x) v = Resxf(x)Y (Du, x)v = Resxf(x)
d
dx
Y (u, x)v = −Resxf
′(x)Y (u, x)v
and
u ∗f(x) (Dv) = Resxf(x)Y (u, x)Dv
= Resx (f(x)DY (u, x)v − f(x)Y (Du, x)v)
= D(u ∗f(x) v)− (Du) ∗f(x) v.
It follows immediately that the image of DV in V/OB(V ) is a two-sided ideal.
The following consideration is motivated by the construction of the algebra
An(V ) (see [DLM3], page 69). Let n be a nonnegative integer. Set
fn(x) =
n∑
i=0
(
−n− 1
i
)
e(n+1)x
(ex − 1)i+n+1
∈ C((x)), (2.22)
gn(x) =
e(n+1)x
(ex − 1)2n+2
∈ C((x)), (2.23)
where for any nonnegative integer k, 1/(ex − 1)k denotes the inverse of (ex − 1)k in
C((x)). We also set
Bn = span
{
e(n+1)x
(ex − 1)2n+2+k
| k ∈ N
}
. (2.24)
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Lemma 2.14. Let n be a nonnegative integer. Then all the conditions in (2.19) are
satisfied with B = Bn and f(x) = fn(x).
Proof. We shall apply Lemma 2.12. First of all, we have
f ′n(x)
=
n∑
i=0
(
−n− 1
i
)(
(n+ 1)
e(n+1)x
(ex − 1)i+n+1
− (i+ n + 1)
e(n+1)x
(ex − 1)i+n+2
ex
)
=
n∑
i=0
(
−n− 1
i
)(
(−i)
e(n+1)x
(ex − 1)i+n+1
− (i+ n+ 1)
e(n+1)x
(ex − 1)i+n+2
)
=
n∑
i=1
(
−n− 1
i
)
(−i)
e(n+1)x
(ex − 1)i+n+1
−
n−1∑
i=0
(
−n− 1
i
)
(i+ n + 1)
e(n+1)x
(ex − 1)i+n+2
+
(
−n− 1
n
)
(2n+ 1)
e(n+1)x
(ex − 1)2n+2
=
n∑
i=1
((
−n− 1
i
)
(−i)−
(
−n− 1
i− 1
)
(i+ n)
)
e(n+1)x
(ex − 1)i+n+1
+
(
−n− 1
n
)
(2n+ 1)
e(n+1)x
(ex − 1)2n+2
=
(
−n− 1
n
)
(2n+ 1)
e(n+1)x
(ex − 1)2n+2
. (2.25)
That is, f ′n(x) =
(
−n−1
n
)
(2n+ 1)gn(x) ∈ Bn. Since
d
dx
e(n+1)x
(ex − 1)2n+2+k
= −(n + 1 + k)
e(n+1)x
(ex − 1)2n+2+k
− (2n+ 2 + k)
e(n+1)x
(ex − 1)2n+3+k
(2.26)
for k ∈ N, it follows that Bn is closed under
d
dx
and
Bn = span
{
g(i)n (x) | i ∈ N
}
= span{f (i+1)n (x) | i ∈ N}. (2.27)
For any nonnegative integers m and k, noticing that
emx = (ex)m =
m∑
i=0
(
m
i
)
(ex − 1)m−i,
we have
emx
(ex − 1)m+k
∈ span
{
1
(ex − 1)k+j
| j = 0, . . . , m
}
. (2.28)
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It follows that Bn is a subalgebra of C((x)). We also have fn(x)Bn ⊂ Bn as
fn(x) ·
e(n+1)x
(ex − 1)2n+2+k
=
n∑
i=0
(
−n− 1
i
)
e(n+1)x · e(n+1)x
(ex − 1)i+3n+3+k
∈ Bn
by (2.28) for k ∈ N. Using (2.28) again we get
fn(x)fn(−x) =
n∑
i,j=0
(
−n− 1
i
)(
−n− 1
j
)
e(n+1)x
(ex − 1)i+n+1
·
e−(n+1)x
(e−x − 1)j+n+1
=
n∑
i,j=0
(
−n− 1
i
)(
−n− 1
j
)
(−1)j+n+1
e(n+1)x · ejx
(ex − 1)i+j+2n+2
∈ Bn.
On the other hand, we have g(−x) ∈ Bn for every g(x) ∈ Bn as
e−(n+1)x
(e−x − 1)2n+2+k
= (−1)k
e(n+1)x · ekx
(ex − 1)2n+2+k
∈ Bn
for k ∈ N. Then by Lemma 2.12 all the conditions in (2.19) are satisfied.
As an immediate consequence of Proposition 2.11 and Lemma 2.14 we have:
Corollary 2.15. Let n be a nonnegative integer and let fn(x) ∈ C((x)), Bn ⊂
C((x)) be defined as before. Then for any weak quantum vertex algebra V with a
constant S-map, OBn(V ) is an ideal of the non-associative algebra (V, ∗fn(x)) and
the quotient V/OBn(V ) is an associative algebra with 1 + OBn(V ) as an identity
element.
Recall from Lemma 2.13 that the image of DV is a two-sided ideal of the asso-
ciative algebra V/OBn(V ). We now define an associative algebra which corresponds
to An(V ) introduced in [DLM3] for a vertex operator algebra V .
Definition 2.16. Let V be a weak quantum vertex algebra with a constant S-map
and let n be a nonnegative integer. We define A˜n(V ) to be the quotient algebra of
V/OBn(V ) modulo the image of DV (which is an ideal).
For u, v ∈ V , set
u∗˜nv = u ∗fn(x) v = Resxfn(x)Y (u, x)v, (2.29)
u◦˜nv = u ∗gn(x) v = Resxgn(x)Y (u, x)v. (2.30)
We have
u∗˜nv = Resx
n∑
i=0
(
−n− 1
i
)
e(n+1)x
(ex − 1)n+1+i
Y (u, x)v
= Resz
n∑
i=0
(
−n− 1
i
)
(1 + z)n
zn+1+i
Y (u, log(1 + z))v (2.31)
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and
u◦˜nv = Resx
e(n+1)x
(ex − 1)2n+2
Y (u, x)v = Resz
(1 + z)n
z2n+2
Y (u, log(1 + z))v. (2.32)
Note that it follows from (2.27) and (2.20) that OBn(V ) is linearly spanned by u◦˜nv
for u, v ∈ V .
Next, we associate a (resp. irreducible) A˜(V )-module to each (resp. irreducible)
N-graded φ-coordinated V -module.
Proposition 2.17. Let (W,YW ) be any φ-coordinated V -module and let n ∈ N. Set
Ω˜n(W ) = {w ∈ W | v[m]w = 0 for v ∈ V, m ≥ n+ 1}. (2.33)
Then Ω˜n(W ) is an A˜n(V )-module with v acting as v[0] for v ∈ V . Furthermore, if
W = ⊕m∈NW [m] is an irreducible N-graded φ-coordinated V -module with W [0] 6= 0,
then Ω˜0(W ) =W [0] and W [0] is an irreducible A˜(V )-module.
Proof. We first prove that Ω˜(W ) is closed under the action of v[0] for every v ∈ V .
Let u, v ∈ V, w ∈ Ω˜n(W ). Using (2.10) (or (2.14)) we have
u[p]v[q]w −
r∑
i=1
v
(i)
[q]u
(i)
[p]w =
∑
j≥0
mj
j!
(ujv)[p+q]w
for p, q ∈ Z. Then it follows that u[p]v[q]w = 0 for p ≥ n + 1 and q ≥ 0. Thus
v[q]w ∈ Ω˜n(W ) for q ≥ 0. In particular, we have v[0]w ∈ Ω˜n(W ).
Let u, v ∈ V, w ∈ Ω˜n(W ). With w ∈ Ω˜n(W ), we have x
n
1YW (u
(i), x1)w ∈ W [[x1]]
for 1 ≤ i ≤ r. Then using the Jacobi identity (2.13) we obtain
(z + 1)nYW (u, (z + 1)x2)YW (v, x2)w = (1 + z)
nYW (Y (u, log(1 + z))v, x2)w. (2.34)
Noticing that (z + 1)mYW (u, (z + 1)x2)YW (v, x2)w exists for any m ∈ Z, we have
u[0]v[0]w
= ReszResx2x
−1
2 (z + 1)
−1YW (u, (z + 1)x2)YW (v, x2)w
= ReszResx2x
−1
2 (z + 1)
−n−1 [(z + 1)nYW (u, (z + 1)x2)YW (v, x2)w]
= ReszResx2
∑
j≥0
(
−n− 1
j
)
z−n−1−jx−12 [(z + 1)
nYW (u, (z + 1)x2)YW (v, x2)w] .
We claim
ReszResx2z
−n−1−jx−12 [(z + 1)
nYW (u, (z + 1)x2)YW (v, x2)w] = 0
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for j ≥ n+ 1. Indeed, for j ≥ n + 1, we have
ReszResx2z
−n−1−jx−12 (z + 1)
nYW (u, (z + 1)x2)YW (v, x2)w
=
∑
p,q∈Z
ReszResx2z
−n−1−jx−1−p−q2 (z + 1)
n−pu[p]v[q]w
=
∑
p,q∈Z
∑
i≥0
(
n− p
i
)
ReszResx2z
−1−j−p−ix−1−p−q2 u[p]v[q]w
=
∑
i≥0
(
n + j + i
i
)
u[−j−i]v[j+i]w,
which vanishes because v[i+j]w = 0 with i+ j ≥ n + 1. Then we get
u[0]v[0]w
= ReszResx2
n∑
j=0
(
−n− 1
j
)
z−n−1−jx−12 [(z + 1)
nYW (u, (z + 1)x2)YW (v, x2)w]
= ReszResx2
n∑
j=0
(
−n− 1
j
)
z−n−1−jx−12 [(1 + z)
nYW (Y (u, log(1 + z))v, x2)w]
= (u∗˜nv)[0]w.
For proving that Ω˜n(W ) is an A˜n(V )-module, it remains to show that (u◦˜nv)[0]w = 0
for u, v ∈ V, w ∈ Ω˜n(W ). Recall from (2.25) that f
′
n(x) =
(
−n−1
n
)
(2n+ 1) e
(n+1)x
(ex−1)2n+2
.
With u, v ∈ V, w ∈ Ω˜n(W ), using the first part we get(
−n− 1
n
)
(2n+ 1)(u◦˜nv)[0]w
= Resx2Resx
(
−n− 1
n
)
(2n+ 1)x−12
e(n+1)x
(ex − 1)2n+2
YW (Y (u, x)v, x2)w
= Resx2Resxx
−1
2
(
d
dx
fn(x)
)
YW (Y (u, x)v, x2)w
= −Resx2Resxx
−1
2 fn(x)
∂
∂x
YW (Y (u, x)v, x2)w
= −Resx2Resxx
−1
2 fn(x)YW (Y (Du, x)v, x2)w
= −((Du) ∗n v)[0]w
= −(Du)[0]v[0]w
= 0,
noticing that (Du)[0] = 0 from the D-derivative property (2.6). Thus (u◦˜nv)[0]w = 0.
Therefore, Ω˜n(W ) is an A˜n(V )-module with v acting as v[0] for v ∈ V .
Let W = ⊕m∈NW [m] be an N-graded φ-coordinated V -module. Assume w =∑
wm ∈ Ω˜0(W ) with wm ∈ W [m]. It is straightforward to see that wm ∈ Ω˜0(W )
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for all m. This shows that Ω˜0(W ) is a graded subspace. It can be readily seen that
W [0] is an A˜(V )-submodule of Ω˜0(W ). Using weak φ-associativity one can show
that for any w ∈ W , the linear span of v[m]w for v ∈ V, m ∈ Z is a φ-coordinated
submodule of W (cf. [DM], [Li1]). Then for any A˜(V )-submodule U of W [0], the
linear span of v[m]U for v ∈ V, m ∈ Z is a graded φ-coordinated V -submodule of
W with U as the degree-zero subspace. It follows that if W is also irreducible, then
Ω˜0(W ) = W [0] and W [0] must be an irreducible A˜(V )-module.
3 Associating N-graded φ-coordinated V -modules
to A˜(V )-modules
Let V be a weak quantum vertex algebra with a fixed constant S-map. In this
section, to V we associate an associative algebra U˜(V ). Under a certain assumption
on the structure of U˜(V ), for any A˜(V )-module U , we construct an N-graded φ-
coordinated V -module L(U) with L(U)[0] ≃ U as an A˜(V )-module. This together
with Proposition 2.17 gives rise to a bijection between the set of isomorphism classes
of irreducible A˜(V )-modules and the set of equivalence classes of irreducible N-
graded φ-coordinated V -modules. On the other hand, we show that if V is a vertex
super-algebra, the very assumption holds true. In the process of the proof, to V we
associate a Z-graded Lie super-algebra Lφ(V ), whose universal enveloping algebra is
shown essentially to be isomorphic to U˜(V ). The validity of the assumption follows
from the P-B-W theorem.
Let V be a weak quantum vertex algebra with a constant S-map, which is fixed
throughout this section. From now on, we fix a linear operator S ∈ EndC(V ⊗ V )
such that for u, v ∈ V , the S-Jacobi identity (2.12) holds with u(i), v(i) given by
S(v ⊗ u) =
r∑
i=1
v(i) ⊗ u(i).
We also have
Y (u, x)v =
r∑
i=1
exDY (v(i),−x)u(i).
Recall that for a φ-coordinated V -module (W,YW ), we have
(xz)−1δ
(
x1 − x
xz
)
YW (u, x1)YW (v, x)
−(xz)−1δ
(
x− x1
−xz
) r∑
i=1
YW (v
(i), x)YW (u
(i), x1)
= x−11 δ
(
x(1 + z)
x1
)
YW (Y (u, log(1 + z))v, x) (3.1)
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for u, v ∈ V . From (3.1) we obtain the following generalized commutator formula
YW (u, x1)YW (v, x2)−
r∑
i=1
YW (v
(i), x2)YW (u
(i), x1)
= Reszx2x
−1
1 δ
(
x2(1 + z)
x1
)
YW (Y (u, log(1 + z))v, x2)
= Resx0YW (Y (u, x0)v, x2)δ
(
x2e
x0
x1
)
. (3.2)
Noticing that
δ
(
xex0
x1
)
= e
x0(x2
∂
∂x2
)
δ
(
x2
x1
)
,
we get
YW (u, x1)YW (v, x2)−
r∑
i=1
YW (v
(i), x2)YW (u
(i), x1)
=
∑
j≥0
1
j!
YW (ujv, x2)
(
x2
∂
∂x2
)j
δ
(
x2
x1
)
. (3.3)
In terms of components, we have
u[m]v[n] −
r∑
i=1
v
(i)
[n]u
(i)
[m] =
∑
j≥0
mj
j!
(ujv)[m+n] (3.4)
for u, v ∈ V, m, n ∈ Z.
Definition 3.1. Let U˜(V ) be the associative algebra with generators u[n] (linear in
u) for u ∈ V, n ∈ Z, subject to relations
1[n] = δn,0, (Du)[n] = −nu[n], (3.5)
u[m]v[n]−
r∑
i=1
v(i)[n]u(i)[m] =
∑
j≥0
mj
j!
(ujv)[m+ n]. (3.6)
It can be readily seen that defining deg u[n] = −n for u ∈ V, n ∈ Z makes
U˜(V ) a Z-graded algebra. Then we have the nations of Z-graded U˜(V )-module and
N-graded U˜(V )-module. Set
U˜(V )0 = 〈u[0] | u ∈ V 〉, U˜(V )± = 〈u[∓] | u ∈ V, n ∈ Z+〉, (3.7)
where 〈T 〉 denotes the subalgebra generated by T for a subset T . We have
U˜(V ) = U˜(V )+U˜(V )0U˜(V )−. (3.8)
Notice that U˜(V )0U˜(V )− is exactly the subalgebra generated by u[n] with u ∈
V, n ≥ 0.
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Definition 3.2. Denote by B(V ) the associative algebra with generators u[n] (linear
in u) for u ∈ V, n ∈ N, subject to the relations (3.5) and (3.6) with m,n ≥ 0.
From the definitions of B(V ) and U˜(V ), there is an algebra homomorphism
π : B(V )→ U˜(V ), (3.9)
sending u[n] ∈ B(V ) to u[n] ∈ U˜(V ) for u ∈ V, n ≥ 0 (with abuse of notation),
where π(B(V )) = U˜(V )0U˜(V )−. On the other hand, we have:
Lemma 3.3. There is an algebra homomorphism from B(V ) onto A˜(V ) such that
ψ(u[m]) = δm,0(u+ O˜(V )) (3.10)
for u ∈ V, m ≥ 0.
Proof. First, we claim DV ⊂ O˜(V ) and for u, v ∈ V ,
u ∗ v −
r∑
i=1
v(i) ∗ u(i) ≡ u0v (mod DV ). (3.11)
Indeed, for v ∈ V , we have
v◦˜1 = Resz
1
z2
Y (v, log(1 + z))1 = Resz
1
z2
eD log(1+z)v = Resz
1
z2
log(1 + z)Dv = Dv.
This shows that DV ⊂ O˜(V ). For u, v ∈ V , we have
u ∗ v −
r∑
i=1
v(i) ∗ u(i)
= Resx
ex
ex − 1
Y (u, x)v − Resx
ex
ex − 1
Y (v(i), x)u(i)
= Resx
ex
ex − 1
Y (u, x)v − Resx
ex
ex − 1
exDY (u,−x)v
= Resx
ex
ex − 1
Y (u, x)v + Resx
e−x
e−x − 1
e−xDY (u, x)v
≡ ResxY (u, x)v (mod DV )
= u0v,
proving (3.11). Then it is straightforward to show that the desired algebra homo-
morphism ψ exists.
Now, let U be an A˜(V )-module. Our goal is to construct an N-graded φ-
coordinated V -module W = ⊕n∈NW [n] with W [0] ≃ U as an A˜(V )-module. View
U as a B(V )-module through the algebra homomorphism ψ obtained in Lemma 3.3.
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On the other hand, view U˜(V ) as a B(V )-bimodule by using the algebra homomor-
phism π from B(V ) to U˜(V ). Then form induced module
M˜(U) = U˜(V )⊗B(V ) U, (3.12)
an N-graded U˜(V )-module and an N-graded B(V )-module with deg(1 ⊗ U) = 0.
Denote by θU the linear map
θU : U → M˜(U)[0] ⊂ M˜(U); u 7→ 1⊗ u, (3.13)
which is a B(V )-module homomorphism. We hope that θU is an embedding, so that
M˜(U) is an N-graded U˜(V )-module with M˜(U)[0] ≃ U as a B(V )-module.
For this purpose, we make the following assumption (cf. (3.8)):
Assumption A: U˜(V ) ≃ U˜(V )+ ⊗ U˜(V )0U˜(V )− as a vector space.
This assumption is similar to part of the assertion of the celebrated P-B-W
theorem. We are not able to show that it holds for the general case in this paper.
In the following, we prove that Assumption A holds if V is a vertex super-algebra.
We first associate a Lie super-algebra to a vertex super-algebra V (cf. [FFR]).
Proposition 3.4. Let V = V0¯ ⊕ V1¯ be a vertex super-algebra. Define a bilinear
operation [·, ·]φ on vector space V ⊗ C[t, t
−1] by
[u⊗ tm, v ⊗ tn]φ =
∑
j≥0
mj
j!
ujv ⊗ t
m+n (3.14)
for u, v ∈ V, m, n ∈ Z. Set
I = span{Dv ⊗ tn + n(v ⊗ tn) | v ∈ V, n ∈ Z}.
Then I is a (two-sided) ideal of the non-associative algebra (V ⊗C[t, t−1], [·, ·]φ) and
the quotient algebra is a Lie super-algebra, which is denoted by Lφ(V ).
Proof. Consider the Laurent polynomial algebra C[t, t−1]. Set D = t d
dt
, a derivation
on C[t, t−1]. By a result of Borcherds, C[t, t−1] becomes a vertex algebra with 1 as
the vacuum vector and with
Y (f(t), x)g(t) =
(
exDf(t)
)
g(t) = f(tex)g(t) (3.15)
for f(t), g(t) ∈ C[t, t−1]. For convenience, we denote this vertex super-algebra by
C[t, t−1]φ. Furthermore, with vertex super-algebra V , we have a tensor product
vertex super-algebra V ⊗ C[t, t−1]φ, where
Y (u⊗ f(t), x)(v ⊗ g(t)) = Y (u, x)v ⊗ Y (f(t), x)g(t)
= Y (u, x)v ⊗ f(tex)g(t) (3.16)
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for u, v ∈ V, f(t), g(t) ∈ C[t, t−1] and where Vi¯ ⊗ C[t, t
−1] for i = 0, 1 are the even
part and the odd part, respectively. A result of Borcherds states that for each vertex
super-algebraK, DK is a two-sided ideal of the non-associative algebra (K, ∗), where
u ∗ v = u0v for u, v ∈ K, and the quotient K/DK is a super-algebra. Notice that
the D-operator of V ⊗ C[t, t−1]φ is
Dˆ = DV ⊗ 1 + 1⊗ t
d
dt
.
Taking K = V ⊗C[t, t−1]φ, we obtain a Lie super-algebra structure on the quotient
space (V ⊗ C[t, t−1])/Dˆ(V ⊗ C[t, t−1]), where
(u⊗ tm)0(v ⊗ t
n) =
∑
j≥0
mj
j!
ujv ⊗ t
m+n = [u⊗ tm, v ⊗ tn]φ
for u, v ∈ V, m, n ∈ Z, as
(u⊗ tm)0 = ResxY (u⊗ t
m, x) = Resx(Y (u, x)⊗ t
memx) =
∑
j≥0
mj
j!
(uj ⊗ t
m).
Then the assertions follow immediately.
Assume that V is a vertex super-algebra. It can be readily seen that Lφ(V ) is a
Z-graded Lie super-algebra with
deg v(n) = −n for v ∈ V, n ∈ Z, (3.17)
where v(n) denotes the image of v ⊗ tn in Lφ(V ). For n ∈ Z, denote by Lφ(V )(n)
the homogeneous subspace of degree n. Set
Lφ(V )± = ⊕n∈Z+Lφ(V )(∓n). (3.18)
Recall that 1[n] = δn,0 in U˜(V ) for n ∈ Z. On the other hand, we have that
1(n) = 0 for n 6= 0 and 1(0) is central in Lφ(V ), noticing that D1 = 0. It follows
straightforwardly that
U˜(V ) ≃ U(Lφ(V ))/I, B(V ) ≃ U(Lφ(V )− + Lφ(V )(0))/I
′, (3.19)
where I = U(Lφ(V ))(1(0) − 1), I
′ = U(Lφ(V )− + Lφ(V )(0))(1(0) − 1), which are
ideals of the corresponding algebras. Furthermore, by the P-B-W theorem we have
U˜(V ) ≃ U(Lφ(V )+)⊗ U(Lφ(V )(0))/I0 ⊗ U(Lφ(V )−), (3.20)
B(V ) ≃ U(Lφ(V )(0))/I0 ⊗ U(Lφ(V )−), (3.21)
where I0 = U(Lφ(V )(0))(1(0)− 1). It follows that
U˜(V )± ≃ U(Lφ(V )±), U˜(V )
0 ≃ U(Lφ(V )(0))/I0.
As an immediate consequence have:
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Corollary 3.5. Assume that V is a vertex super-algebra. Then
U˜(V ) = U˜(V )+ ⊗ U˜(V )0U˜(V )−.
For the rest of this section, we assume that Assumption A holds. This particu-
larly implies that the linear map θU : U → M˜(U)[0] is a B(V )-module isomorphism.
Then we identify M˜(U)[0] with U this way.
Let P0 denote the projection map of M˜(U) onto U with respect to the N-graded
decomposition. For u∗ ∈ U∗, w ∈ M˜(U), we define
〈u∗, w〉 = 〈u∗, P0(w)〉. (3.22)
Set
J(U) =
{
w ∈ M˜(U) | 〈u∗, aw〉 = 0 for all u∗ ∈ U∗, a ∈ U˜(V )
}
.
Then J(U) is a graded U˜(V )-submodule of M˜(U). Furthermore, we set
L(U) = M˜(U)/J(U), (3.23)
which is an N-graded U˜(V )-module.
The following is the main result:
Theorem 3.6. L(U) is an N-graded φ-coordinated V -module with U as the degree
zero subspace. Furthermore, if U is an irreducible A˜(V )-module, then L(U) is an
irreducible N-graded φ-coordinated V -module.
Proof. It is clear that J(U) ∩U = 0. Thus L(U) is an N-graded U˜(V )-module with
U as the degree zero subspace. It remains to show that L(U) is a φ-coordinated
V -module. We need to establish the φ-coordinated-module Jacobi identity.
Claim 1: For u, v ∈ V, w∗ ∈ U∗, w ∈ U ,
(x1 − x2)
−1〈w∗, YW (u, x1)YW (v, x2)w〉
= Resx0
ex0
(ex0 − 1)(x1 − x2ex0)
〈w∗, YW (Y (u, x0)v, x2)w〉
= Reszz
−1(x1 − x2(1 + z))
−1〈w∗, YW (Y (u, log(1 + z))v, x2)w〉. (3.24)
Noticing that P0(u[m]v[n]w) = 0 for m,n ∈ Z with m+ n 6= 0 and that v[n]w = 0
for n ≥ 1, we have
〈w∗, YW (u, x1)YW (v, x2)w〉
=
∑
m∈Z
〈w∗, u[m]v[−m]w〉x
−m
1 x
m
2
=
∑
m≥0
〈w∗, u[m]v[−m]w〉x
−m
1 x
m
2
= 〈w∗, u[0]v[0]w〉+
∑
m≥1
〈w∗, u[m]v[−m]w〉x
−m
1 x
m
2
= 〈w∗, u[0]v[0]w〉+
∑
m≥1,j≥0
mj
j!
〈w∗, (ujv)[0]w〉x
−m
1 x
m
2 .
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Furthermore, we have∑
m≥1,j≥0
mj
j!
〈w∗, (ujv)[0]w〉x
−m
1 x
m
2
=
∑
m≥1,j≥0
1
j!
(
x2
∂
∂x2
)j
(x2/x1)
m〈w∗, (ujv)[0]w〉
=
∑
j≥0
1
j!
(
x2
∂
∂x2
)j
x2
x1 − x2
〈w∗, (ujv)[0]w〉
=
∑
j≥0
(
1
j!
(
x2
∂
∂x2
)j
x2
x1 − x2
)
〈w∗, YW (ujv, x2)w〉
= Resx0
(
e
x0x2
∂
∂x2
x2
x1 − x2
)
〈w∗, YW (Y (u, x0)v, x2)w〉
= Resx0
x2e
x0
x1 − x2ex0
〈w∗, YW (Y (u, x0)v, x2)w〉,
noticing that 〈w∗, YW (ujv, x2)w〉 = 〈w
∗, (ujv)[0]w〉. On the other hand, as U is an
A˜(V )-module we have
〈w∗, u[0]v[0]w〉 = Resx0
ex0
ex0 − 1
〈w∗, YW (Y (u, x0)v, x2)w〉.
Then we obtain
〈w∗, YW (u, x1)YW (v, x2)w〉
= Resx0
ex0
ex0 − 1
〈w∗, YW (Y (u, x0)v, x2)w〉
+Resx0
x2e
x0
x1 − x2ex0
〈w∗, YW (Y (u, x0)v, x2)w〉
= Resx0
(x1 − x2)e
x0
(ex0 − 1)(x1 − x2ex0)
〈w∗, YW (Y (u, x0)v, x2)w〉,
which gives (3.24).
Claim 2: For u, v ∈ V, w∗ ∈ U∗, w ∈ U ,
(x1 − x2)
−1〈w∗, YW (u, x1)YW (v, x2)w〉
−(−x2 + x1)
−1
r∑
i=1
〈w∗, YW (v
(i), x2)YW (u
(i), x1)w〉
= Reszz
−1x−11 δ
(
x2(1 + z)
x1
)
〈w∗, YW (Y (u, log(1 + z))v, x2)w〉, (3.25)
where u(i), v(i) ∈ V , i = 1, . . . , r such that
Y (u, x)v =
r∑
i=1
exDY (v(i),−x)u(i).
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From Claim 1, we have
(x2 − x1)
−1
r∑
i=1
〈w∗, YW (v
(i), x2)YW (u
(i), x1)w〉
= −Resx0
e−x0
(e−x0 − 1)(x2 − x1e−x0)
r∑
i=1
〈w∗, YW (Y (v
(i),−x0)u
(i), x1)w〉
= Resx0
ex0
(ex0 − 1)(x2ex0 − x1)
r∑
i=1
〈w∗, YW (Y (v
(i),−x0)u
(i), x1)w〉
= Resx0
ex0
(ex0 − 1)(x2ex0 − x1)
〈w∗, YW (e
−x0DY (u, x0)v, x1)w〉
= Resx0
ex0
(ex0 − 1)(x2ex0 − x1)
〈w∗, YW (Y (u, x0)v, x1e
−x0)w〉
= Resx0
ex0
(ex0 − 1)(x2ex0 − x1)
〈w∗, YW (Y (u, x0)v, x2)w〉, (3.26)
noticing that 〈w∗, YW (Y (u, x0)v, x2)w〉 does not depend on x2. Combining Claim 1
with this we obtain (3.25) as
(x1 − x2)
−1〈w∗, YW (u, x1)YW (v, x2)w〉
−(−x2 + x1)
−1
r∑
i=1
〈w∗, YW (v
(i), x2)YW (u
(i), x1)w〉
= Resx0
ex0
ex0 − 1
(
(x1 − x2e
x0)−1 − (−x2e
x0 + x1)
−1
)
〈w∗, YW (Y (u, x0)v, x2)w〉
= Resx0
ex0
ex0 − 1
x−11 δ
(
x2e
x0
x1
)
〈w∗, YW (Y (u, x0)v, x2)w〉
= Reszz
−1x−11 δ
(
x2(1 + z)
x1
)
〈w∗, YW (Y (u, log(1 + z))v, x2)w〉.
Claim 3: For u, v ∈ V, w∗ ∈ U∗, w ∈ U ,
(zx2)
−1δ
(
x1 − x2
zx2
)
〈w∗, YW (u, x1)YW (v, x2)w〉
−(zx2)
−1δ
(
x2 − x1
−zx2
) r∑
i=1
〈w∗, YW (v
(i), x2)YW (u
(i), x1)w〉
= x−11 δ
(
x2(1 + z)
x1
)
〈w∗, YW (Y (u, log(1 + z))v, x2)w〉, (3.27)
where u(i), v(i) ∈ V , i = 1, . . . , r, are given as before.
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Notice that (3.27) is equivalent to
(x1 − x2)
n〈w∗, YW (u, x1)YW (v, x2)w〉
−(−x2 + x1)
n
r∑
i=1
〈w∗, YW (v
(i), x2)YW (u
(i), x1)w〉
= Reszx2(zx2)
nx−11 δ
(
x2(1 + z)
x1
)
〈w∗, YW (Y (u, log(1 + z))v, x2)w〉 (3.28)
for every n ∈ Z. For n ≥ 0, this follows from the commutation relation (3.2) as
M˜(U) is a U˜(V )-module. Claim 2 asserts that it is true for n = −1. We then use
induction to show that it is true for all negative integers n. The induction goes as
follows: Suppose that n is a negative integer such that (3.28) holds. Applying x1
∂
∂x1
to (3.28), by using the fact that (x d
dx
)YW (u, x) = YW (Du, x) we get
nx1(x1 − x2)
n−1〈w∗, YW (u, x1)YW (v, x2)w〉
+(x1 − x2)
n〈w∗, YW (Du, x1)YW (v, x2)w〉
−
r∑
i=1
nx1(−x2 + x1)
n−1〈w∗, YW (v
(i), x2)YW (u
(i), x1)w〉
−
r∑
i=1
(−x2 + x1)
n〈w∗, YW (v
(i), x2)YW (Du
(i), x1)w〉
= x1
∂
∂x1
Reszx2(zx2)
nx−11 δ
(
x2(1 + z)
x1
)
〈w∗, YW (Y (u, log(1 + z))v, x2)w〉
= −Resz(zx2)
n
(
∂
∂z
δ
(
x2(1 + z)
x1
))
〈w∗, YW (Y (u, log(1 + z))v, x2)w〉
= Resznx2(zx2)
n−1δ
(
x2(1 + z)
x1
)
〈w∗, YW (Y (u, log(1 + z))v, x2)w〉
+Resz(zx2)
nδ
(
x2(1 + z)
x1
)
∂
∂z
〈w∗, YW (Y (u, log(1 + z))v, x2)w〉
= Resznx2(zx2)
n−1δ
(
x2(1 + z)
x1
)
〈w∗, YW (Y (u, log(1 + z))v, x2)w〉
+Resz(zx2)
nδ
(
x2(1 + z)
x1
)
1
1 + z
〈w∗, YW (Y (Du, log(1 + z))v, x2)w〉
= Resznx2(zx2)
n−1δ
(
x2(1 + z)
x1
)
〈w∗, YW (Y (u, log(1 + z))v, x2)w〉
+Reszx2(zx2)
nx−11 δ
(
x2(1 + z)
x1
)
〈w∗, YW (Y (Du, log(1 + z))v, x2)w〉. (3.29)
Then it can be readily seen that the case for n− 1 is also true.
Claim 4: (3.27) holds for u, v ∈ V, w∗ ∈ U∗, and for all w ∈ M˜(U).
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Notice that M˜(U) is generated from U by operators a[m] for a ∈ V, m < 0.
Suppose w ∈ M˜(U) such that (3.27) holds for u, v ∈ V, w∗ ∈ U∗. Let a ∈ V , m ∈ Z
with m < 0. We have
〈w∗, YW (u, x1)YW (v, x2)a[m]w〉
= 〈w∗, a[m]YW (u, x1)YW (v, x2)w〉 −
∑
j≥0
mj
j!
xm1 〈w
∗, YW (aju, x1)YW (v, x2)w〉
−
∑
j≥0
mj
j!
xm2 〈w
∗, YW (u, x1)YW (ajv, x2)w〉
= −
∑
j≥0
mj
j!
xm1 〈w
∗, YW (aju, x1)YW (v, x2)w〉
−
∑
j≥0
mj
j!
xm2 〈w
∗, YW (u, x1)YW (ajv, x2)w〉,
〈w∗, YW (Y (u, log(1 + z))v, x2)a[m]w〉
= 〈w∗, a[m]YW (Y (u, log(1 + z))v, x2)w〉
−
∑
j≥0
mj
j!
xm2 〈w
∗, YW (ajY (u, log(1 + z))v, x2)w〉
= −
∑
j≥0
mj
j!
xm2 〈w
∗, YW (Y (u, log(1 + z))ajv, x2)w〉
−
∑
i,j≥0
mj
j!
xm2
(
j
i
)
(log(1 + z))j−i〈w∗, YW (Y (aiu, log(1 + z))v, x2)w〉
= −
∑
j≥0
mj
j!
xm2 〈w
∗, YW (Y (u, log(1 + z))ajv, x2)w〉
−
∑
i≥0
mi
i!
xm2 (1 + z)
m〈w∗, YW (Y (aiu, log(1 + z))v, x2)w〉,
noticing that∑
j≥0
mj
j!
xm2
(
j
i
)
(log(1 + z))j−i =
∑
j≥i
mi
i!
xm2
1
(j − i)!
(m log(1 + z))j−i
=
mi
i!
xm2 (1 + z)
m.
It can be readily seen that (3.27) holds with a[m]w in place of w.
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Claim 5: For u, v ∈ V , w∗ ∈ U∗, w ∈ M˜(U) and for all X ∈ U˜(V ),
(zx2)
−1δ
(
x1 − x2
zx2
)
〈w∗, X · YW (u, x1)YW (v, x2)w〉
−(zx2)
−1δ
(
x2 − x1
−zx2
) r∑
i=1
〈w∗, X · YW (v
(i), x2)YW (u
(i), x1)w〉
= x−11 δ
(
x2(1 + z)
x1
)
〈w∗, X · YW (Y (u, log(1 + z))v, x2)w〉, (3.30)
where u(i), v(i) ∈ V , i = 1, . . . , r, are given as before.
Let X ∈ U˜(V ) be such that (3.30) holds. Let a ∈ V, m ∈ Z. Consider
〈w∗, Xa[m]YW (u, x1)YW (v, x2)w〉,
〈w∗, Xa[m]YW (v, x2)YW (u, x1)w〉,
〈w∗, Xa[m]YW (Y (u, log(1 + z))v, x2)w〉.
From the proof of Claim 4, we see that (3.30) holds with Xa[m] in place of X . It
then follows from induction.
It is straightforward to show that if U is an irreducible A˜(V )-module, then L(U)
is an irreducible N-graded φ-coordinated V -module.
Recall that every φ-coordinated V -module is naturally a U˜(V )-module. Let J
be the U˜(V )-submodule of of M˜(U), generated by the relation
(xz)−1δ
(
x1 − x
xz
)
Y˜ (u, x1)Y˜ (v, x)w
−(xz)−1δ
(
x− x1
−xz
) r∑
i=1
Y˜ (v(i), x)Y˜ (u(i), x1)w
= x−11 δ
(
x(1 + z)
x1
)
Y˜ (Y (u, log(1 + z))v, x)w (3.31)
for u, v ∈ V, w ∈ U ⊂ M˜(U), where Y˜ (u, x) =
∑
n∈Z u[n]x
−n ∈ U˜(V )[[x, x−1]]. It
can be readily seen that J is a graded U˜(V )-submodule of M˜(U). Then we define
M(U) = M˜(U)/J, (3.32)
an N-graded U˜(V )-module.
Proposition 3.7. Let U be an A˜(V )-module. Then M(U) is an N-graded φ-
coordinated V -module with M(U)[0] = U . Furthermore, for any φ-coordinated V -
moduleW and for any Aφ(V )-module homomorphism π0 : U → Ω(W ), there exists a
homomorphism π : M(U)→W of φ-coordinated V -modules, extending π0 uniquely.
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Proof. Recall that L(U) is an N-graded φ-coordinated V -module with L(U)[0] = U .
From the construction, L(U) as a U˜(V )-module is a homomorphism image of M˜(U).
Then it follows that M(U)[0] = U . From definition, (3.31) holds for u, v ∈ V and
for w ∈ U ⊂ M(U). It follows from the proof for Claim 4 in the proof of Theorem
3.6 that (3.31) holds for u, v ∈ V and for all w ∈M(U). Then M(U) is an N-graded
φ-coordinated V -module. The furthermore-assertion is clear.
4 Rationality, regularity, and fusion rules for ver-
tex operator algebras
In this section, we study the dependence of rationality, regularity, and fusion rule
on the choice of a conformal vector for vertex operator algebras. As the main result,
we show that all of these are independent of the choice of a conformal vector.
First, define a conformal vertex algebra (c.f. [HLZ]) to be a vertex algebra V
equipped with a conformal vector ω in the sense that ω is a vector of V such that
[L(m), L(n)] = (m− n)L(m+ n) +
1
12
(m3 −m)δm+n,0c (4.1)
for m,n ∈ Z, where Y (ω, x) =
∑
n∈Z L(n)x
−n−2, c ∈ C, and such that L(−1) = D,
L(0) is semi-simple, and L(n) for n ≥ 1 are locally nilpotent. (Recall that D is the
linear operator on V defined by Dv = v−21 for v ∈ V .) Thus
[L(−1), Y (v, x)] = Y (L(−1)v, x) =
d
dx
Y (v, x) for v ∈ V. (4.2)
The eigenvalues of L(0) on V are called the conformal weights. To emphasize the
dependence on the conformal vector, we shall also denote a conformal vertex algebra
by a pair (V, ω),
Note that here we do not assume that a conformal vertex algebra has only in-
teger conformal weights. On the other hand, by a conformal vector ω with integer
conformal weights, we mean that all conformal weights are integers.
Recall (see [FLM], [FHL]) that a vertex operator algebra is a vertex algebra V
equipped with a conformal vector ω with integer conformal weights such that
V(n) = 0 for n sufficiently negative
and dimV(n) <∞ for all n ∈ Z, where V(n) = {v ∈ V | L(0)v = nv}.
Let V be a vertex operator algebra. A module for V viewed as a vertex algebra
is called a weak V -module. A V -module is a weak V -module W such that W =
⊕λ∈CW(λ), dimW(λ) < ∞ for all λ ∈ C, and for any λ ∈ C, W(λ+n) = 0 for
sufficiently negative integers n, where W(λ) = {w ∈ W | L(0)w = λw}.
A Z-graded weak V -module is a weak V -module W together with a Z-grading
W = ⊕n∈ZW (n) such that
vmW (n) ⊂W (n+ wtv −m− 1) (4.3)
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for homogeneous vector v ∈ V and for m,n ∈ Z. A Z-graded weak V -module
W = ⊕n∈ZW (n) with W (n) = 0 for n < 0 is called an N-graded weak V -module. A
weak V -module W is said to be admissible if there exists an N-grading with which
W becomes an N-graded weak V -module. An admissible weak V -module is also
called an N-gradable weak V -module in literature. Two Z-graded weak V -modules
Wi = ⊕n∈ZWi(n) for i = 1, 2 are said to be equivalent if there exists an isomorphism
ψ :W1 →W2 of weak V -modules such that ψ(W1(n)) =W2(n+k) for n ∈ N, where
k is a fixed integer. Then any nonzero admissible weak V -module is equivalent to
an N-graded weak V -module W = ⊕n∈NW (n) with W (0) 6= 0.
The following result was due to Zhu (see [Z1]):
Lemma 4.1. Let V be a vertex operator algebra and let W = ⊕n∈NW (n) be an
irreducible N-graded weak V -module with W (0) 6= 0. Then W = ⊕n∈NW(λ+n) for
some λ ∈ C, where W(λ+n) = {w ∈ W | L(0)w = (λ+ n)w}.
A vertex operator algebra V is said to be rational (see [DLM2]; cf. [Z1]) if
every admissible weak module (namely N-gradable weak V -module) is completely
reducible. V is said to be regular (see [DLM1]) if every weak V -module is a direct
sum of irreducible (ordinary) V -modules.
A vertex algebra V is said to be C2-cofinite if dimV/C2(V ) < ∞, where C2(V )
is the linear span of u−2v for u, v ∈ V (see [Z1]). It was proved in [Li2] that
every regular vertex operator algebra V is C2-cofinite (and rational from definition).
Abe, Buhl and Dong in [ABD] proved that the converse also holds, i.e., if a vertex
operator algebra V is rational and C2-cofinite, then it is regular. On the other hand,
Dong and Yu (see [DY]) proved that a vertex operator algebra V is regular if every
Z-graded weak V -module is completely reducible.
Let V be a vertex operator algebra and let n be a nonnegative integer. Following
[DLM3] (page 63), define a binary operation ∗n on V by
u ∗n v =
n∑
k=0
(−1)k
(
n+ k
n
)
ResxY (u, x)v
(1 + x)wtu+n
xn+k+1
(4.4)
for u, v ∈ V with u homogeneous. Denote by On(V ) the subspace of V , linearly
spanned by (L(−1) + L(0))V and by
u ◦n v = Resx
(1 + x)wtu+n
x2n+2
Y (u, x)v (4.5)
for u, v ∈ V with u homogeneous. The following was proved therein:
Proposition 4.2. The subspace On(V ) is a two-sided ideal of the non-associative
algebra (V, ∗n) and the quotient algebra V/On(V ), denoted by An(V ), is an asso-
ciative algebra where 1 + On(V ) is an identity element and ω + On(V ) is a central
element denoted bar ω¯. Furthermore, An(V ) admits an anti-automorphism φ given
by φ(v) = eL(1)(−1)L(0)v for v ∈ V .
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Let (W,YW ) be a weak V -module and let n ∈ N. Following [DLM3], set
Ωn(W ) = {w ∈ W | x
nYW (x
L(0)v, x)w ∈ W [[x]] for v ∈ V }. (4.6)
It was proved in [DLM3] that Ωn(W ) is an An(V )-module with v acting as vwtv−1 for
homogeneous v ∈ V . Suppose thatW = ⊕n∈NW (n) is an N-graded weak V -module.
Then Ωn(W ) ⊃ ⊕
n
i=0W (i), which is a direct sum of An(V )-modules. Furthermore,
if W is irreducible with W (0) 6= 0, then for each 0 ≤ i ≤ n, W (i) is either zero
or an irreducible An(V )-module, and W (0), . . . ,W (n) as An(V )-modules are non-
isomorphic.
The following was also obtained in [DLM3] (Theorems 4.10 and 4.11):
Theorem 4.3. A vertex operator algebra V is rational if and only if An(V ) for all
n ∈ N are finite-dimensional and semi-simple.
It was also shown that On+1(V ) ⊂ On(V ) for n ∈ N and the natural map
πn : An+1(V )→ An(V )
is an algebra epimorphism.
Here, we have:
Theorem 4.4. Let (V, ω) be a vertex operator algebra. Suppose that ω′ is a confor-
mal vector of V with integer conformal weights. Then there exists a linear isomor-
phism Ψω,ω′ : V → V such that for each n ∈ N, Ψω,ω′(On(V, ω)) = On(V, ω
′) and
the induced linear map
Ψ
(n)
ω,ω′ : An(V, ω)→ An(V, ω
′) (4.7)
is an algebra isomorphism. Furthermore, if (V, ω) is rational and if (V, ω′) is a
vertex operator algebra, then (V, ω′) is also rational. On the other hand, if (V, ω) is
regular, then (V, ω′) is a vertex operator algebra and it is regular.
Proof. For a general conformal vertex algebra U of central charge c, Zhu (see [Z1])
proved that there is a new conformal vertex algebra structure on U with the vertex
operator map Y [·, x] defined by
Y [u, x] = Y (exL(0)u, ex − 1) for u ∈ U
and with 1 as the vacuum vector and ω˜ = ω − 1
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c1 as the conformal vector. We
denote this new conformal vertex algebra by exp(U, ω). It was proved by Zhu and
Huang (see [Z1], [H3]) that for any vertex operator algebra (V, ω), exp(V, ω) is
isomorphic to (V, ω).
Let n be any nonnegative integer. Recall from [DLM3] that for u, v ∈ V with u
homogeneous, we have
u ∗n v =
n∑
k=0
(−1)k
(
n+ k
n
)
ResxY (u, x)v
(1 + x)wtu+n
xn+k+1
,
u ◦n v = Resx
(1 + x)wtu+n
x2n+2
Y (u, x)v.
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By changing variable x = ez − 1 we get
u ∗n v =
n∑
k=0
(−1)k
(
n+ k
n
)
ReszY (u, e
z − 1)v
ez(wtu+n+1)
(ez − 1)n+k+1
=
n∑
k=0
(−1)k
(
n+ k
n
)
ReszY (e
zL(0)u, ez − 1)v
ez(n+1)
(ez − 1)n+k+1
= Resz
(
n∑
k=0
(
−n− 1
k
)
ez(n+1)
(ez − 1)n+k+1
)
Y (ezL(0)u, ez − 1)v
= Reszfn(z)Y (e
zL(0)u, ez − 1)v
and
u ◦n v = Resz
ez(n+1)
(ez − 1)2n+2
Y (zzL(0)u, ez − 1)v.
On the other hand, from [Z1] we have L[−1] = L(−1) + L(0). It then follows from
Definition 2.16 that
An(V, ω) = A˜n(exp(V, ω)). (4.8)
At the same time, this also proves that An(V, ω
′) = A˜n(exp(V, ω
′)). As exp(V, ω)
and exp(V, ω′) are both isomorphic to V as a vertex algebra, there is a linear au-
tomorphism Ψω,ω′ of V , which is a vertex algebra isomorphism from exp(V, ω) to
exp(V, ω′). Then Ψω,ω′ gives rise to an algebra isomorphism
Ψ
(n)
ω,ω′ : A˜n(exp(V, ω))→ A˜n(exp(V, ω
′))
for every n ∈ N. Consequently, we have An(V, ω) ≃ An(V, ω
′) for n ∈ N. If (V, ω′) is
a vertex operator algebra, it then follows immediately from Theorem 4.3 that (V, ω′)
is rational if and only if (V, ω) is rational.
Suppose that (V, ω) is regular. From definition, each irreducible weak mod-
ule is a (V, ω)-module and there are finitely many irreducible weak modules up to
isomorphism. By Theorem 4.3, An(V, ω) for n ∈ N are all finite-dimensional and
semisimple. Let W1, . . . ,Wr be a complete set of isomorphism-equivalence class rep-
resentatives of irreducible weak V -modules, which are irreducible (V, ω)-modules.
From Zhu’s 1-1 correspondence, A(V, ω) has exactly r irreducible modules up to
isomorphism, so does A(V, ω′) as A(V, ω′) ≃ A(V, ω). This implies that there are r
irreducible N-graded weak (V, ω′)-modules M1, . . . ,Mr up to to equivalence. These
are (V, ω′)-modules since dimAn(V, ω
′) = dimAn(V, ω) <∞ for all n ∈ N. In partic-
ular, these are non-isomorphic irreducible weak V -modules. Thus M1, . . . ,Mr also
form a complete set of isomorphism-equivalence class representatives of irreducible
weak V -modules. Consequently, W1, . . . ,Wr are also (V, ω
′)-modules. Note that
V as a (V, ω)-module is isomorphic to a finite direct sum of some M1, . . . ,Mr. It
then follows that V is also a (V, ω′)-module. Therefore, (V, ω′) is a vertex operator
algebra. The regularity assertion is clear.
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Remark 4.5. Here, we show that it is possible that for a vertex operator algebra V ,
there exists a conformal vector ω′ with integer conformal weights such that (V, ω′)
is not a vertex operator algebra. Let g be a finite-dimensional simple Lie algebra
and let ℓ ∈ C with ℓ 6= −h∨ where h∨ is the dual coxeter number of g. We have
a simple vertex operator algebra Lgˆ(ℓ, 0) where the conformal vector ω is obtained
through the Segal-Sugawara construction. Let h be an ad-semisimple element of g
with integer eigenvalues. Set
ωh = ω − h(−2)1 = ω − L(−1)h ∈ Lgˆ(ℓ, 0)(2). (4.9)
It is known that ωh is a conformal vector with integer conformal weights, where
Lh(n) = L(n) + (n+ 1)h(n) for n ∈ Z.
In particular, we have Lh(−1) = L(−1) and Lh(0) = L(0) + h(0). Consider the
special case with g = sl(2,C) and with h taken to be the standard Cartan element.
Set ω′ = ωh. The L
′(0)-conformal weights of e, f, h are
wt′e = 3, wt′f = −1, wt′h = 0.
Assume ℓ /∈ N. Note that the subalgebra of ŝl2 spanned by f−1, e1, h(0) + k is
isomorphic to sl(2,C) and e11 = 0, (h(0)+k)1 = ℓ1. It follows that (f−1)
k1 6= 0 for
all k ∈ N. As wt′(f−1)
k1 = −k, we have that Lgˆ(ℓ, 0)(−k) 6= 0 for all k ∈ N. Thus
(Lgˆ(ℓ, 0), ω
′) is not a vertex operator algebra.
Next, we discuss fusion rules. Let (V, ω) be a conformal vertex algebra and
let W1,W2,W3 be weak V -modules. An intertwining operator of type
(
W3
W1W2
)
(see
[FHL]) is a linear map
I(·, x) : W1 → (Hom(W2,W3)) {x}
w1 7→ I(w1, x) =
∑
α∈C
(w1)αx
−α−1 (where (w1)α ∈ Hom(W2,W3)),
satisfying the conditions that for w1 ∈ W1, w2 ∈ W2, α ∈ C,
(w1)α+nw2 = 0 for sufficiently large integers n,
x−10 δ
(
x1 − x2
x0
)
Y (v, x1)I(w1, x2)w2 − x
−1
0 δ
(
x2 − x1
−x0
)
I(w1, x2)Y (v, x1)w2
= x−12 δ
(
x1 − x0
x2
)
I(Y (v, x0)w1, x2)w2 (4.10)
for v ∈ V, w1 ∈ W1, w2 ∈ W2, and that
I(L(−1)w1, x) =
d
dx
I(w1, x) for w1 ∈ W1. (4.11)
32
Define a lowest weight weak V -module to be a weak V -module W on which
L(0) acts semi-simply such that W = ⊕n∈NW(λ+n) for some λ ∈ C and W(λ) is an
irreducible A(V, ω)-module which generates W as a weak V -module. Note that if
V is of countable dimension, then from Lemma 4.1 every irreducible N-graded weak
V -module is a lowest weight weak V -module.
Proposition 4.6. Let (V, ω) be a vertex operator algebra and let ω′ be any conformal
vector of V , so that (V, ω′) is a conformal vertex algebra. Assume that W2,W3 are
weak (V, ω)-modules and W1 is a lowest weight weak (V, ω)-module. Then there is a
canonical isomorphism between the space of intertwining operators with respect to ω
of type
(
W3
W1W2
)
and the space of intertwining operators with respect to ω′ of the same
type.
Proof. Set a = ω − ω′ ∈ V . Then
a0 = ω0 − ω
′
0 = L(−1)− L
′(−1) = D −D = 0 on V.
In view of this, for any weak V -module (W,YW ) we have
[a0, YW (v, x)] = YW (a0v, x) = 0 for v ∈ V.
Let λ be the lowest L(0)-weight of W1. Then (W1)(λ) is an irreducible A(V, ω)-
module and (W1)(λ) generates W1. As [a0, YW1(ω, x)] = 0, which implies [a0, L(0)] =
0, we have a0(W1)(λ) ⊂ (W1)(λ). Notice that A(V, ω) as a quotient space of V is
of countable dimension. It then follows that a0 acts on (W1)(λ) as a scalar α ∈ C.
Since (W1)(λ) generates W1 and [a0, YW1(v, x)] = 0 for all v ∈ V , it follows that a0
acts on W1 as scalar α. That is, L(−1)− L
′(−1) = α on W1.
Now, suppose that I(·, x) is an intertwining operator of type
(
W3
W1W2
)
with respect
to conformal vector ω. From definition, we have
I(L(−1)w, x) =
d
dx
I(w, x) for w ∈ W1.
Then
e−αxI(L(−1)w, x) = e−αx
d
dx
I(w, x) =
d
dx
(
e−αxI(w, x)
)
+ αe−αxI(w, x),
which implies
e−αxI(L′(−1)w, x) =
d
dx
(
e−αxI(w, x)
)
. (4.12)
It can be readily seen that e−αxI(·, x) also satisfies the Jacobi identity, so it is an
intertwining operator with respect to conformal vector ω′. From this argument we
also see that if I ′(·, x) is an intertwining operator with respect to conformal vector ω′,
then eαxI ′(·, x) is an intertwining operator with respect to ω. Now, the isomorphism
assertion follows.
Remark 4.7. We note that if W1,W2,W3 are (V, ω)-modules and (V, ω
′)-modules
as well, the assertion of Proposition 4.6 also follows from a theorem of [HL] in terms
of intertwining maps.
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