§1. Introduction
The use of unfold/fold transformation in synthesis of logic programs has been realized as early as 1977 [11, 23] and a framework for this transformation was proposed in 1984 by Tamaki and Sato [44] . Later, the relationship between unfold/fold transformation and partial deduction has been studied, indicating that unfold/fold transformation can also be used for program specialization and optimization [28, 43] . The primary requisite of an unfold/fold transformation system is its correctness: it should preserve the meaning of the original program, i.e., the original and transformed programs should be equivalent wrt the chosen semantics.
programs can be applied to extended logic programs, without any modification. Addressing the correctness of the transformation of extended logic programs, we again exploit the relationship among various semantics of extended logic programs, and observe that the framework preserves answer set semantics [21] , generalized well-founded semantics [18] , and argumentation semantics [14] of extended logic programs.
The rest of the paper is organized as follows: In section 2, we review the basic unfold/fold transformation system proposed by Tamaki and Sato and extended by Seki, Maher, and Gardner & Shepherdson. The concepts of semantic kernel of a normal logic program, with an important theorem showing how the semantic kernel is related to various other semantics, are provided in section 3. The unfold/fold transformation is then shown to preserve the semantic kernel in section 4, where we obtain various correctness results as corollaries. Section 5 is devoted to study how unfold/fold transformation of section 2 can be applied to extended logic programs. Finally, section 6 concludes the paper with some remarks.
Throughout this paper, we assume the reader's familiarity with basic notions of logic programming as provided in [e.g. 30] . We also assume that the reader is familiar with various nonmonotonic semantics of logic programs such as preferred extension semantics [12] , regular model semantics [47] , stable theory semantics [25] , and partial stable models [39] . In the sequel, we represent variables by X,Y,Z; atoms by A,B,H; sequences of literals by K, L; clauses by C,D,F; substitutions by θ,γ; and programs by P,Q. All these symbols may be subscripted and/or primed as necessary.
§2. Unfold/fold transformation
The unfold/fold transformation framework described below, was originally proposed by Tamaki and Sato for definite programs and later extended for normal programs by various researchers like Seki, Maher, Gardner & Shepherdson, and others. In fact, the transformation system of [19, 31, 32, 33] slightly differs from that of [41, 42, 43, 44] in the definition of folding, and in this paper we consider the correctness of both the systems. In the sequel, we provide the basic notions of unfold/fold transformation, taken from [19, 31, 32, 33, 41, 42, 43, 44] , and the interested readers are referred to these references for more information and examples.
Definition 2.1 (Initial Program
). An initial program P 0 is a normal logic program satisfying the following conditions: (I1) P 0 is divided into two disjoint sets of clauses, P new and P old . The predicates defined in P new are called new predicates, while those defined in P old are called old predicates. (I2) The new predicates appear neither in P old nor in the bodies of the clauses in P new .
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Definition 2.2 (Unfolding). Let P i be a normal program and C a clause in P i of the form: H ← A,L.
Suppose that C 1 ,...,C k are all the clauses in P i such that C j is of the form: A j ← K j and A j is unifiable with A, by an mgu θ j for each j (1 ≤ j ≤ k). Let C j ' (1 ≤ j ≤ k) be the result of applying θ j after replacing A in C with the body of C j , namely, C j '=Hθ j ← K j θ j ,Lθ j . Then P i+1 = (P i -{C}) ∪ {C 1 ',...,C k '}. C is called the unfolded clause and C 1 ,...,C k are called the unfolding clauses. A is called the selected atom (in unfolding).
As mentioned earlier, there are two ways to fold a clause in a program. In the sequel, the folding of [41, 42, 43, 44] is referred to as TSS-folding and that of [19, 31, 32, 33] is referred to as MGS-folding. These two operations differ in where the folding clause is coming from. In this paper, we consider the correctness of both these folding operations and in the sequel, we simply write folding when we do not want to differentiate between these two operations.
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Definition 2.5 (Transformation Sequence). Let P 0 be an initial program and P i+1 (i ≥ 0) a program obtained from P i by applying either unfolding or folding. Then, the sequence of programs P 0 ,P 1 ,...,P N is called a transformation sequence starting from P 0 .
Various correctness results have been obtained so far, for the unfold/fold transformation system described above. Initially, Tamaki and Sato showed that this transformation is correct for definite programs wrt least Herbrand model semantics [44] . Later Kawamura and Kanamori obtained a stronger result for definite programs in [27] , stating that the set of all computed answer substitutions 2 of definite programs are preserved by this transformation. In [31] , Maher showed that the transformation system with MGS-folding also preserves the least Herbrand model semantics. For normal programs, correctness of unfold/fold transformation (with MGS-folding) has been shown wrt Clark's completion semantics in [19, 33] , perfect model semantics in [33, 42] , stable model semantics in [32, 41] and wellfounded model semantics in [43] . These previous correctness results are summarized by the following theorem.
Theorem 2.1 (Previous correctness results)
(A) The least Herbrand model of any program P i in a transformation sequence starting from initial definite program P o , is identical to that of P 0 [31, 44] . (B) The set of all computed answer substitutions of any program P i in a transformation sequence starting from initial definite program P 0 , is identical to that of P 0 [27] . (C) The Clark's completion semantics of any program P i in a transformation sequence (that does not use TSS-folding and no rule unfolds itself) starting from initial normal program P 0 , is identical to that of P 0 [19, 33] . (D) The perfect model semantics of any program P i in a transformation sequence starting from initial stratified program P 0 , is identical to that of P 0 [33, 42] . (E) The stable model semantics of any program P i in a transformation sequence starting from initial normal program P 0 , is identical to that of P 0 [32, 41] . (F) The well-founded model semantics of any normal program P i in a transformation sequence starting from initial normal program P 0 , is identical to that of P 0 [43] .
§3. Semantic Kernel of a normal program
In this section, we review the concepts of semantic kernel and show how it is related to other semantics of normal logic programs. To capture the intended meaning of a normal logic program in a more natural way, in [16, 17] Dung et. al. defined the semantic kernel 3 of a normal program. The idea starts with the concept of a quasi-interpretation, which is formally defined below.
Definition 3.1 (Quasi-interpretation).
A quasi-interpretation I is a set of ground program clauses of the form, A ← not B 1 , ... , not B n n ≥ 0, where A, B i are ground atoms. The set of quasiinterpretation is denoted by QI. It is clear that QI is a complete lattice wrt set inclusion.
Definition 3.2
Let C be a ground clause A ← not B 1 , ... ,not B n , A 1 , ... ,A m n ≥ 0, m ≥ 0 and let C i be ground clauses
.., K m C is said to be the generating clause for T C (C 1 ,...,C m ).
Definition 3.3 The transformation
4 S P on quasi-interpretations is defined as follows:
..,C m ) C ∈ G P and C i ∈ I, 1 ≤ i ≤ m } where G P stands for the set of all ground instantiations of every clause of P.
Lemma 3.1 S P is ω-continuous.
Definition 3.4 (Semantic Kernel)
. Let SK n (P) = S p n (φ). Now the least fixed point of S p is given by SK(P) = {SK n (P) n ≥ 1}. SK(P) is called as the semantic kernel of P.
We now come to the important question of how the semantic kernel of a normal logic program is related to various other semantics proposed in the literature so far. We formally present the relationship by means of the following theorem. REMARK 3.2 Preferred extension semantics was first introduced in [12] . Regular model semantics was introduced in [47] , and partial stable models in [39] . [8, 26, 48] have extensively studied the relationship among these three semantics and shown that they are equivalent. Stable theory semantics was introduced in [25] .
REMARK 3.3 In [38] , Pryzymusinski introduced stationary semantics for disjunctive and normal logic programs. In the case of normal logic programs, it coincides with the well-founded model semantics and hence preserved by unfold/fold transformation. More than that, the stationary expansions of normal programs are also preserved, and this follows from (E) and the results of [8] .
§4. Correctness of unfold/fold transformation
In this section we show that the unfold/fold transformation, as described in section 2, preserves the semantic kernel of a normal program. For the sake of clarity, we divide the proof into two parts: the first part shows that the semantic kernel of any program in a transformation sequence is contained in that of the initial program; and the second part shows that the converse is also true. The first part is divided into two cases, one for folding and another for unfolding, while the second part is already implied by a lemma in [43] .
Theorem 4.1 (Main Theorem:
Unfold/fold transformation preserves the semantic kernel). Let P 0 ,...,P N be a transformation sequence. Then the semantic kernel of any program P j (0≤j≤N) in a transformation sequence is identical to that of P 0 . PROOF This is proved by induction on j.
Base: j = 0
Obviously, SK(P 0 ) = SK(P 0 ) Induction: Assume that the lemma is true for j ≤ k. We have to show that it is true for j = k+1, i.e. SK(P 0 ) = SK(P k+1 ).
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We prove this in two parts: (1) SK(P k+1 ) ⊆ SK(P 0 ) and (2) SK(P 0 ) ⊆ SK(P k+1 ) PART (1): SK(P k+1 ) ⊆ SK(P 0 ) Since SK(P 0 ) = SK(P k ) (from the induction assumption), the required result follows from showing SK(P k+1 ) ⊆ SK(P k ). There are two cases to consider, reflecting the fact that P k+1 may be obtained from P k by folding or unfolding operation.
CASE A: P k+1 is obtained by folding operation This case is proved by showing the following proposition ∀i : If C ∈ SK i (P k+1 ) then C ∈ SK(P k ) This proposition is proved by induction on i.
Base: i=0
The proposition follows obviously, since SK 0 (P k+1 ) = φ.
Induction: Assuming that the proposition is true for i ≤ I, we have to show that it holds when i = I+1. (where I is a natural number) C ∈ SK I+1 (P k+1 ). We have to show that C ∈ SK(P k ). Let C' be the generating clause of C, and let it be of the form H ← B 1 ,...,B n ,not B' 1 ,...,not B' m . Let C' be a ground instantiation of C'' ∈ P k+1 . Case (i) : C'' ∈ P k C ∈ SK I+1 (P k+1 ). Hence, ∀B r (1≤r≤n) : ∃D r ∈ SK I (P k+1 ) s.t. C = T C' (D 1 ,...,D n ). From the inner induction assumption, we have that ∀r (1≤r≤n): D r ∈ SK(P k ). Since C'' ∈ P k , it follows that C ∈ SK(P k ).
(P k+1 ). Hence, ∀B r (1≤r≤n) : ∃D r ∈ SK I (P k+1 ) s.t. C = T C' (D 1 ,...,D n ). From the inner induction assumption, we have that ∀r (1≤r≤n) : D r ∈ SK(P k ). From the outer induction assumption, it follows that ∀r (1≤r≤n) : D r ∈ SK(P 0 ). In this case (CASE A), C'' ∈ P k+1 is the result of folding. Let us consider TSS-folding first.
Let F ∈ P k be the folded clause and D ∈ P new be the folding clause. Further let C'' be of the form, H ← Bθ, K'; D be of the form, B ← K; and F be of the form, H ← Kθ, K'. Let C' = C''γ, where γ is a ground instantiation. Without any loss of generality, we can assume that head(D 1 ) = Bθγ. From the fact that D 1 ∈ SK(P 0 ) and D is the only clause in P new (hence also the only clause in P 0 ) whose head unifies with Bθ, it follows that: ∃C 11 ,...,C 1m ∈ SK(P 0 ) s.t. D 1 = T Dθγ (C 11 ,...,C 1m ). From the outer induction assumption, it also follows that C 11 ,...,C 1m ∈ SK(P k ). From the conditions of folding, we have that C = T Fγ (C 11 ,...,C 1m ,D 2 ,...,D n ). Since all these clauses C 11 ,..., C 1m , D 2 , ...,D n are present in SK(P k ), it follows that C ∈ SK(P k ).
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The proof is very much similar, in case C'' is obtained by MGS-folding. Let F ∈ P k be the folded clause and D ∈ P k be the folding clause. Further let C'' be of the form, H ← Bθ, K'; D be of the form, B ← K; and F be of the form, H ← Kθ, K'. Let C' = C''γ, where γ is a ground instantiation. Without any loss of generality, we can assume that head(D 1 ) = Bθγ. From the fact that D 1 ∈ SK(P k ) and D is the only clause in P k whose head unifies with Bθ, it follows that: ∃C 11 ,...,C 1m ∈ SK(P k ) s.t. D 1 = T Dθγ (C 11 ,...,C 1m ). From the conditions of folding, we have that C = T Fγ (C 11 ,...,C 1m ,D 2 ,...,D n ). Since all these clauses C 11 ,..., C 1m , D 2 , ...,D n are present in SK(P k ), it follows that C ∈ SK(P k ).
CASE B: P k+1 is obtained by an unfolding operation
The case is proved by showing the following proposition: ∀i: If C ∈ SK i (P k+1 ) then C ∈ SK(P k ) The above proposition is proved by induction on i.
Base: i=0
The proposition follows obviously, since SK 0 (P k+1 ) = φ Induction: Assuming that the proposition is true for every i≤I, we have to show that it holds for i=I+1. (where I is a natural number)
(P k+1 ). We have to show that C ∈ SK(P k ).
Let C' be the generating clause of C, and let it be of the form H ← B 1 ,...,B n ,not B' 1 ,...,not B' m . Let C' be a ground instantiation of C'' ∈ P k+1 .
Case (i) : C'' ∈ P k C ∈ SK I+1 (P k+1 ). Hence ∀B r (1≤r≤n) : ∃D r ∈ SK I (P k+1 ) s.t. C = T C' (D 1 ,...,D n ). From the inner induction assumption, we have that ∀r (1≤r≤n) : D r ∈ SK(P k ). Since C'' ∈ P k , it follows that C ∈ SK(P k )
(P k+1 ). Hence, ∀B r (1≤r≤n): ∃D r ∈ SK I (P k+1 ) s.t. C = T C' (D 1 ,...,D n ). From the inner induction assumption, we have that, ∀r (1≤r≤n): D r ∈ SK(P k ). Since C'' ∉ P k , it is clear that it is the result of unfolding. From the definition of unfolding, it is clear that there exists a clause C U in P k , unfolding which by a C K in P k , results in C'' in P k+1 . Now, there exists a ground instantiation of C U of the form H ← B 1 ,..., B q , B'', not B' 1 ,...,not B' r where B'' is a ground instantiation of the unfolded literal. There also exists a ground instantiation of C K of the form B'' ← B q+1 ,...,B n ,not B' r+1 ,..., not B' m . Now, using the fact that ∀r (1≤r≤n): D r ∈ SK(P k ), it is not difficult to see that C ∈ SK(P k ).
Page: 9/19 PART (2): SK(P 0 ) ⊆ SK(P k+1 ) This part follows from Lemma 4.2 (Preservation of P 0 -derivation lemma) of [43] . Note that this lemma holds for MGS-folding also (remark 4.2 of [43] ). REMARK 4.1 Though mentioned already, we would like to highlight the fact that the above theorem is valid irrespective of whether TSS-folding or MGS-folding is used.
The following two corollaries follow immediately from the above theorem and the theorem 3.1 of the last section. The first corollary states the results that have been obtained before in the field, while the second one presents new contributions to the field.
Corollary 4.1 (Previous results)
(A) The least Herbrand model of any definite program P i in a transformation sequence starting from an initial definite program P 0 , is identical to that of P 0 . (B) The perfect model semantics of any stratified program P i in a transformation sequence starting from an initial stratified program P 0 , is identical to that of P 0 . (C) The well-founded model semantics of any normal program P i in a transformation sequence starting from an initial normal program P 0 , is identical to that of P 0 . (D) The stable model semantics of any normal program P i in a transformation sequence starting from an initial normal program P 0 , is identical to that of P 0 .
Corollary 4.2 (New results)
(A) The preferred extension semantics of any normal program P i in a transformation sequence starting from an initial normal program P 0 , is identical to that of P 0 . (B) The regular model semantics of any normal program P i in a transformation sequence starting from an initial normal program P 0 , is identical to that of P 0 . (C) The stable theory semantics of any normal program P i in a transformation sequence starting from an initial normal program P 0 , is identical to that of P 0 . (D) The partial stable models semantics of any normal program P i in a transformation sequence starting from an initial normal program P 0 , is identical to that of P 0 . §5. Unfold/fold transformation of extended logic programs
Recognizing the lack of expressiveness of traditional logic programming, especially in dealing with incomplete information, Gelfond & Lifschitz and Kowalski & Sadri have proposed to extend logic programming with classical negation [21, 29] . Since then, various semantics and applications of extended logic programming have been reported [e.g. 1, 14, 18, 22, 24, 34] . We do not provide details of Page: 10/19 these works here and the interested readers are referred to [1, 14, 18, 21, 22, 24, 29, 34] for more information and examples.
In this section, we show that the unfold/fold transformation system of section 2, can be directly applied to the extended logic programs preserving answer set semantics of [21] which is briefly recalled in Appendix B. We also observe that generalized well-founded semantics [18] , and argumentation semantics [14] of extended logic programs are also preserved by the unfold/fold transformation. Instead of studying the correctness wrt each individual semantics, we again exploit the relationship among them. To achieve this, we first extend the notion of semantic kernel to extended logic programs and obtain a result which is very similar to that of theorem 3.1. As we show later, the preservation of semantic kernel of an extended logic program by unfold/fold transformation, follows immediately from our main theorem 4.1, and thus the required correctness results. In the sequel, the symbol "not" stands for traditional logic programming negation (i.e. negation as failure), while the classical negation is represented by "¬".
Before considering semantic kernel of an extended logic program, we formally define what we mean by extended logic program and how it can be transformed into a normal logic program. These definitions are basically from [21] . Theorem 5.1 Let P be an extended logic program and SK(P) be its semantic kernel. Then P and SK(P) have the same answer set(s). PROOF See Appendix B.
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The unfold/fold transformation can be easily carried out on an extended logic program. Consider an extended logic program P and its positive normal form P + . It is easy to see that the positive form of an initial extended program P 0 is an initial normal program satisfying the conditions of definition 2.1. This is formalized by the following lemma. 
Theorem 5.2 (Unfold/fold transformation preserves the semantic kernel of extended logic programs).
The semantic kernel of any extended program P i in an extended transformation sequence starting from an initial extended program P 0 is identical to that of P 0 . PROOF Follows immediately from the main theorem 4.1
Corollary 5.1 (Correctness result for unfold/fold transformation of logic programs).
The answer set semantics of any extended logic program P i in an extended transformation sequence starting from an initial extended program P 0 , is identical to that of P 0 .
REMARK 5.1 Various other semantics for extended logic programs have been proposed, such as generalized well-founded and argumentation semantics. It is easy to show the correctness results for unfold/fold transformation of extended logic programs wrt these semantics also. Let
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(B) P and SK(P) have the same argumentation semantics. Now, from Theorem 5.1, it follows that the generalized well-founded semantics and argumentation semantics of any extended logic program P i in an extended transformation sequence starting from an initial extended program P 0 , are, respectively, identical to those of P 0 .
§6. Concluding Remarks
In this paper, we have addressed the correctness of unfold/fold transformation of normal logic programs. Since the correctness depends on the semantics of normal programs and there are various semantics for normal programs, without any general consensus on which is the best, the trend is to show the correctness of program transformation wrt a particular semantics. In this paper, we have emphasized that a deep understanding of relationship among various semantics of normal programs, should be used to show the correctness of program transformation. In this line, we have demonstrated that to show the correctness of unfold/fold program transformation wrt various popular semantics of normal programs, it is enough to show the correctness wrt semantic kernel. This enabled us to obtain correctness results wrt most of the semantics of normal programs.
There are quite a few other semantics for logic programs based on non-Herbrand models, such as s-Semantics [7] , and non-ground stable and well-founded semantics [13, 46] . In [3] , Bossi and Cocco studied the correctness of program transformation wrt s-Semantics for definite programs, but the correctness is yet to be studied when s-Semantics is extended to normal logic programs. We believe that the methodology used in this paper could be extended (possibly using the notion of non-ground semantic kernel) to study the correctness of program transformation wrt these non-ground semantics also.
We have also shown that unfold/fold transformation can be easily extended to extended logic programming where, apart from negation as failure, classical negation is also allowed. We believe that this is an initial step to apply unfold/fold program transformation techniques to knowledge bases. We are now gaining insight into the links between semantics of normal logic programs and various nonmonotonic reasoning frameworks such as Reiter's default logic, autoepistemic logic, Pollock's inductive defeasible logic [e.g. 9,15,35], and we hope that correctness results of this paper will be useful in optimizing knowledge bases.
