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Povzetek
Naslov: Sˇtetje dogodkov s porazdeljenimi podatkovnimi tipi za dosego mocˇne
zakasnjene konsistentnosti
Sodobne spletne aplikacije se soocˇajo z vse vecˇjim obsegom spletnega pro-
meta. Ker morajo taksˇne aplikacije hraniti vedno vecˇ s tem povezanih po-
datkov, se je v zadnjih letih razvilo vecˇ pristopov k hranjenju podatkov za
razlicˇne namene. V diplomskem delu raziˇscˇemo problem sˇtetja dogodkov
in zanesljivega shranjevanja sˇtevcev v okoljih, kjer sta pomembna visoka
razpolozˇljivost in skalabilnost. Z uporabo sˇtevcev je mogocˇe resˇiti razlicˇne
probleme, ki se pojavljajo v spletnih aplikacijah. V delu s simulacijo pro-
meta primerjamo tri razlicˇne podatkovne baze, ki jih je mogocˇe uporabiti za
shranjevanje sˇtevcev, in ugotovimo, da lahko s tipi CRDT ucˇinkovito resˇimo
problem sˇtetja.
Kljucˇne besede: porazdeljeni sistemi, podatkovne baze, sˇtetje dogodkov,
CRDT, MongoDB, HBase.

Abstract
Title: Counting events with distributed data types to achieve strong even-
tual consistency
Modern web applications face an ever increasing amount of web traffic. The
requirement to store data of this traffic at an increasing rate lead to devel-
opment of a large number of database solutions for different purposes. We
explore the problem of counting events and reliably storing counters in envi-
ronments where high availability and scalability are a requirement. Counters
can be used to solve different problems in web applications. We evaluate
three different distributed database solutions that can be used to store coun-
ters by simulating network traffic and conclude that CRDT data types can
be an effective solution to the problem of counting.
Keywords: distributed systems, databases, counting events, CRDT, Mon-
goDB, HBase.

Poglavje 1
Uvod
1.1 Namen dela
Namen tega diplomskega dela je raziskati podrocˇje pristopov podatkovnih
baz k sˇtetju dogodkov v porazdeljenih sistemih z velikim obsegom zahtev.
Zanimajo nas zagotovila, ki nam jih taksˇne podatkovne baze ponujajo, in
njihov vpliv na razpolozˇljivost sistema ter pravilnost rezultata.
V delu predstavimo hipotezo, da lahko z uporabo porazdeljenih podat-
kovnih tipov CRDT zagotovimo visoko razpolozˇljivo resˇitev, ki prav tako
zagotavlja pravilnost podatkov.
1.2 Motivacija
Pri nacˇrtovanju spletnih aplikacij se pogosto srecˇujemo s problemom sˇtetja.
Zanima nas lahko sˇtevilo prikazov spletne strani, sˇtevilo sledilcev v socialnem
omrezˇju ali kolicˇina porabljenih sredstev v spletnem oglasˇevanju. Poznavanje
natancˇne kolicˇine dogodkov je pogosto kljucˇnega pomena za uspeh podjetja
na trgu. Cˇlanka [28, 27] omenjata sicer drugacˇne pristope od pristopa, opi-
sanega v tem delu za problem sˇtetja pri velikem obsegu zahtev.
V kolikor je sistem, v katerem ta problem resˇujemo, majhen, je to mogocˇe
storiti z uporabo relacijskih podatkovnih baz. Taksˇen pristop postane po-
1
2 POGLAVJE 1. UVOD
manjkljiv, ko v sistemu naraste sˇtevilo zahtev in obseg podatkov [29]. Druga
mozˇnost je pisanje v dnevniˇske datoteke ali nestrukturirano v podatkovne
baze tipa “key-value”. S tem pristopom je pisanje hitro in skalabilno, za
branje pa je podatke potrebno obdelati. Pogosto se v ta namen uporablja
pristop MapReduce.
Cˇe pa morajo biti podatki takoj dostopni za branje, je treba sproti vzdrzˇe-
vati stanje, kar v porazdeljenih sistemih pripelje do sklepanja dolocˇenih kom-
promisov. V taksˇnih sistemih posamezne enote komunicirajo med sabo preko
racˇunalniˇskih omrezˇij, ki niso vedno zanesljiva in tako ne morejo zagotavljati
enakih lastnosti pri branju in pisanju, kot jih lahko strojna oprema v samo-
stojnem racˇunalniku.
V tem diplomskem delu bomo raziskali podrocˇje resˇitev, ki omogocˇajo
skalabilno pisanje in hkrati branje v realnem cˇasu za podatkovni tip sˇtevcev.
1.3 Cilji
Cilji tega dela so ovrednotiti sisteme in pristope, ki so primerni za namen
sˇtetja dogodkov s simulacijo obremenitve v izbranih problemskih domenah.
Pristope bomo ovrednotili glede na:
• zakasnitev (cˇas, ki pretecˇe med zacˇetkom in koncem zahteve na strezˇnik),
• razpolozˇljivost (delezˇ zahtev, ki se uspesˇno obdelajo) in
• pravilnost (delezˇ uspesˇnih zahtev, za katere podatki ostanejo zapisani,
saj se lahko v nekaterih primerih zgodi, da pride do izgube podatkov).
1.4 Struktura diplomske naloge
Diplomska naloga je sestavljena iz sedmih poglavij. Po prvem, uvodnem
poglavju je v poglavju 2 predstavljena problematika sˇtetja v spletnih apli-
kacijah. V poglavju 3 obravnavamo lastnosti porazdeljenih sistemov, v po-
glavju 4 pa podatkovne tipe CRDT. V poglavju 5 sledi podroben opis podat-
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kovnih baz (Dynamo in Riak, Bigtable in HBase ter MongoDB). Poglavje 6
je namenjeno obremenitvenim preizkusom s simulacijo zahtev na strezˇnike
s podatkovnimi bazami. V tem poglavju je opisana vzpostavitev okolja za
izvedbo obremenitvenih preizkusov in rezultati. V poglavju 7 so navedene
sklepne ugotovitve.

Poglavje 2
Sˇtetje v spletnih aplikacijah
V diplomskem delu nas zanimajo porazdeljene podatkovne resˇitve, uporabne
za namen sˇtetja dogodkov. Sˇtetje je pomembno v spletnih aplikacijah z ve-
likim obsegom zahtev, sˇe posebej ko je potrebno v realnem cˇasu zagotoviti
dostop do analiticˇnih podatkov.
Sˇtetje dogodkov je enostavno v aplikacijah, kjer je obremenitev nizka in
je za shranjevanje podatkov mogocˇe uporabiti eno izmed relacijskih podat-
kovnih baz. Relacijske podatkovne baze ponujajo mocˇno konsistentonst in
atomicˇne povecˇave sˇtevcev v poljih s sˇtevilkami.
Problem pri relacijskih podatkovnih bazah nastopi, ko naraste kolicˇina
zahtev na enoto cˇasa in s tem obremenitev sistema. V tem primeru je po-
trebno zmogljivosti sistema povecˇati. Ta postopek se imenuje skaliranje [18].
Obstajata dva nacˇina skaliranja — vertikalno in horizontalno.
Vertikalno skaliranje je povecˇevanje zmogljivosti strezˇnika. To je lahko
uporaba bolj zmogljivega centralnega procesorja ali uporaba vecˇje kolicˇine
pomnilnika. Pogosto je to najprimernejˇsi nacˇin za skaliranje relacijskih po-
datkovnih baz, njegova pomanjkljivost pa je, da je najviˇsja mozˇna zmogo-
ljivost posameznega strezˇnika navzgor omejena s trenutno stopnjo razvoja
tehnologije. Prav tako z viˇsjo zmogljivostjo narasˇcˇa cena za povecˇanje zmo-
gljivosti za enako stopnjo kot pri manj zmogljivih sistemih.
Pri horizontalnem skaliranju v primerjavi z vertikalnim zgornja meja zmo-
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gljivosti ne obstaja. Pri tem nacˇinu se zmogljivost sistema povecˇuje z dodaja-
njem strezˇnikov v sistem, tako da se delo razdeli med posameznimi strezˇniki.
Ta nacˇin se pogosto uporablja v sodobnih podatkovnih centrih, kjer se za-
radi najbolj ugodne cene na enoto v strezˇnikih uporablja obicˇajna strojna
oprema (angl. commodity hardware). Relacijske podatkovne baze omogocˇajo
horizontalno skaliranje, ampak je to pogosto zelo omejeno zaradi zagotovil
ACID [19]. NoSQL podatkovne resˇitve, ki so postale zanimive z razvojem sve-
tovnega spleta, namenoma olajˇsajo nekatera zagotovila, da lahko omogocˇijo
horizontalno skalabilnost.
V delu smo se zato osredotocˇili na primerjavo porazdeljenih resˇitev. V
sodobnih spletnih aplikacijah sta pomembna skalabilnost in zakasnitev. Po-
razdeljene resˇitve so za ta namen bolj primerne.
Za primerjavo smo izbrali podatkovne baze HBase [20], Riak [21] in Mon-
goDB [22]. Te baze so med sabo po nacˇinu delovanja razlicˇne in ponujajo
razlicˇna zagotovila, kot je opisano v poglavjih 5.1, 5.2 in 5.3. Za njihovo
primerjavo pa smo se odlocˇili zaradi pogoste uporabe v industriji in zato, ker
so primerne za namen sˇtetja dogodkov.
Zanimala sta nas njihova konsistentnost in razpolozˇljivost, kot ju oprede-
ljuje izrek CAP (podrobnosti so v poglavju 3.4). Za ovrednotenje teh lastnosti
sistemov smo naredili tudi preizkuse z napakami v omrezˇju.
Poglavje 3
Porazdeljeni sistemi
3.1 Zmote pri porazdeljenem racˇunalniˇstvu
Nacˇrtovanje in implementacija porazdeljenih sistemov sta zahtevni. Zˇe pro-
gramiranje enega racˇunalnika postane zahtevnejˇse, cˇe v programu zˇelimo
uporabiti vecˇ niti, ki si delijo pomnilnik. Pri porazdeljenih sistemih prihaja
do podobnih problemov, komunikacija med racˇunalniki pa poteka preko ne-
zanesljivega omrezˇja, namesto preko deljenega pomnilnika. Peter Deutsch je
zmote, povezane s porazdeljenimi sistemi, strnil v sedem opazk [13]:
1. Omrezˇje je zanesljivo.
2. Zakasnitev je nicˇna.
3. Pasovna sˇirina je neskoncˇna.
4. Omrezˇje je varno.
5. Topologija se ne spreminja.
6. Obstaja samo en oskrbnik omrezˇja.
7. Omrezˇje je homogeno.
To so pogosto predpostavke nekoga, ki se s porazdeljenimi sistemi srecˇuje
prvicˇ.
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3.2 Tipi napak v porazdeljenih sistemih
Nacˇrtovalci porazdeljenih sistemov se morajo zavedati napak, ki se lahko po-
javijo v taksˇnih sistemih. V literaturi [16, 26] se pogosto pojavaljajo naslednji
tipi napak:
• napake v omrezˇju,
• zrusˇenje vozliˇscˇa,
• performancˇne tezˇave,
• bizantinske napake.
Napake v omrezˇju se omenjajo v kontekstu razdelitev izreka CAP, poleg
njih pa imajo lahko vozliˇscˇa performancˇne tezˇave, lahko pa pride tudi do po-
polnega zrusˇenja posameznega vozliˇscˇa. Zrusˇenje predstavlja manjˇso tezˇavo
za porazdeljene sisteme kot razdelitve v omrezˇju, saj ob njem vozliˇscˇe pre-
neha odgovarjati na zahteve. Bizantinske napake so poseben tip napak, ki se
pojavijo, ko se zacˇnejo posamezna vozliˇscˇa obnasˇati v neskladju s pravilnim
delovanjem sistema. Ponavadi porazdeljeni sistemi niso odporni na ta tip
napak, ker so algoritmi, ki jih resˇujejo kompleksni in dragi za implementa-
cijo [16].
3.3 Tipi konsistentnosti
V porazdeljenih sistemih se pogosto srecˇujemo s pojmom konsistentnosti. V
literaturi se ta beseda pogosto uporablja za sorodne, ampak ne enake pojme.
V kontekstu zagotovil ACID je konsistentnost zagotovilo, da vsaka transak-
cija povzrocˇi spremembo stanja iz enega veljavnega stanja v drugo [19]. V
tem kontekstu je pomen vezan predvsem na relacijsko shemo.
Pomen besede konsistentnost, ki se pogosteje uporablja v kontekstu po-
razdeljenih sistemov in tudi v kontekstu izreka CAP, je opredeljen s pojmom
modela konsistence. Model konsistence je zagotovilo sistema, da so operacije
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na podatkovno shrambo predvidljive, cˇe programer sledi dolocˇenim pravi-
lom [16]. V tem kontekstu se obravnava tudi konsistentnost v vecˇprocesorskih
sistemih pri dostopu do pomnilnika.
Tipe modelov konsistence v porazdeljenih sistemih je mogocˇe razdeliti
na mocˇne in sˇibke. Avtorji v [12] opisujejo najpomembnejˇse modele mocˇne
konsistence. To sta linearizabilnost (angl. linearizability) in sekvencˇna konsi-
stenca. Modeli konsistence ponavadi na podlagi enostavnih modelov opiˇsejo
delovanje sistema. Tako se pogosto analizira pisanje socˇasnih pisanj in branj
v register. Register je miˇsljen kot bralno-pisalna lokacija v pomnilniku.
Model sekvencˇne konsistentnosti zahteva, da z vidika procesov izgleda,
da so se vsa pisanja zgodila atomicˇno in da je zaporedje pisanj konsisten-
tno s tem, kar vidijo posamezni procesi, ter da je zaporedje enako na vseh
vozliˇscˇih [16].
Model linearizabilnosti sˇe dodatno zahteva, da je zaporedje pisanj konsi-
stentno z globalnim zaporedjem pisanj v resnicˇnem cˇasu.
Cˇe bi vozliˇscˇa poznala tocˇen globalni cˇas, bi bilo mogocˇe zagotoviti mocˇno
konsistentnost na enostaven nacˇin. Ker to ni mogocˇe zaradi lastnosti omrezˇja
in fizikalnih lastnosti (informacije potujejo s koncˇno hitrostjo), je potrebno
za zagotovitev te lastnosti uporabiti algoritme, ki za izpolnitev mocˇne kon-
sistentnosti zˇrtvujejo visoko razpolozˇljivost.
Modeli konsistence, ki niso mocˇni, spadajo med sˇibke. V nasˇem delu nas
zanimata predvsem model konsistence s stanjem mirovanja (angl. quiescent
consistency) in zakasnjena konsistenca (angl. eventual consistency).
Model konsistence s stanjem mirovanja zahteva, da se ohrani vrstni red
pisanj, ko so ta locˇena s poljubno dolgim stanjem mirovanja. Cˇe na primer
dva procesa zapiˇseta neko vrednost v register in sta pisanji socˇasni, nato pa
nastopi stanje mirovanja, po katerem tretji proces zapiˇse neko novo vrednost,
mora biti ob naslednjem branju vrnjena ta vrednost ali vrednost, ki je bila
zapisana kasneje. Vrstni red pri socˇasnih zapisih ni dolocˇen. To je model
konsistence, ki ga podpirajo tipi CRDT [11].
Zakasnjena konsistenca zahteva samo, da ob prenehanju pisanj v sistem
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ta po dolocˇenem cˇasu konvergira k nekemu skupnemu stanju.
3.4 Izrek CAP
Pri ovrednotenju primernosti uporabe porazdeljenih sistemov predstavlja po-
membno izhodiˇscˇe izrek CAP. O njem je (takrat samo kot o domnevi) prvi
govoril Eric A. Brewer [2], kasneje pa sta njegov dokaz objavila S. Gilbert in
N. Lynch [3].
Izrek govori o visoki razpolozˇljivosti, konsistentnosti in odpornosti na
razdelitve v omrezˇju; treh garancijah, ki jih spletne storitve lahko zagota-
vljajo. Razpolozˇljivost (angl. availability) je definirana kot sposobnost sis-
tema, da odgovori na vsako prejeto zahtevo. Ta lastnost je v sodobnih siste-
mih zazˇeljena, ker zagotavlja dobro uporabniˇsko izkusˇnjo.
Konsistentnost izrek CAP razume kot linearizabilnost. Sistem, ki izpol-
njuje zahteve linearizabilnosti, zagotavlja, da bo po poljubni operaciji pisanja
neke vrednosti vsako branje po zakljucˇeni operaciji pisanja vrnilo to ali no-
vejˇso vrednost. Taksˇen sistem je intuitiven, zaradi cˇesar je z njim lazˇje delati
med programiranjem odjemalskih aplikacij.
Tretja lastnost je odpornost na razdelitve (angl. partition tolerance). To
je sposobnost sistema, da se v primeru izpada omrezˇja obnasˇa vnaprej de-
finirano. Je ena izmed lastnosti odpornosti sistema na okvare (angl. fault
tolerance).
Izrek CAP pravi, da lahko v poljubnem porazdeljenem sistemu naenkrat
zagotovimo samo dve od teh lastnosti. A ker moramo zagotoviti odpornost na
razdelitve v sistemu, da bo delovanje sistema definirano, je potrebno skleniti
kompromis med razpolozˇljivostjo in konsistentnostjo. Do tega pride, ker je
za vzdrzˇevanje nekega stanja potrebno najmanj kvorum vozliˇscˇ v grucˇi, cˇe
zˇelimo, da je pri pisanju zagotovljena konsistentnost. V primeru razdelitve
v omrezˇju bo moral del grucˇe, ki kvoruma ne bo imel, cˇakati, da se povezave
med vozliˇscˇi obnovijo, preden bo lahko zacˇel sprejemati zahteve za pisanje.
Cˇe izberemo visoko razpolozˇljivost kot pomembnejˇso lastnost in dovolimo
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Slika 3.1: Razmerje med visoko razpolozˇljivostjo, konsistentnostjo in odpor-
nostjo na razdelitve (CAP).
pisanje tudi med razdelitvami v omrezˇju, bo na vozliˇscˇih v razlicˇnih delih
grucˇe lahko priˇslo do socˇasnega pisanja v isto polje, s cˇimer lahko izgubimo
konsistentnost, ker lahko pisanje, ki se je sicer zgodilo prej, ob obnovitvi
povezave dobi prednost in prepiˇse novejˇso (pravilno) vrednost v tem polju.
Na sliki 3.1 je prikazano razmerje med lastnostmi CAP v porazdeljenih
sistemih. Lastnosti, ki jih je mogocˇe zagotoviti, so navedene v presecˇiˇscˇih.
3.5 Replikacija v podatkovnih bazah
Nekatere podatkovne baze imajo podporo za replikacijo podatkov na vecˇ vo-
zliˇscˇih in s tem tudi podporo za skaliranje. Pri podatkovnih bazah obstajata
dva pristopa k replikaciji, nacˇin master-master in master-slave.
Pristop master-master ima vecˇ glavnih strezˇnikov. Do vsakega od teh
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strezˇnikov imajo uporabniˇske aplikacije dostop za pisanje. Za potrjevanje
transakcij se v tem primeru med strezˇniki pogosto uporablja protokol dvo-
smerne potrditve. Ta protokol ima pomanjkljivost, da ni odporen na izpade
v omrezˇju in lahko pride do zastoja, ko se transakcije ne uspejo prenesti med
strezˇniki.
Pri pristopu master-slave v sistemu obstaja samo en glavni strezˇnik za
pisanje, medtem ko se na ostale samo prenasˇajo posodobitve. Ta pristop je
primeren, cˇe je pisanje redka operacija, branje pa pogosta. Tako se lahko
obremenitev uporabniˇskih aplikacij izenacˇuje med vecˇ strezˇniki.
Poglavje 4
Podatkovni tipi CRDT
Podatkovni tipi CRDT [11] predstavljajo celovit pristop k zakasnjeni konsi-
stenci v porazdeljenem okolju. Zasnova taksˇnih tipov temelji na preprostih
formalnih pogojih, ki so zadostni za zagotavljanje zakasnjene konsistence.
Objekti tipa CRDT so porazdeljeni na vecˇ vozliˇscˇ. Vrednost objekta na
enem vozliˇscˇu se imenuje replika. Uporabniˇske aplikacije spreminjajo stanje
replike z izvajanjem operacij, ki jih tip ponuja na vmesniku. Pisanje se zgodi
v dveh korakih. Uporabniˇska aplikacija najprej izvede operacijo na poljubni
repliki, ki se imenuje izvorna replika. Nato ta replika asinhrono posreduje
spremembo stanja ostalim replikam.
V cˇlanku [11] sta opisana dva pristopa k replikaciji pri tipih CRDT. Pri
prvem se med replikami izmenjuje celotno stanje objekta. Izvorna replika
posˇlje prejemni repliki trenutno stanje. Prejemna replika nato izvede opera-
cijo zdruzˇevanja, ki sprejme kot vhodna argumenta stanje v izvorni repliki
ter stanje v prejemni repliki. Rezultat te operacije je novo stanje te pre-
jemne replike. Podatkovni tipi s taksˇnim nacˇinom replikacije se imenujejo
CvRDT, ker operacija zdruzˇevanja konvergira k enotnemu stanju med repli-
kami. Ko se izvedejo posodobitve med vsemi replikami, je v vseh zapisano
enako stanje. Primer taksˇnega nacˇina replikacije je posˇiljanje najnovejˇse vre-
dnosti sˇtevca pri podatkovnem tipu sˇtevca. Pogoj za delovanje tega nacˇina
replikacije je, da vsaka posodobitev dosezˇe vzrocˇno zgodovino vsake replike.
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To je mogocˇe dosecˇi s sistemom, ki ob nedolocˇenem cˇasu neskoncˇno pogosto
posodablja stanje med pari replik. Komunikacija med replikami mora tvoriti
povezan graf. Zahteve za kanal so pri tem nacˇinu replikacije nizke. Operacije
zdruzˇevanja so komutativne in idempotentne, kar zagotavlja pravilno koncˇno
stanje tudi ob izgubljenih in podvojenih sporocˇilih ali sporocˇilih v napacˇnem
vrstnem redu.
Drug nacˇin replikacije temelji na izmenjevanju operacij, ki so se izvedle
na podatkovnem tipu. Operacija posodabljanja vrednosti je tako razdeljena
na dve fazi. Prva faza se zgodi na izvorni repliki in se ob izpolnjenem pred-
pogoju izvede brez stranskih ucˇinkov. Taksˇni tipi CRDT se imenujejo tudi
CmRDT, ker morajo operacije biti komutativne. Primer je preverjanje, ali
element obstaja v mnozˇici pri operaciji odstranjevanja elementa. V primeru,
da ne obstaja, se druga faza ne bo zgodila. Druga faza je posodobitev stanja.
Najprej se zgodi na izvorni repliki, nato pa sˇe na vseh ostalih. Primer repli-
kacije z izmenjevanjem operacij je sˇtevec, ki se lahko povecˇuje ali zamnjˇsuje,
kjer se med vozliˇscˇi prenese samo operacija povecˇevanja ali zmanjˇsanje sˇtevca.
Zahteve za kanal so mocˇnejˇse kot pri tipih, temeljecˇih na izmenjevanju stanja.
Za ta nacˇin replikacije mora imeti kanal lastnosti zanesljivega oddajanja.
Nacˇina replikacije sta si v nekaterih pogledih podobna, v nekaterih pogle-
dih pa se razlikujeta. O nacˇinu z izmenjevanjem stanja je lazˇje razmiˇsljati in
ima sˇibkejˇse zahteve za kanal. Pomanjkljivost je velikost prenesˇenega stanja,
saj se ta lahko povecˇuje z vecˇjih sˇtevilom posodobitev za nek objekt. Naspro-
tno je pri nacˇinu temeljecˇem na izmenjevanju operacij potrebno ob replikaciji
izmenjati manj informacij, ima pa mocˇnejˇse zahteve za komunikacijski kanal.
Cˇlanek [11] opisuje vecˇ razlicˇnih mozˇnih tipov CRDT. To so sˇtevci, ki
so obravnavani v tem delu, mnozˇice, registri, grafi in zaporedja. Seman-
tika, ki jo podpirajo posamezni tipi, je zaradi lastnosti asinhrone replika-
cije vcˇasih pomanjkljiva v primerjavi s temi tipi v neporazdeljenem okolju.
Primer taksˇne implementacije je porazdeljena mnozˇica, ki zaradi nekomuta-
tivnih operacij dodajanja in brisanja elementa ne more podpirati popolne
semantike mnozˇice. Predstavljene implementacije tako dajejo prednost do-
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dajanju ali brisanju elementa.
4.1 Sˇtevci CRDT
Sˇtevec je podatkovni tip, ki podpira operaciji povecˇevanja in zmanjˇsevanja.
V cˇlanku [11] je opisanih vecˇ mozˇnih implementacij sˇtevcev.
4.1.1 Sˇtevec, temeljecˇ na replikaciji z izmenjevanjem
operacij
Sˇtevci, temeljecˇi na replikaciji z izmenjevanjem operacij, so enostavni. V
replikah se nahaja lokalni sˇtevec, ki se povecˇuje ali zmanjˇsuje glede na pri-
hajajocˇe operacije preko omrezˇja. Ta nacˇin potrebuje kanal z lastnostjo za-
nesljivega oddajanja.
4.1.2 G-ˇstevec
G-ˇstevec je podatkovni tip, ki temelji na replikaciji z izmenjevanjem stanja.
Ta tip zaradi poenostavitve podpira samo operacijo povecˇevanja. Pri tem
sˇtevcu je stanje v repliki seznam celih sˇtevil. Vsaki repliki je dodeljena svoja
celica v tem seznamu. Replika ob zahtevi za povecˇanje povecˇa samo sˇtevilo
v svoji celici. Operacija zdruzˇevanja stanj med replikami zdruzˇi dva taksˇna
seznama tako, da vzame maksimum v vsaki celici. Ob poizvedbi replika
vrne sesˇtevek vseh celic. Ta nacˇin predpostavlja, da je mnozˇica replik znana
vnaprej, saj mora obstajati ena celica v seznamu za vsako repliko.
4.1.3 PN-ˇstevec
PN-ˇstevec doda podporo za zmanjˇsevanje. Te ni mogocˇe dodati enostavno
tako, da bi podprli zmanjˇsevanje v G-ˇstevcu. Eden izmed razlogov je, da
operacija zdruzˇevanja stanj vzame maksimum vseh vrednosti. Cˇe bi bila
operacija zmanjˇsevanja sˇtevcev dovoljena, ta ne bi imela vpliva ob posoda-
bljanju replik, saj bi vedno obveljale vrednosti pred zmanjˇsevanjem.
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Zato je PN-ˇstevec sestavljen iz dveh seznamov. V seznamu P se naha-
jajo povecˇave, medtem ko so v seznamu N zmanjˇsanja sˇtevca. Operacija
zdruzˇevanja stanj replik vzame maksimum vsake celice obeh seznamov. Za
strezˇenje poizvedbam je potrebno sesˇteti seznama in nato od sesˇteveka se-
znama P odsˇteti sesˇtevek seznama N .
4.2 Ostali podatkovni tipi
Poleg sˇtevcev so v cˇlanku [11] predstavljeni tudi podatkovni tipi registrov,
mnozˇic, grafov in poseben tip za hranjenje zaporedja, primeren za skupno
urejanje besedil. Za impelementacijo mnozˇic obstaja vecˇ nacˇinov, omenjene
so mnozˇice tipov G, 2P, U, LWW, PN in OR. Vsak od teh tipov ponuja
nekoliko drugacˇno semantiko pri uporabi. V mnozˇico tipa G se lahko elementi
samo dodajajo. V mnozˇico tipa 2P se lahko posamezen element enkrat doda
in odstrani, po tem pa se ne more vecˇ odstraniti. Mnozˇica tipa U je primerna,
ko so elementi edinstveni. Mnozˇica tipa LWW deluje na podlagi cˇasovnih
oznak operacij. Mnozˇica tipa PN za vsak element hrani sˇtevec, s katerim
hrani informacijo o prisotnosti elementa v mnozˇici. Mnozˇica tipa OR za vsako
operacijo dolocˇi edinstveno oznako, ki ni vidna odjemalskim aplikacijam.
Poglavje 5
Pregled NoSQL podatkovnih
baz
V tem poglavju predstavimo NoSQL podatkovne baze, ki jih v delu razisku-
jemo in primerjamo. To so podatkovne baze Dynamo in Riak, ki je nastal
na podlagi Dynamo, BigTable in HBase, ki je nastal na podlagi BigTable ter
MongoDB. Od teh predstavimo Dynamo in BigTable samo za namen opisa
ostalih podatkovnih baz.
5.1 Dynamo in Riak
Podatkovna baza Riak [21] je odprtokodna resˇitev podjetja Basho. Nastala je
kot implementacija principov sistema Dynamo, opisanega v cˇlanku podjetja
Amazon [4]. Cˇlanek je osnova za vecˇ odprtokodnih implementacij podatkov-
nih baz. Poleg podatkovne baze Riak, sta to tudi Cassandra [23] in Volde-
mort [24]. Dynamo se je na zacˇetku uporabljal kot interna resˇitev v podjetju
Amazon, kasneje pa je na tej podlagi nastala tudi komercialna storitev v
okviru Amazon Web Services, DynamoDB.
Sistem Dynamo je bil nacˇrtovan za aplikacije, ki potrebujejo zanesljivo
delovanje in kratek odzivni cˇas. V cˇlanku [4] je ta opredeljen kot najvecˇ
nekaj 100 milisekund za 99,9-ti percentil zahtev. Glede zanesljivosti je bila
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podana zahteva, da mora biti sistem v vsakem trenutku dostopen za pisanje
in zahtev za pisanje ne sme zavracˇati. Na zasnovo pa je pomembno vplivala
tudi enostavnost pri upravljanju, dodajanju in odstranjevanju vozliˇscˇ.
Dynamo je visoko razpolozˇljiv sistem, ki podpira poizvedbe po principu
kljucˇ-vrednost (angl. key-value). Vsaka poizvedba izvrsˇi operacijo branja
ali pisanja za posamezen kljucˇ neodvisno od ostalih kljucˇev. Tak nacˇin ne
omogocˇa kompleksnih poizvedb, ki so mogocˇe v relacijskih podatkovnih ba-
zah. Za sistem Dynamo sta vsak kljucˇ in vrednost samo polje bajtov brez
posebnega pomena. Ker je Dynamo nacˇrtovan za aplikacije, ki taksˇnih poi-
zvedb ne potrebujejo, je ta lastnost sprejemljiva.
Gre za popolnoma decentraliziran sistem, sestavljen iz avtonomnih vo-
zliˇscˇ, ki lahko neodvisno eno od drugega obdelujejo zahteve. Podatki so
med vozliˇscˇi razdeljeni po principu konsistentnega razprsˇevanja (angl. con-
sistent hashing). Zaloga vrednosti razprsˇitvene funkcije, ki se za to upo-
rablja, se obravnava kot fiksen krozˇni prostor ali “obrocˇ”. Ob dodajanju
novega vozliˇscˇa v sistem, se za le-to dolocˇi prostor na obrocˇu. Mesto posa-
meznega podatka v sistemu se na podlagi njegovega kljucˇa dolocˇi tako, da se z
razprsˇitveno funkcijo dolocˇi njegovo mesto na obrocˇu. Iskano vozliˇscˇe je prvo
v smeri urinega kazalca. Za namen replikacije je podatek shranjen sˇe na na-
slednjih N−1 vozliˇscˇih, kjer je N nastavitev sˇtevila vozliˇscˇ, ki hranijo repliko
posameznega podatka. Mnozˇica taksˇnih vozliˇscˇ sestavlja preferencˇni seznam
za posamezen kljucˇ. Z uporabo konsistentnega razprsˇevanja sta resˇena tako
skalabilnost kot trajnost podatkov. Primer razporejanja podatkov po obrocˇu
je prikazan na sliki 5.1.
Zahteve se, v primeru, da pridejo na vozliˇscˇe, ki ga ni na preferencˇnem
seznamu, posredujejo na vozliˇscˇe, ki je najviˇsje na tem seznamu. Cˇe so vsa
vozliˇscˇa na preferencˇnem seznamu nedosegljiva, je zahteva posredovana na-
slednjemu vozliˇscˇu na obrocˇu. Ker tako vozliˇscˇe ni na preferencˇnem seznamu,
vrednosti hrani samo dokler vozliˇscˇe, za katerega je bila zahteva namenjena,
ne postane dosegljivo.
Prilagoditev zˇelene stopnje konsistentnosti omogocˇa nastavitev parame-
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Slika 5.1: Primer razporejanja podatkov po obrocˇu.1
trov W in R. W je sˇtevilo vozliˇscˇ, na katere se sinhrono replicira podatek
preden je zahteva za pisanje potrjena. R pa je sˇtevilo vozliˇscˇ, ki morajo vr-
niti zahtevan podatek, da je zahteva uspesˇna. Nastavitev R = W = 1 je s
staliˇscˇa aplikacije najhitrejˇsa, ampak zagotavlja najnizˇjo stopnjo konsisten-
tnosti, nastavitev R = W = N pa na racˇun razpolozˇljivosti ob primeru okvar
v sistemu zagotavlja najviˇsjo mozˇno stopnjo konsistentnosti. Z uporabo na-
stavitve R+W > N je mogocˇe dosecˇi priblizˇek konsistentnosti kvoruma, kjer
v primeru, ko v sistemu ni okvar, ta vrne zadnjo zapisano vrednost. Vseeno
lahko v primeru okvar sˇe vedno pride do dostopov do vozliˇscˇ, ki niso na pre-
ferencˇnem seznamu, in v tem primeru ne more obstajati zagotovilo, da bo
ob naslednjem branju vrnjena nazadnje zapisana ali novejˇsa vrednost, kar bi
sicer zagotavljal kvorum.
Ker se pisanje v Dynamo replicira asinhrono in ker vsa vozliˇscˇa hkrati
sprejemajo zahteve za pisanje, je sistem zakasnjeno konsistenten. Za za-
gotavljanje konsistentnosti med vozliˇscˇi Dynamo uporablja sistem vodenja
razlicˇic objektov z uporabo vektorskih ur. Vozliˇscˇe za vsak objekt vodi tre-
1Vir: www.allthingsdistributed.com http://www.allthingsdistributed.com/2007/
10/amazons_dynamo.html
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nutno sˇtevilko razlicˇice. To omogocˇa, da sistem zazna spremembe, ki so
se zgodile socˇasno. V taksˇnem primeru se je zgodil konflikt pri pisanju in
odlocˇiti se je potrebno, katero od dveh ali vecˇ razlicˇic uporabiti. V kolikor
je ena razlicˇica prednik druge, jih Dynamo lahko samodejno zdruzˇi, sicer
mora to odlocˇitev prepustiti aplikaciji. Ta mora biti programirana na nacˇin,
da to omogocˇa. Zaradi tega nekatere implementacije uporabljajo enostav-
nejˇsi nacˇin “Last writer wins”, ki izbere tisto posodobitev, ki ima najnovejˇso
cˇasovno oznako. Nevarnost tega pristopa je, da lahko pripelje do stanja, ki
ni zadnje, ima pa najnovejˇso cˇasovno oznako zaradi razlik med sistemskimi
urami na vozliˇscˇih. Nacˇin usklajevanja s cˇasovnimi oznakami je edini, ki ga
ponuja Cassandra, Riak pa omogocˇa izbiro med zgoraj opisanim nacˇinom z
vektorskimi urami ter nacˇinom s cˇasovnimi oznakami.
Pri branju iz vecˇih vozliˇscˇ hkrati (odvisno od sˇtevila W ) Dynamo po-
pravlja zastarele vrednosti na vozliˇscˇih. Obenem obstaja tudi sistem proti
entropiji, ki periodicˇno posodablja podatke med razlicˇnimi vozliˇscˇi. Za de-
lovanje uporablja drevesa Merkle, s katerimi je na ucˇinkovit nacˇin mogocˇe
ugotoviti razliko med podatki na vozliˇscˇih. V koncˇnih vozliˇscˇih dreves Merkle
se nahajajo sami podatki, vozliˇscˇa na viˇsjih nivojih pa so zgosˇcˇene vrednosti
njihovih poddreves. S primerjavo zgosˇcˇenih vrednosti je mogocˇe ugotoviti
mesto, kjer se podatki dveh vozliˇscˇ v sistemu Dynamo razlikujejo. Primer
drevesa Merkle je prikazan na sliki 5.2.
5.1.1 Tipi CRDT v podatkovni bazi Riak
Podatkovna baza Riak podpira podatkovne tipe CRDT pod imenom Data
Types. Podprtih je pet razlicˇnih tipov [17]:
• zastavice,
• registri,
• sˇtevci,
• mnozˇice in
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• preslikovalne tabele.
Slika 5.2: Primer drevesa Merkle.2
Zastavice so Boolove vrednosti, ki imajo lahko resnicˇno ali neresnicˇno
vrednost. Registri so poimenovane dvojiˇske vrednosti. Zastavice in registri
se ne morejo uporabljati samostojno, lahko so samo del preslikovalnih ta-
bel. Sˇtevci so tipa PN, mnozˇice pa tipa 2P (opisano v poglavju 4.2). V
preslikovalnih tabelah je mogocˇe uporabiti katerikoli tip kot vrednost.
V Riaku je potrebno za uporabo podatkovnih tipov ustvariti kosˇ in mu
nastaviti podatkovni tip. Vsak kosˇ ima lahko samo en podatkovni tip.
5.2 Bigtable in HBase
5.2.1 Bigtable
Bigtable je porazdeljen sistem podjetja Google za upravljanje s strukturi-
ranimi podatki [5]. Nacˇrtovan je za podporo aplikacijam z zelo razlicˇnimi
zahtevami glede podatkovne shrambe, od taksˇnih, ki potrebujejo nizek od-
2Vir: Wikipedia https://en.wikipedia.org/wiki/Merkle_tree#/media/File:
Hash_Tree.svg
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zivni cˇas, do taksˇnih, ki shranjujejo velike kolicˇine podatkov. Primeren ja za
velikosti grucˇ od nekaj do vecˇ tisocˇ strezˇnikov.
Podatkovni model, ki ga podpira Bigtable, je enostavnejˇsi od relacijskih.
Zasnovan je kot razprsˇena, vecˇdimenzionalna in urejena preslikovalna tabela.
Podatki so razporejeni v vrstice in stolpce. Indeksirani so po imenih vrstic in
stolpcev, ki so poljubna polja bajtov. Vsako branje in pisanje podatkov v eni
vrstici je nedeljiva operacija ne glede na sˇtevilo stolpcev v zahtevi. Ta lastnost
olajˇsa razumevanje, kaj se v sistemu zgodi med socˇasnimi posodobitvami.
Bigtable vzdrzˇuje vrstice na disku v leksikografskem vrstnem redu. Na
ta nacˇin zagotavlja boljˇso lokalnost podatkov ob branju zaporednih vrstic.
Vrstice so namrecˇ razdeljene med razlicˇna vozliˇscˇa tako, da vsako od njih
upravlja z obsegom zaporednih vrstic, ki ga avtorji cˇlanka [5] imenujejo tablica
(angl. tablet). Razdeljevanje je dinamicˇno — razporeditev med vozliˇscˇi se z
narasˇcˇanjem velikosti tabele spreminja, kar omogocˇa ucˇinkovito izenacˇevanje
obremenitve. Za novo tabelo na zacˇetku obstaja samo ena tablica, ki se po
presezˇeni dolocˇeni velikosti (med 100 in 200 MB) zacˇne deliti.
Stolpci so v tabelah zdruzˇeni v mnozˇice imenovane druzˇine stolpcev (angl.
column families). Ob branju in pisanju je potrebno za vsak stolpec dolocˇiti
druzˇino. Te je potrebno ustvariti vnaprej in pricˇakovano je, da je njihovo
sˇtevilo manjˇse (najvecˇ nekaj 100), medtem ko sˇtevilo samih stolpcev na de-
lovanje sistema ne vpliva in je neomejeno.
Poleg kljucˇa vrstice in stolpca imajo podatki sˇe dolocˇeno cˇasovno oznako.
Na ta nacˇin Bigtable omogocˇa branje starejˇsih podatkov. Da je upravljanje
s podatki bolj obvladljivo, sta na voljo dve nastavitvi, ki upravljata samo-
dejno cˇiˇscˇenje zastarelih podatkov. Z eno nastavitvijo je mogocˇe prilagoditi
sˇtevilo preteklih razlicˇic, ki jih sistem ohrani, z drugo pa, koliko cˇasa hrani
posamezne razlicˇice. Na ta nacˇin je mogocˇe dosecˇi, da se podatki na primer
ohranjajo en teden. Obe nastavitvi je mogocˇe nastaviti za vsako druzˇino
stolpcev posebej.
Bigtable za shranjevanje podatkov uporablja porazdeljen datotecˇni sis-
tem GFS [6], ki zˇe podvaja podatke in je na ta nacˇin odporen na okvare v
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sistemu. Za vzdrzˇevanje informacij o razporeditvi tablic v grucˇi, za zago-
tavljanje, da je v vsakem trenutku aktiven samo en glavni strezˇnik, in za
vzdrzˇevanje informacij o shemi (druzˇinah stolpcev) uporablja sistem Chu-
bby [7]. Chubby je porazdeljen sistem za zaklepanje, ki uporablja algoritem
Paxos [8] za zagotavljanje konsistentnosti med vozliˇscˇi. Paxos je algoritem
za resˇevanje problema konsenza v porazdeljenem okolju.
Grucˇa Bigtable strezˇnikov je sestavljena iz glavnega strezˇnika in ostalih
strezˇnikov tablic, ki so odgovorni za tablice in podatke v njih. Glavni strezˇnik
je odgovoren za razporejanje tablic med strezˇniki, dodajanje in odvzemanje
strezˇnikov iz grucˇe, izenacˇevanje obremenitev med strezˇniki in za cˇiˇscˇenje
datotek v GFS. Strezˇniki tablic obravnavajo zahteve za branje in pisanje ter
skrbijo za razdeljevanje tablic, ko te postanejo prevelike. Vsakemu takemu
strezˇniku je dodeljenih med nekaj deset in nekaj tisocˇ tablic.
Informacija o lokaciji podatka je shranjena na treh nivojih. Prvi nivo je
korenska tablica. Ta se nahaja v sistemu Chubby. Vsebuje podatek o tem,
kje se nahajajo tablice posebne tabele METADATA. Vsaka od teh tablic vsebuje
podatek o lokaciji tablice za podan kljucˇ. Ker se podatki o lokacijah ne spre-
minjajo pogosto, jih odjemalske aplikacije lahko shranijo in tako zmanjˇsajo
sˇtevilo omrezˇnih zahtev, ki jih morajo narediti za eno branje ali pisanje.
Podatki so trajno shranjeni v datotekah oblike SSTable. Taksˇne datoteke
vsebujejo nespremenljivo leksikografsko urejeno preslikovalno tabelo, v kateri
so kljucˇi in vrednosti shranjeni kot poljubna polja bajtov. Za pisanje in branje
sistem uporablja medpomnilnik imenovan “memtable” preden podatke trajno
zapiˇse v datoteko. To stori sˇele po presezˇeni dolocˇeni kolicˇini podatkov v
medpomnilniku. Hkrati se spremembe trajno zapiˇsejo v dnevniˇsko datoteko.
5.2.2 HBase
Apache HBase je odprtokodna resˇitev, zasnovana na principih iz cˇlanka Big-
table [5]. Razvija se kot del projekta Apache Hadoop. Sledi povzetek lastno-
sti HBase iz cˇlanka [9].
HBase za trajno shrambo podatkov uporablja datotecˇni sistem HDFS, ki
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je prav tako del ekosistema Hadoop. HDFS je porazdeljen datotecˇni sistem,
prilagojen za navadno strojno opremo [10]. Ena izmed njegovih lastnosti
je odpornost proti okvaram, ki jo zagotavlja tako, da podatke podvaja na
vecˇ vozliˇscˇih. V sistemu HBase je tako zˇe na tem nivoju poskrbljeno za
podvajanje podatkov.
HBase je, podobno kot Bigtable, sestavljen iz vecˇ razlicˇnih tipov strezˇnikov.
Za dostop do podatkov uporabniˇske aplikacije uporabljajo strezˇnike Region-
Server. Ti upravljajo z zaporednimi deli vrstic tabel, ki se v HBase imenujejo
regije. Strezˇniki RegionServer se ponavadi nahajajo zraven HDFS strezˇnikov
DataNode, ki skrbijo za podatke v datotecˇnem sistemu. Ta lastnost omogocˇa
lokalnost podatkov in zmanjˇsa sˇtevilo omrezˇnih zahtev, potrebnih za obde-
lavo posamezne zahteve. Ob prerazporejanju regij se lahko sˇe vedno zgodi,
da je regija dodeljena strezˇniku, ki podatkov nima na voljo lokalno. Ob do-
stopu do podatkov v taksˇni regiji je potreben omrezˇni promet. Za resˇevanje
tega problema obstaja postopek zgosˇcˇevanja, ki prenese regije na ustrezna
vozliˇscˇa.
Za usklajevanje med strezˇniki regij in upravljanje z grucˇo je odgovoren
strezˇnik HMaster. Ta strezˇnik dodeljuje regije ob zagonu strezˇnikov regij in
jih prerazporeja ob njihovem izpadu. Prav tako prerazporedi regijo, kadar
kolicˇina podatkov v njej naraste preko dolocˇene meje. Njegova naloga je
tudi strezˇenje zahtevam DDL, s katerimi je mogocˇe ustvariti nove tabele in
posodobiti ali izbrisati zˇe obstojecˇe. V grucˇi je lahko vecˇ strezˇnikov HMaster,
ampak je aktiven lahko samo eden. Ostali so v pripravljenosti. Ob izpadu
aktivnega strezˇnika pa sistem ZooKeeper [25] izbere enega izmed njih, da
prevzame njegovo mesto.
Za koordinacijo se uporablja sistem ZooKeeper, ki vzdrzˇuje stanje o strezˇ-
nikih prisotnih v sistemu. Je porazdeljen sistem, ki z uporabo konsenza
med vozliˇscˇi zagotavlja enotno skupno stanje. Uporablja se za hranjenje
informacije o tem, kateri strezˇniki v grucˇi so trenutno dosegljivi, in posreduje
obvestila o okvarah strezˇnikov. Odgovoren je tudi za izbiranje aktivnega
strezˇnika HMaster.
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V primeru, da sistem ZooKeeper ne more vecˇ dostopati do regijskega
strezˇnika, strezˇnik HMaster sprozˇi postopek prerazporeditve regij, za katere
je ta regijski strezˇnik skrbel, med ostale regijske strezˇnike.
Podatek o lokaciji posameznih regij se nahaja v posebni tabeli META, njena
lokacija je shranjena v sistemu ZooKeeper. Podobno kot v sistemu BigTa-
ble mora uporabniˇska aplikacija izvesti tri poizvedbe, da pride do zˇeljenega
kljucˇa. Prva izmed teh je poizvedba v sistem ZooKeeper o lokaciji tabele
META, druga je poizvedba na to tabelo na regijskem strezˇniku, kjer se nahaja.
Tam je podatek o lokaciji regije iskanega kljucˇa v grucˇi. S tretjo poizvedbo
aplikacija dostopa do samih podatkov. Uporabniˇske knjizˇnice so implementi-
rane tako, da si ob prvem dostopu do kljucˇa v regiji zapomnijo lokacijo regije
in tabele META.
Sistem HBase zagotavlja mocˇno konsistentnost in zaradi tega po izreku
CAP ob prisotnosti razdelitev v omrezˇju ne more zagotavljati visoke raz-
polozˇljivosti. Mocˇno konsistentnost lahko zagotavlja zaradi dejstva, da je
za poljuben podatek v sistemu odgovoren samo en strezˇnik, ki ima popoln
nadzor nad branji in pisanji v svojih regijah. To omogocˇa nedeljive spre-
membe na posameznih vrsticah in onemogocˇa branje zastarelih podatkov.
Taksˇen sistem ne zagotavlja visoke razpolozˇljivosti v primeru izpada vozliˇscˇa
ali omrezˇja, saj med prerazporejanjem regij podatki niso na voljo.
Strezˇniki regij hranijo podatke, preden jih zapiˇsejo v datotecˇni sistem, v
strukturi imenovani MemStore, ki se nahaja v glavnem pomnilniku vozliˇscˇa.
Za vsako druzˇino stolpcev v tabeli vzdrzˇuje strezˇnik regij eno strukture Mem-
Store. Podatki so tako kot v datotekah urejeni po kljucˇu vrstice. Ko ena
izmed struktur MemStore presezˇe vnaprej dolocˇeno velikost, se podatki iz
nje in vseh ostalih za tabelo zapiˇsejo v datoteko v sistem HDFS imenovano
HFile. Zraven pisanja v MemStore se podatki ob zahtevah za pisanje zapiˇsejo
tudi v dnevniˇsko datoteko WAL, ki se prav tako nahaja v sistemu HDFS.
Ker se v to datoteko vrstice samo dodajo, je pisanje vanjo hitrejˇse od pisa-
nja v ostale datoteke. Podatki se zapiˇsejo najprej v datoteko WAL in sˇele
nato v strukturo MemStore. Datoteka WAL obstaja kot zasˇcˇita pred okva-
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rami vozliˇscˇ. Ob okvari vozliˇscˇa je tako mogocˇe obnoviti stanje v pomnilniku
pred okvaro iz kateregakoli drugega vozliˇscˇa, ker je datoteka podvojena v
datotecˇnem sistemu HDFS.
5.3 MongoDB
Podatkovna baza MongoDB je dokumentno usmerjena. Ideja za njeno za-
snovo je bila uporabiti temelje, ki so jih postavile relacijske podatkovne baze,
in na njih ustvariti resˇitev, ki je primerna za uporabo v sodobnih sistemih,
ki se spreminjajo hitro in podpirajo horizontalno skaliranje, ter pri tem upo-
rabiti inovacije, ki so jih prinesle NoSQL podatkovne resˇitve [14].
Podatkovni model je zasnovan na osnovi dokumentov, ki so shranjeni v
binarni datoteki oblike BSON. Ta je razsˇiritev oblike JSON z dodanimi tipi,
kot so cela sˇtevila, sˇtevila s plavajocˇo vejico in datumi. Dokument sestavlja
eno ali vecˇ polj. Vsako polje ima svojo vrednost, ki je lahko nov dokument.
Struktura dokumenta je dinamicˇna — obstoja polj ni potrebno definirati
vnaprej.
MongoDB pozna tudi koncept zbirke, ki zdruzˇujejo dokumente s podobno
strukturo. Koncept zbirke je podoben konceptu tabele v relacijskih podat-
kovnih bazah, koncept dokumenta je podoben konceptu vrstice v tabeli, kon-
cept polja pa konceptu stolpca v vrstici.
V podatkovni bazi MongoDB je v nasprotju z relacijskimi podatkovnimi
bazami priporocˇeno shranjevati vse podatke o enem zapisu v enem doku-
mentu. V relacijskih podatkovnih bazah bi podatki v skladu z normalizacijo
bili shranjeni v posameznih tabelah, poizvedbe pa bi jih zdruzˇevale z ukazom
JOIN. S shranjevanjem povezanih podatkov v en dokument so poizvedbe hi-
trejˇse, se pa lahko podatki podvajajo, ker so denormalizirani. Kljub temu
MongoDB podpira semantiko leve zunanje zdruzˇitve z operatorjem $lookup.
Podobno kot relacijske podatkovne baze, MongoDB poleg kljucˇa doku-
menta, ki je osnovno kazalno polje, omogocˇa tudi ustvarjanje vecˇ tipov do-
datnih kazalnih polj. Ti vkljucˇujejo sestavljena, enolicˇna in druga kazalna
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polja. Ob poizvedbah se kazalna polja uporabijo, da je dostop do podatkov
najucˇinkovitejˇsi.
MongoDB podpira drobljenje podatkov (angl. sharding) na vecˇ vozliˇscˇ, ki
omogocˇa horizontalno skaliranje. Podatke je mogocˇe razporediti na podlagi
obsega kljucˇa, razprsˇitvene funkcije ali po meri uporabnika. Za usmerjanje
zahtev na prava vozliˇscˇa v grucˇi obstajajo namenski strezˇniki, preko katerih
gre vsaka zahteva.
Visoko razpolozˇljivost zagotavljajo mnozˇice replik (angl. replica set). Mn-
ozˇica replik je sestavljena iz vecˇ vozliˇscˇ, ki vsebujejo isto mnozˇico podatkov.
V mnozˇici replik je v vsakem trenutku samo eno vozliˇscˇe, ki sprejema zah-
teve za pisanje. Ostala vozliˇscˇa sprejemajo samo zahteve za branje. Ob
izpadu glavnega vozliˇscˇa, zaradi okvare v omrezˇju ali samem vozliˇscˇu, izbere
mnozˇica replik najprimernejˇsega kandidata za novo glavno vozliˇscˇe. Pri tem
uporabljajo razsˇirjeno implementacijo algoritma Raft [15] za zagotavljanje
konsenza. Vozliˇscˇa lahko tako izberejo novo glavno vozliˇscˇe samo v primeru,
cˇe pri izbiranju sodeluje vecˇ kot polovica vseh vozliˇscˇ. Branje iz glavnega
vozliˇscˇa je mocˇno konsistentno, medtem ko je branje iz ostalih vozliˇscˇ zaka-
snjeno konsistentno.

Poglavje 6
Obremenitveni preizkusi
Obremenitvene preizkuse smo izvedli, da na prakticˇnem primeru obremeni-
tve sistema z veliko kolicˇino socˇasnih zahtev prikazˇemo prednosti in slabosti
posameznih podatkovnih baz. Preizkuse smo izvedli enkrat brez in enkrat z
razdelitvami v omrezˇju. Pri tem zˇelimo pokazati, katera podatkovna baza se
z vidika povprecˇnih zakasnitev, uspesˇnosti in pravilnosti izkazˇe kot najboljˇsa.
V obremenitvene preizkuse so vkljucˇene podatkovne baze Riak, MongoDB
in HBase. V poglavju 5 je sicer za lazˇje razumevanje ostalih podatkovnih
baz tudi opis delovanja podatkovnih baz BigTable in Dynamo, ki pa nista
vkljucˇena v obremenitvene preizkuse.
6.1 Vzpostavitev okolja
Obremenitvene preizkuse smo izvedli s simuliranimi zahtevami na strezˇnike
s podatkovnimi bazami. Vsaka zahteva v simulaciji je povecˇala sˇtevec pod
nakljucˇno izbranim kljucˇem, ki je bil sestavljen iz dveh delov. Prvi del je bil
nakljucˇen niz znakov iz vecˇje zaloge vrednosti, drugi del pa nakljucˇen niz iz
manjˇse zaloge vrednosti.
Pri tem smo bili posebej osredotocˇeni na simulacijo napak v omrezˇju med
posameznimi strezˇniki. V ta namen smo uporabili orodje iptables, da smo
grucˇo strezˇnikov razdelili v vecˇ med seboj nepovezanih delov. Na ta nacˇin
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smo v sistemu ustvarili pogoje, ki niso idealni in jih lahko pricˇakujemo tudi
v sistemih izven simulacijskega okolja.
Simulacije in obremenitvene preizkuse smo izvedli z uporabo ene izmed
storitev Amazon Web Services, Amazon EC2. Za vsak tip podatkovne baze
je bila postavljena grucˇa s petimi strezˇniki. Da bi omejili vpliv na porabo
virov na teh strezˇnikih, so bili obremenitveni programi nalozˇeni na locˇene
strezˇnike.
Tako obremenitveni strezˇniki kot strezˇniki s podatkovnimi bazami so bili
postavljeni v isto omrezˇje VPC. Na ta nacˇin je bila zagotovljena povezljivost
med strezˇniki v privatnem omrezˇju.
6.1.1 Obremenitveni strezˇniki
Za izvedbo konstantne obremenitve na strezˇnike smo uporabili orodje Ve-
geta [1]. Izvrsˇljiva datoteka tega programa sprejme seznam URL-jev kot
tarcˇe za obremenitev. Nastaviti je mogocˇe tudi ostale parametre, kot so
sˇtevilo niti in kolicˇine zahtev na sekundo. Na standardni izhod je nato za-
pisan izid izvedbe vsake posamezne zahteve v binarni obliki. Ta vsebuje
podatke o cˇasu zacˇetka zahteve, njenega trajanja in koncˇnega HTTP odgo-
vora strezˇnika. V primeru izteka cˇasovne omejitve, je zahteva oznacˇena kot
neuspesˇna. Cˇasovno omejitev je mogocˇe prilagoditi z zastavico -timeout. Iz-
hod izvajanja programa je nato mogocˇe obdelati in analizirati z isto izvrsˇljivo
datoteko. Izpiˇsemo lahko statistiko o uspesˇnih in neuspesˇnih zahtevah, izvo-
zimo neobdelane podatke v datoteko za nadaljnjo obdelavo ali kot grafikon,
ki ga lahko odpremo s spletnim brskalnikom.
Orodje Vegeta smo v simulacijah nalozˇili skupaj na strezˇnike z obreme-
nitvenimi programi z namenom, da bi omejili vpliv zakasnitev omrezˇja med
tema deloma simulacije. V seznamu strezˇnikov za obremenitev je tako bil
samo en naslov URL, ki je kazal na obremenitveni program na istem strezˇniku
z naslovom localhost.
Program, ki je dobil zahtevo orodja Vegeta, je bil prilagojen za tip podat-
kovne baze, ki je bila del preizkusa, in je vseboval vse potrebne knjizˇnice za
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povezavo s to podatkovno bazo. Ta program je po prejemu zahteve generiral
nakljucˇni kljucˇ v podatkovni bazi in izvedel povecˇavo sˇtevca.
Za vzpostavitev obremenitvenih strezˇnikov je bila uporabljena slika sis-
tema Amazon Machine Image (AMI) Ubuntu 14.04 LTS. Vsaka instanca je
zaradi lazˇje izvedbe pripadala istemu omrezˇju in podomrezˇju kot strezˇniki s
podatkovnimi bazami. Njegova varnostna skupina je imela odprta vrata 22
za omogocˇanje povezave SSH.
Nato je sledila namestitev knjizˇnic, potrebnih za izvedbo preizkusov. V
izpisu 6.1 je naveden nabor ukazov za namestitev vseh zahtev.
Izpis 6.1: Seznam ukazov za vzpostavitev okolja obremenitvenih strezˇnikov
$ sudo apt−get update
$ sudo apt−get i n s t a l l python−pip
$ sudo pip i n s t a l l docopt
$ sudo apt−get i n s t a l l openjdk−7−j r e−head l e s s
$ c u r l −L −O https : // github . com/ t s e n a r t /\
vegeta / r e l e a s e s /download/v6 . 0 . 0 /\
vegeta−v6 .0.0− l inux−amd64 . ta r . gz
$ ta r −xvf vegeta−v6 .0.0− l inux−amd64 . ta r . gz
$ sudo mv vegeta / usr / bin
$ sudo apt−get i n s t a l l python−dev
$ sudo apt−get i n s t a l l python−lxml
$ sudo apt−get i n s t a l l l i b f f i −dev
$ sudo apt−get i n s t a l l l i b s s l −dev
$ sudo pip i n s t a l l cryptography
$ sudo pip i n s t a l l gevent
$ sudo pip i n s t a l l f l a s k
$ sudo pip i n s t a l l r i a k
$ sudo pip i n s t a l l pymongo
Za zagotovitev izvedbe preizkusov brez prekinitev je bila nato spreme-
njena meja operacijskega sistema za najvecˇje sˇtevilo socˇasno odprtih opisni-
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kov datotek (angl. file descriptor) tekocˇih procesov. Razlog je v dejstvu, da
pri obremenitvah z vecˇjim sˇtevilom povezav vcˇasih pride do daljˇsih zakasni-
tev pri odzivu podatkovnih baz in zaradi tega povezave ostajajo odprte dalj
cˇasa. Za vsako odprto povezavo med orodjem Vegeta in programom za obre-
menitev se odpre opisnik datoteke, kar je znacˇilno za sisteme podobne Unixu
(“Everything is a file.”).
V sistemu Ubuntu je mejo mogocˇe spremeniti v datoteki /etc/security/
limits.conf, kjer je potrebno dodati vrstici, kot je prikazano v izpisu 6.2.
Izpis 6.2: Nastavitev meje najvecˇjega sˇtevila socˇasno odprtih datotek
∗ hard n o f i l e 65536
∗ s o f t n o f i l e 65536
Za vkljucˇitev novih nastavitev je potrebno v datoteki
/etc/pam.d/common-session dodati sˇe modul pam limits.so, prikazano v
izpisu 6.3.
Izpis 6.3: Dodajanje modula pam limits.so
s e s s i o n r equ i r ed pam l imits . so
Za uveljavitev sprememb je potreben ponovni zagon, nato pa je trenutno
nastavitev mogocˇe preveriti z ukazom ulimit -n.
6.1.2 Riak
Za vzpostavitev grucˇe Riak strezˇnikov smo uporabili sliko sistema AMI z
namesˇcˇenim okoljem Riak verzije 2.1, ki jo je mogocˇe dobiti na AWS Mar-
ketplace ob postavljanju nove instance v okolju EC2. Izbor slike AMI je
prikazan na sliki 6.1.
Po zagonu je potrebno pravilno nastaviti nastavitve za komunikacijo med
vozliˇscˇi grucˇe. V postavitveni datoteki riak.conf mora biti nastavljena ustre-
zna spodnja in zgornja meja sˇtevilke vrat z nastavitvama prikazanima v iz-
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Slika 6.1: Riak 2.1 AMI.
pisu 6.4.
Izpis 6.4: Nastavitev obmocˇja sˇtevilke vrat za sistem Riak
e r l ang . d i s t r i b u t i o n . por t range . minimum = 6000
e r l ang . d i s t r i b u t i o n . por t range . maximum = 7999
V nasˇem primeru smo ju nastavili na 6000 za spodnjo in 7999 za zgornjo
mejo.
To obmocˇje sˇtevilk vrat je nato za pravilno delovanje grucˇe potrebno
omogocˇiti tudi v varnostni skupini EC2 instanc skupaj s sˇtevilkama vrat
4369 in 8099 za notranjo komunikacijo. Med eksperimenti smo zaradi bolj
preprostega upravljanja imeli vedno omogocˇeno komunikacijo med vsemi vo-
zliˇscˇi, kot je prikazano na sliki 6.2.
Slika 6.2: Nastavitve varnostne skupine za grucˇo Riak.
Naslednji korak je bila konfiguracija povezav med vozliˇscˇi. To je mogocˇe
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storiti z ukazom
$ r iak−admin c l u s t e r j o i n riak@<drugo v o z l i s c e >.
Z ukazom se trenutno vozliˇscˇe povezˇe v grucˇo z nekim drugim vozliˇscˇem. Po-
vezav ni potrebno ustvariti med vsakim posameznim parom vozliˇscˇ. Najlazˇje
je obravnavati eno vozliˇscˇe kot osnovno in na njega povezati ostala vozliˇscˇa.
Vsak tak ukaz se ne izvede takoj, ampak se doda v vmesno stopnjo za izvedbo
(angl. stage). Trenutno stanje te stopnje je mogocˇe preveriti z ukazom
$ r iak−admin c l u s t e r plan .
Ko je dosezˇeno zˇeleno stanje, ukaz
$ r iak−admin c l u s t e r commit
izvede vse prejˇsnje ukaze in vzpostavi grucˇo.
Podatkovni tip
Za uporabo podatkovne baze je nato potrebno ustvari tip kosˇa (angl. bucket
type), ki je mnozˇica lastnosti, skupna vsem kosˇem istega tipa. Sami kosˇi se
nato ustvarijo dinamicˇno ob prvem dostopu.
Pri ustvarjanju tipa kosˇa smo uporabili nastavitve lastnosti, opisane v
tabeli 6.1.
Z lastnostjo datatype je mogocˇe dolocˇiti tip CRDT, ki ga uporabljajo
kosˇi s tem tipom kosˇa. Privzeto Riak uporablja podatkovno shrambo kljucˇ-
vrednost, podprti pa so tipi CRDT counter, set in map.
Za faktor replikacije je bila eksperimentalno izbrana vrednost enaka sˇtevilu
vozliˇscˇ v grucˇi, saj je na ta nacˇin mogocˇe zagotoviti visoko razpolozˇljivost,
kljub razdelitvam v omrezˇju. S tem se preprecˇi mozˇnost zahtev, ko se med
razdelitvijo na vozliˇscˇu ne bi nahajal kljucˇ poizvedbe in bi nato zaradi nedo-
segljivosti ostalih vozliˇscˇ bila zahteva zavrnjena.
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parameter vrednost opis
datatype counter podatkovni tip
r 1 sˇt. vozliˇscˇ, ki se morajo odzvati na zahtevek
za branje, da je to uspesˇno
w 1 sˇt. vozliˇscˇ, ki se morajo odzvati na zahtevek
za pisanje, da je to uspesˇno
dw 1 sˇt. vozliˇscˇ, kjer se mora podatek
zapisati na trdi disk
n val 5 faktor replikacije
Tabela 6.1: Lastnosti tipa kosˇa Riak, uporabljene v preizkusih
Zˇeljen tip kosˇa je mogocˇe ustvariti z ukazom
$ r iak−admin bucket−type c r e a t e counter s ’
{
” props ” :
{
” datatype ” : ” counter ” ,
” r ” : 1 ,
”w” : 1 ,
”dw” : 1 ,
” n va l ” : 5
}
} ’ .
6.1.3 HBase
Za namestitev smo uporabili instance EC2 tipa m4.xlarge. Ta tip instance
ima sˇtiri navidezne centralne procesne enote in 16 GB prostora v pomnil-
niku. Prav tako smo posameznemu vozliˇscˇu dodelili 32 GB prostora na di-
sku. Sistem ima namrecˇ visoke zahteve za prostor v pomnilniku in na disku.
Nastavitve varnostne skupine za grucˇno strezˇnikov HBase so prikazane na
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Slika 6.3: Nastavitve varnostne skupine za grucˇo HBase.
sliki 6.3.
Za vzpostavitev grucˇe HBase strezˇnikov smo uporabili odprtokodno di-
stribucijo CDH podjetja Cloudera. Ta omogocˇa avtomatizirano namestitev
grucˇe preko spletnega vmesnika. Na eno od vozliˇscˇ je potrebno namestiti na-
mestitven program, ta pa zazˇene spletni strezˇnik, preko katerega je mogocˇe
namestiti distribucijo v grucˇo. V cˇarovnik je potrebno vnesti spletne naslove
ostalih strezˇnikov v grucˇi in nacˇin za dostop do njih, bodisi geslo bodisi kljucˇ
SSH.
Distribucija olajˇsa namestitev vseh komponent, ki so potrebne za de-
lovanje sistema HBase. To sta porazdeljen datotecˇni sistem HDFS in sis-
tem za koordinacijo med vozliˇscˇi Zookeper. Tekom nastavitve je preko upo-
rabniˇskega vmesnika mogocˇe nastaviti vloge vozliˇscˇ v grucˇi, kot je prikazano
na sliki 6.4.
Grucˇo HBase v preizkusih je na petih strezˇnikih sestavljalo eno glavno
vozliˇscˇe, sˇtiri podatkovna vozliˇscˇa in dva vozliˇscˇa Zookeeper. Vsak strezˇnik
je imel tudi svoje vozliˇscˇe HDFS.
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Slika 6.4: Nastavitve vlog vozliˇscˇ v grucˇi HBase.
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Po zakljucˇeni namestitvi se je za kreiranje tabele in druzˇine stolpcev potrebno
povezati na poljuben strezˇnik v grucˇi preko protokola SSH in se postaviti v
vlogo uporabnika hdfs, ki ga je ustvaril namestitveni program. Nato je
mozˇno zagnati lupinski vmesnik HBase:
$ sudo su hdfs
$ hbase s h e l l .
Z ukazom create je mogocˇe ustvariti tabelo z druzˇino stolpcev:
hbase ( main ) :001:0> c r e a t e ’ tab le ’ , ’ counts ’
0 row ( s ) in 2 .4530 seconds
=> HBase : : Table − t ab l e .
V tem primeru je tabela poimenovana table, druzˇina stolpcev pa counts.
6.1.4 MongoDB
Za namestitev MongoDB strezˇnikov je bila, enako kot pri strezˇnikih za obre-
menitev, uporabljena slika sistema Ubuntu 14.04 LTS. Uporabljen tip in-
stance za vseh pet strezˇnikov je bil t2.medium, ki ima dve navidezni centralni
procesni enoti in 4 GB prostora v pomnilniku. Varnostna skupina je imela
zraven vrat s sˇtevilko 22 za vse TCP povezave odprta tudi vrata s sˇtevilko
27017 za TCP povezave iz varnostne skupine za obremenitvene strezˇnike.
Sledila je namestitev MongoDB. Uporabljena razlicˇica programa je bila
3.2. Postopek namestitve je opisan v nadaljevanju.
Prvi korak je namestitev javnega GPG kljucˇa za MongoDB. Z uporabo
tega kljucˇa orodje za upravljanje s paketi apt ob namestitvi preveri verodo-
stojnost paketov. Namestiti ga je mogocˇe z ukazom
$ sudo apt−key adv −−keyse rve r \
hkp :// keyse rve r . ubuntu . com:80 −−recv EA312927 .
Paketi se nahajajo v samostojnem repozitoriju, ki ga dodamo v sistem z
ukazom
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$ echo ”deb http :// repo . mongodb . org /apt/ubuntu\
t ru s ty /mongodb−org /3 .2 mu l t i v e r s e ” |
sudo tee / e t c /apt/ sour c e s . l i s t . d/mongodb−org −3.2. l i s t .
Z ukazoma
$ sudo apt−get update
$ sudo apt−get i n s t a l l −y mongodb−org
nato posodobimo podatke o paketih iz prej dodanega repozitorija in name-
stimo MongoDB.
Sledila je konfiguracija strezˇnikov. V datoteki /etc/mongod.conf je bilo
potrebno popraviti nastavitev IP-naslova, na katerem posamezen strezˇnik
mongod poslusˇa za vhodni promet. Privzeta nastavitev 127.0.0.1 je bila
spremenjena v omrezˇni naslov strezˇnika v omrezˇju VPC. V sledecˇih primerih
je uporabljen naslov 172.30.255.1.
V isti datoteki je treba nastaviti ime mnozˇice replik (replica set), ki se
v MongoDB uporabljajo za zdruzˇevanje posameznih mongod procesov v sku-
pine, ki hranijo enako mnozˇico podatkov. Celotno mnozˇico podatkov je tako
mozˇno s tehniko drobljenja (angl. sharding) razporediti med vecˇ mnozˇic re-
plik in na tak nacˇin zagotoviti vecˇjo prepustnost sistema. Za namen preiz-
kusov v tem delu smo uporabili samo eno mnozˇico replik za celotno mnozˇico
podatkov.
Primeri nastavitev, ki jih je potrebno nastaviti v zgoraj omenjeni datoteki
/etc/mongodb.conf, so prikazani v izpisu 6.5.
Izpis 6.5: Nastavitve v datoteki /etc/mongod.conf
net :
bindIp : 1 7 2 . 3 0 . 2 5 5 . 1
r e p l i c a t i o n :
replSetName : r s0
Po ponovnem zagonu mongod procesa z ukazom
$ sudo s e r v i c e mongod r e s t a r t
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se je za dokoncˇanje namestitve na enem izmed vozliˇscˇ potrebno povezati v
ukazno lupino procesa z ukazoma
$ export LC ALL=C
$ mongo −−host 1 7 2 . 3 0 . 2 5 5 . 1
in vzpostaviti mnozˇico replik z ukazom
> r s . i n i t i a t e ( )
ter dodati vsa ostala vozliˇscˇa z ukazom
> r s . add ( ” 1 7 2 . 3 0 . 2 5 5 . 2 : 2 7 0 1 7 ” ) .
Zadnji korak je kreiranje zbirke podatkov, ki bo uporabljena v obremenitve-
nih preizkusih z ukazom
> r s . c r e a t e C o l l e c t i o n (” counter s ” ) .
6.2 Rezultati
Rezultate preizkusov smo zbirali s predhodno omenjenim orodjem Vegeta, ki
omogocˇa prozˇenje zahtev na zˇelene omrezˇne naslove in zbiranje podatkov o
njih. Na voljo je podatek o cˇasu zacˇetka posamezne zahteve, cˇasu trajanja in
podatek o tem, ali je bila zahteva uspesˇna ali ne, skupaj z morebitno napako
ob neuspesˇnih zahtevah.
Tekom testiranja orodje Vegeta zapisuje te podatke v datoteko v lastni
binarni obliki, kasneje pa je taksˇno datoteko mogocˇe obdelati z isto izvrsˇljivo
datoteko in podatke z ukazom vegeta dump shraniti v CSV ali JSON obliki.
Prav tako je mogocˇ izvoz v tip datoteke HTML. V tem primeru se generira
izvorna koda Javascript, pripravljena za izris grafikona, ki se izvede ob od-
prtju datoteke. Vsaka od teh operacij ima mozˇnost na vhodu sprejeti vecˇ
binarnih datotek, kar je uporabno v primeru izvajanja preizkusov na vecˇih
strezˇnikih.
Za vsak sistem smo poskusili oceniti zgornjo mejo sˇtevila socˇasnih zahtev
med obicˇajnim delovanjem omrezˇja pri omejenem naboru strezˇnikov.
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Hkrati smo za preverjanje konsistentnosti posamezne podatkovne resˇitve
zapisovali kljucˇe, pod katerimi so bili poviˇsani sˇtevci ter podatek o tem, ali
je bila zahteva potrjena (angl. acknowledged) ali ne. Na ta nacˇin smo po
zakljucˇku obremenitvenih preizkusov lahko preverili podatke v obremenjenih
sistemih in presˇteli prisotne ali manjkajocˇe povecˇave sˇtevcev. Le-te smo
razporedili v sˇtiri kategorije — pravilno pozitivne, napacˇno pozitivne, pravilno
negativne in napacˇno negativne.
6.2.1 Obremenitveni preizkusi
V tabelah in grafikonih v nadaljevanju so prikazani rezultati obremenitvenih
preizkusov za obravnavane podatkovne baze.
Riak
Statistika za primer obremenitvenega preizkusa grucˇe Riak brez razdelitev v
omrezˇju je prikazana v tabeli 6.2. Grafikon s temi podatki je prikazan na
sliki 6.5.
Rezultat preverjanja prisotnosti povecˇav sˇtevcev je prikazan v tabeli 6.3.
Uspesˇna je bila vecˇina povecˇav. Ena zahteva je bila neuspesˇna zaradi pre-
koracˇitve cˇasovne omejitve.
cˇas trajanja 60 sekund
skupno sˇtevilo zahtev 300000
sˇtevilo uspesˇnih zahtev 299999
povprecˇna zakasnitev 13 ms
uspesˇnost 100 %
Tabela 6.2: Statistika obremenitvenega preizkusa sistema Riak brez razdeli-
tev v omrezˇju
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Slika 6.5: Grafikon preizkusa sistema Riak brez razdelitev v omrezˇju.
Pozitivni Negativni
Pravilno 299999 1
Napacˇno 0 0
Tabela 6.3: Uspesˇnost povecˇav sˇtevcev v sistemu Riak brez razdelitev v
omrezˇju
Statistika primera, ko smo povzrocˇili razdelitev v omrezˇju med strezˇniki
Riak, je prikazana v tabeli 6.4. Grafikon z istimi podatki je prikazan na
sliki 6.6.
Rezultat preverjanja prisotnosti povecˇav sˇtevcev je prikazan v tabeli 6.5.
Iz podatkov lahko razberemo, da je bil del zahtev neuspesˇen.
cˇas trajanja 120 sekund
skupno sˇtevilo zahtev 300000
sˇtevilo uspesˇnih zahtev 289295
povprecˇna zakasnitev 3963 ms
uspesˇnost 96,43 %
Tabela 6.4: Statistika obremenitvenega preizkusa sistema Riak z razdelitvami
v omrezˇju
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Slika 6.6: Grafikon preizkusa sistema Riak z razdelitvami v omrezˇju.
Pozitivni Negativni
Pravilno 298235 1765
Napacˇno 0 0
Tabela 6.5: Uspesˇnost povecˇav sˇtevcev v sistemu Riak z razdelitvami v
omrezˇju
HBase
Preizkus sistema HBase brez razdelitev v omrezˇju je prikazan na sliki 6.7.
Statisticˇni podatki tega preizkusa se nahajajo v tabeli 6.6.
Velika vecˇina zahtev v preizkusu je bila uspesˇnih. Vsem neuspesˇnim zah-
tevam je potekla cˇasovna omejitev v sistemu Vegeta. Iz tabele 6.7 je razvidno,
da so bile spremembe kljub temu uspesˇno zapisane.
cˇas trajanja 60 sekund
skupno sˇtevilo zahtev 225000
sˇtevilo uspesˇnih zahtev 222855
povprecˇna zakasnitev 13625 ms
uspesˇnost 99,05 %
Tabela 6.6: Statistika preizkusa sistema HBase brez razdelitev v omrezˇju
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Slika 6.7: Grafikon preizkusa sistema HBase brez radelitev v omrezˇju.
Pozitivni Negativni
Pravilno 225000 0
Napacˇno 0 0
Tabela 6.7: Uspesˇnost povecˇav sˇtevcev v sistemu HBase brez razdelitev v
omrezˇju
Rezultati preizkusa z razdelitvami v omrezˇju so prikazani v tabeli 6.8.
Kot je razvidno tudi iz slike 6.8, takoj po nastopu razdelitve HBase preneha
potrjevati zahteve in cˇaka, da se spet vzpostavi povezava med strezˇniki.
cˇas trajanja 60 sekund
skupno sˇtevilo zahtev 83850
sˇtevilo uspesˇnih zahtev 26203
povprecˇna zakasnitev 4823 ms
uspesˇnost 31,25 %
Tabela 6.8: Statistika preizkusa sistema HBase z razdelitvami z omrezˇju
6.2. REZULTATI 45
Slika 6.8: Grafikon preizkusa sistema HBase z razdelitvami v omrezˇju.
MongoDB
V tabeli 6.9 je prikazana statistika preizkusa sistema MongoDB brez poraz-
delitev v omrezˇju. Na sliki 6.9 je grafikon, ki prikazuje uspesˇnost zahtev. Iz
rezultatov je razvidno, da ima sistem MongoDB visoko prepustnost zahtev,
viˇsjo tako od sistema Riak kot sistema HBase.
cˇas trajanja 60 sekund
skupno sˇtevilo zahtev 720000
sˇtevilo uspesˇnih zahtev 720000
povprecˇna zakasnitev 47 ms
uspesˇnost 100 %
Tabela 6.9: Statistika MongoDB brez razdelitev v omrezˇju
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Slika 6.9: Grafikon preizkusa sistema MongoDB brez razdelitev v omrezˇju.
Statistika preizkusa z razdelitvami v omrezˇju je prikazana v tabeli 6.10.
Na sliki 6.10 je prikazan grafikon z uspesˇnimi in neuspesˇnimi zahtevami. Ve-
lika vecˇina zahtev je bila tudi v tem primeru uspesˇna. Ampak iz tabele 6.11
je razvidno, da po ponovni vzpostavitvi povezav manjka priblizˇno polovica
potrjenih zapisov. Do tega pride, ker ob razdelitvi v omrezˇju v vsakem
delu postane aktiven po en glavni strezˇnik. Ti strezˇniki socˇasno sprejemajo
in potrjujejo zahteve tudi medtem, ko so povezave prekinjene. Po ponovni
vzpostavitvi povezav samo en strezˇnik ostane glavni, spremembe, ki so jih
do takrat shranili ostali, pa so zavrzˇene. Tako MongoDB na racˇun konsisten-
tnosti omogocˇa visoko razpolozˇljivost.
cˇas trajanja 60 sekund
skupno sˇtevilo zahtev 720000
sˇtevilo uspesˇnih zahtev 719582
povprecˇna zakasnitev 299 ms
uspesˇnost 99,94 %
Tabela 6.10: Statistika MongoDB z razdelitvami v omrezˇju
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Slika 6.10: Grafikon preizkusa sistema MongoDB z razdelitvami v omrezˇju.
Pozitivni Negativni
Pravilno 392539 0
Napacˇno 327058 0
Tabela 6.11: Uspesˇnost povecˇav sˇtevcev MongoDB z razdelitvami v omrezˇju
6.2.2 Diskusija
Obravnavane podatkovne baze se po nacˇinu delovanja med seboj razliku-
jejo. Nasˇ namen je bil primerjati posamezne pristope za problem sˇtetja ob
delovanju omrezˇja brez napak ter ob razdelitvah v omrezˇju.
Podatke obremenitvenih preizkusov brez in z razdelitvami v omrezˇju smo
zbrali v skupnih tabelah in posamezne pristope ovrednotili glede na posta-
vljene cilje:
• zakasnitev,
• delezˇ uspesˇnih zahtev (razpolozˇljivost sistema),
• pravilnost podatkov po opravljenem preizkusu.
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Podatki o delovanju sistemov ob obicˇajnih pogojih v omrezˇju brez razde-
litev so zbrani v tabeli 6.12.
Podatkovna Obremenitev Povprecˇna Uspesˇnost
baza (zahteve na sekundo) zakasnitev (v ms) (%)
Riak 5.000 13 100,00
HBase 3.750 13.625 99,05
MongoDB 12.000 47 100,00
Tabela 6.12: Rezultati obremenitvenih preizkusov brez razdelitev v omrezˇju
Iz podatkov je razvidno, da vsi sistemi ob delovanju omrezˇja brez napak
delujejo brez vecˇjih pomankljivosti. HBase ima visoko zakasnitev za odgovor
na zahteve, kljub temu pa uspesˇno obdela vse zahteve. MongoDB se izkazˇe
kot podatkovna baza z najviˇsjo propustnostjo.
Podatki o delovanju sistemov ob nastopu razdelitev v omrezˇju so zbrani
v tabeli 6.13.
Podatkovna Obremenitev Povprecˇna Uspesˇnost Pravilnost
baza (zahteve na sekundo) zakasnitev (%) (%)
(v ms)
Riak 2.500 3.963 96,43 100,00
HBase 1.397,5 4.823 31,25 100,00
MongoDB 12.000 299 99,94 54,55
Tabela 6.13: Rezultati obremenitvenih preizkusov z razdelitvami v omrezˇju
Ob pojavu razdelitev v omrezˇju je pisanje v sistem Riak pravilno za vsako
potrjeno zahtevo v sistem. Ob pojavu razdelitve se pojavi kratko obdobje,
ko sistem ne uspe obravnavati nekaterih zahtev zaradi nacˇina podvajanja.
To se zgodi kljub temu, da je bil sistem konfiguriran tako, da se mora po-
datek zapisati samo v eno vozliˇscˇe, da se pisanje smatra kot uspesˇno. Po
tem obdobju Riak kljub razdelitvi v omrezˇju sprejema zahteve in zapisuje
podatke. MongoDB zahteve sprejema v obeh delih razdelitve, ampak po po-
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Slika 6.11: Povprecˇne zakasnitve posameznih podatkovnih baz pri obremeni-
tvenih preizkusih z razdelitvami v omrezˇju.
novni vzpostavitvi povezav izgubi vse podatke zapisane na vozliˇscˇe, ki izgubi
status glavnega vozliˇscˇa.
Za boljˇso preglednost sledi graficˇni prikaz doseganja posameznih ciljev za
podatkovne baze.
Slika 6.11 prikazuje povprecˇne zakasnitve sistema v milisekundah.
Slika 6.12 prikazuje delezˇ uspesˇnih zahtev ob prisotnosti razdelitev v sis-
temu. Najviˇsji delezˇ ima MongoDB, takoj za njim je Riak, HBase pa ima
najnizˇji delezˇ.
Tretji kriterij, na katerega smo se osredotocˇili v obremenitvenih preizku-
sih, je pravilnost potrjenih zahtev. To smo izmerili po ponovni vzpostavitvi
povezav v omrezˇju. Rezultati so prikazani na sliki 6.13. Riak in HBase sta
potrjene zahteve uspesˇno zapisala, medtem ko je MongoDB del podatkov
kljub potrjenim zahtevam izgubil.
Iz opravljenih preizkusov je mogocˇe skleniti sledecˇe:
• Riak z ustrezno nastavitvijo replikacije ohrani potrjene spremembe
tudi, ko se zgodijo razdelitve v omrezˇju, kar je lastnost tipov CRDT,
• HBase zaradi ohranjanja konsistentnosti cˇaka z obdelovanjem zahtev
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Slika 6.12: Uspesˇnosti posameznih podatkovnih baz pri obremenitvenih pre-
izkusih z razdelitvami v omrezˇju.
Slika 6.13: Pravilnosti posameznih podatkovnih baz pri obremenitvenih pre-
izkusih z razdelitvami v omrezˇju.
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na ponovno vzpostavitev povezav med vozliˇscˇi,
• MongoDB kljub razdelitvam v omrezˇju nadaljuje z obdelovanjem zah-
tev, ampak del potrjenih sprememb v sistemu zavrzˇe po ponovni vzpo-
stavitvi povezav, kljub temu da so bile potrjene kot uspesˇne.

Poglavje 7
Sklepne ugotovitve
V diplomskem delu je raziskano podrocˇje pristopov k sˇtetju dogodkov v po-
razdeljenih sistemih z velikim obsegom zahtev. V primerjavo so vkljucˇene
podatkovna baza Riak, ki za hranjenje sˇtevcev ponuja podatkovni tip CRDT,
ter podatkovni bazi HBase in MongoDB, ki se pogosto uporabljata v praksi.
Sisteme smo ovrednotili z analizo delovanja ob obicˇajnih pogojih v omrezˇju
ter ob prisotnosti prekinitev v omrezˇju. V preizkusih smo s simulacijo na
vsak sistem sprozˇili vecˇjo kolicˇino socˇasnih zahtev, enkrat brez razdelitev v
omrezˇju, drugicˇ so razdelitve bile prisotne. Z razdelitvami smo zˇeleli ustvariti
razmere, ki niso idealne in se pojavijo tudi v praksi, sistemi pa se na njihovo
prisotnost odzovejo razlicˇno. V obeh primerih smo za vse sisteme izmerili
povprecˇno zakasnitev, delezˇ uspesˇnih zahtev ter delezˇ pravilnih zapisov, glede
na uspesˇne (potrjene) zahteve.
Ob obicˇajnih pogojih v omrezˇju se sistemi razlikujejo zgolj v sˇtevilu zah-
tev, ki jih sistem lahko obdela na enoto cˇasa (propustnost). Drugacˇe je ob
uvedbi prekinitev v omrezˇju. Takrat se sistemi razlikujejo tudi v delezˇu potr-
jenih zahtev in delezˇu pravilno zapisanih podatkov. Na sliki 7.1 je na podlagi
merjenih kolicˇin prikazana primerjava med sistemi. Ob predpostavki, da je
najvecˇja povprecˇna izmerjena zakasnitev 4.823 ms (prikazano v tabeli 6.13)
enaka 100 %, pretvorimo vrednosti povprecˇne zakasnitve na interval [0, 100].
Skala pri tem atributu je obrnjena, kar pomeni, da najvecˇja vrednost pred-
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Slika 7.1: Primerjava povprecˇnih zakasnitev, uspesˇnosti in pravilnosti po-
sameznih podatkovnih baz pri obremenitvenih preizkusih z razdelitvami v
omrezˇju.
stavlja najvecˇjo povprecˇno zakasnitev oziroma najnizˇjo propustnost.
Sistem Riak je v preizkusih z razdelitvami v omrezˇju imel najboljˇse rezul-
tate. V primerjavi z MongoDB je povprecˇna zakasnitev sicer visoka, ampak
sistem uspesˇno obdela vecˇino zahtev, ki tudi ostanejo trajno dostopne. HBase
v primeru razdelitev v skladu s svojimi zagotovili preneha obdelovati zahteve,
medtem ko MongoDB obdeluje zahteve, ampak nekatere spremembe lahko
ob ponovni vzpostavitvi povezav v omrezˇju zavrzˇe.
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