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Abstract
A basic assumption in classical learning and estimation is the availability of a random sample from the
target distribution. In domain adaptation this assumption is replaced with the availability of a sample
from a source distribution, and a smaller or unlabeled sample from the target distribution. In this work,
we consider a setting in which no random sampling from the target distribution is possible. Instead,
given a large data set, it is possible to query the probability (weight) of a data point, or a set of data
points, according to the target distribution. This can be the case when access to the target distribution
is mediated, e.g., by specific measurements or by user relevance queries. We propose an algorithm for
finding a reweighing of the data set which approximates the target distribution weights, using a limited
number of target weight queries. The weighted data set may then be used in estimation and learning
tasks, as a proxy for a sample from the target distribution. Given a hierarchical tree structure over the
data set, which induces a class of weight functions, we prove that the algorithm approximates the best
possible function, and upper bound the number of weight queries. In experiments, we demonstrate the
advantage of the proposed algorithm over several baselines. A python implementation of the proposed
algorithm and all experiments can be found at https://github.com/Nadav-Barak/AWP
1 Introduction
A basic assumption in classical learning and estimation is the availability of a random sample from the target
distribution. However, in many cases, obtaining such a sample is difficult or impossible. In domain adaptation
(e.g, [20, 4, 9, 12]), this sample is replaced with samples from a source distribution, and fewer or unlabeled
samples from the target distribution. In this work, we consider an extreme case, in which no random samples
from the target distribution are available. The only access to the target distribution is via weight queries,
which retrieve the weight of a given subset of the domain according to the target distribution at a cost. This
is relevant to many types of data sources. For instance, if the data is accessed via a search engine, the number
of matches of a specific search criterion can be obtained, but there is no interface for randomly sampling a
data element. As a different example, consider the distribution of users currently using a set of websites. The
number of users currently in a website or a domain of websites can be measured, but there is no mechanism
for drawing a random user. Lastly, consider a learning task in which the target distribution is accessed via a
user’s subjective or apriori knowledge of the importance of each example. For instance, learning a classifier of
images based on a given data set, to be used in a new environment (e.g., a data set of diverse outdoor images,
which will be used for navigation in an uncharted tropical island). The relative importance of parts of the
domain can be crucial for directing the learning effort, for instance in active learning [25]. Thus, our goal is
to use weight queries to approximate the target distribution.
We assume access to a large data set of domain examples. If the data set is sufficiently comprehensive,
then reweighting it according to the target distribution is a useful proxy for a sample of the target, for
learning or estimation tasks. In a basic weight query, an example from the data set is presented to an oracle,
which returns the weight of the example by the target distribution. While our terminology refers to examples
from the domain and their weights, the elements in the data set may also represent non-overlapping subsets
of the domain, with the oracle returning the weight of the subset. For instance, a data set element could be
a search query which represents all the examples that match it, or it could be an example representing a
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neighborhood of similar examples. In addition to basic weight queries, some higher-order queries are allowed.
These obtain the total target weight of a set of elements. The possible higher-order queries are represented
via a hierarchical binary tree structure, whose leaves are the data set examples. Each internal node (up to a
certain depth) can be queried for the total weight of its descendant leaves. Such nodes can represent, e.g.,
broader search engine queries. We assume that such queries are expensive, and so limit their use to a minimal
number.
The data set and the hierarchical tree define a set of reweighting functions, based on prunings of the
tree. A pruning is a set of internal nodes such that each leaf (example) is a descendant of exactly one node.
Equivalently, it is a set of non-overlapping sub-trees that cover the data set. Each pruning defines a weighting,
by distributing the total weight of each subtree equally between its leaves. The goal is to find a pruning of a
limited size, whose induced weighting is close to the true weighting defined by the target distribution, as
measured by the `1 distance (equivalently, the total variation distance). Thus, if a weighting has a small
distance from the true weighting, any bounded statistical property has a similar value on both weightings.
For instance, if the data set and the target distribution have the same labeling function, as in the covariate
shift setting (e.g., [8]) then the accuracy of a classifier calculated on a good reweighting will be similar to its
accuracy based on the true weights.
Our contributions. We propose a novel algorithm for finding a weighting induced by a limited-size
pruning of the given tree structure. We prove that with a high probability, the `1 distance between the output
weighting and the true weighting approximates the distance of the best weighing induced by a pruning of the
same size. The algorithm adaptively selects examples for weight queries, while iteratively constructing the
pruning. The number of higher-order queries used by the algorithm is limited to the size of the pruning. We
further upper-bound the number of basic weight queries that the algorithm requests. Lastly, we compare the
algorithm to several natural baselines in experiments, showing its advantage in obtaining a low distance from
the true weighting. Some of our analysis and experiment results are deferred to the appendices.
Related work
In recent years, many interactive learning settings in which the feedback is not an i.i.d. sample have been
studied. Perhaps the most established is active learning [11, 25]. Others include learning with side information
[31] comparison queries [19] and feature feedback [13]. The current work adds to this line of research, by
expanding the machine learning toolbox to new forms of interaction.
In the domain adaptation framework (e.g., [20, 5, 9, 23, 4]), random labeled examples from the target
distribution are assumed scarce, and a sample from a source distribution is used as a proxy. In particular,
these works use the total variation distance between the source and the target to bound the excess target
error when learning from the source. In the covariate shift setting, the target and the source distributions
have the same labeling function, with a different marginal distribution on unlabeled examples. In [7, 30, 8],
reweighing the labeled source sample based on unlabeled target examples is studied. [21] studies trade-offs
between source and target labels. In [6], interactive domain adaptation is studied, in which a labeled source
sample guides label requests from the target. In this work, we assume that the input data set is organized in
a hierarchical tree, which represents relevant structures in the data set. This type of input is common to
many works in which structure is required. For instance, in [14] an active learning algorithm uses such an
input tree. In [29, 10], a hierarchical tree is used to organize different arms in a multi-armed-bandits problem,
and in [27] such a structure is used when adaptively estimating the maximum of an unknown function.
2 Setting and Notations
Denote by 1 the all-1 vector; its size will always be clear from context. For an integer n, let [n] := {1, . . . , n}.
For a vector or a sequence x = (x(1), . . . , x(n)), let ‖x‖1 :=
∑
i∈[n] |x(i)| be the `1 norm of x. For a function
f : X → R on a discrete domain X , denote ‖f‖1 :=
∑
x∈X |f(x)|.
The input data set S is provided with a binary hierarchical tree T whose leaves are the elements in S.
The target weighting of S is w∗ : S → [0, 1], where ‖w∗‖1 = 1. w∗(x) is the probability mass of the example
x (or the subset of the domain that it represents) according to the unknown target distribution. For a set
V ⊆ S, denote w∗(V ) := ∑x∈V w∗(x). The goal of the algorithm is to approximate the target weighting w∗
2
using weight queries. The tree T indicates which higher-order weight queries are allowed: Each internal node
(up to some depth) can be queried for the total weight of its descendant leaves. In addition, weights of leaves
(examples) can be queried. Formally, for an internal node v, let Lv ⊆ S be the set of leaves in the subtree
rooted in v. A higher-order query for v returns the response w∗v := w∗(Lv). A basic query for a leaf x ∈ S
returns w∗(x).
The algorithm attempts to approximate the target weighting by finding a small pruning of the tree which
induces a weighting on S that is as similar as possible to w∗. Formally, for a tree with a root node r, a
pruning of the tree is a set of tree nodes which are descendants of r, such that the subtrees rooted in these
nodes are disjoint, and each of the leaves that are descendants of r is included in exactly one of these subtrees.
Thus, a pruning of the input tree T induces a partition on S. The weighting induced by the pruning is
defined by assigning each subset Lv ⊆ S in the partition its true weight w∗v , and evenly distributing it among
the examples in Lv. Formally, let Nv := |Lv|. For a pruning P and an example x ∈ S, let A(P, x) be the
node in P which is the ancestor of x. The weighting wP : S → R+ induced by the pruning P is defined as
wP (x) := w∗A(P,x)/NA(P,x).
The quality of the weighting wP provided by the algorithm is measured by the total variation distance
between the distribution induced by wP and the one induced by w∗, which is equivalent to the `1 norm
between the two weight functions (see, e.g., [32]). Formally, the total variation distance between two weight
functions w1, w2 : S → R+ is
dist(w1, w2) := max
S′⊆S
|w1(S′)− w2(S′)| ≡ 12
∑
x∈S
|w1(x)− w2(x)| ≡ 12‖w1 − w2‖1.
For a node v, define Dv :=
∑
x∈Lv |w∗v/Nv − w∗(x)|. The discrepancy of wP (with respect to w∗) is DP :=
2dist(wP , w∗) = ‖wP − w∗‖1 =
∑
v∈P Dv. More generally, for any subset G of a pruning, define DG :=∑
v∈GDv. We also call DG,Dv the discrepancy of G, v, respectively. The goal is to find a pruning with
a low discrepancy, using few weight queries. As we later observe, a larger pruning size necessitates more
higher-order queries. Thus, the pruning size will be restricted to control this number. In addition, we wish to
use a small number of weight queries of individual examples.
3 Main result: the AWP algorithm
We propose the AWP (Approximating Weights via Pruning) algorithm, listed in Alg. 1. AWP uses weight queries
to find a pruning P , which induces a weight function wP as defined in Section 2. AWP gets the following
inputs: a binary tree T whose leaves are the data set elements, the requested pruning size K ≥ 2, a confidence
parameter δ ∈ (0, 1), and a constant β > 1, which controls the trade-off between the number of weight queries
requested by AWP and the approximation factor that it obtains. Finding a pruning with a small discrepancy
while limiting the number of weight queries involves several challenges, since the discrepancy of any given
pruning is unknown in advance, and the number of possibilities is exponential in K. AWP starts with the
trivial pruning, which includes only the root node. It iteratively samples weight queries of leaves to estimate
the discrepancy of nodes in the current pruning. AWP decides in a greedy manner which node in the current
pruning to split, that is, to replace in the pruning with its two child nodes.
We first provide the notation used in Alg. 1. For a node v in T , Mv is the number of weight queries of
examples in Lv requested so far by the algorithm for estimating Dv. The sequence of Mv weights returned
by the oracle for these queries is denoted zv. We note that although an example in Lv is also in Lu for any
descendant u of v, weight queries used for estimating Dv are not reused for estimating Du, since this would
bias the estimate. AWP uses the following estimator for Dv:
Dˆv := w∗v +
Nv
Mv
(‖zv − w
∗
v
Nv
· 1‖1 − ‖zv‖1). (1)
Note that this estimator requires knowing w∗v , the total weight of node v. In Section 4, the necessity of this
information for estimating Dv, as well as the failure of naive estimators, are discussed, and a concentration
bound for Dˆv is provided. AWP iteratively samples weight queries of examples for nodes in the current pruning,
until it can identify a node which has a relatively large discrepancy. The iterative sampling procedure takes
inspiration from the upper-confidence-bound (UCB) approach, common in best-arm-identification problems
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Algorithm 1 AWP: Approximating a target weighting by finding a low-discrepancy pruning
Input: A binary tree T with examples as leaves; Maximum pruning size K ≥ 2; δ ∈ (0, 1); β > 1.
Output: Po: A pruning of T with a small discrepancy DPo
1: Initializations: P ← {The root node of T}; For all nodes v in T : zv ← (),Mv ← 0.
2: while |P | < K do
3: Set vs ← argmaxv∈P (Dˆv + ∆v). B Select a node to sample from
4: Draw an example x uniformly at random from Lvs , and query its true weight, w∗(x).
5: Mvs ←Mvs + 1, zvs ← zvs ◦ w∗(x).
6: B Decide whether to split a node in the pruning:
7: while ∃v ∈ P s.t. SC(v, P ) holds (see Eq. (2)) do
8: Let v such that SC(v, P ) holds, with children vR and vL, and set P ← P \ {v} ∪ {vR, vL}.
9: Query w∗vR ; set w
∗
vL ← w∗v − w∗vR .
10: return Po := P .
[3]; In our case, the goal is to find the best node up to a multiplicative factor. In each iteration, the node
with the maximal known upper bound on its discrepancy is selected, and the weight of a random example
from its leaves is queried. To calculate the upper bound, we define ∆v := w∗v ·
√
2 ln(2Kpi2M2v /(3δ))/Mv.
We show in Section 4 that |Dv − Dˆv| ≤ ∆v with a high probability. Hence, the upper bound for Dv is set to
Dˆv + ∆v. Whenever a node from the pruning is identified as having a large discrepancy in comparison with
the other nodes, it is replaced by its child nodes, thus increasing the pruning size by one. Formally, AWP splits
a node if with a high probability, ∀v′ ∈ P \ {v},Dv ≥ Dv′/β. The factor of β allows splitting even if all nodes
have a similar discrepancy. This is formalized by the following Boolean splitting criterion:
SC(v, P ) =
{
β(Dˆv −∆v) ≥ max
v′∈P\{v}
Dˆv′ + ∆v′
}
. (2)
To summarize, AWP selects a node by the UCB criterion, and queries the weight of a random leaf of that node.
If the splitting criterion holds, a node satisfying it is split. This is repeated until achieving the pruning size.
Also, when a node is added to the pruning, its weight is queried for use in Eq. (1).
We now provide our guarantees for AWP. The properties of the tree T affect the quality of the output
weighting. First, the pruning found by AWP cannot be better than the best pruning of size K in T . Thus, we
guarantee an approximation factor relative to that pruning. In addition, we require the tree to be sufficiently
nice, in that a child node should have a somewhat lower discrepancy than its parent. Formally, we define the
notion of split quality.
Definition 3.1 (Split quality). Let T be a hierarchical tree for S, and q ∈ (0, 1). T has a split quality q, if
for any two nodes v, u in T such that u is a child of v, we have Du ≤ qDv.
This definition is similar in nature to other tree quality notions, such as the taxonomy quality of [29],
though the latter restricts weights and not the discrepancy. We note that Def. 3.1 could be relaxed, for
instance by allowing different values of q in different tree levels. Nonetheless, we prove in Appendix A that
greedily splitting the node with the largest discrepancy cannot achieve a reasonable approximation factor
without some restriction on the input tree, and that this also holds for other types of greedy algorithms. It is
an open problem whether this limitation applies to all greedy algorithms. Note also that even in trees with
a split quality less than 1, splitting a node might increase the total discrepancy; see Section 4 for further
discussion. Our main result is the following theorem.
Theorem 3.2. Suppose that AWP gets the inputs T , K ≥ 2, δ ∈ (0, 1), β > 1 and let Po be its output. Let Q
be a pruning of T of size K with a minimal DQ. With a probability at least 1− δ, we have:
• If T has split quality q for some q < 1, then DPo ≤ 2β( log(K)log(1/q) + 1)DQ;
• AWP requests K − 1 weight queries of internal nodes;
• AWP requests O˜((1 + 1β−1 )2K3 ln(1/δ)/D2Po) weight queries of examples.1
1The O˜ notation hides constants and logarithmic factors; These are explicit in the proof of the theorem.
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Thus, an approximation factor with respect to the best achievable discrepancy is obtained, while keeping
the number of higher-order weight queries minimal and bounding the number of weight queries of examples
requested by the algorithm. The theorem is proved in the next section.
4 Analysis
First, we discuss the estimator Dˆv. Observe that the discrepancy cannot be reliably estimated from weight
queries of examples alone. For instance, suppose that a single example in Lv is heavy and the others are
equally light. Then, if a random sample of example weights does not include the heavy example, it is
impossible to distinguish between a zero discrepancy and a large constant discrepancy without additional
information (see Appendix B for a detailed example). To overcome this, AWP obtains w∗v , using a higher-order
weight query. However, even then, a standard empirical estimator obtained by aggregating |w∗v/Nv − w∗(x)|
over sampled examples can have a large estimation error (see example in Appendix B). We thus propose the
estimator Dˆv, given in Eq. (1). The lemma below gives a concentration bound for this estimator.
Lemma 4.1. Let x = (x1, . . . , xn) be a sequence of non-negative real values with a known ‖x‖1, and let U
be a uniform distribution over the indices in [n]. Let W := ‖x‖/n, and D(x) := ‖x−W · 1‖1. Suppose that
m i.i.d. samples I1, . . . , Im are drawn from U . Denote Zi := xIi for i ∈ [n], and Z := (Z1, . . . , Zm). Define
the following estimator for D(x):
Dˆ(x) := ‖x‖1 + n
m
(‖Z−W · 1‖1 − ‖Z‖1).
Then, with a probability at least 1− δ, |D(x)− Dˆ(x)| ≤ ‖x‖1
√
2 ln(2/δ)/m.
Proof. Let Z ′i = |Zi −W | − Zi. If Zi ≥ W , we have Z ′i = W . Otherwise, we have Z ′i = W − 2Zi ≥ −W .
Hence, P[Z ′i ∈ [−W,W ]] = 1. Thus, by Hoeffding’s inequality, with a probability at least 1 − δ, we have
|E[Z ′1]− 1m
∑
i∈[m] Z
′
i| ≤W ·
√
2 ln(2/δ)/m. Now,
E[Z ′1] =
1
n
(‖x−W · 1‖1 − ‖x‖1) = 1
n
(D(x)− ‖x‖1).
In addition, 1m
∑
i∈[m] Z
′
i = 1m (‖Z −W · 1‖1 − ‖Z‖1) = 1n (Dˆ(x) − ‖x‖1). Therefore, with a probability at
least 1− δ, ∣∣D(x)− ‖x‖1 − (Dˆ(x)− ‖x‖1)∣∣ ≤ nW√2 ln(2/δ)/m = ‖x‖1√2 ln(2/δ)/m,
as claimed.
The estimator Dˆv defined in Eq. (1) is equal to Dˆ(x) in Lemma 4.1, where x is the sequence of weights of
x ∈ Lv. In the next lemma, we apply Lemma 4.1 to all the estimates used in AWP, and prove the correctness
of the definition of ∆v given in Section 3.
Lemma 4.2. Fix inputs T,K, δ, β to AWP. Recall that P is the pruning updated by AWP during its run. The
following event holds with a probability at least 1− δ on the randomness of AWP:
E0 := {At all times during the run of AWP, ∀v ∈ P, |Dv − Dˆv| ≤ ∆v}. (3)
Proof. Fix a node v in T , and consider the value of Dˆv after drawing Mv random samples from Lv. To
apply Lemma 4.1, set x to be the sequence of weights of the examples in Lv. Then Dv = D(x) and
Dˆ(x) = Dˆv. For an integer M , let δ(M) := 3δKpi2M2 . By Lemma 4.1, with a probability at least 1− δ(Mv),
|Dv − Dˆv| ≤ w∗v
√
2 ln(2/δ(Mv))/Mv ≡ ∆v. We have
∑∞
n=1 δ(n) = 3δKpi2
∑∞
n=1
1
n2 = δ/(2K). Thus, for any
fixed node v, with a probability at least 1 − δ/(2K), after any number of samples Mv, |Dv − Dˆv| ≤ ∆v.
Denote this event Dv.
Now, the pruning P starts as a singleton containing the root node. Subsequently, in each update of P , one
node is removed and its two children are added. Thus, in total 2K − 1 nodes are ever added to P (including
the root node). Let vi be the i’th node added to P , and let V = {v1, . . . , v2K−1}. We have,
P[E0] ≥ P[∀v ∈ V,Dv] = 1− P[∃v ∈ V,¬Dv].
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Now, letting N be the nodes in T ,
P[∃v ∈ V,¬Dv] ≤
2K−1∑
i=1
∑
v∈N
P[vi = v]P[¬Dv | vi = v].
Now, P[¬Dv | vi = v] = P[¬Dv], since the estimate Dˆv uses samples that are drawn after setting vi = v.
Therefore, P[¬Dv | vi = v] ≤ δ/(2K). Since
∑
v∈N P[vi = v] = 1, it follows that P[∃v ∈ V,¬Dv] ≤ δ.
Therefore, We have P[E0] ≥ 1− δ, as claimed.
Some splits may increase the total discrepancy of the pruning, even in trees with a split quality smaller
than 1. The next auxiliary lemma upper bounds this increase, and shows that this bound is tight.
Lemma 4.3. Let r be the root of a hierarchical tree and let P be a pruning of this tree. Then DP ≤ 2Dr.
Moreover, for any  > 0, there exists a tree with a split quality q < 1 and a pruning P of size 2 such that
DP ≥ (2− )Dr.
Proof. To prove the first part, denote the nodes in P by v1, . . . , vn and let v0 := r be the root node. For
i ∈ {0, . . . , n}, let wi be a sequence of length Nvi of the weights w∗(x) of all the leaves x ∈ Lvi . Let w¯∗i :=
w∗vi
Nvi
.
Then
Dvi = ‖wi − w¯∗i · 1‖1 = ‖wi − w¯∗0 · 1+ w¯∗0 · 1− w¯∗i · 1‖1
≤ ‖wi − w¯∗0 · 1‖1 + ‖w¯∗0 · 1− w¯∗i · 1‖1 = ‖wi − w¯∗0 · 1‖1 +Nvi |w¯∗i − w¯∗0 |.
Now, observe that
Nvi |w¯∗i − w¯∗0 | = |w∗i −Nviw¯∗0 | = |
∑
x∈Lvi
(w∗(x)− w¯∗0)| ≤
∑
x∈Lvi
|w∗(x)− w¯∗0 | = ‖wi − 1 · w¯∗0‖1.
Therefore, Dvi ≤ 2‖wi − 1 · w¯∗0‖1. Summing over all the nodes, and noting that w0 = w1 ◦ . . . ◦wn, we get:∑
i∈[n]
Dvi ≤
∑
i∈[n]
2‖wi − w¯∗0 · 1‖1 = 2‖w0 − w¯∗0 · 1‖1 = 2Dv0 ,
which proves the first part of the lemma.
For the second part of the lemma, let n be an integer sufficiently large such that 21+2/n ≥ 2 − . We
consider a tree (see illustration in Figure 1) with n+ 2 leaves. Denote the leaves by x1, . . . , xn+2. Denote
w := 1/(n+ 2), and define w∗(x1) = 0, w∗(x2) = 2w, and w∗(xi) = w for i ≥ 2. Denote by v0 the root node
of the tree, and let its two child nodes be v1 and v2. The tree is organized so that x1 and n/2 of the examples
with weight w are descendants of v1, and the other examples are descendants of v2. v1 has two child nodes,
one is the leaf x1 and the other is some binary tree whose leaves are all the other n/2 examples. Similarly, v2
has a child node which is the leaf x2, and the other examples are organized in some binary tree rooted at the
other child node.
It is easy to see that Dv0 = 2w. To calculate Dv1 , note that the average weight of node v1 is
nw/2
n/2+1 = nw2.
Thus,
Dv1 ≡
∑
x∈Lv1
|nw2 − w∗(x)| = n2 (w − nw
2) + nw2 = nw2 (1−
n
n+ 2) + nw
2 = 2nw2.
A similar calculation shows that Dv2 = 2nw2. Define the pruning P = {v1, v2} of the tree rooted at v0. Then
DP = 4nw2 = 2nw · Dv0 =
2
1 + 2/nDv0 ≥ (2− )Dv0 ,
as required.
To show that this tree has a split quality of less than 1, note that Dv1 = Dv2 = 11+2/nDv0 , and that
the discrepancy of each of the child nodes of v1 and v2 is zero, since all their leaves have the same weight.
Therefore, this tree has a split quality 11+2/n < 1.
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Figure 1: Illustrating the tree constructed in the proof of the second part of Lemma 4.3, for n = 8.
We now prove the two main parts of Theorem 3.2, starting with the approximation factor of AWP.
Lemma 4.4. Fix inputs T,K, δ, β to AWP, and suppose that T has a split quality q ∈ (0, 1). Let Po be the
output of AWP. Let E0 be the event defined in Eq. (3). In any run of AWP in which E0 holds, for any pruning
Q of T such that |Q| = K, we have DPo ≤ 2β( log(K)log(1/q) + 1)DQ.
Proof. Let Q be some pruning such that |Q| = K. Partition Po into R,Pa and Pd, where R := Po ∩ Q,
Pa ⊆ Po is the set of strict ancestors of nodes in Q, and Pd ⊆ Po is the set of strict descendants of nodes in Q.
Let Qa ⊆ Q be the ancestors of the nodes in Pd and let Qd ⊆ Q be the descendants of the nodes in Pa, so that
R,Qd and Qa form a partition of Q. First, we show that if any of the sets Pa, Pd, Qa, Qd is empty then all of
them are empty. By definition, Pa = ∅ ⇔ Qd = ∅ and Pd = ∅ ⇔ Qa = ∅. Now, suppose that Pa = Qd = ∅.
Since |R|+ |Pd|+ |Pa| = |Po| = |Q| = |R|+ |Qd|+ |Qa|, we deduce that |Pd| = |Qa|. But for each node in
Qa, there are at least two descendants in Pd, thus |Pd| ≥ 2|Qa|. Combined with the equality, it follows that
Pd = Qa = ∅. The other direction is proved in an analogous way. Lastly, if Pa = Pd = Qa = Qd = ∅ then
Po = Q, thus in this case DP = DQ. We therefore assume below that these sets are non-empty.
We bound the discrepancies of Pd and of Pa separately. For each node u ∈ Qa, denote by P (u) the
descendants of u in Pd. These form a pruning of the subtree rooted at u. In addition, the sets {P (u)}u∈Qa
form a partition of Pd. Thus, by the definition of discrepancy and Lemma 4.3,
DPd =
∑
u∈Qa
DP (u) ≤
∑
u∈Qa
2Du = 2DQa . (4)
Let r be a node with the smallest discrepancy out of the nodes that were split by AWP during the entire
run. Let P be the pruning when AWP decided to split node r. By the definition of the splitting criterion SC
(Eq. (2)), for all v ∈ P \ {r}, we had then β(Dˆr −∆r) ≥ Dˆv + ∆v. Since E0 holds, we have Dr ≥ Dˆr −∆r
and Dˆv + ∆v ≥ Dv. Therefore, ∀v ∈ P \ {r}, βDr ≥ Dv. Now, any node v′ ∈ Po \ P is a descendant of
some node v ∈ P . Since T has split quality q for q < 1, we have Dv′ ≤ Dv. Therefore, for all v′ ∈ Po,
Dv′ ≤ βDr. In particular, DPa ≡
∑
v∈Pa Dv ≤ β|Pa|Dr. Now, since all the nodes in Qa were split by AWP, we
have Dr ≤ minv∈Qa Dv. Thus, if DQa = 0 then Dr = 0. For DQa > 0, define θ := |Pa| · Dr/DQa . It follows
that DPa ≤ βθDQa . By defining θ := 0 if DQa = 0, this upper bound holds for all values of DQa . Combining
this with Eq. (4), we get
DPo = DR + DPd + DPa ≤ DR + 2DQa + βθDQa ≤ max(2, βθ)DQ. (5)
Thus, to bound the approximation factor, it suffices to bound θ. Let P ′d be the set of nodes both of whose
child nodes are in Pd. Denote n := |P ′d|. In addition, each node in P ′d has an ancestor in Qa, and no ancestor
in P ′d. Therefore, P ′d can be partitioned to subsets according to their ancestor in Qa, and each such subset
is a part of some pruning of that ancestor. Thus, by Lemma 4.3, DP ′
d
≤ 2DQa . Hence, for some node
v ∈ P ′d, Dv ≤ 2DQa/n. It follows from the definition of r that Dr ≤ 2DQa/n. Hence, θ ≤ 2|Pa|/n. Define
α := log(1/q)log(|Pa|)+log(1/q) ≤ 1. If n ≥ α|Pa|, we have θ ≤ 2/α. We now consider the case n < α|Pa|, by deriving
an additional upper bound on Dr.
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For a node v with an ancestor in Qa, let lv be the path length from this ancestor to v, and define
L :=
∑
v∈P ′
d
lv. We now prove that L ≥ |Pa| − n. Fix some u ∈ Qa, and let Pu(t) be the set of nodes in the
pruning P in iteration t which have u as an ancestor. Let P ′u(t) be the set of nodes both of whose child nodes
are in Pu(t), and denote Lu(t) :=
∑
v∈P ′u(t) lv. We prove that for all iterations t, Lu(t) ≥ |Pu(t)| − 2. First,
immediately after u is split, we have P ′u(t) = {u}, |Pu(t)| = 2, Lu(t) = 0. Hence, Lu(t) ≥ |Pu(t)| − 2. Next,
let t such that Pu(t) grows by 1, that is some node ut in Pu(t) is split. If ut is the child of a node vt ∈ P ′u(t),
then P ′u(t+ 1) = P ′u(t) \ {vt} ∪ {ut}. In this case, Lu(t+ 1) = Lu(t) + 1, since lut = lvt + 1. Otherwise, ut is
not a child of a node in P ′u(t), so P ′u(t+ 1) = P ′u(t) ∪ {ut}, and so Lu(t+ 1) = Lu(t) + lut ≥ Lu(t) + 1. Thus,
Lu(t) grows by at least 1 when the size of Pu(t) grows by 1. It follows that in all iterations, Lu(t) ≥ |Pu(t)|−2.
Summing over u ∈ Qa and considering the final pruning, we get L ≥ |Pd| − 2|Qa|. Now, since |P | = |Q|, we
have |Pd| − |Qa| = |Qd| − |Pa|. From the definition of Qd, |Qd| ≥ 2|Pa|. Therefore, |Pd| − |Qa| ≥ |Pa|. It
follows that L ≥ |Pa| − |Qa|. Lastly, every node u ∈ Qa was split by AWP, and has at least one descendant in
P ′d. Therefore, |Qa| ≤ |P ′d| ≡ n. Hence, L ≥ |Pa| − n.
It follows that for some node v ∈ P ′d, lv ≥ (|Pa| − n)/n = |Pa|n − 1 > 0, where the last inequality follows
since n < α|Pa| < |Pa|. Letting u ∈ Qa be the ancestor of v in Qa, we have by the split quality q of T that
Dv ≤ Du · q
|Pa|
n −1. Since u ∈ Qa, we have Du ≤ DQa . In addition, Dr ≤ Dv by the definition of r. Therefore,
Dr ≤ DQa · q
|Pa|
n −1. Since n < |Pa|α and q < 1, from the definition of α we have |Pa|q
|Pa|
n −1 ≤ 1 < 2/α.
Therefore, in this case as well, θ ≤ 2/α. It follows that in all cases, θ ≤ 2/α ≤ 2( log(|Pa|)log(1/q) + 1) ≤ 2( log(K)log(1/q) + 1).
Substituting this upper bound in Eq. (5), we get the statement of the lemma.
Next, we prove an upper bound on the number of weight queries requested by AWP.
Lemma 4.5. Let β > 1. Consider a run of AWP in which E0 holds, and fix some iteration in this run. Let P
be the current pruning, and for a node v in T , denote αv := ββ−1 · w
∗
v
maxu∈P Du . Then in this iteration, the node
vs selected by AWP satisfies Mvs < 22α2vs(ln(α
4
vsK/δ) + 10).
Proof. Recall that the next weight query to be sampled by AWP is set to vs ∈ argmaxv∈P (Dˆv + ∆v). First,
if some nodes v ∈ P have Mv = 0, they will have ∆v = ∞, thus one of them will be set as vs, in which
case the bound on Mvs trivially holds. Hence, we assume below that for all v ∈ P , Mv ≥ 1. Denote
Dmax := maxv∈P Dv. Let u ∈ argmaxv∈P Dˆv be a node with a maximal estimated discrepancy. Since E0
holds, for all v ∈ P we have Dˆv + ∆v ≥ Dv. Thus, by definition of vs, Dˆvs + ∆vs ≥ Dmax which implies
Dˆu ≥ Dˆvs ≥ Dmax −∆vs . Therefore,
β(Dˆu −∆u) = Dˆu + (β − 1)Dˆu − β∆u ≥ Dˆu + (β − 1)(Dmax −∆vs)− β∆u.
Denote θ := (β − 1)Dmax/(2β), and assume for contradiction that ∆vs ≤ θ. By the definitions of u and vs,
we have ∆u ≤ ∆vs ≤ θ. Thus, from the inequality above and the definitions of θ, u, vs,
β(Dˆu −∆u) ≥ Dˆu + (β − 1)(Dmax − θ)− βθ = Dˆu + θ ≥ Dˆvs + ∆vs ≥ max
z∈P\{u}
(Dˆz + ∆z), (6)
Implying that SC(u, P ) holds. But this means that the previous iteration should have split this node in
the pruning, a contradiction. Therefore, ∆vs > θ. Since ∆vs ≡ w∗vs
√
2 ln(2Kpi2M2vs/(3δ))/Mvs , it follows
that Mvs <
2w∗vs
2
θ2 · ln(2Kpi2M2vs/(3δ)). Denoting φ =
4w∗vs
2
θ2 and µ =
√
2Kpi2/(3δ), this is equivalent to
Mvs < φ ln(µMvs). By Lemma C.1 in Appendix C, this implies Mvs < eφ ln(eµφ). Noting that φ = 16α2v
and bounding constants, the bound in the lemma is obtained.
Lastly, we combine the lemmas above and prove the main theorem.
Proof of Theorem 3.2. Consider a run in which E0 holds. By Lemma 4.2, this occurs with a probability at
least 1− δ. If T has a split quality q, the approximation factor follows directly from Lemma 4.4. Next, note
that AWP makes a higher-order query of a node only if it is the right child of a node that was split in line 8 of
Alg. 1. Thus, the number of weight queries of internal nodes is K − 1. We now use Lemma 4.5 to bound the
total number of weight queries of examples under E0. First, we lower bound maxv∈P Dv for any pruning
P during the run of AWP. Let u ∈ argmaxv∈Po Dv. By the definition of u, we have Du ≥ DPo/K. Now, at
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any iteration during the run of AWP, some ancestor v of u is in P . By Lemma 4.3, we have Dv ≥ Du/2.
Therefore, maxv∈P Dv ≥ DPo/(2K). Thus, by Lemma 4.5, at any iteration of AWP, vs is set to some node
in P that satisfies Mvs < 22α2vs(ln(α
4
vsK/δ) + 10), where αvs =
β
β−1 · 2Kw
∗
v
DPo
. Hence, the number of samples
taken for node v by AWP is at most Tv := 22α2vs(ln(α
4
vsK/δ) + 10) + 1, and so the the total number of
example weight queries taken by AWP is at most
∑
v∈V Tv, where V is the set of nodes that participate in
P at any time during the run. To bound this sum, note that for any pruning P during the run of AWP, we
have
∑
v∈P w
∗
v = 1. Hence,
∑
v∈P w
∗
v
2 ≤ 1. Since there are K different prunings during the run, we have∑
v∈V w
∗
v
2 ≤ K. Substituting αv by its definition and rearranging, we get that the total number of example
weight queries by AWP is O˜((1 + 1β−1 )2K3 ln(1/δ)/D2Po).
5 Experiments
We report experiments comparing AWP to natural baselines. A python implementation of AWP and all
experiments can be found at https://github.com/Nadav-Barak/AWP . The implementation of AWP includes
two practical improvements: First, we use an empirical Bernstein concentration bound [24] to reduce the
size of ∆v when possible; This is consistent with the analysis. See Appendix D for details. Second, for all
algorithms, we take account of the known weight values of single examples in the output weighting, as follows.
For v ∈ Po, let Sv be the examples in Lv whose weight was queried. Given the output pruning P , we define the
weighting w′P . For x ∈ Sv, w′P (x) := w∗(x); for x ∈ Lv \Sv, we set w′P (x) := (w∗v−
∑
x∈Sv w
∗(x))/(Nv−|Sv|).
In all the plots we report the normalized output distance dist(w′P , w∗) = ‖w′P −w∗‖1/2 ∈ [0, 1], equal to half
the discrepancy of w′P .
To fairly compare AWP to baselines, they were all allowed the same number of higher-order weight queries
and example weight queries as requested by AWP for the same inputs. The baselines are non-adaptive, thus
the example weight queries were drawn uniformly at random from the data set at the start of their run. We
tested the following baselines: (1) WEIGHT: Iteratively split the node with the largest weight. Example weight
queries are used only for the final calculation of w′P . The rationale is to get a finer resolution of the pruning
in more important parts of the data set. However, this can lead to wasting resources on low-discrepancy
parts of the tree and an unbounded approximation factor. (2) UNIFORM: Iteratively split the node v with
the largest Dˆv, the same estimator used by AWP, but without adaptive queries. (3) EMPIRICAL: The same as
UNIFORM, except that instead of Dˆv, it uses the naive empirical estimator, n|Sv|
∑
x∈Sv |w∗v(x)/Nv − w∗(x)|;
See discussion of this estimator in Section 4.
Figure 2 provides representative results of experiments. The full descriptions and results of the experiments
are given below. In all experiments, AWP performs better than the other algorithms. In addition, UNIFORM
and EMPIRICAL behave similarly in most experiments, with UNIFORM sometimes being slightly better. This
shows that our new estimator is empirically adequate, on top of its crucial advantage in getting a small ∆v.
We ran several types of experiments, all with inputs δ = 0.05 and β = 4. For each experiment, we report
the average normalized output distance over 10 runs, as a function of the pruning size. Error bars (shaded
regions) show the maximal and minimal normalized distances obtained in these runs. The hierarchical tree T
was generated from the input data set using Ward’s method [26], implemented by the scipy python package.
First, we tested a scenario where the target weighting w∗ of examples in the data set is controlled by simple
example properties. w∗ was defined to be sufficiently different from uniform, to allow non-trivial prunings.
The data sets were (1) MNIST [22]: 60,000 (training) images of hand-written digits, classified into 10 classes
(digits), and (2) Caltech256 [17], with 29,780 images of various objects, classified into 256 classes.2 For each
data set, w∗ was generated by dividing the data into 10 ordered bins, and allocating the weight so that an
example in each bin is N times heavier than an example in the next bin. This was tested for N = 2, 4, and
for two ways of dividing into bins: (1) By brightness: The bins represented the brightness of the example, as
measured by average pixel value. The results for this experiment can be seen in Figure 3 for N = 2 (left) and
for N = 4 (right). (2) By class: 3 random bin orders were tested. For the MNIST data set each bin includes
the examples of one class, the results are displayed in Figure 4. For the Caltech256 dataset 10 bins were
generated by randomly partitioning the 256 classes into 10 bins with (almost) the same number of classes in
2Not including the large and distinctly different “clutter” class. In all image data sets except for MNIST, images were resized
to a standard 224× 224 size and transformed to grayscale.
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each. The results of this experiment are displayed in Figure 5. The allocation of classes to bins and their
ordering, for both data sets, are provided as part of the code implantation. It can be seen that AWP obtains
an improvement over the baselines in the MNIST experiments, while the Caltech256 experiment obtains
about the same results for all algorithms, with a slight advantage for AWP.
Next, we experimented with standard domain-adaptation data sets (see, e.g., [16, 18, 15]). The input
data set was Caltech256. The target weight w∗ of each image was set to the fraction of images from the
target data set which have this image as their nearest neighbor. The tested target data sets were: (1) The
Office dataset [28], out of which the 10 classes that also exist in Caltech256 (1410 images) were used as the
target data (2) The Bing dataset [2, 1], which includes 300 images in each Caltech256 class. The results for
those experiments are displayed in Figure 6. In addition, for the Bing dataset, we also ran three experiments
where images from a single super-class from the taxonomy in [17] were used as the target data set. The
super-classes that were tested were “plants” “insects” and “animals”, results are displayed in Figure 7. The
classes in each such super-class, as well as those in the Office data set, are given in Table 1. In all of the
experiments, AWP performs significantly better than the baselines.
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Figure 2: A selection of the experiment results. Top left: Caltech256, weight assigned by brightness,
N = 2. Top right: MNIST, weight assigned by class, N = 4. Bottom left: Caltech→Office, Bottom right:
Caltech→Bing.
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Table 1: The classes in each of the super-classes used in the reported experiments. The numbers in parentheses
refer to the number of classes in the super-class.
Office (10) Plants (10) Insects (8) Animals (44)
backpack palm tree butterfly bat hummingbird horse horseshoe-crab
touring-bike bonsai centipede bear owl iguana crab
calculator cactus cockroach camel hawksbill kangaroo conch
headphones fern grasshopper chimp ibis llama dolphin
computer keyboard hibiscus house fly dog cormorant leopards goldfish
laptop sun flower praying-mantis elephant duck porcupine killer-whale
computer monitor grapes scorpion elk goose raccoon mussels
computer mouse mushroom spider frog iris skunk octopus
coffee mug tomato giraffe ostrich snail starfish
video projector water melon gorilla penguin toad snake
greyhound swan zebra goat
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0  50  100  150  200  250  300  350  400
D
is
ta
nc
e
Pruning size
AWP
EMPIRICAL
UNIFORM
WEIGHT
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0  50  100  150  200  250  300  350  400
D
is
ta
nc
e
Pruning size
AWP
EMPIRICAL
UNIFORM
WEIGHT
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0  10  20  30  40  50  60
D
is
ta
nc
e
Pruning size
AWP
EMPIRICAL
UNIFORM
WEIGHT
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0  10  20  30  40  50  60
D
is
ta
nc
e
Pruning size
AWP
EMPIRICAL
UNIFORM
WEIGHT
Figure 3: Experiments with bins allocated by brightness. The weight of an example is N times heavier than
an example in the next bin. Left: N = 2, right: N = 4. Top: MNIST, Bottom: Caltech.
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Figure 4: Experiments on the MNIST data set, with bins allocated by class. The weight of an example is N
times heavier than an example in the next bin. The three plots in each column show results for three random
orders of classes. The left column shows N = 2, and the right column shows N = 4, for the same class orders.
12
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0  50  100  150  200  250  300  350  400
D
is
ta
nc
e
Pruning size
AWP
EMPIRICAL
UNIFORM
WEIGHT
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0  50  100  150  200  250  300  350  400
D
is
ta
nc
e
Pruning size
AWP
EMPIRICAL
UNIFORM
WEIGHT
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0  50  100  150  200  250  300  350  400
D
is
ta
nc
e
Pruning size
AWP
EMPIRICAL
UNIFORM
WEIGHT
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0  50  100  150  200  250  300  350  400
D
is
ta
nc
e
Pruning size
AWP
EMPIRICAL
UNIFORM
WEIGHT
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0  50  100  150  200  250  300  350  400
D
is
ta
nc
e
Pruning size
AWP
EMPIRICAL
UNIFORM
WEIGHT
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0  50  100  150  200  250  300  350  400
D
is
ta
nc
e
Pruning size
AWP
EMPIRICAL
UNIFORM
WEIGHT
Figure 5: Experiments on the Caltech256 data set, with bins allocated by class. The weight of an example is
N times heavier than an example in the next bin. The three plots in each column show results for three
random orders of classes. The left column shows N = 2, and the right column shows N = 4.
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Figure 6: Experiments in which the input data set was Caltech256 and the target weights were calculated
using other data sets. Left: the Office data set. Right: the Bing dataset.
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Figure 7: Experiments in which the input data set was Caltech256 and the target weights were calculated
using super classes from the Bing dataset. Top Left: The “plants” super class. Top Right: The “insects”
super class. Bottom: The “animals” super classes. See Table 1 for details on each super class.
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A Limitations of greedy algorithms
In this section we prove two lemmas which point to limitations of certain types of greedy algorithms for
finding a pruning with a low discrepancy. The first lemma shows that without a restriction on the split
quality of the input tree, the greedy algorithm which splits the node with the maximal discrepancy, as well as
a general class of greedy algorithms, could obtain poor approximation factors.
Lemma A.1. Consider a greedy algorithm which creates a pruning by starting with the singleton pruning that
includes the root node, and iteratively splitting the node with the largest discrepancy in the current pruning.
Then, for any even pruning size K ≥ 2, there exists an input tree such that the approximation factor of the
greedy algorithm is at least K/4.
Moreover, the same holds for any greedy algorithm which selects the next node to split based only on the
discrepancy of each node in the current pruning and breaks ties arbitrarily.
In both cases, the input tree that obtains this approximation factor does not have a split quality q < 1, but
does satisfy the following property (equivalent to having a split quality of q = 1): For any two nodes v, u in T
such that u is a child of v, Du ≤ Dv.
Proof. We define several trees; see illustrations in Figure 8. Let w > 0. Its value will be defined below. All
the trees defined below have an average leaf weight of w/2. Therefore, when recursively combining them to a
larger tree, the average weight remains the same, and so the discrepancy of any internal node (except for
nodes with leaf children) is the total discrepancy of its two child nodes.
Let T1 be a tree of depth 1, which has a root node with two child leaves with weights 0 and w. The root
of T1 has a discrepancy of w. For i ≥ 2, let Ti be a tree of depth i such that one child node of the root is T1
and the other is Ti−1. Note that Ti has a discrepancy of iw.
T1 (D = w)
w0
T2 (D = 2w)
T1T1
T3 (D = 3w)
T2
T1T1
T1
Gj(4) (D = jw)
Gj(3) (D = jw)
Gj(2) (D = jw)
Gj(1) = Tj (D = jw) (root: u1)w/2 (root: u2)
w/2 (root: u3)
w/2 (root: u4)
T a = H(3) (D = 4w)
H(2) (D = 3w)
H(1) ≡ G2(4) (D = 2w)T1 (root: v2)
T1 (root: v3)
Figure 8: Illustrating the trees defined in the proof of Lemma A.1 for k = 3.
For positive integers i and j, define the tree Gj(i) recursively, such that Gj(1) := Tj (denote its root node
u1), and Gj(i) has a root node with two children: a leaf with weight w/2 (denote it ui) and Gj(i− 1). It is
easy to verify that the discrepancy of Gj(i) for all i ≥ 1 is jw.
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Let k = K/2. For the first part of the lemma, define H(i) recursively. H(1) = G2(k + 1), and H(i) has a
root with the children T1 (denote its root vi) and H(i− 1). The discrepancy of H(i) is thus (i+ 1)w. Now,
consider the greedy algorithm that iteratively splits the node with the largest discrepancy in the pruning,
and suppose that it is run with the input tree T a := H(k) and a pruning size K = 2k. Set w so that the
total weight of T a is equal to 1. Due to the discrepancy values, the greedy algorithm splits the root nodes
of H(k), H(k − 1), . . . ,H(1) = G2(k + 1) and then of G2(k + 1), G2(k), . . . , G2(2). The resulting pruning
is v2, . . . , vk, u1, . . . , uk+1, with a total discrepancy of (k − 1)w + 2w = (k + 1)w. In contrast, consider the
pruning of size K which includes the two leaf children of each of v2, . . . , vk and the children of the root of
G2(k+ 1) (the sibling of v2). This pruning has a discrepancy of 2w. Thus, the approximation factor obtained
by the greedy algorithm in this example is (k + 1)/2 ≥ K/4.
For the second part of the lemma, consider the tree T b which has a root with the child nodes G1(2k)
(which has a discrepancy of w) and Tk−1 (which has a discrepancy of (k − 1)w). Define w so that the total
weight of T b is equal to 1. Suppose that T b and pruning size K are provided as input to some greedy algorithm
that splits according to discrepancy values of nodes in the current pruning, and breaks ties arbitrarily. In the
first round, the root node must be split. Thereafter, the current pruning always includes some pruning of
G1(2k) (possibly the singlton pruning which includes just the root of this subtree). There is only one pruning
of G1(2k) of size i ≤ 2k, and it is composed of i − 1 leaves of weight w/2 and the root of G1(2k − i + 1).
Therefore, at all times in the algorithm, the pruning includes some node with a discrepancy w which is
the root of G1(i) for some i ≤ 2k. It follows that the said greedy algorithm might never split any of the
nodes which are the root of some T1 under Tk−1, since these nodes also have a discrepancy of w. It also can
never split G1(1) = T1, since this would require a pruning of size larger than K = 2k. As a result, such an
algorithm might obtain a final pruning with a discrepancy of kw. In contrast, the pruning which includes all
the child leaves of the subtrees T1 in Tk−1 and two child nodes of G1(2k) has a discrepancy of w. This gives
an approximation factor of k = K/2 ≥ K/4.
The next lemma shows that a different greedy approach, which selects the node to split by the maximal
improvement in discrepancy, also fails. In fact, it obtains an unbounded approximation factor, even for a
split quality as low as 1/2.
Lemma A.2. Consider a greedy algorithm that in each iteration splits the node v in the current pruning
that maximizes Dv − (DvR + DvL), where vR and vL are the child nodes of v. For any pruning size K ≥ 5
and any value N ≥ 2, there exists an input tree such that the approximation factor of this algorithm is larger
than N . For any  > 0, there exists such a tree with a split quality q ≤ 12 + .
Proof. We define a hierarchical tree; see illustration in Figure 9. Let w > 0. Its value will be defined below.
Let k ≥ K − 2. The input tree T has two child nodes. The left child node, denoted v1, has two children, v2
and v3. Each of these child nodes has two leaf children, one with weight 0 and one with weight Nw/2. Thus,
Dv2 = Dv3 = Nw/2, and Dv1 = Nw.
The left child node is defined recursively as follows. For an integer m, let F (m) be some complete binary
tree with m leaves, each of weight w′ := w/3k. By definition, the discrepancy of the root of F (m), for any
integer m, is zero. We define J(i) for i ≥ 0 recursively, as follows. Let J(0) be a tree such that its left child
node is F (1) and its right child node is the root of some complete binary tree with 3k leaves of weight zero.
Let J(i) be a tree such that its left child is F (2 · 3i−1) and its right child is J(i − 1). Note that J(0) has
1 = 30 leaf of weight w′, and by induction, J(i) has 2 · 3i−1 + 3i−1 = 3i such leaves. In addition, J(i) has 3k
leaves of weight 0. Thus, the root of J(i) has an average weight of 3
iw′
3i + 3k =
w
3k + 32k−i , and a discrepancy
of
αi := 3k · w3k + 32k−i + 3
i(w′ − w3k + 32k−i ) =
w
1 + 3k−i +
w
3k−i −
w
3k−i + 32k−2i =
2w
1 + 3k−i .
The last equality follows by setting a = 3k−i and b = 32k−2i so that w3k−i −
w
3k−i + 32k−2i = w(
1
a − 1a+b ),
and noting that
1
a
− 1
a+ b =
b
a(a+ b) =
1
a2/b+ a =
1
1 + 3k−i .
Now, consider running the given algorithm on the input tree T with pruning size K. Splitting v1 into v2 and
v3 does not reduce the total discrepancy. On the other hand, for any i, splitting the root of J(i) reduces
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the total discrepancy, since it replaces a discrepancy of αi with a discrepancy of zero (for F (2 · 3i−1)) plus
a discrepancy of αi−1 < αi (for J(i− 1)). Therefore, the defined greedy algorithm will never split v1, and
will obtain a final pruning with a discrepancy of at least Dv1 = Nw. On the other hand, any pruning which
includes the leaves under v2, v3 will have a discrepancy of at most that of J(k), which is equal to w. Therefore,
the approximation factor of the greedy algorithm is at least N .
To complete the proof, we show that for a large k, the split quality of the tree is close to 1/2. First,
it is easy to see that the split quality of the tree rooted at v1 is 1/2. For the tree J(k), observe that the
discrepancy of J(i) is αi and the discrepancy of its child nodes is 0 and αi−1. Since αi−1/αi ≤ 1/2, J(i) also
has a split quality ≤ 1/2, for all i. We have left to bound the ratio between the discrepancy of the root node
and each of its child nodes. The left child node of the root has 4 leaves of total weight Nw, and the right
child node has 2 · 3k leaves of total weight 3k · w′ = w. Therefore, the average weight of the root node is
w¯ := (N + 1)w4 + 2 · 3k . The discrepancy of the root node is thus
2|Nw/2− w¯|+ 2|w¯|+ 3k|w¯ − w′|+ 3k|w¯| = (N − 1)w + 2 · 3kw¯ = (N − 1)w + (N + 1)w2 · 3−k + 1 .
For k →∞, this approaches 2Nw from below. Thus, for any , there is a sufficiently large k such that the
discrepancy of the root is at least Nw/( 12 + ). Since the discrepancy of each child node is ≤ Nw, this gives
a split quality of at most 12 + .
T (D ≥ 2Nw)
J(3) (D = w)v1 (D = Nw)
v3 (D = Nw/2)
Nw/20
v2 (D = Nw/2)
Nw/20
J(3) (D = 2w1 + 30 = w)
J(2) (D = 2w1 + 31 = w/2)
J(1) (D = 2w1 + 32 = w/5)
J(0) (D = 2w1 + 33 = w/14)
A tree with 3k examples of weight 0F (1)
F (2 · 30)
F (2 · 31)
F (2 · 32)
Figure 9: Illustrating the trees defined in the proof of Lemma A.2 for k = 3.
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B Limitations of other discrepancy estimators
First, we show that the discrepancy cannot be reliably estimated from weight queries of examples alone,
unless almost all of the weights are sampled. To see this, consider a node v with n+ 1 descendant leaves
(examples), all with the same weight w = 1/(n + n2), except for one special example with true weight
either n2w (first case) or w (second case). In the first case, the average weight of the examples is nw, and
Dv = n · |nw − w|+ |nw − n2w| = 2(n2 − n)w = 2− 4/(n+ 1). In the second case, Dv = 0. However, in a
random sample of size ≤ n/2, the probability that the special example is not observed is (1−1/(n+1))n/2 ≥ 12 .
When this example is not sampled, it is impossible to distinguish between the two cases unless additional
information is available. This induces a large estimation error in this scenario.
Second, we show that even when w∗v is known, a naive empirical estimator of the discrepancy can have a
large estimation error. Recall that the discrepancy of a node v is defined as Dv :=
∑
x∈Lv |w∗v/Nv − w∗(x)|.
Denote n := |Lv|. Given a sample Sv of randomly selected examples in Lv whose weight has been observed, the
naive empirical estimator for the discrepancy is n|Sv|
∑
x∈Sv |w∗v/Nv−w∗(x)|. Now, consider a case where n−1
examples from Lv have weight 0, and a single example has weight 1. We have Dv = (n−1)·|1/n−0|+|1/n−1| =
2− 2/n. However, if the heavy example is not sampled, the naive empirical estimate is equal to 1. Similarly
to the example above, if the sample size is of size ≤ n/2, there is a probability of more than half that the
heavy example is not observed, leading to an estimation error which is close to 1.
C An auxiliary lemma
Lemma C.1. Let µ > 0, φ ≥ 0, p ≥ 0. If p < φ ln(µp) then p < eφ ln(eµφ).
Proof. We assume that p ≥ eφ ln(eµφ) and prove that p ≥ φ ln(µp). First, consider the case µφ < 1.
In this case, p/φ > µp ≥ ln(µp). Therefore, p ≥ φ ln(µp). Next, suppose µφ ≥ 1. Define the function
f(x) := x/ log(µx), and note that it is monotone increasing for x ≥ e/µ. By the assumption, we have
p ≥ eφ ln(eµφ). In addition, φ ≥ 1/µ, hence eφ ln(eµφ) ≥ eφ ≥ e/µ. Therefore, f(p) ≥ f(eφ ln(eµφ)), and
we can conclude that
p
ln(µp) ≡ f(p) ≥ f(eφ ln(eµφ)) ≡
eφ ln(eµφ)
ln(eµφ ln(eµφ)) ≥
eφ ln(eµφ)
2 ln(eµφ) ≥ eφ/2 ≥ φ.
Note that we used the fact ln(x ln(x)) ≤ 2 ln(x), which follows since for any x, ln(x) ≤ x. This proves the
claim.
D Tightening ∆v using empirical Bernstein bounds
We give a tighter definition of ∆v, using the empirical Bernstein bound of [24]. This tighter definition does
not change the analysis, but can improve the empirical behavior of the algorithm, by allowing it to require
weight queries of fewer examples in some cases. The empirical Bernstein bound states that for i.i.d. random
variables Z1, . . . , Zm such that P[Zi ∈ [0, 1]] = 1, with a probability 1− δ,
|E[Z1]− 1
m
∑
i∈[m]
Zi| ≤
√
8Vm ln(2/δ)/m+ 14 ln(2/δ)/(3(m− 1)), (7)
where Vm := 1m(m−1)
∑
1≤i<j≤m(Zi − Zj)2. The following lemma derives the resulting bound. The proof is
similar to the proof of Lemma 4.1, except that it uses the bound above instead of Hoeffding’s inequality.
Lemma D.1. Consider the same definitions and notations as in Lemma 4.1. Let
V := 1
m(m− 1)
∑
1≤i<j≤m
(|Zi −W | − Zi − |Zj −W |+ Zj)2.
Then, with a probability at least 1− δ,
|D(x)− Dˆ(x)| ≤ n
√
8V ln(2/δ)/m+ 28‖x‖1 ln(2/δ)/(3(m− 1)).
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Proof. Let Z ′i = |Zi −W | − Zi. If Zi ≥ W , then Z ′i = W . Otherwise, we have Zi ≤ W , in which case
Z ′i = W − 2Zi ≥ −W . Therefore, P[Z ′i ∈ [−W,W ]] = 1. Thus, applying Eq. (7) and normalizing by 2W , we
get that with a probability 1− δ,
|E[Z ′1]−
1
m
∑
i∈[m]
Z ′i| ≤
√
8V ln(2/δ)/m+ 28W ln(2/δ)/(3(m− 1)).
Now, E[Z ′1] = 1n (‖x−W · 1‖1 − ‖x‖1) = 1n (D(x)− ‖x‖1). In addition,
1
m
∑
i∈[m]
Z ′i =
1
m
(‖Z−W · 1‖1 − ‖Z‖1) = 1
n
(Dˆ(x)− ‖x‖1).
Therefore, with a probability at least 1− δ,∣∣D(x)− ‖x‖1 − (Dˆ(x)− ‖x‖1)∣∣ ≤ n√8V ln(2/δ)/m+ 28nW ln(2/δ)/(3(m− 1)).
By noting that nW = ‖x‖1, this completes the proof.
The tighter definition of ∆v is obtained by taking the minimum between this bound and the one in
Lemma 4.1. Thus, we set
∆v := min(w∗v ·
√
2 ln(2Kpi2M2v /(3δ))/Mv, Nv
√
8V ln(2/δ)/Mv + 28w∗v ln(2/δ)/(3(Mv − 1))).
The entire analysis is satisfied also by this new definition of ∆v. Its main advantage is obtaining a smaller
value when V is small. This may reduce the number of weight queries required by the algorithm in some
cases.
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