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Abstract
The linear response approach to nuclear transport has been extended to pair
correlations. The latter are treated within a mean field approximation to a pairing
interaction with constant matrix elements G. The constraint of particle number
conservation has been accounted for on a time dependent average, which leads to
modified response functions, both in the pairing degree of freedom as well as in the
shape variable. The former is expressed by the gap parameter ∆ and the latter by
a Q which specifies the elongation of a fissioning nucleus. The tensors for friction
and inertia corresponding to these two collective coordinates are computed along
the fission path of 224Th for temperatures around T = 1 MeV and less. It is seen
that dissipation decreases with decreasing temperature and increasing pairing gap
and falls well below the values of common ”macroscopic models”. Both friction and
inertia show a sensible dependence on the configurations of the mean field caused
both by shell effects as well as by avoided crossings of single-particle levels.
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1 Introduction
Pair correlations are vital for understanding many elementary features of nuclear physics
at zero or small thermal excitations. In particular, it is known that they have great
impact on collective properties, see e.g. [1] or [2]. For the case of zero temperature this
has been demonstrated in various ways. Here it may suffice to mention a few examples
related to nuclear fission. Since the early 70’ties it is known that pairing will modify
greatly the effective inertia [3], which in turn may change the penetrability through the
barrier by orders of magnitude. In addition, the pair degree of freedom in itself may
portray important features, like pair vibrations etc.[1]. A convenient way of handling such
properties is by introducing the gap parameter as an additional, independent collective
degree of freedom, which first has been utilized in [4]. Later this parameter has been
introduced also to the generator coordinate method [5], where the influence of pairing
vibrations on the spontaneous fission probability has been studied.
It is of great interest to account for pair correlations also in the description of typical
transport problems of dissipative systems. On general grounds it is to be expected that
pairing will greatly diminish nuclear dissipation. Indeed, there exist early formulations
within linear response theory where such effects have been studied, see [6]-[7]. The present
approach is meant as a generalization of these in a four fold sense: (i) We will account for
particle number conservation on a time dependent average by introducing and exploiting
modified response functions. (ii) We will calculate response tensors (and thus tensors for
transport coefficients) for a pairing mode plus a shape degree of freedom. (iii) This will
be done along a complete fission path parameterized in terms of Cassini ovaloids, thus
improving the results of [8] for pair correlations. (iv) We will also address temperatures
below 1 MeV, for which pair correlations become even more important.
The paper is organized as follows: In Sec. 2 we will quote basic elements of linear
response theory. For a more detailed exposition of the theory we refer to the review
article [9]. Sec.3 contains the derivation of the mean-field Hamiltonian and the response
functions with pairing included. The Strutinsky renormalization will be applied to the
calculation of the free energy in Sec. 3.2.1. In Sec.3.3 the evaluation of the collisional
width for quasi-particles will be explained . In Sect.4 the modification of the response
function will be given which accounts for the average particle number conservation in
the dynamical process. Finally, in Sec.5 numerical results for response functions and
transport coefficients are shown, the latter being compared in Sec.5.3 with those of other
approaches, with special emphasis put on the temperature dependence of dissipation.
Section 6 contains a short summary.
2 Linear response theory for collective motion
In this section we give a brief review of a description of collective motion within the locally
harmonic approximation (LHA). It is based on the common hypothesis (see e.g. [1] and
[10]) of the existence of a set of collective c-number variables Qµ which in parametric
way portray average dynamics of the nucleus as a whole. Fluctuations in these quantities
shall be neglected; how the latter may be included can be found in [9]. The coupling
of these collective variables to the nucleonic degrees of freedom is traced back to the
deformed shell model potential which shows up in the (many body) Hamiltonian Hˆsm for
independent particle motion, to be generalized later to the quasi-particle picture when
3
pairing correlation are to be included.
As is well known, the total energy of the system may be obtained from Hˆsm after
applying Strutinsky’s renormalization procedure. For later purpose it will be convenient
to account for this fact by adding to the Hˆsm a c-number term Epot to get
Hˆrmf (xˆi, pˆi, Qµ) = Hˆsm(xˆi, pˆi, Qµ)− Epot , (1)
which in some sense may be called the Hamiltonian of a ”renormalized mean field”. At
zero intrinsic excitations, the additional term can be seen to be given by the negative
value of the average potential energy, see [1] and c.f. [10]. Such a construction warrants
that the total energy of the system can be expressed by the mean value 〈Hˆrmf(xˆi, pˆi, Qµ)〉.
It may easily be extended to finite temperature and the correction term may simply be
found by requiring that the energy obtained from the Strutinsky procedure (at finite T )
be identical to the one calculated from Hˆrmf , see [9].
As mentioned earlier, we will be concerned with situations of finite thermal excitations.
In this case it must be expected that the pure independent particle model breaks down even
close to the Fermi surface, in the sense that the particles (or quasi-particles) experience
”collisions”. Formally, the latter may be represented by adding to the Hˆrmf a residual
two-body interaction which leads to the Hamiltonian
Hˆ(xˆi, pˆi, Qµ) = Hˆrmf(xˆi, pˆi, Qµ) + Vˆ
(2)
res (xˆi, pˆi) (2)
However, it is too cumbersome to work with such a form in genuine sense. For this reason
we are going to approximate the effects of the Vˆ (2)res by dressing the single particle energies
with self-energies having both real and imaginary parts. A description of details of this
procedure will be deferred to a later section. We may note here, that this approximation
shall be done in such a way that these self-energies are insensitive to changes in the
collective coordinates Qµ, for which reason the Qµ have been left out in the arguments of
Vˆ (2)res .
This latter approximation goes along with the conjecture that the ”generators” of
collective motion are given by the following one-body operators
Fˆµ(xˆi, pˆi, Qµ) ≡ ∂Hˆ(xˆi, pˆi, Qµ)
∂Qµ
≡ ∂Hˆrmf (xˆi, pˆi, Qµ)
∂Qµ
(3)
These generators make up the coupling between collective and intrinsic degrees of freedom.
Within the LHA this may be seen as follows, (c.f. [9]). Suppose the actual Qµ is close to
some Q0µ. One may then expand the effective Hamiltonian to second order as
Hˆ(Qµ(t)) = Hˆ(Q
0
µ)+
∑
µ
(Qµ(t)−Q0µ)Fˆµ+
1
2
∑
µν
(Qµ(t)−Q0µ)(Qν(t)−Q0ν)
〈
∂2Hˆ
∂Q0µ∂Q
0
ν
〉qs
Q0µ,T
0
(4)
to describe general features in the neighborhood of the Q0µ. Evidently, such a procedure is
possible for all static quantities. In the dynamic case one needs to require that the Qµ(t)
does not move away from Q0µ within some time δt which is larger than the typical time
for the nucleonic degrees of freedom, say the one which describes their relaxation to local
equilibrium.
The generator Fˆµ appearing in (4) is the one of (3) but calculated at Q
0
µ. It represents
the nucleonic part of the coupling between nucleonic and collective degrees of freedom
4
which is linear in the latter. As implied by (4), within the LHA this is the only coupling
term left. In the second order term the nucleonic part appears only as a static average
of the corresponding operator. This average is to be built with the density operator
ρˆqs(Q
0
µ) which in the quasi-static picture is defined by the Hamiltonian at Q
0
µ, namely
Hˆ(Q0µ). The ρˆqs(Q
0
µ) is meant to represent thermal equilibrium at Q
0
µ with the excitation
being parameterized by temperature or by entropy. The simplest possibility is offered by
using the canonical ensemble, or more generally, the grand canonical distribution. For any
(static) Qµ the latter is defined as
ρqs(Qµ, T, µ) =
1
Z ′
exp(−Hˆ ′(xˆi, pˆi, Qµ, µ)/T ), Z ′ = tr (exp(−Hˆ ′(xˆi, pˆi, Qµ, µ)/T )) (5)
with
Hˆ ′(xˆi, pˆi, Qµ, µ) = Hˆ(xˆi, pˆi, Qµ)− µNˆ (6)
and µ, Nˆ being the chemical potential and the particle number operator, respectively.
For the remaining part of this section we are going to restrict ourselves to a fixed N
and discard complications from a possible variation of particle number. Later we are going
to study the general case for which µ is considered just another ”collective variable”.
Before we address time dependent forces let us quote a general relation for the gener-
alized static ones along some given direction Qµ. With E(Qµ, S) being the internal energy
at fixed entropy S and the F(Qµ, T ) the free energy at given temperature this relation
reads 〈
∂Hˆ
∂Qν
〉qs
=
(
∂F(Qν , T )
∂Qµ
)
T,Qν 6=µ
=
(
∂E(Qµ, S)
∂Qν
)
S,Qν 6=µ
(7)
It is valid at any Qµ both at or away from global minimum where these derivatives vanish
(see [12] and [9], again).
The equations of average motion for Qµ(t) may be constructed looking at energy
conservation. For an arbitrary path through the multi-dimensional collective space the
change of the total energy can be expressed as
0 =
d
dt
Etot =
∑
µ
Q˙µ
〈
∂Hˆ(xˆi, pˆi, Q)
∂Qµ
〉
t
(8)
It must vanish if we picture the nucleus as a whole as an isolated system. Requiring this
condition to hold true for any path through the collective landscape one gets the set of
equations
0 =
〈
∂Hˆ(xˆi, pˆi, Q)
∂Qµ
〉
t
=
〈
Fˆµ
〉
t
+
∑
ν
(Qν(t)−Q0ν)
〈
∂2Hˆ
∂Q0µ∂Q
0
ν
〉qs
Q0µ,T
0
(9)
To put them into convenient form one first needs to express the average
〈
Fˆµ
〉
t
as a
functional of Qµ(t) as well as a function of possible changes in either temperature or
entropy. The form of the coupling term as given in (4) invites one to apply linear response
theory to get the actual time dependent part. Considering
∑
µ Fˆµ(Qµ(t)−Q0µ) as a time
dependent perturbation one may express the deviation of the 〈Fˆµ〉t from their quasi-static
values as (see [9])
δ〈Fˆµ〉t = −
∑
ν
∫ ∞
−∞
χ˜µν(t− s)(Qν(s)−Q0ν)ds (10)
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where χ˜µν is the causal response function
χ˜µν(t− s) = Θ(t− s) i
h¯
tr
(
ρˆqs(Q0, T0)[Fˆ
I
µ(t), Fˆ
I
ν (s)]
)
≡ 2iΘ(t− s)χ˜′′µν(t− s) (11)
Here, the time dependence of Fˆ Iµ (t) (in interaction representation, if one wishes) is deter-
mined by the Hˆ(Q0µ). The Fourier transform of (10) reads
δ〈Fˆµ〉ω = −
∑
ν
χµνδQν(ω) with δQν(ω) = Qν(ω)−Q0νδ(ω) (12)
with δQν(ω) being the Fourier transform of (Qν(s)−Q0ν).
Piecing together all relevant parts, in Fourier representation and exploiting vector
notation the set of equations of motion may finally be written in the following compact
form
δ〈Fˆ〉ω = k−1q(ω) with q = Q−Qm (13)
and where the Qmµ defines the center of the local oscillators (see [9] where all details have
been worked out carefully for the one-dimensional case). In (13) a tensor kµν appears
whose elements often are interpreted as coupling constants, see below. At zero excitation
it would simply be given by the negative value of the average of the second derivatives of
the Hamiltonian [10]. At finite excitations additional terms show up which involve static
susceptibilities. Which ones will appear depends on the situation one chooses. In [9] it
has been argued in favor of working at constant entropy. It is much simpler, though, to
assume that temperature does not change within the time lapse δt for which the equations
of collective motion are derived. For the sake of simplicity we will adhere to the latter
case, knowing that in this respect we are along the lines of most of the papers in this field.
For such a situation the coupling tensor, which often is expressed by its inverse κ ≡ k−1,
is given by (c.f. [9])
−
(
k−1
)
µν
≡ −κµν =
〈
∂2Hˆ
∂Qµ∂Qν
〉qs
+ χµν(0)− χTµν =
∂2F(Q, T )
∂Qµ∂Qν
+ χµν(0) (14)
Here, χµν(0) is the static response and
χTµν = −
∂〈Fˆµ〉qs
∂Qν

T
(15)
the isothermal susceptibility defined as the change of the quasi-static expectation value
〈Fˆµ〉qs with Qν at given T . It may be noted that at lower temperature the difference
χµν(0)−χTµν — known to vanish exactly at T = 0 — may often be neglected as compared
to the first term on the right of (14). Indeed, such a case will be encountered below.
Finally, we aim at equations of motion for the Qµ of a structure similar to that of
Newton’s equation with a dissipative force. To be able identifying uniquely all forces, as
well as the corresponding coefficients for inertia, dissipation and local stiffness, it is useful
to introduce a coupling Uext(t) to some ”external” fields f extµ (t) which finally will show
up as in-homogeneous terms. A convenient form is given by
Uext(t) =
∑
µ
Fˆµf
ext
µ (t) (16)
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Defining a response tensor χcoll(ω) by
δ〈Fˆµ〉ω = −
∑
ν
χcollµν (ω)f
ext
ν (ω) (17)
it can be shown (see [11] and [9], for instance, or [10] for the undamped case at T = 0) to
attain the form
χcoll(ω) = κ(κ+ χ(ω))
−1χ(ω) (18)
Its pole structure is determined by the collective excitations of the system, whence the
name ”collective” response tensor comes from.
To finally be able introducing the transport coefficients for average collective motion,
as expressed in terms of the qµ(t), one first rewrites (17) in the form
[κχcoll
−1(ω)κ]q(ω) = −κf ext(ω) ≡ −qext(ω) (19)
Here, (13) has been used and the external fields qext for the qµ-modes are defined through
the last equation on the very right. The set (19) turns into the conventional form of
Newtonian dynamics∑
ν
(Mµν q¨ν(t) + γµν q˙ν(t) + Cµνqµ(t)) = −qextµ (t) (20)
if one may approximate the quantity κχcoll
−1(ω)κ by a second order polynomial in fre-
quency
(κχcoll
−1(ω)κ)µν =⇒ −Mµνω2 − iγµνω + Cµν (21)
Evidently, the coefficientsMµν , γµν and Cµν stand for the elements of the tensors for mass,
friction and stiffness.
Without any doubt, the transition (21) is crucial to the question as to which extent
Markovian type of equations may be justified for the very complex situation of nuclear
collective motion. In the past, two version have been worked out for this transition (see [9]
for a review and a guide to original work). On the one hand, one may study the collective
strength distribution as given by the dissipative part of the collective response. Whenever
this distribution has prominent peaks (for the multi-dimensional case see [11]) they may be
fitted by Lorentzians, which in turn may be interpreted as the oscillator response function
associated to the form (20) of the classical equations of motion. Another possibility is
offered by simply expanding the functions given on the left hand side of (21) to second
order in ω around ω = 0. In the one-dimensional case one gets, see [8]),
C ≈ 1
k2χcoll(ω)

ω=0
=
χ(0) + C(0)
χ(0)
C(0) (22)
γ ≈ 1
k2
∂(χcoll(ω))
−1
∂ω

ω=0
=
(χ(0) + C(0))2
χ2(0)
γ(0) (23)
and
M ≈ 1
2k2
∂2(χcoll(ω))
−1
∂ω2

ω=0
=
(χ(0) + C(0))2
χ2(0)
(
M(0) +
γ2(0)
χ(0)
)
(24)
The friction γ(0) and mass parameters M(0) are expressed in terms of first and second
derivatives of the response function at ω = 0. Their modification to the multi dimensional
case are of the forms
γµν(0) = −i∂χˆµν(ω)
∂ω

ω=0
=
∂χˆ′′µν(ω)
∂ω

ω=0
(25)
7
and
Mµν(0) =
1
2
∂2χˆµν(ω)
∂ω2

ω=0
=
1
2
∂2χˆ′µν(ω)
∂ω2

ω=0
. (26)
For obvious reasons, expressions (25),(26) may be referred to as the ”zero frequency limit”.
3 The inclusion of pairing degrees of freedom
In this section we are going to address pair correlations. This shall be done in two steps.
At first we concentrate on the pairing mode alone to subsequently address the general
case of pairing plus a shape degree of freedom.
3.1 The conventional pairing model
The generator for the pairing mode may be defined as the following pairing field operator
Pˆ †
Pˆ † =
∑
k
a†ka
†
k¯
. (27)
The a†k and ak are the creation and annihilation operators for the normal vacuum. The
summation over single-particle states k is meant not to include the time reversed ones,
which are denoted by k¯. Commonly one does not start with the associated mean field
Hamiltonian, as we did in the first section, but with a separable two body interaction
instead, which may be constructed from the Pˆ and Pˆ †. The corresponding many body
Hamiltonian may thus be written as
HˆP = Hˆsm −GPˆ †Pˆ (28)
where the coefficient G of the two body interaction, the coupling constant, stands for a
constant pairing matrix. The first part Hˆsm is meant to represent motion of independent
particles, and hence may be written as
Hˆsm =
∑
k
ǫk(a
†
kak + a
†
k¯
ak¯) (29)
with the ǫk being the single-particle energies. How this Hˆsm relates to the shape degrees
of freedom shall be of no concern for the moment. As indicated earlier this question will
be addressed later.
To establish relations to the discussion in the previous section let us introduce the
mean field approximation to (28) by writing
HˆP = Hˆsm −∆(Pˆ † + Pˆ ) + ∆
2
G
+ Hˆres (30)
with
∆ ≡ G〈Pˆ 〉 = G〈Pˆ †〉 (31)
and
Hˆres = −G
∑
kj
(a†ka
†
k¯
− 〈a†ka†k¯〉)(aj¯aj − 〈aj¯aj〉) (32)
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Nothing else has been done but rewriting (28) with the help of the c-number variable ∆.
Actually at this stage it may be unclear yet whether or not the averages of P and P † are
identical. In the worst case we might simply introduce a complex ∆. However, as we shall
see a real one will do.
Evidently, the mean field part of (30) may be identified as
HˆPrmf = Hˆsm −∆(Pˆ † + Pˆ ) +
∆2
G
(33)
Actually, in spirit of the last section the word ”renormalized” is appropriate here; it is
justified because of the c-number term on the very right. Indeed, this term is necessary in
order to have the expectation value of HˆPrmf represent the total energy, see e.g. sect.3.1.5
of [9], in particular eq.(3.1.45). For the present model this c-number term is nothing else
but the Epot of (1). In summary, the mean field approximation to (28) simply implies to
neglect the residual interaction Hres; see also [7] or [15].
One might be inclined to associate the Hˆres of (32) with the Vˆ
(2)
res introduced in (2).
This is not the appropriate connection, however, as the Vˆ (2)res is meant to simulate collisional
damping. There can be little doubt that it would be asking too much if one were to deduce
the latter from a separable interaction of the type given in (28). Indeed, later on we are
going to take into account this latter type of residual interaction, albeit in special form,
namely through self-energies, which in some sense may be considered a generalized mean
field approximation.
The ∆ introduced in (30) will henceforth be considered the collective variable for the
pairing degree of freedom and the associated mean field Hamiltonian will be the one of
(33). The alert reader may have noticed some similarity of (31) with (13), indicating a
possible connection of the G to the coupling constant k introduced in the previous section;
this latter relation will be worked out in more detail below. Notice, however, an essential
difference between (13) and (31). Whereas the former case refers to a time dependent
situation in which the expectation values have a definite meaning. Those appearing in
(31), on the contrary, are not yet fully specified. Indeed, the Hamiltonian given in (33)
is of practical use only if the ∆ may at first be treated as a free parameter — as it ought
to be for a collective variable — discarding this subsidiary condition (31). It is only after
the ∆ has been assigned a special value (which for the static case will be that of global
equilibrium), or a well defined function of time (as in the dynamic case discussed above
for the general situation, with its specification to the case of pairing to come below) that
these expectation values will be defined properly.
3.1.1 Transformation to quasi-particles
In the following we are going to diagonalize the Hamiltonian HˆPrmf by transforming to
quasi-particles in strict sense. In doing so we will not make use of the subsidiary condition
(31). The relations to be discussed now will hold true in the more general sense, not just
at equilibrium which we will look at below. Actually it is at this place that we exploit
the fact of ∆ being a free parameter.
When accounting for pair correlations it is difficult to conserve particle number. For
this reason we will refer to the grand canonical ensemble introduced in (5) and (6). This
means to replace the HˆPrmf by
HˆP ′rmf = Hˆ
P
rmf − µNˆ (34)
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fixing the Lagrange multiplier µ by requiring particle number conservation on average,
viz
〈Nˆ〉 = N with Nˆ =∑
k
(a†kak + a
†
k¯
ak¯) (35)
To diagonalize the Hamiltonian HˆP ′rmf let us perform first the Bogolyubov transforma-
tion
ak = ukαk + vkα
†
k¯
ak¯ = ukαk¯ − vkα†k (36)
to new operators αk, α
†
k . . . which themselves are required to satisfy the anti-commutation
rules of Fermions. As one knows, this implies the constraints
u2k + v
2
k = 1. (37)
Next we write
HˆP ′rmf = U
′
0 +H
′
11 +H
′
20 (38)
where
U ′0 =
∑
k
2v2k(ǫk − µ)− 2∆
∑
k
ukvk +
∆2
G
,
H ′11 =
∑
k
[(ǫk − µ)(u2k − v2k) + 2∆ukvk)](α†kαk + α†k¯αk¯) ,
H ′20 =
∑
k
[(ǫk − µ)2ukvk −∆(u2k − v2k)](α†kα†k¯ + αk¯αk) (39)
following common notation. To get from (38)-(39) the independent quasi-particle Hamil-
tonian we must chose the coefficients uk and vk of the transformation (36) to make the
last term vanish: H ′20 = 0. As it is seen from (39), this condition has the form
(ǫk − µ)2ukvk −∆(u2k − v2k) = 0 (40)
This equation, together with normalization condition (37), can be solved as
u2k =
1
2
1 + ǫk − µ√
(ǫk − µ)2 +∆2
 , v2k = 12
1− ǫk − µ√
(ǫk − µ)2 +∆2
 (41)
Finally, the HˆP ′rmf becomes
HˆP ′rmf = U
′
0 +
∑
k
Ek(α
†
kαk + α
†
k¯
αk¯) (42)
with
Ek =
√
(ǫk − µ)2 +∆2. (43)
3.1.2 Thermodynamics of quasi particles
Having the quasi-particle Hamiltonian HˆP ′rmf of (42) at our disposal we may now look at
the density operator for the quasi-static equilibrium for the pairing degrees of freedom.
It is a special case of (5) it reads
ρqs(∆, T ) =
1
Z ′
exp(−HˆP ′rmf/T ) Z ′ = tr exp(−HˆP ′rmf/T ) (44)
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(Please observe that the ∆ still is to be considered a free parameter). For a Hamiltonian
like the one of (42) representing independent motion of quasi-particles it is not difficult
to calculate various quantities of interest. For the grand potential one gets
Ω = −T logZ ′ =∑
k
(ǫk − µ−Ek)− 2T
∑
k
log(1 + exp(−Ek/T )) + ∆
2
G
, (45)
and for the particle number
N = −∂Ω
∂µ
= 2
∑
k
nk (46)
where
nk = 〈a†kak〉qs = v2k + (u2k − v2k)nTk =
1
2
(
1− ǫk − µ
Ek
tanh
Ek
2T
)
, (47)
with
nTk = 〈α†kαk〉qs = (1 + exp(Ek/T ))−1 (48)
being the probability that the state k is excited. Let P be the average value of the pairing
field operator for the ensemble (44); one finds
P ≡ 〈Pˆ 〉qs ≡ 〈Pˆ †〉qs =∑
k
φk (49)
with
φk = 〈a†ka†k¯〉qs = ukvk(1− 2nTk ) =
∆
2Ek
(1− 2nTk ). (50)
The internal energy may be written as
E = 〈HˆP ′rmf〉qs + µN ≡ 〈HˆPrmf 〉qs = 2
∑
k
ǫknk − 2∆P + ∆
2
G
(51)
and for the free energy one gets
F = Ω + µN = 2∑
k
ǫknk − 2∆P + ∆
2
G
− TS (52)
with the entropy S being given by
S = 2
∑
k
sk with sk = [n
T
k logn
T
k + (1− nTk ) log(1− nTk )] (53)
At various places we need the derivatives with respect to ∆ rather than the energies
themselves. In principle, they could be obtained from (51) and (52). It is much easier,
however, to exploit eq.(7). For the pairing degree of freedom, and for the present purpose,
the appropriate Hamiltonian to be used there is the HˆPrmf of (33). Obviously, its derivative
is given by
∂HˆPrmf (∆)
∂∆
= −(Pˆ + Pˆ †) + 2∆
G
(54)
Thus (7) leads to(
∂F(Q,∆, T )
∂∆
)
T,Q
= −2P + 2∆
G
=
(
∂E(Q,∆, S)
∂∆
)
S,Q
(55)
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It is reassuring to see that the same result may be obtained starting from the expression
for the free energy given in (52), indeed.
Obviously, this force vanishes at
Peq ≡ P(∆eq) = ∆
eq
G
(56)
thus defining the value ∆eq at which either the internal energy at fixed entropy or the free
energy at fixed temperature become minimal. Notice that (56) is an implicit equation for
∆eq with the functional form of P(∆) being given by (49), together with (50) and the
expressions given before for Ek as well as for the thermal occupation number: Eq.(56) is
nothing else but the gap equation at finite temperature, which can easily be brought to
the conventional form
2
G
=
∑
k
1− 2nTk
Ek
=
∑
k
tanh(Ek/(2T ))
Ek
(57)
As one may recognize, the relation (56) is of the form given in (31), which in this
context has obtained a specific meaning. For a static situation, the averages appearing
in (31) are those of thermodynamic equilibrium, in which case the subsidiary condition
(31) is valid for ∆ replaced by ∆eq. As this special form is obtained after minimizing the
total energy, one may understand why sometimes it is referred to as the ”self-consistency
condition” (for the separable interaction we started with).
3.1.3 Remarks on the coupling constant
In (14) a coupling constant k has been introduced which depends on the collective variables
as well as on excitation. Let us see how this k relates to the G of (28). A direct application
of (14) leads to
− 1
k∆
=
〈
∂2HˆPrmf(∆)
∂∆2
〉qs
+ (χPP (ω = 0)− χTPP ) =
2
G
+ (χPP (ω = 0)− χTPP ) (58)
For the second equation we have simply made use of (54). The response function and
the isothermal susceptibility appearing there may be traced back to (11) and (15) if
only the Fˆµ is replaced by −(Pˆ + Pˆ †). Within the independent quasi-particle model their
calculation is straightforward. (The evaluation of the response in the more general context
will be given below, in particular in the Appendix). As the susceptibility may be written
as χTPP = 2∂P/∂∆ it may be obtained by differentiating (49) with respect to ∆ keeping
temperature and particle number fixed. One gets
χTPP = χ̂PP (0)− 2
∑
k
∆
Ek
∂nTk
∂∆
(59)
(The χ̂PP (ω) is the response function calculated for fixed particle number, for details see
below). Estimating numerically the difference χTPP − χPP (ω = 0) from (59) it is seen to
be negligibly small as compared to the leading term 2/G. Even at T = 2 MeV it makes
up less than 10%. Exploiting this fact we may conclude
− k∆ ≈ G/2 , to put − k∆ ≡ G/2 (60)
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Evidently, for this comparison of k∆ and G, there is no need to worry about the different
signs or the appearance of the factor of 2, which are simply due to the fact of using in
(28) a form commonly found in the literature. However, a few words might be in order to
explain why this relation has turned out not to be an exact one. First of all, we may recall,
that at T = 0 this would be so in strict sense. Secondly, it had been mentioned already
when discussing the appearance of the k in (13), that for the nucleus as an isolated system
a more appropriate form would be the one in which in (14) the isothermal susceptibility
gets replaced by the adiabatic one χad defined for fixed entropy. This difference, χad−χ(0),
is known to vanish identically for ergodic systems, see [9], in which case −k∆ equals G/2
exactly, indeed. Thirdly, it can be said for diabatic motion of independent quasi-particles
this difference again would vanish identically. This observation follows from the fact for
such a model diabatic motion is given for fixed occupation numbers in which case the nTk
do not vary with the collective variables (like the ∆ in the present case).
3.2 The general mean field for pairing and shape variables
After this detour into the peculiarities of the pairing model we may now go back to the
starting point in Sec. 2 to combine the collective variable ∆ for pairing with those for
the shape. Actually, to keep the numerical effort on a manageable level, we restricted the
computations to just one shape variable, the elongation parameter Q = R12/2R0 which
describes the distance between the left and right centers of mass. To have a dimension-
less quantity this distance is commonly divided by the diameter of the sphere of identical
volume, see [8].
To construct the Hamiltonian Hˆsm(xˆi, pˆi, Qµ) of (1) for the set Qµ ≡ Q,∆, we simply
need to choose for the Hˆsm of (33) the Hamiltonian Hˆsm(xˆi, pˆi, Q) of the deformed shell
model. The quasi-static density operator for the grand canonical ensemble is given by
(5). The generators of collective motion defined in (3), specialized now to Qµ ≡ Q,∆,
turn out to be as follows. The one for the pairing mode is given already by (54). Let us
write it as
Fˆ∆ =
∂Hˆrmf (Q,∆)
∂∆
= −(Pˆ + Pˆ †) + 2∆
G
(61)
It explicitly contains the c-number correction 2∆/G. The equivalent form for the shape
degree of freedom reads
FˆQ =
∂Hˆrmf (Q,∆)
∂Q
=
∂Hˆsm(Q,∆)
∂Q
∣∣∣
Q=Q0
− ∂Epot
∂Q
∣∣∣
Q=Q0
≡ Fˆ − ∂Epot
∂Q
∣∣∣
Q=Q0
(62)
where the last term in the end would have to be calculated through the Strutinsky renor-
malization, see below. It should be noted however, that these corrections may be omitted
when calculating the response functions. They simply drop out of the commutators in
(11).
Next we turn to the coupling constants (14). Again, following the discussion of (60) the
one for the pairing degree is solely determined byG, in that we have−k∆ ≡ G/2 ≡ −1/κ∆.
The one for the shape is given by
− κQ = ∂
2F(Q,∆, T )
∂Q2
+ χFF (ω = 0) (63)
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This one will depend both on our collective variables Q and ∆ as well as on temperature
T . In principle, there could be a non-diagonal one. Following strictly the formulas given
above we would find
− κQ∆ = ∂
2F(Q,∆, T )
∂Q∂∆
− χFP (ω = 0) = χTFP − χFP (ω = 0) (64)
The expression on the very right of (64) follows from (55) once its Q-dependence is
taken into account. We find it wiser, however, to simply put this quantity equal to zero,
essentially for two reasons, beyond that of simplicity: 1) Like before for ∆∆ case, the
difference of the susceptibilities χTFP − χFP (ω = 0) can be expected to be small at small
T . 2) Again, we are faced with the fact that the shape and the pairing degrees of freedom
are not really based on the same footing — which by the way is a feature common to
almost all microscopic approaches. On the one hand, for the pairing degree of freedom
there is no mean field at our disposal which might be considered as realistic as that for
the shape degrees of freedom (completed by the Strutinsky renormalization). As a matter
of fact, it was constructed from a separable two body interaction. 3) Conversely, for the
shape degrees of freedom it would not make much sense to start from a similar schematic
force. We simply believe our approximating the mean field in this case to be better.
3.2.1 Strutinsky renormalization
Let us address the calculation of the free energy F , needed for instance for the coupling
constant κQ given in (63). One might exploit the expression (52) derived within inde-
pendent quasi-particles model. As is well known, such an approximation holds true only
in the neighborhood of the Fermi level. But such deficiencies can easily be overcome by
applying the Strutinsky renormalization procedure [23, 24]. Thus we represent F as the
sum of the liquid drop part and the shell correction
F = FLDM + δF (65)
Unfortunately, we can not use here the standard expression for the shell correction to the
ground state energy given in [24]. The derivation of this expression rely very much on
the gap equation which does not hold away from equilibrium with respect to ∆. For an
arbitrary ∆ we should proceed in slightly different way. Namely, we may make use of the
advantage of Strutinsky’s energy theorem according to which the shell correction to the
total energy of the system of interacting particles can be obtained within a mean field
approximation. In our case it means that we can use the free energy derived not with
the Hamiltonian (28) but with independent quasi-particles Hamiltonian (42). Namely, we
will define the shell correction to the free energy as
δF = F − F˜ (66)
where F is given by (52) and F˜ is its average.
The numerical computation of the average free energy F is done in two steps. Firstly,
in eqs.(52) we substitute summation over the single-particle states by integration over the
single-particle energies with their density of states being that of the independent particle
model ∑
k
→
∫ ∞
−∞
gs(e)de where gs(e) =
∑
k
δ(ǫk − e) (67)
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In a second step we replace the density gs(e) by the smoothed quantity
gs(e)→ g˜(e) = 1
γav
∫ ∞
−∞
gs(e
′)fav
(
e′ − e
γav
)
de′ =
1
γav
∑
k
fav
(
ǫk − e
γav
)
(68)
where fav(x) is the smoothing function of the shell correction method, see [23, 24]. In
this way the smoothed free energy becomes
F˜ = 2∑
k
ǫkn˜k − 2∆
∑
k
φ˜k +
∆2
G
− 2T ∑
k
s˜k (69)
The averaged quantities n˜k, s˜k and φ˜k are given by (see also [25])
n˜k = n˜(ǫk) =
1
γav
∫ ∞
−∞
n(e)fav
(
e− ǫk
γav
)
de
s˜k = s˜(ǫk) =
1
γav
∫ ∞
−∞
s(e)fav
(
e− ǫk
γav
)
de
φ˜k = φ˜(ǫk) =
1
γav
∫ ∞
−∞
φ(e)fav
(
e− ǫk
γav
)
de (70)
With these quantities at our disposal we may express the first order shell correction δF
as
δF(∆, T ) = 2∑
k
(ǫkδnk −∆δφk − Tδsk) (71)
with δnk = nk − n˜k, etc. In the vicinity of the Fermi energy the quantities nk, φk and
Figure 1: The shell correction to the free energy (71) for neutrons in the spherical Woods-
Saxon potential as function of temperature for ∆ = 0 (left-hand-side) and as function of
∆ for T = 0 (right-hand-side). The neutron numbers are indicated in the figure. The
parameters of the Strutinsky smoothing procedure are: averaging interval γav = 8 MeV,
order of the curvature polynomial: M = 6.
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sk are strongly varying functions of ǫk, but they behave rather smoothly far away from
it. As a consequence, the δnk, δφk and δsk differ substantially from zero only for states
close to the Fermi energy. This implies that the sums in (71) are rather insensitive to
a variation of their limits. In particular, the problem of logarithmic convergence in the
solving gap equation does not appear in (71). Thus one need not restrict the summation
in (71) to the so called pairing window.
Fig.1 shows the dependence of the shell correction (71) as function of temperature for
∆ = 0 and as function of ∆ for T = 0. It is seen that δF(∆, T ) decreases both with
temperature as well as with ∆. The feature may be understood as follows. With growing
T or ∆, the occupation numbers nk of the states close to the Fermi energy become more
and more diffuse and thus resemble more the average value n˜k. The same holds true for
the sk and φk. Consequently, the absolute values of the δnk etc. decrease and, hence, the
sum (71) becomes smaller. The temperature at which the shell structure disappears is
approximately equal to 1.5 MeV. Here, the shell correction makes up only a few percent
of its value at T = 0. The decrease of the shell correction with the pairing gap (at fixed
temperature) is less rapid. Even for ∆ = 2 MeV the shell correction still amounts to a
few dozen percent of its value at ∆ = 0.
3.2.2 Intrinsic response function for independent quasi-particles
The time-dependent µν-response functions for ”intrinsic” or nucleonic motion are to be
calculated starting from the definition (11). To begin with we first address the model of
independent quasi-particles, discarding for the moment the modifications necessary for
”collisional damping”, which will be discussed below. Moreover, we want to concentrate
on the FF function. The results for the FP and the PP response are given in the
Appendix.
In the quasi-particle representation the (single-particle) operator Fˆ can be written as
Fˆ =
∑
k
Fkk2v
2
k +
∑
kj
Fkjξkj(α
†
kαj + α
†
k¯
αj¯) +
∑
kj
Fkjηkj(α
†
kα
†
j¯ + αj¯αk) (72)
where
ηkj ≡ ukvj + vkuj , ξkj ≡ ukuj − vkvj (73)
Inserting (72) into (11) after somewhat lengthy but straightforward calculations one gets
χ˜FF (t) =
−2θ(t)
h¯
∑
kj
′
(nTk − nTj ))ξ2kj|Fkj|2 sin((Ek − Ej)t/h¯)
−2θ(t)
h¯
∑
kj
(nTk + n
T
j − 1)η2kj|Fkj|2 sin((Ek + Ej)t/h¯) (74)
Notice please, that in the first sum no diagonal components of the ”ξ”-terms survive. In
the end this is due to the fact that the corresponding terms of the operator Fˆ commute
with the Hamiltonian (38) and do not contribute to the response function (74). That is
why the first sum in (74) is marked by a prime. In the second sum of (74) both diagonal
and non-diagonal components contribute. The Fourier transform of (74) lead to
χFF (ω) =
∑
kj
′
(nTk − nTj )ξ2kj
(
1
h¯ω − (Ek − Ej) + iε −
1
h¯ω + (Ek − Ej) + iε
)
|Fkj|2
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+
∑
kj
(nTk + n
T
j − 1)η2kj
(
1
h¯ω − (Ek + Ej) + iε −
1
h¯ω + (Ek + Ej) + iε
)
|Fkj|2 (75)
As it is seen from the last equation, the first line of (75) does not contribute to the response
function for T = 0 since in this case all nTk = 0. For nonzero temperature both sums of
(75) do contribute. Please observe that the second line only represents contributions from
excitations above 2∆, as Ek +Ej ≥ 2∆. Conversely, as Ek −Ej may be arbitrarily small,
contributions to the truly low frequency region may only come from the first line in (75).
Apparently they may built up only at finite temperatures.
Eq.(74) can be brought to the more compact form
χ˜FF (t) =
−θ(t)
h¯
{∑
k=j
∑
s 6=s′
+
∑
k 6=j
∑
ss′
}(nTks − nTjs′)ξ2ksjs′|Fkj|2 sin
(
Eks − Ejs′
h¯
)
t (76)
by introducing both positive as well as negative quasi-particle energies
Eks = s
√
(ǫk − µ)2 +∆2 , with s = ±1 (77)
together with the corresponding amplitudes uks and vks
uks =
1√
2
(
1− ǫk − µ
Eks
)1/2
, vks =
s√
2
(
1 +
ǫk − µ
Eks
)1/2
(78)
The quantity ξksjs′ is defined similarly to (73)
ξksjs′ = uksujs′ − vksvjs′ (79)
With the help of the quantities (77) and (79) the Fourier transform of (76) can be put
into a form similar to the one at ∆ = 0,
χFF (ω) =
1
2h¯
{∑
k=j
∑
s 6=s′
+
∑
k 6=j
∑
ss′
}ξ2ksjs′
nTks − nTjs′
h¯ω − (Eks − Ejs′) + iε |Fkj|
2 (80)
In the same way one may obtain the expressions for the other components of the intrinsic
response tensor, see the Appendix.
3.2.3 Intrinsic response functions for collisional damping
To account for collisional widths of the quasi-particle states we proceed similarly to the
no paring case [9, 8]. Let us explain details again at the example of the FF -response
function. The essence of the procedure is most easily seen after first re-writing (80) in
the form
χFF (ω) = − 1
2πh¯
{∑
k=j
∑
s 6=s′
+
∑
k 6=j
∑
ss′
}ξ2ksjs′|Fkj|2 ×∫ ∞
−∞
dΩnT (Ω)
[
̺ks(Ω)G(0)js′ (Ω− ω − iε) + ̺js′(Ω)G(0)ks (Ω + ω + iε)
]
(81)
where G(0)ks (ω ± iε) is the Green function for independent quasi-particles
G(0)ks (ω ± iε) =
1
h¯ω −Eks ± iε (82)
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The spectral density ̺ks is related to G(0)ks (ω ± iε) by
̺ks(ω) = i(G(0)ks (ω + iε)− G(0)ks (ω − iε)) (83)
As argued in [22] the Green function G(0)ks (ω ± iε) must be modified by introducing
a spreading of the quasi-particle width. This may be achieved by introducing into the
Green function a complex self-energy Σ (ω ± iε,∆, T ) = Σ′(ω,∆, T )∓ iΓ(ω,∆, T )/2
G(0)ks (ω ± iε)→ Gks(ω ± iε) =
1
h¯ω −Eks − Σ′(ω)± iΓ(ω)/2 (84)
The way of how Σ is to be calculated in the presence of pairing will be discussed in the
next subsection. With Gks and ̺ks given the response function (81) takes the form
χFF (ω) = {
∑
k=j
∑
s 6=s′
+
∑
k 6=j
∑
ss′
}ξ2ksjs′χksjs′(ω)|Fkj|2 (85)
where the amplitudes χksjs′(ω) are defined in the same way as for the system without
pairing, see [8].
χksjs′(ω) =
∫ ∞
−∞
dΩ
2πh¯
nT (Ω) [̺ks(Ω)Gjs′(Ω− ω − iε) + ̺js′(Ω)Gks(Ω + ω + iε)] (86)
The only difference is that the energies ǫk − µ or ǫj − µ in eq.(4.2) of [8] are replaced by
Eks or Ejs′.
The folding integral in (86) is computed by means of the residue theorem closing
the integration contour in the lower half of the frequency plane. The residues which
contribute to the integral (86) are that of Gks(Ω± iε) (mind (83)) and nT (Ω). In case of
the frequency independent width Γ = Γ(∆,∆, T ) used here (see also sect.3.3 below) the
poles of Gks(Ω± iε) are given by
h¯Ω± = Eks ∓ iΓ/2 (87)
and the poles of nT (Ω) are given by the Matsubara frequencies
h¯Ωn = ±iπT (2n + 1), n = 0, 1, 2, ... (88)
The computation of the folding integral (86) with a frequency dependent width Γ(ω, T )
without pairing is discussed in detail in [8].
3.3 The quasi-particle strength function
The Green function Gks (84) contains the frequency dependent self-energy Σ . Let us first
focus our attention on its imaginary part −ImΣ = Γ/2, which we will estimate from
the collision term of the Boltzmann equation for the scattering of two quasi-particles. Its
standard form can be found in the review of Baym and Pethik [26] for ordinary particles
and in [27, 28] for Bogolyubov quasi-particles. As is well known, for ∆ = 0 and for small
excitations the width (decay rate) Γd(h¯ω) can be written as
Γd(h¯ω) =
1
Γ0
[(h¯ω − µ)2 + π2T 2] . (89)
18
For Bogolyubov quasi-particles no analytic expression for this decay rate Γd(h¯ω) is avail-
able, rather this quantity has to be computed numerically. In the present work we followed
the publications [22, 29] where Γd(h¯ω) was expressed as
Γd(h¯ω) =
2
Γ0
∫ ∫ ∫
dǫ2dǫ3dǫ4δ(h¯ω+E2+E3+E4)[nT2 nT3 nT4 +(1−nT2 )(1−nT3 )(1−nT4 ] (90)
Here, the nTi represent the thermal equilibrium distribution n
T (Ei) = (1 + exp(Ei/T ))−1
for the quasi-particles, the energies of which are defined as
Ek = Ek ǫk − µ|ǫk − µ| (91)
They are positive (negative) for states arising from single particle states above (below) the
Fermi energy. The Γ0 depends on the averaged matrix element of the residual interaction,
the effective mass m∗ at the Fermi energy and a cut-off momentum qc:
1
Γ0
=
(
m∗
2πh¯
)3 qc
pF
〈34|g|12〉2 (92)
In deriving (90) an expansion in the momenta around the Fermi momentum was used,
and the qc is an upper limit for the momentum transfer involved in the scattering, which
is assumed to be small compared to the Fermi momentum qc(≤ pF ), see [26]. Therefore,
the result (90) is valid for small excitations only. Fortunately, it is this region around the
Fermi energy which gives the main contribution to the response functions. In case Γd is
needed also for larger energies a correction becomes necessary. This problem is not specific
to pairing, it already exists for the zero gap limit where it was solved by introducing one
more parameter, see [22, 29]. Generalizing this procedure to the case of pair correlations,
we may assume the final form of decay width to be given by
Γ =
Γd
1 + ΓdΓ0/c2
(93)
with the cut-off parameter c (in energy) chosen to be independent of ∆ and equal to the
value c = 20 MeV given already in [22]. Likewise, for the Γ0 of (92) we take the same
constant as before, namely Γ0 = 33 MeV (see [22]).
The computation of the folding integral (81) with the frequency dependent width Γ
requires the knowledge of Γ in the whole range of ω from zero to infinity. This turns
out to be a rather difficult task. Already a calculation of the Γd through (90)) would
involve a double integral, which in the end would be too time consuming. To reduce the
computation time to manageable level we chose to work with a constant Γ, taken at the
Fermi energy. This is to say that in the present numerical evaluations we replaced Γ(h¯ω)
by Γ = Γ(h¯ω = ∆). This quantity is shown in Fig.2 as function of temperature for a
few values of the pairing gap. As might be expected on general grounds, for T = 0 the
collisional width (93) is zero for all h¯ω ≤ 2∆ (incidentally, in [22] it was found to vanish
in the regime h¯ω ≤ 3∆). It is also seen that Γ is the smaller the larger is ∆. This effect
is especially strong for small temperatures, say T ≤ 0.5 MeV.
Once the Γ(h¯ω,∆, T ) is known the real part of Σ is given by Kramers-Kronig relation.
For systems without pairing it was shown analytically [8] that Σ′ ∼ h¯ω − µ. The same is
true in the presence of pairing. The numerical results exhibit the Σ′ to vanish at the Fermi
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Figure 2: The collisional width (93) taken at the Fermi energy (h¯ω = ∆) as function of the
temperature. Different curves correspond to different values of pairing gap ∆ indicated
in the figure.
energy and to be very small in its vicinity. Within the approximations used here, namely
to take the width at the Fermi energy where Σ′ = 0, the real part of the self-energy does
not contribute to the response functions.
Finally, we should like to mention some shortcomings of the derivation of (90) given
in [22], which so far we have not been able to improve, but which for the present works.
1) In the vicinity of the critical temperature Tc, where the pairing gap is small, not
only the scattering but also the coalescence and decay of quasi-particles should be taken
into account, see [27]. 2) For small temperatures, where the pairing gap is large, the
introduction of the energies Ek, instead of quasi-particle energies Ek — which make the
collision integral resemble that for ordinary particles as closely possible — does not appear
to be well justified; moreover, one would think that the decay rate should also be influenced
by the amplitudes u2k and v
2
k. It is very likely, of course, that such finer details will not
modify our final results too much, as we are using drastic approximations to the width
anyway. More detailed investigations are required to clarify these points.
4 Average particle number conservation
In this chapter we address the problem of particle number conservation. As one knows,
violation of any symmetry may lead to spurious states. Their existence in the present
model may be seen with the help of the FF -response function, for instance. Its poles are
associated with the energies of the systems’ excited states. As it is seen from (75) some
of the poles correspond to pair excited states α†kα
†
k¯
|0〉 with energies 2Ek. The number of
these states is equal to the number of terms in the sums over k or j in (75)), one more
than the right value, as argued in [16]. This extra states is the spurious one. Fortunately,
it is possible to construct response functions where such contributions are removed, as
shall be explained now.
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4.1 Number conserved response
4.1.1 Modified intrinsic response
For the independent quasi-particle model applied to the quasi-static picture, it is the
chemical potential µ which guarantees the conservation of the average particle number
determined by eq.(46). However, the dynamical density matrix will differ from the quasi-
static density ρqs. Therefore, in a time dependent picture the average particle number
〈N〉t does not automatically coincide with N . Consequently, spurious contributions pro-
portional to δ〈Nˆ〉t might appear. Following [17]and [18], one may correct this drawback
requiring as a constraint δ〈Nˆ〉t = 0 to hold true, thus warranting that the average particle
number is conserved also in dynamical sense.
To implement such a constraint into the theory let us recall first that the Hamiltonian
(38) depends on the shape parameter Q, the chemical potential µ and ∆. The change
with time of the average of some operator, say 〈Fˆ 〉t, will generally depend on the variation
of all three parameters Q, µ and ∆. To evaluate the deviation of 〈Fˆ 〉t one may use the
set of equations (12) which in the present case read:
δ〈Fˆ 〉ω = −χFF (ω)δQ(ω) + χFN(ω)δµ(ω) + χFP (ω)δ∆(ω) (94)
δ〈(Pˆ + Pˆ †)〉ω = −χPF (ω)δQ(ω) + χPN(ω)δµ(ω) + χPP (ω)δ∆(ω) (95)
A similar relation must hold true for δ〈Nˆ〉ω
δ〈Nˆ〉ω = −χNF (ω)δQ(ω) + χNN (ω)δµ(ω) + χNP (ω)δ∆(ω) (96)
As mentioned previously, the expressions for the FN -, NP -response functions may be
found in the Appendix. The condition δ〈Nˆ〉t = 0 or δ〈Nˆ〉ω = 0 together with (96) allows
one to express δµ(ω) in terms of δQ(ω) and δ∆(ω)
δµ(ω) =
χNF (ω)
χNN(ω)
δQ(ω)− χNP (ω)
χNN (ω)
δ∆(ω) (97)
By substituting (97) into (94) and (95) the latter two equations turn into
δ〈Fˆ 〉ω = −χ̂FF (ω)δQ(ω) + χ̂FP (ω)δ∆(ω)
δ〈(Pˆ + Pˆ †)〉ω = −χ̂PF (ω)δQ(ω) + χ̂PP (ω)δ∆(ω) (98)
In this way we get new response functions χ̂FF (ω), χ̂FP (ω) and χ̂PP (ω) which account for
the conservation of the average particle number during a dynamical process. They may
be constructed from the former one by the simple relations:
χ̂FF (ω) = χFF (ω)− χFN(ω)χNF (ω)
χNN(ω)
(99)
χ̂FP (ω) = χFP (ω)− χFN(ω)χNP (ω)
χNN (ω)
(100)
χ̂PP (ω) = χPP (ω)− χPN(ω)χNP (ω)
χNN (ω)
(101)
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4.1.2 Modified collective response
We may now use the information contained in (99)-(101), (63), and (60) to construct
the collective response tensor (18). The expressions for the component of χcoll(ω) can be
obtained directly from the form given in (18). One gets
χcollFF (ω) =
κQ[(κ∆ + χˆPP )χˆFF − χˆFP χˆFP ]
(κQ + χˆFF )(κ∆ + χˆPP )− χˆFP χˆPF (102)
χcollFP (ω) =
κQκ∆χˆFP
(κQ + χˆFF )(κ∆ + χˆPP )− χˆFP χˆPF (103)
and
χcollPP (ω) =
κ∆[(κQ + χˆFF )χˆPP − χˆFP χˆFP ]
(κQ + χˆFF )(κ∆ + χˆPP )− χˆFP χˆPF (104)
The collective Q-vibrational frequency (Ω1) is defined by the lowest pole of collective
response function (102) or by the equation
(κQ + χˆFF (Ω1))(κ∆ + χˆPP (Ω1))− χˆFP (Ω1)χˆPF (Ω1) = 0. (105)
It is not difficult to convince oneself that (105) may as well be interpreted as the secular
equation of the system (94)-(96), provided one obeys the subsidiary condition δ〈Nˆ〉ω = 0
as well as the Q- and ∆-components of self-consistency conditions (13). In case we are
interested in vibrations around a minimum of the potential energy, both with respect to
Q and ∆, we may identify Qm with Q0, ∆m with ∆0. Thus the Q- and ∆-components of
q(ω) will coincide with δQ(ω) or δ∆(ω) and (13) will attain the form
δ〈Fˆ 〉ω = κQδQ(ω) , δ〈Pˆ + Pˆ †〉ω =
2
G
δ∆(ω) (106)
Excluding δ〈Fˆ 〉ω, δ〈Pˆ + Pˆ †〉ω and δ〈Nˆ〉ω from the system (94)-(96) with the help of (106)
together with δ〈Nˆ〉ω = 0 one will get the following system of equations
− (χFF (ω) + κQ)δQ(ω) +χFN(ω)δµ(ω) +χFP (ω)δ∆(ω) = 0
−χNF (ω)δQ(ω) +χNN(ω)δµ(ω) +χNP (ω)δ∆(ω) = 0 (107)
−χPF (ω)δQ(ω) +χPN(ω)δµ(ω) +(χPP (ω)− 2/G)δ∆(ω) = 0
The secular equations is then given by putting the determinant of the matrix behind this
set equal to zero. Indeed, this leads to the same result as in (105). Below, this fact shall
be exploited further for special cases.
4.2 RPA at zero thermal excitations
It should be worth while to compare our results with those obtained in previous treatments
at zero temperature. Using the expressions for the intrinsic response functions given in
the Appendix for T = 0 one derives from (107) the following secular equation ∑kj 2η2kjEkj |Fkj|2E2kj−h¯2ω2 + κQ 4∆∑k ηkkFkk4E2k−h¯2ω2 4∆∑k ξkkFkk4E2k−h¯2ω2

DetLRT (ω) ≡
 4∆∑k ηkkFkk4E2k−h¯2ω2 4∆∑k ηkk4E2k−h¯2ω2 4∆∑k ξkk4E2k−h¯2ω2
 = 0 4∆∑k ξkkFkk4E2k−h¯2ω2 4∆∑k ξkk4E2k−h¯2ω2 ∑k 4Ekξ2kk4E2k−h¯2ω2 − 2G

(108)
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This equation may be compared with the secular equations obtained in [19, 20] and used
for investigations of vibrational states in medium and heavy nuclei. The determinants
of [19] and [20] differ from each other by a constant multiplier so that the collective
frequencies are the same. The one obtained in [20] (let us denote it as DetRPA(ω)) writes ∑kj |Fkj |22η2kj(Ek+Ej)(Ek+Ej)2−ω2 + 1k ω∑k ηkkFkk4E2k−ω2 2∑k ξkkηkkFkk4E2k−ω2

DetRPA(ω) ≡
 2ω∑k ηkkFkk4E2k−ω2 ∑k 2Ek4E2k−ω2 − 1G ω∑k ξkk4E2k−ω2
 4∑k ξkkηkkFkk4E2k−ω2 ω∑k ξkk4E2k−ω2 ∑k 2Ekξ2kk4E2k−ω2 − 1G

(109)
To establish a relation between (108) and (109) let us first recall that in [19, 20] vibrations
around the minimum of the potential energy were considered. In this case, because of
the linearization involved, the pairing gap may be defined through the solution of the
gap equation (corresponding to the minimum) and one may replace 1/G by
∑
k 1/2Ek.
Consequently, one has
∑
k
2Ek
4E2k − ω2
− 1
G
=
ω2
2∆
∑
k
ηkk
4E2k − h¯2ω2
(110)
Considering this relation, the determinants (108) and (109) look very similar. Indeed, by
explicit calculation one may verify the following relation
DetRPA(ω) =
ω2
(4∆)2
DetLRT (ω) (111)
It is clear from (111) that our secular equation (108) defines the nontrivial part of the
secular equation of [19, 20]. The spurious mode corresponding to ω = 0 is not present
among the solutions of (108), which are the same as those found in [19, 20].
Later on we are going to evaluate transport coefficients. They are largely determined
by the strength distributions associated to the frequency dependence of response functions,
like χFF (ω) and χˆFF (ω). Our numerical computations show that the shift in the strength
distribution due to correction terms like χFN(ω)χFN(ω)/χNN(ω) is small. This implies
that particle number conservation has only little influence on the transport coefficients.
The correction terms mostly cause shifts in the positions of the peaks of (the imaginary
parts of) the response function, whereas the widths of the latter remain almost unchanged.
As a consequence, the friction coefficients deduced from χFF (ω) and χˆFF (ω) are almost
identical. Not much difference is seen is also in the mass parameter and the local stiffness.
4.2.1 Pairing without shape oscillations
For a comparison with the standard pairing theory let us consider the particular case
where the coupling between Q-mode and ∆-mode may be neglected (χˆFP (ω) = 0). In
this case the secular equation (105) separates into individual ones for the Q- and the
∆-mode. The latter can be written as
χ̂PP (ω)− 2
G
= χPP (ω)− 2
G
− χPN(ω)χNP (ω)
χNN(ω)
= 0 (112)
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Replacing 2/G in the same way as above by
∑
k 1/Ek and using the explicit expressions
for the response functions, eq.(112) is transformed to
(h¯2ω2 − 4∆2)
(∑
k
1
Ek(4E2k − h¯2ω2)
)2
=
(∑
k
2(ǫk − µ)
Ek(4E2k − h¯2ω2)
)2
(113)
After taking the square root eq.(113) is reduced to
∑
k
√
h¯2ω2 − 4∆2 ± 2(ǫk − µ)
Ek(4E2k − h¯2ω2)
= 0 (114)
This equation is identical to that obtained in [16, 21] within quasi-boson approximation.
In this sense essential results of the theory of vibrational states in paired systems are
reproduced by our linear response approach.
5 Numerical results
In this section we are going to present numerical results for response functions and trans-
port coefficients. We concentrate on deformations along the fission path of the nucleus
224Th, which has been under investigation before. Indeed, present one is an extension of
previous publications [30, 8] where temperatures above T = 1MeV had been considered
with pairing discarded. Like in [8] we use the independent particle Hamiltonian based on
the deformed Woods-Saxon potential with the nuclear shape parameterized in terms of
Cassini ovaloids [31]. The Cassini ovaloids are defined by rotating the curve
ρ(z, ǫ) = R0
[√
a4 + 4ǫz2/R20 − z2/R20 − ǫ
]1/2
(115)
around the z-axis, with z and ρ being cylindrical coordinates. The constant a is deter-
mined from volume conservation, implying that the family of shapes (115) depends only
on one deformation parameter ǫ. As is easily recognized from (115) the value of ǫ = 0
corresponds to a sphere. For 0 < ǫ < 0.4 the form (115) resembles very much that of a
spheroid with the ratio of the axes given by
shorter axes
longer axes
=
1− 2ǫ/3
1 + ǫ/3
(116)
At ǫ ≈ 0.5 a neck appears and at ǫ = 1.0 the nucleus separates into two fragments. Like
in [8], instead of ǫ we will use the parameter Q = R12/2R0, which measures the distance
R12 between the left and right center of masses divided by the diameter 2R0 of the sphere
of identical volume. Besides having a simple physical meaning, the Q = R12/2R0 allows
one to relate to other shape parameterizations of deformed potentials.
In principle, the pairing gap is different for neutrons and protons. Thus, for quan-
titative studies one should introduce gaps for protons and neutrons as two independent
dynamical variables. However, in the present work we would like to concentrate more
on questions of principle nature, as a general investigating of the effects of pairing on
transport coefficients. Thus we feel justified to compute the response functions putting
∆p = ∆n = ∆ and to use this ∆ as a collective parameter common for protons and
neutrons. This will simplify also the presentation of our results.
24
Figure 3: The frequency dependence of the imaginary part of the intrinsic response func-
tions (99)-(101). The computations were done with the spherical Woods-Saxon potential
for the nucleus 224Th. The values of the temperature T and ∆ are indicated in the fig-
ure. The dashed and solid curves correspond to different choices of the collisional widths,
namely (89) and (90), respectively (together with (93)).
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5.1 Information from the intrinsic response
We begin looking at the intrinsic response functions χµν , as the most basic quantity from
which all local transport properties may be deduced, once the static energy is known.
For instance, it allows for an immediate calculation of inertia and friction within the zero
frequency limit, which for not too small temperature may give reasonably accurate results,
in particular in the version suggested in [8]. Moreover, this response function is a basic
element in the construction of the collective response function, which in turn allows one
to evaluate the implication of self-consistency on transport coefficients. It is thus of great
interest to look first at the effects pairing has on the χµν . In Fig.3 we show the dissipative
parts of the susceptibilities given in (99)-(101) as function of frequency, for T = 0.5MeV
and two values of ∆, for spherical configurations. The functions presented in all three
parts of the figure exhibit a narrow peak structure. These peaks represent the excitations
the system would have if there were no correlations due to collective motion.
Let us first look at the effects the collisional width Γ(h¯ω = ∆,∆, T ) has on width and
height of the peaks in the response functions. To clarify this influence, and consequently
the one on the transport coefficients, in Fig.3 two sets of curves are plotted: One computed
with Γ(h¯ω = ∆,∆ = 0, T ) (dashed curves) and another one with the Γ(h¯ω = ∆,∆, T )
given by eqs.(93) and (90). As it is seen from the figure, the peaks computed with a finite
∆ are higher and more narrow as compared with those for the case ∆ = 0. This is to
be expected since, as it is seen from Fig.2 for fixed temperature, Γ(h¯ω = ∆,∆, T ) is the
smaller the larger is ∆. For fixed ∆ the width Γ(∆,∆, T ) increases with temperature and,
as the computations demonstrate, the response functions become smoother.
Next we examine the influence of the spectrum of the individual excitations. As
compared to the unpaired case, the response functions shown in Fig.3 exhibit a totally
different structure: The lowest peak of considerable strength occurs at or above the
frequency h¯ω ≈ 2∆, and the strength in the region h¯ω ≤ 2∆ is very small. In case of the
PP -response, for instance, the position of the peaks is defined by the zeros of eq.(114).
The two peaks seen at the bottom part of Fiq.3 represent the contributions from the lowest
solutions of eq.(114) for neutrons and protons. For a spherically symmetric potential the
lowest peaks are well isolated from the rest. This is because the positions of the peaks
of the PP-response function is mainly determined by the energy 2Ek of pair excitations.
This distance is especially large for spherical configurations, simply because of the large
degeneracies of the single-particle states. For deformed shapes the distance to the next
peaks becomes much smaller.
Obviously, these features will have great impact on transport coefficients. This is
most apparent for the friction coefficients defined in zero frequency limit: They will be
the smaller the larger is ∆. This property also shows up more or less strongly for the self-
consistent calculation. Let us therefore analyze the structure of the response functions at
small excitations in more detail. It is easily recognized that it may be traced back to the
various contributions to formula (75) (or the corresponding one resulting after collisions
are taken into account). As we will see, the contributions from the two lines behave very
differently, depending very sensitively on temperature. Let first look at the case of finite
temperatures. Here, the first line of (75), resulting from the terms with |Ek − Ej | ≤ 2∆,
will have finite contributions even in the region h¯ω ≤ 2∆. However, on the scale used
in the figure, they are very small. Fig.4 shows the (dissipative part of the) response
function in the interval below 2∆ in more detail, exhibiting clearly the existence of such
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contributions.
Figure 4: The frequency dependence of the imaginary parts of the response (solid curves)
and correlation (dotted curves) functions. The computations are done with the spherical
(left) and deformed (right, ǫ = 0.2) potentials.
Since around ω = 0, the region which is of special interest, this dissipative part has to
vanish exactly, it is more instructive to use the correlation function ψ′′µν(ω), related to the
former by the fluctuation dissipation theorem (for the nucleonic degrees of freedom), see
[9]. One has to replace the commutator of (11) by an anti-commutator and must account
for the unperturbed averages relative to which the deviations δFµ = Fµ − 〈Fµ〉 of the
operators are to be defined,
ψ˜′′µν(t) =
1
2
(〈[Fˆ Iµ (t), Fˆν ]+〉 − 〈Fˆµ〉〈Fˆν〉) (117)
Calculating the averages in (117) in the same way as for the response functions, for
independent quasi-particles the Fourier transform of the FF -correlation function turns
out to be
ψFF (ω) = −
∑
kj
′
nTk (1− nTj )ξ2kj
(
1
h¯ω −E−kj + iε
+
1
h¯ω + E−kj + iε
)
|δFkj|2
−∑
kj
[(nTk n
T
j + (1− nTk )(1− nTj )]η2kj
(
1
h¯ω −E+kj + iε
+
1
h¯ω + E+kj + iε
)
|δFkj|2 (118)
with E±kj ≡ Ek ± Ej. The account of collisional damping is carried out in full analogy
to the response function. The ψ′′FF (ω) is shown in Fig.4 by the dotted line. Comparing
with the response function (full line) the properties just mentioned are clearly visible.
In addition, another important and generic feature is revealed. At certain deformations
the correlation function not only is finite at and around ω = 0 but shows a more or
less pronounced and sharp peak. For the special case shown here, which corresponds to
a deformation of ǫ = 0.2, it appears to lie exactly at ω = 0. In this sense it reminds
one of the ”heat pole”, which in previous publications was seen to become more relevant
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at larger temperatures, see [32] and [9]. However, there are cases where such a peak
is shifted to small but finite frequencies. These peaks appear whenever a pair of levels
close to the Fermi energy approach each other; in the present case their distance is about
|ǫk − ǫj | ≈ 0.02 MeV which is definitely smaller than the width associated with such
excitations.
Having the correlation function at one’s disposal, the friction coefficient in zero fre-
quency limit can be expressed as
γFF (0) = ψ
′′
FF (ω = 0)/(2T ) (119)
Hence, for this limit it becomes apparent how peaks in the correlation function at ω = 0
are related to peaks in the deformation dependence of the friction coefficient. For the
special example discussed here it may be said that the above mentioned peak in ψ′′FF at
ω = 0 results in a peak of the friction coefficient shown in Fig.5, namely at R12/2R0 ≈ 0.43
which corresponds to ǫ = 0.2.
Figure 5: The zero frequency limit (25) for the friction coefficient in the shape degree of
freedom Q as function of Q for T = 0.5 MeV and ∆ = 1.0 MeV. The right bottom and
top left parts of figures show separately the contribution to the friction of nondiagonal
Fkj and diagonal Fkk matrix elements. The bottom right part contains the stiffness of
the static energy at T = 0.5 MeV. The curves with stars mark the value obtained by
averaging over deformation on the interval ∆(R12/2R0) = 0.08.
Let us turn to the extreme case of T = 0 for which ∆ will be finite and, more important,
for which the collisional width will be zero at least for h¯ω up to h¯ω = 2∆; recall the
discussion below eq.(93). Look at the forms (75) and (118) the response and correlation
functions attain for the case of no collisions. Then, only contributions from the excitations
above 2∆ survive. In case of the presence of collisions, in the region ω ≤ 2∆ both the
response and correlation functions may differ from zero only if tails from distant peaks
extend into this regime. This is very unlikely to happen if the convolution integral in
(86) is calculated exactly with the proper frequency dependent widths. Hence, friction
in zero frequency limit will be strictly equal to zero. However, in practical computations
where the convolution integrals in (86) are computed with constant Γ’s such tails might
be present, which in turn may lead to a finite though small value of the friction coefficient.
The choice used in our calculations, namely Γ = Γ(∆,∆, T ), as described below (86), does
not suffer from this drawback.
As the zero frequency limit provides the simplest definition of friction and inertia (see
(25) and (26)) respectively, we like to stick to this version for a moment. In Fig.5 we
exhibit the deformation dependence of friction for the Q-mode, as evaluated from (25).
In this figure the rapid oscillations with deformation we spoke of can be seen. The inertia
looks similar to friction. The formulas of the zero frequency limit (25)-(26) are simple
enough to allow one separating the contributions from diagonal and non-diagonal parts of
the response function (75) (diagonal here means the contribution with k = j). The source
of fluctuations of these two parts turns out to be different. The diagonal sum (contribution
of the diagonal part of the second sum in (75)) is affected strongly by the density of states
near the Fermi energy, which is typical of the appearance of shell effects, of such a type
as they also appear in the static energy. They exist as long as the temperature does
not exceed a typical value of the order of 1 − 2 MeV. The stiffness C(0) of the static
energy is shown in the right bottom part of Fig.5. Indeed, the same kind of fluctuations
appear, only anti-correlated to the diagonal component of friction. The fluctuations of the
non-diagonal part are caused by the quasi-crossings of levels near the Fermi energy like
those discussed in connection to Fig.4. For each sharp peak in the left-hand-side of Fig.5
one can find in the single-particle spectrum one or a few quasi-crossings which contribute
90% or so to friction or inertia. The height of such peaks is the larger the smaller the
minimal distance is between quasi-crossing levels. From the analysis of the single-particle
spectrum computed with the deformed Woods-Saxon potential it follows that some of
these minimal distances are extremely small - of the order of 0.02− 0.03MeV .
For several reasons we claim that to large extent such closely spaced levels are short-
comings of the underlying shell model, and that they may lead to unphysical consequences.
First of all, it should be noted that they are intimately related to the choice of the shape
parameter, in particular to the restriction to only a few of them, more precisely to exactly
one in the present case. In a truly multi-dimensional landscape such quasi-crossings would
happen much less frequently as there is always enough room for avoiding them. Secondly,
residual interactions would reduce their significance further. Indeed, from the statistics
of experimentally measured nuclear states it is known that levels with small spacings are
very seldom; the distribution of nearest neighbor spacings is of Wigner type rather than of
Poisson type. Such interactions would repel the approaching states and in this way would
reduce the matrix elements with the generator Fˆ of collective motion. Evidently, it should
be the aim of any microscopic theory to deal with each of such problems individually. At
present, we are not yet able to do so. Rather, we suggest to overcome these difficulties
in another way, namely by averaging the transport coefficients over deformation. The
averaging interval should be large enough to smooth out the rapid oscillations, as well
as the finer details of the shell structure, but at the same time small enough to preserve
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Figure 6: The averaged values of the components of the friction (left-hand-side) and
inertial (right-hand-side) tensors obtained within zero frequency limit (25),(26) as function
of deformation for temperature T = 0.5 MeV. The dotted, dashed and solid curves
correspond to ∆ = 0.5, 1.0 and 1.5 MeV.
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gross shell effects. This procedure may perhaps be motivated further by recalling the
following facts. (i) Evidently, any structure in the transport coefficients of greater detail
cannot be seen experimentally. Usually, one is happy if one succeeds to identify gross shell
behavior. (ii) Finally, these transport coefficients are to be used in a transport equation of
Fokker-Planck or Langevin type which account for genuine fluctuations in the collective
variable. Without any doubt, such fluctuations will smooth out the detailed structure
in the coefficients in most natural way. Incidentally, we may phrase our problem in a
different way, namely in attributing it to a deficiency of the mean field approximation, at
least partly.
The averaged friction coefficient and stiffness are shown by the curves with stars in
Fig.5. As it is seen the frequent oscillations are gone while the typical gross structure
remains. This latter feature is clearly visible at the case of the stiffness which now shows
the typical behavior expected for a potential with a second (and perhaps third) minimum.
In Fig.6 we exhibit the averaged tensors of friction and inertia are shown, for T =
0.5 MeV and for a few values of the pairing gap ∆. Both friction and inertia still oscillate
as function of the deformation, but in much weaker fashion than those shown in Fig.5.
Now they correlate with the fluctuations of the stiffness or the shell correction. The
non-diagonal terms, namely Q∆-friction and inertia, oscillate around an average value
which is very small. Very likely this non-diagonal components of friction or inertia may
simply be neglected. The ∆∆-friction or inertia fluctuate much less as compared with
the corresponding quantities in Q. The reason is that the matrix elements of Fˆ (which
are of strongly peaked structure) do not contribute to ∆∆-friction or inertia, see (101).
The quantities which matter here most are the single-particle energies themselves which
are relatively smooth functions of deformation. As seen from Fig.6, an increase of ∆ has
two effects, both on friction as well as on inertia: They become smaller and their Q-
dependence becomes smoother with growing ∆. In case of the QQ-transport coefficients
the substantial contribution comes from the diagonal component of the Fˆ operator (diag-
onal term in eq.(74)). For not too small ∆ his diagonal contribution can be estimated to
behave like ∝ 1/∆2 both for friction and inertia. The temperature dependence (for fixed
∆) of friction and inertia is the same as in the no pairing case: Whereas friction increases
with temperature, inertia decreases.
5.2 Information from the collective response
In Fig.7 a few examples of the tensor of the collective response are shown for some values
of ∆ and temperature. A common feature of all figures is as follows: The collective
frequency is shifted to smaller frequencies as compared to the lowest peak of the intrinsic
response. The magnitude of the shift depends on the value of the static response χ′µν(0)
relative to the stiffness Cµν(0), see Fig.6 of [12] for a demonstration. The smaller is the
stiffness the larger is the shift of collective strength to lower frequencies. In case of the Q-
mode the static stiffness is much smaller than χ′FF (0) and, hence, the collective strength
concentrates at low frequencies. The situation turns out very different for the ∆-mode,
whose stiffness C∆∆ approximately equals the static response χ
′
PP (0) implying that the
shift of the collective peak is small.
In ideal cases the χcollµν (ω) is dominated by one peak in the low frequency region. This
peak may then be fitted rather accurately by the response function of the damped oscil-
lator, in which way the self-consistent transport coefficients are defined, see [8]. Unfortu-
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Figure 7: The frequency dependence of the imaginary part of collective FF - and PP -
response functions, associated to the intrinsic functions shown in Fig.3. The solid and
dashed curves correspond to (102),(104) and to the fit to (102),(104) by the response
function of a damped oscillator.
nately, in reality one often encounters a different situation in that the collective strength
splits over several closely placed peaks which may even overlap. This situation is typical
for a multi-dimensional case, for which it has been demonstrated in [11] of how transport
coefficients may still be deduced through a generalized fitting procedure. Indeed, most
likely the present situation ought also be treated in this way. Unfortunately, the method
suggested in [11] is tedious and very time consuming. In order to circumvent problems of
this type we prefer to define transport coefficients through the approximation defined in
(21), which still exploits the information contained in the form (κχcoll
−1(ω)κ)µν of the
collective response tensor. The fit to the polynomial of second order given on the right
hand side of (21) can easily be done for any function, even if χcoll
−1(ω) does not look
much like a polynomial. In such cases the transport coefficients may be considered as
some frequency average over the interval of the fit. Unfortunately, averaging in frequency
does not change much the fluctuations with respect to the deformation. That is why
both quantities were also averaged over the deformation like before. The results of such
a procedure are shown in Fig.8 for the diagonal components of friction and inertia. As it
is seen from the figure, the transport coefficients obtained in this way exhibit fluctuations
with deformation similar, but noticeably different to those of the zero frequency limit,
which have been shown before in Fig.6. Moreover, the mean value of both components of
friction and inertia tensor now are larger than before. The difference is especially large in
case of ∆∆-friction, the reason being that at small ω the imaginary part of the response
function for the pairing degree of freedom χ̂PP (ω) increases with ω much slower as com-
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Figure 8: The components of the friction (left-hand-side) and inertia (right-hand-side)
tensor obtained by a fit to (102),(104) through the response function of a damped oscillator
according to (21) as function of the deformation for temperature T = 0.5 MeV. The
dotted, dashed and solid curves correspond to ∆ = 0.5, 1.0 and 1.5 MeV.
pared with that of a damped oscillator. Consequently, γ∆∆(0) is smaller than γ∆∆. This
is a clear hint that in such a case the zero frequency limit may not be considered a good
approximation.
5.3 Temperature dependence of transport coefficients
In the past various models have been presented to justify nuclear dissipation, even more
exist to evaluate the friction coefficient numerically. In [33] a compilation of data has
been put together in which theory is confronted with experimental evidence. The latter
is obtained by comparing solutions of the ”macroscopic equations” (of Fokker-Planck or
Langevin type) with experimentally observable quantities, the input into such equations
being chosen phenomenologically. It was seen that the predictions which the theoretical
models give for the effective, local collective width Γ = γ/M of the fission mode —
sometimes referred to as the ”reduced friction coefficient” β— deviate by as much as two
orders of magnitude. It can be said that the results of [34] classified there by ”linear
response theory” (LRT) were in good agreement with those required by experimental
evidence. As compared to the application of LRT mentioned in [33], new calculations
have in the mean time been presented in [8, 30]. Grossly speaking their results lie in the
same regime as those of [34].
As all such microscopic calculations depend on some quantities which are not known
all too precisely, it has been argued previously (see e.g.[9, 30]) that one should look for the
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temperature dependence of the effective transport coefficients. Indeed, here the various
theories differ from one another in very pronounced ways. The wall formula, for instance,
predicts a friction coefficient which is practically independent of T . As demonstrated in
[32, 9], such a picture is obtained as the macroscopic limit of LRT, provided the latter
is applied to purely independent particle motion, viz if all influences of collisions are
discarded. Truth is that the latter have important implications on the T -dependence
of friction. Two body viscosity, for instance, comes about in the regime of ”collisional
dominance”, in which viscosity is known to decrease with temperature, in ideal cases
like 1/T 2. Although the notion ”viscosity” intrinsically refers to a nuclear liquid, in the
case of genuine ”collisional dominance” such a T -dependence also prevails for the friction
coefficient of the low frequency collective modes of finite nuclei, see e.g. [35]. A similar
dependence was found in [36] and [37]. It is true that these models do not rely on a
hydrodynamic description, but in each one collisions are assumed to dominate collective
dynamics in one way or another. In [32] and [9] it has been discussed how this behavior
of damping may be obtained within LRT.
Fortunately, a possible T -dependence of nuclear dissipation has also been studied by
interpreting the experimental results, see [38, 39, 40]. Here we shall not pursue any
details of these studies. It may suffice to summarize the general claims put forward in
these publications, which is that dissipation increases with T at small excitations, leveling
off or even decreasing at larger temperatures. Indeed, generally speaking, such behaviour
was found in our previous calculations [32], at least qualitatively. How large friction may
become at intermediate temperature and how quickly it decreases afterwards is still an
unsettled question. It depends both on the contributions from the heat pole as well as on
the approximations in which collisions are treated, for details see [32] and [9]. As stressed
earlier, in the present paper we mainly address the regime of very small temperatures
where pairing must not be neglected. Unfortunately, to the best of our knowledge, in this
regime, neither experimental information is available, nor to date is there any theoretical
model with which our results might be compared. Our predictions are as follows.
The ones for the fission mode are displayed in Fig.9. To simplify matters the pairing
mode has been treated in equilibrium, or ”local” equilibrium, rather, if the latter is being
defined with respect to the collective variable Q. In other words, at given shape the gap
equation (57) has been solved for various temperatures. The resulting ∆’s then have been
used for the calculation of the transport coefficients for the Q-mode displayed in Fig.9.
For the system considered pair correlations disappear above T ≃ 0.5 MeV. Indeed, it is
only below such temperatures that the transport coefficients deviate from the unpaired
case. At first sight the deviation may look small. A closer look, however, shows that
important modifications of the nature of the transport process are present. Neglecting any
quantum corrections (for collective dynamics) one realizes that for smaller temperatures
nuclear dissipation may get so weak that one reaches Kramers’ so called ”low viscosity”
limit”. This is very interesting on recalling that in nuclear physics experimental results
are commonly interpreted on the basis of Kramers’ simple formula for the ”high viscosity
limit”. Moreover, it so happens that in this regime quantum effects in collective dynamics
are present. They lead to additional modifications of the decay rate. Unfortunately, at
present one is able to account for these effects only above some critical temperature, which
turns out to be less than the T where pairing disappears. There is no room to elaborate
further on details of collective dynamics. Instead we like to refer to a recent Letter [41],
as well as to forthcoming papers.
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Figure 9: The average QQ-friction coefficient γQQ, reduced friction coefficient βQQ ≡
γQQ/MQQ and the damping factor ηQQ = γQQ/2
√
CQQMQQ at the ground state (top) and
fission barrier (bottom) of 224Th as function of temperature. The dashed curves show the
results obtained neglecting pairing.
Let us turn to the pairing mode ∆ now, for which in Fig.10 we show the damping
factor η∆∆ = γ∆∆/2
√
C∆∆M∆∆ as function of temperature for various values of ∆. Here,
the latter is to be understood as a collective variable, not fixed by the gap equation. The
values presented in this figure represent averages along the fission valley. The η∆∆ is seen
to be very small, implying the corresponding pairing vibrations to be strongly under-
damped. Most likely this means that on the way from saddle to scission the pairing mode
does not equilibrize. The consequences such an observation may have on odd-even effects
in mass distributions etc. will have to be the subject of some further studies.
6 Summary
A detailed study of transport coefficients has presented for temperatures below T = 1MeV
which finally aim at a description of the dynamics of fissioning nuclei. Pairing effects
were accounted for within the independent quasi-particle approximation. An appropriate
treatment of particle number conservation has been achieved by modifying the response
functions of the locally harmonic approximation. For harmonic vibrations without damp-
ing it has been demonstrated that the same secular equation for the collective frequencies
is obtained as those derived earlier within common RPA. In our version, the pairing gap ∆
is introduced as an independent dynamical variable, similar to the parameters specifying
the shape of nuclear surface. The response functions and the tensors of collective friction
and inertia have been calculated for a realistic, deformed Woods-Saxon potential. The
components of friction and inertia tensors were examined as function of the pairing gap
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Figure 10: The damping parameter of pairing vibrations η¯∆∆ = γ∆∆/2
√
C∆∆M∆∆ as the
function of temperature for few fixed values of ∆. The damping parameter is averaged
along the fission valley of nucleus 224Th.
and the deformation of the nucleus. With respect to the latter strong variations were
found of all transport coefficients. They are caused both by shell effects as well as by
avoided crossings of single-particle levels. It has been argued that such variations may
be considered as carrying unphysical features, for which reason they have been smoothed
out by averaging over the shape in such a way as to keep gross shell effects. As could be
expected, the friction coefficient decreases with increasing ∆. Finally we may say that the
temperature dependence of the friction coefficient obtained in our model is in qualitative
agreement with the conclusions reached in [38, 39, 40], namely that dissipation increases
with T at small excitations.
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A Intrinsic response functions
The time dependent response function χ˜FF (t) is defined by (11). To obtain χ˜PN(t) one
should replace Fˆ I(t), Fˆ I(s) in (11) by (Pˆ+Pˆ †)I(t), Nˆ I(s). In the same way one can obtain
expressions for the other response functions, too. For the operators Pˆ and Nˆ one may
use the quasiparticle representation like (72)
Pˆ + Pˆ † =
∑
k
2ukvk −
∑
k
2ukvk(α
†
kαk + α
†
k¯
αk¯) +
∑
k
(u2k − v2k)(α†kα†k¯ + αk¯αk)
Nˆ =
∑
k
2v2k +
∑
k
(u2k − v2k)(α†kαk + α†k¯αk¯) +
∑
k
2ukvk(α
†
kα
†
k¯
+ αk¯αk)
(120)
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The final expressions for FP or FN -response functions turn out to be much simpler than
the one presented in (80) since they contain only diagonal sums (k = j).
χFN(ω) =
∑
k
(2nTk − 1)(2ukvk)2Fkk
(
1
h¯ω − 2Ek + iε −
1
h¯ω + 2Ek + iε
)
χFP (ω) =
∑
k
(2nTk − 1)2ukvk(u2k − v2k)Fkk
(
1
h¯ω − 2Ek + iε −
1
h¯ω + 2Ek + iε
)
χNN(ω) =
∑
k
(2nTk − 1)(2ukvk)2
(
1
h¯ω − 2Ek + iε −
1
h¯ω + 2Ek + iε
)
χNP (ω) =
∑
k
(2nTk − 1)2ukvk(u2k − v2k)
(
1
h¯ω − 2Ek + iε −
1
h¯ω + 2Ek + iε
)
χPP (ω) =
∑
k
(2nTk − 1)(u2k − v2k)2
(
1
h¯ω − 2Ek + iε −
1
h¯ω + 2Ek + iε
)
(121)
The account for the collisional damping for FP - FN - and other response function is
carried out in the same way as for FF -response and leads to
χFN(ω) =
∑
k
(2ukvk)
2Fkk
∑
s 6=s′
χksks′(ω)
χFP (ω) =
∑
k
2ukvk(u
2
k − v2k)Fkk
∑
s 6=s′
χksks′(ω)
χNN (ω) =
∑
k
(2ukvk)
2
∑
s 6=s′
χksks′(ω)
χNP (ω) =
∑
k
2ukvk(u
2
k − v2k)
∑
s 6=s′
χksks′(ω)
χPP (ω) =
∑
k
(u2k − v2k)2
∑
s 6=s′
χksks′(ω)
(122)
with χksks′(ω) given by (86)
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