[1] The channel network (S) is a nonconvex set, while its basin [C(S)] is convex. We remove open-end points of the channel connectivity network iteratively to generate a traveltime sequence of networks (S n ). The convex hulls of these traveltime networks provide an interesting topological quantity, which has not been noted thus far. We compute lengths of shrinking traveltime networks L(S n ) and areas of corresponding convex hulls C(S n ), the ratios of which provide convexity measures CM(S n ) of traveltime networks. A statistically significant scaling relationship is found for a model network in the form
Introduction
[2] In geomorphic analysis, shape is crucial. The topology and geometry of networks play important role in understanding various watershed and geomorphic processes. Morphometry, fractal and allometric scaling analyses of such networks provide various characteristics in a quantitative manner [Horton, 1945; Rodriguez-Iturbe and Rinaldo, 1997; Turcotte, 1997; Rigon et al., 1996; Rinaldo et al., 1998; Sagar et al., 1998 Sagar et al., , 2001 Maritan et al., 2002; Sagar and Tien, 2004; Sagar and Chockalingam, 2004; Chockalingam and Sagar, 2005] . Existing popular scaling coefficients are directly measurable by defining topological aggregation, structure and length of drainage pattern, elongation, and general shape of the drainage basin [Rinaldo et al., 1998 ]. The well-defined ranges of these scaling exponents reported as h, x, H, and b that realistic river networks possess are 0.53 -0.60, 0.65 -0.90, 0.70-1.00, and 0.41 -0.46 respectively [Rinaldo et al., 1998 ]. Basin processes are characterized by geomorphic width functions, and random cascade models that are based on network links and contributing areas [Marani et al., 1991; Gupta and Waymire, 1993; Marani et al., 1994; Veneziano et al., 2000] . The general geometry and the diverging angles between the channel networks do not play a major role in such a characterization of basin processes. We demonstrate here the importance of the channel-network-dependent measures through considering a basin with typical topology and geometry of channel organization. These two important features represent topology-based network (which we call a minimum but contains highly significant morphological information), and geometry-based watershed boundary, respectively. The spatial organization of networks depends on contour geometry. Furthermore, the spatial organization of channel network patterns determines the basin processes, and one can reconstruct the basin with proper characteristics. This reconstruction will have several implications related to the geomorphic width function. When reconstructing the basin from the channel network, we apply a stepwise procedure. Figure 1 can be considered as the initial stage of the transformation of the channel network (nonconvex set) to the basin (convex set). A convex hull of a nonconvex set, is defined as the region within a boundary along the path taken by a tight rubber ring when it is warped around the nonconvex object (e.g., Figures 1a [Turcotte et al. 1998 ] and 1b). The channel network contains crucial information about a basin, or a convex hull.
[3] To have a better understanding of the basic formalism, the principles involved in generation of traveltime networks and construction of the corresponding convex hulls are explained in three-step procedure as follows.
[4] 1. Consider the branched river networks (tree-like networks) with a stationary outlet, lit the fire at all the extremities of river source and allow the fire to propagate uniformly toward outlet. As a result, the network subset would be burnt uniformly after periodic time intervals and these subsets after progressive levels of burning would be made union to visualize a network akin to the one shown in Figure 2a . The networks are pruned downward from ex-tremities (source points) to outlet by following the steepest descent (see Appendix A for mathematical approach to generate traveltime channel networks).
[5] 2. Convex hulls of the sequentially pruned networks are constructed (Appendix A).
[6] 3. Areas of the convex hulls are then plotted as function of lengths of the sequentially pruned networks. The area occupied by the nonconvex network, divided by the area of the corresponding convex hull gives the convexity measure function CM(S).
[7] The details of this three-step procedure are given in sections 2, 3, and Appendix A. In summary, nonconvex and convex sets associated with pruned channel networks and Figure 1 . (a) An example of fourth-order channel network (nonconvex set) and (b) its convex hull. A stationary outlet is shown as a round dot in Figure 1a . Figure 2 . (a) Color-coded traveltime network pruned iteratively until it reaches the outlet and (b) color-coded union of convex hulls of networks pruned to different degrees. Figures S1a and S1b in the auxiliary material may be referred to for sequentially generated traveltime networks and their corresponding convex hulls. their corresponding convex hulls, respectively, can be iteratively computed. Convex hulls of a sequentially and conditionally pruned network, in other words traveltime network that has a stationary-closed base, are noteworthy indicators of channel network morphology.
[8] The paper is organized as follows: We explain the methodology in section 2. In section 3, computation of convexity measures is provided, followed by section 4 depicting the derived results on a model channel network and certain realistic networks. Besides, the discussion of the results is presented. In section 5, conclusions are drawn and further research is called for. Basic morphological transformations and a mathematically viable procedure to generate traveltime networks and further to construct convex hull of each traveltime network are provided in Appendix A.
Methodology of Channel Network Decomposition and Convex Hull Construction
[9] Loopless channel network is decomposed into N channel subsets, where outlet is the order N subset and the extremities of the channel network are the first level open-ended channel subsets (or source points). The complex morphological transformations are required to accomplish the pruning iteratively starting from the extremities toward the outlet point to further generate traveltime network sequence.
[10] Sequentially pruned network construction is done to decompose a channel connectivity network into channel subsets of several orders. The process imitates uniform fire propagation in a tree-like structure. If we lit fire at all tips of the twigs of a tree, and the fire is allowed to propagate at uniform speed toward the base of the trunk, the whole tree would be burnt after some time depending upon the shape and size of the tree. The portions that are burnt off at regularly increasing time intervals are considered as traveltime subsets of different orders n = 1 to N of the tree network. If we replace the tree network with a river network, and neglect the actual geographic length of the branches, one can decompose the river connectivity network into river network subsets ranging from n = 1 to N. First and Nth level subset(s), respectively, stand for openended tips and a stationary outlet point of the river network.
[11] After deleting the end pixels the stream network (S) would yield S 1 , followed by S 2 and finally S N , where S N is the outlet point. Some properties of a stream network that is pruned by deleting end pixels are as follows:
[12] The detailed transformations are explained in Appendix A. The logic behind peeling off the extremities of the channel network iteratively is based on considerations of the time required for the fluid particle to reach the outlet. During the peeling process, one can encounter extinguishing points or bifurcation points. A channel path between two points, in realistic case, is not the shortest Pythagorean distance, but has some amount of tortuosity. Consequently, the time required for a water particle to reach the outlet would be more than the time required in case of a particle that flows along a straight path. If the traveltime required for water particles from all source points to reach the outlet is the same, this indicates symmetry of the network.
[13] Convex hull of sequentially pruned networks is the smallest convex set that contains all the points of the network. From a network pruned from its full size till it reaches the outlet, one can construct convex hulls for all possible networks in a decreasing form. These conditionally shrinking traveltime networks are denoted by S, S 1 , S 2 , Á Á Á, S N (Appendix A). The smallest convex set that includes a channel network S (Figure 1a ) (which is a nonconvex set) is called the convex hull of S ( Figure 1b ) and it is denoted by C(S). The convex hull of a nonconvex set is the smallestarea convex set which encloses nonconvex object and it is the shape of a rubber band stretched around the nonconvex object. This convex hull is a useful morphological descriptor of a channel network S. We are interested in the C(S n ) of sequentially pruned channel networks S n .
[14] To generate convex hulls for these traveltime networks ( Figure S1a in the auxiliary material) 1 we employ Quickhull algorithm [Barber et al., 1996] and the basic steps involved in the algorithm are provided in Appendix A.
[15] The convex set containing all the points of S yields C(S). The convex hulls ( Figure S1b in the auxiliary material) of S n (n = 0, 1, 2, 3, Á Á Á, N) possess the property of:
Convexity Measures of Nonconvex Traveltime Channel Networks: Power Laws
[16] The convexity measure of a nonconvex shape [Heijmans and Tuzikov, 1998; Zunic and Rosin, 2004] is defined as the ratio between the areas of S n and areas of C(S n ). The convexity measure of a channel network is a number between 0 and 1. The values 0 and 1, respectively, are the minimum possible and maximum possible measures, the latter is attained if and only if S is convex. The rate of change in the areas of S n is relatively slower than that of C(S n ). In channel network, area of S n is equivalent to the length of the network, L(S n ). Hence the convexity measures of decreasing L(S n ) and A[C(S n )] converge.
[17] When analyzing a model network, we found three new allometric relationships between the lengths of the traveltime sequential network, the area of convex hulls, and the corresponding convexity measures:
Model Study, Results, and Discussion
[18] We consider a model network [Turcotte et al., 1998 ] occupying 256x260 pixels (Figure 1a) . By following the morphological pruning approach explained in Appendix A, we convert this network into a traveltime sequence network (Figures 2a and S1a). The corresponding convex hulls of the network that is pruned to different decreasing lengths are computed (Figures 2b and S1b) . This network took 246 iterations to reach the outlet. These 246 traveltime network sequences and their corresponding convex hulls are coded with colors for easier interpretation (Figures 2a and 2b) . The network that is decomposed into traveltime sequences is
i . Similarly, the convex hulls of the corresponding traveltime sequences are also color-coded as
nonconvex loopless network that is asymmetric possesses an asymmetric convex hull. Geometric similarity between all possible convex hulls of a decomposed traveltime sequence of networks indicates a symmetric network.
[19] Basic measures that include length of networks and areas of convex hulls were computed. From these basic measures, we compute convexity measures of traveltime networks. The upper limit of the convexity measure is attained when the length of the channel network is equal to the area of the convex hull (both being measured by number of pixels). One such example is the space-filling, Peano-curve-like network that has fractal Hausdorff dimension of 2 in the two-dimensional Euclidean space. This convexity measure of channel networks is similar to drainage density. Drainage density approaching 1 indicates that the channel network has become space filling. In this present model, we observe that the rate of change in the area of convex hulls is more rapid than the change in the length of the channel networks that are pruned iteratively toward the outlet. It would be interesting to find the connection of this measure with channel width function.
[20] Further allometric relationships between the lengths of the traveltime network sequences, areas of the corresponding convex hulls and their convexity measures are shown in Figures 3a -3c . We find a statistically significant scaling relationship for the model network in the form
0.57 . Furthermore, when we plot the lengths of these traveltime networks and the areas of their corresponding convex hulls as functions of convexity measures, we arrive at new power law rules, such as
. These relationships are due to the fractal nature of the topological and geometric organization of the basin. In addition, we also consider channel networks from seven subbasins (Figure 4) extracted from digital elevation model of Cameron Highlands of Malaysia situated between 101°15 0 -101°20 0 E. longitudes and 4°31 0 -4°36 0 N. latitudes. By following the framework which is implemented on the model network, we derive results for these networks of seven subbasins (Table 1 ). Figure 3d shows the graphical relationship between the convexity measures of traveltime networks of successive discrete times n and n + 1. From Figure 3d , a linear relationship between convexity measures of successive traveltime networks is obvious.
[21] Bifurcation ratio (R B ), stream length ratio (R L ), Hack (h) and Hurst (H) exponents for the seven subbasins of Cameron Highlands are estimated (Table 1 ). Figure 5 shows basinwise exponent values. R B and R L range between 2.82 No significant relationship is observed between any of these proposed exponents and Hurst exponents. However, to substantiate this point and to relate with other two independent topological quantities such as bifurcation and stream length ratios, more sample networks are needed. To decide whether these allometric power laws are universal, a large number of synthetic and real channel networks with different topologies needs to be considered.
[22] It would be interesting by considering a large number of networks to explore the possible relations between the exponents derived based on traveltime networks and their convexity measures, and the existing popular scaling exponents. It would be interesting to know the following: (1) What would be the ranges of these exponents based on traveltime networks' convexity measures, between an elongated basin and radial basin? (2) what would be the rates of change in the convexity measures across traveltime networks in an elongated basin and in a circular basin? To address these points, one should use the framework adopted here to derive these exponents for basins with fixed values of L k (longitudinal length) and varied values of L ? (transverse length), with L ? < L k to further relate with Hack and Hurst coefficients.
Conclusions
[23] In this paper, mathematical morphology transformations were used to generate a sequence of traveltime channel networks from the stationary network and Quickhull algorithm is used to construct convex hulls of the corresponding traveltime networks. The method can convert any branched loopless network into a sequence of traveltime networks and then into their convex hulls. The rate at which the channel network is pruned is related to the rate of change in the areas of the corresponding convex hulls of the traveltime networks. This relation can be expressed as a scale-independent power law. Also, it provides a set of convexity measures through which the lengths of sequential traveltime networks and their corresponding convex hulls can be related for a model network. Convexity measures of a dynamically shrinking traveltime network propagating toward its outlet provide new insights for geophysicists and geomorphologists to understand the channelization process. At a macroscopic level, these exponents complement with other existing popular scaling coefficients and can be used to identify commonly Figure 5 . Basinwise exponents that include new exponents computed based on traveltime networks and their convex hulls and also other popular coefficients.
shared generic mechanisms in different river basins. An interesting open question is whether these scaling exponents hold good for a network in a basin and in networks in multitude of subbasins embedded within? To explore this question, further investigations are needed on a large number of channel networks of different sizes and topologies. A reasonable way to verify this is by hierarchically decomposing the basin into subbasins of various orders and apply the framework proposed here to explore the variations in the microscopic power law relationships, which would be useful to classify the subbasins. This would provide an insight to further explore links to find out what makes one subbasin different from the other within a large basin.
Appendix A
[24] In this Appendix we discuss technical details on the (1) generation of traveltime channel networks via pruning and (2) construction of convex hulls of corresponding traveltime networks. We first outline the basic morphological transformations required to prune the nonconvex channel network recursively.
[25] Let S and B in the two-dimensional Euclidean space represent a nonconvex channel connectivity network and a template with certain characteristic information such as size, shape, origin, and orientation [Chockalingam and Sagar, 2005] , respectively. This template can be decomposed in several ways. Let S be a loopless network of one-pixel-wide channels. It is defined as the union of N channel subsets. The channel subset of order N is considered as an outlet (Figure 1 ). The extremities of the channel network are considered as first level open-ended channel subsets (or source points). The complex morphological transformations [Serra, 1982] are required to accomplish the first step of pruning extremities iteratively to further generate traveltime network sequence and they are explained in the following paragraph with the illustration provided schematically in Figure A1 [Jang and Chin, 1990] . This is named as hit-ormiss transformation, which is useful in detecting the exact pattern B 1 in the image S and is a subprocess involved in pruning. [26] In hit-or-miss transformation, morphological erosion [Matheron, 1975; Serra, 1982] is employed to shrink S and its complement, S c . Erosion of S by B is defined as the set of points s such that the translated B s is contained in S. This is expressed as
where B _ is a B rotated 180°. In the present case, B = B . The intersection of S and S c after eroding respectively by B 1 1 and B 2 1 is denoted by hit-or-miss transformation, (S * {B}). This transform is used in the channel network pruning process as described in the following section.
A1. Sequential Pruning of Networks
[27] To decompose a channel connectivity network into channel subsets of several orders, we adopt the morphological hit-or-miss-based thinning technique. The river connectivity networks are pruned iteratively and decomposed into river network subsets ranging from n = 1 to N. First and Nth level subset(s), respectively, stand for open-ended tips and a stationary outlet point of the river network. The implications of this decomposition procedure are described as follows.
[28] 1. Channel network (S) that possesses several orders of channels has a closed outlet (Figure 1a) . A structuring template {B}( = B 1 1 [ B 2 1 ) that is disjointed into eight directions ( Figure A2 ) is used to decompose the stream network subsets from n = 1 to N. First we find the intersecting portion of eroded S and eroded S c , respectively by disjointed templates {B 1 k } and {B 2 k }, k = 1, 2, Á Á Á, 8.
[29] 2. By subtracting (S * B) from S, we get a pruned version of S, expressed as S 1 = S {B}, where )} ( Figure A2 ). This sequence of structuring elements consists of two structures, each of which is rotated by 90°for total eight elements. The ''X''s in Figure A2 signify the ''don't care'' condition, in the sense that it does not matter whether the pixel in that location has a value of 0 or 1.
). This equation explains the process of peeling of S in one pass with B 1 , then peeling of the result in one pass with B 2 and so on until S is pruned in the last pass with B 8 .
[31] 3. Applying this equation once, the first encountered open pixels of S would be burnt, and the traveltime network after deleting one end point in each source branches would yield S 1 . Performing this equation on the S 1 once more would burn the open pixels of S 1 , which is expressed as S 1 {B} = S 1 À (S 1 * {B}) = S 2 . In other words, the intersection of eroded version of S 1 and S 1 c (that are eroded respectively by disjoint templates B 1 k and B 2 k , k = 1, 2,. . ., 8) must be found to derive S 2 . Further iteration of this equation would burn the end open pixels of S until a closed outlet is reached and the traveltime network after deleting n end points, S n (where n = 1 to N) is saved.
[32] After deleting the end pixels the stream network (S) would yield S 1 , next end pixels removing yield S 1 {B} = S 2 , and finally S NÀ1 {B} = S N , where S N is the outlet point.
A2. Convex Hulls of Sequentially Pruned Networks
[33] From a network pruned from its full size till it reaches the outlet, one can construct convex hulls for all possible networks in a decreasing form. These conditionally shrinking traveltime networks are denoted by S, S 1 , S 2 , Á Á Á, S n and their corresponding convex hulls are denoted as C(S), C(S 1 ), C(S 2 ), . . ., C(S n ). Figure A2 . Disjointed structuring templates in eight directions.
[34] To generate convex hulls for these traveltime networks ( Figure S1a ) we employ Quickhull algorithm [Barber et al., 1996] . The basic steps (1 -6) involved in this algorithm include the following.
[35] 1. Let the pruned network, S be a set of p points (p points represent all the pixels in the corresponding network).
[36] 2. The algorithm begins by building a convex hull from a small subset of the points in the set S.
[37] 3. Put all the points inside the convex hull into ''inside set'' and those outside into ''outside set''. Ignore those points in the ''inside set''.
[38] 4. Current convex hull has a few straight boundaries (the stretched rubber band). Assuming walls have been built along these boundaries and they are named as facets. Determine the facets (face) visible from every point in the ''outside set''. (A facet is considered to be visible from a point when it is possible to draw a straight line from the point to the facet without crossing other facets). Among the points in the ''outside set'' for each facet, search for the one, which is farthest from the hull.
[39] 5. Select point farthest from the hull from 4 and use it to update the hull.
[40] 6. Repeat the process recursively from step 3 to step 5 until all the points have been processed.
[41] The final convex set containing all the points of S yields C(S). We employ this procedure to compute the convex hulls ( Figure S1b ) of S n (n = 0, 1, 2, 3, Á Á Á, N).
