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Analysis of invasion front has been widely used to decipher biological properties, as well
as the growth dynamics of the corresponding populations. Likewise, the invasion front of
tumors has been investigated, from which insights into the biological mechanisms of tumor
growth have been gained. We develop a model to study how tumors’ invasion front depends
on the relevant properties of a cellular environment. To do so, we develop a model based on
a nonlinear reaction-diffusion equation, the Fisher-Kolmogorov-Petrovsky-Piskunov (FKPP)
equation, to model tumor growth. Our study aims to understand how heterogeneity in the
cellular environment’s stiffness, as well as spatial correlations in its morphology, the existence
of both of which has been demonstrated by experiments, affects the properties of tumor invasion
front. It is demonstrated that three important factors affect the properties of the front, namely,
the spatial distribution of the local diffusion coefficients, the spatial correlations between them,
and the ratio of the cells’ duplication rate and their average diffusion coefficient. Analyzing
the scaling properties of tumor invasion front computed by solving the governing equation,
we show that, contrary to several previous claims, the invasion front of tumors and cancerous
cell colonies cannot be described by the well-known models of kinetic growth, such as the
Kardar-Parisi-Zhang equation.
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I. INTRODUCTION
Physical properties of tumor microenvironment regulate their functions, such as cell mi-
gration through stimulation of internal signalings and/or direct manipulations [1-4]. Among
the physical features, local rigidity of the tumor microenvironment plays an important role
in regulating cellular activities [5-8], and more specifically their migration, invasion into new
cellular media and eventually tumor spreading [9,10]. The effect of the stiffness of the tumor
microenvironment on cell migration and the properties of the tumnor invasion front has been
studied widely in the literature [11-13], and since rigid environments are difficult to penetrate,
proteolytic cellular migrations have been reported to be slower in such media [14-17].
In all the previous studies, however, the stiffness of the tissues was assumed to be uniform,
whereas, according to several experimental studies [18-20], it varies spatially in a cellular en-
vironment. The fluctuations in the stiffness appear to be spatially correlated [20,21], but, to
our knowledge, neither the type of the correlations nor their effect on tumor invasion has been
studied [22-24]. THis is despite the fact that the structure of a tumor invasion front has been
investigated for a rather long time, because it is believed that determining the front’s proper-
ties would shed light on the mechanisms behind its growth [25,26], and would enable one to
predict its behavior [27,28]. In particular, the surface regularity of brain tumors was recently
proposed as a strong predictive indication of a patient’s chance of survival [29,30]. Specifically,
a rougher, possibly self-affine, surface of tumors was associated with shorter survival time. As
such, a quantitative understanding of the properties of tumors’ boundaries and their depen-
dence on the relevant physical parameters of the cellular environment may help predicting its
behavior.
The perimeter of a tumor, representing a growing surface, has been studied by dynamic
scaling analysis, which is the standard approach in the studies of growth of various types of
such surfaces, and for which the celebrated Kardar-Parisi-Zhang (KPZ) equation [31] has been
used. Consider the growth of a surface from a substrate of linear size L, and assume that
each point on the growing surface has a height of hi(t) with an average height h¯(t), while the
surface’s width is W (L, t), defined by
W 2(L, t) =
1
N
N∑
i
(hi − h¯)2 . (1)
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For the KPZ-type surface growth, one has
W (L, t) ≈ Lαf(t/Lz) , (2)
where f(u) is a scaling function such that, f(u) ∝ uβ if u 1, and f(u) ≈ constant for u 1,
so that for a fixed L
W (L, t) ∝ tβ . (3)
α and β are, respectively, the surfaqce roughness and growth exponents, and z = α/β is the
dynamic exponent. For the universality class of the KPZ equation in (1+1) dimension one has,
α = 1/2, β = 1/3, and z = 3/2.
Early studies of scaling properties of tumor boundaries revealed their fractal structure with
a fractal dimension of Df ≈ 1.21 ± 0.05, with their scaling properties of the growing surface
to be compatible with the universality class of molecular beam epitaxy [25] with a roughness
exponent α = 0. The analogy between the two phenomena led to the conclusion that a tumor
grows linearly and its proliferation is limited to its boundary, with marginal cells diffusing on
the tumor’s front [26]. Later studies indicated that the scaling properties of the invasion front
of cancerous tumors may be described by those of the KPZ equation with a fractal dimension
of Df ≈ 1.25 ± 0.05 [32-34]. Analysis of two-dimensional (2D) interfacial spreading dynamics
of quasilinear Vero cell colony fronts in methylcellulose-containing culture medium [35], as
well as discrete models of growing cell populations [36] and tumor growth in uniform [37] and
nonuniform culture medium [38] provided evidence that the scaling properties of the perimeter
of tumors may be described by either the KPZ equation, or by a special limit of it in which the
nonlinear term of the equation vanishes, and one has α ≈ 0.63 and β ≈ 0.75. In addition, front
instabilities have also been studied by various methods by considering physical interactions, as
well as biomechanical effects [39-42].
Despite such detailed studies, one central question has remained unanswered: are the dif-
ferences between the universality classes indicated by distinct roughness and growth exponents
due to the differences in the relevant biological processes and the physicasl factors that affect
them, or are they simply a result of different methodologies and models? In other words,
if we determine the properties of tumors’ surface, will we be able to decipher the biological
mechanism(s) that drive their growth?
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One way of addressing the question is through studying the phenomenon by reaction-
diffusion equations (RDEs) that, due to their ability for generating distinct patterns of reaction
fronts, have been widely used [43] for modeling biological phenomena. Moreover, assuming that
the diffusion coefficient that appears in the RDEs varies spatially has led to pattern formation
in a multispecies model [44]. In addition, a recent study on a single-species RDE indicated that
spatial fluctuations in the properties of cellular environments may lead to instabilities [45]. Use
of the RDEs for modeling of tumor growth has a long history [46]. More recently, the RDEs
have been used to study pattern formation and related issues at various scales, from molecular
to tissue length scale [47-52].
In this paper we propose a model to study how the spatial variation of the local stiffness of
the host tissue regulates tumor invasion. We consider stiffness as a regulator of cellular diffusion
and assume that, due to the spatial fluctuation of the stiffness, the local diffusion coefficient also
varies spatially. By solving a particular RDE in the presence of quenched disoder represented by
a spatially-varying local diffusion coefficient, we attempt to imitate tumor growth and spreading
in a heterogeneous environment. We then analyze the morphology of tumor invasion front as
a function of the intensity of the fluctuations and the spatial correlations in the quenched
disorder, as well as other relevant parameters. Our results indicate that the morphology of the
invasion front is regulated by all such parameters, as a result of which new universality classes
emerge that are distinct from those of the KPZ and related models.
The rest of this paper is organized as follows. In the next section the proposed model is
described, and the numerical simulation of the governing equation is explained. The results are
presented and discussed in Sec. III, where we study the effect of a variety of important factors
on the shjape of tumor invasion front. A summary of the main results of the paper is given in
Sec. IV.
II. THE MODEL
Tumor growth commences with unlimited duplication, which later on is supported by the
invasion into the surrounding tissues by its cells through diffusive or chemotaxic migration
[53-55]. Though the dependence of cells’ diffusion coefficient on the tissue stiffness is very
complex and currently under investigation [9,56], for sufficiently stiff tissues, when tumor cells
rely on proteolytic migration, their diffusivity is inversely regulated by stiffness [14,17]. If
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cellular migration faces stochastic local obstacles or is hindered in some direction, a change
in the diffusion coefficient for the entire environment [57] or in a specific direction [55] will be
observed. Thus, the smaller motility may be viewed as a smaller diffusion coefficient. The
exact nature of the dependence of the diffusivity on the stiffness has not been quantified yet,
but it is clear that if the stiffness fluctuates locally, so would also the cells’ diffusivity, because
if the former is caused by some sort of spatial heterogeneity, so should be the latter.
Among the several theoretical approaches that have been proposed for modeling tumor
growth, we consider a specific form of the RDE, namely, the Kolmogorov-Petrovsky-Piskunov
(KPP) equation [58], also known as the Fisher-KPP (FKPP) equation [59], which is used
frequently in studies of population dynamics. According to the FKPP equation, the cell density
is governed by
∂C
∂t
= R(1− C)C +∇ · (D∇C) , (4)
which describes the evolution of a population in a heterogeneous environment in which R is the
cells’ duplication (reaction) rate, and D is their local diffusion coefficient that varies spatially.
If we discretize Eq. (4) by, for example, the finite-difference method, then, the cell density at
each grid (or lattice) point i is governed by [60],
∂Ci(t)
∂t
=
∑
j∈{i}
Dij[Cj(t)− Ci(t)] +RCi(t)[1− Ci(t)] , (5)
where {i} represents the set of nearest neighbours of grid point i, and Dij is the local diffusivity
between i and j. While the REDs with linear reactions in heterogeneous environments have
been solved by approximate analytical approaches [61,62], the presence of the nonlinear reaction
term in Eqs. (4) and (5) excludes the possibility of applying the previous approaches to the
present problem.
The duplication rate R of the cancer cells has been reported to be [63-65], R ∼ 10−5s−1.
The motility of cancer cells in vitro has been reported to take on various values, ranging from
[66] D ∼ 10−9 cm2/s to [65] D ∼ 10−7 cm2/s. Due to the microenvironmental effects [4] the
diffusion coefficient in vivo may be smaller. As such, we analyzed the range, 105 ≤ R/D ≤ 108,
in order to include most of the possible in vivo values.
To solve Eq. (5) numerically, we set the distance between two neighboring grid points at
100 µm. The rational behind such a grid block size is the fact that, in order to use a mean-field
equation such as Eq. (5) for the cells’ density, one needs to consider a mesoscopic length scale
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where the units - the grid blocks - contain a large number of cells. At the same time, the size of
the grid blocks must be small compared to the overall size of the system under study. We used
the forward-time central-space method that typically converges to the solution and is stable for
the FKPP equation. To do so, for each grid site we solve for C by writing
Ci(t+ ∆t) = Ci(t) + ∆tCi(t)[1− Ci(t)] + ∆t
4δ2
∑
j∈{i}
Dij[Cj(t)− Ci(t)] ,
where ∆t is the time step, and δ is the size of the grid blocks. Stability requires that
D∆t/(4δ2) < 0.5. The time step ∆t was to be 10 s or larger, depending on the R/D ra-
tio. We then solved the discretized equations on a computational grid of width L with periodic
boundary condition in the horizontal direction in Fig. 1. The initial condition was Ci = C0
for (i, j) ≤ n; we typically used n = 6, as shown in Fig. 1(a). Since the number of cells is an
integer, their density is quantized and small values of C are not meaningful. Thus, one needs
to define a cutoff  for the density to represent the individuality of the species. Such a cutoff
also affects the invasion velocity [67]. To determine an appropriate value for , we carried out
an analysis of the sensitvity of the results to , which will be described shortly.
The simulations were carried out with up to 50,000 time steps. As Ci(t) evolves over time,
the surface, defined by the edges of border sites that are located between regions with zero and
nonzero concentrations -dashed line in Fig. 1(b)- becomes rough. Each point on the surface
between the two regions has a height of hi(t) with an average height, h¯(t) =
∑N
i=1 hi(t)/N ,
where N is the number of border edges. In a homogeneous medium the interface moves with a
velocity dh¯/dt = 2
√
DR. To characterise the structure of the interface, we analyzed the surface
width W , defined by Eq. (1), which provides a quantitative measure of the fluctuations at the
interface. The average values of W were computed for 103 realizations.
For a constant diffusion coefficient, i.e., uniform tissue stiffness, one has W = 0 and, there-
fore, a constant D that would not lead to instability of the invasion front. As mentioned earlier,
however, tissues do not have a uniform stiffness. Analysis of host tissues by atomic force mi-
croscopes [18-21] has revealed huge fluctuations in the tissues’ Young’s modulus. To account
for the effect of such fluctuations, we allowed the local diffusion coefficient, i.e., Dij, to vary
spatially. Thus, we considered heterogeneity over the same scale as the size of the grid blocks
and set,
Dij = D0 + ξRij , (6)
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Figure 1: Schematic illustration of the model. (a) The discretized medium with a grid block
size of δ. The initial condition in the medium of size of L is C = C0 up to the width n = 3.
Periodic boundary condition was imposed in the horizontal direction. (b) The tumor’s surface
is defined as those edges that are around the border units, with each edge above the occupied
units being the border edge, and with the border edges generating the straight solid line. For a
homogeneous cellular environment, the morphology of the interface remains unchanged and the
solid line moves with a fixed velocity. (c) A realization of a heterogeneous cellular environment
wit no spatial correlations in the values of the diffusivity D and the corresponding cell density
with R/〈D〉 = 107. (d) The distribution of the density C corresponding to (c) after some time.
Where density approaches zero is considered as the invasion front. Contrary to homogeneous
cellular media, the invasion front deviates from linear geometry, giving rise to and average
height h¯. The initially straight line becomes ragged as time passes. Similar to the conventional
approach in interface studies, we analyze the interface and quantify its dependence on the
environmental fluctuations, initial conditions, and R/D.
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where Rij varies according to a uniform distribution in [−0.5, 0.5], and ξ represents the strength
of the fluctuations. Figure 1(c) presents a realization of the heterogeneous environment with
no spatial correlation. Such a heterogeneity leads to fluctuations in the invasion front , as Fig.
1(d) indicates. A main goal of the present paper is to study the dynamics of such irregular
invasion fronts. To simulate a more realistic model, we assumed that spatial correlations exist
between the stochastic values of the diffusivities; see below.
To identify the appropriate cutoff , we began the computations with a single-cell density
threshold. Due to the way we have set up the model, the single-cell density is 0.01, which
represents the upper limit for . We then solved Eq. (5) with  = 10−2, and C0 = 0.2, n = 6,
and L = 128, where L is defined in units of the grid blocks. We then decreased  to study the
dependence of the important properties on . As Fig. 2(a) indicates, the velocity of the front
converges slowly with decreasing . However, since our main concern is the geometry of the
invasion front, we focused on the surface roughness and its width W in order to analyze the
convergence of the results with decreasing . As Fig. 2(b) demonstrates, W converges faster
with decreasing , such that even  = 10−3 is a good approximation, which is what we used in
the rest of the computations.
III. RESULTS
As the first case study, we computed the dynamic evolution of the width W (L, t) of the
tumor invasion front for various sizes L by solving Eq. (4) using Eq. (5) with the initial
condition C0 = 0.2 and n = 6, where n is defined by Fig. 1(a). As Fig. 3(a) indicates, W (L, t)
increases according to the power law (3) with β ≈ 0.25 ± 0.01. Once the width saturates,
variation of L does not affect the width, implying that the roughness exponent α = 0.
If, however, we change the initial concentration C0, the growth exponent β turns out to
vary with C0. For example, Fig. 3(b) indicates that the initial concentrations, C0 = 0.01, 0.1
and 1 lead to β = 0.48± 0.01, 0.26± 0.01 and 0.21± 0.01, respectively. These results are not
only interesting, but also in our view very important because they point to the initial condition
as a key factor in the growth of tumors, which, to our knowledge, has been overlooked in
previous experimental [31-34] and theoretical [35-37,68-73] studies. The apparent sensitivity
to the initial conditions is presumably due to the nonlinear nature of the governing RDE that
we solve. Thus, if the initial conditions in such studies had been varied, the exponent β and,
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Figure 2: (a) Dynamic evolution of the width W (L, t) for ξ = 1, C0 = 0.2, and R/D = 10
5.
The roughness exponent is, α = 0. (b) Scaling of W (L, t) with time t for C0 = 10
−2, 10−1
and 1. (c) Wsat versus the intensity ξ of the local diffusivity fluctuations. Wsat increases with
increasing ξ and decreases with increasing R/D. (d) Dynamic evolution of the mean interface
height h¯ versus ξ. The inset shows the velocity of the invasion front.
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therefore, the universality class of the surface growth model could have been quite different from
what they reported. Our analysis also indicates that Wsat, the saturated width of the interface
at steady state, remains unchanged. Therefore, Wsat may be viewed as a reliable measure for
assessing the properties of the interface. Using Wsat as an indicator, we study the effect of the
various parameters, including the intensity of the fluctuations of the local diffusion coefficients,
the normalized reaction rate R/D, and the type of the correlations in the spatial fluctuations,
where D is the average diffusion coefficient.
To understand how the spatial fluctuations lead to interface roughnening, we began with
ξ = 0, Eq. (6), and increased it to one, and studied how the roughness is regulated by the
intensity of the fluctuations. As Fig. 3(c) indicates, for a fixed R/D Wsat increases with ξ,
whereas it decreases with increasing R/D if ξ is held constant. As such, we anticipate small
(large) values of R (D) lead to interface roughening. To quantify how R/D regulates interface
width at steady state, the dependence of Wsat of the ratio was computed. Figure 3(c) shows
that increasing R/D delays interface roughening. The reason that R/D influences the structure
of the front is the fact that the reaction temporally relaxes the fluctuations, due to the spatial
fluctuations in the diffusivity.
Another important property of invasion is its propagation velocity. While one can show an-
alytically that the velocity attains a value of 2
√
DR, retrieving this limiting value by numerical
simulations must consider much smaller values of . As mentioned earlier, we fixed  at 10−3
and, therefore, we analyzed the dependence of the velocity with this . As Fig. 3(d) shows, the
average height grows slower when we increase ξ and, while the invasion velocity decreases.
We may then summarize the results presented in Fig. 3 as follows: (i) Biological surfaces do
possess some of the scaling properties that the growing surfaces studied in other contexts have,
but are not necessarily characterized by the well-known universality class of the KPZ and related
equations, i.e., by the same numerical values of the exponents α and β. (ii) The intensity of the
stiffness fluctuations increases the width of the invasion front. (iii) Increasing R/D decreases
the surface width, and (iv) increasing the stochastic quantity ξ decreases invasion velocity.
As mentioned earlier, the spatial distribution of the tissues’ stiffness appears to be correlated
[20,21], rather than being completely random. Therefore, the local diffusivities should also be
spatially correlated. The apparent correlation function has not been quantified yet, however.
At the same time, long-range/extended correlations are prevalent in many natural phenomena
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Figure 3: Analysis of the dependence of (a) the mean height h¯ (and, hence, the velocity) and (b)
the width W (L, t) of the interface on the threshold  with C0 = 1, n = 6 and R/D = 5× 106.
While for invasion velocity one needs to consider a smaller values of , the interface width
converges faster.
[74-76], including in biological systems [77,78], and are accurately represented by the fractional
Brownian motion [79] (FBM). If we consider two points at x and x’, the FBM is defined by,
〈(Rx −Rx′)2〉 ∼ (x− x′)2H , (7)
with H being the Hurst exponent such that H > 0.5 (H < 0.5) induces positive (negative)
correlations, and H = 0.5 corresponds to completely random successive increments. Figure
4(a) presents the morphologies that the FBM generates for various values of H.
Thus, we used the FBM to generate spatially-correlated local diffusivities. A 1024 × 1024
computational grid with a FBM surface was generated. Then, we used Eq. (6) with Rij =
(|Ri +Rj|)/2, where Ri and Rj are the FBM-generated values at locations (grid sites) i and j,
with j being a nearest neighbor of i. We set ξ such that 〈Rij〉 = 0.5. In this way, the FBM
provided us with a stochastic function that generates spatially-correlated fluctuations in the
local diffusivities that are regulated by the Hurst exponent H. Note that we do not claim at this
time that the FBM characterizes the true nature of the correlations in biological system that
we study, rather we use it as a typical stochastic process that generates extended correlations
that have been identified in other biological processes and heterogeneous media.
The effect of the spatial correlations, which are part of the quenched disorder in the mor-
phology of the cellular medium, is independent of the effect of the reaction. Thus, the scaling
11
Figure 4: (a) Realizations for heterogeneous environments with 〈D〉 being the mean local
diffusion coefficient, and H the Hurst exponent. (b) The corresponding cell density for R/D =
2×106, D0 = 0 and the strength of the fluctuation of diffusivity ξ = 1. (c) Scaling of the width
W (L, t) with time t in a cellular medium with H = 0.1, R/D = 108, the initial concentration
C0 = 1, and n = 6. The inset shows the dependence of the saturation width Wsat(L) on the
linear size L that leads to the roughness exponent α = 0.92 ± 0.01. (d) Dynamic evolution of
W (L, t) for several values of H and the same initial condition. The inset shows thedependence
of α on H. (e) Dependence of Wsat(L) on R/D and H for L = 64.
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properties of the tumor front depend on the initial condition. The ratio R/D has a “softening”
effect, as the reaction slows down the diffusion. Hence, we concentrated on the effect of the
spatial correlations on the structure of the invasion front by computing the dependence of Wsat
on the Hurst exponent H, in order to analyze the properties of the perimeter of a growing
tumor. Figure 4(b) presents examples of the rough fronts and their dependence on the Hurst
exponent H.
Next, consider, the limit H = 0.5, and let the surface evolve from the initial condition,
C0 = 0.2 with n = 6 and R/D = 10
5. As Fig. 4(c) indicatess, the scaling of the width W (L, t)
follows Eq. (3) with β ≈ 0.62±0.01. Moreover, similar to the case of no correlations, β depends
on the initial condition. Irrespective of the initial conditions, however, one has, Wsat(L) ∝ Lα
with the roughness exponent being, α ≈ 0.9; that is, α is independent of the initial condition,
whereas the growth exponent β is does depend on R/D.
The dependence of Wsat(L) on the Hurst exponent H is shown in Fig. 4(d). It indicates that
with increasing H, i.e., with the diffusivities becoming more positively correlated, the width
Wsat of the tumor’s perimeter at steady state also increases. The inset of Fig. 4(d) presents
the dependence of α on H, indicating relatively strong dependence of α on H.
IV. SUMMARY
Using a well-known approach for the study of population dynamics, we investigated tu-
mor growth in heterogeneous cellular environments. By treating the local diffusion coefficient,
a measure of the ability of the cells to advance, as a spatially-varying quantity, we studied
the morphology of the tumor invasion surface in heterogeneous cellular environments. Our
results indicate that the previous classifications of biological interfaces in terms of their scal-
ing properties should be reconsidered carefully, because the effect of the initial conditions had
been overlooked, whereas, as our study indicated, the scaling exponents that characterize the
structure of the tumor surface manifest great sensitivity to the initial conditions.
We also showed that Wsat, the saturation width of the tumor’s surface, is an important
characteristic quantity to study, in order to understand the effect of the heterogeneity in the
cellular environment. Moreover, the effect of R/D, the ratio of the cells’ multiplication rate
R and the average diffusivity D, on Wsat was shown to be important, as was the effect of
the extended correlations in the local diffusion coefficient. Our results cast doubt on the
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classification of biological interfaces through well-known universality classes of surface growth
processes, due to the effect of the heterogeneity and extended correlations, heretofore ignored.
The sensitivity of nonlinear processes, such as the reaction-diffusion phenomena that we
study, to the initial conditions appears to be a general feature of such phenomena, which has
also been reported in other contexts. For example the universality of fluctuations in the KPZ
model is sensitive to the initial conditions, i.e., whether the initial substrate is wedge-like or flat
at time t = 0 [80-84]. In addition, we showed in a recent paper [52] that the initial condition
for the available nutrients strongly affects the statistics of tumor front. All such results are
consistent with what we present in this paper and, therefore, provide further evidence the
initial conditions play a fundamental role in the nonlinear processes in biological environments.
The model can be extended and improved. For example, During the invasion process,
the migrating cells can dynamically change their microenvironment, by either degrading the
extra-cellular matrix (ECM) fibers to generate space for migration, or by forming stressed fiber
bundles to propagate active forces. On large time scales, the expansion of the primary tumor
mass would eventually generate pressures, which in turn stiffens the surrounding ECM. In
addition, the diffusivity can depend on the local concentration. Thus, we carried out a series
of preliminary simulations in which we assumed that, D = D0 + γC, where γ could be positive
or negative. This did not, however, affect the invasion geometry significantly. WE hope to
address such issues in the near future.
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