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Abstract 
 
The purpose of this project is to build software that can 
programmatically analyze dosimteric images and reduce the QA time when 
performing gamma analysis at varying test criteria and evaluating the results 
of the Winston-Lutz test. The application leverages the Eclipse Scripting API 
(ESAPI) within the Eclipse Treatment planning system of Varian Medical 
Systems. The Portal Dosimetry Application of Eclipse is used to collect the 
image pixels. The pixels are then displayed in a Windows Presentation 
Foundation using Microsoft Visual Studio and C#. 
The purpose of the Gamma Index pass rates software is to benchmark the 
Portal Dosimetry Application by analyzing an integrated image. However, the 
software allows for the user to test a range of parameters as opposed to one 
parameter at the time. The gamma values calculated with custom application 
were the same with the values calculated with Eclipse. This is because both 
software uses the same API. However, the custom application significantly 
reduces calculation time. 
The purpose of the Winston-Lutz software is to programmatically analyze an 
integrated image and determine the isocenter wobble of the machine. Two 
methods were developed to calculate the isocenter wobble. A manually detect 
method and a auto detect method. The average error in calculating the 
isocenter wobble when using the manually detect method is 0.1 mm. 
The average error in calculating the isocenter wobble when using the auto 
detect method is 0.4mm. 
This work indicates that computer software can be of significant importance 
when performing QA to check for the dosimetric output and the mechanical 
stability of the rotation axes of the clinical linear accelerator (linac). 
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1 Introduction 
 
The purpose of Radiation Therapy is to accurately deliver the radiation dose to a 
tumor while sparing normal tissue. Treatment methods such as intensely modulated 
treatment (IMRT) and volumetric arc therapy (VMAT) are commonly used in the clinic 
due to their ability to deliver a more localized dose to the target volume (Esch et al. 2004). 
Modern Treatment Planning Systems can accurately calculate dose distribution to small 
target volumes (<2 cm along a single axis) (Li et al. 2005). These methods require 
constant 3D dosimetric verification and spatial accuracy delivery verification (Kruz et al. 
2015) (Rowshanfarzad et al. 2012). The verification process is part of the regular quality 
assurance (QA) performed on clinical linear accelerators (linac) by the physicist. 
During the span of the radiation treatment, anatomical changes may occur to the 
patient. The success of a Treatment Plan, delivering proper dose to the target while 
sparing the normal tissue within a tolerable value, depends on the ability to position the 
patient correctly and verify the dosimetric calibration of the linac. 
 
Quality assurance tools have been developed to check the accuracy of the dose 
delivered to the target volume. Computational methods have been of significant importance 
to aid and improve these QA tools (Eckhause et al. 2015). Pass rates for the Gamma Index 
and Winston-Lutz test are of special importance for this project. Both these tests utilize 
integrated images taken by the linac. Integrated images are images taken with imaging 
systems integrated on the medical linear accelerator. Integrated images accumulate signal 
during the delivery of the radiation fields, as a result the pixel values of 
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the image is proportional to the amount of radiation dose delivered to that specific location 
on the imaging device. These images are of MV x-ray energies and serve for patient setup 
verification or QA purposes (Dawson and Menard 2010). 
 
The Gamma Index evaluation test compares the calculated dose to the measured 
dose (Low and Dempsey 2003). The dose is first calculated for the treatment plan. After a 
clinically acceptable plan has been generated, which includes the calculation of the 
machine parameters and control points, the plan will be delivered and the dose calculation 
will be performed in the QA phantom. The test includes the dose difference test (DD), 
where the difference between the calculated and the measured dose is numerically 
computed. However, for steep dose gradients this metric becomes sensitive (Low and 
Dempsey 2003). For example, a small distance between two points would result in a 
significantly large dose difference in the steep dose gradient region. This led to the 
development of another metric, distance-to-agreement (DTA). This tool accounts for the 
evaluated dose distribution independently of the spatial orientation of the measured point. 
For example, for a reference point, the evaluated dose distribution is analyzed in order to 
find the nearest point with an equivalent dose value (Low and Dempsey 2003). 
Stereotactic radiosurgery (SRS) is a non-invasive technique used for the treatment 
of intracranial tumors (Winkler et al. 2003). This technique allows for precise delivery of a 
radiation dose to a small defined volume. When performing stereotactic radiosurgery, 
relatively large dose prescriptions are delivered in one or a relatively small number of 
fractions with a submillimeter accuracy. Therefore, it is essential for the machine to be 
calibrated so the dose is delivered to a precise spatial location regardless of the gantry and 
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couch orientation of the linac (Alexander et al. 1995). The Winston-Lutz test is used to 
check for the spatial accuracy of the delivered dose and to verify the isocenter wobble 
(where the gantry rotation axis, collimator rotation axis and couch rotation axis intersect) of 
the machine. A hollow cone is mounted to the accessory mount on the gantry. The diameter 
of the cone and ball varies with manufacturers, however, a typical range for the cone 
diameter is 10-20 mm and for the ball 5 mm. A ball is attached to a metal rod which is then 
attached to a micrometer stage.  The stage is then mounted to the couch of the linac. It has 
three nobs which adjust for lateral, longitudinal and vertical positions with respect to couch 
translation direction. When performing the Winston-Lutz test, the user can either deliver 
fields with the gantry, collimator and couch orientation at cardinal angles or the angles 
planned for SRS delivery. This is to verify if the isocenter has not changed with the rotation 
of these three parameters (Winkler et al. 2003). 
 
 
1.1 Objectives 
 
 
Different software applications have been developed to aid in performing these 
tests. The purpose of these applications are to reduce the human error and save time. The 
objective of this project is to develop a software application which performs Gamma Index 
pass rates and Winston-Lutz analysis, reducing the analysis time and the possibility for 
human error. The name of the software application developed for this project is PD 
Advanced Analysis. 
The application contains a module called Gamma Pass rates. The goal for the 
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Gamma Pass Rates module is to quickly determine the results of one of the test parameters 
mentioned in Table 1 (Varian Medical Systems 2017). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 1: An explanation of the Gamma test parameters taken from the Portal Dosimetry 
User Reference published by Varian Medical Systems. 
 
 
The objective of the Gamma Index developed in this project is to allow the user 
to choose a range of DTA and DD values as well as an incremental value at which the 
program calculates the test. For example, the program can calculate gamma values through a 
range of DTA values between 2 mm and 5 mm with an increment value of 0.5 mm. Similar 
values can be set for DD. It is worth mentioning that the DD values will be a percentage of 
either the reference dose or the maximum dose of the measured image at the analysis point 
with the local gamma method being used. The program then calculates the pass rates and 
builds a matrix which is displayed on the user interface. The program highlights in green the 
values which pass the test and in red the values which fail, based on the user defined passing 
thresholds. The Portal Dosimetry Application can only calculate one value at a time instead 
of a range of values. The ability of the application to calculate 
Tests Definitions 
Area Gamma 
The allowed area 
gamma with less than 1 value in % 
Maximum Gamma The allowed maximum gamma value 
Average Gamma The allowed average gamma value 
 
LCA Gamma>1 
The allowed LCA Gamma>1 in percent LCA 
meeans largest connected area of pixels 
having a gamma value more than 1 relative 
to the total number of pixels in ROI. 
Area Gamma 
The allowed area gamma, in %, that 
can exceed the set threshold level 
Maximum Dose Difference The allowed maximal dose in % 
Average Dose Difference The allowed average dose difference in % 
Area Dose Difference 
An allowed area gamma, in % 
that can exceed threshold level 
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for a range of values is beneficial to the Medical Physicist especially in the clinical setting 
while performing daily, monthly and yearly QA. 
 
The objective of the WL Analysis module test is to analyze an integrated image 
and then calculate the ball deviations relative to a user defined tolerance at varying 
collimator, gantry, and patient support rotation angles. This will allow the clinician to make 
the decision whether the machine is suitable for stereotactic delivery. This objective is 
achieved by deploying two computational methods- Manually Perform Analysis and Auto 
Perform Analysis. The first method allows the user to superimpose two circles on the 
integrated image. The program allows the user to control the diameter of the circles. The 
bigger circle corresponds to the cone and is a green color; the smaller circle corresponds to 
the ball and is a black color. The user can drag the circles on top of the cone and the ball 
which are displayed in the image. This method calculates the distance between the two 
centers of circles and determines by how much the ball needs to be set to isocenter. The 
second method analyzes the integrated image pixel by pixel and detects the edge of the 
cone and the ball. The program then calculates the center of the cone and ball and displays 
exactly how much the ball needs to be moved. 
 
 
1.2 Significance of Study 
 
 
 
 
Treatment planning modalities such as IMRT and VMAT are increasing in 
complexity (Alexander et al. 1995). Thus, it is necessary for the accuracy of the delivered 
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dose to be improved. Consequently, there is a need for rigorous patient QA. As mentioned 
above, QA analysis can be complex and tedious, thus, if the data is collected manually it 
may result in some error due to its tedious nature. By automating the process of QA, the 
risk for human error in calculation is reduced and the time of the QA process is 
significantly reduced (Eckhause et al. 2015). 
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r2(re, rr) σ
2(re, rr) 
∆d2 
+ 
∆D2 
2 Background 
 
 
2.1 Gamma Index Pass Rates 
 
 
Gamma Index is the standard tool used for dose verification for IMRT quality 
assurance (Li et al. 2011). This technique calculates the gamma values for each point of 
interest using DTA and DD which have been selected in the QA analysis software. The 
technique then uses the gamma value to determine whether the QA passes or fails. It is 
common to define a passing percentage γ, the percentage of γ value ≤ 1 for a set of DTA 
and DD, which determines whether the two dose distributions (measured and calculated) 
agree (Li at al. 2011). The Portal Dosimetry (Varian Medical Systems, Palo Alto, CA) 
gammacalculation engineperforms the gamma analysis, the PDAnalysis module leverages 
the algorithm using the Eclipse Scripting Application Programming Interface (ESAPI). 
The formula to calculate the Gamma Index pass rates is as follows: 
 
 
 
Γ(re, rr) = (1) 
 
where: 
 
 
re  is the evaluated position 
 
rr  is the reference position 
 
d is the distance between the positions 
 
o is the dose at the positions 
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D is the dose difference 
 
 
The first term in the gamma evaluation equation corresponds to the 
 
distance-to-agreement parameter and the second term corresponds to dose different tool 
parameter. With both terms, this equation can accurately calculate the Gamma Index pass 
rates for steep and shallow dose gradient. 
IMRT plans use different dynamically modulated beams at various gantry angles 
to achieve high accuracy in deliverance of the dose to the target volume (Portlance et al. 
2003). The beams enter the patient from different directions resulting in the sparing of the 
normal tissue while the summation of the dose is concentrated on the target. Thus, the 
prescribed dose is only delivered to the tumor. The modulation of these beams with the 
multileaf collimator paint the radiation dose precisely on the target (Ezell et al. 2003). 
Any error in the delivery could go undetected if the QA were not done properly. This would 
result in the damage of the normal tissue and sparing of the tumor, and possibly could be 
lethal for the patient. In order to avoid errors, there is a need for the development of methods 
to perform multidimensional dose distribution measurements and comparison. In order to 
execute such a task a multidimensional dosimeter, such as electronic portal imaging device 
(EPID) or radiochromic film, are necessary. However, these dosimeters generate a large 
amount of measurement data, for example the 1190x1190 portal dose image contains more 
than 1.4 million pixels in the 2-dimensional array. The measurement data can be analyzed 
by utilizing computational methods. The analysis process includes a comparison of the 
calculated data (achieved with the help of the treatment planning system) and the 
reference data (achieved by measuring the dose with the dosimeter) (Low 
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and Dempsey 2003). The Portal Dosimetry application, part of the Varian Eclipse 
treatment planning system, uses measured dose as a reference and the calculated dose as 
the comparison dose in calculation of the gamma analysis. 
 
 
2.2 Winston-Lutz Test 
 
 
Mechanical stability of the rotation axis of the gantry, collimator and the couch 
are important when performing stereotactic radiotherapy and stereotactic radiosurgery. 
The purpose of these treatment techniques is to deliver a precise dose to a localized target 
with a combination of gantry, collimator and couch angles. Quality assurance consists of 
analyzing a radiographic film or a digital image. These two are considered standard 
methods because they provide a high enough image resolution to perform the 
Winston-Lutz test (Winkler et al. 2003). 
 
 
The Winston-Lutz test is performed by attaching the ball to the couch and the cone 
to the collimator or with small field delimited MLC. The micrometer stage mounted on the 
couch has three nobs which adjust for the longitudinal, lateral, and vertical position. These 
nobs can be adjusted clockwise and counterclockwise. This test is to ensure that the 
mechanical stability of all rotation axes is in congruence. However, the process of adjusting 
the nobs can be tedious and prone to error, so care must be taken that the transitional 
motion distances are accurate and in the correct direction. When performing the 
Winston-Lutz test, one method has the user first perform the test at cardinal angles, then 
use the preliminary results to hone the ball into the most central possible position. Once 
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the ball is centered the entire Winston-Lutz test is performed with gantry rotation, patient 
support angle movement, and, if necessary, collimator rotation. At this time the images 
should be analyzed to make sure the isocenter is positioned within the tolerance levels. 
Even when this process is repeated several times, it is still possible to commit human errors 
because it relies on the human visual ability. 
The analysis of a digital image deploys computational methods which segments 
and analyzes the image. The program then calculates by how much the ball should be 
shifted in order to have a precise spatial dose distribution. This module allows for the user 
to visually determine if the high-density ball lies at the center of the cone within a specified 
tolerance. 
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3 Materials 
 
A Varian TrueBeam linear accelerator was used to acquire the images on-site at 
the Education Building of Varian Medical Systems in Las Vegas, Nevada. All images were 
taken using 6 MV photon beams. The EPID aS1200 was used to take the images. The 
Eclipse treatment planning system (TPS) was used to create the treatment plan and analyze 
the images. Plans for high risk prostate and head and neck cancer were used when testing 
for the Gamma Analysis parameters. Images of a Winston-Lutz set with various ball shifts 
were analyzed. Microsoft Visual Studio was used as the integrated development 
environment (IDE) to code the software program developed in this project. The 
programming language used was C#. 
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4 Project Design 
 
The first step is to create the QA plans for the Gamma Index pass rates and the 
Winston-Lutz test. The images for the Winston-Lutz test were taken at 4 gantry angles (0, 
90, 180 and 270 degrees) using a 17.5 mm Conical Collimator delimited field with 100 MU 
per dosimetric image at a dose rate of 300 cGy/min at maximum depth and 6X photon 
energy. For the Gamma Analysis application testing two plans were analyzed; a high-risk 
prostate plan and a head and neck with a high dose gradient. This is to verify that the 
Gamma Index Analysis module behaves the same way for varying modulation levels and 
dose gradients. 
 
 
4.1 Gamma Analysis Module 
 
 
The second step is to create the application architecture for the GammaPassTable 
and WL Analysis. The third step would be to import the Varian namespaces into the project. 
These namespaces are VMS.CA.Scripting and VMS.DV.PD.Scripting. These namespaces 
allow the application to access the Eclipse Scripting API and utilize class libraries which 
make the process of developing the software easier. These libraries would allow the 
program to access the planning data. Another advantage of these libraries is that they come 
with built-in methods. These methods then can be called, when coding, to perform different 
tasks. For example, the CreateTransientAnalysis method is a built-in method that can be 
called to perform the Gamma Index Analysis. However, this method can only be called if 
the VMS.DV.PD.Scripting framework is imported. 
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After the libraries are imported, the building of the Gamma Analysis tool will 
proceed. All the parameters that are used when performing Gamma Analysis with Eclipse 
can be used in the PD Analysis Module. The program will allow the user to input a range 
of values for DTA and DD. This will be achieved by creating four doubles to correspond to 
the start DTA, end DTA, start DD and end DD. The same DTA and DD values will be then 
input into the Eclipse to perform the Gamma Analysis manually to each of the different 
input criteria. The outputs from the two software programs will be then compared to each 
other. 
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Figure 1: Gamma Analysis module user interface 
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4.2 Winston-Lutz Analysis Module 
 
 
The images taken for the Winston-Lutz test will be analyzed by the WL Analysis 
Module code and baselined comparison with currently available software. Images will be 
taken with a known shift from the isocenter and the software will attempt to reproduce 
those known shifts. 
A class file will be created in order to allow the user to import the image directly 
from Eclipse. The integrated image is converted to a bitmap within the software and 
displayed on a canvas for the user. The Frame class is a subset of the Image class that 
directly contains a method to import the image pixel data from Eclipse. Once the image 
class file is created, it can then be accessed from a custom WL Analysis class. A method 
built into the application will loop through all the images associated with patient plans, 
and allows the user to select which images they would like to use in the analysis. This 
removes any time consuming DICOM image exports to other QA analysis software. In the 
user interface file of this class, two circles are generated allowing the user to place the 
position of the cone and the ball. The user may drag those circles anywhere on the image. 
The program will allow the user to change the diameter of the circles by dynamically 
linking the circles to a size definition slider control. The centers of these circles are stored 
in memory and are dynamically linked to the program. The user can then drag the circles 
on top of the cone and ball displayed in the image, and then the program can calculate 
how much the ball needs to be aligned with the Central Axis of the image. 
When calculating the distance of the ball from the isocenter wobble with couch 
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rotation, some difficulties were encountered. Distances from the center were calculated in 
the lateral, vertical and longitudinal directions. The GUI for the Winston-Lutz test was 
redesigned adding a new canvas alongside the existing canvas (where the image is 
displayed). The program displays information about the gantry angle, collimator angle and 
couch angle. This is to give information on the setup of the machine at the time the image 
was taken. 
On the recently added canvas, the center of the canvas was marked. This center 
corresponds to the center of the detector (EPID). A threshold ellipse was added to the 
center of the canvas. This ellipse was dynamically bound to a sliderview control and to a 
textbox, allowing the user to set the threshold by either using the sliderview control or the 
textbox. The size of the threshold ellipse changes based on the value set by the user. After 
every image is analyzed, the cone ellipse and the ball ellipse are superimposed on the cone 
and ball of the image and the deviation between the ball and the cone center positions in 
the two dimensions of the EPID array will be displayed on the right canvas. The ball is 
represented with an ellipse and with each ellipse having a different color for each image. A 
tooltip was added to the software which displays the field id, gantry angle, couch angle, 
collimator angle, distance from the center in the x-direction and distance from the center in 
the y-direction. This information is displayed when the user hovers the mouse over to a 
ball marker. Figure 2 shows the redesigned GUI. 
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Figure 2:  Winston-Lutz GUI 
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A second method was developed to calculate the shift between the center of the 
ball and the center of the cone. This method progammatically analyzes the DICOM images 
pixel line by pixel line in both X and Y direction and calculates the pixel gradient. In the 
DICOM image there are two drastic changes in the pixel gradient. When the color changes 
from blue to red and from red to green. The color red corresponds to the cone and the 
color green corresponds to the ball. The program calculates the largest distance between 
two points in the X direction with constant Y where the pixel gradient changes from blue 
to red. This is done for every Y value until the cone is analyze in the X direction. The 
program then compares each X distance for which the gradient changes from blue to red 
and determines the larges X distance and divides by two. This determines the center of the 
cone in the X direction. The same process is repeated for the Y direction. The program 
detects the change in gradient in the Y direction for a fixed X and then compares each 
distance Y and determines the largest distance and divides it by two. Similarly, the center 
of the ball is detected in the X and Y direction. However, in this case the program detects 
the change in pixel gradient from red to green color. The application then detects the 
distance between the centers of the ball and cone. This method further reduces the 
possibility of human error when compared to the method of superimposing two circles on 
top of the cone and the ball.  This is due to the fact that some error may occur when 
placing the circles and therefore the calculation between the center of the ball. 
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5 Results 
 
 
5.1 Gamma Analysis 
 
 
The code for the Gamma Index test parameters was completed. The program was 
tested to calculate the gamma index for values of 1-3 mm for DTA and 1-3% of DD with 
0.5 iteration for each parameter. This was done for the high-risk prostate plan and for the 
head and neck plan. The same values were then tested using the Eclipse Portal Dosimetry 
application. The values obtained from Eclipse and the values obtained from PD Analysis 
Module were in agreement. However, the calculation time when using PD Analysis module 
was significantly decreased. The mean calculation time for each value using the Portal 
Dosimetry Application of Varian was 2 minutes and 11 seconds, the mean calculation time 
using the program built for this project was 21 seconds. This is because when using 
Eclipse, the user had to input each value one by one. This requires some time. Figure 3 
shows a screen shot image of the PD Analysis module user interface after it has calculated 
the values. 
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Figure 3: Gamma Analysis module user interface 
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Figure 4: Eclipse Gamma Analysis user interface. 
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Below is the data collected for the Gamma Analysis high-risk prostate plan for 
each software. 
 
 
 
 
 
 
Table 2: Gamma Analysis data taken with Portal Dosimetry Application of Varian for the 
Area Gamma Less < 1 parameter. 
 
 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 26.6 87.1 95.3 97.1 97.8 
1.5% 29.0 89.0 96.8 98.4 98.9 
2% 30.8 90.3 97.8 99.2 99.6 
2.5% 31.9 91.1 98.3 99.5 99.8 
3% 32.7 91.6 98.6 99.6 99.8 
Table 3: Gamma Analysis data taken with Portal Dosimetry custom application for the Area 
Gamma < 1 parameter. 
 
 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 7.89 5.88 4.51 3.66 3.08 
1.5% 7.65 5.26 4.25 3.57 3.01 
2% 6.65 5.22 3.95 3.34 2.94 
2.5% 5.93 4.85 3.92 3.16 2.72 
3% 5.43 4.43 3.82 3.14 2.63 
Table 4: Gamma Analysis data taken with Portal Dosimetry Application of Varian for the 
Maximum Gamma parameter. 
 
 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 7.89 5.88 4.51 3.66 3.08 
1.5% 7.65 5.26 4.25 3.57 3.01 
2% 6.65 5.22 3.95 3.34 2.94 
2.5% 5.93 4.85 3.92 3.16 2.72 
3% 5.43 4.43 3.82 3.14 2.63 
Table 5: Gamma Analysis data taken with Portal Dosimetry module for the Maximum 
Gamma parameter. 
 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 26.6 87.1 95.3 97.1 97.8 
1.5% 29.0 89.0 96.8 98.4 98.9 
2% 30.8 90.3 97.8 99.2 99.6 
2.5% 31.9 91.1 98.3 99.5 99.8 
3% 32.7 91.6 98.6 99.6 99.8 
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 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 1.13 0.78 0.60 0.49 0.41 
1.5% 1.10 0.76 0.58 0.47 0.40 
2% 1.07 0.74 0.57 0.46 0.39 
2.5% 1.05 0.73 0.56 0.45 0.38 
3% 1.04 0.72 0.55 0.45 0.38 
 
Table 6: Gamma Analysis data taken with Portal Dosimetry Application of Varian for the 
Average Gamma parameter. 
 
 
 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 1.13 0.78 0.60 0.49 0.41 
1.5% 1.10 0.76 0.58 0.47 0.40 
2% 1.07 0.74 0.57 0.46 0.39 
2.5% 1.05 0.73 0.56 0.45 0.38 
3% 1.04 0.72 0.55 0.45 0.38 
Table 7: Gamma Analysis data taken with Portal Dosimetry Application module for the 
Average Gamma parameter. 
 
 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 63.5 5.3 0.7 0.4 0.4 
1.5% 62.9 5.2 0.5 0.3 0.2 
2% 62.3 5.1 0.4 0.1 0.1 
2.5% 61.8 4.9 0.4 0.1 0.1 
3% 61.5 4.7 0.4 0.0 0.0 
Table 8: Gamma Analysis data taken with Portal Dosimetry Application of Varian for the 
Largest Connected > 1 Gamma parameter. 
 
 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 63.5 5.3 0.7 0.4 0.4 
1.5% 62.9 5.2 0.5 0.3 0.2 
2% 62.3 5.1 0.4 0.1 0.1 
2.5% 61.8 4.9 0.4 0.1 0.1 
3% 61.5 4.7 0.4 0.0 0.0 
Table 9: Gamma Analysis data taken with Portal Dosimetry module for the Largest Con- 
nected > 1 Gamma parameter. 
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 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 87.0 44.0 10.6 5.4 3.8 
1.5% 84.5 41.9 8.8 4.0 2.5 
2% 82.6 40.2 7.5 2.9 1.6 
2.5% 81.2 39.9 6.6 2.2 1.0 
3% 80.2 38.3 6.0 1.8 0.7 
 
Table 10: Gamma Analysis data taken with Portal Dosimetry Application of Varian for the 
Area Gamma Above Threshold parameter. 
 
 
 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 87.0 44.0 10.6 5.4 3.8 
1.5% 84.5 41.9 8.8 4.0 2.5 
2% 82.6 40.2 7.5 2.9 1.6 
2.5% 81.2 39.9 6.6 2.2 1.0 
3% 80.2 38.3 6.0 1.8 0.7 
Table 11: Gamma Analysis data taken with Portal Dosimetry Application module for the 
Area Gamma Above Threshold parameter. 
 
Maximum Dose Difference taken with Portal Dosimetry of Varian 23.67 
Maximum Dose Difference taken with custom application 23.67 
Average Dose Difference taken with Portal Dosimetry of Varian 0.95 
Average Dose Difference taken with custom application 0.95 
Area Dose Difference taken with Portal Dosimetry of Varian 48.2 
Area Dose Difference taken with custom application 48.2 
Table 12: A conglomeration of the data collected for various gamma parameters. The table is 
comprised of Maximum Dose Difference, Average Dose Difference and Area Dose Difference 
Above Threshold parameters. 
 
 
Below are the results for the head and neck plan. 
 
 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 82.5 96.0 97.7 98.6 99.3 
1.5% 84.0 97.3 98.6 99.6 99.3 
2% 85.2 98.0 99.1 99.6 99.8 
2.5% 86.0 98.5 99.4 99.7 99.8 
3% 86.7 98.9 99.7 99.8 99.9 
Table 13: Gamma Analysis data taken with Portal Dosimetry Application of Varian for the 
Area Gamma < 1 parameter. 
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 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 82.5 96.0 97.7 98.6 99.3 
1.5% 84.0 97.3 98.6 99.6 99.3 
2% 85.2 98.0 99.1 99.6 99.8 
2.5% 86.0 98.5 99.4 99.7 99.8 
3% 86.7 98.9 99.7 99.8 99.9 
Table 14: Gamma Analysis data taken with Portal Dosimetry module for the Area Gamma 
< 1 parameter. 
 
 
 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 10.00 7.49 6.15 5.04 4.40 
1.5% 6.95 6.84 5.47 4.60 4.10 
2% 5.25 5.18 5.13 4.32 3.74 
2.5% 4.33 4.19 4.13 4.10 3.58 
3% 4.00 3.50 3.47 3.44 3.42 
Table 15: Gamma Analysis data taken with Portal Dosimetry Application of Varian for the 
Maximum Gamma parameter. 
 
 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 10.00 7.49 6.15 5.04 4.40 
1.5% 6.95 6.84 5.47 4.60 4.10 
2% 5.25 5.18 5.13 4.32 3.74 
2.5% 4.33 4.19 4.13 4.10 3.58 
3% 4.00 3.50 3.47 3.44 3.42 
Table 16: Gamma Analysis data taken with Portal Dosimetry module for the Maximum 
Gamma parameter. 
 
 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 0.82 0.57 0.43 0.35 0.30 
1.5% 0.79 0.55 0.42 0.34 0.29 
2% 0.78 0.53 0.41 0.33 0.28 
2.5% 0.76 0.52 0.40 0.33 0.28 
3% 0.75 0.52 0.40 0.32 0.27 
Table 17: Gamma Analysis data taken with Portal Dosimetry Application of Varian for the 
Average Gamma parameter. 
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 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 0.82 0.57 0.43 0.35 0.30 
1.5% 0.79 0.55 0.42 0.34 0.29 
2% 0.78 0.53 0.41 0.33 0.28 
2.5% 0.76 0.52 0.40 0.33 0.28 
3% 0.75 0.52 0.40 0.32 0.27 
 
Table 18: Gamma Analysis data taken with Portal Dosimetry module for the Average 
Gamma parameter. 
 
 
 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 4.8 0.9 0.4 0.3 0.2 
1.5% 4.7 0.8 0.3 0.2 0.1 
2% 4.6 0.7 0.2 0.1 0.1 
2.5% 4.5 0.6 0.1 0.1 0.1 
3% 4.4 0.5 0.1 0.1 0.1 
Table 19: Gamma Analysis data taken with Portal Dosimetry Application of Varian for the 
Largest Connected > 1 Gamma parameter. 
 
 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 4.8 0.9 0.4 0.3 0.2 
1.5% 4.7 0.8 0.3 0.2 0.1 
2% 4.6 0.7 0.2 0.1 0.1 
2.5% 4.5 0.6 0.1 0.1 0.1 
3% 4.4 0.5 0.1 0.1 0.1 
Table 20: Gamma Analysis data taken with Portal Dosimetry module for the Largest Con- 
nected > 1 Gamma parameter. 
 
 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 6.4 2.3 1.2 0.5 0.3 
1.5% 5.0 1.4 0.6 0.3 0.2 
2% 4.1 0.8 0.3 0.2 0.1 
2.5% 3.5 0.5 0.2 0.1 1.0 
3% 3.1 0.3 0.1 0.1 0.1 
Table 21: Gamma Analysis data taken with Portal Dosimetry Application of Varian for the 
Area Gamma Above Threshold parameter. 
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 1 mm 1.5 mm 2 mm 2.5 mm 3 mm 
1% 6.4 2.3 1.2 0.5 0.3 
1.5% 5.0 1.4 0.6 0.3 0.2 
2% 4.1 0.8 0.3 0.2 0.1 
2.5% 3.5 0.5 0.2 0.1 1.0 
3% 3.1 0.3 0.1 0.1 0.1 
 
Table 22: Gamma Analysis data taken with Portal Dosimetry module for the Area Gamma 
Above Threshold parameter. 
 
 
Maximum Dose Difference taken with Portal Dosimetry of Varian 23.56 
Maximum Dose Difference taken with custom application 23.56 
Average Dose Difference taken with Portal Dosimetry of Varian 0.59 
Average Dose Difference taken with custom application 0.59 
Area Dose Difference taken with Portal Dosimetry of Varian 50.6 
Area Dose Difference taken with custom application 50.6 
Table 23: A conglomeration of the data collected for various gamma parameters. The table is 
comprised of Maximum Dose Difference, Average Dose Difference and Area Dose Difference 
Above Threshold parameters. 
 
 
 
5.2 Winston-Lutz Test 
 
 
In order to test the positioning accuracy of the circles on the canvas, portal 
dosimetry images were created manually with markers embedded at known positions 
(Figure 5). The WL Analysis Module was then used to determine the position of these 
markers by placing the circle representing the ball on the markers while leaving the circle 
representing the cone at the central axis position of the image. The differences between the 
known position of the marker and the position calculated by the WL Analysis Module can 
be found in Table 3. 
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Figure 5: The manually created portal image with a marker at a known position of (50mm, 
0mm) for fine tuning the positional accuracy of the WL Analysis module. 
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Field 
Known 
X (mm) 
Known 
Y (mm) 
Calculated 
X (mm) 
Calculated 
Y (mm) 
Difference 
X 
Difference 
Y 
test1 50 0 50 -0.1 0 0.1 
test2 50 50 50.1 50.2 0.1 0.2 
test3 -25 -50 -24.9 -50.1 0.1 0.1 
test4 -10 25 -10 -25 0 0 
test5 16 -17 -16.3 -17.1 0.3 0.1 
Average Differences 0.1 0.1 
 
Table 24: A comparison between the actual position of the markers and the position calcu- 
lated by WL Module. 
 
 
The values are in close agreement. However, some variance between the two set of 
data can be observed. This is due to the fact that there is some error in dragging the ball 
on top of the desired location. The average difference in both X and Y direction is 0.1 mm. 
This value is satisfactory in a clinical setting. 
In order to test the accuracy of the method which deploys the pixel by pixel 
analysis three QA plans were created. The first plan contains four fields. The second and 
third plan contains eight fields each. The shift between the centers of the cone and ball was 
calculated using Eclipse and the custom calculation. The values were then compared. The 
following tables display the data for the three plans. 
 
Field 
Eclipse 
X (mm) 
Eclipse 
Y (mm) 
Custom 
App 
X (mm) 
Custom 
App 
Y (mm) 
Difference 
X 
Difference 
Y 
field1 1.5 2.4 1.6 2.4 0.1 0.0 
field2 1.8 1.5 1.6 1.7 0.2 0.2 
field3 2.7 1.7 3.2 1.1 0.5 0.6 
field4 2.0 1.9 1.8 1.2 0.2 0.7 
Average Differences 0.3 0.4 
Table 25: A comparison between calculated distances with Eclipse and custom application 
for plan one. 
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Field 
Eclipse 
X (mm) 
Eclipse 
Y (mm) 
Custom 
App 
X (mm) 
Custom 
App 
Y (mm) 
Difference 
X 
Difference 
Y 
field1 1.4 2.4 1.5 2.3 0.1 0.1 
field2 2.8 1.1 2.9 0.7 0.1 0.4 
field3 1.2 3.0 1.2 2.4 0.0 0.6 
field4 2.7 1.2 2.7 1.3 0.0 0.1 
field5 1.1 2.4 1.1 1.5 0.0 0.9 
field6 1.1 2.8 0.8 2.4 0.3 0.4 
field7 1.5 2.5 1.5 1.8 0.0 0.7 
field8 0.9 2.9 0.4 2.3 0.5 0.6 
Average Differences 0.1 0.4 
 
Table 26: A comparison between calculated distances with Eclipse and custom application 
for plan two. 
 
 
Field 
Eclipse 
X (mm) 
Eclipse 
Y (mm) 
Custom 
App 
X (mm) 
Custom 
App 
Y (mm) 
Difference 
X 
Difference 
Y 
field1 2.4 1.8 2.4 1.5 0.0 0.3 
field2 0.9 2.5 0.7 0.7 0.2 0.8 
field3 0.5 2.0 0.6 2.0 0.1 0.0 
field4 1.1 2.5 0.9 2.4 0.2 0.1 
field5 2.0 2.6 2.4 2.2 0.4 0.2 
field6 3.3 0.0 3.3 0.2 0.0 0.2 
field7 0.4 1.9 0.4 1.4 0.0 0.5 
field8 1.1 0 0.9 0.4 0.2 0.4 
Average Differences 0.1 0.3 
Table 27: A comparison between calculated distances with Eclipse and custom application 
for plan three. 
 
The data between Eclipse and the custom application is in close agreement. The 
average differences do not surpass the value of 1 mm. However, when calculating the 
distances between the centers of the cone and ball while using Eclipse, error in 
measurement must be considered. Eclipse does not have an accurate method for analyzing 
Winston-Lutz images. The way the distance was calculated is by deploying the measuring 
tool. This tool calculates the distance between a start and end point by dragging the mouse 
on the screen between the two points. Eclipse does not have a method to calculate 
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the center of the ball and cone. Thus, the centers were estimated so the method is not 
precise. The following figures show the user interface of Eclipse and custom application 
while calculating the Winston-Lutz test. 
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Figure 6: GUI for the custom application when performing Winston-Lutz test. 
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Figure 7: GUI for the Eclipse application when performing Winston-Lutz test 
34  
6 Conclusions 
 
 
6.1 Gamma Analysis 
 
 
This work indicates that in a clinical setting automation can be of significant 
advantage. Although the results of the Gamma Analysis for both software’s are identical, 
this is due to the fact that both programs use the same API(ESAPI). For a matrix of 5X5 
the calculation time was reduced by 1 minute and 44 seconds. This is advantageous in a 
busy radiation oncology facility. Gamma Analysis is performed for each patient plan and 
time is valuable in a clinical setting. The Gamma Anylsis module improves on The Portal 
Dosimetry Application by reducing the redundant process of inputting each test criteria 
and saving time. With higher computer power the calculation time can be reduced even 
further. 
 
 
6.1.1 Winston-Lutz Test 
 
 
The custom software built for this project shows promise in performing Winston- 
Lutz tests. The program provides an accurate tool that calculates the isocenter wobble of 
the linear accelerator. The average difference of the measurement is less than 1 mm, 
making this application reliable for clinical applications. The program can analyze 
multiple DICOM’s when deploying the superimposed two circle method. This is of 
significant importance because it substantially reduces the quality assurance time. 
Although pixel by pixel analysis method provides satisfactory accuracy, it can be further 
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investigated by comparing it with software that performs Winston-Lutz tests. 
 
Winston-Lutz software was not accessible at the time of this project. However, this could 
be the start of a new thesis project for future students.  Other functionality can  be added  
to the software and investigated, resulting in a thesis project. 
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