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Abstract
We present results on parameter estimation and non-parameter es-
timation of the linear partially observed Gaussian system of stochastic
differential equations. We propose new one-step estimators which have
the same asymptotic properties as the MLE, but much more simple
to calculate, the estimators are so-called ”estimator-processes”. The
construction of the estimators is based on the equations of Kalman-
Bucy filtration and the asymptotic corresponds to the small noises in
the observations and state (hidden process) equations. We propose
conditions which provide the consistency and asymptotic normality
and asymptotic efficiency of the estimators.
Key words: filter system, parameter estimation, small noise asymptotics,
One-step MLE-process.
1 Introduction
Let us consider the problem of parameter estimation for partially observed
linear system. The observed process is:
dXt = f(θ, t)Yt dt + εσ (t) dWt, X0 = 0, (1)
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where the hidden process Yt is solution of the equation
dYt = a(ϑ, t)Yt dt + εb (t) dVt, Y0 = y0 6= 0. (2)
Here Wt, 0 ≤ t ≤ T and Vt, 0 ≤ t ≤ T are independent Wiener processes
and the functions f (·) , σ (·) , a (·) , b (·) are known. The unknown parameter
ϑ ∈ Θ = (α, β), |α|+ |β| <∞.
Therefore we have to estimate ϑ by observations XT = (Xt, 0 ≤ t ≤ T ).
The properties of the estimators we describe in the asymptotic of small noises
(ε → 0) in the observation (1) and state (2) equations. The maximum
likelihood estimator (MLE) ϑˆε and Bayes estimator (BE) ϑ˜ε under regularity
conditions are consistent, asymptotically normal
ϑˆε − ϑ0
ε
=⇒ N (0, I (ϑ0)−1) , ϑ˜ε − ϑ0
ε
=⇒ N (0, I (ϑ0)−1) (3)
and asymptotically efficient [17]. Here ϑ0 is the true value and I (ϑ0) is Fisher
information. The construction of these estimators is based on the likelihood
ratio function
L
(
ϑ,XT
)
= exp
{∫ T
0
f (ϑ, t)m (ϑ, t)
ε2σ (t)2
dXt −
∫ T
0
f (ϑ, t)2m (ϑ, t)2
2ε2σ (t)2
dt
}
and is given by the following relations
L
(
ϑˆε, X
T
)
= sup
ϑ∈Θ
L
(
ϑ,XT
)
, ϑ˜ε =
∫
Θ
ϑp (ϑ)L
(
ϑ,XT
)
dϑ∫
Θ
p (ϑ)L (ϑ,XT ) dϑ
. (4)
Here m (ϑ, t) = Eϑ (Yt|Xs, 0 ≤ s ≤ t) is conditional expectation, satisfying
the Kalman-Bucy filtration equations
dm (ϑ, t) = a (ϑ, t)m (ϑ, t) dt
+
γ (ϑ, t) f (ϑ, t)
ε2σ (t)2
[dXt − f (ϑ, t)m (ϑ, t) dt] , (5)
∂γ (ϑ, t)
∂t
= 2a (ϑ, t) γ (ϑ, t)− γ (ϑ, t)
2 f (ϑ, t)2
ε2σ (t)2
+ ε2b (t)2 , (6)
with initial values m (ϑ, 0) = y0 and γ (ϑ, 0) = 0. Recall that γ (ϑ, t) =
Eϑ (m (ϑ, t)− Yt)2. It is evident that the construction of the MLE and BE
according to the relations (4) is computationally hard problem because we
need solutions of the system (5)-(6) for all ϑ ∈ Θ. Therefore numerical
realization of these construction is difficult to do.
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The problem of construction of adaptive Kalman filter was treated by
many authors in engineering literature, where the models of observations
are mainly of discrete time form (see, e.g., [10], [11],[12], [26] and references
therein). The identification of continuous time partially observed systems
were studied as well by some authors (see, e.g., [1], [3], [5], [6], [17], [19], [21],
[22] and references therein). Similar problems for continuous time hidden
telegraph process were studied in [4], [16].
In the present work our goal is to propose other estimators, which have
the same asymptotic properties as mentioned in (3) but these estimators can
be much more easily calculated. Moreover, we construct estimator-process,
i.e., estimator which evaluate with time. These constructions are based on
the One-step score-function approach, which consists in two-step estimation
procedure. This means, firstly in using a small part of initial observations,
we obtain a consistent estimator of the unknown parameter, and then with
the help of this estimator and score-function we construct the One-step MLE
and One-step MLE-process. This approach in general is well known. First
such one-step procedure was proposed by Fisher [7]. Then it was used by
many authors, see, e.g., [9], [16],[14],[23],[20].
The construction is done in two steps. First we obtain a preliminary
estimator ϑ¯τε by the observation X
τε = (Xt, 0 ≤ t ≤ τε), where τε = εδ →
0. Then using this estimator and one-step MLE structure we obtain the
estimator
ϑ∗t,ε = ϑ¯τε + Iτε(ϑ¯τε)
−1
∫ t
τε
M˙(ϑ¯τε , s)
σ (s)2
[
dXs − f(ϑ¯τε , s)m(ϑ¯τε , s)ds
]
where dot means the derivation w.r.t. ϑ, m(t, ϑ) is the conditional expecta-
tion of Yt w.r.t. {Xs, 0 ≤ s ≤ t} and M (ϑ, s) = f (ϑ, s) y (ϑ, s).
2 Preliminary estimator
We say that h (ϑ, t) ∈ Cb if the function h (ϑ, t) , ϑ ∈ Θ, t ∈ [0, T ] is bounded;
h (ϑ, t) ∈ C(1)ϑ or h (ϑ, t) ∈ C(1)t if the function h (·, ·) is continuously differen-
tiable on ϑ or t respectively. The derivatives w.r.t. ϑ we denote h˙ (ϑ, t) and
the derivatives w.r.t. t we write as h′ (ϑ, t).
Let us introduce the Conditions R:
R1. The functions f (·, ·) , σ (·) , a (·, ·) , b (·) ∈ Cb.
R2. The functions f (ϑ, ·) , a (ϑ, ·) ∈ C(1)ϑ . The function f˙ (ϑ, t) ∈ C(1)t .
R3. The function f (ϑ, 0) and its derivative f˙ (ϑ, 0) are separated from
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zero
inf
ϑ∈Θ
|f (ϑ, 0)| > 0, inf
ϑ∈Θ
∣∣∣f˙ (ϑ, 0)∣∣∣ > 0.
R4. The initial value y0 6= 0.
Recall that R4 is a necessary condition for existence of consistent esti-
mator for the model of observations (1)-(2). If y0 = 0, then we can denote
Xˆt = ε
−1Xt and Yˆt = ε
−1Yt and rewrite the system (1)-(2) as follows
dXˆt = f(ϑ, t)Yˆt dt + σ (t) dWt, Xˆ0 = 0,
dYˆt = a(ϑ, t)Yˆt dt+ b (t) dVt, Yˆ0 = 0.
Hence this system does not depend on ε and the consistent estimation is
impossible. This was noted by Khasminskii [15]. The condition which makes
main sense here is R3. Below we consider how can be constructed prelimi-
nary estimator if this condition is replaced by another one. Without loss of
generality we suppose that y0 > 0, f (ϑ, 0) > 0 and f˙ (ϑ, 0) > 0.
Let us denote xt(ϑ) and yt(ϑ) the solutions of the equations (1), (2) for
ε = 0:
∂xt(ϑ)
∂t
= f(ϑ, t)yt(ϑ), x0 (ϑ) = 0,
∂yt(ϑ)
∂t
= a(ϑ, t)yt(ϑ), y0(ϑ) = y0.
Hence
xt(ϑ) = y0
∫ t
0
f(ϑ, s)A (ϑ, s) ds,
yt(ϑ) = y0 A (ϑ, t) , A (ϑ, t) = exp
{∫ t
0
a (ϑ, r) dr
}
.
The true value we denote as ϑ0 ∈ Θ. We have equalities
Yt − yt (ϑ0) = ε
∫ t
0
A (ϑ0, t, s) b (s) dVs, A (ϑ0, t, s) =
A (ϑ0, t)
A (ϑ0, s)
,
Xt − xt (ϑ0) = ε
∫ t
0
f (ϑ0, s)
∫ s
0
A (ϑ0, s, q) b (q) dVq ds+ ε
∫ t
0
σ (s) dWs
= ε
∫ t
0
b (q)
∫ t
q
f (ϑ0, s)A (ϑ0, s, q) ds dVq + ε
∫ t
0
σ (s) dWs.
Hence we can write
Yt − yt (ϑ0) = εξt, Xt − xt (ϑ0) = εηt, 0 ≤ t ≤ T,
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where ξt and ηt are Gaussian processes with Eϑ0ξt = 0, Eϑ0ηt = 0 and for
any p > 0
Eϑ0 |ξt|p < C1tp/2, Eϑ0 |ηt|p < C2tp/2. (7)
The constants C1 > 0, C2 > 0 do not depend on ϑ0 and t ∈ [0, T ] (see [25]).
Introduce the functions
xm (t) = inf
ϑ∈Θ
xt (ϑ) < sup
ϑ∈Θ
xt (ϑ) = xM (t) .
In the vicinity of the point t = 0 the function xt (ϑ) is monotone increasing
on ϑ and we have
xm (t) = xt (α) , xM (t) = xt (β) .
Further, following [16] and [22] we put τε = ε
δ, δ > 0, introduce sets
Bε = {xm (τε) < Xτε < xM (τε)} ,
B
−
ε = {Xτε ≤ xm (τε)} , B−ε = {Xτε ≥ xM (τε)} ,
and define the estimator
ϑ¯τε = α1I{B−ε } + µε1I{Bε} + β1I{B+ε }, (8)
where µε is solution of the equation xτε(µε) = Xτε.
This is preliminary estimator which will be used in the next section for
construction of asymptotically efficient estimator.
Theorem 1 Suppose that the conditions R be fulfilled and δ ∈ (0, 2), then
uniformly on compacts K ∈ Θ the estimator ϑ¯τε is consistent, i.e., for any
ν > 0 and any K
sup
ϑ0∈K
Pϑ0
(∣∣ϑ¯τε − ϑ0∣∣ > ν) −→ 0 (9)
as ε→ 0. Moreover, for any p > 0
sup
ϑ0∈K
Eϑ0|ϑ¯τε − ϑ0|p ≤ C
(
ε√
τε
)p
−→ 0. (10)
Proof. We have
Pϑ0
(∣∣ϑ¯τε − ϑ0∣∣ > ν) = Pϑ0 (∣∣ϑ¯τε − ϑ0∣∣ > ν,B−ε )+Pϑ0 (|µε − ϑ0| > ν,Bε)
+Pϑ0
(∣∣ϑ¯τε − ϑ0∣∣ > ν,B+ε )
≤ Pϑ0
(
B
−
ε
)
+Pϑ0 (|µε − ϑ0| > ν,Bε) +Pϑ0
(
B
+
ε
)
.
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Let [αK , βK ] ⊂ Θ be such that K ⊂ [αK , βK ]. We can write
x˙t (ϑ) = y0
∫ t
0
[
f˙ (ϑ, s) + f (ϑ, s)
∫ s
0
a˙ (ϑ, r) dr
]
A (ϑ, s) ds.
By conditions R2, R3 there exists κ∗ > 0 such that for sufficiently small t we
have the estimate
inf
ϑ∈Θ
x˙t (ϑ) ≥ κ∗t.
With the help of (7), we have
sup
ϑ0∈K
Pϑ0
(
B
−
ε
)
= sup
ϑ0∈K
Pϑ0 (Xτε − xτε (ϑ0) ≤ xm (τε)− xτε (ϑ0))
≤ sup
ϑ0∈K
Pϑ0 (|Xτε − xτε (ϑ0)| ≥ xτε (ϑ0)− xτε (α))
≤ sup
ϑ0∈K
Pϑ0 (|Xτε − xτε (ϑ0)| ≥ xτε (αK)− xτε (α))
≤ sup
ϑ0∈K
Pϑ0 (|Xτε − xτε (ϑ0)| ≥ κ∗ (αK − α) τε)
≤ sup
ϑ0∈K
Eϑ0 |Xτε − xτε (ϑ0)|p
κp∗ (αK − α)p τ pε ≤ C
εp
τ
p/2
ε
.
The similar estimate we have for the probability Pϑ0 (B
+
ε ). Further
Pϑ0 (|µε − ϑ0| > ν,Bε) = Pϑ0
( |Xτε − xτε (ϑ0)|
x˙τε (µ˜ε)
> ν,Bε
)
≤ C ε
p
νpτ
p/2
ε
.
For the moments we have
Eϑ0
∣∣ϑ¯τε − ϑ0∣∣p ≤ (ϑ0 − α)pPϑ0 (B−ε )+ (β − ϑ0)pPϑ0 (B+ε )
+ Eϑ0 |µτε − ϑ0|p 1I{Bε} ≤ C
εp
τ
p/2
ε
.
Case f (ϑ, t) = f (t).
The condition R3 is not fulfilled. Introduce another conditions
R ′2 The function a (ϑ, t) ∈ C(1)ϑ and a˙ (ϑ, t) ∈ C(1)t
R ′3 The function a (ϑ, t) and its derivative a˙ (ϑ, t) are separated from zero
inf
ϑ∈Θ
a (ϑ, 0) > 0, inf
ϑ∈Θ
a˙ (ϑ, 0) > 0.
Proposition 1 Let the conditions R1, R
′
2, R
′
3,R4 be fulfilled and τε = ε
δ
with δ ∈ (0, 2/3). Then the estimator ϑ¯ε is uniformly on compacts K ⊂ Θ
consistent and
Eϑ0
∣∣ϑ¯τε − ϑ0∣∣2 ≤ Cε2−3δ. (11)
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Proof. The proof of Theorem 1 can be applied here with the only difference
in the estimation of x˙t (ϑ). We have
x˙t (ϑ) = y0
∫ t
0
∫ t
s
a˙ (ϑ, r) drA (ϑ, t, s) ds ≥ κ∗t2.
Hence from the proof of Theorem 1 we obtain the estimate
Eϑ0
∣∣ϑ¯τε − ϑ0∣∣2 ≤ C ε2τ 3ε .
3 One-step MLE
Let us re-write the equation (5)-(6) as follows
dm (ϑ, t) = [a (ϑ, t)−D (ϑ, t) f (ϑ, t)]m (ϑ, t) dt +D (ϑ, t) dXt,
∂γ∗ (ϑ, t)
∂t
= 2a (ϑ, t) γ∗ (ϑ, t)− γ∗ (ϑ, t)
2 f (ϑ, t)2
σ (t)2
+ b (t)2 , γ∗ (ϑ, 0) = 0,
where we denoted γ∗ (ϑ, t) = γ (ϑ, t) /ε
2 andD (ϑ, t) = γ∗ (ϑ, t) f (ϑ, t) /σ (t)
2.
Introduce the conditions
R˜2. The functions f (ϑ, ·) , a (ϑ, ·) ∈ C(2)ϑ . The function f˙ (·, t) ∈ C(1)t .
It can be shown that the random process m (ϑ, t) , 0 ≤ t ≤ T is continu-
ously differentiable w.r.t. ϑ with probability 1 (see, e.g., [18]). The derivative
m˙ (ϑ, t) satisfies the equation
dm˙ (ϑ, t) = [a (ϑ, t)−D (ϑ, t) f (ϑ, t)] m˙ (ϑ, t) dt+ D˙ (ϑ, t) dXt
+
[
a˙ (ϑ, t)− D˙ (ϑ, t) f (ϑ, t)−D (ϑ, t) f˙ (ϑ, t)
]
m (ϑ, t) dt. (12)
Therefore for ϑ = ϑ0 and ε = 0 we obtain deterministic function y˙ (ϑ0, t) ≡
m˙ (ϑ0, t)|ε=0, which can be written as follows
y˙ (ϑ0, t) =
∫ t
0
eB(ϑ0,t,s)
[
a˙ (ϑ0, s)−D (ϑ0, s) f˙ (ϑ0, s)
]
ys (ϑ0) ds, (13)
where
B (ϑ0, t, s) =
∫ t
s
[a (ϑ0, r)−D (ϑ0, r) f (ϑ0, r)] dr.
Note that y˙ (ϑ0, t) 6= y˙t (ϑ0).
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The Fisher information we define as follows
Iτ (ϑ) =
∫ T
τ
[
f˙ (ϑ, t) yt (ϑ) + f (ϑ, t) y˙ (ϑ, t)
σ (t)
]2
dt, I (ϑ) = I0 (ϑ) .
The family of measures of this statistical experiment is locally asymp-
totically normal and therefore we have the lower bound on the mean square
risks of all estimators ϑε
lim
ν→0
lim
ε→0
sup
|ϑ−ϑ0|<ν
ε−2Eϑ (ϑε − ϑ)2 ≥ I (ϑ0)−1 .
We call the estimator ϑ∗ε asymptotically efficient if for all ϑ0 ∈ Θ we have
lim
ν→0
lim
ε→0
sup
|ϑ−ϑ0|<ν
ε−2Eϑ (ϑ
∗
ε − ϑ)2 = I (ϑ0)−1 . (14)
Introduce the estimator
ϑ⋆ε = ϑ¯τε +
1
Iτε
(
ϑ¯τε
) ∫ T
τε
M˙
(
ϑ¯τε , t
)
σ (t)2
[
dXt − f
(
ϑ¯τε , t
)
m
(
ϑ¯τε , t
)
dt
]
, (15)
where we denoted M˙ (ϑ, t) = f˙ (ϑ, t) yt (ϑ) + f (ϑ, t) y˙ (ϑ, t).
Theorem 2 Suppose that the conditions R1, R˜2,R3,R4 be fulfilled and δ ∈
(0, 1), then the One-step MLE ϑ⋆ε has the properties:
1. It is consistent uniformly on compacts: for any ν > 0
sup
ϑ0∈K
Pϑ0 {|ϑ⋆ε − ϑ0| > ν} −→ 0.
2. It is uniformly asymptotically normal
ε−1 (ϑ⋆ε − ϑ0) =⇒ ζ ∼ N
(
0, I (ϑ0)
−1) .
3. The moments converge: for any p > 0
ε−pEϑ0 |ϑ⋆ε − ϑ0|p −→ Eϑ0 |ζ |p .
4. It is asymptotically efficient.
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Proof. We have
ϑ⋆ε − ϑ0
ε
=
ϑ¯τε − ϑ0
ε
+ Iτε(ϑ¯τε)
−1
∫ T
τε
M˙
(
ϑ¯τε , t
)
σ (t)
dW¯t
+
1
εIτε(ϑ¯τε)
∫ T
τε
M˙
(
ϑ¯τε , t
)
σ (t)2
[
f(ϑ0, t)m(ϑ0, t)− f(ϑ¯τε , t)m(ϑ¯τε , t)
]
dt.
Here we used the innovation representation [25]
dXt = f (ϑ0)m (ϑ0, t) dt + εσ (t) dW¯t, X0 = 0,
where the Wiener process W¯t is defined by this equality. Note that ϑ¯τε → ϑ0
and τε → 0, therefore uniformly on compacts∫ T
τε
M˙
(
ϑ¯τε , t
)2
σ (t)2
dt −→
∫ T
0
M˙ (ϑ0, t)
2
σ (t)2
dt = I(ϑ0)
and by the central limit theorem we have
Ξε =
1
Iτε(ϑ¯τε)
∫ T
τε
M˙
(
ϑ¯τε , t
)
σ (t)
dW¯t =⇒ N
(
0, I(ϑ0)
−1
)
.
According to Taylor’s formula
f(ϑ0, t)m(ϑ0, t)− f(ϑ¯τε , t)m(ϑ¯τε , t)
=
[
f(ϑ0, t)− f(ϑ¯τε , t)
]
m(ϑ0, t)− f(ϑ¯τε , t)
[
m(ϑ¯τε , t)−m(ϑ0, t)
]
=
(
ϑ0 − ϑ¯τε
)
f˙(ϑ˜τε , t)m(ϑ0, t)−
(
ϑ¯τε − ϑ0
)
m˙(ϑ˜τε , t)f(ϑ¯τε , t)
=
(
ϑ0 − ϑ¯τε
) [
f˙(ϑ¯τε , t)m(ϑ¯τε , t) + f(ϑ¯τε , t)m˙(ϑ¯τε , t) + R¯ε
]
=
(
ϑ0 − ϑ¯τε
) [
f˙(ϑ¯τε , t)y(ϑ¯τε, t) + f(ϑ¯τε , t)y˙(ϑ¯τε , t) +Rε
]
.
Recall that m˙(ϑ¯τε , t) = y˙(ϑ¯τε , t)+Op (ε). Here we denoted R¯ε, Rε, the random
variables satisfying the estimates
sup
ϑ0∈K
Eϑ0 |Rε|p ≤ C sup
ϑ0∈K
Eϑ0
∣∣ϑ¯τε − ϑ0∣∣p ≤ C
(
ε√
τε
)p
Therefore we obtained the representation
ϑ⋆ε − ϑ0
ε
= Ξε +
ϑ¯τε − ϑ0
ε
[
1− 1
Iτε(ϑ¯τε)
∫ T
τε
M˙
(
ϑ¯τε , t
)2
σ (t)2
dt+ Rε
]
= Ξε +
(
ϑ¯τε − ϑ0
)
Rε
ε
,
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where
sup
ϑ0∈K
Eϑ0
∣∣∣∣∣
(
ϑ¯τε − ϑ0
)
Rε
ε
∣∣∣∣∣
p
≤ C sup
ϑ0∈K
Eϑ0
∣∣∣∣∣
(
ϑ¯τε − ϑ0
)2
ε
∣∣∣∣∣
p
≤ Cεp(1−δ) → 0.
Hence
ϑ⋆ε − ϑ0
ε
= Ξε + o (1) =⇒ N
(
0, I (ϑ0)
−1) .
From this proof follows the uniform on compacts convergence of moments
too
ε−2Eϑ0 (ϑ
⋆
ε − ϑ0)2 −→ I (ϑ0)−1 .
This uniform convergence allows us to write
sup
|ϑ−ϑ0|<ν
ε−2Eϑ (ϑ
⋆
ε − ϑ)2 −→ sup
|ϑ−ϑ0|<ν
I (ϑ)−1 −→ I (ϑ0)−1 ,
where the last limit was obtained as ν → 0. Hence we verified the asymptotic
efficiency (14) of the One-step MLE ϑ⋆ε.
Case f (ϑ, t) = f (t).
The estimator ϑ¯τε is defined by the same equation (8). The Fisher infor-
mation is
Iτ (ϑ) =
∫ T
τ
f (t)2 y˙ (ϑ, t)2
σ (t)2
dt, I (ϑ) = I0 (ϑ)
Introduce the estimator
ϑ⋆ε = ϑ¯τε +
1
Iτε
(
ϑ¯τε
) ∫ T
τε
f (t) y˙
(
ϑ¯τε , t
)
σ (t)2
[
dXt − f (t)m
(
ϑ¯τε , t
)
dt
]
(16)
and condition
R∗2 . The function a (ϑ, ·) ∈ C(2)ϑ . The function a˙ (ϑ, t) ∈ C(1)t .
Proposition 2 Suppose that the conditions R1,R
∗
2 ,R
′
3,R4 be fulfilled and
δ ∈ (0, 1/3), then the One-step MLE ϑ⋆ε has the properties
1. It is uniformly on compacts consistent: for any ν > 0
sup
ϑ0∈K
Pϑ0 {|ϑ⋆ε − ϑ0| > ν} −→ 0.
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2. It is uniformly asymptotically normal
ε−1 (ϑ⋆ε − ϑ0) =⇒ N
(
0, I (ϑ0)
−1) ,
3. It is asymptotically efficient.
Proof. The proof of this proposition is close to the given above proof of
Theorem 1. The difference is in the estimation of the term
Eϑ0
∣∣(ϑ¯τε − ϑ0)Rε∣∣
ε
≤ Cε−1Eϑ0
(
ϑ¯τε − ϑ0
)2 ≤ Cε−1+2−3δ = Cε1−3δ → 0.
4 One-step MLE-process
Let us consider slightly different problem. We have the model of observa-
tions (1)-(2) with unknown parameter ϑ ∈ Θ and we are interested in the
construction of the adaptive Kalman-Bucy filter to approximate m (ϑ0, t) =
Eϑ0 (Yt|Xs, 0 ≤ s ≤ t). Of course, we can not use m (ϑ⋆ε, t) because the esti-
mator ϑ⋆ε depends on the observations X
T = (Xs, 0 ≤ s ≤ T ), where the part
(Xs, t < s ≤ T ) are from the future. Therefore we need an estimator-process
ϑ⋆t,ε, 0 < t ≤ T , where the estimator ϑ⋆t,ε has the following properties
• it depends on (Xs, 0 ≤ s ≤ t);
• it can be easily calculated;
• it is asymptotically efficient.
We can not use the MLE ϑˆt,ε obtained as solution of the equation
L(ϑˆt,ε, X
t) = sup
ϑ∈Θ
L
(
ϑ,X t
)
and put m(ϑˆt,ε, t) because its calculation for all t ∈ (0, T ) requires calcula-
tion of the solutions of the filtration equations (5)-(6). Of course numerical
realization of such procedure is too complicated.
We propose a modified One-step MLE ϑ⋆t,ε, τε ≤ t ≤ T called One-step
MLE-process defined as follows
ϑ⋆t,ε = ϑ¯τε +
1
Itτε
(
ϑ¯τε
) ∫ t
τε
M˙
(
ϑ¯τε , s
)
σ (s)2
[
dXs − f
(
ϑ¯τε , s
)
m
(
ϑ¯τε , s
)
ds
]
. (17)
Here
Itτ (ϑ) =
∫ t
τ
M˙ (ϑ, s)2
σ (s)2
ds, It (ϑ) = It0 (ϑ) .
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Proposition 3 Let the conditions R1,R
∗
2 ,R
′
3,R4 be fulfilled. Then the One-
step MLE-process ϑ⋆t,ε, τε < t ≤ T is consistent, asymptotically normal
ϑ⋆t,ε − ϑ0
ε
=⇒ N (0, It0 (ϑ0)−1)
and the random process ηε (t) = ε
−1
(
ϑ⋆t,ε − ϑ0
)
, τ ≤ t ≤ T for any τ ∈ (0, T )
converges in distribution to the random process
ηε (t) =⇒ η (t) = It0 (ϑ0)−1
∫ t
0
M˙ (ϑ0, s)
σ (s)
dws, τ ≤ t ≤ T,
where ws, 0 ≤ s ≤ T is some Wiener process.
Proof. As τε → 0 we have τε < τ for any τ > 0 starting from the cor-
responding value, say, ε0. For any t ∈ (τε, T ] according to Theorem 1 (un-
der corresponding conditions) this estimator is consistent and asymptotically
normal. Moreover, if we consider the vector ηε (t1) , . . . , ηε (tk), then repeat-
ing the proof of Theorem 1 we obtain the convergence of its distribution to
the distribution of the vector η (t1) , . . . , η (tk). Further, the obtained in the
proof of Theorem 1 representation
ηε (t) =
ϑ¯τε − ϑ0
ε
+ Itτε(ϑ¯τε)
−1
∫ t
τε
M˙
(
ϑ¯τε , s
)
σ (s)
dW¯s
+
1
εItτε(ϑ¯τε)
∫ t
τε
M˙
(
ϑ¯τε , s
)
σ (s)2
[
f(ϑ0, s)m(ϑ0, s)− f(ϑ¯τε , s)m(ϑ¯τε , s)
]
ds.
allows us to verify the estimate
Eϑ0 |ηε (t1)− ηε (t2)|2 ≤ C |t1 − t2|2 , (18)
where the constant C > 0 does not depend on ε. The calculations are
direct but cumbersome. The convergence of finite-dimensional distributions
and estimate (18) provide us the weak convergence of the measures induced
in the space of continuous functions C [τ, T ] by the processes ηε (·) to the
measure of the process η (·) (see details of the proof in the similar situation
in [20]).
This weak convergence provides us the relation: for any τ ∈ (0, T ) and
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any ν > 0
Pϑ0
(
sup
τ≤t≤T
Itτε(ϑ¯τε)
∣∣∣∣ϑ⋆t,ε − ϑ0ε
∣∣∣∣ > ν
)
−→ Pϑ0
(
sup
τ≤t≤T
∣∣∣∣∣
∫ t
0
M˙ (ϑ0, s)
σ (s)
dws
∣∣∣∣∣ > ν
)
= Pϑ0
(
sup
Λτ≤λ≤ΛT
|W (λ)| > ν
)
.
Here W (·) is a Wiener process and
λ =
∫ t
0
M˙ (ϑ0, s)
2
σ (s)2
ds, Λτ =
∫ τ
0
M˙ (ϑ0, s)
2
σ (s)2
ds, ΛT =
∫ T
0
M˙ (ϑ0, s)
2
σ (s)2
ds.
Note that the One-step MLE-process is uniformly consistent: for any
τ ∈ (0, T ) and any ν > 0 we have
Pϑ0
(
sup
τ≤t≤T
∣∣ϑ⋆t,ε − ϑ0∣∣ > ν
)
−→ 0.
The adaptive equations of filtration can be written as follows
dm⋆ε (t) = a
(
ϑ⋆t,ε, t
)
m⋆ε (t) dt
+
γ∗,ε (t) f
(
ϑ⋆t,ε, t
)
σ (t)2
[
dXt − f
(
ϑ⋆t,ε, t
)
m⋆ε (t) dt
]
, (19)
∂γ∗,ε (t)
∂t
= 2a
(
ϑ⋆t,ε, t
)
γ∗,ε (t)−
γ∗,ε (t)
2 f
(
ϑ⋆t,ε, t
)2
σ (t)2
+ b (t)2 , (20)
with initial values mε (τε) = mε (ϑ, τε) and γ∗,ε (t) = 0.
The equations (18)-(20) give us closed system, which allows us to calcu-
late the estimator and the approximation of the conditional expectation in
recurrent form.
5 On Efficient Estimation of m (ϑ0, t)
Recall that m (ϑ0, t) is mean squared optimal estimator of Yt. The random
processmε (t) , τε ≤ t ≤ T can be considered as estimator of the random func-
tion m (ϑ0, t) , τε ≤ t ≤ T and it is interesting to see what are asymptotically
efficient estimators in this problem.
We have the following lower bound on the mean square error of any
estimator m¯ε (t) of the random function m (ϑ, t).
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Theorem 3 Let the conditions R1, R˜2,R3,R4 be fulfilled and δ ∈ (0, 1) be
fulfilled, then for any ϑ0 ∈ Θ and any estimator m¯ε (t) we have
lim
ν→0
lim
ε→0
sup
|ϑ−ϑ0|<ν
ε−2Eϑ |m¯ε (t)−m (ϑ, t)|2 ≥ y˙ (ϑ0, t)
2
It (ϑ0)
. (21)
Proof. The proof of this inequality follows the main steps of the proof of van
Trees inequality given in [8] and almost coincides with the proof of similar
bound in [24]. Let us remind here some steps of the proof. Introduce a
density function p (ϑ) , ϑ0 − ν < ϑ < ϑ0 + ν such that p (ϑ0 ± ν) = 0 and
Fisher information
Ip =
∫ ϑ0+ν
ϑ0−ν
p˙ (ϑ)2
p (ϑ)
dϑ <∞.
Then we can write
sup
|ϑ−ϑ0|<ν
Eϑ |m¯ε (t)−m (ϑ, t)|2 ≥
∫ ϑ0+ν
ϑ0−ν
Eϑ |m¯ε (t)−m (ϑ, t)|2 p (ϑ) dϑ
= E |m¯ε (t)−m (ϑ, t)|2 ,
where we denote E double mathematical expectation defined by the last
equality. Further we need a version of van Trees inequality [8], which is
obtained as follows. Let us denote
L
(
ϑ, ϑ0, X
t
)
= exp
{∫ t
0
f (ϑ, s)m (ϑ, s)− f (ϑ0, s)m (ϑ0, s)
ε2σ (s)2
dXs
−
∫ t
0
f (ϑ, s)2m (ϑ, s)2 − f (ϑ0, s)2m (ϑ0, s)2
2ε2σ (s)2
ds
}
.
We have ∫ ϑ0+ν
ϑ0−ν
[m¯ε (t)−m (ϑ, s)] ∂
∂ϑ
[
L
(
ϑ, ϑ0, X
t
)
p (ϑ)
]
dϑ
= (m¯ε (t)−m (ϑ, s)) L
(
ϑ, ϑ0, X
t
)
p (ϑ)
∣∣ϑ0+ν
ϑ0−ν
+
∫ ϑ0+ν
ϑ0−ν
m˙ (ϑ, s)L
(
ϑ, ϑ0, X
t
)
p (ϑ) dϑ
=
∫ ϑ0+ν
ϑ0−ν
m˙ (ϑ, s)L
(
ϑ, ϑ0, X
t
)
p (ϑ) dϑ.
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Therefore
Eϑ0
∫ ϑ0+ν
ϑ0−ν
[m¯ε (t)−m (ϑ, s)] ∂
∂ϑ
[
L
(
ϑ, ϑ0, X
t
)
p (ϑ)
]
dϑ
= Eϑ0
∫ ϑ0+ν
ϑ0−ν
m˙ (ϑ, s)L
(
ϑ, ϑ0, X
t
)
p (ϑ) dϑ
=
∫ ϑ0+ν
ϑ0−ν
Eϑ m˙ (ϑ, s) p (ϑ) dϑ, (22)
where we changed the measure Eϑ0L (ϑ, ϑ0, X
t) = Eϑ. Recall that
∂
∂ϑ
lnL
(
ϑ, ϑ0, X
t
)
=
∫ t
0
f (ϑ, s) m˙ (ϑ, s) + f˙ (ϑ, s)m (ϑ, s)
ε2σ (s)2
[dXs − f (ϑ, s)m (ϑ, s) ds] .
Hence (below Lϑ,ϑ0pϑ = L (ϑ, ϑ0, X
t) p (ϑ))
(
Eϑ0
∫ ϑ0+ν
ϑ0−ν
[m¯ε (t)−m (ϑ, t)] ∂
∂ϑ
[
L
(
ϑ, ϑ0, X
t
)
p (ϑ)
]
dϑ
)2
=
(
Eϑ0
∫ ϑ0+ν
ϑ0−ν
[m¯ε (t)−m (ϑ, t)] ∂ ln [Lϑ,ϑ0pϑ]
∂ϑ
Lϑ,ϑ0pϑ dϑ
)2
≤ Eϑ0
∫ ϑ0+ν
ϑ0−ν
[m¯ε (t)−m (ϑ, t)]2 Lϑ,ϑ0pϑ dϑ
× Eϑ0
∫ ϑ0+ν
ϑ0−ν
[
∂ ln [Lϑ,ϑ0pϑ]
∂ϑ
]2
Lϑ,ϑ0pϑdϑ
=
∫ ϑ0+ν
ϑ0−ν
Eϑ [m¯ε (t)−m (ϑ, t)]2 p (ϑ) dϑ
×
(∫ ϑ0+ν
ϑ0−ν
Eϑ
[
∂ lnL (ϑ, ϑ0, X
t)
∂ϑ
]2
p (ϑ) dϑ+ Ip
)
. (23)
Here we used Cauchy-Shwarz inequality and the property of stochastic inte-
gral
Eϑ
∂ lnL (ϑ, ϑ0, X
t)
∂ϑ
= Eϑ
∫ t
0
f˙ (ϑ, s)m (ϑ, s) + f (ϑ, s) m˙ (ϑ, s)
ε2σ (s)2
[dXs − f (ϑ, s)m (ϑ, s) ds] = 0.
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We have
Eϑ
[
∂ lnL (ϑ, ϑ0, X
t)
∂ϑ
]2
= Eϑ
(∫ t
0
f˙ (ϑ, s)m (ϑ, s) + f (ϑ, s) m˙ (ϑ, s)
εσ (s)
dW¯s
)2
= Eϑ
∫ t
0
(
f˙ (ϑ, s)m (ϑ, s) + f (ϑ, s) m˙ (ϑ, s)
εσ (s)
)2
ds
=
1
ε2
∫ t
0
(
f˙ (ϑ, s) ys (ϑ) + f (ϑ, s) y˙ (ϑ, s)
σ (s)
)2
ds (1 +O (ε))
=
1
ε2
∫ t
0
(
M˙ (ϑ, s)
σ (s)
)2
ds (1 +O (ε)) =
1
ε2
It (ϑ) (1 +O (ε)) . (24)
Using (22)-(24) we obtain the relation
(∫ ϑ0+ν
ϑ0−ν
Eϑ m˙ (ϑ, s) p (ϑ) dϑ
)2
≤ E |m¯ε (t)−m (ϑ, t)|2
(∫ ϑ0+ν
ϑ0−ν
It (ϑ)
ε2
(1 +O (ε)) p(ϑ)dϑ+ Ip
)
,
which can be written as follows
ε−2E |m¯ε (t)−m (ϑ, t)|2 ≥
(∫ ϑ0+ν
ϑ0−ν
y˙ (ϑ, s) p (ϑ) dϑ
)2
(1 +O (ε))∫ ϑ0+ν
ϑ0−ν
It (ϑ) p (ϑ) dϑ (1 +O (ε)) + ε2Ip
−→
(∫ ϑ0+ν
ϑ0−ν
y˙ (ϑ, s) p (ϑ) dϑ
)2
∫ ϑ0+ν
ϑ0−ν
It (ϑ) p (ϑ) dϑ
−→ y˙ (ϑ0, t)
2
It (ϑ0)
where the first and second limits correspond to ε→ 0 and ν → 0. Therefore
we obtained (21).
This bound allows us to define asymptotically efficient estimator of the
conditional expectation m (ϑ0, t) as estimator mˆε (t) satisfying
lim
ν→0
lim
ε→0
sup
|ϑ−ϑ0|<ν
ε−2Eϑ |mˆε (t)−m (ϑ, t)|2 = y˙ (ϑ0, t)
2
It (ϑ0)
(25)
for all ϑ0 ∈ Θ.
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To construct asymptotically efficient estimator we slightly modify the
estimator mε (t).
The solutions of the equations (5) and (19) can be written as follows
m (ϑ0, t) = y0N (ϑ0, t) +N (ϑ0, t)
∫ t
τε
Q (ϑ0, s)
N (ϑ0, s)
dXs, (26)
mε (t) = y0Nε (ϑ
⋆, t) +Nε (ϑ
⋆, t)
∫ t
τε
Qε (ϑ
⋆, s)
Nε (ϑ⋆, s)
dXs,
where
N (ϑ0, t) = exp
{∫ t
τε
[
a (ϑ0, s)− γ (ϑ0, s) f (ϑ0, s)2σ (s)−2
]
ds
}
,
Nε (ϑ
⋆, t) = exp
{∫ t
τε
[
a
(
ϑ⋆s,ε, s
)− γ∗,ε (s) f (ϑ⋆s,ε, s)2σ (s)−2] ds
}
,
Q (ϑ0, t) = γ (ϑ0, t) f (ϑ0, t)σ (t)
−2, Qε (ϑ
⋆, t) = γ∗,ε (t) f
(
ϑ⋆t,ε, t
)
σ (t)−2.
We can consider another possibility of the approximation of m (ϑ0, t) using
the One-step MLE and equation (19). We can not put ϑ⋆t,ε inm (ϑ0, t) because
the stochastic integral ∫ t
τε
F
(
ϑ⋆t,ε, s
)
dXs
is not well defined for F (ϑ, t) = Q (ϑ, s)N (ϑ, s)−1. We will use the so-called
robust version of the integral. It is given by the formula∫ t
τε
F (ϑ, s) dXs = F (ϑ, t)Xt − F (ϑ, τε)Xτε −
∫ t
τε
F ′ (ϑ, s)Xs ds, (27)
where
F ′ (ϑ, s) =
Q′ (ϑ, s)N (ϑ, s)−Q (ϑ, s)N ′ (ϑ, s)
N (ϑ, s)2
, (28)
N ′ (ϑ, s) = N (ϑ, s)
[
a (ϑ, s)− γ (ϑ0, s) f (ϑ0, s)2 σ (s)−2
]
.
Let us denote the the of this equality as G (ϑ,X, t) and introduce the
estimator
m⋆ε (t) = y0N
(
ϑ⋆t,ε, t
)
+N
(
ϑ⋆t,ε, t
)
G
(
ϑ⋆t,ε, X, t
)
, (29)
which we compare with
m (ϑ0, t) = y0N (ϑ0, t) +N (ϑ0, t)G (ϑ0, X, t) . (30)
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Remind that we comprehend F ′
(
ϑ⋆t,ε, s
)
as that is written in (28), therefore
the equality (27) will no more be valid if ϑ is replaced by ϑ⋆t,ε. This means
that the estimator in (29) is not exactly m
(
ϑ⋆t,ε, t
)
.
Recall that
m (ϑ0, t)|ε=0 = y0N (ϑ0, t) +N (ϑ0, t)G (ϑ0, x, t) = yt (ϑ0) .
It is interesting to see if the proposed estimator m⋆ε (t) is optimal in some
sense.
Proposition 4 Let the conditions R1,R
∗
2 ,R
′
3,R4 be fulfilled then the es-
timator m⋆ε (t) is asymptotically efficient, i.e., for any t ∈ (0, T ] and any
ϑ0 ∈ Θ we have
lim
ν→0
lim
ε→0
sup
|ϑ−ϑ0|<ν
ε−2Eϑ |m⋆ε (t)−m (ϑ, t)|2 =
y˙ (ϑ0, t)
2
It (ϑ0)
.
Proof. We can write formally
m⋆ε (t)−m (ϑ, t) = m
(
ϑ⋆t,ε, t
)−m (ϑ, t) = (ϑ⋆t,ε − ϑ) m˙ (ϑ, t) (1 + o (1))
=
(
ϑ⋆t,ε − ϑ
)
y˙ (ϑ, t) (1 + o (1))
and
sup
|ϑ−ϑ0|<ν
ε−2Eϑ |m⋆ε (t)−m (ϑ, t)|2 = sup
|ϑ−ϑ0|<ν
y˙ (ϑ, t)2
It (ϑ)
(1 + o (1)) ,
sup
|ϑ−ϑ0|<ν
y˙ (ϑ, t)2
It (ϑ)
−→ y˙ (ϑ0, t)
2
It (ϑ0)
,
where the last limit corresponds to ν → 0. Of course this is not a proof.
The estimator m⋆ε (t) defined by (29) is not exactly m
(
ϑ⋆t,ε, t
)
because if we
substitute ϑ⋆t,ε in m (ϑ, t), then we have to change the equality (27).
Let us consider the difference between (29) and (30). Below we use Taylor
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expansions.
m⋆ε (t)−m (ϑ, t) = y0
[
N
(
ϑ⋆t,ε, t
)−N (ϑ, t)]
+
[
N
(
ϑ⋆t,ε, t
)−N (ϑ, t)]G (ϑ⋆t,ε, X, t)
+N (ϑ, t)
[
G
(
ϑ⋆t,ε, X, t
)−G (ϑ,X, t)]
=
(
ϑ⋆t,ε − ϑ
) [
y0 +G
(
ϑ⋆t,ε, X, t
)]
N˙(ϑ˜⋆t,ε, t)
+
(
ϑ⋆t,ε − ϑ
)
N (ϑ, t) G˙(ϑ˜⋆t,ε, X, t)
=
(
ϑ⋆t,ε − ϑ
) [
(y0 +G (ϑ,X, t)) N˙(ϑ, t) +N (ϑ, t) G˙(ϑ,X, t)
]
(1 + rε)
=
(
ϑ⋆t,ε − ϑ
) [
(y0 +G (ϑ, x, t)) N˙(ϑ, t) +N (ϑ, t) G˙(ϑ, x, t)
] (
1 + R˜ε
)
=
(
ϑ⋆t,ε − ϑ
)
y˙ (ϑ, t)
(
1 + R˜ε
)
.
The conditions C allow us to verify that the derivatives N˙(ϑ, t), N¨(ϑ, t) are
bounded. The derivatives of G (ϑ,X, t) are
G˙ (ϑ,X, t) = XtF˙ (ϑ, t)−XτεF˙ (ϑ, τε)−
∫ t
τε
F˙ ′ (ϑ, s)Xsds,
G¨ (ϑ,X, t) = XtF¨ (ϑ, t)−XτεF¨ (ϑ, τε)−
∫ t
τε
F¨ ′ (ϑ, s)Xsds.
Therefore we have for any p > 0
sup
|ϑ−ϑ0|<ν
Eϑ
∣∣∣R˜ε∣∣∣p → 0
as ε→ 0.
6 Two Examples
We consider two examples of construction of preliminary estimators.
Example 1. In this example we have the following system:
dXt = ϑftYt dt + εσt dWt, X0 = 0, 0 ≤ t ≤ T,
dYt = atYt dt+ εbt dVt, y0 6= 0.
For simplicity of exposition we suppose that functions ft, at, σt, bt, t ∈ [0, T ]
are positive and bounded. The function ft ∈ C(1)t . The observations are
XT = (Xt, 0 ≤ t ≤ T ) and the process Yt, 0 ≤ t ≤ T is hidden. The unknown
parameter ϑ ∈ Θ = (α, β), α > 0.
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The limit (ε = 0) system is
xτ (ϑ) = ϑ
∫ τ
0
fsys ds.
We put τε = ε
δ and define preliminary estimator by the relation
ϑ¯τε =
Xτε∫ τε
0
fsys ds
=
xτε (ϑ0) + εητε∫ τε
0
fsys ds
= ϑ0 +
εητε∫ τε
0
fsys ds
.
Hence
Eϑ0
(
ϑ¯τε − ϑ0
)2
= ε2
(∫ τε
0
fsys ds
)−2
Eϑ0η
2
τε ≤ C
ε2
τε
.
Example 2. In the second example the partially observed system is
dXt = ftYt dt+ εσt dWt, X0 = 0, 0 ≤ t ≤ T,
dYt = ϑatYt dt+ εbt dVt, y0 6= 0.
We have Yt = yt (ϑ0) + εξt and the limit equation is
yt (ϑ0) = y0 + ϑ0
∫ t
0
asys (ϑ0) ds.
Therefore we can write
Xt =
∫ t
0
fsYs ds+ ε
∫ t
0
σs dWs
=
∫ t
0
fsys (ϑ0) ds+ ε
∫ t
0
fsξs ds+ ε
∫ t
0
σs dWs
= y0
∫ t
0
fsds + ϑ0
∫ t
0
fs
∫ s
0
aryr (ϑ0) drds+ ε
∫ t
0
fsξsds+ ε
∫ t
0
σs dWs.
For the small values of τ we have
Xτ − y0
∫ τ
0
fs ds = ϑ0 f0 a0 y0
τ 2
2
+O
(
τ 3
)
+ ε
∫ τ
0
fsξsds + ε
∫ τ
0
σs dWs.
The preliminary estimator can be defined as follows
ϑ¯τε =
2
f0 a0 y0 τ 2ε
(
Xτε − y0
∫ τε
0
fs ds
)
.
The error of estimation is
Eϑ0
(
ϑ¯τε − ϑ0
)2 ≤ Cτ 2ε + C ε2τ 3ε = C
(
ε2δ + ε2−3δ
)
.
Hence if δ ∈ (0, 2/3), then this estimator is consistent. The optimal choice,
which minimizes the error is δ = 2/5.
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7 Discussion
The main conditions in the construction of One-step MLE ϑ⋆ε and One-step
MLE-process ϑ⋆t,ε, τε < t ≤ T are
∣∣∣f˙ (ϑ, 0)∣∣∣ > 0 or |a˙ (ϑ, 0)| > 0. Consider
the situation where the both conditions are not fulfilled. Suppose that there
exists τ0 ∈ (0, T ) such that
f (ϑ, t) = f (t) 1I{0≤t<τ0} + ϑg (t) 1I{τ0≤t≤T},
and a (ϑ, t) = a (t) , 0 ≤ t ≤ T . Then the construction of these estimators
can be done as follows. First we solve the filtration equations on the interval
[0, τ0]
dm (t) = a (t)m (t) dt +
γ∗ (t) f (t)
σ (t)2
[dXt − f (t)m (t) dt] , m (0) = y0,
∂γ∗ (t)
∂t
= 2a (t) γ∗ (t)− γ∗ (t)
2 f (t)2
σ (t)2
+ b (t)2 , γ∗ (0) = 0.
Then we can consider m (τ0) , γ∗ (τ0) as initial values for the filtration equa-
tions on the interval [τ0, T ] and the preliminary estimator ϑ¯τ0+τε can be con-
structed by observations Xτετ0 = (Xt, τ0 ≤ t ≤ τ0 + τε).
Another question concerns the length of the “learning interval” [0, τε],
where τε = ε
δ and δ ∈ (0, 1). If we need the approximation of m (ϑ0, t) for
the values t smaller than the given τε, then we can use the construction of
Two-step MLE-process described in the work [20].
In the case of multidimensional ϑ ∈ Θ ⊂ Rd we have to suppose that
the observed process is as well multidimensional XT =
(
XT1 , . . . , X
T
k
)
, where
XTj = (Xj,t, 0 ≤ t ≤ T ) and k ≥ d. For example,
dXj,t = fj (ϑ, t) Yt dt+ εσj (t) dWj (s) , Xj,0 = 0, j = 1, . . . , k.
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