This file contains detailed information regarding data sources and pre-processing of the extended DMS database (sections 1-3), statistical analyses regarding the development, optimization and validation of the DMS SAT algorithm (section 4), and algorithm implementation (section 5).
were done using individual pixels and the average of 3x3 and 5x5 pixel boxes centered on the in situ measurement location using SeaDAS 6.4 (Galí et al., 2015) . For both sensors, the percentage of valid satellite matchups was around 10% and 40% for daily and 8-day composites, respectively. Merged satellite variables were created in order to increase the amount of data available for statistical analyses, after observing that inconsistencies between the two satellite datasets were small compared to other sources of uncertainty. The merged Chl SAT , Kd490 SAT , PIC SAT and PAR SAT variables were created by averaging SeaWiFS and MODIS-Aqua match-ups with a hierarchical search procedure, i.e. prioritizing daily data over 8-day data and single-pixel data over 3x3 and 5x5 pixel box means. The resulting satellite matchups originated in 51% of cases from "quasi-simultaneous" SeaWiFS and MODIS-Aqua retrievals. The remaining 49% of observations was divided evenly between the two sensors. Daily and 8-day gridded SST (4.6 km) from the AVHRR sensor was also matched to the in situ database.
S3 Binning of the extended sea surface DMS database
Statistical analyses were conducted using (i) non-binned data, (ii) data binned by month and 5x5 latitutde-longitude bins (M5x5), and (iii) data binned by month and the 56 Longhurst biogeochemical provinces (MLongh) (Longhurst, 2010) . For binned data, bins with less than 3 data counts (M5x5) and 5 data counts (MLongh) were discarded (for being poorly documented) in order to increase the robustness of regression models. These cutoff values are rather arbitrary, but similar results were obtained with slightly larger cutoff values. The statistics of data bins and the amount of bins and individual DMS measurements discarded through this procedure are shown in Table S3 , showing that the amount of individual data points discarded through the binning procedure was <2.5%. The mean (median) data counts per bin were 26.5 (10) for M5x5 binned data and 132.6 (57) for MLongh binned data.
S4 Algorithm coefficients: uncertainty and optimization
To assess the uncertainty in fitted eq. 2 coefficients, we used the bootstrap method to produce 10 5 sets of regression coefficients for eq. 2 using the MLongh binned dataset. Fig. S2 shows the nonrandom relationships among eq. 2 coefficients.
Regression-derived coefficients were further optimized for global and regional scales using a constrained nonlinear optimization approach developed for this study.
The optimal coefficients of eq. 1 were obtained by minimizing a cost function different from RMSE (which is by definition the cost function minimized by least-squares regression). The best model was obtained with a cost function J defined as: J = RMSE + abs(1 -R 2 ) + abs(1 -Slope MA ) (eq. S1),
where Slope MA is the major axis regression between observed and predicted fields. This cost function rewards the model coefficients that predict DMS with R 2 and Slope MA closest to 1. The goodness-of-fit statistics used in eq. S1
were calculated in log 10 space using the same MLongh binned dataset. To obtain realistic solutions, we constrained the optimization to the 99% confidence intervals of the 10 5 bootstrapped regression coefficients shown in Fig. S2 (MLongh binned dataset). The resulting optimal model (eq. 2f) had higher DMSPt (β) and PAR (γ) coefficients and a smaller y-intercept than eq. 2e, and moved the modeled DMS concentration closer to the 1:1 agreement line without degrading neither RMSE nor R 2 ( Table 2 ). The optimized model coefficients were validated using an independent dataset as described in section 3.1.3 of the main text (see Fig. 4 ).
The same approach was used to optimize the eq. 2 coefficients for the Bermuda Atlantic Time Series (BATS) site. In this case we used the 3 years of monthly measurements (upper mixed layer means) to obtain the regionally tuned coefficients (eq. 2h), which were not further validated using independent datasets given that they were only used to demonstrate the portability of the algorithm.
S5 Algorithm implementation: data sources and processing chain
The full DMS SAT algorithm (Fig. 2 ) was implemented to produce (i) a monthly global DMS SAT climatology based on SeaWiFS climatological 1997-2010 data; and (ii) regional time series with 8-day resolution for the period 2003-2016
using MODIS-Aqua data. In both cases we used reprocessing 2014.0. The data sources are summarized in Table S2 .
Global DMS SAT fields were computed using ocean color data from the SeaWiFS 1/12° gridded monthly climatology (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) show contrasting wintertime MLD -owing to differences in salinity stratification. To verify the accuracy of MIMOC and GODAS MLD, we compared them to MLD derived from collocated ARGO float profiles. As shown in Fig. S1 , GODAS overestimated wintertime MLD in the subpolar Atlantic. This translated, in some years, in slightly lower DMSPt SAT with GODAS because the DMSPt sub-algorithm switched at a later date from the 'mixed'
(Zeu/MLD < 1) to the 'stratified' (Zeu/MLD > 1) waters equation. Differences were almost absent in the Bering Sea.
Overall, the use of climatological or model-derived MLD had a negligible effect on diagnosed DMSPt SAT . Tables   Table S1 . Compilation of studies added to the sea surface DMS database used for algorithm development and validation.
Reference Region Dates
Levasseur et al. 2006 NW Pacific Jul 2002 Matrai et al. 2007 Barents Sea 1998 , 1999 , 2001 Royer et al. 2010 NW 
