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Edited by Robert B. RussellAbstract We propose a uniﬁed framework for the identiﬁcation
of functional interaction structures of biomolecular networks in a
way that leads to a new experimental design procedure. In devel-
oping our approach, we have built upon previous work. Thus we
begin by pointing out some of the restrictions associated with
existing structure identiﬁcation methods and point out how these
restrictions may be eased. In particular, existing methods use
speciﬁc forms of experimental algebraic equations with which
to identify the functional interaction structure of a biomolecular
network. In our work, we employ an extended form of these
experimental algebraic equations which, while retaining their
merits, also overcome some of their disadvantages. Experimental
data are required in order to estimate the coeﬃcients of the
experimental algebraic equation set associated with the structure
identiﬁcation task. However, experimentalists are rarely pro-
vided with guidance on which parameters to perturb, and to what
extent, to perturb them. When a model of network dynamics is
required then there is also the vexed question of sample rate
and sample time selection to be resolved. Supplying some
answers to these questions is the main motivation of this paper.
The approach is based on stationary and/or temporal data
obtained from parameter perturbations, and uniﬁes the previous
approaches of Kholodenko et al. (PNAS 99 (2002) 12841–
12846) and Sontag et al. (Bioinformatics 20 (2004) 1877–
1886). By way of demonstration, we apply our uniﬁed approach
to a network model which cannot be properly identiﬁed by exist-
ing methods. Finally, we propose an experiment design method-
ology, which is not limited by the amount of parameter
perturbations, and illustrate its use with an in numero example.
 2005 Federation of European Biochemical Societies. Published
by Elsevier B.V. All rights reserved.
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One of the main objectives of systems biology research is the
unraveling of the functional interaction structure of a biomo-Abbreviations: SDE, stationary data equations; TDE, temporal data
equations
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doi:10.1016/j.febslet.2005.07.025lecular network from a given set of experimental data. If we
can estimate the direct inﬂuence (or local response) of the var-
iation of one node (i.e., a functional unit or module of the bio-
molecular network) on all other nodes in the biomolecular
network, then we can identify the local network structure
and from this we can also infer the global network structure
(see Supplementary Fig. 3). It is however diﬃcult to directly
measure the local responses, since the variation of one node
promptly spreads over the other nodes of the network. We
can only measure the amount of a global change of each node
according to the perturbation of parameters, thus we require a
method which can be used to indirectly infer the local response
based on information from a global change.
Various qualitative and mechanistic modeling methods have
been used to infer the structures of biomolecular networks.
These include Boolean networks, genetic algorithms, dynamic
simulations, Bayesian models to infer the gene circuitry [1,2],
and metabolic control analysis to determine interactions
between metabolites and enzymes [3–5]. These mechanistic
bottom-up approaches have the advantage of being readily
testable in silico, but also have disadvantages associated with
the complicated forms of the parameters involved, and the
potential presence of unknown interactions [6–8]. In the
reverse engineering of a gene network, detailed information
about the network is in general deﬁcient when compared to
the case of a metabolic network. In this context, de la Fuente
et al. [6] have extended MCA (metabolic control analysis)
techniques to inferring a gene network structure with the
assumption that each node of a network is a single gene and
the parameters corresponding to gene transcription rates can
be perturbed. Recently, however two important top-down ap-
proaches to this problem have been proposed by Kholodenko
et al. [7] and Sontag et al. [8].
Kholodenko et al. [7] proposed a general methodology that
is applicable to a network of modules (i.e., a combination of
genes, proteins, and other species) with the assumption that
each module has only one output and contains at least one
intrinsic parameter that can be directly perturbed without
the intervention of other nodes or parameters (see Fig. 1B).
In particular, it has been assumed that each module has self-
negative-feedback, although this assumption was not explicitly
mentioned. The Kholodenko approach represents a distinct
and fresh approach to the problem of identiﬁcation of a gene
network based on stationary experimental data. However,
there are still some problems with the method. For example,blished by Elsevier B.V. All rights reserved.
Fig. 1. Summary of the approach proposed by Kholodenko et al. [7]. The assumption has been made for the existence of a parameter (pk) satisfying
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network of n nodes, we need to ﬁnd the solutions of the exper-
imental algebraic equations (see Fig. 1C), where each solution
implies the strength of the direct inﬂuence of one node on the
other node (see Supplementary Figs. 1 and 3). However, it is
uncertain how the experimental algebraic equations for deter-
mining the solutions are derived, and why all the solutions
regarding the inﬂuence of one node on itself are set to 1.
Although apparently this second point may be for numerical
reasons associated with the inversion of a certain matrix
required in the solution procedure. However, further explana-
tions are required regarding whether we must calculate the
inverse matrix to obtain the solutions and why special alge-
braic forms are used in the experimental equations. Most
importantly, the proposed approach is only applicable to the
case when there exists a unique parameter for each node of
the network, and this parameter directly aﬀects the corre-
sponding node exclusively (see Fig. 1 Assumption).
Sontag et al. [8] have recently proposed a technique that is
complementary to Kholodenkos method. The Sontag
approach is based on time-series measurements (see Fig. 2),Fig. 2. Summary of the approach proposed by Sontag et al. [8]. The assumpt
satisfying ofiopik
¼ 0 ð1 6 k 6 nÞ (B). ofiopik ¼ 0 leads to
o
opik
ðdxi
dt Þ ¼
Pn
j¼1
ofi
oxj
oxj
opik
. From
Ripik ðtÞ, respectively, in (C).a fact which has advantages when steady state data are not
available, and, in addition, the strength of self-regulation at
each node/module is not known a priori (i.e., should be esti-
mated as well). The Sontag approach also has the merit that
the estimated network structure can be repeatedly reﬁned over
each sampling time point (see Fig. 2B), thereby compensating
in some senses for the eﬀects of experimental errors. Despite
these nice features, the method still contains some restrictions.
Speciﬁcally, it is only applicable in the case when for each node
there are as many parameters as the number of overall network
nodes, and these parameters do not directly aﬀect the corre-
sponding node (see Fig. 2B and Assumption). Moreover, the
number of parameter perturbations can be increased since
we should determine the parameters to be perturbed at each
node. Furthermore, there is no guidance for choosing sampling
time intervals in the time-series measurements. Likewise, the
eﬀect of approximating the time derivative used in the experi-
mental algebraic equations (see Fig. 2C) is not considered.
A common issue in both the Kholodenko et al. [7] and
Sontag et al. [8] methods is that the estimation error can
become unacceptably large. This problem, together with theion has been made for the existence of a parameter set {pik | 1 6 k 6 n}
this, oopik
ðdxi
dt Þ, ofioxj, and
oxj
opik
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ways of extending and unifying the two procedures. In this
spirit, the present paper expounds the fundamental concepts
of the methods proposed by Kholodenko et al. [7] and Sontag
et al. [8] and presents a comprehensive uniﬁed framework. Our
starting point is the basic fact that n independent equations are
required to uniquely solve n unknowns, and these n linearly
independent equations can be obtained by a properly chosen
set of n parameter perturbations. Speciﬁcally, we show that
the new result obtained by solving (n  1) · n equations is
same as that of Kholodenko et al. [7] obtained by solving
n · n equations based on matrix inversion. We then go on to
develop a novel experimental design procedure whereby the
estimation error of the network interaction structure can be
reduced and the correct estimation of the qualitative struc-
ture, such as activation or inhibition between nodes, can be
guaranteed.2. Materials and methods
2.1. Quantifying the direct interactions between network nodes
A conceptual framework for quantifying molecular interactions in
cellular networks has been developed by Brown et al. [9], Bruggeman
et al. [10], and Kholodenko et al. [11]. Two recent noteworthy develop-
ments are [7] based on stationary data, and [8] based on time-series
data under parameter perturbations. To further extend the area it is
important to note that the minimum number of parameters to be per-
turbed should be investigated. To this end we begin by assuming that
the dynamic behavior of a network is described by a set of diﬀerential
equations
dxi
dt
¼ fiðx1; . . . ; xn; p1; . . . ; pn; q1; . . . ; qmÞ; i ¼ 1; . . . ; n; ð1Þ
where a variable xi is assigned to each network node, denoting the bio-
chemical quantity of an element, and the corresponding function fi
describes how the rate of change of xi with respect to (w.r.t.) time de-
pends on all the variables and parameters of the network. For simplic-
ity of notations, fi(x1, . . .,xn,p1, . . .,pn,q1, . . .,qm) is to be denoted byFig. 3. Procedures of inferring the unknown interaction structure of a biom
node, and ofioxi < 0).fi(x,p,q). We assume that parameters in p can directly aﬀect one or
more network nodes while the parameters in q do not directly aﬀect
any of the network nodes (see Supplementary Fig. 2). Note that the
structure and topology of fi(x,p,q) are not required to be known and
therefore the present framework can be applied to the cases of incom-
plete or even incorrect network components. From (1), we can identify
the functional interaction structure of a network if we know
oxi
oxj
ð1 6 j 6 n; j 6¼ iÞ at the steady state of the ith node or
ofi
oxj
ð1 6 j 6 nÞ at any time t (see Supplementary Proof 1). For identiﬁ-
cation of oxioxj, we assume that the system (1) has self-negative-feedback
for each node, i.e., ofioxi < 0.
2.2. Elucidating, extending, and unifying the work of Kholodenko et al.
[7] and Sontag et al. [8]
The approaches proposed by Kholodenko et al. [7] and Sontag et al.
[8] seem at ﬁrst glance to be diﬀerent, they can however be uniﬁed by
reinterpreting them as follows. In both methods, measurements are
taken by perturbing parameters and determining oxioxj and
ofi
oxj
for each
node xi based on data measured after the perturbations. We use this
common point element of the two methods as the basis for linking
them and developing a uniﬁed methodology that it is applicable to
either of the cases in [7,8]. Our framework suggests a set of experimen-
tal algebraic equations with which we can estimate the functional inter-
action structure of a biomolecular network (see Fig. 3) in the spirit of
[7,8], and yet with a wider range of applicability.
An important improvement in our framework is the release of pre-
viously strict assumptions on the existence of speciﬁc parameters (see
Fig. 1 Assumption and Fig. 2 Assumption) by classifying the parame-
ters into two appropriately selected sets. A further useful feature of our
framework is that we are able to quantify the allowable amount of
parameter perturbations required to guarantee the identiﬁed structure
within an acceptable error range and to specify the sampling time
points at which measurements should be taken.
2.3. An illustrative example
We consider the example network in Fig. 4 and use it to illustrate
how our approach extends the methods of [7,8], and to show in what
circumstances our approach: (a) results in an improved estimate of the
functional interaction structure of a biomolecular network, and (b) can
be applied to cases where [7,8] are inapplicable. We also address the
situation in which size of parameter perturbations cannot be controlled
and discuss how our approach may be used in this case.olecular network (\ note that oxioxj ¼ 
ofi
oxj
=ofioxi at the steady state of the ith
Fig. 4. An example network for comparison: The kinetic scheme of a
four-gene network extracted from the supplementary Table 2 of [7]
where V si and V
d
i are parameters of mRNAi (i = 1,2,3,4). We note here
that genes do not actually interact directly with other genes (neither do
the corresponding mRNAs); instead, gene induction or repression
occurs through the action of speciﬁc proteins, metabolites, or
complexes. By abstracting these actions, we represent genes acting
on other genes in a gene network [22] and refer to the interaction as a
functional interaction.
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are not easily measured directly. They could be estimated indi-
rectly through time-course measurements (or sometimes directly as
in [20,21]). We also note that the dynamic model or data in this
paper can essentially refer to kinetic ones depending on the data
measurements.
2.3.1. Identiﬁcation of the functional interaction structure of an
example network: The case of stationary data. We revisit the example
gene network model of [7] depicted in Fig. 4. Kholodenko et al. [7]
used this simpliﬁed model (i.e., ignoring the complex interactions of
transcription factors and their binding motifs) to illustrate how wet-
lab biologists can design an experiment to take stationary data mea-
surements for estimation of oxioxj ð1 6 i; j 6 4; i 6¼ jÞ.
Applying our method to this model results in an improved estima-
tion result, as measured by estimation error. [Unfortunately, the theo-
retical value given for oxioxj in [7] is incorrect (see Supplementary Proof 2)
and the actual error using Kholodenkos method is larger than sug-
gested in [7].]
2.3.2. Identiﬁcation of the functional interaction structure of an
example network: The case of temporal data. Sontag et al. [8] have
used the same gene network model in Fig. 4, but replaced the eight
parameter values with smaller ones in order to illustrate an experimen-
tal design which takes time-series data measurements for the estima-
tion of the Jacobian matrix [ofi/oxj]. Sontag et al. do not consider
the sample rate selection question. We point out the importance of this
in experimental situations where the estimation of [ofi/oxj] is sensitive
to both the size of parameter perturbation and the sampling interval.
We clarify this point and point how this problem may be dealt with.
2.3.3. Identiﬁcation of the functional interaction structure of a
modiﬁed example network: Extended applicability. We consider a
modiﬁed example network by replacing the V s1 object with V
s
1  V s2 in
Fig. 4. If the set V si ði ¼ 1; 2; 3; 4Þ are the parameters to be perturbed
for data collection, then the method of [7] is inapplicable. Moreover,
if only ﬁve parameters including V si ði ¼ 1; 2; 3; 4Þ are available for per-
turbation, then the method of [8] is also inapplicable. It is shown how
the extended method presented here can successfully estimate the net-
work structure in a manner that reﬂects the true interactions of the bio-
molecular network.
2.3.4. Identiﬁcation of the functional interaction structure of a
modiﬁed example network: The eﬀects of perturbation magnitudes. If
the coeﬃcients of experimental algebraic equations are good approxi-
mations to the true (hereafter we refer to the unknown true values of a
given biomolecular network as the theoretical values) coeﬃcients,
then we can identify the hidden interaction structure by solving theexperimental algebraic equations. If we can control the magnitudes
of parameter perturbations to be small enough, then we can also ob-
tain good approximations to the coeﬃcients of the experimental alge-
braic equations. However, if we do not know the magnitudes of
parameter perturbations, or if it is practically diﬃcult to directly con-
trol them to be as small as we wish, then we cannot guarantee good
approximations to the coeﬃcients of the experimental algebraic equa-
tions. To resolve this issue we propose a new experiment design proce-
dure that results in an estimated network structure that reﬂects the true
interactions within a biomolecular network.
The main idea is to ﬁrst perturb the given biomolecular network
with an arbitrary magnitude of external stimulation and then control
the magnitude of the next perturbation with a small variation com-
pared to that of the ﬁrst external stimulation. For instance, this can
be feasible for an experiment in which we perturb the parameters
(e.g. gene transcription factors) of dose-dependent genes by extracellu-
lar stimulation (e.g., cytokine, UV, c-irradiation, etc.) according to
morphogen gradient theory [12–19].
2.4. General assumption on parameters
If we perturb a parameter v to get experimental data, then more than
one of the fis are in general directly inﬂuenced by v and therefore Fiv
corresponding to ofiov appears in the experimental algebraic equations.
This means however one more unnecessary unknown variable appears
in the experimental algebraic equations, since Fiv is not needed for
identiﬁcation of the functional interaction structure of a biomolecular
network. Hence we have to perturb yet another parameter in order to
ﬁnd one more linearly independent equation with which to uniquely
solve the equation set. To deal with this situation, we classify the over-
all parameters into two sets of p and q. The set p denotes a set of
parameters that can be easily perturbed to collect the required experi-
mental data of variations, such that the parameters in p can directly
aﬀect one or more network nodes. The set q indicates a set of auxil-
iary parameters that do not belong to p, while some of parameters in
q are to be perturbed in order to form a set of linearly independent
equations.
We further deﬁne two subsets of parameters, Pi and Qi of the ith
node where Pi denotes a set of parameters in p that directly aﬀect
the ith node, and Qi indicates a minimum set of parameters in q that
do not directly aﬀect the ith node but are to be further perturbed in
order to get a complete set of experimental algebraic equations (see
Supplementary Fig. 2). The rationale underlying this is that we should
ﬁrst identify the local network structure and then integrate these results
to identify the global network structure (see Supplementary Fig. 3).
Note that we also make a distinction in Qi between Q
s
i and Q
t
i , since
the perturbed parameters diﬀer for cases of stationary data and
time-series data (see Supplementary Mathematical Assumptions).2.5. Experimental algebraic equations for identiﬁcation of a network
structure
In order to obtain oxioxj based on stationary data, we ﬁrst formulate the
theoretical algebraic equations that are to be approximated by the sta-
tionary data with a small approximation error (see Fig. 3 and Supple-
mentary Algebraic Equations). Based on these theoretical algebraic
equations, we can formulate experimental algebraic equations to ob-
tain estimates of oxioxj from the stationary data.
The experimental algebraic equations based on stationary data are
called the SDE (stationary data equations) in Fig. 5 where
x‘v ¼ xð1Þ‘ ðvÞ  xð0Þ‘ ðvÞ from the measurements of xð0Þ‘ ðvÞ and xð1Þ‘ ðvÞ (see
Supplementary Algebraic Equations).
Note that xð0Þ‘ ðvÞ and xð1Þ‘ ðvÞ represent the steady state values of x‘
before and after the perturbation of parameter v, respectively. We
can obtain the solution of the SDE, rij (1 6 j 6 n, j „ i) without any
particular assumption about rii and without computing the inverse
matrix that was required in [7], where rii was set to 1 for the matrix
inversion.
The experimental algebraic equations based on temporal data are re-
ferred to as the TDE (temporal data equations) in Fig. 5. Note that
coeﬃcients of the TDE are qiv(t) and Riv(t) which are deﬁned by,
qivðtÞ ¼ RivðtþDtÞRivðtÞDt and Riv(t) = xi(t,v + Dv)  xi(t,v), respectively,
and that these are obtained from the measurements of x‘(t,v),
x‘(t + Dt,v), x‘(t,v + Dv), and x‘(t + Dt,v + Dv) before and after the
perturbation of the parameter v. The solution of the TDE is denoted
by Fij(t) and this represents an estimate of
ofiðxðtÞ;p;qÞ
oxj
.
Fig. 5. The experimental algebraic equations to estimate the functional interaction structure of a biomolecular network. }i is the number of the
parameters of Pi.
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that the parameter perturbation Dv (and the sampling interval Dt in the
case of temporal data) is small, then the estimated interaction structure
should reﬂect the true interactions of the components in a biomolecu-
lar network with a high degree of ﬁdelity (see Supplementary Algebraic
Equations).
Note that the experimental algebraic equations are not linearized
equations of the system dxi
dt ¼ fiðx; p; qÞ but are discretized forms of
the derivatives with respect to the parameter v and time t in the theo-
retical algebraic equations.
2.6. Experimental design
Our experimental design procedure is as follows:
Step 1. Determination of the experimental measurement type: Sta-
tionary data vs. temporal data: If we want to estimate ofioxi or
to repeatedly check and improve the correctness of the esti-
mated network structure, then we need temporal data from
time-series measurements. On the other hand, if there are
only n  1 linearly independent equations that are available
to compute Fij(t) (1 6 j 6 n), or if we are only interested in
the network structure without the estimate of ofioxi, then we need
stationary data.
Step 2. Determination of Pi and Qi: In the case of stationary data, we
should determine the parameter subsets Pi and Q
s
i from which
we can formulate n  1 linearly independent equations (the
SDE set) regarding rij (1 6 j 6 n, j „ i). In the case of temporal
data, we should determine the parameter subsets Pi and Q
t
i
from which we can formulate n linearly independent equa-
tions (the TDE) regarding Fij(t) (1 6 j 6 n). It is assumed that
we know which parameter directly (or indirectly) aﬀects
which node and which parameter can be easily perturbed or
not.
Step 3. Takingmeasurements and collection of data: In the case of sta-
tionary data, we ﬁrst take a measurement of xi when the net-
work is at a steady state before perturbation of the parameter
v in, p  P i;Qsi . This measurement we call xð0Þi ðvÞ. We take a
further measurement of xiwhen the network dynamics reaches
steady state after perturbation of the parameter v and call this
xð1Þi ðvÞ. In the case of temporal data, we ﬁrst takemeasurements
ofxi at t (xi(t,v)) and t + Dt (xi(t + Dt,v)) before perturbation of
the parameter v in p  P i;Qsi . Next we take another measure-
ments of xi at t (xi(t,v + Dv)) and t + Dt (xi(t + Dt,v + Dv)) after
perturbation of the parameter v. Here we note that Dv and Dt
should be chosen such that
xð1Þi ðvÞx
ð0Þ
i ðvÞ
Dv  limdv!0
x1i ðvþdvÞx1i ðvÞ
dv
and xiðtþDtÞxiðtÞDt  limdt!0 xiðtþdtÞxiðtÞdt , where x1i denotes the steady
state value of xi. In general, it is desired to choose Dv and Dt as
small as possible.
Step 4. Processing of the acquired data: From xð0Þi ðvÞ, xð1Þi ðvÞ,
xi(t,v), xi(t + Dt,v), xi(t,v + Dv), and xi(t + Dt,v + Dv), we
regenerate xiv ¼ xð1Þi ðvÞ  xð0Þi ðvÞ, Riv(t) = xi(t,v +
Dv)  xi(t,v), and qivðtÞ ¼ RivðtþDtÞRivðtÞDt and substitute these to
the SDE or the TDE.Step 5. Solving the SDE or the TDE: By solving the SDE or the TDE
numerically, we can identify a local network structure around
the ith node through the estimates of oxioxj ð1 6 j 6 n; j 6¼ iÞ orofi
oxj
ð1 6 j 6 nÞ.
Step 6. Repetition: By repeating the above procedures from Step 2 to
Step 5 for each node i (1 6 i 6 n), we ﬁnally identify the over-
all network structure.3. Results
For each case study, we let p ¼ fV si ji ¼ 1; 2; 3; 4g and
P i ¼ fV sig ði ¼ 1; 2; 3; 4Þ. Throughout this section, note that
the theoretical value related to stationary data in each ﬁgure
is evaluated by ofiðx1 ;p;qÞoxj =
ofiðx1;p;qÞ
oxi
ði 6¼ jÞ and the experimental
value by the solution rij(i „ j) of the SDE where x1 denotes a
vector for the steady state values of x1, . . .,xn. In addition, the
theoretical value at t = a related to temporal data in each ﬁg-
ure is evaluated by ofioxjðxðaÞ; p; qÞ and the experimental value at
t = a by the solution Fij(a) of the TDE.3.1. Comparison with [7]: The case of stationary data
To compare the present approach with [7], we employ the
same example network model used in [7] (see Fig. 4). The
results obtained by applying the method of [7] are summa-
rized in Fig. 6A where V si ð1 6 i 6 4Þ are perturbed by
DV si and the initial condition is zero (all the other simula-
tions throughout this paper have been done with zero initial
conditions).
From Fig. 6A, the network structure seems to be well iden-
tiﬁed by the method of [7], but unfortunately the theoretical
value in Fig. 6A is incorrect (see Supplementary Proof 2).
The correct theoretical value is shown in Fig. 6B from which
we realize that the estimation error becomes large if we com-
pare this correct theoretical value with the experimental value
of Fig. 6A. From Fig. 6B, we learn that the experimental result
obtained by the present approach accords well with that of [7]
for the case of 30% parameter perturbation. However, we
have solved only (n  1) · n = 16 equations while n · n = 16
equations were solved to compute the matrix inversion in [7].
Moreover, we found that using xD in the SDE results in a
better experimental value than using xkho as proposed by
Kholodenko et al. [7]. This is because
xð1Þi ðvÞx
ð0Þ
i ðvÞ
Dv is closer
to limdv!0
x1i ðvþdvÞx1i ðvÞ
dv than 2ðxð1Þi ðvÞ  xð0Þi ðvÞÞ=Dv  ðxð1Þi ðvÞþ
xð0Þi ðvÞÞ for a small Dv.
Fig. 6. Simulation results of xkho (A) vs. xD (B) with perturbations of DV
s
i ¼ 30%, DV si ¼ þ0.1 and DV si ¼ þ0.01. We assume p ¼ fV si ji ¼ 1; 2; 3; 4g,
q = ;, Pi ¼ fV sig, and Qi = ;(i = 1,2,3,4). Note that (A) and (B) show 4 by 4 square matrices which are composed of again 4 by 4 subsquare matrices.
In each subsquare matrix corresponding to rij, the (1,1) element (the grey box) shows the theoretical value (see Supplementary Proof 2) while (1,2),
(2,1), and (2,2) elements show the experimental values for perturbations of DV si ¼ 30%, DV si ¼ þ0.1 and DV si ¼ þ0.01, respectively. The theoretical
value and experimental values of xkho are obtained by the method of [7]. The perturbed parameters are V
s
i ð1 6 i 6 4Þ, where DV si ¼ 30% implies
DV si ¼ V si  0.3 and DV si ¼ þ0.1 implies the increase of V si by 0.1. The notations of xkho and xD represent substitution of
xiv ¼ 2ðxð1Þi ðvÞ  xð0Þi ðvÞÞ=ðxð1Þi ðvÞ þ xð0Þi ðvÞÞ and xiv ¼ xð1Þi ðvÞ  xð0Þi ðvÞ into xiv in the SDE of Fig. 5, respectively. Here xð0Þi ðvÞ and xð1Þi ðvÞ were measured
at a steady state without perturbation (t0 = 10) and after (t1 = tp + 10) the perturbation of v(tp = 10), respectively (note that N.A. means not
applicable in (B)).
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To compare the present approach with [8], we employ the
same example network model used in [8] where the topology
of the network is same as that of [7] (see Fig. 4) but the param-
eter values diﬀer as follows: V s1 ¼ 1, V s2 ¼ 0.7, V s3 ¼ 0.6,
V s4 ¼ 0.8 and V d1 ¼ 40, V d2 ¼ 100, V d3 ¼ 30, V d4 ¼ 100.
To obtain the result in Fig. 7A, Sontag et al. [8] perturbed all
eight parameters ðp  P 1Þ [ Qt1 ¼ fV s2; V s3; V d2 ; V d3g, ðp  P 2Þ[
Qt2 ¼ fV s1; V s3; V d1 ; V d3g, ðp  P 3Þ [ Qt3 ¼ fV s1; V s4; V d1 ; V d4g, and
ðp  P 4Þ [ Qt4 ¼ fV s1; V s2; V d1 ; V d2g and we ﬁnd that most of the
elements are well estimated except for the diagonal elements.
The reason for poor estimation on the diagonal can be seen
from Fig. 7B. Speciﬁcally, the perturbed parameters in
Fig. 7B are ðp  P 1Þ [ Qt1 ¼ fV s2; V s3; V s4; V d3g, ðp  P 2Þ [ Qt2 ¼
fV s1; V s3; V s4; V d3g, ðp  P 3Þ [ Qt3 ¼ fV s1; V s2; V s4; V d4g ðp  P 4Þ[Fig. 7. Theoretical value at t = 0.5 vs. experimental values obtained by numer
for small perturbations and small sampling intervals. (A) In each subsquare
element shows the experimental value in [8]; (2,1) and (2,2) elemen
(Dp = +0.1,Dt = +0.01), respectively. (B) In each subsquare matrix, (1,2), (
approach for (Dp = +0.01,Dt = +0.1), (Dp = +0.01,D t = +0.01), and (Dp = +
parameters were perturbed with the same amount of 0.1.Qt4 ¼ fV s1; V s2; V s3; V d3g, that is to say a total of six parameters
and which is less than the total number (eight) of perturbed
parameters in Fig. 7A. The smaller number of parameter per-
turbations was made possible by approaching the identiﬁca-
tion problem from a global network perspective instead of
focusing on local network identiﬁcation. We can further see
that we have better estimates of the network structure as Dp
and Dt get smaller. In particular, the relatively large estimation
error of the diagonal elements compared with the oﬀ-diagonal
elements decreases rapidly as Dp and Dt become smaller. This
is associated with the approximation of the coeﬃcients in the
theoretical equations and those of the TDE. For instance, we
should have experimental data qiv(t) from which
o2xiðt;vÞ
ovot can
be approximated adequately by qivðtÞDv , and this can be guaran-
teed in general by making Dp and Dt suﬃciently enough. Weical simulation according to the method of [8] and the present approach
matrix, (1,1) element (the grey box) shows the theoretical value; (1,2)
ts show the experimental values by the present approach for
2,1), and (2,2) elements show the experimental values by the present
0.001,Dt = +0.001), respectively. Here Dp = +0.1 implies that all of the
4526 K.-H. Cho et al. / FEBS Letters 579 (2005) 4520–4528also note that in the case of stationary data we can have a bet-
ter result for a small Dp than when second derivatives are used
(compare Fig. 7 with Fig. 6B).
3.3. Comparison with [7] and [8]: An extension
To show how the present approach extends the methods of
[7,8], we consider a modiﬁed model from Fig. 4 by replacing
V s1 with V
s
1  V s2. The method of [7] is no longer applicable to
this modiﬁed model if we restrict the available parameters to
be V si ð1 6 i 6 4Þ. Likewise, the method of [8] is inapplicable
even if we assume one more parameter that can be perturbed.
However, we can still apply our uniﬁed approach to this mod-
iﬁed model. The results are illustrated in Fig. 8 for the case of
perturbations of V si ð1 6 i 6 4Þ and A24 where A24 is the
parameter of mRNA2 in Fig. 4 (the supplementary material
of [8]). We further note that the estimation accuracy of the
present approach is improved as the magnitude of a parameter
perturbation gets smaller.Fig. 8. Simulation results of xkho (A) vs. xD (B) with perturbations of Dp =
V si ð1 6 i 6 4Þ and A24. The other simulation conditions are same as in Fig.
Fig. 9. Simulation results of the present approach for large perturbations u
theoretical values of (A) are V s1 ¼ 50, V s2 ¼ 35, V s3 ¼ 30, and V s4 ¼ 40 (others a
the experimental value obtained by xkho for DV
s
i ¼ 40% while (2,1) an
DV si ¼ 60% and DV si ¼ 40%, respectively. The parameter values used
V s2 ¼ 35  0.2, V s3 ¼ 30  0.2, V s4 ¼ 40  0.2. (B) In each subsquare matrix, (1,2)
for (D2v = 40% after D1v = 80%), (D2v = 30% after D1v = 80%), and
conditions are same as in Fig. 6.3.4. Handling of perturbation magnitudes: The case of
stationary data
In the case of using stationary data, there can be a large
error in the experimental value if the magnitude of a param-
eter perturbation is large. To illustrate this situation, we con-
sider the example network in Fig. 4 with V s1 ¼ 50, V s2 ¼ 35,
V s3 ¼ 30, V s4 ¼ 40. As we can see from Fig. 9A, the experi-
mental value shows a relatively larger error as the parameter
perturbation gets increased. This happens to both of the
present approach (the SDE) and the method of [7]. To re-
solve this problem, we consider a new experimental design
as follows.
If we can perturb a parameter by external stimulation, then
we perturb the parameter twice consecutively with only a small
variation for the second stimulus, such that the second varia-
tion is relatively small compared to the ﬁrst. Let xð0Þi ðvþ D1vÞ
be the measurement of xi at a steady state after the perturba-
tion of v into v + D1v and x
ð1Þ
i ðvþ D1vÞ be the measurement30% , Dp = + 1 and Dp = +0.1 where the perturbed parameters are
6.
sing xkho and xD. The parameter values used for computation of the
re same as in Fig. 4). (A) In each subsquare matrix, (1,2) element shows
d (2,2) elements show the experimental values obtained by xD for
for computation of the theoretical value of (A) are V s1 ¼ 50  0.2,
, (2,1), and (2,2) elements show the experimental values obtained by xD
(D2v = 10% after D1v = 80%), respectively. The other simulation
K.-H. Cho et al. / FEBS Letters 579 (2005) 4520–4528 4527of xi at a steady state after the next perturbation of v into
v + D1v + D2v when we use the SDE. Here we choose D2v as
relatively small enough and the theoretical value is computed
w.r.t. v + D1v. Fig. 9B shows the results when we choose
D1v = 80% and D2v as 40%, 30%, and 10%, respectively.
We can ﬁnd that the results are improved compared to those of
Fig. 9A.
3.5. Handling of perturbation magnitudes: The case of temporal
data
In the case where temporal data are used, there can also be a
large error in the experimental value if the magnitude of a
parameter perturbation is large. To illustrate this situation,
we consider the same example network as in [8] and shown
in Fig. 4. As we can see from Fig. 10A, the experimental value
shows a relatively larger error as the sampling time interval is
increased. This happens to both the present approach (the
TDE) and the method of [8]. To resolve this problem, we pro-
pose the same approach as in the case of stationary data.
Fig. 10B shows the results when we vary the measurement
D2v and Dt with ﬁxed D1v . We can ﬁnd that the results are im-
proved compared to those of Fig. 10A as D2v and Dt become
smaller, similarly to the case of Fig. 7B.
In conclusion, we note that the functional interaction struc-
ture of the model system presented can be more correctly iden-
tiﬁed by applying the proposed approach under various
circumstances. The proposed approach is however awaiting
further experimental veriﬁcation.4. Discussion
Due to the complicated interplay among biomolecular
components, and their crucial role in determining cellular func-
tions, the identiﬁcation of the hidden interaction structure of a
biomolecular network is receiving renewed attention in systems
biology. Any metabolic pathway, signal transduction pathway,
or gene interaction circuit can be modeled as a network with
nodes corresponding to the metabolites, proteins, or genes,
and links between nodes corresponding to the interaction ofFig. 10. Simulation results by the present approach at t = 0.5. (A) The parame
as those used in [8]. In each subsquare matrix, (1,2), (2,1), and (2
ðDV si ¼ 80%; Dt ¼ þ0.1Þ, ðDV si ¼ 80%; Dt ¼ þ0.01Þ, and ðDV si ¼ 80%;
computation of the theoretical value with the V si in [8]. In each subsquare
obtained by xD for (D2v = 1% and Dt = +0.001 after D1v = 80%), (D2v
Dt = +0.001 after D1v = 80%), respectively. The other simulation conditionnodes. Investigating the dynamical structure of these biomolec-
ular networks therefore forms a basis of understanding the cel-
lular functions caused by the interaction of diverse components.
To get meaningful results, we need to develop systematic and
feasible experimental design procedures with which we can
guarantee the estimation accuracy of a network structure within
a formal mathematical framework. To this end, we have in this
paper formulated theoretical algebraic equations for the identi-
ﬁcation of the functional interaction structure of a biomolecu-
lar network and then derived the corresponding linear
experimental algebraic equations (the SDE or the TDE). Based
upon these formulations, and based upon experimental data,
we have shown that it is possible to estimate the network inter-
action structure. To reduce the estimation error, the coeﬃcients
of the experimental algebraic equations (the SDE or the TDE)
should be close enough to the coeﬃcients of the corresponding
theoretical algebraic equations. We have proposed an experi-
mental design to achieve this by dealing with the issues of mea-
surement timing and their subsequent processing. We have
further shown that the approach presented here links the meth-
ods in [7,8] in a useful way that both improves the quality of the
estimates and extends the range of application. It has been
shown that our approach can also use experimental data in
the form of relative ratios by converting experimental data into
diﬀerence forms and using consecutive computations based on
the initial condition. Finally, we have shown that there is a fun-
damental limitation for identiﬁcation of network interaction
structures using parameter perturbations in that the magnitude
of perturbation should be small enough to guarantee an accept-
able estimation error.
There are a number of further aspects of interaction struc-
ture identiﬁcation of a biomolecular network that require
study. We note that the following assumptions were made:
(i) we know all the parameters to be perturbed in advance,
(ii) we can directly (or indirectly) control the magnitude of
parameter perturbations, (iii) we should use either stationary
data or time-series data separately, and (iv) the sampling inter-
val for time-series measurements should be small enough com-
pared to the time constants of the hidden dynamics of the
biomolecular network. If these assumptions are not satisﬁedter values used for computation of the theoretical value of (A) are same
,2) elements show the experimental values obtained by xD for
Dt ¼ þ0.001Þ, respectively. (B) v ¼ V si  0.2 ði ¼ 1; 2; 3; 4Þ was used for
matrix, (1,2), (2,1), and (2,2) elements show the experimental values
= 0.1% and Dt = +0.01 after D1v = 80%) and (D2v = 0.1% and
s are same as in Fig. 7(B).
4528 K.-H. Cho et al. / FEBS Letters 579 (2005) 4520–4528for a given biomolecular network, then we should devise
another approach for the identiﬁcation of its interaction struc-
ture. In order to identify the functional interaction structure of
a biomolecular network from time-series measurements,
obtained without parameter perturbations, then the challenge
is to develop new generation of experimental design tech-
niques. We propose to take up this challenge as a sequel to
the present study.
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