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Carlos Segovia and Richard Wheeden deﬁned fractional square functions involving fractional
derivatives. They obtained characterizations of potential spaces via square functions. Our
aim in this paper is to reconsider the ideas of Segovia and Wheeden under the light of the
semigroups of operators. We develop a quite general theory of fractional square functions
associated to certain classes of operators. We present some examples of differential
operators where our theory applies. We recover in a more compact way the results
of Segovia and Wheeden and we obtain new characterizations of the potential spaces
associated to the harmonic oscillator and Ornstein–Uhlenbeck operators.
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1. Introduction
Given a second order differential operator L we shall denote by PLt the associated Poisson semigroup. It is well known
that the Littlewood–Paley square function
g( f ) =
( ∞∫
0
∣∣∣∣t ∂∂t PLt f
∣∣∣∣2 dtt
)1/2
is an important tool when studying operators associated to L, see [15]. One of the reasons of its importance is that the
Lp-norm, 1 < p < ∞, of a function f is equivalent (in general, up to a very simple addend) of the Lp-norm of the function
g( f ). Consequently, in order to get the boundedness in Lp of certain operator, it is enough to bound it by the Lp-norm of
the function g( f ).
In a nice paper, Segovia and Wheeden, see [13], introduced a concept of “fractional derivative” ∂α for α > 0, see (3).
Plugging this deﬁnition into the place of the standard derivative, they deﬁned a collection of “fractional” square functions.
Besides of some technical results relating the different square functions, they gave a characterization of potential spaces
Lpα(R
n) via some new square functions. Their paper is focused on Rn and some relating theory of Hardy spaces Hp on the
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488 J.J. Betancor et al. / J. Math. Anal. Appl. 386 (2012) 487–504upper-half plane. However, in our opinion, the main ideas of that paper go beyond that particular case and can be applied
to Poisson semigroups associated with a huge class of Laplacians, not only with the classical Laplace operator.
The aim of this paper is to reconsider the ideas of Segovia and Wheeden under the light of semigroups and then, apart
of getting an abbreviated version of their theorems, to obtain some new results in different contexts. Our presentation will
be focused in two different aspects. Firstly we shall develop the general theory of fractional square functions and after that
we shall present examples. In order to have a manuscript of readable length we shall present only the cases in which the
operator L is either the Laplace operator (we recover in this way in a more compact manner the results in [13]), either the
Harmonic oscillator or the Ornstein–Uhlenbeck operator.
Now we give a more detailed description of this manuscript. Section 2, in which we assumed the operator L satisﬁes
the Standing Hypotheses, contains the deﬁnition of the fractional square function gLα , see (5). We prove that it is bounded
in L2(Rn,dν). A couple of technical results (Lemma 2.1 and Proposition 2.1) are stated in order to get in an easy way
this boundedness. After that, assuming (all along Section 2) that gLα has a bounded extension to Lp(Rn,dν), we prove
(Proposition 2.3) the equivalence of Lp-norms of the gLα ( f ) and f . Following the ideas in the motivation paper [13], a
new square function, gLα,k , is deﬁned in (6). We arrive in a natural way to a result that contains the main ideas of the
characterization of potential spaces by this gLα,k function, namely Theorem 2.1. Finally, this section ends with two technical
results of independent interest. One assures the boundedness in Lp(Rn,dν) of the function gLα , for all α > 1, knowing only
the boundedness of the function gLβ , for all 0 < β  1. The other one establishes a control of the norms of gLα,k( f ) when k
is increasing.
As the reader will have noticed, one question remains to be proved, namely the boundedness of the square function gLα
in Lp(Rn,dν) for 1 < p < ∞. This has to be done for each differential operator L and the concrete expression of the Poisson
kernel has to be handled in each case. We devote Sections 3, 4 and 5, to prove this result for the classical Laplace operator
− (recovering the results by Segovia and Wheeden), for the Hermite operator, H = − + |x|2 in Lp(Rn,dx) and for the
Ornstein–Uhlenbeck operator L= − + 2x.∇ in Lp(Rn,dγ ), dγ (x) = π−n/2e−|x|2 dx, respectively.
A ﬁnal remark about potential spaces has to be done. The classical potential space Lpα(Rn) is deﬁned as the space of
functions f ∈ Lp(Rn) for which there exists a function g ∈ Lp(Rn) such that f = (− + I)−α/2g and the potential norm
is given by ‖ f ‖Lpα(Rn) = ‖g‖Lp(Rn) , see [14]. This deﬁnition is natural as soon as 0 belongs to the spectrum of the operatorL, for example in the case of the Ornstein–Uhlenbeck operator L. However when 0 does not belong to the spectrum (as
in the case of Hermite operator) an appropriate theory of potential spaces can be developed by deﬁning them as the
functions f ∈ Lp(Rn) for which there exists a function g ∈ Lp(Rn) such that f = H−α/2g and the potential norm is given
by ‖ f ‖Lpα(Rn) = ‖g‖Lp(Rn) , see [2] and [18]. Considering these deﬁnitions, Theorem 3.1 for Laplace operator and equivalence
(17) for Ornstein–Uhlenbeck operator can be read as
cp‖ f ‖Lpα 
∥∥gLα,k( f )∥∥Lp + ‖ f ‖Lp  Cp‖ f ‖Lpα , for good enough functions f , (1)
while Theorem 2.1 for Hermite operator can be simpliﬁed as saying that
cp‖ f ‖Lpα 
∥∥gLα,k( f )∥∥Lp  Cp‖ f ‖Lpα , for good enough functions f . (2)
The meaning of good functions will be clear in every case in Section 2. This raises the following question. Are equivalence
(1) and (2) valid for every function f ? This would imply that in order to prove that a function f is in Lpα , it would be
enough to prove that the Lp norm of the function gLα,k( f ) is ﬁnite. The case of Laplace operator was answered by the
aﬃrmative in [13]. We have a general discussion on the subject in Section 6, getting an aﬃrmative answer for the other
operators.
Throughout this paper by C and c we always denote suitable positive constants that can change from one line to another.
Also, to simplify we will write a superindex  instead of − when we refer to Poisson and heat kernel or semigroup and
g-functions associated to Euclidean Laplacian in Rn .
2. Fractional g-functions in a general setting
Standing Hypotheses. Along this section the differential operator L is assumed to be either
(i) the Laplace operator − in Rn , or
(ii) a non-negative partial differential operator for which there exists an orthonormal and complete sequence {ψk}k∈N in
L2(Rn,dν) satisfying that, for every k ∈ N, Lψk = λkψk , {λk}k∈N ⊂ [0,∞) verifying that λk ↑ ∞, as k → ∞. To simplify
we consider that ψk , k ∈ N, are real functions. In this second case we shall simply write as a short hand that “L has
discrete spectrum”.
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
t f )ˆ(ξ) =
e−t|ξ | fˆ (ξ) for f ∈ S(Rn) (Schwartz class of functions in Rn) [14, p. 61] and being fˆ the Fourier transform of f deﬁned by
fˆ (ξ) = 1
(2π)n/2
∫
Rn
f (x)e−ix.ξ dx, ξ ∈ Rn.
On the other hand when “L has discrete spectrum”, the heat W Lt , t > 0, and Poisson PLt , t > 0, semigroups are given by
W Lt ( f ) =
∞∑
k=0
e−tλk cLk ( f )ψk, P
L
t ( f ) =
∞∑
k=0
e−t
√
λk cLk ( f )ψk, f ∈ span{ψk}k∈N,
where cLk ( f ) =
∫
Rn
f (y)ψk(y)dν(y), k ∈ N.
Following Segovia and Wheeden, see [13, p. 248], we shall introduce the following notion of “fractional derivative” ∂αt .
Given α > 0, let m be the smallest integer which strictly exceeds α, that is, [α] + 1. Let F be a reasonable nice function on
R
n × (0,∞), we deﬁne
∂αt F (x, t) =
1
(m − α)
∞∫
0
∂m
∂tm
F (x, t + s)sm−α−1ds, (x, t) ∈ Rn × (0,∞). (3)
Lemma 2.1. Assume that α > 0.
(i) Let f ∈ S(Rn) and t > 0. Then (∂αt Pt f )ˆ(ξ) = (−1)[α]+1|ξ |αe−t|ξ | fˆ (ξ).
(ii) Suppose that “L has discrete spectrum”. Then
∂αt P
L
t ( f ) = (−1)[α]+1
∞∑
k=0
(
√
λk)
αe−t
√
λk cLk ( f )ψk, f ∈ span{ψk}k∈N, and t > 0.
Proof. (i) Observe that since f ∈ S(Rn), we have, for m = [α] + 1,
∂m
∂tm
Pt+s f (x) =
1
(2π)n/2
∂m
∂tm
(∫
Rn
e−(t+s)|ξ | fˆ (ξ)eiξ.x dξ
)
= 1
(2π)n/2
∫
Rn
(−|ξ |)me−(t+s)|ξ | fˆ (ξ)eiξ.x dξ, t, s > 0, x ∈ Rn,
and also∫
Rn
∣∣(−|ξ |)me−(t+s)|ξ | fˆ (ξ)eiξ.x∣∣dξ  C ∫
Rn
e−(t+s)|ξ | dξ  C 1
(t + s)n , t, s > 0, x ∈ R
n.
Hence, by applying Fubini theorem in (3), we get
∂αt P

t f (x) =
(2π)−n/2
(m − α)
∞∫
0
∫
Rn
(−|ξ |)me−(t+s)|ξ | fˆ (ξ)eiξ.x dξ sm−α−1 ds
= (2π)
−n/2
(m − α)
∫
Rn
∞∫
0
(−|ξ |)me−(t+s)|ξ | fˆ (ξ)eiξ.xsm−α−1 dsdξ
= (−1)m(2π)−n/2
∫
Rn
|ξ |αe−t|ξ | fˆ (ξ)eiξ.x dξ, t > 0, x ∈ Rn.
In order to prove (ii) we observe that for m = [α] + 1 and f ∈ span{ψk}k∈N we have
∂αt P
L
t ( f )(x) =
1
(m − α)
∞∫
∂m
∂tm
PLt+s( f )(x)sm−α−1 ds0
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(m − α)
∞∫
0
∂m
∂tm
∞∑
k=0
e−(t+s)
√
λk cLk ( f )ψk(x)s
m−α−1 ds
= 1
(m − α)
∞∑
k=0
(−√λk)me−t√λk cLk ( f )ψk(x)
∞∫
0
e−s
√
λk sm−α−1 ds
= (−1)m
∞∑
k=0
(
√
λk)
αe−
√
λktcLk ( f )ψk(x), x ∈ Rn and t > 0. (4)
Observe that all the sums in the last computations are over a ﬁnite set of indexes. Hence differentiation under the summa-
tion is justiﬁed. 
Proposition 2.1. Assume that α > 0.
(i) For every f1, f2 ∈ S(Rn) we have
22α
(2α)
∫
Rn
∞∫
0
tα∂αt P

t f1(x)t
α∂αt P

t f2(x)
dt
t
dx =
∫
Rn
f1(x) f2(x)dx.
(ii) Suppose that “L has discrete spectrum”. Then, for every f1, f2 ∈ span{ψk}k∈N ,
22α
(2α)
∫
Rn
∞∫
0
tα∂αt P
L
t f1(x)t
α∂αt P
L
t f2(x)
dt
t
dν(x) + b(λ0)cL0 ( f1)cL0 ( f2) =
∫
Rn
f1(x) f2(x)dν(x)
where b(t) = 0, t > 0, and b(0) = 1.
Proof. (i) Let f1, f2 ∈ S(Rn). By Hölder’s inequality the left-hand side in (i) is bounded by(∫
Rn
∞∫
0
∣∣tα∂αt Pt f1(x)∣∣2 dtt dx
)1/2(∫
Rn
∞∫
0
∣∣tα∂αt Pt f2(x)∣∣2 dtt dx
)1/2
.
Observe that, by using Plancherel’s Theorem and Lemma 2.1, we have∫
Rn
∞∫
0
∣∣tα∂αt Pt f1(x)∣∣2 dtt dx =
∞∫
0
∫
Rn
∣∣tα|ξ |αe−t|ξ | fˆ1(ξ)∣∣2 dξ dt
t
= (2α)
22α
∫
Rn
∣∣ fˆ1(ξ)∣∣2 dξ = (2α)
22α
∫
Rn
∣∣ f1(x)∣∣2 dx < ∞.
Now we can apply Fubini and Plancherel’s Theorems together with Lemma 2.1 to see that the left-hand side in (i) is equal
to
22α
(2α)
∞∫
0
∫
Rn
t2α|ξ |2αe−2t|ξ | fˆ1(ξ) fˆ2(ξ)dξ dt
t
= 1
(2α)
∫
Rn
∞∫
0
z2αe−z dz
z
fˆ1(ξ) fˆ2(ξ)dξ
=
∫
Rn
fˆ1(ξ) fˆ2(ξ)dξ =
∫
Rn
f1(x) f2(x)dξ.
We prove (ii) in the case that λ0 = 0. For i = 1,2, let f i = ∑lk=0 aikψk, where aik ∈ R, k = 0, . . . , l and m = [α] + 1.
According to Lemma 2.1 we have that∫
Rn
∞∫
0
t2α∂αt P
L
t f1(x)∂
α
t P
L
t f2(x)
dt
t
dν(x)
=
l∑
k ,k =1
a1k1a
2
k2
λ
α/2
k1
λ
α/2
k2
∫
n
∞∫
e−(
√
λk1+
√
λk2 )tt2α−1 dtψk1(x)ψk2(x)dν(x)1 2 R 0
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l∑
k=1
a1ka
2
kλ
α
k
(2α)
(2
√
λk)
2α
= (2α)
22α
l∑
k=1
a1ka
2
k =
(2α)
22α
(∫
Rn
f1(x) f2(x)dν(x) − a10a20
)
.
We left to the reader to check the details for the case λ0 > 0. 
Once we have a notion of fractional derivative, we can introduce the following fractional square function, gLα . Let PLt ,
t > 0, be the Poisson semigroup associated with the operator L and let f be a good enough function. We deﬁne
gLα ( f )(x) =
( ∞∫
0
∣∣tα∂αt PLt f (x)∣∣2 dtt
)1/2
. (5)
As corollaries of the last proposition we have the following two results that we state as propositions for later reference.
Proposition 2.2. Let L be either − or “L has discrete spectrum” and let α > 0. Then the (sublinear) square function gLα has a
bounded extension to L2(Rn) or L2(Rn,dν) (as it corresponds in each case).
Proposition 2.3. Let α > 0 and 1 < p < ∞. Assume that gLα has a bounded extension from Lr(Rn) or Lr(Rn,dν) (as it corresponds
in each case) into itself when r = p and r = p′ . Then,
(i) if L = −, then ‖ f ‖Lp ∼ ‖gLα ( f )‖Lp , f ∈ Lp(Rn).
(ii) if “L has discrete spectrum”, span{ψk}k∈N is dense in Lr(Rn,dν) when r = p and r = p′ , then
‖ f ‖Lp ∼
∥∥gLα ( f )∥∥Lp + b(λ0)∣∣cL0 ( f )∣∣, f ∈ Lp(Rn,dν),
where the function b is as in Proposition 2.1(ii).
If 0 < α < k, k ∈ N, we introduce the square function gLα,k( f ) given by
gLα,k( f )(x) =
( ∞∫
0
∣∣∣∣tk−α ∂k∂tk PLt ( f )(x)
∣∣∣∣2 dtt
)1/2
, f good enough. (6)
This function for the Laplace operator was deﬁned by Segovia and Wheeden, see [13].
Lemma 2.2. Let 0 < α < k, k ∈ N.
(i) For every f ∈ S(Rn),
gk−α
(
(−)α/2 f )= gα,k( f ),
where (
(−)α/2 f )ˆ= |ξ |α fˆ .
(ii) Assume that “L has discrete spectrum”. For every f ∈ span{ψk}k∈N ,
gLk−α
(Lα/2 f )= gLα,k( f ),
where
Lα/2 f =
∞∑
m=0
λ
α/2
m c
L
m( f )ψm.
Proof. To prove (i) assume that f ∈ S(Rn) and observe that, for every m ∈ N, the function hm(ξ) = |ξ |m fˆ (ξ), ξ ∈ Rn , belongs
to L1(Rn) ∩ L∞(Rn). Hence, the proof of Lemma 2.1 works in these circumstances and we get(
∂k−αt Pt
(
(−)α/2 f ))ˆ(ξ) = (−1)[k−α]+1|ξ |ke−t|ξ | fˆ (ξ) = (−1)[k−α]+1−k( ∂k
∂tk
Pt ( f )
)
ˆ(ξ), ξ ∈ Rn, t > 0.
Even more, as the function hk,t(ξ) = |ξ |ke−t|ξ | fˆ (ξ), ξ ∈ Rn , belongs to L∞(Rn), for every t > 0, we get ∂k−αt Pt ((−)α/2 f ) =
(−1)[α] ∂k
∂tk
Pt f .
To prove (ii), just observe that given f =∑lm=0 cmψm , cm ∈ R, m = 0, . . . , l, by using Lemma 2.1, we obtain
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(Lα/2 f )= (−1)k−[α] l∑
m=0
(
√
λm)
ke−t
√
λmcmψm = (−1)[α] ∂
k
∂tk
PLt ( f ), t > 0. 
A consequence of Lemma 2.2 and Proposition 2.3 is the following theorem.
Theorem 2.1. Let 0 < α < k, k ∈ N. If the hypotheses in Proposition 2.3 when α is replaced by k − α are fulﬁlled, we have∥∥Lα/2 f ∥∥Lp ∼ ∥∥gLα,k( f )∥∥Lp ,
where f ∈ S(Rn) when L = − and f ∈ span{ψm}m∈N in other cases.
We end this section by showing a reduction argument for square functions that we learnt from Professor C. Segovia. The
reduction argument needs the following result due to Krivine, see [8, Theorem 1.f.14, p. 93].
Proposition 2.4. Let Hi be Hilbert spaces, i = 1,2, and let (Λ,A, λ) be a measure space. Assume that T is a bounded operator from
LpH1(R
n) into LpH2(R
n), where 1 < p < ∞. We deﬁne the operator T˜ by
T˜ (F )(x,w) = T (F (·,w))(x), x ∈ Rn and w ∈ Λ,
for every F :Rn × Λ → H1 such that F (·,w) ∈ LpH1(Rn), for each w ∈ Λ. Then, T˜ is a bounded operator from L
p
L2H1
(Λ)
(Rn) into
Lp
L2H2
(Λ)
(Rn).
Now we present the reduction argument.
Proposition 2.5. Letα > 0 and 1 < p < ∞. Assume that gLα and gL1 can be extended to Lp(Rn) as bounded operators from Lp(Rn,dν)
into itself. Then, gLα+1 has also this property.
Proof. We consider the operator TLα deﬁned by
TLα ( f )(x, t) = tα∂αt PLt ( f )(x), x ∈ Rn and t > 0.
Note that gLα is bounded from Lp(Rn) into itself if and only if the operator TLα is bounded from Lp(Rn,dν) into
Lp
L2((0,∞), dtt )
(Rn,dν). Then, according to Proposition 2.4, if gL1 is bounded from L
p(Rn,dν) into itself, the operator T˜L1
given by
T˜L1 (F )(x,w, t) = TL1
(
F (·,w))(x, t), x ∈ Rn, and t,w ∈ (0,∞),
is bounded from Lp
L2((0,∞), dww )
(Rn,dν) into Lp
L2
L2((0,∞), dtt )
((0,∞), dww )
(Rn,dν). Therefore T˜L1 T
L
α is bounded from L
p(Rn,dν) into
Lp
L2
L2((0,∞), dtt )
((0,∞), dww )
(Rn,dν). But
∥∥T˜L1 TLα ( f )(x, ·, ·)∥∥L2
L2((0,∞), dtt )
((0,∞), dww ) =
( ∞∫
0
∞∫
0
∣∣T˜L1 (TLα f )(x,w, t)∣∣2 dtt dww
)1/2
=
( ∞∫
0
∞∫
0
∣∣t∂t PLt (wα∂αw PLw f (·))(x)∣∣2 dtt dww
)1/2
=
( ∞∫
0
∞∫
0
∣∣twα∂u∂αu PLu |u=t+w f (x)∣∣2 dtt dww
)1/2
=
( ∞∫
0
∞∫
w
∣∣wα(u − w)∂α+1u PLu f (x)∣∣2 duu − w dww
)1/2
=
( ∞∫
0
u∫
0
w2α−1(u − w)dw∣∣∂α+1u PLu f (x)∣∣2 du
)1/2
= B(2,2α)1/2gLα+1 f (x), x ∈ Rn, (7)
provided that f ∈ S(Rn) and f ∈ span{ψk}k∈N when “L has discrete spectrum”. Here B denotes the Beta Euler’s function.
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From Proposition 2.5 the following result is immediately deduced.
Corollary 2.1. Let 1 < p < ∞. If gLα can be extended to Lp(Rn,dν) as a bounded operator in Lp(Rn,dν), for every 0 < α  1, then
gLα has this property for every α > 0.
We shall also need the following result of independent interest.
Proposition 2.6. Let 0 < α < k, k ∈ N, and 1 < p < ∞. Assume that the square function gL1 is bounded from Lp(Rn,dν) into itself.
Let f be a good enough function in Lp(Rn,dν) and m k, m ∈ N. Then,∥∥gLα,m( f )∥∥Lp(Rn,dν)  C∥∥gLα,k( f )∥∥Lp(Rn,dν).
Proof. We keep the notation of the proof of Proposition 2.5 and we deﬁne
TLα,k( f )(x,w) = wk−α
∂k
∂wk
PLw( f )(x), x ∈ Rn, w > 0.
We have, for every f ∈ S(Rn) when L = − or f ∈ span{ψk}k∈N when “L has discrete spectrum”,
∥∥T˜L1 TLα,k( f )(x, ·, ·)∥∥L2
L2((0,∞), dtt )
((0,∞), dww ) =
( ∞∫
0
∞∫
0
∣∣∣∣t∂t PLt (wk−α ∂k∂wk PLw f (·)
)
(x)
∣∣∣∣2 dtt dww
)1/2
=
( ∞∫
0
∞∫
0
∣∣twk−α∂k+1u PLu |u=w+t f (x)∣∣2 dtt dww
)1/2
=
( ∞∫
0
∞∫
w
∣∣wk−α(u − w)∂k+1u PLu f (x)∣∣2 du(u − w) dww
)1/2
=
( ∞∫
0
∣∣∂k+1u PLu f (x)∣∣2 u∫
0
w2(k−α)−1(u − w)dw du
)1/2
= B(2,2(k − α))1/2gLα,k+1 f (x), x ∈ Rn.
Therefore, as the operator T˜L1 is bounded from L
p
L2((0,∞), dww )
(Rn,dν) into Lp
L2
L2((0,∞), dtt )
((0,∞), dww )
(Rn,dν) we have
∥∥gLα,k+1 f ∥∥Lp(Rn,dν) = C∥∥∥∥T˜L1 TLα,k( f )(x, ·, ·)∥∥L2
L2((0,∞), dtt )
((0,∞), dww )
∥∥
Lp(Rn,dν)
 C
∥∥∥∥TLα,k( f )(x, ·)∥∥L2((0,∞), dww )∥∥Lp(Rn,dν) = C∥∥gLα,k f ∥∥Lp(Rn,dν). 
3. Fractional square functions for Laplace, Hermite and Ornstein–Uhlenbeck operators
In this section we prove that, for every α > 0 and 1 < p < ∞,∥∥(−)α/2 f ∥∥Lp(Rn) ∼ ∥∥gα,k( f )∥∥Lp(Rn), f ∈ S(Rn),
and ∥∥Lα/2 f ∥∥Lp(Rn,dν) ∼ ∥∥gLα,k( f )∥∥Lp(Rn,dν), f ∈ span{ψk}k∈N,
where {ψk}k∈N and dν represent the sequence of Hermite functions and dx or the sequence of Hermite polynomials and
π−n/2e−|x|2 dx, when L is the Hermite or the Ornstein–Uhlenbeck operator on Rn , respectively.
According to Theorem 2.1 in order to do this it is suﬃcient to show that the fractional square function gLα , α > 0, has,
for every 1 < r < ∞, a bounded extension to Lr(Rn) for the Laplacian and Hermite operators and to Lr(Rn,dγ ), where
dγ (x) = π−n/2e−|x|2 dx, for the Ornstein–Uhlenbeck operator.
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A on Lp-spaces. For every w ∈ (0,π) we deﬁne the open sector Σw by
Σw =
{
z ∈ C: |Arg z| < w}.
Note that if w ∈ (0,π) and α > 0, then the function h(z) = zα/2e−
√
z , z ∈ Σw , is bounded in Σw and, for certain C > 0,∣∣h(z)∣∣ C |z|α/2
(1+ |z|)1/2 , z ∈ Σw .
Then, according to [9, Theorem 1.1] if A is a R-sectorial of type w operator on a space Lp(Ω,μ), for some w ∈ (0,π) and
1< p < ∞, we have that, for every α > 0,∥∥gAα ( f )∥∥Lp(Ω,μ) ∼ ∥∥gA1 ( f )∥∥Lp(Ω,μ). (8)
The operators −, H and L generate bounded analytic semigroups in the corresponding Lp-spaces (Lp(Rn) for − and
H, and Lp(Rn,dγ ) for L), with 1 < p < ∞. Then [9, Theorem 1.1] works for the operators − and H (see [6, Corollary 5.2
and Theorem 5.3]). Since the operator L has not dense range in Lp(Rn,dγ ), 1 < p < ∞, it is necessary to make a little bit
preparation before applying [9, Theorem 1.1] (see [3, p. 64]).
The square function gL1 deﬁnes a bounded operator on L
p(Rn), 1 < p < ∞, when L =  and L = H, and on Lp(Rn,dγ )
when L = L (see [11,15] and [17]). Hence, by using (8), for every α > 0, gLα , where L = , H, or L, is bounded in the
corresponding Lp-spaces, 1 < p < ∞.
In the following we study the Lp-boundedness properties for the fractional square function gLα , where α > 0 and L = ,
H, or L by using a procedure different to the one employed by Le Merdy. We use the Calderón–Zygmund theory for vector
valued singular integrals instead of H∞-functional calculus. Our method, besides being interesting in itself, has two aspects
to be noted. The kernels of the operators deﬁning the gLα functions in the Hermite and Ornstein–Uhlenbeck settings have
manageable explicit expressions (see (11) and (14) below). We exploit this fact to get appropriate kernel estimates that
allows us to obtain the Lp-boundedness properties without using abstract operator theory that is needed to establish [9,
Theorem 1.1]. Note that from the vector valued Calderón–Zygmund theory can also be deduced the boundedness of gLα
between Ap-weighted Lp spaces, where as usual by Ap we denote the Muckhenhoupt class of weights. On the other hand
our procedure can be used to show Lp-boundedness properties for other type fractional square functions (fractional area
square functions, for instance) where the Le Merdy’s procedure does not work (see [1, p. 60]). Then, we can obtain new
characterizations of weighted potential spaces associated with operators having orthonormal basis of eigenfunctions (Bessel,
Hermite, Laguerre, etc.) involving weighted tent spaces norms. This questions will be studied in a foregoing paper.
3.1. Laplace operator
We prove the statement in Theorem 2.1 for the Laplace operator. We observe that, by Corollary 2.1, it is enough to show
that gα is bounded in L
p(Rn), for 1 < p < ∞, and 0 < α  1. It is well known that g1 is bounded in Lp(Rn), 1 < p < ∞
[15, p. 524].
Let 0 < α < 1. For f ∈ S(Rn) we have
gα ( f )(x) =
( ∞∫
0
∣∣tα∂αt Pt ( f )(x)∣∣2 dtt
)1/2
=
∥∥∥∥∥
∫
Rn
Kt(x− y) f (y)dy
∥∥∥∥∥
L2((0,∞), dtt )
,
with
Kt(x) = ((n + 1)/2)
π(n+1)/2(1− α) t
α
∞∫
0
∂
∂t
(
t + s
((t + s)2 + |x|2)(n+1)/2
)
ds
sα
, x ∈ Rn, t > 0.
Observe that for every x ∈ Rn , t > 0 and f ∈ S(Rn), the integral ∫
Rn
Kt(x− y) f (y)dy is absolutely convergent because
∣∣Kt(x)∣∣= C
∣∣∣∣∣tα
∞∫
0
(
1
((t + s)2 + |x|2)(n+1)/2 −
(n + 1)(t + s)2
((t + s)2 + |x|2)(n+3)/2
)
ds
sα
∣∣∣∣∣
 Ctα
∞∫
0
1
((t + s)2 + |x|2)(n+1)/2
ds
sα
 Ctα
( 1∫
+
∞∫ )
1
(t + s + |x|)n+1
ds
sα
0 1
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(
1
(t + |x|)n+1 +
1
(t + |x|)n
)
, x ∈ Rn and t > 0.
By using Proposition 2.2 and vector-valued Calderón–Zygmund theory in order to prove the boundedness of gα in L
p(Rn),
it is enough to show∥∥Kt(x)∥∥L2((0,∞), dtt )  C|x|n , and ∥∥∣∣∇xKt(x)∣∣∥∥L2((0,∞), dtt )  C|x|n+1 , x ∈ Rn \ {0},
where as usual ∇x = ( ∂∂x1 , . . . , ∂∂xn ).
Note that
∞∫
0
∣∣Kt(x)∣∣2 dt
t
= C
∞∫
0
∣∣∣∣∣tα
∞∫
0
∂
∂t
(
t + s
((t + s)2 + |x|2)(n+1)/2
)
ds
sα
∣∣∣∣∣
2
dt
t
= C 1|x|2(n+1)
∞∫
0
∣∣∣∣∣
∞∫
0
1− n (t+s)2|x|2
(1+ (t+s)2|x|2 )(n+3)/2
ds
sα
∣∣∣∣∣
2
dt
t1−2α
= C 1|x|2n
∞∫
0
∣∣∣∣∣
∞∫
w
1− nu2
(1+ u2)(n+3)/2
du
(u − w)α
∣∣∣∣∣
2
dw
w1−2α
 C|x|2n , x ∈ R
n \ {0}.
In the penultimate line we have performed the change of variables u = t+s|x| , w = t|x| , for every x ∈ Rn \ {0}. Next, in order to
see ‖|∇Kt(x)|‖L2((0,∞), dtt ) 
C
|x|n+1 , we observe that, for each i = 1, . . . ,n,
∂
∂xi
Kt(x) = Ctα
∞∫
0
∂
∂xi
∂
∂t
(
t + s
((t + s)2 + |x|2)(n+1)/2
)
ds
sα
= −C(n + 1) xi|x|n+3 t
α
∞∫
0
1− (n + 2)( t+s|x| )2
(1+ ( t+s|x| )2)(n+5)/2
ds
sα
, x ∈ Rn \ {0}.
Then, proceeding as above, we have
∫∞
0 |∇xKt(x)|2 dtt  C|x|2n+2 .
For the case of Laplace operator we can prove a version of Theorem 2.1 that in fact is one of the main results in the
work of Segovia and Wheeden [13].
Theorem 3.1. Let f ∈ S(Rn), 0< α < k, k ∈ N and 1 < p < ∞. Then∥∥(− + I)α/2 f ∥∥Lp(Rn) ∼ ∥∥gα,k( f )∥∥Lp(Rn) + ‖ f ‖Lp(Rn).
Proof. By using [4] (see also [14, Lemma 2, p. 133]), we have that∥∥(− + I)α/2 f ∥∥Lp(Rn) ∼ ∥∥(−)α/2 f ∥∥Lp(Rn) + ‖ f ‖Lp(Rn).
Hence, our assertion follows by invoking Theorem 2.1. 
3.2. Hermite operator
The sequence {hγ }γ∈Nn of Hermite functions are orthonormal and complete in L2(Rn). Moreover, for every γ =
(γ1, . . . , γn) ∈ Nn , Hhγ = (2|γ | + n)hγ , where |γ | = γ1 + · · · + γn . The subspace span{hγ }γ∈Nn generated by {hγ }γ∈Nn is
dense in Lp(Rn), for every 1 < p < ∞ [16, Lemma 2.3].
Parallel to the line of thought in the last section we shall begin by showing that the square function gHα is bounded
from Lp(Rn) into itself, for every 1 < p < ∞ and 0 < α  1. In [17, Theorem 3.2] Stempak and Torrea established that gH1
is bounded from Lp(Rn) into itself, for every 1 < p < ∞. Assume now that 0 < α < 1. Let N ∈ N. Consider the associated
vector valued operator
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(
tα∂αt P
H
t ( f )(x)
)
1/N<t<N =
(∫
Rn
KHα (x, y; t) f (y)dy
)
1/N<t<N
=
∫
Rn
KHα,N(x, y) f (y)dy, x ∈ Rn and f ∈ span{hγ }γ∈Nn , (9)
where KHα,N (x, y) = (tα∂αt PHt (x, y))1/N<t<N and the last integral is understood in a Bochner sense with respect to the
Banach space L2((1/N,N),dt/t).
Our ﬁrst goal is to prove that the integrals in the expression (9) are absolutely convergent and that the last equality
holds for every f ∈ span{hγ }γ∈Nn . By using the subordination formula,
PHt f (x) =
t
2
√
π
∞∫
0
e−t2/4u
u3/2
W Hu ( f )(x)du, t > 0, x ∈ Rn and f ∈ span{hγ }γ∈Nn . (10)
Here W Hu (x, y) = (2π sinh(2u))−n/2 exp(− 12 |x− y|2 coth(2u) − x · y tanh(u)), x, y ∈ Rn , u > 0, is the heat kernel of H.
We have for every x, y ∈ Rn and t > 0,
KHα (x, y; t) =
1
2
√
π(1− α) t
α
∞∫
0
∂
∂t
∞∫
0
e−
(t+s)2
4u
u
3
2
(t + s)W Hu (x, y)du
ds
sα
= 1
2
√
π(1− α) t
α
∞∫
0
∞∫
0
1
u
3
2
(
1− (t + s)
2
2u
)
e−
(t+s)2
4u W Hu (x, y)du
ds
sα
. (11)
By performing the change of parameter u = 12 log( 1+z1−z ), due to S. Meda, and using the facts log( 1+z1−z ) ∼ z for z → 0+ ,
log( 1+z1−z ) ∼ | log(1− z)|, as z → 1− , and supz>0 zke−cz < ∞, k ∈ N and c > 0, we have
∣∣KHα (x, y; t)∣∣ Ctα ∞∫
0
∞∫
0
1
u
3
2
e−
(t+s)2
8u W Hu (x, y)du
ds
sα
 Ctα
∞∫
0
( 1/2∫
0
+
1∫
1/2
)
1
(log( 1+z1−z ))
3
2
e
− (t+s)2
4 log( 1+z1−z )
(
1− z2
z
)n/2
e−
1
4 (
|x−y|2
z +z|x+y|2) dz
1− z2
ds
sα
 Ctα
∞∫
0
1/2∫
0
e−c
(t+s)2
z
z(3+n)/2
e−c
|x−y|2
z dz
ds
sα
+ Ctα
∞∫
0
1∫
1/2
e−c
(t+s)2
| log(1−z)|
| log(1− z)|3/2 e
−c|x−y|2 dz
(1− z)1−n/2
ds
sα
 Ctα
∞∫
0
1/2∫
0
e−c
(t+s+|x−y|)2
z
z(3+n)/2
dz
ds
sα
+ Ctαe−c|x−y|2
∞∫
0
1
(t + s)n+1
1∫
1/2
1
(| log(1− z)|(1− z))1−n/2 dz
ds
sα
 Ctα
∞∫
0
1
((t + s) + |x− y|)n+1
ds
sα
+ ctαe−c|x−y|2
∞∫
0
1
(t + s)n+1
ds
sα
 C
(
1
(t + |x− y|)n +
e−c|x−y|2
tn
)
, x, y ∈ Rn, t > 0. (12)
In the ﬁfth inequality we have used [16, Lemma 1.1].
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Rn
|KHα (x, y; t) f (y)|dy, for every x ∈ Rn and t > 0, and
∫
Rn
‖KHα (x, y; .)‖L2((1/N,N),dt/t)| f (y)|dy, for every x ∈ Rn , when
f ∈ span{hγ }γ∈Nn . Also, by using (12), a duality argument allows us to show that the last equality in (9) holds for every
f ∈ span{hγ }γ∈Nn .
As supN∈N ‖THα,N ( f )(x)‖L2((1/N,N), dtt ) = g
H
α ( f )(x), due to Proposition 2.2, for every N ∈ N, the operator THα,N is bounded
from L2(Rn) into L2
L2((1/N,N), dtt )
(Rn). Moreover,
sup
N∈N
∥∥THα,N∥∥L2(Rn)→L2
L2((1/N,N), dtt )
(Rn)
< ∞.
Hence in order to prove the boundedness of gHα in Lp(Rn) it will be enough to prove that the operator THα,N has a ker-
nel satisfying the standard conditions of Calderón–Zygmund kernels uniformly in N ∈ N, that will be done in the next
proposition.
Proposition 3.1. Let α ∈ (0,1). Then, for every x, y ∈ Rn, x = y,
(i) ‖KHα (x, y; .)‖L2((0,∞), dtt ) 
C
|x−y|n ,
(ii)
∑n
i=1(‖ ∂∂xi KHα (x, y; .)‖L2((0,∞), dtt ) + ‖
∂
∂ yi
KHα (x, y)‖L2((0,∞), dtt ))
C
|x−y|n+1 .
Proof. (i) Let x, y ∈ Rn , x = y. As in (12) we have
∣∣KHα (x, y; t)∣∣ Ctα ∞∫
0
∞∫
0
1
u
3
2
e−
t2+s2
8u W Hu (x, y)du
ds
sα
, t > 0.
Then, Minkowski inequality leads to
∥∥KHα (x, y; ·)∥∥L2((0,∞), dtt )  C
∞∫
0
∞∫
0
1
u
3
2
e−
s2
8u W Hu (x, y)
{ ∞∫
0
t2α−1e−
t2
4u dt
} 1
2
du
ds
sα
 C
∞∫
0
∞∫
0
e− s
2
8u
u
3
2− α2
W Hu (x, y)du
ds
sα
.
Now we can follow the reasoning in (12), with the obvious changes because of the presence of the exponent 32 − α2 , to get
∥∥KHα (x, y; ·)∥∥L2((0,∞), dtt )  C
∞∫
0
1
(s + |x− y|)n+1−α
ds
sα
+ Ce−c|x−y|2
( 1∫
0
ds
sα
+
∞∫
1
ds
sα+1
)
 C
(
1
|x− y|n + e
−c|x−y|2
)
 C 1|x− y|n .
(ii) Let x, y ∈ Rn , x = y. Since W Ht (x, y) = W Ht (y, x), t > 0, it is suﬃcient to see that, for every i = 1, . . . ,n,∥∥∥∥ ∂∂xi KHα (x, y; .)
∥∥∥∥
L2((0,∞), dtt )
 C|x− y|n+1 .
Let i = 1, . . . ,n. We have that∣∣∣∣ ∂∂xi W Hu (x, y)
∣∣∣∣ C(1− z2z
)n/2
e−c(
|x−y|2
z +z|x+y|2) 1√
z
, u = 1
2
log
1+ z
1− z ∈ (0,∞).
Now the proof follows the arguments of part (i) with the obvious changes. 
We conclude that Theorem 2.1 holds for L = H.
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In this section we shall work in the measure space (Rn,dγ ), where dγ (x) = π−n/2e−|x|2dx. The differential operator
L = − + 2x · ∇ is symmetric with respect to the measure dγ and it is well known that the Hermite polynomials are the
eigenfunctions of L, namely,
LHβ = 2|β|Hβ, |β| = β1 + · · · + βn,
where Hβ(x) = Hβ1 (x1) × · · · × Hβn (xn), x = (x1, . . . , xn) ∈ Rn , β = (β1, . . . , βn) ∈ Nn and Hk(s) = (−1)kes2 d
ke−s2
dsk
, s ∈ R and
k ∈ N.
If we denote by H˜β the β-th normalized Hermite polynomials (H˜k = (2k(k + 1))−1/2Hk , k ∈ N), the kernel of the heat
semigroup will be
W Lt (x, y) =
∑
β∈Nn
e−2t|β| H˜β(x)H˜β(y) = (
√
π)ne
|x|2+|y|2
2 +tn
∑
β∈Nn
e−(2|β|+n)thβ(x)hβ(y)
= (√π)ne |x|
2+|y|2
2 +tnW Ht (x, y), x, y ∈ Rn and t > 0. (13)
As in the previous sections we shall begin by showing that the square function gLα is bounded from L
p(Rn,dγ ) into itself,
for every 1 < p < ∞ and 0 < α  1. From [11, Theorem 1.1] (see also [15]) it can be deduced that gL1 is bounded from
Lp(Rn,dγ ) into itself, 1 < p < ∞. Assume that 0< α < 1. Note that, for every f ∈ span{H˜β}β∈Nn ,
gLα( f )(x) =
∥∥T Lα( f )(x, .)∥∥L2((0,∞), dtt ), x ∈ Rn,
where
T Lα( f )(x, t) =
∫
Rn
K Lα(x, y; t) f (y)dγ (y), x ∈ Rn and t > 0,
and
K Lα(x, y; t) = tα∂αt P Lt (x, y), x, y ∈ Rn and t > 0.
In order to see that the integrals deﬁning T Lα( f ) are absolutely convergent, for every f ∈ span{H˜β}β∈Nn , we observe by
using (13) that
K Lα(x, y; t) =
π(n−1)/2
2(1− α) t
α
∞∫
0
∂
∂t
∞∫
0
e−
(t+s)2
4u
u
3
2
(t + s)W Lu(x, y)du
ds
sα
= π
(n−1)/2
2(1− α)e
|x|2+|y|2
2 tα
∞∫
0
∞∫
0
1
u
3
2
(
1− (t + s)
2
2u
)
e−
(t+s)2
4u enuW Hu (x, y)du
ds
sα
. (14)
Since
∞∫
0
(1− v/2u)e−v/4uu−3/2 du = 0, v > 0, (15)
we have that, for every x, y ∈ Rn and t > 0,
K Lα(x, y; t) =
π(n−1)/2
2(1− α)e
|x|2+|y|2
2 tα
×
∞∫
0
∞∫
0
1
u
3
2
(
1− (t + s)
2
2u
)
e−
(t+s)2
4u
(
enuW Hu (x, y) − π−n/2e−
|x|2+|y|2
2
)
du
ds
sα
= π
(n−1)/2
2(1− α)e
|x|2+|y|2
2 tα
( ∞∫
0
log
√
3∫
0
1
u
3
2
(
1− (t + s)
2
2u
)
e−
(t+s)2
4u enuW Hu (x, y)du
ds
sα
−
∞∫ log√3∫
1
u
3
2
(
1− (t + s)
2
2u
)
e−
(t+s)2
4u π−n/2e−(|x|2+|y|2)/2 du ds
sα
0 0
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∞∫
0
∞∫
log
√
3
1
u
3
2
(
1− (t + s)
2
2u
)
e−
(t+s)2
4u
(
enuW Hu (x, y) − π−n/2e−(|x|
2+|y|2)/2)du ds
sα
)
.
Then, following the computations in (12) and using the mean value theorem, it can be seen that
∣∣K Lα(x, y; t)∣∣ Ce |x|2+|y|22 tα
( ∞∫
0
1/2∫
0
e−c
(t+s+|x−y|)2
z
z(n+3)/2
dz
ds
sα
+ e− |x|
2+|y|2
2
∞∫
0
1/2∫
0
e−c
(t+s)2
z
z3/2
dz
ds
sα
+ e−c|x−y|2
∞∫
0
1∫
1/2
e−c(t+s)2/| log(1−z)|
| log(1− z)|3/2 dz
ds
sα
)
 Ce
|x|2+|y|2
2 tα
( ∞∫
0
1
(t + s + |x− y|)n+1
ds
sα
+
∞∫
0
1
t + s
ds
sα
+
∞∫
0
1
(t + s)2
ds
sα
)
 Ce
|x|2+|y|2
2
(
1
(t + |x− y|)n + 1+
1
t
)
, x, y ∈ Rn and t > 0.
This estimate guaranties the convergence of the integrals
∫
Rn
|K Lα(x, y; t) f (y)|dγ (y), x ∈ Rn and t > 0, for every f ∈
span{H˜β}β∈Nn .
As in the previous sections it is enough to prove that the vector valued operator T Lα f maps L
p(Rn,dγ ) into
Lp
L2((0,∞), dtt )
(Rn,dγ ). To see this result we shall use a technique developed in the last decade for operators associated
with L. We follow the approach in [5] and [11]. Let Nt , t > 0, be the region {(x, y) ∈ Rn × Rn: |x − y| < tn(n+3)1+|x|+|y| }. We
denote N = N1 and N˜ = N2. Given a smooth function ϕ on Rn × Rn such that ϕ(x, y) = 1 if (x, y) ∈ N ,ϕ(x, y) = 0 for
(x, y) /∈ N˜ and∣∣∇xϕ(x, y)∣∣+ ∣∣∇yϕ(x, y)∣∣ C |x− y|−1, if x = y,
we deﬁne the global and the local parts of the square function gLα by
gLα,glob( f )(x) = gLα
((
1− ϕ(x, ·)) f )(x) and gLα,loc( f )(x) = gLα(ϕ(x, ·) f )(x), x ∈ Rn.
We shall prove the following.
Proposition 3.2. Let 0 < α < 1 and let gα,loc be deﬁned for the Laplace operator − in a parallel way as in the case of L. Then
(i) There exists a positive kernel H1(x, y) supported on N˜ , satisfying∣∣gLα,loc( f )(x) − gα,loc( f )(x)∣∣ ∫
Rn
H1(x, y)
∣∣ f (y)∣∣dy, x ∈ Rn,
and such that the integral operator associated with H1 is bounded in Lp(Rn,dμ), for every 1  p < ∞, where dμ is either the
Lebesgue or the Gauss measure in Rn.
(ii) There exists a positive kernel H2(x, y) supported on N c such that∣∣gLα,glob( f )(x)∣∣ ∫
Rn
H2(x, y)
∣∣ f (y)∣∣dy, x ∈ Rn,
and that the integral operator associated with H2 is bounded in Lp(Rn,dγ ), for every 1 < p < ∞ with respect to the Gaussian
measure in Rn.
Proof. In order to prove (i), we observe that the deﬁnition of ∂αt , by using Minkowski inequality, drives to∣∣gLα,loc( f )(x) − gα,loc( f )(x)∣∣

∥∥tα∂α(P Lt − Pt )(ϕ(x, ·) f )(x)∥∥L2((0,∞),dt/t)

∫
n
∥∥∥∥tα∂αt (P Lt (x, y)e−|y|2√πn − Pt (x− y)
)∥∥∥∥
L2((0,∞),dt/t)
∣∣ϕ(x, y)∣∣∣∣ f (y)∣∣dy
R
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∫
Rn
∥∥∥∥∥tα
∞∫
0
∂
∂t
(
P Lt+s(x, y)
e−|y|2√
π
n − Pt+s(x− y)
)
ds
sα
∥∥∥∥∥
L2((0,∞),dt/t)
∣∣ϕ(x, y)∣∣∣∣ f (y)∣∣dy, x ∈ Rn.
Here by Pt (z), z ∈ Rn and t > 0, we represent the Euclidean Poisson kernel in Rn .
Let us denote by OLt the heat kernel of the operator L, with respect to the Lebesgue measure, that is, OLt (x, y) =
π−n/2W Lt (x, y)e−|y|
2
, x, y ∈ Rn , t > 0. Differentiation of the Poisson kernels with respect to t in subordination formula (10)
leads, for every x, y ∈ Rn and t, s > 0, to the integral
∂
∂t
(
π−n/2P Lt+s(x, y)e−|y|
2 − Pt+s(x− y)
)= 1
2
√
π
∞∫
0
(
1− (t + s)
2
2u
)
e−(t+s)2/4u
(OLu(x, y) − Wu (x− y))u−3/2 du,
which, according to (15), can be rewritten replacing OLu(x, y) by OLu(x, y) − e−|y|2π−n/2.
Therefore∥∥∥∥∥tα
∞∫
0
∂
∂t
(
π−n/2P Lt+s(x, y)e−|y|
2 − Pt+s(x− y)
)ds
sα
∥∥∥∥∥
L2((0,∞),dt/t)
 C
∥∥∥∥∥tα
∞∫
0
1/2∫
0
(
1− (t + s)
2
2u
)
e−
(t+s)2
4u e−|y|2u−3/2 du ds
sα
∥∥∥∥∥
L2((0,∞),dt/t)
+
∥∥∥∥∥tα
∞∫
0
∞∫
0
(
1− (t + s)
2
2u
)
e−
(t+s)2
4u
(
OLu(x, y) −
e−|y|2χ[1/2,∞)(u)
πn/2
− Wu (x− y)
)
u−3/2 du ds
sα
∥∥∥∥∥
L2((0,∞), dtt )
= J1(x, y) + J2(x, y), (x, y) ∈ N˜ .
By Wt (z), z ∈ Rn and t > 0, we denote the Euclidean Laplacian heat kernel. We ﬁrst estimate J1. In fact we shall present
an stronger estimate that we shall need later. Let w > 0. Following [11, p. 1007] we introduce the auxiliary function
ψ(w, z) =
w∫
0
(
1− z
2
2u
)
exp(− z24u )
u3/2
du, z ∈ (0,∞).
By using Minkowski’s inequality and (15), we have∥∥∥∥∥tα
∞∫
0
ψ(w, t + s)ds
sα
∥∥∥∥∥
L2((0,∞),dt/t)
=
( ∞∫
0
(
tα
∞∫
0
w∫
0
(
1− (t + s)
2
2u
)
e−
(t+s)2
4u u−3/2 du ds
sα
)2
dt
t
)1/2

( ∞∫
0
(
tα
√
w∫
0
∞∫
w
(
1− (t + s)
2
2u
)
e−
(t+s)2
4u u−3/2 du ds
sα
)2
dt
t
)1/2
+
( ∞∫
0
(
tα
∞∫
√
w
w∫
0
(
1− (t + s)
2
2u
)
e−
(t+s)2
4u u−3/2 du ds
sα
)2
dt
t
)1/2
 C
(( ∞∫
0
(
tα
√
w∫
0
∞∫
w
e−
(t+s)2
8u u−3/2 du ds
sα
)2
dt
t
)1/2
+
( ∞∫
0
(
tα
∞∫
√
w∫
0
e−
(t+s)2
8u u−3/2 du ds
sα
)2
dt
t
)1/2)
w
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( √w∫
0
∞∫
w
e−s2/8uu(α−3)/2 du s−α ds +
∞∫
√
w
w∫
0
e−s2/8uu(α−3)/2 du s−α ds
)
 C
( √w∫
0
1
s
s2/8w∫
0
e−zz−(α+1)/2 dzds +
∞∫
√
w
1
s
∞∫
s2/8w
e−zz−(α+1)/2 dzds
)
 C
(
w(α−1)/2
√
w∫
0
s−α ds + w(α+1)/2
∞∫
√
w
s−α−2 ds
)
 C . (16)
Hence J1(x, y) Ce−|y|
2
, (x, y) ∈ N˜ .
To estimate J2 we apply again Minkowski’s inequality to get
J2(x, y) C
∞∫
0
∥∥∥∥∥
∞∫
0
tα
(
1− (t + s)
2
2u
)
e−
(t+s)2
4u s−α ds
∥∥∥∥∥
L2((0,∞), dtt )
×
∣∣∣∣OLu(x, y) − e−|y|2χ[1/2,∞)(u)πn/2 − Wu (x− y)
∣∣∣∣u−3/2 du.
We leave to the reader to check that ‖ ∫∞0 tα(1 − (t+s)22u )e− (t+s)24u s−αds‖L2((0,∞), dtt )  Cu1/2, u > 0. Hence we only need to
estimate
J∗2(x, y) =
∞∫
0
∣∣∣∣OLu(x, y) − e−|y|2χ[1/2,∞)(u)πn/2 − Wu (x− y)
∣∣∣∣u−1 du, (x, y) ∈ N˜ .
But Lemma 3.4 in [5] states exactly that J∗2(x, y) C(
1+|x|1/2
|x−y|n− 12
+ log 1|x−y| ), for (x, y) ∈ N˜ , that is enough for our purposes.
This ends the treatment of the local part.
(ii) In order to deal with the global part we follow the argument developed in [11]. It is suﬃcient to estimate∥∥∥∥∥tα
∞∫
0
∂
∂t
P Lt+s(x, y)e−|y|
2
s−α ds
∥∥∥∥∥
L2((0,∞),dt/t)
, (x, y) ∈ N c .
Then,
∞∫
0
(
1− (t + s)
2
2u
)
exp(− (t+s)24u )
u3/2
OLu(x, y)du =
∞∫
0
∂
∂w
(
ψ(w, t + s))OLw(x, y)dw
=
∞∫
0
ψ(w, t + s) ∂
∂w
(OLw(x, y))dw, (x, y) ∈ N c.
By using Minkowski’s inequality and the estimate in (16), we have∥∥∥∥∥tα
∞∫
0
∂
∂t
P Lt+s(x, y)e−|y|
2 ds
sα
∥∥∥∥∥
L2((0,∞),dt/t)
 C
∥∥∥∥∥tα
∞∫
0
∞∫
0
(
1− (t + s)
2
2u
)
e−
(t+s)2
4u
u3/2
OLu(x, y)du
ds
sα
∥∥∥∥∥
L2((0,∞), dtt )
 C
∞∫
0
∥∥∥∥∥tα
∞∫
0
ψ(w, t + s)s−α ds
∥∥∥∥∥
L2((0,∞),dt/t)
∣∣∣∣ ∂∂w (OLw(x, y))
∣∣∣∣dw
 C
∞∫
0
∣∣∣∣ ∂∂w (OLw(x, y))
∣∣∣∣dw, (x, y) ∈ N c .
This last expression is exactly (up to a change of variables) the expression in [11, p. 1008, line 7] and by proceeding as in
the proof of [12, Theorem 4.2] we can obtain our purpose. 
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Theorem 3.2. Let φ :N → R be a function and let Tφ be the multiplier operator deﬁned by
Tφ f =
∞∑
k=0
φ(k)
∑
β∈Nn,|β|=k
cLβ( f )H˜β, f ∈ span{H˜β}β∈Nn .
If, for some k0 ∈ N, we have φ(k) = h( 1k ), for k  k0 and h is an analytic function in a neighborhood of zero, then, the operator Tφ
admits a bounded extension to Lp(Rn,dγ ), 1 < p < ∞.
Let 0 < α < k, k ∈ N, and 1 < p < ∞. We deﬁne T f = f − cL0( f ), f ∈ span{H˜β}β∈Nn . We can write
(I + L)α/2 f = (I + L)α/2L−α/2T Lα/2 f + cL0( f ), f ∈ span{H˜β}β∈Nn .
The operator (I + L)α/2L−α/2T is the multiplier deﬁned by the function φ given by
φ(0) = 0 and φ(k) =
(
2k + 1
2k
)α/2
, k ∈ N \ {0}.
Since the function h(z) = (1+ z/2)α/2 is analytic in the ball B(0,2), as a consequence of Theorems 2.1 and 3.2 we obtain∥∥(I + L)α/2 f ∥∥Lp(Rn,dγ )  C(∥∥Lα/2 f ∥∥Lp(Rn,dγ ) + ‖ f ‖Lp(Rn,dγ ))
 C
(∥∥gLα,k( f )∥∥Lp(Rn,dγ ) + ‖ f ‖Lp(Rn,dγ )), f ∈ span{H˜β}β∈Nn .
On the other hand, the operator Lα/2(I + L)−α/2 is the multiplier associated with the function φ(k) = ( 2k2k+1 )α/2, k ∈ N.
Since the function h(z) = (1+ z/2)−α/2 is analytic in the ball B(0,2), Theorems 2.1 and 3.2 lead to∥∥gLα,k( f )∥∥Lp(Rn,dγ )  C∥∥Lα/2 f ∥∥Lp(Rn,dγ )  C∥∥Lα/2(I + L)−α/2(I + L)α/2 f ∥∥Lp(Rn,dγ )
 C
∥∥(I + L)α/2 f ∥∥Lp(Rn,dγ ), f ∈ span{H˜β}β∈Nn .
Moreover, since (I + L)−α/2 is bounded from Lp(Rn,dγ ) into itself (Theorem 3.2), we have
‖ f ‖Lp(Rn,dγ )  C
∥∥(I + L)α/2 f ∥∥Lp(Rn,dγ ), f ∈ span{H˜β}β∈Nn .
Hence∥∥gLα,k( f )∥∥Lp(Rn,dγ ) + ‖ f ‖Lp(Rn,dγ )  C∥∥(I + L)α/2 f ∥∥Lp(Rn,dγ ), f ∈ span{H˜β}β∈Nn .
Thus we have proved that∥∥gLα,k( f )∥∥Lp(Rn,dγ ) + ‖ f ‖Lp(Rn,dγ ) ∼ ∥∥(I + L)α/2 f ∥∥Lp(Rn,dγ ), f ∈ span{H˜β}β∈Nn . (17)
4. Potential spaces
As we said in the introduction, the aims of this section are to show that the equivalences (1) and (2) are valid for all the
functions in the corresponding potential space Lpα and to characterize L
p
α in terms of gLα,k-functions, 0 < α < k, k ∈ N.
4.1. Laplace operator
By using Theorems 2.1 and 3.1 [13, Theorem 5] can be proven.
4.2. Hermite operator
Let 1 < p < ∞ and α > 0. It can be checked that span{hγ }γ∈Nn is dense in Lpα [2]. According to Theorem 2.1, it follows
that, if α < k ∈ N, gHα,k can be extended to Lpα and
1
C
∥∥gHα,k( f )∥∥Lp(Rn)  ‖ f ‖Lpα  C∥∥gHα,k( f )∥∥Lp(Rn), f ∈ Lpα. (18)
Proposition 4.1. Let 0 < α < k and k ∈ N. Then, f ∈ Lpα if, and only if, f ∈ Lp(Rn) and gH ( f ) ∈ Lp(Rn).α,k
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δ > 0.
We deﬁne fδ = PHδ ( f ). Note that the series
Fδ =
∑
γ∈Nn
(
2|γ | + n)α/2e−δ(2|γ |+1)cHγ ( f )hγ
converges in Lp(Rn) because the growth of Lp-norms of the Hermite functions hγ is of polynomial order in |γ | [16, (2.2)].
Moreover, since H−α/2 is bounded in Lp(Rn) [2, Theorem 1], fδ = H−α/2Fδ . Hence, fδ ∈ Lpα . Let us choose l ∈ N such that
2(l − α) − 1 > 0 and l > k. According to (18) it follows that
‖Fδ‖Lp(Rn) = ‖ fδ‖Lpα  C
∥∥gHα,l( fδ)∥∥Lp(Rn).
We can write
∞∫
0
∣∣∣∣tl−α ∂ l∂tl PHt+δ( f )(x)
∣∣∣∣2 dtt 
∞∫
0
∣∣∣∣(t + δ)l−α ∂ l∂tl PHt+δ( f )(x)
∣∣∣∣2 dtt + δ

∞∫
0
∣∣∣∣tl−α ∂ l∂tl PHt ( f )(x)
∣∣∣∣2 dtt , a.e. x ∈ Rn.
Then, by taking into account that, as it is not hard to see, the result established in Proposition 2.6 holds in this case for
every function in Lp(Rn), we obtain
‖Fδ‖Lp(Rn)  C
∥∥gHα,k( f )∥∥Lp(Rn).
Applying now Banach–Alaoglu’s Theorem, since H−α/2 is bounded in Lp′ (Rn) [2, Theorem 1], there exists a decreasing
positive sequence {δm}m∈N that converges to zero and a function F ∈ Lp(Rn) such that ‖F‖Lp(Rn)  C‖gHα,k( f )‖Lp(Rn) and
fδm → H−α/2(F ), asm → ∞,
in the weak ∗ topology of Lp(Rn). Also fδm → f , as m → ∞ in Lp(Rn). Then, f = H−α/2(F ). Thus, we have established that
f ∈ Lpα . 
4.3. Ornstein–Uhlenbeck operator
Since the sequence {H˜β}β∈Nn is bounded in Lp(Rn,dγ ), 1 < p < ∞ ([7, Theorem 2.1]), we can proceed as in the previous
case to show that
‖ f ‖Lpα ∼
∥∥gLα,k( f )∥∥Lp(Rn,dγ ) + ‖ f ‖Lp(Rn,dγ ), f ∈ Lpα,
provided 0 < α < k and k ∈ N. Also, the following characterization of the potential space Lpα can be obtained.
Proposition 4.2. Let 0 < α < k and k ∈ N. Then, f ∈ Lpα if, and only if, f ∈ Lp(Rn,dγ ) and gLα,k( f ) ∈ Lp(Rn,dγ ).
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