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Gegenstand der vorliegenden Arbeit ist das folgende nichtlineare System par-
tieller Differentialgleichungen:∂tf(t, x, v) + v∂xf(t, x, v) +K(t, x)∂vf(t, x, v) = 04U(t, x) = 4piγρ(t, x),
(V )
(P )
das in der kinetischen Theorie als Vlasov-Poisson-System bekannt ist. Dabei
gilt




f(t, x, v)dv, (2)
wobei γ = ±1, t ≥ 0, x, v ∈ R3.
Dieses System beschreibt die zeitliche Entwicklung eines großen Systems von
Teilchen im R3 unter dem Einfluß selbstkonsistenter Potenzialkra¨fte. Dabei
unterscheidet man Systeme von Teilchen, die sich anziehen, also etwa Stern-
systeme (γ = +1), oder Systeme von geladenen Teilchen, die sich abstoßen
(γ = −1), wie z.B. Plasmen. In beiden Fa¨llen bezeichnet f = f(t, x, v) ≥ 0
die Verteilungsfunktion der Teilchen, wobei t ≥ 0 die Zeit, x ∈ R3 die Orts-
und v ∈ R3 die Geschwindigkeitskoordinate ist. Das Integral von f(t) u¨ber
ein kleines Volumen V im Phasenraum R3×R3 ergibt die Anzahl der Teilchen,
die sich in den Punkten x befinden und die Geschwindigkeiten v haben mit
(x, v) ∈ V . Die Funktion ρ = ρ(t, x) ist die ra¨umliche Dichte. U = U(t, x) ist
das Newtonsche bzw. elektrostatische Potenzial und K = K(t, x) die von U
induzierte Kraft.
Zur Motivierung der Gleichungen (V) und (P) betrachten wir im Phasen-
raum die Bahnen s 7→ (X(s, t, x, v), V (s, t, x, v)) der sich nach dem zweiten
Newtonschen Gesetz ,,Kraft = Masse · Beschleunigung“ bewegenden Teilchen
als Lo¨sungen des Systems:{
∂sX(s, t, x, v) = V (s, t, x, v)
∂sV (s, t, x, v) = K(s,X(s, t, x, v)),
(3)
Die Bezeichnungen sind so gewa¨hlt, daß zur Zeit s = t die Anfangsbedin-
gungen X(t, t, x, v) = x, V (t, t, x, v) = v erfu¨llt sind. Nach dem Gesetz von
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der Erhaltung der Masse a¨ndert sich die Verteilungsfunktion f la¨ngs dieser
Bahnen nicht und dementsprechend gilt
∂sf(s,X(s, t, x, v), V (s, t, x, v)) = 0, (4)
s, t ≥ 0, x, v ∈ R3. Mit (3) liefert das Ausdifferenzieren dieses Ausdruckes
und Einsetzen von s = t gerade die Vlasov-Gleichung (V).
Die Poissonsche Gleichung (P ) gru¨ndet sich auf das Newtonsche Anziehungs-
gesetz, bzw. das elektrostatische Abstoßungsgesetz: die Kraft, die auf das sich
im Punkt x1 befindende Teilchen mit der Masse (Ladung) m1 vom Teilchen
der Masse m2 im Punkt x2 ausgeu¨bt wird, ist gleich
K = −γ x1 − x2|x1 − x2|
m1m2
|x1 − x2|2 .
Bei ,,Verschmieren“ der Teilchen, d.h. in dem hier betrachteten kontinuier-
lichen Fall, schreibt man fu¨r die auf das Teilchen der Masse 1 (Ladung) am
Ort x zur Zeit t wirkenden Kraft




|x− y|3ρ(t, y)dy (P˜ )
mit





In dieser Darstellung ist U(t, x) = γG∗ρ(t)(x) mit der Fundamentallo¨sung G
von (P ) im R3, G(x) = 1|x| , genau die Lo¨sung von (P), die der Randbegingung
lim
|x|→∞
U(t, x) = 0
genu¨gt. Das mathematisch zu behandelnde Problem lautet nun (V P˜ ).
U¨ber das Vlasov-Poisson-System (V P ) liegt inzwischen eine umfangreiche
Literatur vor. Von erstem Interesse sind die Lo¨sungen des Anfangswertpro-
blems zu






f. Im Jahre 1952 bewies der Astronom R. Kurth ([Ku52])
die (t-)lokale Existenz klassischer Lo¨sungen. Die Existenz globaler klassi-
scher Lo¨sungen zu beweisen, scheiterte lange Zeit an der Singularita¨t der
Greenschen Funktion G. Fu¨r das gemittelte Problem (in dem G durch ei-
ne gegla¨ttete Singularita¨tenfunktion ersetzt wird) zeigte J. Batt ([Ba63]) die
globale Existenz klassischer Lo¨sungen. Fu¨r das ungemittelte Problem bewies
J.Batt den ersten globalen Existenzsatz in der Klasse spha¨risch symmetri-
scher Verteilungen. Unter der Vorausstezung von Zylindersymmetrie wurde
die globale Existenz in [Ho81], [Ho82] gezeigt. Der Fall kleiner Anfangsdaten
ohne Symmetrie wurde in [BaDe85] behandelt. Fu¨r allgemeine glatte An-
fangsdaten wurde schließlich die globale Existenz klassischer Lo¨sungen von
K. Pfaffelmoser ([Pf], [Pf92]) und unabha¨ngig von ihm von P.L.Lions und
B.Perthame ( [LiPe91]) bewiesen.
Zeitlich vor der Gewinnung dieses Resultats, war die globale Existenztheorie
fu¨r schwache Lo¨sungen entwickelt worden. Das erste Ergebnis im plasma-
physikalischen Fall γ = −1 stammt von A.A. Arsenev ([Ar75]). Die globale
Existenz von schwachen Lp-wertigen Lo¨sungen fu¨r γ = ±1 wurde in [HoHu84]
gezeigt.
In dieser Arbeit wird eine spezielle Klasse singula¨rer Lo¨sungen untersucht,
die sich weder in die klassischen noch in die schwachen einordnen lassen.
Aus der astrophysikalischen Literatur (z.B. [To], [FrPo]) ist bekannt, daß
viele real existierende Sternsysteme die Form einer flachen Scheibe haben.
Die Dicke dieser Scheibe ist sehr klein im Vergleich zum Durchmesser. Bei
solchen Systemen wird von der ra¨umlichen Verteilung auf einer Ebene, etwa
auf der Ebene x3 = 0 im R3 gesprochen. Wenn anfanglich alle Geschwin-
digkeiten auch entsprechend gerichtet sind, also v3 = 0 gilt, dann erwartet
man, daß die Teilchen auch fu¨r spa¨tere Zeiten im Unterraum x3 = 0, v3 = 0
bleiben. Insofern werden nur Anfangsdaten
◦
f: R2 × R2 → R+ betrachtet und
es wird nach einer Verteilung f : R+ × R2 × R2 → R+ als Lo¨sung der Glei-
chung (V ) mit x, v ∈ R2 gesucht. Obwohl die Verteilungen in diesem Fall
fu¨r t ≥ 0 nur auf R2 × R2 betrachtet werden, ist hier R2 × R2 als Unterraum
R2×{0}×R2×{0} des R3×R3 zu verstehen. Die Teilchen werden als im R2×R2
liegend gedacht und es ist offenbar, daß zwischen ihnen das 3-dimensionale
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Anziehungsgesetz wirkt. Deshalb benutzt man weiter (5) und (P˜ ) mit γ = 1
zur Definiton des Potenzials und der Anziehungskraft. Es entsteht folgendes
Gleichungssystem:

∂tf(t, x, v) + v∂xf(t, x, v) +K(t, x)∂vf(t, x, v) = 0











f(t, x, v)dv, (6)
x, v ∈ R2. In dieser Arbeit wird durchwegs γ = 1 sein, aber alle Ergebnisse
lassen sich - sogar leichter - auch fu¨r den Fall γ = −1 beweisen.
Mathematisch werden solche sogenannten ,,flachen“ Systeme durch eine dis-
tributionelle Verteilungsfunktion der Form
f˜(t, x1, x2, x3, v1, v2, v3) = f(t, x1, x2, v1, v2)δ(x3)δ(v3)
beschrieben, wobei f eine fu¨r t ≥ 0 mindestens lokal-integrierbare Funktion
von x1, x2, v1, v2 ist. Aufgrund der folgenden (formalen) Rechnung sieht man:
f˜ ist eine Distributionslo¨sung von (V P˜ ) genau dann, wenn f eine Lo¨sung des
Systems (V P ′) ist:
<< ∂tf˜ + v∂xf˜ +K∂vf˜ , σ >>=
= − << f˜, ∂tσ + v∂xσ +K∂vσ >>=
= − << fδ(x3)δ(v3), ∂tσ + v∂xσ +K∂vσ >>=
= − < f, ∂tσ(t, x¯, 0, v¯, 0) + v¯∂x¯σ(t, x¯, 0, v¯, 0) + K¯∂v¯σ(t, x¯, 0, v¯, 0) >=
= < ∂tf + v¯∂x¯f + K¯∂v¯f, σ(t, x¯, 0, v¯, 0) >,
wobei hier σ eine Testfunktion auf R+ × R3 × R3 ist, und wir fu¨r ein y =
(y1, y2, y3) ∈ R3, y¯ = (y1, y2) ∈ R2 definieren und R2 mit dem Unterraum R2×
{0} des R3 identifizieren; die Wirkung einer Distribution, die auf dem R+ ×
R3 × R3 erkla¨rt ist, bezeichnen wir durch << ·, · >>, die einer Distribution
auf dem R+ × R2 × R2 durch < ·, · >. Fu¨r die 2 ersten Komponenten der
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Kraft K haben wir formal:









Fu¨r das Problem (V P ′) werden wir das Stichwort ,,flach“ verwenden und von
,,flachen Galaxien“, ,,flachem Vlasov-Poisson-System“ sprechen. Die Funk-
tion f nennen wir ,,Lo¨sung des flachen Vlasov-Poisson-System“ oder kurz
,,flache Lo¨sung“.
Eine andere Klasse singula¨rer Lo¨sungen von (V P ) wurde von C. Dietz in
seiner Dissertation [Di] (siehe auch [DiSa99]) untersucht. Diese haben die
Form
f(t, x, v) = ρ(t, x)δ(v − u(t, x)).
Eine Distribution f von dieser Form ist Lo¨sung von (V P˜ ) genau dann, wenn
ρ und u den Euler-Gleichungen
∂tρ+ div(ρu) = 0,
ρ(∂tu+ (u · ∂x)u) = ρK
genu¨gt. Andere singula¨re Lo¨sungen, na¨mlich solche von der Form
f(t, x, v) =
N∑
i=1
αiδ(x− xi(t))δ(v − vi(t))
wurden im eindimensionalen Fall von A.Majda und Y.Zheng ([MaZh96]) be-
trachtet. Eine allgemeine Theorie singula¨rer Lo¨sungen (mit singula¨ren An-
fangsdaten) existiert bisher nicht.
Fu¨r das flache Vlasov-Poisson-System hat G. Rein in [Re99] bereits Stabi-
lita¨tsergebnisse fu¨r spha¨risch symmetrische Anfangsdaten erzielt. Er beweist
die Existenz stationa¨rer Lo¨sungen als minimierende Elemente des Energie-
Casimir-Funktionals und zeigt deren Stabilita¨t unter der Voraussetzung, daß
es globale zeitabha¨ngige Lo¨sungen gibt.
Wir untersuchen im Folgenden das System (V P ′) zur Anfangsbedingung
f(0, x1, x2, v1, v2) =
◦
f (x1, x2, v1, v2)
auf Existenz. Wir beweisen
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1. die Existenz von lokalen klassischen Lo¨sungen zu Anfangsdaten
◦
f∈ C1,αc (R2 × R2),
2. die Existenz von globalen schwachen Lp-wertigen Lo¨sungen fu¨r An-
fangsdaten
◦
f∈ C1c (R2 × R2), 1 ≤ p ≤ 2.
Wie man sieht, vermeiden wir das Auftreten der δ-Funktion in der Vlasov-
Gleichung dadurch, daß wir die Vlasov-Gleichung auf R2×R2 reduzieren. Auf
den ersten Blick gewinnen wir sogar dabei, denn jetzt haben wir nur mit 4
statt mit 6 Koordinaten zu tun. Aber diese in (V ) nicht mehr in Erscheinung
tretende δ-Singularita¨t geht nun in die Poisson-Gleichung ein. Die Haupt-
schwierigkeit liegt darin, daß der Kern ∂xG(x) =
x
|x|3 , der nach (P˜ ) und (P
′)
zur Definiton der Kraft benutzt wird, zwar noch im R3 lokal integrierbar ist,
jedoch nicht mehr im R2. Dies hat zur Folge, daß im dreidimensionalen Fall
K fu¨r ρ(t) ∈ L∞(R3) ∩ L1(R3) erkla¨rt wird, im flachen Fall wird dagegen
K durch (P ′) nicht einmal fu¨r ρ(t) ∈ Cc(R2) definiert. Dieser Unterschied
fu¨hrt versta¨rkt auf das Pha¨nomen, das in der englischen Literatur als ,,loss
of derivatives“ bezeichnet wird.
Auch bei der Gewinnung von schwachen Lo¨sungen hat man mit dieser sta¨rke-
ren Singularita¨t zu ka¨mpfen. Der singula¨re Integraloperator verliert na¨mlich
hier die Kompaktheitseigenschaften, die der entsprechende Operator im klas-
sischen dreidimensionalen Fall besitzt.
Die Arbeit ist folgendermaßen gegliedert:
Nach der Festlegung der Notationen im ersten Kapitel stellen wir im zweiten
Kapitel die wichtigsten funktionalanalytischen Hilfsmittel zusammen und er-
weitern sie. Zu diesen geho¨ren unter anderem Aussagen zur Frage, welche
Funktionenra¨ume der durch (P ′) definierte singula¨re Integraloperator in sich
abbildet. Solche Aussagen u¨ber Ho¨lder-Ra¨ume werden spa¨ter zur Gewinnung
klassischer Lo¨sungen beno¨tigt. Bemerkenswert ist, daß die ebenfalls in der
Arbeit [Di] entstehende Schwierigkeit des ,,Verlustes der Ableitungen“ durch
die Einfu¨hrung der Ho¨lderra¨ume Ck,αc behoben wird.
Fu¨r den spa¨teren Beweis der Existenz von schwachen Lo¨sungen erweitern
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wir Abscha¨tzungen vom Calderon-Zygmund-Typ auf Funktionen in Sobo-
levra¨umen. Um die fehlenden Kompaktheitseigenschaften des singula¨ren In-
tegraloperators zu kompensieren, setzen wir das Lemma von Golse-Lions-
Perthame-Sentis ([GLPS88]) ein, das auch als ,,averaging lemma“ bekannt
ist. Dieses starke Resultat hat sich bereits beim Existenzbeweis von schwa-
chen Lo¨sungen des Vlasov-Maxwell-Systems ([DPLi89]) und der Boltzmann-
Gleichung ([DPLi91]) als fundamentales Hilfsmittel erwiesen.
Im ersten Abschnitt des dritten Kapitels erinnern wir an die fu¨r unsere Arbeit
relevanten Eigenschaften klassischer Lo¨sungen des Vlasov-Poisson-Systems.
Im zweiten Abschnitt beweisen wir die lokale Existenz klassischer Lo¨sungen
des flachen Vlasov-Poisson-Systems (Satz 3.14). Im dritten Abschnitt dieses
Kapitels zeigen wir zur Vorbereitung des Beweises fu¨r die Existenz schwa-
cher Lo¨sungen die Existenz globaler klassischer Lo¨sungen des ,,modifizierten“
(,,gegla¨tteten”) flachen Vlasov-Poisson-Systems, d.h. des Systems, das ent-
steht, wenn man (V ) mit




(|x− y|2 + ε)3/2ρ(t, y)dy (P ′ε)
fu¨r ε > 0 koppelt.
Die im Abschnitt 3 von Kapitel 3 gewonnenen starken globalen Lo¨sungen des
modifizierten flachen Problem benutzen wir im vierten Kapitel, um die Exi-
stenz von schwachen Lo¨sungen des strikten Problems (d.h. fu¨r ε = 0) zu be-
weisen. Dazu scha¨tzen wir die kinetische Energie und die L2-Norm der Dichte
fu¨r die Lo¨sungen des modifizierten Problems gleichma¨ßig in ε > 0 ab. Analoge
Abscha¨tzungen sind auch fu¨r die Existenztheorie bei [HoHu84] im dreidimen-
sionalen Fall grundlegend. Entscheidend sind Aussagen und Abscha¨tzungen
von Gro¨ßen, die gleichma¨ßig in ε > 0 gelten. Diese ermo¨glichen zu zeigen,
daß die Familie von Lo¨sungen f ε der modifizierten Probleme einem Auswahl-
satz genu¨gen, und der Grenzwert einer Auswahlfolge eine globale schwache
Lo¨sung des flachen (V P ) ist. Die Eindeutigkeit schwacher Lo¨sungen bleibt
auch bei diesem Problem offen.
Ich mo¨chte meinen Dank Prof. Dr. J. Batt aussprechen, der diese Arbeit
betreut hat und ohne den sie nicht mo¨glich gewesen wa¨re. Ausserdem dan-
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ke ich Priv.-Doz. Dr. G.Rein, Priv.-Doz. Dr. G. Schlu¨chtermann und Dr.
C. Dietz fu¨r ihr reges Interesse und ihre Unterstu¨tzung. Ferner danke ich
den Tra¨gern der Graduiertenkollegs ,,Mathematik im Bereich ihrer Wechsel-
wirkung mit der Physik”, dessen Stipendiatin ich war, fu¨r ihre mannigfaltige
Unterstu¨tzung, wie auch Prof R. Glassey, Prof. C. Bardos, Prof. J. Dolbeault
und vielen anderen fu¨r ihr Interesse und hilfreiche Gespra¨che.
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1 Notationen
Mit Rn, n ∈ N bezeichnen wir den n-dimensionalen euklidschen Raum, die
euklidsche Norm darin sei |x| = (∑ni=1 |xi|2)1/2. Die Kugel vom Radius R > 0
um 0 bezeichnen wir mit BR = {x ∈ Rn : |x| ≤ R} und ihr abgeschlossenes
Komplement mit BcR = {x ∈ Rn : |x| ≥ R}. Außerdem bezeichnen wir die
Einheitsspha¨re in Rn mit Sn−1. Fu¨r das Skalarprodukt von zwei Vektoren
x, y ∈ Rn schreiben wir xy. Mit idx bezeichnen wir die Einheitsmatrix auf
Rn: fu¨r alle x ∈ Rn gilt idxx = x. Die charakteristische Funktion einer Menge
E ⊂ Rn bezeichnen wir mit XE. Ist E eine Borel-Menge, so verwenden wir
die Notation λn(E) fu¨r das Lebesgue-Maß von E. Wenn nichts anderes ver-
merkt, bezeichnet B eine offene Teilmenge des Rn oder den Abschluß einer
solchen Teilmenge.
Wir benutzen die Notationen: N0 = N ∪ {0}, R+ = {x ∈ R| x ≥ 0}.
Sei I ⊂ R ein Intervall und k ∈ N. Sei t ∈ I, x ∈ Rn. Ist B := I oder
B := Rn oder B := I ×Rn und f : B → Rk eine hinreichend glatte Funktion,
so bezeichnen wir die partielle Ableitung nach t mit ∂tf , die erste partielle
Ableitung nach xi mit ∂xif und die zweite partielle Ableitung nach xi, xj mit
∂2xi,xjf ; weiter verwenden wir fu¨r jeden Multiindex β die Notation ∂
βf . Den
Gradienten von f bezu¨glich x bezeichnen wir mit ∂xf , die zweite Ableitung
bezeichnen wir mit ∂2xf und verstehen darunter die symmetrische bilineare
Abbildung, die durch
∂2xf : R




gegeben ist. Ist Rn = Rm × Rk fu¨r ein m, k ∈ N und wollen wir die Unter-
scheidung zwischen x ∈ Rm und y ∈ Rk verdeutlichen, so schreiben wir ∂xif ,
∂yif , ∂xf , ∂yf fu¨r partielle Ableitungen und Gradient von f nach x bzw. y.
Weiter benutzen wir









und fu¨r jeden Multiindex β




Mit supp f bezeichnen wir den Tra¨ger von f .
Fu¨r m ∈ N, p ∈ [1,∞] und s ∈ R bezeichnen (Lp(B,Rk), ‖ · ‖p,B) die bekann-
ten Lp-Ra¨ume und (Hs(B), ‖ · ‖Hs(B)) die kanonischen Sobolevra¨ume mit
der Norm: ‖f‖Hs(Rn) =
∫
Rn
|f̂(x)|2(|x|2 + 1)sdx fu¨r B = Rn und ‖f‖Hs(B) =
inf
g∈Hs(Rn):g|B=f
‖g‖Hs(Rn) fu¨r offene B ⊂ Rn. Den Raum der Testfunktionen
auf offenen B bezeichnen wir mit D(B). Fu¨r die Fourier-Transformation von
f schreiben wir fˆ , wenn f von einer Variablen abha¨ngt. Ha¨ngt f von mehre-
ren Variablen, etwa von x, t ab, so benutzen wir auch die Schreibweise Ftf ,
Fxf , um zwischen den Fourier-Transformationen bezu¨glich der Variablen t, x
zu unterscheiden.
Fu¨r einen linearen beschra¨nkten Operator T : Lp(Rn) → Lp(Rn), p ∈ [1,∞]
bezeichnet ‖T‖p die Norm des Operators; ist T : Hs(Rn) → Hs(Rn), s ∈ R,
so schreiben wir ‖T‖Hs(Rn) fu¨r die Norm von T .
Fu¨r α ∈ (0, 1], k ∈ N, m ∈ N fu¨hren wir die folgenden grundlegenden Funk-
tionenra¨ume ein:
C(B,Rk) := C0(B,Rk) := {f : B → Rk|f ist stetig},
Cc(B,Rk) := {f ∈ C(B,Rk)| hat kompakten Tra¨ger},
C0,αc (B,R
k) := {f ∈ Cc(B,Rk)||f |0,α,B <∞},
Cm(B,Rk) := {f ∈ C(B,Rk)|f ist m-mal stetig differenzierbar},
Cmc (B,R
k) := {f ∈ Cm(B,Rk) ∩ Cc(B,Rk)},
Cm,α(B,Rk) := {f ∈ Cm(B,Rk)||f |m,α,B <∞},
Cm,αc (B,R
k) := {f ∈ Cmc (B,Rk)||f |m,α,B <∞},
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wobei definiert wird:
‖f‖∞,B := ess sup
x∈B
|f(x)|, fu¨r f : B → Rk
|f |m,B := sup
0≤|β|≤m
‖∂βf‖∞,B, fu¨r f ∈ Cm(B,Rk),
[f ]0,α,B := sup
x,y∈B,x6=y
|f(x)− f(y)|
|x− y|α , fu¨r f ∈ C
0,α(B,Rk),
[f ]m,α,B := sup
|β|=m
[∂βf ]α,B, fu¨r f ∈ Cm,α(B,Rk),
|f |m,α,B := |f |m,B + [f ]m,α,B, fu¨r f ∈ Cm,α(B,Rk), m ∈ N0.
Ha¨ngt eine Funktion f ∈ Cm,α(Bx × Bv,Rk) von zwei Variablen x ∈ Bx ⊂
Rn, v ∈ Bv ⊂ Rl ab, so ko¨nnen wir außerdem die Ho¨lder-Konstanten von
f bezu¨glich x und v betrachten. Bezeichnet y eine der Variablen x, v und y′
entsprechend die andere, so definieren wir
[f ](y),0,α,Bx×Bv := sup
y′∈By′
[f(·, y′)]α,By , fu¨r f ∈ C0,α(Bx ×Bv,Rk),
[f ](y),m,α,Bx×Bv := sup
|β|=m
[∂βf ](y),0,α,Bx×Bv , fu¨r f ∈ Cm,α(Bx ×Bv,Rk);
|f |(y),m,α,Bx×Bv := |f |m,Bx×Bv + [f ](y),m,α,Bx×Bv .
Ist k in einem Abschnitt fest, so lassen wir den Wertebereich Rk in den
oberen Definitionen weg. Stimmt B mit dem ganzen Raum Rn u¨berein, so
lassen wir B in den Bezeichnungen der Normen weg. Ist schließlich B = BR,
so schreiben wir
‖f‖∞,B =: ‖f‖∞,R,
|f |m,B =: |f |m,R,
[f ]m,α,B =: [f ]m,α,R,
|f |m,α,B =: |f |m,α,R.
Außerdem verwenden wir die Schreibweise |||f |||2 := ‖f‖2,I×R2×R2 .
Ist X ein Banachraum, so bezeichnen wir mit X ′ den Raum der linearen
stetigen Funktionale auf X. Fu¨r ein x ∈ X und x′ ∈ X ′ bezeichnet < x′, x >
die Wirkung von x′ auf x. Den Raum X, versehen mit seiner schwachen
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Topologie, bezeichnen wir mit (X, σ(X,X ′)). Die Konvergenz einer Folge
(xn)n∈N ⊂ X gegen ein x ∈ X in dieser Topologie wird durch xn ⇀ x be-
zeichnet. Die schwache Topologie von Lp(Rn) fu¨r 1 ≤ p <∞ wird mit σ(p, p′)
bezeichnet mit dem zu p konjugierten p′.
Schließlich benutzen wir stets, wenn nichts anderes vermerkt ist, die No-
tation C(x1, . . . , xn), um eine Konstante, die nur von den Gro¨ßen x1, . . . , xn
abha¨ngt, zu bezeichnen, ohne auf die genaue Beschreibung der Konstanten
einzugehen. Wollen wir jedoch die letzte in einer Reihe von solchen Konstan-




In diesem Kapitel bereiten wir die mathematischen Grundlagen fu¨r die spa¨te-
ren Existenzsa¨tze vor. Wichtig ist die Wahl von passenden Grundra¨umen.
Die meisten Schwierigkeiten wird uns der singula¨re Integraloperator berei-
ten. Deswegen suchen wir nach den Ra¨umen, die unter der Wirkung dieses
Integraloperators erhalten bleiben. Wir haben zwei Sorten solcher Ra¨ume:
Ho¨lderra¨ume Ck,α liegen den klassischen Lo¨sungen zugrunde; Lp-Ra¨ume den
schwachen Lo¨sungen.
Fu¨r ein ε > 0, 0 < η < δ und ein meßbares e : Rn → Rm definieren wir
zuna¨chst formal folgende Operatoren, die auf f ∈ Lp(Rn,Rm), 1 < p < ∞
oder f ∈ C0,α(Rn,Rm), 0 < α < 1 wirken:












T ,δe (f) := limη→0T
η,δ
e (f). (10)
Fu¨r die meßbare Funktion e : Rn → Rm setzen wir im folgenden voraus:




∃B > 0 mit
e2) ∀x 6= 0 |e(x)| ≤ B|x|−n,
e3) ∀y 6= 0 ∫
|x|≥2|y|
|e(x− y)− e(x)|dx ≤ B.
Außerdem betrachten wir fu¨r eine meßbare Funktion Ω : Rn \{0} → Rm
folgende Eigenschaften:







es gibt B0 > 0, so daß
Ω3) ∀x ∈ Sn−1 gilt |Ω(x)| ≤ B0;
Ω4) Ω erfu¨llt die Dini-Bedingung, d.h.











Ohne Einschra¨nkung der Allgemeinheit betrachten wir nur den Fall von ska-
larwertigen Ω, also den Fall m = 1. Der allgemeine Fall m > 1 ergibt sich
dann, wenn wir die skalare Theorie komponentenweise anwenden.
Daneben betrachten wir fu¨r stetig differenzierbare Funktionen Ω¯ : R+ → R
folgende Eigenschaften:
∃ω¯ > 0, so daß ∀ r ∈ R+ gilt:
Ω¯1) 0 ≤ Ω¯(r) ≤ ω¯,





r→∞ Ω¯(r) =: ω¯
∗ ≤ ω¯
folgt.
Bemerkung 2.1 Erfu¨lle Ω die Bedingungen Ω1)−Ω4) mit B0, Ω¯ erfu¨lle die




die Eigenschaften e1)− e3) mit einer Konstanten B = C(n)B0ω¯, wobei C(n)
nur von n abha¨ngt.
Beweis. Wir orientieren uns an Satz 3 aus [St, S.39]. Dort ist der Fall Ω¯ = 1
betrachtet worden. Im folgenden setzen wir Ω¯(x) := Ω¯(|x|).
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Die Bedingung e1) folgt aus Ω1) und Ω2). Wegen Ω1) gilt fu¨r alle x 6= 0
|Ω(x)| ≤ B0, und daher
|e(x)| = |Ω(x)||x|n Ω¯(|x|) ≤
B0ω¯
|x|n ,
also haben wir e2) gezeigt. Um e3) zu zeigen, schreiben wir∫
|x|≥2|y|














∣∣∣∣∣ 1|x− y|n − 1|x|n
∣∣∣∣∣ dx =: I1 + I2 + I3.
Um I3 abzuscha¨tzen, stellen wir zuerst fest, daß fu¨r alle x, y mit |x| ≥ 2|y|
und alle θ ∈ [0, 1] gilt
|y| ≤ |x|
2









||x|n − |x− y|n|






















Also folgt |I3| ≤ C(n)B0ω¯. Um I1 abzuscha¨tzen, bemerken wir, daß der
euklidische Abstand auf der Einheitsspha¨re fu¨r |x| ≥ 2|y| die Abscha¨tzungen∣∣∣∣∣ x− y|x− y| − x|x|
∣∣∣∣∣ = |(x− y)|x| − x|x− y|||x− y||x| ≤

































wobei wir Ω¯1) und Ω¯4) benutzt haben.
Nun scha¨tzen wir I2 ab. Wir bemerken, daß fu¨r |x| ≥ 2|y| und θ ∈ [0, 1]
Abscha¨tzungen
|x− θy| ≥ |x| − θ|y| ≥ 2|y| − θ|y| ≥ |y|
und dann
|x− y| ≤ |x− θy|+ |(1− θ)y| ≤ 2|x− θy|





















wobei wir auch Ω4) benutzt haben. Insgesamt sehen wir, daß e2), e3) mit der
Konstanten B erfu¨llt sind.2
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Fu¨r ein e : Rn → Rm, δ > 0 definieren wir eine Hilfsfunktion
eδ(x) :=
{
e(x) : |x| ≥ δ
0 : sonst.
2.1 Ho¨lderabscha¨tzungen fu¨r singula¨re Integralopera-
toren
In diesem Abschnitt betrachten wir e(x) :=
Ω(x)
|x|n . Das Ziel des folgenden
Satzes ist es zu zeigen, daß die zuna¨chst formale Definition (8) einen stetigen
Operator Te : C
0,α
c (Rn)→ C0,α(Rn) definiert. Dafu¨r werden wir in C0,αc (Rn),
0 < α < 1 die folgende a¨quivalente Norm ([St], S.146; [Ca61]) benutzen:
|f |0,α ∼ ‖f‖∞ + sup
x,h∈Rn)
|f(x+ 2h)− 2f(x) + f(x− 2h)
|h|α .
Satz 2.2 Ω erfu¨lle die Vorausetzungen Ω1) − Ω4) mit B0. Dann existiert
fu¨r alle Funktionen ρ ∈ C0,αc (Rn) der Limes aus (8) in L∞(Rn) und gilt
Teρ ∈ C0,α(Rn). Außerdem gilt: Fu¨r jedes n ∈ N und α ∈]0, 1[ existiert eine
Konstante A = A(n, α, B0), so daß fu¨r alle Funktionen ρ ∈ C0,αc (Rn) mit
suppρ ⊂ BR fu¨r ein R > 0 gilt
|Teρ|0,α ≤ ARα|ρ|0,α.
Beweis. Da Ω Ω1) − Ω4) besitzt, erfu¨llt nach Bemerkung 2.1 e die Eigen-
schaften e1) − e3) mit einer Konstanten B = B(B0). Sei ρ ∈ C0,αc (Rn). Wir
betrachten zuerst den Fall supp ρ ⊂ B1. Dabei benutzen wir die Idee des
Beweises von [Ta], der den Fall eines periodischen ρ betrachtet (siehe auch
[Pr], [CaZy]).











(ρ(x− z)− ρ(x))eδ(z)dz +
∫
Bc1
ρ(x− z)eδ(z)dz =: I1 + I2
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|ρ(x− z)|dz ≤ BC(n)‖ρ‖1 ≤ BC(n)‖ρ‖∞,
da wegen e2) |eδ(z)| ≤ B fu¨r |z| > 1 und wegen suppρ ⊂ B1 ‖ρ‖1 ≤ C(n)‖ρ‖∞
gilt. Also gilt
‖Teδρ‖∞ ≤ BC(n, α)[ρ]0,α +BC(n)‖ρ‖∞ ≤ BC(n, α)|ρ|0,α.
Analog gilt fu¨r δ2 > δ1 > 0








2 − δα1 ).
Daraus folgt, es gibt ein ρ∗ ∈ L∞(Rn) mit ‖Teδρ− ρ∗‖∞ → 0 fu¨r δ → 0 und
‖ρ∗‖∞ ≤ C(n, α)|ρ|0,α. (11)
Wir wollen beweisen: Fu¨r alle h, |h| < 1/6 gilt
‖ρ∗(·+ 2h)− 2ρ∗(·) + ρ∗(· − 2h)‖∞ ≤ A1|ρ|0,α|h|α










Sei d(x, h, z) := ρ(x− z + 2h)− 2ρ(x− z) + ρ(x− z − 2h). Dann haben wir
Teδρ(x+ 2h)− 2Teδρ(x) + Teδρ(x− 2h) =




d(x, h, z)eδ(z)dz =: D(x, h) + I(x, h).
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Wegen suppρ(x + 2h − ·) ⊂ B1(x + 2h), suppρ(x − ·) ⊂ B1(x), suppρ(x −
2h − ·) ⊂ B1(x − 2h), gilt suppd(x, h, ·) ⊂ B1+2|h|(x) ⊂ B4/3(x). Außerdem
gilt fu¨r alle x, z, h ∈ Rn |d(x, h, z)| ≤ [ρ]0,α|h|α. Deswegen erhalten wir












(ρ(x− z)− ρ(x+ h))eδ(z)dz =: I1(x, h) + I2(x, h),
wobei wir wieder e1) benutzt haben. Fu¨r I1 gilt offenbar
























(ρ(x+ h− z)− ρ(x+ h))eδ(z − h)dz.
Wir zeigen jetzt
‖g(·, h)‖∞ ≤ C(n, α)[ρ]0,α|h|α
23
fu¨r ein geeignetes C(n, α). Sei G1h := {z : 3|h| < |z| ≤ 1}, G2h := {z : 3|h| <










(ρ(x+ h− z)− ρ(x+ h))eδ(z − h)dz.
Wir scha¨tzen nun das zweite Integral ab. Die Abscha¨tzung fu¨r das erste ergibt


















|ρ(x+ h− z)− ρ(x+ h)||eδ(z − h)|dz =: J1(x, h) + J2(x, h).
Da nun wegen e2) und 3|h| ≤ |z|
|eδ(z − h)| ≤ B|z − h|n ≤
3nB
2n|z|n
gilt, erhalten wir mit der Ho¨lder-Beschra¨nktheit von f













[ρ]0,α(1− (1− |h|)α) ≤ BC(n)
α
[ρ]0,α|h|α.
Analog gilt fu¨r J2(x, h)











was die gewu¨nschte Abscha¨tzung fu¨r g(x, h) zeigt.

















(ρ(x− h− z)− ρ(x− h))eδ(z − h)dz +
+l(x− 2h, h).
Daraus folgt




(ρ(x+ h− z)− ρ(x+ h) + ρ(x− h)− ρ(x− h− z)) ·
·(eδ(z + h)− e(z − h))dz + l∗(x, h) =: P (x, h) + l∗(x, h),
wobei
l∗(x, h) = l(x+ 2h,−h)− l(x, h)− l(x,−h) + l(x− 2h, h)
mit ‖l∗(·, h)‖∞ ≤ C|ρ|0,α|h|α. Wie im Beweis von Bemerkung 2.1 (mit Ω¯ = 1),
gibt es eine Konstante C(n) > 0, die nur von n abha¨ngt, so daß fu¨r |h| ≤ 1/6
gilt ∫
3|h|<|z|≤1
|eδ(z + h)− eδ(z − h)|dz ≤ B0C(n).
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Dann gilt:
‖P (·, h)‖∞ ≤ 2[ρ]0,α|h|α
∫
3|h|<|z|≤1
|eδ(z + h)− eδ(z − h)|dz ≤
≤ C(n)B0[ρ]0,α|h|α.
Damit haben wirD(x, h) abgescha¨tzt. Insgesamt haben wir also fu¨r alle x, h ∈
Rn, |h| ≤ 1/6 gezeigt
|Teδ(x+ 2h)− 2Teδ(x) + Teδ(x− 2h)| ≤ C(n, α) max{B,B0}[ρ]0,α|h|α.
Da nun
Teδ(·+ 2h)− 2Teδ(·) + Teδ(· − 2h)→ ρ∗(·+ 2h)− 2ρ∗(·) + ρ∗(· − 2h)
in L∞(Rn) und unsere Abscha¨tzungen von δ nicht abha¨ngen, gilt fu¨r alle
|h| ≤ 1/6 auch
‖ρ∗(·+ 2h)− 2ρ∗(·) + ρ∗(· − 2h)‖∞ ≤ C(n, α)|ρ|0,α|h|α.
Fu¨r |h| > 1/6 gilt mit (11)
‖ρ∗(·+ 2h)− 2ρ∗(·) + ρ∗(· − 2h)‖∞ ≤ 4‖ρ∗‖∞ ≤
≤ 4 · 6α‖ρ∗‖∞|h|α ≤ C(n, α)|ρ|0,α|h|α,
also. [ρ∗]0,α ≤ C(n, α)|ρ|0,α. Mit (11) erhalten wir jetzt auch |ρ∗|0,α ≤ A|ρ|0,α
mit einer geeigneten Konstanten A = A(n, α, B0). Damit haben wir den Fall
suppρ ⊂ B1 komplett untersucht.
Wir nehmen jetzt supp ρ ⊂ BR, R > 1 an. Wir definieren eine Hilfsfunk-
tion ρ1(x) := ρ(Rx). Es gilt supp ρ1 ⊂ B1. Dann gilt die Ungleichung:
|Teρ1|0,α ≤ A|ρ1|0,α.

































|Rx− z|n dz = Teρ(Rx).






Insgesamt haben wir also
|Teρ|0,α = [Teρ]0,α + ‖Teρ‖∞ = 1
Rα
[Teρ1]0,α + ‖Teρ1‖∞ ≤
≤ |Teρ1|0,α ≤ A|ρ1|0,α ≤ A([ρ]0,α +Rα‖ρ‖∞) ≤ ARα|ρ|0,α.2
Bemerkung 2.3 Die Funktion Ω : x 7→ x|x| genu¨gt den Bedingungen Ω1)−
Ω4) mit B0 = 1.
2.2 Lp− und Hs-Abscha¨tzungen fu¨r singula¨re Integral-
operatoren
Wie im vorangehenden Abschnitt betrachten wir ohne Einschra¨nkung der
Allgemeinheit nur den Fall m = 1.
Der folgende Satz zeigt insbesondere, daß die zuna¨chst formalen Definitionen
(7),(9) lineare beschra¨nkte Operatoren T εe , T
ε,δ
e : L
p(Rn) → Lp(Rn) definie-
ren, daß die Grenzwerte in (8),(10) in Lp(Rn) existieren und die so definierten
Operatoren auch linear und beschra¨nkt sind.
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Satz 2.4 (Calderon-Zygmund-Ungleichung) Sei p ∈]1,+∞[. Dann gilt
1) ∀B > 0 ∃Ap = Ap(B) > 0 ∀e mit e1)− e3) bzgl. B ∀ε > 0 gilt
‖T εe ‖p ≤ Ap.
2) ∀f ∈ Lp(Rn) existiert der Limes Te(f) := lim
ε→0T
ε
e (f) in L
p(Rn) gleichma¨ßig
fu¨r alle e, die e1)− e3) mit derselben Konstanten B erfu¨llen.
3) Te : L
p(Rn)→ Lp(Rn) erfu¨llt ebenfalls die Abscha¨tzung aus 1).
Der Beweis von 1) und 3) ist in [St, S.35-38] durchgefu¨hrt worden. Wir
zeigen nur die Gleichma¨ßigkeit des Limes in Punkt 2). Dafu¨r nehmen wir
zuerst f ∈ C1c (Rn) an. Sei dabei der Tra¨ger von f in der Kugel vom Radius
r. Dann gilt mit der Eigenschaft e1)











Es gilt e · XBc1(0) ∈ Lp(Rn) wegen der Eigenschaft e2). f liegt in L1(Rn).
Deswegen gilt e · XBc1(0) ∗ f ∈ Lp(Rn), also liegt das erste Integral in Lp(Rn).
Die Funktion unter dem zweiten Integral kann aufgrund der Eigenschaft e2)
und der Differenzierbarkeit von f so abgescha¨tzt werden:
|e(y)(f(x− y)− f(x))| ≤ B|y|−n · ‖∂xf‖∞|y|.
Das zweite Integral hat seinen Tra¨ger in der Kugel vom Radius r + 1. Also
konvergiert es fu¨r ε → 0 in Lp(Rn) gleichma¨ßig fu¨r alle e mit derselben
Konstanten B.
Ein allgemeines f ∈ Lp(Rn) kann durch ein f ∈ C1c (Rn) approximiert werden,
und die Behauptung ergibt sich dann mit Hilfe 1) aus
Tef − T εe f = Te(f − f1)− T εe (f − f1) + (Te − T εe )f1
und
‖Te(f − f1)‖p, ‖T εe (f − f1)‖p ≤ Ap‖f − f1‖p,
wobei die letzen Abscha¨tzungen offenbar gleichma¨ßig fu¨r alle e mit derselben
Konstanten B gelten. 2
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Korollar 2.5 Gilt ρ ∈ Lp([0, T ] × Rn), so gilt auch ((t, x) 7→ Teρ(t)(x)) ∈
Lp([0, T ]× Rn). U¨berdies gilt
‖Teρ‖Lp([0,T ]×Rn) ≤ Ap‖ρ‖Lp([0,T ]×Rn)
mit der Konstanten Ap aus Satz 2.4.
Beweis. Gilt ρ ∈ Lp([0, T ]×Rn), so gilt fu¨r fast alle t ∈ [0, T ]: ρ(t) ∈ Lp(Rn).












= Ap‖ρ‖Lp([0,T ]×Rn). 2
Satz 2.6 Erfu¨lle e die Eigenschaften e1)− e3) mit der Konstanten B. Dann
gilt:
1) ∀δ > 0 gilt eδ ∈ L2(Rn).
2) ∃C = C(n) ∀δ > 0 gilt
‖êδ‖∞ ≤ CB.
Beweis [St, S.36].
Satz 2.7 Erfu¨lle e die Voraussetzungen von Bemerkung 2.1. Dann gilt:
1) ∃m ∈ L∞(Rn), so daß fu¨r alle f ∈ L2(Rn) :
T̂ef = mf̂.
Mit der Konstanten C > 0 aus Satz 2.6 gilt:
2) Man hat die Darstellung




3) Sei s ∈ R. Dann gilt:
Ist f ∈ L2(Rn) ∩Hs(Rn), so gilt auch Tef ∈ Hs(Rn) und
‖Te‖Hs(Rn) ≤ CB.
4) Sei s ∈ R, T > 0. Dann gilt:
Ist f ∈ Hs([0, T ]×Rn)∩L2(BR×Rn), so ist auch Tef ∈ Hs([0, T ]×Rn) und
‖Te‖Hs([0,T ]×R2) ≤ CB.




e(x) : δ ≤ |x| ≤ η
0 : sonst.
Fu¨r diese Funktion gilt eδ,η ∈ Lp(Rn), p ∈ [1,∞], und fu¨r alle f ∈ L2(Rn)
haben wir die Darstellung
̂eδ,η ∗ f = êδ,ηf̂ . (14)
Wir beweisen zuna¨chst:
a) ∃C∗ ∀δ, η > 0, δ < η
‖êδ,η‖∞ ≤ C∗,





Dafu¨r fu¨hren wir fu¨r x 6= 0 Polarkoordinaten ein. Wir bezeichnen
R := |x|, x′ := x/R, r := |y|, y′ := y/r, also x′, y′ ∈ Sn−1, R, r > 0.









































gilt. Sei λ := 2piRx′y′, µ := 2piR. Die Menge {y′ ∈ Sn−1, x′y′ = 0} ist eine
Nullmenge auf Sn−1. Daher setzen wir λ 6= 0 voraus. Wir betrachten zuerst





dr = ln(|λ|/µ) = ln |x′y′| = − ln 1/|x′y′| ≤ 0 (15)






∣∣∣∣∣∣∣ ≤ ln 1/|x′y′|. (16)
In der Tat, fu¨r ξ = 0 ist dies bereits erfu¨llt. Sei also ξ > 0. Wir bemerken, daß










































































Jetzt benutzen wir (15) und schließen daraus mit dem Abelschen Satz ([Fi],
S. 585): Fu¨r alle y′ ∈ Sn−1 mit x′y′ 6= 0 existiert der Grenzwert








da die Funktion Ω¯ monoton und beschra¨nkt ist. Mit dem zweiten Mittelwert-

























∣∣∣∣∣∣∣ ≤ 2ω¯ ln 1/|x′y′|.
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Da die letzte Abscha¨tzung gleichma¨ßig in η, δ ist, folgt sofort auch
|φ(x, y′)| ≤ 2ω¯ ln 1/|x′y′|
und ∫
Sn−1
|φ(x, y′)|dSn−1 ≤ 2ω¯
∫
Sn−1
ln 1/|x′y′|dSn−1 ≤ Cω¯
fu¨r alle y′ ∈ Sn−1 mit x′y′ 6= 0. Weiter folgt
|Re êδ,η| ≤ Cω¯
∫
Sn−1
ln 1/|x′y′||Ω(y′)|dSn−1 ≤ Cω¯B0
∫
Sn−1
|φ(x, y′)|dSn−1 ≤ C∗.






























Ω¯(r)dr =: ψ(x, y′)

















dt ist in δ stetig und besitzt Grenzwerte fu¨r δ → 0 und





dt ist in δ, η







gleichma¨ßig in δ, η. Deswegen gilt auch
|ψ(x, y′)| ≤ ω¯C
mit einer von λ unabha¨ngigen Konstanten C. Wegen der Beschra¨nktheit von
Ω gilt weiter
|Im êδ,η| ≤ Cω¯
∫
Sn−1
|Ω(y′)|dSn−1 ≤ Cω¯B0 =: C∗
und ∫
Sn−1




Dies zeigt die Eigenschaft a), und aus dem Satz von Lebesgue folgt die Exi-















Nach dem Satz von Plancherel konvergiert daher auch eδ,η ∗f fu¨r δ → 0, η →
∞ in L2(Rn) fu¨r jedes f ∈ L2(Rn), und zwar gegen Tef , was insgesamt 1)
34
und 2) beweist.








|m(x)|2|f̂(x)|2(|x|2 + 1)sdx ≤
≤ ‖m‖2∞‖f‖2Hs(Rn).
Wenden wir jetzt 2) an, so bekommen wir die Abscha¨tzung
‖Tef‖Hs(Rn) ≤ BC‖f‖Hs(Rn),
die die Behauptung 3) zeigt.
4) Fu¨r f ∈ L2([0, T ]× Rn) gilt nach Satz 2.7
Ft,x Tef(t)(·, y) = Ft (FxTef(t)) (y) = Ft ̂Tef(t)(y) =
= Ft(m(y)f̂(t)(y) = m(y)Ftf̂(t)(y) =
= m(y) (Ft,xf) (·, y).


















|Ft,xf(τ, y)|2(|y|2 + |τ |2 + 1)s dy dτ ≤
≤ ‖m‖2∞‖f‖2Hs((0,T )×Rn) ≤ (CB)2‖f‖2Hs((0,T )×Rn),
wobei wir 1) benutzt haben. 2
Bemerkung 2.8 Das Besondere an der Aussage 1) aus dem letzten Satz
ist, daß sie eine Verallgemeinerung der Gleichung ̂e ∗ f = êf̂ darstellt, die
fu¨r e, f ∈ L2(Rn) gilt. Die Aussage 4) ist fu¨r uns wichtig, weil wir bei der
Behandlung schwacher Lo¨sungen die Abscha¨tzungen der Form
‖Te‖2 ≤ BC
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beno¨tigen, aus der ersichtlich ist, wie Abscha¨tzungen der Operatornorm ‖Te‖2
von B abha¨ngen. Solche Abscha¨tzungen, aus denen die Abha¨ngigkeit von B
hervorgeht, beno¨tigen wir nicht fu¨r die Operatornorm ‖Te‖p, p ∈]1, 2[. Es
wa¨re mo¨glich, solche Abscha¨tzungen durch Interpolation zwischen L1(Rn) und
L2(Rn) zu erhalten, beziehungsweise durch Interpolation zwischen L2(Rn) und
L∞(Rn) fu¨r p ∈ [2,∞[.
Lemma 2.9 Fu¨r ein f, σ ∈ L2([0, T ] × R2) gilt gleichma¨ßig fu¨r alle e, die




σ(t, x)T ,δe f(t)(x)dxdt→ 0, fu¨r δ → 0.
Beweis. Wir betrachten zuna¨chst nur Testfunktionen der Form σ = σ1σ2,
σ1 ∈ C([0, T ]), σ2 ∈ Cc(R2).
In der folgenden Rechnung ist lim































































σ1(t)f(t, y)dt, y ∈ R2.

















1/2 = ‖σ‖2|||f |||2.
Aufgrund der Gleichung T ,δe = Te−T δe und nach Satz 2.4 gilt fu¨r jede Funktion
f ∈ L2(R2):
‖T ,δe f‖2 = ‖Tef − T δe f‖2 → 0 fu¨r δ → 0
gleichma¨ßig fu¨r alle e, die die Bedingungen e1)−e3) mit derselben Konstanten








∣∣∣∣∫ σ2(x)T ,δe fσ1(x)dx∣∣∣∣ ≤
≤ ‖σ2‖2‖T ,δe fσ1‖2 → 0 fu¨r δ → 0
gleichma¨ßig fu¨r e. Der Fall eines allgemeinen σ ∈ L2([0, T ] × R2) ergibt sich







mit σm1 ∈ C([0, T ]), σm2 ,∈ Cc(R2),m = 1, . . . N in L2([0, T ]× R2) . Denn wir
ko¨nnen schreiben∫ ∫











































Nun kann man fu¨r ein vorgegebenes η > 0 ein N(η) ∈ N und σm1 ∈ C([0, T ]),
σm2 ∈ Cc(R2), m = 1, . . . N(η) finden, so daß dieser Term klein als η/2 wird.
Fu¨r diese σm1 , σ
m
2 ,m = 1, . . . N(η) konvergiert der zweite Term gegen 0 fu¨r
n → ∞, wie wir es fu¨r die separierenden Funktionen bereits oben gezeigt
haben. Also findet sich ein n0(η) > 0, so daß fu¨r alle n > n0(η) der zweite
Term auch kleiner als η/2 wird. Daraus folgt die Behauptung. 2
Lemma 2.10 Sei σ ∈ C1c (Rm) und 0 < s < 1.
Dann gilt: ∀f ∈ Hs(Rm) ist fσ ∈ Hs(Rm) und ∃C(σ, s) mit ‖fσ‖2Hs(Rm) ≤
C(σ, s)‖f‖2Hs(Rm).
Beweis. Z.B. [Wl, s.71].
2.3 Das Lemma von Golse-Lions-Perthame-Sentis
Lemma 2.11 (Golse-Lions-Perthame-Sentis) Sei m ∈ N0, R ∈]0,+∞],
und es sei ψ ∈ D(BR).
Dann ∃C = C(m,R, ψ) > 0 ∀f ∈ L2(R × Rn × BR) und fu¨r jede Familie
(gη)|η|≤m,η∈Nn0 ⊂ L2(R× Rn ×BR) mit
∂tf + v · ∂xf =
∑
|η|≤m
Dηvgη in D′(R× Rn ×BR)
gilt ∫
BR
f(·, ·, v)ψ(v)dv ∈ Hs(R× Rn)















Beweis [GLPS88]. In dieser Variante siehe auch [Kr].
2.4 Kompaktheitssa¨tze
Satz 2.12 (Dunford-Pettis) Eine Teilmenge F ⊂ L1(Rn) ist relativ
schwach kompakt genau dann, wenn gilt:








|f(z)|dz → 0, R→∞ gleichma¨ßig fu¨r f ∈ F .
Beweis: z.B. in [DuSc]
Satz 2.13 Sei I ein separabler topologischer Raum und sei X ein Banach-
Raum. Sei F eine Familie von Funktionen f : I → X, so daß gilt:
(i) ∀t ∈ I {f(t); f ∈ F} ist relativ schwach kompakt,
(ii) ∀x′ ∈ X ′ ist {x′ ◦ f ; f ∈ F} gleichgradig stetig.
Dann gilt: fu¨r jede Folge (fn)n∈N ⊂ F existiert eine Teilfolge (fin)n∈N und
eine stetige Funktion f0 : I → (X, σ(X,X ′)), so daß ∀x′ ∈ X ′ x′◦fin → x′◦f0
gleichma¨ßig auf I .
Beweis: [HoHu84]
Satz 2.14 Seien s1, s2 ∈ R, s1 < s2 und B ⊂ Rn offen. Dann gilt:
1. Die Einbettung Hs2(B) ⊂ Hs1(B) ist stetig.
2. Ist außerdem B beschra¨nkt, so ist diese Einbettung kompakt.
Beweis von 1. siehe [BeLo], S. 153. Punkt 2. ist in [Wl] fu¨r 0 ≤ s1 < s2 bewie-
sen worden. Um den Fall s1 < s2 ≤ 0 behandeln zu ko¨nnen, benutzen wir die
Dualita¨t und Reflexivita¨t von Sobolev-Ra¨umen mit positiven und negativen
Indizes. Wir betrachten den Einbettungsoperator ls2,s1 : H
s2(B) → Hs1(B),
s1 < s2 ≤ 0 und den zu ihm konjugierten Operator l∗s2,s1 : H−s1(B) →
H−s2(B), der fu¨r alle σ∗ ∈ H−s1(B) durch σ∗ 7→ σ∗ls2,s1 definiert ist. Wir
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wollen zeigen, daß dieser konjugierte Operator mit dem Einbettungsoperator
l−s1,−s2 : H
−s1(B) → H−s2(B) u¨bereinstimmt. In der Tat, es gilt fu¨r alle
σ∗ ∈ H−s1(B)
l∗s2,s1σ
∗ = σ∗ls2,s1 .
Dies ist im Sinne von Funktionalen zu verstehen, also gilt fu¨r alle φ ∈ Hs2(B)
l∗s2,s1σ
∗φ = σ∗ls2,s1φ. (17)
Fu¨r die Funktionale φ ∈ Hs2(B) gilt ls2,s1φ = φ|Hs1 (B), d.h. fu¨r σ∗ ∈ H−s1(B)
gilt ls2,s1φσ
∗ = φσ∗, oder a¨quivalent σ∗ls2,s1φ = σ




Fu¨r die Funktionen σ∗ gilt l−s1,−s2σ




Da dies fu¨r alle φ ∈ Hs2(B) und σ∗ ∈ H−s1(B) gilt, schließen wir
l∗s2,s1 = l−s1,−s2
als Operator H−s1(B)→ H−s2(B).
Der Operator l−s1,−s2 , 0 ≤ −s2 < −s1 ist kompakt, wie wir oben bemerkt
haben. Da nach dem Satz von Schauder ein Operator genau dann kompakt
ist, wenn der konjugierte kompakt ist, ist auch der Operator ls2,s1 kompakt.
Der Fall s1 ≤ 0 ≤ s2 folgt aus den beiden oben Betrachteten. 2
2.5 Das Lemma von Gronwall
Lemma 2.15 (Gronwall) Sei Φ stetig auf [a, b]. Sei α, β ∈ C([a, b]), α <
β, β ≥ 0.
1. Gilt auf [a, b]



















2. Gilt auf [a, b]


















Korollar 2.16 Seien die Voraussetzungen von Lemma 2.15 erfu¨llt und sei
außerdem auch α ≥ 0 auf [0, T ].
1. Gilt auf [a, b]







so gilt dort auch







2. Gilt auf [a, b]







so gilt dort auch









3.1 Eigenschaften klassischer Lo¨sungen
Wir betrachten zuerst die Bewegung eines Teilchens im R2 × R2 in einem
Kraftfeld K(t, x) auf dem Zeitintervall I mit linkem Randpunkt 0. Wir setzen
voraus, daß K ∈ C1(I × R2) und fu¨r jedes kompakte Teilintervall J ⊂ I




Fu¨r dieses System sind folgende Aussagen bekannt.
Lemma 3.1 Es gilt:
1. Fu¨r alle t ∈ I und alle Anfangsdaten z ∈ R2×R2 existiert eine eindeu-
tige Lo¨sung s 7→ Z(s, t, z) auf I von (18) mit Z(t, t, z) = z;
2. Die Abbildung Z : I × I × R2 × R2 → R2 × R2 ist stetig differenzier-
bar und Z(s, t, ·) : R2 × R2 → R2 × R2 ist ein C1-Diffeomorphismus
mit der Inversen Z(t, s, ·), s, t ∈ I (eine solche Abbildung nennen wir
“Phasenstrom”);
3. Die Abbildung Z(s, t) : R2 × R2 → R2 × R2 ist maßerhaltend, d.h.
det∂zZ(s, t, z) = 1,
s, t ∈ I, z ∈ R2 × R2;
4. Die Abbildung ∂tZ genu¨gt dem System
∂tX(s, t, z) = −v −
t∫
s
∂tV (τ, t, z)dτ
∂tV (s, t, z) = −K(t, x)−
t∫
s
∂xK(τ,X(τ, t, z))∂tX(τ, t, z)dτ,
s, t ∈ I, z ∈ R2 × R2.
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5. Die Abbildung ∂zZ erfu¨llt das System{
∂s∂zX(s, t, z) = ∂zV (s, t, z)
∂s∂zV (s, t, z) = ∂xK(t,X(s, t, z))∂zX(s, t, z)
zur Anfangsbedingung ∂zZ(t, t, z) = idz.
Lemma 3.2 Es gilt:
1. Eine Funktion f ∈ C1(I × R2 × R2) erfu¨llt (V ) genau dann, wenn f
konstant la¨ngs jeder Lo¨sung von (18) ist;
2. Fu¨r
◦
f∈ C1(R2 × R2) ist die Funktion f(t, z) :=◦f (Z(0, t, z)), t ∈ I, z ∈






f∈ Lp(R2 × R2), dann ist f(t)∈ Lp(R2 × R2) und es gilt
‖f(t)‖p = ‖
◦
f ‖p, t ∈ I, p ∈ [1,∞].
3.2 Das singula¨re Problem
3.2.1 Das Potenzial
In diesem Abschnitt studieren wir die Eigenschaften des Potenzials U , das




(zuna¨chst formal) definiert ist. Die sich aus Bedingungen an ρ ergebenden
Eigenschaften fu¨r U folgern wir zum Teil aus Satz 2.2, zu einem anderen Teil
aus dem folgenden Lemma.
Lemma 3.3 Ist ρ ∈ C1,αc (R2), so ist U ∈ C2,α(R2). Ist suppρ ⊂ BR, so hat
man im einzelnen:
1. ‖U‖∞ ≤ 2piR‖ρ‖∞,
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|x− y|3ρ(y)dy = V.P.
∫ x− y
|x− y|3ρ(y)dy
und erfu¨llt die Abscha¨tzung
|∂xU |0,α ≤ A(α)Rα|ρ|0,α
mit der Konstanten A(α) aus Satz 2.2.
3. Fu¨r i, j = 1, 2 gilt






|∂2xU |0,α ≤ A(α)Rα|ρ|1,α.
















Damit erhalten wir die angegebene Abscha¨tzung. Weil ρ u¨berdies stetig ist
und der Kern 1|x| lokal integrierbar, ist U insbesondere auch stetig.
2. Wegen der Glattheit von ρ existiert ∂xρ und ist wegen der Kompaktheit
des Tra¨gers insbesondere integrierbar. Dann ist auch U differenzierbar und










Mit der Greenschen Formel erhalten wir dann
∂xU(x) = −
∫ 1







































|x− y|α[ρ]0,αdSy = εα−1[ρ]0,α2piε→ 0 fu¨r ε→ 0.
Das zeigt die gewu¨nschte Darstellung.
Setzen wir nun Ω(x) := x|x| und e(x) :=
Ω(x)
|x|2 , so ko¨nnen wir Satz 2.2 im
Zusammenhang mit Bemerkung 2.3 anwenden und erhalten ∂xU ∈ C0,α(R2)
mit der angegebenen Abscha¨tzung.
3. Wegen der Voraussetzungen an ρ existiert insbesondere ∂xρ und ist inte-
































gleichma¨ßig in x existieren. Dann ist die folgende Rechnung erlaubt:
























Satz 2.2 ergibt dann auch die no¨tige Abscha¨tzung. 2
Lemma 3.4 Ist ρ ∈ C1,αc (R2), so erfu¨llt das Potenzial U die Abfallbedingun-
gen:
1. U(x) ∼ 1|x| , fu¨r |x| → ∞;
2. ∂xU ∼ 1|x|2 , fu¨r |x| → ∞.





























Im folgenden betrachten wir einen festen Anfangswert
◦
f∈ C1,αc (R2 × R2) und
beweisen die lokale Existenz einer Lo¨sung des Problems (V P ). Dazu definie-
ren wir zuna¨chst formal einen Operator F wie folgt. Sei T > 0.






U(t, x) := −
∫ ρ(t, y)
|x− y|dy,
K(t, x) := −∂xU(t, x);





4. Schließlich setzen wir (Ff)(t, z) :=
◦




Der Existenzbeweis wird dann in den beiden folgenden Schritten durch-
gefu¨hrt werden:
1. Wir zeigen in Abschnitt 3.2.2.1, daß der Operator F als Operator von
C1,αc ([0, T ]× R2 × R2) nach C1,αc ([0, T ]× R2 × R2) wohldefiniert ist.





fn+1 := F (fn)(t), t ∈ [0, T ]
eine Teilfolge entha¨lt, die gegen Lo¨sung des Problems konvergiert.
Im folgenden seien
◦
R≥ 1 und ◦P≥ 1 so gewa¨hlt, daß gilt:
◦
f (x, v) = 0 fu¨r alle x ∈ R2, |x| > ◦R und fu¨r alle v ∈ R2,
◦
f (x, v) = 0 fu¨r alle v ∈ R2, |v| > ◦P und fu¨r alle x ∈ R2.
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3.2.2.1 Der Operator F
Fu¨r eine Funktion f : [0, T ] × R2 × R2 → R+ betrachten wir die folgen-
den Eigenschaften:
f1) f ∈ C1,αc ([0, T ]× R2 × R2);
f2) es gibt ein R ∈ C([0, T ]), R(t) ≥ 1 mit f(t, x, v) = 0 fu¨r |x| > R(t),
v ∈ R2;
und ein P ∈ C([0, T ]), P (t) ≥ 1 mit f(t, x, v) = 0 fu¨r |v| > P (t),
x ∈ R2, t ∈ [0, T ].
Fu¨r eine Funktion ρ : [0, T ] × R2 → R+ betrachten wir die folgenden Ei-
genschaften:
ρ1) ρ ∈ C1,αc ([0, T ]× R2);
ρ2) es gibt ein Q ∈ C([0, T ]) mit ρ(t, x) = 0 fu¨r |x| > Q(t), t ∈ [0, T ].
Fu¨r eine Funktion K : [0, T ] × R2 → R2 betrachten wir die folgenden Ei-
genschaften:
K1) K ∈ C1([0, T ]× R2),
K2) ∂(t,x)K(t) ∈ C0,α(R2), t ∈ [0, T ],
K3) |∂(t,x)K|(x),0,α,[0,T ]×R2 <∞.
Im folgenden betrachten wir die Variable w := (t, z).
Fu¨r einen Phasenstrom Z auf [0, T ]× [0, T ] betrachten wir die folgenden Ei-
genschaften:
Z1) ∂wZ ∈ C([0, T ]× [0, T ]×Brx ×Brv)
fu¨r alle rx > 0, rv > 0.
Z2) ∂wZ(s) ∈ C0,α([0, T ]×Brx ×Brv)
fu¨r alle s ∈ [0, T ] und fu¨r alle rx > 0, rv > 0.
Lemma 3.5 Erfu¨lle f die Bedingungen f1)− f2). Wir definieren auf
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Dann erfu¨llt ρ die Bedingungen ρ1)− ρ2) und es gelten folgende Abscha¨tzun-
gen:
1. ‖ρ(t)‖∞ ≤ piP 2(t)‖f‖∞;
2. [ρ(t)]0,α ≤ piP 2(t)[f(t)]0,α;
3. ‖∂xρ(t)‖∞ ≤ piP 2(t)‖∂xf(t)‖∞;
4. [∂xρ(t)]0,α ≤ piP 2(t)[∂xf(t)]0,α;
5. |ρ|1,α,[0,T ]×R2 ≤ piP 2(t)|f |1,α,[0,T ]×R2×R2.







ergibt sich die Abscha¨tzung ‖ρ(t)‖∞ ≤ piP 2(t)‖f‖∞. Weiter folgt aus dersel-
ben Darstellung [ρ(t)]0,α ≤ piP 2(t)[f(t)]0,α.





woraus die Abscha¨tzungen 3.,4.,5. folgen. Dann ist auch ρ1) klar. 2
Lemma 3.6 Erfu¨lle ρ die Bedingungen ρ1)− ρ2). Dann erfu¨llt
K(t, x) := V.P.
∫ x− y
|x− y|3ρ(t, y)dy
die Bedingungen K1) − K3) und es gilt mit der Konstanten A(α) aus Satz
2.2
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1. |K(t)|0,α ≤ A(α)Qα(t)|ρ(t)|0,α;
2. |∂xK(t)|0,α ≤ A(α)Qα(t)|∂xρ(t)|0,α,
3. |∂(t,x)K|(x),0,α,[0,T ]×R2 ≤ A(α) supt∈[0,T ] Qα(t)|ρ|1,α,[0,T ]×R2.
Beweis. Die erste und die zweite Abscha¨tzung ergeben sich aus Lemma 2.2
im Zusammenhang mit der Bemerkung 2.3 und der Darstellung
∂xK(t, x) = −V.P.
∫ x− y
|x− y|3∂xρ(t, y)dy.
Wir bemerken, daß analog zur Darstellung im Punkt 2. aus Satz 3.3 die
Darstellung
∂tK(t, x) = −V.P.
∫ x− y
|x− y|3∂tρ(t, y)dy
gilt. Wenden wir jetzt Satz 2.2 im Zusammenhang mit der Bemerkung 2.3
auf ∂tρ(t) an, dann ergibt sich aus dieser Darstellung die Abscha¨tzung fu¨r
die Ho¨lder-Norm von ∂tK bezu¨glich x, was die Eigenschaften K1) und K2)
zeigt. Bilden wir dann das Supremum u¨ber t ∈ [0, T ], so erhalten wir mit der
Eigenschaft ρ1) auch die Abscha¨tzung 3.. 2
Lemma 3.7 Erfu¨llt K die Voraussetzungen K1) − K3), dann besitzt Z als
Phasenstrom, der zu dem System x˙ = vv˙ = K(t, x)
erkla¨rt ist, die Eigenschaften Z1), Z2). Im einzelnen hat man fu¨r s, t ∈ [0, T ]
und rx, rv > 0 die folgenden Abscha¨tzungen:
1. ‖Z(s, t)‖∞,rx,rv ≤ (rx + rv +
T∫
0
‖K(τ)‖∞) exp |t− s|,
also




(|∂xK(τ)|0,α + 1)dτ . Dann gilt:
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∣∣∣∣∣∣ ≤ AK(max{s, t}),
also
‖∂zZ‖∞,[0,T ]×[0,T ]×R2×R2 ≤
≤ exp(T (1 + ‖∂xK‖∞,[0,T ]×R2)) =: gz(T, ‖∂xK‖∞,[0,T ]×R2);
3. |∂zZ(s, t)|0,α ≤ AK(max{s, t})(1 + exp((2 + α)AK(max{s, t}))),
also
|∂zZ|(z),0,α,[0,T ]×[0,T ]×R2×R2 ≤ AK(T )(1 + exp((2 + α)AK(T ))) =:
=: h(z)z (α, T, |∂xK|(x),0,α,[0,T ]×R2),
Außerdem gibt es Konstanten h
(0)
t (α, T, rv, |K|(x),1,α,[0,T ]×R2),
h(t)z (α, T, rv, |K|(x),1,α,[0,T ]×R2), h(z)t (α, T, rx, rv, |K|(x),1,α,[0,T ]×R2),
h
(t)
t (α, T, rv, |K|(x),1,α,[0,T ]×R2 , ‖∂tK‖∞,[0,T ]×R2), so daß folgende
Abscha¨tzungen gelten:
4. ‖∂tZ‖∞,[0,T ]×[0,T ]×R2×Brv ≤ h(0)t ;
5. [∂zZ](t),0,α,[0,T ]×R2×Brv ≤ h(t)z ;
6. [∂tZ](z),0,α,[0,T ]×[0,T ]×Brx×Brv ≤ h(z)t ;
7. [∂tZ](t),0,α,[0,T ]×[0,T ]×R2×Brv ≤ h(t)t .
Beweis. Im folgenden bezeichne der Punkt die Ableitung nach s. Nach Vor-
aussetzung erfu¨llt dann Z das System{
X˙(s, t, z) = V (s, t, z)
V˙ (s, t, z) = K(s,X(s, t, z)),
(19)
also in in integrierter Form
X(s, t, z) = x+
t∫
s
V (τ, t, z)dτ






Wir zeigen zuna¨chst 1. und nehmen zuerst s ≤ t an. Wir erhalten
|X(s, t, z)|+ |V (s, t, z)| ≤ |z|+
t∫
s








und mit Korollar 2.16 2. haben wir fu¨r z = (x, v) mit |x| ≤ rx, |v| ≤ rv




Im Falle s > t bekommen wir analog
|X(s, t, z)|+ |V (s, t, z)| ≤ |z|+
s∫
t








und die Anwendung von Korollar 2.16 2. ergibt dann
‖Z(s, t)‖∞,rx,rv ≤ (rx + rv +
T∫
0
‖K(τ)‖∞dτ) exp(s− t) ≤
≤ (rx + rv + T‖K‖∞,[0,T ]×R2) exp(s− t).
Insgesamt erhalten wir die erste Abscha¨tzung in 1. Die zweite folgt aus ihr
unmittelbar. Um Abscha¨tzung 2. zu zeigen, leiten wir System (19) nach z
ab. Dann erhalten wir{
∂zX˙(s, t, z) = ∂zV (s, t, z)
∂zV˙ (s, t, z) = ∂xK(s,X(s, t, z))∂zX(s, t, z)),
(21)
also in integrierter Form
∂zX(s, t, z) = ∂zx+
t∫
s
∂zV (τ, t, z)dτ
∂zV (s, t, z) = ∂zv +
t∫
s
∂xK(τ,X(τ, t, z))∂zX(τ, t, z))dτ,
(22)
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Wir unterscheiden wieder die beiden Fa¨lle s ≤ t und s > t. Im Fall s ≤ t
erha¨lt man




(1 + ‖∂xK(τ)‖∞)(|∂zX(τ, t, z)|+ |∂zV (τ, t, z)|)dτ.
Die Anwendung von Korollar 2.16 2. liefert nun
|∂zX(s, t, z)|+ |∂zV (s, t, z)| ≤ exp
t∫
s
(1 + ‖∂xK(τ)‖∞)dτ ,
also




Im Fall s > t erhalten wir analog mit Korollar 2.16 1.




Damit ist die erste Ungleichung von 2. gezeigt , aus der die zweite unmittel-
bar folgt.
Jetzt zeigen wir 3. Wir definieren zuerst
dX(s, t, z1, z2) :=
|∂zX(s, t, z1)− ∂zX(s, t, z2)|
|z1 − z2|α ,
dV (s, t, z1, z2) :=
|∂zV (s, t, z1)− ∂zV (s, t, z2)|
|z1 − z2|α ,
dZ(s, t, z1, z2) := dX(s, t, z1, z2) + dV (s, t, z1, z2). (23)
Offenbar gilt mit dieser Bezeichnung
sup
z1 6=z2
dZ(s, t, z1, z2) = [∂zZ(s, t)]0,α.
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Aus der ersten Zeile des Systems (22) ergibt sich dann
|∂zX(s, t, z1)− ∂zX(s, t, z2)| ≤
t∫
s




dV (τ, t, z1, z2)|z1 − z2|α.
Die Abscha¨tzung der zweiten Zeile von (22) liefert
t∫
s




|∂xK(τ,X(τ, t, z1))∂zX(τ, t, z1)−




|∂xK(τ,X(τ, t, z1))− ∂xK(τ,X(τ, t, z2))||∂zX(τ, t, z1)|+




[∂xK(τ)]0,α|X(τ, t, z1)−X(τ, t, z2)|α‖∂zX(τ, t)‖∞ +





+‖∂xK(τ)‖∞,rx,rvdX(τ, t, z1, z2))dτ |z1 − z2|α.
Wir betrachten den Fall s ≤ t. Das Addieren der zwei letzten Abscha¨tzungen
ergibt












(1 + ‖∂xK(τ)‖∞)dZ(τ, t, z1, z2)dτ.
Mit Korollar 2.16 2. folgt dann:








Setzen wir jetzt die Abscha¨tzung 2. ein, so gilt:












(1 + ‖∂xK(τ)‖∞)dτ ≤
≤ exp









(1 + |∂xK(τ)|0,α)dτ ≤ exp ((2 + α)AK(t))dσ)AK(t).
Diese Abscha¨tzung zusammen mit Abscha¨tzung 2. ergibt Abscha¨tzung 3. im
Fall s ≤ t. Der Fall s > t ergibt sich mit Korollar 2.16 1. analog.
Jetzt zeigen wir 4. Dafu¨r benutzen wir die Darstellung 4. aus Lemma 3.1:
∂tX(s, t, z) = −v −
t∫
s
∂tV (τ, t, z)dτ
∂tV (s, t, z) = −K(t, x)−
t∫
s
∂xK(τ,X(τ, t, z))∂tX(τ, t, z)dτ.
(24)
Wir betrachten zuerst den Fall s ≤ t und stellen fest




(‖∂tV (τ, t)‖∞,R2×Brv + ‖∂xK(τ)‖∞‖∂tX(τ, t))‖∞,R2×Brv )dτ ≤
≤ rv + ‖K(t)‖∞ +
t∫
s
‖∂tZ(τ, t)‖∞,R2×Brv (1 + ‖∂xK(τ)‖∞)dτ.
Mit Korollar 2.16 2. gilt
‖∂tZ(s, t)‖∞,R2×Brv ≤




Im Fall s > t bekommen wir mit Korollar 2.16 1.
‖∂tZ(s, t)‖∞,R2×Brv ≤




Hieraus folgt Abscha¨tzung 4. mit
h
(0)
t (α, T, rv, |K|(x),1,α,[0,T ]×R2) :=
:= (rv + T |K|(x),1,α,[0,T ]×R2) exp(T (1 + |K|(x),1,α,[0,T ]×R2).
Jetzt zeigen wir 5. Um die Ho¨lder-Konstante von ∂zZ(s) bezu¨glich t ab-
zuscha¨tzen, du¨rfen wir ohne Einschra¨nkung t1 < t2 voraussetzen. Wir defi-
nieren
dX(s, t1, t2, z) :=
|∂zX(s, t1, z)− ∂zX(s, t2, z)|
|t1 − t2|α ,
dV (s, t1, t2, z) :=
|∂zV (s, t1, z)− ∂zV (s, t2, z)|
|t1 − t2|α ,
dZ(s, t1, t2, z) := dX(s, t, z1, z2) + dV (s, t, z1, z2) (25)





dZ(s, t1, t2, z) = [∂zZ(s)](t),0,α,R2×Brv .
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Dann gilt fu¨r s ≤ t1 und z ∈ R2 ×Brv :




|∂zV (τ, t1, z)− ∂zV (τ, t2, z)|dτ +
t2∫
t1




dV (τ, t1, t2, z)dτ |t1 − t2|α +
+‖∂zV ‖∞,[0,T ]×[0,T ]×R2×R2|t1 − t2|
und




(|∂xK(τ,X(τ, t1, z))− ∂xK(τ,X(τ, t2, z))||∂zX(τ, t1, z)|+








([∂xK(τ)]0,α‖∂tX‖α∞,[0,T ]×[0,T ]×R2×Brv‖∂zX‖∞,[0,T ]×[0,T ]×R2×R2 +
+‖∂xK‖∞,[0,T ]×R2dX(τ, t1, t2, z))dτ |t1 − t2|α +
+‖∂xK‖∞,[0,T ]×R2‖∂zX‖∞,[0,T ]×[0,T ]×R2×R2|t1 − t2|.
Das Addieren der zwei letzten Abscha¨tzungen liefert jetzt
dZ(s, t1, t2, z)) ≤
≤ ‖∂zZ‖∞,[0,T ]×[0,T ]×R2×R2(1 + ‖∂xK‖∞,[0,T ]×R2)T 1−α +







(1 + |∂xK(τ)|∞)dZ(τ, t1, t2, z))dτ.
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Die Anwendung von Korollar 2.16 2. liefert nun
dZ(s, t1, t2, z)) ≤
≤ (‖∂zZ‖∞,[0,T ]×[0,T ]×R2×R2(1 + ‖∂xK‖∞,[0,T ]×R2)T 1−α +








und analog folgt der Fall s > t1. Hieraus folgt unter Beru¨cksichtigung von 2.
und 4. Abscha¨tzung 5. mit
h(t)z (α, T, rv, |K|(x),1,α,[0,T ]×R2) :=
=: (gzT





h(z)z |K|(x),1,α,[0,T ]×R2T ) exp(αT (1 + |K|(x),1,α,[0,T ]×R2)).
Nun zeigen wir 6.. Um die Ho¨lder-Konstante von ∂tZ bezu¨glich z aufBrx×Brv
abzuscha¨tzen, benutzen wir Darstellung (24). Sei zi = (xi, vi). Wir benutzen
Notationen (23), wobei wir ∂zX, ∂zV, ∂zZ durch ∂tX, ∂tV, ∂tZ ersetzen. Dann
gilt fu¨r s ≤ t
|∂tX(s, t, z1)− ∂tX(s, t, z2)| ≤
≤ |v1 − v2|+
t∫
s
|∂tV (τ, t, z1)− ∂tV (τ, t, z2)|dτ ≤
≤ |v1 − v2|+
t∫
s
dV (τ, t, z1, z2)dτ |z1 − z2|α
und




(|∂xK(τ,X(τ, t, z1))− ∂xK(τ,X(τ, t, z2))||∂tX(τ, t, z1)|+
+|∂xK(τ,X(τ, t, z2))|∂tX(τ, t, z1)− ∂tX(τ, t, z2)|)dτ ≤
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+‖∂xK(τ)‖∞dX(τ, t, z1, z2))dτ |z1 − z2|α.
Das Addieren der zwei letzten Abscha¨tzungen liefert nun








(1 + ‖∂xK(τ)‖∞)dZ(τ, t, z1, z2)dτ.
Die Anwendung von Korollar 2.16 2. liefert jetzt








Analoges erhalten wir fu¨r s > t. Daraus folgt Abscha¨tzung 6. mit
h
(z)
t (α, T, rx, rv, |∂xK|(x),0,α,[0,T ]×R2) :=
:= ((1 + |∂xK|(x),0,α,[0,T ]×R2)((2rx)1−α + (2rv)1−α) +
+T |∂xK|0,α,[0,T ]×R2g(z)α) exp(T (1 + |∂xK|(x),0,α,[0,T ]×R2).
Analog behandeln wir die Ho¨lder-Konstante von ∂tZ(s) bezu¨glich t. Mit No-
tationen (25) (mit ∂tZ etc. an Stelle von ∂zZ etc.) erhalten wir fu¨r s ≤ t1 < t2
und z ∈ R2 ×Brv




|∂tV (τ, t1, z)− ∂tV (τ, t2, z)|dτ +
t2∫
t1




dV (τ, t1, t2, z)dτ |t1 − t2|α +
+‖∂tV ‖∞,[0,T ]×[0,T ]×R2×Brv |t1 − t2|
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und




|∂xK(τ,X(τ, t1, z))− ∂xK(τ,X(τ, t2, z))||∂tX(τ, t1, z)|+




|∂xK(τ,X(τ, t2, z))||∂tX(τ, t2, z)|dτ ≤
≤ ‖∂tK‖∞,[0,T ]×R2|t1 − t2|+
t1∫
s
([∂xK(τ)]0,α‖∂tX‖α∞,[0,T ]×[0,T ]×R2×Brv +
+‖∂xK(τ)‖∞dX(τ, t1, t2, z))dτ |t1 − t2|α +
+‖∂xK‖∞,[0,T ]×R2‖∂tX‖∞,[0,T ]×[0,T ]×R2×Brv |t1 − t2|.
Das Addieren der zwei letzten Abscha¨tzungen liefert nun
dZ(s, t1, t2, z) ≤ ‖∂tK‖∞,[0,T ]×R2T 1−α +








(1 + ‖∂xK(s)‖∞)dZ(τ, t1, t2, z)dτ.
Die Anwendung von Korollar 2.16 2. liefert jetzt fu¨r s ≤ t1
dZ(s, t1, t2, z) ≤
≤
(











Der Fall s > t1 ergibt sich analog und wir erhalten Abscha¨tzung 7. mit
h
(t)
t (α, T, rv, |K|(x),1,α,[0,T ]×R2 , ‖∂tK‖∞,[0,T ]×R2) :=
:=
(
‖∂tK‖∞,[0,T ]×R2 + h(0)t ‖∂xK‖∞,[0,T ]×R2T 1−α+
+T |∂xK|0,α,[0,T ]×R2gαz
)
expT (1 + |∂xK|∞,[0,T ]×R2).
Aufgrund der Aussagen 4.-7. besitzt Z auch die Eigenschaften Z1)−Z2). 2
Fu¨r den Beweis vom na¨chsten Lemma bemerken wir noch, daß fu¨r ein φ ∈
Cαc (Rn) mit suppφ ⊂ BQ gilt
|φ|1,α,Rn = |φ|1,α,BQ .
Lemma 3.8 Erfu¨lle der Phasenstrom Z die Bedingungen Z1), Z2). Dann
besitzt f(t, x, v) :=
◦
f (Z(0, t, x, v)) die Eigenschaften f1) − f2), wobei fu¨r t ∈
[0, T ] folgende Abscha¨tzungen gelten:
1. P (t) ≤ ◦P +
t∫
0
‖∂sV (τ, t)‖∞dτ ;




3. ‖f(t)‖∞ = ‖
◦
f ‖∞;
4. [f(t)]0,α ≤ [
◦
f]0,α‖∂zZ(0, t)‖α∞,R(t),P (t)
5. ‖∂wf(t)‖∞ ≤ ‖∂z
◦
f ‖∞‖∂wZ(0, t)‖∞,R(t),P (t);
6. [∂wf(t)]0,α ≤ |
◦
f|1,α|∂wZ(0, t)|0,α,R(t),P (t)(1 + |∂wZ(0, t)|α0,α,R(t),P (t)),
7. Gibt es zusa¨tzlich R, P > 0 mit R(t) ≤ R, P (t) ≤ P fu¨r alle t ∈ [0, T ],
so gilt
|f |1,α,[0,T ]×R2×R2 ≤ |
◦









|∂sV (τ, t, z)|dτ.
Sei x, v ∈ R2 und |v| > P (t). Dann ist
f(t, z) =
◦
f (X(0, t, z), V (0, t, z)) = 0,
da
|V (0, t, z)| = |v +
t∫
0
∂sV (τ, t, z)dτ | > P (t)−
t∫
0
‖∂sV (τ, t, z)‖dτ =
◦
P .
also haben wir 1. gezeigt. Eigenschaft 2. gilt analog. Eigenschaft 3. ist klar.
Abscha¨tzung 5. folgt durch Ausdifferenzieren der Darstellung
f(t, z) =
◦
f (Z(0, t, z)).
Um die weiteren Abscha¨tzungen zu zeigen, bemerken wir, daß fu¨r alle t ∈
[0, T ]
|f(t)|1,α = |f(t)|1,α,R(t),P (t)
gilt. Deswegen betrachten wir weiter ohne Einschra¨nkung fu¨r jedes t ∈ [0, T ]
|x| ≤ R(t), |v| ≤ P (t).
Wir zeigen nun 4. Wir betrachten zi := (xi, v), i = 1, 2.
Fu¨r x1, x2 mit |x1|, |x2| ≤ R(t) gilt
|f(t, z1)− f(t, z2)|
|z1 − z2|α ≤
| ◦f (Z(0, t, z1))−
◦
f (Z(0, t, z2))|
|z1 − z2|α ≤
≤ [◦f]0,α |Z(0, t, z1)− Z(0, t, z2)|
α
|z1 − z2|α ≤ [
◦
f]0,α‖∂xZ(0, t)‖α∞,R(t),P (t).
Der Fall zi = (x, vi) ergibt sich analog. Dann gilt die Abscha¨tzung
[f(t)]0,α ≤ [
◦
f]0,α‖∂zZ(0, t)‖α∞,R(t),P (t) + ‖f(t)‖∞.
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Wir zeigen nun Abscha¨tzung 6.. Sei zi := (xi, v), i = 1, 2 mit |xi| ≤ R(t).
Dann haben wir
|∂wf(t, z1)− ∂wf(t, z2)|
|z1 − z2|α ≤
1
|z1 − z2|α |∂z
◦
f (Z(0, t, z1))∂wZ(0, t, z1)−
−∂z
◦
f (Z(0, t, z2)∂wZ(0, t, z2))| ≤
≤ |∂z
◦
f (Z(0, t, z1))− ∂z
◦
f (Z(0, t, z2))|
|z1 − z2|α |∂wZ(0, t, z1)|+
+
|∂wZ(0, t, z1)− ∂wZ(0, t, z2))|
|z1 − z2|α |∂z
◦
f (Z(0, t, z2)| ≤
≤ [◦f]1,α‖∂wZ(0, t)‖1+α∞,R(t),P (t) + [∂wZ(0, t)]0,α,R(t),P (t)‖∂z
◦
f ‖∞ ≤
≤ | ◦f |1,α|∂wZ(0, t)|0,α,R(t),P (t)(1 + |∂wZ(0, t)|α0,α,R(t),P (t)).
Der Fall zi = (x, vi), i = 1, 2 geht analog. Insgesamt gilt jetzt
[∂wf(t)]0,α ≤ |
◦
f |1,α|∂wZ(0, t)|0,α,R(t),P (t)(1 + |∂wZ(0, t)|α0,α,R(t),P (t)).
Es ist nun geblieben, Abscha¨tzung 7. zu zeigen. Wie beim Beweis von 5.
bekommen wir
[∂wf ](t),0,α,[0,T ]×R2×R2 ≤ |∂z
◦
f |0,α(|∂wZ(0)|(t),0,α,[0,T ]×BR×BP +
+|∂wZ(0)|1+α(t),0,α,[0,T ]×BR×BP ).
Aus dieser Abscha¨tzung zusammen mit den Abscha¨tzungen 3.,5.,6. ergibt
sich jetzt auch Abscha¨tzung 7.. 2
Aus den Lemmata 3.5-3.8 ergibt sich nun, daß der am Anfang von Ab-
schnitt 3.2.2 formal eingefu¨hrte Operator F : C1,αc ([0, T ] × R2 × R2) →
C1,αc ([0, T ]× R2 × R2) wohldefiniert ist.
3.2.2.2 Auswahl einer konvergenten Folge
Mit Hilfe des in 3.2.2.1 erkla¨rten Operators F : C1,αc ([0, T ] × R2 × R2) →
C1,αc ([0, T ]× R2 × R2) ist die in 3.2.2 iterativ erkla¨rte Funktionsfolge (fn) ⊂
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C1,αc ([0, T ]× R2 × R2) wohldefiniert. Unsere Bezeichnung ist die folgende:
Fu¨r n = 0 definieren wir den Phasenstrom Z0(s, t, z) := z, und dann f0(t) :=◦
f (Z0(0, t)) =
◦
f. Ist fu¨r ein n ∈ N0 Zn bereits definiert, so erkla¨ren wir fn durch
fn(t) :=
◦
f (Zn(0, t)) und sodann ρn zu fn, Un zu ρn, Kn zu Un, Zn+1 zu Kn
gema¨ß Abschnitt 3.2.2 (Anfang). Wir werden zuna¨chst in den Lemmata 3.10-
3.12 beweisen: Es gibt ein kleineres Zeitintervall [0, δ] und Gro¨ßen R, P ≥ 1,
so daß die zu den fn geho¨renden Gro¨ßen Rn(t), Pn(t) durch R beziehungs-
weise P majorisiert sind und die Normen |fn|1,α,[0,δ]×BR×BP , |ρn|1,α,[0,δ]×R2 ,
|Kn|1,α,[0,δ]×R2 und |∂wZn(0)|0,α,[0,δ]×BR×BP in n beschra¨nkt sind.
Lemma 3.9 Fu¨r alle n ∈ N0 und alle s, t ∈ [0, T ] gilt:
1. |fn(t)|1,α ≤ 2|
◦
f|1,α(1 + |∂zZn(0, t)|0,α + |∂zZn(0, t)|1+α0,α );
2. |ρn(t)|1,α ≤ 2pi|
◦
f|1,α(1 + |∂zZn(0, t)|0,α+
+|∂zZn(0, t)|1+α0,α )P 2n(t);





·(1 + |∂zZn(0, t)|α0,α + |∂zZn(0, t)|0,α+
+|∂zZn(0, t)|1+α0,α ), wobei C(
◦
f, α) = 4piA(α)| ◦f|1,α + 1
mit A(α) aus Satz 2.2;
4. |∂zZn+1(0, t)|0,α ≤
≤ (1 + An(t) exp ((1 + α)An(t))) expAn(t),







n(τ))(1 + |∂zZn(τ, t)|α0,α+


















Beweis. Abscha¨tzung 1. folgt unmittelbar aus 3.,5.,6. von Lemma 3.8 mit
|∂zZn(0, t)|0,α,Rn(t),Pn(t) ≤ |∂zZn(0, t)|0,α.
Zu 2.. Vermo¨ge 1.,3.,4. von Lemma 3.5 wird |ρn(t)|1,α durch |fn(t)|1,α ab-
gescha¨tzt und diese Gro¨ße aufgrund von 3.,5.,6. von Lemma 3.8 durch
|∂zZn(0, t)|0,α,Rn(t),Pn(t) ≤ |∂zZn(0, t)|0,α.
Zu 3. Aus 1.,2.. von Lemma 3.6 mit Q(t) := Rn(t) folgt die Abscha¨tzung von
|∂xKn(t)|0,α durch |∂xρn(t)|0,α und Rn(t), und die Abscha¨tzung von ‖Kn(t)‖∞
durch |ρn(t)|0,α und Rn(t). Die Gro¨ssen |ρn(t)|1,α werden gema¨ß Abscha¨tzung
2. durch |∂zZn(0, t)|0,α und Pn(t) abgescha¨tzt und |ρn(t)|0,α gema¨ß 1. und 2.
von Lemma 3.5 durch |fn(t)|0,α und Pn(t), und |fn(t)|0,α nach 4. aus Lemma
3.8 wiederum durch |∂zZn(0, t)|0,α,Rn(t),Pn(t) ≤ |∂zZn(0, t)|0,α.
Zu 4. Gema¨ß 3. von Lemma 3.7 werden |∂zZn(0, t)|0,α durch |Kn(t)|1,α und
|Kn(t)|1,α nach Abscha¨tzung 3. wiederum durch |∂zZn(0, t)|0,α abgescha¨tzt.
Zu 5. Pn+1 wird nach 1. von Lemma 3.8 durch
t∫
0
‖K(τ)‖∞dτ , ‖K(τ)‖∞ wird
nach 1. von Lemma 3.6 durch |ρ(τ)|0,α, |ρ(τ)|0,α wird nach 2. von Lemma
3.5 durch [f(τ)]0,α und diese Gro¨sse wiederum nach 4. von Lemma 3.8 durch
|∂zZn(0, t)|0,α,Rn(t),Pn(t) ≤ |∂zZn(0, t)|0,α abgescha¨tzt.
6. folgt direkt aus 2. von Lemma 3.8.2
Lemma 3.10 ∃δ > 0, ∃R > 1, P > 1, W > 2, so daß ∀n ∈ N0, ∀t ∈ [0, δ]
gilt
Rn(t) ≤ R, Pn(t) ≤ P , |∂zZn(0)|0,α,[0,δ]×R2×R2 ≤ W .
Außerdem gilt supp fn(t) ∈ BR ×BP , supp ρn(t) ∈ BR.
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W (t) := (1 + exp((2 + α)A(t)))A(t).
Dieses System besitzt genau eine maximale Lo¨sung t 7→ (A(t), P (t), R(t))
auf einem Intervall [0, δ0[ mit δ0 > 0. Die Anfangsbedingung ist A(0) = 0,
P (0) =
◦
P≥ 1,R(0) = ◦R≥ 1,W (0) = (2 ◦R)1−α ≥ 2. Da sogar A˙(t), P˙ (t), R˙(t) >
0 auf ]0, δ0[ gilt, sind A,P,R streng monoton wachsend und man erha¨lt
A(t) > 0, P (t) >
◦
P≥ 1, R(t) > ◦R≥ 1,W (t) > (2 ◦R)1−α ≥ 2. Dann gilt fu¨r
jedes n ∈ N0 und fu¨r alle s, t ∈ [0, δ0[
Pn(t) ≤ P (t)
|∂zZn(s, t)|0,α ≤ W (max{s, t})
Rn(t) ≤ R(t).
(26)





R≤ R(t). Außerdem gilt |∂zZ0(s, t)|0,α,R0,P0 = 1 ≤ W (max{s, t}).
Seien jetzt fu¨r ein n ≥ 0 die Ungleichungen (26) erfu¨llt. Sei außerdem

















Rα(τ)P 2(τ)(1 +W (t)α)dτ = P (t).
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P (τ)dτ = R(t).














(1 +Rα(τ)P 2(τ))(1 +W (τ)α +W (τ) +W (τ)1+α)dτ = A(t)
und
|∂zZn+1(s, t)|0,α,Rn+1(t),Pn+1(t) ≤ (1 + exp ((2 + α)An(t))An(t) ≤
≤ (1 + exp ((2 + α)A(t))A(t) = W (t).
Im Fall s > t erhalten wir analog
|∂zZn+1(s, t)|0,α,Rn+1(t),Pn+1(t) ≤ (1 + exp ((2 + α)An(s))An(s) ≤
≤ (1 + exp ((2 + α)A(s))A(s) = W (s),
und damit sind Ungleichungen (26) gezeigt.
Wir wa¨hlen jetzt ein δ ∈]0, δ0[. Sei R := R(δ), P := P (δ), W := W (δ).
Dann gilt auf [0, δ]
Rn(t) ≤ R(t) ≤ R,
Pn(t) ≤ P (t) ≤ P,
|∂zZn(s, t)|0,α,Rn(t),Pn(t) ≤ W (max{s, t}) ≤ W,
wobei die Konstanten R, P,W von α und δ abha¨ngen.
DaBRn(t) ⊂ BR,BRn(t) ⊂ BR, gilt offenbar supp fn(t) ⊂ BR×BP , supp ρn(t) ⊂
BR. 2
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Bemerkung 3.11 Aus dem Beweis von Lemma 3.10 ergibt sich: Bezeichnet
man mit [0, δ0[ das maximale Existenzintervall der Lo¨sung des Systems (S),
so kann als δ jede positive Gro¨ße kleiner als δ0 gewa¨hlt werden.
Lemma 3.12 Es gibt ein Q ≥ 0, so daß gilt:
1. |fn|1,α,[0,δ]×BR×BP ≤ Q;
2. |ρn|1,α,[0,δ]×BR ≤ Q;
3. |Kn|(x),1,α,[0,δ]×R2 ≤ Q,
‖∂tKn‖∞,[0,δ]×R2 ≤ Q;
4. ‖∂zZn‖∞,[0,δ]×[0,δ]×R2×R2 ≤ Q,
|∂wZn(s, ·, ·)|0,α,[0,δ]×BR×BP ≤ Q fu¨r alle s ∈ [0, δ].
Beweis. Mit Lemma 3.10 und Lemma 3.9 gibt es ein Q ≥ 0, so daß fu¨r alle




Bilden wir jetzt in der letzten Ungleichung das Supremum u¨ber t ∈ [0, δ], so
erhalten wir
|Kn|(x),1,α,[0,δ]×R2 ≤ Q.
Dann gilt mit 2.,3., 5. und 6. von Lemma 3.7 fu¨r s ∈ [0, δ]
‖∂zZ‖∞,[0,δ]×[0,δ]×R2×R2 ≤ gz(δ,Q),
|∂zZ(s)|0,α,[0,δ]×BR×BP ≤ h(z)z (α, δ, , Q) + h(t)z (α, δ, P,Q),
|∂tZ(s)|(z),0,α,[0,δ]×BR×BP ≤ h(z)t (α, δ, R, P,Q).
Nach Lemma 3.8 5., 6. gilt dann auch
|∂wfn|(z),0,α,[0,δ]×R2×R2 ≤ Q1
mit einer neuen Konstanten Q1 > 0. Nach Lemma 3.5 gibt es weiter ein





und nach Lemma 3.6 gilt wiederum
‖∂tKn‖∞,[0,δ]×R2 ≤ A(α)Rα|∂tρn|(x),0,α,[0,δ]×R2 ≤ A(α)RαQ2 := Q3.
Dann gilt schließlich nach Lemma 3.7 7.
[∂tZ(s)](t),0,α,[0,T ]×R2×BP ≤ h(t)t (α, δ, P,Q,Q3)
fu¨r alle s ∈ [0, δ] und nach Lemma 3.8 7. auch
[∂tfn](t),0,α,[0,δ]×R2×R2 ≤ Q4,






|∂wZ(s)|0,α,[0,T ]×BR×BP ≤ Q
fu¨r alle s ∈ [0, δ]. 2
Aufgrund der Lemmata 3.10 und 3.12 ist nun klar, daß fu¨r t ∈ [0, δ] die
Funktionen fn(t) ihren Tra¨ger in BR ×BP haben und
fn ∈ C1,α([0, δ]×BR ×BP ), n ∈ N0
gilt. Wir schließen von der Kompaktheit der Einbettung
C1,α([0, δ]×BR ×BP ) ⊂ C1,β([0, δ]×BR ×BP ) fu¨r alle β ∈]0, α[
auf die relative Kompaktheit der Menge {fn;n ∈ N0} im Raum C1,β([0, δ]×
BR ×BP ) fu¨r alle β ∈]0, α[. Es ergibt sich folgender Satz.
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Lemma 3.13 Es gibt eine Teilfolge (fnk) der Folge (fn) und Grenzwerte
f ∈ C1,α([0, δ] × BR × BP ), ρ ∈ C1,α([0, δ] × BR), U ∈ C2,α([0, δ] × R2),
K ∈ C1,α([0, δ]× R2), Z mit Z(s) ∈ C1,α([0, δ]×BR ×BP fu¨r alle s ∈ [0, δ],
so daß fu¨r alle β ∈]0, α[ gilt
1. fnk → f in C1,β([0, δ]×BR ×BP ),
2. ρnk → ρ in C1,β([0, δ]×BR),
3. Unk → U in C2,β([0, δ]× R2)),
also Knk → K in C1,β([0, δ]× R2)),
4. Znk → Z in C1([0, δ]× [0, δ]×BR ×BP ).
Beweis. 1. Wir wa¨hlen β: 0 < β < α, eine aufsteigende Folge βi → α und
benutzen die Kompaktheit der Einbettungen
C1,α(B) ⊂ C1,βi(B)
fu¨r B := [0, δ] × BR × BP . Es gilt {fn} ⊂ C1,α(B) ⊂ C1,β1(B). Dann
gibt es eine Teilfolge (n1k), so daß {fn1k} konvergiert in C1,β1(B). Jetzt gilt
{fn1
k
} ⊂ C1,α(B) ⊂ C1,β2(B) und man findet eine Teilfolge (n2k), so daß {fn2k}
konvergiert in C1,β2(B). So verfahren wir induktiv weiter und konstruieren
(nik), so daß {fnik} konvergiert in C1,βi(B) fu¨r alle i ∈ N0. Nehmen wir jetzt
die Folge (mk), mk := n
k
k, so besitzt sie die Eigenschaft, daß {fmk} konver-
giert in allen C1,βi(B), i ∈ N0, insbesondere in C1,β(B). Da die Konvergenz
insbesondere auch punktweise gilt, existiert f ∈ C1(B) mit
fmk → f in C1(B).
Wir zeigen nun: f ∈ C1,α(B). In der Tat, nach [Ad, S.11] gilt
|∂wfmk(w1)− ∂wfmk(w2)|
|w1 − w2|βmk ≤ [∂wfmk ]0,βmk ,B ≤ 3[∂wfmk ]0,α,B ≤ 3Q.
Jetzt ko¨nnen wir im linken Teil zum Limes bei mk → ∞ u¨bergehen und
erhalten
|∂wf(w1)− ∂wf(w2)|
|w1 − w2|α ≤ 3Q.
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Dies zeigt f ∈ C1,α(B).
Wir definieren nun ρ, U,K,Z zu f gema¨ß Abschnitt 3.2.2.1.
2. Nach dem soeben Gezeigten gilt f ∈ C1,α([0, δ] × BR × BP ). Wegen der
Darstellung fu¨r die Dichte und der Kompaktheit des Tra¨gers gilt
ρnk(t, x)− ρ(t, x) =
∫
|v|≤P
(fnk(t, x, v)− f(t, x, v))dv.
Zusammen mit 5. aus Lemma 3.5 impliziert dies die Konvergenz ρnk → ρ in
C1,β([0, δ]×BR) fu¨r alle β < α.
3. Nach Lemma 3.6 gilt K ∈ C1([0, δ] × R2) und K(t) ∈ C1,α(R2) fu¨r al-
le t ∈ [0, δ]. Aus Lemma 3.3 1. folgt weiter:
‖Unk(t)− U(t)‖∞ ≤ 2piR‖ρnk(t)− ρ(t)‖∞.
Daraus ergibt sich sofort
‖Unk − U‖∞,[0,δ]×R2 ≤ 2piR|ρnk − ρ|0,α,[0,δ]×R2 = 2piR|ρnk − ρ|0,α,[0,δ]×BR .
Fu¨r die Kra¨fte gilt Abscha¨tzung 2. aus Lemma 3.6:
|Knk −K|1,β,[0,δ]×R2 ≤ A(β)Rβ|ρnk − ρ|1,β,[0,δ]×BR .
Daraus folgt sofort fu¨r alle β ∈]0, α[ die C1,β([0, δ] × R2)-Konvergenz der
Kra¨fte. Benutzen wir außerdem
‖Unk − U‖2,β,[0,δ]×R2 = ‖Unk − U‖∞,[0,δ]×R2 + ‖Knk −K‖1,β,[0,δ]×R2 ,
so haben wir 3. gezeigt.
4. Fu¨r die Charakteristiken gelten folgende Abscha¨tzungen.
Xnk(s, t)−X(s, t) =
t∫
s
(Vnk(τ, t)− V (τ, t))dτ











(‖Vnk(τ, t)− V (τ, t)‖∞ + |Knk(τ,Xnk(τ, t))−K(τ,X(τ))|)dτ ≤
≤ ‖Knk −K‖∞,[0,δ]×R2 +
t∫
s
(‖Vnk(τ, t)− V (τ, t)‖∞ + ‖∂xKnk‖∞,[0,δ]×R2 ·
·‖Xnk(τ, t)−X(τ, t)‖∞ + ‖Knk −K‖∞,[0,δ]×R2)dτ ≤
≤ (1 + δ)‖Knk −K‖∞,[0,δ]×R2 +
t∫
s
((‖Vnk(τ, t)− V (τ, t)‖∞ +
+‖Xnk(τ, t)−X(τ, t)‖∞)(1 + ‖∂xKnk‖∞,[0,δ]×R2))dτ
fu¨r s ≤ t. Dann folgt mit Korollar 2.16 2. die Abscha¨tzung




(1 + ‖∂xKnk(τ)‖∞)dτ ≤ ‖Knk −K‖∞,[0,δ]×R2 exp δQ,
wobei wir die Beschra¨nktheit von ‖∂xKnk‖0,α,[0,δ]×R2 ≤ Q aus Lemma 3.12
benutzt haben. Analog behandeln wir den Fall s > t. Bilden wir in dieser
Abscha¨tzung das Supremum u¨ber t ∈ [0, δ], dann gilt wegen der Konvergenz
‖Knk −K‖∞,[0,δ]×R2 → 0 aus Punkt 3) auch die Konvergenz der Charakteri-
stiken. Weiter haben wir fu¨r die Ableitungen von Charakteristiken:
∂zXnk(s, t)− ∂zX(s, t) =
t∫
s
(∂zVnk(τ, t)− ∂zV (τ, t))dτ











(‖∂zVnk(τ, t)− ∂zV (τ, t)‖∞ +
+|∂xKnk(τ,Xnk(τ, t))− ∂xK(τ,X(τ))||∂zXnk(τ, t)|+




(‖∂zZnk(τ, t)− ∂zZ(τ, t)‖∞(1 + ‖∂xK‖∞,[0,δ]×R2) +




(‖∂zZnk(τ, t)− ∂zZ(τ, t)‖∞dτ +
+Qδ‖∂xKnk − ∂xK‖∞,[0,δ]×R2
fu¨r s ≤ t. Dann folgt mit Lemma 2.16 1. die Abscha¨tzung
‖∂zZnk(s, t)− ∂zZ(s, t)‖∞ ≤ Qδ‖∂xKnk − ∂xK‖∞,[0,δ]×R2 exp((1 +Q)δ),
wobei wir die Beschra¨nktheit
‖∂zZnk‖∞,[0,δ]×[0,δ]×R2×R2 , ‖∂xKnk‖0,α,[0,δ]×R2 ≤ Q
aus Lemma 3.12 benutzt haben. Analog behandeln wir den Fall s > t. Bil-
den wir in dieser Abscha¨tzung das Supremum u¨ber s, t ∈ [0, δ], dann gilt
wegen der Konvergenz ‖∂xKnk − ∂xK‖∞,[0,δ]×R2 → 0 aus Punkt 3. auch die
Konvergenz
‖∂zZnk − ∂zZ‖∞,[0,δ]×[0,δ]×R2×R2 → 0.
Nun benutzen wir Darstellung 4. aus Lemma 3.1 und erhalten:
∂tXnk(s, t, z)− ∂tX(s, t, z) = −
t∫
s
(∂tVnk(τ, t, z)− ∂tV (τ, t, z))dτ




∂xKnk(τ,Xnk(τ, t, z))∂tXnk(τ, t, z)− ∂xK(τ,X(τ, t, z))∂tX(τ, t, z))dτ,
woraus folgt
‖∂tZnk(s, t)− ∂tZ(s, t)‖∞,R,P ≤
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≤ |Knk(t, x)−K(t, x)|+
t∫
s
(‖∂tVnk(τ, t)− ∂tV (τ, t)‖∞,R,P +
+ sup
z∈BR×BP




|∂tX(τ, t, z)− ∂tXnk(τ, t, z)|‖∂xK(τ)‖∞)dτ ≤




(‖∂tZnk(τ, t)− ∂tZ(τ, t)‖∞,R,P (1 + ‖∂xK‖∞,[0,δ]×R2) +




(‖∂tZnk(τ, t)− ∂tZ(τ, t)‖∞,R,Pdτ +
+(1 +Qδ)|Knk −K|1,[0,δ]×R2
fu¨r s ≤ t. Dann folgt mit Korollar 2.16 2. die Abscha¨tzung
‖∂zZnk(s, t)− ∂zZ(s, t)‖∞ ≤ (1 +Qδ)‖Knk −K‖1,[0,δ]×R2 exp((1 +Q)δ),
wobei wir die Beschra¨nktheit von ‖∂tZnk‖∞,[0,δ]×[0,δ]×BR×BP aus Lemma 3.12
benutzt haben. Analog behandeln wir den Fall s > t. Bilden wir in dieser
Abscha¨tzung das Supremum u¨ber s, t ∈ [0, δ], dann gilt wegen der Konver-
genz ‖Knk −K‖1,[0,δ]×R2 → 0 aus Punkt 3. auch die Konvergenz
‖∂tZnk − ∂tZ‖∞,[0,δ]×[0,δ]×BR×BP → 0.
Schließlich gilt{
∂sXnk(s, t, z)− ∂sX(s, t, z) = Vnk(s, t, z)− V (s, t, z)
∂sVnk(s, t, z)− ∂sV (s, t, z) = Knk(s,Xnk(s, t, z))−K(s,X(s, t, z)),
woraus sofort folgt
‖∂sZnk − ∂sZ‖∞,[0,δ]×[0,δ]×R2×R2 ≤ ‖Vnk − V ‖∞,[0,δ]×[0,δ]×R2×R2 +
+‖Knk(s,X(s, t))−K(s,X(s, t))‖∞,[0,δ]×R2 +
+‖∂xKnk‖∞,[0,δ]×R2‖Xnk(s, t)−X(s, t)‖∞,[0,δ]×R2×R2 ≤
≤ ‖Znk − Z‖∞,[0,δ]×[0,δ]×R2×R2(1 +Q) +
+‖Knk −K‖∞,[0,δ]×R2 → 0
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fu¨r n→∞, wobei wir den Punkt 3. und die oben bewiesene Konvergenz der
Charakteristiken benutzt haben. Damit haben wir auch Punkt 4. gezeigt. 2
Damit sind wir bereit, folgenden Satz zu beweisen.
Satz 3.14 Fu¨r jedes
◦
f∈ C1,αc (R2 × R2) fu¨r ein α ∈]0, 1[ existiert ein δ > 0
und eine klassische Lo¨sung f ∈ C1,αc ([0, δ] × R2 × R2) des flachen Vlasov-
Poisson-Systems mit f(0) =
◦
f.
Beweis. Nach Lemma 3.13 genu¨gt es zu zeigen, daß die in Lemma 3.13 kon-
struierte Funktion f die Vlasov-Gleichung (V ) mit K erfu¨llt. Da fnk bereits
(V ) mit Knk erfu¨llt, werden wir zeigen, daß
(∂tf(t, x, v)− ∂tfnk(t, x, v)) + v(∂xf(t, x, v)− ∂xfnk(t, x, v)) +
+K(t, x)∂vf(t, x, v)−Knk(t, x)∂vfnk(t, x, v) =
= (∂tf(t, x, v)− ∂tfnk(t, x, v)) + v(∂xf(t, x, v)− ∂xfnk(t, x, v)) +
+((K(t, x)−Knk(t, x))∂vf(t, x, v) +
+Knk(t, x)(∂vf(t, x, v)− ∂vfnk(t, x, v))→ 0
fu¨r k →∞. In der Tat, wegen der Konvergenz ∂tf−∂tfnk → 0 in C0,αc ([0, δ]×
BR×BP ), die insbesondere auch punktweise gilt, konvergiert die erste Klam-
mer gegen 0. Die zweite Klammer verschwindet fu¨r |v| > P , und fu¨r |v| ≤ P
konvergiert sie gegen 0 wegen ∂xf −∂xfnk → 0 in C0,αc ([0, δ]×BR×BP ). Fu¨r
die dritte Klammer gilt
|(K(t, x)−Knk(t, x))∂vf(t, x, v)| ≤ ‖K−Knk‖∞,[0,δ]×R2‖∂vf‖∞,[0,δ]×BR×BP → 0
wegen K −Knk → 0 in C0,α([0, δ]× R2). Fu¨r die vierte Klammer gilt
|Knk(t, x)(∂vf(t, x, v)− ∂vfnk(t, x, v))| ≤ Q‖∂vf − ∂vfnk‖∞,[0,δ]×BR×BP → 0
wegen ∂vf − ∂vfnk → 0 in C0,βc ([0, δ]×BR ×BP ). 2
Die klassische Lo¨sung f zusammen mit den dazugeho¨rigen Gro¨ßen ρ, K,
Z besitzt folgende weitere Eigenschaften.
Korollar 3.15 Fu¨r die klassische Lo¨sung f gilt:
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1. Fu¨r alle s, t ∈ [0, δ] ist die Abbildung Z(s, t): R2 × R2 → R2 × R2 ma-
ßerhaltend, d.h. fu¨r alle s, t ∈ [0, δ] gilt
det ∂zZ(s, t) = 1.
Gilt außerdem
◦
f≥ 0, so haben wir weiter:
2. Fu¨r alle t ∈ [0, δ] gilt f(t) ≥ 0;








Der Beweis ergibt sich aus den Lemmata 3.1 und 3.2. 2
3.3 Das gegla¨ttete Problem
In diesem Abschnitt nehmen wir ε > 0 an und untersuchen das System

∂tf(t, x, v) + v∂xf(t, x, v) +K(t, x)∂vf(t, x, v) = 0




(|x− y|2 + ε)3/2ρ(t, y)dy
(V )
(P ′ε)




Zuna¨chst studieren wir die Eigenschaften des Potenzials U ε, das fu¨r ein be-
stimmtes ρ : R2 → R2 durch




(|x− y|2 + ε)1/2ρ(y)dy
definiert worden ist. Die Kraft wird dann mit
Kε(x) := −∂xU ε(x)
berechnet. Wie man leicht sieht, gelten fu¨r das Potenzial U ε folgende Aussa-
gen.
Lemma 3.16 Ist ρ ∈ Cc(R2), so ist U ε ∈ C∞(R2) und es gilt
1. ‖U ε‖∞ ≤ 1
ε1/2
‖ρ‖1.






(|x− y|2 + ε)3/2ρ(y)dy mit







δi,j(|x− y|2 + ε)− 3(xi − yi)(xj − yj)





Analog zum Abschnitt 3.1.1 erhalten wir auch
Lemma 3.17 Ist ρ ∈ Cc(R2), so erfu¨llt U ε die Abfallsbedingungen
1. U ε(x) ∼ 1|x| , fu¨r |x| → ∞;
2. ∂xU
ε ∼ 1|x|2 , fu¨r |x| → ∞.
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3.3.2 Das Iterationsverfahren
Sei jetzt der Anfangswert
◦




fu¨r alle x ∈ R2, |x| > ◦R und alle v ∈ R2 gilt
◦
f (x, v) = 0;
fu¨r alle v ∈ R2, |v| > ◦P und alle x ∈ R2 gilt
◦
f (x, v) = 0.
Sei außerdem T > 0. Fu¨r eine Funktion f ∈ C1c ([0, T ]×R2×R2) betrachten wir
zu diesem f zugeho¨rige stetige Funktionen R : [0, T ] → R+, P : [0, T ] → R+
mit folgenden Eigenschaften:
fu¨r alle x ∈ R2, |x| > R(t) und alle v ∈ R2 gilt f(x, v) = 0;
fu¨r alle v ∈ R2, |v| > P (t) und alle x ∈ R2 gilt f(x, v) = 0.
Wie am Anfang von Abschnitt 3.1 definieren wir (formal) den Operator
F ε : C1c ([0, T ]× R2 × R2)→ C1c ([0, T ]× R2 × R2):
1. Fu¨r ein f ∈ C1([0, T ]× R2 × R2) setzen wir
ρ(t, x) :=
∫
f(t, x, v)dv; (27)
2. wir definieren




(|x− y|2 + ε)1/2ρ(t, y)dy (28)




(|x− y|2 + ε)3/2ρ(t, y)dy; (29)






4. schließlich setzen wir (F εf)(t, z) :=
◦
f (Z(0, t, z)).
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Die folgenden Lemmata zeigen insbesondere, daß der Operator F ε wohldefi-
niert ist.
Lemma 3.18 Ist f ∈ C1c ([0, T ] × R2 × R2) und R, P : [0, T ] → R+ mit
supp f(t) ⊂ BR × BP fu¨r alle t ∈ [0, T ], so ist das durch (27) definierte
ρ ∈ C1c ([0, T ]× R2) und es gilt
1. Fu¨r alle alle t ∈ [0, T ], x ∈ R2 , |x| > R(t) gilt ρ(t, x) = 0;
2. ‖ρ(t)‖1 = ‖f(t)‖1;
3. ‖ρ(t)‖∞ ≤ piP 2(t)‖f(t)‖∞;
4. ‖∂xρ(t)‖∞ ≤ piP 2(t)‖∂xf(t)‖∞.
Lemma 3.19 Gilt ρ ∈ C1c ([0, T ] × R2), so gilt fu¨r das durch (29) definierte
K: K ∈ C1([0, T ]× R2) mit
1. ‖K(t)‖∞ ≤ 1
ε1/2
‖ρ(t)‖1;
2. ‖∂xK(t)‖∞ ≤ 1
ε1/2
‖ρ(t)‖1.
Lemma 3.20 Gilt K ∈ C1([0, T ] × R2), so gilt fu¨r das mit (30) definierte
Z: Z ∈ C1([0, T ]× [0, T ]× R2 × R2) mit
1. ‖∂zZ(s, t)‖∞ ≤ exp
t∫
0
(1 + ‖∂xK(τ)‖∞dτ ;
2. det ∂zZ(s, t) = 1
fu¨r alle s, t ∈ [0, T ].
Lemma 3.21 Ist Z(s, t, z) die Lo¨sung des Systems (30) und setzen wir
f(t, z) :=
◦
f (Z(0, t, z)), so gilt f ∈ C1c ([0, T ] × R2 × R2) und fu¨r f und dazu-
geho¨rige R(t), P (t) gilt




2. ‖∂zf(t)‖∞ ≤ ‖
◦
f ‖∞‖∂zZ(0, t)‖∞;








Mit den Lemmata 3.18-3.21 ist der Operator F ε wohldefiniert. Wie im Ab-
schnitt 3.1.2 definieren wir iterativ die Folge f εn, n ∈ N0 durch
f ε0 (t, z) :=
◦
f (z),
f εn(t, z) := F
εf εn−1(t, z), n ∈ N.
Lemma 3.22 Es gibt ε-abha¨ngige Konstanten R, P,Q,W,L > 0, so daß fu¨r
alle t ∈ [0, T ] und alle n ∈ N0 gilt:
1. Rεn(t) ≤ R;
2. P εn(t) ≤ P ;
3. ‖ρεn(t)‖, ‖∂xZεn(t)‖∞ ≤ W ;
4. ‖Kεn(t)‖, ‖∂xKεn(t)‖ ≤ Q;
5. ‖∂xρεn(t)‖, ‖∂zf εn(t)‖ ≤ L.
Beweis. Zuerst zeigen wir 4. Wir setzen Q := 3
ε1/2
‖ ◦f ‖1. Aus den Lemmata








‖ ◦f ‖1 ≤ Q.
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Weiter setzen wir P :=
◦
P +TQ und R :=
◦
R +TP . Dann folgt mit Lemma












P εn(τ)dτ ≤ R,
und damit gelten die Abscha¨tzungen 1., 2..
Mit den Lemmata 3.18, 3.20 folgt
‖ρεn(t)‖∞ ≤ pi(P εn)2(t)‖f εn‖∞ ≤ piP 2‖
◦
f ‖∞;
‖∂zZεn(s, t)‖∞ ≤ exp
t∫
0
(1 + ‖∂xKεn(τ)‖∞dτ ≤ exp(T (1 +Q)).
Setzen wir jetzt W := max{piP 2‖ ◦f ‖∞, exp(TQ)}, so haben wir 3. gezeigt.
Schließlich setzen wir L := W‖∂z
◦
f‖∞max{1, piP 2}. Dann gilt nach den Lem-
mata 3.18, 3.21
‖∂zf εn(t)‖∞ ≤ ‖∂z
◦
f ‖∞‖∂zZεn(s, t)‖∞ ≤ W‖∂z
◦
f ‖∞ ≤ L
‖∂xρεn(t)‖∞ ≤ pi(P εn)2(t)‖∂xfn‖∞ ≤ piP 2W‖∂x
◦
f ‖∞ ≤ L
und damit haben wir auch 5. gezeigt. 2
Lemma 3.23 Es gibt eine Funktion f ε ∈ C1c ([0, T ] × R2 × R2) und die
dazugeho¨rigen Gro¨ßen ρε ∈ C1c ([0, T ] × R2), U ε ∈ C2([0, T ] × R2), Kε ∈
C1([0, T ]× R2), Zε ∈ C1([0, T ]× [0, T ]× R2 × R2) mit
1. ‖f εn(t)− f(t)‖∞ → 0 gleichma¨ßig in t ∈ [0, T ];
2. a) ‖ρεn(t)− ρ(t)‖1 → 0,
b) ‖ρεn(t)− ρ(t)‖∞ → 0 gleichma¨ßig in t ∈ [0, T ];
3. a) ‖U εn(t)− U(t)‖∞ → 0,
b) ‖Kεn(t)−K(t)‖∞ → 0,
c) ‖∂xKεn(t)− ∂xK(t)‖∞ → 0 gleichma¨ßig in t ∈ [0, T ];
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4. a) ‖Zεn(s, t)− Z(s, t)‖∞ → 0 gleichma¨ßig in s, t ∈ [0, T ]
fu¨r n→∞.










R2P 2. Außerdem gilt




f (Zεn−1(0, t))‖∞ ≤
≤ ‖∂z
◦
f ‖∞‖Zεn(0, t)− Zεn−1(0, t)‖∞. (32)
Fu¨r die Charakteristiken gilt
‖Xεn+1(s, t)−Xεn(s, t)‖∞ ≤
t∫
s
‖V εn (τ, t)− V εn−1(τ, t)‖∞dτ
und




















(‖f εn(τ)− f εn−1(τ)‖∞ +
+Q‖Xεn+1(τ, t)−Xεn(τ, t)‖∞)dτ.
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fu¨r s ≤ t. Wenden wir Korollar 2.16 2. an, so bekommen wir
‖Zεn+1(s, t)− Zεn(s, t)‖∞ ≤




‖f εn(τ)− f εn−1(τ)‖∞dτ
∣∣∣∣∣∣ , (33)
und das Gleiche auch fu¨r s > t. Jetzt setzen wir die letzte Ungleichung in
(32) ein
‖f εn+1(t)− f εn(t)‖∞ ≤ C∗
t∫
0
‖f εn(τ)− f εn−1(τ)‖∞dτ, n ∈ N, (34)
‖f ε1 (t)− f ε0 (t)‖∞ ≤ 2‖
◦
f ‖∞ (35)
mit C∗ := 2‖
◦
f ‖∞ exp((1+Q)T )‖∂z
◦
f ‖∞ und weiter folgt mit Induktion u¨ber
n









fu¨r alle t ∈ [0, T ]. Das zeigt, daß die Folge {fn} eine Cauchy-Folge in Cc([0, T ]×
R2×R2) ist und einen Grenzwert f ∈ Cc([0, T ]×R2×R2) besitzt, gegen den
sie in Cc([0, T ]× R2 × R2) konvergiert. Damit haben wir 1.a) gezeigt.
Zu diesem f definieren wir nun ρ gema¨ß (27) und U gema¨ß (28). Die Kon-
vergenz der Dichten folgt nun mit Lemma 3.18 aus
a) ‖ρε(t)− ρεn‖1 ≤ piP 2R2‖f ε(t)− f εn(t)‖∞,
b) ‖ρε(t)− ρεn‖∞ ≤ piP 2‖f ε(t)− f εn(t)‖∞.
Die Differenz der Potenziale kann mit Lemma 3.18 und Lemma 3.19 folgen-
dermaßen abgescha¨tzt werden:
‖U ε(t)− U εn(t)‖∞ ≤ C‖f ε(t)− f εn(t)‖∞ → 0
gleichma¨ßig in t ∈ [0, T ]. Aus (31) folgt ebenfalls
‖Kε(t)−Kεn(t)‖∞ ≤ C‖f ε(t)− f εn(t)‖∞ → 0
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gleichma¨ßig in t ∈ [0, T ]. Und analog gilt
‖∂xKε(t)− ∂xKεn(t)‖∞ ≤ C‖f ε(t)− f εn(t)‖∞ → 0
gleichma¨ßig in t ∈ [0, T ].
Schließlich folgt wie in (33)
‖Zε(s, t)− Zεn(s, t)‖∞ ≤ (C1 +Q) exp((1 +Q)T )
T∫
0
‖f ε(τ)− f εn(τ)‖∞dτ.
Da ‖f ε(t)−f εn(t)‖∞ → 0 gleichma¨ßig in t ∈ [0, T ], konvergiert auch das letzte
Integral, und damit haben wir die Konvergenz der Charakteristiken gezeigt.
Mit Lemma 3.20 gilt dann Zε ∈ C1([0, T ]× [0, T ]×R2×R2). Mit Lemma 3.18




f∈ C1c (R2 × R2) und ε > 0. Dann existiert eine eindeutige
globale klassische Lo¨sung f ε von (V P ε) zum Anfangswert
◦
f.
Beweis. Wir nehmen ein beliebiges T > 0. Dann ko¨nnen wir die iterativ
definierte Folge (f εn) konstruieren und nach Lemma 3.23 besitzt diese Folge
einen Grenzwert f ε ∈ C1c ([0, T ] × R2 × R2) mit den dazugeho¨rigen Gro¨ßen
ρε, U ε, Kε, Zε. Fu¨r die Funktion f ε gilt f ε =
◦
f (Zε(0, t, z)). Also gilt nach
Lemma 3.2, daß f die Lo¨sung von (V P ′ε) ist. Um Eindeutigkeit zu zeigen,
betrachten wir zwei Lo¨sungen f(1), f(2) von (V Pε) zum Anfangswert
◦
f und
bemerken, daß die Ungleichung (34) auch fu¨r sie gilt:









kommt man mit denselben Argumenten wie bei der Herleitung von (34)





Nun gilt Ff(i) = f(i), weil jede Lo¨sung von (V Pε) ein Fixpunkt des Operators
F ist. Dies liefert die no¨tige Abscha¨tzung (36). Aus dieser Abscha¨tzung folgt
nun mit Korollar 2.16 1., daß fu¨r alle t ∈ [0, T ] gilt
f(2)(t)− f(1)(t) = 0.




Das Ziel dieses Kapitels ist die Gewinnung einer globalen Existenzaussage fu¨r
das flache Vlasov-Poisson-System. Dabei legen wir den Begriff der ,,schwa-
chen” Lo¨sung zugrunde, den wir im folgenden fu¨r das gegla¨ttete und das
strikte Problem definieren.
Wir erinnern uns an die Notationen von Abschnitt 2.2 und definieren
eε : R2 → R2 durch eε(x) = x
(|x|2 + ε)3/2 . Dann hat die Kraft, die zu dem
gegla¨tteten (strikten) Problem geho¨rt, die Darstellung
Kε(t, x) = −(ρε(t) ∗ eε)(x) = −Teε(ρε(t))(x). (38)
Definition 4.1 Sei ε > 0 (ε = 0). Eine Funktion f ε : R+ × R2 × R2 →
R+ heißt globale schwache Lo¨sung des flachen gegla¨tteten (strikten) Vlasov-
Poisson-Systems (V P ε), wenn sie folgende Eigenschaften besitzt:
1. ∀t ≥ 0 gilt f ε(t) ∈ Lp(R2 × R2), und t 7→ f ε(t) ist σ(p, p′)-stetig fu¨r
p ∈ [1, 2].




f ε(t, x, v)dv,
Kε(t, x) := −(ρε(t) ∗ eε)(x).
Dann gilt fu¨r alle p ∈ [1, 2] und fast alle t ∈ R+: ρε(t) ∈ Lp(R2) und
fu¨r alle p ∈]1, 2] und fast alle t ∈ R+: Kε(t) ∈ Lp(R2).
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3. Fu¨r jedes σ ∈ C1c (R+ × R2 × R2) gilt∫ ∫ ∫
(∂tσ + v∂xσ + ∂vσK
ε ) f ε dt dx dv = 0. (Vw)
4. f ε(0) =
◦
f .
Bemerkung 4.2 Fu¨r ε > 0, die Lo¨sung f ε aus Satz 3.24 und fu¨r alle τ ∈










Der Satz, den wir beweisen wollen, ist der folgende
Satz 4.3 Es sei
◦
f∈ C1c (R2 × R2),
◦
f≥ 0. Dann existiert eine globale schwache
Lo¨sung f 0 von (V P 0).Außerdem gilt fu¨r p ∈ [1, 2], t ≥ 0
‖f 0(t)‖p ≤ ‖
◦
f ‖p,
‖f 0(t)‖1 = ‖
◦
f ‖1,
f 0(t) ≥ 0 f. u¨..
Der Beweis stu¨tzt sich auf die im vorigen Kapitel bewiesene Aussage, daß wir
fu¨r alle ε > 0 globale klassische Lo¨sungen f ε von (V P ε) gewonnen haben.
Wir werden im folgenden in ε gleichma¨ßige Abscha¨tzungen der kinetischen
Energie erhalten, hieraus in ε gleichma¨ßige Abscha¨tzungen der L2-Norm der
Dichte ρε folgern und dann mit Ergebnissen von Kapitel 2 auf gleichma¨ßige
Abscha¨tzungen der Kra¨fte schließen. Die Anwendung eines Kompaktheits-
satzes erlaubt dann, fu¨r eine Teilfolge ε→ 0 zur Grenze u¨berzugehen.
4.2 Die Energie
4.2.1 Die Energieerhaltung
Lemma 4.4 (Energieerhaltung) Fu¨r ε ≥ 0 seien f ε die klassischen Lo¨sun-
gen von (V P ε) zum Anfangswert
◦
f∈ C1c (R2 × R2),
◦
f≥ 0 auf dem Existenzin-
tervall Iε. U ε, ρε seien die zugeho¨rigen Dichten und Potenziale. Sei












Dann gilt fu¨r t ∈ Iε: Eε(t) = const = Eε(0).
Beweis. Wir bemerken zuerst, daß die klassischen Lo¨sungen von (V P ε) fu¨r
ε > 0 global existieren, also Iε = [0,+∞[ fu¨r ε > 0 (siehe Lemma 3.24 ).
Fu¨r ε = 0 ist nach Satz 3.14 I0 nicht leer. Die Lo¨sungen sind insbesondere
differenzierbar und besitzen einen kompakten Tra¨ger, so daß alle Integrale in











ε(t, x, v)dxdv −
∫ ∫ ∂tρε(t, x)ρε(t, y)

























ε(t, x, v)dxdv −
−
∫ ∫










(U ε(t, x)v · ∂xf ε(t, x, v)− U ε(t, x)v · ∂xf ε(t, x, v)) dxdv = 0.2
4.2.2 Die Beschra¨nktheit der kinetischen Energie
Satz 4.5 Sei ε0 > 0. Dann existieren Konstante J, J˜ so, daß fu¨r alle ε ∈





Fu¨r den Beweis beno¨tigen wir folgende Lemmata.
Lemma 4.6 (Sobolev-Ungleichung) Seien r1, r2 ∈]1,+∞[, N ∈ N, λ ∈
[0, N [ und r−11 + r
−1
2 + λ/N = 2. Dann existiert eine Konstante
C = C(r1, r2, λ,N), so daß fu¨r alle σ1 ∈ Lr1(RN), σ2 ∈ Lr2(RN)∫ |σ1(z)||σ2(w)|
|z − w|λ dz
NdwN ≤ C‖σ1‖r1‖σ2‖r2 .
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Beweis z.B. in [ReSi].
Lemma 4.7 (Interpolation) Sei f ∈ Lp1(RN) ∩ Lp2(RN), p1, p2 ∈ [1,∞],
0 ≤ θ ≤ 1 und p ∈ [1,∞] gegeben durch 1p := 1− θp1 +
θ
p2 . Dann gilt f ∈
Lp(RN), und
‖f‖p ≤ ‖f‖1−θp1 ‖f‖θp2 .
Beweis z.B. in [We].




∫ ∫ ρε(t, x)ρε(t, y)
(|x− y|2 + ε)1/2dydx ≤
1
2
∫ ∫ ρε(t, x)ρε(t, y)
|x− y| dydx,
wobei das Integral endlich ist aufgrund der Sobolev-Ungleichung (4.6). In der
Tat, mit λ = 1, N = 2 und einem beliebigen r1 ∈]1, 2[ gilt fu¨r r2, definiert
durch r−11 + r
−1
2 = 2− λ/N = 32 , r2 ∈]1, 2[ und∫ ∫ ρε(t, x)ρε(t, y)
|x− y| dydx ≤ C(r1)‖ρ
ε(t)‖r1‖ρε(t)‖r2 .
Wegen f ε(t) ∈ C1c (R2 × R2) (siehe 3.24 ) gilt insbesondere fu¨r die Dichten





so gilt θi ∈ [1, 2] und dann gilt aufgrund des Satzes 4.7























4− (θ1 + θ2)
2
folgt dann, daß θ1 + θ2 = 1 und damit
‖ρε(t)‖r1‖ρε(t)‖r2 ≤ ‖ρε(t)‖2−(θ1+θ2)1 ‖ρε(t)‖θ1+θ22 = ‖ρε(t)‖1‖ρε(t)‖2.
Im folgenden bezeichnen wir mit Ci(
◦





Insgesamt haben wir jetzt
−Eεpot(t) ≤ C(r1)‖ρε(t)‖1‖ρε(t)‖2 = C1(
◦
f)‖ρε(t)‖2.




f ε(t, x, v)dv +
∫
|v|≥R
f ε(t, x, v)dv ≤
≤ piR2‖f ε(t)‖∞ + 1
R2
∫
v2f ε(t, x, v)dv.
Ferner gilt
‖f ε(t)‖∞ = ‖f ε(0)‖∞ = ‖
◦
f ‖∞.
Wenn wir jetzt R so wa¨hlen, daß
piR2‖ ◦f ‖∞ = 1
R2
∫
v2f ε(t, x, v)dv,







































∫ ∫ ◦ρ(x) ◦ρ(y)












−E0pot(0) ≥ −Eεpot(0) ≥ −Eε0pot(0),
da ε ∈ [0, ε0]. Also gilt insgesamt





1/2 ≤ Eε(0) ≤ Eε0(0).
Hieraus folgt: es gibt C4(
◦
f), so daß Eεkin(t)≤C4(
◦
f).
Setzen wir J := C4(
◦




f)1/2, dann sind die beiden Aussagen des
Lemmas bewiesen. 2
4.3 Regula¨re und singula¨re Kerne
Wir betrachten eε(x) =
x
(|x|2 + ε)3/2 fu¨r n = 2. Außerdem betrachten wir
Ω(x) := x|x| und Ω¯ε(r) :=
r3
(r2 + ε)3/2
. Offenbar gilt eε(x) =
Ω(x)
|x|2 Ω¯ε(|x|).
Lemma 4.8 Seien Ω, Ω¯ε die soeben definierten Funktionen. Dann gilt :
1) Ω erfu¨llt die Eigenschaften Ω1)− Ω4) (mit B0 = 1).
2) ∀ε ≥ 0 gilt: Ω¯ε erfu¨llt Ω¯1)− Ω¯4) mit der Konstanten ω¯ = 3/4.
Beweis. 1) folgt aus Bemerkung 2.3.
2) Es gilt offenbar Ω¯ε ∈ C1(R+), Ω¯ε(r) < 1. Weiter gilt












woraus sich Ω¯1) und Ω¯4) ergibt. Ω¯2) und Ω¯3) sind offenbar. 2
Mit Bemerkung 2.1 ergibt sich das folgende
Korollar 4.9 eε erfu¨llt die Eigenschaften e1)−e3) mit derselben Konstanten
B > 0 gleichma¨ßig fu¨r alle ε ≥ 0 und damit auch die Voraussetzungen von
Satz 2.4.
Lemma 4.10 Fu¨r jedes δ > 0, ε ≥ 0 und jedes p ∈]1,∞[ gilt:
‖T δeε − T δe0‖p ≤ C
ε
δ2
fu¨r C := 13pi/2.
Beweis. Sei Bcδ := {x ∈ Rn : |x| ≥ δ}. Dann gilt T δeε − T δe0 = T δeε−e0 =
T δ(eε−e0)XBc
δ
. Wir zeigen, daß (eε−e0)XBc
δ
die Voraussetzungen e1)−e3) mit der
Konstanten B = 58pi ε
δ2
erfu¨llt. Dann kann Satz 2.4 fu¨r T δ(eε−e0)XBc
δ
angewen-
det werden. Um e1) zu zeigen, stellen wir fest: fu¨r |x| < δ ist (eε−e0)XBc
δ
(x) =
0. Es gilt :
|eε(x)− e0(x)| = |x|
∣∣∣∣∣ 1|x|3 − 1(|x|2 + ε)3/2
















Fu¨r |x| ≥ δ gilt also






Die Eigenschaft e2) ist trivial. Wir beweisen nun e3). Es gilt
∂xj(e
ε − e0)i(x) = δi,j|x|
2 − 3xixj
















∣∣∣∂xj(eε − e0)i(x)∣∣∣ ≤ 7ε 1|x|5 ≤ 7 εδ2 1|x|3 (40)
fu¨r |x| ≥ δ. Nun betrachten wir eine Zerlegung von {y : |x| ≥ 2y} in die
Mengen
B1(x) := {y : |x| ≥ 2|y|, |x− y| > δ, |x| > δ},
B2(x) := {y : |x| ≥ 2|y|, |x− y| > δ, |x| ≤ δ},
B3(x) := {y : |x| ≥ 2|y|, |x− y| ≤ δ, |x| > δ},
B4(x) := {y : |x| ≥ 2|y|, |x− y| ≤ δ, |x| ≤ δ}.
Dann gilt: ∫
|x|≥2|y|
|(eε − e0)(x− y)XBc
δ




















(x)|dx =: S1 + S2 + S3 + S4.








































































|(eε − e0)(x− y)XBc
δ











was das Gewu¨nschte zeigt. 2
Lemma 4.11 Der Operator Teε ist antisymmetrisch in L2(R2).
Beweis. Fu¨r alle δ > 0 ist der Operator T δeε antisymmetrisch, weil e
ε
δ unge-
rade ist, das heißt∫
T δeεf(x)dx = −
∫
f(x)T δeεg(x)dx




in L2(R2) gilt, ist auch Teε antisymmetrisch.2
4.4 Die Auswahl einer schwachkonvergenten Folge
Zuerst formulieren wir Aussagen, die uns weiter behilflich sein werden.
Lemma 4.12 Sei f ∈ L1(Rm). Dann existiert eine Funktion G ∈ C1(R), so
daß G > 0, 0 ≤ G′ ≤ 1, G′(r) = 0 fu¨r r ∈] − ∞, 1], lim
r→∞G(r) = ∞ und∫
G(|x|) · f(x)dx <∞.
Beweis [HoHu84].
Wir wenden jetzt Lemma 4.12 auf
0
ρ∈ L1(R2) an und bezeichnen weiter mit
G die Funktion aus diesem Lemma.
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Lemma 4.13 Es gibt eine positive stetige Funktion L auf R+, so daß fu¨r
alle ε ∈ [0, ε0] und alle t ≥ 0 gilt∫
G(|x|) · f ε(t)(x, v)dxdv ≤ L(t).













G′(|Xε(t, 0, x, v)|)X
ε(t, 0, x, v) · V ε(t, 0, x, v)






|V ε(t, 0, x, v)| ◦f (x, v)dxdv =
∫







≤ J1/2‖ ◦f ‖1/21 .
Durch Integration u¨ber t bekommen wir die Behauptung. 2
Lemma 4.14 Es gibt eine positive Nullfolge (εn) und ein zugeho¨riges stetiges




lokal gleichma¨ßig in t auf R+ und f 0 ferner die folgenden Eigenschaften hat:
1) f 0(t) ≥ 0 f.u¨. auf R2 × R2, t ≥ 0,
2) f 0(t) ∈ Lp(R2 × R2) fu¨r alle p ∈ [1, 2], t ≥ 0 und fu¨r alle p ∈ [1, 2] und
alle τ ∈ Lp′(R2 × R2) gilt∫ ∫
τf εn(t)dxdv →
∫ ∫
τf 0(t)dxdv fu¨r εn → 0
lokal gleichma¨ßig in t auf dem R+,
3) ‖f 0(t)‖1 = ‖
◦
f ‖1, t ≥ 0,
4) ‖f 0(t)‖p ≤ ‖
◦
f ‖p, p ∈]1, 2], t ≥ 0,
5)
∫ ∫
v2f 0(t, x, v)dxdv ≤ J , t ≥ 0, mit der Konstanten J aus Satz 4.5.
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Beweis Wir zeigen (vgl. auch [HoHu84]), daß die Familie {f ε|[0,T ]}ε∈[0,ε0] auf
[0, T ] =: I den Voraussetzungen von Satz 2.13 mit X := Lp(R2×R2) genu¨gt.
Nach (i) ist zu zeigen: Fu¨r alle t ∈ [0, T ] ist die Menge {f ε(t), ε ∈ [0, ε0]}
relativ schwach kompakt in Lp(R2 × R2).
Fu¨r p > 1 ist diese Eigenschaft offenbar, weil nach 3.2 gilt ‖f ε(t)‖p = ‖
◦
f ‖p,
und damit ist die Familie {f ε(t), ε ∈ [0, ε0]} in Lp(R2 × R2) beschra¨nkt.
Fu¨r p = 1 sind die Voraussetzungen von Satz 2.12 zu pru¨fen.
Zu (i): Die Beschra¨nktheit von {f ε(t), ε ∈ [0, ε0]} in L1(R2 × R2) folgt auch
aus der Eigenschaft ‖f ε(t)‖1 = ‖
◦
f ‖1, ε > 0, t ∈ R+ klassischer Lo¨sungen.
Zu (ii): Nach 3.1 erha¨lt die Abbildung Zε(t, 0, ·, ·) das Maß. Deswegen gilt
fu¨r jede meßbare Menge B∫
B




f (x, v)dxdv → 0 fu¨r λ4(B)→ 0
gleichma¨ßig fu¨r alle ε > 0.












∫  f ε(t)(x, v)dxdv ≤
≤ G(R)−1
∫
G(|x|)f ε(t)(x, v)dxdv +R−2
∫
v2f ε(t)(x, v)dxdv ≤
≤ G(R)−1L(t) +R−2J ≤ G(R)−1‖L‖∞,[0,T ] +R−2J → 0 fu¨r R→∞
gleichma¨ßig fu¨r ε ∈ [0, ε0] und gleichma¨ßig in t ∈ [0, T ].
Damit sind die Voraussetzungen von Satz 2.12 fu¨r {f ε(t), ε ∈ [0, ε0]} gepru¨ft,
und damit ist diese Familie fu¨r alle p ∈ [1, 2] relativ schwach kompakt in
Lp(R2 × R2).





auf [0, T ] in ε ∈ [0, ε0] gleichgradig stetig.
Fu¨r τ ∈ C1c (R2×R2) folgt dies aus der folgenden U¨berlegung. Zuerst bemerken
wir, daß Kε = Teερ
ε. Wir wa¨hlen R1, R2 so, daß suppτ ⊂ BR1 × BR2 . Dann
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|Teερε(t)f ε(t)∂vτ |dxdv ≤
≤ ‖∂xτ‖∞R2‖f ε(t)‖1 + piR22‖Teερε(t)‖2‖f ε(t)‖2‖∂vτ‖∞ ≤
≤ ‖∂xτ‖∞R2‖
◦





f ‖1 + piR22A2J‖
◦
f ‖2‖∂vτ‖∞ =: g(τ).
Dies zeigt die gleichgradige Stetigkeit.
Fu¨r τ ∈ L∞(R2 × R2) folgt das Resultat aus dem folgenden Approximati-
onsargument. Sei τ 6= 0. Wie wir oben beim Beweis der Eigenschaft (iii) aus
Satz 2.12 gezeigt haben, gibt es fu¨r ein vorgegebenes η > 0 ein R > 0, so daß




f ε(t)dxdv ≤ η
6‖τ‖∞ .
Die Funktion τXBR×BR liegt jetzt in L2(R2×R2), kann also durch C1c (R2×R2)-
Funktionen in L2(BR × BR) approximiert werden. Also wa¨hlen wir ein σ ∈
C1c (BR ×BR) mit




Schließlich wa¨hlen wir ∆(η) := η
3g(σ)
, mit g aus dem ersten Fall des Beweises
der gleichgradigen Stetigkeit. Also gilt fu¨r alle t0, t ∈ [0, T ] mit |t0−t| < ∆(η)∣∣∣∣∫ ∫ σ(f ε(t)− f ε(t0))dxdv∣∣∣∣ ≤ ∆(η)g(σ) = η3 .
Insgesamt haben wir fu¨r diese t0, t∣∣∣∣∫ ∫ τ(f ε(t)− f ε(t0))dxdv∣∣∣∣ ≤
≤
∣∣∣∣∫ ∫ (τ − τ ·XBR×BR)(f ε(t)− f ε(t0))dxdv∣∣∣∣+
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+
∣∣∣∣∫ ∫ (τ ·XBR×BR − σ)(f ε(t)− f ε(t0))dxdv∣∣∣∣+
+










Fu¨r ein p ∈]1, 2], τ ∈ Lp′(R2 × R2) ko¨nnen wir fu¨r jedes η eine Funktion
σ ∈ C1c (R2×R2) mit ‖τ −σ‖p′ ≤ η wa¨hlen. Die gewu¨nschte Eigenschaft folgt
nun wie oben aus der Abscha¨tzung∣∣∣∣∫ ∫ τ(f ε(t)− f ε(t0))dxdv∣∣∣∣ ≤ ∣∣∣∣∫ ∫ (τ − σ)(f ε(t)− f ε(t0))dxdv∣∣∣∣+
+
∣∣∣∣∫ ∫ σ(f ε(t)− f ε(t0))dxdv∣∣∣∣ ≤
≤ ‖τ − σ‖p′‖
◦
f ‖p +
∣∣∣∣∫ ∫ σ(f ε(t)− f ε(t0))dxdv∣∣∣∣
fu¨r alle t0 ∈ [0, T ] und t ∈ [t0−∆(η), t0 + ∆(η)]∩ [0, T ]. Damit ist die gleich-
gradige Stetigkeit auch in diesem Fall gezeigt.
Die Anwendung von Satz 2.13 fu¨r X := L1(R2×R2) liefert jetzt die Existenz
einer Nullfolge (εn) und einer Funktion f
0, so daß (41) gilt.
Jetzt zeigen wir die Eigenschaften 1)− 5).
1) ist offenbar, denn fu¨r alle ε > 0 und alle t ≥ 0 gilt f ε(t) ≥ 0 und der
positive Kegel von L1(R2 × R2) ist schwach abgeschlossen.
2) Wie wir schon gezeigt haben, erfu¨llt die Familie {f εn(t)} die Voraussetzun-
gen von Satz 2.13 mit X := Lp(R2×R2) auch fu¨r p ∈]1, 2]. Also entha¨lt auch
jede Teilfolge von (f εn(t)) wiederum eine Teilfolge, die gegen eine Funktion
etwa f˜ 0 schwach in Lp(R2 × R2) konvergiert. Fu¨r alle t ∈ R+ und fu¨r alle
Testfunktionen σ ∈ Cc(R2 × R2) gilt dann∫
σ(x, v)f 0(t, x, v)dxdv =
∫
σ(t, v)f˜ 0(t, x, v)dxdv.
Und wegen der Dichtheit von Cc(R2 × R2) in Lp(R2 × R2), p ∈]1, 2], muß fu¨r
jedes t ∈ [0, T ] f 0(t) = f˜ 0(t) in Lp(R2 × R2) gelten. Damit entha¨lt jede Teil-
folge von (f εn(t)) eine gegen f 0(t) schwach konvergente Teilfolge. Deswegen
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konvergiert die ganze Folge (f εn(t)) selbst schwach gegen f 0(t).
3) gilt, weil die Funktion σ := 1 auch in L∞(R2 × R2) liegt. 4) gilt, weil die
Norm von Lp(R2×R2) in der schwachen Topologie nach unten halbstetig ist.




v2f 0(t, x, v)dxdv =
∫ ∫




(v2X{|x|,|v|≤R}(x, v)f εn(t, x, v)dxdv ≤ J.
Hieraus folgt die Behauptung. 2
Bemerkung 4.15 Beim Beweis der gleichgradigen Stetigkeit unterscheidet
sich unser Fall wesentlich von dem in [HoHu84] beschriebenen. In dieser
Arbeit werden die Kompaktheitseigenschaften des Integraloperators, der die
Kraft definiert, im 3-dimensionalen Raum benutzt. Diese Eigenschaften be-
sitzt der entsprechende Operator in unserem Fall nicht, weil er ,,zu singula¨r”
ist. Satz 2.4 kann in diesem Fall nur die Beschra¨nktheit dieses Operators
liefern.
Lemma 4.16 Fu¨r die Folge (f εn) gilt fu¨r jedes T > 0 und jedes p ∈ [1, 2]
f εn ⇀ f 0 in Lp([0, T ]× R2 × R2).











εn − f 0)dxdv
)
dt.
Nach Lemma 4.14 konvergiert das innere Doppelintegral gegen 0 gleichma¨ssig
auf [0,T], also konvergiert das Ganze auch gegen 0 fu¨r n→∞.
Fu¨r eine allgemeine Testfunktion σ ∈ Lp′([0, T ]×R2×R2) benutzen wir einen








1 ∈ C1([0, T ]), σm2 ∈ C1c (R2 × R2) in Lp′([0, T ]× R2 × R2)























εn − f 0)dxdvdt.























Das zweite Integral kann ebenfalls beliebig klein gemacht werden, wie wir es
oben bereits gezeigt haben. Fu¨r p = 1 benutzen wir ein a¨hnliches Verfahren
wie im Beweis der gleichgradigen Stetigkeit in Lemma 4.14. Aus diesem Be-
weis ergibt sich, daß es zu vorgegebenem η ein R > 0 gibt, so daß fu¨r alle













f εdxdv ≤ η
6‖σ‖∞ .







f 0dxdvdt ≤ η
6‖σ‖∞ .
Wir wa¨hlen nun R < 0 so, daß beide Abscha¨tzungen gelten. Die Funktion
σX[0,T ]×BR×BR liegt jetzt in L2([0, T ] × BR × BR), kann also durch die se-
parierenden C1c ([0, T ]×BR ×BR)-Funktionen in L2(BR ×BR) approximiert













































εn − f 0)dxdvdt.
Offenbar sind jetzt der erste und der zweite Integral kleiner als η/3 nach der
Wahl von R und σm1 , σ
m
2 und der letzte kann kleiner als η/3 gemacht werden,
wie wir oben fu¨r separierende Funktionen gezeigt haben. 2
Lemma 4.17 1) Fu¨r ρ0(t, x) :=
∫
f 0(t, x, v)dv, fu¨r alle p ∈ [1, 2] und fu¨r
alle T > 0 gilt
ρεn ⇀ ρ0 in Lp([0, T ]× R2).
2) Fu¨r σ ∈ Cc(R2) definieren wir ρεσ(t, x) :=
∫
σ(v)f ε(t, x, v)dv, ε ∈ [0, ε0].




p([0, T ]× R2).
Beweis 1) Schwache Konvergenz der Folge (f εn) in L1([0, T ]× R2 × R2) im-
pliziert die schwache Konvergenz der Folge (ρεn) in L1([0, T ]× R2), denn fu¨r
jedes σ ∈ L∞([0, T ]× R2) gilt:∫ ∫
σ(ρεn − ρ0)dtdx =
∫ ∫ ∫
σ(f εn − f 0)dtdxdv → 0, n→∞.
Und schwache Konvergenz in L1([0, T ]×R2) und gleichma¨ßige Beschra¨nktheit
in Lp([0, T ]×R2), p ∈]1, 2] implizieren die schwache Konvergenz in Lp([0, T ]×
R2) (aufgrund der Dichtheit von C1c ([0, T ]×R2) in Lp([0, T ]×R2) fu¨r p ∈]1, 2]).
2) Fu¨r alle τ ∈ Lp([0, T ] × R2) und σ ∈ Cc(R2) liegt die Produktfunktion
τσ : (t, x, v) 7→ τ(t, x)σ(v) in Lp([0, T ] × R2 × R2). Nach Lemma 4.14 gilt
jetzt ∫ ∫
τ(t, x)ρεnσ (t, x)dtdx =
∫ ∫ ∫
τ(t, x)σ(v)f εndtdxdv →∫ ∫ ∫






Das im Abschnitt 4.1 angeku¨ndigte Hauptresultat des Kapitels ist bewiesen
mit dem folgenden
Satz 4.18 Die Grenzfunktion f 0 ist schwache Lo¨sung des flachen (VPS) auf
R+.
Wir stellen fest, daß die Eigenschaften von 1. und 4. f 0, die zur Definition ei-
ner schwachen Lo¨sung geho¨ren, bereits in Lemma 4.14 gezeigt wurden. Nach
Lemma 4.17 gilt fu¨r jedes p ∈ [1, 2] ρ0 ∈ Lp([0, T ]×R2). Daraus folgt, daß fu¨r
fast alle t ∈ [0, T ], p ∈ [1, 2] gilt ρ0(t) ∈ Lp(R2). Sei K0 wie in Punkt 2. von
Definition 4.1. Dann gilt mit Satz 2.4 auch K0(t) ∈ Lp(R2) fu¨r jedes p ∈]1, 2]
und fu¨r fast alle t ∈ [0, T ]. Damit ist auch Punkt 2. gezeigt.
Der entscheidende Schritt fu¨r den Beweis des Satzes ist der Nachweis von
3., d.h., daß f 0 die Gleichung (Vw) erfu¨llt. Da die Approximationen (f
εn)
insbesondere auch schwache Lo¨sungen der gegla¨tteten Gleichung sind, wird
die Gu¨ltigkeit der Gleichung (Vw) a¨quivalent ausgedru¨ckt in der Behauptung
von
Lemma 4.19 Fu¨r alle Testfunktionen σ ∈ C1c ([0, T ]× R2 × R2) gilt∫ ∫ ∫
∂tσ(f
εn − f 0)dt dx dv +
∫ ∫ ∫
v∂xσ(f




εnf εn −K0f 0)dt dx dv → 0 fu¨r n→∞.
Beweis. Man sieht leicht, daß die ersten beiden Terme gegen Null konver-
gieren, da ∂tσ, v∂xσ ∈ L∞([0, T ] × R2 × R2) und die Folge (f εn) gegen f 0
schwach in L1([0, T ]× R2 × R2) konvergiert.








εnf εn − Te0ρ0f 0)dtdxdv =










εn − ρ0)f εndtdxdv,
In2 :=
∫ ∫ ∫




0(f εn − f 0)dtdxdv.
Wir zeigen In3 → 0: Zuna¨chst gilt ρ0 ∈ L2([0, T ] × R2) nach Lemma 4.17,
also gilt nach Korollar 2.5 Te0ρ
0 ∈ L2([0, T ] × R2). Also ist ∂vσTe0ρ0 ∈
L2([0, T ]× R2 × R2) und In3 → 0 gilt nach Lemma 4.14.
Zur Behandlung von In1 betrachten wir zuna¨chst den Fall von Funktionen
σ ∈ C1c ([0, T ] × R2 × R2), die sich in der Form darstellen lassen σ(t, x, v) =
σ1(t)σ2(x)σ˜3(v), mit σ1 ∈ C1([0, T ]), σ2 ∈ C1c (R2), σ˜3 ∈ D(BR) fu¨r ein R.














Als klassische Lo¨sung von (V P εn) erfu¨llt f εn die Gleichung
∂tf
εn + v∂xf
εn = −∂v(Kεn · f εn) = −∂v(Teεnρεn · f εn),
also genu¨gt f εnχ[0,T ] den Bedingungen von Lemma 2.11 mit m = 1, s = 1/4
und g := Teεnρ
εn ·f εn , denn es gilt nach Lemma 4.8, Korollar 2.5 und Lemma
4.5 zuna¨chst
|||Kεnf εn|||2 ≤ ‖
◦
f ‖∞|||Teεnρεn|||2 ≤ ‖
◦
f ‖∞CB|||ρεn|||2 ≤
≤ CBJT‖ ◦f ‖∞.
Da der Tra¨ger von σ3 in BR liegt, folgt aus Lemma 2.11



















Jetzt zeigen wir, daß
Teεn (ρ
εn − ρ0) ⇀ 0 in L2((0, T )× R2) fu¨r n→∞.





εn − ρ0)dxdt→ 0. (42)
Wir spezialisieren zuerst auf den Fall τ(t, x) = τ1(t)τ2(x), wobei
τ1 ∈ L2((0, T )), τ2 ∈ L2(R2), und zeigen zuna¨chst, daß
Teεnτ2 → Te0τ2 in L2(R2) fu¨r n→∞.
In der Tat, fu¨r jedes δ > 0 gilt
Teεnτ2 − Te0τ2 = Teεn−e0τ2 = T δeεn−e0τ2 + T ,δeεn−e0τ2.
Nach Satz 2.4 2) konvergiert T ,δeεn−e0τ2 → 0 fu¨r δ → 0 in L2((0, T ) × R2)
gleichma¨ßig in n ∈ N, da die Kerne eεn − e0 die Bedingungen e1)−e3) (was aus
Korollar 4.9 folgt) mit derselben Konstanten B erfu¨llen. Deswegen ko¨nnen











Dies zeigt die Konvergenz
Teεnτ2 → Te0τ2 in L2(R2)
fu¨r n→∞. Dann gilt auch
τ1Teεnτ2 → τ1Te0τ2 in L2((0, T )× R2)
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fu¨r n → ∞. Um nun (42) in unserem Spezialfall zu zeigen, bemerken wir,










Die Folge ρεn − ρ0 konvergiert schwach in L2((0, T )× R2) gegen 0, die Folge
τ1Teεnτ2 ist in L




(ρεn − ρ0)τ1Teεnτ2dxdt→ 0
fu¨r n → ∞. Jetzt nehmen wir ein allgemeines τ ∈ L2((0, T ) × R2). Es kann
durch die Funktionen der Form
N∑
m=1
τ1τ2 mit τ1 ∈ L2((0, T )), τ2 ∈ L2(R2) in






















Das erste Integral kann beliebig klein gemacht werden, weil
|||Teεn (ρεn − ρ0)|||2 ≤ 2BCTJ
und τ − N∑
m=1
τ1τ2 beliebig klein gemacht werden kann. Das zweite Integral
konvergiert gegen 0, wie wir oben bereits gezeigt haben. Also haben wir
insgesamt gezeigt, daß
Teεn (ρ
εn − ρ0) ⇀ 0 in L2((0, T )× R2) fu¨r n→∞.
Dann gilt auch
σ1σ2Teεn (ρ
εn − ρ0) ⇀ 0 in L2((0, T )× R2) fu¨r n→∞.
Wegen L2((0, T )× R2) ⊂ H−1/4((0, T )× R2) (Satz 2.14) gilt
σ1σ2Teεn (ρ
εn − ρ0) ∈ H−1/4((0, T )× R2).
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Sei R2 > 0 so gewa¨hlt, daß gilt suppσ2 ∈
◦
BR2 . Dann gilt auch
σ1σ2Teεn (ρ
εn − ρ0) ∈ H−1/4((0, T )× ◦BR2),
wobei
◦
BR2 den offenen Kern von BR2 bedeutet, und
‖σ1σ2Teεn (ρεn − ρ0)‖H−1/4((0,T )×R2) = ‖σ1σ2Teεn (ρεn − ρ0)‖H−1/4((0,T )× ◦BR2 ).
Da nach Satz 2.14 die Einbettung L2((0, T )× ◦BR2) ⊂ H−1/4((0, T )×
◦
BR2)
kompakt ist und wegen σ1σ2Teεn (ρ
εn − ρ0) ⇀ 0 in L2((0, T )× ◦BR2) fu¨r n →
∞ gilt
σ1σ2Teεn (ρ
εn − ρ0)→ 0 in H−1/4((0, T )× ◦BR2) fu¨r n→∞.
Hieraus folgt








f)‖σ1σ2Teεn (ρεn − ρ0)‖
H−1/4((0,T )× ◦BR2 )
→ 0 fu¨r n→∞.
Der Fall eines allgemeinen σ ∈ C1c ((0, T ) × R2 × R2) ergibt sich aus der









mit σm1 ∈ C((0, T )), σm2 , σm3 ∈ Cc(R2),m = 1, . . . N in L2((0, T ) × R2 × R2)






















εn − ρ0)f εndtdxdv.
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und kann bei entsprechender Wahl der Approximation beliebig klein gemacht
werden. Der zweite Term konvergiert gegen 0 fu¨r n→∞, wie wir es fu¨r die
separierenden Funktionen bereits oben gezeigt haben.
Es bleibt noch, den Term In2 zu betrachten. Wir nehmen wieder zuna¨chst






























=: In2,1(δ) + I
n
2,2(δ).
Zuna¨chst scha¨tzen wir In2,1(δ) ab und notieren, daß nach Satz 4.5 und Lemma
4.10 gilt






≤ C(σ1, σ2, σ3)‖T δeεn−e0‖2|||ρ0|||2JT




Zur Behandlung von In2,2(δ) wa¨hlen wir R > 0 so, daß suppσ2, suppσ3 ⊂ BR.
Da




|In2,2(δ)| ≤ ‖T ,δeεn−e0ρ0‖L2([0,T ]×R2)‖σ1σ2ρεnσ3‖L2([0,T ]×R2) ≤
≤ ‖T ,δeεn−e0ρ0‖L2([0,T ]×R2)‖σ1‖∞‖σ2‖∞piR2‖
◦
f ‖∞‖σ3‖∞.
Da eεn − e0 die Bedingungen von Satz 2.4 mit derselben Konstanten B
erfu¨llen, gilt
‖T ,δeεn−e0ρ0‖L2([0,T ]×R2) → 0
fu¨r δ → 0 gleichma¨ßig in n. Deswegen ko¨nnen wir fu¨r ein vorgegebenes η > 0
ein δ(η) > 0 so wa¨hlen, daß










Jetzt ko¨nnen wir In2 abscha¨tzen. Aufgrund der Abscha¨tzung von I
n
2,1(δ(η))




, n ≥ n0(η).
Hieraus ergibt sich In2 → 0 fu¨r n→∞. Wegen der Dichtheit der Summen von
separierenden Funktionen in L2((0, T )×R2×R2) ergibt sich die Behauptung




Gilt die Eindeutigkeit der klassischen Lo¨sungen?
Um die Ho¨lder-Norm der Differenz d = f(1)−f(2) von zwei Lo¨sungen des
flachen Vlasov-Poisson-Systems abzuscha¨tzen, mu¨ßte die Ho¨lder-Norm
von f(1) − f(2) gegen die Ho¨lder-Norm von der Differenz der entspre-
chenden Charakteristiken abscha¨tzen, also eine Abscha¨tzung vom Typ
| ◦f (Z(1)(0,t,z1))−
◦
f (Z(2)(0, t, z1))−
◦
f (Z(1)(0, t, z2))+
◦
f (Z(2)(0, t, z2))| ≤
≤ C|Z(1)(0, t, z1)− Z(2)(0, t, z1)− Z(1)(0, t, z2) + Z(2))(0, t, z2)|
erhalten ko¨nnen, was nicht mo¨glich ist.
Kann man die Nicht-Eindeutigkeit begru¨nden?
Daß die Maßlo¨sungen nicht eindeutig zu sein brauchen, zeigt das Bei-
spiel von [MaZh96] im eindimensionalen Fall.
2. Globale Existenz.
Ist globale Existenz der klassischen Lo¨sungen zu erwarten?
Die Beweise von [Pf92], [Sch91], [LiPe91] ko¨nnen wegen der hohen Po-
tenzen der Funktionen A,R, P im System (S) aus Lemma 3.10 nicht
u¨betragen werden.
3. Singula¨rer Grenzu¨bergang.
Approximiert man die δ-Funktion in der Anfangsbedingung
f˜(x1, x2, x3, v1, v2, v3) =
◦
f (x1, x2, v1, v2)δ(x3)δ(v3)
durch eine δ-Folge, ist dann Konvergenz der Lo¨sungen des approximier-
ten Problems gegen die des singula¨ren zu erwarten?
Ein a¨hnliches Problem ist in [DiSa99] behandelt worden. In unserem
Fall hat man allerdings mit der dritten Komponenten der Kraft und
deren Ableitung nach der dritten Ortskomponenten zu tun, die singula¨r
ist.
Diese Frage scheint insbesondere physikalisch relevant zu sein, da die
real existierenden Galaxien eine endliche Dicke haben.
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4. Stabilita¨t stationa¨rer Lo¨sungen.
Existenz und stabilita¨t der stationa¨rer Lo¨sungen im 2×2-dimensionalen
Phasenraum ist bereits in [Re99] bewiesen. Bleiben diese stationa¨ren
Lo¨sungen auch im vollen 3× 3-dimensionalen Raum stabil?
Dieses Problem scheint mit der Frage 3. verwandt zu sein.
5. Explizite Lo¨sungen.
Gibt es explizite Lo¨sungen zum flachen Vlasov-Poisson-System?
Ein Versuch explizite Lo¨sungen im Sinne von [Ku52] zu konstruierten,
scheitert an der Singularita¨t der dritten Kraftskomponente.
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