Abstract. We present a family of mixed finite element spaces for second order elliptic equations in two and three space dimensions. Our spaces approximate the vector flux by a continuous function. Our spaces generalize certain spaces used for approximation of Stokes problems. The finite element method incorporates projections of the Dirichlet data and certain low order terms. The method is locally conservative on the average. Suboptimal convergence is proven and demonstrated numerically. The key result is to construct a flux π-projection operator that is bounded in the Sobolev space H 1 , preserves a projection of the divergence, and approximates optimally. Moreover, the corresponding Raviart-Thomas flux preserving π-projection operator is an L 2 -projection when restricted to this family of spaces.
Introduction.
Mixed finite element methods have been used effectively to solve many problems, including second order elliptic problems [10, 15, 31, 34] . Both the scalar variable and its vector flux are approximated directly. While it is necessary to approximate the flux in H(div), the space of L 2 vectors whose divergence is also in L 2 , it is not necessary that the flux be fully continuous. In the usual mixed spaces (see, e.g., [12, 13, 14, 17, 29, 31] ), only the normal component of the approximate flux is continuous. The tangential components are discontinuous across element boundaries.
In some applications, it is desirable that the flux be continuous. The applications we have in mind come from simulating fluid flow in a porous medium [7, 30, 32] . Miscible displacement in a petroleum reservoir or groundwater transport problems require the solution to a system of equations in model form: (1.3) where p is the pressure, u is the Darcy velocity (i.e., the flux), c is the concentration of a dissolved chemical that is transported by the flow, and a, b, c, d, φ, D, andĉ are various parameters. To these equations, we must add boundary and initial conditions. For the subsystem (1.1)-(1.2), let ∂Ω be decomposed into Γ N and Γ D , and set (1.5) where ν is the outer unit normal vector, g N is the given boundary flux, and p D is the given boundary pressure.
Since D(u) ≈ 0, equation (1. 3) is nearly hyperbolic. Characteristic methods have been successful in treating this equation (see, e.g., [4, 20, 22, 23] ); however, they rely heavily on the velocity u. To obtain good characteristic trace-backs, u h ≈ u should satisfy (i) ∇ · u h = P W f , where P W is an appropriate projection; (ii) u h is continuous. Property (i) gives a proper divergence to the flow so that mass is conserved, while (ii) is required for consistency in tracing regions through the flow field.
A second application involves the coupling of Stokes flow with Darcy flow in a region with open channel flow adjacent to a porous medium [8] . Usual approaches require that the Stokes equations be approximated by a continuous velocity, since it must remain in H 1 . However, this is not properly matched on the open/porous interface to a discontinuous Darcy velocity. A continuous Darcy velocity would therefore be desirable. These spaces have been exploited in [1, 2, 3] . Current mixed methods achieve (i) at the expense of (ii). Our goal is to relax (i), so that it holds only "on the average", but maintain (ii). Brezzi, Fortin, and Marini [16] presented a stabilization technique that allows the use of continuous finite element spaces. Their technique involves a modification of the usual mixed equations. Herein, we provide a family of mixed methods that is stable for the original set of mixed equations. These methods are defined on rectangular grids, and they generalize the Stokes elements of Fortin [24] (cf. Bernardi and Raugel [9] ). We present the full development for two dimensions, and discuss the three dimensional case in the last section. Let P k (ω) denote the space of polynomials of degree at most k over the set ω. Moreover, in R 2 , let Q i,j (ω) be the set of polynomials of degree at most i in x and j in y over ω, and similarly define Q i,j,k (ω) in R 3 . We will make use of scaling arguments, so let us defineR = [−1, 1] 2 as our reference rectangle. Moreover, letλ j denote the Legendre polynomial of degree j on [−1, 1]. Recall that they are L 2 ([−1, 1])-orthogonal polynomials, and that by convention, they are normalized so thatλ j (1) = 1; then alsoλ j (−1) = (−1)
Some general notation.
3. An illustrative example. To illustrate our finite element spaces, consider (1.1)-(1.2) in mixed form for Ω ⊂ R 2 a bounded domain, with the natural boundary conditions Γ N = ∂Ω and g N = 0, and a and c set to 0:
where H 0 (div; Ω) is the subset of H(div; Ω) with vanishing normal trace on ∂Ω. Let V h × W h denote some mixed finite element space, and solve (3.1)-(3.2) for (u h , p h ) ∈ V h × W h with the restrictions that w ∈ W h and v ∈ V h .
If V h × W h is the lowest order Raviart-Thomas space [29, 31, 34] , the solution u h is discontinuous. On a rectangular element R, the x-coordinate of u h , u h,1 , is in
This space has one degree of freedom for each edge normal to the x-direction. If we add four degrees of freedom by defining
the extra corner degrees of freedom allow us to enforce continuity, while the two edge degrees of freedom allow us to maintain the average flux across each normal edge, i.e., the proper average divergence of the flow. A similar modification in y, V h,2 (R) = Q 2,1 (R), gives a new element with the required properties on all edges of R. This is a Stokes element due to Fortin [24] .
The spaces in two dimensions on rectangles.
Assume Ω ⊂ R 2 . Let T h denote a quasi-regular, conforming finite element partition of Ω into rectangles of diameter bounded by h. By quasi-regular, we mean that the aspect ratio of the rectangles is bounded by a fixed constant. We now define our family of mixed spaces; it contains the element of the previous section as its lowest order member.
and
is discontinuous across element boundaries, a global basis can be constructed immediately.
A local nodal basis can be defined for V k h (R) by the degrees of freedom given in the next lemma. Moreover, because these degrees of freedom uniquely determine the function on each edge, they can be pieced together across edges and vertices to form a global basis for the continuous function space V (i) for each corner point P ∈ ∂R and Cartesian direction j = 1, 2,
(ii) on each edge e ⊂ ∂R,
where τ e is a unit tangential direction; (iii) on each edge e ⊂ ∂R,
where ν e is the outer unit normal direction; (iv) over R,
Moreover, on each edge e ⊂ ∂R, u h | e is uniquely defined by the degrees of freedom
Proof. We restrict our analysis to the case where R =R = [−1, 1] 2 ; an affine map can be used to show the result for a general rectangle R. As usual, since our function spaces are finite-dimensional vector spaces, the degrees of freedom uniquely determine the function if and only if both the dimension of the function space and the number of independent degrees of freedom agree; whenever the degrees of freedom vanish, the function also vanishes.
We begin by considering u h on an edge e. Now u h ·τ e ∈ P k (e) and u h ·ν e ∈ P k+1 (e), so the total dimension of this space is 2k + 3. The number of degrees of freedom that act on e are 4 for (i), k − 1 for (ii), k for (iii), and 0 for (iv), leading to the same number 2k + 3 degrees of freedom on e. Suppose that the degrees of freedom (i)-(iii) restricted to e vanish. We conclude from (i) that
where q ∈ P k−2 (and u h · τ e ≡ 0 if k = 1). Then (ii) implies that q = 0, and we conclude that u h · τ e ≡ 0 on e. Similarly, we conclude from (i) and (iii) that u h · ν e ≡ 0 on e. We have thereby demonstrated the last statement of the lemma. Note that the total number of degrees of freedom is 8 for (i), 4(k − 1) for (ii), 4k for (iii), and 2(k − 1)k for (iv), so that the total is 2k 2 + 6k + 4. This is the same as
So suppose that all degrees of freedom of u h vanish. We have already shown that then u h | ∂R vanishes, so
. By degree of freedom (iv), we conclude that v ≡ 0, and so also u h ≡ 0, completing the proof. j . For degrees of freedom (ii)-(iv), we need to select a basis for the test spaces. Since {λ j } j≤k forms a basis for P k (−1, 1), we can restrict the polynomials in the degrees of freedom (ii) and (iii) to Legendre polynomials, and to tensor products of such in (iv). For degree of freedom (i), we define for corner point P = (−1, −1) and direction 1 the basis function
This function has the property that it is e 1 at P and vanishes at the three other corner points, and the degrees of freedom (ii)-(iv) vanish. We similarly define a basis function for the other three corner points, and for direction 2. For degree of freedom (ii), with edge e = (−1,
where k j is either k − 1 or k so that k j and j have the same even/odd parity (i.e., so thatλ kj (−1) =λ j (−1)), and α
e,j is chosen to fix the normalization
The other basis functions of type (ii) are defined similarly. For degree of freedom (iii), with edge e = {−1} × (−1, 1) and
where k j is either k or k + 1 so that k j and j have the same parity and α
e,j is chosen to make
The other basis functions of type (iii) are defined similarly. Finally, for degree of
where k j is either k − 1 or k so thatλ kj (−1) =λ j (−1), and k is either k or k + 1 so thatλ k (−1) =λ (−1), and α
The other type (iv) nodal basis functions are defined similarly.
The nodal basis on T h is constructed from these local basis functions via local affine mappings. On R ∈ T h , we would map R toR by x →x ≡ (x − x 0 )/h 1 and y →ŷ ≡ (y −y 0 )/h 2 , where R has side lengths h 1 and h 2 and lower left corner (x 0 , y 0 ). The important part of the construction is that the reference basis functionsv
We close this section with a remark about the finite element basis. We chose degrees of freedom and a local basis that are useful for the numerical analysis that follows. This is primarily due to degree of freedom (iii), which says that moments of the normal flux are controlled. However, an equivalent set of degrees of freedom would be to replace (ii) and (iii) by evaluation at an appropriate number of points along the boundary. This would be a better basis for implementation, since it is simpler to construct.
A π operator. For simplicity, let
. As is usual for mixed spaces, we will define a π operator [15, 21, 31] for our spaces. Our π operator should map (
2 , the normal or tangential trace of u on an edge e is in H 1/2 (e), and so degrees of freedom (ii) and (iii), and also (iv), are defined. However, degree of freedom (i) causes some problems.
We can resolve the difficulty by using the Clément [19] (or the Scott-Zhang [33] 
For completeness, we define I k as in [19] . The interpolant of ψ ∈ L 2 (Ω) is defined at the nodal points of Q k h by setting the value to a local L 2 -projection of ψ. Let N denote the set of nodal points of Q k h ; these are, for example, the union over R ∈ T h of the (k + 1)
2 grid points of a k × k uniform grid over R. For each P ∈ N , let
and set I k ψ(P ) = ψ P (P ). This uniquely defines I k ψ ∈ Q k h ; moreover, we have the estimate
defined as the interpolant of the degrees of freedom from Lemma 4.2, modified by the Clément operator I
k . That is, for each R ∈ T h , we require the following:
(1) For each corner point P ∈ ∂R and direction j = 1, 2,
(2) On each edge e ⊂ ∂R,
(3) On each edge e ⊂ ∂R,
(4) Over R,
The operator π k is linear, and it is well defined by Lemma 4.2. Before deriving properties of this operator, we consider its explicit construction using the global nodal basis given in section 4. Let us denote this basis as {v
, where the superscript designates the degree of freedom type, and for consistency of notation below, the index ranges do not overlap. Basis function v (ii) j2 , of degree of freedom type (ii), is defined with respect to some grid edge e j2 and Legendre polynomial λ j2 on e j2 , and similarly for v
j4 , it is defined with respect to rectangle R j4 and a tensor product of Legendre polynomials v j4 . We claim that we can represent, for u ∈ (H 1 (Ω)) 2 ,
which is indeed in V k h . We note that, after a local change of variables,
and thus by our normalization of the reference basis functions, the degrees of freedom (ii)-(iv) of π k u match u, and π k u has the correct values at the grid points.
where h R = diam(R) and ∆ R is the union of R and its nearest neighboring elements in
To show (a), we use the representation (5.2) derived above, which when squared implies
since at each point x ∈ Ω the sums are finite with the number depending on k but not on h. A similar expression holds for the gradient, and so, after integrating,
We begin with the second term on the right-hand side above. By the standard affine change of variables R →R and the quasi regularity of the grid, we deduce that for any ψ
j2 is supported in at most four rectangles and is independent of h. Moreover, if e j2 ⊂ R ∈ T h , then by the trace theorem (see, e.g., [26] ),
and so
since a given rectangle R ⊃ e j2 appears at most four times in the sum. Similarly,
Thus from (5.3) we deduce that
Now (b), with j = 1, follows from the Bramble-Hilbert lemma [10] , since locally π k is a kth degree polynomial preserving operator. To prove the j = 0 case when k > 1, we need only compute
where the over-line denotes the local average and we use the fact thatū = π k u by degree of freedom (iv). The case of k = 1 follows directly from a careful scaling analysis of (5.2) as above and (5.1). The argument appears in [26] : noting (5.4) and modifying (5.6)-(5.8), we see as in (5.9) that
where r = 1 or 2.
Result (c) follows from (b). For (d), let w ∈ W k−1 h
and compute
since w| e ∈ P k−1 (e) and ∇w|
Remark 5.1. The usual mixed spaces satisfy
. This is not true for the spaces of Definition 4.1.
Our spaces can be viewed as generalizations of the Raviart-Thomas spaces RT k−1 [29, 31] . Our analysis will make strong use of the RT k−1 -projection operatorπ k−1 . We briefly review RT k−1 . By definition,
is defined on a rectangle R by the degrees of freedom (i) π k−1 u · ν, λ e = u · ν, λ e for all λ ∈ P k−1 (e) and edges e ⊂ ∂R,
We recall that
. Relations between π k andπ k−1 are given as follows.
k preserves the degrees of freedom ofπ k−1 . Result (b) is a corollary of (a) and (c).
For (c), sinceπ k−1 is constructed locally on each element, we restrict our analysis to a rectangle R. Assume without loss of generality that R =R. Since x and y components are independent, we consider only x-components. Theñ
We wish to show that for u ∈ V k h (R),
(R), the result is trivial, so assume
h,1 (R). Moreover, if e is an edge of ∂R with x constant (i.e., with ν = e 1 ), then by the orthogonality of the Legendre polynomials,
. These are the degrees of freedom that define the x-component ofπ k−1 , and so (π k−1 u) 1 
A mixed finite element method.
To approximate (1.1)-(1.2), (1.4)-(1.5), we first rewrite the equations in mixed variational form. Let
and W = L 2 (Ω), unless a ≡ 0 and Γ N = ∂Ω (the pure Neumann problem), in which case W = {w ∈ L 2 (Ω) : Ω w = 0}. In the latter case, we also assume the usual compatibility condition between b and g N .
We
Normally one merely restricts to the finite element spaces to define the mixed method. For our spaces, however, this is not the proper definition of the method when nonhomogeneous boundary terms appear. We assume that the grid is such that for any edge e ⊂ R ∈ T h , either e ⊂ Γ N or e ⊂ Γ D .
We begin with Dirichlet conditions. Let us define for edge For Neumann conditions, we need to set u h · ν on Γ N . This can be done in any reasonable way, but for the error analysis to follow it is convenient to set u h ·ν to π k u. Since u is unknown, we need to define it using only g N . Near the boundary only, we use the Scott-Zhang [33] modification of the Clément operator I k [19] considered in section 5, which has similar properties, except that in (5.1) we must have r ≥ 1. We set the corner values to a local L 2 -projection defined entirely on the boundary of the domain, instead of over rectangles in the domain, so that
for each corner point P of the grid restricted to Γ N , and, on each grid edge e ⊂ Γ N ,
Then it is easy to check that
Finally, to set the Neumann boundary condition, we set
We now define our mixed finite element method for (6.1)
Mixed method error analysis.
We now analyze the error in approximating (6.1)-(6.2) by (6.3)-(6.4). In (6.2) let v be replaced byπ
v h , and with (5.11) we obtain
, we can replace u by π k u. Thus the difference of (6.1), (7.1) and (6.3)-(6.4) is
Select the standard test functions
Then the sum of (7.2)-(7.3) is
from which we conclude, using standard approximation theory [10, 18] and
2 , the coefficients a ≥ 0 and d are sufficiently smooth, and d is uniformly elliptic, then there is some constant C, independent of h, such that
where for (b) and (c) we have assumed that problem (7.5)-(7.7) below is 2-regular, i.e., its solution satisfies (7.8), and for (e) we assume that the finite element partition is quasi-uniform. While results (c) and (d) are optimal in the rate of convergence, results (a) and (e) are only suboptimal. Result (b) exhibits a superconvergence phenomenon typical of mixed methods. If k = 1, we do not control the full divergence error; however, we at least have stability. See, e.g., [25, 27] for conditions that imply 2-regularity.
Proof. We have shown (a) above. For (b) and (c), let ψ ∈ L 2 (Ω) be such that ψ 0 ≤ 1 and consider the solution ϕ ∈ H 2 (Ω) to
By hypothesis the problem is 2-regular, so by definition there is some constant C > 0 such that
Our immediate goal is to cancel the coefficients d and d −1 in the last term, so we compute
We now wish to integrate the last term above by parts and use the other error equation (7.2). However, we must do this carefully, so as to obtain the superconvergence claimed in the theorem. We compute
Now, using Lemma 5.3, (5.11), and (7.2),
W p)) = 0. Combining and using the approximation properties of the various projections and (7.4), we obtain that
where 0 ≤ r ≤ k. Thus (b) and (c) follow.
2) and using (7.4) leads to (d). For (e), we have a standard inverse inequality argument [10] . On a quasiuniform partition (i.e., one that is quasi-regular and has the size of the largest to smallest rectangle bounded independently of h), we compute
and the result follows easily.
The inf-sup condition.
Our spaces satisfy the celebrated LBB or inf-sup condition of Ladyzhenskaya [28] , Babuška [6] , Brezzi [11] , and Brezzi and Fortin [15] . 
Proof. It suffices to show the result for the (
There exists a
2 such that both ∇ · ψ = w and ψ 1 ≤ β w 0 (see [5] ). Then
since π k is bounded on (H 1 (Ω)) 2 . We analyzed our finite element method in a direct way in section 7 above, rather than use the inf-sup theory of saddle point problems [6, 10, 11, 15] . This is because it is not straightforward to apply the theory. To do so would require both that the form (∇ · v, w) be continuous and that (dv, v) be coercive on the set Z = {v ∈ V Table 9 .1, wherein d and p are defined, as well as a statement as to whether the grid is uniform or not. The observed convergence errors are shown in Table 9 .2, and in Table 9 .3 we show the observed convergence rates. The norms of the errors were computed using a tensor product 3-point Gauss rule, and the convergence rates were obtained by fitting the norms of the errors to exp(m log h + b), with m being the convergence rate.
As can be seen from cos(x 2 y) x 2 + xy + 1 random Table 9 .2 Observed errors. 
However, it appears that ∇ · u approaches ∇ · u h with rate O(h). We have not been able to demonstrate that this is true in general.
If the projection of the Dirichlet data is not used in (6.4), then the results degrade significantly. Thus, it is important to include this projection in the method. In our tests, it amounts to simplifying the computation by replacing the Dirichlet value on each boundary element edge by its average value.
10. The spaces in three dimensions. There are several ways to define our mixed finite element spaces in three dimensions. We present the version with as few degrees of freedom as seems possible. (ii) On each face f ⊂ ∂R, The number of independent degrees of freedom for (i) is 3(12(k − 1) + 8) = 36k − 12, for (ii) is 12(k − 1) 2 = 12k 2 − 24k + 12, for (iii) is 6k 2 , and for (iv) is 3k 2 (k − 1), for a total matching the dimension of the space. Therefore the proof of the lemma is similar to that for Lemma 4.2, and we omit it.
The theoretical results of the previous sections can be developed for these spaces in a relatively straightforward way. In particular, we have analogues of the definition of π k , Lemmas 5.2 and 5.3, the development of the mixed finite element method, and Theorems 7.1 and 8.1.
