C
lonal expansion leading to immunological memory is a hallmark of the adaptive immune system and thus has been a feature that was traditionally attributed to antigen-specific T cells and B cells. However, recent studies have challenged this dogma by providing functional evidence that NK cells possess adaptive immune features during viral infection 1, 2 . In particular, mouse cytomegalovirus (MCMV) activates NK cells bearing the activating receptor Ly49H (which binds the MCMV-encoded glycoprotein m157) 3, 4 and results in clonal expansion and contraction of NK cells to generate a long-lived pool of memory cells that are capable of protective recall responses [5] [6] [7] . Although previous work has highlighted distinct transcriptional profiles of NK cells during MCMV infection 8 , we currently do not understand how transcription is controlled at the epigenetic level in NK cells as they transition between naive, effector, and memory states. Therefore, we have performed parallel chromatin accessibility analysis via the assay for transposase-accessible chromatin using high-throughput sequencing (ATAC-seq) 9 and transcriptional profiling by RNA-seq on Ly49H
+ NK cells during MCMV infection to elucidate how chromatin modifications dictate transcriptional fates. Furthermore, through parallel analysis of the chromatin landscape of MCMV-specific CD8 + T cells, our findings suggest that NK cells and T cells share common epigenetic programs during their transition from naive to memory cells.
Results

NK cell chromatin dynamics during infection.
Using ATAC-seq, we generated a kinetic profile of chromatin accessibility within the Ly49H + NK cell population throughout the course of MCMV infection (Fig. 1a) . NK cells were sorted as shown in Supplementary  Fig. 1a , and samples displayed expected distributions of fragment lengths after processing ( Supplementary Fig. 1b) . Tabulation of pairwise changes showed that differentiating NK cells underwent considerable epigenetic changes of varying magnitude ( Supplementary Fig. 1c) , with putative enhancer regions (intronic and intergenic) showing the greatest numbers of high-fold change (log 2 (fold change) > 1) differentially accessible (DA) peaks (Fig. 1b) and vice versa when compared to all DA regions (Fig. 1c) . In contrast, promoter regions, which generally showed higher baseline levels of accessibility ( Supplementary Fig. 1d ), underwent more subtle changes, as a majority of these DA peaks showed less than 0.5 log 2 (fold change) in accessibility across each sequential timepoint (Fig. 1b) . Notably, analysis of DA peaks revealed the greatest global changes during the first week of virus infection (day 0 (d0) to d2, d2 to d4, and d4 to d7) and relatively little epigenetic modulation between d14 and d35 ( Supplementary Fig. 1c ). Hierarchical clustering of high-fold change regions revealed different waves of accessibility that exhibited various degrees of stability when comparing memory (d35) to naive cells (d0; Fig. 1d and Supplementary Fig. 1e ). Clusters 1 and 6 had the highest proportion of stable changes that remained either closed or open, respectively, in the memory timepoint ( Fig. 1d and Supplementary Fig. 1e ). Regions near or within the gene loci of Socs3, Cish, Pdcd1, Dnmt3a, and Il10 were among the top 10% most modulated regions within these clusters. Remaining clusters showed transient changes in chromatin accessibility (i.e., peaks that changed early during infection, but returned to baseline or nearbaseline in memory cells). Most variable regions within these clusters included those found near Tbx21, Klrg1, Ifng, and Zbtb32.
Pathway analysis of regions within each high-fold change cluster showed enrichment in several biological processes familiar to NK cell and lymphocyte function. For example, among the most enriched pathways was the NK cell-mediated cytotoxicity pathway, found in clusters that showed spikes in chromatin accessibility of gene loci at d2, d4, or d7 ( Fig. 1e and Supplementary Fig. 1f ). In addition, a majority of these pathways involved genes related to cytokine signaling or antigen-receptor signaling, encompassing both the innate and adaptive features of NK cell immunity; these pathways include the interleukin 2 (IL-2)-and IL-12-mediated signaling events pathway, Jak-STAT signaling pathway, and T cell antigen receptor signaling pathway ( Fig. 1e and Supplementary Fig. 1f ). Overall, we found that virus-specific NK cells underwent substantial changes in chromatin accessibility throughout the course of Articles NATuRe ImmuNOlOgy infection and reflected biological pathways related to the effector function of both innate and adaptive lymphocytes.
Early transcriptional and epigenetic coordination. To better understand how changes in chromatin accessibility are associated with gene expression in differentiating NK cells, we generated a parallel kinetic profile of the transcriptional landscape during viral infection ( Fig. 1a and Supplementary Fig. 1a ).
Comparison of principal component analyses (PCA) of chromatin accessibility and mRNA expression revealed that both profiles displayed similar patterns early after infection (between d0 and d7), but that these transitions diverged during later stages (d7 to d35; Fig. 2a) . Notably, the majority of the chromatin remodeling appeared completed by d14, as d14 and d35 clustered tightly by ATAC-seq (Fig. 2a,b) , suggesting that commitment to the memory cell fate may occur far earlier (gray ribbon) of mean-centered normalized log 2 values for each high-FC cluster. Heatmap is hierarchically clustered based on all high-FC log 2 peak counts (see Supplementary Fig. 1e ) and shows the top 10% most variable regions within each cluster, with stable and transient clusters as indicated. e, Heatmap of top 20 most enriched pathways of any high-FC cluster shown as -log 10 raw binomial P values, as calculated by Genomic Regions Enrichment of Annotations Tool (GREAT). TCR, T cell antigen receptor.
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We next determined specific pathways ( Supplementary Fig. 1f ) in which chromatin accessibility and transcription were coordinated. Consistent with what we observed in the PCA analysis, all significant (FDR-adjusted P < 0.05) correlations were restricted to early transition timepoints and were more frequently observed in promoter regions than intergenic or intronic regions (Fig. 2c) . Among the most strongly correlated pathways were type I and type II interferon (IFN) signaling at the earliest timepoints after infection (Fig. 2d) , which are critical for anti-viral NK cell responses and generation of memory 11 . For example, we observed a coordinated upregulation of Ifng expression and locus accessibility with a concomitant downregulation of its receptor, Ifngr1. In addition, there was a synchronized upregulation of well-characterized IFNinducible genes, such as Irf9, Mx1, and Isg20. During the subsequent d2 to d4 transition, additional pathways included transcription factor NFAT signaling, which has been implicated in mediating NK cell production of IFN-γ [12] [13] [14] , as well as transcription factor ATF2-AP-1 signaling and T cell-related signaling (Fig. 2d ). These observations collectively reveal a dynamic relationship between transcription and chromatin accessibility that changes throughout infection, with the most correlative relationship occurring during early stages of infection. 
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Distinct modes of STAT-induced chromatin changes. STAT transcription factors play important roles during antiviral responses. Following MCMV infection, IL-12 signaling in NK cells induces phosphorylation of STAT4, which synergizes with IL-18 signaling to enhance production of IFN-γ and proliferation 15, 16 , while type-I IFN signaling activates STAT1, which complexes with STAT2 and IRF9 to promote granzyme production and protection from apoptosis 11, 17 . Notably, previous work has demonstrated a crucial role for both of these proinflammatory signaling pathways in the expansion and optimal formation of memory NK cells 11, 16 ( Supplementary Fig. 2a ). Given that these proinflammatory cytokine signaling pathways were among the pathways enriched for coordinated epigenetic and transcriptional changes, we hypothesized that IL-12 and type-I IFN signaling through STAT4 and STAT1, respectively, may be affecting the epigenetic landscape in NK cells early after infection. Thus, we stimulated NK cells either with IL-12 plus IL-18 or with IFN-α and performed chromatin immunoprecipitation deep sequencing (ChIP-seq) analysis to assess STAT4 and STAT1 occupancy, respectively. As we recently described, IL-12 + IL-18-induced STAT4 occupancy was primarily located at putative enhancer sites (intronic and intergenic regions; Fig. 3a ) 18 . In contrast, STAT1 primarily bound to promoter regions in response to IFN-α (Fig. 3a) . To investigate whether these STAT-bound regions underwent epigenetic changes during MCMV infection, we overlapped peak regions identified through our ChIP-seq data with our time course of chromatin accessibility profiles. We found that the fate of STAT4-and STAT1-bound regions early during infection were very distinct. A large number of STAT4-bound regions showed highly dynamic transient increases in chromatin accessibility at d2, whereas STAT1-bound regions showed modest decreases in chromatin accessibility at d2 that continued through d4 (Fig. 3b) . These modest changes at STAT1-bound promoter regions were consistent with a general trend of promoter regions showing fewer dynamic changes over time (Fig. 1b) . 
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To directly test how STAT4 and STAT1 may be affecting both transcription and chromatin accessibility in NK cells following MCMV infection, we performed RNA-seq and ATAC-seq on wild-type versus Stat4
-/-or Stat1 -/-NK cells ( Supplementary  Fig. 2b ,c). Because phosphorylation of STAT4 and STAT1 in NK cells occurs early after infection 11, 16 and changes in chromatin accessibility occurred as early as d2 (Fig. 3b) , we focused on this early timepoint. Global analysis of chromatin profiles depicted different trends in response to STAT-deficiency (Fig. 3c) . Stat4 -/-NK cells primarily showed decreases in chromatin accessibility at nonpromoter regions, with fewer and more balanced changes (i.e., similar numbers of gains and losses in accessibility) in promoter regions ( Fig. 3c and Supplementary Fig. 3a ). On the other hand, promoter regions in Stat1 -/-NK cells showed more losses than gains in accessibility, in contrast to nonpromoter regions, which showed a greater accumulation of gains ( Fig. 3c and Supplementary Fig. 3a ).
Type-I IFN signaling has been previously described as antagonizing IL-12-mediated IFN-γ production in a STAT1-dependent manner 19 . Consistent with these observations, we found that STAT1 deficiency increased Ifng expression ( Supplementary Fig. 3b ), similarly to IFNAR1 deficiency 11 . Unexpectedly, comparison of STAT4-and STAT1-deficient transcriptional profiles revealed that a subset of STAT1-dependent genes were upregulated in the absence of STAT4 (Fig. 3d) , including IFN-inducible Mx1, Ifit2, Oas2, and Isg20 ( Supplementary Fig. 3b ). Regulation of type-I IFN signaling by STAT4 has been attributed to decreases in STAT1 expression 20 .
In agreement with those data, in the absence of STAT4 we observed an upregulation of Stat1 and Stat2 expression, and a lesser upregulation of Stat6, but did not observe upregulation in other STAT genes. In contrast, absence of STAT1 did not affect Stat4 expression, but affected expression of other STAT genes to varying degrees ( Supplementary Fig. 3c ). These data support a cross-regulatory role of STAT1 and STAT4 through type-I IFN and IL-12 mediated signaling, respectively.
For both STATs, instances of STAT binding or changes in chromatin accessibility near gene loci were significantly enriched (P < 2.09 × 10 -68 and P < 3.97 × 10 -93 for STAT4; P < 3.54 × 10 -16
and P < 9.76 × 10 -31 for STAT1) among differentially expressed genes ( Supplementary Fig. 3d ). In contrast, only STAT4-bound peaks (P < 2.76 × 10 -265
), but not STAT1-bound peaks, were significantly enriched in DA regions ( Supplementary Fig. 3d ), suggesting that STAT4 may be playing a direct role in promoting changes in chromatin accessibility. To hone in on putative regions in which STAT4 may be actively influencing transcription, we combined all three datasets to search for commonly regulated gene loci (Fig. 3e ). This analysis yielded 162 differentially expressed genes with a total of 207 peak regions near their loci that were simultaneously occupied by STAT4 and DA upon STAT4 deletion (Fig. 3e,f) . For example, both Fyn and Ifng gene loci harbored putative enhancer regions that were occupied by STAT4 and decreased in chromatin accessibility in STAT4-deficient NK cells during MCMV infection (Fig. 3g) . In contrast, similar STAT1 analysis revealed that only 28 genes were commonly regulated with regions that were both occupied by STAT1 as well as DA during infection (Fig. 3e) , including IFN-inducible Irgm1, ISGF3 partner Irf9, and several MHC molecules ( Supplementary Fig. 3e,f) . Overall, our data suggest that STAT4 and STAT1 promote remodeling of the chromatin landscape in very different manners and that proinflammatory cytokine-induced STAT occupancy may play a direct role in affecting both local and distal changes in chromatin accessibility to promote transcription.
Epigenetic poising in memory NK cells. Because of the pronounced distinction between chromatin accessibility profiles of memory and naive cells, we sought to better understand how memory cells are epigenetically different from their naive counterparts by first exploring the biological processes that may be affected. Pairwise analysis of memory and naive NK cells showed that a high proportion (~30%) of all accessible regions showed a significant log 2 (fold change) of at least 0.5 ( Supplementary Fig. 4a ). To guide our analysis, we used our transcriptomic data to filter these regions down to those that were assigned to any genes that showed significant changes in expression at any sequential transition timepoint during infection, with the goal of enriching for the most relevant functional processes and active regions. Among more accessible regions, the most enriched pathway was NK cell-mediated cytotoxicity, as exemplified by the Prf1 locus, where both distal and local regions showed increased chromatin accessibility in memory cells, correlating with increased transcription (Fig. 4a,b) . Among the less accessible regions, the MAP kinase signaling pathway showed the highest ranking, as exemplified by downstream transcription factor Mef2c, in which all accessible regions within the gene body were downregulated in memory cells correlating with decreased transcript abundance (Fig. 4a,b) .
De novo transcription factor binding motif analysis from these same filtered DA regions revealed an enrichment for an interferonstimulated response element (ISRE)-like sequence in accessible 
Articles
NATuRe ImmuNOlOgy memory peaks (Fig. 4c) , consistent with enriched pathways involving IFN signaling and Jak-STAT (Fig. 4a) . Additionally, we identified motifs most closely resembling putative binding sites for the TCF-LEF and NF-κ B transcription factor family members among DA regions that became less accessible in the memory state. Further motif analysis confirmed that, on average, our de novo ISREassociated regions showed coordinated increases in accessibility in memory among all filtered DA regions, whereas our de novo TCF-LEF-and NF-κ B-associated regions showed coordinated decreases in accessibility ( Fig. 4d and Supplementary Fig. 4b ). For example, an ISRE-like motif within a promoter region of Klrg1 became more accessible in the memory timepoint, while TCF-LEF-like and NF-κ B-like motifs were found in less accessible regions of Jdp2 and Bcl2l1, respectively (Fig. 4e) . In addition, we scanned DA regions ) between known and de novo motifs ( Supplementary  Fig. 4c,d) . Notably, Tcf7 and Lef1 actually showed the highest expression among common TCF-LEF proteins in naive cells, and both Tcf7 and Nfkb1 showed decreases in expression during the memory timepoint, consistent with the decrease in accessibility to their genomic regions ( Supplementary Fig. 4e,f) . This downregulation of NF-κ B accessibility may explain the dispensable role of NF-κ B-mediated IL-18 signaling in NK cell recall responses 21 . In summary, our data suggest that memory NK cells are epigenetically poised for specific pathway signaling and transcription factor binding that may modify effector function.
A common epigenetic signature of immune memory. Several studies have provided insight on the dynamic nature of epigenetic regulation during CD8
+ T cell differentiation in response to infection and tumor progression [22] [23] [24] [25] [26] [27] . Given the many parallel characteristics between NK cells and CD8
+ T cells 1 , we investigated whether these two cytolytic lymphocytes possess any similar epigenetic attributes during memory formation. To do so, we also performed RNA-seq and ATAC-seq on naive (d0), effector (d7), and memory MCMV-specific CD8 + T cells (d35) during MCMV infection ( Supplementary Fig. 5a,b) . To establish a common signature, we first limited our analysis to peaks that were commonly found in both NK cells and CD8
+ T cells at any timepoint tested, which amounted to 53% of the entire merged atlas ( Supplementary  Fig. 6a ). As expected, initial PCA of these common regions demonstrated cell-type specificity, as NK cells clustered closest to each other relative to CD8 + T cells ( Supplementary Fig. 6b ). However, we observed that transitions from naive to effector to memory followed similar trajectories in both cell types, and thus we re-analyzed our accessibility profiles using cell-normalized values that reflected relative changes in cell state within each cell type, rather than absolute values. Notably, PCA and hierarchical clustering of these normalized values revealed that naive NK cells clustered closer to memory CD8 + T cells than to either naive or effector CD8 + T cells (Fig. 5a,b) , providing epigenetic evidence for prior head-to-head comparisons of these two cytotoxic lymphocyte states based on observed functionality and reactivity 1 . Visualization of DA regions defined by CD8 + T cells showed that naive NK cells generally exhibited higher degrees of accessibility compared to naive T cells in regions that eventually opened up in effector and memory stages of CD8 + T cells (Fig. 5c) .
Although memory CD8 + T cells were the closest T cell counterpart to naive NK cells, effector NK cells still clustered closest to effector CD8 + T cells, and memory NK cells clustered closest to memory CD8 + T cells (Fig. 5b) , suggesting that there could be some common epigenetic trajectory during the generation of lymphocyte memory. Therefore, we performed a pairwise analysis between memory and naive lymphocytes for each cell type to find common patterns of chromatin accessibility. We first categorized these changes based on the nature of their differential accessibility: down in memory or up in memory (Supplementary Fig. 6c ). Among all DA regions, 21% of these peaks showed a chromatin accessibility pattern common to both NK and CD8 + T cells when comparing memory to naive cells ( Fig. 6a and Supplementary Fig. 6c,d ). To elucidate chromatin regions that may be influencing transcription, we performed a similar analysis on transcriptional profiles and found that only 9% of all differentially expressed genes also had similar patterns between NK and CD8 + T cells ( Fig. 6a and Supplementary Fig. 6c,e) . Overlap of accessible gene loci and differentially expressed genes yielded a total of 220 gene regions mapping to 94 genes that may play common roles in memory formation between NK cells and CD8 + T cells. Among highly expressed genes were transcription factors known to play roles in the generation of CD8 + T cell memory (Bach2, Tcf7, and Zeb2; Fig. 6b ) [28] [29] [30] [31] . Furthermore, we identified previously described effector molecules (Gzmb and Prf1) and cell surface markers used to identify subsets of memory or memory precursor T cells (Sell and Klrg1). Notably, our analysis implicated a handful of molecules that have not been previously described to dictate memory formation, including Tox and Themis2, the former being expressed more highly in naive cells and the latter being induced only upon infection (Fig. 6b) . Whether a novel role exists for these and additional factors (Fig. 6b) in the generation of both NK and T cell memory remains to be investigated.
The number of genes associated with common DA regions was disproportionately larger than the number of differentially expressed genes, even when only high-fold change DA regions were considered (Supplementary Fig. 6f ; data not shown). This suggests that there may have been epigenetic changes that did not immediately result in transcriptional changes, and therefore may represent a poised chromatin profile. Thus, we performed de novo motif analysis to search for patterns of transcription factor binding potential among our subset of common DA regions, regardless of transcriptional regulation. We observed an enrichment of potential binding regions for Jun factors, members of the AP-1 transcription factor family known to play roles in T cell activation 32 , in regions that became more accessible in memory NK and CD8 + T cells (Fig. 6c,d ). For example, an intergenic peak upstream of Il10 showed an AP-1-like motif within a region that became highly accessible in the memory timepoint (Fig. 6e) . Notably, in NK cells, Junb and Jund were the most highly expressed family members, whereas in CD8 + T cells Junb is highly expressed along with Batf ( Supplementary  Fig. 6g ). Among regions that demonstrated losses in shared DA regions, we again found an enrichment of a TCF motif (Fig. 6c,d) , consistent with results from our global analysis on NK cells alone, as exemplified by the Tgfbr2 locus (Fig. 6e) . Overall, we provide evidence that NK cells and CD8 + T cells possess shared underlying epigenetic signatures that may be commonly regulated by the AP-1 and TCF-LEF transcription factor families during generation of immune memory.
Discussion
As innate lymphocytes that share many functional features with their evolutionary cousins, the CD8 + T cells, NK cells have similarly acquired the ability to undergo clonal expansion and generate memory, even without diversification of their antigen receptor repertoire by gene rearrangement. We revealed that, similarly to CD8 + T cells, NK cells underwent dynamic changes in chromatin architecture during pathogen exposure, changes that were associated with genes that dictate both innate and adaptive effector functions. Notably, we found that a majority of these epigenetic changes occurred by d14 after infection and that minimal changes continued to occur as differentiating NK cells transitioned between d14 and d35. While many of these changing regions returned to naive levels, a sizable portion of these regions (at least ~30%) remained at a substantially altered state of accessibility. Although it remains to be determined how specific poised features translate to NK cell longevity and function, we believe our analyses provide a resource and a guide for more precise functional studies to validate these observations. Previous studies have highlighted the dynamic nature of distal regulatory regions in shaping cell-type specificity across multiple cell types [33] [34] [35] . In NK cells, we observed a similar type of regulation across differentiation states as well, as our most dynamically regulated regions showed high representations of nonpromoter (i.e., putative enhancer) regions. It should be noted that our assay was limited in resolving potential changes in subsections within the promoter region, which tended to be wider in base pairs (data not shown) and show higher baseline levels of chromatin accessibility. ChIP-seq studies involving specific histone modifications will better expand our understanding of regulation at gene promoters within NK cells responding to viral infection.
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Among altered chromatin regions, we also saw an overrepresentation of several transcription factor binding motifs, including those for high-mobility group transcription TCF transcription factors. Both TCF1 and LEF1 are often implicated in orchestrating lineage commitment of T cells during development and infection 28, [36] [37] [38] , as well as in various roles during innate lymphocyte development, including NK cells 39, 40 . Furthermore, TCF1 is a known regulator of the chromatin landscape 38, 41 . Thus, its role in NK cell memory formation warrants further investigation.
Given the importance of STAT transduction in human disease 42, 43 , our multifaceted genomic and transcriptomic profiling provides better insight on the complexity of STAT signaling. Through our transcriptomic data, we found that STAT4 and STAT1 can converge to play antagonistic roles on each other's downstream network in activated NK cells during MCMV infection. During early infection, STAT4 can actively suppress STAT1 expression, whereas STAT1 can control IFN-γ production induced by STAT4. This observation has been described in CD8
+ T cells and NK cells during LCMV infection 20 , and a similar phenomenon likely occurs in differentiating NK cells during MCMV infection.
We also observed that STAT4 and STAT1 greatly differed in their interaction with the epigenetic landscape. IL-12 + IL-18-induced STAT4 binding in NK cells coincided with changes in accessibility, which suggests that direct STAT4 binding at putative enhancers promoted local changes in chromatin accessibility that drove transcription during early stages of infection. Conversely, STAT1 ChIP-seq revealed that STAT1 interacted with the genome primarily within promoter regions. Notably, STAT1 binding did not significantly coincide with regions that showed significant changes in chromatin accessibility in the absence of STAT1. This observation could be reflective of the above caveats of promoter accessibility described above, or it could suggest that these changes were indirect and/or driven by mechanisms independent of type-I IFN responses. Consistent with the latter observation, STAT1 has been described as having differential binding in the context of type-I versus type-II IFN-induced signaling 44 , and perhaps type-II IFN signaling may be driving these changes in accessibility. Furthermore, our current understanding of how early STAT activation may impact later alterations in the chromatin landscape is still incomplete. Although we found that STATs had critical roles early in infection and promoted early epigenetic and transcriptional changes, they may have diverse stage-specific roles that cumulatively optimize proper memory formation and maintenance.
Finally, we have discovered that NK cells and CD8 + T cells possess shared epigenetic and transcriptional programs underlying host immunological memory. At baseline, we discovered common accessible chromatin regions between naive NK cells and antigenexperienced memory CD8 + T cells, providing epigenetic evidence for the ability of NK cells to undergo rapid activation and mediate effector function during infection 1 . Furthermore, analysis of differentially accessible chromatin and transcription between naive versus memory NK cells and CD8
+ T cells yielded a list of genes that may play a shared role in the generation of innate and adaptive lymphocyte memory. Although this shared signature was represented by a relatively small subset of their global profile, it was enriched for regions associated with genes known to mediate CD8 + T cell differentiation and memory formation, including Bach2, Tcf7, and Zeb2 [28] [29] [30] [31] . Thus, our analysis revealed several gene candidates that may regulate the generation of both NK and T cell memory, as well as corresponding putative enhancer regions that may fine-tune gene expression. Future studies will be aimed at dissecting the functional relevance of these genes and their associated regulatory regions in the context of cytomegalovirus infection. Overall, our study expands our current understanding of the molecular mechanisms underlying immunological memory, and may unveil novel models for designing targeted vaccines against infectious disease.
Methods
Methods, including statements of data availability and any associated accession codes and references, are available at https://doi. org/10.1038/s41590-018-0176-1. Viral infection. Naive mice and mixed-bone-marrow chimeric mice were infected with MCMV (Smith strain) by intraperitoneal (i.p) injection of 7.5 × 10 3 plaqueforming units (PFU) in 0.5 mL. Experimental mice in adoptive transfer studies into Klra8 -/-recipients were infected with MCMV by i.p. injection of 7.5 × 10 2 PFU in 0.5 mL on the day following cell transfer.
Isolation of lymphocytes. Spleens were dissociated using glass slides and filtered through a 100-μ m strainer. To isolate bone marrow lymphocytes, cleaned femur and tibia bones were ground with mortar and pestle and the resulting solution was filtered through a 100-μ m strainer. Red blood cells in spleen and bone marrow were lysed using ACK lysis buffer. ) were sorted from spleens of pooled C57BL/6 mice and incubated overnight (16-18 h) with 100 U/mL IFN-α with or without 10 ng/mL IL-2. DNA and proteins were cross-linked for 8 min using 1% formaldehyde. ChIP was performed as previously described 48, 49 using 10 μ g of rabbit polyclonal anti-STAT1 antibody (Santa Cruz, sc-592, clone M-22). Fragments between 100 and 600 bp were size-selected, and Illumina HiSeq libraries were prepared using the Kapa DNA library preparation chemistry (Kapa Biosystems) and 12-15 cycles of PCR. Adaptors were diluted 1/10 or 1/50 depending on the amount of starting material available. Barcoded libraries were run on HiSeq 2500 1 T in a 50-bp/50-bp paired-end run, using a TruSeq SBS Kit v3 (Illumina). On average, 57 million paired reads were generated per sample.
Sample preparation for RNA-seq. We isolated 2-5 × 10 4 sorted splenic lymphocytes for RNA-sequencing. For wild-type NK cell time courses, Ly49H
were sorted from wild-type mice at d0, d2, and d4 postinfection (PI) or from recipients of adoptive transfers at d7, d14, and d35 PI. CD8 + T cells were sorted from wild-type mice at d0 (naive: TCRβ + ) from bone marrow chimeras were sorted at d0 or d2 PI. Each sample represents 1-3 mice. RNA was isolated from sorted cell populations using Trizol (Invitrogen), and total RNA was amplified using the SMART-seq V4 Ultra Low Input RNA kit (Clontech). Subsequently, 10 ng of amplified cDNA was used to prepare Illumina HiSeq libraries with the Kapa DNA library preparation chemistry (Kapa Biosystems) using eight cycles of PCR. Samples were barcoded and run on HiSeq 2500 1 T, in a 50-bp/50-bp paired-end run, using the TruSeq SBS Kit v3 (Illumina). On average, 47 million paired reads were generated per sample, and the percent of mRNA bases was over 72% on average.
Sample preparation for ATAC-seq. We sort-purified 0.7-5.0 × 10 4 cells using the same strategy as described for RNA-seq above. Profiling of chromatin was performed as described previously 9 . Briefly, fresh cells were washed in cold PBS and lysed. Transposition occurred at 42 °C for 45 min. DNA was purified using the MinElute PCR purification kit (Qiagen) and amplified for five cycles. Additional PCR cycles were evaluated by real-time PCR. The final product was cleaned by Ampure Beads at a 1.5 × ratio. Libraries were sequenced on a HiSeq 2500 1 T in a 50-bp/50-bp paired-end run, using the TruSeq SBS Kit v3 (Illumina). On average, 51 million paired reads were generated per sample.
Genomic alignment of sequencing reads and differential analysis. For all sequenced data, paired-end reads were trimmed for adaptors and removal of lowquality reads using Trimmomatic (v.0.36) 50 . Trimmed reads were mapped to the Mus musculus genome (mm10 assembly) using Bowtie2 (v2.2.9) 51 . Read counts for features (peak regions for ATAC-seq and exons for RNA-seq) were generated using the summarizeOverlaps function from the GenomicAlignments package (v1.10.1) 52 . Differential analyses were executed with DESeq2 (v1.14.1) 53 using the UCSC Known Gene models as reference annotations. Features were considered differential if they showed a P value (P adj ) < 0.05, adjusted for multiple hypothesis correction.
ATAC-seq peak-calling and atlas generation. For peak calling, all positivestrand reads were shifted 4 bp downstream and all negative-strand reads were shifted 5 bp upstream to center the reads on the transposon binding event 9 . Shifted, concordantly aligned paired mates were used for peak calling by MACS2 (v2.1.1.20160309) 54 at a P value of 0.01. Irreproducible discovery rate (IDR) 55 calculations using scripts provided by the ENCODE project (https://www. encodeproject.org/software/idr/; v2.0.2 and v2.0.3) were performed on all pairs of replicates using an oracle peak list called from merged replicates for each condition, keeping only reproducible peaks showing an IDR value of 0.05 or less.
Overlapping peaks from different conditions were merged using the following conditions: if a peak overlapped with more than one other peak, the peak with the highest overlap (calculated as the percentage of overlap width out of the total width of the narrower peak) was merged; if the overlap of two peaks was > 75%, nonoverlapping portions were removed; if the overlap was 75% or less, then both peaks were merged to create a single peak encompassing both peak ranges. A union of both merged overlapping peaks and unique reproducible peaks for each condition was used to generate the final atlas and was used for further analysis. For NK cell time course atlas, reproducible peaks from d0, d2, d4, d7, d14, and d35 were combined and generated a total of 46,579 peak regions. For Stat4 -/-and Stat1 -/-atlas, reproducible peaks from d0 and d2 in WT and KO conditions were combined and generated a total of 45,409 peak regions. For NK cell and CD8 + T cell atlas, naive (d0), effector (d7), and memory (d35) reproducible peaks were first merged together for each cell type to generate an NK cell-specific and CD8
+ T cell-specific atlases. These cell-type-specific peak lists were then combined and generated a total of 64,097 peak regions. Merged overlapping peaks were designated as common atlas peaks, as shown in Supplementary Fig. 6a .
Peak annotation. Peak assignment was done using ChipPeakAnno 56 . Promoter regions were defined as peaks that overlapped a region that was + 2 kb to -0.5 kb from the transcriptional start site (TSS). Intragenic (intronic and exonic) peaks were defined as any peak that overlapped with annotated intronic and exonic peaks, respectively, based on the annotation database. Intergenic peaks were defined as any nonpromoter or nonintragenic peaks and were assigned to the gene of the nearest TSS based on the distance from the start of the peak. Priority was given to transcripts that were canonical, based on the UCSC Known Canonical database.
ATAC-seq data analysis. For wild-type NK cell time course, two types of pairwise comparisons were performed: one for all timepoints against d0 (d2 vs. d0, d4 vs. d0, d7 vs. d0, d14 vs. d0, d35 vs. d0) and one for transition timepoints (d2 vs. d0, d4 vs. d2, d7 vs. d4, d14 vs. d7, d35 vs. d14). A peak was deemed differentially accessible (DA) if it had P adj < 0.05 in both the d0 comparison and at least one of the transition timepoints. Using these criteria, 35,979 peaks out of a total of 46,579 called peaks were designated as DA and categorized by magnitudes of log 2 fold change. A DA peak was designated as a high-fold change peak if it showed an absolute log 2 (fold change) > 1 at least once at any transition timepoint comparison. For Stat4 -/-and Stat1 -/-analyses, peaks were DA if they showed P adj < 0.05. For NK cell versus CD8 + T cell analysis, common atlas peak regions were used for counting and for determining differential accessibility. Pairwise analysis was performed on memory and naive timepoints for each cell type using DESeq2. Peaks were DA if they showed P adj < 0.05 and absolute log 2 (fold change) > 0.5. A total of 34,173 peaks were considered, with some being filtered out by independent filtering performed by DESeq2.
Pathway analysis. BED files of peak regions were used as input for pathway analysis by GREAT 57 . Results were retrieved either by using rGREAT (v1.6.0) for analyses on high-fold change peaks, or using the online web interface at http:// bejerano.stanford.edu/great/public/html/index.php (v3.0.0) for analysis on d35 vs. d0. All analyses used default settings with the whole genome as background, considering analyses from the MSigDB Canonical Pathway databases. Only pathway terms with a minimum of 25 genes were considered and used for multiple-hypothesis correction. Enriched pathways were filtered for those that showed P adj < 0.05 for both binomial and hypergeometric P values as calculated by GREAT and for those that had more than 10 or 20 gene hits. For memory versus naive pathway analysis, GREAT was performed on DA regions that (i) showed an absolute log 2 (fold change) > 0.5; (ii) were assigned to genes that had a base mean normalized gene expression count of > 50 across all timepoints; and (iii) showed significant modulation of gene expression (P adj < 0.05, absolute log 2 (fold change) > 1) in at least one transition timepoint (d2 vs. d0, d4 vs. d2, d7 vs. d4, d14 vs. d7, d35 vs. d14). The resulting peak set that was used for gene ontology had a total of 5,118 peak regions (2,212 up; 2,906 down). Pathway results were further filtered on those that showed a HyperFoldEnrichment of more than 2, as calculated by GREAT.
ChIP-seq data processing. STAT4 ChIP-seq data was processed as described previously 18 . For STAT1 ChIP-seq data, peak-calling was performed using MACS2 with the arguments "-p 1e-2 -m 2 50 --to-large". IDR was calculated on replicates as with ATAC-seq, and reproducible peaks passing a threshold of 0.05 or less was used as a reference peak list. This yielded a total of 3,471 peak regions. For comparison to ATAC-seq data, some overlapping ChIP-seq peaks were split to match peak regions of chromatin accessibility.
RNA-seq data analysis. Genes were considered differentially expressed if they showed P adj < 0.05. For NK cell versus CD8 + T cell analysis, genes were further filtered on those that showed an absolute log 2 (fold change) > 1. Expression is shown as normalized counts (untransformed and log 2 -transformed) calculated by DESeq2, or log 2 values of transcripts per million (TPM) plus a pseudocount of 1. For calculation of transcript abundance, cDNA FASTA files from Mus musculus GRCm38 transcriptome was downloaded from https://www.ensembl.org/info/ data/ftp/index.html and used to index and calculate TPM using kallisto 58 with default arguments.
Hierarchical clustering and principal component analysis. Blind, normalized log 2 values calculated by DESeq2 were used for principal component analysis and to calculate Euclidean distances for hierarchical clustering using Ward's method. For heatmaps in Fig. 1d and Supplementary Fig. 1e , these normalized log 2 values of all high-fold change peaks were used to hierarchically cluster peak regions into seven clusters, with the top 10% most variable regions (based on calculated variance across all samples) within each cluster shown in Fig. 1d to keep proportional representation. For NK cell versus CD8 + T cell analysis, values were normalized for cell type by centering peak counts by each cell-type baseline, represented by the mean. In other words, for each peak, the mean of all NK cell sample counts was subtracted from each individual NK cell sample count, while the mean of all CD8 + T cell sample counts was subtracted from each individual CD8 + T cell sample count. The resulting values thus reflect relative deviations, independent of baseline accessibility.
Correlation analysis between accessibility and transcription. Gene lists of MSigDB Canonical Pathways (C2) were downloaded as gmt files from http:// software.broadinstitute.org/gsea/downloads.jsp and read into R (v.3.3.2 and v3.3.3) using the GSEABase package (v1.36.0). Gene IDs were converted from human to mouse using conversions downloaded from http://www.genenames.org/cgi-bin/ hcop. All pathways discovered from GREAT analysis on high fold change clusters ( Supplementary Fig. 1f ) were tested. Peaks were matched to gene sets based on the genes they were assigned to. For each gene loci at each transition timepoint, we calculated the mean log 2 (fold change) across all peaks of the same peak type, regardless of differential accessibility, to ultimately generate three summarized log 2 (fold change) values per gene (intronic, intergenic, promoter). Each of these summarized values was paired with its corresponding RNA-seq log 2 (fold change) and used to calculate Spearman correlations for each gene set. FDR-adjusted P values were calculated using the Benjamini and Hochberg method for all hypotheses. Correlated pathways were filtered on those showing a FDR-adjusted P < 0.05.
Motif analysis.
De novo analysis and known-motif search were performed using HOMER 59 using the findMotifsGenome function, with the parameters "-size given -len 6,8,10,12 -mset vertebrates -mask" for de novo analysis. For NK cell time courses, we used the entire ATAC-seq atlas background. For NK versus CD8 + T cell analysis, we used common peaks found in both NK and CD8 + T cells from the combined NK/CD8 + T cell atlas. Results show top motif hits with a motif score of at least 0.9. Output from de novo analysis and precompiled motif files provided by the HOMER software were used as input to search for motif instances across the genome. For metacoverage plots, normalized ATAC-seq reads were counted across 2-bp bins spanning ± 1 kb from the center of each motif instance. Median values of subset peaks are plotted for each bin.
Chromatin accessibility heatmaps and gene tracks. For peak-centered heatmaps, average sample counts normalized using size factors calculated by DESeq2 were plotted in 40-bp bins across a 2-kb window. To improve visualization, binned counts greater than the 75th percentile + (3 × the interquartile range) were capped at that value, unless otherwise indicated. The log 2 (fold changes) displayed in the heatmap in Fig. 6 are similarly capped. Gene tracks were generated by converting BAM files to bigWig files using bedtools2 (v.2.26.0) 60 and UCSC's bedGraphToBigWig (v.4) and were visualized using the Gviz R package (v.1.18.2). All tracks show a 1-to 10-kb scale on the x axis and normalized tag counts on the y axis.
Reporting Summary. Further information on experimental design is available in the Nature Research Reporting Summary linked to this article.
Data availability. All data generated and supporting the findings of this study are available within the paper. The RNA-seq, ChIP-seq, and ATAC-seq data have been deposited at GEO with accession number GSE106139. The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement An indication of whether measurements were taken from distinct samples or whether the same sample was measured repeatedly
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Data analysis
FlowJo (v9.9.4) was used for flow cytometric analysis. R was used for generation of all graphs. Please see Methods section in manuscript for further detail.
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All data generated and supporting the findings of this study are available within the paper. The RNA-seq, ChIP-seq, and ATAC-seq data have been deposited in the Gene Expression Omnibus (GEO Super-Series accession number GSE106139).
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Sample size A reasonable sample size was chosen based on our previous studies to ensure adequate reproducibility of results.
Data exclusions None.
Replication
Experimental findings were reproducible across multiple experiments.
Randomization Experimental groups were not randomized. Age-and sex-matched animals were used for experiments.
Blinding
Experiments were not performed in a blinded fashion.
Reporting for specific materials, systems and methods 
Validation
The antibody validation is provided on supplier website.
Animals and other organisms
Policy information about studies involving animals; ARRIVE guidelines recommended for reporting animal research
Laboratory animals
The following strains were used, all on the C57BL/6 genetic background: WT CD45.2, WT CD45.1, Stat4-/-Stat1-/-, and Klra8-/-(Ly49h-/-). Mice were between the ages of 8-12 weeks old, using both males and females. ChIP-seq
Data deposition
Confirm that both raw and final processed data have been deposited in a public database such as GEO.
Confirm that you have deposited or provided access to graph files (e.g. BED files) for the called peaks.
Data access links
May remain private before publication.
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE106139
Files in database submission
Paired fastq files and bigWig files are available for the following samples: aSTAT1_STAT1WT_STIM_1_CHIP aSTAT1_STAT1WT_STIM_1_INPUT aSTAT1_STAT1WT_STIM_2_CHIP aSTAT1_STAT1WT_STIM_2_INPUT
Genome browser session Peak calling parameters Peak-calling was performed using MACS2 with the arguments "-p 1e-2 -m 2 50 --to-large" using input as control samples.
Data quality
Irreproducible discovery rate (IDR) calculations were performed on all pairs of replicates using an oracle peak list called from merged replicates. A total of 3,471 peaks passed an IDR threshold of 0.05.
Software
Paired-end reads were trimmed for adaptors and removal of low quality reads using Trimmomatic (v.0.36). Trimmed reads were mapped to the Mus musculus genome (mm10 assembly) using Bowtie2 (v2.2.9). Peak calling was performed using MACS2 (v2.1.1.20160309). Irreproducible discovery rate calculations was done using scripts provided by the ENCODE project (https://www.encodeproject.org/software/idr/; v2.0.2 and v2.0.3).
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Methodology
Sample preparation
Spleens were dissociated using glass slides and filtered through a 100-μm strainer. To isolate bone marrow lymphocytes, cleaned femur and tibia bones were ground with mortar and pestle, and the resulting solution filtered through a 100-μm strainer. Red blood cells in spleen and bone marrow were lysed using ACK lysis buffer.
Instrument
BD LSR II was used for data collection.
Software
FACSDiva was used for data collection, and FlowJo for data analysis.
Cell population abundance Cell populations were sorted to >95% purity post sort in pilot experiments, as determined by flow cytometry.
