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The Gaussian stochastic process (GaSP) is a useful technique
for predicting nonlinear outcomes. The estimated mean function in
a GaSP, however, can be far from the reality in terms of the L2
distance. This problem was widely observed in calibrating imperfect
mathematical models using experimental data, when the discrepancy
function is modeled as a GaSP. In this work, we study the theoret-
ical properties of the scaled Gaussian stochastic process (S-GaSP),
a new stochastic process to address the identifiability problem of
the mean function in the GaSP model. The GaSP is a special case
of the S-GaSP with the scaling parameter being zero. We establish
the explicit connection between the GaSP and S-GaSP through the
orthogonal series representation. We show the predictive mean esti-
mator in the S-GaSP calibration model converges to the reality at
the same rate as the GaSP with the suitable choice of the regulariza-
tion parameter and scaling parameter. We also show the calibrated
mathematical model in the S-GaSP calibration converges to the one
that minimizes the L2 loss between the reality and mathematical
model with the same regularization and scaling parameters, whereas
the GaSP model does not have this property. From the regularization
perspective, the loss function from the S-GaSP calibration penalizes
the native norm and L2 norm of the discrepancy function simultane-
ously, whereas the one from the GaSP calibration only penalizes the
native norm of the discrepancy function. The predictive error from
the S-GaSP matches well with the theoretical bound, and numeri-
cal evidence is presented concerning the performance of the studied
approaches. Both the GaSP and S-GaSP calibration models are im-
plemented in the “RobustCalibration” R Package on CRAN.
1. Introduction. In scientific and engineering studies, mathematical
models are developed by scientists and engineers based on their expert
knowledge to reproduce the physical reality. With the rapid development
of the computational technique in recent years, many mathematical models
are implemented in computer code, often referred as computer models or
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simulators.
Some parameters of the mathematical model are often unknown or unob-
servable in experiments. For example, the Kı¯lauea volcano recently has one
of the biggest eruptions in history. The location and volume of the magma
chamber, as well as the magma supply and storage rate of this volcano, how-
ever, is unobservable. Some field data, such as the satellite interferograms
for the ground deformation and gas emission data were used to estimate
these parameters for the Kı¯lauea volcano [1, 2, 11]. Using the field data to
estimate the parameters in the mathematical model, and to identify the pos-
sible discrepancy between the mathematical model and the reality is widely
known as the inverse problem or calibration [3, 4, 15, 27, 32].
Assume the field or experimental data yF (x) at any the observable input
x ∈ X can be represented as a noisy assessment of the unknown reality
yF (x) = yR(x) + ,(1.1)
where yR(·) is the unknown deterministic function of the reality and  ∼
N(0, σ20) is a Gaussian noise with an unknown variance σ
2
0. Denote f
M (x,θ)
the mathematical model at the observable inputs x ∈ X and the calibration
parameters θ ∈ Θ. Since the mathematical model is often imperfect to
describe the physical reality, one often assumes yR(x) = fM (x,θ) + δ(x),
where δ(·) is a discrepancy function between the reality and mathematical
model. With this specification, we have the following calibration model for
an imperfect mathematical model
yF (x) = fM (x,θ) + δ(x) + .(1.2)
When the mean and trend of the reality is properly explained in the
mathematical model, the discrepancy function is often modeled as a zero-
mean Gaussian stochastic process (GaSP) [15], resulting in a closed-form
expression of the predictive distribution of the reality. It was found in many
following-up studies that, however, modeling the discrepancy function by
a GaSP causes an identifiability problem of the calibration parameters and
consequently, the calibrated mathematical model is far away from the reality
(see, for example, [3, 26, 31]).
The calibration model (1.2) is also often used in modeling spatially cor-
related data, where fM (x,θ) is often assumed to be a parametric model for
the linear fixed effect of some covariates, and δ(x) is a spatial random effect
at the spatial coordinate x. However, it is also found in many studies that
the spatial random effect is confounded with the fixed effect [14, 22].
Many recent studies measure the goodness of calibration by the L2 loss
between the calibrated mathematical model and reality [26, 27, 31]. These
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studies seek to find an estimator of θ that converges to θL2 , which minimizes
the L2 distance between the reality and mathematical model, i.e.,
(1.3) θL2 := arg min
θ∈Θ
∫
x∈X
[yR(x)− fM (x,θ)]2dx.
In [26], for instance, the reality is first estimated through a nonparametric
regression model without the assistance of the mathematical model. The
calibration parameters are then estimated by minimizing the L2 loss between
the calibrated mathematical model and the estimator of the reality.
On the other hand, integrating the mathematical model and discrepancy
function in (1.2) for prediction is found to have a smaller predictive error
than simply using a GaSP or a mathematical model alone [15]. This is be-
cause the mathematical model is developed based on the expert knowledge,
which contains the information of the complex reality, and the GaSP is a
flexible model for the discrepancy not captured by the calibrated mathe-
matical model. The prediction by combining the mathematical model and
discrepancy function, however, is sometimes less interpretable by scientists,
as the discrepancy function can introduce some nonlinear effect that is hard
to be explained. Because of the interpretation reason, one also hopes the
calibrated mathematical model can predict the reality well, and this par-
tially explains why some previous studies define θL2 as the optimum of the
calibration parameters.
To prevent the calibrated mathematical model deviating too much from
the reality, we propose to model the discrepancy function by a new stochastic
process, called the scaled Gaussian stochastic process (S-GaSP). The S-
GaSP is first proposed in [11], where the S-GaSP is shown to be a GaSP
with a transformed kernel and the computational complexity is the same as
the GaSP. In this work, we provide a theoretical framework of the S-GaSP
for calibration and prediction. Moreover, we also establish the connection
between the maximum likelihood estimator and the kernel ridge regression
estimator in the calibration setting. This connection allows us to study the
asymptotic properties of the maximum likelihood estimator using some well-
developed tools for the kernel ridge regression.
We highlight several advantages of using the S-GaSP to model the dis-
crepancy function in the calibration model (1.2). First of all, we show that
the predictive mean from the S-GaSP converges to the reality at the same
rate as the one from the GaSP with the suitable choice of the regularization
and scaling parameters. Furthermore, with the same regularization and scal-
ing parameters, the calibration parameters in the S-GaSP can also converge
to θL2 , which minimizes the L2 distance between the reality and calibrated
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mathematical model. The estimated calibration parameters in the GaSP cal-
ibration model, in contrast, do not converge to θL2 , and the predictive error
by the calibrated mathematical model is large as a consequence. Thirdly,
since the S-GaSP can be shown as a GaSP with a transformed kernel, the
predictive distribution also has an explicit form that is easy to compute.
This allows us to combine the mathematical model and discrepancy func-
tion in a coherent statistical model to both predict the reality and calibrate
the mathematical model. Lastly, we found that the out-of-sample predictive
error by combining the calibrated mathematical model and the discrepancy
function via the S-GaSP is also slightly smaller than that using a GaSP in
our numerical experiments, as the mathematical model is estimated closer
to the reality in the S-GaSP.
This paper is organized as follows. In Section 2, we review the background
of the GaSP and the reproducing kernel Hilbert space. The connection be-
tween the maximum likelihood estimator and the kernel ridge regression
estimator is also studied. In Section 3, we introduce the S-GaSP along with
the orthogonal series representation of the process and the covariance func-
tion. Two convergence issues are discussed in Section 4. We first show that
the predictive mean of the reality in the S-GaSP calibration converges to
the reality with the optimal rate in Section 4.1. Then we show the estimated
calibration parameters also converge to θL2 in the S-GaSP calibration model
in Section 4.2. In Section 5, we introduce the discretized S-GaSP along with
the parameter estimation. Section 6 provides some numerical studies com-
paring the GaSP, the S-GaSP, and two other estimation approaches. We
conclude this work in Section 7 and the proof is given in Appendices.
2. Background: Gaussian stochastic process. We first review the
Gaussian stochastic process and the reproducing kernel Hilbert space in this
section. Assume the mean and trend of the reality are properly modeled
in the mathematical model. Consider to model the unknown discrepancy
function in the calibration model (1.2) via a real-valued zero-mean Gaussian
stochastic process δ(·) on a p-dimensional input domain X ,
(2.1) δ(·) ∼ GaSP(0, σ2K(·, ·)),
where σ2 is a variance parameter and K(xa,xb) is the correlation for any
xa,xb ∈ X , parameterized by a kernel function. For simplicity, we assume
X = [0, 1]p in this work.
For any {x1, ...,xn}, the outputs (δ(x1), ..., δ(xn))T follow a multivariate
normal distribution
(2.2) [δ(x1), ..., δ(xn) | σ2,R] ∼ MN(0, σ2R),
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where the (i, j) entry of R is K(xi,xj). Some frequently used kernel func-
tions include the power exponential kernel and the Mate´rn kernel. We defer
the issue of estimating the parameters in the kernel function in Section 5
and assume K(·, ·) is known for now.
The reproducing kernel Hilbert space (RKHS), denoted as H, attached to
the Gaussian stochastic process GaSP(0, σ2K(·, ·)), is the completion of the
space of all functions
x→
k∑
i=1
wiK(xi,x), w1, ..., wk ∈ R, x1, ...,xn,x ∈ X , k ∈ N,
with the inner product〈
k∑
i=1
wiK(xi, ·),
m∑
j=1
wjK(xj , ·)
〉
H
=
k∑
i=1
m∑
j=1
wiwjK(xi,xj).
For any function f(·) ∈ H, denote ‖f‖H =
√〈f, f〉H the RKHS norm or
the native norm. Because the evaluation maps in RKHS are bounded linear,
it follows from the Riesz representation theorem that for each x ∈ X and
f(·) ∈ H, one has f(x) = 〈f(·), K(·,x)〉H.
Denote L2(X ) the space of square-integrable functions f : X → R with∫
x∈X f
2(x)dx < ∞. We denote 〈f, g〉L2(X ) :=
∫
x∈X f(x)g(x)dx the usual
inner product in L2(X ). By the Mercer’s theorem, there exists an orthonor-
mal sequence of continuous eigenfunctions {φk}∞k=1 with a sequence of non-
increasing and non-negative eigenvalues {ρk}∞k=1 such that
K(xa,xb) =
∞∑
k=1
ρkφk(xa)φk(xb),(2.3)
for any xa,xb ∈ X .
The RKHS H contains all functions f(·) = ∑∞k=1 fkφk(·) ∈ L2(X ) with
fk = 〈f, φk〉L2(X ) and
∑∞
k=1 f
2
k/ρk < ∞. For any g(·) =
∑∞
k=1 gkφk(·) ∈ H
and f(·), the inner product can be represented as 〈f, g〉H =
∑∞
k=1 fkgk/ρk.
For more properties of the RKHS, we refer to Chapter 1 of [30] and Chapter
11 of [7].
2.1. The equivalence between the maximum likelihood estimator and the
kernel ridge regression estimator in calibration. Assume one has a set of
observations yF :=
(
yF (x1), ..., y
F (xn)
)T
and mathematical model outputs
fMθ := (f
M (x1,θ), ..., f
M (xn,θ))
T , where θ = (θ1, ..., θq)
T ∈ Θ ⊂ Rq is a
q-dimensional vector of the calibration parameters.
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Denote the regularization parameter λ := σ20/(nσ
2). For the calibration
model (1.2) with δ modeled as a GaSP in (2.1), the marginal distribution of
yF follows a multivariate normal after marginalizing out δ
(2.4) [yF | θ, σ20, λ] ∼ MN(fMθ , σ20((nλ)−1R + In)).
Let L(θ) be the likelihood for θ in (2.4) given the other parameters in the
model. For any given λ, the maximum likelihood estimator (MLE) of θ is
denoted as
(2.5) θˆλ,n := arg max
θ∈Θ
L(θ).
Conditioning on the observations, θˆλ,n and λ, the predictive mean of the
discrepancy function at any x ∈ X has the following expression
δˆλ,n(x) := E[δ(x) | yF , θˆλ,n, λ] = rT (x)(R + nλIn)−1
(
yF − fM
θˆλ,n
)
(2.6)
with r(x) = (K(x1,x), ...,K(xn,x))
T and In being the n-dimensional iden-
tity matrix.
It is well-known that the predictive mean in (2.6) can be written as the
estimator for the kernel ridge regression (KRR). In the following lemma, we
show that (θˆλ,n, δˆλ,n(·)) is equivalent to the KRR estimator.
Lemma 2.1. The maximum likelihood estimator θˆλ,n defined in (2.5)
and predictive mean estimator δˆλ,n(·) defined in (2.6) can be expressed as
the estimator of the kernel ridge regression as follows
(θˆλ,n, δˆλ,n(·)) = arg min
θ∈Θ,δ(·)∈H
`λ,n(θ, δ),
where
`λ,n(θ, δ) =
1
n
n∑
i=1
(yF (xi)− fM (xi,θ)− δ(xi))2 + λ‖δ‖2H.(2.7)
Although modeling the discrepancy function by the GaSP typically im-
proves the prediction accuracy of the reality, the penalty term of (2.7) only
contains ‖δ‖H to control the complexity of the discrepancy. As the RKHS
norm is not equivalent to the L2 norm, the calibrated computer model could
deviate a lot from the best performed mathematical model in terms of the L2
loss [26]. In Section 3, we introduce the scaled Gaussian stochastic process
that predicts the reality as accurately as the GaSP with the aid of the math-
ematical model, but has more prior mass on the small L2 distance between
the reality and mathematical model. As a consequence, the KRR estimator
of the new model penalizes both ‖δ‖H and ‖δ‖L2(X ) simultaneously.
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3. The scaled Gaussian stochastic process. The L2 loss between
the reality and mathematical model can be expressed as a random loss
function of the discrepancy function Z :=
∫
x∈X (y
R(x) − fM (x,θ))2dx =∫
x∈X δ
2(x)dx. We hierarchically model the crucial random variable Z to
have more probability mass near zero. The scaled Gaussian stochastic pro-
cess calibration model is defined as follows
yF (x) = fM (x,θ) + δz(x) + ,
δz(x) =
{
δ(x) | ∫ξ∈X δ2(ξ)dξ = Z} ,
δ(·) ∼ GaSP(0, σ2K(·, ·)),
Z ∼ pZ(·),  ∼ N(0, σ20).
(3.1)
We call δz(·) the scaled Gaussian stochastic process (S-GaSP). Given Z = z,
the S-GaSP becomes the GaSP constrained at the space
∫
x∈X δ
2(x)dx = z.
By definition, Z =
∫
x∈X δ
2(x)dx. Conditioning on all parameters in the
model, a simple choice of pZ(·) is
(3.2) pZ(z) =
gZ(z)pδ(Z = z)∫∞
0 gZ(t)pδ(Z = t)dt
,
where gZ(z) is a non-increasing scaling function and pδ(Z = z) is the density
of Z at z induced by the GaSP in (2.1). The measure for Z induced by the
S-GaSP is proportional to the measure of Z induced by the GaSP scaled by
a non-increasing scaling function gZ(z) to have more probability mass near
zero than the unconstrained GaSP does.
When gZ(·) is a constant function, the S-GaSP becomes the GaSP without
the constraint. Following [11], conditioning on all parameters, we assume
(3.3) gZ(z) =
λz
2σ2
exp
(
−λzz
2σ2
)
,
where λz is a non-negative scaling parameter.
The benefit of using pZ(·) in (3.2) and gZ(·) in (3.3) is that any marginal
distribution of δz still follows a multivariate normal distribution (see Lemma
2.3 in [11]). In Section 3.1, we explore the orthogonal series representation
of the S-GaSP.
3.1. Orthogonal series representation. Based on Karhunen-Loe`ve theo-
rem, a GaSP admits the following representation for any x ∈ X
(3.4) δ(x) = σ
∞∑
k=1
√
ρkZkφk(x),
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where Zk
i.i.d.∼ N(0, 1), ρk and φk(·) are the kth eigenvalue and eigenfunction
of the kernel K(·, ·), respectively.
The following lemma shows that the S-GaSP can also be represented as
an orthogonal random series with independent normal coefficients.
Lemma 3.1 (Karhunen-Loe`ve expansion for the S-GaSP). Assume pZ(·)
and gZ(·) are defined in (3.2) and (3.3), respectively. For any x ∈ X , the
S-GaSP defined in (3.1) has the following representation
δz(x) = σ
∞∑
k=1
√
ρk
1 + λzρk
Zkφk(x),
where Zk
i.i.d.∼ N(0, 1), ρk and φk(·) are the kth eigenvalue and eigenfunction
of the kernel K(·, ·), respectively.
The covariance function of the S-GaSP can also be decomposed as an
infinite orthogonal series, which is an immediate consequence of the fact
that the S-GaSP is indeed a GaSP with a transformed kernel (see Lemma
2.3 in [11]) and Lemma 3.1.
Corollary 3.1. Assume pZ(·) and gZ(·) are defined in (3.2) and (3.3),
respectively. The marginal distribution of the S-GaSP defined in (3.1) follows
a multivariate normal distribution
[δz(x1), ..., δz(xn) | σ2Rz] ∼ MN(0, σ2Rz),
where the (i, j) entry of Rz is
(3.5) Kz(xi,xj) =
∞∑
k=1
ρk
1 + λzρk
φ(xi)φ(xj).
Corollary 3.1 implies that the ith eigenvalue of the kernel function Kz(·, ·)
in the S-GaSP is ρz,k := ρk/(1 + λzρk) and the kth eigenfunction φk(·) is
the same as the one in the GaSP. The form (3.5) does not give an explicit
expression for the kernel in the S-GaSP. Instead of truncating the series, one
can discretize the integral
∫
ξ∈X δ(ξ)
2dξ at finitely many constraint points.
This discretizing procedure leads to an explicit expression of the covariance
matrix in the likelihood, discussed in Section 5.
It is shown in [11] that the random L2 loss induced by the GaSP can
be written as an infinite weighted sum of independent chi-squared random
variables. The following corollary provides a similar decomposition of Z in
the S-GaSP, which follows from Lemma 2.1 in [11] and Corollary 3.1.
SCALED GAUSSIAN STOCHASTIC PROCESS 9
Corollary 3.2. Assume the same conditions in Lemma 3.1 hold. The
distribution of Z =
∫
x∈X δ
2(x)dx induced by the S-GaSP follows
Z ∼ σ2
∞∑
k=1
ρk
1 + λzρk
χ2k(1),
where {χ2k(1)}∞k=1 are independent chi-squared random variables with one
degree of freedom.
Denote H and Hz the RKHS attached to GaSP with kernel K(·, ·) and
the S-GaSP with kernel Kz(·, ·), respectively. We conclude this subsection
by the explicit connection between the inner product of the GaSP and that
of the S-GaSP.
Lemma 3.2. Assume pZ(·) and gZ(·) are defined in (3.2) and (3.3),
respectively. Let h(·) = ∑∞i=1 hiφi(·) and g(·) = ∑∞i=1 giφi(·) be the elements
in H. It holds that
〈h, g〉Hz = 〈h, g〉H + λz〈h, g〉L2(X ).
3.2. Estimation for the S-GaSP. With the specification of the density
pZ(·) and scaling function gZ(·) for the distribution of Z in (3.2) and (3.3),
respectively, after marginalizing out δz in (3.1), the marginal likelihood for
θ in the S-GaSP follows a multivariate normal distribution
(3.6) [yF | θ, σ20, λ, λz] ∼ MN(fMθ , σ20((nλ)−1Rz + In)).
Denote Lz(θ) the likelihood for θ in (3.6). Similarly, we have the equiva-
lence between the MLE and the KRR estimator for the S-GaSP calibration,
where both the RKHS norm and L2 norm of the discrepancy function are
penalized in the loss function, stated in Lemma 3.3 below.
Lemma 3.3. The maximum likelihood estimator θˆλ,λz ,n := arg maxθ∈Θ Lz(θ)
and predictive mean δˆλ,λz ,n(·) := E[δz(·) | yF , θˆλ,λz ,n, λ, λz] are the same as
the estimator of the penalized kernel ridge regression
(θˆλ,λz ,n, δˆλ,λz ,n(·)) = arg min
δ(·)∈H,θ∈Θ
`λ,λz ,n(θ, δ),
where
`λ,λz ,n(θ, δ) =
1
n
n∑
i=1
(yF (xi)− fM (xi,θ)− δ(xi))2 + λ‖δ‖2Hz ,(3.7)
with ‖δ‖2Hz = ‖δ‖2H + λz‖δ‖2L2(X ).
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4. Convergence properties.
4.1. Nonparametric regression by the S-GaSP. Let us first consider the
following nonparametric regression model,
(4.1) y(xi) = f(xi) + i, i
i.i.d.∼ N(0, σ20), i = 1, . . . , n,
where f is assumed to follow the zero-mean S-GaSP prior with the default
choice of pZ(·) and gZ(·) in (3.2) and (3.3), respectively. For simplicity, we
assume that x1, . . . ,xn are independently sampled from Unif([0, 1]
p).
Assume the underlying truth f0(·) := Ey[y(·)] resides in the p-dimensional
Sobolev space Wm2 (X ) with m > p/2, where
(4.2) Wm2 (X ) =
{
f(·) =
∞∑
k=1
fkφk(·) ∈ L2(X ) :
∞∑
k=1
k2m/pf2k <∞
}
,
with {φk(·)}∞k=1 being a sequence of the orthonormal basis of L2(X ). For any
integer vector k = (k1, ..., kp)
T and a function f(x1, ..., xp) : X → R, denote
Dk the mixed partial derivative operator Dkf(·) := ∂|k|f(·)/∂k1x1...∂kpxp
with |k| = ∑pi=1 ki. For any function in Wm2 (X ), we have ‖Dkf(·)‖L2(X ) <
∞ for any |k| < m.
Recall that λ = σ20/(nσ
2). The posterior mean estimator of the S-GaSP
is equivalent to the KRR estimator as follows
(4.3) fˆλ,λz ,n = arg min
f∈H
[
1
n
n∑
i=1
(y(xi)− f(xi))2 + λ‖f‖2H + λλz‖f‖2L2(X )
]
.
Recall {ρk}∞k=1 and {φk}∞k=1 are the sequence of the eigenvalues and eigen-
functions of the reproducing kernel K(·, ·) associated with H, respectively.
For all k, we assume the eigenvalues satisfy
(4.4) cρk
−2m/p ≤ ρk ≤ Cρk−2m/p,
for some constants cρ and Cρ > 0. For all k ∈ N+ and x ∈ X , we assume
the eigenfunctions are bounded uniformly,
(4.5) sup
x∈X
|φk(x)| ≤ Cφ,
where Cφ > 0 is a constant depending on the kernel K(·, ·).
As a motivating example, the Mate´rn kernel satisfies the decay rate of the
eigenvalues in (4.4) when expanded with respect to the Fourier basis [35].
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The exact form of the Mate´rn kernel along with the parameterization and
parameter estimation is discussed in Section 5.1.
We are now ready to state the convergence rate of the S-GaSP for the
nonparametric regression model in (4.1).
Theorem 4.1. Assume the eigenvalues and eigenfunctions of K(·, ·) sat-
isfy (4.4) and (4.5), respectively. Further assume f0 ∈ Wm2 (X ) and denote
β := (2m−p)2/{2m(2m+p)}. Consider the nonparametric regression model
(4.1). For sufficiently large n, any α > 2 and Cβ ∈ (0, 1), with probability
at least 1− exp{−(α− 2)/3} − exp (−nCββ),
‖fˆλ,λz ,n − f0‖L2(X ) ≤ 2
[√
2
(‖f0‖L2(X ) + ‖f0‖H)+ CKσ0√α]n− m2m+p
and
‖fˆλ,λz ,n − f0‖H ≤ 2
[√
2
(‖f0‖L2(X ) + ‖f0‖H)+ CKσ0√α]
by choosing λ = n−2m/(2m+p) and λz = λ−1/2, where CK is a constant only
depending on the kernel K(·, ·).
The conditions in Theorem 4.1 can be relaxed in various ways. From the
proof of Theorem 4.1, it is easy to see that if λ = O(n−2m/(2m+p)) and
λz ≤ O(λ−1/2), the estimator still converges to the reality in L2 distance
with the same rate O(n−m/(2m+p)). In practice, a small λ often leads to
a small predictive error [30]. The estimation of λ and the parameters in
the kernel function are discussed in Section 5.1. Furthermore, although the
stationarity of the process is often assumed for the computational purpose,
it is not required in Theorem 4.1.
The estimator for the reality in the S-GaSP calibration model is defined
as follows
yˆRλ,λz ,n(x) := f
M (x, θˆλ,λz ,n) + δˆλ,λz ,n(x)
for any x ∈ X , where (θˆλ,λz ,n, δˆλ,λz ,n) is the estimator of the penalized
KRR obtained by minimizing the loss in (3.7). The following Corollary 4.1
gives the convergence rate of the S-GaSP calibration model in predicting
the reality.
Corollary 4.1. Assume yR(·)−fM (·,θ) ∈ Wm2 (X ) for any θ ∈ Θ and
supθ∈Θ‖yR(·)− fM (·,θ)‖H <∞. Let the eigenvalues and eigenfunctions of
K(·, ·) satisfy (4.4) and (4.5), respectively. For sufficiently large n and any
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α > 2 and Cβ ∈ (0, 1), with probability at least 1 − exp{−(α − 2)/3} −
exp(−nCββ),
‖yˆRλ,λz ,n(·)− yR(·)‖L2(X ) ≤ 2
[√
2
(
sup
θ∈Θ
‖yR(·)− fM (·,θ)‖L2(X )
+ sup
θ∈Θ
‖yR(·)− fM (·,θ)‖H
)
+ CKσ0
√
α
]
n
− m
2m+p
by choosing λ = n−2m/(2m+p) and λz = λ−1/2, where CK is a constant only
depending on the kernel K(·, ·) and β = (2m− p)2/(2m(2m+ p)).
The conditions can be relaxed by choosing λ = O(n−2m/(2m+p)) and λz ≤
O(λ−1/2) to obtain the same convergence rate.
We illustrate the convergence using the following example, where yR(·)
lies in the Sobolev space Wm2 (X ) with m = 3 and X = [0, 1] [34].
Example 4.1. Let the reality be yR(x) = 2
∑∞
j=1 j
−3 cos(pi(j−0.5)x) sin(j),
and consider yF (x) = yR(x) + , where  ∼ N(0, 0.052) is a Gaussian noise.
Let the mathematical model be a mean parameter, i.e. fM (x, θ) = θ. The
goal is to predict yR(x) at x ∈ [0, 1] and estimate θ.
AssumeK(·, ·) follows the Mate´rn kernel in (5.5) with the range parameter
γ = 1. The eigenvalues of this kernel satisfy (4.4) with m = 3. We test 50
configurations with the number of observations n ∈ [exp(5), exp(10)], and
the design points {xi}ni=1 are equally spaced in [0, 1]. In each configuration,
N = 100 simulation replicates are implemented. We perform predictions on
n∗ = 3× 104 inputs equally spaced from [0, 1] using the average root of the
mean squared error (AvgRMSE) to validate as follows
(4.6) AvgRMSEfM+δ =
1
N
N∑
i=1
√√√√ 1
n∗
n∗∑
j=1
(yˆRi (x
∗
j )− yRi (x∗j ))2,
where yˆRi (x
∗
j ) is an estimator of the reality at x
∗
j for j = 1, ..., n
∗. The
subscript fM + δ means both the calibrated mathematical model and dis-
crepancy function are used for prediction.
Figure 1 presents the predictive error of the GaSP calibration and the
S-GaSP calibration for Example 4.1. In the left panel, the red circles are the
AvgRMSEfM+δ using the predictive mean of the calibration model in (1.2)
with δ modeled as a GaSP in (2.1), and the blue circles are AvgRMSEfM+δ
using the predictive mean of the discretized S-GaSP calibration in (5.1)
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Fig 1. Calibration and prediction by the GaSP and discretized S-GaSP calibration models
for Example 4.1. In the left panel, the AvgRMSEfM+δ of the GaSP calibration and that of
the discretized S-GaSP calibration are graphed as the red and blue circles, respectively; the
black curve is n−m/(2m+p)/10.5, representing the theoretical upper bound by Corollary 4.1
(up to a constant). In the right panel, the natural logarithm of the RMSEθ of the GaSP
calibration and that of the discretized S-GaSP calibration is graphed as the red circles and
blue circles, respectively; the black line is log(n−m/(2m+p)/33), representing the theoretical
upper bound from Theorem 4.2 (up to a constant). λ = n−2m/(2m+p) × 10−4 with m = 3,
p = 1 and λz = λ
−1/2 are assumed. The red and blue circles overlap in the left panel.
discussed in Section 5. The basic idea of the discretized S-GaSP is to replace
the integral
∫
x∈X δ
2(x)dx in the S-GaSP model in (3.1) by (1/n)
∑n
i=1 δ
2(xi)
for the computational purpose. Interestingly, the red circles and blue circles
overlap in the left panel and they both match perfectly well with the black
curve, representing the theoretical bound from Corollary 4.1.
Since the mathematical model for Example 4.1 is only a mean parameter,
the L2 distance between the reality and the mathematical model is uni-
modal. We thus use the root of the mean squared error between the estimator
of the calibration parameters and the L2 minimizer θL2 as the measurement
of how well the calibrated mathematical model predicts the reality as follows
(4.7) RMSEθ =
√√√√ 1
N
N∑
i=1
(θˆi − θL2)2,
where θˆi is the estimator of θ in the ith experiment.
Although the GaSP and the S-GaSP perform equally well in prediction for
Example 4.1, the estimator of the calibration parameter in the discretized
S-GaSP calibration converges to the L2 minimizer, but that in the GaSP
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calibration does not converge to θL2 , shown in the right panel of Figure 1.
This problem is caused by the difference between the RKHS norm and the
L2 norm. As illustrated in Lemma 2.1 and Lemma 3.3, both the RKHS
norm and L2 norm of the discrepancy function are penalized in the S-GaSP
calibration model, whereas the GaSP calibration model only penalizes the
RKHS norm of the discrepancy function.
In the Section 4.2, we further show that under some regularity conditions,
the calibrated parameters in the S-GaSP calibration converges to the L2
minimizer with the same choice of the regularization parameter and scaling
parameter.
4.2. Towards reconciling the L2 norm and RKHS norm in calibration.
We first list some regularity conditions for the convergence of calibration
parameters in the S-GaSP calibration model.
A1 θL2 is the unique solution of (1.3) and it is an interior point of Θ.
A2 The Hessian matrix ∫
∂2(yR(x)− fM (x,θ))2
∂θ∂θT
dx
is invertible in a neighborhood of θL2 .
A3 For all j = 1, ..., q, it holds that
sup
θ∈Θ
∥∥∥∥∂fM (·,θ)∂θj
∥∥∥∥
H
<∞.
A4 The function class {yR(·)− fM (·,θ) : θ ∈ Θ} is Donsker.
A5 supθ∈Θ ‖yR(·)− fM (·,θ)‖H <∞.
A6 The eigenvalues and eigenfunctions of K(·, ·) satisfy (4.4) and (4.5),
respectively.
Assumptions A1 to A3 are regularity conditions of θL2 and the mathe-
matical model yM (·,θ) around θL2 . Assumptions A4 to A6 guarantee the
KRR estimator δˆz,θ converges to y
R(·)− fM (·,θ) uniformly for each θ ∈ Θ
in terms of the L2 loss.
Theorem 4.2. Under assumptions A1 to A6, for the estimated calibra-
tion parameters in (3.7), one has
θˆλ,λz ,n = θL2 +Op(n
− m
2m+p ),
by choosing λ = O(n−2m/(2m+p)) and λz = O(λ−1/2).
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Note that λ = O(n−2m/(2m+p)) and λz = O(λ−1/2) also guarantee the pre-
dictive mean estimator in the S-GaSP calibration converges to the reality at
the rate O(n−m/(2m+p)) in terms of the L2 loss by Corollary 4.1 and Theo-
rem 4.2. On the contrary, the calibrated parameters of the GaSP calibration
typically do not converge to the L2 minimizer. Let
∂fM (·,θˆ)
∂θj
:= ∂f
M (·,θ)
∂θj
|θ=θˆ.
A key difference between the GaSP and the S-GaSP calibration is stated
in the following Corollary 4.2, which is an immediate consequence from the
proof of Theorem 4.2.
Corollary 4.2. Under assumptions A1 to A6, the estimator for the
calibration parameters in the S-GaSP calibration in (3.7) satisfies
1
λ z
〈
δˆλ,λz ,n(·),
∂fM (·, θˆλ,λz ,n)
∂θj
〉
H
+
〈
δˆλ,λz ,n(·),
∂fM (·, θˆλ,λz ,n)
∂θj
〉
L2(X )
= 0;
Further assuming the mathematical model is differentiable at θˆλ,n in (2.7),
the estimator of the calibration parameters in the GaSP calibration satisfies〈
δˆλ,n(·), ∂f
M (·, θˆλ,n)
∂θj
〉
H
= 0,
for any θj, j = 1, ..., q.
To ensure the convergence of an estimator θˆ to the L2 minimizer, one
typical requirement is that 〈δˆL2(·), ∂f
M (·,θˆ)
∂θj
〉L2(X ) = op(1). It is easy to see
that the S-GaSP satisfies this condition with 1/λz = o(1). However, because
of the difference between the RKHS norm and L2 norm, the estimated pa-
rameters θˆλ,n in the GaSP calibration model can be far away from the L2
minimizer. As a result, the calibrated mathematical model may not pre-
dict the reality accurately in the GaSP calibration model, as found in many
previous studies [3, 11, 26, 31].
Theorem 4.2 states that the convergence rate of θ in the S-GaSP calibra-
tion (to θL2) is slightly slower thanO(n
−1/2) by choosing λ = O(n−2m/(2m+p))
and λz = O(λ
−1/2). The O(n−1/2) convergence rate of the calibration pa-
rameters can be obtained by choosing a larger λz along with the increase of
the number of observations, but the convergence rate to the reality obtained
in (4.1) may decease. The slower convergence rate to θL2 in the S-GaSP
reflects the added uncertainty of the parameter estimation caused by the
model discrepancy. A numerical example will be given in Section 6 to illus-
trate the difference between the GaSP, the S-GaSP calibration and other
approaches seeking to find the L2 minimizer θL2 .
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We graph the natural logarithm of RMSEθ for Example 4.1 in the GaSP
and the discretized S-GaSP calibration as the red circles and blue circles in
the right panel of Figure 1, respectively. The estimated parameters in the
discretized S-GaSP calibration converges to the L2 minimizer when the sam-
ple size goes large, whereas the GaSP calibration does not. The convergence
of θˆλ,λz ,n to the L2 minimizer may look faster in Figure 1 compared with
the theoretical upper bound shown in Theorem 4.2. This is because λz is
chosen to be large, resulting in 〈δˆL2(·), ∂f
M (·,θˆλ,λz,n)
∂θj
〉L2(X ) ≈ 0, in which case
the S-GaSP behaves similarly to some other approaches that estimate the
calibration parameters by minimizing the L2 loss for this example [26, 31].
5. Discretized scaled Gaussian stochastic process. We address
the computational issue in the S-GaSP calibration in this section. Instead of
truncating the kernel function in (3.5) by the first several terms, following
the approach in [11], one can select NC distinct points to discretize the input
space [0, 1]p and replace
∫
ξ∈X δ(ξ)
2dξ by (1/NC)
∑NC
i=1 δ(x
C
i )
2 in the S-GaSP
model in (3.1).
Here we let the discretization points be the observed inputs, i.e. xCi = xi
for i = 1, ..., NC and NC = n. The discretized S-GaSP is then defined as
yF (x) = fM (x,θ) + δzd(x) + ,
δzd(x) =
{
δ(x) | 1
n
n∑
i=1
δ(xi)
2 = Zd
}
δ(·) ∼ GaSP(0, σ2K(·, ·)),
Zd ∼ pZd(·),  ∼ N(0, σ20).
(5.1)
Assume δzd(·) is defined in (5.1) with pZd(·) and gZd(·) defined in (3.2)
and (3.3), respectively. After marginalizing out Z, it follows from Lemma
2.4 in [11] that δzd(·) is still a zero-mean GaSP with the covariance function
(5.2) σ2Kzd(xa,xb) = σ
2(K(xa,xb)− rT (xa)R˜−1r(xb))
for any xa,xb ∈ X , where R˜ := R + nIn/λz.
Recall λ = σ20/(nσ
2). We have the following predictive distribution of the
discretized S-GaSP calibration model.
Theorem 5.1. Assume δzd(·) in (5.1) with pZd(·) and gZd(·) defined in
(3.2) and (3.3), respectively. Conditioning on all the parameters, the predic-
tive distribution of the field data at any x ∈ X by the discretized S-GaSP
calibration model in (5.1) is a multivariate normal distribution
yF (x) | yF ,θ, σ20, λ, λz ∼ MN(µˆzd(x), σ20((nλ)−1K∗zd(x,x) + 1)),
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where
µˆzd(x) = f
M (x,θ) +
rT (x)
1 + λλz
(
R +
nλ
1 + λλz
In
)−1 (
yF − fMθ
)
,
K∗zd(x,x) = K(x,x)− rT (x)
[
In +
(
R +
nλ
1 + λλz
In
)−1 n
(1 + λλz)λz
]
R˜−1r(x),
where r(x) = (K(x,x1), ...,K(x,xn))
T and R˜ = R + nλz In with the (i, j)
entry of R being K(xi,xj).
Theorem 5.1 indicates that the predictive mean of the discretized S-GaSP
calibration model shrinks the predictive mean towards the mean function.
When λz = 0, the shrinkage is zero and the discretized S-GaSP becomes the
GaSP.
Interestingly, when the observations contain no noise, the predictive mean
and variance of the field data from the GaSP calibration model and the
discretized S-GaSP calibration model are exactly the same, stated in the
following Lemma 5.1.
Lemma 5.1. Assume the same conditions in Theorem 5.1 hold. If σ20 =
0, the predictive distribution of the field data at any x ∈ X by the discretized
S-GaSP model in (5.1) is a multivariate normal distribution with the pre-
dictive mean and variance of the field data at any x ∈ X as follows
E[yF (x) | yF ,θ, λ, λz] = fM (x,θ) + rT (x)R−1(yF − fMθ ),
V[yF (x) | yF ,θ, λ, λz] = σ2
(
K(x,x)− rT (x)R−1r(x)) ,
where r(x) = (K(x,x1), ...,K(x,xn))
T and R is an n × n matrix with the
(i, j) entry being K(xi,xj).
5.1. Parameter estimation. In the previous discussion, we treat the ker-
nel function as known and let the regularization parameter λ change along
with the number of observations to guarantee the convergence of the predic-
tor. In practice, these parameters are often estimated for better predictive
performance. We discuss this issue in this section.
For any xa = (xa1, ...., xap)
T and xb = (xb1, ...., xbp)
T , the correlation is
typically assumed to have a product form in mathematical model calibration
(5.3) K(xa,xb) =
p∏
i=1
Ki(di),
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where di = |xai − xbi| for i = 1, ..., p and Ki(·) is a one dimensional kernel
function. One widely used kernel function is the Mate´rn kernel as follows
[13]
(5.4) Ki(di) =
1
2νi−1Γ(νi)
(
di
γi
)νi
Kνi
(
di
γi
)
,
where Γ(·) is the gamma function and Kνi(·) is the modified Bessel function
of the second kind with a roughness parameter νi and a range parameter γi
for i = 1, ..., p. The sample path of a GaSP with the Mate´rn kernel is bνi − 1c
times differentiable. When νi = (2ki + 1)/2 with ki ∈ N, the Mate´rn kernel
has an explicit expression. For example, the Mate´rn kernel with νi = 5/2
has the following form
(5.5) Ki(di) =
(
1 +
√
5di
γi
+
5d2i
3γ2i
)
exp
(
−
√
5di
γi
)
,
for i = 1, ..., p. For the demonstration purpose, we implement all the numer-
ical studies using the product correlation in (5.3) with Ki(·) in (5.5). More
benefits of using the Mate´rn correlation to model the mathematical model
outputs are discussed in [12].
Denote γ = (γ1, ..., γp)
T the unknown range parameters in the covari-
ance. The parameters in the discretized S-GaSP calibration model are the
calibration parameters θ, the variance parameter of the noise σ20, regular-
ization parameter λ, scaling parameter λz and range parameters γ. Simple
algebra shows σˆ20,MLE = λS
2
zd
, where S2zd = (y
F − fMθ )T R˜−1zd (yF − fMθ )
with R˜zd =
(
R−1 + λzIn/n
)−1
+λnIn. Marginalizing out δz(·) and plugging
σˆ20,MLE into the likelihood of the discretized S-GaSP calibration model in
(5.1), one has the profile likelihood
(5.6) `zd(θ,γ, λ, λz) ∝ −
1
2
log|R˜zd | −
n
2
log(S2zd).
One may numerically maximize the profile likelihood in (5.6) to estimate
the parameters. Note λz reflects one’s tolerance of how good a mathematical
model should predict the reality without the discrepancy function and thus
this parameter may be chosen based on the expert knowledge. Because of the
conditions discussed in Theorem 4.2, λz may also be fixed to be proportional
to λ−1/2 or be related to the number of sample size. The Bayesian methods
for estimating the parameters are also discussed in [11] and implemented in
“RobustCalibration” package on CRAN [8].
Some model parameters in a GaSP model, such as the range and variance
parameters, are also unidentifiable in certain scenario when the sampling
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Fig 2. Calibration and prediction for Example 4.1 when the parameters in the GaSP and S-
GaSP calibration models are estimated by the MLE. In the left panel, the AvgRMSEfM+δ
of the GaSP calibration and that of the discretized S-GaSP calibration are graphed as
the red and blue circles, respectively; the black curve is log(n−m/(2m+1)/14), representing
the theoretical upper bound by Corollary 4.1 (up to a constant). In the right panel, the
natural logarithm of the RMSEθ of the GaSP calibration and that of the discretized S-
GaSP calibration are graphed as the red circles and blue circles, respectively; the black line
is log(n−m/(2m+1)/33), representing the theoretical upper bound in Theorem 4.2 (up to a
constant). λz = λ
−1/2 is taken for the S-GaSP calibration.
model is assumed to be a GaSP [37, 38]. The consistent estimation of the
model parameters, such as the range parameters, regularization parameter
and scaling parameter, is an open problem and a future direction.
The average root of the mean squared error (AvgRMSEfM+δ) of the pre-
diction in the GaSP and the discretized S-GaSP for Example 4.1 is shown in
the left panel in Figure 2, where λz = λ
−1/2 and (θ,γ, λ) are estimated by
maximizing the profile likelihood in (5.6). The black curve is the theoretical
upper bound up to a constant by Corollary 4.1 with λ and λz being fixed to
be a function of the sample size. When the parameters are estimated by the
MLE, the prediction by the GaSP and the discretized S-GaSP match the
theoretical upper bound reasonably well, indicating that the optimal con-
vergence rate is obtained for this example. Compared to the AvgRMSEfM+δ
with a fixed λ and λz in the left panel in Figure 1, both the GaSP and the
S-GaSP calibration yields a smaller predictive error when the kernel and reg-
ularization parameters are estimated by the MLE. When the sample size is
small to moderate, the predictive error in the discretized S-GaSP is slightly
smaller than that in the GaSP, as shown in the left panel in Figure 2.
The RMSEθ of the GaSP calibration and that of the S-GaSP calibration
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for Example 4.1 are graphed as the red and blue circles in the right panel in
Figure 2, respectively. The RMSEθ of the S-GaSP decreases as the sample
size increases, whereas the GaSP calibration does not decrease. Unlike fix-
ing λ as a function of the sample size, the estimated calibration parameters
are not guaranteed to converge to the L2 minimizer when the kernel and
regularization parameters in the S-GaSP are estimated by the MLE. For a
number of examples shown later, however, we found the estimated calibra-
tion parameters from the S-GaSP calibration model are typically very close
to the L2 minimizer.
So far we assume the mathematical model is easy to evaluate. Some math-
ematical models, however, are computationally expensive. In those cases, one
often uses a statistical emulator, often specified as a GaSP, to approximate
the mathematical model based on a set of mathematical model runs. The
parameter estimation by the MLE of the model parameters in a GaSP em-
ulator is often unstable. The robust marginal posterior mode estimation for
the parameters of the GaSP emulator is discussed in [9, 12] and implemented
in an “RobustGaSP” package on CRAN [10]. The “RobustGaSP” package
is also built in the “RobustCalibration” package [8] for emulating the slow
mathematical model in a calibration problem. Due to the limitation of the
space, we do not go into the details of the emulation problem.
6. Numerical study.
6.1. Evaluation criteria. In this section, we numerically compare the
performance of several methods for calibration and prediction. We focus
on two loss functions as follows.
i. The L2 loss between the reality and the estimator of the reality L2(yˆ
R(·)) =
‖yR(·)− yˆR(·)‖2L2 .
ii. The L2 loss between the reality and calibrated mathematical model
L2(θˆ) = ‖yR(·)−fM (·, θˆ)‖2L2 , where θˆ is the estimator of the calibration
parameter.
The first L2 loss is our primary criterion, because the out of sample pre-
diction for the reality examines how well a calibrated mathematical model
and discrepancy function to reproduce the reality. The second criterion fol-
lows the arguments in [26, 27, 31], which aims to estimate the calibration
parameters such that the L2 loss between the mathematical model and dis-
crepancy function is minimized. Indeed, the parameters in a mathematical
model often have scientific interpretation, whereas the non-linear term in
the discrepancy function might be hard to interpret. Thus the discrepancy
function is not used for prediction in the second criterion.
SCALED GAUSSIAN STOCHASTIC PROCESS 21
In the following simulated examples, we simulate N = 200 experiments,
where in each experiment, n∗ = 104 outputs from the reality are held out
for testing with the inputs uniformly sampled from the input domain. We
test on two configurations, where the number of observations is assumed to
be n = 10(p + 1) and n = 20(p + 1), both with the inputs generated from
the maximin latin hypercube design [24]. We examine the first criterion by
AvgRMSEfM+δ in Equation (4.6), and the second criterion is examined by
(6.1) AvgRMSEfM =
1
N
N∑
i=1
√√√√ 1
n∗
n∗∑
j=1
(fM (x∗j , θˆ)− yR(x∗j ))2,
where fM (x∗j , θˆ) is the prediction of the mathematical model with the esti-
mated calibration parameters.
We mainly compare the GaSP calibration and the S-GaSP calibration
models using AvgRMSEfM+δ and AvgRMSEfM , where the model parame-
ters (θ,γ, λ) are estimated by maximizing the profile likelihood. We test two
S-GaSP calibration models. In the first model, we let the scaled parameter
be λz = λ
−1/2 and in the second model, we let the scaled parameter be
λz = 100n
1/2. Two frequentists approaches aiming to find the L2 minimizer
are also compared in the second example. The numerical optimization for
the MLE is implemented using the low-storage quasi-Newton optimization
method [19] based on 10 different initializations.
6.2. Simulated examples.
Example 6.1. Assume yF (x) = yR(x) +  with 
i.i.d.∼ N(0, 0.052). We
test the following four cases (implemented in [25]).
i. Damped Cosine function from [24], yR(x) = exp(−1.4x) cos(3.5pix)
and fM (x,θ) = θ1 + θ2x with x ∈ [0, 1].
ii. Cheng & Sandu function from [5], yR(x) = cos(x1 + x2) exp(x1 + x2)
and fM (x,θ) = θ1 + θ2x1 with xi ∈ [0, 1] for i = 1, 2.
iii. Morokoff & Catflisch function from [18], yR(x) = (1 + 1/3)3
∏3
i=1 x
1/3
i
and fM (x, θ) = θ with xi ∈ [0, 1] for i = 1, 2, 3.
iv. Xiong’s low fidelity function from [33], yR(x) = 2/3 exp(x1 + x2) +
x3 − x4 sin(x3) and fM (x,θ) = θ1 + θ2x2 + θ3x3 with xi ∈ [0, 1] for
i = 1, 2, 3, 4.
The mathematical models in Example 6.1 are assumed to be either a mean
parameter or a linear term. One reason is that the linear term is of particular
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n = 10(p+ 1) AvgRMSEfM+δ AvgRMSEfM
GaSP S-GaSP 1 S-GaSP 2 GaSP S-GaSP 1 S-GaSP 2
Case (i) .0383 .0377 .0377 .519 .405 .405
Case (ii) .0374 .0354 .0353 .664 .281 .281
Case (iii) .0786 .0757 .0758 1.55 .463 .463
Case (iv) .0458 .0430 .0433 2.04 .738 .741
n = 20(p+ 1) AvgRMSEfM+δ AvgRMSEfM
GaSP S-GaSP 1 S-GaSP 2 GaSP S-GaSP 1 S-GaSP 2
Case (i) .0263 .0258 .0257 .519 .404 .404
Case (ii) .0254 .0245 .0243 .828 .279 .279
Case (iii) .0586 .0563 .0564 2.01 .463 .463
Case (iv) .0298 .0285 0.288 2.95 .735 .740
Table 1
Predictive errors of different methods for four cases in Example 6.1. The GaSP and the
S-GaSP denote the GaSP calibration model and the discretized S-GaSP calibration model
in (1.2) and (5.1), respectively. The number of observations is assumed to be
n = 10(p+ 1) and n = 20(p+ 1) the first four rows and last four rows, respectively. The
AvgRMSEfM of the L2 minimizers for case i to case iv is 0.404, 0.277, 0.462 and 0.729,
respectively. λz = λ
−1/2 and λz = 100n1/2 are assumed in the first S-GaSP approach and
second S-GaSP approach, respectively.
interest in some studies, such as modeling spatially correlated data and time-
dependent outcomes. Some numerical examples for comparing the GaSP and
the S-GaSP calibration using mathematical models with nonlinear outcomes
are analyzed in [11] and we will provide one example later.
The AvgRMSEfM+δ and AvgRMSEfM in the GaSP and the S-GaSP cal-
ibration are shown in the Table 1. First of all, both S-GaSP approaches per-
form slightly better than the GaSP approach in terms of AvgRMSEfM+δ and
much better than the GaSP model in terms of AvgRMSEfM for all exam-
ples. The AvgRMSEfM in the S-GaSP calibration is very close to the one of
the L2 minimizer and decreases when the sample size increases, whereas the
AvgRMSEfM in the GaSP calibration is much larger and does not decrease
as the sample size increases.
Figure 3 shows the boxplots of the calibrated parameters of the GaSP and
the S-GaSP for case iv in Example 6.1. The calibrated parameters in the
two S-GaSP approaches are close to the L2 minimizer, whereas the first two
parameters in the GaSP model are estimated far from the L2 minimizer. The
RMSEθ of the S-GaSP calibration is much smaller than that of the GaSP
calibration. When the sample size increases, the RMSEθ of the S-GaSP
decreases, whereas the RMSEθ of the GaSP calibration slightly increases.
In the next example, we compare the GaSP and the S-GaSP calibration
when the mathematical model is non-linear. We also include two recent two-
step calibration methods that seek to find the L2 minimizer for comparison.
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Fig 3. Calibrated parameters using the GaSP and the S-GaSP calibration methods for case
iv in Example 6.1 with n = 50 and n = 100 are graphed in the first row and second row,
respectively. The black horizontal lines are the L2 minimizers.
The first two-step approach is the L2 calibration [26], where the reality is first
estimated via a nonparametric regression (chosen as a GaSP model here),
and the calibration parameters are estimated by plugging-in the estimator of
the reality and minimizing the L2 loss. The second two-step approach is the
least squares (LS) calibration [31], where the calibration parameters are first
estimated by minimizing the squared difference between the experimental
data and mathematical model, and then the residuals are modeled by a
GaSP model for predicting the reality.
Example 6.2. Let yF (x) = yR(x) + , where x = (x1, x2) ∈ [0, 1]2,
yR(x) = sin(0.2pix1)x2 + sin(2pix1)x2 + 1 and 
i.i.d.∼ N(0, 0.12). The mathe-
matical model is fM (x,θ) = sin(θ1x1)x2 + θ2.
We consider two configurations for Example 6.2, where the sample sizes
are taken to be n = 30 and n = 60, respectively. The predictive errors
of different methods for Example 6.2 are tabulated in Table 2. For both
configurations, the AvgRMSEfM+δ in the S-GaSP calibration with λz =
λ−1/2 is the smallest, and the GaSP also yields a small AvgRMSEfM+δ,
almost as good as two S-GaSP approaches.
The AvgRMSEfM+δ of the two-step estimation methods are much larger
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n=30 GaSP S-GaSP 1 S-GaSP 2 L2 LS
AvgRMSEfM+δ .0568 .0552 .0570 .0834 .0617
AvgRMSEfM .137 .131 .132 .129 .129
n=60 GaSP S-GaSP 1 S-GaSP 2 L2 LS
AvgRMSEfM+δ .0376 .0371 .0371 .0562 .0390
AvgRMSEfM .138 .130 .131 .126 .126
Table 2
Predictive errors by different methods for Example 6.2. The GaSP and the S-GaSP
denotes the GaSP calibration model and the discretized S-GaSP in (1.2) and (5.1),
respectively. The L2 and LS denote the two-step calibration methods introduced in [26]
and [31], respectively. λz = λ
−1/2 and λz = 100n1/2 are taken in the first S-GaSP
approach and the second S-GaSP approach, respectively.
than those of the GaSP and the S-GaSP calibration for Example 6.2. For the
L2 calibration, since it does not use the mathematical model to predict the
reality, the high frequency term sin(2pix1)x2 makes the predictive error of
the nonparametric regression large. This term, however, can be explained by
the mathematical model when θ1 is estimated near 2pi, and consequently, the
residuals are much easier to be captured by the discrepancy function. The LS
calibration does not perform as good as the first two methods either, because
the L2 minimizer of θ1 is around 6.48, which is larger than 2pi. Because the
model complexity is not accounted by the calibrated mathematical model,
the prediction based on the residuals is not as good as the approaches that
simultaneously estimate the parameters and make the prediction, i.e., the
GaSP and the S-GaSP calibration model.
The estimated calibration parameters of Example 6.2 using different mod-
els are graphed in Figure 4. In the left panel, the estimation of θ1 using the
LS and the L2 method is close to the L2 minimizer (graphed as the solid
line), whereas the estimation of θ1 using the GaSP and the S-GaSP is, in
fact, closer to 2pi, graphed as the dashed line. This is because the model
complexity is naturally built into the calibration: an estimated θ1 that is
close to 2pi makes the prediction better, since the high frequency term is
explained by the mathematical model. The estimation of θ2 is graphed in
the right panel in Figure 6.2. The S-GaSP, the L2, and the LS calibration
estimate the calibration parameters similarly, whereas the estimates using
the GaSP model are quite different. The GaSP calibration produces the
largest AvgRMSEfM , whereas the S-GaSP, the LS, and the L2 calibration
yield much smaller AvgRMSEfM , as illustrated in Table 2.
Example 6.2 indicates that the L2 minimizer might not always be the op-
timal choice to separate the mathematical model and discrepancy, though
one does not expect the calibration to deviate too much from the L2 mini-
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Fig 4. Boxplots of the estimated calibration parameters from the GaSP, the S-GaSP, L2
and LS calibration approaches for Example 6.2. N = 200 experiments are implemented
and n = 60 observations are used for calibration in each experiment. The solid lines are
the L2 minimizer, which is around 6.48 and 1.15 for θ1 and θ2, respectively. The dashed
line in the left panel is 2pi. λz = λ
−1/2 and λz = 100n1/2 are assumed in the first S-GaSP
approach and the second S-GaSP approach, respectively.
mizer as well. The S-GaSP calibration model seems to do well in both sides.
It predicts the reality as accurately as the GaSP calibration model with the
assistance of the calibrated mathematical model. The calibrated mathemat-
ical model using the S-GaSP is also closer to the reality than the one using
the GaSP calibration.
7. Concluding remarks. We have introduced the scaled Gaussian
stochastic process (S-GaSP) for the calibration and prediction. We showed
that under certain regularity conditions, the predictive mean of the S-GaSP
calibration model converges to the reality as fast as the GaSP calibration
with some suitable choice of the regularization parameter and scaling pa-
rameter. The MLE of the calibration parameters in the S-GaSP converges
to the L2 minimizer with the same choice of the regularization parameter
and scaling parameter, whereas the estimated calibration parameters in the
GaSP model typically do not converge to the L2 minimizer. The results rely
on the explicit connection between the GaSP and the S-GaSP via the or-
thogonal series representation and the KRR estimator, both of which are
studied in this work. The numerical studies demonstrate that the S-GaSP is
better than the GaSP in both out-of-sample prediction and the estimation
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of the parameters using the L2 loss.
The computation of the S-GaSP relies on the discretization of the integral
constraint. We did not study the convergence of the discretized S-GaSP, but
the numerical studies indicate the convergence rate from the discretized S-
GaSP is the same as the S-GaSP. Furthermore, all parameters, including the
regularization parameters and the range parameters in the kernel function
are often estimated by the MLE or a Bayesian method in practice, the
convergence of which in such setting is also unknown. Lastly, one might
extend the S-GaSP framework to Markov field for spatially correlated data,
to overcome the computational bottleneck when the sample size is large.
Appendix A Proof for Section 2.
Proof of Lemma 2.1. By the representer lemma [21, 30], for any θ ∈ Θ
and x ∈ X , one has
(A.1) δˆλ,n,θ(x) =
n∑
i=1
wi(θ)K(xi,x).
Denote wθ = (w1(θ), ..., wn(θ))
T . Since 〈K(xi, ·),K(xj , ·)〉H = K(xi,xj),
(2.7) becomes to find θ and wθ that minimize
(A.2)
1
n
(yF − fMθ −Rwθ)T (yF − fMθ −Rwθ) + λwTθRwθ.
For any θ, solving the minimization for (A.2) with regard to wθ gives
(A.3) wˆθ = (R + nλIn)
−1(yF − fMθ ).
Then plugging wˆθ into (A.2), based on the Woodbury matrix identity, one
has
1
n
(yF − fMθ −Rwˆθ)T (yF − fMθ −Rwˆθ) + λwˆTθRwˆθ
=
1
n
(yF − fMθ )T [(In −R(R + nλIn)−1)T (In −R(R + nλIn)−1)]
+ λ(yF − fMθ )T (R + nλIn)−1R(R + nλIn)−1(yF − fMθ )
= λ(yF − fMθ )T (R + nλIn)−1(yF − fMθ ),(A.4)
which shows that the minimizer of θ on right-hand side of (A.4) is the same
as the MLE of θ in (2.5). Finally, plugging the estimator θˆλ,n into (A.2),
the result follows from the KRR estimator of δ(·) in (A.1) with the weights
in (A.3).
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Appendix B Proof for Section 3.
Proof of Lemma 3.1. By Karhunen-Loe`ve expansion, we have
δ(x) = σ
∞∑
i=1
√
ρiZiφi(x)
with Zi
i.i.d∼ N(0, 1). Denote Wk =
∑∞
i=k+1 ρiZ
2
i for any k ∈ N+. From the
definition of Z =
∫
x∈X δ
2(x)dx and
∫
x∈X φ
2
i (x)dx = 1 for any i ∈ N+, it is
straightforward to see that
(B.1) Z = σ2(ρ1Z
2
1 + · · ·+ ρkZ2k +Wk).
In the following expressions, we are conditioning on all parameters and
they are dropped for simplicity. From the construction of
δz(x) =
{
δ(x) |
∫
x∈X
δ2(x)dx = Z
}
and Z ∼ pZ(·), the joint density of (Z1, ..., Zk,Wk) in the S-GaSP can be
expressed as
pδz(Z1 = z1, ..., Zk = zk,Wk = wk)
=
∫ ∞
0
pδ (Z1 = z1, ..., Zk = zk,Wk = wk | Z = z) pZ(Z = z)dz
∝
∫ ∞
0
pδ (Z = z, Z1 = z1, ..., Zk = zk,Wk = wk)
pδ(Z = z)
gZ(Z = z)pδ(Z = z)dz
∝ pδ(Z1 = z1, ..., Zk = zk)pδ(Wk = wk)×∫ ∞
0
pδ(Z = z | Z1 = z1, ..., Zk = zk,Wk = wk) exp
(
−λzz
2σ2
)
dz
∝ pδ(Z1 = z1, ..., Zk = zk)pδ(Wk = wk)×∫ ∞
0
1
{
z = σ2(ρ1z
2
1 + · · ·+ ρkz2k + wk)
}
exp
(
−λzz
2σ2
)
dz
∝ exp
(
−1
2
k∑
i=1
z2i
)
pδ(Wk = wk) exp
[
−λz
2
(
k∑
i=1
ρiz
2
i + wk
)]
=
{
k∏
i=1
exp
[
−1
2
(1 + λzρi)z
2
i
]}
pδ(Wk = wk) exp(−λzwk/2) .
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After integrating out Wk, it is clear that Zi’s are independently distributed
as N(0, 1/(1 + λzρi)) under the measure induced by the S-GaSP. Since k is
arbitrary, we have
δz(x) = σ
∞∑
i=1
√
ρi
1 + λzρi
Ziφi(x)
with Zi
i.i.d.∼ N(0, 1), from which the proof is complete.
Proof of Lemma 3.2. First note that for any xa,xb ∈ X , we have
K(xa,xb) =
∑∞
i=1 ρiφi(xa)φi(xb) and Kz(xa,xb) =
∑∞
i=1 ρz,iφi(xa)φi(xb)
with ρz,i = ρi/(1+λzρi). For h(·) =
∑∞
i=1 hiφi(·) ∈ H and g(·) =
∑∞
i=1 giφi(·) ∈
H, one has
〈h, g〉Hz =
∞∑
i=1
1
ρz,i
higi =
∞∑
i=1
1
ρi
higi + λz
∞∑
i=1
higi = 〈h, g〉H + λz〈h, g〉L2 .
Proof of Lemma 3.3. We show below that for any θ ∈ Θ and any
x ∈ X , one has
(B.2) δˆλ,λz ,n(x) =
n∑
i=1
wz,i(θ)Kz(xi,x).
For any δ(·) ∈ H, decomposing it into the linear combination of the basis
{λzKz(xi, ·)}ni=1 and the orthogonal complement v(·) gives
δ(·) =
n∑
i=1
w˜z,i(θ)λzKz(xi, ·) + v(·),
where 〈v(·), λzKz(·,xi)〉Hz = 0 for i = 1, ..., n.
To evaluate δ(·) at xj for any j = 1, ..., n, we have
δ(xj) =
〈
n∑
i=1
w˜z,i(θ)λzKz(xi, ·) + v(·),Kz(xj , ·)
〉
Hz
=
n∑
i=1
w˜z,i(θ)λzKz(xi,xj),
which is independent from v(·). Hence the first term on right-hand side of
(3.7) is also independent from v(·). For the second term on right-hand side
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of (3.7), since v(·) is orthogonal to {Kz(xi, ·)}ni=1, plugging in the decompo-
sition of δ(·), we have
λ‖δ‖2Hz = λ(‖
n∑
i=1
w˜z,i(θ)λzKz(xi, ·)‖2Hz + ‖v‖2Hz)
≥ λ‖
n∑
i=1
w˜z,i(θ)λzKz(xi, ·)‖2Hz .
Thus choosing v(·) = 0 does not change the first term on right-hand side
of (3.7), but also minimizes the second term on right-hand side of (3.7).
Letting wz,i(θ) = w˜z,i(θ)λz, we have proved (B.2). The rest of the proof can
be derived similarly as the proof for Lemma 2.1, so it is omitted here.
Appendix C Proof for Section 4.1. We prove Theorem 4.1 in this
Section. Two auxillary Lemmas used for the proof of Theorem 4.1 are given
after the proof.
Proof for Theorem 4.1. Define a new inner product on H as
〈f, g〉λ = (1 +
√
λ)〈f, g〉L2(X ) + λ〈f, g〉H(C.1)
Let f =
∑∞
k=1 fkφk and g =
∑∞
k=1 gkφk be elements in H. Then
〈f, g〉λ = (1 +
√
λ)
∞∑
k=1
fkgk + λ
∞∑
k=1
fkgk
ρk
=
∞∑
k=1
(
1 +
√
λ+
λ
ρk
)
fkgk.
By letting µk by µ
−1
k = 1 +
√
λ + λ/ρk, we can define a new reproducing
kernel
(C.2) Kλ(x,x
′) =
∞∑
k=1
µkφk(x)φk(x
′)
Since c−1ρ k−2m/p ≤ ρk ≤ C−1ρ k−2m/p and |φi(·)| < Cφ for some positive
constants cρ Cρ and Cφ, bounding the sums by integrals, we have
sup
x,x′
Kλ(x,x
′) ≤ C2φ
∞∑
k=1
1
1 + λcρk2m/p
≤ C2φ
∞∑
k=1
∫ k
k−1
1
1 + λcρx2m/p
dx
= C2φc
−p/2m
ρ λ
−p/2m
∫ ∞
0
(λcρ)
p/2m
1 + {(λcρ)p/2mx}2m/p
dx
= C2φc
−p/2m
ρ λ
−p/2m
∫ ∞
0
1
1 + x2m/p
dx.
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Thus
(C.3) sup
x,x′
Kλ(x,x
′) ≤ C2Kλ−p/(2m),
for some constant CK depending on K. Define the following linear operators
Fλ : H → H and Pλ : H → H via
(Fλg)(x) =
∫
X
g(x′)Kλ(x,x′)dx′, and (Pλg)(x) = g(x)− (Fλg)(x),
Clearly, we have
〈f, Fλg〉λ =
∞∑
k=1
〈f, φk〉L2(X )〈g, φk〉L2(X ) = 〈f, g〉L2(X ),
〈f, Pλg〉λ = 〈f, g〉λ − 〈f, Fλg〉λ =
√
λ〈f, g〉L2(X ) + λ〈f, g〉H.(C.4)
Denote the loss function
`nλ(f) =
1
n
n∑
i=1
(yi − f(xi))2 +
√
λ‖f‖2L2(X ) + λ‖f‖2H,
and the estimator fˆnλ := arg minf∈H `nλ(f). Let D`nλ(f) : H → H be the
Freche´t derivative of `nλ evaluated at f . Clearly, for any g ∈ H,
D`nλ(f)g =
2
n
n∑
i=1
(f(xi)− yi)〈Kλ(xi, ·), g(·)〉λ + 2〈Pλf, g〉λ
=
〈
2
n
n∑
i=1
(f(xi)− yi)Kλ(xi, ·) + 2(Pλf)(·), g(·)
〉
λ
.(C.5)
It follows that D`nλ(fˆnλ)g = 0 for all g ∈ H, and hence, Snλ(fˆnλ)(·) = 0,
where
Snλ(f)(·) = 1
n
n∑
i=1
(yi − f(xi))Kλ(xi, ·)− (Pλf)(·).
Define Sλ(f)(·) = Ey,x(Snλ(f)(·)). Then
Sλ(f)(·) =
∫
x∈X
(f0(x)− f(x))Kλ(x, ·)dx− (Pλf)(·)
= (Fλ(f0 − f))(·)− (Pλf)(·) = (Fλf0)(·)− f(·),
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and therefore, Sλ(Fλf0)(·) = 0. Let ∆f = fˆnλ − Fλf0. By the definitions of
Snλ and Sλ, we have{
Snλ(fˆnλ)− Sλ(fˆnλ)
}
(·)− {Snλ(Fλf0)− Sλ(Fλf0)} (·)
=
{
Snλ(fˆnλ)− Snλ(Fλf0)
}
(·)−
{
Sλ(fˆnλ)− Sλ(Fλf0)
}
(·)
=
1
n
n∑
i=1
{
Fλf0(xi)− fˆnλ(xi)
}
Kλ(xi, ·) + Pλ
{
(Fλf0)(·)− fˆnλ(·)
}
+ fˆnλ(·)− (Fλf0)(·)
= − 1
n
n∑
i=1
∆f(xi)Kλ(xi, ·)− (Pλ∆f)(·) + (∆f)(·)
= − 1
n
n∑
i=1
∆f(xi)Kλ(xi, ·) + Ex {∆f(x)Kλ(x, ·)} .
On the other hand, Snλ(fˆnλ)(·) = Sλ(Fλf0)(·) = 0 and Sλ(fˆnλ)(·) = (Fλf0)(·)−
fˆnλ(·) = −∆f(·). Therefore,{
Snλ(fˆnλ)− Sλ(fˆnλ)
}
(·)−{Snλ(Fλf0)− Sλ(Fλf0)} (·) = ∆f(·)−Snλ(Fλf0)(·).
Define the event
An(t) =
{∥∥∥∥∥ 1n
n∑
i=1
g(xi)Kλ(xi, ·)− Ex{g(x)Kλ(x, ·)}
∥∥∥∥∥
λ
< t‖g‖λ for all g ∈ H
}
.
Applying Lemma C.2 on g(·)/‖g‖λ,
Px{An(t)} ≥ 1− 2 exp
{
−λp(6m−p)/(4m2)
(
nt2
κK
)}
for some constant κK > 0. The deviation threshold t will be specified later,
and from now we consider data points (xi, yi)
n
i=1 over the event An(t).
Over the event An(t), we have{
Snλ(fˆnλ)− Sλ(fˆnλ)
}
(·)− {Snλ(Fλf0)− Sλ(Fλf0)} (·)
= − 1
n
n∑
i=1
∆f(xi)Kλ(xi, ·) + Ex {∆f(x)Kλ(x, ·)}
= ∆f(·)− Snλ(Fλf0)(·),
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implying that
‖∆f − Snλ(Fλf0)‖λ =
∥∥∥∥∥ 1n
n∑
i=1
∆f(xi)Kλ(xi, ·)− Ex {∆f(x)Kλ(x, ·)}
∥∥∥∥∥
λ
≤ t‖∆f‖λ.
Now we proceed to bound ‖Snλ(Fλf0)‖λ. Write
‖Snλ(Fλf0)‖λ
=
∥∥∥∥∥ 1n
n∑
i=1
{yi − Fλf0(xi)}Kλ(xi, ·)− (PλFλf0)(·)
∥∥∥∥∥
λ
≤
∥∥∥∥∥ 1n
n∑
i=1
{f0(xi)− Fλf0(xi)}Kλ(xi, ·)− {Fλ(f0 − Fλf0)}(·)
∥∥∥∥∥
λ
+
∥∥∥∥∥ 1n
n∑
i=1
iKλ(xi, ·)
∥∥∥∥∥
λ
=
∥∥∥∥∥ 1n
n∑
i=1
{f0(xi)− Fλf0(xi)}Kλ(xi, ·)− Ex[{f0(x)− Fλf0(x)}Kλ(x, ·)]
∥∥∥∥∥
λ
+
∥∥∥∥∥ 1n
n∑
i=1
iKλ(xi, ·)
∥∥∥∥∥
λ
≤ t‖f0 − Fλf0‖λ +
∥∥∥∥∥ 1n
n∑
i=1
iKλ(xi, ·)
∥∥∥∥∥
λ
,
where the last inequality is due to the construction of the event An(t). To
bound the second term of the preceding display, we let Σλ = [Kλ(xi,xj)]n×n
and  = [1, . . . , n]
T. By the Hanson-Wright inequality [23], for all x > 0,
we have
Px
[
TΣλ ≥ σ20
{
tr(Σλ) + 2
√
tr(Σ2λ)x+ 2‖Σλ‖Fx2
}]
≤ e−x2 .
Since by the Cauchy-Schwarz inequality,
tr(Σλ) =
n∑
i=1
‖Kλ(xi, ·)‖2λ =
n∑
i=1
Kλ(xi,xi) ≤ C2Knλ−p/(2m),
tr(Σ2λ) ≤
n∑
i=1
n∑
j=1
‖Kλ(xi, ·)‖L2(X )‖Kλ(xj , ·)‖L2(X ) ≤ C4Kn2λ−p/m,
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‖Σλ‖F =
√
tr(Σ2λ) ≤ C2Knλ−p/(2m),
it follows that
tr(Σλ) + 2
√
tr(Σ2λ)x+ 2‖Σλ‖Fx2 ≤ C2Knλ−p/(2m)(1 + 2x+ 2x2).(C.6)
Set the event Bn to be
Bn =
{∥∥∥∥∥ 1n
n∑
i=1
eiKλ(xi, ·)
∥∥∥∥∥
λ
< σ0CKn
−1/2λ−p/(4m)α1/2
}
,
where α = 2 + 3x2. Since 1 + 2x + 2x2 ≤ 2 + 3x2 = α, by taking x =√
(α− 2)/3, we have P(Bn) ≥ 1− exp(−(α − 2)/3) for any α > 2. Putting
all pieces obtained above together, we have
‖∆f‖λ ≤ ‖∆f − Snλ(Fλf0)‖λ + ‖Snλ(Fλf0)‖λ
≤ t‖∆f‖λ + t‖f0 − Fλf0‖λ + σ0CKn−1/2λ−p/(4m)α1/2
= t‖∆f‖λ + t‖Pλf0‖λ + σ0CKn−1/2λ−p/(4m)α1/2,(C.7)
over the eventAn(t)∩Bn. Now take λ = n−2m/(2m+p). Choose any Cβ ∈ (0, 1)
and let t =
√
κK/(n(1−Cβ)βlog(2)). Then, for sufficiently large n,
Px{An(t)} ≥ 1− 2 exp
{
−n
βt2
κK
}
≥ 1− exp
{
−nCββ
}
,
where β = (2m− p)2/(2m(2m+ p)), and therefore,
‖∆f‖λ ≤ ‖Pλf0‖λ + 2σ0CKn−m/(2m+p)α1/2,
with probability at least
P{An(t) ∩Bn)} = 1− P{Acn(t) ∪Bcn}
≥ 1− P{Acn(t)} − P(Bcn) = 1− exp{−(α− 2)/3} − exp{−nCββ}
for sufficiently large n. Observe that
‖Pλf0‖2λ =
∥∥∥∥∥
∞∑
k=1
(1− µk)〈f0, φk〉L2(X )φk(·)
∥∥∥∥∥
2
λ
=
∞∑
k=1
(1− µk)2
µk
〈f0, φk〉2L2(X )
=
∞∑
k=1
(
√
λ+ λ/ρk)
2
1 +
√
λ+ λ/ρk
〈f0, φk〉2L2(X ) ≤
∞∑
k=1
2λ+ 2(λ/ρk)
2
1 + λ/ρk
〈f0, φk〉2L2(X )
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≤ 2λ
∞∑
k=1
〈f0, φk〉2L2(X ) + 2λ
∞∑
k=1
1
ρk
〈f0, φk〉2L2(X )
= 2λ‖f0‖2L2(X ) + 2λ‖f0‖2H
≤ 2n−2m/(2m+p) (‖f0‖L2(X ) + ‖f0‖H)2 .
Hence, we proceed to compute
‖fˆnλ − f0‖L2(X ) ≤ ‖fˆnλ − f0‖λ
≤ ‖fˆnλ − Fλf0‖λ + ‖Fλf0 − f0‖λ
= ‖∆f‖λ + ‖Pλf0‖λ
≤
(
2
√
2(‖f0‖L2(X ) + ‖f0‖H) + 2σ0CKα1/2
)
n−m/(2m+p)
with probability at least 1− exp{−(α− 2)/3}− exp (−nCββ) for sufficiently
large n. The bound for ‖fˆλ,λz ,n−f0‖H follows immediately by the definition
of || · ||λ, completing the proof.
The following the Lemma C.1 is Theorem 3.6 in [20], which is needed for
the proof of Lemma C.2.
Lemma C.1. Let (Xj)
∞
j=0 be a sequence of random elements in a Hilbert
space H with norm ‖ · ‖H. Suppose that (Xj)∞j=0 forms a martingale in the
sense that E(Xj | X0, . . . , Xj−1) = Xj a.s., and that the difference sequence
(Dj)
∞
j=1 = (Xj−Xj−1)∞j=1 satisfies ‖Dj‖2H ≤ b2j a.s. and
∑∞
j=1 b
2
j ≤ b2∗. Then
for any t ≥ 0,
P
(
sup
j≥1
‖Xj‖H ≥ t
)
≤ 2 exp
(
− t
2
2b2∗
)
.
The following maximum inequality for functional empirical processes in
the Sobolev space Wm2 (X , 1), which generalizes Lemma 5.1 in [34] to mul-
tivariate functions, is of fundamental importance to the proof of Theorem
4.1.
Lemma C.2. Denote Wm2 (X , 1) = {f ∈ Wm2 (X ) : ‖f‖λ ≤ 1}. Suppose
x1, . . . ,xn are independently and uniformly drawn from X . Then there exists
some constant κK depending on the kernel K, such that for any t > 0,
Px
(
sup
g∈Wm2 (X ,1)
∥∥∥∥∥ 1n
n∑
i=1
[g(xi)Kλ(xi, ·)− Ex {g(x)Kλ(x, ·)}]
∥∥∥∥∥
λ
≥ t
)
≤ 2 exp
{
−λ
d(6m−d)/(4m2)nt2
κK
}
.
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Proof of Lemma C.2. We follow the argument used in the proof of
Lemma 6.1 in [36]. Denote
{Znλ(g)}(·) = 1
n
n∑
i=1
[g(xi)Kλ(xi, ·)− Ex{g(x)Kλ(x, ·)}].
Fix g, h ∈ H, n, and λ, consider the following sequence of martingale (Xj)∞j=0
in H:
Xj =

0, if j = 0,
j{Zjλ(g)− Zjλ(h)}, if j = 1, . . . , n
Xn, if j ≥ n+ 1.
Clearly, for j = 1, . . . , n,
(Xj −Xj−1)(·) = {g(xj)− h(xj)}Kλ(xj , ·)− Ex[{g(xj)− h(xj)}Kλ(xj , ·)]
and Xj −Xj−1 = 0 for j ≥ n+ 1. Observe that
‖Kλ(xj , ·)‖λ =
√
〈Kλ(xj , ·),Kλ(xj , ·)〉λ =
√
Kλ(xj ,xj) ≤ CKλ−d/(4m)
with probability one. Therefore, with probability one, we have
‖Xj −Xj−1‖2λ ≤ 4C2Kλ−d/(2m)‖g − h‖2L∞
for j = 1, . . . , n, and hence, we invoke the bounded difference inequality for
martingales in Banach space (Lemma C.1) to derive
P (‖Znλ(g)− Znλ(h)‖λ ≥ t) = P (‖n{Znλ(g)− Znλ(h)}‖λ ≥ nt)
≤ P
(
sup
j≥1
‖j{Zjλ(g)− Zjλ(h)}‖λ ≥ nt
)
≤ 2 exp
{
− nt
2
8C2Kλ
−d/(2m)‖g − h‖2L∞
}
.
Applying Lemma 8.1 in [16], we obtain the following bound
‖‖Znλ(g)− Znλ(h)‖λ‖ψ2 ≤
√
24C2K√
n
λ−d/(4m)‖g − h‖L∞ ,(C.8)
where ‖ · ‖ψ2 is the Orlicz norm associated with ψ2(s) = exp(s2)− 1.
Now let τ = {log(3/2)}1/2 and set φ(x) = ψ2(τx). Clearly, φ(1) = 1/2,
and φ(x)φ(y) ≤ φ(xy) for any x, y ≥ 1. Applying Lemma 8.2 in [16], the Or-
licz norm of the maximum of finitely many random variables can be bounded
by the maximum of these Orlicz norms as follows:∥∥∥∥max1≤i≤k(τξi)
∥∥∥∥
ψ2
=
∥∥∥∥max1≤i≤k ξi
∥∥∥∥
φ
≤ 2φ−1(k) max
1≤i≤k
‖ξi‖φ = 2
τ
ψ−12 (k) max
1≤i≤k
‖τξi‖ψ2 ,
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namely, ∥∥∥∥max1≤i≤k ξi
∥∥∥∥
ψ2
≤ 2
τ
ψ−12 (k) max
1≤i≤k
‖ξi‖ψ2 ,(C.9)
where {ξi}ki=1 are finitely many random variables.
Next we apply the “chaining” argument. Let ε > 0 be some constant to be
determined later. Construct a sequence of function classes (Gj)∞j=0 in Hλ(1)
satisfying the following conditions:
(i) For any Gj and any hj , gj ∈ Gj , ‖hj−gj‖L∞ ≥ ε/2j , and Gj is maximal
in the sense that for any gj /∈ Gj , there exists some hj ∈ Gj such that
‖hj − gj‖ < ε/2j .
(ii) For any Gj+1, and any gj+1 ∈ Gj+1, select a unique element gj ∈ Gj
such that ‖gj+1 − gj‖L∞ ≤ ε/2j . Thus, there exists a finite sequence
(g0, g1, . . . , gj+1) such that ‖gi − gi+1‖L∞ ≤ ε/2i for i = 0, . . . , j, and
gi ∈ Gi.
Therefore, for any gj+1, hj+1 ∈ Gj+1 with ‖gj+1− hj+1‖L∞ ≤ ε, there exists
two sequences (gi)
j+1
i=0 , (hi)
j+1
i=0 , such that gi, hi ∈ Gi, max{‖gi−gi+1‖L∞ , ‖hi−
hi+1‖L∞} ≤ ε/2i, and that
‖g0 − h0‖L∞ ≤
j∑
i=0
(‖gi − gi+1‖L∞ + ‖hi − hi+1‖L∞) + ‖hj+1 − gj+1‖L∞
≤ 2
j∑
i=0
ε
2i
+ ε ≤ 5ε,
and hence, by (C.8) one has
‖‖Znλ(g0)− Znλ(h0)‖λ‖ψ2 ≤
5
√
24C2K√
n
λ−p/(4m)ε.(C.10)
We also notice that Gj ⊂ Hλ(1) ⊂ {f ∈ H : ‖f‖H ≤ λ−1/2}, and therefore,
the cardinality of Gj can be bounded by the metric entropy of {f ∈ H :
‖f‖H ≤ λ−1/2}, which is known in the literature [6]:
log|Gj | ≤ logN[·]
(
ε/2j , {f ∈ H : ‖f‖H ≤ λ−1/2}, ‖ · ‖L∞
)
≤ c0λ−p/(2m)
( ε
2j
)−p/m
,
SCALED GAUSSIAN STOCHASTIC PROCESS 37
where c0 is some absolute constant.
Now suppose g, h are arbitrary functions in Hλ(1) such that ‖g−h‖L∞ ≤
ε/2. For any j ≥ 2, there exists gj , hj ∈ Gj such that
max{‖gj − g‖L∞ , ‖hj − h‖L∞} ≤ ε/2j ,
and hence, ‖gj − hj‖L∞ ≤ ε. Therefore, for any j ≥ 2,∥∥∥∥∥ supg,h∈Wm2 (X ,1),‖g−h‖L∞≤ε ‖Znλ(g)− Znλ(h)‖λ
∥∥∥∥∥
ψ2
≤
∥∥∥∥ sup
g,h∈Wm2 (X ,1),‖g−h‖L∞≤ε
(
‖Znλ(g)− Znλ(gj)‖λ + ‖Znλ(gj)− Znλ(hj)‖λ
+ ‖Znλ(hj)− Znλ(h)‖λ
)∥∥∥∥
ψ2
≤ 2
√
24C2K√
n
λ−d/(4m) max {‖g − gj‖L∞ , ‖h− hj‖L∞}
+
∥∥∥∥∥ supg,h∈Wm2 (X ,1),‖g−h‖L∞≤ε ‖Znλ(gj)− Znλ(hj)‖λ
∥∥∥∥∥
ψ2
≤ 2
√
24C2K√
n
λ−d/(4m)ε
2j
+
∥∥∥∥ maxgj ,hj∈Gj ,‖gj−hj‖L∞≤ε ‖Znλ(gj)− Znλ(hj)‖λ
∥∥∥∥
ψ2
.
We focus on the second term of the preceding display. Fix j ≥ 2, for any
gj , hj ∈ Gj , consider the finite sequences (g0, g1, . . . , gj) and (h0, h1, . . . , hj)
such that gi, hi ∈ Gi and ‖gi− gi+1‖L∞ ≤ ε/2i, i = 1, . . . , j− 1. Invoking the
inequality (C.9), we have∥∥∥∥ maxgj ,hj∈Gj ,‖gj−hj‖L∞≤ε ‖Znλ(gj)− Znλ(hj)‖λ
∥∥∥∥
ψ2
≤
∥∥∥∥ maxgj ,hj∈Gj ,‖gj−hj‖L∞≤ε ‖{Znλ(gj)− Znλ(hj)} − {Znλ(g0)− Znλ(h0)}‖λ
∥∥∥∥
ψ2
+
∥∥∥∥ maxg0,h0∈G0,‖gj−hj‖L∞≤ε ‖Znλ(g0)− Znλ(h0)‖λ
∥∥∥∥
ψ2
≤
∥∥∥∥ maxgj ,hj∈Gj ,‖gj−hj‖L∞≤ε ‖{Znλ(gj)− Znλ(hj)} − {Znλ(g0)− Znλ(h0)}‖λ
∥∥∥∥
ψ2
+
2
τ
√
log (1 + |G0 × G0|) max
(g0,h0)∈G0×G0,‖gj−hj‖L∞≤ε
‖‖Znλ(g0)− Znλ(h0)‖λ‖ψ2 .
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Clearly, the second term can be bounded by inequality (C.10):
2
τ
√
log (1 + |G0 × G0|) max
(g0,h0)∈G0×G0,‖gj−hj‖L∞≤ε
‖‖Znλ(g0)− Znλ(h0)‖λ‖ψ2
≤
(
10
√
24C2K
τ
)
λ−p/(4m)ε√
n
√
log
{
1 + exp
(
2c0λ−p/(2m)ε−p/m
)}
,
since
|G0 × G0| = |G0|2 ≤ exp(2logN[·](ε, {‖f‖λ ≤ 1}, ‖ · ‖L∞))
≤ exp(2c0λ−p/(2m)ε−p/m),(C.11)
it suffices to bound the first term. Write∥∥∥∥ maxgj ,hj∈Gj ,‖gj−hj‖L∞≤ε ‖{Znλ(gj)− Znλ(hj)} − {Znλ(g0)− Znλ(h0)}‖λ
∥∥∥∥
ψ2
≤ 2
j−1∑
i=0
∥∥∥∥ max
(gi,gi+1)∈Gi×Gi+1,‖gi−gi+1‖L∞≤ε/2i
‖Znλ(gi+1)− Znλ(gi)‖λ
∥∥∥∥
ψ2
≤ 2
j−1∑
i=0
2
τ
√
log(1 + |Gi| × |Gi+1|)
× max
(gi,gi+1)∈Gi×Gi+1,‖gi−gi+1‖L∞≤ε/2i
‖‖Znλ(gi+1)− Znλ(gi)‖λ‖ψ2
≤ 4
√
24C2Kλ
−p/(4m)
τ
√
n
j−1∑
i=0
√
log
[
1 + exp
{
2c0λ−p/(2m) (ε/2i)−p/m
}]
ε/2i,
where inequalities (C.8) and (C.9) are applied. Bounding the sum by inte-
gral, we have
j−1∑
i=0
√
log
[
1 + exp
{
2c0λ−p/(2m) (ε/2i)−p/m
}]
ε/2i
≤
j−1∑
i=0
∫ ε/2i
ε/2i+1
√
log{1 + exp(2c0λ−p/(2m)x−p/m)}dx
≤
∫ ε
0
√
log{1 + exp(2c0λ−p/(2m)x−p/m)}dx.
Putting all pieces above together, we obtain the following bound:∥∥∥∥∥ supg,h∈Wm2 (X ,1), ‖g−h‖L∞≤ε ‖Znλ(g)− Znλ(h)‖λ
∥∥∥∥∥
ψ2
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. λ
−p/(4m)
√
n
[
ε
2j
+
∫ ε
0
√
log{1 + exp(2c0λ−p/(2m)x−p/m)}dx
+ ε
√
log{1 + exp(2c0λ−p/(2m)ε−p/m)}
]
.
By taking j → ∞, we can let the first term in the squared bracket tend to
0, and hence,∥∥∥∥∥ supg,h∈Wm2 (X ,1), ‖g−h‖L∞≤ε ‖Znλ(g)− Znλ(h)‖λ
∥∥∥∥∥
ψ2
. λ
−p/(4m)
√
n
[ ∫ ε
0
√
log{1 + exp(2c0λ−p/(2m)x−p/m)}dx
+ ε
√
log{1 + exp(2c0λ−p/(2m)ε−p/m)}
]
. λ
−p/(4m)
√
n
∫ ε
0
√
log{1 + exp(2c0λ−p/(2m)x−p/m)}dx.
Now we take h = 0, which implies Znλ(h) = 0 by the construction of Znλ.
Furthermore, by the property of reproducing kernel Kλ and the Cauchy-
Schwarz inequality,
‖g − h‖L∞ ≤ sup
x∈X
|g(x)| = sup
x∈X
|〈g(·),Kλ(x, ·)〉λ|
≤ sup
x∈X
‖g‖λ
√
〈Kλ(x, ·),Kλ(x, ·)〉λ ≤ CKλ−p/(4m).
Taking ε = CKλ
−p/(4m), we obtain∥∥∥∥∥ supg∈Wm2 (X ,1) ‖Znλ(g)‖λ
∥∥∥∥∥
ψ2
≤
∥∥∥∥∥ supg∈Wm2 (X ,1),‖g‖L∞≤ε ‖Znλ(g)‖λ
∥∥∥∥∥
ψ2
≤
∥∥∥∥∥ supg,h∈Wm2 (X ,1),‖g−h‖L∞≤ε ‖Znλ(g)− Znλ(h)‖λ
∥∥∥∥∥
ψ2
. n−1/2λ−p/(4m)
∫ 
0
√
log{1 + exp(2c0λ−p/(2m)x−p/m)dx
. n−1/2λ−p(6m−p)/(8m2).
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Hence, invoking Lemma 8.1 in [16], we finally obtain
P
(
sup
g∈Wm2 (X ,1)
‖Znλ(g)‖λ > t
)
≤ 2 exp
{
− nt
2
κ2Kλ
−p(6m−p)/(4m2)
}
,
for some absolute constant κK depending on K only, completing the proof.
Appendix D Proof for Section 4.2. Denote θˆz := θˆλ,λz ,n, δˆz(·) :=
δˆλ,λz ,n(·) and `z(θ, δ) := `λ,λz ,n(θ, δ) in (3.7).
We need the following Corollary D.1 and Lemma D.1 to prove theorem 4.2.
Corollary D.1 is a direct consequence of Theorem 4.1. We repeatedly use
the fact that for any f(·) ∈ L2(X ) , there exists a constant Cρ such that
‖f‖L2(X ) ≤ Cρ‖f‖H in the following proof.
Corollary D.1. Denote δˆz,θ = arg minδ∈H `z(θ, δ) for each θ ∈ Θ.
Under the Assumptions A1 to A6, for sufficiently large n and any α > 2
and Cβ ∈ (0, 1), with probability at least 1−exp{−(α−2)/3}−exp{−nCββ},
one has
sup
θ∈Θ
‖δˆz,θ(·)− (yR(·)− fM (·,θ))‖L2(X )
≤ 2
[√
2
(
sup
θ∈Θ
‖yR(·)− fM (·,θ)‖L2(X )
+ sup
θ∈Θ
‖yR(·)− fM (·,θ)‖H
)
+ CKσ0α
1/2
]
n
− m
2m+p ,
and
sup
θ∈Θ
‖δˆz,θ(·)‖H ≤ (2
√
2 + 1) sup
θ∈Θ
‖(yR(·)− fM (·,θ))‖H
+ 2
√
2 sup
θ∈Θ
‖yR(·)− fM (·,θ)‖L2(X ) + 2
√
2CKσ0α
1/2
by choosing λ = n−2m/(2m+p) and λz = λ−1/2, where CK is a constant
depending on the kernel K(·, ·).
Lemma D.1. Under assumptions A1 to A6,
(i) it holds that
sup
θ∈Θ
∣∣∣∣∣ 1n
n∑
i=1
(yR(xi)− fM (xi,θ)− δˆz,θ(xi))2
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−
∫
x∈X
(yR(x)− fM (x,θ)− δˆz,θ(x))2dx
∣∣∣∣ = op(n−1/2),
and
sup
θ∈Θ
∣∣∣∣∣ 1n
n∑
i=1
(yR(xi)− fM (xi,θ)− δˆz,θ(xi))i
∣∣∣∣∣ = op(n−1/2);
(ii) for any j = 1, ..., q, one has
1
n
n∑
i=1
(yR(xi)− fM (xi, θˆz)− δˆz(xi))∂f
M (xi, θˆz)
∂θj
=
∫
x∈X
(yR(x)− fM (x, θˆz)− δˆz(x))∂f
M (x, θˆz)
∂θj
dx + op(n
−1/2).
Proof. Denote
Wm2 (H, B) :=
f(·) =
∞∑
j=1
fjφ(·) ∈ L2(X ) :
∞∑
j=1
j2m/pf2j ≤ B2
 ,
and
s2i (θ, δ) := (y
R(xi)− fM (xi,θ)− δ(xi))2,
ui(θ, δ) := (y
R(xi)− fM (xi,θ)− δ(xi))i,
r2i (θ, δ) := (y
R(xi)− fM (xi,θ)− δ(xi))∂f
M (x,θ)
∂θj
for (θ, δ) ∈ Θ × Wm2 (X , B) and some B > 0 that will be specified later.
Define the empirical processes
s¯2(θ, δ) :=
1√
n
n∑
i=1
{s2i (δ,θ)− Exi [s2i (δ,θ)]},
u¯(θ, δ) :=
1√
n
n∑
i=1
{ui(δ,θ)− Exi,i [ui(δ,θ)]},
r¯(θ, δ) :=
1√
n
n∑
i=1
{ri(δ,θ)− Exi [ri(δ,θ)]},
where
Exi [s
2
i (θ, δ)] =
∫
x∈X
(yR(x)− fM (x,θ)− δ(x))2dx,
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Exi,i [ui(θ, δ)] =
∫
x∈X
(yR(x)− fM (x,θ)− δ(x))idx = 0,
Exi [ri(θ, δ)] =
∫
x∈X
(yR(x)− fM (x,θ)− δ(x))∂f
M (x,θ)
∂θj
dx.
By Assumptions A3 and A4, the function classes {∂fM (·,θ)/∂θj : θ ∈ Θ}
and F = {yR(·) − fM (·,θ),θ ∈ Θ} are Donsker. Note that, by defini-
tion,Wm2 (X , B) is also Donsker. Since bothWm2 (X , B) and F are uniformly
bounded, the function classes
{(yR(·)− fM (·,θ)− δ(·))2 : θ ∈ Θ, δ ∈ Wm2 (X , B)}, and{
(yR(·)− fM (·,θ)− δ(·))∂f
M (·,θ)
∂θj
: θ ∈ Θ, δ ∈ Wm2 (X , B)
}
are also Donsker classes. Furthermore, letting fθ,δ(,x) = (y
R(x)−fM (x,θ)−
δ(x)), observe that for any (θ1, δ1) and (θ2, δ2), the distance{
E0
[
(fθ1,δ1 − fθ2,δ2)2
]}1/2
= σ0‖fM (·,θ1)− δ1(·)− fM (·,θ2) + δ2(·)‖L2(X )
≤ σ0
[‖fM (·,θ1)− fM (·,θ2)‖L2(X ) + ‖δ1(·)− δ2(·)‖L2(X )]
can be bounded by the L2(X )-distance of functions in {fM (·,θ) : θ ∈ Θ}
and δ(·) ∈ Wm2 (X , B). In addition, by Assumption A4 {fM (·,θ) : θ ∈ Θ}
and Wm2 (X , B) are Donsker classes, it follows that the function class
{fθ,δ ∈ C(R×X ) : θ ∈ Θ, δ ∈ Wm2 (X , B)}
is also Donsker, since its metric entropy can be upper bounded by those of
{fM (·,θ) : θ ∈ Θ} and Wm2 (X , B). By Theorem 2.4 in [17], for any t1 > 0
and any B > 0, there exists t2, t
′
2, t
′′
2 > 0 such that
lim sup
n→∞
P
(
sup
‖δ‖H≤B,θ∈Θ, ‖yR(·)−fM (·,θ)−δ(·)‖L2(X )≤t2
|s¯2(θ, δ)| > t1
)
< t1,
(D.1)
lim sup
n→∞
P
(
sup
‖δ‖H≤B,θ∈Θ, ‖yR(·)−fM (·,θ)−δ(·)‖L2(X )≤t′2
|r¯(θ, δ)| > t1
)
< t1,
(D.2)
lim sup
n→∞
P
(
sup
‖δ‖H≤B,θ∈Θ, ‖yR(·)−fM (·,θ)−δ(·)‖L2(X )≤t′′2
|u¯(θ, δ)| > t1
)
< t1.
(D.3)
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Note that by Corollary D.1, supθ∈Θ ‖δˆz,θ‖H is asymptotically tight, and
therefore for any ε > 0, there exists B0 > 0 and some integer N ∈ N+, both
depending on , such that P (supθ∈Θ ‖δˆz,θ‖H > B0) ≤ ε/3 for all n > N . Now
take B = B0, t1 = /3. Then we can choose t2 to be a value that satisfies
(D.1), t′2 satisfying (D.2), and t′′2 satisfying (D.3). By Corollary D.1 and
Assumption A5, supθ ‖δˆz,θ(·)−(yR(·)−fM (·,θ))‖L2(X ) = OP (n−2m/(2m+p)),
and hence there exists t3 > 0, depending on  and n, such that for all n > N ,
it holds that
P
(
sup
θ∈Θ
‖yR(·)− fM (·,θ)− δˆz,θ(·)‖L2(X ) ≥ t3
)
< ε/3.
Without loss of generality, we may require t3 ≤ min{t2, t′2, t′′2} by taking
sufficiently large n. Then for sufficiently large n, we obtain
P
(
sup
θ∈Θ
|s¯2(θ, δˆz,θ)| > ε
)
≤ P
 sup
supθ ‖δˆz,θ‖H≤B0,θ∈Θ, ‖yR(·)−fM (·,θ)−δˆz,θ(·)‖L2(X )≤t2
|s¯2(θ, δˆz,θ)| > t1

+ P
(
sup
θ∈Θ
‖yR(·)− fM (·,θ)− δˆz,θ(·)‖L2(X ) > t2
)
+ P
(
sup
θ∈Θ
‖δˆz,θ‖H > B0
)
< ε/3 + ε/3 + ε/3 = ε,
and similarly,
P
(
sup
θ∈Θ
|r¯(θ, δˆz,θ)| > ε
)
<  and P
(
sup
θ∈Θ
|u¯(θ, δˆz,θ)| > ε
)
< .
Therefore,
1√
n
sup
θ∈Θ
|s¯(θ, δˆz,θ)|
= sup
θ∈Θ
∣∣∣∣∣ 1n
n∑
i=1
(yR(xi)− fM (xi,θ)− δˆz,θ(xi))2
−
∫
x∈X
(yR(x)− fM (x,θ)− δˆz,θ(x))2dx
∣∣∣∣ = op(n−1/2),
and
1√
n
sup
θ∈Θ
|u¯(θ, δˆz,θ)| = sup
θ∈Θ
∣∣∣∣∣ 1n
n∑
i=1
(yR(xi)− fM (xi,θ)− δˆz,θ(xi))i
∣∣∣∣∣ = op(n−1/2),
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completing the proof of (i). The proof of (ii) can be completed by observing
that ∣∣∣∣∣ 1n
n∑
i=1
(yR(xi)− fM (xi, θˆz)− δˆz(xi))∂f
M (xi, θˆz)
∂θj
−
∫
x∈X
(yR(x)− fM (x, θˆz)− δˆz(x))∂f
M (x, θˆz)
∂θj
dx
∣∣∣∣∣
=
1√
n
|r¯(θˆz, δˆz,θˆz)| ≤
1√
n
sup
θ∈Θ
|r¯(θ, δˆz,θ)| = op(n−1/2).
Proof for Theorem 4.2. Without loss of generality, it suffices to prove
the case when λz = λ
−1/2. For the general case when λz = O(λ−1/2), the
proof follows similarly. We first show θˆz →p θL2 . By the definition of θˆz,
θL2 , and the theory of M-estimators (see, Theorem 5.7 in [29]), it suffices to
show that λ−1/2(`z(θ, δˆz,θ) − σ20) →p ‖yR(·) − fM (·,θ)‖2L2(X ) uniformly for
each θ ∈ Θ. Note that
`z(δˆz,θ(·),θ)
=
1
n
n∑
i=1
(yR(xi)− fM (xi,θ)− δˆz,θ(xi))2 + 1
n
n∑
i=1
2i
+
2
n
n∑
i=1
(yR(xi)− fM (xi,θ)− δˆz,θ(xi))i + λ‖δˆz,θ‖2H +
√
λ‖δˆz,θ‖2L2(X )
:= An +Bn + Cn +Dn + En.
For An, by Lemma D.1 (i) and Corollary (D.1), one has
(D.4) sup
θ∈Θ
∣∣∣∣∣ 1n
n∑
i=1
(yR(xi)− fM (xi,θ)− δˆz,θ(xi))2
∣∣∣∣∣ = op(n−1/2)
Since E[Bn] = σ20 and V[Bn] = O(n−1), Chebyshev’s inequality implies
(1/n)
∑n
i=1 
2
i = σ
2
0 +Op(n
−1/2) for Bn. For Cn, Lemma D.1 (i) guarantees
that
sup
θ∈Θ
2
n
n∑
i=1
(yR(xi)− fM (xi,θ)− δˆz,θ(xi))i = op(n−1/2)
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Since λ = O(n−2m/(2m+p)), by the asymptotic tightness of supθ ‖δˆz,θ‖H
(Corollary D.1), one has supθ∈Θ λ‖δˆz,θ‖2H = op(n−1/2). By putting the above
all pieces together, we obtain
(D.5) sup
θ∈Θ
∣∣∣λ−1/2(`z(δˆz,θ(·),θ)− σ20)− ‖δˆz,θ‖2L2(X )∣∣∣ = Op((λn)−1/2).
For any θ, by the Cauchy-Schwarz inequality, one has∣∣∣‖δˆz,θ‖2L2(X ) − ‖yR(·)− fM (·,θ)‖2L2(X )∣∣∣
≤ ‖(δˆz,θ(·)− (yR(·)− fM (·,θ))‖L2(X )‖δˆz,θ(·) + yR(·)− fM (·,θ)‖L2(X )
Recall that
sup
θ∈Θ
‖(δˆz,θ(·)− (yR(·)− fM (·,θ))‖L2(X ) = Op(n−m/(2m+d))
by Corollary D.1 and Assumption A4. Using Assumptions A4 and the asymp-
totic tightness of supθ ‖δˆz,θ‖H (Corollary D.1), one has
‖δˆz,θ(·) + yR(·)− fM (·,θ)‖L2(X )
≤ ‖δˆz,θ(·)‖L2(X ) + sup
θ∈Θ
‖yR(·)− fM (·,θ)‖L2(X )
≤ Cρ‖δˆz,θ(·)‖H + sup
θ∈Θ
‖yR(·)− fM (·,θ)‖H = Op(1).
Thus
sup
θ∈Θ
∣∣∣‖δˆz,θ‖2L2(X ) − ‖yR(·)− fM (·,θ)‖2L2(X )∣∣∣ = Op(n−m/(2m+d)),
and hence,
sup
θ∈Θ
∣∣∣λ−1/2(`z(θ, δˆz,θ)− σ20)− ‖yR(·)− fM (·,θ)‖2L2(X )∣∣∣ = op(1),
from which we conclude θˆz →p θL2 .
Next we derive the convergence rate of θˆz. Apply the Fre´chet derivative
on `z with regard to δ(·) and the partial derivative on `z with regard to θj ,
j = 1, ..., q. For any g(·) ∈ H, δˆz and θˆz satisfy
0 = − 2
n
n∑
i=1
(yFi − f(xi, θˆz)− δˆz(xi))g(xi) + 2λ〈δˆz(·), g(·)〉H
+ 2
√
λ〈δˆz(·), g(·)〉L2(X ),(D.6)
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0 = − 2
n
n∑
i=1
(yFi − f(xi, θˆz)− δˆz(xi))
∂fM (xi, θˆz)
∂θj
.(D.7)
Choosing g(·) = ∂fM (·,θˆz)∂θj and plugging (D.7) into (D.6), one has
(D.8)
√
λ
〈
δˆz(·), ∂f
M (·, θˆz)
∂θj
〉
H
+
〈
δˆz(·), ∂f
M (·, θˆz)
∂θj
〉
L2(X )
= 0.
Substituting (D.7) into (D.8) and by Lemma D.1 (ii), we have
0 = − 1
n
n∑
i=1
(yFi − f(xi, θˆz)− δˆz(xi))
∂fM (xi, θˆz)
∂θj
= −
∫
(yR(x)− fM (x, θˆz))∂f
M (x, θˆz)
θj
dx +
〈
δˆz(·), ∂f
M (·, θˆz)
∂θj
〉
L2(X )
− 1
n
n∑
i=1
i
∂fM (xi, θˆz)
∂θj
+ op(n
−1/2)
=
∫
∂(yR(x)− fM (x, θˆz))2
∂θj
dx−
√
λ
〈
δˆz(·), ∂f
M (·, θˆz)
∂θj
〉
H
− 1
n
n∑
i=1
i
∂fM (xi, θˆz)
θj
+ op(n
−1/2).
Applying Taylor expansion to the first term on the right-hand side at θL2 ,
for any j = 1, ..., q, we obtain{∫
∂2(yR(x)− fM (x, θ˜z))2
∂θj∂θ
dx
}T
(θˆz − θL2)
=
{∫
∂2(yR(x)− fM (x,θL2))2
∂θj∂θ
dx + op(1)
}T
(θˆz − θL2)
=
√
λ
〈
δˆz(·), ∂f
M (·, θˆz)
∂θj
〉
H
+
1
n
n∑
i=1
i
∂fM (xi, θˆz)
∂θj
+ op(n
−1/2),(D.9)
where θ˜z lies within the q dimensional rectangle between θL2 and θˆz. Observe
that Corollary D.1 and assumption A3 imply∣∣∣∣∣
〈
δˆz,
∂fM (·, θˆz)
∂θj
〉
H
∣∣∣∣∣ ≤ ‖δˆz‖H
∥∥∥∥∂fM (·,θL2)∂θj + op(1)
∥∥∥∥
H
= Op(1).
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Now we consider the second term. Define the empirical process
Gn(θ) =
1√
n
n∑
i=1
[
i
∂fM (xi,θ)
∂θj
− i∂f
M (xi,θL2)
∂θj
]
.
and denote
fθ(,x) = 
∂fM (x,θ)
∂θj
− ∂f
M (x,θL2)
∂θj
.
Since
E,x
{
[fθ1(,x)− fθ2(,x)]2
}
= E,x
[
2
(
∂fM (x,θ1)
∂θj
− ∂f
M (x,θ2)
∂θj
)2]
= σ20
∥∥∥∥∂fM (x,θ1)∂θj − ∂f
M (x,θ2)
∂θj
∥∥∥∥2
L2(X )
,
therefore the function class {fθ(,x) ∈ C(R×X ) : θ ∈ Θ} is Donsker by
Assumption A3, and hence, Gn(θ) converges weakly to a tight Gaussian
process, denoted by G(·). W.l.o.g., we may take G(·) a version that has uni-
formly continuous sample paths (see Chapter 6 in [28]). Since Gn(θL2) = 0
for all n, it follows that G(θL2) = 0. By the consistency of θˆz and the con-
tinuous mapping theorem [29], Gn(θˆz) = G(θL2) +op(1) = op(1). Therefore,
1
n
n∑
i=1
i
∂fM (xi, θˆz)
∂θj
=
1√
n
Gn(θˆz) +
1
n
n∑
i=1
i
∂fM (xi,θL2)
∂θj
= Op(n
−1/2)
To sum up,{∫
∂2(yR(x)− fM (x,θL2))2
∂θ∂θT
dx + op(1)
}
(θˆz − θL2)
= Op(n
−m/(2m+p)) +Op(n−1/2) + op(n−1/2) = Op(n−m/(2m+p)),
completing the proof.
Appendix E Proof for Section 5. The identities in the Lemma E.1
are used repeatedly in the proof of the Theorem 5.1 and Lemma 5.1.
Lemma E.1. Denote σ2Rzd the covariance matrix of (δzd(x1), ..., δzd(xn))
T ,
where the (i, j) entry being σ2Kzd(xi,xj) defined in (5.2). Denote rzd(x) =
(Kzd(x,x1), ...,Kzd(x,xn))
T for any x ∈ X . One has the following identities
R−1zd = R
−1 +
λz
n
In,(E.1)
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rTzd(x) =
n
λz
rT (x)R˜−1 = rT (x)R−1Rzd ,(E.2)
for any x ∈ X .
Proof. By the definitions of Rzd and the Woodbury Identity, one has
Rzd = R−RR˜−1R = R
(
In −
(
In +
λz
n
R−1
)−1)
= R
(
λz
n
R + In
)−1
=
(
R−1 +
λz
n
In
)−1
,
from which (E.1) follows.
Equation (E.2) can be shown similarly by noting rTzd(x) = r
T (x)−rT (x)R˜−1R
and the Woodbury Identity.
Proof of Theorem 5.1. The predictive mean is as follows
µˆz(x) = E[yF (x) | yF ,θ, σ20, λ, λz]
= fM (x,θ) + rzd(x)
T (Rzd + nλIn)
−1 (yF − fMθ )
= fM (x,θ) + r(x)TR−1Rzd (Rzd + nλIn)
−1 (yF − fMθ )
= fM (x,θ) + r(x)TR−1
(
In + nλ
(
R−1 +
λz
n
In
)−1)
(yF − fMθ )
= fM (x,θ) +
r(x)T
(1 + λλz)
(
R−1 +
nλ
1 + λλz
In
)−1
(yF − fMθ ),
where the last two equalities follow from (E.2) and (E.1), respectively.
The predictive variance can be obtained using (E.2) and (E.1) as follows
K∗z (x,x) = Kzd(x,x)− rTzd(x) (Rzd + nλIn)−1 rzd(x)
= K(x,x)− rT (x)R˜−1r(x)
− (1 + λλz)−1r(x)T
(
R−1 +
nλ
1 + λλz
In
)−1 n
λz
R˜−1r(x)
from which the result follows.
Proof of Lemma 5.1. When σ20 = 0, the predictive mean is as follows
E[yF (x) | yF ,θ, σ20, λ, λz] =fM (x,θ) + rzd(x)TR−1zd (yF − fMθ )
=fM (x,θ) + r(x)TR−1RzdR
−1
zd
(yF − fMθ )
=fM (x,θ) + r(x)TR−1(yF − fMθ ).
The predictive variance can be obtained similarly.
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