We give a relatively simple and direct proof for Csirmaz's characterization of Floyd-Hoare logic for nondeterministic programs [5] . (This also yields a very simple proof for Leivant's characterization [13] .) We also establish a direct connection between "relational traces" and "time-models" for nondeterministic programs.
Introduction
In this paper we investigate semantic characterizations of the program verifying power of Floyd-Hoare logic of nondeterministic programs. Our main aim is to obtain a relatively simple and direct proof for Csirmaz's model-theoretic characterization (this is the main theorem of [5] ). Furthermore, as a byproduct of Makowsky-Sain [14] and our direct proof for Csirmaz's characterization herein, we get a self-contained and straightforward proof for Leivant's Proposition 9 of [13] (which is a characterization of Floyd-Hoare logic in terms of Henkin-type (or nonstandard) second-order logic): it was shown in [14] that our Corollary 2.1 immediately yields Leivant's characterization, hence our rather easy proof of Corollary 2.1 herein provides an equally easy proof for Leivant's result by [14] .
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I am grateful to L. Csirmaz for suggestions that considerably improved the mathematical content of this paper. I also wish to express my thanks to A. Pasztor for carefully reading this paper and for her valuable remarks. acterization for nondeterministic ones was found somewhat later in 1980 (see [5] ) that extended a result of Andreka and Nemeti from 1977 (see [2] and [3] ). These are among the central results of the Nonstandard Logics of Programs (NLP) approach, and so it was considered important to simplify the proofs of these rather deep and hard theorems (cf. [17] , [19] , and [8] ). For the result of [7] , a short proof was obtained in [22] . The proofs of our Theorem 1.1 and Corollary 2.1 together provide a relatively simple proof for the sharper result of [5] .
Another problem was to clarify the connection between [7] and [5] . Because [7] uses "relational traces" (see Theorem 1.1 herein) while [5] uses "time-models" like the ones in temporal logics or in [4] and [8] (see Corollary 2.2 herein), the connection between the two semantics was not quite obvious for nondeterministic programs. Here we show how to construct a time-model from any relational trace (in the nondeterministic case too). The other direction is easy (to construct relational traces from time-models). Another aim of this paper is to provide a direct, elementary construction (of a time-model to any unprovable program) for the main theorem of [5] . As a byproduct, we obtain various construction methods for (traces and) models of programs; see the proofs of Corollary 2.2 and Proposition 2.3. We also obtain some (simpler) equivalent versions and generalizations of the semantical characterization of Floyd-Hoare logic for nondeterministic programs (cf. Theorem 1.1, Corollary 2.2, and Remark 2.2).
To keep the formalism simple and short, we use Csirmaz's rather general notion of a program. Motivation for this notion may be found in [5] or [7] where it is also shown that block-diagram programs, regular programs, and programs are all special cases of this notion. A detailed proof of the latter fact can be found also in Chapter 1.7 of [8] . Recursive programs were treated within the NLP approach in a rather natural and elegant manner in [17] , which therefore gives rise to the problem of extending the results of the present paper to those kinds of programs too. We will leave this problem unsettled. However, the form of NLP used in [17] is very close to that found in [14] and [15] . Hence one might ask the more concrete question whether the characterization in [14] and [15] (first-order parameter-free comprehension) also works for Floyd-provability of recursive programs.
To avoid the many-sorted logic formalism of [4] , [8] , [16] , [21] , [25] , etc., we shall use an equivalent version called time-traces instead of the original, more natural and more flexible, notion of time-models. The reason for this is that time-traces are shorter to define.
/ Relational trace semantics

Notation
Throughout, let d be an arbitrary similarity type (i.e., signature, i.e., ranked alphabet). (ii) Our definition of a program is slightly more general than that found in [5] and [7] , for in [5] and [7] programs are defined relative only to theories Th c F$ with the constraint that Th 1= Vxly(xiry). So the relation defined by TΓ must be everywhere defined in [5] and [7] while we allow partial statetransducers too. In our Corollary 2.2 we show that the main theorem of [5] remains true for our more general notion of a program.
Definition 1.2
Let d be a similarity type. 
Definition 1.3
Let d be a similarity type and k E ω, and let TΓ be a Λ>ary dprogram.
(
(a) Let x be a rf-formula. Then indr^ίx,^), or indr(χ) for short, is defined to be the induction formula
where χ(a) is obtained from χ by substituting a for x in χ (Notice that the formula indr(χ) is not a d-formula because a new constant symbol ά and a new Ar-ary relation symbol R occur in it, which are not symbols of d.) Now Iar Λβ = {indr α (χ,Jc): x is a rf-formula and x is a sequence of variables of length k]. We call Iar^α the set of relational induction formulas (with respect to the input a and the set of states R in D, for program TΓ). Whenever there is no danger of confusion, we shall omit the subscript R,a from Iar^. We note that the relational trace semantics \^= defined above is a straightforward generalization of the relational trace semantics given in [7] and [23] for nondeterministic programs.
Theorem 1.1 Let φ -• D (TΓ, ψ) be a d-partial correctness assertion and let Th be a d-theory. Then
Th t^-φ-+Π (π,ψ) iff Th £φ-+D(τr,i/').
Proof:
The proof is exactly the same as that of the Theorem in [22] 
except the trivial change that, instead of R(x) -+R(π(x)) 9 we always have to write Vy[R(x) Λ xπy-+R(y)].
(The Theorem in [22] states our Theorem 1.1 for deterministic programs only. The change indicated above follows from this difference: if we want to say that 2 Nonstandard'time semantics In this section we first recall the so-called nonstandard-time semantics \= for programs (or for p.c.a.'s) as it was formulated in [5] . This is the semantics developed in Nonstandard Logics of Programs (see e.g., [l]- [4] f [8] - [10] , [12] , [16] , [17] , [19H21] , [23] , [25] ). Then we shall recall Csirmaz's characterization (in terms of t=) of nondeterministic FloydHoare logic from [5] as Corollary 2.1 herein, and we shall show that it is a consequence of our Theorem 1.1. Finally we shall give some generalizations and simple equivalent versions of Corollary 2.1 (i.e., Csirmaz's theorem). If (VJC E i?)(ly E R)xπy for some £-ary relation i?, then we say that R is weαWy closed under TΓ. If i? is weakly closed, and in addition Iar^a holds for R and for some a E /?, then we say that R is a wββ/c relational trace of TΓ (with input "a"). Using this terminology, Th + claims, among other things, that for every / E ω, Rj is a weak relational trace of TΓ with input c, and terminating at e.
For proving (ii) => (i), it is enough to prove Claims 2.1.1 and 2.1.2 below. 
Proof of Claim 2.1.2.1: Assume that Th \^-η-^Π(π y φ).
Then by the definition of H^-, there is a formula Φ(x) G F^ such that Then x is preserved in R+ and R + ^ χ.
Claim 2.2.1
There is an n G ω such that χ is preserved in R$.
Proof: Assume that, for every n G ω, there are b n ,c n G R% such that χ(b n ) Λ b n -κc n Λ -»χ(c«). Then there are b^.c^ G R + such that χ(Z?oo) Λ b^τc^ Λ -•xίCx), since <D,R + ) is ω + -saturated, which is a contradiction.
Let this n be fixed, and let χ 
Proof: Proposition 2.3 follows from Theorem 1.1 and Corollary 2.2. However, we include a constructive proof here, to reveal a direct connection between the two semantics N= and (=.
The construction for (ii) =» ( We have proved that R is a relational trace of TΓ with input Q(0). By the definition of β, Q(j) = Q(sucy) and ^φ(Qϋ)) for some y E Γ. Since β(y)irβ(sucy) and Q(j) e R, R witnesses Th ft φ -D (π 9 ψ).
Remark 2.2
At the end of the Introduction of [5] the problem is raised whether Theorem 2 in [6] is true or not (since the proof in [6] contains an error). Using the notation of [16] and [23] , Theorem 2 of [6] says that ^ = D (Ind^/ U Tord t=), that is, for any p.c.a. p, H^-p iff (Ind^/ U Tord) \= p. In terms of our Definition 2.1, Tord means the assumption that the time-scale T is linearly ordered, say by <, and Ind^/ is a strengthened version of our time-induction Indρ. To be more precise, lnd tg f is a "time-induction principle" ranging over those formulas in the language of the two-sorted model «T,< >, D, Q) which do not quantify over the elements of T. Parameters from both sorts are allowed in Ind ίβΛ It appears that the answer to Csirmaz's problem is affirmative. Namely,
