Sequential Testing Methodology
There are many forms of sequential tests, but all share the same basic structure. We imagine an indefinite stream of data X 1 , X 2 , … sequentially observed. At various observation points d 1 <d 2 < … the data collected up to that point, that is, (X 1 , … ,X d ) at observation d, is used in a decision process with two outcomes:
(1) Competing hypotheses are resolved and sampling stopped.
(2) Competing hypotheses not resolved and sampling continued.
It is often the practice to implement truncation, in which sampling is always terminated after K data points if the hypotheses have not yet been resolved. At this point a separate hypothesis resolution rule is implemented. Although sequential testing was originally conceived with a decision made at each new sample (eg. the sequential probability ratio test, Wald (1947; 27) ), group sequential tests with decision points occurring at any fixed observation points have since been used widely.
Sequential tests ultimately have the same decision structure as fixed sample size tests, almost always choosing between two hypotheses. Therefore, the concepts of size and power have the same interpretation. Unfortunately, calculation of these quantities is difficult. A number of approximations exist for certain canonical cases, but they do not necessarily apply to the full range of test designs and sampling distributions used (26).
These quantities may be estimated using simulation programs, which we do here. We use a procedure similar to that used in Shao and Feng (2007; 41) . Our test is based on the paired ttest, so we let X 1 , X 2 , … be the stream of potential observed differences. We then test against hypothesis H o :mean difference = 0. Suppose we have observation points d 1 <d 2 < … d m = K, where K is the truncation parameter. We have fixed positive constants C[k,K], k = 1,…,K. At the k th observation point, using the d k available observations, calculate a t-statistic T k . If |T k | >C[k,K] stop sampling and reject H o , otherwise continue sampling. If we reach the truncation point and |T k | ≤ C[k,K], we then accept H o . There are a number of forms for C [k,K] proposed in the literature, the simplest being the non-varying Pocock-type rejection rule C[k,K] = C K , which we adopt here (see Shao and Feng (2007; 41) for more discussion).
Next, for convenience denote fixed observation points D = (d 1 , d 2 , …, d m ). A design then refers to the pair (D, C K ). We next assume that the data X 1 , X 2 , … is an iid (independent identically distributed) sequence from a N(δ, 1) distribution. Because any power calculation depends on the true mean and variance only through the coefficient δ = µ/σ, we may without loss of generality take σ = 1 and µ = δ, which becomes the generalized effect (or difference) size. We may then conceive of a function g(D, C K , δ) which represents the probability of rejecting H o given design (D, C K ) and effect size δ. The fixed significance level α of a design is therefore g(D, C K , 0). While an analytical form for this function is difficult to attain, it may be conveniently approximated by independent simulations of the decision process, as is done in Shao and Feng (2007; 41) . We then let g s (D, C K , δ; n) be an estimate of g(D, C K , δ) based on n simulated replicates. We then note that interest is usually in determining a design for a fixed size α, that is, in solving the equation α = g(D, C K , 0) for C K . This is done in Shao and Feng (2007; 41) using the bisection method in which g(D, C K , δ) is approximated by g s (D, C K , δ; 100,000). Use of the bisection method requires the specification of endpoints of an interval containing solution C K (although they may be determined adaptively if not available). We also note that the bisection method described in Shao and Feng (2007; 41) is not the traditional bisection method, and its reliable convergence requires good initial estimates, which the authors propose may be obtained from prior literature.
We propose instead the use of stochastic approximation (SA) (also known as the Robbins-Monro algorithm, Robbins and Monro [1951. Ann. Math. Statist., 22, 400-407] ), which is a randomized iterative method that is designed to converge to the root of an equation for which only noisy approximations are available. The algorithm takes the form U n+1 = U n + a n (αg s (U n )) which converges to the solution to α = g(u), where g(u) is an increasing function of u, g s (u) is a noisy but unbiased estimate of g(u), and a n , n = 1,2,…, is a sequence of positive constants which converges to 0 at a rate satisfying conditions given in Robbins and Monro (1951) . These conditions are satisfied with a n = An -2/3 for any positive constant A. For our application, we note that g(D, C K , 0) is a decreasing function of C K , but the algorithm is easily modified by reversing the sign of the update term in the iteration. We also note that when g s (D, C K , δ; n) is used to approximate g(D, C K , δ) it is not required that it be accurate to a small tolerance, therefore n may be considerably smaller than it would have to be if the strategy were to use g s (D, C K , δ; n) in an essentially deterministic algorithm such as the bisection method. Finally, to standardize the scale of the update, we propose setting A = 1/α.
Implementation
The algorithms are available as R subroutines. To test the convergence of the SA algorithm, the attained rejection rate for the current estimate of C K is estimated at regular intervals, and the algorithm stops when the estimate is within a given tolerance of the target rejection rate. Details of the subroutines are below.
We provide a brief example. Suppose we wish to design a sequential test based on observation points D = (10,5,5,5), that is, we first sample 10, then sample 5 as needed, up to 3 more times. We first estimate the Pocock type rejection rule, then estimate the power of the test for effects δ = 0.25, 0.5, 0.75, 1.0. We may use the following R script: >group.sizes = c (10, 5, 5, 5) >delta.list = c(0, 0.25, 0.5, 0.75, 1. In the above example, the estimate of C K required is stored in the object seq.obj.1, and is given by reference seq.obj.1$c.pocock. We also recommend that the achieved Type I error be checked using reference seq.obj.1$alpha.est. In the above example this estimate is approximately 0.0508. This is reasonably close, so we then proceed with the power analysis. Table 1 gives estimated values of C K required to attain a Type I error of 0.05 for a range of group numbers and within group sample sizes. Table S2 . The average scores of 5S rRNA sequences in percentage for the 12 benchmarked methods. Figure S1 . The distribution of sensitivity and PPV calculated by five sequence Multilign predictions on 5S rRNA and tRNA. The black curve is the normal distribution fit for the data, which shows the distributions are far from normality.
