. Building upon the well-posedness results in [6] , in this note we prove the existence of invariant measures for the stochastic Navier-Stokes equations with stable Lévy noise. The crux of our proof relies on the assumption of finite dimensional Lévy noise.
I
In this note we are concerned with the existence of an invariant measure of the solution to the abstract equation (1.1). Let A be the Stokes operator in H. Let B is the bilinear operator. Let C be the Coriolis operator in H and G is a bounded linear operator. (See [6] for rigorous definitions of these operators)
In our earlier work [6] we proved
• Theorem 1.1 on the existence and uniqueness of a weak solution.
• Theorem 1.2 on the continuous dependence on initial data.
• Theorem 1.3 on the existence of a strong solution. It is well known (see for instance Chapter 9 of [8] ) that strong solution implies a weak solution, and the weak solution is equivalent to a mild solution. Hence the three concepts of solutions are equivalent. With the aid to these results, our main aim in this section is to study the large time behaviour of , that is, the law ( ( )) as → ∞ In particular, we prove (1.1) admits at least one invariant measure Here we consider a general cadlag Markov process, For all ∈ B (H), define
For any ≥ 0, P is said to be Feller if
P is said to be strong Feller if (1.6) holds for a larger class of function: ∈ B (H) Moreover, P is said to be irreducible in H, if P 1 A ( ) = P ( A) > 0 for any ∈ H and any non-empty open subset A of H. If P is irreducible then any invariant measure µ is full, that is, one has µ(B( )) > 0 for any ball B( ) of center ∈ H and radius . Indeed, it follows from the definition of invariant measure that
The main theorem proved in this section is Theorem 1.4 which states below. We claim that the SNSE (1.1) has an invariant measure. The key to proving this is to use the Krylov-Bogolyubov Theorem, which guarantees the existence of invariant measures for certain well-defined maps defined on some well-defined space. More precisely, the theorem states that, We shall remark that there are various versions of Krylov-Bogolyubov theorem which conveys the same idea. All that required to be proved are Feller, Markov property of the solution (and so ) and convergence of the family of probability measures {µ ≥ 0} in H. This is comparable to the concept of weak convergence of distribution in finite dimension (equivalence to weak convergence of r.v.). However, in infinite dimension, the convergence of distribution is more involved. Hence extra conditions are needed besides the convergence of finite-dimensional distributions.
Note that, it is known that tightness is a necessary condition to prove convergence of probability measure, especially when measure space is infinite dimensional. In this sense the two statements of the theorem is equivalent.
The following inequalities would be used quite often.
Let us denote by (· ) the solution of (1.1). We set
It follows from uniqueness and time homogeneity of L that the following relation holds, 
for all > 0 and T > 0 The solution depends continuously on initial data Let ( ; ) be the solution at starting from at time 0. Now suppose we have two solutions, resp. and of (1.1) started at ξ and ξ, if the conditions in Theorem 1.2 satisfied, then it follows that ( ) → ( ) a.s. for any Therefore, ( ( )) → ( ( )) as is continuous. Thus, invoke Lesbesgue Dominated Convergence Theorem, one has
Whence the equation (1.1) defines a Feller Markov process. Then we can define the operator
and P is said to be a Feller semigroup. 
Lemma 1.6. The equation (1.1) defines a Markov process in the sense that
for every H-valued -measurable r.v. η Note that (1.10) holds for all ∈ C (H), holds for = 1 Γ where Γ is an arbitrary Borel set of H and consequently for all ∈ B (H) Without loss of generality, Let us assume ∈ C (H). We know that, if η = η P a.s., then the r.v. ( + η ) is independent to and therefore
It suffices to prove (1.10) holds for every r.v. η of the form
Hence,
Take into account the r.v. ( + η ) independent to and 1 Γ are measurable, = 1 · · · , one deduces that
and so (1.1) defines a Markov process in the above sense for all ∈ C (H). Now, let ( ; η) be the solution of the SNSE (1.1) with initial condiction η ∈ H. Let (P ≥ 0) be the Markov Feller semigroup on C (H) associated to the SNSE (1.1) defined as
where P( ) is the transition probability of ( ; η) and µ ( ) is the law of ( ; η) From (1.11), we have
where µ is the law of the initial data η ∈ H. Thus it follows from above that µ η = P * µ. If
then a probability measure µ on H is said to be an invariant measure. 
and B : V × V → V ′ C be spaces and operators introduced in the previous section. Suppose that there exists a constant B > 0 such that
and ∈ H In order to prove there exists at least one invariant measure, we use standard method in the spirit of Chapter 15 in [5] . However, the analysis of Navier-Stokes equations with additive noise in our case requires some non-trivial consideration, as pointed out in [4] ,. In particular, a critical question arises when analyzing the estimate + | ( )| 2 , the usual estimates for the nonlinear term
4 so we were not able to deduce any bound in H for | ( )| 2 under classical lines. Nevertheless, in light of the method developed in Crauel and Flandoli [4] , via the usual change of variable and by writing the noise and the Ornstein-Uhlenbeck process as finite sequence of 1D processes, we are able to prove there exists at least one invariant measure to (1.13).
We remark that this fundamental ODE is different from the one used in the proof of existence and uniqueness. Let ∈ H and > 1 be given. Consider
. R-valued symmetric β-stable process on a common probability space (Ω P), σ is a bounded sequence of real numbers and is the complete orthonormal system of eigenfunctions on H.
1.2.1. Auxiliary Ornstein-Uhlenback Process. Let (L( ) ≥ 0) be a Lévy process that is an independent copy of L. Denote byL a Lévy process on the whole real line bȳ
and by¯ the filtration¯
Let α > 0 be given; For each = 1 · · · , let 0 be the stationary (ergodic) solution of the one dimensional equation
Note that the integral above is well defined, since for any ∈ (1 β) with β > 1 we have
More precisely, let
Then one can show directly evaluating integrals in the same way that
where G = σ , or
We have for any such that −∞ < < < ∞
We need another lemma. 
Using equation (4.12) in [9] , one can now choose α > 0 such that
where λ 1 is the first eigenvalue of A, since E| 1 (0)| → 0 as α → ∞ From (1.18) and the Ergodic Theorem we obtain
From this fact and by stationarity of we finally obtain
for all 1 ≤ , ≤ Indeed, note for instance that for < 0,
s., which implies (1.20) and (1.21). Consider the abstract SNSE + [A + B( ) + C ] = + G L( )
and the Ornstein-Uhlenback equation
We now use the change of variable ( ) = ( ) − ( ) Then, by subtracting the Ornstein-Uhlenback equation from the abstract SNSE, we find that satisfies the equation
Recall the Poincare inequalities
Let us note that there exists η > 0 such that
Then the following holds. 
Proof. Let α > 0 be given. Denote for simplicity by ( ) the stationary Orstein Uhbleck process, corresponding to α, introduced in earlier. Using the classical change of variable ( ) = ( ) − ( ) , the well known identity
, and the antisymmetric term (C ) = 0 we have 1 2
By the definition of and assumptions (1.26),
and the inequalities
For simplicity we take ν = 1. Then via Young inequality, one can show that there exists ′ > 0 depending only on λ 1 such that 1 2
Hence one can find a constant ′ > 0 depending only on λ 1 for which the claim follows. Moreover, Let γ( ), and ( ) are defined as :
Temporarily disregard the | ( )| V term, we have
Let us recall, that we proved the existence an uniqueness of solutions to the stochastic NaverStokes equation under the assumption that
and then the process (·) has a càdlàg version in V = D (A 1/2 ). We will show that, under the above assumption, there exist at least one invariant measure for SNSE. Let ∈ H, be given. For an arbitrary real number , ( ), ≥ , is the unique solution to the SNSE
Remark. The space D(A δ ) is compactly embedded into the space H Consequently, if one prove that the process ( 0) ≥ 1 is bounded in probability as a process with values on D(A δ ), one gets immediately the law ( ( 0)), ≥ 1 are tight on H This suffices the claim of existence of an invariant measure. More precisely, one proves in two steps.
Step 1 Assuming that (1.33) holds we will prove an a priori bound in H. For any α ≥ 0, denote by the stationary solution of
Following step 1 one has the following proposition Proposition 1.9. There exists α > 0 and a random variable ξ such that P-a.s.
Proof. In view of inequality 1.31, one obtains
Based on the earlier discussion, the first term is finite; The second term is also finite under the assumption (1.17). We now use the ergodic properties of Since α ( ), −∞ < < ∞, is an ergodic process which is supported by D(A δ ) ⊂ L 4 (S 2 ). Then by the Marcinkiewicz strong law of large number, we have P a.s. that and by Prop 8.4 [2] that
The existence and uniqueness of invariant measure for the OU equation driven by Lévy process is well-known [3] .
Let µ α be the unique invariant measure of Lévy type. It is easy to see that
Then for sufficiently large random 0 > 0 and < − 0
To complete the proof this proposition we need the following Lemma. 
Then for every κ > 0 such that κ > 1 there exists a random variable ξ such that P a.s.
Then by stationarity 
is finite P-a.s. and the Lemma follows.
With the aid of this lemma, combine with equations (1.35), (1.37) and (1.38). We deduce the claim in Proposition 1.9. Moreover, via an apriori estimate about
, that is (1.32) the inequality (1.36) follows.
Step 2 Measure support. We now generalise Proposition 1.8 by proving regularizing property of equation ( 
Proof. Multiply (1.23) by A 2δ and integrating over S 2 , one finds that
From Lemma 2.4 in [6] it is clear that
To complete the proof we need to estimate the terms (
Using Young inequality with = ν 10 10 ν = 2, we have
Finally, following the method of deriving (15.4.12) as in [5] , one can show that, for any ν > 0, there exists a K(ν) such that
Combing the above estimates, we have
Therefore, invoking Gronwall, it follows that
To complete the proof of invariant measure. It follows from Proposition 1.11 that for any ≤ −1 ≤ ≤ 0, Combine with the markov feller properties proved for earlier, the solution to equation (1.1) admits at least one invariant measure and is supported in D(A 1/2 ). Hence, Theorem 1.4 is proved.
Remark. To prove uniqueness of invariant measure, one needs irreducibility and strong feller properties of solution semigroup. However, there is a trade-off between well-posedness of the SNSE and the strong Feller property (see the publication [7] ).
