Abstract: Pareto distribution denoted as Par(α,c), is widely used as a model in many areas of applications. In this paper, we considered the properties of this distribution, moreover, the Standard Bayes estimators of the two parameters of Pareto distribution are obtained.
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1-6-2 Mode:[3]
A mode of Pareto distribution. is the value x of a random variable X that maximize the p.d.f f(x). For continuous distribution., the mode can be found as:
A mode is a measure of location. Also, we note that the mode may not exist or might have more than one mode. For Pareto distribution 
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and The variance of random variable Y 1 is: 
Proof:
1-8 The Standard Bayes Estimator:[7]
Bayes style in estimation depends on the assumption that the Prior information available on the parameter to be estimated, can be formulated as the probability density function which is called the Prior probability density function (Prior P.d.f), and Bayes estimator depends on the Posterior probability density function (Posterior. P.d.f): 
Let us assume that the quadratic loss function
is used, then the Bayes estimator of  is the posterior mean because this value should be minimize the risk function
1-8-1 Estimation parameters for Pareto Distribution By using nonInformative Prior (p.d.f):
According to researcher method (Jeffrey), (Prior P.d.f) is the information for each of the two parameters α and c, can be assumed by: have a minimum variance of  . [8] ) 15 ( ln 
This indicates that ĉ is asymptotically unbiased estimator for c. 
