Since the influence of the WVDh,,, ( t . d ) to the useful propertied is inversely proportional to the distance between h , , ( t ) and hnZ, -/(f), the WVDh t t t ( t , d ) are further grouped as a series of the function P
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Taking the transpose of (12) and (13), we will have the decimationin-time version of the self-sorting in-place FFT algorithm. It is seen that, in our algorithm, the Q ( 1 , k ) ' s and X,'s act on independent indices at every stage. It is conceivable that in the stage with operator Q(Z, k ) and X,, we only need to swap indices 1 and k while X,, acts on index m . Since I , k , m are independent, swapping can be done with one pair of p-point data at a time. So a working space of length 2p is enough for the above stage. In practice, we only need p + 1 temporary data space to sort the output data. The strategy is to update one point at a time rather than the whole group. To test our algorithm, we implemented it on a typical RISC processor, the Intel i860. Both the Cooley-Tukey radix-8 FFI and our self-sorting, in-place FFT algorithms are programmed in assembly language to get optimum performance. The timing results are given in Table I for comparison. Temperton's algorithm will not be practical in this case since there are not enough temporary registers for the self-sorting stage.
There is a slight difference of CPU time between the CooleyTukey algorithm without scrambling and our self-sorting, in-place algorithm. This is due to the fact that self-sorting in-place program is longer and does not fit the instruction cache memory (4 kbytes) of the 860. Still we see that the new algorithm is about 14% faster than the traditional Cooley-Tukey algorithm.
The principle can be easily extended to mixed radix case following the approach of Temperton. Take an example, LV = 3 * 4' * 5 3 .
Following Temperton, it can be written in a symmetric form N = 4 * 5 * ( 3 * 5 ) * 5 * 4.
Our strategy will then be applicable, by considering 3 * 5 as one factor (radix-15).
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The A,(8, T ) corresponding to auto-terms do connect to the origin (0, 0), but the entire shapes of the auto-terms of A,(O. T ) could be so different that it is hard to design the o(8, T ) that are able to retain the auto-terms and effectively suppress the cross-terms in all applications. Besides being identified in the "ambiguity plane", the cross-terms can also be characterized in the "Wigner-Ville plane" if the autoterms are known. For example, any pair of signals creates one cross-term in their midpoint. Based on this fact, we decompose the signal s ( t ) , via the orthogonal-like Gabor expansion, into time-and frequency-shifted Gaussian functions is nonnegative and has less cross-term interference (similar to the spectrogram using a Gaussian window function), TFDS, converges to the WVD. One can easily balance the cross-term interference and the useful properties simply by adjusting the order D of the TFDS . connecting to the origin correspond to the auto-terms. The entire shapes of auto .&(0-T ) could be so different that it is hard to design d(6, T ) able to retain the auto-terms and effectively suppress the cross-terms in all applications.
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Fig. 3. Locations of the Gabor elementary function h m . n ( t ) and WVDh h'(t,d). Each block circle represents the center of one Gabor elemeniary function h m , n ( t ) ,
The centers of the WVDh,,,(t,w) are represented by the black as well as white circles. Note, each one circle corresponds to more than one WVD,,,,t(t.w'); for instance, all pair of the h m . n ( t ) and k m , , % , ( t ) that are symmetric to (moT, non) create one WVD,,,h,(t,d) centered at (moT, non). Since WVDh,h,(t,w) are concentrated and symmetric in both time and frequency, their superposition centered at ( itlOT1 nof2) is also concentrated and symmetry.
DECOMPOSITION OF THE WIGNER-VILLE DISTRIBUTION
VIA THE ORTHOGONAL-LIKE GABOR EXPANSION First, we define y ( t ) as a normalized Gaussian function, i.e.
Moreover, if s ( t )
where WVDh,h,(t, J) is3
where
The WVDh,h'(t,w) has the same envelope as the WVD,(t,d), but is oscillating with W d in the time domain and t d in the frequency domain, respectively (for t d = wd = 0, the H ( t , w ) reduces to the WVD,(t,w)). The location of WVDh,h,(t,d) is halfway between h and h'. The 2Re{WVDh,h,(t,w)} is the so-called cross-term. Although the cross-term does not have a physical interpretation, it has twice the magnitude of the auto-term. Equation (3) demonstrates a general way to distinguish the crossterms based on the knowledge of the auto-terms. In fact, any pair of signals creates one cross-term at their midpoint [6] . This suggests that if the signal s ( t ) can be decomposed as a linear combination of some elementary functions h ( t ) then we may be able to better control the cross-terms.
As we know, the signal s ( t ) can be decomposed in many ways. Intuitively, for desired performance the decomposition has to be such that:
1) the WVD of the elementary functions h should be as concentrated as possible;
2) the weight of the elementary WVD centered at (t,, J,) has to reflect the signal behavior in the vicinity of (t,, J, ).
Apparently, the orthogonal-like Gabor expansion [7] is one ideal candidate. Because
1)
The elementary functions used in the Gabor expansion [5] are The WVD,(f,w) is nonnegative and centered at (0, 0). It exponentially decays in both the time and the frequency domains. The contour plot of the WVD,(t, w) consists of concentric ellipses. Note, the Gaussian function is one of the few functions whose Wigner-Ville distributions are consistent with the traditional definition of energy density.
Since the WVD is time-and frequency-shift invariant, if where cy is a real-valued constant and the e , opt(t) is the biorthogonal auxiliary function that is most similar to the g ( t ) [7] . To ensure ? o p t ( t ) = o g ( t ) , in general, an oversampling scheme has to be employed. As indicated in [7] , at quadruple oversampling, the ;,opt(t) is virtually identical to the o g ( t ) if the time sampling step T , the frequency sampling step CL, and the variance U' are properly selected.
As shown in (6), C,.,, is a sampled short-time Fourier transform (STFT). Since the basis function g ( t -ntT) exp{jnW} is concentrated at (niT. i i n ) , C,,,,, 
gives a measure of how much of the signal s ( t ) is presented in the vicinity of (mT. no).
Taking the WVD on both sides of ( 5 ) yields \VVD,(t.J) = c~, n c : , , , " , ,~v~D h , h , ( t .~) .
The locations of the WVDtL,,&/(t,d) are illustrated in Fig. 3 . The right side of (7) and Fig. 3 show that the WVD is composed of localized and symmetric ( 
The right side of (8) and hm)nt(t)) are, the less the energy and the higher harmonics the WVDh,ht (t, W ) contain. It is easier to verify that similar observations also hold for all other properties. Therefore, one can selectively remove those WVDh,h'(t, -.) that are caused by wellseparated elementary functions, hm,n ( t ) and h m f n ( ( t ) , to balance the cross-term interference and useful properties.
TIME-FREQUENCY DISTRIBUTION SERIES
Based upon the analysis presented in the previous section, we develop the time-frequency distribution series (TFDS) as 
where A denotes the set of pairs of coordinates, (7n. n ) and (m', n'), which are separated in d , i.e.
where Cm,n is the orthogonal-like Gabor expansion coefficient computed via (6). In this case, as shown in [7] , the difference between the -, opt( k ) and g ( k ) is negligible, which ensures that the Gabor coefficients Cm,n computed by (6) reflect the local behavior of the signal. 
(a) TFDSo(t,w). (b) TFD&(t,d). (c) TFDSm(t,w). ( d ) P m ( t , d ) .
The resolution is improved as the order increases. On the right hand, the cross-terms become appear when the order D gets large. Fig. 7(d) illustrates the higher order term Pd(t.d) has significant contribution to the cross-term, though it contains less signal energy. Fig. 4 depicts the TFDS of a PSK signal. It can be shown that the TFDSo(t,d) is very similar to a spectrogram using a Gaussian window, which is nonnegative and has minimal crossterm interference, however, the resolution of TFDSo ( t , -.) is rather poor. As D gets larger, the resolution gets better, but the cross-terms become more prominent. Finally, the TFDS, converges to the WVD.
The best compromise between resolution and cross-term interference has been found about D = 3 N 4.
The signal s ( t ) in Fig. 5(a) contains four Gaussian envelope functions with different time and frequency centers. Combining the time waveform and the "instantaneous autocorrelation" function (Fig. 5(b) ), we can point out the auto-and cross-term in the "ambiguity plane" (Fig. 5(c) ). Except for the cluster concentrated in the middle of the bottom line, all other clusters correspond to the cross-terms. 
IV. CONCLUSION
Based on the decomposition of the Wigner-Ville distribution, we represent the WVD in terms of time-frequency functions P d ( t ,~) and thereby define the time-frequency distribution series (TFDS). The index d indicates the degree of oscillation of the function P d ( t ,~) .
While the P~( t , d ) is nonnegative and plays the most important role in all the useful properties, the P, ( t , W ) exhibits the highest oscillation and possesses the least contribution to the useful properties. Therefore, the TFDSD, consisting of up to a Dth order Pd(t,w), provides a feasible way to balance the cross-term interference and those useful properties. As the order D gets larger the resolution becomes better, however, cross interference becomes more prominent. The best compromise occurs when D = 3 -4. The lower order TFDS not only preserves desirable properties but is also computationally economic. The ideas presented in this paper are simple and effective, but could not be realized without the recent breakthroughs in the Gabor expansion implementation. Over the past two years, the TFDS has been tested in a variety of areas, such as nondestructive evaluations, aneurysm research, speech analysis, and economic data analysis. The TFDS seems more effective and robust, in terms of cross-term suppression, compared to other techniques.
