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1. Introduction
It is well known that a (possibly nonlinear) expectation on probability space L2(Ω,F ,P) is a map
E[·] : L2(Ω,F ,P) → R
which satisﬁes the following properties:
if X1  X2 a.s., E[X1] E[X2], and
if X1  X2 a.s., E[X1] = E[X2] ⇔ X1 = X2 a.s.,
E[c] = c, for each constant c.
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conditional expectation E[X |Ft] of X under Ft , characterized by
E[E[X |Ft]1A]= E[X1A], ∀A ∈Ft ,
exists (see [7] for details). Of course, we can deﬁne these two notions on L1(Ω,F ,P).
In particular, if E[·] is linear, then it becomes a classic mathematical expectation under the probability measure deﬁned
by PE (A) = E[1A], A ∈ F , and E[·|Ft] becomes the classic conditional mathematical expectation under this probability
measure. So the notion of ﬁltration consistent nonlinear expectation can be considered as a nonlinear extension of the
classic mathematical expectation and conditional mathematical expectation.
In a ﬁnancial market, the evaluation of the discounted value of a derivative is often treated as a ﬁltration consistent
nonlinear expectation. The well-known g-expectation which was put forward by Peng is a special case of ﬁltration consistent
nonlinear expectation. The original motivation for studying nonlinear expectation and g-expectation comes from the theory
of expected utility, which is the foundation of modern mathematical economics. Chen and Epstein [4] gave an application
of ﬁltration consistent nonlinear expectation to recursive utility, Peng [15–17], Resazza [18] and Jiang [13] investigated some
applications of ﬁltration consistent nonlinear expectations and g-expectations to static and dynamic pricing mechanisms
and risk measures.
Since the notions of nonlinear expectation and g-expectation were introduced, many properties of nonlinear expectation
and g-expectation have been studied in [1,7,11,13,15]. In [7], the authors obtained an important result, they proved that if
a nonlinear expectation E[·] can be dominated by a kind of g-expectation, then E[·] must be a g-expectation. Thus, in this
case, many problems on nonlinear expectations E[·] can be solved through the theory of backward stochastic differential
equation (BSDE in short).
It is well known that Jensen’s inequality for classic mathematical expectation holds in general, which is a very important
property and has many important applications. But for nonlinear expectation, even for its special case—g-expectation, by [1],
we know that Jensen’s inequality for g-expectation usually does not hold in general. So some papers, such as [5,6,8,10,12,14]
have been devoted to Jensen’s inequality for g-expectation, with the help of the theory of BSDE, they have obtained the nec-
essary and suﬃcient conditions under which Jensen’s inequality for g-expectation holds in general. Then a natural question
is asked:
For more general ﬁltration consistent nonlinear expectation E[·|Ft], what are the suﬃcient and necessary conditions
under which Jensen’s inequality for E[·|Ft] holds in general? Roughly speaking, if we do not know whether E[·|Ft] is
dominated by the kind of g-expectation or not, what conditions on E[·] are equivalent that the following inequality
E[ϕ(ξ)∣∣Ft] ϕ(E[ξ |Ft]) a.s.
holds for all convex function ϕ : R → R?
One of the objective of this paper is to investigate this problem. At the same time, this paper will also investigate the
suﬃcient and necessary conditions on E[·] under which Jensen’s inequality of bivariate function for E[·|Ft] holds, based
on [10]. Obviously, in these cases, because the E[·|Ft] may not be a g-expectation, the theory of BSDE cannot be used to
solve these problems, which is the main diﬃculty to overcome in this paper.
The remainder of this paper is organized as follows: In Section 2, we introduce some notations, assumptions, deﬁnitions
and lemmas which will be useful in this paper; in Section 3, we introduce some technical results on ﬁltration consistent
nonlinear expectation; in Section 4, we put forward and prove the main result of this paper, under a natural continuous
assumption for the nonlinear expectation E[·], which weakens the domination assumption in [7], we obtain the necessary
and suﬃcient conditions under which Jensen’s inequality for E[·|Ft] holds in general, respectively on scalar function and bi-
variate function. These two results generalizes the known results on Jensen’s inequality for g-expectation in [5,6,8,10,12,14].
2. Preliminaries
Let (Ω,F ,P) be a probability space carrying a standard d-dimensional Brownian motion (Bt)t0, and let (Ft)t0 be the
σ -algebra generated by (Bt)t0. We always assume that (Ft)t0 is right continuous and complete.
Let T > 0 be a given real number. In this paper, we always work in the space (Ω,FT ,P), and only consider processes
indexed by t ∈ [0, T ]. Let 1A denote the indicator of event A, and R+ denote the set of nonnegative real number. For
notational simplicity, we use L1(FT ) = L1(Ω,FT ,P), L1(Ft) = L1(Ω,Ft ,P) when t ∈ [0, T ].
For the convenience of readers, we recall the notion of nonlinear expectation and ﬁltration consistent nonlinear expecta-
tion, which are deﬁned on L2(Ω,FT ,P) in [7,15] but are deﬁned on L1(FT ) in this paper. We also list some basic properties
of ﬁltration consistent nonlinear expectation deﬁned on L1(FT ) just as in [7,15], which will be useful in the following of
this paper.
Deﬁnition 2.1. A nonlinear expectation on probability space L1(FT ) is a map
E[·] : L1(FT ) → R
which satisﬁes the following properties:
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if X1  X2 a.s., E[X1] E[X2], and
if X1  X2 a.s., E[X1] = E[X2] ⇔ X1 = X2 a.s.
(ii) Preserving of constants:
E[c] = c, for each constant c.
Lemma 2.1. Let t ∈ [0, T ] and η1, η2 ∈ L1(Ft). If E[η11A] = E[η21A], ∀A ∈Ft , then η1 = η2 , a.s.
Deﬁnition 2.2. For the given ﬁltration (Ft)0tT , a nonlinear expectation is called F -expectation if for each X ∈ L1(FT )
and for each t ∈ [0, T ], there exists a random variable η ∈ L1(Ft), such that
E[X1A] = E[η1A], ∀A ∈Ft .
From Lemma 2.1 above, such an η is uniquely deﬁned. We denote it by η = E[X |Ft]. E[X |Ft] is called the conditional
F -expectation of X under Ft . It is characterized by
E[E[X |Ft]1A]= E[X1A], ∀A ∈Ft . (2.1)
In particular, E[X |F0] = E[X].
Remark that, if f is a continuous increasing function such that f (0) = 0 and E[ f (X)] < +∞ for all X ∈ L1(FT ), then
E[X] = f −1(E[ f (X)]) (2.2)
deﬁnes an F -expectation. Indeed, it is readily seen that
E[X |Ft] := f −1
(
E
[
f (X)
∣∣Ft])
satisﬁes (2.1).
Lemma 2.2. For any X, Y ∈ L1(FT ), if X  Y a.s., then we have for each t ∈ [0, T ],
E[X |Ft] E[Y |Ft] a.s.
Lemma 2.3.We have, for each 0 s t  T ,
E[E[X |Ft]∣∣Fs]= E[X |Fs] a.s. (2.3)
In particular,
E[E[X |Ft]]= E[X]. (2.4)
Lemma 2.4. For any X, Y ∈ L1(FT ) and for each t ∈ [0, T ] and A ∈Ft we have
E[X1A + Y1AC |Ft]= E[X |Ft]1A + E[Y |Ft]1AC a.s. (2.5)
In particular,
E[1A X |Ft] = 1AE[X |Ft] a.s. (2.6)
In the remainder of this paper, we will often assume that the nonlinear expectation E[·] deﬁned on L1(FT ) satisﬁes the
following continuous assumption, which weakens the domination assumption in [7,15].
Continuous assumption:
For any ξn, ξ ∈ L1(FT ), if ξn ↑ ξ a.s., then E[ξn] ↑ E[ξ ]. (H)
Remark 2.1. The continuous assumption (H) means the continuity of pricing for the ﬁnancial derivatives.
Remark 2.2. The nonlinear expectations which satisfy the domination condition in [7,15] all satisfy the above assump-
tion (H), but the verse does not hold. For example, the nonlinear expectations deﬁned in (2.2) all satisfy the above
assumption (H), but some of them do not satisfy the domination condition in [7,15].
If the assumption (H) holds for F -expectation E[·], then we have the following continuous property for the conditional
nonlinear expectation E[·|Ft]:
S.-J. Fan / J. Math. Anal. Appl. 345 (2008) 678–688 681Proposition 2.1. Let E[·] be a ﬁltration consistent nonlinear expectation under the ﬁltration (Ft)0tT and let the assumption (H)
hold. For each ξn, ξ ∈ L1(FT ), if ξn ↑ ξ a.s., then for each t ∈ [0, T ],
E[ξn|Ft] ↑ E[ξ |Ft] a.s.
Proof. Let ξn, ξ ∈ L1(FT ) and ξn ↑ ξ a.s. By Lemma 2.2, we know that for t ∈ [0, T ],
E[ξn|Ft] ↑  E[ξ |Ft] a.s.
Then, limn→∞ E[ξn|Ft] exists in the sense of “almost surely.” We denote it by η, then η ∈ L1(Ft) a.s. In the following, we
prove that η = E[ξ |Ft]. For any A ∈Ft , in view of
1Aξn,1Aξ ∈ L1(FT ), 1Aξn ↑ 1Aξ a.s.
and
1AE[ξn|Ft],1Aη ∈ L1(FT ), 1AE[ξn|Ft] ↑ 1Aη a.s.,
thanks to assumption (H), we can know that
lim
n→∞E[1Aξn] = E[1Aξ ],
and
lim
n→∞E
[
1AE[ξn|Ft]
]= E[1Aη].
Moreover, from (2.1) we have for each n ∈ N, E[1AE[ξn|Ft]] = E[1Aξn]. Thus we know
E[1Aξ ] = E[1Aη].
Finally in view of η ∈Ft , from (2.1) we also know that η = E[ξ |Ft] a.s. The proof of Proposition 2.1 is complete. 
By the classic methods, we can also obtain the following Lebesgue’s dominated convergence results on ﬁltration consis-
tent nonlinear expectation E[·], we omit its proof.
Proposition 2.2. Let E[·] be a ﬁltration consistent nonlinear expectation under the ﬁltration (Ft)0tT and let the assumption (H)
hold. For any ξn ∈ L1(FT ), if limn→∞ ξn = ξ a.s. and |ξn| η a.s. with Eη < +∞, then for each t ∈ [0, T ],
lim
n→∞E[ξn|Ft] = E[ξ |Ft] a.s.
3. Some technical results
In this section, we will introduce some technical results, which is useful in the proof of our main results in Section 4.
Firstly, we introduce an important condition (A) which will be often used in the remainder of this paper, and investigate
some properties about it.
Proposition 3.1. For F -expectation E[·], the following two statements are equivalent:
(i) ∀(X,k) ∈ L1(FT ) × R, E[X + k] = E[X] + k; (A)
(ii) ∀(X, t,k) ∈ L1(FT ) × [0, T ] × R, E[X + k|Ft] = E[X |Ft] + k a.s.
Suppose furthermore the assumptions (H) also holds for E[·], then the statements (i) and (ii) are also equivalent to the following
statement (iii):
(iii) ∀(X, t, η) ∈ L1(FT ) × [0, T ] × L1(Ft), E[X + η|Ft] = E[X |Ft] + η a.s. (3.1)
Remark 3.1. The condition (A) and (iii) of Proposition 3.1 mean respectively that the “cash translatability” property holds for
the static pricing E[·] and the dynamic pricing E[·|Ft] (see [15–18] for details).
Proof. It is obvious that (ii) implies (i). In the following, we prove that (i) implies (ii). Suppose (i) holds. For each (X, t,k) ∈
L1(FT ) × [0, T ] × R, by (i), (2.4) and (2.5), we know that for each A ∈Ft ,
E[1A(X + k)]= E[1A X + 1Ak − k] + k = E[1A X + 1AC (−k)]+ k = E[E[1A X + 1AC (−k)∣∣Ft]]+ k
= E[1AE[X |Ft] + 1AC (−k)]+ k = E[1AE[X |Ft] + 1AC (−k) + k]= E[1A(E[X |Ft] + k)].
682 S.-J. Fan / J. Math. Anal. Appl. 345 (2008) 678–688Thus, since E[X |Ft] + k ∈ L1(Ft) and (2.1), we have
E[X + k|Ft] = E[X |Ft] + k a.s.
Furthermore, suppose the assumption (H) also holds for E[·]. It is obvious that (iii) implies (ii), for completing the proof
of Proposition 3.1, we only need to prove that (ii) implies (iii). Suppose (ii) holds. Then given t ∈ [0, T ], let {Ai}mi=1 be aFt-measurable partition of Ω (i.e., Ai are disjoint, Ft -measurable and ⋃ Ai = Ω) and let λi ∈ R (i = 1,2, . . . ,m). From (2.5)
and (ii), we deduce that for each X ∈ L1(FT ),
E
[
X +
m∑
i=1
λi1Ai
∣∣∣Ft
]
= E
[
m∑
i=1
1Ai (X + λi)
∣∣∣Ft
]
=
m∑
i=1
1AiE[X + λi |Ft] =
m∑
i=1
1Ai
[E[X |Ft] + λi]
= E[X |Ft] +
m∑
i=1
λi1Ai a.s.
In other words, for any X ∈ L1(FT ) and any simple function η ∈ L1(Ft),
E[X + η|Ft] = E[X |Ft] + η a.s.
Thus from Proposition 2.2, it follows that (iii) is true. The proof is complete. 
Example 3.1. The mapping deﬁned by
E[ξ ] = ln[E(eξ )] : L∞(Ω,FT ,P) → R
is an F -expectation deﬁned on the space L∞(Ω,FT ,P) which satisﬁes the assumption (H) and the condition (A) on this
space. Its conditional expectation under Ft is
E[ξ |Ft] = ln
[
E
(
eξ
∣∣Ft)] a.s.
Example 3.2. For simplicity, assume d = 1 in this example, i.e., the Brownian motion (Bt)t0 is one dimension. Let C > 0 be
a positive constant and consider the following one-dimensional backward stochastic differential equation (BSDE in short):
Yt = ξ +
T∫
t
gC (Zs)ds −
T∫
t
Zs dBs, t ∈ [0, T ],
where gC (z) = z ∨ (−C) ∧ (C) : R → R. From Theorems 6.2–6.3 in [2], one can know that for each ξ ∈ L1(FT ), there is a
unique pair of progressively measurable processes (Yt , Zt)0tT which satisﬁes the above BSDE such that Y is of class (D).
Thus, thanks to Lemma 9 in [3], in view of the structure of the above BSDE, one can readily check that the mapping deﬁned
by
E[ξ ] = Y0 : L1(FT ) → R
is an F -expectation deﬁned on the space L1(FT ) which satisﬁes the condition (A) with its conditional expectation under
Ft is
E[ξ |Ft] = Yt a.s.
Moreover, from Theorem 2.1 in [9], we can also know that this nonlinear expectation E[·] satisﬁes the continuous assump-
tion (H).
On the other hand, it is obvious that the domination condition in [7,15] makes no sense for some variables which are
only in L1(FT ) and not in L2(Ω,FT ,P).
The following Lemmas 3.1 and 3.2 give two examples constructing a new F -expectation by a given F -expectation.
For a given λ ∈ R and λ = 0, we consider the mapping deﬁned by
Eλ[X] = E[λX]
λ
: L1(FT ) → R. (3.2)
Lemma 3.1. If E[·] is an F -expectation, then the mapping Eλ[·] is also an F -expectation. Its conditional expectation under Ft is
Eλ[X |Ft] = E[λX |Ft]
λ
a.s. (3.3)
Moreover, if E[·] satisﬁes the assumption (H) and the condition (A), respectively, then Eλ[·] also satisﬁes the assump-
tion (H) and the condition (A), respectively.
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We now prove that the notion Eλ[·] deﬁned in (3.2) is actually the conditional F -expectation induced by Eλ[·] under Ft .
In fact, for each t ∈ [0, T ] and A ∈Ft , by (3.2) and (2.1), we have
Eλ
[
1A
E[λX |Ft]
λ
]
= E[1AE[λX |Ft]]
λ
= E[1AλX]
λ
= Eλ[1A X].
In view of E[λX |Ft ]
λ
∈ L1(Ft), according to (2.1) again, we know (3.3) holds, thus Eλ[·] is an F -expectation.
It is obvious that E[·] satisﬁes the assumption (H) implies that Eλ[·] also satisﬁes the assumption (H). Now, we suppose
that E[·] satisﬁes the condition (A). By (3.2), we have
Eλ[X + k] = E[λ(X + k)]
λ
= E[λX] + λk
λ
= E[λX]
λ
+ k = Eλ[X] + k.
Hence Eλ[·] also satisﬁes the condition (A). The proof is complete. 
According to Lemma 3.1, the following corollary follows immediately.
Corollary 3.1. Suppose E[·] is an F -expectation, then for each λ ∈ R, the following two statements are equivalent:
(i) ∀ξ ∈ L1(FT ), E[λξ ] = λE[ξ ];
(ii) ∀(ξ, t) ∈ L1(FT ) × [0, T ], E[λξ |Ft] = λE[ξ |Ft] a.s.
For a given ζ ∈ L1(FT ), we consider the mapping deﬁned by
Eζ [X] = E[X + ζ ] − E[ζ ] : L1(FT ) → R. (3.4)
Lemma 3.2. If E[·] is an F -expectation satisfying the assumption (H) and the condition (A), then the mapping Eζ [·] is also an F -
expectation satisfying the assumption (H) and the condition (A). Its conditional expectation under Ft is
Eζ [X |Ft] = E[X + ζ |Ft] − E[ζ |Ft] a.s. (3.5)
Proof. Considering Proposition 3.1, the proof of Lemma 3.2 is completely similar to the proof of Lemma 4.3 in [7], we omit
it. 
The following Propositions 3.2 and 3.3 investigate two important equivalent relationships between nonlinear expectation
E[·] and conditional nonlinear expectation E[·|Ft]. Firstly, let us introduce an important technical lemma.
Lemma 3.3. Suppose that both E[·] and E˜[·] are all F -expectation satisfying the assumption (H) and the condition (A). If
∀X ∈ L1(FT ), E˜[X] E[X], (3.6)
then
∀(X, t) ∈ L1(FT ) × [0, T ], E˜[X |Ft] E[X |Ft] a.s. (3.7)
Proof. The main idea of proof is derived from [1,14].
For each (X, t) ∈ L1(FT ) × [0, T ], we set A := {E˜[X |Ft] < E[X |Ft]}. Then A is Ft -measurable. If P(A) > 0, then
1A E˜[X |Ft] − 1AE[X |Ft] 0 and P
({
1A E˜[X |Ft] − 1AE[X |Ft] < 0
})
> 0. (3.8)
In view of that (H) and (A) hold, by (2.4), Proposition 3.1 and (2.6), we have
E[1A X − 1AE[X |Ft]]= E[E[1A X − 1AE[X |Ft]∣∣Ft]]= E[E[1A X |Ft] − 1AE[X |Ft]]
= E[1AE[X |Ft] − 1AE[X |Ft]]= E[0] = 0.
On the other hand, by (2.4), Proposition 3.1, (3.8) we can get that
E˜[1A X − 1AE[X |Ft]]= E˜[E˜[1A X − 1AE[X |Ft]∣∣Ft]]= E˜[E˜[1A X |Ft] − 1AE[X |Ft]]
= E˜[1A E˜[X |Ft] − 1AE[X |Ft]]< 0 = E[1A X − 1AE[X |Ft]],
which is a contradiction to (3.6). Therefore P(A) = 0. Thus (3.7) does hold. 
Proposition 3.2. Suppose that E[·] is an F -expectation satisfying the assumption (H), then the following two statements are equiva-
lent:
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(ii) ∀ξ1, ξ2 ∈ L1(FT ), ∀t ∈ [0, T ], E[ξ1 + ξ2|Ft] E[ξ1|Ft] + E[ξ2|Ft] a.s. (respectively).
Moreover, if E[·] also satisﬁes the condition (A), then for each ζ ∈ L1(FT ), the following two statements are equivalent:
(iii) ∀X ∈ L1(FT ), E[X + ζ ] E[X] + E[ζ ] (respectively );
(iv) ∀X ∈ L1(FT ), ∀t ∈ [0, T ], E[X + ζ |Ft] E[X |Ft] + E[ζ |Ft] a.s. (respectively).
Remark 3.2. The (i) and (ii) of Proposition 3.2 mean respectively that the static pricing E[·] and the dynamic pricing E[·|Ft]
is super-additive (respectively sub-additive), the reader can see [15–18] for details.
Proof. We only prove the case “.” It is clear that (ii) implies (i). We now prove that (i) implies (ii).
Suppose (i) holds, we ﬁrstly prove that the condition (A) holds. In fact, by (i) and Deﬁnition 2.1, we have
∀(X,k) ∈ L1(FT ) × R, E[X + k] E[X] + E[k] = E[X] + k. (3.9)
Thus we have
∀(X,k) ∈ L1(FT ) × R, E[X] = E[X + k − k] E[X + k] − k.
Therefore
∀(X,k) ∈ L1(FT ) × R, E[X] + k E[X + k]. (3.10)
It follows from (3.9) and (3.10) that the condition (A) does hold.
Now for each ξ2 ∈ L1(FT ), we consider the mapping deﬁned by
E˜[X] = E[X + ξ2] − E[ξ2] : L1(FT ) → R. (3.11)
According to Lemma 3.2, we know that E˜[·] is an F -expectation and satisﬁes the assumption (H) and the condition (A). Its
conditional expectation under Ft is
E˜[X |Ft] = E[X + ξ2|Ft] − E[ξ2|Ft] a.s. (3.12)
In view of (i) and (3.11), we know that
∀ξ1 ∈ L1(FT ), E˜[ξ1] E[ξ1].
Thus according to Lemma 3.3, we can get that then
∀(ξ1, t) ∈ L1(FT ) × [0, T ], E˜[ξ1|Ft] E[ξ1|Ft] a.s. (3.13)
Since ξ2 is arbitrary, it follows from (3.12) and (3.13) that (ii) holds.
Finally, from the above procedure of the proof, we can also know that if E[·] also satisﬁes the condition (A), then the
statements (iii) and (iv) are equivalent. The proof is complete. 
Proposition 3.3. Suppose that E[·] is an F -expectation satisfying the assumption (H) and the condition (A), then for each λ ∈ R, the
following two statements are equivalent:
(i) ∀ξ ∈ L1(FT ), E[λξ ] λE[ξ ] (respectively );
(ii) ∀(ξ, t) ∈ L1(FT ) × [0, T ], E[λξ |Ft] λE[ξ |Ft] a.s. (respectively ).
Remark 3.3. The (i) and (ii) of Proposition 3.3 mean respectively that the static pricing E[·] and the dynamic pricing E[·|Ft]
is super-homogeneous (respectively sub-homogeneous), the reader can see [15–18] for details.
Proof. We only prove the case “.” It is clear that (ii) implies (i). We now prove that (i) implies (ii).
Suppose (i) holds. In the case λ = 0, it is obvious that (i) implies (ii). When λ > 0, we consider the mapping deﬁned by
E˜[X] = E[λX]
λ
. (3.14)
According to Lemma 3.1, we know that E˜[·] is an F -expectation and satisﬁes the assumption (H) and the condition (A). Its
conditional expectation under Ft is
E˜[X |Ft] = E[λX |Ft]
λ
a.s. (3.15)
In view of (i) and (3.14), we know that
∀X ∈ L1(FT ), E˜[X] E[X].
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∀(X, t) ∈ L1(FT ) × [0, T ], E˜[X |Ft] E[X |Ft] a.s. (3.16)
It follows from (3.15) and (3.16) that (ii) holds. In the same way, we can prove the case where λ < 0. The proof is com-
plete. 
4. Jensen’s Inequality forF -expectation
In this section, we will put forward and prove our main results. The following Theorem 4.1 gives a necessary and
suﬃcient condition under which Jensen’s inequality for F -expectation E[·] holds in general.
Theorem 4.1. Suppose that E[·] is an F -expectation satisfying the continuous assumption (H), then the following two statements are
equivalent:
(i) Jensen’s inequality for F -expectation E[·] holds in general, i.e., for each convex function ϕ(x) : R → R and each ξ ∈ L1(FT ), if
ϕ(ξ) ∈ L1(FT ), then for each t ∈ [0, T ], we have
E[ϕ(ξ)∣∣Ft] ϕ[E[ξ |Ft]] a.s.
(ii) ∀(ξ,a,b) ∈ L1(FT ) × R× R, E[aξ + b] aE[ξ ] + b.
Proof. Firstly, we prove (i) implies (ii). Suppose (i) holds, for each (ξ,a,b) ∈ L1(FT ) × R × R, let ϕ(x) = ax + b, obviously
ϕ(x) is a convex function and ϕ(ξ) ∈ L1(FT ), then for each t ∈ [0, T ], we have
E[aξ + b|Ft] = E
[
ϕ(ξ)
∣∣Ft] ϕ[E[ξ |Ft]]= aE[ξ |Ft] + b a.s.
In particular, let t = 0, we obtain (ii).
In the following, we prove (ii) implies (i). Suppose (ii) holds, then we have
∀(X,k) ∈ L1(FT ) × R, E[X + k] E[X] + k (4.1)
and
∀(X, λ) ∈ L1(FT ) × R, E[λX] λE[X]. (4.2)
Thus, from (4.1) and the proof of Proposition 3.2, we know that the condition (A) holds for E[·], and from (4.2) we can
deduce that for each t ∈ [0, T ] and bounded variable ζ ∈Ft ,
∀X ∈ L1(FT ), E[ζ X |Ft] ζE[X |Ft] a.s. (4.3)
In fact, in view of (H) and (A), from (4.2) and Proposition 3.3 we know that for each t ∈ [0, T ],
∀(X, λ) ∈ L1(FT ) × R, E[λX |Ft] λE[X |Ft] a.s. (4.4)
Thus, let {Ai}mi=1 be a Ft -measurable partition of Ω (i.e., Ai are disjoint, Ft-measurable and
⋃
Ai = Ω) and let λi ∈ R
(i = 1,2, . . . ,m). By (2.5) and (4.4), we have
E
[
m∑
i=1
λi1Ai X
∣∣∣Ft
]
=
m∑
i=1
1AiE[λi X |Ft]
m∑
i=1
1AiλiE[X |Ft] a.s.
In other words, for each (X, t) ∈ L1(FT ) × [0, T ] and each simple function ζ ∈ L1(Ft),
E[ζ X |Ft] ζE[X |Ft] a.s.
Thus thanks to the continuous assumption (H) again, it follows from Proposition 2.2 that (4.3) is true.
The main idea of the following proof is derived from [12]. Given (t, ξ) ∈ [0, T ]× L1(FT ) and convex function ϕ such that
ϕ(ξ) ∈ L1(FT ), we set ηt = ϕ′−(E[ξ |Ft]). Then ηt is Ft-measurable. Since ϕ is convex, we have
ϕ(x) − ϕ(y) ϕ′−(y)(x− y), ∀x, y ∈ R.
Take x = ξ , y = E[ξ |Ft]. Then we have
ϕ(ξ) − ϕ(E[ξ |Ft]) ηt(ξ − E[ξ |Ft]) a.s.
For the given t ∈ [0, T ] and each n ∈ N, we deﬁne
Ωt,n =
{∣∣E[ξ |Ft]∣∣+ |ηt | + ∣∣ϕ(E[ξ |Ft])∣∣ n},
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E[1Ωt,nϕ(ξ)∣∣Ft] E[1Ωt,nϕ(E[ξ |Ft])− 1Ωt,nηtE[ξ |Ft] + 1Ωt,nηtξ |Ft] a.s.
By the deﬁnition of 1Ωt,n , we know
1Ωt,nϕ
(E[ξ |Ft])− 1Ωt,nηtE[ξ |Ft] ∈ L1(Ft).
Thus in view of (H) and (A), from Proposition 3.1 we can get
E[1Ωt,nϕ(ξ)|Ft] 1Ωt,nϕ(E[ξ |Ft])− 1Ωt,nηtE[ξ |Ft] + E[1Ωt,nηtξ |Ft] a.s.
Moreover from (4.3), in view of 1Ωt,nηt ∈Ft and is bounded by n, we can get
E[1Ωt,nηtξ |Ft] 1Ωt,nηtE[ξ |Ft] a.s.
Hence, we can deduce that, for each n ∈ N,
E[1Ωt,nϕ(ξ)∣∣Ft] 1Ωt,nϕ(E[ξ |Ft]) a.s. (4.5)
Finally, thanks to assumption (H) again, from Proposition 2.2 we can get
E[ϕ(ξ)∣∣Ft] ϕ(E[ξ |Ft]) a.s.
Hence Jensen’s inequality for E[·] holds in general. The proof is complete. 
Remark 4.1. From the procedure of the proof of Theorem 4.1, we know that, if the pricing E[·] is continuous, then Jensen’s
inequality for F -expectation E[·] holds in general if and only if the static pricing E[·] is “cash translatability” and “sup-
homogeneous.”
Remark 4.2. When proving (i) implies (ii) in Theorem 4.1, we need not the assumption (H).
Deﬁnition 4.1. A bivariate function f (x, y) : R+ × R+ → R is semi-negative deﬁnite means that it satisfy the following two
conditions:
(1) f (x, y) ∈ C2(R+ × R+) and for each (x, y) ∈ R+ × R+ , ∂ f
∂x ,
∂ f
∂ y  0;
(2) for each (x, y) ∈ R+ × R+ , the Hessian-matrix A(x, y) = ( ∂2 f /∂x2 ∂2 f /∂x∂ y
∂2 f /∂ y∂x ∂2 f /∂ y2
)
is semi-negative deﬁnite.
The following Theorem 4.2 gives the necessary and suﬃcient conditions under which Jensen’s inequality of bivariate
function for F -expectation E[·] holds.
Theorem 4.2. Suppose that E[·] is an F -expectation satisfying the continuous assumption (H), then the following three statements
are equivalent:
(i) Jensen’s inequality of bivariate function forF -expectation E[·] holds, i.e., for any nonnegative variables (ξ,η) ∈ L1(FT )× L1(FT ),
and any semi-negative deﬁnite bivariate function f (x, y) : R+ × R+ → R, if f (ξ,η) ∈ L1(FT ), then for each t ∈ [0, T ], we have
E[ f (ξ,η)∣∣Ft] f (E[ξ |Ft],E[η|Ft]) a.s.
(ii) For any nonnegative variables (ξ1, ξ2) ∈ L1(FT ) × L1(FT ) and any (t, λi) ∈ [0, T ] × R+ (i = 1,2,3),
E[λ1ξ1 + λ2ξ2 − λ3|Ft] λ1E[ξ1|Ft] + λ2E[ξ2|Ft] − λ3 a.s.
(iii) For any nonnegative variables (ξ,η) ∈ L1(FT ) × L1(FT ) and any (t, λ) ∈ [0, T ] × R+ ,{E[ξ − λ|Ft] E[ξ |Ft] − λ a.s.;
E[λξ |Ft] = λE[ξ |Ft] a.s.;
E[ξ + η|Ft] E[ξ |Ft] + E[η|Ft] a.s.
Moreover, if E[·] satisﬁes also the condition (A), then if the following statement
(iv) For each variable ξ ∈ L1(FT ), each real number λ ∈ R+ and each nonnegative variable η ∈ L1(FT ),{E[λξ ] = λE[ξ ];
E[ξ + η] E[ξ ] + E[η]
holds, then Jensen’s inequality of bivariate function for E[·] holds.
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continuous property and the cash translatability property, if the static pricing E[·] is also “positively homogeneous” and
“sub-additive,” then Jensen’s inequality of bivariate function for F -expectation E[·|Ft] holds.
Proof. We can easily prove that (i) implies (ii) by choosing the semi-negative bivariate functions f (x, y) = λ1x+ λ2 y − λ3.
Suppose (ii) holds, then for each nonnegative variable ξ ∈ L1(FT ) and each (t, λ) ∈ [0, T ] × R+ ,
E[ξ − λ|Ft] E[ξ |Ft] − λ a.s., E[λξ |Ft] λE[ξ |Ft] a.s.,
and for any nonnegative variables (ξ,η) ∈ L1(FT ) × L1(FT ) and any t ∈ [0, T ],
E[ξ + η|Ft] E[ξ |Ft] + E[η|Ft] a.s.
Thus for each nonnegative variable ξ ∈ L1(FT ), t ∈ [0, T ] and each λ > 0,
E[λξ |Ft] λE[ξ |Ft] = λE
[
1
λ
λξ
∣∣∣Ft
]
 λ1
λ
E[λξ |Ft] = E[λξ |Ft].
Hence, we know that (iii) is true, i.e., (ii) implies (iii).
In the following, we prove that (iii) implies (i). Suppose (iii) holds. From (iii) and (2.1), we can immediately get that
∀(X, t,k) ∈ L1(FT ) × [0, T ] × R (X  0), E[X + k|Ft] E[X |Ft] + k a.s. (4.6)
and
∀(X, t, λ) ∈ L1(FT ) × [0, T ] × R+ (X  0), E[λX |Ft] = λE[X |Ft] a.s. (4.7)
In view of the continuous assumption (H), similar to the proof of (3.1), from (4.6) we can deduce that for each nonnegative
variable X ∈ L1(FT ) and each (t, Y ) ∈ [0, T ] × L1(Ft),
E[X + Y |Ft] E[X |Ft] + Y a.s. (4.8)
In view of the continuous assumption (H), similar to the proof that (4.4) implies (4.3), from (4.7) we can also deduce that
for each nonnegative variable X ∈ L1(FT ), nonnegative bounded variable ζ ∈Ft and each t ∈ [0, T ],
E[ζ X |Ft] = ζE[X |Ft] a.s. (4.9)
The approach of the following proof partly derives from [10]. Now, given a semi-negative bivariate function f (x, y) ∈
C2(R+ × R+), let nonnegative variables (ξ,η) ∈ L1(FT ) × L1(FT ) and f (ξ,η) ∈ L1(FT ). For each t ∈ [0, T ], let (x0, y0) =
(E[ξ |Ft],E[η|Ft]), by Lemma 2.2, we know that (x0, y0) ∈ R+ × R+ . For the given t ∈ [0, T ] and any n ∈ N, we deﬁne
Ωt,n =
{∣∣∣∣∂ f∂x (x0, y0)
∣∣∣∣+
∣∣∣∣∂ f∂ y (x0, y0)
∣∣∣∣+ ∣∣ f (x0, y0)∣∣ n
}
.
From [10], in view of Lemma 2.2, we know that
E[1Ωt,n f (ξ,η)∣∣Ft] E
[
1Ωt,n f (x0, y0) + 1Ωt,n
∂ f
∂x
(x0, y0)(ξ − x0) + 1Ωt,n
∂ f
∂ y
(x0, y0)(η − y0)
∣∣∣Ft
]
a.s. (4.10)
By the deﬁnition of Ωt,n , since
∂ f
∂x (x0, y0),
∂ f
∂ y (x0, y0), f (x0, y0) are all Ft-measurable, we can conclude that
1Ωt,n f (x0, y0) − 1Ωt,n
∂ f
∂x
(x0, y0)x0 − 1Ωt,n
∂ f
∂ y
(x0, y0)y0 ∈ L1(Ft).
Since that ξ,η, ∂ f
∂x (x0, y0) and
∂ f
∂ y (x0, y0) are all nonnegative variables and 1Ωt,n
∂ f
∂x (x0, y0), 1Ωt,n
∂ f
∂ y (x0, y0) are bounded by
n, considering that the assumption (H) and the condition (A), it follows from (4.8), (iii) and (4.9) that
E
[
1Ωt,n f (x0, y0) + 1Ωt,n
∂ f
∂x
(x0, y0)(ξ − x0) + 1Ωt,n
∂ f
∂ y
(x0, y0)(η − y0)
∣∣∣Ft
]
 1Ωt,n f (x0, y0) − 1Ωt,n
∂ f
∂x
(x0, y0)x0 − 1Ωt,n
∂ f
∂ y
(x0, y0)y0 + E
[
1Ωt,n
∂ f
∂x
(x0, y0)ξ + 1Ωt,n
∂ f
∂ y
(x0, y0)η
∣∣∣Ft
]
 1Ωt,n f (x0, y0) − 1Ωt,n
∂ f
∂x
(x0, y0)x0 − 1Ωt,n
∂ f
∂ y
(x0, y0)y0 + E
[
1Ωt,n
∂ f
∂x
(x0, y0)ξ
∣∣∣Ft
]
+ E
[
1Ωt,n
∂ f
∂ y
(x0, y0)η
∣∣∣Ft
]
= 1Ωt,n f (x0, y0) a.s. (4.11)
Combining (4.10) with (4.11), we can conclude that
Eg
[
1Ωt,n f (ξ,η)
∣∣Ft] 1Ωt,n f (x0, y0) a.s.
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E[ f (ξ,η)∣∣Ft] f (E[ξ |Ft],E[η|Ft]) a.s.
Because that t ∈ [0, T ] is any given, we know that Jensen’s inequality of bivariate function for E[·] holds, i.e., (iii) implies (i).
Moreover, suppose (iv) holds. From Corollary 3.1 and Proposition 3.2, in view of the assumption (H) and the condition (A),
we know that (iv) implies (iii), then (i) is also true. The proof of Theorem 4.2 is complete. 
Remark 4.4. When proving that (i) implies (ii) and (ii) is equivalent to (iii) in Theorem 4.2, we need not the assumption (H).
Remark 4.5. Since that the variable X in the condition (A) is not only nonnegative, (iii) does not imply the condition (A).
Similarly, since that the variable ξ in (iv) of Theorem 4.2 is not only nonnegative, (iii) does not imply (iv).
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