Abstract. By applying the empirical likelihood method, we construct a new weighted estimator of the conditional mean function for a left-truncated and right-censored model. Assuming that the observations form a stationary α-mixing sequence, we derive weak convergence with a certain rate and prove asymptotic normality of the weighted estimator. The asymptotic normality shows that the weighted estimator preserves the bias, variance, and, more importantly, automatic good boundary behavior of a local linear estimator of the conditional mean function. Also, a Berry-Esseen type bound for the weighted estimator is established. A simulation study is conducted to study the finite sample behavior of the new estimator and a real data application is provided.
Introduction
see Györfi et al. (1989) and Bosq (1998) and the references therein. Masry and Fan (1997) considered estimating E(Y |X = x) for mixing sequences using the local polynomial estimator. For more references about non-parametric regression techniques with dependent data see, for example, the bibliographical notes given in Fan and Yao (2003) .
In some fields as reliability, survival analysis or economics, right-censored or/and left-truncated data are often encountered. The random variable Y can be regarded as the lifetime of a device, dependent observations. It can be seen easily that the implementation of the NW estimate of the regression function is much easier than the LL method, and the estimated values of the regression function are always within the range of the response variable. However, it is well-known that the NW method is inferior to the LL approach due to the limitations such as larger bias, non-adaptation and boundary effects (see, e.g., Fan and Gijbels (1996) ). To take the advantages of both the NW method and LL estimate, Hall and Presnell (1999) proposed for the first time a weighted NW estimator of the regression function under the independent and completed samples. Liang (2012) used this method to define a weighted NW estimator for the nonparametric regression with truncated data.
We, in this paper, use empirical likelihood method to construct a new weighted estimator of m (x) for the LTRC model, and investigate weak consistency and asymptotic normality of the weighted estimator under α-mixing observations. Also, a Berry-Esseen type bound for the weighted estimator is established. These results are new, even in independent cases. Theoretical results in Section 3 and simulation study in Section 4 show that the weighted estimator shares the advantages of both the NW method and LL fitting. Specifically, the new estimator reduces the bias of the NW estimator (matching that of the LL estimator).
Let (X, Y, T, W ) be a random vector, where Y is the lifetime with distribution function (df) F , T
is random left truncation time with the df L and W denotes random right censoring time with the df G. Assume that X admits df V (·) and density v(·). In the LTRC model one observes (X, Z, T, δ)
necessarily, we assume θ > 0. Let (X i , Z i , T i , δ i ), for i = 1, 2, · · · , n, be a stationary random sample from (X, Z, T, δ) which one observes then (T i ≤ Z i , ∀i). We assume that Y , T and W are nonnegative random variables, as usual in survival analysis. Iglesias-Pérez and González-Manteiga (1999) defined a generalized product-limit estimator of conditional distribution function F (y|x) of Y given X = x for the LTRC data by
where
, K denotes a kernel function, and 0 < h n → 0 is a bandwidth parameter. Under the i.i.d. setting, Iglesias-Pérez and González-Manteiga (1999) obtained for the first time an almost sure representation and asymptotic normality of F n (·). Liang et al. (2012) investigated asymptotic properties of F n (·) with α-mixing data.
In the sequel, {(X i , Z i , T i , δ i ) =: ζ i , 1 ≤ i ≤ n} is assumed to be a stationary α-mixing sequence of random vectors. Recall that the sequence {ζ k , k ≥ 1} is said to be α-mixing if the α-mixing coefficient
. . , ζ m } denotes the σ-algebra generated by ζ l , ζ l+1 , . . . , ζ m with l ≤ m. Among various mixing conditions used in the literature, the α-mixing is reasonably weak, and has many practical applications. Many stochastic processes and time series are known to be α-mixing. Withers (1981) obtained various conditions for a linear process to be α-mixing. Also see, e.g., Doukhan (1994) , page 99, for more details; and Cai and Kim (2003) for motivation in the scope of survival analysis. In fact, under very mild assumptions linear autoregressive and more generally bilinear time series models are α-mixing with mixing coefficients decaying exponentially, i.e.,
The rest of the paper is organized as follows. In the next section we introduce the estimators of m(x). Main results are formulated in Section 3. A simulation study is presented in Section 4, while a real data illustration is given in Section 5. Section 6 gives the proofs of the main results.
Some preliminary lemmas, which are used in the proofs of the main results, are collected in Appendix (Section 7).
Estimators
In the sequel, for any df Q(y) = P (η ≤ y), its density function is denoted by q(y), we denote the left and right support endpoints by a Q = inf{y : Q(y) > 0} and b Q = sup{y : Q(y) < 1}, respectively.
For any given x ∈ R, define Q(y|x) = P (η ≤ y|X = x) and Q * (y) = P (η ≤ y|T ≤ Z), their density functions are denoted by q(y|x) and q * (y), respectively. Set θ(x) = P (T ≤ Z|X = x),
. In addition, assume that Y, T and W are conditionally independent at X = x, and F (y|x) and G(y|x) are continuous with respect to y then it is easy to verify that
and
. From now on we only consider classes of the functions ϕ that satisfy the following conditions:
Remark 2.1 If the lifetime Y has no left truncation (i.e., T = 0), then one can choose τ 1 = 0 in the condition (H), in this case, (H) reduces to assumption (H) of El Ghouch and Van Keilegom (2008).
Under condition (H), if Λ(·) is a bounded function with bounded support, and the functions v * (t) and f (y|t) are continuous at t = x we find
where Λ an (·) = Λ(·/a n )/a n and 0 < a n → 0.
If m(z) is assumed to have (p + 1)th continuous derivative in a small neighbourhood of x, it can be approximated by a polynomial function as
Note that (2.1) suggests that m(x) can be viewed as a nonparametric regression of
Therefore, based on the idea of the local polynomial smoother, the estimator
2), when p = 0, we obtain the following NW type estimator of m(x)
where It is easy to see that the LL weights w LL i (x) satisfy:
But for the NW type weights w N W i (x) this moment condition is not fulfilled.
In view of the information (2.3), we use the empirical likelihood method to define the new weighted estimator of m(x) for the LTRC model as follows. We first introduce the empirical likelihood function
, where p 1 (x), · · · , p n (x) are subject to the restrictions:
The maximum of L can be found via Lagrange multipliers. It may be shown that
and η is the solution of the following equation: 
Throughout the paper we assume that α(n) = O(n −λ ) for some positive constant λ. In order to formulate the main results, we need the following assumptions. and f (y|s) are bounded for (s, y) ∈ I ϵ × R.
(A4) For all integers j ≥ 1, the joint conditional density v * j (·, ·) of X 1 and X j+1 exists on R × R and (A8) Assume that na n → ∞, and that the sequence α(n) satisfies for positive integers q := q n that
Remark 3.1 Conditions (A1)-(A3) and (A6)-(A7) are standard regularity conditions and used commonly in the literature, see, e.g., Iglesias-Pérez and González-Manteiga (1999) for conditions (A1)-(A3), El Ghouch and Van Keilegom (2008) for conditions (A6)-(A7); Condition (A4) is mainly technical, which is employed to simplify the calculations of covariances in the proof, these assumptions are redundant for the independent setting; the role of condition (A5) is to obtain the rate of convergence of the estimator F n (y|x). Condition (A8) is used to prove asymptotic normality for an α-mixing
sequence.
. Suppose that conditions (H), (A0)-(A4), (A5)(i) and (A6)-(A7) are satisfied. If na
1+r 0 n = O(1) for some constant r 0 ≥ 2, then m n (x) − m(x) = a 2 n 2 m ′′ (x)∆ 21 + O p ((na n ) −1/2 ) + o p (a 2 n ) + O p (( ln(n) nh n ) 1/2 + h k 0 n ) .
Theorem 3.2 Under the assumptions of Theorem 3.1 and
Γ 2 (x) > 0, if (A8) holds, then √ na n { m n (x) − m(x) − a 2 n 2 m ′′ (x)∆ 21 + o p (a 2 n ) + O p (( ln(n) nh n ) 1/2 + h k 0 n )} D → N ( 0, Γ 2 (x) ) .
Remark 3.2 (a) It may be seen from Theorem 3.1 that the weighted estimator
probability with a rate, which implies that m n (x) is consistent.
, thus we get the aymptotic optimal bandwidth for the bandwidth a n , a opt n = (
and Liang et al. (2015) proved that
Obviously, the estimators m LL (x) and m n (x) of m(x) have same asymptotic normality, i.e., m n (x) matches both the asymptotic bias and the asymptotic variance of m LL (x).
In order to give a Berry-Esseen type bound for m n (x) to assess the quality of the normal approximation in Theorem 3.2, we need the following additional assumption.
(B) µ := µ n and ν := ν n are positive integers such that µ + ν ≤ n, µ/n → 0 and νµ −1 → 0.
. Suppose that conditions (H), (A0)-(A4), (A5)(ii), (A6)-(A7) and (B) are satisfied, and
) . 
Remark 3.3 The assumptions γ
, which has been used by some authors (see Doukhan (1994) ), then λ can be arbitrarily large).
Simulation Study
In this section, we conduce a simulated study to investigate the finite sample performance we examine how good the asymptotic normality of the new estimator is by Normal-Probability-plots of m n (x) at the specific point x = 1.
In order to obtain an α-mixing observed sequence
we generate the data as in the simulated study by Liang et al. (2015) , which is as follows.
(1) Drawing of the first observation (X 1 , Z 1 , T 1 , δ 1 ) in the final sample.
Step 1. Draw e 1 ∼ N (0, 1), take X 1 = 0.5e 1 ;
Step 2. 
Step 3. Draw independently T 1 ∼ N (µ, 1), where µ is adapted in order to get different values of
(2) Drawing of the second observation (X 2 , Z 2 , T 2 , δ 2 ) in the final sample.
Step 4. Draw X 2 according to the AR(1) model X 2 = ρX 1 + 0.5e 2 , where e 2 ∼ N (0, 1) is independent of X 1 , and |ρ| < 1 is some constant, which is chosen to control the dependence of the observations;
Step 5. Compute Y 2 and W 2 , respectively, from the model Y 2 = sin(πX 2 )+ϕ 1 (1+0.3 cos(πX 2 ))ϵ 2 , W 2 = sin(πX 2 ) + 0.5ϕ 2 (1 + 0.3 cos(πX 2 )) + ϕ 3 (1 + 0.3 cos(πX 2 ))ε 2 , where both ϵ 2 andε 2 are N (0, 1) random variables, and ϵ 2 ,ε 2 and X 2 are mutually independent. Take Z 2 = min(Y 2 , W 2 ),
Step 6. Draw independently
By replicating the process (2) above, we generate the observed data (
The generating process shows that
, where
, and everything is distributed conditionally on Z i ≥ T i . Note that the α-mixing property of the observable X i is immediately transferred to the
For the proposed estimators, we employ the kernel
. In addition, the parameters ϕ i (i = 1, 2, 3) allow to control the percentage of censoring (PC) which is given by
, when ϕ 2 = 1.038, 50%, when ϕ 2 = 0.
Comparison of consistency among the estimators of m(x)
To compare the global performance of the estimators m n (x) , m N W (x) and m LL (x), we compute for the estimator m h,a of m the global mean square error (GMSE) along M = 500 Monte Carlo trials and a grid of bandwidths h := h n and a := a n ; the GMSE is defined as
where X k,l is the k-th datum in the l-th trial. The minimal values of GM SE(h, a) along the grid, and the corresponding bandwidths minimizing the error, are reported in Table 1 . Specifically, for n = 100, h n and a n range from 0.05 to 0.80 with a step 0.01; for n = 300, h n ranges from 0.05 to 0.80 with step 0.01 and a n ranges from 0.05 to 0.60 with step 0.01. When h n = 0.05 was obtained, then the grid was expanded.
In Table 1 we see, for the new estimator m n , that the minimum GMSE decreases as the sample size n or the no truncation proportion θ increase, and that it increases as the dependence of the observations increases (ρ increases) or as the percentage of censoring PC increases. All these features were expected, and they were also observed for NW and LL estimators by Liang et al. (2015) . More interestingly, we can appreciate how the new estimator m n outperforms the NW estimator in most of the cases and how the local linear smoother outperforms both of them. It is also seen in Table 1 that the bandwidth a n decreases as the sample size increases or the percentage of censoring decreases, and that, in many cases, a n for the new estimator is between the a n for the NW estimator and the a n for the LL estimator. The bandwidth h n is very similar for the three estimators and it increases as the percentage of censoring increases. In Figure 1 , we plot the theoretical curve m(x) = sin(πx) together with the estimators m n (x) (denoted by m N W P ), m N W (x) and m LL (x), respectively, averaged along the 500 Monte Carlo trials for the two sample sizes, ρ = 0.1, P C = 10%, θ = 60%, a n and h n from Table 1 . From this Figure it is seen that all estimators perform better with a larger n, and that the new NWP estimator and the LL estimator fit better the theoretical curve specially at the boundaries. Table 1 , n =100 (left) and 300 (right).
Asymptotic normality
We explore how good is the asymptotic normal approximation of the estimator m n (x) at x = 1.
Observe that the regression function in x = 1 is sin(π) = 0. In Figure 2 , we plot the histograms and the Q-Q plots of m n (x) for ρ = 0.1, P C = 10%, θ = 60%, a n and h n from Table 1 , based on M = 250 replications with sample size n = 100 and 300, respectively. From Figure 2 , it is seen that the normality in the distribution of the estimators is acceptable for the two sample sizes n, and it is better when n increases.
Histogram (n=100)
new estimator at x=1 Table 1 , n =100 and 300, respectively.
Real data application
In this section, we apply the new NWP regression estimator to the analysis of Spanish unemployment data, and we compare its performance with the performance of NW and LL estimators which were 
Proof of Main Results
Set Θ j = 1 n ∑ n i=1 χ j ni (x) and χ ni (x) = (X i − x)Λ an (X i − x).
Lemma 6.1 Let α(n) = O(n
for some constant r 0 > 2, then 
Proof. (i) We prove only Θ
). So, we need to evaluate that EΘ 1 and Var(Θ 1 ).
In view of (A3) and (A6), we have
From (A3) and (A6), it is easy to verify that Θ 11 = O(a n /n).
For i < j, applying (A3), (A4) and (A6) we have |Cov(χ
On the other hand, from Lemma 7.1 (take p = q = 20λ) it follows that |Cov(
Then Θ 12 = O(a n /n). Therefore Var(Θ 1 ) = O(a n /n), which, together with (6.1), implies that
Hence, applying the proof of Lemma 3 in Owen (1990) , it follows that η = O p (a n + (na n ) −1/2 ) and
(ii) From (6.1) we have
Using Lemmas 7.5 and 7.6, one can prove that
Similarly, one can verify that
Hence, from
nan → 0 and (6.2) we have
It suffices to show that v * n (x) (1) . Similarly to the arguments as in (i) of the proof of Lemma 6.1 it is easy to verify that Var(D 1n (x)) → 0. Therefore,
From (A3) and (A6) it follows that ED
1n (x) = ∫ Λ(u)v * (x + a n u)du = v * (x) + oD 1n (x) = v * (x) + o p (1). Note that |D 2n (x)| ≤ |η| 1 − max 1≤i≤n |ηχ ni (x)| · 1 na 2 n n ∑ i=1 |X i − x|Λ 2 ( X i − x a n ) and E{ 1 na 2 n ∑ n i=1 |X i −x|Λ 2 ( X i −x an )} = ∫ |u|Λ 2 (u)v * (x+a n u)du = O(1). Then D 2n (x) = O p ((na n ) −1/2 + a n ) = o p (1) by Lemma 6.1(i). (II) We prove R 1n (x) = O p ( (ln(n)/(nh n )) 1/2 + h k 0 n ). Since x ∈ I, [x − Ca n , x + Ca n ] ∈ I ϵ for large n and 0 < C * ≤ C(y|x) ≤ C * < ∞ for (x, y) ∈ I ϵ × [τ 1 , τ 2 ] by C(y|x) = θ −1 (x)L(y|x)
(1 − H(y|x)) and (A2). Then from (A6) we have
. Therefore, using Lemma 6.1(i) and Lemma 7.3, it follows that
, where X * i is between X i and x, and from
We observe that
Using the similar arguments as those employed in the proof of Lemma 6.1(i) one can verify that
Hence, from (A0) and na n → ∞ we have
1+ηχ ni (x) }, we write
It is easy to verify that
Since Y * i and m(·) are bounded by (H), from (H), (A3), (A4) and (A6) it follows that
) and similarly to the arguments as those employed in the proof of Lemma 6.1(i) we have
Similarly to the arguments as for (6.4) one can verify that Var{
Then from Lemma 6.1 we have
From (H), (A3) and (A6), it is easy to verify that
Proof of Theorem 3.2. From the proof of Theorem 3.1 it suffices to show that
. Note that (A8) implies that there exists a sequence of positive integers δ n → ∞ such that
Applying Bernstein's big-block and small-block procedure, Following the proof line as in Liang et al.
(2015), one can prove the conclusion.
Proof of Theorem 3.3.
From the proof of Theorem 3.1 one can write
where X * i is between X i and x.
n , γ 9n = a 4/3 n and γ 10n = (a 4 n ln(n)) 1/4 + (na 7 n ) 1/4 . Using Lemma 7.7 we have
Then, it suffices to show that
) .
(
Note that (A3) and (A6) imply that | 1 an E(Λ( 
. Following the proof line as in Lemma 6.1(ii), applying Lemmas 7.5-7.6 we have
. From the proof in (II) above we have
Lemma 6.1(ii) and Lemma 7.3 we obtain that
(6.5)
From (IV) above, we have E{
Then, using Lemma 6.1(ii), it follows that EI 2 31n (x) = O(
, which gives that
From (6.5)-(6.7) and (ln(n)/(na n )) 1/3 > (ln 3/2 (n)/(na n )) 1/2 we find
(VIII) We evaluate |I 6n (x)|, and prove that
The proof in (III) shows that
Hence, applying Lemma 7.7, it follows that
n . Next we need only to prove that
6n ). (6.9) (i) We verify (6.8). Note that
The proof of of Theorem 3.2 shows that Var(
Using Lemma 7.1 again we have
(ii) We prove (6.9) . Let e mn (x), m = 1, 2, · · · , w be independent random variables where the distribution of e mn (x) is the same as that of
From Eξ 2 i (x) = 1 and (6.11) it follows that
By Berry-Esseen inequality (see Petrov (1995) , page 154, Theorem 5.7), for l > 2 there exists some
. Then, using Lemma 7.4 (take p = l and q = l + µ)
, which, together with (6.15), yields that
Assume that φ(t) and ψ(t) are the characteristic functions of n −1/2 Ω ′ n (x) and n −1/2 U n (x), respectively. By Esseen inequality (see Petrov (1995) , page 146, Theorem 5.3), for any Υ > 0 we have 
Appendix
In this section, we give some preliminary Lemmas, which have been used in Section 6. Let {Z i , i ≥ 1} be a sequence of α-mixing real random variables with the mixing coefficients {α(k)}. 
