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Abstract
In this thesis, we develop continuum notions for atomistic systems which play an impor-
tant role in developing accurate constitutive relations for continuum models, and robust
multiscale methods for studying systems with multiple length and time scales. We use a
unified framework to study the Irving–Kirkwood and Murdoch–Hardy procedures used to
obtain definitions for continuum fields in atomistic systems. We identify and investigate
the following three problems.
1. Continuum fields derived for atomistic systems using the Irving–Kirkwood or the
Murdoch–Hardy procedures correspond to a spatial description. Due to the absence
of a deformation mapping field in atomistic simulations, it is uncommon to define
atomistic fields in the reference configuration. We show that the Murdoch–Hardy
procedure can be modified to obtain pointwise continuum fields in the reference con-
figuration using the motion of particles as a surrogate for the deformation mapping.
In particular, we obtain definitions for the first and second atomistic Piola–Kirchhoff
stress tensors. An interesting feature of the atomistic first Piola–Kirchhoff stress
tensor is the absence of a kinetic contribution, which in the atomistic Cauchy stress
tensor accounts for thermal fluctuations. We show that this effect is also included in
the atomistic first Piola–Kirchhoff stress tensor through the motion of the particles.
2. We investigate the non-uniqueness of the atomistic stress tensor stemming from the
non-uniqueness of the potential energy representation. In particular, we show using
rigidity theory that the distribution associated with the potential part of the atomistic
stress tensor can be decomposed into an irrotational part that is independent of the
potential energy representation, and a traction-free solenoidal part. Therefore, we
have identified for the atomistic stress tensor a discrete analog of the continuum gen-
eralized Beltrami representation (a version of the vector Helmholtz decomposition
for symmetric tensors).
3. We show that an ambiguity in the original Irving–Kirkwood procedure resulting due
to the non-uniqueness of the energy decomposition between particles can be com-
pletely avoided through an alternate derivation for the energy balance. It is found that
the expressions for the specific internal energy and the heat flux obtained through the
alternate derivation are quite different from the original Irving–Kirkwood procedure
and appear to be more physically reasonable. Next, we apply spatial averaging to
the pointwise field to obtain the corresponding macroscopic quantities. These lead to
expressions suitable for computation in molecular dynamics simulations.
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Chapter 1
Thesis introduction
Continuum mechanics provides an efficient theoretical framework for modeling materials
science phenomena.1 To characterize the behavior of materials, constitutive relations serve
as an input to the continuum theory. These constitutive models have functional forms which
must be consistent with material frame-indifference and the laws of thermodynamics and
include parameters that are fitted to reproduce experimental observations. With the advent
of modern computing power, atomistic simulations through “numerical experiments” offer
the potential for studying different materials and arriving at their constitutive laws from
first principles. This could make it possible to design new materials and to improve the
properties of existing materials in a systematic fashion. To use the data obtained from an
atomistic simulation to build a constitutive law that is framed in the language of continuum
mechanics, it is necessary to understand the connection between continuum fields and the
underlying microscopic dynamics.
Another arena where the connection between continuum and atomistic concepts is impor-
tant is the field of multiscale modeling of materials. This discipline involves the devel-
opment of computational tools for studying problems where two or more length and/or
time scales play a major role in determining macroscopic behavior. A prototypical ex-
ample is fracture mechanics where the behavior of a crack is controlled by atomic-scale
phenomena at the crack-tip, while at the same time long-range elastic stress fields are set
up in the body. Many advances have been made in the area of multiscale modeling in
recent years. Some common atomistic/continuum coupling methods are quasicontinuum
[TOP96, SMT+99], coupling of length scales [RB00], cluster quasicontinuum [KO01],
1Some portions of this introductory chapter are adopted either in essence or verbatim from our earlier
publication [AT10].
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bridging domain [XB04], coupled atomistics and discrete dislocations [SMC04], and het-
erogeneous multiscale methods [EEL+07], to name just a few. Refer to [TM09] for a
comparison of some prominent atomistic/continuum coupling multiscale methods. In a
multiscale method, a key issue involves the transfer of information between the discrete
model and the continuum model. It is therefore of practical interest to understand how
to construct definitions of continuum fields for an atomistic system, to ensure a smooth
transfer of information between the discrete and continuum domains.
The main theme of this work is to develop continuum notions for atomistic systems within
a unified framework. The idea of defining continuum fields from particle mechanics (for
the special case of pair potential interactions) was pioneered in the landmark paper of Irv-
ing and Kirkwood [IK50]. Irving and Kirkwood derived the equations of hydrodynamics
from the principles of non-equilibrium classical statistical mechanics and in the process
established pointwise definitions for various continuum fields. Under this procedure, basic
continuum fields including the mass density, momentum density, and the specific internal
energy are defined a priori using a probability density function. Using these definitions,
expressions for the stress tensor and the heat flux vector fields are obtained that identically
satisfy the balance laws of continuum mechanics. The continuum fields obtained in Irving
and Kirkwood’s original paper [IK50] involved a series expansion of the Dirac delta distri-
bution, which is not mathematically rigorous.2 In a follow-up study, Noll [Nol55, LVLT10]
proved two lemmas, which allowed him to avoid the use of the delta distribution and to
obtain closed-form analytical expressions for the continuum fields.
Since the Irving–Kirkwood procedure is stochastic in nature, many problems arise when
one tries to use the resulting expressions for a practical calculation — a key one being our
lack of knowledge of the probability density function. To avoid these difficulties, Hardy
[Har82, HRS02] and independently Murdoch [Mur82, MB93, MB94, Mur03, Mur07] de-
veloped a simpler spatial averaging procedure that avoids the mathematical complexity of
the Irving–Kirkwood procedure. In this procedure, continuum fields are defined as direct
spatial averages of the discrete equations of motion using a normalized weighting function.
This approach also leads to a set of definitions that identically satisfy the balance equations.
The continuum fields developed by Hardy and Murdoch are extensively used in numerical
simulations due to their deterministic nature and simplicity. The Irving–Kirkwood and
Murdoch–Hardy procedures were originally developed only for the special case of pair po-
2The derivation is non-rigorous in the sense that expressing the stress tensor as a series expansion is only
possible when the probability density function, which is used in the derivation, is an analytic function of the
spatial variables (see [Nol55]).
2
tential interactions. Although there have been a number of attempts to generalize these
approaches to multi-body potentials (see [ZWS08, Che06, ZT04, HPB05]), these attempts
are restricted to specific potentials (see [Che06, ZT04]). This limitation was addressed by
Admal and Tadmor in [Adm10, AT10] where a unified framework that applies to arbitrary
multi-body potentials was developed. We use this unified framework throughout this work.
Although the fields obtained in the Murdoch–Hardy and Irving–Kirkwood procedures iden-
tically satisfy the continuum balance laws (mass, momentum and energy), they do not have
dual material and spatial descriptions as seen in continuum mechanics. In continuum me-
chanics, a reference configuration is chosen to represent a convenient fixed state of the
body to which the deformed configuration is compared. Once the reference configuration
is chosen, constitutive relations are described using the gradient (or higher-order gradients)
of a deformation which tracks the motion of material points from the reference to the de-
formed configuration. Therefore, the reference configuration plays an important role in
defining constitutive relations in continuum mechanics. Moreover, continuum fields can be
expressed materially on the reference configuration, or spatially on the deformed configu-
ration. A material field can be obtained as a “pull-back” of the corresponding spatial field
with respect to the deformation map.
In contrast to the continuum definitions, since the potential energy of an atomistic body is
defined in terms of the current positions of particles, a reference configuration of particles
is not needed to describe the physical properties of the system. As a result, the fields
obtained in the Murdoch–Hardy and Irving–Kirkwood procedures correspond to a spatial
description. In the absence of a deformation map, atomistic fields cannot be readily pulled-
back to a reference configuration, which hampers the definition of constitutive relations.
This issue is addressed in Chapter 2 in which we obtain material (or referential) descriptions
for atomistic fields and study their relation to the spatial fields obtained in the original
Murdoch–Hardy procedure.
Next we turn to the specific case of the stress tensor field, which of all the continuum fields,
has been studied most extensively due to its importance. In addition to the definitions for
the stress tensor obtained from the Murdoch–Hardy and Irving–Kirkwood procedures, sev-
eral other definitions have been proposed over the years dating back to the 1800s in the work
of Cauchy [Cau28a, Cau28b] on the stress vector, and Clausius [Cla70] on the virial stress.3
Efforts at obtaining microscopic definitions for the stress tensor (as well as other continuum
variables) are ongoing; see for example [Tsa79, WAD95, CRD01, ZIH+04, HPB05, Del05,
3See [AT10] for a more detailed historical review.
3
MRT06, Che06, MJP09b, MJP09a, TPM09, RT10] for some important contributions. Ad-
mal and Tadmor [AT10] have extensively studied the definition for the stress tensor within a
unified framework based on a generalization of the Irving–Kirkwood procedure to arbitrary
multi-body potentials followed by a process of spatial averaging. In that work it was shown
that all existing definitions, including the virial stress tensor [Cla70], Hardy stress tensor
[Har82], and Cauchy/Tsai stress tensor [Cau28a, Cau28b, Tsa79], which all seem to be
derived from disparate approaches, follow as special cases from a single stress expression.
Moreover, various sources of non-uniqueness of the stress tensor in the Murdoch–Hardy
and Irving–Kirkwood procedures are identified.
One source of non-uniqueness in the Murdoch–Hardy procedure is associated with the
choice of weighting function used for spatial averaging. An optimal weighting function
minimizes the noise resulting from the discrete nature of an atomistic model, while at the
same time preserving the macroscopic profile of the continuum field. A recent article by
Ulz et al. [UMP13] proposes an optimal weighting function based on the correlation length
of the potential energy function. A second source of non-uniqueness is a consequence of
the non-uniqueness of the force decomposition used in the stress derivation as first pointed
out in [AT10]. A recent work by Arroyo et al. [VTSA14] discusses the significance of the
force decomposition on the atomistic stress in lipid bilayers used to evaluate the material
constants of a bilayer membrane.
Although significant, the non-uniqueness of the atomistic stress due to the force decompo-
sition has not been as extensively studied as that resulting due to the weighting function.
The rigorous analysis in [AT10] shows that the non-uniqueness of the force decomposition
is directly related to the non-uniqueness of potential energy representation. We explore this
issue in more depth in Chapter 3, where we apply rigidity theory to obtain a Helmholtz-like
decomposition of the atomistic stress tensor into an irrotational part that is independent of
the potential energy representation, and a traction-free solenoidal part. We show that a
similar decomposition of the Cauchy stress tensor can be constructed in continuum me-
chanics using the generalized Beltrami representation. We identify analogies between the
two decompositions, and in the process obtain a strain tensor equivalent in atomistics. The
Helmholtz decomposition of the atomistic stress tensor has the potential to systematically
reduce the noise associated with atomistic fields, which was originally addressed using the
weighting function alone.
In Chapter 4, we use the unified framework developed in [AT10] to study the energy bal-
ance equation of continuum mechanics in the context of multi-body potentials. (This work
4
has been published in [AT11].) In the original Irving–Kirkwood procedure, the definition
for the potential part of the specific internal energy (for the special case of pair poten-
tials in a mono-atomic system) is assumed a priori and the expression for the heat flux
vector is then derived to ensure that the energy balance equation is identically satisfied.
Unfortunately, this approach does not generalize to arbitrary multi-body potentials (or even
pair potentials with multiple species types) since it involves an ambiguous definition for
the “energy of an atom”. To the best of the our knowledge, all the existing works (see
[ZWS08, Che06, ZT04, MR83, TNO08]) which attempt to derive a microscopic definition
for the heat flux in the case of multi-body potentials by generalizing the Irving–Kirkwood
procedure suffer from this ambiguity. Furthermore, even for the case of pair potential in-
teractions, the original Irving–Kirkwood approach leads to an expression for the heat flux
vector which is not invariant with respect to the addition of a constant to the potential en-
ergy of the system — a result which is clearly not physically reasonable. In contrast, in the
spatial averaging procedure proposed by Murdoch [MB94], the specific internal energy and
heat flux vector are obtained together as part of the derivation and the resulting expressions
are consistent with physical expectations. Motivated by this, in Chapter 4, we reformulate
the Irving–Kirkwood procedure using Murdoch’s approach [MB94]. This method leads
to physically-acceptable expressions for the internal energy density and heat flux vector
which are grounded in rigorous statistical mechanics principles and which do not require
an arbitrary energy decomposition between the particles.
The following notation is used in this thesis. Vectors are denoted by lower case letters in
bold font, while tensors of higher order are denoted by capital letters in bold font. The
inner product of two vectors is given by a dot “·”, and their tensor product is given by
the symbol “⊗”. The inner product of two second-order tensors is denoted by “:”. The
gradient of a vector field, v(x), is denoted by∇xv(x). A second-order tensor, T , operating
on a vector, v, is denoted by Tv. The divergence of a tensor field, T (x), is denoted by
divx T (x), which corresponds to ∂Tij/∂xj in indicial notation (with Einstein’s summation
convention).
The main results of this thesis are presented in Chapter 2, Chapter 3 and Chapter 4 which
are written as three separate papers. (The papers in Chapters 2 and 3 are to be submitted for
publication in peer-reviewed journals. The paper in Chapter 4 has already been published
in the Journal of Chemical Physics [AT11].) We summarize our results in Chapter 5.
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Chapter 2
Referential continuum fields in
atomistics
2.1 Introduction
Atomistic and continuum models have been extensively used to study material behavior.
Atomistic simulations can be used to construct accurate constitutive relations for continuum
models, and atomistic and continuum descriptions coexist in multiscale methods that study
systems with two or more length/time scales [TM11]. Both cases require an exchange of
information between the atomistic and continuum models, which requires an understanding
of the relationship between them.
Data in an atomistic model exists in the form of positions and velocities of particles, which
has to be reinterpreted in the language of continuum mechanics. This is done by develop-
ing continuum notions for atomistic systems. Work on this dates back at least to Cauchy
in the 1820s with his aim to define stress in crystalline solids. Later, Irving and Kirkwood
[IK50] derived continuum fields for an atomistic system that is probabilistic in nature us-
ing principles of non-equilibrium classical statistical mechanics. More recently, Hardy
[Har82, HRS02] and Murdoch [Mur82] defined continuum fields for an atomistic model
using spatial averaging. From a practical viewpoint, the spatial averaging procedure of
Murdoch and Hardy has been very successful, and has been extensively used in computer
simulations. Although continuum fields obtained in the Murdoch–Hardy procedure or the
Irving–Kirkwood procedure satisfy all the balance laws (mass, momentum and energy),
they do not have the dual material and spatial description as seen in continuum mechanics.
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In continuum mechanics, a reference configuration is chosen to represent a convenient
fixed state of the body to which the deformed configuration is compared. Once the ref-
erence configuration is chosen, constitutive relations are described using the gradient (or
higher-order gradients) of a deformation which tracks the motion of material points from
the reference configuration to the deformed configuration. Therefore, the reference config-
uration plays an important role in defining constitutive relations in continuum mechanics.
Moreover, continuum fields can be expressed materially on the reference configuration, or
spatially on the deformed configuration. A material field can be obtained as a “pull-back”
of the corresponding spatial field with respect to the deformation map. (See Tadmor et al.
[TME12] for a discussion of material and spatial descriptions in continuum mechanics and
the definitions of the terms used in this paper.)
In contrast to the continuum definitions, since the potential energy of an atomistic body is
usually defined using current positions of particles, a reference configuration of particles is
not needed to describe the physical properties of the system. Since the fields obtained in the
Murdoch–Hardy or the Irving–Kirkwood procedures depend on the current configuration of
the atomistic body, they correspond to a spatial description. In the absence of a deformation
map, atomistic fields cannot be readily pulled-back to a reference configuration, which
hampers the definition of constitutive relations.
The main focus of this paper is to obtain material (or referential) descriptions for atomistic
fields and study their relation to the spatial fields obtained in the original Murdoch–Hardy
procedure. We begin by fixing a reference configuration of particles, and show that the
Murdoch–Hardy procedure can be modified to obtain pointwise continuum fields in the
reference configuration using the motion of particles as a surrogate for the deformation
map. Through this procedure, we obtain definitions for certain material fields such as
reference density, reference momentum density, reference body field and the first Piola–
Kirchhoff stress, which identically satisfy the material form of the balance laws. One of
the key feature of this procedure is that these material fields are obtained without defining
a deformation map.
The procedure described above does not yield definitions for the material descriptions of
the spatial mass density and the Cauchy stress. Material fields for these quantities are
obtained using a pull-back of the distributions associated with the atomistic Cauchy stress
and the density fields obtained in the original Murdoch–Hardy procedure with respect to
an arbitrary deformation map that tracks the particles. This results in material fields for the
atomistic Cauchy stress and the mass density, that depend on the choice of the deformation
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map. With these definitions, we show that the relationship between the spatial and material
atomistic fields are identically satisfied in a distributional sense.
Finally, we observe the interesting fact that atomistic first Piola–Kirchhoff stress tensor
does not have a kinetic contribution, which in the atomistic Cauchy stress tensor accounts
for thermal fluctuations. We show that this effect is also included in the atomistic first
Piola–Kirchhoff stress tensor through the motion of the particles.
The paper is organized as follows. In Section 2.2, we review the material and spatial de-
scription of fields in continuum mechanics. In Section 2.3, we obtain definitions of material
and spatial fields for an atomistic system, study the relationship between them, and com-
pare it to the relationship seen in continuum mechanics. In Section 2.4, we demonstrate the
validity of the definition for the first Piola–Kirchhoff stress through a numerical example
involving finite deformation of a slab containing a notch under tension. We conclude with
a summary in Section 2.5.
2.2 Material and spatial description of fields in continuum mechanics
A shape or configuration of a body is represented as an open subset of E3, which denotes
the three-dimensional Euclidean space. A reference configuration, denoted by an open
set B0c ⊂ E3, is chosen to represent a convenient fixed state of the body to which other
configurations are compared. The subscript c in B0c and in other variables defined for the
continuum model is used to differentiate them from their analogs defined for an atomistic
model in later sections. The position of an arbitrary continuum particle in the reference
configuration is denoted by X . A time-dependent deformation of the body is described
by a C1 continuous deformation mapping ϕc : B0c × R+ → Btc which maps the refer-
ence configuration B0c to a deformed configuration Btc at time t. Thus x(t) = ϕc(X, t),
where x(t) is the position at time t of the continuum particle located atX in the reference
configuration.
Continuum fields defined in the reference and the deformed configuration are commonly
referred to as the material and spatial fields, respectively (see for example Tadmor et al.
[TME12]). The two descriptions are related to each other through the deformation map-
ping: g˘c(X, t) = gc(ϕc(X, t), t), where g˘c denotes the material description of an arbitrary
continuum field whose spatial description is denoted by gc.1 In addition to fields, the bal-
ance laws of continuum mechanics can also be described in the reference or the deformed
1In mathematics, g˘c is referred to as the pull-back of gc with respect to the deformation map ϕc.
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configurations. For example, the continuity equation (conservation of mass) in the de-
formed configuration is given by
∂ρc
∂t
+ divx(ρcvc) = 0, (2.2.1)
where ρc and vc denote the spatial mass density and the velocity fields, respectively. The
velocity field vc is related to the deformation mapping v˘c = ϕ˙c(X, t). The continuity
equation in the reference configuration is given by
ρ˚c = Jcρ˘c, (2.2.2)
where ρ˚c is the reference mass density which is independent of time, Jc = detFc, and
Fc = ∇Xϕc is the deformation gradient.
The equations of motion in the deformed configuration are given by
divx σc + ρcbc =
∂(ρcvc)
∂t
+ divx(ρcvc ⊗ vc), (2.2.3)
where σc denotes the Cauchy stress and bc denotes the body force field. In the reference
configuration the equations of motion are
divX Pc + ρ˚cb˘c = ρ˚ca˘c, (2.2.4)
where Pc denotes the first Piola–Kirchhoff stress tensor, and a˘c = ϕ¨c(X, t) denotes the
material acceleration field. The relationship between the first Piola–Kirchhoff stress tensor
and the Cauchy stress tensor is given by
Pc(X, t) = Jcσ˘cF
−T
c . (2.2.5)
In the next section, we discuss the material and spatial descriptions of continuum fields for
atomistic systems.
2.3 Material and spatial descriptions of continuum fields in atomistics
Continuum fields for atomistic systems can be obtained using the Irving–Kirkwood [IK50]
or Murdoch–Hardy [Har82, HRS02, MB93] procedures. The former is used for a prob-
abilistic system, while the latter is used for a deterministic system. The Murdoch–Hardy
procedure is often used in practice because most numerical experiments, carried out in the
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form of molecular statistics or molecular dynamics, are deterministic in nature. For the pur-
pose of this paper, we use the Murdoch–Hardy framework, although a similar procedure
can be carried out for the Irving–Kirkwood framework.
An atomistic body is modeled as a collection of N classical interacting point particles. We
use the notation mα, xα and vα to denote the mass, position and velocity of particle α,
respectively. A configuration of the atomistic body is given by the positions of particles
in E3. A reference configuration is chosen to represent a fixed state of the atomistic body
to which other configurations can be compared. The position of an arbitrary particle α
in the reference configuration is denoted by Xα. A time-dependent deformation of the
atomistic body is described by a C1 continuous deformation mapping ϕ(·, t), which maps
the positionXα of an arbitrary particle in the reference configuration to a position xα in the
deformed configuration at time t. (The nature of this mapping is the subject of discussion
below.) The velocity of a particle α at time t is then given by
vα(t) = ϕ˙(Xα, t). (2.3.1)
We assume that the particles interact through a potential energy function
V = V(x1, . . . ,xN), (2.3.2)
which is divided into two parts, an internal part Vint associated with short-range particle
interactions, and an external part Vext associated with long-range interactions. For the
remainder of this paper, we assume Vext = 0. The force on particle α is given by
fα = −∇xαV . (2.3.3)
Continuum fields can now be obtained using the Murdoch–Hardy procedure.
2.3.1 A brief description of the Murdoch–Hardy procedure
In the Murdoch–Hardy procedure, continuum fields are defined as direct spatial averages
of microscopic variables. The spatial averaging is performed with respect to a weighting
functionw : R3 → R+ that has a compact support and satisfies the normalization condition,∫
R3 w = 1. For example, the density, momentum density, and the body force fields are
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defined as
ρw(x, t) :=
∑
α
mαw(x− xα), (2.3.4)
pw(x, t) :=
∑
α
mαvαw(x− xα), (2.3.5)
bw(x, t) :=
∑
α
bαw(x− xα), (2.3.6)
where α ranges from 1 to N , and the subscript w on the left indicates the role of the
weighting function. The body force bα in (2.3.6) is defined as bα := −∇xαVext. Since we
have assumed Vext = 0 for the purpose of this presentation, it follows that bw = 0. The
velocity field vw is defined as
vw(x, t) :=

pw
ρw
(x, t), if ρw(x, t) 6= 0,
0 otherwise.
(2.3.7)
In order to obtain a definition for the atomistic Cauchy stress tensor, the definitions given
in (2.3.4) and (2.3.7) are substituted into the equations of motion (see (2.2.3)) to obtain an
expression in divergence form, given by
divx σw(x, t) =
∑
α
fαw(xα − x)− divx
∑
α
mα(v
rel
α ⊗ vrelα )w(x− xα), (2.3.8)
where fα is defined in (2.3.3), and vrelα (x, t) := vα(t) − vw(x, t). From (2.3.8), it is clear
that the atomistic Cauchy stress tensor has two contributions:
σw = σw,v + σw,k, (2.3.9)
where σw,v and σw,k are commonly referred to as the potential and kinetic parts of the
stress tensor, respectively. The kinetic part, is given by
σw,k(x, t) = −
∑
α
mα(v
rel
α ⊗ vrelα )w(xα − x), (2.3.10)
and the potential part of the stress tensor satisfies the equation
divx σw,v(x, t) =
∑
α
fαw(x− xα). (2.3.11)
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Clearly, there are many candidates for σw,v that satisfy (2.3.11). The most commonly used
definition for σw,v that satisfies (2.3.11) is given by2
σw,v(x, t) =
∑
α,β
α<β
−fαβ ⊗ (xα − xβ)b(x,xα,xβ), (2.3.12)
where
∑
α,β
α<β
≡∑N−1α=1 ∑Nβ=α+1, b is the bond function defined by
b(x,xα,xβ) :=
∫ 1
s=0
w((1− s)xα + sxβ − x) ds, (2.3.13)
and the forces fαβ satisfy the conditions∑
β
fαβ = fα, (2.3.14a)
fαβ = −fβα. (2.3.14b)
If in addition, the forces fαβ are assumed to be central (i.e. fαβ ‖ xβ − xα), then the
resulting stress tensor is always symmetric. Although σw,v is commonly referred to as
the Hardy stress tensor, we refer to it as the Cauchy–Hardy stress tensor to differentiate it
from the referential stress tensors defined later. We also note that the fields ρw, pw, and
σw,v obtained in the Murdoch–Hardy procedure can be written as a convolution3 of the
2The expression for σw,v given in (2.3.12) is obtained from (2.3.11) in two steps. In the first step, each
force fα is decomposed into forces fαβ such that (2.3.14) is satisfied, to obtain
divx σw,v =
∑
α,β
α<β
fαβw(x− xα).
In the second step, the right-hand-side of the above equation is recast as an integral of an anti-symmetric
function, from which (2.3.12) is obtained followed by an application of Nolls lemma [Nol55]. See [AT10]
for a derivation of various other definitions of σw,v such as the virial, Tsai or the doubly-averaged stress
tensor, and [AT14] for a discussion on the non-uniqueness of the atomistic Cauchy stress tensor, and its
interpretation from a continuum mechanics viewpoint.
3See [Ho¨r90] for the formal definition of a convolution of a function with a distribution. Here, we do not
require such a general definition since algebra on a Dirac-delta distribution can be carried out as if it were a
function. Therefore we use the following definition for the convolution of two smooth functions u and v that
have a compact support in R3,
u ? v(x) :=
∫
R3
u(x− y)v(y) dy,
where v is replaced by the Dirac-delta distribution.
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weighting function w with a corresponding distribution4. In other words,
ρw(x, t) = w ? ρ, pw(x, t) = w ? p, σw,v(x, t) = w ? σv, (2.3.15)
where ? denotes the convolution operator, and the distributions ρ and p are given by
ρ(x, t) =
∑
α
mαδ(x− xα), (2.3.16)
p(x, t) =
∑
α
mαvαδ(x− xα) (2.3.17)
respectively,with support5 on the current configuration of the particles {xα : α = 1, . . . , N}.
Further, σv in (2.3.15) is a distribution given by
σv(x, t) =
∑
α,β
α<β
−fαβ ⊗ (xα − xβ)
∫ 1
s=0
δ((1− s)xα + sxβ − x) ds, (2.3.18)
with support on the current bonds of the system, where a current bond refers to a line
joining any pair of particles α and β in the deformed configuration, such that fαβ 6= 0.
Therefore, the support of σv is given by⋃
α,β:
fαβ 6=0
{sxα + (1− s)xβ : s ∈ [0, 1]}. (2.3.19)
By writing the spatially-averaged fields ρw, pw and σw,v in convolution form, we are able to
separate out the role of the weighting function, and thereby arrive at distributions ρ, p and
σ, which by definition exist without reference to a weighting function. It is important to
note that the fields vw and σw,k cannot be written in a convolution form, or in other words,
their corresponding distributions do not exist. Since the continuum fields obtained in the
Murdoch–Hardy procedure depend on the positions and velocities of particles in the de-
formed configuration of the atomistic body, they correspond to a spatial description. One
of our goals in this paper is to obtain a material description of continuum fields that ap-
pear in the equations of motion expressed in the reference configuration (see (2.2.4)). This
includes the reference density ρ˚, and the first Piola–Kirchhoff stress tensor P . The distri-
butions defined in (2.3.15) will play an important role in obtaining the material definitions
4A distribution is a linear map from the space of smooth functions with compact support to the real line
R.
5Intuitively, the support of a distribution is the closed set on which the distribution is “concentrated”. See
[Ho¨r90] for a rigorous definition.
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of continuum fields for atomistics. Recall from Section 2.2, a material field in continuum
mechanics is obtained as a pull-back of the spatial field with respect to the deformation
map. In the next section, we discuss the idea of pulling-back the spatial fields obtained in
Murdoch–Hardy procedure in order to arrive at definitions for ρ˚ and P .
2.3.2 A notion of a material point in atomistics
In continuum mechanics, material fields are obtained as a pull-back of the spatial fields
with respect to the deformation mapping. In order to pull-back the spatial fields obtained in
Section 2.3.1, we need a continuum deformation mapping that maps an open subset, repre-
senting the reference configuration of the atomistic body, to an open subset representing the
deformed configuration. In other words, we need a definition for the shape of the atomistic
body. [Mur06] proposed a definition for the shape of the body at time t, given by
Btw := {x ∈ R3 : ρw(x, t) 6= 0}. (2.3.20)
Clearly, the set given in (2.3.20) is an open set that includes the positions of all the par-
ticles of the system. In addition, Murdoch proposed a deformation mapping based on his
interpretation of a material point for atomistic systems. (We describe this approach here,
but adopt a different line of reasoning in our own work as explained below.) According
to Murdoch, an arbitrary point X ∈ B0w defines the position of a material point in the
continuum associated with the reference configuration of the atomistic body. As the atom-
istic body evolves from its reference configuration, the corresponding continuum body B0w
evolves to Btw at time t. An evolution for a material point X ∈ B0w is given by a mapping
ϕˆw(·, t) : B0w → R3 that satisfies the ordinary differential equation
˙ˆϕw(X, t) = vw(ϕˆw(X, t), t), (2.3.21a)
ϕˆw(X, 0) = X, (2.3.21b)
where vw defined in (2.3.7), depends on the evolution of the atomistic body. A solution to
the evolution equation given in (2.3.21) has the following interpretation: ϕˆw(X, t) gives
the position of a material point that started at X at time t = 0. The velocity of a material
point, positioned at ϕˆw(X, t) at time time t is equal to a local spatial average of velocities
of the particles in the neighborhood of ϕˆw(X, t), given by vw(ϕˆw(X, t), t). It is important
to note that ϕˆw does not track the motion of particles, i.e. we do not necessarily have the
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equality ϕˆw(Xα, t) = xα.
If the above differential equation has a solution, then we can obtain a material description
for the continuum fields defined in Section 2.2, by pulling-back the spatial fields obtained in
Section 2.3.1 with respect to the deformation mapping ϕˆw. We do not follow this approach
for the following reasons. First, it is not a priori clear under what conditions the solution
ϕˆw maps the set B0w to Btw. Second, the solution to (2.3.21) not only depends on the initial
and final configuration of the atomistic body, but also depends on the path traversed by
the atomistic body. For example, consider a non-trivial deformation of the atomistic body
indexed by time t ∈ [0, 1], such that the xα(1) = xα(0) = Xα. In other words, the system
is deformed and brought back to its original configuration. Using the field vw generated
by this deformation in solving (2.3.21), results in a deformation ϕˆw that does not neces-
sarily satisfy the condition ϕˆw(X, 0) = ϕˆw(X, 1) because ϕˆ does not track the motion of
particles. Finally, from a practical point of view, solving (2.3.21) can be computationally
expensive. In the next section, we show that definitions for certain material fields (ρ˚, v˘ and
P ) can be obtained without defining a deformation mapping for the continuum associated
with the atomistic body. These definitions satisfy the equations of motion given in (2.2.4).
2.3.3 Murdoch–Hardy procedure in the reference configuration
In analogy to Section 2.3.1, we define the reference density field ρ˚w, momentum density
field6 ρ˚wv˘w, and the body force field b˘w as
ρ˚w(X, t) :=
∑
α
mαw(X −Xα), (2.3.22)
ρ˚wv˘w(X, t) :=
∑
α
mαvαw(X −Xα), (2.3.23)
b˘w(X, t) :=
∑
α
bαw(X −Xα). (2.3.24)
We note the following: (1) since Xα is independent of time, so is ρ˚; (2) Although v˘w
defined in (2.3.23) is not strictly a pull-back of vw, we use the notation of a pull-back for a
reason that will be motivated in the next section.
Substituting the definitions given in (2.3.22) and (2.3.23) into the material description of
the equations of motion (cf. (2.2.4)),
divxPw + ρ˚wb˘w = ρ˚wa˘w, (2.3.25)
6Similar to the definition of vw in (2.3.7), v˘w given in (2.3.23), is defined to be zero whenever ρ˚ = 0.
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and invoking our assumption bα = 0, we obtain an expression for the divergence of the
spatially-averaged first Piola–Kirchhoff stress tensor:
divX Pw =
∑
α
fαw(X −Xα). (2.3.26)
Since the right-hand side of (2.3.26) and (2.3.11) are of the same form, we arrive at the
following definition for the atomistic first Piola–Kirchhoff stress:
Pw(X, t) =
∑
α,β
α<β
−fαβ ⊗ (Xα −Xβ)b(X,Xα,Xβ), (2.3.27)
where the scalar bonding function b is defined in (2.3.13). We note some interesting features
of the definition given in (2.3.27):
1. Since fαβ ∦ (Xα −Xβ), Pw is non-symmetric.
2. Unlike the atomistic Cauchy stress, which has an additive decomposition into poten-
tial and kinetic parts, the atomistic first Piola–Kirchhoff stress only has a potential
part. The dependence of Pw on thermal vibrations enters through the term fαβ , since
Xα in (2.3.27) is independent of time.
The spatially-averaged quantities in (2.3.22), (2.3.23) and (2.3.27) can be written in convo-
lution form as
ρ˚w(X) = w ? ρ˚, ρ˚wv˘w(X, t) = w ? p˚, Pw(X, t) = w ? P , (2.3.28)
where ρ˚ and p˚ are distributions given by
ρ˚(X) =
∑
α
mαδ(X −Xα), (2.3.29)
p˚(X, t) =
∑
α
mαvαδ(X −Xα), (2.3.30)
with support on the reference configuration of the particles {Xα : α = 1, . . . , N}, and P
is a distribution given by
P (X, t) =
∑
α,β
α<β
−fαβ ⊗ (Xα −Xβ)
∫ 1
s=0
δ((1− s)Xα + sXβ −X) ds, (2.3.31)
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with support on the reference bonds of the system. We define a “reference bond” as a line
joining any pair of particles α and β in the reference configuration, such that fαβ 6= 0.
Since fαβ is calculated using the current configuration of particles, the reference bonds
change with time. Therefore, the support of P is given by⋃
α,β:
fαβ 6=0
{sXα + (1− s)Xβ : s ∈ [0, 1]}. (2.3.32)
From the above derivation, we see that the material fields ρ˚w, v˘w and Pw can be obtained
using the Murdoch–Hardy procedure without explicitly defining a deformation mapping for
the continuum B0w. In the next section, we explore the relations between these referential
measures and the spatial measures obtained in Section 2.3.1. This will lead to definitions
for the pull-back fields ρ˘w and σ˘w.
2.3.4 Relationship between material and spatial fields in atomistics
Our objective in this section is to show that the continuum relations between ρ˘c and ρ˚c
defined in (2.2.2), and σ˘c and Pc defined in (2.2.5), also hold in atomistics in the sense of
distributions. In order to arrive at these relations, we intend to pull-back the distributions ρ
and σ, defined in (2.3.16) and (2.3.18), with respect to a C1 deformation mapping ϕ(·, t) :
B0w → R3, that tracks the motion of the particles, such that7
ϕ(Xα, t) = xα. (2.3.33)
The mapping ϕ need not be continuous in time. We note that one such mapping always
exists. This can be obtained by using a Delaunay triangulation on the reference config-
uration and fitting a C1 function on the resulting mesh to the data ϕ(Xα, t). Although
the condition given in (2.3.33) does not result in a unique ϕ, we show below that certain
distributions, such as ρ and P , are independent of the choice of ϕ.
2.3.4.1 Relationship between ρ and ρ˚
In this section, we study the relationship between the distributions ρ and ρ˚ defined in
(2.3.16) and (2.3.29). From continuum mechanics, we know that ρ˚c is related to the pull-
back of ρc through (2.2.2). We will now show that a similar relationship holds for the
distributions ρ˚ and ρ˘, where ρ˘ is defined as the pull-back of the distribution ρ with respect
7Recall that (2.3.33) is not satisfied by the deformation mapping ϕˆw defined in Section 2.3.2.
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to the map ϕ:
ρ˘(X, t) :=
∑
α
mαδ(ϕ(X, t)− xα). (2.3.34)
Similarly, we define the pull-back of the momentum density distribution p as
p˘(X, t) :=
∑
α
mαvαδ(ϕ(X, t)− xα). (2.3.35)
Theorem 1. For a mapping ϕ : B0w → Btw × R+ that satisfies (2.3.33), we have
Jρ˘(X, t) = ρ˚, (2.3.36)
J p˘(X, t) = p˚, (2.3.37)
where J(X, t) := det∇Xϕ(X, t).
Proof. Equation (2.3.36) is satisfied if and only if
w ? (Jρ˘) = w ? ρ˚, (2.3.38)
for all smooth functions w with a compact support. This can be shown as follows:
w ? (Jρ˘)(X, t) =
∑
α
∫
R3
mαw(X − Y )δ(ϕ(Y , t)− xα)J(Y ) dY
=
∑
α
∫
R3
mαw(X −ϕ−1(y, t))δ(y − xα) dy
=
∑
α
mαw(X −Xα)
= w ? ρ˚(X),
where we have performed a change of variable from Y to y (= ϕ(Y , t)) in the second
equality, followed by the substitution ϕ−1(xα, t) = Xα in the third equality. Equation
(2.3.37) follows from a similar argument.
From (3.39) and (3.40), we note that although the distributions ρ˘ and p˘ depend on the
choice of ϕ, the distributions Jρ˘ and J p˘ are independent of it. We also make the following
observations regarding the relationship between the spatial and material fields defined in
this section by comparing them to their analogs in continuum mechanics.
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1. Although ρ˘w and p˘w are obtained by convolving w with the pull-back of distribu-
tions ρ and p respectively, Theorem 1 does not imply ρ˘w = ρw(ϕ(X)), or p˘w =
pw(ϕ(X)).
2. The relation given in Theorem 1 does not generally imply that Jρ˘w = ρ˚w. This rela-
tion only holds if ϕ is a uniform deformation mapping. This follows from (2.3.38),
and the equalityw?(Jρ˘) = J(w?ρ˘), where J is now a constant. Similarly, J p˘w = p˚w
for a uniform deformation mapping ϕ.
3. The nearest equivalent of (3.40) in continuum mechanics is given by
ρ˚cv˘c = Jcρ˘cv˘c. (2.3.39)
Compared with the analogy between (2.2.2) and (2.3.36), the analogy between (2.3.39)
and (2.3.37) is not perfect since we do not have a distributional definition for v˘.
2.3.4.2 Relationship between the atomistic Piola–Kirchhoff and Cauchy stresses
In this section, we study the relationship between the distributions P and σ defined in
(2.3.31) and (2.3.18), respectively. From continuum mechanics, we know that P is related
to the pull-back of σ through (2.2.5). We now show that a similar relationship holds be-
tween the distributions P and σ˘v, where σ˘v is defined as the pull-back of the distribution
σv with respect to the mapping ϕ:
σ˘v(X, t) = σv(ϕ(X, t), t). (2.3.40)
Theorem 2. For a mapping ϕ : B0w → Btw × R+ that satisfies (2.3.33), we have
PG(X, t) = Jσ˘vF
−T, (2.3.41)
where J(X, t) := detF , F (X, t) = ∇Xϕ, and
PG(X, t) :=
∑
α,β
α<β
fαβ ⊗
∫ 1
s=0
δ((ϕ−1 ◦Υαβ)(s, t)−X)(ϕ−1 ◦Υαβ)′(s, t) ds, (2.3.42)
where Υαβ(s, t) = (1 − s)xα + sxβ , represents a point indexed by s on the line joining
particles α and β at time t, (ϕ−1◦Υαβ)(s, t) = ϕ−1(Υαβ(s, t), t) is a function composition,
and the prime denotes differentiation with respect to s.
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We refer to PG as the Generalized first Piola–Kirchhoff stress tensor. Before we discuss
the proof of Theorem 2, we list a few properties of the definition given in (2.3.42). For the
purpose of this discussion, let us assume that the set of reference bonds given by (2.3.32)
are contained in the set B0w.
1. The support of the distribution PG is the inverse image of the set of reference bonds
under the mapping ϕ. For non-uniform deformation mappings, this support differs
from the set of current bonds given by (2.3.19).
2. The spatially averaged field PGw = w ? P
G is given by
PGw (X, t) =
∑
α,β
α<β
−fαβ ⊗ b(X,Xα,Xβ), (2.3.43)
where
b(X,Xα,Xβ) :=
∫ 1
s=0
w(X −ϕ−1 ◦Υαβ)(ϕ−1 ◦Υαβ)′ ds. (2.3.44)
Note that PGw also satisfies the equations of motion given in (2.3.25). This can be
easily shown using our earlier results (see [AT10]) on the atomistic stress tensor
obtained for curved paths of interaction).
3. Comparing equations (2.2.5) and (2.3.41) we note that the right-hand side of (2.3.41)
includes only the potential part of the atomistic Cauchy stress, whereas the right-hand
side of (2.2.5) includes the entire continuum Cauchy stress. This discrepancy can be
addressed by noting that in continuum mechanics, for a body in equilibrium, the
deformation gradient Fc is independent of time. In contrast, F in (2.3.41), oscillates
about a mean value due to thermal vibrations of the particles. It is precisely these
oscillations that lead to a thermal contribution to PG. In Appendix A, we study this
contribution through an example of an ideal gas enclosed in a container. In particular,
we show that Pw and σw exactly agree in a Tsai calculation.8
We now turn to the proof of Theorem 2.
8Recall that the Tsai stress tensor at a point is obtained from the Cauchy–Hardy stress tensor in the limit
as the support of the weighting function collapses to a plane [AT10].
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Proof. From the definition of σ˘v in (2.3.40), we have
σ˘v(X, t) =
∑
α,β
α<β
−fαβ ⊗ (xα − xβ)
∫ 1
s=0
δ((1− s)xα + sxβ −ϕ(X, t)) ds
=
∑
α,β
α<β
fαβ ⊗
∫ 1
s=0
δ(Υαβ(s, t)−ϕ(X, t))Υ′αβ(s, t) ds, (2.3.45)
where we have used Υ′αβ(s, t) = xβ − xα. It can be easily shown that the Dirac-delta
distribution in the integrand of (2.3.45) satisfies the relation
Jδ(Υαβ(s, t)−ϕ(X, t)) = δ(ϕ−1 ◦Υαβ(s, t)−X). (2.3.46)
From (2.3.45), and using (2.3.46), we obtain
Jσ˘v(X, t) =
∑
α,β
α<β
fαβ ⊗
∫ 1
s=0
δ(ϕ−1 ◦Υαβ(s, t)−X)Υ′αβ(s, t) ds. (2.3.47)
Post-multiplying both sides of (2.3.47) with F−T, and using F−1Υ′αβ(s, t) = (ϕ
−1 ◦
Υαβ)
′(s, t), we obtain the desired result:
Jσ˘v(X, t)F
−T =
∑
α,β
α<β
fαβ ⊗
∫ 1
s=0
δ(ϕ−1 ◦Υαβ(s, t)−X)(ϕ−1 ◦Υαβ)′(s, t) ds
= PG(X, t). (2.3.48)
Corollary 1. For a uniform deformation mapping ϕ, we have
P = PG. (2.3.49)
Proof. Under uniform deformation, we observe that ϕ−1 ◦ Υαβ = (1− s)Xα + sXβ , i.e.
the inverse image of the line joining xα and xβ is equal to the line joining Xα and Xβ .
Therefore, (2.3.42) simplifies to (2.3.31).
Note that both Pw = w ? P and PGw = w ? P
G qualify to be definitions for the atomistic
first Piola–Kirchhoff stress because they satisfy the equations of motion given in (2.3.25).
We prefer the definition P to PG because PG depends on the choice of ϕ, whereas P
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Figure 2.1: A schematic of the geometry of the studied boundary-value problem, with displacement
boundary conditions enforced on a part of the boundary shown in red.
is independent of it and only depends on the reference and the deformed configuration of
particles.
It is easy to see that the definition of the first Piola–Kirchhoff stress tensor also results in
the following definition for the second Piola–Kirchhoff stress tensor S,
S(X, t) =
∑
α,β
α<β
−f←αβ ⊗ (Xα −Xβ)
∫ 1
s=0
δ((1− s)Xα + sXβ −X) ds, (2.3.50)
where f←αβ(X, t) := F
−1fαβ is the pull-back of the force fαβ under the mapping ϕ. The
definition given in (2.3.50) satisfies the condition FS = P . Since f←αβ depends on the
mapping ϕ, so does S.
2.4 Numerical example
In this section, we compare the atomistic first Piola–Kirchhoff stress tensor Pw given in
(2.3.27), to the continuum first Piola–Kirchhoff stress Pc using a numerical example. In
order to capture the asymmetry of the first Piola–Kirchhoff stress we choose an example
with large geometric nonlinearity. We study a system that exhibits this property — a two-
dimensional plane strain slab containing a rounded notch under tension. The slab is a
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200 A˚ × 200 A˚ square with a notch of size 40 A˚ as illustrated in Fig. 2.1. It consists of
single crystal Al in the face-centered cubic (fcc) structure with the x, y, z axes (see Fig. 2.1)
oriented along the [111], [1¯10], [1¯1¯2] crystallographic directions. The notch is stretched in
tension by displacement boundary conditions applied at the top and bottom left corners of
the model as shown in red in Fig. 2.1. Rigid-body motion is prevented by constraining
a portion of the right edge of the slab. Periodic boundary conditions are applied in the
out-of-plane (z) direction. The system is studied at zero temperature, T = 0 K.
The above problem is simulated in two different ways: (1) an atomistic molecular statics
simulation is performed from which Pw is computed; (2) a continuum finite element simu-
lation using a constitutive relation consistent with the atomistic model in (1) is performed
from which Pc is computed.
2.4.1 Atomistic simulation of a notched slab
In the atomistic simulation, the notched slab system is modeled using a collection of Al
atoms.9 An embedded-atom method (EAM) interatomic potential due to [EA94] archived
in OpenKIM [Ella, Ellb, TES+11] is used to model the interaction between the Al atoms.
The equilibrium fcc lattice parameter at 0 K calculated for this potential is a0 = 4.03208A˚.
The reference (unloaded) configuration of the notched slab (shown in Fig. 2.1 is obtained
by cutting out a 200 A˚× 200 A˚ square from a perfect fcc single crystal with the orientation
described above and removing all atoms that fall inside the notch. The thickness in the z
direction is taken equal to the minimum crystallographic repeat distance in that direction
which is a0
√
3/2 = 4.93827 A˚. The resulting system consists of 10,560 atoms. The
boundary conditions shown in Fig. 2.1 are applied by identifying the atoms lying on the
part of the boundary on which the displacements are applied. The maximum magnitude
of the displacements (10 A˚) on the upper-left and the lower-left corners of the system is
reached in 50 steps of 0.2 A˚ each. At each time step, the displacement boundary conditions
are updated, and the system is evolved by minimizing its potential energy with respect to
the positions of the atoms using a conjugate gradient algorithm (see for example [TM11]).
This corresponds to a molecular statics simulation.
The atomistic first Piola–Kirchhoff stress field is obtained using the expression given in
9Given the physical nature of the system, we switch from the more generic term “particles” used so far
to “atoms.”
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Figure 2.2: A plot of the mesh used to discretize the domain in (a) the reference configuration, and
(b) the deformed configuration.
(2.3.27). The forces fαβ in (2.3.27) are given by
fαβ = −∂VEAM
∂rαβ
xα − xβ
rαβ
, (2.4.1)
where VEAM denotes the EAM potential energy which is a function of the distances be-
tween atoms rαβ = ‖xβ − xα‖, and xα and xβ are the positions of atoms α and β in
the deformed configuration obtained at the end of the atomistic simulation. We compute
two stress fields, Pw and Pw˜, corresponding to two different uniform weighting functions,
w(X) = wˆ(X, 2.5 A˚) and w˜(X) = wˆ(X, 5 A˚), where
wˆ(X, R) =

cR if ‖X‖ < R− ,
1
2
cR
[
1− cos
(
R−‖X‖

pi
)]
if R−  < ‖X‖ < R,
0 otherwise.
(2.4.2)
The support of the weighting function is a sphere of radius R, and cR in (2.4.2) is chosen
such that wˆ is a normalized function. We use two weighting functions with different sup-
ports (R = 2.5 A˚ andR = 5 A˚, with  = 0.12R) to explore the effect of weighting function
on the atomistic stress at the surfaces.
2.4.2 Continuum simulation of a notched slab
In order to obtain the continuum first Piola–Kirchhoff field Pc, a continuum simulation
must be performed. The comparison to the atomistic results is only meaningful if the
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continuum constitutive relation is consistent with the atomistic simulation. To this end,
we apply the local Quasicontinuum (QC) method of [TOP96]. Local QC corresponds to a
finite deformation (nonlinear) finite element simulation in which the constitutive relation
is obtained from an atomistic model using the Cauchy–Born rule (see for example Tadmor
and Miller [TM11]). Briefly, the constitutive response at an integration point is obtained
by applying the deformation gradient at that point to a periodic unit cell of the underlying
crystal structure and computing the energy from the resulting deformed configuration of
atoms using an interatomic potential energy function. The strain energy density follows as
Wc(Fc) =
1
Ω0
Eunit(Fc), (2.4.3)
where Ω0 is the unit cell volume in the reference configuration, and Eunit is the energy per
unit cell subjected to a uniform (affine) deformation Fc. In our case, Eunit is computed
using the same EAM potential used in the atomistic simulation. The first Piola–Kirchhoff
at the integration point is obtained by differentiation,
Pc =
∂Wc
∂Fc
. (2.4.4)
See Tadmor et al. [TOP96] or Tadmor and Miller [TM11] for more details and specific
local QC expressions for Wc and Pc.
For the notched slab boundary-value problem, a two-dimensional local QC simulation is
performed. As in the atomistic simulation, periodic boundary conditions are applied in the
out-of-plane direction. The finite element mesh consists of linear triangular elements. The
mesh in the reference configuration is uniform and symmetric about the y = 0 plane. The
nodes of the mesh coincide with the positions of the atoms. In QC terminology this is
referred to as a “fully-refined” mesh. The QC mesh in the reference and deformed config-
urations is shown in Fig. 2.2. The local QC simulation is performed in a similar manner
to the atomistic molecular statics simulation. The boundary conditions are incremented in
steps of 0.2 A˚ and the potential energy of the system is minimized using the previously
converged result as an initial guess. At the end of the simulation, the first Piola–Kirchhoff
field is computed at the integration points (element centroids) using (2.4.4).
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Figure 2.3: A plot of the xx, yy and zz components of the continuum and atomistic first Piola–
Kirchhoff stress tensor fields in units of eV/A˚3. The atomistic stress is given for two weighting
functions, w and w˜.
2.4.3 Comparison of the continuum and atomistic first Piola–Kirchhoff stress
The stress profiles obtained from the continuum solution are compared to those obtained
from the atomistic solution in Figs. 2.3–2.5. Based on these results we make the following
observations.
1. From Figs. 2.3–2.5 we see that the atomistic first Piola–Kirchhoff stress tensors cor-
responding to the weighting functions w and w˜ are in good agreement with the con-
tinuum first Piola–Kirchhoff stress in bulk regions of the system (i.e. away from
surfaces).
2. The effect of surfaces on the atomistic first Piola–Kirchhoff stress are clear in the xx,
yy and zz plots shown in Fig. 2.3. In particular, we see that the presence of surfaces
results in a localized surface stress with a magnitude that is comparable to the bulk
stress. We also see from Figs. 2.3–2.5 that the localization decreases as the support
of the weighting function increases.
26
Pc
xy
Pw Pw˜
−0.009000
−0.006000
−0.003000
0.000000
+0.003000
+0.006000
+0.009000
yz
−0.002000
−0.001000
0.000000
+0.001000
+0.002000
xz
−0.001000
0.000000
Figure 2.4: A plot of the xy, yz and xz components of the continuum and atomistic first Piola–
Kirchhoff stress tensor fields in units of eV/A˚3. The atomistic stress is given for two weighting
functions, w and w˜.
3. The surface effect on the xx component is negligible on planes perpendicular to the
x-axis, such as the region at the rounded surface of the notch and the outer boundary
surfaces at x = ±100 A˚. Similarly, the effect of surfaces on the yy component is
negligible on the y = ±20A˚ surfaces of the notch.
From the above observations, we conclude that the definition of the atomistic first Piola–
Kirchhoff stress given in (2.3.27) is in good agreement with continuum first Piola–Kirchhoff
stress.
2.5 Conclusion
In this paper, we obtained material fields for atomistic systems by carrying out the Murdoch–
Hardy procedure on a reference configuration of discrete particles. The fields resulting from
this procedure are the reference mass density, reference momentum density, reference body
field, and first Piola–Kirchhoff stress. These fields identically satisfy the material form of
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Figure 2.5: A plot showing the asymmetry of the continuum and atomistic first Piola–Kirchhoff
stress tensor fields in units of eV/A˚3. The atomistic stress is given for two weighting functions, w
and w˜.
the balance laws. One of the key feature of this procedure is that these fields are obtained
without defining a deformation map. In addition, a pull-back procedure is defined in terms
of an arbitrary deformation map that tracks the particles, which provides definitions for the
material description of the spatial mass density and Cauchy stress. Although the result-
ing distributions obtained through the pull-back depend on the choice of the deformation
map, the relationship between the spatial and material fields are identically satisfied in a
distributional sense.
An interesting observation from our derivation is that the atomistic first Piola–Kirchhoff
stress tensor does not have a kinetic contribution, which in the atomistic Cauchy stress
tensor accounts for thermal fluctuations. We show that this effect is also included in the
atomistic first Piola–Kirchhoff stress tensor through the motion of particles with the exam-
ple of an ideal gas.
Finally, we demonstrate the validity of our definition for the first Piola–Kirchhoff stress
through a numerical example involving finite deformation of a slab containing a notch
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under tension.
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Chapter 3
The non-uniqueness of the atomistic
stress tensor and its relationship to the
generalized Beltrami representation
3.1 Introduction
Atomistic simulations are extensively used as a tool to obtain accurate constitutive relations
for continuum models. In order to do so, the data generated in an atomistic simulation,
which is in the form of positions and velocities of particles, has to be reinterpreted in the
language of continuum mechanics. This is done by developing continuum notions for atom-
istic systems. Work on this dates back at least to Cauchy in the 1820s with his aim to define
stress in crystalline solids. Later, Irving and Kirkwood [IK50] derived continuum fields for
an atomistic system that is probabilistic in nature using principles of non-equilibrium clas-
sical statistical mechanics. More recently, Hardy [Har82, HRS02] and Murdoch [Mur82]
defined continuum fields for an atomistic model using spatial averaging.
Of all the continuum fields, the atomistic stress tensor has been debated the most because
of its non-uniqueness. The most commonly used atomistic stress definitions are the virial
[Max70, Max74], Tsai [Tsa79], Irving–Kirkwood [IK50] and Murdoch–Hardy [Mur03]
stress tensors. In recent work [AT10, AT11], the authors extensively studied the definition
for the stress tensor within a unified framework based on a generalization of the Irving–
Kirkwood procedure to arbitrary multi-body potentials. Through this unified framework it
is shown that all existing definitions follow as special cases of a single stress expression.
One of the sources of non-uniqueness of the atomistic stress tensor is identified to be the
30
non-uniqueness of force decomposition, which is in turn related to the non-uniqueness
of the potential energy representation used in the calculation. The term “representation”
reflects the fact that the potential energy, which is a function of distances between atoms,
must be extended in a non-unique fashion off the subspace corresponding to real physical
distances in order to compute the derivatives appearing in the stress expression.
In the absence of a sound quantum mechanical origin for potential energy representations,
we focus our attention on characterizing the non-uniqueness of force decomposition. Our
analysis is based on rigidity theory, which results in a decomposition of the distribution
associated with the potential part of the atomistic stress tensor in the Murdoch–Hardy pro-
cedure into an irrotational part that is independent of the potential energy representation,
and a traction-free solenoidal part. This decomposition has a potential application in sys-
tematic reduction of noise in atomistic fields. A similar decomposition of the Cauchy stress
tensor can be constructed in continuum mechanics using the generalized Beltrami represen-
tation, which is a version of vector Helmholtz decomposition for symmetric tensors. We
identify analogies between the two decompositions, and in the process obtain a strain tensor
equivalent in atomistics. Finally, we compare the two decompositions through a numerical
test, and demonstrate their equivalence.
The paper is organized as follows. In Section 3.2, we review the derivation of the atom-
istic stress tensor in the Murdoch–Hardy procedure. In Section 3.3, we identify the non-
uniqueness of the force decomposition that results in the non-uniqueness of atomistic the
stress tensor, and give it a geometric interpretation. In Section 3.4, we decompose the po-
tential part of the atomistic stress tensor into a solenoidal part and an irrotational part, and
identify the properties of the decomposition. In Section 3.5, we review the generalized
Beltrami representation for symmetric tensor fields, and obtain an orthogonal decompo-
sition of a symmetric tensor field into a traction-free solenoidal part and an irrotational
part. In Section 3.6, we demonstrate the equivalence of the decompositions proposed in
Sections 3.4 and 3.5 using a numerical test. We conclude with a summary in Section 3.7.
3.2 The atomistic stress tensor in the Murdoch–Hardy procedure
An atomistic system is modeled as a collection of N interacting point particles in the Eu-
clidean1 space R3. The positions and velocities of the point particles at time t are given by
the functions xα(t) and vα(t) (α = 1, . . . , N, t ≥ 0), respectively. We also use the expres-
sions xα and vα to denote the value of the functions xα(·) and vα(·) at a particular instant
1All real coordinate vector spaces appearing in this paper are equipped with the standard inner product.
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of time. The system is assumed to be conservative, which means that there exists a poten-
tial energy function V̂(x1,x2, . . . ,xN) for the interaction of the particles. This function is
taken to be differentiable, so that the force on particle α follows as the negative gradient of
the potential energy with respect to its position,
fα = −∇xαV̂ . (3.2.1)
We assume a finite range of interaction for V̂ . This means that there exists a cutoff radius
rcut > 0 such that V̂ can be decomposed as a finite sum of particle potential energies,2
V̂ =
M∑
α=1
V̂α, (3.2.2)
where each Vα in (3.2.2) is a conservative potential function of the positions of particles
within a cluster of size rcut. No restrictions are placed on the form of Vα, which can be a
general many-body potential.
The atomistic stress can be derived using the Murdoch–Hardy (MH) or Irving–Kirkwood
(IK) procedures. For the purpose of this paper, we discuss the atomistic stress tensor and its
uniqueness using the MH procedure, although a similar description can be carried out using
IK. Under the MH procedure, continuum fields are defined as direct spatial averages of
microscopic variables. The spacial averaging is performed using a weighting function w :
R3 → R+ with a compact support. The weighting function must satisfy the normalization
condition ∫
R3
w(r) dr = 1. (3.2.3)
The derivation of the atomistic stress begins with the definition of the mass density, mo-
mentum density, and velocity fields:
ρw(x, t) :=
∑
α
mαw(xα − x), (3.2.4a)
pw(x, t) :=
∑
α
mαvαw(xα − x), (3.2.4b)
vw(x, t) := pw/ρw, (3.2.4c)
where x ∈ R3, and the subscript w indicates the role of the weighting function. In order
2Note that the decomposition given in (3.2.2) is not unique. No physical meaning is attached to the
particle energies Vα. For more on the non-uniqueness of the energy decomposition, see [AT11].
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to arrive at an expression for the atomistic stress tensor, denoted by σw, it is postulated
that the fields ρw, vw and σw, satisfy the equation of motion from continuum mechanics
[TME12]. For simplicity, we assume that there are no body forces acting on the system.
We therefore have
∂(ρwvw)
∂t
+ divx(ρwvw ⊗ vw) = divx σw. (3.2.5)
Substituting the definitions for ρw and vw given in (3.2.4) into (3.2.5), with some additional
algebra (see [AT10] for the full derivation), we arrive at an expression for the divergence
of the atomistic stress tensor given by
divx σw(x, t) =
∑
α
fα(t)w(xα(t)− x)− divx
∑
α
mα(v
rel
α ⊗ vrelα )w(xα − x), (3.2.6)
where fα(t) is defined in (3.2.1), and vrelα (x, t) := vα(t) − vw(x, t). From (3.2.6), it is
clear that the stress tensor has two contributions, commonly referred to as the potential and
kinetic parts of the stress tensor. The kinetic part, denoted by σw,k, is given by
σw,k(x, t) = −
∑
α
mα(v
rel
α ⊗ vrelα )w(xα − x), (3.2.7)
and the potential part of the stress tensor, denoted by σw,v, satisfies the equation
divx σw,v(x, t) =
∑
α
fα(t)w(xα(t)− x). (3.2.8)
It is clear that there are many candidates for σw,v that satisfy (3.2.8). Examples include the
Hardy [Har82], Murdoch [Mur07] and the Tsai [Tsa79] stress tensors. The procedure to
arrive at these stress tensors involves the following two steps:
1. The force fα in (3.2.8) is decomposed as
fα =
∑
β
β 6=α
fαβ, (3.2.9)
where fαβ = −fβα. We call a decomposition central force if fαβ is parallel to the
line joining particles α and β, and non-central force otherwise. Substituting (3.2.9)
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into (3.2.8), we obtain3
divx σw,v(x, t) =
∑
α,β
α 6=β
fαβw(xα(t)− x). (3.2.10)
2. The sum in (3.2.10) is written as an integral of a generating function g(x,y) that is
anti-symmetric in its arguments, with certain decay properties [AT10]:
divx σw,v(x, t) =
∫
R3
g(x,y, t) dy. (3.2.11)
Different choices of the generating function result in different stress tensors. For
instance, the generating function for the Hardy stress is given by
gH(x,y, t) =
∑
α,β
α 6=β
fαβw(xα − x)δ(xβ − xα + x− y), (3.2.12)
where δ is the Dirac delta distribution in R3.
Finally, Noll’s lemma [Nol55] is invoked to express the right-hand-side of (3.2.11) in di-
vergence form, from which an expression for the stress tensor follows. The stress tensor
proposed by Hardy [Har82, HRS02] is obtained using the kernel gH:
σw,v =
1
2
∑
α,β
α 6=β
∫ 1
s=0
[−fαβ w((1− s)xα + sxβ − x)⊗ (xα − xβ)] ds. (3.2.13)
If fαβ is parallel to the line joining particles α and β, the Hardy stress σw,v is symmetric.
We also note that the fields ρw, pw, and σw,v obtained in the MH procedure can be written
as a convolution4 of the weighting function w with a corresponding distribution5. In other
3The following notation is used:
∑
α,β
α6=β
=
∑
α
∑
β
β 6=α
.
4See [Ho¨r90] for the formal definition of a convolution of a function with a distribution. Here, we do not
require such a general definition since algebra on a Dirac-delta distribution can be carried out as if it were a
function. Therefore we use the following definition for the convolution of two smooth functions u and v that
have a compact support in R3,
u ? v(x) :=
∫
R3
u(x− y)v(y) dy,
where v is replaced by the Dirac-delta distribution.
5A distribution is a linear map from the space of smooth functions with compact support to the real line
R.
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words,
ρw(x, t) = w ? ρ, pw(x, t) = w ? p, σw,v(x, t) = w ? σv, (3.2.14)
where ? denotes the convolution operator, and the distributions ρ, p, and σv are given by
ρ(x, t) =
∑
α
mαδ(x− xα), (3.2.15)
p(x, t) =
∑
α
mαvαδ(x− xα), (3.2.16)
σv(x, t) =
∑
α,β
α<β
−fαβ ⊗ (xα − xβ)
∫ 1
s=0
δ((1− s)xα + sxβ − x) ds. (3.2.17)
By writing the spatially-averaged fields ρw, pw and σw,v in convolution form, we are able
to separate out the role of the weighting function, and thereby arrive at distributions ρ, p
and σv that are independent of it.
Let us now discuss the various sources of non-uniqueness of the potential part of the atom-
istic stress tensor σw,v = w ? σv resulting from the MH procedure described above. The
first source of non-uniqueness is the choice of the weighting function w. See for example
[UMP13] for a discussion on the optimal choice of w based on the correlation length of the
potential energy function. The second source of non-uniqueness is the choice of the force
decomposition mentioned above in step 1 which affects σv. A recent article by Arroyo et
al. [VTSA14] discusses the significance of the force decomposition on the atomistic stress
in lipid bilayers used to evaluate the material constants of the bilayer membrane. The third
source of non-uniqueness is the choice of the kernel function mentioned above in step 2.
See [AT10] for kernel functions that result in various atomistic stress tensors.
The main focus of this paper is the non-uniqueness ofσv resulting due to the non-uniqueness
of the force decomposition and the derivation of a decomposition that separates σv into
unique and non-unique parts. In the next section, we present some general properties of the
decomposition given in (3.2.9), demonstrate its non-uniqueness, and set up a discussion for
its interpretation.
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3.3 Non-uniqueness of the force decomposition
It is clear that the force decomposition in (3.2.9) represents an over-determined system
of 3N equations with 3N(N − 1) unknowns.6 This implies that there are can be many
solutions for fαβ . Thus in order to arrive at a reasonable force decomposition, additional
conditions are required. Two such conditions are obtained if we interpret fαβ as the force
on particle α due to the presence of particle β, and enforce the condition of momentum
balance and angular momentum balance for any subset of particles within the body. These
conditions are referred to in [AT10] as the “strong” and “weak law of action and reaction”
respectively, and are given by
fαβ = −fβα (3.3.1)
fαβ ‖xα − xβ. (3.3.2)
Equations (3.3.1) and (3.3.2) reduce the number of unknowns in (3.2.9) from 3N(N − 1)
to N(N − 1)/2, where the unknowns are now represented as a set of scalars {fαβ : α, β =
1, . . . , N, and α 6= β}. Note that for N > 4, in spite of the reduction in the number of
unknowns, the system of equations remains over-determined. We will now give a geometric
interpretation of the non-uniqueness of a force decomposition satisfying (3.3.1) and (3.3.2).
In order to do so, we will need the following definitions.
An edge is defined as a two-element subset {α, β} of {1, . . . , N}. We use the shorthand
notation αβ to denote an edge. Let E denote the ordered set of all edges, with a strict order
given by
αβ < γδ ⇐⇒
min(α, β) < min(γ, δ) ormin(α, β) = min(γ, δ),max(α, β) < max(γ, δ). (3.3.3)
In other words, the edges are ordered as {1, 2} < {1, 3} < · · · < {1, N} < {2, 3} < · · · <
{N − 1, N}. Let x = (x1, . . . ,xN) ∈ R3N denote the configuration of interest, and Ex
denote the ordered subset of edges in E falling within the range of interaction,
Ex := {αβ : ‖xα − xβ‖ < rcut}. (3.3.4)
In particular, let Ex(k) denote the k-th edge in Ex. Denote the cardinality (i.e. number
of elements) of Ex as e. It can be easily shown that there exists a neighborhood Nx of x
6There are N(N − 1) forces since in general fαβ can be different from fβα. The factor 3 is included
because force is a 3-dimensional vector
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in R3N such that for every y ∈ Nx, Ey = Ex. In other words, for every configuration
y ∈ Nx, the lengths of edges present in Ex and its complement, remain less than and
greater than rcut, respectively. We refer to Nx as the local configuration space at x.
The local configuration space can be described in terms of “local distances” using a local
rigidity map7 R : Nx → Re defined as
R(y) = (rEx(1), . . . , rEx(e)), y ∈ Nx, (3.3.5)
with rEx(k) = ‖yα − yβ‖, if Ex(k) = αβ. We define the local shape space Sx as the
image of the local rigidity map:
Sx := ImR. (3.3.6)
The term “local” is being used because each e-tuple in Sx contains only those distances
that are less than rcut, as opposed to the shape space defined in [AT10] which includes all
distances. We adopt the definition in (3.3.6) to make use of the finite range of interaction
assumption implicit in (3.2.2) which renders itself useful in our study of the force decompo-
sition in Section 3.4. In addition, we note that since the local distances are not independent
of each other, the local shape space may be viewed as a lower-dimensional surface in Re.
It can be shown that each V̂α in (3.2.2), viewed as a function on R3N , and restricted to Nx,
can be represented uniquely8 by a function V˘α : Sx → R. In other words,
V̂α(y) = V˘(R(y)), ∀y ∈ Nx. (3.3.7)
Therefore, from (3.2.2) it follows that V̂ restricted to Nx, can be represented as a new
function9, V˘ := ∑α V˘α : Sx → R.
In order to obtain a force decomposition, we now assume that there exists an extension V
of the function V˘ defined on Sx to a neighborhood of Sx ∈ Re, i.e
V |Sx≡ V˘ , (3.3.8)
7Such maps are used in rigidity theory which studies the rigidity of structures formed as an ensemble of
rigid elements. See [CW96] for an introduction to rigidity theory.
8See [Adm10] for a proof of uniqueness.
9Note that in the absence of a finite range of interaction, it may not be possible to represent V̂ as a new
function on Sx.
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and define the force fαβ for any configuration y ∈ Nx as
fαβ :=

− ∂V
∂rαβ
(R(y))
yα − yβ
rαβ
, if αβ ∈ Ex,
0, otherwise.
(3.3.9)
We refer to V in (3.3.8) as a potential energy extension. Note that the derivatives of V in
(3.3.9) with respect to rαβ for each αβ ∈ Ex are well-defined because V is defined in a
neighborhood ofR(y). This is not true of V˘ since ∂V˘/∂rαβ is undefined.10
It is easy to verify that (3.3.9) satisfies equations (3.2.9), (3.3.1) and (3.3.2), thus qualifying
to be a force decomposition that satisfies the weak and strong law of action-reaction. More-
over, the stress tensor obtained using (3.3.9) and (3.2.13) is always symmetric. However, it
is clear from the above definition that fαβ is not unique as it depends on the potential energy
extension. (Note that different extensions of the potential energy result in the same forces
fα, but different force decompositions.) In practice, the choice of the potential energy
extension is made by the choice of the empirical interatomic potential, which is normally
already represented as an extension. For example, pair potentials, embedded atom method
potentials, three–body potentials, and so on, are potential energy extensions. On the other
hand, we could in principle, take any extension and modify it, thus changing the force de-
composition. Consider for example a pair potential extension with a range of interaction
defined by rcut at a configuration x ∈ R3N ,
V2(ζ) =
∑
αβ∈Ex
φ(ζαβ), (3.3.10)
where φ is a pair potential function which satisfies φ(r) = 0 for r ≥ rcut, and the set of
arguments ζ = {ζαβ} ∈ Re are arbitrary numbers corresponding to the bonds in Ex. The
value of V2 only corresponds to a physical prediction when ζαβ = rαβ = ‖xα − xβ‖. To
create an alternate extension with the same cutoff radius, we can add to V2 a function of
distance arguments which is identically zero for all sets of arguments that correspond to
actual physical local distances between particles. This is satisfied by the so-called Cayley–
Menger (CM) determinant [AT10]. The CM determinant, χk(r12, . . . , r(k−1)k) of a set of k
particles represents the volume of a simplex formed by k particles in a (k−1)–dimensional
space. For example, χ5 represents the volume of a 5-simplex in four dimensions. If the five
particles are embedded in 3-dimensions, then this volume is zero by construction.11
10See Section II.B of [AT11] for a concise discussion of extensions of potential energy functions and an
explanation of why ∂V˘/∂rαβ is undefined.
11As a simple example, consider 3 particles constrained to move on a line. Assume the particles interact
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Returning to (3.3.10), we construct the following alternate potential. Without loss of gen-
erality, we assume that in the present configuration x, particles 1, . . . , 5 form a local cluster
of size less than rcut, or in other words all the edges connecting particles 1, . . . , 5 are in Ex.
We define an alternate extension as
Valt(ζ) =
∑
αβ∈Ex
φ(ζαβ) + χ5(ζ12, ζ13, . . . , ζ45), (3.3.11)
where χ5 is the CM determinant for a cluster of 5 particles. Thus, χ5|Sx = 0, and so Valt
and V2 agree on Sx. By choosing a cluster of size less than rcut, we ensure that the cutoff
radius of Valt remains rcut. It can be easily shown (see [AT10]) that the force decomposition
resulting from Valt differs from that obtained from V2. This leads us to the question:
Are the potential energy extensions used in practice the appropriate ones to be
used for calculating the stress tensor?
In order to explore the above question, we next consider the possible quantum mechanical
origins of potential energy extensions. In practice, potential energy extensions are obtained
by a priori choosing a functional form for V . The parameters in the functional form are
evaluated by fitting V to the Born-Oppenheimer potential energy V̂ which is obtained as an
eigenvalue in the solution to the Scho¨dinger wave equation under the Born–Oppenheimer
approximation [TM11]. It is clear from (3.3.11) that a fitted functional form can be altered
using a CM determinant without affecting the fit. To our knowledge, there is no rigorous
method of choosing a single functional form for V from the wave function obtained by
solving the Schro¨dinger wave equation. Therefore, it is not clear how the non-uniqueness
of the potential energy extension can be avoided using the quantum mechanical model.12
via a pair potential, V2 = φ(ζ12) + φ(ζ13) + φ(ζ23). This function gives the energy of the particles when
(ζ12, ζ13, ζ23) = (r12, r13, r23), where r12, r13 and r23 are the distances between the particles. An alternate
extension is constructed as
Valt = V2(ζ12, ζ13, ζ23) + χ(ζ12, ζ13, ζ23),
where χ is the one-dimensional CM determinant for 3 particles:
χ(ζ12, ζ13, ζ23) = (ζ13 − ζ23 − ζ12)(ζ12 − ζ13 − ζ23)(ζ23 − ζ12 − ζ13)(ζ12 + ζ13 + ζ23).
It is clear that χ simply reflects the geometric constraint on the particle distances. For example if the par-
ticles are ordered x1 < x2 < x3, then the distances must satisfy r12 + r23 = r13, this is enforced by
the first term on the right-hand side above. The other terms correspond to other orderings of the particles.
Thus χ(ζ12, ζ13, ζ23) is identically zero whenever the arguments ζαβ correspond to actual distances between
particles, e.g. χ(1, 2, 1) is zero, but χ(1, 1, 1) (which is not physical) is non-zero.
12 Recently, Murdoch in his book [Mur12] has addressed some of the issues we have raised [AT10]
regarding the force decomposition and its relationship to quantum mechanics. According to Murdoch, fαβ
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In the absence of a physically-motivated unique force decomposition, we now focus our at-
tention on characterizing the non-uniqueness of the atomistic stress tensor by decomposing
it into an extension-dependent part and an extension-independent part. We will then see in
Section 3.5 that this decomposition has an interesting analog in continuum mechanics.
3.4 Decomposition of the atomistic stress into an irrotational and a
solenoidal part
In this section, we propose a decomposition for the potential part of the atomistic stress
tensor σv into an extension-independent part σ
‖
v, and an extension-dependent part σ⊥v . In
other words, altering the potential energy extension does not affect σ‖v.
3.4.1 Theoretical derivation of the atomistic stress decomposition
Let x ∈ R3N denote the configuration of interest, and let p = R(x) ∈ Sx denote a point on
the local shape space corresponding to x. This is depicted schematically in Fig. 3.1 with Sx
shown as a surface in Re, where e is the cardinality of Ex. Recall that the atomistic stress
tensor depends on the choice of the force decomposition which depends on the choice
of potential energy extension. For a given extension V , a candidate for the central force
decomposition of the forces fα (α = 1, . . . , N) is given in (3.3.9), where the magnitude of
force fαβ is given by
fαβ =

− ∂V
∂rαβ
∣∣∣∣
R(x)
if αβ ∈ Ex,
0 otherwise.
(3.4.1)
Let (fαβ) denote the ordered e-tuple given by the set {fαβ : αβ ∈ Ex} with the ordering
given in (3.3.3).13 The vector (fαβ) ∈ Re is shown in Fig. 3.1. Let TpSx denote the
“tangent space” to the surface Sx at the point p, as shown in Fig. 3.1.14 In order to arrive
is the net force on the subatomic particles of atom α due to the subatomic particles of atom β. Although
this viewpoint treats the subatomic particles as classical particles, Murdoch argues that this approach can be
extended to a quantum mechanical system. We remain skeptical of this interpretation since the only forces
that can be obtained from a quantum mechanical model are the net forces on the particles α and β, under the
Born–Oppenheimer approximation using the Hellman–Feynman theorem [TM11].
13We will use the shorthand notation (2αβ) for the ordered tuple given by the set {2αβ : αβ ∈ Ex} with
the ordering given by (3.3.3).
14In mathematics, a tangent space is normally defined for a manifold (see for example [Lee12] for defi-
nitions of manifolds and tangent spaces). Note that the surface Sx is not a manifold due to the presence of
singular configurations, such as all particles lying on a plane or a line. Thus, TpSx is not strictly a tangent
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Figure 3.1: Schematic representation of the local shape space at a configuration x ∈ R3N as a
surface embedded in Re. In addition, the tangent space TpSx of the local shape space at the point
p = R(x) is shown. The vectors (f‖αβ) ∈ TpSx and (f⊥αβ) ∈ TpS⊥x .
at a decomposition for the atomistic stress tensor, we split the vector (fαβ) by projecting it
onto the tangent space, and its orthogonal complement15 TpS⊥x in Re, as shown in Fig. 3.1.
In other words,
(fαβ) = (f
‖
αβ) + (f
⊥
αβ), (3.4.2)
where (f ‖αβ) ∈ TpSx, and (f⊥αβ) ∈ TpS⊥x . We can now define sets of interatomic forces:
fαβ = fαβ
xα − xβ
rαβ
, f
‖
αβ = f
‖
αβ
xα − xβ
rαβ
, f⊥αβ = f
⊥
αβ
xα − xβ
rαβ
. (3.4.3)
From (3.4.2) and (3.4.3), the vector fαβ splits as
fαβ = f
‖
αβ + f
⊥
αβ. (3.4.4)
space. Nevertheless, we use this terminology, because the definition we adopt (given below in (3.4.6)) is
equivalent to the conventional definition at non-singular points.
15An orthogonal complement V ⊥ of a vector subspace V of Re is defined as
V ⊥ := {w ∈ Re : w · v = 0 for all v ∈ V }.
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Since the atomistic stress tensor given in (3.2.14) depends linearly on fαβ , (3.4.4) results
in the following decomposition of the atomistic stress tensor:
σv = σ
‖
v + σ
⊥
v . (3.4.5)
In order to formalize the geometric idea described above, we rigorously define the vector
spaces TpSx and TpS⊥x using the local rigidity map defined in (3.3.5). For each point
y ∈ Nx, there exists a tangent map TxR : R3N 7→ Re, which maps the tangent space of
Nx at y to the tangent space of Re at R(x) ∈ Sx.16 We define the vector space TpSx as
the image of the map TxR:
TpSx := ImTxR ⊂ Re. (3.4.6)
Intuitively, the tangent map at x is a linear map that maps a “perturbation” of x in Nx to a
perturbation ofR(x) in Re. A perturbation in x can be described as a vector in R3N , while
a perturbation inR(x) is described as a vector in TpSx.
We now give an explicit construction of TpSx defined in (3.4.6). A coordinate represen-
tation of TxR, in the Cartesian coordinate system of R3N and Re is given by the Jacobian
matrix Rx evaluated at the point x for the mapR. Rx is a matrix of size e× 3N , with the
following form. For each bond i ∈ {1, 2, . . . , e}, which refers to a bond, say αβ,
(Rx)ij =

(xα − xβ)k/rαβ, j ∈ {3(α− 1) + k : k = 1, 2, 3},
(xβ − xα)k/rαβ, j ∈ {3(β − 1) + k : k = 1, 2, 3},
0, otherwise.
(3.4.7)
From the definition of the Jacobian in (3.4.7), the action of Rx on u = (u1, . . . ,uN) ∈
R3N is given by
(Rxu)αβ =
(uα − uβ) · (xα − xβ)
rαβ
, (3.4.8)
where u can be viewed as a first-order approximation to a perturbation of x, and Rxu
can be viewed as a first-order approximation to the corresponding perturbation of the inter-
atomic distances. Since Rx is a representation of TxR, from (3.4.6) we have the following
16SinceNx is an open subset of R3N , the tangent space ofNx at any point y ∈ Nx is isomorphic to R3N .
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explicit construction of TpSx:
TpSx = ImRx, (3.4.9)
= span{Rx|{ui : i = 1, . . . , N} form a basis of R3N}. (3.4.10)
Note that the vectors TxR(ui) in (3.4.10) do not form a basis for TpSx because the Jaco-
bian maps the perturbation vectors u corresponding to translations and rotations to the zero
vector.17 Since (ImRx)⊥ = KerRTx , from (3.4.9) we have
TpS⊥x = KerRTx , (3.4.11)
where
KerRTx := {v ∈ Re|RTxv = 0}. (3.4.12)
We now have the following characterization of TpS⊥x . From the definition of Rx given in
(3.4.7), the action of RTx on an arbitrary (vαβ) ∈ Re, is given by18
(RTxv)α =
∑
β
αβ∈Ex
vαβ
xα − xβ
rαβ
, α = 1, . . . , N. (3.4.13)
From (3.4.11), (3.4.12) and (3.4.13), it is clear that TpS⊥x consists of all (gαβ) which result
in zero force on each particle. In other words
(gαβ) ∈ kerRTx ⇐⇒ 0 =
∑
αβ∈Ex
gαβ. (3.4.14)
We collect the above results in the following theorem.
Theorem 3. Let R : Nx → Sx be a mapping of the local configuration space onto the
local shape space at x. Let (ui : i = 1, . . . , N) be an ordered basis of R3N . For any
x ∈ R3N , the vector space TpSx, and its complimentary space TpS⊥x are described by the
17A perturbation u of the form (c, . . . , c), where c is an arbitrary vector in R3 corresponds to translations,
and a perturbation vector of the form u = (u1, . . . ,uN ), where uα = Wxα, and W is an arbitrary skew
symmetric tensor, corresponds to an infinitesimal rotation.
18 v can be viewed as a first-order approximation to a perturbation of (fαβ) ∈ Re, andRTxv can be viewed
as a first-order approximation to the corresponding perturbation in the net forces on the particles.
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Jacobian Rx of the rigidity mapR as
TpSx = span {Rxui : i = 1, . . . , N}, (3.4.15)
TpS⊥x = {(gαβ) ∈ Re :
∑
β
αβ∈Ex
gαβ = 0 for eachα = 1, . . . , N}. (3.4.16)
Moreover, the vectors space Re splits as
Re = imRx ⊕ kerRTx , (3.4.17)
where ⊕ denotes direct sum between vector spaces.
In the following corollary, we deduce some properties of (f ‖αβ) ∈ TpSx and (f⊥αβ) ∈ TpS⊥x
and the associated R3e-dimensional vectors (f ‖αβ) and (f⊥αβ), defined in (3.4.3), where we
use the notation in footnote 13.
Corollary 2. For a given potential energy extension, there exist unique vectors (f ‖αβ) ∈
TpSx, and (f⊥αβ) ∈ TpS⊥x , such that the R3e-dimensional vectors formed from them satisfy,
(fαβ) = (f
‖
αβ) + (f
⊥
αβ). (3.4.18)
Moreover, (f ‖αβ) decomposes the forces fα (α = 1, . . . , N), and (f
⊥
αβ) decomposes a null
force on each particle, i.e.
fα =
∑
β
β 6=α
f
‖
αβ, (3.4.19)
0 =
∑
β
β 6=α
f⊥αβ. (3.4.20)
Additionally, (f ‖αβ) is independent of the choice of the potential extension.
Proof. Equation (3.4.18) follows from (3.4.17) and definitions given in (3.4.3). From the
definition of fαβ in (3.3.9), we know that
fα =
∑
β
β 6=α
fαβ.
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From (3.4.18), since each fαβ is decomposed as f
‖
αβ + f
⊥
αβ , we obtain
fα =
∑
β
β 6=α
(
f
‖
αβ + f
⊥
αβ
)
.
Since (f⊥αβ) ∈ TpS⊥x , from (3.4.16) it follows that
∑
β
β 6=α
f⊥αβ = 0. Therefore,
fα =
∑
β
β 6=α
f
‖
αβ. (3.4.21)
Finally, we show that (f ‖αβ) is independent of the choice of extension. Suppose that we
have an alternate extension, that results in
fα =
∑
β
β 6=α
f˜
‖
αβ, (3.4.22)
which is an analog of (3.4.21) for the alternate extension. Subtracting (3.4.22) from (3.4.21),
we obtain
0 =
∑
β
β 6=α
f
‖
αβ − f˜ ‖αβ. (3.4.23)
Since (f ‖αβ) and (f˜
‖
αβ) belong to ImRx, it follows that (f
‖
αβ − f˜ ‖αβ) ∈ ImRx. On the
other hand, from (3.4.16) and (3.4.23), we conclude that (f ‖αβ − f˜ ‖αβ) ∈ KerRTx . Since
ImR ∩ KerRTx = {0}, it follows that for each bond, f ‖αβ − f˜ ‖αβ = 0, which is the desired
result.
We now define σ‖v and σ⊥v as the distributions obtained by substituting in f
‖
αβ and f
⊥
αβ ,
respectively, in place of fαβ in the right-hand side of (3.2.17). Since σv defined in (3.2.17)
depends linearly on the forces fαβ , it follows that
σv = σ
‖
v + σ
⊥
v . (3.4.24)
We define the stress tensor fields corresponding to the distributions σ‖v and σ⊥v as
σ‖w,v := w ? σ
‖
v, (3.4.25a)
σ⊥w,v := w ? σ
⊥
v . (3.4.25b)
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In the following two corollaries, we obtain properties of σ‖w,v and σ⊥w,v.
Corollary 3. The tensors σw,v, σ
‖
w,v and σ⊥w,v, satisfy the equations
divx σw,v(x, t) = divx σ
‖
w,v(x, t) =
∑
α
fαw(xα(t)− x), (3.4.26a)
divx σ
⊥
w,v(x, t) = 0. (3.4.26b)
Moreover, σ‖w,v is independent of the potential energy extension.
Proof. From (3.4.25) we see that expressions σ‖w,v and σ⊥w,v are obtained from (3.2.13) by
replacing the forces fαβ with f
‖
αβ and f
⊥
αβ , respectively. Therefore, from Corollary 2, σ
‖
w,v
is independent of the potential energy extension. Moreover, since σw,v satisfies (3.2.10),
we have
divx σ
‖
w,v(x, t) =
∑
α,β
α<β
f
‖
αβw(xα − x) (3.4.27)
divx σ
⊥
w,v(x, t) =
∑
α,β
α<β
f⊥αβw(xα − x). (3.4.28)
Using (3.4.19) and (3.4.20), equation (3.4.26) follows from the above equalities.
Corollary 4. Let x ∈ R3N be a configuration for which fα = 0 for each particle α. For
such a configuration, σv has the following trivial decomposition: σ⊥v = σv and σ
‖
v = 0.
Proof. Since the net force on each particle is zero, we have
∑
β
β 6=α
fαβ = 0. Therefore, it
follows from (3.4.16) that (fαβ) ∈ TpS⊥x . Moreover, from (3.4.17) in Theorem 3, we have
(f
‖
αβ) = (fαβ) and (f
⊥
αβ) = 0. Therefore, σ
‖
w,v = 0 and σ⊥w,v = σw,v.
From Corollaries 3 and 4, we see that σ⊥w,v is always divergence-free and σ
‖
w,v is zero in the
absence of external loading. Therefore, we refer to σ⊥w,v as the solenoidal part of the atom-
istic stress and σ‖w,v as the irrotational part of the atomistic stress. The solenoidal part σ⊥w,v
is extension-dependent and thus non-unique, whereas the irrotational part σ‖w,v is uniquely
defined. The terms irrotational and solenoidal are borrowed from the Helmholtz decom-
position of vector fields. The choice of this terminology is made clear in the next section
where we discuss the Beltrami representation of the continuum Cauchy stress tensor, which
is a Helmholtz-like decomposition for symmetric tensor fields.
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The decomposition derived in this section has a potential application in the systematic
reduction of noise in atomistic fields. Recall from Section 3.2 that one of the sources of
non-uniqueness in the Murdoch–Hardy procedure is the choice of the weighting function.
The size of the weighting function is chosen to average out the noise which exists due to
the discrete nature of the atomistic system, and at the same time preserve the macroscopic
feature of the continuum field. A recent article by Ulz et al. [UMP13] proposes an optimal
size for the support of the weighting function based on the correlation length of the potential
energy function.
We observe in our numerical tests that a large proportion of noise in the atomistic stress
exists in the solenoidal part, and a large proportion of its macroscopic features exist in the
irrotational part. This suggests using two weighting functions with different-sized supports
to obtain the atomistic stress. The weighting function with the larger support will be used
to obtain the solenoidal part so that most of the noise is averaged out, and a weighting
function with the smaller support will be used to obtain the irrotational part to best preserve
the macroscopic features. This results in a systematic reduction of noise which may not be
accessible using a single weighting function.
3.4.2 A practical algorithm of the atomistic stress decomposition
We now describe a practical algorithm for decomposing the atomistic stress tensor into its
solenoidal and irrotational parts. This requires as to decompose the forces (fαβ) according
to (3.4.18).
The input to algorithm is the configuration of the system x, the cutoff radius rcut, the
potential energy function V , and the weighting function w. The cutoff radius and the con-
figuration are used collect the edges in Ex. Using Ex and x, the e × 3N sparse matrix
Rx defined in (3.4.7) is assembled in sparse format. Each component of (fαβ) defined in
(3.4.1) is calculated using the given potential energy extension and assembled as an e × 1
array. The vector (f ‖αβ) is obtained by projecting it onto the tangent space TpSx. The
projection is implemented as a minimization problem:
(f
‖
αβ) = argmin
y∈TpSx
‖y − (fαβ)‖. (3.4.29)
Referring to (3.4.15), we see that this is equivalent to setting
(f
‖
αβ) = Rxu∗, (3.4.30)
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where u∗ is the solution to the following least-squares problem:
u∗ = argmin
u∈R3N
‖Rxu− (fαβ)‖. (3.4.31)
In order to solve (3.4.31), we use a linear least squares solver based on the Golub–Kahan
bi-diagonalization process [PS82]. Once (f ‖αβ) are computed, The orthogonal forces follow
as f⊥αβ = fαβ − f ‖αβ . The vectors fαβ , f ‖αβ and f⊥αβ are then computed from (3.4.3), and
the stress fields σw,v, σ
‖
w,v and σ⊥w,v follow using the weighting function w. The above
procedure is summarized in Algorithm 1.
Algorithm 1 Decomposition σw,v = σ
‖
w,v + σ⊥w,v
1: Read the configuration x = (x1, . . . ,xN) and the cutoff radius rcut of the potential
2: Using rcut and x, collect the edges Ex defined in (3.3.4)
3: e := cardinality of Ex
4: Construct the sparse e× 3N rigidity matrix Rx using (3.4.7)
5: Compute the e× 1 vector (fαβ) using (3.4.1)
6: Solve the minimization problem u∗ = argminu∈R3N ‖Rxu− (fαβ)‖
7: Compute the e× 1 vectors (f ‖αβ) := Rxu∗ and (f⊥αβ) = (fαβ)− (f ‖αβ)
8: Compute the vectors fαβ , f
‖
αβ and f
⊥
αβ .
9: Using the weighting function w, compute σw,v given in (3.2.13), and σ
‖
w,v, σ⊥w,v given
in (3.4.25)
A KIM-compliant Fortran program for performing the decomposition is available as part
of the supporting material.19
In the next section, we discuss an analogous decomposition of the Cauchy stress tensor in
continuum mechanics using the generalized Beltrami representation.
3.5 A Generalized Beltrami representation for the continuum Cauchy
stress tensor
Let Ω ⊂ R3 be a bounded open subset with a smooth boundary, and let V and SYM denote
the space of smooth vector fields and smooth symmetric tensor fields on Ω, respectively.
19The Knowledgebase of Interatomic Models (KIM) [TES+11, TEPS13] is a project focused on creating
standards for atomistic simulations including an application programming interface (API) for information
exchange between atomistic simulation codes and interatomic potentials. The Fortran program accompanying
this paper works with all interatomic potentials stored in the KIM Repository at https://openkim.org,
which are compatible with the KIM API standard.
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It is well-known from Helmholtz decomposition of vector fields that any u ∈ V can be
represented in terms of a smooth scalar field φ, and a vector field ψ ∈ V :
u(x) = ∇φ(x) + curlψ(x), x ∈ Ω. (3.5.1)
The above decomposition is commonly referred to as a “Helmholtz decomposition.” A
representation similar to (3.5.1) exists for a tensor field T ∈ SYM, given by
T (x) = curl(curl Ψ(x)) +
1
2
(∇v(x) +∇vT(x)), x ∈ Ω, (3.5.2)
where Ψ ∈ SYM and v ∈ V . The representation given in (3.5.2) is commonly referred to
as a “generalized Beltrami representation” [Gur63, FS03, FRC05]. Within elasticity theory,
Beltrami [Bel92] discovered that in the absence of body force field, a continuum Cauchy
stress tensor σc of the form
σc(x) = curl(curl Ψ)(x), (3.5.3)
identically satisfies the equilibrium equation, divx σc = 0. The representation given in
(3.5.3) is commonly referred to as a “Beltrami representation.” A question then arose
regarding the validity of the converse statement: Does divx T = 0,T ∈ SYM imply that
T has the Beltrami representation given in (3.5.3)? In 1963, Gurtin [Gur63] showed that
there exist symmetric tensor fields satisfying divx T = 0, which do not have a Beltrami
representation. In particular, it was shown that a symmetric tensor field T has a Beltrami
representation if and only if either of the following two conditions are satisfied:
1. divx T = 0 in Ω, and Ω is non-periphractic20.
2. For every closed surface S ⊂ ∂Ω,∫
S
T (x)n(x) da = 0 (3.5.4)∫
S
x ∧ T (x)n(x) da = 0, (3.5.5)
where n(x) is a unit normal field on S, and ∧ denotes the vector cross product.
For an example in which conditions (1) and (2) are not satisfied, consider a periphractic
domain such as a hollow sphere of positive thickness. Construct a boundary-value problem
20A periphractic domain refers to domains which have holes, but not holes that pierce completely through
it.
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on this domain by specifying non-zero tractions on the inner and outer surfaces, such that
the integrals of tractions on the inner and outer surfaces are non-zero, while the net traction
on the body is zero. A linear elastic solution for the given boundary-value problem results in
a stress tensor field that does not have a Beltrami representation. Since (3.5.2) “completes”
the Beltrami representation, it is a generalization of the Beltrami representation.
Note that for an unbounded domain, the Helmholtz decomposition given in (3.5.1) applies
to only smooth functions with a decay property at infinity given by
u(x) = c+ o(‖x‖−δ), (3.5.6)
for some δ > 0 and c ∈ R3. (See [Gur62] for a proof of the Helmholtz decomposition for
unbounded domains.) For a given u that decays at infinity, the fields ∇φ and curlψ are
uniquely defined.21 This follows from the following argument. Assume that there exists an
alternate decomposition of u given by u = ∇φ˜+ curl ψ˜, for some scalar and vector fields
φ˜ and ψ˜ respectively, such that ∇φ 6≡ ∇φ˜. This implies4(φ− φ˜) = 0, and since φ and φ˜
satisfy the decay property given in (3.5.6), φ− φ˜ is bounded. From the maximum principle
[RR04] for harmonic functions, we know that the only harmonic function on R3 that is
bounded is a constant function. Therefore, φ and φ˜ differ by a constant, which implies
∇φ ≡ ∇φ˜, a contradiction. On the other hand, the decomposition given in (3.5.1) is not
unique for bounded domains. This can be easily seen by altering an existing decomposition
u = ∇φ+ curlψ to u = ∇(φ+ h) + curl(ψ− ψ̂), where h is a harmonic potential on Ω,
and ψ̂ is a vector field such that22 curl ψ̂ = ∇h. A unique decomposition can be obtained
for bounded domains, if an additional condition
curlψ(x) · n(x) = 0, x ∈ ∂Ω, (3.5.7)
is imposed onψ. We therefore have the following orthogonal decomposition of V , equipped
with the L2 inner product for bounded domains:
V = {∇φ : φ ∈ S } ⊕⊥ {curlψ : curlψ · n = 0 on ∂Ω,ψ ∈ V }. (3.5.8)
See [Ghi10] for a discussion on various other Helmholtz orthogonal decompositions of
square-integrable vector fields.
21Note that this does not mean that φ and ψ are unique.
22Since div(∇h) = 0, there exists a vector field ψ̂ such that curl ψ̂ = ∇h. For a proof, see [GR79].
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Similar to the above discussion on vector fields, the decomposition for tensor fields given in
(3.5.2) is not unique. This can be seen from the following example. Consider a solution for
the displacement field v̂ for a linear elastic boundary-value problem on a non-periphractic
domain with the elasticity tensor C equal to identity tensor.23 Then the resulting continuum
stress tensor field is given by
σ̂ =
1
2
(∇v̂ +∇v̂T). (3.5.9)
On the other hand, since div σ̂ = 0, and the domain is non-periphractic, from condition 1
we know that there exists a Ψ̂ ∈ SYM, such that
σ̂ = curl(curl Ψ̂). (3.5.10)
Using (3.5.9) and (3.5.10), we can now alter an existing decomposition for a tensor field
T ∈ SYM, given in (3.5.2), by changing Ψ and v to Ψ + Ψ̂ and v − v̂, respectively. A
unique decomposition of a tensor field is obtained if we impose the following additional
condition on Ψ:
curl(curl Ψ(x))n(x) = 0, x ∈ ∂Ω. (3.5.11)
Equation (3.5.11) is an analog of (3.5.7) for tensor fields. Therefore, the continuum Cauchy
stress can be uniquely decomposed as
σc = σ
‖
c + σ
⊥
c , (3.5.12)
where for some v ∈ V and Ψ ∈ SYM,
σ‖c (x) =
1
2
(∇v(x) +∇vT(x)), x ∈ Ω, (3.5.13a)
σ⊥c (x) = curl(curl Ψ(x)), x ∈ Ω, (3.5.13b)
(σ⊥c n)(x) = 0, x ∈ ∂Ω. (3.5.13c)
In other words, we have the following orthogonal decomposition of SYM, equipped with
the L2 inner product:
SYM ={∇v +∇vT : v ∈ V }⊕⊥
{curl curl Ψ : curl(curlψ)n = 0 on ∂Ω,Ψ ∈ SYM}. (3.5.14)
23Since the fourth-order identity tensor is strongly elliptic, it follows that a unique solution v̂ exists.
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It is clear from (3.5.13) that σ‖c is the “irrotational” part, and σ⊥c is the traction-free
“solenoidal part” of σc.
We now identify and motivate the following analogies between the atomistic entities de-
fined in Section 3.4 and the continuum entities.
1. Local shape space and strain analogy:
Tangent space of the
local shape space
↔ Set of compatible
strain fields
. (3.5.15)
A vector in the tangent space may be viewed as a compatible perturbation of dis-
tances. At the same time, we know that a compatible strain field is a first-order ap-
proximation of the left and right Cauchy–Green strain tensor fields, which describe
the changes in the length of infinitesimal material vectors. This motivates the analogy
given in (3.5.15).
2. Atomistic and continuum stress analogy:
σ‖w,v ↔ σ‖c , (3.5.16)
σ⊥w,v ↔ σ⊥c . (3.5.17)
Recall that σ‖w,v is defined using (f
‖
αβ), which is the projection of (fαβ) onto the
tangent space of Sx (see Theorem 3). At the same time, from (3.5.14), (3.5.12) and
the following identities,
curl(curl(∇v +∇vT)) ≡ 0, div(curl(curl Ψ)) ≡ 0, (3.5.18)
it follows that σ‖c is the projection of σc onto the space of compatible strain fields on
Ω. This motivates the analogies given in (3.5.16) and (3.5.17).
In this paper, we do not subject the above analogies to further rigorous treatment. Instead,
we check their validity using a numerical test in the next section.
3.6 Numerical test
In this section, we use a numerical example to compare the decompositions of the atom-
istic and continuum stress tensors given in Sections 3.4 and 3.5. We consider the linear
elastic problem of an anisotropic infinite plate with a hole subjected to a uniaxial loading
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at infinity. For the sake of comparison, the plate material is taken to be single crystal Ar in
the face-centered cubic (fcc) structure.
3.6.1 Decomposition of the continuum stress
The continuum linear elastic constitutive law is given by
σc = C
∇uc +∇uTc
2
, (3.6.1)
where C is the fourth-order elasticity tensor. The continuum boundary-value problem is
divσc(x) = 0 for x ∈ Ω, (3.6.2a)
σc(x)→ σ∞ as ‖x‖ → ∞, (3.6.2b)
where σ∞ = σ∞(e1 ⊗ e1) is a constant uniaxial stress tensor. This problem is commonly
referred to as the Kirsch problem, and the exact analytical solution uc can be found in
[Lek63]. For this numerical test, we assume that the loading at infinity and the hole axes
are parallel to the crystallographic axes of the plate. The continuum stress σc can then be
evaluated from uc using (3.6.1). We now decompose σc into σ
‖
c and σ⊥c .
Since σ⊥c is divergence-free and traction-free (see (3.5.13)), it follows that σ
‖
c also satisfies
(3.6.2). Moreover, since the expression for σ‖c in (3.5.13), is identical to the right-hand side
of (3.6.1) with C replaced with the fourth-order identity tensor, σ‖c can be obtained from
the analytical solution given in [Lek63] by replacing the elastic constants corresponding
to C in the solution, with elastic constants corresponding to the identity tensor. Then σ⊥c
follows as σ⊥c = σc − σ‖c .
3.6.2 Decomposition of the atomistic stress
In the atomistic simulation, the Kirsch problem is modeled using a collection of Ar atoms in
the fcc structure at zero temperature. The atomic interactions are modeled using a modified
Lennard–Jones (LJ) pair potential [TM11] with Ar parameters from [Ber58] archived in
OpenKIM [Adm, TES+11].24 The LJ parameters are  = 10.4 meV and σ = 3.4 A˚. The
cutoff radius is rcut = 8.5 A˚. The equilibrium fcc lattice parameter at zero temperature
(T = 0 K) calculated for this potential is a0 = 5.29216 A˚. The reference (unloaded)
configuration of the plate is obtained by stacking 100×100×5 unit cells, and removing all
24In a modified LJ potential, the standard LJ potential is modified by the addition of a quadratic function
to bring the potential and its first and second derivatives to zero at the cutoff radius.
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atoms that fall inside a circle of radius 50 A˚ positioned at the center of the stack, with its
out-of-plane axis parallel to the [001] crystallographic axis. The resulting system consists
of 194415 atoms. The system is loaded at infinity in the x-direction with σ∞ = 2.5 ×
10−5 eV/A˚3, and initially displacing the atoms according to the exact solution uc described
in Section 3.6.1. Following the initial displacement, the atoms on the boundary are held
fixed and the interior of the system is allowed to relax using a conjugate gradient algorithm
to remove any unbalanced loads [TM11].
The atomistic stress fieldσw,v is obtained using the expression given in (3.2.13). The forces
fαβ appearing in this expression are given by
fαβ = −∂VMLJ
∂rαβ
xα − xβ
rαβ
, (3.6.3)
where VMLJ is the modified LJ potential energy which is a function of the distances between
atoms, rαβ = ‖xα − xβ‖, and xα and xβ are the positions of atoms α and β at the end of
the atomistic simulation. The weighting function in (3.2.13) is taken to be a constant with
a trigonometric mollifying function:
w(r) = ŵ(‖r‖) =

cR if ‖r‖ < R− ,
1
2
cR
[
1− cos
(
R−‖r‖

pi
)]
if R−  < ‖r‖ < R,
0 otherwise,
(3.6.4)
where cR is chosen such that w is a normalized function. We set R = 12 A˚ and  =
1.44 A˚. The atomistic stress tensor can now be decomposed using the algorithm described
in Section 3.4.2.
3.6.3 Comparison of the continuum and atomistic decompositions
In this section, we compare results of the continuum and atomistic decompositions of the
stress tensor for the Kirsch problem. Figs. 3.2 and 3.3 show plots of the decomposition
of the xx, yy and xy components of the normalized continuum stress, and the normalized
atomistic stress respectively, into an irrotational part and a traction-free solenoidal part. We
make the following observations based on the plots.
1. The total atomistic stress tensor σw,v is in good agreement in form and magnitude
with the continuum stress tensor σc.
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(σc)xx/σ∞
0.00 +1.00 +2.00
(σ‖c )xx/σ∞
= +
0.00 +1.00 +2.00
(σ⊥c )xx/σ∞
−0.20 0.00 +0.20
(a)
(σc)yy/σ∞
−0.50 0.00 +0.50
(σ‖c )yy/σ∞
= +
−0.50 0.00 +0.50
(σ⊥c )yy/σ∞
−0.08 0.00 +0.08
(b)
(σc)xy/σ∞
−0.75 0.00 +0.75
(σ‖c )xy/σ∞
= +
−0.75 0.00 +0.75
(σ⊥c )xy/σ∞
−0.08 0.00 +0.08
(c)
Figure 3.2: A plot showing the decomposition of the normalized continuum stress into an irro-
tational part σ‖c/σ∞, and a traction-free solenoidal part σ⊥c /σ∞. Parts (a), (b), and (c) show the
decomposition of the xx, yy and xy components of σc/σ∞, respectively.
2. The qualitative forms of σ⊥c and σ
⊥
w,v are in good agreement with each other.
3. The magnitudes of σ⊥c is less than the magnitude of σ
⊥
w,v. The reason for this is that
decomposition of σc is for an infinite domain, whereas the decomposition of σw,v is
for a finite atomistic body. We find that σ⊥w,v tends to σ
⊥
c as we increase the size of
the atomistic body.
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Figure 3.3: A plot showing the decomposition of the normalized atomistic stress into an irrotational
part σ‖w,v/σ∞, and a solenoidal part σ⊥w,v/σ∞. Parts (a), (b), and (c) show the decomposition of the
xx, yy and xy components of σw,v/σ∞, respectively.
The above observations suggest that the decomposition of the atomistic stress proposed in
Section 3.4 is in good agreement with the decomposition of the continuum stress obtained
using the Beltrami representation in Section 3.5.
56
3.7 Summary
In this paper, we study the non-uniqueness of the atomistic stress tensor arising from the
non-uniqueness of the force decomposition, which in turn is due to the choice of the poten-
tial energy representation. A geometric interpretation of force decomposition is given using
rigidity theory and its non-uniqueness is characterized. This analysis results in a decompo-
sition of the atomistic stress into an irrotational part that depends on the choice of potential
energy representation, and a solenoidal part that is independent of it. A similar decomposi-
tion is constructed in continuum mechanics using the generalized Beltrami representation,
which is a version of Helmholtz decomposition for symmetric tensor fields. We identify
various analogies between the two decompositions and obtain an atomistic equivalent to the
continuum strain tensor. We numerically compare the two decompositions and demonstrate
their equivalence for a linear elasticity boundary-value problem of an anisotropic infinite
plate with a hole under uniaxial stress at infinity.
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Chapter 4
Stress and heat flux for arbitrary
multibody potentials: A unified
framework
4.1 Introduction
The idea of defining continuum fields from particle mechanics (for the special case of
pair potential interactions) was pioneered in the landmark paper of Irving and Kirkwood
[IK50]. Irving and Kirkwood derived the equations of hydrodynamics from the principles
of non-equilibrium classical statistical mechanics and in the process established pointwise
definitions for various continuum fields. Under this procedure, basic continuum fields in-
cluding the mass density, momentum density and the specific internal energy are defined
a priori using a probability density function. Using these definitions, expressions for the
stress tensor and the heat flux vector fields are obtained that identically satisfy the balance
laws of continuum mechanics. The continuum fields obtained in Irving and Kirkwood’s
original paper [IK50] involved a series expansion of the Dirac delta distribution, which is
not mathematically rigorous.1 In a follow-up study, Noll [Nol55, LVLT10] proved two lem-
mas, which allowed him to avoid the use of the delta distribution and to obtain closed-form
analytical expressions for the continuum fields.
Since the Irving–Kirkwood procedure is stochastic in nature, many problems arise when
1The derivation is non-rigorous in the sense that expressing the stress tensor as a series expansion is only
possible when the probability density function, which is used in the derivation, is an analytic function of the
spatial variables (see [Nol55]).
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one tries to use the resulting expressions for a practical calculation — a key one being our
lack of knowledge of the probability density function. To avoid these difficulties Hardy
[Har82], and independently Murdoch [MB93, MB94, Mur03, Mur07] developed a sim-
pler spatial averaging procedure that avoids the mathematical complexity of the Irving–
Kirkwood procedure. We refer to the procedure due to Hardy as the Hardy procedure and
that due to Murdoch as the Murdoch procedure.2 In these procedures, continuum fields are
defined as direct spatial averages of the discrete equations of motion using a normalized
weighting function. This approach also leads to a set of definitions that identically satisfy
the balance equations. Therefore, we have three different approaches for defining the con-
tinuum fields from particle mechanics — although originally developed for pair potentials
only.
Of the continuum fields, the stress tensor has been studied most extensively. In addition
to the definitions for the stress tensor obtained from the systematic approaches described
above, a number of other definitions have been proposed in the past dating back to the
work of Cauchy [Cau28a, Cau28b] on the stress vector and Clausius [Cla70] on the virial
stress.3 Efforts at obtaining microscopic definitions for the stress tensor (as well as other
continuum variables) are ongoing; see for example [Tsa79, WAD95, CRD01, ZIH+04,
HPB05, Del05, MRT06, Che06, MJP09b, MJP09a, TPM09, RT10] for some important
contributions. A recent article [AT10] by the authors extensively studies the definition
for the stress tensor within a unified framework based on a generalization of the Irving–
Kirkwood procedure to arbitrary multi-body potentials followed by a process of spatial av-
eraging. Through this unified framework it is shown that all existing definitions, including
the virial stress tensor [Cla70], Hardy stress tensor [Har82], and Cauchy/Tsai stress tensor
[Cau28a, Cau28b, Tsa79], which all seem to be derived from disparate approaches, follow
as special cases from a single stress expression. Furthermore, the derivation in [AT10] re-
veals the subtle (and hitherto unrecognized issue) that interatomic potentials constitute con-
tinuously differentiable extensions to functions defined over a more limited domain. This
is a vital part of the derivation with important implications for the uniqueness of the micro-
scopic stress tensor — an issue which is widely discussed in the literature cited above. Al-
though there have been a number of attempts to generalize the Irving–Kirkwood procedure
and the Hardy procedure to multi-body potentials (see [ZWS08, Che06, ZT04, HPB05]),
these attempts are either restricted to specific potentials (see [Che06, ZT04]) or the source
of non-uniqueness of the stress tensor is not explicitly identified. In contrast, the unified
2Although the Hardy and Murdoch procedures seem similar, they are notably different in the derivation
of the energy balance equation, and the resulting expressions for energy density and the heat flux vector.
3See [AT10] for a more detailed historical review.
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framework developed in [AT10] applies to arbitrary multi-body potentials and rigorously
characterizes the non-uniqueness of the stress tensor.
The aim of this paper is to continue to use this unified framework to study the energy bal-
ance equation of continuum mechanics in the context of multi-body potentials. As noted
earlier, in the original Irving–Kirkwood and the Hardy procedure, the definition for the
potential part of the specific internal energy (for the special case of pair potentials in a
mono-atomic system) is assumed a priori and the expression for the heat flux vector is
then derived to ensure that the energy balance equation is identically satisfied. Unfortu-
nately, this approach does not generalize to arbitrary multi-body potentials (or even pair
potentials with multiple species types) since it involves an ambiguous definition for the
“energy of an atom”. To the best of the authors’ knowledge, all the existing works (see
[ZWS08, Che06, ZT04, MR83, TNO08]) which attempt to derive a microscopic definition
for the heat flux in the case of multi-body potentials by generalizing the Irving–Kirkwood
procedure or the Hardy procedure suffer from this ambiguity. For example, in [Che06]
it was assumed that the energy corresponding to a cluster of three particles interacting
through a three-body potential is evenly distributed among the particles. However, there is
no symmetry argument to justify this assumption.4 Furthermore, even for the case of pair
potential interactions, the original Irving–Kirkwood approach leads to an expression for the
heat flux vector which is not invariant with respect to the addition of a constant to the poten-
tial energy of the system, which is not physically reasonable. In contrast, in the Murdoch
procedure, the specific internal energy and heat flux vector are obtained together as part
of the derivation and the resulting expressions are consistent with physical expectations.
Motivated by this, in this paper, we reformulate the Irving–Kirkwood procedure using the
method followed by Murdoch [MB94]. This approach leads to physically-acceptable ex-
pressions for the internal energy density and heat flux vector which are grounded in rig-
orous statistical mechanics principles and which does not require any energy decomposi-
tion between the particles. Furthermore, as noted above, our derivation extends those of
Irving–Kirkwood and Murdoch to arbitrary multi-body potentials. Finally, the application
of the spatial averaging step in the unified procedure leads to expressions suitable for use
in molecular dynamics simulations. These expressions are compared with those from the
original Irving–Kirkwood formulation through a number of simple numerical experiments.
4The symmetry argument for equally dividing the energy among particles only holds for identical atoms
interacting via a pair potential. It is lost for multi-species systems and for all higher-order potentials. For
example, for a three-body potential (even in the case of a single-species system), the symmetry between
atoms is lost in all clusters of three particles which do not form an equilateral triangle. The same reasoning
applies for potentials of higher order.
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The following notation is used in this paper. Vectors are denoted by lower case letters in
bold font, while tensors of higher order are denoted by capital letters in bold font. The
inner product of two vectors is given by a dot “·”, and their tensor product is given by
the symbol “⊗”. The inner product of two second-order tensors is denoted by “:”. The
gradient of a vector field, v(x), is denoted by∇xv(x). A second-order tensor, T , operating
on a vector, v, is denoted by Tv. The divergence of a tensor field, T (x), is denoted by
divx T (x), which corresponds to ∂Tij/∂xj in indicial notation (with Einstein’s summation
convention).
4.2 Continuum fields as phase averages
Consider a system modeled as a collection of N point particles, each particle identified by
an index α (α = 1, 2, . . . , N). The position, mass, and velocity of particle α are denoted by
xα, mα and vα, respectively. We assume that the particles interact through a continuously
differentiable function V(x1, . . . ,xN), which is called the potential energy of the system.
The complete microscopic state of the system at any instant of time is known from the
knowledge of position and velocity of each particle in R3. Hence, the state of the system at
time t may be represented by a point in a 6N -dimensional phase space.5 Let Γ denote the
phase space. Therefore any point in Γ, can be represented as,
(x(t);v(t)) := (x1(t), . . . ,xN(t);v1(t), . . . ,vN(t)). (4.2.1)
In reality, the microscopic state of the system is never known to us and the only observ-
ables identified are the macroscopic fields as defined in continuum mechanics. We identify
the continuum fields with macroscopic observables obtained in a two-step process: (1)
a pointwise field is obtained as a statistical mechanics phase average; (2) a macroscopic
field is obtained as a spatial average over the pointwise field. The phase averaging in
step (1) is done with respect to a continuously differentiable6 probability density function
W : Γ× R+ → R+ defined on all phase space for all t. The explicit dependence of W on
time t, indicates that our system need not be in thermodynamic equilibrium.
The basic idea behind the original Irving and Kirkwood procedure is to prescribe the mass
5The usual convention is to represent the phase space via positions and momenta of the particles. For
convenience, in this section, we instead use positions and velocities.
6The assumption that the probability density function exists and it is continuously differentiable can be
considerably weakened by viewing W as a generalized function/distribution in the sense of Schwartz. For
the sake of brevity we do not take this approach, however, we later use a generalized function/distribution
as a candidate for W to arrive at expressions for continuum fields that can be used in a molecular dynamics
simulation. See Section 4.3 for details.
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density, velocity and the specific internal energy fields, which we call the input fields, and
derive the body force vector, stress tensor and the heat flux vector fields, which we call
the output fields, such that all the definitions are consistent with the balance laws of mass,
momentum and energy:
Input fields Output fields
mass density
velocity
specific internal energy
→

body force
stress
heat flux
 . (4.2.2)
To arrive at these definitions, we repeatedly use the following result of Liouville’s theorem,
which describes the evolution of the probability density function:
∂W
∂t
+
N∑
α=1
[vα · ∇xαW + v˙α · ∇vαW ] = 0. (4.2.3)
Since the force on a particle α is given by
fα := −∇xαV , (4.2.4)
equation (4.2.3) can be rewritten as
∂W
∂t
+
N∑
α=1
[
vα · ∇xαW −
∇xαV
mα
· ∇vαW
]
= 0, (4.2.5)
where, as stated before, V(x1,x2, . . . ,xN) denotes the potential energy of the system.
Equation (4.2.5) is called Liouville’s equation.
To proceed, we divide the potential energy into two parts:
1. An external part, Vext, associated with long-range interactions such as gravity or
electromagnetic fields,
2. An internal part, Vint, associated with short-range particle interactions. In general,
the internal part of the potential energy is also called the interatomic potential energy.
We next define the input fields used in the Irving–Kirkwood procedure.
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4.2.1 Phase averaging
Under the Irving–Kirkwood procedure, pointwise fields are defined as phase averages. For
example, the pointwise mass density field is defined as
ρ(x, t) :=
∑
α
mα
∫
R3N×R3N
Wδ(xα − x) dxdv, (4.2.6)
δ denotes the Dirac delta distribution, and
∑
α denotes summation from α = 1 to N . To
avoid the Dirac delta distribution and for greater clarity we adopt the notation introduced
by Noll. Hence (4.2.6) can be rewritten as
ρ(x, t) =
∑
α
mα
∫
W dx1 . . . dxα−1dxα+1 . . . dxNdv
=:
∑
α
mα 〈W | xα = x〉 , (4.2.7)
where 〈W | xα = x〉 denotes an integral of W over all its arguments except xα, and xα is
substituted with x.
The second input field, which is the pointwise velocity field, is defined via the momentum
density field, p(x, t), as follows:
p(x, t) :=
∑
α
mα 〈Wvα | xα = x〉 , (4.2.8)
v(x, t) :=
p(x, t)
ρ(x, t)
. (4.2.9)
The third input field, which is the specific internal energy, depends on the interatomic
potential. At this point, it must be noted that the original Irving–Kirkwood procedure was
limited to systems interacting through a pair potential function:
Vint = Vint(r12, . . . , r1N , r23, . . . , r(N−1)N)
=
∑
α
Vα, (4.2.10)
where Vα is the energy of particle α, defined as
Vα := 1
2
[∑
β
β<α
φβα(rβα) +
∑
β
β>α
φαβ(rαβ)
]
. (4.2.11)
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and φαβ (α < β) is the energy corresponding to the interaction of the pair (α, β). In this
case, the specific internal energy is defined as
(x, t) := k(x, t) + v(x, t), (4.2.12)
where
ρk(x, t) :=
1
2
∑
α
mα〈‖vα‖2W | xα = x〉, (4.2.13)
is the kinetic contribution to the specific internal energy , and
ρv(x, t) :=
∑
α
〈VαW | xα = x〉, (4.2.14)
is the potential contribution to the specific internal energy. According to the definition
given in (4.2.12), the specific internal energy at (x, t) is the weighted sum of the energy
of each particle with the probability that it is at x at time t. It is clear from the definition
in (4.2.11) that the interaction energy φαβ , between any two particles α and β, is shared
equally between the particles α and β. This is plausible for systems with identical particles
interacting with pair potential, but there is no a priori physically motivated way of deciding
how to distribute the energy for systems interacting through a multi-body potential. This
is one of the primary reasons why the definition for the specific internal energy and the
energy balance equation has to be re-examined as we do later in Section 4.2.4.
It is clear from the definitions in (4.2.7), (4.2.8), (4.2.13) and (4.2.14) that the integrals in
these equations converge only under appropriate decay conditions [AT10] on W . Under
these condition, any continuously differentiable vector or tensor-valued function defined
on the phase space for all t (and satisfying certain additional decay conditions described in
[AT10]), we have7 ∫
R3
G · ∇xαW dxα = −
∫
R3
W divxαG dxα, (4.2.15a)∫
R3
G · ∇vαW dvα = −
∫
R3
W divvαG dvα. (4.2.15b)
The above identities are repeatedly used in deriving the equation of continuity, the equation
of motion, and the energy balance equation in the Irving–Kirkwood procedure.
7IfG is a second-order tensor or higher, then the dot product indicates tensor operating on a vector. Note
that in (4.2.15), in the interest of brevity, we are breaking our notation of denoting a second-order tensor
operating on a vector by juxtaposition.
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4.2.2 General interatomic potentials
In this section, we describe some properties of interatomic potentials, which play a crucial
role in extending the original Irving–Kirkwood procedure to multi-body potentials. In
addition, it gives new new insights into the original procedure which was limited to pair
potentials. This section is largely based on [AT10], and is briefly summarized here for
completeness and to define the necessary notation and terminology.
In general, the internal part of the potential energy, also called the interatomic potential
energy, depends on the positions of all particles in the system:
Vint = V̂int(x1,x2, . . . ,xN), (4.2.16)
where the “hat” indicates that the functional dependence is on absolute particle positions
(as opposed to distances later on). We assume that V̂int : R3N → R is a continuously
differentiable function.8 Due to the invariance of the potential energy with respect to rigid-
body motions and reflections, it can be shown that Vint in (4.2.16) can be expressed as a
new function [? ]
Vint = V˘int(·), (4.2.17)
where the argument of V˘int is an N(N − 1)/2 tuple of “physically-realizable distances”.
Before we describe what this means, we note that the N(N − 1)/2 distances between the
N particles embedded in R3 are not independent. This can be easily seen for any collection
of 5 particles or more. Therefore, the set of all N(N − 1)/2 tuples of physically realizable
distances is a proper subset of RN(N−1)/2. In fact, it is a (3N − 6)-dimensional manifold
called the shape space of the system which is defined as
S := {(r12, r13, . . . , r1N , r23, . . . , r(N−1)N) |
rαβ = ‖xα − xβ‖, (x1, . . . ,xN) ∈ R3N}. (4.2.18)
For example, for a chain of 3 particles in one dimension, with positions x1 < x2 < x3, the
three distances (r12, r13, r23) must satisfy r12 + r23 = r13. Values of (r12, r13, r23) that do
not satisfy this constraint are not “physically realizable” and are therefore outside the shape
space manifold.
From the above discussion it is clear that the potential energy is only defined on the shape
8Note that this assumption may fail in systems undergoing first-order magnetic or electronic phase trans-
formations.
65
space of the system. We will soon see that in order to derive the stress tensor, we need to
evaluate partial derivatives like the following:
∂Vint
∂r12
=
lim
→0
Vint(r12 + , . . . , rN(N−1))− Vint(r12, . . . , rN(N−1))

. (4.2.19)
It is clear that this relation requires us to evaluate the potential energy outside the shape
space since if (r12, . . . , rN(N−1)) is on S then by adding  to one of the distances, we move
off it. Thus, the expression in (4.2.19) makes sense only when we extend the function to the
neighborhood of the shape space manifold (see Section 3.4 in [AT10] for a more detailed
discussion).
This is the reason we now restrict our discussion to those systems for which there exists
a continuously differentiable extension of V˘int, defined on the shape space, to RN(N−1)/2.
This is a reasonable assumption because all interatomic potentials used in practice, for a
system ofN particles, are either continuously differentiable functions onRN(N−1)/2, or can
easily be extended to one. For example, the pair potential and the embedded-atom method
(EAM) potential [DB84] are continuously differentiable functions on RN(N−1)/2, while the
Stillinger-Weber [SW85] and the Tersoff [Ter88] potentials which depend on the angles
between relative position vectors, can be easily extended to RN(N−1)/2 by expressing these
angles as a function of distances between particles. Therefore, we assume that there exists
a continuously differentiable function Vint : RN(N−1)/2 → R, such that the restriction of
Vint to S is equal to V˘int:
Vint(s) = V˘int(s) ∀s = (r12, . . . , r(N−1)N) ∈ S. (4.2.20)
An immediate question that arises is whether this extension is unique in a neighborhood of
s ∈ S . Note that for 2 ≤ N ≤ 4, 3N − 6 = N(N − 1)/2. Therefore, for 2 ≤ N ≤ 4, for
every point s ∈ S, there exists a neighborhood in RN(N−1)/2 which lies in S. However, for
N > 4, there may be multiple extensions of V˘int.
We will soon see that the quantity evaluated in (4.2.19) may differ for different extensions.
On the other hand, the internal force on any particle α,
f intα := −∇xαVint
= −∇xαV̂int (4.2.21)
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is uniquely defined for any extension. We next address the possibility of having multiple
extensions for the potential energy by studying the various constraints that the distances
between particles must satisfy in order to be embeddable in R3. We demonstrate, through
a simple example, how multiple extensions for the potential energy lead to a non-unique
decomposition of the force on a particle, which in turn leads to a non-unique pointwise
stress tensor.
Central-force decomposition and the possibility of alternate extensions
We first show that the force on a particle can always be decomposed as a sum of central
forces regardless of the nature of the interatomic potential. The force on a particle due to in-
ternal interactions is defined in (4.2.21). This can also be evaluated using the continuously
differentiable extension Vint and the chain rule as
f intα (r12, . . . , r(N−1)N) = −∇xαVint(r12, . . . , r(N−1)N)
=
∑
β
β 6=α
fαβ, (4.2.22)
where
fαβ :=
{
∂Vint
∂rαβ
xβ−xα
rαβ
if α < β,
∂Vint
∂rβα
xβ−xα
rαβ
if α > β,
(4.2.23)
is the contribution to the force on particle α due to the presence of particle β.
Note that fαβ is parallel to the direction xβ−xα and satisfies fαβ = −fβα. This leads us to
the important result that the internal force on a particle, for any interatomic potential that
has a continuously differentiable extension, can always be decomposed as a sum of central
forces, i.e., forces parallel to directions connecting the particle to its neighbors. This may
seem strange to some readers due to the common confusion in the literature of using the
term “central-force model” to refer exclusively to simple pair potentials. In fact, we see that
due to the invariance requirement stated above, all interatomic potentials (including those
with explicit bond angle dependence) that can be expressed as a continuously differentiable
function of distance coordinates, are central-force models. By this we mean that the force
on any particle (say α) can be decomposed as a sum (over β) of terms, fαβ , aligned with
the vectors joining particle α with its neighbors and satisfying action and reaction. The
difference between a pair potential and a many-body potential is that in the former fαβ
only depends on rαβ whereas in the latter fαβ can depend on the distances between all
particles.
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The next question is how different potential energy extensions affect the force decomposi-
tion in (4.2.22). We have already seen through (4.2.21) that the force f intα is independent
of the particular extension used. However, we show below that the individual terms in
the decomposition, fαβ , are not unique. These terms depend on the manner in which the
potential energy, defined on the shape space, is extended to its neighborhood in RN(N−1)/2.
In order to construct different extensions, we use the geometric constraints that the dis-
tances have to satisfy in order for them to be embeddable in R3.9 The nature of these con-
straints is studied in the field of distance geometry, which describes the geometry of sets of
points in terms of the distances between them. One of the main results of this theory, is that
the constraints are given by Cayley-Menger determinants, which are related to the volume
of a simplex formed by N points in an N − 1 dimensional space. The Cayley–Menger
determinant corresponding to N particles is given by
χ(ζ12, . . . ,ζ1N , ζ23, . . . , ζ(N−1)N)
= det

0 s12 s13 · · · s1N 1
s12 0 s23 · · · s2N 1
s13 s23 0 · · · s3N 1
...
...
...
...
...
s1N s2N s3N · · · 0 1
1 1 1 · · · 1 0

, (4.2.24)
where sαβ = ζ2αβ .
In the following example we restrict ourselves to one dimension since the resulting expres-
sions are short and easy to manipulate, although this example can be readily extended to
any dimension. It is easy to see that in one dimension the number of independent coordi-
nates are N − 1 and for N > 2 the number of interatomic distances exceeds the number of
independent coordinates. Therefore, for simplicity, consider as before a system consisting
of three particles interacting in one dimension. The standard pair potential representation
for this system, which is defined for all ζ12, ζ13 and ζ23 is given by
Vint(ζ12, ζ13, ζ23) = φ12(ζ12) + φ13(ζ13) + φ23(ζ23). (4.2.25)
We noted earlier that the distances between particles are geometrically constrained by the
requirement that one of the distance is equal to the sum of the other two. In spite of this
9We thank Ryan Elliott for suggesting this line of thinking.
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constraint, Vint is defined for all values of (ζ12, ζ13, ζ23). This clearly shows that the pair
potential is already an extension. Since the calculation gets unwieldy, let us again consider
the special case where the particles are arranged to satisfy x1 < x2 < x3, for which
r13 = r12 + r23. Using (4.2.22), the internal force, f int1 , evaluated at this configuration, is
decomposed as
f int1 (r12, r13, r23) = −
dVint
dx1
= −dφ12
dx1
− dφ13
dx1
= φ′12(r12) + φ
′
13(r13)
=: f12 + f13. (4.2.26)
We now construct an alternate extension to the standard pair potential representation given
in (4.2.25). This is done through the Cayley-Menger determinant corresponding to a cluster
of three points, which follows from (4.2.24) as
χ(ζ12, ζ13, ζ23) = (ζ12 − ζ13 − ζ23)(ζ23 − ζ12 − ζ13)
× (ζ13 − ζ23 − ζ12)(ζ12 + ζ13 + ζ23).
Since the Cayley–Menger determinant is related to the area formed by the three particles,
and the three particles are restricted to be in one-dimension, it follows that
χ(r12, r13, r23) = 0. (4.2.27)
Using the identity in (4.2.27), an alternate extension VAint is constructed:
VAint(ζ12, ζ13, ζ23) = Vint(ζ12, ζ13, ζ23) + χ(ζ12, ζ13, ζ23). (4.2.28)
Note that VAint is indeed an extension because from (4.2.27) it is clear that VAint is equal to
Vint at every point on the shape space of the system and it is continuously differentiable
because χ(ζ12, ζ13, ζ23), being a polynomial, is infinitely differentiable. Let us now see
how the internal force, f int1 , for the special configuration considered in this example, is
69
decomposed using the new extension:
f int1 = −
dVAint
dx1
= −dVint
dx1
− dχ
dx1
=
(
φ′12 −
∂χ
∂ζ12
(s)
∂ζ12
∂x1
(s)
)
+
(
φ′13 −
∂χ
∂ζ13
(s)
∂ζ13
∂x1
(s)
)
= (f12 − 8r12r23(r12 + r23)) + (f13 + 8r12r23(r12 + r23))
=: f˜12 + f˜13, (4.2.29)
where in the above equation s = (r12, r13, r23) is a point in the shape space S. It is clear
from (4.2.26) and (4.2.29) that the central-force decomposition is not the same for the two
representations, i.e., f12 6= f˜12 and f13 6= f˜13, however the force on particle 1, f int1 , is the
same in both cases as expected.
4.2.3 Equation of Motion and the stress tensor
The equation of motion and the stress tensor for multi-body potentials has been extensively
studied in the authors’ previous work [AT10]. We now present those parts of the derivation
which are necessary to derive the energy equation in Section 4.2.4. The equation of motion
from continuum mechanics is given by [Mal69]
∂(ρv)
∂t
+ divx(ρv ⊗ v) = divx σ + b, (4.2.30)
whereσ is the Cauchy stress tensor and b is the body force field. Using Liouville’s equation
and substituting in the definitions for mass density and the velocity fields defined in (4.2.7)
and (4.2.9), respectively, into (4.2.30), it can be shown that the stress tensor and the body
force field must satisfy
divx σ + b =−
∑
α
mα divx
〈
(vrelα ⊗ vrelα )W | xα = x
〉
−
∑
α
〈W∇xαVint | xα = x〉
−
∑
α
〈W∇xαVext | xα = x〉 , (4.2.31)
where
vrelα := vα − v (4.2.32)
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is the velocity of particle α relative to the pointwise velocity field. It is natural to associate
Vext with the body force field b in (4.2.31). We therefore define b(x, t) as
b(x, t) := −
∑
α
〈W∇xαVext | xα = x〉 . (4.2.33)
Substituting (4.2.33) into (4.2.31), we have
divx σ =−
∑
α
mα divx
〈
(vrelα ⊗ vrelα )W | xα = x
〉
−
∑
α
〈W∇xαVint | xα = x〉 . (4.2.34)
From (4.2.34), we see that the pointwise stress tensor has two contributions:
σ(x, t) = σk(x, t) + σv(x, t), (4.2.35)
where σk and σv are, respectively, the kinetic and potential parts of the pointwise stress.
The kinetic part is given by
σk(x, t) = −
∑
α
mα
〈
(vrelα ⊗ vrelα )W | xα = x
〉
. (4.2.36)
It is evident that the kinetic part of the stress tensor is symmetric. The kinetic stress reflects
the momentum flux associated with the vibrational kinetic energy portion of the internal
energy.
Continuing with (4.2.34), the potential part of the stress must satisfy the following differ-
ential equation:
divx σv(x, t) =
∑
α
〈
Wf intα | xα = x
〉
, (4.2.37)
Equation (4.2.37) needs to be solved in order to obtain an explicit form for σv. In the
original paper of Irving and Kirkwood [IK50], a solution to (4.2.37) was obtained for the
special case of pair potential interactions by applying a Taylor expansion to the Dirac delta
distribution. In contrast, Noll showed that a closed-form solution for σv can be obtained by
recasting the right-hand side in a different form and applying a lemma proved in [Nol55].
We proceed with Noll’s approach, except we place no restriction on the nature of the inter-
atomic potential energy Vint.
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Derivation of the pointwise stress tensor
We substitute the force decomposition given in (4.2.22) corresponding to a continuously
differentiable extension into the potential part of the pointwise stress tensor in (4.2.37) to
obtain
divx σv(x, t) =
∑
α,β
α 6=β
〈Wfαβ | xα = x〉. (4.2.38)
On using the identity
〈fαβW | xα = x〉 =
∫
R3
〈fαβW | xα = x,xβ = y〉 dy, (4.2.39)
equation (4.2.38) takes the form
divx σv(x, t) =
∫
R3
∑
α,β
α 6=β
〈Wfαβ | xα = x,xβ = y〉 dy. (4.2.40)
We now note the following lemma due to Noll, which will be used to obtain a closed-form
solution to the output fields derived in the Irving–Kirkwood procedure.
Lemma 1. Let f(v,w) be a tensor-valued function of two vectors v andw, which satisfies
the following three conditions:
1. f(v,w) is defined for all v and w and is continuously differentiable .
2. There exists a δ > 0, such that the auxiliary function g(v,w), defined through
g(v,w) := f(v,w)‖v‖3+δ‖w‖3+δ, (4.2.41)
and its gradients∇vg and∇wg are bounded.
3. f(v,w) is antisymmetric, i.e.,
f(v,w) = −f(w,v). (4.2.42)
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xα
β (1− s)z
sz
Figure 4.1: A schematic diagram helping to explain the vectors appearing in the pointwise potential
stress expression in (4.2.44). The bond α–β is defined by the vector z. When s = 0, atom α is
located at point x, and when s = 1, atom β is located at x.
Under the above conditions, the following equation holds:10∫
y∈R3
f(x,y) dy =
− 1
2
divx
∫
z∈R3
[∫ 1
s=0
f(x+ sz,x− (1− s)z) ds
]
⊗ z dz. (4.2.43)
It is clear that being anti-symmetric, the integrand in the right-hand side of (4.2.40) satisfies
all the necessary conditions for the application of Lemma 1. Conditions (1) and (2) are
satisfied through the regularity conditions on W . Therefore, using Lemma 1, we have
σv(x, t) = (4.2.44)
1
2
∑
α,β
α 6=β
∫
R3
∫ 1
s=0
〈−fαβW | xα = x+ sz,xβ = x− (1− s)z〉 ds⊗ z dz.
The expression for the potential part of the pointwise stress tensor in (4.2.44) is a gen-
eral result applicable to all interatomic potentials. We make some important observations
regarding this expressions below:
1. The expression for σv given in (4.2.44) has an easy interpretation. σv at a point x is
the superposition of the expectation values of the forces in all possible bonds passing
through x. The variable z selects a bond length and direction and the variable s
slides the bond through x from end to end (see Fig. 4.1).
2. σv is symmetric. This is clear because fαβ is parallel to z and z ⊗ z is symmetric.
10The expression in Noll’s paper appears transposed relative to (4.2.43). This is because the gradient and
divergence operations used by Noll are the transpose of our definitions.
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Since the kinetic part of the stress in (4.2.36) is also symmetric, we can conclude that
the pointwise stress tensor is symmetric for all interatomic potentials.
3. Since σv depends on the nature of the force decomposition and different extensions
of a given potential energy can result in different force decompositions, we conclude
that the pointwise stress tensor is non-unique for all interatomic potentials (including
the pair potential).
The non-uniqueness of the pointwise stress tensor also plays an important role in the energy
equation, derived in the next section, since the stress appears in it.
4.2.4 Equation of energy balance
The energy balance equation from continuum mechanics is given by
∂ρ
∂t
+ divx(q − σv + ρv) = 0, (4.2.45)
where  is the specific internal energy and q is the heat flux vector. We saw in the previ-
ous section that the Irving–Kirkwood procedure extended to general interatomic potentials
yields various possible definitions for the stress tensor. In a similar vein, we hope to use
this extended procedure to derive possible definitions for the heat flux vector for arbitrary
multi-body potentials. Before that, let us look at the definition for the heat flux vector given
by the original Irving–Kirkwood procedure for the case of a pair potential. The heat flux
vector in this case is decomposed as
q := qk + qT + qv, (4.2.46)
where
qk :=
1
2
∑
α
mα〈‖vrelα ‖2vrelα W | xα = x〉, (4.2.47)
qT :=
1
2
∑
α
〈vrelα VαW | xα = x〉, (4.2.48)
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and
qv := −1
2
∑
α,β
α 6=β
∫
z∈R3
z
‖z‖z · φ
′
αβ ×
∫ 1
s=0
〈(
vα + vβ
2
− v
)
W | xα = x+ sz,xβ = x− (1− s)z
〉
ds dz,
(4.2.49)
represent the kinetic part, transport part, and the potential part of the heat flux vector re-
spectively. It was shown by Noll [Nol55] that if the heat flux vector is defined according
to (4.2.46), then along with the definition for the specific internal energy given in (4.2.12),
and Lemma 1, the energy balance equation (4.2.45) is identically satisfied. We can now try
to extend this procedure to arbitrary multi-body potentials by defining a potential energy
extension and repeat the steps given in [Nol55]. But before we can do so, we must grapple
with the ambiguity that arises in the definition for the potential part of the specific energy,
v, given in (4.2.14). As mentioned at the end of Section 4.2.1, in order to define v for
multi-body potentials we must give a precise definition for the energy of each particle Vα
as done in (4.2.11) for a pair potential. Even for the case of identical particles, it is not a
priori clear how to distribute the energy between the particles for a multi-body potential.
It is clear from (4.2.48) that this results in an ambiguous definition for qT which depends
on the definition for Vα. Moreover, one would expect that the definitions for the pointwise
fields should be invariant with respect to addition of any constant to the potential energy.
It is clear that all the definitions discussed so far satisfy this invariance except for (4.2.48).
Therefore a question that naturally arises is, whether the decomposition of energy is neces-
sary to derive the energy balance equation. An alternate approach which we think is more
reasonable comes from a paper by Murdoch [MB94] in his spatial averaging procedure.
Here we adapt this approach to the Irving–Kirkwood procedure.
An alternate derivation of the energy balance equation
The alternate derivation for the energy balance equation in this section leads to an expres-
sion for the heat flux vector which does not contain the transport part. Moreover, this
derivation applies to any multi-body potential with a continuously differentiable extension.
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Under this alternate derivation we have the following input and output fields:
Input Output
ρ
v
k
→

v
b
σ
q = qk + qv
 (4.2.50)
We consider the terms in (4.2.45), beginning with ρk defined in (4.2.13). For simplicity,
we assume Vext = 0. We have
∂Ek
∂t
=
1
2
∑
α
mα
〈
‖vα‖2∂W
∂t
| xα = x
〉
, (4.2.51)
where Ek := ρk. Using Liouville’s equation given in (4.2.3), we obtain
∂Ek
∂t
=
1
2
∑
α
mα
〈
‖vα‖2
∑
β
(
−vβ · ∇xβW +
∇xβV
mβ
· ∇vβW
)
| xα = x
〉
= −1
2
∑
α
mα
〈‖vα‖2vα · ∇xαW | xα = x〉− 12 ∑
α
〈‖vα‖2f intα · ∇vαW | xα = x〉 ,
=: q1 + q2, (4.2.52)
where we have used the identities (4.2.15a) and (4.2.15b). Now note that the term ‖vα‖2vα
can be written as
‖vα‖2vα = ‖vrelα ‖2vrelα + 2(vrelα ⊗ vrelα )v+
v‖vα‖2 + ‖v‖2vrelα . (4.2.53)
Consider q1, the first term of (4.2.52). Using (4.2.53) and the definitions for qk, σk and Ek
given in (4.2.47), (4.2.36) and (4.2.13) respectively, q1 can be expressed as
q1 = − divx(qk − σkv + Ekv)−
1
2
‖v‖2 divx
∑
α
mα
〈
vrelα W | xα = x
〉
= − divx(qk − σkv + Ekv), (4.2.54)
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since
∑
αmα〈vrelα W | xα = x〉 = 0. Now consider q2, the second term of (4.2.52).
Integrating by parts, and using the regularity conditions on W , q2 takes the form
q2 =
∑
α
〈vα · f intα W | xα = x〉. (4.2.55)
Using (4.2.54) and (4.2.55), (4.2.52) becomes
∂Ek
∂t
= − divx(qk − σkv + Ekv) +
∑
α
〈vα · f intα W | xα = x〉
= − divx(qk − σkv + Ekv) +
∑
α
〈vrelα · f intα W | xα = x〉
+
[∑
α
〈f intα W | xα = x〉
]
· v. (4.2.56)
We know from the momentum balance equation (see (4.2.37)) that
divx σv =
∑
α
〈f intα W | xα = x〉. (4.2.57)
Using (4.2.57), together with the identity
divx(Tb) = div(T ) · b+ T : ∇xb,
where T and b are continuously differentiable tensor and vector-valued functions of x
respectively, and noting that σ = σk + σv, (4.2.56) can be rewritten as
∂Ek
∂t
= − divx(qk − σv + Ekv)
+
∑
α
〈vrelα · f intα W | xα = x〉 − σ : ∇xv. (4.2.58)
Now, consider the middle term on the right-hand side of (4.2.58) which is given by
q3 :=
∑
α
〈vrelα · f intα W | xα = x〉. (4.2.59)
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Substituting the force decomposition given in (4.2.22) corresponding to a continuously
differentiable extension, into (4.2.59), we obtain
q3 =
∑
α,β
α 6=β
〈vrelα · fαβW | xα = x〉
=
∑
α,β
α 6=β
∫
R3
〈vrelα · fαβW | xα = x,xβ = y〉 dy
=
∫
R3
[gS(x,y) + gAS(x,y)] dy, (4.2.60)
where
gS(x,y) =
1
2
∑
α,β
α 6=β
〈(fαβ · vrelα + fβα · vrelβ )W | xα = x,xβ = y〉, (4.2.61)
gAS(x,y) =
1
2
∑
α,β
α 6=β
〈(fαβ · vrelα − fβαvrelβ )W | xα = x,xβ = y〉. (4.2.62)
It is easy to check that gAS(x,y) = −gAS(y,x), i.e., it is antisymmetric with respect to its
arguments. Moreover, the second integrand on the right-hand side of (4.2.60) satisfies all
the necessary conditions for the applications of Lemma 1. Using Lemma 1, we can express
the second integral in (4.2.60) as∫
R3
gAS(x,y) dy = − divx qv. (4.2.63)
where
qv :=
1
2
∑
α,β
α 6=β
∫
z∈R3
z
∫ 1
s=0
〈
fαβ ·
(
vα + vβ
2
− v
)
W | xα = x+ sz,xβ = x− (1− s)z
〉
ds dz.
(4.2.64)
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Substituting (4.2.63) into (4.2.60), and noting that∫
R3
gS(x,y) dy =
1
2
∑
α,β
α 6=β
〈fαβ · (vα − vβ)W | xα = x〉,
=: g¯S(x, t) (4.2.65)
we obtain
∂Ek
∂t
= − divx[qk + qv − σv + Ekv]− σ : ∇xv + g¯S(x, t). (4.2.66)
Now, recall the energy equation of continuum thermodynamics in (4.2.45). Subtracting
(4.2.66) form (4.2.45), we obtain
∂(ρv)
∂t
= − divx(q − qk − qv + ρvv) + σ : ∇xv − g¯S(x, t). (4.2.67)
The following step is a crucial part of our derivation. Note that in contrast to the original
Irving–Kirkwood derivation, the transport part of the heat flux, qT, does not appear here.
We can therefore identify the heat flux vector q with qk + qv, i.e.,
q := qk + qv. (4.2.68)
Thus, (4.2.67) reduces to
∂(ρv)
∂t
= − divx(ρvv) + σ : ∇xv − g¯S(x, t),
which implies that
v
∂ρ
∂t
+ ρ
∂v
∂t
= v divx(ρv)− ρ∇v · v
+ σ : ∇xv − g¯S(x). (4.2.69)
Using the equation of continuity, (4.2.69) simplifies to
ρ
(
∂v
∂t
+∇v · v
)
= σ : ∇xv − g¯S(x, t), (4.2.70)
which implies that
ρ˙v = σ : ∇xv − g¯S(x, t). (4.2.71)
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It is clear from (4.2.71) that we now have a new definition for the specific internal energy
(similar to the one obtained by Murdoch [MB94] in the Murdoch procedure) given by
v(x, t) =
∫ t
0
1
ρ
(σ : ∇xv − g¯S(x, t)) dt+ c. (4.2.72)
This definition does not require a decomposition of the total energy to individual atoms,
i.e., it is independent of a particular choice for Vα, contrary to what is observed in the
original Irving–Kirkwood procedure and its generalization to multi-body potentials found
in the literature (see [Che06, ZT04, ZWS08, MR83, TNO08]).
In summary, we obtained new definitions for v and q, which are quite different from
those obtained in the Irving–Kirkwood procedure. We believe that the new definitions for
v and qv given in (4.2.72) and (4.2.68) respectively are more physically reasonable as
compared to those given in (4.2.14) and (4.2.46) due to the following features which are
not observed in the Irving–Kirkwood procedure or any of its previous generalizations to
multi-body potentials:
1. The definitions for q and v given in (4.2.68) and (4.2.72) depend on the derivative
of the potential thus making them invariant with respect to changes in the potential
energy by a constant. This is a rather natural thing to expect.
2. The heat flux vector obtained in the alternate derivation does not have transport part.
This suggests that we look for numerical experiments which yield a non-trivial trans-
port part using the original Irving–Kirkwood procedure. Most of the numerical ex-
periments found in the literature, which study the energy balance equation obtained
though the Irving–Kirkwood procedure, lump the transport part into either the kinetic
or potential parts of of the heat flux vector and do not observe it separately. Hence,
there has been no extensive numerical study of the role of this term. If indeed the
expression for the transport part of the heat flux vector found in the Irving–Kirkwood
procedure always has a negligible contribution to the heat flux vector, then its exis-
tence can be questioned. Preliminary numerical simulations we conducted to explore
this (which are not reported here) always yielded a negligible transport part.
3. From Section 4.2.3 and Section 4.2.4, it follows that the only ambiguity in the expres-
sions obtained through this modified derivation is the non-uniqueness of the point-
wise stress tensor, which is directly related to the force decomposition. It was shown
in [AT10] that this non-uniqueness vanishes in the thermodynamic limit.
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4.3 Expression for MD simulation
In the previous sections we saw that various pointwise fields can be obtained through the
Irving–Kirkwood procedure. As noted in Section II, the pointwise field are not continuum
fields. We identify the continuum fields with macroscopic observables obtained in a two-
step process:
1. A pointwise field is obtained as a statistical mechanics phase average.
2. A macroscopic field is obtained as a spatial average over the pointwise field.
We have seen that the pointwise fields obtained in the first step are defined as phase aver-
ages with respect to a probability density function. Typically a molecular dynamics (MD)
simulation is purely deterministic in nature, meaning that at a given instant in time, we have
a complete microscopic description of the system. Due to this knowledge, the probability
density function introduced in the Irving–Kirkwood procedure reduces to a Dirac delta
distribution supported on the point in the phase space corresponding to the state of the sys-
tem. If (xMD(t),vMD(t)) denotes the evolution of an MD simulation, then the probability
density function WMD corresponding to an MD simulation is given by
WMD(x,v; t) =
∏
α
δ(xα − xMDα (t))δ(vα − vMDα (t)). (4.3.1)
Therefore, in an MD setting, the pointwise fields obtained in step 1 are localized to the
particle positions. Next, we spatially average these fields with respect to a normalized
weighting function that has compact support, thus obtaining expressions for the continuum
fields that can be numerically evaluated using the data generated in a MD simulation.
Spatial averaging
A macroscopic quantity is by necessity an average over some spatial region surrounding the
continuum point where it is nominally defined. Thus, if f(x, t;W ) is an Irving–Kirkwood-
pointwise field, such as density, stress or internal energy, the corresponding macroscopic
field fw(x, t) is given by
fw(x, t) =
∫
R3
w(y − x)f(y, t;W ) dy, (4.3.2)
where w(r) is a suitable weighting function.
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It is important to note that due to the linearity of the phase averaging in the Irving–
Kirkwood procedure, the averaged macroscopic function fw(x, t) satisfies the same bal-
ance equations as does the pointwise measure f(x, t).
Weighting function
The weighting function w(r) is a real-valued function11 with units of volume−1 which
satisfies the normalization condition ∫
R3
w(r)dr = 1. (4.3.3)
This condition ensures that the correct macroscopic field is obtained when the pointwise
field is uniform. For a spherically-symmetric function, w(r) = wˆ(r), where r = ‖r‖. The
normalization condition in this case is∫ ∞
0
wˆ(r)4pir2dr = 1.
The simplest choice for wˆ(r) is a spherically-symmetric uniform function over a specified
radius rw, given by
wˆ(r) =
{
1/Vw if r ≤ rw,
0 otherwise,
(4.3.4)
where Vw = 43pir
3
w is the volume of the sphere. This function is discontinuous at r = rw.
If this is a concern, a “mollifying function” [Mur07] that smoothly takes w(r) to zero at rw
over some desired range can be added (see (4.4.6)). Other possible choices include for ex-
ample Gaussian functions [Har82], or spline function used in meshless methods [BKO+96]
(see [AT10] for details). Many physical interpretations can be given to the weighting func-
tion. See [MB94] for further details.
One possible interpretation for a positive-valued w with compact support (as described
above) can be related to the physical nature of the experimental probe measuring the con-
tinuum fields. In this case, the size of the compact support represents the length scale over
which continuum fields are being measured. An alternative approach described by Mur-
doch and Bedeaux [MB94] is based on the requirement that “repeated spatial averaging
should produce nothing new”. In other words, spatially averaging a quantity that was al-
11It was mentioned in [AT10] that the weighting function is a positive-valued function based on our
interpretation of it being related to the nature of the experimental probe. We thank I. Murdoch for directing
us to an alternate interpretation which allows the weighting function to take on negative values. See [MB94]
for details.
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ready spatially averaged should give the same average. This leads to a definite form for the
weighting function that also takes on negative values.
It is straightforward to see that substituting the expression given in (4.3.1) for the proba-
bility density function into (4.3.2) and performing the spatial averaging defined there using
any weighting function discussed above, we obtain expressions for continuum fields that
can be numerically evaluated using the data generated from an MD simulation. For exam-
ple, let us look at the mass density field given in (4.2.7) and repeated here withW = WMD:
ρ(x, t) =
∑
α
mα〈WMD | xα = x〉. (4.3.5)
Spatially averaging this distribution with respect to the weighting function results in
ρw(x, t) =
∑
α
mαw(x
MD
α − x), (4.3.6)
where ρw denotes the continuum mass density field obtained by the spatial averaging of the
pointwise field ρ with respect to the weighting function w. Similarly, all other continuum
definitions for an MD simulation are obtained from their probabilistic versions. Following
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is a catalog of definitions for continuum fields that can be evaluated in any MD simulation:
pw(x, t) =
∑
α
mαvαw(x
MD
α − x), (4.3.7)
vw(x, t) =
pw(x, t)
ρw(x, t)
, (4.3.8)
σw(x, t) = σw,k(x, t) + σw,v(x, t), (4.3.9)
w(x, t) = w,k(x, t) + w,v(x, t), (4.3.10)
qw(x, t) = qw,k(x, t) + qw,v(x, t), (4.3.11)
σw,k(x, t) = −
∑
α
mα(v
rel
α ⊗ vrelα )w(xMDα − x), vrelα = vMDα − v, (4.3.12)
ρww,k(x, t) =
1
2
∑
α
mα‖vMDα ‖2w(xMDα − x), (4.3.13)
qw,k(x, t) =
1
2
∑
α
mα‖vrelα ‖2vrelα w(xMDα − x), (4.3.14)
σw,v(x, t) =
1
2
∑
α,β
α 6=β
∫
R3
w(y − x)×
∫ 1
s=0
〈−fαβWMD | xα = y + sz,xβ = y − (1− s)z〉 ds⊗ z dz dy,
(4.3.15)
w,v(x, t) =
∫ t
0
1
ρ
(σw : ∇xvw − g¯w,S(x, t)) dt,
g¯w,S(x, t) =
1
2
∑
α,β
α 6=β
fMDαβ · (vMDα − vMDβ )w(xMDα − x), (4.3.16)
qw,v(x, t) =
1
2
∑
αβ
α 6=β
∫
R3
w(y − x)
∫
R3
z ×
∫ 1
s=0
〈
fαβ ·
(
vα+vβ
2
− v
)
WMD | xα = y + sz,xβ = y − (1− s)z
〉
ds dz dy.
(4.3.17)
The expressions for σw,v and qw,v given in (4.3.15) and (4.3.17) respectively, can be further
simplified by the following simple change of variables:
y + sz = u, y − (1− s)z = v, (4.3.18)
84
which implies that
z = u− v, y = (1− s)u+ sv. (4.3.19)
The Jacobian of the transformation is
J = det
[
∇uz ∇vz
∇uy⊥ ∇vy⊥
]
= det
[
I −I
(1− s)I sI
]
= 1. (4.3.20)
Using (4.3.18), (4.3.19) and (4.3.20), qw,v simplifies to
qw,v(x, t) =
1
2
∑
αβ
α6=β
∫
R3×R3
〈
fαβ ·
(
vα + vβ
2
− v
)
WMD | xα = u,xβ = v
〉
(u− v)b(x;u,v) du dv,
=
1
2
∑
αβ
α 6=β
fMDαβ ·
(
vMDα + v
MD
β
2
− vw
)
(xMDα − xMDβ )b(x;xMDα ,xMDβ ),
(4.3.21)
where
b(x;u,v) =
∫ 1
s=0
w((1− s)u+ sv − x) ds,
is called the bond function. Similarly, σw,v simplifies to
σw,v(x, t) =
1
2
∑
α,β
α 6=β
−fMDαβ ⊗ (xMDα − xMDβ )b(x;xMDα ,xMDβ ). (4.3.22)
Hence, equations (4.3.6)-(4.3.14), (4.3.16), (4.3.21) and (4.3.22), are the most simplified
form of continuum fields that can be evaluated in an MD simulation. These expressions
constitute a generalization to many-body potentials of expressions originally given by
Hardy [Har82] for the special case of pair potentials (noting that our expressions for the
internal energy density and heat flux vector which have modified forms). Other commonly-
used definitions like the virial stress [Cla70] and the Tsai traction [Tsa79] can be obtained
as limiting cases of the above relations (see [AT10] for details). We therefore see that our
formulation is unified in the sense that it shows how all of these relations are related and
provides a single framework that encompasses them all.
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4.4 Numerical experiments
It was mentioned at the end of Section 4.2.4 that the definitions obtained in the new deriva-
tion are quite different and some qualitative differences were identified. We now try to see
how the definitions vary quantitatively. Various stress tensors obtained through this unified
framework were studied in [AT10] by the authors. In this section, we describe molecular
dynamics simulations that are carried out to compare the following two quantities:
ikw,v(x, t) =
1
ρ
∑
α
Vαw(xMDα − x)− ikw,v(x, 0), (4.4.1)
w,v(x, t) =
∫ t
0
1
ρ
(σw : ∇xvw − g¯w,S(x, t)) dt. (4.4.2)
Here ikw,v is the local spatial average of the potential part of the specific internal energy
in the original Irving–Kirkwood formulation. w,v is the corresponding expression in the
new formulation taken from (4.3.16). The constant in (4.4.1) is chosen in order to compare
the above two equations from a fixed datum. To explore the role of the two parts of the
integrand in (4.4.2), we define
1w,v(x, t) :=
∫ t
0
1
ρ
(σw : ∇xvw) dt, (4.4.3)
2w,v(x, t) := −
∫ t
0
1
ρ
g¯w,S(x, t) dt, (4.4.4)
so that w,v = 1w,v + 
2
w,v.
Interatomic potential
Since the unified framework applies to arbitrary multi-body potentials, it would have been
ideal to choose a multi-body potential for our numerical experiments. Unfortunately, since
as mentioned in the introduction, there is no rigorous way to distribute the total energy
among particles, the expression for ikw,v in (4.4.1) is ill-defined. Thus the only possibility
for comparison is in the special case of pair potential interactions in a system of identical
particles. In this case due to symmetry, it is reasonable to divide the energy equally among
the particles (see footnote 4), thus arriving at a plausible definition for ikw,v. We will see that
even in this case the expressions in (4.4.1) and (4.4.2) are not equivalent. In more general
cases, we argue that only the new expression in (4.4.2) is well-defined.
Our system consists of particles arranged in a face-centered cubic crystal, stacked together
in the form of 15 × 15 × 15 unit cells, interacting through a modified Lennard-Jones type
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Figure 4.2: Plot showing the average specific potential energy and the average specific kinetic
energy. Since this is a constant energy simulation, their sum (black solid line) is always constant.
potential. The Lennard-Jones parameter,  and σ are arbitrarily set to 1. The potential has
the following form:
φ(r) = 4
[
1
r12
− 1
r6
]
− 0.0078r2 + 0.0651. (4.4.5)
The above equation has been rendered dimensionless by expressing lengths in units of
σ and energy in units of . As seen in the above equation, the standard Lennard-Jones
potential is modified by the addition of a quadratic term. This is done to ensure that
φ(rcut) = φ
′(rcut) = 0, where rcut = 2.5, denotes the cutoff radius for the potential.
We refer to this as the “Modified Lennard-Jones potential”. The ground state of this poten-
tial is an fcc crystal with a lattice constant of a = 1.556. Thus, the dimension of the sample
at ground state is given by its length l = 15 × 1.556 = 23.34. We use the velocity Verlet
time integration algorithm to evolve the system.
The weighting function, w(r), is chosen to be a constant with a suitable mollifying function
[Mur07],
w(r) =

c if r < R− δ
1
2
c
[
1− cos (R−r
δ
pi
)]
if R− δ < r < R
0 otherwise
, (4.4.6)
where δ = 0.12, R is the radius of the sphere which forms the compact support and c =
1 − (δ/R)3 + 3(δ/R)2 − 1.5(δ/R). The constant c is chosen to normalize the weighting
function.
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Figure 4.3: Evolution of specific internal energy for a constant energy simulation with periodic
boundary conditions. (a) Plot showing the evolution of the potential part, w,v, and the kinetic part,
w,k, of the specific internal energy. The total specific internal energy (shown in black solid line) is
not strictly constant. (b) Plot comparing the evolution of the potential part of the specific internal
energy with its analogue, ikw,v, in the original Irving–Kirkwood procedure.
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Experiment 1
We begin with a constant energy molecular dynamics simulation with periodic boundary
conditions. The atoms in the system are randomly perturbed to induce a temperature of
T = 0.145 in Lennard-Jones units after equilibration. Fig. 4.2 shows the evolution of
the average specific potential energy, i.e., the total potential energy divided by the mass
(= N in our case), and average specific kinetic energy, which add up to a constant specific
internal energy. (The average specific internal energy is constant since this is a constant
energy simulation.)
Now, suppose we are interested in evaluating the continuum quantities given in (4.4.1) and
(4.4.2) at the center of our system. To do this, we choose R = 0.4l, which corresponds to
a length of 6 unit cells, for the radius of the compact support of the weighting function.
Fig. 4.3(a) shows a plot of the potential and kinetic part of the specific energy at the center
of the sample calculated using the weighting function given in (4.4.6). It is clear from
the plot that the total specific energy at the center of the sample has some oscillations up
to about 200 time steps before these oscillations become negligible. This reminds us that
although we are performing a constant energy simulation, the specific internal energy at a
point need not be constant. Fig. 4.3(b) compares the different expressions for the potential
part of the specific internal energy given in (4.4.1) and (4.4.2). The plots for w,v and ikw,v
are in good agreement. It is also clear from the plot that the contribution of 1w,v to w,v is
negligible.
Experiment 2
In this experiment, we continue with the same system with periodic boundary conditions.
We begin with the particles at their equilibrium positions, with temperature T = 0. We
allow the system to evolve for the first 1000 time steps during which we observe small
fluctuations due to numerical noise. We then instantaneously increase the temperature to
T = 0.2 using a simple velocity rescaling thermostat and maintain this temperature for the
rest of the simulation. Again, we are interested in studying the continuum fields at the cen-
ter of the sample. We choose the radius of the compact support R = 0.4l for the weighting
function, as in the previous experiment. Fig. 4.4(a) shows the plot of w,v, w,k, and the
total specific internal energy at the center of the sample for this case. Fig. 4.4(b) compares
w,v with ikw,v. It is clear from this plot that both w,v and 
ik
w,v are in good agreement with
each other. It is interesting to see that the contribution to w,v due to 1w,v remains negligible
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Figure 4.4: Evolution of specific internal energy for a constant temperature (applied after first 1000
time steps) simulation with periodic boundary conditions. (a) Plot showing the evolution of the
potential part, w,v, and the kinetic part, w,k, of the specific internal energy (b) Plot comparing the
evolution of the potential part of the specific internal energy with its analogue, ikw,v, in the original
Irving–Kirkwood procedure.
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Figure 4.5: Evolution of specific internal energy for a constant temperature (applied after first 1000
time steps) simulation without periodic boundary conditions, using an averaging domain of radius
R = 0.4l. (a) Plot showing the evolution of the potential part, w,v, and the kinetic part, w,k, of
the specific internal energy. (b) Plot comparing the evolution of the potential part of the specific
internal energy with its analogue, ikw,v, in the original Irving–Kirkwood procedure.
even after increasing the temperature of the system.
Experiment 3
The setup is similar to the previous experiment except that now we do not apply periodic
boundary conditions. This means that the sample is free to expand once the temperature of
the sample is increased. The plots shown in Fig. 4.5 correspond to R = 0.4l. Fig. 4.5(a)
shows the plot of w,v, w,k and the total specific energy at the center of the sample, and
Fig. 4.5(b) compares w,v with ikw,v. In this case we see from Fig. 4.5(b) that unlike the pre-
vious two experiments there is a small negative contribution to w,v due to 1w,v — although
the magnitude is still very small. Note that the longer wavelength oscillations in energy
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Figure 4.6: Evolution of specific internal energy for a constant temperature (applied after first 1000
time steps) simulation without periodic boundary conditions, using an averaging domain of radius
R = 0.1l. (a) Plot showing the evolution of the potential part, w,v, and the kinetic part, w,k, of
the specific internal energy. (b) Plot comparing the evolution of the potential part of the specific
internal energy with its analogue, ikw,v, in the original Irving–Kirkwood procedure.
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in these plots correspond to the pulsing of the sample as it expands and contracts about its
mean thermally-expanded size.
It is also interesting to see how these continuum fields change as the averaging domain
size is decreased. As mentioned previously, as the weighting function tends to the Dirac
delta distribution, we expect the continuum fields to also become localized with increasing
magnitude. To see if this is indeed the case, we decrease the size of the averaging domain
by choosing R = 0.1l, which corresponds to a length of 1.5 unit cells. Fig. 4.6 shows the
plots for this case. Comparing Fig. 4.6(a) with Fig. 4.5(a), we see that w,k remains the
same, while w,v for the smaller averaging domain is about four times larger than its value
for the larger domain. Similarly comparing Fig. 4.6(b) with Fig. 4.5(b), we see that for the
smaller domain, w,v is greater than four times ikw,v, whereas they were equal for the larger
domain. Moreover, the contribution due to 1w,v to the specific internal energy is larger than
that due to 2w,v. This clearly shows that for small averaging domains, the two definitions
given by (4.4.1) and (4.4.2) are quite different in nature. Based on our observations, we
can conclude that w,v tends to localize more strongly with the averaging domain size than
does ikw,v.
To rationalize these results, let us consider what happens to these definitions as the weight-
ing function tends to a delta distribution. In this case, ikw,v (see (4.4.1)) localizes to the
particle positions. The same also happens to all terms in the definition of w,v (see (4.4.2))
except for σw. This term localizes to the lines joining the particles rather than onto the
particles themselves. This observation provides a qualitative explanation, although not
complete, for the different behavior of the two definitions shown above.
4.5 Summary
In this paper, we present a two-step unified framework for the evaluation of continuum field
expressions from molecular simulations: (1) pointwise continuum fields are obtained using
a generalization of the Irving–Kirkwood procedure to arbitrary multi-body potentials, and
(2) spatial averaging is applied to obtain the corresponding macroscopic quantities. The
latter lead to expressions suitable for computation in molecular dynamics simulations. It is
shown that the important commonly-used microscopic definitions for continuum fields are
recovered in this process as special cases.
In generalizing the Irving–Kirkwood to arbitrary many-body potentials we have had to
address two ambiguities inherent in the original procedure which lead to non-uniqueness
in the resulting expressions. The first ambiguity arises due to the non-uniqueness of the
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partitioning of the force on an atom as a sum of central forces, which is directly related
to the non-uniqueness of the potential energy representation in terms of distances between
particles. This is in turn related to the shape space of the system. The conclusion is that
the pointwise stress tensor is not unique, however we show in [AT10] that the macroscopic
stress obtained via spatial averaging becomes unique as the spatial averaging domain is
taken to infinity.
The second ambiguity in the original Irving–Kirkwood procedure arises due to the arbi-
trary decomposition of energy between particles. We show that this decomposition can
be completely avoided through an alternative derivation for the energy balance equation.
This leads to new definitions for the specific internal energy and the heat flux vector. In
particular, the resulting potential part of the specific internal energy does not depend on the
arbitrary partitioning of the potential energy to individual particles, and the resulting heat
flux vector does not contain the “transport part” which is not invariant with respect to the
addition of a constant to the potential energy function.
The new definition for the specific internal energy is compared with the original Irving–
Kirkwood definition through a series of numerical experiments. Although our expression
applies to arbitrary many-body potentials, we have chosen to perform the comparisons for
the special case of a system of identical particles interacting through a pair potential since
this is the only case where the original Irving–Kirkwood internal energy density is well-
defined. This is due to the ambiguity in the decomposition of energy between the particles
in the original Irving–Kirkwood derivation (and existing extensions to the approach). In
our numerical experiments, we observe that both definitions agree for weighting functions
with support given by a ball of radius 0.6 unit cells and larger. However, as the weighting
function tends to a delta distribution, the two definitions scale differently. A qualitative
theoretical explanation for this difference is given based on the limiting behavior of the two
definitions as the averaging domain tends to a point.
It would also be of interest to compare the new expression for the heat flux vector to the
original Irving–Kirkwood expression. In order to do this, one has to study the transport part
of the heat flux. To our knowledge, this has not been done in the past because the transport
part is normally lumped into either the kinetic or potential parts of the heat flux and not
observed separately. Our new derivation shows that its existence is directly related to the
arbitrariness in the energy decomposition. Preliminary numerical studies of some systems
(not reported here) suggest that the transport part of the heat flux vector, which is absent in
the new derivation, tends to be negligible. Further work is necessary to determine whether
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this is a general result.
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Chapter 5
Thesis summary
In this work, various continuum notions for atomistic systems have been systematically
obtained under a unified framework.1
In Chapter 2, we obtained material fields for atomistic systems by carrying out the Murdoch–
Hardy procedure on a reference configuration of discrete particles. One of the key feature
of this procedure is that these fields are obtained without defining a deformation map. Ad-
ditionally, we have shown that the relationship between the spatial and material fields are
identically satisfied in a distributional sense. An interesting observation from our derivation
is that the atomistic first Piola–Kirchhoff stress tensor does not have a kinetic contribution,
which in the atomistic Cauchy stress tensor accounts for thermal fluctuations. We showed
that this effect is also included in the atomistic first Piola–Kirchhoff stress tensor through
the motion of particles with the example of an ideal gas. Finally, we demonstrated the
validity of our definition for the first Piola–Kirchhoff stress through a numerical example
involving finite deformation of a slab containing a notch under tension.
In Chapter 3, we studied the non-uniqueness of the atomistic stress tensor arising from the
non-uniqueness of the force decomposition, which in turn is due to the choice of the po-
tential energy representation. A geometric interpretation of force decomposition was given
using rigidity theory and its non-uniqueness is characterized. This analysis resulted in a
decomposition of the atomistic stress into an irrotational part that depends on the choice
of potential energy representation, and a solenoidal part that is independent of it. A sim-
ilar decomposition is constructed in continuum mechanics using the generalized Beltrami
1Some portions of this chapter are adopted verbatim from the summary sections of Chapter 2, Chapter 3
and Chapter 4, which have been written as three separate papers for publication in peer-reviewed journals.
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representation, which is a version of Helmholtz decomposition for symmetric tensor fields.
We identified various analogies between the two decompositions and obtained an atomistic
equivalent to the continuum strain tensor. We numerically compared the two decomposi-
tions and demonstrated their equivalence for a linear elasticity boundary-value problem of
an anisotropic infinite plate with a hole under uniaxial stress at infinity.
In Chapter 4, we addressed an ambiguity in the original Irving–Kirkwood procedure that
arises due to the arbitrary decomposition of energy between particles. We showed that this
decomposition can be completely avoided through an alternative derivation for the energy
balance equation. This lead to new definitions for the specific internal energy and the heat
flux vector. In particular, the resulting potential part of the specific internal energy does not
depend on the arbitrary partitioning of the potential energy to individual particles, and the
resulting heat flux vector does not contain the “transport part” which is not invariant with
respect to the addition of a constant to the potential energy function. The new definition
for the specific internal energy was compared with the original Irving–Kirkwood definition
through a series of numerical experiments.
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Appendix A
Thermal contribution to the atomistic
first Piola–Kirchhoff stress tensor in an
ideal gas
Recall that the atomistic Cauchy stress σw defined in (2.3.9) has a kinetic contribution
whereas the definition of the first Piola–Kirchhoff Pw in (2.3.27) does not. This leads to
an apparent contradiction when considering the relation between these two measures. In
particular, when a system is not deformed, we expect σw = Pw.
To investigate this issue, we consider the example of an ideal gas enclosed in a container
at non-zero temperature. Since an ideal gas is modeled as a collection of non-interacting
particles, the potential part of the Cauchy stress tensor away from the container boundaries
is identically zero. This enables us to focus on the kinetic contribution alone. We show
below that although Pw does not have an explicit kinetic-like term, the time-average of Pw
recovers the kinetic contribution.
Consider an ideal gas confined within a cubic container. The ideal gas particles do not
interact with each other, but do interact with the particles of the container through a strong
short-range potential which keeps the gas particles strictly inside the container without
diffusing into the container walls. The particles are initially given random velocities corre-
sponding to the set temperature, and the system is allowed to establish thermal equilibrium.
Suppose we are now interested in calculating the stress at the center of the cube. In order
to do this, we choose a weighting function w whose support is centered at the center of the
cube. Assume that the size of the support is small, so that it is away from the boundaries and
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therefore does not include any of the current bonds1 which lie close to the inner-boundary
of the container walls.
Clearly, the potential part of the atomistic Cauchy stress, calculated using (2.3.12), is al-
ways zero because the support of w is away from the boundaries. Thus, the only contri-
bution to the atomistic Cauchy stress comes from the kinetic part, which receives contri-
butions from particles crossing the support of the weighting function. At the same time, it
is clear from (2.3.27) that the atomistic first Piola–Kirchhoff stress is non-zero whenever a
particle α that lies within the support of w in the reference configuration, interacts with a
particle β of the container. The contribution to Pw due to this interaction is given by
−fαβ ⊗ (Xα −Xβ)
∫ 1
s=0
w((1− s)Xα + sXβ −X) ds. (A.0.1)
Although the magnitude of the vector Xα −Xβ is large, the multiplying factor in (A.0.1)
scales it down.2 In other words, while the contribution to the atomistic Cauchy stress is due
to the velocity of particles, the contribution to the atomistic first Piola–Kirchhoff stress is
due to the interaction of particles lying inside the support of the weighting function in the
reference configuration with container particles. For an ideal gas in a container, we expect
the time average of the first Piola–Kirchhoff stress to be equal to the time average of the
Cauchy stress. Although it is difficult to prove this assertion in full generality, we show
that the it holds exactly when computing the traction across a plane (in the manner of Tsai)
as described below.
Tsai [Tsa79] proposed a method for calculating the atomistic Cauchy stress tensor using
the traction vector on a plane with normal n. For instance, the 1k (k = 1, 2, 3) component
of the Cauchy stress tensor at a point x, is given by tk(x,n)/A, where the traction vector
t(x,n) is calculated by passing a plane of area A, with normal n = (1, 0, 0), through the
1See (2.3.19) for the definition of a current bond. In this example, a current bond refers to the line joining
a gas particle α, and a container particle β, whenever fαβ 6= 0.
2By assumption, Xα is close to the center of the cube, and Xβ is close to the boundary. Therefore,
Xα −Xβ is of the order of the size of the cube. For a constant weighting function, the factor resulting due
to the integral in (A.0.1) is equal to the fraction ofXα −Xβ that lies within the support of w, divided by the
volume of the support of w.
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point x. The Tsai traction t(x,n) is given by the expression [AT10]
t(x,n) =
lim
T→∞
1
AT
[∫ T
0
∑
αβ∩l
fαβ
(xα − xβ) · n
|(xα − xβ) · n| dt−
T∑
α↔l
mαvα(t↔)(vα(t↔) · n)
|vα(t↔) · n|
]
,
(A.0.2)
where
∑
αβ∩l indicates the summation over all current bonds α–β that cross the plane l,∑T
α↔l indicates summation over all particles that cross
3 l in the interval [0, T ], and t↔
indicates the time at which the particle crosses the plane. It is shown in [AT10] that the
Cauchy stress tensor obtained from the Tsai traction is a special case of σw defined in
(2.3.9). Specifically, the traction vector t(x,n) defined in (A.0.2) is obtained as the limit:
t(x,n) = lim
i→∞
σ¯win, (A.0.3)
where the wi’s are a sequence of weighting functions whose support is tending to a plane
normal to n, and σ¯w is the time-averaged atomistic Cauchy stress tensor. A similar deriva-
tion can be carried out to obtain a definition for the atomistic first Piola–Kirchhoff stress
tensor from the nominal (referential) Tsai traction vector T (X,N ), defined using a plane
passing throughX , with normalN . The resulting definition for T is given by
T (X,N ) = lim
T→∞
1
AT
∫ T
0
∑
αβ∩L
fαβ
(Xα −Xβ) ·N
|(Xα −Xβ) ·N | dt, (A.0.4)
where
∑
αβ∩L indicates a summation over all reference bonds that cross the plane L.
We now show that for the ideal gas example, the Cauchy and first Piola–Kirchhoff stress
tensors obtained from the corresponding Tsai tractions agree at the center of the cube and
any other point away from the boundaries. This requires that t = T away from the bound-
aries. In order to calculate t and T , we consider a plane L that passes through the center
of the cube and cuts through it. (Since the system remains undeformed, the planes l and L
coincide.) Since the system consists of non- interacting particles, without loss of generality,
we may focus our attention on a single particle α. Moreover, we assume that the particle
α, in its reference configuration4, is located on the negative side5 of the plane L.
3Multiple crossings by a single particle are included in the summation.
4A reference configuration is arbitrarily chosen to be the configuration at t = 0.
5The half of the cube towards which the normal of the plane points is referred to as the positive side of
the plane. The other side is the negative.
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Clearly, since no current bonds cross L, the integral of the first term on the right-hand side
of (A.0.2) is identically zero for all T > 0. Let t1 and t2 be the first two consecutive crosses
of particle α through the plane L. In the time interval [0, t1], the particle αmay interact with
the particles of one half of the container. Although there is an interaction, the term on the
right-hand side of (A.0.4) does not contribute to T in the interval [0, t1]. This is because,
in the interval [0, t1], every reference bond α–β, where β is a particle in the container walls
lies entirely on the negative side of the plane, and hence does not cross L. On the other
hand, it is obvious that there is no contribution to t in the interval [0, t1], as none of the
particles cross L. In the interval [t1, t2], the kinetic contribution to t is given by
mα(vα(t1)− vα(t2)), (A.0.5)
where we have used the equality vα(t1) · n = vα(t2) · n. The contribution to T in the
interval [t1, t2] is non-zero, because every reference bond α–β, where β is a particle of the
container, now crosses the plane. Therefore, the contribution to T in the interval [t1, t2] is
given by [∫ t2
t1
(∑
αβ∩L
fαβ
)
dt
]
(Xα −Xβ) ·N
|(Xα −Xβ) ·N | ,
= mα(vα(t1)− vα(t2)). (A.0.6)
The second equality is the result of Newtons second law applied to particle α. Due to the
equality of (A.0.5) and (A.0.6), it follows that t = T . Therefore, we have shown that in the
case of an ideal gas, the atomistic first Piola–Kirchhoff and the Cauchy stress tensors are
equal.
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