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ABSTRACT 
We consider SOR- and JOR-type iterative methods for solving linear complemen- 
tarity problems. If the solution set is not discrete, weak-convergence proofs are 
usually obtained for these methods; i.e., every accumulation point of the generated 
sequence is a solution. We prove that, for the convex case, the whole sequence 
converges, and if the limit point is nondegenerate, convergence is linear. 
1. INTRODUCTION 
Iterative methods are commonly used for solving large and sparse linear 
systems of algebraic equations. Most of them consist in generating an 
approximating sequence obtained by solving subsystems of the original one. 
A complete description of this type of methods, including their convergence 
properties and applications, may be found in [3] and [13]. 
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Let us consider the linear system 
Ax=b, (1) 
where A = {aij} is an n X n real matrix, x and b n-vectors. Let 
A=B-C, (2) 
where B and C are n X n matrices, and B is nonsingular. We define the 
following sequence: given a starting point x0, for k = 0,1,2,. . . 
Xk+l = B-l& + B-lb. (3) 
From (3) we can prove (see [13]) that, if A is nonsingular, a sufficient 
condition for the convergence of {rk} is p(H) < 1, where p(H) denotes the 
spectral radius of the iteration matrix H = B-‘C. If B is the upper triangular 
part of A, (3) is th e well-known Gauss-Seidel method; if B is the diagonal of 
A, (3) defines Jacobi’s method (see [13]). The first one is equivalent to 
k+l computing xi from the ith equation of (1) as 
aij,;“- n u,p; , c . ..)
j=i+l 
and the second one as 
x;+l=$(bi-;luijx;), i=l, . . . ,n. (5) 
If instead of (4) and (5) we take dk = fk+’ - xk with gk+l given by (4) or 
i=l ,..., 71, (4) 
(5) we can define new methods as 
xk+’ = xk + akdk, (6) 
where cxk is a relaxation parameter. In this case, for f k+ ’ as in (4) or (5) we 
obtain the successive-over-relaxation @OR) and the Jacobi over-relaxation 
(JOR) methods respectively. 
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Suppose now that instead of (l), the problem to be solved is the linear 
complementarity problem (LCP), i.e., find z E Iw” such that 
z’( Mz + b) = 0, (7) 
z 20, (8) 
Mz+baO, (9) 
where M is an n x n matrix with positive diagonal, and z and b are 
n-vectors (zt denotes the transpose of z). This problem arises in many 
applications. In particular, if M is symmetric, (7)-(g) are the Kuhn-Tucker 
conditions (see [l]) for the quadratic optimization problem with nonnegative 
constraints 
minimize f(x) = $'Mz + ztb 
subject to z > 0; (10) 
in other words, if z satisfies (7)-(g), it is a critical point for (10). 
It was first suggested in [2] and [ll] that the iterations (4)-(6) could be 
adapted to solve (7)-(g) by projecting the negative components onto the 
nonnegative orthant. Unfortunately, convergence results are not straightfor- 
wardly derived from similar results for methods for solving linear equations, 
because the new iterations no longer can be put in the form (S), which is 
necessary in order to use the spectral radius of the iteration matrix H. So, if 
{zk} is the sequence generated by one of those methods (SOR and JOR), 
standard convergence results may be derived after proving two main proper- 
ties (see [7, lo]): 
(3 (zk} is bounded, and 
(ii) zk+i - zk -‘k ,,O. 
In order to prove (i) a Slater condition is required for (7)-(g), i.e., Mx + b > 0 
or Mx > 0 for some r E Iw” (Theorem 2.2 in [7]). Using (i) and (ii) it is 
possible to deduce that every limit point is a solution of the LCP (weak 
convergence behavior). Strong convergence (convergence of the whole se- 
quence) is obtained only for the case of a discrete solution set, using a result 
by Ostrowski [9] which states that if a sequence satisfies (i) and (ii), the set of 
limit points is a continuum. In the linear-systems case this is equivalent to 
proving strong convergence if the matrix is nonsingular, but that is not valid 
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for the LCP. As a matter of fact, the LCP has a discrete set of solutions if and 
only if all leading principal submatrices of M are nonsingular [B]. 
In this paper we prove that SOR and JOR methods for the LCP (using a 
general control for the first one) are strongly convergent when the matrix M 
is symmetric positive semidefinite but possibly degenerate (singular), with- 
out using any other hypothesis on (7)-(g) except that the solution set is 
nonempty. As far as we know, this is the first strong convergence result not 
based on a discrete structure of the solution set, for this type of methods. In 
order to achieve this result we show first, in the following section, that there 
is a dual problem associated with (7)-(q). In the same way, associated with 
each method for solving (7)--(g) there is a dual method for solving the dual 
problem. Recently [5], we proved that the corresponding methods for the 
dual are strongly convergent at a linear rate. This fact is the key result for 
deducing strong convergence for the primal variables in Section 3. Moreover, 
if there are no degenerate limit points [.zj and (Mz + b)j simultaneously zero 
for some j], we show that the methods behave like the equivalent methods 
for solving linear systems of equations, and the linear convergence rate 
follows. 
2. DUAL PROBLEMS AND ALGORITHMS 
It is well known from elementary linear algebra that for every symmetric 
positive semidefinite matrix M with positive diagonal there exists a matrix A 
with nonzero rows such that M = AA’. A can be taken, for example, as the 
n X n matrix arising from the eigenvalue decomposition of M; i.e., if M = 
QAQ', where Q is the orthogonal-eigenvector matrix and A is a diagonal 
matrix of eigenvalues, then A = QA ‘1’ Using this decomposition, the prob- . 
lem (7)-(g) becomes 
Zt( AAtz + b) = 0, 
z > 0, 
AAtz + b > 0. (11) 
If z* is a solution of (111, x* = - A’z* is the solution of the optimization 
problem 
llxl12 
minimize - 
2 (12) 
subject to Ax < b. ( 12’) 
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The converse is also true, and this can be easily proven by noting that (11) 
together with x = - A’z are the Kuhn-Tucker conditions for (12) (see [l]), z 
being the multiplier vector corresponding to the constraints (12’). In other 
words, (12)~(12’) is a dual problem for (11). 
The Algorithms 
Before presenting the algorithms we introduce some notation and defini- 
tions. 
DEFINITION 2.1. A given sequence (i(k)), >,, is called almost cyclic for 
the integer set I = { 1,2,. . . , n} if there exists an integer C, positive, such that 
{i(k), i(k + 0,. . .) i(k + C)} 2 1. (See [6].) 
It is clear that the control given by the above definition generalizes the 
cyclic control which obtains for C = n. 
In the following, mi and ci will denote the ith row of M and A 
respectively, bi the ith component of the vector b, and ei the ith vector of 
the canonical basis (ej = Sij the Kronecker delta). ( * ) will denote the 
standard inner product. 
As pointed out in the introduction, there are essentially two ways of 
dealing with the equations when we use iterative methods for solving the 
LCP (or linear systems); the first one is to proceed in a sequential manner, 
almost cyclic in our case, and the second one consists in dealing simultane- 
ously with all the equations. The latter is appropriate for implementation in 
parallel machines. This difference motivates the ‘names we’ll use for the 
methods we describe. .” - 
The Sequential Algorithm (Almost Cyclic SOR) 1 
For a given starting point z” E RF (nonnegative or&ant), define 
Zk+l = Zk _ pkei(k), 
(13) 
where 
(W(k)> zk> + hi(k) 
, 
mi(k),i(k) 
(14) 
and (Yk E [E, 2 - E], E a given positive number. 
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Taking into account (1 l), we can multiply (13) by - A’ and, defining the 
new variable xk = - Atzk, obtain 
Xk+l = Xk + pkaW (15) 
and 
hi(k) - (ai( Xk> 
]]a’(k)l12 
(16) 
(13)-(14) is the SOR method with an almost cyclic control for the LCP; 
C = rr gives the standard SOR, and other choices of the sequence i(k) give 
other well-known methods for the LCP, for example SSOR, which consists of 
using the equations first in the direct and then in the reverse order. Observe 
that (13)-(14) is simply (4) applied to the system Mx + b = 0, zeroing the 
negative components. (15)-(16) is the generalization of Hildreth’s method 
presented in [6] for the dual problem. 
The Parallel Algorithm (Jacobi Type) 
For a given starting point z” E rW; , define 
Zk+l = =k - hCk, 
where ck is a vector with components, for i = 1,. . . , n, 
(17) 
--. 
(18) 
A i are real numbers such that Cy= rhi = 1, 0 < hi < 1, for i = 1,. . . , n, and A 
is the diagonal matrix of the Ai’s. 
As before, taking xk = - A’zk [multiplying (8) by - At], we obtain the 
dual algorithm 
xk+’ = i$lAixi~k, (19) 
where 
Xi.k =,Xk + cfai (20) 
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and 
(21) 
If hi=1 for i=l,..., n, we obtain the classic Jacobi method, but in that 
case it is necessary to replace the conditions on the hi’s with a condition 
involving the matrix M. We don’t choose this way of presenting the algo- 
rithm, because it appears to have less geometrical appeal (the direction as a 
convex combination of the projections onto the hyperplanes) and because in 
that case we can’t use previous results. (2O)-(21) is the parallel version of 
Hildreth’s quadratic programming algorithm presented in [4]. 
Convergence results for the sequential algorithm (15)-(16) can be found 
in [6], and for the parallel version (20)-(21) in [4]. For the latter, it is proven 
in [4] that it converges even if the feasible set defined by (12’) is empty, 
but in that case it is easy to verify that (7)--(S) has no solution and (17) is 
divergent. In [5] we prove that convergence is linear for both algorithms. 
3. CONVERGENCE RESULTS 
As mentioned before, we know the following facts about the sequences 
{xk} generated by (15)-(16) or (20)-(21): 
(1) If the system (12’) is consistent, then 
(a) xk +&m x* such that Ax* < b; 
(b) there exist p E (0, l), K E Z ~ a such that for k > K 
IIX k+r - x*11 Q PllXk - x*11, 
where r = C (the almost-cyclicality constant) for the sequential algo- 
rithm, and r = 1 for the parallel algorithm. 
(2) (a> .zk>Oforall ka0; 
(b) x k = - At.zk for all k > 0 , . 
The proofs of statements (l)(a), (I)(b), and (2) for the algorithm (15)-(16) 
can be found in Theorem 3.1 of [6], Theorem 1 of [4], and Lemma 3.5 of [5] 
respectively. The proofs of these statements for the algorithm (20)-(21) can 
be found in Theorem 4 of [4], Theorem 2 of [5], and Propositions 1 and 4 
of [4]. 
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We will prove convergence of the sequence {zk}. For the sake of clarity 
we’ll separate each proof in two parts, the first one (I) corresponding to the 
sequential and the second (II) to the parallel method. For the sake of brevity, 
the algorithm (15)-(16) will be called SA and the algorithm (19)--(21) PA. 
Before presenting our main convergence result in Theorem 3.1 we need 
three technical propositions describing the asymptotic behavior of the meth- 
ods. Essentially, Propositions 3.1 and 3.2 tell us that after some iterations, the 
methods, for the variables Irk}, behave locally as orthogonal projection 
methods (see [12]) for solving some subset of linear equations of (12’). From 
this, it is easy to deduce that from some iteration on, the distance to the limit 
point is monotonically nonincreasing (Proposition 3.3). 
Let now 
i=(i:(ai,x*> <bi}, (22) 
where x* is the unique solution of (121, 
L=(kEZ+:i(k)Ei}, 
hick) - (U”(Q,Xk) 
Yk = ak 
lla”(k)112 
and 
7; = ak 
hi - (a’, Xk> 
lla”(k)112 
(for SA) 
(23) 
(24) 
(for PA), (25) 
i = 1,. . . , n. 
PROPOSITION 3.1. There exists K’ such that for all k > K’ and for all A 
i E 1, 2: = 0. 
Proof. 
(I) Since {xk) converges, limk +Jx~+~ - xkll= 0, which implies 
Fyi & = 0. (26) 
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Let 
+;( b$;;r*)). 
Take K’ such that for k > K’ 
Since fik = min{z&,, yk}, we conclude that for k > K’ 
and this will remain valid for k 2 K’, because 77 > 0. 
(II) As in (I), limk __l(xk+’ - xk/ = 0 implies 
lim c: = 0, i=l ,...,n. 
k+m 
Using the same 7 as in (I), take K’ such that for k > K’ 
c;<q (i=l ,...,n) and 7: 37 for i E I^; 
since ck = min(z:/A,, y#, we conclude that for k > K’ 
c; = g =a zk+‘=() for i E I: 
remaining zero for k > K’ as in (I). 
COROLLARY 3.1. For k > K’ it holds that 
(1) 
(11) 
& = 0, kEL, 
c; = 0, i E f. 
Proof. Immediate from Proposition 3.1 and (16) or (18). 
Let 
(27) 
(28) 
(29) 
n 
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PROPOSITION 3.2. 
(I) Zfu E Hick), then IIxk+’ - uIl< llxk - uII for SA, and 
(II) if u E Hi, then 11~~2~ - uI( Q llrk - uI( fw PA. 
Proof. (I): Let yk = xk + ykai’k’; then 
llyk - u)12 - llxk - u(12 = yj$i(k’~~2 +2y,(Xk - U, Uick)) 
= ll,i(k)l12y~ l- ?- < 0, ( 1 ak (30) 
using the bounds on ok. From (20) we have that 
llyk - till2 < llXk - ul12. (31) 
If y<O then rk+i = yk because of property (2)(a), and the result follows 
from (31). If yk > 0, then x k+l is in the segment between xk and yk; so, 
using (31) 
Ilx k+l - ull < max{llyk - uII,IIx~ - ull} = llxk - ull. (32) 
(II): For PA, the same argument holds, on replacing yk with r:, uick) 
with a’, and xk+i with ri*k. n 
PROPOSITION 3.3. For k > K’, the sequence ((Ix k - x * 11) is nonincreasing. 
Proof. 
(I) If k 6C L then x* E Hick), and the result follows from Proposition 3.2; 
if k EL then Pk =0 by Corollary 3.1, so xk+’ =xk and JJzx~+~ - x*11= 
llxk - x*11. 
(II) If i e i, by Proposition 3.2 IIxi,k - x*ll < llxk - x*(1; if i E i, then 
c: = 0 and I(x~,~ - x*11 = Ilxk - x*11, so 
IIX k+l _ x*ll = 
I/ 
t hiX”‘k - x* d e hilIP - x*11 =G llXk 
I/ 
-x*ll. n 
i=l i=l 
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The following proposition relates the distance from xk to x* to & and c: 
(i = 1,. . .) n). 
Let 7f= mini,i{llaiIl}. 
PROPOSITION 3.4. For k > K’, 
(1) i&i 42/77’)11Xk -x*11, 
(II) lcfl d2/17’)llxk - x*ll. 
Proof. (I): If k E L then & = 0 by Corollary 3.1. If k +!i L then i(k > E f, 
so that ( Uick), x *> = hi(k). In view of statement (BXa), if Yk < 0 then & = Yk, 
and otherwise 0 < & < Yk. Therefore 
and 
using the Schwarz inequality. From (331, (341, and the fact that (Yk E (0,2), 
l&l 6 bkl, (33) 
=(yk I(d(k),x*-xk)l IIXk - x*ll 
rlrllui(k)ll 
< ak 
77’ 
) (34) 
&kllxk - x*ll 
@kl 4 qt 
(II): For lc”l the same arguments as in (I) hold. n 
Now we are able to prove our main convergence result: strong conver- 
gence for the sequence {zk). 
Define 
K= max{K,K’}, 
Li=(k>K:i(k)=i}. 
THEOREM 3.1. The sequence Izk} generated by the algorithms (13b(14) 
@A) and (17)-(18) (PA) converges to a solution of the problem (7)~(9). 
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Proof. 
A 
(I) If iEZ, limk,, Z: = 0 (in fact, z! eventually reaches zero and 
remains zero thereafter), by Proposition 3.1. 
Take i E f, k > K. Then 
and 
C 
jEL, 
W<j<k-1 
2c - 
< yIP - x*ll 5 # = 
2Cllx” - x*11 
77 j=O 77’(1- PI 
<co> (36) 
using Proposition 3.4 in the third inequality, Proposition 3.3 in the fourth 
one, and statement (I)(b) in the fifth one. It follows that, as k goes to infinity, 
the summation in the right-hand side of (35) becomes an absolutely conver- 
gent series, hence convergent. 
(II) For PA we consider the inequalities 
2 
< +(XC - x*ll 5 p’< 
211xK - x*11 
<m. 
77 j=W 77’(1- P) 
The facts that .z* 2 0 and AA’z* + b > 0 are immediate consequences of 
statements (I)(a), (2)(a), and (2)(b) for both cases. n 
From the strong convergence of the sequence zk and Proposition 3.1 we 
deduce linear convergence for nondegenerate points. Recall the following: 
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DEFINITION 3.1. A vector .z E [w” is a nondegenerate solution of the 
LCPiff z+Mz+b>O. 
It is very easy to verify that Definition 3.1 is equivalent to saying that z is 
nondegenerate iff the Jacobian of the nonlinear system of equations in (11) 
(complementarity condition) is nonsingular. 
THEOREM 3.2. Ifthe sequence (zk) generated by (13)-(14) or (17)-(18) 
converges to a no&generate point z*, convergence is linear. 
Proof. 
(I) By Proposition 3.1, for k large enough and i E f, we have Y.$ = 0 = 2:. 
Therefore we need only to consider z&,, k @ L. If i +Z i, then ( ui, x*) = bi 
or (m’, .z*) + bi = 0, and z~* > 0 (nondegeneracy assumption). But 
lim kdrn&=O p1 im ies that for k large enough the method SA will be 
defined for k E L by 
PI,=(%( 
mick), zk) i- biCk) 
mi(k),i(k) 
(37) 
Let a be the submatrix of M with elements mij, i, j E f’, where I$ denotes 
the complement index set of f, and Z the vector extracted from b with 
elements bi, i E f’. Then (37) means that for z&) such that k E L, the 
method becomes SOR (with an almost cyclic control) applied to the linear 
system 
Mi+6=0. 
(II) For PA, replace (37) by 
c; = (Yk 
(m”,zk)+ bi 
m,, ’ (39) 
and the method (17)-(18) becomes JOR applied to a linear system like (37). 
SOR and JOR, applied to linear systems, converge with a linear rate [13]. n 
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