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Abstract
We show that there are functions f in the Ho¨lder class Cα[0, 1],
1 < α < 2 such that f |A is not convex, nor concave for any A ⊂ [0, 1]
with dimMA > α− 1.
Our earlier result shows that for the typical/generic f ∈ Cα1 [0, 1],
0 ≤ α < 2 there is always a set A ⊂ [0, 1] such that f |A is convex and
dimMA = 1.
The analogous statement for monotone restrictions is the following:
there are functions f in the Ho¨lder class Cα[0, 1], 1/2 ≤ α < 1 such
that f |A is not monotone on A ⊂ [0, 1] with dimMA > α. This
statement is not true for the range of parameters α < 1/2 and the main
theorem of this paper for the parameter range 1 < α < 3/2 cannot be
obtained by integration of the result about monotone restrictions.
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1 Introduction
In an earlier paper [2] we discussed results about convex and monotone re-
strictions of functions belonging to different Ho¨lder classes. This paper was
related to [1], [4], [5], [6] and several others. In [1] and [2] one can read more
about the background of these results.
We denote by dimHA, dimMA, and dimMA the Hausdorff, the lower and
upper Minkowski (box) dimension of the set A, respectively. In [2] we showed
that for the generic/typical f ∈ Cα1 [0, 1], when 0 ≤ α < 1 if A ⊂ [0, 1] and
f |A is monotone then dimMA ≤ α. It is rather easy to see that for any
0 < α ≤ 1 if f ∈ Cα[0, 1] then there exists A ⊂ [0, 1] such that f |A is
monotone and dimHA ≥ α. According to a result from [1] if 0 < α < 1 and
B(t) is a fractional Brownian motion of Hurst index α then almost surely
B|A is not monotone increasing for any A with dimMA > max{1 − α, α}.
Fractional Brownian motion of Hurst index α belongs to Cα−[0, 1]. In [1] for
a dense set of α̂s in [1/2, 1] examples of self similar functions f ∈ C α̂[0, 1]
were also provided for which f |A is not monotone for any A with dimMA > α̂.
I learned from R. Balka about an unpublished argument of A. Ma´the´, which
implies that for any function f : [0, 1]→ R one can always find a set A such
that f |A is monotone and dimMA ≥ 1/2.
With respect to convex restrictions in [2] we proved that for typical/generic
f ∈ Cα1 [0, 1] (in the sense of Baire category), 0 ≤ α < 2 there is always a set
A ⊂ [0, 1] such that f |A is convex and dimMA = 1. For generic f ∈ C
α
1 [0, 1],
0 < α < 2 we have shown that for any A ⊂ [0, 1] such that f |A is convex,
or concave we have dimMA ≤ max{0, α − 1}. In this paper we prove that
for 1 < α < 2 there are functions f ∈ Cα[0, 1], such that f |A is not convex,
nor concave for any A ⊂ [0, 1] with dimMA > α − 1. By multiplying with a
suitable constant one can obtain functions f ∈ Cα1 [0, 1] in our example. In
[2] we also proved for 1 < α ≤ 2 for any f ∈ Cα[0, 1] there is always a set
A ⊂ [0, 1] such that α− 1 = dimHA ≤ dimMA ≤ dimMA and f |A is convex,
or concave on A. This shows that the main result of our current paper is
best possible.
It is interesting that for 3/2 ≤ α < 2 by integrating Fractional Brownian
motions of Hurst index α − 1 one can obtain functions f ∈ Cα−[0, 1] with
the property that f |A is not convex, nor concave for any A ⊂ [0, 1] with
dimMA > α − 1. By using from [1] the earlier mentioned dense set of α̂s
in [1/2, 1] taking integrals of the corresponding self-similar functions one
can obtain a dense set in 3/2 ≤ α < 2 and functions f ∈ Cα[0, 1] with
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the property that f |A is not convex, nor concave for any A ⊂ [0, 1] with
dimMA > α − 1. As it was requested by readers of ealier versions of our
paper in Proposition 3 we provide some details of this procedure of obtaining
convexity results from monotonicity results by integration.
For the parameter range 1 ≤ α < 3/2 it is not possible to take integrals
of functions constructed for monotone restrictions. Fortunately, our proof
works for the whole parameter range (1, 2). Based on similar ideas the result
concerning the case α = 1 can also be established, though we do not make the
lengthy and complicated proof of our paper even longer and more complicated
by considering this case as well.
Since the proof is quite complicated and contains quite a few technical
details here we want to give the main heuristic idea of our argument. Suppose
Figure 1: φ, f˜ and c1
N is a fixed sufficiently large even integer. One can consider the function
φ(x) = c1 + c2(−1)j+1 for x ∈ [(j − 1)/N, j/N ], j = 1, ..., N . We take its
antiderivative f˜(x) =
∫ x
0
φ(t)dt. These functions are illustrated on the left
half of Figure 1. It is clear that if f˜ is convex on a set A then there are at
most two j’s for which [(j − 1)/N, j/N ] contains more than two points of
A. Though, it may happen that some other intervals contain single points
of A. See again the left half of Figure 1 where the hollow dots illustrate
the correspondig points (a, f˜(a)), a ∈ A on the graph of f˜ . We will have
to consider in our paper functions f which are sufficiently close to f˜ . These
functions will inherit the property that if f is convex on a set A then there
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are at most two j’s for which [(j−1)/N, j/N ] contains more than two points
of A. In the proof of our theorem this will be behind Claims 12 and 13. The
function φ on the left half of Figure 1 is not continuous and we need Ho¨lder
α derivative for our function f in Theorem 4. Instead of the discontinuous
φ we will use functions φ which are pictured on the right half of Figure
1 and appear in Subsection 3.2, especially in (13). Unfortunately, for these
functions there are intervals, where they are not locally constant. We will call
these intervals transitional intervals. We also need to deal with the problem
that for a bound on the upper box dimension we have to consider all scaling
levels with grid intervals of the form [(j−1)/Nk, j/Nk], k ∈ N, j ∈ {1, ..., Nk}
and verify that for all sufficiently large k if f is convex on A then we do not
have too many such grid intervals which contain points of A. This means that
by subsequent perturbation of the previous functions we define the sequence
of functions φn which will uniformly converge to a Ho¨lder α function g1. This
function g1 is good for our purposes at points where it is “almost locally
constant”. However due to the existence of transitional intervals we need
a second infinite sequence of modifications yielding the sequence gn. These
functions gn will converge to a function g and our function f will be the
antiderivative of g.
The author thanks R. Balka and the unknown referee for the careful
reading of the paper and for comments which improved the presentation of
the results.
2 Notation and preliminary results
For α ≥ 0 if f : [0, 1]→ R is ⌊α⌋-times differentiable (by definition f (0) = f)
we put
Lα(f) = sup
{ |f (⌊α⌋)(x)− f (⌊α⌋)(y)|
|x− y|{α}
: x 6= y, x, y ∈ [0, 1]
}
. (1)
By C0[0, 1], or C[0, 1] we denote the class of continuous functions on [0, 1].
If 0 < α < 1 then f is in Cα[0, 1], if Lα(f) <∞.
The function f is in C1[0, 1] if f
′
is continuous on [0, 1].
If 1 < α < 2 then f is in Cα[0, 1] if f is differentiable, and f
′
∈ Cα−1[0, 1],
that is Lα(f) <∞.
We denote by Cα−[0, 1] the set of those functions which are in Cβ[0, 1]
for all β < α.
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For 0 ≤ α, α 6∈ N, f is in Cα1 [0, 1] if Lα(f) ≤ 1, that is |f
(⌊α⌋)(x) −
f (⌊α⌋)(y)| ≤ |x− y|{α} for all x, y ∈ [0, 1].
Given an integer N ≥ 2 and a set A ⊂ [0, 1] we put for k ∈ Z
NN,k(A) = #
{
j ∈ Z : A ∩
[j − 1
Nk
,
j
Nk
]
6= ∅
}
.
The upper and lower Minkowski (or box) dimension of A is defined as
dimMA = lim sup
k→∞
logNN,k(A)
k logN
and dimMA = lim inf
k→∞
logNN,k(A)
k logN
. (2)
It is well-known that for any N we obtain the same value.
Notation 1. For sets A ⊂ [0, 1] we put
FN,k(A) = ∪{[(j − 1)/N
k, j/Nk] : A ∩ [(j − 1)/Nk, j/Nk] 6= ∅}.
Clearly, NN,k(A) = λ(FN,k(A)) · Nk. (We denote by λ the one-dimensional
Lebesgue measure.)
The open ball centered at x and of radius r is denoted by B(x, r). The
α-dimensional Hausdorff measure is denoted by Hα.
We remind the reader to a few facts about iterated function systems. The
details can be found in many books, for example in [3]. If Si, i = 1, ..., N ,
N ≥ 2 is a family of similarities with contraction ratios ci then we talk about
an IFS, an iterated function system. The attractor of the IFS is the compact
set F satisfying F = ∪iSi(F ). The similarity dimension of F is the unique
α for which
∑
i c
α
i = 1. If the IFS satisfies the, so called open set condition
then the Hausdorff, the Minkowski and the similarity dimension of F are the
same (see for example Theorem 9.3 of [3] ). We recall 4.14. Theorem from
[7] by using our notation:
Theorem 2. If Si, i = 1, ..., N satisfies the open set condition, then the
invariant set F is self-similar and 0 < Hα(F ) < +∞, whence α = dimH F ,
where α is the unique number for which
∑
i
cαi = 1. Moreover, there are
positive and finite numbers a and b such that
arα < Hα(F ∩B(x, r)) < brα for x ∈ F, 0 < r < 1. (3)
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In our paper the self similar sets for which this theorem will be applied
will satisfy the strong separation condition, that is the sets Si(F ) will be
disjoint, and hence the open set condition will also be satisfied.
We suppose that F ⊂ [0, 1] is the attractor of an IFS satisfying the open
set condition. Estimation (3) will be useful several ways.
If one considers the function φ(x) = Hα(F ∩ [0, x])/Hα(F ) then it is easy
to deduce from (3) that φ is Ho¨lder-α.
On the other hand, using the lefthand-side inequality in (3) it is also easy
to see that for fixed N there exists a constant CF such that
NN,k(F ) < CFN
αk for any k ∈ N. (4)
Indeed, one needs to observe that if x ∈ F ∩ [(j− 1)/Nk, j/Nk] then Hα(F ∩
[(j − 2)/Nk, (j + 1)/Nk]) ≥ Hα(F ∩ B(x, 1/Nk) > a/Nαk.
Readers of earlier versions of this paper asked for more details about
“integrating” monotonicity results to obtain convexity estimates. In the
proof of the next proposition we provide these details.
Proposition 3. Suppose α ∈ [0, 1], g ∈ C[0, 1] and g|B is not monotone for
any B ⊂ [0, 1] with dimMB > α. Put f(x) =
∫ x
0
g(t)dt. Then f |A is not
convex, nor concave for any A ⊂ [0, 1] with dimMA > α.
Proof. Suppose that A ⊂ [0, 1] is closed and f |A is convex (the concave case
is similar and is left to the reader). Denote by IA the shortest closed interval
containing A. One can extend the definition of f |A onto IA to obtain a convex
function h defined on IA and f |A = h|A. At two-sided accumulation points
a of A we have h′(a) = f ′(a) = g(a). At one-sided accumulation points a of
A we have h′±(a) = f
′(a) = g(a) where h′±(a) = h
′
+(a), or h
′
±(a) = h
′
−(a) for
right, or left accumulation points of A, respectively.
Suppose a is an isolated point of A. If a is not an endpoint of IA then
select c ∈ A and b ∈ A such that b < a < c and (b, c) ∩ A = {a}. By the
Mean Value Theorem there is a− ∈ (b, a) and a+ ∈ (a, c) such that
f ′(a−) = g(a−) =
f(a)− f(b)
a− b
=
h(a)− h(b)
a− b
, and
f ′(a+) = g(a+) =
f(c)− f(a)
c− a
=
h(c)− h(a)
c− a
.
If a is the left-endpoint of IA then we define only a+, if a is the right-endpoint
of IA then we define only a−.
6
Denote by B the set which contains all accumulation points of A and the
points a+ and a− for isolated points of A. Then the convexity of h on IA
and the above equalities imply that g is montone increasing on B and hence,
say for N = 2 we have
dimMB = lim sup
k→∞
logN2,k(B)
k log 2
≤ α.
The 1/2k grid intervals taken into consideration in N2,k(B) cover all ac-
cumulation points of A and the points a+ and a− corresponding to isolated
points of A. Hence N2,k(A) ≤ 3N2,k(B). This implies that dimMA ≤ α.
3 Main result
Theorem 4. Let 0 < α < 1. There exits f ∈ C1+α[0, 1] such that for any
A ⊂ [0, 1] with dimMA > α the restriction f |A is neither convex, nor concave.
Remark 5. Multiplying f by a suitable constant one can achieve f ∈
C1+α1 [0, 1] as well. As it was mentioned in the introduction the theorem can
be proved for α = 0 as well, with a suitably modified other, rather technical
proof.
Proof. We will define g = f ′ ∈ Cα[0, 1].
A large even integer N will be fixed later.
Before giving the details of the proof we give a list of some notation
introduced at different steps. This might be helpful for later reference.
In Subsection 3.1 we introduce the self-similar set F0 and the Ho¨lder α
function φ0, which is constant on the connected components of the open set
G0 = [0, 1] \ F0. The collection of these connected components of G0 are
denoted by I0.
In Subsection 3.2 the functions φn are defined. These functions are
constant on the connected components (I(a, b, j) in (12)) of the open sets
Gn = [0, 1] \ Fn defined in (16). The connected components of Gn are de-
noted by In. These sets are nested, Gn+1 ⊂ Gn. While φn, defined in (13) is
constant on the intervals I(a, b, j) there will be some transitional intervals,
where φn is non-constant and linear. These transitional intervals are the con-
nected components of G′n, defined in (14). The collection of these connected
components of G′n are denoted by I
′
n. The sets G
′
n are disjoint.
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In Subsection 3.3 the function g1 is defined. Its transitional intervals,
denoted by I ′T,1 are the connected components of G
′
T,1 = ∪
∞
n=1G
′
n.
In Subsection 3.4 the functions gn are defined for n ≥ 2. The correspond-
ing transitional intervals are denoted by I ′T,n. They are the connected com-
ponents of G′T,n. The sets G
′
T,n are also nested, they satisfy G
′
T,n+1 ⊂ G
′
T,n.
The function g will be the limit of the functions gn.
In Subsection 3.5 the Ho¨lder property of g and of its antiderivative f is
verified.
In Subsection 3.6 we define and estimate S(G,α) to measure the size of
the sets G′n.
In Subsection 3.7 we give the upper estimate of the upper box dimension
of the sets A on which f can be convex, or concave. Here the most important
definition is G′′T,j,k ⊂ G
′
T,j which contains all transitional intervals of gj which
are of length longer than N−k. The collection of the connected components
of G′′T,j,k is denoted by I
′′
T,j,k. In Claim 11 we estimate NN,k(A \ G
′′
T,1,k) and
in Claim 14 we reduce the general case to this initial one.
3.1 The definition of the self similar set F0 and of the
Ho¨lder α function φ0
Figure 2: F0,1
First we select a standard Ho¨lder α function φ0 the following way. Let
F0,1 consist of the following subintervals of [0, 1]
[
(j − 1) ·
(
1
N
+
1
N − 1
(
1
N
−
1
Nα−1
))
, (5)
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(j − 1) ·
(
1
N
+
1
N − 1
(
1
N
−
1
Nα−1
))
+
1
Nα−1
]
, j = 1, ..., N.
We remark that this complicated looking definition implies that 0 and 1
both belong to a component interval of F0,1. These component intervals are
of equal length 1/Nα
−1
and are equally spaced in [0, 1]. We denote by F0
the self-similar set one can obtain by repeating the steps used for F0,1 in
each subinterval infinitely often. That is, we take the attractor of the IFS
mapping linearly [0, 1] onto the components of F0,1.
We can apply Theorem 2 and the subsequent remarks to F0.
The IFS defining F0 consists of N similarities each of ratio 1/N
α−1 and
hence N · (1/Nα
−1
)α = 1. The similarity dimension and the other dimensions
of F0 coincide and hence we have dimM F0 = dimM F0 = α and 0 < Hα(F0) <
∞ and
φ0(x) = H
α(F0 ∩ [0, x])/H
α(F0)
satisfies with a suitable constant Cφ0
|φ0(x)− φ0(y)| ≤ Cφ0 |x− y|
α for all x, y ∈ [0, 1], (6)
that is, φ0 is a Ho¨lder-α function and it is constant on the intervals contiguous
to F0. We also have 0, 1 ∈ F0. Later in (20) we will also make the additional
assumption that Cφ0 > 2.
We put G0 = [0, 1] \ F0 and denote by I0 the system of its component
intervals, that is,
I0 = {(a, b) : (a, b) is a connected component of G0}.
This is the system of intervals contiguous to F0.
Since dimH F0 = dimM F0 = α by the remarks after Theorem 2 there
exists a constant CF0 such that
NN,k(F0) ≤ CF0N
αk for any k ∈ N, (7)
and, obviously
FN,k(F0) contains all (a, b) ∈ I0 for which b− a ≤
1
Nk
. (8)
It is also clear that for sufficiently large N
b− a <
1
N
+
1
N(N − 1)
=
1
N − 1
<
2α/2
N
<
2
N
for any (a, b) ∈ I0. (9)
The system of the, so called, transitional intervals I ′0 = ∅ and G
′
0 = ∅, by
definition at this initial step of our construction.
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3.2 Definition of the functions φn for n ≥ 1
We want to define a sequence of continuous functions φn by induction. Sup-
pose that we have already defined the function φn−1, the open set Gn−1 and
Fn−1 = [0, 1] \ Gn−1. The system of component intervals of Gn−1 is denoted
by In−1 and for any (a, b) ∈ In−1 we have
b− a <
2α/2
Nn
<
2
Nn
and φn−1 is constant on [a, b]. (10)
We also have the system of “transitional intervals”, I ′n−1.
Figure 3: The intervals I(a, b, j) and the function φn
We put φn(x) = φn−1(x) for x ∈ Fn−1. (11)
Suppose (a, b) ∈ In−1. Let
I(a, b, j) =
[
a+
j − 1
N
(b−a)+
(b− a)2α
−1
N2α−1
, a+
j
N
(b−a)−
(b− a)2α
−1
N2α−1
]
(12)
j = 1, ..., N . If we let δa,b =
(b−a)2α
−1
N2α−1
then the intervals I(a, b, j) are equally
placed within (a, b) with gaps 2δa,b separating two consecutive such intervals,
and there is a gap of length δa,b before the first and after the last such interval,
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see the bottom half of Figure 3. These gaps will be called later transitional
intervals, due to the fact that the functions φn will take constant values on
the intervals I(a, b, j) and will change its values linearly on the transitional
intervals. If (a, b) ∈ In−1 and x ∈ I(a, b, j) for a j ∈ {1, ..., N} then put
φn(x) = φn−1(a) + (−1)
j+1 (b− a)
2α−1
N2α−1
. (13)
Set
G′n =
⋃
(a,b)∈In−1
((a, b) \ ∪Nj=1I(a, b, j)). (14)
Observe that we have not defined yet the function φn on G
′
n. The system of
component intervals of G′n will be denoted by I
′
n and we call them transitional
intervals. It will be useful later that our construction implies that if (a, b) ∈
I ′n is a transitional interval then∣∣∣φn(b)− φn(a)
b− a
∣∣∣ = 1. (15)
We define φn on (a, b) ∈ I ′n so that it is linear and connects (a, φn(a)) and
(b, φn(b)).
Set
Gn =
⋃
(a,b)∈In−1
N⋃
j=1
int(I(a, b, j)) (16)
and In will denote the set of component intervals of Gn. We put Fn =
[0, 1] \Gn. Clearly, by (10) and (12)
b− a <
2α/2
Nn+1
for all (a, b) ∈ In. (17)
Claim 6. We have
|φn(x)− φn(y)| ≤ Cφ0(1 + ... +
1
2n
)|x− y|α, for all x, y ∈ [0, 1]. (18)
Proof of Claim 6. By (6) this holds for φ0. By induction, we can suppose
that (18) holds for n − 1 instead of n. Without limiting generality suppose
that x < y. If x, y ∈ Fn−1 then φn−1(x) = φn(x) and φn−1(y) = φn(y)
and our induction hypothesis implies (18). Suppose x ∈ (ax, bx) ∈ In−1 and
y ∈ (ay, by) ∈ In−1. (The other two cases, x ∈ Fn−1 , y ∈ (ay, by) ∈ In−1 and
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x ∈ (ax, bx) ∈ In−1 and y ∈ Fn−1 can be treated analogously and we omit
the details.)
The definition of φn implies that
|φn(bx)− φn(x)| ≤ |bx − x| and |φn(y)− φn(ay)| ≤ |y − ay|. (19)
We can suppose that N is so large that
N1−α > 4 and Cφ0 > 2. (20)
By (10), |bx − ax| <
2
Nn
and |by − ay| <
2
Nn
. This and (20) imply
|bx − x|
1−α <
21−α
N (1−α)n
<
Cφ0
2n+1
and |y − ay|
1−α <
21−α
N (1−α)n
<
Cφ0
2n+1
. (21)
Using that 0 < α < 1 and bx, ay ∈ Fn−1 we infer
|φn(x)−φn(y)| ≤ |φn(bx)−φn(x)|+ |φn−1(bx)−φn−1(ay)|+ |φn(y)−φn(ay)| ≤
Cφ0
2n+1
|bx − x|
α + Cφ0(1 + ... +
1
2n−1
)|bx − ay|
α +
Cφ0
2n+1
|y − ay|
α <
Cφ0(1 + ...+
1
2n
)|x− y|α.
If x ∈ (a, b) ∈ I0 then by (13)
|φ1(x)− φ0(x)| ≤
(b− a)2α
−1
N2α−1
<
(b− a)2
N2
(22)
and in general, using that for (a′, b′) ∈ In−1, (a′, b′) ⊂ (a, b) ∈ I0 we have
b′ − a′ < (b− a)/Nn−1 we infer
|φn(x)− φn−1(x)| ≤
(b− a)2α
−1
N (n−1)2α−1
·
1
N2α−1
<
(b− a)2
N2(n−1)
·
1
N2
(23)
for n = 2, 3, ....
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3.3 Definition of the function g1
From (23) it follows that φn(x) converges uniformly to a continuous function
g1(x).
We infer from (18) that
|g1(x)− g1(y)| ≤ 2Cφ0|x− y|
α for all x, y ∈ [0, 1], (24)
moreover by (23) for x ∈ (a, b) ∈ I0 we have
|g1(x)− φ1(x)| ≤
(b− a)2
N2
( 1
N2
+
1
N4
+ ...
)
<
(b− a)2
N2
·
2
N2
. (25)
From (13), (22) and (23) we also obtain for x ∈ (a, b) ∈ I0
|g1(x)− φ0(x)| <
(b− a)2α
−1
N2α−1
(
1 +
1
N2
+ ...
)
<
(b− a)2α
−1
N2α−1
2α
−1
(26)
if N is sufficiently large.
Claim 7. We have
0 < g1(x) < 1 for any x ∈ (0, 1), g1(0) = 0 and g1(1) = 1. (27)
Proof of Claim 7. Since 0, 1 ∈ F0 we have g1(0) = φ0(0) = 0 and g1(1) =
φ0(1) = 1.
The self-similarity of F0 and (9) imply that if (a, b) ∈ I0 satisfies
(a, b) ⊂ [N−α
−1(k+1), N−α
−1k], k ∈ N then
b− a <
2α/2
N ·Nα−1k
. (28)
Using (26) for x ∈ (a, b) ∈ I0 with sufficiently large N we obtain
|g1(x)− φ0(x)| <
2N−2α
−1
N−2α
−2k
N2α−1
· 2α
−1
<
1
Nk+1
·
1
10
. (29)
Using self-similarity of F0, of φ0 and translation invariance of the Hausdorf
measure we obtain
φ0(x) ≥ φ0
( 1
N (k+1)α−1
)
=
( 1
N (k+1)α−1
)α
=
1
Nk+1
13
and hence g1(x) > 0.
For x ∈ F0, g1(x) = φ0(x) and we obtain that for 0 < x ≤ 1 we have
g1(x) > 0.
Similarly, one can see that g1(x) < 1 holds for 0 ≤ x < 1. This implies
(27).
We put
G′T,1 =
∞⋃
n=1
G′n (30)
and denote by I ′T,1 the system of component intervals of G
′
T,1. It is easy to
see that I ′T,1 = ∪
∞
n=1I
′
n.
If (a, b) ∈ I ′T,1, that is, (a, b) is a transitional interval for g1 then by (15)
it is linear on (a, b) with slope of absolute value 1.
3.4 Definition of the functions gn, n ≥ 2 and of g
For any (a, b) we denote by Φ(a,b) the linear mapping Φ(a,b) : [a, b] → [0, 1],
Φ(a,b)(x) =
x−a
b−a
.
To define g2 for x ∈ F ′T,1 = [0, 1] \ G
′
T,1 we put g2(x) = g1(x). To obtain
g2 on the transitional intervals we modify g1. For x ∈ G′T,1 if x ∈ (a, b) ∈ I
′
T,1
then we put
g2(x) = g1(a) + (g1(b)− g1(a)) · g1
(x− a
b− a
)
= (31)
g1(a) + (g1(b)− g1(a)) · g1 ◦ Φ(a,b)(x).
Recall that |g1(b)−g1(a)| = |b−a|. We put G′T,2 = ∪(a,b)∈I′T,1Φ
−1
(a,b)(G
′
T,1) and
F ′T,2 = [0, 1] \ G
′
T,2. The system of component intervals of G
′
T,2 is denoted
by I ′T,2. One can easily see that (a, b) ∈ I
′
T,2 if there exists (a
′, b′) ∈ I ′T,1
and (a′′, b′′) ∈ I ′T,1 such that (a, b) = Φ
−1
(a′,b′)(a
′′, b′′). One can also see that
for (a, b) ∈ I ′T,2 we have |g2(b) − g2(a)| = |b − a| and g2 is linear on these
intervals.
From (9), (12) and (14) it follows that
b′ − a′ <
(
2α/2
N
)2α−1
·
2
N2α−1
<
4
N4
for any (a′, b′) ∈ I ′T,1. (32)
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To define the functions gn we proceed again by induction. Suppose that
gn−1 has been already defined and the open set G
′
T,n−1 consists of the tran-
sitional intervals of gn−1. The system of these component intervals of G
′
T,n−1
is denoted by I ′T,n−1. We suppose that
b′ − a′ <
4n−1
N4(n−1)
holds for any (a′, b′) ∈ I ′T,n−1. (33)
We also assume that gn−1 is linear on the transitional intervals (a
′, b′) ∈ I ′T,n−1
and its slope is of absolute value 1 on these intervals.
To define gn for x ∈ F ′T,n−1 = [0, 1] \G
′
T,n−1 we put gn(x) = gn−1(x). For
x ∈ G′T,n−1 there exists (a, b) ∈ I
′
T,n−1 such that x ∈ (a, b). Let
gn(x) = gn−1(a) + (gn−1(b)− gn−1(a)) · g1
(x− a
b− a
)
= (34)
gn−1(a) + (gn−1(b)− gn−1(a)) · g1 ◦ Φ(a,b)(x).
We put
G′T,n =
⋃
(a,b)∈I′T,n−1
Φ−1(a,b)(G
′
T,1) and F
′
T,n = [0, 1] \G
′
T,n. (35)
The system of component intervals of G′T,n is denoted by I
′
T,n.
From (32), (33), (34) and (35) it follows that
b′ − a′ <
4n
N4n
for any (a′, b′) ∈ I ′T,n. (36)
Observe that by (34) for any (a′, b′) ∈ I ′T,n the function gn is linear with slope
of absolute value 1.
From (27), (33) and (34) it follows that gn(x) converges uniformly to a
continuous function g(x).
From our construction, especially from (34) it follows that g satisfies a
(restricted) self-similarity property. For any n ∈ N and (a, b) ∈ I ′T,n we
repeat on (a, b) the construction steps of g scaled down by the factor (b− a).
Hence
g(x) = g(a) + (g(b)− g(a)) · g ◦ Φ(a,b)(x) for x ∈ (a, b) (37)
where (a, b) can be any transitional interval, that is (a, b) ∈ ∪∞n=1I
′
T,n.
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Claim 8. If N > 100 and x ∈ (a, b) \G′1, (a, b) ∈ I0 then
|g(x)− g1(x)| < 4
(b− a)2α
−1
N4α−1
< 4
(b− a)2
N4
. (38)
Proof of Claim 8. If x ∈ (a, b) \G′1 then there exists j ∈ {1, ..., N} such that
x ∈ I(a, b, j). The length of the I(a, b, j) intervals is less than (b− a)/N and
hence if (a′, b′) ∈ I ′n is a component of G
′
T,1 in I(a, b, j) then
b′ − a′ ≤ 2
(b− a)2α
−1
N2α−1
·
1
N2α−1
. (39)
By (27), (31) and (39)
|g2(x)− g1(x)| ≤ |b
′ − a′| < 2
(b− a)2α
−1
N4α−1
<
2(b− a)2α
−1
N4
. (40)
In general, suppose that j ≥ 2 is given and if (a′, b′) ∈ G′T,j−1 is the compo-
nent containing x then
b′ − a′ < 2
(b− a)2α
−1
N4α−1
·
(
4
N4
)j−2
. (41)
If x ∈ F ′T,j then gj+1(x) = gj(x). Consider the case x ∈ G
′
T,j. By (14), (32),
(35) and (39) if (a′′, b′′) is a component of G′T,j containing x then
b′′ − a′′ < |b′ − a′| ·
4
N4
≤ 2
(b− a)2α
−1
N4α−1
·
(
4
N4
)j−1
. (42)
As we obtained (40) this implies
|gj+1(x)− gj(x)| ≤ |b
′′ − a′′| < 2
(b− a)2α
−1
N4α−1
·
(
4
N4
)j−1
. (43)
Repeating the above argument we infer that for x ∈ (a, b) \G′1 we have
|g(x)− g1(x)| ≤
∞∑
j=1
|gj+1(x)− gj(x)| < (44)
2
(b− a)2α
−1
N4α−1
(
1 +
4
N4
+
42
N8
+ ...
)
< 4
(b− a)2α
−1
N4α−1
.
This completes the proof of Claim 8.
16
3.5 Definition and Ho¨lder property of f
We put f(x) =
∫ x
0
g(t)dt.
In the rest of the proof we need to verify that f has the properties claimed
in Theorem 4.
Claim 9. The function g is in Cα[0, 1] and hence f ∈ C1+α[0, 1].
Proof of Claim 9. First we prove a very special case of this claim. Namely,
we show that there exists a constant C ′g such that
|g(x)− g(0)| < C ′g|x|
α and |g(1)− g(x)| < C ′g|1− x|
α. (45)
Suppose x ∈ [0, 1]. If x ∈ F ′T,1 then g(x) = g1(x) and from 0 ∈ F
′
T,1 and (24)
it follows that
|g1(x)− g1(0)| = |g(x)− g(0)| ≤ 2Cφ0|x|
α. (46)
Suppose x ∈ G′T,1 = [0, 1] \ F
′
T,1. The definition of F0 implies that the
largest component of G0 in [N
−α−1 , 1−N−α
−1
] is of length less than 1/(N −
1) < 2
α/2
N
. By (12) and by induction the largest component of any Gn for any
n ≥ 1 is of length less than 1/((N − 1)Nn) < 2
α/2
Nn+1
< 2α/2/N . This implies
by (12) that if (a′, b′) ⊂ [N−α
−1
, 1−N−α
−1
] is a transitional interval, that is
(a′, b′) ∈ I ′T,1 then b
′ − a′ ≤ 4 ·N−4α
−1
. Hence, for sufficiently large N
1
Nα−1
≤ a′ and b′ − a′ ≤
4
N4α−1
≤
4
N3α−1
· a′ < a′. (47)
By self-similarity of F0 one can see analogously by using (28), that if
(a′, b′) ⊂ [N−(k+1)α
−1
, N−kα
−1
], k = 1, ... and (a′, b′) ⊂ I ′T,1 then for suffi-
ciently large N
b′ − a′ <
2
N2α−1
·
2
N2α−1N2α−2k
<
1
N (2k+2)α−1
and
1
N (k+1)α−1
≤ a′ and b′ − a′ ≤
1
N (2k+2)α−1
<
1
Nkα−1
a′ < a′. (48)
Similar estimates are also valid at the other end of [0, 1], that is if (a′, b′) ⊂
[1−N−(k+1)α
−1
, 1−N−kα
−1
] and (a′, b′) ∈ I ′T,1 then
1
N (k+1)α−1
≤ 1− b′ and b′ − a′ ≤ 1− b′. (49)
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We know from (24) that g1 is Ho¨lder α with constant 2Cφ0 on [0, 1].
Suppose x ∈ [0, 1]. If x ∈ F ′T,1 then g1(x) = g(x) and hence
|g(x)| = |g(0)−g(x)| ≤ 2Cφ0|x|
α and |g(x)−1| = |g(x)−g(1)| ≤ 2Cφ0|1−x|
α.
(50)
If x ∈ G′T,1 then there exists (a
′, b′) ∈ I ′T,1 such that x ∈ (a
′, b′). We also know
that |g(b′)−g(a′)| = |b′−a′| and for x ∈ (a′, b′) we have min{g1(a′), g1(b′)} ≤
g(x) ≤ max{g1(a′), g1(b′)}. That is, by (62) and (48)
|g(x)− g1(a
′)| ≤ |b′ − a′| < a′. (51)
Since |g(a′)| = |g1(a′)| ≤ 2Cφ0 |a
′|α ≤ 2Cφ0 |x|
α and |g(x)− g1(a′)| < a′ < |x|
we have |g(x)− g(0)| = |g(x)| ≤ (2Cφ0 + 1)|x|
α.
A similar argument can show that |g(1)− g(x)| = |1 − g(x)| ≤ (2Cφ0 +
1)|1− x|α. Hence we can select C ′g = 2Cφ0 + 1 in (45).
Next we show that g is Ho¨lder α. Suppose that x, y ∈ [0, 1], x < y. If
x, y ∈ F ′T,1 then g(x) = g1(x), g(y) = g1(y) and by (24) we have
|g(x)− g(y)| ≤ 2Cφ0 |x− y|
α. (52)
One needs to consider several more cases. We discuss in detail the case when
x, y 6∈ F ′T,1, that is x, y ∈ G
′
T,1. The other cases when one of x and y belongs
to F ′T,1 and the other to G
′
T,1 are analogous and are left to the reader. The
sets G′T,j are nested and we can choose j such that x and y are not in the
same component of G′T,j but x and y belong to the same component of G
′
T,j′
for j′ < j.
If j = 1 then set (a, b) = (0, 1) if j > 1 then denote by (a, b) the compo-
nent of G′T,j−1 containing x and y. By (34) and (37), gj|(a,b) is a scaled down,
similar copy of g1|(0,1) and g|(a,b) is similar to g|(0,1). Hence, we can suppose
that j = 1 and (a, b) = (0, 1). Thus x ∈ (ax, bx) ∈ I ′T,1, y ∈ (ay, by) ∈ I
′
T,1
and bx < ay. Since bx, ay ∈ F
′
T,1 we have
|g(bx)− g(ay)| = |g1(bx)− g1(ay)| ≤ 2Cφ0|bx − ay|
α < 2Cφ0|x− y|
α. (53)
Again by (37), g|(ax,bx) is similar to g|(0,1) hence, by what we have already
shown in (45)
|g(x)−g(bx)| = (bx−ax)|g(Φ(ax,bx)(x))−g(1)| ≤ (bx−ax)C
′
g|Φ(ax,bx)(x)−1|
α ≤
(bx − ax)C
′
g
∣∣∣ x− ax
bx − ax
−
bx − ax
bx − ax
∣∣∣α = |bx − ax|1−αC ′g|x− bx|α <
18
C ′g|x− bx|
α < (2Cφ0 + 1)|y − x|
α
and similarly
|g(y)− g(ay)| ≤ (2Cφ0 + 1)|y − x|
α.
Thus |g(x)− g(y)| ≤ (6Cφ0 + 2)|y − x|
α.
3.6 Estimates of the size of the transitional intervals
Definition 10. For an open set G ⊂ [0, 1] if IG denotes the system of
component intervals of G we put
S(G,α) =
∑
(a,b)∈IG
|b− a|α.
If α < 1 then it is clear that λ(G) ≤ S(G,α).
By (10), (12) and (14) for any (a, b) ∈ In−1 we have when we use suffi-
ciently large N
S(G′n ∩ (a, b), α) <
2α(b− a)2
N2
(N + 1) < (b− a)
5
Nn+1
. (54)
This implies
S(G′n, α) <
5
Nn+1
∑
(a,b)∈In−1
(b− a) <
5
Nn+1
. (55)
Since the sets G′n are disjoint we obtain
S(G′T,1, α) ≤
∞∑
n=1
S(G′n, α) <
5
N
∞∑
n=1
1
Nn
<
1
N
(56)
if N > 6. Next we show by mathematical induction that
S(G′T,n, α) =
∑
(a,b)∈I′T,n
(b− a)α ≤ S(G′T,1, α)
n <
1
Nn
. (57)
The case n = 1 is (56). Suppose that (57) holds for an n ∈ N. By (35) for
any (a, b) ∈ I ′T,n we have G
′
T,n+1 ∩ (a, b) = Φ
−1
(a,b)(G
′
T,1) and hence
S(G′T,n+1, α) ≤
∑
(a,b)∈I′T,n
(b− a)αS(G′T,1, α) = (58)
S(G′T,1, α)
∑
(a,b)∈I′T,n
(b− a)α ≤ S(G′T,1, α)
n+1 <
1
Nn+1
.
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3.7 Estimates of the size of sets A on which f can be
convex or concave
Suppose A ⊂ [0, 1] and f |A is convex, the concave case is similar. For k ∈ N
we want to estimate NN,k(A). Observe that F0 ⊂ F ′T,1 and g|F ′T,1 = g1 and
g1|F0 = φ0. Hence we have g = φ0 on F0.
For j = 1, ... we denote by G′T,j,k the union of those components of G
′
T,j
which are of length smaller than N−k, that is,
G′T,j,k = ∪{(a, b) ∈ I
′
T,j, |b− a| ≤ N
−k}.
We put G′′T,j,k = G
′
T,j \G
′
T,j,k, that is, G
′′
T,j,k contains all transitional intervals
of gj which are of length longer than N
−k. Its components will be denoted
by
I ′′T,j,k = {(a, b) ∈ I
′
T,j : (a, b) ⊂ G
′′
T,j,k}.
In the next claim we estimate NN,k(A \G
′′
T,1,k).
Claim 11. There exists a constant Cg1 > 1 not depending on k such that
NN,k(A \G
′′
T,1,k) < Cg1 ·N
αk for k = 0, 1, .... (59)
Proof of Claim 11. By (7) we have
NN,k(F0 ∩ (A \G
′′
T,1,k)) ≤ NN,k(F0) < CF0N
αk. (60)
By remark (8), FN,k(F0) contains all components (a, b) ∈ I0 for which
b− a ≤ N−k.
Suppose that (a, b) ∈ I0 and b− a > N−k. Select k′ < k such that
N−k
′−1 < b− a ≤ N−k
′
. (61)
By property (8), FN,k′(F0) contains (a, b) and hence by (7)
NN,k′(∪{(a, b) ∈ I0 : N
−k′−1 < b− a ≤ N−k
′
}) ≤ CF0N
αk′ . (62)
In later arguments we will need an upper estimate of the number of the
intervals (a, b) ∈ I0 satisfying N−k
′−1 < b−a ≤ N−k
′
. By (62) these intervals
can be covered by at most CF0N
αk′ many N−k
′
grid intervals, since the length
of the intervals (a, b) is at least N−k
′−1 we obtain
#{(a, b) ∈ I0 : N
−k′−1 < b− a ≤ N−k
′
} ≤ N · CF0N
αk′ . (63)
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Recall that we want to estimateNN,k((a, b)∩(A\G′′T,1,k)).We have g1(x) =
g(x) for x ∈ F ′T,1.
For x ∈ F ′T,1 ∩ (a, b), (a, b) ∈ I0 by (25)
|g(x)− φ1(x)| = |g1(x)− φ1(x)| <
(b− a)2
N2
·
2
N2
. (64)
By the definition of the functions gj(x) on the transitional intervals, from
(27) and (34) we infer
0 < g(x) < 1 for all x ∈ (0, 1) and g(0) = 0, g(1) = 1. (65)
The transitional intervals (a′, b′) ∈ I ′1 which are in (a, b) ∈ I0 either
satisfy b′ − a′ > N−k and then they do not contain any point of A \ G′′T,1,k,
or if b′ − a′ ≤ N−k then each of them can be covered by no more than two
intervals of the form [(j − 1) ·N−k, j ·N−k]. There are at most N + 1 many
of them and hence
NN,k((a, b) ∩G
′
1 ∩ (A \G
′′
T,1,k)) < 2(N + 1) < 3N. (66)
If x ∈ (a, b) ∈ I0, then we can refine (25) by using (23)
|g1(x)− φ1(x)| <
(b− a)2α
−1
N2α−1
·
1
N2α−1
(
1 +
1
N2α−1
+ ...
)
< (67)
2
(b− a)2α
−1
N2·2α−1
if N is sufficiently large.
By (67) and by (38) in Claim 8
|g(x)− φ1(x)| < 6
(b− a)2α
−1
N4α−1
holds for x ∈ (a, b) \G′1. (68)
The transitional intervals, the components of G′1∩ (a, b) are of length less
than 2δa,b = 2
(b−a)2α
−1
N2α−1
by (12) and (14).
For (a′, b′) ∈ I ′1, that is, for components of G
′
1 by (65) when g(a
′) < g(b′)
we have for x ∈ (a′, b′)
g(a′) ≤ g(x) ≤ g(b′) = g(a′) + (b′ − a′) and
g(a′) = φ1(a
′) ≤ φ1(x) ≤ φ1(b
′) = g(b′) = g(a′) + (b′ − a′)
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and an analogous statement is valid when g(a′) > g(b′). Since by the (re-
stricted) self-similarity property of g, that is by (37) we have
g(x) = g(a′) + (g(b′)− g(a′)) · g
(x− a′
b′ − a′
)
we obtain
|g(x)− φ1(x)| ≤ |b
′ − a′| < 2
(b− a)2α
−1
N2α−1
.
By (12),
λ((a, b) ∩G′1) = 2N
(b− a)2α
−1
N2α−1
< 2
(b− a)2α
−1
Nα−1
and hence ∫
(a,b)∩G′
1
|g(t)− φ1(t)|dt < 2
(b− a)2α
−1
Nα−1
· 2
(b− a)2α
−1
N2α−1
< (69)
(using that by (9) and (17), b− a < 2α/2N−1)
8
(b− a)3α
−1
N4α−1
< 16
(b− a)2α
−1
N5α−1
.
Set f˜(x) = f(a)+
∫ x
a
φ1(t)dt. Then by (68) and (69) we have for x ∈ (a, b)
|f˜(x)− f(x)| ≤
∫ x
a
|g(t)− φ1(t)|dt ≤ (70)
∫
[a,x]\G′
1
|g(t)− φ1(t)|dt+
∫
[a,x]∩G′
1
|g(t)− φ1(t)|dt ≤
6
(b− a)2α
−1
N4α−1
(x− a) + 8
(b− a)3α
−1
N4α−1
< 6
(b− a)2α
−1
N4α−1
(x− a) + 16
(b− a)2α
−1
N5α−1
.
We consider (a, b) ∈ I0 such that b− a > N−k, and k′ < k satisfies (61).
Suppose that for a j ∈ {1, ..., N} we have
tj ∈ I(a, b, j). (71)
Then tj ∈ (a, b) \G
′
1 and by (68)
|g(tj)− φ1(tj)| < 6
(b− a)2α
−1
N4α−1
and
22
φ1(tj) = φ1(a) + (−1)
j+1 (b− a)
2α−1
N2α−1
= g(a) + (−1)j+1
(b− a)2α
−1
N2α−1
and hence for odd j
g(tj) > g(a) +
(b− a)2α
−1
N2α−1
− 6
(b− a)2α
−1
N4α−1
(72)
and for even j
g(tj) < g(a)−
(b− a)2α
−1
N2α−1
+ 6
(b− a)2α
−1
N4α−1
. (73)
Claim 12. Suppose that there exists an odd j ∈ {1, ..., N} such that
one can find xj < yj, xj , yj ∈ A ∩ I(a, b, j). (74)
Then for j′ ≥ j + 2 we have A ∩ I(a, b, j′) = ∅ and A ∩ I(a, b, j + 1) can
contain at most one element.
Proof of Claim 12. The second part of the statement of the claim is easier
and we verify it first. Suppose that we can find xj+1 < yj+1, xj+1, yj+1 ∈
A∩I(a, b, j+1). Then by the Mean Value theorem there exist tj ∈ (xj , yj) ⊂
I(a, b, j) and tj+1 ∈ (xj+1, yj+1) ⊂ I(a, b, j + 1) such that
f(yj)− f(xj)
yj − xj
= f ′(tj) = g(tj) and
f(yj+1)− f(xj+1)
yj+1 − xj+1
= f ′(tj+1) = g(tj+1).
(75)
By (72) and (73) we obtain g(tj) > g(tj+1) but this contradicts the fact that
f is convex on A.
Suppose now that j′ ≥ j + 2 and
there exists x′j ∈ A ∩ I(a, b, j
′). (76)
Then
x′j − xj > x
′
j − yj >
(b− a)
N
. (77)
By (72) and (75)
f(yj)− f(xj)
yj − xj
> g(a) +
(b− a)2α
−1
N2α−1
− 6
(b− a)2α
−1
N4α−1
. (78)
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We also have by (70)
|f˜(xj)− f˜(x
′
j)− (f(xj)− f(x
′
j))| < 28
(b− a)2α
−1
(b− a)
N4α−1
(79)
and by (77)
∣∣∣ f˜(xj)− f˜(x′j)
xj − x′j
−
f(xj)− f(x′j)
xj − x′j
∣∣∣ < 28(b− a)2α−1
N3α−1
. (80)
The definition of φ1, (12) and (13) imply that if x
′
j − xj ≤ 2(b− a)/N then
f˜(x′j)− f˜(xj) =
∫ x′j
xj
φ1(t)dt ≤ φ0(a)(x
′
j − xj) = g(a)(x
′
j − xj) (81)
and if x′j − xj > 2(b− a)/N then
f˜(x′j)− f˜(xj) =
∫ x′j
xj
φ1(t)dt < g(a)(x
′
j − xj) +
(b− a)2α
−1
N2α−1
·
(b− a)
N
. (82)
In both cases we obtain that
f˜(x′j)− f˜(xj)
x′j − xj
≤ g(a) +
(b− a)2α
−1
2N2α−1
. (83)
Therefore, if N > 100, (78), (80) and (83) imply
f(x′j)− f(xj)
x′j − xj
<
f(yj)− f(xj)
yj − xj
and this contradicts the convexity of f on A and proves Claim 12.
A similar argument can show
Claim 13. Suppose that there exists an even j ∈ {1, ..., N} such that
one can find xj < yj, xj , yj ∈ A ∩ I(a, b, j). (84)
Then for j′ ≤ j − 2 we have A ∩ I(a, b, j′) = ∅ and A ∩ I(a, b, j − 1) can
contain at most one element.
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Thus, there are at most two js for which A ∩ int(I(a, b, j)) can contain
more than one element.
Suppose ĵ is such that A∩ int(I(a, b, ĵ)) contains more than one element.
Then int(I(a, b, ĵ)) = Î is a component of G1 and hence it is an interval
belonging to I1.
Denoting the endpoints of Î by â and b̂ we have (â, b̂) ∈ I1. If b̂− â ≤ N−k
then NN,k((A \G′′T,1,k) ∩ (â, b̂)) ≤ 2.
If b̂− â > N−k then we can argue as before using φ2 instead of φ1 to show
that the part of A\G′′T,1,k in transitional intervals (a
′, b′) ∈ I ′2, (a
′, b′) ⊂ (â, b̂)
can be covered by no more than 3N many intervals of the form [(j − 1) ·
N−k, j ·N−k] and hence
NN,k((â, b̂) ∩G
′
2 ∩ (A \G
′′
T,1,k)) < 3N (85)
and there are at most two js for which A ∩ int(I(â, b̂, j)) can contain more
than one element. In these intervals we need to repeat our argument, but
the number of these intervals can at most double at each step. Therefore, if
we consider (a, b) ∈ I0 satisfying (61) then in at most k − k′ many steps we
can obtain intervals shorter than N−k. Thus with a generous upper estimate
NN,k((a, b) ∩ (A \G
′′
T,1,k)) < 2
k−k′100 ·N. (86)
By (63) we obtain that
NN,k(G0 ∩ (A \G
′′
T,1,k)) <
k−1∑
k′=1
N · CF0N
αk′2k−k
′
· 100N =
100N2 · CF0N
αk
k−1∑
k′=1
( 2
Nα
)k−k′
< C ′F0N
αk,
where we used that we can assume that we use an N so large that 2/Nα < 1.
This and (60) imply (59). This concludes the proof of Claim 11.
In Claim 11 in (59) we estimated NN,k(A \ G′′T,1,k). Next we need to
estimate NN,k(A ∩G′′T,1,k). We use
NN,k(A ∩G
′′
T,1,k) ≤ NN,k(A ∩G
′′
T,2,k) +NN,k((A ∩G
′′
T,1,k) \G
′′
T,2,k) ≤ (87)
∞∑
j=2
NN,k((A ∩G
′′
T,j−1,k) \G
′′
T,j,k),
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where the last sum contains only finitely many nonzero terms since the
lengths of the longest components of G′T,j,k (and of G
′′
T,j,k ⊂ G
′
T,j,k) tend
to zero as j →∞.
Claim 14. For any j ≥ 2 we have
NN,k((A ∩G
′′
T,j−1,k) \G
′′
T,j,k) ≤ N
2S(G′T,j−1, α) · Cg1N
αk. (88)
We prove this claim later. Before doing so we finish the proof of Theorem
4. By (57), (59), (87) and (88)
NN,k(A) ≤ Cg1N
αk +
∞∑
j=2
N2Cg1
1
N j−1
·Nαk < CαN
αk
with a suitable constant Cα not depending on k. This implies that dimMA ≤
α and ends the proof of Theorem 4.
Proof of Claim 14. Suppose (a, b) ∈ I ′′T,j−1,k, that is, (a, b) is a component
of G′′T,j−1,k. Recall (37), the (restricted) self-similarity property of g. If g is
convex on A ∩ (a, b) then g is also convex on Φ(a,b)(A ∩ (a, b)) and by (35),
Φ(a,b)(G
′
T,j ∩ (a, b)) = G
′
T,1.
Suppose
N−k
′−1 < b− a ≤ N−k
′
for a k′ < k. (89)
If (a′, b′) ∈ I ′′T,j,k then b
′−a′ > N−k and Φ(a,b)(a
′, b′) is an interval of length
b′−a′
b−a
> N
−k
b−a
. By (89), Φ(a,b)(G
′′
T,j,k∩(a, b)) contains all intervals of G
′
T,1 which
are of length at least N−k/(b− a) < N−k+k
′+1. Hence Φ(a,b)(G
′′
T,j,k ∩ (a, b)) ⊃
G′′T,1,k−k′−1 and
Φ(a,b)(A ∩ (a, b)) \G
′′
T,1,k−k′−1 ⊃ Φ(a,b)((A ∩ (a, b)) \G
′′
T,j,k).
Thus, using (89) and the fact that an interval of length (b− a)N−k+k
′+1 can
be covered by (N + 1) many grid intervals of length N−k
N2NN,k−k′−1(Φ(a,b)(A∩(a, b))\G
′′
T,1,k−k′−1) ≥ NN,k(((a, b)∩A)\G
′′
T,j,k). (90)
On the other hand, by (59) and (89)
NN,k−k′−1(Φ(a,b)(A ∩ (a, b)) \G
′′
T,1,k−k′−1) < Cg1N
α(k−k′−1) < Cg1(b− a)
αNαk.
(91)
By (90)
NN,k((A ∩ (a, b)) \G
′′
T,j,k) < N
2Cg1(b− a)
αNαk.
Adding this for all (a, b) ∈ I ′′T,j−1,k we obtain (88).
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