A training data selection method for multi-class data is proposed. This method can be used for multilayer neural networks (MLNN). The MLNN can be applied to pattern classification, signal process, and other problems that can be considered as the classification problem. The proposed data selection algorithm selects the important data to achieve a good classification performance. However, the training using the selected data converges slowly, so we also propose an acceleration method. The proposed training method adds the randomly selected data to the boundary data. The validity of the proposed methods is confirmed through the computer simulation.
Introduction
Recently, Multilayer Neural Networks (MLNN) is widely used in pattern recognition, signal processing, image processing, and other many fields. In these fields, it is a main benefit of using the MLNN that extracts classification rules automatically in the training process. The network is required that the rule can classify both training data and the new data. This ability is called generalization.
If we have no strategy to select the efficient data t o achieve generalization, we must use a huge number of data. In this case, the training becomes difficult. Moreover, the computational complexity becomes large. Therefore, data selection to achieve generalization is important task.
Many researchers proposed the data selection methods from different points. Active sampling [2] , [3] , [4] selects data by analyzing the stochastic specification of data. Stochastic sampling [5] selects data related to the output error. Dynamic sampling [6] selects data t o avoid rank-deficiencies of connection weight matrix.
The MLNN divides the input space by hyper-planes formed by the connection weights. The network solves the classification problems by adapting the hyper-planes to the class boundaries. When the hyperplanes agree with the class boundaries, the network can achieve generalization. From [7, 81 , it is shown that the important data to achieve generalization is located near the class boundaries. This is our course of data selection method proposed in this paper.
We propose a new data selection method that can be used for multi-class data. This method can apply to the data that the class regions are not overlapped. We also propose a novel training method trains using the class boundary data. By proposed method, the network can achieve generalization with small number of important data. We assume that the batch learning is employed. The validity of proposed method is verified by computer simulation.
Multilayer Neural Networks

Structure of Multilayer Neural Networks
The network used in this paper is a two-layer multilayer neural network that has the input layer, one hidden layer and the output layer. The number of the input units is the same as the dimension of the input data and the number of the output units is the same as the number of the classes.
The output of the MLNN is calculated as follows. We denote a input vector z = {xi, i = 1,. . . , N } , then the input potential n e t j and the output of the j -t h hidden unit yj are 
i = l
Here, w j i is the connection weight between the i-th input unit and the j-th hidden unit. j = 0 corresponds to the bias of the unit. f~ ( . ) is the sigmoid function. The output y j is translated to the output unit weighted by the connection weight w j k . The input potential and its output of the output units are calculated at the same method as the hidden layer except for using uni-polar sigmoid function fo(.) as shown in below.
To train the MLNN, Back-propagation to decrease the mean square error (MSE) 1, . . . P } , then MSE is calculated as algorithm is used. This algorithm updates the connection weights of the MLNN outputs. We denote all the data as X = { x p , p = . P . K Here, the target for the k-th output unit of the p-th data is denoted as tpk, and the k-th output for the pth data is denoted as ypk, respectively.
Classification using Multilayer Neural Networks
The input potential of the k-th output unit is written as Here, W k j is the connection weight between the j-th hidden unit and the k-th output unit. We consider the classification problem, so the target tk for the data X k is "1" and the target for other class data is "0". Then the training data will be classified as following way.
x E xk x 6 xk if n e t t > o if net: < o Here, Xk is set of the data belongs to k-th class. From equation (6), netf = 0 is the boundary of the class and from equation 3 , the output of the unit is 0.5. Therefore, in the input space, the region of k-th output unit is larger than 0.5 can be considered as the k-th class region.
The pattern matching method is useful for the classification problem. It measures the distance from the data to the class template patterns and classifies into the class that measured the shortest distance from the data. The class region formed by the network is correspond to the template pattern of the pattern matching.
So, after the training, the p-th data xp will be classified into k-th class if the following equation is satisfied.
zp E Xkif Y k ( 2 ) = arg max {Yk'(X)} (7) l < k ' < K
Data Selection Method
Boundary Data and Classification Performance
Two classes' classification X ' and X 2 are taken into account for convenience. However, the proposed method can be applied to more than two classes.
The data distribution and the class boundary are shown in figure 1. Data are drawn by circles and the boundary is drawn by the line. In the case of the hyper-plane formed by the MLNN is located as in the line in the figure, the hyper-plane can separate the data correctly. In the another word, if the hyper-plane can classify the data indicated by the doubled-circle and the one indicated by circled-dot, the other data can also be separated by the hyper-plane. They are called "boundary data" in this paper and they play important role in this paper.
Data Selection Method
In this section, the boundary data selection method is proposed. Basic idea of selecting the boundary data is finding the nearest data between the specified two classes. To measure the distance, the Euclidean distance is used. One of the data is denoted by x, and set of data of class c E C is denoted by Xc. C denotes all the classes.
Step 1: Select one of the class c.
Step 2: Select one of t,he data x; E X c randomly.
Step 3: Select one of the data xk , c' # c by
Step 4 x i and xz, become a pair. We call them as "paired data" in the following sections. We also call the gather of the "paired data" as "boundary data".
Training Using Boundary Data
In this section, we assume that the number of hidden units is carefully designed so that the classification can be achieved by the given network. The boundary formed by the MLNN is called as "network boundary". The batch learning is used and the connection weights are updated after all the training data is presented.
Network Boundary and Data Distribution
In gradient decent algorithm, the connection weight is updated as shown in the next equation.
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P is the number of training data and all the data is used to update the connection weight. From the equation (8), Awji is updated toward the average of the Ep. Therefore, the distribution of the entire data is reflected for update of the connection weight.
If we train the MLNN with the boundary data, the distribution of the entire data is not considered. In the figure ??, we show an example of the network boundary displacement for two different data distributions. From equation (8), we assume that the network boundary will be placed at the center of the class distributions. In the figure 2, "0" shows the boundary data in class 1, and "x" show the boundary data in class 2. Black dots show the center of the distribution of each class.
When the boundary data are used as the training data, the network boundary will be placed as same as (a). Then, if the true data distributions are (b), good classification performance for new data will not be guaranteed.
Adding Randomly Selected Data to Boundary Data
One of the way to reflect the data distribution into the boundary data is adding randomly selected data.
If we added many data to the boundary data, the number of the training data is increased, and computational complexity of the training becomes rich. So, the number of randomly selected data must be small.
Training Using Boundary Data
The boundary data are selected by the proposed method in Section 3.2. If the network is trained by the boundary data, the training needs many iterations from following two reasons. The first reason is that the absolute value of the connection weights must be large to classify the similar data into the different class. This requires many iterations. The network must be sensitive to the change of the input. The second reason is that the totals of update of the connection weights to the boundary data will be canceled. Especially, when the network approaches to the class boundary, this phenomenon is remarkable [7] .
We can solve this problem by adding the randomly selected data to the boundary data. Because, the update to randomly selected data is properly done and the training is preceded. To do so, one randomly selected data is need for a pair of the boundary data.
Computer Simulation of Adding Randomly Selected Data
One dimensional classification problem is used for simulation to show the validity of adding one randomly selected data to a pair of the boundary data.
The location of the boundary data in class 1 is x& = -0.45 and the one in class 2 is x i = -0.5. The location of the randomly selected data located near the boundary data in class 1 is xkl = 0.0 and the one in class 2 is x i 1 = -1.0. The location of the randomly selected data far from the boundary data in class 1 is xk2 = 5.0 and the one in class 2 is x i 2 = -5.0. The simulation conditions are follows: (a) using only the boundary data (b) using the boundary data and xfl, (c) using the boundary data and xpl (d) using the boundary data and xg, (e) using the boundary data and x& (f) using the boundary data, xpl and xpl, ( 9 ) using the boundary data, xf2 and x&. The training is stopped when the EMS is below 0.01 or training iteration reaches to 10000. From the results, the numbers of iterations to converge are (a) 9807, (b) 3409, (c) 3269, (d) 3845, (e) 3600, (f) 2878, (g) 
3567.
From the results, by adding the randomly selected data to the boundary data, the corrections of the connection weights are done in successfully. We then conclude that we need at least one randomly selected data to a pair of boundary data.
Computer simulation
To verify the validity of the data selection method and the training method is done by the computer simulations. We used two classification problems. "Circle in square" in Fig. 4 (a) that is a two-dimensional three classes' classification problem (problem 1), and "Iris classification" are four dimensional three classes' classification problem (problem 2).
Problem 1
The concept of the problem 1 is shown in Fig. 4 (a) . The number of the data in a class is 1000. Between the class regions, there is the gap of 0.05. The gaps are not shown in Fig. 4(a) . This is used to verify the validity of the boundary data selection method.
The result of extraction of the boundary data is shown in Fig. 4 (b) . From the figure, it is confirmed that the class boundary is properly extracted by the double pairing method. In the figure, N p = 315 boundary data are selected.
Problem 2
Problem 2 is Iris classification [9] .
Input data is consist of four specifications of the sepal length, the sepal width, the petal length and the petal width. From the document of the database, one class is linearly separable from two classes, however the others are linearly non-separable. The number of the data in a class is 50. This database is provided by the UCI repository of machine learning database and domain theories. Fig. 5 shows class data distributions of sepal length and sepal width. There is some overlap between class 2 and 3, so the training can not be achieved 100% accuracy.
(1)Training Results
The data consist with three classes.
Seventeen boundary data are selected by the boundary data selection method. So, we added 9 randomly selected data, so totally, 26 training data are used. The training is stopped when the accuracy of 98% is achieved. The training is converged with 46 iterations and the accuracy for all the data is 98.7%.
(2) Comparison of Computational Complexity of Proposed Training and Conventional Training
The computational complexity of the proposed training and conventional training that uses all the data, are compared. The training is stopped when the accuracy is reached at 98%. From the computer simulation, the conventional training converged with 94 iteration.
Then ratio of (Proposedtraining/Conventionaltraining) is (46 x 26)/(94 x 150) -0.08. Then the computational complexity is drastically reduced.
Conclusions
In this paper, assuming there is no-overlap between the class regions and off-line training, we have proposed the data selection method and the training that guarantees high classification performance. The proposed method has achieved high accuracy by train the network with the boundary data and the random data. The number of these data is sufficiently small. 
