We present a new O k 2 n k 2 method for generating an orthogonal basis of eigenvectors for the Johnson graph J(n, k). Unlike standard methods for computing a full eigenbasis of sparse symmetric matrices, the algorithm presented here is non-iterative, and produces exact results under an infinite-precision computation model. In addition, our method is highly parallelizable; given access to unlimited parallel processors, the eigenbasis can be constructed in only O(n) time given n and k. We also present an algorithm for computing projections onto the eigenspaces of J(n, k) in parallel time O(n).
Introduction
The Johnson graph J(n, k) has the k-element subsets of {1, . . . , n} as vertices. There is an edge between two subsets S and T exactly when |S ∩ T | = k − 1. In this work, we present an efficient and highly parallelizable algorithm which computes the orthogonal eigenbasis, as described in [7] , in time O k 2 n Let B n,d be the set of all top sets in S n,d . For any A ≺ B in S n,d , define the multivariate polynomial k be the set of (x 1 , . . . , x n ) ∈ {0, 1} n such that n i=1 x i = k. Each column of the adjacency matrix of J(n, k) is labeled with a subset S, but we could instead label it with the corresponding element (x 1 , . . . , x n ) in [n] k where x i = 1 if and only if i ∈ S. There are k +1 eigenspaces of J(n, k), with eigenvalues (k −d)(n−k −d)−d for d ∈ {0, 1, . . . , k}. These eigenspaces are mutually orthogonal [3] . Let M d be the space of vectors with eigenvalue
To construct an orthogonal basis for M d , we construct a basis eigenvector for each χ ∈ Y n,d . Given such a χ, there is an eigenvector whose entry associated with column (x 1 , . . . , x n ) ∈ Y n,d is equal to χ(x 1 , . . . , x n ). We can compute this by setting the eigenvector coefficient in the column associated with (x 1 , . . . , x n ) ∈ [n] k to χ(x 1 , . . . , x n ).
Example for J(4,2)
Suppose we want to compute a set of eigenvectors that form an orthogonal basis for M 1 in J(4, 2). We begin by constructing [4] 2 = {(1, 1, 0, 0), (1, 0, 1, 0), (1, 0, 0, 1), . . . }. To find a basis of this space we need to find Y 4,1 . Now B 4,1 = {{2}, {3}, {4}}. Thus:
• For B = {2}, A can only be {1}.
• For B = {3}, A can be {1} or {2}.
• For B = {4}, A can be {1}, {2}, or {3}.
We can now write each χ B for B ∈ B 4,2 as function of x 1 , x 2 , x 3 , and x 4 :
• χ {1} = (x 1 − x 2 ).
• χ {2} = (x 1 − x 3 ) + (x 2 − x 3 ).
• χ {3} = (x 1 − x 4 ) + (x 2 − x 4 ) + (x 3 − x 4 ).
Evaluating χ B for each B at all entries in [4] 2 produces Table 1 , where each row corresponds to an eigenvector and together the rows form a basis for M 1 .
Coefficients of χ B
Definition 2.3. Let f (x 1 , . . . , x n ) be a polynomial, and S = {s 1 , . . . , s k } ⊆ [n]. We define C f (S) as the coefficient of x s 1 · · · x s k in f . 1100 1010 1001 0110 0101 0011 
Proof. Recall that χ B is multilinear and homogeneous of degree d.
. If x t i = 0 for any t i ∈ T , then the monomial x t 1 · · · x t k will be evaluated to zero on inputs x 1 , . . . , x n . If the monomial is not evaluated to zero, then x t i = 1 for all i, and thus each t i ∈ S. So T ⊆ S.
Since nonzero x i are 1, it follows that χ B (x 1 , . . . , x n ) is exactly the sum of all coefficients whose monomial is nonzero on inputs x 1 , . . . , x n , which are exactly C χ B (T ) for all size d subsets T of S.
, and x i = 0 otherwise. Let B be a top set of size k. Then χ B (x 1 , . . . , x n ) is the coefficient of the monomial in χ B with variables indexed by S.
Proof. Since χ B is multilinear and homogeneous of degree k, it follows that the only monomial which evaluates to a nonzero number is the monomial indexed by elements in S. Furthermore, since the variables indexed by elements in S are evaluated at 1, χ B (x 1 , . . . , x n ) is simply the coefficient of the monomial with variables indexed by S.
Definition 2.4. Let U be a set of length k and let V be a sequence of length k. Define U − V as the elements in U not in V , and U ∩ V as the elements in both U and V .
Any monomial in χ A,B must be of the form
, and in particular is equal to 1 |T ∩A| (−1) |T ∩B| . Since T must be a permutation of S for x t 1 · · · x t d to equal x s 1 · · · x s d , it follows that |T ∩ B| = |S ∩ B|, and so C χ A,B (S) = (−1) |S∩B| . Thus for all A ≺ B, it follows that C χ A,B (S) is either 0, or (−1) |S∩B| . Combined with the fact that
we obtain the desired result. (2) there is no pair α ∈ S − B and β ∈ S ∩ B such that the index of α in A equals the index of β in B.
Proof. Suppose C χ A,B (S) = 0. Then each s i must appear in either A or B, since otherwise x s i would appear nowhere in χ A,B . Thus if s i / ∈ B, it must be in A, proving condition (1) . Suppose that there is some pair α ∈ S − B and β ∈ S ∩ B, where the index of α in A is j and the index of β in B is j. Then χ A,B = (x α − x β )P (x 1 , . . . , x n ) where
. Now P contains neither x α nor x β , since all elements of A and B are distinct from each other. Then, neither x α P (x 1 , . . . , x n ) nor x β P (x 1 , . . . , x n ) contain a term with both x α and x β , and so neither can their sum χ A,B . This proves condition (2) . Now instead suppose that conditions (1) and (2) hold. There are d different factors (
Since all d elements of S must appear as A i or B i for some i, and by condition (2) no two elements of S can appear as A i and B i for the exact same i, it follows that for each i exactly one of A i and B i is in S. Thus by expanding χ B into monomials, we see that x s 1 · · · x s k has a nonzero coefficient.
Proof. We prove the statement by induction. We have proven that the magnitude and sign of the coefficients for χ B can be derived by the coefficients of monomials for χ A,B . We have also provided formulas for calculating χ B when |B| = k. We will use these theorems in the following algorithm to generate coefficients of χ B in the construction of the eigenvectors.
Our Algorithm
Next we describe an algorithm for generating an orthogonal eigenbasis, along with a procedure for projecting a vector onto each M i for 0 ≤ i ≤ d. This significantly reduces runtime and will prime us for calculating each f i by projecting f onto each M i . In order to project f we describe a method of computing eigenvectors which uses the linear mapping defined in Theorem 1. Consider a top set B of length d and a subset S ⊆ [n] of size d. Let s 1 < s 2 < · · · < s d be the elements of S. The procedure described in Algorithm 1 allows one to extract the coefficient of
answer ← 1 5:
if j < d and B i = s j+1 then 7: answer ← answer · (i + j − B i ) 8: i ← i + 1 9: j ← j + 1 10:
answer ← answer · (j − i + 1)
12:
i ← i + 1 
Proof. By Theorem 3, |C χ B (S)| is the number of A ≺ B such that (1) S − B ⊆ A and (2) there is no pair α ∈ S − B and β ∈ S ∩ B such that the index of α in A equals the index of β in B.
We will walk through a process with steps 1, 2, . . . , d for constructing such an A where these conditions hold. At step i, we fix a value for the i-th element in A. If B i is in S, then A i must satisfy all of these conditions
There are B i − 1 elements initially satisfying the first condition. We then subtract out the ℓ(B i ) elements which do not satisfy the second condition. Let w be the number of elements in B which are less than B i and not in S ∩ B. Then we subtract off the w elements remaining which do not satisfy the third condition. Finally, there are i − 1 − w elements remaining which are in A, but not in S. In total there are (
Then A i must be in S, must be less than B i , and must not be in B. Thus, there are ℓ(B i ) − (i − 1) = ℓ(B i ) − i + 1 possible choices in this case. This proves the theorem. Algorithm 1 uses a two-pointers method to iterate over all elements in B ∩ S in order from least to greatest. At the start of each iteration of the while loop, j = ℓ(B i ). When an element B i in B ∩ S is iterated over, we multiply answer by i + ℓ(
Multiplying by this factor accounts for both the combinatorial change in number of satisfying sets A, as well as the sign change incurred by increasing the size of B ∩ S by one. When an element in B i in B − S is iterated over, we multiply answer by ℓ(B i ) − i + 1. At the end of the algorithm, we have that
by Theorem 2. This proves correctness of the algorithm.
Enumerating Top Sets
In this section, we detail generation of B n,k using a recursive method, where every recursive call corresponds to a single element of B n,k . The generation algorithm is described below. We use Append(L, x) to denote the appending of item x to the list L.
Algorithm 2 Recursively generate all of B n,k 1: procedure GenerateB(B, v, n, k)
2:
Print(B) 3: if |B| = k then return 
if v = 0 then 7:
while b ≤ n do 10:
if |B| > 0 then 12: q ← B |B|
13:
end if 14:
15:
end while 17: end procedure
We now prove correctness of the algorithm. Proof. The length of B is only zero in the base call of the recursion, so trivially v = q(∅) = 0 if |B| = 0. When we append a value on the end of B to make a new sequence
To complete the proof, note that q(B) = B |B| when |B| = 0. The variable b is always larger than the largest value in B, thus when it is appended q (Append(B, b) ) = b. This corresponds directly to the value of v passed into GenerateB on line 14. All operations except Print, and the loop take constant time, and all operations within the loops except GenerateB take constant time as well. All loop iterations fix a valid element of (at least) one valid top set, so the runtime to generate all of B n,k is absorbed into the runtime of any processing we might perform which looks at all entries of all elements in B n,k . Since all algorithms presented in this paper do so, we ignore the runtime contribution of generating coefficients for the remainder of the paper.
Extracting Eigenvectors
We now have a fast procedure for calculating each χ B . All that remains is to describe a computational procedure for extracting the eigenvector associated to a given χ B . To do this, we use the formula given in Theorem 1. It takes O k with a < b denote the linear transformation from R (
b ) defined by L(f ) S = T ⊂S,|T |=a f T . Then we would like to apply the transformation L d,k , and to do so we will apply L i,i+1 for every d ≤ i < k in sequence and scale the result. Note that L j−1,j L i,j−1 = (j − i)L(j, i), since there are j − i ways to choose an intermediate subset of size j − 1 between any size j subset and some size i subset of it. Thus, the value at each subset is counted j − i times in L j−1,j L i,j−1 . We may use this recurrence to compute L d,k in total time k r=d+1 r n r .
This brings the runtime of the algorithm to
in total.
Projecting onto Subspaces
Fix n, k ≤ n/2, and d ≤ k. Let f ∈ R ( n k ) . We will describe a computational procedure for projecting f onto the subspace M d . To project f onto M d , it suffices to project onto an orthogonal set of basis vectors for M d and sum the projections [14] . Let c B be a vector containing all the coefficients of χ B . Let e B be the eigenvector associated with B, namely containing the results of evaluating χ B (x 0 , . . . , x n−1 ) at all x 0 , . . . , x n−1 where exactly k values of x i are 1 and the remaining are 0. In Theorem 1, it is proven that the map c B → e B is a linear transformation L. Recall that for B ∈ B n,d , the set of e B forms an orthogonal basis for
A theorem of Filmus [7] gives an explicit formula for e B 2 under a different norm. However, the norm used by Filmus differs from the one used for Johnson Graphs by exactly a factor of n k . Putting this information together, we obtain a formula
where e B is a vector containing all the coefficients of χ B , e B is the eigenvector associated with B, and
In order to compute the projection f d , the following procedure suffices. First, compute f T L. Let v be the zero vector of dimension 
We now analyze the runtime of computing all such projections. Note that since f = f 0 + f 1 + · · · + f k−1 + f k , we need only explicitly compute f d for d < k to obtain f k by subtracting the other f d from f . Then the total runtime is of order
Comparison of Runtime with Filmus's Construction
We will show that a naive implementation of Filmus's description the eigenbasis, described in Section 2, has worse complexity than the algorithm presented in this paper. We do so by finding a lower bound L(n, k) for the runtime of Filmus's formula, and showing the asymptotic bound
The bounds presented here are very loose, and in practice the difference between our algorithm and Filmus's is even greater. We start by proving a useful technical lemma. We use the notation x!! to denote the double factorial, defined as
be of size 2k. Then there are exactly (2k − 1)!! pairs (A, B) such that A ≺ B, B ∈ B n,k , and S is the collection of all elements in either A or B.
Proof. We prove the statement by induction on |S|. Let C(k) be the number of pairs (A, B) such that A ≺ B, B ∈ B n,k , and S is the collection of all elements in either A or B. For k = 1, the lemma says C(1) = 1, which is true since |S| = 2 and the larger element of S must be in B while the smaller element must be in A. Now let |S| = 2k where k > 1. Let s ∈ S be the largest element in S. If s = A i for some i, then B i > s, but B i ∈ S contradicts the maximality of s. If s = B i for some i < k, then B k > B i = s, but B k ∈ S contradicts the maximality of s. Therefore B k = s. There are |S| − 1 = 2k − 1 choices for A k at this point; take any of them. Regardless of our choice for A k , we now must construct (A ′ , B ′ ) out of the elements S − {A k , B k } such that A ′ ≺ B ′ , then append A k to A ′ to obtain A and append B k to B ′ to obtain B. Note that any such choice is valid; we are guaranteed B k > B k−1 since B k was maximal in S. Thus by induction, We are now ready to obtain a lower bound for the runtime of a naive implementation of Filmus's formulas for an orthogonal eigenbasis of J(n, k). In order to use Filmus's formulas, we must evaluate χ A,B (x 1 , . . . , x n ) over all (x 1 , . . . , x n ) ∈
[n] k , every B ∈ B n,k , and every A ≺ B. Since we are only attempting to find a lower bound, we may restrict B to be in B n,k ⊂ B n,k instead. Evaluating χ A,B at (x 1 , . . . , x n ) ∈ 
Recall that the complexity of our algorithm is O k 2 n k 2 . We show that
proving that our algorithm has better asymptotics than a naive implementation of Filmus's formulas.
, and let n ≥ 8 and k ≥ 4. Note that for n ≥ 2, f n (0) = n/2 n/2+1 ≥ 3 and f n (n/2 − 1) = n−1 n ≥ 1 2 . Let x = n/2 − r and y = 2r + 1. Then we can write f n (r) = xy x+y . If 0 < r < n/2 − 1, then x and y are both at least 2. The minimum value of xy x+y given x, y ≥ 2 is 2·2 2+2 = 1, since the derivative is positive at every coordinate. If 1 < r < n/2 − 2, then x and y are at least 3, so f n (r) ≥ 
Since the asymptotics depend only on k, we also allow k ≤ 3, as it can be masked by the constant factor. This proves that a naive implementation of Filmus's algorithm takes almost exponentially longer in k than the algorithm presented in this paper.
Comparison with Iterative Algorithms
We provide a non-iterative algorithm for calculating eigenvectors of the Johnson association scheme. Standard algorithms for calculating eigenvectors of both general and real symmetric matrices require iteration toward some degree of accuracy. As a result, the runtime of our algorithm is not directly comparable to traditional algorithms because we lack the additional component which specifies the degree of precision desired. We compare our runtime to the runtime for the power iteration. This algorithm is the 'stateof-the-art' method for computing eigenpairs for general matrices. For power iteration the runtime per step is O(n 2 ) with a linear convergence rate [13] . This does not include the construction of the matrix, and only considers iterations from some initial guess for eigenvalues.
Parallelization
The computation of the eigenbases for J(n, k) and the projection of f onto the subsequent eigenspaces is highly parallelizable. To demonstrate this, we provide a parallelized version of both computations and analyze their runtime assuming an unbounded number of processors. We first consider the eigenbasis extraction algorithm for J(n, k). Theorem 8. An orthogonal eigenbasis for J(n, k) can be generated in O(n) time given unlimited parallel processors.
Proof. Recall that each eigenvector is described by a top set B of length d for 0 ≤ d ≤ k. Modify Algorithm 2 so that each recursive call runs on a new processor. The sequential runtime is the largest amount of time it takes generate any specific B ∈ B n,k . Suppose we are in the body of GenerateB printing a top set. We bound the amount of time it took to reach this point neglecting the time of recursive calls not currently on the stack, giving us our recursive runtime. Note that, tracing only these recursive calls leading us to our current state, the value of the variable b is always increasing. In fact, each iteration of the inner while loop implies b is increased by one, so in all, the inner loop is executed at most n times to reach B. There is O(k) overhead from the function calls and thus generating all of B n,k takes O(n + k) = O(n) time in total.
Once all B ∈ B n,k are generated, we need to generate subsets labelling the coefficients of χ B . This is possible to do with a recursive search procedure in O(n) time, where the search procedure passes down the current subset being built and a potential next element. Details are omitted. Once all subsets are generated, we run ExtractCoefficient(B, S) on every pair, taking time O(k).
So far, we have taken O(n + n + k) = O(n) time to generate coefficients of all χ B . All that remains is to compute the linear transformation L. We compute each eigenvector entry in parallel, so take O(n) time to generate all size k subsets for each B. The eigenvector entry associated with S ⊂ n is a sum of the coefficients of χ B associated to each size |B| subset of S. We can generate all subsets of S in parallel in O(|S|) = O(k) time, and sum the subsets of size |B| as the threads halt and return in O(k) time as well. This procedure halts in O(n) time with all eigenvectors generated.
Theorem 9. Given f ∈ R ( n k ) , one can compute proj(f, M d ) for each 0 ≤ d ≤ k in O(n) time given unlimited parallel processors.
Proof. We begin with the procedure described in Theorem 8, but modify it so that directly after computing each eigenvector e B , it also projects f onto e B . It takes O(n) time to find |f ·e B | |e B | e B , since dot products and scaling vectors takes O(log n k ) = O(log(2 n )) = O(n) time. Recall that B n,k is generated via a recursive search, in which all top sets of length B are enumerated at recursion depth d by the proof of Theorem 3.2. Once projections onto each basis vector have been generated, the projections onto each subspace can be added together. Each vector entry can be added in parallel time O(log n k ), and it takes O(log n k ) to start all of these threads, so this final phase also takes O(n) time.
