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Penderita gagal ginjal kronis dari tahun ke tahun selalu mengalami peningkatan. 
Deteksi penyakit gagal ginjal kronis bisa menjadi salah satu referensi untuk penanganan 
selanjutnya. Deteksi dapat dilakukan dengan memanfaatkan teknologi jaringan saraf tiruan 
dan dalam penelitian ini menggunakan model jaringan saraf tiruan extreme learning machine 
(ELM). Model jaringan saraf tiruan ELM dipilih karena performa klasifikasinya yang 
mengesankan dan juga lebih unggul dari model jaringan saraf tiruan Backpropagation dalam 
hal kecepatan melatih jaringan. Selanjutnya, dalam penelitian ini dilakukan beberapa 
skenario pengujian. Hasil skenario pengujian terbaik model ini menghasilkan rata-rata 
performa sensitivitas sebesar 98% dan spesifisitas sebesar 100%. Hasil penelitian juga 
menunjukkan bahwa model hampir tidak melakukan kesalahan klasifikasi untuk data dengan 
kelas notckd (not chronic kidney disease) atau kelas negatif untuk semua skenario.
Kata kunci: Penyakit gagal ginjal kronis, jaringan saraf tiruan, extreme learning machine, 
imbalance data, feature selection
vi
ABSTRACT
The number of people with Chronic Kidney Disease (CKD) is always increasing year 
by year. Chronic kidney disease detection can be as one of the references for the further 
treatment. The detection utilized neural networks technology and the model applied in this 
research is extreme learning machine model. This model was chosen because of its 
impressive classification performance and also superior to the Backpropagation neural 
network model at learning speed. Then, this research is done with several testing scenarios. 
The results of this best scenario model test generated an average sensitivity rate of 98% and 
a specificity of 100%. The results also show that the model almost does not misclassify data 
with notckd (not chronic kidney disease) classes or negative classes for all scenarios.
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Bab ini membahas latar belakang, rumusan masalah, tujuan dan manfaat, ruang 
lingkup, dan sistematika penulisan pada tugas akhir mengenai model jaringan saraf tiruan 
extreme learning machine untuk deteksi gagal ginjal kronis (GGK). 
1.1. Latar Belakang
Penyakit gagal ginjal kronis adalah penurunan fungsi ginjal progresif yang 
bersifat irreversible (fungsi ginjal tidak dapat kembali seperti semula) ketika ginjal 
tidak mampu mempertahankan keseimbangan metabolik, cairan, dan elektrolit yang 
menyebabkan terjadinya uremia dan azotemia (Smeltzer & Bare, 2003). Menurut 
(Williamson & Snyder, 2015), mayoritas orang-orang yang terjangkit gagal ginjal 
kronis biasanya disebabkan oleh glomerulonefritis, hipertensi, atau diabetes. 
Berdasarkan (Kementerian Kesehatan Republik Indonesia, 2013), sebanyak 0,2 
persen orang Indonesia mengidap penyakit ini. Sedangkan di Amerika Serikat, hingga 
tahun 2017 setidaknya terdapat 30 juta orang dewasa diperkirakan menderita gagal 
ginjal kronis (National Center for Chronic Disease Prevention and Health Promotion, 
2017). Hal tersebut menandakan, kalau tidak sedikit orang yang sudah divonis 
menderita penyakit gagal ginjal kronis dan kemungkinan besar akan terus meningkat 
cepat setiap tahunnya. 
Seiring pesatnya perkembangan teknologi, berbagai penyakit tidak terkecuali 
penyakit gagal ginjal kronis dapat dideteksi dengan berbagai macam metode yang 
salah satunya adalah jaringan saraf tiruan. Salah satu penelitian terkait penyakit gagal 
ginjal kronis, yaitu Kidney Disease Prediction Using SVM and ANN (Vijayarani & 
Dhayanand, 2015) membuktikan jaringan saraf tiruan dapat diaplikasikan dalam kasus 
tersebut dan menghasilkan performa yang baik. 
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Definisi jaringan saraf tiruan adalah sistem pemrosesan atau pengolahan 
informasi yang bekerja mirip dengan jaringan saraf manusia. Jaringan saraf tiruan telah 
dikembangkan sebagai generalisasi dari model matematika dari penafsiran saraf 
manusia atau saraf biologi (Fausett, 1994). Modelnya sudah semakin beragam dan 
berkembang dengan pesat, seperti Extreme Learning Machine.
Extreme Learning Machine (ELM) merupakan model jaringan saraf tiruan untuk 
Single Hidden Layer FeedForward Network (SLFN) yang merupakan hasil dari 
penelitian Guang Bin Huang dan kedua orang koleganya. Model ini sudah banyak 
digunakan untuk keperluan deteksi atau peramalan, di antaranya adalah evaluation of 
extreme learning machine for classification of individual and combined finger 
movements using electromyography on amputees and non-amputees (Anam & Al-
Jumaily, 2017), Application of the extreme learning machine algorithm for the 
prediction of monthly Effective Drought Index in eastern Australia (Deo & Sahin, 
2015), dan masih banyak lagi. Melatih jaringan saraf secara cepat, memiliki performa 
generalisasi yang baik, dan cenderung mencapai global minimum serta memberikan 
error yang sangat kecil adalah kelebihan dari ELM. Sebaliknya, model jaringan saraf 
tiruan untuk Feed Forward Network yang terkenal seperti Backpropagation ternyata 
memiliki banyak kelemahan, seperti pelatihan yang lambat (Huang, et al., 2006).  
Berdasarkan pemaparan masalah di atas, telah dibangun model jaringan saraf 
tiruan Extreme Learning Machine untuk deteksi gagal ginjal kronis (GGK). Hasil dari 
model yang telah dibuat adalah klasifikasi ke dalam dua hasil, yaitu ckd (chronic 
kidney disease) dan notckd (not chronic kidney disease).
1.2. Rumusan Masalah
Berdasarkan latar belakang yang dijelaskan sebelumnya, maka dapat 
dirumuskan permasalahan sebagai berikut.
1. Bagaimana membangun model jaringan saraf tiruan extreme learning machine
untuk deteksi gagal ginjal kronis (GGK)?
2. Bagaimana performa model jaringan saraf tiruan yang dibangun terhadap kasus 
penyakit gagal ginjal kronis?
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1.3. Tujuan dan Manfaat
Berdasarkan rumusan masalah, maka tujuan dari penelitian tugas akhir ini adalah 
menghasilkan model jaringan saraf tiruan extreme learning machine untuk deteksi 
gagal ginjal kronis (GGK).
Manfaat dari penelitian tugas akhir ini adalah:
1. Bagi Penulis
Penulis mendapatkan pengetahuan dan pengalaman baru dalam bidang perencanaan, 
analisis, pemodelan, pembuatan, dan pengujian model. Di samping itu, penulis
dapat mengimplementasikan ilmu pengetahuan secara tepat yang diperoleh selama 
perkuliahan.
2. Bagi Pembaca
Sebagai tambahan pemahaman dan pengetahuan terkait perancangan dan 
implementasi model serta penerapan jaringan saraf tiruan extreme learning machine 
pada model yang telah dibangun.
3. Bagi Tenaga Medis
Sebagai salah satu referensi untuk mendeteksi penyakit gagal ginjal kronis.
1.4. Ruang Lingkup
Ruang lingkup penelitian pada tugas akhir ini adalah sebagai berikut: 
1. Data masukan yang digunakan diambil dari situs https://archive.ics.uci.edu (Rubini, 
2015).
2. Keluaran dari model yang dibangun adalah deteksi apakah ckd atau notckd.
3. Penelitian pada tugas akhir ini hanya sampai memberikan referensi deteksi penyakit 
gagal ginjal kronis tanpa disertai penanganan lebih lanjut.
4
1.5. Sistematika Penulisan
Sistematika penulisan yang digunakan  dalam tugas akhir ini terbagi dalam 
beberapa pokok bahasan, yaitu:
BAB I PENDAHULUAN
Bab ini membahas latar belakang masalah, rumusan masalah, tujuan dan 
manfaat, ruang lingkup, serta sistematika penulisan dalam penyusunan tugas 
akhir.
BAB II TINJAUAN PUSTAKA
Bab ini membahas hasil studi pustaka mengenai fakta-fakta penyakit gagal 
ginjal kronis, teori jaringan saraf tiruan dan modelnya, serta teori-teori yang 
mendukung pembuatan model pada tugas akhir ini. .
BAB III METODOLOGI PENELITIAN
Bab ini membahas garis besar penyelesaian masalah dan tahapan-tahapan 
dalam penyelesaian tugas akhir. Penyelesaian masalah diawali dengan 
pengumpulan data, pra pengolahan data, strategi pembentukan data latih dan 
data uji, pemaparan contoh-contoh perhitungan dari metode-metode yang
membantu dalam pembuatan model pada tugas akhir ini, pelatihan, 
pengujian, dan evaluasi.
BAB IV IMPLEMENTASI, PENGUJIAN, DAN ANALISIS HASIL
Bab ini membahas implementasi model, pengujian fungsional model, 
pengujian jaringan saraf tiruan extreme learning machine, pembahasan 
skenario pengujian, pembahasan hasil pengujian, dan analisis pengujian.
BAB V PENUTUP
Bab ini berisi kesimpulan dari uraian yang telah dijabarkan pada bab-bab 
sebelumnya, dan saran untuk pengembangan penelitian lebih lanjut.
