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Chapter 1: Introduction
The fundamental role of the ocean for life and well-being
on Earth is more and more recognised at the highest
political level. In 2015, the United Nations (UN) Sustain-
able Development Goals (SDGs) of the 2030 Agenda
for Sustainable Development were adopted by world lea-
ders. The SDG 14 ‘Conserve and sustainably use the
oceans, seas and marine resources for sustainable devel-
opment’ is dedicated to the oceans. The mention of the
ocean in the Paris Agreement signed in 2016 marked a
decisive milestone. In 2018, the UN Decade of Ocean
Science for Sustainable Development (2021–2030) has
been proclaimed (https://en.unesco.org/ocean-decade):
The Intergovernmental Oceanographic Commission of
UNESCO will gather ocean stakeholders worldwide
behind a common framework to foster evidence-based
policy-making. In fall 2019, the IPCC special report on
ocean and cryosphere will be published, and will provide
an opportunity to increase awareness and action before
COP251 (already claimed as ‘Blue COP’).
This unprecedented ocean agenda is a timely one:
multiple anthropogenic stressors such as climate change,
over-exploitation and pollution are becoming a major
threat on the marine environment and its services for
human beneﬁts and biodiversity at large. The annual
Ocean State Report of the European Union’s Copernicus
Marine Service contributes to this unrivalled mobilis-
ation of the global scientiﬁc community, and is one of
the priority tasks given by the EU Delegation Agreement
for CMEMS implementation (CMEMS 2014). Ocean
observing, monitoring and forecasting are key to unravel
the ocean’s responses to pressures, understand and pre-
dict the evolution of the oceans and develop manage-
ment actions for sustainable development, including
for mitigation and adaptation to climate change.
Since its launch in 2016 with the publication of the
ﬁrst issue (von Schuckmann et al. 2016a), a fundamen-
tal baseline of regular science-based ocean reporting has
been established. It covers the blue ocean (i.e. physical
processes driven by changes in temperature, salinity
and currents), the green ocean (i.e. biogeochemical pro-
cesses such as ﬂuctuations of ocean chlorophyll identi-
fying changes at the base of the marine food chain,
eutrophication processes, the uptake of carbon by the
ocean, and ocean deoxygenation), and the white ocean
(i.e. the rapid evolution of ice-covered polar regions).
The evaluations in the Copernicus Marine Ocean
State Report span local scales (e.g. extreme variability
of sea level, sea surface temperature and signiﬁcant
wave height at the coast), the European regional seas
(e.g. monitoring of key essential variables and interpret-
ation of variations and trends), large scale (e.g. analysis
of the unusual cold and fresh conditions or the Meridio-
nal Overturning Circulation in the North Atlantic), to
global scale (e.g. delivering an Earth system view on
the uptake of heat and carbon by the ocean). The assess-
ments cover climate-relevant time scales (e.g. ocean
deoxygenation since the 1960s), multi-decadal time
scales (e.g. global mean sea level rise over the past
three decades), and the evaluation of speciﬁc events
taking place in the marine environment close to real
time (e.g. extreme sea ice conditions in the Arctic
ocean in 2016, or the polynya event in the Weddell
Sea during 2017).
The scientiﬁc assessments developed in the Coperni-
cus Marine Ocean State Report are based on a wide
range of reprocessed in-situ and satellite observation
data products and ocean reanalysis model products in
seven ocean regions (Figure 1.1). A large fraction of
these products are distributed via the Copernicus Marine
Service web portal (http://marine.copernicus.eu/). In
addition, products from the Copernicus Climate Change
Service are used, in particular for climate-related studies
such as sea level rise (i.e. a Global Climate Indicator as
identiﬁed by WMO/GCOS, https://gcos.wmo.int/en/
global-climate-indicators). Additional data products
have been included in the Ocean State Report analyses
aiming to strengthen the scope of the report, e.g. to
take an Earth system perspective (i.e. the role of the
ocean heat uptake in the Earth energy budget), to further
investigate exchanges and processes with other com-
ponents of the Earth system (e.g. air-sea exchanges), or
to complement the analyses with biological data for
impact studies on the marine ecosystem. All products
used in each section are listed in a speciﬁc product
table, which includes data source information and
© 2019 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group
This is an Open Access article distributed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivatives License (http://creativecommons.org/licenses/by-nc-nd/
4.0/), which permits non-commercial re-use, distribution, and reproduction in any medium, provided the original work is properly cited, and is not altered, transformed, or built upon in
any way.
JOURNAL OF OPERATIONAL OCEANOGRAPHY
https://doi.org/10.1080/1755876X.2019.1633075
documentations (product manuals, quality assessment
documents, and scientiﬁc publications).
The major objective of the Copernicus Marine Ocean
State Report activity is to provide scientiﬁcally assessed
added-value information, for a wide range of topical
domains in the marine environment and at diﬀerent
space and time scales. Expert collaboration is indispensable
to achieve this goal. Since the launch of this activity, more
than 150 European scientiﬁc experts from more than 25
European institutions have joined forces to develop the
Copernicus Marine Ocean State Report and the number
of new collaborators is steadily increasing with the evol-
ution of the reporting activity. This activity is a breeding
ground for new and innovative science activities across
multidisciplinary expertise (e.g. joint analysis on physical
and biogeochemical topics), space scales (e.g. between
diﬀerent European basins), and time scales (e.g. interplay
of climate change and natural variability).
The Ocean State Report content is designated to a
speciﬁc audience, including scientists, expert stake-
holders and European and International environmental
agencies and organisations (e.g. EEA, WMO, IPCC,
…). In order to enlarge the audience, two supplement
tools have been established by the Copernicus Marine
Service. The ﬁrst tool is the preparation of a summary
for each issue of the Ocean State Report in collaboration
with communication and graphical experts, highlighting
and synthetising key outcomes of the scientiﬁc
publication. This summary is aiming to reach out to pol-
icy and decision-makers, as well as to increase general
public awareness about the status of, and changes in,
the marine environment. These documents are freely
available at the Copernicus Marine web portal (http://
marine.copernicus.eu/science-learning/ocean-state-
report/).
The second tool includes the dissemination of
numerical values, quality and background documen-
tation and ﬁgures of key variables used to track the
vital health signs of the ocean and changes in line with
climate change and natural variability. All elements
(data, documentation, ﬁgures) are regularly updated,
and build the Copernicus Marine Ocean Monitoring
Indicator framework (http://marine.copernicus.eu/
science-learning/ocean-monitoring-indicators/). For
example, close-to-real-time knowledge of how much
heat is stored in the ocean, the pH of the ocean, how
fast sea level is rising and sea ice is melting, is essential
to understanding the current state and changes in the
ocean and climate. This information is critical for asses-
sing and confronting ocean and climate changes associ-
ated with global warming and they can be used by
scientists, decision-makers, environmental agencies,
economy, the general public, and in measuring our
responses to environmental directives. The Ocean Moni-
toring Indicators were developed through a long process
of scientiﬁc analysis and validation, with the consensus
Figure 1.1. Schematic overview on the Copernicus Marine Ocean State Report and Ocean Monitoring Indicator activities, which are
both linked to each other, and cover seven principal regions. The interplay of scientiﬁc knowledge and expertise, as well as the
data products (in situ, satellite, model) from Copernicus services and other sources is the key ingredient for the Copernicus Marine
scientiﬁc evaluation and reporting. See text for more details. Regions include: 1 – Global Ocean; 2 – Arctic Ocean from 62°N to the
North Pole; 3 – Baltic Sea, including Kattegat at 57.5°N from 10.5°E to 12.0°E; 4 – European North West Shelf Sea, which includes
part of the North East Atlantic Ocean from 48°N to 62°N and from 20°W to 13°E. The border with the Baltic Sea is situated in the Kattegat
Strait at 57.5°N from 10.5°E to 12.0°E; 5 – Iberia-Biscay-Ireland Regional Seas, which includes part of the North East Atlantic Ocean from
26°N to 48°N and 20°W to the coast. The border with the Mediterranean Sea is situated in the Gibraltar Strait at 5.61°W; 6 – Mediterra-
nean Sea until the Gibraltar Strait at 5.61°W and the Dardanelles Strait; 7 – Black Sea until the Bosporus Strait.
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of scientiﬁc experts after review as part of the Ocean
State Report. The online publication of an Ocean Moni-
toring Indicator generally requires that the scientiﬁc
rationale, validation and interpretation went through
the Ocean State Report peer review.
A general rule is that a scientiﬁc topic already
addressed in one of the issues of the Ocean State Report
should not be repeated in upcoming new issues. How-
ever, in order to maintain a comprehensive review on
the variations and changes in the blue, green and white
ocean as part of the Ocean State Report, the Ocean
Monitoring Indicator framework is indispensable.
From the third issue of the Ocean State Report onwards,
two synthesis ﬁgures based on the Ocean Monitoring
Indicator information, as well as on scientiﬁc evaluations
in the corresponding issue will be included in Chapter 1
(i.e. the introduction). One ﬁgure will summarise the
long-term changes reported over the past decades
(Figure 1.2), and the second ﬁgure is dedicated to deliver
an overview of the anomalies close to real time for the
European regional seas and the global ocean (Figure 1.3).
What else is new in the third issue of the Copernicus
Marine Ocean State Report? Beside the new strategy for
Chapter 1 as described above, a large number of new
topics have been gathered in this new issue. In Chapter
2 – which addresses the state, variability and change in
the marine environment – topics such as sea wind,
coastal and regional current systems, phytoplankton
blooms, hydrographic pressure on cod stocks and
extreme variability have been analysed. Chapter 3 dis-
cusses selected case studies that analyse speciﬁc aspects
of the ocean change that are of scientiﬁc and more gen-
eral interest. For example, this issue proposes a marine
atlas for the Paciﬁc Ocean Island states, which responds
directly to Fiji’s requests at the 2017 United Nation
Oceans for SDG 14, life below water and the 2017
COP23 for SDG13, climate action. A review on the use
of ocean data in European ﬁshery management is devel-
oped in this issue as well. Other speciﬁc studies include
for example a joint analysis between Copernicus Marine
andMarine Protected Areas (e.g. t-mednet.org) to analyse
the impact of thermal stress on marine biodiversity, and
reported environmental changes and their impact on
aquaculture. Chapter 4 reports on speciﬁc events during
the year 2017, including for example the Weddell Sea
polynya, marine heat waves and the 2017 coastal El Niño.
1.1. Trends over the past decades
Continuous reporting of trends contribute to the under-
standing of observed changes in the marine environment
around the world, and improves knowledge of the likely
responses to climate change aﬀecting social,
environmental and economic systems, i.e. the three pil-
lars of sustainable development. As also reported in the
second issue of the Ocean State Report, the results of
the third issue show ocean surface and subsurface warm-
ing, rising total and thermosteric sea level and a decrease
in global sea ice extent over the past 25 years (Figure 1.2).
Ocean deoxygenation is shown to take place over the
past decades. Decreasing and increasing regional trends
since the year 2007 are reported for chlorophyll-a.
These changes can be observed not only at global scale,
but also in the seven European regional seas. The follow-
ing changes are highlighted:
. The ocean surface continues to warm, and sea surface
temperature trends for the European regional seas
range from 0.03 to 0.07°C year−1 at 0.002–0.005°C
year−1 uncertainty ranges. Sea surface temperature
trends have also been evaluated as part of the Coper-
nicus Marine Atlas for Paciﬁc Islands (Section 3.1), as
sea surface temperature is a much-needed variable for
assessing coral reef health and bleaching, as well as for
tropical cyclone forecasting. While the ocean surface
is warming in the Western and Central Paciﬁc Islands
areas, we note a strong variability over various time
scales, such as for example the El Niño Southern
Oscillation.
. The subsurface ocean continues to warm (von
Schuckmann et al. 2016b, 2018). Global ocean heat
content of the upper 700 m increases currently at a
rate of 0.9 ± 0.1 Wm−2 as obtained over the period
1993–2017 (Figure 1.2). Over the shorter time win-
dow 2005–2017 during which Argo provides the
best available coverage of the global ocean observing
system (e.g. Riser et al. 2016), this rate of change is
smaller (0.6 ± 0.1 Wm−2), and needs correction for
short-term climate variability (Cazenave et al. 2014).
Increasing the integration depth to 2000 m yields a
rate of change of ocean heat content of 1.2 ±
0.1 Wm−2 due to the excess heat sequestered into
the deeper layers of the oceans (e.g. Meehl et al. 2011;
Abraham et al. 2013). By adding a contribution of
0.1 Wm−2 for the deep ocean below 2000 m depth
(Purkey and Johnson 2010; Desbruyères et al. 2016),
we obtain an estimate of the Earth energy imbalance
of 0.5–0.7 ± 0.1 Wm−2 based on the CMEMS reporting
(1993–2017, 0–700 m: 0.7 Wm−2; 2005–2017, 0–700 m:
0.5 Wm−2; 0–2000 m: 0.7 Wm−2, taking into account
that the heat content is related to the ocean surface
only i.e. multiplied by 0.7). At regional scales, subsur-
face ocean warming in the upper 700 m depth increases
at rates close to the global value in the Mediterranean
Sea and the Central Paciﬁc Islands area, and doubles
for the Western Paciﬁc Islands area (Figure 1.2).
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Figure 1.2. Overview on trend values reported in the third issue of the CMEMS Ocean State Report, and in the CMEMS Ocean Moni-
toring Indicator framework (http://marine.copernicus.eu/science-learning/ocean-monitoring-indicators/). Upward arrow indicates
increasing trends, downward arrow decreasing trends. Time intervals for trend evaluation are indicated for each parameter,
respectively.
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Figure 1.3. Anomalies and extreme events during the year 2017 as reported in the third issue of the CMEMS Ocean State Report and
from the Copernicus Marine Ocean Monitoring Indicator framework (see text for more details) for the global ocean (upper panel), and
the European regional seas (lower panel). A legend for all icons is included. Red coloured icons signify higher-than-average anomalies
and extremes, and blue coloured icon show lower-than-average values.
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. Global sea level continues to rise at a rate of 3.2 ±
0.4 mm year−1 (Figure 1.2). As the ocean warms, its
volume expands (thermosteric eﬀect), which is a
major cause of global mean sea level rise. The upper
ocean (0–700 m) thermosteric sea level has been ris-
ing since 1993 at a rate of 1.4 ± 0.1 mm year−1. Sea
level rises also in all European regional seas at rates
that even exceed the global mean rate (e.g. the Baltic
Sea). Sea level has been also included in the Coperni-
cus Marine Atlas for the Paciﬁc Islands areas as it is a
key ocean variable to better inform climate adaptation
and coastal planning. Sea level in these areas is rising
as well and a strong rate of 4.8 ± 2.5 mm year−1 can be
noticed in the western part (Chapter 3).
. Since 1993, there has been a sea ice extent loss of
nearly 770,000 km2 decade−1 in the northern hemi-
sphere, and a sea ice extent gain of 80,000 km2 dec-
ade−1 in the southern hemisphere (Figure 1.2).
. Chlorophyll-a, the main photosynthetic pigment con-
tained in all phytoplankton, has shown increasing and
decreasing trends over the past 19 years (1998–2017).
At global scale, chlorophyll-a has been increasing by
0.6 ± 0.01% year−1 (Figure 1.2). Increasing trends are
also reported in the Mediterranean Sea, Baltic Sea,
North Atlantic and Arctic Ocean. Decreasing trends
occur in the Black Sea, as well as in the areas of the
Paciﬁc Islands. However, given that the chlorophyll-
a time series from remote sensing used here is only
19 years long characterised by large signals of decadal
variability, the time series are too short to disentangle
the eﬀect of interannual variability and longer-term
climate change.
. There is an ongoing deoxygenation trend reported in
the Black Sea, with a decrease at a rate of −0.16 ±
0.02 mol m−2 year−1 (Figure 1.2).
1.2. Anomalies and extreme events
Anomalies and extreme events observed in 2017 are
summarised in Figure 1.3. The results have been drawn
from the third issue of the CMEMS OSR, as well as
from the CMEMS OMIs. Chapters 2, 3 and 4 contain
reported anomalous changes in the marine environment
during the year 2017. Some speciﬁc events have been
highlighted and described in Chapter 4. The anomalous
changes are summarised in Figure 1.3, which include:
. The northern parts of the European regional seas (e.g.
the Baltic Sea, the North West Shelf Sea) have been
characterised by lower-than-average sea ice extent
and chlorophyll-a values respectively during 2017.
Moreover, extreme cold temperature conditions
have been reported in these areas, together with
higher-than-average ocean temperature and sea level
in the Baltic Sea.
. The southern parts of the European regional seas have
undergone signiﬁcant changes during the year 2017:
the Mediterranean Sea has been impacted by strong
heat wave events during boreal summer in the eastern
and western basins (Section 4.4), several events of
extreme variability in the western basin, and higher-
than-average ocean surface and subsurface water
temperature. Chlorophyll-a values have been larger
than previous years. Air-to-sea carbon ﬂuxes show
higher-than-average values in this area. Higher-
than-average signiﬁcant wave height, surface water
temperature and salinity have been reported in the
Black Sea.
. The Arctic Ocean has experienced lower-than-average
sea ice extent and ocean freshwater content during the
year 2017. In addition, extreme sea surface tempera-
ture anomalies of values up to +6°C have been
reported, for example in the East Siberian Sea and
the Beaufort Sea (Section 2.6).
. In the Antarctic region, a large hole in the winter sea
ice cover (polynya) appeared in the Weddell Sea and
stayed open for almost three months (Section 4.1).
This was the ﬁrst occurrence of such an event since
1976. Additionally, the Antarctic ocean area has
showed lower-than-average air-to-sea carbon ﬂux.
Chlorophyll-a concentration was below its average
value.
. At global scale, surface and subsurface temperature
and sea level are particularly high in several areas
such as the southwestern Indian Ocean, eastern tropi-
cal Paciﬁc, subtropical and southwestern Atlantic and
southeast of Australia. Anomalous cold and fresh con-
ditions together with low sea level have prevailed in
the subpolar North Atlantic, the western tropical
and north Paciﬁc, and in the northeastern Indian
Ocean. Higher-than-average chlorophyll-a is reported
in the southeastern Paciﬁc and in the Indian Ocean
south of Madagascar, while chlorophyll-a was anom-
alously low in the northwestern Indian Ocean, and in
the eastern tropical Atlantic and Paciﬁc. The tropical
Paciﬁc was in neutral El Niño Southern Oscillation
conditions in 2017. However, coastal El Niño con-
ditions have been reported along the coast of Peru
and Ecuador at the beginning of the year.
Note
1. 25th meeting of the Conference of the Parties to the Uni-
ted Nations Framework Convention on Climate Change.
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Chapter 2: State, variability and change in the
marine environment: new monitoring
indicators
2.1. Sea surface winds and Ekman pumping
Authors: Maria Belmonte Rivas, Ad Stoﬀelen, Abderra-
him Bentamy
Statement of main outcome: Sea surface wind stress and
Ekman transport changes are assessed that imply changes
in both large-scale and smaller-scale ocean forcing. During
2017 a transition from gradually warming El Niño
Southern Oscillation conditions to non-El-Niño-
Southern-Oscillation conditions in the tropical Paciﬁc is
observed. The North Atlantic is inﬂuenced by sustained
high North Atlantic Oscillation conditions, with higher-
than-average Azores High and south-easterly wind
anomalies in the Labrador Sea. We note sustained high
westerlies in the Southern Ocean, and increased south-
easterly trades in the South Indian Ocean, with enhanced
wind convergence oﬀ Sumatra. Trends and anomalies in
Ekman pumping (ocean circulation forcing) are consistent
with the respective trends and anomalies observed in the
wind. Inter-annual variability is dominated by changes in
mean large-scale conditions, rather than changes in transi-
ent smaller-scale wind activity, without any substantial
trends in globally averaged annual mean or transient
winds. Regional trends and anomalies in wind variability
are generally of opposite sign to those in the mean wind,
as they feed on the mean ﬂow and counterbalance it.
These wind stress changes imply changes in both large-
scale and smaller-scale ocean forcing.
Products used
Ref. No. Product name and type Documentation
2.1.1 Product:
WIND_GLO_WIND_L3_REP_
OBSERVATIONS_012_005/
Dataset (reprocessed ASCAT-A 25 km
Ascending): KNMI-GLO-WIND_L3-
REP-OBS_METOP-
A_ASCAT_25_ASC
PUM: http://marine.
copernicus.eu/
documents/PUM/
CMEMS-WIND-PUM-
012-002-005.pdf
QUID: http://marine.
copernicus.eu/
documents/QUID/
CMEMS-WIND-QUID-
012-002-003-005.pdf
Remote sensing
Winds blowing over the ocean induce sheared ﬂows and
waves that generate ocean turbulence. This turbulence
transfers the momentum imparted by the winds down
into the ocean and transports heat and constituents. In
addition, ocean winds evaporate water and thus aﬀect
heat and mass ﬂuxes and ocean salinity. Changing
winds and associated air–sea interaction, currents and
waves strongly aﬀect the ocean state, both on global
and local scales. Monitoring changes in ocean winds
and stress on all spatial scales is therefore crucial to
understand how changes in the ocean state (waves, cur-
rents, sea surface temperature, sea surface salinity, chlor-
ophyll) are related to its atmospheric forcing. More in
particular, Earth rotation causes the wind to generate
the so-called Ekman ocean transport, which vertical
component (pumping/suction) forces the Antarctic Cir-
cumpolar Current and ocean gyres through the wind
stress curl.
In climate modelling and ocean applications ocean
forcing is provided by atmospheric general circulation
models. Although these models often use scatterometer
observations as input, unresolved or poorly determined
processes, such as wind dynamics or structure related
to moist convection, the stable surface layer and atmos-
pheric drag, cause both mean and variable errors in
ocean wind forcing. Given the importance of model
winds for this report on the ocean state, an assessment
of the errors in atmospheric general circulation models
forcing is provided with respect to the scatterometer
observations.
Global monitoring of ocean mean winds, stress, its
local variability and the associated Ekman pumping is
introduced in this section. We provide a summary view
of the current conditions and recent evolution in global
sea surface winds from observational scatterometer
data, highlighting major large-scale events in the context
of climatology and trends, and exposing potential con-
nections with the other ocean variables (such as waves,
currents, sea surface temperature, sea surface salinity,
chlorophyll) and global climate indicators (such as El
Niño Southern Oscillation, North Atlantic Oscillation,
Paciﬁc Decadal Oscillation, Indian Ocean Dipole index,
monsoons or tropical convection).
An approach to describing mean and variability of sea
surface winds consists of resolving the ﬁeld of motion
into a time-mean component (called mean or steady
wind, <u>) and a time-variable component (called tran-
sient eddy wind, u′) superposed upon it (Lorenz 1955) as:
u(t) = 〈u〉 + us(t)+ u′(t)
v(t) = 〈v〉 + vs(t)+ v′(t)
where us(t) is a seasonally dependent quantity represent-
ing the departure of the monthly mean from the annual
mean wind, satisfying <us(t)> = 0. The total wind kinetic
energy is partitioned in mean, seasonal and transient
eddy components as:
TKE = 1
2
〈u2 + v2〉 = MKE+ SKE+ TEKE
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MKE = 1
2
(〈u〉2 + 〈v〉2)
SKE = 1
2
(〈u2s 〉 + 〈v2s 〉)
TEKE = 1
2
(〈u′2〉 + 〈v′2〉)
In this section, the mean wind climatology is determined
from the annual mean zonal and meridional wind com-
ponents as
umean = 〈u〉
vmean = 〈v〉
And the transient eddy wind climatology is determined
as the square root of the annual mean variance of the
zonal and meridional wind components around monthly
means as
ueddy =
NameMeNameMeNameMeNameMeNameMe
〈u′2〉
√
veddy =
NameMeNameMeNameMeNameMeNameMe
〈v′2〉
√
Accordingly, we show how the total wind kinetic energy
is partitioned in mean and transient eddy components,
since both aﬀect ocean circulation and its gyres, the for-
mer through large-scale Ekman transport and upwelling/
downwelling, the latter through vertical mixing via ocean
eddies, surface and internal wave motions, etc. (Large
et al. 1994). Aside from mean and transient wind stat-
istics, this section introduces Ekman pumping as
ocean-monitoring parameter. Ekman pumping is
deﬁned as curl(τ/ρ0f ) (Ekman 1905), and it relates to
the curl of the wind stress vector, τ (de Kloe et al.
2017), scaled by a reference ocean density, ρ0, and the
Coriolis parameter f. As a rule of thumb, cyclonic
winds will induce a net divergence in Ekman transport
and upwelling, or Ekman suction, while anticyclonic
winds will induce a net convergence and downwelling,
or Ekman pumping.
In this chapter, the reference climatology is calculated
over the period 2007–2014. The 2017 anomalies in mean
wind, transient eddy wind and Ekman pumping are
interpreted in the context of the 2007–2014 climatology
and the 2007–2017 trend.
2.1.1. Global mean wind
The climatology, 2007–2017 trends and 2017 anomaly in
the global mean sea surface winds are illustrated in
Figure 2.1.1, with major features listed in Table 2.1.1.
In the tropical Paciﬁc, the 2007–2017 trend is dominated
by a general shift from cold (La Niña) to warm (El Niño)
Southern Oscillation conditions, with a gradual
deceleration of easterlies in the central and western Tro-
pical Paciﬁc (Tag A1 in Figure 2.1.1(b)), along with
enhanced easterlies and mean wind convergence in the
eastern Paciﬁc (Tag A2 in Figure 2.1.1(b)). 2017 is a
year with a short or aborted warm El Niño Southern
Oscillation event and a return to more neutral con-
ditions, showing weak westerly anomalies in the western
Tropical Paciﬁc and a more easterly ﬂow with reduced
wind convergence in the eastern Tropical Paciﬁc (Figure
2.1.1(c)), connected to cooling of sea surface tempera-
tures in the central and eastern Tropical Paciﬁc (cf.
http://marine.copernicus.eu/science-learning/ocean-
monitoring-indicators/). In the eastern Tropical Paciﬁc,
northwesterly wind anomalies are also associated with
the onset of a ‘Coastal El Niño’ in 2017 (Tag A3 in Figure
2.1.1, cf. Section 4.7 of this report).
Connected to the gradually warmer El Niño Southern
Oscillation conditions (reversed Walker Circulation)
during the climatology period, the 2007–2017 mean
wind trend is dominated by cyclonic anomalies over
the North and South Paciﬁc subtropical gyres (Tag B in
Figure 2.1.1(b)). In line with the trend, the 2017 mean
wind anomaly registers cyclonic anomalies over the
Paciﬁc subtropical gyres, together with a reduction of
the Aleutian Sea Low in the North Paciﬁc (Tag C), and
an intensiﬁcation of the South Paciﬁc High (Tag D).
Cyclonic anomalies in the North Paciﬁc are associated
with a weakening of the central and eastern branches of
the North Paciﬁc Gyre (cf. Section 2.7) and related to
the Paciﬁc Decadal Oscillation index, which projects
onto a warm phase in 2017, connected with warm SST
anomalies along the US Coast and cold SST anomalies
across the northern Paciﬁc (cf. Section 1.1.1).
The 2007–2017 mean wind trend in the Southern
Ocean is dominated by a shift towards higher Southern
Annular Mode indices (Thompson and Solomon 2002),
corresponding to stronger-than-average westerlies over
the mid-high latitudes (50S–70S, see Tag F in Figure
2.1.1(b)) and weaker westerlies in the mid-latitudes
(30S–50S). The higher Southern Annular Mode indices
have been associated with large but statistically insigniﬁ-
cant meridional wind anomalies (northerly near the
Antarctic Peninsula, Tag E1, and southerly in the Ross
Sea, Tag E2) during the 1992–2010 period (Holland and
Kwok 2012) suggesting that a deepening of the autumn
Amundsen Sea Low is connected with the evolution of
West-Antarctic climate and sea ice in the Paciﬁc sector
(Raphael et al. 2016). The variability and change of the
Amundsen Sea Low remains complex (Turner et al.
2013), and it fails to provide a consistent deepening
trend over the 2007–2014 period analysed here.
The 2007–2014 climatology over the Atlantic Ocean is
dominated by a shift to higher North Atlantic Oscillation
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conditions, which are associated to increasing westerlies
along the 55N–60N band (Tag G in Figure 2.1.1(b)). In
line with the trend, the 2017 mean wind anomaly
shows enhanced westerlies in the North Atlantic,
accompanied by an enhancement of the Azores High
and deepening of the Icelandic Low. In contrast to the
general trend of increasing southerly meridional
anomalies observed in the Greenland and Norwegian
Seas, the 2017 anomaly shows enhanced subpolar
north-easterlies (Tag H in Figure 2.1.1(c)). We also
observe southeasterly wind anomalies in the Labrador
Sea (Tag I in Figure 2.1.1(c)), weakening the local
mean ﬂow and connected to the weakening of the
North Atlantic cold sea surface temperature anomaly
as it is pushed further into the subpolar gyre (cf. Section
4.2). The 2007–2017 mean wind trend and anomalies are
dominated by anticyclonic anomalies over the North and
South Atlantic subtropical gyres (Tag J in Figure 2.1.1
(b)), with an intensiﬁcation of the South Atlantic High
near the Brazil-Malvinas Conﬂuence, connected to unu-
sually high sea surface temperatures in that region
(http://marine.copernicus.eu/science-learning/ocean-mo
nitoring-indicators) and associated with the Azores High
near the Gulf Stream.
Finally, no signiﬁcant trends are observed over the
South Indian Ocean during the 2007–2017 period, except
for a small cyclonic trend over the Mascarenes High oﬀ
Madagascar (Tag K1 in Figure 2.1.1(b)). The 2017 mean
wind anomaly is opposite to the trend, with a large antic-
yclonic anomaly over the South Indian gyre (Tag K2 in
Figure 2.1.1(c)), enhancing the prevailing south-easterly
trades and connected with unusually strong wind conver-
gence oﬀ Sumatra. The enhanced south-easterly trades in
the southern Indian Ocean are connected to colder than
average sea surface temperatures on the eastern side,
and warmer sea surface temperatures to the west (http://
marine.copernicus.eu/science-learning/ocean-monitoring
-indicators), also associated with the Indian Ocean Dipole
Index, which projects into a positive phase in 2017.
2.1.2. Global transient eddy winds
The climatology, trends and 2017 anomaly in the global
transient eddy winds are illustrated in Figure 2.1.2 below.
Attending to their lower amplitude, we note that regional
trends and anomalies in transient eddy winds are gener-
ally smaller than in the mean winds, indicating that most
of the inter-annual variability in wind power is domi-
nated by changes in persistent large-scale conditions,
rather than changes in transient wind activity. We also
note that trends and anomalies in transient wind are gen-
erally of opposite sign to trends and anomalies in the
mean wind, indicating that changes in the mean wind
are counterbalanced by changes in wind transience,
which is reasonable when one considers that transient
disturbances feed on the mean ﬂow.
Figure 2.1.1. Global map of annual mean wind (product refer-
ence 2.1.1, ASCAT observations): 2007–2014 climatology (top),
2007–2017 decadal trend (middle, arrows at 95% signiﬁcance
level) and anomaly in 2017 relative to the climatology (bottom).
Tagged features are listed in Table 2.1.1.
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In connection with the trends in annual mean wind,
we observe increasing wind variability over the central
and western Tropical Paciﬁc during the 2007–2017
period (Tag A1 in Figure 2.1.1 and Table 2.1.1), spatially
correlated with the slowdown of trades and connected to
the shift towards warmer El Niño Southern Oscillation
conditions. Also note the localised regions of increased
wind variability around Newfoundland and the Kam-
chatka Peninsula, both in the trends and the 2017
anomaly, and decreased wind variability over the Gulf
of Alaska. We moreover observe a generally lower
wind variability over the Southern Ocean (Tag F in
Figure 2.1.1 and Table 2.1.1), in connection with a higher
Southern Annular Mode – except in the Paciﬁc sector.
We also note a trend of increased wind variability over
the subtropical Paciﬁc gyres (Tag B in Figure 2.1.1 and
Table 2.1.1) in connection with cyclonic anomalies in
the mean winds, and lower wind variability in the eastern
tropical Indian Ocean (Tag K2 in Figure 2.1.1 and Table
2.1.1) in 2017 connection with a strong anticyclonic
anomaly in the mean wind.
Time series of globally averaged annual mean and
eddy kinetic energy contributions for the 2007–2017
period split into zonal and meridional components for
ASCAT observations and the ERA-Interim spatio-tem-
porally interpolated collocations (product reference
2.1.1) have been computed (but not shown). It is inter-
esting to compare the representation of the globally aver-
aged wind kinetic energy provided by reanalyses to that
of observations, since the accuracy of the former is lim-
ited by inhomogeneities introduced by changes in the
observing system, as well as systematic errors inherited
from the underlying model physics. Despite the regional
trends noted earlier, there are no signiﬁcant trends in
globally averaged annual mean wind or wind variabilities
over the 2007–2017 period. The partition of kinetic
energy into mean and transient eddy components is
however pictured somewhat diﬀerently in the ERA-
Interim reanalysis, with a 6% higher mean wind energy
and an 8% lower transient eddy wind energy than in
the ASCAT measurements. The partition of mean
wind energy into zonal and meridional components is
also diﬀerent in ERA-Interim, with stronger mean
zonal winds and weaker meridional winds than in the
ASCAT measurements, along with weaker zonal and
meridional wind variabilities (not shown here, see Bel-
monte Rivas and Stoﬀelen 2019).
2.1.3. Ekman pumping
The climatology, trends and 2017 anomaly in Ekman
upwelling are illustrated in Figure 2.1.3. We recall that
trends and anomalies in Ekman suction/pumping, as
derived from the curl of the wind stress vector, follow
from the cyclonic/anticyclonic trends and anomalies in
the annual mean wind. As an indication of large-scale
vertical motions in the global oceans, ocean upwelling
inﬂuences biological productivity (upwelling waters are
usually rich in nutrients) and brings about changes in
sea surface temperature that may aﬀect weather and
climate.
Due to their biological impact, a lot of research has
focused on eastern boundary upwelling systems and
their modes of variability, namely, the California and
Peru-Humboldt systems, which are particularly
impacted by El Niño Southern Oscillation; the Benguela
system, which is aﬀected by El-Niño-Southern-Oscil-
lation-like variability and the Southern Annular Mode;
or the Canary/Iberian system, which is impacted by the
North Atlantic Oscillation and the Atlantic Multidecadal
Oscillation (Bakun et al. 2015). Note that current scatte-
rometer products lack data values closer than 25 km oﬀ
the coast, as depicted in all ﬁgures. Some other
Table 2.1.1.Major features in global sea surface wind trends and anomalies, with associated ocean features as indicated in Figure 2.1.1.
TAG Wind feature Ocean feature
A1 El Niño Southern Oscillation trend: deceleration of easterlies in the central/western
Tropical Paciﬁc
Sustained extra-equatorial upwelling anomalies at latitudes from
3 to 7 deg.
A2 El Niño Southern Oscillation trend: enhanced easterlies and mean wind convergence
in the eastern Paciﬁc
Sustained extra-equatorial downwelling anomalies at latitudes
from 3 to 7 deg.
A3 Coastal El Niño Southern Oscillation in 2017 Coastal circulation and production
B Cyclonic anomalies over the North and South Paciﬁc subtropical gyres Upwelling trend and anomaly
C Reduction of the Aleutian Sea Low Downwelling anomaly Bering Strait
D Intensiﬁcation of the South Paciﬁc High Downwelling trend
E1 Deep Amundsen Sea Low anomalies: northerly near the Antarctic Peninsula Ocean circulation and sea ice
E2 Deep Amundsen Sea Low anomalies: southerly in the Ross Sea Ocean circulation and sea ice
F Higher Southern Annular Mode Northerly Ekman ﬂow trend with associated down(up)welling to
S(N)
G Higher North Atlantic Oscillation conditions Gulf Stream Dynamics
H Increased subpolar north-easterlies in Greenland and Norwegian Seas Enhanced ocean circulation/transport
I Southeasterly wind anomalies in the Labrador Sea Downwelling anomaly & trend oﬀ Newfoundland
J Intensiﬁcation of the Azores High and South Atlantic High Atlantic Meridional Overturning
K1 Cyclonic trend over the Mascarenes High oﬀ Madagascar Upwelling trend in Indian Ocean Gyre
K2 Anticyclonic anomaly in eastern tropical Indian Ocean Positive phase of the Indian Ocean Dipole index
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Figure 2.1.3. Global map of observed annual mean Ekman
Upwelling (product reference 2.1.1, ASCAT observations):
2007–2014 climatology (top), 2007–2017 trend (middle, colours
enhanced at 95% signiﬁcance level) and anomaly in 2017 (bot-
tom). Estimates between 5N and 5S are shaded as in (Risien
and Chelton 2008) because the Coriolis force is small there.
Figure 2.1.2. Global map of observed annual transient eddy
wind (product reference 2.1.1, ASCAT observations): 2007–2014
climatology (top), 2007–2017 decadal trend (middle, arrows at
95% signiﬁcance level) and anomaly in 2017 (bottom) with hori-
zontal/vertical arrows showing the relative weight of the zonal/
meridional components.
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researchers have focused on describing inter-annual
variability in open-ocean upwelling.
In the tropical Paciﬁc, we observe a persistent easterly
ﬂow that should create a thin tongue of upwelling cold
water around the equator due to divergent Ekman trans-
port approximately between 3S and 3N (within the
shaded region in Figure 2.1.3). The trend of reduced east-
erlies in the central and western Tropical Paciﬁc (associ-
ated to the general shift to warmer El Niño Southern
Oscillation conditions during the 2007–2017 period)
should result in downwelling anomalies (i.e. less upwel-
ling) along the equatorial strip (Bograd and Lynn 2001),
also within the shaded region in Figure 2.1.3. What we
can see are the compensating downwelling zones
North and South of the Equator (i.e. the extra-equatorial
bands between 3 and 7 deg in both hemispheres) sustain-
ing strong upwelling anomalies in the central and wes-
tern Tropical Paciﬁc (Tag A1 in Figure 2.1.1 and Table
2.1.1). These upwelling trends are indirectly related to
reduced upwelling along the equatorial strip during the
2007–2017 period. In 2017, we still observe weak upwel-
ling anomalies in the western extra-equatorial tropical
Paciﬁc, and somewhat more remarkable downwelling
anomalies in the eastern extra-equatorial Paciﬁc con-
nected to enhanced easterlies there (Tag A2 in Figure
2.1.1 and Table 2.1.1).
Over the North and South Paciﬁc Subtropical Gyres,
we observe small upwelling trends and anomalies associ-
ated to persistent cyclonic anomalies in the mean wind
(Tag B in Figure 2.1.1 and Table 2.1.1), along with a
downwelling anomaly in the Bering Sea connected to
the reduction of the Aleutian Sea Low (Tag C in Figure
2.1.1 and Table 2.1.1), and a downwelling anomaly
(Tag D in Figure 2.1.1 and Table 2.1.1) connected with
the intensiﬁcation of the South Paciﬁc High.
The strengthening of westerly winds over the
Southern Ocean creates a band of enhanced northward
Ekman ﬂow with increased subpolar upwelling (trends
and anomalies) to the south and enhanced downwelling
to the north (Tag F in Figure 2.1.1 and Table 2.1.1) in
connection with a stronger Southern Annular Mode
(Hall and Visbeck 2002). In the Atlantic Ocean, we
observe downwelling trends and anomalies oﬀ New-
foundland associated to a high pressure anomaly there
(Tag I in Figure 2.1.1 and Table 2.1.1) (Spall and Pickart
2003), and upwelling trends and anomalies further east
across the North Atlantic and around Iceland (Pelegri
et al. 2006). Finally, we observe increased upwelling
trends and anomalies in the eastern tropical Indian
Ocean, which previous research has connected to Indian
Ocean Dipole and El Niño Southern Oscillation con-
ditions (Chen et al. 2016), along with a strong downwel-
ling anomaly over the southern Indian Ocean connected
to a large anticyclonic anomaly in the mean wind
observed in 2017.
2.1.4. Concluding remarks
Wind, stress and Ekman variations are important in so
far as they may be driving changes in other components
(SST, SSS, sediment, biology) or initiate (local or remote)
coupled processes that may push the climate system
towards new states of equilibrium. Coupled processes,
coastal processes, etc., have a host of relevant appli-
cations in economy and society. While these processes
are best studied locally, we show that local changes,
aﬀecting ocean users, are strongly associated to changes
in global atmospheric circulation. We moreover depict
that the input used by most oceanographers suﬀers
from large-scale forcing issues, in addition to the well-
documented regional issues in processes and resolution.
The associations between ocean indicators in other
domains (sections) and the tagged features in this sec-
tion’s ﬁgures, appear a good way to connect the global
atmospheric circulation changes to regional and local
ocean circulation features and indicators. We also
imply that for many of our users, the large-scale mean
and transient errors in NWP forcing will be relevant in
user applications, as it will provide errors in the time-
dependent ocean response. It will be useful to further
document and monitor these errors and the temporal
changes in them. Finally, we note that eﬀorts are ongoing
to improve the coastal processing of scatterometer data,
hence enhancing the usefulness of our products for
ocean applications.
2.2. The seasonal intensiﬁcation of the slope
Iberian Poleward Current
Authors: Anna Rubio, Ivan Manso-Narvarte, Ainhoa
Caballero, Lorenzo Corgnati, Carlo Mantovani, Emma
Reyes, Annalisa Griﬀa and Julien Mader
Statement of main outcomes: The combination of sur-
faceHF radar data and data fromADCPmoorings is show-
cased as a promising approach for the monitoring of the
slope currents in the southeastern Bay of Biscay and the
Iberian Poleward Current seasonal intensiﬁcation. Persist-
ent and intense eastward currents are observed duringwin-
ter periods and aﬀect the measured water column down to
150 m depth. During summer time, stronger vertical shear
is observed, both during eastward and westward current
events. Strong ﬂuctuations occur in parallel to intense
north-northwestern and southern wind changes in both
seasons. This variability is expected to have a signiﬁcant
impact on the residence time and the water exchanges
between the coast and the open ocean in the area.
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Products used:
Ref.
No. Product name and type Documentation
2.2.1 INSITU_IBI_NRT_OBSERVATIONS_
013_033
QUID: http://marine.copernicus.
eu/documents/QUID/CMEMS-
INS-QUID-013-030-036.pdf
PUM: http://marine.copernicus.
eu/documents/PUM/CMEMS-
INS-PUM-013.pdf
2.2.2 Insitu total surface currents
from HF radar
NRT data to be included in
CMEMS v5 portfolio, REP data
to be included in CMEMS v7
portfolio.
REVIEW PAPER: https://doi.org/
10.3389/fmars.2017.00008
EUROPEAN HF STANDARD FOR
HF RADAR DATA AND
METADATA: http://www.
marineinsitu.eu/wp-content/
uploads/2018/02/EGU2018-
13317_presentation.pdf
The Iberian Poleward Current drives the ocean slope
circulation in the southeastern Bay of Biscay form the
surface down to 300 m depth. The intensiﬁcation and
variability of this current at seasonal and shorter scales
can have a signiﬁcant impact on the marine environ-
ment in this coastal area, since it can modulate the resi-
dence time of nutrient-rich waters, pollutants,
planktonic organisms as well as the water exchange
between the coast and the open ocean. The monitoring
and forecast of the surface and subsurface variability of
currents in coastal areas is key for their accurate man-
agement where a myriad of socio-economic activities
coexist (e.g. commercial and recreational ﬁsheries and
navigation, tourism, industry, ports and harbours,
etc.). While coastal numerical models can provide
three-dimensional ﬁelds of currents and enable the
computation of Lagrangian quantities with application
to biological, geochemical and environmental issues,
the joint analysis of multi-platform observations, with
complementary spatial coverage, is an interesting
approach for a better understanding of the three-
dimensional coastal circulation and the validation of
the models. In this contribution we combine HF
radar-derived hourly surface current maps with
ADCP data and wind measurements from three moor-
ings to showcase their use to continuously monitor and
analyse the IPC seasonal variability along the period
2009–2017 and its intensiﬁcation under certain prevail-
ing wind conditions.
The Iberian Poleward Current is one of the main
along-slope ﬂows that promote trans-boundary inter-
actions along the Atlantic margin of Europe. In the
southeastern Bay of Biscay (see Figure 2.2.1), the Iberian
Poleward Current is a persistent feature and aﬀects the
0–300 m depth layer in the area. Together with the pres-
ence of slope eddies that grow from current instabilities
and the wind-induced circulation, this has a signiﬁcant
impact on the surface transport patterns, the residence
times and the water exchange between the coast and
the open ocean (Rubio et al. 2018).
The Iberian Poleward Current ﬂows over the slope,
advecting warm surface waters eastwards (northwards)
along the Spanish (French) coast (Le Cann and Serpette
2009; Herbert et al. 2011; Charria et al. 2013) during
winter. The ﬂow is reversed and three times weaker
(Solabarrieta et al. 2014) during summer. In addition
to this markedly seasonal density-driven circulation,
variability at shorter scales is observed linked to
wind-induced currents (e.g. Solabarrieta et al. 2015),
mesoscale eddies (e.g. Rubio et al. 2018), tides and iner-
tial motions (e.g. Rubio et al. 2013). The generation of
slope eddies occurs mainly in winter, when the inten-
siﬁed Iberian Poleward Current interacts with the
abrupt bathymetry (Pingree and Le Cann 1992; Teles-
Machado et al. 2016). During autumn and winter,
southwestern winds dominate and generate northward
and eastward drift over the shelf. The rest of the year
the winds are much weaker and less persistent, which
makes wind-driven currents more variable (Lazure
1997; González et al. 2004; Solabarrieta et al. 2015).
The observation and monitoring of the surface and
Figure 2.2.1. Study area corresponding to the southeastern Bay
of Biscay (northeastern Iberian Peninsula) and schematic view of
the winter shelf-slope current and mesoscale regime (grey
arrows, note that although only anticyclonic arrows are rep-
resented, eddies of anticyclonic and cyclonic polarity are
observed in diﬀerent locations along the slope). The nodes for
the computation of HF radar total currents (product ref. 2.2.2)
are shown by the grey dots. The stars provide the location of
the HF radar antennas in Matxitxako and Higer (Donostia)
Capes. The black dots provide the location of the slope moorings
(product ref. 2.2.1) used in this study and the black lines the sur-
face cross-transects used to plot HF radar along-slope currents in
Figure 2.2.2. Bathymetry is given by the contours (in metre).
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subsurface current, together with its variability is thus
crucial to obtain accurate estimation of the coastal
transport in this area and to evaluate its potential
impacts on the coastal ecosystem.
Several previous works have focused on the study of
diﬀerent aspects of the Iberian Poleward Current varia-
bility in the area by using remote sensing data (e.g. Her-
bert et al. 2011), moorings (Rubio et al. 2011), drifters
(e.g. Charria et al. 2013) and HF radar data (e.g. Solabar-
rieta et al. 2014) independently. The main contribution
of this study is the use of multi-platform observing sys-
tems with complementary spatial coverage for observing
and monitoring the surface and subsurface currents and
their variability, to accurately estimate the coastal trans-
port in the southeastern Bay of Biscay. Particularly, in
this case, we combine data from emerging technologies
as the HF radar-derived hourly surface current maps
(product ref. 2.2.2) with ADCP water column velocity
proﬁles from two slope moorings and wind velocity
from a third mooring (product ref. 2.2.1) to monitor
the Iberian Poleward Current seasonal variability along
the period 2009–2017 and its intensiﬁcation under cer-
tain prevailing wind conditions.
HF radar is a land-based remote sensing technology
which can infer ocean surface currents over wide areas
(distances from the coast over 150 km) with high spatial
(300 m–5 km) and temporal (≤1 h) resolution. Nowa-
days, HF radars are the unique technology that can
oﬀer such a continuous observation of surface coastal
current patterns over wide areas at high-spatial resol-
ution and thus the possibility to monitor the associated
transports. The combination of HF radar data with
water-column data is especially interesting since it can
broaden the application of this technology to biological,
geochemical and environmental issues, since plankton or
pollutants can be located deeper in the water column and
not only follow surface dynamics. The inclusion of near-
real-time and reprocessed HF radar data into the Euro-
pean Copernicus Marine Environment Monitoring Ser-
vice is foreseen in 2019 and 2021, respectively. It will
enable a sustained delivery of HF radar data and related
products, including the expansion of the approach pre-
sented here to other coastal areas.
TheHF radar system located in the southeastern Bay of
Biscay (www.euskoos.eus) emits at a central frequency of
4.5 MHz and a 40-kHz bandwidth and provides surface
hourly current maps in an area up to 150 km from the
coast (Figure 2.2.1). HF radar-derived surface currents
are quality controlled using advanced procedures
based on velocity and variance thresholds, noise to signal
ratios and radial and total coverage (Rubio et al. 2011,
2018; Solabarrieta et al. 2014, 2015, 2016), and re-
processed (for obtaining gap-ﬁlled surface currents)
using the Open-boundary Modal Analysis (Kaplan and
Lekien 2007). The historical HF radar data used here
cover the whole period 2009–2017. Wind data and cur-
rent proﬁles in the water column are obtained from the
CMEMS reference product 2.2.1. Winds are obtained
from the Bilbao Vizcaya mooring (location shown in
Figure 2.2.1) and we use current data from two buoys
moored over the upper part of the slope with a downward
looking ADCP (150 kHz, 8 m vertical bins, up to 200 m):
Matxitxako mooring historical data spanning the period
2007–2013 and Donostia mooring the period 2007–
2017 (see locations in Figure 2.2.1).While the slope
buoys’ data time coverage is irregular, and no data are
available for the Matxitxako buoy after August 2013, the
HF radar data coverage is quite good from the endof 2010.
To explore the variability of the current we follow a
two-step approach. First, the data series are analysed
jointly to identify the main variability patterns in relation
to the seasonal cycle and winds, exploiting the spatial
complementarity of the measurements for characterising
the variability in the horizontal and vertical extension of
the current. Second, we compute spatial maps and verti-
cal proﬁles of temporal cross-correlation between the
velocity measurements at the moorings location and
the rest of the nodes within the HF radar and vertical
levels to obtain an estimation of the area and levels
where the point-wise current measurements from the
moorings and the surface currents from the HF radar
can be considered as representative of the whole slope
area. The areas and levels containing high cross-corre-
lation values between measurements provide thus the
3D volume that can be well monitored by the combi-
nation of the two observing systems.
The along-slope current is marked by strong seasonal
variability (Figure 2.2.2). Persistent and intense eastward
currents are observed during winter periods, and aﬀect
the measured water column down to 150 m depth. The
cross-shore extension of the winter eastward current
shows signiﬁcant variability, being some of the winter
events constricted to the shelf-slope area of theMatxitxako
mooring (W2), while others show higher extension being
observed up to 43.9°N (W3, W4 or W5). Remarkable
diﬀerences between the two mooring locations are also
observed (see also Rubio et al. 2011): the signature of the
slope current is much stronger at Matxitxako, and gener-
ally weaker and less stable at Donostiamooring.Moreover,
observed intensiﬁcations of the eastward winter current
are also weaker at the Donostia location and more con-
strained to the slope (latitudes between 43.5 and 43.75°
N). The strongest eastward currents are observed in
periods of intense north-northwestern winds, particularly
during winter time. During some of the winter periods the
(e.g. W1 in Donostia or W4, see Figure 2.2.2) strong
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ﬂuctuations together with altering east/west intense cur-
rents occur in parallel to intense north-northwestern and
southern wind changes. In December 2014, the wind-
induced intensiﬁcation of the slope current and its
subsequent relaxation triggered the generation of an
intense anticyclonic eddy described in Rubio et al.
(2018) (see also Figure 2.2.2(a): intense countercurrent
after W4 event). The signature of the eddy at Donostia
latitudinal transect is less intense and less persistent but
can be observed to be vertically coherent down to
150 m depth.
During summer time, stronger vertical shear is
observed, both during eastward (S1, S2) and westward
(S3 and S4) current events. In 2014, 2015 and 2016
intense summer westward currents (S3, S4) are
observed in both locations. The westward event
during July and August 2016 is especially remarkable
because of its intensity and persistence, although it is
limited to the surface (of a few tens of meters).
The cross-correlation maps for the sub-inertial
along-slope component (Figure 2.2.3(a–d)) show high
correlation between Matxitxako and Donostia locations
and the nearby areas over the self and slope, from 1°30′
to 3°W, and from the coast to 43°50′. In winter, cross-
correlation values over 0.6 are observed in the area
between 43°50′N and the Spanish coast. This is due
Figure 2.2.2. Hovmöller diagrams of along-slope surface currents derived from the HF radar (product ref. 2.2.2) along the surface cross-
transects shown in Figure 2.2.1, at the longitude of the (a) Matxitxako and (c) Donostia moorings. Hovmöller diagrams of along-slope
current proﬁles up to 150 m depth from downward looking ADCP data in (b) Matxitxako (only for the period 2009–2013) and (d) Donos-
tia moorings (product ref. 2.2.1). Low-pass ﬁltered wind vectors (product ref. 2.2.1)) from Bilbao Vizcaya mooring are shown in (e). A
selection of winter (W*) and summer (S*) current events discussed more in detail in the text are identiﬁed at the top of (a) panel.
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to the persistent and spatially homogeneous surface sig-
nature of the winter slope current ﬂowing eastwards
along the Spanish slope. In the case of Matxitxako
mooring (which samples very well the core of the
slope current) an area of high cross-correlation values
(over 0.5) is also observed along the French slope
(Figure 2.2.3(a)). We relate this to the surface signature
of the slope current in this area where, due to the
change of orientation of the bathymetry, it ﬂows to
the north-northwest (so the variability of the east–
west component of the ﬂow over the French slope is
well correlated with east–west ﬂow changes at Matxit-
xako mooring location). As mentioned before, the sea-
sonal variability is weaker at Donostia location, being
less evident the inﬂuence of the winter current regime.
Vertically, the cross-correlation is also seasonally
modulated (Figure 2.2.3(e,f)), and shows signiﬁcant
spatial diﬀerences. The highest cross-correlations at
150 m are observed in winter in Matxitxako, which is
again in coherence with a stronger slope current inﬂu-
ence at this location. The strongest stratiﬁcation in
summer leads to a higher vertical shear, and makes
the correlation drop up to 0.5 at 60 and 50 m in
Matxitxako and Donostia, respectively. From this
level to 150 m the decay in the correlation is again
much higher in Donostia, which indicates that other
than the absence of a vertically coherent slope regime
is favouring a stronger vertical shear in this area of
complex bathymetry.
Recent work has shown the impact of the slope cir-
culation and its variability on the residence time and
the water exchange between the coast and the open
ocean in the southeastern Bay of Biscay (Rubio et al.
2018; Declerck et al. 2019). The monitoring and fore-
cast of the surface ocean variability is key for the accu-
rate assessment of the distribution and transport of
organic and inorganic matter, in this area where diﬀer-
ent human activities coexist (commercial and rec-
reational ﬁsheries and navigation, tourism, industry,
etc.). From our results, the combination of surface
HF radar data (product ref. 2.2.2) and data from
ADCP moorings (product ref. 2.2.1) arises as a promis-
ing approach for the monitoring and characterisation of
the Iberian Poleward Current seasonal variability and its
intensiﬁcation under certain prevailing wind directions.
Moreover, our analysis on the spatial and temporal
Figure 2.2.3. Spatial maps of cross-correlations between the low-pass ﬁltered time series of the HF radar along-slope velocity com-
ponent (product ref. 2.2.2) at (a,b) Matxitxako and (c,d) Donostia locations and the rest of the nodes within the HF radar footprint
area for total currents (the maps for winter/summer are shown in (a) and (c)/(b) and (d) subplots, respectively). ADCP data cross-cor-
relations along the vertical range of ADCP data (product ref. 2.2.1) for (e) Matxitxako and (f) Donostia and the along-slope velocity
component for summer (stratiﬁed) and winter (well-mixed) periods. A 10th order digital Butterworth ﬁlter was applied to obtain
sub-inertial current previous to the computation of cross-correlation between time series. The signiﬁcance level is over 0.99 for all
the cross-correlations values plot in the ﬁgure.
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coherence in the seasonal and mesoscale variability
observed by independent observing systems is a ﬁrst
step in the blending of both data sets, for an improved
real-time monitoring of three-dimensional coastal trans-
ports in the area. Besides, the use of these data sets for
the improvement of the existing numerical models,
through validation and data assimilation, would poten-
tially enable enhanced forecast skills. Operational gap-
ﬁlled HF radar coastal surface currents could also be
used to monitor the transport properties of the surface
ﬂow, based on the Lagrangian approach, aiming to
identify the diﬀerent scenarios that favour the local
retention and dispersal of shelf waters.
2.3. Mediterranean deep and intermediate water
mass properties
Authors: Katrin Schroeder, Jacopo Chiggiato, Sana Ben
Ismail, Mireno Borghini, Bernardo Patti, Stefania
Sparnocchia
Statement of outcome: The Mediterranean Sea is a
mid-latitude marginal sea which has been recognised to
be a climatic hotspot. During the past decade, its water
masses have experienced strong and fast increases in
temperature and salinity, evidencing the tendency of
this area to respond very rapidly to global warming
and to changes in the regional freshwater budget.
Based on in situ data here it is shown where and
how fast these changes occur, with a particular focus
on the Western Mediterranean Deep Water, the Levan-
tine Intermediate Water and the upper Eastern Medi-
terranean Deep Water. Such trends are at least one
order of magnitude higher than the global mid-latitude
average trends. Indicator-type curves, routinely
updated, for subsurface temperature and salinity evol-
ution represent an outcome that is envisaged to be
important for climate science, environmental agencies,
concerned citizens as well as regional policy-makers.
Products used:
Ref. No. Product name and type Documentation
2.3.1 INSITU_MED_NRT_OBSERVATIONS_
013_035
In situ data
ftp://nrt.cmems-du.eu/Core/
INSITU_MED_NRT_OBSERVATIONS_
013_035/history/mooring/MO_
TS_MO_6101022.nc
QUID:
http://cmems-
resources.cls.fr/
documents/QUID/
CMEMS-INS-
QUID-013-030-
036.pdf
PUM:
http://cmems-
resources.cls.fr/
documents/PUM/
CMEMS-INS-PUM-
013.pdf
(Continued )
Continued.
Ref. No. Product name and type Documentation
2.3.2 INSITU_MED_NRT_OBSERVATIONS_
013_035
In situ data
ftp://nrt.cmems-du.eu/Core/INSITU_
MED_NRT_OBSERVATIONS_013_
035/history/mooring/MO_TS_MO_
SardiniaChannel.nc
QUID:
http://cmems-
resources.cls.fr/
documents/QUID/
CMEMS-INS-
QUID-013-030-
036.pdf
PUM:
http://cmems-
resources.cls.fr/
documents/PUM/
CMEMS-INS-PUM-
013.pdf
2.3.3 INSITU_MED_NRT_OBSERVATIONS_
013_035
In situ data
Monthly ﬁles from
ftp://nrt.cmems-du.eu/Core/INSITU_
MED_NRT_OBSERVATIONS_013_035/
monthly/mooring/MO_201301_
TS_MO_SardiniaChannel.nc
to
ftp://nrt.cmems-du.eu/Core/INSITU_
MED_NRT_OBSERVATIONS_013_035/
monthly/mooring/MO_201711_TS_
MO_SardiniaChannel.nc
QUID:
http://cmems-
resources.cls.fr/
documents/QUID/
CMEMS-INS-
QUID-013-030-
036.pdf
PUM:
http://cmems-
resources.cls.fr/
documents/PUM/
CMEMS-INS-PUM-
013.pdf
2.3.4 INSITU_MED_NRT_OBSERVATIONS_
013_035
In situ data
Yearly ﬁles as
ftp://nrt.cmems-du.eu/Core/
INSITU_MED_NRT_OBSERVATIONS_
013_035/history/vessel/
MO_PR_CT_AlgerianBasin_yyyy.nc
ftp://nrt.cmems-du.eu/Core/
INSITU_MED_NRT_OBSERVATIONS_
013_035/history/vessel/
MO_PR_CT_SardiniaChannel_yyyy.nc
ftp://nrt.cmems-du.eu/Core/
INSITU_MED_NRT_OBSERVATIONS_
013_035/history/vessel/
MO_PR_CT_SicilyChannel_yyyy.nc
QUID: http://
cmems-resources.
cls.fr/documents/
QUID/CMEMS-
INS-QUID-013-
030-036.pdf
PUM:
http://cmems-
resources.cls.fr/
documents/PUM/
CMEMS-INS-PUM-
013.pdf
2.3.5 INSITU_MED_NRT_OBSERVATIONS_
013_035
In situ data
Monthly ﬁles as
ftp://nrt.cmems-du.eu/Core/
INSITU_MED_NRT_OBSERVATIONS_
013_035/monthly/vessel/
MO_yyyymm_PR_CT_AlgerianBasin.nc
ftp://nrt.cmems-du.eu/Core/
INSITU_MED_NRT_OBSERVATIONS_
013_035/monthly/vessel/
MO_yyyymm_PR_CT_SardiniaChannel.nc
ftp://nrt.cmems-du.eu/Core/
INSITU_MED_NRT_OBSERVATIONS_
013_035/monthly/vessel/
MO_yyyymm_PR_CT_SicilyChannel.nc
QUID:
http://cmems-
resources.cls.fr/
documents/QUID/
CMEMS-INS-
QUID-013-030-
036.pdf
PUM:
http://cmems-
resources.cls.fr/
documents/PUM/
CMEMS-INS-PUM-
013.pdf
Strong increases in evaporation and reduction in pre-
cipitation and river runoﬀ have greatly modiﬁed the
freshwater budget of the Mediterranean Sea and a further
increase of net evaporation is projected to occur during
the twenty-ﬁrst century in this region, as a result of
anthropogenic climate change (Giorgi 2006).
Long-term changes in temperature, but also in sal-
inity, are observed in all water masses, from the
inﬂowing Atlantic Water, to the intermediate water
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and the deep waters (e.g. Vargas-Yáñez et al. 2017). In
the western basin, the rather homogeneous layer of
Western Mediterranean Deep Water has always been
considered a stable medium in which precise quantiﬁ-
cation of trends in heat and salt contents is possible.
Indeed, it has been observed that deep temperature
and salinity have increased almost steadily for about
half a century, due to diﬀerent and concurrent factors
(Bethoux and Gentili 1999; Rixen et al. 2005; Josey
et al. 2011). However in situ data gathered between
2005 and 2017, during dozens oceanographic cruises
(CTD casts) and by means of submerged moorings
in key areas, revealed a decade of enhanced thermoha-
line variability in the deep and intermediate western
Mediterranean water masses (Schroeder et al. 2016):
the gradual increasing trend in the western deep
water was interrupted by an abrupt shift towards
higher temperature and salinity (with yearly increases
during 2005–2017 that are more than 2.5 times faster
than during 1961–2004). The onset of this shift
(Figure 2.3.1), called the Western Mediterranean
Transition, has been a major dense water formation
event in winter 2004/2005 in the north-western
Figure 2.3.1. Temporal and spatial evolution of the processes
associated to the Western Mediterranean Transition: white/
light-grey curves denoted by years indicate the upper interface
of the new Western Deep Water. Updated from Schroeder
et al. (2016).
Figure 2.3.2. (upper panels) θS diagrams from 800 m depth to the bottom, in a repeat station (2800 m, 37.98°N, 4.65°E, product ref.
2.3.4–2.3.5) of the southern western Mediterranean (pressure is colour coded) in 2010 (left, light grey points refer to preceding years, i.e.
2005–2009, dark grey points refer to 2004, the pre-existing situation), 2013 (middle, light grey 2005–2010, dark grey 2004) and 2015
(right, light grey 2005–2014, dark grey 2004); (lower panels) θS diagrams at the sill in the Sardinia Channel (1915 m, 38.33°N, 9.33°E),
(left) from bottom mooring data (product ref. 2.3.2–2.3.3) and (right) from repeated CTD proﬁles (years 2003–2017 are colour-coded,
product ref. 2.3.4–2.3.5). Updated from Schroeder et al. (2016).
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Mediterranean. Following winters also have contribu-
ted to the formation of anomalously warm and salty
dense water.
Since then this anomaly started to spread from its
formation region into the interior of the sea. The for-
mation of large amounts of anomalously warm and
salty deep water continued during the following win-
ters and the new deep water started to ﬁll up the
entire basin (Figure 2.3.1). The increases of tempera-
ture and salinity in the deep western basin keep evol-
ving stepwise, with the deep temperature-salinity
diagrams becoming more and more complex (Figure
2.3.2, upper panels). From these diagrams it is poss-
ible to note how the Western Mediterranean
Transition has changed the basic structure and the
properties of the deep layers in the western basin.
Over time, these waters eventually spread westward
to ﬂow out through the Strait of Gibraltar towards
the Atlantic Ocean (Figure 2.3.1), as has been detected
by a monitoring site at the sill where the character-
istics of the outﬂowing waters in years 2015–2016
are consistently saltier and warmer than in 2005–
2006 (Naranjo et al. 2017).
The new deep water spread also eastward: the Sardi-
nia Channel allows exchanges of the upper part of the
deep waters to occur between the western basin interior
and the Tyrrhenian Sea. At the sill a CTD cast has been
performed about once a year and a deep sea mooring
Figure 2.3.3. Daily (grey) and monthly (black) time series (1993–2017) of (A) temperature and (B) salinity at 400 m in the Sicily Channel
(mooring, product ref. 2.3.1), updated from Schroeder et al. (2017); (C) Hovmöller diagram of the in situ salinity in the central part of the
Sicily Channel (36.5°N, 13.2°E, north-west of Malta) from repeated CTD casts, 1978–2017 (product ref. 2.3.4–2.3.5). Updated from Gačić
et al. (2013).
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(belonging to the CIESM Hydrochanges network, see
Schroeder et al. 2013) monitors the overﬂowing dense
waters in detail since 2003. While until 2005 only the
‘classical’ old deep water was found at the sill, the
new denser ones started to cross it since then (Figure
2.3.2 lower panels), being uplifted by even denser
new deep waters that were produced in the following
winters (Figure 2.3.1). By 2014 the whole layer below
500 m, i.e. the halocline/thermocline and the deep
water, has densiﬁed to values of 29.11–29.12 kg m−3,
becoming denser than the ‘classical’ resident water
found at <3000 m in the Tyrrhenian Sea (Schroeder
et al. 2016).
Given that all processes of dense water formation
involve Atlantic and Intermediate Water to some
extent, the latter being the main contributor to the
heat and salt contents of the newly formed waters, all
Mediterranean water masses are intimately related to
each other, so that signiﬁcant modiﬁcations to one
will also aﬀect the others sooner or later. Indeed, recent
studies have also focused on the long-term strong
warming and saliniﬁcation of intermediate water:
since the mid-1990s its temperature and salinity have
increased by 0.28°C/decade and 0.08/decade in the
Sicily Channel (respectively Figure 2.3.3(A–B)), a key
site where the intermediate water ﬂowing from east
to west may be intercepted. Such trends are at least
one order of magnitude higher than the average values
reported for the global ocean intermediate layer at mid-
latitudes (Schroeder et al. 2017). These outcomes are
also of great beneﬁt for intercomparisons with numeri-
cal model results (as those in von Schuckmann et al.
2018, their Figure 3.4.3).
Warmer and drier regional climatic conditions over
the eastern basin are favouring the formation of
increasingly warmer and saltier intermediate water:
indeed, the Levantine region in particular is under-
going a dramatic drought since the late 1990s (Cook
et al. 2016), the driest period in the past 500 years.
As a result, also the upper part of the Eastern Medi-
terranean deep waters is experiencing a warming
(not shown) and a saliniﬁcation (Figure 2.3.3(C)), as
is evident from repeated CTD casts in the central
Sicily Channel (between the islands of Pantelleria
and Malta) that reach depths below 1700 m, where
the upper part of the eastern deep water is found.
The thermohaline evolution at this location has
already been discussed in Gasparini et al. (2005),
Ben Ismail et al. (2014) and Gačić et al. (2013). At
any moment, the salinity proﬁle shows a maximum
at around 300 m depth, associated with the Levantine
Intermediate Water. The temporal evolution reveals
two maxima before the very recent period (until
2011), around 1992 and 2008, while since 2011 the
layer is warming and becoming saltier at a much
higher rate than before, each year reaching higher
peak values within the water mass core. Since 2010–
2011 this pattern is involving the whole water column
down to 1700 m, where the deep water is now as
warm and salty as it was the intermediate water
during the peak in 2008.
2.4. Phytoplankton blooms in the Baltic Sea
Authors: Urmas Raudsepp, Jun She, Vittorio E. Brando,
Rosalia Santoleri, Michela Sammartino, Mariliis Kõuts,
Rivo Uiboupin, Ilja Maljutenko
Statement of outcome: The Baltic Sea phytoplankton
bloom characteristics are evaluated based on spring
and summer bloom statistics, summer chlorophyll-a
and attenuation coeﬃcient (Kd). Over the past 20
years, the mean start day of the spring bloom changed
from day 120 in 1998 to around days 80–60 from the
year 2003 onward. The intensity and spatial coverage
of summer blooms decreased since 2009, and they
tend to be more intensiﬁed in the subsurface layer.
Low attenuation coeﬃcient and chlorophyll-a anomaly,
a late start date and early end date of the spring
bloom, as well as low spatiotemporal coverage of the
bloom show that the spring bloom in 2017 was excep-
tionally weak. Summer phytoplankton bloom was
strong in the Gulf of Bothnia and dominated by sub-
surface bloom in 2016, but shifted to the northern Bal-
tic Proper in 2017.
Products used:
Ref. No. Product name and type Documentation
2.4.1 OCEANCOLOUR_BAL_OPTICS_
L3_REP_OBSERVATIONS_
009_097
Remote sensing
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-OC-
PUM-009-ALL.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-OC-
QUID-009-080-097.pdf
2.4.2 OCEANCOLOUR_BAL_CHL_
L3_REP_OBSERVATIONS_
009_080
Remote sensing
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-OC-
PUM-009-ALL.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-OC-
QUID-009-080-097.pdf
Recently comprehensive classiﬁcations of eutrophica-
tion status of the Baltic Sea were made using the third
version of the HELCOM Eutrophication Assessment
Tool (HEAT 3.0), applying indicators with commonly
agreed targets of good environmental status (HELCOM
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2015). The indicators were grouped under three ‘cri-
teria’: (1) nutrient levels (i.e. winter dissolved inorganic
phosphate and nitrogen in the upper 10 m of the water
column), (2) direct eﬀects (summer chlorophyll-a in the
upper 10 m and secchi depth) and (3) indirect eﬀects
(annual oxygen debt below the halocline and benthic
invertebrates). Spring bloom has been less considered
for the assessment of the Baltic Sea eutrophication.
Here we propose that spring and summer bloom stat-
istics, summer chlorophyll-a and attenuation coeﬃcient
(Kd) from the products 2.4.1 and 2.4.2 of the product
table could be successfully used as one of the relevant
indicators in evaluating the Baltic Sea eutrophication
status. Annual oxygen content and nutrient conditions
in the Baltic Sea will be subject of the forthcoming
studies to complete the set of eutrophication status indi-
cators of the Baltic Sea.
CMEMS ocean colour product references 2.4.1 and
2.4.2 provide a good spatiotemporal coverage of the
surface bio-optical features in the Baltic Sea, although
their uncertainties are still high (r2 = 0.4, for chloro-
phyll-a, see Pitarch et al. 2016). The phytoplankton
abundance and succession in the Baltic Sea are charac-
terised by dinoﬂagellate- and diatom-dominated spring
bloom and cyanobacterial summer bloom (Kahru and
Nõmmann 1990; Kahru et al. 2018). The spring
bloom (spring is from days 31 to 160) is detected
using the Siegel (2002) approach (i.e. it is a spring
bloom if chlorophyll-a > median + 5%) for each pixel
in the basin, after which the statistics for the bloom
onset are calculated as in Groetsch et al. (2016) and
presented as distribution of the start, peak and end
days over the whole basin per each year. The spring
and summer bloom spatiotemporal coverage (day km2)
is aggregated from daily subsurface and surface bloom
following Hansson and Håkansson (2007). Summer
blooms are detected by applying the thresholds
deﬁned by Hansson et al. (2010) on remote sensing
reﬂectance spectra (Rrs) at the wavelength of 550 nm
and Rrs at 676 nm for the subsurface and surface
blooms, respectively. Although 20 years of satellite data
are available in the Baltic Sea, it should be noted that
the remote sensing indexes computed by SMHI for
HELCOM, recorded from 2010 onwards, should not
be directly compared with the 1997–2009 values, as
an improved detection method is now used (i.e. Hans-
son et al. 2010). The time series for Rrs, chlorophyll-a
and attenuation coeﬃcient (Kd490) used in this study
are fully homogeneous as they are based on a merged
product from diﬀerent satellites that corrects for inter-
sensor diﬀerences (Mélin et al. 2017; Sathyendranath
et al. 2017). Attenuation coeﬃcient values are proxies
for Secchi depth, accounting for water transparency.
During 1998–2001, only SeaWiFS (O’Reilly et al.
1998) was available; while from the year 2002 onwards
there are two or three sensors available (Brewin et al.
2015).
We observed the start, peak and end day of the
spring bloom during the period of 1998–2017 from
product reference 2.4.2 (Figure 2.4.1). In most years,
the spring bloom starts ﬁrst in the western and
southern Baltic Sea, then in the central Baltic, and
the latest in the Bothnian Sea and Bothnian Bay (Fen-
nel 1999; Wan et al. 2013). This gives signiﬁcant spatial
variability to the starting date of the spring bloom in
the Baltic Sea. However, there are also years when
the spring bloom starts early, e.g. in 1985 and 1986
as shown by Kahru and Nõmmann (1990). The mean
start day of the spring bloom shifted earlier during
the observation period (from day 120 in 1998 to day
50 in 2015). According to the start day and spatial
variability, most of the spring bloom can be divided
into three types:
. late onset spring bloom (later than day 100) that
shows small spatial variability in the Baltic Sea, evi-
dent in 1998–2002;
. medium onset spring bloom (around day 80) that has
large spatial variability, mostly found in 2003–2011;
. early onset spring bloom (around day 60) with rather
small spatial variability, mostly found in 2012–2016
(Figure 2.4.1(a)).
The year 2017 deviates from this trend of declining start
day by a late onset spring bloom (days 80–120). It also
diﬀers from the previously mentioned three types of
spring blooms due to its high spatial variability that
can be inferred by the interquartile range (Figure 2.4.1
(a)). There is a good consistency between the start day
and spatiotemporal coverage of spring bloom (Figure
2.4.2(a)) – in general, later start day results in smaller
spatiotemporal coverage. The seven late onset spring
bloom years, 1998–2002, 2006 and 2017 (Figure 2.4.1
(a)) also represent the lowest spatiotemporal coverage
(Figure 2.4.2(a)). Although the top two years with the
largest spatiotemporal coverage (2008 and 2011) are
marked with earlier start day (day 55 and day 65), earlier
start day does not always result in large spatiotemporal
coverage, as found in the years 2012–2016. These years
also have quite small spatial variability of the start day
in the Baltic Sea. The end day of spring bloom has shifted
slightly later, from days 145–148 to day 150 from 2002
onwards. The peak day of spring bloom has ﬂuctuated
with no clear trend.
Since 2002 the spring bloom spatiotemporal cov-
erage has shown general tendency to increase until
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Figure 2.4.1. Time series of the spring bloom statistics (Siegel 2002; Groetsch et al. 2016) for start day (a), peak day (b), end day (c) for
the period of 1998–2017 of the Baltic Sea from product reference 2.4.2. The bar refers to ﬁrst quartile, median (black line) and third
quartile, while the whiskers are the 5th and 95th percentiles respectively for start, peak and end days over the basin.
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2008–2011, followed by a decrease afterwards (Figure
2.4.2(a)). Spring blooms have been reported to
weaken in intensity but lengthen during the period
of 2000–2014 (Groetsch et al. 2016). Summer
bloom coverage, however, increased from 1998 until
2005, and then decreased practically until present
with a local minimum in 2012 (Figure 2.4.2(b)).
Thus, high spatiotemporal coverage of the spring
bloom is detected in 2007, 2008, 2009 and 2011,
but peak years of the summer bloom spatiotemporal
coverage are 2002, 2003, 2005 and 2008. There are
several sub-periods of co-changes of the spatiotem-
poral coverage of the spring and summer blooms.
For instance, the spring and summer blooms have
a positive correlation in the period of 2013–2017.
There is a slight positive trend in the spring bloom
spatiotemporal coverage for the period of 2002–
2011, whereas summer bloom shows a decreasing
trend during the partially overlapping period of
2005–2012. Over the longer period of 1979–2017,
the summer (cyanobacteria) blooms are reported to
be oscillating without a clear, signiﬁcant trend
(Kahru et al. 2018).
Since 2009, the summer bloom has been on a rela-
tively low level, featured by more subsurface than surface
bloom. The previous years (1998–2008) were dominated
by the opposite feature (Figure 2.4.2(b)). The subsurface
bloom declined continuously from 2014 to 2017,
whereas the surface bloom increased in 2017, compared
to the previous year.
One of the indicators of the eutrophication status of
the Baltic Sea is secchi depth (HELCOM 2015) for
which we use light attenuation coeﬃcient (Kd) as
proxy in this study. Summer mean attenuation coeﬃ-
cient (Kd) values in the Baltic Sea from the period of
1998–2017 derived from product reference 2.4.1. In
open water light attenuation is mainly caused by phy-
toplankton species, while coloured dissolved organic
matter (CDOM) and resuspended particulate matter
are the main optically active substances in the coastal
zone. Summer mean attenuation coeﬃcient values
derived from satellite remote sensing reﬂectance
Figure 2.4.2. Time series of spring (a) and summer bloom (b) spatiotemporal coverage (day km2) (1998–2017) using method by Hans-
son and Håkansson (2007). Results are based on CMEMS product reference 2.4.2 and 2.4.1 respectively.
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(Figure 2.4.3) stand for high values in the coastal zones,
as reﬂected on the chlorophyll-a anomaly also
(Figure 2.4.5).
In general, low attenuation coeﬃcient values are
observed in 1998–2001, followed by an increasing
trend until 2010 and a decline until present. Last two
years, i.e. 2016 and 2017, indicate an increase in summer
mean attenuation coeﬃcient values again. The attenu-
ation coeﬃcient anomaly in the summer of 2016 is posi-
tive over the entire sea area except for the eastern part of
the Gulf of Finland (Figure 2.4.4(b)). Especially high
values are observed in the Bay of Bothnia. In summer
2017, the area with positive attenuation coeﬃcient
anomaly has been reduced to the northern and eastern
Baltic Proper and southern Gulf of Riga (Figure 2.4.4
(d)). The attenuation coeﬃcient anomaly in the springs
of 2016 and 2017 shows strong inter-annual changes
(Figure 2.4.4(a,c)). Excluding the coastal areas close to
the major river inlets, where coloured dissolved organic
Figure 2.4.4. Attenuation coeﬃcient (Kd) anomaly ﬁelds in spring 2016 (a) and 2017 (c) relative to the 1998–2014 spring mean ﬁeld,
and in summer 2016 (b) and 2017 (d) relative to the 1998–2014 summer mean ﬁeld in the Baltic Sea. Data from product reference 2.4.1.
Figure 2.4.3. Time series of the attenuation coeﬃcient (Kd490)
averaged over the Baltic Sea in summer of 1998–2017 (product
reference 2.4.1).
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matter could be a major contributor to the high attenu-
ation coeﬃcient values, elevated attenuation coeﬃcient
values are seen in the entire Baltic Proper and the Both-
nian Sea. In spring 2017, attenuation coeﬃcient
anomaly is negative all over the Baltic Sea (Figure
2.4.4(c)). A very high positive attenuation coeﬃcient
anomaly in the southeastern Gulf of Riga and eastern
Gulf of Finland could include contamination of attenu-
ation coeﬃcient values from ice coverage. The diﬀer-
ences in the attenuation coeﬃcient anomaly in the
springs of 2016 and 2017 are well reﬂected in the spatio-
temporal coverage of the spring bloom, with the 2017
spring bloom being less than half of the spring bloom
in 2016 (Figure 2.4.2(a)). The attenuation coeﬃcient
anomaly in summer 2016 is higher than in 2017 (Figure
2.4.4(b,d)), which is reﬂected also in the summer mean
attenuation coeﬃcient values (Figure 2.4.3) and in the
spatiotemporal coverage of subsurface bloom, but not
in the surface bloom (Figure 2.4.2(b)). Measured phyto-
plankton wet weight during spring bloom has been sub-
stantially higher in 2016 than in 2017, but comparable in
the summers of 2016 and 2017 (Wasmund et al. 2017,
2018). In general, by comparing time series of summer
mean attenuation coeﬃcient values and summer
bloom spatiotemporal coverage (Figures 2.4.2(b) and
2.4.3), we conclude no obvious match of these two
parameters.
Chlorophyll-a spring anomaly in 2017 showed high
values in the Gulf of Riga and the eastern part of the
Gulf of Finland. High values with a smaller extent were
visible in the northern coastal area of the Bothnian Bay
and coastal areas of the Gulf of Gdansk and the Curonian
Lagoon. To a larger extent, lower values are evident in
the western part of the Gulf of Finland. The spatial
distributions of measured chlorophyll-a are versatile in
the spring of 2017 (Wasmund et al. 2018). In March,
chlorophyll-a concentrations show higher values near
the Danish Straits, with decreasing gradient towards
the Gotland Basin. In May, the spatial gradient of chlor-
ophyll-a was reversed – chlorophyll-a concentrations
were signiﬁcantly higher in the eastern and southern
Gotland basin and lower near the Danish Straits.
Chlorophyll-a summer anomaly in 2017 has highest
values in the eastern part of the Gulf of Finland and
the Gulf of Riga, which extend further in space, com-
pared to same areas in 2016 (Raudsepp et al. 2018).
Extensive high chlorophyll-a values in the northern Bal-
tic Proper in 2017 are not visible in 2016. At the same
time, high chlorophyll-a values, which are seen across
the Bothnian Bay in 2016, are only limited to the eastern
coast in 2017. Both years share similarly low summer
chlorophyll-a anomaly values in the Gulf of Gdansk
and on the coasts of Lithuania and Kaliningrad, except
for the outﬂow area from Curonian lagoon. In summer
2017, spatial diﬀerences in measured chlorophyll-a con-
centrations were relatively uniform in the southern Bal-
tic, but much higher in the Eastern Gotland basin
(Wasmund et al. 2018).
2.5. Cod reproductive volume potential in the
Baltic Sea
Authors: Urmas Raudsepp, Ilja Maljutenko, Mariliis
Kõuts
Statement of outcome: Cod (Gadus morhua) is a
characteristic ﬁsh species in the Baltic Sea with major
economic importance. The Baltic cod stocks have
Figure 2.4.5. Chlorophyll-a anomaly ﬁelds in the Baltic Sea in spring 2017 relative to the 1998–2014 spring mean ﬁeld (a) and in sum-
mer 2017 relative to the 1998–2014 summer mean ﬁeld (b). Data from product reference 2.4.2.
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gone through a steep decline in the late 1980s (ICES
2016). In this section we focus on the impact of the
Major Baltic Inﬂows on the eastern cod population.
Hydrographic conditions aﬀect cod directly through
the survival of eggs. Our results indicate that the
water volume with suitable conditions for cod repro-
duction has stayed mostly on the same level during
the period of 1993–2017. We verify the importance of
the Major Baltic Inﬂows shaping a suitable environment
for cod reproduction and the Bornholm basin as the
most important spawning ground. Cod reproductive
volume is on a relatively stable level in the Bornholm
basin, while highly dependent on inﬂows in the down-
stream basins. Available data about the Major Baltic
Inﬂows can be used as an indicator of important bio-
logical processes.
Products used:
Ref. No. Product name and type Documentation
2.5.1 BALTICSEA_REANALYSIS_PHY_
003_011
Reanalysis
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-BAL-
PUM-003-011.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-
BAL-QUID-003-011.pdf
2.5.2 BALTICSEA_REANALYSIS_PHY_
003_012
Reanalysis
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-BAL-
PUM-003-012.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-
BAL-QUID-003-012.pdf
Atlantic cod (Gadus morhua) is a major ﬁsh species
of the Baltic Sea with high economic importance. The
Baltic Sea cod consists of two genetically diﬀerent
populations – eastern and western Baltic cod. We
focus on the eastern cod as it contributes to the landing
numbers the most and has several spawning grounds in
the deep areas of the Baltic Sea, east of Bornholm
island. The eastern Baltic cod stock has been at the
absolute low since the 1980s (ICES 2005; FishSource).
There are two sets of governing factors – anthropo-
genic and natural. Anthropogenic eﬀects mostly mani-
fest through high ﬁshing pressure. Natural conditions
vary in the Baltic Sea in relation to water exchange
with the North Sea – the Major Baltic Inﬂows in par-
ticular, which create the speciﬁc environmental con-
ditions for cod to reproduce. We focus on the Major
Baltic Inﬂows, the most important controlling factor
of cod recruitment in the Baltic Sea (MacKenzie et al.
1996; Köster et al. 2005). The dramatic decline of cod
stocks overlaps with the decrease in the frequency
and intensity of the North Sea advections in the late
1980s (Heikinheimo 2008). Recruitment started to
decline in the mid-1980s despite the spawning stock
and the number of eggs produced by old females still
being high (Cardinale and Arrhenius 2000). There
was no signiﬁcant change in ﬁshing pressure during
that period (ICES 2005). This implies that other factors
besides ﬁshing might have been important (Heikin-
heimo 2008). Hydrographic factors aﬀect cod recruit-
ment directly through the survival of eggs, and
indirectly via species composition and availability of
the prey organisms which are essential for cod larvae
survival (Heikinheimo 2008). As a result, cod reproduc-
tion in the eastern areas of the sea, including the
Gdansk Deep, almost completely ceased and continued
only in the Bornholm Basin (Nielsen 1998). Karasiova
(2011) found a positive correlation between the inter-
annual ﬂuctuations of egg production and water
volumes with conditions favourable for cod reproduc-
tion in the four main spawning areas in the Baltic Sea.
The Bornholm Basin is the most important spawn-
ing ground for the eastern Baltic cod stock, followed
by the Gotland and Gdansk basins (MacKenzie et al.
1996; Hinrichsen et al. 2017) (Figure 2.5.1). In order
to describe the relationship between cod reproduction
and the Major Baltic Inﬂows we use ‘cod reproductive
volume’ (CRV), which is based on previous research
and takes into account the three most important
inﬂuencing factors of cod reproductive success: sal-
inity over 11 g/kg (product reference 2.5.1), oxygen
content > 2 ml/l (product reference 2.5.2) and water
temperature over 1.5°C (product reference 2.5.1)
(MacKenzie et al. 1996; Heikinheimo 2008; Plikshs
Figure 2.5.1. Map of the Southern Baltic Sea showing locations
of the basins. Sixty metre isodepth is marked with grey line. Blue
contour show geographical extent of cod reproductive volume
(CRV) for 2016-12-31 based on CMEMS product reference 2.5.1
and 2.5.2.
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et al. 2015). Our aim is to derive the reproductive
potential of the eastern Baltic cod from dynamics,
characteristics and volume of the inﬂowing water
and compare these results with the published num-
bers. This approach enables to use available data
about Major Baltic Inﬂows as an indicator for impor-
tant biological processes, which could be of use in
evaluating the status and development of Baltic cod
stocks in the future. The boundary of the Baltic Sea
has been taken from the western boundary of the
Bornholm Basin according to the ICES ﬁshery
subdivisions.
Our results show that the cod reproductive volume
has been more or less stable in the Bornholm Basin
during the period of 1993–2017 (Figure 2.5.2(a)).
There were periods of elevated cod reproductive
volume in the Baltic Sea in 2003–2004, 2006–ﬁrst
half of the 2007, 2014–ﬁrst half of the 2015 and
2016, which contribute to a small positive trend of
8.8 km3/year over the study period. Saline water
volume of the Baltic Sea, however, shows considerable
increase since the 1993 Major Baltic Inﬂow (Figure
2.5.2(a)) and due to the following inﬂows in 1997,
2003 and 2014. Cod biomass values were estimated
to be slightly higher around 2010, which might
reﬂect the period with suﬃcient conditions after 2003
(Karasiova 2011). This is in an agreement with the
highest values of cod stock size indicator (Figure
2.5.2(a)). The ICES stock size indicator is a combined
biomass index, in kg/h, of cod ≥30 cm from the Baltic
International Trawl Survey (BITS) in quarters 1 and 4
in the Baltic Sea subdivisions of 25–28 (ICES 2018).
Also, egg counts responded to Major Baltic Inﬂows
with higher values in 1994, 1997 and 2003 (Karasiova
2011). The cod reproductive volume is in minimum in
2000 and in 2011 with the values comparable to low
cod reproductive volume values at the end of the stag-
nation period in the Baltic. The saline water volume
has never dropped to a value comparable to the
value at the end of the stagnation period. The lowest
saline water volume values can be seen in the Baltic
Sea in 2002 and 2013.
There is a strong positive correlation between cod
reproductive volume and saline water volume in the
Bornholm Basin (R2 = 0.82) and the two volumes
vary less compared to the rest of the Baltic Sea
(Figure 2.5.2(a)). In the Bornholm Basin, average
saline water volume and cod reproductive volume
are 315 km3 (SD = 59 km3) and 220 km3 (SD =
80 km3), respectively. In the rest of the Baltic Sea,
the saline water volume is associated with Major Baltic
Inﬂows – the larger the inﬂow, the bigger the volume
of salty water that goes to other basins. The impact of
the inﬂow events was bigger following the inﬂows of
Figure 2.5.2. (a) Time series of saline water volumes (SWV, S > 11 g/kg) black line and cod reproductive volumes (CRV) in the Baltic
Proper (thick lines), excluding Arkona Basin; and in Bornholm Basin (thin lines); and cod stock size indicator. Dots in the red line rep-
resent the geometric mean of the biomass of ≥30 cod specimens in the previous year from the Baltic International Trawl Survey in
subdivisions 25–28. (b) Time series of cod reproductive volume (CRV, S > 11 g/kg, O2 > 2 ml/l) extending outside the Bornholm
Basin. Time series are calculated from CMEMS product reference 2.5.1 and 2.5.2.
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2003 and 2014. Similarly to salinity, increase in cod
reproductive volume reﬂects the impact of the Major
Baltic Inﬂows to the basins downstream of the Born-
holm Basin (Figure 2.5.2(a,b)). Suitable conditions
for cod reproduction persist for a shorter time period
(Figure 2.5.2(b)) than that of the saline water volume
(Figure 2.5.2(a)) which means that oxygen content
declines faster than salinity in the bottom layers of
the Baltic Sea (Raudsepp et al. 2018).
The eﬀect of the Major Baltic Inﬂows on cod repro-
duction has been studied earlier and results indicate
that the eﬀect can be small to important based on the
pre-existing hydrological conditions, which determine
how big the potential spawning area will be. The
inﬂow of 1993–1995 had a small eﬀect because the con-
ditions before did not predispose the formation of large
spawning areas, while the eﬀect of the Major Baltic
Inﬂow in 2003 was bigger (Karaseva and Zezera 2016).
We used data from ICES to compare our values with
the stock size indicator. The data ﬁts our model results
with increased cod reproductive volume having a posi-
tive eﬀect on cod reproduction success, which reﬂects
in an increase of stock size indicator ca. 4–5 years after
the Major Baltic Inﬂow. The inﬂow in 2003 resulted in
an increased stock size between 2007 and 2012 (Figure
2.5.2(a)). Eastern Baltic cod reaches maturity around
age 2–3, depending on the population density and
environmental conditions. Lack of oxygen and low sal-
inity cause stress, which negatively aﬀects cod recruit-
ment, whereas suﬃcient conditions may bring about
male cod maturation even at the age of 1.5 years (Cardi-
nale and Modin 1999; Karasiova et al. 2008). Since there
was a Major Baltic Inﬂow again in 2014, which increased
the cod reproductive volume up to 900 km3 in the Baltic
Sea (Figure 2.5.2(a)), we expect an increase of cod stock
size starting from 2018–2019.
2.6. The North Paciﬁc Gyre Oscillation
Authors: Benoît Tranchant, Isabelle Pujol, Emanuele Di
Lorenzo, Jean-François Legeais
Statement of main outcome: The North Paciﬁc Gyre
Oscillation is deﬁned as the second dominant mode of
variability of SSH anomaly and SST anomaly in the
North East Paciﬁc. This mode emerges as the leading
mode of decadal variability for surface salinity and
upper ocean nutrients, and is in a negative phase since
2014. This condition reﬂects a reduced amplitude of the
central and eastern branches of the North Paciﬁc gyre,
corresponding to a reduced coastal upwelling and thus a
lower sea surface salinity and concentration of nutrients.
Here, this indicator is inferred from a long time series of
SSH anomalies over the North East Paciﬁc (25°–62°N,
180°–250°E) and will be regularly updated.
Product used:
Ref. No. Product name and type Documentation
2.6.1 SSH anomalies
Numerical Ocean Model
Di Lorenzo et al. (2008)
2.6.2 SSS anomalies
Observations
Scripps Pier measurements
collected by the Birch
Aquarium at Scripps staﬀ
and volunteers. Data
provided by the Shore
Stations Program
sponsored at Scripps
Institution of
Oceanography by
California State Parks,
Division of Boating and
Waterways. Contact:
shorestation@ucsd.edu.
2.6.3 NCEP wind stress 1950–2004
Numerical Atmospheric Model
The NCEP/NCAR 40-Year
Reanalysis Project (Kalnay
et al. 1996)
2.6.4 Altimeter data: previous version
of SEALEVEL_GLO_PHY_L4_REP_
OBSERVATIONS_008_047 (see
below)
Remote sensing
Product User Manual
(CMEMS-SL-PUM-008-
032-051)
http://marine.copernicus.
eu/documents/PUM/
CMEMS-SL-PUM-008-032-
051.pdf
Quality Information
Document (CMEMS-SL-
QUID-008-032-051)
http://marine.copernicus.
eu/documents/QUID/
CMEMS-SL-QUID-008-032-
051.pdf
2.6.5 SEALEVEL_GLO_PHY_L4_REP_
OBSERVATIONS_008_047
Remote sensing
Product User Manual
(CMEMS-SL-PUM-008-
032-051)
http://marine.copernicus.
eu/documents/PUM/
CMEMS-SL-PUM-008-032-
051.pdf
Quality Information
Document (CMEMS-SL-
QUID-008-032-051)
http://marine.copernicus.
eu/documents/QUID/
CMEMS-SL-QUID-008-032-
051.pdf
2.6.6 SEALEVEL_GLO_PHY_L4_REP_
OBSERVATIONS_008_046
Remote sensing
Product User Manual
(CMEMS-SL-PUM-008-
032-051)
http://marine.copernicus.
eu/documents/PUM/
CMEMS-SL-PUM-008-032-
051.pdf
Quality Information
Document (CMEMS-SL-
QUID-008-032-051)
http://marine.copernicus.
eu/documents/QUID/
CMEMS-SL-QUID-008-032-
051.pdf
The Decadal North Paciﬁc Gyre Oscillation is a climate
pattern deﬁned by Di Lorenzo et al. (2008). The North
Paciﬁc Gyre Oscillation term is used because its
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ﬂuctuations reﬂect changes in the intensity of the cen-
tral and eastern branches of the North Paciﬁc gyre cir-
culations. Thus, it has been deﬁned as the 2nd
dominant mode of sea surface height variability in the
Northeast Paciﬁc (25°–62°N, 180°–250°E, see Figure
2.6.1(d,f)). The North Paciﬁc Gyre Oscillation index
has been deﬁned as the second Principal Component
of model Sea Surface Height anomaly calculated over
the period 1950–2004 (reference product 2.6.1), see
Figure 2.6.1(b). Di Lorenzo et al. (2008) suggest that
the North Paciﬁc Gyre Oscillation is the oceanic
expression of the atmospheric North Paciﬁc Oscillation
(Walker and Bliss 1932). This seems reinforced by the
recent work of Yi et al. (2018) that show consistent pat-
tern feature between the atmospheric North Paciﬁc
Oscillation and the oceanic North Paciﬁc Gyre
Oscillation.
This index measures change in the North Paciﬁc
gyres circulation and explains key physical-biological
ocean variables including temperature, salinity, sea
level, nutrients, chlorophyll-a. One example is the
coherent variation of model and observed/modelled
SSS (Sea Surface Salinity) in the Northeast Paciﬁc (Di
Lorenzo et al. 2008), see Figure 2.6.1(b). Like the
Paciﬁc decadal oscillation, the North Paciﬁc Gyre Oscil-
lation is a basin-scale feature and captures prominent
low-frequency changes in the Paciﬁc physical and bio-
logical ﬁelds. This is why the North Paciﬁc Gyre Oscil-
lation index provides a strong indicator of ﬂuctuations
in the mechanisms driving planktonic ecosystem
dynamics.
A positive North Paciﬁc Gyre Oscillation phase is a
dipole pattern with negative SSH anomaly north of 40°
N and the opposite south of 40°N. The North Paciﬁc
Gyre Oscillation index is presently in a negative phase,
associated with a positive SSH anomaly north of 40°N
and negative south of 40°N. This reﬂects a reduced
amplitude of the central and eastern branches of the
North Paciﬁc gyre, corresponding to a reduced coastal
upwelling and thus a lower sea surface salinity and con-
centration of nutrients.
The EOF’s amplitude pattern (pers. Comm. Di Lor-
enzo) has been inferred from the principal component
analysis. This regression map of the model North Paciﬁc
Gyre Oscillation index is used/projected with normalised
satellite altimeter delayed-time sea level anomalies to cal-
culate and update the NPGO index. An example is given
on Figure 2.6.2 where the NPGO index has been projected
on the last version of the reprocessed altimeter sea level
record (CMEMS reference product 2.6.5).
Figure 2.6.1. (b) Time series of La Jolla Scripps Pier SSSa (refer-
ence product 2.6.2) (blue) compared to the NPGO index (corre-
lation R = 0.51, 99% signiﬁcance), deﬁned as the second PC of
model SSHa (black). The SSSa records are detrended and a 12
months running mean is applied. (d) Regression maps of
model NPGO indices with the model SSHa. The white (black) con-
tours indicate regions of positive (negative) wind stress curl
(Ekman upwelling) as inferred from a regression of the model
PCs with the NCEP wind stress curl (reference product 2.6.3).
The % variance accounted for by each regression map is indi-
cated. (f) Regression maps of the model NPGO index with satel-
lite altimeter data gathered between 1993 and 2004 (reference
product 2.6.4). The colour range is modiﬁed to [3.5 3.5] in Figure
2(f) to properly display the map (black contours are satellite/drif-
ter-derived mean dynamic height [Niiler et al. 2003]). Credit from
Di Lorenzo et al. (2008).
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2.7. Sea level, sea surface temperature and SWH
extreme percentiles: combined analysis from
model results and in situ observations
Authors:EnriqueÁlvarezFanjul,ÁlvarodePascualCollar,
Begoña Pérez Gómez, Marta De Alfonso, Marcos García
Sotillo, Joanna Staneva, Emanuela Clementi, Alessandro
Grandi, Anna Zacharioudaki, Gerasimos Korres, Michalis
Ravdas, Richard Renshaw, Jonathan Tinker, Urmas Raud-
sepp, Priidik Lagemaa, Ilja Maljutenko, Gerhard Geyer,
Malte Müller, Veli Çağlar Yumruktepe
Statement of main outcome: This section explores the
temporal and spatial variability of the extremes of sea
level, waves and sea surface temperature over European
seas and the Arctic region. The analysis combines infor-
mation from both in-situ observations and model data
available through CMEMS, demonstrating the potential
of the service and the beneﬁts of merging observational
and modelled products. The main outcomes of this joint
analysis of anomalies in 2017 relative to long-term average
conditions include: (i) sea level extremes variability was
near average in all coastal areas of Europe and the Arctic
except for a few stations in the UK, west of Normandy and
the northwestern Gulf of Bothnia in the Baltic, (ii) wave
extremes were larger than usual in most of the Iberia-Bis-
cay-Ireland region (anomalies of signiﬁcant wave height
about +0.5 m) and in the western Mediterranean Sea
(+0.75 m) and lower than usual in the eastern Mediterra-
nean and near the Irish coast (−0.5 m). In the Black Sea,
the usual spatial pattern is inverted, being the largest
extremes on the eastern and central areas (up to 0.7 m).
(iii) Sea surface temperature extremes anomalies were
strongly positive in most of the Mediterranean Sea, typi-
cally by +1°C, and in the Northern Arctic regions reaching
as high as +6°C. Negative anomalies were found in the
Baltic (up to −3°C) and the North Sea (∼−1°C).
Products used:
Ref. No. Product name and type Documentation
2.7.1 INSITU_IBI_TS_REP_
OBSERVATIONS_013_040
Observations reprocessed
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-INS-
PUM-013.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-INS-
QUID-013-040.pdf
2.7.2 INSITU_NWS_TS_REP_
OBSERVATIONS_013_043
Observations reprocessed
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-INS-
PUM-013.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-INS-
QUID-013-043.pdf
2.7.3 INSITU_MED_TS_
REP_OBSERVATIONS_
013_041
Observations reprocessed
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-INS-
PUM-013.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-INS-
QUID-013-041.pdf
2.7.4 INSITU_BAL_TS_
REP_OBSERVATIONS_
013_038
Observations reprocessed
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-INS-
PUM-013.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-INS-
QUID-013-038.pdf
(Continued )
Figure 2.6.2. NPGO index monthly averages. From 1993 to 2003, the NPGO index is calculated from ref. 2.6.4, see Di Lorenzo et al.
(2008). From 2004 onward, the NPGO index has been projected on normalised satellite altimeter Delayed-Time (DT) (CMEMS reference
product 2.6.5) and Near-Real-Time (NRT) (CMEMS reference product 2.6.6).
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Continued.
Ref. No. Product name and type Documentation
2.7.5 INSITU_IBI_NRT_
OBSERVATIONS_
013_033
Observations
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-INS-
PUM-013.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-INS-
QUID-013-030-036.pdf
2.7.6 INSITU_NWS_NRT_
OBSERVATIONS_013_036
Observations
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-INS-
PUM-013.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-INS-
QUID-013-030-036.pdf
2.7.7 INSITU_MED_NRT_
OBSERVATIONS_013_035
Observations
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-INS-
PUM-013.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-INS-
QUID-013-030-036.pdf
2.7.8 INSITU_BAL_NRT_
OBSERVATIONS_013_032
Observations
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-INS-
PUM-013.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-INS-
QUID-013-030-036.pdf
2.7.9 INSITU_GLO_NRT_
OBSERVATIONS_013_030
Observations
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-INS-
PUM-013.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-INS-
QUID-013-030-036.pdf
2.7.10 IBI_REANALYSIS_
PHYS_005_002
Model reanalysis
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-IBI-
PUM-005-002.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-IBI-
QUID-005-002.pdf
2.7.11 IBI_ANALYSIS_
FORECAST_
WAV_005_005
Model analysis
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-IBI-
PUM-005-005.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-IBI-
QUID-005-005.pdf
2.7.12 IBI_ANALYSIS_
FORECAST_PHYS
_005_001
Model analysis
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-IBI-
PUM-005-001.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-IBI-
QUID-005-001.pdf
2.7.13 BLKSEA_ANALYSIS
_FORECAST_WAV_
007_003
Model analysis
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-BS-
PUM-007-003.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-BS-
QUID-007-003.pdf
2.7.14 BLKSEA_REANALYSIS_
WAV_007_006
Model reanalysis
PUM: http://marine.copernicus.eu/
documents/QUID/CMEMS-BS-
QUID-007-006.pdf
QUID: http://marine.copernicus.eu/
documents/PUM/CMEMS-BS-
PUM-007-006.pdf
2.7.15 MEDSEA_REANALYSIS_
PHYS_006_004
Model reanalysis
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-MED-
PUM-006-004.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-MED-
QUID-006-004.pdf
DOI: https://doi.org/10.25423/
medsea_reanalysis_phys_006_
004, Simoncelli et al. (2014)
(Continued )
Continued.
Ref. No. Product name and type Documentation
2.7.16 MEDSEA_HINDCAST_
WAV_006_012 (period
2006–2017)
Model hindcast
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-MED-
PUM-006-012.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-MED-
QUID-006-012.pdf
2.7.17 NORTHWESTSHELF_
ANALYSIS_FORECAST_
PHYS_004_001_b
Model analysis
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-NWS-
PUM-004-001.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-NWS-
QUID-004-001-b.pdf
2.7.18 NORTHWESTSHELF_
REANALYSIS_PHYS
_004_009
Model reanalysis
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-NWS-
PUM-004-009-011.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-NWS-
QUID-004-009-011.pdf
2.7.19 BALTICSEA_ANALYSIS
_FORECAST_PHY
_003_006
Model analysis
PUM: http://marine.copernicus.eu/
documents/QUID/CMEMS-BAL-
QUID-003-006.pdf
QUID: http://marine.copernicus.eu/
documents/PUM/CMEMS-BAL-
PUM-003-006.pdf
2.7.20 BALTICSEA_REANALYSIS
_PHY_003_011
Model reanalysis
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-BAL-
PUM-003-011.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-BAL-
QUID-003-011.pdf
2.7.21 BALTICSEA_ANALYSIS
_FORECAST_WAV_
003_010
Model analysis
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-BAL-
PUM-003-010.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-BAL-
QUID-003-010.pdf
2.7.22 IBI_REANALYSIS_
WAV_005_006
Model reanalysis
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-IBI-
PUM-005-006.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-IBI-
QUID-005-006.pdf
2.7.23 MEDSEA_ANALYSIS_
FORECAST_PHY_
006_013
Model analysis
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-MED-
PUM-006-013.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-MED-
QUID-006-013.pdf
2.7.24 MEDSEA_ANALYSIS
_FORECAST
_WAV_006_017
Model analysis
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-MED-
PUM-006-017.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-MED-
QUID-006-017.pdf
2.10.21 ARCTIC_ANALYSIS
_FORECAST_PHYS
_002_001_a
Model analysis
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-ARC-
PUM-002-ALL.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-ARC-
QUID-002-001a.pdf
2.10.22 ARCTIC_REANALYSIS
_PHYS_002_003
Model reanalysis
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-ARC-
PUM-002-ALL.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-ARC-
QUID-002-003.pdf
The ﬁrst step of the methodology employed is to com-
pute the 99th mean annual percentile for each Essential
Ocean Variables, and for both observations and models.
This is calculated as the mean of the 99th percentile from
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each year of data, from 1993 to 2016 for sea level, and
from 2000 to 2016 for waves and sea surface tempera-
ture. Once the datasets based on models and obser-
vations are obtained, results from buoys and tide
gauges are superimposed on the percentile maps gener-
ated from the model multi-year products (Figures 2.7.1–
2.7.3 – left panels). In a second step, this process is
repeated for the data of year 2017. Finally, 2017 and
mean data are subtracted, producing, for each variable,
a 2017 anomaly map (Figures 2.7.1–2.7.3 – right panels).
For in-situ data, a minimum number of years (15 for tide
gauges and 10 for buoys) with a percentage of valid
measurements larger than 70% is required for a station
to be included in the study. To avoid problems related
to changes in reference level, all sea level data was
detrended by subtracting each year the annual
mean. This does not aﬀect the main objective of the
study, to analyse how anomalous 2017 was in terms of
extremes.
For several regions the lack of data at CMEMS made
impossible the analysis of some variables, as shown in the
following sections.
Figure 2.7.1. Map of mean 99th percentile signiﬁcant wave height computed from reanalysis model data and in situ measurements
(inset circles) for the Iberian-Biscay-Ireland region (a) (product ref. 2.7.22 and 2.7.1), Mediterranean Sea (c) (product ref. 2.7.16 and 2.7.3)
and Black sea (e) (product ref. 2.7.14). Map of 99th percentile anomaly in 2017 for the Iberian-Biscay-Ireland region (b) (product ref.
2.7.11 and 2.7.5), Mediterranean Sea (b) (product ref. 2.7.24 and 2.7.7) and Black sea (f) (product ref. 2.7.13).
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2.7.1. Extremes variability in the Iberian-Biscay-
Ireland area.
Waves
Figure 2.7.1(a) shows that wave extremes vary with lati-
tude (Pontes 1998), being larger in northern seas (99th
percentile larger than 8 m). The buoys in the area
show results consistent with the model. Some exceptions
are present, corresponding to some stations that are
moored in shallow water (i.e. Gijón coastal buoy to the
north of Spain), were local eﬀects are not resolved by
the model.
The year 2017 shows positive anomalies in most of the
domain (Figure 2.7.1(b)), with values up to 1 m. In con-
trast, the anomalies are negative west of Ireland (−1 m)
and around 34°N. The map of 2017 anomalies, present-
ing bands of positive and negative values depending on
latitude, is consistent with the well-known yearly
North–South displacement of the storm tracks. These
latitudinal displacements alter the wind patterns over
the region and, therefore, the extreme waves.
In general, there is good agreement between the 2017
data from model (product ref. 2.7.11) and from obser-
vations (product ref. 2.7.5), but with some exceptions.
Oﬀ the North coast of Spain, some buoys show negative
anomalies in a region where the model shows positive
values. This is most likely linked to extreme values not
captured by the buoys due to malfunction during severe
individual storm events.
Sea Surface Temperature
Sea surface temperature mean 99th percentile in the
Iberian-Biscay-Ireland area (Figure 2.7.2(a)) is strongly
dependent on latitude, with higher values towards the
South (Locarnini et al. 2013). Also visible is the upwel-
ling signal oﬀ the African and western Iberian Peninsula
coasts, present because the maximum extreme values
Figure 2.7.2. Map of mean 99th percentile sea surface temperature computed from reanalysis model data and in situ measurements
(inset circles) for the Iberian-Biscay-Ireland region (a) (product ref. 2.7.10 and 2.7.1), North-West Shelf region (b) (product ref. 2.7.18 and
2.7.2), Mediterranean Sea (e) (product ref. 2.7.15 and 2.7.3), Baltic Sea (g) (product ref. 2.7.20 and 2.7.4) and Arctic Ocean (h) (product
ref. 2.7.26). Map of 99th percentile anomaly in 2017 for the Iberian-Biscay-Ireland region (c) (product ref. 2.7.12 and 2.7.5), North-West
Shelf region (d) (product ref. 2.7.17 and 2.7.6), Mediterranean Sea (f) (product ref. 2.7.23 and 2.7.7), Baltic Sea (g) (product ref. 2.7.19 and
2.7.8) and Arctic Ocean (h) (product ref. 2.7.25).
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occur in summer, coinciding with upwelling events
(Ambar and Días 2008)
The level of consistencywith in-situmeasurements (pro-
duct ref. 2.7.1) is excellent. This agreement is due to the
accuracy of the modelled product and because sea surface
temperature extremes occur in the summer,whenmalfunc-
tions on the buoys are rare due to mild weather conditions,
and therefore high values are usually properly captured.
Results for 2017 (Figure 2.7.2(c)) show negative
anomalies in most of the Atlantic domain, with values
around −1°C, except in a band centred at 42°N and in
the south, around the Canary Islands, where positive
values can be found (∼1°C). The African coast shows a
positive anomaly of the extremes, reﬂecting a weaker
than usual upwelling during the extreme temperature
events at the region. Positive anomalies can also be
seen in the English Channel. Buoy and model results
for 2017 extremes are in good agreement.
Sea Level
Spatial diﬀerences in the mean 99th percentile of sea
level reﬂect mainly the large diﬀerences in tidal ampli-
tude in the region (Figure 2.7.3(a)): highest sea levels
are found in the waters surrounding the British Isles
and in the English Channel, where the astronomical
tide is ampliﬁed (Pugh 2004). The mean 99th percentile
of sea level is in considerable agreement for both model
and in situ data at most of the stations.
Figure 2.7.3(b) shows positive anomalies (<0.1 m) for
year 2017 below 40°N in the Atlantic, and negative values
northwards. These anomalies agree well for both model
and tide gauge data along the Spanish coast (very small
and even negative anomalies in year 2017) and in the
Mediterranean part of the Iberian-Biscay-Ireland
domain, where sea level variability is lower (tide ampli-
tude <0.5 m). Largest positive and negative anomalies
for year 2017 (−0.3 to 0.5 m) are present around the Brit-
ish Isles and the English Channel.
In the Western coast of the British Isles the mean per-
centiles from the model are in generally good agreement
with tide gauge data. This is clear in higher resolution
plots (not shown). However, the anomalies for year 2017
reveal diﬀerences between tide gauge data (very small or
zero values) and model data (larger positive and negative
values). Diﬀerences in this overlapping region between
this model and the one used for the North-West Shelf
analysis (product ref. 2.7.17 and 2.7.18) are also evident.
This is due to diﬀerent astronomical tide propagation in
the two diﬀerent conﬁgurations of the Iberian-Biscay-Ire-
land model for the period 1993–2016 (product ref.
2.7.10) and for year 2017 (product ref. 2.7.12): bothmodels
have diﬀerent spatial resolutions (1/12° vs. 1/36° respect-
ively) and this is important formodelling the astronomical
tide in coastal regions with complex bathymetry and oro-
graphy (Shum et al. 1997; Turner et al. 2013).
2.7.2. Extremes variability in North-West Shelf
region
Sea Surface Temperature
The mean results (Figure 2.7.2(b)) show the latitudinal
dependence of 99th percentile sea surface temperature,
with values ranging from 22°C at 40°N to 9°C near Ice-
land. The shallower waters of the North Sea present war-
mer extreme values than those at equivalent latitudes in
the Atlantic.
2017 (Figure 2.7.2(d)) show positive anomalies in
north and south of the domain. There is an extensive
area of positive anomaly in the north-east region,
extending to the coast of Iceland. This warm anomaly
extends onto the North-West Shelf around north-eastern
Scotland and is possibly advected with the Fair Isle cur-
rent into the North Sea. This is also visible around north-
eastern Scotland, from Aberdeen to north of the
Orkneys, and near the Hebrides. There is a positive
anomaly extending from the English Channel into the
Southern Bight of the southern North Sea, which is
coincident in both the North-West Shelf and Iberian-
Biscay-Ireland model domains. There is a narrow band
of positive anomaly along the coast of the northern
part of the Bay of Biscay, near Nantes, although the
exact extent varies between the North-West Shelf and
Iberian-Biscay-Ireland domains. Anomaly values are
negative in the rest of the domain, especially near the
Baltic Sea and south of the Scandinavian Peninsula.
In general, model and in-situ results are very
consistent.
Sea Level
The annual mean of the 99th percentile sea level map
(product ref. 2.7.18) for the North-West Shelf reﬂects
the spatial distribution of tidal ranges (Figure 2.7.3(c)),
consistent with the M2 amplitude co-tidal chart (O’Dea
et al. 2012, 2017). Mean 99th percentiles model reanaly-
sis data (product ref. 2.7.18) are consistent (Figure 2.7.3
(c)) with the tide gauge data (product ref. 2.7.2).
The 2017 99th percentile value is very similar to that of
the reanalysis period over most of the domain, in both
pattern and amplitude (not shown) and this is reﬂected
by the anomaly map (Figure 2.7.3(d)) which has values
ranging from −10 cm to +40 cm. The largest diﬀerences
occur in the North Sea, with 2017 being up to 30 cm
higher in 2017, than in the mean. This is particularly sig-
niﬁcant when looking at the percentage diﬀerences (not
shown) as the mean tidal ranges are relatively low here
(see Figure 2.7.3(c)) – 2017 was >60% higher than in
JOURNAL OF OPERATIONAL OCEANOGRAPHY s35
Figure 2.7.3. Map of mean 99th percentile sea level computed from reanalysis model data and in situ measurements (inset circles) for
the Iberian-Biscay-Ireland region (a) (product ref. 2.7.10 and 2.7.1), North-West Shelf region (c) (product ref. 2.7.18 and 2.7.2) and Baltic
Sea (e) (product ref. 2.7.20 and 2.7.4). Map of 99th percentile anomaly in 2017 for the Iberian-Biscay-Ireland region (b) (product ref.
2.7.12, 2.7.5 and 2.7.9), North-West Shelf region (d) (product ref. 2.7.17, 2.7.6 and 2.7.9) and Baltic Sea (f) (product ref. 2.7.19 and 2.7.8).
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the reanalysis period. This appears to be a large diﬀerence
in the western English Channel, with the 2017 extreme sea
levels being less than in the reanalysis period, by ∼10 cm,
but given the large tidal range here, is ∼10% lower.
Interestingly, in the Skagerrak and Kattegat there is a
disagreement between the model and in situ anomalies
(up to 40 cm diﬀerence), with the tide gauges showing
a negative anomaly, while the model shows a positive
bias. This is likely a result of the Baltic boundary con-
ditions used in the North-West Shelf reanalysis. There
is a relatively good agreement between the model and
tide gauges anomalies around the UK.
North-West Shelf and Iberian-Biscay-Ireland model
generally a good spatial agreement. Both show the nega-
tive anomaly in the eastern English Channel, and across
the centre of the Irish Sea, with adjacent positive
anomaly in the western English Channel and Celtic
Sea, and Irish Sea. To the west of the UK there is a
large diﬀerence in the sea level anomaly, with the Iber-
ian-Biscay-Ireland showing a negative anomaly in the
central and northern North Sea. This diﬀerence could
be related, as previously discussed, to the diﬀerent Iber-
ian-Biscay-Ireland tidal solutions in reanalysis and oper-
ational products.
2.7.3. Extremes variability in the Mediterranean
region
Waves
Figure 2.7.1(c) shows that the highest values of the mean
annual 99th percentile are located where high winds and
long fetch are simultaneously present. Speciﬁcally, such
values extend from the Gulf of Lion to southwestern Sar-
dinia through the Balearic Sea. They result from north-
erly winds dominant in the western Mediterranean Sea
(Mistral or Tramontana), that are accelerated by orogra-
phy (Menendez et al. 2014) and act over a large area. In
the Ionian Sea, the northerly Mistral wind is still the
main cause of high waves whilst in the Aegean and
Levantine Seas, high waves are caused by the northerly
Bora winds, prevalent in winter, and the northerly Ete-
sian winds, prevalent in summer (Lionello et al. 2006;
Chronis et al. 2011; Menendez et al. 2014).
During the year 2017 (Figure 2.7.1(d)), the positive
anomalies in the west (up to 1.25 m) and central-west
Mediterranean and the negative anomalies in the east
(up to −0.75 m) are in turn indicative of stronger than
usual winds in the former case and weaker than usual
in the latter. Model data and in-situ data show consistent
results.
Sea Surface Temperature
The mean annual 99th percentile (Figure 2.7.2(e)) in the
period 1993–2016 presents lower values in the Alborán
Sea, linked to the inﬂow of cold Atlantic waters through
the Gibraltar Strait, in the Gulf of Lion, caused by the
strong Mistral wind, and in the North Aegean Sea,
which also can be explained by the action of local
winds; while highest sea surface temperature values are
mainly located in the Levantine Sea, which is the warm-
est area of the Mediterranean Sea, and in the Gulf of
Gabes.
Results for the year 2017 (Figure 2.7.2(f)) are charac-
terised by very large positive anomalies in most of the
domain, with maximum value of around 1.8°C. Negative
anomalies are located in limited areas (Gulf of Lion and
Eastern Aegean Sea) with values down to −1.5°C.
2.7.4. Extremes variability in the Baltic region
Waves
The distribution of extreme signiﬁcant wave heights
during 2017 from product reference 2.7.21 corresponds
to the fetch limited wind waves generated by prevailing
westerly and south-westerly winds (Isemer et al. 2008).
The highest signiﬁcant wave heights up to 4.5 m were
in the southeastern Baltic Proper remaining over 4 m
until the entrance of the Gulf of Finland. In the Gulf of
Finland wave growth is limited by the narrowness of
the gulf (Tuomi et al. 2011) and therefore percentiles
remain in range of 2–3 m. In the northern Baltic extreme
signiﬁcant wave heights reach up to 4 and 3.5 m in Both-
nian Sea and Bothnian Bay respectively.
It is worth to mention, nevertheless, that results from
the wave ﬁeld for the year 2017 (not shown) are in good
agreement with the data from the two buoys available at
the region.
There is no multi-year CMEMS wave product avail-
able for the Baltic at this moment. Therefore the 2017
anomaly values can’t be computed. However, the diﬀer-
ences were evaluated using published results of extreme
wave heights from long-term wave ﬁeld simulations
(Björkqvist et al. 2017). The wave conditions in the Both-
nian Bay were more severe in 2017 exceeding long-term
percentiles by approximately 0.50 m. In the rest of the
Baltic the 2017 signiﬁcant wave height extremes
remained within the range of ±0.25 m to the reported
long-term percentiles by Björkqvist et al. (2017). In the
calculation of wave statistics for 99th percentiles Björkq-
vist et al. (2017) excluded wave data from the calcu-
lations during ice covered period, while in CMEMS
zero signiﬁcant wave height values were used.
Sea Surface Temperature
Mean sea surface temperature extremes (product refer-
ence 2.7.20) show latitudinal gradient with temperatures
in range of 20–22°C in the southern and 17–19°C in the
northern part (Figure 2.7.2(g)). Lower sea surface
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temperature values along the western coast of the Baltic
Sea represent the most frequent upwelling areas (Myr-
berg and Andrejev 2003; Lehmann et al. 2008, 2012) in
response to the prevailing winds from the southwest (Ise-
mer et al. 2008). In the Gulf of Finland, low temperature
is obvious along both the northern and the southern
coasts. These low value regions are due to coastal upwel-
ling during diﬀerent periods. The upwelling area along
the northern coast is more extensive than along the
southern coast, but the sea surface temperature values
are slightly higher. The western part of the southern
coast of the Gulf of Finland is described with lower sea
surface temperature and wider oﬀshore extent of the
upwelling zone. The upwelling in the area is caused by
strong wind events from the northeast. This peculiarity
arises from shallower thermocline position and steeper
slope on the southern coast of the Gulf of Finland
(Kikas and Lips 2016). The eastern part of the southern
Gulf of Finland is less aﬀected by the upwellings, as there
the sea surface temperature does not distinguish from
the open sea area. Only long-lasting winds from the
east or sequence of the storm from the east can cause
intensive upwelling and drop of the sea surface tempera-
ture there (Suursaar and Aps 2007; Väli et al. 2011).
2017 presents a very clear negative anomaly over the
whole domain (Figure 2.7.2(i)), both at the measuring
stations (product ref. 2.7.8) and in the model data (pro-
duct ref. 2.7.19). Sea surface temperature extremes show
diﬀerences of −2 to −3°C from the mean. There are clear
signals of upwelling events along the northern and east-
ern coasts of the Baltic Proper as well as on the northern
coast of the Gulf of Finland. This corresponds to typical
upwelling pattern with prevailing south-westerly winds.
Especially distinctive is the upwelling zone extending
along the northern coast of the Gulf of Finland, which
is clearly visible on maps of sea surface temperature
extremes for 2017 (not shown). There was no major
upwellings on the southern coast of the Gulf of Finland,
therefore the anomaly shows higher temperatures there
compared to oﬀshore/background diﬀerences.
Sea Level
Mean sea level 99th percentiles range from approxi-
mately 0.4–0.8 m (Figure 2.7.3(e)) in the Baltic (product
reference 2.7.20). The extremes in the Baltic Sea are
mainly caused by wind setup ampliﬁed by the seiches
and remotely generated long waves (Hünicke et al.
2015). The extremes are underestimated by about
0.1 m in the model. The discrepancy increases towards
the southern Baltic Sea, being largest in the Danish
Sounds. This could be attributed to the possible mis-
match between model and measurements in the tran-
sition zone between the North Sea and the Baltic Sea.
The sea level extremes are slightly lower in the open
part of the sea compared to the coastal areas, aﬀected
by the wind setup.
The anomaly of the sea level extremes in 2017 (Figure
2.7.3(f)) is in the range of ±0.15 m and −0.15–0.05 m in
the model (product reference 2.7.19) and in the measure-
ments (product ref. 2.7.8), respectively, which are not
signiﬁcant diﬀerences from the long-term mean
extremes. Within this small range of variation, the
model and measurements tend to agree in the Gulf of
Bothnia and in the Gulf of Finland. The most notable
diﬀerences are for the southern part of the Baltic Proper,
where model results/measurements show higher/lower
sea level extremes than the long-term mean. At the
local scale, the model shows high sea level around the
Archipelago Sea, but the measurements have lower
extremes there. Obviously, local positive sea level
anomalies there are a model artefact, as measurements
show continuous increase in sea level anomaly from
the Gulf of Finland through the Archipelago Sea to the
Bothnian Sea.
2.7.5. Extremes variability in the Black Sea region
Waves
Since there are no available wave observations in this
region matching the requirements of this study, the
analysis for this domain is based on model data only.
Figure 2.7.1(e) shows a well-known pattern demonstrat-
ing that the highest values of the mean annual 99th per-
centile are in the areas where high winds and long fetch
are simultaneously present (from multi-year wave pro-
duct ref. 2.7.14). The mean extreme values in the region
tend to be largest in the western Black Sea, with values as
high as 3.5 m. Values in the eastern part of the basin are
around 2.5 m (Behrens et al. 2019).
In 2017 (product reference 2.7.13), the highest values
of the 99th percentile are in the central part of the basin
(between 34 and 36 deg. E, not shown). In consequence,
the anomaly values for 2017 show a strong longitudinal
dependency, with negative anomalies in the western
part of the Black Sea (up to 0.5 m) and positive ones in
the central and eastern Black Sea (up to 0.7 m,
Figure 2.7.1(f)). Results from wave ﬁelds for 2017 are
in good agreement with satellite data (Jason-3 and Senti-
nel-3a) as well as with the Varna wave-buoy, showing
values of mean SWH up to 1.8 m in the centre of the
Black Sea. (Quality Information Document of 2.7.13
product).
2.7.6. Extremes variability in the Arctic region
Sea Surface Temperature
The distribution of the mean annual 99th percentile of
sea surface temperature (Figure 2.7.2(h)) reﬂects the
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dominant currents of the region. The warmest waters
with the subarctic (10–20°C) occur within the region of
the northern European continental shelf and the North
Atlantic Current, as well as within its extension through
the Nordic Seas (Wekerle et al. 2017) and into the
Barents Sea (Skagseth 2008). Relatively warmer (5–10°
C) waters also extend northward to the west of Svalbard
(Seidov et al. 2015) carried by the western branch of the
Norwegian Atlantic Current. The Bering Strait connects
the Arctic to the Paciﬁc and exhibits relatively warm sur-
face waters (>5°C) which extend into the Chukchi Sea
(Seidov et al. 2015). Cold Polar Surface Water (Rudels
2015) which exists throughout the Arctic basin extends
southwards through the Canadian Arctic Archipelago
and along the east coast of Greenland, due to presence
of the Greenland boundary current.
Anomalies of SST within the Arctic region and its
extended domain during 2017 show a complex regional
pattern of positive and negative anomalies. Negative
anomalies are found throughout the northern Atlantic
and much of the Canadian archipelago and the Laptev
Sea. Positive anomalies of up to 6°C are found in the
East Siberian Sea, the Beaufort Sea and the coastal
regions of the Kara Sea. Positive anomalies of up to 3°
C are seen throughout the Greenland Sea and in the
northern Barents Sea. Positive anomalies of up to 4°C
occur in the Chukchi Sea and in Hudson Bay.
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Chapter 3: Case studies
3.1. The use of Copernicus Marine Service products
to describe the State of the Tropical Western
Paciﬁc Ocean around the Islands: a case study
Authors: Elisabeth Holland, Karina von Schuckmann,
Maeva Monier, Jean-François Legeais, Silvia Prado,
Shubha Sathyendranath, Cecile Dupouy
Statement of main outcome: The Western Tropical
Paciﬁc Ocean remains one of the last frontiers for scien-
tiﬁc research. This area of the ocean is exposed to strong
variations at inter-annual to decadal scales forced by cli-
mate modes such as the El Niño Southern Oscillation, as
well as long-term changes driven by global warming.
These Paciﬁc Island States lie in the main route of devas-
tating storms and this area of the ocean lacks ocean
observations. We have created a Copernicus Marine
Atlas for the Paciﬁc Ocean States, that delivers ocean
data to address the needs of decision-makers and to
meet climate directives. It responds directly to Fiji’s
requests at the 2017 United Nations Oceans Conference
for the Sustainable Development Goal (SDG)14 (for life
below water) and in the 2017 COP23 conference for
SDG13 (on climate action). The Copernicus Marine
Atlas for the Paciﬁc Islands States shows sustained and
drastic ocean warming, sea level rise, and a decrease in
the base of the marine food chain (phytoplankton) in
this area. The Paciﬁc Big Ocean States are vulnerable
to the changing marine environment and face unprece-
dented threats to the three pillars of sustainable develop-
ment: economy, environment, and society.
Products used:
Ref. No. Product name and type Documentation
3.1.1 1.5.1 DUACS (Data Uniﬁcation
and Altimeter Combination
System) delayed-time altimeter
daily sea level products,
Altimetry
http://climate.copernicus.eu/
climate-data-store
3.1.2 GLOBAL_REANALYSIS_
PHY_001_026
Reanalysis
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-
GLO-PUM-001-026.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-
GLO-QUID-001-026.pdf
3.1.3 INSITU_GLO_TS_OA_REP_
OBSERVATIONS_013_002_b
In situ
for the year 2017:
INSITU_GLO_NRT_
OBSERVATIONS_013_030
In situ
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-
INS-PUM-013-002-a.pdf;
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-
INS-QUID-013-002a.pdf)
for the year 2016:
(Continued )
Continued.
Ref. No. Product name and type Documentation
PUM:
http://marine.copernicus.
eu/documents/PUM/
CMEMS-INS-PUM-013.pdf
QUID:
http://marine.copernicus.
eu/documents/QUID/
CMEMS-INS-QUID-013-030-
036.pdf
3.1.4 GLOBAL_REP_PHY_001_021
In situ, remote sensing
PUM:
http://marine.copernicus.
eu/documents/QUID/
CMEMS-GLO-QUID-001-021.
pdf
QUID:
http://marine.copernicus.
eu/documents/PUM/
CMEMS-GLO-PUM-001-021.
pdf
3.1.5 OCEANCOLOUR_GLO_
CHL_L3_REP_
OBSERVATIONS_009_065
Remote sensing
PUM:
http://marine.copernicus.
eu/documents/PUM/
CMEMSOC-PUM-009-ALL.
pdf
QUID:
http://cmemsresources.cls.
fr/documents/QUID/
CMEMS-OC-QUID-009-064-
065-093.pdf
Fiji served as President of the UN General Assembly in
2017, linking climate (SDG13) and ocean (SDG14) as
the foundation of blue economies for island and coastal
states around the world. The resulting United Nations
Oceans outcome statement stressed
the importance of enhancing understanding of the
health and role of our ocean and the stressors on its eco-
systems, including through assessments on the state of
the ocean, based on science and on traditional knowl-
edge systems. We also stress the need to further increase
marine scientiﬁc research to inform and support
decision-making, and to promote knowledge hubs and
networks to enhance the sharing of scientiﬁc data, best
practices and ‘know-how’. (UN 2017)
The Southern Paciﬁc Ocean remains one of the last fron-
tiers for scientiﬁc research. Few in situ monitoring sys-
tems exist to document the state of the Paciﬁc Ocean.
Indeed, accessing available ﬁsheries data is compromised
because of the competitive nature of the ﬁshing industry
(Transform Agorau, pers. comm.). The eﬀective and
growing Argo ﬂoat network, with 3907 ﬂoats in February
2019 (http://www.argo.ucsd.edu/About_Argo.html), has
truly revolutionised large-scale physical oceanography
(Riser et al. 2016). The continuing limited capability of
climate system models to adequately simulate ocean-cli-
mate coupling and dynamics, including the El Nino
Southern Oscillation, underscores the importance of
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integrating the available data sets (Bellenger et al. 2014).
The Paciﬁc Islands Meteorological Services Directors
have repeatedly emphasised the need to include ocean
forecasting and services in the suite of the WMO Global
Framework for Climate Services (SPREP 2012), and the
third Paciﬁc Meteorological Council Meeting (SPREP
2017). As president of COP23, Prime Minister Frank Bai-
nimarama has emphasised the importance of the climate
and ocean connection and the need to protect ocean
health to protect the planet: ‘We are all in the same
canoe’ (https://cop23.com.fj/ﬁjian-prime-minister-cop23-
president-remarks-assuming-presidency-cop23/). The
Copernicus Marine Service Atlas for Paciﬁc Ocean States
compiled by the author team responds directly to Fiji’s
requests at the 2017 United Nation Oceans for SDG 14,
life below water and the 2017 COP23 for SDG13, climate
action which goes beyond the Paciﬁc.
The Copernicus Marine Service Atlas for the Paciﬁc
Ocean States goes beyond the unique compilation of
CMIP3 climate model projections and data tools com-
piled by the Paciﬁc Climate Change Science Program
(PCCSP 2011, 2014). A complete overview of tropical
Paciﬁc observing network is available in the WMO pub-
lication library (GCOS 2014a, 2014b). Our study focuses
on the application of the available CMEMS products to
the Paciﬁc domain deﬁned by PCCSP.
The data sets available through the Copernicus Mar-
ine Service provide a valuable window on the under-
observed Paciﬁc Ocean and help build a foundation for
providing ocean services, including food security, essen-
tial biological variables and indicators of ocean health,
data to inform early warning systems and climate adap-
tation. To begin, we address the following key ocean
variables:
. sea surface temperature, a much-needed variable for
assessing coral reef health and bleaching and tropical
cyclone forecasting
. ocean heat content trends for the upper 700 m depth,
to monitor ocean warming and thermal volume
changes contributing to sea level rise; to track changes
in stratiﬁcation, ocean currents, as well as marine eco-
systems and human livelihoods. Moreover, this indi-
cator is linked to the ocean’s role as a major heat
source for the global atmospheric circulation and
has important implications for regional and global cli-
mates, including severe events.
. sea level trends from 1993 to 2017 to better inform cli-
mate adaptation and coastal planning. Sea level trend
values in the entire Paciﬁc Islands domain (Box 3)
range between −0.5 mm y−1 and +7.2 mm y−1, illus-
trating the non-uniformity of the sea level rise in
this region.
. near-surface chlorophyll concentrations – as linked to
phytoplankton populations – to assess ocean pro-
ductivity and health as their changes can imply
major impacts on ecosystem processes and biogeo-
chemical cycling, which in turn can have signiﬁcant
implications for economy productivity and food
availability.
To develop the Paciﬁc case study, the domain was
deﬁned to encompass the 15 P-ACP (African, Caribbean
and Paciﬁc) countries deﬁned by the EU Cotonou agree-
ment and served by the EU’s ACP secretariat (http://
www.acp.int/) including: Cook Islands, Federated States
of Micronesia, Fiji, Kiribati, Nauru, Niue, Palau, PNG,
RMI, Samoa, Solomon Islands, Timor-Leste, Tonga,
Tuvalu, and Vanuatu. The domain corresponded to
that used for the Paciﬁc Islands in the Paciﬁc Climate
Changes Science Program (Australia Bureau of Meteor-
ology and CSIRO 2011). To explore the dynamics inside
and outside the Western Paciﬁc Warm Pool, the domain
was further subdivided.
Global mean sea surface temperature, upper ocean
heat content and mean sea level all show pronounced
increasing trends over the last decades and with strong
evidence that the positive trend is related to the
increase in greenhouse gas concentration (Rhein
et al. 2013). Nevertheless, the global surface and sub-
surface warming and global mean sea level rise is not
spatially uniform (Meyssignac et al. 2016). Long-term
warming of the western Paciﬁc is a well-documented
consensus in literature (Cane et al. 1997; Cravatte
et al. 2009; Deser et al. 2010). Accordingly, the Coper-
nicus Marine Service Atlas for the Paciﬁc Islands area
shows a signiﬁcant surface and subsurface warming
trend and sea level rise (Figures 3.1.1 and 3.1.2) at
values close to and even exceeding the global mean
warming and sea level rise rates (see Table 3.1.1, see
also Chapter 1). The Western Paciﬁc Islands area
shows strong variability over various time scales (Mer-
riﬁeld et al. 2012; Han et al. 2014 Sun et al. 2017;). At
inter-annual time scales, western tropical Paciﬁc sur-
face and subsurface temperatures, and sea level vary
in synchrony with the modes of the El Niño Southern
Oscillation (Figure 3.1.2; e.g. Wang et al. 1999; Ablain
et al. 2017). The near-surface layers warm in the east-
ernmost Box 2 during the 1997/1998 and 2015/2017 El
Niño phase (shown in red) and cool during the 1998–
2000, 2007/2008 and 2010/2011 La Niña phase (shown
in blue, Figure 3.1.2(a)). Moreover, year-to-year
changes for western tropical Paciﬁc sea level are ther-
mosteric driven: sea level rises as ocean temperatures
rise (Figure 3.1.2(b,c)).
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Figure 3.1.1. Regional trends of (a) sea surface temperature and (b) upper ocean (0–700 m) ocean heat content over the period 1993–
2017 for the western tropical Paciﬁc. The results are derived from a multiproduct approach (ensemble mean of product 3.1.2–3.1.4).
Black dots indicate areas where the noise exceeds two times the signal. (c) Regional sea level trend (in mm y−1) for the western tropical
Paciﬁc over the period January 1993–May 2017 (note to reviewer: will be up-dated until December 2017) as derived from re-processed
satellite altimetry data (product reference 3.1.1). No Glacial Isostatic Adjustment correction is applied on the altimeter data. (d) Map of
regional chlorophyll trend (September 1997–December 2017) in the western tropical Paciﬁc as observed by remote sensing. Only stat-
istically signiﬁcant (p < .05) trends are shown, and are based on the CMEMS product 3.1.5. See Table 3.1.1 for the deﬁnition of the
dataset, and access to related documentation. Regions for analysis are indicated in (a), i.e. Western Paciﬁc Islands (blue, Box 1; 130°
E–165°E; 10°S to 10°N to encompass the Western Paciﬁc Warm Pool); Central Paciﬁc Islands (yellow, Box 2: 165°E–150°W; 10°S to
10°N); and Entire Paciﬁc Islands domain (green, Box 3 is consistent with domain used for the Paciﬁc Climate Change Science Program).
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We introduce chlorophyll concentration (Figure 3.1.1
(d) and Figure 3.1.2(d)) to provide a measure of the
amount of phytoplankton present with its corresponding
marine productivity on which the entire marine
ecosystem depends, directly or indirectly. Ocean chloro-
phyll could be used by decision-makers to assess the
health and productivity of natural resources and marine
life that depend on phytoplankton. Reduced chlorophyll
Figure 3.1.2. Averaged time series over the full area (green line, Box 3, full map area of Figure 3.1.1(a)), and the western (dark blue line,
Box 1) and eastern (yellow line, Box 2) tropical Paciﬁc Ocean for (a) sea surface temperature, (b) ocean heat content, (c) sea level and (d)
Chlorophyll-a. The seasonal cycle had been removed from all time series (1993–2014 for (a)–(c), 1997–2014 for (d)). Details on box areas
and data use is given in the caption of Figure 3.1.1. The Multivariate El Niño Southern Oscillation Index is used to describe the ENSO
phase with the El Niño phase shown as red (positive) shaded areas and La Niña shown as blue (negative) shaded areas (Wolter and
Timlin 2011, downloaded: https://www.esrl.noaa.gov/psd/enso/mei/).
Table 3.1.1. Trend values and their uncertainties (90% conﬁdence interval) of area mean Sea Surface Temperature (SST) and Ocean
Heat Content (OHC) over the period 1993–2017 (ensemble approach from products 3.1.2–3.1.4), Sea Level over the period January
1993 to December 2017 (product ref. 3.5.1) and Chlorophyll concentration over the period September 1997–December 2017
(product ref. 3.5.5). Areas for Boxes 1 and 2 are given in Figure 3.1.1(a), and full domain covers the western tropical Paciﬁc as
shown in the maps of Figure 3.1.1. Note that the uncertainties related to the sea level internal variability are not included in the
sea level trend uncertainties.
Variable
Western Paciﬁc Islands
Box 1
1993–2017 trend
Central Paciﬁc Islands
Box 2
1993–2017 trend
Entire Paciﬁc Islands domain
Box 3
1993–2017 trend
SST
°C y−1
+0.02 ± 0.01 +0.01 ± 0.02 +0.02 ± 0.01
OHC (0–700 m)
W m−2
+1.9 ± 1.5 +0.8 ± 0.7 +1.2 ± 0.7
Sea level
mm y−1
+4.8 ± 2.5 +2.8 ± 2.5 +3.5 ± 2.5
Chlorophyll
% y−1
-0.4 ± 0.02 −0.7 ± 0.001 −0.4 ± 0.001
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concentration and associated decrease in primary pro-
duction may negatively impact ﬁsh and marine life,
important for food security and economic health of the
Paciﬁc Islands countries that dependent on ﬁsheries.
Signiﬁcant trends, both positive and negative, have
been reported on a regional basis, for both chlorophyll
concentration and primary production (Mélin et al.
2017; Racault et al. 2017), and some of the most pro-
nounced trends have been reported for the eastern and
western Paciﬁc region. In the western Paciﬁc area
(Box 1 of Figure 3.1.2(d), blue line), large variations
from year-to-year characterise the chlorophyll concen-
trations, highlighting the need for regular monitoring
services. River run oﬀ coincident with ITCZ and SPCZ
dynamics in the equatorial coastal areas like that of
northern Papua New Guinea explains the greater high-
frequency variability than open ocean regions. In the
central Paciﬁc (Box 2 of Figure 3.1.2(d), yellow line), a
reduction of chlorophyll concentration since the year
1997 is recorded at a rate of ∼−0.7%/year which is either
linked to decadal or longer variability (as observed in the
northern Paciﬁc e.g. Sun et al. 2017) or the impact of cli-
mate change. Chla is strikingly well correlated with the
Central Paciﬁc El Niño signal with high Chla associated
with the negative (La Niña) phase of ENSO as seen in
1998, 1999, 2007 and 2010, and a lower Chla associated
with the positive (El Niño) phase of ENSO as seen in
2015. For the entire Paciﬁc Islands (green line, Box 3,
Figure 3.1.2(d)), Chla mimics that of the western
Paciﬁc (blue line, Box 1) with a lower amplitude due to
the weaker correlation with Central Paciﬁc ENSO events
(yellow line, Box 2). In the Fijian Archipelago, with the
inverse, Chla concentration is increasing between 0%
and 2% per year (Figure 3.1.1(c)), indicating a high posi-
tive response of phytoplankton, or/and a shift in phyto-
plankton composition (Dupouy et al. 2018).
Given that time series from remote sensing used here
is only 18 years long, and the dominant signature is dec-
adal scale variability (Gregg et al. 2017), this time series is
admittedly too short to disentangle the eﬀect of inter-
annual variability and longer-term climate change.
Nevertheless, this series demonstrates (1) the correlation
between Chla and ITCZ in the western Paciﬁc due to
coastal areas in large Paciﬁc Islands in the Western
Paciﬁc (Box 1), (2) the strong correlation between Chla
and La Niña phase due to the equatorial upwelling
enrichment in the Central Paciﬁc (Box 2) and (3) less
correlation for the entire region due to smoothing of
the ENSO or ITCZ eﬀects as demonstrated by the
reduced variability (Box 3). The variability around the
long-term trend appears visually to be inversely related
to the MEI (Figure 3.1.2(d), yellow line).
The State of the Paciﬁc Ocean case study is a demon-
stration of how Copernicus Marine Service products
might be used to inform decision-making in a region
that regards itself as data poor, especially for ongoing
monitoring of biological variables. The perception of
data poverty results from limited capacity to access, dis-
play and analyse data (Holland 2018). The Copernicus
Marine Services State of Paciﬁc Ocean challenges those
perceptions of data poverty by demonstrating the rich-
ness of the data available to inform decision-making in
the Paciﬁc Islands.
Our hope is that the State of the Paciﬁc Ocean atlas
serves as a springboard to begin stakeholder engagement
and dialogue on how to use the available data to inform
decision-making. In the 2018 Paciﬁc Island Forum Lea-
ders meeting, the Paciﬁc leaders of the 16 Forum member
countries prioritised climate change and blue economies.
Optimising utilisation of the available data requires
further dialogue at the science policy interface to generate
the robust products required to inform decision-making.
The Paciﬁc Islands Forum Marine Sector Working
Group (MSWG) has prioritised the need to document
data available for the Paciﬁc Islands domain. A ﬁrst
step will be to show the products to the MSWG and
other stakeholders to engage them in collaborative dis-
cussions about how the data might be used. The long-
term goal is to produce data products that would inform
decision-making for the blue economies of the Paciﬁc.
The data is available to inform decision-making on an
annual basis through the World Ocean Atlas, and
could become useful on more reﬁned time scales, quar-
terly to weekly to inform climate and ocean outlooks.
One step might be to transform the data products pro-
vided here into real time data available to the Forum
Fisheries agency, Honiara, Solomon Islands for display
in their ﬁsheries monitoring facility. Another step for
the MSWG would be developing real time data displays
that provide the more than 20 years of context for phys-
ical ocean monitoring (GCOS 184)
Future needs for the Copernicus data include reﬁning
the approach to ﬁner time scales with the eventual goal of
providing real time data and information services and
short-term two-week forecasts. The data products are
available through CMEMS, but (i) regionalisation (e.g.
downscaling) and (ii) cross-validation between products
(e.g. link the consolidated products with the non-conso-
lidated ones) are required. The data products shown are
subset of the data available for the Paciﬁc Islands to
launch the much-needed dialogue with the key stake-
holders and champions. With the successful launch of
this Paciﬁc Ocean Atlas, other ideas and innovations
will emerge for research products and applications.
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The Copernicus Marine Services State of Paciﬁc Ocean
analysis of available data demonstrates that the ocean sur-
rounding the Paciﬁc Islands is warmer, has higher heat
content, with sea level rising at rates higher than the global
mean and a decline in chlorophyll content.
3.2. Review of the use of ocean data in European
ﬁshery management and monitoring applications
Authors: Mark R. Payne, Patrick Lehodey
Statement of main outcome: Operational oceanographic
data is potentially of great value for use in the monitoring
and management of marine living resources due to the
close coupling between the physiology of marine organ-
isms and their environment. However, while oceano-
graphic data is invaluable in understanding the
processes governing the dynamics and behaviour of
these organisms from a historical perspective, it has gen-
erally not been used in the day-to-day management of
ﬁsheries resources. We discuss the reasons for this situ-
ation and highlight emerging results, such as dynamic
ocean management and marine ecological forecasting,
that are starting to reverse this tendency. Finally, we dis-
cuss what can potentially be done to improve the uptake
of this information.
Ref.
No. Product name and type Documentation
3.2.1 SST_GLO_SST_L4_NRT_
OBSERVATIONS_010_001
SST_GLO_SST_L4_REP_
OBSERVATIONS_010_011
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-OSI-
PUM-010-001.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-OSI-
QUID-010-001.pdf
3.2.2 GLOBAL_ANALYSIS_FORECAST_
PHY_001_024_MONTHLY
Model
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-GLO-
PUM-001-024.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-GLO-
QUID-001-024.pdf
Marine organisms are coupled to their physical environ-
ment in a way that, as terrestrial mammals, is hard for us
to comprehend. Most marine organisms are ectotherms
(‘cold blooded’), meaning that their body is at the same
temperature as the surrounding environment: as a conse-
quence, their metabolisms, and therefore their food
requirements, growth rates, reproductive development
and activity rates are all directly modulated by the temp-
erature of their surroundings (Pörtner 2002). In
addition, the concentration of dissolved oxygen at the
surface is strongly temperature-dependent (higher temp-
erature waters contain less oxygen) while below the sur-
face the consumption of oxygen by other organisms can
lead to areas of critical oxygen depletion (Breitburg et al.
2018). Salinity can play an important role in limiting the
ﬁtness and distribution of organisms, particularly in and
around regions of transition between fresher and saltier
waters e.g. from the high salinity North Sea (surface sal-
inity of approximately 33–35) to the low salinity Baltic
Sea (surface salinity 2–15) (Pecuchet et al. 2016). Vari-
ations in seawater pH and its resulting impacts on car-
bonate concentration have also been shown to aﬀect
both shell-forming organisms (e.g. coccolithophores,
shellﬁsh) and higher organisms (e.g. ﬁsh) (Dupont and
Pörtner 2013).
This tight linkage between the physical environment
and marine organisms has long been recognised within
both the science and management of living marine
resources. Oceanographic data therefore can potentially
play an important role in informing these activities (Tom-
masi et al. 2017). Herewe reviewhowoperational oceano-
graphic products are currently used in these ﬁelds, with a
particular focus on the CMEMS product catalogue. We
focus on three diﬀerent applications of this information,
according to the timescale in question, i.e. understanding
the historical perspective, evaluating the current state of
the system and looking towards the future. Finally, we
examine potential future directions and how collabor-
ation between these two ﬁelds can best be fostered.
Firstly, historical oceanographic data play a key role in
developing our scientiﬁc understanding of marine organ-
isms and ecosystems: indeed, an entire sub-discipline of
oceanography (‘ﬁsheries oceanography’) has evolved at
the interface of ﬁsheries science and physical/chemical/
biological oceanography that focuses on resolving these
questions. One of the most prominent applications of
such historical data is in cataloguing and understanding
changes in the context of climate change and climate
variability: a review performed in the lead up to the last
IPCC report (AR5) identiﬁed 1700 such examples of
observed responses to climate change in marine systems,
including around 800 in European waters (Poloczanska
et al. 2013). Large-scale indices have been used to link cli-
mate variability to ecological consequences in the ocean,
including the North Atlantic Oscillation, the Atlantic
Multidecadal Oscillation (Nye et al. 2014), the North
Atlantic Subpolar Gyre intensity (Hátún et al. 2009),
the El Niño Southern Oscillation (Chavez et al. 2002)
or the Indian Ocean Dipole (Saji et al. 1999). The oceano-
graphic data sets underlying these studies are diverse in
nature and often reﬂect what is available to the authors,
rather than being selected from either the global market-
place or from a systematic catalogue such as the CMEMS
portal. In particular, the most impactful and important
results are those that are based on long time series of
both biological and physical observations (e.g. Boyce
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et al. 2010). Nevertheless, the satellite record is now start-
ing to be of suﬃcient length to drive analyses on its own
to, for example, link temperature to changes in ﬁsh dis-
tributions (e.g. MacKenzie et al. 2014) (Figure 3.2.1) or
to study changes in lower trophic levels based on ocean
colour (Racault et al. 2012).
Historical environmental data are also key inputs to
develop empirical statistical (correlative) models with
direct applications for marine management and conser-
vation. Amongst the most common of these are the so-
called species distributions models (also known as
environmental niche models or bioclimatic envelope
models) that link the distribution of a target species to
environmental variables such as temperature, salinity,
bathymetry, chlorophyll and primary productivity (e.g.
Brunel et al. 2018, Raudsepp et al. 2019: Section 2.5 of
this report). Other biological responses are also com-
monly correlated with environmental variables, in par-
ticular recruitment (the number of juveniles produced
by a ﬁsh stock each year), growth and phenology (the
timing of key biological events). Despite the limitations
associated with correlative approaches these models
have been used in two ways. Firstly, they help to under-
stand the processes that are controlling the response of
interest. Secondly they can be used to both project
changes into the future under climate change e.g.
Bruge et al. (2016), and, more recently, to drive near-
term predictions (e.g. Figure 3.2.2). In all cases, long
time series of synoptic oceanographic data, matching at
least the temporal range of the biological observations,
are critical to developing this work, and their lack can
often represent a bottleneck in the analysis.
While oceanographic data is critical to scientiﬁc
investigations of historical changes in marine popu-
lations and ecosystem, this data has seen little uptake
on the near-term timescale and in the management of
living marine resources. A review of the management
practices of around 1250 ﬁsh populations globally
(Skern-Mauritzen et al. 2016) showed that just 24 used
ecosystem drivers to inform their short-term decision-
making about setting ﬁshing quotas: of these, 15 popu-
lations (1.2%) used oceanographic variables while 10
(0.8%) used the abundances of either the species’ preda-
tors or prey. In essence, oceanographic information is
simply not used in setting quota.
This result may seem surprising to the reader, given the
prior discussion about the importance of the environment
for the dynamics of biological systems. However, it reﬂects
the current state of the art in this ﬁeld. In spite of aspira-
tions to move towards the more holistic ‘ecosystem-
approach to ﬁsheries management’ and ‘ecosystem-based
management’ (Rice 2011), the majority of ﬁsheries man-
agement systems today remain ﬁrmly rooted in the tra-
ditional single-stock paradigm that considers one
population largely in isolation from both all other species
and the environment (Skern-Mauritzen et al. 2016).
Nevertheless, many ﬁsheries are managed eﬀectively
today based on these simple approaches, supplemented
with regular monitoring of changes in the populations
and their productivity (Daan et al. 2011).
Why is this? An important factor limiting the uptake
of oceanographic data is the paucity of quantitative,
reliable and robust relationships between the environ-
ment and biological responses that can be used in a man-
agement context. This point is particularly well
illustrated by a review paper from the late 1990s, that
revisited published relationships between the environ-
ment and recruitment, to see whether they were still
being used in a management context (Myers 1998). Of
the 49 published relationships reviewed, the author
found just one that was in use 10 years later: results
that were, in his own words, ‘dismal’. While many factors
Figure 3.2.1. Using remote sensing data to understand changes in the distribution of Atlantic blueﬁn tuna (Thunnus thynnus). In August
2012 blueﬁn tuna were caught in Denmark strait (location marked by a star on both plots) for the ﬁrst time in recorded human history.
Blueﬁn tuna are generally restricted to waters warmer than 11 degrees. The plot here shows the proportion of years where August SST
> 11°C for (a) 1985–1994 and (b) 2007–2011, while the contour line shows location of the 11°C isotherm for 2012. A clear expansion in
the amount of thermally suitable habitat is seen in recent years, providing a corridor whereby tuna can access Denmark strait. From
MacKenzie et al. (2014). Reprinted by permission of John Wiley & Sons, Inc. SST Data source is ref. 3.2.1.
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contribute to this situation, the essence of the problem is
the sheer complexity of marine biological dynamics
together with a lack of appropriate data (e.g. predator
and prey ﬁelds) that means that the majority of processes
that impact recruitment are not and cannot be parame-
terised in models. This results in the phenomenon of
‘non-stationarity’, where the apparent relationships
between the environment and the biological response
appears to shift over time, leading to the abandonment
of published correlations that Myers (1998) uncovered.
While this situation may appear bleak for the provi-
ders of operational oceanographic products, it is impor-
tant to remember that there are other important uses of
this information beyond setting quota. Both the com-
mercial ﬁshing industry and recreational ﬁshers are
acutely aware of the link between physics and biology,
and have the ﬂexibility and proﬁt/enjoyment motive to
take advantage of this information: indeed, commercial
services have sprung up providing this information to
end-users for a fee (e.g. ‘Roﬀers Ocean Fishing Forecast-
ing Service’, www.roﬀs.com). Similarly, the scientiﬁc
monitoring of the abundance and distribution of marine
species also operates within a diﬀerent framework to that
of ﬁsheries management, and can and at times does take
advantage of oceanographic information to design their
surveys. Changes in ﬁsh distribution and productivity,
often associated with trends in the physical environment,
have consequences for geographically linked ﬁsheries
management plans and international quota agreements.
Furthermore, the new ﬁeld of dynamic ocean manage-
ment (Maxwell et al. 2015) places a high weight on
oceanographic data. Rather than ﬁxing marine protected
areas in time and space, this new paradigm makes them
dynamic, following the movement and distribution of
protected species. Oceanographic data is key to dynami-
cally deﬁning these habitats and regions of interest. The
ﬁrst such tools that implement this approach are now
emerging e.g. EcoCast (Hazen et al. 2018) and have
shown tremendous potential for improving the way
that the ocean is managed.
The tendency of oceanographic data getting greater
uptake away from the goal of setting ﬁsheries quota
can also be seen when looking into the future. Advances
in the ability to observe and forecast the ocean over
recent years have paved the way for the creation of mar-
ine ecological forecasts for use in the management of liv-
ing resources. A recent review of these forecast systems
globally (Payne et al. 2017) revealed around 10 oper-
ational forecast products (Figure 3.2.3). The majority
of these forecasts were of the spatial distribution of
species, while only one, for salmon on the US West
Coast, was directly related to setting quota, highlighting
again the point that there are valuable uses for oceano-
graphic observations and forecasts beyond setting
quota (Tommasi et al. 2017). A second key point from
this review was that Australia and the USA are currently
leading the world in the development of such products,
while there were no such marine ecological forecast
products available in Europe, even though European
waters, and particularly the NE Atlantic, are amongst
the most predictable waters in the world (Langehaug
et al. 2017). However, since that review the ﬁrst such
Figure 3.2.2. Forecasts of the spawning distribution of blue whiting (Micromesistius poutassou) in March 2019, issued in January 2019.
The forecast is based on a species distribution model (Miesner and Payne 2018) linking spawning distribution of this species to salinity
at 300–600 m and a range of geographical covariates. Distribution is represented here as the probability of observing blue whiting
larvae and is plotted as (a) the value and (b) the anomaly relative to the climatological probability (1960–2010). Probabilities > 0.4
can be considered as the core spawning habitat. The 1000 and 2000 m isobaths are added for reference. The EN4 data product
(Good et al. 2013) provides the basis for the historical development of the model, while the CMEMS PSY4 reanalysis provides the
most recent estimates of the state of the system (product ref. 3.2.2). The original model of Miesner and Payne (2018) has been applied
here to show the most recent estimates of spawning distribution.
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European product has come online (Payne 2018)
(Figure 3.2.2) and we can expect to see more of these
types of products develop in the future.
The ﬁnal time scale we consider is that of future cli-
matic change. Here, oceanographic and climatic data
clearly plays a critical role, as it forms the basis for future
projections. Much of the work referred to above that is
performed in a historical context can also be used to
inform projections of future change (Drinkwater et al.
2010). As the focus of such work is primarily to develop
scenarios about the impacts of climate change, rather
than trying to make speciﬁc estimates or predictions
for use in management, weak biological knowledge is
only one of a number of other sources of uncertainty
that need to be considered (Payne et al. 2016). Much
debate exists around the usefulness and reliability of
these biological projection models (e.g. Cheung et al.
2012; Brander et al. 2013) and this ﬁeld is still maturing.
In spite of the poor historical uptake of operational
data, the ﬁeld is emerging rapidly. A particularly prom-
ising example of what can be done is provided by the
recent implementation of a regional operational model
for the Indonesian Ministry of Fisheries. The system
couples ocean circulation model and primary production
derived from satellite ocean colour data with a model of
intermediate trophic levels on the top of which are simu-
lated the spatial dynamics of three exploited tuna species
(Tranchant et al. 2016; Lehodey et al. 2018). Boundary
conditions of the regional model are provided by the
CMEMS global operational model. The biological com-
ponent of the model is a complete population dynamics
model allowing monitoring of the eﬀects of environ-
mental variability on the stocks (e.g., related to the
Indian Ocean Dipole), and the estimation of the
ﬁshing impacts. The success of this application relies
on the strong multidisciplinary approach adopted cover-
ing physical and biogeochemical oceanography, numeri-
cal modelling and engineering, marine biology, ﬁsheries
oceanography and ﬁsh population dynamics modelling.
In addition, the low and mid trophic levels (zooplankton
and micro nekton) simulated from realistic ocean phy-
sics and primary production directly derived from, or
assimilating satellite data appear promising potential
key explanatory variables to develop other applications,
including recruitment indices or species habitat models.
In conclusion, the direct use of operational oceano-
graphic data in the management of living marine
resources is currently very limited. Nevertheless, oceano-
graphic data have an important role to play in the science
that currently supports management, particularly in
understanding the changes that have taken place in the
past, and in projecting the response to climate change
in the future. Furthermore, emerging ﬁelds such as
dynamic ocean management and marine ecological
Figure 3.2.3. Distribution of marine ecological forecasts products globally. (1) Return rates of salmon along US West Coast. (2) Whale-
watch – distribution and numbers of blue whales in California Current. (3) Turtlewatch – spatial areas where there is a high risk of
loggerhead turtle bycatch. (4) Distribution of southern blueﬁn tuna in the Great Australian Bight. (5) Forecasts of areas closed to
the SE Australian long-line tuna ﬁshery. (6) Distribution of California Sardine. (7) Timing of Gulf of Maine lobster landings. (8) Timing
of salmon run on the Columbia River. (9) Coral Reef Watch’s Heat Stress Outlook. Reproduced from Payne et al. (2017).
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forecasting lean heavily on oceanographic data as their
foundation. There is also a clear desire to rectify the
underutilisation of environmental information in the
management of both ﬁsheries and the entire ecosystem,
with a move towards more integrated and environmen-
tally informed management approaches. It therefore
seems reasonable to expect signiﬁcant increases in the
uptake of operational oceanographic data in the future
for use in the management of living marine resources.
Box:
What can operational oceanographers do to support
ﬁsheries management?
There is little doubt that operational oceanography
can make an important contribution to ﬁsheries man-
agement: as noted above, the relationship between
physics and biology in the ocean is well recognised.
However, there are numerous hurdles that need to
be overcome to help these two closely related ﬁelds
work together more effectively.
Perhaps the most important barriers are the simple
differences between the practitioners of the two ﬁelds.
It is easy to overlook the fact that the background, train-
ing, skill sets, tools and often themotivations and career
paths of the people working in each of these ﬁelds can
be wildly different (e.g. Berx et al. 2011). These differ-
ences in the way of working can limit both the uptake
of data and the quality of science and decision-making:
clear, effective and continued communication between
the ﬁelds is therefore essential.
Re-evaluating the way oceanographic data are pre-
sented to the rest of the science community can help
the communication. Data portals such as CMEMS
have tremendous potential to both guide and educate
end-users in making choices about the appropriate
data product for their needs, but need to take the end-
users perspective. For example, product descriptions
are often primarily oriented towards the technically lit-
erate user and can therefore be difﬁcult to penetrate for
the non-specialists. Further developments in the gui-
dance to ﬁnding and selecting the appropriate dataset
(e.g. NCAR’s Climate Data Guide (Schneider et al.
2013) could be highly beneﬁcial for many end-users.
Providing tools and products that are compatible
with the wide variety of end-users skills and require-
ments is also critical. For example, subsetting and
online processing tools that allow the users to drive
the data extraction and processing process themselves
(e.g. by deﬁning areas/polygons of interest, calculating
averages and statistics on the server side and provid-
ing outputs in a variety of formats) are particularly
useful for those not used to handling large datasets.
It is however important that these tools work well with
the current toolsets of users: while ﬁsheries scientists
work primarily in Excel and R, the current script-
based subsetting tools provided by CMEMS are
based on Python and NetCDF. Fortunately, techno-
logical developments, such as the emergence of robust
standards for metadata and web access services fol-
lowing the ‘FAIR’ principles of Findable, Accessible,
Interoperable, and Reusable data (Wilkinson et al.
2016) are helping to pave the way and ease the chal-
lenge of moving data between scientiﬁc disciplines.
Finally, and most importantly, there is a need for
greater understanding and collaboration between
the ﬁelds. Education and outreach activities, including
training courses, are critical but also need to work in
both directions, not just to increase the skill-set of
potential end-users, but also to educate operational
oceanographers in the principles of marine science
and ﬁsheries management. Co-development of new
products by oceanographers and marine biologists
working together is a particularly important and pro-
ductive approach that can help to bring the two ﬁelds
closer. Indeed, much can be learnt from the newly
developing climate services community, for example,
where co-development and co-production of climate
services helps to overcome the challenges associated
with differences between the producers of climate
data and the information needs of end-users (Bruno
Soares and Dessai 2016). In the same way, it is
hoped that a greater dialogue between operational
oceanographers and ﬁsheries scientists can lead to
improvements in the state of the marine ecosystem
and beneﬁt those that depend on the ocean, whilst
at the same time realising the tremendous potential
offered by operational oceanographic products.
3.3. Synergy between CMEMS products and newly
available data from SENTINEL
Authors: Joanna Staneva, Arno Behrens, Gerhard Gayer,
Lotﬁ Aouf
Statement of main outcome: This study explores the
synergy between the CMEMS Monitoring and Forecast-
ing Centres model products and the newly available sat-
ellite data. Working with these complementary sources
of reliable information is useful not only for validation
and assimilation purposes but also to explore in depth
both the temporal and spatial scales of variability in
European seas. The quality of the newly available Senti-
nel-3A (S3) data is assessed in comparison with data
from Jason-3 (J3) at regional scales. The general per-
formance of the wave products is very good and fairly
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similar compared to both satellite products. The assimi-
lation of these satellite data in the global Monitoring and
Forecasting Centres has indicated the skill of the system
during storms generating high waves (Aouf 2018). The
joined satellite and model analyses also demonstrates
the capabilities of CMEMS as a whole, and the potential
beneﬁts of merging observational and modelled Coper-
nicus products (Wiese et al. 2018 Behrens et al. 2019;).
Products used:
Ref.
No. Product name and type Documentation
3.3.1 WAVE_GLO_WAV_L3_
SWH_NRT_OBSERVATIONS
_014_001
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-WAV-
PUM-014-001-002.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-WAV-
QUID-014-001.pdf
3.3.2 INSITU_GLO_NRT_
OBSERVATIONS_013_030
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-INS-
PUM-013.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-INS-
QUID-013-030-036.pdf
3.3.3 GLOBAL_ANALYSIS_
FORECAST_WAV_001_027
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-GLO-
PUM-001-027.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-GLO-
QUID-001-027.pdf
3.3.4 BLKSEA_ANALYSIS_
FORECAST_WAV_007_003
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-BS-PUM-
007-003.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-BS-
QUID-007-003.pdf
3.3.1. Black Sea
The Black Sea Near Real Time (NRT) in-situ data, system-
atically maintained at regional level and quality controlled
is considered as a drawback with respect to the other
MFCs for improving data assimilation capabilities and
for enforcing the validation of the CMEMS products (Sta-
neva et al. 2015). The best way for systematic validations of
wavemodel results in such a regional area is the use of sat-
ellite data. In the frame of COPERNICUS Marine Evol-
ution System for the Black Sea that needs to provide
improved wave predictions, the third-generation spectral
wave model WAM is used. The quality of the wind and
wave data provided by the new satellite Sentinel-3A is
evaluated. The focus is brought to the regional scales
where altimeter data are of lower quality than in the
open ocean (Wiese et al. 2018; Behrens et al. 2019). Satel-
lite data of Sentinel-3A and Jason-3 are assessed in a
comparison with the WAM data. The comparison
between the radar altimeter measurements and the
model results have been done for all satellite tracks of Sen-
tinel-3A and Jason-3 that are available for the considered
two years’ period. QQ-Scatterplots for the comparisons
between model versus Jason-3 (top panels) and versus
Sentinel-3A (bottom panel) are shown on Figure 3.3.1.
On the left hand side the analysis with the new results
with the improved wave growth, on the right hand side
the old model results. The model simulations with the old
MS-MFC version (right panels of Figure 3.3.1) converges
to the satellite observations for wave heights below about
2 m, somewhat underestimates the observations for wave
heights between 2 and 4 m, and tends to overestimate Hs
for higher waves. Due to change in the parameterisation
of the wave growth in the source term for the wind input
on the quality of the wave NRT products has been
improved (left panels of Figure 3.3.1). The statistical analy-
sis of the comparisons between model results and measure-
ments shows reduced bias for the considered time period.
Especially for higher waves, the agreement between model
and altimeter data is improved signiﬁcantly for all satellites.
The wave heights in the Black Sea are usually moder-
ate and the diﬀerences between measured and computed
data are small several interesting situations of the period
between 1 December 2015 and 30 November 2017 are
discussed in Behrens et al. (2019). On the left side, it is
the descending path on 20170210 00:12:52–00:14:20
UTC that touches the area of maximum wave height
whereas the ascending path on 20170314 09:25:06–
09:26:46 UTC on the right side of Figure 3.3.2 directly
crosses the area of maximum wave height.
Additionally two examples for comparisons between
wave model data and measured data recorded by the
radar altimeter of Sentinel-3A are presented in
Figure 3.3.3. The descending satellite track on 20170216
08:25:46–08:27:07 UTC (left) crosses in that case an
area of moderate wave height up to 2 m and the corre-
sponding time series along the satellite path show a very
good agreement between measurements and model
data. The ascending track on the right in Figure 3.3.3
(20170110 19:05:58–19:06:48 UTC) passes the area of
maximumwave heights in the east with a good agreement
of the wave heights up to 2.8 m as well.
Due to the way satellite altimeter data are processed,
the data quality can deteriorate in the vicinity of coast-
lines, particularly for passes from land to ocean. To test
how much the satellite measurements over the study
area are aﬀected by this problem, the ﬂights are separated
into onshore and oﬀshore ﬂights, with onshore ﬂights
passing from the ocean to the shore and oﬀshore ﬂights
passing from the shore to the ocean and the statistics
are compared to the ones by using the all data. Additional
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analyses are performed by subsampling the track data
that are 15 km oﬀ the coast (oﬀ cost row).When compar-
ing the all data with the oﬀ-coast ones, it can be concluded
that the data quality by the signiﬁcant wave from Senti-
nel-3A height is not aﬀected by the coastline. The general
performance of WAM for the Black Sea is very good and
similar in comparisonwith S3 and J3 data; only in the bias
diﬀerences are observed for J3 is 0.017 m and for S3
0.030 m (see Table 3.3.1). When comparing the statistical
values for Sentinel-3A and Jason-3 for both onshore and
oﬀshore ﬂights, no substantial diﬀerences are found, and
the statistics are very similar (Wiese et al. 2018). There-
fore, the transition from land to water does not inﬂuence
the quality of the newly available CMEMS satellite obser-
vations over our study area.
3.3.2. Global Ocean
Satellite wave data play an important role to improve the
wave products provided by the global Monitoring
Forecasting Center (MFC) of the Copernicus Marine
Environment and Monitoring Service (CMEMS). An
upgraded level 2 processing of the Sentinel-3 Radar Alti-
meter (SRAL) has been implemented operationally by
ESA and EUMETSAT in December 2017. This has
improved signiﬁcantly the quality of signiﬁcant wave
height (Aouf 2018). The assimilation of these data in
the global CMEMS-MFC has indicated the skilfulness
of the system during storms generating high waves. The
North-Atlantic storm Carmen in early January 2018
induced a very strong winds of 140 km/h near the French
north-western coast. High waves of more than 10 m have
been recorded by the Brittany buoys during this event, as
illustrated in Figure 3.3.4. Figure 3.3.5 shows a snapshot
of diﬀerence of signiﬁcant wave heights with and without
assimilation of S3A wave data on 3 January 2018 at 0:00
UTC. This clearly reveals an impact of diﬀerence of more
than 1.2 m near the Brittany coast, which corrects the
overestimation induced by the wave model.
Figure 3.3.1. QQ-Scatterplots for the comparisons between model versus Jason-3 (top panels) and versus Sentinel-3A (bottom panel)
data for the ﬁrst quarter of 2017. On the left hand side the analysis with the new results with the improved wave growth, on the right
hand side the old model results. QQ-plot (black line), 45° reference line (blue line), least-squares best ﬁt line (red line). The colour bar
shows number of entries. Data source are Ref. 331 and 3.3.4.
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Figure 3.3.2. Left: distribution of Hs on 20170210 (00 UTC) and the ascending Jason-3 satellite track 20170210, 00:12:52–00:14:20.
Right: distribution of Hs on 20170314 (09 UTC) and the descending Jason-3 satellite track 20170314, 09:25:06–09:26:46. Data source
are Ref. 3.3.1 and 3.3.4.
Figure 3.3.3. Left: distribution of Hs on 20170216 (08 UTC) and the descending Sentinel-3A satellite track 20170216, 08:25:46–08:27:07.
Right: distribution of Hs on 20170110 (19 UTC) and the ascending Sentinel-3A satellite track 20170110, 19:05:48–19:06:48. Data source
are Ref. 3.3.1 and 3.3.4.
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The assimilation of S3A wave data corrects the misﬁt
of the wave model mostly because of uncertainties related
to the wind forcing provided by the atmospheric system.
Figure 3.3.5 illustrates the time series of signiﬁcant wave
heights during Carmen at Brittany buoy which is located
at 47.5°N and 8.7°W. The validation of the assimilation
during the Carmen storm with Brittany buoy has showed
an improvement of the normalised scatter index of sig-
niﬁcant wave height from 12.2% to 10.1%. The assimila-
tion of ﬁve altimeters including S3A enhances the impact
during storm Carmen and reduces the normalised scatter
index of signiﬁcant wave height to 9.7%. This indicates
that such performance of global CMEMS-MFC will
ensure better wave products for user applications in
many ocean basins.
3.4. Joint Monitoring Programme of the
EUtrophication of the NOrthSea with SATellite
data user case
Authors: Dimitry Van der Zande, Marieke Eleveld,
Heloise Lavigne, Francis Gohin, Silvia Pardo, Gavin Til-
stone, Anouk Blauw, Stiig Markager, Lisette Enserink
Statement of main outcome: During the second cycle of
the MSFD assessment, incomparability of monitoring
methods for chlorophyll-a (CHL) was identiﬁed as a
main issue hampering a coherent assessment of the
eutrophication state of the North Sea. Operational satel-
lite-based ocean colour products provide a solution as
they are neutral, transparent and provide cross-bound-
ary information on the CHL state of the North Sea. How-
ever, to this day, satellite-based CHL is generally not
used in oﬃcial MSFD reporting. We present the techni-
cal steps needed to generate a harmonised CHL indicator
map from publicly available CHL products and bridge
the gap between the ocean colour community and
national monitoring teams/policy makers. This harmo-
nised CHL indicator product enables the progression
from point-by-point and country-by-country analyses,
to basin-wide analysis of the eutrophication state.
Finally, we evaluate the quality of the satellite-based
CHL products by a comparison analysis with in situ
Table 3.3.1. Comparison of the data quality during the ﬁrst quarter of 2017 for all satellite data (All), outside the ﬁrst 15 km oﬀ the
coast (Non_coast), subsampling by onshore and oﬀshore ﬂights, for Sentinel-3A (S3) and Jason-3 (J3); for bias [in m], root mean square
error [in m] (RMSE), Scatter Index (SI), Correlation coeﬃcient (CORR).
All Oﬀ coast Oncoast Onshore Oﬀshore
J3 S3 J3 S3 J3 S3 J3 S3 J3 S3
RMSE 0.280 0.278 0.280 0.277 0.279 0.301 0.271 0.299 0.283 0.303
BIAS 0.017 −0.032 0.017 0.030 0.028 −0.060 0.052 −0.077 0.016 0.044
SI 0.245 0.239 0.245 0.237 0.264 0.293 0.279 0.282 0.258 0.304
CORR 0.879 0.888 0.880 0.891 0.858 0.784 0.843 0.778 0.864 0.792
Slope 1.012 0.970 1.012 0.972 1.023 0.924 1.062 0.902 1.009 0.945
RV 0.706 0.748 0.708 0.754 0.634 0.518 0.464 0.530 0.673 0.504
Figure 3.3.4. Time series of signiﬁcant wave heights at Brittany
buoy location during the storm Carmen in early January 2018.
Black, red and blue lines indicate signiﬁcant wave heights from
the buoys, the model MFWAM with and without assimilation,
respectively.
Figure 3.3.5. Diﬀerence of signiﬁcant wave height (in metres)
from the wave model MFWAM (Météo-France WAve Model)
with and without assimilation on 3 January 2018 at 0:00 UTC.
Positive and negative analysis increment stand for an overesti-
mation and underestimation of SWH of the model, respectively.
Data source is from 3.3.1.
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datasets for diﬀerent assessment areas in the Greater
North Sea.
Products used:
Ref. No. Product name and type Documentation
3.4.1 OCEANCOLOUR_ATL_
CHL_L3_REP_
OBSERVATIONS_009_067
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-OC-
PUM-009-ALL.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-OC-
QUID-009-066-067-068-069-088-
091.pdf
3.4.2 OCEANCOLOUR_
ATL_CHL_L3_REP_
OBSERVATIONS_009_098
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-OC-
PUM-009-ALL.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-OC-
QUID-009-033-037-082-098.pdf
3.4.3 OCEANCOLOUR_ATL
_OPTICS_L3_REP_
OBSERVATIONS_009_066
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-OC-
PUM-009-ALL.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-OC-
QUID-009-066-067-068-069-088-
091.pdf
3.4.4 OCEANCOLOUR_ATL
_OPTICS_L3_NRT_
OBSERVATIONS_009_034
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-OC-
PUM-009-ALL.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-OC-
QUID-009-034-036-046-047-087-
089-090-092.pdf
3.4.5 OCEANCOLOUR_BAL
_CHL_L3_REP_
OBSERVATIONS_009_080
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-OC-
PUM-009-ALL.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-OC-
QUID-009-080-097.pdf
3.4.6 OCEANCOLOUR_BAL
_CHL_L3_NRT_
OBSERVATIONS_009_049
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-OC-
PUM-009-ALL.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-OC-
QUID-009-048-049.pdf
3.4.7 OCEANCOLOUR_BAL_
OPTICS_L3_NRT_
OBSERVATIONS_009_048
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-OC-
PUM-009-ALL.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-OC-
QUID-009-048-049.pdf
3.4.8 OCEANCOLOUR_BAL
_OPTICS_L3_REP_
OBSERVATIONS_009_097
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-OC-
PUM-009-ALL.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-OC-
QUID-009-080-097.pdf
The Marine Strategy Framework Directive (MSFD) is
currently one of the most important drivers for
monitoring the coastal and oﬀshore waters in Europe
with the objective of reaching a ‘good environmental sta-
tus’ (GES) by 2020 (Gohin et al. 2008). It is a crucial legal
instrument of the European Commission to protect the
marine environment including its ecosystems and biodi-
versity. Human-induced eutrophication is one of the cri-
teria for assessing the extent to which GES is being
achieved. Eutrophication can be deﬁned as the enrich-
ment of water by nutrients causing an accelerated growth
of algae and higher forms of plant life to produce an
undesirable disturbance to the balance of organisms pre-
sent in the water and to the quality of the water con-
cerned, and therefore refers to the undesirable eﬀects
resulting from anthropogenic enrichment by nutrients
(OSPAR 2017).
The eutrophication status is established by monitor-
ing of nutrients, and CHL concentration as a proxy of
phytoplankton biomass. More speciﬁcally, the indicator
of choice is the 90-percentile of the CHL concentrations
(CHL-P90) over the phytoplankton growing season (i.e.
March–September incl.) for a period of six years
expressed in μg l−1 or mg m−³. CHL-P90 represents
the CHL level such that 90% of the observations are
equal to or less than this value. While in situ data acqui-
sition is still considered as the main monitoring tool, the
European Commission highlighted the need for greater
coherence with related EU legislations (Water Frame-
work Directive and Habitats and Birds Directive) and
for more coherent and coordinated approaches within
and between marine regions and sub-regions (European
Commission 2014). While preparing for the second cycle
of MSFD assessment, various OSPAR groups (Interses-
sional Correspondence Group on Eutrophication (ICG-
EUT) and the Hazardous Substances and Eutrophication
Committee (HASEC)) have identiﬁed incomparability of
monitoring methods for CHL as a main issue hampering
a coherent assessment of the common indicator CHL in
the Greater North Sea. Moreover, the assessment levels
for CHL, based on background concentrations, have
been determined with diﬀerent methods between mem-
ber states. This results in diﬀerent GES determinations
across national borders that cannot be explained by
diﬀerences in water quality (Figure 3.4.1). Additionally,
the budgets for marine monitoring are decreasing in
many European countries forcing them to eﬃciently
use monitoring resources.
During recent years, there has been a growing ten-
dency to use optical remote sensing as a supporting
tool to achieve the monitoring requirements because of
severe resource constraints of available ship time and
personnel and the need for a coherent assessment of
CHL between all OSPAR member states bordering the
North Sea. Satellite data of CHL combine cheaper data
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collection with a much improved geographical and tem-
poral coverage compared to traditional in situ data.
The two-year EU-project Joint Monitoring Programme
of the EUtrophication of the NOrth-Sea with SATellite
data (JMP-EUNOSAT, Feb. 2017-Feb. 2019) aims at
developing a coherent set of assessment levels and a
cost-eﬀective GES assessment for eutrophication in the
Greater North Sea. The consortium consists of 14 part-
ners1 from all countries bordering the North Sea.
Satellite data from ocean colour sensors (i.e. SeaWiFS,
MODIS, MERIS, VIIRS, Sentinel-3) can provide spatially
coherent data on CHL concentrations using CHL retrie-
val algorithms. There has been considerable success with
blue/green-ratio algorithms such as OC4 (O’Reilly et al.
1998) and OC5 (Gohin et al. 2002) in case 1 waters where
the variation of optical properties (absorption and scat-
tering) is dominated by phytoplankton and associated
material. In contrast, the optical complexity in coastal
waters often poses many challenges to the accurate
retrieval of biogeochemical parameters using satellite
remote sensing (Sathyendranath 2000; Lee 2006). CHL
retrieval by blue/green-ratio algorithms tend to fail
when applied to coastal waters whose optical properties
are strongly inﬂuenced by non-covarying concentrations
of suspended particulate matter (SPM) and coloured dis-
solved organic matter (CDOM). Such waters are deﬁned
as case 2 waters. Several constituent retrieval algorithms
for use in case 2 waters have been developed: (1) red-
edge algorithms (Gons et al. 2005) taking advantage of
the CHL absorption peak near 670 nm and (2) artiﬁcial
network approaches trained to varying parameter con-
centrations and optical property ranges speciﬁcally
developed for use with MERIS data, such as the MERIS
Ground Segment Processor (MEGS; Doerﬀer and Schil-
ler 2007) and the FUB/WeW (Schroeder et al. 2007).
The technical objective of JMP EUNOSAT is to evalu-
ate publicly accessible satellite-based CHL products
available from CMEMS, ODESA and IFREMER, and
determine their validity for diﬀerent water types, e.g.
clear, turbid or CDOM-rich waters, so that the choice
of satellite product is determined by environmental con-
ditions per (cross-border) assessment area, rather than
national boundaries of the member states.
We started from a collection of well-validated oper-
ational satellite-based CHL products for the Greater
North Sea: (1) CMEMS OC5-CI (product 3.4.1), (2)
CMEMS GSM (product 3.4.2), (3) CMEMS OC4
adapted to Baltic waters (product 3.4.5 and 3.4.6), (4)
OC4 applied to CMEMS remote sensing reﬂectance pro-
ducts (product 3.4.3 and 3.4.4) and (5) MEGS 7.5 applied
to the MERIS archive obtained from ODESA online
(http://www.odesa-info.eu/). For each of these products
it was determined for which water types, described in
terms of remote sensing reﬂectance (RRS) spectra (pro-
duct 3.4.3, 3.4.4, 3.4.7 and 3.4.8), they provided the
most accurate CHL estimations (i.e. relative error <
50%) based on a variety of reference datasets from the
CoastColour Round Robin (CCRR) project2 (Nechad
et al. 2015). These reference data sets were speciﬁcally
designed to test algorithms and assess their accuracy
for retrieving water quality parameters and comprise
5000 matchups of CHL concentrations and hyperspec-
tral RRS-spectra covering a wide range of water types
in terms of CHL, SPM and CDOM concentrations.
The RRS-spectra were used as input to the considered
CHL algorithms and their resulting CHL estimates
were compared to the reference values allowing the
development of a pixel-based quality assessment.
Figure 3.4.2(A,B) shows the application of this
approach on satellite observations for the 8th of April
2010 for the OC4 and OC5 products showing an algal
bloom in the Belgian and Dutch coastal waters.
Figure 3.4.2(C,D) shows a classiﬁcation map indicating
the water types where the OC4 and OC5 algorithms
Figure 3.4.1. Map of problem areas for eutrophication for the
North Sea region produced by the OSPAR Common Procedure
by evaluating the primary indicators (nutrient concentrations,
chlorophyll-a and dissolved oxygen) and one secondary criteria
(Phaeocystis). For the problem areas measures need to be
taken to reduce or eliminate the anthropogenic causes of eutro-
phication (OSPAR 2017).
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are applicable indicating that the OC5 algorithm can be
applied in more situations than the OC4 algorithm. The
OC4 algorithm is inaccurate in the English Channel and
southeast UK due to high SPM concentrations.
In the next phase of the JMP-EUNOSAT project, a
blending process was developed to join CHL datasets
based on best suited algorithm/water type combination,
with special attention to the transition zones between
diﬀerent water types to ensure a gradual merge. This
step enabled the progress from point-by-point and
country-by-country analyses, to basin-wide analysis
with data that covers gradients in the ecosystem system.
This enabled a deﬁnition of cross-border assessment
areas based on ecosystem characteristics. The blended
JMP-EUNOSATCHLproduct was compared to available
in situ datasets for all assessment areas (data not shown).
This regional intercomparisonwill quantify the suitability
of used standard products and blending approach for
eutrophication assessment. Figure 3.4.3 shows diﬀerent
quality-controlled CHL products (i.e. OC4, OC5,
MEGS_7.5) for the 8th of April 2010. These products
are merged on a pixel by pixel basis with a priority rule
given to OC4, then OC5 and ﬁnally MEGS 7.5 ﬁlling up
the map with the most appropriate algorithms available:
clear waters with OC4, moderately turbid waters with
OC5 and highly turbid waters with MEGS 7.5.
Intercomparison of satellite products with ship-based
observations
The quality-controlled and merged satellite-based CHL
observations are compared to in situ observations that
have been collected in national monitoring programs.
Figure 3.4.2. (A and B) CHL products generated using the OC4 and OC5 algorithms for the 8th of April 2010 showing an algal bloom in
the Belgian and Dutch coastal waters. (C and D) Water type classiﬁcation map indicating the water types where the OC4 (C) and OC5 (D)
algorithms are applicable indicating that OC5 can be applied in more situations than OC4. These products are merged on a pixel by
pixel basis with a priority rule given to OC4, then OC5 and ﬁnally MEGS 7.5 ﬁlling up the map with the most appropriate algorithms
available for diﬀerent water types (based on validation analysis, data not shown): clear waters with OC4, moderately turbid waters with
OC5 and highly turbid waters with MEGS 7.5. OC4 is inaccurate in the English Channel and South-East UK due to high concentrations of
suspended matter (SPM). Cloud cover is presented in white, i.e. no is data available. In case no clouds are present, but both OC4 and
OC5 are not applicable, the MERIS MEGS 7.5 product is used. If that product is also not suitable we have no reliable data for that speciﬁc
day. The main goal of this approach is to eliminate erroneous data from the process.
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Figure 3.4.4 shows 90-percentile map of CHL for the
growing season (March-Sept incl.) of 2003 providing a
spatial interpretation of the intensity of the algal blooms
in the North Sea. Additionally, CHL time series are pro-
vided for the national monitoring stations Stonehaven
(Scotland), Rottumerplaat 50 (The Netherlands), 330
(Belgium) and Boulogne (France) for the year 2003
showing the ability of the satellite data to capture the
temporal CHL dynamics. The in situ measured CHL
was analysed using the HPLC-method. For the time
series of satellite data, we extracted a 3 × 3 macro-
pixel and the 1 × 1 km centre pixel containing the
monitoring station location. The resulting time series
are presented in monthly bins as in situ data is mostly
collected on a monthly basis in these stations. The sat-
ellite data is presented as boxplots to demonstrate the
increased availability of satellite data compared to in
situ sampling, i.e. 20–50 observations per growing sea-
son depending on the location, cloud cover and water
conditions.
Figure 3.4.3. Blending process of diﬀerent quality-controlled CHL products on a pixel per pixel basis. The diﬀerent quality-controlled
CHL products (i.e. OC4, OC5 and MEGS_7.5) for the 8th of April 2010 are presented in the top row.
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Towards operational collaboration between North Sea
Countries
For eﬃcient monitoring of eutrophication, it is advised
to combine all available monitoring platforms, i.e. dedi-
cated monitoring surveys taking water samples, Ferry-
boxes mounted on ‘ships of opportunity’ and satellite
observations. In this way, the strengths and weaknesses
of one platform can be compensated by another in
terms of spatial and temporal resolution, sampling
depth, ability to measure diﬀerent variables, analytical
precision and costs. To enable such a combined use of
diﬀerent data sources, there is a need for a scientiﬁcally
sound procedure to feed data collected with diﬀerent
methods into one common indicator for the assessment
(e.g. CHL) describing both the state and the development
of the pelagic environment. Data distribution centres
such as CMEMS play a key role in this endeavour as
they provide validated ocean colour products as input
for the JMP-EUNOSAT processing chain. With the
Copernicus program guaranteeing a reliable source of
data to at least 2036, special eﬀorts are made to ensure
future integration of Sentinel-3/OLCI data into the pro-
cessing chain. Sentinel-3/OLCI has a similar spectral
bandset as MERIS which is useful to provide more
reliable results in turbid coastal waters. Additionally,
the full resolution data (300 m spatial resolution) will
provide more robust CHL estimates close to the coast.
3.5. Regional mean time series for the Northwest
European Shelf Seas
Authors: Jonathan Tinker, Richard Renshaw, Rosa Bar-
ciela, Richard Wood
Statement of main outcome:We have developed a set of
regional mean time series to aid Copernicus Marine
Environmental Monitoring Service (CMEMS)
Figure 3.4.4.Map of the 90th percentile of the blended and quality-controlled CHL product for the growing season (March–September
incl.) of 2003 providing a spatial interpretation of the intensity of the algal blooms in the North Sea. Additionally, a direct comparison of
CHL time series, presented as boxplots, is provided for the national monitoring stations Stonehaven (Scotland), Rottumerplaat (The
Netherlands), 330 (Belgium) and Boulogne (France) for the year 2003 showing the ability of the satellite data to capture the temporal
CHL dynamics. Black dots represent the mean monthly in-situ CHL concentration, the boxplots show the monthly satellite-based CHL
concentration with box extending from the lower to upper quartile values of the data, with a line at the median and the whiskers
showing the 10- and 90-percentiles.
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Northwest European Shelf Seas reanalysis product users
(product number 3.5.1). Consultation with end-users has
highlighted the appetite for pre-computed regional mean
time series on a number of standardised regions masks,
for variables such as Sea Surface and Near Bed Tempera-
ture (SST, NBT). We consider these regional mean time
series to describe and summarise the behaviour of the
CMEMS Northwest European Shelf Seas Reanalysis
(which is extensively evaluated). We use the CMEMS
Northwest European Shelf Seas Reanalysis evaluation
from its Quality User Information Document (http://
marine.copernicus.eu/documents/QUID/CMEMS-
NWS-QUID-004-009-011.pdf) to suggests qualitative
error bounds for the regional mean time series, of
±0.5°C and ±0.5 PSU. We also provide time series of
the regional spatial variance for users who want an esti-
mate of the distribution of values within a region.
Regional summaries are used in many monitoring and
management activities, and providing a ready-made
integrated product that will aid utilisation for a wide
range of end-users.
Products used:
Ref.
No. Product name and type Documentation
3.5.1 NORTHWESTSHELF_
REANALYSIS_PHYS_004_009
PUM:
http://marine.copernicus.eu/
documents/PUM/CMEMS-NWS-
PUM-004-009-011.pdf
QUID:
http://marine.copernicus.eu/
documents/QUID/CMEMS-NWS-
QUID-004-009-011.pdf
The Northwest European Shelf Seas face many over-
lapping pressures, and so are subject to signiﬁcant
statutory management, including the Marine Stra-
tegic Framework Directive (MSFD) and the Common
Fisheries Policy (CFP). Both of these policies require
an accurate knowledge of the current state of the sea
to aid and inform decisions. However, in situ
measurements are often underfunded and relatively
sparse on the Northwest European Shelf Seas (rela-
tive to the local Rossby radius), and so there is
scope to complement these with ocean model reana-
lyses. Reanalyses synthesise models and observations
into a statistical ‘best guess’ of the ocean state –
ocean reanalyses potentially provide more skill than
either the model or observations alone (Balmaseda
et al. 2015), with the model physics providing con-
tinuous 3-d ﬁelds, and the observations to anchor
them in reality. The model reanalyses and near real
time forecast analyses provided by the CMEMS are
therefore an ideal dataset to help inform these man-
agement processes.
Regional summary statistics are used in a wide range
of applications. Many monitoring and management pro-
cesses report on such predeﬁned standard regions. For
example, International Council for the Exploration of
the Sea (ICES) provides ﬁsheries management advice
to multiple governments and regional ﬁsheries manage-
ment organisations (according to ICES Advisory
regions) advising on multiple aspected, including
MSFD and CFP. The UK Marine Monitoring and
Assessment Strategy (UKMMAS) gathers much of its
evidence on the state of the UK waters in the Charting
Progress 2 biogeographic regions (DEFRA 2010),
which feeds into the MSFD. The UK’s Marine Climate
Change Impact Partnership reports observed and pro-
jected climate impacts on the Charting Progress 2
regions (e.g. MCCIP 2013).
Pre-computing regional means for useful regions
may simplify the use of CMEMS data for some users,
and allow for a wide range of new CMEMS users. As
part of the Horizon 2020 funded AtlantOS project,
work package 8.6 assessed user requirement for
CMEMS Northwest European Shelf Seas data within
three major European organisations, involved with
the MSFD and CFP (Barciela et al. 2019). In-depth
interviews were undertaken with scientists at the Euro-
pean Environment Agency (EEA, MSFD), ICES (CFP
and ﬁsheries management) and Cefas (the UK govern-
ment agency responsible for the UK’s MSFD and CFP
reporting). Each organisation was asked a number of
questions, including ‘How would you like the pro-
ducts/service to evolve in the future?’. Both ICES and
EEA asked for pre-computed time series of tempera-
ture, salinity and stratiﬁcation in predeﬁned regions –
speciﬁcally in regions that they were already using
(ICES Ecoregions). In response, we are therefore releas-
ing the regional mean time series as a CMEMS pro-
duct. In addition, there are many marine
organisations with less technical resource than the
EEA and ICES (and no expertise in working with
spatial data in netCDF ﬁles) that may also beneﬁt
from such a simpliﬁed product.
The choice of appropriate region masks is impor-
tant for uptake for the regional mean product. We
initially built on the Northwest European Shelf Seas
region mask of Wakelin et al. (2012). To identify
region masks important to users, we undertook infor-
mal user engagement through the UK’s Marine Cli-
mate Change Impact Partnership steering group,
which is a partnership between scientists, the UK gov-
ernment and its agencies, and non-governmental
organisations with wide engagement. For example,
over 150 scientists from more than 50 leading science
organisations contributed to the 2013 full report card
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(MCCIP 2013). These discussions supported the ICES
Ecoregions and ICES Advisory Areas (ICES 2004),
and advocated inclusion of the UK government Chart-
ing Progress 2 regions (DEFRA 2010). These region
maps are presented in Figure 3.5.1. Wakelin et al.
(2012) divided the NWS according to geographical
region and characteristics (Figure 3.5.1(b)), and into
shelf and oceanic regions (Figure 3.5.1(c)). Tinker
et al. (2015) joins some of these to create larger
regions for model evaluation (to increase the numbers
of observations within each region Figure 3.5.1(d)).
The UK government Charting Progress 2 divides the
UK sea area into eight regions, principally based on
physical and biological features such as tidal fronts
and seabed ﬂora and fauna (Figure 3.5.1(a)). The
ICES regions (Figure 3.5.1(e)) and Ecoregions
(Figure 3.5.1(f)) are based on biogeographic and
oceanographic features and existing political, social,
economic, and management divisions. With suﬃcient
user support, additional region masks may be
included in future versions of the CMEMS Northwest
European Shelf Seas reanalysis.
The regional means provide a simple overview of
the conditions within the region. For example, the
SST and SSS from the Celtic Sea and the northern
North Sea (respectively) can be plotted with no, or lit-
tle, processing as in Figure 3.5.2. Some regions may
include diﬀerent water masses (for example, coastal
water and regions of freshwater inﬂuence) which can
lead to a wide range of values within the region –
for some applications this may be important, and
should be considered when interpreting the regional
Figure 3.5.1. Sets of standardised regions used for time series: (A) the UK Charting Progress 2 (CP2) regions; (B) regions based on
Wakelin et al. (2012). The northern North Sea (blue) and Celtic Sea (red) region, which are used in Figure 3.5.2, are highlighted; (C)
regions delimiting the shelf, by combining regions in (B); (D) combined regions in (B), used in model evaluation by Tinker et al.
(2015); (E) ICES Advisory Areas (ICES 2004); and (F) ICES Ecoregions (ICES 2004).
JOURNAL OF OPERATIONAL OCEANOGRAPHY s63
Figure 3.5.2. Example regional mean time series for the Celtic Sea ((A–D); red; upper two rows) and the northern North Sea ((E–H);
blue; lower two rows) for SST ((A, C, E, G); left column) and SSS ((B, D, F, H); right column). Absolute daily mean SST/SSS (light shading)
averaged over the regions (as deﬁned in Figure 3.5.1(B), with colouring matching the region outline), with a 30-day running mean (dark
line), a 365-day running mean (grey), and a linear trend line (dotted coloured line) are presented in the ﬁrst and third rows (Celtic Sea
SST and SSS (A, B) and northern North Sea SST and SSS (E, F)). Regional mean anomalies (relative to a climatological seasonal cycle
calculated between 1992 and (end of) 2017 are presented in the second and fourth row (Celtic Sea SST and SSS (C, D) and northern
North Sea SST and SSS (G, H)).
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means. We also include the regional (spatial) variance,
which, together with the mean, gives an estimate of
the distribution of values within the region – this
may be useful for users concerned about how repre-
sentative the regional mean is.
There are only a few variables on the NWS that are
sampled with complete spatial coverage (SST being the
exception). Therefore it is diﬃcult to robustly validate
the regional mean product. For sea surface tempera-
ture, it is possible to evaluate the regional mean time
series with a spatially complete data set, such as the
(largely satellite based) OSTIA analysis (Operational
Sea-surface Temperature and sea-Ice Analysis;
Roberts-Jones et al. 2012), however, as the reanalysis
assimilates SST, this is circular. Instead, the regional
mean time series are considered descriptors of the
behaviour of the NWS reanalysis, rather than describ-
ing reality. The NWS reanalysis has been extensively
evaluated in the Quality Information Documents
(QUID), and given the data assimilation of obser-
vations, provides the statistical ‘best guess’ of the
state estimate for the Northwest European Shelf Seas
(Tinker et al. 2018). Here we use the relevant parts
of the QUID to inform the user of the scale of the
model errors and biases that will be propagate into
the regional mean time series product.
The reanalysis temperature biases are generally
smaller than ±0.5°C at all depths over the shelf. Rea-
nalysis salinity biases are generally of magnitude less
than ±0.5 PSU. In the coastal regions of the Southern
Bight of the North Sea and around the Norwegian
Trench, the reanalysis is typically too fresh, and is
typically too saline in the Irish Sea, and further
oﬀshore in the Norwegian Trench. These errors are
captured within the regional mean time series, and
so provide qualitative error bounds of ±0.5°C and
±0.5 PSU for regions on the Northwest European
Shelf Seas.
As these regional mean time series have only just
been produced they have not been available to end-
users, and so no examples of their use can be cited.
However, similar Northwest European Shelf Seas
regional mean time series and summary statistics
have been used in a number of recent studies. Tinker
et al. (2018) used regional mean time series of the pre-
vious NWS reanalysis, calculated on the Wakelin et al.
(2012) regions (Figure 3.5.1(B)) to investigate seasonal
predictability on the Northwest European Shelf. Tinker
et al. (2015, 2016) used regional mean time series cal-
culated from their Northwest European Shelf Seas cli-
mate projection to aid model evaluation, and to
summarise their ﬁndings. The CMEMS Northwest
European Shelf Seas regional mean time series product
will be released by Autumn 2019, and will include sur-
face and bed (and surface-minus-bed) temperature and
salinity, for the regional mean and its associated spatial
variance. Once the new regional mean time series
(introduced here) are released, work will continue to
help raise awareness with MCCIP partners, and other
policy users.
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3.6. Using CMEMS and the Mediterranean Marine
Protected Areas sentinel network to track ocean
warming eﬀects in coastal areas
Authors: Nathaniel Bensoussan, Emma Cebrian, Jean-
Marie Dominici, Diego Kurt Kersting, Silvija Kipson,
Zafer Kizilkaya, Oscar Ocaña, Marion Peirache, Frédéric
Zuberer, Jean-Baptiste Ledoux, Cristina Linares, Mikel
Zabala, Bruno Buongiorno Nardelli, Andrea Pisano, Joa-
quim Garrabou
Statement of main outcomes: Systematic and sus-
tained in situ sampling eﬀort is being conducted in a
growing number of Mediterranean Marine Protected
Areas to track and assess climate change eﬀects in mar-
ine coastal ecosystems. Considering the need for accu-
rate observation at large geographical scale, we
conducted joint analysis of CMEMS satellite derived
high-resolution foundation sea surface temperature
with T-MEDNet database of multi-year in situ temp-
erature acquired nearshore in Mediterranean Marine
Protected Areas. Statistical analysis of the match-up
database (multi-year, 22 sites) demonstrated the appli-
cability of the CMEMS satellite data to the nearshore
areas and further documented associated uncertainties
across temperature and variability gradients. Rapid
and accelerated warming of sea surface temperature
in the northwestern Mediterranean during the past dec-
ade is reported and compared to the 1982–2011 period
(0.047 vs. 0.029°C/year respectively). Elevated and con-
sistent warming rates were calculated at local scale
from in situ and satellite observations. Combining
CMEMS remote sensing and in situ monitoring sys-
tems, as shown in this study, is a pillar to enhance
our understanding on climate change impacts in
coastal areas.
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Products used:
Ref. No. Product name and type Documentation
3.6.1 SST_MED_SST_L4_REP_
OBSERVATIONS_010_021
Remote sensing
PUM:
http://marine.
copernicus.eu/
documents/PUM/
CMEMS-OSI-PUM-010-
021-022.pdf
QUID:
http://marine.
copernicus.eu/
documents/QUID/
CMEMS-OSI-QUID-010-
021-022.pdf
3.6.2 T-MEDNet consolidated in situ
temperature time series. www.
t-mednet.org (DOI pending)
In situ
www.t-mednet.org/T-
Database
The coastal ocean is among the most dynamic and bio-
logically diverse areas on Earth and supports a wide
range of key marine ecosystems, which are providing
goods and services to our societies. Climate change is
one of the major threats for the conservation of marine
coastal ecosystems through direct but also cumulative
eﬀects with other stressors (e.g. Coll et al. 2010; Hughes
et al. 2017). Understanding how ocean warming is aﬀect-
ing the structure and functioning of marine ecosystems is
crucial to support sound management and conservation
policies and strategies. In the Mediterranean Sea, the
occurrence of mass mortality events aﬀecting the coastal
macrobenthic biota and shifts in species distribution are
the major eﬀects of ongoing warming trend (e.g. Garra-
bou et al. 2009; Kersting et al. 2013, Bianchi et al. 2017).
However, studies considering appropriate large-spatial
and long-term scales on diﬀerent climate change indi-
cators are scarce. Representative data across biogeo-
graphic gradients are essential to enhance our capacity
to evaluate current changes and impacts as well as to
explore, through novel modelling approaches, future tra-
jectories of ecosystems under diﬀerent scenarios. Such
information is required to establish vulnerability assess-
ments and develop adaptation plans for the diﬀerent
management frameworks (from local to regional scales).
A systematic and sustained observation eﬀort of
Essential Climate and Ocean Variables (ECV/EOV),
among which sea surface temperature and subsurface
temperature, is essential to analyse changes and trends
in marine ecosystems (IPCC, see Wong et al. 2014).
Building sound knowledge of climate change impacts
in the complex 3D marine realm might push require-
ments for sustained and accurate environmental data
acquisition at relevant resolution both in time and
space like never before (e.g. Bates et al. 2018).
Sea surface and subsurface temperature can be
measured with diﬀerent sensors and instrumental plat-
forms, which have intrinsic diﬀerences, making it
necessary to carefully assess errors and biases between
them before merging data sets (Smale and Wernberg
2009). While satellites provide good spatial and temporal
coverage of the surface layer of the ocean, the ability of
gridded or operational satellite observations products
in retrieving accurate sea surface temperature infor-
mation in coastal areas has been repeatedly challenged
(e.g. Smale and Wernberg 2009; Smit et al. 2013; Brewin
et al. 2017, 2018). In situ measurements are needed to
document the temperature variations beneath the sur-
face, and they provide more reliable and accurate source
of information on local conditions but show spatial and
temporal limitations. In particular, one can note the scar-
city of long-term series suited for climate change studies
in the coastal zone. Indeed, long-term coastal obser-
vation is at the conﬂuence of several challenges, among
which are investment and maintenance costs, ﬁeldwork
constraints, data management, qualiﬁcation and
reporting.
Understanding the processes driving the ecological
responses to climate change across diﬀerent biological
organisation levels (from the genes to ecosystems) is
essential to address sound adaptation measures. High-
resolution in situmeasurements provide key information
to characterise the variability of thermal regimes in
which marine organisms thrive. In particular, these
data have been key to characterise the thermal environ-
ment associated with the onset of mass mortality events
that have aﬀected the benthic biota during the past
decades (e.g. Bensoussan et al. 2010; Crisci et al. 2011),
Figure 3.6.1. Thermotolerance response function of the red gor-
gonian Paramuricea clavata. The response curve shows the
exposure duration to diﬀerent temperature treatments (exper-
imental T°C) leading to the ﬁrst signs of tissue necrosis. Results
were obtained from the compilation of diﬀerent thermotolerance
experiments and from in situ observations, combining local (at
depth) information on thermal environment and necrosis. Figure
modiﬁed from the data presented in Crisci et al. (2011, 2017) and
Pairaud et al. (2014), integrating new experimental results.
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and for the design of tailored ﬁeld and laboratory exper-
imental studies on the biological responses to warming
of sensitive species (e.g. Ledoux et al. 2015; Crisci et al.
2017). For instance, comprehensive assessment of the
thermotolerance response function of Paramuricea cla-
vata, a habitat forming species, has been conducted
from thermotolerance experiments and ﬁeld obser-
vations (Figure 3.6.1). Non-linear response was evi-
denced, showing (sub-) lethal impacts across a range of
temperature conditions, from sustained periods
(months) of warm temperature to few days of extreme
hot conditions. Such conditions might be detected
using diﬀerent and complementary approaches, like
anomalies, extreme warm or hot conditions, and their
integrative over diﬀerent time scales, from event to sea-
son or year (see also sections 4.4 on Marine Heat
Waves). This kind of information can provide empirical
response functions to thermal stress that can be used to
develop early warning systems and explore the risk of
onset of mass mortality events under diﬀerent climatic
scenarios (e.g. Bensoussan et al. 2013; Pairaud et al.
2014; Galli et al. 2017).
In this study, we perform a joint analysis of multi-year
to decadal high-resolution temperature time series acquired
in situ from T-MEDNet network (www.t-mednet.org,
product reference 3.6.2) with CMEMS remote sensing
product of daily optimally interpolated foundation sea
surface temperature at 4 km spatial resolution/smooth-
ness (product reference 3.6.1) in the Mediterranean
coastal zone. This joint analysis focuses on two main
topics: characterisation of thermal regimes and warming
trends. The results obtained advocate for the comple-
mentarity of these valuable date sets, from local to
large scales in the coastal zone, by evaluating representa-
tiveness, uncertainties and limitations from which an
improved framework on the assessment of climate
change eﬀects can be designed.
Instrumental development and a new generation of
temperature data loggers now allow for deployment in
multiple locations and depths over periods from months
to years for high frequency (minutes to hours) character-
isation of seawater temperature in a cost-eﬀective man-
ner. The origin of T-MEDNet network was set during
the late nineties, when Mediterranean marine ecologists
interested in climate change impacts on marine coastal
ecosystems started to implement a standardised strategy
to obtain in situ temperature data. This strategy con-
sisted in temperature acquisition at high frequency
(1 h) and high-resolution across the seasonal thermo-
cline, using data loggers deployed every 5 m from surface
to 40 m depth or more. Since then systematic and sus-
tained sampling eﬀort has been conducted in a growing
number of sites, mainly Marine Protected Areas (Figure
3.6.2(a)). Same data loggers are being used at standard
depth (Hobo U22, accuracy 0.21°C, resolution 0.02°C),
are attached to rocky walls or moorings exposed to
dominant winds and currents, and retrieved every 6–12
months by scuba divers. At present over 40 sites are
being monitored, mainly in the north and central wes-
tern Mediterranean but also in the Alboran Sea, south-
western Mediterranean, Tunisian, Adriatic and Aegean
sub-basins (Figure 3.6.2(a)). T-MEDNet temperature
monitoring sites span across a large range of Mediterra-
nean Sea surface temperature (more than 7°C, from 2nd
to 92th percentile of surface variability, Figure 3.6.2(b)).
The monitoring strategy has proved its eﬃciency, with
high return rates on observations (median return rate
above 80%). Field surveys were complemented by the
launch, in 2009, of a collaborative platform (www.
t-mednet.org) for rigorous data management and quality
check, allowing the building of uniﬁed consolidated data-
base on in situ temperature in coastal waters consisting
in more than 13 × 106 samples acquired at high fre-
quency and standard depth levels. The development of
this regional observation network was possible through
sustained partnership between research institutions,
Marine Protected Areas management bodies, Non-Gov-
ernmental Organisations (e.g. IUCN, MEDPAN) and
regional organisations (SPA/RAC). The ultimate goal is
to contribute to a representative sentinel network on cli-
mate change eﬀects in the Mediterranean Sea with the
aim to maintain and enhance monitoring eﬀort, also in
terms of representativeness across the diﬀerent sub-
basins.
In Figure 3.6.2(c), we show an example of the time
series acquired in the Marine Protected Area ‘Reserve
Naturelle de Scandola’ (Corsica, France) over the period
2004–2018. From such long-term and high-resolution
time series, robust baselines on coastal thermal regimes
and seasonal stratiﬁcation dynamics can be obtained
(Figure 3.6.2(d)). The Marine climatology obtained
from multi-year continuous monitoring shows some
typical features of North Western Mediterranean ther-
mal regimes. The annual cycle of the water column is
governed by the seasonal cycle, which originate in seaso-
nal vertical temperature stratiﬁcation, and can display
important variability depending on the area, due to the
local wind regimes, bathymetry and topography (see
for instance Bensoussan et al. 2010). The minimum
temperature is observed in February–March (13.2°C)
when the water column can become fully mixed. Spring
and Summer surface warming induce seasonal vertical
temperature stratiﬁcation with the development and
progressive deepening of the surface mixed layer. Maxi-
mum temperature occurs in August and generally, elev-
ated daily temperatures are observed in the upper 15 m
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of the water column (mean maximum values ranging
between 23°C and 26°C). The temperature diﬀerence
between 5 and 40 m depth is 8°C on average in August.
In late summer and fall, surface cooling and important
(wind induced) vertical mixing occur, with subsequent
deepening of the mixed layer depth to the bottom in
late October or November. Benthic ecosystems dwelling
between the surface and 40 m depth are thus exposed to
contrasted environmental conditions, with strong diﬀer-
ences in the magnitude and phasing of their hydrological
cycle (e.g. mean amplitude of 12°C at the surface vs. 6°C
at 40 m depth, maximum observed in August and Octo-
ber respectively). From the data series available, the
diﬀerent patterns of stratiﬁcation and temporal variabil-
ity were characterised across the network.
Regarding the in situ T-MEDNet network tempera-
ture database (product reference 3.6.2), a ﬁrst subsample
was obtained, retaining maximum depth of 5 m
(in situ5m) and more than one full year of measurements,
for joint analysis with sea surface temperature from
CMEMS (product reference 3.6.1). Out of these criteria,
22 time series were considered (median length 7.4 years),
from the western and eastern Mediterranean basins
where contrasted hydro-climatic conditions occur
(Figure 3.6.2(a,b)). A matchup database of co-located
satellite (nearest pixel) and in situ5m multi-year daily
time series was built for statistical analysis of the
observed diﬀerences over the annual cycle. Comparisons
between remote sensing and in situ5m data were carried
out using classical descriptors and analysis for bias, stan-
dard deviation, correlation and root mean square diﬀer-
ence and results were synthetised in Taylor diagrams
(Taylor 2001).
Important diﬀerences were evidenced from the 22
sites (Figure 3.6.3(a,b)). Overall, high correlation
(>0.97) and low bias (<0.4°C) were shown for most
sites (group A, N = 15) while lower agreement was evi-
denced for six sites distributed along 60 km of coastline
in Provence (group B1) and on the southern coast of
Gibraltar Straight (B2, Ceuta, Spain). From the observed
variability in the correlation and standard deviation pat-
terns, the 22 sites were clustered in six groups (groups A1
Figure 3.6.2. (a) Location map of T-MEDNet temperature monitoring sites in the Mediterranean Sea (Product reference 3.6.2). The sites
retained for statistical comparison with satellite data are shown in orange, in the Alboran (Alb.), Balearic-Catalan (Bal.-Cat.), Provence-
Corsica (Pro.-Cor.), Adriatic (Adr.) and Aegean (Aeg.) sub-regions. (b) Yearly mean sea surface temperature at the T-MEDNet sites and
corresponding percentile relative to distribution over the entire Mediterranean Sea. Calculations were conducted over the period 1982–
2011 from product reference 3.6.1. (c) Example of the high-resolution and long-term time series acquired in situ using data loggers set
at standard depth levels (every 5 m from 5 to 40 m depth) in the Marine Protected Area of Scandola (Corsica, France) since 2004. (d)
Climatological mean seawater temperature between the surface and 40 m depth at Scandola Marine Protected Area. The climatological
mean was calculated over the period 2004–2017, for each depth and day of year using a 11-day moving window and additional
smoothing on 31 days.
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to A4, B1 and B2). They were further analysed in order to
quantify typical uncertainties and monthly bias during
the annual cycle (Table 3.6.1, Figure 3.6.3(e)) and to bet-
ter understand the determinants of the observed variabil-
ity (e.g. Figure 3.6.3(c,d)).
Interestingly, highest and near perfect agreement in
correlation (R = 0.996) and amplitude pattern (point
lying on the unit standard deviation arc) was shown
for two sites located oﬀ mainland coast, nearshore
small islands in the Balearic Sea (group A1, Columbretes
and Mallorca-S, distant by ca. 200 km, Figure 3.6.3(b,c)).
The root mean square diﬀerence calculated over more
than eight years of data was 0.44°C, i.e. comparable to
typical accuracy of satellite measurement in non-near-
shore area (0.5°C, Table 3.6.1, Pisano et al. 2016).
These results demonstrate the high consistency and
accuracy of multi-year local time series obtained from
the optimally interpolated satellite data in such near
open sea conditions (product reference 3.6.1).
Comparatively, two to ﬁve-fold increase in root mean
square diﬀerence was evidenced in typical coastal zone
(mostly Marine Protected Areas, Table 3.6.1). Generally,
low bias occurred in winter and fall but signiﬁcant warm
bias was shown in June (0.7°C for group A2) or during
summer (Figure 3.6.3(e)). This pattern, consistent with
the seasonal cycle, was ampliﬁed in sites within the clus-
ters showing lower agreement, with summer bias >2°C to
4°C in groups B1 and B2 respectively (Figure 3.6.3(b,e),
Table 3.6.1). However, a distinct seasonal pattern
was shown in Gokova Koremen (A4, STD = 0.90,
Figure 3.6.3(e), Table 3.6.1) where eﬀect from the nearby
Akyaka river is strongly suspected, which might explain
the seasonal inversion in vertical temperature gradients
in the top 5 m of the water column.
Figure 3.6.3. (a) Taylor diagram showing comparison between multi-year time series of satellite derived daily sea surface temperature
from CMEMS (Product reference 3.6.1) and T-MEDNet in situ measurements at 5 m depth (product reference 3.6.2) considering all avail-
able samples over the 2004–2017 period. (b) Zoom on the box shown in panel a showing sites clustering along the standard deviation
and correlation axes. Diﬀerent symbol colours were used for sites from the Balearic-Catalan (red), Provence-Corsica (blue), Adriatic
(black) and Aegean (green) sub-regions. (c–d) Linear regression analysis of daily temperature data in two sites from subgroups A1
and B1 (Columbretes Islands and Marseille-Riou respectively). (e) Average of the mean monthly bias for the diﬀerent subgroups of
stations show in the panels a–b.
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From group A2, a high agreement between the satel-
lite and in situ5m data was achieved for nine sites from
the diﬀerent sub-basins, from cold to warm Mediterra-
nean Sea surface temperature: in the Catalan, Prov-
ence-Corsica, Adriatic and S-Aegean Seas. The satellite
data typically explained 96% of the variance observed
in situ, with a root mean square diﬀerence 0.75 ± 0.18°C
(Figure 3.6.3(b), Table 3.6.1). Figure 3.6.4(a–d) shows
how satellite and in situ5m data track each other during
the entire annual cycle of year 2015 in Columbretes
Islands (from group A1), and in three sites from group
A2 accounting for large-spatial temperature gradients
in the Mediterranean Sea (in situ data completeness
index 99.6%). The high agreement allows ﬁne analysis
of the local subsurface annual temperature cycle and
of such inter-site diﬀerences using satellite data. The
highest bias between satellite and in situ5m daily temp-
eratures occurred during periods of strong sea surface
warming (e.g. in June and warm summer events)
which might be a sign of vertical temperature gradients,
or during cold episodic events that were smoothed in the
satellite data (up to 1°C in Columbretes, 2–3°C in other
sites).
To take into account how complex coastal hydro-
logical dynamics can aﬀect satellite data, we considered
a group of six T-MEDNet in situ monitoring sites
(group B1), from the Gulf of Marseille to the East, to
Cap Sicié to the West (Figure 3.6.5(c,d)). These sites
displayed comparatively lower agreement between
in situ5m and satellite data than other sites from the A
groups. Since the hydrology in the area is under the
inﬂuence of coastal upwelling cells triggered by
Table 3.6.1. Summary of the satellite – in situmatchup data over the Mediterranean Sea in the near-shore and oﬀ-shore as a function of
sensor type.
Figure 3.6.4. (a–d) Satellite and in situ temperature time series for year 2015 for sites from the Western and Eastern basin (Columbretes
from group A1 and Medes, Scandola and Kas, from group A2). (e–h) Spatial maps of RMSD for match-ups (same day) of in situ5m data for
all satellite sea surface temperature data from pixels in 1 × 1° box. Reference of the products used: 3.6.1 and 3.6.2.
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alongshore Mistral winds (Millot and Wald 1981; Ben-
soussan et al. 2010), we related the oceanographic time
series with independent wind data (Meteo France). We
found that the degradation of matching patterns of
group B1 could be attributed to satellite data which did
not accurately resolve the surface temperature during
the frequent upwelling events (Figure 3.6.5(a,b)). In
fact, from their setup, when temperature decreased at
rates up to 7°C/day, to their relaxation. Although most
upwelling events were captured by the satellite data,
time lag of few days was observed for their set up and
their intensity was systematically underestimated. This
was also illustrated in the spatial maps of sea surface
temperature for the strong upwelling event that occurred
at the end of July 2015. Local bias up to 8°C occurred on
27th of July 2015 (Figure 3.6.5(c)), while higher spatial
agreement between satellite and in situ data was shown
during the relaxation phase of this speciﬁc event whose
inﬂuence was not limited to the nearshore but concerned
broader areas (Figure 3.6.5(d)). These discrepancies are
likely due to the satellite data quality check and interp-
olation procedures, which result in smoothing of such
cold events.
Similarly, satellite smoothing of the summer high fre-
quency variability was evidenced for sites of group A3.
These three sites from the N-Adriatic and N-Aegean
Seas share common features such as complex topogra-
phy on large and shallow continental shelves and impor-
tant wind forcing which drive episodic cooling events
(Bora and Meltem winds). Contrarily in Ceuta (B2)
warm bias was consistently observed during summer
and the satellite derived sea surface temperature over
the pixel area was not representative of local nearshore
conditions, which might be interpreted as sign of spatial
variability due to complex hydrodynamics along the
southern coast in the Gibraltar straight.
Finally, in order to analyse the spatial representative-
ness of the in situ point measurements, statistics were
computed considering all satellite data from pixels
within boxes of 1° longitude and 1° latitude centred
on the monitoring sites shown in Figure 3.6.4(a–d).
The spatial maps of root mean square diﬀerence for
year 2015 (Figure 3.6.4(e–h)) indicate smooth gradients,
with highest agreement between satellite and in situ
data for closest and adjacent pixels, though not necess-
arily alongshore (Figure 3.6.4(f–h)). Coherent spatial
patterns were observed, for instance for Capes vs.
Gulfs that further illustrate the interest of combining
satellite and in situ data to enhance analysis of the
spatial variability over coastal areas. In Columbretes,
owing to the near open sea conditions and low horizon-
tal sea surface temperature gradients (0.6°C annual
diﬀerence over the S-Catalan Sea map, data not
shown), high agreement concerned vast areas (100’s
km2), south and east of the nearshore monitoring site
(Figure 3.6.4(e)).
Warming can vary regionally and locally, with poten-
tial impacts on ecosystems. In order to evaluate the
applicability of satellite data for representing subsurface
trends in the nearshore area, nine time series from sites
in the northwestern Mediterranean were selected from
T-MEDNet database. The sites selection was based on
the availability of a minimum number of seven years
covered by data over the 2007–2016 period (Figure
3.6.6). The monthly average temperature, climatology
and anomalies at each site were computed, out of
which few were excluded from analysis when based on
less than 15 days of observation. Finally, the average
completeness index on monthly anomalies was 84 ± 9%
(mean ± std), ranging from 73% to 96%. Warming
rates (in °C per year) were calculated using the Sen’s
method to estimate the slope of the monthly anomalies
time series (Sen 1968) over the 2007–2016 period.
Warming trends over the northwestern Mediterranean
Sea were calculated from satellite data (product reference
3.6.1) over the past decade (2007–2016) and at
Figure 3.6.5. (a) Time series of satellite derived sea surface temperature and in situ5m in Marseille Riou (Provence France). (b) Wind data
from local observations at Cap Couronne (Source Météo France). (c–d) spatial maps of sea surface temperature and in situmeasurement
during the set up and relaxation phase of the upwelling event observed at the end of July 2015 (dashed vertical lines in panel A).
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climatological time scale (1982–2011). For comparison
at local scale, satellite data from nearest pixel to the
nine T-MEDNet sites were considered, retaining the
complete data sets over the 2007–2016 period, and also
sub-samples by retaining only matching dates with
in situ5m in order to evaluate the potential incidence of
missing data.
Analysis conducted on satellite data from CMEMS
(product reference 3.6.1) attest to rapid and accelerated
warming of sea surface temperature in the northwestern
Mediterranean during the past decade compared to the
1982–2011 period (0.047 ± 0.031°C/year vs. 0.029 ±
0.003°C/year respectively, Figure 3.6.6(a)). Strong spatial
variability is obvious and elevated warming rates (>0.1°C
per year) occurred in the Balearic Sea and the Provence-
Corsica Sea, mostly oﬀshore. Rapid warming was also
evidenced from the analysis of the T-MEDNet in situ
time series to the coast (Figure 3.6.6(b)). Local warming
rates calculated from in situ5m and satellite data showed
comparable values on average (0.065 vs. 0.061°C/year
respectively), but important diﬀerences arose when com-
paring pair of values at each site (mean of absolute diﬀer-
ence 0.024 ± 0.014°C/year). We must also note the
stronger inter-site variability of warming rates, at the
various spatial scales, from in situ time series when com-
pared to satellite data (Figure 3.6.6(b)).
We further evaluated the eﬀect ofmissing data which is
a characteristic of most, if not all, in situ time series, on
estimation of trends. Trend calculation is known to be
highly sensitive to the length of the time window, as well
as the start and end dates considered. Here we showed
that even minor change in the completeness index of the
data set (e.g. for Columbretes, retaining 96% vs. 100% of
the satellite data over the 2007–2016 period) can result
in signiﬁcant variability/uncertainty in warming trends
estimates (grey shaded area, Figure 3.6.6(b)). Overall, we
assume that missing data may account for a 50% or
more of the observed diﬀerences in the warming rates
obtained using satellite and in situ5m data. Considering
the statistical analysis conducted above, in situ5m data
gaps were ﬁlled by satellite data with high conﬁdence for
all sites (from group A1 and A2), except for Marseille-
Riou (upwelling area as discussed above).
Interestingly, the new estimates combining in situ and
satellite data showed fair agreement with trends derived
from the complete satellite data (Figure 3.6.6(c)). These
results showed overall elevated warming rates (0.043°
C/year in Marseille to 0.077°C/year in the Catalan Sea)
among which most are higher than the average warming
at sub-regional scale (blue dotted line, Figure 3.6.5(c)).
These results further demonstrate the interest of combin-
ing satellite and in situ observations to enhance and vali-
date analysis on thermal regimes and warming trends in
the vital coastal and nearshore area.
Climate change is expected to have signiﬁcant impacts
in the coastal areas. Integrated Coastal Zone Manage-
ment and Ecosystem Based Approach strategies are
being implemented to deal with current and long-term
climate change as well as other drivers of change.
Through these strategies, integrated and adaptive
approach to coastal zone planning and management
are developed in order to achieve Good Environmental
Figure 3.6.6. Sea surface warming trends over the past decade (period 2007–2016) in the northwestern Mediterranean Sea. (a) Trends
over the north western Mediterranean Sea from high-resolution satellite data and combined in situ and satellite data from nine coastal
sites (see panel (c)). Results show accelerated warming over the area compared to the 1982–2011 period (0.047 ± 0.031°C/year vs.
0.029 ± 0.003°C/year respectively) (b) Comparison of surface warming trends in the 9 coastal sites shown on map calculated from
in situ or satellite sea surface temperature data. The eﬀect of missing data on trends calculation is also shown (grey shaded area).
(c) Best estimates of surface warming trends in the nine coastal sites obtained by combining in situ and satellite data (black curve).
Trends from satellite data at the coastal sites and over the entire area are indicated by the grey curve and blue line respectively.
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Status and sustainable development of coastal areas.
Marine Protected Areas are one of the main instruments
being implemented in this framework. Besides Marine
Protected Areas are recognised as nature-based solutions
to cope with climate change in many frameworks (e.g.
Convention on Biological Diversity, Sustainable Devel-
opment Goal 14). In this study we showed the relevance
of joint eﬀort with Marine Protected Areas in tracking
and informing on ongoing changes associated to climate
change in coastal areas.
The statistical analysis of the satellite and in situ
matchup database (22 sites, multi-year) ﬁrstly deter-
mined that high agreement in terms of correlation
(0.98), RMSD (0.5–0.8°C) and bias (year = 0.3°C, month
< 0.8°C) was attained in most Marine Protected Areas in
the diﬀerent sub-basins, from cold to warm Mediterra-
nean Sea surface temperature. Secondly the large varia-
bility in matching patterns, with higher uncertainty in
the nearshore compared to oﬀshore and signiﬁcant
warm bias during summer, largely reﬂects the underlying
coastal oceanographic processes that determine the local
seawater temperature variability. Our results, consistent
with the literature (e.g. Smale and Wernberg 2009;
Smit et al. 2013; Brewin et al. 2018), further document
uncertainties associated to such approach in the Medi-
terranean Sea and highlight potential limitations,
especially in upwelling areas, that may inform user
uptake and future product improvement. These results
also demonstrate the interest of considering multi-year
time series acquired nearshore using benthic data loggers
in complement to other sensors platforms/classically
used for satellite data validation (surface drifter, thermo-
salinograph, CTD, XBT, Argo ﬂoat, Table 3.6.1, Pisano
et al. 2016). Future work could focus on the validation
of diﬀerent sea surface temperature products but also
high-resolution models and reanalysis, by considering
the hourly and high vertical resolution of T-MEDNet
in situ measurements. This analysis also informed on
the spatial representativeness of in situ point measure-
ments from which adaptive and cost-eﬀective sampling
strategy could be designed across environmental gradi-
ents in the Mediterranean coastal regions and potentially
oﬀshore, considering small islands. We advocate that in
coastal areas where poor knowledge on oceanographic
features, systematic in situ measurements over a com-
plete annual cycle should be considered in order to maxi-
mise the potential of use and interpretation of satellite
derived sea surface temperature at local and broader
spatial scales relevant for coastal management (e.g.
Gulfs, Marine Protected Area and coastal networks).
Indeed, the long-term remote sensing data series (since
1982) can be of particular relevance for broad scale eco-
logical studies (e.g. for computation of climatological
means), analysis of extreme warm or hot events based
on anomalies to the climatological mean (see for instance
Sections 4.4 on Marine Heat Waves) and warming
trends.
Combining remote sensing and in situ monitoring
systems as shown in this study is a pillar to enhance
our understanding of climate change impacts and
improve 3D modelling approach in hydrologically com-
plex coastal areas. Supporting the development of a
representative coastal monitoring network at Mediterra-
nean scale, e.g. across the network of Marine Protected
Areas, while pursuing the enhancement and delivery of
CMEMS products to provide accurate and high-resol-
ution information oﬀers a unique opportunity to address
vulnerability and adaptation plans to climate change
over broad ecological and economic settings.
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3.7. Combined analysis of Cryosat-2/SMOS sea ice
thickness data with model reanalysis ﬁelds over
the Baltic Sea
Authors: Urmas Raudsepp, Rivo Uiboupin, Ilja Malju-
tenko, Stefan Hendricks, Robert Ricker, Ye Liu, Dorotea-
ciro Iovino, K. Andrew Peterson, Hao Zuo, Thomas
Lavergne, Signe Aaboe, Roshin P. Raj
Statement of outcome: The satellites Cryosat-2 and
SMOS provide a new insight for accurate estimation of
the sea ice thickness in the Baltic Sea, a heavily traﬃcked
seasonally ice-covered boreal sea. In this study, we
demonstrate that combined Cryosat-2/SMOS ice thick-
ness product correlates with the high-resolution model
ice thickness values with correlation coeﬃcient of 0.41
and root mean square diﬀerence of 0.30 m. Model and
Cryosat-2/SMOS data accuracy is good during the ice
growth period when ice thickness is below 0.6 m. Cryo-
sat-2/SMOS data captures inter-annual variations of ice
thickness, volume and concentration as well as regional
diﬀerences between Baltic Sea basins. Moreover, Cryo-
sat-2/SMOS data provide added value to the ice thick-
ness estimations based solely on the model during the
ice melting period. Therefore, including Cryosat-2/
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SMOS ice thickness product as a member in the existing
product family (numerical model reanalysis product and
operational ice charts) enables multiproduct ice thick-
ness estimation with reduced uncertainties.
Products used:
Ref.
No. Product name and type Documentation
3.7.1 BALTICSEA_REANALYSIS_
PHY_003_011
Reanalysis
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-BAL-
PUM-003-011.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-BAL-
QUID-003-011.pdf
3.7.2 CS2SMOS
Remote sensing
http://epic.awi.de/41602/
Ricker et al. (2017)
3.7.3 SEAICE_BAL_SEAICE_L4_NRT
_OBSERVATIONS_011_011
Remote sensing
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-OSI-
PUM-011-004-011.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-OSI-
QUID-011-001to007-009to012.pdf
3.7.4 C3S ERA5
Model reanalysis
ECMWF (2019)
3.7.5 BALTIC_OMI_SI_volume
Observations
PUM: in production
QUID: in production
http://marine.copernicus.eu/
science-learning/ocean-
monitoring-indicators/catalogue/
3.7.6 BALTIC_OMI_SI_extent
Observations
PUM: in production
QUID: in production
http://marine.copernicus.eu/
science-learning/ocean-
monitoring-indicators/catalogue/
Knowledge of accurate sea ice thickness has a vital role in
the annual course of physical and ecological conditions
in the Baltic Sea. Moreover, it is an important parameter
for safe winter navigation facilitating planning of ice-
breaking activity and operation of the icebreakers (Val-
dez Banda et al. 2015; Boström and Österman 2017).
In the seasonally ice-covered Baltic Sea, in situ sea ice
thickness measurements outside the fast ice zone (ice
attached to the coastline, not drifting) are diﬃcult to per-
form. Air- and shipborne electromagnetic soundings are
considered to be the most accurate method to measure
ice thickness in the drift ice zone where the contribution
of the fractions of level and deformed ice thickness is
included (Ronkainen et al. 2018). The shortcomings of
electromagnetic measurements are limited spatio-tem-
poral coverage and uncertainties related to snow on the
ice and porous ridge keels. Operational sea ice charts
(Karvonen et al. 2003; product reference 3.7.3), which
have been produced by combining in situmeasurements,
visual observations and Synthetic Aperture Radar data,
are considered as the standard method for spatial map-
ping of the sea ice thickness in the Baltic Sea. Still, pro-
duction of these maps includes a high degree of expert
knowledge and these maps represent the typical thick-
ness of level ice (Ronkainen et al. 2018; Gegiuc et al.
2018). Moreover, numerical model simulations of ice
thickness, ice concentration and therefore ice volume
have been improved over time, but have not reached
suﬃcient accuracy at seasonal time scales (Vihma and
Haapala 2009; Herman et al. 2011; Pemberton et al.
2017).
Copernicus Marine Environmental Monitoring Ser-
vice provides ice thickness and volume estimates based
on operational sea ice charts (product reference 3.7.3)
and numerical model simulations (product reference
3.7.1).Considering the limited number of in situ ice
thickness measurements and uncertainties in the existing
estimates of the sea ice thickness and volume in the Baltic
Sea, any new data source should be included in the esti-
mation of seasonal and inter-annual sea ice thickness
and volume variations with reduced uncertainties in
the Baltic Sea, e.g. product reference 3.7.5.
Previous studies have shown that SMOS data could be
used for estimating sea ice thickness in the Baltic Sea
regional scale (Maaß et al. 2015; Kaleschke et al. 2016),
while the merged Cryosat-2 and SMOS data product
has proven to be valuable at global scale (Ricker et al.
2017). Thus, in principle, the combined ice thickness
product of Cryosat-2 and SMOS (CS2SMOS) comple-
mented with auxiliary ice concentration data from the
Ocean and Sea Ice Satellite Application Facility (OSI-
401-b) (Tonboe et al. 2018) could provide information
about ice thickness in the open part of the Baltic Sea.
Therefore, a general purpose of the study is to assess
the potential of CS2SMOS ice product for monitoring/
forecasting the ice conditions (thickness, volume) in
the Baltic Sea. Ice thickness values of two products are
compared: sea ice thickness from CS2SMOS (product
reference 3.7.2) and from a numerical ocean/sea ice
model based on the NEMO-LIM3.6 modelling system
for the Baltic Sea (product reference 3.7.1). No sea ice
data of any kind has been assimilated into the NEMO-
LIM3.6 modelling system for the Baltic Sea due to
insuﬃcient conﬁdence on the ice thickness observations,
which are derived from digitised hand-drawn ice charts
based on ship observations and various other sources
(Pemberton et al. 2017). Both products are considered
to have errors which are diﬃcult to quantify beforehand.
The sources of the errors could be related to (1)
dynamic/variable ice conditions, (2) relatively low ice
thickness and (3) coarse resolution (25 km) of the
CS2SMOS product (product reference 3.7.2) compared
to the basin scale. Moreover, the ice thickness in the
northern Baltic Sea is often in the range of 0.4–1 m
which is the ‘transition zone’ in terms of sensitivity of
the two sensors in the CS2SMOS product (Ricker et al.
2017). The comparison of ice thickness from the model
and CS2SMOS product with operational ice charts (pro-
duct reference 3.7.3) is limited to the year 2016, only,
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because of the availability of the data from Copernicus
Marine Environment Monitoring Service catalogue.
Spatial resolution of satellite data is 25 × 25 km and
return period of the satellite is about one week. Model
data has 2 × 2 nmi (3.7 × 3.7 km) grid resolution at
hourly frequency. Operational ice charts have spatial res-
olution of 0.5 × 0.5 km data and updated daily (product
reference 3.7.3). Satellite data covers open sea area only
(Figure 3.7.1). To compare satellite data and model
results the model values are transferred to the satellite
data grid and comparison is made for the points where
satellite data has ice concentration and thickness values
higher than zero. Hence, ice concentration and ice thick-
ness from model are averaged over the spatial domain of
25 × 25 km and time interval of one week. To retrieve the
ice volume, the product of three components – (i) ice
concentration, (ii) ice thickness and (iii) model grid
area – is calculated for each model gridpoint and time
instant which fall into the spatial area and time interval
of the satellite data resolution.
The Bothnian Bay represents the region with thicker
ice (up to 1 m) and high ice concentration values (usually
between 0.6 and 1.0). The Bothnian Sea, the Gulf of Fin-
land and the Gulf of Riga represent regions with thinner
and more dynamic ice conditions where ice thickness is
usually below 0.5 m except for cold winters like 2011.
Correlation (R) and root mean square diﬀerence
(RMSD) were calculated for assessing the overall agree-
ment of the two ice thickness products in the gridpoints
that are not contaminated by the coastline and the
islands. In total we have N = 6133 comparison points
over the six-year time span, 2011–2016. A general agree-
ment between the model and remote sensing ice thick-
ness (R = 0.41, RMSD = 0.30 m) is in the same range as
in the satellite validation experiments in the Arctic
(Ricker et al. 2017). Considerable diﬀerence is that
Ricker et al. (2017) compare CS2SMOS ice thickness
with airborne electromagnetic thickness measurements,
but we compare CS2SMOS with numerical model ice
thickness. The latter contains a high uncertainty itself.
Due to peculiarities of each considered sub-basin of the
Baltic Sea regional statistics for each sub-basin were cal-
culated separately (Figure 3.7.2).
We have compared each satellite measurement with
corresponding area and time averaged model value by
calculating a mean and standard deviation of the
model/satellite ice thickness relative to the predeﬁned
satellite/model ice thickness intervals. A general ten-
dency of the means for each subregion is that for thicker
ice from the model, the satellite ice thickness is lower.
For instance, in the Bothnian Bay for each model ice
thickness interval starting from 0.3–0.4 m to 1.4–1.5 m,
interval mean satellite ice thicknesses vary between 0.3
and 0.5 m (Figure 3.7.2(a)). In the other basins, among
the few model values with the ice thickness in excess of
0.6, corresponding satellite ice thickness values are
mainly lower than the model values. The same tendency
is true for the mean model ice thickness relative to pre-
deﬁned satellite ice thickness intervals. This is especially
pronounced for the Bothnian Sea and the Gulf of Riga,
where for the ice intervals from 0.4 m to 1.2 m, the
mean ice thickness is between 0.2 and 0.4 m (Figure 3.7.2
(b,d)). The scatters around the means are large with
STDs up to 0.35 m and without signiﬁcant diﬀerences
between model and satellite, or ice thickness intervals.
In the Bothnian Bay (Figure 3.7.2(a)) and in the Gulf
of Finland (Figure 3.7.2(c)), the satellite mean ice thick-
ness is close to the mean ice thickness from the model for
the predeﬁned model ice thickness intervals up to 0.6
and 0.7 m, respectively, but the scatter is still large
(STD is up to 0.25 m). The model mean ice thickness,
Figure 3.7.1. Example of overlaid ice concentration product
(product reference 3.7.2) in the Baltic Sea indicating the resol-
ution and coverage of the products on 24 January, 2011. Also,
the borders of sub-basins and the stations for which the compari-
son between model and remote sensing product was carried out
are shown. The dots show model and squares the CS2SMOS data
points.
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relative to the satellite, is overestimated by up to 0.15 m
for the intervals up to 0.5–0.6 and by 0.3–0.4 for the
Bothnian Bay and Gulf of Finland, respectively, but
underestimated thereafter. In the Bothnian Sea and the
Gulf of Riga the model mean ice thickness relative to
the satellite is underestimated over the almost whole
range of satellite ice thickness intervals.
In the Bothnian Bay and Bothnian Sea, the corre-
lation coeﬃcients (R = 0.44 and R = 0.39) and root
mean square diﬀerences between CS2SMOS and
model ice thickness values (RMSD = 0.33 m and
RMSD = 0.34 m) are comparable. Relatively high
RMSD values in comparison to the range of ice thick-
ness values are caused by diﬀerent reasons. In the Both-
nian Bay, very low ice thickness in CS2SMOS which
coincide with any of the ice thickness value in the
model (Figure 3.7.2(a)). In the Bothnian Sea, unusual
discrepancy is observed in the range of CS2SMOS ice
thickness from 0.7 to 1.2 m where model values start
to decline and correlation is even negative.
The correlation between CS2SMOS and model ice
thickness is the strongest (R = 0.5) and the diﬀerence
is the lowest (RMSD = 0.23 m) in the Gulf of Finland
(Figure 3.7.2(c)). However, there are too few compari-
son points with ice thickness in excess of 0.5 m. Gulf of
Finland is a narrow gulf perpendicular with the
satellite track and has a staggered coastline with a
number of small islands some of which are in the
middle of the gulf. Because of the geometry of the
Gulf of Finland there is a limited number of CS2SMOS
data points that could be used for comparison (see
Figure 3.7.1). The correlation between CS2SMOS and
model ice thickness is the weakest in the Gulf of
Riga (Figure 3.7.2(d)).
In addition, a time series analysis has been per-
formed at a selected location in the Bothnian Bay and
Bothnian Sea (see Figure 3.7.1) aiming to compare the
seasonal course and inter-annual variations of model
and remote sensing-based ice concentration, thickness
and volume.
Figure 3.7.2. Scatter plots of CS2SMOS and model ice thickness in the Bothnian Bay (a), the Bothnian Sea (b), the Gulf of Finland (c) and
the Gulf of Riga (d). Data from product references 3.7.1 and 3.7.2. Red triangles denote average model ice thickness for the ranges of
CS2SMOS ice thicknesses with interval of 0.1 m. Vertical red lines denote the ±STD of corresponding model ice thicknesses relative to
mean, but plotted on 1:1 line. Likewise, the blue triangles denote average CS2SMOS ice thickness for the ranges of model ice thickness
with interval of 0.1 m. Horizontal blue lines denote the ±STD of corresponding CS2SMOS ice thicknesses relative to mean, but plotted
on 1:1 line.
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In the Bothnian Bay, ice concentrations of both pro-
ducts (remote sensing and model) follow the same gen-
eral seasonal pattern (Figure 3.7.3(a)). Bias is around 0.1
with model values usually higher (Table 3.7.1), and
RMSD is about 10% of the maximum possible value,
except for 2014 and 2015. In case of ice thickness, bias
is negative (i.e. model values are higher) and RMSD is
about 50% of maximum ice thickness of CS2SMOS pro-
duct in 2011–2014 (Figure 3.7.3(b)). In 2015 and 2016,
RMSD is about 100% of maximum ice thickness of
CS2SMOS product. Visual comparison of model and
CS2SMOS data indicates that model ice thickness follows
the CS2SMOS ice thickness during the ice formation
period, and continues to increase during the ice melting
period as detected from CS2SMOS data and air tempera-
ture (Figure 3.7.3(b)). Statistically, bias and RMSD are
slightly higher during the ice growth period than during
ice melting period: bias is −0.18 and −0.14 m, RMSD is
0.40 and 0.46 m, respectively. In the ice volume compari-
son (Figure 3.7.3(c) and Table 3.7.1), the large discre-
pancy between model and CS2SMOS values is slightly
suppressed, RMSD remains around 30% of maximum
CS2SMOS ice volume values, except for the year 2016.
Inter-annual changes of the ice parameters are more
pronounced in the Bothnian Sea (Figure 3.7.4), than in
the Bothnian Bay (Figure 3.7.3). At the selected location
in the Bothnian Sea, durable ice is formed in 2011 and
2013. In 2015, ice is completely absent. The results are
consistent with the inter-annual changes of air tempera-
ture. Maximum ice extent and ice volume for the entire
Baltic Sea calculated from operational ice charts by
SMHI (Samuelsen et al. 2018; product references 3.7.5
and 3.7.6) and mean ice thickness for the Bothnian Bay
(Ronkainen et al. 2018) conﬁrm the results of inter-
annual variations of ice thickness and ice volume
which are calculated from CS2SMOS product at selected
Figure 3.7.3. Time series of ice concentration (a), ice thickness (b) and ice volume (c) in the Bothnia Bay. Red dots show the CS2SMOS
values. Shaded area represents the range of model values over the week centred at the CS2SMOS data derived time instant. Data from
product references 3.7.1 and 3.7.2. Local (65.05°N, 23.23°E) air temperature time series are plotted on panel (b) (product reference
3.7.4). Blue line corresponds to 3-hourly data, thick black line corresponds to temperature time series smoothed using 30-day moving
average ﬁlter.
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locations in the Bothnian Bay and Bothnian Sea. No con-
clusive diﬀerences between the bias and RMSD in the
Bothnian Sea and Bothnian Bay could be derived
(Table 3.7.1), although ice conditions in the Bothnian
Sea are more dynamic due to larger and variable open
water area.
Table 3.7.1. Yearly root mean square diﬀerence (RMSD) and bias between CS2SMOS and model values (CS2SMOS minus Model): ice
thickness, ice concentration and ice volume for the selected locations in Bothnian Bay and Bothnian Sea (see Figure 3.7.1 for locations).
Data from product references 3.7.1 and 3.7.2.
Year 2011 2012 2013 2014 2015 2016
Bothnian Bay
Ice concentration [1] RMSD 0.05 0.11 0.11 0.28 0.24 0.11
BIAS −0.01 −0.11 −0.08 −0.05 0.05 −0.14
Ice thickness [m] RMSD 0.35 0.27 0.20 0.36 0.17 1.01
BIAS −0.12 −0.16 −0.10 −0.29 −0.11 −0.87
Ice volume [km³] RMSD 0.17 0.14 0.11 0.15 0.04 0.60
BIAS −0.04 −0.10 −0.07 −0.15 −0.02 −0.55
Bothnian Sea
Ice concentration [1] RMSD 0.14 0.19 0.17 0.35 n/a 0.33
BIAS −0.06 0.05 −0.08 −0.11 n/a −0.28
Ice thickness [m] RMSD 0.28 0.11 0.20 0.07 n/a 0.09
BIAS 0.21 −0.01 −0.06 −0.11 n/a −0.11
Ice volume [km³] RMSD 0.15 0.01 0.07 0.03 n/a 0.04
BIAS 0.11 0.00 0.00 −0.02 n/a −0.04
Figure 3.7.4. Time series of ice concentration (a), ice thickness (b) and ice volume (c) in the Bothnia Sea. Red dots show the CS2SMOS
values. Shaded area represents the range of model values over the week centred at the CS2SMOS data derived time instant. Data from
product references 3.7.1 and 3.7.2.
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A comparison of multiple ice thickness products
CS2SMOS (product reference 3.7.2), model (product
reference 3.7.1) and operational sea ice charts (product
reference 3.7.3) in the Bothnian Bay for 2016
(Figure 3.7.5) shows that during the ice formation period
in January and the ﬁrst half of February ice thickness
from the model and ice charts compare better than
between the CS2SMOS and ice charts. Thereafter,
model ice thickness increases beyond reasonable values
(see Figure 3.7.3(b)). The ice thickness from the ice
charts show a slow monotonic increase until the begin-
ning of April, while sea ice thickness from CS2SMOS
increases to a maximum value in the ﬁrst 10 days of
March, then drops below the ice thickness values from
the ice charts and remains 0.1–0.15 m lower until the
beginning of April. Based on the air temperature data
(Figure 3.7.3(b)) only, we can not conclude whether
the sea ice thickness from ice charts or from CS2SMOS
is more accurate, but the model results are erroneous
during this time.
In the Baltic Sea, sea ice thickness estimates include
model data with 3.7 × 3.7 km grid resolution at hourly
frequency and Synthetic Aperture Radar based oper-
ational ice charts with spatial resolution of 0.5 ×
0.5 km updated daily. The validation of these esti-
mates is fragmented due to sparse in-situ measure-
ments and the accuracy has high uncertainties.
Therefore, all new datasets that become available for
the estimation of sea ice thickness in the oﬀshore
area of the Baltic Sea are valuable contributors for
the improvement of the sea ice monitoring. The
assessment of CS2SMOS ice thickness product shows
that it can be used for the Baltic Sea. Indeed, spatial
resolution of CS2SMOS data is 25 × 25 km, return
period of the satellite is about one week and
CS2SMOS data are usable for open sea area only.
Still, we suggest that CS2SMOS data could be used
within Copernicus Marine Environmental Monitoring
Service for increasing the accuracy of sea ice thickness
estimates either by assimilating the data into a model
or by including the data in multiproduct ice thickness
estimations.
3.8. Chlorophyll-a evolution during the last 21
years and its relation with mussel growth and
optimal repartition for aquaculture and ﬁshery
Authors: Philippe Bryère, Antoine Mangin and Philippe
Garnesson
Statement of main outcome: The aim of this study is to
estimate the chlorophyll-a evolution eﬀect over the past 21
years onmussel growth and optimal distribution for aqua-
culture and ﬁshery. The results showed in this paper
identify a decrease of chlorophyll-a concentration in the
English Channel, the North Sea and the Irish Sea. This
decrease in chlorophyll-a concentration begins around
2003. It is clearly observed in 2018 and is aﬀecting mainly
the higher concentrations (>10 mg m−3). This might have
an impact on the living organisms feeding on phytoplank-
ton such as bivalves. Our results show that the chloro-
phyll-a decrease doesn’t aﬀect signiﬁcantly the mussel
growth seeing that they need less than 2 mg m−3 (annual
mean) for optimal growth. However we observed that the
most impacted areas for mussel farming are oﬀ Only the
Normando Breton gulf is an important are for mussel
farming. Fortunately, the impacted areas are oﬀshore the
farming sites. So even if the chlorophyll-a concentration
has a tendency to decrease, it doesn’t appear to impact
the coastal mussel farms during the studied period.
Oﬀshore mussel farming and ﬁshery areas, where the
chlorophyll-a concentration is lower than in coastal
areas, could be more aﬀected in the future and should
be further studied.
Figure 3.7.5. Ice thickness time series from CS2SMOS (product reference 3.7.2), Model (product reference 3.7.1) and ice charts (product
reference 3.7.3) data sources in the Bothnian Bay (location shown on Figure 3.7.1) in 2016. Shaded area represents the range of model
values over the week centred at the CS2SMOS data derived time instant. The diﬀerence between the ice charts and Model/CS2SMOS ice
thicknesses is shown with blue/red bars.
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Figure 3.8.1. a) Relationship between the annual average of chlorophyll-a and the weight reached by mussels after 19 months of
growth. Vertical axis: mean ﬁnal weight (grams), Horizontal axis: annual mean chlorophyll-a concentration (mg m−3). b) Mean ﬁnal
weight (grams) of mussels estimated applying the relationship for the period of 2003–2004 in the Bay of Mont Saint-Michel, using
the annual averages of satellite estimated chlorophyll-a (Thomas et al. 2011).
Figure 3.8.2. P90 of chlorophyll-a calculated over the productive period (March to October) on four periods of six years (a) 1998–2003,
(b) 2003–2008, (c) 2008–2013 and (d) 2013–2018. The most impacted regions by the decrease are the English Channel and the Irish Sea.
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Products used:
Ref.
No Product Name and Type Documentation
3.8.1 OCEANCOLOUR_ATL_CHL_
L4_REP_OBSERVATIONS
_009_098
Plankton Remote sensing
PUM: http://marine.copernicus.
eu/documents/PUM/CMEMS-
OC-PUM-009-ALL.pdf
QUID: http://marine.copernicus.
eu/documents/QUID/CMEMS-
OC-QUID-009-030-032-033-037-
081-082-083-085-086-098.pdf
3.8.2 OCEANCOLOUR_ATL_CHL_L4_
NRT_OBSERVATIONS_009_037
Plankton Remote sensing
PUM: http://marine.copernicus.
eu/documents/PUM/CMEMS-
OC-PUM-009-ALL.pdf
QUID: http://marine.copernicus.
eu/documents/QUID/CMEMS-
OC-QUID-009-030-032-033-037-
081-082-083-085-086-098.pdf
3.8.3 IBI_REANALYSIS_WAV_005_006
Wave Hindcast
PUM: http://marine.copernicus.
eu/documents/PUM/CMEMS-
IBI-PUM-005-006.pdf
QUID: http://marine.copernicus.
eu/documents/QUID/CMEMS-
IBI-QUID-005-006.pdf
3.8.4 IBI_ANALYSIS_FORECAST_
WAV_005_005
Wave Forecast
PUM: http://marine.copernicus.
eu/documents/PUM/CMEMS-
IBI-PUM-005-006.pdf
QUID: http://marine.copernicus.
eu/documents/QUID/CMEMS-
IBI-QUID-005-006.pdf
For many years the decrease of the riverine nutrient
inﬂux into the North-East Atlantic Basin, (mainly into
the North Sea, the English Channel and the Bay of Bis-
cay), has impacted the annual concentration of chloro-
phyll-a. Recently, Capuzzo et al. (2018), using in situ
data, identiﬁed the sea surface warming and reduced
nutrient riverine inputs as the major cause for the
North-Sea primary productivity decline over the period
1998–2013. Using satellite data in the frame of the
JMP EUNOSAT project (Joint Monitoring Program of
the Eutrophication of NOrth Sea with SATellite data,
founded by European commission, https://www.
informatiehuismarien.nl/uk/projects/algae-evaluated-
from/, see also chapter 3.4), Gohin et al. (2019) show an
evolution of chlorophyll-a since 1997 with a negative
trend in the English Channel. The estimation chloro-
phyll-a concentration by remote sensing has been suc-
cessfully used for more than 20 years (SeaWiFs/NASA,
Modis/NASA, Meris/ESA, Viirs/NASA) for global (Mar-
itorena and Siegel 2005; Morel et al. 2007) and coastal
applications (Gohin et al. 2002; Gohin 2011; Lapucci
et al. 2012; Novoa et al. 2012; Loisel et al. 2017). In the
Bay of Mont-Saint-Michel, Thomas et al. (2011) estab-
lished a relationship between the annual averages of sat-
ellite estimated chlorophyll-a and the weight reached by
mussels caught after 19 months of growth (Figure 3.8.1).
For this reason, over the 2003–2004 period, they used the
chlorophyll-a estimated with the OC5 algorithm from
IFREMER (Gohin et al. 2002; Gohin 2011) as input in
a dynamic energy budget (DEB) model.
This decrease of chlorophyll-a concentration might
thus have an impact on the living organisms feeding
on phytoplankton such as the bivalves. The estimation
of chlorophyll-a concentration by remote sensing with
satellite imagery has been used to obtain a spatial
analysis of this impact. The goal of this study is to
Figure 3.8.3. Diﬀerences of P90 of chlorophyll-a calculated over
the productive period (March to October) on four periods of six
years (a) 1998–2003 vs. 2003–2008, (b) 2003–2008 vs. 2008–
2013, (c) 2008–2013 vs. 2013–2018. (d) 1998–2003 vs. 2013–
2018. The results conﬁrm that the most impacted regions by
the decrease are the English Channel, the Irish Sea and the
North Sea.
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show the potential impact that the chlorophyll-a
decrease might have on Atlantic Mussel (Mytilus edulis)
growth and spatial repartition in the North-East Atlantic
Basin using CMEMS products: satellite chlorophyll-a
estimation for growth and farming (products 3.8.1 and
3.8.2), and modelled wave height for farming operations
(products 3.8.3 and 3.8.4). In order to study the spatial
and temporal evolution of chlorophyll-a, images of the
90-percentile (P90) calculated over the productive period
(March to October) and over a period of six years (i.e.
period used for reporting for European Framework
Directives, Belin et al. 2014) have been generated for 4
periods (i.e. 1998–2003, 2003–2008, 2008–2013 and
2013–2018). The results show that the decrease of chlor-
ophyll-a concentration is observed in the last 2 periods
(Figure 3.8.2(c,d)) and impact mainly the Irish Sea and
the English Channel (i.e. Bay of Seine, Bay of Mont-
Saint-Michel). The southern regions like the Bay of
Biscay, the Portuguese and Spanish coasts don’t seem
to be signiﬁcantly impacted by the chlorophyll-a
decrease and remain stable.
Using the diﬀerence of P90 of chlorophyll-a between
the four periods (Figure 3.8.2(a–c)) we can observe its
spatio-temporal evolution. During the ﬁrst two periods
(1998–2003 vs. 2003–2008, Figure 3.8.3(a)) we observe
an increase in the North Sea in coastal areas and a slight
decrease in the East English Channel except oﬀ the Bay
of Somme. A slight increase is also observed in the
coastal area of the Bay of Biscay. Over the second and
third periods (2003–2008 vs. 2008–2013, Figure 3.8.3
(b)) the decrease is observed in the North Sea except
oﬀ the Rhine/Scheldt mouth where there is a high
increase. Moreover, a decrease is observed in the Eastern
part of the English Channel, the Bay of Mont-Saint-
Michel and in the North of Ireland. Finally, during the
last two periods (2008–2013 vs. 2013–2018, Figure 3.8.3
Figure 3.8.4. Mussel Final weight expected after two years (from 4 to 20 g), estimated from the mean of chlorophyll-a concentration
calculated on a period of two years: (a) 1998–1999, (b) 2003–2004, (c) 2008–2009, (d) 2017–2018. Deep blue for mussels < 4 g and deep
brown for mussels > 20 g. The grey shaded areas indicate the regions with not enough chlorophyll-a for mussel growth.
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(c)) a high decrease is observed in the coastal areas of
Belgium and Netherlands and in the French coasts of
the East English Channel. The decrease is also observed
all around Ireland and in the English coast of the Irish
Sea. The diﬀerence between the ﬁrst and the last period
(1998–2003 vs. 2013–2018, Figure 3.8.2(d)) conﬁrm a
chlorophyll-a P90 decrease during the last 21 years that
mostly impacted the English Channel (mainly French
coasts), the Irish Sea and an area of the North Sea (oﬀ
the North Coasts of the Netherlands).
These results conﬁrm the observations of Gohin et al.
(2019), i.e. the evolution of chlorophyll-a since 1997 with
a negative trend in the English Channel while the Bay of
Biscay was not impacted by this decrease. Moreover,
these results are obtained using two diﬀerent sources of
chlorophyll-a data: products 3.8.1 and 3.8.2 were used
for this study while Gohin et al. (2019) used the level 4
IFREMER products (Saulquin et al. 2011). Now that
the decrease of chlorophyll-a is conﬁrmed in the North
of the IBIROOS region (Ireland-Biscay-Iberia Regional
Operational Oceanographic System), we can study the
impact on the mussel growth and then deﬁne the optimal
farming locations in this area.
Initially, we applied, on the studied area, the relation-
ship between chlorophyll-a concentration and mussel
growth established by Thomas et al. (2011) as described
above. In summary, mussel growth is strongly correlated
with the mean concentration of chlorophyll-a during its
two years of growth. Biannual means of chlorophyll-a
were computed from 1998 to 2018 using the satellite pro-
ducts 3.8.1 and 3.8.2. The relationship was applied to
each pixel of the area to determine the mean ﬁnal weight
of the mussel after two years of growth. The resulting
maps are shown below (Figure 3.8.4). Between the
periods 1998–1999 and 2003–2004 (Figure 3.8.4(a,b))
an increase of the high growth areas can be observed
in the English Channel, North Sea and the Irish Sea
while others regions do not diﬀer signiﬁcantly. Then,
from 2003–2004 to 2017–2018 (Figure 3.8.4(b–d)) we
observe a signiﬁcant decrease of the high growth areas
in the North part of the studied regions. The results
show that the main impacted areas are the North Sea,
the English Channel (including the Bay of Seine and
the Bay of Mont Saint-Michel) and the Irish Sea. In
these regions, the decrease of chlorophyll-a concen-
tration can be linked to the decrease of nutrients inﬂux
from rivers, mainly the Phosphorus (Romero et al. 2013).
Comparing the diﬀerence of expected weight between
the periods 2003–2004 vs. 2017–2018 (Figure 3.8.5) we
can observe that the coastal areas most impacted by the
decrease of chlorophyll-a (deep blue) are the English
Channel and the Irish Sea (Irish Coasts). The coastal
Figure 3.8.5. Mussel growth diﬀerence between 2003–2004 vs. 2017–2018.The most impacted zones by the decrease of chlorophyll-a
(deep blue) are the central part at the south of the North Sea, the English Channel the Irish Sea and oﬀ the north-west of Ireland.
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areas with a very high chlorophyll-a concentration are not
impacted (North Sea, French Eastern part of the English
Channel, Western English coast, Bay of Biscay). The
north East of England and the south of the Bay of Biscay
are the two regions that show a higher growth potential.
To ﬁnalise this case study we will analyse the delimita-
tion of optimal sites for mussel farming using chloro-
phyll-a (product ref. 3.8.1 and 3.8.2) as well as wave
product (product ref. 3.8.3 and 3.8.4). The chlorophyll-
a concentration directly impacts the mussel growth
while the wave height impacts the farming operation
conditions. In prospecting sites for mussel culture, well-
protected or sheltered coves and bays are preferred
over unprotected open areas. Sites aﬀected by heavy
wind conditions and big waves could damage the stock
and farming materials and, therefore, must be avoided.
Thus, protected areas rich in plankton should be selected.
For this purpose, we have used the mean of chloro-
phyll-a concentration for two-year periods from 1998
to 2018 and the P90 of the maximum signiﬁcant wave
height (HSMAX) calculated from 1998–2018. Then,
thresholds are applied to each parameter to exclude the
areas that do not correspond to the suitability criteria
(that could be adjusted depending on the studied area).
The data combination, based on the environmental con-
ditions, has been used to exclude the areas which do not
comply with the following criteria (used in the EU FP7
SAFI project: http://www.copernicus.eu/projects/saﬁ –
SAFI Consortium (2016)):
. To avoid the areas too exposed to high waves: P90 of
HSMAX < 3 m
. To select areas with enough chlorophyll-a for optimal
mussel growth, but without eutrophication risks 1.2 <
Mean chlorophyll-a < 25 mg m−3
. Coastal distance < 10 km to optimise the exploitation
costs
The results show (Figure 3.8.6) that between 1998–1999
and 2017–2018 there is an increase of optimal sites for
Figure 3.8.6. The diﬀerences between optimal sites (in red): (a) from 2017–2018 comparing to 1998–1999. Stable areas in blue, new
sites in green, disappeared sites in red.
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mussel farming in the North-West coasts of Ireland, the
North Coast of Cornwall, the West Coast of Brittany and
the Southern Coast of the French part of the Bay of Bis-
cay. However during the same time there is a decrease of
optimal sites for mussel farming in the Bay of Exeter, the
Normano-Breton Gulf and oﬀ the Rhone river mouth.
In conclusion, these results conﬁrm the observation of
Gohin et al. (2019), showing a decrease of chlorophyll-a
concentration in the English Channel and the North Sea.
Moreover, we observe a similar negative trend in the
Irish Sea. This decrease in chlorophyll-a concentration
begins around 2003 and is clearly observed in 2018.
This phenomenon concerns mainly the higher concen-
trations (>10 mg m−3). The main cause seems to be the
nutrients inﬂux decrease from rivers over the last years,
and the decline in phosphorus is certainly the major fac-
tor driving the evolution of the phytoplankton biomass
(Romero et al. 2013).
As mentioned above, this negative trend might
have an impact on the living organisms feeding on phy-
toplankton, as for instance the bivalves. Hence, it
could impact the farming and ﬁshery of commercial
bivalves such as mussels in which growth is strongly
correlated with chlorophyll-a concentration (Thomas
et al. 2011). Our results show that the chlorophyll-a
decrease impacts mainly the higher concentrations
(>10 mg m−3) and does not appear to signiﬁcantly
impact the mussel growth since they need less than
2 mg m−3 (annual mean) to achieve an optimal growth.
However, we observed that the most impacted areas for
mussel farming are the Bay of Exeter, the Rhone mouth
and the Normano-Breton Gulf. Although the Normano-
Breton Gulf is a high spot for mussel farming, fortu-
nately, until now, the actual farms have not been aﬀected
Although chlorophyll-a concentration has a tendency
to decrease, the coastal mussel farms are not yet aﬀected.
However, the most impacted areas must be monitored to
follow the evolution of the chlorophyll-a over the next
years. Mussel oﬀshore farming and ﬁshery may be
aﬀected in the near future, therefore additional studies
will be needed. It should be noted however that other
external parameters, such as harmful algal blooms,
ﬁshing pressure, human pressure, have not been taken
into account in this study, and may have a signiﬁcant
impact on local ecosystem.
Notes
1. The JMP-EUNOSAT project consortium consists of:
RWS (co-ordinator), Deltares (NL), RBINS (BE), IFRE-
MER (FR), PML, Cefas, MSS (UK), IMR, NIVA (NO),
SMHI (SE), AU (DK), UBA, NLWKN, BSH (DE, all
self-funded).
2. Coast Colour Round Robin (CCRR) data set published
by Nechad et al. (2015). The CCRR project (http://
www.coastcolour.org) funded by the European Space
Agency (ESA) was designed to bring together a variety
of reference datasets and to use these to test algorithms
and assess their accuracy for retrieving water quality
parameters. This information was developed to help
end users of remote sensing products to select the
most accurate algorithms for their coastal region.
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Chapter 4: Speciﬁc events 2017
4.1. The Weddell Sea Polynya
Authors: Céline Heuzé, Gilles Garric, Thomas Lavergne
Statement of main outcome:During the year 2017 a large
hole in the winter sea ice cover (polynya) appeared in the
Weddell Sea, a region of the Antarctic Ocean. It stayed
open for almost three months and was the ﬁrst reappear-
ance of such an event since 1976.Deepvertical oceanicmix-
ing started after the polynya opened but was stopped after
just two months, probably as sun-induced sea ice melting
released enough freshwater to stabilise the water column.
Such deepmixing is crucial for the global ocean circulation,
deep ocean ventilation, and carbon and heat storage. The
Weddell Polynya must therefore be actively monitored to
understand why this deep mixing starts and stops.
Products used:
Ref.
No. Product name and type Documentation
4.1.1 SEAICE_GLO_SEAICE_L4_REP_
OBSERVATIONS_011_009
Global Ocean Sea Ice Concentration
Time Series Reprocessed from
EUMETSAT OSI SAF
PUM: http://marine.
copernicus.eu/
documents/PUM/
CMEMS-OSI-PUM-011-
009.pdf
QUID: http://marine.
copernicus.eu/
documents/QUID/
CMEMS-OSI-QUID-011-
001to007-009to012.pdf
4.1.2. GLOBAL_REANALYSIS_PHY_001_026
Global ocean ensemble physics
reanalysis
PUM:
http://marine.copernicus.
eu/documents/PUM/
CMEMS-GLO-PUM-001-
026.pdf
QUID:
http://marine.copernicus.
eu/documents/QUID/
CMEMS-GLO-QUID-001-
026.pdf
Every winter at both poles, strong winds push the sea ice
away from the coast (Smith and Barber 2007), opening
small holes in the sea ice or so-called ‘coastal polynyas’.
Via these holes, the comparatively warm ocean is in
direct contact with the cold atmosphere, which results
in strong oceanic heat loss, sea ice formation and dense
water production (e.g. Cavalieri and Martin 1994; Kusa-
hara et al. 2010). In stark contrast with these small
coastal polynyas, in austral winter 2017 a very large
hole opened unexpectedly in the sea ice in the open
ocean in the Weddell Sea – the Atlantic sector of the
Southern Ocean. That hole, the Weddell Polynya, has
been a modelling mystery for the last decades, occurring
regularly in climate projections (e.g. Heuzé et al. 2013)
yet only twice to date in the observational record. It is
hence crucial to study this second occurrence, not only
to help improve global climate models but also due to
the potential large role of the Weddell Polynya on the
global oceanic circulation (Orsi et al. 2001) and on
local ecosystems (Smith and Barber 2007).
The ﬁrst satellites to routinely observe the Antarctic sea
ice detected the Weddell Sea polynya, a huge hole that
opened three winters in a row, from 1974 to 1976 and
reached up to 350,000 km2 (Carsey 1980). Then, nothing
happened for forty years. A small ‘halo’ with sea ice con-
centrations never exceeding 90% (Lindsay et al. 2004) was
regularly observed, but the polynya itself did not re-open
until 27 July 2016 and closed shortly after on 17 August
2016. In 2017 however, the Weddell Polynya stayed
open continuously frommid-September until the seasonal
retreat of sea ice early December, and at its maximum
reached approximately 300,000 km2 (Figure 4.1.1).
There have been too few observed events to determine
the exact reasons why the Weddell Polynya only opens
occasionally. The Weddell Polynya is a latent heat poly-
nya, meaning that it opens because sea ice is melted
locally from below by upwelled warm waters (Morales-
Maqueda et al. 2004). The sea ice halo indicates that
this upwelling happens often, most likely because of
the presence of the underwater seamount Maud Rise
(Holland 2001). However, additional processes are
required to trigger a full polynya opening but there is
no consensus as to which they are, owing notably to a
lack of in-situ measurements. The trigger could be an
event in the atmosphere, e.g. persistent anomalous
winds (Gordon et al. 2007; Cheon et al. 2014); or a weak-
ening of the oceanic stratiﬁcation (Comiso and Gordon
1987; Heuzé et al. 2015; Kjellsson et al. 2015); or even
low frequency variations in the Weddell Sea heat content
(Martin et al. 2013; Dufour et al. 2017).
The Weddell Sea and the other seas surrounding Ant-
arctica are vast and cannot be sampled eﬀectively with
conventional automated in-situ observations (drifters,
proﬁlers, etc), and ship-based campaigns are too seldom
to allow for the monitoring of such rapidly evolving
phenomena as the polynya. The main direct observation
of the polar ocean and its sea ice cover is thus made using
satellite-based products. Figure 4.1.1 shows the temporal
evolution of the Weddell Sea polynya in austral spring
2017 (15 September, 25 October, 15 November, and 1
December). Daily maps of sea-ice concentration are
computed from passive microwave radiometer obser-
vations from the Special Sensor Microwave Imager/
Sounder (SSMIS). Raw brightness temperature measure-
ments are converted to sea-ice concentration by the
EUMETSAT Ocean and Satellite Application Facility
(OSI SAF, http://www.osi-saf.org/) and redistributed by
CMEMS as SEAICE_GLO_SEAICE_L4_NRT_OBSER-
VATIONS_011_001 (product reference 4.1.1).
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In the following section, we use the ensemble mean
global reanalysis product GREP (product reference
4.1.2). GREP consists of GLORYS2V4 from Mercator
Ocean (Fr), ORAS5 from ECMWF, FOAM/GloSea
from the UK Met Oﬃce (UK) and C-GLORS from
CMCC (It). All these reanalyses assimilate sea ice con-
centration from passive microwave observation data
and the vertical mixing is parameterised according to a
turbulent closure model adapted by Blanke and Dele-
cluse (1993).
Observations (Martinson et al. 1981) and coupled
models (e.g. Heuzé et al. 2013) both show a deepening
of the mixed layer during a polynya event. The GREP
product correctly reproduces this phenomenon
(Figure 4.1.2): in 2017, the monthly mixed layer depth
(MLD) departs from an average value in August to
peak at 470 m in October 2017, 350 m deeper than the
mean value of 1993–2016, and returns to a normal
value in December. The deep mixed layers, by bringing
warm water up, are thought to keep the polynya open.
GREP in contrast shows that in November, as the poly-
nya grew exponentially, the MLD had decreased again
(Figure 4.1.2), suggesting that from November onwards
the polynya continued growing because of melting of
sea ice by the atmosphere, not by further upwelling of
warm oceanic water.
The evolution of both temperature and salinity with
time and depth in the polynya region (Figure 4.1.3)
conﬁrms these ﬁndings. After the opening of the polynya,
notably in September 2017, the surface waters are warmer
and saltier than previously (resp. 0.05°C and 0.01, thick
black line on Figure 4.1.3(b,d)) whereas from 70 m
depth onwards they are colder and slightly fresher than
before the polynya opened. This pattern of warming of
the surface waters in winter coincident with a cooling of
the subsurface, all while the MLD deepens, is indicative
of convection. From November 2017 onwards however,
the surface signal is dominated by the large freshening
induced by the growth of the polynya (Figure 4.1.1)
while at subsurface temperatures around 100 m increase
again as the mixed layer shoals, further suggesting that
the convection was limited to September–October 2017.
It is worth noting that the hydrography from GREP is
remarkably similar to that measured by the autonomous
SOCCOM ﬂoats that accidentally sampled the 2017 poly-
nya (see Figure SB6.2 of Swart et al. (2018) compared to
Figure 4.1.3(a,c) here). Since modelling approaches are
routinely used in the ice-covered Southern Ocean where
observations are lacking, it is crucial that reanalysis such
as the four members of the GREP product remain as accu-
rate as possible, even when having to react to an unex-
pected polynya event.
In summary, although the opening of the Weddell
Polynya in winter 2017 was unexpected, it was accurately
detected by the passive microwave observations (product
4.1.1), which were then assimilated by GREP (product
4.1.2) resulting in GREP’s hydrography matching that
opportunistically observed (Swart et al. 2018). The
GREP results presented here suggest that the 2017 Wed-
dell Polynya had two diﬀerent stages of development:
ﬁrst, in September and October, the mixed layer
Figure 4.1.1. Evolution of the Weddell Sea Polynya in austral
spring (15 September, 25 October, 15 November, and 1 Decem-
ber) 2017 as monitored by product 4.1.1. Yellow box highlights
the area used for the output averaging of GREP (product 4.1.2)
shown on Figures 4.1.2 and 4.1.3.
Figure 4.1.2. Monthly mixed layer depth over Maud Rise (yellow
box, Figure 4.1.1) from product 4.1.2. Black line indicates the
mean of 1993–2016 (individual dotted lines). Red line is 2017,
with the polynya opening in September. Based on product
4.1.2 (GREP).
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deepened and heat was redistributed through the water
column, indicative of convection bringing warm water
to the surface to further melt the sea ice from below;
then, in November, the water column was stabilised, con-
vection stopped, and the polynya grew only because of
seasonal surface melting from above, hence producing
even more freshwater to stabilise the water column. It is
however too early to say whether the dynamics in the
model are correct. Longer observational time series with
more openings of the large Weddell Polynya than just
the 1970s and 2017 are needed, along with measurements
of its eﬀect on the rest of the climate system in terms of
heat and carbon ﬂuxes and volumes of deep water for-
mation. Since sea ice has been struggling to close over
the polynya region in May and June 2018, we may be
able to extend our analysis by one year soon.
4.2. Temperature and salinity anomalies in the
North Atlantic subpolar gyre
Authors: Jérôme Gourrion, Julie Deshayes, Mélanie
Juza, Tanguy Szekely
Statement of outcome: A regional cold and fresh
anomaly appeared in the North Atlantic in 2014. It is
associated with the onset of a positive North Atlantic
Oscillation phase and intense deep convection in the
Labrador Sea. The previous Ocean State Report indicates
that in 2016, this cold and fresh anomaly was located to
the south of Iceland and primarily associated with an
eastward migration of the eastern boundary of the sub-
polar gyre. In 2017, a similar cold and fresh anomaly is
detected further to the north-east with temperature
anomalies of smaller amplitude and salinity anomalies
of similar amplitude as observed previously.
Products used:
Ref.
No. Product name and type Documentation
4.2.1 INSITU_GLO_TS_OA_REP_
OBSERVATIONS_013_002_B
INSITU_GLO_TS_OA_NRT_
OBSERVATIONS_013_002_A
In situ TS data
PUM: http://marine.
copernicus.eu/documents/
PUM/CMEMS-INS-PUM-
013-002-ab.pdf
QUID: http://marine.
copernicus.eu/documents/
QUID/CMEMS-INS-QUID-
013-002b.pdf
http://marine.copernicus.eu/
documents/QUID/CMEMS-
INS-QUID-013-002a.pdf
4.2.2 GLOBAL_REANALYSIS_PHY_001_030
Reanalysis
PUM: http://marine.
copernicus.eu/documents/
PUM/CMEMS-GLO-PUM-
001-030.pdf
QUID: http://marine.
copernicus.eu/documents/
QUID/CMEMS-GLO-QUID-
001-030.pdf
TheNorthAtlantic subpolar gyre is a region characterised
by substantial variability on interannual to decadal
Figure 4.1.3. Evolution of the monthly hydrographic properties in GREP (product 4.1.2) with depth and time over Weddell Polynya
region (yellow box, Figure 4.1.1): (a) Potential Temperature from January 2015 to December 2017; (b) change in that temperature
after the opening of the polynya in September (S, dashed black), October (O, plain dark grey), November (N, dashed grey) and Decem-
ber (D, plain light grey) 2017 when compared with August 2017; (c) and (d) same as (a) and (b) respectively for the salinity. On (a) and
(c), yellow dashed line is the monthly MLD from product 4.1.2; vertical purple dashed line and associated arrow, the opening of the
polynya in September 2017; vertical dashed black lines, the turn of the year.
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timescale, with cold and fresh anomalies, such as in the
1970s (Dickson et al. 1988; Belkin et al. 1998) but also
in the 1980s and early 1990s, alternating with warm and
salty anomalies, e.g. in the late 1990s (Robson et al.
2012). It is crucial to understand better the drivers of
this regional variability, because (i) the presence of cold
and fresh anomalies may conceal the long-term increase
in ocean heat uptake (Levitus et al. 2009), (ii) sea surface
temperature anomalies in theNorthAtlantic have a direct
impact on European climate (e.g. Czaja and Frankignoul
2002) and (iii) it is expected to have consequences on the
regional to global ocean and climate system through their
potential impact on dense water formation (Hátún et al.
2005). In 2016, Gourrion et al. (2018) reported that cold
and fresh anomalies are observed in the subpolar gyre,
to the south of Iceland, from the surface down to
1000 m. The authors suggest that these anomalies were
associated with an eastward migration of the eastern
boundary of the subpolar gyre, and resulted from a
regional adjustment of the basin-scale dynamical struc-
tures subsequent to dense water formation in the Labra-
dor Sea. As these cold anomalies coincide with general
warming trends elsewhere, there has been numerous
studies focussing on those and other hypotheses have
been advanced, for example anomalous air-sea ﬂuxes
(e.g. Grist et al. 2016; Zunino et al. 2017), large scale
changes in horizontal (Piecuch et al. 2017) and/or over-
turning (Robson et al. 2016) circulations, among others
(see review of Josey et al. 2018). In this section, we analyse
the temperature and salinity anomalies observed in the
subpolar North Atlantic in 2017 and discuss their
relationship with those observed previously.
In 2017, the global CMEMS in situ observation repro-
cessed dataset (product reference 4.2.1, hereafter designed
as the CORA dataset) suggests that upper ocean
anomalies in the subpolar North Atlantic are cold and
fresh compared to the mean over the period 2003–2014
(Figure 4.2.1, left), similarly to 2016. Anomalies of
maximum amplitude (around −1°C and −0.2 psu when
integrated over 100–400 m depth) are located more to
the north east (approximately at 21°W, 59°N) than pre-
vious year. To the south of the subpolar gyre and oﬀshore
Grand Banks (40°W, 48°N), as well as to the north of the
Labrador Sea, upper ocean anomalies are warm and salty
during 2017. In order to determine which upper ocean
anomalies are robust, similar diagnostics from the
GLO-MFC reanalysis product (product reference 4.2.2,
hereafter designed as GLORYS12V1) are also produced
Figure 4.2.1. Temperature (in °C, top) and salinity (in psu, bottom) anomaly ﬁelds integrated within the 100–400 m depth layer in 2017
from the CORA observational dataset (product reference 4.2.1) and the GLORYS12V1 model (product reference 4.2.2). The reference
period for anomaly computation is the mean over 2003–2014. The white box corresponds to the control box used in Figure 4.2.2
to compute the depth-time diagram. The white contours correspond to the patterns of temperature and salinity anomaly maxima
in 2016 (delimited by the values of −1.3°C and 0.17 psu, respectively).
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(Figure 4.2.1, right). The latter also oﬀers the
unique opportunity to examine coincident ocean circula-
tion anomalies, as will be done later. In GLORYS12V1,
upper ocean anomalies are cold and fresh to the south
of Iceland, and warm and salty (although they are more
patchy) to the south of the subpolar gyre, as obtained
from CORA (product reference 4.2.1).
The CORA dataset is used to determine the extent at
depth of upper ocean cold and fresh anomalies
(Figure 4.2.2). By averaging those anomalies over a box
centred on the anomalies of maximum amplitude (dis-
played in Figure 4.2.1), we notice that they have a signa-
ture reaching 1000 m depth, similar to what was already
observed in 2016. Notwithstanding, temperature
Figure 4.2.2. Depth-time diagram of temperature (in °C) and salinity (in psu,) anomalies averaged over the control box (deﬁned in
Figure 4.2.1) from CORA (product reference 4.2.1) and GLORYS12V1 (product reference 4.2.2). The reference period for anomaly com-
putation is the mean over 2003–2014.
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anomalies in 2017 have weaker amplitude compared to
those in 2016, while salinity anomalies have similar ampli-
tude. This is also visible in depth-time diagram computed
from GLORYS12V1 (Figure 4.2.2). As a consequence,
cold and fresh anomalies detected in 2017 share simi-
larities with those observed in 2016, except that they are
located further to the north east, and that temperature sig-
nal has been attenuated.
Local anomalies in air-sea ﬂuxes have the potential to
drive upper-ocean anomalies, and we investigate their
role in our region of interest in 2017, by computing net
heat and freshwater ﬂuxes from GLORYS12V1 over the
white box displayed in Figure 4.2.1 (Figure 4.2.3, plain
lines). As for previous variables, monthly anomalies are
computed from the corresponding climatological seasonal
cycles calculated over the period 2003–2014. In 2016 and
2017, heat ﬂux anomalies are positive over the region of
maximum cold anomalies, which suggests that 2017
upper ocean temperature anomalies have not been gener-
ated locally by anomalous atmospheric heat ﬂuxes during
2017 winter. In addition, the fact that heat ﬂux anomalies
are positive in 2017 is consistent with a weakening of the
negative ocean temperature anomalies, and suggests that
air-sea interactions have had a damping inﬂuence on
the cold anomalies of 2016. Freshwater ﬂux anomalies
are weak on average in 2017, as they are negative in the
ﬁrst part of the year, and positive later. Figure 4.2.3 also
suggests that those ﬂux anomalies are very similar when
averaged over a slightly bigger spatial box (dashed lines),
which then includes the area of maximum amplitude
cold and fresh anomalies in 2016. As a result, cold and
fresh anomalies in 2017 have not been generated locally
by anomalous air-sea ﬂuxes, but result from pre-existing
anomalies created elsewhere and advected into the area
of interest (see Gourrion et al. 2018).
GLORYS12V1 also provides useful information about
the ocean circulation. The region of maximum amplitude
anomalies in 2017 lies in the north-eastern part of the
cyclonic subpolar gyre, where the barotropic currents
are oriented to the north-east (Figure 4.2.4). This is com-
patible with the north-east migration of the maximum
amplitude anomalies from 2016 to 2017, as advected by
the mean barotropic currents, and so conﬁrms that the
cold and fresh anomalies observed in 2017 are the con-
tinuation of those previously described in 2014, 2015
and 2016 (see Gourrion et al. 2018). Besides, anomalies
in the barotropic streamfunction calculated every year
as deviations from the 2003–2014 climatology. Results
from Figure 4.2.5 suggest that the cyclonic subpolar
gyre circulation is more intense over the last four years.
Figure 4.2.3. Net heat ﬂuxes (in W/m2) and freshwater ﬂuxes (in kg/m2/s) anomalies averaged over the control box (deﬁned in Figure
4.2.1) from the GLORYS12V1 model (product reference 4.2.2). The ﬂuxes are deﬁned positive from the atmosphere to the ocean. The
reference period for anomaly computation is the mean over 2003–2014.
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Figure 4.2.4. Mean barotropic streamfunction in 2017 from GLORYS12V1 (product reference 4.2.2). The white box with plain lines cor-
responds to the area used to compute depth-time anomalies in Figure 4.2.2. The white box with dashed lines represents the area of
maximum amplitude cold and fresh anomalies in 2016 (see Gourrion et al. 2018).
Figure 4.2.5. Barotropic streamfunction anomalies in 2014 (a), 2015 (b), 2016 (c) and 2017 (d) from GLORYS12V1 (product reference
4.2.2). The reference period for anomaly computation is the mean over 2003–2014.
JOURNAL OF OPERATIONAL OCEANOGRAPHY s97
Indeed, although anomalies in batrotropic circulation are
very patchy to the south of 54N, which corresponds to the
highly turbulent North Atlantic Current (this region is
discussed below), they are overall negative to the north
of 56N from 2014 to 2017. Previous studies underlined
that intensiﬁcations of the subpolar gyre in the last 40
years have been associated with eastward migrations of
the eastern boundary of the gyre (Flatau et al. 2003;
Hátún et al. 2005; Deshayes and Frankignoul 2008),
and that has actually been observed in 2016 through an
eastward migration of 35.1 isohaline (Figure 4.2.3 in
Gourrion et al. 2018). Hence, this suggests that the cold
and fresh anomalies observed from 2014 to 2017 are
the result of dynamical changes in the subpolar gyre,
which drivers are discussed at length in Gourrion et al.
(2018). Note that this is actually in agreement with the
conclusions of Piecuch et al. (2017) although they only
investigate anomalies in ocean heat content.
Figure 4.2.1 also highlights warm and salty anomalies
observed to the south of the subpolar gyre during 2017.
The yearly anomalies in barotropic streamfunction
(Figure 4.2.5) are instrumental in speculating about
their origin. Those anomalies are very patchy with alter-
nating positive and negative patterns, which is not sur-
prising as this is a highly turbulent region with intense
mesoscale activity. Yet, there seems to be an overall
intensiﬁcation in the amplitude and occurrence of posi-
tive patterns from 2014 until 2017, which could reﬂect
the interannual adjustment of the ocean to the positive
North Atlantic Oscillation phase that began in 2014
(Barrier et al. 2014). Ultimately, this dynamic adjustment
is expected to favour the northward penetration of warm
and salty subtropical water masses, which could explain
the observed warm and salty anomalies to the south of
the subpolar gyre in 2017.
4.3. Anticyclonic Eddy Anomaly: impact on the
boundary current and circulation in the western
Mediterranean Sea
Authors: Eva Aguiar, Mélanie Juza, Baptiste Mourre,
Ananda Pascual, Evan Mason, Aida Alvera-Azcárate,
Joaquín Tintoré
Statement of main outcome: An intense anticyclonic
eddy anomaly event was observed in fall-winter 2017
north of the island of Mallorca in the western Mediterra-
nean Sea. Similar long-lived eddies were reported during
1998 and 2010. The eddy alters the general cyclonic cir-
culation of the Balearic Sea and the regional water mass
properties. In particular, glider data in 2017 showed an
anomalous strong inﬂow through the Ibiza Channel of
recent Atlantic Water. These changes signiﬁcantly
aﬀect the heat, salt and nutrient distributions in the
area with implications for climate and primary pro-
duction. The monitoring of these events is thus essential
for both science and society in this area.
Products used:
Ref.
No. Product name and type Documentation
4.3.1 SEALEVEL_MED_PHY_L4_REP_
OBSERVATIONS_008_051
SEALEVEL_MED_PHY_L4_NRT_
OBSERVATIONS_008_050
Sea level
PUM: http://marine.copernicus.
eu/documents/PUM/CMEMS-
SL-PUM-008-032-051.pdf
QUID: http://marine.
copernicus.eu/documents/
QUID/CMEMS-SL-QUID-008-
032-051.pdf
4.3.2 INSITU_MED_TS_REP_
OBSERVATIONS_031_041
INSITU_MED_NRT_OBSERVATIONS
_031_035
In situ TS data
PUM: http://marine.copernicus.
eu/documents/PUM/CMEMS-
INS-PUM-013.pdf
QUID: http://marine.
copernicus.eu/documents/
QUID/CMEMS-INS-QUID-013-
041.pdf
http://marine.copernicus.eu/
documents/QUID/CMEMS-
INS-QUID-013-030-036.pdf
Mean ﬂows, as part of the general circulation, are
responsible for heat, salt and nutrient redistribution
along our coasts, aﬀecting climate and primary pro-
duction. Their interactions with eddies produces
exchanges of energy and momentum that can induce
changes in the general ocean circulation (e.g. Kang
and Curchitser 2015). Hence, it is essential to better
understand the processes that favour eddy generation
and their interaction with the mean ﬂow. Previous
theoretical studies have shown that instability processes
associated with mean ﬂows can lead to eddy generation
and that these eddies, in turn, play an important role
driving changes in the large-scale circulation (Holland
and Lin 1975; Holland 1978; Hogg and Stommel
1985; Greatbatch 1987; Dengler et al. 2004; Marshall
2006).
In the southern part of the western Mediterranean Sea
(Figure 4.3.1), the circulation in the Alboran Sea is mainly
driven by the Atlantic Jet entering the basin at the Strait of
Gibraltar (Parrilla and Kinder 1987; Viúdez and Haney
1997) bringing fresh Atlantic Water with salinity values
around 36.5. In the northern part of the western Mediter-
ranean, the circulation is characterised by a strong bound-
ary current (the so-called Northern Current), which ﬂows
south-westward through the Balearic Sea, before splitting
into two branches (Font et al. 1988): one deviating along
the northern slope of the Balearic Islands forming the
Balearic Current (Ruiz et al. 2009; Mason and Pascual
2013) and the other ﬂowing southward through the Ibiza
Channel (Pinot et al. 2002). This channel is often con-
sidered to be a choke point of meridional exchanges
between the northern and southern basins (Heslop et al.
2012; Juza et al. 2013). The intense meso-scale activity
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observed in the western Mediterranean Sea is associated
with a small Rossby radius (approximately 10 km; Robin-
son et al. 2001). Moreover, the high number of available
observations (Tintoré et al. 2013) converts this oceanic
sub-basin into a small ocean laboratory where eddy-
mean ﬂow interactions can be monitored, detected, and
studied.
In this study, we use sea level anomalies from the pro-
duct reference 4.3.1 over the period 1993–2017. First, the
eddy anomaly is characterised based onmonthly mean sea
surface height maps (adding the sea level anomaly maps
to the mean dynamic topography; Rio et al. 2014)
(Figure 4.3.2(a)). Then, the inﬂuence area of the anticyclo-
nic eddy anomaly is deﬁned (Figure 4.3.1) by calculating
the mean contour of all the anticyclonic eddies detected
by an eddy identiﬁcation and tracking algorithm
(Mason et al. 2014) north of Mallorca in 2017. A climato-
logical index is derived from the spatially-averaged sea
level over the inﬂuence area. This index is seasonal and
low-pass ﬁltered using a 30-day moving average to detect
only long-lived eddy anomalies (Escudier et al. 2016)
which are our focus in this study. The index enables us
to deﬁne the anomalous character of the reported events
(Figure 4.3.2(b)). Finally, the Northern Current is moni-
tored at two locations as displayed in Figure 4.3.1 (Figure
4.3.2(c,d)). Geostrophic velocity time series have been
computed from sea level anomalies using the equation
for geostrophic equilibrium. Associated transport time
series have been calculated from the perpendicular com-
ponent of the velocities projected onto the deﬁned section.
High-resolution glider data in the Ibiza Channel as part of
the product reference 4.3.2 are also used over their avail-
able period 2011–2017 to indicate the presence or not of
anomalous Atlantic Water of recent origin south of the
position of the eddy anomaly.
The anticyclonic eddy anomaly ﬁrst occurs during
September 2017 and persists until February 2018, with
a radius varying between 32 and 90 km (Figure 4.3.2
(a)). The climatological index (Figure 4.3.2(b)) conﬁrms
the formation and persistence of this eddy, and also
highlights the two previous events in 1998 and 2010
(Pascual et al. 2002; Mason and Pascual 2013). The max-
ima of the index typically occur in the fall-winter
months. They are higher in 1998 and 2017 (16 and
20 cm, respectively) compared to 2010 (12 cm), and cor-
respond to long-lived anticyclonic eddies with durations
of four to ﬁve months in 1998 and 2017, and two months
in 2010. Other anticyclonic eddies in the same area as
reported in the literature were not persistent enough
(shorter than 30 days) to be detected by the index.
These include for example, the eddies in fall 2001
(Rubio et al. 2009) and in April 2008 (Bouﬀard et al.
2010). The anticyclonic eddy analysed by Amores et al.
(2013) in 2010 occurred in a diﬀerent area further
south. The 2007 anticyclonic eddy studied by Garreau
et al. (2011) in this area was not stationary, and was
migrating along the Catalan continental slope into the
Balearic Sea during a period of two months and a half.
The time series of the zonal geostrophic component of
the Northern Current oﬀCap de Begur from 1993 to 2017
clearly indicates the eastward deviation of the current
downstream from Creus Cape (black point, Figure
4.3.1) during the years associated with the anticyclonic
eddy anomaly (Figure 4.3.2(c)): 1998, 2010 and 2017.
During these three events, the lags between the maxima
of the northern current zonal component and of the cli-
matological index suggest that the Northern Current
deviates ﬁrst. The anticyclonic eddy anomaly reaches its
maximum two months later in 1998 and 2017 and one
month later in 2010. The maximum transport monitored
further south east is produced one week after the maxi-
mum of northern current deviation in 1998, and around
two months later in the case of the 2010 and 2017 events
(Figure 4.3.2(d)). These delays are associated with slightly
diﬀerent evolutions of the eddy anomaly.
Water mass transports are computed using data from
gliders in the Ibiza Channel (as in Heslop et al. 2012)
(section shown in Figure 4.3.1) starting from January
2011 (product reference 4.3.2). The time series of meri-
dional geostrophic transports show an intensiﬁcation
of the northward ﬂow associated with the entrance of
Figure 4.3.1. Mean geostrophic velocities from the product
reference 4.3.1 over the period 1993–2012 in the western Med-
iterranean Sea. White arrows represent the main regional circula-
tion pattern in the Balearic Sea. The black contour delimits the
anticyclonic eddy anomaly inﬂuence-area where the climatologi-
cal index is calculated (see text for more details). The black point
denotes the deﬂection location of the Northern Current, the black
line is the section where the transports are extracted to monitor
that deviation, and the red line corresponds to the glider transect
in the Ibiza Channel.
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recent Atlantic Water into the Balearic Sea since the end
of 2015 (Figure 4.3.3). Strong northward transports of
this water mass are captured by the gliders, in particular
in October 2016 (with values higher than 0.5 Sv) and in
October 2017 when the maxima are reached (1 Sv).
During these two autumnal glider missions, the inﬂow
of recent Atlantic Water represents a large amount of
the total transport (41–56% in 2016 and 48–59% in
2017) leading to an unusual and strong positive net
inﬂow. During the anticyclonic eddy anomaly event of
1998, Pascual et al. (2002) also reported the anomalous
presence of recent Atlantic Water in the Balearic Sea,
which was explained by the possible weakening of the
Northern Current that leads to the entrance of this
water mass from the Alboran Sea through the Balearic
channels.
The mechanisms involved in the process of the eddy
generation are related to barotropic instabilities, due to
horizontal shear perturbations of the ocean currents,
and/or to baroclinic instabilities, induced by major
changes in the stratiﬁcation. Concretely, in this area,
Pascual et al. (2002) argue that that the presence of
warm water in the Balearic Sea interfered with the nega-
tive curl from the northwesterly Mistral wind shear
downstream of the Pyrenees (Herbaut et al. 1997)
could generate the strong eddy in fall 1998. Rubio et al.
(2009) related the generation of the anticyclonic eddy
in September 2001 to the separation of the coastal cur-
rent downstream of Cape Creus that was induced by
strong Mistral wind events. However, our empirical
orthogonal function analysis of the winds in the north-
western Mediterranean Sea indicate that the zero curl-
isoline on the northern edge of the eddy is a necessary
but not a suﬃcient condition to produce the strong
and long-term eddy (not shown). Consequently, we
suggest a combination of several factors are responsible
Figure 4.3.2. (a) Monthly sea surface height maps and associated geostrophic currents in September, October, November and Decem-
ber 2017 from the product reference 4.3.1, (b) Anticyclonic eddy anomaly climatological index, (c) Northern Current zonal component
extracted at the point displayed in Figure 4.3.2(a), and (d) Geostrophic transport through the black section shown in Figure 4.3.2(a).
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for the formation of the eddy event in 2017. These
include the intense Mistral wind jets which could be
responsible for the coastal detachment of the Northern
Current. This in turn would favour the recent Atlantic
Water coastal intrusion, and which would then gain
negative vorticity due to the negative curl caused by
wind in this area. High-resolution numerical model
simulations will be used in the future to analyse this
hypothesis and to improve our knowledge of the gener-
ation and permanence of these mesoscale eddies and
their interaction with the mean ﬂow.
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4.4. Insights on 2017 Marine Heat Waves in the
Mediterranean Sea
Authors: Nathaniel Bensoussan, Jacopo Chiggiato, Bruno
Buongiorno Nardelli, Andrea Pisano, Joaquim Garrabou
Statement of main outcomes: Overall, 99.6% of Mediter-
ranean Sea surface experienced at least one Marine Heat
Wave event during year 2017. Strong Marine Heat
Wave events occurred at regional scale, in June, July and
August. Analysis of sea surface temperature from
CMEMS revealed unprecedented Marine Heat Wave
total duration in the north-western sub-region (up to
225 days locally in the north Catalan Sea) and exception-
ally long single event (entire summer) in the Eastern
Levantine Sea. In all sub-regions examined, a long-term
increasing trend in annual Marine Heat Wave duration
is obvious over the 1982–2017 period. As for previous sig-
niﬁcant Marine Heat Wave events (e.g. summer 2003),
mass mortality events aﬀected the benthic biota in the
north-westernMediterranean Sea in 2017. Unprecedented
large-scale and long-lasting benthic mucilaginous bloom
also occurred in the north Catalan Sea. Analysis of in situ
temperature time series in Scandola Marine Protected
Area showed sub-surface intensiﬁcation of Marine Heat
Wave events (both in intensity and duration) which
could not be inferred from surface data only. Enhancing
the monitoring framework on physical and biological
indicators is thus required for good evaluation of Marine
HeatWave and their impacts onMarine Coastal Biodiver-
sity at local and regional scale.
Products used:
Ref.
No. Product name and type Documentation
4.4.1 SST_MED_SST_L4_REP_
OBSERVATIONS_010_021
Sea surface temperature data
PUM: http://marine.copernicus.
eu/documents/PUM/CMEMS-
OSI-PUM-010-021-022.pdf
QUID: http://marine.copernicus.
eu/documents/QUID/
(Continued )
Figure 4.3.3. Northward (positive) and southward (negative) geostrophic transports in the Ibiza Channel integrated over the full water
column (grey) and only considering recent Atlantic Water (red) obtained from product reference 4.3.2 during the glider missions from
2011 to 2017.
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Continued.
Ref.
No. Product name and type Documentation
CMEMS-OSI-QUID-010-021-
022.pdf
4.4.2 T-MEDNet consolidated
in situ temperature time series.
www.t-mednet.org
In situ temperature data
www.t-mednet.org/T-Database
Ocean warming is associated to large changes in daily
temperature distribution with increase in the occurrence
of conditions presently perceived as extreme (known as cli-
mate intensiﬁcation, see for instance section 2.2). Extreme
warm sea temperature events observed around the world
have been termed Marine Heat Waves. The interest in
the characterisation of Marine Heat Waves has increased
in the recent years (Hobday et al. 2016, 2018; Frölicher
and Laufkötter 2018). For this study we applied the
approach proposed by Hobday et al. (2016) in which Mar-
ine Heat Waves can be qualitatively deﬁned as prolonged
periods (ﬁve consecutive days or more) of anomalously
warmwater conditionswhen compared to the climatologi-
cal mean (Hobday et al. 2016, 2018; see below for more
information). Their mean duration and frequency have
increased signiﬁcantly over the past century, resulting in
a 54% increase in sea surface annual Marine Heat Wave
days globally (Oliver et al. 2018).
Increasing thermal stress is already having a range of
important impacts on marine ecosystems and the goods
and services they provide (Frölicher and Laufkötter
2018). Increasingly, mass mortality events on the benthic
biota are reported in both tropical and temperate ecosys-
tems (e.g. Garrabou et al. 2009; Wernberg et al. 2016;
Hughes et al. 2017). In the north-western Mediterranean
Sea, anomalously warm conditions during summers
1999, 2003 and 2006 have been associated to unprece-
dented mass mortality events, which have aﬀected macro-
benthic engineer species along tens to thousands of km of
the coastline of Spain, France and Italy (Garrabou et al.
2009; Crisci et al. 2011; Marbà et al. 2015). Since 1999, sev-
eral Marine Heat Waves and new mass mortality events
occurred, particularly during recent years, as was the
case during year 2017. However, the linkage between sur-
face Marine Heat Wave metrics and biological impacts in
subsurface marine habitats is not straightforward, ﬁrstly
due to seasonal stratiﬁcation and the inﬂuence of wind
on coastal hydrodynamics (Bensoussan et al. 2010; Scha-
eﬀer and Roughan 2017). Furthermore, relating the ther-
mal anomalies to biological observations might be seen as
a highly context-dependent issue (e.g. species depth distri-
bution, life cycle, diﬀerential response to thermal stress)
and overall relies on biological responses to temperature
(among other climatic and non-climatic stressors) which
are most often poorly constrained due to the lack of obser-
vation at the appropriate spatial and temporal scales.
In this context, we must note the importance of (i) a
remote-sensing observing system to track the evolution
of Marine Heat Wave events, (ii) sustained in situ obser-
vation over the long-term in marine coastal habitats, on
both physical (temperature) and biological indicators,
and (iii) a common analysis framework for comparison
across temporal and geographic scales. Here, we analyse
how such framework, when available, can allow good
evaluation of Marine Heat Wave and better assessment
of their ecological impacts. We provide insights on the
2017 Mediterranean marine heatwave, ﬁrst with a view
from the surface at regional and sub-regional scale in
the Mediterranean Sea, considering CMEMS high resol-
ution (4 km) satellite sea surface temperature (product
reference 4.4.1). Then an inside view at local scale com-
bining satellite and multi-year in situ data retrieved from
T-MEDNet temperature series (product reference 4.4.2,
see Section 3.6) recorded in a Marine Protected Area
where biological impacts have been observed.
Identiﬁcation and classiﬁcation of MHW events
Marine heat waves have mostly been studied from the
analysis of long-term satellite data sets over climatic
time scale (30 years). Two diﬀerent approaches can
be conducted for their identiﬁcation with respect to
the long-term climatological mean for each location
and day of year (Hobday et al. 2016) or with respect
to an elevated temperature threshold (e.g. species
speciﬁc thermotolerance threshold or upper percen-
tiles of site temperatures, Marbà et al. 2015; Galli
et al. 2017). While the later approach focus on
extreme hot events, the former allows identiﬁcation
of strong anomalies (extreme warm events) through-
out the entire annual cycle, which can prove relevant
for a range of biological impacts, considering diﬀerent
biological processes and life stages of life cycle of
marine organisms.
Relying on the deﬁnition of Hobday et al. (2016),
Marine Heat Wave events, are identiﬁed as discrete
and prolonged period of time (at least ﬁve consecutive
days) with temperature above the site/day climatologi-
cal 90th percentile. The method allows comparison of
events duration and intensity across time and space
from sites with diﬀerent thermal regimes and we ﬁrst
analysed satellite sea surface temperature daily data
from CMEMS (product reference 4.4.1). For each
pixel, climatological mean and 90th percentiles were
calculated over the 1982–2011 period, using a 11-day
centred window and additional smoothing on the cli-
matology with a 30-day running mean (Hobday et al.
2016). The following primary metrics were used to
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describe the events: duration, maximum daily tempera-
ture (Tmax), maximum intensity (imax = Tmax− climato-
logical mean), mean intensity and cumulative intensity
(icum =mean intensity × duration, in C° day). Total
duration and total cumulative intensity were also calcu-
lated at diﬀerent time scales, by aggregating duration or
icum by month, season or year. The spatial extent of
Marine Heat Wave events was computed at monthly
and seasonal time scale from the satellite data of year
2017. In order to analyse the long-term trends at
sub-regional scale, average daily temperature time
series were calculated over three boxes shown in
Figure 4.4.1(a). The Marine Heat Wave analysis was
conducted over these spatially averaged time-series.
Classiﬁcation of Marine Heat Wave events can be
conducted by scaling their maximum intensity with
respect to the degree to which temperature exceed the
local climatology (Hobday et al. 2018). Categories of
Marine Heat Waves are based on multiples of the value
represented by the local diﬀerence between the climato-
logical mean and the climatological 90th percentile. Mul-
tiples of this local diﬀerence describe diﬀerent categories
of Marine Heat Waves: deﬁned as moderate (1–2×, Cat-
egory I), strong (2–3×, Category II), severe (3–4×, Cat-
egory III), and extreme (>4×, Category IV), based on
their maximum intensity (imax) at each point in space
(Hobday et al. 2018).
The method is also suited for in situ time series (Hob-
day et al. 2016). Long-term (14 years) continuous
(hourly) temperature time series has been acquired
using vertical array of data loggers set at standard
depth levels (every 5 m, between 5 and 40 m depth) in
the no take zone of the Réserve Naturelle de Scandola
(Parc Régional de Corse, France). Such oceanographic
time series was obtained in the frame of sustained T-
MEDNet network monitoring eﬀort conducted jointly
with Mediterranean Marine Protected Areas (see Section
3.6). The climatological mean and 90th percentile, were
calculated for each depth over all daily averaged data
available over the 2004–2016 period.
The 2017 Mediterranean MHW over the satellite record
Statistics computed from the CMEMS sea surface temp-
erature data over the Mediterranean Sea show that 2017
was the sixth warmest year (mean SST = 19.86°C,
anomaly + 0.65°C), and warmest spring on average
since 1982 (Figure 4.4.1). During this warm year, signiﬁ-
cant Marine Heat Wave events occurred at regional scale
in June, July and August (Figure 4.4.2) and at local to
sub-regional scale across all four seasons, resulting in
elevated total number of Marine Heat Wave days
(Figure 4.4.2(a)). Overall, 99.6% of Mediterranean Sea
surface experienced at least one Marine Heat Wave
event and signiﬁcant variability was evidenced at the var-
ious space scales (Figure 4.4.2). Marine Heat Wave days
Figure 4.4.1. Time series of yearly and Spring (April, May and June) Mediterranean Sea surface temperature (SST) over the period
1982–2017. The black dots show results for year 2017. Reference number of the product used: 4.4.1.
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were on average twice higher in the western than in the
eastern basin (88 ± 31 vs. 43 ± 25 days, mean ± std).
Total duration exceeded 6 months (max 225 days) in
the northern Catalan-Balearic Sea and 4 months over
13% of the western basin surface, mainly from Algerian
to Catalan Sea and from Sardinia to Ligurian Sea
(Figure 4.4.2(a)). Similar amount of Marine Heat Wave
days were not observed in the eastern basin, except
locally in the eastern Levantine Sea.
A signiﬁcant event at regional scale took place in June
2017, with a single long-lasting Marine Heat Wave
(depending on the location, up to 20–25 days) in the
western Mediterranean Sea. Figure 4.4.2(b) shows the
very large spatial extent and elevated peak anomaly
during this event. Maximum daily sea surface tempera-
ture anomalies up to 6°C were detected north of the
Balearic-Corsica front but, in general, 4°C anomaly was
reached in most part of the sub-basin and in the north-
ernmost part of the eastern Mediterranean. We also ana-
lyse the cumulative intensity at the seasonal scale (here
grouping June, July and August in order to account for
diﬀerent timing of observed events in the basin during
the warm season). Combining both duration and inten-
sity, Figure 4.4.2(c) shows overall elevated thermal stress
in the western basin and adjacent Sicily channel, in the
Levantine and northern Adriatic sub-basins. Signiﬁcant
spatial variability was observed with local extremes
along the North Catalan coast, in the Algerian and
Levantine seas which could be associated to seasonal or
permanent circulation features, like eddy intensiﬁcation
in the Balearic-Catalan Sea (see Section 4.3) and perma-
nent gyres (e.g. Ierapetra and Cyprus gyres), locally
exacerbating the regional warm signal. It should be
noted, on the other hand, that elevated imax in the
Aegean Sea (Figure 4.4.2(b)), when combined with
locally short duration of the Marine Heat Wave, leads
to a low cumulated intensity (Figure 4.4.2(c)). This
example is suggestive of the relevance of considering
both scores together with maximal temperature when
interpreting Marine Heat Wave intensity. Adoption of
a Marine Heat Wave scale was also found useful to com-
municate and raise scientiﬁc and public awareness on
these extreme warm events (Hobday et al. 2018).
Under this scheme, peak intensity of category II (strong)
Figure 4.4.2. Maps showing diﬀerent MHW metrics (left) and categorisation of MHW events by month (right). (a) Annual number of
Marine Heat wave days in 2017, (b) MHW maximum intensity (imax) during June 2017, (c) June to August 2017 MHW cumulative inten-
sity (icum). (d, e, f) Highest MHW category by month, during the regional MHW events of June, July and August. Locations with no
heatwave days are blanked out. Reference number of the product used: 4.4.1. Location of the three boxes considered for sub-regional
analysis and of the Scandola Marine protected Area are shown in panel a.
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took place over most of the western Mediterranean in
June, the Aegean-Levantine basin in July and the Adria-
tic-Ionian in August (Figure 4.4.2(d,e,f)).
Spatial and temporal variability of MHW events
We further focus our analysis to the Catalan-Balearic,
northern Adriatic and eastern Levantine Sea,
where relatively long event of category II occurred
(Figure 4.4.3). In the north Catalan-Balearic area (Box
1, Figure 4.4.3(a)), sea surface temperature was overall
warmer than average except in September. A sequence
of eight Marine Heat Wave events took place between
January and December, among which, the strong events
of April and June (Tmax 15 vs. 25°C) and the moderate
but notably long fall event (78 days by the end of year,
icum = 113°C day). This long event can be related to the
intense anticyclonic eddy anomaly detected in fall-winter
2017 north of Mallorca Island, which blocked the general
cyclonic circulation and enhanced the prevalence of
Marine Heat Wave over the area (see Section 4.3).
In thewarmer eastern Levantine Sea (Box 2, Figure 4.4.3
(b)), positive sea surface temperature anomaly prevailed
from March to December and a notably long summer
single event (97 days) occurred from 27 June to 1 October
(Tmax = 29°C in July, icum = 133 C°day). In the northern
Adriatic, six Marine HeatWave events took place between
late March and August (Figure 4.4.3(c)), out of which four
were synchronous with events in the western Mediterra-
nean (Box 1). Elevated Tmax (28°C) was observed during
the strong Marine Heat Wave event from 2 to 10 August.
Further analysis of the 36 years of satellite data attest
of the unprecedented duration of the 2017 events (Figure
4.4.3(d,e,f)). In the western Mediterranean Sea (Box 1,
Figure 4.4.3(d)), 2017 was the year with the highest
annual number of Marine Heat Wave days since 1982.
They were observed throughout the four seasons, as in
2015, but with only few days in summer compared to
the years 2003, 2006 and 2015 (7 vs. 36–60 days respect-
ively). Also, summer long event was evidenced in the east-
ern Levantine Sea for the second time since 1982 (as in
2012, Figure 4.4.3(e)). Interestingly in all areas, long-
term increasing trend inMarine Heat Wave total duration
(yearly) is obvious and longest total duration (>170 days
per year) occurred during the past decade (2010 in the
Levantine, 2014 in the Adriatic and 2017 in the Western).
Splitting the observation period in two highlights con-
trasted Marine Heat Wave regimes. Since late nineties,
Marine Heat Wave events have occurred every year in
at least one season (except in 2005 in the N-Adriatic)
and they last longer. This regime shift attest of the
Figure 4.4.3. (a–c) Spatially averaged time series of daily sea surface temperature for the three boxes shown in Figure 4.4.2(a). The
climatological mean (blue curve) and thresholds used to deﬁne MHW categories from moderate (dotted grey line) to strong (grey
line) were calculated over the 1982–2011 period. MHW events are identiﬁed and ﬁlled with colours by categories (orange = moderate,
red = strong). (d–f) Time series of the total number of marine heatwave days by year and by season since 1982, the arrow indicates the
2017 data. Reference number of the product used: 4.4.1.
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important increase in the prevalence of extreme warm
(upper decile) daily temperature under current warming
trends (see Figure 4.4.1). Our results are in agreement
with analysis conducted at global scale, which have been
related to the acceleration of warming trends (Oliver
et al. 2018).
Observed biological impacts
In 2017, concomitant with the thermal context, a range
of biological impacts were observed. Firstly an unprece-
dented large-scale and long-lasting mucilaginous benthic
algal bloom occurred along the French and Spanish coast
of the northern Catalan Sea from spring till early fall
(Figure 4.4.4). The mucilaginous algal blooms, mainly
the Ectocarpal Acinetospora crinita, could cover all
benthic habitats from 10 m down to 30 m depth. The
cover of thick layers of mucilaginous algae dramatically
aﬀected even gorgonians which grow arborescent colo-
nies up to 1 m in height depending on the species (Figure
4.4.4(b)). Subsequently, mass mortality on gorgonian
species occurred in late Summer and Fall 2017 (mainly
the red and white gorgonian Paramuricea clavata and
Eunicella singularis, respectively). While in other areas
of the north-western Mediterranean Sea mortality of
gorgonians as well as other macrobenthic biota was
observed, also in late summer. For instance, at the
Réserve Naturelle de Scandola (Corsica) the yellow gor-
gonian Eunicella cavolini and several sponges species
(Spongia spp. Petrosia ﬁciformis, Ircina spp.) dwelling
between 10 and 25 m depth suﬀered from moderate to
severe mortality impacts.
Surface and subsurface MHW in nearshore coastal waters
(Scandola Marine Protected Area)
Proper knowledge on changes in environmental con-
ditions, including marine heat waves, is needed to better
assess potential impacts on ecosystem structure and func-
tion. Owing to the limited availability of long in situ data
sets, it is not clear how accurate information can be
obtained in the near-shore using satellite data (but see sec-
tion 3.6). As satellite are restricted to the surface, in situ
observations are required to cope with the important
depth variability occurring during the seasonal
stratiﬁcation period, typically fromApril–May to Fall con-
vective events. For instance the summer 2003 mega
atmospheric heatwave over Europe was associated to
extreme sea surface temperature in the central Ligurian
Sea in August while cold anomaly prevailed below 10 m
depth (Sparnocchia et al. 2006). Here we conduct further
analysis from satellite data retrieved at local scale and in
situ measurements conducted along the depth gradient
from 5 to 40 m depth.
Figure 4.4.4. (a–b) Mucilaginous blooms covering diﬀerent benthic assemblages (rocky infralittoral habitats and coralligenous) and
species (the red gorgonian Paramuricea clavata) along the Catalan coast between Spring and Fall 2017, and (c) white gorgonian Euni-
cella singularis displaying signs of very recent necrosis (white tissue peeling oﬀ from the axis leaving denuded axis).
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Local satellite data were retrieved from the closest pixel
to the monitoring site considering the common years of
data available (2004–2017). From the statistical analysis
of the local satellite and in situ5mmulti-yearmatchup data-
base, high agreement was evidenced for Scandola, both in
terms of correlation (0.988), bias (0.17°C) and round
mean square diﬀerence (0.7°C). These results are in agree-
ment with results shown in section 3.6 from analysis con-
ducted in several Marine Protected Areas member of the
T-MEDNet monitoring network. Figure 4.4.5(a,b) shows
results from the Marine Heat Wave analysis conducted
from June to October 2017 on the satellite and in situ5m
Figure 4.4.5. Information on MHW events in Scandola Marine Protected Area nearshore waters (Parc Régional de Corse, France). (a–c)
Time series of daily satellite sea surface temperature and in situ temperature measured at 5 and 15 m depth. Climatology (blue line) and
MHW thresholds (grey lines) calculated over the period 2004–2016 are also shown. MHW events are identiﬁed and ﬁlled with colours by
categories (orange = moderate, red = strong). (d) In situ temperature anomalies relative to the multi-year mean at 10, 25 and 40 m
depth. (e) Total number of MHW days from satellite (0 m) and in situ data (5–40 m depth). Reference number of the products
used: 4.4.1 and 4.4.2.
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data. The climatological mean and 90th percentile were
slightly higher for the surface when compared to in
situ5m (by typically <1°C). Also some diﬀerences arose
regarding the number and category of detected events.
Considering the strong June event however, high agree-
ment was evidenced with negligible diﬀerences in terms
of duration (17 days), imax (3.5°C) and icum (46 C°day).
This event reached deeper marine habitats, in fact, down
to 15 m depth, with a time lag of ca. 10 days (Figure 4.4.5
(c)) while warm pulses occurred deeper (shorter than ﬁve
days, not shown). Overall, over these 4months, total num-
ber ofMarineHeatWavedayswas higher at 15 m(38days)
depth compared to 5 m (22 days) and surface (17 days),
which can be seen as subsurface intensiﬁcation of Marine
Heat Wave, and largely depends on the seasonal stratiﬁca-
tion dynamics (Bensoussan et al. 2010; Schaeﬀer and
Roughan 2017). Such anomalies were observed in late Sep-
tember and October at 40 m depth, as vertical mixing
occurred and propagated the warm signal to depth (Figure
4.4.5(d)). Meanwhile, onemight notice that cold to neutral
anomaly prevailed at the surface.
Considering the 2004–2017 period (Figure 4.4.5(e)),
elevate total number of Marine Heat Wave days was
calculated over the depth range examined (325–429
days, maximum in the upper 15 m) from which a sig-
niﬁcant fraction occurred in year 2017. Interestingly,
we can note the fair agreement between Marine Heat
Wave days calculated from the local satellite and
in situ5m data (0 vs. 5 m depth diﬀerence < 10%).
Together with the high agreement evidenced for the
June 2017 event, these results open new and interesting
perspectives for satellite based analysis of Marine Heat
Waves over climatic time scales (back to 1982) in the
coastal zone.
Understanding the biological responses to warming
and how changes in the thermal environment are driv-
ing changes in the marine biota is an active research
ﬁeld (see for instance Section 3.2 for ﬁshes and Section
3.6 for the benthic biota). As introduced earlier in the
section, diﬀerent approaches might be used comple-
mentarily in order to assess such responses/impacts.
In fact, metrics used to characterise Marine Heat
Wave events (duration, imax, icum) could usefully be
adapted to quantify more largely the positive anomalies
(Figure 4.4.5(d)) occurring over given periods of inter-
est, from days to month(s) and thus integrate the
strong dynamics and variability modes of subsurface
conditions (e.g. inertial oscillations, Bensoussan et al.
2010).
Mass mortality events are particularly strong dis-
turbances aﬀecting benthic habitats since they aﬀect a
wide range of macrobenthic species over large geo-
graphical scales (tens to thousands of kilometres of
coastlines) as was the case in the 2017. However,
mass mortality is only one of the impacts of climate
change in the benthic coastal habitats. Overall climate
change is severely modifying the structure and func-
tions of marine coastal ecosystems to new conﬁgur-
ations, which might no longer support the goods and
services to people. In this context, we must note the
importance of sustained observation eﬀort on sub-sur-
face temperature and biological indicators for compari-
son across temporal and geographic scales to enhance
our understanding of ongoing changes and our fore-
casting abilities.
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4.5. Reversal of the Northern Ionian circulation in
2017
Authors: Giulio Notarstefano, Milena Menna, Jean-
François Legeais
Statement of main outcome: A reversal of the surface
circulation in the Northern Ionian Sea was observed
in 2017. This changing of the circulation pattern
seems to be periodic and it is critical for the redistribu-
tion of salt between the Eastern Mediterranean and the
Northern Ionian – Southern Adriatic Seas. The period-
icity of this reversal occurs on a quasi-decadal scale and,
when it happens, it constitutes a special event because
this phenomenon can deeply impact on the deep
water formation sites and hence can aﬀect the water
masses distribution between the diﬀerent Mediterra-
nean sub-basins. Moreover, the shift of circulation
mode can contribute to trigger abrupt events like the
Eastern Mediterranean Transient that impacted the
Mediterranean regional oceanography, shifting the
deep water formation site from the South Adriatic to
the Aegean/Cretan Sea.
Products used:
Ref.
No. Product name and type Documentation
4.5.1 SEALEVEL_MED_PHY_L4_NRT_
OBSERVATIONS_008_050
SEALEVEL_MED_PHY_L4_REP_
OBSERVATIONS_008_051
Remote sensing
PUM: http://marine.copernicus.
eu/documents/PUM/CMEMS-SL-
PUM-008-032-051.pdf
QUID: http://marine.copernicus.
eu/documents/QUID/CMEMS-
SL-QUID-008-032-051.pdf
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The surface circulation in the Northern Ionian Sea is
mainly inﬂuenced by quasi-decadal reversal of the
Northern Ionian Gyre over the last 40 years even though
a real periodicity is still not clear (Pinardi et al. 2015).
This circulation system (Gačić et al. 2011; Pinardi et al.
2015; Simoncelli et al. 2016) is evident also at intermedi-
ate depth and strongly impacts on the distribution of sal-
inity in the South Adriatic Sea (Gačić et al. 2010, 2011;
Kokkini et al. 2017). Thermohaline changes in the
South Adriatic Sea are of considerable importance for
the Mediterranean Sea climate due to the deep water
convection and dense water formation that takes place
in this area (Gačić et al. 2014; Simoncelli et al. 2017).
The anticyclonic circulation mode is associated with
the northward deﬂection of the Atlantic Ionian Stream
that brings fresh Atlantic water in the Northern Ionian
and South Adriatic seas; consequently, the intrusion of
the Levantine salty water in the South Adriatic is reduced
(Figure 4.5.1, left panel). During the cyclonic circulation
mode this water mass exchange is strongly modiﬁed
(Figure 4.5.1, right panel): the eastward intense ﬂow of
the Atlantic Ionian Stream brings fresh Atlantic water
in the Cretan Passage and, at the same time, more saline
waters at the intermediate level from the Levantine basin
ﬂow into the Northern Ionian and South Adriatic seas.
Currently, four reversals are documented by numerical
and experimental studies: two of them, from cyclonic
to anticyclonic mode, took place around 1987–1988
(Demirov and Pinardi 2002) and in 2006 (Gačić et al.
2010; Bessiéres et al. 2013); other two, from anticyclonic
to cyclonic mode, occurred in 1997 (Pujol and Larnicol
2005) and in 2011 (Bessiéres et al. 2013; Gačić et al.
2014), respectively.
Satellite altimetry, available since 1993, is a powerful
product to observe the ocean variability at global and
regional level (Legeais et al. 2016, 2017), since it provides
sea level anomaly measurements continuously in time. In
particular, the absolute dynamic topography, obtained
by adding the mean dynamic topography (Rio et al.
2014) to the sea level anomaly, and the related absolute
geostrophic velocities, were used to deﬁne the temporal
phases of cyclonic/anticyclonic Northern Ionian Gyre.
The relative vorticity ﬁeld (ζ) of the absolute geostrophic
velocities was evaluated as the vertical component of the
velocity ﬁeld curl:
z = ∂vg
∂x
− ∂ug
∂y
where ug and vg are the components of the absolute
geostrophic velocities.
Monthly means of the geostrophic current vorticity
ﬁelds were spatially averaged in the region of northern
Ionian Sea (white rectangles in Figure 4.5.1) and the time
series of this parameter (blue line in Figure 4.5.2) was
ﬁltered using a 13-month moving average (red line in
Figure 4.5.2), in order to remove the seasonal and
intra-annual variations and focus on the interannual
ﬂuctuations. The geographical area of the spatial vorticity
Figure 4.5.1. Summary of the water masses distribution in the Ionian Sea during the anticyclonic (left) and cyclonic (right) modes of the
Northern Ionian Gyre (adapted from Lavigne et al. 2018), superimposed with the yearly maps of absolute dynamic topography (colours)
in 1996 and 1999, respectively. The acronyms in the ﬁgure are: Atlantic Water (AW); Levantine Surface Water (LSW); Levantine inter-
mediate water (LIW). White squares show the area used to estimate the time series of Figure 4.5.2. The reference number of the pro-
ducts used is 4.5.1: SEALEVEL_MED_PHY_L4_NRT_OBSERVATIONS_008_050, SEALEVEL_MED_PHY_L4_REP_OBSERVATIONS_008_051.
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mean (37–39°N and 17–19.5°E: white rectangles in
Figure 4.5.1) was selected according to the shape of the
Northern Ionian Gyre (a similar choice was made in
Shabrang et al. 2016). During the anticyclonic mode
(Figure 4.5.1(a)) the Northern Ionian Gyre is located in
the centre of the basin and is surrounded by recurrent
mesoscale cyclonic eddies (e.g. along the eastern coast
of Sicily, at the entrance of the Gulf of Taranto, along
the eastern Ionian ﬂanks), whereas during the cyclonic
mode the whole northern Ionian Sea is involved in the
counterclockwise circulation (Figure 4.5.1(b)) and the
northern Ionian meander moves very close to the coasts.
In order to identify the interannual variability of the
Northern Ionian Gyre vorticity ﬁeld, avoiding contami-
nations by the mesoscale structures located along the
edges of the basin-scale meander, we focus on the area
statistically less inﬂuenced by the mesoscale activity.
The vorticity ﬁeld associated with the surface
geostrophic circulation in the Northern Ionian Gyre is
positive/negative during cyclonic/anticyclonic phases
(Figure 4.5.2). Time series of the current vorticity
shows that seasonal oscillations (blue line) do not inﬂu-
ence the decadal variability and the reversals of Northern
Ionian Gyre. Even Poulain et al. (2012) shows that the
basin wide circulation in the Northern Ionian Sea
remains invariant with the seasons, whereas a signiﬁcant
seasonality is evident in the central Ionian related to the
Atlantic-Ionian Stream variations.
The inversion to Northern Ionian Gyre cyclonic mode
in 1997 (Figure 4.5.2) is widely shared in literature (Pujol
and Larnicol 2005; Bessiéres et al. 2013; Gačić et al. 2014;
Pinardi et al. 2015). On the other hand, the inversion to
anticyclonic mode in 2006 is still a controversial aspect.
It is supported by altimetry data (Gačić et al. 2014; see
also Figure 4.5.2) and ocean state indices (Bessiéres
et al. 2013; Reale et al. 2017), but not sustained by the
MEDREA reanalysis products that document only a
weakening of the cyclonic circulation in the period
2006–2016 (Simoncelli et al. 2014; Simoncelli et al.
2017). As pointed out by Bessiéres et al. (2013), there
are many intermediate states between the two main cir-
culation modes, during which transition phases exist and
strengthening or weakening of the main modes can be
observed. However, they also argue that the weak anti-
cyclonic phase between 2006 and 2011 cannot be con-
sidered a temporary inversion or a weakening of the
cyclonic circulation mode, since it lasted almost ﬁve
years. In 2011, altimetry data show another reversal of
Northern Ionian Gyre to cyclonic mode, prematurely
and temporary interrupted between May 2012 and
March 2013 due to the climatic variability induced by
the severe winter 2012 which caused the formation of
very dense Adriatic waters, ﬂooding Ionian ﬂanks in
May and inverting the bottom pressure gradient (Gačić
et al. 2014).
The mean maps of absolute dynamic topography and
absolute geostrophic velocities show a new weakening
of the Northern Ionian Gyre cyclonic mode in 2016
(Figure 4.5.2; Figure 4.5.3(a,b)). The anticyclonic mean-
der located in the Southern Ionian Sea (south of 36°N;
Figure 4.5.3(a)) protrudes northward (Figure 4.5.3(b)),
promoting the gradual break-up of the sub-basin scale
cyclone. Then, in the ﬁrst part of 2017, the sea level
in the centre of the northern Ionian becomes slightly
higher than the ﬂanks (Figure 4.5.3(c)) and ﬁnally, in
the second part of 2017, the anticyclonic circulation is
Figure 4.5.2. Time series of the spatially averaged current vorticity (blue line) and low-pass ﬁltered (13 months) current vorticity (red
line) computed in the Northern Ionian Sea (37–39°N; 17–19.5°E), during the period January 1993–November 2018. The temporal phases
of the Northern Ionian Gyre are deﬁned cyclonic when the vorticity ﬁeld is positive and anticyclonic when the vorticity ﬁeld is negative.
Reference number of the product used: 4.5.1.
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established (Figure 4.5.3(d)). This change of the circula-
tion mode should not be attributed to seasonal variabil-
ity that rarely impacts the basin wide circulation (Gačić
et al. 2014). Moreover, the low-pass ﬁltered (13 months)
current vorticity spatially averaged in the Northern
Ionian Sea indicates that a shift of the surface circula-
tion from cyclonic to anticyclonic has occurred in
2017, irrespective of the seasonal signal. Further studies,
additional datasets and the support of numerical models
are needed for a better comprehension, a robust
description and a deeper analysis of the Ionian reversal
phenomenon, not only for the year 2017 but also for the
future years. It is of fundamental importance to keep on
monitoring this circulation pattern that deeply impacts
on the surface and intermediate water masses distri-
bution and water masses formation. Indeed, the anti-
cyclonic circulation mode is one of the main catalyst
for abrupt events like the Eastern Mediterranean Tran-
sient (Gačić et al. 2011; Pinardi et al. 2015; Simoncelli
et al. 2016) in which the South Adriatic deep water
formation site was substitute by the Aegean/Cretan
Sea (Roether et al. 1996).
4.6. ‘Silent’ storm surge extremes in the western
Baltic Sea on 4 January 2017
Authors: Jun She and Jacob Woge Nielsen
Statement of main outcome:Most storm surge events in
the western Baltic Sea are caused by local gale winds. On
4 January 2017, sea level in the western Baltic Sea
reached a 50 to 100 year high. However, the local wind
speed over sea did not exceed 7 Beaufort (17.1 m/s).
This is far from suﬃcient to generate such a rare surge
event. By combining in-situ sea level and wind measure-
ments, satellite observed wind speed, modelled sea level
and water transport, mechanisms of the event are ana-
lysed. We ﬁnd that wind conditions during two weeks
prior to the event generated a ‘U-shaped’ sea level pat-
tern, with high sea level in Kattegat and the central Baltic,
Figure 4.5.3. Mean maps of absolute dynamic topography (colour-coded in the ﬁgures, where warm colours/red means relative highs
and cold colours/blue means relative lows) and absolute geostrophic velocities (white arrows) for the periods January–June 2016 (a),
July–December 2016 (b), January–June 2017 (c) and July–December 2017 (d). Reference number of the product used: 4.5.1
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and low sea level in the western Baltic. A large scale, pre-
vailing strong northeasterly on 4 January over the central
Baltic Sea, shifted the water mass southwestward. It was
found that, during the event, the Baltic surge propagated
westwards with a speed of around 8.5 m/s. The south-
ward ﬂow from the Kattegat through the Danish Straits
contributed 42% of the sea level rise, with 58% due to
westward transport from the open Baltic Sea.
Products used:
Ref.
No. Product name and type Documentation
4.6.1 WIND_GLO_WIND_L4_NRT_
OBSERVATIONS_012_004
Remote sensing
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-OSI-
PUM-012-004.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-OSI-
QUID-012-004.pdf
4.6.2 BALTICSEA_ANALYSIS
_FORECAST
_PHY_003_006
Model
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-BAL-
PUM-003-006.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-BAL-
QUID-003-006.pdf
4.6.3 INSITU_BS_TS_REP_
OBSERVATIONS_013_042
In-situ product
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-INS-
PUM-013-042.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-INS-
QUID-013-042.pdf
Storm surges in the Baltic Sea may cause substantial
loss of lives and property. To implement eﬃcient safety
measures, both accurate real time forecast and estimates
of the coastal sea level 50, 100 and 1000 year return
periods are required. Due to gaps in existing sea level
observations in the coastal area, such estimates have
to rely on both long-term observations and calibrated
ocean models. It is therefore very important to under-
stand the mechanisms forming the extreme sea level
events. Many existing studies have focused on the
long-term change and return periods of extreme sea
level in the western Baltic Sea (Sztobryn et al. 2005;
Gräwe and Burchard 2011; Wolski et al. 2014; Madsen
et al. 2017). A comprehensive study was done by Szto-
bryn et al. (2005) on extreme storm surge events in the
southern and western Baltic Sea during 1976–2000. It
was found that all of the surges studied were caused
by gale-force onshore winds of short or long duration,
with a prevailing northerly component in the wind
direction. However, occasionally an alternative mechan-
ism may generate an extreme storm surge event. For
example, in November 1993, a sea level high of
1.52 m was recorded at Korsør, located in the Great
Belt. The return period exceeded 50 years. However,
no local high winds were observed during the event.
The calm weather conditions led to the event being
referred to as a ‘silent’ storm surge. On 4 January
2017, a similar event was recorded in the western Baltic
Sea. Although these ‘silent’ surges do not happen often,
they signiﬁcantly contribute to the history of sea level
extremes in the western Baltic Sea (Madsen et al.
2017; Kystdirektoratet 2018). As there is still a lack of
mechanism study and documentation on such kind of
events, in this paper we will use comprehensive model
and observation data from CMEMS to study the mech-
anisms of the event.
During 4 January 2017, sea level in a large part of the
western Baltic Sea rose by 1.2–1.8 m during a relatively
short period of 14–16 h. At Gedser, maximum sea level
reached 1.67 m, which is the second highest recorded
during the past hundred years (the highest being
1.68 m, recorded in 1954). At Bagenkop Havn sea level
peaked at 1.77 m, which is 7 cm higher than the
estimated 100 year event (Kystdirektoratet 2018).
Table 4.6.1 shows the maximum sea level and corre-
sponding UTC time, recorded at Danish and German
Table 4.6.1. Sea level peaks and corresponding UTC time, recorded at western Baltic Sea stations (see Figure 4.6.1), based on the
product ref. 4.6.3.
Danish stations Longitude (deg.) Latitude (deg.) Max. Sea level (m) Peak time (2017.1.4)
Køge 12.20 55.45 1.57 17:00
Rødvig 12.3728 55.2542 1.66 17:10
Hesnæs 12.1333 54.8167 1.70 17:50
Gedser 11.9256 54.5728 1.67 19:30
Rødby 11.35 54.55 1.68 20:20
Fåborg 10.25 55.10 1.68 22:30
Bagenkop 10.7528 54.7778 1.77 22:50
Fynshav 9.9869 54.995 1.66 23:10
Sønderborg 9.7833 54.9167 1.72 23:40
German stations
Warnemünde 12.1033 54.1697 1.46 19:30
Wismar 11.4581 53.8989 1.68 20:15
Travemünde 10.8722 53.9581 1.73 21:00
Heiligenhafen 11.0056 54.3731 1.6 21:15
Kiel 10.2733 54.4997 1.64 22:45
Kalkgrund 9.8881 54.8247 1.67 23:45
Eckernförde 9.8361 54.4747 1.69 00:15 + 1day
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coastal stations in the western Baltic Sea (see Figure 4.6.1
for locations). The Danish stations cover an area from
12.37°E (Rødvig) to 9.78°E (Sønderborg) around 55.0°
N while German stations cover 12.10°E (Warnemuende)
to 9.84°E (Eckernfoerde) around 54.5°N. The maximum
sea level was ﬁrst reached at the easternmost stations,
and then propagated westward.
The observed sea level time series are displayed in
Figure 4.6.2 for the four Danish stations Rødvig, Gedser,
Bagenkop Havn and Sønderborg. Sea level at those
stations begins to drop around noon 2 January and
reaches a low early 4 January. From then on, sea level
increases during the next 16 h by about 2 m. It is noticed
that there is a phase shift both in sea level highs and lows.
Sønderborg is the ﬁrst one to start dropping on 2 Janu-
ary, but the last one to reach its later minimum and
maximum both on 4 January. Conversely, Rødvig is
the last one to start dropping, but the ﬁrst one to reach
its minimum and later maximum sea level. This
phenomenon will be analysed in detail in the subsection
‘propagation of surge’.
Wind and sea level conditions. The initial sea level
before the surge event has a ‘U-shaped’ pattern, i.e., high
sea level in the Kattegat and open Baltic Sea, and low
sea level in the western Baltic Sea, as shown in Figure 4.6.3
(left). This creates a favourable condition both for south-
ward water movement from the Kattegat and westward
movement from the southern Baltic Sea to the western
Baltic Sea on 4 January. By the late evening on 4 January,
the sea level has changed dramatically (Figure 4.6.3 right).
The western Baltic sea level increased by up to 1.8 mwhile
sea level decreased in the Kattegat and the open Baltic.
The building up of the Baltic Sea high mean sea level
is illustrated by the 17-day sea level time series in the
Figure 4.6.1. Subareas of the Baltic Sea and location of sea level stations. Tide gauge stations are marked with red dots and numbers –
1: Sønderborg; 2: Bagenkop Havn; 3: Gedser; 4: Eckernförde; 5: Warnemünde; 6: Rødvig; 7: Landsort Norra; 8: Degerby. Moorings are
marked with green dots. Transects for transport calculation are indicated by red lines.
Figure 4.6.2. Hourly sea level before and during the 4 January 2017 storm surge observed at Rødvig, Gedser, Bagenkop Havn and
Sønderborg, based on the product ref. 4.6.3.
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central Baltic Sea stations Landsort and Degerby, as
shown in Figure 4.6.4. A gradual sea level rise in the cen-
tral Baltic Sea is observed during 24 December 2016–3
January 2017. Then a sudden drop is recorded during
4 January, as the event takes place.
Wind conditions before the surge event are impor-
tant for establishing the ‘U-shaped’ pattern of the sea
level. The buoy measurements (Figure 4.6.5) show
that, at Darss Sill, the winds are westerly and northwes-
terly during 02/01 to mid-04/01 with speeds increasing
up to 18 m/s; at ÖlandÖst, the temporal pattern of
winds are similar except for that the northwesterlies
last 6 h less than Darss. The westerlies move water
from Skagerrak to the Kattegat and also from the wes-
tern to the open Baltic, which is important for building
up the ‘U-shaped’ pattern of the sea level. Further analy-
sis indicates that the persistent westerlies prevail during
two weeks before the event and are responsible for
building up the rising sea level in the central Baltic
Sea, as shown in Figure 4.6.4.
Wind conditions change dramatically during the
surge event. At the Darss Sill buoy, the wind shifts
from westerly to northeasterly, accompanied by a wind
speed decrease from 15 to 10 m/s during the second
half of 4 January. At Öland Öst, the wind shift from wes-
terly to northeasterly occurs 6 h earlier, and wind speed
is much stronger (20–35 m/s). The strong northeasterly
in the central Baltic Sea during the surge event is essen-
tial for piling up water in the western Baltic Sea. This
analysis is further supported by the six-hourly wind
ﬁelds from CMEMS (product ref. 4.6.1). In the morning
of 4 January, the strong northeasterly wind (up to 23 m/
s) in the central Baltic Sea and the northwesterly wind in
southern Baltic Sea trigger a convergence of water in the
southern Baltic Sea (Figure 4.6.6 left). Later the same day,
northeasterly winds prevail in large parts of the Baltic Sea
(Figure 4.6.6 right). This displaces water mass to the wes-
tern Baltic Sea from the southern Baltic Sea.
Propagation of surge. The sea level peaks propagate
westwards in the western Baltic Sea (Table 1 and
Figure 4.6.3. Modelled sea level at 2300 3 January 2017 (left) and 20-h sea level change, between 2300 3 January 2017 and 1900 4
January 2017 (right) (product ref. 4.6.2).
Figure 4.6.4. Observed sea level in the central Baltic Sea, calculated as an average of sea level at two central Baltic stations (Landsort
Norra and Degerby) as derived from product ref. 4.6.3.
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Figure 2). This is further illustrated in Figure 4.6.7 using
a sea level peak time vs. longitude plot. The Danish
and German station pairs coincide well in their phases:
Gedser and Warnemünde (at 12°E), Rødby and Wismar
(at 11.4°E), Fåborg and Kiel (at 10.25°E) reach the peaks
at the same or similar time (Table 4.6.1), which means
that the propagation of the surge is westward.
Assuming a homogeneous wind impact in the area,
the temporal lag of the maximum sea level is mainly
caused by the propagation of a surface gravity wave.
With shallow water assumption in the western Baltic
Sea, the phase speed of free surface gravity wave and
energy propagating speed should be the same, there-
fore referring as ‘propagation speed’ hereafter. The
actual propagation speed of the sea level peaks can
be estimated. For the German stations, a linear
regression between the longitude distance between a
station and Warnemünde (Lg, in metres) and corre-
sponding sea level peak time diﬀerence Tg (in seconds)
gives:
Lg = 8.5354Tg + 6.1204
with square of correlation coeﬃcient R2 = 0.9537.
Hence the speed of the sea level peak phase propa-
gation is about 8.5 m/s. Similarly, a linear regression
can be obtained for the Danish stations west of Ged-
ser, resulting in a propagation speed of the sea level
peak of 8.4 m/s.
The main part of the water body west of Gedser-War-
nemünde transect has a depth of 15–20 m, suggesting a
propagation speed of 12–14 m/s for free surface gravity
waves. This means that the actual propagating speed is
just 54–61% of the free surface gravity wave velocity.
The diﬀerence is mainly attributed to bottom friction
in the shallow waters.
Transport through the Danish Straits and the
Arkona Basin. The analysis above shows the impor-
tance of the initial sea level condition (the ‘U-shaped’
pattern) in generating the high sea level in the western
Baltic Sea. However, there is a lack of explanation on
how this sea level was formed. Furthermore, prevailing
wind conditions during 4 January suggest that ﬂow
from Kattegat to the western Baltic Sea through the
Danish Straits (sections B24, B25 and B26) also
Figure 4.6.5. Hourly winds during the storm surge period at Darss Sill (54.7°N, 12.7°E, left) in the western Baltic Sea and Öland Öst
station in the Oland East (56.92°N, 17.08°E, right). Note: the wind speed scale is diﬀerent on the two graphs (product ref. 4.6.3).
Figure 4.6.6. Sea surface wind conditions at 0600 4 January 2017 (left) and 1800 4 January 2017 (right). (product ref. 4.6.1)
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contributes to the high sea level. However, the amount
and relevant importance of this transport has not been
quantitatively assessed. This subsection will address
these issues.
Accurate estimation of the transport through given
transects requires high frequency and full model resol-
ution data. Since the BAL MFC ocean forecast product
only provides 25 out of 122 vertical layers of the forecast,
the product is not suitable for transport calculation.
Instead, we use an operational BOOS (Baltic Sea Oper-
ational Oceanography System) water transport product.
The water transport values for 35 Baltic Sea transects
are calculated daily, and results are shown on the
BOOS website http://www.boos.org in near real time.
For transports between Kattegat and western Baltic
Sea, transects B24 (Øresund), B25 (Little Belt) and B26
(Great Belt) are added and used. For transport between
the southern and western Baltic Sea, transect B29
(north-southward across the Arkona Basin) is used
(Figure 4.6.1).
Time series of daily net transport was calculated
from DMI (Danish Meteorological Institute) oper-
ational forecast product for the period 15 December
2016–6 January 2017 (Figure 4.6.8). Most of the
time, transports through transect B29 (red line) are
negatively correlated with transports through the
Danish Straits (green line), which means that when
water ﬂows into the western Baltic Sea from the
Kattegat, there is also water ﬂowing out from the wes-
tern Baltic Sea to the open Baltic Sea, and vice versa.
Before 22 December, the transport features a net
outﬂow from the Baltic to the Kattegat, with little
or no impact on the Western Baltic (black line in
Figure 4.6.8). During 22 December 2016–3 January
2017, the ﬂow pattern reverses, with signiﬁcant
inﬂow through the Danish Straits, together with
outﬂow from the Arkona Basin to the open Baltic
Sea. As a result the sea level in the open Baltic Sea
increased during 22 December 2016–3 January 2017
(cf. Figure 4.6.4). The simultaneous outﬂow from
the western Baltic through both transects 2–3 January
is essential in generating the low sea level in the wes-
tern Baltic Sea. At the same time, North Sea westerlies
transport water into the Kattegat from the Skagerrak.
This forms the ‘U-shaped’ pattern of sea level on 3
January, as shown in Figure 4.6.3 (left).
The ‘U-shaped’ pattern of sea level is a necessary pre-
face for the storm surge event on 4 January 2017. Gener-
ated by large scale wind forcing conditions, ﬂow ﬁnally
convergences in the western Baltic Sea on 4 January,
by inﬂow not only from the Arkona Basin side but also
from the Danish Straits. The westward transport from
the open Baltic Sea through transect B29 amounts to
about 58%, while the remaining 42% stem from south-
ward transport through the Danish Straits.
Figure 4.6.8. Daily net transport during 15 December 2016–6 January 2017, positive value means ﬂow into the western Baltic Sea.
Green: transport across transects B24–B26; red: transport across transect B29 and black: total net transport into the western Baltic Sea.
Figure 4.6.7. The longitude and sea level peak time at the wes-
tern Baltic Sea stations (as shown in Table 1) (product ref. 4.6.3)
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4.7. The 2017 coastal El Niño
Authors: Florent Gasparin, Vincent Echevin, Alexandre
Mignot, Coralie Perruche, Marie Drévillon
Statement of main outcome: While the Tropical Paciﬁc
was rather in neutral El Niño-Southern Oscillation con-
ditions during 2017, a signiﬁcant surface warming with
similar amplitude to typical eastern Paciﬁc El Niños
was found locally along the coast of Peru and Ecuador
at the beginning of the year. Triggered by an anoma-
lously low along-shore wind, the surface warming
stopped the coastal upwelling and generated strong
interannual precipitation over the coastal land in the
north of Peru. This warm event, named ‘coastal El
Niño’, was not anticipated by climate forecasting centres
and left local authorities totally unprepared, regarding
ﬂoods and landslides generated by persistent heavy
rains from January to March.Given the strong conse-
quences for the local populations, these very rare coastal
El Niños (only two previously reported) therefore
require further investigations.
Products used:
Ref. no. Product name and type Documentation
4.7.1. GLOBAL_REANALYSIS_
PHY_001_025
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-GLO-
PUM-001-025.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-GLO-
QUID-001-025.pdf
4.7.2. ECMWF Era-Interim
reanalysis wind product
Reanalysis (atmosphere)
Dee et al. (2011), downloaded from
the website http://data.ecmwf.
int/data/
4.7.3 OCEANCOLOUR_GLO_
CHL_L4_REP_
OBSERVATIONS_009_082
OCEANCOLOUR_GLO_CHL_
L4_NRT_OBSERVATIONS_
009_033
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-OC-
PUM-009-ALL.pdf
QUID: http://marine.copernicus.eu/
documents/QUID/CMEMS-OC-
QUID-009-033-037-082-098.pdf
http://marine.copernicus.eu/
documents/QUID/CMEMS-OC-
QUID-009-030-032-033-081-082-
083-085-086.pdf
4.7.4 GLOBAL_REANALYSIS_
BIO_001_018
PUM: http://marine.copernicus.eu/
documents/PUM/CMEMS-GLO-
PUM-001-018.pdf
QUID : http://marine.copernicus.
eu/documents/QUID/CMEMS-
GLO-QUID-001-018.pdf
Figure 4.7.1. Temperature (shading, in °C) and winds (arrows, in m/s) anomalies, from the 1993–2014 climatology, time-averaged for
the periods (b) January–March 2016 and (c) October–December 2016 (products reference 4.7.1, 4.7.2).
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As the dominant interannual climate signal on Earth,
the El Niño-Southern Oscillation includes a wide variety
of local and large-scale atmospheric and oceanic
phenomena, but is typically characterised by two anom-
alous basin-wide patterns in the tropical Paciﬁc (e.g.,
Guilyardi et al. 2009; Wang et al. 2017 for a review).
At the beginning of 2017, while the tropical Paciﬁc
conditions in 2017 were not marked by signiﬁcant
anomalous basin-wide El Niño-Southern Oscillation
conditions such as during the 2015/2016 El Niño
(Gasparin et al. 2017), a localised warm event, associated
with anomalously strong precipitation, occurs in the
southeastern Paciﬁc along the northwestern coast of
South America. This type of event, named ‘coastal El
Niño’, is very rare and the mechanisms are not well
known, as only two coastal El Niños were previously
reported in 1891 and 1925 (Takahashi and Martínez
2017).
As seen in Figure 4.7.1, the January/March 2017 sea
surface temperature is characterised by a strong warm
anomaly of more than 4°C in the eastern equatorial
Paciﬁc oﬀ the coasts of Peru and Ecuador. This anomaly
was similar in shape and intensity to anomalies typical of
eastern Paciﬁc El Niño conditions, with the major diﬀer-
ence being the absence of El Niño conditions in the cen-
tral-eastern Paciﬁc during this period. Although a
relatively weak downwelling equatorial Kelvin wave
may have contributed to the warm sea surface tempera-
ture anomaly along the Peru coasts in February–March
2017 (through the deepening of the thermocline), the
main forcing triggering the 2017 event was potentially
a strong large-scale relaxation of the southeasterly trades
in the eastern south Paciﬁc (Figure 4.7.1). The large-scale
mechanism which generated the wind decrease could be
an enhanced deep convection over north Australia, trig-
gering an atmospheric teleconnection between the wes-
tern equatorial Paciﬁc and the eastern South Paciﬁc, as
evidenced by Garreaud (2018).
The intense local ocean warming, which peaked
during March 2017, resulted in enhanced local precipi-
tation rate in the northern Peru and Ecuador. In
Figure 4.7.2, the precipitation rate time series, area-
averaged oﬀ the coasts of Peru (red box in Figure 4.7.2
(a)), shows that the March 2017 precipitation rate was
more than 4 times higher than normal, exhibiting larger
amplitude as for the 1997/1998 El Niño. This impacted
on the surface ocean in favouring the development of a
negative sea surface salinity anomaly along the coast of
Peru (Figure 4.7.2(a)). In addition to the coastal area,
this strong event caused high inland precipitation over
the nearby desert land inducing devastating ﬂoods and
‘huacos’ (rivers of mud) in northern Peru and Ecuador
(Fraser 2017). Further investigations would require to
quantify the dominant terms of the freshwater balance
in the surface layer, including both atmospheric inputs
and oceanic dynamics.
To further investigate how this event impacted on the
phytoplankton biomass and the production of organic
carbon through photosynthesis, the surface chlorophyll
concentration (used as a proxy of phytoplankton bio-
mass) is shown from independent estimates deduced
from satellite observations and from a numerical
model (Figure 4.7.3). A strong negative anomaly
(<2.2 mg/m3) clearly appears along the coast of Peru
on both estimates. The model estimate suggests that
this negative anomaly is extended down to about 30 m
depth. The coastal upwelling system oﬀ Peru is a place
of enhanced level of primary production due to high
nutrient supply by wind-driven upwelling (Pennington
et al. 2006). In March 2017, a decrease of the nearshore
wind-driven upwelling along the coast of Peru (Figure
4.7.3(c)), associated with Ekman pumping changes
(Echevin et al. 2018), probably reduced the inputs of
nutrients to the surface layer, therefore decreasing the
production of organic carbon and phytoplankton
biomass.
Figure 4.7.2. (a) Salinity anomaly (shading) and precipitation rate
(contour, in mm/day), for the month of March 2017 (products
reference 4.7.1, 4.7.2). (b) Precipitation rate is area-averaged in
the red box of (a) (84°W–80°W, 3°S–10°S). Anomaly is calculated
from the 1993–2014 climatology.
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Thus, the large-scale atmospheric variability in the
eastern Paciﬁc has led to signiﬁcant modiﬁcation of
the local oceanic/land conditions (i) by warming coastal
surface waters and (ii) by enhancing precipitation in the
northern Peru and Ecuador, and (iii) by decreasing the
upwelling-driven primary production in the coastal
ocean. Unlike the very strong 2015/2016 El Niño, the
2017 coastal El Niño was not anticipated by climate
forecasting centres and left local authorities totally
unprepared (Ramírez and Briones 2017; Garreaud
2018). Although the combination of oceanic/atmos-
pheric observation and model products allows a
detailed description of the 2017 coastal El Niño event,
the rare occurrence of these coastal El Niños can
make diﬃcult the understanding and the prediction of
these extreme events, which thus require further
investigation.
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