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Bayesian econometrics employs Bayesian methods for inference about economic questions using economic data. In the following, we briefly review these methods and their applications.
Suppose a data vector X = (X 1 , ..., X n ) follows a distribution with a density function p n (x|θ) which is fully characterized by some parameter vector θ = (θ 1 , ..., θ d ) .
Suppose that the prior belief about θ is characterized by a density p(θ) defined over a parameter space Θ, a subset of a Euclidian space R d . Using Bayes' rule to incorporate the information provided by the data, we can form posterior beliefs about the parameter θ, characterized by the posterior density
The posterior density p n (θ|X), or simply p n (θ), describes how likely it is that a parameter value θ has generated the observed data X. We can use the posterior density to form optimal point estimates and optimal hypotheses tests. The notion of optimality is minimizing mean posterior loss, using various loss functions. For example, the posterior meanθ
is the point estimate that minimizes posterior mean squared loss. The posterior mode θ * is defined as the maximizer of the posterior density, and it is the decision that minimizes the posterior mean Dirac loss. When the prior density is flat, the posterior mode turns out to be the maximum likelihood estimator. The posterior quantiles characterize the posterior uncertainty about the parameter, and they can be used to form confidence regions for the parameters of interest (Bayesian credible Mathematically, property (a) means that
where J equals the information matrix lim n − 1 n /n. Property (c) means that in large samples
In non-regular cases, such as in structural auction and search models, consistency and correct coverage properties also continue to hold (Chernozhukov and Hong 2004) . The recent emergence of Markov Chain Monte Carlo (MCMC) algorithms has diminished the computational challenge and made these methods attractive in a variety of practical applications, see e.g. Robert and Casella (2004) and Liu (2001) . The idea of MCMC is to simulate a possibly dependent random sequence, (θ
), called a chain, such that stationary density of the chain is the posterior density p n (θ).
Then we approximate integrals such as (2) by There are also recent developments that break away from the traditional parametric Bayesian paradigm. Ghosh and Ramamoorthi (2003) develop and review several nonparametric Bayesian methods. Chamberlain and Imbens (2003) develop Bayesian methods based on the multinomial framework of Ferguson (1973 Ferguson ( , 1974 . In models with moment restrictions and no parametric likelihood available, Chernozhukov and Hong (2003) propose using an empirical likelihood function or a generalized methodof-moment criterion function in place of the unknown likelihood p n (X|θ) in equation
(1). This permits the application of MCMC methods to a variety of moment condition models. As a result there are a growing number of applications of the latter approach to nonlinear simultaneous equations, empirical game-theoretic models, risk forecasting, and asset-pricing models. The literature both on theoretical and practical aspects of various non-parametric Bayesian methods is rapidly expanding.
The following bibliography includes some of the classical works as well as a sample of contemporary works on the subject. The list is by no means exhaustive.
