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Abstract
In this thesis, we investigate Diophantine exponents wn and w
∗
n for non-Archimedean
fields.
First, we study a relation between digits of p-adic numbers and Mahler’s classification.
We show that an irrational p-adic number which has a low complexity digits is an S-, T -,
or U1-number in the sense of Mahler’s classification. Furthermore, we give an algebraic
independence criterion for p-adic numbers whose digits are Sturmian.
Next, we study properties of Diophantine exponents wn and w
∗
n for Laurent series over
a finite field. We prove that for an integer n ≥ 1 and a rational number w > 2n− 1, there
exist a strictly increasing sequence of positive integers (kj)j≥1 and a sequence of algebraic
Laurent series (ξj)j≥1 such that deg ξj = pkj + 1 and
w1(ξj) = w
∗
1(ξj) = . . . = wn(ξj) = w
∗
n(ξj) = w
for any j ≥ 1. For an integer n ≥ 2 and a real number 0 ≤ δ ≤ 1, we prove that there
exist uncountably many Laurent series ξ for which wn(ξ) − w∗n(ξ) = δ. Furthermore,
we show that the set of values taken by w2 − w∗2 is the closed interval [0, 1]. We give a
characterization that a continued fraction which has a low complexity partial quotient is
U2-number.
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Chapter 1
Introduction
1.1 Overview
The central problem of Diophantine approximation is how well a given real number is
approximated by rational numbers. The irrational exponent is known as a function to
measure quantities of rational approximation to a real number. Let ξ be a real number.
We denote by the irrationality exponent µ(ξ) the supremum of the real numbers w which
satisfy
0 <
∣∣∣∣ξ − pq
∣∣∣∣ ≤ 1|q|w
for infinitely many rational numbers p/q. It is easily seen that µ(ξ) = 1 for all rational
numbers ξ. On the other hand, Dirichlet’s Theorem [29] implies that µ(ξ) ≥ 2 for all
irrational real numbers ξ. Liouville [40] investigated the values of the irrationality exponent
for algebraic real numbers. He showed that µ(ξ) ≤ deg ξ for all algebraic real numbers
ξ. Using this result, he gave first explicit examples of transcendental real numbers, e.g.∑∞
n=1 1/2
n!. After that, Thue [60], Siegel [56], and Dyson [32] improved Liouville’s result.
Finally, Roth [52] established that µ(ξ) = 2 for all algebraic irrational real numbers ξ.
Mahler [41] and Koksma [37] introduced generalizations of the irrationality exponent.
Let ξ be a real number and n ≥ 1 be an integer. We denote by wn(ξ) the supremum of
the real numbers w which satisfy
0 < |P (ξ)| ≤ H(P )−w
for infinitely many polynomials P (X) with integer coefficients of degree at most n. Here,
H(P ) is defined to be the maximum of the absolute values of the coefficients of P (X). We
denote by w∗n(ξ) the supremum of the real numbers w∗ which satisfy
0 < |ξ − α| ≤ H(α)−w∗−1
for infinitely many algebraic numbers α of degree at most n. Here, H(α) is equal to H(P ),
where P (X) is the minimal polynomial of α over Z. It is clear that w1(ξ) = w∗1(ξ) = µ(ξ)−1
for all real numbers ξ. Therefore, the functions wn and w
∗
n are generalizations of the
irrationality exponent µ. A generalization or analogue of the irrationality exponent is
called Diophantine exponent.
We put
w(ξ) := lim sup
n→∞
wn(ξ)
n
, w∗(ξ) := lim sup
n→∞
w∗n(ξ)
n
.
1
2A real number ξ is said to be an
A-number if w(ξ) = 0;
S-number if 0 < w(ξ) < +∞;
T -number if w(ξ) = +∞ and wn(ξ) < +∞ for all n;
U -number if w(ξ) = +∞ and wn(ξ) = +∞ for some n,
according to Mahler [41]. We recall known results on this classification. Two algebraically
dependent real numbers are in the same class. A real number is algebraic if and only if it
is an A-number. Almost all real numbers are S-numbers in the sense of Lebesgue measure.
It is known that there exist uncountably many T -numbers and U -numbers. For example,
the real number
∑∞
n=1 1/2
n! is U -number. Replacing wn and w with w
∗
n and w
∗, we define
A∗-, S∗-, T ∗-, and U∗-number as the above. It is known that the two classification of
real numbers coincide. For an integer n ≥ 1 and a U -number ξ, we say that ξ is a Un-
number if wn(ξ) is infinite and wm(ξ) are finite for all integers 1 ≤ m < n, similarly define
U∗n-number. The detail is found in [12].
Let b ≥ 2 be an integer. We denote by ⌊x⌋ the integer part of a real number x. Any
real number ξ can be uniquely expanded to the form
ξ = ⌊ξ⌋+
∞∑
n=1
an
bn
,
where a1, a2, . . . are in the set {0, 1, . . . , b− 1} and an ̸= b− 1 for infinitely many n. This
expansion is called b-ary expansion for ξ and the sequence (an)n≥1 is called the digits of
b-ary expansion for ξ.
For an infinite sequence a = (ak)k≥0 and an integer n ≥ 1, the complexity function of
a, denote by p(a, n), is defined to be the number of distinct sequences of length n which
appear in a. The Diophantine exponent of an infinite sequence a, denote by Dio(a), is
first introduced in [1] in order to measure repetition of patterns for an infinite sequence.
Adamczewski and Bugeaud [3] investigated the complexity function for the digits of
b-ary expansion for algebraic irrational numbers. They proved that the digits a of b-ary
expansion for an algebraic irrational number satisfies
lim
n→∞
p(a, n)
n
= +∞.
They [5] extended this result as follows: Let ξ be a real number whose digits a of b-ary
expansion satisfies
lim sup
n→∞
p(a, n)
n
< +∞. (1.1)
Then the real number ξ is an S-, T -, or U1-number. They also proved that the real number
ξ satisfied (1.1) is a U1-number if and only if Dio(a) is infinite. Analogue of these theorems
for continued fraction expansions of real numbers had already been proved by Bugeaud
[18, 19].
We recall some properties of the Diophantine exponents wn and w
∗
n. It follows from
the Schmidt Subspace Theorem that
wn(ξ) = w
∗
n(ξ) = min{n, d− 1}
for all n ≥ 1 and algebraic real numbers ξ of degree d. It is known that
0 ≤ wn(ξ)− w∗n(ξ) ≤ n− 1
3for all n ≥ 1 and real numbers ξ (see Section 3.4 in [12]). Sprindz˘uk [57] proved that
wn(ξ) = w
∗
n(ξ) = n for all n ≥ 1 and almost all real numbers ξ. Baker [11] proved that
for n ≥ 2, there exists a real number ξ for which wn(ξ) and w∗n(ξ) are different. More
precisely, he proved that the set of values taken by the function wn −w∗n contains the set
[0, (n− 1)/n] for n ≥ 2. In recent years, this result has been improved. Bugeaud [18, 13]
showed that the set of values taken by w2 − w∗2 is equal to the set [0, 1] and the set of
values taken by w3 −w∗3 contains the set [0, 2). Bugeaud and Dujella [16] proved that for
any n ≥ 4, the set of values taken by wn − w∗n contains the set
[
0, n2 +
n−2
4(n−1)
)
.
1.2 Main results
In this thesis, we study Diophantine exponents for non-Archimedean fields, in particular,
the field Qp of p-adic numbers and the field Fq((T−1)) of Laurent series over a finite field
Fq. This thesis is based on the author’s papers [47, 48, 49].
In Chapter 2, we recall basic notations on word combinatorics. We also give definitions
and properties of some classes of infinite words, for example, automatic, morphic, Strumian
words. We give a relation between the Diophantine exponent and the complexity function
on words.
In Chapter 3, we study Mahler’s classification for p-adic numbers. We can define an
analogue of Diophantine exponents wn and w
∗
n over Qp and Mahler’s classification A-, S-,
T -, U -numbers in a similar way to the real case. Adamczewski and Bugeaud [3] proved that
an algebraic irrational p-adic number of the form
∑∞
n=0 anp
n, where an ∈ {0, 1, . . . , p− 1}
satisfies
lim
n→∞
p((ak)k≥0, n)
n
= +∞.
We extend this result as follows:
Theorem 1.2.1 (= Theorem 3.1.2). Let a = (an)n≥0 be a non-ultimately periodic sequence
over {0, 1, . . . , p− 1}. Set ξ :=∑∞n=0 anpn ∈ Qp. Assume that
lim sup
n→∞
p(a, n)
n
< +∞. (1.2)
Then the p-adic number ξ is an S-, T -, or U1-number.
We also prove that an irrational p-adic number satisfied (1.2) is a U1-number if and only
if Dio(a) is infinite. As an application of these results, we give an algebraic independence
criterion for p-adic numbers whose digits are Strumian.
In Chapter 4, we study properties of Diophantine exponents over Fq((T−1)). In this
situation, Mahler [44] proved that an analogue of Roth Theorem does not hold, that is,
there exists an algebraic Laurent series ξ ∈ Fq((T−1)) such that w1(ξ) > 1. We investigate
an approximation property of such algebraic Laurent series. In particular, we study the
special class of algebraic Laurent series which is called Class IA.
Theorem 1.2.2 (= Theorem 4.1.1). Let d ≥ 1 be an integer and w > 2d− 1 be a rational
number. Then there exist a strictly increasing sequence of positive integers (kj)j≥1 and a
sequence (ξj)j≥1 such that, for any j ≥ 1, ξj is of Class IA, and degree pkj + 1, and
w1(ξj) = w
∗
1(ξj) = . . . = wd(ξj) = w
∗
d(ξj) = w.
4As mentioned in Section 1.1, it is known that for an integer n ≥ 2, there exist real
numbers ξ for which wn(ξ) and w
∗
n(ξ) are different. We prove that for an integer n ≥ 2,
there exist ξ ∈ Fq((T−1)) for which wn(ξ) and w∗n(ξ) are different. More precisely, we have
the following theorem.
Theorem 1.2.3 (= Corollary 4.1.10). Let d ≥ 2 be an integer and δ be in the closed
interval [0, 1]. Then there exist uncountably many ξ ∈ Fq((T−1)) such that wn(ξ)−w∗n(ξ) =
δ for all 2 ≤ n ≤ d. Furthermore, the set of values taken by w2 −w∗2 is the closed interval
[0, 1].
As in the classical continued fraction theory of real numbers, if ξ ∈ Fq((T−1)), then
we can write
ξ = a0 +
1
a1 +
1
a2 +
1
· · ·
,
where a0, a1, a2, . . . ∈ Fq[T ], deg an ≥ 1 for all n ≥ 1. For simplicity of notation, we write
ξ = [a0, a1, a2, . . .]. The a0, a1, a2, . . . are called the partial quotients of ξ.
Bugeaud [18] proved that for a real number ξ whose partial quotient a is bounded and
not ultimately periodic, and satisfies
lim sup
n→∞
p(a, n)
n
< +∞,
the Diophantine exponent of a is infinite if and only if ξ is a U2-number. We prove an
analogue of the result for Laurent series over a finite field.
Theorem 1.2.4 (= Corollary 4.1.17). Let a = (an)n≥1 be a non-ultimately periodic se-
quence over Fq[T ] with deg an ≥ 1 for n ≥ 1. Assume that (|an|)n≥1 is bounded and
lim sup
n→∞
p(a, n)
n
< +∞.
Set ξ := [0, a1, a2, . . .]. Then the Diophantine exponent of a is infinite if and only if ξ is a
U2-number.
Chapter 2
Preliminaries on word
combinatorics
2.1 Definitions on words
A non-empty finite set is called an alphabet. A letter over an alphabet is an element of
the alphabet. A word over an alphabet is a sequence over the alphabet. A word over an
alphabet is called finite (resp. infinite) if the word is a finite (resp. an infinite) sequence.
We denote a finite word (a0, a1, . . . , an) and an infinite word (am)m≥0 = (a0, a1, . . .) by
a0a1 · · · an and a0a1 · · · , respectively. The length of a finite word W , denoted by |W |, is
the number of letters of the word W . We write a word of the length zero as λ, is called
the empty word.
Let A∗ denote the set of all finite words over an alphabet A. Note that the empty
word is always in A∗. Let A+ and AN denote the set of all non-empty finite words over
an alphabet A and the set of all infinite words over A. We define an operation on words,
is called concatenation as follows: We concatenate two words V and W by juxtaposition
their letters, denoted by VW . Note that concatenation on words is associative and, in
general, is not commutative. For an alphabet A, the set A∗ with concatenation is a monoid
with the identity element λ.
A wordW is called a prefix of a word V if there exists a word U such that V =WU . We
denote by ⌈x⌉ the upper integer part, and {x} the fractional part of a real number x. For
an integer n ≥ 1 and a finite word W , let Wn :=WW · · ·W (n times). For a convenience,
write W 0 := λ. More generally, for a real number w ≥ 0, let Ww := W ⌊w⌋W ′, where W ′
is the prefix of W of length ⌈(w − ⌊w⌋)|W |⌉. For a finite word W , write W := WW · · ·
(infinitely many). An infinite word a over an alphabet A is called ultimately periodic if
there exist finite words U ∈ A∗ and V ∈ A+ such that a = UV . A finite word W is called
overlap if W = aV aV a, where V is a (possibly empty) finite word and a is a latter.
Define A∞ := A∗ ∪ AN, where A is an alphabet. We define a map d : AN ×AN → R
by
d(a,b) =
{
0 if a = b,
2−n otherwise,
where a = a0a1 · · · ,b = b0b1 · · · and n = min{i | ai ̸= bi}. It is well-known that (AN, d)
is a metric space and we can extend the metric d to A∞ by a letter b, not in A and
identifying each finite word w over A with wb ∈ (A ∪ {b})N.
5
62.2 Automatic, morphic, and Sturmian words
Let X be a set and f : X → X be a map. Throughout this thesis, for an integer n ≥ 0,
we denote by fn the n-th iteration of f . Namely, we define recursively fn by f0 := idX
and fn+1 := f ◦ fn, where idX is the identity map on X.
Let k ≥ 2 be an integer. We denote by Σk the set {0, 1, . . . , k − 1}. A k-automaton is
defined to be a sextuple
A = (Q,Σk, δ, q0,∆, τ),
where Q is a finite set of states, δ : Q × Σk → Q is a transition function, q0 ∈ Q is an
initial state, a finite set ∆ is an output alphabet, and τ : Q → ∆ is an output function.
For q ∈ Q and a finite word W = w0w1 · · ·wn over Σk, we define recursively δ(q,W ) by
δ(q,W ) = δ(δ(q, w0w1 · · ·wn−1), wn). Let n ≥ 0 be an integer and Wn = wrwr−1 · · ·w0,
where
∑r
i=0wik
i is the k-ary expansion of n. An infinite word a = a0a1 · · · is said to be k-
automatic if there exists a k-automaton A = (Q,Σk, δ, q0,∆, τ) such that an = τ(δ(q0,Wn))
for all n ≥ 0.
Example. One of a classical example of an automatic sequence is the Thue-Morse se-
quence. Let a = a0a1 · · · be an infinite word such that
an =
{
0 if the sum of digits of the binary expansion of n is even,
1 if the sum of digits of the binary expansion of n is odd.
The infinite word a = 0110100110010110 · · · is called the Thue-Morse sequence. It is
known that the infinite word a is 2-automatic generated by a 2-automaton
A = ({q0, q1},Σ2, δ, q0, {0, 1}, τ),
where δ(q0, 0) = δ(q1, 1) = q0, δ(q0, 1) = δ(q1, 0) = q1, τ(q0) = 0, and τ(q1) = 1.
Let A and B be alphabets. A map σ : A∗ → B∗ is a morphism if σ(UV ) = σ(U)σ(V )
for all U, V ∈ A∗. Then we have σ(λ) = λ. Therefore, we can uniquely extend a map from
A to B to a morphism from A∗ to B∗. A morphism σ : A∗ → B∗ can be extended to a
map from A∞ to B∞ as follows:
σ(a) := σ(a0)σ(a1) · · · ,
where a = a0a1 · · · ∈ AN.
The width of a morphism σ : A∗ → B∗ is defined to be maxa∈A |σ(a)|.
A morphism σ : A∗ → B∗ is said to be k-uniform if there exists an integer k ≥ 1 such
that |σ(a)| = k for all a ∈ A. In particular, we call a 1-uniform morphism a coding. A
morphism σ : A∗ → A∗ is primitive if there exists an integer n ≥ 1 such that a occurs in
σn(b) for all a, b ∈ A.
Let A be an alphabet and σ : A∗ → A∗ be a morphism. A word W ∈ A∞ is called
a fixed point of σ if σ(W ) = W . We say σ is prolongable on a ∈ A if σ(a) = aW, where
σn(W ) ∈ A+ for all n ≥ 0. Then the sequence (σn(a))n≥0 converges to the infinite word
σ∞(a) := aWσ(W )σ2(W ) · · ·
and σ∞(a) is a fixed point of σ. It immediate that σ∞(a) is an unique fixed point of σ
start with a.
7An infinite word a = a0a1 · · · is said to be morphic if if there exist alphabets A,B, a
morphism σ : A∗ → A∗ which is prolongable on some a ∈ A, and a coding τ : A∗ → B∗
such that a = τ(σ∞(a)). In this case, the morphic word a is called k-uniform (resp.
primitive) if the morphism σ is k-uniform (resp. primitive). When the morphic word a is
a k-uniform, we call the alphabet A the initial alphabet associated with a.
Example. The Thue-Morse sequence is a 2-uniform morphic word. In fact, let σ :
{0, 1}∗ → {0, 1}∗ be a 2-uniform morphism and prolongable on 0 such that σ(0) = 01
and σ(1) = 10, and τ = id{0,1}. Then it holds that the Thue-Morse sequence is generated
by σ and τ , that is,
τ(σ∞(0)) = 0110100110010110 · · · .
Example. A morphism σ : {0, 1}∗ → {0, 1}∗ which is defined by σ(0) = 01 and σ(1) = 0 is
called the Fibonacci morphism. It is easily seen that the Fibonacci morphism is primitive,
prolongable on 0 and not uniform. We call the infinite word generated by the Fibonacci
morphism the Fibonacci infinite word;
τ(σ∞(0)) = 010010100100101001010 · · · ,
where τ = id{0,1}.
The k-kernel of an infinite word a = a0a1 · · · is the set of all sequences (akin+j)n≥0,
where i ≥ 0 and 0 ≤ j < ki.
Cobham and Eilenberg characterized k-automatic sequences as follows:
Theorem 2.2.1 (Cobham [26], Eilenberg [33]). Let k ≥ 2 be an integer and a be an
infinite word. Then the following are equivalent:
(i) a is k-automatic,
(ii) a is k-uniform morphic,
(iii) the k-kernel of a is finite.
Let θ and ρ be real numbers with 0 < θ < 1 and θ is irrational. For n ≥ 1, we
put sn,θ,ρ := ⌊(n + 1)θ + ρ⌋ − ⌊nθ + ρ⌋ and s′n,θ,ρ := ⌈(n + 1)θ + ρ⌉ − ⌈nθ + ρ⌉. Note
that sn,θ,ρ, s
′
n,θ,ρ ∈ {0, 1} for all n ≥ 1. We also put sθ,ρ := s1,θ,ρs2,θ,ρ · · · and s′θ,ρ :=
s′1,θ,ρs
′
2,θ,ρ · · · . An infinite word a is called Sturmian if there exist an irrational number
0 < θ < 1, a real number ρ, a finite set A, and a coding τ : {0, 1}∗ → A∗ with τ(0) ̸= τ(1)
such that a is τ(sθ,ρ) or τ(s
′
θ,ρ). We call the irrational number θ slope of a and the real
number ρ intercept of a.
Example. Let φ be the golden ratio, that is, φ = (1+
√
5)/2 and τ be a coding such that
τ(0) = 1 and τ(1) = 0. It is known that the Sturmian word τ(s{φ},0) is the Fibonacci
word.
Let θ and ρ be real numbers. For an integer n ≥ 1, we put
tn,θ,ρ :=
{
1 if n = ⌊kθ + ρ⌋ for some integer k,
0 otherwise,
t′n,θ,ρ :=
{
1 if n = ⌈kθ + ρ⌉ for some integer k,
0 otherwise.
We also put tθ,ρ := t1,θ,ρt2,θ,ρ · · · and t′θ,ρ := t′1,θ,ρt′2,θ,ρ · · · .
8Lemma 2.2.2. Let θ > 1 be an irrational real number and ρ be a real number. Then we
have tθ,ρ = s
′
1/θ,−ρ/θ and t
′
θ,ρ = s1/θ,−ρ/θ.
Proof.
tn,θ,ρ = 1⇔ n = ⌊kθ + ρ⌋ for some integer k
⇔ n ≤ kθ + ρ < n+ 1 for some integer k
⇔ n− ρ
θ
≤ k < n+ 1− ρ
θ
for some integer k
⇔
⌈
n− ρ
θ
⌉
= k,
⌈
n+ 1− ρ
θ
⌉
= k + 1 for some integer k
⇔
⌈
n+ 1− ρ
θ
⌉
−
⌈
n− ρ
θ
⌉
= 1
⇔ s′n,1/θ,−ρ/θ = 1.
Hence, we obtain tθ,ρ = s
′
1/θ,−ρ/θ. Similarly, we have t
′
θ,ρ = s1/θ,−ρ/θ.
2.3 Complexity and Diophantine exponent on words
Let ρ be a real number. We say that an infinite word a satisfies Condition (∗)ρ if there exist
sequences of finite words (Un)n≥1, (Vn)n≥1 and a sequence of nonnegative real numbers
(wn)n≥1 such that
(i) the word UnV
wn
n is the prefix of a for all n ≥ 1,
(ii) |UnV wnn |/|UnVn| ≥ ρ for all n ≥ 1,
(iii) the sequence (|V wnn |)n≥1 is strictly increasing.
The Diophantine exponent of an infinite word a, denoted by Dio(a), and is defined to
be the supremum of a real number ρ such that a satisfy Condition (∗)ρ. Diophantine
exponent of an infinite word is first introduced in [1] in order to measure repetition of
patterns for an infinite word. It is obvious that for an infinite word a,
1 ≤ Dio(a) ≤ +∞. (2.1)
Dubickas [30] showed that (2.1) is the best possible.
Theorem 2.3.1. Let A be an alphabet of cardinality at least two. For w ∈ [1,+∞], there
exists an infinite word a ∈ AN such that Dio(a) = w.
Proof. See [30].
Lemma 2.3.2. Let A be an alphabet. An ultimately periodic word a ∈ AN satisfies
Dio(a) = +∞. If the cardinality of A is at least two, then there exists a non-ultimately
periodic word b ∈ AN such that Dio(b) = +∞.
Proof. By the definition of ultimately periodic words, there exist finite words U ∈ A∗ and
V ∈ A+ such that a = UV . For each n ≥ 1, we put Un := U, Vn := V and wn := n.
It immediately seen that the triplets (Un, Vn, wn) satisfy the definition of Diophantine
exponent (i) and (iii). It also follows that the sequence (|UnV wnn |/|UnVn|)n≥1 tends to
infinity as n→∞. Hence, we obtain Dio(a) = +∞.
9Assume that the cardinality of A is at least two. Let a, b ∈ A be distinct letters. We
define an infinite word b = b0b1 · · · by bn = a if n = m! for some m ≥ 1, bn = b otherwise.
We put Un := b1 · · · bn!, Vn := b, wn := (n + 1)! − n! − 1 for any n ≥ 1. It easily seen
that the triplets (Un, Vn, wn) satisfy the definition of Diophantine exponent (i) and (iii),
and the sequence (|UnV wnn |/|UnVn|)n≥1 tends to infinity as n → ∞. Hence, we obtain
Dio(b) = +∞. Since b contains arbitrary long consecutive b, the infinite word b is not
ultimately periodic.
Lemma 2.3.3 (Adamczewski and Cassaigne [7]). Let k ≥ 2 be an integer. Let a be a
non-ultimately periodic and k-automatic word. Let m be a cardinality of the k-kernel of
a. Then we have
Dio(a) < km.
Mosse´’s result [46] implies the lemma below.
Lemma 2.3.4. Let a be a non-ultimately periodic and primitive morphic word. Then the
Diophantine exponent of a is finite.
Lemma 2.3.5 (Adamczewski and Bugeaud [6]). Let a be a Sturmian word. Then the
slope of a has bounded partial quotients if and only if the Diophantine exponent of a is
finite.
The complexity function of an infinite word a = a0a1 · · · is defined by
p(a, n) = Card{aiai+1 . . . ai+n−1 | i ≥ 0}, for n ≥ 1.
It is known that automatic words, primitive morphic words, and Sturmian words have
low complexity.
Lemma 2.3.6. Let k ≥ 2 be an integer and a be a k-automatic word. Let d be a cardinality
of the internal alphabet associated with a. Then we have
p(a, n) ≤ kd2n, for n ≥ 1.
Proof. See [9, Theorem 10.3.1] or [26].
Lemma 2.3.7. Let a be a primitive morphic word over an alphabet of cardinality of b ≥ 2.
Let v be the width of σ which generates the infinite word a. Then we have
p(a, n) ≤ 2v4b−2b3n, for n ≥ 1.
Proof. See [9, Theorem 10.4.12].
Lemma 2.3.8. Let a be a Sturmian word. Then we have
p(a, n) = n+ 1, for n ≥ 1.
Proof. See [9, Theorem 10.5.8].
The Diophantine exponent has relation to the complexity function as follows:
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Lemma 2.3.9. Let a be an infinite word on an alphabet A. Assume that there exist
integers κ ≥ 2 such that
p(a, n) ≤ κn
for infinitely many n. Then it holds that
Dio(a) ≥ 1 + 1
κ
.
Proof. The proof of this lemma is same way to the proof of Theorem 3 in [1], however we
give a proof to be self-contained.
For n ≥ 1, we denote by A(n) the prefix of a of length n. Let n ≤ 1 be an integer
such that p(a, n) ≤ κn. By Pigeonhole principle, there exists a finite word Wn of length
n such that the word appears to A((κ+1)n) at least twice. Thus, there exist finite words
Bn, Dn, En ∈ A∗ and Cn ∈ A+ such that
A((κ+ 1)n) = BnWnDnEn = BnCnWnEn.
Firstly, we consider the case of |Cn| ≥ |Wn|. Then, there exists Fn ∈ A∗ such that
A((κ+ 1)n) = BnWnFnWnEn.
Put Un := Bn, Vn :=WnFn, and wn := |WnFnWn|/|WnFn|. Since UnV wnn = BnWnFnWn,
the word UnV
wn
n is a prefix of a. It is immediate that |V wnn | = |WnFnWn| ≥ 2n. Further-
more, we see that
|UnV wnn |
|UnVn| = 1 +
n
|BnWnFn| ≥ 1 +
1
κ
.
We next consider the case of |Cn| < |Wn|. Since the two occurrences of Wn do overlap,
there exists a rational number dn > 1 such that Wn = C
dn
n . Put Un := Bn, Vn := Cn, and
wn := dn + 1. Since UnV
wn
n = BnCnWn, the word UnV
wn
n is a prefix of a. It follows that
|UnV wnn |
|UnVn| = 1 +
n
|BnCn| ≥ 1 +
1
κ
,
|V wnn | = |CnWn| ≥ n+ 1.
Therefore, we obtain Dio(a) ≥ 1 + 1/κ.
The lemma below is a slight improvement of [18, Lemma 9.1].
Lemma 2.3.10. Let a be an infinite word on an alphabet A. Assume that there exist
integers κ ≥ 2 and n0 ≥ 1 such that for all n ≥ n0,
p(a, n) ≤ κn.
Then, for each n ≥ n0, there exist finite words Un, Vn and a positive rational number wn
such that the following hold:
(i) UnV
wn
n is a prefix of a,
(ii) |Un| ≤ 2κ|Vn|,
(iii) n/2 ≤ |Vn| ≤ κn,
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(iv) if Un is not the empty word, then the last letters of Un and Vn are different,
(v) |UnV wnn |/|UnVn| ≥ 1 + 1/(4κ+ 2),
(vi) |UnVn| ≤ (κ+ 1)n− 1,
(vii) |U2nVn| ≤ (2κ+ 1)n− 2.
Proof. For n ≥ 1, we denote by A(n) the prefix of a of length n. By Pigeonhole principle,
for each n ≥ n0, there exists a finite word Wn of length n such that the word appears to
A((κ+1)n) at least twice. Thus, for each n ≥ n0, there exist finite words Bn, Dn, En ∈ A∗
and Cn ∈ A+ such that
A((κ+ 1)n) = BnWnDnEn = BnCnWnEn.
We can take these words in such way that if Bn is not empty, then the last letter of Bn is
different from that of Cn.
Firstly, we consider the case of |Cn| ≥ |Wn|. Then, there exists Fn ∈ A∗ such that
A((κ+ 1)n) = BnWnFnWnEn.
Put Un := Bn, Vn :=WnFn, and wn := |WnFnWn|/|WnFn|. Since UnV wnn = BnWnFnWn,
the word UnV
wn
n is a prefix of a. It is obvious that |Un| ≤ (κ− 1)|Vn| and n ≤ |Vn| ≤ κn.
By the definition, we have (iv) and (vi). Furthermore, we see that
|UnV wnn |
|UnVn| = 1 +
n
|UnVn| ≥ 1 +
1
κ
,
|U2nVn| ≤ |UnVn|+ |Un| ≤ κn+ (κ− 1)n = (2κ− 1)n.
We next consider the case of |Cn| < |Wn|. Since the two occurrences of Wn do overlap,
there exists a rational number dn > 1 such that Wn = C
dn
n . Put Un := Bn, Vn := C
⌈dn/2⌉
n ,
and wn := (dn + 1)/⌈dn/2⌉. Obviously, we have (i) and (iv). Since ⌈dn/2⌉ ≤ dn and
dn|Cn| ≤ 2⌈dn/2⌉|Cn|, we get n/2 ≤ |Vn| ≤ n. Using (iii) and |Un| ≤ κn − 1, we can see
(ii), (vi), and (vii). It is immediate that wn ≥ 3/2. Hence, we obtain
|UnV wnn |
|UnVn| = 1 +
⌈(wn − 1)|Vn|⌉
|UnVn| ≥ 1 +
wn − 1
|Un|/|Vn|+ 1
≥ 1 + 1/2
2κ+ 1
= 1 +
1
4κ+ 2
.

Chapter 3
Mahler’s classification and p-adic
numbers with low complexity
digits
3.1 Introduction
Let p be a prime. We denote by | · |p the absolute value of Qp normalized to satisfy
|p|p = 1/p. We set P := {0, 1, . . . , p− 1}.
Applying so-called the Schmidt Subspace Theorem, Adamczewski and Bugeaud [3]
established a new transcendence criterion for p-adic numbers.
Theorem 3.1.1. Let a = (an)n≥0 be a non-ultimately periodic sequence over P . Set
ξ :=
∑∞
n=0 anp
n ∈ Qp. Assume that there exist integers n0 ≥ 1 and κ ≥ 2 such that for
all n ≥ n0,
p(a, n) ≤ κn.
Then the p-adic number ξ is transcendental.
In this chapter, we study p-adic numbers which satisfy the assumption of Theorem
3.1.1 in more detail. We define Diophantine exponents for p-adic numbers. Let ξ be in
Qp and n ≥ 1 be an integer. We denote by wn(ξ) (resp. w∗n(ξ)) the supremum of the real
numbers w (resp. w∗) which satisfy
0 < |P (ξ)| ≤ H(P )−w−1 (resp. 0 < |ξ − α| ≤ H(α)−w∗−1)
for infinitely many polynomials P (X) ∈ Z[X] of degree at most n (resp. algebraic numbers
α ∈ Qp of degree at most n). Here, H(P ), which is called the height of P (X), is defined
by the maximum of the usual absolute values of the coefficients of P (X), and H(α), which
is called the height of α, is defined by the height of the minimal polynomial of α over Z.
We put
w(ξ) := lim sup
n→∞
wn(ξ)
n
, w∗(ξ) := lim sup
n→∞
w∗n(ξ)
n
.
A p-adic number ξ is said to be an
A-number if w(ξ) = 0;
S-number if 0 < w(ξ) < +∞;
T -number if w(ξ) = +∞ and wn(ξ) < +∞ for all n;
U -number if w(ξ) = +∞ and wn(ξ) = +∞ for some n,
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according to Mahler [42]. We recall known results on this classification. A p-adic number
is algebraic if and only if it is an A-number. Almost all p-adic numbers are S-numbers in
the sense of Haar measure. It is known that there exist uncountably many T -numbers and
U -numbers. For example,
∑∞
n=1 p
n! is U -number. Replacing wn and w with w
∗
n and w
∗, we
define A∗-, S∗-, T ∗-, and U∗-number as the above. It is known that the two classification
of p-adic numbers coincide. Let n ≥ 1 be an integer. For a U -number ξ ∈ Qp, we say
that ξ is a Un-number if wn(ξ) is infinite and wm(ξ) are finite for all 1 ≤ m < n, similarly
define U∗n-number. The detail is found in [12, Section 9.3].
We now state the main results.
Theorem 3.1.2. Let a = (an)n≥0 be a non-ultimately periodic sequence over P . Set
ξ :=
∑∞
n=0 anp
n ∈ Qp. Assume that there exist integers n0 ≥ 1 and κ ≥ 2 such that for
all n ≥ n0,
p(a, n) ≤ κn.
Then the p-adic number ξ is an S-, T -, or U1-number.
Note that Theorem 3.1.2 is an analogue of The´ore`me 1.1 in [6], and there is a real
continued fraction analogue of Theorem 3.1.2 in [18, Theorem 3.2].
Theorem 3.1.3. Let a = (an)n≥0 be a non-ultimately periodic sequence over P . Set
ξ :=
∑∞
n=0 anp
n ∈ Qp. Assume that there exist integers n0 ≥ 1 and κ ≥ 2 such that for
all n ≥ n0,
p(a, n) ≤ κn.
Then the Diophantine exponent of a is infinite if and only if ξ is a U1-number. Further-
more, if the Diophantine exponent of a is finite, then we have
w1(ξ) ≤ 8(κ+ 1)2(2κ+ 1)Dio(a)− 1. (3.1)
There are various versions of Theorem 3.1.3: b-ary expansion for real numbers [6],
continued fraction expansion for real numbers [18], Laurent series over a finite field, and
its continued fraction expansion (see Chapter 4).
3.2 Application of the main results
In this section, we apply the main results to classes of sequences introduced in Chapter 2.
Theorem 3.2.1. Let a = (an)n≥0 be a non-ultimately periodic sequence over P . Set
ξ :=
∑∞
n=0 anp
n ∈ Qp. If the sequence a is automatic, primitive morphic, or Sturmian
with its slope whose continued fraction expansion has bounded partial quotients, then the
p-adic number ξ is an S- or T -number. Furthermore, if the sequence a is Sturmian with its
slope whose continued fraction expansion has unbounded partial quotients, then the p-adic
number ξ is a U1-number.
Note that Theorem 3.2.1 is an analogue of The´ore`mes 3.1, 4.2, and 5.1 in [6].
Proof. Since the sequence a is automatic, primitive morphic, or Sturmian, ξ is an S-, T -,
or U1-number by Lemmas 2.3.6, 2.3.7, 2.3.8 and Theorem 3.1.2. It follows from Lemmas
2.3.3, 2.3.4, 2.3.5 and Theorem 3.1.3 that ξ is a U1-number if a is Sturmian with its slope
whose continued fraction expansion has unbounded partial quotients, and ξ is an S- or
T -number otherwise.
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Lemma 3.2.2 (Mahler [42]). Let ξ, η be in Qp. If ξ and η are algebraically dependent,
then ξ and η are in the same class.
Theorem 3.2.3. Let θ > 1 be an irrational real number whose continued fraction expan-
sion has bounded partial quotients, θ′ > 1 be an irrational real number whose continued
fraction expansion has unbounded partial quotients, and ρ, ρ′ be real numbers. Then the
p-adic numbers
∞∑
n=1
p⌊nθ+ρ⌋,
∞∑
n=1
p⌊nθ
′+ρ′⌋
are algebraically independent.
Note that Theorem 3.2.3 is an analogue of Corollaire 3.2 in [6].
Proof. Set ξ :=
∑∞
n=1 p
⌊nθ+ρ⌋ and η :=
∑∞
n=1 p
⌊nθ′+ρ′⌋. By the definition, the digits of
ξ and η are tθ,ρ and tθ′,ρ′ , respectively. It follows from Lemma 2.2.2 that tθ,ρ (resp.
tθ′,ρ′) is Sturmian with its slope whose continued fraction expansion has bounded (resp.
unbounded) partial quotients. Therefore, ξ is an S- or T -number and η is a U1-number
by Theorem 3.2.1. Hence, we see that ξ and η are algebraically independent by Lemma
3.2.2.
Example. The following p-adic numbers are algebraically independent:
∞∑
n=1
p⌊ne⌋,
∞∑
n=1
p⌊n
√
p⌋.
3.3 Preliminaries
We recall several facts about the Diophantine exponents wn and w
∗
n.
Theorem 3.3.1. Let n ≥ 1 be an integer and ξ be in Qp. Then we have
w∗n(ξ) ≤ wn(ξ) ≤ w∗n(ξ) + n− 1.
Proof. See [45].
Theorem 3.3.2. Let n ≥ 1 be an integer and ξ ∈ Qp be not algebraic of degree at most
n. Then we have
wn(ξ) ≥ n, w∗n(ξ) ≥
n+ 1
2
.
Furthermore, if n = 2, then w∗2(ξ) ≥ 2.
Proof. See [42, 45].
We recall Liouville inequality, that is, a non trivial lower bound of differences of two
algebraic numbers.
Lemma 3.3.3. Let α, β ∈ Qp be distinct algebraic numbers of degree m,n, respectively.
Then we have
|α− β|p ≥ (m+ 1)
−n(n+ 1)−m
H(α)nH(β)m
.
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Proof. See [50, Lemma 2.5].
Applying Lemma 3.3.3, we give an estimate for the value of w1.
Lemma 3.3.4. Let ξ be in Qp and c0, c1, c2, c3, θ, ρ, δ be positive numbers. Let (βj)j≥1 be
a sequence of positive integers with βj < βj+1 ≤ c0βθj for all j ≥ 1. Assume that there
exists a sequence of distinct terms (αj)j≥1 with αj ∈ Q such that for all j ≥ 1
c1
β1+ρj
≤ |ξ − αj |p ≤
c2
β1+δj
,
H(αj) ≤ c3βj .
Then we have
δ ≤ w1(ξ) ≤ (1 + ρ)θ
δ
− 1.
Note that there are several versions of Lemma 3.3.4 in [5, 6, 8, 10, 18, 20, 27, 35, 61].
Proof. Let α be a rational number with sufficiently large height. We define the integer
j0 ≥ 1 by βj0 ≤ c0(4c2c3H(α))θ/δ < βj0+1. Firstly, we consider the case of α = αj0 . By
the assumption, we obtain
|ξ − α|p ≥ c1β−1−ρj0 ≥ c
−1−ρ
0 c1(4c2c3)
−(1+ρ)θ/δH(α)−(1+ρ)θ/δ.
Next, we consider the others case. Then, by the assumption, we have
H(α) < (4c2c3)
−1(c−10 βj0+1)
δ/θ ≤ (4c2c3)−1βδj0 .
Therefore, we obtain
|α− αj0 |p ≥ (4H(α)H(αj0))−1 > c2β−1−δj0 ≥ |ξ − αj0 |p
by Lemma 3.3.3. Hence, it follows that
|ξ − α|p = |α− αj0 |p ≥ (4H(α)H(αj0))−1
≥ 4−1−θ/δc−10 c−θ/δ2 c−1−θ/δ3 H(α)−1−θ/δ.
By Theorem 3.3.1, we have w1(ξ) = w
∗
1(ξ). Thus, we obtain
δ ≤ w1(ξ) ≤ max
(
(1 + ρ)
θ
δ
− 1, θ
δ
)
= (1 + ρ)
θ
δ
− 1.
We denote by MQ the set of all prime numbers and ∞. We denote by | · |∞ the usual
absolute value in Q. For x = (x1, . . . , xn) ∈ Qn and v ∈MQ, we define the norm and the
height of x by |x|v = max1≤i≤n |xi|v and H(x) =
∏
w∈MQ |x|w.
The proof of Theorem 3.1.2 mainly depends on the following theorem which is so-called
the Quantitative Subspace Theorem and consequence of Corollary 3.2 in [34].
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Theorem 3.3.5. Let α ∈ Qp be an algebraic number of degree d and 0 < ε < 1. Define
linear forms
L1∞(X,Y, Z) = X, L2∞(X,Y, Z) = Y, L3∞(X,Y, Z) = Z,
L1p(X,Y, Z) = X, L2p(X,Y, Z) = Y, L3p(X,Y, Z) = αX − αY − Z.
Then all integer solutions x = (x1, x2, x3) of
∏
v∈{p,∞}
3∏
i=1
|Liv(x)|v ≤ |x|−ε∞
with
H(x) ≥ max
((√
d+ 1H(α)
)1/12d
, 271/ε
)
lie in the union of at most
216339510ε−9 log(3ε−1d) log(ε−1 log 3d)
proper linear subspaces of Q3.
Consider a vector hyperplane of Qn
H = {(x1, . . . , xn) ∈ Qn | y1x1 + · · ·+ ynxn = 0},
where y = (y1, . . . , yn) ∈ Zn\{0}, gcd(y1, . . . , yn) = 1. The height of H, denoted by H(H),
is defined to be |y|∞.
The lemma below is easily seen.
Lemma 3.3.6. Let m,n ≥ 1 be integers with m < n and x1, . . . ,xm ∈ Zn be linearly
independent vectors such that |x1|∞ ≤ . . . ≤ |xm|∞. Then there exists a vector hyperplane
H of Qn such that x1, . . . ,xm ∈ H and
H(H) ≤ m!|xm|m∞.
Lemma 3.3.7. Let U ∈ P ∗, V ∈ P+, and r, s be lengths of the words U, V , respectively.
Put (an)n≥0 := UV and α :=
∑∞
n=0 anp
n ∈ Qp. Then we have H(α) ≤ pr+s.
Proof. A straightforward computation shows that
α =
r−1∑
n=0
anp
n +
(
s−1∑
m=0
am+rp
m+r
)( ∞∑
k=0
pks
)
=
(ps − 1)∑r−1n=0 anpn −∑s−1m=0 am+rpm+r
ps − 1 .
Therefore, we have
H(α) ≤ max
(
ps − 1, (ps − 1)
r−1∑
n=0
anp
n,
s−1∑
m=0
am+rp
m+r
)
≤ pr+s.
In order to prove Theorem 3.1.3, we show the following lemma.
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Lemma 3.3.8. Let a = (an)n≥0 be a non-ultimately periodic sequence over P . Set ξ :=∑∞
n=0 anp
n ∈ Qp. Then we have
w1(ξ) ≥ max(1,Dio(a)− 1). (3.2)
Proof. Since ξ is irrational, we have w1(ξ) ≥ 1 by Theorem 3.3.2. Therefore, we may
assume that Dio(a) > 1. Take a real number δ such that 1 < δ < Dio(a). For n ≥ 1, there
exist finite words Un, Vn and positive rational numbers wn such that UnV
wn
n are the prefix
of a, the sequence (|V wnn |)n≥1 is strictly increasing, and |UnV wnn | ≥ δ|UnVn|. For n ≥ 1,
we set rational number
αn :=
∞∑
i=0
b
(n)
i p
i,
where (b
(n)
i )i≥0 is the infinite word UnVn. Since ξ and αn have the same first |UnV wnn |-th
digits, we obtain
|ξ − αn| ≤ p−δ|UnVn| ≤ H(αn)−δ
by Lemma 3.3.7. Hence, we have (3.2).
3.4 Proof of main results
Proof of Theorem 3.1.2. By Theorem 3.1.1, ξ is transcendental, that is, ξ is not an A-
number. Therefore, it is sufficient to prove that if ξ is not a U1-number, then ξ is not a
U -number. For n ≥ n0, we take finite words Un, Vn over P and positive rational numbers
wn satisfying Lemma 2.3.10 (i)–(vi). We define a positive integer sequence (nk)k≥0 by
nk+1 = 4(κ+1)nk for k ≥ 0. We set rk := |Unk |, sk := |Vnk |, and tk := |UnkVnk | for k ≥ 0.
Then a straightforward computation shows that 2tk ≤ tk+1 ≤ ctk, rk ≤ 2κsk for k ≥ 0,
and (sk)k≥0 is strictly increasing, where c = 8(κ+ 1)2. For k ≥ 0, there exists an integer
pk such that
pk
psk − 1 =
∞∑
i=0
b
(k)
i p
i,
where (b
(k)
i )i≥0 is the infinite word UnkVnk . Since ξ and pk/(p
sk − 1) have the same first
|UnkV
wnk
nk |-th digits, we obtain ∣∣∣∣ξ − pkpsk − 1
∣∣∣∣
p
≤ p−wtk ,
where w = 1+1/(4κ+2). Since the sequence (sk)k≥1 is strictly increasing, we may assume
that t0 ≥ 3.
Let α ∈ Qp be an algebraic number of degree d ≥ 2 withH(α) ≥ max(d+1, ps0 , 274κ+2).
We define an integer j ≥ 1 by psj−1 ≤ H(α) < psj and a real number χ by |ξ − α|p =
H(α)−χ. In what follows, we estimate an upper bound of χ. Therefore, we may assume
that χ > 0. Put M := max{m ∈ Z | pwcm−1tj < H(α)χ}. In what follows, we estimate
an upper bound of M . Therefore, we may assume that M ≥ 1. Then we obtain pwtj+h ≤
pwc
M−1tj for all 0 ≤ h ≤M − 1. Therefore, we have
|psj+hα− α− pj+h|p =
∣∣∣∣α− pj+hpsj+h − 1
∣∣∣∣
p
≤ max
(∣∣∣∣ξ − pj+hpsj+h − 1
∣∣∣∣
p
, |ξ − α|p
)
≤ p−wtj+h
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for 0 ≤ h ≤M − 1. We define linear forms by
L1∞(X,Y, Z) = X, L2∞(X,Y, Z) = Y, L3∞(X,Y, Z) = Z,
L1p(X,Y, Z) = X, L2p(X,Y, Z) = Y, L3p(X,Y, Z) = αX − αY − Z,
and put xh := (p
sj+h , 1, pj+h) for 0 ≤ h ≤M − 1. By the proof of Lemma 3.3.7, we obtain
∏
v∈{p,∞}
3∏
i=1
|Liv(xh)|v ≤ |xh|−1/(4κ+2)∞
for all 0 ≤ h ≤M − 1. We also have
H(xh) = |xh|∞ ≥ psj+h ≥ H(α) ≥ max
((√
d+ 1H(α)
)1/12d
, 274κ+2
)
for all 0 ≤ h ≤ M − 1. Hence, by Theorem 3.3.5, for all 0 ≤ h ≤ M − 1, we obtain xh in
the union of N proper linear subspaces of Q3, where N = ⌊225339510(2κ+ 1)9 log(6(2κ+
1)d) log(2(2κ+ 1) log 3d)⌋.
Assume that one of these linear subspaces of Q3 contains L + 1 points of the set
{xh | 0 ≤ h ≤M − 1}, where L = ⌈log2((2κ+1)(4d+6+ logp(22d+1(d+1))))⌉. It follows
that there exist (x, y, z) ∈ Z3 \ {0} such that
xpsj+ik + y + zpj+ik = 0, (0 ≤ k ≤ L),
where 0 ≤ i0 < i1 < . . . < iL < M . Since xi0 and xi1 are linearly independent, we chose
(x, y, z) ∈ Z3 \ {0} such that max(|x|, |y|, |z|) ≤ 2p2tj+i1 by Lemma 3.3.6. Since (sk)k≥0 is
strictly increasing, we have z ̸= 0. A straightforward computation shows that
(1− psj+ik )α = psj+ik x
z
+
y
z
− (psj+ikα− α− pj+ik),
α− y
z
= psj+ikα+ psj+ik
x
z
− (psj+ikα− α− pj+ik)
for all 0 ≤ k ≤ L. Therefore, we obtain
|α|p = |(1− psj+ik )α|p ≤ max
(
p−sj+ik
∣∣∣x
z
∣∣∣
p
,
∣∣∣y
z
∣∣∣
p
, p−wtj+ik
)
≤ max(|z|, p−wtj+ik ) ≤ 2p2tj+i1 .
Hence, we have∣∣∣α− y
z
∣∣∣
p
≤ max(2p2tj+i1−sj+iL , |z|p−sj+iL , p−wtj+iL ) = 2p2tj+i1−sj+iL . (3.3)
It follows from Lemma 3.3.3 that∣∣∣α− y
z
∣∣∣
p
≥ 2−d(d+ 1)−1H(α)−1H
(y
z
)−d
≥ 2−2d(d+ 1)−1p−2dtj+i1−sj . (3.4)
By the properties of (sk)k≥0 and (tk)k≥0, we have
sj+iL ≥
tj+iL
2κ+ 1
=
1
2κ+ 1
tj+iL
tj+iL−1
· · · tj+i2
tj+i1
tj+i1 ≥
2Ltj+i1
4κ+ 2
. (3.5)
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Applying (3.3), (3.4), and (3.5), we obtain
tj+i1 ≤
(4κ+ 2) logp(2
2d+1(d+ 1))
2L − (4κ+ 2)(2d+ 3) ≤ 2,
which is contradiction.
Hence, we get M ≤ LN . By the definition of M , we have
H(α)χ ≤ pwcM tj ≤ pwcM+1tj−1
≤ pwcM+1(2κ+1)sj−1 ≤ H(α)wcM+1(2κ+1).
Therefore, we obtain
|ξ − α|p ≥ H(α)−wcLN+1(2κ+1),
which implies
w∗d(ξ) ≤ max(w1(ξ), wcLN+1(2κ+ 1)).
This completes the proof.
Proof of Theorem 3.1.3. We first assume that ξ is not a U1-number, that is, w1(ξ) is finite.
Then Dio(a) is finite by Lemma 3.3.8.
We next assume that Dio(a) is finite. For n ≥ n0, take finite words Un, Vn and rational
numbers wn satisfying Lemma 2.3.10 (i)–(vi). For n ≥ n0, we set rational numbers
αn :=
∞∑
i=0
b
(n)
i p
i,
where (b
(n)
i )i≥0 is the infinite word UnVn. Since ξ and αn have the same first |UnV wnn |-th
digits, we obtain
|ξ − αn| ≤ p−(1+
1
4κ+2)|UnVn|.
Take a real number δ which is greater than Dio(a). Note that δ > 1. By the definition of
the Diophantine exponent, there exists an integer n1 ≥ n0 such that for all n ≥ n1
|ξ − αn| ≥ p−δ|UnVn|.
We define a positive integer sequence (nk)k≥1 by nk+1 = 2(κ + 1)nk for k ≥ 1. Set
βk := p
|UnkVnk | for k ≥ 1. It follows from Lemma 2.3.10 (iii) and (vi) that for n ≥ 1
βk < βk+1 ≤ β4(κ+1)
2
k .
By Lemma 3.3.7, we have H(αnk) ≤ βk for k ≥ 1. Hence, we obtain (3.1) by Lemma
3.3.4.
Chapter 4
Diophantine exponents for the
field of Laurent series over a finite
field
4.1 Introduction
In this chapter, we investigate properties of Diophantine exponents for Laurent series over
a finite field. We first define Diophantine exponents wn and w
∗
n for Laurent series.
Let p be a prime and q a power of p. Let us denote by Fq the finite field of q elements,
Fq[T ] the ring of all polynomials over Fq, Fq(T ) the field of all rational functions over Fq,
and Fq((T−1)) the field of all Laurent series over Fq. For ξ ∈ Fq((T−1))\{0}, we can write
ξ =
∞∑
n=N
anT
−n,
where N ∈ Z, an ∈ Fq for all n ≥ N , and aN ̸= 0. We define an absolute value on
Fq((T−1)) by |0| := 0 and |ξ| := q−N . This absolute value can be uniquely extended on
the algebraic closure of Fq((T−1)) and we continue to write | · | for the extended absolute
value. We call an element of Fq((T−1)) an algebraic Laurent series if it is algebraic over
Fq(T ).
Throughout this chapter, we regard elements of (Fq[T ])[X] as polynomials in X. The
height of a polynomial P (X) ∈ (Fq[T ])[X], denoted byH(P ), is defined to be the maximum
of the absolute values of the coefficients of P (X). We denote by (Fq[T ])[X]min the set
of all non-constant, irreducible and primitive polynomials in (Fq[T ])[X] whose leading
coefficients are monic polynomials in T . For α ∈ Fq(T ), there exists a unique P (X) ∈
(Fq[T ])[X]min such that P (α) = 0. We call the polynomial P (X) theminimal polynomial of
α. The height (resp. the degree, the inseparable degree) of α, denoted by H(α) (resp. degα,
insepα), is defined to be the height of P (X) (resp. the degree of P (X), the inseparable
degree of P (X)). We define Diophantine exponents for Laurent series over a finite field.
Let n ≥ 1 be an integer and ξ be in Fq((T−1)). We denote by wn(ξ) (resp. w∗n(ξ)) the
supremum of the real numbers w (resp. w∗) which satisfy
0 < |P (ξ)| ≤ H(P )−w (resp. 0 < |ξ − α| ≤ H(α)−w∗−1)
for infinitely many P (X) ∈ (Fq[T ])[X] of degree at most n (resp. α ∈ Fq(T ) of degree at
most n).
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We use the Vinogradov notation A ≪ B (resp. A ≪a B) if |A| ≤ c|B| with some
constant (resp. some constant depending at most on a) c > 0. We write A ≍ B (resp.
A ≍a B) if A≪ B and B ≪ A (resp. A≪a B and B ≪a A) hold.
4.1.1 The values of wn and w
∗
n for algebraic Laurent series
Mahler [44] proved that an analogue of the Roth Theorem in this framework does not
hold, that is, there exists an algebraic Laurent series ξ such that w1(ξ) > 1. Indeed,
let r be a power of p and put ξ :=
∑∞
n=0 T
−rn . Then ξ is an algebraic Laurent series
of degree r with w1(ξ) = r − 1. In this subsection, we investigate a phenomenon that
properties of the Diophantine exponents in characteristic zero are different from that of
positive characteristic.
Schmidt [54] and Thakur [58] investigated the Diophantine exponent w1 for algebraic
Laurent series. Schmidt [54] introduced classes of algebraic Laurent series as follows: Let
α be in Fq((T−1)) \ Fq(T ). We say that α is of Class I (resp. Class IA) if there exist an
integer s ≥ 0 and R,S, T, U ∈ Fq[T ] with RU − ST ̸= 0 (resp. RU − ST ∈ F×q ) such that
α =
Rαp
s
+ S
Tαps + U
.
For example, any quadratic Laurent series is of Class IA. Mathan [28] proved that values
of w1 for Laurent series of Class I are rational. However, it is not known whether or not
there exists an algebraic Laurent series for which the value of w1 is irrational. Let r be
a power of p. Schmidt [54] and Thakur [58] independently proved that for any rational
number 1 < w ≤ r, there exists an algebraic Laurent series ξ ∈ Fq((T−1)) of degree at
most r + 1 such that w1(ξ) = w. It follows from Theorems 4.4.5 and 4.4.6 that w1(ξ) = 1
and w1(η) ≥ 1 hold for any quadratic Laurent series ξ ∈ Fq((T−1)) and irrational Laurent
series η ∈ Fq((T−1)). Therefore, we derive that the set of values taken by w1 over the set
of Laurent series of Class IA is equal to the set of rational numbers greater than or equal
to 1. Chen [24] refined Schmidt and Thakur’s result by showing that the degree of ξ can
be taken to be equal to r + 1.
We partially extend Chen’s result to wn and w
∗
n for n ≥ 2.
Theorem 4.1.1. Let d ≥ 1 be an integer and w > 2d − 1 be a rational number. Then
there exist a strictly increasing sequence of positive integers (kj)j≥1 and a sequence (ξj)j≥1
such that, for any j ≥ 1, ξj is of Class IA, and degree pkj + 1, and
w1(ξj) = w
∗
1(ξj) = . . . = wd(ξj) = w
∗
d(ξj) = w.
Remark. By Theorem 4.4.6, we obtain w ≤ pk1 .
The key point of the proof of Theorem 4.1.1 is that we can determine the values of
the Diophantine exponents by using partial quotients of continued fractions. It is known
that we can determine values of w1 by using partial quotients. In this paper, for a certain
class of Laurent series, we extend the known result to wn and w
∗
n for any n ≥ 1.
As mentioned in Chapter 1, it is known that wn(ξ) = w
∗
n(ξ) for all real algebraic
numbers ξ and integers n ≥ 1. The proof of this result depends on the Schmidt Subspace
Theorem which is a generalization of the Roth Theorem. However, analogues of these
theorems in positive characteristic do not hold (see Section 4.1). Therefore, we address
the following problem.
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Problem 4.1.2. Is it true that
wn(ξ) = w
∗
n(ξ)
for an integer n ≥ 1 and an algebraic Laurent series ξ?
Note that Theorem 4.1.1 gives a partial answer to Problem 4.1.2. If we remove the
condition that ξ is algebraic, then the answer to Problem 4.1.2 is not true (see Theorems
4.1.8 and 4.1.9 below).
We state some corollaries of Theorem 4.1.1.
Corollary 4.1.3. Let n ≥ 1 be an integer. Then the set of values taken by wn (resp. w∗n)
over the set of Laurent series of Class IA contains the set of all rational numbers greater
than 2n− 1.
We address the following natural problem arising from Corollary 4.1.3.
Problem 4.1.4. Let n ≥ 1 be an integer. Determine the set of values taken by wn (resp.
w∗n) over the set of algebraic Laurent series.
Since the degree of ξj tends to infinity under the conditions of Theorem 4.1.1, we
deduce the following corollary.
Corollary 4.1.5. Let d ≥ 1 be an integer and w > 2d − 1 be a rational number. Then
there exists a set {ξj | j ≥ 1} of linearly independent Laurent series of Class IA such that,
for any j ≥ 1
w1(ξj) = w
∗
1(ξj) = . . . = wd(ξj) = w
∗
d(ξj) = w.
4.1.2 The values of the functions wn − w∗n
We deduce the following statement in a similar method to the proof of Theorem 4.1.1.
Theorem 4.1.6. Let d ≥ 1 be an integer and w ≥ 2d − 1 be a real number. Then there
exist uncountably many ξ ∈ Fq((T−1)) such that
w1(ξ) = w
∗
1(ξ) = . . . = wd(ξ) = w
∗
d(ξ) = w.
Analogues of Theorem 4.1.6 for real and p-adic numbers are already shown in [15, 17].
It follows from Lemma 4.4.1, Theorems 4.4.5, and 4.4.6 that wn(ξ) = w
∗
n(ξ) = 0 and
wn(η) = w
∗
n(η) = 1 for all n ≥ 1, ξ ∈ Fq(T ) and quadratic Laurent series η ∈ Fq((T−1)).
It is immediate that for any n ≥ 1, wn(ξ) = w∗n(ξ) = +∞, where ξ =
∑∞
m=1 T
−m!. Hence,
we have the following corollary of Theorem 4.1.6.
Corollary 4.1.7. For an integer n ≥ 1, the set of values taken by wn (resp. w∗n) contains
the set {0, 1} ∪ [2n − 1,+∞]. Furthermore, the set of values taken by w1 (resp. w∗1) is
equal to {0} ∪ [1,+∞].
For each n ≥ 2, we can construct explicitly continued fractions ξ for which wn(ξ) and
w∗n(ξ) are different as follows:
Theorem 4.1.8. Let d ≥ 2 be an integer and w ≥ (3d + 2 +√9d2 + 4d+ 4)/2 be a real
number. Let a, b ∈ Fq[T ] be distinct non-constant polynomials. We define a sequence
(an,w)n≥1 by
an,w =
{
b if n = ⌊wi⌋ for some integer i ≥ 0,
a otherwise.
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Set ξw := [0, a1,w, a2,w, . . .]. Then we have
w∗n(ξw) = w − 1, wn(ξw) = w
for all 2 ≤ n ≤ d.
Theorem 4.1.9. Let d ≥ 2 be an integer, w ≥ 121d2 be a real number, and a, b, c ∈ Fq[T ]
be distinct non-constant polynomials. Let 0 < η <
√
w/d be a positive number, and put
mi := ⌊(⌊wi+1⌋ − ⌊wi − 1⌋)/⌊ηwi⌋⌋ for all i ≥ 1. We define a sequence (an,w,η)n≥1 by
an,w,η =

b if n = ⌊wi⌋ for some integer i ≥ 0,
c
if n ̸= ⌊wi⌋ for all integers i ≥ 0, and n = ⌊wj⌋ +
m⌊ηwj⌋ for some integer 1 ≤ m ≤ mj , j ≥ 1,
a otherwise.
Set ξw,η := [0, a1,w,η, a2,w,η, . . .]. Then we have
w∗n(ξw,η) =
2w − 2− η
2 + η
, wn(ξw,η) =
2w − η
2 + η
for all 2 ≤ n ≤ d. Hence, we have
wn(ξw,η)− w∗n(ξw,η) =
2
2 + η
for all 2 ≤ n ≤ d.
The key ingredient of the proofs of Theorems 4.1.8 and 4.1.9 is that for n ≥ 3, if
ξ ∈ Fq((T−1)) has a dense (in a suitable sense) sequence of very good quadratic approxi-
mations, then we can determine wn(ξ) and w
∗
n(ξ).
In Section 4.4, we prove that for an integer n ≥ 1 and ξ ∈ Fq((T−1)), if 1 ≤ n < 2p,
then we have
0 ≤ wn(ξ)− w∗n(ξ) ≤ n− 1.
Therefore, the following corollary is immediate from Theorems 4.1.6, 4.1.8, and 4.1.9.
Corollary 4.1.10. Let d ≥ 2 be an integer and δ be in the closed interval [0, 1]. Then
there exist uncountably many ξ ∈ Fq((T−1)) such that wn(ξ)−w∗n(ξ) = δ for all 2 ≤ n ≤ d.
Furthermore, the set of values taken by w2 − w∗2 is the closed interval [0, 1].
In the last part of this subsection, we mention a problem associated to Corollaries 4.1.7
and 4.1.10.
Problem 4.1.11. Let n ≥ 1 be an integer. Determine the set of values taken by wn (resp.
w∗n, wn − w∗n).
4.1.3 The values of w2 and w
∗
2 for continued fractions with low complexity
In this subsection, we study a relation the values of w2 and w
∗
2 for continued fractions and
Diophantine exponent for its partial quotients.
We first recall classifications of Laurent series over a finite field. For ξ ∈ Fq((T−1)),
we set
w(ξ) := lim sup
n→∞
wn(ξ)
n
, w∗(ξ) := lim sup
n→∞
w∗n(ξ)
n
.
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We say that a Laurent series ξ ∈ Fq((T−1)) is an
A-number if w(ξ) = 0;
S-number if 0 < w(ξ) < +∞;
T -number if w(ξ) = +∞ and wn(ξ) < +∞ for all n;
U -number if w(ξ) = +∞ and wn(ξ) = +∞ for some n.
This classification of Fq((T−1)) was first introduced by Bundschuh [22] and is called
Mahler’s classification. Replacing wn and w with w
∗
n and w
∗, we define A∗-, S∗-, T ∗-, and
U∗-numbers as above. This classification of Fq((T−1)) was first introduced by Bugeaud
[12, Section 9] and is called Koksma’s classification. Let n ≥ 1 be an integer, ξ ∈ Fq((T−1))
be a U -number, and ζ ∈ Fq((T−1)) be a U∗-number. The number ξ (resp. the number
ζ) is called a Un-number (resp. U
∗
n-number) if wn(ξ) is infinite and wm(ξ) is finite (resp.
w∗n(ζ) is infinite and w∗m(ζ) is finite) for all 1 ≤ m < n.
Let ξ be in Fq((T−1)) and [a0, a1, a2, . . .] denote the continued fraction expansion of ξ.
We define sequences (pn)n≥−1 and (qn)n≥−1 by{
p−1 = 1, p0 = a0, pn = anpn−1 + pn−2, n ≥ 1,
q−1 = 0, q0 = 1, qn = anqn−1 + qn−2, n ≥ 1.
We call (pn/qn)n≥0 the convergent sequence of ξ.
We estimates an upper bound of w2(ξ) by using the Diophantine exponent for partial
quotient of ξ ∈ Fq((T−1)).
Theorem 4.1.12. Let κ ≥ 2 and A ≥ q be integers, and a = (an)n≥1 be a sequence over
Fq[T ] with q ≤ |an| ≤ A for all n ≥ 1. Assume that there exists integers κ ≥ 2 and n0 ≥ 1
such that
p(a, n) ≤ κn for all n ≥ n0,
and the Diophantine exponent of a is finite. Set ξ := [0, a1, a2, . . .]. Then we have
w2(ξ) ≤ 64(2κ+ 1)3Dio(a)
(
logA
log q
)4
. (4.1)
In particular, if the sequence (|qn|1/n)n≥1 converges, then we have
w2(ξ) ≤ 64(2κ+ 1)3Dio(a). (4.2)
By Lemmas 2.3.3–2.3.8, we obtain the upper bound of w2 of automatic, primitive
morphic, and Sturmian continued fractions as follows:
Corollary 4.1.13. Let k ≥ 2 be an integer. Let a = (an)n≥0 be a non-ultimately periodic
and k-automatic sequence over Fq[T ] with deg an ≥ 1 for all n ≥ 0. Let A be an upper
bound of the sequence (|an|)n≥0, m be a cardinality of k-kernel of a, and d be a cardinality
of the initial alphabet associated with a. Set ξ := [0, a0, a1, . . .]. Then we have
w2(ξ) ≤ 64(2kd2 + 1)3km
(
logA
log q
)4
.
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Corollary 4.1.14. Let a = (an)n≥0 be a non-ultimately and primitive morphic sequence
over Fq[T ] with deg an ≥ 1 for all n ≥ 0, which is generated by a primitive morphism σ
over a finite set of cardinality b ≥ 2. Let v be the width of σ. Set ξ := [0, a0, a1, . . .]. Then
we have
w2(ξ) ≤ 64(4v4b−2b3 + 1)3Dio(a)
(
logA
log q
)4
.
Corollary 4.1.15. Let a = (an)n≥0 be a non-ultimately and Sturmian sequence over Fq[T ]
with deg an ≥ 1 for all n ≥ 0. Set ξ := [0, a0, a1, . . .]. Then we have
w2(ξ) ≤ 8000Dio(a)
(
logA
log q
)4
if the slope of a has bounded partial quotients, and we have w2(ξ) = +∞ otherwise.
Conversely, we estimates an lower bound of w2(ξ) by using the Diophantine exponent
for partial quotient of ξ ∈ Fq((T−1)).
Theorem 4.1.16. Let a = (an)n≥1 be a non-ultimately periodic sequence over Fq[T ] with
deg an ≥ 1 for all n ≥ 1. Assume that (|qn|1/n)n≥1 is bounded. Put
m := lim inf
n→∞ |qn|
1/n, M := lim sup
n→∞
|qn|1/n.
Set ξ := [0, a1, a2, . . .]. Then we have
w2(ξ) ≥ w∗2(ξ) ≥ max
(
2,
logm
logM
Dio(a)− 1
)
. (4.3)
In particular, if the sequence (|qn|1/n)n≥1 converges, then we have
w2(ξ) ≥ w∗2(ξ) ≥ max(2,Dio(a)− 1).
Furthermore, assume that the sequence (|an|)n≥1 is bounded. Then we have
w2(ξ) ≥ max
(
2,
logm
logM
(Dio(a) + 1)− 1
)
. (4.4)
In particular, if the sequence (|qn|1/n)n≥1 converges, then we have
w2(ξ) ≥ max(2,Dio(a)).
Theorems 4.1.12 and 4.1.16 are analogues of Theorems 2.2 and 2.3 in [18]. Theorems
4.1.12 and 4.1.16 are proved in a similar method of the proof of these analogue theorems.
We state an immediately consequence of Theorems 4.1.12 and 4.1.16.
Corollary 4.1.17. Let a = (an)n≥1 be a non-ultimately periodic sequence over Fq[T ] with
deg an ≥ 1 for n ≥ 1. Assume that (|an|)n≥1 is bounded and
lim sup
n→∞
p(a, n)
n
< +∞.
Set ξ := [0, a1, a2, . . .]. Then the Diophantine exponent of a is infinite if and only if ξ is a
U2-number.
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4.2 Liouville inequalities
Lemma 4.2.1. Let P (X) be in (Fq[T ])[X]. Assume that P (X) can be factorized as
P (X) = A
n∏
i=1
(X − αi),
where A ∈ Fq[T ] and αi ∈ Fq(T ) for 1 ≤ i ≤ n. Then we have
H(P ) = |A|
n∏
i=1
max(1, |αi|). (4.5)
Furthermore, for P (X), Q(X) ∈ (Fq[T ])[X], we have
H(PQ) = H(P )H(Q).
Proof. To be self-contained, we give a proof of this lemma which is well-known.
We expand P (X) as
P (X) = AXn +
n∑
k=1
(−1)kA ∑
1≤i1<...<ik≤n
αi1 · · ·αik
Xk. (4.6)
Therefore, it follows that H(P ) ≤ |A|∏ni=1max(1, |αi|). If |αi| ≤ 1 for all 1 ≤ i ≤ n, then
it follows from (4.6) that H(P ) = |A|. Thus, we may assume that there exists 1 ≤ i ≤ n
such that |αi| > 1. We put k := Card{1 ≤ i ≤ n | |αi| > 1}. Then we have∣∣∣∣∣∣(−1)kA
∑
1≤i1<...<ik≤n
αi1 · · ·αik
∣∣∣∣∣∣ = |A|
n∏
i=1
max(1, |αi|).
Hence, we obtain (4.5).
We write Q(X) = B
∏m
j (X − βj), where B ∈ Fq[T ] and βj ∈ Fq(T ) for 1 ≤ j ≤ m.
Since
P (X)Q(X) = AB
(
n∏
i=1
(X − αi)
) m∏
j=1
(X − βj)
 ,
we have H(PQ) = H(P )H(Q).
The proposition below is an analogue of Theorem A.1 in [12].
Proposition 4.2.2. Let P (X), Q(X) ∈ (Fq[T ])[X] be non-constant polynomials of degree
m,n, respectively. Let α be a root of P (X) of order t and β be a root of Q(X) of order u.
Assume that P (β) ̸= 0. Then we have
|P (β)| ≥ max(1, |β|)mH(P )−n/u+1H(Q)−m/u. (4.7)
Furthermore, we have
|α− β| ≥ max(1, |α|)max(1, |β|)H(P )−n/tuH(Q)−m/tu. (4.8)
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Proof. Write P (X) = A
∏r
i=1(X − αi)ti and Q(X) = B
∏s
i=1(X − βi)ui , where A,B ∈
Fq[T ], α = α1, β = β1, t = t1, u = u1, and α’s (resp. β’s) are pairwise distinct. Let
Q1(X) = B1
∏s1
i=1(X − β(i))g be the minimal polynomial of β, where B1 ∈ Fq[T ], β(1) =
β, g = insepβ, and β(i)’s are pairwise distinct. Since P and Q1 do not have common
roots, the resultant Res(P,Q1) is non-zero and is in Fq[T ]. Therefore, by H(Q1)u/g ≤
H(Q), s1u ≤ n, and Lemma 4.2.1, we obtain
1 ≤ |Res(P,Q1)| = |B1|m
s1∏
i=1
|P (β(i))|g
≤ |B1|m|P (β)|gH(P )(s1−1)g
s1∏
i=2
max(1, |β(i)|)mg
= |P (β)|gH(P )(s1−1)g
(
H(Q1)
max(1, |β|)g
)m
≤ |P (β)|gH(P )(n/u−1)gH(Q)mg/umax(1, |β|)−mg,
which implies (4.7). It follows from Lemma 4.2.1 that
|P (β)| ≤ |β − α|t|A|max(1, |β|)m−t
r∏
i=2
max(1, |αi|)ti
= |β − α|tH(P )max(1, |α|)−tmax(1, |β|)m−t.
Hence, we have (4.8) by (4.7).
The lemma below is an analogue of Theorem A.3 in [12] and Lemma 2.3 in [50].
Lemma 4.2.3. Let P (X) ∈ (Fq[T ])[X] be an irreducible polynomial of degree n and
inseparable degree f . Assume that n ≥ 2f . For any distinct roots α, β of P (X), we have
|α− β| ≥ H(P )−n/f2+1/f . (4.9)
Proof. We can write P (X) = A
∏m
i=1(X − αi)f , where A ∈ Fq[T ], α1 = α, α2 = β, and
α’s are pairwise distinct. Put Q(X) := A
∏m
i=1(X − αfi ). Since Q(X) is separable, the
discriminant Disc(Q) is non-zero and is in Fq[T ]. Therefore, we obtain
1 ≤ |Disc(Q)| ≤ |αf − βf |2|A|2m−2
∏
1≤i<j≤m
(i,j)̸=(1,2)
max(1, |αfi |)2max(1, |αfj |)2
≤ |α− β|2fH(Q)2m−2.
Hence, we have (4.9) by H(P ) = H(Q) and n = mf .
The following proposition is an analogue of Corollary A.2 in [12] and Lemma 2.5 in
[50], and is an extension of Theorem 1 in [44].
Proposition 4.2.4. Let α, β ∈ Fq(T ) be distinct algebraic numbers of degree m,n and
inseparable degree f, g, respectively. Then we have
|α− β| ≥ max(1, |α|)max(1, |β|)H(α)−n/fgH(β)−m/fg. (4.10)
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Proof. Let Pα(X) and Pβ(X) be the minimal polynomials of degree m and n, respectively.
We first consider the case of Pα(X) ̸= Pβ(X). Then we have Pα(β) ̸= 0. (4.10) follows
from Proposition 4.2.2.
Next, we consider the case of Pα(X) = Pβ(X). By Lemmas 4.2.1 and 4.2.3, we obtain
|α− β| ≥ H(α)−n/f2+1/f ≥ H(α)1/fH(α)−n/fgH(β)−m/fg
≥ max(1, |α|)max(1, |β|)H(α)−n/fgH(β)−m/fg.
Let α ∈ Fq(T ) be a quadratic number. Then we denote by α′ the Galois conjugate of
α which is different from α if insepα = 1, and itself if insepα = 2. The lemma below is
an analogue of Lemma 3.2 in [50].
Lemma 4.2.5. Let α ∈ Fq(T ) be a quadratic number. If α ̸= α′, then we have
H(α)−1 ≤ |α− α′| ≤ H(α). (4.11)
Proof. Let Pα(X) = AX
2 +BX + C be the minimal polynomial of α. Then we have
|α− α′| = |B
2 − 4AC|1/2
|A| ≤ max(|B|, |AC|
1/2) ≤ H(α)
and
|α− α′| ≥ 1|A| ≥ H(α)
−1.
We give a better estimate than Proposition 4.2.4 in some cases, which is an analogue
of Lemma 7.1 in [18] and Lemma 4 in [20].
Proposition 4.2.6. Let α, β ∈ Fq(T ) be quadratic numbers. We denote by Pα(X) =
A(X−α)(X−α′), Pβ(X) = B(X−β)(X−β′) the minimal polynomials of α, β, respectively.
If α ̸= α′ and Pα(X) ̸= Pβ(X), then we have
|α− β| ≥ max(1, |α− α′|−1)H(α)−2H(β)−2. (4.12)
Proof. By Proposition 4.2.4, we may assume that |α − α′| < 1. Since Pα(X) and Pβ(X)
does not have common roots, we have
1 ≤ |Res(Pα, Pβ)| = |B|2|Pα(β)||Pα(β′)|
≤ |AB2||α− β||α′ − β|H(α)max(1, |β′|)2
≤ |α− β||α′ − β|H(α)2H(β)2.
In the case of |α′ − β| > |α− β|, we have |α− α′| = |α′ − β|. Hence, we get (4.12). In the
other cases, using Lemma 4.2.5, we obtain
|α− β|2 ≥ |α− β||α′ − β| ≥ H(α)−2H(β)−2 ≥ |α− α′|−2H(α)−4H(β)−4.
Therefore, we have (4.12).
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4.3 Continued fractions
We collect fundamental properties of continued fractions for Laurent series over a finite
field. The lemma below is immediate by induction on n.
Lemma 4.3.1. Consider a continued fraction ξ = [a0, a1, a2, . . .] ∈ Fq((T−1)). Let
(pn/qn)n≥0 be the convergent sequence of ξ. Then the following hold: for any n ≥ 0,
(i)
pn
qn
= [a0, . . . , an],
(ii) qnpn−1 − pnqn−1 = (−1)n,
(iii) gcd(pn, qn) = 1,
(iv) |p0| = |a0|, |pn+1| =
{
|a0a1 · · · an+1| (a0 ̸= 0),
|a2a3 · · · an+1| (a0 = 0),
(v) |qn+1| = |a1a2 · · · an+1|,
(vi) ξ =
ξn+1pn + pn−1
ξn+1qn + qn−1
, where ξn+1 = [an+1, an+2, . . .],
(vii)
∣∣∣∣ξ − pnqn
∣∣∣∣ = 1|qn||qn+1| = 1|an+1||qn| ,
(viii)
qn+1
qn
= [an+1, an, . . . a1].
We recall an analogue of Lagrange’s theorem for Laurent series over a finite field.
Theorem 4.3.2. Let ξ be in Fq((T−1)). Then ξ is quadratic if and only if its continued
fraction expansion is ultimately periodic.
Proof. See e.g. [23, Theorems 3 and 4].
Lemma 4.3.3. Consider an ultimately periodic continued fraction
ξ = [0, a1, . . . , ar, ar+1, . . . , ar+s] ∈ Fq((T−1))
for r ≥ 0, s ≥ 1. Let (pn/qn)n≥0 be the convergent sequence of ξ. Then ξ is a root of the
following equation:
(qr−1qr+s − qrqr+s−1)X2 − (qr−1pr+s − qrpr+s−1 + pr−1qr+s − prqr+s−1)X
+pr−1pr+s − prpr+s−1 = 0, (4.13)
and we have H(ξ) ≤ |qrqr+s|. In particular, if ξ = [0, a1, . . . , as], then ξ is a root of the
following equation:
qs−1X2 − (ps−1 − qs)X − ps = 0,
and we have H(ξ) ≤ |qs|.
31
Proof. It follows from Lemma 4.3.1 (vi) that
ξ =
ξr+1pr + pr−1
ξr+1qr + qr−1
=
ξr+s+1pr+s + pr+s−1
ξr+s+1qr+s + qr+s−1
.
By ξr+1 = ξr+s+1, we obtain
ξr+1 =
qr−1ξ − pr−1
−qrξ + pr =
qr+s−1ξ − pr+s−1
−qr+sξ + pr+s .
Therefore, we deduce that ξ satisfies the equation (4.13). We obtain H(ξ) ≤ |qrqr+s| by
Lemma 4.3.1 (iv) and (v).
Lemma 4.3.4. Let M ≥ q be an integer and ξ = [0, a1, a2, . . .], ζ = [0, b1, b2, . . .] ∈
Fq((T−1)) be continued fractions with |an|, |bn| ≤ M for all n ≥ 1. Assume that there
exists an integer n0 ≥ 1 such that an = bn for all 1 ≤ n ≤ n0 and an0+1 ̸= bn0+1. Then
we have
|ξ − ζ| ≥ 1
M2|qn0 |2
.
Proof. See [2, Lemma 3].
Lemma 4.3.5. For n ≥ 0, consider an ultimately periodic continued fraction
ξ = [a0, a1, . . . , an] ∈ Fq((T−1)) with deg a0 ≥ 1. Then we have
− 1
ξ′
= [an, an−1, . . . , a0].
Proof. See the proof of Lemma 2 in [31].
The following lemma is an analogue of Lemma 6.1 in [18].
Lemma 4.3.6. For r, s ≥ 1, consider an ultimately periodic continued fraction
ξ = [0, a1, . . . , ar, ar+1, . . . , ar+s] ∈ Fq((T−1)) with ar ̸= ar+s. Let (pn/qn)n≥0 be the
convergent sequence of ξ. Then we have
min(|ar|, |ar+s|)
|qr|2 ≤ |ξ − ξ
′| ≤ |arar+s||qr|2 . (4.14)
Proof. Put τ := [ar+1, . . . , ar+s]. By Lemma 4.3.5, we have τ
′ = −[0, ar+s, . . . , ar+1].
Since
ξ =
prτ + pr−1
qrτ + qr−1
, ξ′ =
prτ
′ + pr−1
qrτ ′ + qr−1
,
we obtain
|ξ − ξ′| = |τ − τ
′|
|qrτ + qr−1||qrτ ′ + qr−1|
by Lemma 4.3.1 (ii). We see |τ − τ ′| = |ar+1| and |qrτ + qr−1| = |qr||ar+1|. It follows from
Lemma 4.3.1 (viii) that
|qrτ ′ + qr−1| = |qr|
∣∣∣∣τ ′ + qr−1qr
∣∣∣∣ = |qr||[ar+s, . . . , ar+1]− [ar, . . . , a1]||[ar+s, . . . , ar+1]||[ar, . . . , a1]|
=
|qr||ar+s − ar|
|arar+s| .
Since 1 ≤ |ar+s − ar| ≤ max(|ar+s|, |ar|), we obtain (4.14).
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The lemma below is an analogue of Lemma 6.3 in [18].
Lemma 4.3.7. Let b, c, d ∈ Fq[T ] be distinct non-constant polynomials, n ≥ 1 be an
integer, and a1, . . . , an−1 ∈ Fq[T ] be non-constant polynomials. Put
ξ := [0, a1, . . . , an−1, c, b].
Then ξ is quadratic and
H(ξ) ≍b,c |qn|2,
where (pk/qk)k≥0 is the convergent sequence of ξ. Let m ≥ 2 be an integer. Set
ζ := [0, a1, . . . , an−1, c, b, . . . , b, d],
where the length of period part of ζ is m. Then ζ is quadratic and
H(ζ) ≍b,c,d |q˜nq˜n+m|,
where (p˜k/q˜k)k≥0 is the convergent sequence of ζ.
Proof. It follows from Theorem 4.3.2 that ξ and ζ are quadratic. By Lemma 4.3.3, we
have H(ξ) ≪b,c |qn|2 and H(ζ) ≪b,c,d |q˜nq˜n+m|. Let Pξ(X) = A(X − ξ)(X − ξ′) be
the minimal polynomial of ξ, where A ∈ Fq[T ]. Since Pξ(pn/qn) is non-zero, we obtain
|Pξ(pn/qn)| ≥ 1/|qn|2. From Lemmas 4.3.1 (v) and 4.3.6, it follows that∣∣∣∣ξ − pnqn
∣∣∣∣ , ∣∣∣∣ξ′ − pnqn
∣∣∣∣≪b,c 1|qn|2 .
Therefore, we obtain |qn|2 ≪b,c |A| ≪b,c H(ξ). We denote by Pζ(X) the minimal polyno-
mial of ζ. Since Pζ and Pξ do not have a common root, we have
1 ≤ |Res(Pζ , Pξ)| ≤ H(ζ)2H(ξ)2|ξ − ζ||ξ′ − ζ||ξ − ζ ′||ξ′ − ζ ′|.
Note that qn = q˜n. By Lemma 4.3.6, we obtain
|ξ − ζ| ≪b,c,d |q˜n+m|−2, |ξ′ − ζ|, |ξ − ζ ′|, |ξ′ − ζ ′| ≪b,c,d |q˜n|−2.
Therefore, it follows that 1≪b,c,d H(ζ)2H(ξ)2|q˜n|−6|q˜n+m|−2. Hence, we have the inequal-
ity |q˜nq˜n+m| ≪b,c,d H(ζ).
4.4 Properties of wn and w
∗
n
Let ξ be in Fq((T−1)) and n ≥ 1 be an integer. We denote by w˜n(ξ) the supremum of the
real numbers w which satisfy
0 < |P (ξ)| ≤ H(P )−w
for infinitely many P (X) ∈ (Fq[T ])[X]min of degree at most n.
Lemma 4.4.1. Let ξ be in Fq((T−1)). Then the sequences (wn(ξ))n≥1, (w˜n(ξ))n≥1 and
(w∗n(ξ))n≥1 are increasing sequence and satisfy
0 ≤ wn(ξ), w˜n(ξ), w∗n(ξ) ≤ +∞
for all n ≥ 1.
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Proof. It immediate that the sequences (wn(ξ))n≥1, (w˜n(ξ))n≥1 and (w∗n(ξ))n≥1 are in-
creasing and w˜n(ξ) ≤ wn(ξ) for all n ≥ 1. Therefore, it is sufficient to show that
w˜1(ξ), w
∗
1(ξ) ≥ 0. We write
ξ =
∞∑
n=N
anT
−n,
where N ∈ Z, an ∈ Fq for all n ≥ N and aN ̸= 0. For n ≥ max(1, N), we put
Pn(X) : =
{
TnX −∑nm=N amTn−m if an ̸= 0,
TnX −∑nm=N amTn−m − 1 otherwise,
αn : =
{
(
∑n
m=N amT
n−m) /Tn if an ̸= 0,
(
∑n
m=N amT
n−m + 1) /Tn otherwise.
Then we see that Pn(X) is in (Fq[T ])[X]min of degree one and the minimal polynomial of
αn with q
n ≤ H(Pn) = H(αn) ≤ qn+max(0,N) for n ≥ max(1, N). Therefore, we obtain
0 < |Pn(ξ)| ≤ H(Pn)−0, 0 < |ξ − αn| ≤ H(αn)−1+max(0,N)/n
for all n ≥ max(1, N), which implies that w˜1(ξ), w∗1(ξ) ≥ 0.
For ξ ∈ Fq((T−1)) and integers n,H ≥ 1, let wn(ξ,H) and w∗n(ξ,H) be given by
wn(ξ,H) = min{|P (ξ)| | P (X) ∈ (Fq[T ])[X],H(P ) ≤ H, degX P ≤ n, P (ξ) ̸= 0},
w∗n(ξ,H) = min{|ξ − α| | α ∈ Fq(T ),H(α) ≤ H, degα ≤ n, α ̸= ξ}.
Lemma 4.4.2. Let ξ be in Fq((T−1)) and n ≥ 1 be an integer.
wn(ξ) = lim sup
H→∞
− logwn(ξ,H)
logH
, w∗n(ξ) = lim sup
H→∞
− logHw∗n(ξ,H)
logH
.
Proof. We put
w′n(ξ) := lim sup
H→∞
− logwn(ξ,H)
logH
.
For w < wn(ξ), there exists a sequence of distinct terms (Pk(X))k≥1 with Pk(X) ∈
(Fq[T ])[X] of degree at most n such that
0 < |Pk(ξ)| ≤ H(Pk)−w.
Since the set
{P (X) ∈ (Fq[T ])[X] | degP ≤ n,H(P ) ≤ H}
is finite for each H ≥ 1, the sequence (H(Pk))k≥1 is divergent. Therefore, we have
0 < wn(ξ,H(Pk)) ≤ |Pk(ξ)| ≤ H(Pk)−w,
which implies w ≤ w′n(ξ). Hence, we obtain wn(ξ) ≤ w′n(ξ).
By Lemma 4.4.1, we may assume that w′n(ξ) > 0. For 0 < w < w′n(ξ), there exists a
strictly increasing sequence of positive integers (Hk)k≥1 such that
w ≤ − logwn(ξ,Hk)
logHk
.
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We take a sequence (Pk(X))k≥1 with Pk(X) ∈ (Fq[T ])[X] and |Pk(ξ)| = wn(ξ,Hk) for any
k ≥ 1. Since H(Pk) ≤ Hk for any k ≥ 1, we obtain
0 < |Pk(ξ)| ≤ H(Pk)−w
for any k ≥ 1. Therefore, we have wn(ξ) ≤ w′n(ξ), which implies wn(ξ) = w′n(ξ).
In a similar way to the above proof, we deduce that
w∗n(ξ) = lim sup
H→∞
− logHw∗n(ξ,H)
logH
.
The lemma below is a slight improvement of a result in [57, Section 3.4].
Lemma 4.4.3. Let n ≥ 1 be an integer and ξ be in Fq((T−1)). Then we have
wn(ξ) = w˜n(ξ).
Proof. It is sufficient to show that wn(ξ) ≤ w˜n(ξ). By Lemma 4.4.1, we may assume
that wn(ξ) > 0 and w˜n(ξ) is finite. For 0 < w < wn(ξ), there exist infinitely many
P (X) ∈ (Fq[T ])[X] of degree at most n such that
0 < |P (ξ)| ≤ H(P )−w. (4.15)
We can write P (X) = A
∏k
i=1 Pi(X), where A ∈ Fq[T ] and Pi(X) ∈ (Fq[T ])[X]min for
1 ≤ i ≤ k. By the definition, for w˜ > w˜n(ξ), there exists a positive number C such that
for all Q(X) ∈ (Fq[T ])[X]min of degree at most n,
|Q(ξ)| ≥ CH(Q)−w˜.
Therefore, by Lemma 4.2.1, we obtain
|P (ξ)| ≥ min(1, Cn)H(P )−w˜,
which implies min(1, Cn)H(P )w ≤ H(P )w˜. Since there exist infinitely many such polyno-
mials P (X), we have w ≤ w˜. This completes the proof.
Lemma 4.4.4. Let ξ ∈ Fq((T−1)) be an algebraic Laurent series. Then we get insep ξ = 1.
Proof. Let Pξ(X) ∈ (Fq[T ])[X]min be the minimal polynomial of ξ. Assume that insep ξ ̸=
1. Then we can write Pξ(X) =
∑m
k=0AkX
kp for some m ≥ 1, Ak ∈ Fq[T ] and Am ̸= 0.
Therefore, we obtain
m−1∑
k=0
(
Ak
Am
)′
ξkp = 0.
Here, ′ is formal derivative operator with respect to T . It follows from minimality of degree
of the minimal polynomial that (Ak/Am)
′ = 0 for 0 ≤ k ≤ m− 1. Thus, we can write
Ak
Am
=
∞∑
n=Nk
an,kT
−n,
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where Nk ∈ pZ, an,k ∈ Fq and (an,k)n≥Nk is ultimately periodic with an,k = 0 for an integer
n with n ̸≡ 0 mod p. For an integer n ≥ Nk/p, we set bn,k := aq/pnp,k. Then the sequence
(bn,k)n≥Nk/p is also ultimately periodic. Therefore, we obtain
Ak
Am
=
∞∑
n=Nk/p
bpn,kT
−np =
(
Bk
Bk,m
)p
for some Bk, Bk,m ∈ Fq[T ] with Bk,m ̸= 0. Hence, ξ satisfies
ξm +
m−1∑
k=0
Bk
Bk,m
ξk = 0,
which implies a contradiction.
Theorem 4.4.5. Let n ≥ 1 be an integer and ξ ∈ Fq((T−1)) be not algebraic of degree at
most n. Then we have
wn(ξ) ≥ n, w∗n(ξ) ≥
n+ 1
2
.
Furthermore, if n = 2, then w∗2(ξ) ≥ 2.
Proof. The former estimate follows from an analogue of Minkowski’s theorem for Laurent
series over a finite field [43] and the later estimates are Satz.1 and Satz.2 of [36].
Theorem 4.4.6. Let n ≥ 1 be an integer and ξ ∈ Fq((T−1)) be an algebraic Laurent series
of degree d. Then we have
wn(ξ), w
∗
n(ξ) ≤ d− 1.
Proof. It follows from Proposition 4.2.2 that
P (ξ) = 0 or |P (ξ)| ≥ H(ξ)−nH(P )−d+1
for all P (X) ∈ (Fq[T ])[X] of degree at most n. Therefore, we have wn(ξ) ≤ d− 1.
By Proposition 4.2.4, we obtain
ξ = α or |ξ − α| ≥ H(ξ)−nH(α)−d
for all α ∈ Fq(T ) of degree at most n. Hence, we deduce w∗n(ξ) ≤ d− 1.
For real and p-adic numbers, analogues of the following theorem hold (See [12, Section
3.4 and 9.3]).
Theorem 4.4.7. Let ξ be in Fq((T−1)). Then the following conditions are equivalent:
(i) ξ is an A-number,
(ii) ξ is an A∗-number,
(iii) ξ is an algebraic number.
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Proof. We first prove (i) ⇒ (iii). Let ξ ∈ Fq((T−1)) be an A-number. Assume that ξ is
transcendental. It follows from Theorem 4.4.5 that w(ξ) ≥ 1, which is a contradiction.
Similarly, we have (ii) ⇒ (iii).
Next, we prove (iii) ⇒ (i). By Theorem 4.4.6, we obtain w(ξ) = 0. Therefore, ξ is an
A-number. Similarly, we have (iii) ⇒ (ii).
The following theorem is an analogue of Theorem 3.2 in [12].
Theorem 4.4.8. Let ξ, η be in Fq((T−1)). If ξ and η are algebraically dependent, then ξ
and η are in the same Mahler’s class.
Proof. By Theorem 4.4.7, we may assume that ξ and η are transcendental. For an integer
H ≥ 1, we take a polynomial P (X) ∈ (Fq[T ])[X] with H(P ) ≤ H, degX P ≤ n, and
|P (ξ)| = wn(ξ,H). There exists F (X,Y ) ∈ (Fq[T ])[X,Y ] which is an irreducible primitive
polynomial in X and Y such that F (ξ, η) = 0. We write
F (X,Y ) =
M∑
i=0
N∑
j=0
aijX
iY j =
M∑
i=0
Bi(Y )X
i,
where aij ∈ Fq[T ], Bi(Y ) ∈ (Fq[T ])[Y ], and BM (Y ) ̸= 0. Since there exists y ∈ Fq(T )
such that P (X) and F (X, y) have no common root, it follows that the resultant R(Y ) =
ResX(P (X), F (X,Y )) is non-zero polynomial and is in (Fq[T ])[Y ]. Then we have
degY R(Y ) ≤ nN and there exists c1 > 0 such that H(R) ≤ c1HM . By the basic prop-
erty of resultants (see e.g. [38, p.199-200]), there exist polynomials g(X,Y ), h(X,Y ) ∈
(Fq[T ])[X,Y ] and c2 > 0 such that R(Y ) = P (X)g(X,Y ) + f(X,Y )h(X,Y ) and all of
the absolute value of coefficient of g(X,Y ) are less than or equal to c2H
M−1. Then we
have R(η) = P (ξ)g(ξ, η) and |g(ξ, η)| ≤ c3HM−1 for some constant c3 > 0. Therefore, we
obtain
wn(ξ) ≤M − 1 +MwnN (η),
w(ξ) ≤ lim sup
n→∞
(M − 1)N +MNwnN (η)
nN
≤MNw(η).
We change a role of ξ and η, which implies
wn(η) ≤ N − 1 +NwnM (ξ), w(η) ≤MNw(ξ).
This completes the proof.
The lemma below is an analogue of Lemma A.8 in [12] and Lemma 2.4 in [50].
Lemma 4.4.9. Let P (X) ∈ (Fq[T ])[X] be a non-constant irreducible polynomial of degree
n and inseparable degree f . Let ξ be in Fq((T−1)) and α be a root of P (X) such that |ξ−α|
is minimal. If n ≥ 2f , then we have
|ξ − α| ≤ |P (ξ)|1/fH(P )n/f2−2/f . (4.16)
Proof. We may assume that ξ and α are distinct. We first consider the case of f = 1 .
Write P (X) = A
∏n
i=1(X − αi), where α = α1 and |ξ − α1| ≤ |ξ − α2| ≤ . . . ≤ |ξ − αn|.
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Put Q(X) := A
∏n
i=2(X − αi) and ∆ :=
∏n
i=2 |α − αi|. Then we have |Disc(P )|1/2 =
∆|A||Disc(Q)|1/2. By the definition of discriminant, we obtain
|Disc(Q)|1/2 = |A|n−2| det(αji )2≤i≤n,0≤j≤n−2|
≤ |A|n−2
n∏
i=2
max(1, |αi|)n−2
= H(P )n−2max(1, |α|)−n+2.
Since the polynomial P is separable, we get
1 ≤ |Disc(P )|1/2 ≤ H(P )n−2max(1, |α|)−n+2|A|
n∏
j=2
|ξ − αj |
= H(P )n−2max(1, |α|)−n+2|ξ − α|−1|P (ξ)|.
Therefore, we have (4.16).
We next consider the case of f > 1. We can write P (X) = R(Xf ), where a separable
polynomial R(X) ∈ (Fq[T ])[X]. Thus, in the same way, it follows that
|ξf − αf | ≤ |R(ξf )|H(R)n/f−2.
Since H(P ) = H(R) and f is a power of p, we have (4.16).
The following lemma is a well-known result (see e.g. [39, 59]).
Lemma 4.4.10. Consider a continued fraction ξ = [a0, a1, a2, . . .] ∈ Fq((T−1)). Let
(pn/qn)n≥0 be the convergent sequence of ξ. Then we have
w1(ξ) = w
∗
1(ξ) = lim sup
n→∞
deg qn+1
deg qn
.
Lemma 4.4.11. Let ξ be in Fq((T−1)) and n ≥ 1 be an integer. Then we have
w1(ξ) = w1(ξ
pn).
Proof. By Lemma 4.4.1 and Theorem 4.4.6, we may assume that ξ is not in Fq(T ). There-
fore, we can write ξ = [a0, a1, . . .]. Then we have ξ
pn = [ap
n
0 , a
pn
1 , . . .] by the Frobenius
endmorphism. Hence, it follows from Lemmas 4.3.1 (v) and 4.4.10 that
w1(ξ
pn) = lim sup
k→∞
∑k+1
i=1 deg a
pn
i∑k
i=1 deg a
pn
i
= lim sup
k→∞
pn deg qk+1
pn deg qk
= w1(ξ),
where (pk/qk)k≥0 is the convergent sequence of ξ.
Proposition 4.4.12. Let n ≥ 1 be an integer and ξ be in Fq((T−1)). Let k ≥ 0 be an
integer such that pk ≤ n < pk+1. Then we have
wn(ξ)
pk
− n+ 2
pk
− 1 ≤ w∗n(ξ) ≤ wn(ξ). (4.17)
Furthermore, if 1 ≤ n < 2p, then we have
wn(ξ)− n+ 1 ≤ w∗n(ξ) ≤ wn(ξ). (4.18)
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Remark. It is known that for all n, analogues of (4.18) for real numbers and p-adic
numbers hold (see [62, 45]). However, in our framework, we are not able to prove (4.18)
for all n. The main difficulty is the existence of inseparable irreducible polynomials in
(Fq[T ])[X]. Therefore, it seems that Proposition 4.4.12 describes the difference between
approximation properties of characteristic zero and that of positive characteristic. On the
other hand, when n is sufficiently small, we prove (4.18) using continued fraction theory
and the Frobenius endomorphism.
Proof. By Lemma 4.4.1, we may assume that wn(ξ), w
∗
n(ξ) > 0. We first show that
w∗n(ξ) ≤ wn(ξ). For 0 < w∗ < w∗n(ξ), there exist infinitely many α ∈ Fq(T ) of degree at
most n such that
0 < |ξ − α| ≤ H(α)−w∗−1.
Let Pα(X) =
∑d
i=0 aiX
i be the minimal polynomial of α. Put
Qα(X) := adX
d−1 + (adα+ ad−1)Xd−2 + (adα2 + ad−1α+ ad−2)Xd−3
+ · · ·+ (adαd−1 + ad−1αd−2 + · · ·+ a1).
Then we have Pα(X) = (X − α)Qα(X). Since max(1, |α|) = max(1, |ξ|), we obtain
|Qα(ξ)| ≤ H(Pα)max(1, |ξ|)n. Hence, it follows that
|Pα(ξ)| ≤ H(α)−w∗ max(1, |ξ|)n,
which implies w∗ ≤ wn(ξ). Consequently, we have w∗n(ξ) ≤ wn(ξ).
Our next claim is that wn(ξ)/p
k − n + 2/pk − 1 ≤ w∗n(ξ). For 0 < w < wn(ξ), there
exist infinitely many P (X) ∈ (Fq[T ])[X]min of degree at most n such that
0 < |P (ξ)| ≤ H(P )−w
by Lemma 4.4.3. Let m denote the degree of P (X) and f denote the inseparable degree
of P (X). We first consider the case of m ≥ 2f . By Lemma 4.4.9, there exists α of root of
P (X) such that
|ξ − α| ≤ H(α)−w/f+m/f2−2/f ≤ H(α)−w/pk+n−2/pk .
Now, assume that m < 2f . Then we have m = f by f |m. Therefore, we can write P (X) =
A(Xf − αf ), where A ∈ Fq[T ] and α ∈ Fq(T ). Thus, we get |ξ − α| ≤ |A|−1/fH(α)−w/f .
Since max(1, |ξ|) = max(1, |α|), we have
|ξ − α| ≤ max(1, |ξ|)H(α)−w/f−1/f ≤ max(1, |ξ|)H(α)−w/pk+n−2/pk
by Lemma 4.2.1. This is our claim.
Finally, we assume 1 ≤ n < 2p and show (4.18). Let 0 < w < wn(ξ). If there exist
infinitely many separable polynomials P (X) ∈ (Fq[T ])[X]min of degree at most n such that
0 < |P (ξ)| ≤ H(P )−w,
then we have w − n+ 1 ≤ w∗n(ξ) in a similar way to the above proof. Therefore, we may
assume that there exist infinitely many inseparable polynomials P (X) ∈ (Fq[T ])[X]min of
degree at most n such that
0 < |P (ξ)| ≤ H(P )−w.
Then we can write such polynomials P (X) = AXp + B, where A,B ∈ Fq[T ]. By Lemma
4.4.11 and the definition of wn, we have w ≤ w1(ξ). Therefore, we obtain w−n+1 ≤ w∗n(ξ)
by w1(ξ) = w
∗
1(ξ) and Lemma 4.4.1. Hence, we have (4.18).
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It follows from Proposition 4.4.12 that for an integer n ≥ 1 and ξ ∈ Fq((T−1))
• wn(ξ) is finite if and only if w∗n(ξ) is finite,
• if w(ξ) is finite, then w∗(ξ) is finite.
Consequently, we obtain
• ξ is a Un-number if and only if it is a U∗n-number,
• if ξ is an S-number, then it is an S∗-number,
• if ξ is an T ∗-number, then it is an T -number.
We address the following questions in the last of this section.
Problem 4.4.13. Does (4.18) hold for all n ≥ 1 and ξ ∈ Fq((T−1))?
Problem 4.4.14. Does Mahler’s classification coincide Koksma’s classification?
Problem 4.4.15. Does an analogue of Theorem 4.4.8 for Koksma’s classification hold?
Note that analogues of Problems 4.4.14 and 4.4.15 for real and p-adic numbers hold.
The detail is found in [12, Section 3.4 and 9.3], [50, Chapter 6], and [53].
4.5 Applications of Liouville inequalities
The following proposition is an analogue of Lemma 7.2 in [18].
Proposition 4.5.1. Let ξ be in Fq((T−1)). Let c0, c1, c2, c3, θ, ρ, δ be positive numbers
and (βj)j≥1 be a sequence of positive integers such that βj < βj+1 ≤ c0βθj for all j ≥ 1.
Assume that there exists a sequence of distinct terms (αj)j≥1 with αj ∈ Fq(T ) is quadratic
and αj ̸= α′j for j ≥ 1 such that for all j ≥ 1
c1
β2+ρj
≤ |ξ − αj | ≤
c2max(1, |αj − α′j |−1)
β2+δj
, H(αj) ≤ c3βj .
Then we have
w∗2(ξ) ≤ (2 + ρ)
2θ
δ
− 1.
Proof. Let α ∈ Fq(T ) be an algebraic number of degree at most two with sufficiently large
height. We define an integer j0 ≥ 1 by βj0 ≤ c0c
θ
δ
2 (c3H(α))
2θ
δ < βj0+1. We first consider
the case of α = αj0 . By the assumption, we have
|ξ − α| ≥ c1β−2−ρj0 ≥ c
−2−ρ
0 c1c
−(2+ρ) θ
δ
2 c
−(2+ρ) 2θ
δ
3 H(α)
−(2+ρ) 2θ
δ .
We next consider the other cases. Then, by the assumption, we have
H(α) < c
− 1
2
2 c
−1
3 (c
−1
0 βj0+1)
δ
2θ ≤ c−
1
2
2 c
−1
3 β
δ
2
j0
.
Hence, it follows from Lemma 4.2.5 and Proposition 4.2.6 that
|α− αj0 | ≥ max(1, |αj0 − α′j0 |−1)H(αj0)−2H(α)−2
> c2max(1, |αj0 − α′j0 |−1)β−2−δj0 ≥ |ξ − αj0 |.
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Therefore, we obtain
|ξ − α| = |α− αj0 | ≥ max(1, |αj0 − α′j0 |−1)H(αj0)−2H(α)−2
≥ c−23 β−2j0 H(α)−2 ≥ c−20 c
− 2θ
δ
2 c
−2− 4θ
δ
3 H(α)
−2− 4θ
δ .
By the assumption and Lemma, we have
w∗2(ξ) ≤ max
(
1 +
4θ
δ
, (2 + ρ)
2θ
δ
− 1
)
= (2 + ρ)
2θ
δ
− 1.
Lemma 4.5.2. Let α, β be in Fq((T−1)) and P (X) ∈ (Fq[T ])[X] be a non-constant poly-
nomial of degree d. Let C ≥ 0 be a real number. Assume that |α − β| ≤ C. Then we
have
|P (α)− P (β)| ≤ max(C, |α|)d−1|α− β|H(P ). (4.19)
Proof. It is easily seen that
|P (α)− P (β)| ≤ H(P ) max
1≤i≤d
|αi − βi|.
By the assumption, we have max(C, |α|) = max(C, |β|). For any 1 ≤ i ≤ d, we obtain
|αi − βi| = |α− β|
∣∣∣∣∣∣
i−1∑
j=0
αjβi−1−j
∣∣∣∣∣∣
≤ |α− β| max
0≤j≤i−1
|αjβi−1−j |
≤ |α− β|max(C, |α|)i−1.
Hence, we have (4.19).
Proposition 4.5.3. Let ξ be in Fq((T−1)), d ≥ 1 be an integer, and θ, ρ, δ be posi-
tive numbers. Assume that there exists a sequence (pj/qj)j≥1 with pj , qj ∈ Fq[T ], qj ̸=
0, gcd(pj , qj) = 1 for any j ≥ 1 such that (|qj |)j≥1 is an increasing and divergent sequence,
and
lim sup
j→∞
log |qj+1|
log |qj | ≤ θ,
d+ δ ≤ lim inf
j→∞
− log |ξ − pj/qj |
log |qj | , lim supj→∞
− log |ξ − pj/qj |
log |qj | ≤ d+ ρ.
Then we have for all 1 ≤ n ≤ d
d− 1 + δ ≤ w∗n(ξ) ≤ wn(ξ) ≤ max
(
d− 1 + ρ, dθ
δ
)
. (4.20)
Note that Lemma 4.5.3 is a generalization of analogue of Lemma 1 in [10].
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Proof. Let 0 < ι < δ be a real number. By the assumption, there exists an integer c0 ≥ 1
such that
|qj | ≤ |qj+1| ≤ |qj |θ+ι, 1|qj |d+ρ+ι ≤
∣∣∣∣ξ − pjqj
∣∣∣∣ ≤ 1|qj |d+δ−ι
for all j ≥ c0. Since |ξ − pj/qj | ≤ 1 for j ≥ c0, we have |qj |max(1, |ξ|) = max(|pj |, |qj |) =
H(pj/qj) for j ≥ c0. Therefore, we obtain
0 <
∣∣∣∣ξ − pjqj
∣∣∣∣ ≤ max(1, |ξ|)d+δH(pj/qj)d+δ−ι
for j ≥ c0. Since ι is arbitrary, we have
d− 1 + δ ≤ w∗1(ξ) ≤ w∗2(ξ) ≤ . . . ≤ w∗d(ξ).
It is sufficient from Proposition 4.4.12 to show that
wd(ξ) ≤ max
(
d− 1 + ρ, dθ
δ
)
. (4.21)
Put c1 := max(1, |ξ|)d−1. Let P (X) ∈ (Fq[T ])[X]min be a polynomial of degree at most d
with H(P ) ≥ c−11 |qc0 |
δ
θ . We first consider the case of P (pj/qj) = 0 for some j ≥ 1. Then
we can write P (X) = aj(qjX − pj) for some aj ∈ Fq. Therefore, we have
|P (ξ)| ≥ |qj |−d+1−ρ−ι ≥ H(P )−d+1−ρ−ι.
We now turn to the case of P (qj/pj) ̸= 0 for all j ≥ 1. We define an integer j0 ≥ c0 by
|qj0 | ≤ (c1H(P ))
θ+ι
δ−ι < |qj0+1|.
Then we have
H(P ) < c−11 |qj0+1|
δ−ι
θ+ι ≤ c−11 |qj0 |δ−ι.
It follows from Lemma 4.5.2 that
|P (ξ)− P (pj0/qj0)| ≤ c1H(P )
∣∣∣∣ξ − pj0qj0
∣∣∣∣ < |qj0 |−d.
Since |P (pj0/qj0)| ≥ |qj0 |−d, we obtain
|P (ξ)| = |P (pj0/qj0)| ≥ |qj0 |−d ≥ (c1H(P ))−
d(θ+ι)
δ−ι .
Therefore, by Lemma 4.4.3, we have
wd(ξ) ≤ max
(
d− 1 + ρ+ ι, d(θ + ι)
δ − ι
)
.
Since ι is arbitrary, we obtain (4.21).
We give a key proposition for the proofs of Theorems 4.1.8 and 4.1.9 as follows:
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Proposition 4.5.4. Let d ≥ 2 be an integer. Let ξ be in Fq((T−1)), and θ, ρ, δ be positive
numbers. Assume that there exists a sequence (αj)j≥1 such that αj ∈ Fq(T ) is quadratic
for any j ≥ 1 and (H(αj))j≥1 is an increasing and divergent sequence, and
lim sup
j→∞
logH(αj+1)
logH(αj)
≤ θ,
d+ δ ≤ lim inf
j→∞
− log |ξ − αj |
logH(αj)
, lim sup
j→∞
− log |ξ − αj |
logH(αj)
≤ d+ ρ.
If 2dθ ≤ (d− 2 + ρ)δ, then we have for all 2 ≤ n ≤ d,
d− 1 + δ ≤ w∗n(ξ) ≤ d− 1 + ρ. (4.22)
Furthermore, assume that there exist a non-negative number ε and a positive number c
such that for any j ≥ 1, 0 < |αj − α′j | ≤ c and
lim sup
j→∞
− log |αj − α′j |
logH(αj)
≥ ε.
If 2dθ ≤ (d− 2 + δ)δ, then we have for all 2 ≤ n ≤ d,
d− 1 + δ ≤ w∗n(ξ) ≤ d− 1 + ρ, ε ≤ wn(ξ)− w∗n(ξ). (4.23)
Finally, assume that there exists a non-negative number χ such that
lim sup
i→∞
− log |αi − α′i|
logH(αi)
≤ χ.
Then we have for all 2 ≤ n ≤ d,
d− 1 + δ ≤ w∗n(ξ) ≤ d− 1 + ρ, ε ≤ wn(ξ)− w∗n(ξ) ≤ χ. (4.24)
Proof. Let 0 < ι < δ be a real number. Then there exists an integer c0 ≥ 1 such that
1
H(αj)d+ρ+ι
≤ |ξ − αj | ≤ 1
H(αj)d+δ−ι
, H(αj) ≤ H(αj+1) ≤ H(αj)θ+ι
for all j ≥ c0. Since ι is arbitrary, we have w∗2(ξ) ≥ d− 1+ δ. Let α ∈ Fq(T ) \ {αj | j ≥ 1}
be an algebraic number of degree at most d with H(α) ≥ H(αc0)
δ
2θ .
Assume that 2dθ ≤ (d − 2 + ρ)δ. We define an integer j0 ≥ c0 such that H(αj0) ≤
H(α)
2(θ+ι)
δ−ι < H(αj0+1). Since
H(α) < H(αj0+1)
δ−ι
2(θ+ι) ≤ H(αj0)
δ−ι
2 ,
we obtain
|α− αj0 | ≥ H(α)−2H(αj0)−d > H(αj0)−d−δ+ι ≥ |ξ − αj0 |
by Proposition 4.2.4. Therefore, we have
|ξ − α| = |α− αj0 | ≥ H(α)−2H(αj0)−d ≥ H(α)−2−
2d(θ+ι)
δ−ι , (4.25)
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which implies
w∗d(ξ) ≤ max
(
d− 1 + ρ+ ι, 1 + 2d(θ + ι)
δ − ι
)
.
Since ι is arbitrary small, (4.22) follows.
Next, we assume that 2dθ ≤ (d− 2+ δ)δ and there exist a non-negative number ε and
a positive number c such that for any j ≥ 1, 0 < |αj − α′j | ≤ c and
lim sup
j→∞
− log |αj − α′j |
logH(αj)
≥ ε.
Since δ ≤ ρ, we have (4.22). By the assumption and (4.25), the sequence (αj)j≥1 is the
best approximation to ξ of degree at most d, that is,
w∗d(ξ) = lim sup
j→∞
− log |ξ − αj |
logH(αj)
− 1. (4.26)
Therefore, we have w∗2(ξ) = . . . = w∗d(ξ). In what follows, we show that ε ≤ wn(ξ)−w∗n(ξ)
for all 2 ≤ n ≤ d. For any j ≥ 1, we denote by Pj(X) = Aj(X −αj)(X −α′j) the minimal
polynomial of αj . Since |ξ − αj | ≤ 1 and |αj − α′j | ≤ c for j ≥ c0, we have
max(1, |ξ|) ≍ max(1, |αj |) ≍ max(1, |α′j |)
for j ≥ c0. Therefore, it follows from Lemma 4.2.1 that H(Pj) ≍ |Aj | for j ≥ c0. By
Lemma 4.2.5, we have |ξ − αj | < |αj − α′j | for j ≥ c0, which implies |ξ − α′j | = |αj − α′j |
for j ≥ c0. Hence, we have
|Pj(ξ)| ≍ H(Pj)|ξ − αj ||αj − α′j | (4.27)
for j ≥ c0. It follows from (4.26) and (4.27) that w∗d(ξ) + ε ≤ w2(ξ). Hence, we have
ε ≤ wn(ξ)− w∗n(ξ) for all 2 ≤ n ≤ d.
Finally, we assume that
lim sup
j→∞
− log |αj − α′j |
logH(αj)
≤ χ.
By (4.27), we obtain
lim sup
j→∞
− log |Pj(ξ)|
logH(Pj)
≤ w∗2(ξ) + χ.
Put c1 := max(1, |ξ|)d−1. Let P (X) ∈ (Fq[T ])[X]min be a polynomial of degree at most d
with H(P ) ≥ c−
1
2
1 H(αc0)
δ
2θ and P (αj) ̸= 0 for all j ≥ 1. We define an integer j1 ≥ c0 such
that H(αj1) ≤ (c1H(P )2)
θ+ι
δ−ι < H(αj1+1). Since
H(P ) < c
− 1
2
1 H(αj1+1)
δ−ι
2(θ+ι) ≤ c−
1
2
1 H(αj1)
δ−ι
2 ,
we have
|P (ξ)− P (αj1)| ≤ c1H(P )|ξ − αj1 | < c
1
2
1H(αj1)
−d− δ−ι
2
≤ H(αj1)−dH(P )−1 ≤ |P (αj1)|
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by Proposition 4.2.2 and Lemma 4.5.2. Therefore, we obtain
|P (ξ)| = |P (αj1)| ≥ H(αj1)−dH(P )−1 ≥ c
− d(θ+ι)
δ−ι
1 H(P )
−1− 2d(θ+ι)
δ−ι .
Hence, we get
wd(ξ) ≤ max
(
w∗2(ξ) + χ, 1 +
2d(θ + ι)
δ − ι
)
by Lemma 4.4.3. Since ι is arbitrary small, we have wd(ξ) ≤ w∗2(ξ) + χ. This completes
the proof.
4.6 Proof of the main results
4.6.1 Proof of Theorem 4.1.1
We extend Lemma 4.4.10 by using Proposition 4.5.3.
Proposition 4.6.1. Let d ≥ 1 be an integer and ξ = [a0, a1, a2, . . .] be in Fq((T−1)). Let
(pn/qn)n≥0 be the convergent sequence of ξ. Assume that
lim inf
n→∞
deg qn+1
deg qn
≥ 2d− 1.
Then we have
w1(ξ) = w
∗
1(ξ) = . . . = wd(ξ) = w
∗
d(ξ) = lim sup
n→∞
deg qn+1
deg qn
. (4.28)
Proof. For j ≥ 1, put
Aj :=
deg qj+1
deg qj
=
log |qj+1|
log |qj | .
It follows from Lemma 4.4.1, 4.4.10, and Proposition 4.4.12 that for all n ≥ 1,
lim sup
j→∞
Aj ≤ w∗n(ξ) ≤ wn(ξ).
By Lemma 4.3.1 (vii), we have
− log |ξ − pj/qj |
log |qj | = 1 +Aj
for all j ≥ 1. It follows from Lemma 4.3.1 (iii) and (v) that qj ̸= 0 and gcd(pj , qj) = 1 hold
for all j ≥ 1, and the sequence (|qj |)j≥1 is increasing and divergent. Applying Proposition
4.5.3 to
θ = lim sup
j→∞
Aj , δ = d, ρ = 1 + lim sup
j→∞
Aj − d,
we obtain
w∗n(ξ) ≤ wn(ξ) ≤ lim sup
j→∞
Aj
for all 1 ≤ n ≤ d. Hence, we have (4.28).
Schmidt [54] characterized Laurent series of Class IA by using continued fractions.
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Theorem 4.6.2. Let α be in Fq((T−1)). Then α is of Class IA if and only if the continued
fraction expansion of α is of the form
α = [a1, a2, . . . , at, b1, b2, . . .], (4.29)
where t ≥ 0 and
bj+s =
{
abp
k
j when j is odd,
a−1bp
k
j when j is even
(4.30)
for some a ∈ F×q , integers s ≥ 1 and k ≥ 0.
Proof. See [54].
Thakur [58] calculated ratios of degrees of denominators of partial quotients for Laurent
series of Class IA.
Theorem 4.6.3. Let α ∈ Fq((T−1)) be as in (4.29) and (4.30), and (pn/qn)n≥0 be the
convergent sequence of α. Put di := deg bi and
ri :=
di
pk(
∑i−1
j=1 dj) +
∑s
j=i dj
.
Then we have
lim sup
n→∞
deg qn+1
deg qn
= 1 + (pk − 1)max{r1, . . . , rs}, (4.31)
lim inf
n→∞
deg qn+1
deg qn
= 1 + (pk − 1)min{r1, . . . , rs}. (4.32)
Proof. We have (4.31) by Theorem 1 (1) in [58] and Lemma 4.4.10. (4.32) follows in a
similar way to the proof of Theorem 1 (1) in [58].
Lemma 4.6.4. Let d ≥ 1 be an integer and w > 2d − 1 be a rational number. Write
w = a/b, where a, b ≥ 1 are integers and a = pma′, where a′ ≥ 1,m ≥ 0 are integers and
gcd(a′, p) = 1. Then there exist a strictly increasing sequence of positive integers (kj)j≥1,
a sequence of integers (nj)j≥1 and a sequence of rational numbers (uj)j≥1 such that for
any j ≥ 1, nj ≥ 3, uj = aj/bj , where aj , bj ≥ 1 are integers, gcd(aj , p) = 1, pm|bj , and
2d− 1 < min
{
w, uj ,
pkj
wu
nj−2
j
}
, max
{
w, uj ,
pkj
wu
nj−2
j
}
= w. (4.33)
Proof. The proof is by induction on j. By the assumption, we take an integer n1 ≥ 3 with
(w/(2d− 1))n1−1 > p. Then we have logpwn1 − logpw(2d− 1)n1−1 > 1. This implies that
there exists an integer k1 ≥ 1 such that
w(2d− 1)n1−1 < pk1 < wn1 .
Then we have
max
{
2d− 1,
(
pk1
w2
) 1
n1−2
}
< min
{
w,
(
pk1
(2d− 1)w
) 1
n1−2
}
.
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Let r ≥ 2 be an integer such that gcd(r, p) = 1. By Lemma 2.5.9 in [9], the set {ry/px |
x, y ∈ Z≥0} is dense in R>0. Thus, we can take a rational number u1 = a1/b1 such that
a1, b1 ∈ Z>0, gcd(a1, p) = 1, pm|b1 and
max
{
2d− 1,
(
pk1
w2
) 1
n1−2
}
< u1 < min
{
w,
(
pk1
(2d− 1)w
) 1
n1−2
}
.
Therefore, we have (4.33) in the case of j = 1. Assume that the cases of j = 1, . . . , i hold
for some i ≥ 1. We take an integer ni+1 ≥ 3 with pki < w(2d − 1)ni+1 . In a similar way
to the above proof, we can take an integer ki+1 and a rational number ui+1 which satisfy
(4.33). Then we have ki < ki+1. This completes the proof.
Proof of Theorem 4.1.1. We take a strictly increasing sequence of positive integers (kj)j≥1,
a sequence of integers (nj)j≥1, and a sequence of rational numbers (uj)j≥1 as in Lemma
4.6.4. For j ≥ 1, we put
d1,j :=
b
nj−2
j (a− b)
pm
, di,j :=
aai−2j b
nj−i−1
j (aj − bj)
pm
(2 ≤ i ≤ nj − 1),
dnj ,j :=
pkjbb
nj−2
j − aanj−2j
pm
.
Then we have di,j ∈ Z>0 and gcd(dnj ,j , p) = 1 for all j ≥ 1 and 1 ≤ i ≤ nj . Now we take
polynomials A1,j , . . . , Anj ,j ∈ Fq[T ] with degAi,j = di,j . Let
ξj := [A1,j , . . . , Anj ,j , A
pkj
1,j , . . . , A
pkj
nj ,j
, Ap
2kj
1,j , . . .] ∈ Fq((T−1))
and (pn,j/qn,j)n≥0 be the convergent sequence of ξj . For 1 ≤ i ≤ nj , we put
ri,j :=
di,j
pkj (
∑i−1
ℓ=1 dℓ,j) +
∑nj
ℓ=i dℓ,j
.
Then a straightforward computation shows that
r1,j =
a− b
(pkj − 1)b , ri,j =
aj − bj
(pkj − 1)bj
(2 ≤ i ≤ nj − 1),
rnj ,j =
pkjbb
nj−2
j − aanj−2j
(pkj − 1)aanj−2j
.
By Theorem 4.6.3 and Lemma 4.6.4, we obtain
lim sup
n→∞
deg qn+1,j
deg qn,j
= w, lim inf
n→∞
deg qn+1,j
deg qn,j
> 2d− 1.
It follows from Proposition 4.6.1 that
w1(ξj) = w
∗
1(ξj) = . . . = wd(ξj) = w
∗
d(ξj) = w.
In a similar way to the proof of Theorem 2 in [24], we obtain deg ξj = p
kj +1 for all j ≥ 1.
This completes the proof.
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4.6.2 Proofs of Theorems 4.1.6, 4.1.8, and 4.1.9
Proof of Theorem 4.1.6. Let (εn)n≥1 be a sequence over the set {0, 1}. We define recur-
sively sequences (an)n≥0, (Pn)n≥−1 and (Qn)n≥−1 by
a0 = 0, a1 = T + ε1, an = T
⌊(w−1) degQn−1⌋ + εn, n ≥ 2,
P−1 = 1, P0 = 0, Pn = anPn−1 + Pn−2, n ≥ 1,
Q−1 = 0, Q0 = 1, Qn = anQn−1 +Qn−2, n ≥ 1.
Set ξw := [0, a1, a2, . . .]. Then (Pn/Qn)n≥0 is the convergent sequence of ξw. It follows
from Lemma 4.3.1 (v) that
lim
n→∞
degQn+1
degQn
= w.
Therefore, by Proposition 4.6.1, we have
w1(ξw) = w
∗
1(ξw) = . . . = wd(ξw) = w
∗
d(ξw) = w.
Proof of Theorem 4.1.8. For an integer j ≥ 1, we put
ξw,j := [0, a1,w, . . . , a⌊wj⌋,w, a].
Then ξw,j is quadratic by Theorem 4.3.2. Since ξw and ξw,j have the same first (⌊wj+1⌋−1)-
th partial quotients, while ⌊wj+1⌋-th partial quotients are different, we have
lim
j→∞
− log |ξw − ξw,j |
log |q⌊wj+1⌋|
= 2 (4.34)
by Lemmas 4.3.1 (v), (vii), and 4.3.4. It follows from Lemmas 4.3.1 (v) and 4.3.7 that
lim
j→∞
log |q⌊wj+1⌋|
log |q⌊wj⌋|
= w, lim
j→∞
log |q⌊wj⌋|
logH(ξw,j)
= 1. (4.35)
Therefore, by (4.34), (4.35), and Lemma 4.3.6, we deduce that (H(ξw,j))j≥j0 is an increas-
ing and divergent sequence for some integer j0 ≥ 1, and
lim
j→∞
− log |ξw − ξw,j |
logH(ξw,j)
= w, lim
j→∞
− log |ξw,j − ξ′w,j |
logH(ξw,j)
= 1,
lim
j→∞
logH(ξw,j+1)
logH(ξw,j)
= w.
By the definition of w, we have 2dw ≤ (w − 2)(w − d). Applying Proposition 4.5.4 to
δ = ρ = w − d, ε = χ = 1 and θ = w, we obtain
w∗n(ξw) = w − 1, wn(ξw) = w
for all 2 ≤ n ≤ d.
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Proof of Theorem 4.1.9. For an integer j ≥ 1, we put
ξw,η,j := [0, a1,w,η, . . . , a⌊wj⌋,w,η, a, . . . , a, c],
where the length of period part is ⌊ηwj⌋. Then ξw,η,j is quadratic by Theorem 4.3.2.
Since ⌊wj⌋ + (mj + 1)⌊ηwj⌋ > ⌊wj+1⌋, it follows that ξw,η and ξw,η,j have the same first
(⌊wj+1⌋−1)-th partial quotients, while ⌊wj+1⌋-th partial quotients are different. Therefore,
we have
lim
j→∞
− log |ξw,η − ξw,η,j |
log |q⌊wj+1⌋|
= 2
by Lemmas 4.3.1 (v), (vii), and 4.3.4. It follows from Lemmas 4.3.6 and 4.3.7 that
lim
j→∞
− log |ξw,η,j − ξ′w,η,j |
log |q⌊wj⌋|
= 2, lim
j→∞
log |q⌊wj⌋q⌊wj⌋+⌊ηwj⌋|
logH(ξw,η,j)
= 1.
By Lemma 4.3.1 (v), we obtain
lim
j→∞
log |q⌊wj+1⌋|
log |q⌊wj⌋|
= w, lim
j→∞
log |q⌊wj⌋+⌊ηwj⌋|
log |q⌊wj⌋|
= 1 + η.
Hence, we deduce that (H(ξw,η,j))j≥1 is an increasing and divergent sequence, and
lim
j→∞
− log |ξw,η − ξw,η,j |
logH(ξw,η,j)
=
2w
2 + η
, lim
j→∞
− log |ξw,η,j − ξ′w,η,j |
logH(ξw,η,j)
=
2
2 + η
,
lim
j→∞
logH(ξw,η,j+1)
logH(ξw,η,j)
= w.
A direct computation shows that
2dw ≤
(
2w
2 + η
− 2
)(
2w
2 + η
− d
)
.
Applying Proposition 4.5.4 to
δ = ρ =
2w
2 + η
− d, ε = χ = 2
2 + η
, θ = w,
we have
w∗n(ξw,η) =
2w − 2− η
2 + η
, wn(ξw,η) =
2w − η
2 + η
for all 2 ≤ n ≤ d.
4.6.3 Proofs of Theorems 4.1.12 and 4.1.16
The lemma below is an analogue of Lemma 5.6 in [4].
Lemma 4.6.5. Consider a continued fraction ξ = [a0, a1, a2, . . .] ∈ Fq((T−1)). Let
(pn/qn)n≥0 be the convergent sequence of ξ. If the sequence (|qn|1/n)n≥1 is bounded, then
ξ is not a U1-number.
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Proof. By the assumption and Lemma 4.3.1 (v), there exists an integer A ≥ q such that
qn ≤ |qn| ≤ An for all n ≥ 1. Therefore, for all n ≥ 1, we have
deg qn+1
deg qn
≤
(
1 +
1
n
)
logA
log q
.
By Lemma 4.4.10, we obtain w1(ξ) ≤ logA/ log q.
Proof of Theorem 4.1.12. Applying Lemma 2.3.10, for n ≥ n0, we take finite words Un, Vn
and a rational number wn satisfying Lemma 2.3.10 (i)–(v) and (vii). We define a pos-
itive integer sequence (nj)j≥0 by nj+1 = 2(2κ + 1)⌈logA/ log q⌉nj for j ≥ 0. Put
rj := |Unj |, sj := |Vnj |, and w˜j := wnj for j ≥ 0. By Lemma 2.3.10 (iv), we have
arj ̸= arj+sj for all j ≥ 0. Let (pn/qn)n≥0 be the convergent sequence of ξ. By the as-
sumption and Lemma 4.3.1 (v), we get qn ≤ |qn| ≤ An for all n ≥ 1. Therefore, it follows
from Lemma 2.3.10 (iii) and (vi) that for j ≥ 0
|qrjqrj+sj | < |qrj+1qrj+1sj+1 | ≤ |qrjqrj+sj |4(2κ+1)
2
⌈
logA
log q
⌉
logA
log q . (4.36)
Put αj := [0, a1, . . . , arj , arj+1, . . . , arj+sj ] for j ≥ 1. By Lemma 4.3.3, we obtain
H(αj) ≤ |qrjqrj+sj | (4.37)
for j ≥ 0. Since ξ and αj have the same first rj + ⌈w˜jsj⌉-th partial quotients, we have
|ξ − αj | ≤ max
(∣∣∣∣∣ξ − prj+⌈w˜jsj⌉qrj+⌈w˜jsj⌉
∣∣∣∣∣ ,
∣∣∣∣∣αj − prj+⌈w˜jsj⌉qrj+⌈w˜jsj⌉
∣∣∣∣∣
)
≤ |qrj+⌈w˜jsj⌉|−2q−1 ≤ |qrj+sj |−2q−2(⌈w˜jsj⌉−sj)−1
for j ≥ 0 by Lemma 4.3.1 (v) and (vii). By Lemma 2.3.10 (v), we have
q2(⌈w˜jsj⌉−sj)+1 ≫ q
rj+sj
2κ+1 |qrjqrj+sj |
log q
(4κ+2) logA
for j ≥ 0. It follows from Lemma 4.3.6 that
|qrj |2 ≤ max(|αj − α′j |−1, 1)
for j ≥ 0. Hence, we obtain
|ξ − αj | ≪ A2max(|αj − α′j |−1, 1)|qrjqrj+sj |−2−
log q
(4κ+2) logA (4.38)
for j ≥ 0. Take a real number δ which is greater than Dio(a). Then ξ and αj have the
same at most ⌈δ(rj + sj)⌉-th partial quotients for sufficiently large j. By Lemmas 4.3.1
(v) and 4.3.4, we have
|ξ − αj | ≥ A−2|q⌈δ(rj+sj)⌉|−2 ≫ |qrjqrj+sj |
−4δ (rj+sj) logA
(2rj+sj) log q
≫ |qrjqrj+sj |−4δ
logA
log q (4.39)
for sufficiently large j. Applying Proposition 4.5.1 by using (4.36), (4.37), (4.38), and
(4.39), we obtain
w∗2(ξ) ≤ 64(2κ+ 1)3Dio(a)
(
logA
log q
)4
− 1.
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Thus, we have (4.1) by (4.18).
Assume that the sequence (|qn|1/n)n≥1 converges. Let M be the limit of the sequence
(|qn|1/n)n≥1. For any ε > 0, there exists an integer m such that for all n ≥ m,
(M − ε)n < |qn| < (M + ε)n.
In a similar way to the above, we see that
|qrjqrj+sj | < |qrj+1qrj+1sj+1 | ≤ |qrjqrj+sj |4(2κ+1)
2
⌈
log(M+ε)
log(M−ε)
⌉
log(M+ε)
log(M−ε) ,
|qrjqrj+sj |−4δ
log(M+ε)
log(M−ε) ≪ |ξ − αj | ≪ max(|αj − α′j |−1, 1)|qrjqrj+sj |−2−
log(M−ε)
(4κ+2) log(M+ε) ,
for sufficiently large j. Applying Proposition 4.5.1, we have
w∗2(ξ) ≤ 64(2κ+ 1)3Dio(a)− 1.
Thus, we have (4.2) by (4.18).
Proof of Theorem 4.1.16. From Theorems 4.3.2, 4.4.5, and Proposition 4.4.12, we have
w2(ξ) ≥ w∗2(ξ) ≥ 2. Therefore, we may assume that Dio(a) > 1. Take a real number δ such
that 1 < δ < Dio(a). For n ≥ 1, there exist finite words Un, Vn and a real number wn such
that UnV
wn
n is the prefix of a, the sequence (|V wnn |)n≥1 is strictly increasing, and |UnV wnn | ≥
δ|UnVn|. Set rn := |Un|, sn := |Vn|, and αn := [0, a1, . . . , arn , arn+1, . . . , arn+sn ]. Let M˜
denote an upper bound of (|qn|1/n)n≥1. For any ε > 0, there exists an integer n0 such that
for all n ≥ n0,
(m− ε)n < |qn| < (M + ε)n.
Since ξ and αn have the same first (rn + ⌈wnsn⌉)-th partial quotients, we obtain
|ξ − αn| ≤ |qrn+⌈wnsn⌉|−2 < (M + ε)−2(rn+⌈wnsn⌉)
log(m−ε)
log(M+ε)
by Lemma 4.3.1 (vii).
Assume that the sequences (rn)n≥1 and (sn)n≥1 are bounded. Then, for all n ≥ 1, we
have
H(αn) ≤ |qrnqrn+sn | ≤ M˜2rn+sn ≤ C,
where C is some constant and does not depend on n by Lemma 4.3.3. Therefore, the set
{αn | n ≥ 1} is finite. Take a positive integer sequence (ni)i≥1 such that ni →∞ as i→∞
and αn1 = αn2 = · · · . Since (sn)n≥1 is bounded, we have wn →∞ as n→∞. Hence, we
obtain a = UniVni , which is a contradiction.
We next consider the case that (rn)n≥1 is unbounded. Here, if necessary, taking a
subsequence of (rn)n≥1, we assume that (rn)n≥1 is increasing and r1 ≥ n0. Since H(αn) ≤
(M + ε)2rn+sn by Lemma 4.3.3, we have
|ξ − αn| ≤ H(αn)−
rn+⌈wnsn⌉
rn+sn
log(m−ε)
log(M+ε) ≤ H(αn)−δ
log(m−ε)
log(M+ε) .
Hence, we obtain (4.3).
We consider the case that (rn)n≥1 is bounded, (sn)n≥1 is unbounded, and Dio(a) is
finite. Here, if necessary, taking a subsequence of (sn)n≥1, we assume that (sn)n≥1 is
increasing and s1 ≥ n0. Then, for all n ≥ 1, we have
H(αn) ≤ M˜ rn(M + ε)rn+sn < C1(M + ε)rn+sn ,
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where C1 is some constant and does not depend on n. Therefore, we obtain
|ξ − αn| ≤ (C1H(αn)−1)2
rn+⌈wnsn⌉
rn+sn
log(m−ε)
log(M+ε) ≤ C2Dio(a)1 H(αn)−2δ
log(m−ε)
log(M+ε) .
Hence, we obtain (4.3).
We consider the case that (rn)n≥1 is bounded, (sn)n≥1 is unbounded, and Dio(a) is
infinite. Then, for all n ≥ 1, we have qn ≤ |qn| ≤ M˜n, which implies H(αn) ≤ M˜2rn+sn .
Therefore, in a similar way to the above, we obtain
|ξ − αn| ≤ H(αn)−δ
log q
log M˜ .
Hence, we have w∗2(ξ) = +∞, which implies (4.3).
Assume that the sequence (|an|)n≥1 is bounded. We denote by A its upper bound. We
consider the case that (rn)n≥1 is unbounded. Here, if necessary, taking a subsequence of
(rn)n≥1, we assume that (rn)n≥1 is increasing and r1 ≥ n0. Let Pn(X) be the minimal
polynomial of αn. From Lemmas 4.3.1 (vii), 4.3.3, and 4.3.6, we obtain
|Pn(ξ)| ≤ H(αn)|ξ − αn||ξ − α′n| ≤ A2H(αn)|qrn+⌈wnsn⌉qrn |−2
≤ A2H(αn)−2
2rn+⌈wnsn⌉
2rn+sn
log(m−ε)
log(M+ε)
+1
.
Since
2rn + ⌈wnsn⌉
2rn + sn
≥ rn + δ(rn + sn)
2rn + sn
≥ rn + sn/2 + δ(rn + sn/2)
2rn + sn
≥ 1 + δ
2
,
we obtain (4.4). For the remaining case, we have (4.4) in a similar way to the proof of
(4.3).
4.7 Further remarks
In this section, we give some theorems associated to the main results.
4.7.1 Relationship between automatic sequences and Diophantine expo-
nents
Christol, Kamae, Mendes France and Rauzy [25] characterized algebraic Laurent series
by using a finite automaton. More precisely, for a sequence (an)n≥0 over Fq, the Laurent
series
∑∞
n=0 anT
−n is algebraic if and only if (an)n≥0 is p-automatic. It is known that for
m ≥ 1 and k ≥ 2, a sequence (an)n≥0 is k-automatic if and only if it is km-automatic (see
Theorem 6.6.4 in [9]). Therefore, we obtain the following corollary of Theorem 4.1.1.
Corollary 4.7.1. Let d,m ≥ 1 be integers and w > 2d − 1 be a rational number. Then
there exists a pm-automatic sequence (an)n≥0 over Fq such that
w1(ξ) = w
∗
1(ξ) = . . . = wd(ξ) = w
∗
d(ξ) = w,
where ξ =
∑∞
n=0 anT
−n.
In this subsection, we consider the problem whether or not we can extend Corollary
4.7.1 to k-automatic sequence for any integer k ≥ 2. It is a natural problem in view of
Corollary 4.7.1.
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Let k ≥ 2 be an integer. We define a set of rational numbers Sk as follows:
Sk =
{
ka
ℓ
∣∣∣∣a, ℓ ∈ Z≥1} .
Bugeaud [14] proved that for an integer k ≥ 2 and w ∈ Sk with w > 2, there exists a k-
automatic sequence (an)n≥0 over {0, 2} such that w1(ξ) = w−1, where ξ =
∑∞
n=0 an/3
n ∈
R. The proof of the result essentially depends on the Folding Lemma and an analogue
of Lemma 4.4.10. It is known that the Folding Lemma holds for Laurent series over a
finite field. For the statement and proof of the Folding Lemma, we refer the reader to [51,
Proposition 2] and [55, the proof of Theorem 1]. Therefore, we have the following theorem
which is similar to Bugeaud’s result.
Theorem 4.7.2. Let k ≥ 2 be an integer and w > 2 be in Sk. Then there exists a
k-automatic sequence (an)n≥0 over Fq such that w1(ξ) = w − 1, where ξ =
∑∞
n=0 anT
−n.
Using Proposition 4.5.3, we prove the following theorem.
Theorem 4.7.3. Let d ≥ 1 be an integer, k ≥ 2 be an integer and w > (2d + 1 +√
4d2 + 1)/2 be in Sk. Then there exists a k-automatic sequence (an)n≥0 over Fq such
that
w1(ξ) = w
∗
1(ξ) = . . . = wd(ξ) = w
∗
d(ξ) = w − 1,
where ξ =
∑∞
n=0 anT
−n.
Note that (2d− 1 +√4d2 + 1)/2 is greater than 2d− 1 for any d ≥ 1.
Proof. Slightly modifying the proof of Theorem 1.2 in [21], we deduce that there exists a
k-automatic sequence (an)n≥0 over the set {0, 1} which satisfies the following properties:
Put
{n ∈ Z≥0 | an = 1} =: {n0 < n1 < n2 < . . .},
the following inequality
2d+ 1 +
√
4d2 + 1
2
<
nk+1
nk
≤ w
holds for all k ≥ 0, and there exist infinitely many k ≥ 0 such that nk+1/nk = w.
We put qk := T
nk and pk := 1+T
nk−nk−1 + · · ·+Tnk−n0 for any k ≥ 0. Then we have
for any k ≥ 0, gcd(pk, qk) = 1 and
pk
qk
=
nk∑
n=0
anT
−n.
We put
ξ :=
∞∑
n=0
anT
−n.
A direct computation shows that
− log |ξ − pnk/qnk |
log |qnk |
=
log |qnk+1 |
log |qnk |
=
nk+1
nk
for any k ≥ 0. It follows from the definition of w1 that w1(ξ) ≥ w−1. Applying Proposition
4.5.3 to θ = w, ρ = w − d and δ = (1 +√4d2 + 1)/2, we deduce that
w1(ξ) = w
∗
1(ξ) = . . . = wd(ξ) = w
∗
d(ξ) = w − 1.
53
4.7.2 Analogues of Theorems 4.1.8 and 4.1.9 for real and p-adic numbers
The proof of Proposition 4.5.4 uses Lemmas 4.2.1, 4.2.5, 4.4.3, 4.5.2, and Propositions
4.2.2, 4.2.4. Analogues of Lemmas 4.2.1, 4.2.5, and Propositions 4.2.2, 4.2.4 for real and
p-adic numbers are already known (see [12, Appendix A], [18, 20] and [50, Chapter 2]).
Slightly modifying the proof of Lemmas 4.4.3 and 4.5.2, we obtain analogues of these
lemmas for real and p-adic numbers. Therefore, we deduce analogues of Proposition 4.5.4
for real and p-adic numbers. Using the analogues of Proposition 4.5.4, we can prove
analogues of Theorems 4.1.8 and 4.1.9 for real and p-adic numbers. The analogues of
Theorems 4.1.8 and 4.1.9 are generalized Theorems 4.1 and 4.2 in [18], and Theorems 1
and 2 in [20].
Theorem 4.7.4. Let d ≥ 2 be an integer and w ≥ (3d + 2 +√9d2 + 4d+ 4)/2 be a real
number. Let a, b ≥ 1 be distinct integers. We define a sequence (an,w)n≥1 by
an,w =
{
b if n = ⌊wi⌋ for some integer i ≥ 0,
a otherwise.
Set the continued fraction ξw := [0, a1,w, a2,w, . . .] ∈ R. Then we have
w∗n(ξw) = w − 1, wn(ξw) = w
for all 2 ≤ n ≤ d.
Theorem 4.7.5. Let d ≥ 2 be an integer, w ≥ 121d2 be a real number, and a, b, c ≥ 1 be
distinct integers. Let 0 < η <
√
w/d be a positive number, and put mi = ⌊(⌊wi+1⌋− ⌊wi−
1⌋)/⌊ηwi⌋⌋ for all i ≥ 1. We define a sequence (an,w,η)n≥1 by
an,w,η =

b if n = ⌊wi⌋ for some integer i ≥ 0,
c
if n ≠ ⌊wi⌋ for all integers i ≥ 0, and n = ⌊wj⌋ +
m⌊ηwj⌋ for some integer 1 ≤ m ≤ mj , j ≥ 1,
a otherwise.
Set the continued fraction ξw,η := [0, a1,w,η, a2,w,η, . . .] ∈ R. Then we have
w∗n(ξw,η) =
2w − 2− η
2 + η
, wn(ξw,η) =
2w − η
2 + η
for all 2 ≤ n ≤ d. Hence, we have
wn(ξw,η)− w∗n(ξw,η) =
2
2 + η
for all 2 ≤ n ≤ d.
It seems that for each d ≥ 3, the real numbers ξ defined by Theorems 4.7.4 and 4.7.5
are the first explicit continued fraction examples for which wd(ξ) and w
∗
d(ξ) are different.
Theorem 4.7.6. Let d ≥ 2 be an integer and w ≥ (3d + 2 +√9d2 + 4d+ 4)/2 be a real
number. Let b ≥ 1 be an integer and (εj)j≥0 be a sequence over the set {0, 1}. We define
a sequence (an,w)n≥1 by
an,w =
{
b+ 3i+ 2 if n = ⌊wi⌋ for some integer i ≥ 0,
b+ 3i+ εj if ⌊wi⌋ < n < ⌊wi+1⌋ for some integer i ≥ 0.
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Set the Schneider’s p-adic continued fraction ξw := [a1,w, a2,w, . . .] ∈ Qp. Then we have
w∗n(ξw) = w − 1, wn(ξw) = w
for all 2 ≤ n ≤ d.
Theorem 4.7.7. Let d ≥ 2 be an integer and w ≥ 121d2 be a real number. Let b ≥ 1
be an integer, (εj)j≥0 be a sequence over the set {0, 1} and 0 < η <
√
w/d be a positive
number. We define a sequence (an,w,η)n≥1 by
an,w,η =

b+ 4i+ 3 if n = ⌊wi⌋ for some integer i ≥ 0,
b+ 4i+ 2
if ⌊wi⌋ < n < ⌊wi+1⌋ for some integer i ≥
0 and (n− ⌊wi⌋)/⌊ηwi⌋ ∈ Z,
b+ 4i+ εi
if ⌊wi⌋ < n < ⌊wi+1⌋ for some integer i ≥
0 and (n− ⌊wi⌋)/⌊ηwi⌋ ̸∈ Z.
Set the Schneider’s p-adic continued fraction ξw,η := [a1,w,η, a2,w,η, . . .] ∈ Qp. Then we
have
w∗n(ξw,η) =
2w − 2− η
2 + η
, wn(ξw,η) =
2w − η
2 + η
for all 2 ≤ n ≤ d. Hence, we have
wn(ξw,η)− w∗n(ξw,η) =
2
2 + η
for all 2 ≤ n ≤ d.
Note that the definition of Schneider’s p-adic continued fractions is written in [20]. It
seems that for each d ≥ 3, the p-adic numbers ξ defined by Theorems 4.7.6 and 4.7.7 are
the first explicit continued fraction examples for which wd(ξ) and w
∗
d(ξ) are different.
4.7.3 Rational approximation in Fq((T−1))
Lemma 4.7.8. Let a = (an)n≥0 be a non-ultimately periodic sequence over Fq. Set ξ :=∑∞
n=0 anT
−n. Then we have
w1(ξ) ≥ max(1,Dio(a)− 1). (4.40)
Proof. From Theorem 4.4.5, we have w1(ξ) ≥ 1. Therefore, we may assume that Dio(a) >
1. Take a real number δ such that 1 < δ < Dio(a). For n ≥ 1, there exist finite words
Un, Vn and real numbers wn such that UnV
wn
n are the prefix of a, the sequence (|V wnn |)n≥1
is strictly increasing, and |UnV wnn | ≥ δ|UnVn|. Put qn := T |Un|(T |Vn| − 1). Then there
exists pn ∈ Fq[T ] such that
pn
qn
=
∞∑
k=0
b
(n)
k T
−k,
where (b
(n)
k )k≥0 is the infinite word UnVn by Lemma 3.4 in [35]. Since ξ and pn/qn have
the same first |UnV wnn |-th digits, we obtain∣∣∣∣ξ − pnqn
∣∣∣∣ ≤ |qn|−δ.
Hence, we have (4.40).
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The following theorem is an analogue of The´ore`me 2.1 in [6] and Theorem 3.1.3, and
is an extension of Theorem 1.2 in [35].
Theorem 4.7.9. Let a = (an)n≥0 be a non-ultimately periodic sequence over Fq. Set
ξ :=
∑∞
n=0 anT
−n. Assume that there exist integers n0 ≥ 1 and κ ≥ 2 such that for all
n ≥ n0,
p(a, n) ≤ κn.
If the Diophantine exponent of a is finite, then we have
w1(ξ) ≤ 8(κ+ 1)2(2κ+ 1)Dio(a)− 1. (4.41)
Proof. For n ≥ n0, take finite words Un, Vn and rational numbers wn satisfying Lemma
2.3.10 (i)–(vi). Put qn := T
|Un|(T |Vn| − 1). Then there exists pn ∈ Fq[T ] such that
pn
qn
=
∞∑
k=0
b
(n)
k T
−k,
where (b
(n)
k )k≥0 is the infinite word UnVn by Lemma 3.4 in [35]. Since ξ and pn/qn have
the same first |UnV wnn |-th digits, we obtain∣∣∣∣ξ − pnqn
∣∣∣∣ ≤ |qn|−1− 14κ+2 .
Take a real number δ which is greater than Dio(a). Note that δ > 1. By the definition of
Diophantine exponent, there exists an integer n1 ≥ n0 such that for all n ≥ n1∣∣∣∣ξ − pnqn
∣∣∣∣ ≥ |qn|−δ.
We define a positive integer sequence (nj)j≥1 by nj+1 = 2(κ + 1)nj for j ≥ 1. It follows
from Lemma 2.3.10 (iii) and (vi) that for j ≥ 1
|qnj | < |qnj+1 | ≤ |qnj |4(κ+1)
2
.
Thus, by Lemma 3.2 in [35], we obtain (4.41).
Consequently, the following corollary holds.
Corollary 4.7.10. Let a = (an)n≥0 be a non-ultimately periodic sequence over Fq. Set
ξ :=
∑∞
n=0 anT
−n. Then the Diophantine exponent of a is finite if and only if ξ is not a
U1-number.
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