Summary. This paper establishes a connection between Hadamard matrices and a problem in the theory of code construction.
binary codes (Slepian,1956 ) to determine the maximum number A(n,d), of different n-place messages that can be constructed such that the Hamming distance between any two of them is greater than or equal to a preassigned positive integer d.
A set of m n-place messages, such that the distance between any two is greater than or equal to d, may be called an n-place code of length m and minimum distance d. Such a code will be denoted by M(n,d;m).
In an interesting paper Plotkin (1951) has proved the following results, which are also quoted in a paper by Joshi (1958) .
Theorem A. For any positive integer t
further if the equality holds in (iii), then it also holds in (i) and (ii).
Theorem B. If 4t -1 is a prime, then A(4t, 2t) :: 8t
When the equality holds in anyone of the parts (i),
(ii), (iii) of Plotkin's Theorem A, the corresponding code is maximal in the sense that no other codes with the same minimum distance and the same number of places has greater length. The main result of the present paper is the theorem proved in section 3 asserting the coexistence of the maximal codes M(4t, 2t; 8t), M(4t -1, 2t, 4t), the balanced incomplete block de sign with parameters v = b = 4t -1, r = k = 2t -1, )" = t -1 , and the Hadamard matrix H 4t of order 4t. In particular this theorem implies that Plotkin's Theorem B is true for all values of t for which a Hadamard matrix of order 4t exists, and conversely. Thus for t < 50, we always have A(4t,2t) = at and in consequence A(4t -1, 2t) = 4t, A(4t -2, 2t) = 2t, except possibly for the cases t = 23, 29, 39, 46, 47 In section 2, we state briefly the main results known up to date regarding the existence of Hadamard matrices, and the corresponding balanced incomplete block designs. In the final section 4, the structure of the maximal codes M(4t -2, 2t; 2t), M(4t -1, 2t; 4t), M(4t, 2t; at) is studied.
2. Hadamard matrices and balanced incomplete block desiÃ square matrix H of order h is called a Hadamard matrix, if all its elements are +1 or -1 .and if any two rows (and hence any two columns) of H are orthogonal. It is known (Paley,1933) that Hadamard matrices of order h can exist only for values h = 2 and h = 4t, where t is a positive integer. We denote a Hadamard matrix of order h by H h • A Hadamard matrix can always be reduced to the standard form in which the initial row and column contain only +1, since by changing the sign of all elements in a row (column) orthogonality remains unaffected.
A balanced incomplete block design (Bose, 1939) Paley (1933) , Williamson (1944 Williamson ( , 1947 , the latest results being due to Brauer (1953) and Stanton and Sprott (1958) . The existence of Hadamard matrices H h has been proved for the following values of h, where p denotes an odd prime: (ii) Suppose A(4t -1, 2t) = 4t, so that a (4t -1 ) -place code M 2 (4t -1, 2t; 4t) of length 4t and minimum distance 2t
exists. Without loss of generality we can take this code in the standard form so that the first row of the corresponding matrix M 2 consists of unities. Schutzenberger (1953) has shown that for an n-place code of length m where k j is the number of unities in the j-th column of M, If we now set then from (3)
Hence, we have a maximal code M(4t, 2t; at) by taking as our messages the row vectors a1, aa, ••• , a 4t ,~1,~a, ... ,~4t.
(The code will be in the standard form if we start from an H 4t in the standard form.) This shows that ( shows that no column of C 4t can contain more than one non-zero element. since the scalar product of two rows which have non-zero elements in the same column would be positive and non-zero. Similarly no row of C 4t can contain more than one non-zero element. It now follows that each column and row of C 4t contains only one non-zero element, which must be -1.
where P4t is a permutation matrix. Hence
This proves the required Lemma. 
