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As a discipline at the intersection of information theory and classical stochastic net-
work analysis, network coding promises interesting future applications, and hence presents
newer fundamental theoretical problems in the field of network engineering and design.
While much research on network coding is concerned with the analysis and construction
of capacity achieving codes, our focus in this proposal will be on the impact of Random
Linear Coding (RLC) in next generation wireline and wireless networks. We consider two
techniques of coding for networks: one where coding is performed at every intermediate
node of a network, and the other where only source nodes encode across packets. For either
case, we present scenarios where network coding offers significant performance gains.
Under network coding at every intermediate node, the previously intractable min-
cost multicast problem has been formulated in terms of a convex optimization. Recent
work has focused on cooperative decentralized algorithms to solve this, most using primal-
dual techniques. Instead, here we formulate a decentralized non-cooperative version of the
problem where each user routes greedily to minimize its own cost and study how the resulting
user-equilibrium cost compares to the global (social) optimum. Based on our results, simple
greedy decentralized algorithms are proposed for distributed min- cost flow adaptation at
nodes in the network.
In the context of wireless networks, achieving unicast capacity is complicated by
wireless broadcast and interference. We note that while much of extant network coding
research has been on wireline networks, our understanding of network codes applied to
wireless networks is still limited. We abstract broadcast and interference properties in the
wireless channel by a finite field addition channel, to arrive at a Broadcast and Additive
viii
Interference Network (BAIN) and show that there exists a graph transformation, and a
corresponding sample path coupling, to model a BAIN as a regular wireline network with
network coding at intermediate nodes. Based on this analysis, we leverage existing results
from network coding for wireline networks to arrive at asymptotically tight bounds on
unicast capacity for BAINs.
Next, we consider network coding at the source, with no buffers at intermediate
nodes, as an alternative to traditional buffering of transient packets at intermediate nodes
in multi-hop networks, thereby virtually sharing memory between links on a flow path. We
call this spatial buffer multiplexing: where buffering and coding implemented at the source
alone compensates for packet loss at any downstream bufferless link. Using many-sources
large deviations analysis, we show that network coding promises dramatic improvements in
resource allocation and buffer sizing in large scale networks with large diameters (such as
spatial networks) under comparable network-wide packet drop probabilities (QoS). However,
using large buffer large deviations analysis, we show that network coding performs poorly
against traditional queueing when it is not possible to have stochastic multiplexing with
many other sources at intermediate nodes.
Finally, since network coding at the source may be used to dynamically buffer
dropped packets at each fixed capacity link due to bursty fixed-rate arrivals at each source,
we would like to also examine the dual scenario where the source rate (TCP window size) is
controlled to deliver the maximum average throughput in a time-varying noisy wireless link
(with varying information theoretic capacity) shared by many TCP connections. We show
that network coding at the source promises an orderwise improvement in the mean TCP
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Even until the very end of the 20th century, the task of analysis and design of
telecommunication networks was cleanly divided between those who were focussed towards
extracting the maximum capacity from each individual potentially noisy link connecting two
terminals, and those who were concerned with managing the flow of randomly arriving data
at hundreds and thousands of such terminals connected to each other in a network of links.
The latter study was founded on the discipline of stochastic analysis of networks,
encompassing queueing theory, which makes no distinction between networks of cars, of units
of production in a factory, or of packets of data (such as the Internet); whereas the former
problem (that of reliably transmitting data over noisy links) was systematically explored by
physicists and information theorists. From the perspective of network design and control,
the capacity of a link is always a fixed quantity, bounded by underlying physical parameters
which could be the width of a road (for cars), the speed of a machine (for factory production)
or the capacity of a telecommunication link; that the link-designer provided the network
designer.
Anantharam and Verdu [1] studied the information capacity of queues (and the tim-
ing information contained therein) in 1996. Subsequently, [2] and [3] examined the entropy
of such queues. However, all of this work was focussed on understanding the information
contained between batches processed by queues, rather than by the elements within the
queues themselves.
The fundamental insight motivating the area of network coding is the observation
that simple forwarding of packets by intermediate routers is inefficient and this inefficiency
can be addressed by treating packets (which are vectors of binary symbols) as numbers
rather than as jobs that need to be processed.
The intermediate routers in a network could then perform arithmetic (code) across
these numbers (packets) and then forward the coded versions of the packets in place of the
original packets. This technique, called network coding, can then be used to understand
1
network capacity (not merely link capacity) in information theoretic terms. As such, network
coding presents a plethora of new research and application problems which are of interest
to both information theorists and network theorists; this is borne out by the explosion of
network coding related research over the past few years.
In their seminal paper, Ahlswede, Cai and Yeung [4] prove that for networks where
the min-cut max-flow rate cannot be achieved by simple forwarding of packets, coding
incoming packets at intermediate routers (network-coding) can help achieve the max-flow
min-cut rate under multicast for such networks. Further, they show that such a strategy is
optimal.
Parallel to this line of research, Luby, Mitzenmacher, Shokrollahi, Spielman and
Stemann [38] provide randomized constructions of linear-time encodable and decodable era-
sure codes, called Tornado codes, that perform extremely close to capacity. Based on these
Tornado codes, Byers, Luby, Mitzenmacher and Rege [39] present a fully scalable scheme to
access erasure coded data from various sources over a lossy network: the authors refer to it
as a digital fountain. While it is true that in these schemes all intermediate routers do not
perform arithmetic, the principle of motivating digital fountain codes is that sources need to
perform coding to combat erasures encountered over any link in the network; in this sense,
digital fountain codes may be thought of as network codes as well.
1.1 Algebraic Network Coding: A brief survey
Koetter and Médard in [5] present a systematic algebraic formulation for linear
network codes. Recently, Jaggi et. al. [6],[7] discovered a polynomial time algorithm
for centralized linear network coding at intermediate nodes of a Directed Acyclic Graph.
However, centralized control and coordination between intermediate routers is required for
the purpose of designing a linear network code in this scenario.
1.1.1 Random Linear Coding
Ho. et. al. in [8, 9] introduce a randomized strategy for decentralized network
coding; where the authors suggest the use of Random Linear Codes (RLCs) that asymp-
totically (in the field size) achieve the linear network code rate. Since the intermediate
routers can code randomly independent of other routers in the network, RLCs offer the
means for decentralized design of network codes and form the basis for practical network
coding schemes [10].
2
Figure 1.1: Random Linear Coding: the output of the intermediate node is w = α1a+ α2b,
where all symbols and operations are from the same finite field Fq.
A simple introduction to RLC is provided by means of the following example. Con-
sider the butterfly network shown in Figure 1.1, where source S wishes to multicast to D1
and D2. Since the min-cut of the network is 2, according to the result of Ahlswede, Cai, Li
and Yeung [4], a multicast capacity of 2 should be achievable with linear network coding.
Assume that the packets a and b are elements from some finite field Fq where q is sufficiently
large. For instance, packets represented of length say k bits can be represented as elements
of a the field F2k .
The intermediate router codes the incoming symbols a and b by randomly choos-
ing two elements α1, α2 ∈ Fq with uniform distribution over the field and performing the
computation,
w = α1a+ α2b
where addition and multiplication are defined according to the rules in Fq.
D1 receives two coded messages Y1 = a and Y2 = w. We also assume that D1
receives the coefficients α1, α2 either as a header or on a parallel channel. Ho et. al. [8]
introduce schemes whereby this coefficient header decreases as a ratio of Θ(logn/n) with
packet-length n, and so we may neglect the overhead due to coefficient information for large
packets. D1 may now recover the original message symbols a, b ∈ Fq by solving the linear
3
equations Y1 = â and Y2 = α1â+α2b̂ for unknown variables â, b̂ ∈ Fq. The above system of





is invertible. Since the elements of the coefficient matrix are randomly chosen, it can be
shown that the coefficient matrix is invertible w.h.p. in q, the size of the field Fq. Hence
the achievable multicast network capacity approaches 2 asymptotically in q.
1.2 Network coding applied to networks
In the context of existing research on the capacity gains afforded by network coding,
it becomes important to understand the benefits and limitations in the application of net-
work coding to a variety of practical networks. In short – how good is network coding when
applied to real networks? Classifying networks along the orders of topology (viz. Internet,
sensor networks, peer-to-peer), data type (text, multimedia, real-time data) and transmis-
sion schemes (unicast, multicast, broadcast) and investigating the scope of network coding
under these various scenarios will provide the fullest understanding to the above question.
Our focus is on the impact of Random Linear Coding (RLC) on end-user performance (user
impact) as well as network-wide resource allocation (network impact), in next-generation
wireline and wireless networks. As a first step to understanding these problems, we examine
scenarios where either (i) RLC is performed at all intermediate nodes (routers) or (ii) RLC
is performed only at the source.
1.3 Network coding in intermediate nodes
The apparent advantage of network coding is that it makes the effective coded link
rate at the output link of an intermediate router lower than the sum of the input link rates
incident at that router. This suggests that in networks where links are priced as a function
of packet rates across each link, network coding may offer substantial advantages in cost
reduction.
The prospect of random mixing of data streams in place of the collision of data
streams makes the application of RLC to multicast networks particularly attractive. More-
over, unlike the case of multiple unicasts between source-destination pairs in a network,
where the problem of finding optimal network codes is known to be difficult [11], linear net-
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work coding (and RLC) has been proven to be network min-cut capacity achieving (asymp-
totically capacity achieving, respectively).
1.3.1 Multicast cost minimization: wireline networks
Finding a cost minimizing flow allocation over the network using linear network
coding turns out to be a convex optimization problem [12]. However, centralized solutions
to a network-wide problem are unfeasible and hence much recent work has focussed on the
problem of finding decentralized algorithms to determine the min-cost flow based on tech-
niques such as primal-dual methods by message passing [13] between nodes in the network.
However, this scheme requires a separate (differential-equation based) controller at each
intermediate router for every flow passing through it. Each router requires a differential-
equation based controller to evaluate the dual function, which itself is a complex problem.
Moreover, in most large-scale systems, end-users (or clusters of end-users) are likely
to make routing decisions autonomously based on the price of the links [14],[15].
Thus the problem of min-cost routing becomes one of being able to first
• design a pricing scheme at links so that the network sum cost under user-equilibrium
is the same as the global optimum, and thereafter
• design simple greedy fully distributed algorithms such that network-wide sum-cost is
minimized even under autonomous user routing decisions.
The problem of min-cost multicasting in networks with selfish nodes is considered
in Chapter 2. Based on our analysis, we also propose a simplified distributed algorithm for
min-cost routing in multicast networks.
1.3.2 Unicast capacity maximization: wireless networks
The bulk of early research on network coding has been in the context of wireline
networks. Due to the presence of wireless broadcast and interference, it is not possible to
fully represent wireless network topology merely in the form of a connectivity graph. This
makes analysis of the impact of network coding particularly difficult for wireless networks.
More recently, Gowaikar et al. [16] and Lun et al. [17] have studied some models
of networks that abstract only the broadcast aspect of the wireless channel and show that
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RLC based coding techniques can help achieve network capacity. However, this model does
not incorporate wireless interference.
Since network coding can be used to achieve capacity in wireline networks, it is
logical to wonder whether network coding may help achieve capacity in wireless networks.
• Do network codes help achieve capacity in wireless networks as well?
• If yes, then can these models be used to examine multicast capacity maximization as
in Chapter 2?
Chapter 3 answers the first question in the affirmative for a mathematically ab-
stracted wireless network, which we call a finite-field Broadcast and Additive Interference
Network (BAIN); for such networks, we show that random linear coding achieves a unicast
rate with a gap of O(1/q) below the upper bound, where q is the size of the finite field.
Note that our result in Chapter 3 is only for the unicast case. The second question
is still a subject of further investigation, till a multicast result can also be demonstrated
over BAIN’s.
1.4 Network coding at Source nodes
Optimal resource utilization is of great importance to network designers where the
objective is to minimize the resource requirement to meet certain network design goals. The
randomized spreading of information across the network makes RLCs attractive in cases
where packet drops or losses are likely to occur in a network, such as in data dissemination
and storage over large peer-to-peer networks [18],[19],[20]. For instance, under bandwidth
constraints, the authors in [18] show that gossip via random linear coding reduces the delay
of information dissemination. Analogously, for P2P file downloads under network capacity
constraints, RLC between chunks of file-data is shown to improve robustness and delay of
file downloads.
1.4.1 Spatial buffer multiplexing
The common underlying theme in much of the above work has been that network
codes, and specifically RLC’s, allow spatial (across the network) stochastic multiplexing
across different flows and this feature can be utilized in improving reliability in large net-
works. A significant aspect of reliability in networks with time-varying loads is the presence
6
of buffers. It is known that buffer-sizes at nodes for large mesh networks need to scale or-
derwise with the size of the network in order to provide comparable packet-loss assurances.
Recently however, Lun, Medard and Effros [17],[21] exploit network codes for a
capacity-approaching scheme for unicasts or multicasts over large networks. In their scheme,
routers perform RLC over packets from different flows as well as over packets transmitted in
previous time-slots. Further, for the case of Poisson traffic with i.i.d. losses at intermediate
router queues (modelled as M/M/1 queues), they derive the packet error exponents in the
large-delay regime. This is analogous to the use of block codes or convolutional codes for
error control in the PHY that spread the information across multiple bits in a block or
neighbourhood around each bit.
The insight from [17] that packets dropped in a particular time-slots can be recov-
ered from RLCs containing the dropped packets in future time-slots motivates us to consider
the following questions:
• Can we eliminate buffering at intermediate nodes in favour of coding only at the ends?
We propose network coding at the source (correspondingly, decoding at the destina-
tion) with no buffers at intermediate nodes, thereby virtually sharing memory between
links on a flow path. We call this spatial buffer multiplexing – where buffering and cod-
ing implemented at the source alone compensates for packet loss at any downstream
bufferless link.
• Further, in the event of finite delays, how does network coding at the ends compare
with queueing in intermediate routers? Here, we wish to compare QoS parameters such
as delay and end-to-end packet loss probability (reliability) with coding as opposed to
queueing.
• Ultimately, under comparable network-wide packet drop probabilities (QoS) how much
of a network-wide memory resource gain does spatial buffer multiplexing provide over
traditional buffering? How does this gain vary depending on the network topology?
We examine these questions by considering two complementary scenarios: first for
the case of large networks with many flows through each node with finite buffer sizes at the
sources (a many sources analysis), and second for the case of a network will a small number
of flows with large buffers at the sources.
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In Chapter 4 we use large deviations analysis to prove that for large-diameter net-
works (such as ad-hoc or sensor networks), large buffer gains are possible using spatial buffer
multiplexing via RLC.
By contrast, for small diameter networks (e.g. most small-world networks such as
the Internet), it is important to study the performance of RLC at the source even when
it is not possible to have stochastic multiplexing with many other sources at a node. To
study the effect on delay and packet loss in the case of a single bursty source-destination
pair and compare queueing and coding in this regime, we study the large-buffer packet-
drop probability (QoS) of coding and compare that against queueing. In the second half
of Chapter 4, we specify conditions such that the same QoS requirements are met by the
use of coding at the source instead of using a network buffer at the point of entry in the
network. We show that network coding performs poorly compared to regular queueing in
this scenario.
1.4.2 TCP NC
When TCP was designed, it was designed and optimized with the assumption that
the networks that it was supposed to operate over have highly reliable node-to-node links
so that dropped packets due to bad links are highly unlikely. It was this fact of the wired
network that TCP utilized to build a congestion control mechanism; a dropped packet
only meant one thing - a buffer overflow due to a congestion somewhere in the network.
Thus, when the sender TCP algorithm is notified of lost packets, the additive increase
and multiplicative decrease (AIMD) mechanism promptly cuts the transmission rate/TCP
window size by half. Since wireless links have frequent errors, this causes the TCP window
to go to 1.
In Chapter 4, we demonstrated how network coding at the source may be used to
dynamically buffer dropped packets, at each fixed capacity link, due to randomly varying
arrivals at each source.
This leads us to examine if network coding at the source can improve performance
for the dual problem in Chapter 5, where the source rate (TCP window size) is controlled
to deliver the maximum average throughput in a time-varying noisy wireless link.
For multiple TCP flows going through a wireless router, we show that we can obtain




Minimum cost routing in Networks
2.1 Introduction
The single-source multicast problem for network coding has received much attention
in recent years due to the tractability of designing optimal linear network codes for this case.
Ahlswede, et. al. in [4] prove that for networks where the min-cut max-flow rate cannot be
achieved by simple forwarding of packets, coding incoming packets at intermediate routers
(network-coding) can help achieve the max-flow min-cut rate for such networks. Further,
Ho et al. [8, 9] suggest the use of Random Linear Codes (RLCs) that can achieve the
above linear network code rate asymptotically in the size of the symbol alphabet used for
encoding/decoding. Since the intermediate routers can code randomly independent of other
routers in the network, RLCs offer the means for decentralized design of network codes and
form the basis for practical network coding schemes [10].
The problem of finding the minimum-cost multicast tree for networks has been stud-
ied extensively. For a general directed graph with a cost function at each edge, a specified
root (source) and a subset of the nodes (receivers), the problem of finding a minimum-
cost arborescence rooted at the source and spanning all the receivers is called the Directed
Steiner Tree (DST) problem. Approximation algorithms for the DST, which is known to be
NP-hard, has received considerable attention in recent years. Charikar et al. [22] present a
non-trivial O(i(i − 1)k1/i) algorithm in O(nik2i) time where k is the number of receivers.
An LP-relaxation of the problem leads Zosin and Khuller [23] to a O(D+ 1)-approximation
for the special case when the subgraph induced by the non-terminal nodes is a tree of depth
D.
Lun et al. in [13] suggest a decentralized but cooperative scheme where the authors
solve the network-coding min-cost optimization from [12] using primal-dual methods by
message passing between intermediate routers. However, this scheme requires a separate
(differential-equation based) controller at each intermediate router for every flow passing
through it. Further, many current models of heterogeneous network service provisioning
assume that selfish routing decisions are made by end-users based on the price of the links
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[14],[15]. Such scenarios are likely to emerge with ad hoc or sensor networking where each end
node is attached to a single multicast sink and therefore seeks to minimize its own cost. The
dual problem of maximizing utility in a congestion game over a packet-forwarding network
is considered in [14],[24]. Recently, the authors in [25] have framed this congestion control
problem for network coding for single- and multiple-source multicasts as a generalization
of the Eisenberg-Gale convex program to compute market equilibrium in the presence of
economies of scale. Further, the primal-dual algorithm in [13] requires computationally
intensive steps to be performed at each intermediate router.
In this chapter, we seek to design a min-cost flow-allocation algorithm when users
are non-cooperative and minimize computation performed at each intermediate router. The
users are assumed to be selfish agents that play a non-cooperative game to minimize personal
costs selfishly without regard to the global or social optimal, and the expectation is that
these users reach a Nash equilibrium if one exists. It is well-known that Nash equilibria do
not optimize social welfare in general - a classical example of such an inefficient equilibrium
is the ‘Prisoner’s Dilemma’ [26]. Thus it immediately becomes important to quantify the
inefficiency inherent in a selfish solution - dubbed the ‘price of anarchy’ [27, 28].
Dafermos and Sparrow [29] and Beckman [30] discuss the unicast selfish-agent min-
cost routing problem in the context of transportation literature; this treatment corresponds
to the uncoded packet forwarding scenario. Recently, [27, 31, 32] calculated the price of
anarchy for this problem for a variety of convex cost functions for the capacitated and
uncapacitated links. However, the optimization problem for the multicast min-cost flow
with network coding as shown in the following section departs significantly from the min-
cost unicast flow problem for uncoded packets and thus motivates independent analysis.
2.1.1 Main Contributions
In this chapter, we consider the min-cost flow routing problem with network coding
for the selfish-agent case. We first consider the case with a single source and T multicast
sinks (receivers), with each sink requiring a total rate R. We study the case where the
network supports multi-path routing. A flow (along a particular path) from the source to
a sink accumulates a cost that depends on the flow rate as well as the congestion on each
of the links the flow traverses. Each sink t “steers” the flow rate allocation among its paths
(i.e., among all paths from the source to the selected sink t such that the sum rate across
paths is R) such that its total cost is minimized (in other words, a “greedy” setup for each
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sink). We then generalize this framework to consider a multiple-sources scenario. The main
contributions are as follows.
(i) We present the min-cost optimization problem for the single-source multicast with
network coding and derive an asymptotically accurate approximation to that problem
in Section 2.2. The selfish routing scenario is presented in Section 2.3 where a market
is defined for bandwidth, being sold by links (sellers), that is utilized by flows to
individual sinks (buyers).
We develop a mechanism for links (sellers) to allocate the link-costs among users of
the link and demonstrate that for monomial edge cost functions (see section 2.3), a
Nash equilibrium exists, and that the flow allocation at Nash equilibrium corresponds
to the min-cost flow. Further, we show that capacitated links (i.e, links with capacity
constraints) can be approximated arbitrarily closely using edge cost functions in the
monomial class described in Section 2.3.
In other words, we show that the mechanism that we develop for link pricing leads
to a rate allocation among users such that “greedy” flow rate allocation by each sink
leads to a globally optimal flow rate allocation that minimizes the total cost in the
network. In terms of algorithmic game-theoretic literature, this means that the ‘price
of anarchy’ [27, 28] for the considered “greedy” system is 1.
(ii) In Section 2.4, we consider the multiple-source multicast problem and demonstrate a
sub-optimal greedy scheme to achieve min-cost by selectively network coding within
individual multicast sessions and not across sessions. (We note in passing that the
general multi-source multi-destination network coding problem is intractable (NP
hard) [11].)
(iii) Next, in Section 2.5 we present UESSM, User Equilibrium with Single Source Multi-
cast, a non-cooperative decentralized flow-steering algorithm that provably converges
arbitrarily close to a min-cost flow allocation for the class of convex, monomial edge
cost functions defined in Section 2.3. At each receiver, UESSM “steers” flows across
the paths leading to it in order to greedily minimize its own cost. This allows us to
achieve the min-cost flow with network coding, without having to maintain state or
perform per-flow primal-dual type calculations at every intermediate router. All that
links have to do in UESSM is to allocate link costs according to the rule developed in
subsection 2.3.1.
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(iv) We next develop the Local Distributed Selfish Routing Algorithm (LDSRA) for min-
cost routing. This algorithm is a local distributed algorithm where nodes in the
network adjust flow fractions based on the local flow and cost information at each
node and its neighbors. This is an analog of the Bellman-Ford algorithm, however,
in the context of network coding. By using the end-to-end delay experienced by a
probe packet as the marginal cost, LDSRA minimizes the total network latency (sum
cost) by reallocating flows from the more expensive (greater delay) neighbor toward a
cheaper (lower delay) one. We finally present simulation results for both UESSM and
LDSRA to illustrate convergence properties.
2.2 Global Equilibrium
Consider a directed graph G = (N,A) that models the network with the set of
nodes N and the set of directed edges between them A. We consider a multicast session of
rate R from source s ∈ N to each of the sinks t ∈ T, T ⊆ N implemented via multipath
routing along the directed graph (network model). Flows along the set of paths Pt from s
to t are indexed as fP ∈ R for all P ∈ Pt; P = ∪t∈T Pt is the set of all possible paths. Note
that an edge may carry two or more flows to the same sink due to the presence of multipath
routing.
We will associate a cost with the flow through each link on the network and for-
mulate a global min-cost problem as one that minimizes the sum cost over the network.
Accordingly, let ce(·) be the cost function corresponding to edge e ∈ A taking as argument
a variable x dependent on the flows through edge e. We assume that the function ce(x)
is strictly convex, positive, differentiable and monotonically increasing in variable x, with
ce(0) = 0. Further, we define the edge marginal cost me(x) = ce(x)/x. We assume that the
marginal cost is continuous and strictly increasing, with me(0) = 0.
Under traditional packet forwarding where packets are treated as objects, the cost
of operating an edge in the graph is a function of the load of all packets that traverse that
edge to all sinks. Most of the classical work on network optimization therefore deals with
cost functions that take as argument the total fluid flow of packets to all sinks passing










However, since we consider the case where intermediate routers perform random
linear coding across packets to different sinks, it can be shown that the cost function ce(·)
12
takes as argument x = maxt∈T
∑
P∈Pt fP [12]. To see this intuitively, observe that under
Random Linear Coding (RLC), packets to different sinks are linearly combined by the router
to form a coded packet. In the fluid sense therefore, RLC allows for flows to different sinks
to ’merge’ to form the coded flow. This implies that on any edge, the effective size of the
coded packet stream is dominated by the largest among net flows to each sink that traverse
the edge.
Formally, the optimal cost for a rate R multicast connection from a single source
s ∈ N to sink nodes T ⊂ N is given by the solution to the following optimization problem














fP ≥ 0 ∀P ∈ P
∑
P∈Pt
fP = R ∀t ∈ T.
However, since max{. . .} is not differentiable everywhere, motivated by the approach
in [41],[13], we use the Ln-approximation








for analysis, thereby avoiding sub-gradient methods. Following the approximation of the


















is differentiable everywhere. Formally, letC∗n be the optimal solution to Ln-GLOBAL(G, c,R)
and C∗ be the optimal solution to GLOBAL(G, c,R).
We note that this Ln-approximation is motivated by the fact that as n → ∞,
|C∗ −C∗n| → 0. Later (in Section 2.3) we will derive bounds on the approximation error for
finite n for the class of functions considered in Section 2.3 (cf. Remark 1).
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Since the cost functions are convex and the constraints form a convex set, the
first-order Karush-Kuhn-Tucker conditions [53] are necessary and sufficient to solve Ln-
GLOBAL(G, c,R). We summarize the results in the following lemma.
Let z
(n)
















is the total flow of type j through the edge e.
Lemma 1. A network coded multicast flow f∗ is optimal for Ln-GLOBAL(G, c,R) if and

































Proof: We append the cost function with the linear constraints via the Lagrangian multi-
pliers λt, µP to form the Lagrangian










We differentiate the Lagrangian with respect to each flow fP , and the Lagrangian multipliers
and equate each partial differential to zero to form a set of simultaneous equations in f ,
λ and µ. Solving these equations yields a minimizing solution f∗, λ∗, µ∗. Note that for all
P ∈ P, f∗P and µ∗P are complementary slack, i.e. f∗Pµ∗P = 0 with µ∗P ≥ 0. Hence for paths
with strictly positive flow, differentiating L(f, λ, µ) with respect to a particular flow fP1 , for

















































We are now done.








is not immediately clear – we cannot immediately state if the limit even exists. However,






































Using the definition of α
(n)













≤ |T |1/n (2.6)









2.3 Selfish routing and equilibrium
The solution to GLOBAL finds the optimum flow that minimizes routing cost in
the overall network cost. This section deals with the system under the condition that
each receiver minimizes its own cost to achieve user equilibrium under a defined bandwidth
market to model selfish behavior as shown below. The ultimate goal of this section (and
the next, respectively), is to show that under certain conditions on ce, the user equilibrium
corresponds to the global equilibrium (is comparable to the global equilibrium of a related
optimization, respectively). These results will motivate a user-equilibrium based distributed
optimization algorithm, discussed in Section 2.5.
2.3.1 The bandwidth market and link price-allocation
Each edge e ∈ A sells bandwidth to the receivers (sinks) which are the users. Note
that in the solution to the global problem we were merely concerned with the effective cost
of the edge ce(z
(n)
e ) and did not need to consider how the cost of an edge in the network is
divided among the flows through that network, while this sharing of costs (price allocation)
needs to be defined for the user costs.
Hence, we propose a price allocation rule at each link and subsequently show that
under this protocol, the sum cost under user equilibrium is equal to the min-cost for a wide
range of cost functions ce. Our price allocation rule is as follows. For each edge e the total
cost of the flows ce(z
(n)







of the edge cost is borne by the flows in fP , P ∈ Pj of type j. In turn xe,j is divided among
all flows of type j through edge e in the ratio fP /xe,j for all P ∈ Pj . Thus the marginal



















Observe that by simply multiplying and dividing by z
(n)

















e,j is as defined in (2.2).
16
2.3.2 User costs and equilibrium
Under the selfish condition, each flow from source s to destination j tries to minimize
its marginal cost. This corresponds to each receiver minimizing its own total cost selfishly.
Since the cost functions are continuous and differentiable everywhere, we define user
equilibrium as follows,
Definition 1. A user equilibrium is a flow allocation f feasible in Ln-GLOBAL(G, c,R)




(f) ≤ d(n)P2 (f). (2.8)
Note that this version of user equilibrium is also referred to as a local Nash equilib-
rium or Wardrop equilibrium in existing literature [29, 32].










In other words, any small ε→ 0 change to the flow allocations from path P1 to P2
will only increase the sum cost along the paths in Pt for sink t. The notion of a local Nash
equilibrium can be practically justified in scenarios where end users are in a distributed
setting, with no or partial knowledge of the system, and try to reach their own local selfish
optima by making small modifications to the flow allocations across paths in Pt, where the
flow steering proceeds only if that provides the selfish agent with immediate cost reduction.
2.3.3 User equilibrium vs. Global optimum
The similarity between the conditions in Lemma 1 and Definition 1 have been
noticed for the case of costs depending on sum flows through an edge by Dafermos and
Sparrow [29] and Beckman [30] and is cited by [27]. An important difference in our case is
that while the edge cost in [27, 29, 30] is proportionally divided among all the flows through
it, here, the cost is mainly borne by the sink with the maximum flow through the edge.
The following lemma (adapted from [29, 30]) allows us to formulate the Nash equilibrium
condition for a particular set of edge cost functions in terms of a global optimum for the
same graph over a different set of edge-cost functions.
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Lemma 2 ([29, 30]). A single-source multicast flow f solves Ln-GLOBAL(G, c,R) if and
only if it is in local Nash equilibrium for Ln-GLOBAL(G, c
′(x)x,R). Further, a local Nash
equilibrium flow f exists for Ln-GLOBAL(G, c,R). Moreover, if f and f̃ are feasible flows
at Nash equilibrium, then Cn(f) = Cn(f̃).
Proof: Comparing the KKT conditions from Lemma 1 with the user equilibrium conditions
from Definition 1 leads us directly to the first statement of the Lemma. For the second
statement, note that solving for a flow in local Nash equilibrium for Ln-GLOBAL(G, c,R)
corresponds to finding a (local) optimum flow for Ln-GLOBAL(G, h,R), where he(x) =
∫ x
0
ce(t)/t dt. Since ce is continuous and monotonically increasing, he is strictly convex.
Consequently, Ln-GLOBAL(G, h,R) is a convex optimization over a convex set which im-
plies that the optimum cost is unique, even though the solution points (the local minima)
are not necessarily unique.
This ensures that there exists a flow allocation that satisfies the user equilibrium
(2.8).
We can now present the analog of the main result in Roughgarden and Tardos [27]
for the min-cost multicast problem with network coding in the following theorem.
Theorem 1. If for an instance Ln − (G, c,R) the cost function at each edge e is of the
monomial form ce(z
(n)
e ) = ae(z
(n)
e )k+1 for any fixed k ∈ R, k > 0, then for all n ∈ N, the
cost of flow f at local Nash equilibrium Cn(f) equals the cost Cn(f








e )k is monotonic increasing in z
(n)
e for k > 0, we know
from Lemma 2 that a Nash equilibrium exists. Further, note that for the given class of cost
functions, the Nash condition (2.8) is the same as the KKT condition in (2.1). Hence, a
Nash flow is also an optimum flow for the instance Ln−(G, c,R) and thus the cost functions
are the same.
We note that notwithstanding the simplicity of the proof, the above result is signif-
icant due to it’s application in Section 2.5. The result above implies that for a large class
of edge cost functions, a global min-cost multicast with network coding can be achieved by
merely steering flows across edges to achieve user equilibrium corresponding to each sink t.
In other words, the price of anarchy is 1.
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Note that in general, the global min-cost flow can be achieved if each link charges the
“Lagrangian cost” he(x) =
∫ x
0 ce(t)/t dt instead of the true cost ce(x). However, this would
imply that the seller (link) earns an amount disproportionate to the true value of the goods
or services (bandwidth) sold. The link-price allocation scheme detailed in subsection 2.3.1
ensures that the seller receives the ‘fair’ cost ce(x) but charges the selfish users differently
so as to ensure that user equilibrium coincides with the socially-optimal flow allocation.
Observe that at n = 1, the L1-GLOBAL(G, c,R) problem is the same as the classical
min-cost flow-allocation problem. Also, correspondingly, our price allocation reduces to the
allocation of link cost to a sink in linear proportion to the magnitude of flow to that sink
through the particular link – thereby making the marginal cost of every flow through a link
the same. This is exactly the same as the anarchic scenario in [27] where each flow through




In general, the results herein define a differentiated pricing scheme for a shared
service whose cost depends not on the sum of the demands but on the max demand. At the
limit n→ ∞, we observe that only the set of users T ′ = arg maxt∈T
∑
P∈Pt:e∈P fP pay for
the cost of the link. Our price allocation rule automatically induces separate selfish agents
to collaborate to benefit from this economy of scale.
Remark 1. We now revisit the issue of the approximation error resulting from the Ln-
relaxation of GLOBAL(G, c,R). Recall that in Section 2.2, the approximation was motivated
by the fact that the error in the optimal cost (for any convex, increasing, differentiable link
cost function) approaches 0 as n → ∞. In this remark, we strengthen this statement by
deriving bounds on the approximation error for finite values of n for the class of functions
of the form ce(x) = aex
k+1 considered in Theorem 1. For any given δ > 0, we compute an
n(δ) such that for any n > n(δ), the fractional approximation error (i.e., percentage error)
|C∗ − C∗n|/C∗ ≤ δ is satisfied.
Let f∗ be a solution to GLOBAL(G, c,R) and f∗n be a solution to Ln-GLOBAL(G, c,R).














1/n, then we can bound the difference
z(n)e − ze ≤ (|T |1/n − 1)ze.
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Thus, to ensure that |C∗ − C∗n|/C∗ ≤ δ, we can solve for n to arrive at
n(δ) >
(k + 1) log |T |
log(1 + δ)
.
We note in passing that this bound is independent of the graph topology. We also
refer the reader to Figures 2.1 and 2.2 in Section 2.5.5 which show that the Ln-relaxation
closely approximates the max(·) function for even small values of n.
2.3.4 Multicast over Capacitated Links
We next construct a feasible multicast over a set of capacitated links based on the
above analysis. Let ke be the capacity of edge e ∈ A. Suppose it is further desirable that
most links in the network are loaded below (1 − δ) factor of their capacities. This may be
necessary to satisfy quality of service requirements, such as those on the average delay (note
that in the presence of bursty traffic, the queueing delay becomes unbounded as the load
approaches unity1).
To solve the above constrained multicast problem, we define the cost function of









1Recall that in the presence of stochastically time-varying flows (for instance, bursty packet rates from
applications such as video/multimedia, flow connection initiations and terminations, etc), the average delay
of a flow in a queueing system becomes large as the flow size gets close to the link capacity. This can be
readily seen in an M/M/1 queue where the average delay increases as 1/δ. In general, for a GI/GI/1 queue,
with inter-arrival times T of variance σ2
T
and inter-service times X of variance σ2
X
, from Kingman’s upper
and lower bounds [54],
E[T ]σ2X − E[X](2 − ρ)
2(1 − ρ)






we know that as the offered load ρ approaches 1 – that is as the mean arrival rate of data on a link is close
to the link capacity – the mean waiting time for a packet entering the queue E[W ] scales in proportion to
(1 − ρ)−1. The result can be extended from one queue to a Generalized Jackson Network of queues, where
Gamarnik and Zeevi [76] demonstrate that in the heavy traffic limit as ρn = 1−k/
√
n for large n, the mean




Observe that as m → ∞, edge costs will tend to zero for edges that satisfy the above
constraints and become large for edges that do not. Hence, if there is a feasible flow allocation
f for (G, c, R) over the constrained links, then the cost C(f) at Nash equilibrium will be
small, tending to zero as m becomes large. In fact, there exists m0 such that for all m > m0
the flow at Nash equilibrium satisfy the capacity constraints of all edges. More specifically,
let |A| denote the size of A (i.e., it is the total number of edges in the network), then an
upper bound on m0 is
m0 =
log |A|
− log(1− δ) . (2.9)
The reason for this is as follows. Since there exists a feasible flow f satisfying the above
constraints, the global min-cost with the edge cost functions as above is at most |A|. Now,
from Theorem 1, the cost of flow f̂ at Nash equilibrium is the same as the global min-cost.
Hence, it is too at most |A|. However, if f̂ were to assign flow to an edge greater than its
capacity, the cost on that edge alone will be at least 1/(1 − δ)m, which would be greater
than |A| for any m > m0, where m0 is as in (2.9).
2.4 Multiple Multicasts
In this section, we generalize the single-source multicast problem to the multiple-
multicast sessions problem where each session corresponds to a source node taken from the
set S ∈ N . Within each multicast session s ∈ S, network coding is performed across packets
destined for sinks in set Ts ⊆ N . However, packets are not encoded across sessions to ensure
computationally tractable decoding at each sink. So, each sink t ∈ Ts, can steer it’s flows
across the set of paths Pst from source s to sink t so as to deliver a total rate of R
s
t . As









We can then formulate the min-cost problem M-GLOBAL(G, c,R) for multiple







subject to ze =
∑
s∈S



















t ∀s ∈ S, ∀t ∈ T.


























Differentiating the equivalent Lagrangian


















with respect to a particular flow fP1 , P1 ∈ Pσj and applying the limit n → ∞, we observe































































The edge cost at each edge ce(z
(n)
e ) is divided among each s ∈ S in proportion to
the z
(n)





is the fraction of the cost picked up













e,s , which in turn is divided among all flows on paths P ∈ Pst in the ratio fP /x(s)e,j .
Each sink t ∈ T attempts to selfishly minimize the cost of transmission to itself.
Since the costs across different sessions {s : t ∈ Ts} are additive at each edge and cost
functions at each edge are convex, minimizing total cost at sink t is the same as minimizing
the cost for each session individually. Hence the criterion for local Nash equilibrium for
multiple-session multicasts can be summed up in the following definition.
Definition 2. A flow f , feasible for the instance (G, c,R) with multiple-multicast sessions





































We observe the similarity between (2.10) and (2.12) analogous to that between (2.1)
and (2.8). The following corollary follows analogously from the reasoning in Section 2.3:
Corollary 1. If for an instance Ln − (G, c,R), the cost function at each edge e is of the
power law form ce(z
(n)
e ) = ae(z
(n)
e )k+1 for any fixed k ∈ R, k > 0, then the cost of flow f
at local Nash equilibrium Cn(f) equals the cost Cn(f
∗) of the global min-cost flow f∗.
2.5 Distributed Algorithms for Min-cost flow
Section 2.3 demonstrates that the sum-cost of the edges with any uniform power-
law edge cost function under user equilibrium is the same as the min-cost. This result lends
itself readily to the construction of a simple non-cooperative optimal min-cost flow routing
algorithm for a single-source multicast with network coding. The following section deals
with the single-source multicast for sake of simplicity. It is easy to show that due to the
separable and additive nature of the costs for the multiple-source multicast, we can run the
same algorithm independently over each session to reach the user equilibrium in this case
too.
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In this section, we develop two algorithms: User Equilibrium with Single Source
Multicast (UESSM) and Local Distributed Selfish Routing Algorithm (LDSRA).
UESSM is a non-cooperative decentralized flow-steering algorithm that provably
converges to the min-cost flow allocation for the class of convex, monomial edge cost func-
tions defined in Section 2.3. At each receiver, UESSM “flow-steers” among the paths leading
to it in order to greedily minimize its cost. This allows us to achieve the min-cost flow with
network coding, without having to perform per-flow primal-dual type calculations at every
intermediate router.
The Local Distributed Selfish Routing Algorithm (LDSRA) for min-cost routing
is a local distributed algorithm where nodes in the network adjust flow fractions based
on the local flow and cost information at each node. This is an analog of the Bellman-
Ford algorithm, however, in the context of network coding. By using the end-to-end delay
experienced by a probe packet as the marginal cost, LDSRA minimizes the total network
latency (sum cost) by reallocating flows from the more expensive (greater delay) neighbor
toward a cheaper (lower delay) one.
2.5.1 UESSM: User Equilibrium with Single Source Multicast
The implementation of this algorithm, UESSM, assumes flow routing between the
source and destination, where the source router encodes downstream hop-by-hop routing
information into the IP-header, as can be implemented in IPv6. The intermediate routers
in the network between the source and sink do not need to maintain state-information
locally. All that the intermediate routers need to do is route packets along the outgoing
edges corresponding to the hop-by-hop information embedded in each packet and network
code across packets of the same type at each instant of time using a random linear code.
Also, each downstream packet aggregates the cost that it has paid along each edge
on a particular flow path. For efficiency, this information need not be carried by every
downstream packet, but only by representative packets at each iteration of the algorithm.
Algorithm: UESSM
Initialization: In our implementation, we will choose a ε > 0 small enough [cf. Section 2.5.3]
such that R/ε is a positive integer, and require that all flow rates be at-least ε (a “keep-
alive” rate). Also, the flow allocations in our implementation are elements from a lattice
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L = {0,∆, 2∆, . . . , R}, for some fixed ∆ > 0 such that R/∆ and ε/∆ are positive integers.
Thus, we can initialize at any arbitrary point on this lattice. For instance, for each sink t ∈ T
we can initialize at fP ′t = R− (Qt − 1)ε for some P ′t ∈ Pt and fP = ε for all P ∈ P\{P ′t}.
Step: Now, one of the sinks t ∈ T is chosen at random. Let us label the paths P1, P2, . . . , PQ1 ,
PQ1+1, . . . , PQ1+Q2 , . . . PQ1+...QT−1+1, . . . PQ1+...QT−1+QT where Qt is the number of paths





, for any l,m = 1, 2, . . . , Qt with l 6= m. Denoting
Pt,l = P∑ t−1
i=1 Qi+l
(2.13)




(a) dPt,l(f) > dPt,m(f) + ξ
(b) fPt,l ≥ ε+ ∆
(c) fPt,m ≤ R−∆
then, fPt,l ← fPt,l −∆, fPt,m ← fPt,m +∆. Conversely, if (a), (b) and (c) hold with Pt,l and
Pt,m interchanged, then fPt,m ← fPt,m −∆, fPt,l ← fPt,l + ∆.
Termination: No user can make any flow switch if and only if dPt,l(f) − dPt,m(f) ≥ −ξ,
∀t, l,m which are feasible (i.e., (b) and (c) above are satisfied). In other words, at termi-
nation, for any receiver t and any pair of flows l,m dPt,l(f) − dPt,m(f) < −ξ if and only if
fPt,m = ε.
Note that we would like to distinguish between the terms ‘step’ and ‘iteration’ as
follows. By a ‘step’, we will mean the sequence of operations defined in the algorithm above.
On the other hand by an ‘iteration’ we mean a ‘step’ that results in a flow reallocation. This
distinction is made because due to random selection, at a step no flow reallocation may occur.
In the rest of this chapter, we will only count ‘iterations’.
2.5.2 Asynchronous implementation
The implementation of the algorithm above does not require synchronous timing
between the clocks at the various sink nodes but only requires that the clocks have the same
cycle frequency. We assume that the path-delay timescale along the network (for the up-
date of the path costs etc.) is negligible compared to the time-steps in which the algorithm
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proceeds. Each sink j ∈ T picks a random delay that is exponentially distributed before
adjusting it’s flows in the manner outlined in Subsection 2.5.1. Since the exponential dis-
tribution is a continuous time-distribution, the collision probability is small. Further, since
all flow steering is implemented at the source, the source can be designed to sequentially
adjust flows of each sink. This ensures that only one sink adjusts flows at a time in the
asynchronous algorithm, thereby retaining the same features as the synchronous implemen-
tation. Henceforth, we will denote each source adjustment (reallocation) as an iteration of
the algorithm.
2.5.3 Convergence of UESSM to the min-cost flow
In this section, we restrict ourselves to edge cost functions of the form ce(x) =
aex
k+1, k > 0, as discussed in Section 2.3. From Theorem 1, it follows that a global
optimum is the same as the cost at a Nash equilibrium.
Recall that in UESSM we are restricting each flow to have a rate of at least ε. Now,
we choose ε as follows: Given any α > 0, we will choose ε such that
(i) ε > 0
(ii) ε < R/Qt ∀t = 1, 2, . . . , |T |
(iii) R/ε ∈ N
(iv) |C∗n − C∗n(ε)| < α,
where C∗n is the optimal cost to Ln-GLOBAL(G, c,R), and C
∗
n(ε) is the optimal cost to Ln-
GLOBAL(G, c,R) under the additional constraint that fP ≥ ε, ∀P ∈ P. Observe that under
this restricted simplex, the GLOBAL problem is still convex and differentiable. Further,
since the cost functions are differentiable and finite, and the constraint sets are convex,
given any α > 0, there exists an ε such that the above conditions hold. Also, let f∗(ε) be
an optimal solution to Ln-GLOBAL(G, c,R) with the ε-restricted convex constraint set.
Next, for any destination t ∈ T we will formalize the notion of an infinitesimal
reallocation of flows from path Pt,l to path Pt,m as defined in Equations (2.13),(2.14). Recall
that due to monomial cost edge function and the Ln-approximation, the global cost function
Cn() is differentiable at all points. Accordingly, we can define ∇Cn(f) = (∂Cn(f)∂fP )P∈P to be
the |P|-sized vector whose elements are ∂Cn(f)∂fP .
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Further, we define direction vectors E to be the collection of all vectors of the form
et,l,m = [0, . . . , 0,−1, 0, . . . , 0, 1, 0, . . . , 0] ∈ {−1, 0, 1}|P| where the Pt,l-th element is −1 and
the corresponding Pt,m-th element is 1. (Note that the vectors are not necessarily linearly
independent – for example, et,l,m = −et,m,l). Accordingly, an infinitesimal shift of flow from
Pt,l to Pt,m is given by the inner product ∇Cn(f)T .et,l,m.
In the following, we will utilize the property that the gradient function ∇Cn(f) is
Lipschitz over the the space of feasible flow vectors f .
Lemma 3. ∇Cn(f) is Lipschitz in the space of feasible flow vectors f with Lipschitz constant
L(ε).
Proof: We refer the reader to [42].
Recall that the constraint set (set of feasible flow rates) is described by a convex set
where the flows corresponding to each receiver t is constrained to lie on a |Qt|-dimensional
(scaled) simplex (i.e., for each t ∈ T,∑l∈Qt ft,l = R, ft,l ≥ 0). For each f in the constraint
set, we denote E(f) ⊆ E to be the set of feasible direction vectors, where any et,l ∈ E(f)
satisfies the following: a ∆ shift of flow in the direction et,l from f leads to f
′ which is a
feasible flow vector.
Lemma 4. Fix any α > 0. Then, choose the following parameters for the UESSM algorithm:
(i) Let ξ = α2(k+1)R|P|2 , where k is the exponent in the edge cost function (ce(z) =
ae(z
(n))k+1),
(ii) Choose any ∆ ≤ min{ε/10, ξ(k+1)2L(ε) } such that ε/∆ is a positive integer, and L(ε) is
given in Lemma 3.
With the above conditions, the following holds: Suppose that the algorithm UESSM termi-
nates at iteration M. Then, |Cn(f (M))− C∗n(ε)| < α, where Cn(f (M)) is the cost with flow
allocation f (M), and C∗n(ε) is the optimal cost of the convex problem Ln-GLOBAL(G, c,R)
under the constraint that for all P ∈ P, fP ≥ ε.
Proof: Let f∗(ε) be an optimal flow corresponding to solution C∗n(ε) and f
(M) denote the
flow in the M -th iteration (termination) of the algorithm.
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Since Cn() is convex, it follows from the gradient formula that
Cn(f
(M)) ≥ Cn(f∗(ε))
≥ Cn(f (M)) +∇Cn(f (M))T .(f∗(ε)− f (M)). (2.15)
Now, recall E(f (M)) is the set of feasible direction vectors corresponding to flow
f (M).
Claim: There exists non-negative πt,l,m such that




Proof: For each t ∈ T, we define the vector γt to be a {0, 1} vector of dimension P where
γt,l = 1 for all l = Qt−1 + 1, . . . , Qt and 0 other-wise (i.e., γt corresponds to the flows
destined for receiver t).
We now decompose f∗(ε)−f (M) =∑t∈T (f∗t (ε)−f
(M)






t ) where the ∗ operation corresponds to term-by-term multiplication (thus,
f∗t (ε) corresponds to the flows for receiver t).
Now, consider the (scaled and shifted)) simplex of feasible flows to receiver 1, i.e.,
A1 = {
∑Q1
l=1 f1,l = R and f1,l ≥ ε}. Let vi, i = 0, 1, 2, . . .Q1 be the vertices of the (scaled
and shifted) simplex A1 (the n dimensional scaled and shifted simplex has Q1 vertices, with
each vertex having one component equal R− (Q1 − 1)ε and all other components being ε).
As the set is a convex simplex, we have for some ai ≥ 0,
∑






Now, we consider two cases:
Case (i): f
(M)
1 is an interior point of A1.
In this case, all directions vectors e1,l,m at f
(M) are feasible, and the existence of
non-negative of π1,l is immediate. All direction vectors are feasible for the following reason:
We have by the algorithm description (and the explicit construction of the values given
in the Lemma statement) that f (M) lies on the ∆ lattice and ε/∆ and R/∆ are positive
integers. Thus, f (M) lies in the interior of A1 implies that each component of f
(M)
1 has flow




1 is a boundary point of A1.
Now, note that for a simplex of dimension Q1 − 1, all boundary points can be
described by (a) points that lie strictly within the interior of a simplex of dimension k for
some k = 1, . . .Q1− 2 or (b) the boundary point lies on a vertex of the simplex (i.e, k = 0).
For case (a), without loss of generality, let the boundary point be in the interior of








for non-negative bi such that
∑
i bi = 1. Thus, we have







































Then, note that since
∑
i ai = 1, f̃1 lies in the k-dimensional simplex with vertices {vi, i =
0, . . . , k}. We now have







where, by construction, ai ≥ 0 and f̃1 and f (M)1 lie on the k-dimension simplex, with f
(M)
1 in
the strict interior of this simplex. Thus, all vectors within the simplex are feasible (i.e., the
direction vectors corresponding to both (vi− vk) and (vk− vi) for i = 0, 1, . . . , k are feasible
as f
(M)
1 in the strict interior), we can choose feasible directions with non-negative weights
to move from f
(M)
1 to f̃1. In other-words, (f̃1 − f
(M)
1 ) can be expressed as a non-negative
weighted sum of feasible direction vectors.
For case (b) where we are terminating at the vertex (say v0) of the Q1−1 dimension
simplex, the existence of non-negative πtl follows because f
∗
1 (ε) is in the (ε)-constrained set,
and the feasible directions include all directions of the form vi − v0, i = 1, 2, . . . , Q1 which
span the simplex set.
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The proof is analogous for all other receivers.
Thus, from (2.15) and (2.16), we have
Cn(f
(M)) ≥ Cn(f∗(ε))




where πt,l,m are non-negative and et,l,m are feasible. From the termination condition of
UESSM, we now have that along all feasible directions, dPt,m(f) − dPt,l(f) ≥ −ξ. This
is due to the following reason: Suppose et,l,m is a feasible direction. This implies a ∆
flow reallocation is allowed from flow fPt,l to flow fPt,m at iteration M. However, by the
statement of the Lemma, iteration M is the termination step. Thus, UESSM decides not to
re-allocate from flow fPt,l to flow fPm,l . This can happen due to one of two possibilities: (A)
dPt,l(f
(M)) ≤ dPt,m(f (M)) (i.e., Pt,l is already a “cheaper” path than Pt,m, so UESSM does
not further decrease the rate along flow fPt,l), in which case we have dPt,m (f)− dPt,l (f) ≥
0 > −ξ. The other possibility is (B) where dPt,m(f (M)) ≤ dPt,l(f (M)) < dPt,m(f (M)) + ξ
(i.e., the cost along path Pt,l is only “slightly” more expensive than path Pt,m, and thus,
UESSM decides not to switch). In case (B), we have 0 ≥ dPt,m(f)− dPt,l(f) ≥ −ξ.
Now, because the edge cost function is of the form ae(z
(n))k+1, k > 0, we have












(In other words, at termination, along all feasible directions, the negative gradient is small).
Now, due to the fact that πt,l,m are bounded by R (as the space is bounded) and
the fact that |E(f (M))| is finite (because the number of paths are finite, an upper bound is
2|P|2), we can choose ξ as in the Lemma statement to ensure that the difference in cost is
no more than α.
Lemma 5. For a given α > 0, let us fix ξ = α2(k+1)R|P|2 . Choose any (strictly) positive
∆ ≤ ξ(k+1)2L such that ε/∆ is a positive integer, and L = L(ε) is given in Lemma 3. Further,
choose β = ∆((k + 1)ξ −∆L) .
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Suppose that at iteration M, there exists a user t ∈ T , Pt,l = P∑ t−1
i=1 Qi+l
for some
l = 1, 2, . . . , Qt and Pt,m = P∑ t
i=1 Qi+m
, for some m = 1, 2, . . . , Qt (i.e. Pt,l, Pt,m ∈ Pt)
such that dPt,l(f)− dPt,m (f) < −ξ and fPt,m ≥ ε+ ∆ (i.e., a ∆ flow switch is feasible).





n < −β < 0.
Proof: To prove that a flow readjustment will cause a reduction in the overall cost function,
we will borrow some results from the proof of convergence of constant step-size descent
algorithms. Specifically, we will use the techniques in [53, Props 1.2.3, A.24] to demonstrate
that if the gradient of the cost function is Lipschitz over the state space of flows, then if
the difference of marginal costs between the paths are outside a ball of size ξ, the net cost
reduction following a ∆ ≤ ξ(k+1)2L readjustment of flows will be at least by β > 0, where
β = ∆((k + 1)ξ −∆L) .
Note that by considering a flow reallocation from Pt,m to Pt,l, the direction of
descent et,m,l = [0, 0, . . . , 0,−1, 0 . . .0, 1, 0 . . .0], where elements −1 and 1 correspond to


















































< −(k + 1)ξ (2.19)
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where the last step follows from the lemma flow condition.
From the descent lemma [53, Prop A.24], we have that if L is the Lipschitz constant
for ∇Cn(f) over the space of f , then
Cn(f + ∆et,m,l)− Cn(f)










≤ ∆(−(k + 1)ξ + ∆L)
Choosing ∆ ≤ ξ(k+1)2L , (such that ε/∆ is a positive integer), we have the desired result.
We are now ready to state the main result of this section.
Theorem 2. Choose the parameters α, ξ and ∆ given in Lemma 4. Then, UESSM converges
in a finite number of iterations (at iteration M), with the termination condition satisfying
|Cn(f (M))−C∗n| < 2α, where Cn(f (M)) is the cost with flow allocation f (M), and C∗n is the
optimal cost of the convex problem Ln-GLOBAL(G, c,R).
Proof: For each flow allocation f that is not at the terminal condition, by the description
of UESSM, there exists at least one user t ∈ T and some pair of paths Pt,l, Pt,m ∈ Pt such
that dPt,l(f)− dPt,m(f) > −ξ for which a ∆ flow reallocation is feasible.
Then, we have from Lemma 5 any feasible flow reallocation will reduce the sum
cost by at least β > 0, i.e. Cn(f
(s+1)) − Cn(f (s)) ≤ −β < 0 at iteration s. Hence, at each
iteration until the termination condition is reached, the cost function decreases by at least β.
The initial cost Cn(f
(0)) of the iterations is positive bounded and the cost is non-negative.
This implies that the algorithm will terminate in a finite number of iterations. Finally, from
Lemma 4 the termination condition satisfies |Cn(f (M))− C∗n(ε)| < α.
Further, note that we have chosen ε such that |C∗n − C∗n(ε)| < α holds. Hence, by
the triangle inequality,|Cn(f (M))− C∗n| < 2α.
Although, UESSM converges and has provably good convergence properties, UESSM
requires the source to maintain path information for all paths from the source to the desti-
nations. This motivates the design of a local distributed algorithm where nodes adjust flow
fractions based on the local flow and cost information at each node. We present such an
algorithm in the following subsection.
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2.5.4 Local Distributed Selfish Routing Algorithm (LDSRA) for Min-Cost
Routing
Local routing algorithms for cost minimization have been studied in the past in the
context of ad hoc network routing protocols, such as STARA [43, 44]. Such an algorithm
can be implemented with an exponential-forgetting estimation as in STARA to estimate
marginal costs from the source to each downstream node in the network and adjust fractional
allocation of flows at each node so as to minimize the local marginal cost.
The algorithm proceeds in two phases. In the first phase, each node s identifies a
set of neighbors Nks to reach destination k. Also, each node intermittently transmits probe
packets along Nks , which accumulate marginal costs along the paths, and the feedback from
these are used to estimate the marginal cost Dks,n(t) from s to k along each particular
neighbor n ∈ Nks at time t. The second phase is the flow reallocation phase. Each node
compares the estimated marginal costs of flows to a particular destination and then shifts
flow allocation by a fraction ∆ from the neighbor with higher marginal cost to one with
lower marginal cost.
It can be shown that under steady state a flow allocation is at a user equilibrium
(cf. Definition 1) if and only if all utilized paths from each node to each sink have equal
marginal costs (see for instance Lemma 6.1 [44]). Since the above flow reallocation phase
achieves the latter objective, under steady state it will also be at a user equilibrium. Further,
if all edge costs are monomials, from Theorem 1 it follows that the above flow reallocation
will have globally minimum cost in steady state.
In our simulations discussed next, we assume that the rate at which nodes reallocate
flows is much slower than the rate at which probe packets are generated and cost estimates
are gathered by each node. This allows us to assume, for purposes of simulation, that the
estimates Dks,n(t) at each node s are ideal. Future work will focus on designing stochastic-
approximation based algorithms for joint estimation and rate allocation in this distributed
framework, as well as analyzing its convergence and the rate of convergence under these
conditions similar to the analysis in [46].
2.5.5 Simulation results
We simulate UESSM over the classic 7-node butterfly network in [4, 13] with the
edge costs shown in Figure 2.1 for a rate 1 multicast session from source S1 to destinations
D1 and D2. The links are marked with the edge cost functions ce(x). In this example,
P1 = {f1, f2, f3} and P2 = {F1, F2, F3}.
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Figure 2.1: 7-node Butterfly network.


















Figure 2.2: UESSM Algorithm: Comparing
Ln approximation for n = 1, 2, 5, 10, 100.
We first study how Cn(f) changes with increasing values of n in the Ln-approximation
to the max function. The trajectories for 100 representative UESSM runs with ∆ = 0.01
with varying values of n are plotted in Figure 2.2.
The n = 1 case corresponds to multicast without network coding and has a much
higher sum-cost than that achieved by the L100-approximation, which is very close to the
cost with using the non-differentiable max function in GLOBAL(G, c,R). However, we note
that there is not much gain in going from n = 10 to n = 100. This suggests that the
Ln-approximation works well for even small values of n. Recall that we have bounded the
minimum value of n(δ) given an approximation error target δ > 0 in Remark 1.
We have also shown error bars corresponding to one standard deviation about the
mean, with random initial conditions. We observe that, irrespective of initial conditions,
the simulation sum-cost trajectories converges to the mean with progressively small vari-
ance. Typical trajectories of flow rates through various paths for the Butterfly network are
presented in Figure 2.3 with a step-size of ∆ = 0.01.
We next provide simulation results with the LDSRA algorithm for the same Butter-
fly network. The costs under two Ln-approximations (n = 1, 10) are plotted in Figure 2.4.
We note that as expected, Ln cost decreases as n increases. Further, a comparison of Fig-
ures 2.2 and 2.4 verifies that both algorithms converge to the same sum-cost. Also, we
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Cost, n = 10




























Figure 2.3: UESSM Algorithm trajectories: Sum costs and flows for the Butterfly network,
L10-GLOBAL(G, c,R), ∆ = 0.01.
compare the flows through the central edge in Figure 2.5 and observe that the equilibrium
state corresponds to the symmetric min-sum cost flow allocation.
2.6 Conclusion
In this work, we have presented a cost splitting rule at each link for the min-cost
problem using network coding and demonstrated that under this rule, the sum-cost across
the network at user equilibrium is the same as the min-cost subject to the condition that all
edges satisfy a uniform monomial cost function. Further, based on this result, we present two
selfish min-cost routing algorithms - UESSM and LDSRA - which have desired performance
in simulations. Additionally, we prove that UESSM converges to the min-cost flow allocation
for any network topology.
Observe that in our discussion of multicast with many sources, we restricted the
mixing of data to only between flows from a a particular sink. However, note that mixing
between flows from different sources would involve designing a network code for the many-
sources many-sinks problem. It is known that optimal code-design for such a case is NP-
Hard [11]. Thus, the design and analysis of approximation algorithms for network coding
with multiple-sources multicasting simultaneously would be an important area of future
research.
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Figure 2.4: Butterfly Network with the
LDSRA Algorithm: Ln approximation
for n = 1, 10.



















Figure 2.5: Butterfly Network with the




Network Coding for Finite-Field Broadcast and
Additive Interference Networks
3.1 Introduction
While network coding for broadcast networks has been the subject of much recent
study [16], [33], [17], there remains a need to capture the interference nature of the wireless
channel. In this work, we examine how network coding improves the throughput in a
channel model that operates over a finite field but which incorporates both the interference
and broadcast aspects of the wireless channel.
We consider a finite field interference network composed of nodes that are connected
by links that are either wireline or wireless. Unlike packets (symbols) traversing the wireline
links, symbols that are transmitted by a wireless node are subject to the broadcast constraint
that all links carry the same symbol. Further, if two or more wireless nodes transmit symbols
to a particular wireless receiver node, the symbols being sent over the air are subject to
both channel fading and additive interference, where all channel and network operations are
assumed to occur over an appropriate finite field. In the rest of this work, we will abuse
the terms fading, and interference, to mean operations of multiplication by a random finite
field element, and addition of symbols in the finite field, respectively.
Recently, Ray et al. [34],[35] have studied if source-channel separation exists in var-
ious networks in the presence of similar broadcast, and additive interference (albeit without
fading). In networking literature, the classic multiple access interference model for colli-
sion multiple-access channel (MAC) has been Aloha [72, 73], where, a collision of two or
more simultaneously transmitted messages results in a packet drop for both messages. Sub-
sequently, the authors in [74], present a variation of Aloha which allows (simultaneous)
multi-packet reception. In this work, we consider an intermediate stance where the inter-
ference of two signals in a MAC, both of which are elements of a particular finite field,
is modeled as the sum of the signals in the same finite field. Symbol loss due to noise is
modeled by allowing random complete erasure of the received signal.
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Practical implications of such finite-field additive interference (for non-fading chan-
nels) are discussed in [35]. However the authors in [35] do not discuss the unicast capacity
of a network composed of such finite field additive channels; the focus of their work is on
the source-channel separation problem for a variety of broadcast and interference scenarios.
3.1.1 Main Contributions
(i) In Section 3.2 we introduce a finite field broadcast and additive interference network
(directed graph) comprising of finite-field uniformly and independently distributed
fading channels subject to broadcast and interference constraints, as well as random
symbol erasure.
(ii) For a single-source unicast, we derive an achievable rate (4) using a random linear
coding (RLC) strategy at each of the nodes, as well as an upper bound (Theorem 3)
on the network capacity.
(iii) We show in Theorem 4 that our upper and lower bounds are tight asymptotically in
the field size (i.e., the difference between the upper bound and the achievable rate
scales as O(1/q), where q is the field size).
(iv) We present an example network in Section 3.7 to demonstrate that the unicast capacity
for broadcast and additive interference networks is lower in the absence of uniform i.i.d.
fading. In other words, fading diversity can lead to large gains in unicast capacity for
such network models.
We finally comment that the aim of employing the aforementioned finite-field model
is to take a step towards determining the capacity region of wireless networks operating over
a general Gaussian channel with fading. The latter, as is well known, is a very challenging
problem – for even simple network configurations, such as the single-relay channel or the
interference channel, the capacity regions are not yet known.
Hence, we consider a finite-field approximation of the general model, whose limit
(under an appropriate distribution remapping) as the field size grows is the fading Gaussian
channel. Even this simplification is not enough, as the capacity of a network of binary
symmetric channels is not known, which is a special case of the finite-field approximation.
Hence, we consider a further simplification of the model: instead of the additive noise term,
we allow random complete erasure of the received signal. For this case, we are indeed able
to obtain asymptotically tight bounds on the unicast capacity.
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Figure 3.1: Model of a wireless channel with broadcast and interference constraints in the
presence of fading coefficients hij ∈ Fq. Node vi, i = 1, 2, is constrained to send the same
codeword (chosen from Fq) on its outgoing links. Receiver vj , j = 3, 4 decodes the symbol
Yj = h1jX1 + h2jX2 with probability 1− εj and erasure symbol E with probability εj .
This work is motivated by the expectation that the insights obtained from the
simplified model will aid in the understanding of the more general model.
3.2 System Model and Notation: BAIN
We model a Broadcast and Additive Interference Network (BAIN) as a directed
graph (DAG) G = (V,E), where V , |V | = N , is the set of all nodes in the network, and
for each vi, vj ∈ V such that node vi can transmit to vj , there is a directed edge (link)
(vi, vj) ∈ E. In this work, we restrict ourselves to directed acyclic graphs. Let vs ∈ V
be the source node that wishes to transmit to destination vd ∈ N, vd 6= vs. Further, let
ΓO(vi)
∆
={(vi, vj)|(vi, vj) ∈ A} be the set of edges that leave node vi. Correspondingly,
ΓI(vj)
∆
={(vi, vj)|(vi, vj) ∈ A} is the set of edges incident on vj . Hence, the out-degree and
in-degree of any node vj are δO(vj)
∆
=|ΓO(vj)| and δI(vj)∆=|ΓI(vj)|, respectively.
Also, we model varying power constraints at various transmitters in the network by
varying the entropy of the transmitted codewords at each transmitter. We consider slotted
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time. Each vi ∈ V injects packets as a Bernoulli process with rate Ri. Then, we consider
all codes to be subsets of the field Fq for any log q ≥ maxi{Ri}. Thus, each codeword Xi
transmitted by vi ∈ V must be an element of a subfield of Fq, such that H(Xi) = Ri,
Ri ≤ log q.
We assume that independent erasures occur at each receiver in the network. Note
that in the BAIN, all erasures are node erasures, as opposed to edge erasures. The broadcast
nature of the wireless channel is modeled by constraining all outbound edges ΓO(vi) to carry
the same symbol Xi ∈ Fq.
We model interference as addition in the field Fq as follows: Consider the simplest
multiple access network where two wireless nodes vi, vj transmit simultaneously to receiver
vr such that ΓI(vr) = {(vi, vr), (vj , vr)}. Let Xi, Xj ∈ Fq be the codewords transmitted by
vi and vj , respectively. Let us consider coefficients hij uniformly distributed over Fq. Then,
vr receives Yr
∆
=hirXi +hjrXj, where all arithmetic is in Fq, with probability 1− εr, and the
erasure symbol E with probability εr. Erasure events are assumed to be independent across
receivers.
Also, since G is a Directed Acyclic Graph (DAG), without loss of generality, we can
arrange the nodes in topological order with vs = v0, vd = vN , and for each (vi, vj) ∈ E,
i < j. Each node vi – starting with v0 – creates RLC’s of the all the data packets that it
possesses (i.e. the packets a node vi has received over the edges in ΓI(vi) for a node i > 0,
or the original message data packets in case of the source node v0) and sends them out over
the edges ΓO(vi) to the nodes in the next topological order. In the rest of this work, with
some abuse in notation, we will write v < u for any two v, u ∈ V for a DAG G = (V,E)
when we mean that node u follows node v in topological order.
We next derive an upper bound and lower bound on the single-source unicast capac-
ity of BAIN. Let vs and vd denote the source node and the destination node, respectively.
Also, let Cq denote the unicast capacity of BAIN from vs to vd when operations and channel
coefficients are in Fq.
Remark 2. Observe that the rate of information across any cut in the BAIN G is subject to
the fading occurring at the edges that cross the cut. Due to the broadcast constraint imposed
on the outgoing edges, it is also necessary for packets from each of the outgoing nodes to
mix independently at the receiver nodes. For instance, if in a 2 × 2 cut of Figure 3.1, all
hij’s are the same non-zero value, it can be seen that the rate across the cut is limited to
log q. However, if the vectors (h11, h21) and (h12, h22) are linearly independent, a rate of
2 log q is achievable across the cut.
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3.3 Upper bound
We first derive an upper bound on Cq. To do so, we first define the following graph
transformation from a BAIN to a Broadcast Erasure Network (BEN), which is the same
as the Packet Erasure Network introduced in [16]. We will recall the BEN model in the
following definition for sake of completeness.
Definition 3. A Broadcast Erasure Network (BEN) is defined by a directed acyclic graph
G′ = (V ′, E′) where each edge (v′i, v
′
j) ∈ E′ represents a memoryless erasure channel and
the constraint that all edges e′ ∈ ΓO(v′i) are constrained to carry the same symbol Xi. The




j) at time t. The corresponding received
symbol at time t on edge (v′i, v
′
j) is Yij,t.
Note that in the above system, Yij is completely determined by the message symbols
Xi and erasures Zij . Further, observe that there are no ‘fading’ coefficients associated with
each channel in the BEN.
3.3.1 Transformation T: BAIN → BEN
Given a BAIN G = (V,E) we define the transformation T : (V,E) → (V ′, E′),
where T(G) is a BEN, as follows.
(i) Initialize V ′ = V and E′ = E. Further, each vi ∈ V continues to transmit packets
over its outgoing channels as a Bernoulli(Ri) process and subject to the broadcast
constraint that the codewords on all outgoing channels from vi must be the same at
each time-slot.
(ii) For each node vr ∈ V that receives messages along edges in ΓI(vr) ⊂ E, create a
node v′r ∈ V ′ and add an edge (v′r, vr) of rate Rr = log q to E′, i.e. V ′ := V ′ ∪ {v′r}
E′ := E′ ∪ {(v′r, vr)}.
(iii) For each edge (vi, vr) ∈ ΓI(vr), E′ := E′\{(vi, vr)} ∪ {(vi, v′r)}.





r, vr) ∈ E′ in BEN T(G) are coupled, and are denoted by the same ran-
dom variable Zr,t.
1 Since the node erasures are Bernoulli, Zr(t) ∼ Bernoulli(εr).
1so as to capture the node erasure process in the BAIN in terms of edge erasures. Note that while
the main result in [70] is for i.i.d. erasure processes; an intermediate result, [70, Equation A.1] holds for
correlated erasure processes as well. This is further elaborated in Remark 4 in Appendix A in [70].
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Note that each receiver v′r in T(G) receives separate signals over its incoming links,
i.e., T(G) has broadcast constraints but no interference.
This capacitated broadcast erasure network T(G) will be referred to as the equivalent
broadcast erasure network (EBEN) corresponding to G.














where εe is the edge erasure probability of edge e ∈ E′.
The capacity of broadcast erasure networks has been shown to be given by a gen-
eralized min-cut value in previous work by Gowaikar et. al. [16] and Lun et. al.[17]. We
apply these results to the EBEN T(G) to derive an upper bound on Cq.
Lemma 6. If the unicast capacity of the BAIN G is Cq and the unicast capacity of the
corresponding EBEN T(G) is CTq , then
Cq ≤ CTq (3.1)
Proof: To show that any rate acheivable by BAIN G is also achievable by EBEN T(G),
consider any code C that achieves rate Cq in the BAIN.
Now, consider any fixed vr ∈ V in the BAIN.
Let each vi ∈ ΓI(vr) be transmitting codeword Xi over the channel (vi, vr) ∈ E in





where E is the erasure symbol. We can now construct a code C′ on the EBEN which is
sample path coupled to code C on the BAIN as follows. Fix any sample path ω.
If at time t, Xi(t, ω) is the transmitted codeword by vi ∈ ΓI(vr), then the codeword
transmitted at time t by vi ∈ ΓI(v′r) in the EBEN is Xi(t, ω). Observe here that by our
construction of transformation T(·), the set {vi|(vi, vr) ∈ ΓI(v′r)} ⊆ V ′ on the EBEN is the
same as the set {vi : (vi, vr) ∈ ΓI(vr)} ⊆ V on the BAIN.
Thus, the codeword vector received by the intermediate node v′r in the EBEN is





=Xi(t, ω)1Zr(t,ω)=0 + E1Zr(t,ω)=1 (3.2)
is the codeword received on edge (vi, v
′
r) ∈ E′.
Let the coding C′ at each intermediate node v′r ∈ V ′ be as follows: if Y ′ir is the
codeword received on edge (vi, v
′
r) ∈ E′, then the codeword X ′r transmitted by v′r is






if Zr(t, ω) = 0, and X
′
r(t, ω) = 0, otherwise.




r, vr) are both coupled to the
same random variable Zr, the codeword Y
′
r received by node vr over edge (v
′
r, vr) in the
EBEN T(G) is E if Zr = 1 and X
′
r otherwise.
Then, from equations (3.3) and (3.2),
Y ′r (t, ω) =
∑
vi∈ΓI(vr)
hir(t, ω)Xi(t, ω)1Zr(t,ω)=0 + E1Zr(t,ω)=1
which is the same as Yr(t, ω).Thus, the received codeword Y
′
r at each node vr ∈ V ′ in the
EBEN T(G) is sample path coupled to the received codeword Yr at the corresponding node
vr ∈ V in the BAIN G. This implies that rate Cq is achievable by code C′ in the EBEN. We
are now done.
Theorem 3. The unicast capacity, Cq, from source vs to destination vd in BAIN G con-
sisting of links that are subject to broadcast and additive interference over the finite field Fq,




is the min-cut max-flow capacity of the BEN T(G), with VT(G)(S) being the cut value for
cut S.




Consider a block of n time-slots and any cut (S, S̄) ∈ S(s, d). Let Sedge∆={vi|∃vj ∈ ΓO(vi)∩S̄}
and RTq be any achievable information-theoretic unicast rate on the EBEN. We refer to an
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intermediate result in [70, Equation (A.1)] in the derivation of the upper-bound for a BEN,
reproduced here for sake of completeness: If P
(n)
e is the average probability of block error







I(Xi(t); (Yj(t), j : (vi, vj) ∈ E′, vj ∈ S̄))
+1 + nP (n)e R (3.5)
where Xi(t) is the codeword transmitted by vi ∈ V ′ and Yj(t) is the corresponding codeword





r , vr) ∈ E cannot both be on the edge of a cut. Hence, for any vi ∈ S, each
outgoing edge (vi, vj) ∈ E′ : vj ∈ S̄ must have independent erasures. Also, recall that the
packet injection rate at vi is Ri. Hence,





Then, from the definition of VT(G)(S) and equation (3.5),




for any cut (S, S̄) in T(G). Inequality (3.4) now follows directly if P
(n)
e → 0.
We are thus done.
We note that as a result of Lemma 6, the capacity of a similarly constructed BEN
provides an upper bound for the non-fading case as well. (Here, set each hij = 1 at all
times.)
Remark 3. In the remainder of this work, we will create a wireline erasure network [cf. [17]]
that supports unicast rate Cq(1−O(1/q)). Thereafter, we will construct a coupling between a
set of packets over the BAIN and this wireline erasure network and show that that rate loss is
limited to O(1/q) to conclude that a unicast rate of Cq(1−O(1/q))−O(1/q) = Cq(1−O(1/q))
is achievable on the BAIN. This scheme is summarized in Figure 3.2.
3.4 Min-Cut Max-Flow using RLC on a Tandem network
It is well known [16], [70] that for a wireline network with erasures, a max-flow
min-cut rate is acheivable. The result was proved using random coding arguments and
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Figure 3.2: Summary of proof technique to obtain unicast achievable rate in BAIN.
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subsequently [70], it was shown that a linear code is sufficient to obtain the cut capacity
under the condition that the exact locations of the erasures were known at the destination.
In parallel, inspired by ideas from [37], Lun et. al. [17][71], provide fluid limit
arguments to motivate that the max-flow min-cut rate can be achieved using random linear
codes(RLC) where each node transmits the RLC of all packets currently present at the that
node. As our system model is similar in construction to that of [71], we will first briefly
summarize the min-cut max-flow acheivability results for a wireline erasure network (WEN)
from [71]; and subsequently, in the following subsection, couple the innovation processes
in the BAIN G with those of an appropriately defined equivalent WEN, T (G). For sake
of completeness, we present a formal and expanded version of the fluid-limit arguments
presented in [71].
Lemma 7. For a single path L− 1-link tandem network H = (N,A), N = {w1, w2, . . . wL}
A = (wj , wj+1)|j = 1, 2, . . . , L− 1; with Bernoulli(rj) transmitter packet injection process
at node wj , and channel erasure process of Bernoulli(εj+1) on link (wj , wj+1) for j =
1, 2, . . . , , L− 1, a rate Rc∆=(1−O(1/q))×minj{rj(1− εj+1)} is achievable using the coding
strategy in Section 3.2.
Proof : Let m̄
∆
=(m1,m2, . . .mK) be the message vector at source w1 for any K < (1 −
δ)Rc∆(1 −O(1/q)) for any δ > 0 and ∆ ∈ N. We will first show that in ∆ time-slots, with
probability probability approaching 1, as ∆→∞ all K packets can be decoded at wL.
Each wj injects packets on (wj , wj+1) as an i.i.d. process {Rjt} defined as
Rjt =
{
1 if a packet is injected on (wj , wj+1)
0 otherwise
with P(Rjt = 1) = rj at each time-slot t. Also by our model the error process {Z(j+1),t} on
link (wj , wj+1) is an i.i.d. erasure process at each slot t with P(Z(j+1),t = 1) = εj+1.
Let us define sets Vj(t) indexed for time-slots t ∈ N at each node wj , for j = 2, . . . , L.
Let each Vj(t) be the maximal linear independent subset of message packets at wj at time
t, in other words, |Vj(t)| = |span(St(wj))| where St(wj) = {xtj |j = 1, 2, . . . , t} is the set
of all packets received at wj up to time t (without loss of generality, let us replace erasure
symbols among the received packets by the 0 element from Fq).
Definition 4. For any j = 1, 2, . . . , L− 1, a packet x transmitted from wj to wj+1 is said
to be innovative at wj+1 at time t if x is not an erasure symbol E and x 6∈ span(St(wj+1)).
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The dynamics of {Vj(t)} are as follows: if the incoming packet x is innovative,
|span(St+1(wj+1))| = |span(St(wj+1))|+ 1; correspondingly, Vj+1(t+ 1) = Vj+1(t) ∪ {x}.
Since the span(St(wj+1)) can only increase if span(St(wj)) > span(St(wj+1)), we
can think of a queue build up of innovation Qj(t)
∆
=|span(St(wj))| − |span(St(wj+1))|. The
first node where innovations are queued up is at node w2, and the last node is at wL−1.
Accordingly, a packet x received at wj+1 can be an innovative packet only if Qj(t) >
0. Note however, that Qj(t) > 0 does not guarantee that x is innovative. Since x =
RLC(St(wj)) =
∑
xtj∈St(wj) βjtxtj , it is possible that the random coefficient vector βit =
0 corresponding to all packets xti 6∈ span(St(wj+1)), thereby making the packet x non-
innovative [i.e. the resulting x ∈ span(St(wj+1))].
Definition 5. The random coefficient vector {βjt} as defined above is said to be unsuitable
if the following criteria are met:
(i) If innovation is present in wj with respect to wj+1, i.e. Qj(t) > 0
2 and RLC(St(wj)) =
x ∈ span(St(wj+1)).
(ii) Else if, innovation is not present in wj with respect to wj+1, i.e. Qj(t) = 0, and
Λjt = 1; where Λjt ∼ Bernoulli (O(1/q)).
Else, the coefficient vector is said to be suitable.
However, since the random coefficients βjt are chosen independently of any other
process in the network G the probability that the coefficient vector is unsuitable can be
bounded by 1−O(1/q)(cf. [17], [18]). Thus, we can define an event Ajt, on probability space
Ω, corresponding to the choice of coefficient vector {βjt} as follows Ajt = 1{βjt is suitable}.
Definition 6. For any j = 1, 2, . . . , L − 1, a packet x transmitted from wj to wj+1, is
defined as a candidate packet if it is received without erasure, and the random coefficient
vector βjt is not unsuitable.
Remark 4. Thus a candidate packet is also an innovative packet when Qj(t) > 0 (i.e. the
node wj has innovation with respect to node wj+1).
2equivalently, span(St(wj)) 6⊆ span(St(wj+1))
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Noting from the above discussion, the packet injection process Rjt, the erasure
process Z(j+1),t and the process Ajt at any time-slot t are independent of each other, and
are each i.i.d. across time-slots.
Let Cjt ∈ {0, 1} be the random variable where Cjt = 1 if and only if a candidate
packet is received on link (wj , wj+1). Then, by the definition of a candidate packet, Cjt =
Rjt(1 − Z(j+1)t)Ajt, and thus the process {Cjt} is i.i.d. across time with P(Cjt = 1) =
rj(1 − εj+1)(1 −O(1/q)).
In the following, since w2 is the first node where innovations are queued, we will first
model the slotted-time arrival of innovative packets and candidate packets on link (w1, w2)
as marked point processes in continuous time τ ∈ R+ where arrivals occur at times τ ∈ N.
Packets arrive at w2 at the beginning of a time-slot and, if serviced, depart at
the end of that time-slot. We will assume that the source w1 has an infinite backlog of
innovative packets. Hence the innovation packet arrival process on (w1, w2) is the same as
the candidate packet arrival process and is given by the i.i.d. geometric process {C1t}, t ∈ N.
In terms of the continuous time model, this implies that the interarrival epoch τi between
the i− 1-th and i-th innovation is distributed as τi ∼ Geometric(r1(1 − ε2)(1−O(1/q))).
In the slotted-time system, the arrival of a candidate packet at any wj+1 is governed
by the i.i.d. process {Cjt}, t ∈ N defined above and depart at the end of the time-slot in
which they are serviced. Therefore, in the continuous time model, the service-time distri-
bution θ−ji for the i-th innovative packet at wj is given by θji ∼ Geometric(rj(1− εj+1)(1−
O(1/q)) where θ−
∆
= supτ{τ < θ}, i.e. the left limit point before the next epoch of length 1.
Accordingly, we can define the counting processes Bj(τ) and Cj(τ) for the arrival




















1{Qj(s) > 0}ds) (3.8)
for j = 2, . . . , L− 1, where the last relation follows from the observation in Remark 4.
By our definition of Qj(τ) be immediately have that Qj = Bj−1 − Bj for j =
2, . . . , L− 1. Let us define the processes Xj ∆=Cj−1 − Cj and Yj ∆=Cj −Bj , where C1 = B1.
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Note that the process Yj corresponds to the total number of “idle” slots where the candidate
packet could have been an innovative packet if only Qj(t) > 0. We can therefore write the
Skorohod problem for all j = 2, 3, . . . , L− 1 and all τ ≥ 0,
Qj(τ) = Xj(τ)− Yj−1(τ) + Yj(τ) (3.9)
Qj(τ)dYj(τ) = 0 (3.10)
dYj(τ) ≥ 0 (3.11)
Qj(τ) ≥ 0 (3.12)
with initial conditions
Yj(0) = 0. (3.13)









































Q(τ) = X(τ) + RY(τ)









1 0 0 0 . . . 0
−1 1 0 0 . . . 0
















It is easy to check that R is an M -matrix [75, Section 7.2] since GR
∆
=(I − R) is a matrix
will all positive elements and R, being a lower triangular matrix is invertible.
Then, from the Oblique Reflection Mapping Theorem [75, Theorem 7.2], for each
RCLL function X, we can find the reflection mappings (Φ,Ξ) such that Q = Φ(X), Y =
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Ξ(X). In other words, for each X, the pair (Q,Y) are unique. Further, Φ and Ξ are
Lipschitz continuous on the space of RCLL functions endowed with the uniform norm.





= rj(1− εj+1)(1−O(1/q))τ (3.14)
exist almost surely and uniformly over compact sets for all j = 1, . . . L− 1.
Then by the Lipschitz property of the reflection mapping (Φ,Ξ),
QNj (τ) →a.s. qj(τ)
XNj (τ) →a.s. xj(τ)
Y Nj (τ) →a.s. yj(τ)
almost surely, uniformly over compact sets, where the limiting functions satisfy the following
set of ”fluid” differential equations
qj(τ) = (1−O(1/q))(rj−1(1 − εj)−




A formal proof of the above Functional Strong Law of Large Numbers for an open network
is presented in [75, Theorem 7.23].
We can check that the following pair of functions (q, y) that satisfy the above set
of equations
qj(τ) = (1 −O(1/q))(rj−1(1− εj)− rj(1− εj+1))+τ (3.15)
yj(τ) = (1 −O(1/q))(rj−1(1− εj)− rj(1− εj+1))−τ ; (3.16)
for j = 2, . . . , L − 1 and are hence the unique solution to the system of fluid differential
equations above.
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Then for any δ1 > 0, there exists a ∆ large enough such that
ν
∆








= (1− δ1)(1 −O(1/q)) min
j=2,...,L
{rj−1(1− εj)}
The above expression implies that as long as δ1 < δ, K < ν and thus the source
messages can be decoded with probability (1−O(1/q)). Thus, by choosing δ small enough,
the resultant achievable decoded information-theoretic rate at the destination can be made
arbitrarily close to Rc.
3.5 Max-flow Min-cut on a WEN
Definition 7. A wireline erasure network (WEN) H = (V,E) is a directed graph with
additional link properties (rjk, εjk) corresponding to each arc (vj , vk) ∈ E; in each unit time-
slot, vj injects packets on (vj , vk) towards vk with i.i.d. probability rjk and the link (vj , vk)
suffers packet erasures with i.i.d. probability εjk where the erasure process is independent of
the packet injection process.
Remark 5. According to the definition above, the packet injection process, and the erasure
process respectively, can alternately be stated as Bernoulli(rjk), resp. Bernoulli(εjk).
Let us consider the transform Θ on a wireline erasure network H , where each link
(v′′j , vj) in H , with capacity log q and erasure probability εj , is replaced by an erasure-free
link of capacity log q(1− εj), keeping the topology of both networks the same, viz. H .
As seen the previous subsection if H is a tandem wireline erasure network and a
flow f is feasible on Θ(H), then an information-theoretic rate f(1 − O(1/q)) – in other
words, an innovation flow of rate f(1−O(1/q)) – is feasible on H .
In this subsection, we generalize the results from the previous subsection to the case
any wireline erasure network with the topology of a directed acyclic graph. The authors in
[71] present arguments to motivate the following result for any WEN H whose topology is
directed acyclic graph. As before, for sake of clarity, we present a detailed proof based on
the arguments in [71].
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Lemma 8. For any directed acyclic WEN H, if flow f is the maximum unicast flow feasible
on error-free capacitated graph Θ(H), then an information theoretic rate f(1 − O(1/q)) is
achievable between the source and destination in the WEN H.
Let P denote the set of all source-destination paths over the network Θ(H). Since
the topology of H and Θ(H) are the same (only the link properties are changed) each P ∈ P
is defined identically for both Θ(H) and H . Since the flow f is achievable on Θ(H), we can





on each path such that fP ≥ 0 for all P ∈ P.
Further, for any edge (vj , vk), we define the set of paths Pjk
∆
={P ∈ P|(vj , vk) ∈ P}.
Each path P in WEN H may now be viewed as a tandem network of length |P |. For any
vj ∈ V , let Pj ∆=
⋃
vk∈ΓO(vj) Pjk be the set of paths cross it.
Let m̄
∆
={m1,m2, . . . ,mK} be the set of messages at the source v1. We will partition
m̄ into sets m̄P of messages corresponding to each path P with KP
∆
=|m̄P | < (1− δ)fP (1−
O(1/q))∆ for some δ > 0 and ∆ ∈ N.
We will now demonstrate that a rate of fP innovations from source to destination
is possible over the WEN H for all P ∈ P. In other words, for any fixed δ > 0, as ∆→∞,
all KP innovations will be received at the destination with probability 1.
Let us first define the Bernoulli process {ψjk(t)} corresponding to each edge (vj , vk) ∈
V and each time-slot t, where ψjk(t) ∈ {P ′|P ′ ∈ Pjk} with
P(ψjk(t) = P ) = fP /
∑
P ′∈Pjk
fP ′ . (3.17)
3.5.1 Coding scheme
Consider any node vj ∈ V . For each P ∈ Pj traversing node vj , the node maintains
a separate set of packets SPt (vj) received on path P . Further, let us denote the next node on
path P to be vk, i.e. (vj , vk) ∈ P . At each time-slot t, the value of ψjk(t) is known to both







and forwards it to vk on link (vj , vk).
Analogous to the treatment in the previous subsection, we will define sets |V Pj (t)|
∆
=span(SPt (vj))
at each node vj and corresponding to each P ∈ Pj .
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Similarly, we can extend the notions of candidate and innovative packets from the
previous subsection as follows. If x is received at vk without erasure and the random
coefficient vector βPjk(t) is suitable, it is defined as a candidate packet on path P . Further,
if x 6∈ span(SPt (vk)) then x is said to be innovative at vk on path P .
Accordingly, if vk receives an innovative packet x in time-slot t on path P , V
P
j (t+
1) = V Pj (t) ∪ {x} and span(SPt+1(vk)) = span(SPt (vk) + 1). Also, analogous to the case of




=span(SPt (vj))− span(SPt (vk)) > 0. (3.18)
Note that the restriction of random linear coding only within packets received on the same
path ensures that innovations do not mix between paths and hence the ”innovation queue”
processes QPj can be decoupled at each node vj .
3.5.2 Sample-path coupling
Let Rjk,t, Ajk,t, Zjk,t ∈ {0, 1} be the indicator random variables representing the
events that vj injects a packet on link (vj , vk), the random coding vector βjk(t) is suitable
(i.e. not unsuitable, c.f. Definition 5), and erasure occurs on link (vj , vk), respectively, all
in time-slot t.
Also, for each vk ∈ ΓO(v1), let {BP1 (t)} be the i.i.d. arrival process of innovative
packets on path P to node vk such that (v1, vk) ∈ P . Further, recall that ψjk(t) is the
random variable taking values in {Pjk} where ψjk(t) = P denotes the event that the link
(vj , vk) is allocated for the purpose of bearing a packet from the set S
P
t (vj) on path P .
Under the i.i.d. assumptions of the operations of packet injection, erasure, random linear
coding, and path allocation on an edge; the overall sample space Ω (endowed with the







where each Ωjk(t) is the sample space induced by the random variables {Rjk,t, Ajk,t, Zjk,t, ψjk(t)}
for j > 1; for each vk ∈ ΓO(v1), Ω1k,t is the sample space induced by the random variables
{Rjk,t, Ajk,t, Zjk,t, ψjk(t), {BP1 (t)|P ∈ P1k}}.
Corresponding to each P ∈ P, we can then define the sample space ΩP , endowed
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The sample spaces Ωjk(t) and Ω
P
jk(t) are coupled as follows: for each ω
P ∈ ΩPjk(t)Rjk,t(ωP ) =
Rjk,t(ω), Ajk,t(ω
P ) = Ajk,t(ω), Zjk,t(ω
P ) = Zjk,t(ω) and random variable ψ
P
jk(t)(ω
P ) = 1
if ψjk(t) = P .
Remark 6. While the random processes {Rjk, Ajk, Zjk, ψPjk}, for a particular path P are
all independent of each other, however, they are not independent across paths. In particular,
for two paths P, P ′ ∈ Pjk, the processes Rjk, Ajk, Ejk are the same, and if ψPjk = 1, then
ψP
′




3.5.3 Path specific Skorohod Problems
The sample path map ω → ωP , by construction, preserves the i.i.d. packet arrival
and service processes – formally, for link (vj , vk) ∈ P , CPj (t, ωP )
∆
=Rjk,t(1−Zjk,t)Ajk,tψPjk(t)
and CPj (t, ω)
∆
=Rjk,t(1 − Zjk,t)Ajk,t1{ψjk(t) = P} satisfy CPj (t, ωP ) = CPj (t, ω); simi-
larly BP1 (t, ω
P ) = BP1 (t, ω). Since the sample path evolution of the packet sets {SPt (vj) :
vj on path P} is uniquely determined by the arrival and service processes, we can therefore
state that SPt (vj , ω) = S
P
t (vj , ω




Considering the dynamics of the tandem queue given by {QPj |vjon path P} under
the probability space {ΩP ,FP ,P}, just as in the previous Section 3.4, we will now embed
the discrete-time processes above in continuous time τ ∈ R+ where packet arrivals at the
node occur at times τ ∈ N and packets are serviced at times τ = θ− where θ ∈ N.
Let BPi (τ) and C
P
i (τ) be the counting processes corresponding to the arrival of
innovative packets and candidate packets, respectively, on path P , for any node vi on path
P which we will re-index as i = {1, 2P , . . . , jP , . . . , n}. We can analogously define processes
XPjP
∆
=CPjP −1 − CPjP and Y PjP
∆
=CPjP −BPjP , where CP1 = BP1 .
For each individual path P , we can then write the Skorohod problem analogous to
the system in (3.9)-(3.13) on space ΩP .
For each P ∈ P, we can then consider an analogous sequence of systems indexed by
N ∈ N and define the processes (QN,PjP , C
N,P
jP
, XN,PjP , Y
N,P
jP
) on ΩP . The corresponding fluid
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limits can be shown to exist and satisfy analogous fluid differential equations where






rjP ,jP +1(1− εjP ,jP +1)(1 −O(1/q))τ.
for each node (vjP ) on path P .
















Since this holds for every P ∈ P and the set P is finite, the joint convergence of the
RCLL counting processes for all P ∈ P to the fluid processes holds; the corresponding fluid
rate-set of {f̃P |P ∈ P} is supported.
Therefore, on each edge (v′j , v
′














Since f can be any flow on Θ(H), in particular let f be the maximum flow possible
for the network Θ(H). Then, there exists a cut (S, S̄) (the min-cut corresponding to the
max-flow) on Θ(H) such that for all (vj , vk) ∈ E,vj ∈ S, vk ∈ S̄,
∑
P∈Pjk
fP = rjk(1− εjk).
This implies that the link (vj , vk) is the constraining link for every path P ∈ Pjk; formally,
for each P ∈ Pjk above,






































where (a) follows from the property in equation (3.20).
Now since the RHS on (3.21) is the size of the min-cut (S, S̄) on Θ(H), by the
max-flow min-cut theorem on packet networks, f̃(S, S̄) = f(S, S̄)(1 - O(1/q)).
We are now done.
3.6 Achievable rate for BAIN
3.6.1 Coding scheme
We next lower bound the unicast capacity of BAIN with i.i.d. and uniform fading
by constructing a coding strategy employing the same coding scheme as Lun et al. [17, 71].
Consider a coding epoch of ∆ time units. Suppose that the source gets message packets
at rate C̄q(1 − δ). Given a collection of messages {a1, a2, . . . , am}, we define Random Lin-
ear Combining (RLC) of these messages by RLC({a1, a2, . . . , am})∆=
∑m
i=1 αiai where each
αi, ai ∈ Fq and αi’s are chosen uniformly i.i.d. from Fq. The source vs now generates such
RLCs, and transmits these RLCs to all receivers in ΓO(vs). Similarly, each node vi broad-
casts RLCs of its received messages to its neighbours. The transmissions are synchronized to
slotted time t ∈ N; the exact schedule that the transmitters and receivers follow is detailed
in Section 3.6.3.
Since each coded packet x is ultimately an RLC of the a′is, we can express x =
∑m
i=1 βiai where βi ∈ Fq. This vector β = (βi)mi=1 is called the auxiliary encoding vector
for packet x. We can now think of each node in the network to be forwarding innovative
packets (i.e. new linear combinations of messages that were not in the span of the existing
codewords at each receiver) and hence, as done in [17, 71], it suffices to track the flow of
innovative packets through the network.
56
Figure 3.3: An example of a BAIN (above) and corresponding EWEN (below) obtained by
transformation T (·).
3.6.2 Equivalent Wireline Erasure Network
We can now construct an equivalent wireline erasure network (EWEN) from the
BAIN G = (V,E) via the graph transformation T defined below.
Let V, VT be sets of vertices and E,ET be sets of directed edges, where E ⊆ V × V
and ET ⊆ (V ∪VT )×(V ∪VT ). We can then define a graph T (G) given by the transformation
T : V × E → (V ∪ VT )× ET on the BAIN G = (V,E) as follows (see Figure 3.3):
i. Start with VT = ∅, ET = ∅;
ii. For each ui ∈ V such that ΓO(ui) 6= ∅, define vertex u′i ∈ VT , ET := ET ∪ {(ui, u′i)};
iii. For each vj ∈ V such that ΓI(vj) 6= ∅, define vertex v′′j ∈ VT , ET := ET ∪ {(v′′j , vj)};
iv. For each (ui, vj) ∈ E, ET := ET ∪ {(u′i, v′′j )}, where u′i, v′′j are as defined above.
Additionally, we will specify that the vertices are nodes (full duplex) and the edges
are wired links with uniform capacity log q. With a slight relaxation of rigour, will use T (G)
to denote both the network and the graph that describes the topology of the network – we
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will call this the equivalent wireline erasure network (EWEN) T (G). If for each node ui ∈ V
that broadcasts symbols in Fq over BAIN G with rate Ri, we define a wired link (ui, u
′
i) in
network T (G) where ui transmits a packet with rate Ri.





0 if packet is received correctly
1 if decoder outputs erasure symbol
at each vj ∈ V , on BAIN G, with erasure probability P(Ej = 0) = εj . We will specify that
the corresponding link (v′′j , vj) ∈ ET is an erasure channel with a Bernoulli erasure process
Z̃j .
Remark 7. Note that the transformation T (·) to construct the EWEN is different from the
transformation T(·) to construct the EBEN. In the EBEN, the transmitting nodes were under
the broadcast constraint (viz. each edge in ΓO(vi) in T(G) must carry the same message
symbol at any timeslot). However, the EWEN is fully wireline, in the sense that each edge
in ΓO(vi) in T(G) can carry different symbols at the same timeslot.
3.6.3 A schedule on the EWEN and the BAIN
Let us introduce the notation Qi(t) for the sum of all individual path queues at





where QPi (t) is as defined in (3.18).
For each vi ∈ V , we will now couple the progression of innovations m(vi, t) over G
with the progression of innovative packets and the corresponding innovation queues Qi(t)
in T (G). Note that in the above statement, we restrict ourselves only to the nodes vi ∈ V
(as opposed to nodes v′k, v
′′
k ∈ VT which are not defined in BAIN G, but exist only in the
EWEN T (G)).
Let us denote the unique directed path between two nodes vi, vj ∈ V in T (G) by
P (vi, vj) = vi → v′i → v′′j → vj .

















f̃P < log q(1− εj). (3.23)
for all vi, vj ∈ V.
Definition 9. We define a schedule as a time-indexed collection of active path sets Σ′(ω, t)





={P (vi, vj)|Zj(ω, t) = 0} (3.24)
such that if P (vi, vj) ∈ AΣ
′
(t), then P (vk, vj), P (vi, vk) 6∈ AΣ
′
(t) for all vk 6= vi, vj respec-
tively in EWEN T (G).
Remark 8. The schedule Σ′ induces a subgraph T (G)(AΣ
′
(ω, t)) on the EWEN T (G) such
that the in-degree or out-degree of any node in T (G) is no more than 1 at any time t. In
other words, the nodes in VT do not queue any packets.
Since each node is full duplex, the transmitter Tx(v) and the receiver Rx(v) of
any node v ∈ V do not conflict with each other. Hence, we can define the bipartite graph
K(G)
∆
={Tx(V ), Rx(V ), Tx(V ) × Rx(V )}, where edge (vi, vj) ∈ Tx(V ) × Rx(V ) if there
exists a path P (vi, vj) in EWEN T (G) as defined above.
Consider the i.i.d. state process M(t) where each distinct state m ∈ M is indexed
by the vector (Zi)vi∈V . Since the number of nodes |V | is finite, the total number of states
in M is 2|V |, hence finite. Let πM be the stationary distribution of M. (Such a distribution
exists because M(t) is i.i.d.) Let K(m) be the set of feasible matchings (including the null
match) on bipartite graph K(G) at state M(t) = m at time t.
Then any schedule Σ′ on the EWEN induces a probability measure φm = (φmk, k ∈
K(m)) on the set of feasible matchings at state m, for all states m ∈M; such that φmk ≥ 0
for all k ∈ K(m) and ∑k∈K(m) φmk = 1. In other words, the schedule selects a convex
combination of the set of all feasible matchings over all states.












i,j=1 is the service point corresponding to the induced measure
φ.
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Definition 10. A static split schedule φ0 is defined by a measure φ0
3, over the set of feasible
matchings on K(G) where, at time t, if the Markov chain M(t) = m, then the scheduler
picks matching k ∈ K(m) with probability φ0,mk.
The rule is static in the sense that the scheduling decision depends only on the
current state of the system.
Claim 1. For any feasible service point for the EWEN, under the constraint that nodes
v′i, v
′′
i ∈ VT do not queue packets, there exists a static split schedule φ that can achieve that
rate. In other words, a static split rule based schedule is maximal on the set of all feasible
service rates on the EWEN.
Proof: See Section 3.8.1.
Since from the above claim there exists an SSS to achieve any feasible rate on EWEN
T (G), there must also be an SSS to achieve the maximum end-to-end rate on the EWEN
T (G) under the constraint that no v′, v′′ ∈ VT store packets. We will now characterize the
maximum end-to-end rate. First, we show that for any flow f̃ that meets the constraints
of Defintion 8, an information theoretic unicast rate of f̃(1−O(1/q)) is feasible on EWEN
T (G).
Claim 2. If Z̃j = Zj, then there exists a time-indexed collection of active path sets, A
Σ′(ω, t)
that satisfies information theoretic unicast rate f̃(1−O(1/q)) on EWEN T (G). Equivalently,
we can find a schedule Σ′(ω, t) on EWEN T (G) such that an innovation flow of f̃(1−O(1/q))
is achieved.
Proof: See Section 3.8.2.
Lemma 9. If Z̃j = Zj for all vj ∈ V , the maximum end-to-end rate on T (G) is given by
C̄q(1−O(1/q)).
Proof: By Claim 2, any flow f̃(1 − O(1/q)) as given by the constraints in Defintion 8 is
feasible on EWEN T (G). Then, by Definition 8, it trivially follows that the sum-rate of flow
across any cut (S, V \S), where S ⊆ V , is given by VT(G)(S)(1−O(1/q)).
3We will reuse the notation here, a static split schedule given by φ· will indicate that the corresponding
measure is φ·.
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Further, by the max-flow min-cut theorem, we know that the maximum value of
∑
P∈P f̃P corresponds to the smallest cut in the EWEN. Hence the maximum end-to-end
rate on T (G) is given by C̄q(1 −O(1/q)).
We will now construct a schedule Σ on BAIN G based on Σ′ as follows:
(i) For each P (vi, vj) ∈ AΣ
′
(t), ui transmits Xi = RLC(St(vi))
(ii) vj receives the symbol Yj =
∑
k∈ΓI (vj) hkjXk;
(iii) for each vk such that
⋃
vk∈V P (vk, vl) ∩AΣ
′
(t) = ∅, vk does not transmit any symbol;
(iv) for each vk such that
⋃
vk∈V P (vl, vk)∩AΣ
′
(t) = ∅, then vk drops all received packets.
Analogous to the definition in (3.24), of a path set on EWEN T (G) under schedule
Σ′ at time t, we can define the active-edge set
AΣ(t)
∆




Let us introduce notation for the transmitters and receivers in AΣ(t) as follows,
V Σtx(t)
∆
= {vi ∈ V |(vi, vj) ∈ AΣ(t)}
V Σrx(t)
∆
= {vj ∈ V |(vi, vj) ∈ AΣ(t)}.
Further, by Definition 9, all nodes in the subgraphG(AΣ(t)), induced by the active setAΣ(t),
have in-degree and out-degree no more than 1. Hence, we can make a 1-1 correspondence
between the transmitters and receivers in G(AΣ(t)).
Note that, in general, V Σtx(t) ∩ V Σrx (t) 6= ∅ and so (V Σtx (t), V Σrx(t)) is not necessarily a
cut on G(AΣ(t)).
3.6.4 “Red” packets and the random event D(t)
Consider an active set AΣ(t) in G, with transmitters ui ∈ V Σtx(t) labeled i =
1, 2, . . . ,m and receivers vj ∈ V Σrx (t) labeled j = 1, 2, . . . ,m. Here, m = |V Σtx (t)| = |V Σrx (t)| =
|AΣ(t)|.
Recall that the nodes in the subgraph G(AΣ(t)) have in-degree and out-degree no
more than 1 and we can make a 1-1 correspondence between the transmitters and receivers
in G(AΣ(t)).
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Let V0(t) ⊆ V Σrx(t) be the set of nodes in the BAIN G such that the corresponding
nodes in EWEN T (G) receive innovations at time t. Let U0(t) ⊆ V Σtx (t) be the corresponding
set of transmitters in BAIN G. Also let m0(t)
∆
=|V0(t)| = |U0(t)|; m0(t) ≤ m.
Since the nodes in V0(t) are part of a DAG, there exists a topologically ordered
collection of indices J = {j1, j2, . . . , jm0(t)}, and the corresponding collection of nodes
V0(t) = {vj1 , vj2 , . . . , vjm0(t)} along with an (unordered) index set K = {k1, k2, . . . , km0(t)},
and the corresponding distinct collection of nodes U0(t) = {uk1 , uk2 , . . . , ukm0(t)}, such that
(uki , vji) ∈ AΣ(t). In other words, uki transmits a packet at time t and vji receives the
Fq-sum of all incident codewords at itself.
Let us define the row vectors
h̄i
∆
=(η0,ji , η1,ji , . . . , ηm0(t),ji)









To count the progression of innovative packets on the BAIN, we will consider a
subset of packets available at any node. In the following, we will denote this set SRt (vj)
of packets as “red” packets and the rest as “black” packets; thereby partitioning the set of
packets at node vj ∈ V at any time t as follows
St(vj) = S
R
t (vj) ∪ SBt (vj) (3.25)
where SRt (vj) ∩ SBt (vj) = ∅.
Definition 11. We will define the set SRt (vj) by construction as follows:
Initialize: SR0 (v1) = {a1, a2, . . . , aK}, SR0 (v) = ∅ for all v ∈ V \v1.
Recursion Let SRt (v) be the sets of “red” packets at nodes v ∈ V at time t ∈ N such that
∑
v∈V |SRt (v)| = K, and the set has span K. This is trivially true at t = 0.
Let AΣt be the schedule at time t and the sets U0(t) and V0(t) are as defined above.
We will also use the indexing uki ∈ U0(t), vji ∈ V0(t) corresponding to schedule Σ in time
t. Let us index the total set of red packets as
SRt (V ) = {x̂t1, x̂t2, . . . , x̂tm0(t), x̂
t
m0(t)+1, . . . , x̂
t
K}
where each of the first m0(t) red packets satisfy that x̂
t
i ∈ SRt (uki) for i = 1, 2, . . . ,m0(t)
and the rest of the red packets are indexed arbitrarily.
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If SRt (V ) has span K, and since all packets are formed by linear combinations of
the original message set, we can express each packet x ∈ St(uki) as a linear combination of








where ξtj ∈ Fq are the corresponding coefficients. Note that this applies to both “red” and




i) = 1. (3.26)














































where a∗ denotes the transpose of vector a.









i be the symbol received at each vji . For all i = 1, 2, . . . ,m0(t),








Ht is full rank
}
.








Then we can define the sets SRt+1(v) as follows:
(1) If D(t) ∩ (SRt (V ) has span K)4
1a. For each uki ∈ U0(t), pick any xl ∈ SRt (uki) such that the corresponding βl,new 6= 0








1b. For each vji ∈ V0(t), SRt+1(vji )
∆
=SRt (vji) ∪ {Y ti }.
(2) Else,




t (uki) for all
uki ∈ V0(t).
2b. For each vji ∈ V0(t), SBt+1(vji )
∆
=SBt (vji ) ∪ {Y ti }.
To prove that the above algorithm to mark “red” packets progresses in time, we
first show that if D(t) occurs, and the set of red packets at time t, SRt (V ) is full rank, then
the set of red packets at time t+ 1 is full rank as well.
Lemma 10. (SRt (V ) has span K) =⇒ (SRt+1(V ) has span K)
Proof: It is trivial to check by the construction above that if D(t) fails, then
SRt+1(V ) = S
R
t (V ), the set of red packets are not updated; hence if S
R
t (V ) has span K) then
SRt+1(V ) has span K).
If condition D(t) is true, the set of red packets at time t+ 1 is, using the notation
from Definition 11,
SRt+1(V ) = {Y t1 , Y t2 , . . . , Y tm0(t), x̂
t
m0(t)+1, . . . , x̂
t
K}
4We are using the same notation for a logical condition and an event. If A is a logical condition, the
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Since Ht guarantees that the transfer matrix Ht is full rank, and Bt implies that
the coefficient matrix Nt1 is full rank, it implies that H
tNt1 is full rank. This implies that
the row rank of the matrix Gt is m0. It is immediate, then, that the set {Y t1 , Y t2 , . . . , Y tm0(t)}
is linearly independent, i.e. with rank m0(t).
Further, since HtNt1 is full rank, none of the rows of H
tNt1 are all zero. Hence, for
each i < m0(t), there exists at least one l ∈ 1, 2, . . . ,m0(t) such that coefficient γtil 6= 0.
Thus, for each i < m0(t) Y
t
i /∈ span({x̂tm0(t)+1, . . . , x̂
t
K}).
It follows that SRt+1(V ) has rank K.
3.6.5 Counting Innovations on the BAIN G
Recall that in the previous section, we relied upon disparate sets to store and track
the progression of innovative packets over a wireless erasure network; correspondingly we
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defined the stored innovation for path P on node vj ∈ V at time-slot t by the queue relation
QPt (vj) = span(S
P
t (vk))− span(SPt (vj)), where (vj , vk) ∈ P .
However, on account of the broadcast and additive interference nature of the wireless
transmitter and receiver respectively, it is not possible to separate packets on various paths
in a BAIN.
Lemma 11. span(SRt (vj)) ⊆ span(St(vj))
Proof: Follows from the partitioning in (3.25).







Remark 9. The distinction between red and black packets are only for the purpose of analy-
sis and to be able to bound the size of the span of the set of codeword vectors at the destination
vn. However, the coding algorithm does not distinguish between black and red packets and
considers the set of all packets St(vj) to form the RLC at time t.
3.6.6 Coupling Zj on BAIN with Z̃j on the EWEN
Let us consider the probability space (Ω′,F,P) over which a rate f of flow of in-
novative packets is possible on the EWEN T (G); similarly, let (Ω,F,P) be the probability
space of the events in BAIN G. We will couple the sample path ω ∈ Ω for the BAIN G with
ω′ ∈ Ω′ for EWEN T (G) as follows.
(i) Z̃i,t(ω
′) = 1 in T (G) if {Zi,t(ω) = 1} ∪ {D(t) = 1}
⋃
v∈ΓI(vi){Atv = 0} on BAIN G
(ii) Ri,t(ω
′) = 1 in T (G) if Ri,t(ω) = 1 on G.
Lemma 12. At any time t, let QΣ
′
i (t) be the set of queue sizes on T (G) under schedule




i = 2, 3, . . . , n, where n = |V |.
Proof: Trivially, by the construction of the set of red sets in Definition 11 and the coupling
above.
Let Ft be the filtration sequenced against time t defined on the probability space
Ω.
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Lemma 13. P(Dt|Ft) = 1−O(1/q).
Proof:












where the last relation follows, since the channel matrix Ht is independent of the transmitted
codewords Xti .








j(x)), where the βi,v
are random coefficients in Fq and ξ
t
j(x) are as defined in (3.27).
Further, from Lemma 12 we see that conditioned on Ft, each of the nodes in uki ∈ U0
have at least one “red” packet, which is indexed as x̂ti. Now, since the packet x̂
t
i ∈ St(uki)
is “red” in node uki , this implies that ξ
t
























ξti(x) 6= q − 1|Ft


= (1 − 1/q)(1− 1/q)
≥ 1− 2/q. (3.32)
where (a) is from the definition of νtij in Equation 3.29, and (b) follows since the coefficient
ξti(x̂
t
i) = 1 from Equation (3.26).
Consider now, the case where for any pair of distinct nodes uki , uki′ ∈ U0, νtii 6=




{νtjj |νtii 6= νti′i′∀uki , uki′ ∈ U0;uki 6= uki′} ⊆ Bt
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Equivalently,








Now, conditioned on event Ati, β
t
i,v 6= 0. Therefore, since βti,v is chosen uniformly at
random from Fq, conditioned on A
t
i, the coefficients β
t
i,v ∈ Fq\{0} are uniformly distributed






j(x)) 6= 0; therefore µβti,v is uniformly
distributed over Fq\{0}.
Thus, conditioned on Ati, ν
t










= 1− ( 1
q − 1)
m0(t)−1
≥ 1− κ1(1/q). (3.34)
where κ1
∆
=(m0 − 1) qq−1 is a positive constant less than |V |.
Finally, observe that the elements in the channel vector h̄i are each chosen uniformly
at random from Fq. Hence from [18], it follows that
P(Ht|Ft) = 1−O(1/q). (3.35)
Plugging the relations in (3.32), (3.34) and (3.35) in the R.H.S. of (3.31), we are done.
Hence at any time t, the size of the span of the red packets at the destination vn
in the BAIN G is the same as the size of the span of packets at vn in the EWEN T (G).
Since by Lemma 11, the span of the “red” packets is less than the span of all packets at the
destination vn in the BAIN, this also implies that the span of all packets at the destination
vn in the BAIN is greater than equal to the span of all packets at the destination in the
EWEN T (G). Hence, the BAIN achieves a rate equal to the max-flow min-cut rate for
EWEN T (G).
68
The last piece of the puzzle is in showing that the correlated drop process Dt does
not reduce the rate by more than a O(1/q) fraction. To do so, we will use the bound in
Lemma 13 as follows.
Let us define the random variable ξt(ω)
∆
=1 when ω ∈ (Dt)c and ξt(ω)∆=0, otherwise.
In Lemma 13, let Kd be the constant such that P(D
t|Ft) ≥ 1 − (Kd/q). Let us also define
the random variables Ẑt ∼ Bernoulli(Kd/q).










Proof: We will induce over T . At T = 1, Ft = Ω and it is trivially true from
Lemma 13 that P(ξ1 = 1|F1) ≤ Kd/q = P(Z1 = 1).
Let us assume that the induction hypothesis holds at T − 1, i.e. ∑T−1t=1 ξt ≤st
∑T−1
t=1 Zt. We will now show that the induction hypothesis holds at T .






































where the last relation follows since the random variables ξt are non-negative.
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It is immediate from Lemma 13 that for any time-slot t, P(ξt = 1|Ft) ≤ Kd/q =




















We are now ready to state the main achievability result.
Theorem 4. A rate of C̄q −O(1/q) is achievable on the BAIN G.
Proof: Let us denote the number of dropped packets at time t due to the event ξt = 1 by
the random variable Lt. Since, by Claim 2, the total number of packets scheduled over the
network cannot exceed |V |5, we can bound Lt(ω) ≤ |V |ξt(ω).

















The above relation states that the rate loss in the EWEN H due to the correlated
dropping process {Dt} is bounded by a fraction O(1/q). Recall that by Lemma 9, we know
that if Z̃i = Zi, the flow rate of innovation across EWEN T (G) is C̄q(1 − O(1/q)). Hence,
flow rate achieved by the EWEN T (G), when P (Dt) = O(1/q) is C̄q(1−O(1/q))−O(1/q).
By Lemma 12, then, the flow rate of “red” packets at the destination node vd in the BAIN
G is the same as the flow of packets at vd in EWEN T (G). Further, by the subset property
in Lemma 11, this implies that a unicast innovation flow rate of C̄q(1−O(1/q))−O(1/q) is
achievable on the BAIN G.
This readily implies the result.
5Recall that the nodes are full duplex
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Figure 3.4: Capacity across the cut in the DAG above, RS = 10R1 < log q Nodes are
labelled with erasure probabilities εi.
3.7 Capacity Gain due to Fading
We illustrate the gain in network capacity due to fading diversity by analyzing the
capacity of the heterogenous network given in Figure 3.4 under fading and non-fading cases.
Specifically, we compare the unicast capacity from S1 to D1 under fading with an upper
bound for the non-fading case.
The source S1 is connected to each of its outgoing nodes by wireline links of rate
R1, the nodes on the left edge of the cut (S, S̄) transmit over wireless links to the nodes on
the cut’s right edge, and the latter transmit to D1 over wireline links, each of rate R1. Let
us label the nodes on the left edge of the cut as ui, i = 1, 2, . . . 5 and the nodes on the right
edge of the cut as vi, i = 1, 2, . . . , 5.
Suppose that R1 and q are such that the cut (S, S̄) is the bottleneck cut (for
instance, R1 = log q). Then, from Theorem 4, the capacity of the unicast from S1 to D1
under uniform i.i.d. fading is R1
∑5
i=1(1 − εi)(1 −O(1/q)).
In contrast, if the links crossing the cut have no fading, each of the nodes on the
right hand side of the cut (S, S̄) receive the same symbol in case there is no erasure at
the corresponding receiver. In other words, if Xi is the message symbol transmitted by
each node ui on the left hand side of the cut, each node vi on the right hand side of the
cut receives the symbol
∑5
j=1Xj with probability 1 − εi and the erasure symbol E with
probability εi.




Thus, for small erasure probabilities, approximately 5-fold increase in the capacity
is afforded by fading diversity in the example network. Clearly, gains will be higher for
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graphs with larger bottleneck bipartite subgraphs embedded in them.
3.8 Proofs
3.8.1 Proof of Claim 1




i=1. Then, since this service point is feasible
under the constraint that the nodes in VT do not queue packets (see Remark 5), the entire
path P (vi, vj) must be scheduled at the same time. Further, this also implies that paths
P (vi, vj) and P (vi, vk) or P (vk, vj) cannot be scheduled at the same time.
In particular, let ξ(µ) be a schedule that achieves the rate point µ. Also, let us fix
some large interval of time 0, 1, . . . , T . Let φ̂ξmk be the fraction of time-slots that M(t) = m























where K(m, i, j)
∆
={k ∈ K(m) : (vi, vj) ∈ Tx(V )×Rx(V )}.




where P(M(t) = m) = πM(m).









1{M(t) = m ∩ k ∈ K(m)is chosen}Ri
Let Tm
∆
=|{t : M(t) = m}|. By the Strong law of large numbers, TmT → πM(m) as T → ∞.
Also, since the SSS picks matching k ∈ K(m) i.i.d. with probability φSSSmk , by ergodicity, we
have that 1Tm 1{M(t) = m ∩ k ∈ K(m)is chosen} → φ
ξ
mk as T →∞.
Thus, µjk(T )→ µjk as T →∞.
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3.8.2 Proof of Claim 2
To begin with, recall that Z̃j = Zj denotes that the edge erasure process at (v
′′
j , vj)
on EWEN T (G) is identical to the node erasure process Zj at node vj ∈ V on BAIN G.
Observe that according to schedule Σ′ [see Equation (3.24)], a packet traverses path
P (vi, vj) at time t, only if Qi(t) > 0 and Zj = 0. Hence, the condition in Definition 9 that if
P (vi, vj) ∈ AΣ
′
(t), then P (vk, vj), P (vi, vk) 6∈ AΣ
′
(t) for all vk 6= vi, vj at time t implies that
AΣ
′
(ω, t) is a matching on the set of transmitters with receivers where there is no erasure.
Let, µ̃ij be the flow rate achievable between the transmitter Tx(vi) and Rx(vj),in
K(G).
Observe now that each Rx(vj) is scheduled only when Zj = 1, with probability
1− εj . Thus {µ̃ij} must satisfy,
∑
vi∈ΓI (vj)
µ̃ij ≤ (1− εj) log q.
Also, consider any transmitter Tx(vi). Since each path P (vi, vj) cannot be sched-
uled in Σ when Zj = 0, this implies that the transmitter Tx(vi) is scheduled only when
at least one of the outgoing receivers does not have an erasure, i.e. with probability





















Since f̃ is a feasible flow across the network, by Claim 1, there must be a SSS, say
φ̃, that achieves the flow rate.
Now, since M(t) is an i.i.d. process, and by the SSS φ̃, matching k ∈ K(m) is picked
i.i.d. conditioned on M(t) = m, the process 1M(t) = m ∩ k ∈ K(m) is an i.i.d. process with
probability P(1M(t) = m ∩ k ∈ K(m)) = πmφ̃mk
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Analogous to (3.17), we can now define the Bernoulli process {ψij(t)} corresponding
to each edge (vi, vj) ∈ E and each time-slot t, where ψij(t) ∈ {P ′|P ′ ∈ Pij} with probability
P(ψij(t) = P ) =
fP
∑






Parallel to the construction in Section V-B, we can construct a sample path coupling
between Ωij and Ω
P
ij , and accordingly, we can present a set of |P| path specific Skorohod
problems similar to Section V-C.
Then by Lemma 3, flow f̃(1−O(1/q)) is a feasible flow on EWEN T (G) under the
constraint that nodes in VT do not queue packets.
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Chapter 4
Buffer asymptotics for coding over networks
4.1 Introduction
Network coding at intermediate routers in a network (as opposed to switching/routing)
was originally proposed with a view of increasing end-to-end throughput in networks [4]
and [5]. Network codes have been shown to be throughput optimal (network-wide capacity
achieving) for a multicast network by Cai et. al. Furthermore, network coding via Random
Linear Coding (RLC) improves network reliability and simplifies network management [8],
as well as allows exploiting correlation in sensor data to improve network efficiency [9]. Re-
cent formulations of convex optimization problems [12],[13] to characterize the sum-cost of
flows through a network using RLC pose significant reduction of network-wide sum-cost for
coding as opposed to routing.
Random Linear Codes applied at intermediate routers effectively spread the infor-
mation from one flow across multiple flows and hence work well as an error/erasure control
scheme. This spreading of information makes RLCs attractive in cases where packet drops
or losses are likely to occur, such as in data dissemination over large peer-to-peer networks
[18],[19],[20]. Recently, Avalanche [19] has been proposed as an alternative to BitTorrent[36]
by using network codes for P2P data dissemination. Further, network codes have been pro-
posed as a means of distributed information dispersal and recovery in large ad-hoc networks
via a rumour-spreading(epidemic) model [18],[20].
The common underlying theme in much of the above work has been that network
codes, and specifically RLC’s, allow spatial (across the network) stochastic multiplexing
across different flows and this feature can be utilized in improving reliability in large net-
works. Recently however, Lun, Medard and Effros [17],[21] exploit network codes for a
capacity-approaching scheme for unicasts or multicasts over large networks. In their scheme,
routers perform RLC over packets from different flows as well as over packets transmitted in
previous time-slots. Further, for the case of Poisson traffic with i.i.d. losses at intermediate
router queues (modeled as M/M/1 queues), they derive the error exponent in the large-delay





Figure 4.1: Buffering at the source versus buffering at nodes: By using network coding, a
form of spatial multiplexing gain can be achieved whereby the small buffers at the nodes
can be shared across multiple nodes.
in the PHY that spread the information across multiple bits in a block or neighbourhood
around each bit. On a related note, error exponents of codes over networks have also been
studied by Luby et. al. [37] for rateless codes [40].
The insight from [17] that packets dropped in a particular time-slots can be recov-
ered from RLCs containing the dropped packets in future time-slots motivates us to consider
the following questions:
• Can we eliminate buffering at intermediate nodes in favour of coding only at the ends?
We consider the scenario where intermediate routers perform no RLCs or buffering,
but merely drop packets if the link capacity is exceeded.
• Further, in the event of finite delays, how does network coding at the ends compare
with queueing in intermediate routers? Here, we wish to compare QoS parameters such
as delay and end-to-end packet loss probability (reliability) with coding as opposed to
queueing.
We examine these questions by considering two complementary scenarios: first for
the case of large networks with many flows through each node with finite buffer sizes at the
sources (a many sources analysis), and second for the case of a network will a small number
of flows with large buffers at the sources.
4.1.1 Large Networks: Finite Source Buffers
The main idea stems from the fact that in a very large network with N nodes and
N/2 unicasts from each source matched to its (randomly chosen) destination, each link in the
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network carries a large number of flows, say n = Ω(Nα) for some α ∈ (0, 1)[45],[47],[48],[49].
Naturally, to ensure that the per-flow capacity on each link/edge is an Θ(1) quantity1,
the aggregate link capacity must scale with n. Stability requirements also enforce the
condition that the link capacity should be greater than the mean packet arrival rate at each
link. Under these conditions, we have from Chernoff’s bound that the probability a link
overflows is roughly of the order of exp(−Nαε0) for some ε0 > 0. Assuming good mixing, the
probability of a link overflowing anywhere along a path of length Ω(Nβ) for some β ∈ (0, 1)
is approximately O(Nβ exp(Nα)) which is asymptotically close to O(exp(Nα)) for large N .
This can be interpreted as follows – the probability that there is an overflow in a single
link is of the same order as the probability that there is an overflow in a path containing a
polynomial number of such links. In other words, ”if an overflow occurs in a path, it will
very likely occur only at only one link in the path”. Hence, instead of buffering at each link
in the path, it should suffice to buffer only at one link – translating to huge savings in buffer
required per-flow for large networks and better scalability in the design of large multi-hop
networks. However, the link where the overflow occurs is a function of the sample path of
the arrival processes and varies with time. This variation makes it impossible to effectively
multiplex buffers across links on a path for a single flow using traditional static buffer
allocation at each link. Note that this is very different from traditional buffer multiplexing
where many flows incident at a single link share buffers across flows [50],[51], [52].
It is in this scenario that we propose network coding as a means of “sharing” memory
across links along a flow path. We call this spatial buffer multiplexing – where buffering and
coding implemented via a sliding window of packets at the source compensates for packet
loss at any downstream bufferless link. In addition to the data packets, suppose that the
source transmits an additional stream of low-priority packets each of which are independent,
random linear combinations of the data packets transmitted over the past d units of time.
In other words, each low-priority packet is simply a random weighted sum of all the data
packets that were transmitted over the past d units of time. At each of the intermediate
nodes in the network, during congestion (i.e., the number of data packets plus the number
of coded packets exceeds the link capacity), some of these coded packets are preferentially
dropped. In other words, nodes in the network employ a two-level priority scheduling, where
data packets are transmitted with higher priority than coded packets. Note that if the total
1We use Knuth’s notation O(n), Θ(n), Ω(n) to denote functions that scale slower than (upper bounded
by), as fast as (upper and lower bounded by positive constants) and faster than (lower bounded by) n
respectively.
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number of data packets arriving in a time-slot exceeds the link capacity, some data packets
will be dropped as well. The decoder at the receiver can then recover the lost data packets
if it receives a suitable number of random linear coded packets within an interval of time of
d units.
We illustrate this in the context of a path in a network (see Figure 4.1), where a data
flow passes through a sequence of nodes in the presence of cross traffic. In a conventional
buffered network, each intermediate node needs packet buffers to temporarily store packets
when bursts of data packets arrive. On the other hand, in the network coded case (with zero
buffers at intermediate nodes), a coding buffer at the source needs to maintain a window of
packets (over a time-interval of d units).
Spatial buffer multiplexing can result in significant gains in buffer requirements.
Consider, for example, for a rectangular grid network with N nodes which are randomly par-
titioned into N/2 sources matched to N/2 destinations. The typical path contains Θ(
√
N)
links and each link carries on an average Θ(
√
N) flows through it. With a buffer of size b
for each flow at each intermediate router, the total number of buffers per-flow is Θ(
√
Nb).
Now, since there are N/2 flows, the total number of buffers required across the network is
Θ(N
√
Nb). In contrast, we will show that using network coding with RLCs of d = Θ(b)
time-steps, each source-destination pair requires a (coding) buffer of size Θ(b) only and
no buffers are required at the intermediate nodes. Hence, the total number of buffers re-
quired across the network is Θ(Nb). This comes as an average Θ(
√
N) buffer-size gain over
traditional queueing.
In this chapter, we first consider a large network with many nodes and many flows
through each link(edge) in the network to compare alternate strategies. We employ many-
sources large deviations analysis [55],[56] to quantitatively demonstrate that the packet loss
probabilities with these two strategies are orderwise similar in the exponent. Large devia-
tions have been used to analyze packet-loss, delay and other QoS parameters in networks
with large number of sources (many sources large deviations)[56],[51],[50] or with large
buffers (large buffer large deviations)[57]. In the context of many sources large deviations,
a rate function indicates that the probability that a QoS parameter is not met decreases
uniformly in the exponent with the number of sources. Botvich and Duffield [50] show that





logP (Qn > nb) = −I(b). (4.1)
Further, the authors show that for uncorrelated arrivals at the queue, I(b) ≈ δb+ν for some
δ > 0, i.e. the rate function I(b) is linear in b in the large b regime.
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4.1.2 Small networks: Large source buffer
In the discussion so far, we have mainly focussed on the analysis of the large net-
work case and the performance of spatial buffer multiplexing in the case of large networks.
However, from the perspective of overall system design, it is important to study the per-
formance of RLC at the source even when it is not possible to have stochastic multiplexing
with many other sources at a node. To study the effect on delay and packet loss in the case
of a single bursty source-destination pair and compare queueing and coding in this regime,
we study the large-buffer packet-drop probability (QoS) of coding and compare that against
queueing. Thus, we need to determine the conditions such that we achieve the same QoS
requirements if we used coding at the source instead of using a network buffer at the point
of entry in the network.
We will subsequently demonstrate that in this case, traditional queueing performs
much better than coding at the sources.
4.1.3 Main Contributions
We consider the comparison of buffering at each intermediate link along a path
versus network coding at the source and decoding at the destination. We first consider the
case of a single bufferless link with capacity nC packets per time-slot where n is the number
of flows, with mean arrival rate E[Am] for the m-th flow, through this link, and C > E[Am],
for all m = 1, 2, . . . n, is the capacity per-flow for this edge. We assume that RLCs of packets
in d previous time-slots are transmitted as a lower-priority auxiliary coded packet stream.
In this context, we obtain the many sources large deviations rate function for packet loss
across this edge as an increasing function of d. Subsequently, we generalize this result to
the case of a path where the number of edges(links) is a polynomial in ne, the number of
flows through each edge e in the path.
A preliminary overview of large deviations is presented in Section 4.2. Section 4.3
presents a detailed system model for the encoder and decoder, a quick overview of Random
Linear Coding and describes the proportional dropping rule where, in the event of overflow,
packets are dropped from flows in proportion to the size of each flow. We also state the
conditions under which packets dropped in previous time-slots can be recovered with the
aid of coded packets in subsequent time-slots.
Our main contributions are as follows:
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(i) Since RLC couples the packet drop in one time-slot with the arrival rates in the past
and future time-slots, deriving the exact expression for the probability of packet loss is
difficult. In Section 4.4 we upper bound the probability of packet loss over a link with
n flows through it by exp(−nIY (0, d, B̄)) where IY (0, d, B̄) > 0 is a increasing function
in d. We further derive a lower bound to show that the above bound is orderwise tight
in the exponent. Further, in Section 4.7 we show that for i.i.d. Bernoulli arrivals,
IY (0, d, B̄) = dK1 for some constant K1 > 0. This implies that the probability of
a packet loss decreases exponentially with n and d which compares with the many
sources queueing result of Botvich and Duffield [50], Equation (4.1). We plot the
packet loss probabilities with network coding in comparison with buffering and show
that if the buffer required for coding is orderwise the same as the buffer for queueing,
the same QoS (packet loss probability) can be obtained.
(ii) In Section 4.5, we generalize the rate function to the case of a path with multiple links
and for coding buffer of d = Θ(1). We derive an upper bound on the probability of
packet drop that decays exponentially in nΓ, the minimum number of flows through
any edge along path Γ. We numerically show in Section 4.7 that the rate function is
asymptotically linear in d.
In large networks with N nodes where nΓ = Ω(N
α), α ∈ (0, 1),(see Section 4.5 for net-
works with this property) we argue that for achieving comparable QoS, (buffer per
node with traditional queueing)/(buffer per node with network coding) =
Ω(Nα). This order-wise buffer savings makes a case for the use of network coding for
spatial buffer multiplexing in favour of queueing at intermediate routers for such net-
works.
(iii) Theorem 7 in Section 4.6, presents a sufficient condition for the packet loss probability
to decline exponentially in the size of the delay (and in turn linearly to the RLC
source-coding buffer. Further, we present a representation of the sufficiency rule in
terms of a loss effective bandwidth and observe that our sufficient condition for the loss
effective bandwidth under coding is similar to the necessary and sufficient condition
for the ’buffer effective bandwidth’ (under queueing) as described by de Veciana and
Walrand [57].
Finally, we present numerical results comparing the loss effective bandwidth for the
queueing against coding and state a few properties of the delay effective bandwidth in
Lemma 21.
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As a technical aside, we note that network-wide many-sources or large-buffer large
deviations analysis with traditional buffering at intermediate nodes is very difficult due to
the correlation of processes in links along a path. However, network coding allows sufficient
decoupling that enables our analysis in the network-wide context.
4.2 Preliminaries and Prior Work
For a large network with many source-destination pairs, under fairly general topol-
ogy assumptions, each link carries the load of multiple source-destination pairs. Assuming
that the link capacities scale orderwise linearly with the number of flows through a link, so
as to allow Θ(1) per-flow capacity at each link, we can quantify various QoS properties of
the flows, such as packet drop probability and maximum delay, in terms of large deviations
rate functions of the arrival and service processes at the link queues [50],[57],[56],[51].
4.2.1 Large deviations
For a sequence of i.i.d. random variables X1, X2, . . . where E[Xi] = X̂, the Strong
Law of Large Numbers states that the empirical mean X(n) = 1n
∑n
i=1Xi → X̂ almost
surely in the limit as n → ∞. In the pre-limit, for finite n, Chernoff’s bound characterizes
the rate of convergence of X(n) to the mean X̂ as follows,






where MX(θ) = E[exp(θ(X1− X̂))] is the log moment generating function of the zero mean
process Xi− X̂. Further [56][55], it can also be shown that the above bound is tight. Thus,
for any ε > 0, there exists an nε such that for all n > nε,




(δθ − logMX(θ) + ε)
]
.
We can therefore state that the sequence of random variables X(1), X(2), . . ., con-




The rate function I(x) ≥ 0 since setting θ = 0, 0.x− logMx(0) = 0.
Thus the large deviations rate function gives an understanding of how fast a se-
quence of random variables converges to the typical value of the sequence as we consider
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increasingly large numbers of these variables. This analysis can be extended to the case a
general sequence of random variables as follows. A sequence of random variables Z1, Z2, . . .















logP (Zn ∈ A) ≤ − inf
z∈Ā
IZ(z)
where A0 and Ā are the interior and closure of set A [56],[55].
In the following sections, we will study the sequence of random variables f(X(1)),





m is the empirical average of n independent
identically distributed (i.i.d.) random variables Am, m = 1, 2, . . . , n and f() is a continuous
function. Note that in general, Am can be either a scalar or a vector random variable.
4.2.2 Large buffer large deviations and effective bandwidth
The problem of characterizing the rate at which the probability of losses (packet
drops) decays as a function of the buffer size in queueing networks has been examined using
‘large-buffer’ deviations techniques in [77],[78],[81],[79], [80] and [57].
Consider a stationary ergodic discrete-time random process {Ai} where Ai denotes
the number of packets arriving at the source in time-slot i with mean E[A]. These packets
are transmitted (serviced) on a link of rate (capacity) C > E[A] with a buffer provisioning
of size b to guard against packet drops due to bursty arrivals.
Chang [78], [77], de Veciana and Walrand [57] present a necessary and sufficient
condition for which the asymptotic packet drop probability scales linearly in the exponent
with the buffer size b at some rate δ > 0 as follows,
ΛA(δ)
δ




logP (B > b) ≤ −δ (4.3)
where {B > b} denotes the event that the buffer size random variable B exceeds threshold











Observe that in (4.3), the condition ΛA(δ)/δ < C in terms of the arrival process and
the decay rate δ is analogous to the stability requirement in queueing that E[A] < C.
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Accordingly, the expression ΛA(δ)/δ is termed the ‘effective bandwidth’ of the arrival process
as a function of the QoS rate δ. For a more detailed exposition of the literature on effective
bandwidth results, including results on the mixture of multi-class stationary ergodic traffic,
we refer the reader to the detailed survey contained in the introduction in [57].
4.3 System Models
We will consider a single-source destination pair (single source stream model) under
both the finite(Section 4.4) and the large buffer(Section 4.6) regimes. To obtain our results
for the large network case, we will need to extend our results in Section 4.4 to the multi-hop
multiple source-streams case in Section 4.5. Accordingly, we present two system models – a
single source stream model, and its extension to the multiple source stream model.
4.3.1 Single source stream
Consider the simplest case of a single user stream over a single zero buffer link
of constant capacity C without delays. We assume slotted time. Also, define the window
Wi
.
= {t : i− d+ 1 ≤ t ≤ i} of size d corresponding to the i-th time-slot. In time-slot i, the
source (head of the link) generates a random number of data packets {Pi,j}, j = 1, 2, . . . , Ai
and transmits them across the link. Here we assume that the data packet arrival process
{Ai}, i = (−∞,∞) is a stationary ergodic random process taking values chosen from a set
A ⊆ N, with mean strictly less than C.
Each packet Pi,j can be assumed to be a vector of size s containing elements Pi,j(m),
m = 1, 2, . . . , s chosen from a finite field Fq. In general therefore, each Pi,j ∈ Fsq. The source
also generates a low-priority auxiliary data stream of B coded packets {P ′i,j} by an RLC










for all j = 1, 2, . . . , Bi and all m = 1, 2, . . . , s where each αt,k is a random element in Fq
and all arithmetic is over Fq. If Ai +Bi > C, priority is given to the data packets Pi,j over
the coded packets. The purpose of the coded packets is to help recover packets that were
lost in any of the past d time-slots. In this sense, the auxiliary data may be thought of
being generated by a random linear convolutional encoder with memory d at the source, see

























































































Figure 4.2: Illustration of RLC across d time-slots for a particular source for d = 4: each
small blank rectangular tile represents a data packet. RLC is performed over all the data
packets in the previous d = 4 time-slots to generate B̄ = 3 auxiliary coded packets (shaded
tiles) each time-slot. Data packets have higher priority in the link with capacity C = 5.
The auxiliary coded packets have lower priority and are sent when there is spare capacity
in the link. The dark tile represents the dropped packet at time-slot t− 3 when 6 packets
were generated since the link capacity is only 5.
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received by the destination (tail of the link) at time t is min(B̄, (C −At)+).
Denote the number of lost packets in time-slot i by Li where x+
.
= max{x, 0}. For
the single source case, Li
.
= (Ai−C)+. When a packet is dropped, without loss of generality,
at time-slot 0, the receiver attempts to recover the dropped packets by decoding the coded
packets received in future time-slots by solving for the unknown values of Pi,j from the set
of equations in (4.4).
The destination receives the the coefficients of the linear equations, αt,k, corre-
sponding to each coded packet as header bits within the packet. Alternately, since in most
practical considerations, the coefficients αt,k will be generated via a pseudo-random genera-
tor, it may be sufficient to initialize the seeds of the pseudo-random generators at the source
and destination to the same state at the beginning of the communication process via some
form of handshaking. However, this would require the decoder at the receiver to know the
exact number of packets generated in each time-slot so as to maintain both random-number
generators at the same state. This information could be encapsulated as part of one or more
of the data packets.
Each auxiliary coded packet, together with the corresponding coefficients αt,k, rep-
resents a linear equation over the data packets Pi,j . As such, the set of regular data packets
and auxiliary coded packets at the decoder may be represented as a set of linear equations
in known and unknown variables. The known variables correspond to the data packets are
directly received by the decoder. The unknown variables are the dropped packets.
Hence, the decoder requires as many independent linear equations (coded packets)
as the number of unknowns to be able to solve for this set of equations. Note that since the
field Fq is finite, in general, two coded packets have a non-zero probability of being linearly
dependent. This corresponds to the event where the matrix of coefficients is singular. In
the rest of this work we will loosely refer to the set of linear equations as being invertible
(uninvertible) if this matrix is not invertible (respectively, not invertible).
Since packets that are dropped can be recovered in a future time-slot, we make a
distinction between dropping a packet and losing a packet as follows. Li packets are said
to be dropped at time-slot i if Ai > C. However, some of these dropped packets may be
recovered by future coded packets. Hence, packets are said to be lost if they are dropped
and cannot be recovered by solving for the linear equations formed by the coded packets.
Observe that the encoding process couples the loss of a packet in one time-slot with losses
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in the past and the future. This cascading effect implies that a packet that is transmitted
at time 0, may be decoded in the distant future (possibly after infinite delay) when the set
of linear equations is solvable.
However nearly all practical applications require that all packets must be decoded
within finite delay. This motivates an additional QoS condition requiring a packet to be
decoded within d time-slots. Conversely, a dropped packet that is not decoded within d
time-slots is considered lost by the decoder at the destination.
4.3.2 Multiple source streams: finite buffer
In general, a link in a large network transmits packets from a large number of
sources. For the subsequent analysis we will assume that the link capacity scales in propor-
tion to the number of sources transmitting over the link. The number of sources transmitting
over a link depends, in general, on the total number of nodes N , the topology of the net-
work and the number of simultaneous source-destination pairs transmitting. For simplicity,
in Section 4.4, we will first deal with the abstraction of a link with n source streams over a
single bufferless link of capacity nC packets/time-slot.
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t − nC)+ packets will be dropped in each slot t. However,
the distribution of the dropped packets is a function of the dropping rule at the head of the

















are dropped from them-th stream at time t. We assume Lmt
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t < C, the residual capacity is split equally between coded packets from


















Subsequently, in Section 4.5, we will extend the path loss results to links in a path
Γ of length Nα in a network of size N .
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4.4 Probability of packet loss: Many sources
Let ET be the event that the last window where no packets were dropped from this
stream was W−T . Also, let D
(n)
1 be the random variable denoting the delay within which
all packets P 10,k, k = 1, 2, . . . , A
1
0 are successfully received (directly, or via decoding future
coded packets). In keeping with the QoS requirement therefore, packets dropped at time 0
(if they are dropped) will be recovered if and only if D
(n)
1 ≤ d, i.e. the decoding delay is
less than or equal to d. Due to the interdependence of decodability across time-slots, the
exact expression for P (D
(n)
1 > d) is difficult to compute and so we will attempt to bound
this value.
For a finite field Fq, a random matrix has a finite probability of not being invertible.
Condition 1. If the number of linear equations is greater than or equal to the number of
unknowns, the set of linear equations is solvable for the unknowns if the coefficient matrix
of the linear equations is invertible.
We also use Sk to denote the event that the coefficient matrix corresponding to the
RLCs in window Wk is invertible.
For the rest of this chapter, we use the notation {C} to denote the event set {ω :
ω ∈ Ω, ω satisfies condition C} where Ω = ∏nm=1 ΩAm × ΩBm is the total sample space
represented as a product space of the sample path spaces of the packet arrival processes Amt
and Bmt . For example {D(n)m > d}
.
= {ω : ω ∈ Ω, D(n)m (ω) > d} is the set of sample paths
corresponding to the event that the decoding delay for flow from source Sm is greater than
d. The complement of an event {C} will be denoted by {¬C}.
Observe that by definition, the sets ET are disjoint for different values of T , so if








P ({D(n)1 > d} ∩ ET ). (4.7)
4.4.1 Upper bound
To obtain the upper bound, we first find a superset of the set of sample paths cor-
responding to the event {D(n) > d|ET } in the following lemma.





















































































Figure 4.3: Progression of the Induction over each j∗ ≥ 1:











B1i } ∩ {Sk}} ⊆ (4.8)
{D(n)1 ≤ d} ∩ ET .
In other words, when ET holds, it suffices to show that if for each of the consecutive windows
W−T to Wd, the number of losses is less than or equal to the number of coded packets and
the RLCs in each window are linearly independent, then packets lost at time-slot 0 can be
recovered within d time-slots. We now prove by induction over the sequence of windows
{W−T ,W−T+1, . . . ,Wd}. Since ET is true, the packets in W−T are all directly received by
the destination without requiring any decoding.
Induction Hypothesis : Consider any time-slot T0 ≥ −T such that all packets that were
dropped between −T − d + 1 and T0 are recovered by T0. Then there exists a 1 ≤ j∗ ≤ d
2We use the following contrapositive argument: Given any sets A, B, C, we have [A ∩ C] ⊆ [B ∩ C] ⇐⇒
[¬B ∩ C] ⊆ [¬A ∩ C].
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such that all packets that are dropped between −T − d + 1 and T0 + j∗ are recovered by
T0 + j
∗, i.e. within d time-slots.
We first show that this is true for the base case, i.e. for T0 = −T . Since ET holds,
no packets are dropped between −T −d+1 and −T and hence all packets dropped between
−T − d + 1 and −T are recovered by −T . ET also implies that there is a packet lost at
time-slot −T + 1, i.e. L1−T+1 > 0. We now need to find a j∗ such that all packets dropped
before −T + j∗ are recovered by −T + j∗ to prove that the induction hypothesis is true for
the base case. Now consider the time-slots in window W−T+d+1 from −T + 1 to −T + d.









there must be a time-slot










In other words, −T + j indexes the first time-slot after −T +1 when the number of auxiliary
packets just overshoots (i.e. becomes greater than or equal to) the number of lost packets
till that time-slot. Since L1−T+1 > 0 also implies that B−T+1 = 0, it must be that 2 ≤ j ≤ d.
Now, all the auxiliary packets from time-slot −T + 2 to −T + j are RLCs of data packets
generated in the time-slots between −T −d+3 to −T + j. Since the coefficient of the RLCs
are all known at the receiver, each RLC can be considered as a linear equation over the set of
known, and unknown symbols, in Fq corresponding to packets that have not been dropped,
and those that have been dropped, respectively. By the definition of j in (4.9), the number of




i is matched or exceeded by the




i . The LHS of (4.9) also implies that
S−T+j is true, and therefore that these equations are linearly independent, i.e. Condition 1
holds. Consequently, the receiver can solve this set of simultaneous equations (say, by
Gaussian elimination), to decode the unknown symbols (dropped packets). Thus, all packets
that were dropped before −T + j have been recovered at time-slot −T + j for 1 < j ≤ d
demonstrating that the base case holds with j∗ = j.
In general, assume that the induction hypothesis holds for any arbitrary time-slot
k ≥ −T . This means that all packets from −T−d+1 to k are known at the receiver. If there
is no loss at time-slot k+1, then we set j∗ = 1 to observe that the induction hypothesis still
holds. If otherwise, i.e. Lk+1i > 0 (see Figure 4.3), we consider the window Wk+d containing















Again, noting that Condition 1 holds, we have a set of linearly independent simultaneous
equations where the number of unknowns is matched or exceeded by the number of equa-
tions. Hence, once again, setting j∗ = j′, we can show that all packets that are dropped
between −T − d+ 1 to k + j∗ can be recovered at k + j∗.
Since j∗ is always greater than 1, the induction proceeds forward along the time-
steps where packets are recovered all the way to packets lost in time-slot 0. Also, since
j∗ < d, we can easily see that packets dropped at 0 will be decoded within the next d
time-slots.
This proves the contrapositive. We are now done. 































Note that the above expression remains true even as T̄ →∞. We observe that the
probability that the matrix of coefficients αt,k will be of non-full rank P (¬Sk) depends on








i ) and then choose q such that
∑d











Traditional large deviations analysis applied to queueing systems focuses on events
concerning the empirical mean of a growing set of random variables. Similarly, in the present












across source inputs. However, the analysis of the probability of decoding failure is compli-
cated by the fact that the expression for L1i contains both the empirical mean term and the
individual value A1i corresponding to the arrivals from the first source. For ease of analysis,
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we make the practical assumption of a finite support set for the arrival process below.
Assumption 1. A is a finite (bounded) set in N.
In other words, there is a finite M ∈ N such that for all sources Sm and time-slots
i, the number of packets from each source is upper bounded, i.e. Ami < M . This, together


























Further, to characterize rare events, we need to establish regularity properties for
the packet arrival process Ami . Since the arrival processes at different sources are assumed
to be independent, the following assumption suffices.
Assumption 2. Fix any d ∈ N and some window Wk of size d. Define the vector Ām =








exists and is finite.
Further, we need to impose a condition of symmetry and independence among the
various packet sources. This is essential to the large deviations framework within which we
shall analyze the loss and packet recovery processes.
Assumption 3. The arrival processes {Ami } are identically and independently distributed
with respect to each other. In other words, the arrival processes are i.i.d. across flows, not
necessarily i.i.d. across time.
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exists for all windows Wk.
Hence, from the Gartner-Ellis Theorem, for any x̄ ∈ Rd, X̄(n) .= 1n Ān satisfies a





x̄ · θ̄ − ΛĀ(θ̄)
)
. (4.12)










M −min(B̄, (C − xi)+)
]
(4.13)
is a continuous function defined on Rd. Figure 4.5, plots f for the case of d = 1. Now, using















M −min(B̄, (C −X(n)i )+)
]
satisfies an LDP with rate function,
IYk(y, d, B̄) = inf{IX̄(x̄) : f(x̄) = y}. (4.14)
where the inf of an empty set is defined in the usual manner as ∞. We include
d as an argument to the rate function since the rate function varies with d. Subsequently,
in Section 4.7 we will show that IYk(y, d, B̄) increases linearly in d for arrival processes
satisfying Assumption 3.
In addition, to be able to bound the value of P (ET ), we will require an assumption
on the mixing properties of each arrival process.
3The convex dual is otherwise known as the Legendre-Frenchel transform.
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We will now make assumptions on the mixing properties of the packet arrival pro-
ceses.
Definition 12. φ-Mixing [59]: Let Fji denotes the σ-algebra {Xm : i ≤ m ≤ j} for the
random process X1, X2, . . .. We say that {Xm} is φ-mixing if φ(ν)→ 0 where
φ(ν) = sup {|P (B|A)− P (B)|} (4.15)
for any A ∈ Fk1 , B ∈ F∞k+ν .
Definition 13. M -dependent [59]: Define a random process X1, X2, . . . to be M−dependent
if
P (AB) = P (A)P (B)
for any A ∈ Fk1 , B ∈ F∞k+M . In other words, random processes separated by M are indepen-
dent of each other.
Processes formed by convolutions of independent random variables areM -dependent.
Assumption 4. Let the arrival processes satisfy either of the following two conditions:
A. For any n ∈ {1, 2, . . .}, the n-dimensional vector arrival process (Ami )nm=1 is φ-mixing
with φ(ν) = ρν for some ρ ∈ [0, 1); or
B. For each m the arrival process Ami be M − dependent for some finite M ∈ [1,∞).
We remark that in the assumption above, ρ = 0 or M = 1 each imply that the
arrival process Ami is i.i.d. across time.
In the following, we will bound the value of P (ET ) for either the φ-mixing condition
(Assumption 4-A) or the M − dependent condition (Assumption 4-B).
Lemma 16. If Assumptions 2, 3 and 4-A (φ-mixing arrivals) hold, and E(Am0 ) < C for
all m = 1, 2, . . . , n, there exists a fixed ε1 > 0 such that for all T > 0 and n > Nε1 ,







Remark 10. Note that for any arbitrary T , the above bound does not scale exponentially
in n, but in T . However, as we will subsequently show, by choosing T appropriately, this
bound is sufficient.
93
Proof [Lemma 16]: Define Rk to be the event that window Wk has no packet drops
for packets from source 1 with probability





P (¬Rk) = P ({
⋃
i∈Wk









Am0 > nC) (4.19)
where (4.18) follows from the union bound and (4.19) follows from the ergodicity of the
arrival process. Also, since E(Am0 ) < C and Assumption 2 is satisfied, the large deviations




0 > nC), together with (4.19) implies that there exists a fixed ε1 > 0,
and a corresponding Nε1 ∈ N such that for all n > Nε1 ,
P (¬Rk) ≤ de−nε1 . (4.20)












Choosing only non-overlapping windows every
√










From the above expression and Assumption 4,



























Proceeding similarly for j = 2, 3, . . .
√
T ,










Now, using (4.20), and noting that d is finite,








Lemma 17. If Assumptions 2, 3 and 4-B (M − dependent arrivals) hold, and E(Am0 ) < C
for all m = 1, 2, . . . , n, there exists a fixed ε1 > 0, and a corresponding Nε1 ∈ N, such that
for all T > (M + d+ 1)2 and n > Nε1 ,
P (ET ) ≤ e(log d−nε1)
√
T . (4.23)
Proof: Note that since T > (M + d+ 1)2,
√
(T ) > M + d+ 1.
The analysis follows trivially as above by setting φ(
√
T − d) = 0 in (4.22) to obtain









when T > M . 
Note that P (Sk) is a function of the size of Fq. Most recent work on network coding
[17],[13], [12] assumes that the field size is large enough to be able to approximate that the
coefficient matrix at the receiver is completely invertible. For a k × k matrix with elements
taken from Fq, the probability that the matrix will not be invertible is 1−
∏k
l=1(1 − q−l).
The size of the matrix to be inverted depends on the congestion at the link. For instance,
if there is no congestion in the link – an event with high probability, since E[A] < C and n
is large – none of the auxiliary coded packets need to be decoded since there are no packet
drops. Hence, the size of the matrix that needs to be inverted is equal to the number of
drops in d consecutive time-slots. Trivially, the number of auxiliary packets in d slots is
bounded by B̄d. Hence, for the purposes of our analysis, it is sufficient to bound the field
size from below as follows such that Condition 1 always holds.
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Remark 11. Assumption 5 is easily satisfied in most practical cases. We note that with






> 0) of the order of 10−6 (or 10−8, respectively), this
implies that q must be approximately 20 (30, respectively) bits long.
We are now ready to state our first result.
Theorem 5. If the average arrival rate for each of m = 1, 2, . . . , n sources E(Am0 ) < C,
and D(n) be the delay within which all dropped packets must be recovered, then under the







1 > d) ≤ −IY (0, d, B̄)
where
IY (y, d, B̄) = inf{IX̄(x̄) : f(x̄) = y}. (4.26)
for the mapping f(·) defined in (4.13).
Proof: Since the processes Ami , m = 1, 2, . . . , n are ergodic and identically dis-
tributed, from (4.14) and the definition of the rate function in (4.2), there exists a finite N0








for all k = −1,−2, . . .−∞.
So, defining IY
.
















P (ET ) (4.27)








P (ET ). (4.28)
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We will now further bound (4.28).
For the φ-mixing assumption, recall from Lemma 16 that there exists a fixed ε1 > 0










Similarly, for the M -dependent assumption, recall from Lemma 17 that there exists a cor-






Now fix any n > max{N0, Nε1 , N ′ε1}.
Now set T̄ = max{n2T 20 , (M + d + 1)2}. Then, from inequalities (a) and (b), for




















for some constant 0 < K1 < ∞, some finite K2 > 0. Note that in the above expression,
constants K1,K2, T0 are all independent of n.
Thus, for either of these cases (φ-mixing or M -dependent), (4.28) can be written as
P (D
(n)
1 > d) ≤ n2T 20 (n2T 20 + 2d+ 1)e−nIYk (0,d,B̄)
+K1e
−nT0K2 (4.29)
≤ n2T 20 (n2T 20 + 2d+ 1)e−nIYk (0,d,B̄)
+K1e
−nIYk (0,d,B̄) (4.30)
where (4.30) follows by choosing a fixed T0 to satisfy T0K2 > IYk(0, d, B̄).
















− IYk(0, d, B̄).
Now, since K1, T0 are finite constants independent of n, taking the limit n → ∞,
we are done. 
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4.4.2 Lower Bound
In this section, we lower bound P (D
(n)
1 < d) to study the tightness of the upper
bound in the previous subsection. We define E′i as the event where data packet drops occur
in all time-slots in window Wi. Therefore, if {L0 > 0 ∩ E′d} occurs, then no auxiliary coded
packets containing information about the packets lost at time-slot 0 arrive at the destination.


















≤ P (D(n) > d). (4.31)
Assumption 6. The packet arrival process at each source Sm, {Ami } is i.i.d. in time, i.e.
for two time-slots i, j: i 6= j Ami is independent of Amj and the two random variables are
identically distributed.
In particular, if Assumption 6 holds, the lower bound in the above expression can


























be the log moment generating function of the random variable {Aim}, i = −∞, . . . ,−1, 0, 1, . . . ,∞,
m = 1, 2, . . . , n. Note that since the sources have i.i.d. arrival processes, we do not index
the expression for log MGF by time-slot i or source m, and will use the same expression for
the arrival process from any source at any time.















and a function f(n) = o(n) if limn→∞ f(n)/n = 0.
Then, from (4.31), (4.32) and (4.34), we arrive at the following result.
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Lemma 18. If each of the sources m = 1, 2, . . . , n has i.i.d. arrival process {Ami } (i.e.
under Assumption 6), with E(Am0 ) < C, and D
(n) be the delay within which all dropped





logP (D(n) > d) ≥ −dΛ∗A(C)

We note that the determining lower bound on the limit of 1nP (D
(n) > d) as n→∞
for Markov arrival process at each source in general remains an open problem. Further, we
conjecture that the upper and the lower bounds of the limit above are identical in the order
of d for the general Markov arrival process case.
4.5 Multi-hop networks: Many sources
In this section, we extend the large deviations results of the previous section from
a single link to a general multi-hop network. Recall that we had selected the B̄ as the
constant rate at which auxiliary data packets are generated by the the source for the single
link case. However, in a multi-link path Γ of length |Γ| from source N0 to destination NL
where intermediate nodes N1, N2, . . . , N|Γ|−1 function as either sources or sinks for their
respective streams and well as routing packets destined for other hosts, the rate of auxiliary
packets arriving at destination N|Γ| is a function of the aggregate traffic flow across all
intermediate links. This coupling of the sample paths of each individual source process
motivates an approach based on decoupling flows to obtain an appropriate bound on the
end-to-end probability that a packet transmitted at time-slot 0 will be lost.
We also note that the number of paths ne crossing a link(edge) e is a function of the
topology of the network and the source-destination partition of the nodes in the network.
We will assume that at each edge, the capacity of the edge scales as neC to ensure that
no source-destination paths a completely blocked. For a path Γ defined as a set of edges






Assumption 7. We consider networks where for each edge e in the network ne = Ω(N
α)
where N is the number of nodes in the network uniformly for some fixed α ∈ (0, 1). Also
the path length |Γ| = O(Nβ) for some β ∈ (0, 1).
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This assumption is motivated by the spate of recent results in scaling laws over
large networks [45],[49],[48],[47] such as ad-hoc networks or in server grids. The authors in
[48] prove that if N nodes are scattered uniformly over a unit area, divided into sure tiles of
area a(N) each, and under a relaxation of the Protocol Model for wireless ad-hoc networks
proposed in Gupta and Kumar [45], the number of paths crossing each tile is O(N/
√
a(N))
with high probability when the propagation occurs along a straight line path. Further, for
direction based routing with errors but with a progressive routing assumption where the
distance between the source and destination is reduced by at least δ
√
a(N) for some δ > 0
and a(N) = log NN , Subramanian and Shakkottai [47] show that the total number of tiles
|Γ|, that a path can touch is upper bounded by 1δKa(N) for some K ∈ Θ(1). Thus, since
the mean Euclidean path length is Θ(1), by symmetry the probability that a path crosses a
given tile is lower bounded by δKa(N).
For a symmetric rectangular grid ofN computers, ignoring edge effects (or assuming
a wrap-around at the edges to form a torus) and source-destination pairs chosen uniformly
at random from among the nodes, the expected number of paths through any edge is
√
N .
This, again points to the validity of Assumption 7.
Assumption 7 together with the definition in (4.35) implies that nΓ = Ω(N
α) for
any path Γ in the network.
Further, by Assumption 5, we will consider the field size (packet size) is large enough
such that a lost packet can be decoded simply if the number of auxiliary packets is greater
than the number of lost packets in window.









i,e as the normalized cumulative flow of data packets through e at time i.
Further, we use LmΓ,i to denote the number of packets from source S
m dropped in
time-slot i along path P . Recall that we assume that there are no packet transmissions
delays and that we treat each link as a pipe that instantaneously transfers the packet from
source to destination in case there is sufficient capacity, else the packet is dropped at the first
edge where there is a congestion. In general, link propagation delays can be handled easily
by the appropriate indexing of time at each link along the propagation path. However, we
skip the details since it does not affect our analysis in any way.
Also, let BmΓ,i be the number of auxiliary packets from source Sm that reach the
destination at the end of path P in time-slot i. Also fix any T̄ > 0. Assuming that the field
size Fq is large enough as before we can bound the term P (Sk) corresponding to decoding
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Figure 4.4: The rate of auxiliary packets received at the destination of path Γ is equal to
the rate at the tail of the most congested link along P as shown here.
failure in (4.10) (using Assumption 5) to write the probability that packet loss of a packet
from source Sm dropped in time-slot 0 on path Γ as
P (D
(nΓ)

















P (EΓT ), (4.36)
where EΓT , analogously, corresponds to the event that the last window where there was no
overflow in any of the edges e ∈ Γ was W−T .
Observe that the path packet drop term LmΓ,i is a sum of the edge losses at each









where I{A} is the identity function for event {A}. The intuition behind the above bound is
simple – if the most congested link e along path Γ has X
(nΓ)
i,e > C, then L̄
m
Γ,i corresponds
to the case where the entire set of data packets from Sm, which is bounded by M following
Assumption 1, is dropped along path Γ.




LmΓ,i −BmΓ,i > 0) ≤ P (
∑
i∈Wk
L̄mΓ,i −BmΓ,i > 0). (4.38)
Now, assuming that the source generates auxiliary coded packets at a maximum
data rate of B̄, and using the model of a data-pipe along with packets can be dropped, the
rate at which auxiliary packets can reach the destination is determined by the (normalized)
cumulative packet X
(nΓ)









Next, it follows that










We show this by considering the following two cases. Case (i) occurs when there is no
overflow in any link on the entire path, i.e., L̄mΓ,i = 0, and thus LHS in the equation above












= −BmΓ,i = LHS,
and we are done. On the other hand in Case (ii), there is a loss on one (or more) link e ∈ Γ
(i.e., X
(nΓ)
i,e > C). In this case, (C −X
(nΓ)
i,e )+ = 0 and hence B
m
Γ,i = 0. Then, we have
LHS = L̄mΓ,i = M = RHS,




















































To see this, consider any four random variables Z1, Z2, Z3, Z4. Then, observe that the
event {max(Z1, Z2) + max(Z3, Z4) > 0} is the same as {(Z1 + Z3 > 0) ∪ (Z1 + Z4 > 0)
∪(Z2 +Z3 > 0)∪ (Z2 +Z4 > 0)} The above statement is merely an extension of this result.
102
































Also, since packets can only be dropped from the flow originating from source Sm in sub-
sequent links on the network, we have that any flow Amt,e < A
m
t , where A
m
t is defined as in
the previous section to be the total number of data packets generated by Sm in time t. This
means that fewer packets are dropped in link e as the link gets farther away from the source

































































MI{xi>C} −min(B̄, (C − xi)+)
is not a continuous function and hence, we cannot apply the contraction principle directly.
Therefore, we upper bound g(x) by the function ḡ(x) as follows. Fix any small 0 < β <



















Figure 4.5: Contraction mapping functions f , g and ḡ plotted for the case of M = 15, C =
10, B̄ = 3, β = 2, E[A] = 8. Note that the large β is merely for purposes of illustration. A












M for x ≥ C
M
β (x− C + β) for C − β ≤ x < C
B̄
B̄−β (x− C + β) for C − B̄ ≤ x < C − β
−B̄ for x < C − B̄
as shown in Figure 4.5.
Thus the contraction principle applied to the vector sequence X̄(nΓ) indexed by nΓ











satisfies an LDP with rate function
IW (w, d, B̄)
.
= inf{IX̄(x̄) : ḡ(x̄) = w}. (4.42)




LmΓ,i −BmΓ,i > 0) ≤ e−nΓIW (0,d,B̄). (4.43)
104
Analogous to Lemma 16 and Lemma 17, we will next prove the exponential tight-
ness of P (EΓT ) under the arrival process assumptions of Assumption 4-A or B.
Lemma 19. If Assumptions 2, 3 and 4-A hold, and E(Am0 ) < C for all m = 1, 2, . . . , nΓ,
there exists a fixed ε2 > 0 such that for all T > 0 and nΓ > Nε2 ,







Proof: Define RΓk to be the event that window Wk has no packet drops for packets from























Also, since E(Am0 ) < C and Assumption 2 is satisfied, there exists a Nε1 ∈ N such
that for all edges where the number of flows nΓ > Nε1 , we can write the analogous relation
to (4.20) as follows,
P (¬Rek) ≤ de−nΓε1
for some fixed ε1 > 0 and any edge e ∈ Γ.
Thus,









Observe that by Assumption 7, for α, β ∈ (0, 1) the path length |Γ| = O(Nβ); also
the assumption states that ne = Ω(N
α) for all edges e ∈ Γ and thus nΓ = Ω(Nα). Hence,
|Γ| = O(N βα ) is polynomial in nΓ.
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Hence, proceeding along the lines of Lemma 16 where we consider non-overlapping
windows Wj
√
T for j = 1, 2, . . . ,
√
T − 1, we can then write,














Now, using (4.45), and the assumption on φ() from Assumption 4-A, in the above relation,
we arrive at (4.44). 
Similarly, using the bound on P (¬RΓk ) in (4.45), we have the following result for
the case where the data arrival process is M − dependent for M > (T + d+ 1)2.
Lemma 20. If Assumptions 2, 3 and 4-B hold, and E(Am0 ) < C for all m = 1, 2, . . . , nΓ,
there exists a fixed ε2 > 0 such that for all T > (M + d+ 1)
2 and nΓ > Nε2 ,




Substituting (4.43) in (4.36), using the exponential tightness of P (EΓT ) from Lemma 19
(or Lemma 20), choosing a fixed T̄ large enough such that the first term in (4.36) domi-
nates (the argument is identical to that in Theorem 5), and noting once again that from
Assumption 7, |Γ|d is polynomial in nΓ, we have the probability that a packet dropped on
path Γ between source Sm and the destination at time-slot 0 is lost (cannot be recovered)







Γ > d) ≤ −IW (0, d, B̄) (4.47)
proving the following result.
Theorem 6. [58] Consider a path Γ from source Sm = N0 to destination N|Γ| in a network
satisfying the topological requirements in Assumption 7. Also, assume that all sources Sj in
the network have packet arrival process, {Aji} satisfying Assumption 4 with mean E(Aj0) <
C. Also, if the source generates auxiliary packets with rate B̄, then the probability that a
packet dropped from source Sm in time-slot 0 cannot be recovered with delay D
(nΓ)








Γ,m > d) ≤ −IW (0, d, B̄) (4.48)
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
In the following section, we perform numerical simulations to show that IW (0, d, B̄)
is strictly positive and scales linearly in d for i.i.d. arrival processes.
Remark 12. In a queueing network with buffering at intermediate nodes, each node needs
to have a buffer of size b = Θ(d) allocated for every flow passing through it. This follows
from many-sources large deviations for a single server queue [50]. Botvich and Duffield show
that at a single link, a buffer of Θ(nΓb) is necessary to achieve a loss probability that decays
as e−nΓI(b), and I(b) ≈ δb+ν (see (4.1)). Consequently, the buffer size at each intermediate
node scales similarly (since loss can occur at any of the links in the path of the flow).
Since, we have assumed that nΓ = Ω(N
α) (recall from (4.35) that nΓ is a lower
bound on the number of flows through any intermediate router), the above argument implies
that the total buffering required in the network (with N nodes) scales as Ω(N1+α).
On the other-hand, for comparable QoS with network coding, Theorem 6 requires
Θ(d) buffers per source-destination flow. This implies that the total buffer in the network
scales as Θ(Nd) (as there are Θ(N) source-destination pairs). This gives the spatial buffer
multiplexing a per-node buffering gain of Ω(Nα) over traditional queueing at intermediate
nodes.
4.6 Single source large buffer asymptotics
Consider a single-source destination pair under the model of Section 4.3-A. Let
d be the maximum number of timeslots over which received packets are buffered at the
destination. Here we will consider the packet loss behaviour asymptotically in the large
d-regime. Although dropped packets may be recovered infinitely into the future, we impose
a QoS requirement where we consider a packet to be lost if cannot be recovered within d
timeslots. However, since we are only considering a sufficient condition, this assumption
does not impede our analysis. In the rest of this chapter therefore, we will use P (D > d) as
a surrogate for the loss probability.
Due to the interdependence of decodability across time-slots, the exact expression
for P (D > d) is difficult to compute and so we will attempt to bound this value.
Further, for technical reasons we need to make the following finite history assump-
tion of the system under consideration.
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Assumption 8. Fix any integer T0 > 0. Then, given some coding buffer size d, the system
is initialized at −T̄ = dT0.
Note that T0 =∞, corresponds to the case where the system is observed in steady
state. However, for the purpose of this work, we consider the large buffer regime d → ∞
where the coding buffer at time −T̄ = dT0 is initialized to zero.
Note that since the events ET are disjoint for all T , by the principle of total proba-
bility,




P ({D > d} ∩ ET ). (4.49)
Then from Lemma 15 and (4.49),


























(Li −Bi) > 0)
Since, the link capacity is fixed at C, letXi
∆
=Ai−C be the effective arriving workload
at each time-slot i. By our assumption of stable arrival process, therefore E(Xi) < 0.
Further, assume that {Xi} satisfies a large deviations principle with rate function I(x) =














and I(·) is strictly convex or that ΛX(θ) satisfies the requirements of the Gartner-Ellis
theorem.
Observe that under the assumption that B̄ = C, i.e. the maximum number of
auxiliary packets generated by the source is C per time-slot, at any time-slot t,
Lt −Bt = (At − C)+ − (C −At)+ = At − C = Xt.
4I(·) is said to be the Legendre-Fenchel- or convex- transform of Λ(·), see [55] for details.
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Then, we can write
P (D > d) ≤ 1
2




Xt > 0), (4.51)
where (4.51) follows from the ergodic nature of the arrival process.































≤ exp[d(ΛX(θ) + ε)].
We can now rewrite (4.51) as follows,
P (D > d) ≤ 1
2
T̄ (T̄ + d+ 1) exp[d(ΛX(θ) + ε)].
Further, since from Assumption 8, T̄ = dT0 for some constant T0 > 0 and ε can be
arbitrarily small,





logP (D > d) ≤ −δ
for any δ > 0 and θ > 0. In particular, it suffices that infθ>0 ΛX(θ) < −δ. Since E[X ] < 0,
this is equivalent to stating that infθ ΛX(θ) < −δ.
Thus noting that infθ ΛX(θ) = −I(0),





logP (D > d) ≤ −δ. (4.52)
Theorem 7. For the system defined in Section 4.3, if the arrival rate E(A) < C, and
the log m.g.f. ΛX(θ) for the process Xi = Ai − C is well defined and strictly convex and
Assumption 5 holds, then





logP (D > d) ≤ −δ. (4.53)
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
Now, assume that an aggregate of N flows are created by the source. Further, let
there be nj flows of type j ∈ J each satisfying a large deviations principle with rate function
Ij(), and only one flow of coded packets generated by considering an RLC of all packets
within a window of d time-slots.













logP (D > d) ≤ −δ.
4.6.1 Loss effective bandwidth representation
In this section we express the necessary condition for QoS in Theorem 7 in terms
of an effective bandwidth criterion.
First, we will write the condition in (4.52) in terms of the Legendre-Fenchel trans-
form IA(x) = supθ{θC − ΛA(θ)} of the limiting log moment generating function ΛA(θ) =
limn→∞
1
n logE exp [θ
∑n
i=1 Ai] <∞.
Observing that the random variables Ai and Xi are related according to the relation
Ai = Xi + C and applying the contraction principle once again, we note that IA(a) =
infx{IX(x) : a = x+ C} = IX(a− C).
Therefore, we can write the condition in Theorem 7 as follows,









{(ΛA(θ) + δ)/θ} < C. (4.55)
This implies that for some θ̄ > 0,
θ̄C − ΛA(θ̄) > δ =⇒ sup
θ≥0
{θC − ΛA(θ)} > δ
=⇒ IA(C) > δ.





{(ΛA(θ) + δ)/θ}. (4.56)
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Note that the loss effective bandwidth for our case corresponds to the probability
of the event {D > d} and not the buffer overflow probability of [57, 78].
Using (4.55), we can rewrite the result in Theorem 7 as





logP (D > d) ≤ −δ.
The properties of the loss effective bandwidth are listed in the following lemma.
Lemma 21. (i) limδ→0 CA(δ) = E[A]
(ii) limδ→∞ CA(δ) = maxiAi













where the last relation follows by substituting any (possibly suboptimal) θ = Kδ for some
K > 0. Setting K = 1, we see that (iii) follows immediately.














since we know from [82] that limδ→∞ ΛA(δ)/δ = E[A].
Also, from Jensen’s inequality, E[eθ
∑d

















































and we can choose K ∈ R as large as possible, as K → ∞, we see that lim supδ→∞ Cδ ≤
maxi{Ai} following the known result limδ→∞ ΛA(δ)/δ = maxi{Ai} (cf. [82]).
Now, consider any non-negative sequence {δk, k = 1, 2, . . . ,∞} such that δk → ∞
as k →∞.
We now show that lim infk→∞ CA(δk) ≥ maxi{Ai}.
Since the infinite series {CA(δk)} is bounded as above, let {δki , i = 1, 2, . . . ,∞}
correspond to any subsequence (in particular, the subsequence converging to the lim inf)
such that CA(δki)→ C∗ as i→∞ for some 0 ≤ C∗ <∞. For each i, denote the infimizing
θ∗(δki) ∈ arg infθ>0{(ΛA(θ) + δki)/θ}.
We will consider the two cases:
Case(i): lim infi→∞ θ∗(δki) = M <∞
Case(ii): lim infi→∞ θ∗(δki) =∞ and thus limi→∞ θ∗(δki) =∞
For case (i), let us denote the subsequence corresponding to the lim inf by {δkij , j =
1, 2, . . . ,∞}, i.e. limj→∞ θ∗(δkij ) = M .
Further, we have by construction that δkij →∞ as j →∞. Thus,
CA(δkij ) =
ΛA(θ
∗(δkij )) + δkij
θ∗(δkij )
→∞
as i→∞. However this contradicts the finiteness result in (4.59) and hence case (i) cannot
occur.











Thus, along the sequence {δk, k = 1, 2, . . . ,∞}, lim infk→∞ CA(δk) ≥ maxi{Ai}.
Since the sequence {δk, k = 1, 2, . . . ,∞} was chosen arbitrarily, it follows that lim infδ→∞ CA(δ) ≥

























Buffering d = 3
Coding d = 6
Coding d = 3
Coding d = 7
Figure 4.6: Comparison of coding with buffering. Coding with d = 3, 6 performs marginally
poorer than queueing with b = 3. However, coding with d = 7 performs better than queueing
with b = 3. Thus, the performance of coding matches buffering for d = O(b).
4.7 Numerical Results: Many sources
4.7.1 Single Link
Under the i.i.d. Assumption 6, we can show that the rate function for the single
link packet loss probability using network coding IY (0, d, B̄) derived in (4.14) scales linearly
in d if the mean arrival rate E[A] ∈ (C − B̄, C). In this chapter (due to space constraints),
we demonstrate this for the simple case where {Ami } ∼ Bernoulli(p) with p = 0.6 (hence
E[Ami ] = 0.6) over a link of capacity 0.9. The rate function for each A can be derived from
the convex dual of the Log Moment generating function (MGF) of the Bernoulli random
variable to be
IA(x) = x log(x/p) + (1− x) log((1− x)/(1 − p)).
Using standard rate function computations (for vectors with i.i.d. elements) [55], we can
























Figure 4.7: Rate function for the multiple link case as a function of d
Substituting in (4.14), for y = 0, we have











fi(xi) = 0}, (4.61)





M −min(B̄, (C − x)+)
]
.
Note that fi(x) = 0 at C and is strictly increasing and locally concave at C (see Figure 4.5).
Also, since the rate function IA(x) is convex and greater than zero everywhere (except at
x = E[A] where IA(E[A]) = 0), if E[A] ∈ [C− B̄, C] the rate function is a strictly increasing
convex function in a small neighbourhood around C. Therefore (4.61) can be written as




i=1 zi = 0. From standard optimization theory it follows that, the
objective obtains it’s minimum when each zi = 0, corresponding to each xi = C. Hence
IYk(y, d, B̄) = dIA(C).
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For our particular example, IA(C) = 0.2263. Hence the probability of packet loss with
network coding for this case, scales as Θ(exp(−nd × (0.2263))) showing that coding over
larger blocks provides exponential gain in the probability of packet loss. This is analogous
to Botvich and Duffield’s [50] result for queueing, repeated in (4.1) where I(b) scales linearly
as buffer-size b in the large b regime.
We also perform a simulation for the single link case with i.i.d. packet arrivals to
each source with a Poisson distribution with mean E[Ami ] = 58, m = 1, 2, . . . , n, i = 0, 1, . . .
and capacity per-flow C = 60. We compute the probability of packet loss with queueing in
intermediate nodes and spatial buffer multiplexing via network coding at the source alone
and plot the results in Figure 4.6. We observe that similar performance in terms of packet
loss probabilities can be achieved if the number of time-slots over which network coding
needs to be performed d is orderwise the same as the buffer b required for queueing.
4.7.2 Path with multiple links
Unlike the single link case, the mapping function ḡ for the multiple hop case (see
Figure 4.5) is not concave in the neighbourhood of C. However, local properties of the
function ḡ(x) around x = C, allow IW (0, d, B̄) to scale linearly as well with d. However,the
analysis is considerably lengthier. Instead, we numerically compute the values of IW (0, d, B̄)
for the Bernoulli arrival process in the previous subsection and graphically observe that the
rate function does indeed scale linearly with d.
4.8 Numerical results: Single source, large buffer
In the numerical results in Figure 4.8 we compare the effective bandwidth for queue-
ing (see de Veciana and Walrand [57]) against the effective bandwidth for coding (in Eqn
(4.56) )to achieve the same large buffer QoS asymptotic fall-off δ.
Note that while we only present a sufficient condition for the QoS guarantee, the
results in large buffer asymptotics for queueing are both necessary and sufficient. Hence,
we can compare our sufficient condition against the tight effective bandwidth condition of
de Veciana and Walrand.
We observe that although CA(δ) appears to be within a difference of 1 from Λ(δ)/δ,
our loss event corresponds to exceeding a delay of d, whereas the de Veciana and Walrand
result in Eqn (4.3) [cf. [57]] corresponds to exceeding a queueing buffer of size b. This
implies that the coding buffer size required to achieve similar QoS scales as dÃ for E[A] ≤
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Figure 4.8: Comparing the loss effective bandwidth of queueing vs. coding for for two
instances of 2-state Markov Random Sources. maxi{Ai} = 1.5 (top), maxi{Ai} = 5.0
(bottom), E[A] = 1
Ã ≤ maxi{Ai}. We conjecture that the ‘penalty for coding’ Ã corresponds to the “most
likely path” leading to the error event.
These results seem to suggest that buffering is preferable to coding for small net-
works while our results in 4.5 show that for large networks, the reverse is true.
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Chapter 5
TCP-NC in wireless environments
5.1 Introduction
When TCP was designed, it was designed and optimized with the assumption that
the networks that it was supposed to operate over have highly reliable node-to-node links
so that dropped packets due to bad links are highly unlikely. It was this fact of the wired
network that TCP utilized to build a congestion control mechanism; a dropped packet
only meant one thing – a buffer overflow due to a congestion somewhere in the network.
Thus, when the sender TCP algorithm is notified of lost packets, the additive increase
and multiplicative decrease (AIMD) mechanism promptly cut the transmission rate/TCP
window size by half. On the other hand, successful reception of window’s worth of packets
implied under utilization of the network, and thus AIMD mechanism would increase the
window size by one packet.
However, a typical wireless link is designed with BER on the order of 10−5, which
translates into a packet drop probability of 5-10% for a typical 1KB packet. If TCP is used
over the wireless network without any modifications, this considerably reduces the average
window size and prevents it from enlarging to any significant portion of the ideal size, the
bandwidth-delay product. This results in a small TCP window size and low utilization
rate [83, 84]. Further, the asymmetry of the wireless link between uplink and downlink rates
causes TCP ACKs congestion on the reverse path, which incorrectly reflects (round trip
time) RTT, thereby affecting TCP throughput [85].
To combat such adverse nature of the wireless network, many solutions have been
proposed. The commonly deployed solution in UMTS systems involves automatic repeat
request (ARQ) between the nodes on the route that TCP connection is made over. ARQ
(or Hybrid ARQ) is deployed in a lower layer protocol to deal with packet drops, and
hence packet drop due to hostile wireless channels is hidden from the network layer (TCP).
However, multiple ARQ requests and the corresponding ACK/NACKs cause retransmission
delays that may significantly affect RTT estimation.
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Another proposed solution (see [86]) is to code the data stream at a specific coding
rate so that the packets can withstand higher drop rate. For example, if the wireless link
is known to have 5% drop rate, we can implement coding strategies so that despite 5% loss
of packets, we can successfully recover the lost packets from the coding. However, such
approach requires the drop rate to be either static or the change in the drop rate be slow
enough so that the rate can be fed back to the sender so that he can adjust his coding rate
accordingly. Changes in the drop rate can occur over time due to macro scale fading of the
wireless channel. For example, if the drop rate changes every RTT, the information about
the drop rate will not reach the sender in time to be useful since by the time the information
reaches the sender, the drop rate would have changed.
Parallely, we note that there exists a considerable body of literature [87, 88] on
modelling of the TCP window process in the presence of active queue management (AQM)
systems especially RED [89]. Tinnakornsrisuphap et. al. [88] present a weak limit of the
window size process by proving a weak convergence of triangular arrays; the mathematical
treatment in this work is based on their treatment. Baccelli et. al. [90] present a fluid limit
of the TCP window process, as the number of concurrent flows sharing a link goes to infinity,
and the authors show that the deterministic limiting system provides a good approximation
for the average queue size and total throughput.
Earlier work on additive increase multiplicative decrease (AIMD) source control
used by TCP and its connection to fairness of sharing link bandwidth is considered in [24];
the authors consider a fluid model of the source rate and pose the fair resource allocation
problem among heterogeneous users as a convex program. The authors in [91] consider
a similar convex program for an end-to-end congestion control scheme in the presence of
explicit congestion notification (ECN), which is a proactive congestion avoidance scheme
based on packet marking; for their system, the authors prove that there exists a socially fair
AIMD scheme to share the link bandwidth. In related work, the use of delay differential
models to study internet congestion control using proportionally fair congestion controller
(i.e. packet marking based on marking function) for many-flow scenarios is justified in [92].
In this work, we propose a method improving TCP over wireless that does not re-
quire feedback (except TCP ACK’s) or ARQ. We consider the simple topology of a TCP
sender connected via wireline network to an intermediate router and a TCP receiver con-
nected by a wireless channel to this intermediate router. An example scenario would be a
cellular access network (such as W-CDMA/WiMax) where the cellular base station is con-




In the proposed system, we perform random linear coding (RLC) and priority queue-
ing/transmission at the intermediate router. In our proposed method, the sender encodes
the data packets using RLC and sends the data packets along with the coded packets to-
wards the receiver. When the packets (data and coded) arrive at the wireless router, the
router transmits only data packets unless there is no data packet to be transmitted in the
queue. Thus, data packets have higher priority over coded packets in transmission. When
the receiver gets these data and coded packets, the receiver attempts to reconstruct the
lost data packets from the successfully received data and coded packets. When the lost
data packets can not be reconstructed within time limit, the sender is notified of failed
transmissions via duplicate ACK’s and timeouts.
Our main contributions are as follows:
(i) For the case where N flows share the router, we formulate a per flow marking process
Mn(N)(t) for the n-th flow at RTT-slot t that models both packets lost in the channel due
to insufficient coding and packets dropped by the active queue manager (implemented
as a marking function) at the router.
(ii) For the AIMD flow control system controlled by the above marking function M(t), we
show that as the number of flows sharing the router N tends to infinity, the window
size process W 1(N)(t) of each flow converges weakly to a limiting process W (t).
(iii) We upper-bound the limiting marking function M(t); based on this, we prove that the
average window size under the limiting distribution is lower bounded by a 1 − 2e−1
fraction of the ergodic link capacity per flow. This presents an orderwise gain over the
performance of native TCP in the presence of random packet errors.
The organization of this chapter is as follows: first, we discuss the system model for
a single TCP flow in section 5.2 and describe the additive increase, multiplicative decrease
(AIMD) dynamics of a TCP flow. We prove that as the number of flows tends to infinity, the
window size process converges weakly (in distribution) to an ergodic process in Section 5.3.
Finally, in Section 5.4, we prove that the average window size under the limiting distribution
is lower bounded by a 1− 2e−1 fraction of the ergodic link capacity per flow.
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5.2 System model
This work examines the effect of network-coding on TCP window control, first for
a single TCP flow through a simple network consisting of a source, an intermediate buffered
wireless router and a receiver, and subsequently, for a generalized model involving multiple
TCP flows through the intermediate wireless router. As discussed in Section 5.1, our focus
is on understanding hybrid wireline-wireless networks where the TCP source is removed
from the wireless hop. This motivates our model where the TCP-source is far removed from
the wireless hop, and is therefore unable to respond briskly to variations in the channel
conditions.
5.2.1 Single Flow
Consider a TCP connection from source S to destination D going through an in-
termediate wireline-wireless interface router R. The router receives packets on its wireline
interface and transmits packets across a noisy wireless channel to destination D. With slight
abuse of notation, we will denote both the buffer and the size of the buffer as B.
Further, for the purpose of analysis, we will assume that each of the TCP connec-
tions has the same RTT. We will consider slotted time, with each unit time-slot correspond-
ing to an RTT-interval. In each RTT-interval the wireless router can transmit C packets
across the wireless channel, where C is the nominal capacity of the wireless channel. In other
words, if the wireless channel experiences no error, then C packets can be transmitted suc-
cessfully from the wireless router to D. Note that this differs from the information-theoretic
capacity for the channel under noiseless conditions – which is infinity.
5.2.1.1 Wireless channel error model
We model error in the channel as a simple i.i.d. packet error process whose param-
eter remains constant for a block of κ RTT-intervals for some κ ∈ N. This is similar to the
quasi-static or block-noise model common in wireless communication literature. We index
RTT intervals as (i, j) where the index j corresponds to each RTT-interval within a larger
block of κ consecutive RTT-intervals, each of which is, in turn, indexed by i.
Let {Ω,F,P} be the probability space induced by the packet error parameter pro-
cess. Let each sample path ω ∈ Ω be written as a sequence ω∆={ωij}i=∞,j=κi=1,j=1 .
Within each RTT-interval i, j, packets transmitted over the wireless channel suffer
degradation due to a Bernoulli error process with parameter Pi(ωij) ∈ {p1, p2, . . . , pπ} acting
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upon each packet over the air independently of other packets in the same RTT-interval.
We remark that the parameter Pi of the Bernoulli packet error process itself is a ran-
dom variable whose value changes once every κ consecutive RTT-intervals. The probability
mass function of the random parameter Pi(ωij) is specified as P(Pi = pk)
∆
=p̃k, k = 1, 2, . . . π;
∑π
k=1 p̃k = 1.
Although the results in Section 5.3 will hold for the case of any finite κ, we will
confine ourselves to the simple case of κ = 1 to simplify notation. Accordingly, ω = {ωt}∞t=1
with the random parameter Pt(ωt) ∈ {p1, p2, . . . , pπ}.
5.2.1.2 Source coding: Random Linear Combination
We will assume that the source receives a stream of Ai user-generated data packets
in the i-th RTT-interval and generates a stream of Bi coded packets by using random linear
combination (RLC) over the data packets as follows: let each packet xik, k = 1, 2, . . . , Ai
be represented as an element of some finite field Fq; choose elements αjk ∈ Fq uniformly at






for j = 1, 2, . . . , Bi.
The destination receives the the coefficients of the linear equations, αij , correspond-
ing to each coded packet as header bits within the packet. Alternately, since in most practical
considerations, the coefficients αij will be generated via a pseudo-random generator, it may
be sufficient to initialize the pseudo-random generators at the source and destination to the
same state at the beginning of the communication process via some form of handshaking.
However, this would require the decoder at the receiver to know the exact number of packets
generated in each time-slot so as to maintain both random-number generators at the same
state. This information could be encapsulated as part of one or more of the data packets.
If one or more packets are dropped, the receiver recovers the dropped packets by
decoding the coded packets received in future time-slots by solving for the unknown values
of xi,k from the system of equations in (5.1). Since this is a set of linear equations, the
system in (5.1) yields a unique solution provided the random coefficient matrix {αij} is
invertible.
Each coded packet, and the corresponding coefficients αij represent a linear equation
over the data packets xik. The information at the decoder may be represented as a set of
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linear equations in known and unknown variables. The known variables correspond to the
data packets are directly received by the decoder. The unknown variables are the dropped
packets. Hence, the decoder requires as many independent linear equations (coded packets)
as the number of unknowns to be able to solve for this set of equations. Note that since the
field Fq is finite, in general, two coded packets have a non-zero probability of being linearly
dependent. This corresponds to the event where the matrix of coefficients is singular. In
the rest of this work we will loosely refer to the set of linear equations as being invertible
(uninvertible) if this matrix is not invertible (respectively, not invertible).
However, it is easy to verify that the probability that the coefficient matrix is
uninvertible tends to 0 as the size of the finite field Fq tends to infinity. For a value
of q that is 20 (30 respectively) bits long, the probability that the coefficient matrix is
uninvertible is approximately 10−6 (10−8respectively) (cf. Chapter 4, Remark 11). Since
packets are larger than that, we can neglect the probability that the coefficient matrix is
uninvertible. Accordingly, in the rest of the work, we will make the following assumption as
a simplification.
Assumption 9. The set of linear equations in (5.1) is always invertible.
5.2.1.3 Queue dynamics
A priority rule is implemented at the router R to handle the streams of data and
coded packets respectively – we assume that the data packets are first transmitted by the
router R. The source maintains a TCP packet window of size W (t) for the t-th RTT-interval
containing data packets alone.
The router buffer evolution equation is given by
Q(t+ 1) = max{Q(t) +W (t)− C, 0}, (5.2)




=(C −W )+ . (5.3)
5.2.1.4 TCP window dynamics
The source implements the TCP additive increase multiplicative decrease (AIMD)
window algorithm. We will neglect timeouts in our analysis to simplify our model.
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The TCP window process at the source is modeled as follows,




where the random variable 1success
∆
=1 when all packets transmitted in the t-th RTT interval
have been successfully recovered at the destination; 1drop
∆
=1 − 1success takes the value 1
when either (i) the receiver cannot recover one or more packets corrupted by the packet
error process or (ii) there is a tail drop at the router buffer B.
Further, we assume that at any RTT interval a sufficient number of auxiliary coded
packets are always available at the router R. Thus, the wireline link S −R is considered to
be over-provisioned to accomodate sufficient number of coded packets for the worst channel
error parameter. While this is a strong assumption, it is a typical feature of practical network
topologies where the end-to-end path capacity of a heterogeneous network is constrained by
a bottleneck on the wireless link, whereas the wireline links have large capacities.
We assume full channel state information (CSI) at the router R – in other words,
the router knows the value that the random variable Pt takes at each RTT-interval of time.
At the t-th RTT-interval of time, the router R transmits
G(Pt,W (t)) = min{K, dαW (t)/Pte} (5.5)
packets over the wireless interface, for some excess coding factor α > 1. A minimum of K
packets will be always transmitted by the wireless encoder for technical reasons which will
become clear in Section 5.4.1.
Since the nominal rate of the transmitter is C, we are constrained by G(Pt,W (t)) ≤
C. The mean number of total (coded and uncoded) packets that need to be transmitted
for the destination D to receive W (t) packets can be calculated to be W (t)/Pt. We will
subsequently show that the excess coding factor creates room for additional coded packets
so that the probability that less than W (t) packets are correctly decoded at the destination
falls off exponentially fast in link capacity C. This in turn, implies, that for large values of
C, small values of α > 1 suffice.
Also, the router implements a priority scheduling rule where data packets are trans-
mitted with priority over coded packets.
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5.2.1.5 Receiver
The destination receiver D behaves like a regular TCP receiver and transmits an
ACK if a packet is correctly received, or transmits a NACK if a packet is corrupted by the
error process defined above. The destination D also transmits out of sequence ACKs in the
event that a packet is dropped either at the router buffer or in the transmission. In either,
case, for modeling purposes, it is the same as a NACK and so we will restrict the destination
to only two types of control packets ACK and NACK.
5.2.2 Multiple flows
We consider a sequence of systems indexed by N ∈ N. For the N -th system, we
consider a wireless router R serving multiple flows between source-destination pairs Sn−Dn.
Like in the preceding subsection, we assume that the path from Sn to R is wireline, whereas
the link from R to Dn is wireless. Each link R−Dn is assumed to have independent fading,
i.e. each channel has i.i.d. probabilities of error with values from P as before. We will use
the standard assumption that the total link capacity scales with N, i.e. the total channel
capacity for the broadcast from R to all the destinations Dn is NC.
5.2.2.1 Queue dynamics
In accordance with the priority rule described in the previous subsection, we assume
that the data packets are first transmitted by the router R. Since each source Sn generates
Wn(N)(t) packets, the router buffer evolution equation is given by
















5.2.2.2 Sharing spare capacity
We will utilize the spare capacityX(N) to transmit the coded packets for the various
streams. However, this leads to the important question of how this spare capacity should
be divided amongst the various streams, each experiencing varying channel conditions.
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The router knows the rates Wn(N)(t)/RTT (and therefore can calculate W
n
(N)(t) for
each stream) as well as the channel error probability Pnt experienced by each stream n in
the t-th RTT interval. We will also assume that the router can estimate the parameter




















where Qn(N)(t) is the number of data packets queued for stream n in the t-th RTT interval




(N)(t). Note that although Q(N)(t) is the size of the buffer
occupied by the data packets, the total number (data + coded) of packets, corresponding
to the buffered data packets, transmitted over the air is Q̃(N)(t).
5.3 Multiple flow Analysis
To simplify analysis, we assume that the RTT’s for each of the flows passing through
the router are the same.
Observe than in the system under consideration, packets are lost when the total
number of packets transmitted over the channel W̃N (t) exceeds the channel capacity C.
Thus, the corresponding active queue management system should seek to alleviate this
congestion by marking packets as a function of the spare capacity.
In our model, we will not distinguish between dropping one packet and dropping
multiple packets in an RTT; instead assuming that the transmit window will halve at most
once in each RTT. We will denote the process that triggers this congestion window back-
off by a sequence of {0, 1} random variables Mn(N)(t) corresponding to the n-th flow for
n = 1, 2, . . . , N in the t-th RTT-interval, i.e. Mn(N)(t) = 1drop(n, t).
In order to fully specify the model, we need to specify the joint statistics of the ran-
dom variables {Mn(N)(t),Wn(N)(t), Pnt ; i = 1, 2, . . . , N ; t = 1, 2, . . .}. To do so, we first define
the i.i.d. random variables V nt ;n = 1, 2, . . . , N ; t = 1, 2, . . . where each V
n
t ∼ Uniform[0, 1].
Note that unlike packet dropping/marking functions implemented in schemes such as RED
to monitor queue overflow at the router, where each TCP connection has an individual
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marking function associated with it, the packet dropping function in this case takes two
parameters – the total occupied link capacity, and the individual flow from each flow. How-
ever, as we will show subsequently, the system is designed to keep queue sizes at the buffers
very small and hence we do not incorporate queue based dropping at the router buffer.
To implement a simple AQM scheme, we will consider a packet dropping probability
function f (N) : N2+ → [0, 1].
The random variable An(N)(t) ∈ {0, 1} which takes the value of 0 when one or more






V nt > f





for n = 1, 2, . . . , N ; t = 1, 2, . . .∞, where Q̃(N)(t) is as defined in (5.9). In other words
An(N)(t) = 1 when the router does not mark/drop packets for stream n at time t.
We will specify the following properties for the random packet dropping function.
Assumption 10. For some fixed ∆ ≥ 1
f (N)(Nc, x) = 1, (5.11)
for all c ≥ C −∆ and x ∈ N+. Also, f (N)(y, w) = 1 for all w > Wmax.
Remark 13. Assumption 10 is the same as assuring that all TCP connections experience
window halving when the sum total of the flows (coded + uncoded) exceeds N(C −∆).
Note that this is a conservative marking function since the channel packet error
process is random. For small window sizes, it is likely that fewer than W̃ (N)(t) −Wn(N)(t)
coded packets are sufficient to compensate for the number of packet losses.
Lemma 22. Assume that Qn(N)(0) = 0 for all n = 1, 2, . . . , N . Then, for any time t and
sample path ω ∈ Ω, Qn(N) = 0. This also implies that for all t, Q̃(N)(t) = 0.
Proof: We will induce over RTT-intervals t. Let us assume that the lemma holds
for some t. Then we have, from the queue evolution equation (5.6),











(N)(t) < N(C − ∆), at each RTT-interval
t. Hence, Q(N)(t + 1, ω) = 0. Since each Q
n
(N)(t + 1, ω) ≥ 0, and Q(N)(t + 1, ω) = 0, this
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implies that each Qn(N)(t + 1, ω) = 0. From the definition in (5.9) it follows immediately
that for all t, Q̃(N)(t, ω) = 0.
Lemma 22 implies that the TCP-connections are coupled in time, or with each
other, only through the window processes {Wn(N)(t)} and not through the queue processes
{Qn(N)(t)}.
The next assumption specifies a technical constraint on the sequence of marking
functions f (N)(·) to ensure convergence in Theorem 8.
Assumption 11. There exists a continuous function f : R2+ → [0, 1] such that for each
N ∈ N,
f (N)(x, y) = f(N−1x, y).
Further, for all the packets that are transmitted, on flow Sn −Dn in RTT-interval








={f (N)(W̃ (N)(t) + Q̃(N)(t),Wn(N)(t)) < 1} occurs, i.e. when the channel does
not experience overflow. Also, let us define
Hnj (t) =
{
1 if the j−th packet is received correctly
0 if the j−th packet is corrupted by error.
Let us further define the r.v. Bn(N)(t) corresponding to the event that the number of received















be the empirical fraction of packets (coded + uncoded) correctly received by the destination
Dn in the t-th RTT interval when the channel error parameter is P
n












The Bernoulli random variable B̄n(N)(t) ∈ {0, 1} which takes the value 1 when all
data packets transmitted by the router in Wn(N)(t) are correctly decoded by the receiver,
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Observe that in our model, packets are successfully received by the receiver (and
thus there are no drops and, in turn, window size increases) if both {An(N)(t) = 1} and
{B̄n(N)(t) = 1}. We can then represent the marking event {Mn(N)(t) = 1}, which corresponds
to the event that the data packet window is halved, as follows
{Mn(N)(t) = 1}c
= {An(N)(t) = 1} ∩ {B̄n(N)(t) = 1}
(a)
= {An(N)(t) = 1} ∩ {B̄n(N)(t) = 1} ∩ J
(b)


























= {An(N)(t) = 1} ∩ {Bn(N)(t) = 1}
where (a) follows from the observation that {An(N)(t) = 1} ⊆ J according to the definition of
marking function in Assumption 10; (b) follows from the relation in (5.12) and the expression
for B̄n(N)(t) above; and (c) follows from (5.14).
Thus, we can represent the marking event random variable
Mn(N)(t) = 1−An(N)(t)Bn(N)(t). (5.15)
Let Ft be the filtration adapted to the process {Wn(N)(t), Pnt , n = 1, 2, . . . , } for
t = 0, 1, 2, . . . ,∞.
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Remark 14. Note that the random variables An(N)(t) and B
n
(N)(t) are not independent from
each other since they share the common random variable Wn(N)(t). Thus, despite the fact
that the error process in the channel that corrupts the packets is independent of the random
variable V nt associated with the random variable A
n
(N)(t), the actual probability that data
packets on the n-th stream are decoded correctly in the t-th RTT-interval depends on the






i.e. An(N)(t) and B
n
(N)(t) are independent, conditioned on Ft.
Accordingly, we can now represent the evolution of the window by the following
stochastic dynamic equation:
Wn(N)(t+ 1) = W
n







Equation (5.17), together with the queue evolution equation in (5.6), window resiz-
ing variable (5.15), and the definition of W(N)(t) from (5.8) completely specify the dynamics
of the system under consideration.
We will next make a technical assumptions to ensure convergence in Theorem 8. We
specify that the initial window size when the system starts is chosen uniformly at random,
and also that initially, the router queue is empty.
Assumption 12. For each N ∈ N, the initial state of the packet windows and router queue
are given by
Q(N)(0) = 0, and W
n
(N)(0) = γC
for some γ ∼ Uniform(0, 1).
Consider any RTT-interval indexed by a finite positive integer t. In the remainder of
this section, we will prove a weak convergence for the window size process Wn(N)(t) as N →
∞. The structure of the lemmata is similar to the construction in [88] where the authors
prove a weak Law of Large Numbers for the triangular array, {Wn(N)(t) , n = 1, 2, . . . , N}
of TCP windows with packet drops in wireline networks.
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However, our model and proofs differ from [88] in two respects. First, while the
link capacity is kept constant for all RTT intervals in [88], we consider the case where
the channel packet drop probability (and therefore the information theoretic capacity) of
the link varies from RTT-interval to RTT-interval. Our proofs consider this aspect, and
are therefore significantly different from their counterparts in [88]. Secondly, the marking
function we consider is different from [88], thus requiring a different proof.
Theorem 8. Under the conditions of Assumptions 11 and 12, then for each t = 0, 1, . . .,





[B:t] W 1(N)(t)⇒NW (t) (5.19)
For k = 1, 2, . . . , π, let Ik(t) ⊆ {1, 2, 3, . . . , N} be the set of source-destination indexes such
that Pnt = pk, ∀k ∈ Ik(t). Let Jkn be a Bernoulli random variable taking Jkn = 1 when
Pnt = pk (i.e. when n ∈ Ik(t)) and 0 otherwise. For any function g : R+ → R and any









(N)(t))→PN p̃kE[g(W (t))]. (5.20)
Further, Wn(N)(t), n = 1, 2, . . . , N is asymptotically independent which is defined as follows:







{Wm(N)(t) = am}) =
∏
m∈I
P(W (t) = am). (5.21)
Moreover, the resulting limiting processes are given by







where M(t) : N× Ω→ [0, 1] is an appropriately defined marking function, and




Proof: Without loss of generality, from Assumptions 12 and 11 we can immediately
see that [A:0], [B:0], [C:0] and [D:0] hold. We will now induce over the set of natural
numbers. Let our induction hypothesis be that [A:t], [B:t], [C:t] and [D:t] hold. We will
now show that [A:t+1], [B:t+1], [C:t+1] and [D: t+1] hold as well.
1Notation: →P
N
denotes in probability as N → ∞; ⇒N denotes convergence in distribution as N → ∞.
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Lemma 23. [A:t] and [B:t] −→ [B: t+1]
Proof: See Appendix 5.5.1.
Lemma 24. [A:t], [B:t], [D:t] −→ [D:t+1]
Proof: This result is analogous to the corresponding asymptotic independence result
in [88]; we present it in Appendix 5.5.2 only for sake of completeness.































Wn(N)(t)→PN p̃kE[W (t+ 1)] (5.25)
for each k = 1, 2, . . . , π.
Recall from the system model in Section 5.2 that the channel packet drop rate P 1t
for the first flow is distributed as P(P 1t = pk) = p̃k. Since the number of channel error
parameters, π, is a finite constant, it follows from (5.24) and (5.25) that
W̃ (N)(t+ 1)
N







= αE[W (t)]E[1/P 1t ]
where the last relation follows since for any flow, the channel error process is i.i.d. and
distributed ∼ P 1t .
Lemma 26. [B:t+1], [D:t+1] −→ [C:t+1]
131
Proof: Observe that by our assumption eachWn(N)(0) is chosen uniformly at random
from the set of possible window sizes, and thus the window processes Wn(N)(t + 1) are











































Now, since the window evolution process W 1(N)(t) is independent of the channel
error paramter process (the process by which the channel noise probability pk changes from
RTT-interval to RTT-interval), the random variables W 1(N)(t+ 1) and J
k
1 are independent.
Also, since W 1(N)(t + 1) < Wmax, var[g(W
n
(N)(t + 1))] is finite and J
k
1 ∼ Bernoulli{0, 1}),
var[g(W 1(N)(t+1))J
k
1 ] is finite. Hence, N
−1var[g(W 1(N)(t+1))J
k
1 ]→N 0 for any sample path.
We will next show that since W 1(N)(t+ 1) and W
2
(N)(t+ 1) are asymptotically inde-
pendent (from statement [D:t]), and the random variables Jk1 , J
k
2 are independent of each
other and independent to the window processes W 1(N)(t + 1),W
2
(N)(t + 1), the covariance
term in (5.26) tends to 0 as N →∞.








= E[g1(W (t+ 1))]E[g2(W (t+ 1))]. (5.27)
Now, since Jk1 , J
k































where the last relation follows from the fact that Jk1 ⊥ Jk2 ⊥W (t+ 1).































= p̃kE[g(W (t+ 1))]
where the last expression follows from [B:t] and Jk1 ⊥W 1(N)(t+ 1).
Proof [Theorem 8]: Assume the result in Theorem 8 holds at RTT-interval t. From
Lemma 23, [A:t] and [B:t] imply that [B:t+1] holds. Next, since [A:t],[B:t] and [D:t] hold,
from Lemma 24, we see that [D:t+1] is satisfied.
Since [B:t+1] and [D:t+1] hold, Lemma 26 implies that [C:t+1] will hold as well.
Finally, from Lemma 25, [C:t+1] implies [A:t+1] thus proving that all the statements on
Theorem 8 hold at t+1 if they hold at t. Since the statements trivially hold for time t = 0,
by the principle of mathematical induction, we are now done.
5.4 Fixed point for the window evolution equations
To be able to evaluate the “efficiency” of our transmission scheme, we need to
understand the steady state performance of the limiting window evolution (5.22). However,
note that we first need to establish that the window evolution process {W (t)} is ergodic.
Looking at the equations (5.22),(5.23), we immediately see that the process {W (t)}
is a discrete-time Markov chain where the state transitions are driven by the uniform random
variables (V (t), V ′(t)).
Corollary 2. The window evolution process {W (t)} is ergodic with some limiting distribu-
tion W ∗.
Proof: Further, since W (t) ≤ Wmax for all integers t ≥ 0, the Markov chain can also be
seen to be finite. Also, we note from Assumption 10 that for all t ≥ 0, there exists a finite
probability εp > 0, strictly greater than zero, that the window size W (t) halves in the next
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time-slot – this implies that the Markov chain is irreducible. Finally, the random variables
(V (t), V ′(t)) ensure that the Markov chain is aperiodic. It follows immediately that {W (t)}
is ergodic.
Remark 15. Observe that although the process {W (t)} as defined by equation (5.22)is
proved to be ergodic in the corollary above, we must point out as a caveat that it does not
immediately imply that the limiting proces of Wn(N)(t) for some finite n < N converges to
an ergodic process. This is because the limit results in Theorem 8 apply only for any finite
value of t, while taking N to infinity.
However, we will approximate the limiting distribution of Wn(N)(t) as W (t) even as
t→∞. This can be thought of an exchange of limits from time and flow; a similar treatment
is presented elsewhere in the literature in [61, 93].
5.4.1 Stationary Distribution of W (t)
In the following, we will provide a closed form expression for the lower bound on
the ergodic average of the process W (t) governed by equation (5.22). Since W (t) is ergodic,
the time-average of the window size W (t) will tend to the stationary average distribution
of the Markov chain governed by equation equation (5.22) as t → ∞. To determine this
stationary average, we will assume that the finite field Markov chain governed by equation
(5.22) starts at the stationary distribution at time t = 0. Note that we do not require the
real system as described in Section 5.3 to start at the stationary distribution at t = 0; it is
only for the purpose of analysis that we make the initial stationary distribution assumption.
This implies that for all t > 0, E[W (t)] = E[W (t+ 1)] = E[W ].
In the remainder of this section, we will confine our discussion, without loss of
generality, to the limiting flow corresponding to the TCP connection with index 1.
Observe that the probability of the event {Bn(N)(t) = 1} corresponds to the binomial
distribution with parameters (N,P 1t ) and is easier expressed in terms of a tight Chernoff
bound as N →∞. Since excess coding factor α > 1, any Wn(N)(t) = w, w ∈ 1, 2, . . . ,Wmax,
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P 1t = pk















































whereD(x||y)∆=x log(xy )+(1−x) log(1−x1−y ) is the Kullback-Leibler distance between Bernoulli
distributions with parameters x and y respectively, and the empirical probability of packet
loss P̂ 1t has mean E[P̂
1
t ] = pk . Since the set p1, p2, . . . , pπ is finite, we can write the bound
P(B1(N)(t) = 0|Wn(N)(t) = w,P 1t = pk)
≤ e−minpk D(pk/α||pk)G(pk,w). (5.28)
In order to lower-bound the number of packets that a flow transmits, we will con-
sider the following design modification: the minimum number of coded+uncoded packets
transmitted, per flow, by the wireless transmitter is K < C. Hence, the effective total num-
ber of packets transmitted by the wireless transmitter is max{K,G(pk, w)} for stream 1
at time-slot t. Thus, even in that case where the window size W is small, the number of
packets (coded+uncoded) transmitted for each flow is at least K.
Accordingly, we may write the above equation as
P(B1(N)(t) = 0|Wn(N)(t) = w,P 1t = pk)
≤ min{e−minpk D(pk/α||pk)G(pk,w)}
≤ εK (5.29)
for some suitable value of εK > 0, where the last bound is as a result of the finite set of
values that w takes. Also, note that the bound in (5.29) is uniform over all values that
Wn(N)(t) may take. Further, as C and K take larger values, and the value of the excess
coding factor α is made larger, εK can be made smaller for any value of w and pk.
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However from (5.54) we note that,
Y 1(N)(t)
= 1− P(B1(N)(t) = 0|Ft)
= 1− P(B1(N)(t) = 0|Wn(N)(t), P 1t ) (5.30)
⇒N Y 1(t).
where (5.30) follows from the observation thatWn(N)(t), P
1
t are sufficient statistics for B
1
(N)(t)
according to the definition of B1(N)(t) in (5.14).
Hence (5.30), together with the bound in (5.29), implies that
Y 1(t) ≥ 1− εK . (5.31)
In the following lemma, we will bound the value of εK .
Lemma 27. Equation (5.31) is satisfied by εK = e
−K minpk D(pk/α||pk).
Proof: We repeat (5.29) below,
P(B1(N)(t) = 0|Wn(N)(t) = w,P 1t = pk)
≤ min{e−minpk D(pk/α||pk)G(pk,w)}
Noting from (5.5) that the minimum value of G(pk, w) is K, the result follows immediately.
Now, for the 1-st flow, where W 1(t) is the limiting window process distributed as
W (t) in Theorem 8, we can write
P(M1(t) = 1|W 1(t) = w)
= E[M1(t)|W 1(t) = w]
= E[E[M1(t)|Ft]|W 1(t) = w]
= E[1− E[A1(t)|Ft]E[B1(t)|Ft]|W 1(t) = w]
= E[1− Z1(t)Y 1(t)|W 1(t) = w] (5.32)
= [1− (1− f(w̃tot(t), w))E[Y 1(t)|W 1(t) = w]] (5.33)
where (5.32) follows from the limits in (5.55) and (5.56).




−1 and from the stationary
ergodicity property in Corollary 2 that E[W 1(t)] = E[W ], i.e. the window size distribution
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is invariant over RTT-slots t. Therefore, since (W 1(N)(t), Z
1
(N)(t))⇒N (W 1(t), Z1(t)) from
(5.56), Z1(t) is measurable with respect to W 1(t). This explains the separation in (5.33).
As an aside, we must point out that by the definition in (5.55) Y 1(N)(t), and there-
fore Y 1(t), is measurable with respect to the tuple (W 1(t), P 1t ). Thus the expectation in
E[Y 1(t)|W 1(t) = w] is over the channel error distribution P 1t .
Noting that W 1(t) ∼ W (t) (from Corollary 2), we can define an effective marking




= 1− (1− f(w̃tot(t),W 1(t)))E[Y 1(t)|W 1(t)], (5.34)
so that P(M1(t) = 1|W 1(t)) = feff (E[W ],W 1(t)).
In addition to the conditions on the marking function f made in Section 5.3, we
will also make the following monotonicity assumption on f .
Assumption 13. The function f(x, y) increases in variable x.
Remark 16. Note that in equation (5.10) the marking function f (N)() takes W̃(N)(t) –
which is the total flow (coded and data packets)– as its first parameter. As such, by As-
sumption 11, the parameter x reflects this total load on the outgoing shared channel scaled
by 1/N , where N is the total number of flows. This implies that Assumption 13 reflects the
marking function design principle that packets are more likely to be dropped if the overall
load on the shared channel is higher.
In the following analysis, we will confine ourselves to flow 1. Also, for ease of nota-
tion, we will drop the superscript fromW 1(t),M1(t), Y 1(t), Z1(t) and P 1t ; toW (t),M(t), Y (t), Z(t)
and Pt respectively, in the remainder of this section.
Let us define the function
φ(E[W ],W (t))
∆
= min {(1− f(w̃tot(t),W (t)))(εK − (1− E[Y (t)|W (t)]))
+f(w̃tot(t),W (t))εK , (1− f(w̃tot(t),W (t))E[Y (t)|W (t)]}
≥ 0 (5.35)
where (5.35) follows from (i) (5.31) and (ii) the property that f : R2 → [0, 1] in Assump-
tion 11. Note that the function φ(E[W ],W (t)) is non-negative for all pairs E[W ],W (t).
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We can then define a “stronger” marking random variable M̂(t), and a correspond-
ing effective marking function f̂eff as follows:
P(M̂(t) = 1|W (t))
= f̂eff (E[W ],W (t))
∆
= min{f(w̃tot(t),W (t)) + εK , 1} (5.36)
= feff (E[W ],W (t)) + φ(E[W ],W (t)) (5.37)
where (5.37) follows from the definition of φ() upon rearranging terms.
Also, noting that M̂(t) is measurable with respect to W (t), the effective marking
function satisfies
M̂(t) = 1{U(t) > f̂eff (E[W ],W (t))} (5.38)
where U(t) ∼ Uniform[0, 1] i.i.d. for each RTT slot t.
Let V (t) be the random process that satisfies the recursion







{V (t)}, as governed by the recursion above, is a discrete time discrete space Markov Chain
over a finite irreducible state-space. Hence, using arguments similar to Corollary 2, we can
claim that {V (t)} is ergodic, with a limiting distribution V ∗.
Lemma 28. E[V ∗] ≤ E[W ∗]
Proof: Since W ∗ is the limiting distribution to (5.22), we can define the corre-
sponding limiting random marking function M∗ satisfying
P(M∗ = 1|W ∗) = feff (E[W ∗],W ∗).
Let g : N→ R be any bounded measurable function. Then, since W ∗ satisfies

















e)|M∗ = 1]P(M∗ = 1) (5.40)
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But,



































e)|feff (E[W ∗],W ∗)]. (5.41)
Similarly, we can write










g(w + 1)P(W ∗ = w)(1 − feff (E[W ∗],W ∗))
= EW∗ [g(W
∗ + 1)(1− feff (E[W ∗],W ∗))].
Substituting the above relation and (5.41) into equation (5.40) and collecting terms,
we can then write
EW∗ [g(W




e)}feff (E[W ∗],W ∗)]. (5.42)
Similarly, for any mapping g′ : N→ R, we have








e)}{feff(E[V ∗], V ∗) + φ(E[V ∗], V ∗)}], (5.43)
where φ() is as defined in (5.35).
Further, since the Markov Chain defined by the recursion in (5.39) is finite state,
aperiodic and irreducible PV ∗(x) > 0 for x ∈ {1, 2, . . . ,Wmax}, where PV ∗() is the probability








By the above ‘change in measure’,
EV ∗ [g
′(A)] = EW∗ [g(A)]
for any set A ⊆ {1, 2, . . . ,Wmax}.
Thus, we can write (5.43) as
EW∗ [g(W
∗ + 1)− g(W ∗)]
= EW∗ [{g(W ∗ + 1)− g(d
W ∗
2
e)}feff (E[V ∗],W ∗)]




Comparing the above expression with (5.42), we have
EW∗ [{g(W ∗ + 1)− g(d
W ∗
2
e)}{feff (E[W ∗],W ∗)





Now, observing that φ() is a non-negative function (see 5.35) and that g() can be any
arbitrary bounded measurable function, the above relation implies that feff (E[W
∗],W ∗) ≥
feff (E[V
∗],W ∗). Also, since by Assumption 13, feff (x, y) is increasing in variable x, it
follows that E[W ∗] ≥ E[V ∗].
We are now done.
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Figure 5.1: Effective marking function f̂eff .








Consequently, from Lemma 27, we may write εK = e
−ρK .





h0(x) if 1 ≤ y < Wmax












0 if x ≤ β(C −K − 1)
x 1β (C −K) if β(C −K − 1) < x
+1− (C −K) ≤ β(C −K)
1 otherwise
Correspondingly, from (5.36) the effective marking function f̂eff (x, y) (see Fig-





h(x) if 1 ≤ y < Wmax












εK if x ≤ β(C −K − 1)
x1−εKβ (C −K) if β(C −K − 1) < x
+1− (1− εK)(C −K) ≤ β(C −K)
1 otherwise
Note that the scaling in the support of the first parameter in the above expression
is due to the scaling in the first parameter between the marking function f(w̃tot, ·) and the
effective marking function feff (E[W ], ·) in (5.34).
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under the effective marking function (5.45), the ergodic distribution V ∗ corresponding to the
recursion in (5.39) satisfies
E[V ∗] ≥ [β(C −K − 1)] (1− 2e−1 − 2δ). (5.46)
for all C > Cδ.
Proof:
Setting g′(x) = x in (5.43), we have
EV ∗ [1] = EV ∗ [b
V ∗
2
cf̂eff (E[V ∗], V ∗)] (5.47)
Accordingly, if E[V ∗] < β(C −K − 1), we may write (5.47) as follows,
1 = EV ∗ [b
V ∗
2






















c]h(E[V ∗]) + bWmax
2
cP(v = Wmax). (5.48)
We will now bound the value of P(v = Wmax).
Consider the Markov Chain {V (t)}, governed by equation (5.39). In this Markov
Chain, let us define the event Si(t) to denote that V (t) is in state {V (t) = i}, at time t, for
i = 1, 2, . . . ,Wmax.
Since V ∗ ≤ Wmax always, we observe from the dynamics of (5.39), that each state
{V (t) = j}, j > dWmax/2e, can only be reached via state {V (t−1) = j−1}; in other words,
there is only one inward state transition to these states, and that transition is from the
smaller window size. Also, since the state transition probabilities are invariant with time,
let us define Pj,i
∆
=P(V (t) = j|V (t− 1) = i).
Hence, for each j > dWmax/2e, we may write P(Sj(t)) = P(Sj−1(t− 1))Pj,j−1.
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Thus,






Now, since f̂eff (E[V
∗], v) = h(E[V ∗]) for all v < Wmax, Pj,j−1 = (1 − h(E[V ∗])).
Further, we use the well known result [59] that the stationary probability of a Markov
process at state Si satisfies
P(Si) = E[Ti]
−1
where Ti is the sojourn time of the Markov process starting from state {V = i}. Observe that
if, starting from state {V = dWmax/2− 1e} the window size increases by k ≥ 0 steps before
halving, the total number of elapsed time-steps before V ∗ enters state {V = Wmax/2 − 1}
again, is at least k + dWmax/2e − d(dWmax/2e + k)/2e. Minimizing over all k, we find
that the minimum size of the sojourn time starting from {V = dWmax/2e} is at least
0.5 ∗ (dWmax/2e). Therefore, it follows that E[Ti] > 0.5 ∗ (dWmax/2e); and consequently
that P(SdWmax/2e−1) < 2/dWmax/2e.




(1− h(E[V ∗]))bWmax2 c




c]h(E[V ∗]) + 2(1− h(E[V ∗]))b Wmax2 c. (5.49)
Let us now consider three possible cases: (i) E[V ∗] < β(C −K − 1), (ii) E[V ∗] >
β(C − K) and (iii) β(C − K − 1) ≤ E[V ∗] ≤ β(C − K). Since the Markov chain {V (t)}
reaches a unique finite stationary distribution, the value of E[V ∗] must lie in one of the
above three regions.
Observe that if v̄
∆
=E[V ∗] exists in either the region corresponding to case(ii) or
case(iii), it automatically implies that v̄ = E[V ∗] > β(C −K − 1)(1 − 2(e−1 + δ)). Hence,
we only need to show that if v̄ is in the region corresponding to case (i), that it still satisfies
the bound in (5.46).
Null Hypothesis: Let us consider the null hypothesis that E[V ∗] < β(C − K − 1)(1 −
2(e−1 + δ)).
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If E[V ∗] < β(C −K − 1), it is clear from the defintion of the marking function that
h(E[V ∗]) = εK .
Then, using the abbreviated notation v̄ = E[V ∗] and noting that Wmax = C, we
can write (5.49) as
1 ≤ εK v̄
2
+ 2(1− εK)bC/2c. (5.50)
Now, since εK = e
−Kρ, and K = log(C/2)ρ , we have εK =
2
C .








As C →∞, the second term converges to e−1. Hence, for any δ > 0, we can find a





+ 2(e−1 + δ).
Rearranging terms, we arrive at,
v̄ ≥ (1− 2(e−1 + δ))C.
Since β < 1 and K > 0, this immediately leads to a contradiction to the null
hypothesis of Case (i) that v̄ < β(C−K−1)(1−2(e−1+δ)). Hence, by proof by contradiction,
we are done.
Remark 17. Let us briefly consider the hypothesis that Case (ii) occurs, i.e. v̄ = E[V ∗] >
β(C −K).
In this range of values of E[V ∗], h(v̄) = 1. However, h(v̄) = 1 implies that M̂(t) = 1
almost surely at all times. Hence, the window size process V (t) ≤ 2 almost surely. This
contradicts the hypothesis that E[V ∗] > β(C −K), thereby ruling out this case.
Theorem 9. For the system constrained by system parameters K,Wmax defined in (29), for
any δ > 0, there exists a Cδ such that for all C > Cδ, E[W
∗] ≥
[




Proof: From Lemmas 29 and 27, E[V ∗] ≥
[
α−1E[1/P1](C −K − 1)
]
(1− 2e−1 −
2δ). The result now follows from the bound E[V ∗] ≤ E[W ∗] in Lemma 28.
We remark that E[W ∗] ≥
[
α−1E[1/P1](C −K − 1)
]
(1− 2e−1− 2δ), implies that a
mean window size linear in C is possible using the elementary marking function f as defined
in (5.45). Moreover, the mean window size is lower bounded by approximately (1 − 2e−1)
times the ergodic per flow capacity for each user.
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5.5 Proofs
5.5.1 Proof of Lemma 23
From the window evolution equation (5.17),
W 1(N)(t+ 1) =
{






2 e if M1(N)(t) = 1
It follows from (5.17) that



















We know, from [A: t] and [B: t], the tuple
(N−1W̃(N)(t),W
1
(N)(t))⇒N (w̃tot(t),W (t)). (5.52)
Let us define the random variables
Z1(N)(t)
∆
=E[A1(N)(t)|Ft] = 1− f (N)(W̃(N)(t),W 1(N)(t))











(N)(t))⇒N (w̃tot(t),W (t), Z1(t)), (5.55)
where Z1(t) = 1− f(w̃tot(t),W (t)).
We will next show that
(W 1(N)(t), Y
1
(N)(t))⇒N (W (t), Y 1(t)). (5.56)
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Since W 1(N)(t) ≤ Wmax and P 1t > 0, the total number of packets (data + auxiliary),
G(P 1t ,W
1
(N)(t)), transmitted by the router R is a finite integer.
Then, following the definition of the empirical probability of success over the wireless
channel P̂ 1t from (5.13), we find that P̂
1






























Since G(P 1t ,W
1
(N)(t)) is finite, the above sum is a finite binomial sum. Further,
recalling the definition of G(P 1t ,W
1
(N)(t)) from (5.5) each term in the sum above is a contin-
uous function ofW 1N (t). From the above two statements, it follows that Y
1
(N)(t) is continuous
in W 1N (t), i.e. there exists a continuous function g
′ : {0, 1} → R. Accordingly, we can use
the continous mapping theorem again to arrive at (5.56).
Then for any arbitrary fixed mapping g : N→ R,
E[g(W 1(N)(t+ 1)|Ft]












































=zyg(w + 1) + (1− zy)g(dwe) (5.59)























1(t), Z1(t), Y 1(t))]
= E[g(W (t+ 1))].
Since g() is arbitrary, this implies that W 1(N)(t+ 1)⇒NW (t+ 1).
5.5.2 Proof of Lemma 24
This result is analogous to the corresponding asymptotic independence result in
[88]; we present it here only for sake of completeness.
Consider any finite subset I ⊆ N. For any flow k ∈ I, the random variables V kt ,
P kt and the channel error event (corresponding to Hj) evolve independently of the filtration
Ft. Consequently, looking at the expression for window size evolution in (5.51), we see that
W k(N)(t + 1) are mutually independent when conditioned on Ft. As a result, for any set of























where the last step follows from (5.57) and (5.59). Since by our hypothesis [C:t] holds,
{W k(N)(t) : k ∈ I ∩ [1, N ]}⇒N{W k(t) : k ∈ I ∩ [1, N ]}
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where each of the limiting distributions W k(t) ∼W (t) are i.i.d. Further, since [A:t] holds,
we can use (5.55) and (5.56) to arrive at the analogous expression for (5.60)
{φgk(W k(N)(t), Zk(N)(t), Y k(N)(t)) : k ∈ I ∩ [1, N ]}⇒N
{φgk(W k(t), Zk(t), Y k(t)) : k ∈ I}. (5.61)
Note that in the above expression the bounding set [1, N ] in the left hand side converges to
N as N →∞.


















































where (5.62) follows since {W k(t), Zk(t), Y k(t)} are mutually i.i.d. among any k ∈ I.
Now, since the gk() are any arbitrary mappings, for any ak ∈ N, 0 < ak < Wmax,
we can substitute gk(w) = 1{w=ak}(w) to arrive at the result in (5.21) for time-slot t + 1.




This thesis has focused on the examination of how Random Linear Coding (i.e.
randomized network coding) may provide performance gains in next generation networks.
To study this, we have considered two existing techniques of coding across packets in a
network: network coding at every intermediate nodes, and network coding only at source
nodes.
6.1 Coding at source nodes
In Chapter 2, we have presented a cost splitting rule at each link for the min-
cost problem using network coding and have demonstrated that under this rule, the user-
equilibrium (assuming selfish nodes) is the same as the min-cost solution subject to certain
conditions on edge cost functions. Based on this, we have provided two selfish min-cost
routing algorithms UESSM and LDSRA which gave desired simulation performance. Addi-
tionally, we prove that UESSM converges to the min-cost solution for any network topology.
Next, in Chapter 3, we presented the model of a Broadcast and Additive Erasure
network (BAIN), which is an abstraction of the broadcast and interference properties of the
wireless network. To find the upper bound on unicast capacity, we present a transformation
from a BAIN to a Broadcast erasure network studied by Gowaikar et. al. [16]. For the lower
bound (achievability), we consider random linear coding at every intermediate node and
present a graph transformation and a sample path coupling to map the flow of innovations
over the BAIN to a corresponding flow of innovations in a wireline network. For these
networks, we proved that Random Linear coding over all previously received packets at
intermediate nodes can asymptotically achieve unicast capacity; if Fq is the finite field
under consideration, we show that the gap between the upper and lower bounds is O(1/q).
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6.1.1 Future directions
A natural problem for future study is to see if we can use the graph transformation
and sample path coupling techniques in Chapter 3 to obtain capacity results for multicast as
well. Thereafter, it would be interesting to understand if we can provide a “selfish network
coding min-cost multicast formulation for wireless networks, thereby extending the work
in Chapter 2 to the wireless case as well. From the information theoretic standpoint, it is
of interest to determine unicast capacity, under more general network models. Avestimehr,
Diggavi and Tse [94] have recently presented arguments where a Gaussian wireless broadcast
and additive network can be modelled as a deterministic network with finite field addition.
In their work, they model the Gaussian channel as a bit pipe where bits are at different
signal levels (from most significant to least) and that the mean behaviour of the channel
is seen at all times. The most significant bits are deterministically received by the receiver
and the less significant bits, which are below the noise floor are not received at all. This is
similarly extended to the broadcast and MAC channels. This work motivates us to explore
if we can similarly connect the uniform finite field assumption in our model to the Gaussian
noise scenario.
Moreover, the model under consideration in Chapter 3 assumes that the inter-arrival
times between innovations at the source node are iid and the packet erasure process at each
receiver is independent of other erasures in the network. It would be of interest to examine
how the unicast capacity expression changes when the erasure process is non-iid.
6.2 Coding at source nodes
In Chapter 4, we have presented a technique for sharing buffer resources among
many links on a single path; we call this spatial buffer multiplexing. Under mild conditions
on mixing of the packet arrival processes at a link, we use many-sources large deviations
techniques to demonstrate that the probability that a dropped packet will not be decoded
within a finite time d scales exponentially in both d and n, where n is the number of flows
sharing the link. We extend this result from a single link to a set of links on a source-
destination path and show that the asymptotic probability that a packet dropped on any
link in the path will not be recovered within a finite time is also exponential in d and n.
We then compare packet drop probability tail distributions for network coding at the source
with traditional queueing and conclude that network coding promises the same asymptotic
performance with Θ(d) buffers at the source and destination, but no buffers in intermediate
links. Thus spatial buffer multiplexing can greatly reduce buffer allocation requirements
150
without sacrificing QoS in large scale networks. We observe that the gains obtained in
Chapter 4 are available only for large scale networks. In fact, we consider the opposite
scenario of a large source buffer but few flows sharing a link; in that case, the statistical
multiplexing gains for the many-source large deviations result vanish.
Finally, in Chapter 5, we propose TCP-NC, which uses network coding at the
source, and may be used to dynamically compensate for time-varying packet loss proba-
bilities over the wireless channel in access-networks. The wireless transmitter (the base
station) adaptively shares the common channel resources among the downlink nodes by
varying the number of redundant packets allocated to each flow. Further, to ensure that the
TCP window sizes do not grow too large to cause congestion, the base station implements
an Active Queue Management system based on a packet dropping function that takes the
”total coded+uncoded flow” as its arguments. We prove that as the number of flows sharing
the link tends to infinity, the window size processes at each flow converge weakly. Further,
to estimate the average throughput on each flow, we show that the mean window size under
the stationary distribution of the window process is (1−2e−1)×ergodiccapacityperflow.
This implies that the window size scales linearlyin the per-flow capacity – significantly higher
than the mean window size distribution without network coding.
6.2.1 Future directions
The polynomial-order savings in buffer resources using spatial buffer multiplexing
(cf. Chapter 4) is valid only for networks where the typical path length scales polynomially
in the size of the network. However, many real wireline networks, such as the Internet tend to
be “small-world” type power-law graphs where the typical path length scales logarithmically
in the size of the network. For these networks as well, we expect gains using spatial buffer
multiplexing (coding) over static buffer multiplexing (queueing). However, these gains are
unlikely to be polynomial-order and thus, considering only the exponential rate-function
may be inadequate – we expect that it calls for bounds on the pre-exponent of the packet
loss probability.
Similarly, the many-flows analysis in Chapter is only the first step to a complete
understanding of how source coding can improve TCP performance over wireless channels.
It still remains to be examined if source coding can provide performance gains when only
a few flows share a wireless channel. Aside from these theoretical analyses, we believe that
there is a strong case for a detailed simulation level study of performance gains of TCP-NC.
The mathematical analysis in Chapter 5 only assumes the basic AIMD aspect of TCP, and
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skips over the protocol specific details like time-outs, varying RTTs, etc. We believe that a
detailed simulation and system study, would lead to a practical scheme for implementation
of TCP-NC, and to better understand its pros and cons. Preliminary numerical simulations
of the fixed point for the TCP-NC window size distribution indicate that the mean window
distribution is close to the ergodic mean; this suggests that a tighter bound than (1−2e−1)
may be proved for the fixed point.
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