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Abstract
Experimental studies investigating turbulence, and sheared flow were carried out
using the linear Helicon-Cathode (HelCat) device. Without any outside influence,
such as biasing or momentum input, fluctuations were observed. The dynamics of
these fluctuations was found to vary with magnetic field, varying in both frequency
and mode number. At low-field, the fluctuations were observed to be coherent, while
at high fields, they were found to have turbulent characteristics. The first goal of
this work was to identify the drive of the fluctuations.
This was completed by taking detailed radial measurements at two axial positions
at five magnetic fields: 19.2 mT, 44 mT, 61.6 mT, 79.2 mT, and 129.5 mT.
Experimental results were compared to linear theories, and analysis was completed
to identify the mode at each magnetic field. In addition, the results were verified
using Linear Stability Solver code (LSS), which utilized the electrostatic Braginskii
equations. Both results indicated that the mode was a hybrid mode between the
Kelvin-Helmholtz instability and the drift-wave instability. The generation of this
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hybrid mode is believed to be caused by changes in the axial parameters, particularly
the density and potential gradients.
In order to affect these fluctuations, and explore the effect of sheared flow, a
gridded electrode was placed 0.7 m downstream from the source. This grid was
nearly 70% transparent, and had a diameter of 17 cm, which covered the majority of
the plasma radius, which is estimated to be 20-30 cm in diameter. The electrode was
biased with respect to the chamber wall, thereby generating a radial electric field.
This in turn is modifies the azimuthal flow, which is believed to be E×B dominated.
Grid bias was found to have various effects depending on the bias and magnetic
field strength. It was found that the application of negative grid bias (Vg = −40
V) once coherent fluctuations were driven into a broad-band turbulent mode. The
electric field in was observed to become strongly negative (inward pointing) with
the negative bias. At lower magnetic fields, this resulted in a steeper electric field
gradient, which corresponds to a steeper shear flow. However, at high magnetic
fields, the shear was not as steep, indicating a change in the drive-physics.
With an increase towards positive bias, the fluctuation magnitude of density and
potential was exhibited to decrease. However, it was found that the density-potential
cross-phase, and fluctuating radial flux, increased initially. This initial increase
changed as the turbulent fluctuations were observed to transition to a coherent mode,
where it was observed that the flux more closely followed changes in the density and
potential fluctuation magnitude.
With a positive bias, the fluctuation levels could generally be reduced, and at
certain radii, suppressed. Again, changes were observed to occur in the radial electric
field, with the field now exhibiting both positive (outward pointing) and negative
(inward pointing) components. At low magnetic fields, the shear decreased at inner
radii, but increased at the edge, which was consistent with the drive regions of the
Kelvin-Helmholtz mode whose drive was stronger at inner radii, and the drift-mode
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whose drive dominated at the edge. However, with higher magnetic field, positive
bias lead to stronger shear overall.
In the higher magnetic field case, B=129.5 mT, a positive bias up to Vg = +40
V was applied, and appeared to have minimal effect. However, flux data and fast
imaging revealed that the positive bias lead to a shift in the turbulence. With
negative bias, the flux was strongly outward, but the positive bias lead to a fully
inward transport of flux. This was captured and verified with fast imaging. The
exact nature and effect of this inward flux is still not well understood.
The last part of this work focused on a purely non-linear instability known as
the potential relaxation instability, or PRI. This instability was first generated by
accident, and was found to exist only at low magnetic fields. It occurred when a
high positive bias was applied; this resulted in the rise of large scale fluctuations,
with density fluctuations magnitudes ñ/n > 50%. Plasma from unbiased boundaries
was found to travel axially towards the biased electrode, and to be accelerated to
supersonic values v ≈ 2 − 3cs , where cs is the nominal ion sound speed.
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Chapter 1
Introduction

1.1

Motivation and Previous Work

The motivation for this dissertation research derives from a very well known fact:
plasmas, both in nature and in laboratories, are prone to fluctuations that are due
to instabilities. These fluctuations can have a wide range of dynamics, from coherent
to turbulent. In either case, whether coherent or turbulent, fluctuations arise from
a free-energy source which leads to an instability.
In a plasma, there are many free-energy sources, often in the form of gradients.
Density gradients, temperature gradients, and potential gradients can all easily lead
to an instability. Curved magnetic fields lead to ∇B forces that can be destabilizing.
Even the presence of a flow may lead to the excitation of an instability in the form
of Kelvin-Helmholtz and Rayleigh-Taylor instabilities.
Many of these basic instabilities were initially studied decades ago. Jassby in
particular spent considerable time studying basic instabilities, such as the KelvinHelmholtz instability [51, 53, 52]. He placed two concentric plates at the end of
a Q-machine. By varying the bias between the plates, the radial electric field was
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reported to vary as well, generating flow shear. This sheared flow led to the KelvinHelmholtz (KH) instability, which has a well-known neutral-fluid analog.
The Kelvin-Helmholtz instability has also been excited on the Large Plasma
Device (LAPD) at UCLA. Bias was applied between the anode of the sources, and
the chamber wall, generating a sharp sheared flow at the plasma edge. More work
with biasing was reported in LAPD using a biased limiter plate [78, 77]. Biasing with
the limiter allowed for a full reversal of the flow rotation from an ion diamagnetic
direction (IDD) to an electron diamagnetic direction (EDD). The ensuing instability
was believed to be either a Kelvin-Helmholtz instability or a rotationally-driven
Rayleigh-Taylor mode.
Similar work to Jassby’s experiments was completed on MIRABELLE in France.
Using a combination of a grid electrode and limiter plate, it was possible to excite
not only the Kelvin-Helmholtz instability, but the Rayleigh-Taylor instability[10, 11],
which is also a well known instability from fluid dynamics and is observed to occur
in plasma when an azimuthal flow velocity occurs in the presence of ∇r n.
The drift-wave instability is a pressure-driven instability that was first observed
by D’Angelo and Motley [23]. Sen [81] was able to excite the drift-instability via
an ion temperature gradient by using a combination of a negatively biased mesh
grid with a positively biased end plate.

The drift instability is different than

the Kelvin-Helmholtz and Rayleigh-Taylor in that flows are observed to suppress
fluctuations, instead of exciting them. This has been studied in detail [45]. Many
of the experiments utilize biasing electrodes to control the radial electric field and
sheared flow, such as those performed with the QT Upgrade machine at Tohoku
University [104]. Using five concentric rings, the radial electric field was varied, and
it was observed that when the shear flow was near zero, the drift-wave instability
was present. But with sheared flow, fluctuations became reduced and suppressed.
The relationship between flows and turbulence is known to be complicated, and
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while it has been well explored, it is still an area of active research. A main motivation
for understanding the link between turbulence and flows is the L-H transition in
toroidal fusion devices, which was first reported in the ASDEX tokamak [97]. It was
later observed in the DIII-D tokamak that large changes in the poloidal velocity,
vθ , and radial electric field, Er occurred with the L-H transition [15]. Since then,
similar changes have been observed and reported in various tokamaks: ASDEX [31],
TUMAN-3 [2, 3, 4], TEXTOR [102, 50, 96], JET[41, 42], and others. These results
are not limited to tokamaks though, and are exhibited in different types of magnetic
plasma devices such as stellerators [98, 43], mirror plasmas [72, 71], and linear devices
[77]. Several detailed reviews of experimental and theoretical results exist [14, 45, 91].
A review of existing theories is given in Section 2.5. However, while this issue has been
well-studied, the ‘how’ of turbulence suppression via flows still remains incomplete.
The motivation for the present work is to further explore the process by which flows,
or a radial electric field, is able to suppress turbulence.
A powerful and useful tool often employed in this problem is electrode biasing.
Various types of electrodes have been implemented, including but not limited to
plates [63], divertors [8, 76], limiters [90], an annular limiter [72, 77] and probes
[102, 50, 75]. Bias electrodes offer a level of fine control and tuning that is not
available by other methods that affect flow, such as the numerous heating schemes
(neutral beam injection, electron cyclotron heating and others [14]).

1.2

The Current Work

Figure 1.1 gives a general overview of the physics and motivation for this current
work. As discussed above, free energy sources in a plasma lead can lead to instabilities
and turbulence. Of particular interest and concern in this work are the RayleighTaylor instability (also known as the interchange instability throughout this work),
the Kelvin-Helmholtz instability, and the drift-wave instability. The results of this
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Figure 1.1: Overview of the scope of the work contained within this dissertation.
Free energy sources lead to various types of instabilities. The three believed to be
most relevant to the current work are the Rayleigh-Taylor, Drift-wave, and KelvinHelmholtz instabilities. This work is applicable to magnetic fusion in particular,
where these instabilities lead to anomalous transport that causes reduced confinement
and potentially machine damage. However, there remains open questions from a basic
physics point of view, and these are topics of most interest in this work.

work are most relevant to magnetic fusion, and tokamaks in particular, where
turbulence leads to anomalous transport, which degrades confinement. However,
the study and concern of this work is focused more specifically on the unanswered
questions from a basic physics point of view. As will be shown in this work, there are
a large range of fluctuation dynamics that occur with instabilities. The relationship
between theses various dynamics, i.e. coherent to turbulent, is not well understood,
and an open question to which the author hopes to add insight. In order to study
this relationship, electrode biasing is employed.
The device used in the following experiments is the linear Helicon-Cathode
(HelCat) device which has a steady-state magnetic field. As with similar devices [13],
there are so-called intrinsic fluctuations, which is to say that without any external
biasing, there exists an instability. The dynamics of these fluctuations change from
coherent to broad-band turbulent with increased magnetic field. Due to the fact
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that the dynamics change with magnetic field, five magnetic field cases were chosen
to study the fluctuation dynamics, as well as to compare and contrast changes in
(density and potential) profiles: 19.2 mT, which is an inherently quiescent case;
44 mT, which exhibited an m=1 mode; 61.6 mT, which had an m=2 mode; 79.2
mT, which had an m=3 mode; and 129.5 mT, which was a mixture of an m=3
mode and broad-band turbulence. In addition, data was taken at two axial positions
approximately 0.75 m apart, which were chosen for their relationship to the bias
electrode. Port 3 was located upstream of the grid, between the source and grid, at
a distance approximately .25 m from the grid. Port 5 is located downstream of the
grid, between the grid and end of the chamber, at a distance approximately .50 m
from the grid.
The three likely candidates for the intrinsic instability were the drift-wave
instability, the interchange instability, and the Kelvin-Helmholtz instability. The first
part of this dissertation work was to try to identify the intrinsic mode and its drive.
Radial equilibrium profiles for density, potential, and temperature, as well fluctuating
profiles for density and potential were measured and compared. The author would
have liked flow data in addition, but unfortunately there were difficulties with the
Mach probe, and so potential gradients are assumed to be characteristic of the flow
profiles.
Ref. [52] gives details on the process of using experimental results to identify
each of these instabilities; this is discussed in the next chapter.

Comparisons

of experimental results were made between fluctuation amplitudes of density and
potential, as well as the phase angle (or cross-phase) between them. In addition to
the experimental comparisons, an analytical analysis was also completed. This used
an eigenmode solver called Linear Stability Solver (LSS), whose details are given
later. Using LSS, it was possible to identify the instability drive.
The two types of analyses revealed similar results, and indicated that the mode
was not a single linear mode. Instead, it had characteristics of both the Kelvin-
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Helmholtz mode and the drift-wave instability.

This was particularly true at

low magnetic fields, and appeared to result from variations in the axial profiles.
Data taken at Port 3, which was close to the plasma source, exhibited stronger
characteristics of the Kelvin-Helmholtz mode, while for data taken further from the
source at Port 5 showed the characteristics that were more similar to the drift-wave
instability. The results of this analysis are given in Chapter 4. Electrode biasing
further highlighted this difference in axial position.
In order to affect these fluctuations and, in particular the radial electric field,
a gridded bias electrode was inserted and biased with respect to the chamber wall.
In this configuration, it was found that at a single magnetic field, it was possible
to transition fluctuations from a broad-band turbulent state (at a negative bias) to
a coherent state (when near the floating potential), and to suppress the instability
(with positive bias). This is, to the author’s knowledge, the first time that all three
states have been observed at a single field strength. This is a critical result, in that
any observed changes in fluctuation dynamics are most likely caused by changes
in the radial electric field. There is a question of whether the parallel boundary
condition has an effect, though parallel biasing in the past had no effect.
The results, discussed in Chapter 5, reveal that with negative bias, a strong
negative (inward pointing) electric field forms.

With positive bias, the electric

field has both positive and negative components, indicating a strong shear may
be responsible for the suppression and reduction of fluctuations. There is also a
corresponding change in the ñ-φ̃ cross-phase with suppression, which shows that the
density and potential fluctuations are correlated across many frequencies when the
plasma is turbulent. However, as positive bias was applied, higher frequencies of
the ñ-φ̃ cross-phase decorrelate, and with suppression, the two values are completely
decorrelated.
In the process of exploring the effects of biasing, the grid voltage was pushed
to a high positive value. It was noted that too much bias led to the excitation of
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a new instability that was very low frequency, between 70-300 Hz, depending on
the magnetic field strength. The instability was characterized by high magnitude
fluctuations, with ñ/n ≥ 50% and eφ̃/kB Te ≥ 50%. This mode was global, and
traveled axially. It has been identified as a potential relaxation instability (PRI),
which is a purely non-linear instability that has only previously been reported in
Q-machines and discharge plasmas.

Details of this instability, and its physical

mechanism are the subject of Chapter 6.
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Plasmas have been well studied since the early 1900’s, and there are a large range of
topics and areas of study. This chapter will go over the basic equations and formulas,
and give an overview of the physics believed to be relevant for these experiments.

2.1

Types of Plasma Models

In its most basic form, a plasma is made up of individual electrons and ions, described
by kinematic equations. Due to the charged nature of these particles, it is possible to
view particles of like charge as a single species, which reduces the plasma to multiple
interacting fluids. This allows for easier computations, while still maintaining many
of the physical processes that occur. A step further, and it is possible view the
plasma as a single fluid, from a magnetohydrodynamic (MHD) point of view. Each
of these models provides insight to the physics of a plasma. The equations for these
three different frameworks will be reviewed in the following sections. Further details
can be found in Ref. [5], which is also the main source for the following sections.
Something to be aware of, however, is that by simplifying the system to multiple
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fluid model or even a single fluid model, some physics is lost. Not all effects that are
experimentally observed can be described in each prescription. Similarly, complicated
model become infeasible, even with the advances in computational power. Each
model has advantages and disadvantages that need to be understood and taken into
account.

2.1.1

Particle Equations and Kinematics

Every particle in a plasma, whether it is a neutral, ion or electron, can be described
in detail by knowing its exact position and velocity. If this is known for every step
in time, then it would be possible to follow a single particle, and to be able to
understand the physics by following its motions and responses with respect to every
other particle and forces in the system. While this is impractical, a particle and
kinematic framework are important in understanding the basics of plasmas.
A distribution function, f(x,v,t), is used to describe the position, x, and velocity,
v, of a particle at a given time, t. Such a functions exists for ever species. The
behavior of each particle can be found by applying the distribution function to the
Vlasov equation:
∂f
∂f
∂
+v·
+
· (af ) = 0
∂t
∂x ∂v

(2.1)

where a is the acceleration acting on the particles, and in this case is given by the
Lorentz force
a=

q
(E + v × B)
m

(2.2)

where q is the charge of the particle, m is the mass of the particle, E is the electric
field and B is the magnetic field. If one were to add collisions, then a source/sink
term would be needed on the right-hand side of the equation. This term is of the
form:
X
α

Cσα (fσ )

(2.3)
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which describes the change in the distribution function due to collisions of particles
species σ by that of α; note that this operator has to conserve the number of particles,
as well as the momentum and energy of the system.
From the moments of the distribution function, it is possible to find ‘collective’
information for individual species; by taking the zeroth and first order moments, the
density and mean velocity of the species are (respectively) found:
Z
n(x, t) = f (x, v, t)dv
Z
u(x, t) =

vf (x, v, t)
dv
n(x, t)

(2.4)
(2.5)

This forms the basis for a fluid-approach.

2.1.2

Two-Fluid Equations

Analogous to finding density and mean velocity, we can now find equations relating
these two by taking moments of the collisional Boltzmann equation itself; the zeroth
order moment leads us to the continuity equation, while the first order moment is
used to find the momentum equation. The intermediate details are left out, though
they can easily be found in many references, including Ref. [5].
∂nσ
+ ∇ · (nσ vσ ) = 0
∂t

(2.6)

←
→
dvσ
= nσ qσ (E + vσ × B) − ∇ · P − Rσα
(2.7)
dt
where d/dt = ∂/∂t + vσ · ∇ is the convective derivative, m is the mass of species
←
→
α, P is the pressure tensor and Rσα represents collisions between two species. The
mσ nσ

pressure tensor remains a tensor only if the system is non-isotropic; otherwise, the offdiagonal terms go to zero. For an isothermal or adiabatic case (such as in HelCat),
←
→
∇ · P = ∇p = γkB Tσ nσ , where Tσ is the temperature of the species, and kB is
the Boltzmann constant. From this point forward, the Boltzmann constant will be
assumed present, and the variable will be dropped from equations.
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It is typical to have two sets of the above equations, one for the ion species and one
for the electron species. A common two-fluid approach is the Braginskii equations
[9], which also utilizes the temperature equation:
←
→
3 dTα
nα
= −∇ · qα − ∇ · ( P · v) + Qα
2
dt

(2.8)

where qα is the heat flux, and Qα is the frictional heat flux. Braginskii’s treatment
of these equations allows for a closed form solution. This is to say, it solves for the
←
→
unknowns in the three equations: P , Rσα , qα , and Qα in terms of nσ , vα , and Tα
[84].
Braginskii’s solution assumes that the ions are cold, in particular that Ti /Te <<
(mi /me )1/3 . It also assumes that the fluids are highly collisional and magnetized.
The distribution function is assumed to be Maxwellian.
In addition to these equations, Maxwell’s equations are also utilized to help
describe the behavior of the system.

2.1.3

Magnetohydrodynamics

Magnetohydrodynamics (MHD) is an extension of hydrodynamics to include the
effect of a magnetic field. Details of the following equations and their derivations
can be found in [5]. In the fluid equations, there may be two or more distinct species,
but in MHD the system is viewed as one species. Velocity and density become mean
values. New variables are defined as follows:
Current Density = J =

X

nσ qσ vσ

(2.9)

σ

1X
mσ nσ qσ vσ
ρ σ
X
Total Mass Density = ρ =
m σ nσ

Center of mass Velocity = U =

σ

(2.10)
(2.11)
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The continuity equation and the momentum equation now become:
∂ρ
+ ∇ · (ρU) = 0
∂t

(2.12)

dU
= J × B − ∇P
(2.13)
dt
where we have assumed that the pressure is isotropic, and we do not need a tensor. In
ρ

addition to these two equations, it may be necessary to utilize Faraday’s, Ampere’s,
and the Generalized Ohm’s law:
∂B
∂t

(2.14)

∇ × B = µ0 J

(2.15)

E + U × B = ηJ

(2.16)

∇×E=−

where η = mν/ne2 is the plasma resistivity, and µ0 is the permeability of free space.
The MHD equations are not valid or useful in all situations pertaining to a plasma.
In order to identify situations where MHD is useful, a constant, β is defined:
β=

P
Pressure Force
= 2
Magnetic Force
B /2µ0

(2.17)

When β << 0, then the magnetic force dominates; this is also the case where the
plasma is considered electrostatic, and the plasma has little to no effect on a magnetic
field line immersed within it. When β >> 0, then the hydrodynamic force dominates,
and it is not necessary to account for any effects from the magnetic field. The case
where these equation are most useful is when β = O(1), then the two forces are equal
and both may need to be accounted for. MHD is only able to capture macroscopic
effects, and generally is limited to low-frequency cases.

2.2

Sheaths

The previous sections neglected the effect of boundaries. A laboratory plasma is
generated in a closed, finite system, sometimes with insulating walls and other times
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Figure 2.1: Figure of ion sheath. The plasma is more negative due to the faster loss
rate of ions; the sheath forms to balance the loss of electrons and ions to keep the
plasma neutral. Excerpted from [19]
.
with conducting walls, which may have a bias, be grounded, or even floating. In each
of these cases, a boundary condition must be satisfied.

2.2.1

Ion Sheaths

If we take a case where the wall potential is zero, then ions and electrons both move
towards the wall; however, due to their smaller size (and often hotter temperature),
electrons have a higher thermal velocity, and more electrons are lost to the wall,
causing the plasma to develop a positive potential with respect to the wall. This
causes the plasma to maintain charge neutrality, by slowing the loss of electrons
while increasing ion losses. The wall will be more negative with respect to the bulk
plasma.
This region of positive to negative potential is known as the sheath, and its
purpose is to help keep the plasma neutral by keeping the flux of electrons and ions
going to the wall equal. An example of this type of sheath, which is known as an ion
sheath, is shown in figure 2.1 [19].
In order for the loss of ions and electrons to be balanced, ions need to accelerated
out of the plasma. We will assume that the ions are cold (Ti =0) so that all ions have
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the same starting velocity, v0 , and that they leave the plasma at the same velocity,
v(x). Then, from conversation of energy:

1/2
2eφ
2
v = v0 −
(2.18)
mi
where φ is the potential energy, and mi is the ion mass. The density of ions can be
found from the continuity equation, while the the density of electrons in steady-state
follows the Boltzmann equation [19]:
1/2

2eφ
ni (x) = n0 1 −
mi v02
ne (x) = n0 exp(eφ/Te )
Hence, the Poisson’s equation becomes [19]:
"
  
−1/2 #
d2 φ
eφ
2eφ
0 2 = e(ne − ni ) = en0 exp
− 1−
dx
Te
mi v02

(2.19)
(2.20)

(2.21)

This equation describes the nonlinear behavior that occurs in a sheath; it can be
solved only under certain conditions (assumptions). One solution is known as the
Bohm Sheath criterion; simply stated, it says that ions must enter the sheath at a
p
velocity greater than the plasma sound speed, cs = (Te + Ti )/mi in order for the
plasma to remain neutral [19].

2.2.2

Electron Sheaths

The previous section described the typical boundary behavior in a plasma, and the
formation of an ion sheath. However, it is also possible to form an electron sheath.
These occur when a boundary potential exceeds that of the plasma potential and
are observed under extreme biasing conditions. These are opposite of ion sheaths,
as shown in Figure 2.2
The sheath thickness, s, is dependent on the electrode bias, and can be expressed
as [40]:
0.32
s=
αe



eV0
Te

3/4
λD

(2.22)
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Figure 2.2: When an electrode is biased positive, an electron sheath may form. The
sheath thickness is dependent on the electrode bias, and a potential well, ∆φ, may
form between the sheath and bulk plasma.

where λD = (0 kB Te /ne2 )( 1/2) is the Debeye length, αe n0e represents the electron
density at the sheath-edge, and is expressed as:

αe = exp

−e∆φdip
Te


(2.23)

The term ∆φdip comes from the fact that the electron sheath may be separated from
the bulk plasma by a potential dip, whose minimum acts as a virtual anode [40].
Electron sheaths are inherently destabilizing due to the fact they break neutrality.
All electron loss must be balanced by ion loss, and this puts limits on the electron
sheath, and its size. If it is assumed that all electrons are lost to the sheath and no
dip is present, then an electron sheath can exist if [40]:
Ai
≈
Ae

r

mi
me

(2.24)

where A represents the loss areas of ions and electrons respectively. The potential
dip improves this solution. If Ae is large enough, then the loss of electrons and ions
can only be balanced if the plasma potential is higher than the electrode bias, such
that an ion sheath forms.
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Types of Instabilities

Helicon-Cathode Device (HelCat) is a linear cylindrical device with a uniform,
steady-state axial magnetic field. From a complexity point of view, it is extremely
simple, due to the lack of curvature both in geometry and in magnetic field. This
simplifies what instabilities may exist, and there are only a few that need to be
considered.

One additional piece of information that may make HelCat more

complicated from a stability point of view is the potential importance of neutrals.
This is an outstanding question, but it is known that helicon’s have hollow neutral
profiles [62], and have a strong neutral population at the edge.
The most likely instabilities that can exist in HelCat are the resistive driftwave instability, the resistive and ideal interchange instability, the Kelvin-Helmholtz
instability, and the Simon-Hoh instability. We will look at the details of each these
instabilities, and tests for identifying their existence.

2.3.1

Resistive Drift-Wave Instability

The resistive drift-wave instability is sometimes called the universal instability due
to the fact that it has been observed across a large range of machines and plasmas
under various conditions. A detailed overview of experimental studies can be found
in reference [94], while a review of theory can be found in reference [45].
Drift-waves are an electrostatic low-frequency instability, with frequency ω <<
ωci , ωce , were ωc = eB/m is the cyclotron frequency [5]. Drift-waves are driven by the
pressure gradient perpendicular to the magnetic field; in cold plasmas, this means
that they are mostly likely caused by the density gradient, though in hotter plasmas,
drift-waves are also driven by temperature gradients.
A simple two-fluid slab model leads to an instability frequency, ωr , and growth
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rate, ωi : [5]:
ωr =

ω∗
2 2
1 + k⊥
ρs

ωi = ω ∗

2 2 ∗
k⊥
ρs ω τk
2 2 3
(1 + k⊥
ρs )

(2.25)

where ω ∗ is the drift-frequency (given below), ρs = cs ωci is the ion Larmor radius
p
Te /mi is the ion sound speed, and
defined at the electron temperature, cs =
τk = νei me /kz2 Te is the time it takes an electron to diffuse a parallel wavelength, with
νei representing the ion-electron collision frequency.
We can see from these relations that the frequency of a drift-wave is on the order
of the drift-frequency. In this simple model, ωi is positive everywhere which means
that the drift-waves are always unstable, with electron-ion collisions making them
more unstable. Low mode number and long wavelengths are the most unstable, with
maximum growth occurring for k⊥ ρs ≈ 1 [5].
In comparison, Ellis [26] includes neutrals and neutral collisions. A slab model
again reveals the same frequency, but a different growth rate:
ω∗
ωi =
2 2
νk (1 + k⊥
ρs )




2 2
ω∗
k⊥
ρs
+ ω1 −
2 2 2
2 2
(1 + k⊥ ρs )
1 + k⊥ ρs νi

(2.26)

where ω1 = kz u0 is a measure of how quickly electrons move along the magnetic field
at velocity u0 , νi is the ion-neutral collision rate, and νk = 1/τk is the same as above.
This version of the dispersion relation offers a new insight to drift-waves, namely
that ion-neutral collisions are stabilizing to drift-waves. In addition to this, Ellis also
estimates the dispersion relation in cylindrical geometry; the result is dependent on
the exact shape of the density profile, and gives the direct relation:
ω ∗ (r) = −

T m dn
eB r dr

(2.27)

which shows that the drift-frequency is directly dependent on the gradient of the
density. The frequency would also depend on temperature gradients if the ions were
not cold. This directly shows that the maximum growth rate of drift-waves occurs
where the density gradient is maximum.
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An important piece of information glossed over in these details is the importance
of the parallel electron currents. Horton [45] stresses this point, showing that under
the right conditions, electrons obey the Boltzmann equation:

 

eφ
δne = n exp
−1
Te
neφ
≈
Te
where n is the zero-order (equilibrium) density.

(2.28)
(2.29)

This form assumes adiabatic

behavior, and shows that the normalized density fluctuations are on order of the
normalized potential fluctuations.
While the magnitude of these fluctuations are roughly equal, the phase-angle
between the two are not equal if the plasma is not adiabatic. This can occur
when there exists sizable temperature fluctuations, as well as electron collisions
(a finite resistivity). In these cases, the potential lags behind the density, with
δk ≈ (ωνe /kk2 ve2 )[45], which tends to be between 30◦ -45◦ .
In order to identify this instability, the following experimental parameters can be
used [52, 56].
1. The normalized potential and density fluctuations are expected to be approximately equal in magnitude: eφ̃/kT ∼ ñ/n.
2. The phase angle, δnφ between density and potential is expected to be close to
zero. However, collisions will cause the potential to lag behind the density by
30◦ to 45◦ [5], as is expected in HelCat. Unless collisions vary with radius, this
value should remain constant [56].
3. The normalized fluctuation magnitude,ñ/n0 , should be maximum where the
radial density gradient, ∇n, peaks.
4. The drift-wave frequency may be approximated as ω ≈ ω ∗ ± ωE×B [52], where
ω ∗ is the electron diamagnetic frequency and ωE×B is the E × B frequency.
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More explicitly, these are:
Te 1 dn
m Te 1
=
eB0 n dr
r eB0 Lnr


m
ρ2i 2 E × B
= kθ vθ,E×B =
1+ ∇
r
4
B02
ω ∗ = kθ

ωE×B

(2.30)

(2.31)

where a finite Larmor radius correction is applied to the E × B equation [19].

2.3.2

Kelvin-Helmholtz Instability

The Kelvin-Helmholtz (KH) instability is most commonly known from fluids; it
occurs in a fluid when there is a shear flow, i.e., when two adjacent fluid layers
move at disparate or different velocities. A plasma often has the added complication
of a magnetic field, such that the hydrodynamic view point is incomplete.
The KH instability can be derived from either the MHD equations [103], or from
the fluid equations [21]. We will follow the fluid derivation, though each leads to a
similar result. The basic picture is as follows: a steady-state magnetic field exists
such that B = B0 ẑ with a constant flow along a field line. The velocity varies in the
direction perpendicular to the magnetic field. The starting equations become:
∂n
+ ∇ · (n · vα ) = 0
∂t
nmα

∂vα
+ nmα vα · ∇vα + T ∇n + qn∇φ − qnvα × B = 0
∂t

(2.32)
(2.33)

where the symbols have their usual meanings, and α is used to represent ions and
electrons. Quasi-neutrality has been assumed, such that n = ni = ne . The density
is assumed to change in such a way that n0 (x) = n0 exp(−λx) [21]. Quantities
are assumed to be comprised of both a steady-state value and a first-order value:
n = n0 + n1 . The zero-order state is of the form: v0x = 0, v0y = const, v0z = v0z (x).
The steady-state electric field is assumed to be zero, such that ∇(φ)0 = 0. [21].
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The wave approximation is used for the first-order terms and has the basic form:
n1 = n˜1 (x, y, z) exp i(ky y + kz z − ωt). By re-defining terms, the dispersion relation
is found to be [21]:
ξ 4 − (1 + 2γ 2 + 2β 2 )ξ 2 + (2Λβ)ξ + 2γ(γ − Aβ) = 0

(2.34)

Ω = ω − ky v0z − kz v0z
Λ = λρi (ρi = cs /ωci )
β = ky ρi
A=

1 ∂v0z
ωci ∂z

γ = kz ρi

(2.35)

ξ = Ω/ωci

If we consider cases with long-wavelength, then γ 2 << 1 and β 2 << 1. In
addition, we take the low-frequency limit such that ω << ωci , so that the dispersion
relation can be simplified to show an instability occurs when:


γ
1 Λ2
A>
1+
β
2 (γ/β)2

(2.36)

or, assuming A> 0, this expression reduces to [21]:
√
∂v0z √
> 2ωci λρi = 2λcs
∂x

(2.37)

This says that in order for the KH instability to occur, the gradient in the velocity
must exceed that of the ion thermal velocity (assuming that ∂x = ∆x ≈ λ). Note
that this derivation assumes that the fluid is compressible; if this not the case, then
the speed must exceed the root-mean-square of the Alfvén speed, vA = B/(µ0 mi n)1/2 ,
which is easily obtained from the MHD derivation [103].
The Kelvin-Helmholtz instability can be identified using the following experimental parameters [52]:

1. Potential fluctuations are expected to exceed those of the density, such that
eφ̃/kT >> ñ/n.
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2. The phase difference varies from 90◦ to 180◦ [52]. This is expected to vary as
the shear layer is crossed [56].
3. Fluctuation amplitudes ñ/n0 , φ̃/Te should be maximum in the velocity shear
layer [56].
4. The frequency of the Kelvin-Helmholtz instability is between 0.2-0.6ωEM ,
where ωEM is the maximum of the E × B velocity [52].

2.3.3

Interchange (Rayleigh-Taylor) Instability

The interchange instability is an MHD instability that is known more commonly in
fluids as the Rayleigh-Taylor instability. It is also sometimes called the centrifugal
instability. There are two forms of this instability: ideal and resistive [69]. It
is difficult to find literature distinguishing these two forms, but the ideal form is
generally characterized by having a kk =0, whereas in the resistive case kk 6= 0 [69].
Traditionally, this instability occurs when a heavy fluid resides on a lighter fluid
with gravity acting down. While gravity itself does not have a substantial effect on
laboratory plasmas, other forces can act in its place. A curved magnetic field, for
example, creates a force on a plasma that can generate the interchange instability.
In a linear device with a uniform magnetic field, the force generated by the rotating
plasma, i.e, the centrifugal force, is able to provide the necessary conditions to cause
the interchange instability to occur. [30]
The simplest case of this instability starts with a nonuniform plasma immersed in
a magnetic field. The magnetic field will point in the +ẑ direction, while the plasma
will be non-uniform in ŷ. We will ignore the x-direction. It will be assumed that
the density profile has an exponentially increasing shape: ρ0 ∝ exp (y/L), where L
is the density scale length. At equilibrium, the pressure-balance equation with a
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gravitational force included becomes [30]:


∂
B02
p0 +
+ ρ0 g = 0
∂y
2µ0
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(2.38)

where g comes from g = −g ŷ. As in other cases, we assume a small perturbation
occurs, of the form exp (ikx − iωt). Here, k exists purely in the x-direction because
the interchange instability is a two-dimensional instability and no variation should
occur along the z-direction [30] . Taking only first-order terms, the equation of
motion is found to be:


B0 Bz1
∂u1
= −ρ1 g − ∇ p1 +
ρ0
∂t
µ0

(2.39)

where we now take the curl of the equation, and keep only the z-component:


∂
−iω ikρ0 uy −
(ρ0 u−x ) = −ikρi g
(2.40)
∂y
If we now assume that the plasma is incompressible, that is ∇ · u1 = 0, then the
pressure-balance becomes [30]:
∂ρ1
+ u1 · ∇ρ0 = 0
∂t
ρ0 uy
ρ1 =
iωL

(2.41)
(2.42)

where L is the density scale length. This relation can then be substituted into the
continuity equation, leading to partial-differential equation:



1 ∂
g 
∂uy
ρ0
− k2 1 +
uy = 0
ρ0 ∂y
∂y
Lω 2

(2.43)

This equation can be easily solved with the appropriate boundary conditions. If we
choose conducting boundary conditions at y = 0 and y = h, then the velocity must
be zero at the walls, and this leads to the eigenvalue equation [30]:
g 
1
m2 π 2
k 1+
=
−
−
Lω 2
4L2
h2

2
g
h2 k 2
ω = ±i
L m2 π 2 + h2 k 2 + h2 /4L2
2



(2.44)
(2.45)
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where m represents the mode number. There are two possible solutions: the positive
solution, which represents growth that leads to an instability, and a negative solution,
which is a decaying case. From the first solution, we are able to find a few simple
properties of this instability. First, the case is most unstable for m = 1; any large
mode number leads to a smaller growth rate. However, we can also see that large
k-values (and therefore short wavelengths) are most unstable as well. Note that if the
density is increasing in the direction of the force, than the system is stable, leading
to wave-like disturbances [30].
The interchange instability can be identified by the following experimental
parameters [52]:

1. As with drift waves, potential and density fluctuation amplitudes are expected
to be of the same order: eφ̃/kT > ñ/n
2. The potential and density are expected to have a phase shift between 45◦ -90◦ ,
with potential leading.
3. Fluctuations are expected to maximize where ∇n/n0 is maximum.
4. The frequency may be estimated as ωE×B . This describes an instability whose
frequency may change across the radius, since the electric field and E × B drift
change across the radius.

2.3.4

Simon-Hoh Instability

The Simon-Hoh instability was first derived and reported by Simon [85] and Hoh
[44]. This instability requires a weakly magnetized plasma with a significant amount
of ion-neutral collisions, a nonuniform density (∇n 6= 0), and a radial electric field
(∇φ 6= 0). In addition, the density gradient and electric field must be in the same
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direction, such that ∇n · Er > 0, which is to say that the density and potential
gradient are in opposite directions [73].
With an axial magnetic field, the ions and electrons rotate at the (collisioncorrected) E × B velocity [73]:
vEj =

Er /B0
2 2
1 + 1/(ωcj
τjn )

(2.46)

where ωcj is the cyclotron frequency of each species, j, and τjn is the collision time
with neutrals. In a highly collisional plasma, the ion-neutral collisions are on the
order of the ion cyclotron frequency, i.e., ωci τin ≈ 1, while the electron-neutral
collision rate is still negligible. This leads to:
Er
B

(2.47)

Er /B0
2 2
1 + (1/ωci
τin )

(2.48)

vEe =
vEi =

As can be seen, the ions and electrons will drift at two different velocities, and
this leads to an azimuthal separation and space charge build up. If this is perturbed,
the instability can grow if ∇n · Er > 0 and leads to an instability with a frequency
approximately vEr kθ [73].
There exists a modified Simon-Hoh Instability (MSHI), which occurs in systems
without collisions. MSHI occurs in plasmas where the ions are considered unmagnetized and have a large Larmor radius. Small perturbations from the diamagnetic
force causes the ions to have a smaller velocity than the electrons, and Simon-Hoh
occurs as before [73].

2.4

High-Bias Instabilities

A wide range of instabilities can be excited via electrode biasing. Some instabilities
are only excited when the biasing is pushed to an extreme, such that the voltage
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exceeds that of the plasma potential, or large currents are drawn to the electrode.
Below we briefly review the instabilities that are most likely to be excited with the
current biasing setup.

2.4.1

Electron Transit-Time and Sheath-Instabilities

When electrodes are biased in a plasma, resonances can form between the sheath
and plasma. This was a well-studied phenomenon in the 50’s and 60’s. From a
circuit point of view, the impedance of a plasma is expressed by a parallel circuit
of an inductor and capacitor. From circuits, it is known that the impedance of a
capacitor can be written as ZC = iωC, and of an inductor as ZI = 1/(iωL). In
parallel, the impedance is 1/Z = 1/ZC + 1/ZL , from which we can find the resonance
p
as ω0 = 1/LC.
As discussed previously, sheaths form near boundaries in a plasma; these also
have an impedance. The sheath impedance is generally represented by a parallel
inductor and capacitor. Reference [25] expresses the plasma impedance as:
Zp =

1 − iνen /ω


ωCp νen /ω + i 1 − ωp2 /ω 2

(2.49)

where νen is the electron-neutral collision frequency, ωp2 = ne2 /0 me is the plasma
frequency, and Cp is the capacitance of the plasma. If the plasma sheath is assumed
to be mostly capacitive, then the sheath impedance is ZC = (iωCs )−1 , with Cs as
the sheath capacitance. Then the total impedance can be found as:
(νen /ω)(1 + ξ) + i[ξ + 1 + ωp2 /ω 2 ]


Z=
iωCs (νen /ω) + i[1 − ωp2 /ω 2

(2.50)

where ξ = Cs /Cp . In the case where νen /ωp << 1, it is easy to solve for the resonant
frequency (Z → 0) [25]:


2
2
−1
Anti-Resonance
ω02 1 − (νen /ωp )(1 + ξ ) ≈ 1
≈
ω2 
(1 + ξ)−1 + (ν 2 /ω 2 )ξ −1 ≈ (1 + ξ)−1
Series resonance
en
p
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Reference [36] found that a series resonance occurs when the RF field in a sheath
increases. This in turn leads to an increase in the dc component. Assuming a
‘vacuum’ sheath thickness of s, a plasma thickness p, and a plasma permittivity of:


p = 0 1 − (ωp2 /ω(ω − jνen )
(2.51)
to yield the resonance of a planar system to be:
ω0 ≈ ωp /[1 + (p/2s)1/2 ]

(2.52)

While this is used to described ion-rich sheaths, a similar case is seen in electronrich sheaths. This was first observed and reported by Stenzel [87], who used positive
electrode bias to draw electron saturation current. He found that the anti-resonant
solution became suddenly unstable, leading to a high-frequency instability. This
instability is believed to be caused when the electron-transit time through the sheath
is on the order of (τ ≈ ωp−1 ). Coinciding with this transit-time, RF is able to build up
in the sheath, and the electrons’ travel time through the sheath leads to a phase shift
between the rf current voltage, driving the system unstable. The sheath oscillating
at the plasma frequency then leads to a positive feedback of the instability [88].

2.4.2

Ionization Instability

Johnson et al.

[54] first observed the ionization instability as a low-frequency

instability in their double-plasma device in the range of 0.5-2kHz.

The waves

propagated axially and appeared to be low-frequency ion-acoustic waves with a
p
phase velocity of cs = (Te + γi Ti )/mi . These perturbations were excited in the
presence of electrode biasing, which led to the development of a double layer whose
potential drop was greater than that of the ionization potential of the neutral gas.
The explanation for the excitation of these waves was an ionization instability.
The mechanism for excitation occurs due to the strong dependence of the
ionization cross-section on the electron energy. Small differences in electron ionizing
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energy can lead to large differences in the number of particles that become ionized.
If there exists a small ion-acoustic perturbation in the system, the crest of the wave
will have a higher ionization rate of neutrals then the trough of the wave, which can
then lead to the growth of the wave [22].
Ion acoustic waves are a type of longitudal (kkE), electrostatic wave [30]. These
types of waves can exist in an unmagnetized plasma or when aligned along B, so
that the ion fluid momentum equation becomes:


∂ui
mi ni
+ (ui · ∇u) = eni E − ∇pi
∂t

(2.53)

The equation is then linearized and the normal wave approximation is applied. The
electric field-potential relation will also be substituted in E = ∇φ. Assuming ukk
simplifies the equations, such that:
−iωmi ni0 ui1 = −ni0 ikφ1 − γi Ti kni1

(2.54)

This equation has several unknowns. By assuming electrons have a Boltzmann
distribution, their density can be found using:
ne = ne0 exp eφ1 /Te ≈ ne0 (1 + eφ1 /Te )

(2.55)

ne1 = ne0 (eφ1 /Te )

(2.56)

Applying this to the Poisson’s equation allows us to find ni1 :
0 ∇ · E1 = 0 k 2 φ1 = e(ni1 − ne1 ) = e[ni1 − ne0 (eφ1 /Te )]

(2.57)

ni1 = [ni0 (e/Te ) + 0 k 2 /e]φ1

(2.58)

Eq. 2.54 also requires a relation between the density and velocity, which can be
found via the continuity equation:
iωni1 = ni0 ikui1

(2.59)
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Inserting these quantities back into the equation of motion leads to the dispersion
relation:
(ω/k)2 =

Te /mi
+ γi /mi
1 + k 2 λ2D

(2.60)

where λD = 0 Te /n2e is the Debeye length. In the long-wavelength limit, kλD << 1,
this reduces to:
(ω/k)2 =

Te + γi Ti
= c2s
mi

(2.61)

where cs is the ion sound speed.

2.4.3

Potential Relaxation Instability

The potential relaxation instability (PRI) was first discovered in Q-machines when a
large (> φp ) positive bias was applied to an electrode within the plasma [48, 49, 65].
It was later confirmed in a number of discharge plasmas under similar conditions
[27, 35], though it has never been reported in other types of plasmas.
The PRI is a purely nonlinear instability that is excited when a bias electrode
exceeds the plasma potential. It is characterized by large (≥ 50%) fluctuations in
density, electrode current and plasma potential. It is often described as an axially
moving double-layer, due to the formation and evolution of a potential profile that
has a steep gradient.
Gyergyek et al. [34] presented a simple two-dimensional model for the excitation
of the PRI; when the voltage of an electrode is higher than the plasma potential,
electrons closest to the electrode are quickly drawn to it, leaving a positive space
charge.

This only occurs within a certain distance from the electrode, which
p
they called the collecting distance, Lc = 0.5 Dk /D⊥ d (for a collisionless case) or
2
Lc = vth,e d2 /D⊥
, where Dk is the electron diffusion constant parallel to the magnetic

field, D⊥ is the electron diffusion coefficient perpendicular to the magnetic field, and
d is the diameter of the collecting (biased) electrode.
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The heavy (and generally cold) ions are unable to respond quickly to the sudden
loss of the electrons, which causes the local plasma potential to increase; ions are
then pushed from the region, radially at the Bohm diffusion rate. In the case where
no radial propagation occurs, the ions leave the axis at the Bohm diffusion rate; the
column is then refilled by plasma from the source, which flows in at the ambipolar
diffusion rate [80]. While the grid current is high, the plasma density should be
low in this region, and high-density (also low potential) plasma from the source can
penetrate the region; the potential structure prevents electrons from immediately
being drawn to the grid, such that the current drops until the potential structure
dissipates, and the new plasma can touch the grid, and start the process anew. The
time it takes for the potential to travel to and from the electrode therefore sets the
frequency of the instability as f = v/L, where v is usually αcs , with α = 2 − 3, and
L is the length of the plasma [49].

2.5

Flow Shear and Turbulence

The relationship between flows, particularly sheared flows, and turbulence has been
a topic of research for several decades now[14, 45, 91]. It was observed in the DIII-D
tokamak that during the transition from L- to H- mode there was a corresponding
change in the radial electric field [33, 32]. There are many models in the literature
detailing the process by which sheared flows affect turbulence. The earliest and most
common model is the decorrelation of turbulence [7, 82]. In this case the sheared
flow breaks apart (decorrelates) the turbulent eddies. This process is illustrated in
Figure 2.5 from reference [14]. The left cartoon shows a case without velocity shear,
and on the right a velocity shear is present. With the shear added, the eddies become
distorted and the fluctuations between density and velocity decorrelate, evident by
the angle difference between the axes of the two perturbation sets.
While this describes the basic process by which turbulence is decorrelated, there
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Figure 2.3: Example of how sheared flow decorrelates turbulent eddies. On the left
there exist density and velocity fluctuations with no shear flow. The right shows the
distortion that shear causes, which leads to a decorrelation between the fluctuations,
most strongly evidenced by the angle between the two axes. Borrowed from Ref.
[14].

are multiple processes by which turbulence can be reduced. One measure of the
turbulence is the amount of cross-field transport or flux:
Γ̃ =< ñV˜r >=< ñE˜φ > /Bz

(2.62)

where V˜r presents the fluctuating component of the radial velocity, which is assumed
to be caused by a fluctuating potential (electric field) in the azimuthal direction.
Bz is the axial component of the magnetic field. By converting this to the spectral
domain [66], this expression becomes:
2
Γ̃ =
B

Z

∞

k(ω)|γnφ (ω)| sin[δnφ ][Sn (ω)Sφ (ω)]1/2 dω

(2.63)

0

where γnφ is the coherence between the density and potential fluctuations, and Sn and
Sφ are the auto-power spectrum for density and potential, and δnφ is the phase-angle
between the density and potential fluctuations.
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From Equation 2.63, it is now possible to see that the flux can be reduced by
decreasing the fluctuation magnitudes, i.e., by reducing Snφ . |γnφ | is a measure of
the coherence between the density and potential fluctuations. By decorrelating these
two, the flux will decrease. In addition, there exists a relative phase between the
fluctuations, δnφ [83], which can also increase of decrease the flux.
The majority of decorrelation models focus on the reduction of turbulence via the
reduction of fluctuation amplitude [7, 82, 105, 16, 101, 100, 92]. Biglari, Diamond,
and Terry [7] present a generic, non-mode specific model, often referred to as the
BDT model, to describe the reduction of turbulence via the reduction in fluctuation
amplitude for a strong shear case. Their model begins with the assumption that
there is a shear in the electric field that is the dominant decorrelation mechanism.
The fluctuations are assumed to evolve such that:


∂
+ (v0 + ṽ) · ∇ + Ld ξ˜ = S̃
∂t

(2.64)

where ξ˜ is the fluctuation quantity (temperature, pressure...), S̃ is the source of free
energy driving the turbulence, and Ld is the operator which describes how the energy
is dissipated. They find that the fluctuation amplitude is reduced such that:
˜ 0 |2 >ωs
< |ξ/ξ
≈ (∆ωt /ωs )2/3 < 1
2
˜
< |ξ/ξ0 | >ωs =0

(2.65)

where ∆ωt is the random diffusive scattering rate of the turbulence without shear
decorrelation. Simply put, the above relation states that the shear decorrelation, ωs ,
reduces fluctuation levels in comparison to the case when there is no shear, ωs = 0.
Terry, Newman and Ware (TNW) [92] focused on the reduction of turbulence
via changes in cross-phase. Their model followed the same basic principle of BDT
in order to find a generic relation, instead of one that is mode specific as found in
[16, 101, 100]. TNW find in the strong shear limit that the flux has a dependence
on both the amplitude of the fluctuations, as well as the cross-phase. However, the
latter is stronger, such that Γ ∝ γs−3 for cross-phase, while amplitude dependence for
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flux is of the form Γ ∝ γs−1 . Their result was originally motivated by experimental
studies which appear to confirm that the cross-phase is more strongly affected than
the amplitude magnitude during suppression [1, 75, 83]. This would also seem to
imply that turbulent transport is also more dependent on the cross-phase than the
fluctuation amplitude.
While the process of decorrelation is a nonlinear process, there also exists linear
explanations for the suppression of turbulence via sheared flow [86, 17, 99]. The
theory behind these is mode-specific and a generic model does not exist. However,
Ref. [14] states that there is a general result that each model tends to have in
common. The unstable modes are seen to couple to other (stable) modes via the
E × B shear, which leads to damping of the unstable mode.

2.6

Data Analysis Techniques

Figure 2.4 shows a typical time-trace of ion saturation current for the HelCat
experiment. The RF-power is high at the start to ensure plasma breakdown. This is
exhibited in the time trace by the high-peak at the start of the trace. Power is then
lowered, and the plasma is considered to be steady-state from around 50 ms-270 ms,
after which the plasma turns off. This signal is not continuous, as it is made up
of many individual points, and therefore discrete methods of analysis are required.
Analysis is only performed on the steady-state portion of the data. Let these points
be part of a random variable, x:
x = {xj (t)},

j = 1, 2, 3, ..., N

(2.66)

where N is the total number of data values. The mean of the random variable is
defined as:
µx (t) = E[xk (t)]

(2.67)
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Figure 2.4: Typical time-trace of ion saturation current. The high peak at the start
occurs to higher RF power that is utilized to initially break-down the gas. Power is
then reduced and set to a steady-state value for approximately 200 ms.
.
and in general, µ(t1 ) 6= µ(t2 ).

This incidentally means that the variance and

correlation functions are also functions of time, i.e.,
σx2 (t) = E[(xk (t) − µx (t))2 ]

(2.68)

Rxx (t1 , t2 ) = E[(xk (t1 )x∗k (t2 ))2 ]

(2.69)

By definition, a process is stationary if it is invariant to any time translations.
We will define a first-order stationary process as one whose mean and variance are
independent in time:
µx (t) = µx (t + τ )

(2.70)

σx2 (t) = σx2 (t + τ )

(2.71)

A process will be second-order stationary if the correlation function is also independent of time translations:
Rxx (t1 , t2 ) = Rxx (t1 + τ, t2 + τ ) = Rxx (τ )

(2.72)

While not shown here, the data has been tested for stationarity to both first and
second order.
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2.6.1

Auto-correlation and Power Spectra

An important and powerful tool used to analyze time-varying data is the power
spectrum.

Related to this is the correlation function.

These tools allow for

identification an unstable mode’s frequency, testing if a system is turbulent, as well
as mode measurement and wavelength of an instability.
The auto-correlation and power-spectrum utilize a single signal, which can be
used in the first two mentioned cases, measuring the frequency of an instability,
and testing if it is turbulent. Turbulence is broadband, and this property is easily
identifiable in a power spectrum. From probability theory, we know that there are
two ways of calculating the power spectral density. Since we are considering real,
finite data, we will only look at the discrete case. First, let us assume that we have
a discrete stationary random variable with zero-mean, x, such that
x = {xj },
x = µˆx =

j = 1, 2, 3, ..., N

(2.73)

N
1 X
xi = 0
N i=1

(2.74)

where N is the total number of data values.
The auto-correlation function is defined as:
Rxx (τ ) = E[xk (t)xk (t + τ )]

(2.75)

The auto-correlation function is useful for calculating a value known as the autocorrelation time, τac , which will be taken as the time when the correlation function
is equal to its 1/e value. This describes the eddy-turn over time.
The correlation function is related to the spectral density function via Fourier
transform:
Sxx (f ) =

N
−1
X
n=0

Rxx e

−2πjkn
N

(2.76)
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where the non-continuous nature of the data warrants the use of the discrete version
of the Fourier transform.
The second, and preferable way, to calculate the spectral density (or power
spectrum) also depends on the Fourier transform. We will assume that our random
variable exists such that it has a Fourier transform:
x(t) *
) X(f )

(2.77)

Now, the spectral density can be found via:
Sxx (f ) = X ∗ (f )X(f )

(2.78)

where the * is used to symbolize the complex conjugate. Note that the spectral
density will have both real and imaginary parts. The imaginary part contains the
phase information. In the case of an auto-correlation or auto-spectral density, we
expect the phase to be zero.
An important aspect in taking the Fourier transform of a discrete variable is
windowing. Consider an infinite chain of sine waves. Sample the signal from a
random time, t0 and ending at another random time, t1 , will result in an imperfect
number of sine waves. This can lead to what is known as side-lobe leakage, which
causes distortions to the power spectrum. When the data beginning and end points
of the data are randomly selected, it has the form x(t) = u(t)v(t), where u(t) is a
rectangular function. The Fourier transform of u(t) has the form:
U (f ) = T (

sin(πf T ) −πjf T
)e
πf T

(2.79)

A plot of this function exhibits a central peak, and smaller peaks, or side-lobes, that
fall off on either side. These sides-lobes are able to leak power into the spectrum.
In periodic data, with period T, this can be avoided by choosing the start and end
points of the data to include an exact integer number of the period. However, an
easier method is to simply apply what is known as a window to compensate for this
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affect. The most commonly used window is known as a Hanning or cosine squared
window. This has the form:
 


πt
1
2πt
2
uh (t) =
1 − cos
= 1 − cos
2
T
T

0≤t≤T

(2.80)

and zero otherwise. One should be aware that this leads to a loss in power by a
p
factor of 8/3 [6].
To use a window, one takes their sample of data, and multiplies it by a window
that is of corresponding length. The resulting signal is then ready to be Fourier
transformed.

2.6.2

Cross-Correlation and Cross-Power Spectra

In order to gain more insight into the physical processes occurring in the environment,
we need to look at the cross-correlation and cross power-spectra. Assuming we have
two random variables, x(t) and y(t), we first begin by finding their Fourier transform
pairs, X(f), and Y(f), respectively. We then calculate the cross-correlation function
and cross-power spectrum as:
Rxy (τ ) = E [xk (t)xk (t + τ )]

(2.81)

SXY = X(F )Y ∗ (F )

(2.82)

The imaginary part carries around the phase information, which is of most interest.
The phase difference between the two signals using is found through the relation:


Im(SXY )
−1
(2.83)
∆φ = tan
Re(SXY

2.6.3

Mode Measurement and kk

The two-point method is used to measure the wavelength and mode number of an
instability [66]. In order to measure the wavelength, one needs to have two probes
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separated by a distance d (along the magnetic field) in the plasma. The two probes
should be measuring the same quantity, such as density. The time it takes for the
wave to propagate from one probe to the other may cause a phase shift to exist
between the two signals. This phase shift will cause the peak of the correlation
function to occur at a time t6= 0. The relationship of t to the wavelength depends
on the frequency of the mode:
t
∆φ
=
T
360o

(2.84)

where T=1/f the period of the instability and the inverse of the frequency. By
calculating the phase shift, it is possible to find either the mode number, m, or the
wavelength, k.
∆φ = mφ
k=

∆φ
d

(2.85)
(2.86)

Here, φ is used to represent the angle of separation between the two probes, and d
is used to represent the linear separation.
For a turbulent system, this approach does not work because there are multiple
frequencies present. Instead, it is necessary to calculate the power spectrum, and
then to plot the phase part of the power spectrum as a function of frequency. This
will in turn give a range of frequencies and cross-angles (phases). Mathematically,
this is found as:
SXY = X(F )Y ∗ (F )


Im(SXY )
−1
∆φ = tan
Re(SXY )

(2.87)
(2.88)

This can be done for a coherent mode (one with a discrete frequencies) to find the
wavelength and mode number as follows:
k=

∆φ
d

(2.89)

m=

∆φ
φ

(2.90)
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The Helicon-Cathode (HelCat) device is a 4-m long, 0.5-m diameter linear plasma
experiment with dual-plasma sources [61, 29]: a thermionic cathode, and a radiofrequency (RF) source called a helicon, each located at opposite ends of the vacuum
chamber. Thirteen water cooled magnets surround the chamber, providing a steadystate magnetic field on axis up to 220 mT. The estimated B-field ripple is < 1% on
axis, and ≈ 3% at the plasma edge. Typical peak density values are on the order of
2-5 × 1019 m−3 , and are Gaussian in shape with a FWHM around 6 cm. The plasma
radius is around 10-12 cm, though there is low density plasma all the way to the wall,
particularly at low magnetic fields. The ion temperature is unfortunately unknown,
though the ions are believed to be cold with a value around Ti ≈0.1 eV. The electron
temperature generally peaks at the center of the plasma with a value between 2.5-4
p
eV. The ion sound speed, cs = Te /mi is estimated at 2.5-3 km/s.
The helicon source uses an external antenna to launch a wave into a background
neutral gas; experiments were conducted using argon, though helium is also available.
Typical gas fill pressures are on order of a few mTorr, with experiments in this
dissertation being conducted with a fill pressure of 2.5 mTorr. The antenna is an
m=1 helical half-twist, which is wrapped around an external glass bell jar, shown

39

Chapter 3. Experimental Setup

Figure 3.1: Helicon-Cathode (HelCat) Device with Argon plasma discharge. Probes
are attached to ball valves, and rails are used to stabilize them.

in Figure 3.2, A Henry 8k-Ultra amplifier is used to supply power up to 5 kW to

(a)

(b)

Figure 3.2: (Left) m=1 helical-half twist helicon antenna (Right) Antenna is external
to the machine, wrapped around a bell jar; plasma discharge is a helium plasma.

the antenna. It is run in a pulsed mode that typically lasts approximately 270 ms.
The amplifier can also be run in steady-state. A pi-matching network is utilized to
match the line impedance, with the antenna acting as the inductor and two tunable
capacitors used for matching. Reflected power is typically below 50 W, with forward
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power around 1800 W.
A copper ground plane extends the full length of the machine; legs and chassis of
the chamber are connected via solder joints to provide a strong ground connection.
A copper mesh Faraday cage encloses the tuning capacitors and antenna to reduce
RF-noise and radiation from the source. Probe shafts are also ‘AC-grounded’ in order
to further reduce RF-noise throughout the lab and signals. This is accomplished by
attaching parallel capacitors between the probe shaft and ground.
The far end of the chamber opposite of the source currently consists of a stainless
steel flange with a 20x40 cm viewing window, seen in Figure 3.3. The window
allow for easy optical views of the plasma for fast imaging, spectroscopic and laser
diagnostics.

Figure 3.3: 20x40cm viewing window opposite the helicon source.

Various sets of boundary conditions at the source end are available for experiments, and were inadvertently tested. Originally the source end of the chamber
consisted of a plate with 6 evenly spaced 6-inch windows that surrounded the source.
A portion of this end-plate is visible in Figure 3.2. This plate has a mixture of
boundary conditions. The windows are insulating, and may be viewed as floating;
the plate itself is conducting, and attaches to the main chamber, which is grounded.
In addition, the metal causes reflections that make imaging difficult.
In order to have a more uniform imaging plane and consistent boundary condition,

41

Chapter 3. Experimental Setup

the inside of the end plate was covered by an anodized aluminum plate, seen in
Figure 3.4a. This created a boundary at the source that was completely insulated,
and incidentally affected the biasing capabilities. In order to have a conducting

(a)

(b)

Figure 3.4: Two end plates for the helicon source end; the left is an anodized plate,
which acts as a floating boundary condition. The right image is of a bead blasted
plate that acts as a conducting boundary.

boundary that also acted as an imaging dump (low reflection surface), the anodized
plated was changed for an aluminum plate that had been bead-blasted with baking
soda, seen in Figure 3.4b. The slightly roughened surface caused the light to disperse,
which gave a dark imaging plane, while the plate was able to retain its conducting
properties.

3.1

Biasing Setup

In order to bias the plasma, various electrodes were inserted into the plasma along
the axis. The first electrode was a set of 6-concentric rings placed at z=2.6 m, seen
in Figure 3.5a. The rings were spaced 7 mm apart and set in a ceramic substrate.
Each ring was able to be biased separately, though quantitatively, the same results
were achieved by biasing the rings as a single unit.
Grid electrodes were also introduced into the system. The grids were made from
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(a) Rings

(b) Grid

Figure 3.5: (left) Ring electrode is used as a boundary condition at the far end of
the plasma with 6 concentric rings. (Right) Grid 1 that is placed near the source. A
similar (smaller) grid is placed further downstream.

molybdenum mesh attached to a used copper vacuum gasket. The mesh consisted
of wires approximately 0.65 mm in diameter with space opening of 3.5 mm; the grid
had an overall open area of 70%. In comparison, the ion gyroradius is ≈6.4mm at
45 mT and 1.93 mm at 150 mT, while the electron gyroradius is 90 and 27 microns,
respectively. The sheath thickness is on order of a 10 µm.
Two different sized grid electrodes were utilized. The sizes were chosen based
on accessibility to the machine. The largest grid, seen in Figure 3.5b, was placed
in the port box directly in front of the source; this grid was approximately 22 cm
in diameter, and was located 7.5 cm from the front chamber of the machine. The
second grid was roughly 17 cm in diameter and was located ≈0.7m from the source.
Figure 3.6 shows the relative distances between all of the electrodes and the source.
Biasing is done with respect to the machine wall, which is considered ground.
This generates a radial potential difference and therefore an electric field. Biasing
was also tested by applying a voltage between the rings and grid to generate parallel
electric fields. However, it was found that in this configuration biasing was unable
to have any effect on the plasma.
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(a)

(b)

Figure 3.6: Experimental overview and distances for the biasing experiments done
in HelCat.

There are three types of power supplies available for biasing. The first is a Kepco
20-20 power supply, which is able to output ±20 V and 20 A of current. This
amplifier is advantageous because it can be controlled externally; the voltage can
be scanned using the DAQ, or a voltage pulse/shape can be imposed on the output
signal. Three of these amplifiers are available in the lab.
The second type of power supply is a Kepco 50-2, which is capable of generating
±50 V with 2 A of the current. As with the first Kepco, its voltage can be controlled
externally. Only one of these power supplies is available for use. The last power
supply is an HP6267 which is capable of outputting either positive or negative with
40 V and 10 A. This is the least robust of the power supplies, and is only able to
output a stable DC bias. The three power supplies can be seen in Figure 3.7. Any
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(a) Kepco 20-20

(b) Kepco 50-2

(c) HP 6267

Figure 3.7: Images of the various biasing power supplies that are used in the electrode
biasing setups, and in swept-probe diagnostics.

of these power supplies is able to be connected into series with the others, allowing
for a greater voltage to be supplied. All biasing is done with respect to the chamber
wall, as shown in Figure 3.6.

3.1.1

Rings vs Grid(s) and Dual-Experiments

Biasing experiments discussed in this dissertation used only the grids; however, both
ring and grid electrode biasing have been explored in HelCat. The rings are found to
have a limited effect vs. the grid. One large difference between the two is with the
application of negative bias. The rings exhibit no effect on the plasma when they
are biased negatively, while the grid is capable of driving once coherent fluctuations
turbulent.
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Both rings and grid are capable of suppressing fluctuations. However, the rings
require more voltage, and at higher fields have less effect. This is shown in Figure 3.8,
which shows how the ring bias changes over a small range of magnetic fields strengths.
At high fields, around 70 mT, it has been found that over 100 V is necessary to fully
suppress the fluctuations, while at the highest field strengths, when the plasma is
broadband turbulent, the rings have almost no effect. The grid, however, is able to

Figure 3.8: Ring bias needed to suppress coherent fluctuations as a function of
magnetic field. As magnetic field is increased, the amount of bias needed to suppress
with the rings changes non-monotonically. The small range of field strengths here
shows a variation in ring bias from at little as 20 V(6Te ) up to 80 V(27Te ). RF
power=1600 W, Gas fill=2.5 mTorr

suppression fluctuations at 70 mT with less than 20 V of positive voltage, and is
able to reduce the fluctuation amplitude at the highest fields with 30-60 V. Higher
voltage has not been tested yet.
However, an advantage the rings do have over the grid is the ability to look in
detail at the suppression of a coherent mode. Mode dynamics are seen to quickly
change with grid voltage, as seen in Figure 3.9. The rings suppress the turbulence
more slowly, and it is easier to examine the changes from a coherent to suppressed
state.The grid however exhibits larger changes from a broad-band turbulent state to
a coherent, and is more practical for observing these changes.
Another difference is that with too much positive bias, the grid is able to excite
a new large scale instability at low magnetic fields, below 50 mT. It has not been
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(a) Ring biasing

(b) Grid Biasing

Figure 3.9: Ring vs. grid biasing is quite evident in these two spectrograms
of ion saturation current. Ring biasing is able to be used to suppress coherent
fluctuations, but negative bias has no effect. Grid bias, however, shows a large range
of fluctuation dynamics, from driving the plasma broad-band turbulent, to having
coherent fluctuations and suppressing them. Units are arbitrary.

possible to excite this mode with the rings. In addition, boundary conditions play a
much larger role in the ring biasing. It was found that when the anodized plate was
present, the rings were unable to have any effect on the plasma, with either positive
or negative bias. The grid, however, was still able to excite turbulence, as well as
a new coherent mode that was not throughly investigated, but was believed to be a
parallel-driven Kelvin-Helmholtz mode.
A few experiments were also conducted using both the grid and the rings. This
was done to test whether parallel biasing had an effect. It was found that when
the rings and grid were biased between each other that plasma self-biased, and no
changes were observed. This result confirmed that radial bias, and a radial electric
field were important for affecting the fluctuations.

3.1.2

Grid 1, Grid 2, and Dual Grids

Three possible setups for grids were utilized. Grids 1 and 2 are approximately 0.5m
from each other. Each can be used independently, or simultaneously. The biasing
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experiments covered in this dissertation use only grid 2. The main reason behind
this is its location allows for measurements both upstream (between the grid and the
source) and downstream (between the grid and the end boundary of the chamber).
Also, grid 1 previously arced to the chamber wall when sufficient negative bias was
applied. Since this is not a desirable condition, grid 2 is considered the better
solution. However, significant biasing was completed with grid 1 for the duration of
the author’s master thesis [37], and some testing was completed with both grids.
Limited testing was done utilizing both grids. The one case explored was applying
a -20 V bias on grid 1, and scanning the bias of grid 2 from -20 V to +50 V. The results
can be seen in Figure 3.10. This spectrogram shows the large range of dynamics that

Figure 3.10: Spectrogram from ion saturation current at 44 mT using both grids to
bias. Grid 1 was put at a bias of -20 V, while grid 2 was scanned from -20 V to +50
V. Grid dynamics are similar whether using a single grid or both grids. Negative
bias causes turbulence, while adding a positive bias can lead to a coherent structure,
and at high bias to a large-scale global instability. RF Power=1600 W, Gas fill=2.5
mTorr.

can be excited by either grid. Quantitatively, the results may vary, but qualitatively
the grids behave similarly. With a negative bias, the plasma can be seen to be
broadband turbulent. With increasing positive bias, the plasma transitions into
a coherent state before becoming quiescent. At high bias, a large scale, very low
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frequency instability is excited.

3.2

3.2.1

Diagnostics

Langmuir Probe

The most basic diagnostic in a plasma is the Langmuir probe, which in its
simplest form is a piece of wire that is biased. A Langmuir probe can be used to
measure density, plasma potential, floating potential, temperature, flows, and basic
characteristics of instabilities and turbulence, such as frequency, magnitude, mode
number, and wavelength [18, 66, 39, 79].
The following description is useful for understanding the idea of floating potential.
An unbiased piece of wire in a plasma will collect both ions and electrons; due to their
smaller mass, more electrons are collected, and the piece of metal becomes negatively
charged. It then collects ions and once the metal becomes positive, the process
repeats, until an equilibrium is reached, and neither electron or ion current is drawn.
This picture is useful for understanding the concept of the floating potential, which
is the voltage on the probe at which it collects zero current. Note this is different
from the plasma potential, though the two are related, as will be shown below. The
floating potential is different because inserting the metal adds a boundary condition
and changes the plasma locally.
By applying a bias to the piece of metal, we are able to control how many ions
and electrons are collected. This will be explored more in the next section.
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Swept Probe
An I-V trace, which can be seen in Figure 3.11, is a measure of how the current
collected by a probe changes with applied voltage. Starting at the floating potential,
marked point B, a negative bias can be applied to collect ions; when the voltage
becomes sufficiently negative (below −eVp >> kTe ), almost no electrons can reach
the probe, and only ions will be collected [79]. The current collected at this point is
known as the ion saturation current, marked at point A in the figure.
1
Isi = n0i ev i A
4

(3.1)

where v = (8kT /πm)1/2 is the ion thermal speed. Note that in the case where
Te >> Ti that ion saturation instead is the Bohm ion current [64]:
r
Isi = IBohm = 0.61eni

kTe
A
mi

(3.2)

A similar point known as electron saturation current exists for positive voltage:
1
Ise = − n0e ev e A
4
and is marked at point D. One may expect the electron current to be

(3.3)
p
mi /me times

larger than the ion current, though collisions, magnetic field strength and even probe
shape can reduce this value down to 10-20 times. The voltage where the trace rolls
over to the electron saturation (known as the knee) is marked by point C, and is
the plasma potential. The knee in some cases may be quite sharp, but again, effects
such as magnetic field strength, collisions, and probe shape can make the knee less
distinct and makes it difficult to discern the actual plasma potential. Between these
two regions, from points B to C, the current changes exponentially with voltage as a
function of temperature so long as the electrons are Maxwellian. The current at the
probe is described as:
eVp

I = Isi + Ise e kTe

(3.4)
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Figure 3.11: Current (I) vs. voltage (V) trace from reference [79].

Using this relation, the temperature can be found from an I-V trace. We rearrange
equation 3.4 to find:
si
ln( I−I
)
Ise

Vp

=

e
kTe

(3.5)

The temperature can be found by fitting a line to the exponential portion of the I-V
curve; if plotted on a log I vs. V scale, the fit becomes linear, and the temperature is
found as the inverse of the slope. It should be noted that the shape of this semi-log
curve is independent of both the probe area and shape, as well as collisions [20].
The temperature is the most reliable measurement from a swept probe [20]. Note,
as well, that the ion saturation current must be subtracted from the probe current
in order to accurately measure the temperature.
While this is the ideal case for a swept probe, there are issues that arise in practice.
First, neither ion or electron current truly saturates due to sheath effects, and both
steadily increase. The ion current changes only slightly with voltage, and so can be
used to estimate the density of the plasma. In addition, temperature requires the ion
saturation current be subtracted from the curve. Since Isat does not truly saturate,
a reliable method involves fitting a line to the ion saturation region as a function of
voltage. The line can be approximated as linear, and once a solution is found, the
equation is subtracted from the entire curve. Also, the shape of the probe can have
an effect on the shape of the knee; a planar probe has a more defined knee, while the
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knee of a cylindrical probe is more rounded [20].

There are two accepted methods for finding the plasma potential. The first
involves fitting two lines, the first tangential to the exponential region and the second
to the electron saturation region. The point where the two lines intersect is taken
to be the plasma potential. The second methods is to take the derivative of the
I-V curve. A maximum (minimum) will occur where the I-V curve deviates from an
exponential; the voltage where the maximum (minimum) occurs is taken to be the
plasma potential. More details on analyzing I-V curves can be found in Appendix:
A.
In the presence of RF, the I-V curve from a swept probe can become distorted
due to RF-pickup. In the exponential region of the probe sweep, the RF can shift
the I-V curve around the real value, as shown in Figure 3.12a. The measured signal
then becomes an average of the displaced values, leading to higher Te and potential
measurements. Figure 3.12b shows examples of the averaged I-V curve and how it
changes with RF-amplitude [20].

(a) a

(b) b

Figure 3.12: Excerpted from Ref. [20], these two plots illustrate how RF can affect
a swept probe trace. The left shows how the signal can be averaged due to the
fluctuations caused in the exponential region, leading to fault temperature and
potential measurements. The right shows how the strength of the RF signal has
a stronger effect on the swept trace.
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In order to compensate for this effect, a series of chokes (inductors) are inserted
near the collecting tip of the probe, as shown in Figure 3.13. The simplest form of
these chokes is to utilize an inductor whose self-resonant frequency is near that of
the RF generator. At resonance, the impedance of the inductor is quite high, and
acts as a choke for all frequencies near that resonance. In order to ensure the RF

Figure 3.13: Basic idea behind a compensated probe; inductors are used to act as
a choke in order to block any RF signal that would distort the swept trace. A
feedback capacitor is placed before the inductors to collect RF signal, and improve
time-response of the probe.

signal is adequately blocked, it is standard practice to use multiple inductors that
have resonant frequencies of the RF source; for 10 MHz, this would mean 5 Mhz, 20
MHz, and so forth. However, this also means adding more inductance to the probe,
and limits the rate at which the probe can be swept.
This was considered undesirable, and to reduce the number of inductors used,
the impedance was tested using a network analyzer to measure the S21 parameter. A
standard output can be seen in Figure 3.14; this inductor had an SRF at 10.8 MHz,
and dropped power by almost 43 dB, which reduces the power by a factor of 20000.
At 10 MHz, the drop in power was 38 dB, reducing the signal strength by about a
factor of 6000. By doing this, it was possible to use only a single inductor in order
to compensate the probe.
A feedback capacitor is also added to the circuit before the inductors and is
connected to the plasma. This capacitor should be reasonably large in value; 1 µF
capacitors are used in our compensated probes. The current collected is used to fill
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Figure 3.14: An example of the Impedance vs Frequency for an inductor used in the
compensated probe; the dip at 10.8 MHz is the self-resonant frequency (SRF) of the
inductor. At this frequency, the inductor acts a block or choke.

stray-capacitance to ground, and improves the time-response of the probe. Originally
it was found to be advantageous to directly connect the capacitor back to the plasma
via an electrode to increase the collecting area [89]. Other groups have since found
that is it enough to have a wire collecting RF without touching the plasma [93]. The
first approach is used by our group, and the resulting probe can be seen in Figure
3.15, where a long piece of solid copper wire was connected to the capacitor and
wrapped around the outside of the electrode.

Figure 3.15: Image of a compensated probe used in the lab experiments. A single
inductor is used inside the ceramic, with a feedback capacitor that is attached to the
copper electrode wrapped around the outside of ceramic.

Chapter 3. Experimental Setup

54

Flux Probe
A flux probe is a 3- or 4- tip Langmuir probe; 1 or 2 of the tips are used to measure
density (either as single or double probe), and the other two tips are used to measure
the floating potential. The two tips measuring floating potential should be opposite
one another, and be facing vertically, as shown in Figure 3.16

Figure 3.16: Flux probe cartoon, showing that two tips should be spaced vertically,
with a distance apart d. This allows the azimuthal electric field to be estimated as
Eθ = ∆θ/d.

The idea behind a flux probe is to be able to measure the (radial) flux within the
system. Recall that the flux is defined as Γ = nv, where n is the particle density and v
is the particle velocity. Since we’re interested in the radial flux, this can be rewritten
as Γr = nvr . By measuring ion saturation current, it is possible to derive the density
of the plasma. Two tips measuring the floating potential are used to find the (radial)
velocity of the plasma. This is done by using the simple relation Eθ = −∆φ/∆θ;
the distance between the tips is considered short enough that the angle of separation
can be reduced to the distance between the tips, such that ∆θ = d. Then, the ExB
velocity Eθ × Bz = vr gives vr .

Mach Probe
Ion flows were measured using a 6-tip Mach probe. Tips are biased negatively to
collect ion saturation current. They are paired, and by comparing their ion saturation
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currents we are able to find the ion flow velocity. The theory behind Mach probes
has been developed in Ref. [46, 47], and Ref. [95].
A Mach probe works by collecting current at an angle with respect to the magnetic
field. The basic picture begins with a surface placed perpendicular to the magnetic
field. Plasma flowing along the magnetic field will hit the surface, while no plasma
from the perpendicular direction is collected. The tip facing upstream will collect
more current than the tip facing downstream; by comparing the ratio, R, of the
collected ion saturation current, it is possible to calculate the flow speed [46, 47].
Azimuthal flow is collected by placing tips at an angle to the magnetic field. This
causes the tips to collect both parallel and azimuthal flow. The basic picture of a
Mach probe is shown in Figure 3.17. The flow is given by the following expression

Figure 3.17: Basic scheme behind a Mach probe. Tips collect current that hits it
perpendicularly.

[95]:
1
ln(R) = Mk − M⊥ cot (α)
c


c = 1 + 0.14 cosh

R=

Iup
Idown

Mk
0.862

(3.6)


≈ 2.3 − 2.5

M=

v
cs
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Iup =

Ion saturation current upstream

Idown =

Ion saturation current downstream

cs =

Sound speed

v=

Flow speed

Mk =

Parallel Mach number

M⊥ =

Perpendicular Mach number

Note that the upstream current is considered the tip that collects the most current
from the parallel flow direction. By ensuring that there are two tips with α = 90◦ , it
is possible to find Mk . It should then be possible to use this expression to find M⊥
with the other tips. However, with two rotated tips it is instead preferable to solve
the two equations for the unknown, M⊥ :
1
ln(R1 ) = Mk − M⊥ cot α1
c
1
ln(R2 ) = Mk − M⊥ cot α2
c
1
ln(R1 /R2 ) = −M⊥ (cot α1 − cot α2 )
c

(3.7)

The Mach probe in Figure 3.18 is a seven-tip Mach probe. There are six evenly
spaced tips on the outside; a center tip is used to reference all tips to the plasma
potential, giving the Mach probe a double-probe configuration. The probe tips are

Figure 3.18: Side view of seven-tip Mach probe.

separated with an insulator, aluminum silicate. The circuit for this probe can be
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seen in Figure 3.19. Each tip is biased negatively with a 45 V battery, which is then
connected to a variable resistor. In order to account for different collecting areas,
each tip is rotated to the same position in the plasma and calibrated to the same
value.

Figure 3.19: Electronics schematic for Mach probe.

Flows in Helcat
Unfortunately, Mach probe data is not available for this work. There have been
considerable issues with Mach probes in HelCat. One of these reasons is due to
carbon build-up. This leads to shorting between the tips, in particular when the
probe becomes heated due to the plasma. As well, the tip is recessed and the walls
of the ceramic also become coated, which can short the metal tip. This can lead
to excess collecting area, but that also depends on the heat of the probe tip. A
new design is in progress, but unfortunately was not ready or tested in time for this
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One of the main goals of this work, however, was to compare changes in flow
with changes in fluctuation dynamics. Since there are no direct flow measurements
available, instead they must be inferred or calculated. In a linear device such as
HelCat there are believed to be two main contributions to the azimuthal flow, mainly
the E×B flow, and the diamagnetic flow [19]:
vθ =

E × B ∇p × B
−
B2
qnB 2

(3.8)

where the magnetic field, B, is along the z-axis, and the electric field, E, is in the
radial direction. Since ions in HelCat are presumed cold, any temperature gradient
would be small, and therefore the diamagnetic term is believed to be negligible (for
ions). This means that the azimuthal flow should be dominated by the E×B velocity.
From basic physics it is well known that a radial electric field arises from a
gradient in a potential. In this case, Er = ∇r φ, where φ is the plasma potential.
It is then possible to estimate the radial electric field by taking the gradient of
potential measurements, which are found via swept probes. Any shear in the velocity
would then correspond to the gradient of the radial electric field, or ∂r vθ = −∇2 φ.
Throughout this work the velocity and velocity shear will thus be assumed from these
relations.
There is one additional flow that may need to be considered in HelCat.
Fluctuating electric fields can give rise to a drift known as the polarization drift,
vp [19]:
1 dE
(3.9)
ωc B dt
The calculation of this flow from data is difficult at best. The electric field in a
vp = ±

plasma is not directly measurable, and is inferred from potential measurements.
In order to best measure the polarization flow, one would need multiple (floating)
potential measurements along the same azimuthal line. The best way to achieve this
result would to simply collect an entire plane of potential data. This is not currently
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feasible in HelCat, but in the future may be possible with the use an automated
probe drive that is in progress.
However, basic estimations can be used to show if polarization velocity is
important. For ions at B=44 mT, ωci = 10.5 × 104 s−1 . This results in 1/ωci B =
2.2 × 10−4 s−1 T−1 . Estimating dE/dt is more difficult. However, at B=44 mT the
mode is known to have a frequency f=600 Hz, resulting in a period of T=1.7 ms. This
indicates that the time it takes a fluctuation to travel between two probes separated
by 90◦ is approximately ∆τ = 4 × 10−4 ms. Therefore (1/ωci B)(1/∆τ ) ≈ 8 T− 1,
and indicates that this term may be important for ions if there is a sizable azimuthal
electric field. This is similarly true for higher magnetic fields.
Note, however, that this term is not considered important for electrons, which
has a much higher cyclotron frequency, ωce = 3.4 × 108 s−1 , which results in
1/ωce B = 2.9 × 10−9 s−1 T−1 .

3.2.2

Other Diagnostics

There are a few other diagnostics currently available on HelCat. One is a fast imaging
camera, a Phantom 7.3V, seen in Figure 3.20. This version has a variable sampling
rate up to 250 ksps at the cost of resolution. The camera is able to be triggered,
but at the moment has to be manually setup and saved, making it difficult to use
in conjunction with probe data. The camera collects any visible light, and so filters
become necessary to distinguishing between ion and neutral effects. Optimally, a
line filter would be used, which would allow for the filtering of all light except for
at a single line. However, such filters require light to be parallelized before entering,
which can be done by collecting light at a great distance (or bouncing the light to
achieve a similar distance). Unfortunately, this is not possible on HelCat due to
space constraints.
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Figure 3.20: Imaging diagnostics available on HelCat are a Phantom v7.3 (left),
which can take up to 250ksps at the cost of resolution, and filters (right) that block
certain wavelengths.

The lines of Ar I, and Ar II, however, are well spaced, and allow for the use
instead of bandpass filters, which are shown in Figure 3.20. The left is a low pass
filter 315-710 nm, which is a general range for Ar II, and the right is a high pass
filter for 780 nm and higher, which is the general range for Ar I.
There are also photodiodes that are used on HelCat, seen in Figure 3.21. The
photodiodes with a collimating lens connect via optical fiber into gain amplifiers that
can then be easily read to the DAQ system. The data acquisition system (DAQ)

Figure 3.21: Photodiodes are used on HelCat, and spaced along the axis at various
port windows.

utilizes a D-tAcq ACQ196 card that can handle up to 32 channels of data. Each
channel is 16-bit ADC with differential measurement, and can handle up to ±10 V
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Chapter 4
Intrinsic Fluctuations in HelCat
Helicon Plasmas

4.1

Introduction

HelCat exhibits intrinsic fluctuations with a wide range of dynamics. The term
intrinsic here is defined to mean that the fluctuations exist without any external
influence, such a electrode biasing or beam injecting. At low magnetic fields, the
fluctuations are coherent in nature, resulting in sharp peaks in the power spectrum
at discrete frequencies.

At high magnetic fields, the fluctuations transition to

broad-band turbulence, where the spectrum itself exhibits a broad peak over many
frequencies. Fluctuations are also known to be affected by the neutral fill pressure
and the RF-power used to generate the plasma, though a detailed study of these
effects has not be completed.
Figure 4.1 shows the resulting spectrogram of a large magnetic field scan. In these
experiments a probe was fixed at approximately r ≈ 6 cm, and measured the ion
saturation current. The magnet current was increased in 1A (0.44 mT) increments
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starting at 40 A (17.6 mT) and scanning up to 300 A (132 mT). The neutral fill
pressure was P=2.4 mTorr of argon gas, with the source operated at 10 MHz at 1800
W of RF-power.

(a) r=6cm

(b) r=13cm

Figure 4.1: Spectrogram of a magnetic field scan in Argon from 17.6 mT to 132
mT in 0.44mT increments. A probe collecting ion saturation current was fixed at
approximately r ≈ 6 cm from center in the left plot, and at r ≈ 13 cm in the second
plot at 2.4 mTorr and 1800 W RF-power.

At the lowest fields (below 20mT), the plasma was to be quiescent, exhibiting
no fluctuations in the density. With greater field, coherent fluctuations occured
at low frequencies; these are represented by the thin bright lines. The frequency
was observed to increase linearly with the magnetic field. The modeat the lower
fields (below 60 mT) was identified as an m = 1 mode via fast imaging and
verified with two-point probe techniques. The harmonics of the mode are believed to
represent higher-order mode numbers. The discontinuity in frequency around 60 mT
corresponded to a mode change from m = 1 to m = 2. The second frequency jump
around 70 mT was a change from m = 2 to m = 3. These shifts to higher modes
were again verified with fast imaging. At high magnetic fields (above 110 mT), the
plasma is considered to be weakly turbulent, exhibiting broad-band turbulence in
addition to the coherent mode.
In order to fully explore the dynamics, and the evolution from a coherent mode to
a turbulent state, five field strengths were explored: 19.2 mT(45 A), 44 mT(100 A),
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61.6 mT(140 A), 79.2 mT(180 A), 129.8 mT(295 A). These five cases represent the
wide spectrum of fluctuations available, starting at a quiescent case and transitioning
to turbulence. For each of these cases, basic plasma parameters were measured,
namely the potential, density and temperature. In addition, a linear stability analysis
code was utilized to verify the drive behind the instability.

4.1.1

Linear Stability Solver (LSS)

The linear stability solver (LSS) is an eigenmode solver that was written by Paolo
Ricci at École Polytechnique Fédérale de Lausanne (EPFL). Details of of the code
can be found in Appendix C. The code utilizes the electrostatic Braginskii equations
from Ref. [70]:

me
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dt
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(4.5)

where the following definitions have been implemented: pe = nTe , df /dt = ∂f /∂t −
(1/B)[φ, f ], jk = en(vki − vke ), and Ωci = eB/mi .
Here each variable has its typical meaning: n is the plasma density, where it
has been assumed that the plasma is quasi-neutral, and ni = ne = n. The electron
temperature is Te , φ is the plasma potential, v is the fluid velocity and p is the
pressure. B is the magnitude of the magnetic field, while e is the charge of a particle.
Parallel(k) is the direction along the magnetic field line, while perpendicular ⊥, is
normal to the magnetic field.

Chapter 4. Intrinsic Fluctuations in HelCat Helicon Plasmas
For HelCat, the equations are considered in cylindrical coordinates.

65
It is

assumed that each variable has a radial dependence, r, and that the system is
azimuthally symmetric.

Equations are normalized with natural units.

Radial

coordinates are normalized to ρs , while axial components are normalized to the
machine length, Lk . Density and temperature are normalized to a constant value,
n0 and Te0 , while the potential is normalized to the electron temperature Te0 , such
that φ = eφ/Te . The time scale is normalized to the parallel time scale, Lk /cs .
Collisions are represented as a normalized electron resistivity: ν = e2 n0 Lk /mi cs σk
3/2

with σk = 3.44 × 105 Te0 e2 /me Λ, where Λ is the Coulomb logarithm.
The equations are then approximated to first order, which is denoted by ∼, and
a wave approximation of the form exp i(kk z + mθ) is applied. The final equations
used in the LSS code are:


∂ ñ Lk
1 ∂n0
1 ∂φ0
−
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imṽki = −ikk T̃e −
ikk ñ
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Steady-state profiles for density, temperature and potential are applied to
the equations, which are solved using a finite-difference method. The resulting
eigenmodes are computed and provide an estimate of the growth rate of the
instability, as well as its real frequency. This can be done for a specific parallel
wavelength (or kk ) and mode number greater than 0, m > 0. The values of kk and m
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are matched to experimental results. Since LSS is strictly linear, it does not contain
saturation information, and cannot be used to predict the most unstable mode or
wavelength. However, LSS can be used to identify the instability.
This is done by systematically removing instability drives in the code. The three
main instabilities it is able to identify are the drift-wave instability, the KelvinHelmholtz instability, and the rotational-driven interchange instability. Drift-waves
may be tested by setting the density, temperature, or both profiles to constant values,
thereby removing or reducing the pressure gradient.
Velocity and velocity shear are introduced via the potential, which assumes that
the azimuthal flow is E×B dominated. From Chen [19], we know that the azimuthal
flow is a combination of E×B and diamagnetic:
v⊥ =

E × B ∇p × B
−
B2
qnB 2

(4.11)

Since the ion temperature is believed to be small, and relatively uniform, the ion
diamagnetic drift is small and negligible. The remaining E×B drift can then be
calculated from the relation E = −∇φ, which leads to vθ = ∂r φ/B.
The interchange instability is traditionally excited by gravity; in a linear device,
it can be excited by the azimuthal flow and the centrifugal force, which creates an
outward pointing force. It is therefore dependent predominantly on the equilibrium
and first derivative profile of potential, which generates an azimuthal flow. The
Kelvin-Helmholtz instability is velocity-shear driven, and is dependent on the second
and third derivatives of the potential profile. Resistivity is also tested by setting its
value to ν = 0.

Wavelength and Mode Number
An important part of using LSS is knowing the experimental wavelength and mode
number, as each of these values needs to be chosen to estimate the growth rate.
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Figure 4.2: Radial wavelength measurement taken at Port 4 for B=35.2 mT and gas
fill pressure 2.5 mTorr. The data was taken using a rake probe, with tip 1 placed
at approximately r ≈ 4 cm, and the last tip at r ≈ 16 cm. Cross-correlating the
data shows that there exists a large radial mode, which makes measuring the parallel
wavelength difficult.

Experimental mode numbers were identified primarily with fast imaging, though
the observed results were initially verified with two-point probe measurements. In the
two-point method, two probes were separated by an angle (in HelCat experiments,
the angle was generally 90◦ ) at the same radial position, and the phase angle between
the signals was found by cross-correlating the two signals. The results from two-point
measurements were found to match those visible in the Phantom Camera data.
The parallel wavelength was more difficult to measure, and was done at a single
magnetic field strength, B = 35mT . This measurement was also completed using
a two-point method, where instead of being azimuthally separated, the probes were
separated axially. Typically, the probes should be placed at the same radius.
The difficulty in measuring the parallel wavelength is illustrated in Figure 4.2. A
large radial wavelength was found to exist in HelCat, which distorted measurements
of the parallel wavelength. The large radial wavelength caused the position of maxcorrelation between the two probes to be radially separated, and the measurement
included both axial and radial wavelength information.
In order to find the parallel wavelength, the two components needed to be
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separated. This was done by recognizing a few facts. First, if one were to only
measure the radial wavelength with two probes displaced along the radius (marked
as 1 in Figure 4.3), then θr = kr dr . This is similar for the parallel direction when
there is no radial component, θk = kk dk . When both of these components exist

Figure 4.3: Cartoon of the result of having both a radial and parallel wavelength
that interact.

(marked by the 3), then θ = kd = θk + θr . It becomes a simple matter to separate
out the measured components to find kk and therefore λk . It can be expressed as:
kk =

θ − θr
dk

(4.12)

Therefore, in order to properly measure the parallel wavelength, the radial wavelength also had to be measured, requiring a different probe and sets of data.
Figure 4.4 shows the correlation data between two probes that were axially
displaced by approximately 0.4 m. One probe was fixed, while the second probe
was scanned radially inward and outward by 2 cm around the position of the fixed
probe. In addition, the second probe was scanned vertically at each radial position.
The correlation was found to change with radius, though it showed little variation
with height. It was found settle to a constant value around ∆r = 0.5 cm, though it
continued to increase slightly, and peaked at ∆r = 1 cm. From the phase at each of
these position, the parallel wavelength was estimated as λd ≈ 2 − 4.4 m.
Note that the parallel wavelength was not measured for each magnetic field case,
and was assumed to be constant. Although the fluctuation dynamics are observed
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Figure 4.4: Two-point results from axially displaced probes at B=35.2 mT (80 A)
and 2.5 mTorr. The axial probes were spaced 0.4 m at ports 4 and 5. In blue the
phase-angle between the probes, while in red the correlation magnitude is shown.

to change with the magnetic field, there is no direct relation between kk and the
magnetic field. Instead, the parallel wavelength is most likely to be affected by
changes in the parallel conductivity, which is dependent upon the collision frequency:
r
Ti
ni e2
νin = nn σsi|n
(4.13)
σk =
mi νin
mi
i|n

where nn =neutral density, σs =collisional cross section, and other values have their
typical meaning. The author recognizes that others values, such as the ion density
and neutral density, change with magnetic field, and therefore the parallel wavelength
may also be affected. However, this generalization was considered to be sufficient for
comparisons with LSS.

4.2

A quiescent case: 19.2 mT (45 A)

At 19.2 mT, the plasma is quiescent, with no measurable fluctuations. Figure 4.5
shows examples of the raw data for density, floating potential and the power spectrum
of each.
Both the density and floating potential show no fluctuations in the time trace.
The corresponding power spectra exhibit little to no power except at the lowest
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Figure 4.5: Raw time signal and corresponding time trace for ion saturation current
(top) and floating potential (bottom), showing that at 19.2 mT the plasma is
quiescent and no fluctuations are visible in either the time-trace or power spectrum.

frequencies where one could expect to find 60 Hz noise, which is known to be present.
In Figure 4.6 the radial density, potential, and temperature profiles at ports 3 and 5
are shown.
Axially, the density and temperature are found to decrease at inner radii (r < 6
cm), while at outer radii the measurements are within error. The potential profile,
however, shows only a slight variation at the two ports, with smalls differences that
are within the error bars.
LSS simulations were explored for this case, testing the three modes observed
at the higher magnetic field cases: m = 1, m = 2 and m = 3. This was in order
to test whether the (density, potential and temperature) profiles and corresponding
gradients generated a stable plasma or whether the drives were simply insufficient
enough for the instability to saturation. The results are shown in Figure 4.7 LSS
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Figure 4.6: Density, potential and temperature profiles for B=19.2 mT at Ports 3
and 5, roughly 0.7 m apart. The density and temperature profiles indicate that an
axial gradient likely exists, but at inner radii for r < 6 cm. The potential profile is
similar within error bars, and indicates that there exist an inward pointing electric
field.

revealed that at both port 3 and 5 there should be an m = 1 mode present. The
conditions at port 5 are also unstable for the higher order modes. However, the
plasma at this magnetic field is found to be quiescent in nature, which indicates that
while the drives are present, the instability is unable to saturate sufficiently enough
to drive fluctuations.

4.3

m=1 case: B=44 mT (100 A)

The power spectrum at B=44 mT in Figure 4.11 shows quite clearly the coherent
nature of the fluctuations, exhibited by the sharp delta-like function peaks. The
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(b) Port 5

Figure 4.7: LSS simulation results for B=19.2 mT at Ports 3 and 5 for m = 1, m = 2
and m = 3. The results show that there exist a growth rate for m = 1 at both
ports 3 and 5. This indicates that while there exist gradients that can give rise to
an instability, the mode is unable to saturate sufficiently enough for fluctuations to
exist.

higher-order peaks are caused by higher order modes. The dominate frequency at
this magnetic field is approximately is 600 Hz, though there exists variation between
the two ports, which may be due to day-to-day variation. The Phantom camera image
also shows the m = 1 mode, clearly exhibited by the long spiral like arm extending
from the center. The cause of the bright spot to the bottom left is unknown, but
may be due to reflections from the glass tube of the source. The image is taken from
the opposite side of the helicon source, and is roughly centered on the source.
Using the criteria from Chapter 2.3, the mode is identified as a hybrid-mode
between the Kelvin-Helmholtz instability and the drift-wave instability.
First, in comparing the relative normalized fluctuation values between density
and potential at Port 3, it is found that they peak at different radii. The potential
fluctuations are found to peak around r ≈ 6 cm with a value of eφ̃/kB Te =0.5,
which is greater than the magnitude of the density fluctuations. This is indicative
of either the Kelvin-Helmholtz instability or the interchange instability. The peak
in the normalized density gradient is at r = 4.5 cm, while the density fluctuations
are found to peak r = 7 cm. This is suggestive that the mode is Kelvin-Helmholtz,

Chapter 4. Intrinsic Fluctuations in HelCat Helicon Plasmas

73

Figure 4.8: Phantom camera image, power spectrum and instability frequency for
B=44 mT, m=1 mode. The power spectrum has sharp peaks, with the first occurring
around the dominant frequency of approximately 600 Hz, with harmonics that are
believed to be related to higher order modes. The frequency at port 3 and 5 exhibit
a slight different that is most likely due to day-to-day variation, though as is shown
later, is only present at the lower magnetic field.

instead of the interchange instability. The cross-phase indicates that the potential
leads by up to 150◦ at the inner radii, again indicative of either the Kelvin-Helmholtz
instability or the interchange instability. The phase is observed to change at the edge,
and little to no phase difference is exhibited.
However, the data at port 5 is more indicative of the drift-wave instability. The
potential fluctuations are found to peak further at the edge near where the density
fluctuations peak, but the magnitudes between the two values similar, which is
characteristics of the drift-wave instability. As well, the normalized density gradient
and the density fluctuations now peak at the same radius, indicative of either the
interchange instability or the drift-wave instability. The cross-phase between density
and potential is similar to that of Port 3, with the potential fluctuations leading by
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Figure 4.9: Normalized (rms) fluctuation values and cross-phase for density and
potential at ports 3 and 5 at B=44 mT. The density magnitudes are found to peak
at similar radii, though are stronger at port 5. The potential fluctuations, however,
peak far apart, again with different value. The cross-phases show similar behavior,
with potential leading at inner radii and variation as the (assumed) velocity shear
layer is crossed.

up to 100◦ at inner radii. However, at the edge a the density leads with a constant
cross phase of approximately 50◦ .
Figure 4.11 shows results from LSS analysis. Due to the experimental differences
at each port, the analysis are applied to both cases, with Port 3 data displayed on
the left and Port 5 displayed immediately to the right for comparison. The first
image shows how the growth rate varies with potential, testing the drives of the
interchange and Kelvin-Helmholtz instability, while the second set exhibits how the
pressure gradient affects the instability, testing the drive of the drift-wave instability.
The final row compares the growth rate with and without resistivity. In each plot,
the blue line is the growth rate with no drives removed. Red vertical lines indicate
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Figure 4.10: Comparison of normalized density and potential (rms) fluctuations for
B=44 mT. The left plot is the Port 3 data, which does that the potential fluctuations
are much greater than the density fluctuations, characteristic of the KH mode, while
the right plot is Port 5 data, showing that fluctuations are on order of each other,
characteristic of the drift-mode.

the range of parallel wavelengths obtained from experimental results
It is found that both the potential and pressure gradients drive the instability
unstable. The growth rate is found to decrease the most when either the drive for the
interchange mode (φ = φ0 = 0) or the Kelvin-Helmholtz instability (φ00 = φ000 = 0)
are removed. However, it can be seen that the pressure gradient also contributes to
the growth rate. The temperature has little effect on the stability, and the density
gradient is the main drive for the drift-wave instability.
A primary stabilizing drive is the resistivity. This indicates that the resistive
interchange is not a possible instability, while finite kk rules out the ideal interchange,
which leaves the Kelvin-Helmholtz instability and the drift-wave instability. Since
both the potential and pressure gradient contribute to the growth rate, it is concluded
that the mode is a hybrid mode, in agreement with the experimental results.
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(b) Port 5

Figure 4.11: LSS growth rate results at B=44 mT with Port 3 on the left and Port 5
on the right. The vertical red lines represent the range experimental wavelengths for
the instability. Both the potential and density are destabilizing, while the resistivity
restrains the growth rate.
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m=2 case: B=61.6 mT (140 A)

At B=61.6 mT (140 A), the mode is no longer m = 1, but has jumped to an m = 2
mode, as shown in the Phantom image of Figure 4.12. The free floating spike is
caused by the image analysis, and is in reality connected to the bottom spoke. The
frequency has also approximately doubled, and is around 1.4 kHz. However, the
fluctuations, as shown in the power spectrum, are still coherent in nature. The

Figure 4.12: Power spectrum and radial frequency scan for B=61.6 mT, showing that
the mode is again coherent, with a dominant frequency around 1400 Hz, a little more
than double the frequency at B=44 mT. This doubling is expected, as the mode has
shifted from an m = 1 mode to an m = 2 mode.

fluctuation characteristics are shown in Figure 4.13. The peak in both density and
potential fluctuation magnitude has moved radially inward. The behaviors between
port 3 and 5 are quite different in this case. At port 3, the density and potential
fluctuations peak sharply, at r = 5 cm and r = 3 cm respectively. However at port 5,
both density and potential peak over a range of radii. The density gradient at port 3
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Figure 4.13: Comparison of density and potential fluctuations for B=61.6 mT.
Density and potential fluctuations vary quite different at Ports 3 and 5. While
the magnitudes are similar in each case, the peak magnitude spans several radii at
Port 5. The cross-phase is also quite different at each port.

is found to peak at r ≈ 4 cm, which is offset from where the density fluctuations peak.
However, the density gradient at port 5 shows a similar behavior as the fluctuation
magnitudes, in that it peaks over many radii, from r ≈ 5 cm out to r ≈ 10 cm. The
cross-phase between ports 3 and 5 shows quite different behavior. At port 3, the
cross-phase varies from positive to negative, similar to what was observed at B=44
mT, with potential leading at the inner radii, while the density leads at the edge
starting at r = 6cm. Port 5 also exhibits a change from potential to density leading,
but the transition occurs further at the edge around r = 10cm.
The long decay in cross-phase at port 5 versus the quick transition observed at
port 3 appears similar to those changes observed in potential and density fluctuations.
In particular, the transition from potential leading (positive cross-phase) to density
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leading (negative cross-phase) coincides relatively well with the region where the
fluctuation magnitude becomes similar at each location.
Figure 4.14 compares the potential and density fluctuations scaled on the same
axis. As can be seen, the potential fluctuations are much greater than those of
the density fluctuations at both port 3 and 5, indicative of a Kelvin-Helmholtz or
interchange mode. However, note that at port 3, the potential fluctuations are
relatively close in magnitude to density where the density fluctuations peak. This is
not the case the port 5.

Figure 4.14: Comparison of density to potential fluctuation magnitude for ports 3
and 5 for B=61.6 mT. The potential fluctuations are much greater than the density
fluctuations are both ports, though towards the edge the two are similar in value.

LSS results for this case are more difficult to interpret, particularly when
comparing data from both ports. At Port 3, the potential has less effect on the
overall growth rate, though there is observed a small decrease in γ when the KH
drives are removed. Perhaps the most unusual attribute is that temperature has a
much larger effect, and is stabilizing, while the density contributes to the growth of
the instability. The resistivity also has no effect on the growth rate.
These results suggest that temperature (and the pressure gradient) act as a
stabilizing factor, while the potential (second and third derivatives) and density
gradient drive the instability.
However, examining the results at Port 5 shows a very different result.

In
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this case, the potential is strongly destabilizing, with the resistive-interchange (RI)
affecting the stability more than the KH drive. For longer wavelength, the density
and pressure gradients are stabilizing, while the temperature has no effect; at shorter
wavelengths, the density and pressure also have no effect. The resistivity in this case
is also destabilizing.
These results make it difficult to discern what instability is present. At both port
3 and 5 there is some evidence for the KH instability still being present. However,
the pressure gradient is now a stabilizing factor, and it’s possible in this case that
the resistive interchange mode is important.
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Figure 4.15: Results from LSS for B=61.6 mT, with Port 3 results on the left and
Port 5 results on the right. The results for each port are quite different, and make
identifying the instability more difficult.
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m=3 case: B=79.2 mT (180 A)

At 79.2 mT, the mode (still coherent) is now m = 3 and rotates with a frequency
of 2.4 kHz, in the electron diamagnetic direction. The phantom camera shows the 3
spikes expected for an m = 3mode. The disconnected bright spot to the right is an
artifact of the image analysis, and is connected to the bottom spoke.

Figure 4.16: Fast camera image, power spectrum and frequency for B=79.2 mT. The
coherent fluctuations have shifted to approximately 2.4 kHz, again almost double of
the value seen at 61.6 mT. The mode is observed to shit to an m = 3 mode.

The density fluctuations are found to peak at similar radii at both port 3 and
5. The potential fluctuations also peak closer together, though still with different
fluctuation values. Of interest in this case is that the cross-phase at both ports is
nearly identical, which may indicate that the axial profile is becoming more uniform.
It is known that the length of the plasma becomes shorter with increased magnetic
field, and is also observed that the ‘blue’ core region, which is believed to be near
complete ionization, extends further down the length of the axis for higher field
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strength. The density gradient is found to ports; at port 3 the peak is found at r ≈ 4

Figure 4.17: Normalized (rms) Fluctuations of density and potential, as well as the
cross-phase for B=79.2 mT. The density fluctuations peak at the same radius with
a similar magnitude. The potential fluctuations also peak close in radius between
ports 3 and 5, but are larger at port 5. The cross phase is nearly identical at both
ports, with potential leading at the center, and the fluctuations between density and
potential in phase at the edge.

cm, while at port 5 the density gradient peaks near that of the density fluctuations,
at r ≈ 5 cm. The cross-phase indicates that the potential leads at inner radii, and
at the edge there is little to no phase difference between the density and potential
fluctuations.
Comparing the relative value of the fluctuation magnitudes reveals that the
potential fluctuations dominate across most of the radius, particularly where both
density and potential fluctuations are maximum. This combined with the cross-phase
appears to indicate that the KH-mode is more dominant.
LSS simulations again are quite different between Ports 3 and 5. At Port 3, the
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Figure 4.18: Comparison of normalized density/potential (rms) fluctuation magnitudes at B=79.2 mT. At both ports, the potential is greater than that of the density
fluctuations.

KH drive (second and third derivatives) are the most destabilizing. Resistivity is
also destabilizing for this case. Interestingly, temperature contributes to the growth
rate while the density profile inhibits the instability; overall, the pressure gradient
shows that the temperature dominates.
At Port 5, the potential is destabilizing, with similar results between the RI- and
KH-drive. The density contributes to the growth rate, while the temperature has a
stabilizing affect. The resistivity is also again stabilizing.
Given the larger effect of potential, the conclusion remains that the instability if
KH-dominated, though drift-wave/interchange characteristics still exist.
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Figure 4.19: LSS results for 79.2 mT, with port 3 results on the left and port 5
results on the right. As with the previous case, the results are inconclusive about
the nature of the instability.
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A mixed case: B=129.5 mT (295 A)

At the highest magnetic field explored, there is a mixed state. At inner radii, a
coherent mode (m = 3) still persists, while at the edge of the plasma, broad-band
characteristics exists with the m = 3 mode. This is also easily seen in Phantom
camera imaging. The left image from the Phantom camera shows the three distinctive

Figure 4.20: Fast camera image and spectrogram for B=129.5 mT across the radius.
It is observed that at this magnetic field, the fluctuations are a mixture of coherent
fluctuations, with a frequency of 2.2 kHz, and broad-band turbulent fluctuations at
the edge.

spikes expected for an m = 3 mode; however there are also discernible fingers at the
edge. These are much easier to see in the right image, which was taken at a much
higher exposure. The mode is found to rotate in the electron diamagnetic direction
(clockwise in the images).
The density fluctuations from Port 3 and 5 are found to now occur at the same
radius, and to have the same magnitude, again indicating that the axial profile
may be more uniform. The density gradient is found to peak near the peak in the
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density fluctuations, thought slightly offset at each port. The potential fluctuations,
however, are completely different. At port 3, there is no evident peak in the potential
fluctuations, while at Port 5, there is a strong peak at r = 4 cm. Comparing the

Figure 4.21: Normalized (rms) fluctuation characteristics for B=129.5 mT. Density
fluctuations now peak at the same radius with identical magnitude. The potential
fluctuations, however, are quite different, little to no fluctuation in the potential at
Port 3, and a very high magnitude value at Port 5. The density gradient is similar in
shape, though the peaks between the two ports is slightly offset. The cross-phase at
port 3 shows potential leading for all radii, while at port 5, potential leads at inner
radii, with density leading at mid-radii.

density and potential fluctuations shows that at Port 3 the fluctuation values are
similar in value, while at port 5, the potential fluctuations are strongly dominant.
The cross-phase between the two ports is quite similar. At inner radii, the cross-phase
matches until r ≈ 4 cm, with density leading, and again the two values converge at
the edge, with r > 10 cm, with no lag between the fluctuations. The behavior at the
two ports varies at the intermediate radii, between r = 4 − 10 cm. At port 3, the
cross phase swings positive, such that potential is leading. However, at port 5 the
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Figure 4.22: Comparison of normalized density to potential (rms) fluctuation
magnitude for B=129.5 mT. At port 3, the density fluctuations peak at r = 5
cm with fluctuation magnitude larger than the potential, while the at the edge the
potential fluctuations dominate. At Port 5, the potential fluctuations dominate at
r = 4 cm, with similar fluctuation value at the edge.

cross-phase remains negative, though the value does increase.
The LSS simulations indicate that the potential is the most important drive at
this field strength. The removal of any of the potential gradients leads to the full
suppression of the instability. The resistivity no longer has an affect on the growth
rate, neither encouraging it to grow or inhibiting the growth rate. The pressure
gradient is now fully stabilizing, though the effect of the temperature varies between
the two simulation results. Overall, the results indicate that the instability is now
KH-dominated, with the pressure acting to stabilize the system.
This result may indicate the physics behind the transition to turbulence. The
presence of two instabilities may have prevented either instability from reaching
saturation. However, with increased magnetic field, it is observed that the potential
gradient, and its free-energy source, grows stronger. This would allow the KH-mode
to saturate and dominate. It is also possible that the KH-mode was coupled to the
drift-mode, which acted to stabilize the mode. This is one of the proposed methods
of turbulence suppression mentioned in [14]. This topic is continued in the next
section.
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Figure 4.23: LSS results at 129.5 mT, Port 3 results on the left, and Port 5 results
on the left. The results between these two ports are similar, and the mode is KHdominated.
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Changes with Increasing Fields

In the previous section is was observed that the two important drives were in the
form of the density gradient and the potential gradient. Figure 4.24 shows how these
two values change with increased magnetic field.
At each port it is observed that increasing the magnetic field leads to a steeper
density gradient. The changes between in density gradient are not as noticeable for
the m=1, 2 and 3 case., though there is a very evident change from when the plasma
is quiescent at B=19.2 mT and the weakly turbulent case at B=129.5 mT. Plotted as
well are the changes in the radial electric field. While the shape of the electric field
remains similar, peak values are observed to move inwards radially, and increase in
magnitude. This indicates that there is increase in the azimuthal flow, and indicates
that there is an increase in the flow shear as well.
The change to turbulence with increased magnetic field is not a well understood
phenomenon. One might intuitively think that an instability with a stronger drive
would dominate, though this is not guaranteed. As shown above, the increased
magnetic field leads to a much larger shear in the radial potential and electric field,
compared to the small changed observed in the density gradient. This suggests that
the larger drive for KH allows for the instability to saturate more quickly.
Another possible explanation is a change in physical parameters which have a
dependence on magnetic field. Previously similar results were reported by CSDX
at San Diego [12, 13]. They proposed that a change in the gyro-viscosity could be
responsible for the transition to turbulence.
Viscosity is a tensor that arises in the stress tensor, πjk = ηWjk +ξδjk ∇·V, where
η and ξ are viscosity coefficients, and Wjk is a rate-of-strain tensor [38]. The strain
tensor is quite complicated in a magnetized plasma, and the viscosity coefficient, η,
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(b) Port 5

Figure 4.24: Comparison of density gradient and radial electric field for each magnetic
field case. With increased B, it is found that the gradient in both density and
potential increase, though the change in the radial electric field is more evident.

becomes four coefficients [38].
η0i = 0.96ni Ti τi
η1i =

(4.14)

3ni Ti
= η2i /4
10Ω2i τi

(4.15)

ni Ti
= η4i /2
2Ωi

(4.16)

η3i =

The zero order viscosity term is similar to what is found in ordinary gases, and
is caused by the random walk of particles. The first order and second order terms
scale as heat conduction terms, and again are a random walk process, but this time
with a step size equal to that of the Larmor radius. The last two terms, the third
and fourth order, are called the gyro-viscosity terms. Note that these two terms are
completely independent of collisions. [38].
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The gyro-viscosity terms lead to momentum flow across the magnetic field. As
can be seen, η3 and η4 have a 1/B dependency and decreases with magnetic field.
This seems to indicate that for higher magnetic field, there is less momentum crossing
the field lines.
At first, this does not seem intuitive, since with turbulence, one expects more
transport across the field lines. However, note that this analysis considers classical
transport, whereas turbulence leads to anomalous transport.

As the classical

transport decreases, one may consider that there is an excess of free energy. This
free energy would then be available to drive the anomalous transport.
In addition, the above equations may not completely apply to the HelCat plasma.
There are two criteria that must be met. The first, given in Ref. [38], is that the ion
flow velocity needs to be on order of the ion thermal velocity, vi ≈ vi,th . In HelCat,
the fastest flows measured in both the parallel and azimuthal direction are on order
of 100-300 m/s. The ion thermal velocity is estimated to be 400 m/s (at 0.1 eV) to
1400 m/s (at 1 eV).
A second condition depends on the magnetization of the ions; this is generally
measured by comparing the gryo-frequency to the collision rate. According to the
plasma formulary, if ωci τi << 1, then the tensor reduces to Pjk = −η0 Wjk , and the
first through fourth terms are unimportant. At 20 mT, ωci τi is estimated as 0.01,
while at 130 mT, the value is estimated at 0.07. This value is obviously much less
than one, and therefore the viscosity tensor should be reduced to the zeroth order.
However, note that this term changes with both radius and axial position.
The plasma formulary gives the ion collision rate as:
√
3/2
3/2
3 mi (kB Ti )
7 Ti
√
τi =
= 2.09 × 10
µ1/2 sec
nΛ
4 πnΛe4

(4.17)

where ne = ni = n is the density (in cgs units), Λ is the Coulomb logarithm, and in
the second form, Ti has units of eV, while µ is the ion mass in units of proton mass,
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i.e., mi /mp . Accounting for changes in density, and assuming a constant temperature,
it can be found that at the edge of the plasma and away from the source ωci τi ≈ 1.
Another possible explanation is the change in the axial (three-dimensional)
behavior with magnetic field. It was noted in the data sets that the plasma appeared
to become more uniform along the axis with increased field. It is possible that at
the lower field strength the axial variation along the axis led to the formation of the
hybrid mode.
From a linear point of view, one might suppose that the characteristics near the
helicon source would generate a KH mode, while the plasma parameters far from the
source were more conducive for a DW. However, because the system is closed and
connected, there cannot be a discontinuity along the axis, and so a hybrid mode is
formed. However, if the plasma were to become more uniform along the axis, then
one of the instabilities may become secondary, or disappear altogether.
This picture is, of course, difficult to prove and test in a laboratory, and describes
the nonlinear coupling of two linear modes. The idea is also similar to some of the
models between sheared-flow and turbulence. As mentioned in reference [14], linear
models that describe the reduction of turbulence via sheared flow generally involve
the coupling of an unstable mode to a stable mode. If one considers that the driftmode as the stable mode, then the transition from coherent to turbulence becomes
logical.
Bellan [5] explains this progression. The drift-mode has the special characteristic
that k⊥ ρs ≈ 1, where ρs = cs /ωc i, is the ion-gryoradius at the sound speed. This
is considered approximately true for drift-waves in all systems at all magnetic field
strengths. At a low magnetic field strength, ρs is large, which means that k⊥ is small.
In order for this to be true, the mode, m (recall k⊥ = m/r), is also small, which
corresponds to a long wavelength.
With increased magnetic field, ρs becomes smaller, leading to larger k⊥ , and larger
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mode numbers. Eventually, multiple wavelengths may exist, leading to a turbulent
system. Applying this to the HelCat results, if the KH and DW mode are coupled,
then as one becomes turbulent, the other may also become turbulent. Understanding
the dominance of one mode over the other, however, requires understanding the
saturation of each mode, and modeling becomes essential.
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Chapter 5
Moderate Grid Biasing in HelCat
Helicon Plasmas

5.1

Grid Biasing Results

For each of the magnetic field cases presented in the previous chapter, a grid voltage
from Vg = −40 V to Vg = +10 V was scanned with a probe fixed at approximately
r ≈ 6 cm. At B=129.5 mT, the positive voltage was extended to Vg = +40 V. It was
found that a negative bias was able to drive once coherent fluctuations into broadband
turbulence. When the grid was near the floating potential coherent fluctuations
returned, but with a higher frequency than observed with no grid present. A positive
bias was able to reduce fluctuation values and suppress in certain cases. The details
for each magnetic field are presented below.
In addition, detailed radial measurements were taken at two grid voltages:
Vg = −40 V , which exhibited broadband turbulence, and the Vg = +10 V(Vg = +40
V for 129.5 mT), for the reduced or suppressed case. At Ports 3 and 5, which lay on
either side of the grid, density, potential and temperature measurements similar to
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those in the previous chapter were collected. These were then compared to the no
grid case.
A few basic results are observed in each case.
1. Inserting the grid into the plasma reduces the overall density of the plasma
downstream of the grid. This is believed to be due to particle loss to the
grid itself. However, since the density gradient is the important quantity, this
change is not considered critical.
2. Biasing the grid affects the self-bias of the plasma. A helicon source is an
inductively coupled plasma, and does not have a well-defined ground. The
grid is able to affect the self-bias of the plasma, and as such the entire plasma
potential is seen to shift more negative or positive with the same respective bias.
The self-bias of the plasma is related to sheaths. Recall from Chapter 2.2, that
an ion-sheath forms in order to maintain quasi-neutrality when boundaries are
present. In order for an ion sheath to form, the plasma potential has to be
higher than the boundary (wall) potential. With the application of a positive
bias to the grid, the plasma potential would shift as well to maintain the ion
sheath.
However, it does not explain the shift with negative bias. In fact, the size
of the potential drop in a sheath can be calculated. Reference [59] finds that
the potential difference between the sheath, φse and the boundary (or wall),
p
φw , is e(φse − φw ) = ΛTe where Λ = ln mi /2πme . This is approximately 3
for hydrogen and 4.5 for argon. This dictates the size of the potential drop
that needs to occur in order to prevent currents from forming, and therefore
explains the negative shift with bias, as well as the positive shift.
3. Related to number 2, the bias also affects the voltage at which the current
reaches ion saturation or electron saturation. Given that these are related to
the (floating) potential, this result is not completely surprising. However, this
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may also be indicative of a non-Maxwellian particle distribution or even a beam
in the plasma. The swept curves also show characteristics that may be related
to fast particles, as shown in Figure 5.1.

Figure 5.1: Swept-curve at 129.5 mT with +40 V applied to the grid. The curve
focuses on the ion saturation current side, and is expected to be a smooth transition
to an exponential. However, it instead exhibits multiple slope changes, indicating
that there may be a tail of fast particles, or even a beam, present.

A discussed and shown in Chapter 3.2.1, a swept-trace is expected to be exponential
in the transition region from ion saturation current. However, as can be seen here,
the slope changes several times, and there is no clear curve This indicates that there
exists fast particles or perhaps even a beam. An energy analyzer provides the most
reliable measurement of the distribution function, and may be verify these results.
A piece of terminology used in the next section is the term ‘suppressed’. Typical
noise levels of the DAQ are 50 to 100 bits, which corresponds to 0.015-0.03V.
This gives a limit on the smallest signal that can be measured. Since fluctuation
magnitude is generally normalized, we want to know the smallest percentage that
can be measured. Assuming that we have fluctuations on order of the noise, with
a maximum signal of 215 (calculated from the knowledge the system is 16-bit), this
gives an estimate of the measurable minimum fluctuation level of 0.15-0.3%. The
term fully ‘suppressed’ is used when fluctuations are below the measurable level;
otherwise, fluctuations may be reduced but not completely suppressed.
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45 A (19.2 mT)

At 19.2 mT the plasma is quiescent. Even with negative bias no instability is excited.
There is a slight rise of fluctuations at very low frequencies with the application of
positive bias. These are believed to be related to the subject of the PRI in the next
chapter.

Figure 5.2: Spectrogram of ion saturation current for changing grid bias Vg − 40 V
to Vg = 10 V in a 1 V increment for B=19.2 mT in unit of power (dB). There is little
to no change with either negative or positive bias. There is a slight rise in power
at very low frequencies with positive bias, but the rising fluctuations are believed to
be related to the subject matter of the next chapter. RF power=1.8 kW, and gas
fill=2.4 mTorr

The fluctuations arise primarily in the ion saturation current, and can be seen
in Figure 5.3. The left image is a time trace for grid voltage, Vg = −4 V. The
fluctuations become larger with more positive voltage, as shown in the image on the
right.

5.2.1

Comparison of 3 Bias Cases: B=19.2 mT

One of the first comparisons explores changes in the equilibrium profiles with bias. As
is shown in Figure 5.4, the density is lowered by inserting the grid, and the potential
is shifted with grid bias. A strange feature observed in the density profile occurs at
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Figure 5.3: (Left) raw time trace of ion saturation for Vg = 6V Fluctuation
characteristics as a function of grid bias for a fixed location approximately r≈6 cm
from the center, and located between the source and grid, for B=19.2 mT.

approximately r ≈ 5 cm, where it ‘kinks’, due to slope changes in the profile. This
feature is not observed in any of the following cases, and is unique. The temperature
profile also exhibits a peak at this same location.
The temperature shows little change between the no grid case and the positive
bias case at Port 3, and is similar for all three bias cases at Port 5. There is a
raise in the edge temperature at Port 3 with negative bias. However, this increase in
temperature does not have an affect on the stability of the plasma. This is iterated
in Figure 5.5, which shows the magnitude of fluctuations for density and potential.
The density and potential fluctuations are observed to increase with a bias of
Vg = −40 V. The graph for the density fluctuations has been limited to show the
low value fluctuations seen at both the no grid and Vg = +10 V case. At Vg = −40
V, the value becomes as high as ñ/n = 0.5 at the edge. With positive bias, the
fluctuations are quite small, below 1%. The potential fluctuations are observed to
increase as well, in both the negative bias and the positive bias cases, though the
region of peak value changes from inner to outer radii respectively. This is observed
more strongly at Port 5.
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(b) Port 5

Figure 5.4: Equilibrium values for density, temperature and potential, take from
swept probe data, at B=19.2 mT. The density shows a peculiar ‘kink’ at r ≈ 5 cm,
where it changes between two slopes. The temperature shows a corresponding peak
at this radius. The grid radius is 8.5 cm.
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(b) Port 5

Figure 5.5: Normalized density and potential (rms) fluctuation magnitudes for
B=19.2 mT.
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100 A (44 mT)

Figure 5.6 shows a spectrogram of ion saturation current for B=44 mT as the grid
voltage is varied. Recall that without the grid, the fluctuations at this magnetic field
were coherent in nature with a frequency of 600 Hz. However with the application
of negative grid bias, the fluctuations become broadband turbulent. As the grid
bias nears the floating potential (between Vg = −10 V to Vg = +10 V) coherent
fluctuations are visible, but at frequency close to f=3 kHz. Without the grid, the
frequency is approximately f=600 Hz. The frequency is relatively constant with
increasing grid bias, until the fluctuations are suppressed. A comparison of the

Figure 5.6: Spectrogram of ion saturation current for changing grid bias Vg = −40
V to Vg = 10 V in a 1 V increment for B=44 mT. The coherent mode (once at 650
Hz) becomes broadband turbulent with a negative grid bias. Coherent fluctuations
return when the grid is near the floating potential, but at a higher frequency of
approximately 2.5 kHz. With a positive bias, the fluctuations are suppressed.

pre-pulse and grid-pulse power spectra, as well as time traces, at a grid voltage of
Vg = −40 V, Vg = −6 V and Vg = +10 V are shown in Figure 5.7. The blue power
spectrum shows an applied grid bias spectrum, while green trace is from the pre-pulse
data, when the grid was floating.

Chapter 5. Moderate Grid Biasing in HelCat Helicon Plasmas

(a) -40V

(b) -40V

(c) -6V

(d) -6V

(e) 10V

(f) 10V

103

Figure 5.7: Raw trace of ion saturation current with corresponding power spectrum
for three cases of grid bias: Vg = −40 V, which is broadband turbulent, Vg = −6
V, which shows coherent fluctuations, and Vg = 10 V, in which fluctuations are
suppressed. Overlaid in green is the power spectrum before the voltage is pulsed on,
for which the grid is considered floating.
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Figure 5.8: Fluctuation levels as a function of grid bias for a fixed location
approximately r ≈ 6 cm from the center, and located between the source and
grid. Fluctuation magnitude is taken as the average of the RMS value. The autocorrelation time is found from the ion saturation current.

As shown in the spectrogram, at a strong negative bias, the plasma is broadband
turbulent over a range of frequencies up to 5 kHz. The coherent frequencies that
arise near the floating potential are shifted from the non-grid case, and exhibit a
frequency around 3 kHz. Both the broadband nature, and coherent frequencies are
gone when the grid is biased to Vg = +10 V.
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The fluctuation changes are characterized in Figure 5.8. As the bias is increased
to more positive values, the fluctuation amplitude of both density and potential
are observed to decrease steadily until approximately Vg = −20 V, after which the
values drop quickly as the plasma transitions from a turbulent to coherent mode. At
approximately Vg = −10 V, the fluctuations are coherent, and density fluctuations
become constant with grid voltage, while potential fluctuations begin to increase
with further positive bias.
The decrease in fluctuation magnitude is opposite of the behavior observed in
the radial flux and cross-phase. Note that the value of the cross-phase was recored
at a single frequency of f=2.5 kHz. The flux shows that increasing the bias towards
positive values actually increases the radial transport. This is due to the increase
in ñ − φ̃ cross-phase, which indicates that the two values are decorrelating from one
another. At approximately Vg = −15 V the behavior of the radial flux is similar
to the fluctuation magnitudes, and all three decrease. The cross-phase continues to
increase.
Note, however, that around Vg = −5 V, where fluctuations are observed to be
coherent, the flux transitions to a negative value, indicating an inward transfer of
particles. The exact nature of this inward flux is unknown, but is only observed
in the fluctuating value of the flux. The total flux indicates that the transport is
outward.
Another measure of the turbulence is the auto-correlation time, τac , which is
defined as the time where the auto-correlation is equal to its 1/e value, and represents
the eddie turnover time. There is a slight decrease in τac as the bias becomes more
positive. When the fluctuations become coherent at Vg = −10 V, the auto-correlation
time decreases sharply.

Physically, this result indicates that as the turbulence

transitions to a coherent mode, the eddies decorrelate faster, and there is less particle
transport.
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Comparison of 3 Bias Cases: B=44 mT

As before, changes in the equilibrium profiles are shown first. At Port 3, the density
at negative grid bias is on the order of that of the non-grid case. This is in contrast to
the suppressed case, which is shows a decreased peak density, and therefore a flatter
gradient profile. The density at Port 5 shows a similar trend between Vg = −40 V
and Vg = 10 V, in which with negative bias the density is higher and has a steeper
gradient.

(a) Port 3

(b) Port 5

Figure 5.9: Density and temperature equilibrium profiles for B=44 mT. Changes
between Port 3 and Port 5 are different for density, most likely due to particle loss
to the grid. The temperature profile is relatively the same for all three cases, with a
slight increase in temperature for the +10 V case, when fluctuations are suppressed.

The temperature profile shows relatively little change over the radius between
the three cases, though there is a slight increase in the overall temperature when
Vg = +10 V, indicating that the suppression has led to a hotter plasma both upstream
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and downstream of the grid. The potential is not shown due to the fact that it is
difficult to discern changes with the offset. Instead, its negative gradient, i.e. the
electric field, is shown in Figure 5.10, which also shows the density gradient.
As expected, the density gradient becomes steepens when Vg = −40V , where
the plasma is observed to be broadband turbulent. This is true at both Port 3
and Port 5, though the effect is much stronger at Port 5, which exhibited the driftwave characteristics without the grid. With positive bias (Vg = +10 V), the density
gradient is relaxed, an effect that is again much stronger and evident at port 5. Since
the pressure-gradient was identified as an instability drive in the previous chapter,
this result physical makes sense. With the reduction in fluctuations, the drive is less
strong.
The electric field and its gradient can be assumed to be analogous to the velocity
and its shear, assuming the plasma is E×B flow dominated. The excited radial
electric field shows quite a range of dynamics. At Port 3, it is found to have a
minimum at approximately r = 6cm. With the negative bias, the electric field
is stronger, while for the Vg = +10 V case, the electric field is reduced at inner
radii. In the edge region, there is little to no electric field exhibited for the coherent
fluctuations. However, with Vg = −40 V a negative electric field is generated, while
with a positive bias, a strong positive electric field exists.
Port 5 shows a similar trend, with inner radii exhibiting a much stronger
negative field generated in the broadband turbulence case, with a weaker field when
fluctuations are suppressed. At the edge, a negative bias shows a large shear layer,
though the other two cases are similar to the behavior seen at Port 3.
At port 3, the gradient shows that when the plasma is turbulent there is strong
shear at the inner radii. With positive bias and reduction of fluctuations, this shear
is reduced. This trend is similar at port 5, with the addition that the peak in shear
not only reduces, but travels outward radially.
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(b) Port 5

Figure 5.10: Changes in density gradient, electric field and electric field gradient at
the three bias cases for B=44 mT.
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The fluctuation amplitudes show a similar trend in the density. At Port 3 and 5,
a negative bias creates much stronger fluctuations, particularly at the edge. As well,
compared to the coherent case, the fluctuations are observed to peak in the edge
region. A positive bias shows a reduction in amplitude, though the fluctuations are
only considered suppressed at r < 6 cm for Port 3, and minimally suppressed, if at
all, at Port 5.

(a) Port 3

(b) Port 5

Figure 5.11: Normalized density and potential (rms) fluctuation magnitude for B=44
mT.

However, while the density fluctuations increase at both ports, this is not true
of the potential fluctuations.

At Port 3 the potential fluctuations do increase

greatly, but at Port 5, they are actually smaller than when the fluctuations were
coherent. This is perhaps indicating changes in the instability, particularly at this
axial location. It was observed in Chapter 4 that at Port 3 the potential fluctuations
were, in general, much greater than the density fluctuations, consistent with a KH-

Chapter 5. Moderate Grid Biasing in HelCat Helicon Plasmas

110

mode. However, at Port 5, the results were previously found to be consistent with a
drift-mode. The changes with bias seem to corroborate this observation.
At Port 3 with Vg = −40 V, the potential fluctuations are quite large, much
larger than those of the density fluctuations. However, at Port 5, it is observed with
negative bias, the density fluctuations are dominant, while the potential fluctuations
are quite small. This would suggest that the dominant drive at Port 3 is the potential,
while at port 5 it is the density (pressure) gradient.
With the obvious changes in density and potentials profiles with positive grid bias
(which lead to the suppression of the fluctuations), there is a question of whether the
instability is stabilized due to the lack of available drive (strong enough density or
potential gradient), or if the saturation process is being affected. In order to test this
idea, LSS was again utilized. The results for port 3 and 5 are shown in Figure 5.12.
LSS indicates that an instability should still exist. However, there were little to no

Figure 5.12: LSS results for Port 3 and 5 for positive grid bias (Vg = +10V ), showing
that an instability should still exist. This indicates that the grid biasing is affecting
the saturation of the instability, which prevents the excitation of fluctuations.

fluctuations observed in either density or potential. The results from LSS therefore
suggest that the saturation mechanism is being affected with grid biasing. This is
merely noted, and an explanation is not currently available. The process of saturation
is a non-linear process that is difficult to understand even in three-dimensional codes.
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140 A (61.6 mT)

As seen in the previous case, a negative bias is able to drive the once coherent
fluctuations broadband turbulent. When the grid nears what is assumed to be the
floating potential, coherent fluctuations are again observed but with a frequency of
6.2 kHz instead of 1.4 kHz. There is also evidence of frequency shifting with the

Figure 5.13: Spectrogram (in units of relative power, dB) of ion saturation current
for changing grid bias Vg = −40 V to Vg = 10 V in a 1 V increment at B=61.6 mT.

increasing grid bias, which was not evident in the previous case. Fitting a line to
the shifting frequency gives a slope of -0.7818 kHz/V. A positive bias is observed to
suppress the fluctuations.
Changes in the fluctuation properties are shown in Figure 5.14. As expected,
with the change from turbulence to a coherent case the magnitude of the density
and potential fluctuations decreases. The change is gradual until approximately
Vg = −20 V, and then drops suddenly until around Vg = −10 V, where the values
become constant, similar to the 44 mT case.
In contrast to the 44 mT, the radial flux is seen to decrease, similar to that of the
fluctuation magnitude. The cross-phase was taken at the frequency 6.4 kHz, and is
erratic. In fact, plotting phase angle versus the frequency shows an intriguing trend.
Figure 5.15 shows the angle between ñ and φ̃ at Vg = −40 V and Vg = −10 V.
At Vg = −40 V, δnφ is high (around 150◦ ) from approximately 5 kHz to 15 kHz.
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The random downward spikes are caused by phase wrapping, but the appearance

Figure 5.14: Fluctuation characteristics as a function of grid bias for a fixed location
approximately r ≈ 6 cm from the center, and located between the source and
grid. Fluctuation magnitude is taken as the average of the RMS value. The autocorrelation time is found from the ion saturation current.

is quite different from the random phase exhibited above f=15 kHz. With the
application of positive bias, the phase-angle at higher frequencies becomes random,
as shown in the right image where Vg = −10 V. This may indicate that the higher
frequencies contribute to the instability and the turbulence. As the fluctuations
become suppressed, the higher frequencies are no longer excited.

Chapter 5. Moderate Grid Biasing in HelCat Helicon Plasmas

(a) -40 V

113

(b) -10 V

Figure 5.15: Phase angle versus frequency for Vg = −40 V and Vg = −10 V at B=61.6
mT. It is seen that there is a phase angle across a large range of frequency when
Vg = −40 V, but with a more positive bias, the phase angle at higher frequencies
becomes random.

5.4.1

Comparison of 3 Bias Cases: B=61.6 mT

The density profile at Port 3 is now similar in all three cases, indicating that there
was little to no change in the density gradient. However, at Port 5, it is again seen
that the density decreases with the insertion of the grid, and that a negative bias
leads to a steepened profile when compared against the suppressed case.
As before, the temperature of the plasma is similar for then the grid is biased
negatively, and when no grid is present. However, with the suppression of turbulence
the temperature shows much larger changes. At Port 3, a spike in temperature
forms at approximately r ≈ 6 cm, peaking at a seemingly high value of 8 eV. This
appears similar to the transport barriers often observed in tokamaks. This spike is
not observed at Port 5, though, which does show that the temperature is higher,
with a slight peak around r ≈ 6 cm, but is in general constant across the radius.
Changes in the density and potential gradient are shown in Figure 5.17. At both
ports, the density gradient is found to peak around r ≈ 4 − 5 cm. When Vg = −40
V, the density gradient is found to be steeper. However, when Vg = +10 V, the
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(a) Port 3
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(b) Port 5

Figure 5.16: Density and temperature equilibrium profiles for B=61.6 mT.

behavior differs between the two ports. At port 3, the density gradient is found to
be similar to when the fluctuations are coherent, with an increase in the gradient at
the edge of the plasma. At port 5, the density gradient decrease with the positive
bias, exhibiting little to no gradient at the edge. The potential, however, shows
similar trends at both ports.
When Vg = −40 V, both ports exhibit a strongly negative electric field, which
peaks around r ≈ 5 − 6 cm, and a second dip around r ≈ 11 − 12 cm, though this
second dip is more evident at Port 5. When the fluctuations are suppressed, it is
found that the electric field at the inner radii is greatly reduced, and at the edge the
electric field has switched directions. This indicates that there is a large change in
the flow shear as well.
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(a) Port 3
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(b) Port 5

Figure 5.17: Density gradient, electric field and electric field gradient for B=61.6
mT.
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(b) Port 5

Figure 5.18: Fluctuations (rms) magnitude for density and potential fluctuations for
B=61.6 mT.

The shear is also quite similar between both ports, with peak values occurring at
relatively the same radii at negative bias. The application of positive bias, the shear
is reduced, and constant across the inner radii.
The magnitude change in fluctuation values is similar to what was observed when
B=44 mT. The density fluctuations are found to increase drastically when the plasma
is broadband turbulent. The rise happens very quickly around r ≈ 6 cm, and then
saturates at the edge. When bias is applied, the fluctuations reduce in both cases, but
at outer radii the value remains larger than when no grid is present. This would seem
to indicate that the fluctuations are not completely suppressed across the plasma.
The potential fluctuations are also similar to what was observed when B=44
mT. First, at Port 3 it is now observed that when Vg = −40 V the potential
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fluctuations are quite large, though they are on order of density fluctuations. At
Port 5 the potential fluctuations remain smaller than those observed without the
grid present, and smaller then the density fluctuations. At both Port 3 and 5 the
potential fluctuations are reduced when the positive bias is applied.

5.5

180 A (79.2 mT)

At 79.2 mT, a negative bias is able to excite coherent fluctuations into broadband
turbulence. When the coherent fluctuations return, they are again shifted to a much
higher frequency, between 9-11 kHz, depending on the grid voltage. The Doppler

Figure 5.19: Spectrogram (units of relative power, dB) of ion saturation current for
changing grid bias Vg = −40 V to Vg = 10 V in a 1 V increment at B=79.2 mT.

shifting for this case is much more extreme than for B=61.6mT; in this case a linear
fit gives a slope of -1.3625 kHz/V, which is almost double the rate of down-shifting
observed at B=61.6mT. A direction comparison of the down-shifting between the
two magnetic fields gives a value of .7818/1.3625=.57; the magnetic field ratio is
found to be 61.6/79.2=.79. These values are quite similar, and indicate that E×B
Doppler shifting is causing the observed frequency shift. As before, a positive bias
is able to suppress the fluctuations.
The fluctuation characteristics are similar to those previously observed. With
increased positive bias, the fluctuation magnitude decreases. However, the changes
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are more drastic in this case, coming to a constant value around Vg = −20 V, instead
of the Vg = −10 V seen at B=44 mT and B=61.6 mT. The cross-phase was taken
at 9 kHz in this case and shows a steady increase in value until Vg = −5 V, where
it decreases sharply. The radial flux is more difficult to interpret in this case. It is

Figure 5.20: Fluctuation characteristics as a function of grid bias for a fixed location
approximately r ≈ 6 cm from the center, and located between the source and
grid. Fluctuation magnitude is taken as the average of the RMS value. The autocorrelation time is found from the ion saturation current.

negative, and therefore inward, and decreases in value until Vg = −20 V, where it
then turns into a constant at Vg = 0 V. The negative value is believed to be due
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to the location of the probe, since it is often observed that at some radii the flux is
inward. The auto-correlation time varies little over the range of voltages.
Looking more closely at the cross-phase versus frequency in Figure 5.21, a similar
trend to the B=61.6 mT case is observed. At Vg = −40 V, the density and potential
show a well-defined phase-relation over a large range of frequencies, starting at 10
kHz and stretching to 50 kHz. With the increases in positive voltage, the range over

(a) -40V

(b) -15V

(c) -6V

(d) 0V

Figure 5.21: Cross-phase versus frequency for B=79.2 mT. Density and potential
show coherence over a large range of frequencies for Vg = −40 V. As the bias becomes
more positive, the range of frequencies shrinks, until the phase is completely random
around Vg = 0 V.

which the cross-phase is non-random shrinks, until the phase is completely random
at Vg = 0 V.
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Comparison of 3 Bias Cases: B=79.2 mT

The effect of bias at B=79.2 mT is very similar to the results observed for B=61.6
mT. First, density profile at Port 3 shows that the three cases are nearly identical.
There is a slight discontinuity visible in both the no grid case and Vg = +10 V case
for Port 3 that is believed to be data error, though it is interesting to note that it
occurs in the same location for both data sets. As well, there may be a slight increase
in the density value with the grid bias, though it is difficult to justify this difference
as significant or real. At Port 5 the peak density decreases with the placement of
the grid, but the density gradient increases with negative bias, while it decreases
with positive bias. The temperature now more strongly shows the existence of a

(a) Port 3

(b) Port 5

Figure 5.22: Density and temperature equilibrium profiles for B=79.2 mT.

temperature spike, this time at r ≈ 5 cm for Port 3 and r ≈ 6 cm for Port 5. The
peak in temperature is also quite different between the two ports, with a value change
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from 4 eV up to an estimated 12 eV at Port 3, and only a slight difference from 3
eV up to 6 eV for Port 5.

(a) Port 3

(b) Port 5

Figure 5.23: Density and potential gradients for B=79.2 mT.

At the magnetic field, a negative grid bias leads to a much steeper density gradient
at both port 3 and 5. With positive bias, there is a reduction in density gradient,
and it is found to be similar to when the fluctuations are coherent.
With negative bias, there is an inward pointing electric field, which is more strong
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at Port 5. With positive bias the electric field at inner radii changes to a positive
value, though a negative dip still exists and maximizes around r ≈ 10 cm. The shear
between the two ports is also similar. There is actually more shear with positive
bias. This may indicate that at the higher fields, shear is reducing the turbulence.
This may also indicate that a different drive is responsible for the instability.
The density fluctuations at both Port 3 and 5 increase with both positive and
negative bias in this case. There is an observation of decreased E-field shear for
positive bias, but the fluctuation level is still higher than without the grid present.
The potential fluctuations vary quite differently between the two ports. At Port 3 the

(a) Port 3

(b) Port 5

Figure 5.24: Density and potential RMS fluctuations for B=79.2 mT.

fluctuation values are relatively the same, but peak at different radii. With positive
bias, fluctuations at inner radii are suppressed, but grow large in the edge region. At
Port 5, the potential peaks at the same radius with similar value for the broadband
turbulent and coherent case. Positive bias suppresses the potential fluctuations.
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Comparing the magnitudes between density and potential shows that with bias
the density fluctuations dominate at Port 3. At port 5, the potential fluctuations
and density peak at different radii, with potential fluctuations dominating at r ≈ 5
cm, but otherwise indicating density and potential fluctuations are close in value.
The dominance of density fluctuations at Port 3 is quite different compared to the
previous cases, and is maybe an indication in change of instability. One may also
argue as well that the density fluctuations similar in value or dominant at Port 5.

5.6

295 A (129.5 mT)

The highest magnetic field case investigate here was found to be weakly turbulent
without the grid present. Figure 5.25 shows that while negative bias does result in

Figure 5.25: Spectrogram (in units of relative power, dB) of ion saturation current
for changing grid bias Vg = −40 V to Vg = +40 V in a 1 V increments at B=129.5
mT.

a broadband turbulent spectrum, a positive bias up toVg = +40 V was not able to
suppress the fluctuations.
There is, however, a reduction in power at the higher frequencies, marked by the
darker region in the upper right hand corner. The fluctuation characteristics, shown
in Figure 5.26 show that, while there is an initial decrease in the fluctuations, there is
a sharp increase at Vg = −20 V. The density fluctuations continue to grow steadily,
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while the potential fluctuations decrease sharply after Vg = −20 V.

Figure 5.26: Fluctuation characteristics as a function of grid bias for a fixed location
approximately r ≈ 6 cm from the center, and located between the source and
grid. Fluctuation magnitude is taken as the average of the RMS value. The autocorrelation time is found from the ion saturation current.

The particle flux is zero, until approximately Vg = −20 V, where it is then
observed to increase until Vg = 10 V. It decreases quickly and reverses to an inward
flux at Vg = 20 V. While this was observed at lower fields, it occurred where
fluctuations were coherent or suppressed. There are obviously turbulent fluctuations
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in this case, which is generally assumed to correspond to an outward flow of flux.
However, video from fast imaging also shows the appearance of inwards flux:

(a) Vg = −40 V

(b) Vg = 0 V

(c) Vg = 20 V

(d) Vg = 40 V

Figure 5.27: Cross-phase versus frequency for B=79.2 mT. Density and potential
show coherence over a large range of frequencies for Vg = −40 V. As the bias becomes
more positive, the range of frequencies shrinks, until the phase is completely random
around Vg = −10 V.

The phase-angle shows two different regions of phase relation between the density
and potential: one in the low frequency range up to 5 kHz, and a second in the high
frequency range from 10 kHz to 20 kHz. As positive bias is applied, the low frequency
range is suppressed first. With more positive bias, the high frequency range shifts
down, while the higher frequency becomes random. The phase is completely random
by Vg = 40 V.
Figure 5.28 shows a video at B=129.5 mT with the Vg = +40 V bias. The
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video starts with the grid floating; the plasma is observed to be rotating in the
electron diamagnetic direction. A grid bias of Vg = +40 V is pulsed onto the grid
at approximately 10 s; the rotation is seen to slow, and then reverse direction to the
ion diamagnetic direction, but with a much slower rotation speed.
Pieces of plasma (blobs) are observed trying to break off from the main bulk.
However, these blobs are forced back into the center of the plasma, and none appear
to escape to the walls. The rotation also switches intermittently back to the electron
diamagnetic direction. A few images are also presented to show some the dynamics
occurring.

Figure 5.28: Double click to start video. Video is taken looking toward the helicon
source with the grid present, and starts with the grid floating. A bias voltage of
Vg = +40 V is pulsed onto the grid, and can be seen to turn on at approximately 10
seconds into the video, noted by the slowing down and reversal of the plasma flow
direction.
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Figure 5.29: Various time-stepped images at B=129.5 mT for Vg = +40V . The
images display various dynamics observed with the high positive grid bias.
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Comparison of 3 Bias Cases: B=129.5 mT

At B=129.5 mT, the grid bias causes a slight decrease in the density with the grid
at Port 3, while there is a larger change at Port 5, similar to previous results. The
temperature, however, is unrealistic for positive bias. The large values are more than
likely are the result of accelerated particles (ions) and a beam, causing unusually high
estimations of temperature. Unfortunately this is not easily discerned or rectified
from swept probe data, and would require other forms of diagnostics to verify.

(a) Port 3

(b) Port 5

Figure 5.30: Density and temperature equilibrium profiles for B=129.5 mT.

The density gradient reveals that at both ports, negative bias causes the density
profile to become much steeper, while with positive bias the profile is greatly relaxed.
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(a) Port 3

(b) Port 5

Figure 5.31: Density and potential gradients for B=129.5 mT.
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The electric field is generally negative across the radius, with a peak value at
approximately r ≈ 4 cm at Port 3 and r ≈ 8 cm at Port 5. With positive bias, the
electric field switches signs at the edge of the plasma.
The shear between the two ports is a quite different. At port 3, there is shear
with both positive and negative bias, though the shear with positive bias is slightly
large. At port 5, negative bias exhibits little shear, except at the edge of the plasma.
With positive bias there is little to no shear exhibited.
The fluctuation values indicate that the density fluctuations dominate, with large
values for both negative bias and positive bias. At Port 3 they are found to peak
between r ≈ 7 − 9 cm for both bias cases. At port 5, the density fluctuations peak
at the far edge of the plasma, with a reduction in magnitude at inner radii.

(a) Port 3

(b) Port 5

Figure 5.32: Fluctuation (rms) magnitudes of density and potential for B=129.5 mT.

Changes in the potential fluctuations are more difficult to quantify due to the
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large error bars, but indicate that the density fluctuations are dominant with both
positive and negative bias.
Another note wants to be made that the averaging done to this date may in fact
be hiding important dynamics. High-order statistical methods, in addition to smaller
time averages, may produce varying results from those presented here, and further
insight.

5.7

Comparing the Five Magnetic Field Cases

With changes in the fluctuation characteristics, changes in the radial electric field
are observed. There is a question of whether a similar trend can be observed when
plasma conditions are ‘similar’. This is to say, when the grid is biased negative for
each case, and the plasma is turbulent, does there exist a similar or even identical
electric field profile between the magnetic field cases? As well, when the fluctuations
are suppressed, is there a corresponding profile between the five cases.
In the case of negative bias, all five cases are compared, while for positive bias,
only the first four cases are compared, since for the highest field no fluctuation
reduction or suppression occurred. A comparison of the electric field at Vg = −40
V is shown in Figure 5.33, while Vg = 10 V is shown in Figure 5.34. At Port 3,
each field shows a dip in the electric field profile. It is relatively minor at B=19.2
mT, and occurs around r ≈ 7 cm. With increased field, the dip moves inwards and
grows, such that at B=44 mT it occurs at r ≈ 6 cm, then at B=61.6 mT and B=79.2
mT at r ≈ 5 cm. At the highest field, it is observed to be quite larger, and occurs
approximately at r ≈ 4 cm. This inwards translation of the peak in the electric field
may be understood in terms of the magnetic field, and shrinking gryoradius. With
increased magnetic field it is observed that the blue core region becomes smaller; as
well, the peak in density is higher, and falls off quickly near the edge. All of this
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(a) Port 3

(b) Port 5

Figure 5.33: Changes in radial electric field with increased magnetic field at Vg = −40
V at Port 3 (top) and Port 5(bottom). As the magnetic field is increased, the radial
electric field is observed to increase.

seems to indicate that the plasma becomes smaller in radius with increased field.
A similar trend exists at Port 5; two images are shown for this case to illustrate the
changes observed at the lower magnetic fields. As with Port 3, there is an observed
dip at r ≈ 6 cm, but this value saturates with increased magnetic field, which is
more easily observed in left figure. In the right figure, it can be seen that this dip
is stronger when B=129.5 mT. However, at the edge of the plasma, there are much
larger changes, with a deep dip in the electric field forming at around r ≈ 9 − 10
cm. What is most interesting at Port 5 is the large electric field reversal at the edge,
which can be taken as analogous to a large change in the sheared flow. This quick
change from negative to positive also becomes stronger with magnetic field.

Chapter 5. Moderate Grid Biasing in HelCat Helicon Plasmas

133

However, the increase in electric field is not directly related to the magnetic
field. There is the question of whether the electric field increase causes the increased
turbulence or is in response to the increased turbulence. At the moment, it can be
claimed that there appears to be a relationship radial electric field with increased
turbulence and magnetic field, and that a larger electric field exists with more
turbulence.
Figure 5.34 compares the electric field profiles for Vg = 10 V, when the
fluctuations are suppressed. Note that the case B=129.5 mT is not shown here
due to the fact that the fluctuations are reduced but not suppressed. A general
trend is more difficult to discern. The inner radii, between r = 5 − 10 cm, exhibits
an increase in the electric field in the positive direction (compared to the negative
direction observed at Vg = −40 V. However, at the edge with r > 10 cm, there is
an increased negative dip in the field that quickly transitions back to the positive
direction. Port 5 similarly show quick changes between positive and negative electric

(a) Port 3

(b) Port 5

Figure 5.34: Changes in radial electric field with increased magnetic field at Vg = 10
V at Port 3 (top) and Port 5(bottom).

field. The electric field is seen to increase with magnetic field. It is also observed to
change more quickly with increased field. The peak in this field is observed to travel
radially inward.
Overall, with increased magnetic field it is observed that radial electric fields
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Assuming that the velocity is E×B

dominated, the changes are analogous to velocity shears, and indicate that flows
may be playing a complicated role in both the excitation and suppression of the
modes.
Suppression shows that there are quickly changing electric fields between negative
and positive values, which would generate a large sheared flow. The location of this
shear also changes radially, most likely due to the decreased gyroradius, and an
overall smaller plasma radially.
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Chapter 6
The Effects of High Biasing
When the grid was first implemented in the plasma, the goal was to try to influence
the flows into specific profile shapes. During the exploration of grid biasing, the
voltage was raised above a critical voltage, Vc , and large scale fluctuations were
observed in the ion saturation current. These fluctuations were very low frequency,
on the order of 100 Hz. Fast imaging verified that such fluctuations, but at the time
an instability was merely noted, and not explored.
Later, collaborators at École Polytechnique Fédérale de Lausanne (EPFL)
reported seeing a similar response in their simulations under conditions matching
those of the HelCat experiment [59]. Their simulations found that when an electrode
exceeded a voltage of approximately 10Te , the plasma potential would become
unstable. The results were described as a bifurcated potential, due to the fact that it
had two stable solutions. One solution involved the formation of an electron sheath
at the electrode. The potential was then seen to jump to a higher potential above
the electrode bias, and the ensuing fluctuations occurred between these two states.
The period of the instability was found to be approximately 10L/cs .
A detailed literature search led to several instabilities that were observed under
conditions of high positive bias. These instabilities were discussed in Section 2.4
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Basic Observations

Before the fluctuations could be classified as an instability, other possible explanations had to be eliminated. One situation that could cause these fluctuations was
failure of the biasing power supplies to source enough voltage and current. In order
to ensure that the amplifiers were robust enough, the voltage and current were measured simultaneously during a plasma shot. Figure 6.1 shows the large fluctuations
that occur in grid current (plotted in blue). Plotted in red is the measured grid
voltage, which also exhibit fluctuations. However, the voltage fluctuations observed

Figure 6.1: Time-trace of grid voltage and current, showing that while large
fluctuations do exist in the current drawn by the grid, while small fluctuations occur
in the voltage the grid. B=44 mT. The left image is with grid voltage applied only
via Kepco amplifiers with experimental parameters of 1800 W, 35.2 mT and no rings
present. The right image utilized the HP amplifier in addition to the Kepco, and
was taken at 1600 W, 44 mT, and rings present.

represent only 1–2% of the voltage. The current fluctuations shown are nearly 60%.
The level of voltage fluctuations are not strong enough to cause the effect observed
in the plasma. It was concluded that the biasing amplifiers are robust enough and
not exhibiting large changes in voltage that would create the plasma fluctuations.
A second possible source for the fluctuations was the depletion of particles/charge
within the plasma itself. If the grid is able to draw a significant amount of current
from the system, then the plasma itself would collapse. Simple calculations were
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performed to ensure that this was not the cause of the observed fluctuations. Figure
6.1 showed that the grid current varies between 2-8 A. By numerically integrating over
R
one oscillation, i.e. N = Idt/q, it is found that the grid removes approximately
2 × 1017 particles from the plasma. In order to estimate the number of particles
available, we take the volume integral of the density profile, which is assumed to be
Gaussian:
Z
N=

z0

Z

Z

r0

dθ

dz
0

2π

0

0
19

It was estimated that there are 8 × 10

dr r n0 (r) exp −r2 /2σ 2

(6.1)

particles available around the grid. This

estimate reveals that the grid removes less than a percent of the total number of
particles available in the system.
As a second check, the total current density drawn by the grid was estimated.
The collecting area of the grid was taken to be the grid area times the transparency
of the grid, which is 70%. Taking the minimum current, 2 A, and the maximum
current, 8 A, as limits, the current density is found to be approximately j = 3 × 103 −
9 × 103 A/m2 . The plasma current density was estimated by j = qnv = 1 × 106 A/m2 ,
p
where v = 8kTe /me at Te = 3 eV. This result again found that the grid was
removing less than a percent of available charge within the system. These two
estimates together led us to conclude that the grid is not depleting the plasma of
charge.
In order to fully identify this instability, various machine parameters were varied.
These included the magnetic field strength, grid bias, and machine length, as well as
RF-source power. Results will be discussed in detail in the following sections, and
conclusions as to the nature of this instability will be concluded at the end.

6.1.1

Magnetic Field and Voltage Dependence

Two probes were introduced into the plasma, one between the source and the grid
(upstream), and one between the grid and the rings (downstream). The voltage on
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the grid was then scanned approximately over 30 V for 6 magnetic field strengths:
35.2 mT (80 A), 37.4 mT (85 A), 39.6 mT (90 A), 41.8 mT (95 A), 44 mT (100 A),
and 45.2 mT (105 A). Higher fields were not explored due to the fact that it was not
possible to excite the instability.
Figure 6.2 shows the magnitude of fluctuations in the ion saturation current at
port 3 (upstream of the grid) and port 5 (downstream of the grid). As is shown,
the instability turns on suddenly. As the voltage of the grid is increased further, the
instability becomes stronger. However, as quickly as it turned on, the instability can
be seen to shut off. The turn on and off voltages vary for magnetic field strength,
as does the strength of the instability. There is also a difference in fluctuation

(a) Port 3

(b) Port 5

Figure 6.2: Fluctuation magnitude of the high bias instability as a function of voltage
for various magnetic field strengths, both upstream of the grid and downstream of
the grid.

magnitude at the upstream and downstream locations. Between the source and grid
(upstream), the instability is weaker, and at higher fields is not excited, even though
it is observed downstream of the grid. Explanations for this will be explored later.
Figure 6.3 shows how the frequency of the instability changes with both magnetic
field strength and voltage. With increased voltage, it is found that the frequency
of the instability increases. The relationship between frequency and voltage was
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found to be f αv 3/2 , which does not have any physical explanation so far. With the

(a) Port 3

(b) Port 5

Figure 6.3: Change in frequency with grid voltage at various magnetic fields. The
left figure is at port 3 while the right figure is at port 5. The frequency wa found
from the power spectrum of ion saturation current. The frequency is found to vary
between 100 Hz and 400 Hz, depending on grid voltage and magnetic field strength.

exception of 35.2 mT, the frequency remains constant with increases in magnetic
field strength, and only exhibits a voltage dependence. Upstream and downstream
frequencies are similar.
While the above plots show an increase in frequency with voltage, there is no
indication of the strength of the instability. A typical way to view the magnitude of
fluctuations is via normalized density or potential fluctuations. However, it is more
convenient in this situation to use a weighted frequency. The frequency was found
by computing the power spectrum, and finding the dominant frequency. There is a
power value associated with the frequency that should represent the magnitude of
the instability. The dominant frequency was then weighted by its power, and this
is defined as the weighted frequency. This is shown in 6.4. Even more evident in
this figure is that as the magnetic field strength is increased, the magnitude of the
instability decreases. Also, it is more easy to see that the instability disappears more
quickly upstream of the grid vs. downstream of the grid.
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Figure 6.4: Weighted frequency of the high-bias instability as a function of voltage
for various magnetic field strengths.

6.1.2

Machine Length (Grid Location)

Simulations at EPFL indicated that the frequency of the instability should change
with machine length [59]. In order to verify this, the second grid was initially inserted.
However, it was realized that this changed two distances: the distance between the
grid and source, and the distance between the grid and rings.
To further test the machine length condition, different end plates where introduced. The first was placed approximately a meter down from the grid, 1.5m from
the source. The rings were used as a second boundary condition, and then they were
removed from the system to increase the length by 1.5 m. The results are shown in
Figure 6.5 for two cases of power 1600 W and 1800 W. In both cases it can be seen
that there is a shift in voltage necessary to excite the instability. As well, an increase
in machine length allows for the instability to exist over a larger range of voltages.
The frequency, however, decreases with machine length.
This trend is difficult to discern due to the fact that the nature between frequency
and voltage is piecewise in nature. However, a higher voltage should lead to an
increase in the instability frequency. Instead, the frequency remains constant when
the machine length is increased, even though a higher voltage is used. The exact
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(a) Power 1600W

(b) Power 1800

Figure 6.5: Fluctuation magnitude of the high bias instability as a function of voltage
and axial length showing how the frequency is dependent on the overall machine
length. Scans were done for both 1600 W and 1800 W.

dependence on machine length is unknown, but the general trend does indicate there
is a dependence.
The higher power also affects how the frequency changes with power. At 1600 W,
the frequency increases with voltage, and then turns off. At 1800 W, the frequency
is seen to first increases with voltage before it then decreases with more voltage, and
then turn off. This decrease with voltage is more dominant with a longer machine
length.

6.1.3

Radial and Axial Profiles

Radial profiles were taken using a 12-tip rake probe, with 1-cm spacing between
each tip. The axial data was taken using seven different probes at machine ports
2, 3, 4, 5, 6, 7, and 8a, as shown in Figure 6.6. The probe at port 4 had 2 tips, 1
cm apart, one tip on each side of the grid (upstream and downstream). Distances
between the various ports are listed in Table 6.2. Probes were aligned axially and
located about 1-cm inside the grid radius. It should be noted that with the seven
probes in the plasma, the instability was more difficult to excite, and so data was
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Figure 6.6: Cartoon depicting the setup for axial measurements that were used in
time-delay estimations. The results indicate that plasma travels from the unbiased
boundary towards the biased grid, and approach a value of 2cs .

taken only for four cases: 35.2 mT (80 A), 37.4 mT (85 A), 39.6 mT (90 A) and
41.8 mT (95 A). Data was also taken at 44 mT using fewer probes at the edge of the
plasma, as well as utilizing photodiodes. Speeds were also verified using photodiodes.
This was done by spacing utilizing window ports on the west side of the machine.
Photodiodes were spaced along the axis, and light signals, which were assumed to
correspond to density, were recorded. The results exhibited the same fluctuations
and frequency. By cross-correlating the data a delay between the light signals was
measured. It was found that the instability travels predominately along the axis of
Table 6.1: Port locations with respect to both the helicon source and grid #2.
Port #
2
3
4
5
6
7
8
9

Machine Distances
Distance from Source (cm) Distance from Grid #2 (cm)
7.5
-50
24.5
-33
57.5
0
97.5
40
127.5
80
167.5
120
204.5
153
231.5
170

the chamber, and shows very little variation radially. Fast imaging did not reveal any
azimuthal characteristics, and this mode appears to be global, covering the entire
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plasma radius.
Figure 6.7 shows selected time traces of the axial fluctuations for ion saturation
current and floating potential at 41.9 mT. Each trace represents a time step forward
by 0.6 ms, with the entire fluctuation occurring over the course of 5 ms or a frequency
of 200 Hz. The ion saturation current (density) is plotted on the left and the (floating)
potential is plotted on the right. They were plotted for identical times, though for
different plasma shots, and so there may exist some axial-time variation due to this.
The density starts low along the entire axis. Density at the edges increases first,
leaving a well-like structure at the region of interpenetration. This is where the two
masses would typically collide if they were dense enough. However, since neither
mass of plasma is very dense, the two interpenetrate and collisions are minimal. As
plasma from the edges flows towards the center of the machine, the density peaks.
Afterwards, the density along the entire axis drops quickly and the process repeats.
Note that the time it takes the density to flow in from the sides and come together in
the middle takes approximately 3.6 ms, which is much longer than the 1.4 ms it takes
for plasma to flow out of the system. The potential starts high and fluctuates to a
low value while plasma migrates in from the edges; the time it takes the potential
to fluctuate from a high to low value occurs slightly faster than the time it takes for
the plasma density to peak at the region of interpenetration. It is unknown if this is
due to a time-variation in the shot-to-shot data. The potential then fluctuates back
to a high potential value along the entire axis.
By using time-delay estimation(TDE) the axial velocity of the instability is
measured. Any time-difference in signals between two adjacent ports is assumed
to be due to the time it takes the plasma to travel from one port to the next. By
cross-correlating the two signals, the time-delay can be found; the velocity is then
found by taking the simple relation v = d/t.
The resolution or accuracy of the TDE is based on the sampling rate of the data
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Figure 6.7: Axial Iis and potential profiles for various times during a single cycle of
the instability.

acquisition system, as well as the accuracy of the cross-correlation technique. The
sample rate was 500 kilo-samples per second (ksps), giving a Nyquist limit of 250
ksps or 4 µs; this is the shortest time that can be measured. The shortest distance
between two probe ports is 17 cm; assuming the cross-correlation technique can give
an accuracy within 10%, then the highest velocity measurable is 42.5 km/s. Ports
that are 33 cm apart have a velocity measurable up to 82.5 km/s, and for ports 40
cm apart up to 100 km/s.
Figure 6.6 shows a basic overview of the velocity results found using TDE. It
is found that plasma travels at a speed between vi,th and 2 − 3cs from the two
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boundaries towards the biased electrode. The two masses intersect at a region of
interpenetration, where the velocities slow down. This region is found to occur at
different locations for the various magnetic fields, and is assumed to occur near the
location where the velocity goes to zero, and changes sign. Table 6.2 highlights
the travel velocities between port measurements, while Figure 6.8 shows the data
graphically.
Table 6.2: Axial-velocity measurements of the instability estimated via time-delay
estimation from ion saturation current measurements.
Ports and Fields
2 to 3 (17 cm)
3 to 4a (33 cm)
4b to 5 (40 cm)
5 to 6 (40 cm)
6 to 7 (40 cm)
7 to 8 (33 cm)

Velocity Estimation (m/s) from 2-Point TDE
35.2 mT
37.4 mT
39.6 mT
-1.52e3 ± 27
-1.73e3 ± 63 -1.07e3 ± 50
-2.2e3 ± 56
-2.33e3 ± 45 -2.18e3 ± 21
-726 ± 9.7
-833 ± 34
-865 ± 19
-5.76e3 ± 390
0
3.14e3 ± 223
-10e3 ± 1.8e3 2.73e3 ± 1680 2.77e3 ± 252
517 ± 24
499 ± 21
478 ± 27

41.9 mT
-617 ± 17
-2.37e3 ± 95
-1.05e3 ± 55
1.67e3 ±47
1.58e3 ± 110
781 ± 100

A noticeable feature in Figure 6.8 is the large positive value exhibited at B= 35.2
mT. At this magnetic field, region of interpenetration occurs just before the rings,
around z = 110 cm. However, at the other fields, the region of interpenetration
is much closer to the grid; at B=37.4 mT the region of interpenetration occurs at
approximately z = 70 cm, while at B=39.6 mT it is at z = 60 cm, and B=41.8 mT
the location is at z = 50 cm. The large positive value at B=35.2 mT is on order of
the velocities exhibited by the other fields, but is merely away from the grid instead
of traveling towards the grid.
A similar process was used in order to explore the radial behavior of the instability.
A 13-tip rake probe was placed in the system, with the initial tip at approximately
r = 4 cm for B=41.9 mT. Data was collected on every other tip (tips 1, 3, 5, 7, 9, 11,
and 13), giving a 2 cm spacing between measurement positions. With this spacing a
velocity of 5 km/s can be measured. The results are shown in table 6.3, and shown
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Figure 6.8: TDE measurements allow for estimating the velocity of the plasma, which
is plotted here. Plasma travels from the unbiased boundaries towards the grid. With
increasing magnetic field, the region of interpenetration moves closer to the source,
which is taken as the point where the velocity crosses zero.

graphically in Figure 6.9. Plasma is found to flow radially from the center to the
Table 6.3: Radial velocity estimate during the instability from TDE calculations at
41.9 mT. Each tip is approximately 2 cm apart, and the location of tip 1 is at 4
cm. The data shows that plasma flows from the center to the edge, though flow rate
decreases drastically at the edge. The reason for this is unknown, but a possible
explanation could be the presence of neutrals and ion-neutral collisions.
Radial Velocity Estimation from 2-Point TDE
Tip Location
Estimated Velocity (m/s) Estimated Mach Number
4 cm to 6 cm
408
0.16
6 cm to 8 cm
8.7
0.0035
8 cm to 10 cm
38.7
0.0155
10 cm to 12 cm
31
0.0124
12 cm to 14 cm
57
0.0228
14 cm to 16 cm
29.7
0.0119
edge. With the exception the first data point from r ≈ 4 cm to r ≈ 6 cm, the speed
is quite slow compared to various plasma parameters, and varies across the radius.
The high velocity (comparatively) of the first data point may be an indication of the
changing collisionality with the radius, since the center of the plasma is believed to
be fully ionized, and it only towards the edge that neutrals become important.
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Figure 6.9: TDE estimates of radial velocity are shown. It is observed that the
plasma is flowing from the center to the edge during the instability at speeds that
quite slow compared to general plasma parameters such as the sound or thermal
speed. The first data point from r ≈ 4 to r ≈ 6 cm is quite large compared to the
others. this could be due to the lack of neutrals in the center that become important
at the edge.

6.1.4

Analysis and Discussion

Figure 6.7 showed the axial profiles of density and potential as they change in time.
A simple explanation of the this data is that an excess of ions leads to a high plasma
potential. The high plasma potential then expels ions, causing a drop in the plasma
potential, at which point plasma can flow back into the system. The excess of
ions is caused by the quick removal of electrons from the system via the electrode.
This picture is very similar to what is seen to occur during the potential relaxation
instability (PRI) [34].
In addition, the plasma is seen to approach axial velocities of order 2-3cs , which is
again a characteristic of the PRI. Finally, the fluctuations are seen to be quite large;
it was shown in Figure 6.2 that in density the normalized fluctuation magnitude
reached ñ/n = 50%, while in other experiments it was seen to be as large as 80%.
Identifying this instability as the potential relaxation instability, it is possible
to estimate its frequency in HelCat. Plasma should flow from the region at the
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Bohm diffusion time, and back into the region at the ambipolar diffusion time.
In HelCat, the Bohm diffusion constant is estimated to be DB = Te /16B = 5.36
m2 /s at 35.2 mT. The parallel ambipolar diffusion constant is found to be Da =
(Te + Ti )Di De /(Ti De + Te Di ) = 307m2 /s [19]. The diffusion time can be found as:
Γ = nv = −D∇n

(6.2)

∇n
D
≈
(6.3)
n
Ln
L
LLn
τ= ≈
(6.4)
v
D
Assuming a plasma length of 2 m and radius 25 cm with an axial and radial scale
v = −D

length of 1 m and .1 m respectively gives a frequency of 100 Hz, which is in the range
at which the frequency is measured.
Recalling, recalling the results of the radial TDE shown in Table 6.2 and Figure
6.9, it is possible compare the estimated radial velocity from TDE with theory.
During the PRI, the ions are expelled from the system radially due to Bohm diffusion.
Using the above equations, it is estimated that for a density scale length, Ln =0.060.08 cm, and a travel distance of 2 cm, the time it would take plasma to travel
via Bohm diffusion is on the order of 2.84 × 10−4 − 3.85 × 10−4 s, giving a velocity
estimate of 52-69 m/s, which is in the range of time delay estimation values.
Another important featured noted in the experiments is the existence of a second
critical voltage at which the instability shuts off. This turn-off point is estimated by
comparing the radial and parallel loss dynamics. The PRI is triggered when quasineutrality is violated sufficiently so that the plasma cannot remain stable. Physically
an electron sheath forms at the positive grid electrode; Hershkowitz [40] derives the
electron-sheath thickness with grid voltage, V0 , to be:

3/4
.32 eV0
λD
s= √
αe Te

(6.5)

where αe = exp (−e∆φdip /Te ). As an electron sheath forms, a potential well may
form in the region in front of the sheath. The thickness of the electron sheath may
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then saturate in size, causing the amount of electrons removed from the system
to saturate. This would limit or saturate the amount of flux lost in the ‘parallel’
direction. However, increasing the grid voltage would also increases the radial electric

Figure 6.10: Grid current and fluctuation magnitude of ion saturation current as a
function of voltage. With increasing grid voltage, more current is collected by the
grid, until the PRI turns on, exhibited by the jump in fluctuation magnitude. The
grid current is relatively constant until the PRI turns off, and then reduces in value
to a new constant value.

field, which would be primarily responsible for removing ions. So while the parallel
flux would saturate, the radial flux would continue to increase until the two fluxes
are again equal.
Figure 6.10 shows the change in grid current with increasing grid voltage. The
red diamonds are the normalized fluctuation magnitudes of ion saturation current,
showing when the PRI turns on and off. Before the PRI turns on, it can be seen that
the amount of current drawn from the system increases steadily. When the instability
turns on, there is a spike in the grid current, and then it becomes a constant value.
After the PRI turns off, the amount of current from the grid drops, and becomes a
constant. This seems to agree with the idea that the thickness of the electron sheath
saturates, and gives a reasonable explanation for why the PRI is only present over a
limited range of grid voltages.
Taking this analysis one step further, it is possible to estimate the voltage range
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over which the PRI should exist. We begin by assuming that the PRI is shut off
when the flux of ions lost is equal to the flux of electrons lost, Γi = Γe , in which it
will be assumed that all electrons are lost in the parallel direction, and all ions are
lost in the perpendicular direction. The flux is both a function of the density and
velocity, Γ = nv, but the exact density is unknown. To simplify the equations, the
plasma will be assumed to be quasi-neutral to start, with ni = ne = n, and therefore
only the velocities need to be compared.
Γi = Γe
v⊥ = vk
(6.6)
Next, we need an expression for the velocities. From Ref. [19], the flux is defined
as Γ = nv = ±µj nE − D∇n. Dividing by the density leaves the velocity as:
v⊥ = µ⊥ Er − DB

∇nr
n

(6.7)

Setting this to vk then allows us to solve for the radial electric field, which can be
turned into a potential difference using the standard definition for an electric field
Er = ∆φr /∆r.
|Vof f − Von | = ∆V = Er ∆r =

vk + DB ∇n
n
∆r
µ⊥

(6.8)

The parallel velocity is an unknown in this equation, but it can be estimated. The
electrons near the grid (in the sheath) are pulled out quickly, but electrons outside
of this region would be limited by the ions and ambipolar diffusion. The parallel
velocity of the electrons can then be calculated as vk = Da

∇nk
n

≈

c2s ∇nk
.
νin n

Figure 6.11

shows a plot of Eq. 6.8 vs magnetic field. The electron temperature was assumed to
be 3 eV. The collision frequency was estimated to be νin = nn σcx,in vi,th = 2.4 × 104
s−1 , where nn is the neutral density, vi,th is the ion thermal velocity, takes at a
temperature of 0.1 eV, and σcx,in , is the collision cross-section between ions and
neutrals, taken at a value of 6 × 10−19 m−3 . The axial density scale length was
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assumed to be ∇n/n=0.5 m. At 35.2 mT, it is estimated that ∆V = 11.1 V,
whereas experimentally it is approximately 12 V, in good agreement. At 44 mT, the
equation estimates ∆V = 17.6 V, and from experiments it is found to be 15 V, again
in good agreement.

Figure 6.11: Estimation of the voltage range over which the PRI should be present
versus magnetic field.

It was also observed that with increasing magnetic field the instability became
more difficult to excite. The reason for this may be two-fold. One reason may be due
to the diffusion relation, similar to what was compared above. As the magnetic field
increases, parallel diffusion remains high, while the perpendicular diffusion decreases.
Fast imaging revealed changes in the radial transport with increased magnetic field.
Figure 6.12 shows a side view of the grid during the PRI at 35.2 mT and 44 mT.
The time-frame shown is the lowest point in the fluctuations. The contours represent
light intensity, which is a function of both temperature and density. If it is assumed
that the temperature is the same in both images, then the contours directly represent
the density of the plasma, and show how the radial profile differs for the two cases.
At the higher field, the plasma does not collapse as fully as in the case of 35.2 mT.
This indicates that the radial transport changes with magnetic field, as is expected.
A higher magnetic field is better able to contain particles, and would prevent the
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(a) B=35.2mT

(b) B=44mT

Figure 6.12: Side-view of the grid during the PRI taken with the Phantom Camera.
The contours represent the light from the plasma, and the time-frame shown is
during the lowest point in the fluctuation. The radial structure shows that at a
higher magnetic field, the plasma does not collapse as fully, and may indicate a
change in the radial transport due to the increased field.

radial loss of particles, which may be an essential process for the PRI.

6.1.5

ODISEE Simulations

In order to explore the effects of biasing, a one-dimensional particle-in the cell code
was utilized. The One-DImensional Sheath Edge Explorer (ODISEE) [60, 58] was
developed at EPFL by Joaquim Loizu and Paolo Ricci in Switzerland. ODISEE is
a fully kinetic, 1D3V, electrostatic particle-in-cell (PIC) code. The full details of
ODISEE may be found in [59], and a basic overview will be given here.
ODISEE solves the Vlasov-Poisson system in only one space dimension but in
three dimensions of velocity space (1D3V). Quantities in ODISEE are normalized
such that s→ s/ρs , t→ ωci t, v→ v/cs0 , and φ → eφ/Te0 . The normalized quantities
p
are the ion sound Larmor radius, ρs0 = cs0 /ωci , the ion sound speed cs0 = Te0 /mi ,
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and the ion gryofrequency ωci = eB0 /mi .
The system is setup as depicted in Figure 6.13. The box is bounded on each side
by either a conducting wall, in which particles are absorbed and lost, or an insulting
(floating) wall, in which case the charge of the particle contributes to the charge of
the wall before being absorbed. Each wall may also be biased with respect to the
other, and in the diagram, the left wall is chosen as the reference point.
In order to mimic the grid biasing used in experiments, an additional wall may
be inserted in between the two boundaries and given a ’transparency’ setting. The
transparency allows for a certain number of particles to be absorbed, and mimic
their loss in the device, while the rest are able to travel through the electrode. The
location of the grid is variable, but in general is set to a value 1/3 of the overall
simulation length, L (normalized to ρs ), which can also be varied. The length is
related to the Debeye length through a factor, γ0 = (ρs0 /λD0 )2 , which is chosen in
the code input file. For the cases presented here, γ = 200, so that one unit length L
is equal to 14λD .

Figure 6.13: Cartoon depiction of the ODISEE setup. The simulation has a length
L, normalized to ρs , with walls at either end that be set to conducting or insulating.
The walls can also be given a bias voltage, normalized to the electron temperature,
Te . A grid electrode is introduced by placing a conducting wall with a transparency
rating specific voltage to simulate biasing.

Particles (ions and electrons) are injected into the system with a given space
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distribution, and a Maxwellian velocity function [59]:
∂fα
∂t


= Sα (x)
source

mα
2πTα0

3/2


exp

mα v2
2Tα0


(6.9)

where Sα (x) is the number of particle injected per unit time and length, and Tα0 is
the input temperature. The ratio of ions to electrons can be set with a factor jie , and
the system can be forced into a non-neutral state. When jie = 1, an equal number
of ions and electrons are injected. This acts as a current source.
The source is by default set to be uniform along the axis. However, an additional
feature was added that allows for the source to be exponential, with the largest
particle distribution at the left wall, and decaying as it approaches the right wall.
The original simulations that exhibited the bi-stable potential were completed in
a similar setup. However, in that case there was no grid. The source was uniform,
p
and it was found that jie ≤ me /mi was necessary to excite the instability. This
is the condition for which an electron sheath could form in the simulations [58]. For
the following simulations, mi /me was set to 100, and requiring that jie ≤ 0.1.
Four cases were simulated using ODISEE. The basic parameters were jie = 0.08,
and φg = 20, normalized to the electron temperature. The left and right walls
were both setup to be conducting with 0 V, i.e., to act as grounded ends, unless
otherwise specified. The grid was setup so that the spacial grid had a spacing of
qx = 0.02, which is normalized with respect to the Debeye length, and time steps
were in increments of qt = 0.01, which is normalized to plasma frequency. The
first case involved biasing the right wall with no grid present, similar to the work
done previously at EPFL. For the next three cases the ‘grid’ was present, with a
transparency setting of 0.3 (30%). The simulation length was changed from three
values L=10, L=30 and L=100 to test the frequency dependence on the length.
Figure 6.14 shows the potential from the four simulations. The results are from
averaging over a long time period (more than 1000 points for each case), and show
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that an electron sheath was formed. The last case of L=100 shows some variation
along the length of the simulation, most likely due to an insufficient amount of
averaged points.

(a) L=10, No Grid

(b) L=10, Grid=1/3L

(c) L=30, Grid=1/3L

(d) L=100,Grid=1/3L

Figure 6.14: Long time-average (> 1000 time points) of the potential from ODISEE,
showing that there is an electron-sheath formed under the present simulation
conditions, and the three cases give similar results.

By averaging over smaller time periods (10-50), we can look at the time behavior
of the potential. Under these conditions, it was hoped that instability previously
observed would be present. It was found that the length of the simulation had a
large effect on the potential fluctuations. Figures 6.16 and 6.17 show the extremes of
the fluctuations, while Figure 6.15 shows the fluctuations through the time trace. In
each of these plots there are two traces: the blue trace is between the left wall and
the grid electrode, and the green trace is taken as a value between the grid and the

156

Chapter 6. The Effects of High Biasing

right wall. Note that in each case the number of sets averaged over varies in order
to reduce noise adequately. From Figure 6.15, it can be seen that only in two cases

(a) L=1.5 (blue), L=6(green)

(b) L=1.5 (blue), L=6(green)

(c) L=5 (blue), L=20(green)

(d) L=15 (blue), L=60(green)

Figure 6.15: Time-trace results of potential at specific locations, roughly halfway
between the grid and each wall. (a) L = 10, no grid, shows large potential
fluctuations that peak are able to peak close to the grid potential. (b) L = 10,
grid present, shows that while there are potential fluctuations, they are relatively
small compared to the grid bias. (c) L = 30, grid present, shows results similar to
(b), though the fluctuations occur on a longer time scale. (d) L = 100, grid present,
shows that large fluctuations which peak at or greater than the grid potential exist.

does the potential jump close to or above the grid bias: (a) L = 10ρs with no grid,
and (d) L = 100ρs . In the other two cases, the fluctuations are quite small. It is
also interesting to note that in (d) that the fluctuations between the left wall and
grid are very small, while there are significant fluctuations between the grid and the
right wall.
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This seems to indicate that the distance between the biased electrode and the
wall is quite important. However, case (a) with no grid seems to show that the
distance between the grid and the wall with L = 10ρs would seem to indicate that
∆L = 10ρs should have been sufficient to excite the larger fluctuations. However,
this is not the case, though looking at the axial behavior at specific times does reveal
the behavior is more complicated.
Figure 6.16 shows the potential profile along the length of the simulation. The
time-trace chosen here was at a time where the potential between the grid and right
wall was at a maximum value. Figure 6.17 shows the corresponding trace for when
the potential was at a minimum.

(a) L=10, No Grid

(b) L=10, Grid=L/3

(c) L=30, Grid=L/3

(d) L=100, Grid=L/3

Figure 6.16: Axial profile of the potential for ODISEE case, showing when the
potential is maximum.
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It can be seen that in case (a) the potential at its highest is nearly equal to that
of the right wall with its bias of 20Te . This causes a steeper potential drop at the
left wall, and a stronger ion sheath, while there is little to no sheath evident at the
right wall. This would seem to suggest that a significant amount of ions are being
driven out at the left boundary.
Case (b) is quite different from the other three cases due to the fact is shows
large variation between the left wall and the electrode. Note that the time trace
data was collected at L = 1.5ρs , since it was approximately half-way between the
left wall and the electrode. While there did not appear to be significant fluctuations
either upstream of downstream in that figure, here it can be seen that there is a
large dip in potential between the left-wall and the electrode. This dip is believed to
be a potential well formed by the electron sheath, as was discussed in Chapter 2.2.
The formation of this dip may also explain why large fluctuations are not observed
between the electrode and the right wall.
This large potential dip would act as a barrier to electrons trying to reach the
electrode, and act to accelerate ions through the grid electrode, with perhaps enough
momentum to be lost at the right wall. This potential dip would also repel ions back
to the left well. By forcing excess ions to leave the system, the dip would prevent
the large contribution of positive charge that would be needed to raise the plasma
potential above bias of the electrode.
Case (c) is more difficult to interpret.

Fluctuations in the time trace were

relatively small. Here it is observed that the sheath widens (grows), but the overall
potential remains low compared to the bias voltage. A small potential well forms
between the grid and right wall, but is not as deep as the one seen in case (b).
Case (d) exhibits behavior that is most similar to case (a), and shows the
instability as was expected. The potential is seen to fluctuate between a near or
slightly higher than the grid bias. However, case (a) showed the high potential
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(a) L=10, No Grid

(b) L=10, Grid=L/3

(c) L=30, Grid=L/3

(d) L=100, Grid=L/3

Figure 6.17: Axial profile of the potential for each case, showing when the potential
is at a minimum. (a) L = 10 ,no grid, Shows the formation of an electron sheath
when the potential is low. (b) L = 10, grid present, Electron sheath still forms at
the grid, but a double layer forms between the left-wall and the grid. (c) L = 30,
grid present A small double layer forms near the grid when the potential is low.
(d) L = 100, grid present, The potential becomes strongly negative, forming strong
electron sheaths at both the grid boundary and the right wall boundary.

extending all the way to the grid electrode and the removal of the electron sheath.
The results of case (d) contain both the electron sheath, as well as a very high
potential structure that is similar to the iconic ion sheath profile.
This large double layer structure would have two effects. One, it would repel
electrons back from the grid and walls, which would work to offset the large ion
population that would need to exist to have such a large potential. And second, it
would accelerate ions axially, thereby removing them from the system, and helping
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to reestablish quasi-neutrality.
Due to the lack of full instability present, no conclusions on the frequency of
the instability are presented here. However, it is interesting to note how important
the machine length is in the formation of the instability and the behavior of the
plasma and sheath. As was previously shown in this section, the instability does
become more difficult to excite at higher magnetic field. Figure 6.18 shows the
density directly in front of the rings for various magnetic field strengths. It is shown

Figure 6.18: With stronger magnetic field, the radial density profile near the rings
is shown to decrease and become hollow. This in effect would reduce the length of
the plasma, and may play a role in the magnetic field effects that were observed in
experiments.

that with increasing magnetic field the density becomes hollow, and indicates that
the overall length of the plasma is decreasing. This change is not very large, and
may not be directly responsible for inhibition of the instability with magnetic field.
However, the effect may be cumulative with other factors that were presented.
As well, it was shown that with increasing magnetic field more grid bias was
necessary to excite the instability. The voltage differences were relatively small, and
the changing axial length may have played a larger role in that effect. In order
to further test that, simulations increasing the electrode bias would need to be
conducted for the various simulation lengths.
The PRI is known to be a two-dimensional instability. To understand the effects
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of biasing and this instability in more detail, a 2D simulation of this effect would
provide further insight and details.
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Chapter 7
Conclusions and Future Work
The Helicon-Cathode (HelCat) device was used to explore fluctuation dynamics at
various magnetic field strengths. The plasma is noted to have intrinsic fluctuations,
which exists without outside influence, such as beam injection or electrode biasing.
With increasing magnetic field, the dynamics vary from coherent to weakly turbulence, and the mode number itself is found to increase with magnetic field. Five
magnetic field cases were chosen for study: B=19.2 mT, 44 mT, 61.6 mT, 79.2 mT,
and 129.5 mT, chosen because each case represented a different mode.
Measurements of density, potential and temperature were taken at two axial
positions, which were chosen in relation to a gridded bias electrode that was inserted
in later experiments (discussed below).

The first axial position, called Port 3

throughout, was located at z = 24 cm (with z=0 representing the source position).
The second axial position, named Port 5, was located at z = 1 m. Results indicated
that dynamics were different based on the axial position.
At Port 3 it was found that instability had characteristics suggestive of a KelvinHelmholtz instability. However, at port 5 it was observed that the instability was
more characteristic of the drift-wave instability. At both ports, the cross-phase was
found to be indicative of both modes, with potential leading at inner radii, and
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density leading at outer radii.
In order to verify these results, a Linear Stability Solver (LSS) was utilized. This
code was written by Paolo Ricci at EPFL and modified by the author to simulate
HelCat. Results from both Port 3 and Port 5 were analyzed, and supported the
experimental results. At both ports it revealed that both the potential and density
fluctuations were destabilizing.
It was concluded, therefore, that the mode was a hybrid-instability between the
Kelvin-Helmholtz instability and the drift-wave instability. The likely cause of this
hybrid mode was the axial variation of the profiles. Due to the fact the plasma is a
continuous system, there must exist a continuity in all directions, and therefore the
two modes were forced to co-exist. With increasing magnetic field, the plasma shifted
towards a broad-band turbulent system. This shift was accompanied by a decrease in
axial variation. Analysis at B=129.5 mT suggested that the mode was now KelvinHelmholtz dominated, with the drift-wave drive, i.e. the pressure gradient, acting as
a stabilizing factor.
The reason for the shift to turbulence with increased magnetic field is unknown,
but there are a few possible explanations. The first idea was proposed by the
CSDX group in San Diego[13]. It was suggested that changes in the gyro-viscosity
could lead to an increase in turbulence. Gyro-viscosity arises from the pressure
tensor, and describes the amount of particle transport across the magnetic field [38].
Gyro-viscosity decreases with increased magnetic field; note that this is a classical
description of particle transport, while turbulence follows an anomalous transport
description. If the amount of particles crossing the field reduces, there remains
free-energy that may then be redirected into anomalous transport and therefore
turbulence. However, in order for gyro-viscosity to be considered important, the ions
must be sufficiently magnetized. This criteria is generally expressed as ωci τi >> 1,
which compares the ion-cyclotron frequency ωci to the ion collision rate, τi . In
HelCat, this value is much less than one at regions of peak density, but at the edges
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and away from the source it approaches 1, and so these terms may be relevant.
A second possible reason for the change with magnetic field incorporates the
axial variation itself. At higher magnetic fields, it was noticed that the density and
temperature vary less along the axis, and the plasma was more homogeneous. If
the hybrid mode is truly caused by the formation of two modes at different axial
positions, then one might suppose when the axis is homogeneous that only one mode
would exist. The single mode would then be able to dominate throughout the plasma
and saturate.
Tied to this idea is the act of suppression via shear. A common attribute in
linear theories of shear suppression is that an unstable mode couples to a stable
mode. With the presence of two modes, one mode may be acting to stabilize the
other. However, drift-waves are generally turbulent at higher magnetic fields. The
reason for this stems from the fact that drift-waves follow the scaling that k⊥ ρs ≈ 1,
no matter the magnetic field. This means that as the magnetic field increases, and
ρs decreases, k⊥ must increase. An increase in k⊥ leads to shorter wavelengths, until
more than one wavelength can fit in a single rotation. This generally leads to a more
turbulent system. If the KH and drift-modes are coupled, then as the drift-mode
becomes turbulent, the KH mode might also become turbulent.
In order to affect these intrinsic modes, a gridded electrode measuring approximately 17 cm in diameter was inserted just downstream of the source, at z = 0.7
m. Bias was applied between the grid and wall, generating a radial electric field.
Voltages were scanned from Vg = −40 V to Vg = +10 V, though at B=129.5 mT,
the positive bias was pushed to Vg = +40 V. It was found that a negative bias led
to a more turbulent plasma, while positive bias reduced fluctuation values and even
suppressed the instability in certain cases. Coherent fluctuations returned when the
grid bias was near the floating potential.
The voltage scans were measured with a flux probe fixed a single radius r ≈ 6 cm.
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The fluctuation magnitudes of density and potential were observed to decrease with
more positive voltage. However, the radial flux was observed to increase initially;
this was due to an increase in the cross-phase between the density and potential
fluctuations. As the turbulence transitioned into coherent fluctuations, the flux and
fluctuation amplitude were observed to decrease quickly. The cross phase also showed
this trend, but became random as suppression occurred.
Two cases of bias were then explored in depth and compared to the coherent (no
grid) case: Vg = −40 V, and Vg = +10 V (+40 V for B=129.5 mT). As with the no
grid case, it was found that the dynamics varied with axial position. In general, it
was observed that a negative bias caused the radial electric field to strongly negative
(pointing inward). With increasing magnetic field, this effect was amplified. In
particular, at port 3 it was found that negative bias lead to a strong gradient in the
electric field, and very strong fluctuations in the potential. The density gradient only
slightly increased.
However, at port 5, the potential fluctuations were found to be decreased, while
the density fluctuations were much stronger. At this location, the density gradient
was found to be much stronger, while the gradient in the radial electric field was found
to reduce. The grid bias was therefore found to amplify the previous finding that
port 3 was dominated by the Kelvin-Helmholtz mode, while port 5 was dominated
by the drift-mode.
The application of positive bias caused the radial electric field to exhibit both
positive and negative values. At both port 3 and port 5 it was found that a positive
bias decreased the electric field gradient, suggesting a decrease in the flow shear. This
intuitively makes sense for suppressing the Kelvin-Helmholtz instability, though one
would expected to see an increase in shear for the suppression of the drift-mode.
However, Port 5 showed a large decrease in the density gradient with the positive
bias, which suggests that a decrease in the instability drive was responsible for the
suppression.
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Overall, the dynamics were found to be quite complicated. The existence of a
hybrid-mode was unexpected, and trying to discern exactly how the instabilities grow
or decrease in magnitude is difficult without the aid a computational model. There
was obviously interaction between the two modes, and there remains a question of
whether it is the existence of the two modes that leads to the coherent fluctuations
at the lower magnetic field strengths.
The results do suggest that the flow (via the radial electric field) is de-stabilizing,
particularly at port 3, which exhibited a steeper gradient with the increased
turbulence. As well, there were corresponding changes in the density gradient; the
changes were stronger at port 5 than port 3, but in both cases, the more turbulent
plasma was characterized by a steeper density gradient, while a positive bias lead
to a relaxed gradient. One conclusion that appears evident is that it is not possible
to consider the two modes are independent modes, but as a truly hybrid instability.
A second major conclusion is that the HelCat device is a truly three-dimensional
system; the use of local analysis is shown to be quite limited, and to provide a
limited insight into the fluctuation dynamics.
The last part of this dissertation work focused on the limits of biasing. It was
found that fluctuation behavior was found to be dramatically different at a high
positive bias, estimated to occur when Vg > 10Te . At low magnetic fields (below 44
mT), it was found that when the grid bias surpassed a critical voltage, a new large
scale, low frequency global instability was formed. This mode was characterized by
having density fluctuations ñ/n ≥ 50%, and potential fluctuations φ̃/Te ≥ 50−100%.
The frequency was very low, with values varying between 70 Hz-300 Hz, depending
on the strength of the magnetic field.
The fluctuations were found to travel predominantly in the axial direction, with
plasma traveling from the unbiased boundaries towards the biased grid. The velocity
approached a speed of v≈ 2−3cs . A region of interpenetration existed, and was found
to move closer to the grid for increasing magnetic field. This instability was identified
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as a potential relaxation instability (PRI), which is purely non-linear instability
previously reported only in Q-machines and discharge plasma. The conditions of its
formation involve a break in quasi-neutrality.
When the bias of an electrode surpassed the plasma potential, an electron sheath
is able to form. However, this causes the quick loss of electrons, while slower heavy
ions are left behind. This leads to an increase in the plasma potential, believed
to surpass that of the grid bias; this would allow the plasma to re-establish an ion
sheath at the grid, and repel elections, while the high positive nature of the plasma
would expel the ions from the system. The main form of expulsion is believed to be
via radial Bohm diffusion. Ions and electrons would then repopulate the plasma via
the source at the parallel ambipolar diffusion rate.
ODISEE, a 1D-3V PIC code, was utilized to further explore the PRI bias effect.
Due to its 1D nature, ODISEE could not fully simulate the problem, but was able to
provide some insight into the instability properties. A main result with ODISEE was
the dependence of the PRI on machine length. With simulation length, it was found
that the potential was not able to fully bifurcate, and fluctuate to a value above the
grid bias. In fact, at particularly short lengths, there was little to no variation in the
potential, while with long simulation lengths, the potential approached a value at or
above the bias of the grid.
When this work was started, the goal was to explore the process by which flow
suppresses turbulence. However, a greater picture emerged, and it was found that
electrode biasing allowed for a more thorough investigation of turbulence than merely
suppression via sheared flows. It also gave the opportunity to explore the relationship
between turbulence and a coherent mode. These exhibit different dynamics due
to the fact that turbulence is non-linear in nature, consisting of many modes and
wavelengths, while coherent modes can generally be described by linear theories.
This work shows that there may exist a direct relationship between a coherent mode
and turbulence.
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As with other works, it was also found that there exists a correlation between a
shear in the radial electric field and turbulence suppression. Unfortunately, it was
not possible to claim a pure causal effect, though it seems logical that changes made
in the radial electric field led to the exhibited changes in the fluctuation dynamics.
That being said, no direct comparison is easily made with existing theories, due to
lack of flow data.

7.1

Future Work

The biggest missing piece of work that needs to be completed is the measurement of
flow profiles under various biasing schemes and fluctuation dynamics. A new Mach
probe design is in the process of being constructed, and hopefully this data can be
easily collected. Then, it will be possible to compare changes in shearing rate with
the auto-correlation time, which can then be compared more easily with existing
theories. In addition, it is planned to take measurements over a wide range of grid
voltages, such that the changes in profiles with the transition to a coherent mode
and then suppression can be explored in detail.
The final piece of future work that needs to be completed is computer simulation.
This is also underway, and being completed with collaborator Barrett Rogers at
Dartmouth College. The code being used is the Global Braginskii Solver (GBS) [68],
which is a full three-dimensional fluid code. It utilizes the electrostatic Braginskii
equations to self-consistently evolve the plasma in time. The first step is to be able to
simulate the intrinsic plasma without any biasing, but once that has been completed,
it is hoped that biasing can be implemented into the code to more fully explore the
results contained within this work.
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Appendix A
Appendix: Swept-Probe Practical
Use and Issues
A swept-probe is one of the most useful probes for plasma diagnostics. From a
single trace, it is possible to find equilibrium values of density, floating potential,
temperature and plasma potential. If the sweep is fast enough, it is also possible
to find the fluctuating value of each of these quantities. As the name implies, a
variable voltage is swept on a Langmuir probe, and current is measured throughout
the process. In post-processing, the current is plotted versus swept voltage, to give
an I-V trace. An ideal trace can be seen in figure A.1. Point A marks the ion
saturation region; this occurs when enough negative bias is applied to the probe that
all electrons are repelled, and only ions are collected. Conversely, point D marks
the region known as electron saturation current, where the probe is biased positive
enough that all ion are repelled, and only electrons are collected. Ideally, these
two regions saturate, though in practice neither truly saturates. However, the ion
saturation current changes only slightly with increased voltage, and can be used to
estimate the density, n, via:
Isi = αneAcs , cs = (kTe /mi )1/2

(A.1)
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Figure A.1: Ideal I-V curve [79].

where A is the probe area, cs is the ion sound speed, e is the charge of an electron, and
α is a constant of approximately 1/2 [19]. By definition, the floating potential occurs
where the current goes to zero, marked by point B. Equating electron saturation
current to ion saturation current gives:
kTe
ln
vf = vp −
2e



2mi
πme


(A.2)

where vf is the floating potential, and vp is the plasma or space potential. In argon,
this reduces to approximately vf = vp − 5.4kTe . Note, however, that this only
holds for planar probes (since the definition used for Isi is for planar probes), and
a geometrical correction has to be applied for other probes [20]. Related then to
the floating potential is the plasma potential, found at point C. This occurs at the
’knee’ of the trace, and is found when the probe enters electron saturation; finding
this knee is generally not as simple as choosing a point on the I-V trace, and will be
discussed below.
The last region of interest on the I-V trace is what is generally called the
’transition’ region. This is the area between point B and C, and it is from this
region that temperature can be derived. For an electron Maxwellian distribution,
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this region is an exponential function of the form:
I = Ise exp[e(v − vp )/kTe ]

(A.3)

where Ise is the electron saturation current, and v is the voltage applied to the probe.

A.0.1

Ion saturation Current

As mentioned above, the ion saturation current should saturate, but in practice it
does not, and continues to increase with voltage. Figure A.2 shows an I-V trace from
HelCat at B=44 mT, and r = 5.5 cm. When looking at the full trace, it is evident
that while isat doesn’t truly saturate, it varies only slightly with voltage. However,
the electron saturation is observed to have a large change with increased voltage. A
close up the ion saturation region shows that there is a more evident change with
voltage. Finding the ion saturation current is useful for two purposes: one, estimating
the density, and two, it is needed to accurately measure the temperature.
A general practice is to fit a function to the ion saturation region. Light [57]
2
versus Vp (probe voltage), while Chen [20] claims that a
figures a linear line to Isat

linear fit of Is at vs. Vp is sufficient. Chen [20] also discusses other theories, which
claim a different fit is preferential. But, he also says that the slight correction isn’t
necessary. In this work, a linear fit was done for Isat vs. Vp .
For a profile of Isat (density), a mean value of the fit was taken over a range of
voltages well within the saturation region. In order to correct the curve for analyzing
temperature, the fitted line was extrapolated over the curve, and subtracted.

A.0.2

Finding Temperature

Before one finds temperature, the ion saturation current has to be subtracted off.
However, how much of a difference does this make? The following figure shows that

Appendix A. Appendix: Swept-Probe Practical Use and Issues

173

Figure A.2: I-V curve at 44 mT and r = 5.5 cm from a HelCat helicon plasma.
Ion saturation current varies slightly with increased voltage, whereas the electron
saturation regions varies more drastically.

while the difference appears slight on an I-V curve, it makes a larger difference for
the semi-log plot of I-V. We can see that subtracting off the current has created
a longer portion of the curve to be straight, useful for fitting temperature. When
finding the temperature, there are two choices: one can fit with an exponential on
the I-V plot, or one can plot a semi-log of I-V, and fit a linear function. Below we
have a comparison of the two fitting methods. It can be noted that the two fits are
not identical, but the overall profile is similar. There is also a large error bar in one
of the exponential fits at r = 7 cm, but in general error bars of the exponential fit
are smaller. Choosing the linear portion to fit on the semi-log plot can be difficult,
and the exponential fit is generally easier to accomplish and verify. However, the
two techniques are analogous.
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Figure A.3: Comparison of I-V with ion saturation current is not subtracted (blue) vs
the case where it is subtracted (green), plotted on a linear scale (left) and a semi-log
scale (right). Data from a cylindrical compensated probe, B=44 mT, center position,
1 kHz sweep.

A.0.3

Finding Plasma Potential

There are two generally accepted ways to find the plasma potential. The first way
is to fit two lines: one line is along the exponential region, and the second is along
the electron saturation region. The intersection of these two lines is taken to be the
plasma potential. Note that one might be tempted to do this fit on the semi-log plot
(since one has to already fit a line for temperature). However, the following figure
shows why this is problematic. We can see that the value of the plasma potential
changes between the two plots. One might assume that the gradient will come out
similar. However, this turns out not to be the case, as we can see in the following
plot: We can see that not only do the potential values change, but the profile itself
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Figure A.4: Comparison of temperature profiles found by fitting an exponential
(blue) on the linear I-V trace, and doing a linear fit on a semi-log I-V trace (green).
Data from planar compensated probe, B=44 mT, 150 Hz sweep.

is quite different. This brings us to the second way of finding the plasma potential.
Chen [20] shows that dI/dV should have a max where the plasma potential occurs.
He recommends using this method when the knee is overly long and curved, due to
the presence of an electron beam. The following figure shows that the value of plasma
potential is different from both line fitting the linear I-V curve, and the semi-log I-V
curve. Also note that this case is in an ideal case, where there is very little noise on
the signal, and no fluctuations are present. The following figure shows a worst case
scenario, where there is quite a bit of noise in the electron saturation current signal.
We can see that towards the center, the ’max’ is quite broad, and choosing a potential
is more difficult. Also, it is impossible to discern if there is another min/max past
the first one. However, the edge data has a well defined-peaked, though the noise
issue still exists.
Figure A.9 compares the two methods: finding the plasma potential from the
derivative vs the plasma potential from the line-fitting method. As can be seen,
there is quite a bit of difference between the two methods. The derivative method
always leads to a lower value of the plasma potential. There is however, a resemblance
between the two profiles, though there are evident differences. Unfortunately, it is
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Figure A.5: Comparison of I-V plot (blue) vs semi-log I-V plot (green); fitting the
two regions gives a drastically different value for the plasma potential. Data from a
cylindrical compensated probe, B=44 mT, r = 0 cm, 1 kHz sweep.

not always possible to find the peak in the derivative, due to plasma fluctuations or
noise, and so the two-line method is more reliable. There is one more way to find
the plasma potential. Theory tells us that there exists a relationship between the
floating potential, vf , plasma potential, vp , and the electron temperature, Te , and it
is:
vf = vp − αTe

(A.4)

Note that α is a constant dependent on the mass of the gas and the probe shape.
For a planar probe in argon, this value is approximately 5.4 [20]. Note that the
temperature and floating potential are considered reliable measurements, and so the
above equation can be utilized to find the plasma potential instead. A comparison
of the three methods is shown in the second figure to the right. Finding the plasma
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Figure A.6: Comparison of potential profiles found from fitting the linear I-V plot
(blue) and the semi-log I-V plot (red). Data from planar compensated probe, B=44
mT, 50 Hz sweep.

potential from the floating potential and temperature reveals a third profile, with
values similar to both of the other potential measurements.

A.1

Compensated Probe

Unfortunately a RF-source is able to affect probe measurements, in particular those
made with a swept-probe. In the presence of RF, the IV-curve from a swept probe can
become distorted due to RF-pickup. In the exponential region of the probe sweep,
the RF can shift the IV-curve around the real value, as shown in Figure A.10a. The
measured signal then becomes an average of the displaced values, leading to higher Te
and potential measurements. Figure A.10b shows examples of the averaged IV-curve
and how it changes with RF-amplitude [20].
It is standard practice to insert a series of chokes (or blocking inductors) at the
tip of the probe, in order to prevent RF from affecting the circuitry, as shown in
Figure A.11.
As a reminder, an inductor passes low-frequency signals, preferably DC, and is
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Figure A.7: dI/dV compared to the linear I-V plot (left), and the semi-log plot
(right). Data from a cylindrical compensated probe, B=44 mT, center position, 1
kHz sweep (Dustin’s Visit).

able to block high-frequency signals. In particular, an inductor has what is known as
a self-resonant frequency. This occurs due to what are known as ‘parasitics’. An ideal
inductor also has not only a finite resistance, but a capacitance. A real inductor is
often modeled as a resistor in series with an inductor, and then a capacitor in parallel
with both these, as shown in Figure A.12. From circuit theory, it can be found
√
that the inductor resonate when ω = 1/ CL. This is known as the self-resonant
frequency, or SRF. Physically, it causes the inductor to act purely as a resistor, and
the impedance peaks at this frequency. Any signal at this frequency is becomes
damped or reduced to the high impedance. Therefore, if one wants to reduce or
block a signal, they can insert an inductor whose SRF is the same frequency as the
signal.
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Figure A.8: dI/dV for a noisy case; left is the trace close to center, while the right
shows a case approximately r = 6 cm from center. Data from planar compensated
probe, B=44 mT, 50 Hz sweep.

Note, however, that while manufactures test their inductors, and report their
SRF, the value may become shifted when inserted into a circuit. It has then become
standard practice to insert multiple inductors, whose SRF is a harmonic of the signal
of interest. For example, in HelCat the RF frequency is 10 MHz, and therefore
inductors with SRF’s of 5 MHz, 10 MHz, and 20 MHz would be placed in series to
act as the choke. However, this adds more overall inductance and lowers the rate at
which the probe may be swept.
In order to avoid this, the impedance of single inductors was measured using a
network analyzer. This ensured that the SRF was at 10 MHz, and the signal drop
was adequate for blocking the RF signal.
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Figure A.9

(a)

(b)

Figure A.10: Borrowed from Ref. [20], these two plots illustrate how RF can affect
a swept probe trace. The left shows how the signal can be averaged due to the
fluctuations caused in the exponential region, leading to fault temperature and
potential measurements. The right shows how the strength of the RF signal has
a stronger effect on the swept trace.
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Figure A.11: Basic idea behind a compensated probe; inductors are used to act
as a choke in order to block any RF signal that would distort the swept trace. A
feedback capacitor is placed before the inductors to collect RF signal, and improve
time-response of the probe.

Figure A.12: Basic model a real inductor consists of a series resistance and parallel
capacitance.

The S21 parameter was measured, and a standard output can be seen in Figure
A.13; this inductor had an SRF at 10.8 MHz, and dropped the signal strength by
almost 43 dB, which reduces the power by a factor of 20000. At 10 MHz, the drop
in power was 38 dB, reducing the signal strength by about a factor of 6000.
One additional comment should be made about choosing the inductor. It was
noted in the study of this probe that at times the current would truly saturate.
This would occur at a value far from the limits the electronics, and was difficult
to understand. It was discovered, however, that inductors themselves also have a
saturation current. This occurs due to the material the inductor is constructed from,
and not all inductors are prone to this behavior.
In their data sheet, Vishay describes the saturation current as ”the DC bias
current flowing through the inductor which causes the inductance to drop by a
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Figure A.13: An example of the Impedance vs Frequency for an inductor used in the
compensated probe; the dip at 10.8 MHz is the self-resonant frequency (SRF) of the
inductor. At this frequency, the inductor acts a block or choke.

specified amount.” Depending on the type of inductor, the specific amount varies
(and may also vary between companies). The cause of this drop is due to properties
of the material, and the amount of magnetic flux density that can be stored in the
material. It therefore appears important to either 1) ensure that the inductor is able
to handle the amount of current being drawn, or 2) decrease the amount of current
by limiting the probe size. It was chosen to find a capacitor able to handle larger
current amounts.

Feedback capacitor
An addition to the RF choke is the addition of a feedback capacitor to the plasma.
The size of this capacitor is somewhat important. It was found that when the
capacitor was small, there was poor time response exhibited in the swept-trace. This
is clearly shown in Figure A.14, where the left trace shows irregularities in current
trace, particularly when changing the voltage sweep changes direction. However,
note that this is not seen in the right figure. The difference between the two data
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Figure A.14

sets was the feedback capacitor size, which was changed from 1 nF in the left plot
to 100 nF in the right plot.
The feedback capacitor is used to collect current, which is used to fill straycapacitance to ground, and as is shown, improves the time-response of the probe.
The original intention was to ensure that the any fluctuations in the plasma could
be resolved with the swept probe. However, it is found here that it is also important
for accurately measuring the current.
Originally it was found to be advantageous to directly connect the capacitor back
to the plasma via an electrode to increase the collecting area [89]. Other groups
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have since found that is it enough to have a wire collecting RF without touching the
plasma [93]. The first approach is used by our group, and the resulting probe can
be seen in Figure A.15, where a long piece of solid copper wire was connected to the
capacitor and wrapped around the outside of the electrode.

Figure A.15: Image of a compensated probe used in the lab experiments. A single
inductor is used inside the ceramic, with a feedback capacitor that is attached to the
copper electrode wrapped around the outside of ceramic.

185

Appendix B
Appendix: Practical Statistics for
Fluctuations and Turbulence

In order to understand the physics and drive behind turbulence, we first must be
able to characterize the turbulence. Stochastic methods provide a powerful tool
characterize turbulence, as well as learn about its basic properties.

The auto-

correlation and auto-power spectral density are useful for identifying the dominant
frequency of a coherent mode, or characterizing fluctuations as turbulent. The
cross-correlation or power-spectrum of two distinct signals can provide information
such as the mode number and wavelength of a mode, or the cross-phase of density
and potential, which is an indicator of turbulence.

As well, auto- and cross-

correlations can be used to find characteristics time-scales of turbulent system.
Higher order statistics, such as skewness and kurtosis, also reveal details about nature
of turbulence.
In order to look at how the statistics can be used to describe the various
fluctuation dynamics, a comparison of different sets of data is made. Three sets
will be from the Helicon-Cathode Device (HelCat) at the University of New Mexico.
This data will represent a non-turbulent (coherent) mode in a plasma, as well as a
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weakly turbulent mode, and what will be shown to be a turbulent case. The last
set of data will be from the LAPD device at the University of California in Los
Angeles. This data is known to be turbulent data, and will be used to compare to
the turbulent case in HelCat. The four cases will be examined and compared, in
order to show how the various parameters are calculated from stochastic processes
differ.

B.0.1

Experimental Data and Devices

As shown in this dissertation, HelCat exhibits both coherent and turbulent fluctuations. The difference in these states is easily observed when looking at the ion
saturation current. At a low-field, B=44 mT, the fluctuations are coherent, as shown
in Figure B.1. If the magnetic field is increased a significant amount, from 44 mT

Figure B.1: Raw density signal for HelCat at 44 mT, showing coherent fluctuations.

to 115 mT, the appearance of the fluctuations begins to change, as we can see in
Figure B.2. We can see that there is still some structure and coherency to these
fluctuations, but that it has slightly more random look to it. Again, we are able to
increase the magnetic field further, in order to obtain turbulence, as seen in Figure
B.3.
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Figure B.2: Raw density signal for HelCat at 65 mT, showing less coherent and more
turbulent fluctuations.

Figure B.3: Raw density signal for HelCat at 205 mT, exhibiting turbulence.

For comparison with this data, we will also look at a set of data from the LAPD
device. This is also a linear device, however, it is considerably larger, with a length
of 20 m, and diameter of 1 m. It can generate magnetic fields up to 250 mT, and
uses a thermionic cathode source. The data presented here will be using a Helium
fill gas, and a field strength of 100 mT. An image of this device can be seen in Figure
B.4. This device is known to be highly turbulent, and data from it will provide a
comparison with the data from the UNM device. A sample of the raw density signal
can be seen in Figure B.5. As can be seen, this looks quite similar to the HelCat
data in Figure B.3.
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Figure B.4: The LAPD device, and its thermionic cathode source

Figure B.5: Raw density signal for LAPD data. This data is known to be turbulent,
and will be used as a basis of comparison.

B.1
B.1.1

Stationarity of Data and PDF
Testing for Stationarity

One of the assumptions that we would like to make about our data is that it is
stationary [6]. There are various tests of stationarity for a random variable. First,
let us assume that we have a random variable, x,
x = {xj (t)},

j = 1, 2, 3, ..., N

(B.1)
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where N is the total number of data values. The mean of the random variable is
defined:
µx (t) = E[xk (t)]
and in general, µ(t1 ) 6= µ(t2 ).

(B.2)

This incidentally means that the variance and

correlation functions are also functions of time, i.e.,
σx2 (t) = E[(xk (t) − µx (t))2 ]

(B.3)

Rxx (t1 , t2 ) = E[(xk (t1 )x∗k (t2 ))2 ]

(B.4)

By definition, a process is stationary if it is invariant to any time translations.
We will define a first-order stationary process as one whose mean and variance are
independent in time:
µx (t) = µx (t + τ )

(B.5)

σx2 (t) = σx2 (t + τ )

(B.6)

A process will be second-order stationary if the correlation function is also independent of time translations:
Rxx (t1 , t2 ) = Rxx (t1 + τ, t2 + τ ) = Rxx (τ )

(B.7)

Practically speaking, we can test for the stationarity of our process by looking at
the mean, variance and power spectrum at different times. If we assume that we have
a sequence of data that is N points long, the easiest way to establish stationarity is
to break the data into n equal time parts. We will then calculate the mean, variance
and power spectrum for each of these n sections and compare the result. The results
at a non-turbulent case can be seen in Figures B.6 and B.7 [6]: As we can easily see,
the mean and the variance of the separate time bins are essentially identical. There
is a little bit of variation, but it is small enough to be negligible for our case and
claiming that our process is stationary. We can also see that the power spectrum for
the bins is also very similar, and so are able to claim that this process is both n=1
and n=2 stationary, and therefore wide sense stationary.
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Figure B.6: Mean and Variance versus time bins for the non-turbulent case at 45mT.

We will now repeat this process for a turbulent regime, which can be seen in
Figures B.8 and B.9 As we can see, there is a lot more variation in the mean

Figure B.7: Auto-correlation for various time bins at the non-turbulent case of 450G.

and variance between the time bins. It may be questionable if this process is truly
stationary, but it is close enough that we claim that it is. Also, in looking at the
power spectrum, we see that they are very similar, and so we can again claim this is
a n=1 and n=2 a wide sense stationary process.
In order to prove that this process is strict sense stationary, we would have to

Appendix B. Appendix: Practical Statistics for Fluctuations and Turbulence

191

Figure B.8: Mean and Variance versus time bins for the turbulent case at 205mT.

Figure B.9: Auto-correlation for various time bins at the non-turbulent case of
205mT.

look at higher order statistics. This is not really necessary for our purpose here. As
well, if the process is Gaussian, then proving that it is stationary at the n=1 and
n=2 level is the same as proving that it is stationary at all levels. This is often an
assumption that is made in turbulence theory. It is not always exactly true, but it
is generally true enough for the assumption to be made. However, we are able to
estimate the probability density function (pdf) to verify is the process is Gaussian.
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We are also able to examine the skewness and kurtosis of the process, something
that will be completed in later sections.

B.1.2

Probability Density Function (pdf )

The probability density function (pdf) can be useful for further understanding the
dynamics of turbulence. If the turbulence is Gaussian or close to Gaussian, it tells
us that the turbulence is caused by small, common events. However, it’s often seen,
particularly in the edge of the plasma, that the transport is carried out by events
known as blobs. These events tend to be large and rare; the pdf for such events tends
to be far from Gaussian, and so looking at the pdf can give information about the
physics occurring.
Recall that if we define the probability distribution function, P(x) as [6]:
P (x) = P robability[x(k) ≤ x]

(B.8)

then the probability density function, p(x) is defined as:
p(x) =

P rob[x < x(k) ≤ x + ∆x]
dP (x)
=
∆x
dx

(B.9)

The process for estimating the probability density function is fairly simple.
Mathematically, let us assume that want to we have a range of data values from
a to b. We wish to split this data into a range of intervals, over which the data will
be divided into. We will let k be the number of equal width intervals that data will
be split into, and therefore the width of each interval will be [6]:
W =

b−a
k

(B.10)

We then define the end of each interval as di =a+iW, i=0, 1, 2, ..., k. We now count
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the number of data points that fall into each interval such that:
N0 = [number of x such that x ≤ d0 ]
N1 = [number of x such that d0 < x ≤ d1 ]
.
.
.
Ni = [number of x such that di−1 < x ≤ di ]
.
.
.
Nk = [number of x such that dk−1 < x ≤ dk ]
Nk+1 = [number of x such that x > dk ]
Note that
N=

K+1
X

(B.11)

Ni

i=0

Practically speaking, the easiest way to implement this sequence is to calculate the
histogram, which using most modern day computer program is a built in function
that requires no extra coding. One may also first sort the data into the bins and then
calculate the histogram of the data. Another method of plotting the data is to plot
the sample percentage of data in each class interval, assuming an equal probability
for each class:
Pi = Probability[di−1 < x < di ] =

Ni
N

(B.12)

There are other ways to also visualize the output of the sorting, but these are the
three methods that were done and compared. The results can be seen in Figure
B.10: We can see that for the coherent case, the PDF looks sort of Gaussian. It does
have a very long tail to the right, but otherwise has what appears to be a Gaussian
shape. The turbulent case we can see does not appear to be as Gaussian, and looks
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(b) PDF for 205 mT

Figure B.10: Probability density functions for a non-turbulent case and a turbulent
case.

to be a bit skewed in addition to its long tail. It is for this reason that higher order
statistics, such as skewness and kurtosis are generally performed on this data.

B.1.3

Skewness and Kurtosis

Where the mean is considered the first-moment of our random variable, and the
standard deviation is the second-moment, the skewness and kurtosis are defined as
the third- and fourth-moments of our random variable [24]:
Skewness = E[(xk (t) − µx (t))3 ]

(B.13)

Kurtosis = E[(xk (t) − µx (t))4 ]

(B.14)

It is also common to view these in normalized units, and since our data is discrete,
the form we need [74]:
N

Skewness =

X
1
N
[x(i) − µ(x)]3
σ 3 (x) i=1

(B.15)

N

X
1
[x(i) − µ(x)]4
Kurtosis = 4 N
σ (x) i=1

(B.16)

Skewness is a measure of the asymmetry of the distribution function, while the
kurtosis is a measure of weighting between the center and the edge of the distribution.
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Low values of kurtosis mean that the most of the time the random process is at
an extreme value, while a high value indicated the process is more centralized. A
Gaussian has a skewness of 0 and a kurtosis of 3, for example [28]. Examples of the
skewness and kurtosis from radial scans for a turbulent case and non-turbulent case
are shown in Figure B.11 While the profiles appear similar, it is the magnitudes of

(a) 44 mT

(b) 205 mT

Figure B.11: Skewness and Kurtosis Radial Profiles

the skewness and kurtosis that are important. The skewness of the non-turbulent
case is closer to a Gaussian than the turbulent case, as we might have expected.
However, in the kurtosis, the non-turbulent case goes to a Gaussian value in the
region where we expect the instability to be stable, indicating that the event is small
and constant in time. However, in the turbulent case, the kurtosis is much larger
than a Gaussian, and indicates a larger and more rare event is occurring with the
turbulence.
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Auto-correlation and Auto-Power Spectra
Auto-Power Spectra

One of the easiest ways to identify if a system is turbulent or not is by looking at the
auto-power spectra. Turbulence is broad-band, and this property is easily visible in
the power spectra, whereas for a coherent system, like those seen at 44 mT in the
HelCat system, the system is not broadband. From probability theory, we know that
there are (theoretically) two ways of calculating the power spectral density. Since
we are considering real, finite data, we will only look at the discrete case. First, let
us assume that we have a stationary random variable with zero-mean, x, such that
x = {xj },

j = 1, 2, 3, ..., N

(B.17)

where N is the total number of data values. Note that we will assume that these
have been taken at equally spaced times, though this is not a requirement for any of
the following definitions. We know, then, that the mean of the random variable is:
N
1 X
x = µˆx =
xi
N i=1

(B.18)

and that the standard deviation is:
N
1 X
(x − x)2
σˆx2 =
N i=1

(B.19)

The auto-correlation function is defined as:
Rxx (τ ) = E[xk (t)xk (t + τ )]

(B.20)

The correlation function is related to the spectral density function via Fourier
transform:
Z

∞

Rxx (τ )e−2πjf τ dτ

Sxx (f ) =

(B.21)

−∞

Sxx (f ) =

N
−1
X
n=0

Rxx e

−2πjkn
N

(B.22)
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where Equation B.22 is the discrete version of the Fourier transform. This gives
us one way to calculate the power spectral density. First, we can find the correlation
function of our data, and the Fourier transform it to obtain the spectral density.
The second method also depends on the Fourier transform. We will assume that
our random variable exists such that has a Fourier transform:
x(t) *
) X(f )

(B.23)

Now, the spectral density can be found via:
Sxx (f ) = X ∗ (f )X(f )

(B.24)

where the * is used to symbolize the complex conjugate. Note that the spectral
density will have both real and imaginary parts.

The imaginary part contains

the phase information, and any phases differences that may exist between the two
variables that are being correlated. In the case of an auto-correlation or auto-spectral
density, we expect the phase to be zero.
There are a couple of further steps that much be incorporated when calculating
values from our data, particularly the Fourier transform. First, we want to measure
and compare values that exist only when the plasma is in an equilibrium state. This
means that we will only look at a section of the data, and use this section to calculate
our values. However, this can lead to a problem with the Fourier transform. The
discrete Fourier transform can be essentially viewed as an infinite Fourier transform
that has been windowed [6]. This window can lead to what is known as side-lobe
leakage, which can cause distortions to the power spectra. If we view our data as
x(t)=u(t)v(t), where u(t) is a rectangular function, then the Fourier transform of
u(t) has the form:
U (f ) = T (

sin(πf T ) −πjf T
)e
πf T

(B.25)

If one were to plot this, they would notice that there is a central peak, and that there
are also smaller peaks, or side-lobes, that fall off on either side. These sides-lobes are
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Figure B.12: Raw density signal for LAPD data. This data is known to be turbulent,
and will be used as a basis of comparison.

able to leak power into the spectra, and are what cause the distortion. In periodic
data, with period T, this can be avoided by choosing the section of data to include
an exact integer number of the period. However, an easier method is to simply apply
an actual window to compensate for this affect. The most common window to use
it known as a Hanning or cosine squared window. This has the form[6]:


 
1
2πt
πt
2
uh (t) =
1 − cos
= 1 − cos
0≤t≤T
2
T
T

(B.26)

and zero otherwise. One should be aware that this leads to a loss factor, generally
p
of a factor of 8/3, which can be multiplied back after the computation is done, in
order to compensate for the loss. Figure B.13 shows a comparison of applying the
Hanning window, and not applying the Hanning window. We can see that for this
case, there is a slight difference in the two power spectral densities. The peaks that
exist are slightly broader in the left spectral density, compared to those in the right,
which was calculated using the Hanning window.
There is another effect that we need to look at that is not evident. As mentioned
above, there are two ways to calculate the power spectral density, and while one
might expect these two methods to be identical, it turns out to not be the case.
This can be most clearly seen in Figure B.14. The figures on the left were computed
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Figure B.13: Auto-Power Spectral Density, depicting the difference of not using a
Hanning window(left) and using a Hanning window (right).

by first Fourier transforming our data, and then calculating the spectral density,
while the figures on the right are from auto-correlating the data and then Fourier
transforming it. Looking at the plot of the real part of the spectral density, it appears

Figure B.14: Auto-Power Spectral Density, depicting the difference between two
methods of calculating power-spectra. The left was first Fourier transformed, while
the right was correlated, and then Fourier Transformed.

Appendix B. Appendix: Practical Statistics for Fluctuations and Turbulence

200

that the two methods are very comparable up until 15kHz. However, after that, we
notice that the right plot dies out into a flat line, while the left plot still looks as we
would expect. The difference is even more visible in the phase part of the spectral
density. Since we are calculating the auto-spectral density, we could expect there to
be no phase difference and no information in the phase part. However, as we can
see, in the method for which we calculated the auto-correlation and then Fourier
transformed the data, there appears to be information in the phase.

For the rest of the spectral densities contained within this document, all will
be multiplied by a Hanning window, and each will be calculated by first Fourier
transforming the data, and then finding the spectral density. The results can be seen
in Figure B.15

We’ll begin by looking at Figure B.15a. This is a very typical power spectral
density for a coherent mode; the sharp peaks exist at the frequency of the fluctuations
that we saw in the raw data. The reason for multiple peaks is either there are
multiple modes that we may not have seen by eye, or more likely for this case, they
are harmonics of the first mode. Looking at the case of 115 mT, we can say that this
is probably weakly turbulent. We can see that up until around 500 Hz, there appears
to be a broad-band structure, though after this point, the power spectrum flattens
out. The next two power spectrum are fairly typical for turbulent modes. We do
not see the sharp peaks as in the coherent case, or the flattening of the spectrum as
in the second case. Instead, we have a very broad-band structure that exists over a
long range of frequencies. Since both the HelCat 205 mT and the LAPD 100 mT
case are turbulent, we will use the HelCat 205 mT data throughout the rest of this
paper in order to look at a turbulent case.
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Figure B.15: Comparison of auto-spectral density for different cases, showing the
change from a non-turbulent system to a fully turbulent system.

B.2.2

Auto-Correlation

Above we saw the use of auto-power spectral densities. We also saw its relationship
to the auto-correlation function, though there were some issues with calculating the
spectral density from the correlation function. However, the auto-correlation has
further use than to calculate spectral densities. Important in turbulence theory is
the auto-correlation time. This is useful for estimating the diffusion coefficient D,
assuming that the turbulent transport is dominated by diffusion [55]:
D≈

(Correlation-Length)2
Auto-Correlation Time

(B.27)
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To find the auto-correlation time, one first finds the auto-correlation. The time is
typically defined in one of two ways. The first, and more common way, is as the 1/e
folding time of the peak value of the auto-correlation time. The second is to take
the time when the auto-correlation function first crosses the time axis. We take the
first definition and apply it to our non-turbulent system, and our turbulent system
to find a correlation time of 0.362 ms at 44 mT and 1.87 ms at 205 mT. To find

(a) τ = .362 ms, at 44 mT

(b) τ = 1.87 ms, at 205 mT

Figure B.16: Raw density signal for 44 mT showing frequency of the mode, and the
corresponding cross-correlation between two probes displaced by 90◦

the correlation-length requires the cross-correlation and will be discussed in the next
section.

B.3

Cross-Correlation and Cross-Power Spectra

In the above sections, we saw the use of the auto-correlations and auto-power spectra.
However, while the auto-power spectra is useful to identify if a system is turbulent
or not, it does not give us any insight to the physical process that is occurring.
The auto-correlation function offers a little bit of this information by helping us to
identify the diffusion coefficient (under the assumption that the process is diffusion
dominated). In order to gain more insight into the physical processes occurring in the
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environment, we need to look at the cross-correlation and cross power spectra. Most
of the important information from these comes in the form of phase information. By
looking at the phase relation between two signals, we can learn a great deal about
the system.

B.3.1

Mode Measurement and kk

In order to determine the drive of an instability, one often needs to know the
frequency of the mode, which can be identified from the auto-power spectrum, and
the wavelength of the mode. In order to measure the wavelength, one needs to have
two probes separated by a distance d (along the magnetic field) in the plasma. The
two probes should be measuring a similar quantity, such as density, as an example. In
the time it takes the wave to propagate from one probe to the other may cause a phase
shift to occur between the two signals. By cross-correlating the data between them,
it is possible to determine the wavelength of the mode, and from the wavelength,
we can determine the parallel wavenumber [67]. There is an exception to this; it is
possible to have a mode that has a kk equal to zero, and therefore the wavelength
will be infinite for this instance. This generally occurs for the Kelvin-Helmholtz
instability.
A similar process to this is performed for measuring the mode of the instability.
In this case the two probes are displaced an angle in the azimuthal direction. Again,
as the mode propagates, there may again be a phase shift. The size of the phase
shift can tell us the mode number [67]. The mode number itself is not useful for
identifying the mode, but it is useful for comparing with theory. Linear stability
analysis is used to estimate the most unstable mode and wavelength of a plasma.
By comparing the stability analysis to the measured values, it is possible to further
diagnose the instability.
For a coherent mode, it is possible to calculate the phase shift between two

Appendix B. Appendix: Practical Statistics for Fluctuations and Turbulence

204

signals from the cross-correlation. As an example, we will look at calculating the
mode number from the coherent case at 44 mT. From Figure B.15a, we can see that
the instability has a frequency of approximately 600 Hz. In Figure ?? we can see

Figure B.17: Raw density signal for 44 mT displaying the period (and corresponding)
frequency at B=44 mT, and the corresponding cross-correlation between two probes
displaced by 90◦ .

that the peak of the cross-correlation is slightly off center, at t=0.25 ms. Knowing
this value and the period (or frequency) of the fluctuations, we can use the following
relation to find the phase difference between the two probes:
∆φ
t
=
T
360◦

(B.28)

where we have compared the time difference that occurred between the two probes
in one period to the phase difference that occurs in one period. From this, we are
able to find that the phase shift between these two probes was approximately 54◦ . If
we know the angle between the two probes, we can then find the mode number [67]:
∆φ = mφ

(B.29)

where φ is used to represent the angle of separation between the two probes. Since
these two probes were believed to be separated by 90◦ , this seems to tell us that
the mode number for this instability is approximately m=1, though there appears
to be a great deal of experimental error in this assumption. However, from imaging
sources, we have verified that this mode is m=1 as well. The process is similar for
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calculating a parallel-wavelength using the correlation method, but the equation to
find k is:
k=

∆φ
d

(B.30)

where d is the linear distance between the probes.
However, we are unable to use this method for more turbulent systems, which
has many frequencies present. It is therefore worthwhile to repeat this measurement
using the spectral density. Assuming we have two random variables, x(t) and y(t),
we first begin by finding their Fourier transform pairs, X(f), and Y(f), respectively.
We then calculate their cross-power spectrum:
SXY = X(F )Y ∗ (F )

(B.31)

Once again, note that this will have both a real and an imaginary part. The
imaginary part carries around the phase information, which is the quantity of interest.
We can see the real and imaginary parts of cross-power spectrum in Figure B.18.
There is a corresponding peak in both the real part and imaginary part of the power

Figure B.18: Cross-Power Spectral Density of two probes separated by an azimuthal
angle of approximately 90◦ at 44 mT.

spectrum. The angle between the two probes can be found as:


Im(SXY )
−1
∆φ = tan
Re(SXY

(B.32)

The power spectrum at f=600 Hz is 1.6141 × 104 − 2.3732i × 104 , which corresponds
to an angle of 55.7◦ , similar to the value of 54◦ found from the cross-correlation
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technique. When the fluctuations are turbulent, it is more useful to view the angle
as a function of frequency, as shown in the next figure: This result, while messy, also

Figure B.19: Phase-angle a function of frequency between two probes at B=115 mT

shows that there is a region of correlation between two signals. This is useful when
measuring a value known as the cross-phase, which is generally measured between
density and potential fluctuations.
We can similarly find the parallel wavelength or the mode number from the phase
difference:

B.3.2

k=

∆φ
d

(B.33)

m=

∆φ
φ

(B.34)

Radial Transport and Cross-phase

Another use of the cross-correlation is to calculate the amount of radial transport
occurring through the cross-phase [67]. The averaged particle flux, Γ, is:
Γ = E{ñ(t)ṽ(t)}

(B.35)

The electric field easily measured, but the plasma potential, φ, can be measured,
and used to estimate the electric field via E∇φ. The flux can be converted to the
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spectral domain [66], and becomes:
Z
2 ∞
Γ̃ =
k(ω) × |γnφ (ω)| × sin[αnφ ] × [Sn (ω)Sφ (ω)]1/2 × dω
B 0
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(B.36)

where γnφ is the coherence between the density and potential fluctuations, and Sn and
Sφ are the auto-power spectrum for density and potential, and αnφ is the phase-angle
between the density and potential fluctuations.
This expression shows that the flux can be driven by several components, one of
which is the cross-phase between density and potential (electric field). A δnφ = 90◦
indicates that maximum transport is occurring. This is because of the relationship
between electric field and the electric potential:
Ẽ = −∇φ̃ = −jkφ

(B.37)

As we can see, the cross-phase can be used to give an indication of how strong the
radial transport is.

B.3.3

Correlation-Length

The correlation-length is very similar to the correlation time. However, unlike the
correlation-time, which requires only one measurement, the cross-correlation length
requires many measurements. Suppose we have two probes; we will fix one probe,
and radially scan the second probe. We will then cross-correlate the data between
the fixed probe, and the scanned probe. Similarly, we could have a multi-tipped
probe, which has its tips displaced by a radial distance; we would then correlate the
data from one tip to all of the other tips.
On a graph, we would then plot the value of the cross-correlation function at t=0
for each radial position. In a turbulent system, we should see that this radial plot
will be decaying, while in a coherent plot, this function will oscillate. If the graph is
turbulent, we then take the distance from the fixed probe at which the function has
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decayed by 1/e. Unfortunately, an example is not available to be shown here at the
present time due to computational restrictions of my computer.

B.4

Summary

We have summarized the basic statistical analysis of turbulent data. While there are
more statistics that can and are often performed, such as calculation of the Hurst
exponent, and bi-spectrum analysis, these subjects are not covered here. However,
shown are the basics for distinguishing between turbulent and non-turbulent data.
This is most easily accomplished from the power spectrum. We also saw that while
there are theoretically two ways of calculating the power spectrum, only one way
tends to preserve the correct phase information.
We further saw how to estimate the PDF of real data, as well as looking at
skewness and kurtosis. All three of these are most important for turbulence in
order to determine if the instability is Gaussian-like. This is important for truly
understanding the physics of the turbulence; this comes most strongly from the
kurtosis, which is a good indicator of whether the events occurring in a system of
rare and large, or small and common. For our cases, we saw mostly that the cases
are small and common.
We also saw that from the cross-correlation of two signals, we find useful values,
such as parallel-wavenumber, and the azimuthal mode number. As well, an additional
measure of the turbulence is found via the cross-phase, in particular looking at the
cross-phase of density and potential.
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Linear Stability Solver
The linear stability solver is an eigenmode solver that code utilizes the electrostatic
Braginskii equations [9]. These equations are a special case of the two-fluid equations,
and are often employed because they are a close system of equations. They assume
that particle distributions are Maxwellian, as well as that the ions are cold, such that
Ti << Te .
These equations can be written as [70]:

me


∂ nvke
dn
=−
+ Sn
dt
∂z

(C.1)

2 ∂j
d∇2⊥ φ
∂∇2⊥ φ mi ωci
k
= −vki
+ 2
dt
∂z
e n ∂z

(C.2)

∂jk 2 ∂vke
dTe
2 Te
∂Te
=
.71
− Te
− vke
+ ST
dt
3 en
∂z
3 ∂z
∂z

(C.3)

dvke
∂vke Te ∂n
∂φ
∂Te ejk
= −me vke
−
+e
− 1.71
+
dt
∂z
n ∂z
∂z
∂z
σk
dvki
∂vki
1 pe
= −vki
−
dt
dz
n dz

(C.4)
(C.5)

where the following definitions have been implemented: pe = nTe , df /dt = ∂f ∂t −
(1/B)[φ, f ], jk = en(vki − vke ), and ωci = eB/mi .
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The equations are analyzed in cylindrical coordinates to match the experimental
device of interest. Recall that the Poisson bracket and ∇2 in cylindrical coordinates
are as follows::
∂a 1 ∂b 1 ∂a ∂b
−
∂r r ∂θ r ∂θ ∂r

(C.6)

∂f
1 ∂f
∂f
r̂ +
θ̂ +
ẑ
∂r
r ∂θ
∂z

(C.7)

[a, b] =

∇f =

1 ∂
∇f=
r ∂r
2



∂f
1 ∂ 2f
∂ 2f
r
+ 2 2 + 2
∂r
r ∂θ
∂z

(C.8)

The magnetic field will assumed to be along the z-axis, such that B = B0 ẑ, where
B0 is a constant value.

C.1

Normalizing the Equations

The first step in linearizing the equations is to normalize them. It is standard
practice to normalize to physical parameters. Radial coordinates are normalized
to ion gryoradius at the sound speed, ρs = cs /ωci , while axial components are
normalized to the machine length, Lk . Density and temperature are normalized
to a constant value generally chosen to be the peak value. These values will be
denoted as n0 and Te0 respectively. The potential will be normalized to eTe0 . Time
is normalized to the parallel time scale, Lk /cs .
Other useful quantities are ion gryofrequency ωci = mi /eB, the ion sound speed
2
c2s = Te0 /mi = ρ2s ωci
, and the collision frequency ν = e2 n0 Lk /mi cs σk , where
3/2

σk = 3.44 ∗ 105 Te0 e2 /me Λ and Λ is the Coulomb logarithm.
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C.1.1

Equation 1

Beginning with the first equation, we write out the equation, and then place the
normalizing values:
∂n
1
−
∂t
B

n0 ∂n/n0 n0 Te0 c
−
τ ∂t/τ
eBρ2s





1 ∂φ ∂n 1 ∂φ ∂n
−
r ∂r ∂θ
r ∂θ ∂r



∂ nvke
=−
∂z


(C.9)


1 ∂φe/Te0 ∂n/n0
1 ∂φe/Te0 ∂n0
−
=
r/ρs ∂r/ρs
∂θ
r/ρs ∂θ ∂r/ρs

n0 cs ∂ n/n0 vke cs )
−
Lk
∂z/Lk

(C.10)

This equation becomes reduced by replacing the variables with assumed ‘normalized’
values, and the can be written as:
∂n Lk
−
∂t
ρs

C.1.2



1 ∂φ ∂n 1 ∂φ ∂n
−
r ∂r ∂θ
r ∂θ ∂r



∂ nvke
=−
∂z


(C.11)

Equations 2-4

Following the same procedure as above reduces the others equations to the following
form:
∂∇2⊥ φ Lk
−
∂t
ρs
∂Te Lk
−
∂t
ρs



∂vke Lk
−
∂t
ρs



1 ∂φ ∂∇2⊥ φ 1 ∂φ ∂∇2⊥ φ
−
r ∂r ∂θ
r ∂θ ∂r

1 ∂φ ∂Te 1 ∂φ ∂Te
−
r ∂r ∂θ
r ∂θ ∂r





= vki


∂∇2⊥ φ 1 ∂
+
n vki − vke (C.12)
∂z
n ∂z

 2 ∂vke
2 Te ∂
∂Te
= .71
n vki − vke − Te
− vke
3
n ∂z
3 ∂z
∂z
(C.13)

1 ∂φ ∂vke 1 ∂φ ∂vke
−
r ∂r ∂θ
r ∂θ ∂r



∂vke mi ∂φ
mi ∂Te
+
− 1.71
∂z
me ∂z
me ∂z
 mi Te ∂n
mi
+ νn vki − vke −
me
me n ∂z

= −vke

(C.14)
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Linearizing the Equations

Now that the equations are normalized, they need to be linearized. We do this making
a few simple assumptions. We start by assuming that all of our functions, to first
order, have an equilibrium component and a fluctuating component, i.e., φ = φ0 + φ̃.
A further assumption is that the equilibrium component varies only in the radial
direction, i.e., φ0 = φ0 (r). However, the fluctuating component varies sinusoidally in
both the azimuthal and axial directions, i.e., φ̃ = φ̃eimθ eikk z , where m is an integer
value, and kk is the parallel wavenumber. Everything will be approximated to first
order, and we will also assume that vk0 = 0 for both the ion and electron directions.
The system will be assumed to be quasi-neutral such that ni = ne = n. For HelCat,
the ion velocity is neglected.

C.2.1

Equation 1

Starting with our linearized equation:


∂(nvke )
∂n Lk 1 ∂φ ∂n 1 ∂φ ∂n
−
−
=−
∂t
ρs r ∂r ∂θ
r ∂θ ∂r
∂z
"
#
∂ṽke
∂ ñ Lk 1 ∂φ0 ∂ ñ 1 ∂ φ̃ ∂n0
−
−
= −n0
∂t
ρs r ∂r ∂θ
r ∂θ ∂r
∂z


∂ ñ Lk
1 ∂φ0
1 ∂n0
−
im
ñ − im φ̃
= −ikk n0 ṽke
∂t
ρs
r ∂r
r ∂r

C.2.2

(C.15)

(C.16)
(C.17)

Equation 2

This equation requires further simplifying after linearizing. The linearized equations
takes the form of:
"
#
Lk
∂ 2
1 ∂φ0 2
1 ∂∇2⊥ φ̃
∇ φ̃ −
im
∇ φ̃ − im φ̃
= ikk (ṽki − ṽke )
∂t ⊥
ρs
r ∂r ⊥
r
∂r

(C.18)
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Note that this form still contains the term ∇2 φ. In order to remove this, we rewrite
in terms of the Laplacian:
1 ∂
∇ φ=
r ∂r
2



∂φ
r
∂r


+

1 ∂ 2φ ∂ 2φ
+
r2 ∂θ2
∂z

(C.19)

We use this result to find:
1 ∂
∇ φ0 =
r ∂r
2





∂φ0
1 ∂ 2 φ0 ∂ 2 φ0
1 ∂
∂φ0
r
+ 2
=
r
+
∂r
r ∂θ2
∂z
r ∂r
∂r

(C.20)

where the second two terms are zero.

Constraints on φ
An additional issue that exists is the behavior of φ. The vorticity equation gives:
1
m2
φ̃00 + φ̃0 − 2 φ̃ = ω
r
r

(C.21)

We want φ to be a well-behaved function, meaning that as r → 0 that φ → 0. By
imposing this, we require that:
φ = rn χ(r)

(C.22)

φ0 = nrn−1 χ(r) + rn χ0 (r)

(C.23)

φ00 = n(n − 1)rn−2 χ(r) + nrn−1 χ0 (r) + nrn−1 χ0 (r) + rn χ00 (r)

(C.24)

where lim χ 6= 0
r→0

In order for this to be true, φ = rm−1 χ, leading to the following equation:


1 ∂∇2 φ0 1 ∂ 1 ∂φ0 ∂ 2 φ0
=
+
r ∂r
r ∂r r ∂r
∂r2

 3
1 ∂ φ0
1 ∂φ0 1 ∂ 2 φ0
=
− 2
+
r ∂r3
r ∂r
r ∂r2
 3

∂ φ 1 ∂ 2 φ0
1 ∂φ0
m−2
=r
+
− 2
(C.25)
∂r3
r ∂r2
r ∂r
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This leads to the final form of equation 2:
 3


Lk 1 ∂φ0
∂ 2
∂ φ0 1 ∂ 2 φ0
1 ∂φ0
2
m−2
∇ φ̃ −
im∇⊥ φ̃ − imφ̃r
=
+
− 2
∂t ⊥
ρs r ∂r
∂r3
r ∂r2
r ∂r

ikk ṽki − ṽke

C.2.3

(C.26)

Equations 3-5

By following the same procedure are described above, we find the final form of our
last equations. They are:


 2
∂ T̃e Lk 1 ∂φ0
1
∂Te0
2
−
im
T̃e − imφ̃
= .71Te0 ikk ṽki − ṽke − Te0 ikk ṽke (C.27)
∂t
ρs r
∂r
r
∂r
3
3


 mi Te0
∂ṽke Lk 1 ∂φ0
mi
mi
mi
−
imṽke =
ikk φ̃ − 1.71 ikk T̃e +
νn0 ṽki − ṽke −
ikk ñ
∂t
ρs r ∂r
me
me
me
me n0
(C.28)


∂ṽki Lk 1 ∂φ0
Te0
−
imṽki = −ikk T̃e −
ikk ñ
(C.29)
∂t
ρs r ∂r
n0

C.3

Final Form and Matrix

Now that the equations are normalized and linearized, the next step is to solve the
equations. This is done by rearranging the equations into a matrix form such that:
γ[] = A[]

(C.30)

(A − γI) = 0

(C.31)
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for which the solution becomes an eigenvalue problem. Note that I is the unity
matrix. More specifically, the solution takes the form:




φ̃



 T˜ 

 e 






∂t  ñ  =∂t 




 ṽke 




ṽki

0

I 0 0

0

0 I 0

0

0 0 I

0

0 0 0




φ̃


 T˜ 
0 
 e 




0 
  ñ 


 ṽke 
0 


I
ṽki

M 0 0 0 0

(C.32)

Note that M is a matrix that coverts ∇2⊥ φ̃ to φ̃, otherwise there would exist 6
unknowns for 5 equations.

C.3.1

The matrix M

The matrix relating ∇2⊥ φ̃ to φ̃ is found by expanding the Laplacian as in equation
C.19, and applying the wave approximation:
1
1
∇2⊥ φ = ∂r (r∂r φ̃) − 2 m2 φ̃
r
r

(C.33)

Then, the constraint that φ = rm−1 χ(r) is applied to this equation. This leads to:
1
1
1
1
∂r (r∂r φ̃)+ 2 m2 φ̃ = ∂r (r∂r (rm−1 χ) + 2 m2 rm−1 χ
r
r
r
r

1  m 0
= ∂r r χ + χ(m − 1)rm−1 + m2 rm−3 χ
r

1  m−1 0
=
mr
χ + rm χ00 + χ0 (m − 1)rm−1 + χ(m − 1)2 rm−2 − m2 rm−3 χ
r
= rm−1 χ00 + (2m − 1)rm−2 χ0 + χ(m − 1)2 rm−3 − m2 rm−3 χ
= rm−1 χ00 + (2m − 1)rm−2 χ0 + (−2m + 1)rm−3 χ

(C.34)

It then becomes a matter of reducing the derivatives. This is done by applying
a finite different method. Assume that the radial coordinate system is broken into a
grid of N points. The position of interest occurs at point j. There are various ways
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to apply these methods, and the one used here averaged two cases. These can be
expressed as:
∂χ
χj − χj−1
=
∂r
∆r
χj+1 − χj
∂χ
=
∂r
∆r

(C.35)
(C.36)

The first of these two equations finds χ at the spatial coordinate j-1, while the second
finds it at j+1. These two terms can be averaged to find the first derivative, and
combined (subtracted) to find the second term:


1 χj+1 − χj χj − χj−1
χj+1 − χj−1
0
χ =
+
=
2
∆r
∆r
2∆r


1
χj+1 − χj
χj − χj−1
χj+1 − 2χj + χj−1
00
χ =
−
=
∆r
∆r
∆r
∆r2

(C.37)
(C.38)

The exact implementation of this can be found in the code, and matrix below.

C.3.2

The Final Matrix

These equations can now be written in matrix form, as shown. Incorporated for
the reader are also the terms are they are written in the Matlab code, as well as
various definitions from the real variable equations. Note that the matrix M is
defined at MAT, and the finite difference method applied to the derivatives therein
are contained in the terms DER1 and DER2.

φ̃
T˜e














Lk
imM
ρs
r

eye(N)


zeros(N) 


zeros(N) 


zeros(N) 

2

zeros*(N)

r

1

ρs

Lk

N00 =n0

0

mi

0

N01 = n

Phi03 = φ

m−2

0

T01 = Te

000

Rmm2 = r

kp = kk

Te00 = Te0

00

m−1

me

Phi02 = φ

Rmm1 = r

miome =
Rmm3 = r

MAT5 = −Rorhos ∗ N01 ∗ i ∗ m ∗ IR ∗ Rmm1

MAT4 = Rorhos ∗ i ∗ m ∗ Phi01 ∗ IR

MAT3 = −Rorhos ∗ Te01 ∗ i ∗ m ∗ IR ∗ Rmm1

MAT2 = i ∗ kp ∗ eye(N)

m−3

2
3

I
I
I
I












MAT4


MAT2

∗ 1.71 ∗ MAT2 ∗ Te00 


∗
zeros(N)


miome ∗ nu ∗ N00




M −1














−miome ∗ nu ∗ N00 + MAT4

MAT1 = Rorhos ∗ i ∗ m ∗ IR ∗ Phi01 ∗ MAT − i ∗ m ∗ Rmm2 ∗ Rorhos ∗ (Phi03 + Phi02 ∗ IR − Phi01 ∗ IR )

MATinv = inv(MAT)

Phi01 = φ

IR =

zeros(N)

eye(N)

zeros(N)

zeros(N)



MAT = Rmm1 ∗ DER2 + (2 ∗ m − 1)Rmm2 ∗ DER1 + (−2 ∗ m + 1) ∗ Rmm3

Definition of Matlab Variables
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zeros(N)
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0
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C.3.3

Resistive Interchange vs. Drift Waves

It can be difficult to differentiate between certain instabilities, particularly the driftwave instability and the interchange instability. Below are simplifications that can
be applied to each equation (and therefore the code) that removes one of these
instabilities. Special thanks to Paolo Ricci for supplying these results.

Resistive Interchange Setup
Reducing the equations as follows:


∂ ñ Lk
1 ∂n0
1 ∂φ0
−
ñ − im φ̃
im
=
∂t
ρs
r ∂r
r ∂r

−ikk n0 ṽke
| {z }

(C.39)

Generally small, set to 0


 3

Lk 1 ∂φ0
∂ φ0 1 ∂ 2 φ0
1 ∂φ0
∂ 2
2
m−2
∇ φ̃ −
im∇⊥ φ̃ − imφ̃r
+
− 2
=
∂t ⊥
ρs r ∂r
∂r3
r ∂r2
r ∂r
−ikk ṽke
| {z }

(C.40)

Use Ohm’s Law

replace with: −kk2 φ̃/νn0



∂ T̃e Lk 1 ∂φ0
1
∂Te0
−
im
T̃e − imφ̃
=
∂t
ρs r
∂r
r
∂r

2
− 1.71Te0 ikk ṽke
| 3
{z
}

(C.41)

Can neglect for this instability

allows us to test only for the resistive interchange instability.

Drift-Wave Setup
In order to be unstable, drift-waves require a resistivity and an electron inertia.
These terms break the adiabatic condition: ikk φ̃ − 1.71kk T̃e − Te0 /n0 ikk ñ. Reducing
the equations to remove interchange, we make the following changes:


∂ ñ Lk 

−
∂t
ρs 

1 ∂φ0
im
ñ
| r{z∂r }

Neglect, just adds rotation

1 ∂n0 
 = −ikk n0 ṽke
−im φ̃
r ∂r 

(C.42)
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 3


Lk 1 ∂φ0
∂ φ0 1 ∂ 2 φ0
∂ 2
1 ∂φ0
m−2
2
∇ φ̃ −
im∇⊥ φ̃ − imφ̃r
=
+
− 2
∂t ⊥
ρs r ∂r
∂r3
r ∂r2
r ∂r
|
{z
}
Drop this term; not essential to DW’s

−ikk − ṽke

∂ T̃e Lk 

−
∂t
ρs 

(C.43)


1 ∂φ0
im
T̃e
∂r }
|r {z

1
∂Te0 
 = − 2 1.71Te0 ikk ṽke
− imφ̃
r
∂r 
3

(C.44)

Drop; again causes rotation




∂ṽke Lk 1 ∂φ0
mi
mi
mi
mi Te0
−
imṽke =
ikk φ̃ − 1.71 ikk T̃e −
νn0 ṽke −
ikk ñ (C.45)
∂t
ρs r ∂r
me
me
me
me n0
{z
}
|
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Appendix: Effects of Boundary
Conditions
As mentioned in Chapter 3, three different boundary conditions were inadvertently
tested. This section will discuss some of the effects observed with the anodized
plate present, which was inserted around June 2014 and removed in May 2015.
This end condition is shown in Figure D.1 This plate was an aluminum plate that

Figure D.1: Anodized plate that was used as a end boundary condition at the source.
The anodizing process made the once conducting aluminum plate insulating.

was anodized, which caused the plate to become insulating. Initially, the change in
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boundary appeared to have no major effect on the plasm. The following results come
primarily from Phantom camera results.

Figure D.2: Time-trace of light-fluctuations at B=44 mT, as well as the corresponding power spectrum. The m=1 mode was found to rotate in the electron diamagnetic
direction with a frequency f=600 Hz.

At 44 mT, an m=1 mode was still observed to rotate in the electron diamagnetic
direction, with a frequency of f=600 Hz, which is the same as observed with the
conducting boundary. Figure D.2 shows a time trace of the fluctuating light from
the Phantom Camera; next to it is the power spectrum taken from the time trace.
The sample rate of the camera was 11019 Hz.
However, as the magnetic field is increased, changes were observed. The two
magnetic field cases tested were 68.2 mT (m=2) and 79.2 mT (m=3). It was found
that while an m=2 (or m=3) mode existed at inner radii, the mode doubled at midradii, as shown for B=68.2 mT in Figure D.3. While the center is hidden in this case,
fast imaging revealed an m=2 mode. However, an m=4 mode is found at mid-radii.
It is found to rotate with a frequency approximately double the frequency of the
m=2 mode, at f=1.6 kHz In addition, at the very edge there existed an intermittent
m=1 mode, which is also exhibited in this image. This mode rotated opposite of the
m=2 and m=4 mode at a much lower frequency, estimated in the 100-300 Hz range.
It was also observed to break away from the central plasma, and dissipate at the
edge. Similar behavior was observed to occur at B=79.2 mT, but instead with an
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m=3 and m=6 mode at inner radii.
This behavior is quite difficult to understand, and raises questions about
conservation of energy and momentum. While no definitive explanation is available
here, the cause of this behavior may in fact arise from the self-bias of the plasma.
Recall that in order for a plasma to remain quasi-neutral, sheaths are generated at
boundaries. The purpose of these sheaths is to repel electrons, and accelerate ions
out. In order for this to occur, the plasma potential must be positive with respect
to the boundary.
A helicon plasma, however, is inductively induced, and does not have a welldefined ground. It is unknown exactly where or how the plasma defines ground, and
the process by which quasi-neutrality is established. It has generally been believe
that the vacuum vessel walls were ground, but there is no evidence to corroborate
this, until maybe now.
With a conducting front wall, fluctuations are observed to have the same mode
number across the plasma radius. As well, the mode is generally contained within
the inner radii, and is not observed to connect with the outer chamber wall. With
the change to an insulating boundary, the plasma no longer has an easily accessible
ground. This change appears to have led to the plasma connecting to the outer
most wall, potentially to establish a well-defined ground. The exact nature of the
dynamics for this to occur are, of course, complicated, and not easily understood or
tested.
However, the biasing capabilities also changed with the boundary conditions. It
was found that ring biasing, which could suppress low field fluctuations, was no
longer able to have any affect on the plasma or its fluctuations. Unfortunately no
data was collected to further examine or explain this effect, and it was merely an
observation. However, this change also seems to indicate that the self-biasing of the
plasma was affected by the change in boundary condition.
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Grid biasing is an altogether different story. The grid was found to still be able
change fluctuation dynamics. The following tests were completed using grid 1, which
was located just 7.5 cm from the plasma source. Without the grid, the fluctuations
again appeared similar to those previously seen with the conducting boundary:
Grid 2 was able to have a larger affect on the plasma. Negative bias at B=44 mT
caused the plasma to be turbulent in nature. With positive bias, the turbulence was
suppressed, while at high positive bias the PRI was again excited, with a frequency
of f=212 Hz.
There are several bits of information that can be taken from all of these results.
One, it appears that the plasma finds its main ground from the front boundary
condition, and self-biases with respect to it. As well, both of the grids affect the
self-bias, both with and without a conducting boundary near the source.
Of most interest is the effect the change in self-bias has on the intrinsic instability.
The dynamics observed with the floating boundary condition are hard to understand,
given the sudden mode and frequency doubling with radius, as well as the reversed
mode at the far edge. It is difficult to understand the physics occurring in this
situation, and present a unique research opportunity, that involves both learning
more about plasma self-bias, as well as the way it can affect instabilities.
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Figure D.3: Phantom camera image of outer radii. Not seen in this figure is the
m=2 mode that exists at the very center; the m=4 mode rotates in the electron
diamagnetic direction with a frequency approximately double the m=2 mode, f=1.6
kHz. At the very edge an m=1 more intermittently exists, rotating in the ion
diamagnetic direction with a frequency f=100-300 Hz. B=68.2 mT
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(a) No Grid

(b) Grid 1=-20 V

(c) Grid 1=0 V

(d) Grid 1=20 V
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Figure D.4: Power spectrum at B=44 mT while biasing grid 1, showing that the
bias is able to have to an effect even with the floating boundary condition, unlike
the rings, which had no affect.
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(a) Grid 2=-40 V

(b) Grid 2=30 V

(c) Grid 2=55 V

(d) Grid 2=55 V
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Figure D.5: Power spectrum at B=44 mT at various biasing voltages with grid 2. It
is now found that grid 2 has a similar affect as when the boundary at the source is
conducting, and therefore has quite a large impact on the self-bias of the plasma.
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