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Abstract
Let G be a k-connected graph and Dc(G) denote the maximum diameter of G after deleting any of
its c < k vertices. We prove that if G1,G2, . . . ,Gq are k1-connected, k2-connected, . . . , kq -connected
graphs and 0  a1 < k1, 0  a2 < k2, . . . , 0  aq < kq and a = a1 + a2 + · · · + aq + (q − 1), then the
fault diameter of G, the Cartesian product of G1,G2, . . . ,Gq , with a faulty nodes satisfies the inequality
Da(G)Da1 (G1) +Da2 (G2) + · · · +Daq (Gq) + 1.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In the design of large interconnection networks several factors have to be taken into account.
A usual constraint is that each processor can be connected to a limited number of other processors
and the delays in communication must not be too long. Extensively studied network topologies
in this context include graph products and bundles. For example, the meshes, tori, hypercubes
and some of their generalizations are Cartesian products. It is less known that some well-known
topologies are Cartesian graph bundles (see, e.g. [13]), i.e. some twisted hypercubes [4,7] and
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have been studied as interesting communication network topologies [3,12,15].
Furthermore, an interconnection network should be fault-tolerant. Since nodes of a network
do not always work, if some nodes are faulty, some information may not be transmitted by some
of these nodes. The fault diameter has been determined for many important networks recently
[5,6,10,17]. The concept of fault diameter of Cartesian product graphs was first described in [9],
but the upper bound was wrong, as shown by Xu, Xu and Hou who corrected the mistake [17].
An upper bound for the fault diameter of Cartesian graph bundles was given in [1].
In this paper we generalize the result of [17] to arbitrary number of factors. As a k-connected
graph remains connected if up to k − 1 vertices are missing, we study the diameter of a graph
with any permitted number of vertices deleted. In this paper, we prove the two theorems listed
below.
Theorem 1.1. Let G1,G2, . . . ,Gq be k1-connected, k2-connected, . . . , kq -connected graphs, and
G the Cartesian product of G1,G2, . . . ,Gq . Let 0 a < k1 + k2 + · · · + kq . Then
Da(G)min
{Da1(G1) +Da2(G2) + · · · +Daq (Gq) + 1
∣∣
a1 + a2 + · · · + aq = a − (q − 1), 0 a1 < k1, 0 a2 < k2, . . . , 0 aq < kq
}
.
On products with more than two factors, this result improves previous bounds. Namely, if we
applied the main theorem [17] on the Cartesian product G of 3 factors G1,G2,G3 then we would
getDa+b+c+2(G)Da+b+1(G1G2)+Dc(G3)+1Da(G1)+Db(G2)+Dc(G3)+2, which
is of course more than Da(G1) +Db(G2) +Dc(G3) + 1.
Furthermore, for cases with a small number of faulty vertices we prove the exact formula for
computing the fault diameter:
Theorem 1.2. Let G1,G2, . . . ,Gq be connected graphs, and G =qi=1Gi . Then
(1) Da(G) =∑qi=1D0(Gi) =D0(G) for 0 a < q − 1;
(2) D0(G)Dq−1(G)D0(G) + 1,
where D0(G) is the diameter of G.
2. Preliminaries
A simple graph G = (V ,E) is determined by a vertex set V = V (G) and a set E = E(G) of
(unordered) pairs of vertices, called the set of edges. As usual, we will use the short notation uv
for edge {u,v}. Two graphs G1 and G2 are isomorphic, G1  G2, if there is a bijection between
the vertex sets that preserves adjacency.
Let G1 and G2 be graphs. The Cartesian product of graphs G1 and G2, G = G1  G2, is
defined on the vertex set V (G1) × V (G2). Vertices (u1, v1) and (u2, v2) are adjacent if either
u1u2 ∈ E(G1) and v1 = v2 or v1v2 ∈ E(G2) and u1 = u2. For u ∈ V (G1) we define the layers
G2(u) = {(u, x) | x ∈ V (G2)} and for v ∈ V (G2) the layers G1(v) = {(x, v) | x ∈ V (G1)}. The
layers are clearly isomorphic to factors. For further reading on graph products we recommend [8].
A walk between x and y is a sequence of vertices and edges v0, e1, v1, e2, v2, . . . , vk−1, ek, vk
where x = v0, y = vk , and ei = vi−1vi for each i. A walk with all vertices distinct is called
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between vertices x and y is the length of a shortest path between x and y in G. The diameter of a
graph G, d(G), is the maximum distance between any two vertices in G. A path P in G, defined
by a sequence x = v0, e1, v1, e2, v2, . . . , vk−1, ek, vk = y can alternatively be seen as a subgraph
of G with V (P ) = {v1, v2, . . . , vk} and E(P ) = {e1, e2, . . . , ek}.
Let G be a graph, x, y ∈ V (G) distinct vertices, P a path from x to y in G, and z ∈ V (P ) \
{x, y}. We will use x P→ z to denote the subpath P˜ ⊆ P from x to z. If z is adjacent to x in P ,
we will simply use x → z.
Let G = G1 G2, P a path in G2, and v a vertex of G1. For simplicity of notation, we will
also use P to denote the path {v} P in the layer G2(v).
Let G be a graph and X ⊆ V (G). A path P from a vertex x to a vertex y avoids X in G, if
V (P ) ∩ X = ∅, and it internally avoids X, if (V (P ) \ {x, y}) ∩ X = ∅.
The connectivity of a graph G, κ(G), is the minimum cardinality over all vertex-separating
sets in G, if G is not a complete graph Kn. We define κ(Kn) = n − 1. A graph G is said to be
k-connected, if κ(G) k.
We will use the following well-known corollary to one of the Menger’s theorems (see, for
example, [16, p. 167]).
Corollary 2.1. Let G be a k-connected graph and δG be its minimum degree. Then δG  k.
For Cartesian product graphs, there is a well-known bound for the connectivity of the product
(see, for example, [5]).
Theorem 2.2. Let G1 and G2 be k1- and k2-connected graphs, respectively. Then G1 G2 is at
least (k1 + k2)-connected.
As a curiosity let us remark that only recently, a complete formula for the connectivity of
the Cartesian product has been proved [14]. Namely, the connectivity of the Cartesian product is
κ(G1 G2) = min{κ(G1)|G2|, κ(G2)|G1|, δG1 + δG2} as claimed already in [11].
Let G be a graph and x ∈ V (G) a vertex. The neighborhood of the vertex x in the graph G,
NG(x), is the set of all vertices in G that are adjacent to x.
Let G be a k-connected graph and 0 a < k. Then we define the a-fault diameter of G as
Da(G) = max
{
d(G \ X) ∣∣X ⊆ V (G), |X| = a}.
Note that Da(G) is the largest diameter among subgraphs of G with a vertices deleted, hence
D0(G) is just the diameter of G. For a  k, the fault diameter of k-connected graph does not ex-
ist. In other words, Da(G) = ∞ as some of the graphs are not connected (note that this definition
slightly differs from the one of [17]).
3. Product of q factors
Before proving Theorem 1.1, let us prove Lemma 3.1, which will be useful in the proof of
Theorem 1.1.
Lemma 3.1. Let G1,G2, . . . ,Gq be 1-connected graphs, and G =q Gi . Theni=1
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(2) D0(G)Dq−1(G)D0(G) + 1;
(3) if none of the factors Gi is a complete graph, then Dq−1(G) =D0(G).
Proof. For each i = 1,2,3, . . . , q , let pi : G → Gi be the projection on Gi . We will construct a
path P between vertices x and y.
Case 1. pi(x) 
= pi(y) for all i. Then there are at least q internally disjoint paths P in G between
x and y of length (P )
∑q
i=1D0(Gi) =D0(G). As a < q , at least one of them avoids faulty
vertices. Therefore there is a path P in G such that P avoids faulty vertices, and (P )D0(G).
Therefore Da(G)D0(G).
Case 2. pi(x) = pi(y) for at least two indices i. Without loss of generality, assume that pi(x) 
=
pi(y) for i = 1,2, . . . , k, and pi(x) = pi(y) for i = k + 1, . . . , q . There are at least k vertex
disjoint shortest paths between x and y within the first k factors. The length of these paths is at
most  = ∑ki=1D0(Gi). We can construct additional q − k vertex disjoint paths from x to y of
length + 2 as follows. Take any of the shortest paths P , choose a neighbor in the ith factor (for
i = q, q − 1, . . . , k + 1) and construct a new path:
x → u P−→ v → y.
Precisely, for i = q , take a neighbor of x, u = (x1, . . . , xk, xk+1, xk+2, . . . , uq). Then v =
(y1, . . . , yk, xk+1, xk+2, . . . , uq) is a neighbor of y and there is a path of length 1 + + 1 from x
to y. Clearly  + 2∑ki=1D0(Gi) + q − k 
∑q
i=1D0(Gi).
Case 3. pi(x) = pi(y) for exactly one i. Say pq(x) = pq(y). Then there are at least q−1 paths P





If a < q − 1, then there is a path P in G that avoids faulty vertices and (P )∑qi=1D0(Gi) =D0(G). Therefore Da(G)  D0(G). If a = q − 1, then either one of the paths has no faulty
vertices or all the faulty vertices appear in L(x). In the worst case (if all the faulty vertices appear
in L(x)) there is a path P from x to y with length (P ) 1 +∑q−1i=1 D0(Gi) + 1D0(G) + 1.
Therefore Da(G)D0(G) + 1.
Summarizing, we haveDa(G)D0(G) for a < q −1. As Da(G)D0(G) for each a, hence
Da(G) =D0(G) =∑qi=1D0(Gi) for all a, 0 < a < q − 1. If a = q − 1, then we have Da(G)
D0(G)+ 1 and hence D0(G)Da(G)D0(G)+ 1 =∑qi=1D0(Gi)+ 1. Furthermore, if there
is an integer i such that Gi is a complete graph, then d(Gi) < 2, and there are examples with
Dq−1(G) =D0(G)+1, i.e. P3K2. If none of the factors is a complete graph, hence d(Gi) 2
for all integers i, then Dq−1(G) =D0(G). 
If we assume that all graphs Gi in the previous lemma are trees and at least one factor is a
K2 then Dq−1(G) =D0(G) + 1. To see this, assume Gq = K2 and let v = (v1, v2, . . . , vq−1,1)
and u = (u1, u2, . . . , uq−1,1) be two vertices at maximal distance in (q−1i=1 Gi) {1}, i.e. such
that vi and ui are at maximal distance in Gi for each i = 1,2, . . . , q − 1. As (q−1i=1 Gi)  {1}
is q − 1 connected, it is clear that q − 1 faulty edges may cut all the paths between u and v in
(q−1Gi) {1}.i=1
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the remark that Dq−1(G) = q + 1, and Da(G) = q for 0 a < q − 1.
In the proof of Lemma 3.1 we only used the assumption that the factors are connected, there-
fore essentially the same proof gives Theorem 1.2.
Now we prove Theorem 1.1. We use induction on the number of factors. The assertion holds
for q = 1, trivially, and for q = 2 it was proved in [1,17]. A sketch of proof for the case q = 3
appears in [2].
Let G = qi=1Gi , X ⊆ V (G), such that |X| = a, and let x = (x1, x2, x3, . . . , xq) and
y = (y1, y2, y3, . . . , yq) ∈ V (G \ X). We shall construct a path P from x to y in G \ X such
that the length (P )Da1(G1) +Da2(G2) + · · · +Daq (Gq) + 1. We assume that the theorem
holds for all n = 1,2, . . . , q − 1, and show that it holds also for n = q > 2.
In the rest of the proof below we also assume that q > 2 and there is at least one factor which
is more than 1-connected. (Recall that we proved the claim of Theorem 1.1 for a product of
1-connected graphs by proving Lemma 3.1.)
Let for each i = 1,2,3, . . . , q , pi : G → Gi be the ith projection on Gi .
Case 1. pi(x) = pi(y) for some i. Without loss of generality, we can say i = q . For each u ∈ Gq
let w(u) = |X ∩ p−1q (u)|. If w(pq(x)) < a − aq then there is a path P in p−1q (pq(x)) ⊆ G
from x to y with required length, by induction. Assume w(pq(x))  a − aq . Vertex pq(x) has
at least aq + 1 neighbors z1, z2, z3, . . . , zaq+1 in Gq . As w(p−1q (pq(x)))  a − aq , there is an
index i ∈ {1,2,3, . . . , aq + 1} such that w(zi) = 0. Therefore there is a path P˜ in p−1q (zi) from
(x1, x2, . . . , xq−1, zi) to (y1, y2, . . . , yq−1, zi) with length (P˜ )  D0(G1) + D0(G2) + · · · +
D0(Gq−1) and
P : x → (x1, x2, . . . , xq−1, zi) P˜−→ (y1, y2, . . . , yq−1, zi) → y
is a path from x to y in G with length (P )  D0(G1) + D0(G2) + · · · + D0(Gq−1) + 2 
Da1(G1) +Da2(G2) + · · · +Daq (Gq) + 1.
Case 2. pi(x) 
= pi(y) for all i. Let Gq be one of the factors which is more than 1-connected. As
before, let w(u) = |X ∩ p−1q (u)| for each u ∈ Gq . We distinguish two subcases.
Subcase 2.1. w(pq(x))  a − aq or w(pq(y))  a − aq . We may assume w(pq(x))  a − aq .
Then there is a neighbor u of pq(y) in Gq such that w(u) = 0 (recall that p(y) has at least
aq + 1 neighbors in Gq ). Therefore there is a path P˜ in p−1q (u) from (y1, y2, . . . , yq−1, u) to
(x1, x2, . . . , xq−1, u) with length (P˜ )D0(G1)+D0(G2)+ · · · +D0(Gq−1). As x /∈ X, there
are at most aq faulty vertices in the layer of x, |Gq(x) ∩ X|  aq < aq + 1, and hence there is
a path Q from (x1, x2, . . . , xq−1, u) to x in Gq(x) with length (Q)Daq (Gq). Therefore the
path (see Fig. 1)
P : y → (y1, y2, . . . , yq−1, u) P˜−→ (x1, x2, . . . , xq−1, u) Q−→ x
is a path from y to x in G with length (P )  1 + D0(G1) + D0(G2) + · · · + D0(Gq−1) +
Daq (Gq)Da1(G1) +Da2(G2) +Da3(G3) + · · · +Daq (Gq) + 1.
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Fig. 2. The construction of the path P for q = 3.
Subcase 2.2. w(pq(x)) < a − aq and w(pq(y)) < a − aq . Assume first w(pq(x))+w(pq(y)) >
a − aq . In V (Gq) \ {pq(x),pq(y)} there are at most aq − 1 vertices u, such that w(u) > 0.
As Gq is at least (aq + 1)-connected, there is a neighbor v of pq(x) with w(v) = 0. We
construct a path P˜ in Gq from v to pq(y) with length (P˜ )  Daq (Gq), such that for each
u ∈ V (P˜ \ {pq(x),pq(y)}), w(u) = 0. As w(v) = 0, there is a path Q from (x1, x2, . . . , xq−1, v)
to (y1, y2, . . . , yq−1, v) in p−1q (v) with length (Q)  D0(G1) + D0(G2) + · · · + D0(Gq−1).
Therefore the path (see Fig. 2)
P : x → (x1, x2, . . . , xq−1, v) Q−→ (y1, y2, . . . , yq−1, v) P˜−→ y
is the path from x to y in G with length (P )  1 + D0(G1) + D0(G2) + · · · + D0(Gq−1) +
Daq (Gq)Da1(G1) +Da2(G2) + · · · +Daq (Gq) + 1.
Now assume w(pq(x)) + w(pq(y))  a − aq . We claim that there is a path P˜ from pq(x)
to pq(y) in Gq such that w(P˜ )  a − aq . This is easily seen as follows: In the subgraph
Gq \ {p(x),p(y)}, choose a set Y of aq vertices with maximal w. Then w(Gq \ {p(x),p(y)})
a − aq and hence there is a path P˜ of length at most (P˜ )Daq (Gq) and with w(P˜ ) a − aq ,
which proves the claim. Let p : G1G2 · · ·Gq−1 P˜ → G1G2 · · ·Gq−1 be the pro-
jection, defined with p(x1, x2, . . . , xq−1, xq) = (x1, x2, . . . , xq−1). For each u ∈ G1 G2  · · ·Gq−1 let W(u) = |p−1(u) ∩ X|. We consider next two possibilities.
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Fig. 4. The construction of the path P for q = 3.
• W(p(x)) = 0 or W(p(y)) = 0. Say W(p(x)) = 0. Therefore there is a path Q from x to
(x1, x2, . . . , xq−1, yq) in p−1(x), such that (Q) (P˜ )D0(Gq). As w(pq(y)) < a − aq ,
there is a path Q˜ in p−1q (p(y)) from (x1, x2, . . . , xq−1, y3) to y with length (Q˜) 
Da1(G1) +Da2(G2) + · · · +Daq−1(Gq−1) + 1. Hence
P : x Q−→ (x1, x2, . . . , xq−1, yq) Q˜−→ y
is a path from x to y in G, such that (P )  D0(Gq) + Da1(G1) + Da2(G2) + · · · +
Daq−1(Gq−1) + 1Da1(G1) +Da2(G2) + · · · +Daq (Gq) + 1 (see Fig. 3).
• W(p(x)) > 0 and W(p(y)) > 0. As w(P˜ ) a − aq there is a path Q from p(x) to p(y) in
G1 G2  · · ·Gq−1 with length (Q)Da1(G1) +Da2(G2) + · · · +Daq−1(Gq−1) + 1
and for each u ∈ V (Q) \ {p(x),p(y)}, W(u) = 0. (Here we need the fact that G1 G2 
· · · Gq−1 is not isomorphic to K2, which is trivially true if q > 2.) Let u be the vertex,
adjacent to p(x) in Q. As W(u) = 0, there is a path Q˜ from (u, xq) to (u, yq) in p−1(u)
with length (Q˜) (P˜ )D0(Gq). Finally we may construct the required path
P : x → (u, xq) Q˜−→ (u, yq) Q−→ y
from x to y, such that (P ) 1 +D0(Gq) +Da1(G1) +Da2(G2) + · · · +Daq−1(Gq−1) +
1 − 1Da1(G1) +Da2(G2) + · · · +Daq (Gq) + 1 (see Fig. 4).




= min{54,101} + 1 = 55.
On the other hand, one can easily check that D2(G) = 53, therefore Theorem 1.1 does not give
the exact formula for computing the fault diameter.
Example 3.4. We have computed the fault diameters of the hypercube using Theorem 1.2 in
Example 3.2. Hypercube Qq can be represented also as (ri=1C4)K2 if q = 2r + 1 or ri=1C4
if q = 2r . Let us apply Theorem 1.1.
First, let a = q − 1. The only possible partitions of a are
a = 1 + 1 + · · · + 1︸ ︷︷ ︸
r
+0 + r, if q = 2r + 1, and
a = 1 + 1 + · · · + 1︸ ︷︷ ︸
r
+ r − 1, if q = 2r.
By Theorem 1.1,
Da(Qq) 2 + 2 + · · · + 2︸ ︷︷ ︸
r
+1 + 1 = 2r + 2 = q + 1 for q = 2r + 1.
For q = 2r ,
Da(Qq) 2 + 2 + · · · + 2︸ ︷︷ ︸
r
+1 = 2r + 1 = q + 1.
Second, let a < q −1. The same way as in the first case we getDa(Qq) q +1. For example,
if a = q − 2, we have
a = 1 + 1 + · · · + 1︸ ︷︷ ︸
r−1
+0 + 0 + r = 2r − 1, if q = 2r + 1, and
a = 1 + 1 + · · · + 1︸ ︷︷ ︸
r−1
+0 + r − 1 = 2r − 2, if q = 2r.
In the first case we have
Da(Qq) 2 + 2 + · · · + 2︸ ︷︷ ︸
r−1
+2 + 1 + 1 = 2r + 2 = q + 1.
In the second case we have
Da(Qq) 2 + 2 + · · · + 2︸ ︷︷ ︸+2 + 1 = 2r + 1 = q + 1.
r−1
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result.
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