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A three-dimensional direct numerical simulation (DNS) study of a spatially evolving
planar turbulent reacting jet is reported. Combustion of methane with air is modelled
using a four-step reduced mechanism in the non-premixed regime. A total of eight
chemical species are integrated in time along with the ﬂuid mechanical ﬁelds. The
solution of the compressible Navier–Stokes equations is obtained numerically for
moderately low Mach number. A large computational grid, with 100 million grid
points, is required in order to resolve the ﬂame. The cold ﬂow Reynolds number is
3000. The focus of the study is to investigate the dynamics of extinction fronts in three-
dimensional turbulent ﬂows. A novel data reduction and identiﬁcation algorithm was
developed to postprocess the large DNS database and extract the shape of the evolving
ﬂame surface including its edges and their propagation velocity. The joint probability
density function (p.d.f.) of edge velocity and scalar dissipation was obtained and
the results indicate that the three-dimensional ﬂame edges propagate with a velocity
that is largely controlled by the local rate of scalar dissipation, or equivalently in
terms of the local Damko¨hler number at the ﬂame edge, as predicted by theory.
Naturally, the eﬀects of unsteadiness in this ﬂow produce a broad joint p.d.f. The
statistics collected also suggest that the mean value of the hydrogen radical reaction
rate are very small in the turbulent regions of the ﬂow owing to the functional form
of the hydrogen radical reaction rate itself. The consequence of these results in the
context of turbulent combustion modelling is discussed. Additional statistical and
morphological information of the ﬂame is provided.
1. Introduction
Extinction dynamics in turbulent diﬀusion ﬂames remains an open and challenging
subject. It is known that when a diﬀusion ﬂame encounters a suﬃciently large rate of
strain (equivalent to the rate of scalar dissipation) the ﬂame can extinguish owing to
an imbalance of chemical heat production to diﬀusion from the ﬂame (Peters 1986).
The extinguished region and the burning ﬂame are separated by a ﬂame edge with a
strain-rate-dependent structure (Vervisch & Poinsot 1998). This extinction front can
expand or collapse depending on the dynamics of the ﬂow, transport properties and
the chemistry details. Flame surface can also be produced under certain conditions
that are generally referred to as turbulent reignition. Two mechanisms are thought
to be responsible for ﬂame creation. In one mechanism, ﬂame edges that separate the
burning from the quenched regions, propagate against the ﬂow and they are able to
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heal or close the extinguished region. In the other mechanism, reignition can take place
when hot pockets of reacted products and mixed non-burning reactants are brought
into contact, through convection and diﬀusion, for a suﬃcient amount of time. Hot
pockets of products are left-overs from the pre-quenched state or can be convected
from nearby burning ﬂame sections. Mixing of reactants takes place through diﬀusion
in the post-quenched region. In jet diﬀusion ﬂames close to extinction, this mechanism
may not play a signiﬁcant role in the near-ﬁeld region of the jet, where the rate of strain
is largest, if both streams are cold because the ignition delay time of typical hydrocar-
bon mixtures at low temperatures is too large in comparison with the characteristic
ﬂow time. Only the ﬁrst mechanism seems dominant. On the other hand, further
downstream of the jet, the level of turbulence may be suﬃciently strong to quench the
ﬂame locally and reignition through the second mechanism could take place. These two
mechanisms for ﬂame creation together with the extinction mechanism due to large
rate of strain are considered to be dominant in ﬂame extinction reignition dynamics.
The study of edge-ﬂame dynamics is relatively well advanced, at least in one- and
two-dimensional conﬁgurations (including axisymmetric). The ﬁrst experimental
evidence is due to Phillips (1965) and theoretical results date back to Lin˜a´n &
Crespo (1976), Dold (1988) and Buckmaster & Matalon (1988). Buckmaster (2002)
reviewed the current understanding of the dynamics of ﬂame edges. In general, the
ﬂame edges are composed of two premixed branches, a rich and a lean branch, and
a diﬀusion ﬂame aligned with the stoichiometric line in what is called colloquially
a triple ﬂame. For large values of the strain rate, the two premixed branches merge
into a single edge. In all these cases, there is a well-deﬁned edge propagation velocity,
referred to here as the edge-ﬂame velocity, that depends on the Damko¨hler number
(the ﬂow to chemistry time scale ratio), the Lewis number (the thermal to molecular
diﬀusivity ratio) (Buckmaster 1996, 2001) and the level of heat release. This velocity
can be negative if the rate of strain is suﬃciently large. Theoretical descriptions
of triple edge-ﬂames using the large activation energy asymptotic approximation
with zero heat release (Daou & Lin˜a´n 1998) and with ﬁnite heat release (Ghosal
& Vervisch 2000) have been developed. Detailed numerical studies have also been
carried out for freely propagating edge-ﬂames without the eﬀects of heat release
by Kioni et al. (1993) and with the eﬀects of heat release by Ruetsch, Vervisch
& Lin˜a´n (1995) and Echekki & Chen (1998). In the interest of understanding the
interaction of the ﬂame edges in more complex ﬂows, some studies have considered
the interaction of the edge-ﬂame with a counterﬂow that is perpendicular to the plane
of the ﬂame, also called a strained mixing layer (Daou & Lin˜a´n 1998; Vedarajan
& Buckmaster 1998; Buckmaster & Short 1999; Thatcher & Dold 2000; Short,
Buckmaster & Kochevets 2001). Experiments have also been performed. Shay &
Ronney (1998) studied the eﬀects of variable strain rate in space and showed the
formation of stable edge-ﬂames. In the case of triple-edge ﬂames, Ko & Chung
(1999) performed experiments with methane–air jets and report that their unsteady
edge ﬂames propagate at a speed that increases with decreasing mixture fraction
gradient, in agreement with theoretical predictions. Santoro, Lin˜a´n & Gomez (2000)
have performed experimental measurements of methane–air ﬂames in a counterﬂow
mixing layer and ﬁnd the existence of standing edge-ﬂames, with triple-ﬂames for
large Damko¨hler number and simple edge-ﬂames for lower Damko¨hler numbers.
In the case of three-dimensional turbulent ﬂows, most studies have been carried out
with the aid of experimental diagnostic techniques (Everest et al. 1995; Kelman &
Masri 1997; Mun˜iz & Mungal 1997, 2001; St˚arner et al. 1997; Barlow & Frank 1998;
Rehm & Clemens 1999; Meier et al. 2000; Dally, Karpetis & Barlow 2002; Karpetis &
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Barlow 2002). Several studies have documented the formation of extinction pockets in
diﬀusion ﬂames, see Everest et al. (1995) and Kelman & Masri (1997) among others.
The most detailed experimental data corresponds to planar cuts of the physical
domain of interest and the three-dimensional structure of the ﬂame is not examined.
For this reason, numerical simulation can aid in the pursuit of a better understanding
of extinction dynamics. Unfortunately, the computational turbulent combustion com-
munity faces a large disparity between available computational resources and the re-
quirements of fully turbulent reacting ﬂows involving realistic chemistry. The majority
of detailed chemistry simulations are only accessible in two dimensions, even in the
largest supercomputers. Only recently has numerical simulation become suﬃciently
powerful to attack three-dimensional ﬂows. Here, we understand numerical simula-
tions as direct numerical simulation (DNS) in which all temporal and spatial scales of
the ﬂow and the chosen chemistry are accurately resolved. In their review of DNS of
non-premixed turbulent combustion Vervisch & Poinsot (1998) identiﬁed four diﬀerent
types of relevant analysis. The ﬁrst three types of analysis identiﬁed by Vervisch &
Poinsot (1998) have been investigated in the past, see Pantano, Sarkar & Williams
(2003 and references therein) for the case of typical heat release in a methane–air shear
layer. The present paper is centred around the fourth type of analysis, concerning
eﬀects of ﬁnite-rate chemistry. In the present study, we concentrate on scalar ﬁelds
that are active, that is, they aﬀect pressure, density or velocity ﬁelds. The coupling
takes place through variations of the density owing to heat release and owing to the
presence of non-zero chemical source terms of ﬁnite or inﬁnite rate (reactive ﬁelds).
DNS of active reactive scalars has been discussed in reviews (Jou & Riley 1989;
Givi 1989; Vervisch & Poinsot 1998). The ﬂow conﬁgurations considered range from
homogeneous isotropic turbulence (Mell et al. 1994; Mahalingam, Chen & Vervisch
1995; Swaminathan, Mahalingam & Kerr 1996; Montgomery, Kosa´ly & Riley 1997;
Swaminathan & Bilger 1997; Be´dat, Egolfopoulos & Poinsot 1999; Livescu, Jaberi &
Madnia 2002), temporally evolving turbulent shear layers (McMurtry, Riley &
Metcalfe 1989; Miller, Madnia & Givi 1994; Pantano et al. 2003), spatially evolving
grid turbulence (Cook & Riley 1996) and jets (Mizobuchi et al. 2002). Of all these
works, that of Mizobuchi et al. (2002) is the most relevant in our context. They
performed a simulation of a three-dimensional lifted hydrogen ﬂame issuing from a
square duct and used a detailed chemical mechanism of hydrogen–oxygen combustion.
In their case, owing to the very short reaction times characteristic of hydrogen com-
bustion, no ﬂame holes were observed.
With our current computational resources, the most promising chemistry models
that can be incorporated in three-dimensional simulations of turbulent combustion
are restricted to reduced chemical mechanisms. Past works include Swaminathan &
Bilger (1997), who investigated a model two-step chemical mechanism for methane–air
combustion and Montgomery et al. (1997) who used a three-step reduced mechanism
to simulate hydrogen–oxygen non-premixed combustion. Be´dat et al. (1999) used an
integrated combustion chemistry (ICC) methodology in which the chemical scheme is
postulated and the parameters of the scheme are determined by matching several ﬂame
properties. In the present study, we are interested in methane–air combustion and we
chose a chemical mechanism that is suﬃciently complex to include as many details of
the chemical structure of the ﬂame as possible while being computationally tractable.
This mechanism is the four-step reduced mechanism of Peters (1985) and was selected
for several reasons. First, it is shown by Peters (1985) that the mechanism is deduced
systematically from a skeletal C-1 mechanism assuming steady-state approximations
of some radicals and partial equilibrium for some reactions. Thus, there is some
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degree of connection with the more complete chemistry (the mechanism is not ad
hoc). Secondly, it has been shown by Peters (1985) that predictions of extinction strain
rate resulting from this reduced mechanism are in good agreement with those obtained
using the full mechanism and that the internal structure of the ﬂame is reproduced
well both qualitatively and quantitatively for most species. Thirdly, extensive studies
of the asymptotic structure of the ﬂame using the reduced mechanism are available
(Seshadri & Peters 1988; Bai & Seshadri 1999). In these studies, rate-ratio asymptotics
is used to understand the internal structure of the ﬂame. It is known that the ﬂame
is composed of the classical external Burke–Schumann structure. The inner structure
is composed of a thin H2 −CO oxidation layer of thickness O() towards the lean
side, a thin water gas shift non-equilibrium reaction of thickness O(ν) and a thin
fuel consumption layer towards the fuel side of thickness O(δ). Analysis of the inner
structure for large values of the Damko¨hler number shows that  > ν > δ. There is
even some work on the inner structure of methane–oxygen–nitrogen diﬀusion ﬂames
(Chelliah & Williams 1990). Lastly, the mechanism has been successfully used by
several authors in one- and two-dimensional ﬂows (see Peters & Kee 1987; Card et al.
1994; James & Jaberi 2000).
The objective of the present study is to investigate the behaviour of ﬂame edges
with complex chemistry in three-dimensional ﬂows. The present work addresses
realistic heat release and requires the computations of 8 scalar species employing as
many as 100 million grid points. A fully compressible code, similar to that used in
Pantano et al. (2003), is employed, with a convective Mach number (Bogdanoﬀ 1983;
Papamoschou & Roshko 1988), deﬁned as Mc =u/(c1 + c2) (where u is the velocity
diﬀerence between the coﬂow and the jet, and c1 and c2 are the speeds of sound of
each stream), equal to 0.3. This value is small enough that compressibility eﬀects
from Mach number are not important (Pantano et al. 2003). For future reference, we
introduce the concept of mixture fraction and scalar dissipation. A common approach
in the modelling of non-premixed turbulent combustion is based on knowledge of
two variables; a mixture fraction, Z, that represents the mixture composition, giving
the fraction of the material that comes from the fuel stream, and its so-called scalar
dissipation, χ =2D∇Z · ∇Z (in which D is its molecular diﬀusivity), χ being related
to the rate of dissipation of ﬂuctuations of Z in turbulent ﬂow (see Williams 1985).
These two quantities are used in the analysis of the results described in § 6.
2. The ﬂow conﬁguration
Figure 1 is a sketch of the planar jet (a model of a slot burner) considered here. The
jet velocity is Uj , the coﬂow velocity is Uc and the velocity diﬀerence is u=Uj −Uc.
The domain size is L1 in the streamwise direction, L2 in the transverse direction and
L3 in the spanwise direction. The jet height is denoted by H . The jet is composed
of a mixture of methane and nitrogen. The coﬂow is composed of air approximated
as a mixture of oxygen and nitrogen. Both, methane and oxygen, mass fractions are
equal to 0.23. These values were chosen because the global chemistry that occurs at
the ﬂame,
CH4 + 2O2 → CO2 + 2H2O, (2.1)
then yields a stoichiometric mixture fraction Zs =0.2. A more complete argument
regarding our choice of stoichiometry can be found in Pantano et al. (2003).
In order to reduce the computational cost associated with full chemistry models,
the reduced mechanism of Peters (1985) for combustion of methane was chosen in
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Figure 1. Schematic diagram of the spatially evolving jet with streamwise velocity proﬁle
parameters shown in a two-dimensional projection (x = x1, y = x2, z= x3).
this study. In this four-step mechanism, derived from a skeletal C-1 mechanism by
systematic application of quasi-steady state and partial equilibrium approximations,
the resulting non-linear relationships between the mass fractions of the species in
quasi-steady state are truncated. This renders the algebraic expressions of the reaction
rates explicit. The mechanism involves N =8 species, namely, CH4, O2, H2O, CO2,
CO, H2, H and N2. Thus, seven transport equations with non-zero reaction rates must
be solved along with the ﬂow variables. The mass fraction of N2 is obtained from
the balance of all species and no transport equation is thus required for this inert
species. The reaction-rate expressions for the rates of production–consumption of
species are provided as algebraic expressions of the concentrations and temperature
in Seshadri & Peters (1988).
To make the inﬂuence of density variation exclusively associated with heat release,
the jet and coﬂow have the same density. To also make their pressures equal requires a
temperature ratio equal to the average molecular weight ratio of the air in the coﬂow
to that of the fuel in the jet (ideal gas at low Mach number). Thus, the air tempera-
ture is 20% higher than the fuel temperature of 298K. Speciﬁc heats of the species
in the ideal gas mixture are allowed to depend on temperature, to maintain correct
cold-gas values and avoid achieving ﬂame temperatures that are too high at the
reaction sheet, which would result in unrealistically low gas densities. The speciﬁc
heats at constant pressure and enthalpy were obtained from NASA polynomial ﬁts
(McBride, Gordon & Reno 1993). The values of these parameters give an adiabatic
ﬂame temperature for Zs =0.2 of Tf =2022K.
To clarify interpretations by focusing attention on as few diﬀerent physical pheno-
mena as possible, simpliﬁcations were introduced in molecular transport properties.
The viscosity µ was taken to be proportional to T m. All chemical species were assumed
to have diﬀusion coeﬃcient, Di , that have the same temperature dependence, namely,
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CH4 O2 H2O CO2 CO H2 H N2
0.97 1.11 0.83 1.39 1.10 0.30 0.18 1.00
Table 1. Constant Lewis number of involved species used in the simulation
(Smooke & Giovangigli 1991).
ρDi is proportional to T
m so that the Schmidt number, Sci =µ/ρDi , is constant. Also
imposed is constancy of the Prandtl number, Pr=µCp/κ , where κ denotes the thermal
conductivity. Because of the variations of the speciﬁc heat Cp of the mixture, κ also
varies to maintain Pr constant. The approximate value for air, Pr=0.7, is employed
throughout. The reference values of Di at To were obtained from Smooke &
Giovangigli (1991) and were such that the Schmidt number is constant and equal
to the product of the Prandtl number times the Lewis number, Sci =PrLei , where
Lei = κ/(CpρDi). The values of the Lewis numbers of the diﬀerent species are speciﬁed
in table 1. The eﬀects of diﬀerential diﬀusion are thereby taken into account in this
simpliﬁed transport model.
To enhance ﬂame stability at the inﬂow and avoid ﬂame lift-oﬀ or blow-out, a
pilot is inserted between the jet core and the main coﬂow. This pilot is implemented
numerically as a thin coﬂow with a high temperature, equal to the adiabatic ﬂame
temperature of the jet–coﬂow mixture stoichiometry. Moreover, the pilot streamwise
velocity is slightly higher than that of the main coﬂow to avoid recirculation. This
technique has been used by Wall, Boersma & Moin (2000) to stabilize round jet ﬂames.
The ﬂame at this pilot conditions burns below the quenching scalar rate of dissipation
and remains attached to the inﬂow of the domain.
3. Formulation
The unsteady three-dimensional compressible Navier–Stokes equations for a
Newtonian ﬂuid composed of a reacting ideal-gas mixture are considered in this
study. Energy conservation is written as a pressure equation to facilitate computation.
Relevant parameters are the Reynolds number,
Re =
ρouH
µo
, (3.1)
the non-dimensional heat release,
Q =
qoYF,f Zs
CpNoToνFWF
, (3.2)
and the Damko¨hler number,
Da =
toWOAo
ρo
. (3.3)
In (3.1), µo is the viscosity of the mixture at To and in (3.2), qo denotes the enthalpy
of the reaction, (2.1), Williams (1985),
qo =
N∑
i=1
νiWih
o
i . (3.4)
The enthalpy of formation of species i is denoted by hoi , Wi is the molecular weight
of species i, νCH4 = νF =1, νO2 = νO =2, νCO2 =−1, νH2O =−2 and CpNo is the speciﬁc
Direct simulation of methane–air ﬂame extinction 237
heat of nitrogen at To. The molecular weights, Wi , are dimensional quantities in this
paper (units of gram per mol). The reference molecular weight is that of oxygen, O2,
and is denoted by WO . In (3.3), Ao is a characteristic reaction rate (units of moles
per unit volume and time) and is speciﬁed below in terms of one of the reaction
rates of the chemical mechanism. The choice of characteristic chemical time is not
unique for a multistep mechanism and it is discussed in § 3.2. The formulation is
non-dimensional, the unit length being H , velocity u, time to =H/u, density ρo,
temperature To, enthalpy CpOoTo and pressure ρou
2. The inert mass fraction, N2, is
determined from
YN2 = 1 −
∑
i =N2
Yi. (3.5)
Here, the subscripts O and F stand for oxidizer, O2, and fuel, CH4, respectively, and
YO,o is the mass fraction of oxygen in the oxidizer (air) stream, while YF,f is the mass
fraction of fuel (methane) in the fuel stream. The stoichiometric mixture fraction, Zs ,
is equal to
Zs =
1
φ + 1
, (3.6)
where φ=(WOνOYF,f )/(WFνFYO,o) is the fuel–air equivalence ratio. The Mach number
is M =u/
√
γoRoTo, γo and Ro being the ratio of speciﬁc heats and gas constant for
O2 at To, and the normalized average molecular weight is
W =
(
WO
N∑
i=1
Yi
Wi
)−1
. (3.7)
3.1. Governing equations
The conservation equation for species mass fractions, Yi , is
∂(ρYi)
∂t
+
∂(ρYiuk)
∂xk
=
1
Re Sci
∂
∂xk
(
δ∗
∂Yi
∂xk
)
+ Da ω˙i, (3.8)
where the reaction rate term ω˙i is given in § 3.2 for each species. The conservation
equations for mass, momentum and energy are
∂ρ
∂t
+
∂(ρuk)
∂xk
= 0, (3.9)
∂(ρui)
∂t
+
∂(ρukui)
∂xk
= − ∂p
∂xi
+
∂σik
∂xk
, (3.10)
and
∂p
∂t
+ uk
∂p
∂xk
= −γp∂uk
∂xk
+
(γ − 1)
(γo − 1)RePrM2
∂
∂xk
(
κ∗C¯p
∂T
∂xk
)
+(γ − 1)Φ + (γ − 1)
(γo − 1)ReM2
N−1∑
i=1
Cpi − CpN
Sci
δ∗
∂T
∂xk
∂Yi
∂xk
+
γ T
γoReM2
N−1∑
i=1
(
1
Wi
− 1
WN
)
WO
Sci
∂
∂xk
(
δ∗
∂Yi
∂xk
)
+
Da
M2
N−1∑
i=1
(
γ
γo
WO
Wi
T − γ − 1
γo − 1hi
)
ω˙i . (3.11)
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In (3.10), the viscous stress tensor is given by
σij =
µ∗
Re
{
∂ui
∂xj
+
∂uj
∂xi
− 2
3
∂uk
∂xk
δij
}
, (3.12)
and in (3.11), the viscous dissipation is
Φ = σij
∂ui
∂xj
. (3.13)
The non-dimensional average speciﬁc heat of the mixture is
C¯p =
N∑
i=1
Cpi(T )Yi, (3.14)
where the speciﬁc heats at constant pressure, Cpi(T ) are expressed as polynomial
functions of the temperature with coeﬃcients given by McBride et al. (1993). The
enthalpy, hi , is deﬁned by
hi =
hoi
CpOoTo
+
∫ T
1
Cpi(T ) dT . (3.15)
The non-dimensional equation of state of the mixture is
p =
ρT
γoM2W
. (3.16)
The speciﬁc heat ratio of the mixture, γ , varies somewhat and is given by
γ =
γo
γo − (γo − 1)/WC¯p . (3.17)
The non-dimensional transport coeﬃcients µ∗, δ∗ and κ∗ are given by
µ∗ = δ∗ = κ∗ = T m, (3.18)
with m = 0.7. The heat-release parameter Q of (3.2) is equal to 7.45 and it would be
equal to Tf /To − 1 if the speciﬁc heat of the mixture were constant.
Finally, a mixture fraction ﬁeld, Z, is computed along with the rest of the variables.
This ﬁeld obeys the following transport equation,
∂(ρZ)
∂t
+
∂(ρZuk)
∂xk
=
1
Re Sc
∂
∂xk
(
δ∗
∂Z
∂xk
)
, (3.19)
where the mixture fraction Schmidt number is Sc=Pr. This implies that the Lewis
number is one for this ﬁeld. The Z ﬁeld is used to initialize the ﬂame and to help in
the interpretation and extraction of statistical information.
3.2. Chemistry model
Peters (1985) reduced mechanism can be represented by the following global reactions
CH4 + 2H + H2O = CO+ 4H2 (I ),
CO+ H2O = CO2 +H2 (II ),
H + H + M = H2 +M (III ),
O2 + 3H2 = 2H+ 2H2O (IV ),
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Reaction Aˆi βi Ei
k1 1.2 × 1017 −0.91 69.10
k5 2.0 × 1018 −0.8 0.0
k10 1.656 × 107 1.5247 60.042
k11 2.2 × 104 3.0 36.6
Table 2. Speciﬁc dimensional reaction-rate parameters. Units in cm, mole, Kelvin and kJ.
with corresponding non-dimensional reaction rates given by
ω˙I = k11CCH4CH, (3.20)
ω˙II = k10
(
CH/CH2
)(
CCOCH2O − CCO2CH2/KII
)
, (3.21)
ω˙III = k5CO2CHCM, (3.22)
ω˙IV = k1CH
(
CO2 − C2HC2H2O/C3H2KIV
)
. (3.23)
The non-dimensional concentrations, Ci , are deﬁned as
Ci =
ρYiWO
Wi
, (3.24)
and the third body concentration, CM , is deﬁned as
CM =
N∑
i=1
ηiCi, (3.25)
with catalytic eﬃciencies ηCH4 = ηH2O =6.5, ηO2 = ηN2 = 0.4, ηCO2 = 1.5, ηCO =0.75 and
ηH2 = ηH =1 (Smooke & Giovangigli 1991). The mechanism given by (I)–(IV) is a
global representation of the chemistry and should not be confused with the actual
paths that the reaction takes. These are not elementary reactions; their rates are
expressed as algebraic functions of rates appearing in the skeletal C-1 mechanism.
These reaction-rate constants are given in the customary Arrhenius form,
ki = AiT
βie−Ti/T , (3.26)
where Ti =Ei/R with R the universal gas constant, equal to 8.314 Jmol
−1 K−1 and Ei
is the activation energy of the elementary reaction i. In (3.20) to (3.26), all parameters
are non-dimensional. The remaining constants, KII and KIV, are
KII = 3.9512 10
−3 T 0.8139 e16.6247/T , (3.27)
KIV = 2.7405 T
−0.2484 e19.262/T . (3.28)
The values of the parameters appearing in (3.26) were obtained by non-dimension-
alizing the dimensional rate constants reported in Seshadri & Peters (1988) and
shown in table 2 by the largest of the rates at To, in this case, that of reaction k5. This
dimensional rate is given by
Ao = Aˆ5T
β5
o e
−E5/RTo
(
ρo
WO
)3
, (3.29)
and was used in (3.3) to deﬁne the Damko¨hler number.
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The reaction rates, ω˙i , appearing in (3.8) are deﬁned in terms of (3.20)–(3.23) by
ω˙CH4 = −WCH4WO ω˙I , (3.30)
ω˙O2 = −WO2WO ω˙IV, (3.31)
ω˙H2O =
WH2O
WO
(2ω˙IV − ω˙II − ω˙I ), (3.32)
ω˙CO2 =
WCO2
WO
ω˙II, (3.33)
ω˙CO =
WCO
WO
(ω˙I − ω˙II), (3.34)
ω˙H2 =
WH2
WO
(4ω˙I + ω˙II + ω˙III − 3ω˙IV), (3.35)
ω˙H = 2
WH
WO
(ω˙IV − ω˙I − ω˙III). (3.36)
A common diﬃculty encountered in the implementation of reduced mechanisms,
as the one considered here, is the presence of algebraic terms in the denominator of
the reaction-rate expressions. When the denominator goes to zero, the reaction rate
becomes inﬁnitely large. In our case, the presence of the concentration of H2 in the
denominator of (3.21) and (3.23) leads to this undesired behaviour. In regions where
there is no H2, these expressions diverge to inﬁnity and an appropriate regularization
must be applied for numerical purposes. As suggested by Peters (1991), a common
regularization is to add a small constant, o, to the denominator of (3.21) and (3.23) so
that 1/CH2 becomes 1/(CH2 +o), in order to avoid the singularity. This regularization
was suﬃcient in a one-dimensional ﬂamelet test calculation. Unfortunately, in our
simulation, it was found that shifting the hydrogen concentration by o was not
satisfactory at all points of the domain. We could still ﬁnd very compact regions
with unphysically high values of the reaction rates far away from the ﬂame. After
some trial and error, it was decided to regularize the algebraic singularity in hydrogen
concentration with
1
CH2
→

0, 0  CH2 < o,
tanh
(
CH2 − o
o
)
1
3o
, o  CH2 < 3o,
1
CH2
, 3o  CH2 .
(3.37)
Here, the value of o was chosen to be approximately equal to 1% of the maximum
concentration of H2 in the simulation, namely, o =1.6× 10−5. These choices allowed
a very smooth transition of the reaction rates from the ﬂame region to the regions
where CH2 was zero.
3.3. Numerical scheme, ﬂow initialization and boundary conditions
The simulation proceeds in the following way: suppose that the variables ρ, p, ui and
Yi are available at a given time. The temperature is obtained from (3.16) after using
(3.7). The enthalpy and speciﬁc heat are then computed from (3.14)–(3.15). Finally,
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(3.8)–(3.11) are solved using a semi-implicit time integration to advance the variables
in time.
In direct simulation of multi-species turbulent reactive ﬂows close to ﬂame extinc-
tion, the ﬂow and chemical time scales are comparable, but the spatial resolution
required for chemistry demands ﬁne grids in order to resolve the thin reaction zones.
Furthermore, some of the chemical species can be very diﬀusive, in our case, these
species are hydrogen and hydrogen radical (see table 1). The time step allowed when
integrating the governing equations with explicit schemes is controlled by the diﬀusive
stability limit dictated by these few chemical species. We overcome this problem
by integrating implicitly the diﬀusive terms of the hydrogen and hydrogen radical
governing equations, while all other terms are integrated explicitly. In our case, we
use a third-order additive semi-implicit Runge–Kutta scheme (Pantano 2004).
Spatial derivatives are computed using a compact Pade´ scheme in space of sixth-
order of accuracy (Lele 1992). Characteristic inﬂow boundary conditions are imposed
in the streamwise direction, x1, and ‘non-reﬂective’ boundary conditions are imposed
in the x2-direction (Baum, Poinsot & The´venin 1995; Stanley, Sarkar & Mellado 2002).
The grid was uniform in the x1- and x3-directions with an equal grid spacing, x, in
both directions. In the transverse direction, x2, the grid is uniform across the centre
of the domain enclosing the thickness of the jet and it is stretched gradually in the
rest of the domain. The grid spacing in the centre of the domain in the transverse
direction is also x, while the stretching was 1% in the corresponding part of the
domain.
The ﬂow is initialized to a hyperbolic-tangent proﬁle for the mean streamwise
velocity, u¯1(x2),
u¯1(x2) =

Uj + Up
2
+
Uj − Up
2
tanh
(
− (x2 − H/2)
2δo
)
, x2 <
H + h
2
,
Up + Uc
2
+
Up − Uc
2
tanh
(
− (x2 − H/2 − h/2)
2δo
)
, x2 >
H + h
2
,
(3.38)
while the transverse mean velocity components are set to zero. The symmetric part
of the jet is initialized by mirroring the solution with respect to the symmetry axis.
The coﬂow velocity is denoted by Uc, the jet velocity by Uj =Uc +u and the pilot
velocity is denoted by Up . The value of δo =0.05H is employed in the simulation.
The mean pressure is set initially to a uniform value and ρj = ρc =1 throughout,
where ρj is the jet density and ρc is the density of the coﬂow stream. In addition
to the mean ﬁelds, broadband ﬂuctuations are used to accelerate the transition to
turbulence. This is achieved by generating a random velocity ﬁeld with an isotropic
turbulence spectrum of the form
E(k) = (k/ko)
4 exp (−2(k/ko)2), (3.39)
where k is the wavenumber and ko the wavenumber of peak energy. The extent of the
initial velocity ﬂuctuations is limited in the cross-stream direction by an exponential
decay given by,
exp(−((x2 ± H/2)/δb)2), (3.40)
where δb = δo. The initial pressure ﬂuctuations are obtained from the Poisson equation
for incompressible ﬂow.
242 C. Pantano
The species mass fraction were initialized in a two-stage process. First, a passive
scalar, Z, representing a mixture fraction variable was initialized to
Z¯(x2) =

1 + Zs
2
+
1 − Zs
2
tanh
(
− (x2 − H/2)
2δo
)
, x2 <
H + h
2
,
Zs
2
+
Zs
2
tanh
(
− (x2 − H/2 − h/2)
2δo
)
, x2 >
H + h
2
,
(3.41)
with initial scalar ﬂuctuations set to zero. The temperature and density were set
to the Burke–Schumann values, T e(Z) and ρe(Z) (Williams 1985), respectively. The
simulation was run for a number of time steps, of the order of two ﬂow transient
times, based on the jet exit velocity, Lx/Uj , until the jet instability modes develop
and the unphysical initial conditions are washed out of the domain. Secondly, a
one-dimensional ﬂamelet calculation was carried out to obtain Y ei (Z). The ﬂamelet
solution was obtained from the steady ﬂamelet equation of Peters (1984),
− ρχ
2Lei
d2Y ei
dZ2
= Da ω˙i(Y
e, T ), (3.42)
with the scalar dissipation given by χ =8Zs/Reδ
2
o . Solution of the boundary-value
problem, (3.42), gives the mass fraction of all species and temperature as a function of
Z. The species mass fractions were then initialized through the mapping Yi =Y
e
i (Z),
where Z was the result of the previous initialization step. Prescription of the initial
scalar ﬁeld gives initial distributions of Yi and W from previous equations.
The computational domain is composed of two parts. A so-called inﬂow domain
that contains streamwise periodic ﬂow that is convected into the primary larger
domain. This technique is described, for example, by Li, Balaras & Piomelli (2000)
and by Stanley et al. (2002) for planar spatially evolving jets. The data contained in
the inﬂow domain are obtained by performing a temporal simulation (with periodic
streamwise boundary conditions) for a short but otherwise suﬃcient time to allow the
desired level of inﬂow ﬂuctuations to be injected in the primary domain. The temporal
simulation data at one instant in time (frozen ﬂow) is then convected at constant
speed, (Uj +Uc)/2, using Taylor’s hypothesis to relate spatial to temporal derivatives;
required by the incoming characteristic boundary conditions of the spatial simulation.
The peak turbulence intensity level of the inﬂow forcing is around 4%.
Since the kinematic viscosity increases with temperature, the Reynolds number, Re,
was deliberately kept large at 3000. The Mach number that appears in (3.11) was set
to M =0.694 and the Damko¨hler number was set to Da=5000. The composition of
the coﬂow and the jet is YO,o =0.23 and YF,f =0.23 and gives a stoichiometric mixture
fraction value of Zs =0.2. The Prandtl number is 0.7. The main coﬂow velocity, Uc/u
is 0.03, the pilot velocity, Up/u is 0.3 and the pilot width, h/H , is 0.325. If we assume
atmospheric pressure and the viscosity of air at 298K, H is approximately equal to
2mm for the values of Reynolds and Damko¨hler numbers of this simulation. This jet
height is similar to the jet diameter used by Mizobuchi et al. (2002) in a simulation of
a hydrogen–air lifted jet. The number of grid points was Nx =1024 in the streamwise
direction, Ny =512 in the transverse direction and Nz =192 in the spanwise direction.
The total number of grid points is roughly 100 million and there were 13 variables
that had to be integrated, ﬁve ﬂuid mechanical and 8 scalars. The large resolution
requirements were mandated by the need to resolve the fuel consumption layer of the
methane–air mechanism (Seshadri & Peters 1988). It is well known that this region
must be well resolved in order to avoid numerical extinction of the ﬂame owing to lack
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Figure 2. Mass fraction proﬁles: (a) premixed ﬂame as a function of distance and (b) ﬂamelet
solution close to extinction as a function of mixture fraction. , CH4; , O2; , H2O;, CO2; , CO; , H2.
of resolution. In our case, a resolution of approximately 10 points across the fuel con-
sumption layer was found to be suﬃcient with our numerical scheme (Vervisch &
Poinsot 1998). The analogous ﬂow with single-step or inﬁnitely fast chemistry can
typically be resolved with at least half the resolution in each direction. For a three-
dimensional ﬂow, this implies a cost reduction in space of approximately an order
of magnitude. As pointed out in Swaminathan & Bilger (1997), the simpliﬁcations
involved in deriving the reduced mechanism of Peters lead to an excessively thin fuel
consumption zone, while maintaining good extinction characteristics. It is possible
to artiﬁcially alter the rates of the fuel consumption zone and make the resolution
requirements less demanding, but in the present study the original mechanism was used
without modiﬁcations. The simulation was run for approximately two transient times.
It required 340 000 processor hours of the ASCI QSC system at Los Alamos National
Laboratory. The simulations used either 128 or 256 processors depending on the
availability of the queuing system and took approximately four months to complete.
For future reference in the analysis of the ﬂame edge results, it is necessary to obtain
some additional one-dimensional ﬂame values that are useful in the discussion of the
results. Figure 2 shows the mass fractions of CH4, O2, H2O, CO2 and CO in a one-
dimensional premixed planar ﬂame (ﬁgure 2a) and a ﬂamelet solution of (3.42) close
to extinction (ﬁgure 2b). The premixed ﬂame solution was obtained using the reduced
mechanism with the compressible formulation and the values of the parameters
previously discussed. The premixed planar ﬂame was computed at the composition
corresponding to the frozen ﬂow mixture with mixture fraction equal to Zs . For unity
Lewis number, this is the appropriate mixture composition encountered ahead of the
ﬂame-edge head (Daou & Lin˜a´n 1998). We denote the premixed planar ﬂame speed
value as SL,st and numerical integration gives the non-dimensional value of 0.022.
The resolution used in the calculation of the premixed planar ﬂame was identical to
that of the three-dimensional simulation and corresponds to 12 grid points for the
hydrogen radical reaction rate. This resolution was found to be numerically appro-
priate. Finally, the diﬀusion ﬂamelet structure in ﬁgure 2(b), was computed very close
to the extinction limit, where the non-dimensional quenching scalar dissipation, χq ,
had a value approximately equal to 0.0205.
244 C. Pantano
10
8
6
4
2
0 5 10 15
x
y
7.0
6.5
6.0
5.5
5.0
4.5
4.0
3.5
3.0
2.5
2.0
1.5
Figure 3. Temperature isocontours at plane through the centre of the domain
at an instant in time.
4. Qualitative description of the ﬂame
Turbulent ﬂames, including the ﬂame considered in this study, are complex three-
dimensional objects that change in time owing to the unstable nature of the ﬂow and to
the eﬀects of extinction and reignition. Figure 3 shows isocontours of temperature at
the centre of the domain midway through the simulation. This ﬁgure is representative
of the behaviour of the temperature ﬁeld at other times. The parameters of this
simulation were chosen to produce a ﬂame that is partially extinguished and, in our
case, this occurs predominantly around the centre of the domain. In this region,
the large-scale organized vortices that are shed from the shear layers have suﬃcient
strength, large rate of strain, to extinguish the ﬂame. This is observed in ﬁgure 3, where
low temperature values can be seen around the centre of the ﬁgure at both edges
of the jet. The presence of these vortical structures that promote extinction in our
ﬂame are commonly seen in the near-ﬁeld region of turbulent diﬀusion ﬂames. Here,
quasi-laminar ﬂame structures envelop the jet core where vortical structures exist. This
behaviour is observed in experimental and numerical observations of diﬀusion ﬂames
(Yule et al. 1980; Chen et al. 1991; Schefer et al. 1994; Everest, Feikema & Driscoll
1996; Takahashi et al. 1996; Yamashita, Shimada & Takeno 1996). Using a reactive
Mie scattering technique, Roquemore et al. (1987) showed the existence of these vor-
tical structures entrapped within the jet core edges and surrounded by the ﬂame in the
near-ﬁeld region. In a comparative study by Clemens & Paul (1995) where both non-
premixed reacting and non-reacting jets were analysed, it was also found that the near
ﬁeld consisted of laminar regions surrounding the inner core, where organized vortical
structures were visible. Comparing experimental results for reacting and non-reacting
jets, they show that the strong density gradients induced by combustion are responsible
of extending the potential core. Large-scale organized vortical structures are also seen
in the experimental measurements of CH4/H2/N2 ﬂames by Bergmann et al. (1998).
Laser induced ﬂuorescence intensity of NO shows the presence of these structures at
the edges of the jet core, which is formed by the shear layers separating the fuel from
the oxidizer. In our piloted ﬂame, the region close to the inﬂow where the pilot is still
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Figure 4. Species mass fraction isocontours at a plane through the centre of the domain at
an instant in time. (a) Methane, (b) oxygen, (c) water, (d) carbon monoxide, (e) molecular
hydrogen and (f ) hydrogen radical.
strong is approximately laminar. However, the extent of this region is reduced here
because the inﬂow forcing we use is strong. We chose this level of forcing to reduce the
extent of the potential core so that the usefulness of the computational domain is max-
imized to capture more turbulent ﬂow within the box. As an aside, it has been shown
that the region close to the nozzle experiences stronger diﬀerential diﬀusion eﬀects
(non-unity Lewis number eﬀects) owing to the quasi-laminar behaviour of the ﬂame
(Bergmann et al. 1998). In round jets, this region extends from the nozzle to x/D ≈ 10,
where D is the diameter of the jet and the eﬀects of diﬀerential diﬀusion remain even
at larger distances from the nozzle (Pitsch 2000). In our ﬂame, it is anticipated that
diﬀerential diﬀusion eﬀects are important within the complete length of the domain.
4.1. Distribution of ﬂame composition and extinction
Figure 4 shows mass fractions, at the same time and location, of methane, oxygen,
water, carbon monoxide, molecular hydrogen and hydrogen radical. Plots of carbon
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Figure 5. Three-dimensional rendering of hydrogen radical mass fraction
at an instant in time.
dioxide are not shown because they are very similar to those of water in this ﬂame.
The extinguished regions are clearly seen in ﬁgure 4(f ), where gaps in the hydrogen
radical mass fraction reﬂect extinction. In our ﬂame, hydrogen radical is the only
radical of the ﬂame.
Availability of the hydrogen radical ﬁeld facilitates geometrical studies of the ﬂame
because, in our case, although a ﬂame is more complicated than just a one-ﬁeld
quantity, it can be identiﬁed well with the ﬂame. Figure 5 shows the hydrogen radical
mass fraction ﬁeld at one instant in time with the observer at two diﬀerent angles. This
ﬁgure is a three-dimensional volume rendering of the ﬁeld, where the magnitude of the
mass fraction determines the opacity of the zones. A nonlinear mapping was used to
highlight the regions of very large radical concentration. The images were generated by
volume rendering graphic cards from the Center for Advanced Computing Research
(CACR) at Caltech. The view angle of ﬁgure 5(a) corresponds approximately to that
of an observer placed in the general direction of the jet and is slightly above the exit
plane. Figure 5(b) is a frontal view of the ﬂame, the jet is coming towards the observer.
In both ﬁgures, the hydrogen radical mass fraction shows the large extinguished region
in the centre of the ﬂame and the formation of multiple holes of varying geometries.
The regions of high mass fraction, shown in dark contrast, were typically seen around
vividly burning ﬂame edges, as in closing holes, and were absent in regions that were
undergoing extinction. The peak value of hydrogen radical mass fraction around
closing holes or advancing edges was typically four to ﬁve times higher than the values
observed in the other regions of the ﬂame. Note that some large holes in the ﬂame,
primarily in the upper region, appear unclosed. This is because the ﬂow is periodic in
the spanwise direction and, at this time, the apparently missing section of the hole lies
on the other side of the computational domain. Visualizations of the heat release rate
from the DNS of Mahalingam et al. (1995) and Be´dat et al. (1999) also indicate the
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Figure 6. Scatter plot of (a) temperature and (b) hydrogen radical mass fraction versus
mixture fraction at x/H =11.
presence of holes in a diﬀusion ﬂame submerged in a homogeneous turbulence ﬁeld
using a synthetic chemical mechanism. The diﬀerences between our study and that of
Be´dat et al. (1999) reside in the chemical mechanism and the ﬂow conﬁguration.
Figure 6 shows scatter plots, collected in time, of temperature and hydrogen radical
mass fraction versus mixture fraction at the ﬁxed streamwise location of x/H =11. As
can be seen in ﬁgure 6(a), temperature dependence on mixture fraction shows large
scatter between the equilibrium values (upper envelope) and the frozen ﬂow value
(lower envelope). Figure 6(b) is complementary to the temperature and shows large
scatter on hydrogen radical mass fraction owing to the constant extinction/reignition
of the ﬂame.
4.2. Pilot stabilization mechanism
The role of the pilot in the stabilization of the ﬂame and the choice of parameters
are discussed next. Pilots are typically used in diﬀusion ﬂame jets at suﬃciently large
Reynolds numbers because the rate of scalar dissipation is maximum close to the
burner exit plane and decreases with increasing distance downstream. In these ﬂows,
the ﬂame is unable to maintain the high temperatures required for combustion
close to the burner exit without an additional heat source. Furthermore, for cold
reactants (our case) typical hydrocarbon ﬂames are unable to autoignite downstream
and we are left with a turbulent non-reacting jet. An approach used frequently in
experimental investigations is to surround the main jet by a slower hot ﬂow resulting
from secondary combustion of another fuel. This low-momentum ﬂow, low density
and high temperature, is typically composed of a mixture of reaction products and
oxygen (Barlow & Frank 1998) and it is called the pilot ﬂame. When the main jet
comes into contact with this hot ﬂow, a ﬂame is established and burns independently
of the rate of scalar dissipation because the high temperature that control the typical
Arrhenius nonlinear reaction rates is maintained externally. The temperature of the
hot products decreases gradually with increasing distance until the ﬂame starts to burn
at a rate controlled by the scalar dissipation (that now is only a fraction of its value
at the burner exit). This technique is well suited to ﬂows at high Reynolds numbers
where extinction can take place further downstream of the burner exit through the
locally large rate of strain caused by the intermittent nature of turbulence. In the
context of numerical simulation, the diﬃculty with this technique is that the eﬀect
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Figure 7. Conditional scalar dissipation p.d.f. at Z=Zs in the pilot controlled region,
x/H < 2. The thick vertical line denotes the quenching limit from the ﬂamelet equation.
of the pilot is felt for a relatively large distance from the burner exit and direct
simulations require prohibitively large domains.
For lower-Reynolds-number ﬂows, it is possible to create a pilot that consists of
an ignition source located at the burner exit plane (Yamashita et al. 1996). This
is modelled in our simulation through the boundary conditions detailed in § 3.3,
by maintaining the temperature high and the scalar dissipation low around the pilot
inﬂow region. With this technique, it is found that for given Reynolds and Damko¨hler
numbers there is a parameter window, pilot thickness and velocity, over which the
ﬂame can be stabilized and, at the same time, the inﬂuence of the pilot can be limited
to a short region downstream of the burner exit. In this transitioning regime of piloted
ﬂames, we can reliably stabilize the ﬂame if the inﬂow parameters are well controlled;
the case of a numerical simulation. In the present study, the parameters of the pilot
were determined by performing a number of two-dimensional simulations until the
jet evolution was satisfactory.
Quantitative evidence that the pilot used in this study releases only small amounts
of energy is evident in ﬁgure 5. In that ﬁgure, it can be seen that a ﬂame hole forms
in the lower pilot ﬂame of the jet, close to the inﬂow. Several holes are formed during
the course of the simulation, but they are unable to tear apart the pilot ﬂames. The
presence of these ﬂame holes is evidence that the amount of energy introduced by
the pilot is limited. The pilot ﬂame is only broken apart when it encounters the ﬁrst
strong vortical structures in the centre of the domain. The strength of the pilot at the
inﬂow can be inferred from ﬁgure 7, where the scalar dissipation p.d.f. conditioned on
the stoichiometric surface in the region x/H < 2 is shown. Here, the scalar dissipation
is maintained mostly below the extinction limit, shown as a thick vertical line, owing
to the quasi-laminar state of the ﬂow. The higher temperature and associated higher
viscosity and diﬀusivity generated by the pilot ﬂame renders the local ﬂow more
stable and that helps to limit the magnitude of the scalar gradients. It appears that
this is the mechanism by which the pilot ﬂame is sustained.
The stabilization of the main ﬂame further downstream, the region of interest in
this study, is caused by the intermittently broken pilot ﬂames. When the pilot ﬂame
is broken by the ﬁrst large-scale vortex, occurring in the region 3<x/H < 5, ﬂame
segments are convected downstream until they aggregate to the main ﬂame. This
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Figure 8. Three-dimensional renderings of hydrogen radical mass fraction showing the pilot
ﬂame annexation. (a) Top and (b) bottom pilot ﬂame annexation events.
happens in the simulation at more or less regular intervals and helps to stabilize the
main ﬂame. Figure 8 shows a hydrogen radical mass fraction rendering at instants at
which pilot ﬂame segments are observed in the middle of the domain. These ﬂame
segments travel downstream and contribute to the global stability of the main ﬂame
by joining it and increasing its ﬂame surface. This stabilization mechanism is due to
direct ﬂame annexation.
5. Statistical characterization of the ﬂow
In this section, we provide some statistical characterization of the ﬂow. We deﬁne
the characteristic ﬂow transient time as tL =Lx/Uj . Experience with this and other
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streamwise coordinate.
kinds of turbulent ﬂows show that, in order to achieve well-converged ﬁrst-order
statistics one must sample the ﬂow for approximately 10 tL (Stanley et al. 2002;
Jime´nez 2003). In our case, such a simulation would have required approximately two
years of computational time, with our present resources, and it is simply unattainable
at this time. For this reason, we were able to run the simulation for approximately
2 tL and we do not assert that statistical averages of all quantities extracted from the
database are well converged, but we believe that the present results are suﬃcient for
the study of extinction dynamics. This is a phenomenon occurring at the smallest
scales of the ﬂow, and averaging on time and across space on these regions gives
reasonable statistical information. The parameters of the simulation were selected in
order to obtain suﬃcient extinction for averaging across these structures. Given these
limitations and in order to characterize the ﬂow to some extent, we provide in this
section some Favre-averaged mean quantities.
Mean velocity, scalars, turbulence kinetic energy and scalar variances at diﬀerent
sections across the ﬂow are presented next. The average value of an arbitrary function
ψ is computed as a simultaneous temporal and spanwise direction means,
ψ¯(x, y) =
1
NTNz
NT∑
j=1
Nz∑
i=1
ψ(x, y, zi, tj ), (5.1)
where NT is the number of time steps over which the average is computed. Favre
averages, ψ˜ = ρψ/ρ¯, and Favre ﬂuctuations, ψ ′′ =ψ − ψ˜ , are deﬁned in the usual
way. All average values reported in this section were computed from t =5 to t =30.
The values at the beginning of the simulation are not used in the calculation of
the averages because the ﬂamelet solution is still adapting to the ﬂow conditions.
Statistics concerning extinction dynamics are postponed to the following section.
Figure 9 shows the average jet width as a function of the streamwise coordinate.
Two measurements of the jet width are provided in this ﬁgure: δ05 is the width based in
the 50% mean streamwise velocity proﬁle and δZ is the width based on the 50% mean
mixture fraction proﬁle. Both thickness measurements are similar up to x/H ∼ 7, but
δZ becomes larger than δ05 beyond this point. These results are consistent with those
of Stanley et al. (2002) for non-heated planar jets. They also observe a transition in
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Figure 11. Average mixture fraction at diﬀerent streamwise positions.
growth rate around x/H ∼ 7 and a faster rate of mixing for the scalar proﬁle beyond
this point when compared to the rate of spread of the velocity proﬁle.
Average streamwise velocity and mixture fraction proﬁles are shown in ﬁgures 10
and 11 at three stations, x/H =3.2, 8.6 and 13.5. It is observed that the mixture
fraction proﬁles diﬀuse faster than the velocity proﬁles, similar to the results found in
DNS of nonheated planar jets. Figure 12 shows average temperature proﬁles at the
same stations. It is seen that the average temperature is large, close to the adiabatic
ﬂame temperature, in the piloted region of the ﬂame close to the inﬂow. In the
intermediate station, the mean temperature is low owing to the large amount of
extinction that takes place at and around x/H =8.6. At the later station, x/H =13.5,
the temperature is higher than that of the preceding station owing to the lower level
of extinction in this region.
Figure 13 and 14 show average turbulence kinetic energy, k˜, and mixture fraction
variance, Z˜′′2, respectively. It is observed that the level of turbulence ﬂuctuations
increases with increasing distance from the inﬂow plane. The mixture fraction
ﬂuctuations also increase with increasing distance from the inﬂow plane, but it starts
to decrease at the last station. This is consistent with the larger rate of mixing observed
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Figure 12. Average temperature at diﬀerent streamwise positions.
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Figure 13. Average turbulence kinetic energy at diﬀerent streamwise positions.
–3 –2 –1 0
y/δZ
0
0.02
0.04
0.06
0.08
0.10
0.12
x/H = 3.2
8.6
13.5
1 2 3
Figure 14. Average mixture fraction variance at diﬀerent streamwise positions.
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Figure 15. Average composition mass fractions at (a) x/H =3.2 and (b) x/H =13.5.
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Figure 16. Average reaction rates of (a) CH4 and (b) H at diﬀerent values of x/H .
in ﬁgure 9. The results of ﬁgure 13 and the turbulence dissipation, ˜, that are not
shown here, give an estimate of the turbulence Reynolds number, Ret = urmsl/ν where
l= u3rms/˜ and u
2
rms =2k˜/3. These quantities varied across the jet width and reached
a peak, in most cases, around the centre of the jet. Our statistics give a peak Ret
around 300 at x/H =3.2 and x/H =13.5 and a value around 500 for x/H =8.6. The
reason the Reynolds number is large around the centre of the computational domain
is probably caused by two eﬀects. First, in this region the ﬂame is predominantly
extinguished with low temperature and high density. Secondly, the strong dependence
of the viscosity with temperature creates a low-viscosity region at the centre of
our domain. These eﬀects contribute to a larger value of the turbulence Reynolds
number.
Figure 15 shows average composition mass fractions (a) close to the inﬂow plane
and (b) close to the outﬂow plane. Figure 15(a) shows that the ﬂame is almost planar
in the piloted region close to the inﬂow, with negligible amounts of products at the
core of the jet. On the other hand, ﬁgure 15(b) shows that substantial mixing has
taken place at this station. Furthermore, ﬁgure 16 shows the average reaction rates
of methane and hydrogen radical at diﬀerent distances from the inﬂow plane. It is
seen that the methane reaction rate is relatively compact close to the inﬂow plane,
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it becomes very small in the central region where large-scale extinction is present
and becomes broader further downstream where the ﬂame is burning again and it is
being stirred by turbulence. On the other hand, the reaction rate of hydrogen radical
behaves diﬀerently. In fact, while the reaction rate average is relatively compact close
to the inﬂow plane, it becomes almost negligible far downstream. This behaviour, at
ﬁrst puzzling, is a consequence of the dependence of the hydrogen radical reaction rate
on the spatial coordinates. The reaction rate of hydrogen radical has both positive
and negative parts. When averaging in time is applied at a speciﬁed location in space,
these positive and negative contributions tend to cancel each other out. This results in
very small values of the average reaction rate for the radical. This is not observed for
major species because the reaction rates are predominantly positive for products and
negative for reactants. Although our results are not conclusive owing to our limited
sampling, it is clear that if these observations results are correct, the implications for
modelling purposes are important.
There have been some attempts to model chemically reacting ﬂows by solving
averaged transport equations for all the chemical species. In this approach, the average
reaction-rate terms must be modelled somehow. This methodology is commonly
referred to as the direct-closure approach and constitutes the turbulent-combustion-
closure problem, properly speaking. Our statistics indicate that attempts to model
average radical reaction rates are futile, because the positive (production) and negative
(consumption) parts of typical radical reaction rate functions combined with the
spatial and temporal variability of turbulent ﬂows produce average rates that are not
representative of their instantaneous values. This is important because it implies that
one cannot model average radical reaction rates from the knowledge of the rates
provided by the detailed chemical mechanism.
6. Flame-edge statistics
A turbulent ﬂame is a complex geometrical object. We can think of it as a coupled
multiscalar manifold with changing topology. The coupling originates in the reaction
rate terms that represent chemical conversion and aﬀect in a direct way the
temperature, density and mean molecular weight. These direct variations, primarily
in density, but also in molecular properties through variations of the temperature,
induce indirect changes in the velocity ﬁeld. These velocity variations can, in turn,
aﬀect the rates at which reactants and products are brought together and removed
from the ﬂame, respectively. This coupling is generally referred to in the literature as
the turbulence–chemistry interaction. Depending on the combustion regime, several
theoretical abstractions have been used to understand this coupling. For example, it
has been proposed (Williams 1975) that, under the appropriate conditions of large
Damko¨hler numbers, the ﬂame becomes very thin. In this case, the geometry of the
ﬂame is relatively well deﬁned by a surface, the so-called ﬂame sheet.
The results of the present study support, to some extent, the idea that even for
diﬀusion ﬂames under relatively large rates of strain, the ﬂame remains quite thin
(see ﬁgure 4f ). We are certainly assuming that the mass fraction of hydrogen radical
can be realistically used as a marker of the ﬂame. In our case, there are only a few
meaningful ﬁelds that could be used to identify the ﬂame. It is common to use the
heat release rate to associate the regions where the ﬂame burns vigorously with the
ﬂame location, see Im & Chen (2001) for an example. In our case, a quick review
of the algebraic form of the reaction rates of the reduced mechanism used in this
study reveals that all these rates are proportional to the concentration of hydrogen
Direct simulation of methane–air ﬂame extinction 255
radical. Some diﬀerences between the hydrogen radical ﬁeld and the heat release rate
are bound to exist, specially during short transients. These transients are likely to
appear at the instant a hole is formed and also when a hole collapses. In the ﬁrst
case, as soon as these extinguished regions grow, the hydrogen radical will diﬀuse and
accommodate around the ﬂame edges and disappear from the completely extinguished
region. In the second case, it has been shown that the collapse of ﬂame holes is a very
fast process (Buckmaster & Jackson 2000; Pantano & Pullin 2003) and it should not
have a statistical impact on the results. Thus, we expect that, apart from these very
short transients, the hydrogen radical mass fraction is a reasonable indicator of our
ﬂame location. We would like to stress that this choice is by no means unique and
involves some degree of uncertainty.
Two statistical quantities are investigated in this section. First, we determine the
total ﬂame area evolution with time within the computational domain. Secondly,
once the ﬂame edges are identiﬁed, the joint ﬂame-edge velocity-scalar dissipation
probability distribution (p.d.f.) is recovered.
6.1. Flame identiﬁcation
We assume that the external structure of the ﬂame is approximately deﬁned by the
mixture fraction ﬁeld, such that the ﬂame lies around a mixture fraction surface,
Z(x1, x2, x3, t)=Zo, where Zo is close to Zs . This deﬁnition is appropriate far from
extinction and when the Lewis number of all species is one (Williams 1985). In
our case, detailed visualization of the ﬂame structure shows that this deﬁnition is
still appropriate, even though the Lewis number is not unity (see beginning of § 4),
provided the extinguished surface regions are removed. This is simply accomplished
by recognizing that the mass fraction of hydrogen radical is negligible in those regions.
We deﬁne three subspaces, according to
S(t) = {(x1, x2, x3) ∈ R3 : Z(x1, x2, x3, t) = Zo}, (6.1)
F(t) = {(x1, x2, x3) ∈ R3 : Z(x1, x2, x3, t) = Zo, YH(x1, x2, x3, t) > Ys}, (6.2)
E(t) = {(x1, x2, x3) ∈ R3 : Z(x1, x2, x3, t) = Zo, YH(x1, x2, x3, t) = Yo}, (6.3)
where S(t) is the two-dimensional manifold deﬁning the stoichiometric surface, F(t)
is the two-dimensional manifold deﬁning the ﬂame and E(t) is the one-dimensional
manifold deﬁning the ﬂame edges. F(t) is a three-dimensional surface with holes and
E(t) is composed of multiple open and closed loops. The parameter Yo is a threshold of
the hydrogen radical mass fraction and it has been chosen after extensive visualization
of the ﬂame edges and is typically 5 to 10% of the peak hydrogen radical mass fraction
on the ﬂame, in our case Yo =3× 10−5. This value has proved to give very reliable
results regarding identiﬁcation of the ﬂame and ﬂame edges, except at those location
and instants when a hole is created. These occurrences cannot be detected accurately
with the present algorithm, but they do not represent a large fraction of the edges in
terms of sampling numbers and they are removed from the statistics. It was found
that using the hydrogen radical ﬁeld produced more reliable identiﬁcation of the
ﬂame edges than when the heat release rate was used. This seems to be due to the
complex structure of the heat release rate around edges (Ruetsch et al. 1995). Finally,
a comparison of the ﬂame surface determination based on the Bilger, St˚arner & Kee
(1990) mixture fraction variable was carried out and no meaningful diﬀerences were
observed. Both mixture fractions give equally good ﬂame surface approximations.
This is probably due to the manner in which the ﬂow is initialized, since both the
initial ﬂow and the forcing are mapped to Z. Using the previous deﬁnitions, we
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Figure 17. Flame surface and edge geometry at four times during the simulation.
developed an algorithm that extracts F(t) and E(t). The algorithm is described in
detail in Pantano & Lombeyda (2003). Further details regarding the eﬀect of varying
isosurfaces are reported in the Appendix. The following ﬂame surface visualization
and statistics correspond to case (ii) in the Appendix.
Figure 17 shows the ﬂame surface F(t) and the ﬂame edges E(t), thick black lines,
at several instants in time during the simulation. The jet runs from left to right
and the two ﬂames at the opposite sides of the jet are visible. Since the domain is
periodic in the spanwise direction, two copies of the ﬂame are shown as a visual aide
to help in the interpretation of the surface geometry. The region to the left shows
the well-deﬁned pilot stabilized region. Figure 17(a) corresponds to time t =0.3tL,
after the initial adjustment of the ﬂamelet proﬁles. Figures 17(b)–17(d) correspond to
t =0.8tL, 1.3tL and 1.8tL, respectively.
In order to make more quantitative measurements, we deﬁne the area operator by
A(X) =
∫
X
dX, (6.4)
where X is the surface manifold coordinates in the three-dimensional space and dX
denotes the area diﬀerential. The postprocessing algorithm was used to extract a
burning index deﬁned as the ratio of ﬂame area to stoichiometric surface area,
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Figure 18. Burning index evolution with time.
given by
r =
A(F)
A(S) . (6.5)
Figure 18 shows the burning index, r , as a function of time. The values of r during
the ﬁrst instants of the simulation are not reported because the algorithm was unable
to reliably predict the burning ﬂame surface. This is due to the strong transient eﬀects
introduced by the relaxation of the initial ﬂamelet proﬁles to the correct values.
Figure 18 shows that, initially, r has a relatively high value, owing to the artiﬁcial
initial condition, and decreases strongly. Then, r stabilizes somewhat, from t =5 to 20.
This relatively calm period is followed by a further decrease of r . The origin of this
decrease is partially due to the presence of a large-scale organized vortex that wraps
the ﬂame and convects a large portion of the burning ﬂame outside the domain, and
makes the value of r temporarily low. Availability of more powerful computational
resources in the future will certainly allow larger computational domains and times to
extend the current results further. Nevertheless, the central period of our simulation,
where r is relatively uniform, can conﬁdently be used to extract meaningful statistical
data about the ﬂame edges since the total ﬂame area does not change much.
6.2. Flame-edge velocity statistics
At this point, we will use the previously detected ﬂame edges to extract statistics
about the ﬂame-edge velocity. We start by deﬁning the unitary normal directions to
the mixture fraction and hydrogen radical mass fractions isosurfaces
nZ =
∇Z
|∇Z| , (6.6)
nH =
∇YH
|∇YH| , (6.7)
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Figure 19. Geometrical determination of the edge velocity.
respectively. The normal velocity of the isosurfaces can be determined from knowledge
of the transport equations of the respective ﬁelds and they are given by
VZ = u · nZ − ∇ · (ρDZ∇Z)
ρ|∇Z| , (6.8)
VH = u · nH − ∇ · (ρDH∇YH) + ω˙H
ρ|∇YH| , (6.9)
for mixture fraction and hydrogen radical mass fraction, respectively. The diﬀusivities
of mixture fraction and hydrogen radical are given by DZ = δ
∗(T )/(Re Sc) and
DH = δ
∗(T )/(Re ScH ), respectively. Notice that both the ﬂow velocity and the normal
direction intervene in the deﬁnitions. Moreover, it is well known that only the normal
velocity of the isosurfaces can be uniquely deﬁned. It is not uncommon to com-
plement the normal velocity with the component of the ﬂow velocity tangential to the
normal. In doing so, a full three-dimensional velocity vector can be associated at each
isosurface point (Gibson 1968). Here, we do not require this extension of the isosurface
velocity because the normal velocity suﬃces. Figure 19 shows a generic geometric
disposition of the isosurfaces, the normal velocities and the edge displacement. Note
that this ﬁgure only shows one of the possible cases, that in which the sign of VH is
positive, that is, the isosurface velocity is in the same direction as the normal. The
case in which VH is opposite to nH (VH < 0) is also possible and leads to a similar
geometrical treatment with some angles that are complements of those shown in
ﬁgure 19. For compactness, we show the derivation for the case where VH > 0 shown
in ﬁgure 19. The angles α and β denote the angles of the normals to the edge velocity
vector, determined in the ﬁgure by the vector that goes from point A to B. These
angles are related to the angle between the normals, θ , by
θ = α + β, (6.10)
where
cos θ = nZ · nH. (6.11)
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These angles can be used to relate the velocity of point A, V , to those of the
isosurfaces, through
V cosα = VH, (6.12)
V cosβ = VZ. (6.13)
Equations (6.10)–(6.13) can be manipulated to obtain explicit relations for V, α and
β in terms of θ , VH and VZ . At this point, we deﬁne the relative velocity of the ﬂame
edge, Vo, as the projection of V on the stoichiometric surface with the convention
that positive Vo implies edges travelling in the direction of the extinguished region
and it is deﬁned by
Vo = −V cos ( 12π − β). (6.14)
In order to determine what is called the ﬂame-edge speed, similar to the deﬁnition
used by Ruetsch et al. (1995), in our approach we must take into account the velocity
of the ﬂow incoming towards the edge. This velocity is given with our convention by
um = u · m, (6.15)
where m is the unitary tangent vector at the edge,
m = nZ × (nH × nZ).
Note that um is positive in the opposite direction to Vo, that is, in the direction of the
burning region. With all these deﬁnitions at hand, the ﬂame-edge velocity is given by
Ve = Vo + um. (6.16)
Other works (Ruetsch et al. 1995; Im & Chen 1999) have used a procedure that is
very similar to that introduced above, equations (6.6)–(6.16), to determine the velocity
of intersecting isolines. In our case, apart from the fact that the edges are three-
dimensional, our choice of scalar ﬁelds is diﬀerent and we project the velocity back to
the stoichiometric surface to satisfy the premise that the edges are supposed to move
on this surface.
Equations (6.6)–(6.16) and the scalar dissipation χ were computed at each of
the ﬂame-edge locations extracted by the edge identiﬁcation algorithm described
previously. The data were accumulated from approximately 400 times to construct
a joint p.d.f. Moreover, only the downstream half of the computational domain was
used to compute joint statistics. This was done to avoid mixing the statistics from the
pilot region, where edge dynamics may be diﬀerent, with those of the region of interest
downstream. Figure 20 shows a contourmap of the joint ﬂame-edge velocity-scalar
dissipation probability density function. The horizontal axis shows the ﬂame-edge
velocity in linear coordinates and the vertical axis shows the natural logarithm of the
scalar dissipation at the edge. The equally spaced joint p.d.f. values are represented by
diﬀerent tonalities of grey. Although some statistical scatter is present, the joint p.d.f.
is reasonably converged. It can be seen that the joint p.d.f. has a characteristic shape
that resembles the form of the dependence of the edge velocity on scalar dissipation
of laminar studies (Daou & Lin˜a´n 1998), but in the present study, unstationary eﬀects
are clearly visible. Note that the joint p.d.f. is eﬀectively broad and we expect that
this is a manifestation of the randomness of the ﬂow. Moreover, it is seen that as
the scalar dissipation becomes large, the only probable values of the joint p.d.f. are
those for which the edge velocity, Ve, is negative, that is, receding edges or expanding
holes. The quenching value of the scalar dissipation determined previously from the
ﬂamelet equation is shown here as a horizontal thick line for reference purposes. It
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Figure 20. Joint ﬂame-edge velocity-scalar dissipation p.d.f. The thick horizontal line re-
presents quenching value of scalar dissipation, χq , and the vertical line represents stabilization
ﬂame-edge speed.
is expected that the ﬂame ceases to exist for values of the scalar dissipation around
the quenching value. In this ﬁgure, some edges propagating with negative velocities
are encountered in the regions where χ is somewhat larger than the laminar quenching
value, χq . This has been observed in the past by Mahalingam et al. (1995) in DNS of
turbulent non-premixed combustion. They also identify the fact that the ﬂow boundary
conditions used in laminar calculations can inﬂuence the precise numerical value of
the extinction limit. These boundary conditions cannot capture all unstationary and
three-dimensional eﬀects. For these reasons, we do not expect that the quenching
value, χq , obtained from any speciﬁc one-dimensional conﬁguration of the ﬂame will
give quantitatively accurate values in three-dimensional ﬂows, though, typically the
agreement is very good.
On the other limit of χ , as the scalar dissipation becomes small, the joint p.d.f.
is non-negligible towards positive Ve. Based on previous works of two-dimensional
simulation of edge ﬂames, it is expected that this vertical asymptote should be centred
around the stabilization edge speed. This speed is estimated here, following Ruetsch
et al. (1995), as the product of the laminar premixed speed at the stoichiometric
conditions, SL,st , multiplied by the square root of the density ratio of the frozen ﬂow,
ρf , to that of the diﬀusion ﬂame, ρb. The value we estimate is SL,st
√
(ρf /ρb)= 0.058
and is shown in ﬁgure 20 as a vertical thick line. It can be seen that the peak of the
joint p.d.f. is centred around this value in this region.
6.3. Heat release rate statistics
Among the multiple statistics that can be investigated in turbulent non-premixed
combustion with extinction, the correlation between heat release rate and scalar
dissipation has been the subject of increased attention. This correlation has been
investigated in the past using DNS by Mahalingam et al. (1995) for one- and two-
step chemistry and by Swaminathan et al. (1996) using single-step chemistry. They
observe, in accordance with laminar theory (Peters 1984), that the heat release rate
increases with increasing scalar dissipation. Figure 21 shows the conditional joint
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Figure 21. Conditional joint p.d.f. of heat release reaction rate and scalar dissipation
at the stoichiometric mixture fraction, Zs .
p.d.f. of heat release rate, ω˙T =−Da∑Ni=1 hiω˙i , and scalar dissipation collected in a
narrow band of thickness 0.02 in mixture fraction space around the stoichiometric
surface, Zs . This joint p.d.f. was compiled at the same times as the edge velocity–scalar
dissipation joint p.d.f. and does not include the pilot ﬂame, x/H > 6. The horizontal
axis denotes the natural logarithm of the scalar dissipation and the vertical axis is
the natural logarithm of the heat release rate. The isocontour levels are denoted in
tonalities of grey; where the graduation from dark to light grey represent higher to
lower uniform isolevels, respectively. The thick line on the same ﬁgure denotes the
peak heat release rate as a function of scalar dissipation obtained from the ﬂamelet
equation, (3.42). The power law for this ﬂamelet solution is approximately 0.685. In
contrast, the conditional joint p.d.f. evolves approximately aligned with the direction
of unity slope. These diﬀerences, apart from the broad character of the distribution
caused by unstationary eﬀects, probably originates from the contributions of the
diﬀerent modes of combustion in the ﬂow; ranging from the burning ﬂame edges
to the extinction events. Since, in our regime of extinction, the number of ﬂame
edges/extinction events is important, their contribution to the statistics of the heat
release rate are obviously present. It can be seen that at higher values of the scalar
dissipation, the alignment with the ﬂamelet solution is good. On the other hand,
at lower values of the scalar dissipation, this alignment is less pronounced and the
ﬂamelet solution appears shifted upwards with respect to the joint p.d.f. In this region,
we expect to encounter the contributions from the ﬂame holes that are closing with
positive ﬂame-edge velocities; compare with ﬁgure 20. Here, the prevalent burning
mode of the edge ﬂames will contribute to the observed deviation of the p.d.f. statistics
from the ﬂamelet solution. The improved agreement of the ﬂamelet solution for high
scalar dissipation rates has been observed by Mell et al. (1994) in DNS of constant
density reacting ﬂows. They report that this is associated with an increase in the
one-dimensionality of the reaction zone.
7. Discussion
Previous two-dimensional numerical works have investigated the mechanisms and
parameters that determine the ﬂame-edge velocity. In the case of stationary edges, this
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velocity is well deﬁned and Daou & Lin˜a´n (1998) give a detailed account for a one-
step chemistry model with constant density. Other numerical works of unstationary
ﬂame edges subjected to the strain ﬁeld of a vortex include Favier & Vervisch (1998),
Im & Chen (1999) and Im & Chen (2001). In this case, a ﬂame edge is approximately
aligned with the centre of a vortex system and the edge propagates upstream or
downstream depending on the relative strength of the vortex with respect to the
chemistry. Boulanger & Vervisch (2002) studied the expected value of the Damko¨hler
number at the tip of an edge ﬂame, taking into account the ratio of the diﬀusive
ﬂuxes normal to the non-premixed ﬂame to the premixed ﬂuxes at the tip of the
ﬂame. They ﬁnd that this ratio plays a role in the prediction of the ﬂame-edge speed.
In general, all studies agree that some measure of the mixture fraction gradient at the
ﬂame edge controls the propagation of the structure and that chemistry details cannot
be neglected. In the present simulation, the analysis of the statistics suggest that, in
three-dimensional ﬂame edges, the scalar dissipation can be used to parameterize the
edge speed. Unstationary eﬀects are important and are reﬂected by a somewhat broad
distribution function. These results can be exploited in advanced modelling of ﬂame
extinction/reignition through ﬂame-edge propagation for turbulent combustion in two
ways. First, we can neglect unstationary eﬀects and assume that the edge-ﬂame speed
is determined uniquely by the local instantaneous value of the scalar dissipation. This
function can be obtained from a two-dimensional boundary-value problem involving
the chemistry, transport and heat release details for a certain canonical ﬂow conﬁg-
uration, as in the works reported by Ruetsch et al. (1995) and Daou & Lin˜a´n (1998),
as a function of the scalar rate of dissipation. This information can then be used to
construct a triple-ﬂamelet closure, ﬁrst suggested by Dold, Hartley & Green (1991), by
taking into account the statistics of the scalar dissipation at the stoichiometric surface.
An example of this approach has been attempted by Pantano & Pullin (2004) for small
ﬂame holes. In the second approach, it may be possible to account for the unstationary
eﬀects on the ﬂame-edge speed by either solving the corresponding joint-p.d.f.
transport equation for ﬂame-edge speed-scalar dissipation or adapting some of the
ideas of the second-order conditional moment closure (CMC) method of Klimenko &
Bilger (1999). In this latter case, additional correlations of the ﬂame-edge speed due to
unstationary eﬀects caused by the statistics of the scalar dissipation could be retained.
Finally, of the two mechanisms that are thought to be primarily involved in
reignition dynamics, ﬂame-edge propagation and ignition through heat conduction
from nearby hot products, only the former is discussed here. It can be seen in ﬁgure 20
that the simulation parameters were chosen appropriately to cover both expanding
and collapsing holes. This is shown by the occurrence of both positive and negative
values of the ﬂame-edge velocity in the joint p.d.f. In the second mechanism, pockets
of burned hot gases are convected and come into close proximity of fuel–oxidizer
mixtures from the extinguished region leading to reignition. This mechanism cannot
be captured in the present simulation. The reduced chemical mechanism used in this
study is derived assuming that certain radical species are in quasi-steady state and
that some reactions are in partial equilibrium. The species and reactions that are
selected are appropriate for the burning regime but they are inappropriate for the
quenched state (Peters 1985). In fact, Peters (1985) recommends that an alternative
reduced mechanism should be derived if one is interested in the ignition phenomena.
We can go back to the algebraic relations describing the reaction rates in § 3.2 and
observe that the chemistry is controlled by the hydrogen radical. This radical can only
exist around the ﬂame and it is not encountered, in our ﬂame, at any concentration in
the extinguished regions. Thus, lack of hydrogen radicals make it impossible for this
Direct simulation of methane–air ﬂame extinction 263
ﬂame to reignite, no matter how much time is given to the system. This limitation in
our chemistry mechanism is recognized in the present study.
8. Conclusion
We report results of a direct numerical simulation of a turbulent non-premixed
methane–air planar jet using a four-step reduced mechanism. Owing to the large cost
of the simulation, the computational domain is restricted to the near-ﬁeld region of
the ﬂow. The parameters of the simulation were selected to exhibit a non-negligible
degree of extinction in order to study the dynamics of diﬀusion ﬂame edges. The
four-step reduced mechanism is the simplest reduced mechanism in the hierarchy
of reduced mechanisms that includes radicals. In our case, the only radical that is
computed along with the ﬂow and stable species is the hydrogen radical.
Turbulence statistics were collected in time from the simulation database. It was
found that average radical reaction rates in the more turbulent regions of the ﬂow
are negligible in comparison with their instantaneous contributions. This is because
the radical reaction rates alternate signs across the ﬂame and the ﬂuctuating nature
of the turbulent ﬂow averages out most of the contributions to the average.
A feature identiﬁcation algorithm was developed to extract ﬂame-edge statistics
from the simulation database. The ﬂame is assumed to be spatially deﬁned by the
hydrogen radical mass fraction ﬁeld. The ﬂame edges are identiﬁed as the curves in
space where a low-value isosurface of hydrogen radical mass fraction and the stoichio-
metric mixture fraction isosurface intersect. This geometric reduction approach was
shown to give very reliable locations of the ﬂame edges and holes. Knowledge of the
transport equations of the scalar ﬁelds was then used to extract joint statistics of the
ﬂame-edge velocity and scalar dissipation (a local Damko¨hler number). It was found
that while the peak of the joint p.d.f. of these two quantities bears some resemblance
to the theoretically laminar ﬂame-edge velocity relationship on scalar dissipation,
substantial widening of the joint p.d.f. exists. This is presumably due to unstationary
eﬀects.
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Appendix. Edge-detection sensitivity
This Appendix addresses some of the heuristic details associated with the edge-
ﬂame-detection algorithm. The current scheme is based on an extension of the
procedure outlined by Ruetsch et al. (1995) for two-dimensional ﬂame edges. Instead
of intersection of isolines, we must consider the intersection of isosurfaces in three-
dimensional ﬂows. In our ﬂame, these isosurfaces are obtained from the mixture
fraction and hydrogen radical mass fraction ﬁelds through (6.3). In order to quantify
the impact of the isosurface values on the quality and uncertainty of the measured
edge velocity we have conducted a limited parametric study by considering four sets
of isosurface values. There is a limited range of mixture fraction values and hydrogen
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Case Zo Yo
(i) 0.2 6 × 10−5
(ii) 0.2 3 × 10−5
(iii) 0.1875 3 × 10−5
(iv) 0.16 3 × 10−5
Table 3. Threshold values of Zo and Yo for parametric study of the edge-detection algorithm.
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Figure 22. Close up of two typical edges and the associated hydrogen radical mass fraction
(grey contourmap), stoichiometric line (thick dashed-double-dotted line), hydrogen radical
mass fraction threshold (thick line) and hydrogen radical reaction rate (thin dashed-dotted
line); (a) desirable case and (b) less desirable case. Hydrogen radical reaction rate isocontours
are labelled with numbers from 1 to 12 and denoting the values −0.002, −0.0015, −0.001,
−0.0005, −0.00025, 0.00025, 0.0005, 0.001, 0.0015, 0.002, 0.0025 and 0.003, respectively.
radical mass fractions that are able to detect the ﬂame edges accurately for all times
(in our simulation) owing to the unstationary nature of the ﬂame. This range is
given approximately by 0.16<Zo <Zs =0.2 and Yo < 6× 10−5 in our case. Values
outside this range tend to produce ﬁctitious ﬂame edges or failed to detect the edges
altogether. The four cases described in this Appendix are given in table 3.
To illustrate the typical cases that were encountered in the simulation database,
ﬁgures 22(a) and 22(b) show two-dimensional cuts of two typical situations with the
thresholds of case (ii). The colour and line scheme is the following: grey isocontours
denote the intensity of hydrogen radical mass fraction (from black, highest value,
to white, lowest), the thick continuous line denotes the isoline corresponding to
the thresholds of hydrogen radical for case (ii), the thick dashed-double-dotted line
denotes the stoichiometric line on this plane and ﬁnally the dashed-dotted line denotes
isolines of the hydrogen radical reaction rate. Figure 22(a) is a representation of the
vertical plane that runs through the centre of the small hole shown in the frontal view
of ﬁgure 5. Two edges are shown in this ﬁgure. The case shown in ﬁgure 22(a) is a desir-
able case from the point of view of edge detection, because there is a very sharp change
of the hydrogen radical mass fraction, and the isosurfaces, mixture fraction and hy-
drogen radical form nearly orthogonal angles. Figure 22(b) shows another case where
the quality of the edge detection is less good, in the sense that the angle between the
two surfaces at the intersection point is rather small. These two ﬁgures depict the two
typical situations that were observed in the simulation database. Figure 23(a) shows
the hydrogen radical mass fraction through the vertical plane passing through the
isosurface intersection, points A and B, of ﬁgure 22(a) and that through the horizontal
plane at the intersection, point C, in ﬁgure 22(b). The threshold value is shown as a
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Figure 23. Hydrogen radical mass fraction variation across edges; (a) desirable case,
(b) less desirable case.
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Figure 24. Probability density function of cos (θ ) for varying threshold parameters.
broken thick line. It can be seen that the threshold value gives a reasonable detection
for the edges, while the threshold used in case (i), twice as high, is probably too high for
the edges B and C. Nevertheless, the quality of the edge location is reasonable in both
cases. Had we had chosen a higher threshold, we would have been penalized in the
quality of the detection of cases like that shown in ﬁgure 23(b). Given these observa-
tions, it was deemed appropriate to use Yo =3× 10−5 for the extraction of the statistics.
A quantity that is useful in assessing the quality of the edge detection is the
distribution of angles between the mixture fraction isosurface and the hydrogen
radical mass fraction isosurface, θ . Very small angles have large uncertainty because
they correspond to surfaces that run almost parallel to each other. Figure 24 shows
the p.d.f. of cos (θ) for all cases in table 3. It is observed that the p.d.f. is mostly
concentrated in the region cos (θ)< 0. Furthermore, depending on the threshold
values, some p.d.f.s have appreciabe probability values at cos (θ) =−1. The samples
that contribute to the p.d.f. at this location correspond, in the database, to ﬂame hole
formation events. They represent highly transient processes that cannot be detected
easily because the ﬂame edges have not formed yet. The ﬂame is transitioning from
its almost one-dimensional to a two-dimensional structure (in the plane of the edge).
These events are associated with very large rates of scalar dissipation and extremely
large edge velocities. Fortunately, they represent a small fraction of all the edges
in the simulation and after some experimentation it was observed that we could
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Figure 25. Joint p.d.f. of edge velocity-scalar dissipation for all four cases in table 3.
exclude most of these events by discarding the cases with |cos(θ)|> cos (θo). We
determined that θo =10
◦ was a satisfactory choice that resulted in the exclusion of
approximately 4% of the samples. As shown below, this procedure has negligible
eﬀect on the measured statistics and helps to produce smoother p.d.f.s by removing
the contribution from the uncertain isosurfaces intersections.
Finally, the joint p.d.f. of ﬂame-edge velocity and scalar dissipation using the
diﬀerent isosurface thresholds in table 3 are shown in ﬁgure 25. It is observed that all
thresholds produce p.d.f.s that are qualitatively and quantitatively very similar; some
small degree of statistical variability is unavoidable. Moreover, the fact that edges
where |cos(θ)|> cos (θo) have been excluded has a negligible impact on the statistics.
This is the case here, because by altering the threshold value, Zo, we also change the
angle θ of each detected edge. By spanning the range of Zo values, from 0.16 to 0.2,
a good edge that is detected with a poor angle at a given threshold becomes well
detected with a diﬀerent threshold. A good edge is one that is well deﬁned and it is not
part of a hole formation event. Since the computed p.d.f.s do not change appreciably
for diﬀerent threshold values, we can conclude that our exclusion criteria based on θ
remove most of the contributions from the ill-deﬁned hole formation events.
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