By making an example of the earlier proposed cyclic convolution algorithms, the computational efficiency of the multidimensional techniques over finite fields is investigated. It is shown that the multidimensional techniques are inferior to the directly designed algorithms for all lengths except when applied to lengths whose exponents are relatively prime. Relations between the complexities of the directly designed algorithms and those derived through the multidimensional techniques are also established in various cases.
INTRODUCTION
It is well known that some practically important algorithms (such as the discrete Fourier transform or the cyclic convolution algorithms) of large lengths can be constructed from small factor length algorithms using the multidimensional techniques [1, 2, 3] . This procedure, applicable when the factor lengths are relatively prime, is generally taken to be quite efficient and has a multiplicative complexi ty equal to the product of the mul tip1 ica ti ye complexi ti es of the factor algorithms.
Recently, the authors have developed cyclic convolution algorithms over finite fields [4] .
These algorithms can be constructed for all lengths not divisible by the field characteristics. In this paper, we develop an expression for the multiplicative complexity of these algorithms of composite lengths. Then, making an example of these algorithms, we examine the efficiency of the multidimensional techniques to compute cyclic convolutions Over finite fields.
We are able to show that for the multidimensional technique to be efficient, not only should the factor lengths be relatively prime, but so should be their exponents defined in terms of the field characteristics. Thus the efficiency of a multidimensional technique is also dependent upon the field over which the convolution is being cornuted,
COMPUTATIONAL COMPLEXI TV
Sal vatore D. Morgera of the cyclic convolution of length N and R(N), the complexity of multiplication of two N-i degree (i.e,,with N coefficients) polynomials. The exponent of an integer N with respect to a prime p (pN) is defined as the smallest integer e such that NI(pe_l). For example, with respect to 2, the exponents of 3,5,7 and 9 are 2,4,3, and 6 respectively. When N=Nj.N2 with gcd (N1 ,N2)=l , N1 and N2 are called the factor lengths of N. The quantities e, e1 , and e2
always denote the exponents of N, Nl * and N2, respectively, with respect to the prime p determined by the field of constants GF(p).
Further, the integers {j(pe-1)/N, l<j<N-l} are partitioned into subsets Si1,Sj2,...A subset Sj is defined by the smallest element i (from the set {j(pe_l)/N, l<j<N-l}) not covered by previous subsets and is constructed as Si={i,ip,ip2,. Obviously, to appreciate this expression one should look into the properties of the functions o. and R(N). We list below some of the properties which are important for further analysis. The proofs of these properties are given in [6] .
(P1) R(s.t) = R(s Using the fact that R(1) = 1, we have in this case
Proof: Using (P4) and (P5), SN = (N-l)/e for 12cSN2 11 12 primeN. Also using (P4) in (1)
which directly leads to the result.
On the other hand, if gcd(e1,e2)>l, at least for one ilESNi and i2CSN2, o =e-and c2=e2 from (P3). with that of the same length algorithm generated as R(L)>L if L>l. Moreover, for other ij,i2 pairs, from length N1 and N2 algorithms using multidimensional techniques.
Theorem 1: Given Ml and N2 relatively prime, gcd(a1a) with exponeTE e1 and e2,respectively, R(gcd(oa)) -
Thus, in this case, the summation over i1 and 2 is and
As a result we have Proof: We have from (1),
Theorem 1 states that a directly designed convol ution algorithm (with complexity M(N1 N2) is com-
putationally superior to the one obtained through Note that if either N1 or N2 is a prime, then one condition in each corollary is trivially satisfied and only one condition needs to be checked. Interestingly, if both Ml and N2 are prime, then both the conditions in both the corollaries are satisfied trivially and the same complexity would be obtained from either of the corollaries. Tables I and II compare the computational complexity of the algorithms derived by the multidimensional techniques with those derived directly.
The ratio M(N)/(M(N1)M(N2)) in the last column of these tables allows one to determine the computational efficiency of the multidimensional techniques. It is possible to get an approximate idea of this ratio easily from the corollaries. For example, under the conditions of corollary 1, In corollary 4, M(N1) equals l+3p/2 or (3p+l)/2 depending on whether p equals 2 or an odd prime. Both of these can be incorporated in M(N1)=k{_3p/2J to refine M(N1N2) to
This is an interesting expression because it shows that increasing the length N1 times increases the multiplicative complexity by only N1 times (approximately).
When N can be factored in more than one way, Theorem 1 can sometimes be used to determine the 'best' factorization for applying the multidimensional technique ( Again the 'best' factorization 5llx3 could be obtained from Corollary 5 since exponents 3,7 and 73 and 2,3,and 9,respectively. Over GF(3), one may consider N=2665=5x13x4l . The exponents of 5,13,and 41 are 4,3,and 8, respectively, and accordingly, the factorization 205xl3 is best. By actual evaluation, one finds that the multidimensional techniques call for 34000, 34000,and 17125 multiplications when N is factored as 533x5, 65x4l, and 205x13, respectively.
CONCLUSIONS
In previous work [4], a structured design method for efficiently performing cyclic convolution over finite fields was presented. These algorithms are applicable to lengths not divisible by the field characteristic. In this paper, further results are obtained on the coñiputational complexities of these new algorithms. it is already been shown in [4] that the directly designed new algorithms are more efficient than the conventional convolution algorithms [1, 5] . Furthermore, it is now shown that the use of small size new algorithms and multidimensional techniques are inferior to the directly designed large algorithms except for lengths whose exponents are relatively prime. This result is contained in Theorem I of this paper. For specific cases, several corollariesare presented Many more results in this direction may be obtained by making use of the principles developed earlier. We give below jUst two of these. The proofs of these corollaries may be found in [6] . (2) , the direct-to-multidimensional complexity ratio is 56%; whereas, over GF(3), it is
73%.
Note that the direct approach offers considerable savings over both fields. In this example, the 'best factorization turns out to be different for each field. In the case of length 55, the 'best' factorization is the same, and over GF(2), the ratio is 71%; whereas, both techniques are equivalent over GF (3) . This work, in conjunction with the previous work [4] demonstrates that the direct approach should b-e used whenever possi bi e, and isolates those case-s when the multidimensional techniques are equivalent to the direct approach in complexity. 
