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Introduction
Yamada, Harashima, and Miyakawa [22] proposed to use a trellis constructed based on a syndrome former for the purpose of Viterbi decoding of rate-(n − 1)/n convolutional codes (abbreviated as YHM method or YHM construction). Sidorenko and Zyablov [19] also presented a construction of code-trellises based on a scalar check matrix for the Viterbi decoding of rate-k/n convolutional codes over GF(q) (abbreviated as SZ method or SZ construction). They constructed the so-called BCJR trellis [2] and have given the "minimal" trellis module [14] for a given convolutional code. Here, the term "minimal" means that the number of vertices at each depth is minimum. The minimal trellis module also minimizes the number of trellis symbols per encoded bit [14] . There are many works [7] , [8] , [10] - [13] , [15] , [21] , [23] in connection with the trellis structure of block codes, and the theory of minimal trellises for block codes has been well developed (e.g., see [13] ). For example, the vertex and edge complexity of the minimal trellis of a code have been clarified theoretically. McEliece and Lin [14] extended the results for block codes to those for convolutional codes and gave an alternative construction of minimal trellis modules. Error-trellises for convolutional codes were first devised by Schalkwijk and Vinck [18] pose of efficient hard decoding. There is relatively little work in this area. Ariel and Snyders [1] presented a construction of minimal error-trellises for convolutional codes over GF(q). Their construction is based on a scalar check matrix derived from a given polynomial check matrix. A construction of minimal error-trellis modules for high-rate convolutional codes was proposed in [20] , where the YHM method was directly utilized. However, the code rate was restricted to (n − 1)/n. In this paper, we extend the YHM trellis construction which is based on a syndrome former to general rate-k/n codes. We show that the extended construction is equivalent to the SZ construction. Moreover, we show that the proposed method can equally be applied to an error-trellis construction with minor modification. That is, the proposed construction is quite general.
Minimal Trellis Module Construction Based on a Syndrome Former

Preliminaries
Assume that G(D) is a canonical generator matrix for an (n, k, ν) convolutional code over GF (2) . (Remark: Canonical is originally called minimal [5] , which is also called minimal-basic [9] .) Here, ν = k i=1 ν i is the overall constraint length of G(D), where ν i is the degree of the ith row of G(D). We can write G(D) in the form
where 
where H 0 , · · · , H M are r × n scalar matrices. Let H T (D) (where T means transpose) be the syndrome former associated with H(D).
Extension of the YHM Construction to Rate-k/n Codes
In this section, we extend the trellis construction proposed
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by Yamada et al. [22] to general rate-k/n codes.
Step 1: Consider an adjoint-obvious realization (observer canonical form) [6] of a syndrome former H T (D) (see Fig. 1 ). Let e k = (e (1) k , e
k ) be the input error bits at time k and the corresponding output syndrome bits at time k, respectively. Denote by σ (q) kp the contents of the memory elements in the above realization. Here, the contents of the memory array corresponding to the syndrome bit ζ (q) k are labeled with q. For any fixed q, σ (q) k1 represents the memory element which is closest to the qth output of the syndrome former (i.e., ζ
If a memory element is missing, the corresponding σ
kp is set to zero. Using σ (q) kp , the syndrome former state at time k is defined as
Let
T be the extended state augmented with the syndrome ζ k . It is shown that ξ k is expressed as
where 0 r denotes the all-zero r-tuple (0, 0, · · · , 0) and
Noting this expression, we divide the interval [k − 1, k] into n subsections (i.e., from depth 0 to depth n). We write the state at depth i as s i for i = 0, 1, · · · , n. Remark: The effective size of σ k is ν. Hence, the size of ξ k is r + ν.
Step 2: (2) , at depth i with directed branches. The initial condition is given by
Step 3: The final condition is given by Fig. 1 Adjoint-obvious realization (observer canonical form) of syndrome former H T (D) in (14) .
For this purpose, each state s at depth n − 1 is connected to states (s + e
, at depth n, where the shift operator ↑r is defined by the relation
Step
where s
i is the qth element of s i . Accordingly, since ζ
In this way, we can construct a code-trellis module which is equivalent to the conventional one.
Remark: The extended state
T has an alternative expression:
In particular, σ T k is expressed as
Relationship between the Proposed Construction and the SZ Construction
Sidorenko and Zyablov [19] presented a construction of the "minimal" trellis module [14] for a given convolutional code over GF(q). They used the so-called BCJR trellis [2] constructed based on a scalar check matrix. In this section, we discuss the relationship between their construction and the proposed one described in the previous section. We have the following main result.
Proposition 1:
The code-trellis module obtained using the method in Sect. 2.2 is isomorphic to the one constructed using the SZ method and therefore is minimal.
In order to prove Proposition 1, we need the following lemma.
Lemma 1:
Consider the minimal code-trellis module constructed using the SZ method. Let V 0 and V n be the vertex spaces at depth 0 and depth n, respectively. Then we have |V 0 | = 2 ν and |V n | = 2 ν , where |A| denotes the cardinality of a set A.
Proof. See Appendix.
Proof of Proposition 1:
The above-mentioned construction is based on Eq. (4). Since the effective size of σ k is ν, the number of initial states in the proposed method is 2 ν . Hence, from Lemma 1, these states can be identified with those at depth 0 in the trellis module obtained from the SZ method.
Step 2 is identical to the procedure in [19] . Again, from Lemma 1, the final states in Step 3 are identified with those at depth n in the trellis module obtained from the SZ method. Furthermore, the code paths must produce the syndrome ζ k = 0 r at time k. In the proposed construction, Step 4 describes this condition. On the other hand, in the SZ construction, since the BCJR trellis (i.e., State s i is defined as i j=1 c j h j , where {c j } is a codeword.) is used, the condition for the syndrome has been satisfied. Note that Step 2 is also used in the SZ construction. However, the values of e (i) k are indirectly restricted in order that the state condition in the BCJR trellis is satisfied at depth n.
Construction of Minimal Error-Trellis Modules
The YHM method was proposed originally for the purpose of a code-trellis construction. However, their method can also be applied to an error-trellis construction (cf. [20] ). Actually, we only need to take notice of Step 4 in Sect. 2.2. Note that the relation s (q)
holds in general. Hence, for the error-trellis module corresponding to {ζ
Step 4 in Sect. 2.2 is modified as follows:
Step 4' (the error-trellis module for {ζ
The first r components of ξ k correspond to ζ k and the value of ζ i is the qth element of s i . Accordingly, the value of e
Note that the remaining procedures are the same as those for a code-trellis.
Example
Consider the (4, 2, 2) code with generator matrix
be a corresponding check matrix. We see that both G(D) and H(D) are canonical. Figure 1 illustrates an adjoint-obvious realization [6] for the syndrome former H T (D). Here, we construct the minimal code-trellis module according to the procedures in Sect. 2.2. Since M = 1 and r = 2, the extended state ξ k is expressed as
Noting the relation
we have Figure 2 shows the minimal code-trellis module constructed based on Eq. (18) . In this example, since ν = 2, 4(= 2 2 ) states are used at depth 0 and depth 4. Also, we have i 1 = 2 and i 2 = 4. Then e (2) k and e (4) k are restricted to a single value according to Step 4 in our construction. Hence, we observe that only one branch emanates from each admissible state at depth 1 and depth 3. We remark that the minimal errortrellis modules can also be constructed as stated in Sect. 2.4. For example, consider the error-trellis module corresponding to ζ 
Conclusion
Yamada et al. proposed to use a trellis constructed based on a syndrome former for the purpose of Viterbi decoding of rate-(n−1)/n convolutional codes. In this paper, we have extended their construction to general rate-k/n convolutional codes. We have also shown that the extended construction is equivalent to the one proposed by Sidorenko et al. Moreover, we have shown that the proposed method can also be applied to an error-trellis construction with minor modification. 
