Hard exudates are the main symptom of diabetic retinopathy. Early detection of hard exudates can help reduce the risk of blinding. However, hard exudate detection is a challenging task due to their various sizes and intensities, which cause the misdetection. Aiming at the problem of low accuracy and low efficiency for most of existing hard exudate detection methods, we propose an Enhanced Multi-feature Fusion Network (EMFN) to lessen the burden of ophthalmologists and detect hard exudates more accurately and efficiently. Our network belongs to the category of Convolutional Neural Network (CNN), which adopts and fuses multiple input features with enhanced structures and detailed information as the input, that provide significant help in improving the performance of EMFN. Besides, we introduce attention mechanism and construct the Residual Attention Module (RAM), which is designed by integrating spatial and channel-wise attention modules after each residual block. With the RAM integrated in our network, the EMFN has the ability to suppress redundancy, enhance target-related information, and leverage the correlation between different channels and their locations. Compared with previous methods, EMFN can avoid many processing steps and reduce the impact of subjective factors. We evaluate our EMFN on the MESSIDOR, HEI-MED and E-Ophtha EX dataset, and the experiment results demonstrate that it can achieve better performance than most of the existing methods.
I. INTRODUCTION
More than one third of all diabetic patients in the world suffer from diabetic retinopathy, which is the main cause of visual loss in adults of working age, and the prevalence of diabetes and the number of people with diabetic retinopathy are rising rapidly in the world. Diabetic macular edema (DME) is a common disease in diabetic retinopathy. In the newly published international DME clinical grading standard, DME is defined as obvious retinal thickening or hard exudates in the fundus. Therefore, the detection method of DME can be divided into direct and indirect detection. The former is to analyze whether hard exudates are close to the macula center by fundus image [1] - [5] . The latter is to determine whether the retina is thickened by stereoscopic vision technology or optical coherence tomography (OCT) [6] - [8] . However, the direct detection is complicated, costly, The associate editor coordinating the review of this manuscript and approving it for publication was Haruna Chiroma . and suitable for evaluation from a three-dimensional perspective. It is not suitable for general screening, so the method of fundus image analysis is currently international standard for assessing DME [9] .
Generally, the diagnosis of DME relies on the presence of hard exudates, so it is very important to locate the hard exudates. The exudates are yellowish-white areas formed by the outflow of lipids and proteins due to vascular rupture [10] , as shown in Fig. 1 . However, the hard exudate detection is very difficult due to its various size and intensity. At the same time, the huge number of fundus images results in that it will cost much time and effort for ophthalmologists to manually process fundus images. In addition, most of the fundus image analysis rely on the experience and subjective judgment of the ophthalmologists, so there will be adverse consequences such as inconsistent evaluation criteria, slow detection speed, and high work intensity, so it is urgent to design an automatic detection method of fundus images to assist ophthalmologists in diagnosing eye diseases.
In this paper, in view of the problem of low accuracy and slow speed for existing hard exudate detection methods, we propose an Enhanced Multi-feature Fusion Network (EMFN). In essence, the EMFN belongs to the category of Convolutional Neural Network (CNN), which has achieved great success in object detection and image recognition. Aiming at the detection hard exudates with various size and intensity, we improve the performance of our network from two aspects, input feature and network architecture. Fusion of multiple input features can provide meaningful information for training the network. In our work, we construct multiple input features that can enhance the details in fundus images and help us detect hard exudates. Then we analyze the fusion strategies. Finally, with the multiple features as input, our network could be able to learn the meaningful information from them. Additionally, attention mechanism plays an important role in human perception. An important characteristic of the human visual system is that it does not deal with the entire scene immediately [11] . Instead, humans selectively focus on the highlights to better capture the visual structures. Affected by this, we integrate the spatial and channel-wise attention module in our network to make our EMFN concentrate more on the target-related information.
Motivated by the characteristic of high detection performance of YOLOv3, we propose a lightweight EMFN, which is constructed based on YOLOv3 [12] , integrated with multiple feature fusion method and attention mechanism to solve the problem of low accuracy and low efficiency, which is a bottleneck encountered by most of hard exudate detection methods. These features enable the proposed EMFN to achieve both high efficiency and high accuracy. The main contributions of this paper are as follows: (1) We propose a multi-feature fusion strategy oriented for hard exudate detection. With the selected multiple meaningful features as input, our network is able to capture the detailed characteristics in fundus images and achieve better performance.
(2) We propose a spatial and channel-wise attention module for enhancing the feature learning ability of the network.
(3) We propose EMFN, a YOLOv3 based lightweight multifeature fusion network integrated with attention mechanism. Our EMFN achieve high efficiency and high accuracy on the public datasets MESSIDOR [13] , HEI-MED [14] and E-Ophtha EX [15] .
II. RELATED WORK A. COMPUTER AIDED DIAGNOSIS OF FUNDUS DISEASES
In recent years, there have been many studies on CAD, which have extremely accelerated the development of computer aided diagnosis. Karegowda et al. [16] proposed an exudate detection method using back propagation neural network. The authors extracted significant characteristics from the fundus images with decision tree and GA-CFS method. With the significant features as input, the BPN could achieve good performance. Sreejini and Govindan [17] proposed a method for automatic grading of the severity of DME using fundus images. In their work, the authors detected the exudates with particle swarm optimization algorithm, Optic Disc (OD) and fovea with mathematical morphology method. Then they evaluated the severity of diseases by the relative position of the exudates. Gargeya and Leng [18] used a data-driven deep learning method for diabetic retinopathy detection. Before training the network, the authors preprocessed the color fundus images with multiple steps for image standardization. Then the fundus images are able to be classified into groups of healthy and abnormal with their network. At the same time, heatmaps which could indicate the diseased areas of the abnormal images are generated to facilitate the review of ophthalmologist. Syed et al. [19] introduced a new approach for detection of Macular Edema (ME) in fundus images. In their work, a set of input features are adopted for localizing the foveae area of the macula. Then, they performed a segmentation of exudates with support vector machines. Finally, the severity of disease are graded with the knowledge of exudates and maculae. And their method achieves good performance both in the gradation and detection of ME.
B. OBJECT DETECTION BASED ON DEEP LEARNING
Recent years, image classification and object detection algorithms based on deep learning have developed rapidly [20] - [25] . The mainstream object detection methods can be divided into two categories. One category is two-stage methods, such as Faster R-CNN [26] . The detection processes are usually accomplished in two steps: the generation of candidate regions that may contain objects, as well as calibration and classification of the candidate regions for obtaining the final detection results. For single-stage detection methods, such as SSD [27] and YOLOv3 [12] , such methods perform uniform dense sampling at different locations of the image with different scales, then classification and regression are performed with the extracted CNN features directly. Compared to the former, the latter usually work in high speed.
Recently, many methods based on deep learning have also emerged in lesion detection. For example, Tan et al. [28] proposed a two-stage exudates segmentation that can simultaneously segment the exudates, hemorrhage, and microaneurysms. The algorithm has high segmentation precision, but it is very time consuming which takes at least 3000 seconds to complete a segmentation when without GPU support. Perdomo et al. [29] proposed a new end-to-end OCT volume classification network, which achieves high sensitivity and specificity in OCT volumes classification. Mo et al. [30] proposed a Full Convolution Residual Network (FCRN) for hemorrhage segmentation. The network structure consists of two parts, a down-sampling module and an up-sampling module. This method achieves a faster running speed while keeping the accuracy.
C. ATTENTION MECHANISM
The attention mechanism stems from the study of human vision. In cognitive science, due to the bottleneck of information processing, people could selectively focus on a part of the important information while ignoring other visible information. The mechanism is often referred to as the attention mechanism [11] .
The attention mechanism has a wide range of applications and can be applied to various fields such as image classification, target detection, and video action recognition. SENet [31] is a typical neural network using the attention mechanism. The network generates 1 × 1 × C data by performing a squeeze operation on the feature maps, and then performing an excitation operation to model channel relationships based on the squeezed information. Finally, the generated values are used to scale the original feature maps. The purpose of this structure is to enhance the important CNN features, and suppress the redundancy ones, so that the extracted CNN features are more oriented for object detection. CBAM [32] is also a module of attention mechanism. Compared with SENet, it not only uses the attention mechanism of channel, but also uses the attention mechanism of space, so it can achieve better results. SKNet [33] is a new neural network using attention mechanism, which aims to link the multi-branch network with the attention mechanism and enables the network adjust the size of the receptive field adaptively according to multiple scales of input information.
In this work, we get inspiration from the work we did in [34] and propose an approach based on the attention mechanism to detect hard exudates in fundus images.
III. ENHANCED MULTI-FEATURE FUSION NETWORK
The overview of network architecture of EMFN aiming at the task of hard exudate detection is shown in Fig.2 . We adopt YOLOv3 as the basic structure. As a single-stage detector, YOLOv3 has the characteristics of high efficiency and accuracy. The residual module and multi-scale fusion methods introduced in the network enhance its advantage in detecting small objects. In order to be more efficient in detecting hard exudates, we improve the network from two aspects: feature selection and fusion, as well as network architecture.
Feature Selection and Fusion: Different from the traditional object detection methods which adopt original RGB images as input, we attempt to find which channel contains information useful for hard exudate detection and seek methods that can highlight the target areas. For this, we construct multiple input features and analyze the fusion strategies across them. The constructed network can learn the meaningful information from the input features.
Network Architecture: Adopting multiple features as input could bring rich and meaningful information which can significantly assist the hard exudate detection. But, in some extent, it can also lead to information redundancy which disturbs the process of network training. Aiming at this issue, we propose Residual Attention Module (RAM), which is designed by integrating a channel-wise attention module and a spatial attention module after each residual block. With this improvement, RAMs are able to suppress redundancy CNN features, enhance target-related CNN features and make full use of the correlation among different channels.
A. FEATURE SELECTION
In color fundus images, the characteristics of hard exudates are represented differently in each channel (see Fig.3 ). Therefore, it is necessary to select meaningful channels and perform certain feature enhancement on them to facilitate objection detection using EMFN. In this part, we construct four kinds of input features according to the characteristics of hard exudates and fundus images. The input features are described in detail as follows and exhibited in Fig.4 .
Green Channel: In fundus images, the green channel is often used to analyze eye diseases and structures [4] , [28] , [29] . As shown in Fig.3 , the detailed characteristics in the green channel can be seen more clearly than that in the other two channels. Therefore, green channel is adopted as the basic input feature for hard exudate detection.
Morphological Feature (MF): The white top-hat transform is an operation which extracts small elements and details from a given image [35] . It is defined as the difference between the input image and its opening operation by the structuring element. The formula is as follows:
where f is the intensity image, b and • denote the intensity structuring element and opening operation respectively. CLAHE: CLAHE (Contrast Limited Adaptive Histogram Equalization) is an image contrast enhancement method, which enhances the image contrast by calculating the local histogram of the pixels and redistributing their brightness. Compared with the traditional histogram equalization methods, CLAHE can limit the amplitude of contrast with a predefined threshold, and enhance the details of the image while suppressing the noises. Such characteristics are helpful for hard exudate detection.
Curvature: Based on the local image intensity, a surface Gaussian curvature J a (k) is constructed to highlight the local structure of fundus images, which is defined as:
where G α is a Gaussian kernel with standard deviation α, κ 1 and κ 2 are the maximum and minimum curvature, respectively.
B. FEATURE FUSION
Different input features contain different locations, details and semantic information, which play different roles in the self-learning process of the network. Fusing input features and making full use of their advantages is an important way to improve the detection performance of the network. According to the order of feature fusion and prediction, the existing fusion strategies can be roughly divided into three categories: Input-Level Fusion: In this strategy, the selected multiple input features are directly superimposed together to form a multi-channel image at the input level, then the image is fed into the network to extract CNN features and make prediction.
Feature-Level Fusion: Each selected input feature is fed into independent branches of the network separately. Then the high-level CNN features extracted from each branch are fused with specific methods.
Output-Level Fusion: Independent networks are constructed for each kind of input feature, and each network is trained independently to learn the detail characteristics from its related input features. Finally, an average of the prediction scores can be obtained from all the networks as the final prediction result.
In our work, we consider various fusion strategies comprehensively, and finally adopt a feature-level fusion strategy to improve the network performance. Detailed discussion can be seen in the ablation studies. As illustrated in Fig.3 , we calculate multiple input features of a fundus image and construct independent CNN branches for each input feature to extract the high-level CNN features. The independent branches are fused right after the 11th RAM module. We adopt a concatenation layer to fuse the filters generated from all the branches, and then perform a dimension reduction operation on the concatenated filters with a 1 × 1 convolution module. After that, the number of concatenated filters are reduced to 256, and their outputs are finally fed to the next RAM block for the subsequent learning process. Combining our proposed multifeature fusion strategy with the multi-scale fusion strategy of basic network itself, our network is able to capture the detailed characteristics in fundus images and achieve better performance. 
C. ENHANCED CHANNEL-WISE AND SPATIAL INFORMATION
In order to utilize the details of the fundus images, we select and fuse various meaningful features as inputs of our network. However, they also bring the problem of redundancy, which influences the learning process.
In view of this, RAM is carefully designed in our work, which aims to enhance the CNN features which are necessary for the hard exudate detection from both spatial and channelwise aspects. With multiple RAMs integrated, the EMFN could learn the characteristics of hard exudates adaptively with the layers going deeper.
1) RESIDUAL ATTENTION MODULE
As shown in Fig.5 , the RAM module is designed on the basis of residual block followed by two parallel attention modules. The two attention modules run independently and they are responsible for learning spatial attention weights ω s and channel-wise attention weights ω c separately. The CNN features generated from the residual block can be refined with the weights. Finally, we fuse the outputs of the branches by an addition operation. The overall process can be summarized as:
where V ∈ R C×H ×W indicates the CNN features generated from the residual block, V s and V c denotes the CNN features with spatial and channel-wise enhanced information respectively, ⊗ and ⊕ indicates element-wise multiplication and addition, and V denotes the final refined CNN features.
2) CHANNEL-WISE ATTENTION
In our work, the multi-layer CNN features generated by each residual block represent multiple semantic attributes of fundus images. The function of channel-wise attention module can be regarded as a process of enhancing the semantic attributes that are meaningful for hard exudate detection.
For the channel-wise attention weights ω c , we perform average-pooling to aggregate the spatial information of each map in
and obtain the compressed multi-layer CNN features U = [u 1 , u 2 , . . . , u C ] , u i ∈ R 1×1 , the pooling process on each channel v i can be computed as:
Then, we use a multi-layer perceptron consisting of two fully connected layers to learn channel-wise attention weights ω c , ω c = ϕ(FC 2 (σ (FC 1 (U )))) (
where FC 1 ∈ R C×C and FC 2 ∈ R C×C indicates two fully connected layers, σ and ϕ indicate the ReLU function and the sigmoid function, respectively. Finally, ω c is used to refine the original CNN features V to get the output,
3) SPATIAL ATTENTION Hard exudates have the characteristics of blurred boundary and small area. The spatial attention module is introduced to make the network focus on the areas that are more related to hard exudates, which can significantly improve the performance of our network. For the spatial attention weights ω s , we perform average pooling along the channel axis to compress the channel information and get one representative feature map F ∈ R 1×H ×W ,
where F(h, w) indicates the certain pixel of F, v i (h, w) indicates the certain pixel of each feature map in V , and C indicates the number of channels in V . Then a 3×3 convolutional layer is used to learn the spatial weights ω s ,
where f 3×3 indicates the 3×3 convolution operation. Finally, we apply ω s on each feature map of V , and obtain the outputs V s :
IV. EXPERIMENTS
In order to make a head-to-head comparison with other works, our experiments are performed on the dataset: MESSIDOR,HEI-MED and E-Ophtha EX. In particular, we first conduct detailed ablation studies on MESSIDOR dataset to examine the contributions of the proposed components to the detection performance. And then with the final selected parameters of our model, we perform the final evaluation and compare it with other approaches. of training details are shown in Table 1 . As for the testing phase, we adopt the remaining images of each dataset as their test set respectively. In order to make the images suitable for training and test of the network, the width and height of the input images are resized to 1024.
C. EVALUATION CRITERION
For evaluation purposes, accuracy is adopted in our experiments which is defined as:
As shown in Fig.6 , the True Positive (TP) refers to the condition that our detected rectangles could overlap the ground truth partially or totally. The False Positive (FP), True Negative (TN), False Negative (FN) could be calculated in similar ways.
D. ABLATION STUDIES
In this section, we report ablation studies on the MESSIDOR dataset to investigate the effectiveness of the proposed model. 
1) FEATURE SELECTION
In order to make a selection among the multiple input features, we perform an experiment with the candidate input features. As shown in Table 2 , experimental results show that using green channel of the images can achieve better performance than using original RGB images, which indicates the characteristics of hard exudates in the other two channels are not obvious. The adopted image enhancement methods listed in the table could help improve the accuracy. Therefore, the fusion of multiple input features achieves the better result.
2) FUSION STRATEGY
As illustrated in the prior section, there are various strategies for fusing the multiple input features. In order to find the most suitable one, we perform our experiment among five different fusion strategies. Table 3 shows that the performance of the proposed model which concatenate the four input features at feature level is better than the others.
3) ATTENTION MECHANISM
The baseline model is the darknet-53 with feature level fusion which concatenate the four input features in the network at feature level. As shown in Table 4 , the baseline model with channel attention mechanism performs better than the baseline model. The model with spatial transformer has a similar performance with the baseline model. The model with channel and spatial attention mechanism achieves the higher precision.
For the qualitative analysis, we apply the Grad-CAM [36] to the baseline model and the proposed model to visualize the learning process of the network. Grad-CAM is a visualization tool that uses gradients to calculate the weights of different spatial locations in a convolutional layer. By observing the high-weighted regions, we see how the network can select the CNN features with our attention modules. In Fig.7 , we can clearly see from the heatmap that, the masks of the proposed model cover the target regions much better than the baseline model. Specifically, OD (marked with ''A'') has a similar appearance with hard exudates (marked with ''B''), which cause certain interference to hard exudate detection. The middle column in Fig.7 shows that the high-weighted regions of the baseline model cover not only the hard exudates but also OD. That may be a distraction to the learning process of the network. However, the visualization results of our proposed model show that the EMFN can pay more attention to hard exudates areas and exclude OD areas (see the right column in Fig.7 ). This shows that our model can guide the network to concentrate more on target-related region in the learning process. 
E. COMPARISON WITH EXISTING METHODS
In this section, we test the accuracy and efficiency of the EMFN with test sets of MESSIDOR, HEI-MED and E-Ophtha EX on both CPU and GPU. As shown in Table 5 , we compare the results with several hard exudate detection methods. Three of them are hand-craft feature based methods, i.e. Rekhi et al. [10] , Sengar et al. [37] , Rekhi et al. [38] and three of them are deep learning based methods, i.e. Mo et al. [30] , Khojasteh et al. [39] , Yu et al. [40] . Table 5 shows that our model can achieve better accuracy than most of hand-craft feature based methods and deep learning methods. Compared with the method by Mo et al. [30] , our model is inferior in accuracy, but superior in efficiency. Additionally, we evaluate the number of parameters of the deep learning methods to indicate the complexities of the methods. In order to exhibit the accuracy and inference time of our work more intuitively, we visualize the results in Fig.8 .
V. CONCLUSION
In this paper, we propose a new network EMFN for hard exudate detection in fundus images. In order to get better performance, we improve our basic network from the aspects of multiple input features fusion and network architecture. First, we select several input features which can highlight the details in fundus images. Then, we analyze the strategy to fuse the multiple input features. Finally, we propose our improved network architecture integrated with attention mechanism. We test its performance on three public datasets MESSIDOR, HEI-MED and E-Ophtha EX, and the experimental results show that the proposed method can achieve high efficiency and high accuracy. In the future work, we will continue to improve the network architecture to make it more lightweight. Furthermore, the universality of network will also be improved to facilitate being applied to other medical image analysis tasks.
