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Abstract. We study the exact controllability of two systems by means of a common ﬁnite-
dimensional input function, a property called simultaneous exact controllability. Most of the time
we consider one system to be inﬁnite-dimensional and the other ﬁnite-dimensional. In this case we
show that if both systems are exactly controllable in time T0 and the generators have no common
eigenvalues, then they are simultaneously exactly controllable in any time T > T0. Moreover, we
show that similar results hold for approximate controllability. For exactly controllable systems we
characterize the reachable subspaces corresponding to input functions of class H1 and H2. We apply
our results to prove the exact controllability of a coupled system composed of a string with a mass
at one end. Finally, we consider an example of two inﬁnite-dimensional systems: we characterize
the simultaneously reachable subspace for two strings controlled from a common end. The result is
obtained using a recent generalization of a classical inequality of Ingham.
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1. Introduction. We consider two control systems (possibly inﬁnite-dimensional),
with the states denoted by z1, z2, described by the equations{
z˙1(t) = A1z1(t) +B1u(t), z1(0) = 0,
z˙2(t) = A2z2(t) +B2u(t), z2(0) = 0.
(1.1)
Here, a dot denotes diﬀerentiation with respect to the time t, A1, A2 are generators
of strongly continuous operator semigroups on the corresponding state spaces, and
B1, B2 are admissible control operators for these semigroups. Note that the two
systems receive the same input function u. These systems are called simultaneously
exactly controllable in time T (where T > 0), if for any states f1 and f2, an L
2-function
u can be found such that z1(T ) = f1 and z2(T ) = f2.
Simultaneous exact controllability was ﬁrst considered by Russell in [22] and it is
the subject of Chapter 5 in Lions [20]. The simultaneous controllability of two Riesz
spectral systems (one hyperbolic and one parabolic) was studied in section 4 of Hansen
[10] (see also Hansen and Zhang [12]). We were led to investigate simultaneous exact
controllability in our study of coupled systems (sometimes called hybrid systems),
such as a string with a mass at one end, or the SCOLE model of a beam clamped at
one end and with a rigid body at the other end.
Our main result (proved in section 3) concerns the situation where one system is
ﬁnite-dimensional. We show that, in this case, if A1 and A2 have no common eigen-
values and if both are exactly controllable in time T0, then they are simultaneously
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exactly controllable in any time T > T0. For T = T0 this is not always true, as we
show in an example (see section 4).
The concept of simultaneous approximate controllability of two systems in time
T is similar to the controllability concept deﬁned earlier, but now the reachable pairs
of states (f1, f2) must be dense in the product of the respective state spaces. Consid-
ering again one system to be ﬁnite-dimensional, we have a result that resembles our
main result, but now we have no information on the time T needed for simultaneous
approximate controllability: we only know that some T > 0 will work. Other results
in section 3 concern the characterization of the reachable subspace of an exactly con-
trollable system, when the input function u is constrained to be in the Sobolev space
H1 (or H2) with u(0) = 0 (or with u(0) = u˙(0) = 0).
In section 4 we give two applications to systems governed by partial diﬀerential
equations (PDEs), both based on the (nonhomogeneous) one-dimensional wave equa-
tion. These two interdependent examples illustrate how simultaneous controllability
results can be applied in the analysis of coupled systems. In section 5 we characterize
the simultaneously reachable subspace of two systems describing vibrating strings.
The results here are based on recent generalizations of an inequality of Ingham.
2. Some background on inﬁnite-dimensional systems. In this section we
gather, for easy reference, some basic facts about admissible control and observation
operators, controllability, and observability. Some results here are new, but most
are well known. For the latter, we do not give proofs; we only refer to the relevant
literature.
We assume that X is a Hilbert space and A : D(A)→X is the generator of a
strongly continuous semigroup T on X. We deﬁne the Hilbert space X1 as D(A) with
the norm ‖z‖1 = ‖(βI − A)z‖, where β ∈ ρ(A) is ﬁxed (this norm is equivalent to
the graph norm). The Hilbert space X−1 is the completion of X with respect to the
norm ‖z‖−1 = ‖(βI −A)−1z‖. This space is isomorphic to D(A∗)∗, and we have
X1 ⊂ X ⊂ X−1,(2.1)
densely and with continuous embeddings. T extends to a semigroup on X−1, denoted
by the same symbol. The generator of this extended semigroup is an extension of A,
whose domain is X, so that A : X→X−1.
We assume that U is a Hilbert space and B ∈ L(U,X−1) is an admissible control
operator for T, deﬁned as in Weiss [24]. This means that if z is the solution of
z˙(t) = Az(t) +Bu(t)(2.2)
(an equation in X−1), with z(0) = z0 ∈ X and u ∈ L2([0,∞), U), then z(t) ∈ X
∀t ≥ 0. In this case, z is a continuous X-valued function of t. We have
z(t) = Ttz0 +Φtu,(2.3)
where Φt ∈ L(L2([0,∞), U), X) is deﬁned by
Φtu =
∫ t
0
Tt−σBu(σ)dσ.(2.4)
The above integration is done in X−1, but the result is in X. The Laplace transform
of z is
zˆ(s) = (sI −A)−1 [z0 +Buˆ(s)] .
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B is called bounded if B ∈ L(U,X) (and unbounded otherwise).
We assume that Y is another Hilbert space and C ∈ L(X1, Y ) is an admissible
observation operator for T, deﬁned as in Weiss [25]. This means that for every T > 0
there exists a KT ≥ 0 such that∫ T
0
‖CTtz0‖2dt ≤ K2T ‖z0‖2 ∀z0 ∈ D(A).(2.5)
C is called bounded if it can be extended such that C ∈ L(X,Y ).
We regard L2loc([0,∞), Y ) as a Fre´chet space with the seminorms being the L2
norms on the intervals [0, n], n ∈ N. Then the admissibility of C means that there is
a continuous operator Ψ : X→L2loc([0,∞), Y ) such that
(Ψz0)(t) = CTtz0 ∀z0 ∈ D(A).(2.6)
The operator Ψ is completely determined by (2.6), because D(A) is dense in X. We
introduce the Λ-extension of C, denoted CΛ, by
CΛz0 = lim
λ→+∞
Cλ(λI −A)−1z0,(2.7)
whose domain D(CΛ) consists of all z0 ∈ X for which the limit exists. If we replace
C by CΛ, formula (2.6) becomes true ∀z0 ∈ X and for almost every t ≥ 0. For
z0 ∈ D(A), Ψz0 is almost everywhere (a.e.) diﬀerentiable and
d
dt
(CTtz0) = CΛTtAz0 for almost every t ≥ 0.(2.8)
If y = Ψz0, then its Laplace transform is
yˆ(s) = C(sI −A)−1z0.(2.9)
If T is exponentially stable, then Ψ ∈ L(X,L2([0,∞), Y )).
The following duality result holds: if T is a semigroup onX with generator A, then
B ∈ L(U,X−1) is an admissible control operator for T if and only if B∗ : D(A∗)→U is
an admissible observation operator for the dual semigroup T∗. Moreover, the adjoint
of ΦT from (2.4) is given by
(Φ∗T z0)(t) = B
∗
ΛT
∗
T−tz0(2.10)
for almost every t ∈ [0, T ], where B∗Λz = limλ→+∞ λB∗(λI−A∗)−1z, as in (2.7). For
all the facts listed so far in this section, we refer to [24], [25], and [26].
For C,T as in (2.5) and for every T > 0, we introduce the bounded operator
ΨT : X→L2([0, T ], Y ) by truncating Ψ to [0, T ], i.e., ∀t ∈ [0, T ],
(ΨT z0) (t) = CTtz0 ∀z0 ∈ D(A).(2.11)
The observability Gramians of (A,C) are the operators
PT = Ψ
∗
TΨT ∀T ≥ 0.
Thus, for z0 ∈ D(A),
PT z0 =
∫ T
0
T∗tC
∗CTtz0dt,
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and, to get an expression valid ∀zo ∈ X, we may replace C by CΛ in the above
formula. If T is exponentially stable, then we may also take T = ∞, deﬁning the
Gramian P = Ψ∗Ψ, which satisﬁes A∗P + PA = −C∗C. For more on Gramians we
refer to Hansen and Weiss [11] or Russell and Weiss [23].
Definition 2.1. With the notation as in (2.11) the pair (A,C) is exactly observ-
able in time T if ΨT is bounded from below, i.e., there exists kT > 0 such that∫ T
0
‖CTtz0‖2Y dt ≥ k2T ‖z0‖2X ∀z0 ∈ D(A).(2.12)
The pair (A,C) is approximately observable in time T if Ker ΨT = {0}.
As is well known, for ﬁnite-dimensional systems the properties in Deﬁnition 2.1
are equivalent and independent of T, and if they hold, then we say that (A,C) is
observable. We remark that
∫ T
0
‖CTtz0‖2Y > 0 ∀z0 ∈ D(A) is not suﬃcient for ap-
proximate observability in time T .
Clearly, the following assertions hold true.
Proposition 2.2. The pair (A,C) is exactly observable in time T if and only if
PT is invertible. Similarly, (A,C) is approximately observable in time T if and only
if PT is one-to-one. If T > τ, then PT ≥ Pτ .
With the notation from (2.11) it is easy to see that if z0 ∈ D(A), then
ΨT z0 ∈ H1(0, T ;Y ). The following partial converse will be needed in section 3.
Proposition 2.3. With the notation as in (2.11), suppose that (A,C) is exactly
observable in time T0. If z0 ∈ X and T > T0 are such that ΨT z0 ∈ H1(0, T ;Y ), then
z0 ∈ D(A). For T = T0, the implication is not true in general.
Proof. Denote y = ΨT z0, so that y ∈ H1(0, T ;Y ). Using, for example, Proposi-
tion VIII.3 (p. 124) in Brezis [6], we obtain
sup
ε∈(0,T−T0)
∫ T0
0
∥∥∥∥y(t+ ε)− y(t)ε
∥∥∥∥2
Y
dt <∞.
Since, for almost every t ∈ [0, T0], y(t+ ε)− y(t) = CΛTt(Tε − I)z0, it follows that
sup
ε∈(0,T−T0)
∥∥∥∥ΨT0 Tε − Iε z0
∥∥∥∥
L2([0,T0],Y )
<∞.
Because of the exact observability estimate (2.12), this implies
sup
ε∈(0,T−T0)
∥∥∥∥Tε − Iε z0
∥∥∥∥
X
<∞.
By a simple result on operator semigroups, see for instance Theorem 2.12 (p. 88)
in Butzer and Berens [7], it follows that z0 ∈ D(A). To see that for T = T0 the
implication is false, consider the left-shift semigroup T on X = L2[0, 1] with point
observation at the left end. Thus A = ddξ , D(A) =
{
x ∈ H1(0, 1)|x(1) = 0}, and
Cx = x(0). This system is exactly observable in time T0 = 1. However, if z0(ξ) =
1 ∀ξ ∈ (0, 1), then Ψ1z0 ∈ H1(0, 1), but z0 ∈ D(A).
Definition 2.4. Let A be the generator of a strongly continuous semigroup T on
X and let B ∈ L(U,X−1) be an admissible control operator for T. The pair (A,B) is
exactly controllable in time T > 0, if for every f0 ∈ X there exists a u ∈ L2([0, T ], U)
such that ∫ T
0
TT−σBu(σ)dσ = f0.
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(A,B) is approximately controllable in time T if the set of those f0 for which the above
property holds is dense.
In other words, we say that (A,B) is exactly controllable in time T if ΦT is onto,
i.e., Ran ΦT = X, and (A,B) is approximately controllable in time T if Ran ΦT is
dense in X. For ﬁnite-dimensional systems the above properties are equivalent and
independent of T, and if they hold we say that (A,B) is controllable.
Proposition 2.5. We assume that A is the generator of a semigroup T on X
and B ∈ L(U,X−1) is an admissible control operator for T. Then (A,B) is exactly
controllable in time T if and only if (A∗, B∗) is exactly observable in time T . Similarly,
(A,B) is approximately controllable in time T if and only if (A∗, B∗) is approximately
observable in time T .
This proposition is an easy consequence of (2.10). It is used frequently in the
literature on control of systems governed by PDEs (see, e.g., the HUM method of
Lions [20]). For more details on exact controllability (observability) in a functional-
analytic setting we refer to Avdonin and Ivanov [2] or [23] and the references therein.
In the PDE’s-setting, the relevant literature is overwhelming, and we mention the
books of Lions [20], Lagnese and Lions [16], and Komornik [21] and the paper of
Bardos, Lebeau, and Rauch [5].
3. Main results. First we give the deﬁnition of the simultaneous controllability
concepts used.
Definition 3.1. For j ∈ {1, 2}, let Aj be the generators of the strongly continu-
ous semigroups Tj acting on the Hilbert spaces Xj. Let U be a Hilbert space and let
Bj ∈ L(U,Xj−1) be admissible control operators for Tj.
The pairs (Aj , Bj) are called simultaneously exactly controllable in time T > 0 if
for every state fj ∈ Xj there exists a function u ∈ L2([0, T ], U) such that∫ T
0
T
j
T−σBju(σ)dσ = fj .
The same pairs are called simultaneously approximately controllable in time T > 0 if
the property described above holds for (f1, f2) in a dense subspace of X
1 ×X2.
It is clear that the concepts introduced in the last deﬁnition are equivalent to the
exact (approximate) controllability in time T of the pair
A =
[
A1 0
0 A2
]
, B =
[
B1
B2
]
.
Using Proposition 2.5, the above concepts can be characterized by duality.
Proposition 3.2. With the notation of Deﬁnition 3.1, we have:
1. The pairs (A1, B1) and (A2, B2) are simulteanously exactly controllable in
time T if and only if there exists kT > 0 such that ∀(z10 , z20) ∈ D(A∗1)×D(A∗2)
we have∫ T
0
‖B∗1T1∗t z10 +B∗2T2∗t z20‖2U ≥ k2T
(‖z10‖2X1 + ‖z20‖2X2) .(3.1)
2. The pairs (A1, B1) and (A2, B2) are simultaneously approximately controllable
in time T if and only if the following statement holds.
If (z10 , z
2
0) ∈ X1 ×X2 are such that
B∗1ΛT
1∗
t z
1
0 +B
∗
2ΛT
2∗
t z
2
0 = 0 for almost every t ∈ [0, T ],(3.2)
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then (z10 , z
2
0) = (0, 0).
We mention that in (3.2) we must use the Λ-extensions as in (2.10). The reason
is that it is not possible to use only (z10 , z
2
0) ∈ D(A∗1) × D(A∗2) (this follows from the
comments after Deﬁnition 2.1).
The main result of this section is the following theorem.
Theorem 3.3. Let A be the generator of the strongly continuous semigroup T
acting on the Hilbert space X. Let B ∈ L(Cm, X) be an admissible control operator
for T and assume that (A,B) is exactly controllable in time T0. Let a ∈ Cn×n and
b ∈ Cn×m be matrices such that (a, b) is controllable. Assume that A and a have
no common eigenvalues. Then the pairs (A,B) and (a, b) are simultaneously exactly
controllable in any time T > T0.
First we prove the following approximate controllability result.
Lemma 3.4. Suppose that T > T0 and that (A,B), (a, b) satisfy the assumptions
of Theorem 3.3. Then these two pairs are simultaneously approximately controllable
in time T for every T > T0.
Proof. Let T > T0 be ﬁxed. Denote by V the set of all v0 ∈ Cn such that there
exists a z0 ∈ X with
B∗ΛT
∗
t z0 + b
∗ea
∗tv0 = 0 for almost every t ∈ [0, T ].(3.3)
Using the approximate controllability of (A,B) in time T0 and Proposition 2.5, we
see that the function t→B∗ΛT∗t z0, t ∈ [0, T ], determines z0. By (3.3), this function
is determined by v0. Thus, if v0 ∈ V, then z0 satisfying (3.3) is unique and depends
linearly on v0: z0 = Qv0. Since the function t→ b∗ea∗tv0 is smooth, by Proposition
2.3 we have that
Qv0 ∈ D(A∗) ∀v0 ∈ V.
Now we show that ∀v0 ∈ V, we have
Qa∗v0 = A∗Qv0.(3.4)
Indeed, by diﬀerentiating (3.3) with respect to time and using (2.8), we obtain that
B∗ΛT
∗
tA
∗Qv0 + b∗ea
∗ta∗v0 = 0(3.5)
for almost every t ∈ [0, T ], which shows that a∗v0 ∈ V and (3.4) holds.
Let a˜ denote the restriction of a∗ to its invariant subspace V . If V = {0}, then a˜
must have an eigenvalue λ ∈ σ(a∗) and a corresponding eigenvector v˜. Formula (3.4)
implies that A∗Qv˜ = λQv˜. Since Q is one-to-one, we have that Qv˜ = 0, so that λ is
an eigenvalue of A∗. This is in contradiction to the assumption in Theorem 3.3, and
hence we must have V = {0}. Thus, (3.3) implies that (z0, v0) = (0, 0) and we can
apply the second part of Proposition 3.2.
Proof of Theorem 3.3. Let T > T0 be ﬁxed. According to Proposition 2.5 it
suﬃces to show that the pair
A∗ =
[
A∗ 0
0 a∗
]
, B∗ = [B∗ b∗](3.6)
is exactly observable in time T . We already know from Lemma 3.4 and Proposition 2.5
that (A∗,B∗) is approximately observable in time T . Let PT denote the observability
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Gramian of (A∗,B∗), so that PT > 0. We partition PT in a natural way, according
to the product space X × Cn:
PT =
[
PT L
L∗ pT
]
.
We want to show that PT is invertible (i.e., bounded from below). It is not diﬃcult
to see that PT is the observability Gramian of (A
∗, B∗) and pT is the observability
Gramian of (a∗, b∗). As (A∗, B∗) and (a∗, b∗) are exactly observable in time T, by
Proposition 2.2, both PT and pT are positive and boundedly invertible. We bring in
the Schur-type factorization[
PT L
L∗ pT
]
=
[
PT 0
L∗ I
] [
P−1T 0
0 ∆
] [
PT L
0 I
]
,
where ∆ = pT − L∗P−1T L (this is checked by multiplying out). Notice that the ﬁrst
factor is the adjoint of the last, and they are invertible. Therefore, PT is invertible
if and only if the middle factor is invertible. Since P−1T is obviously bounded from
below, we see that PT is bounded from below if and only if ∆ is bounded from below.
Since PT > 0, from the factorization we see that ∆ > 0. But ∆ is a matrix, so that
∆ > 0 implies that ∆ is invertible. Thus we have proved that PT is invertible. By
Proposition 2.2, (A∗,B∗) is exactly observable in time T .
Remark 3.5. Under the assumptions of Theorem 3.3, in general, the two systems
will not be simultaneously exactly controllable in time T0. An example to illustrate
this will be given in section 4.
In the rest of this section we shall investigate simultaneous approximate con-
trollability. With the assumptions of Theorem 3.3 we obviously obtain simultaneous
approximate controllability, but the result is not sharp as it asks for exact controlla-
bility of each component. We give below a simultaneous approximate controllability
result by supposing only approximate controllability of each component.
At this point we introduce some notation. Let A be the generator of a strongly
continuous semigroup. Then the resolvent set ρ(A) contains a right half-plane. The
resolvent set is not necessarily connected, and we denote by ρ∞(A) the connected
component of ρ(A) which contains some right half-plane. (Obviously, there is only
one such component.) In particular, if σ(A) is countable, as is often the case in
applications, then ρ∞(A) = ρ(A).
Proposition 3.6. Let A be the generator of the strongly continuous semigroup T
acting on the Hilbert space X. Let B ∈ L(Cm, X−1) be an admissible control operator
for T and assume that (A,B) is approximately controllable in time T0. Let a ∈ Cn×n
and b ∈ Cn×m be matrices such that (a, b) is controllable. Further, assume that
σ(a) ⊂ ρ∞(A).(3.7)
Then there exists T > 0 such that the pairs (A,B) and (a, b) are simultaneously
approximately controllable in time T .
Proof. To arrive at a contradiction, we assume that the opposite holds: (A,B)
from (3.6) is not approximately controllable in any time. Then it follows from Propo-
sition 3.2 that for every k ∈ N there exists a zk ∈ X and a vk ∈ Cn such that
(zk, vk) = (0, 0) and
B∗ΛT
∗
t zk + b
∗ea
∗tvk = 0 ∀ t ∈ [0, k].(3.8)
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It follows from the approximate observability in time T0 of (A
∗, B∗) that ∀k > T0 we
must have vk = 0. Hence we may assume without loss of generality that ‖vk‖Cn = 1.
By the compactness of the unit ball in Cn, we may assume further that the sequence
(vk) is convergent: lim vk = v0. Then it follows that if we deﬁne the functions
yk ∈ L2loc([0,∞),Cm) by
yk(t) = b
∗ea
∗tvk for k ∈ {0, 1, 2, . . . },
then lim yk = y0 (in L
2
loc). Let ΨT0 be the operator deﬁned by
ΨT0z0 = B
∗
ΛT
∗
t z0 ∀t ∈ [0, T0],
and let ΠT0 denote the truncation of a function deﬁned on [0,∞) to [0, T0]. Then
(3.8) implies that
ΨT0zk +ΠT0yk = 0 ∀k ≥ T0.
Since Ker ΨT0 = {0}, the above equation shows that zk is uniquely determined
by yk, which in turn is obtained from vk. All these dependencies are linear, so that
there is an operator R : Cn→X (possibly nonunique, depending on the span of all
vk) such that zk = Rvk ∀k ∈ N. Hence, the sequence (zk) is convergent, and we put
z0 = lim zk = Rv0. Now it is easy to conclude from (3.8) that
(Ψz0)(t) + b
∗ea
∗tv0 = 0 for almost every t ≥ 0.
Taking Laplace transforms, we obtain from the last formula that for some α ∈ R
and every s ∈ C with Re s > α,
B∗(sI −A∗)−1z0 + b∗(sI − a∗)−1v0 = 0.(3.9)
By analytic continuation, this formula remains valid on ρ∞(A∗)\σ(a∗). (On the other
connected components of ρ(A∗) we have no such information.) Since v0 = 0 (actually,
its norm is 1) and (a∗, b∗) is observable, the rational function b∗(sI − a∗)−1v0 is not
zero. Therefore it has poles at a nonempty subset of σ(a∗), which by (3.7) is contained
in ρ∞(A∗). The ﬁrst term in (3.9) being analytic around σ(a∗), it follows that the
left-hand side of (3.9) has poles, which is absurd. Thus we have proved that (A,B)
must be approximately controllable in some time T .
Note that the lemma says nothing about the time T in which (A,B) is approxi-
mately controllable. If T0 is minimal for (A,B), then of course T ≥ T0.
In the last part of this section we characterize the reachable subspaces of an
exactly controllable system, when the input function is restricted to Sobolev type
spaces strictly included in L2.
Let A be the generator of a strongly continuous semigroup T on X and let B ∈
L(U,X−1) be an admissible control operator for T. Suppose that the pair (A,B) is
exactly controllable in time T, in the sense of Deﬁnition 2.4. This means that the
range of the operator ΦT deﬁned by (2.4) is equal to X. A natural question is the
characterization of the states which can be reached by more regular inputs. Deﬁne
H1L(0, T ;U) = {ψ ∈ H1(0, T ;U) | ψ(0) = 0}.
The existence and uniqueness result below shows that the space reachable by means
of controls in H1L(0, T ;U) cannot be larger than the space Z deﬁned by
Z = X1 + (βI −A)−1BU = (βI −A)−1(X +BU),(3.10)
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where β ∈ ρ(A) (Z does not depend on the choice of β). The norm on Z is deﬁned by
‖z‖2Z = inf
{‖x‖2 + ‖u‖2 | x ∈ X, u ∈ U, z = (βI −A)−1(x+Bu)} .
Lemma 3.7. For any u ∈ H1L(0, T ;U), the solution z of (2.2) with z(0) = 0 is
such that
z ∈ C(0, T ;Z) ∩ C1(0, T,X).
Proof. Let u ∈ H1L(0, T ;U) and denote by w the solution of
w˙ = Aw +Bu˙, w(0) = 0.
As B is an admissible control operator we have that w ∈ C([0, T ];X). Moreover it
is easily checked that the function t→ ∫ T
0
w(s)ds satisﬁes (2.2). Since the solution of
(2.2) with z(0) = 0 is unique, we obtain
z(t) =
∫ T
0
w(s)ds,
which obviously yields that
z ∈ C1([0, T ], X).(3.11)
On the other hand (2.2) gives
(βI −A)z(t) = βz(t)− z˙(t) +Bu(t) ∀t ∈ [0, T ].(3.12)
Since βz − z˙ +Bu ∈ C([0, T ], X +BU), relation (3.12) with β ∈ ρ(A) implies
z ∈ C([0, T ], Z).(3.13)
From (3.11) and (3.13) we clearly obtain the conclusion of the lemma.
We can now characterize the states which are reachable by means of input func-
tions in H1L(0, T ;U) as follows.
Proposition 3.8. Suppose that the pair (A,B) is exactly controllable in time
T0. Then ∀T > T0, the reachable space by means of input functions u ∈ H1L(0, T ;U)
is the space Z from (3.10).
Proof. We know from Lemma 3.7 that the reachable space is included in Z. To
show that Z is contained in the reachable space, take β ∈ ρ(A) and consider two
systems with states w and v and input u1, described by
w˙ = (A− βI)w +Bu1,(3.14)
v˙ = u1.(3.15)
For an arbitrary z0 ∈ Z choose w0 ∈ X, v0 ∈ U such that
z0 = (βI −A)−1[w0 −Bv0].(3.16)
Since 0 is not an eigenvalue of A− βI, by Theorem 3.3 the systems (3.14) and (3.15)
are simultaneously exactly controllable in any time T > T0. Hence we can ﬁnd
u1 ∈ L2([0, T ];U) such that the solutions w, v of (3.14) and (3.15) satisfy
w(0) = 0, w(T ) = e−βTw0, v(0) = 0, v(T ) = e−βT v0.(3.17)
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We deﬁne the function z1 by
z1(t) = (βI −A)−1(w(t)−Bv(t)) ∀t ∈ [0, T ].
Then it is easy to see that
z1(0) = 0, z1(T ) = e
−βT z0.(3.18)
Moreover, after a simple calculation, (3.14) and (3.15) imply that
z˙1(T ) = −w(t) = (A− βI)z1(t)−Bv(t) ∀t ∈ (0, T ).(3.19)
If we deﬁne now
z(t) = eβtz1(t), u(t) = e
βtv(t),
relations (3.18) and (3.19) imply that z and u satisfy (2.2) together with z(0) = 0 and
z(T ) = z0. This means that Z is included in the space reachable by means of input
functions u ∈ H1L(0, T ;U), as claimed.
4. Applications.
4.1. Applications to the equation of a vibrating string. In this subsection
we apply the results obtained in previous sections to the equation of a nonhomoge-
neous vibrating string. First we show that, with suitably chosen spaces, the system
corresponding to the string equation and an integrator are simultaneously exactly
controllable. In the case of a homogeneous string we show that the simultaneous
exact controllability time is strictly larger than the exact controllability time for the
string alone, i.e., we give the counterexample announced in Remark 3.5. In the second
part of this subsection we characterize the space of the states which are reachable by
means of an H1 or H2 input function u with u(0) = 0 and, in the case u ∈ H2, also
u˙(0) = 0.
Let us consider the initial and boundary value problem
w¨(x, t) = [m(x)wx(x, t)]x, 0 < x < 1,
w(0, t) = 0, w(1, t) = u(t),
w(x, 0) = 0, w˙(x, 0) = 0
(4.1)
with
m ∈W 1,∞(0, 1), m(x) ≥ m0 > 0 ∀x ∈ (0, 1).(4.2)
The equations above represent the simplest model of a nonhomogeneous elastic string.
Following well-known ideas (see for instance Lasiecka and Triggiani [18], [19]) the
system (4.1) can be written in the abstract form (2.2), provided we use the notation
z =
[
w
w˙
]
, X = L2[0, 1]×H−1(0, 1), U = C,
A =
[
0 I
A0 0
]
, B =
[
0
−A0D
]
,(4.3)
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where
D(A0) = H10 (0, 1), A0 : D(A0)→H−1(0, 1), A0h = (m(x)hx)x,
so that A0 < 0, and the Dirichlet map D : C→L2[0, 1] is deﬁned by
Dα = y ⇐⇒ {(m(x)yx)x = 0 in (0, 1), y(0) = 0, y(1) = α}
(see also [1]). From the above it clearly follows that A : D(A)→X, with
D(A) = H10 (0, 1)× L2[0, 1],
and that A is skew-adjoint: A∗ = −A. Note that B∗ = [ 0 D∗ ] and, for every
h ∈ H2(0, 1) ∩ H10 (0, 1), D∗A0h = m(1)hx(1). We denote by T the semigroup
generated by A. Well-known computations, using the above expressions for A∗ and
B∗ (see again [18], [19]) give that
B∗T∗t
[
z0
z1
]
= m(1)φx(1, t) ∀
[
z0
z1
]
∈ D(A),(4.4)
where φ solves the corresponding homogeneous problem
φ¨(x, t) = (m(x)φx(x, t))x, 0 < x < 1, t ∈ (0, T ),(4.5)
φ(0, t) = φ(1, t) = 0, t ∈ [0, T ],(4.6)
φ(·, 0) = φ0 = A−10 z1 ∈ H2(0, 1) ∩H10 (0, 1),(4.7)
φ˙(·, 0) = φ1 = z0 ∈ H10 (0, 1).(4.8)
It is by now well known that B is an admissible control operator and the couple
(A,B) is exactly controllable in any time T > T0, where T0 =
2√
m0
(see for instance
Zuazua [27]). Moreover, if m = 1, then the system (A,B) is exactly controllable in
time 2 (see for instance Haraux [15]).
Consider now the following system of two scalar diﬀerential equations with the
same input u: {
v˙ = u,
w˙ = w + u.
(4.9)
The result below, concerning the simultaneous exact controllability of (4.1) and
(4.9), gives, in particular, the counterexample announced in Remark 3.5.
Proposition 4.1. The systems (4.1) and (4.9) are simultaneously exactly con-
trollable in any time T > T0, where T0 =
2√
m0
. However, if m = 1, then the systems
(4.1) and (4.9) are not simultaneously approximately controllable in time T0 = 2.
Proof. We can write the system (4.9) in the form q˙ = aq + bu, where
q =
[
v
w
]
, a =
[
0 0
0 1
]
, b =
[
1
1
]
,(4.10)
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and it is clear that (a, b) is controllable. The eigenvalues of A from (4.3) are on
the imaginary axis and nonzero. The simultaneous exact controllability in any time
T > T0 follows from the exact controllability of the system in (4.1) in any time T > T0,
by applying Theorem 3.3.
We still have to prove the lack of simultaneous approximate controllability in time
2, in the case of a homogeneous string with m = 1. Choose w0 ∈ R, w0 = 0. As
the family formed by (sin (nπt)n≥1, cos (nπt)n≥1) together with the constant function
1/
√
2 is an orthonormal basis in L2(0, 2), we can ﬁnd sequences (an)n≥1 and (bn)n≥1
in l2 and v0 ∈ R such that
∞∑
n=1
(−1)n[an cos (nπt) + bn sin (nπt)] + v0 + etw0 = 0 for a.e. t ∈ [0, 2].(4.11)
Note that the functions sin(nπx) (x ∈ (0, 1)) are eigenvectors of A0. If we denote
z0(x) = π
∞∑
n=1
bn sin(nπx), z
1(x) = π2
∞∑
n=1
nan sin(nπx),
then z0 ∈ L2[0, 1] and z1 ∈ H−1(0, 1). Now using (4.4) and (4.10), relation (4.11) can
be written as
B∗ΛT
∗
t
[
z0
z1
]
+ b∗ea
∗t
[
v0
w0
]
= 0 for almost every t ∈ [0, 2].
Since w0 = 0, this relation with Proposition 3.2 implies that the systems (4.1) and
(4.9) are not simultaneously approximately controllable in time T0 = 2.
For l > 0 we deﬁne the space
H2L(0, l) = {u ∈ H2(0, l) | u(0) = u˙(0) = 0}.
The states of the system (4.1) which can be reached by means of H1L and H
2
L input
functions can be characterized as follows.
Proposition 4.2. Suppose that m(x) satisﬁes (4.2) and T > T0 =
2√
m0
. Then
the space of all states (w(T ), w˙(T )) which can be reached in time T by means of input
functions u ∈ H1L(0, T ) is Z = H1L(0, 1)× L2[0, 1].
Moreover, the space of all states (w(T ), w˙(T )) which can be reached in time T by
means of input functions u ∈ H2L(0, T ) is Z1 = [H1L(0, 1) ∩H2(0, 1)]×H1L(0, 1).
Proof. For u ∈ H1L(0, T ) it suﬃces to apply Proposition 3.8 and to notice that,
with the notation (4.3), the space Z deﬁned by (3.10) is H1L(0, 1) × L2[0, 1]. For
u ∈ H2L(0, T ) we consider the new input u˜ = u˙, a new state space equal to H1L(0, 1)×
L2[0, 1], and we apply again Proposition 3.8.
4.2. Controllability of a coupled system. Consider a vertical string whose
horizontal displacement in a given plane is described by the wave equation on the
spatial domain (0, 1). The upper end (corresponding to x = 0) is kept ﬁxed and an
object of massM is attached at the lower end (corresponding to x = 1). The external
input is a horizontal force v acting on the object, and it is contained in the plane
mentioned earlier. We neglect the moment of inertia of the object (i.e., we imagine
the object to be very small). From simple physical considerations, and taking a certain
constant to be one, we obtain that this system is described by the following equations,
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valid ∀x ∈ (0, 1) and ∀t ∈ (0,∞):
w¨(x, t) = [m(x)wx]x(x, t), w(0, t) = 0,
Mw¨(1, t)− wx(1, t) = v(t),
w(x, 0) = w˙(x, 0) = 0, x ∈ (0, 1).
(4.12)
Here, w is the controlled wave (horizontal displacement) and w˙ is the horizontal
velocity. The appropriate spaces for all these functions will be speciﬁed later. The
point x = 0 is just reﬂecting waves, while the active end x = 1 is where both the
observation and the control take place. We shall often write w(t) to denote a function
of x, meaning that w(t)(x) = w(x, t), and similarly for other functions.
A direct analysis of the well-posedness, controllability, and observability of this
system is not trivial, in spite of the simplicity of the system. We will show below
that we can obtain a sharp result by simply applying Proposition 4.2. We begin by
identifying the natural state space of (4.12).
Proposition 4.3. Suppose that m(·) satisﬁes (4.2) and that v ∈ L2[0, T ]. Then
the initial and boundary value problem (4.12) admits a unique solution
w ∈ C(0, T ;H1L(0, 1) ∩H2(0, 1)) ∩ C1(0, T ;H1L(0, 1)).(4.13)
Proof. Using semigroups or a standard Galerkin method, it is easy to prove that
∀v ∈ L2[0, T ], the problem (4.12) admits a unique solution
w ∈ C(0, T ;H1L(0, 1)) ∩ C1(0, T ;L2[0, 1]),(4.14)
which satisﬁes the ﬁrst equation from (4.12) in D′((0, 1) × (0, T )) and the second in
D′(0, T ) (notice that wx(1, ·) makes sense in H−2(0, T )). Consider a sequence (vn) in
D(0, T ) such that vn→ v in L2[0, T ]. If we denote by (wn) the corresponding sequence
of smooth solutions of (4.12), it is clear that
wn→w in L∞(0, T ;H1L(0, 1)) ∩W 1,∞(0, T ;L2[0, 1]),(4.15)
wn(1, t) = w˙n(1, t) = 0 ∀n ≥ 1.(4.16)
Moreover, by multiplying the equation
(w¨m − w¨n)(x, t) = [m(x)(wm − wn)x]x(x, t)
by x ∂∂x (wm − wn)(x, t) and by integrating over [0, 1] × [0, T ], we obtain, after well-
known calculations, the existence of a constant C > 0 such that∫ T
0
|(wm − wn)x(1, t)|2 dt
≤ C (‖wn − wm‖L∞(0,T ;H1(0,1)) + ‖w˙n − w˙m‖L∞(0,T ;L2[0,1])) .(4.17)
Since
Mw¨n(1, t)− (wn)x(1, t) = vn(t),
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relation (4.17) implies that w¨n(1, ·) is a Cauchy sequence in L2[0, T ]. By using (4.15)
and (4.16), we obtain that w(1, ·) ∈ H2L(0, T ). The regularity (4.13) follows now from
Proposition 4.2.
Proposition 4.4. Suppose that m satisﬁes (4.2) and T > T0 =
2√
m0
. Then
the system (4.12) is well posed and exactly controllable in time T in the space X =
[H1L(0, 1) ∩ H2(0, 1)] × H1L(0, 1). In other words, (w0, w1) ∈ [H1L(0, 1) ∩ H2(0, 1)] ×
H1L(0, 1) if and only if there exists v ∈ L2[0, T ] such that the solution of (4.12) satisﬁes
w(T ) = w0, w˙(T ) = w1.(4.18)
Proof. By Proposition 4.2, for any (w0, w1) ∈ [H1L(0, 1) ∩ H2(0, 1)] × H1L(0, 1)
there exist
w ∈ C(0, T ;H2(0, 1)), u ∈ H2L(0, T )(4.19)
satisfying (4.1) and (4.18). From (4.19) it obviously follows that if we deﬁne
v(t) = mu¨(t)− wx(1, t),
then v ∈ L2[0, T ] and w, v satisfy (4.12) and (4.18).
5. The simultaneously reachable subspace of two inﬁnite-dimensional
systems. In this section we study an example showing that for certain pairs of
inﬁnite-dimensional systems it is still possible to derive results similar to those ob-
tained in the previous section. However, the reachable space and the reachability
time are more diﬃcult to characterize. The problem we tackle is the one-dimensional
version of an open question raised in Lions [20]. We give here only the results which
are simple consequences of recent work on nonharmonic Fourier series. A detailed
study of this problem requires new techniques and is the subject of the forthcoming
paper by Avdonin and Tucsnak [3].
For ξ ∈ (0, 1) we consider the problems
w¨1(x, t)− (w1(x, t))xx = 0 ∀x ∈ (0, ξ), ∀t ∈ (0,∞),
w1(0, t) = 0, w1(ξ, t) = u(t) ∀t ∈ (0,∞),
w1(x, 0) = 0, w˙1(x, 0) = 0 ∀x ∈ (0, ξ)
(5.1)
and 
w¨2(x, t)− (w2(x, t))xx = 0 ∀x ∈ (ξ, 1), ∀t ∈ (0,∞),
w2(1, t) = 0, w2(ξ, t) = u(t) ∀t ∈ (0,∞),
w2(x, 0) = 0, w˙2(x, 0) = 0 ∀x ∈ (ξ, 1).
(5.2)
The systems above model the vibrations of two strings joined at a common end at
x = ξ, the input being the displacement of this common point.
By using notation similar to the one used in (4.3), we can easily deﬁne the oper-
ators (Ai, Bi), i = 1, 2 such that the equations (5.1), (5.2) can be written as in (1.1),
with state spaces X1 = L2[0, ξ]×H−1(0, ξ) and X2 = L2[ξ, 1]×H−1(ξ, 1). According
to classical results, B1 (resp., B2) is an admissible control operator and the system
(A1, B1) (resp., (A2, B2)) is exactly controllable in time 2ξ (resp., 2(1− ξ)). The aim
of this section is to describe, to some extent, the space of the states in X1×X2 which
are reachable by means of an input function u ∈ L2[0, T ], with suﬃciently large T .
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We cannot give a precise characterization of this reachable space but we give sharp
embedding results in appropriate Sobolev spaces.
For s > − 12 , we introduce the space Ws ⊂ X1 × X2 of quadruples of functions
(w01, w
1
1, w
0
2, w
1
2) satisfying
(w01, w
1
1, w
0
2, w
1
2) ∈ Hs+1(0, ξ)×Hs(0, ξ)×Hs+1(ξ, 1)×Hs(ξ, 1),
w01(0) = 0, w
0
2(1) = 0, w
0
1(ξ) = w
0
2(ξ).
Denote by Q the set of rational numbers. We denote by S the set of all numbers
ρ ∈ (0, 1) such that ρ ∈ Q and if [0, a1, . . . , an, . . . ] is the expansion of ρ as a con-
tinuous fraction, then (an) is bounded. Note that S is uncountable and, by classical
results on diophantine approximation (cf. [8, p. 120]), its Lebesgue measure is zero.
Roughly speaking, the set S contains the irrationals which are “badly” approximable
by rational numbers. In particular, by the Euler–Lagrange theorem (cf. [17, p. 57])
S contains all ξ ∈ (0, 1) such that ξ is an irrational quadratic number (i.e., satisfying
a second degree equation with rational coeﬃcients). According to a classical result
(see, for instance, [17]), if ξ ∈ S, then there exists a constant Cξ > 0 such that∣∣∣∣ξ − pq
∣∣∣∣ ≥ Cξq2 ∀p, q ∈ N.(5.3)
We can now state our main result concerning the lack of simultaneous exact con-
trollability of the two strings, which also gives some information on the simultaneously
reachable space as a function of ξ.
Theorem 5.1. Suppose that T > max {4ξ, 4(1− ξ)}. Then the following holds.
(a) For any ξ ∈ S, all the elements of W0 can be reached in time T by means of
an input u ∈ L2[0, T ].
(b) For almost all ξ ∈ [0, 1] and ∀s > 0, all the states in Ws can be reached in
time T by means of an input u ∈ L2[0, T ].
(c) The results above are sharp in the sense that, for any ξ ∈ (0, 1) and s ∈ (− 12 , 0),
we can ﬁnd a state in Ws which is not reachable by means of an input u ∈ L2[0, T ].
In particular, for any T > 0, the systems (5.1), (5.2) are not simultaneously exactly
controllable in time T (in the natural energy space X1 ×X2).
As a tool in our proof, ∀s > − 12 we introduce the space
Vs = Hs+10 (0, ξ)×Hs(0, ξ)×Hs+10 (ξ, 1)×Hs(ξ, 1).
It is clear that Vs is a subspace of Ws (with ﬁnite codimension). In order to prove
Theorem 5.1, we notice ﬁrst that for s < 12 , the reachability of Ws is equivalent to
the reachability of its subspace Vs. More precisely, we have the following lemma.
Lemma 5.2. Let s ∈ (− 12 , 12 ). Then all the elements of Ws can be reached in
time T by means of an input u ∈ L2[0, T ] if and only if the same property holds for
Vs.
Proof. One of the implications is trivial. Take (w01, w
1
1, w
0
2, w
1
2) ∈ Ws for some
ﬁxed s ∈ (− 12 , 12 ) and denote α = w01(ξ) = w02(ξ). Let ψ1(x, t), ψ2(x, t) be the solutions
of (5.1), (5.2) with u = uψ, where
uψ(t) =
α
T 2
t2.
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It can be checked, arguing similarly as in the proof of Lemma 3.7, but diﬀerentiating
twice, that
(ψ1, ψ˙1, ψ2, ψ˙2) ∈ C([0, T ];W1).
In particular, this implies that the above statement is true with Ws in place of W1.
Moreover, we have
ψ1(0, T ) = ψ2(1, T ) = 0, ψ1(ξ, T ) = ψ2(ξ, T ) = α.
The above equalities (together with s < 12 ) imply that
(w01 − ψ1(·, T ), w11 − ψ˙1(·, T ), w02 − ψ2(·, T ), w12 − ψ˙2(·, T )) ∈ Vs.
Suppose now that all the elements of Vs can be reached in time T by means of
an input in L2[0, T ]. It follows that there exists an input uϕ ∈ L2[0, T ] such that the
solutions ϕ1, ϕ2 of (5.1) and (5.2) with u = uϕ satisfy the conditions
ϕ1(x, T ) = w
0
1(x)− ψ1(x, T ), ϕ˙1(x, T ) = w11(x)− ψ˙1(x, T ), in L2[0, ξ],(5.4)
ϕ2(x, T ) = w
0
2(x)− ψ2(x, T ), ϕ˙2(x, T ) = w12(x)− ψ˙2(x, T ), in L2[ξ, 1].(5.5)
If we deﬁne the input u ∈ L2[0, T ] by u = uψ + uϕ, then the corresponding solutions
w1 and w2 of (5.1), (5.2) satisfy
w1(x, T ) = w
0
1(x), w˙1(x, T ) = w
1
1(x), w2(x, T ) = w
0
2(x), w˙2(x, T ) = w
1
2(x).
Thus, the elements of Ws can be reached in time T by an input u ∈ L2[0, T ].
The main tool used in the proof of Theorem 5.1 is a recent generalization of a
classical inequality of Ingham. This result was ﬁrst proved in Jaﬀard, Tucsnak, and
Zuazua [14] for T > 12
√
6
δ and then improved in Baiochi, Komornik, and Loreti [4]
for T > 4πδ . Its statement (following [4]) is the following theorem.
Theorem 5.3. Let M > 0 and let (λn) be a strictly increasing real sequence over
Z satisfying
λn+2 − λn ≥ δ > 0 ∀n ∈ Z with |n| ≥M.(5.6)
Then ∀T > 4π
δ
there exist constants C1, C2 > 0 such that
C1
∑[(|an|2 + |an+1|2) |λn+1 − λn|2 + |an + an+1|2] ≤ ∫ T
0
∣∣∣∑ aneiλnt∣∣∣2 dt
≤ C2
∑[(|an|2 + |an+1|2) |λn+1 − λn|2 + |an + an+1|2] ∀(an) ∈ l2.
Let us now consider the initial and boundary value problems
φ¨1(x, t)− ∂
2φ1
∂x2
(x, t) = 0 ∀x ∈ (0, ξ) ∀t ∈ (0,∞),(5.7)
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φ1(0, t) = φ1(ξ, t) = 0 ∀t ∈ (0,∞),(5.8)
φ1(x, 0) = φ
0
1(x), φ˙1(x, 0) = φ
1
1(x) ∀x ∈ (0, ξ),(5.9)
and
φ¨2(x, t)− ∂
2φ2
∂x2
(x, t) = 0 ∀x ∈ (ξ, 1) ∀t ∈ (0,∞),(5.10)
φ2(1, t) = φ2(ξ, t) = 0 ∀t ∈ (0,∞),(5.11)
φ2(x, 0) = φ
0
2(x), φ˙2(x, 0) = φ
1
2(x) ∀x ∈ (ξ, 1).(5.12)
We will use the following duality result, which is related to Proposition 3.2. This
result follows from Theorem 2.1 in Dolecki and Russell [9] or from the HUM method
of Lions (see [20]).
Lemma 5.4. The space of the states of (5.1), (5.2) which can be reached by means
of the same input u ∈ L2[0, T ] contains the space Vs, s ∈ (− 12 , 12 ) if and only if there
exist C, T > 0 such that the solutions φ1, φ2 of (5.7)–(5.12) satisfy∫ T
0
∣∣∣∣∂φ2∂x (ξ, t)− ∂φ1∂x (ξ, t)
∣∣∣∣2 dt
≥
(
‖φ01‖2H−s(0,ξ) + ‖φ11‖2H−1−s(0,ξ) + ‖φ02‖2H−s(ξ,1) + ‖φ12‖2H−1−s(0,ξ)
)
∀(φ01, φ11, φ02, φ12) ∈
(
H2(0, ξ) ∩H10 (0, ξ)
)×H10 (0, ξ)× (H2(ξ, 1) ∩H10 (ξ, 1))×H10 (ξ, 1).
Proof of Theorem 5.1. If φ01 ∈ H2(0, ξ)∩H10 (0, ξ), φ11 ∈ H10 (0, ξ), φ02 ∈ H2(ξ, 1)∩
H10 (ξ, 1), φ
1
2 ∈ H10 (ξ, 1), it is known that we have the expansions
φ01(x) =
∑
n≥1 cn sin (
nπx
ξ )
φ11(x) =
π
ξ
∑
n≥1 ndn sin (
nπx
ξ )
}
x ∈ (0, ξ),
φ02(x) =
∑
n≥1 en sin (
nπ(1−x)
1−ξ )
φ12(x) =
π
1−ξ
∑
n≥1 nfn sin (
nπ(1−x)
1−ξ )
}
x ∈ (ξ, 1),
where the sequences (n2cn), (n
2dn), (n
2en), and (n
2fn) are in l
2. A standard calcu-
lation shows that the solutions φ1, φ2 of (5.7)–(5.12) are given by
φ1(x, t) =
∑
n∈Z
ane
inπξ t sin
(
nπx
ξ
)
, x ∈ (0, ξ),(5.13)
φ2(x, t) =
∑
n∈Z
bne
i nπ1−ξ t sin
(
nπ(1− x)
1− ξ
)
, x ∈ (ξ, 1),(5.14)
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where
an =

cn−idn
2 for n ≥ 1,
c−n+id−n
2 for n ≤ −1,
0 for n = 0,
(5.15)
bn =

en−ifn
2 for n ≥ 1,
e−n+if−n
2 for n ≤ −1,
0 for n = 0.
(5.16)
If we denote by (λn)n∈Z the strictly increasing sequence formed by the elements of
the set
Λ =
[
∪n∈Z
{
nπ
ξ
}]⋃[
∪n∈Z
{
nπ
1− ξ
}]
,
we can easily check that
λn+2 − λn ≥ in
{
π
ξ
,
π
1− ξ
}
∀n ∈ Z.(5.17)
On the other hand, from (5.3) it easily follows (see [13] for details) that, ∀ξ ∈ S, there
exists a constant Cξ > 0 with
λn+1 − λn ≥ Cξ|λn| ∀n ∈ Z
∗,(5.18)
where Z∗ = Z \ {0}. Moreover (5.13), (5.14) imply
∂φ2
∂x
(ξ, t)− ∂φ1
∂x
(ξ, t) =
∑
n∈Z∗
(−1)n+1nπ
(
an
ξ
ei
nπt
ξ +
bn
1− ξ e
i nπt1−ξ
)
,(5.19)
which yields
∂φ2
∂x
(ξ, t)− ∂φ1
∂x
(ξ, t) =
∑
n∈Z∗
knλne
iλnt,(5.20)
with the sequence (kn) satisfying∑
n∈Z∗
|kn|2 =
∑
n∈Z∗
(|an|2 + |bn|2).(5.21)
Relations (5.18), (5.20), (5.21), and Theorem 5.3 imply that there exists a constant
Kξ > 0 such that∫ T
0
∣∣∣∣∂φ2∂x (ξ, t)− ∂φ1∂x (ξ, t)
∣∣∣∣2 dt ≥ Kξ∑
n∈Z
(|an|2 + |bn|2)(5.22)
∀ξ ∈ S and ∀T > max {4ξ, 4(1− ξ)}. Inequality (5.22) combined with Lemma 5.4
implies that the elements in V0 are reachable by means of an input in L2[0, T ]. By
using Lemma 5.2 we obtain assertion (a) of Theorem 5.1.
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According to Lemma 7.3 in [13], ∀ε > 0 there exists a set Bε ⊂ (0, 1), of Lebesgue
measure 1, such that ∀ξ ∈ Bε, there exists a constant Cξ > 0 with
λn+1 − λn ≥ Cξ|λn|1+ε ∀n ∈ Z
∗.(5.23)
Relations (5.20), (5.21), (5.23), and Theorem 5.3 imply that there exists a constant
Kξ > 0 such that
∫ T
0
∣∣∣∣∂φ2∂x (ξ, t)− ∂φ1∂x (ξ, t)
∣∣∣∣2 dt ≥ Kξ∑
n∈Z
( |an|2 + |bn|2
|λn|2ε
)
(5.24)
∀ξ ∈ Bε and ∀T > max {4ξ, 4(1− ξ)}. Lemma 5.4 combined with (5.24) implies that
∀s ∈ (0, 12 ), the elements in Vs are reachable by an input in L2[0, T ]. By applying
again Lemma 5.2 we get assertion (b) of Theorem 5.1 for s < 12 . For s ≥ 12 the
assertion remains true because Ws ⊂ Wr for s > r.
In order to prove assertion (c) we notice that, ∀ξ ∈ (0, 1), we can use the contin-
uous fractions expansion of 1−ξξ to construct a sequence (p(n)) with values in N, with
limn→∞ p(n) =∞, such that
λp(n)+1 − λp(n) ≤ C
p(n)
∀n ∈ N.(5.25)
If we denote by (φ1n) (resp., by (φ2n)) the sequence of solutions of (5.7)–(5.9) (resp.,
of (5.10)–(5.12)) having initial data (sin (p(n)πξ ), 0) (resp., (sin (
(p(n)+1)π
1−ξ ), 0), relations
(5.13), (5.14), and (5.25) imply that
lim
n→∞
∫ T
0
∣∣∣∣∂φ2n∂x (ξ, t)− ∂φ1n∂x (ξ, t)
∣∣∣∣2 dt
‖φ1n(0)‖2Hs(0,ξ) + ‖φ2n(0)‖2Hs(ξ,1)
= 0
∀s < 0. Using again Lemma 5.4 we conclude that (c) also holds.
Remark 5.5. The fact that (5.24) holds for any T > max {4ξ, 4(1− ξ)} was
proved in [4]. Earlier versions of this inequality (corresponding to larger values of T )
were given in [13] and [14]. Notice that (5.24) and the standard duality argument
imply only reachability of elements in Vs. In order to get the reachability of elements
in Ws we need a diﬀerent argument, namely Lemma 5.2.
Remark 5.6. Intuitively it does not seem reasonable to have a minimal simul-
taneous reachability time depending on ξ. This question and other related issues
(simultaneous approximate controllability, simultaneous spectral controllability) are
tackled in [3]. In this work it is shown that the minimal time for these various types
of controllability is T = 2.
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