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 Einführung
 
 SW-Basis der Linux-Systemadministration
 
    AFS
    cfengine
    BigBrother (bb)
    priv
    rpm, autorpm
    diverse Scripts 
 
 Themen
 
    Entwicklung des Linux-Einsatzes
    Aufgaben der Rechnerbetreung
    Personalaufwendungen
    Skalierungsprobleme
    Konsistenz der Systemkonfiguration
    Schlussfolgerungen
 
 Entwicklung des Linux-Einsatzes (1)
 
 Anzahl der Systeme
 
    Anfang 1997: ca.  15 
    Anfang 1998: ca. 100 
    Anfang 1999: ca. 200 
    Anfang 2000: ca. 340 
 
 Prognose für Ende 2000: ca. 1100
 
    Pool-Rechner: ca. 40
    Uni-Bibliothek: ca. 90
    URZ-Server: ca. 50
    Admin-Dienst: ca. 80
    Linux-Cluster: ca. 500
 
 Prognose für Ende 2001: ca. 1300-1400
 
 Entwicklung des Linux-Einsatzes (2)
 
 Aufschlüsselung der betreuten Systeme
 
    URZ: 173
    Philosophie: 57
    Physik: 51
    MB: 27
    Uni-Bib.: 24
    Studentenwerk: 6
    Studentenamt: 1
    Chemie: 1
 
 Aufgaben der Rechnerbetreung (1)
 
 Beschaffung
 
    Planung
    Mittelbeantragung (z.B. HBFG)
    Spezifikation HW
    Beschaffungsanforderung
    Anbieterauswahl
    Lieferungsüberprüfung
 
 Installation
 
    Transporte, Aufstellung	
    Verkabelung, Netzintegration
    HW-Testung
    Einsatzplanung
    Installationsvorbereitung
    Installation, Nachinstallation (Konfiguration)
    Inbetriebnahmetests	
 Aufgaben der Rechnerbetreung (2)
 
 Laufende Betreuung
 
    Nutzerinformation u. -schulung
    Überwachung des HW/SW-Zustandes
    Fehlersuche und -korrektur
    SW-Pflege inkl. BS-Upgrade
    HW-Pflege, HW-Reparatur
 
 Rationalisierung der Systemadministration
 
    Entwurf von Automatisierungsverfahren
    Implementierung
    Enwicklung von Tools und Script-Sets
    Weiterbildung
 
 Organisation
 
    Anleitung, Kontrolle
    Koordination der Aktivitäten aller Beteiligten
 Personalaufwendungen pro Jahr
 
 Grobschätzung Personalkosten: ca. 250 TDM (bei 50 DM/h)
 
    Systemadministration: ca. 2500 h 
    HW-Betreuung: ca. 1000 h
    Anwendungen, Netzadministration: ca. 1500 h
 
 Was kostet ein URZ-Linux-Rechner?
 
    angenommene Betriebsdauer: 5 Jahre
    Anschaffung (HW+SW): ca. 3500-5000 DM
    Betrieb (HW+SW): ca. 500-1000 DM
 
 Personalkosten pro Jahr
 
    250 Systeme: 20 h/System --> 1000 DM
    500 Systeme: 10 h/System --> 500 DM
    1000 Systeme: 5 h/System --> 250 DM
 
 Total cost of Ownership (TCO)
 
 TCO
 
    bei 250 Systemen --> ca. 9000-11000 DM
    bei 500 Systemen --> ca. 6500-8500 DM
    bei 1000 Systemen --> ca. 5250-7250 DM
 
 Kosten in der "realen Welt" (?)
 
    angenommene Betriebsdauer: 5 Jahre
    Anschaffung (HW+SW): ca. 4000-6000 DM
    Betrieb (HW+SW): ca. 1000-2000 DM
    Personalkosten: 2000-3000 DM pro Jahr --> 10000-15000 DM in 5 Jahren
    TCO: 15000-23000 DM
 Fallstudien (1)
 
 Fallstudie 1: Arbeitsplatz-PC (Fakultät X)
 
    Kommunikation mit Auftraggeber, Arbeitsvorbereitung --> 2 h
    Vorbereitung Installation, Integration in Admin-Dienst, HW-Test --> 1 h
    Installation, Nachinstallation, Integration spezieller Peripherie --> 1 h
    Wegezeiten --> 1 h
    laufende Systembetreuung --> 5 h pro Jahr
    Summe: 10 h pro Jahr
    Bemerkung: 
        keine Re-Installation bzw. Upgrade
        keine Aufwendungen für HW-Reparatur	
 Fallstudien (2)
 
 Fallstudie 2: Server (neuartige Funktionalität)
 
    Arbeitsvorbereitung --> 1 h
    Vorbereitung Installation, Integration in Admin-Dienst, HW-Test --> 1 h
    Installation, Nachinstallation --> 1 h
    Planung und Konfiguration der Serverfunktionalität --> 4 h (*)
    Re-Installation bzw. Upgrade --> 1 h 
    HW-Betreuung --> 1 h 
    laufende Systembetreuung --> 15 h pro Jahr
    Summe: 24 h pro Jahr, 20 h in den Folgejahren
    Bemerkung: 
        (*) reduziert sich bei weiteren Servern gleicher Funktion
        ohne Beschaffung
 Fallstudien (3)
 
 Fallstudie 3: Pool mit 13 Rechnern (StraNa)
 
    Beschaffung --> 10 h
    Arbeitsvorbereitung --> 10 h
    Vorbereitung Installation, Integration in Admin-Dienst, HW-Test --> 2 h
    Installation, Nachinstallation --> 1 h
    laufende Systembetreuung --> 15 h pro Jahr
    HW-Betreuung --> 5 h
    Re-Installation bzw. Upgrade --> 3 h
    Summe: 50 h im 1.Jahr, 30 h in den Folgejahren
 
 Fallstudien (4)
 
 Fallstudie 4: Physik-Cluster (36 Rechner, 1 Server, RS)
 
    Kommunikation mit Auftraggeber --> 5+2 h
    Arbeitsvorbereitung --> 15 h (*)
    Wegezeiten --> 5 h
    Vorbereitung Installation, Integration in Admin-Dienst, HW-Test --> 15+2 h  (*)
    Installation, Nachinstallation --> 5+1 h
    Planung und Realisierung Nutzungstechnologie --> 5 h (*)
    laufende Systembetreuung --> 10 h pro Jahr
    HW-Probleme --> 20 h (*)
    Summe: 85 h im 1.Jahr, 40 h in den Folgejahren
    Bemerkung:
        (*) überwiegend durch Auftraggeber realisiert
        2 Monitore bei Installation --> Kickstart
 Fallstudien (5)
 
 Fallstudie 5: Imech-Cluster (12 Rechner, ReiStra)
 
    Kommunikation mit Auftraggeber --> 2 h
    Arbeitsvorbereitung --> 8 h (*)
    initiale HW-Testung --> 2 h
    Wegezeiten --> 5 h
    Vorbereitung Installation, Integration in Admin-Dienst --> 3 h  (*)
    Installation, Nachinstallation --> 12 h (**)
    Planung und Realisierung Nutzungstechnologie --> 5 h (*)
    Laufende Systembetreuung --> 3 h pro Tag in den ersten 4 Wochen
    Teilsumme: 97 h 
    Summe: ca 125 (?) im 1.Jahr
    Bemerkung:
        (*) überwiegend durch Auftraggeber realisiert
        (**) 1 Monitor bei Installation 
 Aufwandsanteile und Einflussfaktoren
 
 Aufwandsanteile
 
    Installation < 10 %
    HW-Betreuung < 20 %
    Systembetreuung < 30 %
    Arbeitsvorbereitung/nichttechnische Aufwendungen > 30 %
    Rationalisierung < 5 %
 
 Einflussfaktoren für Personalaufwendungen und QoS
 
    Verfahren der Beschaffung
    Vielfalt und Heterogenität der HW-Ausstattung
    Qualität der HW
    spezielle SW- und Technologie-Anforderungen
    Installations- und Inbetriebnahmebedingungen
    Arbeitsorganisation, Kommunikation, ..., Wegezeiten
 Skalierungsprobleme (1)
 
 Personalressourcen
 
    Initialaufwendungen bei Installation 
        cfengine-Einbindung
        Basiskonfiguration bgzl.
            Monitoring 
            crontab
            logrotate
            Zugangskontrolle
            Priv-Policy
            Zugriffsrechte auf cfengine-Repositories, Log-Verzeichnisse
            Ansprechpertner, Aufstellungsort, ...
            ...
 
    Pflege der Konfiguration
    Auswertung von Log-Files
    Reaktionszeiten 
 
 Skalierungsprobleme (2)
 
 Hardwareressourcen
 
    BigBrother 
        konkurrierende Plattenzugriffe
        Prozessverwaltungsoverhead
 
    Parallelität cron-gesteuerter Admin-Aktivitäten
        cfengine-Volumes in einem AFS-Volume
        Logging in ein AFS-Volume
 
 Konsistenz der Systemkonfiguration
 
 Probleme und Reibungsflächen
 
    mit den eingesetzten Techniken (weitgehend) gegeben
    Inkosistenzen meist durch inidividuelle (Programmier-)Fehler verursacht
    Testung modifizierter (cfengine-)Skripts
    Verständnis des Konfigurationsansatzes
    ungeteilte Verantwortung
    Mitwirkung an Konfiguration 
 Schlussfolgerungen
 
 Automatisierungspotential ist begrenzt und erfordert weiteren Personaleinsatz
 
    Monitoring
    Log-Auswertung 
    automatische Reaktion auf kritische Zustände
 
 Aufwendungen für "nebenläufige" Prozesse müssen reduziert werden
 
    Arbeitsorganisation und -bedingungen
    Wegezeiten
    Beschaffungsverfahren
    homogene HW- und SW-Ausstattung
