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Abstract
All orientations of binary and ternary matroids are representable [R.G. Bland, M. Las Vergnas, Orientability of matroids, J.
Combinatorial Theory Ser. B 24 (1) (1978) 94–123; J. Lee, M. Scobee, A characterization of the orientations of ternary matroids,
J. Combin. Theory Ser. B 77 (2) (1999) 263–291]. In this paper we show that this is not the case for matroids that are representable
over GF(pk) where k2. Speciﬁcally, we show that there are orientations of the rank-k free spike that are not representable for all
k4. The proof uses threshold functions to obtain an upper bound on the number of representable orientations of the free spikes.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
A matroid that can be represented by amatrix over GF(2) or GF(3) is called a binary or ternarymatroid, respectively.
A matroid or oriented matroid that can be represented by a rational matrix whose non-zero sub-determinants are all in
{1,−1} is called regular. A matroid or oriented matroid that can be represented by a rational matrix whose non-zero
sub-determinants are all in {±2j : j ∈ Z} is called dyadic.
It is well-known that an oriented matroid is regular if and only if its underlying matroid is binary and that a binary
matroid has at most one orientation, up to equivalence [2]. It is also known that an oriented matroid is dyadic if and
only if the underlying matroid is ternary and that a ternary matroid has at most three inequivalent orientations [8].
Thus, a matroid that is representable over GF(2) or GF(3) has at most three inequivalent orientations, and all of these
orientations are representable.
Since orientations of binary and ternary matroids are well-understood, it is natural to turn our attention to GF(q)-
representable matroids for q4. It was shown in [14] that no upper bound can be placed on the number of inequivalent
orientations of GF(pk)-representable matroid when k2. This was accomplished by investigating the orientations of
the free-spikes, an inﬁnite class of matroids that are representable over ﬁnite ﬁelds of non-prime order. The number of
inequivalent orientations of the rank-k free spike, k , was shown to be 2k−1Dk where Dk , the kth Dedekind number,
is the number of rank-k monotone boolean functions. In this paper, we use the orientations found in [14] to show that
there are orientations of the free spikes which are not representable.
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Our main theorem follows:
Theorem 1. The number of representable orientations of k is bounded above by 2k−1|Nk| where Nk is the set of
N-equivalence classes of threshold functions on at most k variables.
Since |Nk|<Dk , it follows that there are orientation of a GF(pk)-representable matroids (k2) that are not repre-
sentable.
2. Background
We assume the reader is acquainted with matroid theory. For a thorough introduction, see Oxley’s text [11]. We also
assume familiarity with the basic ideas in oriented matroid theory. For a thorough treatment of the axiom systems for
oriented matroids, see Chapter 3 in Björner et al. [1].
Our terminology and notation is consistent with [1] with one exception: for a given matroid M = (E,C)= (E,C∗),
a circuit signature, denoted CS(M) assigns to each X ∈ C one signed set X, as opposed to a signed set and its opposite.
A cocircuit signature, CS∗(M), is deﬁned analogously.
A circuit signature of M together with a cocircuit signature of M is called a signing of M. Two signings CS1(M),
CS∗1(M) and CS2(M),CS∗2(M) are equal if CS1(M) = CS2(M) and CS∗1(M) = CS∗2(M). The signings are identical
if they are equal after negating a subset of the signed circuits and cocircuits in CS2(M) ∪ CS∗2(M). The signings are
equivalent if there exists A ⊆ E such that reversing the signs on A in each signed set of CS2(M),CS∗2(M) yields a
signing of M that is identical to CS1(M),CS∗1(M).
We deﬁne oriented matroids by the dual pair axiom system. (See [1, Theorem 3.4.3].)
Deﬁnition 2. Let X and Y be signed sets. We say that X and Y are orthogonal, written X ⊥ Y , if
(X+ ∩ Y+) ∪ (X− ∩ Y−) = ∅ ⇐⇒ (X+ ∩ Y−) ∪ (X− ∩ Y+) = ∅.
Deﬁnition 3. Let M = (E,C) = (E,C∗) be a matroid. We say that M is orientable if there exists a signing CS(M),
CS∗(M) such that X ⊥ Y for all X ∈ CS(M) and Y ∈ CS∗(M) with |X∩Y |3. We call such a signing an orientation
of M.
In this paper, we wish to determine if a given orientation can be derived from an R-representation of the matroid.
Since we have deﬁned the orientation of the matroid in terms of a signing of the matroid, we will make use of a result
of Lee [7,6] which characterizes the representability of a matroid in terms of its circuits and cocircuits. Before stating
this result, we give Lee’s deﬁnition of an S-mapping [7].
Deﬁnition 4. Let S be a set with 0 ∈ S and M a matroid on ground set E with circuit set C and cocircuit set C∗.
An S-mapping for M is a pair of maps  : E × C→ S and ∗ : E × C∗ → S satisfying
(S) (e, C) = 0 ⇐⇒ e /∈C for all e ∈ E and C ∈ C,
(S∗) 
∗(e, C∗) = 0 ⇐⇒ e /∈C∗ for all e ∈ E and C∗ ∈ C∗
Proposition 5 (See Lee [7, Theorem 1; 6, Proposition 6.1]). Let M be a matroid and F a ﬁeld. Then M is representable




F(e, C) · ∗F(e, C∗) = 0
for all C ∈ C and C∗ ∈ C∗ such that |C ∩ C∗|3
If F is an ordered ﬁeld and F,∗F is an F-mapping that represents M, then there is a natural way to obtain an
orientation of M from F,∗F, namely C(e) = sign(F(e, C)) if e ∈ C, and C(e) = 0 otherwise. The cocircuits are
signed analogously. An orientation of M is deﬁned to be representable if it can be derived from an R-mapping in
this way.
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2.1. The free spikes
The free spikes were introduced in [12] and are also found in [5,4]. The rank-k (k3) free spike, denoted k
is a matroid on the ground set {a1, b1, a2, b2, . . . , ak, bk}. The non-spanning circuits of k are the sets given by
Ni,j = {ai, bi, aj , bj }, 1 i < jk. Spanning circuits have the form {x1, x2, . . . , xi−1, ai, bi, xi+1, . . . , xk} where
xj ∈ {aj , bj } for j = i. In this paper, we use the notation Si,u1u2...ui−1ui+1...uk for the spanning circuits where we deﬁne
uj for all j = i by uj = 0 if xj = bj and uj = 1 if xj = aj .
The free spikes are identically self-dual (see [4, Lemma 8.2]). That is, C(k) = C∗(k), so we will distinguish
between circuits and cocircuits of the free spikes with the usual ∗ notation.
In 2002, Geelen et al. strengthened Seymour’s Splitter Theorem [5]. One consequence of this paper is that the free
spikes are building blocks for non-binary matroids that are representable over non-prime ﬁelds. Since every orientation
of 3 is representable (see [1, Corollary 8.3.3]), we focus our attention on orientations of k where k4.
2.2. Monotone boolean functions
LetB= {0, 1}. A boolean function of rank k is a map fromBk → B. There is an obvious total order onB given by
00, 01, 11 and a corresponding partial order onBk given by XY ⇐⇒ xiyi for i ∈ {1, . . . , k}. A boolean
function  : Bk → B is said to be monotone if (X) = 1 implies that (Y ) = 1 whenever XY . We denote the set of
rank-k monotone boolean functions by Mk . Note that |Mk|=Dk , where Dk is the kth Dedekind number. The following
result is found in [14].
Proposition 6. There are exactly 2k−1Dk inequivalent orientations of the rank-k free spike.
We can think ofBk as a binary number. Thismakes it possible for us to view the rank-k boolean function f : Bk → B
as a string of 2k bits. That is, if n ∈ {0, 1, 2, . . . , 2k − 1} and b1b2 . . . bk is the binary representation for n, then the nth
bit in the string for f corresponds to f (b1b2 . . . bk). Therefore, we can use the partial order deﬁned above to compare
boolean functions. If f and g are rank-k boolean functions such that fg or gf , then we way that f and g are
comparable.
The following results describe the structure of the monotone boolean functions. The ﬁrst describes the recursive
structure of the monotone boolean functions and is a restatement of Lemma 1 and the discussion that follows it in [3].
Here ∗ is used to indicate concatenation. The second is found in [14].
Proposition 7. Let f be a rank-k boolean function. Then f is monotone if and only if there exist g, h ∈ Mk−1 such that
gh and f = g ∗ h.
Proposition 8. Let h=h0h1h2 · · ·h2k−1 =h00...00h00...01h00...10 · · ·h11...11 (k1) be a string of 2k bits. Then h ∈ Mk
if and only if for all u1u2 · · · uk ∈ Bk and i ∈ {1, 2, · · · k}
(hu1···ui+10ui−1···uk , hu1···ui+11ui−1···uk ) = (1, 0). (1)
Positive boolean functions play a role in the proof of Theorem 1.
Deﬁnition 9. Let x1x2 . . . xk be a variable element of Bk . A literal is a variable xi or its complement xi . A term is a
conjunction of literals in which each variable occurs at most once. A disjunctive form is a disjunction of terms.
Deﬁnition 10. A rank-k boolean function f (x1x2 . . . xk) is positive in xi if f is equal to some disjunctive form in which
xi does not appear. We say that f is a positive function if it is positive in all of its variables.
Lemma 11. If h ∈ Mk , then h is either positive or constant.
Proof. Let h be a rank-k monotone boolean function. If k > 1, it follows from Proposition 7 that there are rank-(k − 1)
monotone boolean functions f and g such that h=f ∗g and fg. Thus, h(x1x2 . . . xk)=f (x2 . . . xk)∨x1g(x2 . . . xk).
The lemma follows by induction. 
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2.3. Threshold functions
The threshold functions, a proper subset of the boolean functions, will be used to obtain an upper bound on the
number of representable orientations of the free spikes. When discussing threshold functions, our terminology and
notation is consistent with [10].
Deﬁnition 12. Let f (x1x2 . . . xk) be a rank-k boolean function. Then f is a threshold function on at most k variables
if there exist real weights w1, . . . , wk and a real threshold t such that
k∑
i=1
wixi t ⇐⇒ f (x1x2 . . . xk) = 1,
k∑
i=1
wixi < t ⇐⇒ f (x1x2 . . . xk) = 0 (2)
for all x = x1x2 . . . xk ∈ Bk .
If f is a positive function, thenwemay assume that the weights are positive. The following proposition is a restatement
of Theorem 3.2.1 in [10].
Proposition 13 (See also McNaughton [9]). Let f (x1x2 . . . xk) be a rank-k boolean function. If f is positive in xi for
all i ∈ I ⊆ {1, 2, . . . , k}, then the system of inequalities in (2) is feasible if and only if (2) has a solution in which
wi > 0 for all i ∈ I .
Next, we introduce the N-equivalence relation on boolean functions, and show that no two monotone boolean
functions are in the same N-equivalence class.
Deﬁnition 14. Fix I ⊆ {1, 2, . . . , k}. Then for u1u2 . . . uk ∈ Bk , let ûi = ui if i /∈ I and ûi = ui if i ∈ I . Finally, set
û = û1û2 . . . ûk .
Deﬁnition 15. Let f and g be rank-k boolean functions. Then f and g are said to be N-equivalent if there exists
I ∈ {1, 2, . . . , k} such that g(u) = f (̂u).
Lemma 16. Let f, g ∈ Mk . If f and g are N-equivalent, then f = g.
Proof. Let I ⊆ {1, 2, . . . , k} such that g(u)=f (̂u). The proof is by induction on the cardinality of I, so assume |I |1.
Let i be the minimum element of I. Since both f and g are monotone, Proposition 8 implies that
(f (u1u2 . . . ui−10ui+1 . . . uk), f (u1u2 . . . ui−11ui+1 . . . uk)) = (1, 0), (3)
(g(u1u2 . . . ui−10ui+1 . . . uk), g(u1u2 . . . ui−11ui+1 . . . uk)) = (1, 0) (4)
for all choices of uj ∈ {0, 1}, 1jk, i = j . Moreover, since g is N-equivalent to f via I, it follows from (4) that
(f (u1u2 . . . ui−11ui+1 . . . uk), f (u1u2 . . . ui−10ui+1 . . . uk)) = (1, 0)
for all choices of uj ∈ {0, 1}, 1jk, i = j . Hence,
f (u1u2 . . . ui−1uiui+1 . . . uk) = f (u1u2 . . . ui−1uiui+1 . . . uk).
So,
g(u1u2 . . . ui−1uiui+1 . . . uk) = f (u1u2 . . . ui−1ûi ûi+1 . . . ûk)
= f (u1u2 . . . ui−1uiûi+1 . . . ûk).
Thus, f and g are N-equivalent via I\{i}. The lemma follows by induction. 
5178 J.R. Robbins / Discrete Mathematics 308 (2008) 5174–5183
We conclude this section by showing that every threshold function is N-equivalent to a monotone boolean function.
We require a few more deﬁnitions.
Given a boolean function we may specify the values for a subset of its variables. For example, if f (x1x2x3x4) =
x4 ∨ x1x2 ∨ x3 and A = {x2 → 0, x4 → 0} is an assignment set, then we can apply A to f to obtain the function
fA = x2 ∨ x3. For a given assignment set A, we can also consider the assignment set A in which we complement all
the values assigned in A. We will say that f is positive (respectively, negative) in A if fAfA (respectively, fAfA). Iff is positive or negative in A, then we say that f is comparable on A.
The following corollary is a restatement of Proposition 8.
Corollary 17. A rank-k boolean function h is monotone if and only if h is positive on Ai = {xi → 1} for all i ∈
{1, 2, . . . , k}.
Deﬁnition 18. Let f be a rank-k boolean function. We will say that f is completely monotonic if f is comparable on
every assignment set A.
Theorem 19 (See Muroga [10, Theorem 5.3.1]). If f is a threshold function then f is completely monotonic.
We can now prove the ﬁnal lemma of this section.
Lemma 20. Let f be a threshold function on at most k variables. Then f is N-equivalent to a rank-k monotone boolean
function.
Proof. Let f be a threshold function on at most k-variables. Then by Theorem 19, f is completely monotonic. Hence
f is comparable on {xi → 1}, 1 ik. Let I = {i|f is negative on {xi → 1}}. Using the hat notation described in
Deﬁnition 14, set g(x) = f (xˆ). Then f is N-equivalent to g. Moreover, g is positive on {xi → 1}, 1 ik and, hence,
is a monotone boolean function. 
Corollary 21. Let Tk be the set of threshold functions on at most k variables andNk be the set of N-equivalence classes
of Tk . Then
|Nk| = |Mk ∩ Tk|.
3. Orientations of the free spikes
In the proof of Proposition 6, we used the set Mk to construct all orientations of k . Since we will need to use this
construction in the proof of our main result, we now describe these orientations. Interested readers may examine the
proof in [13].
Without loss of generality, we may assume that each orientation of k has the form described below. Entries which
are not included in these tables are understood to be zeros. Here the y’s and z’s are variables in {+,−}. Solutions for
these variables that will lead to orientations of k will be described momentarily.
The ﬁnal partial signing of k:
N1,j (a1) = N1,j (bi) = +,
N1,j (aj ) = N1,j (bj ) = +,
Ni,j (ai) = Ni,j (bi) = + for i2,
Ni,j (aj ) = Ni,j (bj ) = − for i2,
S1,u2u3...uk (a1) = Sgn((−1)u2)zu2u3...uk1,
S1,u2u3...uk (b1) = Sgn((−1)u2)zu2u3...uk0,
S1,u2u3...uk (aj ) = Sgn((−1)u2uj )yj−1 for 2jk,
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S1,u2u3...uk (bj ) = Sgn((−1)u2uj )yj−1 for 2jk,
Sj,u1u2...uj−1uj+1...uk (a1) = Sgn(u1),
Sj,u1u2...uj−1uj+1...uk (b1) = Sgn(u1),
Sj,u1u2...uj−1uj+1...uk (ai) = Sgn((−1)u1ui)yi−1 for i = 1, i = j ,
Sj,u1u2...uj−1uj+1...uk (bi) = Sgn((−1)u1ui)yi−1 for i = 1, i = j ,
Sj,u1u2...uj−1uj+1...uk (aj ) = Sgn((−1)u1)zu2...uj−11uj+1...uku1 ,
Sj,u1u2...uj−1uj+1...uk (bj ) = Sgn((−1)u1)zu2...uj−10uj+1...uku1 ,
N∗1,j (a1) = +,
N∗1,j (b1) = −,
N∗1,j (aj ) = yj−1,
N∗1,j (bj ) = −yj−1,
N∗i,j (ai) = +,
N∗i,j (bi) = −,
N∗i,j (aj ) = −yi−1yj−1 for i2,
N∗i,j (bj ) = yi−1yj−1 for i2,
S∗1,u2u3...uk (a1) = zu2u3...uk0,
S∗1,u2u3...uk (b1) = −zu2u3...uk1,
S∗1,u2u3...uk (aj ) = Sgn(uj ) for 2jk,
S∗1,u2u3...uk (bj ) = Sgn(uj ) for 2jk,
S∗j,u1u2...uj−1uj+1...uk (a1) = Sgn(u1),
S∗j,u1u2...uj−1uj+1...uk (b1) = Sgn(u1),
S∗j,u1u2...uj−1uj+1...uk (ai) = −Sgn(ui) for i = 1, i = j ,
S∗j,u1u2...uj−1uj+1...uk (bi) = −Sgn(ui) for i = 1, i = j ,
S∗j,u1u2...uj−1uj+1...uk (aj ) = zu2...uj−10uj+1...ukyj−1 ,
S∗j,u1u2...uj−1uj+1...uk (bj ) = zu2...uj−11uj+1...ukyj−1 .
We now describe the elements (y1, y2, . . . , yk−1, z00...00, z00...01, . . . , z11...11) of {+,−}k−1+2k that yield an orienta-
tion of k . We may choose (y1, y2, . . . , yk−1) to be any element of {+,−}k−1. Fix (y1, y2, . . . , yk−1) ∈ {+,−}k−1.
There is a bijection  between Mk and the set of all (z00...00, z00...01, z0010, . . . , z11...11) ∈ {+,−}2k such that
(y1, y2, . . . , yk−1, z00...00, z00...01, z00...10, . . . , z11...11) yields an orientation of k . Please note that  is the inverse
of the bijection described in [13,14].
Let  : {0, 1} → {+,−} by deﬁned by (1) = + and (0) = −. Given u1u2 . . . uk ∈ Bk and (y1, y2, . . . , yk−1) ∈
{+,−}k−1, deﬁne u˜i = ui if yi = + and u˜i = ui if yi = − for 1 ik − 1. Set (u) = u˜1u˜2 . . . u˜k−1uk . Finally, let
h = h00...00h00...01 . . . h11...11 be a rank-k monotone boolean function. Then
(h) = (y1, . . . , yk−1,(h(00...00))(h(00...01)) . . . ,(h(11...11)))
is the required bijection.
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4. The main result
Wenowdirect our attention to the proof of Theorem 1. To prove this theorem,we beginwith an orientation CS,CS∗ of
k as described in Section 3. We wish to construct an R mapping, R,∗R, that satisﬁes () from which our orientation
can be derived. In essence, we need to determine if a certain system of inequalities is feasible. We will obtain our
bound by comparing this system of inequalities to the system of inequalities described in Proposition 13. Along the
way, we reduce the number of orientations that must be examined by showing that it is sufﬁcient to count representable
orientations of k for which (y1, y2, . . . , yk−1) = (+,+, . . . ,+).
Proof of Theorem 1. Let h be a rank-k monotone boolean function and (y1, y2, . . . , yk−1) an element of {+,−}k−1.
Let O = (y1, y2, . . . , yk−1, z00...00, z00...01, . . . , z11···11) describe the orientation of k derived from h and (y1, y2, . . . ,
yk−1) as discussed in Section 3. We wish to construct an R-mapping for k that satisﬁes () and will yield the
orientation O. Suppose that such an R-mapping exists. We could display this R-mapping in a matrix with columns
labeled by the elements of k and rows labeled by the circuits and cocircuits of k .
If there is an R-mapping that give rise to O, then we may assume that
R(a1, N1,j ) = 1, R(b1, N1,2) = 1,
R(a2, N1,2) = 1, R(b2, N1,2) = 1,
R(aj , N1,j ) = 1, R(bj , N1,j ) = 1,
R(ai, Ni,j ) = 1, i = 1, R(x2, S1,u2u3...uk ) = 1,
R(x1, Sju) = 1, j > 1, ∗R(ai, N∗i,j ) = 1,
∗R(x2, S
∗
1,u2u3...uk ) = 1, ∗R(x2, CSju) = 1, j > 1
since we may, if necessary, scale the following rows and columns by a positive real number: N1,2, N1,3, . . . , N1,k;
b1, a2, b2, a3, b3, . . . , ak, bk; Nj,k for j < k, jk; the spanning circuits; and the cocircuits.
Next we can apply ():
• To N1,2 and N∗1,j with 3jk yielding ∗R(b1, N∗1,j ) = −1.
• To N1,j and N∗j,m with 2j <m yielding ∗R(bj , N∗j,m) = −1.
• To N1,i and S∗j,u1u2...uj−1uj+1...uk with j = 1 and i = j yielding ∗R(xj , S∗j,u1u2...uj−1uj+1...uk )(xj ) = −1.
If we let ∗R(a1, S∗1,00...00)= x and ∗R(ai, N∗1,i )= 1/wi−1 and continue to apply () as above, then we see that any
R-mapping for k that satisﬁes () must have the form described below. Any values of R and ∗R which have not
been speciﬁed below are equal to zero.
An R-mapping for k:
R(a1, N1,j ) = R(b1, N1,j ) = 1,
R(aj , N1,j ) = R(bj , N1,j ) = 1,
R(ai, Ni,j ) = R(bi, Ni,j ) = 1 for i2,
R(aj , Ni,j ) = R(bj , Ni,j ) = −1 for i2,
R(a1, S1,u2u3...uk ) = (−1)u2
(
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R(aj , S1,u2u3...uk ) = (−1)u2ujwj−1 for 2jk,
R(bj , S1,u2u3...uk ) = (−1)u2ujwj−1 for 2jk,
R(a1, Sj,u1u2...uj−1uj+1...uk ) = (−1)u1u1,
R(b1, Sj,u1u2...uj−1uj+1...uk ) = (−1)u1u1,
R(ai, Sj,u1u2...uj−1uj+1...uk ) = (−1)u1uiwi−1 for i = 1, i = j ,
R(bi, Sj,u1u2...uj−1uj+1...uk ) = (−1)u1uiwi−1 for i = 1, i = j ,
R(aj , Sj,u1u2...uj−1uj+1...uk ) = (−1)u1




R(bj , Sj,u1u2...uj−1uj+1...uk ) = (−1)u1






1,j ) = 1,
∗R(b1, N
∗















i,j ) = 1,
∗R(bi, N
∗
i,j ) = −1,
∗R(aj , N
∗


















1,u2u3...uk ) = −
(








1,u2u3...uk ) = uj for 2jk,
∗R(bj , S
∗
1,u2u3...uk ) = uj for 2jk,
∗R(a1, S
∗
j,u1u2...uj−1uj+1...uk ) = u1,
∗R(b1, S
∗
j,u1u2...uj−1uj+1...uk ) = u1,
∗R(ai, S
∗
j,u1u2...uj−1uj+1...uk ) = −ui for i = 1, i = j ,
∗R(bi, S
∗
j,u1u2...uj−1uj+1...uk ) = −ui for i = 1, i = j ,












j,u1u2...uj−1uj+1...uk ) = −
1
wj−1





Using the fact that ab + ab = b when a ∈ {0, 1}, it is a routine check to show that any R-mapping for k of the form
given above must satisfy . Moreover, in comparing this R-mapping described to the orientation, it becomes evident
that the orientation of k given by (y1, . . . , yk−1, z00...00, z00...01, . . . , z11...11) is representable if and only if there are
real numbers x,w1, w2, . . . , wk−1 satisfying
yi = Sgn(wi)
for all 1 ik − 1 and
za1a2...ak = Sgn(x + a1w1 + a2w2 + · · · + ak−1wk−1 + ak)
for all a1a2 . . . ak ∈ Bk .
We wish to count the number of representable orientations of k . To this end, we note that it is sufﬁcient to consider
only those orientations of k for which (y1, y2, . . . , yk−1) = (+,+, . . . ,+).
Lemma 22. Let
O = (+,+, . . . ,+, z00...00, z00...01, . . . , z11...11)
and
O ′ = (y1, y2, . . . , yk−1, z(00...00), z(00...01), . . . , z(11...11))
be orientations of k , where  : Bk → Bk is the function described in Section 3. Then O is representable if and only




1 if yi = −,
0 if yi = +.
Then x,w1, . . . , wk is feasible for
+ = Sgn(wi), 1 ik,
za1a2...ak = Sgn(x + a1w1 + a2w2 + · · · + ak−1wk−1 + ak), a1a2 . . . ak ∈ Bk
if and only if




wi := (−1)	iwi (1 ik − 1)
is feasible for
yi = Sgn(wi), 1 ik,
z(a1a2...ak) = Sgn(x + a1w1 + a2w2 + · · · + ak−1wk−1 + ak), a1a2 . . . ak ∈ Bk
since 	i + (−1)	i ai = âi for 1 ik − 1. The lemma follows. 
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Finally, let h ∈ Mk . To complete the proof of Theorem 1, we need to show that if the orientation, O, of k
corresponding to (y1, y2, . . . , yk−1) = (+,+, . . . ,+) and h is representable then h ∈ Tk . If O is representable, then
there are real numbers x,w1, . . . , wk−1 that satisfy
+ = Sgn(wi), 1 ik,
za1a2...ak = Sgn(x + a1w1 + a2w2 + · · · + ak−1wk−1 + ak), a1a2 . . . ak ∈ Bk .




wixi t ⇐⇒ h(x1x2 . . . xk) = 1,
k∑
i=1
wixi < t ⇐⇒ h(x1x2 . . . xk) = 0
for all x=x1x2 . . . xk ∈ Bk . It follows that h is a threshold function, and, hence, the number of representable orientations
of k is bounded above by the number of rank-k monotone boolean functions which are also threshold functions. The
theorem now follows from Lemma 22 and Corollary 21. 
5. Conclusion
We note that it does appear that the number of representable orientations of k is equal to |Nk|, the upper bound
shown here. Comparing data for the number of representable orientations of 4 and 5 obtained by using the MAPLE
Simplex package [13] to the numbers given for N4 and N5 in [15], we do, in fact, have equality for k = 4 and 5. Our
sole difﬁculty in proving equality in the general case is a discrepancy in the strictness of corresponding inequalities.
That is to say, given a rank-k monotone boolean function h, certain inequalities in the system used to determine if h
gives rise to a representable orientation of k are strict, whereas the corresponding inequalities in the system used to
determine if h is a threshold function are not strict.
Finally, we note that it follows from the recursive structure of the monotone boolean functions described in Lemma
7, the numbers given in [15] for Dk and Nk , and the fact that representability is preserved under the taking of minors
that Dk >Nk for k4. Hence, there are orientations ofk which are not representable for all k4. This stands in stark
contrast to the results in [2,8] which show that all orientations of binary and ternary matroids are representable.
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