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Abstract
The consistency and asymptotic linearity of recursive maximum likelihood estimator is proved
under some regularity and ergodicity assumptions on the logarithmic derivative of a transition
density for a general statistical model. c© 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let Xt , t=1; 2; : : : ; be observations with conditional densities of distributions ft(; z j
X t−11 )=ft(; z jX1; : : : ; Xt−1), t=1; 2; : : :, where 2R is a parameter to be estimated.
An M -estimator of  is a solution of the equation
tX
s= 1
 s()= 0; (1.1)
where  t()=  t(; Xt jX t−11 ), t=1; 2; : : : are some suitably chosen functions. The choice
 t()= lt(), where
lt()=
_ft(; Xt jX t−11 )
ft(; Xt jX t−11 )
( _f denotes derivative w.r.t ), yields the maximum likelihood estimator (MLE).
Solving Eq. (1.1) each time may be impractical. It is more convenient to use a
recursive procedure to construct an estimator which asymptotically coincides with the
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corresponding M -estimator. As a recursive analogue of the M -estimator (given by
Eq. (1.1)) one can consider the estimator ^  t dened by the equation
^  t = ^
 
t−1 +  
−1
t (^
 
t−1) t(^
 
t−1); t>1; (1.2)
with a suitably chosen predictable process  t().
In this paper we consider the recursive MLE ^t , that is, the estimator dened by the
recursion
^t = ^t−1 + I−1t (^t−1)lt(^t−1); t>1 (1.3)
where It()=
Pt
s= 1 E(l
2
s () jX s−11 ) is the conditional Fisher information.
In the case of independent and identically distributed observations recursive estima-
tors have been examined by a number of authors. A detailed account of corresponding
results and a full list of references can be found in Nevelson and Khas’minskii (1972),
Fabian (1978) and Titterington et al. (1985).
Some results have been obtained for the dependent case. For instance, Leonov (1988)
considers the problem of consistency of recursive estimators for autoregressive pro-
cesses. (See also Aase (1983) for recursive procedures in non-linear time-series models
of autoregressive type.) Results by Englund et al. (1989) can be applied to study the
asymptotic distribution of recursive estimators when the observations and the inuence
curve  t() are stationary strong mixing processes.
We study recursive estimation for the general model. In this paper it is shown in
particular, that under some regularity and ergodicity assumptions the recursive estimator
^t is consistent and asymptotically linear, i.e.
I 1=2t ()(^t − )= I−1=2t ()
tX
s= 1
ls() + op(I
−1=2
t ()):
In fact, it is \equivalent" to the MLE and hence it has asymptotically \good" properties,
e.g., asymptotic normality and asymptotic eciency (see, e.g. Basawa and Prakasa Rao,
1980, Ch. VII, 2.4; Hall and Heyde, 1980, Section 6.2; Chitashvili et al., 1990). In
Remarks 3.3, 3.5{3.7, we try to explain what our conditions mean intuitively.
In Section 4, we consider some special models and compare results which can be
obtained from our theorems with those of Nevelson and Khas’minskii (1972), Fabian
(1978), Englund et al. (1989), and Leonov (1988). We also present a simple nonsta-
tionary example.
Recursion (1.2) can be studied by the same methods as recursion (1.3). We conne
ourself to consider only procedure (1.3). A detailed consideration of Eq. (1.2) will be
included in forthcoming publications devoted to the multidimensional case and to some
modications of procedure Eq. (1.2).
2. Basic model and notation
Let Xt , t=1; 2; : : : ; be observations taking values in a measurable space (X ;B(X))
equipped with a -nite measure . Suppose that for each t=1; 2; : : : there exist regular
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conditional probability densities of Xt given past observations X1; X2; : : : ; Xt−1, which
will be denoted by
ft(; xt j xt−11 )=ft(; xt j x1; : : : ; xt−1);
where f1(; x1 j x01)=f1(; x1) is a density function of the observation X1 and 2R is
a parameter to be estimated. Denote by Ft (t=1; 2; : : :) the -eld generated by the
random variables X1; : : : ; Xt , i.e.
Ft = (X1; : : : ; Xt):
We assume that ft(; xt j xt−11 ) is dierentiable w.r.t.  and denote
_ft(; xt j xt−11 )=
@ft(; xt j xt−11 )
@
; lt(; xt j xt−11 )=
_ft(; xt j xt−11 )
ft(; xt j xt−11 )
(with the convention 0=0=0). Assume also that dierentiation is allowed under the
integral sign, i.e.
0=
@
@
Z
ft(; z j xt−11 )(dz)=
Z
_ft(; z j xt−11 )(dz)
and the one-step conditional Fisher information is nite and positive, i.e.
0<it( j xt−11 )=
Z
l2t (; z j xt−11 )ft(; z j xt−11 )(dz)<1:
We shall use the notation
ft()=ft(; Xt jX t−11 ); lt()= lt(; Xt jX t−11 );
it()= it( jX t−11 )
and the term \predictable" to indicate that some process, e.g. it(), is Ft−1 measurable
for each t>1. By denition, it() is a version of the conditional expectation w.r.t.
Ft−1, i.e.
it()=Efl2t () jFt−1g:
Everywhere in the paper conditional expectations are meant to be calculated as integrals
w.r.t. conditional probability densities.
For asymptotic consideration it is convenient to introduce the canonical space (X1;
B(X1)), where X1= fx : x= x1; x2; : : : ; xi 2Xg and B(X1) is the -eld gener-
ated by the cylindrical sets. Denote by fP; 2Rg the family of corresponding dis-
tributions on (X1;B(X1)) and identify X =(Xt)t = 1;2;::: with the coordinate process
on (X1;B(X1)), that is, Xt(x)= xt ; t=1; 2; : : : (for details see, e.g. Shiryayev, 1984,
Ch. II, Section 9, Theorem 2).
Everywhere in the paper 2R is an arbitrary but xed value of the parameter.
Convergence and all relations between random variables are meant with probability
one w.r.t. the measure P unless specied otherwise. A sequence of random variables
(t)t>1 has some property eventually if for every ! in a set 
 of P probability 1 it
has this property for all t larger than some t0(!)<1.
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3. Main results
Consider the estimator ^t dened recursively by the equation
^t = ^t−1 + I−1t (^t−1)lt(^t−1); t>1; (3.1)
where
It()=
tX
s= 1
is()
is the conditional Fisher information and ^0 2R is some constant. Let us introduce the
following functions:
{ the shifted one step Fisher information
it(; u)=Efl2t (+ u) jFt−1g; u2R;
{ the conditional average of the increment of the inuence curve
bt(; u)=Eflt(+ u) jFt−1g=Eflt(+ u)− lt() jFt−1g
and its normalized version
ct(; u)=
−(It()=It(+ u))(bt(+ u)=u) if u 6= 0;
it() if u=0:
Remark 3.1. The denition of ct(; u) for u=0 is natural. If we suppose that limu! 0
It(+ u)=It()= 1, then
lim
u! 0
ct(; u)= − @@ubt(; u)ju= 0:
If lt() is dierentiable at  and dierentiations are allowed under the integral sign,
then
− @
@u
bt(; u) j u= 0 = it(): (3.2)
Introduce the conditions:
(a) ubt(; u)< 0 if u 6= 0.
(a0) For each > 0,
1X
t = 1
inf
6 j u j61=
−ubt(; u)
It(+ u)
=1:
(b) There exists a predictable process (Bt )t>1 such that
it(; u)
I 2t (+ u)
6Bt (1 + u
2)
for each u2R, and
1X
t = 1
Bt <1:
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Theorem 1. If conditions (a), (a0) and (b) are satised, then ^t is strongly consistent
for any initial value ^0 (i.e. ^t !  P -a.s.).
Proof. Denoting t = ^t −  and squaring both sides of Eq. (3.1) we obtain
2t =
2
t−1 + 2t−1I
−1
t (+ t−1)bt(; t−1)
+I−2t (+ t−1)it(; t−1) + mt; (3.3)
where
mt = 2t−1I−1t (+ t−1)flt(+ t−1)− bt(; t−1)g
+I−2t (+ t−1)fl2t (+ t−1)− it(; t−1)g
is a martingale dierence (i.e. E(mt jFt−1)= 0). Denote
t =
tY
s= 1

1 +
is(; s−1)
I 2s (+ s−1)(1 + 2s−1)

and introduce the process
Zt =(1 + 2t )
−1
t :
It is easy to check that
Zt = Zt−1 + 2−1t t−1bt(; t−1)I
−1
t (+ t−1) +  ~mt;
where  ~mt = −1t mt is a martingale dierence. Therefore,
Zt = Z0 − At +Mt; t>1
(with Z0 = 1 + 20), where Mt is a local martingale and
At =2
tX
t = 1
−1t (−t−1bt(; t−1)I−1t (+ t−1))
is by condition (a0) an increasing process. Now, using the theorem about conver-
gence sets of nonnegative semimartingales (see Liptser and Shiryayev (1986), Ch. 2,
Section 6) both At and Zt converge to some nite limit. Since, by condition (b),
t converges to some positive limit we obtain the convergence of 2t as well, i.e.
2t ! 2>0. It remains only to show that 2 = 0 (P-a.s.). Condition (a0) implies that
f2> 0gfAt !1g. But we have already proved that At converges to some nite
limit. Therefore, 2 = 0 and consequently, ^t ! .
Remark 3.2. The proof of Theorem 1 can be slightly simplied using Theorem 1 from
Robbins and Siegmund (1971). Taking the conditional expectations on both sides of
Eq. (3.3) we obtain
E(2t jFt−1) =2t−1 + 2t−1I−1t (+ t−1)bt(; t−1)
+I−2t (+ t−1)it(; t−1):
Condition (b) implies that
E(2t jFt−1)62t−1(1 + Bt) + Bt + 2t−1I−1t (+ t−1)bt(; t−1):
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Now, applying the Robbins and Siegmund Theorem 1 we deduce that both
At =2
tX
t = 1
(−t−1bt(; t−1)I−1t (+ t−1))
and 2t converge. The rest of the proof repeats that of Theorem 1 (see above).
Remark 3.3. Conditions (a), (a0), and (b) are natural generalisations of the corre-
sponding assumptions in stochastic approximation theory. Let us see it rst for the
i.i.d. case, with
ft(; z j xt−11 )=f(; z); lt(; z j xt−11 )= l(; z); It()= ti();
bt(; u)= b(; u)=
Z
l(+ u; z)f(; z)(dz)
(see Example 1 for a detailed description of these objects). Rewriting Eq. (3.1) in the
form (for t = ^t − )
t =t−1 +
1
ti(+ t−1)
b(; t−1)
+
1
ti(+ t−1)
fl(+ t−1; Xt)− b(; t−1)g (3.4)
(see also Eq. (4.1)), we obtain the Robbins{Monro stochastic approximation procedure
which locates the solution of the equation
R(u) : =
1
i(+ u)
b(; u)= 0;
when the values of the function R(u) can only be observed with zero expectation
errors (note that in the general scheme recursion Eq. (3.1) cannot be considered in the
framework of the classical stochastic approximation theory). It is obvious that condi-
tions (2) and (3), which we have obtained (see Example 1) for the i.i.d. case from
conditions (a), (a0) and (b), are usual assumptions for stochastic approximation proce-
dures of type (3.4) (see, e.g. Robbins and Monro, 1951; Nevelson and Khas’minskii,
1972; Ljung et al., 1992). In fact, condition (a) always holds for small u’s (see Remark
3.1 and formula (3.2)). Condition (a0) in the i.i.d. case is, roughly speaking, a require-
ment of the separateness of the graph of the function b(; u)=i(+u) from zero on each
nite interval which does not contain 0 (see condition (2) in Example 1). If for the
general scheme the conditional Fisher information has the form It( + u)= t t( + u)
for some predictable process t(+ u), then condition (a0) will be fullled if, e.g.
inf
t
inf
6 j u j6 1

− ubt(; u)
t(+ u)

> 0:
Condition (b) is a boundedness type assumption. For the i.i.d. case it restricts the
growth (for large u’s) of the function b2(; u)=i2( + u) and also of the variances of
the errors (see Eq. (3.4)). They should not increase faster than square functions (see
condition (3) in Example 1). For the general scheme (b) requires similar assumptions
for each t>1 with some uniformity w.r.t. t.
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Remark 3.4. It is easy to verify that Theorem 1 holds for the recursive estimator
derived from the equation
^t = ^t−1 +
1
 t(^t−1)
lt(^t−1); t>1;
as well, where  t()> 0 is some increasing predictable process, satisfying the above
conditions, with  t() and  t()= t() −  t−1() replacing It() and it(), respec-
tively.
Denote t = ^t −  and rewrite Eq. (3.1) in the form
t =t−1

1− ct(; t−1)
It()

+
t (t−1)
It()
; (3.5)
where
t (u)=
It()
It(+ u)
(lt(+ u)− bt(; u))
is a martingale dierence (i.e. E(0t (u) jFt−1)= 0).
Our aim is to show that ^t has the same asymptotic behaviour as the linear statistic
^t = +
1
It()
tX
s= 1
ls(); (3.6)
which usually appears as a main term in the asymptotic expansion of the MLE (see,
e.g. Basawa and Prakasa Rao, 1980, Hall and Heyde, 1980).
The comparison of the two dierences t = ^t −  and t = ^t −  can be carried
out using the possibility of representation of t as a solution of the equation
t =

t−1

1− it()
It()

+
t
It()
; (3.7)
where t = lt() is a P
 martingale dierence. Formally, Eq. (3.7) can be obtained from
Eq. (3.5) if we substitute t−1 = 0 in ct(; t−1) and t (t−1) (in fact, 

t (0)= lt()= 

t
and ct(; 0)= it()).
Before we go on to compare ^t and ^t , we have to establish a convergence rate for
the estimator ^t . Let us introduce the conditions:
(c)
1X
t = 1
i2t ()
I 2t ()
<1 and
1X
t = 1
it()
It()
=1:
For each predictable process (ut)t>1, such that ut ! 0,
(d)
1
2
<
1
It()
tX
s= 1
cs(; us)<1 eventually and
1X
t = 1
c2t (; ut)
I 2t ()
<1;
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(e)
lim
t!1
It(+ ut)
It()
= 1;
(f)
1X
t = 1
it(; ut)
I 1+t ()
<1 for each > 0:
Theorem 2. If conditions (c){(f) are satised and ^t !  (P-a:s:) then
I t ()(^t − )! 0
for each 2 ]0; 12 [.
Proof. Rewrite Eq. (3.1) in the form (see Eq. (3.5))
t =t−1

1− ct(; t−1)
It()

+
t (t−1)
It()
; (3.8)
where
ct(; t−1)= ct(; t−1)I

ct(; t−1)
It()
< 1

and
t (u)= 

t (u)−
ct(; t−1)
It()
I

ct(; t−1)
It()
>1

t−1;
where Ifg is the indicator function of . Introducing the process
t()=
tY
s= 1

1− cs(; s−1)
Is()

; t>1;
the solution of Eq. (3.8) can be written as
t = t()0 + t()
tX
s= 1
−1s ()
s (s−1)
Is()
:
Fix 2 ]0; 12 [ and dene t()= t()I t (). We have to prove that
I t ()t = t()0 + t()
tX
s= 1
−1s ()
s (s−1)
I 1−s ()
(3.9)
converges to zero. We will see below that t()! 0. Nevertheless, we cannot apply
the Kronecker lemma to estimate the second term of the right-hand side of Eq. (3.9),
because t() is not monotone w.r.t. t. So, we have rst to replace t() by some
\close" monotone sequence ~t()! 0.
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We will use the notation t  t for processes (t)t>1 and (t)t>1, if there exists a
predictable process (t)t>1 such that t = tt for each t=1; 2; : : : and 0<1< jt j<
2<1 eventually for some (possibly random) 1 and 2. By the second part of
condition (d), we have ct(; t−1)= ct(; t−1) for large t’s (eventually). So, condition
(d) holds for the sequence ct(; t−1) (instead of ct(; t−1)) as well. Using the second
part of condition (d), we get
t()=
tY
s= 1

1− cs(; s−1)
Is()

 exp
(
−
tX
s= 1
cs(; s−1)
Is()
)
:
Now, applying the formula
tX
s= 1
DsCs=DtCt −
tX
s= 1
DsCs−1; C0 = 0=D0; (3.10)
with Cs=
Ps
m= 1 cm(; m−1) and Ds=1=Is(), we obtain
t()exp
(
− 1
It()
tX
s= 1
cs(; s−1)
)
exp
(
−
tX
s= 1
is()
Is()
1
Is−1()
s−1X
m= 1
cm(; m−1)
)
:
The rst part of condition (d) implies
t()  exp
(
−
tX
s= 1
is()
Is()
1
Is−1()
s−1X
m= 1
cm(; m−1)
)
:
Using the relation
It()= I1()
tY
s= 2

1− is()
Is()
−1
and the second part of condition (c) it can be checked that
It() exp
(
tX
s= 1
is()
Is()
)
:
Therefore,
t() ~t() : = exp
(
−
tX
s= 1
is()
Is()
 
1
Is−1()
s−1X
m= 1
cm(; m−1)− 
!)
and applying once again the rst parts of conditions (c) and (d) we obtain that ~t()
eventually decreases and converges to zero. Hence, we have to show that the second
term of the right-hand side of Eq. (3.9) tends to zero. We have
t()
tX
s= 1
−1s ()
s (s−1)
I 1−s ()
= −1t () ~t()
tX
s= 1
~−1s ()
s (s−1)
I 1−s ()
s();
where t() is a predictable process such that ~t()= t() t(); t>1, and 0<
1()<
jt()j<2()<1 eventually. Now, according to the Kronecker lemma it is sucient
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to show, that the process
tX
s= 1
s (s−1)
I 1−s ()
s() =
tX
s= 1
s (s−1)
I 1−s ()
s()
−
tX
s= 1
1
I 1−s ()
cs(; s−1)
Is()
I

cs(; s−1)
Is()
>1

s−1s()
converges to some nite limit. The second sum is nite since by the second part of
condition (d),
Ifcs(; s−1)=Is()>1g=0
eventually. So we have to verify the niteness of the rst sum. Denote it by t().
Since s (s−1) is a martingale dierence (see Eq. (3.5)) it remains only to check (see,
e.g. Liptser and Shiryayev, 1986, Ch. 2, Section 6, Theorem 5) the boundedness of
the square characteristic
h()it =
tX
s= 1
Ef(s (s−1))2jFs−1g
I 2−2s ()
2s ()
=
tX
s= 1
is(; s−1)− b2s (; s−1)
I 2−2s ()
I 2s ()
I 2s (+ s−1)
2s ():
Condition (e) implies that
h()it6C
tX
s= 1
is(; s−1)
I 2−2s ()
;
eventually, where C is some (possibly random) variable. Finally, the boundedness of
the process h()it follows from condition (f).
Remark 3.5. To make conditions of Theorem 2 transparent we will explain what they
mean intuitively.
Condition (c) restricts the rate of the normalising sequence It() (in the i.i.d. case
(c) automatically holds since It()= ti()).
The rst part of condition (d) is also a natural generalisation of the correspond-
ing assumption in the theory of stochastic approximation. In the i.i.d. case, it can be
rewritten as
1
2
< − 1
t
tX
s= 1
1
i(+ us)
b(; us)
us
<1
and by the Toeplitz lemma (if the one step Fisher information i() is continuous in )
it is sucient to require
− @
@u
b(; u)

u= 0
>i()=2:
(see Remark 3.1). This is a usual assumption for the t−1=2 convergence for stochas-
tic approximation procedures of type (3.4) (see Remark 3.3). In the general scheme
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condition (d) requires the analogous property for the derivatives of the functions bt(; u)
at u=0 (with some uniformity w.r.t. t written in the terms of Cesaro’s sums).
Since condition (f) can be rewritten as
1X
t = 1
it(; ut)− it()
I 1+t ()
+
1X
t = 1
it()
I 1+t ()
<1;
conditions (e) and (f) are requirements of asymptotic continuity (in some sense) of the
Fisher information and the shifted Fisher information. In the i.i.d. case, it is sucient
to require the continuity property for the one step Fisher information i() at  and
i(; u)=
Z
l2(+ u; z)f(; z)(dz)
at u=0 (see conditions (4) and (5) in Example 1).
We shall now formulate a theorem which establishes the asymptotic linearity of the
recursive estimator ^t . We have to strengthen some of the conditions used above:
(d0) There exists > 0 (which may depend on ) such that for each predictable process
us ! 0,
lim
t!1
1
It()
tX
s= 1
jcs(; us)− is()j
jusj =0
(with the convention 0=0=0).
(f 0) For each predictable process us ! 0,
lim
t!1
1
It()
tX
s= 1
E([ls(+ us)− ls()]2jFs−1)= 0:
(R) There exists a nonrandom sequence ( I t())t>1 of positive numbers such that
It()
I t()
! ()
in probability P for some positive random variable ().
Remark 3.6. Condition (R) trivially holds if It() is nonrandom itself or
lim
t!1
1
t
tX
s= 1
is()= i()
for some positive i(). So, condition (R) is fullled for each example considered below.
Theorem 3. If I t ()(^t − )! 0 for each 2 ]0; 12 [ and conditions (R), (e), (d0) and
(f 0) are satised, then
I 1=2t ()(^t − ^t )! 0
in probability P.
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Proof. Comparing Eqs. (3.5) and (3.7), we easily obtain for t = ^t − ^t the recursive
equation
t =

1− it()
It()

t−1 +
t (t−1)− t
It()
+
it()− ct(; t−1)
It()
t−1;
from which
t =
1
It()
fMt() + At() + 0g;
where
Mt()=
tX
s= 1
[s (s−1)− s ];
At()=
tX
s= 1
[is()− cs(; s−1)]s−1:
So, we have to prove that I−1=2t ()Mt()! 0 and I−1=2t ()At()! 0. For the square
characteristic of the martingale part Mt(), we have
hM ()it =
tX
s= 1
Ef(s (s−1)− s )2 jFs−1g
=
tX
s= 1
E
(
Is()
Is(+ s−1)
(ls(+ s−1)−bs(; s−1))−ls()
2Fs−1
)
6
tX
s= 1
E
(
Is()
Is(+ s−1)
ls(+ s−1)− ls()
2Fs−1
)
6 2B1t () + 2B
2
t ();
where
B1t ()=
tX
s= 1

Is()
Is(+ s−1)
− 1
2
is(; s−1);
B2t ()=
tX
s= 1
E

(ls(+ s−1)− ls())2 jFs−1
}
:
Since condition (f 0) implies that
1
It()
tX
s= 1
(is(; s−1)− is())! 0;
the convergence I−1t ()B1t ()! 0 follows from condition (e). Applying once again
condition (f 0), we obtain that I−1t ()B2t ()! 0. Therefore,
I−1t ()hM ()it ! 0:
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Now we shall use the Lenglart{Rebolledo inequality (see, e.g., Liptser and Shiryayev,
1986, Ch. 1, Section 9) which provides
PfM 2t ()>a2 I t()g6

a2
+ PfhM ()it> I t()g
for each a> 0 and > 0, where I t() is the sequence of positive numbers which
appears in condition (R). Therefore, I
−1=2
t ()Mt()! 0 in probability P and because
of condition (R), I−1=2t ()Mt()! 0 in probability P as well. Now, it remains only
to show that I−1=2t ()At() converges to zero. Denote
s =
jcs(; s−1)− is()j
js−1j
and take 2 ] 12 (1 + ); 12 [. Then we obtain
jAt()j6
tX
s= 1
s js−1j1+=
tX
s= 1
s
 js−1jI s ()
I s ()
1+
:
Since I s ()s! 0,
jAt()j6
tX
s= 1
s
I (1+)s ()
;
eventually, for some random variable . Since (1+ )> 12 , we have (enlarging 
 if
necessary)
1
I 1=2t ()
jAt()j6 

I 1=2t ()
tX
s= 1
s
I 1=2s ()
eventually. Using the formula (3.10) of summation by parts with Cs=
Pt
m= 1 

m and
Ds=1=I
1=2
s () we obtain
1
I 1=2t ()
jAt()j6 

It()
tX
s= 1
s +

I 1=2t ()
tX
s= 1
fI 1=2s ()− I 1=2s−1()g
1
Is−1()
s−1X
m= 1
m;
from which, by the Toeplitz lemma (see, e.g., Hall and Heyde, 1980) and condition
(d0) we conclude that I−1=2t ()At()! 0.
Remark 3.7. It may seem that conditions (d) and (d0) require the existence of a
derivative lt() (i.e. twice dierentiability of ft()) and its Holder continuity. But
since the ratio bt(; u)=u can obviously be rewritten as
bt(; u)=u= − E

lt(+ u)
ft(+ u)− ft()
uft()
Ft−1

; (3.11)
conditions (d) and (d0) are satised if only the Holder continuity of _ft() and nor-
malised MLE curves, i.e.
 t(+ u)=
It()
It(+ u)
lt(+ u);
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are assumed. The sucient conditions for (d0) are formulated in Corollary 3.1 below
(condition (d) follows from (d0) and (c)).
In the following statement, we suppose that ft() 6= 0 for each t=1; 2; : : : and 2R.
Corollary 3.1. Suppose that It()=t ! i(), as t ! 1, where i()> 0 is some ran-
dom variable, and there exists > 0 (which may depend on ) such that for each
t=1; 2; : : :
(d1) j t(+ u)−  t()j6H1t()juj,
(d2) j _ft(+ u)− _ft()j6H2t()juj
for small u’s, where H1t() and H2t() (t=1; 2; : : :) are random variables such that
sup
t
E(H 21t() jFt−1)<1
and
sup
t
E

H 22t()
f2t ()
Ft−1

<1:
Then condition (d0) holds.
Proof. Denote
Is(; u)= cs(; u)− is():
We have to show that for some > 0 and each predictable us ! 0,
1
It()
tX
s= 1
jIs(; us)j
jusj ! 0:
Using the denition of cs(; u) and formula (3.11), rewrite Is(; u) in the form
Is(; u)=
Is()
Is(+ u)
E

ls(+ u)
fs(+ u)− fs()
ufs()
Fs−1

− is()
and denote
s(; u)=
fs(+ u)− fs()
ufs()
− ls()
(for u=0 we set fs(+ u)− fs())=u= _fs()). By simple calculations we obtain
Is(; u)=I1s (; u) +I
2
s (; u) +I
3
s (; u);
where
I1s (; u)=E

Is()
Is(+ u)
ls(+ u)− ls()

ls()
Fs−1

;
I2s (; u)=E

Is()
Is(+ u)
ls(+ u)− ls()

s()
Fs−1

;
I3s (; u)=Efls()s() jFs−1g:
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Using condition (d1) we conclude that
(I1s (; u))
26E(H 21s() jFs−1)is()juj26H 21 ()is() j uj2;
where
H 21 ()= sup
s
E(H 21s() jFs−1)
is a nite random variable. So, for <,
1
It()
tX
s= 1
jI1s (; us) j
jus j  6
H1()
It()
tX
s= 1
j usj−i1=2s ()6H1()
 
1
It()
tX
s= 1
j usj2(−)
!1=2
and the right-hand side converges to zero according to the Toeplitz lemma (since
It()=t! i()> 0). Relations
1
It()
tX
s= 1
jI2s (; us)j
jusj ! 0 and
1
It()
tX
s= 1
jI3s (; us)j
jusj ! 0
can be proved analogously. Thus, condition (d0) holds.
4. Examples
Let us consider some examples to illustrate the results of the paper.
Example 1. For the classical scheme of independent identically distributed observations
X1; X2; : : :, with a common density f(; x), the recursive estimator is constructed by the
relation
^t = ^t−1 +
1
ti(^t−1)
_f(^t−1; Xt)
f(^t−1; Xt)
; t>1 (4.1)
where
i()=
Z
l2(; x)f(; x)(dx)
is the one step Fisher information. It is easy to check that in this case the conditions
of Theorem 1{3 can be formulated in the following way:
(1) f(; x) is almost surely dierentiable in  and dierentiation is allowed under the
integral sign.
(2) For each > 0,
sup
6 j uj61=
u
Z
l(+ u; x)f(; x)(dx)< 0:
(3) For each u2R,
1
i2(+ u)
Z
(l(+ u; x))2f(; x)(dx)6B(1 + u2)
for some constant B.
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(4)
lim
u!0
Z
[l(+ u; x)− l(; x)]2f(; x)(dx)= 0:
(5) The Fisher information i() is positive and continuous in .
(6) For some > 0,Z
l(+ u; x)f(; x)(dx)= − i(+ u)u+ (u);
where (u)=O(juj1+) as u ! 0.
Corollary 4.1. Under conditions (1){(6) the estimator ^t is strongly consistent, asymp-
totically normal and asymptotically ecient in Fisher’s sense.
Similar results (for i.i.d. schemes) were obtained by Nevelson and Khas’minskii (1972)
(Ch. 8, Section 4) and Fabian (1978).
Remark 4.1. Condition (6) does not require the existence of the second derivative of
f(; x) (see Remark 3.7). On the other hand, if f(; x) has a second derivative (w.r.t.
) and dierentiation ofZ
l(+ u; x)f(; x)(dx)
is allowed under the integral sign, as it is required in Nevelson and Khas’minskii
(1972), then condition (6) holds.
Example 2. Consider a nite Markov chain Xt , t=1; 2; : : : taking values in f1; : : : ; ng,
with a matrix of transition probabilities (Pij())16i; j6n. In this case the recursive es-
timator can be constructed by the equation
^t = ^t−1 +
1
It(^t−1)
_PXt−1Xt (^t−1)
PXt−1Xt (^t−1)
(4.2)
with
It()=
tX
s= 1
it();
where
it()= im() j m= Xt−1 and im()=
nX
k = 1
 _Pmk()
Pmk()
2
Pmk():
Denote lmk()= _Pmk()=Pmk() and suppose that
(i) For each i; j2f1; : : : ; ng, the transition probability Pij()> 0 is continuously dif-
ferentiable in .
(ii) For each i2f1; : : : ; ng, there exists k 2f1; : : : ; ng such that _Pik() 6= 0.
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(iii) For each i2f1; : : : ; ng,
u
nX
k = 1
lik(+ u)Pik()< 0; u 6= 0:
(iv) There exists a constant B > 0 such that for each m2f1; : : : ; ng and u2RPn
k = 1 l
2
mk(+ u)Pmk()
inf 16k6n(ik(+ u))2
6B(1 + u2):
(v) There exist constants A and  > 0, such that for each m; k 2f1; : : : ; ng and small
u’s
j _Pmk(+ u)− _Pmk()j6A j uj

:
Corollary 4.2. Under conditions (i){(v) the recursive estimator ^t is strongly consis-
tent, asymptotically normal and ecient in Fisher's sense.
Remark 4.2. Since (iii) can be rewritten as
u2
nX
k = 1
_Pik(+ u)
Pik(+ u)
(Pik(+ u)− Pik())
u
> 0;
conditions (iii) and (iv) are satised if for i; k 2f1; : : : ; ng the probabilities Pik() are
monotone in  and a< ( _Pik()=Pik())2<b for each  and some 0<a<b<1.
Remark 4.3. We need conditions (iii) and (iv) only for the consistency of the estimator
^t (see Theorem 1). If ^t ! , then Holder continuity of the rst derivative of Pij()
(16i; j6n) in  is sucient for the asymptotic normality of ^t . This condition is
weaker than the one used by Englund et al. (1989) in the same situation, which in fact
requires the Holder continuity of the second derivative of Pij() (16i; j6n). More
precisely, _PikPik (u)−
_Pik
Pik
()− (u− )Aik
6O(ju−  j 1+);
where Aik , and > 0 are some constants.
To prove Corollary 4.2, we have to show that the conditions of Theorems 1{3 are
satised. Let us check conditions (f) and (d0). The other conditions are much more
easy to check in the similar way. Condition (v) implies the Holder continuity of lkm()
(16i; j6n) as well and since
l2km(+ u)− l2km()= (lkm(+ u)− lkm())2 + 2lkm() (lkm(+ u)− lkm());
ik(+ u)− ik() =
nX
m= 1
(l2km(+ u)− l2km())Pkm(+ u)
+
nX
m= 1
l2km() (Pkm(+ u)− Pkm());
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we obtain that, for each m; k 2f1; : : : ; ng and small u’s,
jl2mk(+ u)− l2mk()j6 A
 j uj   ; jik(+ u)− ik()j6 ~Ajuj   (4.3)
for some positive constants A

; ~A

; . In this case,
it(; u)= im(; u) j m= Xt−1 ; where im(; u)=
nX
k = 1
l2mk(+ u)Pmk():
So, for each sequence us ! 0 and > 0 (enlarging A if necessary)
tX
s= 1
is(; us)
Is()1+
=
tX
s= 1
jis(; us)− is()j
Is()1+
+
tX
s= 1
is()
Is()1+
6
A
finf 16k6n ik()g1+
tX
s= 1
jus j 
s1+
+
sup16k6n i
k()
finf 16k6n ik()g1+
tX
s= 1
1
s1+
<1:
Hence, condition (f) holds. Since It()It(+ u) − 1
6 sup16k6n j ik(+ u)− ik()jinf 16k6n ik(+ u)
and
 t(+ u)−  t() = It()It(+ u) lt(+ u)− lt()
=
It()
It(+ u)
(lt(+ u)− lt()) +

It()
It(+ u)
− 1

lt();
it follows from Eq. (4.3) that conditions of Corollary 3.1 are satised. Therefore, (d0)
holds.
Example 3. Consider the AR(1) process
Xt = Xt−1 + t ;
where j j < 1 and t is a sequence of i.i.d. random variables with Et =0 and
E2t = 
2<1. Suppose that g(x) is the density of t w.r.t. Lebesgue’s measure.
For the process Xt we have
ft()= g(x − Xt−1) j x= Xt
with logarithmic derivative
lt()= lt(; x) j x= Xt = − Xt−1
g0(Xt − Xt−1)
g(Xt − Xt−1) :
Denoting
ig=
Z 
g0(z)
g(z)
2
g(z) dz;
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the conditional Fisher information can be written as
It()=
tX
s= 1
Z
(ls(; x))2g(x − Xs−1) dx= ig
tX
s= 1
X 2s−1:
If (dx) is a stationary distribution of the chain Xt (it exists since j j < 1), then
1
t
It()! ig
Z
x2(dx)=
ig2
1− 2 :
Consider the recursive estimator
^t = ^t−1 − 1
t(^t−1)
Xt−1
g0(Xt − ^t−1Xt−1)
g(Xt − ^t−1Xt−1)
; (4.4)
for some function ()> 0. For this example, the conditions of Theorem 1 can be
formulated in the following way (see also Remark 3.4):
(A)
(y)=y
Z
g0(x − y)
g(x − y) g(x) dx> 0; y 6= 0:
(B) For each u and z
z2
2(+ u)
Z 
g0
g
(x − zu)
2
g(x) dx<Bz(1 + u2);
where
1X
t = 1
BXt
t2
<1:
(A0)
1
t
tX
s= 1
inf
6 j uj61=
(Xsu)
(+ u)
! a > 0:
(Note that the divergence of the sum
P1
s= 1 s=s=1 follows from the convergence
(1=t)
Pt
s= 1 s ! > 0. This is easy to verify with the help of Eq. (3.10).
Corollary 4.3. Under conditions (A); (A0) and (B) the estimator ^t is strongly con-
sistent for any initial value ^0.
Now, suppose that  does not depend on  and (g0=g) (x)=’(x) satises the condi-
tions used by Leonov (1988):
(1) g(x) is symmetric and ’(x) is an odd, nondecreasing function with j’(x)j6A<1.
(2) The function
 (u)=
Z
’(u− x)g(x) dx
is dierentiable at u=0 and 0< 0(0)<1.
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It is easy to show that under these assumptions the conditions of Corollary 4.3
are fullled. In fact, condition (A) is trivially satised. Let us check condition (A0)
(condition (B) can be checked in the similar way).
The convergence of the expression
Nt =
1
t
tX
s= 1
inf
6 j uj61=

Xsu
Z
’(x − Xsu)g(x) dx

:
to some positive limit has to be shown. Using condition (2) and the ergodicity of the
chain fXtg we obtain that
Nt !
Z
inf
6 j u j61=

zu
Z
’(x − zu)g(x) dx

(dz);
which is positive by condition (A). Consequently, (A0) holds.
Example 4. To check the above conditions for a simple nonstationary model let Xn,
n=1; 2; : : : be independent normal observations with mean  (2R) and variances
2n > 0. The recursive estimator in this case can be given by the equation
^n= ^n−1 +
1
In
Xn − ^n−1
2n
; n=1; 2; : : : ; (4.5)
where
In=
nX
k = 1
−2k :
Corollary 4.4. Suppose that
1X
n= 1
−2n =1
and
sup
n
−2n <1:
Then the estimator n is strongly consistent and ecient in Fisher's sense.
Proof. In this case, we have
in(; u)=
1
2n
+
u2
4n
;
bn(; u)= − u2n
;
cn(; u)=
1
2n
= in():
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Denoting
An=
nX
k = 1
−2k and An=An − An−1;
it is easy to see that the conditions used in Theorems 1, 2, 3 are fullled if
(F1)
An !1;
(F2)
1X
n= 1
An
An
=1 and
1X
n= 1
An
A1+n
<1 for each > 0:
(F3)
1X
n= 1
(An)2
A1+n
<1 for each > 0:
(F4)
1
An
nX
k = 1
uk(Ak)2! 0 as uk ! 0:
Let us show that
(F1) and

sup
n
An <1

) (F4):
In fact, if a= supk Ak <1 then
1
An
nX
k = 1
uk(Ak)26
a
An
nX
k = 1
ukAk ;
which by the Toeplitz lemma converges to zero, and so (F4) holds. It is simple to
verify that
(F1)) (F2);

(F1) and

sup
n
Ak <1

) (F3)
which completes the proof of Corollary 4.4.
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