Abstract. We prove a Weyl-von Neumann type absorption theorem for extensions which are not full, and give a condition for constructing infinite repeats contained in an ideal. We also clear up some questions associated with the purely large criterion for full extensions to be absorbing.
Introduction
Kasparov [7] showed that KK 1 (A, B) can be viewed as a group of absorbing extensions. In [6] , the authors introduced the purely large condition and proved that extensions are absorbing in Kasparov's sense if and only if they are purely large and full, so that KK 1 (A, B) can be regarded as a group of essential, full, and purely large extensions.
The purely large condition is an algebraical condition on a subalgebra of a multiplier algebra associated with a given essential extension. An essential extension of A by B is by definition purely large if the extension algebra satisfies the purely large condition as a subalgebra of the multipliers of the canonical ideal, B. (See Theorem 1ii) for the exact definition). We recall that the introduction of the absorption property for extensions was originally motivated by the observation that extensions form a semigroup in a natural way -in the presence of a unital copy of O 2 -and it then turned out to be desirable to show that extensions which lift to homomorphisms into the multipliers are actually algebraically trivial in the semigroup. Extensions that lift to homomorphisms in this sense are usually called "trivial extensions." With this terminology, we can say that an extension τ is absorbing if the semigroup sum of τ with any trivial extension is unitarily equivalent to τ, or, even more briefly, just that an extension is absorbing if trivial extensions are algebraically trivial with respect to the given extension.
In a previous paper [6] , we showed the following equivalence of three conditions, which for convenience we state in a somewhat overly restricted form: i) The extension is absorbing, in the nuclear sense.
Note that in the above theorem, it is not assumed that B is simple. However, if B is not simple, the algebra C then has to be full with respect to B, so to speak, in a very strong sense. In section 3 of this paper we will be interested in weakening the fullness condition in the above theorem, which in turn will require us to weaken the definition of absorption.
Observe that for nonsimple algebras, or even for simple algebras with nonsimple corona, the ideal structure is in general an obstacle for the absorption of one extension by another. For example, consider two extensions τ, π : A −→ M(B)/B. If the ideal generated by the image of π at some point is strictly larger than the ideal generated by the image of τ at that point, then [τ ] can never absorb [π] . This obstacle does not arise if B is simple and purely infinite, since then the multipliers have only the canonical ideal, but in the nonsimple case it must be taken into account. In particular, since it is known that in general there exists a trivial full extension, an extension is absorbing only if it is full.
We say that one extension dominates another if the ideal structure is not an obstacle for the first extension to absorb the second. The exact condition is that: We now introduce two notions of equivalence for extensions. Note that the second of the two is applicable not to a pair of extensions, but to a pair of distinguished liftings. ii) Two extensions τ 1 , τ 2 : A −→ M(B⊗K) are said to be approximately unitarily equivalent if for every > 0 and every finite set A ⊂ A there is a multiplier unitary U such that (a) U τ 1 (a)U * − τ 2 (a) has norm less than for all a in the given finite set A, and (b) the unitary U makes τ 1 and τ 2 equivalent in the sense of the above definition i).
Thus we see that approximate unitary equivalence of extensions is, despite the name, apparently stronger than ordinary (unitary) equivalence of extensions. However, the most generally applicable way of showing that two extensions are equivalent is to apply a theorem of Weyl-von Neumann type, and in fact, such theorems give approximate unitary equivalence of the lifted extensions as a conclusion (for example, this was the case in the proof of Theorem 1). It is, therefore, tempting to speculate that approximate unitary equivalence and ordinary equivalence give rise to the same equivalence classes when applied to lifted extensions. Some insight into the relationship between the two types of equivalence is obtained from considering the following construction, which shows us that it is possible to obtain approximate unitary equivalence from ordinary equivalence of extensions if we are willing to pass to suspensions (which, at the level of Kasparov Proof. Let c and h be as in the hypothesis. Letc andh be the images of c and h in the suspension M(SB), under the natural embedding as constant functions. The isospectrality condition lets us map C * (h) to C * (c), using the Gelfand theorem. Thus we can define
and
where t is the parameter defining the suspension. By isospectrality, these nuclear maps are injective, and therefore define essential extensions. Since Φ is trivial and h is in the ideal generated byc, we have that Ψ absorbs Φ. Hence there is a unitary in
where the addition is understood to take place in the semigroup of extensions, as defined by Brown, Douglas, and Fillmore [3] . Next, we cut down by a projection to obtain Φ(f ) = rΨ(f )r * modulo SB, or tf (h) = trf (c)r * +b for someb ∈ C 0 (0, 1) ⊗ B. Evaluating this at some value of t close to 1, we obtain the claimed norm estimate.
The conclusion of the next corollary is a weaker form of the condition in part iii) of Theorem 1. Proof. Let us suppose that the norm of the given c and h are both equal to 1. Since h has a square root in cM(B)c, we can use Cohen's theorem [4] to factorize h 1/2 as f (c)h f (c) for some h with norm approximately equal to one, and some f (c) with norm equal to one. Noting that c and f (c) 2 are isospectral, we can find an r of norm approximately equal to one, such that f (c)
2 is approximately equal to rcr * . Thus, h is approximated by f (c)h rcr * h f (c).
Given the observations made above, it seems reasonable to take approximate unitary equivalence of extensions to be the main form of equivalence that we consider. Naturally, this forces us to work with lifted extensions, that is, to consider extensions as being completely positive, nuclear, unital maps into a multiplier algebra. In this context, a trivial extension is one that happens to be a homomorphism.
We formalize the situation we are interested by defining absorption with respect to ideals:
is absorbing with respect to ideals if its semigroup sum with a trivial extension that it dominates is approximately unitarily equivalent to the original extensionτ .
Corollary 5 motivates the following definition, where the subalgebra cM(B)c appearing in the corollary has been restricted to its intersection with the canonical ideal B : Definition 7. Let C be a subalgebra of the multipliers M(B). We say that the algebra is factorizable with respect to B if for every positive c in C having the property that the spectrum of c is [0, c ], we can approximate positive elements h of cBc by rcr * for some r in B. If the norm of h is the same as the norm of c, we can take the norm of r to be approximately equal to 1.
We shall see that homomorphisms from a factorizable algebra to a factorizable algebra have a kind of rigidity property with respect to ideals that we shall exploit in proving a Weyl-von Neumann type theorem.
Lastly, let us note that the factorizability condition is vacuously satisfied if there are no elements c ∈ C such that C * (c) has connected spectrum in the corona! In order to avoid this trivial case, we shall therefore place a minor technical condition, related to Zhang's dichotomy [14] , on the algebras we work with: Definition 8. Let C be a unital subalgebra of the multipliers M(B). We say that C/B has property (CS) if every hereditary kernel (of a pure state) in the quotient C/B contains a strictly positive element h with connected spectrum sp C/B h.
In terms of the application to extensions, the CS condition is a condition on the quotient algebra that will guarantee us the existence of enough elements with good properties.
Infinite repeats of extensions
So far, we have only dealt with finite sums of extensions. In applications, we very often need to work with infinite sums of extensions. For example, if τ is a trivial extension that is absorbing in some sense, we would expect that τ would absorb its infinite repeat.
By an infinite repeat, we mean an infinite sum, τ ⊕ τ ⊕ τ ⊕ · · · , where τ is a trivial, essential, and nuclear extension of separable C * -algebras. One must ask how exactly the limit is defined when taking an infinite sum of extensions: defining a * -
i (with convergence in the strict topology), where (v i ) is a set of generators for a copy of O ∞ in the multipliers, one has that this homomorphism, when applied to an extension, is the infinite repeat of that extension.
It turns out that the factorization condition is not sufficient to insure that trivial extensions absorb their infinite repeats, and we need a second, more directly idealrelated condition, as well. The relevant condition is tentatively called the local fullness property: Definition 9. We say that an extension is locally full if the extension algebra C, regarded as a subalgebra of the multipliers M(B), has the property that every positive element, c ∈ C + , is full in
For brevity, we sometimes refer to
as the local corona. The local fullness condition will be studied in greater detail later. We point out that not every extension is locally full, since in general there exist multiplier elements c ∈ M(B) + which are full in the canonical ideal but are not full in the multipliers (as can be seen in the case of a stabilized UHF algebra [13] ).
We begin with some results on hereditary subalgebras. Proof. LetB denote the unitization of B. The closed right ideal E := B is a countably generated HilbertB-module with inner product a, b := a * b. Thus, by the Kasparov stabilization theorem [7] , there is a unitary U in L(E ⊕ HB, HB) implementing an isomorphism of E ⊕ HB and HB .
Let P be the projection of E ⊕ HB onto the first factor, E. The projection T := U P U * ∈ L(HB) has image isomorphic (by a unitary equivalence) to E, and thus by the definition of the compact operators on a Hilbert module,
K(T HB) ∼ = K( B) or T K(HB)T ∼ = B . Since B is stable, its unitization is just C ⊕ B, and L(HB) can be identified with M(K ⊕ B). Thus we see that 0 ⊕ B = T (K ⊕ B)T (where K denotes the usual compact operators on Hilbert space) for a projection T in M(K ⊕ B). However, since the kernel of T contains K, we actually have T := 0 ⊕ T , where T is in M(B).
We thank George Elliott for suggesting the next lemma:
Lemma 11. Let P be a projection in some multiplier algebra M(B). Then P M(B)P = M(P BP ).

Proof. It is sufficient to prove that M(P BP ) is contained in M(B). An element v of M(P BP
is in the double dual of P BP and hence is in the double dual of B, so the product bv, where b is in B, is well defined, and we just have to show that it gives an element of B, rather than B * * .
Decomposing b as an operator matrix with respect to P :
which is approximately equal to (by means of an approximate unit for B) the operator
where we have that the product vP b 0 P is in P BP, and the product v(1 − P ) is zero. Finally, vP bP is also in P BP , and hence the product of the above matrix decomposition with v is in fact an element of B.
Now, let us see in greater detail how the local fullness condition is related to the property that a trivial extension τ is approximately unitarily equivalent to its
We first note that there is a connection with the notion of purely large subalgebras introduced in [6] (the definition is repeated in part ii) of Theorem 1): 
Proposition 12. Let B be stable and σ-unital. If c is a positive element of the multipliers of B that is unitarily equivalent to
Moreover, since the range projections for the v i are subordinate to T, a calculation shows that T v *
, and hence it follows that T v i T is still an isometry in M(H). Thus the P i are equivalent in the multipliers of H. Therefore, by the characterization of stability found by Hjemborg and Rørdam [10] , the hereditary subalgebra H is stable (and full in BcB).
Corollary 13. Let B be stable and σ-unital. If C is a subalgebra of M(B), then δ ∞ (C) is a subalgebra having the property that cBc is stable and full in BcB for all positive c in δ ∞ (C).
Proof. A computation shows that δ ∞ is a * -homomorphism from B into M(B), and hence for abstract reasons extends to a * -homomorphism from M(B) to M(B).
Choose a positive element c := δ ∞ (a) ∈ δ ∞ (C). It follows from the above result that H := δ ∞ (a)Bδ ∞ (a) is stable and full in BcB.
Lemma 14. Let B be a stable and σ-unital C * -algebra. Let c be some element of M(B)
+ . An infinite repeat δ ∞ (c) :
Since an ideal in a stable algebra is stable, BcB is stable, and since the inclusion of M(B) into M(BcB) is unital, the isometries defining δ ∞ are still isometries in M(BcB). Hence δ ∞ (c) is a diagonal element over BcB. Lemmas 2.5 and 1.1 in Brown's paper [2] show that for a projection, p ∈ B, the tensor product p⊗1, which in our language is δ ∞ (p), will be full in M(B) if p is full in B. Replacing B by BpB, we see that δ ∞ (p) is full in M(BpB). Since, as we have seen, cBc is equal to T BT , where T is a projection, we have that δ ∞ (cBc) = δ ∞ (T BT ), and thus the general case follows from the case of projections.
A form of the converse is also true, and will be given later. Next we have some lemmas on extensions. 
Proposition 15. Let τ : A −→ M(B)/B be a trivial essential extension. Then the extension algebra of this extension is isomorphic toτ (A) + B, whereτ : A −→ M(B) is any lifting of τ to a homomorphism into the multipliers. Moreover, if τ is unitarily equivalent by a multiplier unitary (modulo B) to its infinite repeat δ ∞ (τ ), then the extension algebra is isomorphic to
it follows (i.e. by the universal property) that two extensions with the same Busby map have isomorphic extension algebras. This proves the first statement. For the second part, observe that if τ is unitarily equivalent to δ ∞ (τ ), then, in terms of the extension algebras, we have a commutative diagram
where U ∈ M(B) is the unitary implementing the equivalence, and Ψ is an isomorphism coming from the universal property of pullbacks.
Full extensions and the purely large condition.
We can now clarify one of the questions asked in [6] : namely, if the purely large condition as defined there was equivalent to the apparently stronger form of the condition where the whole hereditary subalgebra was stable. We stress that the following theorem is for absorption without ideal-related restrictions; in other words, we are for the moment in the situation of [6] , and are working with extensions that are full (i.e. essential extensionsτ : A −→ M(B) having the property thatτ (a) is contained in a proper ideal of the multipliers if and only if the element a is zero).
Moreover, we are just considering trivial extensions. iii) The extension algebra has the property that, for every c ∈ C + that is not zero in C/B, the hereditary subalgebra that it generates, cBc, contains a stable subalgebra that is full in B.
iii ) The extension algebra is isomorphic to L + B, where the algebra L has the property that, for every nonzero ∈ L + , the hereditary subalgebra generated, B , is stable and full in B.
Proof. The equivalence of i), ii), and iii) was shown in [6] . Now let us show that i) implies iii ).
Ifτ : A −→ M(B) is (the lifting of) a trivial absorbing extension, then of coursê τ is unitarily equivalent, modulo the canonical ideal B, to its infinite repeat. It then follows from Lemma 12 that H := δ ∞ (τ (a))Bδ ∞ (τ (a)) is stable, and since the extension must necessarily be full in order to be absorbing (in the classical sense of [6] ), the algebra H is full in B.
By Lemma 15, we can identify the extension algebra of τ : ) ) is a C * -algebra. Next, we show that iii ) implies ii). Consider + b 0 , where ∈ L + and b 0 ∈ B. Let h ∈ B + be given, and suppose that and h have norm equal to 1. We shall find an element r ∈ B, with norm approximately equal to 1, such that r( + b 0 )r * approximates h arbitrarily closely in norm.
Since B is full in B, by Lemma 41, the element is full in B. Thus h is in the ideal generated by , and there are elements g i ∈ B such that
approximates h. (The fact that the coefficients can be chosen symmetrically can be proven by a trick involving square roots in a matrix algebra; see [6, §7] .) Recall that the multipliers of B are of the form T M(B)T for some multiplier projection P ∈ M(B), by Lemmas 10 and 11.
Choose > 0. Since T b 0 T is in B and B is stable, we can find orthogonal coisometries u i in T M(B)T with u i u * j = δ ij and
If we set r 0 :=
has norm less than . Thus we see that this r 0 can be made approximately orthogonal to b 0 . Furthermore,
approximates h, so of course r 0 has norm approximately equal to the square root of the norm of h, which has been assumed to be Remark. One might wonder if a result similar to the equivalence of i) and iii ) in the theorem would hold for extensions which are not trivial. The difficulty is that the purely large part of the algebra, denoted above by L, is then apparently no longer an algebra. However, recall that the Weyl-von Neumann theorem of [6] shows that any absorbing extension contains any desired trivial extension, and in particular contains an infinite repeat:
Proposition 18 ( [6] ). Let A and B be C * -algebras, with B stable and σ-unital, and A unital and separable. Then, if ψ is an absorbing, unital, and weakly nuclear extension, and τ is a trivial extension, there is an extension σ such that ψ = τ ⊕ σ.
Combining the two results above, we see that a possibly not trivial extension 0 −→ B −→ C −→ A −→ 0 will -if the various technical conditions given above are satisfied -be absorbing in the classical sense (that is, as defined in [6] ) if and only if there is a projection P, associated with a generator of O 2 in M(B), such that P CP = L + B where L is a "purely large algebra" in the sense of part iii ) of Theorem 16.
In the remainder of the paper, we work in the context of ideal-related absorption.
A Weyl-von Neumann type theorem
The proof is a refinement of the one in the full case [6] , and for the reader's convenience we will present the proof in the same sequence as in the full case. The theorem to be proven, modulo technicalities, is the following analytic form of a Weyl-von Neumann type theorem: 
Then there exists a sequence (v n ) such that, for each c ∈ C, φ(c) − v n cv * n is in B, and goes to zero in norm as n −→ ∞.
A proof is given in [6] . The remarkable thing about this proposition is that the conclusion directly involves ideal structure, since it shows that φ : C −→ C is dominated by the identity map, modulo B, whereas the hypothesis is an approximation property, and of course the property of belonging to an ideal is not stable under small perturbations. One can now see the connection between the factorizability condition from Definition 7 and theorems of Weyl-von Neumann type.
Before proceeding, we make some remarks upon nuclearity. In the classical situation, one assumes that the extensions involved have weakly nuclear splitting maps, and this is then exploited in the proof of a Weyl-von Neumann type theorem by means of the following proposition or its equivalent:
Proposition 21. Let C be a unital separable subalgebra of the multipliers M(B) and let φ : C −→ C be a completely positive map. The following are equivalent:
i) The map φ : C −→ C is nuclear.
ii) The map φ : C −→ C can be approximated over finite sets C ⊂ C by maps of the form
where the R i are row vectors of elements of C, the F i are row vectors of elements of C, and the ρ i are pure states of C, acting on M n ⊗ C as 1 ⊗ ρ i .
In this formulation, the above proposition is a slight generalization of lemma 9 in [6] , where it is also pointed out that if the given map happens to be zero on the canonical ideal B, we can assume that the ρ i are zero on B.
In the ideal-related context of interest, the above form of nuclearity is not the right tool, and we need to refine it to interact better with the hypothesis of idealdomination of one map by another. Let us say that φ : C −→ C is dominated by the identity in the nuclear sense if, upon finite sets, φ can be approximated by c → There appears to be a trade-off between placing conditions on the algebra in a theorem of Weyl-von Neumann type and placing conditions on the map, in this case meaning the CS condition on the algebra versus the nuclearity-related conditions on the map. The factorizability condition, on the other hand, is not negotiable, as it is clearly a necessary condition for any absorption result to hold. Let us now see what the CS condition, factorizability condition, and ideal-domination condition can be used for. At a later stage, we will also need the local fullness condition! We begin with some lemmas, the first of which lets us lift the CS property from the quotient algebra. 
Lemma 23. Let C be a separable algebra containing an ideal B. If φ : C −→ C is a pure state on C that is zero on B and if C/B has the CS property, then the hereditary kernel in C of φ contains a strictly positive element h with sp
C h = [0, h ].
Lemma 24. If I is an ideal in a C
* -algebra C, and j ∈ I + , c ∈ C + are such that j is strictly positive in I and c + B is strictly positive in C/B, then j + c is strictly positive in the algebra C.
Proof. Let g ∈ C
+ and > 0 be arbitrary. Let π : C −→ C/B be the usual canonical quotient map. By Cohen's theorem [4] applied to C/I, we have that π(g) = f (π(c))q(f (π(c)) for some C 0 (0, ∞) function f and some element q of C/B.
Thus we have the inequality
and for geometrical reasons, there is a constant C 1 such that
in the unitization (C/I) ∼ . Next, consider the positive part of the expression g − (C 1 c + ) . We see that ((g − (C 1 c + ) ) + is in I, and since j is strictly positive in I, an argument similar to the above shows that there is a constant C 2 such that (g − (C 1 c + ) )
It follows that g ≤ C 1 c + C 2 j + 2 and hence that g ≤ C 3 (c + j) + 2 for some constant C 3 . Since g and were arbitrary, it follows that there cannot be a state φ such that φ(c + j) = 0.
The next lemma is a modification of a result from [1] , and has a counterpart in the nonunital case.
Lemma 25 (Excision of states lemma). Let C be a separable unital C
* -subalgebra of M(B) with the quotient having the CS property, and let ρ be a pure state of C that is zero on B. There is a positive element g ∈ C, of unit norm, such that i) the state applied to g gives
Proof. Since ρ is pure, C can be decomposed as Proof. Let C be the finite set over which we want the approximation. Use the above excision of states lemma to find an element, g ∈ C, with unit norm and with g 2n ρ(F * CF ) approximately equal to g n F * CF g n , elementwise, for some exponent n. Using an approximate unit, we can find an element h in the hereditary subalgebra generated by g such that Rh is approximately equal to R.
Recall that the factorizability property (Definition 7, see also Corollary 5) gives that if h is in the hereditary subalgebra generated by some multiplier element g n , we have -granting the isospectrality condition, which comes from the CS propertythat h is approximately equal to rg n r * . Thus, R is approximately equal to Rrg n r * Now observe that since R is a row vector of elements and F * is a row vector of elements, z := Rrg n rF * is in B, and the above approximations show that zcz * is approximately equal to φ(c) for all c in the given finite set. We then obtain the claimed approximation.
In the above result, one can perturb z to a co-isometry. Proof. We may as well suppose that the elements in the finite set are positive. By hypothesis, the map can be approximated over finite sets by sums of maps of the form c → Rρ(F * cF )R * , with R and F as in the previous lemma. By a trick due to Arveson -and also used in lemma 10 of [6] -we can in effect reduce the case of a finite sum of maps to the case of a single such map. We shall only consider the case of a sum of two maps, since the general case involves no additional ideas. Let us suppose that the given map is approximated over the given finite set C by
Then, use Lemma 26 to approximate the first term by c → z 1 cz * 1 . Next, apply the same lemma to the second term, with respect to the larger finite set C ∪ {cz * 1 z 1 c : c ∈ C}, obtaining a map c → z 2 cz * 2 that is approximately zero on all elements of the above finite set that are in B. In particular, z 2 cz * 1 z 1 cz * 2 is approximately zero, and hence by the properties of the C * -norm, z 1 cz * 2 is approximately zero for all c ∈ C. Thus the given map is approximated over C by c → (
* , where the cross terms are negligible by the above construction.
Further, we have the following corollary:
Corollary 28. Let C ⊂ M(B) be unital, separable, and factorizable. Suppose also that B ⊂ C. Let τ : C −→ M(B) be a unital completely positive map which is zero on B and is dominated by the identity in the nuclear sense. Then τ is approximately unitarily equivalent to c → pcp for some projection p ∈ M(B).
Proof. We follow Kasparov's version [7] of Arveson's proof. The above Corollary 28 establishes the conditions needed to apply Proposition 20. Thus we can approximate τ in the desired sense by c → v * cv for some v ∈ M(B). Since τ is unital, we can take v to be an isometry and define a projection p by p = vv * . Since B is stable, the multipliers M(B) are isomorphic to the bounded adjointable operators L(H B ) on the standard Hilbert module H B , and in particular, the two maps
are unitarily equivalent in the multipliers, since v is an isometry. Clearly, c → pcp will approximate c → vτ (c)v * , so we are done.
Let us say that maps for which domination and domination in the nuclear sense coincide are IR-nuclear. Then we can rewrite this corollary more briefly as:
Corollary 29. Let C ⊂ M(B) be unital, separable, and factorizable. Suppose also that B ⊂ C. Let τ : C −→ M(B) be a unital completely positive map which is zero on B, is IR-nuclear, and is dominated by the identity. Then τ is approximately unitarily equivalent to c → pcp for some projection p ∈ M(B).
3.1. Repeats and ideal-related absorption. We are now prepared to, using some of the results from the previous section as lemmas, convert the Weyl-von Neumann theorem proven earlier into a result about ideal-related absorption of extensions. The main new problem we face, which has no counterpart in the case of full extensions, is that apparently the process of taking the infinite repeat of an extension might not preserve ideal structure. It turns out that the extensions we deal with need to be locally full, in a sense suggested by the next lemma.
Lemma 30. Let B be a stable
C * -algebra. If c is full in M(BcB) BcB
, then δ ∞ (c) and c generate the same ideal in M(B).
Proof. It is easy to show that the multiplier ideal generated by c is contained in the ideal generated by δ ∞ (c). We now show that equality holds. Proof. This is almost a corollary of the proof of the last lemma. Choosing some positive element a in the domain of τ, it is clear thatτ (a) is in the ideal generated byτ ∞ (a). Sinceτ (a) is in the multiplier ideal generated byσ(a), we have, much as before, thatτ
where the expressions in parentheses are in M(B), by Lemma 38.
Even though σ is not a trivial extension, we can still apply δ ∞ : M(B) −→ M(B) to elements of the image ofσ : A −→ M(B).
Writing the above sum concisely as
we can apply the previously defined map δ ∞ to both sides. Since δ ∞ is a homomorphism, it is norm-decreasing and does not increase the error in the approximation.
Thus we obtain an approximation ofτ (a) by
and by the local fullness ofσ, the element δ ∞ (σ(a) 1/3 ) is in the ideal generated bŷ σ(a) in M(B), so we are done.
One corollary of the proposition is:
Corollary 33 (The sandwich theorem). If τ is a trivial extension, dominated by a locally full extension σ, there exists a trivial locally full extension that is dominated by σ and dominates τ .
We can now combine the above result with Corollary 29 to obtain the following: (c) ) is contained in that generated by c; in other words,
Hence, the map φ : C −→ M(B) that we apply the Weyl-von Neumann theorem to is dominated by the identity map, and by the corollary to the absorption theorem (Corollary 28), there is a projection p, equivalent to 1, such that pτ p =π ∞ , with approximate unitary equivalence as the form of equivalence of the extensions. Replacingπ ∞ in this argument byπ ∞ ⊕π ∞ , we have a projection, still denoted p, such that pτp =π ∞ ⊕pi ∞ . Since we are dealing with homomorphisms into the corona, the projection p commutes with the image of τ (modulo B), and we can write pτ =π ∞ ⊕π ∞ . If we consider the projections associated with the copy of O 2 implementing the addition of the two extensions on the right, we get two orthogonal projections e i , each equivalent to 1, with p = e 1 + e 2 and e i τ = π ∞ . Hence
We claim that (1 − p + e 1 ) and e 2 are orthogonal projections that are equivalent to 1. In this case we would have that This lemma is proven by Mingo [11] . The proof of the theorem is now complete. The next theorem shows how to obtain absorbing extensions by piecing them together from extensions of smaller subalgebras. Remark. This theorem demonstrates that absorption is in some sense a local property.
Proof. That i) implies ii) follows from Theorem 34. It is clear that ii) implies iii), and we next show that iii) implies i).
Observe that
B is an injective nuclear homomorphism on an abelian C * -algebra. Let c be the image ofτ (a) in the multipliers, for some positive element a with connected spectrum, and h be a positive element of the ideal generated by c, so that h and c satisfy the hypotheses of the factorizability condition. Since c has spectrum [0, c ] in the corona (and hence in the multipliers), we can, as in Proposition 4, consider
where c is some element isospectral to c, and in the ideal generated by c. Since both a and c have spectra [0, c ], the mapΦ is injective, and hence essential. Moreover, Φ is trivial, so we have thatτ a absorbsΦ. Henceτ a ⊕Φ is approximately unitarily equivalent toΦ, and cutting down by a projection we have f (c ) = rf (c)r * + b for some b of arbitrarily small norm.
Since h has a square root in cM(B)c, we can use Cohen's theorem to factorize h 1/2 as f (c)h f (c) for some h with norm approximately equal to one, and some f (c) with norm equal to one. Noting that c and f (c) 2 are isospectral and that f (c) 2 is in the ideal generated by c, we can take c in the previous argument to be f (c) 2 . Thus, h is approximated by f (c)h rcr * h f (c). This establishes the factorization condition. As has been pointed out before, the definition of absorption as it is usually applied implicitly contains the requirement to absorb infinite repeats of a subordinate extension, and recalling that infinite repeats are locally full (Lemma 14), we see that τ must be locally full. Proof. We must show that an element of the given form is a well-defined two-sided multiplier of B. Consider first of all the cases where the element is of the form cmc with m in the multipliers of BcB. If b is in B, we define an action of cmc on b by approximating cmcb by cm(hcb), where h comes from an approximate unit for B and where m can now be applied on the right. The general case can be obtained by also approximating d by a finite sum m k cm k .
Lemma 39. The ideal generated by a positive element x is the same as the ideal generated by f (x), where f ∈ C 0 ((0, 1]) is a function that is invertible under composition.
Proof. By "rounding off" the function f (λ)/λ, we can find a not necessarily bounded sequence of C 0 functions g n such that xg n (x) goes to f (x) in norm. Therefore, f (x) is contained in the ideal generated by x. Since f is invertible under composition, the reverse inclusion also holds.
Lemma 40. The ideal generated by x * x is the same as the ideal generated by xx * .
Proof. 
Final comments
i) The standard equivalence relation for extensions is unitary equivalence modulo the canonical ideal: i.e.τ (a) = Uσ(a)U * + b, with b depending on a. The stronger notion of approximate unitary equivalence, used here and sometimes used in the classification theory for C * -algebras, is obtained if we also require that the norm of b can be made arbitrarily small (pointwise with respect to a ∈ A) by choosing U suitably. We are led to ask if the resulting equivalence classes within the set of ideal-related purely large extensions are in fact the same. This appears to be likely, since absorption theorems generally give approximate unitary equivalence.
ii) It appears that infinite repeats do not behave as well in the ideal-related situation as they do in the classical situation. In particular, is it true that infinite repeats must necessarily be absorbing in the ideal-related sense? This would seem plausible, but difficult to prove.
The definition of absorption, as it is usually applied, is infinite absorption. In other words, if τ absorbs σ, then τ absorbs σ ⊕ σ ⊕ σ ⊕ · · · . One could equally well study finite absorption, where we just drop this condition, and presumably one would then be led to a theory of absorbing extensions that are not locally full. Infinite repeats would have no natural place in such a theory.
iii) An inspection of the proofs of the theorems shows that the stability of B is used primarily in defining the sum of extensions: first, in connection with the construction of infinite repeats, using a copy of O ∞ in the multipliers; and second, in using a unital copy of O 2 to define pairwise addition of extensions. Since O 2 contains a copy of O ∞ , it seems likely that stability could be replaced by the existence of a copy of O 2 in the multipliers.
iv) Consider the set of all absorbing (in the ideal-related sense), nuclear, essential, and separable extensions of two given C * -algebras. Then, a natural question is to ask what algebraic structure can be assigned to this set. The BDF construction shows that the set is a semigroup, and clearly the semigroup can be partitioned into subsemigroups, with each subsemigroup corresponding to an ideal class (i.e. the map induced by a Busby map on the lattice of ideals). Moreover, one of these ideal classes (the class of full extensions) is actually the group KK 1 (A, B) . In this paper we have shown that trivial extensions satisfying appropriate hypotheses are algebraically trivial within each ideal class of extensions. Among open questions, we mention the following: do there exist trivial extensions in each ideal class?
