Abstract-Data-intensive knowledge discovery requires scientific applications to run concurrently with analytics and visualization codes executing in situ for timely output inspection and knowledge extraction. Consequently, I/O pipelines of scientific workflows can be long and complex because they comprise many stages of analytics across different layers of the I/O stack of high-performance computing systems. Performance limitations at any I/O layer or stage can cause an I/O bottleneck resulting in greater than expected end-to-end I/O latency. In this paper, we present the design and implementation of a novel data management infrastructure called Software-Defined Storage Resource Enclaves (SIREN) at system level to enforce end-to-end policies that dictate an I/O pipeline's performance. SIREN provides an I/O performance interface for users to specify the desired storage resources in the context of in-situ analytics. If suboptimal performance of analytics is caused by an I/O bottleneck when data are transferred between simulations and analytics, schedulers in different layers of the I/O stack automatically provide the guaranteed lower bounds on I/O throughput. Our experimental results demonstrate that SIREN provides performance isolation among scientific workflows sharing multiple storage servers across two I/O layers (burst buffer and parallel file systems) while maintaining high system scalability and resource utilization.
INTRODUCTION
T HE increasing trend towards data-intensive computing has elevated data analytics to first class entities in today's high-performance computing (HPC) data centers [1] , [2] , [3] , [4] . Disk-based file systems are proving increasingly inadequate in meeting the demands of data analytics. As such, data management systems are moving from postprocessing of massive data sets to new approaches in which more simulation outputs are processed by analytics operating in situ, i.e., concurrently with the simulations being run [5] , [6] , [7] , [8] , [9] , and these new workflows tend to be more sensitive to vagaries in I/O performance.
While the technology exists to implement scientific workflows, there is a critical barrier to keeping performancesensitive users from using the techniques, namely the lack of operational support for the enforcement of end-to-end QoS policies, which dictate the performance of data-intensive scientific workflows. As an example, the molecular dynamics simulation code LAMMPS workflow [10] uses atomic bond computation (Bonds) and atomic symmetry analysis (Csym) for material crack detection [11] . Bonds consumes data produced by LAMMPS, and its output is further analyzed by Csym. Typically end-users can specify computing policies (e.g., the number of cores and/or the number of compute nodes) for these applications using PBS [12] or Slurm [13] job scheduling software in HPC systems. However, no I/O policies (e.g., minimum required I/O bandwidth between LAMMPS and Csym) can be enforced together with the compute policies, leaving the end-to-end performance of the LAMMPS workflow highly unpredictable in shared storage systems that are simultaneously used by multiple jobs across the data center [14] . Although management of compute resources is well understood and supported using job schedulers, techniques for supporting the enforcement of end-to-end I/O policies are still in their infancy for HPC storage systems. It is very challenging for job schedulers of HPC systems to provide such services for several reasons.
First, an effective performance interface and underlying infrastructure are lacking for QoS specification for I/Omost production HPC clusters do not provide such a QoS interface for users, rather, their storage services are limited to sharing storage capacity (I/O throughput) with besteffort service quality. As such, the I/O performance of an application running in such an environment is highly unpredictable because of resource contention on various components of HPC systems such as network [15] , memory [16] , and disk [17] , where I/O throughput has been observed to vary by 2.5 times between two identical runs [17] . For HPC systems supporting a QoS interface, it is in the form of a simple service-level agreement (SLA), usually specified as the lower bound on I/O throughput [18] or shares [19] . No existing HPC system provides enforcement of both. The problem is that the lower bound is only relevant when the sum of lower-bound throughput of jobs is close to the current capacity of storage systems. If a system has spare capacity after satisfying I/O lower bounds, administrators have no knobs to allocate it to workflows whose execution time is more sensitive to I/O performance. Nor can it be allocated to other pipelines (e.g., those in scientific workflows) that have correlated functionalities and may require a similar amount of storage resources in the same or adjacent time intervals.
Second, enforcement of end-to-end policies for I/O pipelines requires both coordination and differentiated treatment across multiple layers of I/O stacks. Fig. 1 illustrates an I/O path for serving requests of data analytics on Cray machines at the National Energy Research Scientific Computing Center using a burst-buffer technique for in-situ execution [20] . On one hand, burst-buffer nodes, I/O nodes, and storage servers need coordinated operations to implement end-to-end policies. For example, to enforce the policy "minimum throughput of 200 MB/s between LAMMPS and Csym," all I/O layers along the I/O path need to be able to control the rate at which requests are processed. In addition, individual layers also need to recognize general high-level identifiers (e.g., "LAMMPS" and "Csym") to relate a request to the I/O pipeline and the policy that applies. On the other hand, because of differing semantics, individual layers need to treat requests differently. For example, I/O nodes handle requests in file semantics, while burst buffers might support other semantics (e.g., cache or memory semantics) for more efficient access to in-situ data.
Third, efficient implementation of QoS policies must account for the variable I/O demands of applications and the heterogeneity of storage devices without sacrificing system scalability and usability. Scientific applications are designed to aggregate I/O operations into dedicated I/O phases, such as loading data at the beginning of execution or writing periodic checkpoint data, so I/O requests can be very bursty. Background tasks [21] on both compute nodes and storage servers can also cause I/O throughput fluctuation. Without dynamic reallocation of storage capacity to applications, storage systems may be underutilized when an application that has a fixed reservation of storage resources is in a compute-intensive phase. Further, the impact of heterogeneity of storage devices is significant in the implementation of the policies. As an example, random access of disk is at least an order of magnitude slower than sequential access. Finally, HPC storage management systems need to provide an easy-to-use user interface that is compatible with existing software for CPU and memory management. This paper proposes the concept of software-defined storage resource enclaves (SIREN) for resource management of HPC storage systems. SIREN provides a performance interface for users to specify I/O requirements such as reservations and shares. Reservations, expressed in absolute units, are lower bounds on I/O throughput requested by users. Shares specify relative allocation-the ratios in which different applications receive service-thus denoting I/O priority. SIREN allows users to set reservations and shares for individual applications or collectively for a group of related applications and analytics (e.g., the aforementioned LAMMPS, Bonds, and Csym). With SIREN administrators can partition storage resources hierarchically with the largest enclave spanning the entire storage system, and the smallest enclave serving a single analytic or simulation. Because multiple enclaves need to be managed in HPC systems, SIREN can allocate storage resources among enclaves with varied reservations and shares defined by users and serving workloads whose I/O demands dynamically change at runtime.
We have implemented a prototype of SIREN with a performance interface compatible with the semantics of PBS/ TORQUE [22] . The performance interface is integrated with QoS-aware request schedulers on staging and I/O nodes of the OrangeFS parallel file system. Our evaluation with representative scientific workloads shows that SIREN is able to provide performance guarantees for single applications or a group of applications and dynamically allocate resources according to their I/O demands.
In summary, we make the following contributions.
We propose a novel performance interface for I/O resource management in HPC systems. End users can use it to logically partition I/O resources among storage resource enclaves shared by a group of applications in a hierarchical manner. SIREN can guarantee resource reservations and shares for storage resource enclaves to enforce end-to-end I/O policies for performance-sensitive in-situ data analytics. A distributed scheduling algorithm is designed to effectively manage storage resource enclaves, which are organized as a tree. The algorithm takes end-users' QoS requirements, current I/O demands of applications, and enclave autonomy into account to provide performance guarantees, high resource usage, and software scalability. An enclave migration framework is designed to map enclaves to heterogeneous storage devices by considering how characteristics of devices and workloads affect system I/O efficiency. In this framework a machine-learning-based algorithm is used to automatically identify the opportunities for enclave migration.
To reduce the migration overhead, SIREN supports dynamic mapping of logical file domains to physical locations. We have implemented SIREN at two key I/O layersstaging nodes and storage servers. Extensive evaluation of SIREN with real-world scientific workflows (e.g., GTS and LAMMPS) shows that it can effectively implement performance goals in terms of throughput reservations and shares with strong isolation among enclaves sharing burst buffers and parallel file systems. The rest of the paper is organized as follows. Section 2 presents a motivating example for the needs of storage resource enclaves and discusses related work. Section 3 describes the design of resource partitioning algorithms and enclave mapping algorithms used in SIREN. Section 4 discusses SIREN's implementation in HPC systems and related issues. Section 5 describes and analyzes experimental results, and Section 6 concludes.
MOTIVATION AND RELATED WORK
In this section we first present a motivating example to demonstrate the needs of storage resource enclaves, and then review the limitations of existing systems.
The Need for Storage Resource Enclaves
A storage resource enclave is a set of storage resources dedicated to one application, or a group of applications together serving an I/O pipeline. Consider a consolidated HPC storage system as a resource enclave. Multiple workflows and background tasks are scheduled to run simultaneously on dedicated compute nodes sharing a pool of site-wide storage devices including I/O staging nodes and file system servers. In the following we use enclaves at the file system layer as an example. As depicted in Fig. 2 , the administrator sets up two first-level enclaves, LAMMPS-group and GTS-group, with settings reflecting the end-users' performance requirements for the workloads. There are four second-level enclaves, LAMMPS-analysis, LAMMPS-checkpoint, GTS-analysis, and GTS-checkpoint. The LAMMPS-analysis enclave manages resources for LAMMPS with Bonds being executed in situ for crack detection. The GTS-analysis enclave supports the GTS code with FFT being executed in situ for analysis of particles' spatial distribution while turbulence occurs. The other two enclaves, LAMMPS-checkpoint and GTS-checkpoint, manage I/O resources used by corresponding applications writing snapshots to parallel file systems.
The applications in the GTS-group enclave may need an overall reservation of 1000 MB/s. This total reservation is flexibly shared by its two sub-enclaves based on the peaks and troughs of demand during the execution of the GTS simulation. Within the same parent enclave, the ratio of shares of GTS-analysis and GTS-checkpoint enclaves is 3:1 reflecting a higher I/O priority for the applications running in the GTS-analysis enclave under contention. If an application (e.g., GTS) has low I/O demand, the storage resource should flow first to other applications in the GTS-analysis enclave before a different enclave, e.g., LAMMPS-group.
In summary, the semantics of storage resource enclaves enable rich control of end-to-end I/O performance of multistage scientific workflows. In addition, it distributes parents' reservations and shares to their children while ensuring that each child gets at least its own reservation and no more than its demand. Thus it reduces the burden on administrators and end-users to dynamically set QoS goals to achieve maximum resource utilization.
Previous Work
In-situ data analysis promises significant benefits, and a lack of end-to-end I/O performance guarantees is one of the most critical areas to be addressed and much research work is focusing on it. The work related to SIREN is discussed following.
Staging Resource Management in HPC Systems. Both resource provision and scheduling have profound effects on I/O performance of in-situ applications. Provisioning staging resources is usually done by considering both users' expected I/O performance and data access patterns of applications profiled offline [6] . Though it is orthogonal to scheduling, an effective provisioning approach provides elastic resources for adaptive scheduling, especially under I/O contention. Previous work provides administrators knobs for controlling the placement of staging data and the amount of allocated resources based on demands of applications [5] , [25] , [26] . Recently, I/O Container was designed to automatically alleviate the I/O bottleneck detected during data staging [27] . DataStager resolves contention between application-level communications and middleware-level communications [28] . DataSpaces supports data staging in deep memory hierarchies [29] . However, none of these provide end-to-end performance guarantees. Furthermore, most of these previous works concerned resource provision and scheduling for stand-alone jobs, which may comprise multiple in-situ analytics. In contrast, SIREN provides users an I/O performance guarantee for jobs running concurrently with all other jobs in a data center, where storage contention between jobs dominate I/O issues [17] , [30] , [31] .
QoS-based I/O Resource Allocation. Much of the existing work on QoS-based I/O resource allocation supports proportional sharing, reservation, and hierarchical resource management. Table 1 provides a summary of existing approaches for QoS-based resource allocation and their comparison with SIREN. Proportional sharing has been well studied, and these designs are based on fair-queuing algorithms for throughput allocation among multiple I/O streams [32] , [33] , [34] . To minimize contention between the streams, approaches such as Argon [35] and YouChoose [36] explicitly set the quanta of disk service time for each stream, batch a number of requests from a stream, and serve them together to amortize the interference overhead. Stonehenge [32] and Facade [37] adjust the Fig. 2 . An example of storage resource enclaves for in-situ data analysis sharing burst buffers and parallel file systems. R and S denote I/O reservations and shares, respectively. < R;S > and ½R; S denote enclave QoS settings at the file system layer and at the burst buffer layer, respectively. queue depth of disk schedulers (e.g., CSCAN) to effect a tradeoff between QoS and disk efficiency. PARDA provides a distributed proportional-share algorithm to allocate resource for VMs running on a cluster of ESX hosts [23] . The mclock algorithm supports I/O reservations to guarantee the lower bound of I/O throughput for applications running on VMs [38] . Most recently, resource pools were proposed for hierarchical resource management [21] , [39] . However, these works only help to enforce QoS policies at a particular layer of the I/O stack. IOFlow was designed to provide QoS control across multiple I/O layers for virtualized storage systems [24] but cannot be directly applied to HPC storage systems. We believe that SIREN is currently the only system that enforces end-to-end policies across I/O layers in consideration of the characteristics of tightly coupled in-situ analytics.
QoS-Aware Management of HPC Storage Resources. QoSaware resource allocation for scientific applications has been primarily investigated at the layer of parallel file systems. For example, vPFS supports QoS-aware storage resource management by implementing a variant of the DSFQ algorithm to reduce synchronization overhead [19] . U-Shape was proposed to provide storage QoS and performance isolation under I/O contention by using derived throughput bounds as the performance interface to maximize storage efficiency under changing data access patterns of applications [18] . Most recently, libsos [30] was designed to provide asynchronous I/O service for applications sharing object-based storage systems such as Ceph [40] . Here applications are required to make a resource reservation before being served and libsos is responsible for assigning disk service times to applications, thereby reducing I/O contention by avoiding concurrent access by multiple applications in a specific time interval. SIREN also provides basic storage QoS (e.g., proportional sharing and I/O reservation) in HPC systems. Most importantly, it guarantees end-toend I/O performance across multiple I/O layers. Another unique feature of SIREN is its provision for performance isolation of a group of tightly coupled applications rather than a single application, thereby providing better resource allocation to in-situ analytics that have correlated functionalities and I/O behavior.
THE DESIGN OF SIREN
SIREN is a scheduling framework to implement storage resource enclaves, in part by partitioning I/O resources. All enclaves created by SIREN are logically organized as a tree with the root node denoting either the whole of the resources in the system or a partition of the resources managed by SIREN. Resource allocation is done recursively at each level of the tree. The key challenges in the design of SIREN are (1) providing reservations while not suffering resource under-utilization, (2) maintaining system scalability, and (3) achieving high I/O efficiency in heterogeneous storage systems. To improve resource utilization SIREN dynamically distributes I/O resources according to reservations and shares of enclaves and the I/O demands of applications which are tracked online. For better scalability, SIREN provides autonomy to sub-enclaves and uses a publisher/ subscriber communication model for tracking system statistics. To improve I/O efficiency, it migrates enclaves between heterogeneous storage devices according to the characteristics of workloads. In this section, we discuss the software architecture of SIREN and the distributed algorithms for its enclave management.
Overview of System Architecture
The SIREN scheduling framework is designed to manage storage resource enclaves. Fig. 3 shows the overall system architecture. An HPC storage system contains multiple enclaves that are organized in a tree hierarchy. The enclave at the root manages all of the HPC I/O resources. The leaf enclaves directly issue requests to staging servers (e.g., burst-buffer nodes) or storage servers. Non-root enclaves are the basic scheduling instances of their parent enclaves. Thus an HPC storage system is recursively decomposed into multiple management domains. Resources may be shared by multiple enclaves (e.g., BBN2 and SN1). Enclaves can have existence at multiple layers (e.g., Enclave1 and Enclave2).
SIREN has two major components, the enclave manager and request scheduler, which work synergistically to achieve QoS goals in distributed storage clusters. The SIREN enclave manager is a user-level daemon that performs two major tasks: (1) aggregating I/O demand from its sub-enclaves at specified I/O layers, and (2) computing new values for the reservations and shares for use by its sub-enclaves considering the demands of all the layers. The SIREN request schedulers manage dispatching queues at various I/O layers to enforce the reservations and shares specified by the enclave manager. They periodically (1) receive the updated values of reservations and shares from leaf enclaves, (2) set the storage capacity after considering the data access patterns of workloads and divides it among the enclaves sharing the storage servers, and (3) schedule I/O packets in accordance with the allocations. The SIREN request scheduler is a variant of mclock [38] . Though it is similarly based on virtual time assignment for QoS scheduling, its virtual times are further adjusted based on I/O services received by other enclaves to achieve total-service proportional sharing in the whole storage system. break; // Update demands of internal enclaves 12 for each internal enclave k in layer i do // n c : the number of children of enclave k 13 demand
Hierarchical and Cross-Layer Enclave Management
Cross-Layer Demand Aggregation. Enclave managers perform I/O demand aggregation bottom-up from the leaf to root enclaves. SIREN compares the reservation to demand in each enclave to ensure that the reserved I/O bandwidth is no more than the demand of applications. Algorithm 1 describes the algorithm for demand aggregation. The inputs to the demand aggregation module of SIREN include statistics, e.g., average I/O latency and throughput, which are collected during the previous monitoring interval in leaf enclaves and system parameters, e.g., the number of leaf enclaves and total I/O capacity (in IOPS) of a storage layer, and the capacity ratio between two layers. We use the approach of the Pesto system to dynamically determine the I/O capacity of a storage layer [41] .
For each enclave at a particular storage layer, SIREN computes I/O demand in terms of I/O throughput (in IOPS) using Little's law [42] . Specifically, it calculates the I/O demand demandOIO i leaf j in terms of outstanding I/O requests in dispatching queues using the average I/O latency and throughput measured in each enclave (line 4). Then demandOIO i leaf j is converted to I/O demand demand i leaf j quantified in IOPS for the convenience of calculation (line 5). Then we compute the total demand demand i total by aggregating all the demands of leaf enclaves in layer i (line 6). If the total demand is larger than the capacity of storage layer i there is resource under-provisioning. SIREN addresses shortterm resource under-provisioning by increasing the effective demands in layer i þ 1. In this scenario, SIREN quantitatively calculates how much more resource needs to be allocated to the next layer considering the capacity difference ratio a i between the two layers and the amount of required resource in IOPS in layer i (lines 7-11). Finally, all the internal enclaves compute demands by aggregating demands of their child enclaves (lines 12-13). In the algorithm, t c is a congestion threshold determined based on our experimental results. For example, it can be set to 5 milliseconds and 10 microseconds for the SSD-based parallel file systems and burst buffers using DRAM, respectively.
Dynamic Computation of Reservations and Shares. SIREN computes dynamic reservations and shares for enclaves at runtime based on the user-specified values of reservations and shares and the demand of enclaves from the root to leaf enclaves (top-down). The process can be seen in Algorithm 2. The inputs to the module include the user-specified shares, reservations, and demands of all the internal and leaf enclaves. While traversing all internal enclaves, SIREN computes the shares share dynamic ci which are dynamically allocated to its child enclaves based on their respective weights computed using user-specified shares (lines 1-3). Then SIREN partitions an enclave's reservation among its children. If the aggregated reservation reservation total from the child enclaves is larger than its parent's reservation reservation internal j , the effective reservation reservation dynamic ci allocated for each child is reduced according to its share weight (lines 6-7). Otherwise, reservation dynamic ci is increased based on its weight (lines 8-9) since SIREN allocates the remaining reserved resource proportionally to its children according their shares. In the end, we need to compare reservation dynamic ci to the demand of an enclave to determine if resource under-utilization may happen. If reservation dynamic ci is higher than the demand, SIREN reduces it to the demand of the enclave. The complexity of the algorithm is OðMN log NÞ, where M is the number of storage layers and N is the maximum number of enclaves in all layers. In our experiments M is equal to 2, consequently its complexity is OðN log NÞ.
Local Request Scheduling. The request scheduler has been implemented at two I/O layers to demonstrate the effectiveness of SIREN for enforcing shares and reservations across I/O layers. Specifically, it is integrated with ADIOS [43] I/O middleware to control the I/O throughput at burst buffers for in-situ execution, and in the request-scheduling module of the OrangeFS parallel file system [44] .
Enclave Autonomy for Improving Scalability
SIREN must be a scalable resource management system. Centralized approaches (e.g., IOflow [24] ) do not work in HPC systems having thousands of nodes. As such, SIREN provides enclaves a degree of autonomy to manage their own resources and adapt to changes in I/O demands of their sub-enclaves. Thus non-root enclaves can resolve local issues themselves without the need of high-overhead global coordination. In addition, it supports autonomy at multiple levels so that higher-level enclaves can make decisions less frequently and using less data. More specifically, all non-root enclaves of SIREN update demand every four seconds. Demand variation greater than 10% of the total capacity managed by an enclave indicates a potential I/O issue in the system. The issue can be caused by dynamic data access patterns of applications or I/O contention among enclaves sharing the same physical servers. In both scenarios the enclave manager sends the current demand to its parent enclave manager. If the manager of the parent enclave X has enough capacity to satisfy the demand it will enable topdown computing of dynamic shares and reservations only for the subenclaves of X. If this is insufficient the demand will be successively forwarded to the parent enclave manager until the demand is satisfied or until reaching the root enclave. If the root enclave still cannot satisfy the demand SIREN reports a warning to system administrators indicating the need for external intervention.
Algorithm 2. Recursively Compute Dynamic Shares and
Reservations Based on the Enclave Tree for Each Layer Input: share internal j and reservation internal j : user-specified share and reservation of internal enclave j; C i : Children of enclave j, 1 ci n with user-specified reservation ci , share ci and its demand demand ci . Output: share dynamic ci and reservation dynamic ci : dynamic shares and reservation allocated to local schedulers. // Compute total shares 1 share
Enclave Placement and Migration
HPC I/O systems usually consist of a collection of heterogeneous devices. For example, the staging nodes may contain solid-state disks (SSDs), while the storage nodes serve requests using disks or SSDs. We use a machine learning based approach to determine the initial placement of enclaves and their migration as the data access patterns of workloads change and I/O demand is updated. 
Algorithm
3. Mapping Enclaves to Storage (home) Devices Based on the Service Time of Their Sample Requests Input: ES: the set of all leaf enclaves; reservation i : throughput reservation of leaf enclave i; index i : home storage device specified by a user or by SIREN for the leaf enclave i; time i ssd and time i disk : service time of the sample requests of enclave i on SSDs and disks; Capacity ssd and Capacity disk : capacity of SSDs and disks. Data: DS ssd ={}, and DS disk ={}: the sets of enclaves assigned to SSDs and disks. // Sort enclaves in decreasing order of their throughput reservations 1 sort decðESÞ; 2 for i 2 ES do 3 if index
Initial Placement of Enclaves
The goal of initial placement is to determine the home storage device based on conditions such as availability of storage space, device capacity, each enclave's required performance (e.g., throughput reservation). In addition, we need to consider its fitness for the storage device. For example, when an enclave has mostly sequential requests it could be served on both disk arrays or SSD arrays as long as the minimal throughput can be achieved. However, if an enclave has mostly random requests it is better served on SSD arrays or staging buffers.
We use a machine-learning-based approach to determine the fitness of an enclave with the respect to a specific storage device. Because the major factor that affects the fitness is data access pattern, SIREN extracts the pattern from sample requests issued from applications running in an enclave. Specifically, SIREN uses the following steps. (1) We train machine learning models to obtain the relationship between request service time and data access patterns of workloads (e.g., request size, type, number of processes, and sequentiality). The model is trained for each storage device using both a synthetic training data set and I/O traces profiled from the execution of representative applications. We use the CART model and Weka for the model training and testing [36] , [45] . (2) We collect request samples of applications in the enclave from previous executions. If no samples are available, I/O traces generated by representative MPI/IO benchmarks are used in the calculation of the fitness of an enclave. The fitness is subjected to further adjustment at runtime as explained in Section 3.4.2. (3) We feed the sample requests of each enclave into the device's model to obtain the average service time of the sample requests for the enclave. The service time is then used by Algorithm 3 to determine the home device of the enclave considering other conditions, e.g., resource availability and throughput reservation.
For the initial mapping Algorithm 3 checks if the home device of an enclave has been specified by a user (lines 3-4). For example, if users specify that Enclave 3 (Fig. 3) needs to run on SSDs, SIREN will not examine its fitness on other storage devices. If the home device is not specified, we deem the device that can provide the minimum service time for an enclave as its home device (lines 5-10). We use the CART model to calculate the service time of sample requests on each device. Finally, if the throughput reservation on the device is greater than its capacity, the enclave will be placed on the parallel file systems using disks (lines 11-13). In this scenario, its throughput reservation may not be enforced. If one of DS ssd and DS disk is empty and the other is not, we randomly move one enclave from the non-empty set to the empty set to reduce the I/O interference on disks or SSDs and improve the load balance of the system (lines [14] [15] . In this paper we only consider the scenario of mapping enclaves to two devices: one SSD array and one disk array. The algorithm can be easily extended to support a storage system consisting of multiple heterogeneous storage arrays.
Enclave Migration
As the data access patterns of workloads change and I/O demand is updated, the initial placement of enclaves as indicated by their home devices may become sub-optimal. SIREN needs to reevaluate the placement of enclaves periodically or when new jobs start executing on the cluster. It supports migrating enclaves between SSDs and disks to achieve high I/O resource utilization and efficiency. Specifically, it periodically runs Algorithm 3 to generate a new set of enclaves assigned to SSD arrays ds ssd and disk arrays ds disk . If ds ssd 6 ¼ DS ssd or ds disk 6 ¼ DS disk , SIREN will set the migration flag. If the flag is set consistently, SIREN will check whether the identified new home device for an enclave has spare capacity to hold the enclave. If so, the enclave migration operations will be carried out. To reduce the migration overhead SIREN supports dynamic mapping of logical file domains to its physical locations. Therefore, it does not need to migrate data associated with applications to its destination storage device during migration.
Specifically, SIREN partitions a file into a series of logical file blocks of 4 MB. After migration, each logical block on the original home device is mapped to a physical data region on the new home device. Incoming write requests are directed to access the new home device directly, while read requests accessing the migrated file blocks are directed to access the latest version of the data according to the metadata recorded in the mapping table. A mapping table is implemented using the Redis key-value store [46] for request redirection. In this paper we assume the staging nodes are allocated only per users' requests. Therefore, enclave migration is only supported at the layer of parallel file systems. We leave enclave migration across multiple I/O layers as future work.
An example of enclave migration is shown in Fig. 4 . Assume the I/O throughput of 4KB sequential writes is 340 MB/s and 650 MB/s for the disk array on SN0 and SSD array on SN1, respectively. Fig. 4a depicts the initial mapping from the enclaves to heterogeneous storage devices. The enclaves of staging applications (e.g., LAMMPS-staging, Bonds-staging, GTS-staging, and FFT-staging) are served on staging nodes with NVRAM. The LAMMPS-snapshot and GTS-snapshot enclaves are served by SN0 and SN1 separately for minimal I/O interference on the devices. Because LAMMPS-snapshot has a lower throughput reservation than GTS-snapshot, it is placed on the storage nodes with hard disks and GTS-snapshot is placed on the nodes with SSDs. After the Gerris-snapshot enclave [47] is created for the simulation of complex interfaces between fluid phases, SIREN deems SN1 to be the home device of Gerris-snapshot and SN2 to be the home device of GTS-snapshot and LAMMMPSsnapshot. Therefore, GTS-snapshot is migrated from SN1 to SN0. The new mapping is shown in Fig. 4b . If GTS-snapshot is not migrated SIREN cannot enforce the throughput reservation on SN1 for enclaves GTS-snapshot and Gerris-snapshot because of resource under-provisioning.
IMPLEMENTATION CONSIDERATIONS
Building a prototype HPC storage system with support for storage resource enclaves required the development described following. User Interface. Most HPC users manage jobs using PBS for CPU and memory management [12] . Providing a PBScompatible interface could significantly accelerate the adoption of SIREN. To that end we enhanced the PBS interface with new functions and semantics for storage resource management. Fig. 5 shows an example of a PBS job script using the proposed enclave semantics for the creation of storage resource enclaves for LAMMPS and its related data analytics Bonds and Csym. Reservations set by users are given in the unit of MB/s. Its value is converted to IOPS based on average request size collected by SIREN at runtime.
Management Plane. We use the BEACON library to implement the management plane of SIREN [48] . BEACON is a distributed, shared, out-of-band messaging bus used to transfer performance data (e.g., average I/O latency and throughput of leave enclaves) and control commands (e.g., dynamic reservations and shares) between enclave managers. It supports a publisher/subscriber interface and asynchronous communication resulting in minimal interference with applications at large scale. Section 5.8 studies the performance of the management plane.
Naming and Metadata Management. Enclaves are named using high-level identifiers. At every I/O layer enclave managers need to recognize enclave names and correctly correlate the names with identifiers in I/O requests (e.g., file handles for parallel file systems). In addition, the tree topology needs to be tracked from job creation to completion. For management of such metadata we use the Redis key-value store which provides scalable and low-latency access [46] .
Response to Failures. Enclave managers may fail because of hardware and software failures, leading to temporarily degraded performance. To handle failures we build the following recovery mechanism. (1) Each enclave manager periodically sends a heartbeat message to its parent. (2) When an enclave failure is detected, the manager of the parent enclave creates a new enclave whose initial state is determined by the last recorded state of the failed enclave and current status of the storage system. (3) During recovery, a conservative default policy is used for resource allocation and I/O scheduling.
EVALUATION AND ANALYSIS
We conducted an extensive performance study of SIREN to experimentally answer the following questions.
How well does SIREN enforce QoS policies across workflow stages and storage layers? Is SIREN scalable for real scientific workflows with diverse data access patterns? What is the accuracy of the CART machine-learning model and can enclave migration be efficiently implemented? Is the management plane scalable to supercomputers?
System Setup
SIREN was prototyped and evaluated on the Kamiak cluster at Washington State University [49] . The cluster consists of 108 compute nodes, each of which is configured with a 28-core 2.0 GHz Intel Xeon E5-2660 processor, 128 GB DRAM, a heterogeneous storage system consisting of Intel Data Center S3520 480 GB SSDs and an enterprise-class disk array (10,000 RPM). Ten of the nodes were configured as data servers, one of which was also configured as the metadata server for the parallel file system. The SSDs on the data servers were used to set up a parallel file system using OrangeFS version 2.8.4 [44] . Files were striped over data servers with a 64 KB unit. We used the Flexpath transport [9] in the ADIOS [43] I/O middleware (version 1.12.0) to support in-situ data analysis. Ten compute nodes were set up as the staging nodes, which offer service similar to burst buffers. The compute processes are executed on dedicated compute nodes. All nodes share a 56 Gbs InfiniBand interconnect with 2:1 blocking for fast message passing in HPC applications. They run CentOS Linux release 7.3.1611 with kernel-3.10.0. We used MPICH2-3.2 with ROMIO to generate executables of MPI programs. To ensure that all data were accessed from the disk, the system buffer cache of each compute node and data server was flushed prior to each test run. We forced dirty pages to be written back every second on each data server.
In addition, we evaluated the scalability of SIREN on the Titan supercomputer at Oak Ridge National Laboratory [50] . Titan consists of 18,688 nodes, each of which is configured with a 16-core AMD Opteron 6274 CPU and 32GB memory. Each node runs Cray Linux Environment operating system. All nodes were interconnected with a Gemini network. Because installing the SIREN request scheduler on Titan may interrupt compute jobs, we focus on the scalability of its management plane built using BEACON in the evaluation.
Real-World Scientific Workflows
We used three scientific workflows in the experiments.
GTS Workflow. The GTS petascale application is a Fortran particle-in-cell code designed for studying turbulent transport in magnetic fusion plasmas [51] . Multiple arrays are computed and written in its I/O phases for physics diagnostics, visualization, and/or checkpointing. In our experiments the GTS workflow consists of three stages: (1) GTS-staging: we rewrote multiple functions in the GTS code to use ADIOS for writing to burst buffers. For example, restart_write() is modified for staging the zion array, which contains the phase space coordinates of all the simulated ion particles. (2) FFTstaging: we instrumented a program called FFT analysis to read staging data from the burst buffer. It is one of the most heavily used analytics for GTS, calculating the particles' spatial distribution of elements in the zion arrays, and to execute Fourier transforms for physical diagnosis of the phi arrays. (3) GTS-snapshot: the staging data is written to the OrangeFS parallel file system for persistence. For the GTS workflow, we used 100, 10, and 100 processes for GTS-staging, FFTstaging, and GTS-snapshot, respectively.
LAMMPS Workflow. LAMMPS is a popular Molecular Dynamics simulation code [10] . It is written with MPI and performs force and energy calculations on discrete atomic particles. In our experiments the LAMMPS workflow consists of three stages: (1) LAMMPS-staging: we instrumented the LAMMPS source code to use ADIOS for writing output to burst buffers. (2) Bonds-staging: the LAMMPS simulation is coupled with the Bonds [11] analytic for online data exploration. Bonds reads input from LAMMPS and performs allnearest-neighbor calculations to determine which atoms are bonded together. It then further determines whether there are deformation zones in the material. If such zones are detected, it continues to calculate the conditions under which a crack occurred. (3) LAMMPS-snapshot: the staging data is written to the OrangeFS parallel file system for persistence. For the LAMMPS workflow, we used 100, 2, and 100 processes for LAMMPS-staging, Bonds-staging, and LAMMPS-snapshot, respectively. Gerris Workflow. Gerris was developed for simulations of surface-tension-dominant multiphase flows. It is one of the most widely used open-source Computational Fluid Dynamic applications. In our experiments, the workflow consists of Gerris-checkpoint for writing output to file systems and Gerris-vis for visualization of the simulation output. For the Gerris workflow, we used 10 and 1 processes for Gerris-staging and Gerris-vis respectively.
We did not change the concurrency of applications unless otherwise explained. The three workflows shared the SSD-based parallel file system and DRAM-based burst buffer. In the experiments, we set the capacity of the file system to 1.5 GB/s and the burst buffer to 15 GB/s. Note that the capacity reserved for our experiments is less than the real system capacity and the remaining capacity is available to serve other HPC jobs.
Enforcement of QoS Policies across Stages
In this section we present three experiments that show the effectiveness of SIREN for enforcement of QoS policies across multiple stages of scientific workflows and demonstrate how SIREN provides performance isolation between enclaves. The initial resource control setting at each enclave is shown in Fig. 2 .
We measured the resource allocation at the layer of parallel file systems. Fig. 6 shows the throughput allocated to each leaf enclave over 120 seconds of the simulations. With the initial setting, the average throughput allocated to the six leaf enclaves LAMMPS-staging, Bonds-staging, LAMMPS-snapshot, GTS-staging, FFT-staging, and GTS-snapshot are 187 MB/s, 63 MB/s, 250 MB/s, 563 MB/s, 187 MB/s and 250 MB/s respectively. The resource was allocated among LAMMPSgroup and GTS-group according to their reservations because if the resource is allocated based on shares, GTS-group could get only 750 MB/s which is less than the minimum throughput 1000 MB/s as indicated by the reservation, resulting in an I/O bottleneck. After 60 seconds run time, we increased the reservation of LAMMPS-analysis from 200 MB/s to 400 MB/s. With the change, we can observe that (1) the throughput of the internal enclaves LAMMPS-analysis and LAMMPS-checkpoint changed from 250 MB/s to 400 MB/s, and 250 MB/s to 100 MB/s, respectively, and (2) the transition time is 16 seconds on average. The transition time depends on the number of outstanding I/O requests remaining in the dispatch queues. At time 76 seconds, in response to the change in the parent enclaves, the throughput of LAMMPS-staging, Bonds-staging, and LAMMPS-snapshot changed to 300 MB/s, 100 MB/s, and 100 MB/s, respectively.
In the second experiment we studied the enforcement of QoS policies at the burst buffer layer. Specifically, we implemented the QoS-aware burst buffer layer using the Flexpath transport in the ADIOS software. We ran the two workflows with the initial enclave QoS as shown in Fig. 2 . At time 10 seconds we increased the reservation of the enclave LAMMPS-analysis from 2000 MB/s to 4000 MB/s. We observe that (1) SIREN can enforce the QoS policy at the burst buffer layer, (2) the execution time of the two workflows are reduced by up to 80 percent because DRAM-based burst buffers provide higher I/O bandwidth, and (3) the transition time is 5 seconds which is much smaller than that at the file system layer because of the smaller queue length.
In the third experiment we studied whether SIREN can provide performance isolation among enclaves. The results are shown in Fig. 8 . At time 60 seconds we stopped the execution of LAMMPS-snapshot and GTS-snapshot. We observe that resources occupied by the enclaves are released and flow to its sibling enclaves. The throughput allocated to the two enclaves was increased from 187 MB/s to 375 MB/s, and 63 MB/s to 125 MB/s, respectively, according to the ratio of their shares. At time 120 seconds we stopped the execution of the applications in the enclave GTS-group. After 16 seconds, all the resources flowed to LAMMPS-group. Because only two applications LAMMPSstaging and Bonds-staging were running, their I/O throughput increased to 1125 MB/s and 375 MB/s, respectively.
Enforcement of QoS Policies across I/O Layers
SIREN enforces QoS policies across I/O layers to help achieve end-to-end performance of scientific workflows executed in situ. In addition, when I/O interference occurs abruptly at one I/O layer, it can immediately respond to these events by allocating more resource at other layers. In the experiments, we run the two workflows with the QoS setting as shown in Table 2 to control resource allocation at two I/O layers: a burst buffer with reserved capacity 15 GB/s and parallel file system with reserved capacity 1.5 GB/s. At time 60 seconds we run another staging application VisIt [52] to visualize the in-memory data produced by FFT-staging in the background for 20 seconds. Fig. 9 shows the aggregated throughput for the enclaves GTS-group and LAMMPS-group in the burst buffer and file system. We have two observations from the results. (1) When the I/O interference caused by VisIt occurred at time 60 seconds in the burst buffer, SIREN quickly responded by increasing the I/O demand of GTS-group at the file-system layer, resulting in more resource being allocated to serve the requests from the burst buffer for the GTS-group enclave. As a consequence, the execution time of the applications in the enclave did not change. (2) The performance of the LAMMPS workflow was not affected by the interference of the visualization application in the GTS-group enclave. This demonstrates that SIREN can provide performance isolation between enclaves even under I/O interference across multiple storage layers.
System Scalability
In this section we study the scalability of SIREN on Kamiak. We ran the two workflows and increased the number of processes of GTS and LAMMPS from 100 to 800. The QoS setting for the experiments is shown in Table 2 . We measured the throughput of the enclaves LAMMPS-group and GTS-group and the aggregated throughput of the burst buffer and parallel file system with and without SIREN. The results are shown in Fig. 10 . When the number of processes is increased The setting of leaf enclaves is the same as that shown in Fig. 2 at both layers. from 100 to 800 we observe that SIREN can maintain the required throughput as indicated by reservations for both the burst buffer and parallel file system. For example, when the number of processes is 100, at the layer of parallel file system the throughput of the enclaves LAMMPS-group and GTS-group are 988 MB/s and 490 MB/s, respectively, which are very close to their reservations (1000 MB/s and 500 MB/s). In addition, we measured the overhead of SIREN by comparing the system throughput without QoS control to control being enforced by SIREN. We found that the overhead is 0.9 percent on average at the burst buffer layer and 3.7 percent at the parallel file system layer. SIREN has a greater overhead in the parallel file system because the I/O latency of SSDs for random accesses is much greater than that of DRAM. At both of the layers, we also observed that there is no major fluctuation in the execution overhead as we increased the number of processes from 100 to 800, indicating that there is no scalability issue.
Accuracy of the ML Model
We evaluate the accuracy of the trained CART model of storage devices in this section. For training the CART model of the storage arrays and SSD arrays installed on Kamiak, we collect I/O traces when executing GTS, LAMMPS, and Gerris and trained each model using 200,000 I/O requests. In the fitness tests of the trained CART mode, we use 80 percent of the I/O traces as training data and the other 20 percent as a test data set to evaluate the prediction accuracy of the models. We use the relative error as the metric in the evaluation of the predication accuracy. Specifically, relative percentage error x is defined as x ¼ ðT m À T p Þ Ã 100=T m , where T m is the measured request latency (service time) and T p is the predicted latency of the request by the CART model. The smaller the absolute relative error, the better the prediction. Fig. 11 shows the relative errors for 4000 I/O requests from the three applications. From the results we observe that (1) the average relative error of all the requests is 23.7 percent, showing that the predicated latency is close to the measured latency, and (2) for a small number of requests the relative errors are greater than average.
We compared the accuracy of the storage-device models trained using three machine-learning algorithms, random forest [53] , CART [54] , and M5P [55] with results shown in Table 3 . Of these, random forest achieves the highest prediction accuracy. The training time varies from 91 seconds with random forest to 120 seconds with CART. However, we found that the accuracy of the storage models is not sensitive to the prediction errors because we use the average latency of the sample requests in the determination of the mappings of enclaves to storage devices in Algorithm 3. The model training is executed offline.
Efficiency of Enclave Migration
A consolidated system may consist of heterogeneous storage devices. We evaluate the efficiency of enclave migration in a storage system consisting of one SSD array and one disk array installed on Kamiak. Enclaves were set up with the QoS requirements as specified in Fig. 4 . At time 25 seconds, the Gerris-checkpoint and Gerris-snapshot enclaves are created to serve snapshot I/O from the Gerris application. The initial mapping of enclaves and the mapping after migration are shown in Fig. 4a and 4b . In the experiment, we measure the I/O throughput of the SSD and disk array during the execution of the workflows. The results are shown in Fig. 12 . We have three observations. (1) Migration of enclave GTS-snapshot from SN1 to SN0 took 7 seconds. The execution of the proposed machine-learning module is 0.45 second with 5,000 I/O requests in the input. (2) After migration the heterogeneous storage system can serve three workflows compared to serving only two workflows without migration. (3) After migration the overhead of serving I/O requests is small because both of the devices can provide sustainable high throughput which is only 2.1 percent less than their capacity.
Performance of the Management Plane
We studied the performance of the management plane implemented using BEACON on the Titan supercomputer.
In the experiments we used one root enclave and increased the number of leaf enclaves from 10 to 100. Every leaf enclave hosts one MPI program which employs one tenth of the N processes when the number of leaf enclaves is 10 and one hundredth of the N processes when the number of leaf enclaves is 100. Each process sends 1000 messages with performance data attached from the leaf enclaves to the root enclave. We implemented the communication plane using both BEACON and MPI and compared the message passing latency with different message sizes and numbers of processes in each leaf enclave. For the MPI implementation we use MPI asynchronous communication functions. For the BEACON implementation each process runs as a publisher and each enclave manager runs as a subscriber which asynchronously receives 1000 messages from publishers.
In the experiments we increased the total number of processes N from 320 to 1280 and message sizes from 64 to 256 bytes. The average latencies are shown in Fig. 13 . We observe that the latency with BEACON is 17.1 percent less than the latency with MPI because BEACON is a lightweight software system compared to the MPI library. For example, MPI needs to support various communication protocols, while BEACON currently uses only sockets. In addition, BEA-CON supports scoping to reduce communication overhead.
CONCLUSION
We have proposed a scheme, SIREN, to provide end-to-end I/O performance guarantees across multiple stages of a workflow using storage resource enclaves semantics. It hierarchically partitions I/O resources among enclaves by controlling the scheduling queue size using a distributed partitioning algorithm taking into account of both endusers' static settings (e.g., resource reservations and shares) and current I/O demands of applications. We integrated SIREN into two I/O layers: burst buffers and parallel file systems. Our evaluation with a diverse set of workloads shows that SIREN can faithfully and efficiently enforce end-to-end I/O policies specified by end-users, and provide strong performance isolation for in-situ analytics in different enclaves, with software overhead 1 and 3.5 percent in the burst buffer and parallel file system, respectively. SIREN supports enclave migration to achieve high I/O efficiency in heterogeneous storage systems.
In future work we will study the effect of QoS enforcement on the performance of PBS job schedulers and evaluate SIREN with other scientific workflows (e.g., S3D [56] ) on Titan. To improve the accuracy of the storage models, we plan to use an incremental learning algorithm. We will further enhance SIREN to support enclave migration across multiple I/O layers.
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