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a b s t r a c t
A similarity relation with its partition tree has been applied in the performance evaluation
area for obtaining an agglomerative hierarchical clustering. These fuzzy relation-based
methods require a decision maker to perform pair-wise comparisons for the similarity
among criteria as forming a fuzzy relation matrix. The approach is developed based on
real membership values of fuzzy relations. However, interval-valuedmemberships may be
better than real membership values to represent higher-order imprecision and vagueness
for human perception. Thus, in this paper we would like to extend fuzzy relations to
interval-valued fuzzy relations and then construct interval-valued similarity relations for
performance evaluation. We first give some definitions for these interval-valued types
of fuzzy relation, similarity relation and resolution form. We then construct an interval-
valued fuzzy similarity relation into a hierarchical structure schema. It is shown that both
of procedures and results for the partition tree derived from interval-valued and crisp-
valued similarity relation matrices have some corresponding relationships and different
merits. To demonstrate the usefulness of the proposed approach, performance evaluations
for academic departments of higher education are considered by using actual engineering
school data in Taiwan.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In the performance evaluation area, establishing an effective model for objective assessment has been a continuous
concern for decision-makers (DMs). The problem of evaluation analysis, particularly for large-scale complex processes,
is usually represented as a hierarchy of goals and means in the shape of a systematic diagram composed of all the
criteria elements. In other words, a hierarchical structure can be constructed for performance evaluation. The problem
of establishing a hierarchical evaluation structure can be considered as a clustering process to group the related various
criteria together. However, due to the availability and uncertainty of information, and the fuzziness of human feelings and
recognitions, a fuzzy clustering method should be used.
Since Bellman et al. [1] and Ruspini [2] first initiated the research on clustering based on fuzzy sets [3], fuzzy clustering
has been widely studied and applied in a variety of different areas (see Bezdek [4], Yang [5], Hoppner et al. [6]). These fuzzy
clusteringmethods can be roughly divided into two categories. One involves distance-defined objective functions. The fuzzy
c-means (FCM) algorithm and its variations are the well-known approaches in this category (see Baraldi and Blonda [7],
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Lee [8], Yu and Yang [9]). However, these FCM-type methods need to have data presented in feature vectors so that the
distance and prototypes can be calculated.
The other category involves fuzzy relations. Zadeh [3] first defined a fuzzy relation R between X and Y as a fuzzy subset
of X ×Y by an extension of allowing uR(x, y) being a membership function assuming values in the interval [0, 1]. Zadeh [10]
then defined a similarity relation, which can be applied to many areas such as classification, matching and recognition (see
Tamura et al. [11], Dunn [12], Yang and Shih [13]). This category of fuzzy clustering was originally developed for obtaining
an agglomerative hierarchical clustering. Thus, the approach is especially suited for establishing a hierarchical schema of
performance evaluation (see Guh et al. [14]). The procedure includes these of finding out all the performance criteria, asking
DM to make pairwise comparisons for the similarity among these criteria and forming a fuzzy relation matrix. To make
the matrix transitive, a transitive closure procedure is conducted and then a max -ti-similarity relation matrix is produced
(e.g. t1-norm is bounded difference operation; t2-norm is algebraic product operation; t3-norm is minimum operation).
Finally, the similarity relationmatrix is decomposed into a resolution form. Thus, a corresponding hierarchical structure can
be obtained from the fuzzy relation and then applied in performance evaluation (see [15,16]).
Since some information about criteria is often imprecise or incomplete, but also the vagueness of human perception, or
inconsistent of DM judgment, we need to consider higher-order fuzziness. In this case, these existing fuzzy relation-based
methods may not be enough for handling these situations. Although fuzzy relation-based methods only require DMs to
perform pairwise comparisons for the similarity among performance criteria, it is difficult to use the relation value uR(x, y)
between two criteria x and y to handle higher-order uncertainty. Therefore, in this paper we first extend fuzzy relations
to interval-valued fuzzy relations and then consider the degree of similarity as an interval-valued type, i.e. u˜R(x, y) =
[uR(x, y), u¯R(x, y)] where uR(x, y) and u¯R(x, y) are the left and right endpoints of u˜R(x, y) with 0 ≤ uR(x, y) ≤ u¯R(x, y) ≤ 1.
We then create some theorems of interval-valued fuzzy relations for cluster analysis. Based on theorems, an interval-valued
similaritymatrix for a group of criteria can be constructed so thatwe can partition them into a hierarchical structure schema.
The rest of the paper is organized as follows. In Section 2, some definitions related to interval-valued fuzzy relations
and operations are created. Interval-valued proximity relation, similarity relation and resolution form are then defined.
Those are the basis of the construction for an interval-valued clustering procedure. Then a hierarchical structure schema
is established. In Section 3, three theorems relate to interval-valued fuzzy relations are created. Moreover, some examples
are given to demonstrate the effectiveness of the proposed methods. In Section 4, the proposed interval-valued similarity
relations and partition procedures are applied to an actual example obtained from the Taiwan Assessment and Evaluation
Association (TWAEA) concerning the performance evaluation of academic departments of higher education in Taiwan.
Finally, conclusions are stated in Section 5.
2. Interval-valued fuzzy relation and operations
Interval-valued fuzzy sets, first proposed by Sambuc [17] and Zadeh [18], are extensions of fuzzy setswith interval-valued
membership functions. Type-2 fuzzy sets and interval-valued fuzzy sets are both extensions of fuzzy sets that can model
fuzziness in more generalizations and higher-order uncertainty. However, as Cornelis et al. pointed out in [19], interval-
valued fuzzy sets are considerably easier to handle in practice than those of type-2 fuzzy sets. On the other hand, for further
evidence of their wide relevance, interval-valued fuzzy sets have equivalent frameworks of Atanassov’s intuitionistic fuzzy
sets [20] and of Gau and Buehrer’s vague sets [21]. Based on a similar concept of interval-valued fuzzy sets, we next define
interval-valued fuzzy relations.
Let R be a (binary) relation between two sets, X and Y , which is defined as a subset of X×Y associatedwith amembership
function uR(x, y) for all (x, y) in X×Y . In case uR(x, y) ∈ {0, 1} for all (x, y) in X×Y , the relation R is called a crisp relation. In
case uR(x, y) ∈ [0, 1] for each (x, y) in X × Y , the relation R is called a fuzzy relation. Zadeh [3] first defined a fuzzy relation
as a fuzzy extension of a crisp relation. Zadeh [10] made advanced studies on fuzzy relations and then proposed a similarity
relation which is a fuzzy extension of an equivalence relation. These similarity relations have been applied in several areas
such as classification, matching and recognition (see Tamura et al. [11], Dunn [12], Yang and Shih [13]). Recently, Guh
et al. [14] had applied these fuzzy relation-based clustering for establishing a hierarchical schemaof performance evaluation.
For considering higher-order fuzziness, wewould like to have these fuzzy relationswith an interval-valued extension. These
are interval-valued fuzzy relation and interval-valued types of proximity relation, similarity relation and resolution form.
Based on these newdefinitions, interval-valued clustering procedures and hierarchical structure schema can be constructed.
Definition 1 (Interval-Valued Fuzzy Relation). An interval-valued fuzzy relation R˜ between X and Y is defined as a fuzzy
subset of X ×Y associated with an interval-valuedmembership function u˜R(x, y) = [uR(x, y), u¯R(x, y)] for all (x, y) in X ×Y
where the values of uR(x, y) and u¯R(x, y) denote the left and right endpoints of u˜R(x, y)with 0 ≤ uR(x, y) ≤ u¯R(x, y) ≤ 1.
Suppose X = {x1, x2, . . . , xm}, an interval-valued fuzzy relation R˜ in X can be represented as follows:
R˜ =

1 u˜R(x1, x2) . . . . . . u˜R(x1, xm)
u˜R(x2, x1) 1 .
. 1 .
. 1 u˜R(xm−1, xm)
u˜R(xm, x1) . . . . . . u˜R(xm, xm−1) 1

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=

1 [uR(x1, x2), u¯R(x1, x2)] . . . . . . [uR(x1, xm), u¯R(x1, xm)]
[uR(x2, x1), u¯R(x2, x1)] 1 .
. 1 .
. 1 [uR(xm−1, xm), u¯R(xm−1, xm)]
[uR(xm, x1), u¯R(xm, x1)] . . . . . . [uR(xm, xm−1), u¯R(xm, xm−1)] 1
 .
Wemention that these interval-valued fuzzy relations are extensions of fuzzy relations that are similar as interval-valued
fuzzy sets from fuzzy sets. On the other hand, we may also refer to Moore [22] who had defined an interval as a closed
bounded set of real numbers with [a, b] = {x : a ≤ x ≤ b} where he also defined its operations and properties. In fact,
interval-valued fuzzy sets can be also regarded as interval type-2 fuzzy sets [19].
Definition 2 (Minimization Operation for Interval-Valued Fuzzy Relations). Let u˜R(xa, xb) = [uR(xa, xb), u¯R(xa, xb)] and
u˜R(xc, xd) = [uR(xc, xd), u¯R(xc, xd)] be two interval-valued fuzzy relations in X . The minimization (min) operation for two
interval-valued fuzzy relations is defined as follows:
Min{u˜R(xa, xb), u˜R(xc, xd)} = [min{uR(xa, xb), uR(xc, xd)},min{u¯R(xa, xb), u¯R(xc, xd)}].
Theminimization operation defined in Definition 2 for interval-valued fuzzy relations is in a natural way. This is because,
for any two numbers xe and xg selected from the intervals u˜R(xa, xb) and u˜R(xc, xd) respectively, a minimization operation
can be conducted no matter what the intervals are (e.g. two overlapped u˜R(xa, xb) = [0.2, 0.5] and u˜R(xc, xd) = [0.4, 0.7],
two inclusive u˜R(xa, xb) = [0.2, 0.5] and u˜R(xc, xd) = [0.1, 0.6] and two exclusive u˜R(xa, xb) = [0.2, 0.5] and u˜R(xc, xd) =
[0.6, 0.7]). That is, theminimization operation resulted from two interval-valued fuzzy relations is also an interval bounded
by the left endpoint min{uR(xa, xb), uR(xc, xd)} and the right endpoint max{uR(xa, xb), uR(xc, xd)}.
Definition 3 (Maximization Operation for Interval-Valued Fuzzy Relations). Let u˜R(xa, xb) = [uR(xa, xb), u¯R(xa, xb)] and
u˜R(xc, xd) = [uR(xc, xd), u¯R(xc, xd)] be two interval-valued fuzzy relations in X . The maximization (max) operation for two
interval-valued fuzzy relations is defined as follows:
Max{u˜R(xa, xb), u˜R(xc, xd)} = [max{uR(xa, xb), uR(xc, xd)},max{u¯R(xa, xb), u¯R(xc, xd)}].
A (max–min) similarity relation, defined by Zadeh [10] as a fuzzy generalization of a (crisp) equivalence relation, is
a fuzzy relation which has satisfied the properties of reflexivity, symmetry and max–min transitivity. Tamura et al. [23]
constructed an effective n-step procedure by starting a proximity relation with a max–min composition. The procedure can
induce a similarity relation after n steps such that a partition tree from the resolution form of the similarity relation can be
used for clustering. Recently, Guh et al. [14] had applied these n-step procedures for establishing a hierarchical schema of
performance evaluation. In this paper, we will consider these results and applications to interval-valued types.
Definition 4 (Interval-Valued Proximity Relation). An interval-valued fuzzy relation R˜ in X is called an interval-valued
proximity relation if it satisfies
1. u˜R(xs, xs) = 1 for all xs in X; (reflexivity)
2. u˜R(xs, xt) = u˜R(xt , xs) for all xs and xt in X; (symmetry).
Example 1. The following fuzzy relationmatrix R˜(0) on X = {x1, x2, x3, x4} is an interval-valued fuzzy relationmatrix, which
satisfies the reflexivity and symmetry properties.
R˜(0) =
 1 (0.5, 0.7) (0.1, 0.3) (0.2, 0.4)(0.5, 0.7) 1 (0.4, 0.7) (0.3, 0.5)(0.1, 0.3) (0.4, 0.7) 1 (0.8, 0.9)
(0.2, 0.4) (0.3, 0.5) (0.8, 0.9) 1
 .
Definition 5 (Interval-Valued Max–Min Similarity Relation). An interval-valued fuzzy relation matrix R˜ in X is called an
interval-valued (max–min) similarity relation if for any two interval fuzzy relations u˜R(xs, xp) = [uR(xs, xp), u¯R(xs, xp)] and
u˜R(xp, xt) = [uR(xp, xt), u¯R(xp, xt)] in X where xs, xp and xt are elements in X , the following three conditions are satisfied:
1. u˜R(xs, xs) = 1 for all xs in X; (reflexivity)
2. u˜R(xs, xt) = u˜R(xt , xs) for all xs and xt in X; (symmetry)
3. u˜R(xs, xt) = [uR(xs, xt), u¯R(xs, xt)] for all xs and xt in X with the following inequalities:
uR(xs, xt) ≥ maxxp∈X {min{uR(xs, xp), uR(xp, xt)}} and
u¯R(xs, xt) ≥ max
xp∈X
{min{u¯R(xs, xp), u¯R(xp, xt)}} (transitivity).
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Table 1
A comparison of the resolution forms derived from crisp-valued and interval-valued similarity relation matrices.
Crisp-valued fuzzy relation Interval-valued fuzzy relation
Similarity representation uR(x, y) u˜R(x, y) = (uR(x, y), u¯R(x, y))
Resolution form R = ∪α αRα = α1Rα1 + α2Rα2 + · · · + αmRαm R = ∪α˜ α˜Rα˜ = α˜1Rα˜1 + α˜2Rα˜2 + · · · + α˜mRα˜m= (α1, α¯1)Rα˜1 + (α2, α¯2)Rα˜2 + · · · + (αm, α¯m)Rα˜m
α-cut 0 ≤ α1 ≤ α2 ≤ · · · ≤ αm ≤ 1 0 ≤ α1 ≤ α2 ≤ · · · ≤ αm ≤ 1
0 ≤ α¯1 ≤ α¯2 ≤ · · · ≤ α¯m ≤ 1
Definition 6 (Resolution Form for Interval-Valued Similarity Relation). An interval-valued similarity relationmatrix R˜ in X can
be decomposed into a resolution form by the use of α˜-cut with its corresponding matrix Rα being an equivalence relation
with reflexivity, symmetry and transitivity. Note the α˜-cut is also an interval-valued type with α˜ = (α, α¯), 0 ≤ α ≤ α¯ ≤ 1.
The interval-valued similarity relation R˜ in X is resolved as follows:
R˜ =
⋃
α˜
α˜Rα˜ = α˜1Rα˜1 + α˜2Rα˜2 + · · · + α˜mRα˜m
= (α1, α¯1)Rα˜1 + (α2, α¯2)Rα˜2 + · · · + (αm, α¯m)Rα˜m ,
(0 ≤ α1 ≤ α2 ≤ · · · ≤ αm ≤ 1, 0 ≤ α¯1 ≤ α¯2 ≤ · · · ≤ α¯m ≤ 1)
where α˜Rα is an interval fuzzy relation in X defined as
uα˜Rα˜ (xs, xt) = α˜uRα˜ (xs, xt) =
{
α˜ = (α, α¯) if (xs, xt) ∈ Rα˜
0 otherwise.
Although all the coefficients in an interval-valued similarity relation matrix are interval types, they are still clearly
grouped by an equivalence relation and partitioned into disjoint classes. The equivalence relation matrix Rα˜i formed by
the levels of α˜i of a similarity relation can be interpreted as grouping elements that are similar to each other and only to
each other to a degree not less than α˜i. Note the α˜-cut value is also an interval-value type, which differs from the crisp-
valued type derived from crisp-valued similarity relation matrix. According to these resolution forms, the interval-valued
similarity relation matrix can be transformed into a diagram of a partition tree.
Referring to [13,22], it is found that both of the resolution forms derived from interval-valued and crisp-valued similarity
relation matrices exist strong corresponding relationship (see Table 1). Obviously, if the value uR(x, y) assigned equal to
u¯R(x, y), both resolution forms derived from interval-valued and crisp-valued similarity relation matrices are the same.
That is, the latter is a special case of the former one.
Example 2. Given an interval-valued fuzzy proximity-relation matrix R(0) in Example 1, the transitive closure procedure is
used to convert R(0) into the following similarity relation matrices with interval-valued max–min operations.
R˜(1) =
 1(0.5, 0.7) 1(0.4, 0.7) (0.4, 0.7) 1
(0.3, 0.5) (0.4, 0.7) (0.8, 0.9) 1
 R˜(2) =
 1(0.5, 0.7) 1(0.4, 0.7) (0.4, 0.7) 1
(0.4, 0.7) (0.4, 0.7) (0.8, 0.9) 1
 = R˜(3).
R˜(3) is an interval-valued similarity relation matrix based on the max–min composition. It can be resolved into the
following resolution form:
R˜(2) =
 1(0.5, 0.7) 1(0.4, 0.7) (0.4, 0.7) 1
(0.4, 0.7) (0.4, 0.7) (0.8, 0.9) 1

= (1, 1)
10 10 0 1
0 0 0 1
+ (0.8, 0.9)
10 10 0 1
0 0 1 1
+ (0.5, 0.7)
11 10 0 1
0 0 1 1

+ (0.4, 0.7)
11 11 1 1
1 1 1 1
 .
The R˜(3) has a sequence of five nested partition resolution with equivalence relation matrices R(1,1), R(0.8,0.9), R(0.5,0.7) and
R(0.4,0.7). Obviously, the higher level resolution form has bigger values of left and right endpoints than the lower level of
resolution form. Their refinement can be conveniently diagrammed by a partition tree, as shown in Fig. 1:
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Fig. 1. Partition tree for the interval-valued similarity relation R˜(3) .
3. Clustering procedures based on interval-valued fuzzy relations
In hierarchical clustering applications such as pattern recognition with visual images, smells, and pictures, human
subjectivity can provide important information. Usually, subjective information is originally represented by an interval-
valued proximity relation matrix. However, such a proximity relation only satisfies the conditions of reflexivity and
symmetry, which cannot construct a hierarchical clustering tree. This is because it has no transitivity property. In order
to make a proximity relation matrix have transitivity, an n-step procedure can be used to obtain a transitive closure with a
max–min composition. The n-step final interval-valued relationmatrix is employed to convert the interval-valued proximity
relation matrix into an interval-valued max–min similarity relation matrix. We next define an interval-valued max–min
composition and then create theorems and properties for constructing a hierarchical clustering tree.
Suppose that we have an initial interval-valued relation matrix R˜(0) = [r˜ (0)ij ]m×m = [(r (0)ij , r¯ (0)ij )]m×m and also have
R˜(n) = [r˜ (n)ij ]m×m = [(r (n)ij , r¯ (n)ij )]m×m, n = 1, 2, 3, . . .. We denote R(n) and R¯(n) as the matrix of left and right endpoints
of R˜(n), respectively.
Definition 7 (Interval-Valued Max–Min Composition). Given an initial interval-valued relation matrix R˜(0) = [r˜ (0)ij ]m×m =
[(r (0)ij , r¯ (0)ij )]m×m. Then R˜(n) = [r˜ (n)ij ]m×m = [(r (n)ij , r¯ (n)ij )]m×m with r (n)ij = maxk{min{r (n−1)ik , r (n−1)kj }} and r¯ (n)ij =
maxk{min{r¯ (n−1)ik , r¯ (n−1)kj }}, n = 1, 2, 3, . . . is called an interval-valued relation matrix through an n-step max–min
composition.
Theorem 1. Let R(0) = [rˆ (0)ij ]m×m and R˜(0) = [r˜ (0)ij ]m×m = [(r (0)ij , r¯ (0)ij )]m×m be initial fuzzy relation and interval-valued relation
matrices with r (0)ij ≤ rˆ (0)ij ≤ r¯ (0)ij for all i and j. If R(n) = [rˆ (n)ij ]m×m and R˜(n) = [r˜ (n)ij ]m×m = [(r (n)ij , r¯ (n)ij )]m×m are fuzzy
relation and interval-valued relation matrices, respectively through n-step max–min compositions. We have r (n)ij ≤ rˆ (n)ij ≤ r¯ (n)ij ,
n = 1, 2, 3, . . ..
Proof. Deploying r (1)ij , r¯
(1)
ij and rˆ
(1)
ij , then
r¯ (1)ij = maxk {min(r¯
(0)
ik , r¯
(0)
kj )}, rˆ (1)ij = maxk {min(rˆ
(0)
ik , rˆ
(0)
kj )} and r (1)ij = maxk {min(r
(0)
ik , r
(0)
kj )}.
Since r (0)ij ≤ rˆ (0)ij ≤ r¯ (0)ij for all i and j, it is easy to show that r (1)ij ≤ rˆ (1)ij ≤ r¯ (1)ij . Repeating the previous procedure, we can
obtain r (n−1)ij ≤ rˆ (n−1)ij ≤ r¯ (n−1)ij . Thus, we have r (n)ij ≤ rˆ (n)ij ≤ r¯ (n)ij , n = 1, 2, 3, . . .. The proof is completed. 
Remark. Since r (n)ij ≤ rˆ (n)ij ≤ r¯ (n)ij , n = 1, 2, 3, . . ., we have [r (n)ij ]m×m ≤ [rˆ (n)ij ]m×m ≤ [r¯ (n)ij ]m×m, i.e., R(n) ≤ Rˆ(n) ≤ R¯(n). It is
implied that if amatrix Rˆ(0) is taken from R˜(0) (i.e., R(0) ≤ Rˆ(0) ≤ R¯(0)), thenwe always haveR(n) ≤ Rˆ(n) ≤ R¯(n), n = 1, 2, 3, . . ..
Example 3. Given an interval-valued proximity-relationmatrix R˜(0) with three elements, there are nine cases of Rˆ(0)q ⊂ R˜(0),
q = 1, 2, . . . , 9, i.e. r (0)ij ≤ rˆ (0)ij ≤ r¯ (0)ij , i, j = 1, 2, 3, for each Rˆ(0)q .
R˜(0) =
[1 (0.2, 0.4) (0.3, 0.5)
1 (0.8, 0.8)
1
]
(an interval-valued proximity-relation matrix).
Rˆ(0)1 =
[1 0.2 0.3
1 0.8
1
]
, Rˆ(0)2 =
[1 0.2 0.4
1 0.8
1
]
, Rˆ(0)3 =
[1 0.2 0.5
1 0.8
1
]
, Rˆ(0)4 =
[1 0.3 0.3
1 0.8
1
]
,
Rˆ(0)5 =
[1 0.3 0.4
1 0.8
1
]
, Rˆ(0)6 =
[1 0.3 0.5
1 0.8
1
]
, Rˆ(0)7 =
[1 0.4 0.3
1 0.8
1
]
, Rˆ(0)8 =
[1 0.4 0.4
1 0.8
1
]
and
Rˆ(0)9 =
[1 0.4 0.5
1 0.8
1
]
(nine cases of Rˆ(0)q ⊂ R˜(0)).
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Repeating the procedure of transitive closure, the interval-valued max–min similarity relation R˜(3) is obtained, It is
obvious that r (3)ij ≤ rˆ (3)ij ≤ r¯ (3)ij , i, j = 1, 2, 3, for each Rˆ(3)q , i.e. Rˆ(3)q ⊂ R˜(3).
R˜(3) =
[1 (0.3, 0.5) (0.3, 0.5)
1 (0.8, 0.8)
1
]
(an interval-valued max–min similarity relation).
Rˆ(3)1 =
[1 0.3 0.3
1 0.8
1
]
, Rˆ(3)2 =
[1 0.4 0.4
1 0.8
1
]
, Rˆ(3)3 =
[1 0.5 0.5
1 0.8
1
]
, Rˆ(3)4 =
[1 0.3 0.3
1 0.8
1
]
,
Rˆ(3)5 =
[1 0.4 0.4
1 0.8
1
]
, Rˆ(3)6 =
[1 0.5 0.5
1 0.8
1
]
, Rˆ(3)7 =
[1 0.4 0.4
1 0.8
1
]
, Rˆ(3)8 =
[1 0.4 0.4
1 0.8
1
]
and
Rˆ(3)9 =
[1 0.5 0.5
1 0.8
1
]
(nine cases of Rˆ(3)q ⊂ R˜(3)).
Theorem 2 (An n-step Procedure). Suppose that R˜(0) = [(r (0)ij , r¯ (0)ij )]m×m is an interval-valued proximity relation matrix. Based
on the n-step max–min composition, we have I < R(0) < R(1) < · · · < R(n) = R(n+1) = · · · and I < R¯(0) <
R¯(1) < · · · < R¯(n) = R¯(n) = · · · where R˜(n) = [(r (n)ij , r¯ (n)ij )]m×m, R(n) = [r (n)ij ]m×m and R¯(n) = [r¯ (n)ij ]m×m. That is,
I < R˜(0) < R˜(1) < · · · < R˜(n) = R˜(n+1) = · · ·.
Proof. Since R˜(0) = [(r (0)ij , r¯ (0)ij )]m×m is an interval-valued proximity relation matrix, we have I < R(0). Let R(1) = [r (1)ij ]m×m
with r (1)ij = maxk{min{r (0)ik , r (0)kj }}. Then, we have r (0)ij = {min(r (0)ij , 1)} = {min(r (0)ij , r (0)jj )} ≤ maxk{min{r (0)ik , r (0)kj }} = r (1)ij .
That is, R(0) ≤ R(1). Suppose that R(0) does not have max–min transitivity. Then there exist i and j such that for some l
we have r (0)ij < min{r (0)il , r (0)lj } ⇒ r¯ (0)ij < maxk{min{r (0)ik , r (0)kj }} = r (1)ij ⇒ R(0) < R(1). If R(1) does not have max–min
transitivity either, we can induce that R(1) < R(2). If the max–min transitivity is not reached after (n − 1) compositions,
then we have I < R(0) < R(1) < · · · < R(n). In the same way, it can be proved that I < R(0) < R(1) < · · · < R(n).
Suppose that R(n) has max–min transitivity. Then, for all i and j, we have r (n)ij ≥ maxk{min{r (n)ik , r (n)kj }} = r (n+1)ij . But,
min{r (n)ii , r (n)ij } = min{1, r (n)ij } = r (n)ij . Thus, we can obtain r (n+1)ij = maxk{min{r (n)ik , r (n)kj }} ≥ min{r (n)ij , r (n)ij } = r (n)ij . Both
of r (n)ij ≥ r (n+1)ij and r (n)ij ≤ r (n+1)ij imply r (n+1)ij = r (n)ij . That is, R(n+1) = R(n). Similarly, R(n+2) = R(n+1). We prove that
I < R(0) < R(1) < · · · < R(n) = R(n+1) = · · ·. Similarly, we can prove that I < R¯(0) < R¯(1) < · · · < R¯(n) = R¯(n+1) = · · ·. The
proof is completed. 
Corollary 1. In Theorem 2, if n is not finite, i.e. I < R(0) < R(1) < · · · < R(n) < R(n+1) < · · · and I < R¯(0) < R¯(1) < · · · <
R¯(n) < R¯(n) < · · ·, then the matrix series {R(n)|n = 1, 2, . . .} and {R¯(n)|n = 1, 2, . . .} are convergent in which their convergent
matrices constitute max–min similarity relations.
Proof. Since {R(n)|n = 1, 2, . . .} and {R¯(n)|n = 1, 2, . . .} are monotone and bounded, their limits exist. Let R(∞) =
limn→∞ R(n) and R¯(∞) = limn→∞ R¯(n). We next claim that both of R(∞) and R¯(∞) are max–min similarity relation matrices.
Let r ′(n)ij = maxk{min{r ′(n−1)ik , r ′(n−1)kj }}. Then limn→∞ R(n) = limn→∞ R′(n) = R(∞). Thus,
r ′(2)ij = maxk1 {min{r
′(1)
ik1
, r ′(1)k1j }};
r ′(3)ij = maxk2 {min{r
′(2)
ik2
, r ′(2)k2j }} = maxk1,k2 {min{min{r
′(1)
ik1
, r ′(1)k1k2}, r ′(1)k2j }} and
r ′(n)ij = maxk1,...,kn−1{min . . . {min{min{r
′(1)
ik1
, r ′(1)k1k2}, r ′(1)k2k3}, . . . , r ′(1)kn−1j}};
r ′(m+n)ij = maxk1,...,km+n−1{min . . . {min{min{r
′(1)
ik1
, r ′(1)k1k2}, r ′(1)k2k3}, . . . , r ′(1)km+n−1j}}
≥ max
k1,...,km−1
max
km+1,...,km+n−1
{min . . . {min{min{r ′(1)ik1 , r ′(1)k1k2}, r ′(1)k2k3}, . . . , r ′(1)km+n−1j}}
= min{ max
k1,...,km−1
{min . . . {min{r ′(1)ik1 , r ′(1)k1k2}, . . . , r ′(1)km−1 l}},
max
km+1,...,km+n−1
{min . . . {min{r ′(1)lkm+1 , r ′(1)km+1km+2}, . . . , r ′(1)km+n−1j}}}
= min{r ′(m)il , r ′(n)lj }.
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Thus, we have r ′(m+n)ij ≥ min{r ′(m)il , r ′(n)lj } for all l and then r ′(∞)ij ≥ min{r ′(∞)il , r ′(∞)lj } for all l. We know that r ′(∞)ii = 1 and
r ′(∞)ij = r ′(∞)ji . We had claimed that R(∞) is a max–min similarity matrix. Similarly, we can claim that limn→∞ R¯(n) = R¯(∞) is
also a max–min similarity matrix. The proof is completed. 
Therefore, we can construct a clustering procedure based on the n-step interval-valued max–min composition from
Theorem 2 and Corollary 1 as follows:
Procedure based on interval-valued fuzzy relations
Let R˜(n) be a given interval-valued proximity relation matrix and let k = 0.
1. Let k = k+ 1.
2. Let R˜(k) = R˜(k−1) ◦ R˜(0)
3. IF R˜(k) 6= R˜(k−1), THEN go to step 1;
ELSE an interval-valued max–min similarity relation matrix R˜T = R˜(k) is obtained.
Next, we will apply the created procedure to performance evaluation.
4. Application to performance evaluation of higher education in Taiwan
There has been a rapid development in higher education in Taiwan for the last decade, with the number of university-
level institutions reaching 160. Facing intense competition, these institutions strive to maintain a leading position by
offering quality teaching, research and services. Against this background, the Taiwan Assessment and Evaluation Association
(TWAEA), a non-profit organization, was established in 2000 to provide third-party evaluation of the performances of the
various universities in Taiwan. The TWAEA was jointly founded by senior members of the academia and business sectors.
To assist each institution to understand the strengths, weakness, opportunities and threats of its subordinate
departments, the TWAEA attempted to establish different performance evaluation models for various academic
departments. Using the engineering school as an example and in view of the diverse directions of departmental
developments, a hierarchical evaluation structure was adopted. To evaluate the performance, the following 10 criteria were
used: Teaching Innovations (TI), Teaching Quality (TQ), Teaching Material (TM), Journal Paper (JP), Research Grant (RG),
Academic Award (AA), Patent Acquisition (PA), Student Consultation (SC), Professional Service (PS) and University Service
(US).
In the beginning, the main argument focused on how to group these criteria to establish a hierarchical evaluation
structure. A fuzzy relation-based clustering is suggested by the committee to derive the hierarchical evaluation structure.
Consequently, the committee numberswere asked tomake pairwise comparisons for the similarity among these criteria and
form a fuzzy relation matrix. Because the committee numbers can only evaluate and convey their recognition by using an
imprecise interval value, it naturally forms an interval-valued fuzzy relation matrix. Hence, the crisp-valued fuzzy relation-
based clustering may not be applied. The instance motivates this paper to develop similarity relation with its partition tree
approach under interval-valued fuzzy relations. The original interval-valued fuzzy relation matrix R(0) is given as follows:
R(0) =
TI
TQ
TM
JP
RG
AA
PA
SC
PS
US

1
(0.8, 0.9) 1
(0.8, 0.9) (0.8, 0.9) 1
(0.3, 0..5) (0.4, 0.6) (0.5, 0.6) 1
(0.2, 0.4) (0.3, 0.5) (0.2, 0.5) (0.8, 0.9) 1
(0.2, 0.3) (0.4, 0.5) (0.3, 0.6) (0.9, 0.9) (0.6, 0.7) 1
(0.2, 0.3) (0.3, 0.5) (0.3, 0.6) (0.8, 0.9) (0.8, 0.9) (0.5, 0.6) 1
(0.2, 0.4) (0.5, 0.7) (0.3, 0.4) (0.1, 0.3) (0.1, 0.3) (0.1, 0.2) (0.1, 0.2) 1
(0.2, 0.4) (0.1, 0.3) (0.1, 0.2) (0.8, 0.9) (0.5, 0.7) (0.9, 0.9) (0.4, 0.5) (0.2, 0.4) 1
(0.2, 0.3) (0.3, 0.4) (0.2, 0.3) (0.2, 0.3) (0.2, 0.5) (0.6, 0.7) (0.1, 0.2) (0.5, 0.6) (0.6, 0.8) 1

.
The interval-valued fuzzy relation matrix R(0) is also an interval-valued proximity relation matrix. To make the matrix
have transitivity, the n-step interval-valued procedure created in Section 3 is used. We then obtain an interval-valued
max–min similarity relation matrix R(4) with
R(4) =
TI
TQ
TM
JP
RG
AA
PA
SC
PS
US

1
(0.8, 0.9) 1
(0.8, 0.9) (0.8, 0.9) 1
(0.5, 0.6) (0.5, 0.6) (0.5, 0.6) 1
(0.5, 0.6) (0.5, 0.6) (0.5, 0.6) (0.8, 0.9) 1
(0.5, 0.6) (0.5, 0.6) (0.5, 0.6) (0.9, 0.9) (0.8, 0.9) 1
(0.5, 0.6) (0.5, 0.6) (0.5, 0.6) (0.8, 0.9) (0.8, 0.9) (0.8, 0.9) 1
(0.5, 0.7) (0.5, 0.7) (0.5, 0.7) (0.5, 0.6) (0.5, 0.6) (0.5, 0.6) (0.5, 0.6) 1
(0.5, 0.6) (0.5, 0.6) (0.5, 0.6) (0.9, 0.9) (0.8, 0.9) (0.9, 0.9) (0.8, 0.9) (0.5, 0.6) 1
(0.5, 0.6) (0.5, 0.6) (0.5, 0.6) (0.6, 0.8) (0.6, 0.8) (0.6, 0.8) (0.6, 0.8) (0.5, 0.6) (0.6, 0.8) 1

.
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Fig. 2. Hierarchical performance evaluation structure for engineering schools.
The interval-valued max–min similarity relation matrix R˜(3) is decomposed into a resolution form with six nested
partition equivalence relation matrices R(1.0∼1.0), R(0.9∼0.9), R(0.8∼0.9), R(0.6∼0.8), R(0.5∼0.7) and R(0.5∼0.6). These are combined
by their corresponding interval-valued α˜-cut of (1.0, 1.0), (0.9, 0.9), (0.8, 0.9), (0.6, 0.8), (0.5, 0.7) and (0.5, 0.6).
R(4) = (1, 1)

1
1
1
1
1
1
1
1
1
1

+ (.9, .9)

1
1
1
1
1
1 1
1
1
1 1 1
1

+ (.8, .9)

1
1 1
1 1 1
1
1 1
1 1 1
1 1 1 1
1
1 1 1 1 1
1

+ (.6, .8)

1
1 1
1 1 1
1
1 1
1 1 1
1 1 1 1
1
1 1 1 1 1
1 1 1 1 1 1

+ (.5, .7)

1
1 1
1 1 1
1
1 1
1 1 1
1 1 1 1
1 1 1 1
1 1 1 1 1
1 1 1 1 1 1

+ (.5, .6)

1
1 1
1 1 1
1 1 1 1
1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1

.
Finally, the above equivalence relation matrices can be diagrammed by a partition tree, as shown in Fig. 2. Thus, TWAEA
establishes a hierarchical performance evaluation structure for engineering schools.
As to the application of fuzzy similarity relation analysis in the performance evaluation problem, the existing approaches
always initially integrate all the evaluators’ perception value for each two criteria similarity degree into a crisp value, and
then conduct a (crisp-valued) fuzzy similarity relation analysis to establish a hierarchical structure schema. In this study,
we integrate all the evaluators’ higher-vague perception by using interval-valued types to represent the similarity higher-
fuzziness among criteria. Notably, an interval-valued type holds more original information than a crisp-valued type. Thus,
the proposed approach can yield a more comprehensively hierarchical performance evaluation structure than the existing
approaches.
According to the final results of a hierarchical performance evaluation structure as shown in Fig. 2 constructed for
engineering schools in Taiwan, after inquiring the committee members in TWAEA, they are thought to be very reasonable
and meet the committee expectations. Although the process to deal with interval-valued similarity relation matrix may be
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more complicated than crisp-valued similarity relation analysis, these derived results are concise and also have some strong
corresponding relationship with crisp-valued similarity relation analysis. Thereby, the interval-valued similarity relation
analysis has potential as a powerful tool to construct hierarchical evaluation structure for management problems.
5. Conclusions
Hierarchical structure is the most cited model for describing a complicated problem in which the relationships among
all the related criteria are similar. In this paper, we use interval-valued fuzzy relations to yield a hierarchical performance
evaluation structure where the difference from the existing approach is that an interval-valued type is adopted instead of
crisp-valued type. As the DM cannot clearly assign a certain value for the similarity degree of any two criteria, the interval-
valued approach provides a more flexible solution to deal with such hard task. Moreover, although all the elements in
interval-valued max–min similarity relation matrix are interval-valued type, they are still clearly grouped by equivalence
relation and can be partitioned into disjoint classes. This result is concise as same as that derived from crisp-valued similarity
relation matrix, which is easily to implement in practice.
In this paper, the t3-norm (i.e. minimum operation) is used to compose two interval-valued fuzzy relations and form an
interval-valued max-t3 similarity relation matrix. Without loss of generality, the concept can be generalized to alternative
max-ti compositions such that an interval-valuedmax-ti similarity relationmatrix can be obtained. Then its resolution form
by the use of interval-valued α˜-cut can have a hierarchical clustering treewith corresponding equivalence relationmatrices.
The results from an application to the actual dataset of TWAEA in Taiwan show that the proposed approach is a flexible
and practical one, which assisted the committee members of TWAEA to easily use interval-valued to state their imprecise
perception about the similarity degree among performance criteria. In conclusion, we successfully extend the analysis
of similarity relation with its partition tree from crisp-valued to interval-valued type of fuzzy relations in establishing
performance evaluation structure. On the other hand, this approach can be also applied to other decision problems which
involve an interval-valued similarity judgment.
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