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Severe weather outbreaks are violent weather events that can cause major damage
and injury. Unfortunately, forecast models can mistakenly predict the intensity of these
events. Frequently, the prediction of outbreaks is inaccurate with regards to their intensity,
hindering the efforts of forecasters to confidently inform the public about intensity risks.
This research aims to improve outbreak intensity forecasting using severe weather
parameters and an outbreak ranking index to predict outbreak intensity. Areal coverage
values of gridded severe weather diagnostic variables, computed from the North American
Regional Reanalysis (NARR) database for outbreaks spanning 1979 to 2013, will be used
as predictors in an artificial intelligence modeling ensemble to predict outbreak intensity.
NARR fields will be dynamically downscaled to a National Severe Storms Laboratorydefined WRF 4-km North American domain on which areal coverages will be computed.
The research will result in a model that will predict verification information on the model
performance.
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CHAPTER I
INTRODUCTION
Tornado outbreaks are deadly atmospheric events that cause many fatalities
annually across the United States (Galway et. al. 1977). Severe weather parameters for
storm development and strength are used to represent important atmospheric processes that
interact to affect tornado outbreak formation, potential, and severity. Understanding the
combined effect of these parameters is necessary to predict the severity of a tornado
outbreak. Without prior knowledge of the potential intensity of the outbreak, forecasters
cannot confidently predict outbreak impacts and their associated hazards. This knowledge,
in combination with knowledge of outbreak location and geographic span, is critical for
forecasting the severity of severe events like tornado outbreaks and to providing more
accuracy and certainty regarding severe weather forecasts. In addition, more knowledge
and confidence by forecasters will promote awareness in the general public, which will
ultimately help relay information in a timely manner. Forecasters who have better
knowledge of storm severity can help save lives by more accurately forecasting tornado
outbreak strength and by providing that information to the public.
Accurately forecasting outbreak severity is a difficult task to accomplish (Shafer et.
al. 2010). Once models determine the forecasted parameter values for a given day, a
forecaster is tasked with gauging the severity of potential tornado outbreaks. Much research
has been done to determine the combination of severe weather parameter values that cause
8

the formation of certain severe types of weather; for example, several studies looked at
environmental conditions and parameters, like storm relative helicity (SRH) and Energy
Helicity Index (EHI), to establish the relationship between outbreak severity and these
covariates (Brooks 1994, Brooks et. al. 2007, Groenemeijer 2007, Grams et. al. 2012,
Grünwald 2011, Shafer et. al. 2010, Shafer et. al. 2012). While these parameters are shown
to be useful for diagnosing tornado environments, no study has specifically attempted to
predict outbreak severity using these variables (Shafer et. al. 2010). Some research has
shown that an outbreak that contains a smaller combination of favorable severe weather
parameters can be equal in intensity to an outbreak that contains a larger combination of
less favorable severe weather parameters (Mercer et. al. 2012). As a result, it is difficult to
determine the predicted severity of outbreaks because severity prediction is reliant upon
having precise knowledge of a wide range of atmospheric conditions and variables which
are almost impossible to know, since the atmospheric conditions are always changing over
time. However, previous research has determined which weather variables are important
for the formation of tornado outbreaks, suggesting severity forecasts may be improved by
comparing previous tornado outbreaks to new outbreak event data in real time (Brooks et.
al. 2007, Shafer et. al. 2010). Comparing new tornado outbreak events to archived outbreak
events will allow for a more numerically definitive and easy-to-understand form of
predicting the severity of these severe weather events.
One major challenge associated with outbreak intensity forecasting is the lack of a
formal definition of an outbreak. Numerous studies have addressed this dearth in outbreak
definition (leading to some inconsistencies among outbreak definitions). Some older
research defined outbreaks by the number of fatalities, or by the number of tornadoes in
9

the outbreaks (Galway 1977). Some newer work ranked outbreaks based on set criteria
(number of F-scale tornadoes, number of significant tornadoes, the destruction potential
index (DPI), total pathlength of the tornadoes, the number of fatalities, the number of
deadly tornadoes, and the number of tornadoes with track lengths greater than or equal to
80 kilometers) and attempted to define outbreaks using this method (Doswell et. al. 2006).
Recent work classified outbreaks as “tornado outbreaks” or “non-tornado outbreaks” based
on the severe weather diagnostic fields associated with each outbreak, which were obtained
from model output produced by initializing the model on the synoptic scale (Mercer et. al.
2009). Many studies have tried to improve predictions on the potential severity of
outbreaks, but they did not rank the outbreaks (McCaul 1991, Rasmussen 1998, Romero
et. al. 2007). Shafer et. al. (2010), Shafer and Doswell (2011), and Shafer et. al. (2012)
used weighted tornado report characteristics to create an outbreak ranking index (known
in their paper as the N15 ranking index). Specifically, the N15 ranking indices are
calculated and weighted to classify outbreaks based on the number of tornadoes, the
number of F2 or greater tornadoes, the number of F4 or greater tornadoes, the destruction
potential index, the path length, the number of deadly tornadoes, the number of fatalities,
the number of long-track tornadoes, and additional severe weather report data (Shafer et.
al. 2010). The ranking indices are, therefore, not based on meteorological aspects of
outbreaks, but are instead ranked in terms of the qualitative characteristics of the tornadoes
themselves and societal impact. Shafer et. al. (2011) and Shafer et. al. (2012) incorporate
ranking indices into their calculations to gain a more representative image of the outbreaks
through intuitive comparison of these ranking index values.
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The current thesis work used a large dataset of archived tornado outbreaks to
determine outbreak intensity predictability, so incorporation of a ranking index that can
represent outbreak severity after an event is critical. Additionally, a representative database
of meteorological conditions underlying the associated outbreak is essential for statistical
modeling purposes.

Recent work has been conducted that uses reanalysis datasets,

sometimes coupled with storm report data, to determine environments conducive for
tornado outbreaks (Brooks et. al. 2007, Shafer et. al. 2010, Mercer et. al. 2012). Reanalysis
datasets are helpful for outbreak research because they use small grid-spacing gridded data
to look at past synoptic scale environmental conditions, which provide desirable spatial
and temporal continuity for such studies. In previous studies, environmental conditions and
severe weather parameters often determined the significance of a tornado and whether it
was a major event or a minor event based on a ranking index threshold (Shafer et. al. 2012).
Some studies have shown that environmental conditions can be useful to indicate the types,
or significance, of tornadoes in the outbreaks as well (Brooks et. al. 1994). Therefore, to
obtain data representative of the outbreak events, the research in this thesis only
incorporated archived reanalysis data.
When diagnosing outbreak environments, certain severe weather parameters have
been shown to be related to tornado potential and associated severity. These parameters are
vital to storm development and provide key information to the environmental conditions
surrounding severe weather outbreaks. In this thesis, three parameters were analyzed to
assess their ability to diagnose outbreak environments, Energy Helicity Index (EHI),
Supercell Composite Parameter (SCP), and Significant Tornado Parameter (STP). EHI is
important because it takes into account the instability and horizontal stream-wise vorticity
11

within the atmosphere, which are key factors in tornadic supercells that ultimately result in
more severe outbreaks. SCP is important because it considers the instability, combined
with the vorticity and wind shear, which are key components in combination that when
maximized, can enhance the severity of an event. The STP accounts for instability,
magnitude of winds, and the heights of the lowest level allowable for lifting condensation,
which are all important in determining the significance of outbreaks, since these factors,
when enhanced, will likely lead to stronger and longer lasting outbreaks. Consequently,
these parameters will be studied for this thesis, as they are the most commonly and
importantly observed variables that would determine a favorable tornado environment.
The goal of this research was to obtain a predictive scheme for the tornado
outbreak ranking index, a measure of the outbreak’s relative strength to other outbreaks.
To accomplish this task, N15 ranking index values for a database of over 4800 severe
weather outbreaks were used to formulate a machine-learning based model that utilizes
areal coverages of severe weather diagnostic variables as predictors. Individual
diagnostic field areal coverages were tested to identify the best combination of features
for the machine learning methods, with the aim at minimizing N15 forecast error in 24hour outbreak forecasts. The primary research hypothesis was that N15 forecasts based
on areal coverages of severe weather variables would have minimal errors, with median
Root Mean Square Error (RMSE) values less than 0.75 after cross-validation and
optimization of the machine learning methods. This RMSE threshold was chosen for the
hypothesis because previous research also uses this 0.75 value as a threshold to
distinguish between “major” and “minor” outbreaks (Sparrow and Mercer 2016).
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CHAPTER II
DATA AND METHODS
In order to quantify outbreak severity using machine learning, a measure of severity
was required. The ranking index defined in Shafer and Doswell (2010) outlines severity
using a variety of qualitative characteristics of the severe weather impacts of the event. The
ranking index places events with high parameters more positively and events with lower
parameters more negatively (Figure 2.1). Figure 2.2 shows the outbreak cases and
associated ranking indexes from April 2011. In this example, the April 27 outbreak (29.34
ranking index) had significantly high tornado report characteristics, while the April 30
outbreak (-0.27 ranking index) showed parameters that were lower in value. The tornado
outbreak that occurred on April 10, 2011 was ranked slightly positively (1.06 ranking
index), so this outbreak would be an example of a middle-ranked outbreak event. Figure
2.3 shows the multitude and size of the April 27 outbreak, which saw 164 tornado reports,
276 wind reports, and 202 hail reports (Schaefer 1999). Conversely, Figure 2.4 shows the
size and magnitude of the April 30 outbreak, which produced 2 tornado reports, 1 wind
report, and 7 hail reports (Schaefer 1999). Figure 2.5 shows the magnitude and scale of the
April 10 outbreak, which saw 20 tornado reports, 150 wind reports, and 148 hail reports
(Schaefer 1999). The N15 index was the most appropriate ranking index to use for this
thesis because it was created to rank tornadoes with the heaviest weight placed on tornado
reports, which are typically the most significant hazard associated with outbreaks.
13

Figure 2.1

N25 Index Scores

A plot of the index scores for the cases that were observed in Shafer et. al. 2010.

Figure 2.2

Histogram of April 2011 Ranking Index Values

Tornado outbreak ranking index values for the outbreaks studied that occurred during the
month of April 2011.
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Figure 2.3

April 27, 2011 SPC Severe Storm Reports

SPC severe storm reports for the April 27, 2011 tornado outbreak.

Figure 2.4

April 30, 2011 SPC Severe Storm Reports

SPC severe storm reports for the April 30, 2011 tornado outbreak.
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Figure 2.5

April 10, 2011 SPC Severe Storm Reports

SPC severe storm reports for the April 10, 2011 tornado outbreak.
To formulate the relationships between outbreak intensity and ambient
environmental conditions, a national-scale gridded meteorological dataset was required.
Many scientists use the National Centers for Environmental Prediction-National Center for
Atmospheric Research (NCEP-NCAR) reanalysis dataset when examining archived global
grid point data relating to specific tornado outbreaks or events (Brooks et. al. 2003, Brooks
et. al. 2007, Grünwald et. al. 2011, Mercer et. al. 2009, Mercer et. al. 2012). However, the
North American Regional Reanalysis (NARR) dataset provides recent regional reanalysis
data with smaller grid spacing (32-km) and a long period of record (1979 to present), which
is helpful in formulating statistical predictive schemes such as the one developed herein.
The NARR database allows mesoscale parameters, such as the aforementioned severe
weather diagnostic variables, to be seen with more detail than is offered in global datasets
such as the NCEP-NCAR. The NARR also contains additional vertical levels (29 vs. 17
16

in the NCEP-NCAR) and higher temporal resolution (three hourly observations). The
greater detail offered by the NARR made it the best option for regional reanalysis data for
this project. As part of the methods, the NARR data was dynamically downscaled onto the
NSSL-WRF (National Severe Storms Laboratory – Weather Research and Forecasting
model) grid configuration, which has a 4-km grid spacing with 45 vertical levels (Figure
2.6), which provided the opportunity for additional detail in the analyses. The NARR was
dynamically downscaled by first interpolating the NARR to the 4-km NSSL-WRF grid.
Then initial and boundary conditions were created based on this 4-km domain. Then a 0hour forecast was run to allow the model equations to define atmospheric relationships
within the data. Once that was accomplished, the NARR data were then re-initialized with
the WRF model at this 4-km grid resolution. In addition to dynamically downscaling the
NARR data, the outbreaks were all temporally organized in the same manner, such that the
WRF (Weather Research and Forecasting model) was initialized at the outbreak valid time
(the time when storm reports began occurring).
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Figure 2.6

Significant Tornado Parameter for 27 April 2011 2100 UTC

Example STP values from 27 April 2011. Note that in this image only the STP = 2
contour is provided. The AC statistics were calculated in this closed region for the
outbreak.
Archived severe weather parameters were computed from resulting NSSL-WRF
downscaled fields, spanning the years 1979 through 2013. In particular, CAPE, storm
relative environmental helicity (SREH), EHI from 0-1 kilometer (EHI1), EHI from 0-3
kilometers (EHI3), SCP, and STP, were computed. The first of these, the Energy Helicity
Index (EHI) accounts for the Convective Available Potential Energy (CAPE) and Storm
Relative Helicity (SRH):
EHI =

(𝐶𝐴𝑃𝐸)(𝑆𝑅𝐻)
1.6 ×105

(2.1)

CAPE is important for determining the potential buoyancy in a column of the
atmosphere (potential for upward motion), while SRH is helpful for determining the
potential for cyclonic rotation in an updraft. However, EHI lacks a shear component, which
sets it apart from more recently introduced parameters like the SCP or STP. EHI was
18

evaluated over two layers (0-1 km and 0-3 km) to evaluate near-surface severe weather
potential.
SCP is determined by the Most Unstable CAPE, shear, and SRH:
𝑀𝑈𝐶𝐴𝑃𝐸

SCP = (1000 𝐽/𝑘𝑔 ×

𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑠ℎ𝑒𝑎𝑟
40 𝑚/𝑠

×

𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑆𝑅𝐻
100 𝑚2 /𝑠2

)

(2.2)

These components, combined into the SCP, are important for determining the
supercell potential of outbreak events and to specifically enhance the ability to determine
the potential severity of supercells closer to the surface where the storms can be the most
threatening (Thompson et. al. 2003). Like with the EHI, the CAPE and SRH, which are
incorporated in the calculation of SCP, are important for indicating buoyancy and rotation
in an outbreak. However, with SCP, these variables are specifically used to examine the
maximum potential for upward motion (emphasized with MUCAPE) and the potential
rotation at the inflow layer of the storm (effective layer SRH). The effective SRH differs
from the SRH used in EHI because the effective SRH mainly focuses on the inflow layer
of the storm, and it measures the vertical shear of that layer (Thompson et. al. 2003). In
addition, SCP incorporates effective bulk shear into its calculation, which incorporates both
speed and directional changes to wind with height (in contrast with SRH, which
emphasizes directional changes). Effective bulk shear is more useful toward identifying
between supercells and non-supercells, but it does not take into account stable layers of the
atmosphere that may be misrepresented as storm inflow (Thompson et. al. 2003). This
added knowledge is important for outbreaks because if an outbreak only has speed shear
and no directional shear (so a large BRN shear value and a minimal SRH), it will likely
result in a more linear convective system, ultimately resulting in an outbreak with more
wind and hail events and thus weaker in magnitude. Conversely, if an outbreak only has
19

both strong directional shear and speed shear, it will likely form an outbreak that is
dominated by discrete supercells, ultimately resulting in a more severe outbreak with more
tornadoes. So, knowledge of the shear, combined with the CAPE and SRH allows for the
ability to distinguish between outbreak types.
STP is a product of the Mixed Layer CAPE, bulk shear, storm relative helicity, and
the lowest 100 millibar mean parcel LCL heights:
STP =

𝑀𝐿𝐶𝐴𝑃𝐸 𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑠ℎ𝑒𝑎𝑟
1000 𝐽/𝑘𝑔

20 𝑚/𝑠

×

𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑆𝑅𝐻
100 𝑚2 /𝑠2

(2000−𝑀𝐿𝐿𝐶𝐿)

×[

1500 𝑚

]

(2.3)

The STP is mainly beneficial to determine whether supercells (which are found in
tornado outbreaks) will produce tornadoes, and specifically large and dangerous tornadoes
(Thompson et. al. 2003). STP like the SCP, it incorporates CAPE, effective bulk shear, and
effective SRH into its calculations. However, for STP these variables are calculated at more
unstable locations in the atmosphere. When values at these layers are higher, the conditions
are better for producing stronger tornadoes. Unlike SCP, STP uses the Mean Layer CAPE,
which calculates the CAPE of the mean parcel from the lowest 100 millibars of the
atmosphere (thought to emulate the boundary layer) when lifted. The Mean Layer CAPE
would be better for examining outbreaks with large tornadoes because the values for
MLCAPE would be larger for significant tornadoes. STP also incorporates the mean parcel
LCL (MLLCL), which identifies the mean height where the cloud deck forms. This
variable is useful to include because when the MLLCL is lower in the atmosphere, more
numerous and stronger tornadoes will form. When the MLLCL is higher in the atmosphere,
weaker and fewer tornadoes will form. All of these aspects combined represent the layers
and variables that when optimized can cause the most significant and severe tornadoes.
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Once these parameters were computed, the NSSL-WRF grid was limited to a US
land-sea mask because the severe storm reports are only collected over the US mainland.
Following the methodology of Shafer et al. (2012) to obtain a single severe weather
diagnostic value for a given outbreak, the severe weather variables were smoothed using
Kernel Density Estimation (KDE) analysis, which is used to determine the probability
density function of a variable (e.g. Fig. 6). Once smoothed, areal coverages, defined as all
points within a contiguous KDE smoothed region that exceed some user-specified
threshold (which is dependent on the parameter being examined), were derived for a variety
of severe diagnostic threshold values. Within each areal coverage, the sum, mean, and
number of grid points were computed, though only the areal coverage means were retained
as predictors for the SVR models. This resulted in numerous databases of severe weather
diagnostic areal coverages for different severe weather parameter thresholds. For example,
the STP areal coverage for 27 April 2011 (Fig. 6) was based on locations where STP
exceeded 2 (the selected threshold for this example) and were spatially contiguous (the
enclosed black contour in Fig. 6). Once the areal coverage regions were identified (STP
region sum of 5937.2, mean of 2.4, count of 2440 in this example), they were matched with
outbreak centroids from Shafer et al. (2011) to help identify a common geographic region
for the outbreaks and the threshold values. These areal coverage values have the same units
at the parameters and are therefore unitless.
In this project, support vector regression (SVR) was the machine learning method
selected for predicting the outbreak severity index. SVR is superior to multivariate linear
regression as it incorporates nonlinearity into its decision values via a kernel function,
which projects the predictor data into a hyperspace where the nonlinear relationships are
21

linear. SVR is advantageous because any biases associated with the WRF or NARR data
are inherently incorporated into the machine learning models. Once projected, a decision
hyperplane is fit to the data that is optimized by approaching a “best fit” as in multivariate
linear regression. As expected, kernel function selection will dramatically affect the output
of the SVR, and as such is an important consideration when developing a model using this
method. SVRs have other important tuning parameters, including a cost function (which
minimizes influence of points far from the decision hyperplane in its fit) and an ε – loss
function that helps ensure the best-fit hyperplane exists at a global minimum within the
data. The SVR models were optimized by testing multiple combinations of kernel, cost,
and loss function values. In particular, the kernels tested included:
Linear kernel: 𝑘(𝑥, 𝑥′) = 𝑥 ′ 𝑥

(2.4)

Polynomial kernel: 𝑘(𝑥, 𝑥′) = (𝛾𝑥 ′ 𝑥)𝑑

(2.5)

2)

(2.6)

Gaussian kernel: 𝑘(𝑥, 𝑥′) = 𝑒 (−𝛾|𝑥−𝑥′|

Here, the quantity γ controls the spread in the Gaussian kernel and the polynomial
kernel and should also be optimized, and the variable d represents the degree for the
polynomial kernel. Table 2.1 outlines the different values for the kernel function that were
tested in this study. These kernels were tested with all possible combinations of cost
function (1, 10, 100, 1000) and loss function (0.01, 0.05, 0.1), resulting in 144 possible
permutations of kernel-cost-loss that were considered. Once the optimization criteria were
established, a robust cross-validation methodology was implemented in which a 500iteration 85/15 bootstrap training/testing methodology was utilized. Databases of severe
weather diagnostics with multiple thresholds and parameters were retained for use as
training predictors for the selected machine learning methods. The optimal kernel-cost-loss
22

combination was identified by finding the smallest bootstrap median RMSE of all tested
combinations.

These optimal combinations were computed for each areal coverage

threshold and each parameter (39 different configurations – Table 2.2), and the resulting
best 39 models were used to identify performance among parameters and areal coverage
thresholds. Figure 2.7 outlines the above methods in a flowchart.
Table 2.1

SVR Configuration Combinations

Kernels
Degrees Gammas
radial
0
0.01
radial
0
0.05
radial
0
0.1
polynomial
2
0.01
polynomial
2
0.05
polynomial
2
0.1
polynomial
3
0.01
polynomial
3
0.05
polynomial
3
0.1
polynomial
4
0.01
polynomial
4
0.05
polynomial
4
0.1
The SVR configuration combinations used to optimize the models for the kernels,
gamma, and degrees values for a threshold and a parameter.
Table 2.2

RMSE Results of the SVR Models

Parameter Threshold RMSE at 2.5 RMSE at 50 RMSE at 97.5 Number
EHI01
0.25
0.54
0.75
1.00
1944
EHI01
0.5
0.52
0.73
1.59
2274
0.58
0.80
1.66
2150
EHI01
0.75
EHI01
1
0.62
0.87
1.81
1798
0.70
0.96
2.02
1439
EHI01
1.25
EHI01
1.5
0.74
1.05
2.26
1105
0.79
1.17
2.54
865
EHI01
1.75
EHI01
2
0.81
1.22
2.84
677
EHI01
2.25
0.81
1.35
3.24
516
0.88
1.49
3.71
381
EHI01
2.5
RMSE results of the SVR models for the parameters based on the best median RMSE
values.
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Table 2.2 (continued)
EHI01
2.75
0.87
1.57
4.07
305
EHI01
3
0.79
1.49
4.56
238
Parameter Threshold RMSE at 2.5 RMSE at 50 RMSE at 97.5 Number
EHI03
0.5
0.52
0.76
0.99
2177
EHI03
1
0.58
0.82
1.64
2442
EHI03
1.5
0.64
0.92
1.87
1734
EHI03
2
0.66
1.07
2.38
1017
EHI03
2.5
0.63
1.11
3.07
576
EHI03
3
0.60
1.25
3.91
339
EHI03
3.5
0.69
1.53
5.18
184
EHI03
4
0.72
1.68
6.41
119
EHI03
4.5
0.60
1.39
7.83
75
EHI03
5
0.47
0.96
9.78
45
Parameter Threshold RMSE at 2.5 RMSE at 50 RMSE at 97.5 Number
SCP
0.5
0.55
0.77
1.00
2035
SCP
1
0.56
0.74
1.42
3126
SCP
1.5
0.56
0.73
1.44
3045
SCP
2
0.56
0.77
1.50
2781
SCP
2.5
0.61
0.81
1.58
2509
SCP
3
0.61
0.85
1.73
2195
SCP
3.5
0.65
0.90
1.84
1854
SCP
4
0.68
0.96
2.01
1581
SCP
4.5
0.70
1.00
2.16
1345
SCP
5
0.71
1.04
2.37
1119
Parameter Threshold RMSE at 2.5 RMSE at 50 RMSE at 97.5 Number
STP
0.25
0.67
0.94
1.28
1165
STP
0.5
0.76
1.12
2.42
988
STP
0.75
0.87
1.32
3.06
597
STP
1
0.91
1.49
3.98
360
STP
1.25
0.90
1.72
4.65
241
STP
1.5
0.88
1.85
5.28
181
STP
1.75
0.71
1.68
6.22
121
RMSE results of the SVR models for the parameters based on the best median RMSE
values.
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Figure 2.7

Flowchart of Methods

A flowchart of the methods that were conducted for this research.
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CHAPTER III
RESULTS AND DISCUSSION
The best performing SVR models (Table 3.1) were determined numerically for each
threshold and parameter based on the best median RMSE value and confidence interval
spread. After SVR optimization, there were 39 total bootstrap RMSE results among the
four severe weather diagnostics considered. Careful consideration to the median RMSE
and the confidence interval spread was given to each of the 39 configurations in order to
ascertain the best performing model(s). Additionally, five confidence interval plots were
produced using the RMSE confidence interval results (2.5, 50, 97.5 percentages for each
threshold). In addition to the numerical analysis of the median RMSE values, these
confidence interval plots were analyzed to determine the best and worst parameters and
thresholds for predicting tornado outbreak severity. In order to see how the model was
performing, an analysis of bias was also conducted by examining the median residuals and
the residual quantiles. Looking at the median residuals for the parameters can give an idea
of whether the model is under or over forecasting severity. Looking at quantiles of the
residuals can provide an idea of the distribution of the model performance, and it can
determine which values are influencing the models more heavily than others.
Table 3.1

SVR Optimizations

Parameter Threshold kernels gamma degrees epsilons cost
EHI01
0.25 radial
0.01
0
0.1
10
EHI01
0.5 radial
0.01
0
0.1
10
Optimizations for the SVR models for the parameters and thresholds.
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Table 3.1 (continued)
EHI01
0.75 radial
0.01
0
0.1
10
EHI01
1 radial
0.05
0
0.1
1
EHI01
1.25 radial
0.01
0
0.1
10
EHI01
1.5 radial
0.01
0
0.1
10
EHI01
1.75 radial
0.01
0
0.01 100
EHI01
2 radial
0.05
0
0.1
1
EHI01
2.25 radial
0.01
0
0.1 100
EHI01
2.5 radial
0.05
0
0.1
10
EHI01
2.75 radial
0.1
0
0.01
1
EHI01
3 radial
0.1
0
0.01
1
Parameter Threshold kernels gamma degrees epsilons cost
EHI03
0.5 radial
0.1
0
0.1
10
EHI03
1 radial
0.1
0
0.1
1
EHI03
1.5 radial
0.1
0
0.1
10
EHI03
2 radial
0.1
0
0.1
10
EHI03
2.5 radial
0.1
0
0.1
1
EHI03
3 radial
0.1
0
0.01
1
EHI03
3.5 radial
0.1
0
0.1
10
EHI03
4 radial
0.1
0
0.1
1
EHI03
4.5 radial
0.1
0
0.01
10
EHI03
5 radial
0.01
0
0.1
10
Parameter Threshold kernels gamma degrees epsilons cost
SCP
0.5 radial
0.1
0
0.1
10
SCP
1 radial
0.01
0
0.1
1
SCP
1.5 radial
0.05
0
0.1
1
SCP
2 radial
0.01
0
0.1
1
SCP
2.5 radial
0.01
0
0.1
1
SCP
3 radial
0.1
0
0.1
1
SCP
3.5 radial
0.1
0
0.1
10
SCP
4 radial
0.01
0
0.1
1
SCP
4.5 radial
0.1
0
0.1
10
SCP
5 radial
0.1
0
0.1
10
Parameter Threshold kernels gamma degrees epsilons cost
STP
0.25 radial
0.01
0
0.1 100
STP
0.5 radial
0.01
0
0.1
1
STP
0.75 radial
0.01
0
0.1
10
STP
1 radial
0.01
0
0.1
10
STP
1.25 radial
0.01
0
0.1
10
STP
1.5 radial
0.1
0
0.1
1
STP
1.75 radial
0.1
0
0.1
1
Optimizations for the SVR models for the parameters and thresholds.
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3.1 EHI1
The EHI1 0.5 threshold produced the lowest median RMSE value (0.73) of all the
thresholds studied for EHI1, making it the best threshold for predicting tornado outbreak
severity. However, many EHI1 thresholds produced similarly low median RMSE values,
like 0.25 (0.75 RMSE) and 0.75 (0.80 RMSE) which were statistically indistinguishable
from each other. Interestingly, the 2.75 threshold produced the highest median RMSE value
of the thresholds studied for the EHI1 parameter (1.57), making it the worst threshold for
predicting tornado outbreak severity. There was a clear notable trend of increasing RMSE
by increasing EHI1 threshold (Fig. 8). This observation is somewhat expected because the
lower threshold databases contained higher sample sizes than the higher threshold
databases (Table 2.2). When the sample size of the database is smaller, then it is more
difficult for the SVR models to accurately predict the severity, which makes the RMSE
values higher. However, the drastic increase in RMSE was notable, as there is an
underlying expectation that larger or more severe outbreaks should have more inherent
predictability owing to their more defined synoptic-scale conditions. Outbreaks that meet
higher thresholds are generally stronger and more rare events, which would typically
suggest that higher thresholds would be a better indicator of the severity of an outbreak
than a more commonly represented lower threshold value. One possible reason for this
discrepancy in the expected performance is the fact that severe events, despite clear
synoptic indications, are rare and often the result of a unique set of conditions. Due to the
limited number of observations and distinctiveness of each severe event, the data for events
with high EHI1 thresholds make it difficult for the SVR models to recognize a pattern.
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Conversely, the lower thresholds would have more precision due to the larger number of
outbreaks with similar features.

Figure 3.1

Bootstrap Ranking Index RMSE for 0-1 km EHI

A plot of the RMSE confidence intervals for the areal coverage thresholds for the EHI1
parameter.
The 0.25 threshold had the smallest spread of the intervals (0.5) so it was the best
performing threshold, while the 3.0 threshold had the largest spread of the intervals, with
a spread of 3.8, making it the worst performing threshold for EHI1. A higher spread in the
data indicates less confidence in the model performance. Conversely, a smaller spread in
the data indicates more confidence in model performance. As a trend, the confidence
intervals increased in spread as the threshold value increased. In addition, if any of the
ranges have a median value which is located in the center of the range, like for the 0.25
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threshold, then these thresholds have a more even distribution and likely had better model
performance. If there is a more even distribution, this suggests less bias in the distribution
of the data, and thus a better model performance. Interestingly, the confidence intervals
recreate the N15 index distribution (which is heavily positively skewed as in Figure 3.1),
again with the exception of the 0.25 threshold which yielded evenly distributed results.
The likely reason for this discrepancy is the lack of contribution of major events like the
27 April 2011 in the smallest threshold, which was not able to be paired with its location
due to the large geographic extent of the 0.25 threshold areal coverage region for that major
outbreak. Major events were forecast poorly by the SVR owing to their relative rarity, and
this influence is most pronounced with the smallest sample sizes. In summary, the
confidence intervals indicated that the 0.25 threshold performed the best, while the 3.0
threshold performed the worst at predicting outbreak severity. Another notable aspect of
these results was that that only two of the thresholds for EHI1 (0.5 and 0.25) satisfied the
hypothesis of obtaining a median RMSE value of at least 0.75 (though their confidence
intervals overlapped the 0.75 value at 1.6 and 1 respectively). However, because these two
thresholds had upper confidence interval limits that were greater than the 0.75 value, they
did not satisfy the hypothesis with statistical confidence. Overall, the results indicated that
the 0.25 threshold performed the best at predicting outbreak severity, while the 3.0
threshold performed the worst.
Collectively, the EHI1 median RMSE results and the confidence interval results
produced similar implications on which thresholds performed the best for the SVR models
at predicting outbreak severity for the EHI1 parameter. The analysis methods combined
showed the 0.25 EHI1 threshold as the best configuration as they yielded low RMSE (for
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good model accuracy) and small confidence interval spread (for high model precision).
This configuration was retained for further analysis below.
It was also important to assess biases in the SVR ranking index forecasts, which
were quantified using median residuals from the testing data in each cross-validation test.
Based on the median residuals for the 0-1 km EHI, the models are over-forecasting,
meaning the predicted values are higher than the observed values, when determining the
severity of severe weather outbreaks. This is evident because the median values are below
or near the 0 line for the all of the thresholds except one (2.75), which is just above the 0
line (Figure 3.2). Two of the thresholds are being forecasted with minimal bias because the
medians are on the zero line (1.75 and 3.0). The summary for the residuals (Table 3.2) for
the EHI1 parameter over the tested thresholds shows a huge range of forecast errors
between the third quartile and the maximum. This skew demonstrates the influence of a
few major outbreaks on the RMSE spreads seen in Fig. 8. Overall, the SVR method showed
bias toward over-forecasting the severity of outbreaks for the EHI1 parameter.
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Figure 3.2

Bootstrap Ranking Index Median Residuals for 0-1 km EHI

The median residual boxplots from the ranking index bootstrap for the 0-1 km EHI
parameter.
Table 3.2

Residual Quantiles for the SVR Models

Parameter Threshold
0%
25%
50%
75%
100%
EHI01
0.25 -2.298 -0.139 -0.015
0.252
7.975
EHI01
0.5 -2.577 -0.152 -0.019
0.244 25.607
EHI01
0.75 -2.405 -0.163 -0.021
0.263 25.074
EHI01
1 -2.628 -0.176 -0.015
0.295 25.189
EHI01
1.25 -3.016 -0.197 -0.016
0.333 25.252
EHI01
1.5 -2.967 -0.212 -0.021
0.385 25.228
EHI01
1.75 -2.523 -0.225
0.001
0.440 25.097
EHI01
2 -2.670 -0.286 -0.049
0.484 25.103
EHI01
2.25 -2.419 -0.322 -0.064
0.520 25.197
EHI01
2.5 -2.852 -0.373 -0.054
0.624 25.202
EHI01
2.75 -2.104 -0.293
0.004
0.743 25.246
EHI01
3 -2.841 -0.312 -0.001
0.761 25.386
EHI03
0.5 -2.711 -0.140 -0.013
0.251
8.370
EHI03
1 -1.609 -0.145 -0.020
0.250 25.780
EHI03
1.5 -3.344 -0.159 -0.024
0.261 25.721
EHI03
2 -3.180 -0.178 -0.028
0.245 25.660
Quantiles of the residuals from the SVR models for each parameter and threshold.
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Table 3.2 (continued)
EHI03 2.5
-1.871 -0.194 -0.024 0.270
25.740
EHI03 3
-2.302 -0.211 0.004
0.342
25.672
EHI03 3.5
-2.445 -0.348 -0.017 0.452
25.507
EHI03 4
-2.113 -0.419 -0.109 0.841
25.696
EHI03 4.5
-2.349 -0.568 -0.003 0.734
25.664
EHI03 5
-1.813 -0.563 -0.110 0.781
25.769
SCP
0.5
-4.287 -0.147 -0.014 0.266
8.143
SCP
1
-2.253 -0.143 -0.014 0.243
25.549
SCP
1.5
-2.357 -0.147 -0.010 0.237
25.572
SCP
2
-2.489 -0.150 -0.016 0.247
25.380
SCP
2.5
-1.953 -0.156 -0.017 0.262
25.434
SCP
3
-2.332 -0.161 -0.023 0.262
26.244
SCP
3.5
-3.802 -0.166 -0.021 0.272
26.444
SCP
4
-2.119 -0.177 -0.022 0.292
26.242
SCP
4.5
-3.353 -0.185 -0.033 0.293
26.192
SCP
5
-2.984 -0.197 -0.040 0.307
26.203
STP
0.25 -7.556 -0.187 -0.015 0.320
7.899
STP
0.5
-2.096 -0.218 -0.019 0.374
25.320
STP
0.75 -2.244 -0.278 -0.032 0.531
25.162
STP
1
-2.074 -0.325 -0.029 0.608
26.155
STP
1.25 -2.180 -0.433 -0.024 0.740
25.362
STP
1.5
-2.356 -0.491 -0.079 0.864
25.291
STP
1.75 -2.716 -0.481 -0.070 0.840
25.237
Quantiles of the residuals from the SVR models for each parameter and threshold.
3.2 EHI3
The best performing threshold for EHI3 was determined numerically based on a
comparison of the median RMSE values. The 0.5 threshold performed the best in terms of
model performance (0.75) because it produced the lowest value result for the median
RMSE of the EHI3 thresholds. Two other thresholds (1.0 and 1.5) performed similarly with
good model performance and low RMSE values (0.82 and 0.92 RMSE values respectively).
The 4.0 threshold performed the worst in terms of model performance because it produced
the highest median RMSE value of the EHI3 thresholds (1.68). These results, like EHI1,
showed increasing median RMSE with larger thresholds. Statistically, based on the results,
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lower sample sizes resulted in higher median RMSE values, while higher sample sizes
resulted in lower median RMSE values. It is also likely that the EHI3 results were partially
due to the predictability of lower-intensity events, as was true with EHI1.
The areal coverage threshold that has the smallest range for the confidence interval
RMSE values for EHI3 is the 0.5 threshold value (spread of 0.5), which shows more
confidence in the model performance for this threshold. The areal coverage threshold that
has the largest range for the confidence interval RMSE values is the 5.0 threshold value
(spread of 5.7), which indicates less confidence in the model performance for this
threshold. Consistent with EHI1, the confidence intervals generally increase as the areal
coverage threshold value increases (Figure 3.3). The increasing RMSE intervals are likely
primarily associated with smaller sample sizes. In addition, the median RMSE values for
the confidence intervals for the thresholds are all on the lower parts of the interval range,
which indicates that median RMSE values are more similar to the 2.5 confidence RMSE
values than the 97.5 confidence RMSE values. This finding is not unexpected, however,
because the datasets were all primarily distributed close to the zero value, which is below
the median value. Interestingly, the 0.5 threshold median again fell within the middle of
the confidence interval, which led to smaller interval widths and suggested the 0.5
threshold was the optimal solution. Overall, the 0.5 threshold shows the most confidence
in model performance and best distribution, while the 2.0 threshold shows the least
confidence in model performance and the worst distribution of the EHI3 parameters. The
results also showed that only one of the thresholds for EHI3 satisfied the hypothesis (0.5
with a median RMSE of 0.75). However, the upper limit of the confidence interval for this
threshold was greater than the 0.75 value (1), this threshold did not support the hypothesis
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with statistical significance. The remaining nine thresholds did not support the hypothesis.
Overall, the confidence interval analysis and the numerical median RMSE analysis
methods agree that the 0.5 threshold performed the best at determining outbreak severity
for the EHI3 parameter.

Figure 3.3

Bootstrap Ranking Index RMSE for 0-3 km EHI

A plot of the RMSE confidence intervals for the areal coverage thresholds for the EHI3
parameter.
The median residuals for the 0-3 km EHI are mostly negative, with the exception
of a few thresholds (3.0 and 4.5) (Figure 3.4). These two thresholds’ median residuals are
on the zero line, indicating that these thresholds are being forecasted with little bias. The
other thresholds for the EHI3 parameter have median residuals that fall below the zero line
35

(the observed values are less than the predicted values), indicating that these thresholds are
over-forecasting for the severity of outbreaks. When looking at the five-number summary
for the residuals in Table 3.2, there is a large jump in values from the 3rd quartile to the
maximum quartile, indicating the presence of large outliers in the data for the SVR models.

Figure 3.4

Bootstrap Ranking Index Median Residuals for 0-3km EHI

The median residual boxplots from the ranking index bootstrap for the 0-3 km EHI
parameter.
3.3 SCP
For the SCP parameter, the threshold that produced the lowest median RMSE value
was the 1.5 threshold (0.73), which indicates a better model performance since the median
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RMSE value was low. Other thresholds (1.0 and 0.5) produced similarly low median
RMSE values (0.75 and 0.77), demonstrating good model performance in these datasets as
well. The worst performing threshold (RMSE of 1.04) was again the highest threshold
tested (5.0), consistent with EHI1 and EHI3. The same median RMSE upward trend by
threshold was also observed with the SCP thresholds considered, and the likely reasons for
this pattern are similar to those for the other fields. Overall, based on the median RMSE,
the thresholds that performed the best with the SVR models was the 1.5 threshold, while
the 5.0 threshold performed the worst at determining outbreak severity.
The confidence intervals increase in spread as the threshold values increase (Figure
3.5). The intervals increase in part due to the decreasing sample size that exists as the
threshold value increases. The 0.5 areal coverage threshold performed the best in terms of
confidence in model performance (Figure 3.5) out of the studied thresholds for SCP
because it had the smallest spread of RMSE values (0.4 in spread). The 5.0 threshold value
performed the worst in terms of confidence in the model performance, since it had the
largest spread (1.6) of the studied thresholds. The thresholds mainly have right skewed
bootstrap replicate distributions, which is not unexpected since the ranking indexes that
were used for this data were mainly distributed close to the zero value, which is below the
median, and owing to the significant influence of a few major outlier outbreaks. The
exception to this finding is the median for the 0.5 threshold, which was located near the
middle of the interval range and is situated evenly between the 2.5 confidence interval
value and the 97.5 confidence interval value. Overall, the 0.5 threshold performed the best
for the SCP parameter because it showed the most confidence in the model performance
and the most even distribution, while the 5.0 threshold performed the worst for the SCP
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parameter because it indicated the least confidence in model performance and was not
evenly distributed. The results also showed that although two thresholds (1.5 and 1.0)
satisfied the hypothesis of getting at least a 0.75 median RMSE, the upper limits of these
confidence intervals were all higher than 0.75 (1.4 and 1.4 respectively), meaning that there
is no statistical confidence that these two thresholds supported the hypothesis. The other 7
results did not support the hypothesis, and their median RMSE values were greater than
0.75. Overall, the confidence interval-based method and the numerically-based median
RMSE methods determined that the 0.5 threshold performed the best for the SVR models
for SCP at predicting outbreak severity based on the smaller spread for the model
performance.
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Figure 3.5

Bootstrap Ranking Index RMSE for SCP

A plot of the RMSE confidence intervals for the areal coverage thresholds for the SCP
parameter.
The median residuals for the SCP thresholds are all well below the zero line,
indicating that the model is biased toward over-forecasting for the severity of these
outbreaks, especially for the higher thresholds (Figure 3.6). Looking at the residual fivenumber summary for the thresholds (Table 3.2), there is a very large difference in the 3rd
and the maximum quartile values for the SCP. This indicates the presence of one or more
large outliers (more severe and rare outbreaks) that could be influencing the models and
leading them to over-forecast for severity.
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Figure 3.6

Bootstrap Ranking Index Median Residuals for SCP

The median residual boxplots from the ranking index bootstrap for the SCP.
3.4 STP
The best performing threshold for median RMSE for STP was the 0.25 threshold
(0.9411). Other thresholds (0.5 and 0.75) performed similarly well (Figure 3.7), producing
lower median RMSE values (1.1 and 1.3 respectively). The threshold dataset that
performed the worst for the SVR models was the 1.5 threshold (1.8458). The results from
the STP is consistent with the results from the EHI1 parameter, and the reasoning follows
that of the EHI1 parameters. Overall, the lower thresholds produced more accurate
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predictions on outbreak severity than the higher thresholds, and the lower thresholds
produced lower median RMSE values than the higher thresholds.

Figure 3.7

Bootstrap Ranking Index RMSE for STP

A plot of the RMSE confidence intervals for the areal coverage thresholds for the STP
parameter.
Overall, the confidence intervals for the areal coverage thresholds increase as the
threshold values increase. The 1.75 threshold value has the largest interval spread (5.5) of
the thresholds studied for STP. This large interval indicates a lack of confidence in the
model performance and an overall uncertainty in the model performance at this threshold.
The 0.25 threshold value showed the smallest interval spread of the STP thresholds studied
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(0.6) which points to a higher level of confidence in the model performance and the best
certainty in the model performance out of the thresholds. The median for the 0.25 threshold
value was located around the middle of the range, meaning that the RMSE results were
evenly distributed, which shows a better model performance for the data. The median for
the other thresholds was located closer to the 2.5 percentage value than the 97.5 percentage
value, which indicates that the RMSE results for the other thresholds was not evenly
distributed. This is expected because the ranking indexes that were used for this data were
mainly distributed around the zero value, which was below the median. Overall, the 0.25
threshold performed the best because it resulted in a smaller spread for the intervals and a
more even distribution, while the 1.75 threshold performed the worst because it resulted in
a larger spread for the intervals and an uneven distribution. The results also indicated that
none of the STP databases supported the hypothesis for obtaining at least a 0.75 median
RMSE value. The 0.25 threshold performed the best based on the median RMSE values,
and the 1.5 threshold performed the worst at predicting outbreak severity. Overall, the
confidence interval analysis method and the numerical median RMSE analysis methods
agree that the 0.25 threshold was the best as predicting outbreak severity for the STP
parameter.
The models for STP are biased toward over-forecasting for outbreak severity, as
indicated by the fact that the median residuals are all below the zero line for all the
thresholds (Figure 3.8). The bias is less pronounced for the smaller thresholds and more
pronounced for the larger thresholds. In addition, when looking at the five-number
summary for the residuals (Table 3.2), there is a large jump in value from the 3 rd to
maximum quartiles, indicating the presence of large-value outliers (more severe and rare
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outbreaks) that could be influencing the models and causing them to over-forecast for
outbreak severity for this parameter.

Figure 3.8

Bootstrap Ranking Index Median Residuals for STP

The median residual boxplots from the ranking index bootstrap for the STP.
3.5 Identification of the Best Performing Diagnostic Variable
Once the individual predictor best-performing thresholds were identified, they were
combined and compared to determine optimal performance among the predictors (Figure
3.9). Interestingly, STP clearly performed the worst of the four parameters for the SVR
models. The STP had the largest confidence interval range, which demonstrates less
certainty in the model performance than the other parameters. While the EHI1, EHI3, and
43

SCP parameter performed similarly, the SCP parameter performed the best of the
parameters, as it had a slightly smaller (roughly 5%) confidence interval width than the
next closest (EHI3), which indicates more certainty in the model performance than the
other parameters. The notable drop in performance with STP was important and was
attributed to smaller sample sizes (Table 2.2) and the questionable applicability of the STP
to all outbreak types. That is, the STP is designed for use in environments with anticipated
major tornado events (EF2 or larger) while the SCP and EHI values are designed for
identifying general severe weather setups. The medians for all the parameters were skewed
toward the median of their interval ranges respectively, which shows that the parameters
all had thresholds that were evenly distributed in terms of their RMSE results and model
performance. Ultimately, while the EHI1, EHI3, and SCP parameters showed similar
results, the SCP parameter performed the best of the studied parameters in predicting
outbreak severity, while the STP parameter performed the worst of the studied parameters
in predicting outbreak severity.
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Figure 3.9

Best Bootstrap Ranking Index RMSE

A plot of the best RMSE confidence intervals for the areal coverage thresholds for the
EHI1, EHI3, SCP, and STP parameters, respectively.
In addition to using these results to determine the best-performing and worstperforming thresholds and parameters, the research hypothesis was also studied. This
hypothesis stated that median RMSE values would ideally be less than 0.75 after crossvalidation and optimization. There were only a few thresholds from the four parameters
studied that satisfied this hypothesis. The 0.5 threshold for the EHI1 parameter produced a
median RMSE of 0.73, the 0.5 threshold for the EHI3 parameter produced a median RMSE
of 0.75, and the 1.5 and 1.0 thresholds from the SCP parameter produced a median RMSE
of 0.73 and 0.74 respectively. However, the spread in the bootstrap replicates and
associated confidence intervals did not support a statistically significantly better prediction
error than 0.75, so the hypothesis was not fully supported by any models in this work.
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3.6. Case Study Analysis
It is useful to understand meteorological differences in events that are predicted
well and poorly by the SVR, particularly if forecast applications are an ultimate goal. To
assess this, a small case study analysis was conducted to compare the best and worst
performing cases from the SCP 0.5 threshold (the best performing model). The best
performing case occurred on September 13, 2005 at 00Z, while the worst case occurred on
February 6, 2008 at 3Z. The SPC storm reports were examined initially (Schaefer 1999).
Since the primary reports for the worst case were wind reports (317 wind reports) and hail
reports (149 hail reports) with 85 tornadoes reported, this event was likely a more discrete
event with the presence of tornadoes associated with the system (Figure 3.10). The primary
reports for the best case event were a combination of the wind reports (59), hail reports
(84), and tornado reports (5), indicating that this event likely had some more linear storms
(Figure 3.11). The distribution of reports, since there were few tornado reports, likely
enhanced the ability of the SVR models to predict this outbreak, as compared to the
February outbreak.
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Figure 3.10

September 13, 2005 SPC Severe Weather Reports

The SPC plot of the severe weather reports for the September 13, 2005 outbreak, which
performed the best of the SCP 0.5 models.
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Figure 3.11

February 6, 2008 SPC Severe Weather Reports

The SPC plot of the severe weather reports for the February 6, 2008 outbreak, which
performed the worst of the SCP 0.5 models.
The upper – level heights and jet streaks for the best outbreak (Figure 3.12) and the
worst outbreak (Figure 3.12) showed some differences between the two maps. The best
outbreak indicated that there was a more elevated pressure surface in place than the worst
outbreak. For the best case (Figure 3.12), there is some evident developing rising motion
that is occurring on the map. However, for the worst case (Figure 3.12), the jet streaks
reveal more defined, stronger rising motion as the system moved in a westerly direction,
which would help to enhance the amount of CAPE available that could be incorporated
into the parameters for EHI, SCP, and STP, which all utilize CAPE. The 500 mb absolute
vorticity and height map for the best case (Figure 3.13) indicates some vorticity is in place
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just west of the location of the outbreak. The 500mb absolute vorticity for the worst case
(Figure 3.13) shows very strong absolute vorticity west of the study region, which would
be particularly beneficial for upward motion and turning of the atmosphere. This strong
vorticity would be particularly evident with the SCP because it incorporates CAPE
(buoyancy potential) and SRH and shear, which determine the turning, or rotation, of the
atmosphere. The 850mb temperature and heights for the best case (Figure 3.14) showed
some warm air advection into the region of the centroid of the outbreak, which will allow
for more convection to form when moisture is present, and the worst case (Figure 3.14) is
consistent with the best case results as well. The best case showed higher temperatures
present in the study area. The worst case revealed a more defined frontal system that exists
in the map, as indicated by the line of temperature differences typically associated with a
front. Looking at the best case, 850mb specific humidity and heights (Figure 3.15), there
is some difference in the moisture availability when compared to the worst case 850mb
specific humidity (Figure 3.15). For the best case, there is ample moisture available at the
850mb level of the atmosphere. This moisture is not just at the centroid area, but it is also
connected to the Gulf of Mexico, and it is in place over much of the northern Mid-Western
U.S. By contrast, the 850mb specific humidity for the worst case shows a small amount of
moisture near the centroid of the study area with moisture availability decreasing with
distance from the centroid. The high amount of moisture available for the best case likely
enhanced the rising motion that was seen in the 300mb jet streaks, pointing to the influence
of buoyancy and moisture (convection) toward better predictions of outbreak severity,
which is particularly useful with the parameters examined as they all incorporate CAPE.
Overall, these outbreaks looked similar when examining the weather maps, however the
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worst event for the SCP 0.5 threshold revealed the presence of strong and deep rising
motion, which was noticeably lacking with the best event. This discrepancy provides some
reasoning for why the September 13, 2005 outbreak performed well with the models, while
the February 6, 2008 outbreak did not perform well with the SVR models.

Figure 3.12

250mb Heights and Jet Streaks

The 250mb Heights and Jet Streaks for the best and worst performing cases for SCP 0.5.
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Figure 3.13

500mb Heights and Absolute Vorticity

The 500mb Heights and Absolute Vorticity for the best and worst performing cases for
SCP 0.5.

Figure 3.14

850mb Heights and Temperature

The 850mb Heights and Temperature for the best and worst performing cases for SCP
0.5.
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Figure 3.15

850mb Heights and Specific Humidity

The 850mb Heights and Specific Humidity for the best and worst performing cases for
SCP 0.5.
In addition, the events varied based on their areal coverages and ranking indexes.
The best case covered had a smaller mean for the areal coverage region (1.6) than the
worst case (2.6), which is not surprising given that the best case had a lower areal
coverage count (136) than the worst case (29,103). One interesting finding was that the
ranking index for the best outbreak was lower (-0.112), while the ranking index for the
worst outbreak was higher (8.2). This discrepancy makes sense, however, because the
ranking index for the best case was distributed very closely to the zero value (close to the
median), while the worst case is more of an outlier because of its distance away from the
median.
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CHAPTER IV
CONCLUSION
Tornado outbreaks are deadly severe weather events that damage property and threaten
lives. The amount of damage tornado outbreaks cause is determined by the severity of the
outbreaks. Forecasting for outbreak severity is difficult and unclear because of atmospheric
variability and the lack of a consistent definition of what constitutes an outbreak. However,
the severity can be related to values of important severe weather diagnostic variables, like
EHI1, EHI3, SCP, and STP. To quantify the relationships between these diagnostic
variables and outbreak intensity, a machine learning procedure was implemented that
incorporated outbreak severity via the N15 ranking index and meteorological conditions
from reanalysis data. In particular, areal coverages of the severe weather diagnostic
variables were used as predictors in a support vector regression model to predict outbreak
intensity, quantified by the N15 ranking index. The goal of this project was to assess the
quality of outbreak intensity forecasts associated with a machine learning method.
Ultimately, this research aimed to produce N15 forecasts based on these areal coverages
which resulted in median RMSE values less than 0.75 after cross-validation and
optimization of the machine learning models.
The NARR database was used to quantify the severe weather diagnostic fields
owing to its spatial and temporal continuity and relatively small grid spacing (compared to
other datasets). To obtain areal coverages of severe weather diagnostics, the NARR data
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were dynamically downscaled onto the NSSL WRF grid configuration (Figure 2.6), which
has a 4-km grid spacing and 45 vertical levels. Severe weather parameters for the archived
outbreaks were computed from this NARR data. In addition, areal coverages (sum, mean,
and number) were computed for the 39 thresholds. Next, the SVR model was tuned using
a 500-iteration bootstrap cross-validated 85/15 training/testing method on 144 possible
SVR configurations for all 39 diagnostic fields and thresholds. Confidence intervals were
able to be determined from these bootstrap replicates. Ultimately, one optimally tuned SVR
model was created for each training dataset, and this model was cross-validated to obtain
performance measures such as RMSE and median residuals.
This research has indicated that, in general, the lower threshold conditions for the
studied parameters predict the severity of tornado outbreak using SVR models more
accurately than higher threshold conditions for the parameters using SVR models. For
EHI1, the 0.5 threshold value performed the best in terms minimizing RMSE in its outbreak
severity forecasts (0.73). In addition, the spread increased as the thresholds increased for
this parameter, showing worse model performance at higher thresholds. The 0.5 threshold
performed the best (0.75) in terms of determining outbreak severity for EHI3, and like the
EHI1 parameter, the spread increased with increasing threshold value. The 1.5 threshold
(0.73) performed the best at determining outbreak severity for SCP and the 0.25 threshold
(0.94) performed the best at determining outbreak severity for STP. Both SCP and STP,
like EHI, showed an increase in spread (worse model performance) as the threshold values
increased. As a whole, the SCP parameter performed the best out of the studied parameters
based on the lowest median RMSE values that were produced. The SCP (0.45) also had
the lowest spread (Figure 3.9) of the 4 parameters (0.46, 0.47, and 0.61), while the STP
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parameter had the highest spread (0.61). The STP parameter also performed the worst out
of the studied parameters, since it produced the highest median RMSE values in
comparison. The reasoning for this discrepancy could be due in part to the smaller sample
size that is present for the datasets used to analyze the STP parameter. Also, while the STP
emphasizes CAPE, shear, and helicity, it also looks at the Lifting Condensation Level
(LCL). While incorporation of the LCL would add another component that could help
identify more severe outbreaks, it also contributes to the inaccuracy of the STP in this
research because most of the outbreaks did not contain significant tornadoes. This fact is
likely the reason why STP models were more inaccurate for predicting outbreak severity,
while the SCP was more accurate for predicting outbreak severity. Another possible
explanation for this difference in performance between the parameters is likely because the
SCP, from a meteorological standpoint, more relevantly affects the strength and severity
of a tornado outbreak because when SCP is calculated, it emphasizes ingredients-based
environments (so severe weather outbreak environments) better and more accurately (to
the real world) than other parameters (like EHI). The SCP emphasizes CAPE, shear, and
helicity, while other parameters, like the EHI parameters, only incorporate CAPE and
helicity. Shear determines the magnitude and direction of turning of the winds in the
atmosphere with height, which is critical to form severe weather outbreaks and to
determine the severity of the outbreak. Without the shear component in the calculations, it
would be much harder to determine the severity of an outbreak. In addition, the SCP
incorporates the Most Unstable form of CAPE, which is ideal for outbreak scenarios
because Most Unstable CAPE (MUCAPE) is the CAPE if the storm’s convective potential
energy was maximized. This MUCAPE is a better variable to incorporate in outbreaks than
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CAPE because it is more representative of the potential severity of an outbreak, since it
looks at the part of the atmosphere that has the potential to generate the maximum potential
CAPE. Also, SCP uses 0-3 km helicity which gives a better idea of the strongest helicity
in the column, as opposed to being limited by a smaller portion of the atmosphere like 0-1
km helicity (0-3 km helicity will generally show the most turning in the column).
The results of this thesis are important for operational forecasting for a number of
reasons. These results indicated that outbreaks that have average ranking indices (close to
zero) and resultantly average synoptic characteristics could be forecasted with more
accuracy than synoptically distinct outbreaks (ones with high ranking indices). This is
useful because the higher ranking outbreaks will likely be more evidently severe to
forecasters due to the unique conditions associated with these rare events. However, it is
much more difficult for forecasters to distinguish between severity for average ranking
outbreaks, which could hinder communication with the public. However, with the models
in this thesis, the average ranking outbreaks were more accurately predicted, which could
make forecasters more certain of the potential impacts associated with these vague events.
In addition, the SCP was shown to perform the best out of the four severe weather
parameters examined. So, based on these results, forecasters could be more sensitive to the
meteorological aspects of the SCP when examining the environment, since this parameter,
using the SVR models, more accurately predicted severity. By comparing these more
average ranking outbreaks and SCP criteria, forecasters could get a sense of the subtle
differences in these outbreaks, synoptically, that is revealed by these SVR models.
Some limitations were present in this research. First, the only AI method that was
used in this study was the SVR technique. Other AI methods, like neural networks, were
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not considered, which is limiting because in some applications, they have been shown to
outperform SVR (though in others they have not). Another important limitation of this
research was that only values from one parameter and one threshold were used for each
SVR model (i.e. there were no multivariate considerations). Of course, parameter and
threshold values do not occur singularly in severe weather outbreaks in real life. Instead,
many of these parameters and thresholds occur simultaneously, not independently. So, a
multivariate approach could have been more meteorologically accurate, but since not all
thresholds occur in all outbreaks, sample size issues precluded investigation into
multivariate methods at this time. A multivariate approach will be considered in further
research. Incorporation of more recent and future outbreaks could increase the sample sizes
of the datasets, which could be beneficial in a multivariate approach.
Further research could be conducted by incorporating more recent and future
outbreaks. There is a known relationship between SVR performance and input training
sizes, so additional cases will likely cause the SVR performance to increase over time. In
addition, further research could be done on incorporating a multivariate approach using
these parameters and thresholds collectively in order to more accurately depict, in terms of
meteorological conditions, the severity predictions of tornado outbreaks. Further research
could be conducted using different AI techniques, like neural networks and random forests,
which could produce different results from the support vector regression technique, or
which could highlight similarities in the results of using these AI methods for predicting
severity of tornado outbreaks. Ultimately, there appears to be predictability of outbreak
severity within these diagnostic fields, and further exploration will likely assist forecasters

57

in making outbreak intensity decisions, which would benefit the general public
tremendously.
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