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1. INTRODUCTION
In this paper I prove an integral inequality and apply it to the study of
the spacing of those zeros of the Riemann zeta-function which lie on the
critical line Res=1/2. The function
Z(t)=e ih(t)z( 12+it) (1)
in which
h(t)=arg C 11
4
+
1
2
it2− t
2
log p=
t
2
log 1 t
2p
2− t
2
−
p
8
+O 11
t
2 , (2)
is real and even for real t ; we denote the sequence of distinct positive real
zeros of Z(t), arranged in increasing order, by {tn}. The following result
was proved in Hall [7]:
Theorem A. Let e(T)Q 0 in such a way that e(T) log TQ.. Then for
sufficiently large T, there exists an interval contained in [T, (1+e(T)) T]
which is free of zeros of Z(t) and having length at least
1105
4
21/4 31+O 1 1
e(T) log T
24 2p
log T
. (3)
Thus
L :=lim sup
tn+1−tn
(2p/log tn)
\ 1105
4
21/4=2.263509... . (4)
The not larger quantity
l :=lim sup
cn+1− cn
(2p/log cn)
(5)
in which {cn} denotes the sequence of ordinates of all the zeros bn+icn in
the upper half-plane (labelled in such a way that cn is non-decreasing), is
known to exceed 1 (Selberg [13]). Assuming the Riemann Hypothesis,
Montgomery and Odlyzko [12] proved that l \ 1.9799 and this lower
bound was improved to l > 2.337 by Conrey et al. [4]. Later these authors
[5] obtained the bound l > 2.68 assuming the Generalized Riemann
Hypothesis. My main objective here is to make a slight improvement in the
constant on the right-hand side of (4).
Theorem 1. We may replace the constant ( 1054 )
1/4 in each of its
occurrences in Theorem A by ( 112 )
1/2=2.345207....
Our method is similar to that employed in [7], except that the integral
inequality due to Beesack [1] on which this depended (see also Hardy et al.
[8, 7.6, Theorem 256]) is replaced by the following result.
Theorem 2. Suppose that y=y(x) ¥ C2[0, p] and y(0)=y(p)=0, also
that n \ 0. Then we have
Fp
0
yŒ(x)4+6ny(x)2 yŒ(x)2 dx \ 3l0(n) F
p
0
y(x)4 dx, (6)
where
l0(n)=
1
8 {1+4n+`1+8n}. (7)
The constant is sharp for every n.
We notice that l0(0)=1/4 which gives Beesack’s result for the exponent
4: there is a corresponding inequality for each even integer exponent. We
notice further that l0(1)=1; this is the case l=n2, which we bear in mind
in the proof later.
We assume the truth of Theorem 2 temporarily and use this to prove
Theorem 1.
2. PROOF OF THEOREM 1
Lemma 1. We have, as TQ.,
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FT
0
Z(t)4 dt=
1
2p2
T log4 T+O(T log3 T), (8)
FT
0
Z(t)2 ZŒ(t)2 dt= 1
120p2
T log6 T+O(T log5 T), (9)
FT
0
ZŒ(t)4 dt= 1
1120p2
T log8 T+O(T log7 T), (10)
FT
0
Z(t)2 Zœ(t)2 dt= 1
672p2
T log8 T+O(T log7 T). (11)
The first result (8) is due to Ingham [9]: a much better error term is
known (Zavorotnyi [15]). The main terms in (9) and (10) are to be found
in Conrey [2]. I was initially unaware of Conrey’s paper and obtained (9),
(10) and (11) by a rather different method in [7].
By a suitable linear transformation we deduce from (6) that if y=y(x) ¥
C2[a, b] and y(a)=y(b)=0, then
F b
a
1b−a
p
24 yŒ(x)4+6n 1b−a
p
22 y(x)2 yŒ(x)2−3l0(n) y(x)4 dx \ 0.
(12)
Suppose that e=e(T) is as in the statement of Theorem A, and that tl is
the first zero of Z(t) not less than T and tm the last zero not greater than
(1+e) T. Suppose further that for l [ n < m we have
tn+1−tn [
2po
log T
. (13)
We deduce from (12) and (13) that
F tn+1
tn
1 2o
log T
24 ZŒ(t)4+6n 1 2o
log T
22 Z(t)2 ZŒ(t)2−3l0(n) Z(t)4 dt \ 0.
(14)
We sum (14) for l [ n < m ; since we have tl=T+O(Tb), tm=(1+e(T)) T+
O(Tb) for some fixed b < 1 (see, for example, Ivic´ [10, Chap. 10]) we
obtain, employing (8), (9), and (10) that
3 o4
70p2
+
no2
5p2
−
3
2p2
l0(n)4 e(T) T log4 T+O(T log3 T) \ 0, (15)
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whence
o4+14no2−105l0(n) \ −
C
e(T) log T
, (16)
in which C is an absolute constant. We deduce from (16) that
o2 \ −7n+`49n2+105l0(n)+O 1 1
e(T) log T
2 , (17)
and we maximize the function of n on the right-hand side of (17). We find
that the maximum occurs at the point n=22/49 where l0(n)=121/196.
We insert these values into (17) which implies that o \`11/2+
O(1/e(T) log T). This proves Theorem 1.
3. LIMITATIONS OF THE METHOD
By reducing the error terms in Lemma 1 we could take e(T) smaller.
However such improvements would not show that a positive proportion of
the gaps between the zeros are large, and I have not yet been able to derive
a result of this sort from this method. Perhaps the most interesting question
here is how great a lower bound for L can be achieved. We remark that,
employing second moments of Z(t) and ZŒ(t) only, we can show that
L \`3. The fourth moment (and I shall explain that it is not clear that we
have used it optimally), gives l \`11/2. From this rather thin numerical
evidence we might be led to expect that the lower bound increases as we
take higher moments of Z and its derivatives, though we should not care to
speculate how the sequence`3,`5.5, ... continues. This problem falls into
two quite distinct parts. For a solution we should require analogues, for
higher moments, of Lemma 1 and Theorem 2, in particular we should
expect the 2kth moment version of Theorem 2, (k=3, 4, 5, ...) to involve
all the mixed terms y2k−2h(yŒ)2h, (h=1, 2, ..., k−1), with coefficients at our
disposal. In the proposed application to the case y=Z these coefficients
would then be optimized, just as we chose n=22/49 in the proof of
Theorem 1 above. As an illustration to make this more precise, in the case
k=3 we envisage that there holds (for y as in Theorem 2) the inequality
Fp
0
yŒ(x)6+5my(x)2 yŒ(x)4+15ny(x)4 yŒ(x)2 dx \ 5l0(m, n) F
p
0
y(x)6 dx,
(18)
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where l0(m, n) is determined, for m, n \ 0, by the equation (corresponding
to Eq. (40) below):
F.
−.
x4+2mx2+n
x6+3mx4+3nx2+l0(m, n)
dx=p. (19)
The function l0(m, n) strictly increases as m or n increases: we may infer this
from (18), alternatively (19) is equivalent to
F.
−.
1
6x2
log 31+x6+3mx4+3nx2
l0(m, n)
4 dx=p, (20)
from which the conclusion is obvious. The analogue of Lemma 1 is harder
to forsee. It is a long-standing conjecture that for k ¥N or indeed k ¥ R+
there exists a constant c(k) such that as TQ. we have
FT
0
|z( 12+it)|
2k dt ’ c(k) T logk
2
T. (21)
This is by analogy with the classical results for k=1 and 2 which depend
on the approximate functional equations for z and z2 together with the
formula
C
n [ x
dk(n)2
n
’
a(k)
C(k2+1)
logk
2
x, 1k ¥ R+, xQ., z(s)k=: C.
n=1
dk(n)
n s
2 ,
(22)
in which
a(k)=D
p
11−1
p
2k2 3 C.
m=0
1C(m+k)
m! C(k)
22 p−m4 . (23)
I shall not describe all the partial results and conjectures concerning (21)
here. I refer the reader to Keating and Snaith [11], which includes an
extensive list of references. Their paper is an interesting, wide-ranging study
of the (possible) connections between random matrix theory and the value
distribution of z( 12+it), and contains a conjectured value for c(k), (k ¥ R
+),
precisely c(k)=a(k) b(k) where
b(k)=
G(1+k)2
G(1+2k)
, (24)
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and G is Barnes’ function (Whittaker and Watson [15 Chap. XII]). This
agrees with the values b(3)=42/9! and b(4)=24024/16! previously
suggested (on quite different grounds) by Conrey and Ghosh [3] and
Conrey and Gonek [6]. Of course the reader will have noticed that we
require not only the mean-value (21) but formulae involving powers of zŒ,
presumably having the shape
FT
0
|z( 12+it)|
2k−2h |zŒ( 12+it)|2h dt ’ c(h, k) T logk
2+2h T (h=0, 1, ..., k).
(25)
Similar formulae, but involving Z and ZŒ, may be shown to be equivalent
to (25). In fact it appears to be easier as well as more direct to work with Z
and its derivatives: in the cases k=1, 2 the approximate functional equa-
tions have a symmetry not shared by z (because of the derivatives of
q( 12+it)) [7, Lemma 7]. Notice that we only need the ratios between the
c(h, k), which we may expect to be rational. I believe this albeit somewhat
conjectural analysis has some interest. For example the question arises
whether the next term of the sequence `3,`11/2, ..., is a quadratic
surd. (The reader will see easily that (for every k) (19) reduces to an alge-
braic equation. The optimization of the coefficients m, n, ..., will also be
algebraic.)
Let us briefly reconsider the fourth moment and my remark above about
its best use. The simplest piece of information not employed so far is the
formula (11) above. This immediately suggests the problem of determining
the sharp constant in the inequality
Fp
0
yŒ(x)4+my(x)2 yœ(x)2 dx \ B(m) Fp
0
y(x)4 dx, (26)
subject to y(0)=y(p)=0. This is in a way more natural than (6) in that
the integrand on the left-hand side is not only homogeneous of order 4 in y
but also in the differential operator d/dx. The extremal function y0 for the
case m=0 is known, and we remark that y'0 lies (well) outside L
2[0, p].
This suggests that
lim
mQ 0
m−1{B(m)−B(0)}=. (27)
(notice that B(0)=3/4), and I conjecture that actually
B(m)−B(0)± m7/8. (28)
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This is on the basis of the upper bounds which I could obtain from trial
functions. These show that the exponent on the right-hand side of (28)
cannot be less than 7/8.
4. PROOF OF THEOREM 2
Lemma 2. Suppose that y ¥ C2[0, p/2] and y(0)=0. Then we have
Fp/2
0
yŒ(x)4+6ny(x)2 yŒ(x)2 dx \ 3l0(n) F
p/2
0
y(x)4 dx, (29)
with l0(n) as in (7).
In the case n=0 this is Theorem 256 of Hardy et al. [8, 7.6] and we
follow their proof as far as possible. It will be convenient to assume as we
may that n > 0. For each fixed n we wish to determine the minimum value
of
Fp/2
0
{yŒ(x)4+6ny(x)2 yŒ(x)2} dx (30)
subject to the constraint
Fp/2
0
y(x)4 dx=
p
8
(say). (31)
This is a convenient normalization which is in order because the integrands
in (30) and (31) are homogeneous in y. We treat this as a problem in the
Calculus of Variations. We write
F(x, y, yŒ)=yŒ(x)4+6ny(x)2 yŒ(x)2−3ly(x)4, (32)
in which n(> 0) is a fixed parameter and l (strictly speaking, 3l) is the
Lagrange multiplier. Initially we impose no condition on y(p/2), whence
any extremal y satisfies
“F
“yŒ=0 (x=p/2). (33)
Since n > 0 we find from (33) that yŒ(p/2)=0. Euler’s equation is
12yŒ(x)2 yœ(x)+12ny(x)2 yœ(x)+12ny(x) yŒ(x)2+12ly(x)3=0, (34)
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and this has (on multiplying by yŒ(x)/3) the first integral
yŒ(x)4+2ny(x)2 yŒ(x)2+ly(x)2=constant. (35)
We suppose that the constant is lm4. We may assume that m > 0 else y=0
identically and there is nothing to prove. Any stationary value of y equals
±m and we see from (30) that yœ=−ly/n at such points, which are there-
fore strict maxima and minima. We solve (35) for yŒ to find that
yŒ(x)2=−ny(x)2+`lm4−(l− n2) y(x)4. (36)
We want to rule out the possibility that y has any stationary value other
than at the end-point p/2, in other words we wish to be able to assume
that yŒ(x) > 0 in (0, p/2). Suppose then that there are e extra stationary
points and put g=2e+1. If say yŒ(0) > 0, then it is easy to see from (35) or
(36) that y must increase to its first maximum m over the interval
[0, p/2g], then decrease to −m on [p/2g, 3p/2g] and so on, and that
there are e+1 intervals on which y is monotonic comprising g intervals in
which the curve is (to within reflection), congruent. It is then an exercise to
check that the function Y(x) :=y(x/g), (0 [ x [ p/2) satisfies (31) and
gives a strictly smaller value in (30). Thus e=0 and g=1 as required. We
assume henceforth that yŒ is positive in (36).
In order that this function satisfies y(0)=0, y(p/2)=m we require that
I(y)=Fm
0
1
yŒ(x) dy=
p
2
. (37)
We evaluate this integral by a sequence of substitutions (which for the sake
of clarity we do not telescope too far), and which fall into two cases
according to whether l > n2 or not. We restrict our attention to the first,
slightly harder, case. Let k2=l/(l− n2), (k > 1), and put y=m`k cos h.
Then (37) becomes
2I(y)=Fp/2
b
3−n+`l
k
tan h4−1/2 tan h dh=p (38)
in which k cos b :=1 (0 < b < p/2). Note that tan b=nk/`l. Now put
−n+
`l
k
tan h=x2 (39)
to yield
2I(y)=F.
−.
(x2+n) dx
x4+2nx2+l
=p. (40)
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It emerges (we do not give the proof) that this formula is valid in the case
0 < l [ n2 too. We return to the case l > n2 and we write l=r4,
n=−r2 cos 2f, (p/4 < f < p/2), and put w=re if. Then the denominator
of the integrand in (40) is (x2−w2)(x2−w¯2), so that there are poles in the
upper half-plane at w and −w¯. We evaluate the residues at these poles to
find that (40) requires that
1
2i
=i Im 3 w2+n
w(w2−w¯2)
4 , (41)
which reduces to
2r3 sin f=r2+n. (42)
Since n=−r2 cos2f we may eliminate f to deduce that 2r4−r2− n=0 or
2l−`l=n. (43)
The function of l on the left-hand side increases from 0 to 1 as l increases
from 1/4 to 1, and this equation determines l=l0(n). It is left as an exer-
cise for the reader to show that (43) extends to the case n \ 1.
Having fixed l so that (37) holds we set out to evaluate the integrals
J(y) :=Fp/2
0
y(x)4 dx=Fm
0
y4
yŒ dy, (44)
K(y) :=Fp/2
0
y(x)2 yŒ(x)2 dx=Fm
0
y2yŒ dy, (45)
and
L(y)=Fp/2
0
yŒ(x)4 dx=l 1p
2
m4−J(y)2−2nK(y), (46)
the right-hand equation in (46) stemming directly from the differential
equation (35). We start with J(y) and, after making the same substitutions,
we find that
J(y)=
lm4
2
F.
−.
(x2+n) dx
{x4+2nx2+l}2
=
1
8
m4 F.
−.
(x2+2n) dx
x4+2nx2+l
=
pm4(`l+2n)
8(`l+n)
=m4 3p
4
−
p
16`l
4 , (47)
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where we have used (43) to simplify (47). We imposed the condition
J(y)=p/8 in (31) and we notice that in the case n=0 set out in [7] we
have l=1/4, m=1. Clearly (31) and (47) require that
m4=
2`l
4`l−1
. (48)
We proceed to deal with K(y) similarly. We have
K(y)=
lm4
2
F.
−.
x2(x2+n) dx
{x4+2nx2+l}2
=
lm4
8
F.
−.
dx
x4+2nx2+l
=
plm4
8(`l+n)
=
p
16
m4, (49)
again simplifying by means of (43). It may be checked that these formulae
are all valid in the case n2 \ l, that is n \ 1. We may now evaluate the
integral in (30) when y is the solution of (34) satisfying the constraint (31).
We have from (45), (46), (48), and (49) that
Fp/2
0
yŒ(x)4+6ny(x)2 yŒ(x)2 dx
=L(y)+6nK(y)=l 1p
2
m4−J(y)2+4nK(y)
=
lp
8
34`l+1
4`l−1
4+np
2
·
`l
4`l−1
=
p
8
312l`l−3l
4`l−1
4=3lp
8
, (50)
where we have substituted for n from (43) on the last line. We have to show
that we have computed a strong minimum in (30). We see that the Weier-
strass E-function
E :=F(x, y, yŒ)−F(x, y, p)−(yŒ−p) Fp(x, y, p)
=(yŒ−p)2 {(yŒ+p)2+2p2+6ny2}, (51)
when F is as defined in (32). Here p is the derivative of the computed
extremal. Since y ¥ C2[0, p/2] we have either yŒ=p identically or
Fp/2
0
E dx > 0. (52)
This is all we need.
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It remains to establish (6). We apply Lemma 2 to the ranges [0, p/2],
[p/2, p] separately; on the upper range we put Y(x)=y(p−x) so that Y
fulfils the required hypotheses, apply the lemma to Y, and then substitute
in (29). This yields
Fp
p/2
yŒ(x)4+6ny(x)2 yŒ(x)2 dx \ 3l0(n) F
p
p/2
y(x)2 dx, (53)
and we add the integrals over the two ranges to obtain (6). In the extreme
case y satisfies y(x)=y(p−x): the back-to-back extremal functions on the
half-ranges match together at p/2 and the composite function possesses a
continuous second derivative at this point. Thus (6) is sharp. This proves
Theorem 2.
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