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Abstrat
Programmable logi ontrollers (PLCs) are eletroni systems used for dierent in-
dustrial ontrol tasks. The development of PLCs in the last years has made it
possible to apply PLCs for tasks of higher omplexity. Many systems based on
these ontrollers are safety-related systems. The ertiation of whih entails a
great eort. Therefore, there is a big demand for tools to analyze PLC appliations
and providing a proof of orretness for these systems.
Within the sope of this thesis it is examined, how a proof of orretness of
safety-related systems based on PLCs an be provided. The IEC has proposed
ve languages for PLC programming. The veriation of one of the languages, the
graphial PLC programming language Funtion Blok Diagram (FBD), has been
examined in this thesis. The spei PLC used as ase study for this thesis is a
Siemens SIMATIC S7.
The automation of the veriation proess is an important preondition for e-
ient involvement of the veriation in the development of PLCs. For this purpose
a suitable veriation method is model heking. In the proess eah state of the
model is explored and heked, whether the designated property is fullled in the
state or not. A method for automated transformation of an FBD program into a
model suitable for model heking has been proposed in this work. The appliation
of the method to the eld of rail automation is desribed by a ase study. In the ase
study the speiation has also been automatially transformed into an appropriate
logi. Therewith the whole veriation proess has been fully automated.
This work has been developed within the sope of Rail Automation Graduate
Shool (RA:GS!) by Siemens AG, Industry Setor at Brunswik. The gained results
provide an evidene, that formal methods have the potential for ommerial use in
the industrial eld.
Zusammenfassung
Speiherprogrammierbare Steuerungen (SPS) sind elektronishe, für vershiedene
Steuerungsaufgaben in industrieller Umgebung eingesetzte Systeme. Parallel zur all-
gemeinen Entwiklung der Tehnik werden auh SPS weiterentwikelt und für immer
komplexere Aufgaben eingesetzt. Da heutzutage viele Systeme mit Siherheitsver-
antwortung auf SPS basieren, ist es vor dem Einsatz wihtig feststellen zu können,
ob sie fehlerfrei funktionieren oder niht.
Im Rahmen dieses Dissertationsprojekts wird untersuht, wie die Korrektheit ei-
ner Anwendungsapplikation für siherheitsrelevante Systeme auf Basis einer SPS
bewiesen werden kann. Das internationale Normungsgremium für Normen im Be-
reih Elektrotehnik und Elektronik hat fünf Sprahen für die SPS-Programmierung
vorgeshlagen. In der vorliegenden Arbeit wird das Verikationspotenzial einer die-
ser Sprahen, der graphishen SPS-Programmiersprahe Funktionsbaustein-Sprahe
(FBS), untersuht. Konkret wird hier mit der SIMATIC S7-Steuerung gearbeitet,
deren entsprehende Sprahe als Funktionsplan (FUP) bezeihnet ist.
Eine wihtige Voraussetzung für die eziente Einbindung der Verikation in die
SPS-Entwiklung ist die Automatisierung des Verikationsprozesses. Eine dafür ge-
eignete Verikationsmethode ist Model Cheking. Dabei werden alle Zustände des
Modells untersuht und es wird überprüft, ob in jedem Zustand die gewünshte
Eigenshaft erfüllt ist. In dieser Arbeit wird der in einer SPS-Programmiersprahe
erstellte Code automatish zum Modell transformiert. Es wird eine Fallstudie vor-
gestellt, mit der die Anwendung der Methode im Bereih der Eisenbahnautomati-
sierung beshrieben wird. In der Fallstudie wird zusätzlih auh die Spezikation
automatish in eine geeignete Logik überführt. Damit wird der ganze Prozess der
formalen Verikation vollautomatisiert.
Diese Arbeit entstand im Rahmen des Graduiertenkollegs Rail Automation Gra-
duate Shool (RA:GS!) der Siemens AG, Industry Setor in Braunshweig. Die
erzielten Ergebnisse weisen nah, dass formale Verikation das Potenzial zum kom-
merziellen Einsatz in industrieller Umgebung besitzt.
Inhaltsverzeihnis
1 Einführung 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Zielsetzung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Ergebnisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Aufbau der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Speiherprogrammierbare Steuerungen 7
2.1 Aufbau . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Arbeitsweise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Programmierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.1 Programmiersprahen . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.2 Programmiersprahen im Vergleih . . . . . . . . . . . . . . . 15
2.4 SIMATICS7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4.1 Siherheitsrelevante Steuerung . . . . . . . . . . . . . . . . . . 16
2.4.2 Einblik ins Arbeitsregister . . . . . . . . . . . . . . . . . . . . 18
3 Formale Verikation 21
3.1 Grundlagen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.1.1 Modelle zur Systembeshreibung . . . . . . . . . . . . . . . . . 22
3.1.2 Temporale Logiken zur Spezikationsbeshreibung . . . . . . . 24
3.2 Theorem Proving . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.1 Beweistheorie . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.2 Modelltheorie . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.3 Sequenzenkalkül als Beispielkalkül . . . . . . . . . . . . . . . . 28
3.2.4 Ein Beispiel der Beweisführung . . . . . . . . . . . . . . . . . 29
3.3 Model Cheking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
i
3.3.1 LTL-Model Cheking . . . . . . . . . . . . . . . . . . . . . . . 32
3.3.2 CTL-Model Cheking . . . . . . . . . . . . . . . . . . . . . . . 34
3.4 Verikation von SPS (Stand der Tehnik) . . . . . . . . . . . . . . . . 38
3.4.1 AWL-Verikation . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4.2 ST-Verikation . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4.3 FBS Verikation . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4.4 KOP-Verikation . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4.5 AS-Verikation . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4.6 Andere Verfahren . . . . . . . . . . . . . . . . . . . . . . . . . 41
4 Semantik 45
4.1 Ansätze . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.1.1 Operationale Semantik . . . . . . . . . . . . . . . . . . . . . . 47
4.1.2 Mathematishe (denotationale) Semantik . . . . . . . . . . . . 47
4.1.3 Axiomatishe Semantik . . . . . . . . . . . . . . . . . . . . . . 48
4.2 Formalisierung der Sprahe Funktionsplan . . . . . . . . . . . . . . . 48
4.2.1 FUP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.2 FUP-Syntax . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2.3 FUP-Semantik . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2.4 Beispiel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5 Model Cheking von FUP-Programmen 61
5.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2 textFUP - Textuelle Darstellung von FUP . . . . . . . . . . . . . . . 65
5.2.1 Syntax von textFUP . . . . . . . . . . . . . . . . . . . . . . . 65
5.2.2 textFUP-Semantik . . . . . . . . . . . . . . . . . . . . . . . . 68
5.2.3 Isomorphie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.3 tFUP - Substitution von textFUP . . . . . . . . . . . . . . . . . . . . 72
5.4 Modellierung von FUP-Programmen in NuSMV . . . . . . . . . . . . 80
5.5 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6 Das Verikationsverfahren in der Praxis 87
6.1 Fallstudie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.1.1 Stellwerksoftware . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.1.2 Komponente Weihe der Stellwerksoftware . . . . . . . . . . . 90
6.1.3 Testfallbeshreibung der Komponente Weihe . . . . . . . . . 91
6.1.4 NuSMV-Modell der Komponente Weihe . . . . . . . . . . . . 94
6.1.5 Beshreibung der Verikationsszenarien . . . . . . . . . . . . . 96
6.1.6 Verikationsergebnisse . . . . . . . . . . . . . . . . . . . . . . 97
6.2 Automatisierung des Verikationsverfahrens . . . . . . . . . . . . . . 99
6.2.1 Erstellen des textFUP-Formats . . . . . . . . . . . . . . . . . 100
6.2.2 Erstellen des NuSMV-Modells . . . . . . . . . . . . . . . . . . 102
6.3 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7 Abshlieÿende Betrahtungen 107
7.1 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.1.1 Formalisierung von FUP . . . . . . . . . . . . . . . . . . . . . 107
7.1.2 Textuelle Darstellung von FUP . . . . . . . . . . . . . . . . . 108
7.1.3 Verikationsverfahren . . . . . . . . . . . . . . . . . . . . . . . 109
7.1.4 Einsatz in der Industrie . . . . . . . . . . . . . . . . . . . . . 109
7.1.5 Kritikpunkte . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.2 Ausblik . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.2.1 Projektbezogene Ansätze . . . . . . . . . . . . . . . . . . . . . 111
7.2.2 Allgemeingültige Ansätze . . . . . . . . . . . . . . . . . . . . . 113
A Grammatik 115
Abbildungsverzeihnis 119
Tabellenverzeihnis 120
Abkürzungsverzeihnis 122
Literaturverzeihnis 123
1 Einführung
Wir leben in einer Welt der automatishen Abläufe. Viele unserer Aktivitäten des
Alltags beruhen in hohem Maÿe auf dem korrekten Funktionieren von Rehnersyste-
men. Auh wenn wir niht persönlih oder beruih direkt auf die Hilfe von Rehnern
angewiesen sind, gibt es dutzende oensihtlihe Beispiele für rehnergesteuerte Sys-
teme in unserer Umgebung.
Eine speiherprogrammierbare Steuerungen (SPS) ist eine Hardwareplattform,
die zur Steuerung einer Anlage eingesetzt werden kann. Zusammen mit der Soft-
ware, die für die Projektierung von Automatisierungslösungen zuständig ist, weisen
SPS ein breites Spektrum von Anwendungen auf. Sie können beispielsweise bei elek-
tronishen Heizsystemen zu Hause, bei Seilbahnen in Skigebieten, bei elektronishen
Stellwerken im Eisenbahnverkehr oder bei Shutzsystemen in Kernkraftwerken ein-
gesetzt werden.
In der IEC 61131-3 ([Int03℄) sind fünf Sprahen für die Programmierung von
SPS vorgeshlagen. Zwei von diesen sind Textsprahen: AWL (Anweisungsliste)
und ST (Strukturierter Text). Die restlihen drei sind grashe Sprahen: FBS
(Funktionsbaustein-Sprahe), KOP (Kontaktplan) und AS (Ablaufsprahe). AWL
ist eine Assemblersprahe für eine Einoperanden Stakmashine, die einen gerin-
gen Speiherplatzbedarf aufweist, andererseits ist die Lesbarkeit des AWL-Codes
shleht. Die zweite Textprogrammiersprahe ST ist eine Pasal-ähnlihe Sprahe.
FBS zeihnet sih dadurh aus, dass kombinatorishe Logik in Blöke und Kon-
troluÿ durh Sprünge zu anderen Blöke dargestellt sind. KOP lehnt sih in der
Darstellung an Stromlaufpläne an, während AS eine Art Zustandsdiagramm dar-
stellt.
In der IEC 61131-3 sind die Programmiersprahen vorgeshlagen, ohne ihre Se-
mantik zu beshreiben. Eine vollständige Beshreibung der Sprahen ist an die kon-
krete Implementierung der Sprahen für eine konkrete SPS gebunden. SIMATIC ist
1
2eine Familie von Steuerungen, die von der Firma Siemens entwikelt wird. SIMA-
TIC wird mit der Programmiersoftware STEP 7 programmiert. Die Programmie-
rung folgt dann in allen fünf Sprahen aus der Norm. Spezish für SIMATIC ist,
dass die Implementierung von FBS Funktionsplan (FUP) genannt wird und dass die
Implementierung von AS S7-GRAPH genannt wird.
Heutzutage basieren viele Systeme mit Siherheitsverantwortung auf SPS. Deswe-
gen besteht ein hohes Interesse festzustellen, ob SPS fehlerfrei funktionieren, bevor
sie für ihre Aufgabe angewendet werden. Fehlerfreiheit der SPS untersheidet dann
die Fehlerfreiheit der Hardware und die Fehlerfreiheit der Software. Hardware und
Software können systematishe Fehler haben. Hardware kann zusätzlih zufällige
Fehler haben. Sie kann während des Betriebs durh Alterung ausfallen. Software
altert dann, wenn die Hardware erneuert wird und Software niht mehr genau auf
die neue Hardware Generation paÿt. Die vorliegende Arbeit befasst sih mit syste-
matishen Fehlern in der Software.
Bei Software mit übershaubaren Grenzen lässt sih durh manuell erstellte Test-
fälle feststellen, ob die Software die gewünshten Eigenshaften erfüllt und frei von
unerwünshten Eigenshaften ist oder niht. Gemeinsam mit der Komplexität der
Aufgaben, für die SPS eingesetzt werden, steigt aber auh die Komplexität der
SPS-Software. Dadurh wird es immer shwieriger, alle kritishen Situationen durh
Testfälle abzudeken und die Korrektheit der Software zu zeigen. Eine möglihe Ant-
wort auf diese Shwierigkeiten besteht darin, Software formal zu verizieren statt sie
zu testen. Durh formale Verikation wird niht nur die Rihtigkeit einzelner Testfäl-
le überprüft, sondern es wird bewiesen, dass ein Modell vorgegebene Eigenshaften
erfüllt.
Die eziente Einbettung formaler Verikation in die SPS-Entwiklung setzt vor-
aus, dass das Verikationsverfahren automatish abläuft. Als eine geeignete Methode
für die SPS-Verikation ergibt sih damit das Model Cheking, da diese Verika-
tionsmethode viele Möglihkeiten der Automatisierung bietet. Dabei werden alle
Zustände des Modells untersuht und es wird überprüft, ob in jedem Zustand die
gewünshten Eigenshaften gelten.
31.1 Motivation
Auf dem Gebiet SPS-Verikation wurden in letzter Zeit erheblihe Fortshritte ge-
maht. Dennoh hat sih in der Industrie noh kein Verikationsverfahren als Stan-
dard durhgesetzt. Daraus kann man shlieÿen, dass dieses Gebiet noh viel Freiraum
für neue Ergebnisse bietet. Im Gegensatz zu den anderen SPS-Sprahen wurde FBS
hinsihtlih formaler Verikation niht ausgiebig untersuht. Erst in den letzten fünf
Jahren wurden die Aktivitäten auf diesem Gebiet intensiver.
Die vorliegende Arbeit entstand im Rahmen des Graduiertenkollegs Rail Au-
tomation Graduate Shool (RA:GS!) der Siemens AG, Industry Setor in Braun-
shweig. An diesem Standort wird Eisenbahnsignaltehnik entwikelt, wobei erheb-
lihe Anforderungen an die Siherheit gestellt werden. Seit einiger Zeit werden SPS
als Basis für Systeme mit mittleren und mittlerweile auh höhsten Siherheitsan-
forderungen verwendet. Nahteilig ist jedoh, dass für diese SPS keine geeigneten
Werkzeuge erhältlih sind, die formal die Korrektheit und damit die fehlerfreie Aus-
führung der Siherheitsfunktionen der Anwenderapplikation siherstellen.
Systeme und Komponenten in der Eisenbahntehnik werden übliherweise durh
Simulation von manuell erstellten Testfällen getestet. Diese Methode ist erfolgreih,
weil die Entwikler der Tests fahlihe Kompetenz besitzen. Andererseits sind Simu-
lationen und Tests kosten- und zeitintensiv und besonders bei groÿen Systemen ist
es shwierig, einen kompletten Überdekungstest zu erstellen. Seit den 80ern gibt
es eine Reihe von Anwendungen formaler Verikation in der Eisenbahntehnik. Bei-
spielsweise wurde in [HPP
+
99℄ ein Verfahren für die formale Verikation von der
Steuerung eines Bahnübergangs vorgestellt. Viele andere Beispiele aus dem letzten
Jahrzehnt ndet man in der Tagungsreihe FORMS/FORMAT (Formale Tehniken
für Automatisierungs- und Siherheitssysteme im Eisenbahn- und Automotivebe-
reih), die sih dem Thema intensiv widmet. Ein neueres Beispiel ndet man in
[Kin08℄. Dabei shlägt der Autor ein Verfahren für die Verikation von bestimmten
Ahszählsystemen vor. Die vorliegende Arbeit stellt die Fortsetzung der Anwendung
von formaler Verikation in der Eisenbahntehnik dar.
Die auf diesem Forshungsgebiet erzielten Ergebnisse weisen groÿes Potenzial auf,
in der Industrie eingesetzt zu werden. Die eziente Entwiklung formal verizierba-
rer Anwendungsapplikationen stellt einen Beitrag zu korrekter und kostengünstiger
Siherungstehnik dar und eignet sih vor allem für deren mittleres Marktsegment.
41.2 Zielsetzung
Das Ziel dieser Dissertation hat eine theoretishe und eine praktishe Dimension. Auf
der theoretishen Seite sollte ein Verfahren für die Verikation von graphishen FBS-
Programmen entwikelt werden. Dies ist die einzige SPS-Sprahe, deren Verikation
noh niht ausreihend untersuht wurde. Theoretish betrahtet, ist es möglih,
ein FBS-Programm ins mashinenorientierte AWL-Programm zu überführen und
die Verikation darauf durhzuführen. Die aus AWL-Programmen generierten Mo-
delle haben einen deutlih gröÿeren Zustandsraum als Modelle, die aus FBS direkt
generiert werden. Das liegt daran, da die AWL-Modelle doe komplette SPS CPU
über die mashinennahe Sprahe AWL zusätzlih mitbringen. Deswegen ist bei der
praktishen Dimension dieser Arbeit sehr wihtig, allein mit den Formulierungen
aus FBS zu arbeiten.
Auf der praktishen Seite sollte das entwikelte Verfahren auf SPS-Applikationen
aus realer Industrieumgebung anwendbar sein. Dementsprehend sollte diese Me-
thode ermöglihen, komplexe, praxisrelevante Fallbeispiele zu behandeln. Demzu-
folge sollte das Verikationsverfahren eine geeignete Lösung für das Problem der
Zustandsexplosion beim Model Cheking bieten. Dieses Problem stellt eine groÿe
Herausforderung für Model Cheking Verfahren dar und ist ein Grund dafür, dass
Model Cheking häug niht bei groÿen praxisrelevanten Problemstellungen einge-
setzt werden kann.
Konkret wird in der vorliegenden Arbeit eine SIMATIC Steuerung betrahtet.
Es wird die entsprehende FBS-Sprahe in der SIMATIC-Programmiersoftware als
Funktionsplan (FUP) bezeihnet. Dementsprehend wird im Folgenden von FUP-
Verikation gesprohen.
1.3 Ergebnisse
Die Hauptbeiträge der vorliegenden Arbeit sind die folgenden:
Transformation von aus FUP erzeugtes AWL zur textuellen Representa-
tion von FUP
Sowohl für die Programmierung als auh für die Analyse von SPS-Software ist hoh-
qualiziertes Personal notwendig. Für die Programmierung von SPS werden Exper-
5ten gebrauht, da dabei Kenntnisse von SPS-spezishen Sprahen erforderlih ist.
Was die Analyse der SPS FUP-Software betrit, gibt es immer noh keine für ge-
naue Untersuhung geeigneten Werkzeuge. Aus diesem Grund ist es notwendig, SPS
FUP-Software in eine andere, weit verbreitete, Programmiersprahe (wie z.B. C)
transformieren zu können, für die ausreihende Analysewerkzeuge vorhanden sind.
In dieser Arbeit wird erstmalig gezeigt, dass so eine Transformation möglih ist. Es
wird ein Parser konstruiert, der FUP-Programme in die C-ähnlihe Sprahe textFUP
transformiert.
Verikation von FUP-Programmen
FUP ist die einzige SPS-Sprahe, die im Sinne der Verikation von SPS-Software
noh niht ausreihend untersuht wurde. In dieser Arbeit wird ein Verfahren für
die Verikation von FUP-Programmen vorgestellt.
Verikation in der Eisenbahntehnik
Als Fallstudie für diese Arbeit wurde eine auf SPS-basierende Stellwerkssoftware aus
der Eisenbahntehnik benutzt. Mit diesem Dissertationsprojekt wird gezeigt, dass
sih formale Verikation auf das Gebiet der Eisenbahntehnik anwenden lässt. Dar-
über hinaus wird ein Tool gebaut, mit dem man FUP-Programme im Allgemeinen,
also über die konkrete Fallstudie hinaus, verizieren kann.
Komplette Automatisierung der Verikation
Zum Zwek der Verikation wurde in dieser Arbeit der Model Cheker NuSMV
benutzt. Es wurde erreiht, sowohl das SPS-Programm automatish in NuSMV-
Modelle zu transformieren, als auh die Spezikation automatish in temporaler
Logik darzustellen. Damit wird die komplette Automatisierung des Verikations-
prozesses erreiht.
1.4 Aufbau der Arbeit
Die vorliegende Arbeit ist folgendermaÿen aufgebaut:
• Kapitel 2 bietet einen Überblik über SPS, deren Aufbau und Programmie-
rung.
6• In Kapitel 3 werden die Grundprinzipien formaler Verikation erläutert. An-
shlieÿend wird der Stand der Tehnik im Bereih formaler Verikation von
SPS-Software analysiert.
• Kapitel 4 liefert einen Beitrag zur Formalisiereung von SPS. In dem Kapitel
wird eine formale Beshreibung der Syntax und Semantik von FUP vorgestellt.
• Kapitel 5 enthält die Hauptbeiträge dieser Arbeit. Es wird zuerst beshrieben,
wie sih AWL-Programme verizieren lassen. Detailliert wird das Verfahren
für die Verikation von FUP-Programmen dargestellt.
• In Kapitel 6 werden das Verikationstool sowie die Fallstudie präsentiert. Hier-
zu wird ein Baustein aus der Stellwerksoftware betrahtet.
• Kapitel 7 fasst die erzielten Ergebnisse zusammen und gibt einen Ausblik auf
zukünftige Arbeit auf dem Forshungsgebiet.
2 Speiherprogrammierbare
Steuerungen
Eine Steuerung wird benutzt, um den Arbeitsablauf eines Gerätes oder eines Prozes-
ses zu beeinussen. Abhängig von Eingangsgröÿen für den Steuerungsalgorithmus
und vom Zustand, in dem sih der zu steuernde Prozess bendet, werden Ausgangs-
gröÿen eingestellt. Übliherweise werden Informationen aus der Prozessumgebung
durh Sensoren erfasst. Die Signale aus diesen Sensoren werden in Eingangsgröÿen
für die Steuerung umgewandelt. Die von der Steuerung erstellten Ausgangsgröÿen
werden dann mittels Aktoren an den Prozess übermittelt. Da viele Steuerungen eine
Reaktion innerhalb denierter Zeit brauhen, müssen sie also ehtzeitfähig sind.
Es gibt Steuerungen, deren Logik durh eine feste Verbindung der einzelnen Bau-
elementen festgelegt ist. Von Vorteil bei diesen festverdrahteten Steuerungen ist ihre
Zuverlässigkeit, die als höher gilt als bei elektronishen Steuerungen. Nahteilig ist
jedoh, dass die Steuerungen nur geringe Flexibilität besitzen. Andererseits weisen
speiherprogrammierbare Steuerungen (SPS) (siehe Abbildung 2.1) die hohe Flexi-
bilität bezüglih der Änderbarkeit ihrer Programme (Logik) auf. Nahteilig bei SPS
ist, dass es niht so einfah ist, die Korrektheit ihrer Logik auh zu beweisen.
Die fehlerfreie Funktionsweise einer SPS kann beispielsweise durh Verikation
gezeigt werden. Dabei muss sowohl die SPS-Software als auh die SPS-Hardware
veriziert werden. Der Shwerpunkt dieser Arbeit liegt in der Softwareverikati-
on. Bevor in den folgenden Kapiteln ein Verfahren für die formale Verikation von
SPS-Software vorgestellt wird, werden in diesem Kapitel die SPS-Grundlagen erläu-
tert. Dementsprehend werden im Folgenden Aufbau und Arbeitsweise einer SPS
beshrieben. Anshlieÿend wird erklärt, wie eine SPS programmiert wird. Am Ende
des Kapitels wird als Beispiel die Steuerung SIMATIC S7 vorgestellt.
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Abbildung 2.1: Eine Speiherprogrammierbare Steuerung in ihrem Umfeld ([Sie04a℄)
2.1 Aufbau
Abhängig vom Hersteller und vom Typ kann eine SPS kompakt oder modular auf-
gebaut sein. Als Beispiel wird in Abbildung 2.1 die Steuerung SIMATIC S7-300
dargestellt (siehe [Sie04a℄), die modular aufgebaut ist. Die SPS besteht aus einer
Stromversorgung, einer Zentraleinheit, und Ein- beziehungsweise Ausgabebaugrup-
pen (E/A-Baugruppen). Diese Einheiten sind typish für eine SPS mit modularer
Struktur.
Der Kern einer SPS ist ihre Zentraleinheit (CPU). Die CPU ist zuständig für
die Informationsverarbeitung und übernimmt die Abarbeitung des Steuerungspro-
gramms (siehe [Gie05℄). Wie bei der zugrundeliegenden von-Neumann-Arhitektur
benötigt sie zu diesem Zwek:
• Steuerwerk - Wie bei jedem Mikroontroller beziehungsweise Rehner ermög-
liht das Steuerwerk zusammen mit dem Betriebssystem einen Ablauf der Ak-
tionen vom Einshalten bis zur Kommunikation mit der Umgebung.
• Arbeitsregister - Dazu gehören spezielle Register, wie: Akkumulatoren (Ak-
kus), Klammerstak und Statuswort. Diese Registern werden in Abshnitt 2.4
am Beispiel einer konkreten Steuerung näher erläutert.
9• Speiher - Dabei muss man einen Untershied zwishen dem Ladespeiher und
dem Arbeitsspeiher mahen. Im Ladespeiher ist das Anwenderprogramm
enthalten. Allerdings ist der Ladespeiher niht an der Programmabarbeitung
beteiligt. Dazu ist der Arbeitsspeiher zuständig. In einem seiner Bereihe
enthält der Arbeitsspeiher eine Kopie der Programmbausteine aus dem La-
despeiher. Im anderen Bereih sind bestimmte SPS-typishe operative Daten
(Prozessabbilder, Merker, Timer, Zähler und Lokaldaten) zusammengefasst.
Wie es in Abbildung 2.1 dargestellt ist, wird eine SPS meistens mit einem Pro-
grammiergerät oder einem Rehner (PC) mit speziellem Programmierprogramm (im
Fall von der SIMATIC Steuerung - SIMATIC Manager) programmiert. Wenn das
Anwenderprogramm in die CPU der Steuerung übertragen wird, läuft die Steuerung
im Betrieb autark ohne diesen Rehner.
Soft-SPS
Neben der vorgestellten klassishen SPS gibt es unter anderem noh die Soft-SPS
(speiherprogrammierbare Steuerung in Software), deren Hardware anders konzi-
piert ist. Die Soft-SPS ist eine moderne Steuerung, bei der alle Funktionalitäten
einer SPS vollständig in Software nahgebildet sind. Damit werden alle Hardware-
komponenten einer konventionellen SPS (SPS-Baugruppen und Programmiergerät)
auf einem Rehner (zum Beispiel Industrie-PC) vereinigt. Es gibt zwei wihtige
Punkte, die das Konzept der Soft-SPS vorangetrieben haben:
• Einen direkten Einuss auf das Konzept hatte die Absiht zur Kostensenkung
bei der Herstellung von Steuerungen. Durh Soft-SPS wird der Aufwand an
Hardware deutlih verringert, denn ein Programmiergerät wird niht mehr
gebrauht. Durh die höhere Leistungsfähigkeit eines Soft-SPS ausführenden
PCs kann eine SPS mehr Sensoren und Aktoren in einer Steuerung ansprehen.
• Indirekt wurde die Soft-SPS durh das hardwareunabhängige Konzept der
Steuerung aus der Norm IEC 61131 (siehe Abshnitt 2.3) beeinusst.
Bei einer klassishen SPS sind je nah CPU die Anzahl der Bausteine, die Anzahl
der Datenblöke, die Anzahl der Kommunikationsverbindungen et. beshränkt. Ein
groÿes Problem in der Praxis ist, dass die ausgewählte SPS (SPS ist halt teurer
als ein PC) meist immer ein wenig eng ist und der Programmierer sih ein wenig
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anstrengen muss, alles unterzukriegen, denn die nähst fähigere SPS ist auh deutlih
teurer.
Gedaht ist, Soft-SPS auf gängigen Betriebssystemen wie Windows XP einzu-
setzen. Auf dem PC, auf dem die Soft-SPS läuft, wird ein Ehtzeitbetriebssystem
installiert. Windows läuft dann ebenfalls auf diesem Ehtzeitbetriebssystem statt
direkt auf der PC-Hardware, ohne es zu merken. Somit kann die SPS ihre Eht-
zeitanforderungen unabhängig von Windows erfüllen. Ein Problem für die Verläss-
lihkeit und Siherheit der Steuerung sind Fehler im Rehner wie Spannungsausfall
oder Speiherfehler.
2.2 Arbeitsweise
Um ein Prozess zu steuern, müssen bestimmte Informationen aus dem Prozess der
Steuerung übermittelt werden. Diese Informationen werden durh Sensoren im Pro-
zess erfasst. Die Sensoren erzeugen dann Signale, die an die Eingabebaugruppen der
Steuerung übertragen werden. Die erfassten Signale gelangen als Prozessabbild der
Eingabedaten (PAE) in den Arbeitsspeiher der Zentraleinheit, die für die Abar-
beitung der Programme zuständig ist. Nah der Programmbearbeitung geben die
Ausgabebaugruppen die von der Steuerung erstellten Signale über Prozessabbild-
ausgaben (PAA) an den Prozess weiter. Diese Signale werden dann durh Aktoren
in den Prozess eingebraht. SPS-Programme laufen zyklish. Die Prozessabbilder
werden für die Dauer des Programmlaufes stabil gehalten. Abgleih der Prozessab-
bilder mit den Sensoren und Aktoren ndet zwishen den Programmzyklen statt
und wird vom SPS-System verwaltet.
Nah dem Einshalten der SPS wird zunähst der Systemtest durhgeführt. Diese
Aktion ist für den Anwender niht sihtbar. Übliherweise gehören zum Systemtest
Speiherüberprüfung, Kontrolle der Hardwarekonguration, Vollständigkeitsüber-
prüfung der Programmteile sowie Kommunikationstest mit den E/A-Baugruppen
([Asp05℄). Nah der erfolgreihen Ausführung aller Tests beginnt die SPS mit der
zyklishen Bearbeitung.
Ein klassisher SPS-Zyklus wird in Abbildung 2.2 dargestellt. Am Anfang des
Zyklus werden einige SPS-interne Aufgaben durhgeführt. Danah werden über die
Eingänge Daten aus dem Prozess geholt und im Prozessabbild abgelegt. Nahdem
die Eingänge für das Anwenderprogramm zur Verfügung stehen, wird das Anwender-
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Abbildung 2.2: SPS-Zyklus
programm ausgeführt. Dies hat den gröÿten zeitlihen Aufwand im Zyklus. Danah
werden die Ausgaben im Prozessabbild gespeihert und anshlieÿend an den Prozess
weitergeliefert. Die Dauer eines Zyklus ist gröÿtenteils von der Länge des Anwender-
programms, also von der Ausführungszeit des Programms, abhängig. Anshlieÿend
wiederholt sih der Prozess zyklish.
2.3 Programmierung
Die Internationale Elektronishe Kommission oder abgekürzt IEC (International
Eletrotehnial Commission) ist eine internationale Organisation, die sih mit der
Vorbereitung und Veröentlihung von Normen im Bereih von Elektrotehnologien
(Bereih von Elektrotehnik, Elektronik und anverwandten Tehnologien) beshäf-
tigt. In einer der entwikelten Normen, IEC 61131-3 ([Int03℄), wird unter anderem
die Thematik von SPS-Programmiersprahen behandelt. Diese Sprahen werden im
Folgenden kurz vorgestellt.
2.3.1 Programmiersprahen
In der Norm werden fünf Sprahen für SPS-Programmierung vorgeshlagen. Zwei da-
von sind textbasiert: AWL (Anweisungsliste) und ST (Strukturierter Text). Die an-
deren drei Sprahen sind grashe Programmiersprahen: FBS (Funktionsbaustein-
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Sprahe), KOP (Kontaktplan) und AS (Ablaufsprahe). Dabei wird AS zur Struk-
turierung der internen Organisation von SPS-Programmen benutzt.
Wihtig bei den SPS-Programmiersprahen ist, dass die Norm eingehalten wird.
Allerdings können die Programmiersprahen vom Hersteller anders genannt werden.
Ein Beispiel dafür ist die Sprahe FBS, die vom Hersteller der SIMATIC Steuerung
als FUP (Funktionsplan) bezeihnet wird (siehe Abshnitt 2.4). Diese grashe SPS-
Sprahe wird in der vorliegenden Arbeit näher betrahtet, in dem ihre Verikations-
möglihkeiten untersuht werden. Dabei wird ihre Syntax und Semantik detailliert
beshrieben. Um dieses Kapitel einheitlih zu gestalten, wird im Folgenden die Spra-
he zusammen mit den anderen SPS-Programmiersprahen im Folgenden mit Hilfe
von einem Beispiel kurz vorgestellt.
Anweisungsliste - AWL
(engl. Instrution List - IL)
Anweisungsliste ist eine Assembler-ähnlihe Sprahe, deren Name auf eine Folge von
Anweisungen hinweist. Jede AWL-Anweisung muss in einer neuen Zeile beginnen.
Eine solhe Anweisung besteht aus einem Operator, nah dem meistens ein Operand
folgt. Wenn man den Operator durh OP gezeihnet, kann die Semantik der meisten
AWL-Anweisungen durh den folgenden Ausdruk beshrieben werden:
Ergebnis := Ergebnis OP Operand
Damit baut das Ergebnis der aktuellen Operation auf das Ergebnis der vorherigen
Operation auf (siehe Beispiel 2.1).
Eine Anweisung kann einen optionalen Modizierer enthalten, wie beispielsweise
Logishes- UND mit Klammer AND(. Nah so einer Anweisung muss der Operator
) folgen. Dabei wird der Ausdruk innerhalb der Klammern separat ausgewertet.
Damit kann man im folgenden Beispiel eine ODER-Verknüpfung von drei Elementen
betrahten, wobei das erste Element eine Konjunktion ist. Ein anderer Modizierer
ist die Negation N . Wenn er auf Logishes-ODER angewendet wird, bekommt man
die Anweisung ORN . Damit wird eine ODER-Verknüpfung vom aktuellen Ergebnis
und vom negierten Operand gemaht.
Die erwähnten AWL-Eigenshaften können durh das folgende Beispiel anshau-
liher gemaht werden.
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Beispiel 2.1. (AWL-Beispiel)
Durh die erste Anweisung im Beispiel wird das aktuelle Ergebnis mit dem Wert
OR(
LD In1
LD In1 AND In2
AND In2 ⇔ )
OR In3 OR In3
ORN In4 ORN In4
ST Out ST Out
des Operanden In1 belegt. Danah wird das aktuelle Ergebnis mit In2 logish UND-
verknüpft. Das Alles wird mit In3 und danah mit der Negation von In4 logish
ODER-verknüpft. Anshlieÿend wird das aktuelle Ergebnis im Operanden Out ge-
speihert.
Strukturierter Text - ST
(engl. Strutured Text - ST)
ST ist eine Pasal-ähnlihe Sprahe. Das heiÿt, dass bei ST beispielsweise folgende
Anweisungen: if-then-else, ase, for, while und repeat erlaubt sind.
Das im vorherigen Abshnitt eingeführte AWL-Beispiel wird in ST einfah durh
die folgende Anweisung dargestellt:
Out := (In1 and In2 ) or In3 or not In4
Funktionsbaustein-Sprahe - FBS
(engl. Funtion Blok Diagram - FBD)
In FBS werden Funktionsbausteine benutzt, um Operatoren darzustellen. Elemente
der Sprahe müssen durh Signaluss-Linien verbunden werden. Beispiel 2.1 wird
dann in FBS folgendermaÿen repräsentiert:
&
In1
In2
>=1
In3
In4 Out
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Kontaktplan - KOP
(engl. Ladder Diagram - LD)
Allgemein wird in einem SPS-Programm eine maximale Menge von grash mitein-
ander verknüpften Elementen als Netzwerk bezeihnet. Bei KOP wird Stromuss
analog zum Fluss von elektrishem Strom in einem elektromehanishen Relais-
System verwendet. In einem KOP-Netzwerk ieÿt der Stromuss immer von links
nah rehts. Ein Netzwerk muss dabei links durh eine vertikale Linie begrenzt wer-
den. Diese Linie ist als linke Stromshiene bekannt. Analog bendet sih von der
rehte Seite eine rehte Stromshiene. Das Beispiel 2.1 lässt sih dann in KOP fol-
gendermaÿen darstellen:
In1 In2
In3
In4
Out
Ablaufsprahe - AS
(engl. Sequential Funtion Chart - SFC)
AS wird benutzt, um der Steuerungsablauf zu organisieren. Die Sprahe ist besonders
dort geeignet, wo man im zu steuernden Prozess klare getrennte Steuerungsshritte
mit zugeordneten Aktionen denieren kann. Elemente dieser Sprahe sind Shritte
und Transitionen, die miteinander verbunden sind. Jedem Shritt wird eine Menge
von Aktionen zugeordnet. Jeder Transition wird eine Transitionsbedingung zuge-
ordnet, die eine Weitershaltungbedingung eines Steuerungsshrittes darstellt. Die
grashe Darstellung dieser Elemente sieht folgendermaÿen aus:
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Transition1
Schritt 2
Schritt 1
Schritt 3 Schritt 4
Transition 3Transition 2
2.3.2 Programmiersprahen im Vergleih
AWL gehört zu den ursprünglihen SPS-Sprahen und wird von allen Herstellern
zur Verfügung gestellt. Diese Assembler-ähnlihe Sprahe benötigt den geringsten
Speiherplatz. Da AWL prozessornah ist, werden in anderen Sprahen geshriebene
Programme vor dem Laden in die CPU in AWL übersetzt ([Gie05℄). Die Überset-
zung in anderer Rihtung, also von AWL in andere Sprahen, ist niht durhgängig
möglih. FUP und KOP werden übrigens in AWL gespeihert.
Mit der zweiten Textsprahe ST lässt sih SPS-Software in einer Hohsprahe
entwikeln. Im Vergleih zu AWL hat ST folgende Vorteile ([Ho06℄), die allerdings
harakteristishe Merkmale jeder Hohsprahe sind:
• bessere Lesbarkeit und damit bessere Wartbarkeit der Programme,
• Programme werden shneller entwikelt,
• strukturiertes Programmieren und
• eigene Denition komplexer Datentypen.
ST-Programme haben nah der Kompilierung einen erhöhten Speiherbedarf. Dies
kann bei kleineren SPS zu Problemen führen, da dann Speihergrenze shnell erreiht
werden. Im Grunde gibt es zwei Strömungen bei SPS-Programmierung. Von Pro-
grammierern mit kleinen Aufgabenbereihen wird AWL bevorzugt. Programmierer
für gröÿere Anlagen verwenden die höheren Sprahen und nur zur Not AWL.
AS-Programme sind vor allem bei Groÿanlagen verbreitet. Die Sprahe wird niht
von jedem Hersteller als Programmiersoftware angeboten. Wie bereits erwähnt,
16
wird AS zur Organisation der Steuerungsablauf benutzt. Allgemein können in al-
len Sprahen Funktionen verwendet werden, die in einer anderen SPS-Sprahe ge-
shrieben wurde. Diese Vernetzung von Sprahen ist besonders ausgeprägt in einem
AS-Programm, wo jede Transition oder Aktion in einer der restlihen Sprahen ge-
shrieben wird.
Neben AWL zählen auh KOP und FBS zu den ursprünglihen SPS-Sprahen.
Als grashe Sprahen haben diese Sprahen den Vorteil, dass die Visualisierung der
Programmlogik bei denen relativ leiht nahvollziehbar ist. KOP wird vor allem im
amerikanishen und FBS vor allem im europäishen Einzugsbereih genutzt. Diese
zwei Sprahen sind bei der SIMATICS7 Steuerung (siehe Abshnitt 2.4) alterna-
tiv und daher in der Darstellung umshaltbar. Für die Sprahen werden bei der
Steuerung Untermenge der Sprahen deniert, in denen fehlersihere Steuerungen
programmiert werden können. Mehr darüber ndet man im folgenden Abshnitt.
2.4 SIMATICS7
SIMATICS7 ist eine SPS-Familie der Firma Siemens (siehe [Gie05℄). Zwei typishe
Vertreter sind in Abbildung 2.3 dargestellt. Das begleitende Software-Paket für die
SIMATICS7 Steuerungen heiÿt STEP7. Ein Teil dieses Pakets ist der SIMATIC-
Manager, der für die Projektierung von Anwendungen eingesetzt wird. Mit seiner
Hilfe kann ein Projekt aufgebaut werden, indem zuerst die Hardware projektiert
wird und danah die Software entwikelt wird.
Die SPS-Programmiersprahen, die in der Norm IEC61131-3 vorgeshlagen sind,
werden alle von STEP7 angeboten. Allerdings werden dabei drei von den fünf Spra-
hen anders als in der Norm bezeihnet. FBS wird in STEP7 als FUP (Funktions-
plan) bezeihnet. Der in der Norm denierten textuellen Hohsprahe ST entspriht
S7-SCL (Strutured Control Language). Eine grashe Programmiermöglihkeit für
Ablaufsteuerungen wird bei STEP7 durh S7-GRAPH ermögliht. Ein Überblik
über diese Namen wird in Tabelle 2.1 gegeben. Dort sind die STEP7-Namen zu-
sammen mit den Bezeihnungen aus der Norm dargestellt.
2.4.1 Siherheitsrelevante Steuerung
Fehlersiherheit (engl. fail-safe) ist die Eigenshaft eines Systems, beim Auftreten
eines Ausfalls im siheren Zustand zu bleiben oder unmittelbar in einen anderen
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Abbildung 2.3: SIMATICS7-300 (links) und SIMATICS7-400 (rehts) ([Sie09℄)
IEC 61131-3 STEP7
AWL - Anweisungsliste AWL
ST - Strukturierter Text S7-SCL - Strutured Control Language
FBS - Funktionsbaustein-Sprahe FUP - Funktionsplan
KOP - Kontaktplan KOP
AS - Ablaufsprahe S7-GRAPH
Tabelle 2.1: SPS-Programmiersprahen in der Norm und in STEP7
siheren Zustand zu wehseln.
Der Hersteller von SIMATIC bietet eine Automatisierungsplattform zur Integra-
tion siherheitstehnisher Funktionen in ihren Standardprodukten (siehe [Sie09℄).
Das Konzept wird safety integrated genannt. Bei SIMATIC Safety Integrated Steue-
rungen steht die umfassende Funktionalität von SIMATIC zur Verfügung. Zusätzlih
haben diese Steuerungen die Eigenshaften sih selbstständig zu überwahen, selbst-
ständig Fehler zu erkennen und unmittelbar beim Auftreten eines Fehlers in einen
siheren Zustand zu wehseln. Als Beispiel kann man die Steuerungen S7-300F und
S7-400F erwähnen. Hier wird F benutzt, um die Fehlersiherheit der Steuerung
zu bezeihnen. Analog wird diese Bezeihnung bei anderen Begrien im Laufe des
Abshnitts benutzt.
Für die Konguration und Programmierung von fehlersiheren Systemen wird ei-
ne Baustein-Bibliothek mit zertizierten Beispielen benutzt, die im Software-Paket
S7 Distributed Safety zur Verfügung gestellt wird. Für die Programmierung wird
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dann weiter der Standard-STEP7 Editor für Sprahen FUP und KOP benutzt.
Programmiert wird allerdings in F-FUP und F-KOP. Der Untershied zwishen
F-FUP/F-KOP und entsprehenden Standard-Sprahen liegt hauptsählih in der
Menge der Anweisungen, den benutzten Datentypen und den Adressenbereihen.
Zum Beispiel sind in F-FUP/F-KOP Datentypen wie REAL, STRING und AR-
RAY niht erlaubt.
Von groÿer Bedeutung bei siherheitsrelevanten Systemen ist, die Korrektheit ei-
ner Anwendungsapplikation für das System zu gewährleisten. Ein Beitrag dazu liefert
die vorliegende Arbeit, in der ein Verfahren für die Verikation von FUP-Software
vorgestellt wird. Das Verikationsverfahren lässt sih auh auf F-FUP anwenden.
Zu den Systemen mit Siherheitsverantwortung gehören unter anderem Systeme aus
der Domain der Eisenbahnautomatisierung. Eine Softwarekomponente aus dieser
Domain wird als Fallstudie in dieser Arbeit benutzt.
2.4.2 Einblik ins Arbeitsregister
In der vorliegenden Arbeit wird ein Verfahren für die FUP-Verikation vorgestellt.
Um ein FUP-Programm mit diesem Verfahren zu verizieren, werden vershiede-
ne Transformationen auf Basis des AWL-Formats des Programms durhgeführt. Im
ersten Shritt dieser Transformationskette wird von Bedeutung sein, wie die Ergeb-
nisbildung einer AWL-Anweisung abläuft. Allgemein hängt das von den hardwares-
pezishen Merkmalen der konkreten Steuerung ab.
In der Norm IEC61131-3 wird ein hardwareunabhängiger Ansatz für die SPS-
Programmierung vorgestellt. Da in dieser Arbeit die SIMATIC S7-Steuerung be-
nutzt wird, werden manhe Hardwaremerkmale dieser Steuerung im Folgenden kurz
eingeführt. Ein einfahes Konzept enthält folgende Elemente (siehe Abbildung 2.4):
• Akkumulatoren - Abhängig vom SPS-System gibt es bei SIMATIC S7 zwei
oder vier Akkumulatoren mit der Breite von 32 Bit, die auh Akkus genannt
werden. Die Akkus werden als Stak organisiert angesprohen. AWL ist eine
ein Operanden Mashine, die entweder die oberen Stakwerte verarbeitet oder
einen externen Wert mit einem Stakwert verknüpft. Bei der Ergebnisbildung
einer Anweisungen wird auf diese Akkumulatoren zugegrien. Beispielsweise
wird mit der Anweisung CMP==I überprüft, ob Akku1 den gleihen Inhalt
wie Akku2 hat.
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BIE A1 A0 OV OS OR STA VKE /ERStatuswort
Akkumulatoren Akku1 Akku2
Adressregisster AR1 AR2
DB-Regisster DB-Nr DI-Nr
Klammerstack BIE VKE OR FK
BIE VKE OR FK
...
Abbildung 2.4: Register der SIMATICS7
• Adressregister - Für die indirekte Adressierung stehen zwei 32 Bit Register zur
Verfügung.
• DB-Register - Es gibt zwei DB-Register, die den Verweis auf die aktuell ge-
öneten Datenbausteine (DB) enthalten. In einem wird der Verweis auf den
globalen DB und im anderen auf den Instanz-DB aufbewahrt.
• Statuswort - Im Statuswort werden folgende Status-Bits zusammengefasst:
Binärerergebnis (BIE), Anzeige 1 (A1), Anzeige 2 (A2), Überlauf (OV), Über-
lauf speihernd (OS), OR-Bit (OR), Statusbit (STA), Verknüpfungsergebnis
(VKE) und Erstabfrage (/ER). Besonders wihtig für spätere Betrahtungen
ist das VKE-Bit, das dem aktuellen Ergebnis aus Abshnitt 2.3.1 entspriht.
Auf die Status-Bits wird hier niht weiter eingegangen.
An dieser Stelle kann noh ein Vergleih zwishen IEC-AWL und STEP7-
AWL gemaht werden, indem Beispiel 2.1 in STEP7 dargestellt wird: Also,
U In1
U In2
O In3
ON In4
= Out
mit der ersten Anweisung wird der Wert von In1 in VKE gespeihert. Danah
wird VKE mit In2 konjugiert. Das Ergebnis wird mit In3 und danah mit
der Negation von In4 logish ODER-verknüpft. Anshlieÿend wird VKE im
Operanden Out gespeihert.
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• Klammerstak - Der Klammerstak ist ein Speiherbereih, den die Verknüp-
fungsoperationen mit Klammer (beispielsweise U( oder O() verwenden.
Wenn eine solhe Anweisung vorkommt, werden bestimmte Daten auf den
Stak gespeihert. Dann wird eine neue Bitverknüpfungsoperation gestartet,
die mit der Anweisung ) endet. Danah werden die Daten aus dem Stak
geholt und weiterbearbeitet.
3 Formale Verikation
Der Begri formale Methoden verweiÿt auf Anwendung von Tehniken aus Logik und
diskreter Mathematik in Spezikation, Design und Entwurf von Computersystemen
und Software ([NAS97℄). Das Ziel bei Anwendung formaler Methoden ist, Entshei-
dungen ohne menshlihe Intuition und anhand formaler Regeln zu treen. Damit
steht die Entwiklung formaler Methoden in einer engen Verbindung mit der Ent-
wiklung künstliher Intelligenz und mit der Idee, ein Programm für die Simulation
menshlihen Denkens zu entwikeln.
Es gibt mehrere Verfahren, mit denen man überprüfen kann, ob ein System ge-
wünshte Eigenshaften erfüllt oder niht: Simulation, Test oder Verikation. Beim
Testen wird das Verhalten eines Systems bei Ausführung eines Versuhs beobahtet.
Im Gegensatz zum Testen wird bei der Simulation das Verhalten einer Abstraktion
(eines Modells) des Systems beobahtet. Sowohl mit der Simulation als auh mit
dem Testen kann nur die Anwesenheit von Fehlern, jedoh niht ihre Abwesenheit
gezeigt werden. Mit beiden Methoden wird überprüft, ob das System in einem kon-
kreten Zustand eine gewünshte Eigenshaft erfüllt oder niht. In einem positiven
Fall heiÿt das noh niht, dass die Eigenshaft im ganzen System erfüllt wird. Um
das festzustellen, sollte man für jeden möglihen Zustand den selben Versuh aus-
führen. Für groÿe Systeme wird so etwas aus Kosten- und zeitlihen Gründen zu
aufwändig oder sogar unmöglih.
Im Untershied zur Simulation und zum Testen wird mit Verikation auh die Ab-
wesenheit von Fehlern gezeigt. Verikationsverfahren können deduktiv (regelbasiert)
oder modellbasiert sein. Die weit verbreitete Begrie für automatisierte deduktive
bzw. modellbasierte Verikation sind Theorem Proving bzw. Model Cheking. Bevor
eine genauere Beshreibung der beiden Verfahren in den folgenden Unterkapiteln ge-
geben wird, werden einige grundlegende Begrie aus der Theorie formaler Methoden
im nähsten Kapitel kurz erklärt.
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3.1 Grundlagen
Im Allgemeinen soll bei formaler Verikation überprüft werden, ob ein System ge-
wünshte Eigenshaften besitzt. Bei Rehnersystemen werden dabei Hardware und
Software unabhängig voneinander betrahtet. Die ersten beiden Shritte bei der
Verikation sind das System zu modellieren und die Systemspezikation in Form
logisher Formeln darzustellen. Lösungen dafür werden in diesem Abshnitt vorge-
stellt. Der dritte Shritt ist die Erfüllbarkeit einer Formel im Modell zu überprüfen.
Dies wird in Abshnitt 3.2 (Theorem Proving) und Abshnitt 3.3 (Model Cheking)
behandelt.
Wie bereits gesagt befasst sih dieser Abshnitt mit der Systemmodellierung und
den Logiken zur Spezikationsbeshreibung. Dabei untersheiden sih Prinzipien de-
duktiver und modellbasierter Verikation sehr. Da der Shwerpunkt der vorliegen-
den Arbeit im Model Cheking liegt, werden hier Modelle zur Systembeshreibung
und Logiken zur Spezikationsbeshreibung hauptsählih aus der Siht des Model
Cheking näher erklärt.
3.1.1 Modelle zur Systembeshreibung
Es gibt viele Strukturen für die Modellierung eines Systems, die geeignet für die
Anwendung formaler Verikation sind: Kripke-Strukturen, Transitionssysteme, Er-
eignissysteme, Petrinetzen, usw. Die ersten zwei Strukturen werden hier näher be-
trahtet.
Kripke-Strukturen
Kripke-Strukturen wurden bereits im Jahr 1963 von S.A. Kripke eingeführt ([Kri63a,
Kri63b℄). Ihr grundlegendes Modell kann folgendermaÿen deniert werden.
Denition 3.1. (Kripke-Struktur)
Sei P eine Menge der atomaren Aussagen. Ein Tupel K = (Q,Q0, δ, l) ist eine
Kripke-Struktur über P , wenn seine Komponenten wie folgt deniert sind:
• Q ist eine Menge der Zustände,
• Q0 ist eine Menge der Startzustände,
• δ ⊂ Q×Q ist eine Zustandsübergangsrelation,
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• l : Q→ 2P ist eine Beshriftungsfunktion (Labelfunktion).
Ein System kann mit einer Kripke-Struktur in Form von Zuständen und Zustands-
übergängen deniert werden. Mit Hilfe der Labelfunktion werden Zustände mit der
Menge der Eigenshaften (atomaren Aussagen) markiert. Systemeigenshaften kön-
nen als Belegungen von Systemvariablen betrahtet werden. In dem Sinne enthält
die Beshriftung jedes Zustands die Information, mit welhem Wert jede Variable in
dem Zustand belegt ist.
Transitionssysteme
Neben Kripke-Strukturen werden auh Transitionssysteme für Systemmodellierung
benutzt. Das Konzept eines Transitionssystems ähnelt dem Konzept einer Kripke-
Struktur. Die Konzepte haben allerdings vershiedene Shwerpunkte. Der Shwer-
punkt von Kripke-Strukturen liegt in den Zuständen. Im Gegensatz dazu liegt der
Shwerpunkt von Transitionssystemen in den Transitionen, die durh Aktionen ge-
kennzeihnet werden. Diese Modelle werden für die Modellierung von Systemen ver-
wendet, deren Zustände durh Aktionsausführungen bestimmt sind.
Denition 3.2. (Transitionssystem)
Seien P eine Menge der atomaren Aussagen und A eine Menge der Aktionen. Ein
Tupel T = (Q,Q0, δ, l) ist ein Transitionssystem über atomaren Aussagen P und
Aktionen A, wenn seine Komponenten Folgendes erfüllen:
• Q ist eine Menge der Zustände,
• Q0 ist eine Menge der Startzustände,
• δ ⊂ Q× A×Q ist eine Zustandsübergangsrelation,
• l : Q→ 2P ist eine Beshriftungsfunktion (Labelfunktion).
Andere Modelle
Es gibt viele andere Strukturen, die für die Systemmodellierung benutzt werden kön-
nen. Einen Überblik darüber bietet Tabelle 3.3, die eine tabellarishe Darstellung
der untersuhten Veröentlihungen aus Abshnitt 3.4 repräsentiert.
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3.1.2 Temporale Logiken zur Spezikationsbeshreibung
Eine Systemspezikation wird oft mithilfe einer temporalen Logiken dargestellt. Da-
bei können Aussagen formuliert werden, die Systemzustände zeitlih verbinden. Bei-
spiele solher Aussagen sind: Irgendwann in der Zukunft erfüllt das System S die
Eigenshaft ϕ oder Die Eigenshaft ϕ wird im System S immer erfüllt. Es gibt
vershiedene Interpretationen von temporalen Logiken. Das Konzept wird detaillier-
ter in den folgenden Abshnitten vorgestellt, indem Linear Temporal Logi (LTL)
und Computation Tree Logi (CTL) eingeführt werden.
Linear Temporal Logi (LTL)
Mit LTL-Formeln können Eigenshaften formuliert werden, die auf einer sequen-
tielen Systemausführung basieren. Das heiÿt, es wird immer ein Berehnungspfad
des Systems betrahtet. Wenn es vershiedene Lebenszyklen des Systems gibt, n-
det eine implizite Allquantizierung statt und es werden alle Pfade berüksihtigt.
LTL-Syntax kann durh folgende Denition beshrieben werden.
Denition 3.3. (Syntax von LTL)
Sei P eine Menge der atomaren Aussagen. Die Menge der LTL-Formel über P wird
in BNF folgendermaÿen deniert:
ϕ ::= ⊤ | p | ¬ϕ | ϕ1 ∨ ϕ2 | Xϕ | ϕ1 U ϕ2
wobei p ∈ P .
In LTL-Formeln werden auh weitere Operatoren benutzt, die durh Operatoren
aus der Denition deniert werden, wie zum Beispiel:
• ⊥ ≡ ¬⊤,
• ϕ1 ∧ ϕ2 ≡ ¬(¬ϕ1 ∨ ¬ϕ2)
• ϕ1 → ϕ2 ≡ ¬ϕ1 ∨ ϕ2
• Fϕ ≡ ⊤U ϕ
• Gϕ ≡ ¬F¬ϕ ≡ ¬(⊤U ¬ϕ).
Eine intuitive Semantik von LTL temporalen Operatoren wird in Abbildung 3.1
erfasst.
25
...p
p
...X n
n
...U Rn
n R¬∧ n R¬∧n R¬∧ R
...F n
n¬n ¬n ¬n
...G n
nn n n n
Abbildung 3.1: Intuitive Semantik der LTL
Computation Tree Logi (CTL)
Bei CTL wird das Verhalten eines Systems in Form eines Berehnungsbaums be-
trahtet. Die Wurzel des Baums entspriht dem Startzustand. Die Nahfolger eines
Elements im Baum werden im Bezug zum entsprehenden Übergang im System-
modell bestimmt. Im Gegensatz zur LTL bezieht sih die Interpretation der CTL
auf vershiedene Berehnungspfade. Damit können in einer CTL-Formel vershiede-
ne Lebenszyklen eines Systems berüksihtigt werden. Mit Pfadquantoren E bzw.
A kann man Eigenshaften denieren, die sih auf einen Pfad bzw. alle Pfade im
Berehnungsbaum beziehen.
Denition 3.4. (Syntax von CTL)
Sei P eine Menge der atomaren Aussagen. Die Menge der CTL-Formel über P wird
in BNF wie folgt deniert:
ϕ ::= ⊤ | p | ¬ϕ | ϕ1 ∨ ϕ2 | EXϕ | E [ϕ1 U ϕ2] | A [ϕ1 U ϕ2]
wobei p ∈ P .
Mithilfe der in der Denition aufgeführten CTL-Operatoren können auh weitere
Operatoren deniert werden, wie zum Beispiel:
• EFϕ ≡ E [⊤U ϕ]
• AGϕ ≡ ¬EF (¬ϕ) ≡ ¬E [⊤U ¬ϕ]
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Abbildung 3.2: Intuitive Semantik der CTL
3.2 Theorem Proving
Theorem Proving oder automatishe Deduktion bezieht sih auf den Mehanismus
des deduktiven logishen Denkens. Im Gegensatz zum Model Cheking lassen sih
deduktive Methoden auf unendlihe Systeme anwenden. Um die Gültigkeit einer
Eigenshaft zu zeigen, wird bei deduktiver Verikation ein Beweis anhand der de-
nierten Axiome und Beweisregeln geführt. Anfangs wurde diese Tehnik per Hand
durhgeführt. Sie hat eine Anwendung bei siherheitskritishen Systemen gefunden,
bei denen es wihtig war, eine Eigenshaft zu beweisen und der zeitlihe Aspekt
nebensählih war.
Obwohl es mittlerweile auh automatishe Theorem Prover gibt, wird Beweis-
führung oft halbautomatish durhgeführt. Bei der interaktiven Beweisführung soll
an der einen oder anderen Stelle der Benutzer entsheiden, in welhe Rihtung der
Beweis weitergeführt wird. Deswegen sollte der Benutzer viel Erfahrung im Logik-
bereih und in der Beweisführung haben. Sogar im Fall, wenn ein Experte die Veri-
kation durhführt, ist dies ein zeitaufwendiger Prozess.
Nahfolgend werden Grundbegrie des Theorem Proving erklärt. Um ein besseres
Bild über die Vorgehensweise dieser Tehnik zu bekommen, wird anshlieÿend ein
Beispiel der Beweisführung gegeben.
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3.2.1 Beweistheorie
Ein formales System enthält folgende Elemente:
• ein Alphabet und eine nihtleere Menge der Worte darüber - Primitiven;
• eine Menge von Grundaussagen über Primitiven - Axiome; und
• eine Menge von Shlussregeln oder Herleitungen anderer Art, mit denen man
neue Aussagen ableiten kann - Theoremen.
Axiome und Shlussregeln eines formalen Systems bilden ein deduktives System.
Axiome zusammen mit beweisbaren und bereits bewiesenen Theoremen bilden eine
Theorie. Ein Beweis eines Theorems ist eine Reihe der Transformationen, die mit
Shlussregeln übereinstimmen (siehe Abshnitt 3.2.4).
Mit ⊢L ϕ bezeihnet man, dass ϕ in der Logik L beweisbar ist. Das heiÿt, dass
entweder ϕ ein Theorem in der Logik L ist, oder ϕ kann man anhand von Axiomen
beweisen, ohne andere Annahmen zur Hilfe zu nehmen. Wenn die Logik eindeutig ist,
wird nur ⊢ ϕ geshrieben. Im Allgemeinen brauht man für den Beweis eines Satzes
ϕ neben Axiomen auh zusätzlihe Behauptungen γ0, γ1, . . . , γn. Dann shreibt man
γ0, γ1, . . . , γn ⊢ ϕ.
So ein syntaktish dargestelltes, formales System wird Kalkül genannt. Die Studie
über rein formale oder syntaktishe Eigenshaften eines Kalküls heiÿt Beweistheorie.
3.2.2 Modelltheorie
Die Untersheidung zwishen Syntax und Semantik in der Logik spiegelt sih in der
Untersheidung zwishen formalen Systemen und ihren Interpretationen wider. Beim
Theorem Proving wird dabei über Beweistheorien und Modelltheorien gesprohen.
Beispielsweise sind natürlihe Zahlen ein Modell der Peano-Axiome. Ein System
kann auh zwei vershiedene Interpretationen haben. Zum Beispiel ist Planimetrie
ein Model der Euklidishen Axiome und ein anderes Modell dafür ist hyperbolishe
Geometrie.
In einer Interpretation kann jedem syntaktish korrekten Satz aus einem Kalkül
ein boolesher Wert zugewiesen werden. Der Wert wird true oder false sein, abhängig
davon, ob der Satz in der Interpretation rihtig oder falsh ist. Eine Interpretation
ist ein Modell eines formalen Systems, wenn alle Axiome in der Interpretation rihtig
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sind. Ähnlih ist eine Interpretation ein Modell einer Theorie, wenn alle Sätze in der
Theorie als rihtig bewertet sind.
Sei ϕ ein Satz im Kalkül und I eine Menge der Interpretationen des Kalküls. ϕ
ist allgemeingültig ( ϕ), genau dann wenn ϕ in jeder Interpretation aus I rihtig
ist. Wenn jedes Modell einer Menge der Aussagen S, auh ein Modell der Aussage
ϕ ist, wird geshrieben S  ϕ (S enthält ϕ).
3.2.3 Sequenzenkalkül als Beispielkalkül
Es gibt im Allgemeinen zwei Arten von Herleitungen ([BB89℄). Beim deduktiven
Kalkül gehen Shlussregeln von Axiomen aus, bis die gewünshte Formel bewiesen
wird. Andersrum funktionieren Shlussregeln beim Testkalkül. Dabei wird von der
Formel ausgegangen, bis die Axiome hergeleitet worden sind. In diesem Abshnitt
wird eine Variante des deduktiven Kalküls näher erläutert - Sequenzenkalkül, der
nah seinem Entwikler G. Gentzen auh Gentzenkalkül genannt wird.
Eine Sequenz beim Sequenzenkalkül wird durh Γ ⊢ ∆ bezeihnet, wobei Γ
eine Konjunktion, A1 ∧ . . . ∧ Am, und ∆ eine Disjunktion, B1 ∨ . . . ∨ Bn, logisher
Formeln ist. Die Formeln in Γ werden Antezedenz und die Formeln in ∆ Konsequenz
genannt. Intuitiv heiÿt Γ ⊢ ∆, dass aus der Antezedenz die Konsequenz folgt
(A1 ∧ . . . ∧ Am ⊃ B1 ∨ . . . ∨ Bn).
Einige Shlussregeln im Sequenzenkalkül sind:
• präp-axiom
A,Γ ⊢ A,∆
Ax
Diese Shlussregel des präpositionalen Axioms wird angewendet, wenn ei-
ne Formel sowohl in der Antezedenz als auh in der Konsequenz ersheint
(A ∧ Γ ⊃ A ∨∆).
• neg-links und neg-rehts
Γ ⊢ A,∆
¬A,Γ ⊢ ∆
¬ ⊢
A,Γ ⊢ ∆
Γ ⊢ ¬A,∆
⊢ ¬
Diese beiden Negationsregeln bedeuten, dass die Negation einer Formel in der
Antezedenz äquivalent dem Ersheinen der gleihen Formel in der Konsequenz
ist, und umgekehrt. Das lässt sih anhand der Identität (X ⊃ Y ) ≡ (¬X ∨ Y )
und der De Morgans Regel ¬(X∨Y ) ≡ (¬X∧¬Y ) zeigen. Beispielsweise kann
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man die erste Regel folgendermaÿen ableiten:
(¬A ∧ Γ) ⊃ ∆ ≡ ¬(¬A ∧ Γ) ∨∆ ≡ (A ∨ ¬Γ) ∨∆ ≡
¬Γ ∨ (A ∨∆) ≡ Γ ⊃ (A ∨∆)
• impl-rehts
A,Γ ⊢ B,∆
Γ ⊢ A→ B,∆
⊢→
Die Regel für die Implikation auf der rehten Seite kann man mit Hilfe der
linken Negation folgendermaÿen ableiten:
Γ ⊃ (A→ B) ∨∆ ≡ Γ ⊃ (¬A ∨ B) ∨∆ ≡
Γ ⊃ ¬A ∨ (B ∨∆) ≡ A ∧ Γ ⊃ B ∨∆ .
• impl-links
Γ ⊢ A,∆ B,Γ ⊢ ∆
A→ B,Γ ⊢ ∆
→⊢
Bei der Implikation auf der linken Seiten wird der Beweis in zwei Fälle gespal-
ten: Γ ⊢ A,∆ und B,Γ ⊢ ∆. Das kann man wie folgt ableiten:
(A→ B) ∧ Γ ⊃ ∆ ≡ (¬A ∨ B) ∧ Γ ⊃ ∆ ≡
(¬A ∧ Γ ⊃ ∆) ∨ (B ∧ Γ ⊃ ∆) ≡ (Γ ⊃ A ∨∆) ∨ (B ∧ Γ ⊃ ∆)
• und-links:
A,B,Γ ⊢ ∆
A ∧ B,Γ ⊢ A,∆
∧ ⊢
Die Regel für die Konjunktion auf der linken Seite ist einfah die Folge der
Tatsahe, dass die Elemente in der Antezedenz mit ∧ verbunden sind.
3.2.4 Ein Beispiel der Beweisführung
Um einen besseren Einblik ins Theorem Proving zu ermöglihen, wird an dieser
Stelle ein Beispiel der Beweisführung gegeben. Es gibt viele Theorem Prover, deren
Handhabung in entsprehenden Handbühern ausführlih beshrieben wird: Isabel-
le ([NPW09℄), PVS ([SSRSC01℄), Coq ([INR09℄). Das folgende Beispiel hat niht
zum Ziel, Eigenshaften eines konkreten Theorem Provers und seine Umgebung vor-
zustellen, sondern einfah die allgemeine Denkweise beim Theorem Proving zu de-
monstrieren. Als Quelle für das Beispiel wird [NAS97℄ genommen, in der man eine
detaillierte Beshreibung der Grundlagen formaler Methoden nden kann.
Beispiel 3.1. ((P ⊃ Q ⊃ R) ⊃ (P ∧Q) ⊃ R)
In diesem Beispiel soll gezeigt werden, wie der Beweis für die Formel (P => (Q =>
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R)) => ((P & Q) => R) abgeleitet werden kann. In den folgenden Beweisshritten
wird immer zuerst der Name der anzuwendenden Shlussregeln angegeben. Die Zeile
====> wird benutzt, um die Antezedenz von der Konsequenz zu trennen. Der
Beweis wird in der folgende Tabelle zusammengefasst. Anshlieÿend folgt eine kurze
Erläuterung der verwendeten Regeln.
Shritt 0: Anfang des Beweises
Kein
====>
Formel 1: (P => (Q => R)) => ((P & Q) => R)
Shritt 1: Verwende die Regel impl-rehts
Formel 1: P => (Q => R)
====>
Formel 1: (P & Q) =>R
Shritt 2: Verwende die Regel impl-rehts
Formel 1: P => (Q => R)
Formel 2: P & Q
====>
Formel 1: R
Shritt 3: Verwende die Regel und-links
Formel 1: P => (Q => R)
Formel 2: P
Formel 3: Q
====>
Formel 1: R
Shritt 4: Verwende die Regel impl-links
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Formel 1: Q => R Formel 1: P
Formel 2: P Formel 2: Q
Formel 3: Q ====>
====> Formel 1: P
Formel 1: R Formel 2: R
Shritt 4.1: Verwende impl-links Shritt 4.2: Verwende präp-axiom
Formel 1: R Formel 1: P
Formel 2: P Formel 2: Q
Formel 3: Q ====>
====> Formel 1: Q
Formel 1: R Formel 2: P
Shritt 4.1.1: präp-axiom
Shritt 4.1.2: präp-axiom
Tabelle 3.1: Beweisführung beim Theorem Proving
Am Anfang des Beweises ist die Antezedenz leer. In jedem Shritt danah wird
eine von den folgenden Regeln angewendet:
impl-rehts Diese Regel lässt sih auf eine Formel der Form X => Y anwenden.
Um die Rihtigkeit dieser Formel zu zeigen, wird nah der Anwendung der
Regel X als Antezedens betrahtet. Dann bleibt noh die Rihtigkeit von Y zu
zeigen.
und-links Wenn die Formel X & Y als Antezedenz ersheint, entstehen aus der
Antezedenz nah der Anwendug dieser Regel zwei Antezdenzen, X und Y .
impl-links Wenn X => Y in der Antezedenz vorkommt, kann die Regel impl-
links angewendet werden. Dann entstehen zwei neue Formeln, die bewiesen
werden sollen (siehe die Erklärung dieser Regel im vorherigen Abshnitt):
• Statt X => Y in der Antezedenz wird X in der Konsequenz betrahtet.
• Statt X => Y ersheint X in der Antezedenz.
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präp-axiom Mit dieser Regel wird eine Formel bewiesen, die bereits in der An-
tezedenz vorkommt.
3.3 Model Cheking
Eine weitere Verikationsmethode ist Model Cheking. Mit dem Model Cheking
werden endlihe Systeme veriziert. Erste Versuhe einer manuellen Beweisführung
anhand modellbasierter Verikation wurden shon Ende der 70er durhgeführt. In
[Pnu77℄ shlägt Pnueli vor, wie man temporale Logiken und Shlussfolgerung bei
nebenläugen und reaktiven Programmen nutzen kann. Das erste Mal wurde das
Verfahren des Model Cheking unabhängig voneinander von Clarke und Emerson in
[CE81℄ und Quielle und Sifakis in [QS82℄ veröentliht. Eine genauere Auistung
über alle diese Ideen kann in [CGL93℄ gefunden werden.
Beim Model Cheking wird das folgende Problem betrahtet. Sei die Kripke-
Struktur M = (Q,Q0, δ, l) ein Modell eines endlihen Systems und ϕ eine logishe
Formel, die eine Eigenshaft des Systems repräsentiert, dann sollen alle Systemzu-
stände gefunden werden, die die Formel ϕ erfüllen: {q ∈ Q |M, q  ϕ}. Wenn dieser
Menge alle initialen Zustände angehören, wird gesagt, dass das ModellM die Formel
ϕ erfüllt.
Abhängig von der Logik, die beim Model Cheking benutzt wird, kann man zwi-
shen LTL- und CTL-Model Cheking untersheiden. Als Quelle für ihre Beshrei-
bung wurden [CGP99, BK08, Kat99, HR00℄ benutzt.
3.3.1 LTL-Model Cheking
Ein LTL-Model Cheking Algorithmus soll entsheiden, ob ein Transitionssystem
eine LTL-Formel erfüllt. Die Basis dieser Tehnik liegt im Ansatz der Automaten-
theorie, der sih auf Bühi-Automaten bezieht. Um das LTL-Model Cheking Ver-
fahren näher zu beshreiben, wird zunähst eine Denition des Bühi-Automaten
angegeben.
Bühi-Automaten
Denition 3.5. (Nihtdeterministisher Bühi-Automat (NBA))
Sei S = (Σ, Q,Q0, δ, F, l) ein Tupel mit folgenden Elementen:
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• Σ - ein Alphabet,
• Q - eine Menge der Zustände,
• Q0 ⊂ S - eine Menge der Startzustände,
• δ : Q→ 2Q - eine Zustandsübergangsrelation,
• F ⊂ Q - eine Menge der akzeptierten Zustände, und
• l : Q→ Σ - eine Beshriftungsfunktion (Labelfunktion).
S ist ein nihtdeterministisher Bühi-Automat (NBA), wenn S unendlihe Einga-
beworte über Σ erkennt.
Denition 3.6. (Lauf über NBA)
σ = q0 q1 . . . ist ein Lauf über einen NBA (Σ, Q,Q0, δ, F, l), wenn q0 ∈ Q0 und
(qi, qi+1) ∈ δ, ∀i ≥ 0. Sei lim(σ) die Menge aller Zustände, die unendlih oft in σ
vorkommen. σ wird genau dann akzeptiert, wenn lim(σ) ∩ F 6= ∅.
Bezeihnet man die Menge der unendlihen Worte über Σ mit Σω, dann wird ein
Wort ω = a0 a1 . . . ∈ Σω genau dann akzeptiert, wenn es einen akzeptierten Lauf
σ = q0 q1 . . . mit der Eigenshaft l(qi) = ai, ∀i ≥ 0 gibt. Die Sprahe eines NBA S,
Lω{S}, ist die Menge der unendlihen Worte, die von S akzeptiert werden:
Lω(S) = {ω ∈ Σ
ω | ω wird von S akzeptiert}.
Nah [Kat99℄ kann jede LTL-Formel ϕ mit einem NBA Sϕ, repräsentiert werden,
der alle unendlihen Worte über atomaren Aussagen akzeptiert, die die Formel ϕ
erfüllen.
Verikationsverfahren
Eine intuitive Lösung für das Problem LTL-Model Cheking könnte in den folgenden
drei Shritten beshrieben werden:
• konstruiere einen Bühi-Automat für ϕ, Sϕ,
• konstruiere einen Automat für das System S,
• überprüfe, ob Lω(S) ⊆ Lω(Sϕ).
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Leider gibt es im allgemeinen Fall keinen ezienten Algorithmus, der entsheiden
kann, ob eine Sprahe eine Teilmenge einer anderen Sprahe ist.
Die Hauptidee des LTL-Model Cheking ist S  ϕ zu beweisen, indem man nah
einem Pfad π in S suht, der ¬ϕ erfüllt. Falls so ein Pfad existiert, liefert π das
Gegenbeispiel für die Aussage. Wenn π niht gefunden werden kann, heiÿt es S  ϕ.
Um zu überprüfen, ob S die Bedingung ¬ϕ erfüllt, werden beim LTL-Model
Cheking folgende drei Shritte gemaht:
1. es wird ein Bühi-Automat S¬ϕ für die Formel ¬ϕ konstruiert;
2. es wird ein Bühi-Automat S für das System konstruiert;
3. es wird überprüft, ob Lω(S) ∩ Lω(S¬ϕ) = ∅.
Im Gegensatz zur Inklusion, lässt sih der Durhshnitt zweier Sprahen algo-
rithmish ezient beshreiben. Es wird nämlih ein Kreuzprodukt von S und Sϕ
konstruiert. Der Automat S ⊗ Sϕ akzeptiert die Sprahe Lω(S) ∩ Lω(S¬ϕ). Es wird
dann noh überprüft, ob Lω(S ⊗ S¬ϕ) = ∅.
Komplexität
Die Komplexität des LTL-Model Cheking Verfahrens hängt von der Komplexität
der Algorithmen für die Konstruktion der Automaten S¬ϕ und S ab. Bei der Dar-
stellung einer Formel durh einen Automaten wird zuerst ein Graph erstellt, dessen
Knoten durh eine Menge der Teilformeln von ϕ gekennzeihnet sind. Die Anzahl
der Knoten im Graph ist dann proportional zur Anzahl der Mengen der Teilformeln
von ϕ, O(2|ϕ|). Das Kreuzprodukt von Automaten S ⊗ S¬ϕ hat im ungünstigsten
Fall die Komplexität O(2|ϕ| × |S|). Die Überprüfung der Leerheit eines Automaten
ist linear, d.h. proportional zur Gröÿe des Automaten. Daraus lässt sih herleiten,
dass die Komplexität des LTL-Model Cheking Verfahrens O(2|ϕ| × |S|2) beträgt.
3.3.2 CTL-Model Cheking
Das Problem, ob das Modell M die Formel ϕ erfüllt (M  ϕ), geht das CTL-Model
Cheking folgendermaÿen an. Die Erfüllbarkeit von ϕ wird überprüft, indem die
Erfüllbarkeit aller Teilformeln von ϕ für jeden Zustand sukzessiv überprüft wird.
Die Überprüfung fängt mit atomaren Aussagen an und endet mit der Formel ϕ. Als
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nähstes wird eine Denition der Teilformeln einer CTL-Formel gegeben und der
Algorithmus genauer beshrieben.
Denition 3.7. (Teilformel einer CTL-Formel)
Sei ϕ eine CTL-Formel über die atomaren Aussagen p ∈ P . Die Menge der Teilfor-
meln von ϕ, Sub(ϕ), wird folgendermaÿen rekursiv gebaut:
Sub(p) = {p}
Sub(¬ϕ) = Sub(ϕ) ∪ {¬ϕ}
Sub(ϕ1 ∨ ϕ2) = Sub(ϕ1) ∪ Sub(ϕ2) ∪ {ϕ1 ∨ ϕ2}
Sub(EXϕ) = Sub(ϕ) ∪ {EXϕ}
Sub(E[ϕ1Uϕ2]) = Sub(ϕ1) ∪ Sub(ϕ2) ∪ {E[ϕ1Uϕ2]}
Sub(A[ϕ1Uϕ2]) = Sub(ϕ1) ∪ Sub(ϕ2) ∪ {A[ϕ1Uϕ2]}
Die Markierung der Zustände lässt sih durh eine Funktion Sat beshreiben, die
jeder CTL-Formel eine Menge der Zustände zuweist, die mit der Formel gekenn-
zeihnet sind (siehe Tabelle 3.2). Die Zustandsmarkierung fängt mit der Markierung
der Zustände an, in denen die atomaren Aussagen gültig sind. Dieser erste Shritt
lässt sih mithilfe der Beshriftungsfunktion l beshreiben: Alle Zustände, in denen
atomare Aussagen gültig sind, werden zunähst mit den Aussagen gekennzeihnet.
Neben den atomaren Aussagen sind auh ⊤ und ⊥ Formeln der Länge 1. ⊤ ist
in allen Zuständen gültig und ⊥ (¬⊤) ist in keinem Zustand gültig. Mit der For-
mel ¬ϕ werden Zustände markiert, die noh niht mit ϕ markiert sind. Im Fall von
ϕ1∨ϕ2 wird überprüft, welhe Zustände mit ϕ1 oder ϕ2 markiert sind. Diese Zustän-
de werden auh mit ϕ1 ∨ϕ2 markiert. Ein Zustand von dem es eine Transition zum
Zustand gibt, in dem ϕ gilt, kann mit EXϕ bezeihnet werden. Die Markierungen
mit E[ϕ1Uϕ2] und A[ϕ1Uϕ2] sind etwas komplizierter und werden durh separate
Algorithmen beshrieben (siehe Tabelle 3.2).
Mit E[ϕ1Uϕ2] werden zunähst Zustände markiert, die mit ϕ2 bereits gekenn-
zeihnet sind. In der nähsten Iteration werden mit E[ϕ1Uϕ2] Zustände markiert,
die ϕ1 erfüllen und von denen es Transitionen gibt, die zu mit ϕ2 markierten Zustän-
den führen. Dieser Shritt wird wiederholt, solange es möglih ist, das heiÿt solange
kein neuer Zustand die Bedingung erfüllt. Die Markierung mit A[ϕ1Uϕ2] erfolgt
ähnlih. Man muss nur im Iterationsshritt mit A[ϕ1Uϕ2] Zustände markieren, die
ϕ1 erfüllen und von denen alle Transitionen zu mit ϕ2 markierten Zuständen führen.
36
Wihtig bei den zwei Algorithmen ist eine Garantie, dass die Iterationsshritte
terminieren. Ein Beweis dafür ndet man in der Fixpunkt-Theorie. Der folgende
Paragraph bietet einen Einblik in die Theorie.
Fixpunkt-Theorie
Für eine Abbildung F : A→ A ist a ∈ A ein Fixpunkt von F , wenn F (a) = a gilt.
Existenz eines Fixpunktes für bestimmte monotone Abbildungen wird durh einige
Theoreme aus der Fixpunkt-Theorie gewährleistet. Beim CTL-Model Cheking wird
eine Abbildung JK folgendermaÿen deniert: Für eine CTL-Formel ϕ wird mit JϕK
die Menge der Zustände bezeihnet, in denen ϕ erfüllt ist:
JϕK = {q ∈ Q | M, q  ϕ}.
Um die Menge der Zustände zu bestimmen, die mit E[ϕ1 U ϕ2] markiert werden
sollen, wird folgende Abbildung betrahtet:
F (Z) = Jϕ2K ∪ (Jϕ1K ∪ {q ∈ Q | ∃q
′ ∈ Z. δ(q, q′)}).
JE[ϕ1 U ϕ2]K ist ein Fixpunkt der Abbildung F . Ähnlih ist JA[ϕ1 U ϕ2]K der Fix-
punkt der Abbildung:
G(Z) = Jϕ2K ∪ (Jϕ1K ∪ {q ∈ Q | ∀q
′ ∈ Z. δ(q, q′)}).
Komplexität
Beim CTL-Model Cheking wird die Abbildung Sat für jede Teilformel der zu über-
prüfenden Formel ausgeführt. Die Anzahl der Teilformeln von ϕ ist proportional
zur Formellänge |ϕ|. Andererseits wird die Formel für jeden Zustand überprüft (d.h.
|S|-mal). Beim SatAU Algorithmus sollen für jeden Zustand alle Transitionen, die
aus dem Zustand gehen, durhgelaufen werden. Diese Zahl ist im ungünstigsten Fall
proportional zu |S|2. Das heiÿt, dass die Komplexität vom CTL-Model Cheking
O(|ϕ| × |S|3) beträgt. Diese Komplexität kann verbessert werden, wenn CTL durh
EX, E[ϕ1Uϕ2] und EG deniert wird. In diesem Fall lässt sih die Komplexität auf
O(|ϕ| × |S|2) reduzieren ([CES86℄).
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funtion Sat(ϕ : CTL− Formel) : Zustandsmenge
begin
swith(ϕ)
⊤: return Q
p: return {q | ϕ ∈ l(q)}
¬ψ: return Q \ Sat(ψ)
ψ1 ∨ ψ2: return Sat(ψ1) ∪ Sat(ψ2)
EXψ: return {q ∈ Q | ∃q′ ∈ S. δ(q, q′) ∧ q′ ∈ Sat(ψ)}
E[ψ1 U ψ2]: return SatEU(ψ1, ψ2)
A[ψ1 U ψ2]: return SatAU(ψ1, ψ2)
end swith
end
funtion SatEU(ϕ1, ϕ2 : CTL− Formel) : Zustandsmenge
var
Z,Z ′ : Zustandsmenge
begin
Z := Sat(ϕ2), Z
′ := ∅
while
Z ′ := Z
Z := Z ∪ ({q ∈ Q | ∃q′ ∈ Z. δ(q, q′)} ∩ Sat(ϕ1))
end while
return Z
end
funtion SatAU(ϕ1, ϕ2 : CTL− Formel) : Zustandsmenge
var
Z,Z ′ : Zustandsmenge
begin
Z := Sat(ϕ2), Z
′ := ∅
while
Z ′ := Z
Z := Z ∪ ({q ∈ Q | ∀q′ ∈ Z. δ(q, q′)} ∩ Sat(ϕ1))
end while
return Z
end
Tabelle 3.2: a) Basisalgorithmus fürs CTL-Model Cheking, b) Markierung mit der
Formel E[ϕ1 U ϕ2], ) Markierung mit der Formel A[ϕ1 U ϕ2]
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3.4 Verikation von SPS (Stand der Tehnik)
In den letzten Jahrzehnten wurden erheblihe Fortshritte in der formalen Veri-
kation von SPS erreiht. [Mad00, FL98, Huu03℄ sind einige der Studien, die einen
Überblik über die existierenden Verfahren bieten. Einige der Verfahren werden un-
ter anderem in den folgenden Abshnitten beshrieben. Eine tabellarishe Darstel-
lung der untersuhten Veröentlihungen ist in Tabelle 3.3 angegeben. Die Tabelle
gibt eine Klassizierung bezüglih der folgenden drei Kriterien: 1) SPS-Sprahe, 2)
Formalisierungsmodell und 3) Verikationsmethode.
3.4.1 AWL-Verikation
Wenn Ehtzeiteigenshaften bei SPS-Anwendungen berüksihtigt werden sollen,
sind Timed Automata für die Modellierung geeignet. In [MW99℄ wird beshrieben,
wie man AWL-Programme mit Timed Automata modellieren kann. Aufrufe von
Funktionen und Funktionsbausteinen werden dabei niht berüksihtigt. Als Varia-
blen dürfen nur Booleans verwendet werden. Basierend auf die Arbeit wurde ein
Tool entwikelt, das AWL-Programme in Timed Automata übersetzt ([Wil99℄). Für
die Verikation wird der Model Cheker UPPAAL benutzt.
Eine formale Semantik von AWL ist in [Huu03℄ veröentliht. In der Arbeit
wird vorgeshlagen, eine Programmanalyse in zwei Shritten durhzuführen. Zu-
erst wird eine Approximation des Programmverhaltens durh abstrakte Interpreta-
tion gemaht ([Cou78, CC79℄), um beispielsweise Bereihe der Programmvariablen
während Programmausführung zu bestimmen. Danah wird eine Datenussanalyse
durhgeführt ([He77℄), um beispielsweise den Informationsuss zu untersuhen oder
niht erreihbaren Code zu entdeken. Das begleitende Tool für die Unterstützung
der Programmanalyse (Homer) wird in [Huu04℄ beshrieben.
Trotz des Ziels, eine Analyse von F-FUP-Programmen zu shaen, kann man
auh [Fig06℄ an dieser Stelle erwähnen. In der Arbeit wird beshrieben, wie man
AWL-Code nah VHDL transformieren kann. VHDL selbst bietet weitere Verika-
tionsmöglihkeiten. Der Shwerpunkt der Arbeit liegt allerdings in der Simulation
und Automatisierung der Testumgebung.
In [HM98℄ werden AWL Programme mit Petrinetzen modelliert und mit dem
Model Cheker SMV veriziert. Dabei werden nur Datenstrukturen benutzt, die
mit 8 Bits odiert werden können.
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Ein weiteres Verfahren für AWL-Verikation mit dem Model Cheker SMV wird
in [CCLP00℄ beshrieben. Dafür werden Programme durh Transitionssystemen mo-
delliert. Zeit und Timer werden in der Arbeit niht berüksihtigt. Das Verfahren
wurde als Basis für [PPKE07℄ genommen und dort weiterentwikelt. Die Automati-
sierung des Verfahrens und die begleitenden Tools sind in [PPK07℄ beshrieben.
Der SMV Model Cheker wird für die AWL-Verikation auh in [LYF05℄ benutzt.
Dabei wird ein AWL-Programm zuerst anhand eines Mealy Automaten formalisiert
([YF04℄). Den Mealy Automat kann man zu einem Moore Automat transformieren,
den man als ein SMV-Modell darstellen kann. Bei der Verikation durh SMV wer-
den auf BDDs und auf SAT basierte Verikationstehniken verglihen. Als Ergebnis
stellt man fest, dass soweit keine Zustandsexplosion stattndet, wird BDD-Model
Cheking bevorzugt.
3.4.2 ST-Verikation
Wenn man formale Verikation beim Steuerungsentwurf anwenden möhte, ist es
möglih, die SPS-Spezikation in einer Form vom Duration Calulus anzugeben und
diese als einen PLC-Automaten darzustellen ([Die97℄). Diese Art von Automaten
ist laut [Die98℄ nah ST automatish übersetzbar. In dem Projekt wurde die An-
wendbarkeit der zwei Model Cheker KRONOS und UPPAAL auf PLC-Automaten
getestet.
Ein auf HOL (Higher-Order Logi) basierndes Verfahren für ST-Verikation wird
in [VK97, VK99, Vö00℄ veröentliht. AS-Programme werden durh HOL-Automaten
dargestellt und mit dem generishen Theorem Prover Isabelle veriziert. In der Ar-
beit wird die Verikation von hybriden Systemen betrahtet. Neben der AS werden
auh ST und FBS Programme berüksihtigt.
Ein Verfahren für die ST-Verikation mit dem Model Cheker NuSMV wird in
[GSF06, GSF08℄ beshrieben. Bei der Konstruktion eines NuSMVModells wird niht
jede Programmlinie einzeln betrahtet. Es wird zuerst eine Analyse der Variablenab-
hängigkeiten durhgeführt. Dabei wird betrahtet, inwiefern Ausgangsvariable von
Eingangsvariablen abhängig sind. Abhängig von den Ergebnissen dieser Analyse
wird ein NuSMV-Modell erstellt, das deutlih kleiner ist als das Ergebnissmodell
einer direkten Übersetzung von ST nah NuSMV. Das Verfahren lässt sih erwei-
tern und auh auf weitere SPS-Sprahen anwenden. Allerdings gibt es zwei groÿe
Einshränkungen bei der Art der Verikation: 1) Es können nur booleshe Variablen
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benutzt werden; und 2) Sprünge sind im Programm niht erlaubt.
3.4.3 FBS Verikation
In Unterkapitel 3.4.1 wurde bereits das in [Fig06℄ veröentlihte Verfahren erwähnt.
In der Arbeit wird eine Analyse von einer Untermenge der AWL-Programme vorge-
shlagen. Der Shwerpunkt der Arbeit liegt in der Analyse von F-FUP-Programmen.
Es wird dabei die AWL Interpretation von F-FUP-Programmen benutzt. Diese wird
nah VHDL übersetzt. In der Arbeit wird niht weiter die Verikation, sondern eher
die Simulation und Automatisierung der Testumgebung behandelt.
In den letzten fünf Jahren wurden groÿe Fortshritte bei der FBS-Verikation
in Korea im Bereih von Kernkraftwerken gemaht. In dem Projekt wird FBS so-
wohl für die Software Designspezikation als auh für die Implementierung benutzt
([SKS04, Son03℄). Bei der Spezikation werden Entsheidungstabellen für die Anfor-
derungen und Design von Software erstellt. Anshlieÿend werden diese zwei Tabellen
verglihen. Positiv dabei ist, dass man die FBS-Designspezikation nutzen kann, um
Zeit und Kosten bei der Implementierung zu sparen. Negativ anzumerken ist, dass,
wenn die Spezikation kompliziert ist, man sie niht in einer Entsheidungstabelle
behandeln kann. Andererseits wird Software durh den Model Cheker SMV veri-
ziert. Ein FBS-Programm wird dabei manuell durh Übersetzungsregeln nah SMV
transformiert. Die neusten Ergebnisse aus dem Projekt sind in [Jeo06℄, [KSJ
+
07℄
und [KJJ
+
08℄ veröentliht. Die Transformation von FBS nah SMV läuft mitt-
lerweile automatish. Ein FBS-Programm wird zuerst nah Verilog und dann nah
SMV transformiert. Im Untershied zum ersten Beispiel in diesem Kapitel, wo ein
VHDL-Modell auf Basis der AWL-Interpretation eines FBS-Programms konstruiert
wurde, wird in diesem Projekt das Verilog-Modell auf FBS-Basis dargestellt. Wie
man ein Verilog-Modell mit SMV veriziert, ist bereits bekannt. Interessanter ist es,
wie man von einem FBS-Programm ein Verilog Model konstruiert. Für diesen Zwek
wird ein Tool in der Entwiklung, pSET, benutzt. Leider ist das Format (*.lda), in
dem pSET ein FBS-Programm speihert, niht bekannt.
3.4.4 KOP-Verikation
Ein Verfahren für die KOP-Verikation wird in [RS00℄ vorgestellt. Eine Untermenge
der KOP-Konstrukte wird betrahtet. Für die Modellierung werden Zustandsauto-
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maten benutzt. Verikation wird durh den Cadene SMV Model Cheker durhge-
führt. Es werden logishe Aspekte der Zeit betrahtet, jedoh keine Ehtzeit. Damit
wird die Komplexität der Timed Automata vermieden und trotzdem ist es möglih,
Eigenshaften zu überprüfen, die sih auf Timer beziehen.
In [RD02℄ wird beshrieben, wie man KOP-Programme durh Theorem Proving
verizieren kann. Für die Modellierung wird eine Algebra deniert, durh die eine
algebraishe Semantik den KOP-Programmen zugewiesen wird. Einer der Autoren
untersuht in [ZRK03℄, wie sih Model Cheking auf KOP-Programmen anwenden
lässt. Für die Modellierung werden Timed Automata benutzt. Die Automaten wer-
den mit dem Model Cheker UPPAAL veriziert. Das Verikationsverfahren wurde
automatisiert.
3.4.5 AS-Verikation
In [HIZ98℄ werden hybride Automaten benutzt, um einerseits ein AS-Programm und
andererseits den kontrollierten Prozeÿ darzustellen. Model Cheking des kombinier-
ten Modells wird mit dem Tool HyTeh durhgeführt.
Das in [VK99, Vö00℄ veröentlihte Verfahren für SPS-Verikation wird bereits
in Unterkapitel 3.4.2 erwähnt. Mit dem Verfahren lassen sih auh AS-Programme
verizieren, in dem sie erst nah ST und danah nah HOL transformiert werden.
Ein weiteres Verfahren für die AS-Verikation shlägt vor, Transitionssysteme für
die AS-Modellierung zu nutzen ([HLB03℄). Die Systeme werden durh den Cadene
SMV Model Cheker veriziert. Die Arbeit weist darauf hin, dass die IEC Regel
für die AS-Programmierung zur Formulierung von nihtsiheren Programmen füh-
ren können. Dabei wird eine Denition von siheren AS-Programmen in der Arbeit
gegeben.
3.4.6 Andere Verfahren
Neben den Verfahren für die Verikation der Programme, welhe in einer konkre-
ten SPS-Sprahe geshrieben sind, ist es interessant zu sehen, wie sih Verikation
beim Entwurf von Steuerungen anwenden lässt. In [FL98℄ werden für die Modellie-
rung besondere Petrinetze benutzt: 1) steuerungstehnish interpretierte Petrinetzen
(SIPN) werden für die Modellierung des steuernden Systems, also des Steuerungs-
algorithmus, benutzt; 2) prozeÿbezogene interpretierte Petrinetze (PIPN) werden
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benutzt, um den zu steuernden Prozeÿ (einshlieÿlih Aktorik und Sensorik) zu mo-
dellieren ([FL99℄). Verikation wird dann durh Erreihbarkeitsanalyse vom kom-
binierten Modell durhgeführt. In [WL00℄ wird beshrieben, wie sih SIPNs durh
Model Cheking verizieren lassen. Ein Tool für die automatishe Erzeugung einer
Kripke-Struktur aus SIPNs wurde entwikelt ([Lit05℄). Ein anderes Verfahren für die
Verikation von SIPNs shlägt vor, aus einem SIPN-Modell erst AWL-Code zu ge-
nerieren ([MF01, MM00℄). Der AWL-Code wird in ein anderes Petrinetz übersetzt,
das mit dem Petrinetz der SPS und der Umgebung kombiniert und durh Model
Cheking veriziert wird. Die Transformation von AWL nah SMV wird bereits in
Abshnitt 3.4.1 erwähnt.
Beim EU VHS Projekt (Veriation of Hybrid Systems) geht es um den Entwurf
und die Verikation einer experimentellen hemishen Anlage. In [MBWB01℄ wird
gezeigt, wie ein Kontrollprogramm shrittweise durh die Verwendung eines eht-
zeitlogishen Formalismus entworfen werden kann. Als Verikationsmethode wer-
den sowohl Theorem Proving (PVS) als auh Model Cheking verwendet (SPIN).
Das gleihe Fallbeispiel wird auh mit UPPAAL veriziert ([BMF02℄). Die Model
Cheking Ergebnisse mit SPIN und UPPAAL werden verglihen.
43
Sprahe Referenz Model Methode
AWL [MW99℄, [Wil99℄ Timed Automata Model Cheking
[HM98℄ Petrinetz Model Cheking
[Huu03℄, [Huu04℄ Transitionssystem Programmanalyse
[CCLP00℄, [PPKE07℄, Transitionssytem Model Cheking
[PPK07℄
[LYF05℄, [YF04℄ Mealy und Moore Model Cheking
Automata
[Fig06℄ VHDL Simulation
ST [Die97℄ PLC-Automata Model Cheking
[VK97℄, [VK99℄, HOL Theorem Proving
[Vö00℄
[GSF06℄, [GSF08℄ Transitionssystem Model Cheking
FBS [Fig06℄ VHDL Simulation
[Jeo06℄, [KSJ
+
07℄, Transitionssystem Model Cheking
[KJJ
+
08℄
KOP [RS00℄ Zustandsautomata Model Cheking
[RD02℄ Booleshe Algebra Theorem Proving
[ZRK03℄ Timed Automata Model Cheking
AS [HIZ98℄ Hybride Automaten Model Cheking
[KP96℄ Timed Condition/Events Model Cheking
[HLB03℄ Transitionssystem Model Cheking
[VK99℄, [Vö00℄ HOL Theorem Proving
Diverses [FL98℄ Petrinetz Erreihbarkeitsanalyse
[WL00℄ Kripke-Struktur Model Cheking
[MBWB01℄, [BMF02℄ Ehtzeitlogik Model Cheking,
Theorem Proving
Tabelle 3.3: Übersiht über die untersuhten Verfahren für SPS-Verikation
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4 Semantik
Es gibt zwei wihtige Gründe für Formalisierung von SPS (siehe Abbildung 4.1).
Der Erste ist der Bedarf an Anwendung einer der Methoden, die Qualität der SPS-
Software nahweisen. Einige Beispiele dafür sind Verikation, Validierung, Simula-
tion oder Analyse. Die Methoden lassen sih leihter anwenden, wenn ein formales
Model der SPS shon vorhanden ist. Der zweite Grund für die SPS-Formalisierung
liegt in ständiger Weiterentwiklung von SPS und der Umgebung, in der sie ange-
wendet werden. Dabei sollten beispielsweise shon existierende Programme neu an-
gepasst werden oder auf eine Hardwareplattform umgezogen werden. Sehr oft wird
diese Aufgabe durh eine komplett neue Programmierung der Steuerung gelöst.
SPS-Programmiersprahen sind zur leihteren SPS-Programmierung in der Norm
IEC 61131-3 ([Int03℄) standardisiert. In der Norm sind die Sprahen zwar beshrie-
ben werden aber niht formal deniert. Eine formale Denition der Syntax und
Semantik von AWL und AS wurde von Huuk in [Huu03℄ vorgestellt, während ST
von Völker in [Vö98℄ formal beshrieben wurde. In dieser Arbeit wird die grashe
Programmiersprahe FBS betrahtet. Die Norm IEC 61131-3 stellt keine vollständige
SPS-Programm
Formalisierung
FormalesModel
Reimplementierung
Verifikation Validierung
Analyse Simulation
Überprüfung der Eigenschaften
Abbildung 4.1: SPS-Formalisierung
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Liste der FBs-Anweisungen zur Verfügung, sodass sih eine detaillierte Beshreibung
der Sprahe erst bei der Programmierung konkreter SPS nden lässt. In dieser Ar-
beit wurde die Sprahe FUP (Funktionsplan) für die SIMATIC-Steuerung betrahtet
(siehe [Sie04b℄).
In diesem Kapitel wird die formale Beshreibung von FUP vorgeshlagen. Zu-
erst werden einige Tehniken für die Semantikbeshreibung vorgestellt und danah
werden Syntax und Semantik eines FUP-Programms deniert.
4.1 Ansätze
Unter Semantik versteht man ursprünglih ein Teilgebiet der Linguistik in dem man
sih mit der Lehre von der Bedeutung sprahliher Zeihen ([Feh89℄) befasst. In der
Informatik wird unter Semantik meistens die Bedeutung eines Programms verstan-
den. Allgemeiner betrahtet bezieht sih Semantik auf die Bedeutung syntaktisher
Konstrukte in der Informatik. Abhängig vom Kontext versteht man darunter im
täglihen Sprahgebrauh Folgendes ([Kin05℄):
Semantik eines Programms: Bedeutung eines konkreten Programms.
Semantik einer Programmiersprahe: Eine Zuordnung der Bedeutung jedem
syntaktish korrekten Programm einer konkreten Programmiersprahe.
Semantik von Programmiersprahen: Tehniken zur Untersuhung der Be-
deutung vershiedenartiger Programmiersprahen.
Es gibt mehrere Tehniken, mit denen sih einem Programm eine Bedeutung zu-
ordnen lässt. Operationale, mathematishe und axiomatishe Semantik sind einige
von ihnen, deren Hauptmerkmale in diesem Kapitel erläutert werden. Die Eigen-
shaften der drei Ansätze werden am folgenden kleinen FUP-Beispiel erklärt.
Beispiel 4.1. (c = a+ b)
Ein Beispiel in dem zwei Variablen addiert werden und das Ergebnis einer dritten
Variable zugewiesen wird, lässt sih in FUP folgendermaÿen darstellen:
a
b
ADD_I
=
c
In weiterer Anwendung des Beispiels kann folgende textuelle Interpretation be-
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nutzt werden:
p ≡ _L := (a + b); c := _L;
wobei _L eine temporäre Variable ist, die das Zwishenergebnis speihert.
4.1.1 Operationale Semantik
Unter operationaler Semantik versteht man eine Zuordnung, die einem konkreten
Programm eine Bedeutung zuweist, wobei die Bedeutung des Programms shritt-
weise deniert wird. Um das zu erläutern, wird vorerst der Begri des Zustands
näher erläutert.
Unter einem Zustand versteht man eine Belegung der Programmvariablen. Dabei
ist es erlaubt, dass eine Variable einen undenierten Wert ǫ hat. Für das Programm p
aus Beispiel 4.1 kann zum Beispiel ein Zustand deniert werden, in dem die Variablen
folgende Werte haben: a = 1, b = 2, _L = ǫ und c = ǫ. Dieser Zustand wird notiert
als [a/1, b/2, _L/ǫ, c/ǫ]. Die Abarbeitung von p lässt sih dann als Zustandsfolge
wie folgt repräsentieren:
〈p, [a/1, b/2, _L/ǫ, c/ǫ]〉 → 〈_L := (a+ b); p, [a/1, b/2, _L/ǫ, c/ǫ]〉 →
〈p, [a/1, b/2, _L/3, c/ǫ]〉 → 〈c := _L; p, [a/1, b/2, _L/3, c/3]〉 →
〈p, [a/1, b/2, _L/3, c/3]
4.1.2 Mathematishe (denotationale) Semantik
Eine Eigenshaft der operationalen Semantik ist es, dass die Beshreibung des Ver-
haltens eines Programms von einem konkreten Startzustand ausgeht. Im Gegensatz
zur operationalen Semantik, wird bei der mathematishen Semantik eine allgemeine
Beshreibung angeboten, die ohne Bezug auf konkrete Zustände auskommt. Die ma-
thematishe Semantik ist eine partielle Abbildung, JpK : Σ ⇀ Σ, die jedem Startzu-
stand einen entsprehenden Endzustand zuweist, in dem das Programm terminiert.
Falls das Programm niht terminiert, ist das Ergebnis der Funktion niht deniert.
Das oben aufgeführte Beispielprogramm terminiert immer. Da das Programm
vier Variablen (a, b, _L, c) beinhaltet, kann man den Zustand als Quadrupel ganzer
Zahlen betrahten, die die Werte der Variablen darstellen. Demzufolge lässt sih die
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mathematishe Semantik folgendermaÿen denieren:
JpK : Z × Z × Z × Z → Z × Z × Z × Z
(a, b,_L, c) 7→ (a, b, a+ b, a + b)
4.1.3 Axiomatishe Semantik
Drittes Beispiel für die Beshreibung des Programmverhaltens ist die axiomatishe
Semantik. Mit der Semantik werden bestimmte Vor- und Nahbedingungen als Pro-
grammeigenshaften formuliert. Diese Eigenshaften werden auh Zusiherungen ge-
nannt. So kann man im Beispiel 4.1 Folgendes behaupten: Wenn vor der Programm-
ausführung die Variable a den Wert m hat und die Variable b den Wert n, dann wird
die Variable c am Programmende den Wert m+n haben. Wenn vorausgesetzt wird,
dass Variablen a, b und c vom Typ integer sind, lassen sih folgende Zusiherungen
denieren:
{a = m ∧ b = n} _L := (a+ b); c := _L; {c = m+ n}
Damit wird mittels axiomatisher Semantik Bedeutung eines Programms mit Hilfe
seiner Eigenshaften implizit beshrieben.
4.2 Formalisierung der Sprahe Funktionsplan
Es wird im Allgemeinen angenommen, dass die für die SPS-Programmierung grund-
legende Sprahe die mashinenorientierte Sprahe AWL ist. Alle anderen SPS-
Sprahen lassen sih in AWL abbilden. Es ist dabei erwähnenswert, dass der Par-
allelismus bei AS die einzige Eigenshaft einer Sprahe ist, die sih in AWL niht
darstellen lässt ([Huu03℄).
In diesem Abshnitt wird zuerst die Sprahe FUP näher betrahtet. Anshlieÿend
wird die Formalisierung der Syntax und der Semantik eingeführt.
4.2.1 FUP
Im Allgemeinen ist FUP eine eingeshränkte graphishe Repräsentation von AWL.
Als Beispiel wird in Abbildung 4.2 der Vergleih von zwei Integerwerten in beiden
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a
CMP
==I
b
=
c
L a;
L b;
==I;
= c;
b)a)
Abbildung 4.2: Vergleih von zwei Integer: a) FUP, b) AWL
Sprahen dargestellt. Elemente der FUP-Sprahe sind a) Variablen und Konstan-
ten, b) Funktionen und Funktionsbausteine und ) Verbindungen zwishen diesen
Elementen.
FUP-Anweisungen
Es gibt vershiedene Arten von FUP-Anweisungen, die im Folgenden aufgelistet
sind. Für jeden Anweisungstyp ist in Tabelle 4.1 jeweils ein Beispiel angegeben.
• Die Bitverknüpfungsoperationen verknüpfen ihre Eingänge entsprehend der
Booleshen Logik und liefern als Ergebnis 1 oder 0, das sogenannte Verknüp-
fungsbit VKE.
• Vergleihsoperationen haben zwei Eingänge (Ganz- oder Gleitpunktzahlen),
die entsprehend der folgenden Vergleihsarten verglihen werden: gleih, un-
gleih, gröÿer, gröÿer oder gleih, kleiner und kleiner oder gleih.
• Sprünge in Codebausteinen werden durh Sprungoperationen realisiert. Ein
Sprung kann absolut oder unter einer Bedingung durhgeführt werden.
• Mit den Festpunkt-Funktionen können zwei Ganzzahlen (16 oder 32 Bit) ad-
diert, subtrahiert, multipliziert oder dividiert werden. Zusätzlih lässt sih der
Divisionsrest von zwei 32 Bit Ganzzahlen bestimmen.
• Vershieben wird mit der MOV E Operation dargestellt, mit der der am Ein-
gang IN angegebene Wert, in den am Ausgang OUT angegebenen Operanden
kopiert wird.
• Zu den Programmsteuerungsoperationen gehören vershiedene Operationen,
mit denen Aufrufe von Funktionen und Funktionsbausteinen realisiert werden.
• Umwandlungsoperationen ermöglihen die Umwandlung von binär-odierten
Dezimalzahlen und Ganzzahlen in andere Zahlenarten. Zu den Operationen
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Typ Beispiel
Bitverknüpfung
&
<Operand>
<Operand>
UND-Verknüpfung
Vergleiher
CMP
==I
IN1
IN2
Ganzzahlen vergleihen
Sprünge
JMP
<Operand>
Springe im Baustein absolut
Festpunkt-Funktionen
ADD_I
IN1
IN2
EN
EN0
OUT
Ganzzahlen addieren
Vershieben
MOVE
EN
IN EN0
OUT
Wert übertragen
Programmsteuerung
CALL
<FC-Nummer>
Funktion aufrufen
Umwandler
I_DI
EN
IN EN0
OUT
Ganzzahlen umwandeln (16 in 32 Bit)
Gleitpunktfunktionen
LN
EN
IN EN0
OUT
Bilden des natürlihen Logarithmus'
Shieben/Rotieren
SHR_I
IN
N
EN
EN0
OUT
Ganzzahl rehts shieben
Statusbits
OV
Störungsbit Überlauf
Zeiten
SI
<Operand>
<Zeitwert> TW
Zeit als Impuls starten
Wortverknüpfung
WAND_W
IN1
IN2
EN
EN0
OUT
16 Bit UND verknüpfen
DB-Aufruf
OPN
<DB-Nummer>
Datenbaustein önen
Zähler
SZ
<Operand1>
<Operand2> ZW
Zähleranfangswert setzen
Tabelle 4.1: Beispiele von FUP-Funktionen und Funktionsbausteine
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gehört auh die Erzeugung des Komplements einer Ganzzahl oder die Um-
wandlung einer Gleitpunktzahl in eine Ganzzahl zum Beispiel durh Aufrun-
den.
• Zu den Gleitpunktfunktionen gehören vershieden arithmetishe und trigono-
metrishe Funktionen mit Gleitpunktzahlen.
• Der Inhalt eines Eingangs lässt sih bitweise nah links oder rehts vershieben
oder rotieren. Das wird mittels Shiebe- oder Rotieroperation gemaht.
• Statusbitoperationen sind Bitverknüpfungsoperationen, mit denen Bits des
Statusworts angesprohen werden.
• Vershiedene Zeitoperationen stehen zum Einstellen und zur Auswahl der rih-
tigen Zeit zur Verfügung.
• Wortverknüpfungsoperationen verknüpfen zwei Eingänge entsprehend der Boo-
leshen Logik.
• Mit der OPN Operation lässt sih ein Datenbaustein als globaler oder Instanz-
Datenbaustein önen.
• Zähler haben einen eigenen reservierten Speiherbereih in der CPU. Zu den
Zähloperationen gehören Operation wie Zähler parametrieren, Zähleranfangs-
wert setzen, vorwärts- oder rükwertszählen.
EN-/ENO-Mehanismus
Bei manhen Elementen in Tabelle 4.1 ersheinen bestimmte EN und ENO Bits
am Eingang bzw. Ausgang. Das sind Bits für die Freigabe (EN) und für den Frei-
gabeausgang (ENO) der FUP-Boxen. Wenn EN und ENO beshaltet sind und die
Information über Fehler in der Box in Fehler aufbewahrt wird, dann gilt:
ENO = EN ∧ ¬Fehler
Wenn kein Fehler auftritt (Fehler = 0), ist somit ENO = EN . Der EN-/ENO-
Mehanismus wird verwendet für:
• arithmetishe Operationen,
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• Übertragungs- und Umwandlungsoperationen,
• Shiebe- und Rotieroperationen,
• Bausteinaufrufe.
Der Mehanismus wird niht verwendet für:
• Vergleiher,
• Zähler,
• Timer.
4.2.2 FUP-Syntax
FUP unterstützt vershiedene Kategorien von Parametern. Die Parameter sind ein-
geteilt in: Eingangs-, Ausgangs-, Ein- und Ausgangs-, statishen oder temporären
Variablen. Werte dieser Variablen können vershiedene Datentypen haben (bspw.
Boolean oder Integer). Die Variablenkategorien und Datentypen werden bei der For-
malisierung der FUP-Syntax in dieser Arbeit abstrahiert, indem gesagt wird, dass
FUP-Variablen vershiedenen Datentypen angehören.
Sei V die Menge der Programmvariablen. Die Vereinigung der Wertebereihe
aller Variablen aus V wird mit D bezeihnet. Wie bereits erwähnt, gehören zu
den Elementen eines FUP-Programms auh Verbindungen zwishen Funktionen und
Funktionsbausteinen. Um diese Verbindungen zu beshreiben, wird die Klasse von
Leitungsvariablen W = {_Li | i ∈ N} eingeführt.
Sei Id die Menge der Bezeihnungen (Namen) der FUP-Bausteine (siehe das
Handbuh SIMATIC - Funktionsplan (FUP) für S7-300/400 [Sie04b℄).
Denition 4.1. (FUP-Baustein)
Ein Baustein ist ein Tupel (id, In, Out, Loc), dessen Komponenten wie folgt deniert
sind:
• id ∈ Id ist die Bezeihnung (Name) eines Bausteins,
• In ist ein Tupel der Eingänge des Bausteins, In = (in1, . . . , inp), ini ∈ D ∪
V ∪W , 1 ≤ i ≤ p, p ∈ N,
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• Out ist ein Tupel der Ausgänge des Bausteins, Out = (out1, . . . , outq), outi ∈
V ∪W , 1 ≤ i ≤ q, q ∈ N, und
• Loc ⊂ V ist die Menge der lokalen Variablen, die weder Eingangs-, noh Aus-
gangsvariable im Baustein sind.
Denition 4.2. (Netzwerk)
Ein Netzwerk ist eine Menge von FUP-Bausteinen N = {ei | 1 ≤ i ≤ n}, n ∈ N.
Verbindungen zwishen Bausteinen werden durh Leitungsvariablen realisiert, die
einen Datenuss zwishen Elementen beshreiben. Ein Netzwerk hat folgende Ei-
genshaften:
• Es gibt keine freien Leitungen im Netzwerk. Zudem ist die durh die Leitungen
realisierte Datenuss-Relation zwishen zwei Elementen im Netzwerk eine 1:n
Relation. Es heiÿt:
(∀e ∈ N) (∀j) (outej ∈W → (∃e
′ ∈ N) (e′ 6= e) (∃k) outej = in
e′
k ) ∧
(inej ∈W → (∃e
′ ∈ N) (e′ 6= e) (∃k) inej = out
e′
k ∧
¬((∃e′′ ∈ N) (e′′ 6= e′) (e′′ 6= e) (∃k) inej = out
e′′
k ))
• Zwei beliebige Elemente im Netzwerk sind stets verbunden:
(∀e, e′ ∈ N) (∃k ≤ n) (∃e1, . . . , ek ∈ E) e = e1 ∧ e
′ = ek∧
(∀i < k)(∃_Li ∈W )(∃j)(∃l)_Li = out
ei
j = in
ei+1
l ⊻_Li = in
ei
j = out
ei+1
l
Es wird geshrieben e ∼ e′. Wenn für e und e′ in der vorherigen Bedingung
immer _Li = out
ei
j = in
ei+1
l gilt, sagt man, dass e
′
ein Nahfolger von e im
Netzwerk ist (e ≺ e′).
• es gibt keine rekursiven Verbindungen im Netzwerk. Das heiÿt, die transitive
Hülle von ≺ (≺+) ist eine asymmetrishe Relation.
Die wihtigste Eigenshaft für den Datenuss zwishen zwei Elementen e und e′
ist meist, ob überhaupt eine Verbindung zwishen e und e′ besteht. Dabei ist es
irrelevant, zwishen welhen Variablen genau die Daten ieÿen. Demzufolge wird
oute = ine
′
vorausgesetzt.
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Das in Beispiel 4.1 gegebene Netzwerk besteht aus zwei Elementen, e1 und e2, die
folgendermaÿen deniert sind: e1 = (CMP == I, (a, b), (_L1), ∅) und
e2 = (=, (_L1), ∅, {c}).
Denition 4.3. FUP-Programm
Ein Programm ist ein Tupel P = (N , <), wobei
• N eine endlihe Menge von Netzwerken ist, und
• <⊂ N ×N eine irreexive totale Ordnung ist, die die Reihenfolge von Netz-
werken im Programm deniert.
4.2.3 FUP-Semantik
Wie bereits in Abshnitt 4.1 erklärt, versteht man unter dem Begri Semantik ei-
ne Abbildung eines syntaktish korrekten Programms auf dessen Bedeutung. Von
den bereits erwähnten Semantiken wird für die Denition von FUP-Semantik die
operationale Semantik verwendet und das Verhalten eines FUP-Programms shritt-
weise deniert. Es wird aber davor eine Denition des bereits eingeführten Begris
Zustand gegeben und die Änderungen des Programmzustands näher betrahtet.
Zustand
Denition 4.4. (Zustand)
Der Zustand eines Programms ist eine partielle Abbildung, σ : V ⇀ D, die jeder
Variable aus V höhstens einen Wert aus ihrem Wertebereih zuweist. Ein unde-
nierter Wert einer Variable wird durh ǫ bezeihnet. Die Menge aller Zustände wird
durh Σ bezeihnet.
Abhängig vom aktuellen Zustand σ und vom auszuführenden Element e erhalten
die Programmvariablen durh die Ausführung des Elements neue Werte, die in ei-
nem neuen Zustand σ′ zusammengefasst sind (siehe Tabelle 4.2). Formal wird dies
notiert als: σ′ = e(σ). Die entsprehenden operationalen Regeln werden in Tabelle
4.2 gezeigt. Beispielsweise wird als erste Bitverknüpfungsoperation in der Tabelle die
UND-Verknüpfung folgendermaÿen beshrieben: wenn das Element e zwei Eingänge
in1 und in2 und einen Ausgang out hat (e = (&, (in1, in2), (out),∅)) und wenn die
Ausführung des Elements die Auswirkung hat, dass der Ausgang out der logishen
Verknüpfung σ(in1) ∧ σ(in2) entspriht, dann gilt σ′ = e(σ).
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Bitverknüpfung
e=(&,(in1,in2),(out),∅) σ′(out)=σ(in1) ∧ σ(in2)
σ′=e(σ)
&
e=(>=1,(in1,in2),(out),∅) σ′(out)=σ(in1) ∨ σ(in2)
σ′=e(σ)
>= 1
e=(XOR,(in1,in2),(out),∅) σ′(out)=σ(in1) ⊻σ(in2)
σ′=e(σ)
XOR
e=(=,(in),∅,{loc}) σ′(loc)=σ(in)
σ′=e(σ)
=
e=(#,(in),(out),{loc}) σ′(loc)=σ(in) σ′(out)=σ(in)
σ′=e(σ)
#
e=(R,(in),∅,{loc}) in→¬σ′(loc)
σ′=e(σ)
R
e=(S,(in),∅,{loc}) in→σ′(loc)
σ′=e(σ)
S
e=(RS,(in1,in2),(out),{loc}) in1∧¬in2→¬σ′(loc) in2→σ′(loc) σ′(out)=σ′(loc)
σ′=e(σ)
RS
e=(SR,(in1,in2),(out),{loc}) ¬in1∧in2→σ′(loc) in1→¬σ′(loc) σ′(out)=σ′(loc)
σ′=e(σ)
SR
e=(N,(in),(out),{loc}) σ′(loc)=σ(in) σ′(out)=σ(loc)∧¬σ(in)
σ′=e(σ)
N
e=(P,(in),(out),{loc}) σ′(loc)=σ(in) σ′(out)=¬σ(loc)∧σ(in)
σ′=e(σ)
P
Vergleiher
e=(CMP==I,(in1,in2),(out),∅) σ′(out)=(σ(in1)=σ(in2))
σ′=e(σ)
CMP == I
e=(CMP<>I,(in1,in2),(out),∅) σ′(out)=¬(σ(in1)=σ(in2))
σ′=e(σ)
CMP <> I
e=(CMP>I,(in1,in2),(out),∅) σ′(out)=(σ(in1)>σ(in2))
σ′=e(σ)
CMP > I
e=(CMP<I,(in1,in2),(out),∅) σ′(out)=(σ(in1)<σ(in2))
σ′=e(σ)
CMP < I
e=(CMP>=I,(in1,in2),(out),∅) σ′(out)=((σ(in1)>σ(in2))∨(σ(in1)=σ(in2)))
σ′=e(σ)
CMP >= I
e=(CMP<=I,(in1,in2),(out),∅) σ′(out)=((σ(in1)<σ(in2))∨(σ(in1)=σ(in2)))
σ′=e(σ)
CMP <= I
Tabelle 4.2: Operationale Regeln
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Eigenshaften der Programmausführung
Wie in Kapitel 2 ausführlih beshrieben, ist die zyklishe Verarbeitung der in SPS
gespeiherten Programme ein wihtiges Merkmal von SPS. Am Anfang eines Zyklus'
(Taktes) werden die Eingänge gelesen. Nah dieser Phase wird das Programm aus-
geführt und am Ende des Zyklus' werden die Ausgänge geshrieben. Danah fängt
ein neuer Zyklus an. Durh die komplette Bearbeitung eines Programms wird ein
SPS-Zustandsübergang deniert.
Die Verarbeitung eines FUP-Programms wird im Folgenden durh mehrere suk-
zessive Shritte betrahtet. Dabei steht ein einzelner Shritt für die Veränderung
des Programmzustands nah der Ausführung eines Elementes innerhalb eines FUP-
Netzwerks. Die Übergänge sollten dann zusammengefasst werden, um die Ausfüh-
rung eines Programms als Zustandsübergang zu repräsentieren.
Wie bereits erwähnt, wird das Verhalten des betrahteten Programms sequentiell
bezüglih der Ausführungsreihenfolge der Elemente im Netzwerk beshrieben. Bei
der Ausführung eines Netzwerks N bestimmen die Verbindungen zwishen Elemen-
ten die Reihenfolge der Ausführung der Elemente. Dabei lässt sih aus der Menge
der noh niht ausgeführten Elementen E ⊂ N das nähste auszuführende Element
eindeutig bestimmen. Die Vorgehensweise lässt sih durh eine partielle Abbildung
next : 2N ⇀ N beshreiben. Bevor diese Abbildung deniert wird, werden zwei
wihtige Eigenshaften eines FUP-Programms in den folgenden Lemmata zusam-
mengefasst.
Lemma 4.1. Sei E die Menge der noh niht ausgeführten Elemente des FUP-
Netzwerks N . Sei F ⊂ E die Menge der Elemente e mit der Eigenshaft, dass jeder
Eingang ine in V ∪D liegt oder es ein bereits ausgeführtes Element e′ ∈ N \E mit
oute
′
= ine gibt. Wenn es in F zwei Elemente e′ und e′′ ohne Ausgänge gibt, sind
die Eingänge dieser Elemente die Ausgänge eines Elements aus N \ E.
Beweis. Setzen wir voraus, dass es zwei vershiedene Elemente g′ und g′′ aus N \E
mit folgenden Eigenshaften gibt: outg
′
= ine
′
und outg
′′
= ine
′′
. Bei der Program-
mausführung können niht zwei Elemente gleihzeitig ausgeführt werden. Setzen
wir voraus, dass g′ vor g′′ ausgeführt wurde. Nah seiner Ausführung wird auh e′
ausführungsbereit. Da e′ keine Ausgänge hat, sollte e′ vor g′′ ausgeführt werden.
Das widerspriht der Voraussetzung, dass e′ der Menge der noh niht ausgeführten
Elementen gehört, e′ ∈ E, und dass g′′ bereits ausgeführt wurde, g′′ ∈ N \ E.
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Lemma 4.2. Sei E die Menge der noh niht ausgeführten Elemente des FUP-
Netzwerks N . Seien e′ und e′′ zwei Elemente aus E, die Ausgänge haben und deren
Eingänge entweder V ∪ D angehören, oder zu deren Eingängen es Leitungen von
bereits ausgeführten Elementen gibt. Es existiert ein e ∈ E, so dass e′ ≺ e, e′′ ≺ e
und e′ und e′′ führen zu vershiedenen Eingängen von e.
Beweis. Nah Denition 4.2 gibt es eine Reihe von Elementen e1, . . . , ek ∈ E, so
dass e′ = e1, e
′′ = ek, und
(∀i < k)(∃_Li ∈W )_Li = out
ei = inei+1 ⊻_Li = in
ei = outei+1
Das heiÿt, für jedes Element ei, 1 < i < k, gilt entweder out
ei = inei+1 oder inei =
outei+1. Sei e das Element mit dem kleinsten Index j mit der Eigenshaft inej =
outej+1. Dann gilt Folgendes:
• e existiert:
Gehen wir vom Gegenteil aus. Dann gilt outei = inei+1 für jedes Element
ei. Dementsprehend würde das auh für ek−1 gelten, im Widerspruh zur
Voraussetzung outek = ink−1.
• e ist das gesuhte Element:
Aus outei = inei+1 , ∀i 1 < i < j, und aus der Denition der Elemente
e1, . . . , ek ∈ E folgt e1 ≺ ej (e′ ≺ e). Zusätzlih folgt aus inej = outej+1
ek ≺ ej (e′′ ≺ e). Dabei führen e′ und e′′ zu vershiedenen Eingängen von e,
da laut Denition 4.2 der Datenuss eine 1−n Relation ist: ein Ausgang kann
zu vershiedenen Eingängen führen, vershiedene Ausgänge können aber niht
zum gleihen Eingang führen.
Die Abbildung next : 2N ⇀ N , die Ausführungsreihenfolge der Elemente im Netz-
werk deniert, lässt sih folgendermaÿen denieren:
next(E) = e′ genau dann wenn e′ Folgendes erfüllt:
1. Für jeden Eingang in von e′ gilt in ∈ V ∪ D oder es gibt einen Ausgang out
von einem Element aus N \ E so dass in = out.
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2. Falls es eine Menge F ⊂ N gibt, deren Elemente die vorherige Eigenshaft
erfüllen, dann gilt Folgendes:
(a) Falls es in F ein Element gibt, das keine Ausgänge hat, dann ist dies e′.
(b) Wenn es mehrere Elemente ohne Ausgänge gibt, dann sind dies Elemente,
zu denen Ausgänge eines Elements f aus N \ E führen (Lemma 4.1).
Der Ausgang von f mit dem kleinsten Index führt dann zu e′. Wenn der
Ausgang mehrere Abzweige hat, dann führt der Ausgang mit der kleinsten
Abzweigsnummer zu e′.
() Falls keine der vorherigen zwei Situationen auftritt, gilt laut Lemma 4.2
Folgendes: für e′ und ein beliebiges e′′ ∈ F existiert ein e ∈ E, so dass
e′ ≺ e, e′′ ≺ e und e′ und e′′ führen zu vershiedenen Eingängen von e.
Dann ist e′ das Element, das zum Eingang mit dem kleineren Index führt.
3. Wenn kein Element vorhanden ist, das die obigen Eigenshaften erfüllt, dann
ist e′ niht deniert.
Operationale Semantik
Um das Verhalten des Programms zu beshreiben, wird nun der Begri Kongura-
tion eingeführt.
Denition 4.5. (Konguration)
Die Konguration eines Netzwerks N ist ein Tupel c = (σ, e, E), wobei
• σ ∈ Σ ein Zustand der Programmvariablen ist,
• E ⊂ N die Menge der noh niht ausgeführten Bausteinelementen ist und
• e ∈ N \ E dasjenige Element im Netzwerk ist, das als nähstes ausgeführt
werden soll.
Die Semantik eines FUP-Programms lässt sih mit Hilfe eines Transitionssystems
beshreiben, das folgendermaÿen deniert wird.
Denition 4.6. (FUP-Transitionssystem)
Jedem FUP-Netzwerk N kann ein Transitionssystem T = (C, c0, ) zugewiesen
werden, wobei
• C die Menge der Kongurationen ist,
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• c0 = (σ0, e0, E0) die Startkonguration ist, wobei
 σ0 der Startzustand ist, in dem alle Variablen ihren Anfangswerten haben,
 e0 = next(N) das Startelement ist, und
 E0 = N \ {e0}
•  ist eine Transitionsrelation, die folgendermaÿen deniert ist: für zwei belie-
bige Kongurationen c = (σ, e, E) und c′ = (σ′, e′, E ′) gilt c c′ genau dann,
wenn
σ′ = e(σ) ∧ e′ = next(E) ∧ E ′ = E \ {e}.
Denition 4.7. (Ausführung von T )
Eine Ausführung von T ist eine endlihe oder unendlihe Reihe 〈c1, c2, . . .〉, wobei
ci  ci+1, für jedes i.
Denition 4.8. (Operationale Semantik)
Die operationale Semantik JPK eines FUP-Programms P ist die Menge der Ausfüh-
rungen des Transitionssystems T (P).
4.2.4 Beispiel
In diesem Abshnitt werden an einem Beispiel die bereits eingeführten Begrie vor-
gestellt. In Abbildung 4.3 ist das FUP-Netzwerk N = {e1, e2, e3, e4, e5, e6} gegeben,
wobei:
e1 ={CMP==I , (int1, 20), (_L1),∅},
e2 ={&, (_L1, bool1, bool2), (_L2),∅},
e3 ={&, (bool3, bool4), (_L3),∅},
e4 ={>= 1, (_L2,_L3), (_L4),∅},
e5 ={=, (_L4),∅, {result1}},
e6 ={=, (_L4),∅, {result2}}.
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&int1
CMP
==I
20
bool1
bool2
&
bool3
bool4
>=1
=
result1
=
result2
Abbildung 4.3: FUP-Beispiel
5 Model Cheking von
FUP-Programmen
Unabhängig von der Entstehung neuer theoretisher Erkenntnisse im Gebiet der
formalen Verikation werden die tehnishen Fähigkeiten von Rehnern ständig ver-
bessert. Dies führt dazu, dass man mit den noh vor zehn Jahren entwikelten Ver-
fahren heute deutlih grössere Programme verizieren kann als damals. Jedoh gibt
es immer noh kein standardisiertes Vorgehen zur SPS-Verikation. Dieses Kapitel
stellt ein Verfahren für die Verikation von SPS-Software vor, die in der Program-
miersprahe FUP geshrieben wurde.
Die Verikation wird mit Hilfe von Model Cheking durhgeführt. Als Verikati-
onstool wird der Model Cheker NuSMV (a New Symboli Model Verier) benutzt.
Wie bereits im vorherigen Kapitel in Abshnitt 3.3 über Model Cheking beshrie-
ben, gibt es beim Model Cheking zwei wihtige Shritte:
• Erstellung eines NuSMV-Modells; und
• Darstellung der zu testenden Spezikation mittels temporaler Logik.
Bei dem hier entwikelten Verfahren wird ein NuSMV-Modell in drei Shritten er-
stellt.
1. Zuerst wird das Programm in einem textuellen Format dargestellt (textFUP),
in dem jeder graphishe FUP-Operator durh eine textuelle Anweisung reprä-
sentiert ist.
2. Danah wird eine Vereinfahung des textFUP-Formats vorgenommen. Dies
wird im tFUP-Format gespeihert.
3. Anshlieÿend wird aus der tFUP-Darstellung das entsprehende NuSMV-Modell
erstellt.
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Abbildung 5.1: Model Cheking von FUP-Programmen
Eine Übersiht über das ganze Verfahren wird in Abbildung 5.1 gezeigt.
5.1 Motivation
Bevor das Verfahren für die FUP-Verikation im Detail vorgestellt wird, wird es in
diesem Abshnitt eine kurze Motivation dafür geben. Das Hauptziel der vorliegenden
Arbeit ist es, einen Beitrag für die formale Verikation von SPS-Software zu leisten.
Obwohl SPS-Software häug in FUP geshrieben wird, lässt sih eine textuelle Dar-
stellung viel leihter untersuhen als eine graphishe Darstellung des Programms. Da
die AWL-Darstellung eines FUP-Programms jederzeit zur Verfügung steht, wurde
der Shwerpunkt in der ersten Phase dieses Projektes auf die Verikation von AWL-
Software gesetzt. Eine kurze Erklärung der Vorgehensweise für die AWL-Verikation
wird im folgenden Abshnitt vorgestellt. Die durh AWL-Verikation gewonnene Er-
fahrung stellt gleihzeitig eine Motivation für die FUP-Verikation dar.
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AWL-Verikation
Die mashinenorientierte SPS-Programmiersprahe AWL wurde in Kapitel 2 einge-
führt. Das folgende Verfahren für die AWL-Verikation wurde in [PPKE07℄ veröf-
fentliht. Die Automatisierung des Verfahrens wurde in [PPK07℄ beshrieben. Die
Grundprinzipien des Verfahrens werden im Folgenden beshrieben, indem das forma-
le Modell eines AWL-Programms vorgestellt wird. Die Überführung dieses Modells
beispielsweise in ein NuSMV-Modell folgt dann ähnlih wie die Überführung des
tFUP-Modells in ein NuSMV-Modell, was im Laufe des Kapitels erklärt wird.
Das Hauptmerkmal der Modellierung eines AWL-Programms ist, dass die hard-
warespezishen Eigenshaften der entsprehenden SPS in der Modellbeshreibung
enthalten sind. Analog zu einem textFUP- oder einem tFUP-Programm kann ein
AWL-Programm durh ein Transitionssystem, das ähnlih dem in Denition 5.2 vor-
gestellten Transitionssystem ist, beshrieben werden. Der Hauptuntershied liegt al-
lerdings in den Denitionen der Kongurationen, durh die die Zustände in den
Transitionssystemen deniert sind.
AWL-Konguration eines Netzwerks
Im Folgenden wird die AWL-Darstellung eines FUP-Netzwerks als ein AWL-Netzwerk
betrahtet. Das formale Modell eines AWL-Netzwerks kann durh ein Transitionssys-
tem dargestellt werden, dessen Zustandsmenge aus AWL-Kongurationen besteht.
Die AWL-Konguration kann als ein Tupel (σ, a, pc) betrahtet werden, wobei σ
eine Belegung der Variablen ist, a die AWL-Anweisung, die als nähste ausgeführt
werden soll und pc die Programmzeile, in der sih die Anweisung a im Programm
bendet.
Im Vergleih zur späteren Denition eines tFUP-Netzwerks gibt es zwei wihtige
Punkte, die eine AWL-Konguration komplexer mahen
• Programmzähler - Da mehrere AWL-Anweisungen durh eine textFUP-
Anweisung (ein FUP-Element) dargestellt werden, hat ein AWL-Netzwerk ei-
ne vielfahe Anzahl an Codezeilen im Vergleih zum entsprehenden textFUP-
Netzwerk. Als Beispiel kann das in Abbildung 4.3 gegebene Netzwerk betrah-
tet werden. Im Vergleih zu 12 Codezeilen in der AWL-Darstellung des Netz-
werks, gibt es in der tFUP-Darstellung nur 2 Zeilen (siehe Abbildung 5.2).
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U(;
L int1;
L 20;
==I;
);
Ubool1;
U bool2;
O;
U bool3;
U bool4;
= result1;
= result2;
AWL
result1 = ;
result2 = ;
((bool4 & bool3) | ((bool2 & bool1) & (int1 == 20)))
((bool4 & bool3) | ((bool2 & bool1) & (int1 == 20)))
tFUP
Abbildung 5.2: AWL- und tFUP-Format eines FUP-Netzwerks
• Variablen - Im formalen Modell eines AWL-Netzwerks werden sowohl software-
als auh hardwarespezishe Variablen betrahtet. Zu den softwarespezishen
Variablen gehören alle Variablen, die im Programm deklariert sind. Im Gegen-
satz zu textFUP oder tFUP reihen diese Variablen niht, um die Semantik der
AWL-Anweisungen vollständig zu beshreiben. Daher werden hardwarespezi-
she Variablen für die Modellierung von Hardwareaspekten, wie Akkumula-
toren, Statusbits oder Klammerstak, benutzt. Diese Begrie wurden bereits
in Kapitel 2 eingeführt.
Erfahrung in der AWL-Verikation
Als Fallstudie für das vorgestellte Verfahren der AWL-Verikation wurde die gleihe
Softwarekomponente benutzt, die bei der FUP-Verikation eingesetzt wurde (siehe
Kapitel 6). Allerdings konnten mit dem Verfahren nur einzelne Funktionen veriziert
werden, die im Hauptprogramm aufgerufen werden. Die ganze Softwarekomponente
konnte man wegen der Modellgröÿe mit dem Verfahren niht verizieren.
Das vorgestellte Verfahren war in der Lage auf jedes AWL-Programm angewen-
det zu werden. Allerdings war gedaht, das Verfahren auf ein FUP-Programm an-
zuwenden. Die AWL-Repräsentation eines FUP-Programms hat sih niht als eine
geeignete Form für die FUP-Verikation gezeigt. Daher wurde die folgende Frage
gestellt:
Kann man ein FUP-Programm in einem textuellen Format darstellen, das für
Model Cheking geeignet ist und in dem hardwarespezishe Eigenshaften einer SPS
niht sihtbar sind?
In dieser Frage liegt die Motivation für das Verfahren für die FUP-Verikation,
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das im Folgenden vorgestellt wird. Als Antwort auf die Frage wurden das textFUP-
und das tFUP-Format eines FUP-Programms entwikelt, die zunähst beshrieben
werden.
5.2 textFUP - Textuelle Darstellung von FUP
Um ein FUP-Programm zu verizieren, wird das Programm zuerst in einem textuel-
len Format dargestellt (textFUP-Format), auf welhes formale Verikation ezient
angewendet werden kann. Ein Teil der textFUP-Anweisungen wird detailliert im
folgenden Abshnitt vorgestellt. Danah wird die Semantik von textFUP formal
beshrieben. Anshlieÿend wird die Äquivalenz zwishen FUP und textFUP gezeigt.
5.2.1 Syntax von textFUP
Im textFUP-Format eines FUP-Programms wird jeder graphishe FUP-Operator
durh eine textuelle Repräsentation dargestellt. Neben der Beshreibung von text-
FUP bietet dieser Abshnitt auh einen tieferen Einblik in die FUP-Sprahe. Dazu
werden im Folgenden textFUP-Anweisungen analog zur Klassizierung von FUP-
Operatoren in Tabelle 4.1 in Abshnitt 4 eingeführt.
• Bitverknüpfungsoperationen
Logishe UND-, ODER- und Exklusiv-ODER-Operationen:
&
In1
In2 Out
>=1 XOR
Out
In1
In2
In1
In2Out
werden in textFUP folgendermaÿen dargestellt
Out = (In1 & In2)
Out = (In1 | In2)
Out = (In1 XOR In2)
Die Operatoren UND und ODER können in FUP mehr als zwei Eingänge ha-
ben, wie z.B.
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&
In1
In2
Out
.
.
.
Inn
Das entsprehende textFUP-Konstrukt dafür ist
Out = ((In1 & In2) & . . . & Inn)
Die Eingänge werden wie hier geklammert dargestellt, um auh den Fall feh-
lender Assoziativität des Operators semantish eindeutig zu denieren.
Ein binärer Eingang wird in FUP folgendermaÿen negiert
In
Dies wird in textFUP durh ! In dargestellt.
Die FUP-Zuweisung
=
In
Operand
wird einfah durh Operand = In repräsentiert.
Zu den Bitverknüpfungsoperationen gehören auh die Operationen Ausgang
rüksetzen (R) und Ausgang setzen (S).
S
In
Operand
R
In
Operand
Falls am Eingang des R-Operators true vorliegt, wird der Operand auf false
gesetzt. Wenn am Eingang false anliegt, bleibt der Operand unverändert. Beim
Operator S wird der Operand nur dann gesetzt, wenn am Eingang true anliegt.
Die genauere Semantik der Operatoren ist in Abshnitt 4 in Tabelle 4.2 dar-
gestellt. Nun soll aber ihre Syntax weiter betrahtet werden. Die Operatoren
werden in textFUP wie folgt dargestellt
R(Operand, In)
S(Operand, In)
Mit dem N-Operator (Flanke 1→0 abfragen) wird der Signalzustand am Ein-
gang mit dem Signalzustand im Operanden (Flankenmerker) verglihen. Falls
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am Eingang ein false anliegt und im Operanden im vorherigen Zyklus true ge-
speihert wurde, wird eine fallende Flanke erkannt. In dem Fall wird der Aus-
gang auf true gesetzt, sonst auf false. Der P-Operator (Flanke 0→1 abfragen),
mit dem eine steigende Flanke erkannt wird, funktioniert genau umgekehrt.
Diese Operatoren
P
In
Operand
N
In
Operand
Out Out
werden in textFUP mit folgenden Ausdrüken ersetzt:
Out = N(Operand, In)
Out = P (Operand, In)
• Vergleiher Um zwei Eingänge zu vergleihen, kann man folgende Vergleihsar-
ten verwenden: gleih, ungleih, gröÿer, gröÿer oder gleih, kleiner sowie kleiner
oder gleih. Beispielsweise wird der Operator,
CMP==I
In1
In2 Out
der zwei Integer-Eingänge auf Gleihheit überprüft, in textFUP durh Out =
(In1 == In2) dargestellt.
• Sprünge
Bei Sprungoperationen wird zwishen bedingten und absoluten Sprüngen un-
tershieden. Wenn am Eingang ein true vorliegt, kann ein bedingter Sprung
durh JMP realisiert werden. Damit springt man im Programm auf die mit
Label markierte Stelle. Wenn am Eingang ein false vorliegt, kann der Sprung
durh JMPN durhgeführt werden.
JMPN
In
Label
JMP
In
Label
Dies wird in textFUP wie folgt repräsentiert:
JMP (In, Label)
JMPN(In, Label)
Ein absoluter Sprung entspriht einer goto-Anweisung und wird einfah durh
JMP (true, Label) dargestellt.
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• Ganzzahl-Arithmetik
MUL_IIn1
In2 Out
SUB_IIn1
In2 Out
ADD_IIn1
In2 Out
Addition, Subtraktion oder Multiplikation von zwei Integer-Werten In1, In2
wird in textFUP folgendermaÿen ausgedrükt:
ADD_I(Out, In1, In2)
SUB_I(Out, In1, In2)
MUL_I(Out, In1, In2)
• Wertzuweisung
Mit dem MOVE-Operator wird der Wert, der als Eingang anliegt, in den Ope-
randen kopiert, der als Ausgang angegeben ist: Out = In .
Um einen besseren Einblik in textFUP zu bieten, wird später in Abbildung 5.6
das textFUP-Format des in Kapitel 4 eingeführten Beispiels (Beispiel 4.3) gezeigt.
5.2.2 textFUP-Semantik
Die FUP-Semantik wurde bereits in Kapitel 4 vorgestellt. In diesem Abshnitt wird
die Semantik der Sprahe aus der Siht von textFUP beshrieben. Anshlieÿend wird
eine Parallele zwishen beiden Beshreibungen gezogen. Dazu werden, analog zu den
FUP-Begrien in Kapitel 4, zuerst einige grundlegende textFUP-Begrie eingeführt.
Ein FUP-Baustein (siehe Deniton 4.1) wird in textFUP einfah durh die ent-
sprehende textFUP-Anweisung gemäÿ des vorherigen Abshnitts ersetzt. Dafür
kann eine Abbildung h¯ : e 7→ a deniert werden, die jedem FUP-Element e die
entsprehende textFUP-Repräsentation a zuweist. Die Reihenfolge, in der FUP-
Operatoren in einem Netzwerk ausgeführt werden, ist bei der Beshreibung der
FUP-Semantik durh die Abbildung next bestimmt. Diese Rolle übernimmt bei
textFUP der Programmzähler, der als eine Abbildung p : a 7→ pc, pc ∈ N, deniert
wird, die jeder Anweisung a ihre Zeilennummer pc im Programm zuweist. Diese
Abbildung ist folgendermaÿen deniert:
• Wenn a die erste textFUP-Anweisung im Programm ist, dann ist p(a) = 1.
• Andernfalls wird dasjenige Element e betrahtet, für das a = h¯(e) gilt. Da
e niht als erstes Element im Programm ausgeführt wird, hat das Element
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folgende Eigenshaft: Es gibt ein Element e′ und eine Menge E ′ von Elementen,
die nah e′ ausgeführt werden, so dass e = next(E ′). Sei a′ = h¯(e′), dann ist
p(a) = p(a′) + 1.
Wie bereits gesagt, wird mit dieser Denition die Reihenfolge bestimmt, in der
die FUP-Operatoren ausgeführt werden. Dabei ist besonders wihtig für die Be-
rüksihtigung von Sprunganweisungen, dass die ganzen Betrahtungen innerhalb
eines Netzwerks gemaht sind. Ein Netzwerk im FUP-Programm ist eine maximale
Menge von grash miteinander verknüpften Elementen. Eine Sprunganweisung hat
keine Ausgänge. Das heiÿt, dass nah einer Sprunganweisung keine Verknüpfungen
möglih sind. Damit werden auh Sprunganweisungen mit der Denition von der
Abbildung next umgefasst.
Ein Netzwerk N (siehe Denition 4.2) mit n Bausteinen lässt sih dann als eine
Reihe von textFUP-Anweisungen {ai | m ≤ i ≤ m+n} darstellen, wobei m ∈ N die
Programmzeile ist, ab der die Beshreibung des Netzwerks N im Programm beginnt.
Denition 5.1. (textFUP-Konguration)
Die textFUP-Konguration eines Netzwerks N ist ein Tupel d = (σ, a, pc), wobei
• σ ∈ Σ ein Zustand der Programmvariablen ist,
• a die textFUP-Anweisung ist, die als nähste ausgeführt werden soll und
• pc ∈ N die Programmzeile ist, in der sih die Anweisung a im Programm
bendet (pc = p(a)).
Denition 5.2. (textFUP-Transitionssystem)
Jedem textFUP-Netzwerk kann ein Transitionssystem S = (D, d0, →֒) zugewiesen
werden, wobei
• D die Menge der textFUP-Kongurationen ist,
• d0 = (σ0, a0, 1) die Startkonguration mit dem Anfangszustand der Programm-
variablen σ0 und mit der ersten Anweisung a0 ist.
• →֒ eine Transitionsrelation ist, die folgendermaÿen deniert ist: Für zwei Kon-
gurationen d = (σ, a, pc) und d′ = (σ′, a′, pc′) gilt d →֒ d′ genau dann, wenn
σ′ = a(σ) und pc′ = pc+ 1.
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Analog zur Denition 4.7 und Denition 4.8 in Kapitel 4 kann eine Ausführung
von S und die operationale Semantik eines textFUP-Programms deniert werden.
Denition 5.3. (Ausführung von S)
Eine Ausführung von S ist eine endlihe oder unendlihe Reihe 〈d1, d2, . . .〉, wobei
di →֒ di+1, für jedes i.
Denition 5.4. (Operationale Semantik)
Die operationale Semantik JPK eines textFUP-Programms P ist die Menge der Aus-
führungen des Transitionssystems S(P).
5.2.3 Isomorphie
Es gibt vershiedene Äquivalenzrelationen, die zwishen zwei Transitionssystemen
existieren können: Isomorphie, starke Bisimulation, Beobahtungskongruenz, shwa-
he Bisimulation, divergente Bisimulation, usw. Einen Überblik über alle diese Re-
lationen ndet man in [Chr95℄. Die Denition von Isomorphie wird dabei aus [Tau89℄
übernommen. Dementsprehend lässt sih die Isomorphie von Transitionssystemen
eines FUP- und eines textFUP-Netzwerks folgendermaÿen denieren.
Denition 5.5. (Isomorphie)
Seien N ein FUP-Netzwerk, T = (C, c0, ) das entsprehende FUP-Transitions-
system und S = (D, d0, →֒) das entsprehende textFUP-Transitionssystem. T und
S heiÿen isomorph (T ∼= S), wenn eine Abbildung h : C → D mit den folgenden
Eigenshaften existiert:
1. h ist bijektive,
2. h(c0) = d0 und
3. für alle c, c′ ∈ C c c′ ⇔ h(c) →֒ h(c′) gilt.
Lemma 5.1. Seien N ein FUP-Netzwerk, T = (C, c0, ) das entsprehende FUP-
Transitionssystem und S = (D, d0, →֒) das entsprehende textFUP-Transitionssys-
tem, wobei c0 = (σ0, e0, E0) und d0 = (σ0, a0, 1). Sei h : (σ, e, E) 7→ (σ, a, pc) eine
Abbildung, die jeder Konguration aus C eine Konguration aus D zuordnet, wobei
a = h¯(e) und pc = p(a). Dann ist h ein Isomorphismus.
Beweis. Damit T und S isomorph sind, muss h folgende Bedingungen erfüllen
1. h ist eine Bijektion
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2. h(c0) = d0
3. c c′ ⇔ h(c) →֒ h(c′)
Das kann man folgendermaÿen zeigen.
1. h ist eine Bijektion
• h ist injektiv: h(c) = h(c′)⇒ c = c′
Seien c = (σ, e, E) und c′ = (σ′, e′, E ′) zwei beliebige Kongurationen aus
C. Dann gilt für h(c) = (σ, a, pc) und h(c′) = (σ′, a′, pc′) Folgendes:
h(c) = h(c′) ⇔ (σ, a, pc) = (σ′, a′, pc′) ⇔ σ = σ′ ∧ a = a′ ∧ pc = pc′.
Dann muss auh e = e′ und E = E ′ gelten, weil in einem beliebigen
Moment nur ein FUP-Operator ausgeführt werden kann. Das heiÿt, es
kann niht sein, dass es zwei vershiedene FUP-Elemente e und e′ gibt,
die in eine Anweisung a auf einer Programmzeile pc abgebildet werden.
Also muss c = c′ gelten.
• h ist surjektiv: (∀d ∈ D) (∃c ∈ C) h(c) = d
Dies gilt für h per Konstruktion: Jede Anweisung a in einer Kongura-
tion (σ, a, pc) ∈ D ist eine textFUP-Darstellung eines FUP-Operators e.
Wenn man mit E die Menge der FUP-Operatoren bezeihnet, die nah e
ausgeführt werden, ist dann (σ, e, E) die gesuhte Konguration.
2. h(c0) = d0
Dies gilt per Denition: h(c0) = h(σ0, e0, E0) = (σ0, a0, 1) = d0
3. c c′ ⇔ h(c) →֒ h(c′)
Sei c = (σ, e, E), c′ = (σ′, e′, E ′), h(c) = (σ, a, pc) und h(c′) = (σ′, a′, pc′).
Dann gilt:
c c′ ⇔ σ′ = e(σ) ∧ e′ = next(E) ∧ E ′ = E \ {e}
Diese Aussage ist nah Denition des Programmzählers äquivalent mit folgen-
der Aussage:
σ′ = a(σ) ∧ p(a′) = p(a) + 1 ⇔ σ′ = a(σ) ∧ pc′ = pc+ 1 ⇔
(σ, a, pc) →֒ (σ′, a′, pc′) ⇔ h(c) →֒ h(c′)
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5.3 tFUP - Substitution von textFUP
Im vorherigen Abshnitt wurde gezeigt, dass FUP- und textFUP-Transitionssysteme
äquivalent sind. Die Sprahe vom Model Cheker NuSMV ist so konzipiert, dass
sih damit Zustandsautomaten ezient beshreiben lassen. Intuitiv ist es leih-
ter, das textFUP-Transitionssystem in NuSMV darzustellen. Bevor das textFUP-
Transitionssystem in der Sprahe von NuSMV dargestellt wird, kann eine Vereinfa-
hung des textFUP-Programms vorgenommen werden. Das neue Format, das tFUP
genannt wird, hat die Eigenshaft, dass in ihm die Anzahl der Leitungsvariablen mi-
nimiert wird. Eine textFUP-Zeile, in der eine neue Leitungsvariable entsteht, kann
in tFUP unter bestimmten Bedingungen ausgelassen werden. Dazu wird analysiert,
welher Ausdruk einer bestimmten Variablen zugewiesen wird. Dabei merkt man
welher Term der Variable zugewiesen werden soll. Dann wird in jeder anderen Zeile,
in der die Leitungsvariable verwendet wird, eine Substitution der Variable durh den
entsprehenden Term vorgenommen.
Um diese Vorgehensweise anshauliher zu mahen, wird in Abbildung 5.6 das
tFUP-Format des erwähnten Beispiels angegeben.
Einem tFUP-Netzwerk kann ein Transitionssystem zugewiesen werden, dass in
Denition 5.2 deniert ist. Es muss nur noh festgestellt werden, inwiefern diese
textFUP- und tFUP-Darstellung eines FUP-Netzwerks voneinander abhängig sind.
Wie im vorherigen Abshnitt erwähnt, ist Isomorphie die stärkste Äquivalenzrelation
zwishen zwei Systemen. Die konnte zwishen FUP und tFUP nahgewiesen werden,
was für tFUP und textFUP niht der Fall ist. Im Allgemeinen sind die zwei Systeme
niht isomorph. Allerdings kann zwishen diesen Systemen eine starke Bisimulation
erkannt werden. Dies wird im Folgenden genauer betrahtet.
textFUP- und tFUP-Transitionssystem im Vergleih
Sei N ein FUP-Netzwerk und S = (D, d0, →֒) das entsprehende textFUP-Transi-
tionssystem. Sei S ′ = (D′, d′0, →֒
′) ein Transitionssystem, das durh folgende Regeln
eingeführt wird.
• D′ ist die Menge der Kongurationen (σ′, a′, pc′), wobei σ′ ∈ Σ, pc′ ∈ N
und a′ eine tFUP-Anweisung ist, die anhand der textFUP-Anweisungen fol-
gendermaÿen erhalten wird: Jede textFUP-Zuweisung der Form _Li = fi(x)
(wobei _Li eine Leitungsvariable ist und fi ein Ausdruk mit einer Reihe von
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Argumenten x) ersheint unter den tFUP-Anweisungen niht. Eine solhe Zu-
weisung beeinusst die Konstruktion einer tFUP-Anweisung folgendermaÿen:
Aus einer textFUP-Anweisung a, die keine Zuweisung von Leitungsvariablen
ist, wird eine tFUP-Anweisung folgendermaÿen konstruiert:
 Falls a keine Leitungsvariable als Argument hat, wird a gleihzeitig eine
tFUP-Anweisung.
 Andererseits, falls a eine Leitungsvariable _Li enthält (_Li = fi(x)),
dann ist a(fi(x)) eine tFUP-Anweisung, bei der jedes Auftreten von _Li
durh fi(x) umgesetzt wird.
• d′0 = (σ
′
0, a
′
0, 1) ist die Startkonguration.
• Der Programmzähler wird sukzessiv inkrementiert und für zwei Konguratio-
nen d′ = (σ′, a′, p′) und g′ = (γ′, b′, q′) aus S ′ gilt d′→֒′g′ genau dann, wenn
γ′ = a′(σ′) und q′ = p′ + 1.
Es wird nun die Frage betrahtet, ob S und S ′ äquivalent sind. Eine graphishe
Darstellung des Verhaltens beider Transitionssysteme bezüglih Leitungsvariablen
wird in Abbildung 5.3 gezeigt. Da diese Systeme vershiedene Kardinalitäten ha-
ben, kann man über eine Isomorphie zwishen den Systemen niht sprehen. Aller-
dings könnte eine starke Bisimulation betrahtet werden, deren Denition für die
betrahtete Transitionssysteme folgendermaÿen formuliert werden kann ([Tau89℄).
Denition 5.6. (Starke Bisimulation)
Seien N ein FUP-Netzwerk, S = (D, d0, →֒) das entsprehende textFUP-Transitions-
system und S ′ = (D′, d′0, →֒
′) das entsprehende tFUP-Transitionssystem. S und S ′
heiÿen stark bisimular (S ∼ S ′), wenn es eine Relation B ⊆ D × D′ gibt, die eine
starke Bisimulation für (d0, d
′
0) ist. Das heiÿt (d0, d
′
0) ∈ B und für alle (d, d
′) ∈ B
gilt
• d →֒ g ∈ D ⇒ ∃g′ ∈ D′ mit d′→֒′g′ und (g, g′) ∈ B
• d′→֒′g′ ∈ D′ ⇒ ∃g ∈ D mit d →֒ g und (g, g′) ∈ B.
Anshaulih ist eine Bisimulation für zwei Transitionssysteme eine paarweise Zu-
ordnung von Zuständen der beiden Systeme, die man als gleih identiziert. Im
Beispiel von textFUP- und tFUP-Transitionssystem kann man diese Gleihheit
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tFUPtextFUP
x= (x , ..., x ), x - Variable; _L = (_L , ..., _L );
f(x) = (f , ..., f )(x);
1 n i 1 j-1
1 j-1 j+1 k-1g(x) = (f , ..., f )(x)
_L’ = (_L , ..., _L );j+1 k-1
d = ( ,σ11 _L = f (x), p+1)1 1
.
.
.
d = (i i _L = f (x), p+i)i iσ ,
.
.
.
d = (j-1 _L = f (x), p+j-1)j-1 j-1σj-1,
.
.
.
d = ( ,k op (x, _L’) p+k)2σk,
d’ = (1 1(x, f(x)), p’+1)σ’ , op1
d’ = (2 op (x, g(x)), p’+2)2σ’ ,2
d = (j op (x, _L), p+j)1σj,
d = (k-1 _L = f (x), p+k-1)k-1 k-1σk-1,
d = (j+1 _L = f (x), p+j+1)j+1 j+1σj+1,
Abbildung 5.3: Substitution von Leitungsvariablen
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zwishen mehreren textFUP- und einem tFUP-Zustand betrahten. Eine solhe Be-
trahtung wird in Abbildung 5.3 graphish dargestellt, in dem Systemzustände mit
Leitungsvariablen (d1, di, dj−1, dj+1, dk−1) und ohne Leitungsvariablen (dj , dk)
gegenüber gestellt werden.
Diskussion über Bisimularität
Sei dj die Konguration mit der ersten textFUP-Anweisung, die keine Zuweisung
einer Leitungsvariable ist und x und _L1 als Operanden hat (a = op(x,_L1)).
Im Allgemeinen kann diese Konguration mehr als eine Variable (x = (x1, . . . , xn))
und mehr als eine Leitungsvariable (_L = (_L1, . . . , _Lm)) umfassen (siehe Ab-
bildung 5.3). Hier wird nur eine Variable betrahtet, um die Erklärung einfaher zu
mahen. Dann kann man die entsprehende tFUP-Anweisung als a′ = op1(x, f1(x))
darstellen, wobei _L1 = f1(x). Sei σ1 = σ
′
1. Wenn σj+1 = a[σj ] und σ
′
2 = a
′[σ′1],
gilt im Allgemeinen σj+1 = σ
′
2 niht. Das kann man in Abhängigkeit davon be-
trahten, ob x eine Eingangs-, Ausgangs- oder eine lokale Variable des Operators
op1 bzw. f1 ist. Ein Ausgang eines Operators, kann nur eine Leitungsvariable sein.
Sogar wenn der Ausgang einer Variable zugewiesen werden soll, wird dafür ein Zu-
weisungsoperator verwendet, der die Variable als eine lokale Variable hat. Deswegen
wird im Weiteren x niht als Ausgangsvariable betrahtet. Dann bleiben folgende
Möglihkeiten:
• x ist eine Eingangsvariable von op1 und
 x ist eine Eingangsvariable von f1
Es gilt σj+1 = a[σj ] = op1(x,_L1)[σj ]. Da x eine Eingangsvariable von
f1 ist, ist der Wert von x in σj , σ1 und σ
′
1 gleih. Dann gilt: _L1[σj ] =
f1(x)[σ1] = f1(x)[σ
′
1], d.h. σj = σ
′
2.
 x ist eine lokale Variable von f1
Das heiÿt, dass der Wert von x durh den Operator f1 geändert werden
kann. Dann wird x in σj und σ
′
1 niht gleih belegt. Trotz _L1[σj ] =
f1(x)[σ1] = f1(x)[σ
′
1] gilt dann σj+1 = a[σj ] 6= a
′[σ′1] = σ
′
2.
• x ist eine lokale Variable von op1 und
 x ist eine Eingangsvariable von f1
In diesem Fall gilt σj+1 = σ
′
2. Dies wird zum Problem, wenn _L1 inner-
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halb eines weiteren Operators op2(x,_L1) verwendet wird. Dann hat x
nämlih für σk und σ
′
2 den gleihen Wert. Jedoh gilt dies für _L1 und
f1(x) niht: _L1[σk] = f1(x)[σi] = f1(x)[σ
′
1] 6= f1(x)[σ
′
2].
 x ist eine lokale Variable von f1
Ähnlih zum vorherigen Fall gilt auh hier σk 6= σ
′
2.
Aus der vorherigen Diskussion folgt, dass eine Anweisung zum Problem wird,
wenn in dieser sowohl eine Leitungsvariable als auh ein Operand mit lokalen Va-
riablen verwendet wird. Diese Betrahtung kann durh die folgenden Beispiele ver-
anshauliht werden.
Beispiel 5.1. (Leitungsvariable am Eingang eines Operators mit lokalen Variablen)
Seien x und y zwei booleshen Variablen, die konjugiert werden. Wenn das Ergebnis
true ist, wird x durh den R-Operator auf false gesetzt. Das gleihe wird mit y
gemaht. Mit einer Belegung von x und y mit true erhält man bei tFUP niht das
erwartete Ergebnis (siehe Abbildung 5.4).
textFUPFUP tFUP
x
true true
y
σ0 :
&
y
x
R
R
x
y
_L1 = x y;
R(x, _L1);
&
R(y, _L1);
R(x, ( ));x y
R(y, (x y));
&
&
x
false false
y
σ3 :
x
false false
y
σ3 :
x
false true
y
σ2 :
Abbildung 5.4: Beispiel 1: FUP, textFUP und tFUP im Vergleih
Die in Abbildung 5.5 dargestellte Verknüpfung von FUP-Elementen wird in der
Praxis vermieden. Allerdings wird in folgendem Beispiel eine zulässige Kombina-
tion von FUP-Elementen dargestellt, die die vorherige Betrahtung übersihtliher
maht.
Beispiel 5.2. (Leitungsvariable am Ausgang eines Operators mit lokalen Variablen)
Seien x, y, a und b vier booleshen Variablen, die mit true, false, false und false
belegt sind. Wenn ein SR-Operator (Flipop setzen/rüksetzen) mit x und y als
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Eingang verwendet wird (siehe Abbildung 5.5), werden sowohl a als auh die Lei-
tungsvariable _L1 auf true gesetzt. Damit bekommen auh _L2 und b den Wert
true. Da bei tFUP im Ausdruk a & SR(a, x, y) jeweils der Anfangswert von a
(false) benutzt wird, wurde b bei tFUP auf false gesetzt.
textFUPFUP tFUP
SR
y
x
=
b
a
_L1= SR(a, x, y);
_L2 = a & _L1;
b = _L2; b = a & SR(a, x, y);
x
true false false false
y
σ0 :
a b
&
a
x
true false true true
y
σ3 :
a b x
true false true true
y
σ3 :
a b x
true false true false
σ1 :
y a b
Abbildung 5.5: Beispiel 2: FUP, textFUP und tFUP im Vergleih
Eingeshränkte Substitution
Die Lösung für das Problem bei der Substitution von Leitungsvariablen ndet man
in einer Einshränkung bei der Verwendung der Substitution. Generell werden Lei-
tungsvariablen benutzt, um die Verbindung zwishen Operatoren zu realisieren. Bei
der Substitution von Leitungsvariablen werden Operatoren mit lokalen Variablen
zum Problem. Aus Siht dieser Operatoren gibt es zwei Fälle, in denen eine Lei-
tungsvariable niht substituiert werden darf:
1. Wenn am Eingang des Operators mit lokalen Variablen die Leitungsvariable
benutzt wird. Als Beispiel für diese Situation kann man das in Abbildung 5.4
dargestellte Beispiel anshauen. In dem Beispiel wird die Leitungsvariable _L1
als Operand beim R-Operator benutzt.
2. Wenn ein Ausgang eines Operators mit lokalen Variablen der Leitungsvariable
zugewiesen werden soll.
Wenn diese Einshränkungen berüksihtigt werden, kann man die starke Bisimu-
larität zwishen einem textFUP- und einem tFUP-Transitionssystem in folgendem
Lemma zeigen.
78
Lemma 5.2. Seien N ein FUP-Netzwerk, S = (D, d0, →֒) das entsprehende
textFUP-Transitionssystem und S ′ = (D′, d′0, →֒
′) das entsprehende tFUP-Transi-
tionssystem, wobei d0 = (σ0, a0, 1) und d
′
0 = (σ0, a
′
0, 1). Sei B ⊆ D×D
′
eine Relation,
die folgendermaÿen deniert ist:
∀d = (σ, a, p) ∈ D und ∀d′ = (σ′, a′, p′) ∈ D′ (d, d′) ∈ B
genau dann, wenn Folgendes erfüllt ist:
1. Wenn a eine von den folgenden drei Anweisungen ist:
(a) a ist keine Zuweisung von Leitungsvariablen,
(b) a ist eine Zuweisung von Leitungsvariablen, bei der ein Operator mit lo-
kalen Variablen benutzt wird, oder
() a ist eine Zuweisung von einer Leitungsvariable, die bei einem Operator
mit lokalen Variablen benutzt wird,
dann gilt a′ = a und σ′ = σ.
2. Andernfalls ist a eine Zuweisung von einer Leitungsvariable mit folgenden Ei-
genshaften
(a) bei a wird kein Operator mit lokalen Variablen verwendet, und
(b) die Leitungsvariable wird bei keinem Operator mit lokalen Variablen ver-
wendet.
Sei g = (γ, b, q) die Konguration mit dem kleinsten q, die die Bedingung aus
(1.) erfüllt. Dann ist die gesuhte Konguration d′, die Konguration aus D′,
für die (g, d′) ∈ B gilt.
Dann ist B eine starke Bisimulation.
Beweis. Seien d = (σ, a, p) und d′ = (σ′, a′, p′) zwei Kongurationen mit der Eigen-
shaft (d, d′) ∈ B. Dann gilt Folgendes:
• Sei g = (γ, b, q) ∈ D eine Konguration, die d →֒ g erfüllt. Betrahtet wird das
Element g′ aus D′, für das d′→֒′g′ gilt. Es sollte gezeigt werden, dass (g, g′) ∈ B
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gilt. Nah der Denition von B kann für d = (σ, a, p) eine von zwei Situationen
auftreten:
 Die Anweisung a ist eine von den drei Anweisungen aus (1.) in der De-
nition von B. In diesem Fall wird die Anweisung b aus der Konguration
g betrahtet. Falls b eine Zuweisung einer Leitungsvariable ist, die keinen
Verknüpfungspunkt mit einem Operator mit lokalen Variablen hat, erfül-
len g und g′ die zweite Bedingung aus der Denition von B. Andernfalls,
wenn b keine Zuweisung ist, muss noh überprüft werden, ob γ = γ′ er-
füllt ist. Dies aber gilt nah dem vorherigen Absatz und der Diskussion
über Bisimularität von textFUP und tFUP.
 Die Anweisung a ist eine Zuweisung von einer Leitungsvariable, die keine
Verknüpfungspunkte mit einem Operator mit lokalen Variablen hat. Nah
der Denition von S ′ wird diese Variable in der Konguration g′ substi-
tuiert. Dann erfüllen d′ und g′ die zweite Bedingung aus der Denition
von B.
• Sei g′ eine Konguration, die d′→֒′g′ erfüllt. Dann wird dasjenige g = (γ, b, q) ∈
D betrahtet, welhes die Eigenshaft d →֒ g erfüllt. Ähnlih zur vorherigen
Situation können auh hier zwei Möglihkeiten für die Anweisung a auftreten
und es kann festgestellt werden, das (g, g′) ∈ B gilt.
Beispiel 5.3. (Starke Bisimulation)
Die starke Bisimulation für das in Abbildung 5.3 gezeigte Beispiel sieht folgender-
maÿen aus:
B = {(d1, d
′
1), . . . , (di, d
′
1), . . . , (dj−1, d
′
1), (dj, d
′
1), (dj+1, d
′
2), . . . , (dk−1, d
′
2), (dk, d
′
2)}.
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5.4 Modellierung von FUP-Programmen in NuSMV
Der Model Cheker NuSMV wurde von IRST (Instituto per la Riera Sientia e
Tenologia) und CMU (Carnegie Mellon University) entwikelt ([CCGR00℄). Dabei
geht es um eine Re-Implementierung und Erweiterung von SMV, dem ersten auf
BDD basierenden Model Cheker.
Komplexe Systeme werden in Module zerlegt, die immer neu instanziert werden
können. Damit ist eine modulare Beshreibung von Systemen und Wiederverwend-
barkeit von Komponenten möglih (siehe [CCJ
+
℄ und [CCK
+
℄). Die wihtigsten Ei-
genshaften von NuSMV werden im Folgenden anhand von in FUP repräsentierten
Modellen dargestellt. Dafür wird das in Abshnitt 4.2.4 eingeführte Beispiel benutzt.
Das Hauptprogramm wird im MODULE main zusammengefasst (siehe Abbil-
dung 5.6). Das Modul kann mehrere Abshnitte haben. Für die FUP-Modellierung
werden die Abshnitte VAR, DEFINE , ASSIGN und SPEC benutzt. Der VAR-
Abshnitt wird für die Variablendeklaration benutzt. Im DEFINE -Abshnitt wer-
den Symbole deniert, die häug verwendete Ausdrüke im Modell ersetzen können.
Im ASSIGN -Abshnitt werden Zuweisungen beshrieben. Die CTL-Spezikation des
Modells wird im SPEC -Abshnitt angegeben. Zunähst wird der Aufbau des main-
Moduls anhand des in Abbildung 5.6 dargestellten Beispiels beshrieben.
Variablen
Eine Programmvariable, deren Wert während der Programmausführung unverändert
bleibt, wie beispielsweise die Anzahl der Programmzeilen im BeispielMAX_pc, wird
im DEFINE -Abshnitt eingeführt. Zusätzlih werden in diesem Abshnitt deniert:
• Labels, die Programmzeilen bezeihnen, zu denen im Programm mit Sprun-
ganweisungen gesprungen wird; und
• bestimmte Konstanten, die für die mathematishen Operationen wie z.B. Ad-
dition benutzt werden (eine genaue Beshreibung wird unten angegeben).
Die restlihen Programmvariablen werden im VAR-Abshnitt deklariert. Für eine
booleshe Variable wird einfah ihr Typ angegeben. Im Untershied dazu muss für
eine integer Variable ein Bereih angegeben werden, dem die Variable gehört. Neben
Programmvariablen werden im VAR-Abshnitt auh der Programmzähler pc und
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_L1= (int1 == 20);
_L2 = ((bool1 & bool2) & _L1);
_L3 = (bool3 & bool4);
_L4 = (_L2 | L3);
result1 = _L4;
result2 = _L4;
textFUP
result1 = ;
result2 =
(((bool1 & bool2) & (int1 == 20)) | (bool3 & bool4))
(((bool1 & bool2) & (int1 == 20)) | (bool3 & bool4));
tFUP
MODULE main
VAR
pc : 1..2;
zyklus : 1..3;
result1 : boolean;
result2 : boolean;
DEFINE
MAX_pc := 2;
MAX_zyklus := 3;
bool1 := true;
bool2 := true;
bool3 := false;
bool4 := true;
int1 := 20;
ASSIGN
init(pc) := 1;
init(zyklus) := 1;
init(result1) := false;
init(result2) := false;
NuSMV
next(result1) :=
case
pc = 1 : (((bool1 & bool2) & (int1 == 20)) | (bool3 & bool4));
1 : result1;
esac;
next(result2) :=
case
pc = 1 : (((bool1 & bool2) & (int1 == 20)) | (bool3 & bool4));
1 : result2;
esac;
next(zyklus) :=
case
pc=2: case
(zyklus+1) <= MAX_zyklus : zyklus+1;
1 :zyklus;
esac;
1 : zyklus;
esac;
next(pc) :=
case
pc+1 <= MAX_pc : pc+1;
pc=2 : 1;
1 : pc;
esac;
&int1
CMP
==I
20
bool1
bool2
&
bool3
bool4
>=1
=
result1
=
result2
FUP
≅
≅
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~
Abbildung 5.6: NuSMV Model
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der Zykluszähler zyklus beshrieben. Mit dem Programmzähler hält man fest, wel-
he Programmzeile bearbeitet wird. Der Zykluszähler wird bei der Darstellung der
Spezikation durh logishe Formeln benutzt, wobei eine Reaktion des Programms
nah einer bestimmten Anzahl von Programmzyklen überprüft werden soll.
Transitionen
Die Transitionen des textFUP-Transitionssystems D werden im ASSIGN -Abshnitt
des NuSMV-Modells beshrieben. Dafür werden die Konstrukte init und next ver-
wendet. init-Konstrukte werden für die Beshreibung des Startzustands σ0 von D
benutzt, in dem der Anfangswert jeder Variable deniert wird. next-Konstrukte be-
shreiben das Verhalten von Variablen beim Programmablauf. Der Ablauf des Pro-
gramms wird durh den Programmzähler beshrieben. Wenn eine Anweisung den
Wert einer Variable ändert, wird diese Änderung durh Angabe der Programmzeile,
in der sih die Anweisung bendet, und Art der Veränderung angegeben.
Abhängig von der Art der Anweisungen sind bei einigen Übergängen neben dem
Programmzähler noh zusätzlihe Bedingungen relevant. Ein Beispiel dafür ist die
Addition von zwei Integern. Bevor die Summe einer Variable zugewiesen wird, muss
zuerst sihergestellt werden, dass die Summe im Wertebereih der Variablen liegt.
Beispielsweise muss bei der Bearbeitung jeder neuen Anweisung der Programmzähler
um 1 inkrementiert werden. Deswegen muss zuerst überprüft werden, ob pc + 1 ≤
MAX_pc gilt. Erst im positiven Fall darf dem Programmzähler pc + 1 zugewiesen
werden.
Spezikation
Bei der Beshreibung von SPS in Kapitel 2 wurde bereits besprohen, dass bei
der Ausführung eines SPS-Programms drei Phasen wihtig sind: Lesen von Inputs,
Programmausführung, Shreiben von Outputs. Dies wird zyklish ausgeführt. Die
meisten Fragen über Programmeigenshaften sind der Form:
Welhe Werte haben bestimmte Programmvariablen nah der Ausführung einer
bestimmten Anzahl von Zyklen?.
Die Programmeigenshaften dieser Art können analysiert werden, in dem die zwei
bereits eingeführten Variablen benutzt werden: 1) Der Programmzähler pc, der am
Ende einer Ausführung des Programms den Wert MAX_pc erreiht und danah
wieder auf 1 gesetzt wird; 2) der Zykluszähler zyklus, der am Ende eines Zyklus'
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inkrementiert wird. Um die Werte der Variablen nah der Ausführung der Anwei-
sung in der letzten Programmzeile abzufragen, wird MAX_pc auf die Anzahl an
Codezeilen plus 1 gesetzt. Nah dieser imaginären Anweisung, mit der die Pro-
grammergebnisse angefragt werden können, fängt ein neuer Zyklus an.
Eine möglihe Programmeigenshaft könnte folgendermaÿen formuliert werden:
Am Ende des ersten Zyklus sollten die Variablen x1, . . . , xn die Werte a1, . . . ,
an haben.
Eine Spezikation für ein NuSMV-Modell kann in CTL, LTL oder PSL (Proper-
ty Speiation Language) geshrieben werden. Um beispielsweise im Modell eine
CTL-Formel aufzushreiben, muss man vor der Formel das Shlüsselwort CTLSPEC
angeben. Die gegebene Eigenshaft wird dann in CTL folgendermaÿen formuliert:
CTLSPEC AG((zyklus = 1 & pc = MAX_pc) − >
((x1 = a1) & . . . & (xn = an))).
Genauere Informationen hierüber nden sih im folgenden Kapitel, in dem ein
umfangreihes Beispiel erläutert wird.
Wiederverwendung von Modulen
Im Allgemeinen kann ein Modul Parameter haben, was eine mehrfahe Instanzierung
von Modulen ermögliht. Diese modulare Beshreibung von Komponenten ermög-
liht, dass im Programm aufgerufene Funktionen und Funktionsbausteine ebenfalls
durh Module repräsentiert werden können. Neben dieser modularen Repräsentation
gibt es auh eine sogenannte ahe Repräsentation von Funktionen. Diese Reprä-
sentationen und ihre Vor- und Nahteile werden zunähst kurz erläutert.
Modulare Repräsentation von Funktionen: Wie bereits angedeutet, kann ei-
ne Funktion f mit den Parametern x1, . . . , xn durh ein neues Modul folgendermaÿen
deklariert werden
MODULE f(x1, . . . , xn)
Für einen Aufruf dieser Funktion wird eine Instanz f1 der Funktion f im V AR-
Abshnitt des main-Moduls angelegt mit
f1: f(a1, . . . , an);
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Ein Vorteil dieser modularen Repräsentation ist, dass sih Funktionen und Funk-
tionsbausteine einfah mit der beshriebenen Tehnik modellieren lassen. Nahteilig
ist jedoh, dass bei jeder neuen Instanzierung eines Moduls der Zustandsraum um
die Anzahl der Modulzustände vervielfaht wird.
Flahe Repräsentation von Funktionen: Eine andere Möglihkeit zur Model-
lierung einer Funktion ist, diese Funktion aus der Siht ihrer Auswirkung auf ihre
Outputs zu betrahten. Dazu wird eine Funktion f , die beispielsweise eine Variable
x beeinusst, durh einen Ausdruk expr(x1, . . . , xn) dargestellt. Bei einem Aufruf
dieser Funktion in Programmzeile l mit Parametern a1, . . . , an, ersheint Folgendes
im ASSIGN -Abshnitt bei der Beshreibung von Variable x
next(x) := case
. . .
pc = l : expr(a1, . . . , an);
. . .
esac;
Im Gegensatz zur vorherigen Repräsentation steigt bei dieser Tehnik beim Funk-
tionsaufruf der Zustandsraum niht auf das Kreuzprodukt von Hauptmodul und
Funktionsmodul. Der Nahteil liegt allerdings in der manuellen Modellierung von
Funktionen. Von daher ist diese Tehnik nur für einfahe Funktionen geeignet. Wenn
die Funktionen im Programm häug aufgerufen werden, ist diese Tehnik sehr e-
zient.
5.5 Zusammenfassung
Nah einer ausführlihen Beshreibung des Verfahrens für die Erstellung eines
NuSMV-Modells aus einem FUP-Programm, werden im Folgenden die wihtigsten
Shritte zusammengefasst. Eine graphishe Repräsentation des Verfahrens wurde in
Abbildung 5.6 dargestellt. Kurz gefasst gibt es drei wihtige Punkte:
1. textFUP-Format: Das textFUP-Format eines FUP-Programms ist eine tex-
tuelle Darstellung der graphishen SPS-Programmiersprahe. In Lemma 5.1
wird gezeigt, dass es eine Isomorphie zwishen dem FUP- und dem textFUP-
Transitionssystem gibt.
85
2. tFUP: Um eine groÿe Zahl an Leitungsvariablen im Zustandsraum des ge-
suhten NuSMV-Modell zu vermeiden, wird eine Substitution von textFUP
vorgeshlagen. Durh Lemma 5.2 wird gezeigt, dass es eine starke Bisimulati-
on zwishen dem textFUP- und dem tFUP-Transitionssystemen gibt.
3. NuSMV: Das NuSMV-Modell ist einfah eine Darstellung des tFUP-Transi-
tionssystems in der Eingabesprahe des Model Chekers NuSMV. Damit kön-
nen tFUP und NuSMV als isomorph betrahtet werden.
In der beshriebenen Transformationskette werden in zwei Shritten isomorphe
und in einem Shritt stark bisimulare Systeme erzeugt. Eine Isomorphie ist gleih-
zeitig eine starke Bisimulation. Da starke Bisimulation eine transitive Relation ist,
sind dann das mit dem vorgestellten Verfahren erzeugte NuSMV-Modell und das
entsprehende FUP-Programm äquivalent. Genauer ist die Äquivalenz zwishen den
zwei Systemen durh eine starke Bisimulation bestimmt.
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6 Das Verikationsverfahren in der
Praxis
Nahdem die theoretishen Grundlagen der Methode für die FUP-Verikation im
vorherigen Kapitel vorgestellt wurden, wird in diesem Kapitel ihre Anwendung in
der Praxis präsentiert. Es wird eine Fallstudie vorgestellt, mit der die Anwendung
der Methode im Bereih der Eisenbahnautomatisierung beshrieben wird (siehe Ab-
bildung 6.1). Dabei wird die FUP-Software betrahtet, die bei einer Stellwerkfamilie
benutzt wird. Eine genaue Beshreibung der Funktionalität eines Stellwerks und die
Fallstudie folgen im ersten Abshnitt dieses Kapitels.
Allgemein betrahtet, ist zur Zeit die formale Verikation in der Industrie niht
weit verbreitet. Ein Grund dafür liegt in den komplexen theoretishen Kenntnissen,
die hinter der formalen Verikation stehen und die bei Anwendern sehr oft niht vor-
handen sind. Wenn man ein Verikationsverfahren in der Praxis anwenden möhte,
soll es in dem Maÿe automatisiert sein, dass nur die für den Anwender wihtigen
Aspekte sihtbar sind. Eine Beshreibung der Automatisierung der vorgeshlagene
Verikationsmethode wird im zweiten Abshnitt dieses Kapitels vorgestellt.
6.1 Fallstudie
Stellwerke sind Bahnanlagen, die zur zentralen Stellung von Auÿenelementen wie
Weihen und Signalen dienen. Eine Einführung in die Thematik ndet man unter
anderem in [Pa08℄. Es gibt vershiedene Arten von Stellwerken. Je nah dem mit
welher Tehnik die Einrihtungen auf den Fahrweg beeinusst werden, untershei-
det man:
• mehanishes Stellwerk,
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Abbildung 6.1: Beispiel eines Bedienraums und eines Stellwerks
• elektromehanishes Stellwerk,
• Relaisstellwerk und
• elektronishes Stellwerk.
Die neuste Stellwerksbauform ist das elektronishe Stellwerk (ESTW). Ein Stell-
werk dieser Art arbeitet rehnergesteuert. Grundsätzlih besteht ein Stellwerk aus
einer Innenanlage und aus einer Auÿenanlage mit Komponenten wie Weihen, Si-
gnale, usw. Bei ESTW wird die Innenanlage in Hardware und Software unterteilt.
In der vorliegenden Arbeit wird ausshlieÿlih die Stellwerksoftware betrahtet.
Der Rehnertehnik bei Stellwerken vertraute man lange Zeit niht. Bei ESTW
bestimmt die Software erforderlihe Abhängigkeiten zwishen Auÿenelementen und
Stellwerkslogik, die einem Zug freie Fahrt gewährleisten. Damit haben Stellwerke
viel an Komplexität gewonnen. Im Gegensatz zu den mehanishen oder Relaisstell-
werken war es nun niht mehr so einfah den Nahweis einer siheren Funktionsweise
der Stellwerke zu führen.
Ein formaler Nahweis über die Siherheit der Stellwerksoftware kann man mit
Hilfe der formalen Verikation gewinnen. Für die Anwendung von formaler Veri-
kation in diesem Bereih sprehen zwei wihtige Gründe:
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• Siherheitsaspekte - Tehnishe Fehler bei diesen Anlagen können zu shweren
Unfällen führen. Von daher ist sehr wihtig eine fehlerfreie Funktionsweise der
Stellwerken abzusihern.
• Ezienz - Die Komplexität der Stellwerksoftware hat shon längst eine Dimen-
sion erreiht, bei der es shwierig ist, allein durh das Testen eine fehlerfreie
Funktionalität der Software zu gewährleisten.
In der Eisenbahntehnik wird das Konzept der Siherheitsanforderungsstufe ver-
wendet, die als SIL (safety integrity level) bezeihnet wird (siehe dazu [Bra05℄). Im
Allgemeinen beruht die Siherheit sowohl auf Maÿnahmen zur Vermeidung systema-
tisher Fehler als auh auf Maÿnahmen zur Beherrshung zufälliger Ausfälle. Einer
Funktion eines Systems wird SIL als Maÿ für ihre Siherheit gegen systematishen
Fehler zugeordnet. Gemäÿ der weltweiten Siherheitsgrundnorm IEC 61508 spriht
man über SIL1, SIL2, SIL3 und SIL4 Siherheitsanforderungsstufe ([Int00℄). Zusätz-
lih kann die Rede von einem Niveau unter SIL1 oder einem Niveau über SIL4 sein.
Je höher die Stufe ist, desto höher ist die Siherheit der entsprehenden Funktion.
Stellwerke sind siherheitsrelevante Systeme, deren Funktionen untershiedlihen
SILs genügen. Für den Bereih, wo der SIL3 erfüllt werden muss, bietet Firma
Siemens das SICAS S7 Stellwerk an. Dieses Stellwerk basiert auf der speiherpro-
grammierbaren Steuerung SIMATIC S7. Aus diesem Umfeld stammt die folgende
Fallstudie. Es wird die Stellwerksoftware betrahtet, die in der graphishen SPS-
Programmiersprahe FUP geshrieben ist. Mit dem vorgestellten Verfahren für die
FUP-Verikation kann die Korrektheit der Software bewiesen werden und damit
könnte ein höherer SIL einer Systemfunktion nahgewiesen werden.
6.1.1 Stellwerksoftware
Die Stellwerksoftware ist in a. 10 Komponenten aufgeteilt, wobei jede Komponente
für die Bearbeitung einzelner Stellwerkfunktionen zuständig ist. Einige Komponen-
ten sind:
• Die Komponente Organisation bildet das Gerüst, in das alle anderen Kompo-
nenten eingebunden sind.
• Die Komponente Freimeldung ermittelt, ob ein Bereih besetzt ist und übergibt
diese Information an weitere Komponenten.
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Abbildung 6.2: Beispiel einer Weihe
• Die Komponente Weihe ist in mehrere Subkomponenten untergliedert. Eine
von den Komponenten ist beispielsweise Weihensteuerung. Über diese Kom-
ponente und dazugehörige Weihenstellteile werden die Weihen gesteuert.
• Die Komponente Signal übernimmt die Aufgabe der Signalisierung.
Im Folgenden wird die Komponente Weihe näher betrahtet (siehe Abbildung 6.2).
6.1.2 Komponente Weihe der Stellwerksoftware
Wie jede andere Komponente, besteht die Komponente Weihe aus mehreren Co-
demodulen. Diese Codemodule sind anlagenabhängig und werden für jeweils eine
Weihe erstellt. Ein Funktionsbaustein (siehe die Aufbau eines FUP-Programms in
Kapitel 2) in so einem Codemodul der Komponente Weihe ist für die Weihensteue-
rung zuständig. Dieser Funktionsbaustein dient als Fallbeispiel für die Demonstra-
tion des vorgeshlagenen Verikationsverfahrens.
Das Modul für die Weihensteuerung hat mehrere Shnittstellen zu anderen Mo-
dulen, die durh Eingangs- und Ausgangsparameter im Modul realisiert werden. Es
gibt beispielsweise ein Kommando, dass die Umstellung der Weihe durh bestimmte
Eingangsparameter an das Modul auslöst. Das Kommando wird dann vom Modul
bearbeitet und ein als zulässig erkanntes Umstellkommando startet einen Weihen-
umlauf in die vorgegebene Lage. Das heiÿt, durh bestimmte Ausgangsparameter
werden die entsprehenden Module der Komponente darüber informiert.
Aus diesem Funktionsbaustein wird dann mit dem vorgestellten Verfahren das
entsprehende NuSMV-Modell abgeleitet. Das Modell wird im folgenden Abshnitt
präsentiert. Anshlieÿend wird die dazu passende Spezikation beshrieben.
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Beshreibung Vorbedingungen Erwartete
Reaktion
Aus einer rehten Lage wird mit ei-
nem Umstellkommando das Rih-
tungrelais links angesteuert und
der Umstellvorgang wird aktiv
ModulSS = Rechts,
KomSS = UmstKom
ModulSS =
Links + Schr1
Nah mindestens 20ms wird das
Lagerelais angesteuert
⇒, iZeit = 20 ModulSS = Schr2
Nah mindestens 30ms wird der
Shutz angesteuert
⇒, iZeit = 30 ModulSS = Schr3
Nah mindestens 40ms startet der
Weihenumlauf
⇒, iZeit = 40 ModulSS = Schr4
Tabelle 6.1: Beispiel eines Testfalls: Umstellen der Weihe nah links
6.1.3 Testfallbeshreibung der Komponente Weihe
Die Spezikation der Stellwerksoftware ist in mehreren Tabellen erfasst, in denen
Standardtestfälle beshrieben sind (siehe Tabelle 6.1). Für jede Komponente wird
eine Menge von Tabellen erstellt, wobei eine Tabelle einem Codemodul der Softwa-
rekomponente entspriht. So eine Tabelle enthält alle Testfälle eines Codemoduls.
Die Testfallbeshreibung dient in der Fallstudie als Basis für die Formulierung der
Szenarien, die bei der Modulverikation benutzt werden.
Beispiel eines Testfalls
Als Beispiel lässt sih in Tabelle 6.1 eine vereinfahte Beshreibung eines Testfalls
für die Weihensteuerung sehen. Dabei wird die Stellteilansteuerung beim Umstellen
der Weihe nah links in vier Shritten überprüft. Jeder Shritt wird durh eine kurze
Beshreibung, eine Denition von Vorbedingungen (Startkonguration vom Testfall)
und eine Denition von erwarteter Reaktion dargestellt.
Für ein besseres Verständnis von Tabelle 6.1 soll der Begri Variablenbereih
näher erläutert werden.
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ModulSS - Modulshnittstelle
Links Rechts Schr1 Schr2 Schr3 Schr4
bWeichenLage 0 1
bRichtungRechts 0 1
bRichtungLinks 1 0
bWiederholung 1 0
bUmstellAktiv 1
bWeichenLageRelais 1 0
bSchutz 1 0
iZeit 0
KomSS - Kommandoshnittstelle
UmstKom
bKomAktiv 1
bFunktion 1
iElement 100
Tabelle 6.2: Denition von Shnittstellen - Variablenbereihen
Untershied zwishen einer Variable und einem Variablenbereih
In der Beshreibung von Vorbedingungen und erwarteter Reaktion eines Testfalls
werden neben Programmvariablen (wie z.B. iZeit) auh Variablenbereihe benutzt
(wie z.B. ModulSS oder KomSS). Ein Variablenbereih umfasst eine Beshreibung
mehrerer Programmvariablen. Um diese zwei Begrie voneinander besser zu un-
tersheiden, wird hier eine Shreibweise von Programmvariablen eingeführt, indem
der Name einer Booleshen Programmvariable mit b und einer Integervariable mit i
anfängt.
Dies kann am in Tabelle 6.2 denierten Beispiel des Variablenbereihs ModulSS
näher erklärt werden. Diesem Variablenbereih gehören folgende Variablen an:
bWeichenLage, bRichtungRechts, bRichtungLinks, bWiederholung,
bUmstellAktiv, bWeichenLageRelais, bSchutz und iZeit. Wenn im Testfall ge-
shrieben wird, dass beispielsweiseModulSS den Wert Rechts haben soll, soll dann
Folgendes gelten: bWeichenLage = 1, bRichtungRechts = 1 und bRichtungLinks =
0.
Variablenbereihe werden für die Beshreibung von Shnittstellen benutzt. Wie
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in Tabelle 6.2 dargestellt, wird die Modulshnittstelle durh den Variablenbereih
ModulSS und Variablen bWeichenLage, bRichtungRechts, bRichtungLinks, usw.
beshrieben. Der Variablenbereih enthält in vershiedenen Testfällen vershiedene
Variablenbelegungen. Für jeden Variablenbereih wird eine Aufzählung von Varia-
blenbelegungen deniert. Es werden die Belegungen ausgewählt, die für die Test-
fallbeshreibungen benutzt werden. Dies ermögliht eine klare Beshreibung von
Testfällen.
Variablenbelegungen für ModulSS werden beispielsweise folgendermaÿen de-
niert:
ModulSS ∈ {Links, Rechts, Schr1, Schr2, Schr3, Schr4, . . .}
So wird die Vorbedingung im ersten Shritt des Testfalls (das Rihtungsrelais muss
in der rehten Lage sein) mit ModulSS = Rechts darstellt. Damit ist gemeint,
dass vor der Ausführung des Testfalls bWeichenLage = 1, bRichtungRechts = 1
und bRichtungLinks = 0 gelten muss (siehe Tabelle 6.2). Ähnlih wird am Anfang
des Testfalls KomSS durh UmstKom deniert. Wenn eine Shnittstelle in der
Vorbedingung niht speziziert wird, wird sie mit ihrem initialen Wert belegt, der
wiederum am Anfang der Testtabelle speziziert werden muss.
Das Zeihen ⇒
Am Anfang der Beshreibung der Vorbedingung vom zweiten, dritten und vierten
Shritt des Testfalls ndet man das Zeihen ⇒. Damit ist gemeint, dass sih der
Testfall auf den vorherigen Testfall aufbaut. Es heiÿt beispielsweise im Fall vom
zweiten Shritt, dass alle Variablen auÿer iZeit die Werte aus der Reaktion des
ersten Shrittes haben.
Die erwartete Reaktion des ersten Testfallshrittes ist durhModulSS = Links+
Schr1 beshrieben. Das heiÿt: bWeichenLage = 0, bRichtungRechts = 0,
bRichtungLinks = 1, bWiederholung = 1 und bUmstellAktiv = 1.
Bei einer symbolishen Addition von zwei (oder mehreren) Werten eines Varia-
blenbereihs ist es möglih, dass eine Variable in der Beshreibung beider (bzw. aller)
Elementen der Summe vorhanden ist. In dem Fall soll die Variable mit dem Wert,
der im letzten Element vorgeshrieben ist, belegt werden. Es wird beispielsweise
bWeichenLage in Links +Rechts mit 1 vorbelegt.
In der Beshreibung der Vorbedingung eines Testfalls kann neben einer Belegung
eines Variablenbereihs auh eine Belegung einzelner Variablen ersheinen. Es wer-
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den beispielsweise vershiedene Belegungen der Variable iZeit im zweiten, dritten
und vierten Shritt des Testfalls deniert. Das gleihe gilt auh für die Beshreibung
der erwarteten Reaktion.
SPS-Anlauf
Beim Testen von SPS-Software bezieht sih im Allgemeinen ein kleiner Teil der
Testfälle einer Komponente auf einen Neustart der SPS. Bevor die CPU nah dem
Einshalten mit der Bearbeitung des Anwenderprogramms beginnt, wird ein Anlauf-
programm durhlaufen. Dieses Programm bildet eine Shnittstelle zwishen dem Be-
triebssystem und dem Anwenderprogramm. Im Anlaufprogramm können bestimmte
Voreinstelleungen für das Anwenderprogramm festgelegt werden ([Sie04℄). Unge-
fähr 5% der Eigenshaften bezieht sih auf den SPS-Anlauf. Diese Eigenshaften
werden mit der vorgestellten Verikationsmethode niht überprüft. Es werden nur
Eigenshaften betrahtet, die in einer direkten Verbindung mit dem betrahteten
Anwenderprogramm stehen.
6.1.4 NuSMV-Modell der Komponente Weihe
Ein kleiner Ausshnitt aus dem NuSMV-Modell der Komponente Weihe wird in
Tabelle 6.3 präsentiert. Es werden nur Zeilen aus dem tFUP-Modell dargestellt,
bei denen die Belegung der Programmvariablen bWeichenLage, bRichtungRechts,
bRichtungLinks, bUmstellAktiv, bWiederholung, bKomAktiv, bFunktion, und
iElement im Programm geändert wird. Diese sind nämlih Variablen, die bei der
Spezikationsbeshreibung benutzt werden. Variablen, deren Rolle für die folgende
Erläuterungen irrelevant sind, werden in Tabelle 6.3 durh vari bezeihnet.
Sowohl bei der Modellbeshreibung als auh bei der Vorstellung der Spezikati-
on werden die Daten in einer geänderten Form dargestellt, um den Bezug auf der
originalen Software zu verbergen. Die Regeln für die Transformation eines FUP-
Programms in die Eingabesprahe vom Model Cheker NuSMV wurden bereits in
Kapitel 5 ausführlih beshrieben. In diesem Abshnitt wird erläutert, wie sih Spe-
zikationen mit Hilfe von logishen Formeln darstellen lassen. Die Umsetzung der
Automatisierung dieser Transformationen wird in Abshnitt 6.2 erläutert.
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DEFINE tFUP
bKomAktiv := 1; . . .
bFunktion := 1; 48 R(bUmstellAktiv, (var10 | var11 | var12));
iElement := 100; . . .
50 R(bUmstellAktiv, ((((var13 & !var14) & (var15 &
ASSIGN !var16)) | var17) | var18));
init(bWeihenLage) := 1; . . .
next(bWeihenLage) := 52 R(bUmstellAktiv, (var13 & !var14) & (var19> var20));
ase . . .
p = 88 : var1; 88 bWeihenLage = var1;
p = 120 & var2 : 1; . . .
p = 131 & var2 : 0; 96 bUmstellAktiv = ((var21 & !var22) | ((!var21 & !var23)
1 : bWeihenLage; | var24));
esa; . . .
init(bRihtungRehts) := 1; 104 bRihtungRehts = bWeihenLage;
next(bRihtungRehts) := 105 bRihtungLinks = !var2;
ase . . .
p = 104 : bWeihenLage; 120 S(bWeihenLage, var2);
1 : bRihtungRehts; . . .
esa; 122 S(bWiederholung, var3);
init(bRihtungLinks) := 0; 123 R(bWiederholung, ((var4 & !var5) | ((var6 & !var7)
next(bRihtungLinks) := & var8) | ((var7 & !var6) & var9)));
ase . . .
p = 105 : !var2; 131 R(bWeihenLage, var2);
1 : bRihtungLinks; . . .
esa;
init(bWiederholung) := 0;
next(bWiederholung) :=
ase
p = 122 & var3 : 1;
p = 123 & ((var4 | !var5) | (((var6 & !var7) & var8) | ((var7 & !var6) & var9))) : 0;
1 : bWiederholung;
esa;
next(bUmstellAktiv) :=
ase
p = 48 & (var10 | var11 | var12) : 0;
p = 50 & ((((var13 & !var14) & (var15 & !var16)) | var17) | var18) : 0;
p = 52 & ((var13 & !var14) & (var19 > var20)) : 0;
p = 96 : ((var21 & !var22) | ((!var21 & !var23) | var24));
1 : bUmstellAktiv;
esa;
Tabelle 6.3: NuSMV-Modell der Komponente Weihe
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6.1.5 Beshreibung der Verikationsszenarien
In der Fallstudie werden Verikationsszenarien mittels CTL beshrieben. Eine kur-
ze Einführung in die Thematik wurde in Abshnitt 5.4 (Modellierung von FUP-
Programmen in NuSMV) gegeben. Dabei wurden zwei wesentlihe Parameter vor-
gestellt: 1) der Programmounter pc, der am Ende eines Programmzyklus den Wert
MAX_pc erreiht, und danah wieder auf 1 gesetzt wird; und 2) der Zyklusounter
zyklus. Wie bereits angekündigt, dient die Testfallbeshreibung einer Komponente
als Basis für die Formulierung der Verikationsszenarien. Da ein Testfall durh Vor-
bedingungen und erwartete Reaktion deniert wird, lässt sih das durh das folgende
Szenario repräsentieren:
Vorbedingungen → (6.1)
AG( (zyklus = 1 & pc = MAX_pc) → Erwartete Reaktion)
Wenn es niht anders speziziert ist, bezieht sih standardmäÿig ein Szenario auf
einen Programmzyklus. Analog zur shrittweisen Beshreibung eines Testfalls in
Tabelle 6.1, wird ein Szenario durh mehrere CTL-Formeln beshrieben.
ModulSS = Rechts & KomSS = UmstKom → (6.2)
AG( (zyklus = 1 & pc = MAX_pc) → ModulSS = Links + Schr1)
Nahdem die Beshreibung der Shnittstellen in Tabelle 6.2 dargestellt wird, lässt
sih der erste Shritt des Szenarios durh folgende CTL-Formel ausdrüken:
(bWeichenLage = 1 & bRichtungRechts = 1 & bRichtungLinks = 0 & (6.3)
bKomAktiv = 1 & bFunktion = 1 & iElement = 100) →
AG( (zyklus = 1 & pc = MAX_pc) →
(bWeichenLage = 0 & bRichtungRechts = 0 & bRichtungLinks = 1 &
bWiederholung = 1 & bUmstellAktiv = 1))
Ähnlih werden die restlihen drei Formeln kreiert. Wie vorher erwähnt, wird mit
⇒ gekennzeihnet, dass die Vorbedingungen des aktuellen Shrittes mit der er-
warteten Reaktion des vorherigen Shrittes addiert werden. Am Beispiel des zweiten
Shrittes heiÿt dies:
(ModulSS = Links + Schr1 & iZeit = 20) →
AG( (zyklus = 1 & pc = MAX_pc) → ModulSS = Schr2)
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Alternative Darstellung der Spezikation
Wenn in einem Modell nur eine Formel überprüft werden soll, können die Variablen-
belegungen aus der Beshreibung der Vorbedingungen als Initialwerte der Variablen
im Modell betrahtet werden. Damit lässt sih ein Szenario durh folgende Formel
beshreiben:
AG( (zyklus = 1 & pc = MAX_pc) → Erwartete Reaktion) (6.4)
Mit dieser Vorgehensweise wird ein etwas anderes NuSMV-Modell gebaut, bei
dem die Menge der initialen Zustände im Modell reduziert wird. Als Beispiel wird in
Tabelle 6.3 der Teil des Modells dargestellt, der sih auf einige von den Variablen aus
dem Beispieltestfall bezieht. Dort sind die Initialwerte der Variablen bWeichenLage,
bRichtungRechts und bRichtungLinks durh das init-Konstrukt deniert. Im Ge-
gensatz dazu sind die Variablen bKomAktiv, bFunktion und iElement imDEFINE -
Abshnitt deniert, da ihre Werte im Modell unverändert bleiben.
Vor- und Nahteile dieser beiden Ansätze für den Modellaufbau werden im Fol-
genden auf Basis der Verikationsergebnisse diskutiert.
6.1.6 Verikationsergebnisse
Bevor die Model Cheking Ergebnisse präsentiert werden, sollen zunähst die grund-
legenden Shritte bei der Verikation durh NuSMV näher beshrieben werden.
Verikation durh NuSMV
Eine detaillierte Beshreibung des Model Cheker NuSMV ndet man in [CCJ
+
℄
und [CCK
+
℄. Die wihtigsten Eigenshaften werden von den Autoren in [CCGR00℄
zusammengefasst. Die Grundshritte der NuSMV-Verikation können erläutert wer-
den, in dem man bestimmte Kommandos aus dem interaktiven Modus von NuSMV
beshreibt. Allgemein gesehen, kann der Verikationsprozess als eine Sequenz fol-
gender Shritte betrahtet werden:
1. read_model - Im ersten Shritt der Verikation wird das Modell gelesen. Es
wird eine interne Repräsentation vom Modell gemaht und gespeihert.
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2. atten_hierarhy - Im zweiten Shritt wird die hierarhishe Repräsentation
des Modells durh eine abgeahte Repräsentation dargestellt. Dabei wird ein
Modell durh nur ein Modul repräsentiert, in dem alle aufgerufene Module und
Prozesse instanziert werden.
3. enode_variables - Danah werden BDD-Variablen generiert.
4. build_model - Mit diesem Kommando wird die abgeahte Repräsentation vom
Modell durh BDD dargestellt.
5. hek_tlspe - Nahdem die BDD-Darstellung des Modells generiert wurde,
kann die Spezikation überprüft werden. Die CTL-Spezikation wird beispiels-
weise mit diesem Kommando überprüft.
Ergebnisse
Das textFUP-Format der betrahteten Softwarekomponente hat 165 Codezeilen. Es
werden a. 100 Variablen benutzt (ungefähr 90 Booleshe und 10 Integervariablen).
Die Modellverikation wurde auf einem Intel(R) Xeon(R) CPU 5150 Rehner mit
2, 66GHz und 3, 25GB RAM durhgeführt.
Die Ausführungszeiten der oben aufgeführten Verikationsshritte untersheiden
sih wesentlih. Die ersten drei Shritte sind relativ kurz:
1. Auf ein Zehntel der Sekunde abgerundet wird das Modell in 0, 0 s gelesen.
2. Die abgeahte Repräsentation vom Modell wird in a. 0, 2 s gebaut.
3. Die BDD-Variablen werden in a. 1, 3 s generiert.
Die anderen zwei Shritte, die Erstellung vom BDD-basierten Modell und die Spe-
zikationsüberprüfung, werden anshlieÿend näher betrahtet.
Im vorherigen Abshnitt wurden zwei Vorgehensweisen für den Aufbau des
NuSMV-Modells vorgestellt. Sie können von einander am Besten untershieden wer-
den, in dem man die Formulierung der Spezikation im Modell betrahtet. Die Aus-
führungszeiten der ersten drei Verikationsshritte untersheiden sih dabei niht.
Im Gegensatz dazu kann man shon auf einen Untershied bei der Erstellung vom
BDD-basierten Modell und der Spezikationsüberprüfung hinweisen, was in Folgen-
dem diskutiert wird.
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Ein Modell für alle Szenarien
Durh Formeln 6.1, 6.2 und 6.3 wird beshrieben, wie die Spezikation für die ers-
te Variante vom NuSMV-Modell gebaut wird. Die Vorbedingungen eines Szenarios
ersheinen dabei im ersten Teil der entsprehenden Formel. Damit werden die Initi-
alwerte der betroenen Variablen niht im Modell deniert. Von a. 1065 Zuständen
sind a. 1014 Zustände im Modell erreihbar. Die Erstellung des BDD-basierten Mo-
dells dauert in diesem Fall a. 2200 s. Für die Spezikationüberprüfung werden 30
bis 80 s pro Formel gebrauht.
Ein Modell für ein Szenario
Im zweiten Fall wird ein Modell für ein Szenario generiert. Dabei werden die Vorbe-
dingungen für das Szenario durh Initialisierung vom Modell angegeben. Die Spezi-
kation wird dann in der Form der Formel 6.4 deniert. Im NuSMV-Modell sind dann
a. 6000 von 1060 Zuständen erreihbar. Die Erstellung des BDD-basierten Modells
dauert in diesem Fall a. 2500 s. In diesem Fall dauert die Spezikationsübeprüfung
unter 1 s.
6.2 Automatisierung des Verikationsverfahrens
Wie bereits besprohen, wird die CTL-Spezikation anhand der Testfallbeshrei-
bung und der Beshreibung der Modulshnittstellen erstellt (siehe Abbildung 6.3).
CTL-Formeln werden einfah gebaut, in dem die Informationen aus vershiedenen
Tabellen gesammelt und rihtig kombiniert werden. Im Gegensatz dazu ist die Er-
stellung des NuSMV-Modells etwas komplizierter.
Mit dem vorgestellten Verfahren wird ein beliebiges FUP-Programm so model-
liert, dass es sih mit dem Model Cheker NuSMV verizieren lässt. Wie bereits
in Kapitel 5 beshrieben, sollte man vor der Erstellung des NuSMV-Modells zuerst
das textFUP- und danah das tFUP-Format des FUP-Programms generieren. Ei-
ne genaue Beshreibung dieser Shritte wird im Folgenden gegeben. Die graphishe
Darstellung des Verikationsprozesses aus Abbildung 5.1 wird in einer detaillierten
Form in Abbildung 6.3 präsentiert.
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Abbildung 6.3: Erstellen von tFUP
6.2.1 Erstellen des textFUP-Formats
Der erste Shritt bei der Verikation eines FUP-Programms ist die Erstellung sei-
nes textFUP-Formats. Diese textFUP-Darstellung wird aus der AWL-Darstellung
des Programms generiert. AWL ist die mashinenorientierte SPS-Programmierung-
sprahe und jedes FUP-Programm kann in AWL abgebildet werden. Die Bandbreite
der textFUP-Anweisungen ist der Bandbreite der FUP-Anweisungen äquivalent (sie-
he [Sie04b℄).
Das AWL-Format eines FUP-Programms kann in textFUP mithilfe der kontext-
freien Grammatik umgewandelt werden, die in Anhang A vorgestellt ist. Dort werden
alle FUP-Anweisungen berüksihtigt, die für die Implementierung der Softwarekom-
ponente Weihe benötigt werden. Um die Vorgehensweise der Umwandlung an dieser
Stelle näher zu beshreiben, wird ein kleiner Ausshnitt aus der Grammatik näher
erklärt (siehe Tabelle 6.4). Es werden die Grammatikregeln vorgestellt, die man für
die Transformation des in Abbildung 6.4 gegebenen Netzwerks brauht.
Das Beispielnetzwerk kann man als eine komplexe Anweisung betrahten, die aus
einer bitlogishen Operation besteht, nah der zwei Zuweisungen folgen (siehe Re-
gel (1) in Tabelle 6.4). Eine bitlogishe Verknüpfung hat immer einen Output. Da
im Netzwerk keine freie Leitungen möglih sind, muss dieser Output irgendwie ver-
brauht werden. Das heiÿt, jede bitlogishe Verknüpfung endet mit einer Zuweisung,
einer Set-Reset Anweisung, einem Sprung oder ihr Output wird in ein Memorybit
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&int1
CMP
==I
20
bool1
bool2
&
bool3
bool4
>=1
=
result1
=
result2
_L1= (int1 == 20);
_L2 = ((bool2 & bool1) & _L1);
_L3 = (bool4 & bool3);
_L4 = (_L3 | L2);
result1 = _L4;
result2 = _L4;
U(;
L int1;
L 20;
==I;
);
U bool1;
U bool2;
O;
U bool3;
U bool4;
= result1;
= result2;
AWL
textFUP
Abbildung 6.4: Beispiel: AWL- und textFUP-Format eines FUP-Programms
geladen (siehe Anhang A). In diesem Beispiel werden Zuweisungen verwendet (Regel
(7)). Um die Verwendung von zwei Anweisungen zu ermöglihen, sind Regeln (8)
und (9) nötig.
Unter bitlogishen Operationen gehört ein Vergleih von zwei Ganzzahlen (Regel
(6)). Wenn man das Ergebnis dieser Operation mit zwei weiteren Booleshen Va-
riablen UND-verknüpfen möhte, muss man zuerst Regel (3) und danah zwei mal
Regel (4) verwenden. Eine UND-Verknüpfung von zwei booleshen Variablen kann
man mithilfe von Regeln (2) und (4) erkennen. Regel (5) beshreibt, wie sih zwei
bitlogishe Operationen mit einer ODER-Verknüpfung verbinden lassen.
Für die Erstellung einer textFUP-Datei ist das Konzept der Leitungsvariablen
sehr wihtig. Diese Variablen werden generiert, wenn Verbindungen zwishen zwei
Operanden dargestellt werden sollen. Die Variablen werden als _Li-Variablen ge-
kennzeihnet (siehe Abbildung 6.4). Eine solhe Variable wird dann erstellt, wenn
die Erkennung eines FUP-Operandes abgeshlossen wird. In diesem Beispiel heiÿt
dies:
• Sobald der Vergleih erkannt wird, wird _L1 erstellt.
• Danah folgt die Erkennung der UND-Verknüpfung (bis die ODER-Verknüpf-
ung gelesen wird) mit der anshlieÿenden Erstellung von _L2.
• Um dieODER-Verknüpfung auszuführen, brauht man die UND-Verknüpfung
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<N-Anweisung> ::= . . .
| <Bitlogik> <BitlogikEnde> (1)
<Bitlogik> ::= . . .
| U <Operand> <Ende> (2)
| U( <Ende> <Vergleih> ) <Ende> (3)
| <Bitlogik> U <Operand> <Ende> (4)
| <Bitlogik> O <Ende> <Bitlogik> (5)
<Vergleih> ::= L <Operand> <Ende> L <Operand> <Ende> (6)
COMPARETOK <Ende>
<BitlogikEnde> ::= . . .
| <ZuweisungEndeN> (7)
<ZuweisungEndeN> ::= = <Var> <Ende> <ZuweisungEnde> (8)
<ZuweisungEnde> ::= | <ZuweisungEnde> = <Var> <Ende> (9)
Tabelle 6.4: Ein Teil der Grammatik
(_L3), die danah folgt.
• Erst dann wird _L4 als Disjunktion von _L2 und _L3 erstellt.
• Am Ende wird das Ergebnis der bitlogishen Operation, das in der Variable
_L4 vorliegt, den Variablen result1 und result2 zugewiesen.
Auf Basis der vorgestellten Grammatik und dem Konzept von Leitungsvariablen
werden textFUP-Dateien erstellt.
6.2.2 Erstellen des NuSMV-Modells
Obwohl die erhaltene textFUP-Form des FUP-Programms nah NuSMV transfor-
mierbar ist, wird zunähst eine Minimierung des Modells durhgeführt. Wie in Ab-
shnitt 5.3 des vorherigen Kapitel zu nden ist, kann man auf viele Leitungsvariablen
im Modell verzihten und damit die Modellgröÿe reduzieren. Diese Substitution wird
im tFUP-Format des FUP-Programms zusammengefasst. Daraus wird das NuSMV-
Modell kreiert.
103
tFUP-Format
Laut der umfangreihen Diskussion über Substitution von Leitungsvariablen (siehe
Abshnitt 5.3) brauht man für das Erstellen von tFUP-Format nur die Liste der
FUP-Operatoren, die lokale Variablen benutzen. Damit wird bei der Transforma-
tion einer textFUP-Datei bei jeder Anweisung überprüft, ob die Anweisung einen
Operator aus der Liste verwendet. In einem positiven Fall wird die Anweisung un-
verändert in die tFUP-Datei geshrieben. Sonst wird zuerst eine Substitution der
Leitungsvariable durhgeführt (siehe Abbildung 6.3).
NuSMV-Modell
Die Transformation einer tFUP-Datei in die Eingabesprahe von NuSMV wurde be-
reits in Abshnitt 5.4 beshrieben. Es wurde gezeigt, wie man tFUP-Anweisungen
durh NuSMV-Transformationsregeln darstellen kann. Um ein NuSMV-Modell fer-
tigzustellen, brauht man noh die Variablendeklaration (siehe Abbildung 6.3).
Variablendeklaration
In Abshnitt 5.4 wurde bereits die Deklaration von Programmvariablen erwähnt. Um
die Abshnitte für die Konstantendenition (DEFINE) und Variablendeklaration
(VAR) komplett zu kreieren, reihen die Variablenbeshreibungen aus der ursprüng-
lihen AWL-Datei eines FUP-Programms niht. In dem entsprehenden Abshnitt
der AWL-Datei ndet man den Datentyp einer Variable (bspw. bool oder int) heraus.
Zusätzlih kann bei einer Variablenbeshreibung auh der Initiallwert der Variable
stehen. Der VAR-Abshnitt einer AWL-Datei kann beispielsweise folgende Einträge
enthalten:
int1 : INT ;
bool1 : BOOL := FALSE;
Aus dieser Beshreibung kann für den Wertebereih der Integervariable nur der
ganze Integerbereih reserviert werden. Damit würde man in einem Programm mit
nur wenigen Integervariablen so eine Zustandsraumgröÿe erreihen, die sehr shnell
zu einer Zustandsexplosion bei der Verikation führen. Aus diesem Grund muss
man in einem NuSMV-Modell die Wertebereihe von Variablen so weit wie mög-
lih einshränken. Dies kann nur von einem Fahexperte gemaht werden, der die
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Programmeigenshaften gut kennt und die Wertebereihe der Variablen genau de-
nieren kann. Diese Informationen werden in einer Datei zusammengefasst, die neben
dem tFUP-Datei für das Erstellen des NuSMV-Modells benötigt wird (siehe Abbil-
dung 6.3).
6.3 Zusammenfassung
In diesem Kapitel wurde die Anwendung des entwikelten Verfahrens auf dem Ge-
biet von Eisenbahnautomatisierung vorgestellt. In der Fallstudie wurde die Verika-
tion einer Komponente der Stellwerksoftware betrahtet. Es gibt mehrere wihtige
Aspekte für die Anwendung formaler Verikation:
• Allgemein betrahtet, ist die Automatisierung eines Verikationsprozesses eine
wihtige Voraussetzung für die Anwendung eines Verikationsverfahrens in
der Praxis. Diese Voraussetzung wird beim vorgestellten Verfahren erfüllt, da
dabei sowohl die Erstellung eines NuSMV-Modells, als auh die Erstellung der
Modellspezikation automatisiert sind.
• Das Verikationsverfahren soll in der Lage sein, auf relativ groÿe, praxisrele-
vante, Modelle anwendbar zu sein. Dieser Aspekt wird mit dem entwikelten
Verikationsverfahren erfüllt, denn die vorgestellte Fallstudie zeigt, dass das
Verfahren auf eine Komponente der Stellwerksoftware anwendbar ist.
• Die Dauer der Verikation soll akzeptabel sein. Die hier vorgestellten Verika-
tionsergebnisse weisen deutlih höhere Werte bezüglih der Verikationsdauer
im Vergleih zur Dauer einer Simulation auf. Das liegt im grundsätzlihen Un-
tershied zwishen Verikation und Simulation und der Tatsahe, dass bei der
Verikation der ganze Zustandsraum untersuht wird. Als Grundlage für die
Spezikation in dieser Arbeit wurden Testfälle aus der Praxis genommen. Das
war der erste Shritt bei der Anwendung des Verfahrens, mit dem man gezeigt
hat, dass alle nötigen Transformationen für die Anwendung formaler Verika-
tion in der Praxis automatisierbar sind. Eine andere, im Bezug auf den ganzen
Zustandsraum eines Systems formulierte, Spezikation wird allerdings für die
formale Verikation von Vorteil. Im Moment bezieht sih Systemspezikation
auf konkrete Belegungen aller Variablen. Andererseits kann man bei der Veri-
kation auf Basis einer Spezikation, bei der niht alle Parameter vordeniert
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sind, ein rihtiges Systemverhalten verlangen. Solhe Spezikation muss von
Domainexperten erstellt werden.
Neben den vielen positiven Aspekten hat das vorgestellte Verikationsverfahren
einige Einshränkungen, die bei der Weiterentwiklung des Ansatzes berüksihtigt
werden sollen:
• Die Werkzeugunterstützung für das Verfahren ist noh niht ausgereift. Bevor
das Verfahren in der Praxis eingesetzt wird, müssen die Werkzeuge ausgerüstet
werden. Dazu gehört sowohl die Gewährleistung der Stabilität aller Transfor-
mationen als auh Entwiklung einer geeigneten graphishen Benutzeroberä-
he.
• Das Verfahren wurde für die vorgestellte Softwarekomponente entwikelt. Da-
mit unterstützt es eine Teilmenge aller FUP-Operatoren. Der Ansatz sollte
vervollständigt werden, indem eine Unterstützung für alle FUP-Operatoren
angeboten wird.
• In der vorliegenden Arbeit wurde ein Verfahren für die FUP-Verikation vor-
geshlagen. Mit der vorgestellten Fallstudie wurde die Vorgehensweise der Ve-
rikation veranshauliht. Dabei wurde die Spezikation anhand der existie-
renden Testfälle konstruiert. Aus dem oben genannten Grund, dass eine neue,
für die Verikation geeignete, Spezikation erstellt werden sollte, wurden niht
alle Testfälle (die es mehr als 100 gibt) in die Logik umgesetzt.
• Die vorgestellte Softwarekomponente Weihe ist nur eine Komponente der
Stellwerksoftware. Mit deren Verikation ist man immer noh weit von der
Verikation der ganzen Stellwerksoftware entfernt. Dazu kann das Konzept
der kompositionalen Verikation beitragen, indem das Konzept an das vorge-
stellte Verfahren angepasst wird. Mehr darüber ndet man im Ausblik im
folgenden Kapitel.
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7 Abshlieÿende Betrahtungen
In diesem Kapitel werden die wesentlihen Punkte und die Ergebnisse dieser Arbeit
zusammengefasst. Das Kapitel shlieÿt mit einem Ausblik auf zukünftige Arbeiten
auf diesem Gebiet.
7.1 Zusammenfassung
In der vorliegenden Arbeit wurde ein Verfahren für die Verikation von SPS-Software
präsentiert. Das Verfahren wurde an der Steuerung SIMATIC S7 des Herstellers Sie-
mens betrahtet. Das vorgestellte Verikationsverfahren lässt sih auf die grashe
Sprahe FBS anwenden. Da die Implementierung dieser Sprahe bei SIMATIC S7
FUP genannt wird, wurde zuvor von FUP-Verikation gesprohen. Die wihtigsten
Punkte der Arbeit werden im Folgenden zusammengefasst.
7.1.1 Formalisierung von FUP
Als Verikationsmethode wurde in der Arbeit Model Cheking verwendet. Um da-
mit die Korrektheit eines Systems zu überprüfen, muss das System eine geeignete
Struktur haben. Beispielsweise ist ein Transitionssystem geeignet für die Anwendung
formaler Verikation.
Aus dem Grund wurde der Shwerpunkt in der ersten Phase des Projekts auf
Formalisierung der FUP-Sprahe gesetzt. Dabei wurde sowohl die Syntax als auh
die Semantik der Sprahe formal beshrieben. Als Ergebnis konnte jedem FUP-
Programm ein Transitionssystems zugewiesen werden. Das Ergebnis war von groÿer
Bedeutung für die weiteren Transformationsshritte auf dem Weg von einem FUP-
Programm zu einem für das Model Cheking geeigneten Modell. Aufgrund dessen
war man in der Lage die Äquivalenz zwishen Modellen in der durhgeführten Trans-
formationen formal zu zeigen.
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Die erzielte FUP-Formalisierung bietet eine Grundlage für die Anwendung wei-
terer formalen Methoden. In dieser Arbeit wird das Model Cheking durh einen
konkreten Model Cheker durhgeführt. Die geshate Formalisierung der Sprahe
kann allerdings ein guter Startpunkt für viele weitere Arbeiten sein.
7.1.2 Textuelle Darstellung von FUP
Wie vorher erwähnt, ist zur Zeit die formale Verikation in der Industrie noh niht
weit verbreitet. Es ist nur eine Frage der Zeit, bis dies zumindest bei siherheitsrele-
vanten Anwendungen ein Standard wird. Immerhin die textuelle Darstellung eines
FUP-Programms ist ein Zwishenshritt in dem vorgestellten Verikationsverfahren
mit einem Potential, in der Praxis umgehend angewendet zu sein.
Ein wihtiger Shritt zwishen Formalisierung der FUP-Sprahe und der Verika-
tion von FUP-Programmen ist die Transformation der grashen FUP-Programmen
in einer textuellen Form. Diese Darstellung, die tFUP genannt wird, bietet einige
Analysemöglihkeiten für FUP-Programme.
Um korrekte Funktionalität eines FUP-Programms nahzuweisen, kann in der
Praxis ein von den folgenden zwei Vorgehensweisen verfolgt werden:
• Man kann das Programm auf einer ehten oder einer simulierten SPS laufen
lassen (testen); oder
• Man kann versuhen, den in FUP abgelegten Algorithmus auf eine höhere
Abstraktionsebene darzustellen, die dann leihter analysierbar ist.
Die zweite Vorgehensweise wird durh den Programmierstil von FUP ershwert.
Ein FUP-Programm hat nämlih keine strukturierte Form. Beispielsweise werden
Programmläufe durh bedingte Sprünge entshieden (der berühmte goto-Befehl). Ein
if- oder ein while-Befehl steht niht zur Verfügung. Ein gröÿeres FUP-Programmmit
mehreren Dutzend Netzwerken, die womöglih auh noh komplexer Natur sind, ent-
zieht sih also einer straeren algorithmishen Darstellung. Dieser Umstand maht
das Erkennen eines Zustandsautommaten im Programm shwierig, denn der Zu-
standsautomat verteilt sih inklusive vielen Sprüngen auf viele Netzwerke. Viele
Anwendungen sind im Kern aber nihts anderes als Zustandsautomaten.
Mit der eingeführten textuellen Darstellung eines FUP-Programms kann eine
Analyse des verborgenen Automaten betrieben werden. Damit kann tFUP eine
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Antwort auf viele Validierungsfragen geben, die durh reines Durhlesen eines Pro-
gramms niht erkannt werden und aufgrund der bei der SPS fehlenden Testüberdek-
ungs-Möglihkeiten niht auallen. Zusätzlih bietet tFUP eine Möglihkeit diese
Syntax in eine weitere Syntax zu transformieren, für die bereits ausreihende Ana-
lysewerkzeuge existieren.
7.1.3 Verikationsverfahren
In den letzten Jahrzehnten wurden erheblihe Fortshritte in der formalen Veri-
kation von SPS-Software erreiht. Jedoh gibt es immer noh kein standardisiertes
Vorgehen zur SPS-Verikation. Wenn man die veröentlihten Studien betrahtet,
lässt sih feststellen, dass man sih bisher deutlih mehr mit der Verikation von
Textsprahen als mit der Verikation von grashen Sprahen beshäftigt hat. Die
meist untersuhte Programmiersprahe dabei ist AWL. Demgegenüber wurde FUP
noh niht so viel erforsht. Um diese Lüke zu shlieÿen, wird in der vorliegenden
Arbeit ein Verikationsverfahren für die Verikation von FUP-Programmen vorge-
stellt. Die Verikation wird mit Hilfe des Model Cheker NuSMV durhgeführt. Mit
dem Verfahren wird für ein FUP-Programm das entsprehende NuSMV-Modell in
drei Shritten erstellt:
1. Zuerst wird das Programm im textuellen Format textFUP dargestellt, in dem
jeder graphishe FUP-Operator durh eine textuelle Anweisung repräsentiert
ist.
2. Danah wird eine Vereinfahung des textFUP-Formats vorgenommen. Dies
wird im tFUP-Format gespeihert.
3. Anshlieÿend wird aus der tFUP-Darstellung das entsprehende NuSMV--
Modell erstellt.
Da sih damit auh F-FUP-Programme verizieren lassen, kann mit dem Ver-
fahren auh die Korrektheit einer Anwendungsapplikation für siherheitsrelevante
Systeme auf SPS-Basis bewiesen werden.
7.1.4 Einsatz in der Industrie
Die Anwendung des vorgestellten Verikationsverfahrens wurde in der Arbeit mit
einer Fallstudie veranshauliht, die aus dem Bereih der Eisenbahnautomatisierung
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kommt. Konkret wurde die FUP-Software betrahtet, die bei einer Stellwerkfamilie
benutzt wird. Die betrahtete Stellwerksoftware ist in mehrere Komponenten auf-
geteilt, wobei jede Komponente für die Bearbeitung einzelner Stellwerkfunktionen
zuständig ist. In der Fallstudie wurde ein Modul der Komponente Weihe betrahtet,
das für die Weihensteuerung zuständig ist.
In der vorliegenden Arbeit wird gezeigt, dass die formale Verikation in der La-
ge ist, im Gebiet der Eisenbahntehnik zum Einsatz zu kommen. Darüber hinaus
wird ein Tool gebaut, mit dem man FUP-Programme im Allgemeinen, also über die
konkrete Fallstudie verizieren kann. Zusätzlih zur automatishen Überführung des
FUP-Programms in das für Model Cheking geeignete Modell wird in der vorgestell-
ten Fallstudie auh die Spezikation automatish in eine temporale Logik überführt.
Damit wird der ganze Prozess der formalen Verikation vollautomatisiert.
7.1.5 Kritikpunkte
Wie am Ende vorheriges Kapitels bereit gesagt wurde, hat das vorgestellte Verika-
tionsverfahren neben den vielen positiven Aspekten auh einige Einshränkungen,
die bei der Weiterentwiklung des Ansatzes berüksihtigt werden sollten:
• Die Werkzeugunterstützung für das Verfahren ist noh niht ausgereift. Bevor
das Verfahren in der Praxis eingesetzt wird, müssen die Werkzeuge sowohl die
Gewährleistung der Stabilität aller Transformationen als auh Entwiklung
einer geeigneten grashen Benutzeroberähe bieten.
• Das Verfahren wurde für die vorgestellte Softwarekomponente entwikelt. Da-
mit unterstützt es eine Teilmenge aller FUP-Operatoren. Der Ansatz sollte
vervollständigt werden, indem eine Unterstützung für alle FUP-Operatoren
angeboten wird.
• In der vorgestellten Fallstudie wurde die Spezikation anhand der existieren-
den Testfällen konstruiert. Aus dem Grund, dass eine neue für die Verikation
geeignete Spezikation erstellt werden sollte, wurden niht alle Testfälle, von
denen es mehr als 100 gibt, in die Logik umgesetzt.
• Die vorgestellte Softwarekomponente Weihe ist nur eine Komponente der
Stellwerksoftware. Mit deren Verikation ist man immer noh weit von der
Verikation der ganzen Stellwerksoftware entfernt. Eine Lösung dafür liegt in
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der kompositionalen Verikation, die im folgenden Abshnitt näher erläutert
wird.
7.2 Ausblik
Das vorgestellte Verikationsverfahren kann in vielerlei Hinsiht weiterentwikelt
werden, was im Folgenden kurz vorgestellt wird. Abhängig davon, ob die Aspekte
allgemeingültig sind oder einen Bezug zum hier vorgestellten Projekt aus der Eisen-
bahnautomatisierung haben, werden die Vorshläge für die Weiterentwiklung des
Verfahrens im Folgenden in zwei Abshnitte präsentiert.
7.2.1 Projektbezogene Ansätze
Wenn man das Verikationsverfahren im Zusammenhang mit der in der Fallstu-
die vorgestellten Softwarekomponente und der übergreifenden Stellwerksoftware be-
trahtet, können folgende Punkte in Zukunft erarbeitet werden.
Bounded Model Cheking
Neben dem herkömmlihen BDD-basierten Model Cheking Prinzip kann das Mo-
del Cheking Verfahren auh auf die SAT (satisability) Tehniken basieren. Hinter
dem SAT-Problem verbirgt sih die Frage, ob eine aussagenlogishe Formel erfüllbar
ist. Die Grundidee des SAT-basierten Model Cheking ist, Gegenbeispiele einer be-
stimmten, vorher festgelegte Länge zu betrahten. Beim Bounded Model Cheking
(BMC) wird eine Grenze bestimmt, die die maximale Länge des Gegenbeispiels auf-
weist.
BMC hat folgende Vorteile ([BCCZ99℄):
• Gegenbeispiele werden shnell gefunden;
• Die Gegenbeispiele der minimalen Länge werden gefunden; und
• BMC brauht deutlih weniger Speiher als BDD-basierte Verfahren.
Mit dem in dieser Arbeit vorgestellten Verikationsverfahren werden smv-Dateien
generiert. Einer von den weiteren Shritten in diesem Projekt könnte sein, die Veri-
kationsmöglihkeiten von den smv-Dateien durh BMC zu untersuhen. Dies kann
beispielsweise mit Hilfe der folgenden Werkzeugen gemaht werden:
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• NuSMV - Die aktuelle Version von NuSMV (NuSMV 2.4.3) unterstützt das
SAT-basierte BMC von LTL-Spezikation. Die Unterstützung für CTL sollte
in folgenden Versionen zur Verfügung gestellt werden.
• EBMC (the Enhaned Bounded Model Cheker) - Für das smv-Format wird
BMC auh vom Model Cheker EBMC angeboten. Im Gegensatz zu NuSMV,
der für BMC erweitert wird, wurde EBMC vollkommen für BMC konstruiert
(siehe [KP℄).
In SPS-Domänen wurden SAT-Solvers bereit in [SD08℄ benutzt. In der Arbeit
wurde das Verhalten eines Anwenderprogramms in Bezug auf vershiedene SPS in
mehrere SystemC-Modelle erfasst und anshlieÿend der Äquivalenzvergleih von Mo-
dellen durhgeführt.
Neuformulierung der Spezikation
Die in der Arbeit vorgestellten Verikationsergebnisse weisen deutlih höhere Werte
bezüglih der Verikationsdauer im Vergleih zur beispielsweise Dauer der Testaus-
führung, die zur Zeit in der Praxis angewendet wird. Das liegt an der Tatsahe,
dass bei der Verikation jeder einzelne Zustand im ganzen Zustandsraum auf die
Gültigkeit der Spezikation überprüft wird.
Als Grundlage für die Spezikation in dieser Arbeit wurden Testfälle aus der
Praxis genommen. Damit wurde gezeigt, dass alle nötige Transformationen für die
Anwendung formaler Verikation in der Praxis automatisierbar sind. Andererseits
bezieht sih im Moment die Systemspezikation auf konkrete Variablenbelegungen.
Hingegen kann man bei der Verikation auf Basis einer Spezikation, bei der niht
alle Parameter vordeniert sind, ein rihtiges Systemverhalten verlangen. Eine Spezi-
kation dieser Art, die im Bezug zum ganzen Zustandsraum eines Systems formuliert
wird, wird für die formale Verikation von Vorteil. Solhe Spezikationen müssen
von Domainexperten erstellt werden.
Kompositionale Verikation
Das vorgestellte Verikationsverfahren kann weiterentwikelt werden, indem die
Aspekte der kompositionalen Verikation eingebaut werden. Mehr Informationen
über kompositionale Verikation ndet man in [Pin02℄. Ein Beispiel ihrer Einsatz
im SPS-Domain wurde in [Luk05℄ repräsentiert.
113
In der vorliegenden Arbeit wurde die Komponente Weihe der Stellwerksoftwa-
re betrahtet. Analog kann auh beispielsweise die Komponente Signal betrahtet
werden. Verikation einzelner Komponente ist ein wihtiger Shritt zur Verikation
der ganzen Software. Auf den ersten Blik sheint Stellwerksoftware geeignet für
die Anwendung der kompositionalen Verikation zu sein. In [Ost09℄) wurden einige
Komponenten dieser Software und deren Kommunikation abstrahiert und manhe
allgemeine Aspekte veriziert. Damit wurde ein Einblik in die Problematik erreiht.
Ein genaueres Konzept muss aber noh erarbeitet werden.
7.2.2 Allgemeingültige Ansätze
Allgemein betrahtet, können auh folgende Aspekte beim Verikationsverfahren
berüksihtigt werden.
Theorem Proving
Die Gröÿe der vorgestellten Fallstudie entspriht genau der Leistungsstärke des Mo-
del Cheking. Andere Komponente der betrahteten Software können durhaus um-
fangreiher sein. Von daher muss man sih bei kompositionaler Verikation bewusst
sein, dass bevor mehrere Komponente veriziert werden, das ganze System abstra-
hiert werden muss.
Eine andere Möglihkeit ist, die Verikationstehniken Model Cheking und Theo-
rem Proving zu kombinieren (siehe [MN95℄). Damit können die Vorteile beider Teh-
niken ausgenutzt werden:
• Der Vorteil von Model Cheking ist die hohe Automatisierungsgrad. Allerdings
lässt sih die Methode nur auf endlihe Systeme anwenden.
• Andererseits wird beim Theorem Proving die Interaktion mit dem Benutzer
benötigt. Der Vorteil des Theorem Proving ist, dass damit sowohl endlihe als
auh unendlihe Systeme behandelt werden können.
Die Hauptidee bei der Kombination der beiden Tehniken ist, Theorem Proving
auf das ganze System anzuwenden und daraus kleinere Systeme zu gewinnen, die
danah für Model Cheking geeignet sind.
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Verikation von KOP-Programmen
Der Hauptpunkt in dem Verikationsverfahren ist die Generierung der textuellen
Repräsentation des grashen FUP-Programms. Dies wird anhand von der AWL-
Repräsentation des FUP-Programms und der vorgestellten kontextfreien Gramma-
tik geleistet. Es ist vorzustellen, dass ein ähnlihes Prinzip sih auh auf KOP-
Programme anwenden lässt. Damit könnte ein Verfahren für die KOP-Verikation
zur Verfügung gestellt werden.
Soft-SPS
Zum Abshluss können auh Soft-SPS erwähnt werden. Deren Konzept wurde in
Kapitel 2 eingeführt. Mit dem Einsatz von Soft-SPSen ist eine erheblihe Kosten-
senkung in der Infrastruktur verbunden. Obwohl sie niht weitverbreitet sind, gewin-
nen diese Steuerungen langsam an Bedeutung. Obwohl es im Moment noh shwer
vorstellbar ist, werden diese Steuerungen vielleiht eines Tages ein Standard in der
Industrie sein. Da diese Steuerungen auh mit der Standard SPS-Software program-
mierbar sind, lässt sih das vorgestellte Verikationsverfahren dann auh auf die
Soft-SPS anwenden.
A Grammatik
Mithilfe der folgenden kontextfreien Grammatik wird das AWL-Format eines FUP-
Programms in textFUP umgewandelt. Hier werden alle FUP-Anweisungen berük-
sihtigt, die für die Implementierung der Softwarekomponente Weihe benötigt sind.
Ein kleiner Aushnitt aus der Grammatik wurde in Kapitel 6 und Tabelle 6.4 prä-
sentiert. In dem entsprehenden Abshnitt Erstellen des textFUP-Formats wurde
die ganze Vorgehensweise genauer beshrieben.
<Programm> ::= FUNCTION_BLOCK TITLE = <ID> <Deklaration>
<Struktur> END_FUNCTION_BLOCK
<Deklaration> ::= <Kommentare> AUTHOR : <ID> FAMILY : <ID>
NAME : <ID> VERSION : <Nummer> . <Version>
CODE_VERSION1 <VarAbshnitt>
<ID> ::= <Buhstabe> <BuhstabeZierN>
<Buhstabe> ::= A | B | C | D | . . . | Z | a | b | . . . | z
<BuhstabeZierN> ::= | <Buhstabe> <BuhstabeZierN>
| <Zier0> <BuhstabeZierN>
<Zier0> ::= 0 | <Zier>
<Zier> ::= 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9
<ZierN> ::= <Zier> | <Zier> <ZierN>
<Nummer> ::= <Zier> | <Zier-0> <ZierN>
<Operand> ::= <Var> | <Nummer>
<Var> ::= # <ID> | ID> ". <ID>
<Ende> ::= ; <KommentarN>
<KommentarN> ::= | <KommentarN> <Kommentar>
<Kommentar> ::= \\ <BuhstabeZierN>
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<VarAbshnitt> ::= <VarInput> <VarOutput> <VarInOut> <VarTemp>
<VarStat>
<VarInput> ::= VAR_INPUT <VarDeklarationN> END_VAR
<VarOutput> ::= VAR_OUTPUT <VarDeklarationN> END_VAR
<VarInOut> ::= VAR_IN_OUT <VarDeklarationN> END_VAR
<VarTemp> ::= VAR_TEMP <VarDeklarationN> END_VAR
<VarStat> ::= VAR <VarDeklarationN> END_VAR
<VarDeklarationN> ::= | <VarDeklarationN> <VarDeklaration>
<VarDeklaration> ::= <ID> : BOOL <BoolZuweisung> <Ende>
| <ID> : INT <IntZuweisung> <Ende>
| <ID> : WORD <IntZuweisung> <Ende>
| <Kommentar>
<BoolZuweisung> ::= | := TRUE | := FALSE
<IntZuweisung> ::= | := <Nummer>
<Struktur> ::= BEGIN <NetzwerkN>
<NetzwerkN> ::= | <NetzwerkN> <Netzwerk>
<Netzwerk> ::= NETWORK <Titel> <Kommentare> <Anweisung>
| NETWORK <Titel> <Kommentare> <ID> : <Anweisung>
<Anweisung> ::= | <Bitlogik> <BitlogikEnde>
| <Vergleih> = <Var> <Ende> <ZuweisungEnde>
| <Vergleih> <Sprung> <ID> <Ende>
| <Bitlogik> S <Var> <Ende> <Bitlogik> R <Var>
<Ende>
| L <Operand> <Ende> T <Var> <Ende>
| <IntMath>
| <Sprung> <ID> <Ende>
| <Call>
| <MemZuweisung> <Call>
| <Bitlogik> = <MemBit> <Ende> <BitlogikMemEnde>
<Bitlogik> ::= U <Operand> <Ende>
| UN <Operand> <Ende>
| O <Operand> <Ende>
| ON <Operand> <Ende>
| X <Var> <Ende>
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| U( <Ende> <Vergleih> ) <Ende>
| O( <Ende> <Vergleih> ) <Ende>
| U( <Ende> <Bitlogik> ) <Ende>
| O( <Ende> <Bitlogik> ) <Ende>
| X( <Ende> <Bitlogik> ) <Ende>
| <Bitlogik> U <Operand> <Ende>
| <Bitlogik> UN <Operand> <Ende>
| <Bitlogik> O <Operand> <Ende>
| <Bitlogik> ON <Operand> <Ende>
| <Bitlogik> X <Operand> <Ende>
| <Bitlogik> NOT <Ende>
| <Bitlogik> O <Ende> <Bitlogik>
| <Bitlogik> U( <Ende> <Vergleih> ) <Ende>
| <Bitlogik> O( <Ende> <Vergleih> ) <Ende>
| <Bitlogik> = <Var> <Ende> U <Var> <Ende>
| <Bitlogik> FP <Var> <Ende>
| <Bitlogik> FN <Var> <Ende>
| <Bitlogik> U( <Ende> <Bitlogik> ) <Ende>
| <Bitlogik> O( <Ende> <Bitlogik> ) <Ende>
<Vergleih> ::= L <Operand> <Ende> L <Operand> <Ende>
COMPARETOK <Ende>
<BitlogikEnde> ::= <SetResetEnde> | <ZuweisungEndeN>
| <SprungEnde> | <SaveEnde>
<SetResetEnde> ::= S <Var> <Ende> <SetResetEnde0>
| R <Var> <Ende> <SetResetEnde0>
<SetResetEnde0> ::= | <SetResetEnde0> S <Var> <Ende>
| <SetResetEnde0> R <Var> <Ende>
<ZuweisungEndeN> ::= = <Var> <Ende> <ZuweisungEnde>
<ZuweisungEnde> ::= | <ZuweisungEnde> = <Var> <Ende>
<SprungEnde> ::= <Sprung> <ID> <Ende>
<Sprung> ::= SPA | SPB | SPBN
<SaveEnde> ::= SAVE <Ende> BEB <Ende>
<Call> ::= CALL ID> "( <ArgumentN> ) <Ende>
<ArgumentN> ::= <ID> := <Operand>
118
| <ID> := <MemBit>
| <ArgumentN> , <ID> := <Operand>
| <ArgumentN> , <ID> := <MemBit>
<MemBit> ::= L <Zier> <Zier> . <Zier>
<MemZuweisung> ::= <Bitlogik> = <MemBit> <Ende> BLD 103
<Ende>
| <MemZuweisung> <Bitlogik> = <MemBit>
<Ende> BLD 103 <Ende>
<BitlogikMemEnde> ::= U <MemBit> <Ende> <Bitlogik> <bld>
<SetResetEnde>
| <BitlogikMemEnde> U <MemBit> <Ende> <bld>
R <Var> <Ende>
<bld> ::= | BLD 102 <Ende>
<IntMath> ::= L <Operand> <Ende> L <Operand> <Ende>
-I <Ende> T <Var> <Ende>
| L <Operand> <Ende> L <Operand> <Ende>
+I <Ende> T <Var> <Ende>
| L <Operand> <Ende> L <Operand> <Ende>
*I <Ende> T <Var> <Ende>
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