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SHIMORIN TYPE DECOMPOSITION FOR
REPRESENTATIONS OF PRODUCT SYSTEMS OF
C∗-CORRESPONDENCES
HARSH TRIVEDI* AND SHANKAR VEERABATHIRAN
Abstract. We obtain a Shimorin-Wold-type decomposition for a dou-
bly commuting covariant representation of a product system of C∗-
correspondences. This result generalizes Wold-type decomposition for
a doubly commuting isometric, covariant representation of a product
system of C∗-correspondences due to Skalski and Zacharias. As an ap-
plication of this decomposition we generalize a result, of S locin´ski which
is a characterization of existence of wandering subspaces of commut-
ing isometries in terms of the condition that these isometries doubly
commute.
1. Introduction
The theorem of Wold [27], known as Wold decomposition, says that ev-
ery isometry on a Hilbert space decomposes uniquely as a direct sum of a
shift operator and a unitary operator. A classical application of the Wold
decomposition is Beurling’s theorem [2] which says that if K is a closed in-
variant subspace for the shift Mz of the Hardy space H
2(D), then K is the
image of an inner function. A wandering subspace theorem due to Halmos
[6] is a generalization of the Beurling’s theorem. S locin´ski in [23] proved a
Wold-type decomposition for doubly commuting isometries, which is based
on a characterization of the existence of a wandering subspace for commut-
ing tuple of isometries in terms of the doubly commuting condition. Rudin
[20] was the first to observe that the Beurling theorem fails in general in
the multivariable case, that is, for commuting tuple of isometries. Using the
S locin´ski’s decomposition Mandrekar [9] proved the Beurling’s theorem for
the Hardy space over the bidiscH2(D2) under an additional assumption that
the tuple of multiplication operators by co-ordinate functions (Mz1 ,Mz2) is
doubly commuting. Sarkar, Sasane and Wick [17] proved a generalization
of the Mandrekar’s result, in the polydisc case H2(Dn), and their analysis is
based on a generalization of the result of S locin´ski given in [18]. There is a
recent book [10] on this direction by Mandrekar and Redett.
Pimsner in [15] extended the notion of Cuntz-Kreiger algebras using the
terminology of isometric covariant representations of C∗-correspondences.
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The C∗-representations of tensor algebras of a C∗-correspondence are in a
bijective correspondence with the isometric covariant representations of the
C∗-correspondence (cf. [15]). In [12], Muhly and Solel derived an analogue
of the Wold decomposition for the isometric covariant representations which
is a generalization of the Wold decomposition for a row isometry by Popescu
[16].
Arveson studied the notion of tensor product system of Hilbert spaces in
[1] to classify E0-semigroups. Solel in [25] introduced the notion of doubly
commuting covariant representations of product systems of C∗-correspondences
and explored theory of regular dilations. Skalski and Zacharias generalized
S locin´ski’s Wold-type decomposition for the doubly commuting isometric
covariant representations. Shimorin [21] presented a Wold-type decompo-
sition for operators close to isometry. A version of Shimorin-type Wold
decomposition for covariant representations close to isometric is proved in
[5, Theorem 3.13]. We obtain an analogue of this result for the doubly com-
muting covariant representations in Section 2, which provides a different
proof of the result of Skalski and Zacharias, based on the techniques devel-
oped in [18]. In the setting of C∗-correpondences induced representations,
introduced by Rieffel [26], plays the role of a shift. In this section the wan-
dering subspace theorem for commuting shift [18, Theorem 3.3] is extended
for induced representations of a product system.
1.1. Preliminaries and Notations. In this subsection we recall few defini-
tions and elementary properties of covariant representations of C∗-correspondences
from (see [8, 11, 14, 15]).
Let E be a Hilbert C∗-module over a C∗-algebra M. By L(E) we denote
the C∗-algebra of all adjointable operators on E. We say that the module
E is a C∗-correspondence over M if there exists a left M-module structure
through a non-zero ∗-homomorphism φ :M→ L(E) in the following sense
aξ := φ(a)ξ (a ∈ M, ξ ∈ E).
Each ∗-homomorphism considered in this article is essential, that means,
the closed linear span of φ(M)E is E. Every C∗-correspondence has usual
operator space structure induced from viewing it as a corner in respective
linking algebra. If F is another C∗-correspondence over M, then we may
consider the notion of tensor product F ⊗φ E (cf. [8]) which satisfy
(ζ1a)⊗ ξ1 = ζ1 ⊗ φ(a)ξ1,
〈ζ1 ⊗ ξ1, ζ2 ⊗ ξ2〉 = 〈ξ1, φ(〈ζ1, ζ2〉)ξ2〉
for every ζ1, ζ2 ∈ F ; ξ1, ξ2 ∈ E and a ∈ M.
Definition 1.1. Let H be a Hilbert space, and E be a C∗-correspondence
over a C∗-algebra M. Let σ : M → B(H) be a representation and T :
E → B(H) be a linear map. Then the pair (σ, T ) is said to be a covariant
representation of E on H if
T (aξa′) = σ(a)T (ξ)σ(a′) (ξ ∈ E; a, a′ ∈M).
3We say that the covariant representation is completely bounded (resp. com-
pletely contractive) if T is completely bounded (resp. completely contrac-
tive). Moreover, it is called isometric if
T (ξ)∗T (ζ) = σ(〈ξ, ζ〉) (ξ, ζ ∈ E).
The following lemma is due to Muhly and Solel [11, Lemma 3.5] and is
useful to understand the isometric covariant representation (σ, T ) of C∗-
correspondence, in terms of an isometry T˜ .
Lemma 1.2. The mapping (σ, T ) 7→ T˜ gives a bijection between the family
of all completely bounded (resp.completely contractive), covariant represen-
tations (σ, T ) of E on H and the family of all bounded (resp. contractive)
linear maps T˜ : E ⊗σ H → H which satisfies T˜ (φ(a)⊗IH) = σ(a)T˜ , a ∈ M.
Moreover, the covariant representation (σ, T ) is isometric if and only if T˜
is an isometry.
We say that the covariant representation (σ, T ) is fully co-isometric if T˜
is co-isometric, that is, T˜ T˜ ∗ = IH. Let E be a C
∗-correspondence over a
C∗-algebra M. Then for each n ∈ N, the following notion of Wandering
subspaces is from [7] (see [19] for the case of subproduct systems):
Definition 1.3. Let E be a C∗-correspondence over a C∗-algebra M. Let
(σ, T ) be a completely bounded, covariant representation of E on a Hilbert
space H. For a closed σ(M)-invariant subspace W of H, we define
Ln(W) := {T (ξ1)T (ξ2) · · · T (ξn)h : ξi ∈ E, h ∈ W},
for n ∈ N and let L0(W) :=W.
(1) Then W is called wandering for the covariant representation (σ, T ),
if W is orthogonal to the subspaces Ln(W), for all n ∈ N0.
(2) We say that (σ, T ) has generating wandering subspace property if
H =
∨
n∈N0
Ln(W),
for some wandering subspace W of H, and we call W as generating
wandering subspace for (σ, T ).
Remark 1.4. Note that if (σ, T ) is isometric covariant representation of E
on H, then W is wandering subspace for (σ, T ) if and only if
Ln(W)⊥ Lm(W),
for all distinct n,m ∈ N0.
LetK be a closed subspace ofH. The subspaceK is called (σ, T )-invariant(resp.
(σ, T )-reducing) (cf. [22]) if it is σ(M)-invariant (i.e., the projection onto
K, will be denoted throughout by PK, lies in σ(M)
′), and if K (resp. both
K,K⊥) is left invariant by each operator T (ξ) for ξ ∈ E. Then the natural
restriction of this representation provides a new representation of E on K
and it will denoted by (σ, T )|K.
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Definition 1.5. Let (σ, T ) be a completely bounded, covariant representa-
tion of E on a Hilbert space H. We say that the covariant representation
(σ, T ) admits Wold-type decomposition if the representation (σ, T ) decom-
poses into a direct sum (σ1, T1)⊕ (σ2, T2) on H = H1⊕H2 where (σ1, T1) =
(σ, T )|H1 has generating wandering subspace property and (σ2, T2) = (σ, T )|H2
is isometric and fully co-isometric covariant representation.
The following Shimorin-Wold-type decomposition for a completely bounded,
covariant representation (close to isometric) of a C∗-correspondence is from
[5](See also [12] for the isometric case).
Theorem 1.6. Let (σ, T ) be a completely bounded, covariant representation
of E on H, which satisfies any one of the following conditions:
(1) (σ, T ) is concave, that is,
‖T˜2(η ⊗ h)‖
2 + ‖η ⊗ h‖2 ≤ 2‖(IE ⊗ T˜ )(η ⊗ h)‖
2, η ∈ E⊗2, h ∈ H;
(2) ‖(IE ⊗ T˜ )(ζ) + κ‖
2 ≤ 2(‖ζ‖2 + ‖T˜ (κ)‖2), ζ ∈ E⊗2 ⊗H, κ ∈ E ⊗H;
(3) ‖T˜ (ξ)‖2 + ‖T˜ ∗2 T˜ (ξ)‖
2 ≤ 2‖T˜ ∗T˜ (ξ)‖2, ξ ∈ E ⊗H.
Then (σ, T ) admits the Wold-type decomposition, which is unique and is
given by
H1 =
∨
n≥0
Ln(W) H2 =
⋂
n≥1
T˜n(E
⊗n ⊗H),
where W = kerT˜ ∗. In particular, if (σ, T ) is analytic, that is, H2 = {0},
then W = H⊖ T˜ (E ⊗H) is the generating wandering subspace for (σ, T ).
2. Shimorin-type decomposition for doubly commuting
covariant representations
Throughout the paper k ∈ N. The central tool we require is a product
system of C∗-correspondences (see [3, 24, 25, 22]): The product system E is
defined by a family of C∗-correspondences {E1, . . . , Ek}, and by the unitary
isomorphisms ti,j : Ei ⊗ Ej → Ej ⊗ Ei (i > j). Using these identifications,
for all n = (n1, . . . , nk) ∈ N
k
0 the correspondence E(n) is identified with
E⊗
n1
1 ⊗ · · · ⊗ E
⊗nk
k . We use notations ti,i = idEi⊗Ei and ti,j = t
−1
j,i when
i < j. We use symbol I for IH.
Definition 2.1. Assume E to be a product system over Nk0. Let σ be a
representation of M on H and let T (i) : Ei → B(H) be a linear map for
1 ≤ i ≤ k.
(1) The tuple (σ, T (1), . . . , T (k)) is called a completely bounded(resp.
completely contractive) covariant representation of product system
E on H if each pair (σ, T (i)) is a completely bounded(resp. com-
pletely contractive) covariant representation of Ei on H and satisfy
the commutation relation
(2.1) T˜ (i)(IEi ⊗ T˜
(j)) = T˜ (j)(IEj ⊗ T˜
(i))(ti,j ⊗ IH)
5with 1 ≤ i, j ≤ k. The covariant representation (σ, T (1), . . . , T (k)) is
called isometric if every (σ, T (i)) is isometric as a covariant represen-
tation of the C∗-correspondence Ei, and similarly fully coisometric
representation is defined.
(2) We say that two such completely contractive covariant representa-
tions (σ, T (1), . . . , T (k)) and (ρ, S(1), . . . , S(k)) of E, respectively on
Hilbert spaces H and K, are isomorphic (cf. [22]) if we have a
unitary U : H → K which gives the unitary equivalence of repre-
sentations σ and ρ, and also for each 1 ≤ i ≤ k, ξ ∈ Ei one has
S(i)(ξ) = UT (i)(ξ)U∗.
Notation 2.2. For each 1 ≤ i ≤ k and l ∈ N define T˜
(i)
l : E
⊗l
i ⊗H → H by
T˜
(i)
l (ξ1 ⊗ · · · ⊗ ξl ⊗ h) := T
(i)(ξ1) · · · T
(i)(ξl)h
where ξ1, . . . , ξl ∈ Ei, h ∈ H. Then
(2.2) T˜
(i)
l = T˜
(i)(IEi ⊗ T˜
(i)) · · · (I
E⊗l−1i
⊗ T˜ (i)).
For n = (n1, · · · , nk) ∈ N
k
0, we write T˜n : E(n)⊗σ H −→ H by
T˜n = T˜
(1)
n1
(
I
E
⊗n1
1
⊗ T˜ (2)n2
)
· · ·
(
I
E
⊗n1
1 ⊗···⊗E
⊗nk−1
k−1
⊗ T˜ (k)nk
)
.
Then we define the map Tn : E(n) −→ B(H) by
Tn(ξ)h := T˜n(ξ ⊗ h), ξ ∈ E(n), h ∈ H.
Definition 2.3. Let K be a closed subspace of a Hilbert space H. The sub-
space K is called invariant(resp. reducing) (cf. [22]) for a covariant repre-
sentation (σ, T (1), . . . , T (k)) on H, if K is (σ, T (i))-invariant(resp. (σ, T (i))-
reducing) for 1 ≤ i ≤ k. Then it is evident that the natural ‘restriction’ of the
representation to K provides a new representation of E on K, which is called
a summand of (σ, T (1), . . . , T (k)) and we will denote it by (σ, T (1), . . . , T (k))|K.
Let A = {i1, . . . ip} ⊆ Ik, where Ik := {1, 2, . . . , k}, denote N
A
0 := {m =
(mi1 , · · · ,mip) : mij ∈ N0, 1 ≤ j ≤ p}. Let m = (mi1 , · · · ,mip) ∈ N
A
0 ,
define T˜Am : E(m)⊗σ H −→ H by
T˜Am = T˜
(i1)
mi1
(
I
E
⊗mi1
i1
⊗ T˜ (i2)mi2
)
· · ·
(
I
E
⊗mi1
i1
⊗···⊗E
⊗mip−1
ip−1
⊗ T˜
(ip)
mip
)
.
Moreover, if K is a σ(M)-invariant subspace, then we denote
L
A
m(K) :=
∨
{T (i1)mi1
(ηi1) · · · T
(ip)
mip (ηip)h : ηij ∈ E
⊗mij
ij
, 1 ≤ j ≤ p, h ∈ K}.
Clearly LAm(K) = T˜
A
m(E(m)⊗σ K). It is clear that L
A
m(K) is a smallest
(σ, T (i1), . . . , T (ip))-invariant subspace which contains K.
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Definition 2.4. (1) We say that the σ(M)-invariant closed subspace K
is said to be wandering for the covariant representation (σ, T (i1), . . . , T (ip))
if
K ⊥ LAm(K) for each m ∈ N
A
0 \ {0}.
(2) The covariant representation (σ, T (i1), . . . , T (ip)) is said to have the
generating wandering subspace property if there exists a wandering
subspace K ⊆ H for (σ, T (i1), . . . , T (in)) such that [K]TA = H, that
is,
H =
∨
m∈NA0
L
A
m(K).
Let A = {i1, . . . , in} be a non-empty subset of Ik, define the closed sub-
space WA of H by
WA :=
n⋂
j=1
H⊖ T˜ (ij)(Ej ⊗H).(2.3)
Moreover, if A = {i} we simply write Wi := H⊖ T˜
(i)(Ei ⊗H). Therefore
WA =
⋂
ij∈A
Wij .
Definition 2.5. A completely bounded, covariant representation (σ, T (1), . . . ,
T (k)) of E on a Hilbert space H is said to be doubly commuting (cf. [25]) if
for each distinct i, j ∈ {1, . . . , k} we have
(2.4) T˜ (j)
∗
T˜ (i) = (IEj ⊗ T˜
(i))(ti,j ⊗ IH)(IEi ⊗ T˜
(j)∗).
For distinct i, j ∈ {1, . . . , k}, a simple calculation (cf. [22, p. 460]) using
Equation (2.4) yields
T˜ (i)
∗
T˜ (i)T˜ (j)
∗
T˜ (j) = T˜ (j)
∗
T˜ (j)T˜ (i)
∗
T˜ (i).(2.5)
Thus the operators {IH − T˜
(i)∗ T˜ (i)}ki=1 commute to each other.
In the case of the isometric covariant representations of product systems
Solel proved in [25] that the doubly commuting condition (2.4) is equiva-
lent to Nica-covariance (see [13]). Our main theorem, Theorem 2.7, extends
Theorem 1.6 for the doubly commuting completely bounded covariant rep-
resentations. The following proposition is essential in this direction and it
follows immediately from [5, Proposition 4.6].
Proposition 2.6. Let E be a product system of C∗-correspondences over
N
k
0 and let (σ, T
(1), . . . , T (k)) be a doubly commuting completely bounded,
covariant representation of E on a Hilbert space H. Then for each non-
empty subset α ⊆ Ik, the subspace Wα is (σ, T
(j))-reducing, where j /∈ α.
Moreover
Wα ⊖ T˜
(j)(Ej ⊗Wα) =Wα ∩Wj, ∀ j /∈ α
7Theorem 2.7. Let (σ, T (1), . . . , T (k)) be a doubly commuting completely
bounded, covariant representation of the product system E on a Hilbert space
H satisfies one of the following properties:
(1) (σ, T (i)) is concave for each i = 1, . . . , k, that is,
‖T˜
(i)
2 (ηi⊗h)‖
2+‖ηi⊗h‖
2 ≤ 2‖(IEi⊗T˜
(i))(ηi⊗h)‖
2, ηi ∈ E
⊗2
i , h ∈ H;
(2) for any ζi ∈ E
⊗2
i ⊗H, κi ∈ Ei ⊗H
‖(IEi ⊗ T˜
(i))(ζi) + κi‖
2 ≤ 2(‖ζi‖
2 + ‖T˜ (i)(κi)‖
2).(2.6)
(3) ‖T˜ (i)(ξi)‖
2 + ‖T˜
(i)∗
2 T˜
(i)(ξi)‖
2 ≤ 2‖T˜ (i)∗T˜ (i)(ξi)‖
2, ξi ∈ Ei ⊗H.
Then for 2 ≤ m ≤ k, there exists 2m (σ, T (1), . . . , T (m))-reducing subspaces
{HA : A ⊆ Im} such that
H =
⊕
A⊆Im
HA,
where
HA =
∨
n∈NA0
L
A
n
 ⋂
j∈N
Im\A
0
L
Im\A
J (WA)
 .(2.7)
In particular, there exist 2k orthogonal (σ, T (1), . . . , T (k))-reducing subspaces
{HA : A ⊂ Ik} such that
H :=
⊕
A⊆Ik
HA,
and for each A ⊂ Ik and HA 6= {0}; (σ, T
(i))|HA has generating wandering
subspace property whenever i ∈ A and (σ, T (i))|HA is isometric and fully
co-isometric covariant representation whenever i ∈ In \ A. Moreover, the
above decomposition is unique.
Proof. We shall prove this result by Mathematical induction.
Supposem = 2 : Apply Wold-type decomposition, Theorem 1.6, to the com-
pletely bounded, covariant representation (σ, T (1)) which satisfies Eqn(2.6)
or concave, we get
H =
∨
n1∈N0
T˜ (1)n1 (E
⊗n1
1 ⊗W1)
⊕ ⋂
n1∈N0
ran(T˜ (1)n1 )

=
∨
n1∈N0
L
(1)
n1
(W1)
⊕ ⋂
n1∈N0
L
(1)
n1
(H)
 .
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Since W1 is a (σ, T
(2))- reducing subspace, by applying the Wold-type de-
composition to (σ, T (2))|W1 , we have
W1 =
∨
n2∈N0
L
(2)
n2
(W1 ⊖ L
(2)(W2))
⊕ ⋂
n2∈N0
L
(2)
n2
(W1)

=
∨
n2∈N0
L
(2)
n2
(W1 ∩W2)
⊕ ⋂
n2∈N0
L
(2)
n2
(W1)
 ,
where the second equality follows from Proposition (2.6). Therefore
H =
∨
n1∈N0
L
(1)
n1
(W1)
⊕ ⋂
n1∈N0
L
(1)
n1
(H)
 .
=
∨
n1∈N0
L
(1)
n1
 ∨
n2∈N0
L
(2)
n2
(W1 ∩W2)
⊕ ⋂
n2∈N0
L
(2)
n2
(W1)
⊕ ⋂
n1∈N0
L
(1)
n1
(H)

=
∨
n∈N20
L
A
n (W1 ∩W2)
⊕ ∨
n1∈N0
L
(1)
n1
 ⋂
n2∈N0
L
(2)
n2
(W1)
⊕ ⋂
n1∈N0
L
(1)
n1
(H)
 ,
(2.8)
where A = {1, 2}. The last equality follows that
∨
n1∈N0
L
(1)
n1
 ⋂
n2∈N0
L
(2)
n2
(W1)
 = ⋂
n2∈N0
L
(2)
n2
 ∨
n1∈N0
L
(1)
n1
(W1)
 ⊆ ⋂
n2∈N0
L
(2)
n2
(H),
∨
n∈N20
L
A
n (W1 ∩W2) =
∨
n2∈N0
L
(2)
n2
 ∨
n1∈N0
L
(1)
n1
(W1 ∩W2)
 ⊆ ∨
n2∈N0
L
(2)
n2
(W2).
Applying Theorem 1.6 again for the completely bounded, covariant rep-
resentation (σ, T (2)) which satisfies Equation (2.6) or concave, we obtain
H =
∨
n2∈N0
L
(2)
n2
(W2)
⊕ ⋂
n2∈N0
L
(2)
n2
(H)
 ,
yields
⋂
n1∈N0
L
(1)
n1
(H) =
∨
n2∈N0
L
(2)
n2
 ⋂
n1∈N0
L
(1)
n1
(W2)
⊕ ⋂
n∈N20
L
A
n (H),(2.9)
since W2 is (σ, T
(1))-reducing and
⋂
n∈N20
L
A
n (H) ⊆
⋂
n2∈N0
L
(2)
n2 (H).
9After applying Equations (2.8) and (2.9), we get
H =
∨
n∈N20
L
A
n (W1 ∩W2)
⊕ ∨
n1∈N0
L
(1)
n1
 ⋂
n2∈N0
L
(2)
(n2)
(W1)

⊕ ∨
n2∈N0
L
(2)
n2
 ⋂
n1∈N0
L
(1)
n1
(W2)
⊕ ⋂
n=∈N20
L
A
n (H), where A = {1, 2}.
that is,
H =
⊕
A⊆Im
HA,
where HA as in (2.7) for each A ⊆ I2
For the case m + 1 ≤ n. Let us assume that for each m < n, we have
H =
⊕
A⊆Im
HA, where for each non-empty subset A of Im
HA =
∨
n∈NA0
L
A
n
 ⋂
j∈N
Im\A
0
L
Im\A
J (WA)
(2.10)
and when A is an empty set,
HA =
⋂
n∈Nm0
L
Im
n (H).
We want to prove this result for m+ 1 ≤ k, that is,
H =
⊕
A⊆Im+1
HA.
SinceWA is (σ, T
(m+1))-reducing subspace for all non-empty subset A ⊆ Im,
Theorem 1.6 for (σ, T (m+1))|WA provides us
WA =
∨
nm+1∈N0
L
(m+1)
nm+1
(WA ⊖ L
(m+1)(Wm+1))
⊕ ⋂
nm+1∈N0
L
(m+1)
nm+1
(WA)

=
∨
nm+1∈N0
L
(m+1)
nm+1
(WA ∩Wm+1)
⊕ ⋂
nm+1∈N0
L
(m+1)
nm+1
(WA)
 .
Note that
⋂
j∈N
Im\A
0
L
Im\A
J (WB) ⊆ Wm+1, where B = A∪ {m+ 1}. Then
∨
n∈NB0
L
B
n
 ⋂
j∈N
Im\A
0
L
Im\A
J (WB)
 ⊆ ∨
nm+1∈N0
L
(m+1)
nm+1
(Wm+1),
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∨
n∈NA0
L
A
n
 ⋂
j∈N
Im+1\A
0
L
Im+1\A
J (WA)
 ⊆ ⋂
nm+1∈N0
L
(m+1)
nm+1
(H),
and hence it follows that
HA =
∨
n∈NA0
L
A
n
 ⋂
j∈N
Im\A
0
L
Im\A
J (WA)

=
∨
n∈NA0
L
A
n
 ⋂
j∈N
Im\A
0
L
Im\A
J
 ∨
nm+1∈N0
L
(m+1)
nm+1
(WB)
⊕ ⋂
nm+1∈N0
L
(m+1)
nm+1
(WA)


=
∨
n∈NB0
L
B
n
 ⋂
j∈N
Im\A
0
L
Im\A
J (WB)
⊕
 ∨
n∈NA0
L
A
n
 ⋂
j∈N
Im+1\A
0
L
Im+1\A
J (WA)

 ,
Using Theorem 1.6, for the completely bounded, covariant representation
(σ, T (m+1)) which satisfies Equation (2.6) or concave, we have
H =
∨
nm+1∈N0
L
(m+1)
nm+1
(Wm+1)
⊕ ⋂
nm+1∈N0
L
(m+1)
nm+1
(H)
 .
When A is an empty set,
HA =
⋂
n∈NA0
L
A
n (H)
=
⋂
n∈NA0
L
A
n
 ∨
nm+1∈N0
L
(m+1)
nm+1
(Wm+1)
⊕ ⋂
nm+1∈N0
L
(m+1)
nm+1
(H)

=
∨
nm+1∈N0
L
(m+1)
nm+1
 ⋂
n∈NA0
L
A
n (Wm+1)
⊕⊕
n∈NB0
L
B
n (H)
 .
It follows from the above orthogonal decomposition of H that (σ, T (i))|HA
has an generating wandering subspace property for all i ∈ A, and is an
isometric and fully co-isometric covariant representation for all i ∈ Im\A (cf.
Theorem 1.6). The uniqueness also follows immediately from the uniqueness
of Theorem 1.6. 
The following definition of induced representation is a generalization of
the multiplication operators Mzi ⊗ IH on the vector valued Hardy space
H2H(D
k).
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Definition 2.8. Let E be the product system over Nk0, and let pi be a repre-
sentation of M on a Hilbert space K. Define the Fock module of E,
F(E) :=
⊕
n∈Nk0
E(n).
Note that F(E) is a C∗ correspondence over M, where φ∞ denotes the
canonical left action of M on F(E). Define a completely contractive co-
variant representation (ρ, S(i)) of Ei on the Hilbert space F(E) ⊗pi K (cf.
[22]) by
ρ(a) := φ∞(a)⊗ IK, a ∈ M
and
S(i)(ξi) = Tξi ⊗ IK, i ∈ {1, · · · , k}, ξi ∈ Ei,
where Tξi denotes the creation operator on F(E) determined by ξi, that is,
Tξi(η) = ξi⊗η, where η ∈ F(E). It is easy to see that the above representation
(ρ, S(1), . . . , S(k)) is doubly commuting isometric covariant representation of
E on the Hilbert space F(E)⊗pi K. Any covariant representation of E which
is isomorphic to (ρ, S(1), . . . , S(k)) is called an induced representation.
Let (σ, T (1), . . . , T (k)) be a completely bounded covariant representation of
E on the Hilbert spaceH. LetW be a wandering subspace for (σ, T (1), . . . , T (k)),
that is, W ⊥Lkn(W), n ∈ N
k
0\{0}. Let K be the smallest (σ, T
(1), . . . , T (k))-
invariant subspace containing W, that is
K =
∨
n∈Nk0
L
k
n(W).
Remark 2.9. (i) The wandering subspace is unique. Indeed, the unique-
ness of the wandering subspace follows from
K ⊖
(
k∑
i=1
L
i(K)
)
=
W⊕ ∨
n∈Nk0\{0}
L
k
n(W)
 ⊖
 ∨
n∈Nk0\{0}
L
k
n(W)
 =W.
Therefore W =
⋂k
i=1 kerT |
(i)∗
K .
(ii) Suppose (σ, T (1), . . . , T (k)) be a doubly commuting, isometric covari-
ant representation of E on the Hilbert space H. Let n = (n1, · · · , nk),m =
(m1, · · · ,mk) ∈ N
k
0 with n 6= m, ni 6= mi for some i ∈ Ik. Let ξn ∈
E(n), ηm ∈ E(m) and h1, h2 ∈ W. Assume ni < mi, then for X :=(
I
E
⊗ni
i
⊗ (I
E
⊗(mi−ni)
i
⊗ T˜n−niei)(tn−niei,(n−m)ei ⊗ I)(IE(n−niei) ⊗ T˜
(i)∗
mi−ni)
)
we have
〈T˜n(ξn ⊗ h1), T˜m(ηm ⊗ h2)〉
= 〈(I
E
⊗ni
i
⊗ T˜
(i)∗
mi−ni
T˜n−niei)(ξn ⊗ h1), (IE⊗mii
⊗ T˜m−miei)(ηm ⊗ h2)〉
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= 〈X(ξn ⊗ h1), (IE⊗mii
⊗ T˜m−miei)(ηm ⊗ h2)〉 = 0 (∵ h1 ∈ kerT |
(i)∗
K ).
Thus, Lkn(W)⊥L
k
m(W) for all distinct n,m ∈ N
k
0. Hence
K =
∨
n∈Nk0
L
k
n(W) =
⊕
n∈Nk0
L
k
n(W).
(iii) If (σ, T (1), . . . , T (k)) be a isometric doubly commuting covariant rep-
resentation of E on the Hilbert space H, then it satisfies hypothesis of
the Theorem 2.7. Therefore, HA as in Theorem 2.7, can be written
as
HA =
∨
n∈NA0
L
A
n
 ⋂
j∈N
Im\A
0
L
Im\A
J (WA)

=
⊕
n∈NA0
L
A
n
 ⋂
j∈N
Im\A
0
L
Im\A
J (WA)
 .
The following corollary extends [22, Theorem 2.4]:
Corollary 2.10. Let E be a product system of C∗-correspondences over Nk0.
Let (σ, T (1), . . . , T (k)) be a doubly commuting isometric covariant represen-
tation of E on a Hilbert space H. Then for 2 ≤ m ≤ k, there exists 2m
(σ, T (1), . . . , T (m))-reducing subspaces {HA : A ⊆ Im} such that
H :=
⊕
A⊆Im
HA,
where
HA =
⊕
n∈NA0
L
A
n
 ⋂
j∈N
Im\A
0
L
Im\A
J (WA)
 ,
and for each A ⊂ Ik and HA 6= {0}; (σ, T
(i))|HA is an induced representation
whenever i ∈ A and (σ, T (i))|HA is fully coisometric whenever i ∈ In \ A.
Moreover, the above decomposition is unique.
The next result, is the generating wandering subspace property of the co-
variant representations of product systems, is a generalization of [4, corollary
2.4]
Corollary 2.11. Let E be a product system of C∗-correspondences over Nk0.
Let (σ, T (1), . . . , T (k)) be as in Theorem 2.7 such that (σ, T (j)) is analytic.
Let K be a (σ, T (1), . . . , T (k))-reducing subspace. Then (σ, T (1), . . . , T (k))|K
has generating wandering subspace property,
K =
∨
n∈Nk0
L
Ik
n (W),
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for some wandering subspace W for (σ, T (1), . . . , T (k))|K. Moreover, W is
unique, in fact W =
⋂k
i=1 kerT |
(i)∗
K . In particular,
WIk =
k⋂
i=1
Wi,
is a generating wandering subspace for (σ, T (1), . . . , T (k)), that is,
H =
∨
n∈Nk0
L
Ik
n (WIk).
Proof. Since (σ, T (1), . . . , T (k)) is analytic, then for each i ∈ Ik⋂
ni∈N0
L
i
ni
(K) ⊆
⋂
ni∈N0
L
i
ni
(H) = {0}.
This implies that, (σ, T (1), . . . , T (k))|K is analytic and it satisfies hypothesis
of the Theorem(2.7). So, without loss of generality we can assume that
K = H. Hence the result follows from the proof of Theorem 2.7. 
Note that, if (σ, T ) be a isometric covariant representation of E on the
Hilbert space H. Then by Theorem 1.6, (σ, T ) is analytic if and only if
(σ, T ) is an induced representation.
Theorem 2.12. Let (σ, T (1), . . . , T (k)) be an isometric covariant represen-
tation of the product systems E over Nk0 on the Hilbert space H. Then the
following conditions are equivalent:
(1) There exists a wandering subspace W for (σ, T (1), . . . , T (k)) such that
H =
⊕
n∈Nk0
L
Ik
n (W).
(2) For every j ∈ Ik, (σ, T
(j)) is an induced representation and (σ, T (1), . . . , T (k))
is doubly commuting.
(3) There exists j ∈ Ik such that (σ, T
(j)) is an induced representation
and the wandering subspace for (σ, T (j)) is
Wj =
⊕
n∈Nk0 ,nj=0
L
Ik
n
(
k⋂
i=1
Wi
)
.
(4) WIk is a wandering subspace for (σ, T
(1), . . . , T (k)) and H =
⊕
n∈Nk0
L
Ik
n (WIk).
(5) (σ, T (1), . . . , T (k)) is isomorphic to an induced representation (ρ, S(1), · · · S(k))
induced by some representation pi on K with dimK = dimWIk .
Proof. (1) =⇒ (2): Observe that, for each j, 1 ≤ j ≤ k,
H =
⊕
n∈Nk0
L
Ik
n (W) =
⊕
n∈N0
L
j
n
 ⊕
n∈Nk0 ,nj=0
L
Ik
n (W)
 .(2.11)
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It implies that (σ, T (j)) is an induced representation. Let h ∈ H such that
h =
∞∑
n=0
T˜ (j)n (ξ
j
n ⊗ hn), where ξ
j
n ∈ E
⊗n
j , hn ∈
⊕
n∈Nk0 ,ni=0
L
Ik
n (W).
Then for all i 6= j and ξi ∈ Ei, we have
(IEj ⊗ T˜
(i))(ti,j ⊗ I)(IEi ⊗ T˜
(j)∗)(ξi ⊗ h)
= (IEj ⊗ T˜
(i))(ti,j ⊗ I)(IEi ⊗ T˜
(j)∗)
∞∑
n=0
(ξi ⊗ T˜
(j)
n (ξ
j
n ⊗ hn))
=
∞∑
n=1
(IEj ⊗ T˜
(i))(ti,j ⊗ I)(IEi ⊗ T˜
(j)∗)(ξi ⊗ T˜
(j)
n (ξ
j
n ⊗ hn))
=
∞∑
n=1
(IEj ⊗ T˜
(i))(ti,j ⊗ I)(IEi ⊗ IEj ⊗ T˜
(j)
n−1)(ξi ⊗ ξ
j
n ⊗ hn)) (using Equation (2.2))
=
∞∑
n=1
T˜ (j)
∗
T˜ (i)(IEi ⊗ T˜
(j)
n )(ξi ⊗ ξ
j
n ⊗ hn)) (using Equations (2.1) and (2.2))
= T˜ (j)
∗
T˜ (i)(ξi ⊗ h)) (using Equation (2.11)).
Hence (σ, T (1), . . . , T (k)) is doubly commuting.
(2) =⇒ (3): By Corollary 2.11 we obtain
H =
⊕
n∈Nk0
L
Ik
n
(
n⋂
i=1
Wi
)
=
⊕
n∈N0
L
j
n
 ⊕
n∈Nk0 ,nj=0
L
Ik
n
(
k⋂
i=1
Wi
) ,
and hence (3) follows.
(3) =⇒ (4): Given that (σ, T (j)) is an induced representation with the
wandering subspace
Wj =
⊕
n∈Nk0 ,nj=0
L
Ik
n
(
k⋂
i=1
Wi
)
.
It follows that
H =
⊕
n∈N0
L
j
n(Wj) =
⊕
n∈N0
L
j
n
 ⊕
n∈Nk0 ,nj=0
L
Ik
n
(
k⋂
i=1
Wi
) = ⊕
n∈Nk0
L
Ik
n
(
k⋂
i=1
Wi
)
,
and hence (4) follows.
(4) =⇒ (5): Define σ0 := σ|WIk and define the unitary operator
U : H
= ⊕
n∈Nk0
T˜n (E(n) ⊗σ0 WIk)
→ F(E)⊗σ0 WIk ,
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by
U(
∑
n∈Nk0
T˜n(wn)) :=
∑
n∈Nk0
wn, where wn ∈ E(n)⊗σ0 WIk .
Then it is easy to see that
UT (j)(ξj) = S
(j)(ξj)U, Uσ(a) = ρ(a)U
for every ξj ∈ Ej , a ∈ M, j ∈ Ik, where (ρ, S
(1), . . . , S(k)) is an induced
representation induced by σ0.
(5) =⇒ (1): is obvious.

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