Such adapted decompositions perform compression and analysis simultaneously. We have designed an idealized graphical presentation of the time-frequency information obtained by such a best-adapted waveform analysis, and from such presentations we can recognize and extract transient features such as parts of speech. Finally, we have shown that the negligibly small components in the analysis may be treated as noise and discarded, and we have designed an iterative algorithm for extracting coherent signals from such noise. Adapted wavelet analyses are practical for realistic signal sizes because the underlying algorithms have low computational complexity. Figure 21 : Schematic of adapted waveform de-noising. component is extracted at each iteration. That procedure always produces the best decomposition, at the cost of many more iterations plus more work for each iteration. Mallat's stopping criterion is to test the amplitude ratio of successive extracted amplitudes; this is a method of recognizing remainders which have the statistics of random noise.
As an example, we start with a mechanical rumble masked by the noise of aquatic life, recorded through an underwater microphone. The calculations were performed by the program \denoise" 11, 3], using = 0:5 and manually limiting the number of iterations to 4. This application is also described in 8]; the data was provided through R. R. Coifman. Figure 22 shows the original signal paired with its de-noised version. 
Conclusion
We have analyzed one-dimensional sampled continuous waveforms by decomposing them into building blocks or atoms. The main desirable feature is that the atoms be well-localized both in the time domain and in the frequency domain, in the manner of windowed sines and cosines or Gabor functions. Wavelets and related functions like wavelet packets and local cosines can also be used in such decompositions. They have the added advantage that the resulting expansions are orthogonal or energy-preserving, allowing us to compare and adapt expansions to signals in order to minimize the cost of representation.
the one minimizing the cost of representing f. We put the coe cients of f with respect to this basis into decreasing order of amplitude. The rate at which the coe cients decrease controls the theoretical dimension N 0 , which is a number between 1 and N describing how many of the coe cients are signi cant. We can de ne N 0 in several ways; the simplest is to count the coe cients with amplitudes above some threshold. Another is to exponentiate the entropy of the coe cient sequence, which matches the criterion in Equation 1. Theoretical dimension is a kind of information cost. We will say that the signal is incoherent if its theoretical dimension is greater than a preset \bankruptcy" threshold > 0. The threshold is chosen to determine if unacceptably bad compression was obtained even with the best choice of waveforms. This condition terminates the iteration when further decompositions gain nothing. If the signal is not incoherent, then we can pick a fraction > 0 and decompose f into c 1 + r 1 , where c 1 is reconstructed from the N 0 big coe cients, while r 1 is the remainder reconstructed from the small ones. We proceed by using r 1 ; r 2 ; : : : as the signal and iterating the decomposition. The procedure is depicted in Figure 21 . We can stop after a xed number of decompositions, or else we can iterate until we are left with a remainder whose theoretical dimension exceeds . We then superpose the coherent parts to get the coherent part of the signal. What remains quali es as noise to us, because it cannot be well-represented by any sequence of our adapted waveforms. Thus the adapted waveform de-noising algorithm peels a particular signal into layers; we take as many of the top layers as we want, assured that the bottom layers are not cost-e ective to represent. The two parameters, and , can be adjusted to match an a priori estimate of the signal-to-noise ratio, or can be adjusted by feedback to get the cleanest-looking signal if no noise model is known. Adapted waveform de-noising is a fast approximate version of the matching pursuit procedure described by Mallat 12]. There the waveforms are Gaussians, and just one 5 Adapted waveform \de-noising"
It is also possible to expand a signal in several libraries of waveforms and then to choose the library which best represents it. Or, if no library does particularly well, we can peel o layers of a signal by taking one or a few waveforms out at a time, then re-analyzing the remainders. These are examples of meta-algorithms which are used at a high level to choose an appropriate analysis for the given signal.
As an application combining these ideas we now describe an algorithm for de-noising or, more precisely, coherent structure extraction. This is a di cult and ill-de ned problem, not least because what is \noise" is not always well-de ned. We chose instead to view an N-sample signal as being noisy or incoherent relative to a basis of waveforms if it does not correlate well with the waveforms of the basis, i.e., if its entropy is of the same order of magnitude as log(N) ?
(1) with small . From this notion, we are led to the following iterative algorithm based on the several previously-de ned libraries of orthonormal bases. We start with a signal f of length N, nd the best basis in each library and select from among them the \best" best basis,
Figure 11: Segmentation of a French phrase into voiced and unvoiced portions.
into voiced and unvoiced segments 16], as shown in Figure 11 , or even phonemes. The adapted wavelet packet decomposition uses the same choice algorithm, only it produces an adapted segmentation of the frequency axis rather than the time axis.
Compression
The compressibility of a sampled signal is the ratio of the total area of the phase plane (N, for a signal sampled at N points) divided by the total area of the dark information cells (each of area 1). We may automatically analyze signals by expanding them in the best basis, then drawing the corresponding phase plane representation. The negligible components need not be drawn, as it is not relevant which particular basis is chosen for a subspace containing negligible energy. As done for the Gaussians in Figure 2 , signals can be automatically analyzed in their best restriction on the aspect ratios is sometimes useful to avoid undesirable artifacts in partial reconstructions. We can proceed as follows in our adapted windowed Fourier transform example: we start with the adjacent small intervals and determine the expansion coe cients on each one separately. We then compute the expansion coe cients on the union. Now we can choose that expansion for which the number of coe cients needed to capture 99% of the energy is smallest. Or, we can choose that expansion whose \cost" is smallest: information cost, coding cost, error cost, : : : We compare the cost of the chosen expansions on two adjacent unions of pairs to the expansion on their union and again pick the best. We continue until we reach an optimal distribution of time windows 7]. This algorithm segments a signal into portions that are individually easy to describe. It can be combined with an appropriate recognition criterion to segment continuous speech until we reach the largest interval at the top level. This scheme is depicted in Figure 10 . Along the way we have obtained all dyadic windowed Fourier transforms as intermediate computations. We notice that every disjoint collection of intervals and their orthogonal bases provides us with an orthogonal basis for the union.
Choosing the \best basis"
A natural question that arises in connection with the windowed Fourier transform is how to place the windows. The window selection has a big e ect on the number of large coe cients in the expansion. So let us now turn to the question of optimizing the windows to obtain an e cient representation of a function. The best basis algorithm ts a phase plane cover to the signal so as to best concentrate the shading into the fewest information cells in the phase plane. This method can use rectangular information cells of all aspect ratios. The best level algorithm ts a cover of equal aspect ratio rectangles to the signal, so as to best concentrate the shading. The To illustrate a complete analysis in a library, we start with a description of an algorithm to compute the windowed Fourier sine expansion of a function on an interval from the Fourier expansion of its restrictions to the left half and the right half 1, 4, 13]. This procedure is depicted in Figure 9 . The main idea is that all the signals under the big (re ected) window or \bell" are combinations of signals under the two smaller windows. We see that in order to compute the Fourier expansion on the large interval, we can start with adjacent pairs of small intervals, combine coe cients to obtain the expansion on their union, and continue
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Figure 7: Grid-point and Fourier decompositions of the phase plane. most evident in Figure 7 , which shows the idealized information cells corresponding to grid-point samples (i.e., Dirac mass \waveforms") or sampled pure sine waves as phase plane atoms. It is also possible to apply the Hermite semigroup transform or angular Fourier transform to obtain information cells which make arbitrary angles with the time and frequency axes. Wavelet analysis 9, 10] corresponds to windowing frequency space in \octave" windows. Since the information cells have equal area, they cover the phase plane in the manner depicted in Figure 8 . A natural extension therefore is provided by allowing all dyadic windows in frequency space and adapted window choice. This sort of analysis is equivalent to wavelet packet analysis. The wavelet packet library is constructed by recursion of the wavelet algorithm. This library rectangles, whose dimensions depend upon the window size. Two choices of window size are shown in Figure 4 . It is still necessary to choose a window size appropriate to the analysis. Our measure of quality will be the amount of white space, or negligible waveforms, in the time frequency analysis of a signal. Lots of white space means that most of the components have negligible energy, so that that the signal energy is concentrated into just a few waveforms. Very short windows are most e cient for sharp impulses, while long windows correspond to information cells which spread energy all over the phase plane, as seen in Figure 5 . Conversely, long windows are more e cient than short ones for nearly continuous tones, as depicted in Figure 6 . Hence it can be useful to examine the signal in many window sizes at once and then to choose the best basis in the sense of e cient representation.
Remark. The Fourier transform is a rotation by 90 degrees in the phase plane. This is analysis methods, it also suggests new methods of organization and analysis of operators on the signals we have analyzed. These include nonstandard forms for nonlinear operators which better display the interactions among di erent signal parts, and discrete phase plane approximations for the evaluation of complicated operators. A calculus in compressed variables exists 19, 2] exists, making adapted transform methods useful for fast numerical algorithms, for data manipulation and for large scale computation.
Example libraries of waveforms
Our goal is to introduce a variety of techniques permitting the mathematician, scientist or engineer to choose the appropriate analysis method in this catalogue of tools and apply it to practical problems. In an orthogonal adapted waveform analysis, the user is provided with a collection of standard libraries of waveforms|called wavelets, wavelet packets, and windowed trigonometric waveforms|which can be combined to t speci c classes of signals. All these functions are phase plane atoms. Examples of such waveforms are displayed in Figure 3 . These libraries are used because they come equipped with fast numerical algorithms, enabling real-time implementation of a variety of analysis and signal processing tasks. These include data compression, parameter extraction for recognition and diagnostics, and fast transformation and manipulation of digital data. The process of analysis is usually done by comparing acquired segments of data with stored waveforms. The numerical comparison algorithm itself is fast and perfectly conditioned, always being a factored sparse orthogonal transformation. The most e cient orthonormal basis for compression of the signal is selected and used to extract and manipulate relevant features. Consider rst the short-time or windowed Fourier transform. Here the basis functions are exponentials, or maybe sines and cosines, which are enveloped so they oscillate only for a short time before going back to zero. They yield a tiling of the phase plane by congruent computation. In fact we claim that the search for computational e ciency is intimately related to e ciency in representation (i.e., compression ) and to pattern extraction, or structural understanding. This is traditionally done by choosing appropriate decomposition of the signal into components in the phase plane|an abstract 2-dimensional signal representation in which time and frequency are the horizontal and vertical axes, respectively. A waveform is represented by a rectangle in this plane, as seen in Figure 1 . Let us call such a rectangle an information cell. The position in time and the main frequency can be read from the coordinates of the center of the rectangle. The uncertainty in time and the uncertainty in position are given by the width and height of the rectangle, respectively. Heisenberg's inequality, or the uncertainty principle, implies that the area of such a rectangle can never be less than 1. The amplitude of a waveform can be encoded by darkening the rectangle in proportion to its waveform's energy. We will only use phase plane atoms in our analysis; these are waveforms which are so well localized in both time and frequency that the areas of their information cells must be close to 1. They may be represented by information cells of equal area in the phase plane. A basis of such atoms corresponds to a cover of the phase plane by rectangles, and we will depict an orthonormal basis by using disjoint rectangles of exactly equal (unit) area. Of course, only the Gaussian function g(t) = e ?t 2 , dilated or modulated, has the minimal information cell area. The other phase plane atoms are not too far o , though, and we will avoid the many restrictions of the Gaussian by relaxing the minimality condition. The only price we will have to pay is that a single atom might in practice require a few of the approximate atoms. Figure 2 shows the output of such an approximate analysis on two Gaussian phase plane atoms. An orthogonal adapted waveform analysis 20] approach provides a numerical recipe for the decomposition; the covering partitions are chosen to achieve maximum e ciency with respect to an information cost function. We describe some new libraries of waveforms well-adapted to various numerical analysis and signal processing tasks. The main point is that by expanding a signal in a library of waveforms which are well-localized in both time and frequency, one can achieve both understanding of structure and e ciency in computation. We brie y cover the properties of the new \wavelet packet" and \localized trigonometric" libraries. The main focus will be applications of such libraries to the analysis of complicated transient signals: a feature extraction and data compression algorithm for speech signals which uses best-adapted time and frequency decompositions, and an adapted waveform analysis algorithm for removing sh noises from hydrophone recordings. These signals share many of the same properties as EEG traces, but with distinct features that are easier to characterize and detect.
