Study on CAD Systems for Detection of Colorectal Cancers and Survival Prediction of Patients with Lung Diseases from CT images based on Deep Learning by 植村  知規
深層学習によるCT画像からの大腸がん検出と肺疾患
予後予測のためのCADに関する研究
著者 植村  知規
発行年 2021-02
その他のタイトル Study on CAD Systems for Detection of
Colorectal Cancers and Survival Prediction of
Patients with Lung Diseases from CT images










Study on CAD Systems for Detection of Colorectal Cancers  
and Survival Prediction of Patients with Lung Diseases from CT images 












































































第 1章 序論 .............................................................................................................................. 1 
1.1 はじめに ................................................................................................................................. 1 
1.1.1 コンピュータ診断支援／検出システム ........................................................................... 1 
1.1.2 大腸がん .......................................................................................................................... 4 
1.1.3 間質性肺疾患 ................................................................................................................... 5 
1.2 関連研究 ................................................................................................................................. 7 
1.2.1 大腸 CADシステム ......................................................................................................... 7 
1.2.2 予後予測システム.......................................................................................................... 12 
1.3 研究目的 ............................................................................................................................... 16 
1.4 論文の構成 ........................................................................................................................... 17 
第 2章 2.5/3次元畳み込みニューラルネットワークを用いた腹部 CT画像上の偽陽性
陰影の低減 .............................................................................................................................. 18 
2.1 はじめに ............................................................................................................................... 18 
2.2 CADシステム ....................................................................................................................... 18 
2.2.1 初期検出アルゴリズム .................................................................................................. 18 
2.2.2 偽陽性陰影低減部.......................................................................................................... 33 
2.3 偽陽性陰影低減モデル ......................................................................................................... 34 
2.3.1 畳み込みニューラルネットワーク ................................................................................ 34 
2.3.2 2.5次元畳み込みニューラルネットワーク.................................................................... 39 
2.3.3 3次元畳み込みニューラルネットワーク....................................................................... 40 
2.3.4 3D CNNモデル ............................................................................................................. 40 
2.3.5 アンサンブルによるサイズ不変性の獲得 ..................................................................... 42 
 
 
2.4 実験 ...................................................................................................................................... 44 
2.4.1 データセット ................................................................................................................. 44 
2.4.2 実験方法 ........................................................................................................................ 45 
2.4.3 実験結果 ........................................................................................................................ 45 
2.5 考察 ...................................................................................................................................... 49 
2.6 結論 ...................................................................................................................................... 51 
第 3章 データ拡張による偽陽性陰影分類モデルの分類性能改善 ................................ 52 
3.1 はじめに ............................................................................................................................... 52 
3.2 既存のデータ拡張法............................................................................................................. 53 
3.2.1 線形/非線形変換によるデータ拡張 ............................................................................... 53 
3.2.2 Generative Adversarial Networkによるデータ拡張 .................................................. 53 
3.3 Glowによるデータ拡張法 .................................................................................................... 61 
3.3.1 アーキテクチャ ............................................................................................................. 61 
3.3.2 3D Glow ......................................................................................................................... 70 
3.3.3 3D Glowによるデータ生成 ........................................................................................... 70 
3.4 実験 ...................................................................................................................................... 72 
3.4.1 データセット ................................................................................................................. 72 
3.4.2 実験方法 ........................................................................................................................ 72 
3.4.3 実験結果 ........................................................................................................................ 73 
3.5 考察 ...................................................................................................................................... 76 
3.6 結論 ...................................................................................................................................... 78 
第 4章 U-Radiomicsを用いた間質性肺疾患患者の CT画像解析による予後予測 ...... 79 
4.1 はじめに ............................................................................................................................... 79 
4.2 既存の予後予測バイオマーカー/モデル .............................................................................. 80 
 
 
4.2.1 GAP-index ..................................................................................................................... 80 
4.2.2 CPI: Composite Physiologic Index ............................................................................... 81 
4.2.3 %S-WAL ......................................................................................................................... 81 
4.2.4 TSS: Total Severity Score ............................................................................................. 81 
4.2.5 Laboratory tests ............................................................................................................ 82 
4.2.6 Cox比例ハザードモデル ............................................................................................... 82 
4.3 U-Radiomicsに基づく予後予測手法 ................................................................................... 83 
4.3.1 U-Net ............................................................................................................................. 84 
4.3.2 U-Radiomics .................................................................................................................. 84 
4.3.3 Elastic-net Cox Model .................................................................................................. 86 
4.4 実験 ...................................................................................................................................... 87 
4.4.1 データセット ................................................................................................................. 87 
4.4.2 実験方法 ........................................................................................................................ 88 
4.4.3 実験結果 ........................................................................................................................ 89 
4.5 考察 ...................................................................................................................................... 94 
4.6 結論 ...................................................................................................................................... 96 
第 5章 敵対的生成ネットワークを用いた間質性肺疾患患者の生存時間予測 ............ 97 
5.1 はじめに ............................................................................................................................... 97 
5.2 DATE: Deep Adversarial Time-to-Event Modeling ........................................................... 98 
5.3 予後予測バイオマーカー ..................................................................................................... 99 
5.3.1 CrazyPCon: Crazy Paving Appearance/Consolidation ............................................... 99 
5.3.2 VOL-WAL ...................................................................................................................... 99 
5.4 pix2surv ............................................................................................................................. 100 
5.4.1 アーキテクチャ ........................................................................................................... 100 
 
 
5.4.2 時間画像 ...................................................................................................................... 101 
5.4.3 損失関数 ...................................................................................................................... 102 
5.5 実験 .................................................................................................................................... 103 
5.5.1 データセット ............................................................................................................... 103 
5.5.2 実験方法 ...................................................................................................................... 104 
5.5.3 実験結果 ...................................................................................................................... 105 
5.6 考察 ..................................................................................................................................... 110 
5.7 結論 ..................................................................................................................................... 111 
第 6章 考察 .......................................................................................................................... 112 
6.1 ポリープ検出 CADシステムにおける偽陽性陰影低減手法............................................... 112 
6.2 データ拡張による偽陽性陰影分類モデルの分類性能改善 ................................................. 113 
6.3 CT画像解析に基づく生存予後予測バイオマーカー ........................................................... 115 
6.4 CT画像解析に基づく生存時間予測モデル ......................................................................... 115 
第 7章 結論 .......................................................................................................................... 117 





第 1章 序論 
1.1 はじめに 
近年、日本における高齢化が進行しており、「人生 100年時代」とも呼ばれる現代において医療
分野では、生活の質(QOL: Quality of Life)の向上をより重視した低侵襲かつ高精度な診断/治療技術
の開発が進められている。例として、内視鏡手術支援ロボット da Vinci® Surgical System (Intuitive 
Surgical社)に代表される手術支援ロボット、CT(Computed Tomography)やMRI(Magnetic Resonance 
Imaging)といった画像を用いた画像誘導手術[1]、放射線治療における CT、MRI、PET(Positron 








画像が短時間で撮影可能となった。最新の CT撮影装置では、最小スライス厚 0.25 mm、1画素当









読影数の 3-5 %とされており、放射線学的研究における全体の誤診断率は 30 %程度存在すると推
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定されている[5]。年間 4 %の誤診断が起こると仮定すると、約 4000万件もの誤診断が発生してい
るとされる[6]。 
このような背景から、画像診断の分野において、医師の診断支援を目的としたコンピュータ支
援診断／検出(CAD: Computer Aided Diagnosis/Detection) システムが注目されている。CADシステ
ムは、計算機により CT (Computed Tomography)・MRI (Magnetic Resonance Imaging) 等の医用画像
の解析を行い、その解析結果を「第二の意見」として医師へ提示することが可能なシステムであ
る。CADシステムの利用により、診断精度と放射線科医の画像解釈の一貫性の向上、読影の負担
低減に繋がる[7]。これまでに、マンモグラフィをはじめ、胸部単純 X線、CT、MRI、PET (Positron 














1998 年に、米国のベンチャー企業である R2 Technology(現・Hologic 社)により開発された、検
診マンモグラフィ専用の CAD システムである「ImageChecker System」が、米国の食品医薬品局















うな状況は、2012 年以降の深層学習技術を根幹とした「第 3 次 AI ブーム」により大きく変化す
る。 
 深層学習技術と CADシステム 
2012 年に Krizhevsky ら[29]の提案した畳み込みニューラルネットワーク(CNN: Convolutional 
Neural Network)に基づく分類モデル (AlexNet)が、画像認識コンペティションである





深層学習による「第 3次 AIブーム」へと続く。 
表 1.1 医療 AIに関するガイドライン 
機関 題名 年 





















CNN の前身は 1980 年に Fukushima が提案した Neocognitron[30]であるとされている。
Neocognitron は、人間の視覚野を多層ニューラルネットワークにより模倣したモデルであり、画






商用 CADシステムの開発が改めて注目を集め、近年では、人工知能技術(AI: Artificial Intelligence)
を統合した CADシステム(医療 AI)の開発が企業により盛んに行われている。例として、富士フイ
ルム社は深層学習モデルによる CT・MRI 画像から臓器自動抽出アルゴリズムを取り入れた












亡データ」[42]より、大腸がんによる死亡者数は男性 3位、女性 1位、男女計 2位の好発部位であ
り、大腸がんが主たるがんの 1つであると理解できる[42]。大腸がんの危険因子は年齢、家族歴に
加え、高カロリー摂取および肥満、胆のう摘出後の大量のアルコール摂取、喫煙が挙げられる[43]。













































































































(%VC: %Vital Capacity)に基づいた生存中央値は、%VC>80%で 57ヶ月(約 5年)、60-80%で 29ヶ月






1.2.1 大腸 CADシステム 
大腸 CADシステムの構成要素は大きく分けて次の 3つに分類される。 
1. データ前処理: CT画像の正規化・標準化、リサイズ、大腸領域セグメンテーション等 
2. 病変候補の初期検出: 入力データから病変と疑われる領域の検出 



















































た関心体積(VOI: Volume of Interest)内の平均値、分散等の基本統計量に加え、 方向的ベクトル集






















































表 1.2 3次元構造とヘッセ行列の固有値・固有ベクトルの関係 
面状 線状 塊状 
𝜆3 ≪ 𝜆2 ≅ 𝜆1 ≅ 0 𝜆3 ≅ 𝜆2 ≪ 𝜆1 ≅ 0 𝜆3 ≅ 𝜆2 ≅ 𝜆1 ≪ 0 










cial Neural Network)[78]、ランダムフォレスト(RaF: Random Forest)[79]、サポートベクターマシン
(SVM: Support Vector Machine)[80,81]等が挙げられる。 
Gokturk ら[82]は偽陽性陰影低減のため、SVM を用いた簡素な検出器によって検出されたポリ
ープ陰影候補の病変・非病変分類を行うモデルを提案した。この手法では、Hough 変換によるス
























類し、組織毎に MTANN を構築することで性能改善を図る Multi-MTANN の提案も行った。
Multi-MTANN により既存 CAD における偽陽性率の大幅な改善が見られたと報告されている。
Suzuki ら[87]は、Multi-MTANN を大腸 CAD における偽陽性陰影低減に対し用いた。この手法で
は、MTANNを 3次元へと拡張を行った 3D MTANNを提案し、大腸 CADにおける主たる偽陽性

















































時酸素飽和量(計 5 種)、合計 7 種の変数から算出されるスコアである。CRP スコアの取り得る値







バイオマーカーである complete CPRを提案した。 
Leyら[96]は、IPF患者の定量的なリスク推定のために GAP(Gender, Age, Physiology)-indexを提
案した。GAP-indexは性別、年齢、生理学的検査(努力性肺活量、一酸化炭素拡散能力)の計 4種の
変数によって算出されるスコアである。GAP-indexの取り得る値の範囲は 0-8の整数値であり、病
状が悪化するほど高い値を示す。Lee[97]らは、GAP-index のスコアと IPF 患者の生存率との関係
を検証し、GAP-index と IPF 患者の死亡率に相関が存在することを示した。Morisset ら[98]は、
RA-ILD患者の予後予測のために、GAP-indexを用いた予後予測モデルを提案し、その有効性を示
した。Ryrsonら[99]は、GAP-indexを基に、すべての ILDに適用可能な ILD-GAP indexを提案した。
ILD-GAP indexでは、GAP-indexに対し ILDのタイプを変数として追加することにより、タイプの
異なる ILDへの GAP-indexの適用を可能としている。Low[100]は、ILD-GAP indexによる慢性 ILD
患者の死亡率予測が可能であることを示した。Kobayashiら[101]は、ILD-GAP indexにおいて、一
酸化炭素拡散能力をスコア計算から除外した modified ILD-GAP indexを提案し、非小細胞肺がん
の患者の死亡率予測に有効であることを示した。 
Wellsら[102]は、IPF患者の重症度定量化のために CPI(Composite Physiologic Index)を提案した。
CPIは、パーセント予測一酸化炭素拡散能(%DLco)、パーセント予測努力性肺活量(%FVC)、パーセ
ント予測 1秒量(%FEV1)の 3つの変数によって定められ、次式によって表される。 



















Kaplan-Meier(KM)法[106]、および、Cox比例ハザード(CPH: Cox Proportional Hazard)モデル[107]で
ある。KM 法は単変量解析な手法であるが、CPH モデルは多変量解析な手法であるため、予測モ
デルとして CPH モデルが用いられることが多い。King ら[108]は、病理組織学的パターンを説明
変数とした CPHモデルを用い、IPF患者の生存へそれぞれの変数が与える影響に関し、報告した。



















































次元ベースな CNN モデルを用いた検出手法ではなく、3次元ベースな CNNモデルを用いた検出
手法が求められる。本論文では、既存 CADシステムによって検出された病変候補に対し、陽性／
偽陽性の 2値分類を行う、新たな 2.5次元、および、3次元ベースな CNNモデルを提案し、CAD
システムの性能改善を行う。 
2. 小規模データセットにおける機械学習モデルの汎化性能の改善技術 






























文の序論を述べる．第 2 章では、2.5/3次元畳み込みニューラルネットワークを用いた腹部 CT画
像上の偽陽性陰影の低減について、続く第 3 章では、データ拡張による偽陽性陰影分類モデルの
分類性能改善について述べる。第 2章、および、第 3 章は大腸 CADシステムに関する内容であ
る。第 4 章では，セグメンテーションモデルを用いた間質性肺疾患患者の CT 画像解析による予
後予測について、第 5 章では，敵対的生成ネットワークを用いた間質性肺疾患患者の CT画像解
析による生存時間予測について述べる。第 4章、および、第 5章は予後予測に関する内容である。





第 2 章 2.5/3 次元畳み込みニューラルネットワークを用
いた腹部 CT画像上の偽陽性陰影の低減 
2.1 はじめに 





























1) ABE: anatomy-based extraction 
まず、CT 値ヒストグラムの算出と解析を行うことにより、身体の各部位(空気領域、脂肪、筋








Segmentation of the entire colon
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Input CT images
(b) Initial detection of
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(c) Second false-positives reduction of 
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CAD system detected polyps
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Extraction of ROI/VOI
Binary classification of ROI/VOI
by CNN model
Detected polyps
(b) Initial detection(c) Second false-positives reduction
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空気領域: 𝐿𝐴、脂肪: 𝐿𝐹、筋肉: 𝐿𝑀)が現れる。さらに、肺の CT 値の探索のため、体軸方向に上






は、表 2.2 における 2 つ閾値の組み合わせ(𝑇∗𝑈, 𝑇∗𝐿)による 2 値化と、その補正により行われる。2
値化は、CT値において、𝑇𝐴𝐿 以上、 𝑇𝐴𝑈 以下の値を示す領域をマスキングすることにより行われ
る。 
表 2.1 ピーク値の探索範囲 
Structure 
CT value range [H.U.] 
Minimum Maximum 
Air: 𝐿𝐴 -990 -900 
Lung: 𝐿𝐿 -950 -600 
Fat: 𝐿𝐹 -200 0 
Muscle: 𝐿𝑀 0 100 
 
表 2.2 各領域に対応する閾値 
Structure Thresholds CT value [H.U.] 
Outer air Upper 𝑇𝐴






𝐿 (2 × 𝐿𝑀 + 500)/3 
Lung Upper 𝑇𝐿
𝑈 𝐿𝐿 + 150 
 Lower 𝑇𝐿
𝐿 (𝐿𝐴 + 𝐿𝐿)/2 
Colonic walls Upper 
(original CT value) 
𝑇𝐶
𝑈 𝐿𝑀 − 50 
 Lower 
(original CT value) 
𝑇𝐶


















図 2.2 腹部 CT画像におけるグローバルヒストグラム: 3つの特徴的なピーク値を示
し、𝐿𝐴は空気、𝐿𝐹は脂肪、𝐿𝑀は筋肉に該当するピーク値を表す 
 
















































































る結腸壁の厚さが 3.0 mm – 4.0 mmとなるように実験的に決定する。 
2) CBA: colon-based analysis 
A の領域に含まれる B の領域を、𝐴 ∖ 𝐵として記述するとき、ABE による結腸セグメンテーシ
ョン: ?̃?+は以下のように表現される。 
 ?̃?+ = (𝐶 ∖ 𝑐̅) ∪ 𝐸′ (2.1) 
ここで、𝐶は実際の結腸壁領域、𝑐(𝑐 ⊂ 𝐶)は ABE によってセグメンテーションが行われなかった
領域、𝐸′は ABEによるセグメンテーションに含まれる結腸外領域を表す。ABEによるセグメンテ
ーションに含まれない領域: 𝑐は、一般に、CT 画像において正しく撮影が行われなかった領域で





 ?̃? = ?̃?+ ∩ ?̃?− (2.2) 
体積拡張のための初期シード点は、最下部の CTスライスから 4 cm上方の直腸?̃?+内から選択す
る。これは、直腸の検出が最も容易なためである。最下部の CTスライスから 4 cm上方に直腸が
存在しない場合、次の 2つのケースが考えられる。1つ目は最下部から 4 cmより上方に直腸が存














> 0.50 (2.3) 
2. セグメンテーション結果から推定される、上行結腸領域: 𝐶𝑎と下行結腸領域: 𝐶𝑑(左右対称な
領域)のボクセル数の差の比率は、20%未満でなければならない。 
3. 直腸の位置から推定される結腸全体の位置に整合性が保たれなければならない。 









大腸領域: ?̃?内を解析対象とし、以下の 3つのプロセスによりポリープ候補領域の決定を行う。 











曲率とは、曲面上の点に付随する局所的な性質である。ある点(ボクセル): 𝑝 = (𝑥, 𝑦, 𝑧)における
CT 値をℎ(𝑝)とすると、3 次元空間: ℝ3において、ある CT 値: 𝑎を持つ等値曲面: 𝑃は、次式によ
り与えられる。 
 𝑃 ≡ {𝑝 = (𝑥, 𝑦, 𝑧) ∈ ℝ3; ℎ(𝑝) = 𝑎} (2.4) 
Z 軸方向の点のマッピングを行うある関数: 𝜙(𝑥, 𝑦)によって表される、各点: 𝑝 = (𝑥, 𝑦, 𝜙(𝑥. 𝑦))に
おいて、小近傍領域: 𝑈が存在し、(𝑥, 𝑦)を(𝑢, 𝑣)により表現すると、等値曲面: 𝑃は次式によって表
される。 

























ここで、演算子: ×は 2ベクトルの外積、演算子: ‖ ∙ ‖はベクトルのノルムを表す。さらに、第 1
基本形式は次式(2.9)、および、第 2基本形式は次式(2.10)により表される。 
 𝐸 ≡ 𝑃𝑢 ∙ 𝑃𝑢, 𝐹 ≡ 𝑃𝑢 ∙ 𝑃𝑣, 𝐺 ≡ 𝑃𝑣 ∙ 𝑃𝑣 (2.9) 



































, 𝐹 = 1 +
ℎ𝑥ℎ𝑦
ℎ𝑧2































主曲率: 𝜅1(𝑝), 𝜅2(𝑝) (𝜅1 ≠ 𝜅2)は次式によって定義される[127,128]。 
 
𝜅1(𝑝) = 𝐻(𝑝) + √𝐻2(𝑝) − 𝐾(𝑝) 



























ここで、𝑝𝑒𝑟𝑚(𝑥, 𝑦, 𝑧)は(𝑥, 𝑦, 𝑧)の順列(𝑝𝑒𝑟𝑚(𝑥, 𝑦, 𝑧) ≡ {(𝑥, 𝑦, 𝑧), (𝑦, 𝑧𝑥), (𝑧, 𝑥, 𝑦),… })を表す。 
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間における円上に写像される。(𝜅1, 𝜅2)-空間に対応する図形を図 2.5 に示す。(𝜅1, 𝜅2)-空間におい
て、原点を中心とする円方向は SIに対応しており、図形の形状そのものの変化を表し、原点を通
る直線方向は CVに対応しており、図形のスケール変化を表す。例として、図 2.5に示されるよう
に、SIにより代表的な 5つの形状である、カップ(𝑆𝐼 = 0)、轍(𝑆𝐼 = 0.25)、鞍(𝑆𝐼 = 0.5)、稜(𝑆𝐼 = 0.75)、
キャップ(𝑆𝐼 = 1.0)の表現が可能である。SIによる図形の記述における大きな利点は、形状を連続
 























イズに応じ、決定される。検出対象であるポリープのサイズは、6 mm – 15 mm の小さなポリープ
であるため、CVの最大値、最小値は、それぞれ 0.08 mm-1(有効サイズ: 12.5 mm)、0.20 mm-1(有効
サイズ: 5.0 mm)として設定する。また、SIは形状を表す指標であり、本論文での検出対象である








行う。さらに、ポリープ周辺構造が持つ SI は、ポリープ中央における SI よりも小さな値、また
は、大きな値を示すため、ヒストグラム閾値処理に対する SI の最小値、最大値をそれぞれ 0.05 












る点(ポリープ候補における 1 ボクセル): 𝑝における特徴ベクトルを𝒇(𝑝)と表記することとする。
Fuzzy c-meansアルゴリズムは、類似した特徴ベクトル: 𝒇(𝑝)を持つ点: 𝑝をあるクラス: 𝐶𝑖へとグ
ループ化を行う。点: 𝑝、および、点: 𝑞の類似度はユークリッド距離: 𝑑(𝑝, 𝑞) ≡ ‖𝒇(𝑝) − 𝒇(𝑞)‖に
よって求められる。誤検出の除去を行うために Fuzzyクラスタリングを用いる利点は、メンバシ
ップ関数: 𝒰𝑖(𝑝) ∈ [0,1]を各データ点: 𝑝、および、各クラス: 𝐶𝑖に対し定義可能な点である。𝒰𝑖(𝑝)
の値が 1に近いほど、ある点: 𝑝がクラス: 𝐶𝑖に属する可能性が高いことを示す。Fuzzyクラスタ
リングを行うため、各ポリープ候補領域における重心位置を求め、重心位置を初期推定値として
用いる。次に、各点: 𝑝が𝑖番目に属する場合は、メンバシップ関数: 𝒰𝑖(𝑝) = 1、その場合は、
𝒰𝑖(𝑝) = 0に初期化する。特徴ベクトル: 𝒇(𝑝)は、[0,1]の範囲で正規化される。Fuzzyクラスタリ
ングはすべての点: 𝑝における特徴ベクトル: 𝒇(𝑝)を入力にとり、メンバシップ関数とクラス重心
の反復更新により、最適なクラス重心の探索を行う。最適化は、メンバシップ関数値によって重







minimum 0.08 [mm-1] 






minimum 0.05 [mm-1] 
maximum 0.25 [mm-1] 
Merging distance 12.5 [mm] 
Fuzzy membership 0.8 





































新は終了する。あるデータ点群: 𝑝におけるメンバシップ関数値: 𝒰𝑖(𝑝)が閾値: 𝑚を上回る場合、






 偽陽性陰影低減のための 3次元特徴量 
上述のアルゴリズムにより検出されたポリープ候補は、多くの偽陽性陰影を含む。偽陽性陰影
の低減のため、本論文では 3次元特徴量として、SI、CV、CT値、CT値濃度勾配、および、勾配





















ここで、𝐷は点: 𝑝を起点とした、対称的な 3次元方向ベクトル: 𝑑𝑖⃗⃗  ⃗の総数、角度: 𝜓𝑖𝑙(𝑝)は方向ベ
















max (𝑝) > 0 
𝑒𝑖
max(𝑝) + 𝑒𝑖+𝐷/2











ル: 𝑝における特徴量(SI、CV、CT値、CT値濃度勾配、GC、DGC): 𝑓𝑗、|𝑠𝑖|をポリープ候補領域: 
𝑠𝑖における総ボクセル数を表すこととする。 
 
図 2.5 勾配集中度算出のためのパラメータ: 勾配集中度は方向ベクトル𝑑𝑖 ⃗⃗⃗⃗ ⃗⃗ と勾配ベ




















































































の写像を行う、判別関数: 𝑔(𝑭𝑖): ℝ𝑛 → ℝが定められる。決定境界は𝑔(𝑭𝑖) = 0 により与えられる。




LDA は、最も単純な判別関数である、線形判別関数を用いた方法である。LDA の判別関数: 
𝑔𝐿𝐷𝐴(𝑭𝑖)は次式によって定められる。 
 𝑔𝐿𝐷𝐴(𝑭𝑖) = 𝔀𝑡𝑭𝑖 + 𝒄  (2.22) 
ここで、𝔀は𝑛次元の重みベクトル、𝒄は定数ベクトルを表す。𝐶𝑇𝑃、または、𝐶𝐹𝑃のいずれかに属
することが既知である学習データ群が与えられることにより、𝔀は次式によって与えられる。 
 𝔀= (∑TP +∑FP)−1(𝝁𝑇𝑃 + 𝝁𝐹𝑃) (2.23) 
ここで、∑は各クラスの特徴量の共分散行列、𝝁は各クラスの特徴量の平均値を表す。LDA の判
別関数: 𝑔𝐿𝐷𝐴(𝑭𝑖)の線形性により、決定境界は超平面を形成する。一方、QDA では、判別関数: 
𝑔𝑄𝐷𝐴(𝑭𝑖)が 2次判別関数により定義されるため、決定境界は超 2次曲面を形成する。QDAの判別
関数: 𝑔𝑄𝐷𝐴(𝑭𝒊)は次式により定義される。 




𝑡∑TP(𝑭𝑖 − 𝝁𝑇𝑃) −
1
2
(𝑭𝑖 − 𝝁𝐹𝑃)∑FP(𝑭𝑖 − 𝝁𝐹𝑃) + 𝒄 (2.24) 
以下では、簡単化のために、LDA、および、QDAによる判別関数を共に𝑔(𝑭𝑖)と表記する。 






𝐶𝑇𝑃 = {𝐹𝑖; 𝑔(𝑭𝒊) ≥ 𝑡} 






























られる。入力 2次元データにおけるある点: 𝑠 = (𝑖, 𝑗)に対応するノードに対する畳み込み演算出力: 
𝑢𝑖𝑗は次式により定められる。 
 𝑢𝑠 = ∑ 𝒙𝑖+𝑝,𝑗+𝑞𝔀𝒑𝒒
𝐾
(𝑝,𝑞)∈𝐾
+ 𝑏𝑠 (2.26) 
ここで、𝒙(∈ ℝ𝑘×𝑚)は入力データ、𝔀(∈ ℝ𝑛×𝑛)は𝑛 × 𝑛のサイズを持つ畳み込みカーネル、𝐾は畳
み込みカーネルにより覆われる正方領域の座標オフセット、𝑏𝑠はバイアスを表す。畳み込み演算
は入力の 1要素毎に行われるため、層全体の出力は 2次元の行列となる。畳み込み演算における















, 𝑦𝑖 = 𝛾?̂?𝑖 + 𝛽 (2.27) 
ここで、𝛾、𝛽は最適化によって得られるパラメータである。𝜖 はゼロ除算を防ぐための定数であ
り、𝜖 = 10−5 が推奨されている。また、𝜇ℬ、および、𝜎ℬ2は、𝑚個のデータ: 𝑥𝑖により構成される











分類部は、人工ニューラルネットワークと同様のネットワークを持ち、一般に 3 層、または 1
層の全結合層から成る。全結合層における𝑖番目のノードに対する演算出力: 𝑦𝑖は次式により定め
られる。 
 𝑦𝑖 = 𝒙𝒊










CNN において一般的に用いられる活性化関数は Softmax、ReLU: Rectified Linear Unit、






ReLU:      𝑦𝑖 = {
𝑥𝑖 𝑥𝑖 > 0
0 𝑥𝑖 ≤ 0
 
LReLU:   𝑦𝑖 = {
𝑥𝑖 𝑥𝑖 > 0








に 0.01等の小さな値が用いられる。表 2.4に代表的な CNNモデルである AlexNetのネットワー
ク構造を示す。 
 Residual Block 
CNNは層が深くなるほどモデルの表現力は向上し、より複雑な対象のモデリングが可能となる。
一方、単純な層の積み重ねによる CNN の深層化は、その性能悪化を引き起こすことが知られて






Input Image 1 227×227×3 - - - 
1 Convolution 96 55×55×96 11×11 4 ReLU 
 Max Pooling 96 27×27×96 3×3 2 - 
2 Convolution 256 27×27×256 5×5 1 ReLU 
 Max Pooling 256 13×13×256 3×3 2 - 
3 Convolution 384 13×13×384 3×3 1 ReLU 
4 Convolution 384 13×13×384 3×3 1 ReLU 
5 Convolution 256 13×13×256 3×3 1 ReLU 
 Max Pooling 256 6×6×256 3×3 2 - 
6 Fully Connected - 9216 - - ReLU 
7 Fully Connected - 4096 - - ReLU 
8 Fully Connected - 4096 - - ReLU 







る関数: 𝐹(𝑥)が、全体の出力: 𝐻(𝑥)と入力: 𝑥の差を求めるように関数: 𝐹(𝑥)のパラメータの最適
化を行う。 
 𝐹(𝑥) = 𝐻(𝑥) − 𝑥 (2.31) 
上式は、以下のように式変形が可能である。 
 𝐻(𝑥) = 𝐹(𝑥) + 𝑥 (2.32) 
すなわち、図 2.6 に示されるように、畳み込み層の出力に対し入力を加算することにより残差ブ
ロックを表現可能である。 
 Dense Block 
Residual Blockと同様、モデルの深層化を行うために、Dense Block[134]と呼ばれる構造の提
案もなされた。Dense Blockを持つ CNNモデルは DenseNetと呼ばれる。Residual Blockは、
畳み込み出力に対し、ブロックへの入力の加算を行うことにより、隣接する層間のみの情報伝達
を行うのに対し、Dense Blockは、各層の入力に対し前層の出力を結合することにより、離れた
層の情報の伝達を可能とする。Dense Blockの概要を図 2.7に示す。Dense Blockにおける第𝑖層
 












 𝑥𝑖 = 𝐻𝑙([𝑥0, 𝑥1, … , 𝑥𝑖−1]) (2.33) 









スト削減のために用いられる。通常の畳み込み層の演算において、入力マップサイズ: 𝑛 × 𝑛 × 𝑐、
畳み込みカーネルサイズ: 𝑘 × 𝑘、畳み込みフィルタ数: 𝑓であるとする。このとき、畳み込み層の
計算量: 𝑂(𝐶)は次式により表される。 


















































上述の CNN は、2 次元画像を対象としたモデルであるため、入力として 2 次元画像データを
用いる必要がある。一方、CTボリュームデータは 3次元データであるため、2次元ベースの CNN
モデルによる直接の解析は不可能である。従って、3 次元データの 2 次元への圧縮を行わなけれ
ばならない。 
本論文では、直交断面ベースな画像変換による圧縮方法を提案する。この方法では、まず、CT
画像空間における体軸断面(Axial Plane)、矢状断面(Sagittal Plane)、冠状断面(Coronal Plane)
の互いに直交する 3 断面から、注目点を中心としたあるサイズ: 𝑛を持つ正方矩形領域(ROI: Re-
gion of Interest)の抽出を行う。得られた 3つの ROIを結合し、𝑛 × 𝑛 × 3のサイズを持つデータ
を生成し、このデータを CNN モデルへの入力データとして用いる。このようなデータを 2.5 次









畳み込み演算の 3 次元拡張は、畳み込みカーネルの 3 次元化により行われる。3 次元入力デー
タにおけるある点: 𝑡 = (𝑖, 𝑗, 𝑘)に対応するノードに対する 3 次元畳み込み演算の出力: 𝑢𝑖𝑗𝑘は次式
により定義される。 
 𝑢𝑡 = ∑ 𝒙𝑖+𝑝,𝑗+𝑞,𝑘+𝑟𝔀𝒑𝒒𝒓
𝑉
(𝑝,𝑞,𝑟)∈𝑉
+ 𝑏𝑡 (2.39) 
ここで、𝒙(∈ ℝ𝑘×𝑚×𝑛)は入力データ、𝔀(∈ ℝ𝑙×𝑙×𝑙)は𝑙 × 𝑙 × 𝑙のサイズを持つ畳み込みカーネル、𝑉は
畳み込みカーネルにより覆われる立方領域の座標オフセット、𝑏𝑡はバイアスを表す。2次元におけ
る畳み込み演算と同様に、3 次元畳み込み演算は入力の 1 要素毎に行われるため、層全体の出力
は 3次元となる。 

















提案する 3D-ResNetは、ResNetの 2次元の畳み込み層を 3次元の畳み込み層に置き換えるこ
とにより構築される。3D-ResNetは、入力側から順に、3次元畳み込み層、最大プーリング層、2





3D-ResNet では、3 次元の畳み込み層により対象の空間的特徴を学習に捉え、2 次元畳み込み
層によるモデルと比較し、識別性能の向上が期待される。また、Residual Blockを用いることに
 
図 2.9 3D-ResNetのネットワーク概要: Residual Block群は Transition層により 4分割
される 
 






Input Volume 1 33×33×33×1 - - - 
1 Convolution 3D 64 17×17×64 7×7×7 2 ReLU 
2 Max Pooling 3D 64 9×9×64 3×3×3 2 - 
3-8 Residual Blocks 64 5×5×64 3×3×3 1 ReLU 
9 Transition 128 5×5×128 1×1×1 1 ReLU 
10-21 Residual Blocks 128 3×3×128 3×3×3 2 ReLU 
22 Transition 256 3×3×256 1×1×1 1 ReLU 
23-46 Residual Blocks 256 2×2×256 3×3×3 2 ReLU 
47 Transition 512 2×2×512 1×1×1 1 ReLU 
48-63 Residual Blocks 512 1×1×512 3×3×3 2 ReLU 






















































































































提案する 3D-DenseNetは、3D-ResNetと同様、DenseNetの 2次元の畳み込み層を 3次元の









大腸ポリープのサイズは多様であり、小さなもので 5 mm程度、大きなもので 30 mm程度のも
のが存在する。CNNモデルの入力サイズは常に一定に保つ必要があるため、対象のスケール変化
に対するロバスト性に乏しい。例として、入力サイズを 33×33×33に固定した場合、CT画像のピ
クセル寸法を 0.65 mmのとすると、有効サイズは 21.45×21.45×21.45 mm3となり、入力データにお
けるポリープのサイズは大きく変動する。そこで、アンサンブルを用いることによりサイズ変化
に対するロバスト性の獲得を行う。 













図 2.10 3D-ResNetのネットワーク概要: Residual Block群は Transition層により 4分割
される 
 






Input Volume 1 33×33×33×1 - - - 
1 Convolution 3D 64 17×17×64 7×7×7 2 ReLU 
2 Max Pooling 3D 64 9×9×64 3×3×3 2 - 
3-8 Dense Blocks 64 5×5×64 3×3×3 1 ReLU 
9 Transition 128 5×5×128 1×1×1 1 ReLU 
10-21 Dense Blocks 128 3×3×128 3×3×3 2 ReLU 
22 Transition 256 3×3×256 1×1×1 1 ReLU 
23-46 Dense Blocks 256 2×2×256 3×3×3 2 ReLU 
47 Transition 512 2×2×512 1×1×1 1 ReLU 
48-63 Dense Blocks 512 1×1×512 3×3×3 2 ReLU 

































































デルとして、3D-ResNet、E3D-ResNetから Residual Blockを除いた E3D-CNN、2次元画像に
対する元モデルである(2D-)ResNet にアンサンブルを取り入れた E2.5D-ResNet: Ensemble 
2.5D-ResNet、E2.5D-ResNetから Residual Blockを除いた E2.5D-CNN、VGG[135]における畳







トに関する詳細を述べる。データセット Ⅰ により、E3D-ResNetの分類性能の比較(実験 Ⅰ)を行い、
データセット Ⅱ により、E3D-DenseNetの分類性能の比較(実験 Ⅱ)を行う。 
 データセット Ⅰ 
韓国の医療機関において収集された、20人の腹部 CTデータ、および、日本の医療機関におい
て収集された 16人の腹部 CTデータ、計 36人のデータを用いる。CTC用腹部 CTデータは仰臥
位、および、伏臥位の 2体位による撮影が行われるため、1人あたり 2つの CTボリュームデータ
が存在する。本論文では、これら 2つの CTデータを、それぞれ独立した CTデータであると考え
る。従って、実験で用いる CTデータ数は 36×2 = 72例となる。対象とするポリープのサイズは
6 mm以上、30 mm未満とし、これのサイズを満たすポリープの総数は 65個であった。初期検
出 CADにより検出された陽性数は 65個すべてのポリープであり、偽陽性検出数は 6,519個であ
った。これら 65個の陽性陰影、および、6,519個の擬陽性陰影に対し、CNNモデルによる分類
を行う。 
 データセット Ⅱ 




CTデータであると考える。すなわち、203×2 = 406例の CTデータを用いる。対象とするポリ






価指標として、受信者操作特性(ROC: Receiver Operating Characteristic)曲線の曲線下面積
(AUC: Area under the ROC Curves)を用いる。また、それぞれの提案モデルの AUC値と、他の
モデルの AUC値との差に関し、片側 t検定による統計的検定を行う。t検定における有意水準: 𝑝




 実験 Ⅰ 
表 2.7より、E3D-ResNetは AUC値: 0.984を示し、3次元モデルである 3D-ResNet、E3D-CNN
と比較してそれぞれ、0.023、0.022ポイント高い値を示し、2次元モデルである E2.5D-ResNet、
E2.5D-CNNと比較してそれぞれ、0.014、0.016ポイント高い値を示す。E3D-ResNetの AUC値と
他モデルの AUC値の差は、𝑝 < 0.05より、統計的に有意であることが示される。ROC曲線におい
て、図 2.11より、E3D-ResNetの ROC曲線は、他のモデルの ROC曲線と比較して優れた応答を示
している。また、図 2.11(b)より、TPR: True Positive Rateが 0.95の点において、顕著な差が表れて
いる。 
 実験 Ⅱ 
表 2.8より、E3D-DenseNetは AUC値: 0.951を示し、E3D-ResNet、E3D-VGGGと比較して、そ
れぞれ、0.019、0.042ポイント高い値を示す。E3D-DenseNetの AUC値と他モデルの AUC値の差
は、𝑝 < 0.05より、統計的に有意であることが示された。ROC 曲線において図 2.12(a)より、
E3D-DenseNetの ROC 曲線は、他モデルの ROC 曲線と比較して優れた応答を示している。また、




いても同様に、E3D-DenseNetの AUC値と他モデルの AUC値の差は、𝑝 < 0.05より、統計的に有
意であることが示された。5-9 mm のポリープに関する ROC 曲線において、図 2.12(b)より、




表 2.7 E3D-ResNetの分類性能比較における 
各モデルの AUC値(CI: Confidence Interval)と p値 
Model AUC value (95% CI) p-value 
E3D-ResNet 0.984 (0.977 - 0.990) - 
3D-ResNet 0.961 (0.950 - 0.972) << 0.01 
E3D-CNN 0.962 (0.951 - 0.973) << 0.01 
E2.5D-ResNet 0.970 (0.958 - 0.981) << 0.01 
E2.5D-CNN 0.968 (0.958 - 0.978) << 0.01 
 
表 2.8 E3D-DenseNetの分類性能比較における 
各モデルの AUC値(CI: Confidence Interval)と p値 
Model ≥5 mm polyps 5-9 mm polyps 
AUC value (95% CI) p-value AUC value (95% CI) p-value 
E3D-DenseNet 0.951 (0.964 – 0.967) - 0.939 (0.916 – 0.929) - 
E3D-ResNet 0.932 (0.915 – 0.950) 1.35×10-2 0.913 (0.888 – 0.938) 1.79×10-2 









































































図 2.12 E3D-DenseNetの分類性能比較における ROC曲線: (a)は 5[mm]以上、(b)は 5 
[mm]以上、9 [mm]以下、(b)は 10 [mm]以上、19 [mm]以下、(b)は 20 [mm]
























































 実験 Ⅰ 
AUC値において、E2.5D-ResNetは 2.5D-CNNと比較して 0.02ポイント高い値を示し、E3D-ResNet
は、E3D-CNN と比較して 0.022ポイント高い値を示し、これらの AUC 値の差は統計的に有意で
ある。また、ROC曲線においても Residual Blockを用いた 3D-/2D-ResNetが優れた応答を示す。
従って、Residual Blockの導入により、モデルの分類性能の改善が可能であることが示される。 
AUC 値において、E3D-ResNet は、3D-ResNet と比較して 0.23 ポイント高い値を示し、その差
は統計的に有意である。また、ROC 曲線においても E3D-ResNet は優れた応答を示す。従って、
アンサンブルを用いることにより、モデルの分類性能の改善が可能であることが示される。 

























































形/非線形変換によるデータ拡張法、および、近年、多く提案がなされている GAN: Generative 
Adversarial Network によるデータ拡張法を用いる。また、ベースラインの分類モデルとして、










































 GAN: Generative Adversarial Network 
GANに限らず、生成モデルの目的は、モデルにより生成されるデータ分布:𝑝𝑔(𝑥)が、実データ
分布: 𝑝𝑑(𝑥)に近い分布を生成するようなモデルを得ることである。GAN は、データの生成を行
う生成モデル: 𝐺と、データの識別を行う識別モデル: 𝐷の 2 つのモデルを用い、最適な分布を生
 










て VGG等の CNNモデルが用いられる。 
生成モデル: 𝐺は、ある潜在空間: 𝒁(∈ ℝ𝑛)からサンプリングされる潜在ベクトル: 𝒛(∈ ℝ𝒏)が与
えられたとき、潜在ベクトルに対応するデータ: 𝐺(𝒛)を生成する。識別モデル: 𝐷は、ある入力: 𝑥
が与えられたとき、その入力が実データであるか、生成モデル:𝐺によって生成されたデータ: 𝐺(𝒛)
であるかの識別を行う。識別モデルの出力値は、入力データが実データである確率を表し、実デ
ータであれば 1を、生成データであれば 0を出力する。GANの概要を図 3.3に示す。 





= 𝔼𝑥~𝑝𝑑(𝑥)[ln𝐷(𝑥)] + 𝔼𝑧~𝑝𝑧(𝑧) [ln (1 − 𝐷(𝐺(𝑧)))] (3.1) 
ここで、𝑝𝑧(𝑧)はある潜在空間: 𝑍における潜在ベクトル: 𝒛のデータ分布を表す。式(3.1)より、GAN
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困難である。Self-Attention モジュールは、データにおけるある 1 点との依存関係を数値的に表
 
















入力(特徴マップ)を𝒙 ∈ ℝ𝒄×𝒏(𝑐個の𝑛次元ベクトル)とすると、この行列に対する Attentionマッ
プを算出するための写像: 𝑓, 𝑔を定めることが Self-Attentionモジュールの目的である。写像: 𝑓, 𝑔
は 1×1のカーネルを持つ畳み込み層によって表現され、次式により定義される。 
 𝑓(𝒙) = 𝑾𝑓𝒙 (3.2) 
 𝑔(𝒙) = 𝑾𝒈𝒙 (3.3) 
ここで、𝑊𝑓,𝑊𝑔は重み行列(∈ ℝ
𝑐×𝑐)である。写像: 𝑓, 𝑔によって得られる行列をそれぞれ、クエリ: 
𝑸 ∈ ℝ𝑐×𝑛、キー: 𝑲 ∈ ℝ𝑐×𝑛と呼ぶこととすると、得られる Attention マップ: 𝜷 ∈ ℝ𝒏×𝒏は次式に
より表される。 
 𝜷 = softmax(𝑸𝑇𝑲) (3.4) 
 






























































































































































































































に、1×1 のカーネルを持つ畳み込み層による写像: ℎを考えたとき、得られる Self-Attention マ
ップ: 𝒐 ∈ ℝ𝒄×𝒏は次式により表される。 
 
𝒐 = 𝜷𝑽 = softmax(𝑸𝑇𝑲)𝑽 














用いる。図 3.5に 3D Self-Attentionの算出過程を示す。 
 
































学習済みの 3D SA-GANを用い、無作為に選ばれた潜在ベクトルから 1,000,000個の疑似ポリ




って、算出された尤度の高い順番に疑似ポリープを並び替え、上位 0.2%にあたる 20,000 個の疑




図 3.7 識別モデルによって得られる疑似ポリープの尤度の分布: 尤度が高いほど 
(グラフ右部)実ポリープと類似した性質を持つと考えられる 
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計測する尺度として、KLD: Kullback-Leibler divergenceが用いられる。𝑝𝑑(𝑥)と𝑝𝑔(𝑥)の KLDは
次式によって求められる。 
 𝐷𝐾𝐿[𝑝𝑑(𝑥)||𝑝𝑔(𝑥)|] = ∫𝑝𝑑(𝑥) log
𝑝𝑑(𝑥)
𝑝𝑔(𝑥)






 𝐸𝑝𝑑(𝑥)[log 𝑝𝑔(𝑥)] ≅
1
𝑁























Flowベースな生成モデルにおいて、次式により表される、潜在ベクトル: 𝒛 ∈ ℝ𝑛から、あるデ
ータ: 𝒙 ∈ ℝ𝑛への写像: 𝑓を考える。 
 𝒙 = 𝑓(𝒛),where 𝒛~𝑝𝒛(𝒛) (3.9) 
 

























写像: 𝑓は全単射(逆写像: 𝒛 = 𝑓−1(𝒙)が存在する)であるとする。このとき、𝒙に関する確率密度関
数: 𝑝𝒙(𝒙)は、変数変換の公式より、次式により表される。 









 log 𝑝𝑔(𝒙) = log𝑝𝑧 (𝑓







|は Jacobianを表す。Jacobianは Jacobi行列: 𝑱の行列式: det 𝑱により得られ
る。𝑛次元の入力ベクトル: 𝒙を、𝑚次元の出力ベクトルへと写像を行う関数: 𝒇:ℝ𝑛 ↦ ℝ𝑚 が与え





























Normalizing Flow は、単純な写像の合成により複雑な分布の表現を行う方法であり、データ: 
𝒙は潜在ベクトル: 𝒛、および、複数の写像: 𝑓𝑖により、次式により定義される。 










 (𝑓𝐾 ∘ 𝑓𝐾−1 ∘ ⋯∘ 𝑓1(𝒛0))
−1
= 𝑓1



























































                                             
= (log𝑝𝐾−2(𝒛𝐾−2) − log |det
𝑑𝑓𝐾−1
𝑑𝒛𝐾−2
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𝒙 ∈ ℝ𝐷について、まず、入力ベクトルを 2分割し、2つのベクトル: 𝒙1:𝑑 , 𝒙𝑑+1:𝐷を得る。分割によ
り得られた 2つのデータに対し、次式により表される変換を行うことにより、出力: 𝒚1:𝑑 , 𝒚𝑑+1:𝐷を
得る。 
 
𝒚1:𝑑      = 𝒙1:𝑑 
𝒚𝑑+1:𝐷 = 𝒙𝑑+1:𝐷⨀exp(𝑠(𝒙1:𝑑)) + 𝑡(𝒙1:𝑑)  
(3.19) 
ここで、𝑠, 𝑡は任意の関数(ただし、𝑠:ℝ𝑑 → ℝ𝐷−𝑑 , 𝑡: ℝ𝑑 → ℝ𝐷−𝑑)であり、一般的にニューラルネッ
トワークが用いられる。最終的に、2 つの出力: 𝒚1:𝑑, 𝒚𝑑+1:𝐷を結合することにより出力: 𝒚 =
concat(𝒚1:𝑑 , 𝒚𝑑+1:𝐷)を得る。 
また、Affine Coupling 層による変換は、逆変換(逆写像)を持ち、次の手順により求められる。
ある入力ベクトル: 𝒚 ∈ ℝ𝐷について、まず、入力ベクトルを 2分割し、2つのベクトル: 𝒚1:𝑑 , 𝒚𝑑+1:𝐷
を得る。分割により得られた 2 つのデータに対し、次式により表される変換を行うことにより、




𝒙1:𝑑      = 𝒚1:𝑑 
𝒙𝑑+1:𝐷 = (𝒚𝑑+1:𝐷 − 𝑡(𝒚1:𝑑))⨀exp(−𝑠(𝒚1:𝑑)) 
(3.20) 
最終的に、2つの出力: 𝒙1:𝑑 , 𝑥𝑑+1:𝐷を結合することにより出力: 𝒙 = concat(𝒙1:𝑑, 𝑥𝑑+1:𝐷)を得る。こ
こで、Affine Coupling層における順変換、および、逆変換において、関数: 𝑠, 𝑡の逆変換: 𝑠−1, 𝑡−1
は必要とされない。すなわち、逆変換が存在しないニューラルネットワークを関数: 𝑠, 𝑡として用
いることが可能である。Flowベースな生成モデルにおいて、Affine Coupling層の関数: 𝑠(∙), 𝑡(∙)
として CNNを用い、誤差逆伝播による最適化により画像の生成を可能とする。 








































図 3.10 Affine Coupling層における計算フロー: (a) 順方向計算 (b) 逆方向計算 
関数: s, tは任意の関数を用いることが可能であり、一般に CNNを用いる 
 










 Invertible 1×1 Convolution 
Affine Coupling層の反復のみでは、入力の次元に変化が起こらないため、データの順序の変更
(permutation)が必要となる。Glow は、1×1 のカーネルを持つ畳み込み演算(Invertible 1×1 
Convolution)により permutationを行う。この操作は、次式により定義される。ただし、入力: 𝒙、
および、出力: 𝒚は、空間的次元: ℎ × 𝑤、および、チャンネル次元: 𝑐を持つテンサー(𝒙 ∈ ℝℎ×𝑤×𝑐 , 𝒚 ∈
ℝℎ×𝑤×𝑐)であり、(𝑖, 𝑗)は空間的インデックスを表す。 
 𝒚𝒊𝒋 = 𝑾𝒙𝒊𝒋 (3.24) 




 𝒙𝒊𝒋 = 𝑾
−1𝒚𝒊𝒋 (3.25) 




| = ℎ ∙ 𝑤 ∙ log|det(𝑾)| (3.26) 
 Actnorm: Activation Normalization 
Batch Normalizationは、対象のデータサイズの増加に伴い計算効率の低下を引き起こし、ま
た、ミニバッチ数に反比例してノイズバリアンスが増加し、生成の質の低下を引き起こすことが
知られている。Glowは、これらの問題の回避を行うために Actnorm: Activation Normalization
を用いる。 
Actnormにおける順方向の演算は、次式により表される。ただし、入力: 𝒙、および、出力: 𝒚は、
空間的次元: ℎ × 𝑤、および、チャンネル次元: 𝑐を持つテンサー(𝒙 ∈ ℝℎ×𝑤×𝑐 , 𝒚 ∈ ℝℎ×𝑤×𝑐)であり、
(𝑖, 𝑗)は空間的インデックスを表す。 
 𝒚 = 𝒔⨀𝒙+ 𝒃 (3.27) 
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 Multi-scale Architecture 
スケールの異なる表現を得るため、RealNVP[142]において、Multi-scale Architectureが提案
された。Glow は、permutation として Invertible 1×1 Convolution を用いることにより、
Multi-scale Architectureを構成する。Multi-scale Architectureを図 3.11に示す。 
GlowにおけるMulti-scale Architectureは、squeeze、Invertible 1×1 Convolution (permu-
tation)、Affine Coupling(K回の Flow)から成る関数: 𝑓を入力: 𝑥に適用し、splitによる分割を繰
り返すことによりスケールの異なる表現: 𝒛を得る。squeeze操作は、入力された𝑐次元のチャンネ
 
図 3.11 Multi-scale Architecture(L=4): 次層: 𝑖 + 1において演算から除外されるユニ




ルを持つ画像(∈ ℝ𝑤×ℎ×𝑐)を2 × 2 × 𝑐の部分正方領域へと分割を行い、これらを1 × 1 × 4𝑐のサイズ










 𝒉(0) = 𝒙 (3.30) 
 (𝒛(𝑖+1), 𝒉(𝑖+1 )) = 𝑓(𝑖+1)(𝒉(𝒊+𝟏)) (3.31) 
 𝒛(𝐿) = 𝑓(𝐿)(𝒉(𝐿−1)) (3.32) 
 𝒛 = (𝒛(1), … , 𝒛(𝐿)) (3.33) 
すなわち、次層: 𝑖 + 1において演算から除外されるユニット: 𝒉(𝒊)は、写像: 𝑓(𝑖+1)によりガウス分
布化される。これにより、連鎖的に対象の中間表現を得ることが可能である。 
 モデルの概要 
図 3.13にモデルの概要を示す。モデルは L層のMulti-scale Architectureからなり、各層にお
ける Flow(Affine coupling)は K回の反復計算を行う。また、逆変換はすべての演算が反転する。
すなわち、𝒛𝐾を入力とし、K回の逆 Flow、Invertible 1×1 Convolutionの逆方向演算、逆 squeeze
を L回繰り返すことにより、入力: 𝒙の復元を行う。 
 
 
図 3.12 チェッカーボードパターン: squeeze演算のために、入力はチェッカーボード
パターン(図左部)により複数の2 × 2の正方領域(図右部)に分割される 
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3.3.2 3D Glow 
Glow は 2 次元画像の生成を目的に提案されたモデルであり、本論文の目的である 3 次元デー
タの生成のため、モデルの 3次元拡張が必要である。Glowにおいて、2次元画像に依存する演算
は、Affine Couplingにおける関数: 𝑠, 𝑡、Invertible 1×1 Convolutionにおける 1×1 Convolution、
Multi-scale Architectureにおける squeeze操作の 3点である。 
Affine Couplingにおける関数: 𝑠, 𝑡は、関数として 3次元畳み込み層を用いることにより 3次元
拡張が可能である。また、Invertible 1×1 Convolution は、1×1 Convolution を 1×1×1のカー
ネルを持つ 3 次元畳み込み演算(1×1×1 Convolution)に置き換えた、Invertible 1×1×1 Con-
volutionを用いることにより、3次元拡張が可能である。さらに、Multi-scale Architectureにお
ける squeeze操作は、チェッカーボードパターンを 3次元へと拡張を行い、複数の 2×2×2の部
分領域へと分割を行うことにより、squeeze操作の 3次元拡張が可能である。これらの拡張により
得られる Glowを、3D Glowと呼ぶ。 




まず、2 つの実ポリープデータ: 𝒙1, 𝒙2をデータセット(VOI Space)から選択する。得られた 2
つのポリープに対し、3D Glowによる潜在表現の推論: 𝑓(𝒙)を行い、2つの潜在ベクトル: 𝒛1, 𝒛2を
得る。次に、潜在空間(Latent Space)において、2つの潜在ベクトル: 𝒛1, 𝒛2の線形補間を行い、補
 
図 3.13 モデルの概要: (a) Glow: L層のMulti-scale Architectureからなり、各層にお
けるFlow(Affine coupling)はK回の反復計算を行う (b) Flowの 1ステップに
おける計算: Actnorm、Invertible 1×1 Convolutio、Affine Couplingを持つ 
 









(b) One step of Flow
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間点から 1 つの潜在ベクトル: ?̃?のサンプリングを行う。最終的に、潜在ベクトル: ?̃?に対し、3D 












図 3.15 3D Glow による複数の実ポリープからの疑似ポリープの生成例: 実ポリープ
の組み合わせにより様々な形状を持つ疑似ポリープの生成が可能である 
 




Mapping to VOI Space   : 
Mapping to Latent Space: 
Interpolated Lines
Sampled Points












20 人の腹部 CTデータ、および、日本の医療機関において収集された 16人の腹部 CT データ、
計 36人のデータ(データセット Ⅰ)、マサチューセッツ総合病院において収集された、203 人の腹
部CTデータ(データセット Ⅱ)を用いる。各データセットに関する詳細は 2.4.1節にて述べられる。
また、3D-DenseNetの学習のために、データセット Ⅱsub、および、データセット Ⅱsub+を生成す










 実験 Ⅰ 
読影実験では、3D Glowにより生成された 100個の疑似ポリープと、データセット Ⅱsubに含ま






検定(片側 t検定)を行う。ここで、有意水準: 𝑝は𝑝 = 0.05と定める。 
特徴量の比較では、実ポリープ、および、疑似ポリープに対し、CT値の分散、および、式(2.15)
により求められる形状インデックス(SI: Shape Index)の算出を行い、これらの 2次元プロットを示
す。得られた 2次元プロットに関し、視覚的な比較を行う。 










で、有意水準: 𝑝は𝑝 = 0.05と定める。 
3.4.3 実験結果 
 実験 Ⅰ 
図 3.16(a)、および、表 3.1に読影実験における結果を、図 3.16(b)に実ポリープ、疑似ポリープ
における CT値の分散、形状インデックスのプロットを示す。表 3.1において、𝑝値は、AUCにお
ける最低値を意味する、AUC = 50 %との差の検定により得られる。図 3.16(a)、および、表 3.1よ
り、それぞれの読影者の AUC値は、Observer 1: 52.7 %、Observer 2: 51.9 %、Observer 3: 50.3 %で
あり、AUC = 50 %との差は、すべての読影者において𝑝 ≥ 0.65であることより、統計的に有意で
はない。 
 実験 Ⅱ 
図 3.17、および、表 3.2に 3D-DenseNetによる分類性能に関する比較における実験結果を示す。




および、表 3.2(a)より、6 mm以上のポリープに関し、Glowは、AUC値: 87.2 %を示し、Non/Linear、
GAN、Baselineの 3モデルの AUC値と比較し、それぞれ、2.5 %、2.6 %、6.1 %高く、これらの差
は、𝑝 ≪ 0.05より、統計的に有意である。また、AUC値に関し、Glow+は、AUC値: 88.1 %を示
し、Glowの AUC値と比較し 0.9 %高く、この差は、𝑝 < 0.05より、統計的に有意である。 
  
 
図 3.16 読影実験結果: (a) 各読影者のROC曲線: すべての読影者において同程度の応
答を示す (b) 実/疑似ポリープにおける CT 値の分散と形状インデックスのプ
ロット: 実ポリープと疑似ポリープに視覚的な差は見受けられない 
 
表 3.1 読影実験における各読影者の AUC値、および、AUC = 50 %との差の検定における𝑝値 
Observer AUC value [%] (95% CI) p-value 
# 1 (Physician) 52.7 (0.977 - 0.990) 0.65 
# 2 (Physician) 51.9 (0.950 - 0.972) 0.81 
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図 3.17 各モデルにおける ROC曲線: (a) 6 mm以上のポリープにおける ROC: Glow
が他の手法と比較し、良好な応答を示す (b) 6-9 mm のポリープにおける
ROC: 6 mm以上のポリープと同様に、Glowが良好な応答を示す 
 
表 3.2各モデルにおける AUC値、および、モデル間の AUC値の差と𝑝値:  
対角成分はモデルの AUC値(85%信頼区間)、下三角成分は対応するモデルの AUC値の差、上
三角成分は対応するモデルの AUC値の差に関する検定における𝑝値を表す 
(a) ≥ 6 mm polyps 
 Glow+ Glow Non/Linear GAN Baseline 
Glow+ 88.1 (87.5 - 88.7) < 0.001 < 0.001 < 0.001 < 0.001 
Glow 0.9 87.2 (86.5 – 87.8) < 0.001 << 0.001 < 0.001 
Non/Linear 3.4 2.5 84.7 (84.1 – 85.4) 0.49 < 0.001 
GAN 3.5 2.6 0.1 84.6 (83.9 – 85.3) < 0.001 
Baseline 7.0 6.1 3.6 3.5 81.1 (80.3 – 81.8) 
(b) 6 – 9 mm polyps 
 Glow+ Glow Non/Linear GAN Baseline 
Glow+ 88.7 (88.1 - 89.2) < 0.001 < 0.001 < 0.001 < 0.001 
Glow 2.6 86.1 (85.6 – 86.7) < 0.001 << 0.001 < 0.001 
Non/Linear 4.6 2.0 84.1 (83.4 – 84.8) 0.51 < 0.001 
GAN 4.8 2.2 0.2 83.9 (83.3 – 84.6) < 0.001 
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 実験 Ⅰ 





























値を示し、Glowと比較し、AUC値は 0.9 %高い。また、Glow+、および、Glowにおける AUC値














本章では、Flowに基づく生成モデルである Glowの 3次元拡張を行い、3次元拡張された Glow












第 4章 U-Radiomicsを用いた間質性肺疾患患者の CT画
像解析による予後予測 
4.1 はじめに 
間質性肺疾患(ILD: Interstitial Lung Diseases)は、びまん性実質性肺疾患とも呼ばれ、間質腔が障
害される病気の総称であり、肺組織に炎症細胞が異常集積することで呼吸器障害を引き起こす。











ち、CT 画像に基づく予後予測バイオマーカーは ILD 患者の予後予測に対し、非常に有効なバイ
オマーカーになりうる。しかし、CT画像解析に基づく、ILD患者の予後予測に有効なバイオマー
カーはいまだ提案されていない。 











得られる乳酸脱水素酵素(LDH: lactic dehydrogenase)/リンパ球(Lymphocyte)/ 高感度 C 反応性タン
パク質(hs-CRP: high-sensitivity C-reactive protein) [147]が有効であると報告されている。以下に詳細
を示す。 
4.2.1 GAP-index 
GAP-indexは性別、年齢、肺機能検査: %予測努力性肺活量(%FVC: Forced Vital Capacity)、%予
測一酸化炭素拡散能(%DLco: Diffusing Capacity of the Lungs For Carbon)の 4変量により定義される
スコアである。表 4.1 に基づき各変数においてスコアリングが行われ、スコアの合計値が患者の
GAP-indexとして求められる。努力性肺活量は、可能な限り吸い込んだ空気(最大吸気位)を、可能
表 4.1 GAP-index 






Age, year  
≤ 60 0 
61-65 1 
> 54 2 
Physiology 
Physiology  
%FVC, % predicted  
> 75% 0 
50-75% 1 
< 50% 2 
%DLco, % predicted 
 
> 55% 0 
36-55% 1 
≤ 35% 2 
Cannot perform 3 










GAP-indexは、最低: 0、最大: 8の 9段階の評価が可能な指標であり、スコアが高いほどリスク
が高い(状態が悪い)ことを意味する。男性、高年齢、肺機能の低下により GAP-index は高い値を
示す。 
4.2.2 CPI: Composite Physiologic Index 
CPIは、%予測一酸化炭素拡散能(%DLco)、%予測努力性肺活量(%FVC)、%予測 1秒量(%FEV1)
の 3つの変量によって定められるスコアであり、次式によって表される。 
 CPI = 91.0 − (0.65 ×%DLco) − (0.53 ×%FVC) + (0.34 ×%FEV1) (4.1) 
















対する病変の割合が 0%のとき: 0、1% - 25%のとき: 1、26% - 50%のとき: 2、51% - 75%のとき: 3、
76% - 100%のとき: 4として定められる[144–146]。 
4.2.5 Laboratory tests 
血液検査により、乳酸脱水素酵素(LDH: lactic dehydrogenase)/リンパ球(Lymphocyte)/ 高感度 C反











2 つのハザード(微小時間における死亡確率)関数: ℎ1(𝑡), ℎ2(𝑡)が、すべての可能な𝑡 > 0に対し、
時間に依存しない定数: 𝑐を用い、次式で表される関係式が成り立つとき、2 つのハザード関数は
比例するという。 
 ℎ1(𝑡) = 𝑐ℎ2(𝑡) (4.2) 
また、𝑛個の共変量から成るベクトル: 𝑥 = {𝑥1, … , 𝑥𝑛}により与えられるハザード関数: ℎ(𝑡|𝒙)が、
ある関数: 𝑟(𝒙)と、あるハザード関数: ℎ0(𝑡)により、次式で表される関係式が成り立つとき、ハ
ザード関数: ℎ(𝑡|𝒙)を比例ハザードモデルと呼ぶ。 







 ℎ(𝑡|𝒙) = ℎ0(𝑡) exp(𝛽1𝑥1 + 𝛽2𝑥2 +⋯+ 𝛽𝑛𝑥𝑛) (4.4) 
































































画像 1枚あたりに 1つのU-Radiomicsが得られ、患者単位で考えたとき、存在する CTスライ







図 4.1 RA-ILD の陰影セグメンテーションを目的とした U-Net: 青色のブロック(畳
み込み層)がエンコード部、赤色のブロック(逆畳み込み層)がデコード部を表す 
 







Input CT Image 1 512×512×1 - - - 
1 Convolution 32 256×256×32 4×4 2 ReLU 
2 Convolution 64 128×128×64 4×4 2 ReLU 
3 Convolution 128 64×64×128 4×4 2 ReLU 
4 Convolution 256 32×32×256 4×4 2 ReLU 
5 Convolution 256 16×16×256 4×4 2 ReLU 
6 Convolution 256 8×8×256 4×4 2 ReLU 
7 Convolution 256 4×4×256 4×4 2 ReLU 
8 Transposed Conv. 256 8×8×256 4×4 2 LReLU 
9 Transposed Conv. 256 16×16×256 4×4 2 LReLU 
10 Transposed Conv. 256 32×32×256 4×4 2 LReLU 
11 Transposed Conv. 128 64×64×128 4×4 2 LReLU 
12 Transposed Conv. 64 128×128×64 4×4 2 LReLU 
13 Transposed Conv. 32 256×256×128 4×4 2 LReLU 
Output Transposed Conv. 11 512×512×11 4×4 2 - 
















 𝑭 = {mean(𝒇(1)1, 𝒇(2)1, … , 𝒇(𝑚)1) ,… ,mean(𝒇(1)𝑛, 𝒇(2)𝑛, … , 𝒇(𝑚)𝑛)} (4.7) 
ここで、𝑛は共変量数、𝑚は患者に対する CT スライスの枚数、𝑓(𝑖)𝑗はある患者における𝑖番目の
CTスライスに対する U-Radiomics: 𝑓(𝑖)(∈ ℝ
𝑛)における𝑗番目の要素を表す。 
4.3.3 Elastic-net Cox Model 
U-Radiomicsは、予後予測モデルの共変量として用いられる。本論文では、予後予測モデルと
して、CPHモデルに対し Elastic-neを加えたモデルである、Elastic-net Cox Model[148]を用い
る。Elastic-netは、Ridge 回帰と LASSO 正則化を合成した手法であり、尤度関数に対し L1正
則化、および、L2 正則化を加える。L1 正則化を用いることにより、特徴量選択が可能となり、
高次元の特徴ベクトルである U-Radiomics の次元圧縮に有効であると考えられる。また、L2 正
則化を用いることにより、過学習の抑制が可能である。Elastic-net Cox Modelにおける、目的関
数: 𝑓(𝜷)は次式により定められる。 










 ) (4.8) 
ここで、𝑛は共変量数を表す。𝛼(0 ≤ 𝛼 ≤ 1)は、L1正則化、および、L2正則化による影響を決定
するハイパーパラメータであり、値が大きいほど Ridge回帰に類似し、小さいほど LASSO回帰
に類似する。また、𝜆(0 ≤ 𝜆 ≤ 1)は、Elastic-net による影響を決定するハイパーパラメータであ
り、値が大きいほど Elastic-netによる影響は大きくなる。本論文では、これら 2つの最適な値を
実験的に探索し、𝛼 = 0.05、𝜆 = 1.0と定めた。Elastic-net Cox Modelのパラメータ最適化は、式
(4.8)により定められる、目的関数: 𝑓(𝜷)を最大化するパラメータ: ?̂?を定めることにより行われる。 
 



















人、女性: 26人、年齢: 64.5±10.7歳、フォローアップ日数: 1,581±1,065日、GAP-index: 2.8±1.7
である。CT撮影条件は、スライス厚: 0.625 – 1.5 mm、検出器の構成: 64 rows×0.625 mm、管
電圧: 120/140 kVpである。 
IPFデータセット(データセット Ⅱ)は、75例の高精細胸部 CTデータにより構成され、すべて
の症例は、IPF であると診療記録中に明記されている。また、実際に死亡が確認された症例数は
40例である。患者の統計は、男性: 23人、女性: 52人、年齢: 66.8±8.85歳、フォローアップ日数
(生存時間): 1,727±1,153日、GAP-index: 3.75±1.53、CPI: 48.8±13.7である。CT撮影条件は、
スライス厚: 0.625 - 1.5 mm、検出器の構成: 8 - 64 rows×0.625 mm、管電圧: 120/140 kVpであ
る。 
COVID-19データセット(データセット Ⅲ)は、214例の高精細胸部CTデータにより構成され、
すべての症例は、2020年 3月 1日から 2020年 6月 28日までの間に、鼻咽頭、咽頭、下気道か
ら得られたサンプルに対する逆転写ポリメラーゼ連鎖反応 (RT-PCR: Reverse transcrip-




症例であり、CT 取得後から死亡までの日数は 11.4±10.9 日である。死亡が確認されなかった患
者に対する生存時間は、CT 取得後から 2020 年 6 月 28 日までの日数を用いる(右打ち切り)。患
者の統計は、男性: 128人、女性: 86人、年齢: 67.2±14.1歳、フォローアップ日数(生存時間): 67±14
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ータセット Ⅲ)を用い、それぞれのデータセットに関する実験を、実験 Ⅰ、実験 Ⅱとする。また、
すべての実験において、U-Net は、RA-ILD データセット(データセット Ⅰ)を用い、ネットワーク
の学習が行われる。 
 実験 Ⅰ 










う。有意水準は𝑝 = 0.05と定める。 







の差に関し、統計的検定(ログランク検定)を行う。有意水準は𝑝 = 0.05と定める。 
4.4.3 実験結果 
 実験 Ⅰ 
図 4.3、および、表 4.2に各モデルの C-indexを示す。図 4.3、および、表 4.2より、U-Radiomics
は C-index: 86.0 %を示し、GAP-index、CPIと比較して、それぞれ、20.5 %、21.4 %高い値を示
す。また、U-Radiomics と他モデルにおける C-index の差は、𝑝 < 0.05より、統計的に有意であ
る。図 4.4に、ある患者(82歳、男性、生存日数 437日)に対し、各モデルの予測により得られた
生存曲線を示す。生存率 50 %の時点において、U-Radiomicsは 442日(実生存日数から+5日)、
GAP-index は 1,712 日(実生存日数から+1,276 日)、CPI は 1,993 日(実生存日数から+1,556 日)
を推定している。図 4.5 に、各モデルにより推定された患者の生存曲線に基づき、患者群を高リ
スク群/低リスク群へと分割された各群の生存曲線を示す。図 4.5 より、U-Radiomics における 2
群の生存時間の差は、𝑝 < 0.05より、統計的に有意である。また、視覚的な比較において、
U-Radiomicsは、他のモデルと比較し、最も良好に高リスク群/低リスク群の分割を行っている。 
 実験 Ⅱ 
図 4.6、および、表 4.3に各モデルの C-indexを示す。図 4.6、および、表 4.3より、U-Radiomics
は C-index: 88.9 %を示し、%S-WAL、TSS、Laboratory testと比較して、それぞれ、35.9 %、28.5 %、











図 4.3 各予測モデルの C-indexに対する Box plot(実験 Ⅰ): U-Radiomicsが最大値を
示し、U-Radiomics++(U-Radiomics + GAP + CPI)と同等である 
 
表 4.2 各予測モデルの C-index(実験 Ⅰ) 
Predictor C-index  (95% confidence interval) p-value 
U-Radiomics++ 86.0 (78.0 - 93.2) 0.93 
U-Radiomics 86.0 (78.1 - 93.2) - 
GAP 65.5 (56.1 - 75.2) << 0.05 





図 4.4 各予測モデルによる患者(予後: 437日)の予測予後(実験 Ⅰ): U-Radiomics: 442
日、GAP-index: 1712日、CPI: 1,993日と推定している(生存率 50％時点) 
 
 































図 4.6 各予測モデルの C-indexに対する Box plot(実験 Ⅱ): U-Radiomicsが最大値を
示し、他モデルとの差は有意である 
 
表 4.3 各予測モデルの C-index(実験 Ⅱ) 
Predictor Number of patients C-index  (95% confidence interval) p-value 
U-Radiomics 214 88.9 (84.0 - 93.4) - 
Laboratory test 175 63.3 (55.7 - 70.8) << 0.05 
Total Severity Score 214 60.4 (53.3 - 67.5) << 0.05 
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図 4.3、表 4.2、および、図 4.6、表 4.3 より、U-Radiomics は他のモデルと比較し、C-index
 






























いて最大 21.4 %、実験 Ⅱにおいて最大 35.9 %であり、すべてのモデルにおいて、C-indexの差は











表 4.4 各特徴次元における C-index 
Vector Length of U-Raiomics C-index (95% confidence interval) 
512  (1×1×512) 73.0 (63.3 - 82.0) 
1,024 (1×1×1,024) 80.6 (72.8 - 88.1) 
2,048 (2×2×512) 83.2 (74.3 - 91.2) 
4,096 (4×4×256) 86.0 (78.1 – 93.2) 











































5.2 DATE: Deep Adversarial Time-to-Event Modeling 
DATE、および、本章にて提案するモデルの目的は、生存時間の推定を行うノンパラメトリック
なモデル: 𝑝(𝑡|𝒙)を敵対的学習により得ることである。ここで、𝑡は打ち切りではないイベント時
間、𝒙 ∈ ℝ𝒏は𝑛種の共変量からなるベクトルを表す。 
DATEは、生存時間分布の推定モデルとして、パラメータ: 𝜽を持つ全結合ニューラルネットワ
ークにより構成される生成モデル: 𝐺𝜽(𝒙, 𝝐; 𝑙 = 1)を用いる。ここで、𝝐 ∈ ℝ𝑚はある分布: 𝑝(𝝐)から
サンプリングされる潜在ベクトル、𝑙は打ち切りの有無(0は打ち切りデータ、1は非打ち切りデー
タ)を表す。生成モデル: 𝐺𝜃(𝒙, 𝝐; 𝑙 = 1)は、次式により表されるように、与えられた共変量ベクト
ル、および、潜在ベクトルから生存時間の推定を行うように学習により得られる。 
 𝑡 = 𝐺𝜃(𝒙, 𝝐; 𝑙 = 1), 𝝐~𝑝(𝝐) (5.1) 
共変量ベクトル: 𝒙と生存時間: 𝑡のペアが与えられたとき、𝑡が真の分布から得られた生存時間
であるか、生成モデルにより得られた生存時間であるかの識別を行う、パラメータ: 𝝓を持つ全結
合ニューラルネットワークにより構成される識別モデル: 𝐷𝝓(𝒙, 𝑡)について考える。識別モデル: 
𝐷𝝓に関し、非打ち切りデータに対する識別モデルを𝐷𝑛𝑐 ⊂ 𝐷𝝓、打ち切りデータに対する識別モデ
ルを𝐷𝑐 ⊂ 𝐷𝝓とする。このとき、非打ち切りデータ: 𝑙 = 1に対する損失関数: 𝐿1は次式により定義
される。 




ある時間: 𝑡𝑖において打ち切られたデータ: (𝒙𝑖, 𝑡𝑖)に対し、モデルにより推定される時間: 𝑡(𝑡 >
𝑡𝑖)に対する尤度: 𝑝(𝑡 > 𝑡𝑖|𝒙𝑖)は高い値を示すことが望まれる。従って、打ち切りデータ: 𝑙 = 0に
おいて、推定生存時間に関する損失関数: 𝐿2は次式により定義される。 
 𝐿2(𝜽;𝐷𝑐) = 𝔼(𝑡,𝒙)~𝑝𝑐,𝝐~𝑝𝜖[max(0, 𝑡 − 𝐺𝜽(𝒙, 𝝐; 𝑙 = 0))] (5.3) 
ここで、𝑝𝑐は打ち切りデータ群により生成されるデータ分布を表す。打ち切りデータに対する損




実生存時間に可能な限り近い値であることが望まれる。従って、非打ち切りデータ: 𝑙 = 1におい
て、推定生存時間に関する損失関数: 𝐿3は次式により定義される。 
 𝐿3(𝜽;𝐷𝑐) = 𝔼(𝑡,𝒙)~𝑝𝑛𝑐[|𝑡 − 𝐺𝜽(𝒙, 𝝐; 𝑙 = 1)|] (5.4) 
すなわち、生成モデルにより推定された生存時間: 𝐺𝜽(𝒙, 𝝐)と実生存時間: 𝑡との差の絶対値を損失
として与える。 
全体の損失関数: 𝐿は、上述の損失関数の和により次式で表される。 
 𝐿(𝜽,𝝓; 𝐷𝝓) = 𝐿1(𝜽,𝝓;𝐷𝑛𝑐) + 𝜆2𝐿2(𝜽;𝐷𝑐) + 𝜆3𝐿3(𝜽;𝐷𝑛𝑐) (5.5) 
ここで、𝜆2, 𝜆3はそれぞれ、損失関数: 𝐿2, 𝐿3による影響を調整するためのパラメータである。DATE




本章では、4.2 節において述べられたバイオマーカーに加え、CrazyPCon(Crazy Paving Ap-
pearance/Consolidation)、VOL-WALを用いる。以下に詳細を述べる。 








































ある。CT 画像と同様のサイズを持ち、すべての値が 1 である 2 次元データを生成し、各要素に
表 5.1 生成モデルのネットワーク詳細 
Layer Feature Map Kernel Size Stride Activation 
Input CT Image 1 - - - 
1 Convolution 64 4×4 2 LReLU 
2 Convolution 128 4×4 2 LReLU 
3 Convolution 256 4×4 2 LReLU 
4 Convolution 512 4×4 2 LReLU 
6 Global Average Pooling - - - - 
 Dropout (30%) - - - - 
7 Fully Connected 512 - - ReLU 
 Dropout (30%) - - - - 
8 Fully Connected 512 - - ReLU 
Output Fully Connected 1 - - ReLU 
 
表 5.2 識別モデルのネットワーク詳細 
Layer Feature Map Kernel Size Stride Activation 
Input CT Image + Time Image 2 - - - 
1 Convolution 32 4×4 2 LReLU 
2 Convolution 64 4×4 2 LReLU 
3 Convolution 128 4×4 2 LReLU 
4 Convolution 256 4×4 2 LReLU 























IPF データセット(データセット Ⅰ)は、75 例の高精細胸部 CT データにより構成され、すべて
の症例は、IPF であると診療記録中に明記されている。また、実際に死亡が確認された症例数は
40例である。患者の統計は、男性: 23人、女性: 52人、年齢: 66.8±8.85歳、フォローアップ日数
(生存時間): 1,727±1,153日、GAP-index: 3.75±1.53、CPI: 48.8±13.7である。CT撮影条件は、
スライス厚: 0.625 - 1.5 mm、検出器の構成: 8 - 64 rows×0.625 mm、管電圧: 120/140 kVpであ
る。 
COVID-19データセット(データセット Ⅱ)は、214例の高精細胸部 CTデータにより構成され、
すべての症例は、2020年 3月 1日から 2020年 6月 28日までの間に、鼻咽頭、咽頭、下気道か
ら得られたサンプルに対する逆転写ポリメラーゼ連鎖反応 (RT-PCR: Reverse transcrip-
tase-polymerase chain reaction)による、重症急性呼吸器症候群コロナウイルス 2(SARS-COV-2)
陽性の結果に基づき、COVID-19 陽性であると診断されている。死亡が確認された症例数は 46
症例であり、CT 取得後から死亡までの日数は 11.4±10.9 日である。死亡が確認されなかった患
者に対する生存時間は、CT 取得後から 2020 年 6 月 28 日までの日数を用いる(右打ち切り)。患
者の統計は、男性: 128人、女性: 86人、年齢: 67.2±14.1歳、フォローアップ日数(生存時間): 67±14






Relative Absolute Error)を用いる。RAEは次式により求められる。 













れ、実験 Ⅰ、実験 Ⅱとする。 
 実験 Ⅰ 
実験 Ⅰでは、IPF 患者(データセット Ⅰ)に対し、pix2surv の有効性の検証を行う。pix2surv と、
GAP-index、CPIを用いた DATEに関し C-index、および、RAEを求め、提案モデルである pix2surv
と、DATE(GAP-index、CPI)の C-index、RAEの差に関する統計的検定(𝑡検定)を行う。有意水準は









 実験 Ⅱ 
実験 Ⅱでは、COVID-19患者(データセット Ⅱ)に対し、pix2survと、VOL-WAL、TSS、CrazyPCon、







 実験 Ⅰ 
図 5.2、および、表 5.3に各モデルの C-index、および、RAEを示す。図 5.2、および、表 5.3
より、pix2survは C-index: 86.0 %を示し、GAP-index、CPIと比較してそれぞれ、17.9%、20.8 %
高い値を示し、これらの C-index の差は、𝑝 < 0.05より、統計的に有意である。また、pix2surv
は RAE: 15.1 %を示し、GAP-index、CPIと比較してそれぞれ、13.7%、14.6 %低い値を示し、
これらの RAE の差は、𝑝 < 0.05より、統計的に有意である。図 5.3(a)に、ある IPF 患者(51 歳、
男性、生存日数 257日)に対する各モデルによる生存時間の推定結果の Box plotを示す。また、
図 5.3(b)に、別の IPF患者(67歳、男性、生存日数 2,575日)に対する各モデルによる生存時間の
推定結果の Box plot示す。図 5.4に、各モデルにより推定された患者の生存曲線に基づき、患者
群を高リスク群/低リスク群へと分割を行った場合における各群の生存曲線を示す。図 5.4 より、






 実験 Ⅰ 
図 5.6、および、表 5.4に各モデルの C-index、および、RAEを示す。図 5.6、および、表 5.4
より、pix2survは C-index: 84.4%を示し、VOL-WAL、TSS、CrazyPCon、Laboratory testsと比較
してそれぞれ、26.6 %、28.1 %、28.2 %、19.6 %高い値を示し、これらの C-indexの差は、𝑝 < 0.05
より、統計的に有意である。また、pix2survは RAE: 15.1 %を示し、VOL-WAL、TSS、CrazyPCon、
Laboratory testsと比較してそれぞれ、17.8 %、16.4 %、16.3 %、17.2 %低い値を示し、これらの







図 5.2 各モデルの C-index、および、RAEの Box Plot(実験 Ⅰ): pix2survがともに最
も良い値を示す 
 
表 5.3 各モデルの C-indexとその差の p値、および、RAEとその差の p値(実験 Ⅰ) 
Model C-index [%] 
(95% confidence interval) p-value 
RAE [%] 
(95% confidence interval) p-value 
pix2surv 83.8 (75.5 – 92.1) - 15.1 (10.5 – 19.7) - 
GAP-index 65.9 (57.4 – 74.5) << 0.05 28.8 (22.8 – 34.9) << 0.05 
CPI 63.0 (53.7 – 72.3) << 0.05 29.7 (22.7 – 36.8) << 0.05 
 
 









































































(a) Patient 1 
(Age: 51, Gender: Male, Survival Days: 257)
(a) Patient 2 

























表 5.4 各モデルの C-indexとその差の p値、および、RAEとその差の p値(実験 Ⅰ) 
Model C-index  
(95% confidence interval) p-value 
RAE  
(95% confidence interval) p-value 
pix2surv 84.4 (78.1 - 90.6) - 15.1 (12.2 – 18.0) - 
Laboratory tests 64.8 (46.0 - 83.6) << 0.05 32.3 (22.1 – 42.5) << 0.05 
CrazyPCon 56.2 (49.0 - 63.4) << 0.05 31.4 (27.7 – 35.0) << 0.05 
TSS 56.3 (49.5 – 63.2) << 0.05 31.5 (27.4 – 35.6) << 0.05 
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図 5.2、表 5.3、および、図 5.6、表 5.4より、IPF、COVID-19患者に対する実験において、提
案モデルである pix2survは、データセット Ⅰにおいて、C-index: 86.0 %、RAE: 15.1 %、データ
セット Ⅱにおいて、C-index: 84.4 %、RAE: 15.1 %を示し、他モデルと比較して顕著に優れた性
能を示す。また、他モデルとの C-index、RAE の差は、2つの異なるデータセットにおいて統計
























の 1種類である IPF、および、重度の肺炎を発症する COVID-19患者における生存時間の予測性
能に関する実験を行った。実験より、pix2surv は他のモデルと比較し、優れた予測性能を示し、










第 6章 考察 
本論文の目的は、大腸がんの前身である大腸ポリープのための CT画像解析に基づく検出 CAD
システムの開発、および、間質性肺疾患のための CT 画像解析に基づく予後予測システムの開発
である。第 2章、第 3章では、大腸ポリープ検出 CADシステムに関する報告を行い、第 4章、第
5章では、予後予測システムに関する報告を行った。以下に、全体における考察を述べる。 
 
6.1 ポリープ検出 CADシステムにおける偽陽性陰影低減手法 
既存の大腸ポリープ検出 CAD[75]は、病変検出感度が高い一方、特異度が低い、すなわち、偽




2 次元画像上に存在する対象の分類を目的とした 2 次元畳み込みニューラルネットワークに基
づく分類モデルは多く提案されているが、大腸ポリープのような病変は、ポリープであれば半球
形といった、空間的な特徴を持つため、3 次元画像に対する解析が求められていた。提案モデル
である E3D-ResNet、E3D-DenseNet は、ベースとなるモデルにおける 2 次元畳み込み演算を、
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