a b s t r a c t A 0-1 matrix A is said to avoid a forbidden 0-1 matrix (or pattern) P if no submatrix of A matches P, where a 0 in P matches either 0 or 1 in A. The theory of forbidden matrices subsumes many extremal problems in combinatorics and graph theory such as bounding the length of Davenport-Schinzel sequences and their generalizations, Stanley and Wilf's permutation avoidance problem, and Turán-type subgraph avoidance problems. In addition, forbidden matrix theory has proved to be a powerful tool in discrete geometry and the analysis of both geometric and non-geometric algorithms.
Forbidden matrices
Let A ∈ {0, 1} n×m and P ∈ {0, 1} k×l be 0-1 matrices. Let |A| denote the weight of A, i.e., the number of 1s in A. All matrices in this article are indexed starting from zero. We write P ≺ m A if P appears as a submatrix in A, i.e., there exist indices 0 ≤ r 0 < · · · r k−1 < n and 0 ≤ c 0 < · · · c l−1 < m such that P(i, j) = 1 implies A(r i , c j ) = 1. If P ̸ ≺ m A then we say A is P-free. If P is a set of 0-1 matrices, we define Ex m (P , n, m) to be the maximum weight of an n × m matrix that is P-free, for all P ∈ P . We often use the short forms Ex m (P, n, m) for Ex m ({P}, n, m) and Ex m (P, n) for Ex m ({P}, n, n).
Forbidden graphs
A 0-1 matrix is interpreted as a bipartite graph in which vertices on either side of the bipartition are ordered. We consider both the ordered and unordered subgraph avoidance problems. Let H and G be undirected graphs with vertex sets V (H) = {u 0 , . . . , u k−1 } and V (G) = {v 0 , . . . , v n−1 }. We say H is (isomorphic to) a subgraph of G if there are distinct indices 0 ≤ r 0 , . . . , r k−1 < n such that (u i , u j ) ∈ E(H) implies (v r i , v r j ) ∈ E(G) and say H is (isomorphic to) an ordered subgraph of G if, in addition, r 0 < · · · < r k−1 . Let Ex g (H, n) be the maximum number of edges in an n-vertex graph avoiding subgraphs isomorphic to H, i.e., the Turán number of H, and let Ex og (H, n) be defined analogously for ordered n-vertex graphs avoiding ordered subgraphs H.
Forbidden sequences
The alphabet (set of distinct symbols) in a sequence σ is Σ(σ ). A sequence σ = (σ (i)) 0≤i<|σ | is a subsequence of σ ′ = (σ ′ (i)) 0≤i<|σ ′ | , written σ ≼ σ ′ , if there are indices r 0 < · · · < r |σ |−1 such that σ (i) = σ ′ (r i ) for all i. Let |σ | be the length of σ and ∥σ ∥ = |Σ(σ )| be the size of its alphabet. Two sequences σ , σ ′ of equal length are isomorphic if there is a bijection f : Σ(σ ) → Σ(σ ′ ) such that f (σ (i)) = σ ′ (i) for all i. We write σ ≺ s σ ′ if σ is isomorphic to a subsequence of σ ′ and say that σ ′ is σ -free if σ ̸ ≺ s σ ′ . A σ is t-sparse if σ (i) = σ (j) implies |i − j| ≥ t, e.g., 2-sparse sequences avoid immediate repetitions. Define Ex s (σ , n) to be the maximum length of a ∥σ ∥-sparse, σ -free sequence over an n-letter alphabet. 4 A block in a sequence is a contiguous subsequence of distinct symbols. Let Ex s (σ , n, m) be the maximum length of a σ -free sequence over an n-letter alphabet that can be partitioned into m blocks, without any sparsity criterion. When σ = abab · · · is an alternating sequence with length t + 2, a σ -free sequence is usually called an order-t Davenport-Schinzel sequence. When σ is not of this form, σ -free sequences are usually called generalized Davenport-Schinzel sequences. See [21] for a survey on Davenport-Schinzel sequences and their numerous generalizations. 3 The order requirements can effectively be removed by forbidding all possible orders. 4 Without the sparseness condition Ex s (σ , n) would be unbounded, e.g., abababab . . . is abc-free.
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We consider a variant of forbidden subsequences in which the alphabets are ordered. Two equal length sequences σ , σ ′ over ordered alphabets are order-isomorphic if there is an order preserving bijection f : Σ(σ ) → Σ(σ ′ ) such that f (σ (i)) = σ ′ (i) for all i. Define ≺ os and Ex os for ordered alphabets as ≺ s and Ex s were defined for unordered alphabets.
We have not seen Ex os defined in the literature. Ordered sequences with some forbidden substructure have, of course, been studied before, for example, in research leading up to the proof of the Stanley-Wilf conjecture. See [9, 4, 20, 27 ].
Relations between matrices and graphs
At a high level the growth of Ex g (H, n) is understood very well: it is trivially Θ(n 2 ) if H is not bipartite, O(n) if H is a forest, and Ω(n 1+c 1 ) and O(n 1+c 2 ) in all other cases, for constants 0 < c 1 ≤ c 2 < 1 depending on H. 5 However, the relationship between the unordered graph, ordered graph, and 0-1 matrix avoidance problems is only partially understood. Let g(P) be the unordered graph corresponding to 0-1 matrix P and let og(P) be the ordered graph corresponding to P, where the vertices identified with rows precede those of the columns. The graph og(P) has interval chromatic number 2, meaning the vertices can be 2-colored so each color class occupies an interval in the vertex order. If an ordered graph H does not have interval chromatic number 2 then Ex og (H, n) is trivially Θ(n 2 ), for the same reason that Ex
For any (ordered) graph H and 0-1 matrix P it is trivial that Ex (P, n) ). This follows since any graph contains a balanced bipartite subgraph with at least half the edges. If P has no all-zero rows or columns then Ex m (P, n) ≤ Ex og (og(P), 2n) = O(Ex og (og(P), n)). 6 When are these inequalities asymptotically tight and how loose can they possibly be? Pach and Tardos [31] proved that Ex og (og(P), n) = O(Ex m (P, n) log n) and that the log n factor is tight in some cases. Over a decade earlier Füredi and Hajnal [15] conjectured that the gap between Ex m and Ex g is also at most logarithmic:
Perhaps doubting its plausibility, they asked whether Conjecture 1.1 held at least for acyclic forbidden matrices. Acyclic matrices represent an important special case since nearly all geometric and algorithmic applications of the forbidden substructure method use acyclic matrices [13, 6, 28, 30, 11, 31, 32] .
Conjecture 1.2 ([15]
). Let P be an acyclic 0-1 matrix, i.e., one for which g(P) is a forest. Then Ex m (P, n) = O(n log n). 
With the exception of giving a full characterization of linear forbidden matrices, all the problems and conjectures above have been resolved [31, 27, 18, 16] or will be resolved later in this article. Marcus and Tardos [27] proved Conjecture 1.3 with a remarkably simple proof and Geneson [16] generalized their proof to show that double permutation matrices are also linear.
(A k × 2k double permutation matrix is derived from a k × k permutation matrix by immediately repeating every column.
We also refer to submatrices of such matrices as double permutation matrices.) Keszegh and Geneson [18, 16] showed that P nonlin is infinite but their proof is not entirely constructive: only two members of P nonlin have been identified. Pach and
New results. In Section 2 we refute Conjecture 1.2 by exhibiting a class of 0-1 matrices with weight Θ(n log n log log n) that avoids a relatively small acyclic pattern. Our method for constructing these matrices uses two generic composition procedures on 0-1 matrices, one that roughly squares the density of a matrix and one that sparsifies it. In Section 3 we simplify one aspect of Keszegh and Geneson's proof [18, 16] that P nonlin is infinite. Our technique lets us prove that Keszegh's matrices [18] are nonlinear, as well as several previously unclassified ones.
Relations between matrices and sequences
There is a very natural relationship between sequences formed by m blocks over an n-symbol alphabet and n × m 0-1 matrices. An m-block sequence σ can be represented as an n × m 0-1 matrix A σ in which A σ (i, j) = 1 if the ith symbol 5 The only well-studied cases are when H is an even length cycle [10, 25, 24, 39] or a complete bipartite graph [10, 14, 23, 5, 8, 7] . Let C k and K s,t be the 2k-cycle and complete s × t graph, where s ≤ t. It is widely believed that Ex g (C k , n) = Θ(n 1+1/k ) and Ex g (K s,t , n) = Θ(n 2−1/s ). These upper bounds are relatively easy to prove [23] , but they are only known to be tight when k ∈ {2, 3, 5}, when s ∈ {2, 3}, or when s ≥ 4 and t ≥ (s−1)!+1; see [10, 14, 23, 5, 8, 7] . appears in the jth block. In the reverse direction, one can convert any n × m 0-1 matrix into an m-block sequence over an n-letter alphabet. Neither of these transformations produces a unique matrix/sequence. Both transformations ignore the order of symbols within a block and if the alphabet of the sequence is unordered, the rows of the corresponding matrix can be permuted arbitrarily. Füredi and Hajnal [15] attempted to connect bounds on the length of Davenport-Schinzel sequences [17, 2, 29] with analogous problems on forbidden 0-1 matrices. Let s t = abab · · · be an alternating sequence with length t and let S t be the 2 × t matrix in which S t (i, j) = 1 if and only if i + j is odd; see, e.g., S 4 defined earlier. In [15] , it is proved that Ex m (S 4 , n) = Θ(Ex s (s 5 , n)) = Θ(nα(n)) and that for even t ≥ 6, 
or of the form n2 [29] (see also [1, 22, 19] ) showed that Ex s (σ , n) is quasilinear for all σ . In particular, for t = ⌊(|σ | − ∥σ ∥ − 2)/2⌋:
The quasilinear bounds above imply that Ex os (σ , n) is also quasilinear, for any σ over an ordered alphabet. To see this, observe that an ordered σ -free sequence µ is, when regarded as an unordered sequence, also σ ′ -free where σ
, which is quasilinear. The quasilinear bounds on Ex os (·, n) imply quasilinear bounds on Ex m (P, n) if P contains exactly one 1 in each column; call matrices of this type light. If A is a P-free, n × n matrix let µ be an n-block sequence over an n-letter alphabet where symbol i appears in block j if A(i, j) = 1. The permutation of symbols inside a block is arbitrary. If P is a k × l matrix let σ be a length 2l ordered sequence where σ (2j) = σ (2j + 1) = i if P(i, j) = 1. It follows that µ is σ -free since any occurrence of σ puts σ (0), σ (2), . . . , σ (2l − 2) in distinct blocks and, hence, an occurrence of
, which is quasilinear.
If one wishes to obtain a quasilinear bound on some object but is not picky about the degree of quasilinearity then there is no reason to prefer sequences over matrices or vice versa. However, within the realm of quasilinear bounds, it is not clear whether sequences or light matrices form the more expressive medium, nor is it clear whether there should be extremalfunction-preserving mappings between forbidden light matrices and forbidden subsequences. Much of the research in this area has focussed on the boundary between linear and nonlinear forbidden subsequences. Let S nonlin be the set of minimal nonlinear forbidden subsequences. Results of [17, 1] imply that ababa is the only two-symbol member of S nonlin .
Pettie [33] [34] [35] proved that abcacbc is the only repetition-free member of S nonlin over three symbols and that |S nonlin | ≥ 4.
Until recently, every forbidden subsequence known to be linear could be generated by the following composition rules of Klazar and Valtr [22] . Let u 1 , u 2 , v be sequences where Σ(u 1 u 2 ) is disjoint from Σ(v), and let a, b be distinct symbols such that a ̸ ∈ Σ(v) and b ̸ ∈ Σ(u 1 u 2 ). [21] asked whether all linear forbidden sequences could be generated from these and simpler rules. Pettie recently proved [33, 34] that abcbbccac is linear, which cannot be generated from Klazar and Valtr's rules.
New results. In Section 4, we give a number of results that strengthen the connection between light forbidden matrices and forbidden sequences. First, we show that Ex m (S t , n, m) is asymptotically equivalent to Ex s (s t+1 , n, m), and that Ex m (S t , n) is within a tiny ζ (n) factor of Ex s (s t+1 , n). 7 This demonstrates that there is an essentially tight correspondence between standard Davenport-Schinzel sequences (avoiding the alternating subsequences) and their equivalent 0-1 matrices. Second, we prove that a forbidden subsequence is linear if it can be formed by concatenating a permutation of Σ(σ ) and a doubled permutation of Σ(σ ), e.g., abcdaaccbbdd and abcdbbddaacc are two such sequences. This answers Klazar's question and, in fact, proves that there are infinitely many linear forbidden subsequences that cannot be generated by Klazar and Valtr's rules. 8 Finally, we observe that two existing constructions of sequences with length Ω(nα(n)) [17, 33, 35] imply that two pairs of light forbidden submatrices are also nonlinear. See Section 4 for more details.
Organization
In Section 2, we refute Conjecture 1.2 by exhibiting a class of 0-1 matrices with weight Θ(n log n log log n) that avoids a relatively small acyclic pattern. In Section 3, we give a systematic way to prove that forbidden 0-1 matrices have extremal 7 The ζ (n) factor is dominated by the gap between the best upper and lower bounds on Ex s (s t+1 , n) [2, 29] . It is undoubtedly unnecessary.
8 As a matter of chronology, the proof that all concatenated permutation sequences are linear was discovered before the proof that abcbbccac is linear [33, 34] .
function Ω(n log n). We provide tight bounds on a number of previously unclassified forbidden matrices and simplify parts of Keszegh and Geneson's proof [18, 16] that P nonlin is infinite. In Section 4, we present our results on the relationship between forbidden subsequences and forbidden light matrices. In Section 5, we highlight a number of open problems and avenues for further research.
Notation and basic results
Recall that all matrices in this article are indexed starting from zero. A row/column index prefixed with '−', say −i, indicates the row/column i from the last row/column of the matrix. For example, in an n × m matrix M, M(0, 0) and M(−0, −0) = M(n − 1, m − 1) are the northwest and southeast corners of M, respectively. Lemmas 1.4-1.6 bound the extremal function of forbidden matrices relative to those of their submatrices, the first of which is trivial.
k×l be a forbidden matrix where P 
Since Ex m (P, n) is invariant with respect to rotation and reflection of P, one can obviously apply Lemmas 1.5 and 1.6 to rows rather than columns. Lemmas 1.4 and 1.5 can be used in tandem to stretch a 0-1 matrix without changing its weight. Using the terminology from Lemma 1.4, let P be derived from P ′ with P ′ (i, l − 1) = 1 by adding a weight-1 column with P(i, l) = 1 and setting P(i, l−1) = 0. We call P a stretched version of P
the nonlinearity of Ex m (P, n) bears witness to the nonlinearity of Ex m (P ′ , n). For example, all nonlinear weight-4 matrices can be reduced toŜ 4 via zero or more stretching operations [15, 38] . Since Ex m (Ŝ 4 , n) = Θ(nα(n)) is nonlinear [15] , it represents the sole cause of nonlinearity among weight-4 matrices.
The Füredi-Hajnal conjecture for acyclic forbidden patterns
We first recall a standard construction of matrices avoiding the weight-4 patterns P 1 , P ′ 1 , and P ′′ 1 :
q matrix with 1s on the diagonals that are powers of two and zero elsewhere; see Fig. 2 for an example. The index q may be omitted if implied or irrelevant.
Since D q contains no 1s on or below the main diagonal it must avoid P 1 , P ′ 1 , P ′′ 1 , and K 2,2 . Theorem 2.2 gives a specific counterexample to the Füredi-Hajnal conjecture, which we prove in the remainder of this section.
Theorem 2.2.
There exists an acyclic forbidden matrix X for which Ex m (X, n) = ω(n log n). Specifically, Ex m (X, n) = Ω(n log n log log n) where 
We will show that the following n × n matrix A with weight Θ(n log n log log n) avoids X . The matrix A is a sparser version of a simpler matrixÃ with weight Θ(n log 2 n). For much of the proof we considerÃ rather than
Lemma 2.3. A has weight greater than k
n log n log log n − O(n log n).
Proof. We must count the number of pairs (i, j) for which t 1 , t 2 , and t 3 are defined. Note that the number of pairs 
Based on these observations we can count the number of pairs (i, j) for which t 3 is defined as follows.
A block ofÃ (or A) consists of all entries (⟨i 1 , i 2 ⟩ , ⟨j 1 , j 2 ⟩) with common i 1 and j 1 coordinates. The block matrix ofÃ (or A) is a K × K matrix whose entries are 0 and 1 if the corresponding block inÃ (or A) is 0 or non-zero, respectively. One can viewÃ as the composition of D k with itself. Note that if a given matrix has polylogarithmic density then composing it with itself roughly squares the density. This operation alone is not very useful for building matrices avoiding some submatrices: composing a matrix with density ω(1) with itself gives rise to a matrix with arbitrarily large all-1 submatrices. One can view A as being derived fromÃ by a different type of composition operation. Roughly speaking, we partition the 1s inÃ into a collection of all-1 submatrices and replace each such submatrix with a copy (or, more accurately, a fragment of a copy) of D k ′ . This composition is effected by the 't 1 + t 2 − (k − 1) = 2 t 3 ' condition in the definition of A. Sparsifying the matrixÃ in this way reduces the density by a factor Θ(k/k ′ ) ≈ log n/ log log n.
As we noted above, X and every other fixed submatrix appears inÃ. However, Lemma 2.5 shows that the ways in which X can appear inÃ are rather limited. 
Lemma 2.5. Consider an occurrence of X inÃ and let the locations inÃ identified with
Proof. Below is X , with rows and columns labeled:
lie in separate blocks ofÃ and therefore form an instance of either P 1 or K 2,2 in the block matrix. By Observation 2.4 the block matrix ofÃ is exactly D k , which is {P 1 , K 2,2 }-free. 
Both of these matrices contain P 1 , contradicting the fact that D k excludes P 1 . Part (3) follows the same lines as part (2) . If columns 1 and 4 of X were in the same block then that block would include P 
is a power of 2, which is precisely the same criterion for 
Proof. Let i, i
, and (i ′′′ , j ′ ) be the locations in A corresponding to positions X (0, 3), X (1, 2), and X (2, 1). Below is X , with rows and columns labeled:
If X appears in A, Lemma 2.5(1) implies that either (a) columns 1-4 of X are mapped to one block column in A, or (b) rows 0-3 of X are mapped to one block row in A.
In case (a), Lemma 2.5(2) further states that i 1 < i
i.e., rows 0 and 1 of X appear in different blocks but the same row in their respective blocks. However, this implies that the submatrix C j 1 ,i 2 contains the intersection of rows i, i ′ and columns j
This is a contradiction since, by Lemma 2.6, C j 1 ,i 2 is contained in D k ′ , which avoids P 1 . Case (b) is symmetric. Lemma 2.5(3) states that j This concludes the proof of Theorem 2.2.
More nonlinear matrices
In this section we give tight or nearly tight bounds on some low weight matrices and simplify one aspect of Keszegh and Geneson's proof [18, 16] that there are infinitely many minimal nonlinear matrices with respect to containment and stretching. Although there are infinitely many such matrices, the only two identified to date arê
having extremal functions Θ(nα(n)) [15] and Θ(n log n) [18, 31] , respectively.
With one exception, all of our lower bounds are based on the following recursive construction of matrices with weight Θ(n log n). Let Π be an infinite set of legal permutations. For each q ≥ 0, R Π q is a set of 2 q × 2 q 0-1 matrices. As always, the index q may be dropped if it is not relevant. 
This construction is a slight generalization of one from Füredi and Hajnal [15] , who restricted Π to be the set of all identity permutations. We use R * q , R \ q , and R / q to refer to any matrix in R Π q when Π is, respectively, the set of all permutation matrices, all identity matrices, and all quarter rotations of identity matrices. 9 Clearly R * q is a 2 q × 2 q matrix with more than q2 q−1 1s. 10 In fact, this shows that there are (n/2)!(n/4)!
· · · n×n matrices avoiding P ′′ 1 , which is 2 Θ(n log 2 n) and on par with the
matrices with weight n log n. Previous constructions [13, 15, 38] implied (trivially) that there were 2 Θ(n log n) matrices with weight Θ(n log n) avoiding P ′′ is Ω(n log n) and O(n log n2 α(n) ).
Proof. For the lower bounds, observe that H 1 is inseparable with respect to R * , H 2 and H show Ex m (H 1 , n) = O(n log n). For H 2 , one application of Lemma 1.6 to the bottom row leaves a matrix known 11 to be linear [38, 18] . If one applies Lemmas 1.6 and 1.5 to the bottom two rows of H ♭ 3 , one is left with a submatrix of a double permutation matrix, all of which are known to be linear [16] . In the case of H ♯ 3 , removing the bottom two rows leaves a weight-5 light matrix. Pettie [33] proved that the extremal function for such a matrix is O(n2 α(n) ). (For this particular weight-5 matrix the best lower bound is Ω(nα(n)).)
The matrices named in Theorem 3.2 are not an exhaustive list of matrices susceptible to this technique, just those with weight at most 7 that were previously unclassified or, in the case of H 1 , were known to be nonlinear by a more complicated proof [18] . Theorem 3.1 implies that infinitely many similar looking matrices have extremal functions in Ω(n log n).
is not contained in the 0-1 matrix K for which K (i, j) = 1 if and only if j − i = 3 k , for some integer k. Needless to say, his proof is delicate inasmuch as it needs K to be defined with respect to powers of 3 rather than 2. Ex m (G, n) = Ω(n log n). As Keszegh noted [18] , applying Lemmas 1.6 and 1.5 to the bottom two rows leaves a submatrix of a double permutation matrix, all of which are linear [16] . Thus, the Ω(n log n) bound is asymptotically tight.
Proof. Observe that G
Tardos [38] defined a matrix very similar to R \ where the rows appear in the same order but the columns are shuffled. He showed this class of matrices avoids the pattern T 0 , defined below. We show that his class of matrices also avoids generalizations of T 0 .
In all other locations T q is 0. The first few patterns in this set are as follows:
11 To be more specific, one takes P 3 , defined in the Introduction and shown to be linear by Tardos [38] , then applies Keszegh's [18] operation, which preserves the extremal function. Note that T 1 is separable with respect to any class of permutations, so we cannot prove that it is nonlinear using Theorem 3.1.
Proof. LetĀ be a 2
K matrix whose rows and columns are associated with K -bit strings or equivalently, K -bit integers.
Let rev(i) be the integer obtained by reversing the bit-string representation of i, e.g., if K = 4, rev(12) = rev(1100 2 ) = 0011 2 = 3. Let i < * j if rev(i) < rev(j). The rows ofĀ are sorted according to < and the columns according to < * .
A(i, j) =  1 if i and j differ in one bit and i < j 0 otherwise.
Tardos [38] proved thatĀ avoids T 0 . Suppose that there exist rows x < y < z < w and columns i < * j < * k < * l inĀ See Fig. 4 . From the ordering y < z < w and the fact that y and w agree at indices 0 through d − 1, it follows from the row ordering according to < that z agrees with y, w at those indices. In particular z c = 0. Similarly, the ordering i < * j < * k implies that i, j, and k are equal at indices b + 1 through K − 1, and, in particular, that j c = 1. Obviously c is the single bit position where z and j differ. This implies that y and z agree at positions c + 1 through K − 1 since y, k, and j agree on those as well. Thus z = y, a contradiction. Similarly, j agrees with k at bit position c, and, since k, y and z agree at positions 0 through c − 1 we have j = k, another contradiction. Turning to the upper bound, one application of Lemma 1.6, to the bottom row, and another application of Lemma 1.5, to the right column, yields a matrix that is a reflection of P 3 . Tardos [38] proved that Ex m (P 3 , n) = O(n).
Since T q contains P 
Proof. The upper bounds all follow directly from Theorem 4.1. It is known [17, 2, 29] that for t ∈ {5, 6}, any s t -free sequence contains a subsequence with one quarter the length that can be partitioned into n blocks. By Theorem 4.1,
for t ∈ {5, 6}. For t ≥ 7 we apply Füredi and Hajnal's trick [15] to force there to be n blocks, at the cost of a negligible factor. Let µ be a maximum length s t -free sequence and define γ (n) such that |µ| = Ex s (s t , n) = nγ (n). (1) . Write µ as a concatenation of at most n sequences: µ 1 . . . µ n , where each |µ i | = ⌈γ (n)⌉. 
The upper bound from Theorem 4.1 is tighter than that obtained by Füredi and Hajnal [15] . They showed that for
Some linear forbidden subsequences
Marcus and Tardos [27] proved that permutation matrices have a linear extremal function, i.e., Ex m (P, n) ≤ cn, for every t × t permutation matrix P, where c is a constant that depends only on t. This proof was generalized by Geneson [16] to include double permutation matrices, i.e., t × 2t matrices obtained by repeating every column of a permutation matrix. In this section we show that these results for matrices imply that a sequence σ formed by concatenating a permutation of Σ(σ ) with a doubled permutation of Σ(σ ) has a linear extremal function. This class of sequences cannot be generated by Klazar and Valtr's [22] composition rules, which answers Klazar's question [21] about whether these rules characterize all linear forbidden sequences. Pettie [33, 34] proved that there is another linear forbidden subsequence, abcbbccac, that is not a concatenated permutation sequence or in Klazar and Valtr's class.
Let dbl(σ ) be obtained from σ by repeating each letter, e.g., dbl(aba) = aabbaa. 
Nonlinear forbidden matrix pairs
In general, if P is a set of forbidden matrices, the extremal function Ex m (P , n) does not necessarily resemble the extremal functions of the individual members of P . Tardos [38] proved, for example, that by forbidding {P 1 ,P 1 }, whereP 1 is one of the matrices obtained from P 1 by reflection and rotation, one could arrive at extremal functions Θ(n log n), Θ(n log n/ log log n), Θ(n log log n), or Θ(n), all depending on the choice ofP 1 . Füredi and Hajnal [15] noted much earlier that their construction of S 4 -free matrices with weight Θ(nα(n)) also avoidedŜ 4 , K 2,2 , and several rotations and reflections of P 1 and P 2 .
It was proved in [35] that Ex s ({abcaccbc, ababa}, n, m) = Θ(nα(n, m) + m) and in [33, 34] that Ex s ({abcacbc, abaaba}, n, m) = Θ(nα(n, m) + m).
14 Using the standard conversion between n-letter, m-block sequences and n × m matrices, these results immediately extend to nonlinear bounds on pairs of forbidden 0-1 matrices. It is an open question whether repeating a column in a light matrix (or repeating a symbol in a forbidden subsequence) can affect its extremal function. Theorem 4.5 raises the strange possibility that the answer to this question could be negative for one forbidden matrix/sequence but positive for multiple forbidden matrices/sequences. There is no strong reason to believe that Ex m ({U,Ŝ 4 }, n, m) or Ex s ({abcacbc, ababa}, n, m) is nonlinear.
Conclusions and conjectures
We have exhibited an acyclic forbidden 0-1 pattern with extremal function ω(n log n), thereby disproving a conjecture of Füredi and Hajnal [15] . However, our result does not imply or suggest any general upper bound on acyclic patterns. It is plausible that our composition technique could be generalized, but a straightforward generalization would only get us additional poly(log log n) factors in the extremal function. The main open question is whether all acyclic matrices have extremal functions of the form n(log n) O(1) , and, if so, whether this is the strongest general upper bound. Pach and Tardos [31] have verified that all weight-5 and all but a handful of weight-6 acyclic patterns have n(log n) O(1) extremal functions. It would be desirable to distinguish matrices with linear, quasilinear, n(log n) O(1) , and n 1+Ω(1) extremal functions, and to identify more minimal members of these classes, up to symmetry and stretching. For example, it is an open question whetherŜ 4 is the unique minimally nonlinear light matrix. We know thatŜ 4 and H 1 are minimally nonlinear and that there are infinitely many minimally nonlinear matrices contained in G, defined in Section 3. However, the members of G are Keszegh and Geneson [18, 16] noted that G also contains infinitely many minimally nonquasilinear matrices, but, at present, only P 2 , P ′′ 1 , H 1 , and H 2 are known to be in this class. 15 There are several unclassified weight-5 patterns that may be minimally nonquasilinear, the most interesting of which, aesthetically, is P 4 , which is a submatrix of T 1 , defined in Section 3.
Its extremal function is known to be Ω(nα(n)) and O(n log n).
Any proof that P 4 is quasilinear would have to depart from previous approaches [15, 33] , which make extensive use of the lightness of the given forbidden matrix.
