Aim: This study aims to evaluate the difference between depth data from an intraoral cone and a conventional irradiation tube calculated using a treatment planning system (TPS), and that measured using an intraoral cone for electron radiotherapy. Background: A TPS is only compatible with conventional irradiation tubes. However, such systems are not suitable for determining dose distributions when a special cone is employed. Materials and Methods: Dose distributions were calculated using the beam data for mounted intraoral cones using a TPS. Then, the dose distribution by field size was calculated for a low-melting-point lead alloy using the beam data for a mounted conventional tube. The calculated data were evaluated against the measured intraoral-cone depth data based on the dose and depth differences. Results: The calculated data for the intraoral cone case did not match the measured data. However, the depth data obtained considering the field size determined for the lead alloy using the conventional tube were close to the measured values for the intraoral cone case. The difference in the depth at which the absorbed dose was 50% of the maximum value of the percentage depth dose was less than ±4 mm for the generalized Gaussian pencil beam convolution algorithm and less than ±1 mm for the electron Monte Carlo algorithm. Conclusion: It was found that the measured and calculated dose distributions were in agreement, especially when then electron Monte Carlo algorithm was used. Thus, the TPS can be employed to determine dose distributions for intraoral cone applications.
Introduction
In external electron radiotherapy, conventional irradiation tubes (applicators) and metallic cones (used in intracavitary [1] and intraoperative [2] irradiation) are employed according to the application requirements, via attachment to the medical linear accelerator (linac) outlet. As regards treatment using an intraoral cone, the irradiation dose is often calculated from tabulated data such as the measured depth data dose and cone factor [3] ; thus, the monitor unit (MU) value calculated using the treatment planning system (TPS) is rarely used in clinical scenarios, although the authors have experience with its application.
It is necessary to register the beam data in order to calculate the dose distribution using a TPS. However, a TPS is only compatible with applicators added to the linac, and cannot be used to determine the dose distribution when a special cone, such as an intraoral cone, is employed [4] . Further, the intended dose distribution described to the patient is often different to the actual supplied dose distribution when intraoral cones are used. In fact, Slyk and Litoborski [3] have reported that the dose distribution calculated using the generalized Gaussian pencil beam (GGPB) electron algorithm installed in a commercial Eclipse TPS (Varian Medical Systems, Palo Alto, CA, USA) does not correspond to the measured data when an intraoperative metallic cone is used. Recently, a commercial implementation based on the macro Monte Carlo (MC) method [5] has been developed and has been made available as the electron MC (eMC) dose calculation algorithm in Eclipse. Previous studies have evaluated eMC accuracy with regard to dose distribution prediction for high-energy electron beams [6] [7]. However, although the eMC implementation yields an extremely large improvement when compared with the commonly used pencil beam convolution algorithm, there are some limitations for electron beam energies ≤ 6 MeV [4] [6] [7] .
The goal of this study is to evaluate the differences between the depth doses calculated from the beam data obtained using an intraoral cone, along with those calculated from the radiation field determined by a low-melting-point lead alloy (LMA) using the TPS applicator beam data, through comparison with the measured depth doses for an intraoral cone, considering electron beams with energies higher than 6 MeV. As a result, we compare measured values and calculated value and evaluate those data. We also consider the usefulness of calculation results using eMC for dose calculation algorithm.
Materials and Methods

Beam Data Measurement
Electron beams of 6, 9, 12, and 16 MeV emitted from a Clinac 21iX linac (Varian Medical Systems, Palo Alto, CA, USA) were considered, using an applicator (A06; Varian Medical Systems, Palo Alto, CA, USA) employed for conventional electron irradiation (Figure 1(a) ) or an intraoral cone (oblique or straight; Engineering System Co., LTD., Japan; Figure 1(b) ). The percentage depth 
Beam Data Modeling
The beam data were registered to the Eclipse TPS version 13.6.30 (Varian Medi- cal Systems Inc., Palo Alto, CA, USA), in accordance with the Beam Configuration Reference Guide [10] and using the beam configuration software supplied with the Eclipse TPS. The data registered with the beam configuration software were the geometrical information, scanning data, and output factor when the applicator was employed. The block transmission data were registered in order to create the radiation field using the LMA and the RT administration software.
The transmission factor was registered as 1.0000.
Then, a new applicator ID was set in order to register the beam data for the intraoral cone case using the RT administration software; this step was implemented because the mechanical specifics of the intraoral cone differ from those of the applicator. The jaw setting when the intraoral cone was implemented was modeled as a 5 × 5 cm 2 field, regardless of the electron energy. Then, the SSD was set to 100 cm. All other information was registered on the RT administration software. The beam configuration registration data were the calculation parameters, dose rate table, electron field-size factors, and the measured depth dose.
Maximum and minimum irradiation field (intraoral cone diameters of 20 or 30 mm φ) sizes were input as the calculation parameters for the 100-cm SSD. The mean incident electron energy was calculated from the equation proposed in IAEA Technical Report No. 381 [11] using the measured PDD. The applicator-skin distance was input as 0.1 cm. The other parameters were equivalent to those for the applicator case. The electron field-size factors were set to 1.0 times the size of a field cell. The output factors were input using the dose rate table applicable to the cell for which the electron field factor was registered as 1.0.
Dose Distribution Calculation
The various dose distributions were calculated using a numeric phantom and the external treatment planning software provided with the Eclipse TPS. As noted in the Introduction above, limitations have been reported for electron beam energies of 6 MeV or less when the eMC dose calculation algorithm is implemented. Popple et al. [12] have found differences of up to 5% between the measured and calculated outputs for 6-MeV electron beams. A similar study has found the same difference (5%) in the outer regions of the irradiation field for a 6-MeV electron beam and a 15 × 15 cm 2 applicator [13] . Further, Fix et al. [14] have reported that these short- 
Results and Discussion
A comparison of the measured and calculated data is shown in Figure 3 Note that the depth doses calculated using the irradiation field determined by the LMA based on the applicator beam data were almost within the error bars in the deeper region beyond the maximum dose depth. This TPS dose distribution mm φ and a 100-cm SSD were considered, where the electron beam was orthogonal to the water and along the beam axis, respectively. For the GGPB algorithm and the 20-mm φ cone size, the differences in the R 50 (the depth in water at which the absorbed dose falls to 50% of the maximum dose for a certain beam) exceeded 3 mm. As can be seen from the depth dose results shown in Figure 3 , the calculated distribution may exhibit a jagged profile in a certain depth region for the GGPB algorithm case. The mean differences and standard deviations for the C20 and C30 cases are extremely large for electron beams with energies more than 9 MeV.
The mean differences for the A06B20 and A06B30 cases, as determined using the GGPB algorithm, were less than ±5% compared with the measured data. In addition, the mean differences of the A06B20 and A06B30 results, as determined using the eMC algorithm, were less than ±1% for electron beams with energies higher than 9 MeV, as compared with the measured data. Note that, for a 6-MeV electron beam, the accuracy of the calculation data could not be confirmed.
However, for a 6-MeV electron beam, the differences between the calculations and measurements were less than ±1.5%.
The depth doses obtained using the oblique-type intraoral cone are shown in gies. The reason for the large differences noted in this figure is that the depth doses were calculated by the GGPB algorithm and the TPS, and it is thought that the scatter components of the lateral calculations were insufficient. Table 2 shows the mean differences and standard deviations for the oblique intraoral cone and applicator data, compared to the measured data when the electron beam was radiated at a 45˚ gantry angle. The mean difference for the A06B30 case was less than ±2% for all algorithms. Further, the standard deviation for the eMC algorithm case was less than that obtained using the GGPB algorithm. The differences in the R 50 depths were less than ±4 and ±1 mm for the GGPB algorithm and eMC algorithm, respectively.
Conclusion
In this study, the differences between the calculated depth doses for two types of intraoral cone and a conventional irradiation applicator were compared to the measured data for an intraoral cone, for electron beams with energies higher than 6 MeV. The depth doses calculated based on the field size determined by the LMA and using the applicator beam data approached the measured depth dose for the applicator case. Although it was not necessary to register the depth data obtained using the intraoral cone with the RT administration software, those data were used to confirm the depth dose calculated by the Eclipse TPS. It was found that the dose distribution calculated by the Eclipse TPS reflects the actual distribution for the intraoral cone. Thus, dose distributions planned by the TPS can be employed, especially when the eMC algorithm is used for the calculation. However, the calculated dose distribution was confirmed using Eclipse TPS version 13 only; therefore, it is necessary to confirm the differences between the calculated and measured data for other TPS.
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