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Support Vector Machine Applications in Terahertz
Pulsed Signals Feature Sets
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Abstract—In the past decade, terahertz radiation (T-rays) have
been extensively applied within the fields of industrial and biomed-
ical imaging, owing to their noninvasive property. Support vector
machine (SVM) learning algorithms are sufficiently powerful to
detect patterns hidden inside noisy biomedical measurements. This
paper introduces a frequency orientation component method to ex-
tract T-ray feature sets for the application of two- and multiclass
classification using SVMs. Effective discriminations of ribonucleic
acid (RNA) samples and various powdered substances are demon-
strated. The development of this method has become important in
T-ray chemical sensing and image processing, which results in en-
hanced delectability useful for many applications, such as quality
control, security detection and clinic diagnosis.
Index Terms—Pairwise classification, ribonucleic acid (RNA),
support vector machines (SVMs), terahertz, terahertz time-
domain spectroscopy.
I. INTRODUCTION
T -RAYS have wavelengths in the submillimetre range from30 to 3000 m, corresponding to the frequency range from
0.1 to 10 THz in the electromagnetic spectrum. T-rays have
promising potential both in in vivo and in vitro biosensing ap-
plications [1]–[3] owing to: 1) their noninvasive property and
2) the fact that biomolecules have rich resonances in the T-ray
region [4]–[6]. The ultimate aim of our work is to perform auto-
matic classification of data obtained from T-ray measurements
with tomographic applications [7]. It is important to devise ef-
fective feature extraction methods to fully represent the different
characteristics of these signals [8]. Signal processing methods
are proposed for the current experiment. In the two experiments
presented in this paper, input measurements are decomposed
based on specific properties of their Fourier spectrum [9]. From
the spectrum, a pair of specific values are extracted as features,
which takes the place of a large amount of spectral data. In doing
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so, the number of features is kept smaller than the number of ob-
servations to prevent over fitting. In this case, there is the added
benefit of reduced computation complexity with the low feature
dimensionality.
The current experiments illustrate the potential of support
vector machines (SVMs) in pulsed signal recognition. The clas-
sification of two different types of ribonucleic acid (RNA) sam-
ples is of importance because it is a potential precursor for de-
oxyribonucleic acid (DNA) sample classification in an in vivo
environment [10]. We also classify six different types of powder
materials, to illustrate the validity of our approach to other ap-
plications, such as security. We describe the methods for T-ray
pulse classification. The system’s input are the measured raw
T-ray signals, with the only preprocessing being a deconvolu-
tion in the Fourier domain. Feature extraction and classifica-
tion are performed with the aim of achieving high classifica-
tion accuracy. In this work, we found that an SVM kernel-based
method can be directly applied to the specific features. The main
advantage of the current approach is that it is not necessary to
design an elaborate feature extraction scheme [11], since even
elementary feature extraction is sufficient for the SVMs to per-
form well. A pairwise classification scheme [12] is applied to
multiclass recognition problems, which leverages the good per-
formance of binary SVMs to solve complicated multiclass prob-
lems. Gaussian and polynomial kernels have been found to give
good performance for two-class and multiclass classification
problems, respectively. Visual classification performance is also
shown for the 2-D features of binary and multiple classification,
which gives useful demonstration of the effectiveness of pattern
learning problem and makes the performance of SVMs more
understandable.
This paper is organized as follows. Section II briefly intro-
duces a traditional terahertz imaging system. In Section III, after
reviewing the basics of the SVMs, including binary classifi-
cation and pairwise classification, terahertz feature extraction
using frequency components for the RNA and powder samples
are discussed. In Section IV, we report the results from the clas-
sification experiments. Section V concludes this paper with the
closing remarks.
II. A BRIEF INTRODUCTION TO EXPERIMENT SETUP OF
T-RAY TRANSILLUMINATION
Terahertz pulsed imaging (TPI) systems or terahertz time-do-
main spectroscopy imaging was used for the current experiment
to achieve T-ray imaging statistics. In a typical TPI system, both
pump and probe beams are derived from an ultrafast pulsed op-
tical laser beam. A pair of paraboloidal mirrors are used as an
1530-437X/$25.00 © 2007 IEEE
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Fig. 1. Illustration of a femtosecond laser-based T-ray functional imaging
system based on a pump-probe configuration. After [13].
optical delay stage to adjust the path length of the pump beam.
T-rays are generated via a chopper and an optical rectification
crystal, which, then, are collimated and focused onto a sample
by a pair of parabolic mirrors. The sample can be moved in the
plane perpendicular (the - plane) to T-ray beam by a com-
puter-controlled translation stage. The T-rays emerging from
the sample are recollimated by another pair of mirrors, before
being combined with the probe beam. As a result, the T-ray re-
sponse and the probe beams propagate through a T-ray detector
crystal colinearly. The resultant measured waveform is analo-
gous to the optical output of the detector crystal, which is de-
tected by a photodetector.
A complete T-ray imaging system consists of T-ray wave-
form for each position of the object in the - plane, therefore,
a T-ray image can be built up pixel by pixel. The image formed
in this fashion affords the T-ray pulsed response full information
in both amplitude and phase (time delay). Fig. 1 illustrates the
TPI hardware, where a 2-D raster scan is employed to achieve
T-ray images via repetitive pulsed terahertz measurements.
III. METHODOLOGY
A. Overview of SVMs
A product of recent advances in statistical learning theory
[14], [15] is the SVM. The idea of the SVM is to map data from
the input space into a high-dimensional feature space, in which
an optimal separating hyperplane that maximizes the boundary
margin between two classes can be established. At its core,
SVMs are a two-class classifier. In more recent times, SVMs
have been extended to solve multiclass classification problems.
The following sections describe each in turn.
1) Binary Classification by a SVM: SVMs are binary clas-
sifiers, which classify data depending on a set of support vec-
tors [16]. The training data set is a collection of labeled samples
called learning vectors. We denote such a set of learning vec-
tors as , , and denote the
class label corresponding to each input vector . The support
vectors are subsets of the training data sets and are used to con-
struct a dimensional hyperplane in feature space, which acts as
a boundary separating the different classes. A decision function
is achieved based on a given class function
, with the aim to correctly assign class labels to test
samples . The Vapnik Chervonenkis (VC) dimension [14], [15],
[17] is a property of a set of functions , which is defined as
the maximum number of training points that can be segmented by
. Note that corresponds to the weights and biases, which
can be adjusted to label the output based on the input .
The expectation of the test error for a learning machine is
(1)
where, is called the expected risk. It is the quantity con-
nected with density that we are ultimately interested in.
The “empirical risk” is defined to be the measured
mean training error for a fixed, finite number of observations
(2)
The quantity , which is called the loss, takes
on values equal to 0 or 1. When we set the probability to ,
we achieve the following bound:
(3)
The non-negative integer is the VC dimension, and it is the
measure of the capacity that is suitable for the amount of avail-
able training data. When a sufficiently small is selected, the
right hand side of the equation is minimized, and the
functions give the lowest upper bound of the actual risk. This is
the basic idea of structural risk minimization.
Since minimizing the training error (the computation of
VC-dimension) does not guarantee a small test error, in order to
make the decision function perform well on unseen pattern,
the principle of structural risk minimization needs to be applied
to minimize test error and achieve a capacity that is suitable for
the amount of available training data sets.
The learning algorithm is designed to compute the support
vectors via performing structure risk minimization. First, the
structural risk minimization problem is solved to reveal, among
all the learning vectors, those that have the minimum margin
to the optimal decision hyperplane, these vectors are called the
support vectors. Finally, the decision hyperplane is defined by
the following equation:
(4)
where , are support vectors. The solution of this
large-scale quadratic programming problem is applied to calcu-
late the coefficients and . The usual procedure is to solve
the mathematical dual of the structural risk minization problem,
instead of the primal problem. The dual problem is to maximize
(5)
subject to and for . The
penalty parameter is selected by the user, which is viewed as
a regularization parameter that characterizes one’s willingness
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to accept possible misclassifications in (linearly) nonseparable
datasets.
The basic SVM can only be used to solve linear classification
problems—the computed hyperlanes are linear in . In order
to solve nonlinear problems, SVMs use a kernel function [18],
[19], which allows better fitting of the hyperplane to more gen-
eral data sets. Instead of a linear classifier, the hyperplane [20]
needs to be augmented to fit general nonlinear decision surfaces.
A dot product space is constructed by mapping data, which is re-
alized by performing a nonlinear map . The above
linear algorithm then can be applied in the feature space . The
solution satisfies the following:
(6)
where sgn is the signum function. This is a nonlinear function
of the original input vectors .
According to Cover’s [21] theorem, a new feature space can
be achieved via transforming a multidimensional space, where
the dimensionality of the feature space are high enough to allow
the target patterns to be linearly separable with a high probability.
The inner products (dot products) enable the high dimensional
space to be treated easily, which are indicated by the mapping.
Accordingly, the kernel function is defined as
(7)
The kernel production substitutes for all the occurrences of the
dot product resulting from two mappings.









where are data vectors in input space.
In the current experiment, RBF kernel function is proposed
as a choice for identifying RNA samples, and it was found to
give good classification performance. Meanwhile, it is found
that polynomial kernels are best suited to achieve multiclass
classification of powdered samples. They are demonstrated in
Section IV. Linear and sigmoid kernels are not shown since they
have been found to produce inferior results for our T-ray dataset.
2) Multiclass Classification by Pairwise SVMs: The previous
section described a SVM for two-class pulsed signal classifica-
tion, which is also called a dichotomy. This is appropriate for the
object detection application of two-class T-ray pulses and dis-
criminating an object from the background. However, the ma-
jority of object recognition problems consist of more than two
Fig. 2. Illustration of the procedure for pairwise multiclass classification.
types of samples. Consequently, extended SVMs are required
for application to multiclass pulsed signals. The optimal de-
sign of multiclass SVM classifier is an area of active research.
One frequently used method in practice is to use a set of pair-
wise classifiers, based on one-against-one decomposition [12].
These work by using a collection of decision functions ,
here, indicates each pair of classes selected from separated
target classes. Due to the symmetric property of the pairwise
approach, it holds that , where satisfies the fol-
lowing equation:
(12)
where is normal to the hyperplane between class and class
, is the perpendicular distance from the hyperplane to
the origin, and is the Euclidean norm of vector .
The signum function is used for the hard threshold decisions
(13)
where is the number of the separated target classes, and the
class decision can be achieved by summing up the according
pairwise decision functions
(14)
The algorithm proceeds as follows: assign a label to the class:
, . The maximum number of votes
for classes holds . If (14) is satisfied
for , the is unclassifiable. The pairwise
classification converts the -class classification problem into
two-class problems which cover all pairs of classes.
The procedure for pairwise classification is illustrated in
Fig. 2.
B. Terahertz Data Representation
This section describes the measurement of T-ray pulsed re-
sponses. There are two target data sets: one is for RNA samples
and the other is for powdered substances. The former contains
Authorized licensed use limited to: Adelaide University. Downloaded on October 26, 2008 at 20:46 from IEEE Xplore.  Restrictions apply.
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Fig. 3. Chemical structure of (a) polyadenylic acid (poly-A) and (b) poly-
cytidylic acid (poly-C). Potassium ions are applied to neutralize the negative
charge of the backbone. After Fischer et al. [10].
two separate classes of biological specimen and the latter con-
tains six various types of powdered materials. The representa-
tion of data measurement is detailed in the following sections.
1) RNA Data Representation: Recently, it has been sug-
gested that biological material can be detected by T-ray circular
dichroism (TCD) spectroscopy, because many biomolecular
crystals exhibit strong and specific absorption features in their
dielectric spectra [10]. Currently, the identification of the
binding state of DNA is an especially interesting topic, which
can be realized through applying T-ray techniques, i.e., loading
a planar T-ray resonator with the sample material, in spite of the
lack of characteristic absorption features in the T-ray region. In
this experiment, it is investigated that frequency-domain data
from two different RNA polymer strands, polyadenylic acid
(poly-A), and polycytidylic acid (poly-C) can be used for the
recognition task with the potential to classify DNA.
Commercially available poly-A and poly-C potassium salts
are used for the experiment (Sigma–Aldrich, product numbers
P9403 and P4903), the data of which was measured at the Uni-
versity of Freiburg, Germany, and Fig. 3 illustrates the chemical
structures of the polymers.
The sample preparation has been described in detail in
Fischer et al. [10], and the following steps are just a short
summary. (i) The carrier substrate is a commercially available
cyclic olefin homopolymer slide (Greiner Bio-One) with trans-
parent and dispersion-free properties in the T-ray frequency
range. (ii) In order to achieve T-ray imaging, small liquid
volumes are spotted by hand in a 4 4 array of alternating
poly-A and poly-C on the slide. Each spot with a diameter
of approximately 1 mm consists of 2 of deionized water
containing 0.2 mg material. The spots were then dried at room
temperature and checked for homogeneity [9].
As a result, the terahertz image is illustrated in Fig. 4, which
is achieved by terahertz time-domain spectroscopy imaging
system based on free-space propagation and aperture-less fo-
cusing of the T-ray beam. Each pixel in the image represents the
normalized peak values corresponding to Poly-A and Poly-C.
The sample consists of a 4 4 array of spots. Two of the spots
are removed from the substrate in order to identify the orienta-
tion of the substrate in the image. The spot of Poly-A is shown
Fig. 4. T-ray transmission image of the poly-A and poly-C, showing stronger
absorption in poly-C compared with poly-A. Each spot contained 200 g of
either poly-A or poly-C in alternating order, as indicated in the diagram to the
right. The color scale indicates the normalized peak values of the two RNA
samples. After Fischer et al. [10].
at the top left corner of the image, with weak transmission,
compared with the spots of poly-C. The positions of poly-A
and poly-C subimages are labeled in the diagram to the right of
the picture.
Based on the positions of poly-A and poly-C at the terahertz
image, we select eight-neighbor pixels around center position
from each spot for the signal postprocessing and classification.
The pixels lying on the boundaries of each class are excluded
from training and test vectors due to the difficulties involved in
manually assigning the desired values for pattern recognition.
2) Powder Data Representation: Another topical application
of T-rays has been the classification of powdered samples as
a basis technology in substance detection for security [13]. A
general question is to explore the ability of T-ray spectroscopy
to detect different densities, thicknesses, and concentrations of
specific powders. To investigate this problem, we conduct a
preliminary exploration of different powder recognition tasks
with 2 mm thickness for six different powdered substances and
their holder. They are: sand, talcum, salt, powdered sugar, wheat
flour, and baking soda.
The sample holder is shown in Fig. 5, this holder has an ability
to accurately control the thickness of the powders. There are two
teflon blocks, which can be separated under control. They are
mounted on a manual translation stage to provide the required
gap of 2 mm, where a plastic bag containing the powdered sub-
stances can be inserted between the teflon blocks. This proce-
dure guarantees a relatively consistent powder density and ac-
curate control over the powder thickness of 2 mm.
A traditional T-ray imaging system is used to detect T-ray
responses based on the THz-TDS technique. There is an -
translation stage involved for mounting the teflon sample holder
and fixing its position in the T-ray beam. At T-ray frequencies,
teflon is dispersionless. As teflon has a very low absorption coef-
ficient, there is minimal distortion, while the T-ray pulse prop-
agates through the holder. A 2-D T-ray image of the sample
can be obtained after inserting a powder sample. This image
allows the effects of different scattering paths and minor varia-
tions in powder thickness and density to be observed. In general,
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Fig. 5. Photo of a teflon sample holder for measurement fixed thickness of
powdered samples. One of the teflon blocks is fixed, while the position of the
other is controlled using the manual translation stage. The gap between the two
blocks may be adjusted to allow 2 mm thicknesses of powder to be considered.
a 1-D image is sufficient for substance detection purposes, and
50 pixel responses (with a pixel spacing of 100 m) can be ac-
quired in under 30 min.
C. Terahertz Feature Extraction
This section describes the classification system designed to
assess the potential of SVMs in T-ray pulsed classification.
There are two target data sets, which need to be separated by
SVMs: one is for RNA samples and the other is for powder
samples. The former is to classify two classes of objects and
the latter is to separate six various types of powdered materials.
RBF kernels and polynomial kernels are applied for statistical
feature mapping. Signal processing is applied to track the key
features of training vectors for different classes of signals.
1) Feature Extraction via Frequency Orientation Com-
ponents: The way to extract specific feature vectors in the
frequency-domain is realized by taking the Fourier transform
after deconvolving measured signals with a reference pulse
[22]. The Fourier transform produces complex-valued spectra,
containing both phase and magnitude information. The magni-
tude and phase at certain key frequency components constitute
pairs of feature subsets on which the classification is based.
An important advantage of this approach is the small dimen-
sionality of feature vectors, allows the features to be directly
extracted from pulsed responses with relatively low computa-
tional complexity. This obviously reduces the computational
resource requirements, which is attractive for possible hard-
ware-based implementations. Further, the sparse features help
us avoid the overfitting problem [4], [23]. The input vectors
occupy a size matrix, where is equal to the number
of input vectors (training vectors) and is the dimensionality
of each feature vector. If the limited measured dimensions
of the training subsets is smaller than large scale of time
series features , it will cause difficulty in correctly assigning
labels to target samples. Fast and sparse features overcome the
computational disadvantages of SVMs.
2) Kernel Selection and Parameter Tuning: Following fea-
ture extraction, the kernel operation is performed on the cal-
culated features in an SVM. An implicit nonlinear transforma-
tion is used to map input pattern into a higher dimen-
sion, yet linear space. In the case of a Gaussian kernel, this
transformation is related to a Gaussian function
, where is the Gaussian kernel width pa-
rameter. Accordingly, a SVM classifier needs to be applied to
produce learning vector patterns in two dimension feature space.
The scatter plot for learning vectors using a Gaussian kernel is
illustrated in Fig. 7, which considers a two-class pulsed signal
classification problem for the recognition of two types of RNA
samples—poly-A and poly-C. It serves as a useful comparison
with plotting machine learning realized via a polynomial kernel
for classification tasks, illustrated in Section III-B on multiclass
powder classification. The feature vectors consist of magnitude
and phase, which are plotted in a 2-D plane: axis is labeled by
magnitude and axis labeled by phase.
The parameters that need to be tuned in the SVMs include
the kernel parameters and penalty parameter [24], [25]. The
use of a validation dataset can be viewed as a straightforward
method for tuning. This method reserves from the training
dataset a number of features for validation [11], which are
used to gauge the performance of the classifier trained on the
remaining training data. In our experiments on the RNA data,
we have chosen the validation dataset approach for the RNA
data. However, the use of validation sets becomes infeasible
when the number of feature vectors in the datasets is small.
This is the case for the powder classification experiments. In
that case, we have chosen to forego the validation set, and
instead used the test error as a direct way of comparing against
different parameter values. In spirit, this approach is akin to
an exhaustive search for optimal SVM parameters, while it is
reasonable when there is a paucity of data and few parameters
to determine.
D. Performance Assessment of Classification
Cross-validation methods [26], [27] and leave one out (LOO)
[28], [29] estimator within the deconvolved T-ray data set are
utilized to provide a nearly unbiased estimate of the prediction
error rate. The performance of classifying the RNA samples are
evaluated using eightfold cross-validation, while the powdered
material classification is validated using LOO. The dataset of
RNA is divided into eight subsets of approximately equal size.
Sequentially, each subset was tested using the classifier trained
on the remaining subsets. The results from the eight runs are
averaged to provide a statistical estimate of the classifier per-
formances. To tune the parameter , we used small-and-sep-
arate validation sets drawn from the test subsets, with the re-
mainder of the test subsets used for testing the classification
performance.
In the approach outlined above, each RNA pixel instance is
predicted once so the cross-validation accuracy is the percentage
of data which are correctly classified. Similarly, LOO evaluates
each unknown feature vector, and then produces a basis to eval-
uate classifier designs for powder classification [7], [28]. There-
fore, LOO accuracy is also the percentage of correctly classi-
fied data sets. The reason why LOO is used instead of eightfold
Authorized licensed use limited to: Adelaide University. Downloaded on October 26, 2008 at 20:46 from IEEE Xplore.  Restrictions apply.
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cross-validation for the powder experiment is due to the rela-
tively small number of measurements for the different powders.
With such a restriction, LOO is preferred as the overall classi-
fication experiment is averaged over more runs. In this experi-
ment, accuracy of classification is used as the quantity for as-
sessing the performance of all the classification tasks, and it is
calculated by
(15)
where true positives is labeled by , true negatives is labeled
by , false positives is labeled by , and false negatives
is labeled by .
IV. EXPERIMENTAL RESULTS
To verify the effectiveness of the proposed method, exper-
iments were performed on T-ray pulsed data related to RNA
samples and several types of powder substances. “LIBSVM”
[30] and with “SVM and Kernel Methods Matlab Toolbox” [31]
are chosen as the toolboxes for our experiments with two-class
and multiclass classification, respectively.
A. The Fourier Spectrum Analysis
As mentioned above, the detection procedure works on a
modified transmitted time-series T-ray pulsed responses. For
isolation of system response, a pulse measured from an empty
substrate and an empty holder is employed as reference and is
deconvolved from the measured signals of RNA samples and
powdered materials, respectively, for the removal of the system
response [22], [32]. The specific features relevant to magnitude
and phase are extracted from the RNA and powdered substances
data, via a Fourier transform. The details are described in the
following sections.
1) The Fourier Spectrum Analysis for the Classification of
Poly-A and Poly-C T-Ray Pulses: RNA data occupies a size
equal to pixels. For each pixel, the number of
time samples is 350, which was accordingly truncated at 175th
frequency bin corresponding to frequency of 4 THz because of
the symmetry of spectrum. The 3000 pixel data set consists of
background data information—a TOPAS substrate image, and
target object data sets—poly-A and poly-C image data. The pop-
ulation of pixels belonging to the poly-A and poly-C classes is
48 for both classes. In order to obtain reduced dimensions of
feature subsets and make them discriminable for the different
class, the magnitude and phase values of the pulse responses are
first calculated, and then those values corresponding to the fre-
quency with the greatest magnitude (i.e., strongest response) are
used as the features. This process extracts a 2-D feature vector
from the full spectral data with 350 nonredundant dimensions.
Fig. 6(a) displays two obvious separate phase curves for two
classes of spectra—poly-A and poly-C, which are obtained by
fast Fourier transform (FFT) of the T-ray pulses with linear ex-
trapolation. Fig. 6(b) is the plot of magnitude versus different
frequency steps with cutoff frequency at the 175th frequency
bin. It is observed that the magnitude at frequency bin 19 reaches
maximum value. Hence, we select frequency bin 19 as the key
frequency of interest and use the corresponding phase and mag-
nitude pair as the extracted features which form the input to the
Fig. 6. Illustration of T-ray spectra of RNA. (a) Displays two obvious separate
phase curves for two classes of spectra—poly-A and poly-C, which are obtained
by down sampling the FFT of T-ray pulses with linear extrapolation. (b) The
plot of magnitude versus different frequency bins with largest magnitude at fre-
quency bin 19.
SVM. The Gaussian kernel is used for the final feature mapping
from a nonlinear feature space to a linear one. Accordingly, we
apply the SVM training algorithm to produce a learning vector
pattern in the 2-D feature space (magnitude and phase form the
axes), which is illustrated in Fig. 7. SVMs with the width pa-
rameter of Gaussian kernel of 0.003 are trained by feeding
6–42 training vectors selected randomly from 48 patterns from
each class. The orientation frequency is selected at the 19th fre-
quency bin in all cases. The background color shows the shape
of the decision surface. Dark blue regions represent the class
belonging to the poly-C sample labeled by 1, and light blue
regions indicate the class related to poly-A sample labeled by 1.
Separating hyperplanes for two classes are indicated by 0. The
circles represent the calculated support vectors. Compared with
the training vectors, the number of support vectors are reduced,
which takes on an important role in achieving the ideal shape
of hyperplanes and facilitating computation of the classification
algorithm. In this case, the machine learning for two-class sam-
ples—poly-A and poly-C denoted by white “ ” and black “ ”
are approximately separated by their own boundary lines though
there is a little overlapping. Detailed experimental results about
classification accuracy are analysed in the next section, after 200
random selections of training vectors are fed to the SVMs.
2) Fourier Spectrum Analysis for Multiclass Classification:
The image statistics of powders consist of pixels.
For each pixel, the number of time samples is 400. Fig. 8 shows
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Fig. 7. An illustration of binary classification for the recognition of RNA sam-
ples. A Gaussian kernel is used for mapping the training vectors to a 2-D fea-
ture space. The penalty parameter C is set to infinity and the width parameter
of Gaussian kernel  equals 0.0006. The background color shows the contour
shape of the decision surface. The learning vectors are approximately separated
via applying Gaussian kernel for mapping.
Fig. 8. Illustration of Fourier spectrum. The top subimage shows phase versus
terahertz frequency and the bottom subimage shows magnitude versus terahertz
frequency.
the phase and magnitude plots in the frequency-domain from
one pixel of salt image data, with a cutoff frequency equal to
4 THz. It is obvious that the subimage at the bottom of Fig. 8
shows a sharp change of magnitude at the second frequency
bin. Accordingly, with the number of training subsets of 49,
we plot the phase and magnitude based on two classes learning
vectors and multiclassed learning vectors, by applying the pair
Fourier features at the second frequency bin, then we produced
the learning vector pattern for two-classes and multiclass recog-
nition, shown in Figs. 9 and 10, respectively. For powder clas-
sification, a polynomial kernel is employed for optimal classi-
fication performance. The two-class powder samples, sand and
salt samples, are linearly separable with circles describing the
calculated support vectors, which decide the linear optimal hy-
perplane between two classes. The solid lines above and below
the hyperplane depict the 1 range along the separating surface.
Fig. 9. Plot of learning vector pattern with 49 pixels from two-class powder
samples, sand and salt samples, with phase and amplitude as a pair of coordi-
nates. Polynomial kernel with degree of 3 is applied for linear mapping. The
penalty parameter C is set to 10.
Fig. 10. Learning vectors for the six-class examples are plotted for the illus-
tration of the linear decision function between the pairs of classes by applying
a polynomial kernel for mapping with degree of 1. There are 49 pixels selected
randomly from each of six classes of powder samples. The small red region on
the left hand side remains undecided.
The small number of support vectors greatly reduces the com-
putational burden of the classification task. In two-class classi-
fication, the penalty parameter was chosen to be 10 and the
polynomial kernel degree equals 3.
For the multiclass case, a polynomial kernel with degree of
3 is applied for linear mapping, with a truncated terahertz fre-
quency of 4 THz. The penalty parameter is set to 100 for il-
lustrative purposes. The relevant decision functions for the pair-
wise approach are shown in Fig. 10 with the number for the
recognition of the various decision surfaces corresponding to the
different pairwise classes. The summing up of the pairwise votes
yields the borders easily. The small red region at the left hand
outlined by border line 5 is an undecided class region. This is be-
cause the maximum number of votes (top scores) in the region is
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smaller than . The six classes are well clustered and,
therefore, easily separated. The undecided class region has no
relevance for the class decision. It is obvious that the number of
the support vectors for the single decision is small, which results
in a fast adaption and better boundary shape to partly compen-
sate the computation increase brought on by needing to repeat
calculations for multiclass classification. The support
vectors as the “most important” data points are identified with
extra circles.
B. Resultant Classification Performance
1) RNA Classification via Fourier Coefficient Spectrum: For
classification of RNA samples, Gaussian kernels are applied
because of the preferred classification performance and fit
the RNA data well. All the classification runs are performed
using a 2.4 GHz Pentium4 CPU. The average time spent clas-
sifying the two-classes RNA samples is 2.74 s after 18 runs of
measurements.
To evaluate the effect of the Gaussian kernel for the RNA
sample classification, suitable values of and are evaluated
via parametric search using separate validation sets. After
training, the final error rate, the number of support vectors,
and the elapsed time are compared. In the training phase, the
training vectors are randomly selected from a given proportion,
varying from 1/8 to 7/8, of the input population of 48 pixel
responses from each RNA class. The SVM parameter is
tuned by the remaining 1/16 to 7/16 of input data as validation
vectors and tested with the last small-and-separate subsets of
1/16 to 7/16 of available pixel responses. In principle, a similar
procedure can be applied to the tuning of parameter —in
this paper, we illustrate the tune of for brevity, since we
have found the classification performance to be less sensitive
on the choice of . As discussed in Section IV-A1, the key
frequency is selected at the 19th frequency bin in all cases. In
order to achieve effective classification, the repeated selection
of test and training vectors are conducted, and the number of
repeated selection approaches 200. The highest classification
performance was obtained for the penalty parameter and
, with a classification accuracy of 72%.
It was found that the classification accuracy is similar
throughout the range of values for , from 0.001 to , in
steps of 1 in log scale. The classification accuracy is improved
with an increased number of training vectors, which is to be
expected. Fig. 11(a) and (b) show classification performance
using our algorithm versus different sizes of test and validation
data sets, respectively. The various value of are all plotted for
direct comparison. It is clear that the two subfigures show the
similar behavior, which implies that the validation and test sets
do not exhibit very different classification characteristics. In
Fig. 11(a), the curve, related to of 1, gives best performance,
especially when the number of training vectors is in the range
from 48 to 84, though in Fig. 11(b), the corresponding curve
shows a little weak classification accuracy compared with the
others, but not by very much.
The number of the computed support vectors is roughly 1/3
fewer than the number of training vectors. The small number
Fig. 11. (a) Plot of classification accuracy versus the number of input test vec-
tors, corresponding to the different value of parameter C . (b) Illustration of the
validation of classification accuracy, via the plot of classification performance
versus the number of input validation vectors, corresponding to the different
value of parameter C .
Fig. 12. Illustration of the variation of the number of SVs and classification
accuracy with the increment of the number of the input training feature sets in
the classification of RNA data, with C = 1 and  = 0:003.
of SVs is desirable for implementation since it directly deter-
mines the computational complexity of the automatic classifica-
tion task. Fig. 12 shows the variation of the number of SVs with
the increment of the number of the input training feature sets
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TABLE I
CLASSIFICATION RATES (%), NUMBER OF SVS AND ELAPSED TIME ARE ILLUSTRATED FOR POWDER CLASSIFICATION USING
VARYING PENALTY PARAMETER C AND THE POLYNOMIAL KERNEL p = 1. THE FOURIER SPECTRAL FEATURES WERE
EXTRACTED. HERE, 97.96% AND 57.14% CLASSIFICATION ACCURACY CORRESPOND TO THE NUMBER OF THE
CORRECT CLASSIFIED TEST VECTORS EQUAL TO 48 AND 28 WITH 1 AND 21 TEST ERRORS, RESPECTIVELY
TABLE II
CLASSIFICATION RATES (%), NUMBER OF SVS AND ELAPSED TIME ARE ILLUSTRATED FOR POWDER CLASSIFICATION USING
VARYING PENALTY PARAMETER C AND THE POLYNOMIAL KERNEL p = 2. HERE, 97.96% AND 67.35% CLASSIFICATION
ACCURACY CORRESPOND TO THE NUMBER OF THE CORRECT CLASSIFIED TEST VECTORS EQUAL TO 48 AND 33
WITH 1 AND 16 TEST ERRORS, RESPECTIVELY
TABLE III
CLASSIFICATION RATES (%), NUMBER OF SVS AND ELAPSED TIME ARE ILLUSTRATED FOR POWDER CLASSIFICATION USING
VARYING PENALTY PARAMETER C AND THE POLYNOMIAL KERNEL p = 3. HERE, 97.96% AND 71.43%
CLASSIFICATION ACCURACY CORRESPOND TO THE NUMBER OF THE CORRECT CLASSIFIED TEST
VECTORS EQUAL TO 48 AND 35 WITH 1 AND 14 TEST ERRORS, RESPECTIVELY
in classification of RNA data. The number of the input training
RNA samples varies from 12 to 84, with a step size of 12. The
corresponding number of SVs, shown in Fig. 12(a) shows an al-
most linear increment from 9.6 to 51.4. Similarity, the classifica-
tion accuracy, shown in Fig. 12(b), varies with a range from 56%
to 72%. It can be approximately viewed as a linear increase with
a 2% improvement in accuracy for every ten additional training
vectors.
The feature extraction method realized by selecting key fre-
quency components is particularly attractive when the input vec-
tors come from large data sets. However, it should be noted that
the current classification results for RNA samples is limited by
laser fluctuation occurring in the measurement procedure be-
tween an RNA sample and the substrate reference. In addition,
the RNA data is measured on a very thin layer of the substrate
(around 40 m). The propagation delay is often less than 1 sam-
pling period, which makes model fitting difficult.
2) Multiclass Powder Classification via Fourier Coefficient
Spectrum: Tables I–III show the multiclass classification per-
formance via applying a pairwise classification method, with the
application of polynomial kernels, from 1 to 3, and varying
penalty parameter from 0.1 to 1000 with step of 1 in a log
scale, on Fourier spectral features. Elapsed time of the SVM
testing and the number of SVs are also shown in the tables. A
leave-one-out estimator is used for the training and testing of the
SVMs. The total size of analyzed vectors of each target class
is before feature extraction. For training,
pixels from all the classes are input to SVMs.
The remaining 1 pixel from each class is used to test the SVMs.
The SVM experiments are repeated 50 runs. Therefore, the test
elapsed time indicates the 300 runs of SVMs testing time. All
the powder classification runs are performed using a 1.66 GHz
Intel dual-core CPU.
The maximal vote is selected as a winner for the recognition
of a target. The averaged classification accuracy in relation to
each powder sample is shown in the three tables based on the
various penalty parameter and the degree of three polyno-
mial kernels. Tables I–III show that the classification accuracy
versus the penalty parameter of 0.1, 1, 10, 100, and 1000 for
their corresponding kernel parameter value. It is obvious that
with the increase of and polynomial kernel of , the classi-
fication accuracy improves, while the averaged number of sup-
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port vectors and the elapsed time both reduce. When the value
of is set to 1, 2, and 3, the classification performance is satis-
fying when is set to bigger than 100, 100, and 10, respectively,
with the accuracy being a perfect 100% for all but two powders:
talcum and soda samples, which scored 98%. The of polyno-
mial kernel of 3 is suitable for classification of terahertz powder
data, at which the can be set to a small value—this is impor-
tant because if is too large, there is the risk of overpenalizing
training error, and hence overfitting the SVM. It should be noted
that in the three tables, the 97.96% and 57.14% classification
accuracy correspond to the number of the correct classified test
vectors equal to 48 and 28 with 1 and 21 test errors, respectively.
In this case, one test error reduces the classification accuracy by
2.04%. Averaged classification accuracy over the six classes is
99.32%.
It should be noted that the relatively few SVs when setting
with an average number of 65 are required when
compared with the large number of input training vectors equal
to , once again, having fewer SVs reduces the com-
putational load of the testing phase. The average elapsed time is
measured for each class classification, which is approximately
equal to 9 s when using a polynomial kernel with degree from
1 to 3.
For comparison with the proposed SVM-based powder classi-
fication performance, a Mahalanobis classifier and a -means
classifier are selected to achieve supervised and unsupervised
classification, respectively. For the Mahalanobis classifier, an
iterative algorithm is employed to select two key frequencies
among the first 50 frequencies. Half of the pixels (25 pixels)
from six types of powders at 2 mm are used to train the classi-
fier, and the remaining part (25 pixels) at 2 mm are used to test it.
The classification accuracy achieved with this scheme is 99.86%
at 23th and 29th frequencies. The classifier testing time is 682 s
after 200 run testing on the same hardware. For the unsupervised
-means classifier, the exact same feature set consisting of am-
plitude and phase at the second frequency component is used as
the input, and the number of clusters is set to be 6. The algo-
rithm is initialized using randomly selected cluster centers, the
training is repeated 100 times and the lowest mean square Eu-
clidean distance clustering is used as the final result. Under these
conditions, the unsupervised classification accuracy is 75%.
V. CONCLUSION
This paper describes an SVM-based T-ray pulsed signal clas-
sification method to estimate the potential of SVMs in the clas-
sification of RNA samples, poly-A and poly-C, and the classifi-
cation of six types of powder materials. Pairwise classification
is employed for the multiclass powder samples. The suggested
method is to put the original T-ray pulses into SVMs, which
does not involve any external feature extraction scheme except
for the adoption of the normalization and FFT for signal and
spectrum analysis. The principle for this ability is that SVMs
allow processing the sparse features for machine learning in
low-dimensional feature spaces. The validity of using Gaussian
and polynomial kernels is supported by effective classification
performance of the above two feature extraction procedures.
It is observed that SVM implementation is not too onerous
on hardware, as long as training is done offline. The testing is
very fast and quite low on computational resource requirements.
Since the classification performance is strong, implementing a
SVM-based classification system is both feasible and worthy of
consideration.
Future studies for a SVM-based classification system will
investigate further signal processing techniques and statistical
modeling [33], [34] based methods for different feature extrac-
tion of T-ray pulses. Autoregressive modeling [35] can be em-
ployed as a technique to achieve the decomposition of large
number of measured time samples. Absorption coefficients and
refractive index are also suggested to be used as good config-
uration for the key features extraction, especially while ana-
lyzing the RNA spectrum data affected by obvious etalon ar-
tifacts. Meanwhile, more experiments related to DNA need to
be carried out for the exploration of different feature configura-
tion and different multiclass classification methods.
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