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ABSTRACT 
Classification of viewer interest using facial expression and heart 
rate facilitates automatic identification of interest evoking video 
segments. Sports video is suitable for testing the effectiveness of 
such a system as it has structured segments with distinguishable 
highlight events. Previous work has not investigated the 
differences in viewer interest characteristics from one sports type 
to another, which is crucial for appropriate classification 
methodology. Thus, it is still unclear whether a universal 
classification model can be used for analyzing viewer interest for 
all types of sports. This paper addresses this gap by demonstrating 
a significant difference (p < 0.05) in the distributions of viewer 
interest data in soccer compared to tennis. Based on this finding, 
this paper proposes an adoption of Gaussian mixture models 
(GMM) to integrate sports-specific and sports-independent 
approaches for identifying video segments, which would be of 
potential interest to individual viewers. The approaches achieve 
52% to 64% accuracy, demonstrating that sports-specific 
approach gets better performance.   
Categories and Subject Descriptors  
• Human-centered computing   • Human-centered 
computing~Ubiquitous and mobile computing   • Human-
centered computing~Empirical studies in ubiquitous and 
mobile computing 
Keywords 
Viewer interest; sports video; highlight identification 
1. INTRODUCTION 
Viewer interest is a type of emotion, which involves affect related 
components, such as attention, facial expression, and 
physiological responses. It is brief in duration and can be 
indicative of positive or active experience [1, 2]. The use of 
multimodal data for viewer interest classification is challenging, 
as each modality has different sensitivity to video stimuli. Facial 
expression (FE) and heart rate (HR), have previously been found 
effective in identifying video events of potential interest to 
viewers in unseen videos [3, 4]. Similar systems utilizing facial 
expression, heart rate, respiration, and blood volume pulse have 
been found effective in affective tagging of music video and 
movie clips, automatic video editing, personalized video highlight 
detection, and measuring user engagement to online 
advertisements [5-9]. However, an effective fusion of multimodal 
viewer interest signals has not been fully applied for sports video 
highlights identification, as current approaches (e.g., [10, 11]) 
have mainly used content-based features to identify highlights. 
Existing work which has applied a combination of viewer interest 
signals used either visual or physiological modalities [6, 12, 13]. 
The applications of these approaches are confined to cognition 
measurement, fan identification, and topical relevance detection 
[14-16], but not sports highlights detection.  
Automatic classification of viewer interest (into interested vs. not 
interested categories) is challenging, as the evoked responses to 
sports video are expected to be subjective and dependent on 
various factors such as: whether the viewer is a passionate 
supporter of the sports/team/player; the viewer’s personality; the 
sports type and the characteristics of sports events. The current 
research gap in identifying interesting video segments is to 
investigate whether the classifier model for viewer interest in 
sports video can be universal, or it needs to be sports-specific. The 
distributions of viewer interest can be expected to be different 
across sports types; however statistical analysis of such 
distributions has not been investigated in prior work. 
This paper aims to study the use of facial expression recognition 
scores and heart rate data as viewer interest features for 
identifying sports video highlights. The system provides novel 
insights into understanding the statistical distributions of viewer 
interest data across different sports types. It verifies the feasibility 
of proposed GMM-based generic viewer interest classification 
model for identifying interesting and non-interesting segments in 
different types of sports videos. 
2. RELATED WORK 
Facial expression and head features have been utilized as visual 
cues for understanding viewer interest in video content, including 
face distance, face angle, head roll, and movements of facial 
points [5, 17]. Optical motion features from the face and upper 
body images are aggregated into motion history features in [18] 
which are found to be indicative of viewer attention and positive 
experience. An attention score has been estimated using a fusion 
of facial movement, eye movement, and eye blink features in [6]. 
Time-domain and frequency-domain features from physiological 
signals can be used for identifying viewer interest. Heart rate 
variability (HRV) features - including heart rate and its standard 
deviation, skewness, kurtosis and spectral power in frequency 
bands - are useful to compute valence-arousal scores [19]. Energy 
in low frequency band (0.04-0.15 Hz) and high frequency band 
(0.15-0.40 Hz) is indicative of sympathetic modulation and 
excitement [20]. Fast and significant changes in these features 
Permission to make digital or hard copies of all or part of this work for personal or 
classroom use is granted without fee provided that copies are not made or 
distributed for profit or commercial advantage and that copies bear this notice and 
the full citation on the first page. Copyrights for components of this work owned 
by others than ACM must be honored. Abstracting with credit is permitted. To 
copy otherwise, or republish, to post on servers or to redistribute to lists, requires 
prior specific permission and/or a fee. Request permissions from 
Permissions@acm.org. 
ICMR'16, June 6–9, 2016, New York, NY, USA.  
© 2016 ACM. ISBN 978-1-4503-4359-6/16/06…$15.00. 
DOI: http://dx.doi.org/10.1145/2911996.2912011 
55
indicate emotional trends [13]. Beats-per-minute, heart rate 
deceleration, and the high-frequency component of HRV can be 
used to detect emotional patterns evoked by film and sports video 
stimuli, however, these features are found to vary across film and 
picture categories [12, 21]. It is not yet determined whether these 
features are statistically different across sports types.   
A reliable system for classifying viewer interest to identify sports 
video highlights has not been proposed. Thresholding of facial 
expression and heart rate features can be used to detect potential 
highlight segments from soccer videos [3]. However, such method 
is too simplistic and does not capture complex correlations and 
statistics between features. Machine learning methods such as 
linear regression can be applied to facial expression and heart rate 
features for computing valence and arousal scores [7, 18]. Support 
vector machine (SVM) has been used to classify facial expression 
features to measure viewer engagement and voter preferences [17, 
22]. These methods have been validated against subjective 
assessments using correlation-based techniques. Correlation is 
useful to compute the similarity between the extracted features, 
which subsequently can help to determine the most 
complementary set of features for classification [12, 19]. A 
model-based technique such as GMM has been used in estimating 
interest from music and music video, using content-based features 
[23, 24]. 
3. EXPERIMENT PROTOCOL 
3.1 Stimuli Dataset 
Unlike most of existing studies that use short clips with durations 
between 2 to 3 minutes (e.g., [4, 13]), this study uses longer clips 
ranging between 9 to 20 minutes from soccer and tennis videos. 
Short clips from sports video might lack sufficient information to 
build-up strong cognitive attention of viewers. Full-length 
matches are deliberately avoided to maintain the subjects’ 
attention and patience. The sources are heterogeneous as they are 
selected from popular international leagues including UEFA Euro, 
English Premier League, Champions League, Australian Open, 
and ATP World Tour. Descriptions of these clips are provided in 
Table 1. Soccer clips are trimmed from the beginning of the 
matches. One tennis clip contains the first three games of the first 
set of a tennis match while the other tennis clip includes the last 
three games of the first sets from another tennis match. The frame 
resolution of the clips is 1280×720 pixels and the frame rate is 25 
frames-per-second (fps). 
Table 1. Details of the stimuli clips 
Clip 
Id Type 
Duration 
(min) 
No. of Highlights and Rallies 
Goal 
Shot-
on-
goal 
Foul Rally 
1 Soccer 20 1 5 2 - 
2 Soccer 15 1 4 2 - 
3 Soccer 17 1 5 1 - 
4 Tennis 9 - - - 15 
5 Tennis 11 - - - 16 
 
A number of highlight segments from each clip are prepared for 
obtaining subjects’ feedbacks. Highlight segments are expected to 
be interest-evoking and exciting regardless of a person’s sports 
demographic. For soccer video clips, web-based match reports are 
used to identify potential highlight segments, which include 3 
goals, 14 shots-on-goal, and 5 fouls. The segmentation of these 
soccer highlight events is manually obtained using play-break 
frames as described in [25]. A tennis match does not contain 
conspicuous highlights like soccer. Each game in tennis contains 
at least 4 points and each point scored is a sequence of shots 
which is known as a rally as well. All rally events are identified 
using similar play-break segmentation and used as highlight 
segments. 
3.2 Environment Setup and Participants 
A closed and quiet room has been used to record facial expression 
and heart rate signals of participants concurrently while they are 
watching stimuli. A video camera is used with natural daylight for 
recording facial expression. To maintain a non-invasive 
environment, a strapless heart rate sensor (Mio Alpha) is used for 
recording heart rate. Video stimuli are presented to each 
participant through a 21.5-inch monitor. A comfortable revolving 
chair is used for participants to sit. The distance between the 
monitor and the viewer is kept approximately 80 - 90 cm. The 
setup is shown in Figure 1. 
 
Figure 1. Illustration of the environment setup for recording a 
subject’s facial expression and heart rate using a video 
camera (marked) mounted on the top of a Dell monitor and 
Mio Alpha (marked) while the subject is watching a tennis 
clip. 
This study involves a total of 15 subjects recruited from university 
students, who are not familiar with the stimuli video and do not 
have any visual impairment or heart condition (as confirmed by 
questionnaire).  Subjects are aged between 22 and 30 (mean = 
26.2, standard deviation = 3.7) and further characterized by 
demographic and profile information, including: whether a subject 
is a fan (or not) of a particular sport, their favorite soccer teams, 
their favorite soccer and tennis players, and their familiarity with 
soccer and tennis. After obtaining consents, subjects are invited to 
participate in data collection study. Out of the 15 subjects, 9 
subjects (id: 1, 2, 4, 5, 7 - 11) have participated in the studies 
using all five clips; while three subjects (id: 3, 6, 12) have 
participated in clip 1-3 (soccer) and another three (id: 13-15) in 
clip 4-5 (tennis) studies. 
3.3 Data Collection Procedure 
Prior to commencing data collection, a short demonstration is 
presented to the subjects to make them familiar with the setup 
interface and the sessions. Then a 5-minute resting time 
(empirically set based on prior studies) is given to stabilize heart 
rate. Subjects are instructed to avoid rapid body movements, other 
activities and act naturally during the data collection process. 
There is a two-week break between two consecutive sessions. 
Each session has three main parts – recording, feedback, and 
questionnaire discussed as follows: 
1. Recording: Each subject is asked to watch a clip and his/her 
facial video as well as heart rate are recorded during watching. 
The viewing and recording are continuous for each clip. The 
sampling frequencies of facial video and heart rate are 25 fps and 
1/3 Hz respectively. 
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2. Feedback: Each subject is asked to annotate (i.e., select the 
starts and ends of) a random number of segments he/she felt 
interesting from the clip viewed in the first session, using a media 
player tool (KMPlayer 3.5). This part is conducted for soccer clips 
only.  
For both soccer and tennis clips, each subject watches the 
prepared highlight segments (as discussed in Section 3.1) and 
rates them on a binary scale as 0 (non-interesting) or 1 
(interesting), according to how he/she felt. The binary scale is 
used to discard any in-between choice of subjects, since segments 
which do not evoke interest should be rated as non-interesting. 
Both annotations and highlight ratings from soccer clips are 
obtained to ensure no potentially interesting segment is missed. 
The use of highlight ratings ensures robustness to the 
identification of interesting segments. 
3. Post-questionnaire: Each subject is asked to select his/her 
favorite players and teams, and rate their performance during the 
matches in the viewed clips.     
3.4 Ground Truth Design 
Two types of ground truths are created: subject-independent and 
subject-dependent. Classification approaches use subject-
independent ground truth to verify their generalizability. The 
subject-dependent ground truth is used in the statistical 
distribution analysis since the tests are conducted for each subject. 
The temporal misalignments of the annotated segments are 
corrected by manually adjusting the starts and ends according to 
the play-break segmentation. In subject-independent ground truth, 
each segment from a soccer or tennis clip is marked as interesting 
if more than 50% subjects agree through their feedbacks. 
Segments that do not fulfill this criterion are labeled as non-
interesting. By contrast, the subject-dependent ground truth 
includes segments which are annotated and rated (as interesting) 
by each individual subject. The starting and ending time indices of 
all these segments are stored along with their respective labels as 
ground truth. 
4. STATISTICAL DISTRIBUTIONS OF 
EXTRACTED FEATURES 
This section explains the proposed methods for feature extraction 
and statistical validation. A summary of all extracted features 
from facial expression and heart rate data is provided in Table 2. 
Features are extracted from the recorded data and statistical 
hypothesis tests are conducted to validate whether the features are 
varying across two types of sports. Three separate classification 
approaches (i.e., sports-specific, cross-sports, sports-independent) 
are introduced to verify the generalizability of the features. The 
classification labels are fused using a Naïve Bayes combiner to 
check whether fusion can perform better than using a single label. 
4.1 Facial Expression Recognition 
Features from facial expression signals are obtained from the 
outputs of the facial expression recognition (FER) system 
described in [30]. The FER system is trained with non-lab-based 
data from TV, news, and World Wide Web. This system detects 
the facial region with a Viola-Jones face detector and extracts 
facial landmark points using a multi-view active shape model 
tracker. Scale-invariant feature transform (SIFT) features are 
extracted from detected face regions and dimensionally reduced 
with the minimum redundancy maximum relevance algorithm.  
SIFT features are subsequently fused with geometric features. A 
SVM classifier then predicts the fused features into one of the 
three emotion categories, namely, positive, negative or neutral, 
where basic emotions like happiness and surprise constitute 
positive while fear, sadness, and anger are combined into 
negative. 
Four features acquired from FER (Feat1-Feat4) are intensity scores 
for positive (POS), negative (NEG), non-neutral (NNEU), and 
neutral (NEU) categories. Positive, negative, and neutral scores 
are directly obtained from the output of FER, which is a frame-by-
frame probabilistic emotion intensity score for each of the three 
emotion categories (i.e., PPOS,NEG,NEU). Each of these scores varies 
between [0, 1] and their sum equals to 1 (i.e., PPOS+ PNEG+ 
PNEU=1). The FER output can be represented as a two-
dimensional intensity score signal of time (discrete as frame 
numbers). A non-neural probabilistic score (i.e., PNNEU) for each 
frame is computed by taking the maximum of positive or negative 
scores, where non-neutral means facial expression which is not 
neutral. It indicates the maximum emotional (regardless of 
positive or negative) responses of a viewer to the video content. 
There may be cases of dropped frame when the ASM tracker in 
FER system cannot track the face due to rapid movement, eye 
closure etc. The intensity values for the missing frames are 
obtained using linear interpolation of the intensity scores from 
two neighboring frames. The mean and standard deviation of the 
total number of observations are 21144 and 7244 for five clips. 
Table 2. Extracted features from facial expression and heart 
rate data 
Modality Features Description 
Facial 
expression 
Feat1 - 
Feat4 
Intensity scores for positive, 
negative, non-neutral (i.e., not 
neutral), and neutral emotion 
categories 
Heart rate 
Feat5 
Normalized heart rate readings in 
beats-per-minute 
Feat6 - 
Feat10 
Derivative (Rate-of-change), local 
maxima, variance, gradient, 
energy in low frequency band 
4.2 Heart Rate Feature Extraction 
The usefulness of time-domain and frequency-domain features of 
heart rate signal such as heart rate reading, maximum, derivative, 
standard deviation, and gradient of heart rate, as well as energy 
from high and low frequency bands has been proved by previous 
work [7, 13, 20]. This study computes five heart rate features 
(Feat6-Feat10), including time-derivative, local maxima, variance, 
gradient, and low-frequency band energy, using a feature 
extraction algorithm from [3]. 
Raw heart rate data is normalized by mean subtraction and then 
smoothed by a 9 seconds moving average low-pass filter. Since 
the heart rate sampling rate is 1/3 Hz, it is observed that a window 
smaller than 9 seconds includes less than 4 heart rate observations 
which would be insufficient to capture the time varying 
information. This window length is also not large enough where 
the state of interest can change. Therefore, a 9 seconds sliding 
window is used for heart rate feature extraction. For estimating 
the derivative, first order numerical approximation is used as the 
difference between adjacent time samples, and its absolute value 
is averaged over the entire window, using equation 1. Here, {hri, 
…, hri+3} are any four consecutive heart rate observations within 
the sliding window (i.e., {ti, …, ti+3}) at a particular point of time. 
Local maxima and variance are also estimated over each sliding 
window. The gradient is calculated as the average of a series of 
directional values for an increasing order of heart rate 
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observations as shown in equation 2. Energy is computed by 
applying a band-pass filter with passbands between 0.04 and 0.15 
Hz over the heart rate samples. Energy only from low-frequency 
band is computed due to the low sampling rate (1/3 Hz) of heart 
rate signals. The mean and standard deviation of the number of 
observations are 284 and 97 for five clips. 
derivative = )tt/(|hrhr| i3i
3i
i
i3i − − +
+
+   (1) 
gradient = |},..,{/}hr,..,hr{| 3ii3ii ++ δδμ   (2) 
4.3 Statistical Hypothesis Tests 
The extracted features are expected to have differences across 
both sports types. To investigate this, statistical hypothesis tests 
are conducted for each subject over facial expression and heart 
rate features obtained from the 9 common subjects. Four facial 
expression and heart rate features are manually selected for 
hypothesis test including intensity scores of positive, negative, 
non-neutral emotion categories (Feat1- Feat3) and heart rate 
reading in beats-per-minute (Feat5). Neutral scores are not used 
since they are expected to have less correlation with viewer 
interest. The selected facial expression and heart rate features are 
smoothed using a moving average low-pass filter respectively of 5 
seconds and 9 seconds spans to eliminate rapid fluctuation and 
over-smoothing. 
 
Figure 2. Schematic representation of the data selection 
procedure for the hypothesis test where XS and XT are the 
response data for soccer clip, clipS and tennis clip, clipT. 
The hypothesis test is conducted over a subset of observations 
from each of the four selected features, which incorporate 
interests of individual subjects. The selection of observations is 
essential since the hypothesis is supposed to be conducted over 
‘viewer interest’ data. The observations are selected based on 
subject-dependent ground truth (introduced in Section 3.4). This 
ground truth includes time indices of segments which are 
annotated (or rated) as interesting and thus useful to select the 
desired observations. Figure 2 illustrates how the observations are 
selected and combined into samples over which a hypothesis test 
is conducted. Let XS and XT be any feature from {Feat1, Feat2, 
Feat3, Feat5} of a random subject for a soccer clip (clipS) and 
tennis clip (clipT). The time stamped observations can be 
temporally aligned along with the time indices in ground truth. 
The sampling rate of heart rate signal is different from stimuli 
frame rate and an additional mapping is obtained to select heart 
rate observations. Observations which lie between the window of 
the starting and ending time indices are selected. The selected 
observations are combined into two samples, say, XSʹ and XTʹ, 
where XSʹ ⊂ XS and XTʹ ⊂ XT. A Lilliefors test is done prior to the 
hypothesis test to confirm that the sample data do not have a 
normal distribution. A two-sided Wilcoxon rank sum (WRS) 
hypothesis test [26] is then conducted over XSʹ and XTʹ (i.e., TEST 
(XSʹ, XTʹ)) to validate differences in the distributions of viewer 
interest data. The WRS test is performed with the null hypothesis 
that “two data samples come from the same population”. The 
significance level, α is set to 0.05. One outcome of the test is p-
value, which indicates the significance of the test result. The other 
outcome is h = {0, 1}, which indicates the acceptance (0) or 
rejection (1) of the null hypothesis. 
 
Figure 3. The p-values of 54 hypothesis tests on the 
distributions of: (a) POS; (b) NEG; and (c) NNEU scores of 
facial expression samples. Cases where the null hypothesis is 
accepted with p-values > 0.05 are circled in red. 
The hypothesis tests are conducted in 6 combinations between 3 
soccer and 2 tennis clips. Therefore, for each of the four features 
{Feat1, Feat2, Feat3, Feat5}, the total number of trials on 9 
subjects’ data is 54. The mean sample sizes for five clips are 
12.75%, 15.84%, 22.89%, 40%, and 26% of the total number of 
observations respectively. Besides p-value and h, additional 
statistics including the mean, standard deviation, skewness, and 
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kurtosis are computed in each test. These statistics are computed 
to verify the test results. 
4.4 Results of Variations in Viewer Interest 
According to the WRS test results, the null hypothesis is rejected 
with significantly low p-values (i.e., p < α = 0.05) in most cases 
(FE: 91%, HR: 100% cases). A p-value less than α indicates the 
rejection of null hypothesis with a significant low value and 
subsequently suggests significant statistical difference exists 
between the two data samples. Figure 3 illustrates the scatter plots 
of all p-values computed from the 54 tests for POS, NEG, and 
NNEU scores, sorted according to subject id and test id. For 
example, tests 1-9 contain results for subjects 1-9; tests 10-18 
contain results for subjects 1-9 and so on. The figure demonstrates 
significant statistical variations in the distributions of the features 
across two sports types. However, in a few cases (circled in red), 
the distributions of the features are found not to be statistically 
different, since the p-value is higher than 0.05. In all of these 
cases, the subject is not a sports fan and/or does not enjoy 
watching the clip (id: 1, 4, 9, marked as ‘-’). Data from these 
subjects do not constitute distinguishable distributions of interest. 
All other subjects are fans of either/both sports. This suggests 
subjective preference and profile have influence over viewer 
interest distributions. To investigate by which property most of 
the distributions differ, mean, standard deviation, skewness, and 
kurtosis are computed for each test. 
4.4.1 Mean and standard deviation 
The means of the distributions have relatively small differences 
across two sports types. For soccer clips, the means of the POS, 
NEG, and NNEU scores range between 24% and 46%, while for 
tennis clips, the means are varying from 23% to 41% of the 
sample values. The difference is higher for HR (beats-per-minute) 
samples. The means for HR across soccer and tennis clips vary 
between 4.7% - 5% and 7% - 7.6% respectively. The standard 
deviations appear to be about 53% to 75% of the means. The 
mean varies from subject to subject and the overall mean for 
tennis clips is higher than for soccer clips. Subjects who are not 
sports fans tend to have smaller means. Since the means are found 
to be not statistically significantly different across two sports, 
higher order statistical moments of the distribution are computed 
to extract additional information. 
4.4.2 Skewness 
The distributions are found reversely skewed across soccer and 
tennis clips in majority (59%) cases, which suggest that the 
distributions of the samples differ in asymmetry. Figure 4 
illustrates the histogram plots of the skewness values of POS, 
NEG, NNEU, and HR (beats-per-minute) samples. NNEU scores 
are less different in asymmetry across soccer and tennis (left 
skewed in 70% cases). The differences are more evident in POS, 
NEG, and HR samples. POS and NEG scores are right skewed in 
81% and 47% cases for soccer and tennis respectively. The 
majority of the HR samples are found left skewed for soccer (55% 
cases) while they are right skewed for tennis (60% cases). HR 
samples are found closer to a normal form, regardless of sports 
types. Overall, distributions for soccer clips are found right 
skewed (skewness > 0) in 54% cases, while distributions for 
tennis clips are found left skewed (skewness < 0) in 51% cases. 
Average skewness is found higher for soccer than for tennis clips. 
4.4.3 Kurtosis 
Kurtosis values across two sports types are found statistically 
different in 61% cases. Figure 5 presents the histogram plots of 
the kurtosis values for POS, NEG, NNEU, and HR (beats-per-
minute) samples for soccer and tennis. The histogram plot of HR 
samples depicts that most of the kurtosis values are less than 
three, which indicates flatter distributions for both sports. Overall, 
the distributions for both sports types are flatter in majority cases 
(soccer: 72% cases, tennis: 74% cases). Mean kurtosis for soccer 
is higher than that for tennis. The absolute difference between 
kurtosis values for both sports types varies between 1.7 and 3.95. 
 
Figure 4. Histogram plots of skewness for the samples of POS, 
NEG, NNEU scores and HR (bpm). 
 
Figure 5. Histogram plots of kurtosis the samples of POS, 
NEG, NNEU scores and HR (bpm). 
In summary, viewer interest data vary across different sports types 
and it is dependent on the subjective profile. The statistical 
differences in viewer interest data are apparent through higher 
order statistics like skewness and kurtosis rather than mean and 
standard deviation. Therefore, higher order statistics are expected 
to be useful in classification. 
5. VIEWER INTEREST CLASSIFICATION 
As statistical differences can be found in the distributions of 
viewer interest data across different sports types (discussed in 
Section 4), this section will verify whether a viewer interest 
classifier needs to be sports-specific. This section focuses on the 
methods to use GMM models for classifying viewer interest to 
identify sports video highlights and subsequently verify the 
generalizability of the models. GMM is well known for its non- 
parametric modeling capability in supervised learning 
environment. Two facial expression features and three heart rate 
features are manually selected and concatenated for classification. 
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The non-neutral and neutral scores from facial expression {Feat3, 
Feat4} are selected, since non-neutral scores combine both 
positive and negative scores, and thus reduce subjective bias. 
Three heart rate features including derivative, local maxima, and 
energy {Feat6, Feat7, Feat10} are selected for classification, due to 
the high correlation of variance and gradient with derivative (r = 
0.83, 0.97). These five features are further normalized using z-
score standardization prior to classification. A principle component 
analysis is applied to reduce data dependency.  
For testing generalizability, this study investigates whether a 
model trained with soccer data (i.e., features) would perform well 
for tennis data and vice-versa. This is also investigated how well a 
model trained with both soccer and tennis data would perform 
against data from each of them. Table 3 shows how data for two 
sports types are utilized to conduct training and testing as well as 
the cross-validation methods applied. 
Table 3. Strategies to separate features into training-testing 
sets and to cross-validate 
Classification 
Approach 
Training 
Data Testing Data 
Cross-
validation 
Sports-
specific 
Soccer (or 
Tennis) 
Same sports as 
training 
Leave-one-
viewer-out 
Cross-sports Soccer Tennis Subject-wise 
Sports-
independent 
Soccer + 
Tennis 
Soccer (or 
Tennis) 
Leave-one-
viewer-out 
 
5.1 Cross-validation 
Training and testing data are split using the sports-specific, cross-
sports, and sports-independent approaches (see Table 3). The 
approaches are identical for facial expression and heart rate 
features. Totally, 60 sets of facial expression and 60 sets of heart 
rate features are obtained from the response data of 12 subjects for 
5 clips. Let Yk be an augmented feature vector that contains 
features from all 12 subjects for the kth clip, k = {1, 2, 3, 4, 5}. 
And Yk is defined as {y1, …, y12}, where yi designates the ith 
subject’s features. When only ‘feature’ is denoted, it is generic 
and applicable to both facial expression and heart rate features. 
5.1.1 Sports-specific approach 
Both training and testing are done with the same sports type (i.e., 
soccer vs soccer and tennis vs tennis) in this approach. Clip-wise 
leave-one-viewer-out cross-validation is applied and iterated for 
each subject. For example, for each soccer clip, the testing and 
training data sets are distributed as yi : (⋃ Y୩) − y୧ଷ୩ୀଵ , where yi is 
a feature from a random subject’s data for that clip and k denotes 
ids {1, 2, 3} of three soccer clips. The ‘⋃’ symbol indicates the 
combination of the features from all subjects’ data for the soccer 
clips. For tennis clips, the approach is identical except k = {4, 5}. 
5.1.2 Cross-sports approach 
Generalizability of a classification model is tested by training it 
with soccer data and testing against tennis data, in a subject-wise 
manner. By subject-wise it is meant that each subject’s tennis data 
was tested against soccer data from all subjects. For example, for 
each tennis clips, each subject’s feature data for that clip is used 
for testing and feature data from soccer clips from all subjects 
(i.e., ⋃ Y୩ଷ୩ୀଵ ) are used for training. 
5.1.3 Sports-independent approach 
A model is trained with both soccer and tennis data and tested 
against each of them individually. A clip-wise leave-one-viewer-
out cross-validation is utilized. For each of the five clips, each 
subject’s feature data (i.e., yi) is used for testing, while the rest 
feature data (i.e., (⋃ Y୩) − y୧ହ୩ୀଵ ) are used for training the 
classification model. This method is iterated for each subject. 
5.2 Classification Procedure 
Let TR and TS be the dataset splits for training and testing 
respectively, using the cross-validation approaches described in 
Section 5.1. The labels of the features are obtained by a temporal 
mapping with the time indices of ground truth (described in 
Sections 3.4 and 3.5). The goal here is to examine whether viewer 
interest can be classified (with the approaches in Table 3) from 
facial expression and heart rate features. The labels of the time 
indices are thus utilized to label the features and separate them into 
interesting and non-interesting subsets for training {TRI, TRNI} 
and testing {TSI, TSNI}. Two GMMs, γI, γNI, are trained with the 
interesting and non-interesting training data (i.e., TRI, TRNI) 
respectively using equations 3 and 4. The optimum number of 
components for each GMM is computed using Akaike Information 
Criteria (AIC). 
γ୍ =  ∑ w୨d(TR୍| μ୨, ∑ j)ୡ୨ୀଵ   (3) 
γ୒୍ =  ∑ w୨d(TR୒୍| μ୨, ∑ j)ୡ୨ୀଵ   (4) 
where wj is the weight of the mixture and d is the Gaussian 
density. In the testing phase, each interesting and non-interesting 
feature subset from a subject (i.e., TSI or TSNI) is then cross-
compared against the two GMMs. Each time a posterior 
probability and a likelihood score are computed as outputs. The 
label of that particular feature subset is obtained based on the 
label of the GMM, which produces the higher likelihood score. 
Testing is done in a clip-wise manner. 
5.3 Decision Fusion 
A decision-level fusion technique over the classification labels for 
facial expression and heart rate features is applied, to test the 
hypothesis that fusion of facial expression and heart rate would 
perform better than using each individually. A Naïve Bayes 
combiner is used to fuse the labels as described in [27]. Naïve 
Bayes combiner is a Bayesian Classifier Combination (BCC) 
technique which assumes that the classifiers are mutually 
independent and it utilizes probability scores. Independent BCC is 
found outperforming the dependent BCC and majority voting 
approaches [28, 29]. 
Two c×c (c = 2, for binary classes) confusion matrices for facial 
expression (CMFE) and heart rate (CMHR) are computed, using the 
computed labels obtained in the classification phase. The suffixes 
stand for facial expression and heart rate respectively. Consider, 
N1 and N2 are the numbers of interesting and non-interesting 
segments respectively in a particular clip. If Si,j is the number of 
segments for which the true label is i but assigned as label j in the 
(facial expression or heart rate) classification phase, each entry of 
the confusion matrix, CM{FE,HR}(i, j) is computed using equation 
5. 
        CM{FE,HR}(i, j) = (Si,j + (1 / c)) / (Ni + 1)  (5) 
 
A Naïve Bayes combiner combines labels using the confusion 
matrices. For each segment (interesting or non-interesting) and 
for each class, a posterior probability is computed based on 
CM{FE,HR} and Nk={1,2}. The label with the maximum posterior 
probability is used as the final fused label. 
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Table 4. Clip-wise precision-rates (PR), recall-rates (RR), and accuracy (F1-score in %) of sports-specific, sports-independent, and 
cross-sports classification models for FE, HR, and their fusion 
  Soccer Tennis 
  Sports-specific Sports-independent Sports-specific Sports-independent Cross-sports 
  clip1 clip2 clip3 clip1 clip2 clip3 clip4 clip5 clip4 clip5 clip4 clip5 
FE 
PR 57 48 51 58 49 52 50 51 36 50 52 56 
RR 66 52 50 64 55 59 64 59 63 65 67 53 
F1 61 50 50 61 52 55 56 55 46 57 59 54 
HR 
PR 51 41 30 48 41 50 49 48 11 35 46 53 
RR 34 25 11 17 15 19 58 34 9 12 65 21 
F1 41 31 16 25 22 28 53 40 10 18 54 30 
FUSIO
N 
PR 64 63 54 72 59 61 61 53 47 53 52 64 
RR 69 54 51 52 41 28 65 68 38 55 36 38 
F1 66 58 52 60 48 38 63 60 42 54 43 48 
 
5.4 Classification Performance Metrics 
Precision, recall, and F1-scores are computed for each subject and 
further averaged over all subjects for each clip and reported as the 
precision rate (PR), recall rate (RR), and accuracy in Table 4. 
Accuracy (i.e., F1-score) has been computed as: 
2×(PR×RR)/(PR+RR). The sizes of the comparisons for 
computing precision-recall are 252 for clip1, clip2, clip5 and 204 
for clip3, clip4. These numbers represent the total number of 
comparisons for all subjects in a clip-wise manner. The 
performance measures have been done for each clip to inspect any 
possible stimuli dependence in classification results.  
5.5 Results of Classification Performance 
The sports-specific approach yields higher performance than 
cross-sports and sports-independent approaches. The means and 
standard deviations of the F1-score rates are respectively: 53% 
and 13% for sports-specific; 44% and 10% for cross-sports; 41% 
and 17% for sports-independent. The marginal difference between 
the overall accuracies of sports-independent and cross-sports 
approaches is small. Fusion achieves higher precision and 
accuracy than FE and HR in general. The standard deviations of 
the precision, recall and F1-score rates range between 7% and 
31%, which suggests non-uniform variations across subjects and 
clips. Clip-wise and subject-wise variations are expected due to 
differences in event characteristics (across clips) and subject 
demographics.  
Table 4 depicts clip-wise F1-socres computed (in %) in three 
approaches for FE, HR, and their fusion. Sports-specific approach 
outperforms other two approaches in term of individual modality 
as well. Overall, FE, HR, and fusion achieve higher accuracy in 
sports-specific (mean accuracy - FE: 55%, HR: 39%, fusion: 
60.4%) approach than sports-independent (mean accuracy - FE: 
52.3%, HR: 20.6%, fusion: 48.4%) and cross-sports (mean 
accuracy - FE: 53.5%, HR: 37%, fusion: 45.5%) approaches. 
Fusion of FE and HR has higher accuracy than each of them in 
sports-specific approach. In contrast, FE achieves higher accuracy 
than HR and fusion in sports-independent and cross-sports 
approaches, due to low performance of HR. Table 4 also contains 
clip-wise precision and recall rates for the three classification 
approaches. FE has higher precision and recall than HR in 
general. Fusion has higher precision and recall than FE and HR 
for sports-specific models while for sports-independent and cross-
sports models fusion has higher precision only. Results from 
sports-independent and cross-sports models suggest that FE 
produces overall higher recall than HR and fusion. In these cases, 
lower performance of HR features influences the overall 
performance of fusion. 
The results suggest that overall classification performance does 
not increase in the sports-independent approach and cross-sports 
model performs poorer compared to the sports-specific approach. 
This is expected as a statistically significant difference is found in 
the distributions of the viewers across soccer and tennis clips. 
6. DISCUSSION 
This study uses long-duration video stimuli to maintain a 
consistent subjective attention. The distributions of viewer interest 
data vary significantly between soccer and tennis clips, except for 
those who are not sports fans and/or did not enjoy watching. This 
confirms that subjective profile and preference has a strong 
influence on viewer’s experience. The distributions are different 
in higher order statistics like skewness and kurtosis but not in the 
mean or the standard deviation. This suggests that the difference 
is subtle which first order statistics fail to extract. 
Classification results demonstrate that a generic classifier is less 
robust compared to sports-specific models due to the 
demonstrated statistical differences in distributions. Sports-
independent (F1: 41±17%) and cross-sports (F1: 44±10%) models 
have a similar range of accuracies. This also suggests the 
influence of statistical differences in viewer interest data. It is also 
evident that fusion of facial expression and heart rate performs 
better than each of them individually, which is expected. 
However, in few cases facial expression is outperforming fusion 
since the heart rate signal is performing low. Heart rate generally 
has lower accuracy in generic models compared to sports-specific 
models, which suggests that heart rate is more sensitive to content 
than facial expression. 
7. CONCLUSION 
This paper demonstrates the existence of differences in viewer 
interest across different sports. The statistical differences in 
viewer interest distributions are more evident in higher order 
statistics and found to be sensitive to subjective profile. This 
paper also validates the feasibility of training a general classifier 
for highlighting viewer interests in sports videos. However due to 
the significant statistical differences in the collective viewer 
interest across different sports, a domain-specific classifier 
appears to be more effective. The experimental results confirmed 
that sports-specific models perform better (F1: 53±13%) than 
sports-independent (F1: 41±17%) and cross-sports (F1: 44±10%) 
models. Future study will involve more participants, full-length 
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clips, higher accuracy heart rate sensor, and more sophisticated 
features to improve the performance of the classification models. 
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