This paper presents a method for generating compact pictorial summarizations of video. We developed a novel approach for selecting still images from a video suitable for summarizing the video and for providing entry points into it. Images are laid out in a compact, visually pleasing display reminiscent of a comic book or Japanese manga. Users can explore the video by interacting with the presented summary. Links from each keyframe start video playback and/or present additional detail. Captions can be added to presentation frames to include commentary or descriptions such as the minutes of a recorded meeting. We conducted a study to compare variants of our summarization technique. The study participants judged the manga summary to be significantly better than the other two conditions with respect to their suitability for summaries and navigation, and their visual appeal.
Japanese manga. For further exploration of the video, we created an interactive version of the pictorial summary. Playback can be started at a desired time by clicking on a particular frame; additional detail is available via hyperlinks. Textual information can be added to the presentation in the form of captions. Meeting minutes, for example, may be integrated with the video recording of the meeting.
The video summarization component has been used as part of a larger video database system [6] for over a year. The video database contains a large collection of video-taped meetings and presentations, as well as videos from other sources, and is used regularly by the employees of our company.
In another paper [12] , we described the technical details for creating a manga summary of a video. In the meantime, we have added several new user interface features. This paper focusses on the user interface and its use for finding information in the video. We describe the user interface features and discuss how they help users find the information they are looking for.
To determine the effectiveness of our image selection and layout techniques, we conducted an experiment to test the different components of our system. To test the suitability for navigation within a video, we asked the study participants to perform several tasks of finding specific information in several videos. In addition, we also presented the participants with pair-wise comparisons of the different combinations of our techniques and asked them to rate them according to their suitability for summaries and navigation, their visual appeal, and to judge their overall preferences.
In the next section, we discuss the elements of our approach for presenting a compact summary of a video. After that, we present the user interface of the video suminary and the interaction style for exploring the video. Next, we describe the setup and the results of the experiment. We conclude with a discussion of directions for future work.
CREATING VIDEO SUMMARIES
Typically, a video is summarized by segmenting it into shots demarcated by camera changes. The entire video can then be represented as a collection of keyframes, one for each shot. Although this can reduce the amount of information a user must go through to find the desired segment, it may still be too much data. Furthermore, the relative similarity of keyframes, coupled with a large and regular display, may make it harder to spot the desired one. In contrast, the system presented here abstracts video by selectively discarding ~/LNIJ]i 185 CHI Letters volume 2 • issue 1 or de-emphasizing redundant information (such as repeated or alternating shots). The goal of this approach is to present a concise summary of a video, a summary that can be used to get an overview of the video and one that also serves as a navigation tool.
One possible way of identifying the desired segment is to fast-forward through a video, producing a temporal rather than a spatial summary. Unfortunately, this approach does not work with streaming video, whereas the techniques described here are applicable to all types of video, t
Given an existing segmentation, we calculate shot importance for each segment. By thresholding the importance score, less important shots are pruned, leaving a concise and visually varied summary.
Elements in our summaries vary not only in their content, but also in the size of the keyframe. In our system, keyframes are displayed in different sizes according to their importance: less important keyframes are displayed in a smaller size. The algorithm used in our system packs different-sized keyframes into a compact representation, maintaining their time order. The result is a compact and visually pleasing summary reminiscent of a comic book or Japanese manga.
In this section, we provide a brief description of the steps for creating video summaries. More of the technical details are described in [12] .
Video Segmentation by Clustering
Many techniques exist to automatically segment video into its component shots, typically by finding large frame differences that correspond to cuts, or shot boundaries. Once detected, shots can be clustered by similarity such that related shots (e.g. similar camera angles or subjects) are considered to be one shot or cluster. For example, a film dialog where the camera repeatedly alternates between two actors would typically consist of two clusters, one for each actor. Many systems break videos into shots and use a constant number of keyframes for each shot. For example, Ferman et al. [4] cluster the frames within each shot. The frame closest to the center of the largest cluster is selected as the keyframe for that shot.
Other systems use more keyframes to represent shots that have more interesting visual content. Zhang et al. [15] segment the video into shots and select the first frame after the completed shot transition as a keyframe. The rest of the shot is examined, and frames that are sufficiently different from the last keyframe are marked as keyframes as well. Zhuang et al. [16] use a clustering approach to determine keyframes for a shot. They still extract at least one keyframe per shot. Cherfaoui et al. [1] segment the video into shots and determine if there is camera motion or zooming in each shot. Shots with camera motion are represented with three frames. Zooms and fixed shots are represented as single frames with graphical annotations that describe object motion or the zoom parameters.
1. A separate channel that delivers pre-computed keyframes may be used to construct a summary of the video.
These existing systems either provide only limited control over the number of keyframes or do not perform an adequate job of finding truly representative frames. Instead of segmenting the video into shots, we cluster all the frames of the video. Frames are clustered using the complete link method of the hierarchical agglomerative clustering technique [8] . This method uses the maximum of the pair-wise distances between frames to determine the intercluster similarity, and produces small, tightly bound clusters. For pictorial summaries described in this paper, we use smoothed three-dimensional color histograms in the YUV color space for comparing video frames. Once clusters have been selected, each frame is labeled with its corresponding cluster. Uninterrupted frame sequences belonging to the same cluster are considered to be segments.
Determining Keyframes and Their Sizes
To produce a good summary, we must still discard or deemphasize many segments. To select appropriate keyframes for a compact pictorial summary, we use the importance measure described in [12] . This calculates an importance score for each segment based on its rarity and duration. Longer shots are preferred because they are likely to be important in the video. This preference also avoids the inclusion of video artifacts such as synchronization problems after camera switches. At the same time, shots that are repeated over and over again (for example wide-angle shots of the room) do not add much to the summary even if they are long. Therefore, repeated shots receive lower scores. The clustering approach discussed in the previous section can easily identify repeated shots.
Segments with an importance score higher than a threshold are selected to generate a pictorial summary. For each segment chosen, the frame nearest the center of the segment is extracted as a representative keyframe. 2 Frames are sized according to the importance measure of their originating segments, so that higher importance segments are represented with larger keyframes. This draws the attention to the more important portions of the video. The keyframe packing algorithm described in the next section creates a compact and attractive presentation that summarizes the whole video.
Keyframe Packing
Once frames have been selected, they need to be arranged in a logical order. A number of layouts have been proposed. Shahraray et al. [9] at AT&T Research use keyframes to represent an HTML presentation of video. One keyframe was selected for each shot; uniformly sized keyframes are laid out in a column along closed-caption text. Taniguchi et al. [11] summarize video using a 2-D packing of "panoramas" which are large images formed by compositing video pans. In this work, keyframes are extracted from every shot and used for a 2-D representation of the video content. Because frame sizes are not adjusted for better packing, 2. Although frames early in the shot may be preferable semantically in some cases, camera motion and noise due to camera switching may make these frames unreliable. Figure 1 : Packing keyframes into a row block much white space appears in the result, making the summary inefficient.
Yeung et al. [14] use clustering techniques to create pictorial summaries of videos. They select one keyframe for each video shot and cluster those frames on the basis of visual similarity and temporal distance to groups of similar shots. They create pictorial summaries of video using a "dominance score" for each shot. Though they work towards a similar goal, their implementation and results are substantially different. The sizes and the positions of the still frames are determined only by the dominance scores, and are not time-ordered.
In our system, keyframes are laid out in two dimensions to form a pictorial abstract of the video similar to the panels in a comic book. Thresholding the importance score allows the desired number of frames to be displayed. To facilitate layout, frames can be displayed in smaller or larger sizes, depending on their importance score, and are resized to best fit the available space.
Given a set of frames, we have to find a sequence of frame sizes that both fills space efficiently and provides a good representation of the original video. We use a near-optimal "row block" packing procedure that we described in more detail in [12] . An example of this packing method is depicted in Figure 1 . The rectangles at the top are the original frame sequence, sized by importance. The bottom picture illustrates the frames packed into a row block. Note that the size of Frame 5 has been increased from the original size (indicated as a gray rectangle) for a better packing with minimal white space. Figure 2 shows the algorithm applied to the video of a staff meeting. A larger gap between rows graphically emphasizes that the temporal order is row by row. Within a row, frames go from left to right with occasional excursions up and down. Lines are provided between frames to unambiguously indicate their order.
The smallest image size and row width in the manga display default to useful values (64x48 pixels, 8 columns). These can be changed on-the-fly if users prefer a different-size presentation, perhaps to better fill their web browser window. The packing algorithm is very efficient so that a new layout can be produced on request. A video summary may help a user identify the desired video simply by showing relevant images. Often, that is not enough, however. Even after finding an appropriate video, it may be difficult to locate desired passages within it simply by inspection. As video is used more often as a permanent, often official, record of events, it becomes more important to be able to locate relevant passages. As video collections grow, the time spent looking for material becomes a scarce commodity.
We believe that interactive browsing of video summaries can shorten the time required to find the desired segment.
Guided by this principle, we have implemented a web-based interactive version of the pictorial summary. Users can play the video corresponding to a keyframe by clicking on it. They can request more information in the form of a "tool tips" pop-up (see Figure 3) . Finally, they can request a more detailed view that shows additional shots in the selected segment and select one of those shots for playback ( Figure  5 ). These features are described in more detail in the following sections.
Interactive Video Summary
Users may browse the video based either on the keyframes or on the video's timeline. The two views are always synchronized: the timeline shows the duration of the segment that corresponds to the frame under the cursor (see Figure  3) . Similarly, when the cursor is over the timeline, the corresponding keyframe is highlighted. This display allows users to explore the temporal properties of a video. At a glance, they can see both the visual representation of an important segment and its corresponding time interval, and can inter- Once an interesting segment has been identified, clicking on its keyframe starts video playback from the beginning of that segment (see Figure 4) . The ability to start the video playback at the beginning of a segment is important for exploring a video in-depth. It is not likely that the informal video material such as captured meetings would be segmented by hand, as is common with more formal material such as feature films. Our automatic clustering approach, combined with importance scores, yields good enough segment boundaries to aid the exploration of a video. This interface makes it easy to check promising passages of a video. If a passage turns out to be uninteresting after all, other segments can be easily reviewed just by clicking on their keyframes.
Several other systems use keyframes to support browsing of videos. The system described in Christel et al. [2] produces video highlights by selecting short segments of video. For each shot they select a keyframe that emphasizes moving objects, faces, and text. Shot keyframes are selected in rank order and a short segment of video surrounding the selected keyframe is added to the video highlight until the desired length of video is reached. Other tools have been built for browsing video content [13, 15] . These do not attempt to summarize video but rather present video content "as is." Therefore, keyframes are typically extracted from every shot and not selected to reduce redundancy. In most approaches, the frame presentation is basically linear, although some approaches occasionally use other structures it [13] .
Video Captions
Many videos in our video database depict meetings. If meeting minutes exist, they can be included in the manga display as captions. Such captions are expected to increase the value of video summaries. Ding et al. [3] , for example, report that summaries of videos consisting of keyframes and coordinated captions were preferred by participants, and led to have created summaries of news broadcasts, as reported in [7] . Story boundaries were pre-determined based on audio and visual characteristics. For each news story, a keyframe was extracted from a portion of video where keywords were detected the most. Their method nicely integrated information available for news materials, but relies heavily on the structured nature of broadcast news and would not apply to general videos.
Initially, we chose to place captions on top of the corresponding images in the summary. This caused problems because small images did not provide enough room for captions. Also, if there were a large number of captions (e.g., extracted from the close caption track of a video), many of the images were partially obscured. To address these issues, we decided to pop up captions as the mouse moves over an image (see Figure 3 ). Small icons (the letter "C") indicate which images have attached captions.
Textual annotations can enhance the quality of the video summary [3] . The pictorial layout captioned with text from minutes is a better summary than either of the individual parts. If the meeting minutes are taken on a computer and time-stamped, they can be automatically time-aligned with the video. Otherwise, the minutes may be aligned by hand. Such video captions provide additional information about the scenes represented by the keyframes. For the study described in the next section, we did not provide any captions.
Exploring Additional Details
While the initial display provides a good summary of the video, it is helpful to be able to explore additional details without having to play back all likely segments. Their approach treats all shots equally and does not make any judgements about shot importance.
Our approach for exploring a video takes the structure of the video into account. We first look at the neighboring segments of the segment being explored. There might be several neighbors that have importance scores too low to be represented by keyframes. Showing keyframes for such segments can provide additional context for the segment being explored. If a direct neighbor of the segment is already represented by a keyframe, a different algorithm (described below) can be used to show additional structure within the segment.
The overlaid detailed view of a segment consists of some frames selected from shots in the selected segment. We show at least one image from the segment being explored. If, after showing the neighbors, there is space for additional images, we select subclusters of the cluster the segment belongs to by descending into the hierarchical cluster tree. As before, cluster membership is used for segmentation. We increase the number of clusters until we have as many subsegments as required. As before, we choose one keyframe from each subsegment.
Once identified, the new, detailed images are overlaid on a faded-out manga display. Lines are drawn from its representative frames to the four newly shown frames to show the connection to the segment being explored. The new flames have the same relation to the timeline as the original ones, and video playback can be started from them as well. Figure 5 shows the results of exploring the segment shown in the top-left of Figure 3 . The top two frames represent the two segments that precede the expanded segment. They provide context that may help the user understand the selected segment. The remaining two frames show additional detail about the expanded segment.
The interaction technique for exploring video segments in greater detail was used extensively in the experiment described in the next section. It is an effective means for exploring a video without having to wait for playback.
EXPERIMENT
We conducted an experiment to test the different cgmponents of our system. Participants performed several tasks of finding specific information in several videos. In the second part of the study, we asked the participants for their judgements regarding the suitability of combinations of our techniques for summaries and navigation, and regarding their visual appeal, and also asked them to report their overall preferences. We expected that our summarization techniques would provide an advantage in terms of time to complete the task, but we wanted to assess the contributions of individual components. In addition, the study was intended to provide general insights for how users use the summaries, and to identify potential usability problems.
Participants
Twenty-four participants (17 male, 7 female) participated in the study. Participants included researchers, support staff, and administrative staff at our company; they had varying degrees of expertise with using digital video. The videos used in the study were recordings of staff meetings so that the participants were exactly our target users who might have missed a staff meeting or who need to go back to find some information. For their efforts and time, the participants were rewarded with a free lunch.
Materials
Visual summaries of three videos of staff meetings were created. Three different styles of summaries were created for each video. The different styles were designed to explore two manga features: image selection by importance score and variable-size image layout. All styles were displayed in the same screen area. The first style (control) used neither feature: the display consisted of fixed-size images sampled at regular time intervals. The second style (selected) used manga image selection, but retained fixedsize images. The third style (manga) used both features.
The image size of the video player Was 352x240 pixels. Images were presented in three different sizes (64x48, 136x102, and 208x156 pixels, respectively). The first two styles only presented images in the intermediate size. They both placed 20 images in a 4x5 grid. For the third style, the largest number of images was used that still fit in the same area as used for the other two summaries. That led to summaries for the three videos using 20, 23, and 30 images, respectively.
All summaries used the same user interface with the same size popup images (208x156 pixels). For the control condition, popup images were determined by sampling in smaller regular intervals. The selected and manga conditions used the normal manga algorithm for determining popup images.
Procedure
The experiment used a within-subject design in which each participant saw all videos and all summary styles Oust not the same combinations of the two). Each participant saw each video and each summary style once. We went through all permutations across the participants for the order of the summary styles, the assignment of videos to summary styles, and the order of videos so that the different conditions were balanced for multiples of 12 participants. Each participant was given a training session with a manga summary of a fourth video.
For each video, participants had to read three questions, find the relevant video segments, and then write the answers on a sheet of paper. If a question could not be answered within three minutes, the participants were shown the answer and asked to move on. All mouse actions were recorded and time-stamped. An experimenter noted the strategy used to discover the information required for each task. The completion time for each video was measured.
For the second part of the experiment, participants were asked to report preferences for the different summary styles. They were presented with pair-wise comparisons of different summaries for the same video. For all three videos, all three summaries were compared to each other for a total of nine pair-wise comparisons. Each summary was presented the same number of times on the left and the right side. The order of videos and summaries within each video was randomized across the participants. For each pair of presentations, participants answered the following questions:
1. Which one more effectively summarizes the video? 2. Which one provides better entry points into the video? 3. Which one is more visually pleasing? 4. Which one do you like better?
For each question, a preference could be indicated by selecting "++" or "+" for the summary on the left or on the right. A subject could also select "-" (no difference) if there was no preference (see Figure 6 ).
Results
The average task completion time of 273 seconds across all summaries is much shorter than the average length of the three videos (3184 seconds) so that the tasks were completed in a small fraction of the time for watching the whole videos. This corresponds to watching the whole video at 12-times speed without ever stopping. Of the 216 total questions, participants were unable to answer eight, of which five were in the control condition. We do not have task completion times for people just using a video player because we assumed that those times would be much longer and we did not want to impose too much on the study participants.
Analysis of variance found no statistically-significant differences in time to complete the tasks among the three conditions (p > 0.10). We also calculated the fraction of total time spent watching the video, and the frequency of selecting video to watch. No differences between conditions were found for any of these measures. We may attribute this lack of difference in part due to a bug in the algorithm that made the start of a desired segment of one of the videos unavailable when a detailed view for that segment was displayed. The start of the segment was required to answer the question. As a result, participants spent quite some time watching the video, although it was already past the required point.
In addition to the task completion time data described above, we collected subjects' comparisons of the interfaces (control, selected, manga) for each video. Subjects answered four questions, and their pair-wise judgments on a five point scale were binned into three categories: prefers interface shown on the left, neutral, prefers interface on the right. (Interface condition was counterbalanced across presentations.) We then counted responses in each bin, and classified responses as neutral either if the neutral category was selected more than either interface, or if opinion was split between the two interfaces. As shown in Table 1 , the selected condition was indistinguishable from the control: the Z 2 test yielded p > 0.10 for Questions 1 and 2, and the neutral response dominated in Questions 3 and 4. Subjects preferred the manga condition to the others for all questions (Z2(2) >-9.1, p < 0.01), the manga condition being preferred from 1.9 to 5.8 times more frequently than either control or selected. Based on these results, we can conclude that subjects believe the manga condition to be a more effective summary, to provide better entry points, and to be more visually pleasing. Overall, they preferred it to the other two categories by a count of 97 to 24, with 23 neutral judgments.
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Discussion
The lack of significant differences among the conditions in time to complete tasks may be due in part to the tasks we assigned. We expect that more naturalistic use (when subjects have their own search needs and are better able to understand when the desired passage has been found) will reveal differences in the interface. Furthermore, addressing some of the usability issues discovered during the experiment should improve performance of the manga interface.
In addition to collecting performance and opinion data in the experiment, we observed subjects in their use of the interface, looking for usability defects. Some subjects also volunteered their impressions about the interfaces. Finally, a preliminary analysis of the log also indicated some usability 1. Although we show percentages, raw frequencies were used to calculate the Z 2 values.
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On the input side, many participants were confused by the right/left mouse button (drill down vs. play video). Although some people only made the mistake initially, two participants had the problem throughout their sessions. A related suggestion was to expand the view when the m~use hovered over an image, rather than requiring a click. There was also an inconsistency in the way the timeline responded to mouse events: both left and right clicks caused playback, which was not consistent with the keyframe interface.
Output problems were related to the design of the detailed view. The detailed (overlaid) view did not contain the selected image, but did contain other, seemingly unrelated, keyframes (see Figure 5 ). The main problem with our design was that it was difficult to distinguish context frames from the actual expansion. One way to solve the problem is to make the context keyframes smaller, as shown in Figure  7 . Finally, a number of comments centered around image size: some thought that the small (64x48 pixel) images were too small, and others wanted slide images to be large enough to be legible.
CONCLUSIONS
In this paper we described an approach for summarizing videos and for navigating the summaries. We presented a method for generating compact pictorial summarizations of video based on scores that determined the most important shots in a video and assigned sizes to extracted keyframes. Different-sized keyframes were packed into a compact, comic-book-like visual summary. Links from each keyframe allowed video playback and the exploration of additional detail.
We tested our approach in an experiment in which we had participants perform tasks using different summary styles with the manga interface. We also asked the participants to compare the different summary styles to each other with respect to different criteria. The study participants judged the manga summary to be significantly better than the other two conditions with respect to their suitability for summaties and navigation, and their visual appeal.
A system like the one described here can be useful in situations where large collections of video must be accessed. Examples include an application that presents a library of videos such as our staff meetings, or a search engine application that returns a large list of videos that must be examined. The interactive summary described here is part of a larger system for browsing video collections [6] used for the past two years in our laboratory.
Future work will improve summaries by including automatically generated information, such as face recognition data, and automatic captioning from different sources. We also plan to use other sources such as speaker identification and notification of slide changes to improve the segmentation of the videos.
