Abstract-Predicting event occurrence at the early stage of a longitudinal study is an important and challenging problem which has high practical value in many real-world applications. As opposed to the standard classification and regression problems where a domain expert can provide labels for the data in a reasonably short period of time, training data in such longitudinal studies must be obtained only by waiting for the occurrence of a sufficient number of events. Survival analysis aims at directly predicting the time to an event of interest using the data collected in the past for a certain duration. However, it cannot give an answer to the open question of " how to forecast whether a subject will experience an event by end of a longitudinal study using event occurrence information of other subjects at the early stage of the study?" . The goal of this work is to predict the event occurrence at a future time point using only the information about a limited number of events that occurred at the initial stages of a longitudinal study. This problem exhibits two major challenges: (1) absence of complete information about event occurrence (censoring) and (2) availability of only a partial set of events that occurred during the initial phase of the study. We propose a novel Early Stage Prediction (ESP) framework for building event prediction models which are trained at the early stages of longitudinal studies. First, we develop a novel approach to address the first challenge by introducing a new method for handling censored data using Kaplan-Meier estimator. We then extend the Naive Bayes, Tree-Augmented Naive Bayes (TAN), and Bayesian Network methods based on the proposed framework, and develop three algorithms, namely, ESP-NB, ESP-TAN, and ESP-BN, to effectively predict event occurrence using training data obtained at an early stage of the study. More specifically, our approach effectively integrates Bayesian methods with an Accelerated Failure Time (AFT) model by adapting the prior probability of the event occurrence for future time points. The proposed framework is evaluated using a wide range of synthetic and real-world benchmark datasets. Our extensive set of experiments show that the proposed ESP framework is, on an average, 20 percent more accurate compared to existing schemes when using only limited event information in the training data.
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INTRODUCTION
I
T has become a common practice in many application domains to collect data over a period of time and record the occurrence of events of interest within a given period. These studies are usually called longitudinal studies, in which the subjects are followed over time for monitoring certain risks. Developing effective prediction models to estimate the outcome of a particular event of interest is a critical challenge in longitudinal studies. Such studies are ubiquitous in various real-world domains, such as healthcare, reliability, engineering, etc [1] , [2] , [3] and their primary goal is to build models that can accurately determine the probability of occurrence of a particular event of interest at a specific time point [4] . One of the primary challenges in these longitudinal studies is that, as opposed to the standard supervised learning problems where a domain expert can provide labels within a reasonable amount of time, training data in such tasks must be obtained only by waiting for the occurrence of a sufficient number of events. Therefore, the ability to leverage only a limited amount of available information at early stages of longitudinal studies to forecast the event occurrence at future time points is an important problem. In addition, occurrence of the event is not necessarily observed for all the instances in the study and hence the outcome variable might be incomplete. This phenomenon is also known as 'censoring'. Building event forecasting models in the presence of censored data is a challenging task which has a significant practical value in longitudinal studies. The main goal of this work is to answer the following open question: "how to forecast whether a subject will experience an event by the end of a longitudinal study using event occurrence information at early stages of the study?". This problem exhibits two major challenges: 1) absence of complete information about event occurrence (censoring) and 2) availability of only a partial set of events that occurred during the initial phase of the study.
Let us consider the following real-world applications which motivate the early stage time-to-event prediction.
In the healthcare domain, when there is a new treatment option (or drug) that is available, one would like to study the effect of such a treatment on a particular group of patients in order to understand the efficacy of the treatment. This patient group is monitored over a period of time and an event here corresponds to the patient being hospitalized due to treatment failure. The effectiveness of this treatment must be estimated as early as possible when there are only a few hospitalized patients [5] . In education, early identification of students at the risk of dropping out of their school at the beginning of their study is crucial for improving the graduation rates. The ability to build an accurate prediction model using only the early stage data can be practically very useful [6] . Reliability prediction focuses on developing accurate models that can estimate how reliable a newly released product will be. An event here corresponds to the time taken for a device to fail. In such applications, it is desirable to be able to estimate which devices will fail and if so, when they will fail. If such models can be learned using information from only a few device failures, then early warnings about future failures can be given. In credit score modeling applications, the goal is to accurately estimate whether a customer will default or not and if they default, when the default is going to happen? If a model can accurately predict using only a few default cases, then better precautions can be taken against those who will most likely default in the future. These practical scenarios clearly emphasize the need to build algorithms that can effectively make event predictions using training data that contains only a few events (i.e., at an early stage of a longitudinal study). More precisely, the goal here is to predict the event occurrence for a time period beyond the observation time window (when there are only a few events that have occurred in the dataset). Thus, this paper aims to develop a method that can use only a limited amount of available information at the initial phase of a longitudinal study to forecast the event occurrence at future time points.
For a better understanding of the complexities and concerns related to this problem, let us consider an illustrative example shown in Fig. 1 . In this example, a longitudinal study is conducted on six subjects and the information for event occurrence until time t c is recorded, where only subjects S2 and S5 have experienced the event. The goal of our work is to predict the event occurrence by time t f (e.g., the end of study). In other words, during the training phase, the event occurrences until the observation time t c are the only ones available and the objective is to make predictions about the event occurrences by the end of study t f . It should be noted that except subjects S2 and S5, all others are considered to be censored at t c (marked by 'X'). However, an event will occur for subjects S1 and S6 within the time period t f .
This scenario clearly motivates the need for building algorithms that can effectively forecast events using the training data at time t c when only a few events have occurred. This is an important problem in the domain of longitudinal studies since the only way to collect reliable data here is to wait for sufficient period of time until the complete information about event occurrence is acquired. In this paper, we will introduce a new method for handling censored data using Kaplan-Meier estimator. We will then develop a novel Early Stage Prediction (ESP) framework for building event prediction models which are trained at early stages of longitudinal studies. More specifically, we propose a framework based on Naive Bayes, Tree-Augmented Naive Bayes (TAN) and Bayesian Network, and develop three algorithms, namely, ESP-NB, ESP-TAN and ESP-BN to effectively predict event occurrence using the training data obtained at early stage of the study. The proposed framework is evaluated using a wide range of synthetic and realworld benchmark datasets. Our extensive set of experiments show that the proposed ESP framework is able to more accurately predict future event occurrences using only a limited amount of training data compared to the other alternative methods.
The recently proposed popular variants in the machine learning field such as classification, semi-supervised learning, transfer learning, imbalance learning and multi-task learning are not suitable for tackling this problem primarily due to the fact that obtaining a labeled training set at the end of the study is not feasible since the data is available only until t c . On the other hand, existing statistical techniques, especially in the field of survival analysis, do not have the ability to handle the problem of predicting event occurrence in the early stage prediction problem. The main reason is that the training and testing data are collected for the same time window in survival models, and the probability of event predictions given by any survival model is valid only for the specific observed time. The goal of this work, on the other hand, is to build model at the early stage of the study, and predict the event occurrence for the new subjects collected in the future time point. In other words, the "future" in our early stage prediction problem is different from that in the regular survival analysis methods. It should be noted that this problem is completely different from the time-series forecasting problem since the goal here is to predict the outcome of (binary) event occurrence for each subject for a time which is much beyond the observation time (as opposed to merely predicting the next time step value which is typically done in the standard time-series forecasting models). Also, such longitudinal survival data normally has missing information on events during the observation time. This incompleteness in events makes it difficult for standard machine learning methods to learn from such data. There are two naive ways to handle this problem: ignoring this censored data and treating censoring time as the actual time of event occurrence. However, these methods may provide a suboptimal model because of neglecting the available information or may provide an underestimate of the true performance of the model. Fig. 1 . An illustration to demonstrate the problem of event forecasting at time t f (e.g., end of study) using the information available only until time t c .
To solve the problem discussed above, we introduce an intuitive method to handle the censoring problem in the longitudinal survival data. We then develop a Bayesian framework for early stage event prediction to tackle the problem of insufficient amount of training data on event occurrence in the initial phases (early stage) of longitudinal studies. More specifically, we are combining the power of Bayesian method(s) with the concept of parametric survival analysis to produce a solution that can be effective when there are only few events that have occurred. Thus, the main contributions of this paper can be summarized as follows:
Develop a new labelling method to handle censoredness in longitudinal studies using the Kaplan-Meier estimator. Propose an Early Stage Prediction framework which estimates the probability of event occurrence for a future time point using various extrapolation techniques. Develop probabilistic algorithms based on Naive Bayes, Tree-Augmented Naive Bayes and Bayesian Network, (we call them ESP-NB, ESP-TAN and ESP-BN, respectively), for early-stage event prediction by adapting the posterior probability of event occurrence. Evaluate the proposed algorithms using several synthetic and real-world benchmark datasets and compare the effectiveness of the proposed methods with various classification and survival methods. The rest of the paper is organized as follows. In Section 2, a brief review of the related literature is provided. Section 3 introduces the notations and definitions that are necessary to comprehend our proposed algorithms. We also propose a new method to handle the censored data in this section. The proposed Bayesian approach for early stage event prediction on survival data is described in Section 4. Section 5 demonstrates the experimental results and shows the practical significance of our work using various real-world datasets. Finally, Section 6 concludes the discussion.
RELATED WORK
Before we discuss the early stage prediction framework in detail, the related work in the areas of using machine learning techniques for survival analysis will be briefly presented in this section.
Survival analysis is a subfield of statistics where a wide range of techniques have been proposed to model time-toevent data [7] in which the dependent variable is subject to censoring (e.g., failure, death, admission to hospital, emergence of disease, etc.) [8] . The ordinary Least-Squares, the most common method for solving regression problems, is based on minimizing sum of squared errors. It does not work in the presence of censoring because it is not possible to estimate the error between the true response and the predicted response obtained from the regression model [9] . Although it is challenging to know the relative rank of the event occurrences of the censored instances, the well-known likelihood method has the ability to solve the censored regression problem [10] . Different techniques have been proposed based on Maximum Likelihood Estimation (MLE) to overcome the difficulty of handling censored data [11] , [12] .
Similar to survival data which captures time to events of interest, time series methods deal with slightly different kind of time-centered analysis [13] , [14] . Time series analysis tackles the problem of studying experimental data that have been observed at different points of time [15] . Recently, there are some efforts to address the problem of early classification in time-series data [16] , [17] . Although time-series techniques have been used in many domains [18] , the standard time-series methods are primarily used for discovering patterns in time-series databases or forecasting the future values for existing time-series [19] , [20] , [21] . In our problem, the survival estimation is used to summarize the survival times of a group of objects (e.g., patients) while the response variable in time-series methods are outcomes depending on time which is an independent variable. Hence, although these two problems appear to be similar, the problem being tackled in this paper is significantly different and cannot be solved using time-series methods. In the presence of censoring and when the goal is to predict an occurrence of an event (which is usually binary in nature), time-series methods are not applicable. The only common theme that connects our approach to time-series methods is their ability to forecast in the future based on the events that occurred until a given time point.
There has been an increasing interest in adapting popular machine learning techniques to survival data [22] , [23] . However, longitudinal data cannot be modeled solely by traditional classification or regression approaches since certain observations have event status (or class label as event) and the rest have information about the outcome variable only until a specific time point in the study. The censored observations in survival data might look similar to unlabeled samples in classification or unknown response in regression problem in the sense that status or time-to-event is not known for some of the observations. Such censored data have to be handled with special care within any machine learning method in order to make good predictions. Also, for censored data in survival analysis, we have information until a certain time point (before censoring occurs) and this information should be included in the model in order to obtain the most optimal result. Hence, the standard semi-supervised techniques [24] , [25] are not directly applicable to this problem.
Several machine learning based approaches have been proposed recently to address this censored data issue. Decision trees [26] , [27] , [28] and Artificial Neural Networks (ANN) [29] , [30] , [31] , [32] for censored data represent some of the earliest works in this field. Well-known Support Vector Machine (SVM) algorithms have been adopted to accommodate censored data. Most of these methods treat the problem as regression [28] , [33] , [34] , [35] , [36] . More recently, advanced machine learning methods such active learning and regularized learning have also been incorporated into survival models [37] , [38] . Other studies aim at modeling the problem within classification setting [39] , [40] . However, comparison of the performance of these approaches show that these methods do not yield any significant improvements over the standard Cox model. There are also few other studies which aim at handling censored data as pre-processing step by giving some weights to the censored observations [41] , [42] . In this paper, we tackle the problem of censoring using Kaplan-Meier method [43] to estimate the probability of event and the probability of censoring for each censored instance. Such an intuitive approach can be easily applied to survival data before any further analysis is performed.
One of the popular choices for predictive models is the Bayesian approaches including Naive Bayes and Bayesian Network which have been used widely for classification [44] and successfully applied in many domains [45] . However, there has been only few works in the literature using Bayesian methods for survival data [22] , [46] , [47] . Bayesian networks can visually represent all the relationships between the variables which makes it interpretable for the end users. This is in contrast to the simple Naive Bayes method that makes the independence assumption between all the features [44] . Despite the applicability of Bayesian network in the survival analysis domain, only a limited number of research efforts exist for tackling the censored data challenges. The authors of [48] developed a Bayesian neural network approach to model censored data. [49] gives weight to censored instances in order to learn Bayesian networks from survival data. More recently, [47] adapts a Bayesian network for survival data using an approach called inverse probability of censored weighting for each of the record in the dataset to handle the censoring issue.
The proposed work is significantly different from these previous studies since none of these works perform forecasting of event occurrence for a time beyond the observation time. Existing methods only use the training data that is collected for the same time period as the test data. However, in real-world problems it is beneficial to make forecast of the events beyond the time period available in the training data. The basic idea of our approach is to take advantage of generative component of Bayesian methods (such as Naive Bayes, Tree-Augmented Naive Bayes and Bayesian network) to build a probabilistic predictive model [50] which will allow us to adapt the prior probability of event for different time points during forecasting. Also, it is important to note that discriminative models such as support vector machines or logistic regression are not suitable for the forecasting framework due to the unavailability of the prior probability component. On the other hand, for discriminative models there is no need to model the distribution of the observed variables. Thus, they cannot be a good choice when we want to express more complex relationships between the dependent variable and other attributes [51] . Fig. 2 positions our paper along with the related methodologies available in the literature. It gives a complete characterization and some relevant references for modeling and forecasting approaches on time-series and event data.
PRELIMINARIES
This section introduces the preliminaries required to comprehend the proposed framework. First, the notations used in our study and our problem formulation are described. Next, details about the widely used Bayesianbased approaches such as Naive Bayes, Tree-Augmented Naive Bayes and Bayesian Network are provided. These are the important components of the proposed method for predicting events in survival data at early stage of longitudinal studies. Finally, basic concepts of survival analysis are explained and a new method to handle censored data is introduced.
Problem Formulation
We begin by presenting the basic concepts and notations for survival analysis and Bayesian methods. Table 1 describes the notations used in this paper.
Let us consider a longitudinal study where the data about n independent subjects are available. Let the feature vector for sample i be represented by x i ¼ hx i1 ; . . . ; x im i where x ij is the jth feature for subject i. For each subject i, we define T i as the event time, and C i as the last follow-up time or censoring time (the time after which the subject is not monitored). For all the subjects i ¼ f1; . . . ; ng, O i denotes the observed time which is defined as minðT i ; C i Þ. Then, the event status is defined as
It should be noted that we only have the information for few events until the time t c . Our aim is to predict the event status at time t f where t f > t c . Let us define y i ðt c Þ as event status for subject i at time t c . Suppose, among n subjects in the study, only nðt c Þ will experience the event at time t c . After our data transformation, given the training data ðx i ; y i ðt c ÞÞ, we can build a binary classifier using y i ðt c Þ as the class label. If y i ðt c Þ ¼ 1, then the event has occurred for subject i and if y i ðt c Þ ¼ 0, then the event has not occurred. It should be noted that a new classifier will have to be built to estimate the probability of event occurrence at t f based on the training data that is available at t c . specified time until which information is available t f desired time at which the forecast of future events is made y i ðtÞ event status for subject i at time t F ðtÞ cumulative event probability at time t SðtÞ survival probability at time t
Bayesian Methods
We will now describe the basic idea of three popular Bayesian methods used in the context of prediction, namely, Naive Bayes, Tree-Augmented Naive Bayes, and Bayesian Network. All the three methods have certain commonalities in terms of using the conditional and prior probabilities. The main distinction between them is the way in which they model the dependency between the attributes and the way in which the conditional probability terms are computed.
Naive Bayes Classifier
Naive Bayes is a well-known probabilistic model which is widely used in many applications. Let us say that we have a training set similar to that in Fig. 1 where the event occurrence information is available until time t c . Based on the binary classification transformation explained above, using the Naive Bayes algorithm the event probability for subject i can be estimated as follows:
The first component of the numerator is the prior probability of the event occurrence at time t c . The second component is a conditional probability distribution which can be estimated as follows:
Thus, it is a natural estimate for the likelihood function in Naive Bayes. The estimated probability that a random variable takes a certain value is equal to the number of times the value was observed divided by the total number of observations. This formula is valid for discrete attributes; However, it can be easily adapted for continuous variables as well [52] .
Tree-Augmented Naive Bayes Classifier
One extension of Naive Bayes is the Tree-Augmented Naive Bayes where the independence assumption between the attributes is relaxed [44] . The TAN algorithm imposes a tree structure on the Naive Bayes model by restricting the interaction between the variables to a single level. This method allows every attribute x j to depend upon the class as well as one other attribute at most, x p ðjÞ, called the parent of x j . Illustration of the basic structure of the dependency in Naive Bayes and TAN is shown in Fig. 3 . Given the training set ðx; yðt c ÞÞ, first the tree for the TAN model should be constructed based on the conditional mutual information [44] between two attributes as
This function measures the information that x k provides about x j when the value of yðt c Þ is known. Then, a complete undirected graph in which the vertices correspond to the attributes and the edge weights are assigned using Eq. (3). A maximum weighted spanning tree is built and finally undirected tree is transformed into a directed one by randomly choosing a root variable and setting the direction of all the edges outward from the root. After the construction of the tree, the conditional probability of each attribute on its parent and the class label is calculated and stored. Hence, the probability of event at time t c can be defined as follows:
The numerator consists of two components; the prior probability of the event occurrence at time t c and the conditional probability distributions which can be estimated using maximum likelihood estimation [52] .
Bayesian Network Classifier
A Bayesian network is a graphical representation of a probability distribution over a set of variables. It can be considered as an extension of the TAN model where the features can be related to each other at various levels (Fig. 3) . It consists of two parts [53] :
1) A directed network structure in the form of a directed acyclic graph (DAG) which can be represented as G ¼ ðV; EÞ, where V denotes the set of vertices which represent variables, while E is the set of edges which show the dependency between the variables; 2) A set of the local probability distributions, one for each node variable, conditional upon each value combination of its parents. Thus, a Bayesian network can be formally defined as BN ¼ À G; QðGjDÞ Á where QðGjDÞ is the Maximum likelihood estimation of the set of parameters in the probability distributions estimated based on the given data D. The Bayesian network structure in this paper is learnt by the well-known search-and-score based Hill-climbing algorithm [54] . The weight-adapted minimum description length (MDL) [44] scoring (Eq. (5)) function is used as the criterion function to be minimized for the Hill-climbing algorithm [55] 
where d is the number of free parameters of a multinomial local conditional probability distribution; LLðBNjDÞ is the log-likelihood of BN given D and can be estimated using the joint probability distributions. The second component of a Bayesian Network is a set of local conditional probability distributions. Together with the graph structure, these distributions are sufficient to represent the joint probability distribution of the domain. Joint probability is defined as the probability that a series of events will happen concurrently and hence it can be calculated from the product of individual probabilities of the nodes
where Paðx j Þ is the set of parents of x j . Hence, given a training set, the goal of the Bayesian Network is to find the best graph structure to correctly predict the label for y given a vector of m attributes. It can be formulated as follows:
In Eq. (7), the first element in numerator is the prior probability of the class and the second element is the joint probability of the attributes based on the graph structure. A Bayesian Network is a generative classifier with a full probabilistic model of all variables which enable us to adapt the prior probability of event for different time points (beyond the observation time) during the forecasting.
Handling Censored Data
In general, survival analysis is a statistical methodology which contains time of a particular event of interest as the outcome variable which needs to be estimated. In many survival applications, it is common to see that the observation period of interest is incomplete for some subjects and such data is considered to be censored [56] .
Definition 1 (Survival function). Considering the duration to be a continuous random variable T , the survival function, SðtÞ, gives the probability that the time of event occurrence is later than a certain specified time t. It is defined as
where fðtÞ is a probability density function. For many realworld applications, typically the survival function monotonically decreases with respect to t.
Definition 2 (Cumulative death distribution function).
In contrast to survival function, the cumulative death distribution function F ðtÞ represents the probability that the time to the event of interest is no later than the certain specified time t.
It is defined as
Survival analysis involves the modeling of time-to-event data. We will use one of the popular parametric methods in survival analysis, accelerated failure time (AFT) [57] model, to adapt the probability of event using different time-toevent distributions.
Two naive approaches to handle censored data are: (1) completely exclude them from the analysis which will result in losing important information, (2) treat censored time as an actual event time which will induce a bias in the estimation of the event time. Instead of using these sub-optimal approaches, our work handles censored data by dividing them into two groups [41] : event and event-free. For each censored instance, we estimate the probability of event and probability of censoring using Kaplan-Meier estimator and give a new class label based on these probability values. This approach assumes that the censoring time is independent of the event time and all the attributes X. This assumption is valid in many applications since many of the subjects are censored towards the end of the study. SðtÞ is the probability that the event of interest has not occurred within the duration t. Using Kaplan-Meier estimator [43] , the survival distribution is given bŷ
where d i represents the number of events at time t ðiÞ (time after ascending reordering), and n i indicates the number of subjects who still remain in the study at time t ðiÞ . Thus, using Eq. (9), the probability of event can be estimated aŝ F e ðtÞ ¼ 1 ÀŜðtÞ:
On the other hand, the probability that censoring has not occurred within duration t can be defined as GðtÞ ¼ P ðC > tÞ where C is the censoring time, by setting "event" indicator d
. Thus, Kaplan-Meier estimator for GðtÞ isĜ
where d Ã i is the number of subjects who were censored at time t ðiÞ , and n i is the number of subjects at risk of censoring at time t ðiÞ . LetF c ðtÞ be the probability of censoring, then it can be estimated asF c ðtÞ ¼ 1 ÀĜðtÞ:
We define a new label for censored data using Eqs. (11) and (13) . For each instance, ifF e ðtÞ >F c ðtÞ, then it is labeled as event; otherwise, it will be labeled as event-free which indicates that even if there is complete follow-up information for that subject, there is extremely a low chance of experiencing an event by the end of study (maybe even after that). Unlike other methods that handle censored data, this approach can simply solve the uncertainty with such censored data by labelling them as event or event-free based on the consistent Kaplan-Meier estimator. Even after the labeling is done, the problem of forecasting, explained in the next section, is a challenging task.
EARLY STAGE EVENT PREDICTION FRAMEWORK
In this section, we introduce our proposed Bayesian approach for handling early stage event prediction. As discussed in previous section, predicting event occurrence at an early stage in longitudinal studies is a challenging problem. It is in contrast with the standard classification and regression problems where the labels for the data can be provided in a reasonably short period of time. Thus, for this longitudinal studies training data must be obtained only by waiting for the occurrence of a sufficient number of events. While survival analysis techniques are appropriate in handling such longitudinal data, they do not have the ability to handle the problem of predicting event occurrence for a time later than the observation time because the probability of event provided by a survival model is valid only for the specific observed time [5] . Therefore, the main objective of this section is to propose a framework to predict if the event will occur in the future for each subject based on information about only a few event occurrences at the initial stages of a longitudinal study.
In this section, we describe the proposed Early Stage Prediction framework. First, we describe our proposed prior probability extrapolation method on different distributions and then we will introduce ESP-NB, ESP-TAN and ESP-BN algorithms which utilize this extrapolation method while computing the posterior probability of event occurrence.
Prior Probability Extrapolation
In order to predict the event occurrence in longitudinal data, we develop a technique that can estimate the ratio of event occurrence beyond the original observation time window (in other words, compute the extrapolation for prior probability of event occurrence). To achieve this goal, we extrapolate the prior probability of event occurrence using the accelerated failure time model (AFT). We consider two well-known distributions, Weibull and Loglogistic, which are widely studied in the literature for modeling time-to-event data [59] . The parameters of these distributions are learned from the information available until t c . We will integrate such extrapolated values later with the proposed learning algorithms in order to make future predictions.
Weibull. When T i follows a Weibull distribution, the cumulative probability distribution F ðtÞ with shape parameter a and scale parameter b can be estimated usinĝ
Log-Logistic. When T i follows a log-logistic distribution with shape parameter a and scale parameter b, the prior probability distribution F ðtÞ can be estimated aŝ
Having the cumulative probability distribution of event, F ðtÞ, where the shape parameter a and scale parameter b estimated at t c , it can be easily extrapolated for any time t much beyond t c .
The ESP Algorithm
We will now describe the ESP Algorithm which consists of two phases. In the first phase, the conditional probability distribution is estimated using training data which is obtained until time t c (see Sections 3.2.1, 3.2.2, and 3.2.3 ). Since we are already extrapolating (in some sense approximating) in the prior probability component, it is not desirable to do a similar approximation again on the likelihood component. In addition, it is not feasible to extrapolate the likelihood component due to the various complexities involved in computing that component. We assume that the joint probability estimation from the Bayesian methods does not change over time since we have data only until t c there is no plausible way to estimate the likelihood from the data beyond t c . This is a reasonable assumption in survival data when the covariates do not depend on the time as the relation between the features at time t c do not significantly change until the end of the study [60] , and is very effective in practice in the presence of limited data. On the other hand as time passes, the prior probability for event occurrence needs to be updated since we do not have enough data to get the exact value for joint probability at the given future time t f . In the second phase, we extrapolate the prior probability of event occurrence for time t f which is beyond the observed time using different extrapolation techniques.
ESP Naive Bayes (ESP-NB)
For Naive Bayes method using Eq. (1) and extrapolation method explained in previous section, the ESP-NB can be written as follows:
ESP Tree-Augmented Naive Bayes (ESP-TAN)
Probability of event occurrence based on TAN method for time t f using Eq. (4) can be estimated as follows:
Algorithm 1 outlines the proposed ESP framework. In the first phase (lines 1-3), for each attribute j, the algorithm estimates the conditional probability using the data available at time t c . In the second phase, a probabilistic model is built to predict the event occurrence at t f . In lines 4 and 5, the prior probability for event occurrence at time t f is estimated using different extrapolation techniques. Then, in lines 6-9, for each subject i, we adapt the posterior probability of event occurrence at time t f .
Algorithm 1. Early Stage Prediction (ESP) Framework
Require: Training data D n ðt c Þ ¼ À x; yðt c Þ; T Á , t f Output: Probability of event at time t f Phase 1: Conditional probability estimation at t c 1: for j ¼ 1; . . . ; m 2: P À x j j yðt c Þ ¼ 1 Á 3: end Phase 2:Predict probability of event occurrence at t f 4: fit AFT model to D n ðt c Þ 5:
ESP Bayesian Network (ESP-BN)
For Bayesian Network, first we need to build a network using the information until t c . We will train a Bayesian network classifier using Hill-climbing structure learning method. Once we learn the structure of the Bayesian network, the subsequent step is to forecast the probability of event occurrence at the end of the study t f . For this purpose we can use different extrapolation techniques as described earlier. Thus, the posterior probability estimation for event occurrence at time t f can be defined as
Algorithm 2. ESP-BN Algorithm
Require: Training data D n ðt c Þ, End of study time t. Output: Probability of event at time t f Phase 1: learn Bayesian Network structure at t c 1: (5) Weibull using Eqs. (7), (16) and (18) 16: Log-logistic using Eqs. (7), (17) and (18) 17: end for 18: return P À yðt f Þ ¼ 1 j x; t t f Á Algorithm 2 outlines the proposed ESP-BN model. Lines 1-10 describe the first stage where a Bayesian network structure is learnt using Hill-climbing method for training data until t c . After the initial set up to build a network (lines 1-2), the Hill-climbing algorithm will find a network with the minimum MDL based on the score function given in Eq. (5). In the second phase, a probabilistic model is built to forecast event occurrence at t. In line 11, the AFT model is built on D n ðt c Þ using various distributions. Then, in lines 13-17, we adapt the posterior probability of event occurrence at time t. This phase has the time complexity of OðnÞ. The time complexity of the ESP algorithm follows the time complexity of the learning method that is chosen. It should be noted that the complexity of the extrapolation component is a constant and does not depend on either m or n. Hence, for ESP-NB it is OðmnÞ, for ESP-TAN it is Oðm 2 nÞ, where n is total number of subjects and m is the number of features in the data and for ESP-BN it is Oðm k nÞ, where k is the maximum number of parents (in our study we test different values of k to get the best performance within the range of 2-5) [61] . This means that ESP improves the prediction performance without increasing the complexity compared to its base models.
EXPERIMENTAL RESULTS
In this section, we will show the results of our proposed ESP method on a wide range of datasets and provide comparisons with various baseline prediction methods. First, we explain the synthetic as well as real-world datasets that are used in our experiments. We also discuss the metrics that are used to quantitatively evaluate the performance of the proposed method. Finally, we will provide our experimental results and the practical implications of the ESP framework in survival studies will also be discussed.
Dataset Description
We evaluated the performance of the models using both synthetic and real-world benchmark survival datasets which are summarized in Table 2 .
(i) Synthetic Datasets:We generated synthetic dataset in which the feature vectors x are created using a normal distribution Nð0; 1Þ. Covariate coefficient vector, shown as b, is generated based on a uniform distribution Unifð0; 1Þ. Given the observed covariates x i for observation i, the failure time, T can be generated by the procedure described in [62] as follows:
In our experiments, we set ¼ 0:01, n ¼ 2 and generate two sets of synthetic data, namely, Syn1 with five features and 100 instances and Syn2 with 20 features and 1,000 instances, where the time to event of interest follows a Weibull distribution.
(ii) Real-world Survival Datasets: Several real-world survival benchmark datasets are used in our experiments. Primary biliary cirrhosis (PBC), breast and colon cancer which are widely used in evaluating longitudinal studies and are available in the survival data repository. 1 We also used Framingham heart study dataset which is also publicly available [63] .
In addition, we also used two in-house proprietary datasets. The first one is the electronic health record (EHR) data from heart failure patients collected at the Henry Ford Health System in Detroit, Michigan. This data contains patient's clinical information such as procedures, medications, lab results and demographics and the goal here is to predict the number of days for the next readmission after the patient is discharged from the hospital [37] . The second dataset was obtained from Kickstarter, 2 a popular crowdfunding platform. Each project was tracked for a specific period of time. If the project reaches the desired funding goal before its goal date, then it is considered to be a success (or the event has occurred). On the other hand, the project is considered to be censored if it fails to reach its goal amount within the goal date [64] . All the datasets (except the EHR) used in our work are made publicly available at https://github. com/MLSurvival/ESP. 1 . http://cran.rproject.org/web/packages/survival/ 2. www.kickstarter.com
Performance Evaluation
The performance of the proposed models is measured using the following metrics:
Accuracy is expressed as the percentage of instances in the test set that are classified correctly. F-measure is defined as the harmonic mean of precision and recall. A high value of F -measure indicates that both precision and recall are reasonably high
AUC is the area under the receiver operating characteristic (ROC) curve which is generated by plotting the true positive rate (TPR) against the false positive rate (FPR) by varying the threshold value. For our implementation, the joint probability for Naive Bayes and TAN is learned using e1071 package [65] available in the R programming language. Bayesian network structure for the proposed ESP-BN method is learned using a hill-climbing algorithm that is available in the open-source Weka software [66] , while the proposed model is implemented using the R programming language. The coxph and survreg functions in the survival package are employed to train the Cox and AFT models, respectively. The Breslow's method was used to handle tied observations and the censored handling method is also implemented in R using the survival package. The source code of the proposed algorithms in R programming environment is available at https://github.com/MLSurvival/ESP. Tables 3, 4 , and 5 summarize the performance comparison results for Accuracy, F-measure, and AUC, respectively. We compared the proposed ESP-NB, ESP-TAN and ESP-BN algorithms using the best performed distributions from extrapolation techniques with Cox, Logistic Regression (LR), Random Forest (RF), Naive Bayes (NB), TreeAugmented Naive Bayes and Bayesian Network (BN) classification methods. All the models are trained using the data collected at the time point where only 50 percent of events have occurred (T 50 ) and the event forecasting is done using the data at the end of study (T 100 ). We used stratified 10-fold cross-validation and average values (along with the standard deviations) of the results on all 10-folds are reported. For the ESP based methods, we extrapolated using T 50 and T 100 correspond to the time taken (in days) for the occurrence of 50 and 100 percent of the events, respectively. C 50 and C 100 percent give the percentage of censored instances at T 50 and T 100 , respectively. both Weibull and log-logistic distributions and best results are being reported. It should be noted that in most of the cases Weibull distribution provided better results. For all of the datasets, our results evidently show that the proposed ESP-based method is, on an average, 20 percent more accurate compared to existing methods using only a limited amount of training data. These results confirm the fact that by incorporating the time-to-event extrapolation method within the ESP framework, forecasting can be done more accurately compared to the standard methods. It is important to note that the choice of the best algorithm will depend on the nature of the dataset. For instance, ESP-NB builds on independence assumption between attributes which does not hold in many survival applications. Thus, the introduced ESP-TAN and ESP-BN relaxed this assumption and thus yielding better performance in almost all of the datasets. Upon further analysis of our results, we can observe that, in most of the cases, ESP-BN has higher accuracy compared to its other Bayesian counterparts. This is due to the fact that Bayesian network can model more complex data especially in the presence of feature dependencies [67] .
Results and Discussion
In Figs. 4 , 5, and 6, we present the prediction performance of different methods by varying the percentage of event occurrence information that is available to train the model in the real-world datasets. For example, 20 percent on the x-axis corresponds to the training data obtained when only 20 percent of the events have occurred and the prediction of the event occurrences was made on the data at the end of the study period. From these plots, we can see that the performance of the ESP algorithm improves when there is more information on the event occurrence in the training data. For all the cases, our proposed ESP-based methods provide more accurate predictions compared to other techniques and the improvements are consistent across all the benchmark datasets. It should be noted that the improvements of the proposed methods are more significant over the baseline methods when there is only a limited amount (20 percent or 40 percent) of training data.
When 100 percent of the training data is available, the performance of the proposed ESP methods will converge to that of the original baseline methods since the prior probabilities in both scenarios will be the same and fitting a distribution (and extrapolating it) will not have any impact when evaluated at the end of the study since there is effectively no extrapolation that is done. We should also mention that in our experiments the percentage of censoring in each dataset is different. Therefore, it is hard to measure how the amount of censored data affects the results. However, since the amount of censored and event data are closely related, one can measure the effect of censored data using the number of events which is shown in Figs. 4 , 5, and 6. In general, we observe that the less censored data we have, the higher the accuracy we could achieve. In order to measure the improvements made by handing censored data, we compared the results in Tables 3, 4 , and, 5 with those provided in [5] .
The results support our claim that the proposed Bayesian models can provide an accurate forecasting for event occurrence beyond the observation time. From our experiments, we can conclude that our model obtains useful practical results at the initial phase of a longitudinal study and can provide good predictions about the event occurrence at the end of the study using only a limited information. The proposed prediction model is an extremely useful tool for domains where one has to wait for a significant period of time to collect sufficient amount of training data.
Scalability Experiments
As mentioned earlier (Section 4.2), the time complexity of the extrapolation component of the model is constant (OðnÞ) and does not depend on the number of features or instances. Therefore, time complexity of the ESP-based algorithms follows that of the corresponding base learning method that is chosen. In other words, the ESP-NB, ESP-TAN and ESP-BN have the same time complexity as NB, TAN and BN, respectively. This means that ESP framework improves the prediction performance without increasing the time complexity. In this section, we study the scalability of our proposed ESP-based algorithms when the number of instances or features in the dataset are varied by random selection. We randomly sampled different number of features or instances from the original dataset and estimated the average running time of each of the proposed ESP based algorithms (average of 100 runs).
In Fig. 7 , we provide the scalability plots for ESP-NB, ESP-TAN and ESP-BN. To obtain these plots we sampled different set of instances and features in an increasing order and obtained the time required to build our proposed ESP-based algorithms. The x-axis represents the selected number of instances (in Fig. 7a ) and features (in Fig. 7b ) and the y-axis represents the time taken in milliseconds. These plots indicate that ESP-NB is relatively faster even when the number of instances and features is large. This is because the complexity of ESP-NB is linear with respect to instances and features. As number of instances increase, the time taken for ESP-TAN and ESP-BN is also increased. However, ESP-TAN has quadratic and ESP-BN has trinomial runtime complexity (if k, the number of parents for each features, is 3), but it tends to build more effective models. Hence, there is a trade-off between complexity and performance. It is clear that, in the presence of high-dimensional data, ESP-NB will be the optimal choice. However, if there are many dependencies between features or data has a high dimension, ESP-TAN is a better choice. ESP-BN would be recommended to use only when the data consists of lots of complex dependencies and at the same time has only a reasonable dimensionality. For highdimensional data, it is recommended to use unsupervised dimensionality reduction methods before applying our proposed early stage prediction algorithms.
CONCLUSION
In many real-world application domains, it is important to forecast the occurrence of future events by only using the data collected at early stages of longitudinal studies. In this paper, we developed new early stage event prediction framework through fitting a statistical distribution to timeto-event data with fewer available events at the early stages. One of the common characteristic of longitudinal data is the presence of censored instances where the outcome is not known after a certain time period during the study. Instead of excluding such censored data, we developed a new mechanism to handle this data by estimating the probability of event and the probability of being censored using the Kaplan-Meier estimator. One of the main objectives of this paper is to demonstrate that more accurate predictions can be made when the prior probability at end of study time is estimated using the current (limited) information of event occurrence. This is extremely important in longitudinal survival studies since accumulating enough training data about the event occurrence is a time-consuming process. The proposed ESP-based model adapts prior probability of event occurrence by fitting time-to-event information using Weibull and Log-logistic distributions. Using this approach, we developed three new Bayesian algorithms to effectively predict the event occurrence for future time points using the training data obtained at early stage of the study. Our extensive experiments using both synthetic and real datasets demonstrate that the proposed ESP-based algorithms are more effective in forecasting events at future time points compared to the widely used Cox model and other popular classification methods. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
