Abstract. In this note, we explore commutativity up to a factor AB = λBA for bounded operators A and B in a complex Hilbert space. Conditions on possible values of the factor λ are formulated and shown to depend on spectral properties of the operators. Commutativity up to a unitary factor is considered. In some cases, we obtain some properties of the solution space of the operator equation AX = λXA and explore the structures of A and B that satisfy AB = λBA for some λ ∈ C \ {0}. A quantum effect is an operator A on a complex Hilbert space that satisfies 0 ≤ A ≤ I. The sequential product of quantum effects A and B is defined by
Introduction
Commutation relations between selfadjoint operators in a complex Hilbert space play an important role in the interpretation of quantum mechanical observables and analysis of their spectra. For related works refer to [2] , [3] , [4] , [6] , [8] , [9] and [12] . Accordingly, such relations have been extensively studied in the mathematical literature (see, for example, the classic study of C. R. Putnam in [11] ). An interesting, related aspect concerns the commutativity up to a factor for a pair of operators. Certain forms of non-commutativity can be conveniently phrased in this way. In [1] , J. A. Brooke, P. Busch and D. B. Pearson gave some examples to illustrate this. A quantum effect is a yes-no measurement. An effect is represented by an operator A on a Hilbert space that satisfies 0 ≤ A ≤ I. A sharp effect is represented by a selfadjoint projection operator on a Hilbert space. The sequential product of quantum effects A and B is defined by A • B = A 1 2 BA 1 2 . Sequential measurements are very important in quantum mechanics. For detailed works refer to [8] , [9] and [12] . Let H be a complex Hilbert space, B(H) be the Banach algebra of bounded linear operators on H, ε(H) be the set of quantum effects on H, P (H) be the set of sharp effects on H, I be the identity operator on some Hilbert space and M n×m be the set of n × m matrices. For an operator A ∈ B(H), denote by N (A), R(A), σ(A), r(A) the null space, the range, the spectra and the spectral radius of A, respectively; dimN (A) denotes the dimension of N (A). Recall that, for A, B ∈ B(H), A and B commute up to a factor means that AB = λBA, for some λ ∈ C \ {0}, and A and B commute up to a unitary factor means that AB = U BA, where U is a unitary operator in B(H).
The main results shown by J. A. Brooke, P. Busch and D. B. Pearson in [1] are the following two theorems. 
In [9] S. Gudder and G. Nagy gave the following result on sequential measurement.
Theorem 1.3 ([9]). For
A, B ∈ ε(H), if A • B ∈ P (H), then AB = BA.
They put forward an open problem: if A, B ∈ ε(H) with dimH = ∞ and A•B ≥ B,
In this paper, firstly we give simple proofs of the theorems above and generalizations of them. Secondly, we show a further relation between the spectra of AB and the factor λ. In the case that H is finite dimensional, we obtain a property of the solution space of the operator equation AX = λXA. Also, if A has finite rank and is normal, we explore the structure of A and B which commute up to a factor. Thirdly, we give a generalization of Theorem 1.3 in [9] with proof different from [9] and answer the open question raised by S. Gudder and G. Nagy. This question was also independently answered by A. Gheondea and S. Gudder in [7] .
We will use repeatedly the Fuglede-Putnam Theorem. Proof. The equivalence of (i) and (ii) was proved by S. Gudder and G. Nagy in [8] .
Pairs commuting up to a factor
( For given 0 = A ∈ B(H), let
ii)⇒ (iii) By the fact that an operator N ∈ B(H) is normal if and only if there exists a unitary operator
The next result gives some restrictions that must be satisfied by a pair of operators commuting up to a scalar factor. If there exists n ∈ N such that (AB) n = 0, then (AB) n−1 = 0, since R(A) and R(B) are dense. By the same deduction, we can get AB = 0. It is a contradiction.
Theorem 2.5. Let A, B ∈ B(H) such that AB
Next, we turn to the study of properties of pairs of operators commuting up to a scalar factor with one of the operators having finite rank.
As in the proof of Theorem 2. 
(.,.) are exactly the nonzero entries of (B ij ) m×m . In this case, if there exist 
respectively, then we say A and B are compatible. 
Theorem 2.7. Suppose that 0 = A ∈ B(H) has finite rank and is normal. Then
Since a i = a j , i = j, we obtain that there is at most one nonzero entry in each row and column of (B ij ) m×m . It is easy to see that with respect to a suitable decomposition of the space, B has a form
(.,.) are exactly the nonzero entries of (B ij ) m×m . Also, simple computation, we can get that there exists
ji ⊕ A , with respect to the same decomposition of the space, where A is a diagonal operator and the k i × k i block operator matrix I 
We will show that if s > 1, then
That is to say, A and B are compatible.
Remark. If A is compact and normal, a result similar to Theorem 2.7 can be obtained by the same deduction. Its representation is more complex, and so it is omitted. 
where
Proof. Suppose that A is normal. Then AB = λBA if and only if
Next, we assume that A is injective. We will show that dimS
Sequential quantum measure
We first prove a lemma. 
On the other hand, suppose that AB = BA and 
, 0). Therefore N (B| R(A) ) is an invariant subspace of A and A • B ∈ P (H), since A| R(B| R(A) ) • B| R(B| R(A) ) ∈ P (R(B| R(A) )).
If A, B ∈ ε(H), then we can easily get that the part of the necessity condition of Theorem 3.2 is Theorem 1.3 in [9] . The virtue of our proof is that we can know the structure of A, B and AB clearly. One can use this method to prove Corollary 2.4, Theorem 2.5 and Theorem 2.6 in [9] .
The following theorem is an answer to the question raised by S. Gudder and G. Nagy in [9] , which is also a generalization of Theorem 2.6 (c) in [9] . This question was also independently answered by A. Gheondea and S. Gudder in [7] . Though our proof is essentially the same as A. Gheondea and S. Gudder's, maybe our presentation of it is better and simpler. We still retain the proof here. 
