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ABSTRACT
Camera calibration is a key requirement for augmented reality in surgery. Calibration of laparoscopes provides
two challenges that are not sufficiently addressed in the literature. In the case of stereo laparoscopes the small
distance (less than 5mm) between the channels means that the calibration pattern is an order of magnitude more
distant than the stereo separation. For laparoscopes in general, if an external tracking system is used, hand-eye
calibration is difficult due to the long length of the laparoscope.
Laparoscope intrinsic, stereo and hand-eye calibration all rely on accurate feature point selection and accu-
rate estimation of the camera pose with respect to a calibration pattern. We compare 3 calibration patterns,
chessboard, rings, and AprilTags. We measure the error in estimating the camera intrinsic parameters and the
camera poses. Accuracy of camera pose estimation will determine the accuracy with which subsequent stereo or
hand-eye calibration can be done. We compare the results of repeated real calibrations and simulations using
idealised noise, to determine the expected accuracy of different methods and the sources of error. The results
do indicate that feature detection based on rings is more accurate than a chessboard, however this doesn’t nec-
essarily lead to a better calibration. Using a grid with identifiable tags enables detection of features nearer the
image boundary, which may improve calibration.
1. INTRODUCTION
Accurate calibration of laparoscope optics is essential to the ongoing development of image guidance systems
for laparoscopic surgery such as in.1–7 Intrinsic calibration determines the camera’s intrinsic parameters, focal
length, principal point and distortions coefficients. If the laparoscope is to be tracked using an external tracker
it is also necessary to determine the location of the lens relative to the attached tracker, known as hand-eye
calibration.8–13 Similarly, for a stereo laparoscope calibration can be used to determine the position of one lens
relative to the other.
Camera calibration is a widely studied problem in the field of computer vision. Zhang14 outlined the basic
approach to intrinsic calibration used here. The chessboard is widely used in camera calibration, and the
algorithm to determine the chessboard corners is a well established part of the OpenCV library∗. However as
pointed out by Datta15 the corner detection algorithm is susceptible to errors when the grid pattern is not
orthogonal to the camera axes. The pattern of rings was proposed to avoid some of the shortcomings of the
chessboard. Datta’s template matching algorithm is also used to determine the centre of each ring. Both the ring
and chessboard pattern suffer from the drawback that the entire pattern must be visible to enable point to point
correspondence to be determined, and the orientation of the pattern cannot be determined. One way round this
is to use a calibration grid of uniquely identifiable patterns,16,17 allowing point to point correspondence to be
determined for incomplete views. One such set of patterns and the algorithm to detect them is contained in the
AprilTags library.18
Whilst there is a large body of published work on both camera calibration and hand-eye calibration, it often
does not address the unique challenges of laparoscope calibration. Typically the range of views of the calibration
pattern that can be gathered is limited by the geometry of the laparoscope and/or the tracking system. The
relatively high radial distortion in the laparoscope optics, means that it can be difficult to detect features near
the image edges reliably. Similarly the calibration images can be poorly illuminated. In the case of stereo
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Figure 1. The experiment setup for recording calibration sequences. Each calibration pattern is placed flat on the table,
then the scope is moved systematically through a 60 degree cone, acquiring images of each calibration pattern from a
range of views.
laparoscopes the separation between channels is small in comparison to the size of calibration grids that can
be reliably imaged. This makes it difficult to accurately determine the relative position of the two lenses. The
requirement to maintain sterility of the laparoscope also makes the attachment of active or passive control arms
difficult, so in contrast to calibration of robot cameras, the laparoscope must be moved by hand, which makes
strict acquisition protocols difficult to implement.
The work in this paper forms part of our ongoing work to develop robust and user friendly methods for
the calibration of tracked, stereo laparoscopes for image guided surgery. A starting step in all existing camera
calibration processes is the ability to accurately measure features in recorded images, for example, determining
the position of chessboard corners. There are several published calibration patterns that provide easy to detect
features. In this paper we attempt a systematic and unbiased analysis of the effect of the feature detection
accuracy on the accuracy and robustness of the camera calibration. We analyse the inaccuracy in estimating
the cameras intrinsic parameters (focal length, principal point, distortion) and extrinsic parameters (pose).
Inaccuracy in pose estimation will directly effect subsequent stereo or hand-eye calibration.
2. METHODS
2.1 Data Acquisition
Figure 1 shows our laboratory set up. In this experiment we used a Viking stereo laparoscope† to acquire several
thousand images of 4 different calibration patterns. The output of the laparoscope is captured via an NVidia
SDI frame grabber, and saved using the NifTK software package.19 The output from the capture card is HD
video (1920x1080 pixels) at 25 frames per second. Each channel (left and right) of the stereo laparoscope video
gives a 1920 x 540 pixels image. This results in an apparent vertical squashing of the saved images, which is
important when using calibration patterns that assume certain pattern geometry.
For each of four calibration patterns we acquired several thousand frames of video images. As mentioned in
the introduction, attaching arms to the laparoscope to control motion is not practical clinically, so to replicate
clinically realistic conditions each acquisition was done freehand. Care was taken to follow the same acquisition
protocol for each pattern, moving the distal end of the scope through a 60 degree cone, while keeping the
calibration grid in frame, over a period of approximately 4 minutes.
†www.conmed.com
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Figure 2. The chessboard calibration pattern. Figure 3. The ring calibration pattern.
Figure 4. The 24 tag AprilTag calibration pattern. Figure 5. The 216 tag AprilTag calibration pattern.
2.2 Calibration Patterns
Four calibration patterns were used. The first of these was a chessboard pattern, see figure 2, with 14 x 10
internal corners, with a square size of 3 mm. Such patterns are widely used in the literature and in our experience
provide reliable calibration. However, due to distortions near the edges of laparoscopic images feature detection
of straight lines can be difficult. One method to combat this is to use round features.15 We used a grid of rings,
with geometry matching the chessboard, (14 x 10, with a pitch of 3mm), see figure 3.
Both of these patterns suffer the drawback that as each detected feature is not uniquely identifiable, only
frames where all features (140) have been detected can be used for calibration. One way around this is to use a
grid of identifiable tags, enabling any frame with detected corners to be used. We used two patterns based on
AprilTags.18 The first pattern consisted of 24 tags, arranged in a 6x4 grid, resulting in 120 uniquely identifiable
features (4 corners per tag + the tag centre), see figure 4. The grid was arranged in such a way as to approximate
as closely as possible the geometry of the chessboard grid. Each tag was 5.25 x 5.25 square with a horizontal
pitch of 6.73 mm and a vertical pitch of 7.26 mm. To take advantage of the ability to use partial views of the
grid we also used a larger AprilTag grid, using the same tag size and pitch, but with a grid of 18 x 12 tags, see
figure 5. Both grids used AprilTag’s 25h7 tag family. Calibration grids were generated using ImageMagick ‡ and
printed at 600 DPI using a Canon Image Runner Advance 4251.
2.3 Feature Detection
For each frame of saved video images, feature were detected as follows. For the chessboard pattern the chessboard
corner detectors from the OpenCV library were used §. First cv::findChessboardCorners, then cv::cornerSubPix
was used to refine the detection. Only frames where 140 features were detected were accepted. For the rings
patterns two detectors were compared, similarly to Datta el al.15 In the first case, an OpenCV simple blob
detector was used with adaptive thresholding and cv::findCirclesGrid to find both the inner and outer circles of
the rings. The ring centres were then used as feature locations. In the second case we implemented template
‡www.imagemagick.org
§www.opencv.org
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Description Notation (left/right) Units
Horizontal focal length fxL / fxR pixels
Vertical focal length fyL / fyR pixels
Horizontal Principal Point cxL / cxR pixels
Vertical Principal Point cyL / cyR pixels
1st Order Radial Distortion Coeff. k1L / k1R -
2nd Order Radial Distortion Coeff. k2L / k2R -
1st Order Tangential Distortion Coeff. p1L / p1R -
2nd Order Tangential Distortion Coeff. p2L / p2R -
3rd Order Radial Distortion Coeff. k3L / k3R -
Right to left lens rotations r2lrx, r2lry, r2lrz radians
Right to left lens translations r2ltx, r2lty, r2ltz mm
Table 1. The camera parameters for the stereo pinhole model used.
matching as described by Datta et al.15 to refine the estimated feature location. We found that OpenCV’s
ring circle detector often returns incorrectly ordered features when using symmetric grid patterns. This was
corrected by post processing of the resulting text files. Lastly for the AprilTag grids we used the AprilTag’s
library TagDetector.
Each of the feature detectors assume to some extent that the imaged features are approximately square/round.
In our case the images are squashed vertically due to the acquisition protocol. So the rings are somewhat elliptical
and the chessboard is oblong. To test the effect of this squashing, feature extraction was run on the original
unscaled images, and on the same images after they had been rescaled vertically to regain the correct aspect
ratio. Rescaling was done using OpenCV’s resize function, with linear interpolation.
2.4 Calibration
The extracted features were stored in separate text files for each frame of video. Random samples of extracted
feature files were then used to perform stereo camera calibration using OpenCV’s stereoCalibrate function. This
function attempts to determine the intrinsic parameters for each video channel together with the stereo camera
geometry. The estimated camera parameters are shown in table 1. For each laparoscope lens we adopt the
standard pin hole camera model with 3 radial and 2 tangential distortion coefficients. We parameterise the
relative positions of the two lenses as 3 rotations and 3 translations. This gives a total of 26 camera parameters
to be calibrated.
2.5 Estimation of Calibration Accuracy due to Feature Detection Performance.
For these calibrations the real optical properties remain unknown. Therefore we use the variance in the estimates
of the laparoscope’s intrinsic parameters across 1000 repeated calibrations as a proxy measure of calibration error
for each method. Similarly we use the variance in the estimated stereo separation as a proxy measure of the
error in estimating the camera poses. For each feature detector we repeated calibration using random samples
of input feature frames with increasing numbers of frames used, from 2 per channel to 30 per channel. In the
case of the AprilTag detector, only frames with greater than 100 features (20 tags) were used for calibration.
The results are reported as plots of mean and standard deviation for each method and each number of frames
used. Four intrinsic parameters for the left hand camera are reported, the horizontal focal length, the principal
point, and the 1st order radial distortion coefficient. We found that the vertical focal length followed very similar
trends to the horizontal focal length, so did not add to the analysis. We also found that the remaining distortion
coefficients were very small. The data for the right hand channel intrinsic parameters provided very similar
results to that for the left hand channel. We also report the horizontal stereo separation. The remaining stereo
parameters were small and did not add significant information to the results. Finally we report the RMS residual
projection error (e), in pixels. Whilst the value of the residual error cannot be used as a measure of calibration
accuracy, it does depend largely on the feature detection noise, so can be used as a good proxy measure of feature
detector performance.
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Method Number of Video
Frames
Number of Success-
ful Extractions
Number of Success-
ful Extractions with
Rescaled Images
OpenCV Chessboard 14266 5524 8423
OpenCV Rings 14720 4559 6256
OpenCV AprilTags 24 14644 13904 13337
OpenCV AprilTags 216 13880 13400 13151
Table 2. Number of successfully extracted frames for each feature detection method. More chessboards are successfully
detected than rings. In each case rescaling the image before feature detection gives a significant increase in detection
success. AprilTags provides the most successful detections, however this does not take into account the number of detected
tags per frame.
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Figure 6. Histograms of the number of detected features (5 per tag) per frame for the AprilTag data sets. As expected
there are many more features per frame for the larger grid (the right most two figures). For both the small and large
grid, rescaling the image with linear interpolation causes a large drop off in detector performance. The same drop off was
observed using linear and cubic interpolation to rescale the images.
To check the calibration performance when the gold standard is known the calibration process was repeated
using simulated data. Calibration was performed using a random subset of previously recorded data, the esti-
mated grid position is then used as a perfect gold standard which is projected from 3D to 2D using previously
measured calibration parameters. Zero mean, isotropic, independent, normally distributed noise is added to the
extracted feature locations and the calibration process repeated with increasing noise standard deviation. The
resulting calibration results can then be compared with the results for recorded data.
The algorithms used are implemented in the NiftyCal library, which forms part of the NifTK software pack-
age.19 This software is under active development with a view to making parts of the library more widely
available.
3. RESULTS
3.1 Feature Extraction Statistics
Table 2 shows the total number of successfully extracted frames for each method. Rescaling the images prior
to feature detection improves performance of the chessboard and ring detector. Figure 6 presents histograms of
the number of features detected per frame for the two AprilTag data sets. It is clear that whilst the AprilTag
detector works quite well on the unscaled images, rescaling the images has significantly reduced the performance
of the AprilTag detector. In these cases we used linear interpolation to rescale the images. We repeated the
experiment for the AprilTag detector using cubic interpolation, but saw no significant change in results.
Figure 7 presents histograms showing the pixel location of detected features for each calibration pattern.
Figure 8 presents equivalent histograms for the detectors after image scaling. The ring detector appears to have
a slightly more uniform coverage with better ability to detect features near the image edge. The large AprilTag
grid provides the best coverage.
3.2 Calibration Performance for Standard Size Calibration Grids
Figure 9 compares the calibration performance of the three standard size calibration patterns. No single detector
appears to outperform the others across all parameters values. The plot of RMS residual error indicates that the
AprilTag detector is significantly noisier than either of the other two, but the difference in detector noise does
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Figure 7. Histograms of the detected point pixel locations for chessboard, AprilTag 24, AprilTag 216 , and ring patterns.
The ring pattern appears to provide a more even spread of detected features over the image than the small AprilTag
pattern or the chessboard. The large AprilTag pattern provides the best coverage.
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Figure 8. Histograms of the detected point pixel locations for chessboard, AprilTag 24, AprilTag 216 , and ring patterns.
Feature detection was performed after rescaling the image. Note that the spread of detected points is increased for both
the chessboard and ring pattern, but significantly reduced for the AprilTag patterns.
not necessarily result in a more accurate calibration. Figure 10 presents the same results when image scaling is
used before feature detection. Scaling the images does not appear to significantly effect calibration performance.
3.3 Calibration Performance using Template Matching
Figure 11 shows the results of repeated calibrations after feature detection is refined using template matching.
With the exception of a change in the estimated stereo separation the template matching appears to have little
effect on the overall accuracy. The RMS residual errors indicate that template matching has reduced feature
detection error, and avoiding image rescaling provides the best results. However the reduction in feature detection
error does not noticeably effect calibration accuracy.
3.4 Calibration Performance using only AprilTag Centres
Figure 12 compares calibration using all the detected AprilTag features (corners and centres) with only using the
centre features. In terms of calibration parameters there is no clear benefit to either. There is however a large
drop in the RMS residual error. The error is now less than that seen for the ring detector, however this may be
due to significantly smaller number of features per frame (≈ 22 for AprilTags vs 140 for rings). Calibration with
centres only should yield faster computation due to the shorter feature vectors used.
3.5 Calibration Performance using a Larger Grid
Figure 13 presents calibration results when using the centre points of a larger grid of AprilTags. The standard
deviations of the resulting calibrations have significantly increased. To investigate why this was so we looked
at histograms of some of the estimated parameter values, see figure 14. What we observed was that calibration
parameters for the other detectors were approximately normally distributed over repeated runs. The large grid
of AprilTags however resulted in clearly non normally distributed parameter estimates. Typically with a high
central peak and long tails. Potential causes of this behaviour are discussed later.
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Figure 9. Mean and standard deviation of 5 camera parameters and the residual error for 1000 repeated calibrations using
different number of calibration frames and three different feature detectors. Based on the observed standard deviations,
the choice of feature detector does not have a significant impact on the accuracy of estimating the focal length, though
the ring detector may work better when 5 or fewer frames are used. The AprilTags detector appears to be the best for
estimating the principal points, through there is significant disagreement between the mean values. The ring detector
appears to give the best estimate of radial distortion. The chessboard gives the best estimate of stereo separation. Looking
at the last plot of RMS error, it seems that the AprilTags feature detector is significantly noisier than either of the other
two, whilst the ring feature detector is slightly more accurate than the chessboard.
3.6 Calibration Performance using Simulated Data
Figure 15 shows the results of repeated simulation using noisy data. The results suggest that as the standard
deviation of the calibration parameters increases with noise, this can be used as a proxy measure of feature
detector performance. It can also be seen that the RMS residual projection error provides a good measure of the
input feature noise. Interestingly the calibrations fail to converge to the correct parameter values for principal
points and distortion. Given the simple noise model used this is surprising. However it is know that the OpenCV
stereoCalibrate function can find it difficult to accurately estimate all parameters at once, and it is recommended
to perform single channel calibration first.
4. DISCUSSION
From the results it is clear that selection of features to use for calibration is not as straightforward as we had
hoped. In general, given the same grid geometry, there is little to choose between the three feature detectors
once the results have been passed through a full stereo calibration. The number of frames used for calibration
has a much more significant impact on calibration performance than choice of feature detection. There is some
evidence that in terms of detection coverage and calibration accuracy that the ring detector performs better than
the others, but it is marginal.
Rescaling the images prior to feature detection improved feature detection rate for both the chessboard and
rings detectors at a small cost in accuracy. However this loss of accuracy did not effect calibration results. It
appears that image rescaling with the AprilTag detector is best avoided at present.
The most promising solution seems to be to use a larger grid of uniquely identifiable patterns, but this
requires some refinement of the detector algorithm. One possible cause of the large number of outliers may be
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Figure 10. Mean and standard deviation of 5 camera parameters and the residual error for 1000 repeated calibrations
using different number of calibration frames and three different feature detectors. Prior to feature detection each image
was rescaled using OpenCV’s resize function with linear interpolation. None of the results appear significantly different
to for feature detection without rescaling. The most noticeable change is that in the vertical principal point estimated
using the ring detector.
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Figure 11. Mean and standard deviation of 5 camera parameters and the residual error for 1000 repeated calibrations using
different number of calibration frames and the ring feature detection, with and without the additional step of template
matching. These results suggest that use of template matching to refine feature detection has not had a significant
impact on calibration outcomes for this data. The exception to this in the estimation of stereo separation, where the use
of template matching reduces the estimate stereo separation by around 0.05 mm. There is a slight reduction in RMS
residual error when using template matching, suggesting that it does reduce feature detection error.
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Figure 12. Mean and standard deviation of 5 camera parameters and the residual error for 1000 repeated calibrations
using different number of calibration frames and AprilTags for feature detection. Results are only shown for the small
grid, though the trends were similar for the large grid. Two detection methods were used, in the first all the points found
by the AprilTags detector were used, i.e. 5 points per tag, the 4 corners and the centre. In second method only the
detected centre were used, in theory reducing detector noise. The results indicate that only using the centres does not
significantly reduce the noise of the resulting parameter estimation. The small changes in mean parameter values suggest
that there may be biases introduced in the detector. Looking at the RMS residual projection errors it is clear that only
using the centres gives a marked reduction in feature detection noise.
the presence of misidentified tags in the extracted feature points. We saw evidence of misidentification when
running both the small and large grid AprilTag detector, as the stereo calibration throws an exception when
points are found in the image data that have no corresponding point in the reference set. In these cases the
detected tag will be ignored and not effect calibration. If however the misidentified tag has a corresponding
tag in the reference set, it will lead to incorrect calibration. The probability of a misidentified tag having a
corresponding tag in the reference set is directly related to the number of tags in the reference set. The AprilTag
25h7 tag family has 242 unique tags. For the calibration grid with 24 tags there is a 24
242
≈ 10% chance that
a misidentified tag will have a corresponding tag in the reference set. For the large calibration grid there is a
216
242
≈ 90% chance that a misidentified tag will have a corresponding tag in the reference data set. This would
explain why this effect is only seen in the large grid pattern.
Work is ongoing to check for tag misidentification and confirm whether this is the cause of the outliers for the
large grid of AprilTags. If this can be corrected then it seems that the use of a larger grid has the potential to
improve parameter estimation. The detector used did not have any knowledge of the expected grid order of tags,
it is likely that implementing this to detect and remove incorrectly identified tags might produce an improved
calibration result.
We observed in the result section that different parameters were estimated better with different feature types.
This suggests that the requirements for a calibration pattern to estimate the camera’s intrinsic parameters are
different to one that would best estimate the camera pose, and hence the stereo geometry. It seems likely that
the accuracy of pose estimation should increase as the camera moves closer to the calibration pattern. This
can only be done practically by using patterns with identifiable tags. As we excluded images with less than 20
tags visible from our data, we probably won’t have observed that here. It would be interesting to repeat this
experiment with the camera closer to the AprilTag grid.
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Figure 13. Mean and standard deviation of 5 camera parameters and the residual error for 1000 repeated calibrations
using different number of calibration frames and AprilTags for feature detection. Two grid sizes were used, one with 24
tags to keep similar geometry to the chessboard, and one with 216 tags, allowing more complete sampling across the
image. Use of the large grid has led to a large increase in the observed standard deviations, which we believe is due to
outliers caused by misidentified tags. Interestingly, the larger grid leads to a significant reduction in the estimated focal
lengths, and a consequent reduction in the estimated stereo separation.
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Figure 14. Histograms of the calibrated parameter values for a large and small AprilTag grid. Most of the parameters
estimated using the chessboard, ring, and small grid AprilTag detectors are approximately normally distributed (normal
curves overlaid). In the case of the large grid AprilTag pattern however there is a higher central peak and long tails. One
explanation for this is that th larger number of AprilTags, and their location near the more poorly lit and distorted image
edges, leads to an increase in the number of misidentified AprilTags.
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Figure 15. Results for simulated calibration with normally distributed, isotropic, independent noise added to the extracted
pixel locations. In all cases the spread of parameter value estimation increases in line with noise. Interestingly the mean
values for principal points and distortion do not match the ground truth value. Note that the absolute values of the
calibration parameters is slightly different to those reported for the recorded data, as the data used for simulation was
recorded with a different Viking stereo laparoscope.
The simulated results show that the RMS residual projection error can be used as a good estimator of the
input feature detection noise. Furthermore, whilst the value of the RMS residual error for a single calibration
cannot be used as a predictor of the accuracy of that calibration, it is is correlated with the the standard deviation
of parameter estimates over repeated calibrations. Thus when a high RMS residual error is encountered, it might
be beneficial to use a large number of calibration frames, and/or repeat the calibration multiple times.
Whilst we focused on the change of standard deviation of estimated parameter values, we also saw many cases
where the choice of detector had an impact on the mean value of parameter estimates. This could be explained
by small errors in the printing of the calibration grids leading to an incorrect reference geometry. However as
was also observed this effect in the simulated data it seems likely that the choice of calibration optimiser is not
ideal. There are many examples of improved calibration optimisers in the literature and it would be instructive
to apply some of these to this data set.
We are currently working on extending this work to examine the best way to perform hand-eye calibration for
optically and electromagnetically tracked laparoscopes. The intent with this paper was to provide some estimate
of the errors due to feature detection noise, that when coupled with past work on tracking errors,20,21 will enable
us to accurately model the calibration process.
5. CONCLUSION
The results we have shown do indicate that some feature detectors are more accurate in this application than
others. The most accurate feature detector appears to be rings, with template matching refinement, on an
unscaled image. However once the extracted features have been used for stereo calibration the benefits of
improved feature detection are negligible. We hope that the results presented here provide a useful resource for
those working on calibration of laparoscopes. We will happily share the data used on request.
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