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 Phishing attacks are one of the slanting cyber-attacks that apply socially 
engineered messages that are imparted to individuals from expert hackers 
going for tricking clients to uncover their delicate data, the most mainstream 
correspondence channel to those messages is through clients' emails. 
Phishing has turned into a generous danger for web clients and a noteworthy 
reason for money related misfortunes. Therefore, different arrangements 
have been created to handle this issue. Deceitful emails, also called phishing 
emails, utilize a scope of impact strategies to convince people to react, for 
example, promising a fiscal reward or summoning a feeling of criticalness. 
Regardless of far reaching alerts and intends to instruct clients to distinguish 
phishing sends, these are as yet a pervasive practice and a worthwhile 
business. The creators accept that influence, as a style of human 
correspondence intended to impact others, has a focal job in fruitful 
advanced tricks. Cyber criminals have ceaselessly propelling their techniques 
for assault. The current strategies to recognize the presence of such 
malevolent projects and to keep them from executing are static, dynamic and 
hybrid analysis. In this work we are proposing a hybrid methodology for 
phishing detection incorporating feature extraction and classification of the 
mails using SVM. At last, alongside the chose features, the PNN 
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Phishing is a cybercrime in correlation with others, for example, hacking. The expression of 
phishing is a minor departure from the word fishing. The thought is that trap is tossed out with 
the expectations that a client will snatch it and nibble into it simply like the fish. Phishing is equipped for 
harming e-commerce since it makes client lose their trust on the web. To make clients sophisticated of most 
recent phishing assaults, some global associations, for example, anti-phishing working group (APWG), have 
distributed phishing alarms on their sites [1]. As indicated by APWG patterns report first quarter 2014 [2], 
the quantity of phishing destinations expanded by 10.7 percent over the final quarter of 2013 and furthermore 
the installment administrations are the most focused on industry part. Messages can be sorted into 
three [3] Ham, Spam and Phishing. Ham is requested and genuine email while spam is a spontaneous email.  
Then again, phishing is a spontaneous, beguiling, and possibly unsafe email. Phishing emails are made 
by false individuals to emulate genuine E-banking emails.  
Int J Elec & Comp Eng  ISSN: 2088-8708  
 
A novel hybrid approach of SVM combined with NLP and probabilistic neural network … (Abhishek Kumar) 
487 
The deceptive phishing which is identified with social engineering methods, rely upon molded email 
that misrepresentation from an authentic organization or bank. At that point, through a link inside the email, 
the assailant endeavors to misdirect clients to counterfeit Websites. These forged Web destinations are 
intended to misleadingly get monetary information (usernames, passwords, debit/credit card numbers, and 
individual data, and so forth.) from certified clients [4].  
Phishing is a cybercrime in correlation with others, for example, hacking. The expression of 
phishing is a minor departure from the word fishing. The thought is that trap is tossed out with 
the expectations that a client will snatch it and nibble into it simply like the fish. Phishing is equipped for 
harming e-commerce since it makes client lose their trust on the web. To make clients sophisticated of most 
recent phishing assaults, some global associations, for example, anti-phishing working group (APWG), have 
distributed phishing alarms on their sites [1]. As indicated by APWG patterns report first quarter 2014 [2], 
the quantity of phishing destinations expanded by 10.7 percent over the final quarter of 2013 and furthermore 
the installment administrations are the most focused on industry part. Messages can be sorted into three [3] - 
Ham, Spam and Phishing. Ham is requested and genuine email while spam is a spontaneous email. 
Then again, phishing is a spontaneous, beguiling, and possibly unsafe email. Phishing emails are made by 
false individuals to emulate genuine E-banking emails.  
The deceptive phishing which is identified with social engineering methods, rely upon molded email 
that misrepresentation from an authentic organization or bank. At that point, through a link inside the email, 
the assailant endeavors to misdirect clients to counterfeit Websites. These forged Web destinations are 
intended to misleadingly get monetary information (usernames, passwords, debit/credit card numbers, and 
individual data, and so forth.) from certified clients [4]. 
The ongoing improvements in internet and mobile innovation pulled in maximum business 
foundations to provide their administrations internet, along banks, stocks and e-commerce. As individuals 
progressively depend on Internet administrations to complete their exchanges, Internet extortion turns into an 
extraordinary risk to individuals' security and privacy. Phishing is the primary sorts of web 
misrepresentation; that depends on tricking clients to distribute or proclaim their personal data (counting 
passwords & Visa numbers), phishing is characterized as a digital assault which conveys socially-designed 
messages to people through e-correspondence channels (email, SMS, telephone call) so as to convince users 
to do activities (like enter accreditations, debit/credit card number, etc.) for the assailants advantage; such 
activities could be influencing an online business site client to enter his certifications to a forged site 
(overseen by the aggressor) like the first site and after that the assailant utilizes them to mimic the client. 
So as to induce the sufferer individual client to login to such a forged site, the socially designed message 
attracts a dream to the client that he needs to perform such activity, for example, cautioning the client about 
record suspension or that the site administrator is mentioning him to reset his password [5].  
Phishing assaults utilize email messages and sites that are planned in an expert way to be like emails 
and sites from genuine foundations and associations (more often than not the client is a client for those 
associations), to influence clients into revealing their own or money related data. The aggressor would then 
be able to utilize gathered delicate client data for his advantage. Clients can be fooled into uncovering their 
data either by giving touchy data by means of a web structure, answering to mock emails, or downloading 
and introducing Trojans, which search clients' PCs or screen clients' online exercises so as to get data [6]. 
Most recent advances in phishing assault research have expanded stream cognizance of how people 
choose decisions concerning suspicious mails. In any case, the precise activity of various message-express 
components, including how and why they sway people's choices and decisions, remains dim. We have 
utilized a technique for feature extraction, extricated some unique sort of features from the text and pictures 
then the feature selection done over the separated features and the SVM classifier going about as a twofold 
classifier and arrange the genuine and phished emails with strategies like Text parsing, word tokenization and 
Stop words expulsion alongside Bayes classification strategy using probabilistic neural network. 
Finally, alongside the chose features, the Probabilistic Neural System (PNN) characterizes the spam mails 
from the genuine mails with more exactness and accuracy. The next sections are arranged as follows section 
2 provides the literature survey about the various email phishing detection and analysis methods. Section 3 
presents our proposed methodology in details such as methods used and dataset used for the purpose along 
with our proposed algorithm. The uniqueness of the proposed methodology is presented in section 4. 
Section 5 discusses about the results we got along with detailed discussion and section 6 concludes 
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2. LITERATURE REVIEW  
In 2014 [7] examines & reported the utilization of random forest machine learning method in 
classification of phishing assaults, with the real goal of building up an improved phishing email classifier 
with better prediction precision & less quantities of features. In 2015 [4] investigated which dimension 
reduction method is better for characterizing content information like emails. [8] proposed a smart model for 
recognition of phishing emails which relies upon a preprocessing stage that concentrates a set of features 
concerning diverse email parts. [9] studied earlier works away at how to avoid end-clients from succumbing 
to email (spear) phishing assaults. 
In 2016 [10] analyzed the impact of three social engineering procedures on clients' decisions of 
the fact that it is so sheltered to click on a link in an email. One of the constraints of their work was 
the utilization of a comfort test of college understudies joined up with subjects on business and information 
systems. Such a sample may not really mirror the capacities of the more extensive populace and, in this way, 
it restrains the generalizability of their discoveries. In 2016 [6] provided a smart classification model for 
identifying phishing emails utilizing information revelation, data mining and content handling procedures. 
They present the idea of phishing terms weighting which assesses the heaviness of phishing terms in each 
email.  In 2017 [11] suggested an idea called TORPEDO to improve phish recognition by giving just-in-time 
and just-in-place reliable tooltips. These assistance individuals to distinguish phish links inserted in emails. 
TORPEDO's tooltips contain the genuine URL with the area featured. 
In 2018 [12] uncovers a concerning gap amongst the server-side spoofing discovery and the real 
protection on clients. They exhibited that most email suppliers enable manufactured messages to get to client 
inbox, while coming up short on the vital cautioning instrument to tell clients (especially on versatile 
applications). Portrays a utilization of a deep sequence-to-sequen CNN model to the creation check task for 
email messages [21]. Gave a best in class review over Bitcoin related innovations and total up different 
difficulties [22]. Tried to give a sensible increasingly significant comprehension about the IoT in BD 
structure close by its various issues and difficulties and focused on giving possible arrangements by ML 
methodology [24]. Uncovered about how to recognize phishing emails from genuine emails [25]. 
In 2019 [13] explored how three of these components, which have not been broadly inspected in 
past research, impact decisions of email trust and convincingness, explicitly the utilization of misfortune and 
reward-based impact systems, real structure signs, and referencing a remarkable recent development. 
Introduced a strategy while in transit to characterize an instrument for computerized distinguishing proof of 
standards of human influence in social engineering, inside phishing messages [14]. According Ruskanda [19] 
considered the impacts of pre-processing stages on the presentation of supervised spam classifier algorithms. 
Tests were led on two generally utilized supervised spam classifier algorithms: NB & SVM. introduced 
another phishing email recognition model named THEMIS, which is utilized to show emails at the email 
header, the email body, the character level & the word level at the same time [20]. Focused on the latest 
advancement over inquires about concerning machine learning for big data processing and various methods 
with regards to present day processing situations for different social applications [23].  
 
 
3. PROPOSED SYSTEM 
Feature extraction, feature selection and classification are the important steps in the email phishing 
detection. For the purpose of feature extraction, we extracted some special kind of features from the text and 
images then the feature selection done over the extracted features and the support vector machine classifier 
acting as a binary classifier and classify the legitimate and phished emails [15]. Figure 1 show depicts our 
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3.1.  Text parsing, word tokenization  
The email subject and body content are parsed & tokenized into tokens, if the email body is 
machine-comprehensible content increase language-organized then the HTML labels unit parsed to remove 
the content and affirm URLs. Additionally, if the email contains connections, they will even be parsed and 
tokenized [16]. 
 
3.2.  Stop words removal  
Here, a portion of the regular words may appear to be of almost no significance or trash zone unit 
a long way from the separated tokens, the normal stop words grasp the tokens "the", "then", "he",… and so 
on this preprocessing helps to decreasing the likenesses among messages and improves the presentation of 
the arranged model to distinguish the email phishing [17]. 
 
3.3.  Dataset 
The dataset used includes of 1705 emails out of that 1291 area unit ham and 404 area unit 
phished.  The ham emails area unit collected from an in public accessible dataset and phished emails area 
unit a combination of emails from numerous sources. 
 
3.4.  Proposed algorithm 
Start 
Step1 -Function narratives  
Step 2-Preprocess of text data collected from different sources   
Step 3-Feature extraction stage 
{X=µ}; where µ is feature vector with anomalies  
Step 4-Form a set of Feature vector from documents data set  
X=α {Say} where α Preprocessed feature vectors  
Step5-Punctuations erased and conversion performed  
Step6- List of stop hand removal and normalization has been performed for better preprocessing of document 
dataset  
{∑X =0} now in order to perform normalization i.e. {α1+ α2+ α3+ α4+……… αn} 
Step7- Now hybrid approach of SVM along with new probabilistic neural network applied for classifications 
unlike existing approach  
               Hybrid Approach = {SVM+PNN + NLP} 
The advantage of proposed approach is let’s assume if any classified data is missed by one classifier 
the other classifier in the collaborative approach will correct it and increased accuracy has been shown in 
the results section. We have done XOR operation to make SVM act as binary classifier and results depicted 
in Table 1. 
 
 
Table 1. XOR operation with SVM 
SVM +NLP    NN    OUT     
0                  xor 0 -    0 
1                  xor 1 -    0 
0                  xor 1 -    1 
1                  xor 1 -    1 
 
 
4. NOVELTY IN IMPLEMENTATION APPROACH 
The proposed model is based on dynamic approach unlike existing approach although the proposed 
work also approached with inbuilt dataset collected from different internet source to provide dynamic 
dimension to the work and improve the accuracy as compare to existing work. 
The novelties in proposed approach are as follows  
1. Features from different number and source from documents are collected first in order to provide 
dynamic dimension and better accuracy to the results which has been shown in the result section, 
Hybrid methodology provided better accuracy comparatively. 
2. The second parameter that has been taken is setting the threshold value like constraints to remove all 
the features that do not appear more than two times, that means removal of infrequent words will be 
performed unlike the existing work discussed in related work section. 
3. The proposed work has not blindly extracted features from document but narratives are processed to 
better phishing of email tackling methods apart from that further it has been tokenized which has proved 
to increase the accuracy than existing methods discussed. 
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4. The other dimension which has been approached to get better accuracy than all comparative methods is 
to remove empty documents as our datasets has not considered empty documents enter many times and 
increase the complexity and reduce the accuracy of results. 
5. Ultimately the part where proposed work has overcome the accuracies shown by other conventional and 
proposed approach is classification part .The training of dataset is one of the most crucial stage which 
can increase or decrease the accuracy The proposed approach focuses on collaborative approach of 
SVM along with the probabilistic approach of neural network over the large number of datasets. 
 
 
5. RESULT AND DISCUSSION 
The dataset consisting of extracted options is divided then fed into 5 classifiers and results noted. 
10-fold cross validation technique has been used for partitioning the initial knowledge sample 
into coaching set and take a look at set. K-fold cross validation [17]. In k fold cross validation, the data 
set is willy-nilly split into k reciprocally exclusive subsets of around equal sizes [17]. Followed by this, 
the model is trained and tested k number of times, of the k samples, one sub sample is maintained as 
validation knowledge of the testing model and remaining k-1subsamples area unit used as coaching set it's 
determined that tree based mostly [18], SVM and supply classifiers classify most accurately. Performance 
totally different| of various classifiers is evaluated exploitation different performance metric that area unit 
delineate during this section. Its determined that SVM and Bayes classify the data set with the highest 




Phishing: negative  
 
True positive (Tp) = No. of samples identified correctly as legitimate 
False positive (Fp) = No. of incorrectly identified samples as legitimate 
True negative (Tn) = No. of correctly identified samples as phishing 
False negative (Fn) = No. of incorrectly samples identified as phishing 
 
Accuracy: The test samples exactness is its capacity to separate the genuine and phishing samples 
accurately. To figure out the precision of this framework, we ought to consistently ascertain the level of 




Sensitivity:   Sensitivity defined is the   ability to see the legitimate samples properly. To estimate it, we 





Specificity: The specificity of a take a look at is its capacity to work out the legitimate samples properly. 
To evaluate it, we must always calculate the percentage of real negative in legitimate cases. Scientifically, 




In the Table 2 and Table 3, we have shown the performance of various other methods compared 
with our proposed hybrid method and found that our proposed method performs better in terms of accuracy, 
sensitivity, and specificity of spam mail prediction from other algorithms. In Figure 2 we have shown 
the neural network parameter setting in MATLAB nn tool. In Figure 3 we have compared the true positive 
and false negative rate i.e., ROC of our proposed hybrid method with SVM & NN methods. In Figure 4 we 
have shown the comparison between percentage a sensitivity, accuracy & specificity among the full hybrid 
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Table 2. Performance with hybrid method 
Method Accuracy Sensitivity Specificity 
KNN 86 85 89 
BAYES 89 88 91 
RF 91 89 92 
LOGIC R 93 91 94 
Hybrid(proposed) 98.3 98 98.5 
 
 
Table 3. Performance with hybrid method vs separate 
Method  Accuracy  Sensitivity Specificity 
SVM  87 88.5 91 
NN 90.5 92 93.5 










Figure 3. ROC for hybrid vs SVM vs NN 
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6. CONCLUSION 
Latest advances in phishing vulnerability research have extended flow comprehension of how 
individuals settle on choices with respect to suspicious messages. Be that as it may, the exact job of different 
message-explicit elements, including how and why they impact individuals' decisions and choices, stays 
hazy. We have used  a method of feature extraction, extracted some special kind of features from the text and 
images then the feature selection done over the extracted features and the support vector machine classifier 
acting as a binary classifier and classify the legitimate and phished emails with methods like Text parsing, 
word tokenization and Stop words removal along with Bayes classification method. In this work we are 
proposing a hybrid methodology for phishing detection incorporating feature extraction and classification of 
the mails using support vector machines (SVM). While compared our proposed hybrid method along with 
Support Vector Machine (accuracy- 87%, sensitivity-88.5 % & specificity-91%) & Neural Network 
(accuracy-90.5%, sensitivity-92%, specificity-93.5%) method, we found our proposed hybrid method 
(accuracy-98%, sensitivity-97%, specificity-97.5%) performed better. In future we will try to n future works, 
the projected system will be improved by increasing the dataset. By adding a range of emails each of kind 
phished and ham, the system would be nearer to the real-life situation wherever fraudsters area unit day by 
day rising their techniques. Victimization real world samples would change areas to deploy a formal system 
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