Abstract -Two pols nomial time algorithms are given for scheduling conversations in a spread spectrum radio networh. The constraint on converrations is that each station can conver\e with at most one other station at a time. The first algorithm is strongly polynomial and finds a schedule of minimum length which allows each pair of neighboring stations to directly converse for a prescribed length of time. The second algorithm is designed for the situation in which messages must be relaled multiple hops. The algorithm produces, in polynomial time, a routing vector and compatible link schedule which joint11 meet a prespecified end-to-end demand, such that the schedule has the smallest possible length.
I. INTRODUCTION PARTICULAR model [2] for the problem of A scheduling conversations between pairs of stations in a spread spectrum packet radio network will be considered. The main constraint imposed is that each station can converse with at most one other station at a time. T h s model is motivated by the fact that spread spectrum modulation enables multiple conversations to occur at the same time and place. In contrast, in a single-frequency narrowband system, conversations can interfere with each other even though the stations participating in different conversations are disjoint. This may quickly lead to NP-complete scheduling problems [ 1 ] , so exhaustive search may be necessary [18] .
Our two main problems, link scheduling to satisfy link demand and link scheduling to satisfy end-to-end demand, are described in Section 11. Grotschel et al. [7] showed that the problem of link scheduling to satisfy link demand has polynomial time complexity (see discussion in Section V-A below). In Section I11 we show that the problem also has strongly polynomial time coniplexity by providing a strongly polynomial algorithm. 'To define "strongly polynomial," we define the dimension of the input as the number of input numbers plus the number of bits in the description of the combinatorial structure of the problem instance We assume the input numbers are rational and define the precision of a set of rational numbers to be the smallest integer rn such that every number in the set can be expressed as the ratio of two integers, neither of which exceeds 2" in magnitude. An algorithm is strongly polynomial if it consists of arithmetic operations (addition, multiplication, division, and comparison) and data transfers: the numbers of these operations is polynomially bounded by the dimension of the input; and the precision of the numbers appearing in the algorithm is bounded by a polynomial in the dimension and precision of the input. In Section IV we address the problem of joint routing and scheduling to satisfy end-to-end demand using multiple hop communication. First, a polynomial time algorithm for this task whch minimizes the schedule length is provided. We then show that, under a certain simplifying assumption, the routing and scheduling problems can be decoupled to a large extent, without increasing the schedule length. Final remarks are collected in Section V. We say that a link is active if one of the two nodes in the link is transmitting to the other. Given a set of links M , all links in M can be simultaneously active if no two links in M have a node in common. A set M satisfying this condition is called a matching.
LINK SCHEDULES

A . Link Schedules and Link Demand Vectors
A schedule S is an indexed family S = ( M a , A": a E A ) , where the index set A is an arbitrary finite set, A" 2 0 for each a and M a is a matchng for each a. The indicator vector Z(F), for any subset F of E , is the vector in R E defined by Using this notation, we define the length r and the demand vector f E R E of the schedule S by We will give two different schedules, S and S', such that f, = 1 for all e E E for both schedules. Schedule S has the five matchings {1,3}, {2,4}, {3,5}, {4,1}, {5,2} with corresponding values A* equal to 0.5 for all a. Schedule S' has the three matchings {1,3}, {2,4}, {5} with corresponding values A" equal to 1.0 for all a. Note that S has length 2.5, while S' has length 3.
We will give three (of many) possible interpretations of a schedule S = ( M a , A": a E A ) , its length T and demand vector f .
Interpretation 1: The two nodes of each link have some information to be transferred between them. Suppose that a typical link e must be active for f, seconds to complete the transfer. Then all information transfers in the network can be completed during a time interval of length r seconds as follows. The interval is partitioned into subintervals indexed by A such that the ath subinterval has duration A". During the ath subinterval, links in M a are designated to be active. Thus a given link e is active during all subintervals corresponding to a with e E M a or, equivalently, for a with I,(M") = l . Hence, link e is active for a total of f , seconds, as desired.
Interpretation 2: All stations have the same maximum transmission rate 7 bits/s and the network is considered over a large (essentially infinite) interval of time. A typical link e will be alternately active (one of its nodes transmitting to the other at maximum rate) or not active, such that, in the long run, the nodes in link e exchange information at an average rate f, bits/s. This is accomplished as follows. The time axis is divided into frames of duration T , where T is an arbitrary positive constant. Each frame is partitioned into a set of subframes indexed by A such that the ath subframe of each frame has length A"T/r seconds.
The links in M a are designated to be active during the ath subframe of each frame. Thus, during each frame, link e will be active for I,( M a ) AaT/r = f,T/r a seconds, during which f,T bits can be exchanged. The long-run-average transmission rate for link e is hence f, bit/s as desired.
Interpretation 3: Here, as in Interpretation 2, nodes transmit repeatedly over a long period of time. Suppose for a given link e = [ i , k] that node i needs to transmit to node k at the long-run average rate S,, and node k needs to transmit to node i at the long-run average rate ski.
Sumose the maximum rate of transmission from i to k frame is AUT seconds, and an additional subframe of length ( 1 -7 ) T is included in each frame during which no links are active. Then, link e will be active for f,T seconds of each frame, which translates to being active a fraction f, of the time in the long run.
We call any vector f in R E with f, 2 0 for all e a link demand vector. Given such a vector f, we let r ( f ) denote the smallest possible length of a schedule which satisfies demand f . In Section I11 we describe how to compute T ( f ) and a corresponding schedule, for a prespecified link demand vector f.
Under Interpretation 1, t h s allows a prespecified (by f ) amount of information to be exchanged in minimum time. Under Interpretation 2, this enables a prespecified set of time-average transmission rates to be achieved, using the smallest possible maximum transmission rate. Finally, under Interpretation 3, this enables a prespecified set of time-average transmission rates to be achieved subject to a prespecified set of maximum transmission rates, if it is feasible to do so.
Remark: Coffman et al.
[4] studied a problem similar to the one studied here. Their point of view is similar to our Interpretation 1. However, they assume that the information to be transferred is grouped into files, and that once a node begins transmitting a file, it must continue to do so without interruption until the file transmission is complete. They show that, even in very special cases, the problem of minimizing the system completion time is then NP-complete, and they give several efficient algorithms for obtaining approximate solutions.
B. Scheduling Links to Satisfy End-to-End Demand
Typically, much of the traffic entering a packet radio network must be routed several hops. The flow of traffic in the network determines the demand on individual links, which in turn determines which link schedules are adequate. The flow of traffic is usually not uniquely determined by the end-to-end traffic requirements. In this section we address the problem of finding, for a given end-to-end demand vector, a traffic flow vector leading to the shortest length schedule.
For each i and j in N suppose that r , ( j ) denotes the rate (in bits/s) of the stream of traffic that enters the network at node i and which is ultimately destined for node j . We assume that each rate rl( j ) is nonnegative, and that if i is equal to j then the rate is zero. The vector r is called an end-to-end demand vector. A multicommodity flow vector satisfying the end-to-end demand r is a vector u, u = ( u l k ( j ) : i , j , k E N ) , where (resp. k to i) is ,c;k (resp. Ck;). Then link e must be active a fraction f, of the time in the long run, where
for all i , j E N and i # j
foralli, j , k E N a n d [ i , k ] P E . If the schedule length 7 is less than one, then the demand can be met in the manner described in Interpretation 2, except that now the length of the ath subframe of each Thus u l k ( j ) denotes the traffic on link [ i , k ] , directed from i to k, and destined for node j .
The multicommodity flow vector u determines a link [ l , k l ( u ) is the total rate of traffic flow directly between nodes i and k , summed over both directions. This definition o f f in terms of u is consistent with Interpretation 2 of link demand vectors. Each f e ( u ) denotes a desired long-run average transmission rate, and the corresponding minimum schedule length T ( f( u ) ) is the transmission rate (for all active links) sufficient to satisfy the end-to-end demand.
In Section IV we address the following problem. Given a graph ( N , E ) and an end-to-end demand vector r, find a multicommodity flow u whch minimizes the minimum schedule length T ( f( u)), subject to the constraint that u satisfies the specified demand r.
Example 2: Suppose that N = {1,2,3,4} and that any pair of stations can converse. Let the end-to-end demand vector be r,(2) = r2(3) = r 3 ( l ) =1, An obvious routing vector is given by
other r j ( j ) ' s zero.
which leads to T ( f( u ) ) = 3. However, the routing vector given by
. Thus even when all sources are next to their destinations, indirect routes and forwarding can lead to a smaller value of ~( f ( u ) ) .
Remark: An alternative end-to-end demand problem results by using Interpretation 3 instead of Interpretation 2.
We then assume that a set of maximum transmission rates
and then the condition T ( f( u ) ) 2 1 indicates that the endto-end demand can be met with the prespecified set of maximum transmission rates.
COMPUTATION OF SHORTEST LINK SCHEDULES IN POLYNOMIAL TIME
A . Link Scheduling as a Linear Programming Problem
In this section we prove the following. 
Suppose that a minimum length schedule S = ( M " , A":
is given for a link demand vector f. Then, for any odd subset Q, using (2.1), (2.2) , and the fact that any matclung can contain at most s ( Q ) links from the set L ( Q ) , we have 
is the smallest number a such that a-'f is in the convex hull of the set { I ( M ) : M is a matching of E }. This convex hull is, according to Edmond's famous polytope theorem [5] , [12, p. 2561, equal 
Since the number of odd subsets Q of N grows exponentially with JNI, Lemma 1 by itself does not imply that ~( f ) can be computed with a number of computations growing as a polynomial in INI.
We leave it to the reader to deduce the following corollary from Lemma 1. We will not be using the corollary.
Remark: If a demand vector f has zero-one valued coordinates then T( f ) is known as the multichromatic index, or fractional chromatic index, of the undirected graph with link set { e : f, > O } . Lemma 1 has been used to obtain simple (but more elaborate than those in the corollary above) bounds on T( f ) in this special case [6, sect 191, [19] . Part b) of the corollary can be deduced from Shannon's similar result for chromatic indices [ 171, and part c) of the corollary can be deduced from Vizing's theorem [3, p. 2601.
Lemma 1 immediately yields the following expression for T( f ), which shows how T( f ) can be found by solving a linear programming problem:
where M , defined above, can be written as
The constraints of type (M.3) are called matching constraints, and as mentioned before, the number of these constraints grows exponentially with IN 1 . Note that ah + g G M . The rest of SOLVE. P consists of two steps.
Step 1 ensures that g + ah satisfies the inequalities of (M.l) and (M.2), and that a and b store an inequality of M such that aT(g + a h ) = b and aTh # 0.
Step 1 of SOLVE.^: For each inequality of (M.l) and (M.2), do the following. If g + ah does not satisfy the inequality, then store the inequality in registers a and b and reduce a so that g + ah satisfies the inequality with equality.
Since IEl I INI2, it is straightforward to show that the initialization and Step 1 take O(lNI2) time. In Step 2 of SOLVE. P we repeatedly look for a matching constraint v olated by g + ah. We then store this constraint in a and b, and decrease a so that the constraint is satisfied with equality. Since the number of matching constraints is exponential in INI, we do not check each of these constraints, as we do in Step 1. Instead, we use a method of Padberg and Rao [15] which is based on a simple relationship between violated matching constraints and minimum odd cut sets.
Given a demand vector x and subsets A and B of N , we define x ( A : B ) by x ( A : B ) = c c X [ r , , I .
J € A J E B
Using the elementary relationship d ( .~, i ) = 2 Y , + Y ( Q : N -Q ) ,
it is easy to see that r,>s(Q) 
S Q
Now (3.2a) means that y violates the matching constraint of M that corresponds to Q. Thus, upon complete execution of Step 2 (described next), SOLVE.^ will have solved P.
Step 2 of SOLVE. P: Repeat until we stop. Let y = g + ah.
Let Q be an odd subset of N which minimizes
y ( Q : N -Q ) + ( I -~( Y~Z ) ) . (3.3)
J E Q
If the minimum value is greater than or equal to one, then stop. Otherwise, the inequality
is violated. We store this inequality in a and b and decrease a so that the inequality holds with equality.
Since the initialization and the first step of SOLVE. P take
O ( ( N I 2 ) computations, all that remains is to show that
Step 2 
C. Computation of the Associated Minimum Length Schedule
Finding a link schedule of length ~( f ) is equivalent to finding the vertices of M such that a convex combination of these vertices equals T ( f ) 'f. These vertices of M can be constructed using the following method used in the proof of [7, theorem 3.91 . We construct a sequence xo, x,;. ., xJ of vertices, a sequence yo, y1;. . 
IV. SCHEDULING LINKS TO SATISFY END-TO-END DEMAND
A. The General Case
Suppose that a graph ( N , E ) and an end-to-end demand vector r are given as described in Section 11-B. For simplicity we will use (2.3) to define the link demand vector f ( u ) corresponding to a multicommodity flow vector u, although Proposition 2 to follow can be modified for the more general case where (2.4) is used. Proposition 2: It is possible to find, using a number of computations bounded by a polynomial in (NI and the precision of r , a) a multicommodity flow vector u* that minimizes b) a link schedule for the link demand vector f ( u * ) .
~( f ( u ) )
subject to satisfying r , and
Proof:
We only need to show how to find the flow vector u*, since, by Proposition 1, the corresponding schedule can be found in O( I N 1' ) steps once u* is found.
The problem of finding an optimal flow u* and its resulting schedule length a*, a* = T (~( u * ) ) , can be written as the linear programming problem P. The number of linear constraints defining the set K is exponential in IN[. Nevertheless, if a polynomial time algorithm can be given for identifying a violated constraint of N, or K , then the version of the ellipsoid algorithm described in [11, proof of theorem 21 can be used to solve problem P* in polynomial time. Hence the proof of Proposition 2 will be complete once we prove the following lemma.
Lemma 3: Given a network ( N , E ) , an end-to-end demand vector r, a multicommodity vector u, and a number a, the problem defined below can be solved using a number of computations no larger than a fixed polynomial in IN( and in the precision of r. I a we return "yes" for problem p. Otherwise, the linear constraint ( z , 5, e ) of N, which is violated by (a, u ) can be easily obtained from the critical constraint from M computed for f( u).
B. Simplication for a Special Case
We continue to consider the problem of scheduling links subject to an end-to-end demand. It will be shown that the problem simplifies under the following assumption on the network ( N , E ) and end-to-end demand vector r.
Assumption A: There is a subset T of N called the set of terminals such that a) ri( j ) = 0 unless i, j E T; b) nodes in T have only one neighbor.
We call a multicommodity flow vector u loop-free if for each j , the set of ordered pairs ( i , k) such that u i k ( j ) > 0 does not contain any directed cycles.
Proposition 3: Suppose Assumption A is true, and suppose that u is a loop-free flow satisfying the demand r.
Then the minimum schedule length implied by u is determined by the maximum degree, that is,
Proof: Let Q be a subset of N with cardinality 2s + 1 for some strictly positive integer s and let L consist of all (undirected) links [i, j ] with i and j in Q. By Lemma 1, we only need to establish that C f e s s d ( f ) .
( 4 4
e € L Suppose first that Q contains no terminals. We establish that and this clearly implies (4.1). Consider a portion of traffic of size E which is routed on a path through Q. Its contribution to the left-side of (4.2) is kc where k is the number of links of the path which are contained in L(Q). Since the flow is loop-free, we have k I 2s. On the other hand, its contribution to the sum on the right side of (4.2) is at least (2k + 2 )~ because the portion of traffic visits at least k + 1 nodes of Q. Since k/(2k + 2) is at most equal to s/(2s + l), the contribution to the left side is at most equal to s/ (2s + 1) times its contribution to the sum in the right side of (4.1). Summing over all portions of traffic, we obtain (4.2).
For the general case, we argue by induction on the number of terminal nodes in Q. We have just established (4.1) in the case that Q contains zero terminals. Suppose, then, that J 21 and that (4.1) is true for any odd ( 2 3) cardinality Q containing at most J -1 terminal nodes; consider a particular Q containing exactly J terminals.
Let i be a terminal node in Q. Let k be the neighbor of node i if the neighbor of node i is in Q. Otherwise, let k denote an arbitrary node in Q other than i. Let Q'= Q -{ i, k}, and let L' consist of all unordered pairs [ u , u ] with both u and u in Q'. Each e in L with f e > 0 is either in L' or else it has k as an endpoint. Thus
By the induction hypothesis, the sum of f e terms on the right side of (4.3) is at most (s -l)d(f), so (4.1) is true for the given Q. This completes the inductive proof.
Remarks:
1) In some situations Assumption A can be made to hold by enlarging the network model by adding terminals in a natural way.
2) Proposition 3 is to be compared with Lemma 1.
3) As noted in the corollary to Lemma 1, the conclusion of Proposition 3 is true if assumption A is replaced by the assumption that ( N , E ) is a bipartite graph. 4) By Proposition 3, if Assumption A is true then the problem of finding a flow vector and schedule of minimum length subject to specified end-to-end demand can be done in the following way. The first step is to find a multicommodity flow u which minimizes d(f( u ) ) among all multicommodity flows u satisfying the end-to-end demand. This is easily expressed as a linear programming problem with O(lNI3) constraints, and it can be solved in polynomial time by the ellipsoid algorithm. Next, the resulting multicommodity flow can be changed to a loop-free multicommodity flow satisfying the same demand and having the same value of d( f ( u ) ) (see [9] , for example, for a polynomial time algorithm). Finally, the algorithm of Section I11 can be used to produce a schedule of minimum length.
V. VARIATIONS
A. Alternative Proofs of Polynomial-Time Complexity
If one is only interested in proving that a polynomialtime algorithm exists for solving the scheduling problems we have considered (without giving, as we did, a strongly polynomial time algorithm), then several alternative approaches based on the ellipsoid algorithm are apparent from [7] . As an extreme example, we can deduce from the existence of Edmond's maximum weighted matching algorithm and [7, theorem 3.81 that there is a polynomial-time algorithm for solving the following "separation" problem:
(S) If y E M , then return "yes." If not, return an (As is apparent from our proof of Lemma 2, Padberg and Rao's method provides an O((N(4) algorithm for solving (S).) Using the polynomial time algorithm for ( S ) , the ellipsoid algorithm or a simple binary search technique can then be used to solve the problem ( P ) of Lemma 2 in polynomial time. We must then explicitly include the precision of the input in the definitions of problem size.
inequality of M that is violated by y .
B. Extension to More General Sets of Conversations
An allowable set of conversations in our network at a given time is a matching. We can extend our polynomialtime scheduling results by replacing matching by b-matchings with upper constraints, Le., elements of Algorithms with complexity polynomial in J N J , logb* and the precision of the inputs can also be provided, using the methods described in Subsection V-A.
C. Some Related Problems that are NP-Complete
A problem related to finding minimum length schedules is to find an assignment of colors to the links of a graph such that no two links with a node in common are of the same color, and a minimum number of colors is used. This problem is, in fact, a special case of the scheduling problem considered in [4] , and the minimum number of colors is called the chromatic index of the graph. As we already remarked in Section 111, the minimum schedule length T( f ) that we study is a generalization of the fractional Chromatic index of a graph.
Closely related to (and essentially more general than) the problems of coloring and scheduling links are the problems of coloring and scheduling nodes. The minimum number of colors needed to color the nodes of a graph so that no two adjacent nodes are of the same color is called the chromatic number, and the minimum schedule length needed to "schedule nodes" with demand one at each node is called the fractional chromatic number. While the fractional chromatic index can be computed in polynomial time, the problems of finding the chromatic index [lo] , the chromatic number [12] , and the fractional chromatic number [7, p. 1951 are NP-hard.
D. Practical Scheduling Algorithms
It is clear that faster, possibly nonminimum length, scheduling algorithms should be sought. There is some progress in that direction. Baker et al. [2] and Post et al. [16] [4] provided simple algorithms for their related scheduling problem which provide schedules at most two to three times longer than the shortest possible.
