Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.
Introduction
In this paper, we introduce a simple way of improving propensity score weighting and doubly robust estimators in terms of the mean squared error (MSE) in finite samples. Our approach achieves a lower MSE by shrinking the propensity score towards the share of treated. This James-Stein type simple shrinkage substantially mitigates the problems arising from propensity score estimates close to the boundaries. It further reduces the variance of the weights and, therefore, the variance of the average treatment effect (ATE) estimators based on propensity score weighting.
We find that the proposed shrinkage method is a successful alternative to the popular trimming methods. "Trimming," here, refers to the act of dropping observations with propensity scores that are too high or too low. Different trimming methods offer different ways of determining the threshold for the extremes. We show that our approach can be used in a complementary fashion to trimming by applying shrinkage in a first step, and then trimming the shrunken estimates of the propensity scores so that fewer observations will be disregarded by trimming.
Even though shrinkage methods are very popular in other fields of statistics and econometrics, they have not yet been combined with weighting estimators. A notable exception is Frölich (2004) . He applies ridging for local polynomial estimators (Seifert and Gasser, 1996) to matching estimators of the average treatment effect on the treated, in order to overcome the problems of estimating nonparametric models when the conditional variance is unbounded. Our proposed shrinkage method relies on a linear combination of the conditional and unconditional mean of the treatment variable. As in other shrinkage methods, the degree of shrinkage is determined by a tuning parameter. We propose three different methods for choosing this parameter. All three of our methods provide consistent estimates of the propensity score; they differ in their computational burdens and their underlying reasoning. The first method relies on a fixed valued tuning parameter, which depends only on the sample size and vanishes asymptotically. The tuning parameter of the second method is based on the MSE minimization of the propensity score, while for the third method, the optimal tuning parameter is derived by means of cross-validation.
We demonstrate the MSE gains in finite samples through a comprehensive Monte Carlo study. To make our results comparable, we design our Monte Carlo study as in the settings of Busso et al. (2009) for poor overlap of control and treatment groups. Busso et al. (2009) propose these settings to replicate those of the earlier study by Frölich (2004) . We construct 72 settings to capture several possible issues when estimating the treatment effects, and we consider homogeneous and heterogeneous treatment, homoscedastic and heteroscedastic errors, as well as different ratios of treated and control group. Our simulation design, further, captures different functional forms. Since the shrunken propensity scores are constructed in such a way that they converge to the conventional propensity scores, our proposed method is asymptotically equivalent to the standard approaches without shrinkage. This is why we focus only on sample sizes of 100, 200 and 500. Furthermore, we evaluate the finite sample performance of shrinkage in combination with several trimming rules. Busso et al. (2009) consider only one regressor in their Monte Carlo studies. We additionally carry out a Monte Carlo study with a larger set of regressors for all 72 settings. Our results show that weighting estimators based on shrunken propensity scores have lower MSE than all other competitors in almost all settings.
The paper is organized as follows. Section 2 reviews the estimation methods and trimming rules. Section 3 introduces the shrunken propensity score and the methods for choosing the tuning parameter. In Section 4, we present the design and the results of the Monte Carlo study in detail. Section 5 concludes the paper.
Propensity Score Methods

Estimation of ATE
Consider the case of a binary treatment within Rubin's (1974) 
, for i = 1, . . . , n.
(1)
The difference between two potential outcomes of an individual, Y 1i − Y 0i , denotes the individual's treatment effect. Depending on the realized treatment status, we observe only one of these two potential outcomes. Hence, the individual treatment effect cannot be identified from observed data. Under certain assumptions, however, we can still identify various average treatment effects. In this paper, we focus on the average treatment effect (ATE), defined as
which measures the expected treatment effect if individuals are randomly assigned to treatment and control groups.
The identification of the ATE depends on two crucial assumptions. The first one is that, conditional on confounding variables, the potential outcomes are stochastically independent of the treatment: Y 0i , Y 1i ⊥D i |X i , where X i denotes the observable confounding variables of individual i. This assumption, known as the unconfoundedness assumption, requires that all confounding factors associated with the potential outcomes as well as the participation decision are observed. If the unconfoundedness assumption is satisfied, various estimation methods (e.g. weighting, regression, and matching methods) can be used to estimate the ATE.
The second assumption is the overlap assumption. It requires that the propensity score lies strictly between zero and one. In other words, each unit in a defined population has a positive probability of being treated and of not being treated. Although this type of overlap assumption is standard in the literature (see, for example, Rosenbaum and Rubin, 1983; Heckman et al., 1997; Hahn, 1998; Wooldridge, 2002; Imbens, 2004) , there is a stronger version of the overlap assumption called "strict 4 overlap" (see Robins et al., 1994; Abadie and Imbens, 2006; Crump et al., 2009 ).
Strict overlap requires that the probability of being treated is strictly between ξ and 1 − ξ for some ξ > 0. Khan and Tamer (2010) point out that another assumption comparable to the strict overlap assumption is needed for √ n-convergence of some semiparametric estimators.
The number of studies investigating the effect of violations of the overlap assumption on the properties of treatment effect estimators in finite samples is rather limited. Notable exceptions are Busso et al. (2009) , and more recently, Lechner and Strittmatter (2014) who examine the effect of this type of violations for a number of semiparametric and parametric treatment effect estimators. We discuss the empirical trimming methods to estimate an overlap region in the following subsection.
Under the assumptions listed above, the ATE can be identified and estimated. Several estimation methods are proposed in the literature. Here we focus only on the methods which use the propensity scores as weights. The propensity score, i.e., the probability of being treated conditional on the characteristics X i , is given by
As the propensity score is an unknown probability, it needs to be estimated. Conventionally, standard parametric maximum likelihood methods are used to obtain the estimated propensity score denoted byp i .
Following Busso et al. (2009) , we formulate the weighting type estimator for the ATE as follows:
where n 1 is the number of treated observations and n 0 is the number of controls.
ω i0 andω i1 are defined differently for different types of weighting estimators. Here, we consider three inverse probability weighting schemes proposed in the literature.
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The first one, which we can call IPW1, uses the following weighting functionŝ
where n = n 0 + n 1 is the total number of observations.
The second weighting function, IPW2, results from an adjustment to force the weights to add up to one (Imbens, 2004) . Formally, the weights are given bŷ
The third weighting function, IPW3, which is not so common in the literature, is a combination of the first two methods, where the asymptotic variance of the resulting estimator is minimized for a known propensity score (see Lunceford and Davidian, 2004 , for details). The weights are given bŷ
with
In all three cases,ω i0 depends on
. As the estimated propensity score for individual i from the control group approaches one, the weight for individual 6 i dominates the weights of all other observations. This also holds if the estimated propensity score of an individual from the treatment group is close to zero. In that case,ω i1 becomes very large, again leading to an ATE estimator that exhibits a large variance.
We also consider the doubly robust (DR) estimator of the ATE derived from a weighted regression of the outcome model where the weights are inversely related to the propensity scores. The advantage of the doubly robust estimator is that it stays consistent even if the outcome model or the propensity score model is misspecified, but not both. For different types of doubly robust methods, see Robins and Rotnitzky (1995) , Wooldridge (2007) , Tan (2006) , and Uysal (2014) , among others.
In this paper, we consider the doubly robust method used by Hirano and Imbens (2001) . They estimate the ATE using a weighted least squares regression of the following outcome model with weights based on Eq. (5). The outcome model is
whereX is the sample average of X i .
The weightω , hence propensity scores close to one or zero affect the doubly robust estimator, just as they do for the weighting estimators above.
Trimming Rules
A major drawback of the weighting and the doubly robust estimators is that they can vary greatly if the weights of some observations are very large. As mentioned before, for the ATE this can be the case when the propensity score is close to one or zero. In empirical studies, it is standard to trim the estimated propensity score in order to mitigate the problems that arise when propensity scores are too extreme.
A trimming rule determines an upper and a lower limit for the propensity score.
Observations with propensity scores outside of the chosen limits are dropped from the estimation sample to sustain the overlap assumption. From the various trimming rules proposed in the literature, we consider the three trimming rules which are most frequently used in empirical studies. These trimming rules are applied as follows:
TR1. The first trimming rule goes back to a suggestion by Dehejia and Wahba (1999) . Let T AT E i = 1l (â <p i <b), whereb is the m th largest propensity score in the control group andâ the m th smallest propensity score in the treatment group. Then the estimators are computed based on the subsample for which
TR2. In the second trimming rule, suggested by Crump et al. (2009) , all units with an estimated propensity score outside the interval [0.1; 0.9] are discarded.
TR3. The third trimming method, suggested by Imbens (2004) , is setting an upper bound on the relative weight of each unit.
In Busso et al. (2009) , the first two rules perform best. The third one is shown to perform decently in Huber et al. (2013) . Note that the third rule restricts the weights, and not the propensity scores directly. The loss of information and the loss of efficiency due to the dropped observations is an obvious problem implied by the application of trimming rules. The shrinkage method we propose in this paperalone or in combination with trimming rules -mitigates this problem.
Shrunken Propensity Score
We propose three simple variants on the James-Stein shrinkage method for the propensity score. These stabilize the treatment effect estimators by shrinking the propensity scores away from the boundaries.
The basic idea is to shrink the estimated propensity score,p i , towards the estimated
where 0 ≤ λ i (n) ≤ 1 is a tuning parameter that depends on the sample size. Eq.
(15) implies that our proposed shrunken propensity score is always closer to the share of treated and, therefore, the shrunken propensity scores have a lower variance than the conventional propensity scores. This enables us to estimate the treatment effects with a lower MSE.
Shrinking towards the unconditional mean prevents the propensity scores estimates from being close to one or zero. In contrast to trimming rules, where some observations are dropped if their propensity scores are too high or too low, shrinkage pushes the estimated propensity score away from the boundaries, leading to stabilized weights without information reduction and without reducing the sample size.
As we are interested in improving the small sample performance of weighting and doubly robust estimators, we propose to choose λ i (n) such that the penalty vanishes asymptotically. For λ i (n) = O(n −δ ) with δ > 0, the shrinkage estimatorp s i consistently estimates the true propensity score. For δ > 1/2,p s i has the same limiting distribution as the conventional propensity scorep i given by
and for δ = 1/2, the limiting distribution is biased. In the following, we consider three alternative methods of choosing λ i (n). All three provide consistent estimates of the propensity score.
Method 1: Fixed Tuning Parameter Method
This method is based on a single tuning parameter of the form λ i (n) = 
Method 2: MSE Minimizing Tuning Parameter Method
In Method 2, the tuning parameter λ i (n) is determined by minimizing the MSE of the shrunken propensity score, MSE(p
Since λ * i (n) depends on unknown parameters, we replace the squared bias, variance, and covariances with their bootstrap estimates. Like the tuning parameter in the first method, the MSE(p s i )-minimizing tuning parameter (16) converges to zero as the sample size increases. Note that the latter method yields optimal λs for each observation in the sample. Observation-specific tuning parameters, however, create considerable estimation noise. We therefore propose to stabilize the estimates by using the mean of MSE(p
. An alternative would be to choose λ such that the MSE of the vector of the shrunken propensity scores is minimized. (The results derived from this are comparable to those obtained by usingλ * (n), and are available upon request.) Averaging has the further advantage that it preserves the ordering of the propensity scores.
Method 3: Cross-Validated Tuning Parameter Method
In the third method, λ is chosen by means of cross-validation. The idea is to minimize the mean squared prediction error of the estimated propensity score with respect to λ. The mean squared prediction error is calculated by leave-one-out cross-validation for each λ in an equally spaced grid of k + 1 λs, i.e. [0, λ (1) , . . . , λ (k−1) , 1]. The optimal λ * cv is given by the value of λ in the grid yielding the smallest cross-validated mean squared prediction error. Cross-validating λ with Method 3 is equivalent to optimizing the bias parameter c for a given δ, i.e., c * cv = λ * cv n δ .
Monte Carlo Study
Simulation Design
We demonstrate the efficiency gains due to propensity score shrinkage through a comprehensive Monte Carlo study. We base our simulation design on Busso et al.
(2009) so that our results are comparable with theirs. Since our approach shrinks the propensity score towards the share of the treated, it is especially valuable in situations where the overlap is fulfilled but the strict overlap assumption is not.
Therefore, in the following, we concentrate on those designs of Busso et al. (2009) which are not consistent with the strict overlap assumption. When the strict overlap condition is also fulfilled, our approach improves the MSE of the different estimators as well, but due to space constraints the results are not discussed here. For the simulation study, D i and Y i are generated as follows
where the error terms u i and ε i are independent of each other. We firstly use a scalar confounding variable, X i , assuming a standard normally distributed random variable as in Busso et al. (2009) and a corresponding one-dimensional parameter κ.
Next, we use a high-dimensional covariate vector X i and a conformable coefficient vector for our simulations. m(·) is a function of the propensity score. We use two different functions in the Monte Carlo study given in Table 1 . 
The error term, u i , is drawn from a standard normal distribution, so the propensity score function is
We generate various treated-to-control ratios by choosing three different combinations of η and κ. Table 2 summarizes the parameter values and resulting ratios for a scalar X i . Figure A .1 in the Appendix presents smoothed histograms of the propensity scores as in Busso et al. (2009) for all three treated-to-control ratios. The plots indicate that our DGP with a scalar X i leads to high density mass at the boundaries for all ratios, which in turn will result in overlap problems in finite samples. The error term in the outcome equation, ε i , is specified as
where e i is an i.i.d. standard normal random variable and ψ is a parameter controlling for heteroscedasticity. In other words, for ψ = 0, ε i is a homoscedastic error term, and if ψ = 0, ε i is heteroscedastic. We specify whether the treatment effect Table 3 , to create four different settings. Our simulations are based on 10,000, 5,000 and 2,000 Monte Carlo samples for sample sizes n = 100, 200 and 500, respectively. The choice of making the number of replications inversely proportional to the sample size is motivated by the fact that simulation noise depends negatively on the number of replications and positively on the variance of the estimators, which depends negatively on the chosen sample size. Hence, the simulation noise is constant if the Monte Carlo samples are chosen inversely proportional to the sample size (Huber et al., 2013) . Our Monte Carlo study consists of three parts. In the first part, we use the conventional and shrunken propensity scores without applying any trimming rules. In the second part, we incorporate the most commonly used trimming rules to the conventional as well as the shrunken propensity scores. In the last part, we consider a higher dimensional covariate vector for our simulations. As in Busso et al. (2009) , we estimate the ATE given in Eq. (2) for each possible DGP using all three weighting methods and the doubly robust method. As suggested by the distribution of the error term, u i , we 13 obtainp i by maximum likelihood probit.
Shrinkage without Trimming
In a first step, by means of a small Monte Carlo exercise, we provide a reference point for an optimal choice of a λ in terms of the MSE(∆ AT E ). For the hypothetical case where the true ATE is known, we choose a λ that minimizes MSE(∆ AT E ). Due to the computational burden, we conduct the procedure only for the nonlinear (m 2 (q)), heteroscedastic (ψ = 2), heterogeneous (γ = 1) design with more control units than treated units (η = −0.3, κ = 0.8), and only for sample size of 100. We apply the following procedure to choose an MSE(∆ AT E )-minimizing λ:
1. We draw 10,000 Monte Carlo samples for this specification.
2. For each Monte Carlo sample, we estimate the shrunken propensity scores for λ = 0, 0.01, 0.02, ..., 1 and the ATE by the four methods with each of these shrunken propensity scores.
3. We calculate the MSE of the ATE estimators,∆ AT E , over 10,000 Monte Carlo samples for each λ and choose the MSE(∆ AT E )-minimizing λ for each method.
4. Steps (1)-(3) are repeated 500 times.
The minimum, mean, maximum and standard error of 500 optimal λs are displayed in Table 4 . Note: The MSE(∆ AT E )-minimizing λ * s are obtained from a Monte Carlo study for the specification with n = 100, γ = 1, ψ = 2, η = −0.3, κ = 0.8 and m 2 (q) for the hypothetical case with known ATE. We use 10,000 Monte Carlo replications and replicate this procedure 500 times. The descriptive statistics are of 500 optimal λs.
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The results show that the largest shrinkage is required for IPW1 and the least for IPW2. In all of the 500 replications, λ is never chosen to be equal to zero, which implies that shrinkage is always optimal in terms of MSE(∆ AT E ) for this setting and sample size.
For Method 1, the fixed tuning parameter method, we set c = 1 and δ = 1/2, i.e.,
The value of c = 1 leads to an asymptotic bias equal to the difference between the propensity score and the unconditional treatment probability. Given the results for the MSE(∆ AT E )-minimizing λ reported in Table 4 , this is a rather conservative value. For the second method, the MSE(p s i )-minimizing tuning parameter method, the tuning parameter is computed as the mean over the individual λs given by Eq. (16). For the bootstrap-estimated quantities in Eq. (16), we use 500 bootstrapped replications. For the cross-validation method, the optimal λ is chosen by grid search on an equally spaced grid of 101 λs, i.e., k = 100.
The results for the average improvements across the designs are summarized in Table   5 , which has three panels for the three different variants of choosing the tuning parameter λ. The main figures are the average MSE improvements that are due to the shrunken propensity score; they are shown across the designs, for the various estimation methods and sample sizes. In addition, the last columns for each method give the average improvement over all sample sizes. Since the MSE can be decomposed into bias and variance components, we also report the percentage change that results from the bias introduced by shrinkage in parentheses,
.
The last row in the same table reports the average λs for each sample and method of choosing the tuning parameter. For the fixed value λ method, the tuning parameter is solely determined by the sample size. For the MSE(p s i )-minimizing λ and the cross-validated λ, we obtain different values of λ for every replication. In these cases, the reported values are average values of λ across different designs and replications for a given sample size. (-2.1) (-2.4) (-3.1) (-2.6) (-2.4) (-2.5) (-2.6) (-2.5) (-0.7) (-0.4) (-0.3) (-0
DR 5.7 6.4 7.5 6.5 5.6 6.6 7.8 6.6 2.5 2.0 1.7 2.1 
The average MSE improvements due to the shrunken propensity score for the given method and sample size are reported along with the percentage change which is due to the bias introduced by shrinkage, i.e., bias 2 (ATE(p))−bias 2 (ATE(p s )) bias 2 (ATE(p))+Var(ATE(p)) (in parentheses).
'Avg.' in the last columns for each method refers to the average improvement over all sample sizes. Table 5 reveals that, regardless of the method of determining λ, the improvements turn out to be more pronounced for IPW1 and IPW2, i.e., for those methods which are most vulnerable to very small or very large propensity scores. This result is especially striking since most estimates in the empirical literature are based on IPW2 (Busso et al., 2009) . Using the fixed tuning parameter method, it was possible to improve the MSE of this estimator by an average of 18.0%. This improvement comes at basically no computational costs, due to the simplicity of the linear combination.
The computationally more burdensome MSE(p s i )-minimizing λ leads to 18.9% improvement for IPW2. For both choices of λ, the average improvement of IPW3 and DR is still 6.0 to 6.6 %. We see that the improvement is due to a large reduction of the variance, but comes at the expense of introducing a comparatively small bias.
For DR, the increase in the squared bias is nearly zero.
If we compare the average results in Table 5 obtained by the fixed tuning parameter method to the ones obtained from the MSE(p s i )-minimization, we find that the latter yields slightly better results for n = 500. For n = 200 and n = 100, the average improvements of IPW1 are larger with MSE(p s i )-minimizing λ, but for the other estimators, both methods give about the same result. On average, the cross-validated λ also yields an MSE reduction in all cases, but this method is always dominated by the other two methods of choosing λ. Note: The MSE(∆ AT E ) improvements due to the shrunken propensity score for the given method and sample size are reported along with the percentage change which is due to the bias introduced by shrinkage, i.e., Table A .3 shows that the use of the shrunken propensity score leads to an improvement in 99.3% of the MSE comparisons if the cross-validated λ is taken. In some cases, the improvements can be very substantial and reach a maximum reduction of 67.7% (for the fixed value λ), 86.9% (for the MSE(p s i )-minλ) and 13.8 % (for the cross-validated λ).
Shrinkage with Trimming
Again we estimate the propensity scores using a probit model and shrink it with the λs chosen by the three different methods we propose. But in contrast to the Monte Carlo simulations in the previous part, we now additionally apply the three trimming rules to the conventional propensity score and to the shrunken propensity scores, before estimating the ATE with weighting and doubly robust methods. For the application of TR1, we set m = 1, and for TR3, we restrict the maximum relative weight to be 4%, as in Huber et al. (2013) . Note that applying the trimming rules to the shrunken propensity score leads to a smaller reduction of the effective sample size, since fewer observations lie outside the limits of the two trimming rules after shrinkage. All in all, we have eight possible methods to construct the weights. Table   7 presents the percentage of times a particular method delivers the best estimator in terms of MSE(∆ AT E ) for all three methods of choosing the tuning parameter. A very striking finding is that shrinkage combined with trimming rule 2 (SH+TR2) dominates all the other methods, especially when the proportion of the control group is larger than that of the treatment group, regardless of how λ is chosen.
Neither alone nor in combination with TR1 can the conventional propensity score approach outperform the other methods in terms of MSE. Moreover, shrinkage alone performs best more often than shrinkage combined with TR1. The pure shrinkage strategy turns out to be the second best estimation strategy after shrinkage combined with TR2, except when the λ is cross-validated. For the cross-validated λ, conventional propensity score combined with TR3 takes second place. Given that shrinkage combined with trimming rule 2 (SH+TR2) outperforms the other methods in most of the cases, we discuss only the comparison of this approach (and not SH+TR1 or SH+TR3) with the ones most frequently used in the literature:
(i) conventional propensity score (PS), (ii) conventional propensity score combined with trimming rule 1 (PS+TR1), (iii) conventional propensity score combined with trimming rule 2 (PS+TR2), and (iv) conventional propensity score combined with trimming rule 3 (PS+TR3). Comparisons of the shrunken propensity score trimmed by other trimming rules with these rules lead to similar but less pronounced results, which we do not present here due to space constraints.
As in the first part, we start with the investigation of MSE(∆ AT E )-minimizing λ for the nonlinear, heteroscedastic, heterogeneous design for the hypothetical case with known ATE if trimming rule 2 is applied. The results are displayed in Table 8 . Note: The MSE(∆ AT E )-minimizing λ * s are obtained from a Monte Carlo study for the specification with n = 100, γ = 1, ψ = 2, η = −0.3, κ = 0.8 and m 2 (q) for the hypothetical case with known ATE. We use 10,000 Monte Carlo replications and replicate this procedure 500 times. The descriptive statistics are of 500 optimal λs.
In this case, the largest shrinkage is required for IPW3 and the least for IPW1.
Again, in none of the 500 replications do we obtain a value for λ equal to zero. This implies that it is always optimal to have shrinkage in combination with trimming.
If we compare the maximum λs in Table 8 to Table 4 , we see that, especially for IPW1, the degree of shrinkage is much smaller if we use trimming rule 2 after shrinking the propensity score. If some kind of trimming is applied, IPW1 shows substantial improvements in terms of MSE. This might be a possible explanation for the decrease in optimal λ for IPW1 if trimming is used. For the IPW2 and IPW3, there is not a big change in optimal λ, because trimming does not lead to such a substantial improvement for these methods.
We summarize the results of the Monte Carlo experiment for each λ choice in Table 9. The structure of this table is the same as that of Table 5 . Each panel in Table 9 , compares shrinkage combined with trimming rule 2 to one of the four competitors listed above. Based on the average results in Table 9 , the following general conclusions can be drawn. The average improvements due to SH+TR2 are ranked as IPW1>IPW2>IPW3>DR when compared to PS, PS+TR1 or PS+TR2
for any λ choice. However, when compared to PS+TR3, the rank order of the average improvements is IPW2>IPW3>IPW1>DR, and the differences between average improvements across different estimation methods become smaller.
20
The average improvements with fixed λ and MSE(p s i )-minimizing λ are very close, except in the first row, where the improvements with the latter choice of λ are slightly higher. The similarity of the results is not surprising because the optimal λs reported in the last row of Table 9 do not differ much. Note that these values are smaller than MSE(∆ AT E )-minimizing λs for known ATE in Table 8 . On average, the cross-validation method also leads to an improvement in the MSE of the ATEs for all four estimators. However, we see that shrinkage based on the λs chosen using the other two methods provide larger average improvements in the MSEs of the ATEs. Even though the gains are less pronounced, our procedure reduces the variance and leads to a lower squared bias for all four estimators and all sample sizes on average. When SH+TR2 is compared to PS+TR1, PS+TR2 or PS+TR3, it is evident that the average improvements as well as average λs are decreasing as the sample size increases for all λ choices. However, if SH+TR2 is compared to PS, the average MSE improvements increase as the sample size increases for the IPW2, IPW3 and DR estimators of ATE. No general conclusion can be reached about the order of the average improvements by sample size for IPW1. If we compare Table   5 (SH vs. PS) to the first panel of Table 9 (SH+TR2 vs. PS), we see that the average improvements in the latter table are higher for all λ choices. However, the difference is especially striking for the cross-validated λs which are further away from MSE(∆ AT E )-minimizing λs. 
Comparison of shrinkage combined with trimming rule 2 (SH+TR2) with (a) conventional propensity score (PS), (b) conventional propensity score combined with trimming rule 1 (PS+TR1), (c) conventional propensity score combined with trimming rule 2 (PS+TR2) and (d) conventional propensity score combined with trimming rule 3 (PS+TR3). The average MSE improvements for the given method and sample size are reported along with the percentage change which is due to the bias introduced by shrinkage, i.e., bias 2 (ATE(p))−bias 2 (ATE(p s )) bias 2 (ATE(p))+Var(ATE(p))
, (in parentheses). 'Avg.' in the last columns for each method refers to the average improvement over all sample sizes.
For shrinkage in combination with trimming, we also explicitly look at the nonlinear, heteroscedastic, heterogeneous design described before. We focus on the comparison of shrinkage combined with trimming rule 2 and the conventional propensity score combined with trimming rule 2. The results are given in Table 10 . 
IPW 3 5.3 3.7 2.8 3.9 4.8 3.2 2.6 3.5 2.2 1.9 0.7 1.6
2.3 3.1 3.8 2.6 1.7 2.7 1.7 1.6 0.6 1.3 Note: The MSE improvements due to the shrunken propensity score combined with trimming rule 2 with respect to the conventional propensity score combined with trimming rule 2 for the given method and sample size are reported along with the percentage change which is due to the bias introduced by shrinkage, i.e.,
, (in parentheses). 'Avg.' in the last columns for each method refers to the average improvement over all sample sizes. Simulation for the specification with γ = 1, ψ = 2, η = −0.3, κ = 0.8 and m 2 (q). Table 10 shows that again the cross-validated λ leads to the smallest improvements when this specific setting is considered. Comparing the results based on the fixed valued λ to those based on the MSE(p s i ) minimizing λ, we again find that the improvements are very similar. Moreover, for this specific DGP, the MSE of the ATE is reduced not only due to a variance reduction, but also due to a lower squared bias, with the exception of IPW1 for n = 100 and n = 200. As for the average results, we also see that the MSE improvements for the ATE are largest for small samples, and that the improvements diminish with increasing sample size.
The detailed results for all the other DGPs are given in Tables A.4 Table A .7). Here the improvements are up to 91.5% for the IPW2 estimator. If shrunken propensity scores are used with trimming rule 2 (SH+TR2) instead of the conventional propensity score (PS), the IPW1 and IPW2 estimators of ATE have up to 75.7% and 37.3% smaller MSE, respectively (Table A.4). The MSE improvements decrease slightly if SH+TR2 is used instead of PS+TR1 or PS+TR2, but they still remain considerably high.
In all 72 settings, the estimators using SH+TR2 based on the fixed tuning parameter method always outperform the estimators using PS or PS+TR1 (see Tables A.4 and A.5). In only 2 of 288 cases, the MSE of the estimator based on PS+TR2 is smaller than our suggested procedure. Furthermore, the detailed results in Table A .6 show that the losses in MSE in those two cases are only 0.1% and 0.5%. Although the estimators based on the PS+TR3 yield a lower MSE than our procedure in 12% of all cases, i.e., we observe negative improvements, the average MSE improvements across sample sizes are still high and positive (see Table A .7). Furthermore, the average of the MSE losses is only about 5%. It should be also noted that our procedure leads to higher bias reductions when compared to PS+TR3.
For the other two λ choices the overall picture is quite similar. The detailed results for the MSE(p i s)-minimizing λ in Tables A .8-A.11 show that the highest improvements are also observed when SH+TR2 is compared to PS+TR3. IPW1 is improved by up to 89.7%, IPW2 up to 91.5%, IPW3 up to 91.4%. For DR, the largest decrease in MSE is 60%. In 1100 of the 1152 cases (72 settings for four estimators compared to four alternatives), our procedure yields an improvement of the MSE.
In the other 52 cases, the average increase in MSE is only 2.5%. show the results for the cross-validated λ. Here too, the highest improvements are realized relative to PS+TR3. IPW1 is improved by up to 88.4%, IPW2 and IPW3 up to 91.0%, DR up to 57.6%. In 17 of the 288 cases, SH+TR2 fails to outperform the estimators based on conventional propensity score estimates. Traditional estimates based on the conventional propensity score combined with TR1 outperform our shrinkage approaches in only 9 of the 288 cases. If we compare our procedure to the case of the conventional propensity score combined with TR2, we see from Table   A .14 that in all of the 288 cases, our procedure yields a lower MSE. The conventional propensity score combined with trimming rule 3 provide better MSE in 56 of the 288 cases. Moreover, a failure of MSE reduction due to shrinkage is rare, and the losses that do occur are small in magnitude. In the 82 cases where our procedure is outperformed, the average MSE increase is only 6.1%.
The Case of Many Covariates
In the Monte Carlo designs considered so far, only one regressor served as a confounder for various DGPs. To get some idea of how well our shrinkage methods perform in more realistic settings, we conduct a small Monte Carlo study with many regressors. To do so, we draw the k−dimensional vector X i in Eq. (17), where k = 16, from a multivariate normal, N(0, Σ). The variance-covariance matrix Σ is set to be equal to the sample covariance between 16 variables of the National Child Development Study (NCDS) of the UK, which has been used by Blundell et al. (2000) and Blundell et al. (2005) to estimate returns to higher education (see Table   A .16 for Σ). In order to speed up the estimations, we standardize simulated covariates. This is equivalent to using the empirical correlation structure to generate the data. All elements of κ are set to 0.1, whereas η takes the same values as in Table   2 . Thus, the combination of κ and η leads to the approximately same expected treated-to-control ratios as before, i.e. 0.57:0.43 instead of 0.6:0.4. All the other functional form specifications and coefficient configurations are the same as for the one regressor case. However, compared to the case of one confounding variable, the resulting data are less likely to suffer from overlap problem in finite samples. This can be seen from Figure A .2, which presents smoothed histograms of the estimated propensity score for all three treated-to-control ratios. Compared to Figure A .1, where we face overlap problems, there is less density mass at the boundaries. Table 11 gives the average percentage improvements across designs due to shrinkage 25 versus the conventional propensity score, as well as due to shrinkage in combination with trimming rule 2 versus all the other methods for the fixed, the MSE(p s i )-minimizing, and the cross validated λ. The first panel is equivalent to Table 5 for the multidimensional covariate vector. In contrast to the scalar X case, the crossvalidated λ leads to higher improvements on average. The average improvements with fixed λ are almost always smaller than those with λs based on the other two methods.
In general, the results are quite similar to the one variable case. All λ choices lead to similar average improvements. If the benchmark is the conventional propensity score alone, or is combined either with the first or second trimming rule, the improvements are highest for IPW1 and are increasingly lower for IPW2, IPW3, and DR, in that order. When compared to the conventional propensity score combined with trimming rule 3, the highest improvements are, in general, observed for IPW2.
All these results are consistent with the one-covariate simulation results. However, what is very striking is that the improvements due to shrinkage either with or without trimming rule 2 are very close to each other. In some cases, shrinkage alone even outperforms the combination of shrinkage plus trimming rule 2. 
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The MSE improvements for the nonlinear, heteroscedastic, heterogeneous design are given in Table 12 . The first part compares shrinkage to the conventional propensity score, and the second part compares shrinkage combined with trimming rule 2 to the conventional propensity score combined with trimming rule 2. The general results for this specific design with high-dimensional X are also very similar to those for the one dimensional X. One difference is that for larger sample sizes and some λ choices, shrinkage does not lead to an improvement. The DR estimator of ATE based on PS+TR2 cannot be improved by SH+TR2 even for the smallest sample size if the MSE(p s i )−minimizing or cross-validated λ is used for shrinkage. Note: The MSE improvements due to the shrunken propensity score combined with trimming rule 2 for the given method and sample size are reported along with the percentage change which is due to the bias introduced by shrinkage, i.e., 
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The overall picture of the case involving many covariates is not very different from that of the case involving only a single covariate. For the pairwise comparison of shrinkage vs. the conventional propensity score, in only 4 of the 288 cases is the MSE improvement negative with the fixed λ. Moreover, the increase in MSE was only 0.3% on average. If SH+TR2 is compared to all four competitors, we observe MSE improvements in, on average, 88.6% of all cases with the fixed tuning parameter.
With the MSE(p s i )-minimizing and cross-validated λs, MSE is improved in 89.3% and 90.5% of the cases, respectively.
Conclusion
Weighting estimators are among the most popular methods in the treatment effects literature. Despite their theoretical attractiveness these estimators suffer from large standard errors in empirical applications if the weights become too extreme due to the propensity score estimates close to the boundaries. In this paper, we propose a simple James-Stein type of shrinkage approach for the propensity score to reduce estimation risk for the average treatment effect. In order to stabilize the propensity score estimates we propose to shrink the conventional propensity score to the unconditional mean of the treatment variable.
We propose three different methods to choose the tuning parameter which determines the degree of shrinkage. By means of a comprehensive Monte Carlo simulation study for a wide range of simulation designs, we evaluate the finite sample properties of the shrinkage method without and with additional trimming of the propensity scores.
Our designs include simpler DGPs determined by one confounder, as well as more realistic DGPs determined by many confounders.
Shrinking the propensity score turns out to be almost certainly a meaningful strategy for the designs with one confounder when compared to estimators based on conventional propensity score estimates, as we obtain a lower MSE in all of the 288 29 settings if we use the fixed valued or the MSE minimizing tuning parameter. For the cross-validated tuning parameter method, in only two of the 288 designs do we find no MSE improvement, and in those cases the MSE differences between estimation without shrinkage and cross-validation based shrinkage are negligible.
Our shrinkage approach should be seen as a complementary tool to trimming as a device to cope with weights that are too large, as our shrinkage approach proves particularly appealing if it is applied jointly with trimming. In particular, we show that our procedure combined with the trimming rule proposed by Crump et al. (2009) outperforms stand-alone shrinkage and trimming approaches. The comparison of our procedure to the four competitors (estimators based on the conventional propensity score alone and combined with trimming) shows that MSE of the ATE is reduced in 96.8% of the cases with fixed λ. With the MSE(p s i )-minimizing λ and the crossvalidated λ, our procedure outperforms the competitors in 95.5% and 92.9% of the cases, respectively.
The findings of the simulation results with one confounder are confirmed for the more realistic case of many confounders. On average, in around 90% of the cases, for all possible pairwise comparisons and λ choices, we observe MSE improvements due to the shrinkage methods. An important difference between the one-regressor and many-regressors cases is the actual overlap between the treated and untreated subsamples. As the figures in the Appendix indicate, the former is more likely than the latter to have overlap problems in small samples. A striking finding is that shrinkage as a stand-alone method often performs best, so that additional trimming appears to be redundant.
All in all, our Monte Carlo studies show that the improvement is more pronounced if the error term is homoscedastic. The MSE improvement of the weighting estimators is larger when the outcome equation depends on the propensity score in a nonlinear way. Moreover, the improvement tends to be higher when the treated-to-control ratio is balanced. The MSE improvements are more pronounced for smaller sample 30 sizes, as by construction, the estimators based on the shrunken propensity score converge to the conventional estimators.
The main advantage of our approach is its simple implementation. Since the shrunken propensity scores are a simple linear combination of the conventional propensity scores and the mean of treatment variable, MSE improvements can be obtained basically without any additional computational burden. Given our different findings, we suggest using the shrinkage approach based on a fixed tuning parameter which vanishes with increasing sample size, as this method (as stand-alone strategy or combined with trimming) provides the best trade-off between MSE gain and computational burden.
