Link prediction is an important issue in graph data mining. In social networks, link prediction is used to predict missing links in current networks and new links in future networks. This process has a wide range of applications including recommender systems, spam mail classification, and the identification of domain experts in various research areas. In order to predict future node similarity, we propose a new model, Common Influence Set, to calculate node similarities. The proposed link prediction algorithm uses the common influence set of two unconnected nodes to calculate a similarity score between the two nodes. We used the area under the ROC curve (AUC) to evaluate the performance of our algorithm and that of previous link prediction algorithms based on similarity over a range of problems. Our experimental results show that our algorithm outperforms previous algorithms.
I. INTRODUCTION
Social networks are complex, and usually have a large number of nodes and links, and the network structure is constantly changing. With the passage of time, links between nodes may disappear or be re-established. These changes are closely related to changes in information. A large number of studies and analyses of link prediction in complex networks show that network structure and information at different times can help predict the existence of links. The information gained by analyzing network information at it changes the next time the link is called link prediction. Link prediction is an important element in social network analysis, it can be applied to many aspects of social network analysis, such as friend recommendations in social networks, prediction of potential links in biological protein networks, or the prediction the potential relationships in collaborative networks.
Link prediction generally involves one of two methods: structural methods and feature methods. Structural methods involve the analysis and summarization of the network structure, including the analysis of nodes, neighbor node analysis, analysis of paths between nodes, link analysis and similarity The associate editor coordinating the review of this manuscript and approving it for publication was Shirui Pan . analysis of relationships between adjacent links. For example, consider two people u and v in a social network. If u and v do not know each other, or have a lot of friends in common, it is likely that u and v will be introduced to each other. The feature method differs from the structural method. In this case, two scholars who have, for example, published papers relating to link prediction and community clustering, will have a greater probability of cooperating. This study focuses on the analysis of network structure, because general node attribute information is not readily available, and the authenticity of the data obtained cannot be guaranteed.
In many social networks, people connect because of their common interests and hobbies, forming a group. In past studies, researchers have rarely used the probability of propagation between nodes in a network for link prediction. Using the propagation probability to calculate influence between nodes can more reliably reflect the relationships between nodes. Compared to previous algorithms, this measure can more accurately measure the similarity between nodes. In order to achieve link prediction, we first need to find a common group, and calculate the influence of the group on two unconnected nodes. The calculated results are taken as the similarity of two unconnected nodes. Since the precise calculation of the influence between nodes is time-consuming, we use an approximate model to quickly calculate the influence of a node set on a single node. In order to be able to quickly calculate the most possible future top-k links, we developed a set of algorithms to solve this problem.
In this paper, we propose an algorithm based on the propagation of influence for calculating similarity. The main idea is that the similarity of two unconnected nodes is the product of the influence of nodes in the common influence set of these two nodes. We proposes a new similarity index to compute the similarity of two nodes, and improve the efficiency of the similarity algorithm. The main contributions are as follows:
(1) We propose a similarity index based on influence propagation to calculate similarity. The similarity index is calculated by finding the common influence set of two unconnected nodes.
(2) In order to calculate the similarity of two unconnected node pairs efficiently we propose an algorithm to perform offline indexing of each node in a graph, and we use this off-line index to calculate the upper bound of each two unconnected node pairs.
(3) In order to be able to calculate the top-k similar nodes efficiently, we propose a pruning algorithm which makes use of the upper bound of nodes similarity to improve efficiency.
The rest of the paper is organized as follows. We review some related work in Section 2. In Section 3, we give a statement of the problem. Section 4 gives the details of our algorithm. We present the important experimental results in Section 5 and conclude the paper in Section 6.
II. RELATED WORK
Links prediction involves two primary methods: namely, structural and feature-based. Most of the structural-based link prediction methods use network structure to measure node similarities. For example, in a social network, two individuals with many common friends are more likely connect in future [16] . Lada and Adar [1] proposed a method based on common neighbors to predict relationships between individuals. Murata and Moriyasu [15] proposed a link prediction method which constructed a directed action graph to estimate the similarity of the existence of a link between two nodes in weighted networks. Liu et al. [14] proposed a similarity score based on a common neighbor method mentioned before and LBN(local naive Bayes) which performs better than common neighbors. Paths between nodes may also be used for link prediction, Katz [10] used the number of paths between two nodes and their length, producing reasonable results. Lü et al. [11] proposed approach which had high effectiveness and efficiency, a local path index, to estimate the probability of the existence of a link between two nodes. Liu and Lü [13] proposed a method that use a local random walk to estimate the probability of the existence of a link between two nodes. Wang et al. [24] proposed a method that uses a clusteringbased collaborative filtering approach, including both topological and node attributes. Xu et al. [25] proposed a method that use path entropy as similarity index to measure nodes' similarity. Shang et al. [22] first proposed a method for using past links to predict the future links. In [21] , Shang et al. found that if a pair of nodes are connected, they are more likely to connect to the common nodes in the future networks, and they first use the past links and future links for link prediction. In [20] , Shang et al. proposed the metric Precision for the evolving networks. Lee and Tukhvatov [27] proposed a topology-based similarity measure to predict future friends.
Yu et al. [19] and Taskar et al. [23] proposed a machine learning approach that uses nodes' features to learn and predict missing links. Backstrom and Leskovec [2] and Jiang et al. [9] combined the network structure features and edge attribute features, and use the Supervised Random Walk(SRW) algorithm for link prediction. Berton et al. [3] proposed a supervised learning approach and a semi-supervised learning approach to learn nodes' features and predict links in the future. Ozcan and Oguducu [17] proposed a novel multivariate method for link prediction in evolving heterogeneous networks using a neural network, and then [18] proposed a novel method which using multivariate time series to make link prediction in evolving heterogeneous networks. Chen et al. [26] proposed an optimization algorithm that used the AUC function as the optimization goal and translated the link prediction problem into an optimization problem. Bastami et al. [28] proposed a machine learning method which integrated node features, community information, and graph properties. Feature extraction is essential in machine learning-based link prediction methods. In recent years, the rise of the Learning Graph Embedding method based on deep learning can improve the accuracy of link prediction. Pan proposed a deep learning-based multi-task Graph Embedding Learning method base on his previous works [29] , [31] . Shang et al. [32] proposed a location recommendation method based on his previous works [33] - [36] . He proposed a metric by correlating the trajectory and position in space for measuring the spatiotemporal correlation between trajectories and locations. Gao et al. [37] proposed a team recommendation algorithm for works with considering the spatial issue.
Link prediction can be applied not only to traditional social networks, but also predict the relationships of objects in videos by the development of object recognition techniques based on images and video [4]- [7] . A web-based recommendation system can also predict the user's connection to an item in the future. In a complex network, users' dynamic interests and topics can be used to recommend products that will be of interest to the user in the future [8] . Similarly in eventbased social networks (EBSNs), Li proposed an impact-based collaborative filtering algorithm for recommending events of interest to users [12] .
III. PROBLEM STATEMENT
In a social network G(V , E, W ), where V is the set of nodes, and E is the set of edges, W e (u, v) represents the probability of propagation of node u to node v. Link prediction aims to identify unobserved or missing edges in the current network G. In this paper we propose a novel algorithm to identify unobserved or missing edges in a network, in descending order the similarity of each pair of such nodes, such that the higher the similarity of two nodes, the greater the possibility is of a link existing.
Because the complexity of this computation is high, the calculation takes a long time. We therefore use a proximate model to calculate the similarity between nodes. In this paper, we use the MIA model to calculate influence. The MIA model uses maximum influence path propagation probability as the influence value between two nodes.
Definition 1 (Influence Set): In a weighted graph G(V , E, W ), the influence set of node u can be denoted as
In Equation 1, inf (u, v) denotes the influence value from node u to v in network G, and θ is a threshold value to determine the size of node u's influence set. We set a threshold is to reduce the amount of unnecessary computation, In a high connectivity network, a node can be influenced by many nodes, but most of them contribute little to the final result. So we set a threshold to reduce nodes which have tiny contributions, in order to make a trade-off between time and accuracy.
Definition 2 (Common Influence Set): In a weighted graph G(V,E,W),the common influence set of node u and node v is a set of nodes which can influence both node u and node v. It can be denoted as
In Equation 2, the Common Influence Set is a set of nodes which from both node u's influence set and node v's influence set. In the link prediction process, we need to calculate the similarities of each unconnected pair of nodes, and therefore need to calculate the common influence set. In the process of calculating the common influence set, each pair of unconnected node needs to be calculated. In order to efficiently compute the common influence set of each two unconnected node pairs, we calculate the influence set of each node at the beginning, and store the influence set of each node. In the process of calculating the common influence set, we use the influence set of each node.
In Equation 3, inf (S, u) denotes the influence value from seed set S to node u. CIS(u, v) denotes the Common Influence Set of node u and node v. The formula consists of two parts: the influence value from CIS(u, v) to node u and the influence value from CIS(u, v) to node v. We use the product of each part as the similarity score.
IV. THE CIS MODEL A. FIND INFLUENCE SET OF EACH NODE
The pseudocode for generating the influence set is shown in Algorithm 1. We used the Dijkstra algorithm to find the shortest path in the graph G(V , E, W ). In Algorithm 1, we use this approach to find the maximum influence path. In order to archive that we use -log W (u,v) as edge e(u, v)'s weight, because the influence propagation probability of path P is calculated as P e W (e), and P e − log W (e) = − log P e W (e). When we add a new node v to set S, then we calculate inf (v,u) , if inf (v,u) < θ then we stop searching v's neighbors. In Algorithm 1, in order to find one node's influence set, we use the Dijkstra algorithm to find the maximum influence path. In line1-line3, we initialize the distance from each node to u +∞. In line6-line14, we use -log W e as edge e's new weight, then set a startup node u as seed node, and use the Dijkstra algorithm to find the shortest path in graph G. In the procedure of find the shortest path, when dist(u, k)
, we update the distance index. When the algorithm reaches a node v which d(u, v) > e θ , then it stops searching the node's neighbors. When there are no nodes that can be added to S the algorithm stops. In line 15-line17, we convert the distance value to influence propagation probability.
Algorithm 1 Finding Influence Set Algorithm
Require: Graph G(V , W , E) , the node u Ensure: the influence set of node u 1: for each v in V do 2: dist(v) = +∞ 3: end for 4: dist(u) = 0 5: S = {r} 6: while V -S is non-empty do 7 :
end if 11: if e −dist(v) < θ then 12: CONTINUE 13: end if 14: end while 15: for each v in V do 16: dist(v) = e −dist(v) 17: end for 18: return S Example 1. In Figure 1 , we have a social network with 11 users {a, b, c, d, e, f , g, h, i, j, k} and the edge value is the influence probability from one node to its neighbors. The threshold θ = 0.1. This example shows the calculation steps used to find the influence set of node c. The calculation steps are shown in Table 2 . In step1, the algorithm puts node c into set S. In step2, the algorithm finds node c's all in neighbors and find a max influence path to node c, due path < a, c > is the max influence path, so node a should be added to S. And so on, for step3,step4,step5,step6. In step7, due to P(k, h, d, c)< θ and P(j, h, d, c)< θ, the algorithm stops searching the neighbor nodes of node k and node j. step9 is similar to step7, due to P(f , b, a, e)< θ and P(e, b, a, c)< θ , and the algorithm stops searching the neighbor nodes of node f and node e. When no node can be added to set S, the algorithm finishes.
B. CALCULATION OF THE COMMON INFLUENCE SET
According to Equation 2, in order to calculate two unconnected node pairs' similarity score, the Common Influence Set of these two nodes should be calculated first. Based on Algorithm 1, we can build influence sets for each node in graph G.
Based on Algorithm 1 introduced above, we can build influence sets for each node in graph G. Based on Equation 2, to calculate the similarity of two nodes, we first have to calculate the Common Influence Set. Using Algorithm 1, we can get all influence nodes infset u of node u, thereby getting the Common Influence Set of two nodes in graph G. A naive method of predicting the top-k links in graph G(V , E, W ) is shown in Algorithm 2. Using Equation 2, the process of Algorithm 2 is straightforward. In Algorithm 2, line 1 initializes an empty set S to store the top-k predicted links. Line2-line7 calculate the similarity score of each pair of unconnected nodes. Line3-line5 is the implementation of Equation 2, and the result is stored in set S. In order to get the top-k links, we need to sort set S in descending order and return the top-k results(line8-line9).
For example, for the graph shown in Figure 1 , the influence set of node C is infset(C) = {A, B, K , D, E}, the influence set of node I is infset(I ) = {K , E, F, D}, so the Common Influence Set of node C and node I is CIS(C, I ) = {K , D, E}. Then we calculate the influence of CIS(C, I ) to node C and node I , and we get the similarity score of node C and node I , simscore(C, I ) = inf (CIS(C, I ), C) × inf (CIS(C, I ), I ). IS u = infset(u) 4 :
For the details of how to calculate common influence value of two unconnected nodes see Algorithm 2. There are many influence paths in the influence tree of a node. when we calculate the similarity score of two unconnected nodes u and v, we should calculate the influence set of each node. Let infset(u) and infset(v) denote the influence set of node u and node v, and let cinfset(u, v) denote the Common Influence Set of node u and node v. Then find the common influence nodes of these two influence set, cinfset(u, v) = infset(u) ∪ infset(v), then calculate maximum influence path from these nodes infpath(cinfset(u, v), u) ∪ infpath (cinfset(u, v) , v). When the influence paths are independent from each other then the similarity score can be calculate using Equation 2, otherwise we need to consider the situations below.
When a new seed is on the maximum influence path from node v to another node u, since the seed blocks v on the maximum influence path. In this situation the influence from v to u should be ignored. When we do link prediction, the Common Influence Set would be calculated many times. However, it is quite expensive to compute it frequently. However, we find an upper bound of Equation 3.
Let infub u denote the upper bound of inf (CIS(u, v), u), infub(v) denote the upper bound of inf (CIS(u, v), v), then the upper bound of simscore(u, v) is infub(u) × infub(v). In this paper we use simub(u, v) denote the upper bound of simscore (u, v) . Algorithm 3 show the detail of calculating the influence upper bounds of each node in graph. In next section, we discuss how to use this upper bound to reduce the calculation time. The upper bound formula of simscore (u, v) is shown in Equation 4 .
In Algorithm 3, for each vertex u in a social network G(V , W , E), we first get it's influence set. In line3, we first initialize the upper bound of u to 1. Then for all the neighbor nodes v which contained u's in influence set, calculate the influence from v to node u, and update it's upper bound from line4-line7. After we calculated all vertex in G, we store the result as an index for pruning unnecessary computations. For example, in figure 3, after we get all nodes' influence set, the calculation process of the influence upper bound of vertex let infset u = the influence set of u 3:
UpperBound u = 1 4: for each v in infset u do 5: if (v, u) in E then 6 :
end if 8: end for 9:
UpperBound u = 1 − UpperBound u 10: end for 11: return UpperBound a are as follow: (1) . infset a = (b, d, c). Table 2 .
C. CALCULATION OF TOP-K LINKS
To solve the link prediction problem, it needs to calculate the similarity scores of all pairs of unconnected nodes. We use a generic framework to illustrate the link prediction solution, as shown in Figure 2 . Since in a social network, there are many unconnected node pairs. When we use Algorithm 2 to calculate each two unconnected node's similarity scores, the time efficiency is very hight. In order to calculate the top k similarity score efficiently, we proposed a new algorithm. The main idea is: (1) Calculate two unconnected nodes' similarity score cost a lot of time, but it is more suitable to calculate the similarity score upper bound of unconnected two nodes.
(2) since we need only to calculate top-k similarity scores, the upper bound can be used to prune necessary calculations.
For example: in a social graph G(V , E, W ) Figure 3 , V denote the node set of graph G, E denote the edge set of graph G, W denote the information propagation probably set. In this example, we set θ = 0.21. First we need to calculate the influence set of each node in graph G, shown in figure 3b. For node a in graph G, according to Algorithm 1, we can calculate the maximum influence path
Algorithm 4
The Advanced Link Prediction Algorithm Using CIS Similarity Index Require: Graph G(V , W , E) , UpperBound, k Ensure: top k future links L 1: L = ∅ 2: Init priority queue Q sort by simscore 3: for edge e(u, v) / ∈ E do 4: simscore (u,v) = UpperBound u *UpperBound v ; 5: simscoretype (u,v) = ''UpperBound'' 6: Q.push(e(u, v)) 7: end for 8: while Q is not empty and size(L) <k do 9: simscore (u,v) = Q.pop() 10: if simscoretype (u,v) = ''UpperBound'' then 11: simscore (u,v) = cis(u, v) 12: simscoretype (u,v) = ''Value'' 13: Q.push(e(u, v)) 14: else 15: L.push(e(u, v)) 16: end if 17: end while 18: return L to node a, (e, b, a), (c, d, a), (b, a), (d, a) . Since the influence path p(e, b, a) < θ , node e does not belong to node a's influence set. Similar we can find the influence set of nodes b, c, d and e, as shown in Figure 3 .
After we calculate the influence set for each node, we can use the upper bounds of each node as calculated using Algorithm 3, and use it to calculate the influence upper bound of each node. The upper bounds can be stored to an index, and this index can quickly return the upper bound of the similarity score of two unconnected nodes, as in Algorithm 3. The equation for calculating the upper bounds of two unconnected nodes is presented in Equation 4. for calculations using the sample input, the calculation procedures see Table 2 .
After retrieving the upper bound of influence of the influence set of each node, we use a pruning algorithm to find the top-k similarity scores of two nodes that are not connected by an edge. According to the description in Algorithm 4, we firstly calculate the upper bound of node pairs (a, e), (e, d),(b, d),(a, c) . Based on the Equation 3, we can get Figure 4a , we save these value to a priority queue, then retrieve the first element from the priority queue. If the value of the element is equal to the upper bound, we calculate the exact value of the element and put the exact value into the priority queue. The process is shown in Figure 4 .
V. EXPERIMENTS
In this section, we compare our link prediction method with other methods. We provide details of the datasets used in the experiments. To evaluate the performance of our proposed approach, we compare our algorithm with some mainstream link prediction algorithms which are based on similarity. Experimental results are reported as the area under the ROC curve (AUC).
A. EVALUATION
For link prediction, AUC is an important indicator of the performance of an algorithm. Considering the problem of link prediction, we use G 0 (V , E 0 ) to indicate the current state of the network, and G t (V , E t ) to indicate the state of the network in the future. The AUC is calculated as follows:
First, find an edge from the set E t − E 0 and calculate its similarity score as s1, where E t represents the edge set in G t , E 0 represents the edge set in G 0 , and E t − E 0 represents the increased edges of the graph G evolving from G 0 to G t . Second, randomly pick a nonexistence link in G t and calculate its similarity score s2. Finally, the AUC calculation method is as reported in [14] , and the equation is:
In equation 5, n is the number of times that the links in edge set E t −E 0 got a higher score (s1 > s2) than unconnected links, while n is the number of times that they are equal (s1 = s2), n is the number of times that we randomly pick a pair of links from edge set E t − E 0 and the set of unconnected links, where n = n + n .
We introduce three mainstream similarity based link prediction methods for comparing with our method in our experiments.
B. DATASET
Our link prediction method and baseline methods were tested on three real world datasets. These are the High-Energy-Physics literature(HEP-Th) dataset NetScience, Emails network and Wikipedia elections.
The HEP-TH [38] (High Energy Physics Theory) citation network is constructed from e-print arXiv and covers all citations in the dataset of 352,807 edges in 27,770 papers. If the paper references paper j, the graphic contains the directed edges from i to j. If the paper references or references a paper outside the data set, the chart does not contain any information about this content. The data covers documents from January 1993 to April 2003 (124 months). It started in the first few months of arXiv, and therefore basically represents the complete history of its HEP-TH part.
The NetScience [40] The Email network contains 1133 nodes and 5541 edges, if user i send an email to user j, the network contains a directed edge from i to j.
The Wiki-Vote [39] network contains all Wikipedia voting data from Wikipedia until January 2008. The nodes in the network represent Wikipedia users, and the directed edges from node i to node j represent the users I vote on user j. This network set contains 2,794 elections with a total of 103,663 votes and 7,066 (voting or voting). In these 1,235 elections, the promotion was successful, and 1,559 elections did not lead to promotion. Wikipedia is a free wiki database written by volunteers from around the world. A small part of Wikipedia contributors are administrators who are users who have access to other technical features that are helpful for maintenance. In order to make the user an administrator, a management request (RFA) is issued, and the Wikipedia community decides to upgrade management by public discussion or voting. Extract all administrator election and voting history data using the latest full dump of Wikipedia page editing history (since January 3, 2008). About half of the votes in the data set come from existing administrators, while the other half comes from regular Wikipedia users.
The topological features of these datasets are shown in Table 3 . In Table 3 , N denotes the total number of nodes, M denotes the total number of edges, NUMc denote the number of the connected components in the network. K denotes the average degree of the network.
C. RESULTS
In the experiments, we divided each dataset into two parts, a training set and a test set. Past connections were stored in the training set, and the link prediction methods used the training set to predict future links in the test set. For example, for the HEP − Th dataset, it contains connections in the years from 1991 to 2003. We use connections in the years from 1991 to 2000 as the training set, and the connections in the years from 2001 to 2003 as the test set. We used connections in training set to predict connections in the future. For the netscience and email dataset, we randomly removed 20 percent of edges as a test set, since there were no timestamps in the dataset. For the wiki-vote dataset, we used connections which were timestamped between from 1080494700 to 1190000000 as the training set, and the remaining connections as the test set.
The AUC results are shown in Table 4 . In the first column are the datasets considered, in the first row are the methods for link prediction and in the following rows the AUC score of each methods test on each datasets. The result show that CIS performs better than other methods in all datasets except Netscience. VOLUME 7, 2019 FIGURE 6. Comparison of naive and advanced method's time cost on different graph size.
In order to see how the value of θ affect the AUC test result, we set different values of θ and run AUC tests on all datasets. The results are shown in Figure 5 . Figure 5 shows, as the value of θ decreases the AUC value increases. Small values of θ can achieve better AUC result s because small values of theta produce bigger influence trees, meaning the influence value of the common influence set to each two unconnected nodes would be more accurate. As the value of θ decreases, the time cost of influence calculation increases, and the total running time of the algorithm will increase also.
In this paper, we proposed a new similarity index and provide an effective method to calculate the top-k links for the link prediction problem. In order to compare the running time between the naive method and the advanced method, we randomly generate different sized of networks with average degree equals to 3, and use our naive method and advanced method run the top 100 link prediction. The results are shown in Figure 6 . We can observe from Figure 6 that the advanced method ran faster than the naive method on different size of networks, and the advanced method can be applied to large scale networks.
VI. CONCLUSION
In this work, we propose a new similarity index for link prediction. Experiments showed that our similarity index performs better than other main stream similarity indices. Due to the time cost of the similarity score calculation of CIS, we proposed an advanced method to calculate the similarity score efficiently. For future work, we will solve the problem in the dynamic graphs whose structures will change along over time.
