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Abstract
We extend a distributed-memory explicit-state LTL model checking algorithm (OWCTY) with hash com-
paction. We provide a detailed description of the improved algorithm and a correctness argument in the
theoretical part of the paper. Additionally, we deliver an implementation of the algorithm as part of out par-
allel and distributed-memory model checker DiVinE, and use this implementation for a practical evaluation
of the approach, on which we report in the experimental part of the paper.
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1 Introduction
Model checking [8] is an established method for verifying correctness of hardware
and software systems and of protocol speciﬁcations against a formally speciﬁed
set of temporal requirements that are commonly expressed using some established
temporal logic. The most widespread logics are CTL (Computation Tree Logic,
commonly applied in hardware design where synchronous systems are the norm)
and LTL (Linear Temporal Logic, a staple in veriﬁcation of asynchronous systems,
i.e. software and communication protocols).
The research in model checking has been primarily concerned with the memory
requirements of the model checking process (a problem colloquially known as the
“state space explosion” problem). In CTL model checking of synchronous systems,
the favourite and well-established technique is based on symbolic representation.
Instead of storing individual states, sets of states encoded using a suitable compact
structure, most often a BDD (binary decision diagram) are processed. The success
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of this approach has been quite overwhelming, and it is now the default method in
the ﬁeld – explicit-state tools are hardly ever used in hardware applications.
Nevertheless, no clearly superior approach has emerged for explicit-state LTL
model checkers for asynchronous software systems, where the size of required mem-
ory can grow exponentially in the number of system processes. Note that in the case
of LTL model checking there is an exponential blowup in the processing of the LTL
speciﬁcation as well, however, this is usually not a practical limiting factor, since
individual LTL formulae are usually small. The true bottleneck lies with the size
of the state spaces of the systems under veriﬁcation. The memory limitations have
become even more pressing with the recent advent of direct application of model
checking to (parallel) programs [22,2,25,18,11], as opposed to the more traditional
use of manually constructed, simpliﬁed and abstracted models.
While the amount of memory available in a single computer has been climb-
ing steadily, explicit-state model checkers are still extremely conﬁned. Distributed
memory tools are among the more straightforward methods to overcome this con-
ﬁnement, and together with partial order reduction [21,10,23] are currently the only
option when a 100% faithful result is required. However, a range of compromise
methods exists, where a margin of error is introduced into the model checking pro-
cess with the eﬀect of signiﬁcant reduction in memory use. These approaches include
techniques such as hash compaction [27,28] or bitstate hashing [12,14].
In this paper we focus on combining hash compaction with a particular parallel
LTL model checking algorithm. Hash compaction is a technique that has been
widely and successfully applied to model checking of safety (reachability) properties
in both shared [19] and distributed memory environments [5]. Algorithms that are
equipped with hash compaction, store hash values of states in a hash table instead
of full state representations. Memory consumption of such an algorithm decreases
and is independent of the size of the individual state representation (the hash-
compacted states are always the same size). However, if multiple distinct states
have the same hash-compacted representation, the hash-compacted graph of the
state space does not equal to the original state space graph as those states collide
into one state. Fortunately, most experience with hash compaction show that only
marginal parts of the original graph are omitted. With both hash compaction and
bitstate hashing, the error margin is very small (could be as little as a fraction of
a percent) while the savings are great (70% or more), making such compromises is
worthy in quite a few cases. Furthermore, there are techniques to limit the number
of hash collisions [28] or to resolve the hash collision completely [26]. The ComBack
method [26], for example, extends the hash compaction technique with storage of
additional integer for each state and a backedge to its predecessor state. This allows
to resolve hash collisions on-the-ﬂy using backtracking mechanism, however, for the
cost of non-trivial additional memory. Other hash compaction related techniques
suggest, e.g., incremental hashing in order to eﬃciently deal with extremely large
state descriptors [17].
The application of both hash compaction and bitstate hashing methods to reach-
ability analysis is straightforward, even in combination with distributed memory
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processing. This is due to the fact that for reachability analysis collision of states in
hash-compacted graph may only cause to miss some errors. The situation is, how-
ever, much more complicated in the case of liveness properties, where merging hash-
equivalent states into a single state may introduce new, hence spurious, behaviour
of the system. As a result performing model checking on a hash-compacted state
space graph may end-up with both spurious counterexamples and missed errors.
For serial LTL model checking algorithms, this problem is avoided with the help of
depth-ﬁrst search (DFS) stack. DFS-based algorithms with hash compaction utilize
DFS stack to store full states on the currently explored path, hence they consider
only real system behaviours. This is, however, inapplicable to any non-DFS-based
algorithms.
Within this paper we introduce an eﬃcient combination of hash compaction
technique with a particular non-DFS-based algorithm for distributed-memory LTL
model checking.
2 Preliminaries
2.1 LTL Model Checking
Automata-theoretic approach to explicit-state LTL model-checking [24] exploits the
fact that every set of executions expressible by an LTL formula can be described
by a Bu¨chi automaton. In particular, the approach suggests to express all system
executions by a system automaton and all executions not satisfying the formula by
a property or negative claim automaton. These automata are combined into their
synchronous product in order to check for the presence of system executions that
violate the property expressed by the formula. The language recognized by the
product automaton is empty if and only if no system execution is invalid.
The language emptiness problem for Bu¨chi automata can be expressed as an ac-
cepting cycle detection problem in a graph. Each Bu¨chi automaton can be naturally
identiﬁed with an automaton graph which is a directed graph G = (V,E, s, F ) where
V is the set of states (n = |V |), E is a set of edges (m = |E|), s is an initial state,
and F ⊆ V is a set of accepting states. We say that a cycle in G is accepting if it
contains an accepting state. Let A be a Bu¨chi automaton and GA the correspond-
ing automaton graph. Then A recognizes a nonempty language if GA contains an
accepting cycle reachable from s. The LTL model-checking problem is thus reduced
to the accepting cycle detection problem in the automaton graph.
The optimal sequential algorithms for accepting cycle detection use depth-ﬁrst
search strategies to detect accepting cycles. The individual algorithms diﬀer in their
space requirements, length of the counter-example produced, and other aspects. The
well-known Nested DFS algorithm is used in many model checkers and is considered
to be the best suitable algorithm for explicit-state sequential LTL model checking.
The algorithm was proposed by Courcoubetis et al. [9] and its main idea is to use two
interleaved searches to detect reachable accepting cycles. The ﬁrst search discovers
accepting states while the second one, the nested one, checks for self-reachability.
The time complexity of the algorithm is linear in the size of the graph, i.e. O(m+n),
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where m is the number of edges and n is the number of states.
The eﬀectiveness of the Nested DFS algorithm is achieved due to the particular
order in which the graph is explored and which guarantees that states are not visited
more than twice. In fact, all the best-known algorithms rely on the same exploring
principle, namely the postorder as computed by the DFS. It is a well-known fact
that the postorder problem is P-complete and a scalable parallel algorithm which
would be directly based on DFS postorder is unlikely to exist. Several solutions
to overcome the postorder problem in a parallel environment have been suggested.
The parallel algorithms were developed employing additional data structures and/or
diﬀerent search and distribution strategies. There also are approaches based on
running several instances of Nested DFS with limited information sharing, as can
be seen in [15]. For a survey on parallel algorithms for accepting cycle detection
we refer to [3]. In this paper we focus on One-Way-Catch-Them-Young algorithm,
OWCTY for short, as adapted for parallel distributed-memory processing by Cˇerna´
and Pela´nek [7].
Publicly available tools capable of LTL model checking in parallel or distributed
environments include SPIN [13], DiVinE [4] and LTSmin [16].
2.2 OWCTY Algorithm
Given an automaton graph GA = (V,E, s, F ), the goal of the OWCTY algorithm
is to detect presence of an accepting cycle in GA reachable from s. The idea of the
algorithm is to iteratively compute a set X of states that lie on or are reachable
from some accepting cycle reachable from s. The computation itself consists of four
phases which reﬁne an approximate set S ⊇ X. The initialization phase initializes
S to be the set of all states reachable from s. Any subsequent reachability phase
removes vertices from S, whenever they are not reachable from some accepting
state that is already in S; this is achieved by running reachability from S ∩ F .
For every vertex in S ∩ F , this phase also computes a predecessor count (indegree)
on the subgraph induced by S. An elimination phase then removes vertices that
do not lie on a cycle. This is also achieved by running reachability from S ∩ F ,
but only edges leading to states whose indegree becomes zero are followed. Such
states are removed from S and their successors’ indegrees are decreased. Finally,
a reset phase is executed before every reachability phase, to initialize predecessor
count of all states to zero. Except the initialization phase, all phases are performed
repeatedly until a ﬁxpoint is found. See the pseudo-code describing the OWCTY
algorithm listed as Algorithm 1.
If a ﬁxpoint is reached and S is not empty, the counter-example is obtained by
selecting one state from S∩F and starting reachability from it, removing all visited
states from S in the process. If the selected state is reached again, we backtrack
and print the traversed path as a counter-example. Otherwise, we select another
state from S ∩ F and repeat the search (omitting any already visited states, i.e.
those not in S). Since OWCTY is correct, this step is guaranteed to produce a
counter-example.
All passes visit every state at most once and follow every edge at most once, so
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s1 s∗ s2 ..
.
Fig. 1. False counter-example, assuming s1 ∼ s2
they are linear in the size of the graph. Number of iterations can be at most linear
in the height of the graph, but is very low in practice. OWCTY does not depend
on postorder and therefore can be parallelized reasonably well. We refer to [7] for
details and proofs of correctness.
2.3 On-the-ﬂy extension to OWCTY
The initialization phase of the OWCTY algorithm can be extended to allow for on-
the-ﬂy veriﬁcation. The simplest option is to look for a self-loop when enumerating
successors of an accepting state.
More complex technique is based on the MAP algorithm for detecting accepting
cycles [6]. It requires that there is a total order on all states with constant time
comparison procedure. Then we can propagate the maximum accepting predecessor
(MAP) when traversing the graph. If a state is shown to be its own accepting
predecessor, the graph is guaranteed to have an accepting cycle. However, iterations
of the original MAP algorithm can not be performed in linear time, because any
edge that was used to propagate an accepting successor may be later used again to
propagate another (higher in the given order). Moreover, the MAP algorithm can
use up to a linear number of iterations to ﬁnish.
It was shown in [1] that one iteration of the MAP algorithm without re-
propagation can be performed during the initialization phase of the OWCTY al-
gorithm which allows for early termination on a variety of models with non-trivial
counter-examples.
3 Hash Compaction with OWCTY Algorithm
The hash compaction scheme, as described in [28], changes the way hash tables are
used during the graph traversal. Normally, full explicit representation of all visited
states is stored inside a hash table. With hash compaction, only hashes of state
representations are stored there and full representations are kept only in the queue
used by BFS, where we need it to generate successors.
In parallel and distributed environment, communication between threads can be
realized by set of queues that serve as channels for sending states form one thread to
another. To save even more memory, hash compaction scheme can be accompanied
by a mechanism that saves contents of these queues to disk once they reach certain
length [5].
Hash compaction was previously used only with reachability analysis, where we
only need to keep track of visited states and presence or absence of certain hash
in the hash table gives us this information. The OWCTY algorithm needs to store




3 oldSize ← |S|
4 forall the s ∈ V do s.pre ← 0 /* Reset */
5 enqueue all states from S ∩ F into q
6 Reachability
7 enqueue all states from S ∩ F into q
8 Elimination
9 until |S| = oldSize
10 return |S| > 0
11 procedure Initialize
12 enqueue init into q
13 while ¬q.empty do
14 t ← q.pop()
15 if t ∈ S then
16 add t to S
17 forall the (t, u) ∈ E do enqueue u into q
18 procedure Reachability
19 S ← ∅
20 while ¬q.empty do
21 t ← q.pop()
22 if t ∈ S then
23 add t to S
24 forall the (t, u) ∈ E do
25 u.pre ← u.pre+ 1
26 enqueue u into q
27 procedure Elimination
28 while ¬q.empty do
29 t ← q.pop()
30 if t.pre = 0 then
31 remove t from S
32 forall the (t, u) ∈ E do
33 u.pre ← u.pre− 1
34 enqueue u into q
more information for each state, namely the predecessor count and membership in
the approximation set.
We identiﬁed two main problems that arise when using hash compaction with
the OWCTY algorithm.
(i) Reachability phase can encounter states that were not discovered in the Initial-
ization phase. Moreover, reachability can discover diﬀerent set of states when
run multiple times from the same set of states. This may cause predecessor
counter getting negative or the size S getting higher than it was in the previ-
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ous iteration. It also means that comparing sizes of the approximation set in
current and previous iteration for equality no longer reliably detects reaching
a ﬁxpoint.
(ii) The algorithm can report false positives (false accepting cycles). This can hap-
pen when some state s2 is reachable from an accepting state s1 and these two
states have equal hashes (we will denote this by s1 ∼ s2). When reachability
is started from s1, s2 is visited at some point and its predecessor count is in-
creased to one. But since s1 ∼ s2, they share the predecessor count and s1 will
not be eliminated in the elimination phase, because it has non-zero predecessor
count.
Described situation is depicted in Figure 1 — the dotted edge is not actually
part of the graph, but because of the hash collision the edge from s∗ seems to
lead both to s2 and s1.
To address the abovementioned problems and maximize state space coverage,
we changed the OWCTY algorithm in the following way:
• We added a queue to store accepting states — Qacc. With hash compaction, it is
no longer possible to get all accepting states from hash table, so we have to store
them separately to be able to start reachability from them. We chose a queue,
because it can easily be stored on a disk to mitigate memory requirements.
• During the initialization phase, every encountered accepting state is enqueued
into Qacc.
• Reachability phase is started from all states in Qacc, and when any edge leading
to an accepting state is traversed, the destination state is enqueued into Qacc.
New contents of Qacc is be used in following phases.
• Elimination phase ignores states outside S.
• Main loop of the algorithm is exited when the number of states in S does not
decrease.
• At the end of the algorithm, we added a new phase to check validity of discovered
accepting cycle. It works the same way as the counter-example generation phase
of OWCTY described in previous section. The only diﬀerence is that it can fail,
because there is no actual counter-example.
Pseudo-code for a version of OWCTY with all these changes incorporated is
listed as Algorithms 2 and 3.
Our method fully resolves the second problem, which means it never reports a
counter-example for models without one, but it can obviously miss existing counter-
examples.
Our way of using the queue Qacc ensures that false accepting cycles are elimi-
nated when we switch iterations. This can be presented on the ﬁgure 1: State s1
will be pushed into Qacc before s2 and the reachability phase started from s1 will
increase predecessor counts of all three states that will prevent them from being
eliminated. However, since the reachability phase does not traverse any edge lead-
ing to s1, s1 is not pushed back to Qacc. This ensures that the next iteration will
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s1 s2 s3
Fig. 2. Termination without ﬁxpoint, assuming s1 ∼ s2 ∼ s3
not visit s1 and the depicted false accepting cycle will no longer be contained in the
approximate set S. More formal description of how do these heuristics work can be
found in section 3.2.
However, since the false accepting cycle elimination is performed only when
switching iterations and we are no longer able to reliably detect reaching a ﬁxpoint,
we need the ﬁnal veriﬁcation phase to detect false accepting cycles that were not
eliminated because the algorithm terminated before a ﬁxpoint was reached.
Described algorithm can be extended by adding accepting self-loop detection to
allow early termination, but since the reachability phase can visit states previously
not discovered by the initialization phase, it is meaningful to add this heuristics to
both phases. On the other hand, we decided not to use the heuristics based on the
MAP algorithm. The reason was that it can, like OWCTY, produce false accepting
cycles and we found no way to circumvent that.
Any state can be visited at most once in each phase (including the newly added
one), which means that time complexity of the OWCTY algorithm is not aﬀected
by these changes.
Algorithm 2: OWCTY HC
1 Initialize
2 repeat
3 oldSize ← |S|
4 forall the s ∈ V do s.pre ← 0 /* Reset */
5 copy all states from Qacc that belong to S into q and clear Qacc
6 Reachability
7 copy all states from Qacc that belong to S into q
8 Elimination
9 until |S| >= oldSize
10 return Verification
3.1 Correctness
As we prove in the next section, if our algorithm reaches a ﬁxpoint, the resulting
set S is either empty or contains an accepting cycle. In that case, the measures
described in last the two bullets are not needed. However, since we can not reliably
detect reaching a ﬁxpoint, the iterative process can stop prematurely and we need
the veriﬁcation phase to prevent reporting a false counter-example.
This is exempliﬁed in Figure 2. When run on the depicted graph, our algorithm
would exit after two iterations without reaching a ﬁxpoint, because even though
contents of S changes between iterations, its size does not. However, the veriﬁcation
phase will always conclude there is no accepting cycle and the algorithm will provide
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Algorithm 3: OWCTY HC (continued)
1 procedure Initialize
2 enqueue init into q
3 while ¬q.empty do
4 t ← q.pop()
5 if t ∈ S then
6 add t to S
7 forall the (t, u) ∈ E do enqueue u into q
8 if t ∈ F then enqueue t into Qacc
9 procedure Reachability
10 S ← ∅
11 while ¬q.empty do
12 t ← q.pop()
13 if t ∈ S then
14 add t to S
15 forall the (t, u) ∈ E do
16 u.pre ← u.pre+ 1
17 enqueue u into q
18 if u ∈ F then enqueue u into Qacc
19 procedure Elimination
20 while ¬q.empty do
21 t ← q.pop()
22 if t.pre = 0 ∧ t ∈ S then
23 remove t from S
24 forall the (t, u) ∈ E do
25 u.pre ← u.pre− 1
26 enqueue u into q
27 procedure Verification
28 S ← ∅
29 while ¬Qacc.empty do
30 a ← p.pop()
31 enqueue a into q
32 while ¬q.empty do
33 t ← q.pop()
34 if t ∈ S then
35 add t to S
36 if t = a then return true
37 forall the (t, u) ∈ E do enqueue u into q
38 return false
the correct answer.
Note that the cycle detection procedure used both in counter-example generation
phase of OWCTY and in veriﬁcation phase of our algorithm does not use DFS
and therefore is complete (always ﬁnds a counter-example if there is one) only if
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all states in S lie on a cycle or are reachable from a cycle in S. Correctness of
OWCTY (see [7] for proof) ensures that if a ﬁxpoint is reached, this condition is
always satisﬁed. In the case the algorithm terminates before reaching it, this may
cause counter-example omission.
The veriﬁcation phase can return true only if there is a path from some state a to
itself and state a was in Qacc. Comparison is done with full representation of state
a, so it is not aﬀected by hash compaction. This, along with the fact that Qacc can
contain only reachable accepting states, guarantees that if true is returned, there is
a reachable accepting cycle. Therefore, the veriﬁcation phase is correct.
Additional measures are necessary in a parallel environment, namely a global
synchronization is necessary in the outer loop in the veriﬁcation phase to ensure
that all parallel workers have the same state a.
3.2 Elimination of false accepting cycles
Although not required for the correctness proof, we show that our false accepting
cycle elimination heuristics is correct. In other words, we show that if a ﬁxpoint is
reached, the approximate set S does not contain a false accepting cycle.
In this section, we introduce a concept of hash-compacted state space. Given a
state space graph G = (V,E), we deﬁne a hash-compacted graph G∼ = (V,E,∼)
where the equivalence relation ∼ corresponds to hash equality (i.e. ∀v1, v2 ∈ V.v1 ∼
v2 ⇐⇒ hash(v1) = hash(v2)). In the following, the set W = V \ ∼ is the set of
equivalence classes of V according to ∼.
Moreover, we deﬁne an injective map p from W to V such that ∀w ∈ W, v ∈
V.p(w) = v ⇒ v ∈ w. There are many such relations over a given hash-compacted
graph G∼. We deﬁne a graph induced by a projection p as: Gp = (W,Ep) where
∀w1, w2 ∈ W.(w1, w2) ∈ Ep ⇐⇒ ∃v2 ∈ w2.(p(w1), v2) ∈ E.
We can see that (accepting) cycles can form in an induced graph Gi even though
there were no cycles in the underlying graph G. Therefore, an algorithm that would
operate with a ﬁxed projection p would necessarily discover accepting cycles even
in state spaces that contain none, and would therefore be neither over- nor under-
approximative. However, the projection used for a particular graph exploration
(pn) depends on discovery order: from each set w, the vertex v which is discovered
ﬁrst is chosen as pn(w). We also observe that every falsely induced cycle C in a
particular Gpn contains a w such that ∃v2 ∈ w.pn(w) = v2 ∧ (pn(w), v2) ∈ E∗.
Moreover, we know that (v2, pn(w)) ∈ E∗ (otherwise, there was an accepting
cycle in the original graph G). Suppose that n was an elimination pass, and m is
the following reachability pass. We know that pm(w) = pn(w): in the reachability
pass, pn(w) is not immediately visited (even if it is an accepting state that is ﬁrst
on the initial queue, we do not mark such states as visited when de-queuing them
for the ﬁrst time). We also know that ∀v ∈ V.(pn(w), v) ∈ E+ ⇒ (v, pn(w)) ∈ E∗
(again, there would have been an accepting cycle in G). Since at least some such
w′ ∈ C,w′ = p−1n (v) is visited before w is and since C was a false accepting cycle,
w must be reached from w′, and therefore pm(w) = pn(w). Finally, this means that
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for the purposes of the subsequent elimination pass, w is not a predecessor of w′
and the false cycle C ceases to exist (due to a missing path from w to w′).
This, along with the correctness of the original OWCTY algorithm, ensures there
are no false accepting cycles when a ﬁxpoint is reached.
4 Implementation and results
To evaluate our approach, we have implemented the proposed algorithm in the
veriﬁcation tool DiVinE. We used an open hashing scheme with 32 bit hashes,
produced by the Jenkins lookup 3 hash function. Our implementation also contains
accepting self-loop detection and stores long queues on disk.
The ﬁrst experiment focuses on memory usage and compares our algorithm with
version of OWCTY currently implemented in DiVinE [4]. This version contains
both extensions described in Subsection 2.3.
We conducted numerous experiments on models from the BEEM database [20].
It turned out that many veriﬁcation runs used too little memory for meaningful
comparison of algorithms. When DiVinE was run on an empty model, it used
259 MB of memory, so we decided to take into account only those models for which
the veriﬁcation run used more than 280 MB of memory. Moreover, we discovered
that many instances contained self-loops over an accepting state, therefore detecting
counter-examples in them is a matter of simple graph traversal and not suitable for
our experiments. We included one such model for comparison.
As it can be seen in Table 1, our approach saved 25-70% of memory for bigger
models, but it always resulted in some slowdown. This was caused by I/O operations
and higher number of iterations in some cases. The table also shows that memory
requirements rose for some models. We have discovered that in all of those cases, the
original OWCTY algorithm terminated early thanks to one iteration of the MAP
algorithm and therefore visited only a fraction of the state-space. The column
labeled coverage shows a ratio of states visited with and without hash compaction,
although only states visited during the initialization phase are counted. In cases
when the MAP extension caused early termination, the coverage exceeds 100%. We
decided to include these cases to show real memory savings against the most recent
version of the OWCTY algorithm.
In our experiments, the hash-compaction never resulted in some property being
falsely identiﬁed as valid. However, this can be caused by the structure of BEEM
models in a sense that any model with a counter-example usually contains multiple
similar counter-examples. Nevertheless, this property is prevalent in models of
asynchronous systems in general and we do not expect this eﬀect to be particularly
ampliﬁed by the selection in BEEM.
Also, we noticed that counter-examples found by our algorithm were in many
cases signiﬁcantly shorter than those reported by the original OWCTY in DiVinE.
We identiﬁed this is caused by the fact that the order in which accepting states
are examined during the counter-example generation phase is diﬀerent for each
algorithm. When the main loop terminates and the approximation set S is not
J. Barnat et al. / Electronic Notes in Theoretical Computer Science 296 (2013) 79–93 89
Orig. OWCTY Hash compact. Relative
Shortest Time RAM Time RAM States Time RAM Coverage
CE (s) (MB) (s) (MB) (·103) (%) (%) (%)
1 86+18 269.28 6420 1132.13 4706 42742 +320 -27 178.84
2 None 28.14 830 76.89 514 746 +173 -38 99.99
3 None 25.41 548 92.57 378 1573 +264 -31 99.97
4 None 41.37 473 46.79 257 999 +13 -46 99.98
5 21+40 29.18 358 81.56 282 2000 +180 -21 104.36
6 19+40 33.63 393 79.51 289 2239 +136 -26 99.97
7 None 36.56 517 86.85 286 2239 +138 -45 99.97
8 5+4 11.85 628 316.88 10452 165 +2574 +1563 8155.59
9 None 18.97 458 21.37 290 1978 +13 -37 99.97
10 None 18.86 458 21.92 294 1978 +16 -36 99.97
11 None 6.13 279 6.57 256 1189 +7 -8 99.81
12 None 16.30 747 17.08 281 3098 +5 -62 99.58
13 123+121 112.17 2468 110.63 1014 11245 -1 -59 98.84
14 39+91 28.08 1147 112.97 800 5945 +302 -30 101.47
15 None 68.08 1406 524.87 837 6012 +671 -40 99.50
16 24+94 25.42 964 130.88 805 4371 +415 -16 136.90
17 None 34.43 1157 39.52 361 6047 +15 -69 99.25
18 None 26.06 1155 27.79 363 4955 +7 -69 99.29
19 None 104.99 2553 441.92 1252 9533 +321 -51 99.08
20 25+80 31.00 1133 287.84 1275 4993 +828 +13 189.69
21 12+10 20.23 593 53.94 350 1758 +167 -41 128.35
22 8+10 21.18 582 65.19 370 2256 +208 -36 201.91
23 4+17 91.35 934 119.69 560 4555 +31 -40 99.94
24 3+18 105.58 1034 128.85 520 4628 +22 -50 99.95
25 None 94.75 1053 153.34 519 4627 +62 -51 99.95
26 None 508.36 6400 3595.77 2418 1825 +607 -62 99.52
Table 1
Comparison with original OWCTY
empty, the OWCTY algorithm examines all accepting states in S and looks for
a path leading from one of these states to itself. First such path is returned as
a counter-example. OWCTY implemented in DiVinE obtains a set of accepting
states belonging to S by traversing the hash table, which means the order of their
examination is random. On the other hand, our algorithm keeps such states in a
queue, which causes that states with shorter path from the initial state are examined
earlier and counterexamples are generally shorter in their linear parts.
The second set of experiments was focused on scalability. We selected two mod-
els (one with and one without a counter-example) and measured how hash com-
paction aﬀects scalability of the OWCTY algorithm by running both algorithms
with varying number of threads. As it can be seen on Figures 3 to 6, the modiﬁed
algorithm scales comparably well to the original one. Relative slowdown seemed to
be independent on the number of threads, but the relative memory savings seem to
decrease with increasing number of threads. One of the possible explanations is that
addition of more threads (quadratically) increases number of queues that are used
to pass states from one thread to another, which means that the average length of
an individual queue decreases and we can not save them on a disk eﬀectively, since
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Fig. 3. Scalability on rether.6.prop2 (squares — hash compaction)



































Fig. 4. Scalability on rether.5.prop3 (squares — hash compaction)

































Fig. 5. Scalability on szymanski.4.prop3 (squares — hash compaction)
the overall frequency of I/O operations has to be kept low for performance reasons.
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Fig. 6. Scalability on anderson.6.prop2 (squares — hash compaction)
5 Conclusions
It this paper, we have presented an approach to using hash compaction with the
OWCTY algorithm. This constitutes a novel way to ﬁght the state explosion prob-
lem when verifying LTL properties by utilizing a technique previously considered
only for reachability analysis. Our experiments show that memory requirements
can be reduced by 25 to 70% even for relatively small models and that proposed
approach is viable even in parallel and distributed environments, because it does
not aﬀect scalability of the OWCTY algorithm. Our approach is based on using a
queue to store accepting states, heuristics eliminating false accepting cycles and a
ﬁnal check. As a side-eﬀect using a queue also allowed us to ﬁnd shorter counter-
examples than current OWCTY implementation in DiVinE.
Although the use of hash compaction will never result in a complete algorithm,
it can help immensely when veriﬁcation by standard methods is infeasible due to
memory limitations. With relatively small states, lossless state compression may
be more viable approach, but especially when model-checking real code when states
can take up thousands bytes, hash compaction might be just the right technique to
use.
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