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1. I n t r o d u c t i o n . I n many d e c i s i o n problems s u c h as i n v e n t o r y c o n t r o l , 
c a s h management o r p r o d u c t i o n s m o o t h i n g t h e u n c e r t a i n t y o f demand i s 
a c e n t r a l f e a t u r e . The s t a n d a r d a s s u m p t i o n i s t h a t demand i n d i f f e r e n t 
p e r i o d s i s i n d e p e n d e n t l y and i d e n t i c a l l y d i s t r i b u t e d . But t h i s 
a s s u m p t i o n i s r a r e l y v a l i d i n p r a c t i c e , i n p a r t i c u l a r when f o r e c a s t s 
o f demands a r e b e i n g made. I f p l a n n i n g c o v e r s more t h a n one p e r i o d 
t h e n a l l c a l c u l a t i o n s a r e i n f l u e n c e d by e x p e c t a t i o n s r e g a r d i n g f u t u r e 
d a t a . T h i s i n t u r n r e q u i r e s an a n t i c i p a t i o n o f f u t u r e movements o f t h e 
u n d e r l y i n g demand p r o c e s s . C o m m e r c i a l s u p p l i e r s o f s o f t w a r e h a n d l e t h i s 
p r o b l e m i n a t h r e e s t a g e a p p r o a c h : l o t s i z e ( o r ca s h s hipment o r 
p r o d u c t i o n r a t e ) , s e c u r i t y r e s e r v e s and f o r e c a s t . By t h i s s e p a r a t i o n 
i n t o t h r e e p a r t s , t h e s o l u t i o n o b t a i n e d i s o n l y s u b o p t i m a l . 
The o p t i m a l s o l u t i o n r e q u i r e s r e f o r m u l a t i o n o f t h e b a s i c model. T h i s 
w i l l be p e r f o r m e d on Beckmann 1s model o f p r o d u c t i o n s m o o t h i n g 
(Beckmann ( 1 9 6 1 ) ) . I n g e n e r a l i n c o r p o r a t i n g f o r e c a s t s i n t o B e l l m a n ' s 
p r i n c i p l e o f o p t i m a l i t y l e a d s t o an i n c r e a s e o f the s t a t e s p a c e . I f 
f o r e c a s t s a r e made by exogenous random v a r i a b l e s o r by an a u t o r e -
g r e s s i v e scheme t h e n , however, t h e s t a t e space can be s u b s t a n t i a l l y 
r e d u c e d , as w i l l be shown i n t h i s p a p e r . 
2. Beckmann's model o f p r o d u c t i o n s m o o t h i n g . The f o l l o w i n g p r o b l e m o f 
i n v e n t o r y - p r o d u c t i o n c o n t r o l i s r e g a r d e d . G i v e n t h e a c t u a l s t o c k l e v e l 
we have t o c o n t r o l t h e p r o d u c t i o n r a t e w i t h i n t h e range o f m i n i m a l u n i t 
c o n t r o l . The p r o d u c t i o n r a t e w i l l be f i x e d a t the b e g i n n i n g o f each 
p l a n n i n g p e r i o d . The p l a n n i n g h o r i z o n T w i l l c o v e r more t h a n one p e r i o d 
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(T » 1 ) . 
L e t 
u demand i n t h e p r e s e n t p e r i o d , u i s a random v a r i a b l e w i t h 
d i s t r i b u t i o n f u n c t i o n W(u) 
x p r e s e n t p r o d u c t i o n r a t e ( p r i o r t o the d e c i s i o n ) 
y p r e s e n t s t o c k l e v e l 
d change o f p r o d u c t i o n r a t e ( d e c i s i o n v a r i a b l e ) 
f c o s t f u n c t i o n o f a s i n g l e p e r i o d ( s e t - u p c o s t s , i n v e n t o r y - and 
p r o d u c t i o n c o s t s ) 
n number o f p e r i o d s up t o t h e p l a n n i n g h o r i z o n 
v n e x p e c t e d m i n i m a l v a l u e o f a l l f u t u r e c o s t s n p e r i o d s ahead 
ß d i s c o u n t f a c t o r , 0 < ß < 1 
The model i s d e f i n e d r e c u r s i v e l y i n v^. depends on t h e p r e s e n t s t a t e 
(x,y) o f the s y s t e m ( b e f o r e t h e d e c i s i o n ) . The new p r o d u c t i o n r a t e 
x + d i s t o m i n i m i z e w i t h r e s p e c t t o a l l p o s s i b l e r e a l i z a t i o n s o f f u t u r e 
demand. The Dynamic Program may then be f o r m u l a t e d i n terms o f t h e 
two s t a t e v a r i a b l e s 
v n (x,y) = min j J f ( x , y , d , u ) dW (u) + ß j v ^ ^ (x + d,y + x + d-u)dW(u)j> 
n = 1,2,.. .,T (1) 
v o ( x , y ) = V o . 
T h i s d e f i n e s a s t a t i o n a r y d e c i s i o n p r o c e s s . We w i l l now i n c o r p o r a t e 
a f o r e c a s t i n g p r o c e d u r e . 
3. F o r e c a s t w i t h exogenous v a r i a b l e s . I n p r a c t i c e a g r e a t v a r i e t y o f 
f o r e c a s t i n g t e c h n i q u e s i s used. We w i l l c o n s i d e r o n l y t h o s e methods 
t h a t can be f o r m u l a t e d r e c u r s i v e l y , o t h e r w i s e an i n t e g r a t i o n i n t o 
B e l l m a n ' s f u n c t i o n a l e q u a l i t i e s i s e x c l u d e d . Sometimes demand i s 
c l o s e l y c o r r e l a t e d t o exogenous i n f l u e n c e s such as g r o s s n a t i o n a l 
p r o d u c t , e x p o r t demand, i n d i c a t o r s o f t h e b u s i n e s s c y c l e e t c . I n 
t h e s e c a s e s i t i s u s e f u l t o t r e a t the exogenous f a c t o r s as random 
d i s t u r b a n c e s . They g e n e r a t e a c o n d i t i o n a l d i s t r i b u t i o n o f t h e demand 
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v a r i a b l e . We assume t h a t a l l exogenous i n f l u e n c e s a r e a g g r e g a t e d t o a 
s c a l a r z ( s c e n a r i o ) . I t i s used as a f o r e c a s t . L e t 
z a c t u a l f o r e c a s t 
w new f o r e c a s t , c o n c e r n i n g t h e n e x t p e r i o d 
0(w) p r o b a b i l i t y d i s t r i b u t i o n f u n c t i o n o f w w i t h d e n s i t y cp(w) 
From t h e v i e w p o i n t o f t h e d e c i s i o n maker t h e f o r e c a s t s form a s e r i e s 
o f i d e n t i c a l l y and i n d e p e n d e n t l y d i s t r i b u t e d random v a r i a b l e s . The 
p r i n c i p l e o f o p t i m a l i t y i s 
v ( x , y , z ) = min < f ( x , y , d , u ) dW(ulz) + 
n d ^ J 
+ ß J| v n - 1 (x + d,y + x + d - u,w)dW(u|z)d$(w)| (2) 
n = 1,2,...,T 
v ( x , y , z) = V . o o 
4. R e d u c t i o n o f s t a t e space i n t h e exogenous c a s e . I n t h e s e q u e l i t 
w i l l be shown how t h e f u n c t i o n a l e q u a t i o n s (2) can be f o r m u l a t e d i n 
o n l y two s t a t e v a r i a b l e s . To o b t a i n a c l e a r e r p r e s e n t a t i o n we i n t r o -
duce an i n d e x v a r i a b l e t t o denote the tim e p e r i o d e t h e v a r i a b l e s a r e 
r e f e r r i n g t o . F o r example x i s now the p r o d u c t i o n r a t e a t the 
b e g i n n i n g o f p e r i o d t b e f o r e d e c i s i o n d^ i s made. 
We s t a t e t h e f o l l o w i n g a s s u m p t i o n s 
A1 . ¥ (u Iz ) = (u - z ) = P (e: ) where e i s i i d . t t t t t t t t t 
A2. The s t o c k h o l d i n g c o s t s depend o n l y on the s t o c k l e v e l a t t h e 
end o f t h e p e r i o d : 
f = f ( x f c / d f y t + x f c + d t - u f c) (3) 
B o t h a s s u m p t i o n s a r e n o t v e r y r e s t r i c t i v e f o r r e a l a p p l i c a t i o n s . F o r 
i n s t a n c e A1 i s s a t i s f i e d i f t h e demand p r o c e s s i s assumed t o be o f t h e 
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f o r m u t = z t + e t ' e t ~ N(0,a) f o r a l l t . Thus z f c = E ( u t ) 
A s s u m p t i o n A2 i s s t a n d a r d i n i n v e n t o r y t h e o r y . 
From A2 we c o n c l u d e t h a t 
f ( x
t ' y t ' d t ' u t * = f ( x t , Y t " C ' d t , U t " C ) f * a " ° € M ( 4 ) 
We w i l l now map t h e two - d i m e n s i o n a l subspace Jj x 2 o n t o a one -
d i m e n s i o n a l space R by 
r t = r t ( y t , z t ) := y f c - z f c (5) 
r may be r e g a r d e d as a "net i n v e n t o r y l e v e l " t h a t i s s t o c k d i m i n i s h e d 
by e x p e c t e d demand. Then t h e Dynamic Program (2) becomes 
v t ( x t , y t , z f c ) = m i n | | f (x t,y t,d t,u t) d* t ( u t l z f c ) + 
+ ß | f V l ( x t + 1 ' V x t + r u t ' w ) d ? t ( u t l z t l d } ( w ) } = 
(A.1) r , 
= min I f ( x t , y t f d t , z t + E )dP (c ) + 
d t 
+ 6 \\ Vt+1 ( K t + 1 ' V W x t + 1 ' W ) ^ t ( et' * ( W ) } = 
rt 





t + i 
Thus 
fc (7) 
+ ßjfvi ( xt +r rt +i ) d p ( et ) d ! 5 ( w )} 
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w i t h t h e t r a n s i t i o n laws 
x t + i = x t + d t ( 8 ) 
r
t + i = r t + x t + i " e t - w ( 9 ) 
and t h e boundary c o n d i t i o n 
v T = V ( f i n i t e h o r i z o n ) (10) 
I n c a s e o f i n f i n i t e h o r i z o n i t w i l l be more s u i t a b l e t o r e t u r n t o 
the n o t a t i o n w i t h i n d e x n. So 
v = V ( i n f i n i t e h o r i z o n ) (11) o o 
We summarize t h e r e s u l t s o b t a i n e d so f a r i n 
Lemma 1; G i v e n an o p t i m i z a t i o n p r o b l e m d e f i n e d by t h e Dynamic Programm 
( 2 ) . U s i n g t h e map r t ( y t , z t ) = v t ~ z t t h e Dynamic Programm 
can be r e f o r m u l a t e d (7) i n o n l y two s t a t e v a r i a b l e s w i t h o u t 
l o s s o f g e n e r a l i t y . Thus a r e d u c t i o n o f t h e o r i g i n a l s t a t e 
space X x y x z t o t h e s t a t e space X * R, R r e a l s u b s p a c e , i s 
a c h i e v e d . 
As i t i s p o i n t e d o u t i n Bartmann (1983) t h e a p p l i e d r e d u c t i o n t e c h -
n i q u e (5) p r e s e r v e s t h e s t r u c t u r e o f the o p t i m a l p o l i c y . I n t h i s way 
s t r u c t u r a l p r o p e r t i e s o f t h e o p t i m a l p o l i c y i n t h e two - s t a t e 
Dynamic Program o f t h e model w i t h o u t f o r e c a s t i n g can e a s i l y be t r a n s -
f e r r e d t o t h e model w i t h f o r e c a s t i n g . 
5. F o r e c a s t i n g as an a u t o r e g r e s s i v e scheme. The r e d u c t i o n t e c h n i q u e 
d e v e l o p e d so f a r can a l s o be a p p l i e d t o models where the demand p r o c -
e s s i s assumed t o be o f t h e t y p e o f a f i r s t o r d e r a u t o r e g r e s s i v e 
scheme. L e t f o r ease E(u^_) = 0. Then 
U t = a u t - 1 + e t 
where e i s i i d w i t h p r o b a b i l i t y d i s t r i b u t i o n f u n c t i o n P (e ) and 
188 D. BARTMANN 
I et | < 1, a G 1 . U s i n g t h e a c t u a l o b s e r v a t i o n u f c f o r f o r e c a s t i n g y i e l d s 
a v a r i a n c e v a r ( u t + ^ | u t ) = a^. 
a u = 1| J a 2 °l > °l < i f 0 < |a| < 1. 
W i t h t h e a s s u m p t i o n l a I < 1 t h e demand p r o c e s s becomes s t a t i o n a r y . 
T h i s j u s t i f i e s an i n f i n i t e h o r i z o n model. I n t h e f o r e c a s t i n g f o r m u l a 
d e r i v e d from (12) 
G
t
 = a u t - i ( 1 3 ) 
t h e most r e c e n t o b s e r v a t i o n u^__ ^ i s a s u f f i c i e n t s t a t i s t i c . We w i l l 
d enote i t as u^ (demand one p e r i o d e a g o ) . Then t h e Dynamic Program 
t a k e s the f orm 
v n ( x , y / u < ) ) = min j j f (x,y,d,u) di>(ul ^ ) + 
(14) 
+ ß | v n - . 1 (x + d , y + x + d ~ u , a u 1 ) d W ( u l u 1 ) J > 
n = 1,2,... 
v o ( x , y , U l ) = V Q . 
6. R e d u c t i o n o f s t a t e space i n t h e a u t o r e g r e s s i v e c a s e , when the 
o p t i m a l p o l i c y i s myopic. Under, a s p e c i a l demand and c o s t s t r u c t u r e 
the o p t i m a l d e c i s i o n r u l e i s myopic ( c f . Edgeworth ( 1 8 8 3 ) , Lenz (1974) 
Johnson/Thompson (1 9 7 5 ) , S c h n e i d e r ( 1 9 7 9 ) ) . I t t h e r e f o r e can be 
d e r i v e d by m i n i m i z i n g the one p e r i o d c o s t s v^. 
We w i l l show t h a t t h e a p p l i c a t i o n o f the above r e d u c t i o n t e c h n i q u e 
w i l l l e a d t o a r e d u c t i o n o f t h e s t a t e space X x y x u by one f u l l 
d i m e n s i o n h e r e t o o . From (12) we g e t 
and 
V(u|u.) = P ( u - u.) = P(e) (15) 
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v^(x,y,u^) = ruin j j f ( x , y , d , u ) d W ( u I ) j = 
= min | | f ( x / y / d / a u 1 + e ) d P ( e ) j = (16) 
( A . 2 ) r r , 
min | j f (x,y - a u ^ , d , e ) d P ( e ) j 
r 
t h u s 
V l ( x , r ) = min j j f ( x , r , d , e ) d P ( e ) J (17) 
w i t h t h e n e t s t o c k l e v e l 
r = y - au^ . (18) 
When we c o n s t r u c t a computer code an a d d i t i o n a l c o n s i d e r a t i o n i s 
r e q u i r e d . The space X x y x u i s t h e n d i s c r e t e and has a f i n i t e range 
i n e a c h component 
+ 
x < x < x ; 
y~ < y < y + ; (19) 
u 1 " U 1 * U 1 ' 
We d e n o t e t h e r a n g e s by 
X = x + + x~ + 1 
Y = y + + y" + 1 
U = u* + u~ + 1 
R = r + + r ~ + 1 
(20) 
From (18) we c o n c l u d e R > Y . The r e d u c t i o n w i l l o n l y pay i f 
R < Y • U . (21) 
D i s r e g a r d i n g r o u n d i n g e r r o r s 
R = Y + l a l U (22) 
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T h e r e f o r e 
R > Y • U f o r Y,U > 2 . 
The s a v i n g i s t h e g r e a t e r t h e weaker t h e a u t o c o r r e l a t i o n . But t h i s 
2 
e f f e c t i s p a r t l y compensated by an i n c r e a s i n g o when l a l d e c r e a s e s . 
7. R e d u c t i o n o f t h e s t a t e space when t h e o p t i m a l p o l i c y i s n o t myopic. 
I n t h i s c a s e we can a c h i e v e a r e d u c t i o n o f the s t a t e space t o o b u t n o t 
a t t h e same magnitude as b e f o r e . 
Lemma 2: G i v e n an o p t i m i z a t i o n p r o b l e m d e f i n e d by t h e Dynamic 
Program (14) w i t h a r b i t r a r y p l a n n i n g h o r i z o n . The s t a t e 
space l a t t i c e X x y x )j can be r e d u c e d i f 
-~~ > l a | 3 2 , l a l < 1 . (23) 
1 - a 
P r o o f : L e t r := y - a u , and r = y - au 1 1 ' neu -*neu 
v ( x , y , u ) = min j f f ( x , y , d,u) dW (u I u ) + 
n ' d U 1 
r 
+ ß j v n _ > 1 (x + d,y + x + d - u ^ a u ^ d W C u l u ^ j = 
(16) rr 
= min < f ( x , r , d , e ) d P (e) + 
d U 




min { [ f ( x , r , d , e ) d P (e) + 
d U 
f 2 1 + ß j ^ ( x + d/ X + d + r - e - a u ^  - ae) dP (e) r = 
r 
= y n ( x , r , a u ^ . 
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2 
Now u 1 appears o n l y d i m i n i s h e d by t h e f a c t o r a < 1. I n s t e a d o f u 1 i t 
2 
i s s u f f i c i e n t t o keep i n mind o n l y a u 1 . T h i s r e d u c e s t he range U t o 2 1 a U. We r e f o r m u l a t e t h e Dynamic Program i n the s t a t e v a r i a b l e s x, r , 2 and a u^ 
2 f f v n ( x / r , a u^) = min j j f ( x , r , d , e ) d P ( e ) = 
d (25) 




Here t h e s t a t e space X x R x (a 11) has X • R • a * U l a t t i c e p o i n t s 
( r o u n d i n g e r r o r s e x c l u d e d ) . As R = Y + |a|-U we complete t h e p r o o f 
X • R - a 2 U < X • Y • U «-» ~ > l a l 2 q.e.d. 
1 - a 
I f t h e s e t up c o s t s a r e h i g h compared w i t h t h e p r o p o r t i o n a l s t o c k -
h o l d i n g c o s t s t h e n Y > U. Then from (23) we i m m e d i a t e l y c o n c l u d e t h a t 
a r e d u c t i o n o f the s t a t e space i s a c h i e v e d as soon as |a| f a l l s 
b elow 0.75. 
F o r n u m e r i c a l r e a s o n s ( u n a v o i d a b l e t r u n c a t i o n e r r o r s a t the boundary 
o f the s t a t e space) t h e range Y s h o u l d be a t l e a s t t w i c e t he range U. 
Thus i n p r a c t i c e the r e d u c t i o n method i s f a v o u r a b l e as soon as 
l a l < 0.84. 
Lemma 3: I n t h e Dynamic Programm (14) a r e d u c t i o n o f t h e s t a t e space 
X x i j x U t o X x R i s p o s s i b l e i f t h e o c c u r i n g s i n g l e t e r m 
2 2 a u^ w i l l be a p p r o x i m a t e d by a u, u. = E(u) . 
P r o o f : Now we have t o c o n s i d e r t he l o n g r u n e x p e c t a t i o n u. o f demand 
e x p l i c i t e l y . I n s t e a d o f (12) we g e t 
u - u = a ( u - u) + e (26) 
an r i s d e f i n e d as 
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r = y - a ( u ^ - u) ~ u (27) 
W i t h t h i s we can f o r m u l a t e t h e Dynamic Programm ( 2 4 ). I f t h e t erm 2 2 a u^ a t the r i g h t hand s i d e o f (24) i s r e p l a c e d by a u t h a n i t i s no 
l o n g e r n e c e s s a r y t o keep i t i n mind. Thus 
v ( x , r ) = min { [ f ( x , r , d , e ) d P ( e ) + n d U 
+ ß f v „ (x + d, x + d + r - a 2 u - (1+a)e)dP (e) J n - 1 
2 2 
I t s h o u l d be n o t i c e d t h a t t h e a p p r o x i m a t i o n a u. « a u^ i s o n l y 
p e r f o r m e d once. A l l terms a p p e a r i n g l i n e a r l y i n u a r e n o t a p p r o x i m a t e d . 
They a r e i n c o r p o r a t e d i n t o t h e v a r i a b l e r p r e c i s e l y . 
(28) 
q.e.d. 
L a s t we w i l l d e m o n s t r a t e t h e power o f t h e p r e s e n t e d r e d u c t i o n t e c h -
n i q u e . 
T a b l e : number o f s t a t e s dependent on a ( w i t h f i x e d U = Y/2 and 
Y = 100) 
number o f s t a t e s 
a o r i g i n a l DP 
y * u r e d u c e d DP R x (ct 2U) r e d u c e d and a p p r o x i m a t e d DP R 0 . 2 5 000 220 1 10 0 . 4 5 000 960 120 0 . 6 5 000 2 340 1 30 0 . 8 5 000 4 4 80 140 
8 . Summary. I n t h i s p a p e r we c o n s i d e r e d t h e p r o d u c t i o n - i n v e n t o r y 
model o f t h e AHM t y p e . We e x t e n d e d i t t o t h e c a s e where f u t u r e 
movements o f demand a r e b e i n g f o r e c a s t e d . F o r two c o n c r e t e s i t u a t i o n s 
- f o r e c a s t i n g by means o f exogenous v a r i a b l e s 
- f o r e c a s t i n g as an a u t o r e g r e s s i v e scheme 
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t h e Dynamic Program i n c o r p o r a t i n g f o r e c a s t i n g has been f o r m u l a t e d . 
S i n c e f o r e c a s t s a r e f u n c t i o n s o f o b s e r v a t i o n s i n t h e p r e s e n t and p a s t 
an a d d i t i o n a l s t a t e v a r i a b l e i s r e q u i r e d t o s t o r e t h e s u f f i c i e n t 
s t a t i s t i c s . T h i s i m m e d i a t e l y l e a d s t o s e v e r e n u m e r i c a l c o m p l i c a t i o n s . 
The main t o p i c o f the pape r i s t o show how t o overcome B e l l m a n ' s 
" c u r s e o f d i m e n s i o n a l i t y " by means o f a s p e c i a l r e d u c t i o n t e c h n i q u e . 
When f o r e c a s t s a r e made w i t h exogenous random v a r i a b l e s t h e s t a t e 
s p a c e can be r e d u c e d by one f u l l d i m e n s i o n w i t h o u t l o s s o f any 
i n f o r m a t i o n . The same r e s u l t i s d e r i v e d i n case o f f o r e c a s t i n g by an 
a u t o r e g r e s s i v e scheme i f t h e o p t i m a l p o l i c y i s myopic. I f n o t t h e n 
a r e d u c t i o n i s a l s o p o s s i b l e b u t w i t h a s m a l l e r s a v i n g ( e s t i m a t e s a r e 
g i v e n ) . U s i n g a p a r t i a l a p p r o x i m a t i o n t h e r e d u c t i o n i s en c h a n c e d t o 
save one f u l l d i m e n s i o n h e r e t o o . As a b y p r o d u c t t h e r e d u c t i o n t e c h -
n i q u e r e v e a l s t o be u s e f u l f o r some r e s u l t s c o n c e r n i n g t h e s t r u c t u r e 
o f t h e o p t i m a l p o l i c i e s when f o r e c a s t s a r e b e i n g i n c o r p o r a t e d . B u t 
t h i s w i l l be i n v e s t i g a t e d e l s e w h e r e . 
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