Digital elevation models (DEMs) have become ubiquitous and remarkably effective in the field of earth sciences as a tool to characterize surface topography. All DEMs have a degree of inherent error and uncertainty that is propagated to subsequent models and analyses, which can lead to misinterpretation and inaccurate estimates. A new method was developed to estimate local DEM errors and implement corrections while quantifying the uncertainties of the implemented corrections. The method is based on the flexibility and ability to model complex problems with ensemble neural networks (ENNs). The method was developed to be applied to any DEM created from a corresponding set of elevation points (point cloud) and a set of ground truth measurements.
Introduction
With recent advances in geodetic scanning and imaging methods, accurate and rapid acquisition of topographic and geomorphic data is possible at a fine spatial resolution over a large extent [1] [2] [3] [4] [5] . These survey methods include airborne systems, such as airborne LiDAR scanning (ALS) [4] and unmanned aircraft system (UAS) photogrammetry using structure-from-motion (UAS-SfM) [5] [6] [7] , and ground-based systems, such as terrestrial laser scanning (TLS) [8] [9] [10] . Detailed digital elevation models (DEMs) produced by these high-resolution measurement techniques are revolutionizing and accelerating our understanding of geomorphological processes and landform transformations. As defined by the U.S. Geological Survey, a DEM is a digital cartographic representation of the elevation ISPRS Int. J. Geo-Inf. 2019, 8 of the terrain at regular grid cell intervals in x and y directions, with z-values referenced to a specific vertical datum [11] . DEMs are applied to various applications, such as terrain, soil, landscape, and hydrological modeling [12] [13] [14] [15] [16] . Consequently, the quality of the DEM is important for the accuracy of spatial modeling. A high-resolution point cloud from an advanced instrument does not necessarily translate into a highly precise or accurate bare earth surface. Each survey has tradeoffs involving cost, accuracy, resolution, spatial coverage, and frequency of sampling [14] . For the last two decades, the understanding of DEM error and its uncertainty has increasingly become a critically important task in the Earth sciences for improving spatial modeling and surface elevation change detection [15] . The magnitude of the error and uncertainty in the topographic representation of the Earth's surface in a DEM is affected by several factors including: survey instrument, survey point quality, sampling strategy, surface complexity, DEM resolution, and DEM interpolation method. Various studies have focused on estimating DEM error and uncertainty [11, [17] [18] [19] [20] [21] [22] [23] . Previous research estimates the error as being uniform across the entire DEM based on the root mean square error or standard deviation of error calculated using validation or ground control point data [2, 24, 25] . Lane [26] improved this method by applying separate uniform error estimations of dry and wetland in a wet/dry terrain. Due to the spatial variability of terrain, applying uniform error estimation methods results in overestimating error on flat surfaces and underestimating error on sloped, complex, or vegetated areas [27] . Topographic variability and characteristics of the collected data have a strong impact on DEM errors [18, 28] . Recently, the focus has been shifting toward spatially variable DEM modeling using empirical relationships [28] , morphometric parameter distribution [29] , weighted regression [30] , and fuzzy interference systems [31] .
Inspired by a fuzzy interference system developed by Wheaton [31] for broader areas, the purpose of this research is to develop a method that is able to estimate DEM error, and then apply the DEM correction to every raster cell while providing an uncertainty estimate for every correction. Artificial neural networks (ANNs) are essentially parametric regression models well suited for this purpose given their flexibility and nonlinear modeling capability [32] . Like every data-driven method, even after optimizing all available network characteristics, residual errors remain. Uncertainty in DEM error modeling arising from data, parameters, and model structure needs to be quantified in terms of prediction intervals to assess the model's reliability. For effective and reliable DEM error modeling, it is important to quantify the uncertainty associated with the prediction.
To access the uncertainty associated with the models, a two-step approach, including (1) the common splitting of the data into training, validation, and testing sets and (2) creating alternate splits of the dataset by bootstrapping, is implemented. The basic idea of splitting the data is to use a major portion of data to train the networks, while using the other portions of the data to validate and test the models. The performance of the neural networks is quantified using the respective testing sets. The advantage of creating multiple bootstrapped versions of the dataset is that each bootstrap may have different local minima. Ensemble modeling of DEM error variables using the bootstrap technique has increased the model reliability by reducing the variance of predictions [33] . In addition, the repeated training of a neural network will also lead to different minima depending on the initial conditions of the search [34] . The variabilities of both the sampling of different subsets of the data set (bootstrapping) and the training of the neural networks are combined in this method. The range of the predictions is used to quantify variability which in turn is used to estimate tolerance intervals and quantify the uncertainty associated with DEM predictions. Therefore, in this research, bootstrapping of split datasets is used to design, calibrate, and implement the ensemble of ANNs to assess the generalization and quantify the variability of DEM errors and their uncertainties.
According to Bangen's research [14] , TLS bare earth accuracy on vegetated terrain can be lower than airborne lidar or traditional land surveying methods due to the oblique scanning perspective of TLS being more prone to surface occlusion and elevation bias by the vegetation cover. An accurate and precise DEM derived from TLS data collected from such a complex terrain as a marsh environment remains a challenge. Therefore, this research uses point cloud data collected from a TLS survey at a coastal marsh site to develop, implement, and validate the method. The secondary purpose of this research is to develop a method that can be applied to any 3D point cloud with flexibility in the number and selection of model inputs and type of geomatics measurements, and applicable to any type of terrain environment. Two types of models are calibrated and validated based on two sets of inputs: (1) A core set of generic inputs derivable from any 3D point cloud generated by various geodetic scanning or imaging techniques and (2) additional sensor-specific inputs available from the utilized TLS scanner. A root mean square error (RMSE) and 95% tolerance interval based on an independent validation data set are used throughout the research to analyze and compare the models' performance. Although the method is evaluated on a DEM derived from TLS point cloud data, it is developed to be generalizable to a DEM derived from any set of 3D elevation points given a sparse set of ground truth measurements.
Study Area and Datasets

Study Site
The study site is a marsh located on the bay side of Mustang Island, which is a barrier island located along the southern Texas Gulf Coast, USA ( Figure 1 ). The study area is referred to herein as the Mustang Island Wetland Observatory. The marsh region is microtidal experiencing diurnal tides with a nominal range of 0.10 m [35] . The survey area consists of the following three primary geo-environments: (1) areas with high and dense vegetation cover including uplands and mangroves, (2) areas with lower and sparser vegetation cover, including transitions from uplands to tidal flats, and transitions from tidal flats to marshes, high marshes, low marshes, (3) areas with exposed ground including tidal flats and shallow submerged lands exposed at time of scan. Elevation ranges from a max elevation of around 2 m (NAVD88) in the upland environment to a low elevation of approximately −0.1 m in the low marsh environment. Tidal flat environments at the study site and surrounding region range in elevation from about −0.05 to 0.5 m [35] . Vegetation cover of varying density and size is prevalent in all non-tidal flat areas. For example, the upland vegetation species are predominantly dense Zchizachyrium littorale (coastal bluestem) and Spartina patens (gulf cordgrass), whereas low marsh areas of high biologic productivity near tidal creeks are dominated by taller growing Avicennia germinans (black mangrove) with Batis maritima (pickle weed) following. Tidal flat areas also have sparse vegetation cover including M litoralis (shore medick), pickle weed, and Salicornia spp. (glasswort). density and size is prevalent in all non-tidal flat areas. For example, the upland vegetation species are predominantly dense Zchizachyrium littorale (coastal bluestem) and Spartina patens (gulf cordgrass), whereas low marsh areas of high biologic productivity near tidal creeks are dominated by taller growing Avicennia germinans (black mangrove) with Batis maritima (pickle weed) following. Tidal flat areas also have sparse vegetation cover including M litoralis (shore medick), pickle weed, and Salicornia spp. (glasswort). 
Datasets
TLS data and real-time kinematic (RTK) Global Navigation Satellite System (GNSS) ground truth data were collected on the same day (described in detail below). To ensure comparability, all data were georeferenced in the same coordinate system. Horizontal coordinates were referenced to NAD83 State Plane Texas South meter, while vertical values were referenced to NAVD88 by converting from ellipsoid heights using the GEOID12 model produced by the U.S. National Geodetic Survey [36] .
TLS Survey
A TLS survey was conducted at the Mustang Island Wetland Observatory study site ( Figure 2 ) on December 20, 2017 targeting low water level conditions. The survey was conducted using a Riegl VZ-400 scanner, which utilizes online waveform processing to enable multi-return echo detection. The system is able to record up to 10+ echoes per an emitted laser pulse, although such a high number of returns is not expected in a marsh environment. Specifications of the TLS can be found in Table 1 . A total of five TLS scans were acquired at different scan positions to try and provide more complete coverage of a 16-hectare area of interest at the study site ( Figure 2 ) and reduce vegetation occlusion. For each scan position, the scanner was mounted and leveled on a 2-m fixed tripod. Scans were acquired at a full 360 • horizontal field of view in long-distance ranging mode with a horizontal and vertical stepping angle set to 20 millidegrees. This resulted in an average point separation of 3.4 cm at 100-m radial distance from the scanner. Seven reflector targets (10-cm cylinders) were spread throughout the scan scene and were subsequently used to register the multiple scans and geo-reference the merged point cloud. All targets were geodetically surveyed with RTK-GNSS positioning using a Trimble R8S receiver. Differential corrections were provided by the Western Data Systems Trimble virtual reference station (VRS) network that offers centimeter-accuracy coordinates. For the study presented in this paper, the acquired TLS point cloud data were clipped to encompass the RTK ground truth survey collection area with dimensions of 210 x 84 m (see Figure 3 ), which is also close to all scan positions to focus on areas of higher point density and less scan occlusion from vegetation. Noise and outlier points were also removed from the clipped point cloud. The resultant point cloud consisted of 126,603,100 points with a mean density of 7323 points/m 2 . 
RTK Survey
On the same day as the TLS survey, an extensive topographic survey of the marsh elevation surface was conducted with RTK-GNSS using a Trimble R8S-3 receiver differentially corrected with the Western Data Systems Trimble VRS network (same correction method employed for the TLS data). 626 positions (x, y, z) were surveyed in a grid-based sampling method with five-meter intervals ( Figure 3 ). They were collected across different marsh environments, including: uplands (white), transitions between uplands and tidal flats (magenta), tidal flats (blue), and transitions between tidal flats and marshes (aqua), high marshes (green), low marshes (yellow), mangrove areas (orange), and submerged lands (brown). The percentages of the collected RTK points of marsh environments were controlled by the natural distribution of the land cover in the study area. The largest majority of RTK points stemmed from tidal flats (40%), followed by uplands (17%), transitions between uplands and tidal flats (15%), and high marshes (12%). The smallest portions were found at transitions between tidal flats and marshes (6%), low marshes (6%), mangrove areas (3%), and submerged lands (2%). The RTK data set served as our ground truth data set for DEM error measurement. Over wellsampled tidal flats and exposed ground areas, we expected the TLS DEM error to be close to the expected RTK vertical uncertainty, whereas over vegetated land cover, we expected the TLS DEM error to be larger. 
On the same day as the TLS survey, an extensive topographic survey of the marsh elevation surface was conducted with RTK-GNSS using a Trimble R8S-3 receiver differentially corrected with the Western Data Systems Trimble VRS network (same correction method employed for the TLS data). 626 positions (x, y, z) were surveyed in a grid-based sampling method with five-meter intervals ( Figure 3 ). They were collected across different marsh environments, including: uplands (white), transitions between uplands and tidal flats (magenta), tidal flats (blue), and transitions between tidal flats and marshes (aqua), high marshes (green), low marshes (yellow), mangrove areas (orange), and submerged lands (brown). The percentages of the collected RTK points of marsh environments were controlled by the natural distribution of the land cover in the study area. The largest majority of RTK points stemmed from tidal flats (40%), followed by uplands (17%), transitions between uplands and tidal flats (15%), and high marshes (12%). The smallest portions were found at transitions between tidal flats and marshes (6%), low marshes (6%), mangrove areas (3%), and submerged lands (2%). The RTK data set served as our ground truth data set for DEM error measurement. Over well-sampled tidal flats and exposed ground areas, we expected the TLS DEM error to be close to the expected RTK vertical uncertainty, whereas over vegetated land cover, we expected the TLS DEM error to be larger. 
Method
Overview
The novelty of the approach presented herein is in the development of an ensemble of ANNs, referred to as an ensemble neural network (ENN), to model the spatial variability in DEM error for cell by cell error corrections while simultaneously estimating the tolerance interval (uncertainty) for every correction. The use of an ensemble approach allows for training individual neural networks over different samples of the scene, hence quantifying its spatial variability. In addition, this method is developed such that it can be generalized to any DEM derived from a 3D point cloud with flexibility in the number and selection of model inputs and type of geodetic measurements, such as RTK-GNSS, ALS, TLS, or UAS-SfM. This method is demonstrated for a 3D point cloud derived from a TLS survey through a five-step process outlined as follows: 1. Generating a DEM from the 3D point cloud. 2. Creating model inputs/predictors for every grid cell from the point cloud using data extracted from a circular neighborhood. 3. Designing and training an ENN predicting DEM corrections for each cell, including the estimated uncertainty/tolerance intervals. 4. Applying the trained ENN and implementing the DEM correction to the entire dataset. 5. Independent validation of the corrected DEM and its estimated tolerance interval. Each step of the method is described in detail in the following sections.
DEM Construction
DEMs are the general translation of a set of x, y, z elevation points to a 2D raster for topographic information [11] . They are usually interpolated to establish an array of equally spaced grid cells (pixels) with an elevation value associated with each grid cell. The first step in DEM construction is to determine the spatial interpolation method. TIN is an efficient tool for representing the morphology of complex terrain from point cloud data of high density, such as TLS, and TIN-based interpolation is used widely by researchers for generating DEMs from dense lidar point cloud data 
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Each step of the method is described in detail in the following sections.
DEM Construction
DEMs are the general translation of a set of x, y, z elevation points to a 2D raster for topographic information [11] . They are usually interpolated to establish an array of equally spaced grid cells (pixels) with an elevation value associated with each grid cell. The first step in DEM construction is to determine the spatial interpolation method. TIN is an efficient tool for representing the morphology of complex terrain from point cloud data of high density, such as TLS, and TIN-based interpolation is used widely by researchers for generating DEMs from dense lidar point cloud data [18, 37, 38] . In this research, TIN interpolation is applied to construct the DEM. However, note that the method presented herein can be applied to any interpolated DEM with a respective point cloud. The next step is to identify potential ground points, which are used as source data to create the DEM. In this case, last and single returns are considered as the source data for ground points [39] . The last step is to determine the resolution of the DEM based on the point spacing in the source data and the complexity of the terrain. The source data's point spacing is approximately 0.01 m on average across the study area. To represent accurately the complexity of the terrain, a minimum of 20 pts was required for a cell when extracting model inputs as discussed in the next section. For that reason, the DEM is constructed with a 0.2-m resolution.
Model Input/Predictors Selections
A local binning technique is applied to create inputs of the model for each raster element (0.2-m square). They are computed from single and last return survey points (same set of points used to interpolate the DEM) using a 0.2-m radius circular neighborhood. The centers of the circles are the centers of every DEM grid cell location. A criterion of point density in the circular neighborhood is needed to ensure there is sufficient information to create robust features in every grid cell, in particular for grid cells farther away from the scan locations as the point density decreases. In order to characterize locally the geometry of the terrain with sufficient precision, it is necessary that the binning circle contains at least 20 points. The input is calculated and stored for every cell that meets this criterion. Then each input is represented as a 0.2-m raster to match the DEM. This fine resolution is also a good match to represent the varying vegetation species in the study area that occlude the underlying ground surface. For example, salt marsh plants, such as Batis maritima, at the study site are dioecious, perennial subshrubs with heights in the range of 0.1-1.5 m and a span of 1-2 m for a group of plants [40] .
The choice of inputs or predictors is one of the most important factors influencing the performance of the prediction model. If the selected inputs or predictors represent the data well, the prediction results are likely to be more accurate, robust and realistic. Two sets of inputs/features are selected to compare the performance of the ensemble neural network models ( Table 2 ). Referring to Table 2 , the first set of inputs includes a set of six core features: point density (P N ), surface roughness (σ Z ), principal component analysis (PCA) eigenvalues for three-dimensional geometry (λ 1 , λ 2 , λ 3 ), and normalized height (N Z ). These inputs can be calculated from any 3D point cloud dataset, and they provide information about the varying geometry and complexity of the land cover and exposed terrain [40] . For those reasons, they are the core inputs of the model.
•
Point density (P N ) is selected as the first input because it strongly and directly impacts the quality and the accuracy of the DEM [41] . The higher sampling density would capture the terrain in more detail and reduce the DEM errors [37] . Point density is computed based on the number of points that fall within the circular search neighborhood. • Surface roughness (σ Z ) is calculated as the standard deviation of point heights that fall within the circular neighborhood. It is selected as the second input because it reflects the complexity of the terrain. As shown in Figure 4 , the surface roughness of the study area varies from 0.594 m to~0 m. Mangrove and upland areas have a very high surface roughness (blue) while tidal flat areas have a surface roughness that approaches to 0 m (red). When the standard deviation approaches zero, it indicates a very homogeneous surface. The larger the standard deviation is, the more heterogeneous and complex the terrain appears, and likely the larger the corrections needed for the DEM. . These values indicate that the geometry of these tidal flat areas is characterized as 2D-like surfaces, while the vegetated areas are characteristic of a 3D-like geometry. Refer to [40] to see how the PCA eigenvalues (λ 1 , λ 2 , λ 3 ) are computed from a set of points within a circular neighborhood.
Normalized height (N Z ) is calculated as the difference between a DEM grid cell's height and the minimum point height from the set of points that fall within the circular search neighborhood around the center location of the respective grid cell (N Z = Z DEM − Z min ). This feature indicates the differences between the DEM heights to the raw point cloud minimum heights.
The second set of inputs includes six sensor-specific inputs that are based on measurements only available for the TLS. Riegl's V-line scanner provides the amplitude, waveform deviation, and range measurements. These six inputs are the following: medians of the amplitude (M A ), waveform deviation (M D ), and range (M R ), and standard deviations of the amplitude (σ A ), waveform deviation (σ D ), and range (σ R ) ( Table 2 ).
RIEGL's V-Line instrument provides an amplitude reading for every detected echo signal which reflects the strength of the received optical echo signal. Amplitude depends on the range of the reflection point from the scanner and percent reflectivity of the surface at the scanner wavelength among other factors [42] . Furthermore, lower signal to noise (reduced amplitude) can potentially result in more uncertainty in the measurement precision of the detected echo return. Median and standard deviation of amplitude (M A and σ A ) were extracted by computing the median value of the amplitude measures for each point that fell within the circular search neighborhood and its standard deviation. Median amplitude, M A , can help delineate different types of terrains, such as a dry sand area, which typically provides a larger amplitude compared to a vegetated area. For standard deviation of amplitude, σ A , the more varying the land cover locally, the more variation in received amplitude is expected. The combination of both median amplitude and standard deviation of amplitude seek to better represent the influence of land cover and received signal strength on the resultant DEM at different locations within the study area. • Waveform deviation is an indicator of how deviated the laser pulse reflection is when coming back to the scanner relative to the outgoing laser pulse [42] . The smaller the waveform deviation value, the less noise it contains. Low values indicate that the laser pulse shape does not deviate significantly from the expected sensor response. High values indicate that the echo signals contained a significantly different pulse shape. Median and standard deviation of waveform deviation (M D and σ D ) were extracted by computing the median value and standard deviation of the waveform deviation measures for each point that fell within the circular search neighborhood. For example, as shown in Figure 4 , the high median of waveform deviation values (M D ) (green-blue) comes from merging echo pulses from several or varying targets, such as different types of vegetation. Close to zero is observed for M D values that stem from single return echoes from exposed ground, such as tidal flats (red). • Point spacing, amplitude, and measurement precision of the TLS are a function of range, decreasing radially away from the scanner. Even though the point cloud comes from five merged scans, the information of the median range (M R ) and standard deviation of the range (σ R ) from the circular point cloud neighborhood are still capable of providing useful information about the characteristics of the point cloud. These characteristics may directly affect the accuracy of the DEM in some fashion, and they were included to capture such effect. 
Model Output/Target Selection
Errors introduced in the DEM vary spatially primarily because the low oblique scan angles of the transmitted laser pulses from TLS are prone to surface occlusion by vegetation and other land covers, particularly when compared to a more top-down (nadir) scanning perspective [43] [44] [45] . The elevation error caused solely by vegetation has been reported to be about five times the arithmetic sum of all other survey-related errors (assuming none of these offset each other) [46] . RTK points collected from the study area are also subject to positional errors. Even so, the RTK points can represent the underlying bare-earth surface consistently without the vegetation effects. Here, RTK measurements were assumed as ground truth to study the spatial variability of the DEM errors from different terrain types. This assumption is reasonable for the case where errors are caused by occlusion much larger than the positional error in RTK. The model's output is the difference between the DEM and ground truth allowing for computing of a corrected DEM. The difference between DEM and RTK elevation (z) measurements is used as a target to train, validate, and test the model. This difference is computed by taking the difference between the RTK elevation and the elevation of the DEM grid cell that the RTK point falls inside. Most RTK points fell within 10 cm or less of the grid cell center locations given the DEM resolution of 0.2 m. Due to the short offset distances, 5-m grid spacing of the RTK samples, and slowly varying relief in the marsh, spatial interpolation of RTK elevation values at cell center locations was not performed.
ENN Construction
This method aims to provide a model that can spatially predict and correct DEM errors while estimating the uncertainties of the predictions. Artificial neural networks (ANNs) are essentially 
Model Output/Target Selection
ENN Construction
This method aims to provide a model that can spatially predict and correct DEM errors while estimating the uncertainties of the predictions. Artificial neural networks (ANNs) are essentially parametric regression models well suited for this purpose given their flexibility and nonlinear modeling capability. There are three common ANN architectures, including feedforward neural network (FNN), Elman or recurrent neural network (RNN), and radial basis function network (RBF). Three algorithms are typically used in the training process: Gradient descent with momentum and adaptive learning rate backpropagation (GDX), Levenberg Marquardt (LM), and Bayesian regularization (BR) [47] . The LM algorithm is presented as a standard technique for non-linear least-squares problems, and is incorporated into a backpropagation algorithm that locates the minima of multivariate functions [48, 49] . FNNs with LM based training provide accurate predictions for nonlinear datasets and are used widely in environmental research [47, 50, 51] . Based on their nonlinear capabilities and proven performance, FNNs with LM training were selected for predicting the DEM corrections and their associated uncertainties in this study. The standard FNN architecture consists of an input layer, hidden layer, and output layer (see Figure 5 below). Activation functions are applied within the hidden and output layer nodes to operate on the input received and transform it non-linearly. This enables the network to learn and perform more complex tasks (i.e., become a universal function approximator). Sigmoidal transfer functions are often used for the hidden layer and can also be used for the output layer of the neural network [52] , and were used here. Another decision to make is the number of hidden neurons in the hidden layer. This determination was based on the complexity of the terrain that the DEM is representing, and the neural networks were trained and compared with different numbers of hidden neurons. In this research, neural networks with 10 hidden neurons were selected for the hidden layer to ensure the ability of the single models to simulate complex functionalities. Moreover, performance improved as the number of hidden neurons was increased to 10.
Even after optimizing all available network characteristics, residual errors remain and vary spatially. There are three ensemble strategies, including cross-validation, bagging, and bootstrapping that are applicable to generalize and quantify these errors. The combination of cross-validation and bootstrapping is applied to capture the generalizations and spatial variabilities of DEM errors. A large portion of data is used in training the networks, the rest is used in validating and testing to ensure the corrections are accurate for every DEM grid cell, particularly cells that were not included as part of the model calibration. By randomly assigning different data (grid cells) for each ensemble member to train, validate, and test, the bootstrapping method enables the ensemble to capture and quantify the spatial variability of the DEM. Furthermore, the range of predictions from the ensemble members allows for providing every DEM grid cell not only a correction but also a tolerance interval for that correction. This interval depends on both the variability in the individual neural networks' calibration and the variability in the spatial distribution of the points selected to train each individual neural network. The number of networks in an ensemble depends on the complexity of the underlying problem and is determined empirically by calibrating ensembles with different numbers of members. In this research, the performance of ensembles with 200, 400, 500, 600, and 1000 members was evaluated. The performance of the ensembles increases when increasing the number of ensembles. The ensembles with 1000 members provided the most robust DEM correction and a realistic tolerance interval. With the number of ensemble members larger than 1000, the computation became very time-consuming. As a result, ENNs with 1000 members were selected to model DEM corrections and their tolerance intervals. The ENNs approach is summarized in Figure 5 . Model calibration, implementation, and an independent accuracy assessment based on RTK points set aside prior to model calibration were conducted in eight steps:
Step 1: A set of 100 RTK points were selected randomly and set aside. These 100 points were not used in the calibration of the models. These points were used after model calibration as independent validation to perform an assessment of the overall accuracy of the method.
Step 2: The remaining RTK points (526) were assigned randomly to train (60%), validate (15%), and test (25%) each ensemble member.
Step 3:
Step 2 was repeated 1000 times after bootstrapping alternate training-validation-testing splits to calibrate each ensemble member and when combining the ensemble members creating an ENN model.
Step 4: Medians, standard deviations, and 95% ranges of the corrections were computed based on the 1000 ensemble members with these statistics computed on the testing data of each ensemble member. Medians of the ensemble predictions were used as the DEM corrections. The 95% tolerance interval range of the corrections applied to each grid cell is estimated as the range of 950 out of the 1000 ENN members (475 upper and 475 lower of the median). To evaluate the accuracy of the ENN DEM corrections, the difference of elevation between the corrected values and the RTK measurements were calculated ( = − ) . Positive differences indicate that the DEM corrections are overestimated. Zero differences indicate that the corrections are correctly estimated. Negative differences indicate that the corrections are underestimated.
Step 5: For this research, steps 1 through 4 were then repeated while selecting different neural network architecture such as the number of hidden neurons and also varying the number of ensemble members while aiming to improve DEM correction accuracy.
Step 6: Once all model parameters were selected and the full ensemble models using these parameters calibrated, the ensemble model was applied to the 100 RTK assessment points set aside at the start of the process to quantify independently the performance.
Step 7: Steps 1 through 6 were then repeated 100 times while randomly selecting different sets of 100 RTK independent points to obtain a performance distribution.
Step 8: A representative case with typical performance metrics (RMSE and tolerance interval) was finally selected and applied to the full DEM for a more in-depth analysis.
Core Inputs (6)
TLS specific Inputs (6) Model calibration, implementation, and an independent accuracy assessment based on RTK points set aside prior to model calibration were conducted in eight steps:
Step 4: Medians, standard deviations, and 95% ranges of the corrections were computed based on the 1000 ensemble members with these statistics computed on the testing data of each ensemble member. Medians of the ensemble predictions were used as the DEM corrections. The 95% tolerance interval range of the corrections applied to each grid cell is estimated as the range of 950 out of the 1000 ENN members (475 upper and 475 lower of the median). To evaluate the accuracy of the ENN DEM corrections, the difference of elevation between the corrected values and the RTK measurements were calculated (Z di f f erence = Z corrected DEM − Z RTK ). Positive differences indicate that the DEM corrections are overestimated. Zero differences indicate that the corrections are correctly estimated. Negative differences indicate that the corrections are underestimated.
Results and Discussions
ENN Evaluation
The accuracies of two sets of 100 ENNs (each ENN includes 1000 ANNs as described above) using six inputs and 12 inputs, respectively, were evaluated based on two statistics, the root mean square error (RMSE) and the number of the 100 independent RTK points for which the estimated tolerance interval included the ground truth RTK elevation. The RMSE was calculated to estimate the accuracy of the corrected DEM. The number of the RTK locations where the ENN tolerance intervals included the RTK elevation was calculated to evaluate the reliability of the tolerance interval estimates. These values for two sets of 100 ENN models using respectively six inputs (core) and 12 inputs (core + TLS specific) were compared ( Figure 6 ).
The RMSEs of the six-input models were higher than the 12-input models. For six inputs, the RMSE was in a range of 0.042 to 0.081 m, the mean of the RMSE is 0.060 m, the median of the RMSE is 0.059 m. While for 12 inputs, the RMSE is in a range of 0.031 to 0.069 m, the mean of the RMSE is 0.048 m, the median of the RMSE is 0.047 m. Based on the RMSE results, the accuracy of the corrected DEM was improved by the addition of TLS specific inputs.
As shown in Figure 6 , the 12-input networks had a higher percentage of RTK points, where the ENN tolerance intervals included the ground truth RTK elevation as compared to six-input networks. For the six-input networks, the percentage of points where the ENN tolerance intervals included the RTK elevation is in a range of 58% to 82%, with a mean of 70% and a median of 69%. For the 12-input networks, the percentage of points, where the ENN tolerance intervals included the RTK elevation is in a range of 81% to 93%, with a mean of 88% and a median of 88%.
The addition of TLS specific inputs provided a more realistic uncertainty range for DEM prediction. However, for both types of ENNs, the tolerance intervals underestimate the DEM error. The estimations are about 25% and 7% below the targeted 95% tolerance interval for the 6 and 12 inputs, respectively. Based on these results, we selected a common case based on two performance metrics, RMSE and number of RTK points within 95% tolerance interval, for the 6 and 12 graphs such that the performance is representative of both models. The 47th ENN out of the 100 calibrated models (shown in Figure 6 ) is a case leading to typical (median) performance for both the 6-and 12-input models. As such, the 47th trained and calibrated ENNs for 6 and 12 inputs are selected for the entire DEM correction implementation and for further evaluation of the method. 
Results and Discussions
ENN Evaluation
The accuracies of two sets of 100 ENNs (each ENN includes 1,000 ANNs as described above) using six inputs and 12 inputs, respectively, were evaluated based on two statistics, the root mean square error (RMSE) and the number of the 100 independent RTK points for which the estimated tolerance interval included the ground truth RTK elevation. The RMSE was calculated to estimate the accuracy of the corrected DEM. The number of the RTK locations where the ENN tolerance intervals included the RTK elevation was calculated to evaluate the reliability of the tolerance interval estimates. These values for two sets of 100 ENN models using respectively six inputs (core) and 12 inputs (core + TLS specific) were compared ( Figure 6 ).
DEM Accuracy and Tolerance Interval
DEM Accuracy
Before any correction was applied, the RMSE of the uncorrected TLS derived DEM was calculated based on the 100 independent points not used as part of the 47th test case ENN calibration and was 0.18 m. After the 47th test case, ENN corrections were implemented to the entire DEM and the RMSEs of both input sets (6 and 12 inputs) were calculated based on the same 100 independent points to evaluate the accuracy of the corrections. The RMSE of the corrected DEM for six inputs was 0.056 m, and 0.045 m for 12 inputs. Overall, the ENN significantly improved the accuracy of the DEM, by 68% for six inputs and by 75% for 12 inputs. The specific TLS inputs were helpful in increasing the accuracy of the DEM by 7%. The uncorrected TLS derived DEM and corrected DEM for six inputs and 12 inputs are presented in Figure 7 . Judged by visual inspection, the elevation of the exposed ground surface, such as tidal flat areas, is very similar between the uncorrected TLS derived DEM and the corrected DEMs for both input sets (green). The elevations of the corrected DEMs for both input sets were slightly lower for areas with low and sparse vegetation cover, such as marsh and transition areas, as compared to the uncorrected TLS DEM. The most significant difference between the uncorrected and corrected DEMs are for the areas with tall and dense vegetation cover including upland and mangrove areas. The elevations of these areas are reduced from an uncorrected DEM elevation range of 0.8-1.9 m (brown-gray) to a corrected DEM elevation range of 0.6-0.9 m (yellow-light brown). The visual comparison of the DEMs shows that (1) the accuracy of the TLS derived DEM is significantly influenced by vegetation, (2) both the ENN models with 6 and 12 inputs are able to correct for the presence of vegetation, and (3) the additional TLS information of the 12-input model leads to a more accurate DEM.
To further investigate the magnitude of the ENN corrections for 6 and 12 inputs, the difference in elevation between the uncorrected DEM and corrected DEM (correction magnitude) for each grid cell based on the 6-and 12-input models are displayed in Figure 8 . For both 6-and 12-input models, most of the corrections are negative indicating that the corrected DEM elevations are generally lower than the uncorrected TLS derived DEM. The uncorrected DEM is mostly and significantly overestimating the bare earth surface elevation for the areas with tall and dense vegetation cover. Much smaller corrections were applied to exposed ground, and the areas with low and sparse vegetation, in a range of −0.2-0 m (orange). Most of the largest corrections are in a range of −0.2-1.1 m and occurred for the areas with tall and dense vegetation cover such as uplands and mangroves. These results show that most of the uncorrected DEM errors and uncertainties were associated with the areas with taller and denser vegetation cover as expected. To further investigate the magnitude of the ENN corrections for 6 and 12 inputs, the difference in elevation between the uncorrected DEM and corrected DEM (correction magnitude) for each grid cell based on the 6-and 12-input models are displayed in Figure 8 . For both 6-and 12-input models, most of the corrections are negative indicating that the corrected DEM elevations are generally lower than the uncorrected TLS derived DEM. The uncorrected DEM is mostly and significantly overestimating the bare earth surface elevation for the areas with tall and dense vegetation cover. Much smaller corrections were applied to exposed ground, and the areas with low and sparse vegetation, in a range of -0.2-0 m (orange). Most of the largest corrections are in a range of -0.2-1.1 m and occurred for the areas with tall and dense vegetation cover such as uplands and mangroves. These results show that most of the uncorrected DEM errors and uncertainties were associated with the areas with taller and denser vegetation cover as expected. 
Tolerance Interval
To study the reliability and applicability of the corrections, the uncertainty range (95% tolerance interval) of every correction for every DEM grid cell is mapped in Figure 9 . As observed when comparing Figures 8 and 9 , the correction and its uncertainty are positively correlated. The bigger the correction, the larger its uncertainty range. The uncertainty range of the areas with upland and mangrove vegetation cover is in a range of 0.2-1.6 m and in a range of 0.02-0.2 m for tidal flat, marsh, and transition areas. The largest difference between the uncertainty ranges of six-input and 12-input models is found for transition and marsh areas. The 12-input model has a larger uncertainty range in this area and is likely the result of the additional TLS specific inputs providing a better characterization of areas with low and sparse vegetation cover to the ENN. Such information is not as valuable for the exposed ground, such as tidal flats, and the tolerance intervals are similar for both 6-and 12-input models for these areas. 
Independent validation
DEM corrections
The uncorrected versus corrected DEM errors relative to 100 independent RTK points were calculated and compared for six inputs and 12 inputs. The environments include uplands, transitions from uplands to tidal flats, tidal flats, and transitions from tidal flats to marshes, high marshes, low marshes, mangroves, and submerged lands. These environments were grouped into three categories to show the effects of land cover on DEM accuracy. 1. The areas with high and dense vegetation cover including uplands and mangroves. 2. The areas with low and sparse vegetation cover including transitions from uplands to tidal flats, and transitions from tidal flats to marshes, high marshes, low marshes. 3. The areas with exposed ground including tidal flats and very shallow submerged lands exposed at the time of the scan. 
Independent validation
DEM corrections
The uncorrected versus corrected DEM errors relative to 100 independent RTK points were calculated and compared for six inputs and 12 inputs. The environments include uplands, transitions from uplands to tidal flats, tidal flats, and transitions from tidal flats to marshes, high marshes, low marshes, mangroves, and submerged lands. These environments were grouped into three categories to show the effects of land cover on DEM accuracy.
1.
The areas with high and dense vegetation cover including uplands and mangroves.
2.
The areas with low and sparse vegetation cover including transitions from uplands to tidal flats, and transitions from tidal flats to marshes, high marshes, low marshes.
3.
The areas with exposed ground including tidal flats and very shallow submerged lands exposed at the time of the scan.
The residual errors of the uncorrected and corrected DEMs compared to the RTK ground truth measurements are calculated as (Z uncorrected DEM − Z RTK ) and (Z corrected DEM − Z RTK ), respectively, and illustrated in Figure 10 . For the corrected DEMs, positive values indicate that the actual corrected elevations are higher than the RTK ground truth elevations (overestimated). Zero values indicate that the corrected elevation values are near equal to the RTK values. Negative values indicate that the corrected elevations are lower than the RTK values (underestimated).
1.
For the areas with high and dense vegetation cover, the uncorrected DEM elevations have the largest overestimation errors ( Figure 10 ). The overestimation is in a range of 0.01-0.64 m and with a median of 0.30 m. After applying the six-input ENN corrections, the corrected DEM elevation error improved to a range of −0.13-0.16 m with a median of 0.03 m. The 12-input ENN achieves better accuracy. The corrected DEM elevation error was in a range of −0.15-0.07 m with a median of 0.01 m. Both ENN models reduce the DEM errors significantly and result in a more accurate DEM elevation, which can be important for further analyses such as erosion and accretion estimates. A limitation of the ENN corrections may be a minute overcompensation in the magnitude of the correction for these areas. The DEM bias is +0.3 m prior to the corrections and -0.02 m for six-input and -0.01 m for 12-input after the corrections. Further analyses with more observations should be carried out for these specific areas to assess the impact of training data on the DEM correction.
2.
For the areas with lower and sparse vegetation cover, the uncorrected DEM also overestimated the RTK measurements ( Figure 10 ). The overestimation error is in a smaller range of 0.02-0.16 m and with a median of 0.08 m. Based on the DEM error comparison, ENN performances were similar for six inputs and 12 inputs. Corrected DEM errors for both input sets were in the range of −0.04-0.04 m with a median of 0.004 m. The results show that the ENN method leads to a more accurate DEM even though the corrections are smaller at these areas.
3.
For the areas with exposed ground, the uncorrected DEM had mostly very small errors ( Figure 10 ). The raw DEM errors were in a range of 0.040-0.005 m with a median of 0.020 m. It shows that TLS is capable of modeling the exposed terrain with accuracy near the uncertainty of the RTK ground truth data. This makes sense given that the same RTK approach was also used to georeference the TLS point cloud data 
Tolerance Intervals
To evaluate the precision and applicability of the ENN DEM corrections, 95% tolerance intervals (uncertainty ranges) of the corrections relative to the 100 independent RTK points were calculated and are displayed in Figures 11 and 12 . Positive values indicate that the corrected DEM elevations In summary, as shown in Figure 10 , the majority of the uncorrected DEM is overestimating the terrain elevation, i.e., a positive measurement bias for TLS. The uncorrected DEM errors were highest for the areas with high and dense vegetation cover, followed by the areas with lower and sparse vegetation cover, and the lowest for exposed ground or bare earth without the presence of vegetation. The results indicate a relationship between vegetation/land cover and the accuracy of the DEM. The DEM errors were correlated with the height and density of the vegetation. Error analysis demonstrated that the ENN was able to adapt to different land covers. Based on the DEM error comparison, it shows that ENN corrections were positively correlated to the uncorrected DEM errors. Both six-input and 12-input networks are able to adapt to different environments and capture the variability of the terrain from exposed ground or bare earth without the presence of vegetation to the areas with high and dense vegetation cover.
To evaluate the precision and applicability of the ENN DEM corrections, 95% tolerance intervals (uncertainty ranges) of the corrections relative to the 100 independent RTK points were calculated and are displayed in Negative values indicate that the corrections are lower than the RTK points. The bar represents the tolerance interval for each correction. Red dot indicates that the tolerance interval did not include the RTK elevation. Grey dot indicates that the tolerance interval did include the RTK elevation.
Inputs
As shown in Figure 12 compared to Figure 11 , the additional TLS features improved the overall precision and generalization of the corrections. At 87% of the 100 independent RTK grid cell evaluation locations, the estimated tolerance interval included the ground truth RTK elevation for the 12-input ENN. At 68% of the locations within areas of high and dense vegetation cover, the estimated tolerance interval included the RTK elevation. At 89% of the locations within areas of lower and sparse vegetation cover, the estimated tolerance interval included the RTK elevation. At 95% of the locations within areas of exposed ground, the estimated tolerance interval included the RTK Figure 11 . Corrected DEM error and estimated 95% tolerance intervals/uncertainty ranges of the error corrections for the six-input ENN compared with the 100 independent RTK points. Referring to the dots, positive values indicate that the corrected DEM elevations are higher than the RTK ground truths. Zero values indicate that the corrections are equal to the RTK values. Negative values indicate that the corrections are lower than the RTK points. The bar represents the tolerance interval for each correction. Red dot indicates that the tolerance interval did not include the RTK elevation. Grey dot indicates that the tolerance interval did include the RTK elevation. 
Conclusion
This paper has introduced a new method for estimating DEM errors and implementing corrections while quantifying the uncertainties of the implemented corrections. The quantification of uncertainties has commonly been computed as a total uncertainty budget that has propagated from many sources such as: systematic errors, interpolation errors, and survey errors. This method quantifies the uncertainty directly from the ensemble spread of ENN models calibrated based on three products: 1. DEM 2. 3D point cloud that was used to generate the DEM 3. Independent set of higher-order accuracy ground truth samples As such, this method was designed as a framework that can be applied to any 3D point cloud dataset used to generate a DEM with flexibility in the selection of model inputs, calibration of outputs, survey methods employed, and terrain complexities.
The original developments from this paper include the establishment of a spatially variable model of elevation corrections based on the generalization and flexibility of ENN architectures. This method was evaluated through comparisons of measured DEM errors with their respective 95% uncertainty ranges estimated using the ENN model's prediction ranges. These comparisons' results demonstrate that ENNs improved the overall DEM accuracy in the study area to 68% for six inputs and 75% for 12 inputs, which corresponded to RMSE values of 0.056 and 0.045 m, respectively. In this study area, the DEM derived from the TLS survey was substantially influenced by the vegetation. The ENNs are valuable models for the production of topographic data with consideration for the spatial variability of complex vegetated terrain. Both the 6-input and 12-input ENNs implemented corrections that were correlated to the height and density of vegetation. The largest corrections were estimated for areas with tall and dense vegetation cover, followed by areas with low and sparse vegetation cover, and smallest for exposed ground surfaces. The evaluation of the 95% tolerance intervals of the ENN corrections was validated to quantify the reliability and determine the applicability of the ENN method for estimating the uncertainty of the corrections. Based on the Red dot indicates that the tolerance interval did not include the RTK elevation. Grey dot indicates that the tolerance interval did include the RTK elevation.
Inputs
As shown in Figure 11 , at 72% of the 100 independent RTK grid cell evaluation locations, the estimated tolerance interval included the ground truth RTK elevation for the six-input ENN. At 50% of the locations within areas of high and dense vegetation cover, the estimated tolerance interval included the RTK elevation. At 63% of the locations within areas of lower and sparse vegetation cover, the estimated tolerance interval included the RTK elevation. At 90% of the locations within areas of exposed ground, the estimated tolerance interval included the RTK elevation. The results demonstrate that with only the six inputs the ENN model did not provide generalized and precise tolerance intervals by adapting to the varying land cover. A relationship between the height and density of the vegetation cover and the precision and generalization of the tolerance intervals is observed in Figure 11 . For the areas with taller and denser vegetation cover, it appears that the core (point cloud generic) six input features do not characterize well enough the influence of these structures on the DEM error. This resulted in these areas having the least precise and least realistic of the tolerance intervals.
As shown in Figure 12 compared to Figure 11 , the additional TLS features improved the overall precision and generalization of the corrections. At 87% of the 100 independent RTK grid cell evaluation locations, the estimated tolerance interval included the ground truth RTK elevation for the 12-input ENN. At 68% of the locations within areas of high and dense vegetation cover, the estimated tolerance interval included the RTK elevation. At 89% of the locations within areas of lower and sparse vegetation cover, the estimated tolerance interval included the RTK elevation. At 95% of the locations within areas of exposed ground, the estimated tolerance interval included the RTK elevation. The results demonstrate that with 12 inputs the ENN model provided more realistic, generalized, and precise tolerance intervals compared to six inputs. However, the 12-input model's overall tolerance interval performance was still 8% away from well-calibrated tolerance intervals. As shown in both Figures 11  and 12 , the tolerance intervals were underestimated for the areas with high and dense vegetation cover, particularly for the six inputs ENN. When comparing the six-and 12-input ENN models, results show that the generalization and precision of the tolerance intervals for the areas with low and sparse vegetation cover improved significantly (26%) when using the TLS specific inputs. Recall from Figure 9 , the tolerance intervals of the 12-input ENN within the areas with low and sparse vegetation cover, such as low marsh and high marsh, are in a range of 0.1-0.2 m while they are in a range of 0.06-0.2 m for the six-input ENN. The probability that the estimated tolerance intervals within these areas included the ground truth RTK elevations increased by increasing the magnitude of the tolerance interval. As shown in Figures 9, 11 and 12 , results suggest that the additional inputs are valuable in that they lead to more reliable tolerance intervals. The tolerance intervals were generalized and well represented in the exposed ground areas. Without the presence of vegetation, the 12-input ENN would have accurately estimated the 95% tolerance interval.
Conclusions
This paper has introduced a new method for estimating DEM errors and implementing corrections while quantifying the uncertainties of the implemented corrections. The quantification of uncertainties has commonly been computed as a total uncertainty budget that has propagated from many sources such as: systematic errors, interpolation errors, and survey errors. This method quantifies the uncertainty directly from the ensemble spread of ENN models calibrated based on three products:
3D point cloud that was used to generate the DEM 3.
Independent set of higher-order accuracy ground truth samples
As such, this method was designed as a framework that can be applied to any 3D point cloud dataset used to generate a DEM with flexibility in the selection of model inputs, calibration of outputs, survey methods employed, and terrain complexities.
The original developments from this paper include the establishment of a spatially variable model of elevation corrections based on the generalization and flexibility of ENN architectures. This method was evaluated through comparisons of measured DEM errors with their respective 95% uncertainty ranges estimated using the ENN model's prediction ranges. These comparisons' results demonstrate that ENNs improved the overall DEM accuracy in the study area to 68% for six inputs and 75% for 12 inputs, which corresponded to RMSE values of 0.056 and 0.045 m, respectively. In this study area, the DEM derived from the TLS survey was substantially influenced by the vegetation. The ENNs are valuable models for the production of topographic data with consideration for the spatial variability of complex vegetated terrain. Both the 6-input and 12-input ENNs implemented corrections that were correlated to the height and density of vegetation. The largest corrections were estimated for areas with tall and dense vegetation cover, followed by areas with low and sparse vegetation cover, and smallest for exposed ground surfaces. The evaluation of the 95% tolerance intervals of the ENN corrections was validated to quantify the reliability and determine the applicability of the ENN method for estimating the uncertainty of the corrections. Based on the results, the additional TLS specific inputs are valuable in that they lead to a significantly increased precision and generalization of the ENN models even though the 95% tolerance interval estimates are still 8% below designed and calibrated estimations. The application of the DEM corrections and associated uncertainties allows for a more rigorous and precise terrain modeling for analysis of geomorphological processes by reducing the error in a DEM and subsequent analyses of elevation change based on the differencing of repeat coverage DEMs. For example, the DEM corrections can reduce the uncertainty in elevation change detection and improve erosion and accretion monitoring.
In summary, this framework presents a new method that performs a spatially variable estimate of DEM error and its uncertainty at a marsh test site. The method allows for a greater understanding of the DEM error and its associated uncertainties, which can be integrated to provide a more rigorous and precise terrain modeling. The amount of ground truth data required, and its spatial distribution, will depend heavily on the size of the geographic area mapped (e.g., TLS at a local scale versus airborne lidar at a regional scale), the complexity of the underlying terrain and land cover, and the desired levels of accuracy. The goal of this method is to be applicable to any 3D topographic point cloud dataset, any type of terrain, and any type of ground truth field surveys or other reference data sets of higher-order measurement accuracy. As such, there are still opportunities and challenges in improving and confirming the applicability of this method to different study sites and survey methods as well as its generalizability, in particular for areas with larger variation in topographic relief or taller and denser vegetation cover (e.g., forests) than a coastal marsh. The present concern is on examining the generalizability of the method by training in one area and applying it to another region of similar land cover. From there, the aim will be on scalability and guidelines for the amount of ground truth data needed to provide a reliable model for correction. 
