Abstract. For a given symmetric positive definite matrix A ∈ R N×N , we develop a fast and backward stable algorithm to approximate A by a symmetric positive definite semiseparable matrix, accurate to a constant multiple of any prescribed tolerance. In addition, this algorithm preserves the product, AZ, for a given matrix Z ∈ R N×d , where d N . Our algorithm guarantees the positivedefiniteness of the semiseparable matrix by embedding an approximation strategy inside a Cholesky factorization procedure to ensure that the Schur complements during the Cholesky factorization all remain positive definite after approximation. It uses a robust direction-preserving approximation scheme to ensure the preservation of AZ. We present numerical experiments and discuss the potential implications of our work.
1. Introduction.
Motivation and background.
Given any symmetric positive definite (SPD) matrix A and any tolerance τ > 0, in this paper we present a fast backward stable algorithm to construct an SPD semiseparable matrix that approximates A while preserving the product, AZ, for a given matrix Z ∈ R N ×d for d N . The idea of preserving the actions of A on certain vectors (directions) goes back to the early pointwise approximate factorization methods by Dupont, Kendall, and Rachford [11] , Gustafsson [15] , and Notay [23] . The motivation there was that by imposing certain row-sum criteria to the incomplete factorization of matrices coming from finite difference approximation of second order elliptic equations, it can lead to improving the condition number of the preconditioned matrix by an order of magnitude better than the one of the original finite difference matrix (i.e., from Ø(h −2 ) to Ø(h −1 )). One of our motivations here is that an approximate factorization of a discretization matrix can lead to Schur complement matrices that can be viewed as coarse discretization matrices if they preserve the near null-space of the original fine-grid matrix. Our goal is to have a general procedure that can ensure this property for any given number of directions d. For example, in the application of two-dimensional elasticity equations it is important to preserve the so-called rigid-body modes, in which case we have d = 3. For other applications, such as the "adaptive algebraic multigrid" (AMG; cf., e.g., [2] ), it is important that the coarse space contains several "algebraically smooth" directions. Although in the present paper we do not pursue the application of our direction-preserving approximate factorization method to AMG, this is one of our main motivations to develop and study the proposed approximate factorization technique.
In what follows we adopt the so-called semiseparable matrix structure which in certain applications by using high enough rank in the approximation can lead to virtually exact factorization of the matrix. Thus, by choosing the rank we have a whole spectrum of approximate block factorization methods that can vary in accuracy from simple preconditioners (comparable to symmetric Gauss-Seidel) to highly accurate (but potentially expensive for large rank) and virtually exact factorizations.
The semiseparable structure is a matrix analogue of semiseparable integral kernels as described by Kailath in [19] . This matrix analogue was most likely first described by Koltracht, Gohberg, and Kailath in [21] . In that paper it is shown that, under further technical restrictions, an LDU factorization is possible with a complexity n 2 N , where n is the complexity of the semiseparable description and N is the dimension of the matrix-in effect an algorithm linear in the size of the matrix when n is small. In their papers Dewilde and Alpay [9] and Dym, Alpay, and Dewilde [12] introduce a new formalism for time-varying systems which provides for a framework closely analogous to the classical time invariant state space description and which allows for the generalization of many time invariant methods to the time-varying case. When applied to matrices, this formalism generalizes the formalism used in [21] and allows for more general types of efficient operations (by "efficient" we mean operations that are linear in the size of the matrix). In the book Time-Varying Systems and Computations [10] , Dewilde and van der Veen describe the various operations that are possible on time-varying systems in great detail, including the efficient application of orthogonal transformations. In particular, they show how a U RV -type transformation on a general (possibly infinite-dimensional), semiseparable system can be done with an efficient recursive procedure. This procedure is based on the ideas by van der Veen and Dewilde in [25] and by Gohberg and Eidelman in [14] . In the former paper the connection with Kalman filtering as a special case of the procedures is also discussed.
In the literature, various efficient representations for rank structured matrices have been proposed, and efficient and accurate algorithms have been developed using these representations [1, 3, 7, 8, 9, 12, 21, 16, 17, 18, 19, 26, 27] . In particular, several efficient algorithms have been developed for approximating a symmetric matrix A by a symmetric semiseparable matrix, accurate to a constant multiple of any given tolerance τ > 0 [9, 12, 21] . Fast backward stable algorithms have also been constructed to approximate A with an SPD semiseparable matrix (see [24] ).
This current work was also motivated by such work as well as work on construction of monotonic preconditioners for sparse SPD matrices. Recent work on superfast direct methods for discretized matrices from elliptic operators uses the semiseparable matrix structure as a basic tool in solving discretized elliptic PDE problems (see [4, 3, 6, 22] ). In the process of generalizing these methods to construct robust and effective preconditioners, we are led to the problem of constructing semiseparable SPD matrices to approximate a given dense SPD matrix A for a very large given tolerance τ > 0. Additionally, as mentioned earlier (e.g., in the AMG application), it is often unnecessary (potentially expensive) to maintain a high order of approxima- 
tions along a small number of known directions defined by a given matrix Z ∈ R N ×d . Values such as 1, 2, or 3 are typical for d in these cases.
1.2. The paper outline. In this paper, we present an efficient and backward stable algorithm for solving such problem for any given tolerance τ > 0. This work will form the basis of our efficient construction of effective preconditioners for sparse matrices arising from discretized PDEs. As in [24] , we embed the semiseparable matrix construction scheme of [3] inside the Cholesky factorization procedure for A to ensure that each approximate Schur complement during the Cholesky factorization remains positive definite. In addition, we ensure that the matrix-matrix product AZ remains unchanged throughout the entire procedure, up to rounding errors.
To be more specific, let B be a semiseparable N × N matrix. Then there exist n positive integers m 1 , . . . , m n , with N = m 1 + · · · + m n , to block-partition A as
are all matrices whose dimensions are defined in Table 1 .1. While any matrix can be represented in this form for large enough k i 's and l i 's, our main focus will be on matrices of this special form that have relatively small values for the k i 's and l i 's (see section 3). In the above equation, empty products are defined to be the identity matrix. For n = 4, the matrix B has the form
Throughout this paper we will assume that the D i 's are square matrices. It is shown in [10] that this class of matrices is closed under inversion and includes banded matrices and semiseparable matrices as well as their inverses as special cases. The semiseparable structure of a given matrix B depends on the sequence m i . Different sequences will lead to different representations.
If D k is symmetric and As is well known, the Cholesky factor of an SPD semiseparable matrix is upper triangular semiseparable. Conversely, let R be a nonsingular upper triangular semiseparable matrix. Then R T R is an SPD semiseparable matrix. In section 2 we present the construction algorithm. In section 3, we discuss numerical experiment results with this construction algorithm. In section 4 we discuss potential applications of this work and draw some conclusions.
The construction algorithm.
The main goal of this section is to present our semiseparable matrix construction algorithm. To this end, we need to establish some notation.
Notation. Let A ∈ R
N ×N be an SPD matrix with block partitioning
where
With a slight abuse of notation, we will denote
and
For any given matrix H and a given tolerance τ , we consider an orthogonal decomposition of the form
where the matrix (U U ) is column orthogonal so that U T U = 0. Throughout this paper, we will decompose various matrices in the form of (2.2) such that U has as few columns as possible and such that V 2 = O(τ ). Equation (2.2) will be our main tool for performing low-rank numerical approximations.
Direction-preserving approximations.
We start by considering direction-preserving low-rank approximations. Let H ∈ R m×n , F ∈ R n×d , and G ∈ R m×d ; we seek approximations of the form (2.2) that further preserve the matrixmatrix products HF and
That is, we would like to preserve the following equalities when H is approximated by U V T :
To this end, we first use QR factorization of F to get
×d . Finally, we compute the matrix
Our goal is to approximate H by approximating H instead. Note that H = Q G HQ T F . By construction, it is sufficient to preserve the first d columns and rows of H in order to preserve HF and G T H. Furthermore, our choices of the QR factorizations result in the lower left corner of H being 0 as below:
,
We now compute an orthogonal decomposition in the style of (2.2) for H 2,2 ,
with columns of (U 1 U 2 ) orthonormal and V 2 2 = O(τ ). This leads to an orthogonal decomposition of the form (2.2) for H with (2.9)
which leads to an orthogonal decomposition of the form (2.2) for H with (2.10)
We now show that (2.3) is true under this approximation. To verify the first part, we have
To verify the second part, we have This compression scheme is numerically stable. We have, in fact, presented the scheme in such a way that every step of the computation is known to be numerically stable. We leave out the details of the proof for numerical stability as they are tedious and do not provide much new insight into the scheme.
Construction of approximate Cholesky factorization.
To begin our procedure, we first recall the following standard block Cholesky factorization procedure:
For each k, the first step in this procedure computes the Cholesky factorization of the kth diagonal block; the second step computes the rest of kth block row; and the last step computes the Schur complement of the kth block. The output of this procedure is the upper triangular matrix
In the following, we will modify the above procedure to find an approximate Cholesky factorization satisfying (2.11)
and where S is an upper triangular semiseparable matrix of the form (cf. (1.1))
with the D k 's being upper triangular and
In light of the block Cholesky factorization procedure above, we begin by computing
Our next step is to compute a low-rank approximation to H 1 without changing AZ. Note that
To preserve AZ, we only need to find a low-rank approximation to H 1 while preserving both H 1 Z 2:n and G T 1 H 1 . Here we compute an orthogonal decomposition of H 1 in the style of (2.10) as follows:
where the matrix (U 1 U 1 ) is column orthogonal and Q 1 2 ≤ τ . It follows that
According to the block Cholesky factorization procedure, (D 1 H 1 ) is actually the first block row of R. Hence the Schur complement of the first block becomes
We now approximate A 1 by
Since A is SPD, both the Schur complement A 1 and its approximation A 1 must also be SPD. We note that this approximation amounts to adding a symmetric positive semidefinite matrix of norm at most τ 2 to the original matrix. We further approximate H 1 = R 1,2:n by U 1 Q T 1 . Since this approximation is done on the Cholesky factor of A, the amount of perturbation to A is only O( D 1 2 τ ) = O( A 2 τ ). After these two approximations, we obtain the first block row in the Cholesky factor as
and the Schur complement is now A 1 . We will only store the current A 2:n,2:n and Q 1 instead of computing A 1 explicitly.
To continue, partition
The Schur complement becomes
For approximations on the second block, we first compute
and A 2,3:n := A 2,3:n − V 2 H 1 .
We then use Cholesky factorization of
2 A 2,3:n , and define
With this notation and the approximation to H 1 , we can rewrite the matrix A as
The product AZ was preserved in the approximation to H 1 . In approximating ( H1 H2 ), we only need to preserve the product of matrix on the right-hand side of (2.13) and Z. But this can be done by preserving ( 
Preserving these directions, we compute an orthogonal decomposition in the style of (2.10) as follows:
where the matrix (U 2 U 2 ) is column orthogonal and Q 2 2 ≤ τ . As before, approximating ( H1 H2 ) by U 2 Q T 2 will not change the original matrix-matrix product AZ. We write the Schur complement of A 2,2 as
We now approximate A 2 by
and the first two blocks of the Cholesky factor by
where we have used the partition
Again, this approximation ensures that the matrix-matrix product AZ remains unchanged and the Schur complement A 2 remains SPD.
To continue this procedure by induction, we assume that at the kth step for k < n − 1, the approximate Cholesky factor with the first k blocks has the form ⎛
and the approximate Schur complement has the form
As before, partition
H k so that
We explicitly compute
and A k+1,k+2:n := A k+1,k+2:
We then use Cholesky factorization of A k+1,k+1 := D T k+1 D k+1 and compute
We can write the matrix approximation as follows:
In order to keep the matrix-matrix product AZ unchanged, we only need to preserve (
. As before, we compute an approximation of (
) in the style of (2.10) as follows: (2.14)
where the matrix (U k+1 U k+1 ) is column orthogonal and Q k+1 2 ≤ τ . It follows that the Schur complement for block k + 1 is
Again, this allows us to write
which is then approximated by
Since the difference between A k+1 and A k+1 is a symmetric positive semidefinite matrix, A k+1 must itself be an SPD matrix. After these computational steps, the approximate Cholesky factor becomes ⎛
in the numerical low-rank approximation of (
and H k+1 ≈ U k+1 Q T k+1 , thus ending up with a new approximate Cholesky factor of the form
Throughout the steps, the matrix-matrix product AZ is always kept unchanged. This completes the induction for k < n − 1. For k = n − 1, the new approximate Cholesky factor still has the form similar to above, without the last column. This is exactly the form of the matrix S defined in (2.12) . This ends the proof.
It can easily be seen from the algorithm description that every approximate Schur complement during the Cholesky factorization is obtained by adding symmetric positive semidefinite matrices of norm at most τ 2 to the true one. We also perform an approximation of the order O( A 2 τ ) for low-rank approximation at every step of the algorithm. Hence the total truncation error O( A 2 τ ) in (2.11) could be O(n) times larger than A 2 τ . Assume that each diagonal block in A has roughly the same number of columns. Let p be the maximum dimension in all the diagonal blocks, and assume that p is bigger than the column dimension of every matrix U k . Then the cost for each step is O(N p 2 ) flops, leading to a total cost of O(n 2 p 3 ) = O(N 2 p) flops for the whole construction algorithm.
As is shown in [3] , the column dimensions of U k in S turn out to be precisely the rank of S 1:k,k+1:n for k = 1, . . . , n − 1. If A 1:k,k+1:n has small numerical rank for the given tolerance for k = 1, . . . , n − 1, the matrix S constructed above will also have small rank in each of its upper off-diagonal blocks. Otherwise, some U k 's would need to have large numbers of columns.
We have presented our construction algorithm using SVDs. However, any rankrevealing decomposition satisfying (2.2) will also work. Good examples are rankrevealing QR factorizations and rank-revealing modified Gram-Schmidt procedures. It is likely that this will lead to considerable speedup for a small loss in compression.
As before, this construction algorithm is numerically stable, and we also leave out the details of the tedious and yet not very insightful proof.
For the purpose of computing a preconditioner, we can further require that the number of columns in U k not exceed a certain preset number, like MaxRank. This is equivalent to restricting the number of columns in U in (2.2) to never exceed a certain preset number, like MaxRank. In our numerical experiments, we simply set the submatrix H 2,2 = 0 in (2.8). This simple strategy has still led to very effective preconditioners; see section 3.
Numerical results.
We have written a C code implementing our construction algorithm. In the following we report the numerical results with this code. Here we concentrate on demonstrating the effectiveness of our semiseparable matrix approximations as preconditioners.
First, we consider finite-element discretizations on uniform triangular mesh of size h, with piecewise linear functions of the following diffusion equation defined on the unit square Ω = [0, 1] × [0, 1]:
where the coefficient k(x, y) is a two-by-two matrix of the form I + bb T for a given > 0 and variable direction vector
In the test we chose = 0.01 and α = π 3 . We assume a mixture of Dirichlet and Neumann boundary conditions.
We use standard lexicographic ordering of the unknowns (or mesh-points). The block structure of the matrix is obtained by putting together all p consecutive nodes in a block. In the test we varied the block size p; the number of direction vectors, d, between zero and three; and the maximum rank r. Note that our algorithm requires r ≥ 2d and the block size p to be at least the rank r. We present results of two settings of block size and maximum rank: the smaller one with p = 8 and r = 2d + 2, and the larger one with p = 20 and r = 2d + 10. The direction vectors correspond to the constant vector for d = 1, and additionally, d = 2 and d = 3 correspond to the vectors coming from the linear functions x and y evaluated at the nodes of the mesh. We use the thus constructed block factorization matrix as a preconditioner in the preconditioned conjugate gradient (PCG) method. We list in Table 3 .1 the number of iterations m for which the respective residuals satisfy r T m r m ≤ 10 −6 r T 0 r 0 . We do not use the preconditioned residual norm since we want to compare the different preconditioners corresponding to different d (the number of directions) using fixed norm. We also include the time to construct the approximate factor preconditioner. The tests were run on a 1.9 GHz IBM Power5 machine at the National Energy Research Scientific Computing Center.
The results in Table 3 .1 show the improvement of the number of iterations using increasing number of directions. There are only two cases where the iteration count for d = 2 is larger than that for d = 0 or d = 2. Nevertheless, d = 3 always achieves the lowest iteration count. It is clear that the preconditioner for larger d's is more expensive to construct and apply. Also, as expected, larger rank results in better approximate factorization. It is good that the extra construction cost is acceptablewith more than doubling the block size and rank, the construction time is not more than doubled, and the increase is smaller as the problem size increases. The purpose of the second test that we performed is to achieve high tolerance in the approximation when we factorize a dense SPD matrix. We consider the model anisotropic diffusion problem (3.1) for a set of diffusion direction vectors b. The dense matrix under consideration is obtained as follows. We order the nodes using the nested-dissection ordering [13, 20] . In this ordering, the last n × n (n = 1/h)-dimensional Schur complement, S, is a dense SPD matrix, costing traditional direct solvers O(n 3 ) operations to factorize. We approximate this matrix by R T R, where R is an upper triangular semiseparable matrix with maximum off-diagonal rank at most 2. We require that a single direction Z = (1, . . . , 1)
T be preserved under our compression scheme. Z in this case is a well-known rigid-body mode of our model problem under our discretization. This implies that we must set H 2,2 = 0 in (2.10) at every step of compression, even though the matrix S in consideration can be very ill conditioned. Let S = R −T S R −1 . Obviously, R T R is a good preconditioner if κ( S), the condition number of S, is much smaller than κ(S), the condition number of S. Table 3 .2 summarizes our results for this problem. We observe that κ( S) always hovers around 1, indicating high effectiveness of R T R as a preconditioner for S. In other words, the last n × n-dimensional dense Schur complement in the traditional Cholesky factorization can be well represented by a semiseparable representation with off-diagonal rank 2. Finally, we considered the two-dimensional linear elasticity equation
where − → u ∈ R 2 is the displacement vector field and λ and μ are the Lamé constants. This PDE is very ill conditioned when the ratio λ/μ is very large; this limit is known as the incompressible limit and is associated with the mechanical behavior of elastometric materials and plastic flow in metals, for example. Iterative methods, including standard geometric multigrid, converge very slowly or even diverge for very large λ/μ. However, such situations are important as they are ubiquitous in nature; one of our chosen example problems, in fact, possesses this behavior in its linearized form. The two direction vectors correspond to the two well-known rigid-body modes. Let u = (u 1 u 2 ). One of the rigid-body modes is such that all the discretized u 1 nodes are 1 and all the discretized u 2 nodes are 0; the other is such that all the discretized u 1 nodes are 0 and all the discretized u 2 nodes are 1. Table 3 .3 shows the PCG convergence history and the condition number of A = R −T AR −1 , where R is the approximate semiseparable Cholesky factor. It is clear that with higher ratio λ/μ, the system is much more ill conditioned and requires many more PCG iterations. When λ/μ = 1, preserving directions and increasing block/rank size are beneficial. When λ/μ = 10 4 , preserving directions is generally beneficial, but larger block/rank size is not helpful. For the elasticity problem, we also examined the last Schur complement matrix arising from direct Cholesky factorization with nested-dissection ordering. This time, we allow the maximum off-diagonal rank to be at most 4 in the semiseparable representation and still require our compression scheme to preserve the two rigid-body modes. The results are shown in Table 3 .4. This time, κ( S) hovers around 1, even when S is ill conditioned.
To summarize, our results show that for both diffusion and elasticity problems, our direction-preserving factorization method is very efficient and achieves very good approximation for the Schur complement matrices corresponding to the top level separator. Our future main goal is to use this factorization algorithm to construct reduced (Schur complement) matrices that have prescribed actions on certain direction vectors and not as much as stand-alone preconditioners (as explained in the introduction of this paper).
Conclusions.
We presented an efficient and backward stable algorithm for constructing SPD semiseparable matrices that approximate a given dense SPD matrix A with a guaranteed a priori given tolerance τ > 0. In the literature, there are several different classes of semiseparable matrices that have similar low-rank structures [6, 5, 16, 17, 18] . Work has begun to extend our algorithm to such low-rank structures. Ultimately, such algorithms will be used to form the basis of efficient algorithms to construct effective preconditioners for sparse matrices arising from discretized PDEs.
Alternatively, giving up on the guaranteed tolerance property, the proposed algorithm provides an SPD factorized matrix that has the same actions as the original SPD matrix on a given set of direction vectors. More generally, the proposed algorithm has the property that it provides approximate Schur complement (reduced) matrices that have the same actions as the corresponding exact Schur complements on a given set of direction vectors. The latter property offers the potential to construct coarse matrices for AMGs, which is a topic of future research.
