ABSTRACT A class TC(X) of X-graphs is introduced, and an algorithmic property of labellings of nite strongly connected graphs by rational languages is shown to be decidable. This property, named as TC-inevitability, is a languagetheoretic analogue of the R-inevitability of labellings of nite strongly connected graphs by nite monoids. As a consequence, the pseudovariety R of all nite R-trivial monoids is shown to be hyperdecidable relative to the class of labellings of nite strongly connected graphs by nite monoids. Strong decidability of the dual pseudovariety L follows as a corollary and a few applications to decidability results are provided.
Introduction
The semidirect product is nowadays widely recognized as a key operator in the study of pseudovarieties of monoids (or semigroups). In particular, connections of this operator with the algorithmic problem of decidability for pseudovarieties have assumed great relevance due to the recent introduction of various concepts that strengthened the notion of pseudovariety itself and allowed the attainment of several positive results 2, 3, 4, 6, 8, 10].
Ash de ned what he called an inevitable labelling of a graph by a monoid in his famous solution of the type II conjecture 6, 8] . This combinatorial tool was designed by Ash to help solving a decidability problem which involved the pseudovariety G of all nite groups. The rst author generalized this concept to an arbitrary pseudovariety V of monoids 2], de ning V-inevitable labellings of graphs by nite monoids.
According to 2], a pseudovariety V of monoids is hyperdecidable if it is decidable, for every labelling ' of a nite graph by a nite monoid, whether or not ' is V-inevitable. For most semidirect product applications, we can restrict ourselves to the case of ? being strongly connected 4, 10] . For short, decidability of V-inevitability for strongly connected graphs will be named SC-hyperdecidability.
We denote by R the pseudovariety of all nite R-trivial monoids. The aim of this work is to produce an algorithm to prove that R is SC-hyperdecidable. The methods used are essentially language-theoretic, and the rst step is to reduce our problem to a similar one which involves rational languages and a particular class of graphs/automata. We denote by TC(X) the class of all deterministic connected complete X-graphs with no cycles of length greater than 1. A TC-inevitable labelling : ? ! RatX of a nite strongly connected graph ? by rational X-languages is de ned as the language-theoretic counterpart of an R-inevitable labelling. In particular, it is proved that if it is decidable, for every labelling : ? ! RatX with ? strongly connected, whether or not is TC-inevitable, then R is SC-hyperdecidable.
We show that TC-inevitability is decidable using induction on the cardinal of the nite set X and standard nite automata algorithms. After a few useful technical lemmas, we suppose that a labelling : ? ! RatX is TC-inevitable and proceed to derive a whole number of consequences. In the second part of the proof, these consequences are shown to constitute a set of su cient conditions for TC-inevitability. In doing so, we must split our argument into two di erent cases. However, the central role is played in both of them by a nite automaton denoted by C. The automaton C is built from the direct product of the minimal automata of the rational X-languages v (v 2 V (?), adjoining new edges on an extended alphabet. These new edges represent in fact a coding of all the relevant information we can possibly obtain using our induction hypothesis on the cardinality of the alphabet X. A valuable asset on this process is the concept of -factorization, a canonical decomposition of a word in factors according to their content. Adequate use of these factorizations allows us to take full advantage of our induction hypothesis. In the end, decidability of our e ectively constructible set of necessary and su cient conditions follows then from standard nite automata algorithms. As a corollary, SC-hyperdecidability of R is obtained.
Strong decidability of a pseudovariety of monoids V (decidability of the V-pointlike subsets of an arbitrary nite monoid) is a consequence of its SC-hyperdecidability. Moreover, strong decidability happens to be a self-dual concept. Since the pseudovariety L of all nite L-trivial monoids is the dual pseudovariety of R, we obtain as a corollary that the pseudovarieties R and L are strongly decidable.
All these results are used to produce several applications to semidirect products of pseudovarieties.
Preliminaries
For general background on nite semigroup theory and language theory, we refer the reader to 1] and 7], respectively.
We de ne a graph to be a disjoint union ? = V E of two nite sets V and E, together with two mappings ; ! : E ! V:
We say that V (?) = V (respectively, E(?) = E) is the set of vertices (respectively edges) of ?. For every e 2 E, we say that e and e! are respectively the beginning and the end of e. The graph ? is said to be strongly connected if, for all distinct v; w 2 V , there exists a nite sequence e 1 ; :::; e n in E such that e 1 = v, e n ! = w and e j ! = e j+1 for every j 2 f1; :::; n ? 1g.
Let X denote a nite set. We de ne an X-graph to be a triple of the form A = (V; E; i 0 ); where V is a nite nonempty set, E V X V and i 0 2 V . A path of length n 0 in A is a sequence of the form ?!q n with (q j?1 ; x j ; q j ) 2 E for every j 2 f1; :::; ng. The word x 1 :::x n 2 X is the label of the path. If n > 0, q n = q 0 and q 0 ; :::; q n?1 are all distinct, the path is said to be a cycle. We say that A is deterministic if the implication (v; x; w); (v; x; w 0 ) 2 E ) w = w 0 holds in A. We say that a vertex v 2 V is accessible if there exists a path i 0 ?!v in A, and we say that A is connected if every v 2 V is accessible.
Let A = (V; E; i 0 ) be a deterministic X-graph and let PT(V ) denote the monoid of all partial transformations on V . Every x 2 X induces a partial transformation on V which associates to each v 2 V the unique w 2 V such that (v; x; w) 2 E (if such an element exists). This map can be (uniquely) extended to a monoid homomorphism
which is said to be the transition function of A. If allowed by context, we write instead of (A) . If x is a full transformation for every x 2 X, we say that A is complete.
Let A 1 ; :::; A n be X-graphs, with A j = (V j ; E j ; i j ) for every j 2 f1; :::; ng. We de ne A 1 ::: A n = (V; E; i 0 ) to be the X-graph described by -V = V 1 ::: V n ; 3 -E = f((v 1 ; :::; v n ); x; (w 1 ; :::; w n )) 2 V X V : (v j ; x; w j ) 2 E j for every j 2 f1; :::; ngg; -i 0 = (i 1 ; :::; i n ).
Clearly, if A 1 ; :::; A n are deterministic (respectively complete), then A 1 ::: A n is also deterministic (respectively complete).
Given an X-graph A, we denote by a(A) the accessible part of A, that is, the X-graph obtained from A by throwing away all its non-accessible vertices and incident edges. Clearly, a(A) is always connected. Moreover, A deterministic (respectively complete) implies a(A) deterministic (respectively complete).
An X-automaton is a quadruple A = (V; E; i 0 ; F) such that (V; E; i 0 ) is an X-graph and F V . A successful path in A is a path of the form i 0 ?!f, with f 2 F. The language recognized by A is the set L(A) of labels of successful paths in A. Given p; q 2 V , we denote by A p;q the X-automaton (V; E; p; fqg). The On the other hand, there is no evidence to suggest that SC-hyperdecidability may be a self-dual property. Our next result shows that SC-hyperdecidability implies strong decidability.
Given a ( nite) monoid M, we denote by M I the ( nite) monoid obtained from M by adjunction of the new identity ". Given a nonempty subset P of M, let ? P denote the graph de ned by -V (? P ) = P, -E(? P ) = P P,
-for every (p; q) 2 E(? P ), (p; q) = p and (p; q)! = q, and let ' P : ? P Conversely, suppose that ' P : ? P ! M I is V-inevitable. Let < M N with N 2 V. Then f("; 1)g < M I N and, since ' P : ? P ! M I is V-inevitable, there exists a consistent labelling ' 0 P : ? P ! N such that (a' P ; a' 0 P ) 2 f("; 1)g for every a 2 ? P . It follows that e' 0 P = 1 for every e 2 E(? P ). Since ? P is strongly connected, we obtain p' 0 P = q' 0 P for all p; q 2 V (? P ) = P by consistency of ' 0 P . Since (p; p' 0 P ) 2 for every p 2 P, P is V-pointlike.
The last assertion is now a consequence of ? P being strongly connected. 2 
TC-inevitable labellings
In this section we de ne a class of graphs deeply related to the pseudovariety R. Let TC(X) denote the class of all deterministic connected complete X-graphs with no cycles of length greater than 1, i.e., having only \trivial" cycles. The following result will prove to be useful later. We have a = u a = a', therefore a 2 a' ?1 = a for every a 2 ?.
Moreover, a = ua = a' 0 implies that = ' 0 is consistent, therefore is TCinevitable.
Conversely, suppose that is TC-inevitable, and let < M R with R 2 R.
Without loss of generality, we can assume that = f(x ; r x ); x 2 Xg and R is generated by fr x ; x 2 Xg. Let : X ! R be the surjective homomorphism de ned by x = r x (x 2 X). By Lemma 3.2, ? (R) 2 TC(X). Let = (? (R)) . Since is TC-inevitable, there exists a labelling : ? ! X such that a 2 a for every a 2 ? and is consistent. Let ' 0 = . Since a 2 a = a' ?1 , we have a = a' and so (a'; a' 0 ) = (a ; a ) 2 for every a 2 ?.
Now we show that Ker
Ker . Suppose that u; v 2 X are such that u = v . The word u (respectively v) labels a path in ? (R) from the vertex 1 to the vertex u (respectively v ). Since u = v , we must have u = v . Thus Ker Ker .
Since is consistent, it follows from Ker Ker that = ' 0 is consistent. Hence ' is R-inevitable.
We have just proved that we can reduce decidability of R-inevitability to decidability of TC-inevitability. Thus the hypothesis of the lemma implies the SChyperdecidability of R. 2
The next result shows how, given a TC-inevitable labelling, one can deal simultaneously with nitely many X-graphs of TC(X).
Lemma 3.5. Let X be a nite set and let A 1 ; :::; A n 2 TC(X If this is true, our lemma will follow immediately from well-known decidability results for rational languages 7] .
First of all we remark that the elements of TC(X) are precisely the X-graphs of the form Suppose that v is in nite for every v 2 V (?). Let A 2 TC(X). Then A admits the description in the diagram for some k 0. We de ne : ? ! X as follows. For every v 2 V (?), we choose v 2 v with jv j k; for every e 2 E(?), we choose e 2 e arbitrarily. Let e 2 E(?) and let j 2 f1; :::; kg. Then q j e e = q k = q j e! and so is consistent. Thus : ? ! RatX is TC-inevitable.
Suppose now that x m 2 \ v2V (?) v and 1 2 \ e2E(?) e . Let A 2 TC(X). Then A admits the description in the diagram for some k 0. We de ne : ? ! X as follows. For every v 2 V (?), we take v = x m ; for every e 2 E(?), we take e = 1. Let e 2 E(?) and let j 2 f1; :::; kg. Then q j e e = q minfk;j+mg = q j e! and so is consistent. Thus : ? ! RatX is TC-inevitable.
Conversely, suppose that : ? ! RatX is TC-inevitable. Of course, e 6 = ; for every e 2 E(?). Suppose that v is nite for some v 2 V (?) and let m = maxfn; x n 2 v g + 1. Let A 2 TC(X) be as described in the diagram with k = m. Since : ? ! RatX is TC-inevitable, there exists a labelling : ? ! X such that a 2 a for every a 2 ? and is consistent. Let w; w 0 2 V (?) with w 6 = w 0 . Since ? is strongly connected, there exists a nite sequence e 1 ; :::; e n in E such that e 1 = w, e n ! = w 0 and e j ! = e j+1 for every j 2 f1; :::; n ? 1g. Since is consistent, it follows that w e 1 ::: en = w 0 : Suppose that q 0 w = q l . Then q 0 w 0 = q t for some t l. Since w and w 0 are arbitrary, it follows that q 0 w = q l for every w 2 V (?). Considering the particular case w = v, it is easy to conclude that l < m. Since there is a unique path from q 0 to q l , it follows that x l = w 2 w for every w 2 V (?). Hence \ v2V (?) v 6 = ;. Finally, let e 2 E( ). Then q 0 e e = q 0 e! and so q l e = q l . Since l < m, we must necessarily have 1 = e 2 e and the lemma is proved. 2
Given a nite set X, we denote by P(X) the set of all the subsets of X. Considering the union operation in P(X), we can de ne a surjective monoid homomorphism : X ! P(X) by x = fxg (x 2 X). In particular, Y ?1 2 RatX for every Y X. As usual, we say that u is the content of the word u 2 X .
Now we x a labelling : ? ! RatX , with j X j > 1, and suppose that the TC-inevitability of a labelling 0 : ? ! RatY is decidable whenever jY j < jX j. We note that the notation Y X will be used to mean that Y is a proper subset of X.
We are going to assume rst that : ? ! RatX is TC-inevitable, and we will derive from this fact necessary conditions that, in the end, will prove to be also su cient for TC-inevitability.
Given A 2 TC(X), we denote by jAj the length of A, that is, the maximum length of a path with no loops in A. For every n 0, let TC n (X) = fA 2 TC(X) : jAj ng:
it is easy to see that TC n (X) is nite for every n 0, and of course TC(X) = (A) a n 2 a for every a 2 ?; (B) n (A) is consistent for every A 2 TC n (X).
In fact, we can just observe that is TC-inevitable if and only if there exists a sequence ( n ) n of labellings satisfying conditions (A) and (B). Being so, we are entitled to call such a sequence a solution of . The next two lemmas will play an essential role in everything to follow, and the relevance of ? being strongly connected becomes apparent in the rst one of them. Lemma 4.2. Let ( n ) n be a solution of : ? ! RatX and let A 2 TC n (X). If v; w 2 V (?), then v n = w n . Proof. Let e 2 E(?). Since n is consistent, we have e n e n = e! n and ? strongly connected implies that the mappings v n (v 2 V (?)) are all R-related in X . Since X 2 R by Lemma 3.1, it follows that v n = w n for all v; w 2 V (?).
2
Lemma 4.3. Let ( n ) n be a solution of : ? ! RatX .
(i) Every subsequence of ( n ) n is also a solution of .
(ii) If f n ; n 0g H 1 ::: H m for some m 1, there exists a subsequence ( kn ) n of ( n ) n and r 2 f1; :::; mg such that kn 2 H r for every n 0. Proof. (i) Let ( kn ) n be a subsequence of ( n ) n . Since n k n for every n 0, we have TC n (X) TC kn (X) and so ( kn ) n is a solution of .
(ii) If f n ; n 0g H 1 ::: H m , then fn 0 : n 2 H r g is in nite for some r 2 f1; :::; mg, and we can take a subsequence of ( n ) n contained in H r . 2
The next factorization is also a crucial tool in our algorithm. The canonical decomposition of a word according to the content of its factors will supply the adequate means to take full advantage of our induction scheme.
Given a word u 2 X , we de ne a -factorization u = (u 1 )x 1 (u 2 )x 2 :::(u n )x n (u ) to be such that x j 2 X for every j 2 f1; :::; ng; u j = X ? fx j g for every j 2 f1; :::; ng; u X.
Using induction, it is easy to see that every word u 2 X has a unique -factorization. If u admits the above -factorization, we write j u j = n. We identify q j?1 with i 0 , and we assume that A and A 0 have no other common vertex. Further, we consider new vertices q 00 (q 2 V ), distinct from any vertex in A or A 0 , such that p 00 6 = q 00 whenever p 6 = q (p; q 2 V ). We de ne A 00 = (V 00 ; E 00 ; q 0 ) 2 TC n+j (X) by V 00 = V V 0 fq 00 ; q 2 V g; E 00 = E E 0 f(q; x j ; q 00 ); q 2 V g f(q 00 ; x; q 00 ); q 2 V; x 2 Xg. We identify q t with i 0 , and we assume that A and A 0 have no other common vertex. Further, we consider new vertices q 00 (q 2 V ), distinct from any vertex in A or A 0 , such that p 00 6 = q 00 whenever p 6 = q (p; q 2 V ). We de ne A 00 = (V 00 ; E 00 ; q 0 ) 2 TC n+t+1 (X) by V 00 = V V 0 fq 00 ; q 2 V g; E 00 = E E 0 f(q; z; q 00 ); q 2 V; z 2 X ? Y g f(q 00 ; x; q 00 ); q 2 V; x 2 Xg. We Proof. Let A 2 TC n (X). Since N = jV (C)j, there exist j; k 2 f1; :::; Ng with j k such that there is a path out of the initial vertex of C labelled ( 1 ; X ? fx 1 g)x 1 :::( j?1 ; X ? fx j?1 g)x j?1 followed by a loop labelled ( j ; X ? fx j g)x j :::( k ; X ? fx k g)x k :
Therefore there exists a path labelled ( 1 ; X ? fx 1 g)x 1 ( 2 ; X ? fx 2 g)x 2 :::( n ; X ? fx n g)x n out of the initial vertex of C. Let j 2 f1; :::; ng and suppose that j = ((p (j) v ; q (j) v )) v2V (?) .
Consider the ( nite) family of graphs of the form A(p; X ? fx j g), (p 2 V (A)). By hypothesis, the labelling ( j ;X?fx j g) is TC-inevitable. By Lemma 3.5, there is a mapping j : ? ! (X ? fx j g) such that:
(1) v j 2 v ( j ;X?fx j g) for every v 2 V (?); (2) e j = 1 for every e 2 E(?); L(B(v) p (1) v ;q
If e 2 E(?), then e = e 0 2 e by (5) .
Suppose that e 2 E(?) with v = e and w = e!. Let = (A) . By Lemma 
Applications to semidirect products
In this nal section we brie y mention some applications of the SC-hyperdecidability of R. However, since (SC-)hyperdecidability is not apparently a self-dual notion, the results in this paper do not immediately yield SC-hyperdecidability of L, which we leave here as an open problem.
A pseudovariety V of monoids is said to be order-computable if all nitely generated free monoids over V are nite and there is an algorithm to compute them.
It is easy to see that every order-computable pseudovariety is hyperdecidable (cf. 2]) and it is well known that every order-computable pseudovariety generated by a given nite monoid is order-computable. An important example of an order-computable 22 pseudovariety which is not generated by any monoid is the pseudovariety B of all nite band monoids.
It turns out that, if V is an hyperdecidable (respectively SC-hyperdecidable, strongly decidable) pseudovariety and W is an order-computable pseudovariety, then V_W 2, 9] and V W 3] are again hyperdecidable (respectively SC-hyperdecidable, strongly decidable). Combining these results, one obtains, for instance, that R _ B, R B, (R _ B) B are all SC-hyperdecidable.
Several decidability applications concerning semidirect products can also be drawn from 2]. For example, Com R B and J (R_B) are decidable pseudovarieties where Com and J denote, respectively, the pseudovariety of all nite commutative and J -trivial monoids. For pseudovarieties of the form V R, we actually nd no new applications since it had already been observed in 4] that V J = V R for every nontrivial pseudovariety V of monoids and J is known to be hyperdecidable 5].
