We study some properties of the obstacle reactions associated with the solutions of unilateral obstacle problems with measure data. These results allow us to prove that, under very weak assumptions on the obstacles, the solutions do not depend on the components of the negative parts of the data which are concentrated on sets of capacity zero. The proof is based on a careful analysis of the behaviour of the potentials of two mutually singular measures near the points where both potentials tend to infinity.
Introduction
Given a regular bounded open set Ω of R N , N ≥ 2 , and a linear elliptic operator
A of the form
with a ij ∈ L ∞ (Ω) , we study some properties of the solution of the obstacle problem for the operator A in Ω with homogeneous Dirichlet boundary conditions on ∂Ω , when the datum µ is a bounded Radon measure on Ω and the obstacle ψ is an arbitrary function
on Ω . According to [7] , a function u is a solution of this problem, which will be denoted by OP (µ, ψ) , if u is the smallest function with the following properties: u ≥ ψ in Ω and u is a solution in the sense of Stampacchia [18] of a problem of the form
for some bounded Radon measure λ ≥ 0 . The measure λ which corresponds to the solution of the obstacle problem is called the obstacle reaction. Existence and uniqueness of the solution of OP (µ, ψ) have been proved in [7] , provided that there exists a measure λ such that the solution of (1.2) is greater than or equal to ψ . These results have been extended to the non-linear case in [14] , when µ vanishes on all sets with capacity zero. For a different approach to obstacle problems for non-linear operators with measure data see [5] , [3] , [4] , [15] , and [16] .
If the measure µ belongs to the dual H -1 (Ω) of the Sobolev space H (Ω) such that the solution of (1.2) is greater than or equal to ψ (see [7] , Theorem 7.5). In this case the obstacle reaction is concentrated on the contact set {u = ψ} , whenever the obstacle ψ is quasi upper semicontinuous (see [14] , Theorem 2.9). Example 2.3, which is a variant of an example proposed by L. Orsina and A. Prignet, shows that this is not always true when µ is not absolutely continuous with respect to the harmonic capacity.
Using the linearity of the operator A , it is easy to see that the obstacle reaction belongs to M 0 b (Ω) and is concentrated on the contact set {u = ψ} , whenever ψ is quasi upper semicontinuous and just the negative part µ − of µ belongs to M 0 b (Ω) . Therefore we concentrate our attention on the case
s is concentrated on a set of capacity zero. We assume that the obstacle ψ satisfies the estimates −v − w ≤ ψ ≤ v , where w ∈ H 1 (Ω) and v is the solution in the sense of Stampacchia of a problem of the form These results will be used in a forthcoming paper [6] to study the dependence of the solutions on the obstacles. Their proof relies on a variant (Lemma 3.5) of the following result, which has an intrinsic interest. Let u µ and u ν be the solutions of (1.4) corresponding to the measures µ and ν , which are not assumed to belong to
. This result is obtained by investigating the behaviour of the potentials of two mutually singular measures near their singular points (Lemmas 3.3 and 3.4).
Notation and preliminary results
Let us fix a bounded open set Ω in IR N , N ≥ 2 . We assume that Ω satisfies the following regularity condition, considered by Stampacchia in [18] : there exists a constant
for every x ∈ ∂Ω and for every r > 0 , where B r (x) denotes the open ball with centre x and radius r .
Let A be the linear elliptic operator introduced in (1.1), where (a ij ) is an N ×N matrix of functions in L ∞ (Ω) , and, for a suitable constant β > 0 ,
for a.e. x ∈ Ω and for every ξ ∈ IR N .
In order to include in our analysis also the case of thin obstacles, it is convenient to introduce the notions of capacity and of quasi continuous representative of a Sobolev function. Given a set E ⊆ Ω , its capacity with respect to Ω is defined by
where v runs over all functions v ∈ H 1 0 (Ω) such that v ≥ 1 a.e. in a neighbourhood of E . We say that a property holds quasi everywhere (abbreviated as q.e.) when it holds everywhere except on a set of capacity zero. A function v: Ω → IR is quasi continuous (resp. quasi upper semicontinuous) if, for every ε > 0 , there exists a set E ⊆ Ω , with cap(E) < ε, such that v| Ω\E is continuous (resp. upper semicontinuous) in Ω \ E . We recall also that, if u and v are quasi continuous functions and u ≤ v a.e. in Ω , then
Every function u ∈ H 1 0 (Ω) has a quasi continuous representative, i.e., a quasi continuous functionũ which is equal to u a.e. in Ω . We shall always identify u with its quasi continuous representativeũ , which is uniquely defined quasi everywhere in Ω . A self-contained presentation of all these notions can be found, for instance, in Chapters 4 of [8] and [10] .
Let us fix a function ψ: Ω → IR, and the corresponding convex set
In their natural setting, obstacle problems are part of the theory of Variational
Inequalities (for which we refer to the books [2] , [12] , and [19] ). For any µ ∈ H -1 (Ω) the variational inequality with obstacle ψ
which will be indicated by V I(µ, ψ) , has a unique solution u , whenever the set
In this case we say that the obstacle is V I -admissible.
Among all classical results, we recall that the solution of V I(µ, ψ) is also characterized as the smallest function u ∈ H 1 0 (Ω) such that 
(Ω) and µ s is concentrated on a set of capacity zero (see [9] ).
When the datum is a measure, equations and inequalities can not be studied in the variational framework, and the usual notion of solution in the sense of distributions does not guarantee uniqueness when the coefficients are discontinuous, as shown by a celebrated counterexample due to J. Serrin [17] . To overcome these difficulties, Stampacchia introduced in [18] the following notion of solution, obtained by duality. 
where u * g is the solution of
and A * is the adjoint of A .
Existence and uniqueness of u µ are proved in [18] . Let T k (s) := (−k) ∨ (s ∧ k) be the usual truncation function. It is easy to prove that 
where δ y is the unit mass concentrated at y ∈ Ω . In [18] it is proved that G 
for every x, y ∈ K , where G(|x|) is the fundamental solution of −∆ in IR N , i.e., 8) with σ N−1 equal to the (N − 1) -dimensional measure of the boundary of the unit ball in IR N . As proved in [18] , the solution of (2.4) satisfies
The following notion of solution for obstacle problems with measure data has been introduced in [7] .
We say that a function u is a solution of the obstacle problem with datum µ and obstacle ψ (shortly OP (µ, ψ) ) if the following conditions are satisfied:
Existence and uniqueness of the solution of OP (µ, ψ) are proved in [7] , assuming that the obstacle ψ satisfies the following natural hypothesis, which replaces (2.2):
In this case we shall say that ψ is OP -admissible.
The non-negative measure λ which appears in condition (a) of Definition 2. If the obstacle ψ is continuous, or, more in general, quasi upper semicontinuous, then the solution of the variational inequality (2.1) must touch the obstacle at all points where it is not solution of the equation Au = µ. Indeed, under these assumptions on ψ , the obstacle reaction λ of the solution of (2.1) with µ ∈ H -1 (Ω) is concentrated on the coincidence set {x ∈ Ω : u(x) = ψ(x)} ; in other words, u = ψ λ-a.e. in Ω . When ψ is continuous, this result is well known and can be found in the books mentioned above; the quasi upper semicontinuous case is discussed, e.g., in Section 3 of [1] .
The same properties are true for the solutions of OP (µ, ψ) when µ ∈ M 0 b (Ω) and ψ is OP o -admissible and quasi upper semicontinuous (see [14] ), but they do not hold for an arbitrary µ ∈ M b (Ω) , as shown by the following example, which is a variant of an example studied by L. Orsina and A. Prignet. (Ω) . Since λ is non-negative and µ ⊥ λ 0 (recall that µ is concentrated on a set of capacity zero), the measure λ 0 is nonnegative. As u = u λ 0 , by the maximum principle we have u ≥ 0 q.e. in Ω . Therefore u = 0 q.e. in Ω and, consequently, λ = µ in Ω .
In particular, if µ = δ y for some y ∈ Ω , and ψ = −k , we have an example of a continuous obstacle for which the solution u of OP (−µ, ψ) does not touch ψ , although u is not the solution of the equation Au = −µ, since the obstacle reaction is not zero.
In Section 3 we will show that, when the obstacle is controlled from above and from below in an appropriate way (see Theorem 4.1), it is possible to "isolate" the effect of the singular negative part of the data. Namely, the reaction λ will be written as λ = λ 0 +µ − s , where λ 0 belongs to M 0,+ b (Ω) . Moreover the "regular part" λ 0 is concentrated on the coincidence set {x ∈ Ω : u(x) = ψ(x)} whenever ψ is quasi upper semicontinuous, and a complementarity condition holds (Theorem 4.5).
The proof of these facts will be based on some new results in Potential Theory, which are obtained in the next section.
Some results in Potential Theory
We will prove some results concerning the potential of a measure. The first two lemmas characterize the measures of M 
where G and G
A Ω are defined in (2.8) and (2.6). Note that −∆Gµ = µ in the sense of distributions in Ω . By (2.9) G A Ω µ coincides almost everywhere with the solution u µ of (2.4).
Proof. One implication is easy: by a classical result (see, e.g., Theorem 7.33 in [11] ) Gµ is finite q.e. in Ω , and hence µ-a.e. in Ω if µ ∈ M 0,+ b (Ω) . Let us prove the converse in the case N > 2 , so that G ≥ 0 . We start by proving that µ s ({x ∈ Ω : Gµ(x) < +∞}) = 0 . For every t > 0 , let E t := {x ∈ IR N : Gµ(x) ≤ t} , and let µ t be the measure defined by µ t (B) := µ(B ∩ E t ) for every Borel set B ⊆ Ω .
Note that E t is closed since Gµ is lower semicontinuous. As µ t ≤ µ, we have Gµ t ≤ Gµ (recall that G ≥ 0 ). In particular Gµ t ≤ t in E t . By the maximum principle (see, e.g., Theorem 1.10 in [13] ) we obtain G µ t ≤ t in IR N . Since Gµ t is superharmonic and bounded, it belongs to H 1 loc (IR N ) (see, e.g., Corollary 7.20 in [10] ). As µ t = −∆Gµ t in the sense of distributions in Ω , we have µ t ∈ H -1 (Ω) , and hence µ t ∈ M 0,+ b (Ω) . Let us consider a Borel set B ⊆ {x ∈ Ω : Gµ(x) < +∞} with cap(B) = 0 . Then B is the union of the sets E t ∩ B , for t > 0 , and hence
Consequently µ s ({x ∈ Ω : Gµ(x) < +∞}) = 0 . Therefore, if µ s were not identically zero, it would be µ s ({x ∈ Ω : Gµ(x) = +∞}) > 0 , and this would contradict the assumption Gµ < +∞ µ-a.e. in Ω .
The case N = 2 can be dealt with by adding a suitable constant c to G so that
The proof is the same with minor modifications, among which we point out the use of the maximum principle for logarithmic potentials (see, e.g., Theorem 1.6 in [13] ).
Using (2.7) we can now extend Lemma 3.1 to the general case of the operator A .
Proof. Thanks to (2.7) it is easy to prove that for every
so the thesis follows from Lemma 3.1.
The mean value of an integrable function f on a measurable set B with positive measure is defined by
In the next lemma we compare the mean values of the potentials of two mutually singular measures on small balls centered at a point where both potentials are infinite. Proof. Let R > 0 be such that Ω ⊆ B R (0) . Observing that Ω ⊆ B 2R (x) for every
x ∈ Ω , we have
where
and ν is defined for every Borel set B ⊆ IR N by ν(B) = ν(B ∩ Ω) . As G(|x|) is superharmonic in IR N and harmonic for x = 0 , we obtain
and G r (s) ր G(s) as r ց 0 .
It is easy to prove that
the proof can be obtained by using polar coordinates if ν is absolutely continuous with respect to the Lebesgue measure, and an easy approximation argument extends the result to the general case. Note that ν(Ω) < +∞ and that G r (2R) = G(2R) for r small enough. Since the left hand side of (3.3) tends to Gν(x) = +∞ , the last term tends to infinity for every x ∈ E .
The same argument can be developed for the denominator, so the limit in (3.2) is equal to
for every x ∈ E . Given δ ∈ (0, 2R) , the integrals between δ and 2R remain bounded as r → 0 , so that (3.4) is equal to
for every x ∈ E . Since µ ⊥ ν , by the Besicovitch differentiation theorem (see, e.g., Chapter 1.6 in [8] ), for µ-a.e. x ∈ Ω we have
Let us fix x ∈ E such that (3.6) holds. For each ε > 0 there exists δ > 0 such that ν(B r (x)) < εµ(B r (x)), for all r ∈ (0, δ), and since G r is decreasing in s , we have
This shows that the limit in (3.5), and hence in (3.4), is less than or equal to ε. Since ε is arbitrary, the limit in (3.4) is zero and the proof is complete.
Using (2.7) we can extend Lemma 3.3 to the general case of the operator A . 
Proof. Let us fix x ∈ F and R > 0 such that B R (x) ⊂⊂ Ω . By (2.9) we have
The first term is bounded when r < R/2, so only the second one is relevant in the limit in (3.8). The same can be said of the denominator, so that it is enough to study the quotient
Thanks to (2.7) this is smaller than or equal to
By (3.7) and (2.7), for every x ∈ F we have
Gµ dy = lim
Gν dy = +∞ .
Since Gµ and Gν are superharmonic, this implies Gµ(x) = Gν(x) = +∞ for every x ∈ F . Therefore Lemma 3.3 shows that (3.2) holds for µ-a.e. x ∈ F . Using once again the fact that the integrals over Ω \ B R (x) remain bounded as r → 0 + , from (3.2) we obtain that the quotient in (3.9) tends to zero as r → 0 + for µ-a.e. x ∈ F .
Proof. First of all the measures ν and λ can be assumed to be non-negative, replacing them with their positive parts. The function w can be replaced by v + h, where h is the solution of u µ + dy = +∞ .
Note that E coincides with the set F of Lemma 3.4, relative to the non-negative measures µ + and ν + µ − . Consequently we have
Since u µ + ≤ u ν + u µ − a.e. in Ω , the quotient in (3.10) is greater than or equal to 1 . Therefore we conclude that µ + (E) = 0 . As G
A Ω µ + is lower semicontinuous, by (2.9) we have G
A Ω µ + (x) < +∞ for x ∈ Ω \ E , and this implies µ
Step 2. Assume that u µ ≤ u ν + h a.e. in Ω . Since h is A -harmonic, by De Giorgi's theorem it is continuous, hence
h dy = h(x) < +∞ , for every x ∈ Ω . Therefore, if we add this integral to the numerator of (3.10), we can repeat the argument of Step 1 and we obtain µ + ∈ M 0,+ b (Ω) in this case too.
Step 3. Assume that u µ ≤ u ν + h + u λ a.e. in Ω . As before we have u µ + ≤ u (ν+µ − ) + h + u λ a.e. in Ω , with µ + ⊥ (ν + µ − ) . We write now µ + = µ 1 + µ 2 in Ω ,
in Ω , and µ 2 ⊥ (λ+ν +µ − ) . Therefore we have
Step 4. Assume now that u µ ≤ u ν + h + u λ + v a.e. in Ω . Consider the obstacle
, which is bounded from above both by v and by u µ , so that it is both V I -and OP -admissible. Then the solution u τ of OP (0, ψ 0 ) belongs to
a.e. in Ω , and we conclude by means of Step 3 .
Proof. It is enough to apply Lemma 3.5 to µ and −µ.
Interaction between obstacles and singular data
The next theorem is the main result of the paper. We prove that the component of µ − which is singular with respect to the capacity is completely absorbed by the obstacle reaction λ, provided the obstacle ψ satisfies very weak estimates from above and from below. 
Proof. It is not restrictive to assume that σ ≥ 0 in Ω . Using the decomposition
As u µ +u (µ − +σ) = u µ + +u σ ≥ ψ q.e. in Ω , by Definition 2.2 we have u µ + +u σ ≥ u q.e. in
q.e. in Ω . By Lemma 3.5 this implies (λ−µ
q.e. in Ω , and hence (Ω) such that ψ ≤ u ρ q.e. in Ω . For any k ∈ IR + , we have 0
the function ψ + is the limit of the increasing sequence ψ + ∧ k , which is bounded in We recall a theorem proved by C. Leone in [14] . in Ω , u ≥ ψ q.e. in Ω , and u = ψ λ 0 -a.e. in Ω .
