Resultados teóricos y prácticos sobre procesamiento de señales by Vera Rea, Sergio Daniel
Universidad Autonoma de Madrid
Facultad de Ciencias
Departamento de Matematicas
RESULTADOS TEORICOS Y
PRACTICOS SOBRE
PROCESAMIENTO DE SE~NALES
Memoria presentada para optar al grado de
Doctor en Ciencias
por
Sergio Daniel Vera Rea
Dirigida por
D. Eugenio Hernandez Rodrguez
Madrid 2012
ii
A mi madre Sara ...
... porque tambien hizo de padre.
Por mudarse del extremo norte al extremo sur de la ciudad: \porque
quera que mi hijo estudiara en la universidad".
Por llevarme al museo de ciencias naturales cada vez que se lo peda.
Por educarme en el libre pensamiento.
Amo el canto de zenzontle
pajaro de cuatrocientas voces,
amo el color del jade
y el enervante perfume de las ores,
pero mas amo a mi hermano: el hombre.
Nezahualcoyotl.
Agradecimientos
Del lado de alla ...
\... ahora que por n esta bastante claro/ donde estas y donde/ estoy/
se por primera vez/ que tendre fuerzas/ para construir contigo/
una amistad tan piola/ que del vecino/ territorio del amor/
ese desesperado/
empezaran a mirarnos/ con envidia/ y acabaran organizando/
excursiones/ para venir a preguntarnos/ como hicimos./ "
Mario Benedetti, Lovers Go Home.
\... hay ros metafsicos, ella los nada como aquella golondrina esta nadando en el aire,
girando alucinada entorno al campanario, dejandose caer para levantarse mejor con el
impulso. Yo describo y deno y deseo esos ros, ella los nada. Yo los busco, los
encuentro, los miro desde el puente, ella los nada..."
Julio Cortazar, Rayuela.
A Ruth Estevez, por animarme a perseguir mi sue~no.
\... pensaba para m que el terrible esfuerzo y obligacion de educarme a m mismo
podran serme dispensados por el destino de encontrar a tiempo un losofo al que poder
convertir en mi educador... un liberador."
Friedrich Nietzsche, Schopenhauer como educador.
A Eugenio, por su paciencia.
>cuando somos de veras lo que somos?
... para que pueda ser he de ser otro,
salir de m, buscarme entre los otros,
los otros que no son si yo no existo,
los otros que me dan plena existencia,
no soy, no hay yo, siempre somos nosotros ...
Octavio Paz, Piedra de sol.
A Keith R., de quien he aprendido mucho,
a Matteo B., por tu generosidad
y a Paco G., por tu bondad.
A mis compa~neros de despacho, en especial a Pablo el argentino y Ana la
sevillana: el uno porque reconciliamos nuestras diferencias de pensamiento
(nunca sabremos si ese gol en fuera de lugar condiciono el partido) y la
una por ser una alegra andando, os estimo mucho. A mi quinta, en espe-
cial a Paloma y Fernando. A Angelica, mi diablilla, ademas de algebrista
excelente integradora. A Sara, otra gran compa~nera. Ana Primo, Marilu,
Elena, Angel, Adrian, David, Elas y demas miembros del \Boca Seniors"
a.k.a. \Lujo en la miseria". A Bruno B. y Pablo V., compa~neros cronicos
reiterados.
A mis compa~ner@s de piso y anex@s: Frauke, Claudie y Jessica, James y
Reza (el ni~no persa), Pamela, Nantke, Claus y Cinzia, Mara (la de Paco),
Pedro y Alessandro. A traves de vosotros he conocido un poco el mundo.
A la familia Estevez-Gomez-Arevalo por hacerme sentir uno de los suyos.
A Dragan Vukotic, Fernando Soria, Ana Vargas.
Del lado de aca ...
\El escritor [tecleando en su computadora]: nunca despues tuve amigos como aquellos
que tuve cuando tena 12 <Jesus! >alguien los tiene?
Stephen King, The body.
A Leobardo Anaya, \my younger brother from another mother".
\Oh I get by with a little help from my friends,
Mmm, I get high with a little help from my friends,
Mmm, I'm gonna try with a little help from my friends."
The Beatles, With a little help from my friends.
A Alvaro & Susi, Juancho & Gina, Raul, Roberto, Dani, Ruben e Isolda...
por tantos a~nos maravillosos... y los que nos quedan!!!!
A los ahora ya se~nor@s: Daniel E., Luis R., Betito G., Arturo O. \el
chino", Paquito B., Lulu M., por las grandes desveladas tratando de termi-
nar proyectos. Recuerdos con mucho cari~no.
A mis prim@s: Ariel, Neto, Oscar, Roger, Cecil, Armando, Germany,
Emelia, Judith, Jaqueline, Isis, Yesire, Alilat, por aquellas vacaciones cuando
eramos unos mocosos y puberes. A mis t@s: Dora, Evangelina & Armando,
Emelia & Raymundo, Sofay & Rafael, Ofelia, y Felipe, por cuidarme de
peque~no. Y <como no! a mi abuela Margaritay, <<<<responsable de todo este
desmadre!!!! Los quiero un chingo.
A la familia Perez-Vidal, en especial a Hector, por ser mi familia hace
muchos a~nos.
Contenido
Lista de Figuras ix
1 Introduccion 1
1.1 Percepcion compresiva . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Aproximacion no lineal restringida . . . . . . . . . . . . . . . . . . . . . 2
1.3 Shearlets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Algoritmos ambiciosos para la percepcion compresiva 5
2.1 Introduccion y resultados. . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 PC y geometra en espacios de grandes dimensiones. . . . . . . . . . . . 16
2.2.1 Una condicion suciente . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.2 Concentracion de la medida y RIP . . . . . . . . . . . . . . . . . 23
2.3 Algoritmos ambiciosos en la percepcion compresiva . . . . . . . . . . . . 26
2.3.1 Los algoritmos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.2 Consecuencias de RIP . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.2.1 Identicacion del soporte en WMP, WOMP y WGP . . 33
2.3.2.2 Identicacion del soporte con condiciones relajadas . . 39
2.3.3 Convergencia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.3.3.1 Convergencia de GP, WGP y RWGP . . . . . . . . . . 42
2.3.3.2 Convergencia de WMP y RWMP . . . . . . . . . . . . . 46
2.3.3.3 Convergencia de WOMP y RWOMP . . . . . . . . . . . 48
2.3.4 Comportamiento de las reglas de seleccion para algunas matrices
aleatorias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.3.4.1 Identicacion probabilstica del soporte para algoritmos
relajados . . . . . . . . . . . . . . . . . . . . . . . . . . 53
v
CONTENIDO
2.3.4.2 Identicacion probabilstica del soporte con la regla de
seleccion I(). . . . . . . . . . . . . . . . . . . . . . . . 58
2.4 Experimentos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3 Aproximacion no lineal restringida en espacios de sucesiones 67
3.1 Introduccion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.2 Aproximacion no lineal. . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.2.1 Algunos resultados en la ANL . . . . . . . . . . . . . . . . . . . . 69
3.2.2 Un algoritmo, democracia y otras propiedades . . . . . . . . . . . 72
3.2.3 Resultados mas generales sobre ANL . . . . . . . . . . . . . . . . 74
3.3 Aproximacion no lineal restringida . . . . . . . . . . . . . . . . . . . . . 75
3.3.1 ANL restringida en espacios de Banach . . . . . . . . . . . . . . 77
3.3.2 Thresholding restringido en Hr y Bp . . . . . . . . . . . . . . . . 78
3.4 ANL restringida en espacios de sucesiones . . . . . . . . . . . . . . . . . 79
3.4.1 Espacios de sucesiones . . . . . . . . . . . . . . . . . . . . . . . . 80
3.4.2 Aproximacion no lineal restringida en espacios de sucesiones . . . 81
3.4.3 Dos deniciones importantes . . . . . . . . . . . . . . . . . . . . 82
3.4.4 Funciones de peso para espacios de Lorentz discretos . . . . . . . 82
3.4.5 Espacios de Lorentz discretos generales . . . . . . . . . . . . . . 85
3.4.6 Desigualdades tipo Jackson . . . . . . . . . . . . . . . . . . . . . 87
3.4.7 ANLR e interpolacion real . . . . . . . . . . . . . . . . . . . . . . 91
3.4.8 Desigualdades tipo Bernstein . . . . . . . . . . . . . . . . . . . . 92
3.4.9 Espacios de sucesiones asociados a espacios de suavidad . . . . . 96
3.4.10 ANLR para espacios de sucesiones de Triebel-Lizorkin . . . . . . 98
3.4.11 Interpolacion real para espacios de Triebel-Lizorkin . . . . . . . . 105
3.5 Espacios de Orlicz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.6 Thresholding restringido en espacios de sucesiones . . . . . . . . . . . . 118
3.6.1 La caracterization por thresholding . . . . . . . . . . . . . . . . . 120
3.7 Cuantizacion restringida . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
3.8 Experimentos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
vi
CONTENIDO
4 Shearlets y nuevos espacios de distribuciones 143
4.1 Introduccion y resultados. . . . . . . . . . . . . . . . . . . . . . . . . . . 143
4.2 Shearlets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
4.2.1 Shearlets continuas . . . . . . . . . . . . . . . . . . . . . . . . . . 151
4.2.2 Shearlets discretas . . . . . . . . . . . . . . . . . . . . . . . . . . 151
4.2.3 Shearlets discretas en el cono . . . . . . . . . . . . . . . . . . . . 152
4.3 Notacion y casi ortogonalidad . . . . . . . . . . . . . . . . . . . . . . . . 155
4.3.1 Casi ortogonalidad . . . . . . . . . . . . . . . . . . . . . . . . . . 157
4.4 La caracterizacion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
4.4.1 Espacios Triebel-Lizorkin AB-anisotropicos inhomogeneos . . . . 161
4.4.2 Dos resultados basicos . . . . . . . . . . . . . . . . . . . . . . . . 162
4.4.3 Acotabilidad de S y T . . . . . . . . . . . . . . . . . . . . . . . 171
4.5 La identidad con los marcos de Parseval suaves . . . . . . . . . . . . . . 174
4.5.1 El nuevo sistema de shearlets suaves . . . . . . . . . . . . . . . . 174
4.5.2 La identidad de reconstruccion en S0 . . . . . . . . . . . . . . . . 176
4.6 F1;q1p1 y F
2;q2
p2 (AB) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
4.6.1 Las inclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
4.6.2 Mas relaciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
4.7 Pesos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
Referencias 187
vii
CONTENIDO
viii
Lista de Figuras
2.1 Esquematizacion del problema (P 01). Se muestran las restricciones en el
\cono" y el \tubo". . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Reconstruccion de se~nales dispersas con RWOMP,  = 0:125. Por cada
par (m; k), 200 experimentos se generaron con una matriz gaussiana de
orden m 256. Hasta k iteraciones se permitieron. . . . . . . . . . . . . 63
2.3 Reconstruccion de se~nales dispersas con k RWOMP, con los mismos
parametros que para la Figura 2.2. Los resultados son mejores que en la
Figura 2.2 para RWOMP. Hasta k iteraciones son permitidas. . . . . . . 64
2.4 k-RWOMP and k-RWGP vs CoSaMP, SWGP and GP. . . . . . . . . . 66
3.1 Imagen de Lena original. . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
3.2 Imagen de Lena con ruido. . . . . . . . . . . . . . . . . . . . . . . . . . . 131
3.3 Aproximacion de Lena a partir de la se~nal original haciendo threshold-
ing usual con parametros s = 0,  = 30 sobre una descomposicion
de ondculas de Haar. El error en norma `2 es E2 = 649 y da un
SNR = 13:02 con un numero de coecientes NoC = 12266. . . . . . . . 132
3.4 Aproximacion de Lena a partir de la se~nal original haciendo thresholding
restringido parametros s = 0,  = 30 sobre una descomposicion de
ondculas de Haar. El error en norma `2 es E2 = 681 y da un SNR =
12:8 con un numero de coecientes NoC = 12267. . . . . . . . . . . . . . 133
3.5 Estimacion de Lena a partir de la se~nal con ruido haciendo thresholding
usual (s=0) con umbral  = 30 sobre una descomposicion de ondculas
de Haar. El error en norma `2 es E2 = 578 que da un SNR = 13:53 con
NoC = 27581. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
ix
LISTA DE FIGURAS
3.6 Estimacion de Lena a partir de la se~nal con ruido haciendo threshold-
ing restringido (s=-1) con umbral  = 3 sobre una descomposicion
de ondculas de Haar. El error en norma `2 es E2 = 567 que da un
SNR = 13:61 con NoC = 24380. . . . . . . . . . . . . . . . . . . . . . . 135
3.7 Estimacion de Lena a partir de la se~nal con ruido haciendo thresholding
restringido (s=-2) con umbral  = 0:35 sobre una descomposicion de
ondculas de Haar. El error en norma `2 es E2 = 630 que da un SNR =
13:15 con NoC = 26591. . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
3.8 Estimacion de Lena a partir de la se~nal con ruido haciendo thresholding
usual (s = 0) con  = 30 sobre una descomposicion de ondculas de
Daubechies 3. El error en norma `2 es E2 = 504 que da un SNR = 14:12
con NoC = 25325. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
3.9 Estimacion de Lena a partir de la se~nal con ruido haciendo thresholding
restringido (s =  1) con  = 3 sobre una descomposicion de ondculas de
Daubechies 3. El error en norma `2 es E2 = 471 que da un SNR = 14:41
con NoC = 24460. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
3.10 Estimacion de Lena a partir de la se~nal con ruido haciendo thresholding
usual (s = 0) con  = 20 sobre una descomposicion de ondculas de
Daubechies 3. El error en norma `2 es E2 = 582 que da un SNR = 13:5
con NoC = 64707. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
3.11 Estimacion de Lena a partir de la se~nal con ruido haciendo thresholding
restringido (s =  1) con  = 2 sobre una descomposicion de ondculas de
Daubechies 3. El error en norma `2 es E2 = 503 que da un SNR = 14:13
con NoC = 43292. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
3.12 Estimacion de Lena a partir de la se~nal con ruido haciendo thresholding
usual (s = 0) con  = 40 sobre una descomposicion de ondculas de
Daubechies 3. El error en norma `2 es E2 = 496 que da un SNR = 14:19
con NoC = 11461. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
3.13 Estimacion de Lena a partir de la se~nal con ruido haciendo thresholding
restringido (s =  1) con  = 5:9 sobre una descomposicion de ondculas
de Daubechies 3. El error en norma `2 es E2 = 525 que da un SNR =
13:95 con NoC = 11362. . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
x
LISTA DE FIGURAS
4.1 Esquema del recubrimiento del cono horizontal Dh en el plano de fre-
cuencias R^2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
4.2 Relacion de inclusion entre F2;qp (AB) y F
1;q
p . . . . . . . . . . . . . . . 150
4.3 Esquema del recubrimiento del plano R2 con paralelogramos en Q1;2. Los
paralelogramos con lneas solidas cubren el paralelogramo Qj;`;k = Q0;1;0. 156
xi
LISTA DE FIGURAS
xii
1Introduccion
El procesamiento de se~nales se basa en el hecho de que muchas clases de funciones o
se~nales \interesantes" pueden representarse con \pocos" elementos de una base (Fourier,
Gabor, ondculas, entre otras transformadas tiempo-frecuencia, tiempo-escala) o de un
conjunto de funciones \mas sencillas" (polinomios ortogonales, splines, etcetera). A
partir de esta representacion las aplicaciones del procesamiento de se~nales son: com-
presion (para almacenamiento y/o transmision), reduccion de ruido, realce de algunas
caractersticas, reconocimiento de voz y rostro, y un largo etcetera. En el caso mas
familiar de la compresion, pueden descartarse algunos elementos de esa representacion
sin que haya diferencia en la percepcion visual o auditiva, como sucede con el fenomeno
de las bandas crticas usado en los algoritmos de compresion de datos mp3 y otros,
ver por ejemplo http://en.wikipedia.org/wiki/Critical bands. A continuacion
presentamos un resumen desde una perspectiva mas general de los temas sobre los que
trata este trabajo, su importancia y una somera exposicion de los resultados contenidos
en este trabajo. Una descripcion mas detallada de cada uno de ellos se hace al comienzo
de cada captulo.
1.1 Percepcion compresiva
Practicamente todos los dispositivos con los que interactuamos a diario funcionan de
modo digital. Ademas, dichos dispositivos poseen una memoria y resolucion limitadas.
Esto implica que en la practica debemos manejar la informacion en forma de vectores
y matrices nitas.
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El hecho de que se descarte gran parte de los elementos de la representacion plantea
la cuestion >es posible implementar un procedimiento tal que no se tenga que realizar
toda la tranformada si solo nos vamos a quedar con alrededor del 10% de la informacion?
>Es posible tener las mismas garantas de error de aproximacion que en la compresion
tradicional? >Que clase de se~nales cumple esto?
Realmente este es un problema ya planteado por matematicos como Gel'fand y
Kolmogorov, y parcialmente resuelto por otros como Kashin, Garnaev y Gluskin. Esta
relacionado con la geometra en grandes dimensiones y las n-anchuras. Los resultados
son parciales porque si bien encuentran cotas para el error, no dicen cual es el par
codicador-decodicador que puede realizarlo. En el Captulo 2 haremos explcita
dicha relacion.
Uno de los dogmas en el procesamiento de se~nales es el llamado Teorema del
muestreo de Whittaker Nyquist Kotelnikov Shannon y establece que, para recu-
perar una clase de se~nales con un ancho de banda dado, debe muestrearse al doble
de la frecuencia maxima de dicha clase. La percepcion compresiva establece que, si
la clase de funciones o se~nales tiene soporte peque~no (y esta es la hipotesis principal),
entonces podemos muestrear con una frecuencia mucho mas baja que la del Teorema
del muestreo.
Nuestra aportacion es en la forma que reconstruimos o decodicamos la se~nal com-
primida o codicada. Lo hacemos a traves de algunas modicaciones novedosas de
algoritmos conocidos y proponemos uno propio. Nos basamos en un peque~no lema pro-
pio que es consecuencia de una condicion suciente para la reconstruccion en la teora
de la percepcion compresiva. Los resultados se encuentran en el artculo enviado a
publicacion [57].
1.2 Aproximacion no lineal restringida
Un area mas clasica relacionada con el procesamiento de se~nales es la de la teora de la
aproximacion. En esta teora se trata de \resolver" una funcion o se~nal posiblemente
complicada, llamada funcion objetivo, por funciones mas sencillas y mas faciles de
computar, llamadas aproximantes. El termino no lineal es consecuencia de no jar el
conjunto de ndices en los que se hace la aproximacion. As, si dos funciones tienen
N aproximantes, los ndices de estos no necesariamente deben coincidir. Una de las
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cuestiones principales en la teora de la aproximacion es la relacion que existe entre
la pertenencia a algun espacio de sucesiones de los coecientes de la representacion y
la pertenencia a algun espacio de suavidad de la funcion. Por ejemplo, en las series
de Fourier las discontinuidades de la funcion incrementan los coecientes de las altas
frecuencias. Otra cuestion importante es la velocidad con la que el error disminuye
conforme usamos mas y mas aproximantes.
En la aproximacion no lineal restringida se controlan los coecientes de la aproxi-
macion a la representacion de la funcion en un espacio teniendo en cuenta las propiedades
de otro espacio. Dos funciones o se~nales pueden tener una norma L2 muy parecida pero
ser visualmente muy diferentes. Una de las consecuencias es que probamos, al menos
empricamente, que la norma L2 no es necesariamente la mejor para medir la calidad
visual. Ademas, la calidad visual se incrementa, en algunos casos, si nos aproximamos
a la funcion usando los coecientes que mejor se aproximen a la funcion en un espacio
de suavidad.
Nuestro aporte en este captulo es la generalizacion de algunos resultados de la
aproximacion no lineal restingida trabajando en los espacios de sucesiones. Estos
pueden ser \transferidos" a los espacios de funciones. Algunos de estos resultados
son la caracterizacion de algunos espacios de aproximacion como ciertos espacios de
interpolacion. Se encuentran tambien nuevos resultados en interpolacion. Algunos
resultados de este captulo se encuentran en la publicacion [58].
1.3 Shearlets
Las diversas transformadas de Fourier son muy poderosas y son usadas y estudiadas
no solo en matematicas sino en la ingeniera, la fsica y otras ciencias. Una desventaja,
sin embargo, es que las funciones exponenciales complejas no tienen un soporte com-
pacto en el espacio, lo cual impide un analisis local no. El descubrimiento y desarrollo
de las ondculas a mediados de los 80's permitio sortear este problema al demostrarse
que podan crearse bases para L2 (o marcos de forma mas general) con soporte com-
pacto en el espacio. Mas aun, dependiendo de la regularidad y decaimiento de dichas
ondculas, estas generan bases para muchos otros espacios de funciones a partir de un
analisis multirresolucion (AMR). A pesar del gran exito que han tenido las ondculas
en campos como las EDP's o el procesamiento de se~nales, un analisis mas geometrico
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multi dimensional esta limitado por el hecho que las ondculas en dimensiones mayores
a 1 generalmente se obtienen a partir de productos tensoriales. Esto implica que las
ondculas \ven" las singularidades sin \describir" por completo su geometra. En las
aplicaciones que nos ocupan (procesamiento de se~nales), es deseable poder percibir con
mas precision la orientacion de dicha singularidad. En los ultimos a~nos se han desar-
rollado variantes de las ondculas que son mas direccionales. Algunos de estos incluyen
los bancos de ltros, las curvelets y las contourlets, para nombrar unas pocas. En
cuanto a las contourlets, como son construidas en un ambito discreto y nito, carecen
de exibilidad de dise~no y, para algunas aplicaciones, suponen que existen funciones
suaves con soporte compacto espacial que aproximan a una particion del plano de las
frecuencias como en la Subseccion 4.2.3. Por otra parte, las curvelets se construyen en
coordenadas polares, as que su implementacion es mas bien difcil.
En [55], Guo, Lim, Labate, Weiss y Wilson, introdujeron las ondculas con dilatacion
compuesta. Este tipo de representacion aprovecha la teora de los sistemas anes en Rn,
por lo que provee una transicion natural de la representacion contnua al ambito discreto
parecido a una base (como es el caso de las ondculas). Relacionado con las ondculas de
dilatacion compuesta se tiene el sistema de shearlets que provee marcos de Parseval para
L2(R2) o subespacios de este (dependiendo del muestreo discreto de los parametros, ver
Subsecciones 4.2.2 y 4.2.3). Pueden consultarse una larga cantidad de aplicaciones no
solo para el procesamiento digital de imagenes en http://www.shearlet.org. Las
shearlets producen representaciones optimas de funciones en C2(R2) excepto en dis-
continuidades a lo largo de curvas C2, ver [53].
En este trabajo demostramos que, como en el caso de las ondculas, se pueden
caracterizar espacios (altamente anisotropicos) del tipo Triebel-Lizorkin usando los co-
ecientes de las \shearlets en el cono". Relacionamos tambien estos nuevos espacios con
los clasicos. La lnea de argumentacion sigue la transformada ' de Frazier y Jawerth
en [41]. Puede consultarse una descripcion detallada de los resultados obtenidos en la
primera seccion del Captulo 4. Los resultados descritos en el Captulo 4 son la base
de la publicacion [104].
4
2Algoritmos ambiciosos para la
percepcion compresiva
Pluralitas non est ponenda sine necessitate.
William de Ockham.
... Unwin pregunto por que, docilmente.
-Por diversas razones -fue la respuesta-.
En primer lugar, esa casa es un laberinto.
En segundo lugar, la vigilaban un escalvo y un leon.
En tercer lugar, se desvanecio un tesoro secreto.
En cuarto lugar, el asesino estaba muerto cuando el asesinato ocurrio.
En quinto lugar...
Unwin, cansado, lo detuvo.
- No multipliques los misterios -le dijo-. Estos deben ser simples...
Jorge Luis Borges, Abenjacan el Bojar, muerto en su laberinto.
2.1 Introduccion y resultados.
Sea 	 2 CNN una matriz hermtica. Como las columnas forman una base de CN ,
cualquier elemento x 2 CN puede representarse como x = PNn=1hx;  ni n, donde
f ngNn=1 son las columnas (atomos) de la matriz 	. Si los elementos yi = hx;  ii de
y = 	x (donde () signica transpuesta conjugada) reordenados de forma decreciente
en magnitud cumplen jyij  Ri 1=p, 0 < p < 1, se dice que x es compresible (en la
representacion 	) y el nmo de los R tal que esto sucede para toda i es la (cuasi-)
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norma debil w`p de y. Esta condicion es equivalente a jfi : jyij  gjp  Rp para
todo  > 0. Si solo k elementos de y son no nulos, se dice que y es k disperso.
La compresion tradicional de un vector x 2 CN se hace, grosso modo, en dos
pasos. A saber:
CT1) Se realiza la operacion lineal y = 	x 2 CN donde 	 2 CNN es la matriz de
una tranformada (Fourier, coseno, ondcula, ...) generalmente hermtica.
CT2) Se buscan y guardan los k elementos mas grandes en valor absoluto de y junto
con sus correspondientes ndices (transform coding).
Las desventajas de la compresion tradicional son:
1) Se realizan N productos internos (\mediciones") pero solo se guardan k  N
elementos1.
2) Es un algoritmo adaptivo en el sentido de que los ndices que se guardan dependen
de la se~nal.
Para estimar (i.e., posible reconstruccion exacta en el caso k disperso o aproxi-
macion en el caso compresible) la se~nal original x se realiza la tranformada inversa
~x = 	 1yk, donde yk 2 CN es el vector y restringido a sus k mayores (en modulo)
elementos y el resto de elementos de yk son cero, y en donde 	
 1 = 	 puesto que es
una matriz hermtica. Usando la igualdad de Parseval y la denicion de la norma debil
w`p se ve que el error de estimacion, tomando k elementos de la base, en la norma `2
es
kx  ~xk`2 = ky   ykk`2 =
 1X
i=k+1
jyij2
!1=2

 1X
i=k+1
kyk2w`p i 2=p
!1=2
= cp kykw`p k
1
2
  1
p : (2.1)
Nuestra desiderata es encontrar un procedimiento tal que:
D1) El numero de \mediciones" (productos internos)m sea comparable con el tama~no
k de la informacion a guardar, es decir, la matriz de mediciones  es de tama~no
mN .
1Dependiendo de las aplicaciones la informacion comprimida es de alrededor del 10% de los datos
originales.
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D2) Sea no adaptivo, es decir, que no dependa de la se~nal original.
D3) Sea practico y que el error de estimacion sea comparable con el tradicional.
Para la percepcion compresiva (PC) supondremos de ahora en adelante que el vec-
tor x 2 CN ya es k disperso o compresible ya que, como veremos mas adelante, la
compresion se hara mediante cierta matriz \especial", obteniendo b = Ay = A	x =
x 2 Cm, m N .
Sea  2 CmN una matriz con m  N . Dada una se~nal x 2 CN obtenemos
las mediciones y = x 2 Cm mediante la matriz de compresion . En la teora de la
percepcion compresiva (PC) el problema es reconstruir o aproximar la se~nal original
x a partir de las mediciones y. Es claro que las propiedades que tenga la matriz  han
de inuir en la posibilidad de hallar una \buena" aproximacion de la se~nal original, o
en la posibilidad de recuperarla completamente.
El sistema de ecuaciones lineales y = x, con incognitas las componentes de x,
tiene al menos una solucion (la se~nal original). Pero, como m  N , tiene innitas
soluciones. Todas sus soluciones estaran en el subespacio
F(y) := fx 2 RN : x = yg = x0 +N
donde x0 2 F(y) y N = N() = fz 2 RN : z = 0g es el nucleo de .
Una forma de hallar un ~x 2 F(y) es resolviendo el siguiente problema de optimacion
cuadratica:
(P2) min
z2RN
kzk`2 sujeto a z = y:
Es facil ver que la solucion de (P2) es ~x = 
() 1y cuando  es no singu-
lar (de hecho, ~x = () 1y = y y ~x es perpendicular a N ya que h~x; zi =
h() 1y; zi = h() 1y;zi = 0 cuando z 2 N). Desafortunadamente, cuando
la se~nal x es k-dispersa (k  N) el problema (P2) casi nunca encuentra la solucion
correcta.
Puesto que (P2) no encuentra soluciones k-dispersas, una posible alternativa es
buscar el vector mas disperso en F(y); esto es, ~x que resuelva
(P0) min
z2RN
kzk`0 sujeto a z = y: (2.2)
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Desafortunadamente, resolver (P0) requiere estudiar todas las (
N
k
) posibles combina-
ciones de posiciones no nulas de x y es un problema NP-completo.
La idea seminal de la percepcion compresiva se encuentra, principalmente, en dos
trabajos independientes de Donoho [36] y de Candes-Romberg-Tao [17]. En ambos
artculos se propone el problema de optimacion 1
(P1) min
z2RN
kzk`1 sujeto a z = y; (2.3)
para hallar una estimacion ~x de x. La matriz  : RN 7! Rm, m  N , es una matriz
\especial" que cumple tres condiciones en [36], y en [17] es una matriz que se obtiene
tomando aleatoriamente m las de la matriz de Fourier discreta F de tama~no N N ,
esto es
F =
1p
N

e2
nl
N

n = 0; : : : ; N   1
l = 0; : : : ; N   1
:
Uno de los resultados en [17] establece que: si m = O(k logN) el algoritmo (P1) logra
reconstruir exactamente con gran probabilidad (mayor que 1   O(N c), para un
parametro c) cualquier vector k-disperso, k  N .
Se~nalamos que (P1) es un problema de optimacion convexa que puede reducirse a
un algoritmo de programacion lineal (conocido como basis pursuit) cuya complejidad
computacional es O(N3).
Ademas, si ~x es la solucion de (P1) y x 2 w`p, 0 < p < 1, Candes-Tao prueban en
[19] que con el mismo numero de mediciones m = O(k logN) se tiene
kx  ~xk`2(RN )  Cp kxkw`p (
m
logN
)
1
2
  1
p : (2.4)
Volvamos de nuevo a las condiciones que debe satisfacer la matriz  para que
el problema (P1) tenga solucion. La que se usa comunmente es la propiedad de que
 2 CmN satisfaga la propiedad de la isometra restringida (RIP). Dado k 2 Z+,
k  m, se dice que  satisface RIP con parametro k; 0 < k < 1, si se cumple que
(1  k) kxk2`2(RN )  kxk2`2(Rm)  (1 + k) kxk2`2(RN ) ; (2.5)
para todos los vectores x 2 RN que sean k-dispersos. La condicion RIP (2.5) mide
como de cerca los vectores columna i; i = 1; : : : ; N , de  se comportan como un
1Usado ya en sismologa, estadstica y procesamiento de se~nales y tambien conocido como Basis
Pursuit cuando la matriz  es una base o, en general, un marco (sobrerrepresentacion).
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sistema ortonormal en RN , pero solo cuando nos restringimos a combinaciones lineales
dispersas formadas a lo sumo por k vectores.
El Teorema 1.4 de [20] muestra que si  2 CmN es una matriz que satisface
k + 2k + 3k < 1 la solucion del problema (P1) dado en (2.3) reconstruye de manera
exacta cualquier vector k-disperso x 2 RN a partir de las mediciones y = x.
En [20] y [36] se prueba que si  es una matriz aleatoria cuyos elementos se obtienen
a partir de una distribucion gaussiana de media 0 y desviacion tpica 1=
p
m, o bien
a partir de una distribucion de Bernoulli (con valores f 1; 1g con probabilidad 0:5
en cada caso), y si m  Ck log(N=k), la citada matriz satisface RIP de orden k con
gran probabilidad. Para el caso de matrices m  N obtenidas a partir de la matriz
discreta de Fourier de orden N N seleccionando m las aleatoriamente, se debe tener
m  Ck(logN)6 (leves mejoras de esta cota pueden encontrarse en [92]).
Una forma elegante de probar RIP para matrices gaussianas y de Bernoulli (por
supuesto, en probabilidad) es hacer uso de desigualdades de concentracion de la
medida para estas matrices (ver (2.32)), lo que se prueba en [27] para las matrices
gaussianes y en [1] para las de Bernoulli. A partir de aqu, Baraniuk-Davenport-DeVore-
Wakin prueban en [6] que se verica RIP para estas matrices con gran probabilidad.
La demostracion de este resultado se detalla en la Seccion 2.2.2.
Se pueden construir matrices deterministas  que satisfagan RIP, como en DeVore
[30], pero el rango de valores validos de k es como
p
m, lejos de los valores proporciona-
dos por las matrices aleatorias anteriormente descritas.
Otra forma de hallar una estimacion ~x de una se~nal x, conocidas  e y (y =
x), es usar algoritmos ambiciosos. Estos algoritmos se han usado en la teora de
aproximacion no lineal, incluso antes de que comenzara a desarrollarse la teora de la
percepcion compresiva (ver [64], [7] y, mas recientemente, [34], [96], [97], [98]). En
los algoritmos ambiciosos puros se seleccionan sucesivamente, y uno por uno, ndices
con alguna propiedad de mayoracion (por ejemplo, que los elementos asociados a esos
ndices se ordenen de mayor a menor en alguna norma). En nuestro caso vamos a
permitir una regla de seleccion mas debil, que permitira seleccionar mas ndices en
cada paso.
Hacemos precisas las armaciones anteriores. Conocemos la matriz  2 CmN ,
m < N , y la observacion y 2 Rm. Queremos hallar una estimacion ~x de x 2 RN que
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satisface
y = x
o, si fuera posible, identicar x. Se comienza, en el paso n = 0, con las estimaciones
y0 = 0, x0 = 0 y se pone como residuo r0 = y. Mediante algun algoritmo (mas adelante
expondremos varios) se van obteniendo
yn;xn; rn; n = 1; 2; 3; : : :
las distintas actualizaciones. Hay varias formas de terminar el algoritmo: o bien cuando
rn = 0, o bien cuando krnk`2(Rm)  " (jado), o bien despues de un numero prejado
de iteraciones acorde con el algoritmo.
Para calcular las actualizaciones utilizaremos dos reglas de seleccion debiles. En la
primera de ellas, para n = 1; 2; 3; : : :, elegimos, para 0 <   1,
In() = fi 2 f1; : : : ; Ng :
hi; rn 1i   sup
j2f1;:::;Ng
hj ; rn 1ig; (2.6)
donde i son las columnas de . Observar que
sup
j2f1;:::;Ng
hi; rn 1i = rn 1`1(RN ) : (2.7)
En la regla de selaccion (2.6) siempre se tiene In() 6= ; para rn 1 6= 0.
En la segunda regla de seleccion, para n = 1; 2; 3; : : :, y 0 < ~  1 elegimos
~In(~) = fi 2 f1; : : : ; Ng :
hi; rn 1i  ~ rn 1`2(Rm)g: (2.8)
En este caso puede probarse (ver Seccion 2.3.2.2 ) que si
~  (1  k)
1=2
p
k
(2.9)
entonces ~In() 6= ; en cada iteracion (rn 1 6= 0), siempre que  cumpla RIP con
parametro k y los residuos r
n 2 span ( ) = f z : z 2 RN ; sop (z)   g y j j  k.
A continuacion describimos los algoritmos de tipo ambicioso que consideraremos
en este captulo. El primero es del tipo Matching Pursuit (MP) o busqueda de
correspondencia. Con cualquiera de las reglas (2.6) o (2.8) se selecciona un conjunto
de ndices In (In() o ~In(~)). Las mediciones se actualizan con
yn = yn 1 +
X
i2In
hi; rn 1ii;
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la estimacion de la se~nal x se hace con xn = (xni ) donde
xni =

xn 1i + hi; rn 1i si i 2 In
xn 1i si i 62 In;

y el residuo se actualiza con
rn = rn 1 +
X
i2In
hi; rn 1ii:
Es facil probar, por recursion, que rn = y   yn. Cuando se usa la regla de seleccion
(2.6) el algoritmo se llama WMP (Weak Matching Pursuit) y si se usa (2.8) se llama
RWMP (Relaxed Weak Matching Pursuit).
El segundo es del tipo Orthogonal Matching Pursuit (OMP) o busqueda de
correspondencia ortogonal. Una vez obtenido el conjunto de ndices In (In() o
~In(~)) las mediciones se actualizan con
yn = P ny
donde P n es la proyeccion ortogonal de y sobre Vn = f nx : x 2 RNg, y  n = [nj=1Ij
y  n 2 Cmj nj denota la submatriz de  cuyas columnas tienen ndices de  n. Es
un ejercicio sencillo de algebra lineal probar que
yn =  n
y
 ny
donde y n = (

 n n)
 1 ny es la pseudo-inversa de  n , siempre que exista. La
actualizacion de la estimacion de la se~nal x se hace con xn que es el vector cuyas
coordenadas con ndices en  n son xn n = 
y
 ny y son nulas para el resto de los ndices.
Los residuos se actualizan con
rn = y   yn:
Si se usa la regla de seleccion (2.6) el algoritmo se llama WOMP (Weak Orthogonal
matching Pursuit) y si se usa (2.8) se llama RWOMP (Relaxed Weak Orthogonal
Matching Pursuit).
Una de las ventajas de los algoritmos OMP es que, debido a la ortogonalidad, los
ndices que se seleccionan en el paso n son distintos de los previamente seleccionados.
Por otro lado, la complejidad del calculo es mayor que en los algoritmos MP ya que es
necesario calcular la pseudo-inversa que requiere invertir y multiplicar matrices.
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El tercero, y ultimo, es del tipo Gradient Pursuit (GP) o busuqeda del gradi-
ente (ver Seccion 2.3.1 para una explicacion de esta nomenclatura). Una vez obtenido
el conjunto de ndices In (In() o ~In(~)) se considera
 n = [nj=1Ij :
Sean
dn n = 

 nr
n 1; an =
hrn 1; ndn ni ndn n2`2(Rm)
(ver su interpretacion en la Seccion 2.3.1). La estimacion de la se~nal xn es cero fuera
de  n y en  n,
xn n = x
n 1 + andn n :
La aproximacion a la observacion es
yn = yn 1 + an ndn n ;
mientras que los residuos se actualizan con
rn = rn 1   an ndn n :
Observese que para i 2  n
xni = x
n 1
i + a
nhi; rn 1i:
Puede probarse por recursion que rn = y   yn. Si se usa la regla de seleccion (2.6) el
algoritmo se llama WGP (Weak Gradient Pursuit) y si se usa (2.8) se llama RWGP
(Relaxed Weak Gradient Pursuit).
Despues de dar algunas consecuencias de RIP en la Seccion 2.3.2, nos adentramos
en los resultados principales de este captulo sobre se~nales k-dispersas (sop (x)   ]
con
 ]  k). Por un lado, en la Seccion 2.3.2 se estudian condiciones sucientes para
que los seis algoritmos anteriormente descritos identiquen ndices del soporte de un
vector k-disperso x 2 RN . Por otro lado, en la Seccion 2.3.3 se estudia la convergencia
de estos algoritmos para se~nales k-dispersas.
Con respecto a la identicacion de elementos en el soporte de x y para los algoritmos
WMP, WOMP y WGP (los que se hacen con la regla de seleccion In() dada en (2.6))
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el principal resultado es el Teorema 2.3.5. En el se prueba que si  es una matriz que
satisface RIP con parametro k+1, la condicion
k+1 < 
1  kp
k
(2.10)
es suciente para asegurar que In()   ] = sop (x), por lo que estos algoritmos
identican siempre ndices de  ].
En el caso de WOMP este resultado permite identicar  ] en como mucho
 ] = k
iteraciones ya que, como se ha observado anteriormente, los elementos de In() son
distintos de los previamente seleccionados. Ademas, encontrado  ], puede probarse
que
x ] = x
n
 ] = 
y
 ny = 
y
 ]
y
con lo que se identica x completamente.
Con respecto a los algoritmos RWMP, RWOMP y RWGP (los que se hacen con la
regla de seleccion ~I(~) dada en (2.8)) y para identicar elementos de  ] = sop (x), el
principal resultado es el Teorema 2.3.12. Se prueba que ~In(~) 6= ; y
k+1 < ~(1  k)1=2 (2.11)
es suciente para asegurar ~In(~)   ] en estos algoritmos.
En la Nota 2.3.13 se prueba que la condicion
~  (1  k)
1=2
p
k
(2.12)
implica ~In(~) 6= ; para todo n. Junto con (2.11), tenemos
k+1
(1  k)1=2
<
(1  k)1=2p
k
lo que produce la restriccion p
k  1  k
k+1
:
En la Seccion 2.3.3 se estudia la convergencia de estos algoritmos cuando x es
una se~nal k-dispersa. Para los algoritmos del tipo GP (WGP y RWGP) el resultado
principal es el Teorema 2.3.17. Con la condicion (2.10) para WGP y (2.11) junto con
~In(~) 6= ; para RWGP se tiene
krnk`2(Rm)  Ck
rn 1
`2(Rm) (2.13)
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con Ck = (1  1 kk(1+k))1=2 < 1, y sop (x) =  ] con
 ]  k; por tanto la energa de los
residuos tiende exponencialmente a cero:
krnk`2(Rm)  Cnk
r0
`2(Rm) = C
n
k kyk`2(Rm) : (2.14)
De aqu se deduce, usando las propiedades RIP de , que
kx  xnk`2(RN )  (
1  k
1 + k
)n=2Cnk kxk`2(RN ) ; n = 1; 2; 3; : : : (2.15)
para toda se~nal k-dispersa x. Para que haya convergencia a 0 de la parte derecha de
(2.15) se ha de tener k <
1
2k+1 .
Para los algoritmos del tipo MP (WMP y RWMP) el resultado principal es el
Teorema 2.3.23. Con la condicion (2.10) para WMP y (2.11) junto con ~In(~) 6= ; para
RWMP se tiene
krnk`2(Rm)  C 0k
rn 1
`2(Rm) (2.16)
siempre que x sea k-dispersa, con
C 0k = (1 
(1  k)2
k
)1=2 < 1:
Iterando (2.16) y usando las propiedades que se deducen de RIP, se tiene
kx  xnk`2(RN )  (
1  k
1 + k
)n=2C
0n
k kxk`2(RN ) ; n = 1; 2; 3; : : : (2.17)
para toda se~nal k-dispersa x. En este caso, para que haya convergencia a 0 de la parte
derecha de (2.17) se ha de tener k <
1
k+2 .
Para WOMP y RWOMP sabemos que bajo las hipotesis (2.10) para el primero de
ellos y (2.11) junto con ~In(~) 6= ; para el segundo,  k =  ], con lo que rk = 0 para
se~nales k-dispersas.
Las matrices  2 RmN que permiten recuperar una se~nal k-dispersa x con el
problema de optimacion (P1) son matrices aleatorias con m  Ck log(N=k) y la re-
cuperacion se obtiene con gran probabilidad. En la Seccion 2.3.4 usamos las matrices
aleatorias (!) 2 RmN que satisfacen
(M1) Las columnas de (!) son estadsticamente independientes.
(M2) Para cada columna j(!), j = 1; : : : ; N , de (!) se tiene E
n
kj(!)k2`2(Rm)
o
= 1.
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(M3) Sea u 2 Rm un vector con kuk`2(Rm)  1. Si (!) es una columna de (!)
independiente de u,
P fjh(!);uij  "g  q1e c1"2m;
con q1; c1 constantes, q1  1.
(M4) Para todo conjunto    f1; : : : ; Ng con j j  k < N y para todo r 2 span ( (!))
se tiene
P

k (!)rk`2(R ) 
1
2
krk`2(Rm)

 1  q2Dke c2m;
con q2; D y c2 constantes, q2; D > 1.
Estas condiciones, (M1), (M2), (M3) y (M4) son satisfechas por las matrices aleato-
rias gaussianas (!) cuyas entradas i;j(!) son una realizacion independiente de una
variable aleatoria gaussianaN(0;
p
m), es decir, de media 0 y desviacion estandar 1=
p
m
(ver [27]). Tambien son satisfechas por las matrices aleatorias cuyas entradas son v. a.
independientes de Bernoulli con valores f 1=pm; 1=pmg (ver [1]).
En esta seccion se prueba (ver Teorema 2.3.28) que si ~  1
2
p
k
, 1  ` < N y
m  maxfC ln l(N   k); Ckg
se tiene que, dada una se~nal k-dispersa x, la probabilidad de que las matrices aleatorias
que satisfacen (M1)-(M4) identiquen elementos de  ] = sop (x) en las primeras l
iteraciones con los algoritmos RWMP, RWOMP y RWGP (aquellos que usan la regla
de seleccion ~In(~) dada en (2.8)) es mayor o igual a
1  Cl(N   k)e c1 ~m: (2.18)
Para algoritmos del tipo RWOMP sabemos que, si ~In(~) 6= ;, siempre se identican
nuevos ndices de  ] = sop (x). Por tanto, con este algoritmo, el soporte  ] se identica
en como mucho k iteraciones por lo que la se~nal x puede recuperarse. Como k(N k) 
N2=4, la probabilidad de que las matrices aleatorias que satisfacen (M1)-(M4) recuperen
una se~nal k-dispersa x en las primeras k iteraciones es mayor o igual a
1  CN2e c2 ~m: (2.19)
Este resultado se encuentra en el Corolario 2.3.30.
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Se estudiara tambien en esta seccion el comportamiento de las matrices aleatorias
con respecto a la regla de seleccion In() dada por (2.6). Los resultados, que se de-
scriben en el Teorema 2.3.32 y Corolario 2.3.33 son similares a los obtenidos en (2.18)
y (2.19).
Finalmente, la Seccion 2.4 esta dedicada a mostrar los resultados de algunos ex-
perimentos tanto para se~nales vectoriales como para imagenes. A juzgar por estos
resultados, el algoritmo RWGP parece ser el que da mejores aproximaciones cuando se
aplica a imagenes.
2.2 PC y geometra en espacios de grandes dimensiones.
En [36] se relaciona la percepcion compresiva con el problema geometrico de las an-
churas de Gel'fand y Kolmogorov de la siguiente forma. Sea K  RN , K compacto,
I : K 7! Rm el operador de informacion (codicador) y  : Rm 7! RN un algoritmo de
estimacion (decodicador) de x 2 K. Se dene el error minimax en `p, como
Em(K; `
p(RN )) = inf
;I
sup
x2K
kx (I(x))k`p(RN ) ;
en donde ; I son operadores no necesariamente lineales. En el caso de percepcion com-
presiva I es la aplicacion lineal dada por la matriz  y  es el problema de optimacion
(P1).
La anchura de Gel'fand de K de orden m con respecto a la norma `p(RN ) se dene
como
dm(K; `p(RN )) := inf
Y
sup
x2K\Y
kxk`p(RN ) ; (2.20)
donde el nmo se toma sobre subespacios lineales Y de codimension menor o igual a
m, es decir, Y es el complemento ortogonal (con respecto al producto interno eucldeo)
de un subespacio lineal de dimension m. El siguiente es un resultado ya establecido y
relaciona el error minimax con la anchura de Gel'fand (ver [22]).
Lema 2.2.1 Sea K  RN , K compacto, tal que K =  K y para el cual existe un
c > 1 tal que K +K  cK. Entonces,
dm(K; `p(RN ))  Em(K; `p(RN ))  cdm(K; `p(RN )): (2.21)
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Demostracion. Observese que Y ? = N(	) es un subespacio de codimension menor o
igual a m. Ademas, dado un subespacio lineal Y ? de codimension m, se puede asociar
su complemento ortogonal Y de dimension m con la matriz  de mN cuyas las se
forman con cualquier base de Y . A traves de esta identicacion se ve que
dm(K; `p(RN )) = inf

sup
2K\N
kk`p(RN ) ;
en donde el nmo se toma sobre todas las matrices mN .
Sea (;) cualquier par codicador-decodicador y z = (0). Para cualquier
 2 N tambien sucede que   2 N. Se tiene entonces que k   zk`p(RN )  kk`p(RN ),
o bien k    zk`p(RN )  kk`p(RN ), por la desigualdad triangular. Como K =  K, se
concluye que
dm(K; `p(RN ))  sup
2N\K
k  (())k`p(RN ) :
Tomando el nmo sobre todos los pares (;) se tiene la desigualdad izquierda de
(2.21).
Para probar la desigualdad derecha se elige una matriz tal que optime la denicion
de dm(K; `p(RN )). Denimos un decodicador  de la siguiente manera. Dado z en
el rango de  escribimos F(z) para el conjunto de x tal que (x) = z. Ahora, si
F(z)\K 6= ; tomamos cualquier x0(z) 2 F(z)\K y (z) = x0(z). Si F(z)\K = ;, se
dene (z) como cualquier elemento de F(z). Con esto y como x 2 F(z) \K implica
que x  x0 2 N y x  x0 2 cK se tiene
Em(K; `
p(RN ))  sup
x2K
kx ((x))k`p(RN )  sup
x;x02F(z)\K
x  x0
`p(RN )
 sup
2c[K\N]
kk`p(RN )  Cdm(K; `p(RN ));
por la eleccion de . Esto termina la demostracion. 
Para terminar de establecer la relacion entre la geometra de los espacios de Banach
y el problema de la percepcion compresiva debemos denir previamente las anchuras
de Kolmogorov. Para un K  RN acotado, la anchura de Kolmogorov de K de orden
m con respecto a la norma `p(RN ) se dene como
dm(K; `
p(RN )) := inf
Y
sup
x2K
inf
z2Y
kx  zk`p(RN ) ; (2.22)
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en donde el nmo es sobre todos los subespacios lineales Y de dimension m de RN , ver
[36]. El siguiente resultado de dualidad (ver [90]) relaciona las anchuras de Gel'fand con
las de Kolmogorov, cuando los K son las bolas unitarias de espacios `p(RN ), establece
que
dm(B
p(RN ); `q(RN )) = dm(Bq
0
(RN ); `p
0
(RN ));
y en particular
dm(B
2(RN ); `1(RN )) = dm(B1(RN ); `2(RN )):
Un resultado de Kashin ([65]) y mejorado por Garnaev y Gluskin ([45]) sobre las an-
churas de Kolmogorov es el siguiente:
dm(B
2(RN ); `1(RN ))  C

log(N=m)
m
1=2
:
Este resultado permite estimar el error en percepcion compresiva (2.4) a traves del
Lema 2.2.1 y de la dualidad entre anchuras como
Em(B
1(RN ); `2(RN )) '

log(N=m)
m
1=2
;
que es el resultado en el contexto de percepcion compresiva del Teorema 1 en [36] y
del Teorema 1.1 en [19] cuando x 2 `1(RN ) (ver (2.4)). As que, se puede armar
que el error de la percepcion compresiva es casi optimo: salvo un factor logartmico
de m. Sin embargo, este resultado no se deriva de la misma forma cuando p 6= 1,
0 < p < 1 (ver [36]). Ademas, el resultado teorico de las anchuras no dice cuales
son aquellos operadores de compresion de informacion (codicadores) y algoritmos de
estimacion (decodicadores) optimos. La teora de la percepcion compresiva resuelve
este problema para las condiciones anteriores.
Respecto a D3) ya se dijo anteriormente que el problema de optimacion en `0
da soluciones dispersas, sin embargo, es un problema NP. Al relajar esta condicion
con la norma `1 el problema se vuelve en uno convexo y para el cual existen al-
gortmos numericos \rapidos". Estas soluciones \rapidas" convergen en, efectivamente,
un tiempo polinomico en el tama~no N del problema. Sin embargo, son todava demasi-
ado lentos para las aplicaciones en tiempo real. La manera de sortear este problema
es el tema de la Subseccion 2.3 y en donde se muestran los resultados propios. Con-
tinuando el comentario respecto a D3), se tiene que, para m = O(k logN), el error de
la percepcion compresiva (2.4) es comparable con el error de la aproximacion no lineal
(2.1).
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2.2.1 Una condicion suciente
En esta subseccion daremos cuenta, breve y someramente, del desarrollo de una condicion
suciente para que la solucion x] del problema de optimacion (2.3) reconstruya o se
aproxime a un vector x con las condiciones de dispersion o compresibilidad. Nos con-
centraremos en los resultados de Candes-Romberg-Tao [17], [19], [20] y [18].
Sean x 2 RN un vector k-disperso con soporte en   (i.e., j j = k) y 
  ZN
un conjunto aleatorio (de tama~no m = E fj
jg) de renglones de la matriz de Fourier
discreta F de tama~no N  N . La matriz de percepcion compresiva es  = F
 y
las observaciones son y = x 2 Rm. Ya se ha dicho que el resultado principal de
[17] es que: si m = E fj
jg = O(k logN) entonces, para una realizacion de  = F

y una observacion y, la probabilidad de que x] = x sera al menos 1   O(N c) (c
un parametro de exactitud). La prueba se basa en que una condicion necesaria y
suciente para la solucion de (2.3) es la existencia de un polinomio trigonometrico P
cuya transformada de Fourier tenga soporte en 
, sea igual a sgn(x) en el soporte  
de x, y tenga magnitud estrictamente menor a 1 en cualquier otra parte (Lemma 2.1
en [17]). Se propone el polinomio P := F 
F !
(F

 !
F !
)
 1%sgn(x), en donde
% : `2( ) 7! `2(ZN ) extiende el vector en   a un vector en ZN colocando ceros fuera de
  y % es la restriccion a  . El resto de la prueba se basa en probar la invertibilidad
de F  !
F !
 y probar la condicion de magnitud de P en  
c en probabilidad. Esto
se consigue estimando en la norma de Froebenius los momentos de las matrices y
aprovechando las cancelaciones de los atomos (exponenciales complejas e2it!) de F
fuera de la diagonal de dichas potencias de matrices.
En [19], Candes y Tao, ademas de extender el problema al caso en que x es com-
presible (x 2 w`p, 0 < p  1), establecen dos condiciones sucientes sobre la matriz
 para que el error de reconstruccion (2.4) se verique con \gran probabilidad". Una
de esas condiciones (Exact Reconstruction Principle: ERP) es la existencia de un poli-
nomio trigonometrico como el descrito en [17]. La otra condicion (Uniform Uncertainty
Principle: UUP) esta relacionada con la acotacion por arriba y por abajo de los valores
propios de una matriz  de tama~no mN , es decir,
1
2
m
N
kxk2`2(RN )  kxk2`2(R
) 
3
2
m
N
kxk2`2(RN ) ;
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para todo vector k-disperso x tal que m = O(k logN) con probabilidad mayor a
1 O(N ),  = (k;m;N), y en donde R
 es el subespacio de RN con coordenadas
signicativas en el conjunto 
  f1; 2; : : : ; Ng de tama~no m.
En [20], Candes y Tao introducen una condicion muy parecida a UUP.
Denicion 2.2.2 Dado k 2 N, una matriz  2 CmN , m  k, cumple la propiedad
de la isometra restringida RIP con parametro k, 0 < k < 1, si se cumple que
(1  k) kxk2`2(RN )  kxk2`2(Rm)  (1 + k) kxk2`2(RN ) ; (2.23)
para todos los vectores x 2 RN que sean k dispersos.
Elnmo de las constantes k que satisfacen (2.23) se llama constante de la isometra
restringida.
Tambien en [20] se introducen las siguientes constantes. Dados k; k0 2 N, la cons-
tante de ortogonalidad restringida, k;k0 , es el menor de los numeros que satisfacen
jhx;xij  k;k0 kxk`2(RN ) kxk`2(RN ) (2.24)
para todos los vectores x;x 2 RN con sop x \ sop x0 = ; y jsop xj  k, jsop x0j  k0,
donde sop x = fi 2 f1; : : : ; Ng : xi 6= 0g.
Observar que los numeros k y k;k0 miden como de cerca los vectores columna
i, i = 1; : : : ; N , de  se comportan como un sistema ortonormal en RN , pero solo
cuando nos restringimos a combinaciones lineales (dispersas) formadas como mucho
por k vectores.
El Lema 1.2 de [20] prueba que para todo k; k0 se cumple
k;k0  k+k0  k;k0 +max(k; 0k): (2.25)
El Teorema 1.4, tambien de [20], muestra que si  2 CmN es una matriz que
satisface
k + k;k0 + k;2k < 1; (2.26)
el problema de optimacion (P1) dado en (2.3) encuentra de manera exacta cualquier
vector k-disperso x 2 RN a partir de las mediciones y = x.
Una cuestion importante es sobre la existencia de dichas matrices. Se ha probado
que las matrices gaussianas, de Bernoulli y parcial aleatoria de Fourier, verican RIP
con alta probabilidad (debido a que satisfacen la propiedad de la concentracion de la
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medida, ver (2.32)) siempre y cuando el numero de mediciones m  Ck log(N=k) para
las dos primeras (ver [19], [20]) y m  Ck log5(N) para la matriz parcial aleatoria de
Fourier (ver [19], [92]).
Finalmente, en [18], Candes-Romberg-Tao incluyen el caso en que las observaciones
esten contaminadas por ruido, i.e., y = x + n, knk`2  . Incluyen los casos en
que x es un vector k-disperso y cuando x es un vector arbitrario no necesariamente
compresible. Se busca ahora la solucion x] al problema de optimacion
(P 01) min
z2RN
kzk`1 sujeto a kz  yk`2  : (2.27)
El siguiente es el Teorema 1 en [18] (caso k disperso) y del cual se incluye su
demostracion por razones didacticas.
Teorema 2.2.3 [Candes-Romberg-Tao] Sea  una matriz que cumple RIP con con-
stantes tal que 3k + 34k < 2. Para x con soporte en   tal que j j = k y cualquier
perturbacion n con knk`2(RN )  , la solucion x] al problema de optimacion (P 01) obedecex  x]
`2
 Ck  ; (2.28)
en donde Ck depende solo de 4k.
Demostracion. Se hace uso de dos hechos geometricos que son consecuencia del
problema de optimacion (P 01) y que estan esquematizados en la Figura 2.1. A saber:
 Restriccion cilndrica. Como y   x = n con knk`2(RN )   y x] cumple la
restriccion cuadratica de (P 01), entonces la desigualdad triangular dax]  x
`2(Rm)

x]   y
`2(Rm)
+ kx  yk`2(Rm)  2:
Es decir, x] esta dentro de un cilindro de radio < 2 alrededor del subespacio
x.
 Restriccion conoidal. Como x es, de hecho, realizable en (P2), se tiene quex]
`1(RN )  kxk`1(RN ) : Podemos descomponer x] = x+ h, obteniendo
kxk`1(RN )  kx+ hk`1(RN )  kxk`1(RN )   kh k`1(RN ) + kh ck`1(RN ) ;
en donde  c es el complemento de   en f1; 2; : : : ; Ng. As, h obedece la restriccion
en el cono
kh ck`1(RN )  kh k`1(RN ) ;
es decir, los componentes de h estan concentrados en el conjunto  .
21
2. ALGORITMOS AMBICIOSOS PARA LA PERCEPCION
COMPRESIVA
6
 
- c
x
Figure 2.1: Esquematizacion del problema (P 01). Se muestran las restricciones en el
\cono" y el \tubo".
Escribimos  0 =  . Dividimos  
c
0 en subconjuntos de tama~no M (mas adelante se
precisara su valor) y reordenamos los elementos de  c0 de manera que la magnitud de
las coordenadas de h c decrezcan en los conjuntos  j . As,  1 contiene losM ndices de
los coecientes mas grandes de h c ,  2 contiene M ndices de los siguientes coecientes
mas grandes de h c , y as sucesivamente (el ultimo conjunto puede contener menos
elementos).
As, el k-esimo elemento mas grande de h c0 obedeceh c0((k))  h c0`1(RN ) =k
(donde (k) es la reordenacion) y, por tanto
h( 0[ 1)c2`2(RN )  h c02`1(RN ) NX
k=M+1
1=k2  h c02`1(RN ) =M:
Por la desigualdad conoidal y por las desigualdades entre normas, se tieneh( 0[ 1)c2`2(RN )  kh 0k2`1(RN ) =M  kh 0k2`2(RN ) j 0j =M;
es decir, la norma `2 de h esta concentrada en  0 [  1 =  01. As,
khk2`2(RN ) = kh 01k2`2(RN ) +
h c012`2(RN )  (1 + j 0j =M) kh 01k2`2(RN ) : (2.29)
22
2.2 PC y geometra en espacios de grandes dimensiones.
Ahora,
khk`2(Rm) =
h 01 +
X
j2
h j

`2(Rm)
 kh 01k`2(Rm)  
X
j2
h j`2(Rm)

q
1  M+j 0j kh 01k`2(RN )  
p
1 + M
X
j2
h j`2(RN ) ; (2.30)
usando la propiedad RIP (2.23).
Por otra parte, por construccion de los conjuntos  j se tiene jhij 
h j`1(RN ) =M
para todo i 2  j+1. As, h j+12`2(RN )  h j2`1(RN ) =M;
de donde se sigue queX
j2
h j`2(RN )  X
j1
h j`1(RN ) =pM = h c0`1(RN ) =pM
 kh 0k`1(RN ) =
p
M 
p
j 0j =M kh 0k`2(RN ) ;
usando la restriccion conoidal en la segunda desigualdad. Aplicando esto a (2.30) se
tiene
khk`2(Rm)  Cj 0j;M kh 01k`2(RN ) ; Cj 0j;M :=
q
1  j 0j+M  
p
j 0j =M
p
1 + M :
Haciendo  = j 0j =M , se sigue de (2.29) y khk`2(Rm)  2 (restriccion cilndrica) que
khk`2(RN ) 
p
1 +  kh 01k`2(RN ) 
p
1 + 
Cj 0j;M
khk`2(Rm)  2
p
1 + 
Cj 0j;M
;
siempre y cuando Cj 0j;M sea positivo. Si M = 3 j 0j, entonces Cj 0j;M > 0 si 3j 0j +
34j 0j < 2. As termina la demostracion.

2.2.2 Concentracion de la medida y RIP
Las demostraciones de que las matrices gaussianas y de Bernoulli cumplen RIP (o UUP)
se basan en resultados asintoticos sobre la probabilidad de las acotaciones de los auto
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valores maximos y minmos de dichas matrices. Las proyecciones aleatorias han sido
usadas como herramientas fundamentales en la teora asintotica de espacios normados
de dimension nita y en la teora de la aproximacion, como ya se ha mencionado en la
Seccion 2.2. Una mas de las relaciones entre la percepcion compresiva y los espacios
de altas dimensiones se da con el lema de Johnson-Lindenstrauss o, mas precisamente,
con su demostracion. El resultado original de dicho lema se lee as:
Lema 2.2.4 [Johnson-Lindentrauss] Sea  2 (0; 1). Para todo conjunto P de jP j
puntos en RN y un numero positivo m > m0 = O(ln(jP j)=2), existe una aplicacion
Lipschitz f : RN 7! Rm tal que
(1  ) ku  vk2`2(RN )  kf(u)  f(v)k2`2(Rm)  (1 + ) ku  vk2`2(RN ) ; (2.31)
para todo u; v 2 P .
Notese el parecido con la propiedad RIP (2.23). Este es un resultado de existencia y
no sabemos como construir f . Si permitimos que (2.31) se cumpla en probabilidad
se ha probado que puede tomarse f =  como una matriz aleatoria Gaussiana o de
Bernouilli de tama~no mN . La demostracion se basa en probar que
E
n
kxk2`2(Rm)
o
= kxk2`2(RN ) ;
y, posteriormente, que kxk2`2(Rm) esta fuertemente concentrado (concentracion de
la medida) alrededor de su valor esperado, es decir,
P
nkxk2`2(Rm)   kxk2`2(RN )   kxk2`2(RN )o  2e mc0(); 0 <  < 1; (2.32)
en donde c0() depende solo de  y es tal que para todo  2 (0; 1), c0() > 0. En [27],
Dasgupta-Gupta lo prueban para las matrices gaussianas, y en [1], Achlioptas para las
de Bernoulli.
A partir de esto, Baraniuk-Davenport-DeVore-Wakin prueban en [6] que la propiedad
RIP se verica para las matrices gaussianas y de Bernoulli. Primero construyen una
red de puntos que cubre la interseccion de la bola unitaria `1(RN ) y un subespacio k-
dimensional (por coordenadas), se aplica (2.32) a todos estos puntos acotando la union.
Posteriormente se aplica a todos los vectores k-dimensionales en RN posibles, es decir,
se acota con las combinaciones de N elementos tomados de k en k. A continuacion
hacemos explcitos estos dos resultados.
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2.2 PC y geometra en espacios de grandes dimensiones.
Lema 2.2.5 Sea  una matriz aleatoria de tama~no m  N que cumpla con la de-
sigualdad de concentracion de la medida (2.32). Entonces, para un conjunto   tal que
j j = k < N y cualquier 0 <  < 1, se tiene
(1  ) kxk`2(RN )  kxk`2(Rm)  (1 + ) kxk`2(RN ) ; para todo x 2 R ; (2.33)
con probabilidad
 1  2(12=)ke c0(=2)m: (2.34)
Demostracion. Es suciente probar (2.33) para el caso kxk`2(RN ) = 1 ya que 
es lineal. Del captulo 15 de [74], dado  > 0, se puede encontrar un conjunto de
puntos Q  ( R  tal que para todo q 2 Q , kqk`2(RN )  1, y para todo x 2 R  con
kxk`2(RN )  1, se tiene
min
q2Q 
kx  qk`2(RN )  =4
y, ademas, jQ j  (12=)k. Haciendo  = =2 y aplicando (2.32) a cada uno de los jQ j
puntos q 2 Q , se tiene (con probabilidad  1  2(12=)ke c0(=2)m)
(1  =2) kqk2`2(RN )  kqk2`2(Rm)  (1 + =2) kqk2`2(RN ) ; para todo q 2 Q ;
lo que implica
(1  =2) kqk`2(RN )  kqk`2(Rm)  (1 + =2) kqk`2(RN ) ; para todo q 2 Q :
Defnase A como el menor numero tal que
kxk`2(Rm)  (1 +A) kxk`2(RN ) ; para todo x 2 R ;
queremos mostrar que A  . Dado x con soporte en   y con kxk`2(RN )  1 podemos
elegir q 2 Q  tal que kx  qk  =4. Entonces, se tiene
kxk`2(Rm)  kqk`2(Rm) + k(x  q)k`2(Rm)  1 + =2 + (1 +A)=4:
Por la denicion de A se tiene A  =2 + (1 + A)=4. Es decir, A  3=41 =4  . Esto
prueba la desigualdad por arriba. La estimacion por abajo se sigue de esto ya que
kxk`2(Rm)  kqk`2(Rm)   k(x  q)k`2(Rm)  1  =2  (1 + )=4  1  :

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Teorema 2.2.6 Sea  una matriz aleatoria mN que cumple la concentracion de la
medida (2.32). Entonces, existen constantes c1; c2 > 0, que dependen solo de , tales
que se verica RIP (2.23) para k  c1m= log(N=k) con probabilidad mayor a 1 e c2m.
Demostracion. Sabemos que para cada uno de los subespacios R  de dimension k,
la matriz  fallara en satisfacer (2.33) con probabilidad menor a 2(12=)ke c0(=2)m.
Existen

N
k

 (eN=k)k de tales subespacios. Por consiguiente, la propiedad RIP
(2.23) no se vericara con probabilidad
 2(eN=k)k(12=)ke c0(=2)m = e c0(=2)m+k[log(eN=k)+log(12=)]+log(2):
Para un c1 sucientemente peque~no y por la hipotesis k  c1m= log(N=k), se puede
encontrar un c2 > 0 tal que c2m < c0(=2)m  c1m[1 + (1 + log(12=))= log(N=k)], con
lo que se prueba el teorema.

Las demostraciones de que las matrices parciales de Fourier cumplen RIP son mas
elaboradas.
2.3 Algoritmos ambiciosos en la percepcion compresiva
Algunas consecuencias de la propiedad de la isometra restringida (2.23) para matri-
ces de percepcion compresiva han permitido el desarrollo de algoritmos que aceleran
el proceso de encontrar una solucion exacta o aproximada de x conocidas las observa-
ciones y = x. Aunque dichas consecuencias estan implcitas en las pruebas de [20]
(ver Lemma 1.2 y Lemma 2.1), algunas de estas fueron explotadas por primera vez
por Needell-Vershynin en [84] para desarrollar un algoritmo de busqueda basado en
el algoritmo OMP (Orthogonal Matching Pursuit). Desde entonces se han propuesto
algoritmos basados en dichas consecuencias.
Existen otros algoritmos de reconstruccion basados en matrices aleatorias cuyas
garantas de probabilidad de reconstruccion dependen de un incremento en el numero
de mediciones m, incluso en un factor cuadratico de la dispersion del vector y po-
lilogartmico en la dimension ambiente N , es decir, m = O(k2(logN)n). Recordemos
que RIP se cumple para matrices de Fourier parciales, gaussianas y de Bernoulli, con
m = O(k log(N)).
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Supongamos que la matriz  verica RIP y que conocemos el soporte  ] del vector
k-disperso x 2 RN y que las observaciones son y = x :=  ]x ] . Para reconstruir x
sera suciente aplicar la seudo-inversa de  restringida al conjunto  ] (que existe por
(2.23)), ya que
( ])
yy = ( ] ])
 1 ]y = (

 ] ])
 1 ] ]x ] = x: (2.35)
Observese la accion prominente de 
 ]
: Rm 7! R ] . Ademas, se tiene (
 ]
 ])
 1 :
R ] 7! R ] . Supongamos que el residuo en la primera iteracion es r0 = y y de alguna
forma calculamos diferentes residuos r1; r2; : : : ; rn. Entonces, los mayores elementos de
gn = (gn1 ; :::; g
n
N )
t = rn 1 (gni = hi; rn 1i, donde i son las columnas de ) nos dan
una idea del soporte de x ya que se verica RIP: el cuadrado de la energa de los k
elementos de x y las observaciones y = x no dieren mas que k.
A nuestro juicio, los parametros mas importantes a analizar son los de convergencia
y probabilidad de reconstruccion exacta (o error de aproximacion). En este trabajo
describiremos el funcionamiento de algunos algoritmos ambiciosos, las consecuencias
de RIP y su uso en la identicacion del soporte, la velocidad de convergencia y la
probabilidad de reconstruccion exacta.
2.3.1 Los algoritmos
Los algoritmos ambiciosos1 seleccionan un (conjunto de) elemento(s) en cada it-
eracion identicando el(los) mayor(es) productos internos
hi; rn 1i. La principal
diferencia entre estos algoritmos es la direccion de busqueda y la forma de actualizar
la aproximacion y/o estimacion. A continuacion describimos algunos de ellos.
WEAK MATCHING PURSUIT (WMP)
BUSQUEDA DE CORRESPONDENCIA DEBIL
1Al greedy algorithm se le conoce en castellano generalmente como algoritmo avaricioso. La tra-
duccion que hace el Concise Oxford Dictionary de la palabra greed es codicia o avaricia. Segun el
diccionario de la Real Academia Espa~nola se tiene que: Avaricia: 1. f. Afan desordenado de poseer
y adquirir riquezas para atesorarlas. Tambien se tiene que, segun la RAE: Codicia: 1. f. Afan excesivo
de riquezas. 2. f. Deseo vehemente de algunas cosas buenas. Finalmente, de nuevo segun la RAE:
Ambicioso, sa.: 1. adj. Que tiene ambicion. U. t. c. s. 2. adj. Que tiene ansia o deseo vehemente de
algo. U. t. c. s.
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El algoritmo MP fue el primero en usarse en el procesamiento de se~nales (ver [79]).
El parametro de \debilidad"  2 (0; 1] es usado para seleccionar uno solo o varios
elementos y se introdujo por primera vez, hasta donde sabemos, en [64] y ha sido
extensamente usado en la aproximacion no lineal (ver [34], [96], [97], [98] y las referencias
ah contenidas).
En el inicio establecemos: en la iteracion n = 0 el residuo es r0 = y, la aproximacion
a la observacion es y0 = 0 y la estimacion a la se~nal es x0 = 0. Recuerde que i denota
la i-esima columna de . El bucle hasta que se llega a algun criterio es:
 gn = rn 1, el representante de la se~nal.
 In := In() :=
n
i : jgni j  
rn 1
`1(RN )
o
, la regla de seleccion debil por
etapas con 0 <   1.
 yn = yn 1+Pi2In gni i = yn 1+Pi2Inhi; rn 1ii, la aproximacion a la obser-
vacion.
 xni = xn 1i + gni = xn 1i + hi; rn 1i, i 2 In y xnj = xn 1j si j =2 In, la estimacion
de la se~nal.
 rn = rn 1  Pi2In gni i = rn 1  Pi2Inhi; rn 1ii, el residuo.
Por recursion y la denicion de yn y rn se tiene que rn = rn 1   (yn   yn 1) =    =
y   yn.
WEAK ORTHOGONAL MATCHING PURSUIT (WOMP)
BUSQUEDA DE CORRESPONDENCIA ORTOGONAL DEBIL
El algoritmo WOMP es similar a WMP. Una vez que In ha sido seleccionado en WMP,
la aproximacion yn = yn 1 +
P
i2In g
n
i i puede no ser la mejor aproximacion a y
en la norma `2(Rm) por elementos del subespacio Vn := f nx : x 2 RNg, donde
 n = [ni=1In. En WOMP se hace yn = P ny, donde P n denota la proyeccion ortogonal
sobre el subespacio Vn. Se puede obtener una expresion para y
n en terminos de  n .
Como yn 2 Vn podemos escribir yn =  nxn para algun xn 2 RN , y como yn realiza
la mnima distancia (en `2(Rm)) de y a Vn, el elemento y yn ha de ser perpendicular
a Vn. Entonces,
y   yn = y   nxn ?  nx;8x 2 RN :
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As pues, para todo x 2 RN ,
0 = hy   nxn; nxi = h ny   n nxn;xi:
Por tanto,  ny   n nxn = 0, de donde se deduce
xn = ( n n)
 1 ny = 
y
 ny e y
n =  n
y
 ny (2.36)
donde y n = (

 n n)
 1 n es la seudo-inversa de  n . Observar que (2.36) da no
solo la aproximacion a la estimacion sino tambien la aproximacion a la se~nal.
En este algoritmo el residuo rn = y yn es ortogonal a las columnas de  n ya que
 nr
n =  n(y   ny ny)
=  ny   n n( n n) 1 ny = 0: (2.37)
As, es seguro que en cada iteracion la regla de seleccion produce nuevos elementos. En
el inicio establecemos: en la iteracion n = 0 el residuo es r0 = y, la aproximacion a la
observacion es y0 = 0 y la estimacion a la se~nal es x0 = 0. Recuerde que i denota la
i-esima columna de . El bucle hasta que se llega a algun criterio es:
 gn = rn 1, el representante de la se~nal.
 In := In() :=
n
i : jgni j  
rn 1
`1(RN )
o
, la regla de seleccion debil con
0 <   1:
  n =  n 1S In, actualizacion de los elementos seleccionados.
 xn := xnj n = y ny, estimacion de la se~nal.
 yn =  ny ny, aproximacion a la observacion.
 rn = y   yn, el residuo.
Observar que yn resuelve el problema minz2Vn ky   zk`2(Rm) y por tanto xn es el ele-
mento de RN que resuelve el problema
min
x2RN
ky   nxk`2(Rm) ; sop x   n: (2.38)
Conviene observar que la notacion xn := xn n que hemos escrito para la estimacion de
la se~nal signica que xni = 0 si i 62  n. Por tanto
xn =  nx
n
 n =  n
y
 ny = y
n:
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WEAK GRADIENT PURSUIT (WGP)
BUSQUEDA DE GRADIENTE DEBIL
Este algoritmo ambicioso es, tal vez, el menos conocido de los que se describen en
este trabajo (ver [85]). Blumensath y Davies usan este algoritmo en el contexto de las
matrices aleatorias en [11] y [12]. En la iteracion n = 0 se establecen el residuo r0 = y,
el soporte  0 = ; y, por tanto, la aproximacion y0 = 0 y la estimacion x0 = 0. El bucle
basico es:
 gn = rn 1, el \representante" (\proxy") de la se~nal.
 In() :=
n
i : jgni j  
rn 1
`1(RN )
o
, la regla de seleccion.
  n =  n 1S In, actualizacion de los elementos seleccionados.
 dn n =  nrn 1, actualizacion de la direccion.
 an = hrn 1; ndn n ik ndn nk2`2(Rm)
, el paso optimado.
 xn := xn n = xn 1 + andn n , la estimacion de la se~nal.
 yn = yn 1 + an ndn n , la aproximacion a la observacion.
 rn = rn 1   an ndn n , el residuo.
Se tiene nuevamente que rn = y   yn. En efecto, si n = 0 se tiene r0 = y = y   y0.
Suponiendo que rn 1 = y   yn 1; n  1, se deduce
rn = rn 1   (yn   yn 1) = (y   yn 1)  (yn   yn 1) = y   yn: (2.39)
Recordar que xn := xn n signica que las coordenadas de x
n que no corresponden a
ndices de  n son nulas. Con esta notacion xn =  nx
n
 n y x
n 1 = xn 1
 n 1 = x
n 1
 n .
Al igual que en WOMP, tambien se cumple yn = xn. En efecto, si n = 1,
y1 = a1 1d
1
 1 =  1x
1
 1 = x
1. Supongamos que yn 1 = xn 1 =  n 1x
n 1
 n 1 =
 nx
n 1
 n . Entonces
yn = yn 1 + an ndn n =  nx
n 1
 n + n(x
n
 n   xn 1 n ) =  nxn n = xn: (2.40)
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El termino \gradiente" en el nombre de este algoritmo se debe a que la actualizacion
de la direccion, dn n = 

 nr
n 1 es el gradiente de la funcion de coste
Cn(x) =  1
2
ky   nxk2`2(Rm) ; sop x 2  n (2.41)
evaluado en xn 1. En efecto, un simple calculo producerxCn(x n) =  n(y  nx n)
y cuando x = xn 1
rxCn(xn 1) =  n(y   nxn 1 n ) =  n(y   yn 1) =  nrn 1 = dn n
debido a (2.40) y (2.39). Observar que el mnimo de Cn(x) se alcanza en ~x
n tal
que rxCn(~xn) = 0, y por tanto  n(y    n~xn n) = 0. De aqu se deduce ~xn n =
( n n)
 1 ny = 
y
 ny que es la aproximacion de la se~nal en WOMP.
Una vez calculada la actualizacion de la direccion dn n = 

 nr
n 1, se muestra en
[51], p. 521, que para minimizar el cuadrado del error de la solucion en las direcciones
actualizadas se ha de tomar
an =
hrn 1; ndn ni ndn n2`2(Rm) ;
lo que explica la eleccion de an en el algoritmo.
Para informacion del lector mencionaremos que hay otras formas de actualizar las
direcciones. Por ejemplo, Blumensath y Davies ([11], [12]) proponen que las nuevas
direcciones sean de la forma
dn n = g
n
 n + !
ndn 1 n
donde gn n = 

 n(y  nxn) coincide con el gradiente de la funcion de coste evaluado
en xn y !n es un escalar que mantiene la propiedad llamada de \conjugacion" entre
dn n y d
n 1
 n , es decir,
h ndn 1 n ; ndn ni = 0;
donde dn 1 n indica d
n 1
 n 1 con ceros a~nadidos en los nuevos ndices. Es facil comprobar
que debe elegirse
!n =  h nd
n 1
 n ; ng
n
 ni ndn 1 n 2`2 :
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2.3.2 Consecuencias de RIP
Las siguientes son algunas propiedades de las matrices de percepcion compresiva que se
usaran para analizar algunos algoritmos. Estos resultados se usan de manera implcita
en algunas pruebas (ver Lemma 1.2 y Lemma 2.1) en [20]. En los algoritmos presentados
en [84], [83], [11], [12] y [23], entre otros, se usan algunas de estas consecuencias. Una
demostracion completa se da en [23].
Lema 2.3.1 Supongamos que  2 RmN satisface RIP (2.23) con k, j j  k, supp(u) =
 .
k k`2(R )!`2(Rm) = k k`2(Rm)!`2(R )  (1 + k)1=2; (2.42)
(1  k) kuk`2(R )  k  uk`2(R )  (1 + k) kuk`2(R ) ; (2.43)
(1 + k)
 1 kuk`2(R ) 
(  ) 1u`2(R )  (1  k) 1 kuk`2(R ) : (2.44)
Para conjuntos disjuntos  0;  tales que j 0S j  k
k 0 uk`2(R 0 )  k kuk`2(R ) : (2.45)
Desarrollamos a continuacion otra consecuencia de RIP que usaremos para probar
algunos resultados propios.
Lema 2.3.2 Sea  que verica RIP con parametro k y sea j j  k. Para todo r 2
span  
k rk`2(R )  (1  k)
1
2 krk`2(Rm) : (2.46)
Demostracion. Primero acotamos la seudo-inversay r
`2(R )
=
(  ) 1 r`2(R )  (1  k) 1 k rk`2(R ) ;
en donde hemos usado (2.44). A continuacion usamos esto y la desigualdad de Schwarz
para obtener
k rk2`2(R ) (1  k)
y r
`2(R )
k rk`2(R )
 (1  k)hy r; ri = (1  k)(y r) r
= (1  k)r (  ) 1 r
= (1  k)y   (  ) 1  y 
= (1  k)y   y 
= (1  k) krk2`2(Rm) ;
ya que r esta en el espacio generado por las columnas de  . Es decir, se puede escribir
r =  y  para algun y  y se concluye la prueba. 
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2.3.2.1 Identicacion del soporte en WMP, WOMP y WGP
Damos ahora condiciones sucientes sobre la matriz de percepcion compresiva  para
que los algoritmos WMP, WOMP y WGP seleccionen elementos en el soporte  ] de
un vector k disperso x. El algoritmo WOMP seleccionara nuevas columnas en cada
iteracion debido a la ortogonalidad con los residuos previos. Por tanto, la convergencia
para reconstruccion exacta de vectores k dispersos esta garantizada en, a lo mucho, k
iteraciones cuando la condicion se verica. La regla de seleccion es
In() :=
n
i : jgni j  
rn 1
`1(RN )
o
; (2.47)
para algun  2 (0; 1].
Lema 2.3.3 Supongamos que I1(); : : : ; In()   ] = sop (x). Entonces, el residuo
rn en cada uno de los algoritmos WMP, WOMP y WGP descritos en la Seccion 2.3.1
satisface rn 2 span ( ]).
Demostracion. Tenemos que probar que existe ~xn con sop ~xn   ] tal que rn =
 ]~x
n para cada uno de los algoritmos.
Para WOMP, rn = y   yn = y    nxn =  ]x ]    nxn n donde  n =
[nk=1Ik()   ]. escribiendo xn ] para denotar el elemento que coincide con xn n y tiene
ceros en los ndices de  ] n  n se tiene rn =  ](x ]   xn ]) con sop (x ]   xn ])   ].
Para WGP la demostracion es similar ya que, segun (2.39) y (2.40), rn = y  yn =
 ]x ]   nxn n con  n = [nk=1Ik().
Para WMP procedemos por induccion. Es claro que r0 = y =  ]x ] lo satisface.
Para r1 tenemos r1 = y   y1 =  ]x ]  
P
i2I1hi; r0ii =  ]x ]   I1I1y.
Con z1 = I1y se tiene r
1 =  ]x ]   I1z1 con sop z1  I1   ]. Entonces,
r1 =  ](x ]   z1 ]) con z1 ] obtenido de z1 a~nadiendo ceros en las posiciones  ] n I1.
En este caso ~x1 = x ]   z1 ] .
Supongamos que rk =  ]~x
k con sop ~xk   ] para todo k = 1; 2; : : : ; n   1.
Entonces, con zn = Inr
n 1,
rn = rn 1  InInrn 1 =  ]~xn 1  Inzn =  ](~xn 1   zn ])
con sop (~xn 1   zn
 ]
)   ] ya que sop zn  In   ]. 
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Lema 2.3.4 Sea  una matriz de tama~nomN que satisface RIP (2.23) con parametro
k+1. Supongamos que p
kk+1
1  k <  (2.48)
y que r 2 span ( ]) con  ]  f1; : : : ; Ng y
 ]  k. Denir
I() = fi : jhi; rij   krk`1(RN )g
donde i; i = 1; 2; : : : ; N , denotan las columnas de . Se tiene que
I()   ]:
Demostracion. Tomando complementarios, basta probar que ]cr`1(R ]c ) <   ]r`1(R ] ) :
Puesto que r 2 span ( ]) podemos escribir r =  ]z con sop z   ]. Sea  un ndice
de  ]c para el que
jh; rij =
 ]cr`1(R ]c ) :
Observar que jh; rij = jrj = krk`1(R) = krk`2(R) donde  es la matriz de
tama~no m 1 formada por la columna  de . Entonces,
 ]c
r

`1(R ]c )
 ]
r

`1(R ] )
=
krk`2(R)
 ]
r

`1(R ] )

p
k krk`2(R)
 ]
r

`2(R ] )
=
p
k k ]zk`2(R)
 ]
r

`2(R ] )

p
kk+1 kzk`2(R ] )
(1  k)1=2 k ]zk`2(Rm)

p
kk+1 kzk`2(R ] )
(1  k) kzk`2(R ] )
=
p
kk+1
1  k < 
como queramos probar. La pimera desigualdad se debe a que kwk`2(Rd) 
p
d kwk`1(Rd).
La segunda desigualdad es debida a (2.45) en el numerador y (2.46) en el denominador
(Lemma 2.3.2) ya que r 2 span ( ]). La tercera desigualdad es debida a la parte
izquierda de la condicion RIP (2.23). 
Teorema 2.3.5 Sea  una matriz de tama~no m  N que satisface RIP (2.23) con
k+1. Si p
kk+1
1  k <  (2.49)
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los algoritmos WMP, WOMP y WGP descritos en la Seccion 2.3.1 cuya regla de se-
leccion In() esta dada por (2.47) satisfacen In()  sop (x) =  ] para toda se~nal x
que sea k-dispersa (es decir, los algoritmos identican elementos del soporte  ] de la
se~nal k-dispersa x).
Demostracion. Procedemos por induccion en n. Si n = 1, como r0 = y = x =
 ]x ] 2 span ( ]) del Lema 2.3.4 deducimos I1 = I1()   ]. Supongamos que
I1(); : : : ; In 1() estan contenidos en  ]. Por el Lema 2.3.3, rn 1 2 span ( ]).
Aplicar ahora el Lema 2.3.4 a la regla de selaccion (2.47) para obtener In()   ]. 
Sea  una matriz de tama~no m N que satisface RIP (2.23) con parametro k+1
y supongamos que p
kk+1
1  k <  (0 <   1):
Por el Teorema 2.3.5 si cualquiera de los algoritmos WMP, WOMP o WGP ha selec-
cionado k ndices distintos despues de varias iteraciones, entonces se ha encontrado el
soporte de cualquier vector k-disperso x.
Ademas, en el caso de WOMP, como la regla de seleccion siempre escoge nuevos
ndices debido a la ortogonalidad expresada en (2.37), el soporte de cualquier se~nal
k-dispersa se encuentra en como mucho k-iteraciones. En este caso, se puede recuperar
la se~nal original x, que es el contenido del siguiente resultado.
Corolario 2.3.6 Con las condiciones del Teorema 2.3.5, el algoritmo WOMP recupera
cualquier se~nal k-dispersa x en como mucho k-iteraciones.
Demostracion. Supongamos que hemos alcanzado  ] = sop (x) =  n en la iteracion
n. Sabemos que n  k por la discusion previa al Corolario 2.3.6. Entonces
xn n = 
y
 ny = 
y
 ]
y = x ]
por la denicion de xn en WOMP en la primera igualdad y por la formula de recon-
struccion con la seudo-inversa (2.35) en la ultima. 
Para los algoritmos WMP y WGP no sabemos si se alcanza  ] en alguna iteracion.
Sin embargo, el conocimiento de rn = 0 para algun n, nos permite recuperar la se~nal
k-dispersa x.
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Corolario 2.3.7 Supongamos que se cumplen las condiciones del Teorema 2.3.5 y,
ademas, que el residuo en WMP, WOMP o WGP es nulo en la iteracion n (rn =
0). Entonces, cualquiera de estos algoritmos recupera una se~nal k-dispersa x en n
iteraciones.
Demostracion. Si rn = 0, en todos los algoritmos se tiene 0 = y   yn, y por tanto,
y = yn.
Para WOMP y WGP se tiene yn =  nx
n
 n (ver (2.36) para WOMP y (2.40) para
WGP). Para estos algoritmos sabemos que xn tiene soporte en  n y por el Teorema
2.3.5 tenemos  n   ]. Por tanto, yn =  ]xn ] ya que xni = 0 si i 2  ] n  n. Por la
condicion de RIP (2.23),
0 = ky   ynk2`2(Rm) =
 ](x ]   xn ])2`2(Rm)
 (1  k)
x ]   xn ]2`2(R ] ) = (1  k) kx  xnk2`2(RN ) : (2.50)
De aqu se deduce x = xn.
Para WMP, como rn = 0 se tiene
rn 1 =
X
i2In
gni i = In

In
rn 1:
Entonces,
rn 2 = rn 1 +
X
i2In 1
gn 1i i = In

In
rn 1 +In 1

In 1r
n 2:
Procediendo de manera iterativa se tiene
y = r0 =
nX
k=1
Ik

Ik
rk 1:
Sea ~xk el vector de tama~no N  1 que coincide con Ikrk 1 sobre Ik y es nulo fuera de
Ik. Sea  
n = [nk=1Ik. Por el Teorema 2.3.5,  n   ]; por tanto
y =
nX
k=1
 n(~x
k) =  n(
nX
k=1
~xk) =  ](
nX
k=1
~xk)
ya que sop (
Pn
k=1 ~x
k) =  n   ]. Con el mismo argumento que en (2.50), la parte
izquierda de la desigualdad de RIP (2.23) permite concluir x =
Pn
k=1 ~x
k. 
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Nota 2.3.8 Observe que k  k+1 ya que el conjunto de todos los vectores k-dispersos
esta contenido en el conjunto de todos los vectores (k + 1)-dispersos. Ademas, para
lograr (2.49) las constantes RIP k+1 y k deben satisfacer k+1 < (1  k)=
p
k. Esto
da una restriccion sobre k, la cual es k < ((1  k)=k+1)2.
Nota 2.3.9 La demostracion del Teorema 2.3.5 sigue las ideas de la demostracion en
[102], que considera diccionarios cuasi-incoherentes deterministas, los cuales usan el
hecho de que r = P ]r =  ]
y
 ]
r (esto es, algoritmos tipo OMP) y luego acotan
con desigualdades usuales entre normas. La condicion obtenida es llamada Condicion
Exacta de Reconstruccion ERC para diccionarios cuasi-incoherentes ya que el resul-
tado es sobre OMP y por tanto la reconstruccion exacta se garantiza en a lo mucho k
iteraciones; un resultado similar es llamada Condicion de Estabilidad en [50] ya que
se aplica a MP y no hay garanta de recontruccion exacta de se~nales dispersas en k
iteraciones en este caso. En nuestro caso, una aplicacion directa de las consecuencias
de RIP nos lleva al resultado.
Nota 2.3.10 Supongamos que k+1 <

+
p
k
. Puesto que k  k+1 se tiene
p
kk+1
1  k <
p
k 
+
p
k
1  
+
p
k
= :
Por tanto, la condicion (2.49) del Teorema 2.3.5 se cumple. Por el Corolario 2.3.6,
si k+1 <

+
p
k
el algoritmo WOMP recupera cualquier se~nal k-dispersa x en como
mucho k-iteraciones. Cuando  = 1, WOMP es conocido como OMP. Para OMP este
resultado (es decir, con k+1 <
1
1+
p
k
) ha aparecido recientemente en [76] y [78] (ver
tambien [25], [73] para resultados previos con menores cotas para k+1). Ademas, se
prueba en [78] que existe un vector k-disperso x 2 Rk+1 y una matriz  de tama~no
(k + 1)  (k + 1) que satisface RIP con k+1 = 1pk tal que OMP no recupera x en k
iteraciones (probando una conjetura enunciada en [26]). As, la cota k+1 <
1
1+
p
k
es
casi optima.
El siguiente resultado exhibe una matriz para la que k+1 =
p
k
, pero la regla de
seleccion (2.47) no identica los elementos del soporte de una se~nal k-dispersa. El
resultado es una adaptacion de un ejemplo propuesto en [78] para el algoritmo OMP
(esto es, WOMP con  = 1).
Proposicion 2.3.11 Sea 0 <   1. Para todo entero k  2 existe una se~nal k-
dispersa x y una matriz  con k+1 =
p
k
tal que I1() 6 sop (x).
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Demostracion. Sea  la matriz de tama~no (k + 1) (k + 1) dada por
 =
0BBB@

k
Ik
...

k
0    0 a
1CCCA ; a =
r
k   2
k
:
Se tiene que
 =
0BBB@
0
Ik
...
0

k    k a
1CCCA
0BBB@

k
Ik
...

k
0    0 a
1CCCA =
0BBB@

k
Ik
...

k

k    k 1
1CCCA :
El polinomio caracterstico de la matriz  es
j  Ij =  
2
k
(1  )k 1 + (1  )k+1 = (1  )k 1[(1  )2   
2
k
];
que puede obtenerse desarrollando el determinante de la matriz  I por la ultima
la (o columna). Como
(1  )2   
2
k
= 2   2+ 1  
2
k
= 0
tiene como soluciones
 = 1  p
k
;  = 1 +
p
k
los autovalores de la matriz  son
1 =    = k 1 = 1; k = 1  p
k
; k+1 = 1 +
p
k
:
Por tanto, la constante RIP de  de orden k+1 es k+1 = pk .
Considerar x = (; : : : ; ; 0) 2 Rk+1 un vector k-disperso. Recordar que
I1() = fi 2 f1; : : : ; k + 1g : jhi;yij   kyk`1(Rk+1)g;
donde i = ei es la i-esima columna de . Si 1  i  k, i = ei; como y = x = x,
se tiene que si 1  i  k, hi;yi = . Ademas, k+1 = (k ; : : : ; k ; a)t, por lo que
hk+1;yi = hk+1;xi = 2:
Como 0 <   1, 2   y por tanto
kyk`1(Rk+1) = sup
i=1;:::;k+1
jhi;yij = :
Como hi;yi  2 para i = 1; 2; : : : ; k + 1 se tiene I1() = f1; : : : ; k + 1g mientras que
sop(x) = f1; : : : ; kg. 
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2.3.2.2 Identicacion del soporte con condiciones relajadas
A continuacion, consideramos otra regla de seleccion para recuperarndices en el soporte
de una se~nal dispersa. Con la misma notacion que en la Seccion 2.3.2.1, sea 0 < ~  1
y denamos
~In := ~In(~) :=
n
i : jgni j  ~
rn 1
`2(Rm)
o
; (2.51)
la regla de seleccion relajada debil . La regla (2.51) compara el valor absoluto de
gni = hi; rn 1i con
rn 1
`2(Rm). Puede probarse (ver la prueba del Teorema 9.10 en
[77], p. 422) que existe 0 > 0 tal que para cualquier x 2 Rm, supi=1;:::;N jhi;xij 
0 kxk`2(Rm). As, ~In(~) es un conjunto no vaco si escogemos ~  0.
La regla de seleccion (2.51) es similar a las consideradas en [37] y [23]. En [37] la
regla es
Jn(t) :=

i : jgni j 
tp
m
rn 1
`2(Rm)

;
y el algoritmo desarrollado se llama StOMP. As, ~In(~) es Jn(t) con ~ = t=
p
m. En
[23] la regla es
Dn() :=

i : jgni j 
tp
k
rn 1
`2(Rm)

;
y el algoritmo se llama DTresh (y su primo STresh). As, ~In(~) es Dn(t) con ~ = t=
p
k.
En ambos algoritmos la actualizacion de la aproximacion se hace usando la misma
actualizacion que en algoritmo OMP.
En la regla (2.51) comparamos con la energa del residuo
rn 1
`2(Rm) en vez de
comparar con el maximo de las correlaciones del residuo con los \atomos" de , i.e.rn 1
`1(RN ). Escogemos el termino \relajado" ya que, como veremos en el Teo-
rema 2.3.12, la condicion sobre k+1 y k es mas debil que la requerida por el Teorema
2.3.5. Por lo tanto, hemos decidido llamar a los algoritmos ambiciosos con esta regla de
seleccion algoritmos WMP, WOMP o WGP Relajados, escribiendo RWMP, RWOMP
y RWGP, respectivamente.
Consideramos aun que x es un vector k-disperso con soporte en  ].
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Teorema 2.3.12 Sea  una matriz que satisface RIP con k+1. Una condicion su-
ciente para que los algoritmos RWGP, RWMP y RWOMP identiquen elementos en el
soporte  ] de x con la regla de seleccion relajada debil ~In(~) dada por (2.51) es que
~In(~) 6= ; y
~ >
k+1
(1  k)1=2
: (2.52)
Demostracion. La prueba es similar a la del Teorema 2.3.5. El Lema 2.3.3 es cierto
si se reemplaza Ik() por ~Ik(~), k = 1; : : : ; n, y se consideran los algoritmos RWMP,
RWOMP y RWGP, puesto que su demostracion depende de los algoritmos y no de la
regla de seleccion.
El Lema 2.3.4 es el que requiere alguna modicacion. Hemos de probar que ~I(~) 
 ] = sop (x) cuando k+1 < ~(1  k)1=2. Tomando complementarios basta probar que ]cr`1(R ]c ) < ~ krk`2(Rm) :
Puesto que r 2 span ( ]) podemos escribir r =  ]z con sop z   ]. Sea  un ndice
de  ]c para el que
jh; rij =
 ]cr`1(R ]c ) :
Observar que jh; rij = jrj = krk`1(R) = krk`2(R) donde  es la matriz de
tama~no m 1 formada por la columna  de . Entonces,

 ]c
r

`1(R ]c )
krk`2(Rm)
=
krk`1(R)
k ]zk`2(Rm)
=
k ]zk2`2(R)
k ]zk`2(Rm)

k+1 kzk`2(R ] )
(1  k)1=2 kzk`2(R ] )
 k+1
(1  k)1=2
< ~;
donde la desigualdad se debe a (2.45) en el numerador y la parte izquierda de la
condicion RIP (2.23) en el denominador.
La demostracion del Teorema se termina por induccion con el mismo argumento
que se dio para nalizar la demostracion del Teorema 2.3.5. 
Nota 2.3.13 Supongase r 2 span ( ]) donde  es una matriz RIP; entonces
 ]r`1(R ] )  1pk  ]r`2(R ] )  (1  k)1=2pk krk`2(R ] ) ;
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por la desigualdad usual entre normas y el Lema 2.3.2. As, tomando
~  (1  k)
1=2
p
k
(2.53)
siempre se tiene ~In(~) 6= ; en cada iteracion de los algoritmos con regla de seleccion
Relajada. Notese que (2.52) y (2.53) podran vericarse al mismo tiempo para algun
valor de ~ solo si
k+1
(1  k)1=2
 (1  k)
1=2
p
k
;
lo cual da la siguiente restriccion:
p
k  1 kk+1 :
Nota 2.3.14 El Teorema 2.3.12 podra considerarse como una Condicion de Recon-
struccion Exacta para el algoritmo de Busqueda de Correspondencia Ortogonal Rela-
jado Debil (RWOMP) con matrices RIP y con parametro k+1 (ver el Corolario 2.3.6)
siempre y cuando (2.53) sea satisfecha. La probabilidad de exito depende exclusivamente
de la probabilidad de que la matriz aleatoria verique RIP. Se ha probado que las matri-
ces gaussianas, de Bernoulli y parcial aleatoria de Fourier verican RIP con muy alta
probabilidad (concentracion exponencial) siempre y cuando el numero de mediciones
m  Ck log(N=k) para las dos primeras matrices (ver [20],[19]) y m  Ck log5(N)
para la matriz parcial aleatoria de Fourier (ver [20], [92]).
Nota 2.3.15 Puesto que RWOMP selecciona siempre nuevos ndices debido a la ortog-
onalidad expresada en (2.37), el Corolario 2.3.6 tambien se cumple en esta situacion.
Por tanto, si se cumplen las condiciones de Teorema 2.3.12, el algoritmo RWOMP
recupera cualquier se~nal k-dispersa x en como mucho k-iteraciones.
Nota 2.3.16 Tambien se cumple el Corolario 2.3.7 si estamos bajo las hipotesis del
Teorema 2.3.12, puesto que no es necesario modicar la demostracion. Por tanto, si
se cumplen las condiciones del Teorema 2.3.12 y suponemos que rn = 0 para algun n
en cualquiera de los algoritmos RWMP, RWOMP o RWGP, el algoritmo recupera una
se~nal k-dispersa x en como mucho n iteraciones.
2.3.3 Convergencia
En esta seccion estudiamos la convergencia de los algoritmos desarrollados en las Sec-
ciones 2.3.1 y 2.3.2.2 para matrices que cumplen RIP (2.23). los resultados se dan en
terminos de la reduccion de la energa de los residuos rn = y   yn de la observacion
y = x, en lugar de darlos en terminos de la energa de los residuos de la aproximacion,
x  xn, como se hace en [83] para CoSaMP y en [23] para DThresh.
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2.3.3.1 Convergencia de GP, WGP y RWGP
En [11] el analisis de convergencia de GP se basa en un teorema de existencia (ver
Teorema 9.10 en [77]) cuando  2 CNN1 es un diccionario (esto signica que 
contiene al menos una base para RN y as N1  N) que verica la Condicion de
Reconstruccion Exacta ERC( ) para diccionarios cuasi-incoherentes (ver [102]). El
analisis en [103] se hace para matrices aleatorias admisibles. El resultado en el siguiente
teorema se obtiene para matrices que satisfacen RIP. Consideramos aun que x es un
vector k-disperso con soporte en  ].
Teorema 2.3.17 Considerense los algoritmos GP, WGP y RWGP. Supongamos que
en la iteracion n tenemos  s   ], s = 1; 2; : : : ; n. Sea  que verica RIP con
parametro k. Entonces, para todo vector x 2 Rn que sea k-disperso con sop(x) =  ],
krnk`2(Rm)  Ck
rn 1
`2(Rm) (2.54)
con Ck = (1   1 kk(1+k))1=2 < 1. En el caso RWGP suponemos que ~ 
(1 k)1=2p
k
para
que ~In(~) 6= ;.
Demostracion. Para simplicar la notacion escribiremos dn = dn n . Tenemos
krnk2`2(Rm) = hrn 1   an ndn; rn 1   an ndni
=
rn 12
`2(Rm)   anhrn 1; ndni
 anh ndn; rn 1i+ han ndn; an ndni
=
rn 12
`2(Rm)   2
h ndn n ; rn 1i
k ndnk22
+
h ndn; rn 1i2
k ndnk42
k ndnk2`2(Rm)
=
rn 12
`2(Rm)  
hrn 1; ndni2
k ndnk2`2(Rm)
: (2.55)
Ya que dn =  nr
n 1, el segundo termino puede acotarse por abajo conhrn 1; ndni2
k ndnk2`2(Rm)
=
h nrn 1; nrn 1i2 n nrn 12`2(Rm)

 nrn 14`2(R n )
k nk2`2(R n)!`2(Rm)
 nrn 12`2(R n)

 nrn 12`2(R n )
1 + k
: (2.56)
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Armamos que, debido a la denicion de In() = In en GP y WGP se tieneInrn 1`1(RIn ) = rn 1`1(RN ) : (2.57)
En efecto, si j0 2 f1; : : : ; Ng es un ndice tal quehj0 ; rn 1i = rn 1`1(RN )
se ha de tener j0 2 In() = In ya quehj0 ; rn 1i = rn 1`1(RN )   rn 1`1(RN ) :
Por tanto rn 1
`1(RN ) 
Inrn 1`1(RIn )  hj0 ; rn 1i
=
rn 1
`1(RN ) ;
lo que prueba la armacion (2.57).
Ademas, como In   n y estamos suponiendo  n   ] es claro queInrn 1`1(RIn ) =  nrn 1`1(R n ) =  ]rn 1`1(R ] ) = rn 1`1(RN ) :
(2.58)
Se tiene que nrn 12`2(R n )   nrn 12`1(R n ) =  ]rn 12`1(R ] )  1k  ]rn 12`2(R ] ) :
Puesto que rn 2 span( ]) (ver Lema 2.3.3), por el Lema 2.3.2 podemos escribir nrn 12`2(R n )  1  kk rn 12`2(Rm) : (2.59)
Sustituyendo este resultado en (2.56) y (2.55) se obtiene
krnk2`2(Rm)  (1 
1  k
k(1 + k)
)
rn 12
`2(Rm)
lo que demuestra el resultado para los algoritmos GP y WGP.
Para RWGP la regla de seleccion
~In(~) = fi :
hi; rn 1i  ~ rn 1`2(Rm)g
no nos permite escribir (2.57). Pero ahora se tiene~Inrn 1`1(R~In ) =  ]rn 1`1(R ] ) : (2.60)
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En efecto, como r 2 span ( ]) (la prueba es como la del Lema 2.3.3 pero para ~I) y 
es RIP con parametros k, de la Nota 2.3.13 ]rn 1`1(R ] )  (1  k)1=2pk rn 1`2(Rm) : (2.61)
Sea j0 2  ] un ndice para el quehj0 ; rn 1i =  ]rn 1`1(R ] ) :
Entonces, j0 2 ~In(~) porque
hj0 ; rn 1i =  ]rn 1`1(R ] )  (1  k)1=2pk rn 1`2(Rm)  ~ rn 1`2(Rm)
ya que ~  (1 k)1=2p
k
para que ~In(~) 6= ;. Entonces, como ~In   ], se tiene ]rn 1`1(R ] )  ~Inrn 1`1(R~In )  hj0 ; rn 1i
=
 ]rn 1`1(R ] ) ;
lo que prueba (2.60).
Usando (2.60) y (2.61) podemos escribir nrn 12`2(R n)   nrn 12`1(R n )  ~Inrn 12`1(R~In )
=
 ]rn 12`1(R ] )  1  kk rn 12`2(Rm) (2.62)
lo que prueba (2.59) para RWGP y por tanto el resultado. 
Nota 2.3.18 En [11, Teorema 3] se prueba que krnk`2(Rm)  ck
rn 1
`2(Rm) con c
2
k =
(1   !kk22 ) donde ! es un numero positivo real tal que kxk
2
`1(Rm)  ! kxk2`2(Rm)
para todo x 2 Rm. Nuestro Teorema 2.3.17 da un valor de ck que depende de k y
la dispersion de x. Este valor de ck es un numero menor que 1, pero muy cercano a
1 cuando k aumenta. Es facil comprobar que nunca puede tenerse ck  1=2 cuando
k  2.
Usando los Teoremas 2.3.5, 2.3.12 y 2.3.17 se deduce lo siguiente:
Corolario 2.3.19 Suponga que  satisface RIP con constantes k y k+1.
i) Suponga que
p
kk+1
1 k < 1; entonces, el algoritmo GP satisface (2.54).
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ii) Sea 0 <   1 y suponga
p
kk+1
1 k < ; entonces, el algoritmo WGP con regla de
seleccion In() satisface (2.54).
iii) Suponga que
k+1
1 k <
1p
k
y que ~ se escoge tal que
k+1
(1 k)1=2 < ~ <
(1 k)1=2p
k
;
entonces, el algoritmo RWGP con regla de seleccion ~In(~) satisface (2.54).
Nota 2.3.20 La convergencia de los algoritmos del tipo Gradient Pursuit (GP, WGP
y RWGP) esta dada en el Teorema 2.3.17 en terminos de la convergencia de la energa
de los residuos rn = y   yn de la observacion. Si  satisface RIP la convergencia de
los residuos de la aproximacion x  xn puede obtenerse a partir del resultado anterior.
En efecto, para algoritmos del tipo GP sabemos que yn = xn (ver 2.40). Entonces,
ky   ynk`2(Rm) = kx xnk`2(Rm) = k ](x  xn)k`2(Rm)
 (1  k)1=2 kx  xnk`2(RN ) (2.63)
por la desigualdad izquierda de RIP siempre que  n   ] (que se cumple bajo las
condiciones de los Teoremas 2.3.5 y 2.3.12). Analogamente, si tambien suponemos
 n 1   ] tenemosy   yn 1
`2(Rm) =
x xn 1
`2(Rm) =
 ](x  xn 1)`2(Rm)
 (1 + k)1=2
x  xn 1
`2(RN ) (2.64)
por la desigualdad derecha de RIP. De (2.63) y (2.64) se deduce
kx  xnk`2(RN )  Ck(
1 + k
1  k )
1=2
x  xn 1
`2(RN ) ; (2.65)
donde Ck es la constante del Teorema 2.3.17. Observar que, ademas de las condi-
ciones del Corolario 2.3.19, si queremos asegurar la convergencia en `2(RN ) de xn a x
necesitamos
(
1 + k
1  k )
1=2(1  1  k
k(1 + k)
)1=2 < 1;
lo que requiere k <
1
2k+1 .
Si a partir de alguna iteracion se tuviera  n =  ] = sop (x) la reduccion de la
energa de los residuos sera mayor que la dada en (2.54), como muestra el siguiente
resultado.
Teorema 2.3.21 Considerar los algoritmos GP, WGP y RWGP y supongamos que en
la iteracion n0 tenemos  
n0 =  ] = sop (x). Supongamos que ; ~ >
k+1
(1 k)1=2 y que 
verica RIP con parametro k+1. Entonces, para todo n  n0,
krnk`2(Rm)  Dk
rn 1
`2(Rm) (2.66)
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con Dk = (1  1 k1+k )1=2 = (
2k
1+k
)1=2 < 1:
Demostracion. La igualdad (2.55) y la desigualdad (2.56) de la demostracion del
Teorema 2.3.17 siguen siendo validas en nuestro contexto. Puesto que  n0 =  ] se tiene
 n =  ] para n  n0 ya que ; ~ > k+1(1 k)1=2 nos permite concluir que ~In0 ; ~In   
].
Por tanto, podemos remplazar  n por  ] en (2.56) y como rn 1 2 span ( ]), por
el Lema 2.3.2 podemos escribir nrn 12`2(Rm) =  ]rn 12`2(Rm)
 (1  k)
rn 12
`2(Rm) :
Sustituyendo esta desigualdad en (2.55) y (2.56) se obtiene el resultado para los tres
algoritmos. 
Nota 2.3.22 La constante Dk del Teorema 2.3.21 puede hacerse tan cercana a 0 como
se desee haciendo k peque~no. En particular, basta tomar k  1=7  0:143 para reducir
la energa del residuo a la mitad en una sola iteracion, si las condiciones del Teorema
2.3.17 se satisfacen.
Razonando como en la Nota 2.3.20 se tiene
kx  xnk`2(RN )  (
1 + k
1  k )
1=2(1  1  k
1 + k
)1=2
x  xn 1
`2(RN )
por lo que basta tener k < 1=3 para asegurar la convergencia de x
n a x en `2(RN ) una
vez que  n0 =  ].
2.3.3.2 Convergencia de WMP y RWMP
En esta seccion estudiamos la convergencia de los algorimos WMP y RWMP descritos
en las Secciones 2.3.1 y 2.3.2.2, respectivamente. Los resultados son similares a los
obtenidos en [50] para diccionarios cuasi-incoherentes.
Teorema 2.3.23 Considerar los algoritmos WMP y RWMP y supongamos que se
cumplen las condiciones de los Teoremas 2.3.5 (para WMP) y 2.3.12 (para RWMP)
para tener  s   ], s = 1; 2; : : :. Entonces, para todo x 2 RN que sea k-disperso con
sop(x) =  ],
krnk`2(Rm)  C 0k
rn 1
`2(Rm) (2.67)
con C 0k = (1  (1 k)
2
k )
1=2 < 1.
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Demostracion. Tanto para WMP como para RWMP tenemos
krnk2`2(Rm) = hrn 1  InInrn 1; rn 1  InInrn 1i
=
rn 12
`2(Rm)   hrn 1;InInrn 1i
 hInInrn 1; rn 1i+
InInrn 12`2(Rm)
=
rn 12
`2(Rm)   2
Inrn 12`2(RIn ) + InInrn 12`2(Rm) :(2.68)
Por (2.42) tenemos
InInrn 12`2(Rm)  (1 + k)Inrn 12`2(RIn ) ya que In   ] y ] = k. Por tanto, de (2.68) obtenemos
krnk2`2(Rm) 
rn 12
`2(Rm)   2
Inrn 12`2(RIn ) + (1 + k)Inrn 12`2(RIn )
=
rn 12
`2(Rm)   (1  k)
Inrn 12`2(RIn) : (2.69)
Tanto para WMP como para RWMP se tiene
Inrn 12`2(RIn)  1  kk rn 12`2(Rm) : (2.70)
Para WMP la demostracion es como en (2.59) del Teorema 2.3.17 y para RWMP
sustituyendo  n por ~In   ] la demostracion es como en (2.62).
Sustituyendo (2.70) en (2.69) se obtiene
krnk2`2(Rm)  (1 
(1  k)2
k
)
rn 12
`2(Rm)
que es el resultado deseado. 
Corolario 2.3.24 Supongamos que  satisface RIP con constantes k y k+1.
a) Sea 0 <   1 y supongamos que
p
kk+1
1 k < ; entonces el algoritmo WMP con
regla de seleccion In() satisface (2.67).
b) Supongamos que
k+1
1 k <
1p
k
y que ~ se elige de manera que
k+1
(1  k)1=2
< ~ <
(1  k)2p
k
;
entonces, el algoritmo RWMP con regla de seleccion ~In(~) satisface (2.67).
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Nota 2.3.25 La constante C 0k del Teorema 2.3.23 es un numero menor que 1, por lo
que siempre hay disminucion de la energa del residuo. Sin embargo, es cercana a 1
cuando k aumenta. Es facil comprobar que nunca puede tenerse C 0k  1=2 cuando
k  2.
Nota 2.3.26 Como en la Nota 2.3.20 la disminucion de la energa de los residuos dada
en (2.67) para WMP y RWMP puede traducirse en convergencia de las estimaciones.
As,
kx  xnk`2(RN )  (
1 + k
1  k )
1=2C 0k
x  xn 1
`2(RN ) :
Para que (1+k1 k )
1=2(1  (1 k)2k )1=2 sea menor que 1 se ha de tener
1  (1  k)
2
k
<
1  k
1 + k
, 2k
1 + k
<
(1  k)2
k
:
Como (1 + k)(1  k)2 = (1  k)(1  2k) = 1  k   2k + 3k la desigualdad anterior es
equivalente a
2kk < 1  k   2k + 3k , 3k   2k   (1 + 2k)k + 1 > 0:
Si k <
1
2k+2 , se tiene que
1 > k + (2k + 1)k > 
2
k + (2k + 1)k > 
2
k + (2k + 1)k   3k;
por lo que
k <
1
2k + 2
es suciente para tener convergencia de las aproximaciones en WMP y RWMP.
2.3.3.3 Convergencia de WOMP y RWOMP
Tanto en WOMP como en RWOMP el residuo rn es el vector que realiza la distancia
de y al subespacio Vn = f nx : x 2 Rn con sop(x)   ng. Como  n 1   n, es claro
que
krnk`2(Rm) 
rn 1
`2(Rm)
siempre se cumple. Puede obtenerse una desigualdad estricta observando que el residuo
en WOMP o RWOMP, denominado temporalmente rnOMP tiene una energa que no
supera a la de los residuos en WGP, RWGP, WMP, o RWMP, denominados temporal-
mente rnGP y r
n
MP , ya que tanto y
n
GP como y
n
MP son elementos de Vn.
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Por tanto, si se cumplen las condiciones del Teorema 2.3.5 (para WGP) o 2.3.12
(para RWGP) podemos aplicar el Teorema 2.3.17 para obtener
krnOMP k`2(Rm)  krnGP k`2(Rm)  Ck
rn 1GP `2(Rm)
 Cnk
r0GP`2(Rm)  Cnk kyk`2(Rm) ; (2.71)
con Ck < 1, la constante del Teorema 2.3.17.
Analogamente, pero usando el Teorema 2.3.23 se obtiene
krnOMP k`2(Rm)  C
0n
k kyk`2(Rm) ; (2.72)
con C 0k < 1 la constante del Teorema 2.3.23. Entre ambas constantes Ck y C
0
k la relacion
es Ck < C
0
k ya que
Ck < C
0
k ,
1  k
k(1 + k)
>
(1  k)2
k
, 1
1 + k
> 1  k
, 1 > 1  2k;
y la ultima desigualdad es cierta porque 0 < k < 1. Por tanto (2.71) da mayor
convergecia que (2.72) y prueba que los algoritmos GP convergen mas rapidamente
que los algoritmos del tipo MP.
Puesto que rnOMP es un vector perpendicular a Vn, debera poderse mejorar la
constante en (2.71). Como
rnOMP = y   yn = y   ny ny
donde y n es la seudo-inversa de  n , tenemos que estudiar
krnOMP k2`2(Rm) = kyk2`2(Rm)   hy; ny nyi   h ny ny;yi
+
 ny ny2
`2(Rm)
: (2.73)
Aun no somos capaces de hallar una acotacion para (2.73) de la forma
krnOMP k`2(Rm)  Bnk kyk`2(Rm) (2.74)
con BK < Ck. En el caso de que se cumplan las condiciones de los Teoremas 2.3.5
y 2.3.12 (por ejemplo, si k+1 < 
1 kp
k
para WOMP y
k+1
(1 k)1=2 < ~ <
(1 k)1=2p
k
para RWOMP) las desigualdades (2.71) y (2.72) son triviales si n  k ya que los
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algoritmos del tipo OMP identican el soporte de una se~nal k-dispersa x en como
mucho k iteraciones, y entonces rn = 0.
Por tanto, solo resulta interesante hallar acotaciones de la forma (2.74) a partir
de la expresion (2.73) si conseguimos que se cumpla con valores de k+1 y k menos
restrictivos que los de los Teoremas 2.3.5 y 2.3.12, para los que los algoritmos no
identican el soporte de x.
2.3.4 Comportamiento de las reglas de seleccion para algunas matri-
ces aleatorias
El lector puede encontrar en [30] la forma de construir matrices que satisfacen RIP.
Estas matrices son de orden m  N con m = p2 (p un numero primo) y N = pr+1,
0 < r < p, y satisfacen RIP con k < pr + 1 y k = (k   1)r=p. Por tanto, m = p2 >
(k 1)2r2 > (k 1)2; que da un valor dem mucho mayor que el necesario para recuperar
una se~nal k-dispersa con el problema de optimizacion (P1) que es m  Ck log(N=k).
Es conocido (ver [6]) que existen matrices aleatrias que satisfacen RIP con parametro
k para cualquier m  Ck log(N=k) con probabilidad mayor a 1  2e c0m. Entre estas
se encuentran las que satisfacen una desigualdad de concentracion de la medida, a
saber,
P
nk(!)xk`2(Rm)   kxk`2(RN )  " kxk2`2(RN )o  2emc0("); 0 < " < 1; (2.75)
donde la probabilidad se toma sobre todas las matrices aleatorias (!) de tama~no
mN y c0(") > 0 es una constante que depende solo de ".
Un ejemplo de tales matrices son aquellas  = (i;j) tales que i;j es una realizacion
independiente de una variable aleatoria gaussiana N(0; 1=
p
m), es decir, de media 0 y
desviacion normal 1=
p
m. En este caso se tiene c0(") =
"2
4   "
3
6 (ver [6]).
Otro ejemplo son las matrices cuyas entradas son variables aleatorias independientes
de Bernoulli con valores f 1=pm; 1=pmg, con probabilidad 1=2 en cada caso. En este
caso tambien se tiene c0(") =
"2
4   "
3
6 (ver [1]).
En esta seccion estudiaremos el comportamiento de las reglas de seleccion y los
algoritmos dados en las secciones 2.3.1 y 2.3.2 con respecto a matrices aleatorias 
como las descritas en los dos parrafos anteriores. El objeto es probar directamente
que este tipo de matrices selecciona elementos del soporte de una se~nal k-dispersa con
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gran probabilidad, siguiendo los razonamientos dados en [103] para Orhogonal Matching
Pursuit (OMP).
Comenzamos con un resultado sobre procesos aleatorios (ver [103] y las referencias
citadas en este artculo), cuya demostracion se da por completitud:
Lema 2.3.27 a) Sea z un vector de dimension m cuyas componentes son v.a. gaus-
sianas N(0; 1=
p
m) i.i.d. Independientemente se elige un vector u unitario en
`2(Rm). Se tiene, para 0 < "  1,
P fjhu; zij  "g  e  "
2
2
m: (2.76)
b) Sea w un vector de dimension m cuyas componentes son v.a. simetricas de
Bernoulli f 1=pm; 1=pmg i.i.d. Independientemente se elige un vector u uni-
tario en `2(Rm). Se tiene, para 0 < "  1,
(2.77)
P fjhu;wij  "g  2e  "
2
2
m:
Demostracion. El producto interno hu; zi = Pmi=1 uizi es una v.a. gaussiana (la
suma de v.a. gaussianas es una v.a. gaussiana) con valor esperado E fhu; zig =Pm
i=1 uiE fzig = 0 y desviacion normal
(E
n
jhu; zij2
o
)1=2 = (
mX
i=1
u2iE

z2i
	
+
mX
i=1
X
j 6=i
uiujE fzizjg)1=2 = 1p
m
debido a que las v.a. zi son independientes y que u, unitario, es independiente de z.
Por tanto, como jhu; zij es simetrica
P fjhu; zij  "g = 2P fhu; zi  "g = 2
p
mp
2
Z 1
"
e 
1
2
mx2dx =
r
2

Z 1
"
p
m
e 
y2
2 dy (2.78)
haciendo el cambio de variable
p
mx = y. Sea
I =
Z 1
"
p
m
e 
y2
2 dy:
Se tiene
I2 =
Z 1
"
p
m
e 
y2
2 dy
Z 1
"
p
m
e 
x2
2 dx

=
Z 1
"
p
m
Z 1
"
p
m
e 
y2+x2
2 dy

dx

Z
R";m
Z
e 
y2+x2
2 dxdy;
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donde
R";m = f(x; y) = w 2 R2 : x; y  0; kwk2  "
p
2mg:
Pasando a coordenadas polares
I2 
Z =2
0
Z 1
"
p
2m
e 
r2
2 rdrd =

2

 e  r
2
2
1
"
p
2m
=

2
e 
"2m
2 :
Por tanto, I p2 e  "2m2 , que sustituyendo en (2.78) da (2.76).
b) En este caso puede aplicarse la desigualdad de Hoeding (ver Teorema 4 en [75])
para obtener
P fjhu;wi  "jg = 2P
(
mX
i=1
uiwi  "
)
= 2P
(
mX
i=1
uiwi   E
(
mX
i=1
uiwi
)
 "
)
= 2e 2"
2=
Pm
i=1(ui=
p
m ( ui=
p
m))2 = 2e 
"2m
2 ;
ya que E fPmi=1 uiwig = Pmi=1 uiE fwig = 0 por ser u independiente de las v.a. wi y
kuk2 = 1. 
En esta seccion consideraremos matrices aleatorias (!) 2 RmN que satisfacen las
siguientes condiciones, similares a las condiciones para matrices admisibles en [103]:
(M1) Las columnas de (!) son estadsticamente independientes.
(M2) Para cada columna j(!), j = 1; : : : ; N , de (!) se tiene E
n
kj(!)k2`2(Rm)
o
= 1.
(M3) Sea u 2 Rm un vector con kuk`2(Rm)  1. Si (!) es una columna de (!)
independiente de u,
P fjh(!);uij  "g  q1e c1"2m;
con q1; c1 constantes, q1  1.
(M4) Para todo conjunto    f1; : : : ; Ng con j j  k < N y para todo r 2 span ( (!))
se tiene
P

k (!)rk`2(R ) 
1
2
krk`2(Rm)

 1  q2Dke c2m;
con q2; D y c2 constantes, q2; D > 1.
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Estas propiedades son satisfechas por las matrices aleatorias gaussianas y por las
de Bernoulli descritas al comienzo de esta seccion. La propiedad (M3) es el contenido
del Lema 2.3.27 (observar que si kuk2  1 tambien se cumple el Lema 2.3.27 ya que
si sustituimos u por un vector unitario en su direccion la probabilidad aumenta) y la
(M4) esta probada en el Lema 5.1 de [6], en donde se da una demostracion a partir de
una desigualdad de concentracion de la medida, como la dada en (2.75).
2.3.4.1 Identicacion probabilstica del soporte para algoritmos relajados
En esta seccion mostramos que las matrices que satisfacen (M1), (M2), (M3) y (M4)
permiten identicar ndices del soporte de una se~nal k-dispersa con gran probabilidad.
El resultado dado sigue la lnea de argumentacion expuesta en [103], con las modi-
caciones necesarias para acomodarla a la regla de seleccion relajada ~I(~) dada en
(2.51).
Teorema 2.3.28 Sea (!) 2 RmN una matriz aleatoria que satisface las propiedades
(M1), (M2), (M3) y (M4). Sea x 2 RN con sop (x) =  ] y  ]  k < N . Sea y = x.
Suponer que ~  1=2pk y dado l, 1  l < N ,
m  maxf 1
c1~2
ln q3l(N   k); 2k
c2
lnDg; (2.79)
con q3 = q1 + q2. los algoritmos RWMP, RWOMP y RWGP, con regla de seleccion
~In(~) dada por (2.51), identican elementos de  
] en las l primeras iteraciones con
probabilidad mayor o igual a
1  q3l(N   k)e c1 ~2m:
Demostracion. Para cualquiera de los algoritmos dados con la regla de seleccion
~In(~), sea En el conjunto de matrices que identican elementos de  
] = sop (x) en la
iteracion n, n = 1; 2; 3; : : :.
Comencemos acotando P fE1g, es decir, la probabilidad de que una matriz iden-
tique elementos de  ] en la primera iteracion. Para que una matriz aleatoria (!)
pertenezca a E1 es suciente que se cumplan las dos condiciones siguientes:
(A1) Que ~I1(~) 6= ;.
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(B1) Que para u0 = r
0=
r0
`2(Rm) (recordar que r
0 = y) se cumpla
 ]c
(!)r0

`1(R ]c )
kr0k`2(Rm)
=
 ]c(!)u0`1(R ]c ) = maxj2 ]c jhu0; j(!)ij < ~:
Con abuso de notacion, llamamos A1 y B1 los conjuntos de matrices que satisfacen
(A1) y (B1) respectivamente. Se tiene
P fE1g  P fA1 \B1g = P fA1jB1gP fB1g : (2.80)
Para estimar P fB1g escribimos
P fB1g = P

max
j2 ]c
jhu0; j(!)ij < ~

= P
\j2 ]cfjhu0; j(!)ij < ~g	
=
Y
j2 ]c
P fjhu0; j(!)ij < ~g
debido a la independencia de las columnas j de (!) expresada en (M1). Como
u0 = y= kyk2 es unitario e y = x =  ]x ] solo depende de las columnas j con
j 2  ], u0 es independiente de las columnas j con j 2  ]c, y se puede usar (M3) para
obtener
P fB1g 
Y
j2 ]c
(1  q1e c1 ~2m) = (1  q1e c1 ~2m)N k  1  q1(N   k)e c1 ~2m; (2.81)
ya que (1  x)n  1  nx si n  1 y x  1.
Por otro lado, condicionado a B1 se tiene que  2 A1 , k ]yk1  ~ kyk2. Como
~  1
2
p
k
,
P fA1jB1g = P
n ](!)y`1(R ] )  ~ kyk`2(Rm)o
 P
n ](!)y`2(R ] )  ~pk kyk`2(Rm)o
 P
 ](!)y`2(R ] )  12 kyk`2(Rm)

:
Usando ahora (M4) deducimos (observar que y = x, por lo que y 2 span ( ])):
P fA1jB1g  1  q2Dke c2m  1  q2e c2m=2 (2.82)
tomando  c2m+ k lnD   c2m=2, es decir, m  2kc2 lnD.
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Sustituyendo (2.81) y (2.82) en (2.80) se obtiene
P fE1g  (1  q1(Nk)e c1 ~2m)(1  q2e c2m=2)
 1  q1(N   k)e c1 ~2m   q2e c2m=2
 1  q3(N   k)e c1 ~2m; (2.83)
puesto que ~ < 1=2, con q3 = q1 + q2.
Hemos probado el resultado para l = 1. Supongamos que el resultado es cierto
hasta la iteracion l   1, esto es
P
n
\l 1n=1En
o
 1  q3(l   1)(N   k)e c1 ~2m: (2.84)
Hasta la iteracion l tenemos
P
n
\ln=1En
o
= P
n
Elj \l 1n=1 En
o
P
n
\l 1n=1En
o
: (2.85)
Para que una matriz aleatoria (!) pertenezca a El es suciente que se cumplan las
dos condiciones siguientes:
(Al) Que ~Il(~) 6= ;.
(Bl) Que para ul 1 = rl 1=
rl 1
2
se cumpla
 ]c
(!)rl 1

`1(R ]c )
krl 1k`2(Rm)
=
 ]c(!)ul 1`1(R ]c ) = maxj2 ]c jhul 1; j(!)ij < ~:
Con abuso de notacion, llamemos Al y Bl a los conjuntos de matrices que satisfacen
(Al) y (Bl) respectivamente. Se tiene
P
n
Elj \l 1n=1 En
o
 P
n
AljBl \ (\l 1n=1En)
o
P
n
Blj \l 1n=1 En
o
: (2.86)
Con el mismo razonamiento que conduce a (2.81) se obtiene
P
n
Blj \l 1n=1 En
o
 1  q1(N   k)e c1 ~2m (2.87)
ya que como estamos condicionados a que el algoritmo haya elegido ndices de  ] hasta
la iteracion l   1, se tiene que rl 1 solo depende de las columnas j con j 2  ], por lo
que ul 1 es un vector unitario independiente de las columnas j con j 2  ]c.
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Condicionada a Bl,  2 Al ,
 ](!)rl 11  ~ rl 12. Como ~  12pk , se
tiene
P
n
AljBl \ (\l 1n=1En)
o
= P

f
 ](!)rl 1`1(R ] )  ~ rl 1`2(Rm)gj \l 1n=1 En

 P

f ](!)y`2(R ] )  ~pk rl 1`2(Rm)gj \l 1n=1 En

 P
 ](!)rl 1`2(R ] )  12 rl 1`2(Rm) j \l 1n=1 En

:
Ahora es posible usar (M4) ya que rl 1 2 span ( ]) debido a la version para ~I(~)
del Lema 2.3.3 (que se prueba facilmente) y a que estamos calculando la probabilidad
condicionada a que el algoritmo haya elegido ndices de  ]. Por tanto, con el mismo
razonamiento que conduce a (2.82) se obtiene
P
n
AljBl \ (\l 1n=1En)
o
 1  q2e c2m=2: (2.88)
De (2.87) y (2.88) se deduce
P
n
Elj \l 1n=1 En
o
 1  q3(N   k)e c1 ~2m (2.89)
razonando como en la cadena de desigualdades que conduce a (2.83). Sustituimos (2.89)
y (2.84) en (2.85) para obtener
P
n
\ln=1En
o
 (1  q3(N   k)e c1 ~2m=2)(1  q3(l   1)(N   k)e c1 ~2m)
 1  q3(N   k)e c1 ~2m=2   q3(l   1)(N   k)e c1 ~2m
= 1  q3l(N   k)e c1 ~2m; (2.90)
que es la estimacion deseada. La condicion (2.79) asegura que esta probabilidad es
mayor que cero. 
Nota 2.3.29 Tomando ~ = 1
2
p
k
, la condicion (2.79) se escribe
m  maxf4k
c1
ln q3l(N   k); 2k
c2
lnDg:
Por tanto, si se toma m  Ck ln l(N   k) con C sucientemente grande se tiene
garantizada la desigualdad (2.79).
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Para RWOMP con parametro ~ cada iteracion a~nade al menos un nuevo elemento,
siempre que ~In(~) 6= ;. En esta situacion, RWOMP identica todos los ndices de  ] en
como mucho k iteraciones. Ademas, los algoritmos del tipo OMP recuperan cualquier
vector k-disperso x una vez conocido su soporte. Como k(N   k)  N2=4 si k < N ,
tenemos el siguiente corolario.
Corolario 2.3.30 Suponer las mismas hipotesis que en el Teorema 2.3.28 sustituyendo
(2.79) por
m  maxf 1
c1~2
ln q3
N2
4
;
2k
c2
lnDg: (2.91)
Entonces, el algoritmo RWOMP recupera el vector k-disperso x en las primeras k it-
eraciones con probabilidad mayor o igual a
1  q3N
2
4
e c1 ~
2m:
Nota 2.3.31 Supongamos que queremos obtener el resultado del Teorema 2.3.28 con
una probabilidad mayor o igual a 1   para un numero  2 (0; 1). Bastara tomar
1  q3l(N   k)e c1 ~2m  1  :
Esto se consigue si
ec1 ~
2m  q3l(N   k);
por lo que basta tomar
m  maxf 2
c1~2
ln
q3l(N   k)

;
2k
c2
lnDg: (2.92)
Para asegurarnos que
ln
q3l(N   k)

> 1
para todo q3  1, l < N y k < N , basta tomar  2 (0; 1=e).
Un comentario analogo puede hacerse para el Corolario 2.3.30, y en este caso (2.91)
debe ser sustituida por
m  maxf 1
c1~2
ln
q3N
2
4
;
2k
c2
lnDg (2.93)
para que RWOMP recupere una se~nal k-dispersa x en las k primeras iteraciones con
probabilidad mayor o igual a 1  .
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2.3.4.2 Identicacion probabilstica del soporte con la regla de seleccion
I().
En esta seccion estudiaremos el comportamiento de las matrices que satisfacen (M1),
(M2), (M3) y (M4) con respecto a los algoritmos con regla de seleccion
In() = fi :
hi; rn 1i   rn 1`1(RN )g; (2.94)
0 <   1. Una ventaja de In() con respecto a la regla de seleccion ~In(~) dada en
(2.51) es que In() 6= ; para todo  2 (0; 1) y para todo n = 1; 2; : : :.
Pero tiene una desventaja. Si queremos probar que In()   ] = sop (x) necesita-
mos que se cumpla 
 ]c
rn 1

1
krn 1k1
< :
Si escribieramos un 1 = rn 1=
rn 11 como en la demostracion del Teorema 2.3.28
no tendramos kun 1k2  1, y no podramos usar (M3). La propiedad (M4) salva esta
situacion como veremos en la demostracion del siguiente resultado.
Teorema 2.3.32 Elegir (!) 2 RmN una matriz aleatoria que satisface las propiedades
(M1), (M2), (M3) y (M4). Sea x 2 RN con sop (x) =  ] y  ]  k < N . Sea y = x.
Suponer que
m  maxf 4k
c12
ln q3l(N   k); 2k
c2
lnDg; (2.95)
con q3 = q1 + q2. Los algoritmos WMP, WOMP y WGP, con regla de seleccion In()
dada en 2.94, identican elementos de  ] en las l primeras iteraciones con probabilidad
mayor o igual a
1  q3l(N   k)e c1 
2
4k
m:
Demostracion. Para cualquiera de los algoritmos dados con la regla de seleccion
In(), sea En el conjunto de matrices que identican elementos de  
] = sop (x) en la
iteracion n, n = 1; 2; : : :.
Comencemos acotando P fE1g, es decir, la probabilidad de que una matriz iden-
tique elementos de  ] en la primera iteracion. Para que una matriz aleatoria (!)
pertenezca a E1 es suciente que se cumpla
 ]c
(!)r0

`1(R ]c )
k(!)r0k`1(RN )
< ; (r0 = y): (2.96)
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Sea u0 = y=2

 ]
y

2
; se tiene
 ]c
(!)y

1
 ]
(!)y

1

p
k

 ]c
(!)y

1
 ]
(!)y

2
= 2
p
k
 ]c(!)u01
= 2
p
k sup
j2 ]c
jhj(!);u0ij : (2.97)
Sea A1 el conjunto de matrices que satisfacen (M1), (M2), (M3) y (M4) tal que
sup
j2 ]c
jhj(!);u0ij < 
2
p
k
: (2.98)
De (2.97) deducimos que si (!) 2 A1, entonces (!) satisface (2.96) y se tiene
(!) 2 E1. Por tanto,
P fE1g  P fA1g : (2.99)
Sea B1 el conjunto de matrices (!) que satisfacen (M1), (M2), (M3) y (M4) tal que ](!)y2  12 kyk2 : (2.100)
De (2.99) deducimos
P fE1g  P fA1g  P fA1 \B1g = P fA1jB1gP fB1g : (2.101)
Como y = x =  ]x ] 2 span ( ]) de (M4) deducimos
P fB1g  1  q2Dke c2m  1  q2e c2m=2 (2.102)
tomando  c2m+k lnD   c2m=2, es decir, m  2kc2 lnD. Condicionado a B1 el vector
u0 = y=2

 ]
y

2
satisface
ku0k2 =
1
2
kyk2
kyk2
 1
por lo que para acotar
P fA1jB1g = P
(
sup
j2 ]c
jhj(!);u0ij < 
2
p
k
jB1
)
usamos (M3) y obtenemos
P fA1jB1g = P

\j2 ]cfjhj(!);u0ij <

2
p
k
gjB1

=
Y
j2 ]c
P

jhj(!);u0ij < 
2
p
k
jB1

 (1  q1e c1 
2
4k
m)N k
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debido a la independencia de la columnas j de (!) expresada en (M1) y a que u0 =
y=2

 ]
y

2
solo depende de las columnas j con j 2  ], y es por tanto independiente
de las columnas j con j 2  ]c.
Puesto que (1  x)n  1  nx si n  1, x  1, podemos escribir
P fA1jB1g  1  q1(N   k)e c1 
2
4k
m: (2.103)
Sustituyendo (2.103) y (2.102) en (2.101) se obtiene
P fE1g  (1  q1(N   k)e c1 
2
4k
m)(1  q2e c1m2 )
 1  q1(N   k)e c1 
2
4k
m   q2e c1m2
 1  q3(N   k)e c1 
2
4k
m (2.104)
con q3 = q1 + q2, ya que
2
4k  1=4 < 1=2. Esto prueba el resultado para l = 1.
Supongamos que el resultado es cierto hasta la iteracion l   1, esto es
P
n
\l 1n=1En
o
 1  q3(l   1)(N   k)e c1 
2
4k
m: (2.105)
Hasta la iteracion l tenemos
P
n
\ln=1En
o
= P
n
Elj \l 1n=1 En
o
P
n
\l 1n=1En
o
: (2.106)
Escribir ul 1 = rl 1=2

 ]
rl 1

2
. Sea Al el conjunto de matrices que satisfacen (M1),
(M2), (M3) y (M4) tal que
sup
j2 ]c
jhj(!);ul 1ij < 
2
p
k
: (2.107)
Si  2 Al se tiene
 ]c
(!)rl 1

1
 ]
(!)rl 1

1

p
k

 ]c
(!)rl 1

1
 ]
(!)rl 1

2
= 2
p
k
 ]c(!)ul 11
= 2
p
k sup
j2 ]c
jj(!);ul 1j < ;
y esto es suciente para asegurar que In()   ], es decir,  2 El. Por tanto,
P
n
Elj \l 1n=1 En
o
 P
n
Alj \l 1n=1 En
o
: (2.108)
Sea Bl el conjunto de matrices (!) que satisfacen (M1), (M2), (M3) y (M4) tal que ](!)rn 12  12 rn 12 : (2.109)
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De (2.108) deducimos
P
n
Elj \l 1n=1 En
o
 P
n
Al \Blj \l 1n=1 En
o
= P
n
AljBl \ (\l 1n=1En)
o
P
n
Blj \l 1n=1 En
o
:
(2.110)
Condicionado a Bl,
kul 1k2 =
1
2
rl 1
2
 ]
rl 1

2
 1
debido a (2.109). Por (M1) las columnas j de (!) son independientes entre s.
Ademas, condicionado a \l 1n=1En, el vector rn 1 solo depende de las columnas j con
j 2  ] ya que In()   ], n = 1; 2; : : : ; l   1. Por tanto, ul 1 es independiente de las
columnas j con j 2  ]c y podemos usar (M3). Se tiene, entonces
P
n
AljBl \ (\l 1n=1En)
o
= P
(
sup
j2 ]c
jhj(!);ul 1ij < 
2
p
k
jBl \ (\l 1n=1En)
)
=
Y
j2 ]c
P

jhj(!);ul 1ij < 
2
p
k
jBl \ (\l 1n=1En)

 (1  q1e c1 
2
4k
m)N k  1  q1(N   k)e c1 
2
4k
m:(2.111)
Condicionado a \l 1n=1En, el vector rn 1 2 span ( ]) por el Lema 2.3.3. Podemos usar
(M4) para obtener
P
n
Blj \l 1n=1 En
o
 1  q1Dke c2m  1  q1e c2m=2 (2.112)
tomando  c2m+ k lnD   c2m2 , es decir, m  2kc2 lnD.
Sustituimos (2.110) y (2.112) en (2.109) y procedemos como en los calculos que
llevan a (2.104) para obtener
P
n
Elj \l 1n=1 En
o
 1  q3(N   k)e c1 
2
4k
m; (2.113)
con q3 = q1 + q2. Sustituimos (2.113) y (2.105) en (2.106) para obtener
P
n
\ln=1En
o
 (1  q3(N   k)e c1 
2
4k
m)(1  q3(l   1)(N   k)e c1 
2
4k
m)
 1  q3(N   k)e c1 
2
4k
m   q3(l   1)(N   k)e c1 
2
4k
m
= 1  q3l(N   k)e c1 
2
4k
m;
que era lo que queramos demostrar. Para que esta ultima probabilidad sea mayor a 0
debemos tomar
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m  4k
c12
ln q3l(N   k):

Se pueden hacer ahora comentarios similares a los hechos al nalizar la demostracion
del Teorema 2.3.28. Destacamos el siguiente corolario, que en el caso  = 1 da el
Teorema 6 de [103].
Corolario 2.3.33 Elegir las mismas condiciones que en el Teorema 2.3.32, susti-
tuyendo (2.95) por
m  C k
2
ln(q3N
2=4) (2.114)
con C sucientemente grande. Entonces, el algoritmo WOMP recupera el vector k-
disperso x en las k primeras iteraciones con probabilidad mayor o igual a
1  q3N
2
4
e c1
2
4k
m:
2.4 Experimentos
En esta seccion presentamos experimentos de los problemas de recuperacion dispersa
y aproximacion no dispersa para las versiones ortogonales y del gradiente de los algo-
ritmos anteriormente estudiados con la regla de seleccion I = I(~) dada en (2.51) y los
comparamos con los resultados obtenidos con la regla de seleccion usual I = I() dada
en (2.47). En cada conjunto de experimentos una matriz gaussiana de orden mN fue
creada. Para algunas se~nales los resultados se muestran como porcentaje de elementos
recuperados y para otras se usa la razon de la energa de la se~nal original x 2 RN y la
energa de la diferencia entre la se~nal y la aproximacion dada por
SNR = 10 log10(
kxk2
kx  ak2
):
La Figura 2.2 muestra el el porcentaje de elementos recuperados con el algoritmo
RWOMP con parametro  = 0:125. Las matrices gaussianas generadas tienen N = 256
y m = 10`, ` = 1; 2; : : : ; 25. Los niveles de dispersion se han escogido como k =
4; 12; 20; 28; 36, (cada graca corresponde a cada uno de ellos). Por cada par (m; k), 200
experimentos se realizaron para diferentes se~nales. Los resultados pueden compararse
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Figure 2.2: Reconstruccion de se~nales dispersas con RWOMP,  = 0:125. Por cada par
(m; k), 200 experimentos se generaron con una matriz gaussiana de orden m 256. Hasta
k iteraciones se permitieron.
con aquellos obtenidos en la Figura 1 de [103] para OMP ( = 1). Los parametros
N; k y m toman los mismos valores, pero 1000 experimentos por cada conjunto se
realizaron en [103]. Los resultados para RWOMP son mejores que para OMP en [103]
para k = 20; 28; 36.
A continuacion, por propositos computacionales, introducimos una modicacion
menor del algoritmo RWOMP, llamada algoritmo k-RWOMP. En cada iteracion en
RWOMP guardamos los k-mayores elementos de la aproximacion ortogonal xn. La
Figura 2.3 muestra los resultados de aplicar k-RWOMP con los mismos parametros de
los experimentos descritos para la Figura 2.2. Como puede verse, en la Figura 2.3 la
reconstruccion exacta se alcanza con menores valores de m.
Los siguientes experimentos se hacen en imagenes. Tomamos una imagen de 6464
pixeles, que son parte de Lena. Dos descomposiciones de la transformada ondcula se
realizan usando las ondculas de Daubechies 5. La precepcion compresiva se hizo solo
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Figure 2.3: Reconstruccion de se~nales dispersas con k RWOMP, con los mismos
parametros que para la Figura 2.2. Los resultados son mejores que en la Figura 2.2 para
RWOMP. Hasta k iteraciones son permitidas.
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en los coecientes de los detalles. La dispersion k se calcula como la parte entra de 5%
de L, donde L es el numero de coecientes verticales, horizontales o diagonales en cada
nivel de descomposicion. El numero de mediciones en cada nivel es la parte entra de
k log2(L=k) para los coecientes verticales, horizontales y diagonales. Los algoritmos
k-RWOMP y k-RWGP (aquellos con regla de seleccion ~I() como se dene en (2.51))
se realizaron con ~ = 0:125 y ~ = 0:15, respectivamente. El algoritmo WGP (con
regla de seleccion I() dada en (2.47)) se realizo con  = 0:8. Los datos relevantes se
dan en la Figura 3. Cuando la dispersion de la aproximacion se eleva a 10% de L el
algoritmo CoSaMP invierte varios minutos para detenerse, para el resto de algoritmos
el tiempo se incrementa a penas perceptiblemente. Por cada algoritmo, los tiempos de
realizacion y los SNR's dieren para diferentes  y, aun mas, pueden diferir con la
misma  debido a la aleatoriedad de . Tambien, visualmente hay una mejora para
los algoritmos k-Relajados Debiles para los cuales hay menos elementos espurios en las
regiones mas suaves de la imagen. A juzgar por el SNR, el algoritmo k-RWGP da la
mejor aproximacion.
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Figure 2.4: k-RWOMP and k-RWGP vs CoSaMP, SWGP and GP.
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3Aproximacion no lineal
restringida en espacios de
sucesiones
... Al primer so~nador le fue deparada en la noche la vision
del palacio y lo construyo;
al segundo, que no supo del sue~no del anterior, el poema sobre el palacio...
su primera manifestacion fue el palacio;
la segunda el poema.
Quien los hubiera comparado habra visto que eran esencialmente iguales.
Jorge Luis Borges, El sue~no de Coleridge.
3.1 Introduccion
Dos problemas fundamentales en el procesamiento de se~nales son el de la compresion
y el de la reduccion de ruido. El tratamiento de ambos problemas se benecia de la
teora de la aproximacion. En esta teora se trata de aproximar una funcion o se~nal
posiblemente complicada, llamada funcion objetivo, por funciones mas sencillas y mas
faciles de computar, llamadas aproximantes.
Aplicaciones de las tecnicas aqu usadas son: analisis al procesamiento de se~nales,
estimacion estadstica y solucion numerica de ecuaciones diferenciales.
Uno de los primeros metodos de aproximacion usaba como aproximantes polinomios
de grado N , tanto algebraicos como trigonometricos. En este caso, la aproximacion se
haca a partir de espacios lineales de dimension nita, es decir, solo se tomaban en
67
3. APROXIMACION NO LINEAL RESTRINGIDA EN ESPACIOS DE
SUCESIONES
cuenta las primeras N potencias de t, f1; t; t2; :::; tN 1g, o las primeras N potencias de
e2it, f1; e2it; e2i2t; :::; e2i(N 1)tg, por ejemplo. A esto se le llama aproximacion lin-
eal. Denotamos LN al subespacio con N ndices \jos" de los aproximantes. Entonces,
una propiedad caracterstica de la aproximacion lineal es que para dos funciones
f; g 2 LN se tiene que f + g 2 LN .
Jackson [63] y Bernstein [10] probaron que una funcion f continua y periodica tiene
un orden de aproximacion O(N ), 0 <   1, cuando se aproxima por polinomios
trigonometricos de grado menor o igual a N en la norma uniforme, si y solo si, f 2
Lip , el espacio de Lipschitz de orden . A continuacion hacemos mas explcitos estos
resultados.
Sea C([0; 1)) el espacio de funciones continuas y periodicas. Sea TN el conjunto de
los polinomios trigonometricos de orden menor o igual a N . Sea 0 <   1. El espacio
de Lipschitz Lip  que consiste de todas las funciones f 2 C([0; 1)) para las que existe
M > 0 tal que
jf(x)  f(y)j M jx  yj ; para todo x; y 2 T:
Denotamos por
(f;N)L1 := inf
g2TN
kf   gkL1
el error de aproximacion de f 2 C(T) por los elementos de TN . Se tienen entonces dos
resultados fundamentales para la teora de la aproximacion.
Teorema 3.1.1 (Jackson [63]) Sea f 2 C(T). Entonces, para toda f 2 Lip ,
0 <  < 1, se tiene
N (f;TN )L1  CN :
Teorema 3.1.2 (Bernstein [10]) Sean f 2 C(T) y  2 (0; 1) tal que
N (f;TN )L1  CN ;
para algun C > 0 y para todo N = 1; 2; 3; :::. Entonces f 2 Lip .
Este tipo de desigualdades son fundamentales y permean gran parte de la teora de la
aproximacion (lineal, no lineal y no lineal restringida).
En el caso de que usemos polinomios a trozos, los aproximantes no deberan re-
stringirse a una particion ja sino que puede depender de la funcion objetivo. La idea
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es simple: se debe usar una particion mas na donde la funcion objetivo no sea muy
suave y una particion menos na donde s lo sea. En el caso de funciones en L2(T) la de-
scomposicion en serie de Fourier de una funcion que pertenece a una clase de funciones
que se compone de altas frecuencias no dara mucha informacion hasta que N sea muy
grande no importando que esas altas frecuencias sean pocas, incluso una sola. As surge
la aproximacion no lineal. Denotamos N a la clase de todos los conjuntos de, a lo mu-
cho, N ndices no \jos". Entonces, una propiedad caracterstica de la aproximacion
no lineal es que para dos funciones f; g 2 N se tiene que f + g 2 K(N), donde
K es una funcion no decreciente tal que N  K(N). En este captulo K(N) = 2N
ya que nos enfocaremos en aproximantes que surgen de una base incondicional. Otras
funciones K surgen en la aproximacion por splines o polinomios a trozos cuando los
knots o (los nudos de) las particiones son libres as como el grado de los polinomios en
cada trozo.
3.2 Aproximacion no lineal.
Revisamos brevemente algunos resultados clasicos e introducimos algunos algoritmos y
conceptos que usaremos mas adelante.
3.2.1 Algunos resultados en la ANL
Sea X un espacio cuasi normado y B = fejg1j=1 una base de X. Denimos
N = fg = j2 ajej :    N; j j  Ng:
Para f 2 X, el error de la aproximacion con N terminos se dene como
(f;N)X := inf
g2N
kf   gkX : (3.1)
Una cuestion importante es encontrar el espacio de funciones para el cual, dado un
 > 0, se tiene que el error de approximacion tiene una velocidad de decaimiento tal
que
(f;N)X  CN ; N = 1; 2; 3; : : : ; (3.2)
para algun C > 0.
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De manera mas general, se denen los espacios de aproximacion con N terminos
(con aproximantes en la base B  X y cuyo error es medido en la cuasi-norma X) como
el conjunto de todas las f 2 X tales que
kfk
A

(X;B)
:=
 1X
N=1
(N (f;N)X)
 1
N
!1=
<1; ;  2 (0;1); (3.3)
y kfk
A
1(X;B)
:= supt>0 t
(t; s) cuando  2 (0;1) y  =1.
Debe mencionarse que existen otros tipos de aproximaciones como la aproximacion
racional, destacando el trabajo de Peller en [87] que caracterizo las clases de aproxi-
macion racional en la metrica BMO (bounded mean oscilations). Ademas, en el pro-
ceso, Peller caracterizo los espacios de interpolacion entre BMO y el espacio de Besov
B11(L
1). En el caso de los splines fue Petrushev en [88] quien caracterizo los espacios
de aproximacion no lineal con splines como espacios de Besov usando el K funcional.
DeVore y Popov [33] generalizan este ultimo resultado caracterizando los espacios
de aproximacion (sobre espacios cuasi-normados para un esquema de aproximacion
no lineal) como espacios de interpolacion. Dicho resultado se prueba a partir de las
desigualdades tipo Jackson y Bernstein y el K funcional (usado en el metodo de la
interpolacion real). Mas especcamente, sea (X; kkX) un espacio cuasi-normado (de
hecho, en [33] se considera mas generalmente un grupo Abeliano cuasi-normado), para
r > 0 sea Yr un subespacio de X. Se tiene la desigualdad tipo Jackson de orden r si
existe un C > 0 tal que para todo N = 1; 2; 3; : : :,
(f;N)X  CN r kfkYr ; f 2 Yr: (3.4)
Se tiene la desigualdad tipo Bernstein de orden r si existe un C 0 > 0 tal que para todo
N = 1; 2; 3; : : :,
kgkYr  C 0N r kgkX ; g 2 N : (3.5)
A partir de las desigualdades (3.4) y (3.5) y del K funcional, DeVore y Popov prueban
en [33] que, para 0 <  < r y 0 < q  1, los espacios de aproximacion no lineal se
identican con espacios de interpolacion, a saber, Aq (X;N ) = (X;Yr)=r;q:
Uno de los objetivos de la teora de la aproximacion es encontrar la relacion que
existe entre el orden de aproximacion (la velocidad con la que el error de aproximacion
medido en alguna norma decrece) y el espacio de funciones a la que pertenece cuando se
usan determinados aproximantes y algun metodo de aproximacion (p.e., los algoritmos
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greedy o thresholding). En nuestro caso, como ya se dijo anteriormente, usaremos como
funciones aproximantes los elementos de una base incondicional. Particularmente, en
los ejemplos usaremos las bases de ondculas. Estas son bases incondicionales para
varios espacios de funciones como Lebesgue, Hardy, Sobolev, Besov, Triebel-Lizorkin y
todos los espacios de funciones invariantes por reordenamiento con los ndices de Boyd
entre 0 y 1, (ver [81],[59] y [93]). La suavidad y el decaimiento de las funciones de
escala ' y de la ondcula  determinan la pertenencia a los espacios de funciones en un
cierto rango de parametros.
Cuando la aproximacion no lineal se hace con los elementos de una base de ondculas
el siguiente resultado (que tambien incluye las splines) de DeVore-Jawerth-Popov se
puede encontrar en [31]. Para los espacios de Besov B (L
 ) con 1= = (=d+ 1=p) 1,
siguiendo [33] se tiene que, bajo ciertas condiciones de la ondcula, para todo 0 < p <1
y cierto rango de ,
1X
N=1
(N=d  (f;N)Lp)r 1
N
<1, f 2 B (L ); (3.6)
es decir, se caracteriza cierto espacio de aproximacion no lineal (ver (3.3)) con una
base de ondculas como cierto espacio de Besov. Como en el caso anterior de DeVore
y Popov en [33], para probar (3.6) es suciente con probar las siguientes desigualdades
tipo Jackson
(f;N)Lp  Cn =d kfkB (L ) ; para toda f 2 B

 (L
 ) (3.7)
y tipo Bernstein
kfk
B (L )
 Cn=d kfkLp ; para toda f 2 n: (3.8)
para algun  > , usando ahora los elementos de la base de ondculas como aproxi-
mantes.
La monografa de DeVore [29] da cuenta del desarrollo y algunos de los resultados
mas importantes de la aproximacion no lineal con enfasis en 1) los splines y en las
ondculas como aproximantes, y 2) los errores medidos en las normas Lp.
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3.2.2 Un algoritmo, democracia y otras propiedades
Hacemos ahora un parentesis para introducir un algoritmo y unas propiedades muy
importantes para la teora de la aproximacion. El error de aproximacion (3.1), conocido
en ingles como best N term approximation error o el mejor error de aproximacion con
N terminos, puede signicar un computo muy costoso ya que se busca entre toda la
base (o entre todo el conjunto de aproximantes) aquellos N elementos, i.e. g 2 N ,
tales que se alcance (de ser posible) en nmo de kf   gkX. En la practica, lo mas
comun es hacer lo siguiente. Sea f =
P
j2N sjej , donde sj son los coecientes y ej son
los elementos de la base, y  cualquier biyeccion de N tal que
s(1)e(1)X  s(2)e(2)X  s(3)e(3)X  : : : :
Entonces, el algoritmo ambicioso 1 (greedy algorithm) de etapa N es la correspon-
dencia
f =
X
j2N
sjej 2 X 7! GN (f) =
NX
j=1
s(j)e(j) 2 N :
Por la denicion de , siempre es cierto que (f;N)X  kf  GN (f)kX := (f;N)X.
Si B = fek : k 2 Ng es una base ortonormal para un espacio de Hilbert H se tiene que
(f;N)H = kf  GN (f)kH para toda f 2 H y todo N = 1; 2; 3; : : :. Si existe una
constante C > 0 tal que, para una base B, se tiene
kf  GN (f)kX  C(f;N)X; f 2 X; N = 1; 2; 3; : : : ;
se dice que B es una base ambiciosa para X. La importancia de estas bases es doble:
1) como (f;N)X  (f;N)X las bases ambiciosas producen un casi mejor error de
aproximacion con N terminos y 2) se pueden estudiar y/o analizar los espacios de
aproximacion A(X;B) a traves del error de aproximacion (f;N)X. Un resultado de
Konyagin y Temlyakov en [68] prueba que una base B = fek : k 2 Ng es ambiciosa en
1Al greedy algorithm se le conoce en castellano generalmente como algoritmo avaricioso. Sin em-
bargo, la traduccion que hace el Concise Oxford Dictionary de la palabra greed es codicia o avaricia.
Segun el diccionario de la Real Academia Espa~nola se tiene que: Avaricia: 1. f. Afan desordenado de
poseer y adquirir riquezas para atesorarlas. Tambien se tiene que, segun la RAE: Codicia: 1. f. Afan
excesivo de riquezas. 2. f. Deseo vehemente de algunas cosas buenas. Finalmente, de nuevo segun
la RAE: Ambicioso, sa.: 1. adj. Que tiene ambicion. U. t. c. s. 2. adj. Que tiene ansia o deseo
vehemente de algo. U. t. c. s.
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X si, y solo si, es incondicional y democratica. Una base democratica es aquella para
la que existe alguna constante C > 0 tal que
X
j2 
ej
kejkX

X
 C

X
j2 0
ej
kejkX

X
; (3.9)
para todos los conjuntos de ndices  ; 0 de igual cardinal. Es facil comprobar que la
propiedad de la democracia (3.9) es equivalente a
1
C

X
j2 
ej
kejkX

X


X
j2 0
ej
kejkX

X
 C

X
j2 
ej
kejkX

X
; (3.10)
para todos los conjuntos nitos  ; 0 de igual cardinal. Es facil ver que para una base
ortonormal B en un espacio de Hilbert H siempre se tiene que
X
j2 
ej
kejkH

H
= (j j)1=2 = N1=p:
La siguiente caracterizacion para la aproximacion en espacios de Hilbert con una
base ortogonal fue probada por Stechkin [94] para el caso  = 1 y por DeVore-Temlyakov
[34] para el caso general de  . Para  = 1=   1=2 se tiene que
f 2 As (H;B), fhf; ejiHgj2N 2 `;s; (3.11)
donde `;s es el espacio de Lorentz discreto clasico (ver la denicion en la Seccion 3.4.5).
Algunas de estas caracterizaciones (o inclusiones) en la aproximacion no lineal con N
terminos en espacios de funciones como los de Triebel-Lizorkin (con pesos), de Orlicz
(con pesos), de Lorentz (con pesos) y de Lorentz-Zygmund (con pesos) se encuentran
en [47], [48], [49], [56] y [82], y las referencias ah citadas. Como ejemplos incluimos dos
de los primeros resultados sobre estas estimaciones. El primero es de Hsiao, Jawerth,
Lucier y Yu (ver la seccion 11.3 en [60]) en donde muestran que el espacio de Sobolev
(generalizado) Hp ,  2 R, 1 < p <1, verica que
1
C
(j j)1=p 
X
I2 
 I
k IkHp

Hp
 C(j j)1=p; (3.12)
para todo conjunto nito   con cardinal N y en donde  es una ondcula con cierta
regularidad y cierto numero de momentos nulos. En [60] a un espacio con una base
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que cumple esta propiedad se dice que es un p-espacio. El segundo ejemplo es el de
Temlyakov en [95] en donde prueba que la base de Haar en [0; 1) es democratica en los
espacios Lp[0; 1), 1 < p <1, y en donde se tiene que
1
C
(j j)1=p 
X
I2 
hI
khIkLp

Lp
 C(j j)1=p; (3.13)
para todo conjunto nito   con cardinalN . A esta propiedad (p-espacio) se le ha llegado
a conocer como la propiedad p-Temlyakov. A las cotas superiores (resp. inferiores)
tambien se les llama democraticas por la derecha (resp. por la izquierda).
3.2.3 Resultados mas generales sobre ANL
Resultados sobre aproximacion no lineal en espacios mas generales se encuentran en
el trabajo de Garrigos y Hernandez [46] en donde el error se mide en los espacios de
Triebel-Lizorkin. El grueso del trabajo en [46] se hace en espacios de sucesiones y
se \transeren" (ver Subseccion 6.2 en [46]) los resultados a los espacios funcionales a
traves de las caracterizaciones con los coecientes de las ondculas como se hace en [41].
A continuacion se describe someramente la \hoja de ruta" de [46]. Se prueba primer-
amente que los espacios de sucesiones asociados a los espacios funcionales de Triebel-
Lizorkin, f sp;r (posponemos la denicion), cumplen la propiedad de ser p-espacios, es
decir,
1
C
(j j)1=p 
X
I2 
 I
k Ikfsp;r

fsp;r
 C(j j)1=p; (3.14)
para todo conjunto nito  . A partir de las dos desigualdades en (3.14), Garrigos y
Hernandez prueban a continuacion las siguientes desigualdades tipo Jackson y Bern-
stein. Sean s;  2 R, 0 < p; ; q <1 y 0 < r  1 tales que
max(; q) < p y

d
  1

=
s
d
  1
p
:
Entonces, para toda sucesion s 2 b;q (el espacio de sucesiones asociado al espacio de
Besov) existe un C > 0 tal que (desigualdad tipo Jackson)
(s; N)fsp;r  C(N + 1) (1=(_q) 1=p) kskb;q ; N = 0; 1; 2; : : : : (3.15)
Sean s; ; p; ; q y r con el mismo rango que anteriormente y tales que
min(; q) < p y

d
  1

=
s
d
  1
p
:
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Entonces, existe un C > 0 tal que, para todo N = 1; 2; 3; : : :, (desigualdad tipo Bern-
stein)
kskb;q  CN
1=(^q) 1=p kskfsp;r ; 8s 2 N : (3.16)
Aplicando el formalismo general de DeVore-Popov en [33] (las desigualdades tipo Jack-
son y Bernstein implican que el espacio de aproximacion es un espacio de interpolacion),
Garrigos y Hernandez [46] prueban que algunos espacios de aproximacion (en p-espacios
de sucesiones) se pueden caracterizar como espacios de Lorentz discretos (ver denicion
en la Seccion 3.4.5). Especcamente, si f es un p-espacio de sucesiones para algun
0 < p <1, entonces para todo  > 0 y 0 < q  1 se tiene
Aq (f) = `
;q(f);
1

=  +
1
p
: (3.17)
Un par de inclusiones de este tipo (en un contexto ligeramente diferente) aparecen
en el trabajo de Gribonval-Nielsen ([49], Teorema 3.1) en donde tambien se sigue el
esquema general de [33]. Kerkyacharian-Picard ([66], Teorema 1) tambien prueban esta
caracterizacion (en un contexto ligeramente diferente) pero a traves de la propiedad p-
Temlyakov en vez de las desigualdades tipo Jackson y tipo Bernstein y, por lo tanto,
no usan el esquema general (interpolacion) de [33].
Por ultimo, como corolarios a (3.17) en [46] se tiene que si s 2 R, 0 < p < 1,
0 < r  1, entonces para todo  > 0 y 0 <  < 1,
A=d (f
s
p;r) = A
=d
 (b
s
p;p) = b
s+
; ; para
1

=

d
+
1
p
(3.18)
y  
f sp;r; b
s+
;

;
= bs+; para
1

=

d
+
1
p
y
1

=

d
+
1
p
: (3.19)
3.3 Aproximacion no lineal restringida
Este tipo de aproximacion involucra una medida  sobre el conjunto de ndices y se
usa para controlar (restringir) los terminos (coecientes de ondculas) en la aproxi-
macion. Este tipo de aproximacion fue introducido por Cohen-DeVore-Hochmuth en
[24]. Ademas, en la seccion 4 de [24] simplican algunas pruebas de DeVore-Jawerth-
Popov [31].
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Como se puede observar de las propiedades p-espacio (3.12), p-Temlyakov (3.13) y
de democracia (3.9), los coecientes estan normalizados en la misma norma en la que
se \mide" la funcion. El desarrollo en [24] se hace midiendo el error en la norma de los
espacios de Hardy Hp, 0 < p < 1 (Hp = Lp si 1 < p < 1), pero la normalizacion se
hace en un espacio Hr, 0 < r <1, diferente. Por conveniencia usaremos la notacion
1 ;r =
X
Q2 
 Q
k QkHr
:
En [24] se investigan las consecuencias de normalizar los coecientes en otra norma
diferente a la del espacio en el cual se mide el error . La \hoja de ruta" es la misma
que en el caso [46] de aproximacion no lineal para los espacios Triebel-Lizorkin (de
hecho [24] es cronologicamente anterior a [46] pero por cuestiones didacticas no hemos
introducido la aproximacion no lineal restringida hasta ahora). Una de las novedades
de [24] es que, aunque el error se mide en Hp, los espacios de aproximacion no estan
necesariamente contenidos en Hp.
En [24] se observa que normalizar los coecientes en un espacio diferente al que se
usa para medir el error es equivalente a realizar un tipo de aproximacion no lineal, que
llaman restringida, en la que una medida  en el conjunto de cubo diadicos de Rd
se usa para controlar el numero de terminos de la aproximacion. En el caso de [24],
(Q) := jQj = jQj1 p=r y para un conjunto   se tiene ( ) :=
P
Q2  jQj. El primer
resultado sobre aproximacion no lineal restringida en [24] es que para 0 < p; r < 1,
s > 0 y  tal que s = d(1=   1=p), donde  = 1   = p=r, se tiene que los espacios
Hp (tambien desarrollan resultados para los espacios Bp) cumplen un tipo de propiedad
como la de p-Temlyakov o de ser un p-espacio. A saber, si f 2 Hp +Bs entonces,
1
C
( )
1=p  k1 ;rkHp  C( )1=p: (3.20)
Denimos el error de aproximacion no lineal restringida con medida  en el espacio
Hp como (f; t)Hp = infg2t; kf   gkHp , en donde g 2 t; signica que el soporte
  de los coecientes de la expansion de g tienen una medida  menor o igual a t. A
partir de las desigualdades en (3.20) se prueban en [24] las desigualdades tipo Jackson:
existe C > 0 tal que para todo numero real t > 0 se tiene
(f; t)Hp  Ct s=d kfkBs ; (3.21)
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y tipo Bernstein: para toda f 2 t; ,
kfkBs  Ct
s=d kfkHp : (3.22)
Nuevamente, a partir del formalismo general de DeVore-Popov en [33], se prueba en [24]
la siguiente caracterizacion. Sean 0 < p; r <1, s > 0 y  > 0 tal que s = d(1= 1=p).
Para todo 0 <  < s y  tal que  = d(1=  1=p), entonces
A=d (H
p;	) = B; (3.23)
con normas equivalentes y en donde 	 es una base de ondculas.
3.3.1 ANL restringida en espacios de Banach
En un trabajo posterior a [24], Kerkyacharian-Picard [67] generalizan los resultados
anteriores a un esquema de cuasi espacios de Banach con bases incondicionales. Prue-
ban, entre otras cosas, que ciertas desigualdades tipo Jackson y tipo Bernstein son
equivalente a la propiedad p-Temlyakov para cuasi espacios de Banach y, a su vez,
equivalentes a la caracterizacion de cierto espacio de aproximacion como cierto espacio
de Lorentz discreto con pesos (ver denicion en la Seccion 3.4.5). Especcamente, para
un espacio cuasi Banach X, una base incondicional B = feigi2N, una medida  sobre el
conjunto de ndices, una f =
P
i2N siei 2 X y 0 < p <1, entonces son equivalentes:
1. Para todo 0 < q < p, los espacios de Lorentz `q(B; ) verican la desigualdad de
Jackson con parametro s = 1=q   1=p,
(f; t)X  Ct s kfk`q(B;) ; f 2 `q(B; ); (3.24)
y la desigualdad de Bernstein con parametro s = 1=q   1=p,
kfk`q(B;)  C 0ts kfkX f 2 t; : (3.25)
2. El esquema (X;B; ) verica la propiedad p-Temlyakov, es decir, para ( ) <1,
se tiene
1
C
(inf
j2 
jsij)1=p( )  kfkX  C(sup
j2 
jsij)1=p( ): (3.26)
3. Para todo 0 < q < p y para 0 < r  1,
Asr(X;B; ) = `q;r(B; ): (3.27)
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3.3.2 Thresholding restringido en Hr y Bp
Uno de los metodos numericos mas frecuentes en la aproximacion con ondculas es el
llamado thresholding. Este metodo consiste en escoger aquellos coecientes sQ de la
representacion de f =
P
Q2  sQ Q que sobrepasen un umbral (threshold), es decir,
jsQj > . En el marco de la aproximacion no lineal restringida y usando una notacion
distinta a [24], denimos el operador threshold restringido (en Hr) como
T(f;H
r) =
X
Q:ksQ QkHr>
sQ Q:
En [24] Cohen-DeVore-Hochmuth prueban que el error de aproximacion con thresh-
olding tiene un decaimiento prescrito si, y solo si, los coecientes normalizados en Hr
pertenecen a cierto espacio de Lorentz (ver dencion en la Seccion 3.4.5). A saber, sean
0 < p; r < 1, s > 0 y  denido por s = d(1=   1=p). Para todo  <  < p una
funcion f satisface
kf   T(f;Hr)kHp M=p1 =p (3.28)
si, y solo si,
fksQ QkHrgQ2D 2 `;1() (3.29)
y, ademas, el menorM que satisface (3.28) es equivalente a
fksQ QkHrgQ2D`;1().
Nuevamente, en [67], Kerkyacharian-Picard generalizan la caracterizacion anterior
de thresholding, i.e. (3.28) y (3.29), a los cuasi espacios de Banach y muestran que es
equivalente a la propiedad p-Temlyakov. Especcamente, son equivalentes:
1. El esquema (X;B; ) verica la propiedad p-Temlyakov (3.26), es decir, para
( ) <1, se tiene
1
C
(inf
j2 
jsij)1=p( )  kfkX  C(sup
j2 
jsij)1=p( ):
2. Para todo 0 < q < p,
kfkq=p`q;1(B;)  sup

 (1 q=p) kf   T(f;X)kX : (3.30)
En este trabajo generalizamos los resultados de Kerkyacharian y Picard para los
espacios de sucesiones en donde no se tiene necesariamente que (t) = t1=p sino una
funcion mas general.
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3.4 ANL restringida en espacios de sucesiones
Presentamos y desarrollamos en esta seccion algunos resultados originales sobre la
aproximacion no lineal restringida.
Aqu mostramos que las inclusiones para los espacios de aproximacion no lineal
restringida en espacios de sucesiones en terminos de espacios de Lorentz con pesos son
equivalentes a desigualdades tipo Jackson y Bernstein y, a su vez, equivalentes a una
propiedad generalizada del tipo p-Temlyakov por arriba y por abajo.
Trabajar en el espacio de sucesiones no es ninguna limitacion. Los espacios de
Lebesgue, Sobolev, Hardy y Lipschitz tienen su contraparte en el espacio de sucesiones
cuando se usa la tranformada ' ([39], [41]) o wavelets ([72], [81], [28],[59], [77], [70]).
De manera mas general, los espacios de sucesiones Triebel-Lizorkin, f sp;r, y Besov, b
s
p;r
(ver Seccion 3.4.9) permiten representaciones eles de los espacios de funciones (dis-
tribuciones) Triebel-Lizorkin, F sp;r, y Besov, B
s
p;r, que incluyen todos los mencionados al
principio de este parrafo. Cuando los resultados en el espacio de sucesiones se acoplan
con el marco de transferencia abstracta dise~nada en [46], se recuperan los resultados
para los espacios de distribuciones o funciones. Una razon para considerar dicho esce-
nario general, ademas de las generalizaciones obvias, es que medir el error kf   T"(f)k
en los espacios de Sobolev, donde las propiedades de suavidad se tienen en cuenta,
puede dar una representacion visual mas able de f que cuando el error se mide en Lp.
Observe que dos funciones pueden ser visualmente muy diferentes aunque sean cercanas
en la norma Lp.
Mostramos tambien que los espacios de sucesiones de Triebel-Lizorkin, f sp;r, cumplen
con la propiedad de Temlyakov (por arriba y por abajo) en el esquema de ANL re-
stringido. Aplicando los resultados de las Subsecciones 3.4.6 y 3.4.8 mostramos que los
espacios de aproximacion de los espacios de sucesiones de Triebel-Lizorkin se identican
con espacios de Lorentz discretos, que a su vez coinciden con ciertos espacios de Besov
para algunos valores particulares de los parametros. As, los resultados en [24] y [67]
son corolarios de los presentados aqu. Por ultimo, damos un resultado de interpolacion
entre los espacios de sucesiones de Triebel-Lizorkin y Besov con menos restricciones en
los parametros que aquellos considerados en [24].
En las siguientes subsecciones presentamos el marco de trabajo en el cual desar-
rollamos nuestros resultados, al mismo tiempo introducimos notacion, deniciones y
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comentarios.
3.4.1 Espacios de sucesiones
Sea D un conjunto de ndices numerable cuyos elementos denotamos por I. El conjunto
D puede ser N;Z; : : : o, como en nuestras aplicaciones, el conjunto numerable de cubos
diadicos en Rd.
Denotamos por S = CD el conjunto de todas las sucesiones de numeros complejos
s = fsIgI2D denido sobre D. Por cada I 2 D, denotamos por eI el elemento de S
con entrada 1 en I y 0 en cualquier otro caso. Escribimos E = feIgI2D para la base
canonica de S. Usaremos la notacion
P
I2  sIeI ,   2 D, para denotar el elemento de
S cuyas entradas son sI cuando I 2   y 0 en cualquier otro caso. Observe que no hay
un signicado de convergencia impuesto a la notacion anterior, aun cuando   no sea
nito.
Denicion 3.4.1 Un espacio lineal de sucesiones f  S es un retculo (de suce-
siones) cuasi Banach si existe una cuasi norma kkf en f con respecto al cual f es
completo y satisface:
(a) Monotonicidad: si t 2 f y jsI j  jtI j para todo I 2 D, entonces s 2 f y kfsIgkf 
kftIgkf .
(b) Si s 2 f , entonces limn!1 ksIneInkf = 0, para alguna enumeracion I = fI1; I2; : : :g.
Diremos que un retculo (de sucesiones) cuasi Banach f esta incluido en S, y escribire-
mos f ,! S si
lim
n!1 ks
n   skf = 0) limn!1 s
n
I = sI ;8I 2 D:
Nota 3.4.2 Cuando E = feIgI2D es una base de Schauder para f , la condicion (a)
en la Denicion 3.4.1 implica que E es una base incondicional para f con constante
C = 1.
Nota 3.4.3 El espacio cuasi Banach f puede ser dotado con una cuasi norma equiv-
alente, la cual puede denotarse de nuevo por kkf , para la cual existe un  2 (0; 1] tal
que ks+ tk  kskf +ktkf para todo s; t 2 f . En este caso decimos que kkf satisface la
desigualdad triangular de potencia  o desigualdad -triangular. Observe que tambien
satisface la desigualdad triangular de potencia  tal que 0 <   
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3.4.2 Aproximacion no lineal restringida en espacios de sucesiones
Una medida positiva  sobre D es cualquier funcion  : D ! R tal que (I) > 0 para
todo I 2 D. En la aproximacion clasica con N terminos  es la medida de contar (i.e.,
(I) = 1 para todo I 2 D), pero medidas mas generales se usan en la aproximacion no
lineal restringida. La medida  controlara los terminos en la aproximacion.
Denicion 3.4.4 Decimos que (f; ) es un esquema canon (para la ANL restringida)
si
i) f es un retculo (de sucesiones) cuasi Banach incluido en S.
ii)  es una medida positiva sobre D como se explica en el primer parrafo de esta
seccion.
Sea (f; ) un esquema canon. Para t > 0, denimos
t; := ft =
X
I2 
tIeI : ( )  tg:
Notese que t; es no lineal, pero se cumple que t; +t;  2t; .
Dado s 2 S, el error-f (o riesgo-f) de la aproximacion a s por elementos de t;
esta dado por
(t; s)f := inf
t2t;
ks  tkf :
Notese que elementos s 2 S que no esten en f podran tener un riesgo-f nito ya que
los elementos de t; podran tener un numero innito de entradas.
Denicion 3.4.5 (Espacios de aproximacion restringida) Sea (f; ) un esquema
canon. Para 0 <  < 1 y 0 <   1, A(f; ) se dene como todas las sucesiones
s 2 S tales que
ksk
A

(f;)
:=
Z 1
0
[t(t; s)f ]
dt
t
1=
<1; (3.31)
con la modicacion usual cuando  =1.
Notese que los espacios A(f; ) dependen de la base canonica E de S. Cuando f
sea claro en el contexto escribiremos A() en vez de A

(f; ).
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Nota 3.4.6 Si s 2 f entonces, por el hecho de que (t; s)f  kskf , es facil ver
que (3.31) puede remplazarse por kskf mas la misma integral de 1 a 1. Necesitamos
considerar el rango completo 0 < t <1 ya que no suponemos que s 2 f . No obstante,
las propiedades de los espacios de aproximacion no lineal restringida son las mismos
que las de los espacios de aproximacion con N -terminos (ver [89] o [32]).
Partiendo la integral en pedazos diadicos y usando la monotonicidad del error-f ,
(t; s)f , tenemos la siguiente cuasi norma equivalente para los espacios de aproxi-
macion restringida:
ksk
A

()

 X
k2Z
[2k(2
k; s)f ]

!1=
: (3.32)
3.4.3 Dos deniciones importantes
Es bien sabido el papel fundamental de las desigualdades tipo Jackson y tipo Bernstein
para la teora de la aproximacion no lineal (ver [29]). Considerando nuestro esquema
canon (f; ) tenemos las siguientes deniciones.
Denicion 3.4.7 Dado r > 0, un retculo (de sucesiones) cuasi Banach g ,! S satis-
face la desigualdad de Jackson de orden r si existe un C > 0 tal que
(t; s)f  Ct r kskg ; para toda s 2 gy para todo t > 0:
Denicion 3.4.8 Dado r > 0, un retculo (de sucesiones) cuasi Banach g ,! S satis-
face la desigualdad de Bernstein de orden r si existe un C > 0 tal que
ktkg  Ctr ktkf ; para toda t 2 t; \ fy para todo t > 0:
En estas deniciones no suponemos que g ,! f , pero s que t 2 t; \ f . As, la
Denicion 3.4.8 tiene sentido.
3.4.4 Funciones de peso para espacios de Lorentz discretos
La propiedad clasica p-Temlyakov esta expresada tpicamente en terminos de (N)1=p,
en donde N es el numero de aproximantes y p es el parametro de integracion en algun
espacio de funciones. En [24] y [67] se considera la funcion (( ))1=p. Para generalizar
estos trabajos se penso en otras funciones que se describen continuacion.
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Denicion 3.4.9 Denotaremos por W el conjunto de todas las funciones continuas
 : [0;1) 7! [0;1) tales que
i) (0) = 0 and limt!1 (t) =1.
ii)  es no decreciente.
iii)  tiene la propiedad doblante: existe C > 0 tal que (2t)  C(t) para todo t > 0.
Un elemento tpico de la clase W es (t) = t1=p, 0 < p < 1. Las funciones en la clase
W seran usadas para denir espacios de Lorentz discretos generales. Ocasionalmente,
necesitaremos asumir una condicion mas fuerte en  2 W. Para  2 W denimos la
funcion de dilatacion
M(s) = sup
t>0
(st)
(t)
; s > 0:
Ya que  es no decreciente, M(s)  1 para 0 < s  1.
Denicion 3.4.10 Decimos que  2 W+ si  2 W y existe s0 2 (0; 1) para el cual
M(s0) < 1.
Observe que para  2W+ y r > 0, r 2W+. Ademas, si  2W y r > 0, tr(t) 2W+.
Lema 3.4.11 Sea  2 W+ y s0 como en la denicion 3.4.10. Entonces, existe C > 0
tal que para todo t > 0,
1X
j=0
(sj0t)  C(t):
Demostracion. Sea  :=M(s0) < 1. Por denicion de M se tiene
1 >   (s
j+1
0 t)
(sj0t)
para todo j = 0; 1; 2; : : : :
Por lo tanto,
1X
j=0
(sj0t) 
1X
j=0
j(t) = (t)
1
1   :

Lema 3.4.12 Dada  2 W+, existe g 2 C1, g 2 W+ tal que g   y g0(t)=g(t)  1=t,
t > 0.
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Demostracion. Defnase g(t) =
R t
0
(s)
s ds. Con s0 como en la Denicion 3.4.10
g(t) =
1X
j=0
Z sj0t
sj+10 t
(s)
s
ds 
1X
j=0
(sj0t) log(s
 1
0 )  C(t) log(s 10 );
por el Lema 3.4.11 (C = 11  , ver la prueba del Lema 3.4.11). Por otra parte
g(t) 
Z t
t=2
(s)
s
ds  (t=2) log 2  D(t) log 2
por al propiedad doblante de . Esto muestra que
C1(t)  g(t)  C2(t); t 2 (0;1); (3.33)
con 0 < C1  C2 < 1. Como prueba alternativa uno puede ver que  satisface la
hipotesis del Lema 1.4 en [69] (p. 54) para concluir g  . La funcion g es claramente
no decreciente y (3.33) muestra que g 2 W. Es claro que g 2 C1 con g0(t) = (t)=t.
As,
g0(t)
g(t)
 (t)=t
(t)
 1
t
:
Falta probar que g 2 W+. Para probar esto, observe que una funcion  2 W es un
elemento de W+ si y solo si
i := lim
t!0+
logM(t)
log t
> 0
(i se llama el ndice de dilatacion (de Boyd) de  - ver [8]). Usando (3.33)
ig = lim
t!0+
logMg(t)
log t
 lim
t!0+
log(C1C2M(t))
log t
= lim
t!0+
log(M(t))
log t
= i
y, similarmente
ig  lim
t!0+
log(C2C1M(t))
log t
= i:
As, ig = i > 0 lo que prueba g 2W+.

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3.4.5 Espacios de Lorentz discretos generales
Antes de la denicion de estos espacios recordamos algunas deniciones clasicas (ver
p.e. [32] y [8]). Para una sucesion s = fsIgI2D 2 S, D numerable, el reordenamiento
no creciente de s con respecto a la medida  en D es
s(t) = inff > 0 : (fI 2 D : jsI j > g)  tg
= supf > 0 : (fI 2 D : jsI j > g) > tg:
as, para todo t;   0, se tiene
0   < s(t) , 0  t < (fI 2 D : jsI j > g): (3.34)
Aun mas, es bien sabido (ver Seccion 1.3 en [9]), que s y s tienen la misma funcion de
distribucion. En particular, para t > 0,
(fI 2 D : jsI j > s(t)g)  t  (fI 2 D : jsI j  s(t)g) : (3.35)
Para  2 W,  una medida en D, y  2 (0;1], el espacio de Lorentz discreto
` () es el conjunto de todas las s = fsIgI2D 2 S tal que
ksk` () :=
Z 1
0
[(t)s(t)]
dt
t
1=
<1; 0 <  <1 (3.36)
y
ksk`1 () := supt>0 (t)s

(t) <1:
Si (t) = t1=p, 1  p < 1, entonces ` () = `p;() son los espacios clasicos de
Lorentz (discretos). Cuando, ademas, p = , `p;p() = `p(), 0 < p < 1, son los
espacios de sucesiones s 2 S tales que
ksk`p() =
 X
I2D
jsI jp (I)
!1=p
:
Para  > 0 y  2W, escribimos ~(t) = t(t) 2W+ y `~ () sera denotado por `;().
Proposicion 3.4.13 Sean  2 W y  una medida en D. Para una sucesion s =
fsIgI2D2S se tiene
ksk`1 ()  sup
>0
((I 2 D : jsI j > )):
Ademas, si 0 <  <1 y  2W+,
ksk` () 
Z 1
0
[((I 2 D : jsI j > ))]d

1=
:
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Demostracion. El caso  =1 se sigue de la parte iii) de la Proposicion 2.2.5 en [21].
Para 0 <  < 1, sea w(t) = [(t)]=t, 0 < t < 1. Escribiendo (t; s) = (fI 2
D : jsI j > tg) para la funcion de distribucion de s con respecto de la medida  y
W(s) =
R s
0 w(t)dt, 0 < s <1, la parte ii) de la Proposicion 2.2.5 in [21] da
ksk` () =
Z 1
0
tW((t; s))
dt
t
1=
:
Ya que  2 W+, entonces  satisface la hipotesis del Lema 1.4 en [69] (p. 54) con lo
que concuimos
W(s) =
Z s
0
(t)
t
dt  [(s)]
(ver tambien la prueba del Lema 3.4.12 y el comentario que sigue la Denicion 3.4.10).
Esto prueba el resultado.

Una sucesion u = fuIgI2D 2 S tal que uI > 0 para todo I 2 D sera llamada
sucesion de pesos.
Denicion 3.4.14 Sea u = fuIgI2D una sucesion de pesos y  una medida positiva
como en la Subseccion 3.4.2. Para 0 <   1 y  2 W se dene el espacio ` (u; )
como el conjunto de todas las sucesiones s =
P
I2D sIeI 2 S tal que
ksk` (u;) := kfuIsIgI2Dk` () <1:
Estos espacios se usaran en las Subsecciones 3.4.6 y 3.4.8 para caracterizar las
desigualdades tipo Jackson y Bernstein en el escenario de la aproximacion no lineal
restringida. Para las aplicaciones (ver Subsecciones 3.4.7, 3.4.9-3.4.11) tomaremos uI =
keIkg, I 2 D, donde g es un retculo (de sucesiones) cuasi Banach.
Lema 3.4.15 Sea u y  como en la Denicion 3.4.14 y escrbase 1 ;u =
P
I2  u
 1
I eI ,
   D y ( ) <1.
a) Si  2W, k1 ;uk`1 (u;) = (( )).
b) Si 0 <  < 1 y  2 W, k1 ;uk` (u;)  (( )), y si  2 W+, k1 ;uk` (u;) 
(( )).
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Demostracion. (a) Escribiendo 1 ;u =
P
I2D sIeI se tiene sI = u
 1
I para todo I 2  
y sI = 0 si I 62  . As, uIsI = 1 para todo I 2   y uIsI = 0 si I 62  . Esto implica
fuIsIg(t) =

1; 0 < t < ( )
0; t  ( )

: (3.37)
Por la Denicion 3.4.14
k1 ;uk`1 (u;) = sup
0<t<( )
(t) = (( )):
(b) Usando 3.37 se tiene
k1 ;uk` (u;) =
 Z ( )
0
[(t)]
dt
t
!1=

 Z ( )
( )=2
[(t)]
dt
t
!1=
 (( )=2) log 2  C(( ))
ya que  es doblante. Para la desigualdad contraria, puesto que  2W+, podemos usar
la Proposicion 3.4.13 y obtenemos
k1 ;uk` (u;) 
Z 1
0
[(( ))]
d

1=
 (( )):

3.4.6 Desigualdades tipo Jackson
Damos condiciones equivalentes para que algunas desigualdades tipo Jackson se veri-
quen en el escenario de la aproximacion no lineal restringida. Los siguientes resultados
generalizan aquellos en [24] y [67] para el mismo escenario, as como los de [66] y [48]
para el caso (I) = 1 para todo I 2 D (la medida de contar).
Empezamos con un resultado previo que es la parte 2 del Lema 2 en [67].
Lema 3.4.16 Sean F y G dos funciones no decrecientes continuas por la izquierda,
tales que F (0) = G(0) = 0. Entonces, para cualquier sucesion d = fdIg y t > 0,Z d(t)
0
G((fI 2 D : jdI j > g))dF () = F (d(t))G(t) +
Z 1
t
F (d(s))G(s):
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Demostracion. Usando el hecho que para todo s;   0, 1[0;(fI2D:jdI j>g))(s) =
1[0;d)() (ver 3.34), el teorema de Fubini daZ d(t)
0
G((fI 2 D : jdI j > g))dF ()
=
Z d(t)
0
Z (fI2D:jdI j>g)
0
dG(s)dF ()
=
Z 1
0
1[0;d(t))()
Z 1
0
1[0;(fI2D:jdI j>g))(s)dG(s)dF ()
=
Z 1
0
Z 1
0
1[0;d(t))()1[0;d(s))()dF ()

dG(s)
=
Z 1
0
F (minfd(s);d(t)g)dG(s)
= F (d(t))G(t) +
Z 1
t
F (d(s))dG(s);
porque d(t) es una funcion no creciente. 
Teorema 3.4.17 Sea (f; ) un esquema canon (ver Denicion 3.4.4) y sea u = fuIgI2D
una sucesion de pesos. Sean  > 0 y  2 (0;1] jos. Entonces, para cualquier funcion
 2W+, los siguientes son equivalentes:
1) Existe C > 0 tal que para todo    D con ( ) <1,X
I2 
eI
uI

f
 C(( )):
2) `;(u; ) ,! A(f; ).
3) El espacio `;(u; ) satisface la desigualdad de Jackson de orden , esto es, existe
C > 0 tal que
(t; s)f  Ct  ksk`;(u;) ; para todo s 2 `

;(u; ) y todo t > 0:
Demostracion. 2)) 3) Esto es inmediato ya que A() ,! A1() y 3) es equivalente
a `;(u; ) ,! A1(f; ).
3) ) 1) Se prueba en el Lemma 1 en [67] (ver tambien la prueba del Teorema 2.1
en [46]) que para s =
P
I2D sIeI ;
(t; s) t ~(t; s) := inf
( )t
ks 
X
 
sIeIkf ; (3.38)
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esto es, el nmo que dene (t; s), puede tomarse, hasta una equivalencia, sobre los
elementos de t; cuyos coecientes son aquellos de s: Probamos (3.38) por completitud.
Claramente (t; s)  ~(t; s); mas aun, para cualquier tI ; I 2 D tenemos
ks 
X
I2 
sIeIkf  ks 
X
I2 
tIeIkf + k
X
I2 
sIeI  
X
I2 
tIeIkf  2ks 
X
I2 
sIeIkf :
por la monotonicidad de k  kf (ver parte a) de la Denicion 3.4.1.
Sea 0 < s0 < 1 tal que M(s0) < 1 como en la Denicion 3.4.10. Sea    D con
( ) < 1 y escrbase 1  := 1 ;u =
P
I2 
eI
uI
. Por (3.38), para 0 =    D se puede
encontrar un conjunto 1  0 con (1)  s0(0) tal que
k10   11kf  (s0(0); 10):
Repetimos este argumento para encontrar subconjuntos anidados (posiblemente un
numero nito en algunos casos)
  = 0  1  : : :  j  j+1  : : : ;
tales que (j+1)  s0(j) y1j   1j+1f  (s0(j); 1j ); j = 0; 1; 2; : : : :
Por la desigualdad -triangular (ver Nota 3.4.3) para f se tiene
k1 kf 
1X
j=0
1j   1j+1f  1X
j=0
(s0(j); 1j ):
Usando la hipotesis y el Lema 3.4.15 obtenemos
(s0(j); 1j )  C[s0(j)] 
1j`;()  ((j)) :
Concatenando estas desigualdades se deduce que
k1 kf .
24 1X
j=0
((j))
351= .
24 1X
j=0
(sj0(0))
351=
. ((0)) = (( ))
por el Lema 3.4.11, ya que  y  pertenecen a W+.
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1) ) 2) Por el Lema 3.4.12 podemos asumir  2 C1 y 0(t)=(t)  1=t, t > 0.
Empezamos acotando (t; s) para s 2 `;(u; ). Recuerdese que d := fsIuIgI2D 2
`;(). Ya que (fI 2 D : juIsI j > d(t)g)  t (ver (3.35)) se tiene
(t; s) = inf
t2t;
ks  tkf 

X
juIsI jd(t)
sIeI

f
:
Para j = 0; 1; 2; : : :, sea j = fI 2 D : 2 j 1d(t) < jsIuI j  2 jd(t)g. La de-
sigualdad -triangular y la propiedad de la monotonicidad de f , junto con la hipotesis,
implican
[(t; s)]
 
1X
j=0

X
I2j
sIeI


f
=
1X
j=0

X
I2j
sIuI
eI
uI


f
 C
1X
j=0
[2 jd(t)]
((j))
 C
Z d(t)
0
[((fI 2 D : jsIuI j > g))]d

:
Aplicando el Lema 3.4.16 con F () = 

 y G() = [()]
 da
[(t; s)]
  1

[d(t)(t)]
 +
1

Z 1
t
[d(s)]
d(s)
 [d(t)(t)] +
Z 1
t
[d(s)]
(s)
ds
s
donde hemos usado que 0(s)=(s)  1=s. Por lo tanto,
(t; s) . d(t)(t) +
Z 1
t
[d(s)(s)]
ds
s
1=
:
As,
ksk
A

()
=
Z 1
0
[t(t; s)]
dt
t
.
Z 1
0
[t(t)d(t)]
dt
t
+
Z 1
0
"
t
Z 1
t
[d(s)(s)]
ds
s
1=# dt
t
:= I + II:
El primer termino, I, es precisamente ksk
`;(u;)
. Para II, usamos la desigualdad de
Hardy (ver [8], p.124) con un  tal que = > 1 (notese que esto siempre es posible
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ya que si f satisface la desigualdad -triangular tambien satisface la desigualdad 0-
triangular para cualquier 0 < 0  ) para obtener
II1= =
"Z 1
0
t
Z 1
t
[d(s)(s)]
ds
s
= dt
t
#1=


1

Z 1
0
[d(s)(s)]
s
ds
s
1=
= C ksk`;(u;) :
Esto prueba el resultado.

Tomando (t) = t1=p, 0 < p < 1, y uI = keIkf en el Teorema 3.4.17, la condicion
1) es llamada en [67] la propiedad p-Temlyakov (por arriba) para f . En este caso,
`;(u; ) = `
q;(u; ) con 1q =  +
1
p .
Tomando  como la medida de contar en D recuperamos el Teorema 3.6 en [48] a
partir del Teorema 3.4.17.
3.4.7 ANLR e interpolacion real
Es bien conocido que la aproximacion con N -terminos y la interpolacion real estan
interconectados. Si las desigualdades tipo Jackson y Bernstein se verican para la
medida de contar , los espacios de aproximacion se caracterizan en terminos de espacios
de interpolacion (ver p.e. el Teorema 3.1 en [33] o la Seccion 9, Captulo 7 de [32]).
Como se apunta en [24] la teora arriba mencionada puede desarrollarse en un
contexto mas general. En nuestro caso lo desarrollamos en el esquema abstracto que
hemos introducido en la Subseccion 3.4.2. Las pruebas son modicaciones directas de
aquellas dadas en las referencias ya citadas en el primer parrafo de esta subseccion.
Teorema 3.4.18 Sea (f; ) un esquema canon. Supongase que el retculo (de suce-
siones) cuasi Banach g  S satisface las desigualdades de Jackson y Bernstein para
algun r > 0. Entonces, para 0 <  < r y 0 <   1, se tiene
A(f; ) = (f; g)=r;;
donde (f; g)=r; denota el espacio de interpolacion real entre f y g.
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No es difcil mostrar que los espacios Arq(f; ), 0 < r < 1, 0 < q  1, satisfacen
las desigualdades de Jackson y Bernstein de orden r, as que por el Teorema 3.4.18,
A(f; ) = (f;A
r
q(f; ))=r;;
para 0 <  < r y 0 <   1. A partir de esto y usando el teorema de la reiteracion
para interpolacion real obtenemos el siguiente resultado que se usara en la prueba del
Teorema 3.4.21.
Corolario 3.4.19 Sea 0 < 0; 1 <1, 0 < q; q0; q1  1 y 0 <  < 1. Entonces,
(A0q0 (f; );A
1
q1 (f; ));q = A

q (f; );  = (1  )0 + 1;
para un esquema canon (f; ).
3.4.8 Desigualdades tipo Bernstein
Damos condiciones equivalentes para que algunas desigualdades tipo Bernstein se veri-
quen en el escenario de la aproximacion no lineal restringida. Este resultado generaliza
aquellos obtenidos en [24] y [67] para el mismo escenario, as como aquellos obtenidos
en [66] y [48] para el caso (I) = 1 para todo I 2 D (la medida de contar).
Empezamos con un teorema de representacion para los espacios A(f; ). La de-
mostracion se sigue de aquella en [89] remplazando la medida de contar por una medida
positiva .
Proposicion 3.4.20 Sea (f; ) un esquema canon (ver Denicion 3.4.4). Sean  > 0
y  2 (0;1]. Las siguientes son equivalentes:
i) s 2 A(f; ).
ii) Existe sk 2
P
2k; \f , k 2 Z, tal que s =
P1
k= 1 sk y f2k kskkfgk2Z 2 `(Z).
Mas aun,
ksk
A

(f;)
 inf
8<:
" 1X
k= 1
(2k kskkf )
#1=9=; ;
donde el nmo se toma sobre todas las representaciones de s como en ii).
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Demostracion. i) ) ii) Sea s 2 A(f; ). Escojase 'k 2 2k 1; tal que ks  'kkf 
2(2
k 1; s). Sea sk = 'k   'k 1, de manera que sk 2 2k; . Ya que s 2 A(f; ), se
tiene (2
k 1; s)! 0 cuando k !1; la suposicion f ,! S implica
lim
k!1
'k = s in D (termino a termino).
Por otra parte limk! 1 'k = 0 ya que (supp 'k)! 0 cuando k !  1. As,
s = lim
k!1
'k =
1X
k= 1
sk:
Ahora,
kskkf  ks  'kkf + ks  'k 1kf  2  2[(2k 2; s)]:
Por lo tanto, X
k2Z
[2k kskkf ]  C
X
k2Z
[2k(2
k 2; s)]  ksk
A

()
;
por la caracterizacion discreta de los espacios de aproximacion restringidos dados en la
Subseccion 3.4.2. Es facil ver que el resultado tambien se verica para  =1.
ii) ) i) Observese que P` 1k= 1 sk 2 P2`; ya que cada sk 2 2k; . Tomese  tal
que 0 <  <  y kkf satisfaga la desigualdad -triangular. Se tiene
[(2
`; s)] 
s 
` 1X
k= 1
sk


f

1X
k=`
kskkf :
Con p = = > 1, (aqu 0 <  <1) y u > 0 tal que u <  se tiene
ksk
A

()

1X
`= 1
[2`(2
`; s)] 
1X
`= 1
[2`(
1X
k=`
kskkf )1=]
=
1X
`= 1
2`(
1X
k=`
2 ku2ku kskkf )p

1X
`= 1
2`(
1X
k=`
2 kup
0
)p=p
0
(
1X
k=l
2kup kskkf )

X
`2Z
2`( up)
 1X
k=`
2kup kskkf
!
=
X
k2Z
2kup kskkf (
kX
`= 1
2`( up)) 
X
k2Z
2k kskkf :
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Ya que la ultima expresion es nita por hipotesis, hemos probado s 2 A(f; ) para
0 <  <1. Para  =1 se tiene
ksk
A
1()
 sup
`2Z
2`(2
`; s)  sup
`2Z
2`(
1X
k=`
kskkf )1=
= sup
`2Z
2`(
1X
k=`
2 k2k kskkf )1=
 (sup
k2Z
2k kskkf ) sup
`2Z
2`(
1X
k=`
2 k)1=  sup
k2Z
2k kskkf :

Teorema 3.4.21 Sea (f; ) un esquema canon (ver Denicion 3.4.4) y sea u = fuIgI2D
una sucesion de pesos. Sean  > 0 y  2 (0;1] jos. Entonces, para cualquier funcion
 2W, las siguientes son equivalentes:
1) Existe C > 0 tal que para todo    D con ( ) <1,
1
C
(( )) 
X
I2 
eI
uI

f
:
2) El espacio `;(u; ) satisface la desigualdad de Bernstein de orden , esto es,
existe C > 0 tal que
ksk`;(u;)  Ct
 kskf ; para todo s 2 t; \ f y todo t > 0:
3) A(f; ) ,! `;(u; ).
Demostracion. 1) ) 2) Sea s 2 t; \ f y escrbase s = fsIgI2D. Dado 0 <   ( )
escojase  = fI 2   : juIsI j  d()g donde d = fuIsIgI2D. Se tiene   ( ) (ver
(3.35)). Aplicando la hipotesis 1) y la monotonicidad de f se obtiene
d()()  d()(( )) . d()
X
I2
eI
uI

f

X
I2
sIeI

f
. kskf :
Ya que (fI 2 D : jsIuI j > 0g) = ( )  t se tiene d() = 0 para   t. as,
ksk
`;(u;)
=
Z t
0
[ ()d()]
d

. kskf
Z t
0
 
d

 t kskf :
El caso  =1 es similar.
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2) ) 1) Sea 1  := 1 ;u =
P
I2 
eI
uI
y ( ) = t, de manera que 1  2 t; . Podemos
asumir 1  2 f , ya que de otra forma el lado derecho de 1) es 1, y el resultado es
trivialmente cierto. La hipotesis 2) da
k1 kf & t  k1 k`;(u;) & (( ));
donde la ultima desigualdad se debe al Lema 3.4.15.
3) ) 2) Para s 2 t; \ f , (; s) = 0 si   t. As, por 3)
ksk`;(u;) . kskA() =
Z t
0
[ (; s)]
d

1=
. kskf
Z t
0
 
d

1=
= t kskf ;
donde hemos usado (; s)  kskf para todo  > 0.
2) ) 3) Ya hemos probado que 1) , 2); ya que 1) no depende de ; , entonces
2) se verica para todo ~ > 0 y todo  2 (0;1]. Para cualquier ~ > 0 tomese ~ tal
que `~;(u; ) satisface la desigualdad ~-triangular. Por la Proposicion 3.4.20 podemos
encontrar sk 2 2k; \ f , k 2 Z, tal que s =
P
k2Z sk (in D) y
ksk
A
~
~()

 X
k2Z
[2k
~ kskf ]~
!1=~
:
Aplicando la hipotesis 2) a `~;(u; ) obtenemos
ksk~
`~;
(u;)
.
X
k2Z
[kskk`~;(u;)]
~ .
X
k2Z
(2k
~ kskkf )~  ksk~
A
~
~()
:
Esto signica que para  2 (0;1] y cualquier ~ > 0 tenemos la inclusion contnua
A
~
~() ,! `~;(u; ); (3.39)
donde ~ es el exponente de la desigualdad ~-triangular para `~;(u; ). Del Corolario
3.4.19, para  = (0 + 1)=2 y cualquier  2 (0; 1] se tiene
(A0 ();A
1
 ())1=2; = A

():
Aplicando primero (3.39) con ~ = 0, y despues con ~ = 1 y  = minf~0; ~1g se obtiene
A() = (A
0
 ();A
1
 ())1=2; ,! (`0;(u; ); `

1;
(u; ))1=2; = `

;(u; )
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donde la ultima igualdad es un resultado en interpolacion real de espacios discretos de
Lorentz que puede encontrarse en [80] (Teorema 3).

Tomando (t) = t1=p, 0 < p < 1, y uI = keIkf en el Teorema 3.4.21, la condicion
1) es llamada en [67] la propiedad p-Telmyakov (por abajo) para f . En este caso,
`;(u; ) = `
q;(u; ) con 1q =  +
1
p .
El Teorema 3.4.21 generaliza el Teorema 5 en [67] para un esquema canon. Para
la demostracion del Teorema 3.4.21 hemos hecho uso de la teora de interpolacion real
(ver Subseccion 3.4.7) para acortarla. Una prueba alternativa es como la de [67], en la
cual no usan interpolacion real.
Tomando  como la medida de contar en D recuperamos el Teorema 4.2 en [48] a
partir del Teorema 3.4.21.
los Teoremas 3.4.17 y 3.4.21 permiten obtener el siguiente resultado que da una
caracterizacion de los espacios de aproximacion como espacios de Lorentz discretos con
pesos, siempre que se cumpla la propiedad de Temlyakov generalizada.
Teorema 3.4.22 Sea (f; ) un esquema canon (ver Denicion 3.4.4) y sea u = fuIgI2D
una sucesion de pesos. Entonces, para cualquier  2 W+, las siguientes condiciones
son equivalentes:
1. Existe C > 0 tal que para todo    D con ( ) <1,
1
C
(( )) 
X
I2 
eI
uI

f
 C(( )):
2. A(f; ) = `

;(u; ) para todo  > 0,  2 (0;1].
3.4.9 Espacios de sucesiones asociados a espacios de suavidad
Un gran numero de espacios usados en analisis son casos particulares de los espacios
de Triebel-Lizorkin y de Besov.
Dados s 2 R, 0 < p < 1, y 0 < r  1, los espacios de Triebel-Lizorkin en
Rd se denotan por F sp;r := F sp;r(Rd) donde s es un parametro de suavidad, p mide
la integrabilidad y r mide un renamiento de la suavidad. Las deniciones de estos
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espacios se pueden encontrar en [41] y [42]. Los espacios de Lebesgue Lp(Rd) = F 0p;2,
1 < p <1, los espacios de Hardy Hp(Rd) = F 0p;2, 0 < p  1, y los espacios de Sobolev
W sp (Rd) = F sp;2, s > 0, 1 < p <1, estan incluidos en esta coleccion.
Dados s 2 Rd, 0 < p; r  1, los espacios de Besov en Rd se denotan Bsp;r :=
Bsp;r(Rd), con una interpretacion de los parametros similar a la de los espacios de
Triebel-Lizorkin. Estos espacios incluyen las clases de Lipschitz (ver [42]).
Existen caracterizaciones de F sp;r y B
s
p;r en terminos de espacios de sucesiones. Tales
caracterizaciones fueron dadas primeramente en [41] usando la transformada '. Las
bases de ondculas con regularidad y condiciones de momentos apropiados tambien
proveen dichas caracterizaciones.
A continacion se da una breve descripcion de las bases de ondculas en Rd. Sea D
el conjunto de cubos diadicos en Rd denidos por
Qj;k = 2
 j([0; 1)d + k); j 2 Z; k 2 Zd:
Una coleccion nita de funciones 	 = f (1); : : : ;  (L)g  L2(Rd) con L = 2d  1 es una
familia de ondculas (ortonormales) si el conjunto
W := f (`)Qj;k(x) := 2
jd
2  (`)(2jx  k) : Qj;k 2 D; ` = 1; 2; : : : ; Lg (3.40)
es una base ortonormal de L2(Rd). Esta es la denicion que aparece en [72]. Se pueden
consultar las propiedades de las ondculas en [81], [28], [59], [77].
Denicion 3.4.23 Dados s 2 R, 0 < p < 1 y 0 < r  1, sea f sp;r el espacio de
sucesiones s = fsQgQ2D tales que
kskfsp;r :=

24X
Q2D
(jQj s=d+1=p 1=2 jsQj(p)Q ())r
351=r

Lp(Rd)
<1;
donde 
(p)
Q () = Q() jQj 1=p y Q() denota la funcion caracterstica de Q.
Denicion 3.4.24 Dados s 2 R; 0 < p; r  1, sea bsp;r el espacio de sucesiones
s = fsQgQ2D tal que
kskbsp;r :=
264X
j2Z
0@ X
jQj=2 jd
(jQj s=d+1=p 1=2 jsQj)p
1Ar=p
375
1=r
<1;
con las modicaciones obvias cuando p; r =1.
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Con las condiciones apropiadas en los elementos de la familia de ondculas 	 =
f (1); : : : ;  (L)g, (L = 2d   1), puede mostrarse que W es una base incondicional de
F sp;r o B
s
p;r y si f =
PL
`=1
P
Q2D s
`
Q 
(`)
Q , entonces
kfkF sp;r 
LX
`=1
fs`QgQ2D
fsp;r
y kfkBsp;r 
LX
`=1
fs`QgQ2D
bsp;r
: (3.41)
Condiciones sobre 	 para que estas equivalencias se veriquen pueden encontrarse en
[81], [59], [2], [70], [72]. Cuando una familia de ondculas 	 provee una base incondi-
cional para F sp;r o B
s
p;r, con equivalencias como en (3.41), diremos que 	 es admisible
para F sp;r o B
s
p;r, respectivamente.
Las equivalencias (3.41) nos permiten trabajar al nivel de las sucesiones. Obviare-
mos la suma sobre ` ya que solo cambia las constantes en los calculos posteriores. Los
resultados probados para los espacios de sucesiones f sp;r o b
s
p;r, pueden transferirse al
los espacios F sp;q o B
s
p;r, a traves del marco de transferencia abstracto desarrollado en
[46].
Hacemos notar que los espacios de Triebel-Lizorkin y de Besov caracterizados como
en (3.41) son llamados homogeneos y se denotan frecuentemente por _F sp;r and _B
s
p;r.
El caso inhomogeneo requiere peque~nas modicaciones. Tambien el caso de espa-
cios anisotropicos como aquellos considerados en [46] y [70] requieren modicaciones
menores, incluso aquellos espacios denidos en dominios acotados. Nos restringiremos
a los casos caracterizados por (3.41).
3.4.10 ANLR para espacios de sucesiones de Triebel-Lizorkin
Como consecuencias de los teoremas desarrollados en las Subsecciones 3.4.6 y 3.4.8
obtendremos resultados para la aproximacion restringida en espacios de sucesiones de
Triebel-Lizorkin. Cuando son acoplados con el marco de transferencia abstracto desar-
rollado en [46], nuestros resultados generalizan aquellos en [24] y, con modicaciones
menores, aquellos en [61].
Lema 3.4.25 Sea    D (no necesariamente nito), x 2 [Q2 Q, y  6= 0. Defnase
S (x) =
X
Q2 
jQj Q(x):
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i) Si  > 0 y existe Qx, el mayor cubo en   que contiene a x, entonces S (x) 
jQxj Qx(x) = jQxj.
ii) Si  < 0 y existe Qx, el menor cubo en   que contiene a x, entonces S

 (x) 
jQxj Qx(x) = jQxj.
Demostracion. i) Es claro que jQxj Qx(x)  S (x) ya que el lado derecho de esta
desigualdad contiene al menos el cubo Qx (y posiblemente mas). Para la desigualdad
contraria, agrandamos la suma que dene S (x) para incluir todos los cubos diadicos
contenidos en Qx. Por lo tanto,
S (x) 
X
QQx:Q2D
jQj =
1X
j=0
(2 jd jQxj) = jQxj
1X
j=0
2 jd  jQxj
ya que  > 0.
ii) Es claro que jQxj Qx(x)  S (x) ya que el lado derecho de esta desigualdad
contiene al menos el cubo Qx (y posiblemente mas). Para la desigualdad contraria,
agrandamos la suma deniendo S (x) para incluir todos los cubos que contienen a Qx.
As,
S (x) 
X
QQx:Q2D
jQj =
1X
j=0
(2jd jQxj) = jQxj
1X
j=0
2jd  jQxj ;
ya que  < 0.

El menor cubo Qx de   que contiene a x 2 [Q2 Q ha sido usado por otros autores
en el contexto de la aproximacion no lineal con bases de ondculas (ver [60], [24], [46],
[47]). Hasta donde sabemos, el mayor cubo Qx de   que contiene x 2 [Q2 Q no ha
sido usado antes.
Teorema 3.4.26 Sea s1; s2 2 R, 0 < p1; p2 < 1, 0 < q1; q2  1. Para  2 R y
   D defnase ( ) =
P
Q2  jQj. Ademas, sea ( ) <1. Entonces,
X
Q2 
eQ
keQkfs2p2;q2

f
s1
p1;q1
 [( )]1=p1 ; (3.42)
si y solo si  6= 1 y  = p1( s2 s1d   1p2 ) + 1 o  = 1; s2 s1d = 1p2 y p1 = q1.
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Demostracion. Empezamos por probar (3.42). Escribimos f1 := f
s1
p1;q1 y f2 := f
s2
p2;q2
para simplicar la notacion en esta prueba. Por la Denicion 3.4.23 tenemos keQkf2 =
jQj s2=d+1=p2 1=2 y

X
Q2 
eQ
keQkf2

f1
=
0B@Z
Rd
24X
Q2 
jQj s2 s1d q1 jQj q1=p2 Q(x)
35p1=q1 dx
1CA
1=p1
=
0B@Z
Rd
24X
Q2 
(jQj 1p1 Q(x))q1
35p1=q1 dx
1CA
1=p1
: (3.43)
Considerese primero el caso  > 1. Ya que ( ) < 1, el mayor Qx contenido en
  existe para todo x 2 [Q2 Q. Aplicando el Lema 3.4.25, parte i), primero con
 =  1p1 q1 > 0 y despues con  =   1 > 0, obtenemos24X
Q2 
jQj 1p1 q1 Q(x)
35p1=q1  jQxj 1 Qx(x)  X
Q2 
jQj 1 Q(x);
para todo x 2 [Q2 Q. A partir de (3.43) deducimos
X
Q2 
eQ
keQkf2

f1

0@Z
Rd
X
Q2 
jQj 1 Q(x)dx
1A1=p1
=
0@X
Q2 
jQj
1A1=p1 = [( )]1=p1 :
Considerese ahora  < 1. Si   0, ya que ( ) <1, el cubo menor Qx contenido
en   existe para todo x 2 [Q2 Q (notese que  = 0 es el caso clasico de la medida de
contar). Si 0 <  < 1, se puede mostrar que el conjunto E de todos los x 2 [Q2 Q
para los cuales Qx no existe tiene medida cero. Para ver esto, escrbase Dk = fQ 2 D :
jQj = 2 kd; k 2 Zg. Entonces, para todo m  0, E  [km [Q2 \Dk Q; por lo tanto
jEj 
X
km
X
Q2 \Dk
jQj =
X
km
X
Q2 \Dk
jQj jQj1 
 ( )
X
km
2 kd(1 )  ( )2 md(1 )
ya que 1   > 0. Dejando que m!1 se deduce jEj = 0.
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Aplquese el Lema 3.4.25, parte ii), primero con  =  1p1 q1 < 0 y despues con
 =   1 < 0, para obtener24X
Q2 
jQj 1p1 q1 Q(x)
35p1=q1  jQxj 1 Qx(x)  X
Q2 
jQj 1 Q(x)
para todo x 2 [Q2 Q si   0 y todo x 2 [Q2 Q n E si 0 <  < 1. En cualquier
caso, de (3.43) se deduce
X
Q2 
eQ
keQkf2

f1

0@Z
Rd
X
Q2 
jQj 1 Q(x)dx
1A1=p1 =
0@X
Q2 
jQj
1A1=p1 = [( )]1=p1 :
Para  = 1 el conjunto E1 de todos los x 2 [Q2 Q para los cuales Qx existe tiene
tambien medida cero. De hecho
jE1j 
X
km
X
Q2 \Dk
jQj =
X
km
1(  \Dk)
y la ultima suma tiende a 0 cuando m ! 1 ya que es la cola de la suma convergenteP
k1 1(  \Dk)  1( ) <1 :
Supongase ahora que (3.42) se verica. Para N 2 N y L = 2l considere el conjunto
 N;L = f[0; L]d + Lj : j 2 Nd; 0  jjj < Ng de Nd cubos diadicos disjuntos de lado L.
Para esta coleccion tenemos
( N;L) =
X
 N;L
jQj = (LN)d : (3.44)
Tambien, 
X
Q2 N;L
eQ
keQkf2

f1
=
Z
Rd
h
S N;L(x)
ip1=q1
dx
1=p1
;
con  = ( s2 s1d   1p2 )q1 : Ya que S

 N;L
(x) = Ld
P
 N;L
Q(x) = L
d[0;NL]d(x), se
obtiene 
X
Q2 N;L
eQ
keQkf2

f1
= Ld=q1(LN)d=p1 = L
d
 
q1
+
1
p1

Nd=p1 : (3.45)
Escojase N;N 0 2 N, L = 2l; L0 = 2l0 tal que LN = (L0)N 0; de esta forma (3.44)
implica ( N;L) = ( N 0;L0) . Por (3.42) y (3.45) se deduce
L
d


q1
+ 1
p1

Nd=p1  (L0)d


q1
+ 1
p1

(N 0)d=p1 ,

L
L0
d 
q1
+ 1 
p1

 1 :
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Esto fuerza que q1 =
 1
p1
, o equivalentemente s2 s1d   1p2 =  1p1 como se deseaba
probar.
Para  = 1 todava debemos probar que p1 = q1. Sea N 2 N y  N = fQ  [0; 1]d :
2 Nd < jQj  1g . Se tiene 1( N ) = N y
X
Q2 N
eQ
keQkf2

f1
=
0B@Z
Rd
0@X
 N
Q(x)
1Ap1=q1 dx
1CA
1=p1
= N1=q1 : (3.46)
Para la misma N 2 N, tomese ~ N = f[0; 1]d+ j !e1 : 0  j < Ng para que (~ N ) = N y
X
Q2~ N
eQ
keQkf2

f1
=
Z
Rd
[0;N ][0;1]d 1(x)dx
1=p1
= N1=p1 : (3.47)
Por (3.42) aplicado a  N y ~ N junto con (3.46) and (3.47) se obtiene N
1=q1  N1=p1 .
Esto fuerza p1 = q1, como se deseaba probar.

Los Teoremas 3.4.17 y 3.4.21 con (t) = t1=p1 y uQ = keQkfs2p2;q2 junto con el Teorema
3.4.26 muestran que la aproximacion no lineal con el error medido en f s1p1;q1 cuando la
base esta normalizada en f s2p2;q2 esta relacionado al uso de la medida (Q) = jQj,
Q 2 D ( = p1( s2 s1d   1p2 ) + 1, cuando  6= 1; y para  = 1 se tienen s2 s1d = 1p2
y p1 = q1) para controlar el numero de terminos en la aproximacion. Notese que los
segundos parametros de suavidad q1 y q2 no juegan ningun papel en .
Los Teoremas 3.4.17 y 3.4.21 junto con el Teorema 3.4.26 tambien nos permiten iden-
ticar los espacios de aproximacion en el escenario de los espacios de Triebel-Lizorkin
como espacios de Lorentz discretos. Mas especcamente se tiene:
Corolario 3.4.27 Sean s1; s2 2 R, 0 < p1; p2 < 1, 0 < q1; q2  1 y defnase  =
p1(
s2 s1
d   1p2 ) + 1. Para    D sea ( ) =
P
Q2  jQj. Sean  > 0 y  2 (0;1]. Si
 6= 1,
A(f
s1
p1;q1 ; ) = `
;(u; );
donde 1 = +
1
p1
y u = fkeQkfs2p2;q2gQ2D. Si  = 1 el resultado se verica con p1 = q1.
Demostracion. Es consecuencia directa al aplicar los Teoremas 3.4.17 y 3.4.21 a
f = f s1p1;q1 , u y , como en el enunciado del corolario, y con (t) = t
1=p1 .
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
Para valores particulares de los parametros, los espacios de Lorentz discretos que
aparecen en el Corolario 3.4.27 pueden identicarse con ciertos espacios de Besov.
Lema 3.4.28 Sean s1; s2 2 R, 0 < p1; p2 <1, 0 < q2  1 y defnase  = p1( s2 s1d  
1
p2
) + 1. Para    D sea ( ) =
P
Q2  jQj. Dado  2 (0;1) se tiene
`; (u; ) = b

; ;
(con cuasi normas iguales) donde u = fkeQkfs2p2;q2gQ2D y  = s1 + d(
1
   1p1 )(1  ).
Demostracion. Sea f2 := f
s2
p2;q2 para simplicar notacion. Ya que
keQkf2 = jQj
 s2=d+1=p2 1=2 = jQj =d+(1 )= 1=2 ;
para s =
P
Q2D sQeQ se tiene
ksk`; (u;) =
fksQeQkf2gQ2D`; () = X
Q2D
ksQeQkf2 jQj

=
X
Q2D
(jsQj jQj =d+(1 )= 1=2 jQj= )
=
X
Q2D
(jsQj jQj =d+1= 1=2) = kskb; :

Nota 3.4.29 Si consideramos el punto de vista de [67], entonces solo podemos probar
`; (u; ) = b

; \f s1p1;q1 y la equivalencia de cuasi normas se verica si tomamos kkb;
en el lado derecho
Cuando  < p1 y

d   1 = s1d   1p1 se sabe que b

; ,! f s1p1;q1 (ver [40] o [14]). Esta
situacion ocurre cuando  = 0 (la medida de contar) pero no es verdad en nuestra
situacion mas general.
El siguiente resultado identica ciertos espacios de aproximacion no lineal restringi-
dos, cuando el error es medido en los espacios de Triebel-Lizorkin, como espacios de
Besov. Es un corolario directo del Lema 3.4.28 y el Corolario 3.4.27.
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Corolario 3.4.30 Sean s1; s2 2 R; 0 < p1; p2 < 1; 0 < q1  1 y defnase  =
p1(
s2 s1
d   1p2 ) + 1. Para    D sea ( ) =
P
Q2  jQj. Dado  > 0 defnase  por
1
 =  +
1
p1
. Si  6= 1,
A (f
s1
p1;q1 ; ) = b

; (cuasi normas equivalentes);
donde  = s1 + d(1  ). Si  = 1 el resultado se verica con  = s1 y p1 = q1.
Nota 3.4.31 Si aplicaramos el Teorema 1 en [67] obtendramos A (fs1p1;q1 ;u; ) =
b; \ fs1p1;q1 con equivalencia de cuasi normas, como en la Nota 3.4.29
Los resultados obtenidos en [24] para aproximacion no lineal restringida con ondculas
en el espacio de Hardy Hp; 0 < p < 1, cuando los coecientes de ondculas estan re-
stringidos a Hr; 0 < r < 1, son simples consecuencias de los resultados anteriores y
del marco de transferencia abstracta desarrollado en [46]. Para ver esto, note que los
espacios de sucesiones asociados a Hp y Hr (r; p como antes) son f0p;2 y f
0
r;2, respecti-
vamente.
As, para una base de ondculas W = f (`)Q : Q 2 D; ` = 1; : : : ; Lg; (L = 2d   1),
admisible para Hp y B; ,
A (H
p;W; ) = B

; ; (3.48)
donde  = dpr ,  denido por
1
 =  +
1
p , y  = 1  p=r (6= 1). Este es el Corolario 6.3
en [24]. Note que A (Hp;W; ) corresponde al espacio de aproximacion donde los co-
ecientes de ondculas estan normalizados en Hr. En la notacion de arriba enfatizamos
que los espacios de aproximacion estan denidos usando una base de ondculas.
En esta situacion, las desigualdades de Jackson y Bernstein (Teoremas 5.1 y 5.2
en [24]) se siguen de (3.48) y el hecho de que los espacios de aproximacion siempre
satisfacen las desigualdades de Jackson y Bernstein.
La otra situacion considerada en [24] es Bp := B
0
p;p; 0 < p < 1, cuando los coe-
cientes de ondculas estan normalizados en Hr; 0 < r <1. En este caso, los espacios de
sucesiones asociados a B0p;p = F
0
p;p y H
r son f0p;p y f
0
r;2, respectivamente. El Corolario
3.4.30 produce entonces
A (Bp;W; ) = B

; ; (3.49)
donde  = dpr ,  denido por
1
 =  +
1
p , con  y W como antes. Esto es mas general
que el Corolario 6.1 en [24] y una comparacion con (3.48) prueba inmediatamente una
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version mas general del Teorema 6.3 en [24]. Por supuesto, las desigualdades de Jackson
y Bernstein de los Teoremas 5.4 y 5.5 en [24] tambien se siguen de nuestros resultados.
Para mostrar un ejemplo no tratado en [24] considere la base ortonormal de ondculas
W = f (`)Q : Q 2 D; ` = 1; : : : ; Lg (L = 2d   1), admisible para el espacio de
Sobolev W s2 ; s > 0. Queremos medir el error en W
s
2 pero restringimos los coecientes
de ondculas a L2. ya que los espacios de sucesiones asociados a W s2 y L
2 son fs2;2 y
f02;2, respectivamente, el Corolario 3.4.30 y el marco de transferencia abstracto de [46]
da
A (W
s
2 ;W; ) = b

;
donde  = s+ d(1  ),  =  2s=d and  denido por 1 =  + 12 .
Hacemos notar que, deniendo espacios de sucesiones apropiadamente, un poco de
mas trabajo muestra los resultado probados en [61], el caso anisotropico.
3.4.11 Interpolacion real para espacios de Triebel-Lizorkin
Una vez que los espacios de aproximacion restringida para espacios de sucesiones de
Triebel-Lizorkin han sido identicados (ver Corolario 3.4.30) usamos el Teorema 3.4.18
para obtener resultados acerca de interpolacion real. Este metodo ya ha sido usado
anteriormente (ver [33] o [46]). Pero en el caso clasico, los parametros de los espacios
interpolados estan limitados. con la teora de la aproximacion restringida probaremos
resultados de interpolacion para un conjunto mucho mas grande de parametros.
Teorema 3.4.32 Sean s 2 R, 0 < p < 1, 0 < q  1. Para 0 <  < p, 0 <  < 1 y
 6= s ( 2 R) se tiene 
fsp;q; b

;

;
= b(1 )s+; con
1

=
1  
p
+


:
Demostracion. Escrbase  = 1= 1=p > 0 y escojase  6= 1 tal que  = s+(1 )d
(i.e.  = 1    sd ), lo cual es posible ya que  6= s. Un vez que se escoge , tomese
s2 2 R de tal forma que  = p( s2 sd ) (i.e. s2 = s + dp ). El Teorema 3.4.26 muestra
que fsp;q satisface 1) de los Teoremas 3.4.17 y 3.4.21 con (t) = t
1=p, para el espacio
de \normalizacion" f2 := f
s2
p;p y  (notese que  = p(
s2 s
d ) es la condicion requerida
en el Lema 3.4.28). As, el espacio `;(u; ) satisface las desigualdades de Jackson
y Bernstein de orden  = 1=   1=p > 0, donde u = fkeQkf2gQ2D. Tomando  =  ,
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el Lema 3.4.28 muestra que b; satisface las desigualdades de Jackson y Bernstein de
orden  = 1=   1=p > 0, ya que  = s+ (1  )d (que es la condicion requerida).
Por el Teorema 3.4.18, para 0 <  < 1,
(f sp;q; b

; ); = A


(fsp;q; ):
Ya que 1 =
(1 )
p +

 = (
1
   1p) + 1p =  + 1p , el Corolario 3.4.30 da
A (f
s
p;q; ) = b
~
;
con ~ = s+ d(1  ) = s+ d ( s)d = s+ (   s) = (1  )s+ , lo que prueba el
resultado.

Nota 3.4.33 Aunque el teorema es presentado como un resultado de interpolacion
entre espacios de sucesiones de Triebel-Lizorkin y de Besov, es en realidad un resultado
de interpolacion entre los espacios de sucesiones de Triebel-Lizorkin, ya que b; = f

; .
As, el resultado puede establecerse como 
f sp;q; f

;

;
= f (1 )s+; con
1

=
1  
p
+


: (3.50)
Nota 3.4.34 Notese que no necesitamos la restriccion d   1 = sd   1p caractertica de
este tipo de resultados cuando se usa la aproximacion no lineal clasica (ver [33] o [46]).
Nota 3.4.35 Por el marco de transferencia abstracto dise~nado en [46], el resultado
del Teorema 3.4.32 puede ser traducido a un resultado para espacios (homogeneos) de
Triebel-Lizorkin. Los casos no homogeneo y el de dominios acotados pueden obtenerse
con modicaciones menores en la prueba.
Nota 3.4.36 El merito del Teorema 3.4.32 es que prueba resultados para un gran con-
junto de parametros usando la teora de aproximacion no lineal restringida. No ob-
stante, muchos (pero no todos, hasta donde sabemos) han sido probados. Uno puede
leer del Teorema 3.5 en [14] el siguiente resultado:
 
F s0p0;q0 ; F
s1
p1;q1

;p
= F sp;p = B
s
p;p (3.51)
cuando pi < qi, i = 0; 1,
1
p =
1 
p0
+ p1 , s = (1   )s0 + s1 y s0 6= s1. Comparandolo
con (3.50) vemos que (3.51) tiene un conjunto mas grande de parametros en el segundo
espacio, mientras que (3.50) no tiene la restriccion p < q que se requiere en (3.51).
Ambas deciencias se deben a los metodos de las pruebas. Por otra parte, el Teorema
2.42/1 (pagina 184) de [99] muestra (3.51) sin pi < qi pero suponiendo 1 < pi; qi <1.
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En los ejemplos con ondculas de la aproximacion no lineal restringida hemos enco-
trado espacios que cumplen la propiedad de Temlyakov con funcion (t) = t1=p. Como
veremos en esta seccion, los espacios de Orlicz son ejemplos en los que la funcion (t)
es diferente a t1=p. Aqu, generalizamos la propiedad de Temlyakov (3.20), de Lp con
1 < p < 1, y de Hp con 0 < p  1, de [24] para un espacio de Orlicz L(Rd). La
dicultad radica en encontrar las expresiones para los lados izquierdo y derecho de
(3.20). Esto requiere el uso de las funciones de dilatacion de la funcion fundamental de
un espacio de Orlicz. A continuacion damos un resumen de los espacios de Orlicz y, al
mismo tiempo, establecemos notacion.
Una funcion de Young es una funcion convexa no-decreciente  : [0;1)! [0;1) tal
que limt!0+ (t) = 0 y limt!1(t) =1. Asumimos que  es estrictamente creciente
y nita, de esta forma es una biyeccion continua de [0;1). Dada una funcion de Young
, el espacio de Orlicz L(Rd) es el conjunto de todas las funciones medibles f : Rd ! C
tal que (jf(x)j =) 2 L1(Rd) para algun  > 0. Remitimos al lector a [8] y a [91] para
un tratamiento completo de estos espacios. Se sabe que L se convierte en un espacio
de funciones de Banach invariante al reordenamiento con la norma de Luxemburg
kfkL(Rd) := inff > 0 :
Z
Rd
(
jf(x)j

)dx  1g; (3.52)
(ver p.e. [8], p. 269). La funcion fundamental del espacio de Orlicz L(Rd) puede
computarse explcitamente por medio de
'(t) =
1
 1(1=t)
; t > 0; (3.53)
(ver [8], p. 276). As, ' es una biyeccion continua estrictamente creciente de [0;1).
Deniendo
h+' (t) = sup
s>0
'(st)
'(s)
; t > 0;
los ndices de Boyd inferior y superior de L(Rd) estan dados por
i' := lim
t!0+
log h+' (t)
log t
= sup
0<t<1
log h+' (t)
log t
I' := lim
t!1
log h+' (t)
log t
= inf
1<t<1
log h+' (t)
log t
; (3.54)
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(ver [8], p. 277). Se puede probar que 0  i'  I'  1.
Ademas de (t) = t1=p, 1  p < 1, otro ejemplo tpico de una funcion de Young
es (t) = tp[log(e + t)], 1  p < 1,  2 R. Cuando  = 0, L(Rd) coincide con los
espacios de Lebesgue, y si  > 0, L(Rd) es el espacio de Zygmund Lp(logL). Vease
[47] para mas ejemplos.
La funcion  : [0;1)! [0;1) es doblante si existe D > 0 tal que (2t)  D(t)
para todo t > 0. No es difcil ver que para una funcion de Young , i' > 0 es equivalente
a  doblante. Aun mas, si ~ es la funcion complementaria de Young a  (ver
p.e. [91], p. 6, para la denicion precisa) entonces  y ~ doblante equivale a decir que
L(Rd) y L~(Rd) es un par de espacios de Orlicz reexivos con 0 < i'  I' < 1. La
dualidad esta dada por
kfkL(Rd)  sup
Z
Rd
f(x)g(x)dx
 : kgkL~(Rd)  1 : (3.55)
Cuando L(Rd) y L~(Rd) es un par reexivo de espacios de Orlicz podemos considerar
las funciones fundamentales '(t) y ~'(t) de cada uno de ellos. En [8](p. 276) se prueba
que t   1(t)~ 1(t)  2t, y as
'(t) ~'(t)  t; t > 0: (3.56)
Aun mas, se sigue de (3.56) que
i ~' = 1  I' y I ~' = 1  i' (3.57)
(ver [8], p. 280).
Hacemos ahora un breve repaso de las caracterizaciones de algunos espacios fun-
cionales usando ondculas, que seran necesarias en los resultados que siguen.
Denicion 3.5.1 Para 0 < p <1 diremos que la base de ondculasW como en (3.40)
es p-admisible siW es una base incondicional de Hp(Rd) y si f =
PL
`=1
P
Q2Dhf;  `Qi `Q,
entonces
kfkHp(Rd) 
LX
`=1

24X
Q2D
(jQj 1=2
hf;  `QiQ())2
351=2

Lp(Rd)
(3.58)
donde Q denota la funcion caracterstica del cubo diadico Q. Recordamos que H
p(Rd)
coincide con el espacio de Lebesgue Lp(Rd) si 1 < p <1.
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Para 1 < p < 1, el sistema d-dimensional de Haar es p-admisible. Tambien son
admisibles las ondculas que surgen de un analisis multirresolucion r regular ([81], p.
22), y las ondculas que pertenecen a la clase de regularidad R0;M ([59], p. 264 para
d = 1 o [70]). Para 0 < p  1 se necesita un poco mas de regularidad (ver [43] o [70]
para los detalles).
De igual forma que para Hp(Rd), tenemos la siguiente denicion para los espacios
de Orlicz.
Denicion 3.5.2 Para una funcion de Young  diremos que una base de ondculas W
como en (3.40) es -admisible si para todo f 2 L(Rd) se tiene f =PL`=1PQ2Dhf;  `Qi `Q
con convergencia incondicional en L(Rd) y
kfkL(Rd) 
LX
`=1

24X
Q2D
(jQj 1=2
hf;  `QiQ())2
351=2

L(Rd)
; (3.59)
donde Q denota la funcion caracterstica del cubo Q.
En [93] se prueba que si W es p-admisible para todo 1 < p < 1, entonces W es
-admisible siempre y cuando los ndices de Boyd (3.54) de L(Rd) esten en (0; 1).
Empezamos probando el lado derecho de la propiedad de Temlyakov.
Proposicion 3.5.3 Sea L(Rd) un espacio de Orlicz con ndices de Boyd en (0; 1) y
sea W una base de ondculas r-admisible y -admisible. Sea   = [L`=1 ` con  `  D y
tal que ( ) :=
PL
`=1
P
Q2 ` jQj(jQj
 1=r) <1. Existe C > 0 tal que
LX
`=1

X
Q2 `
 `Q `Q
Hr(Rd)

L(Rd)
 CLh+' (( )): (3.60)
Demostracion. Comenzamos con un solo ` jo y escribimos  ` =   para simplicar la
notacion. Ya que W es r-admisible, entonces
 `Q
Hr
 jQj 1r  12 por (3.58). Entonces,
X
Q2 
 `Q `Q
Hr(Rd)

L(Rd)


X
Q2 
jQj 12  1r  `Q

L(Rd)


24X
Q2 
jQj  2r Q()
351=2

L(Rd)
; (3.61)
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por (3.59). Sea S ;r(x) =
P
Q2  jQj 2=r Q(x), x 2 [Q2 Q. Para un x 2 [Q2 Q,
sea Qx el cubo mas peque~no de   que contenga a x, si existe. Mostraremos que
( ) < 1 implica que Qx existe (y es unico) para c.t. x 2 [Q2 Q. De hecho, si
E  = fx 2 [Q2 Q : Qx no existeg y escribimos Dk = fQ 2 D : jQj = 2 kdg, k 2 Z,
tenemos que para todo m  0, E   [km [Q2 \Dk Q. Entonces,
jE j 
X
km
X
Q2 \Dk
jQj (jQj
 1=r)
(jQj 1=r)

X
km
1
(2kd=r)
X
Q2 \Dk
jQj(jQj 1=r)
 ( )
X
km
1
(2kd=r)
:
Como  es convexa y (0) = 0, (1) = (2 kd=r2kd=r)  2 kd=r(2kd=r). Por lo tanto,
jE j  ( )
X
km
1
(1)
2 kd=r . ( )2 md=r:
Dejando que m!1 se deduce jE j = 0.
Para todo x 2 [Q2 Q\Ec  claramente tenemos S (x)  jQxj 2=r Qx(x). Probamos
ahora la desigualdad inversa (excepto por una constante). Extendiendo la suma para
incluir todos los cubos diadicos que contengan a Qx, para x 2 E , se obtiene
S (x) 
X
QQx:Q2 
jQj 2=r Qx(x) =
1X
j=0
2 2jd=r jQxj 2=r
= C jQxj 2=r Qx(x):
Por lo tanto,
S (x)  jQxj 2=r Qx(x) para todo x 2 [Q2 Q n E : (3.62)
Si  min := fQx : x 2 [Q2 QnE g es la familia de cubos minimos de  , (3.62) muestra
que S (x)  S min(x). Para cualquier Q 2  , defnase la sombra de Q como la union
de todos los cubos de   estrctamente contenidos en Q, esto es, sombra(Q) = [fR :
R 2  ; R  Qg. Defnase la luz de Q como luz(Q) = Q   sombra(Q) (estos objetos
han sido usados en [47]). Se sigue que Q 2  min si y solo si luz(Q) 6= ; y
[Q2 Q = [Q2 min luz(Q);
110
3.5 Espacios de Orlicz
donde los conjuntos en la ultima union son disjuntos a pares. Por lo tanto, por (3.62)
podemos escribir, para x 2 [Q2 QnE ,
S (x) 
X
Q2 min
jQj 2=r luz(Q)(x); (3.63)
donde en la ultima suma hay a lo sumo un termino diferente de cero. para cada x. De
(3.61) podemos escribir
X
Q2 
 `Q `Q
Hr(Rd)

L(Rd)


X
Q2 
jQj 1=r luz(Q)()

L(Rd)
: (3.64)
Para Q 2  min, escojase uQ 2 R+ tal que '(uQ) = jQj1=r donde ' es la funcion
fundamental de L(Rd) (ver (3.53) para la denicion). Entonces, para todo t  0
h+' (t) = sup
s>0
'(st)
'(s)
 '(uQt)
'(uQ)
=
'(uQt)
jQj1=r
:
Sea  := h+ (( )), de manera que   '(uQ( ))= jQj1=r. As,
1
 jQj1=r
 1
'(uQ( ))
: (3.65)
Se tieneZ
Rd

 P
Q2 min jQj
 1=r luz(Q)(x)

!
dx =
X
Q2 min

 
1
 jQj1=r
!
jluz(Q)j

X
Q2 min


1
'(uQ( ))

jQj
=
X
Q2 min


 1(
1
uQ( )
)

jQj
=
X
Q2 min
1
uQ( )
jQj ; (3.66)
donde hemos usado que las luces de los cubos son conjuntos disjuntos, (3.65),  es
creciente y (3.53).
Ahora, X
Q2 min
1
uQ( )
jQj = 1
( )
X
Q2 min
jQj
' 1(jQj1=r)
=
1
( )
X
Q2 min
jQj(jQj 1=r)  1: (3.67)
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As, de la denicion de la norma de Luxemburg (3.52), junto con (3.64), (3.66) y (3.67)
se deduce el resultado para un ` jo.
Recordando que
h+' (t) = sup
s>0
'(st)
'(s)
; t > 0;
denimos
h ' (t) = inf
s>0
'(st)
'(s)
; t > 0:
Para el caso en que se tenga diferentes  ` se necesita el siguiente lema:
Lema 3.5.4 Sea 0 < tj <1, j = 1; 2; : : : ; L and T =
PL
j=1 tj. Se tiene
h' (T ) 
LX
j=1
h' (tj)  Lh' (T ):
Demostracion. Sea 0 < a < b <1; usando que '(t)=t es no creciente ([8], p. 67) se
deduce h' (a)=a  h' (b)=b. De hecho, para h+
h+' (a)
a
= sup
s>0
'(sa)
a'(s)
= sup
s>0
'(sa)=sa
'(s)=s
 sup
s>0
'(sb)=sb
'(s)=s
=
h+' (b)
b
:
De manera similar para h . As,
LX
j=1
h' (tj) =
LX
j=1
tj
h' (tj)
tj

LX
j=1
tj
h' (T )
T
= h' (T ):
Esto prueba el lado izquierdo de la desigualdad. Para probar el lado derecho de la
desigualdad se usa que ' es creciente (ya que  es creciente) para obtener h' (a)  h' (b)
cuando 0 < a < b <1. As,
LX
j=1
h' (tj)  h' (T )
LX
j=1
1 = Lh' (T ):

Se puede concluir la demostracion de la Proposicion 3.5.3 usando el Lema 3.5.4:
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LX
`=1

X
Q2 `
 `Q `Q
Hr

L(Rd)
 C
LX
`=1
h+' (( `))  CLh+Q(
LX
`=1
( `))
= CLh+Q(( )): (3.68)

Ahora queremos hallar una acotacion por abajo de la expresion de la izquierda de
(3.60). Para ello usaremos la dualidad de los espacios de Orlicz. Empezamos con una
serie de resultados tecnicos.
En el siguiente lema hacemos explcito un resultado que hemos probado en la prueba
de la Proposicion 3.5.3.
Lema 3.5.5 Sea  una funcion de Young y    D tal que, para 0 < r <1, ( ) =P
Q2  jQj(jQj 1=r) < 1. Entonces, para c.t. x 2 [Q2 Q el cubo mas peque~no de  
que contiene a x existe.
Lema 3.5.6 Sea  una funcion de Young con funcion complementaria ~ y 0 < r <1.
Supongase que '(t) := 1= 1(1=t) satisface i' > 0. Si    D es tal que ( ) :=P
Q2  jQj(jQj 1=r) <1, para c.t. x 2 [Q2 Q se tiene
S (x) :=
X
Q2 
Q(x)
['(1=~(jQj 1=r))]2
 Qx(x)
['(1=~(jQxj 1=r))]2
; (3.69)
donde Qx es el cubo mas peque~no de   que contiene a x.
Demostracion. Para c.t. x 2 [Q2 Q, el cubo mas peque~no existe, por el Lema
3.5.5. Para tales x el lado izquierdo de (3.69) es claramente mayor o igual que el lado
derecho. Para probar la desigualdad inversa extendemos la suma en el lado izquierdo
de (3.69) para obtener
S (x) =
X
Q2 
Q(x)
['(1=~(jQj 1=r))]2

X
Q2D:QQx
1
['(1=~(jQj 1=r))]2
=
1X
j=0
1
['(1=~(2 jd=r jQxj 1=r))]2
=
1X
j=0
[ 1(~(2 jd=r jQxj 1=r))]2:
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Como ~ es convexa y ~(0) = 0 se tiene ~(2 jd=r jQxj 1=r)  2 jd=r ~(jQxj 1=r). Ya
que  1 es creciente se tiene
S (x) 
1X
j=0
[ 1(2 jd=r ~(jQxj 1=r))]2: (3.70)
Se puede probar que i 1 = i' > 0 y que 
 1 2W+ y, por lo tanto, [ 1]2 2W+ (ver
la Denicion 3.4.10). Por el Lema 3.4.11 se deduce
S (x)  C[ 1(~(jQxj 1=r))]2 = C 1
['(1=~(jQxj 1=r))]2
;
como se deseaba probar. 
Nota 3.5.7 Aunque el Lema 3.4.11 da
P1
j=0 (s
j
0t)  C(t), t > 0, con s0 como en la
denicion de  2W+, no es difcil ver que para cualquier s 2 (0; 1),
1X
j=0
(sjt)  Cs(t); t > 0;
donde ahora la constante depende de s. Hemos usado este resultado en la prueba recien
dada para s = 2 d=r < 1 y t = ~(jQxj 1=r).
Del Lema 3.4.11 se tiene
1X
j=0
(sj0t)  Cs0(t); t > 0:
Queremos probar que la desigualdad previa se verica para todo s 2 (0; 1), i.e.
1X
j=0
(sjt)  Cs(t); t > 0:
Si 0 < s  s0, ya que  es creciente se tiene
1X
j=0
(sjt) 
1X
j=0
(sj0t)  Cs0(t); t > 0:
Para 0 < s0 < s < 1 escojase k0 2 Z+ tal que sk0 < s0  sk0 1 (notese que s < 1).
Entonces,
1X
j=0
(sjt) =
1X
`=0
k0 1X
m=0
(sk0`+mt) =
1X
`=0
k0 1X
m=0
(sk0`smt)

1X
`=0
k0 1X
m=0
(sk0`t) 
1X
`=0
k0(s
`
0t)  k0Cs0(t) 
log s
log s0
Cs0(t):
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Lema 3.5.8 Sea L(Rd) un espacio de Orlicz con ndice de Boyd en (0; 1), sea ~ la
funcion complementaria de  y 0 < r < 1. Supongase que la base de ondculas W
como en (3.40) es -admisible. Existe C1 > 0 tal que para todo ` = 1; : : : ; L y todos
los conjuntos    D con ~( ) :=
P
Q2  jQj ~(jQj 1=r) <1 se tiene
X
Q2 
jQj1=2  `Q()
'(1=~(jQj 1=r))

L(Rd)
 C1h+' (~( )); (3.71)
donde ' es la funcion fundamental de L(Rd).
Demostracion. Como W es -admisible por (3.59) el lado izquierdo de (3.71) es
equivalente a
0@X
Q2 
Q(x)
['(1=~(jQj 1=r))]2
1A1=2

L(Rd)
=
(S (x))1=2
L(Rd)
:
Sea  min = fQ 2   : Q = Qx for some x 2 [Q2 Qg. Del Lema 3.5.6
X
Q 
Q(x)
['(1=~(jQj 1=r))]2

X
Q2 min
luz(Q)(x)
['(1=~(jQj 1=r))]2
;
donde luz(Q) se denio despues de (3.62). Comparese la desigualdad anterior con
(3.63). Como fluz(Q) : Q 2  g es una familia disjunta de conjuntos, entonces
(S (x))1=2
L(Rd)


0@ X
Q2 min
luz(Q)(x)
['(1=~(jQj 1=r))]2
1A1=2

L(Rd)
=

X
Q2 min
luz(Q)(x)
'(1=~(jQj 1=r))

L(Rd)
: (3.72)
Sea  = h+' (~( )) y para cada Q 2   escojase uQ = 1=~(jQj 1=r). Entonces, por cada
Q 2  ,
  '(uQ~( ))
'(uQ)
, 1
'(uQ)
 1
'(uQ~( ))
:
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Ya que  es creciente y fluz(Q) : Q 2  g es una familia disjunta de conjuntos,
Z
Rd

0@ 1

X
Q2 min
luz(Q)(x)
'(1=~(jQj 1=r))
1A dx = X
Q2 min


1
'(uQ)

jluz(Q)j

X
Q2 min


1
'(uQ~( ))

jQj
=
X
Q2 min
1
uQ~( )
jQj
=
1
~( )
X
Q2 min
jQj ~(jQj 1=r)  1:
Esto muestra (3.71) por la denicion de la norma de Luxemburg de L(Rd).

Proposicion 3.5.9 Sea L(Rd) un espacio de Orlicz con ndices de Boyd en (0; 1) y
0 < r < 1. Sea W una base de ondculas r-, -, ~-admisible. Sea   = [L`=1 ` con
 `  D y tal que ( ) =
PL
`=1
P
Q2 ` jQj(jQj
 1=r) <1. Existe C > 0 tal que
1
C
h ' (( )) 
LX
`=1

X
Q2 `
 `Q `Q
Hr

L(Rd)
: (3.73)
Demostracion. Comenzamos con un solo ` jo y escribimos  ` =   para simplicar
la notacion. Como W es r-admisible,
 `Q
Hr
 jQj 1r  12 por (3.58). Ya que 0 < i ~' 
I ~' < 1, L
~(Rd) es el dual de L(Rd). As, por la dualidad expresada en (3.55) se tiene
X
Q2 
 `Q() `Q
Hr

L(Rd)
=

X
Q2 
jQj 1=r+1=2  `Q()

L(Rd)
= sup
kgk
L
~(Rd)
1
Z
Rd
0@X
Q2 
jQj 1=r+1=2  `Q(x)
1A g(x)dx:(3.74)
Considerese
g(x) =
1
C1h
+
~' (( ))
X
Q2 
jQj1=2  `Q(x)
~'(1=(jQj 1=r))
;
donde C1 es la constante en el Lema 3.5.8 cuando se aplica a ~', la funcion fundamental
de L
~(Rd). Por (3.71)
kgk
L~(Rd)  1;
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as que por (3.74) se puede escribir
X
Q2 
 `Q() `Q
Hr

L(Rd)
 1
C1h
+
~' (( ))
Z
Rd
0@X
Q2 
jQj 1=r+1=2  `Q(x)
1A
0@X
Q2 
jQj1=2  `Q(x)
~'(1=(jQj 1=r))
1A dx
=
1
C1h
+
~' (( ))
X
Q2 
jQj 1=r+1
~'(1=(jQj 1=r))
: (3.75)
Usando ~'(t)'(t)  t, 0 < t <1 (ver (3.56)), se deduce
~'
 
1
(jQj 1=r)
!
 1=(jQj
 1=r)
'(1=(jQj 1=r))
=
1
jQj1=r (jQj 1=r)
:
De (3.75) se obtiene
X
Q2 
 `Q `Q
Hr

L(Rd)
 1
C1h
+
~' (( ))
X
Q2 
jQj(jQj 1=r)
=
( )
C1h
+
~' (( ))
: (3.76)
Pero, ~'(t)'(t)  t, 0 < t <1, implica
h+~' (t) = sup
s>0
~'(st)
~'(s)
 sup
s>0
st'(s)
'(st)s
= t sup
s>0
'(s)
'(st)
= t

inf
s>0
'(st)
'(s)
 1
=
t
h ' (t)
;
y (3.76) da 
X
Q2 
 `Q `Q
Hr

L(Rd)
& 1
C1
h ' (( )) (3.77)
como queramos probar.
Para probar (3.73) se usa el Lema 3.5.4 para escribir
1
C
h ' (( )) =
1
C
h ' (
LX
`=1
( `))  1
C
LX
`=1
h ' (( `))
y se naliza aplicando (3.77) a cada `. 
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3.6 Thresholding restringido en espacios de sucesiones
Thresholding es una tectnica muy utilizada en el procesamiento de se~nales para com-
primirlas o para reducir su ruido. El algoritmo thresholding mas sencillo para una se~nal
f , denotado por T"(f), se dene, para " > 0, como
f =
1X
j=1
xjej =) T"(f) =
X
j:jxj j>"
xjej : (3.78)
suponiendo que los elementos fejg1j=1 que se usan para la representacion de la se~nal
esten normalizados.
Es tradicional medir el error que se produce al aproximar f por T"(f) en la misma
norma en la que se tiene la representacion de la izquierda de (3.78), generalmente en
un espacio L2. Sin embargo, se argumenta en [66] que si el error es peque~no en Lp o,
como se dice en la comunidad estadstica, la aproximacion tiene un riesgo-Lp peque~no,
T"(f) puede ser visualmente una mejor aproximacion de f que si tiene un riesgo-L
2
peque~no.
Una situacion mas general se considera en [24], donde se tiene una representacion
de una se~nal f en una base de ondculas en un espacio de Hardy Hr, 0 < r < 1
(observar que Hr = Lr si 1 < r < 1), pero el error se mide en un espacio de Hardy
Hp, 0 < p < 1. Se muestra en [24] que esta situacion es equivalente a realizar una
aproximacion no lineal restringida (ver Seccion 3.4.2 para la denicion).
El objetivo de esta seccion es extender este resultado de [24] a espacios cuasi-Banach
mas generales que los de Hardy, pero que tengan una caracterizacion en terminos de
una cuasi-norma en un espacio de sucesiones. Sabemos que esto es cierto para muchos
espacios clasicos del Analisis.
Para ello consideramos S = CD el conjunto de todas las sucesiones de numeros
complejos s = fsIgI2D denidas sobre un conjunto numerable D y E = feIgI2D la base
canonica (ver Seccion 3.4.1). Sea u = fuIgI2D 2 S con uI > 0 para todo I 2 D una
sucesion de pesos.
Denicion 3.6.1 Dado x =
P
I2D xIeI 2 S,  > 0 y u una sucesion de pesos, el
operador de thresholding restringido T(x;u) se dene como
T(x;u) =
X
I:jxI juI>
xIeI : (3.79)
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En esta seccion se mostrara que la velocidad de decaimiento de kx  T(x;u)kf (f
es un retculo cuasi-Banach de sucesiones) permite caracterizar los espacios de aproxi-
macion restringida A(f; ) ( es una medida positiva sobre D). Mostraremos que para
esto es esencial que se cumpla la propiedad generalizada de Temlyakov, a saber,
1
C
(( )) 
X
I2 
eI
uI

f
 C(( )): (3.80)
Antes de enunciar con detalle estos resultados y dar su demostracion, necesitamos
exponer una nueva propiedad de las funciones de la clase W+ (ver Deniciones 3.4.9 y
3.4.10).
Lema 3.6.2 Para cualquier  2 W+ existen  > 0 sucientemente peque~na y C > 0
tales que

0@ 1X
j=0
xj
1A  C 1X
j=0
(xj)
para cualesquiera sucesiones fxjg1j=0  [0;1) con
P1
j=0 xj <1.
Demostracion. Escrbase M(t) = sup0<t<1
(st)
(s) para la funcion de dilatacion de 
y sean
i = lim
t!0
logM(t)
log t
= sup
0<t<1
logM(t)
log t
 0
y
I = lim
t!1
logM(t)
log t
= inf
t>1
logM(t)
log t
 0
los ndices de dilatacion de  (ver p. 53 de [69]).
Como  2 W+, i > 0. De hecho, si i = 0, logM(t)log t = 0 para todo t 2 (0; 1); as
pues logM(t) = 0 para todo t 2 (0; 1) y se tiene M(t) = 1 para todo t 2 (0; 1), lo que
contradice la denicion de W+. Ademas,  doblante implica que I < 1. De hecho,
M(2) = sup0<s<1
(s2)
(s)  C, as que I  logM(2)log 2  Clog 2 <1.
Ahora, tomese  > 0 tal que  < 1=I'. Ya que M(t) = [M]
 se deduce i =
i > 0 y I = I < 1. Por el Corolario 2 en la p. 55 de [69], 
 es equivalente a su
menor mayorante concava. As pues, existe ' concava en [0;1) tal que
A'(t)  (t)  B'(t); 0 < t <1 (3.81)
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con 0 < A  B < 1 independiente de t. Como (0) = 0 se tiene que '(0) = 0.
Tambien, ya que ' es concava, '=t es decreciente (ver p. 47 en [69]). Pero entonces, '
es sub-aditiva, pues para t1; t2 2 [0;1):
'(t1 + t2) = t1
'(t1 + t2)
t1 + t2
+ t2
'(t1 + t2)
t1 + t2
 t1'(t1)
t1
+ t2
'(t2)
t2
= '(t1) + '(t2); (3.82)
(este argumento se toma de la p. 55 de [69]). La prueba se termina usando (3.81) y
(3.82): 24
0@ 1X
j=0
xj
1A35  B'
0@ 1X
j=0
xj
1A  B 1X
j=0
'(xj)
 B
1X
j=0
1
A
[(xj)]
;
donde hemos usado la continuidad de ' en la segunda desigualdad (cualquier funcion
creciente concava es contnua). 
Nota 3.6.3 Este lema muestra que, excepto por una constante C, la potencia  de la
funcion  2 W+ es subaditiva (lo cual denotaremos como  2 PS) para alguna  > 0
peque~na.
3.6.1 La caracterization por thresholding
Damos a continuacion la caracterizacion de los espacios de aproximacion restringida
mediante thresholding, basandonos en la propiedad de Temlyakov.
Los siguientes resultados son generalizaciones de los contenidos en [24] y [67]. Sea
C+ := f : [0;1) 7! [0;1] : (0) = 0; limt!1 (t) =1;  contnua, nita en todas partes y crecienteg.
Proposicion 3.6.4 Sea (f; ) un esquema canon (ver Denicion 3.4.4). Para  2 C+
las siguientes condiciones son equivalentes:
1. Existe C > 0 tal que para todo    D,X
I2 
eI
uI

f
 C(( )): (3.83)
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2. Para todo " 2 (0; 1) y escribiendo 1(t) = 1="(t), se tiene
sup
>0
 (1 ") kx  T(x;u)kf  C kxk"`11 (;u) : (3.84)
Demostracion. Comenzamos probando que 1 ) 2. Para  > 0, sean j = fI 2
D : 2 j 1 < jxI juI  2 jg y  j = fI 2 D : 2 j 1 < jxI juIg. Si f satisface la
desigualdad -triangular, entonces usando la propiedad 1,
kx  T(x;u)kf  C
1X
j=0
(2 j)((j)):
Como  es creciente y j   j , las deniciones de 1 y `11(;u) dan
((j))  (( j)) . (2 j 1) " kxk"`11 (;u) :
Entonces,
kx  T(x;u)kf  C
1X
j=0
(2 j)(2 j 1) " kxk"`11 (;u)
= C;"
(1 ") kxk"`11 (;u) ;
ya que " < 1. Esto prueba 1. ) 2.
Para probar que 2 ) 1, considerese x =PI2  eIuI . Entonces,
kx  T(x;u)kf = 0;   1 y kx  T(x;u)kf = kxkf ;  > 1:
Por lo tanto, se tiene por una parte que
sup
>0
 (1 ") kx  T(x;u)kf = kxkf :
Por otra parte
kxk`11 (;u)  sup>0
 1 ((I : jxI juI > )) = 1(( )):
Por la denicion de 1,
kxk"`11 (;u) = (( ));
y 2. ) 1. se prueba de inmediato. 
Proposicion 3.6.5 Sea (f; ) un esquema canon y u una sucesion de pesos. Sea  2
C+ tal que  2 PS. Las siguientes condiciones son equivalentes:
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1. Existe C > 0 tal que para todo    D,
1
C
(( )) 
X
I2 
eI
uI

f
: (3.85)
2. Para todo " 2 (0; 1) y escribiendo 1(t) = 1="(t), se tiene
kxk"`11 (;u)  C sup>0
 (1 ") kx  T(x;u)kf : (3.86)
Demostracion . Comenzamos demostrando que 1. ) 2. SeaM = sup>0  (1 ") kx  T(x;u)kf .
Para  > 0, let j = fI 2 D : 2j < jxI juI  2j+1g y  j = fI 2 D : jxI juI  2j+1g:
Tomando  como en la denicion de PS, se obtiene
((I : jxI juI > )) = 
0@ 1X
j=0
(j)
1A  C 1X
j=0
((j)):
Como  es creciente y j   j , (3.85) da
((I : jxI juI > ))  C
1X
j=0

X
I2j
eI
uI


f
 C
1X
j=0
1
(2j)

X
I2j
xIeI


f
 C
1X
j=0
1
(2j)

X
I2 j
xIeI


f
= C
1X
j=0
1
(2j)
kx  T2j+1(x;u)kf ;
donde las segunda y tercera desigualdades son debidas a que f es un retculo. Por la
denicion de M se deduce
((I : jxI juI > ))  C
1X
j=0
1
(2j)
(2j+1)(1 ")M
= CM "
1X
j=0
2 j" = C;"M ":
De ah que
kxk"`11 (;u) = sup>0
((I : jxI juI  ))"  C;"M:
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Esto prueba 1. ) 2. La implicacion 2. ) 1. se prueba de manera similar como en la
Proposicion 3.6.4.

Como corolario tenemos la siguiente caracterizacion.
Teorema 3.6.6 Sea (f; ) un esquema canon y u una sucesion de pesos. Sea  2 C+
tal que  2 PS. Las siguientes condiciones son equivalentes:
1. Existe C > 0 tal que para todo    D (no necesariamente nito)X
I2 
eI
uI

X
 (f g): (3.87)
2. Para todo " 2 (0; 1) y escribiendo 1(t) = 1="(t), se tiene
sup
>0
 (1 ") kx  T(x;u)kf  kxk"`11 (;u) : (3.88)
Nota 3.6.7 Puesto que W+  PS debido al Lema 3.6.2, el Teorema 3.6.6 es cierto
con la hipotesis  2 W+. Esta condicion es tambien suciente para que se cumplan
los Teoremas 3.4.17 y 3.4.21, con lo que se tiene la caracterizacion de espacios de
aproximacion usando thresholding.
Nota 3.6.8 Por el Lema 3.6.2 sabemos que W+  PS. La inclusion es estricta ya que
(t) = log(t + 1) 62 W+ (ya que i = 0) y  2 PS. Esto ultimo es claro ya que  es
subaditiva: para t1; t2  0
t1 + t2 + 1  (t1 + 1)(t2 + 1)) (t1 + t2)  (t1) + (t2):
Nota 3.6.9 Sea p 2 (0;1) y tomar (t) = tp 2W+. El Teorema 3.6.6 con " = q=p < 1
produce la equivalencia 1. , 2. de la Proposicion 2 de [67] para retculos de sucesiones.
Tomando el espacio de sucesiones f0;2p asociado a Hp, 0 < p <1, se obtiene el Teorema
7.1 de [24] con " = =p < 1
3.7 Cuantizacion restringida
Puede obtenerse otra caracterizacion de los espacios de aproximacion por medio de la
cuantizacion. Este proceso mapea valores en R a ciertos valores predeterminados con
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el n de almacenarlos o transmitirlos de forma digital. Denimos el operador de
cuantizacion restringida como
Q(x;u) =
X
I2D
sgn xI
 jxI j
=uI


uI
eI ; (3.89)
donde, para todo x  0, [x] es el mayor entero menor o igual que x, es decir, [x]  x <
[x] + 1.
Proposicion 3.7.1 Sea (f; ) un esquema canon (ver Denicion 3.4.4). Para  2 C+,
cada una de las condiciones (3.83) y (3.84) es equivalente a:
(3) Para " 2 (0; 1) y escribiendo 1(t) = 1="(t), se tiene
sup
>0
 (1 ") kx Q(x;u)kf  C kxk"`11 (;u) : (3.90)
Demostracion. (3.90) ) (3.83). Considerese x =PI2  eI=uI . Observar que
Q(x;u) =
X
I2 
[
1

]

uI
eI :
Si  > 1, Q(x;u) = 0 y kx Q(x;u)kf = kxkf . Para   1,
x Q(x;u) =
X
I2 
(1  [ 1

])
eI
uI
:
Puesto que [ 1 ]  1 < [ 1 ] + 1, se deduce que1  [ 1 ]
 = 1  [ 1 ] < 1 +   1 = :
Por tanto, para   1,
kx Q(x;u)kf  
X
I2 
eI
uI

f
=  kxkf ;
ya que f es un retculo. Esto implica
sup
>1
 (1 ") kx Q(x;u)kf = sup
>1
 (1 ") kxkf = kxkf
y
sup
1
 (1 ") kx Q(x;u)kf  sup
1
 (1 ") kxkf = kxkf :
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Por tanto
sup
>0
 (1 ") kx Q(x;u)kf = kxkf : (3.91)
Razonando como en la demostracion del Lema 3.4.15 a) se tiene
kxk`11 (;u) = 1(( )) = [(( ))]
1=": (3.92)
Usando (3.90) da X
I2 
eI
uI

f
= kxkf  C kxk"`1
1(;u)
= C(( )):
(3.83) y (3.84) ) (3.90). De la desigualdad -triangular
kx Q(x;u)kf  C(kx  T(x;u)kf + kT(x;u) Q(x;u)kf ):
Si jxI juI < , [ jxI juI ] = 0. Por tanto
Q(x;u)  T(x;u)
=
X
jxI juI
sgn xI [
jxI juI

]

uI
eI  
X
jxI juI>
xIeI
= 
24 X
jxI juI>
( sgn xI [
jxI juI

]  jxI juI

)
eI
uI
+
X
jxI juI=
sgn xI
eI
uI
35 :
Por la denicion de [x], el valor absoluto de los coecientes de eI=uI en la expresion
anterior es menor o igual que 1. Por la propiedad de monotona de f podemos escribir
kT(x;u) Q(x;u)kf  

X
jxI juI>
eI
uI

f
:
Por lo tanto, usando (3.84) y (3.83)
sup
>0
 (1 ") kx Q(x;u)kf
 C(sup
>0
 (1 ") kx  T(x;u)kf + sup
>0
"

X
I:jxI juI>
eI
uI

f
)
 C(C kxk"`11 (;u) + C
0 sup
>0
"((fI : jxI juI > g)))
= C 0(kxk"`11 (;u) + (sup>0
1((fI : jxI juI > g)))")
= C kxk"`11 (;u) ;
porque 1 = 
1=". 
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Proposicion 3.7.2 Sea (f; ) un esquema canon y u una sucesion de pesos. Sea  2
C+ tal que  2 PS. Entonces, cada una de las condiciones (3.85) y (3.86) es equivalente
a:
(3) Para " 2 (0; 1) y escribiendo 1(t) = 1="(t), se tiene
kxk"`11 (;u)  C sup>0
 (1 ") kx Q(x;u)kf : (3.93)
Demostracion. Observar que (3.85) y (3.86) son equivalentes por la Proposicion 3.6.5.
(3.93))(3.85). Como en ocasiones anteriores, eljase x =PI2  eIuI . Usando (3.91)
y (3.93) se obtiene
kxkf = sup
>0
 (1 ") kx Q(x;u)kf  C kxk"`11 (;u)
= C(( ));
donde la ultima igualdad es como en (3.92).
(3.86) )(3.93). Para x =PI2  xIeI se tiene
x  T=2(x;u) =
X
jxI juI=2
xIeI
y
x Q(x;u) =
X
jxI juI<
xIeI +
X
jxI juI>
(xI   sgn xI [ jxI juI

]

uI
)eI :
Por la propiedad de monotona de f ,x  T=2(x;u)f  kx Q(x;u)kf :
De (3.86) deducimos
kxk"`1
1(;u)
 C sup
>0
 (1 ") kx  T(x;u)kf
 C sup
>0
 (1 ") kx Q2(x;u)kf
= C21 " sup
>0
(2) (1 ") kx Q2(x;u)kf
= C 0 sup
>0
 (1 ") kx Q(x;u)kf ;
que es (3.93). 
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3.8 Experimentos
En esta seccion mostramos algunos experimentos con imagenes en los que se comparan
los resultados de hacer thresholding de los coecientes en L2  `2  f02;2 con los de hacer
thresholding en f s2;2 con parametros de suavidad s =  1; 2. Comparamos el uso de los
thresholding usual y restringido tanto para el problema de la compresion (aproximacion
a la se~nal original con el menor numero de elementos de la base de ondculas) como
para el de reduccion de ruido en la se~nal (estimacion de la se~nal original).
Nuestra se~nal original es la tpica de Lena lena512.bmp (262144 bytes) a la cual
denotaremos con x y que puede verse en la Figura 3.1. A x se le a~nade ruido en forma
de una matriz de 512 512 con entradas gaussianas rN(0; 1), donde r es un numero
que regula la energa del ruido. En todos los ejemplos a continuacion se ha tomado
r = 15. Esta se~nal se muestra en la Figura 3.2. A la se~nal contaminada se le denotara
con x^. La diferencia en `2 entre x y x^ es
kx  x^k2 =
0@ 512X
i=1
512X
j=1
(xi;j   x^i;j)2
1A1=2 :
Otra medida habitual de comparacion entre x y x^ es la de la razon de la energa de la
se~nal a la energa del ruido SNR denido como:
SNR = 10 log10
 kxk2
kx  x^k2

:
El SNR entre x y x^ es 12:87.
Generalmente, el objetivo consiste en comprimir lo mas posible la se~nal (aproxi-
marla con el menor numero posible de coecientes de ondculas) sin que se degrade
visualmente o estimar la se~nal x a partir de x^ de manera que el SNR sea lo mas grande
posible. Veremos que el hecho de hacer thresholding restringido nos da compresiones y
estimaciones que pueden tener menor SNR que las estimaciones con thresholding usual,
pero que visualmente son mejores. En algunos casos los resultados con thresholding
restringido son con menos coecientes que con thresholding usual. En muchos casos el
thresholding restringido mejora tanto el SNR como la percepcion visual. Incluso cuando
visualmente no hay una mejora clara el SNR del thresholding restringido es mayor que
el del thresholding usual.
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La se~nal original x se representa con una descomposicion de ondculas de 5 niveles
como
x =
X
jQj=1
Q'Q +
4X
j=0
X
jQj=2 2j
Q Q; (3.94)
donde 'Q son las funciones de escala (los coecientes Q dan la tendencia de la imagen)
y  Q son las ondculas (los coecientes Q dan los detalles de la imagen). En los
experimentos usamos las ondculas de Haar denotadas con db1 y las de Daubechies 3
denotadas por db3. La se~nal contaminada por ruido gaussiano se representa por
x^ =
X
jQj=1
^Q'Q +
4X
j=0
X
jQj=2 2j
^Q Q: (3.95)
La aproximacion de x haciendo thresholding sobre x se representa como
T(x; f
s
2;2) =
X
jQj=1
Q'Q +
4X
j=0
X
jQj=2 2j :
kQ Qkfs2;2>
Q Q: (3.96)
Cuando s = 0 (thresholding usual) se tiene kQ Qk`2 = jQj porque las  Q son
ortonormales. Cuando s =  1; 2 (thresholding restringido) se tiene kQ Qkfs2;2 =
jQj jQj s=2 = jQj 2sj .
La estimacion de x haciendo thresholding sobre x^ se representa como
T(x^; f
s
2;2) =
X
jQj=1
^Q'Q +
4X
j=0
X
jQj=2 2j :
k^Q Qkfs2;2>
^Q Q: (3.97)
As pues, el SNR al hacer thresholding es
SNR = 10 log10
0@ kxk2x  T(y; f s2;2)
2
1A ;
donde y = x en el caso sin ruido e y = x^ en el caso con ruido.
En las Figuras 3.3 y 3.4 se realizan un thresholding usual y uno restringido, respec-
tivamente, sobre la se~nal sin ruido para el problema de la aproximacion/compresion.
La descomposicion de ondculas se hace con la base de Haar en ambos casos. El thresh-
olding usual (s = 0) se hace con el nivel del umbral (threshold)  = 30. El thresholding
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restringido se hace con s =  1 y el nivel del umbral  = 3. Para el thresholding usual
el error en norma `2 es E2  649 y para el restringido es E2 = 681. El numero de
coecientes (NoC ' 12266) es casi el mismo para ambos y representa el 4.68% de los
datos originales. Aunque el SNR = 13:02 es ligeramente mayor para la Figura 3.3 que
el SNR = 12:8 para la Figura 3.4, visualmente la Figura 3.4 esta menos \pixeleada".
En las Figuras 3.5, 3.6 y 3.7 se realizan un thresholding usual y dos restringidos,
respectivamente, para el problema de la estimacion de la se~nal con ruido. La descom-
posicion se hace con ondculas de Haar. El primer thresholding restringido se hace
con s =  1 y  = 3, y tiene un error en norma `2 = 567 que da un SNR = 13:61
mayor que el del thresholding usual (s = 0) con umbral  = 30 cuyo error en norma
`2 es E2 = 578 que da un SNR = 13:53. Esto se consigue a pesar de que el numero
de coecientes para el primer thresholding restringido, NoC = 24380, es menor que el
numero de coecientes del thresholding usual, NoC = 27581, que representa el 9.5% del
total de datos. Visualmente, hay una gran mejora de la Figura 3.5 a la Figura 3.6, ya
que la primera esta muy \pixeleada". De la Figura 3.6 a la Figura 3.7 (con parametros
s =  2 y  = 0:35) la mejora no es obvia pero se recuperan algunos detalles. Para la
Figura 3.7 se tiene un SNR = 13:15 con un numero de coecientes NoC = 26591.
En las Figuras 3.8 y 3.9 se realizan un thresholding usual y uno restringido, respec-
tivamente, para el problema de la estimacion de la se~nal con ruido. En ambos casos
se usan ondculas de Daubechies 3, db3. Para el caso restringido (s =  1,  = 3)
se tiene un SNR = 14:41 que es mayor que para el usual (s = 0,  = 30) con un
SNR = 14:12. Esta mejora en el SNR se obtiene a pesar de que para el thresholding
restringido el numero de coecientes, NoC = 24460, es menor que el del thresholding
usual, NoC = 25325. Visualmente, tambien hay una mejora ya que hay elementos
espurios (spikes) en las zonas suaves de la Figura 3.8 que no estan tan acentuados en
la Figura 3.9. Ademas, se recuperan detalles en la parte superior del sombrero en el
caso restringido.
En las Figuras 3.10 y 3.11 se realizan un thresholding usual (s = 0,  = 20) y uno
restringido (s =  1,  = 2), respectivamente, para el problema de la estimacion de la
se~nal con ruido. Se usan ondculas de Daubechies 3, db3. El numero de coecientes para
el thresholding restringido, NoC = 43292, es solo  2=3 que para el thresholding usal,
NoC = 64707. Sin embargo, el SNR es mayor para el caso restringido (SNR = 14:13)
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Original lena512.bmp
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Figure 3.1: Imagen de Lena original.
que para el usual (SNR = 13:5). Visualmente, son muy similares ya que estamos
tomando un gran numero de coecientes.
En las Figuras 3.12 y 3.13 se realizan un thresholding usual (s = 0,  = 40) y uno
restringido (s =  1,  = 5:9), respectivamente, para el problema de la estimacion de la
se~nal con ruido. Se usan ondculas de Daubechies 3, db3. El SNR es menor para el caso
restringido, SNR = 13:95, que para el usual, SNR = 14:19. Sin embargo, visualmente,
con el thresholding restringido se recuperan detalles en la parte superior del sombrero.
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Noisy Image
E2=672, SNR=12.87
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Figure 3.2: Imagen de Lena con ruido.
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db1, s=0, lambda=30
E2=649, SNR=13.02, NoC=12266
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Figure 3.3: Aproximacion de Lena a partir de la se~nal original haciendo thresholding
usual con parametros s = 0,  = 30 sobre una descomposicion de ondculas de Haar. El
error en norma `2 es E2 = 649 y da un SNR = 13:02 con un numero de coecientes
NoC = 12266.
132
3.8 Experimentos
db1, s= −1, lambda=4
E2=681, SNR=12.82, NoC=12267
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Figure 3.4: Aproximacion de Lena a partir de la se~nal original haciendo thresholding
restringido parametros s = 0,  = 30 sobre una descomposicion de ondculas de Haar.
El error en norma `2 es E2 = 681 y da un SNR = 12:8 con un numero de coecientes
NoC = 12267.
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db1, s=0, lambda=30
E2=578, SNR=13.53, NoC=27581
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Figure 3.5: Estimacion de Lena a partir de la se~nal con ruido haciendo thresholding
usual (s=0) con umbral  = 30 sobre una descomposicion de ondculas de Haar. El error
en norma `2 es E2 = 578 que da un SNR = 13:53 con NoC = 27581.
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db1, s= −1, lambda=3
E2=567, SNR=13.61, NoC=24380
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Figure 3.6: Estimacion de Lena a partir de la se~nal con ruido haciendo thresholding
restringido (s=-1) con umbral  = 3 sobre una descomposicion de ondculas de Haar. El
error en norma `2 es E2 = 567 que da un SNR = 13:61 con NoC = 24380.
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db1, s= −2, lambda=0.35
E2=630, SNR=13.15, NoC=26591
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Figure 3.7: Estimacion de Lena a partir de la se~nal con ruido haciendo thresholding
restringido (s=-2) con umbral  = 0:35 sobre una descomposicion de ondculas de Haar.
El error en norma `2 es E2 = 630 que da un SNR = 13:15 con NoC = 26591.
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db3, s= 0, lambda=30
E2=504, SNR=14.12, NoC=25325
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Figure 3.8: Estimacion de Lena a partir de la se~nal con ruido haciendo thresholding usual
(s = 0) con  = 30 sobre una descomposicion de ondculas de Daubechies 3. El error en
norma `2 es E2 = 504 que da un SNR = 14:12 con NoC = 25325.
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db3, s= −1, lambda=3
E2=471, SNR=14.41, NoC=24460
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Figure 3.9: Estimacion de Lena a partir de la se~nal con ruido haciendo thresholding
restringido (s =  1) con  = 3 sobre una descomposicion de ondculas de Daubechies 3.
El error en norma `2 es E2 = 471 que da un SNR = 14:41 con NoC = 24460.
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db3, s= 0, lambda=20
E2=582, SNR=13.5, NoC=64707
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Figure 3.10: Estimacion de Lena a partir de la se~nal con ruido haciendo thresholding
usual (s = 0) con  = 20 sobre una descomposicion de ondculas de Daubechies 3. El error
en norma `2 es E2 = 582 que da un SNR = 13:5 con NoC = 64707.
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db3, s= −1, lambda=2
E2=503,SNR=14.13, NoC=43292
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Figure 3.11: Estimacion de Lena a partir de la se~nal con ruido haciendo thresholding
restringido (s =  1) con  = 2 sobre una descomposicion de ondculas de Daubechies 3.
El error en norma `2 es E2 = 503 que da un SNR = 14:13 con NoC = 43292.
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db3, s=0, lambda=40
E2=496, SNR=14.19, NoC=11461
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Figure 3.12: Estimacion de Lena a partir de la se~nal con ruido haciendo thresholding
usual (s = 0) con  = 40 sobre una descomposicion de ondculas de Daubechies 3. El error
en norma `2 es E2 = 496 que da un SNR = 14:19 con NoC = 11461.
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db3, s= −1, lambda=5.9
E2=525, SNR=13.95, NoC=11362
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Figure 3.13: Estimacion de Lena a partir de la se~nal con ruido haciendo thresholding
restringido (s =  1) con  = 5:9 sobre una descomposicion de ondculas de Daubechies 3.
El error en norma `2 es E2 = 525 que da un SNR = 13:95 con NoC = 11362.
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4Shearlets y nuevos espacios de
distribuciones
As como del fondo de la musica
brota una nota
que mientras vibra crece y se adelgaza
hasta que en otra musica enmudece,
brota del fondo del silencio
otro silencio, aguda torre, espada,
y sube y crece y nos suspende...
... desembocamos al silencio
en donde los silencios enmudecen.
Octavio Paz, Silencio.
4.1 Introduccion y resultados.
Las ondculas multidimensionales tradicionales (separables) son construidas a partir
de productos tensoriales de ondculas de una dimension. Estas ondculas no permiten
percibir la geometra de las discontinuidades en bajas dimensiones. Para tratar de
solucionar este problema se han desarrollado recientemente las ondculas direccionales
y bancos de ltros ([4], [5]), las curvelets ([16]), las contourlets ([35]) y las shearlets.
Las shearlets pueden considerarse un caso particular de las ondculas con dilatacion
compuesta desarroladas por Guo, Lim, Labate, Weiss y Wilson en [55]. Producen mar-
cos de Parseval para L2(R2) o subespacios de este (dependiendo del muestreo discreto
de los parametros) por lo que son sistemas de reproduccion. Se ha demostrado que las
shearlets son sistemas que permiten una representacion optima de funciones que estan
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en C2(R2) excepto en discontinuidades a lo largo de curvas C2 (cartoon-like images), ver
[53], [52]. Algunas publicaciones pueden encontrarse en http://www.shearlet.org.
Comenzamos repasando la denicion de ondcula ortonormal asociada a una matriz
de dilatacion A, es decir, una matriz A de tama~no d d con coecientes reales y cuyos
autovalores tienen todos modulo mayor que 1. Una funcion  2 L2(Rd) se dice que es
una ondcula ortonormal si la coleccion
f ;k(x) = jdet Aj=2  (Ax  k) :  2 Z; k 2 Zdg (4.1)
es una base ortonormal de L2(Rd). Escribimos Q = fQ;k = A ([0; 1]d + k) :  2
Z; k 2 Zdg para denotar el conjunto de todos los \cubos" (con dilatacion asociada a A)
de Rd. Para  jo Q = fQ;k : k 2 Zdg es una particion de Rd por \cubos" de tama~no
jdet Aj  . Se tiene la siguiente formula de reproduccion para toda f 2 L2(Rd):
f =
X
Q2Q
hf;  Qi Q: (4.2)
Las shearlets que usaremos en este captulo estan denidas en R2 y se construyen
en el lado de la transformada de Fourier en R^2. Partimos el plano R^2 en tres regiones:
un cono horizontal, un cono vertical y un cuadrado centrado en el origen. El cono
horizontal es
Dh = f(1; 2) 2 R2 : j1j  1
8
;
21
  1:g
El cono vertical es
Dv = f(1; 2) 2 R2 : j2j  1
8
;
12
  1:g
El cuadrado central es
R = f(1; 2) 2 R^2 : j1j ; j2j  1
8
g:
Sean  1;  2 2 L2(R) denidas de la siguiente manera:  ^1;  ^2 2 C1(R) con supp  ^1 
[ 12 ;  116 ] [ [ 116 ; 12 ] y supp  ^2  [ 1; 1] tales queX
j0
 ^1(2 2j!)2 = 1; para j!j  1
8
(4.3)
y  ^2(!   1)2 +  ^2(!)2 +  ^2(! + 1)2 = 1; para j!j  1: (4.4)
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La construccion de funciones con estas propiedades puede verse en [55].
Para denir las shearlets en el cono horizontal Dh consideramos
Ah =

4 0
0 2

; Bh =

1 1
0 1

y denimos  ^h(1; 2) =  ^1(1) ^2(
2
1
): Puede demostrarse ([55, x5.2.1] y Seccion 4.2.3
en este trabajo) que la coleccion
f hj;`;k(x) = 2
3j
2  h(B`hA
j
hx  k) : j  0; 2j  `  2j ; k 2 Z2g (4.5)
es un marco de Parseval para L2((Dh)_) = ff 2 L2(R2) : sop f^  Dhg.
Puesto que
( hj;`;k)
^() = jdet Ahj j=2  ^(A jh B `h )e 2iA
 j
h B
 `
h k (4.6)
tenemos que
sop ( hj;`;k)
^  f 2 R^2 : 1 2 [ 22j 1; 22j 4] [ [22j 4; 22j 1];
21   `2 j
  2 jg:
(4.7)
Por tanto, el recubrimiento del cono horizontal Dh en el plano de frecuencias R^2 es el
que se muestra en la Figura 4.1 (se esquematizan solo las escalas j = 0; 1; 2).
Las deniciones de las shearlets en el cono vertical se hacen de manera similar
considerando las matrices
Av =

2 0
0 4

; Bv =

1 0
1 1

y deniendo  ^v(1; 2) =  ^1(2) ^2(
1
2
). Se tiene que la coleccion
f vj;`;k(x) = 2
3j
2  v(B`vA
j
vx  k) : j  0; 2j  `  2j ; k 2 Z2g (4.8)
es un marco de Parseval para L2((Dv)_) = ff 2 L2(R2) : supp f^  Dvg. Si ' 2 L2(R2)
tal que ' 2 C1c (R2), supp '^  [ 14 ; 14 ]2, j'^j = 1 para  2 [ 18 ; 18 ]2 = R, se cumple
P () = j'^()j2 R() +
X
j0
2jX
`= 2j
 ^h(A jh B `h )2 Dh()
+
X
j0
2jX
`= 2j
 ^v(A jv B `v )2 Dv() = 1; para todo  2 R^2; (4.9)
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62
-1
Figure 4.1: Esquema del recubrimiento del cono horizontal Dh en el plano de frecuencias
R^2
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entonces se tiene un marco de Parseval para L2((Dh)_)[L2((Dv)_)[L2(R_), ver [71,
Teorema 9].
La gran desventaja de esta construccion reside en que los operadores de las proyec-
ciones ortogonales sobre Dh;Dv y R tiene el efecto de destruir las propiedades de
localizacion espacial de las \shearlets en la frontera", es decir, aquellas que tienen el
parametro ` = 2j , ver p. 3 en [54]. Para remediar esta desventaja, Guo y Labate en
[54], modican convenientemente las deniciones de las shearlets, ver Seccion 4.5.1. En
la Seccion 4.5 demostramos que la formula de representacion con shearlets suaves es
valida para cualquier distribucion f 2 S0 con convergencia en S0 (ver Teorema 4.5.3).
La demostracion de este hecho sigue la lnea argumental de [13] y [39].
La Seccion 4.3 esta destinada a probar relaciones de casi-ortogonalidad entre ele-
mentos de las colecciones (4.5) y (4.8), las cuales seran usadas en las demostraciones
de los resultados de la Seccion 4.4, cuyo contenido describimos a continuacion.
Los espacios de Triebel-Lizorkin son una familia de espacios que incluyen a los
espacios Lp, 1 < p <1, los espacios de Hardy Hp, 0 < p  1, y los espacios de Sobolev
W s;p, 1 < p < 1, s 2 N. El lector puede consultar los libros/artculos de Triebel
([100] y [101]), Frazier-Jawerth ([41]), Frazier-Jawerth-Weiss ([42]), y su contraparte
con pesos en los artculos de Bui ([14] y [15]), para conocer sus propiedades. Seguimos
[41] para dar su denicion de los espacios de Triebel-Lizorkin inhomogeneos.
Sean '; 2 S(Rn) tales que
1. sop '^  f 2 R^d : 12 < jj < 2g, sop ^  f 2 R^d : jj  2g,
2. j'^()j  c > 0 si 35  jj  53 ,
^()  c > 0 si jj  53 .
Para  2 R, 0 < q  1, 0 < p < 1, el espacio inhomogeneo de Triebel-Lizorkin F;qp
es la coleccion de todas las f 2 S0 tales que
kfkF;qp = k  fkLp +

 1X
=1
(2 j'  f j)q
!1=q
Lp
<1: (4.10)
donde '(x) = 2
d'(2x). Puesto que '^() = '^(2
 ) las propiedades 1) y 2) nos
indican que la denicion (4.10) esta asociada a la descomposicion de R^d en anillos
diadicos concentricos.
Se podran tambien denir los espacios de Triebel-Lizorkin F;qp (A;w) asociados
a una matriz de dilatacion A y a un peso w 2 A1 sustituyendo Lp por Lp(w), 2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por jdet Aj y ' por '(x) = jdet Ajj '(Ajx), j = 1; 2; 3; : : :, para funciones  y '
adecuadas, tal como lo hacen Bownik-Ho en [13], en donde el lector puede encontrar
un estudio detallado de sus propiedades.
En la Seccion 4.4 denimos los espacios F;qp (AB) que llamamos espacios deTriebel-
Lizorkin AB-anisotropicos inhomogeneos (o tambien Triebel-Lizorkin aniso-
tropicos inhomogeneos asociados a las shearlets) usando la descomposicion del
plano de frecuencias dado en la Figura 4.1 al que se ha a~nadido la descomposicion en
frecuencias del cono vertical y del cuadrado central.
De forma precisa, sean  h y  v las funciones descritas con anterioridad a (4.5) y
(4.8) y '^ 2 C1c (R^2) tal que supp '^  [ 14 ; 14 ]2 y j'^j = 1 para  2 [ 18 ; 18 ]2. Denimos
F;qp (AB),  2 R, 0 < q  1, 0 < p < 1, como la coleccion de todas las f 2 S0 tales
que
kfkF;qp (AB) = kf  'kLp
+

0@ X
d=fh;vg
8<:X
j0
2jX
`= 2j
[jQj j 
 ~ d
A jd B
 `
d
 f
]q
9=;
1A1=q

Lp
; (4.11)
donde ~ (x) =  ( x),  M (x) = jdet Aj 1  (M 1x) y jQj j  = jdet Ajj = 23j.
Es conocido (ver [41]) que los espacios F;qp denidos en (4.10) pueden caracterizarse
en terminos de los coecientes hf;Qi y hf; 'Qi donde Q = Q;k = 2 ([0; 1]d + k) de
forma que f 2 F;qp si y solo si
0@X
jQj=1
(jhf;Qij ~Q)q
1A1=q

Lp
+

0@X
jQj<1
(jQj d jhf; 'Qij ~Q)q
1A1=q

Lp
<1 (4.12)
donde 'Q(x) = 'Q;k(x) = 2
d
2 '(2x k), ~Q(x) = jQj 
1
2 Q(x) y jQj = jQ;kj = 2 d.
En la Seccion 4.4 damos una caracterizacion de los espacios F;qp (AB) denidos
en (4.11) usando los coecientes de shearlets en los conos (ver Teorema 4.4.11). Para
entender esta descripcion sea Q0 = [0; 1)
2 y
Qhj;`;k = A
 j
h B
 `
h (Q0 + k); k 2 Z2; 2j  `  2j ; j  0
Qvj;`;k = A
 j
v B
 `
v (Q0 + k); k 2 Z2; 2j  `  2j ; j  0: (4.13)
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Se tiene que f 2 F;qp (AB) si y solo si
0@X
jQj=1
(jhf; 'Qij ~Q)q
1A1=q

Lp
+

0@ X
d=fh;vg
X
Q2QAB
(jQj 
hf;  (d)Qdi ~Q)q
1A1=q

Lp
<1
(4.14)
donde QAB denota el conjunto de todos los Q
d
j;`;k denidos en (4.13) con d = h y
d = v segun consideremos el cono horizontal o el vertical. Recordar que  dQd han sido
denidos en (4.5) y (4.8) segun sea d = h o d = v. La demostracion de este resultado
sigue la lnea argumental desarrollada en [41] y [13], con las adaptaciones que requiere
la nueva situacion.
En la Seccion 4.6 damos algunas inclusiones contnuas entre los espacios F;qp (AB)
y los espacios F;qp (ver Teoremas 4.6.2 y 4.6.3). En concreto
F1;qp ,! F2;qp (AB) (4.15)
si 32 +
1
q +  > 21 siempre que  > 2max(1;
1
q ;
1
p), y
F2;qp (AB) ,! F1;qp (4.16)
si 21 + 2   min(1; q)  32. Las regiones en las que se cumplen (4.15) y (4.16) se
dibujan en la Figura 4.2.
Finalmente, mostramos que, dependiendo de los valores de los parametros, hay suce-
siones de funciones ff (j)gj0 tal que
f (j)
F
2;q2
p2
(AB)
 1, pero limj!1
f (j)
F
1;q1
p1
=
0, y sucesiones fg()g0 tales que
g()
F
1;q1
p1
 1, pero lim!1
g()
F
2;q2
p2
(AB)
= 0
(ver Teoremas 4.6.4 y 4.6.5).
4.2 Shearlets
Las shearlets son una generalizacion de las ondculas que capturan mejor las propiedades
geometricas de las funciones. Se basan en las llamadas ondculas con dilatacion com-
puesta (ver [55]). Damos una introduccion basica a la construccion de los diferentes
tipos de shearlets: contnuas, discretas y discretas en el cono, en las siguientes tres
subsecciones. Un punto x 2 Rd es un vector columna x = (x1; : : : ; xd)t y un punto 
en el dual R^d es un vector la  = (1; : : : ; d).
149
4. SHEARLETS Y NUEVOS ESPACIOS DE DISTRIBUCIONES
61
-
2
F1;qp ,! F2;qp (AB)
F2;qp (AB) ,! F1;qp
1
2(
1
q + )
 1 + 12 minf1; 1qg
m = 32
6
-
pendiente
Figure 4.2: Relacion de inclusion entre F2;qp (AB) y F
1;q
p
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4.2.1 Shearlets continuas
Un sistema afn contnuo en L2(Rd) es una coleccion de funciones de la forma
fTtDM : t 2 Rd;M 2 Gg;
donde  2 L2(Rd), Tt es el operador de traslacion Ttf(x) = f(x  t), DM es el operador
de dilatacion DMf(x) = jdet M j 1=2 f(M 1x) (normalizado en L2(Rd)), y G es un
subconjunto de GLd(R). Considerese d = 2 y G el grupo de dilatacion de 2 parametros
(ver [55] para una denicion aun mas general)
G = fMas =

a
p
as
0
p
a

: (a; s) 2 R+  Rg:
La matrizMas es el producto SsAa de la matriz de transformacion shear que preserva
el area Ss =

1 s
0 1

y de la matriz de dilatacion anisotropica Aa =

a 0
0
p
a

.
Asumase, ademas, que  es dada por
 ^() =  ^1(1) ^2(
2
1
); (4.17)
para cualquier  = (1; 2) 2 R^2, 1 6= 0, yZ 1
0
 ^1(a!)2 da
a
= 1; for a.e. ! 2 R;
y k 2kL2(R) = 1. Entonces, se dice que una  es una shearlet contnua si
f ast(x) = a 3=4 (M 1as (x  t)) : a 2 R+; s 2 R; t 2 R2g;
es un sistema de reproduccion para L2(R2), esto es,
kfk2L2(R2) =
Z
R2
Z
R
Z 1
0
jhf;  astij2 da
a3
dsdt;
para toda f 2 L2(R2) (ver [105]).
4.2.2 Shearlets discretas
Ya que L2(R2) es un espacio de Hilbert separable, sucede que, por medio de un
\muestreo" de los parametros de las shearlets contnuas, existe una construccion de
un sistema parecido a una base para L2(R2) con un sistema \discreto" de shearlets.
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Una familia numerable fej : j 2 Jg de elementos en un espacio de Hilbert separable
H se llama un marco si existen constantes 0 < A  B < 1, tales que A kfk2H P
j2J jhf; ejij2  B kfk2H, para todas las funciones f 2 H. Un marco se llama ajustado
si A = B, y se llama un marco de Parseval si A = B = 1. As, si fej : j 2 Jg es un
marco de Parseval para H, entonces kfk2H =
P
j2J jhf; ejij2, para toda f 2 H, lo cual
es equivalente a la formula de reproduccion f =
P
j2Jhf; ejiej , con convergencia en H.
Con un muestreo diadico del parametro contnuo, establecemos aj = 2
j ; j 2 Z,
como el parametro de escala discreto. Para cubrir el plano de frecuencias un mayor
numero de \direcciones" se necesitan al crecer el parametro de escala. As, el parametro
shearing se establece como sj;k = k
p
aj = k2
j=2, k 2 Z. Finalmente, el enrejado
ajustado a las dilataciones anisotropicas es tjkm = SsjkAajm, m 2 Z2. Observando que
T
S
k2j=2
Aj2m
DSkA2j = DAj2Sk
Tm, se obtiene el sistema discreto
f j;k;m = DAj2SkTm : j; k 2 Z;m 2 Z
2g: (4.18)
Sea  2 L2(R2) como en (4.17) donde  ^1 2 C1(R) satisface supp  ^1  [ 1=2; 1=4][
[1=4; 1=2] y la formula discreta de CalderonX
j2Z
 ^1(2j!)2 = 1; para ! 2 R;
y donde  ^2 2 C1(R) satisface supp  ^2  [ 1; 1] yX
k2Z
 ^2(k + !)2 = 1; para ! 2 R:
Entonces, el sistema de shearlets discretas (4.18) es un marco de Parseval para L2(R2)
(ver [55]). As, el plano R^2 se cubre por bandas diadicas verticales (asociadas con  ^1)
y cada una de estas cubierta por
 ^2(k + !)2.
4.2.3 Shearlets discretas en el cono
A pesar de que el sistema discreto de shearlets tiene la propiedad de ser un marco de
Parseval para L2(R2), el cubrimiento de R^2 no es homogenea. Con peque~nas modi-
caciones en el sistema discreto de shearlets arriba mencionado, uno puede obtener un
marco de Parseval para funciones en L2(R2) cuya transformada de Fourier tiene soporte
en el cono horizontal
Dh = f(1; 2) 2 R^2 : j1j  1
8
;
21
  1g: (4.19)
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Considerese  ^1;  ^2 2 C1(R) con supp  ^1  [ 12 ;  116 ] [ [ 116 ; 12 ] y supp  ^2  [ 1; 1]
tales que X
j0
 ^1(2 2j!)2 = 1; para j!j  1
8
(4.20)
y  ^2(!   1)2 +  ^2(!)2 +  ^2(! + 1)2 = 1; para j!j  1: (4.21)
Se sigue de (4.21) que, para j  0,
2jX
`= 2j
 ^2(   `)2 = 1; para jj  2j ;
y haciendo el cambio de variable  = 2j!,
2jX
`= 2j
 ^2(2j!   `)2 = 1; para j!j  1: (4.22)
Sean
Ah =

4 0
0 2

; Bh =

1 1
0 1

y  ^h() =  ^1(1) ^2(
2
1
). De (4.20) y (4.22) se sigue que
X
j0
2jX
`= 2j
 ^h(A jh B `h )2 = X
j0
2jX
`= 2j
 ^1(2 2j1)2  ^2(2j 21   `)
2
=
X
j0
 ^1(2 2j1)2 2jX
`= 2j
 ^2(2j 21   `)
2 = 1;(4.23)
para  = (1; 2) 2 Dh  R^2 y al cual llamaremos la condicion de marco de Parseval
(para el cono horizontal). Ya que supp  ^h  [ 12 ; 12 ]2, (4.5) implica que el sistema de
shearlets
f hj;`;k(x) = 23j=2 h(B`hAjhx  k) : j  0; 2j  `  2j ; k 2 Z2g; (4.24)
es un marco de Parseval para L2((Dh)_) = ff 2 L2(R2) : supp f^  Dhg (ver [55],
Seccionn 5.2.1). Esto signica que
X
j0
2jX
`= 2j
X
k2Z2
hf;  hj;`;ki2 = kfk2L2(R2) ;
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para toda f 2 L2(R2) tal que supp f^  Dh. Esto se ve facilmente aplicando cambios
de variable, el teorema de Plancherel, la identidad de Parseval y (4.5)
X
j;k;`
hf;  hj;`;ki2 = X
j;k;`
Z
R^2
f^()( hj;`;k)
^()d
2
=
X
j;k;`
Z
R^2
f^() jdet Ahj j=2  ^h(A jh B `h )e2iA
 j
h B
 `
h kd
2
=
X
j;k;`
Z
Q
f^(!B`hA
j
h) jdet Ahjj=2  ^h(!)e2i!kd!
2
=
X
j;`
Z
Q
f^(!B`hAjh)2 jdet Ahjj  ^h(!)2 d!
=
X
j;`
Z
R^2
f^()2  ^h(A jh B `h )2 d
=
f^2
L2(Dh)
= kfk2L2((Dh)_) :
Existen varios ejemplos de funciones  1;  2 que satisfacen las propiedades arriba de-
scritas (ver [53]). Ya que  ^h 2 C1c (R^2), existen CN tales que
 h(x)  CN (1+ jxj) N
para todo N 2 N. La transformada de Fourier de (4.24) es
( hj;`;k)
^() = jdet Ahj j=2  ^(A jh B `h )e 2iA
 j
h B
 `
h k:
As, las propiedades del soporte de las shearlets horizontales son mas evidentes al
observar que
supp ( hj;`;k)
^  f 2 R^2 : 1 2 [ 22j 1; 22j 4] [ [22j 4; 22j 1];
21   `2 j
  2 jg;
y que pueden verse en la Figura 4.1.
Se puede construir un marco de Parseval para el cono vertical
Dv = f(1; 2) 2 R^2 : j2j  1
8
;
12
  1g;
deniendo  ^v() =  ^1(2) ^2(
1
2
) y con matrices anisotropica y shear
Av =

2 0
0 4

; Bv =

1 0
1 1

:
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Si ' 2 L2(R2) tal que ' 2 C1c (R2), supp '^  [ 14 ; 14 ]2, j'^j = 1 para  2 [ 18 ; 18 ]2 =
R, se cumple
P () = j'^()j2 R() +
X
j0
2jX
`= 2j
 ^h(A jh B `h )2 Dh()
+
X
j0
2jX
`= 2j
 ^v(A jv B `v )2 Dv() = 1; para todo  2 R^2; (4.25)
entonces se tiene un marco de Parseval para L2((Dh)_)[L2((Dv)_)[L2(R_), ver [71,
Teorema 9].
4.3 Notacion y casi ortogonalidad
Ya que todos los resultados en el cono horizonal Dh pueden ser enunciados para el
cono vertical Dv, con las modicaciones obvias, dejamos el super ndice h y hacemos el
desarrollo para el cono horizontal. Consideremos
A =

4 0
0 2

; B =

1 1
0 1

;
como las matrices anisotropica y shear, respectivamente. Para seguir los argumentos
de [41] se escogen '; 2 S como en la Seccion 4.1 y en particular satisfacen las ecua-
ciones (4.20), (4.21) y (4.22). Siguiendo la notacion para la dilatacion isotropica usual,
't(x) :=
1
t'(
x
t ), denotamos para una matriz M 2 GL2(R) la dilatacion anisotropica
'M (x) = jdet M j 1 '(M 1x) (no confundir con el operador de dilatacion normal-
izado en L2 como en la Subseccion 4.2.1). Tambien escribimos ~'(x) = '( x). Con
Q0 = [0; 1)
2, denimos el paralelogramo
Qj;`;k = A
 jB `(Q0 + k); (4.26)
por lo tanto,
R
Qj;`;k = jQj;`;kj = jQj;`j = jQj j = 2 3j = jdet Aj j . Escribimos
~Q(x) = jQj 1=2 Q(x). Si QAB := fQj;`;k : j  0; ` =  2j ; : : : ; 2j ; k 2 Z2g y Qj;` :=
fQj;`;k : k 2 Z2g, entonces Qj;` es una particion de R2 como se muestra en la Figura
4.3. Para acortar la notacion y aclarar la exposicion, identicaremos los multi ndices
(j; `; k) y (i;m; n) con P y Q, respectivamente. De esta forma escribimos  P =  j;`;k
o  Q =  i;m;n. Tambien, sean xP y xQ las esquinas izquierdas inferiores A
 jB `k y
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-
x1
6x2
1
1 2
Figure 4.3: Esquema del recubrimiento del plano R2 con paralelogramos en Q1;2. Los
paralelogramos con lneas solidas cubren el paralelogramo Qj;`;k = Q0;1;0.
A iB mn de los \cubos" P = Qj;`;k y Q = Qi;m;n. Sea Br(x) la bola eucldea centrada
en x con radio r.
Los elementos de la coleccion afn
AAB := f j;`;k(x) = jdet Ajj=2  (B`Ajx  k) : j  0; 2j  `  2j ; k 2 Z2g;
tienen transformada de Fourier
( j;`;k)
^() = jdet Aj j=2  ^(A jB `)e 2iA jB `k:
Usando la dilatacion anisotropica es facil vericar que
 A jB `(x A jB `k) = jdet Ajj=2  j;`;k(x) = jP j 1=2  P (x)
y as 
 A jB `(  A jB `k)
^
() =  ^(A jB `)e 2iA
 jB `k:
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Tambien se tiene
jhf;  P ij = jhf;  j;`;kij
=
Z
R2
f(x)jdet Aj j=2  A jB `(x A jB `k)dx

= jP j1=2
(f  ~ A jB `)(xP ) : (4.27)
4.3.1 Casi ortogonalidad
De la condicion del soporte en  ^1, la denicion de la matriz A y (4.20), el conjunto
de todas las shearlets en la escala j (para todos los parametros shear y de traslacion)
interactua con el conjunto de todas las shearlets solamente en las escalas j   1; j y
j + 1 (para todos los parametros shear y de traslacion). El siguiente resultado es para
funciones en S no necesariamente shearlets.
Lema 4.3.1 Sean g; h 2 S. Para i = j   1; j; j + 1  0, identifquese Q con (i;m; n).
Entonces, para todo N > 2, existe CN > 0 tal que
jgA jB `  hQ(x)j 
CN jQj 
1
2
(1 + 2i jx  xQj)N ; j`j  2
j
para todo x 2 R2.
Para probar el Lema 4.3.1 necesitamos dos resultados previos. El primero relaciona las
distancias eucldeas bajo los operadores de dilatacion 2j 1 y B`Aj . El segundo es un
resultado basico de \casi ortogonalidad" del cual derivamos el Lema 4.3.1.
Lema 4.3.2 Sean A y B como en la Seccion 4.3. Entonces ,
2j 2 jxj 
B`Ajx ;
para todo j  0, ` =  2j ; : : : ; 2j y todo x 2 R2.
Demostracion. Es suciente con probar el lema para jxj = 1. Considerese jx1j p
3=4. Entonces, como j`j  2j ,B`Ajx  2j 2jx1 + `x2  2j 2j jx1j   j`j jx2j  22j jx1j   (1  jx1j2)1=2
 22j

p
3
2
  1
2
  22j
34   24
 = 22(j 1)  2(j 2):
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Para jx1j 
p
3=4, jx2j  1=2 y
B`Ajx  2j jx2j  2j 1. 
Observese que este resultado no puede aplicarse al caso de las \shearlets discretas",
ya que el parametro shear en este caso recorre todo Z haciendo los elipsoides B`Aj@U
cada vez mas delgados cuando `! 1 y, consecuentemente, interseca al cculo unitario
@U.
El siguiente resultado es fundamental para probar nuestro primer resultado de \casi
ortogonalidad" en forma de una convolucion en el dominio del espacio (ver (4.27)).
Lema 4.3.3 Sean g; h 2 S. Entonces, para cada N > 2, i = j 1; j; j+1  0, jmj  2i
y j`j  2j existe CN > 0 tal que
jgj;`;k  hi;m;n(x)j  CN
(1 + 2i jx A iB mn A jB `kj)N ;
para todo x 2 R2.
Demostracion. Como g; h 2 S entonces jg(x)j ; jh(x)j  CN
(1+jxj)N para todo N 2 N.
Entonces,
jgj;`;k  hi;m;n(x)j 
Z
R2
CN j det Aj(j+i)=2
(1 + jB`Ajyj)N 
CN
(1 + jBmAi(x0   y)j)N dy
donde x0 = x   A jB `k   A iB mn. observe que, ya que i = j   1; j; j + 1,
j det Aj(j+i)=2 ' j det Ajj ' j det Aji. Siguiendo [59, x6], defnanse
E1 = fy 2 Rd :
BmAi(x0   y)  3g
E2 = fy 2 Rd :
BmAi(x0   y) > 3; jyj  x0 =2g
E3 = fy 2 Rd :
BmAi(x0   y) > 3; jyj > x0 =2g:
El Lema 4.3.2 permite las siguientes tres cotas. Para y 2 E1 se tiene 1 + 2i jx0j 
1 + 2
BmAi(x0   y)+ 2i+1 jyj  7 + 2j+2 jyj  8(1 + B`Ajy). Si y 2 E3, 1 + 2i jx0j 
1 + 2i+1 jyj  8(1 + B`Ajy). Cuando y 2 E2, 2i 1 jx0j  2i jx0j   2i jyj < 2i jx0   yj, lo
que implica 4
BmAi(x0   y) = BmAi(x0   y)+3 BmAi(x0   y)  3+ 322i jx0   yj 
1 + 2i jx0   yj  1 + 2i 1 jx0j  (1 + 2i jx0j)=2. As, como jj   ij  1,
jgj;`;k  hi;m;n(x)j . CN j det Aj
i
(1 + 2i jx0j)N
Z
E1[E3
CN
(1 + jBmAi(x0   y)j)N dy
+
CN j det Aji
(1 + 2i jx0j)N
Z
E2
CN
(1 + jB`Ajyj)N dy
. CN
(1 + 2i jx0j)N
158
4.3 Notacion y casi ortogonalidad
para algun CN > 0 y todo N > 2, haciendo un cambio de variables para acotar
las integrales con una constante independiente de i; j; l y m. El resultado se sigue
reemplazando de vuelta x0 = x A jB `k  A iB mn en la estimacion anterior.

Como corolario al Lema 4.3.3 se tiene la primera propiedad de casi ortogonalidad
para las operaciones anisotropicas y shear para funciones en S.
Demostracion del Lema 4.3.1. Identifquese (j; `; 0) con P y (i;m; n) con Q.
Escrbase jgA jB `  hi;m;n(x)j =
jP j 1=2 gP  hQ. Como ji  jj  1, jP j 1=2 s
jQj 1=2. Entonces, el Lema 4.3.3 da
jP j 1=2 gP  hQ  CN jP j 1=2
(1 + 2j jx  xQj)N .
CN jQj 1=2
(1 + 2j jx  xQj)N :

Por construccion, para el caso especco de las \shearlets en el cono" tenemos la
siguiente propiedad.
Lema 4.3.4 Sea supp  ^ como en la Subseccion 4.2.3. Entonces, el soporte de una
( j;`;k)
^ horizontal se solapa con el soporte de a lo mucho otras 10 ( i;m;n)^ horizontales
para (j; `) 6= (i;m) y todos los k; n 2 Z2.
Demostracion. Esta es una consecuencia directa de la construccion y dilatacion de
las shearlets. Ya que k y n son parametros de traslacion no se ven reejados en el
soporte de ( j;`;k)
^ o ( i;m;n)^. Sabemos que
supp ( j;`;k)
^  f 2 R^2 : 1 2 [ 22j 1; 22j 4] [ [22j 4; 22j 1];
21   `2 j
  2 jg:
Por lo que respecta a 1 para que supp ( i;m;n)
^ tenga interseccion no vaca con
supp ( j;`;k)
^ se ha de tener 22j 4 < 22i 1 y 22j 1 > 22i 4. De esto se deduce
j   32 < i < j + 32 , lo que ocurre solo cuando i = j   1; j; j + 1. Luego, solo las
escalas j   1 y j + 1 tienen interseccion no vaca con supp ( j;`;k)^.
1) Fijemos (j; `). Buscamos los valores de m para los que supp ( j;m;n)
^ tiene
interseccion no vaca con supp ( j;`;k)
^. Escribimos
2=1   `2 j  2 j como
1(`  1)2 j  2  1(`+ 1)2 j :
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Hemos de tener
(`+ 1)2 j > (m  1)2 j y (`  1)2 j < (m+ 1)2 j :
De aqu se deduce `   2 < m < ` + 2, lo que solo ocurre cuando m = `   1; `; ` + 1.
Excluyendo m = `, se tienen dos solapamientos como maximo.
2) Miremos ahora a la escala j   1. Una ( j;`;k)^ ja tiene un soporte delimitado
por
j1j = 22j 4; j1j = 22j 1; 2 = 1(`  1)2 j ; 2 = 1(`+ 1)2 j :
Una ( j 1;m;n)^ tiene soporte delimitado por
j1j = 22j 6; j1j = 22j 3; 2 = 1(m  1)2 (j 1); 2 = 1(m+ 1)2 (j 1):
Para que haya interseccion no vaca se ha de tener
(`+ 1)2 j > (m  1)2 (j 1) y (`  1)2 j < (m+ 1)2 (j 1):
De aqu se deduce `=2  3=2 < m < `=2+ 3=2. Si ` = 2s es par, s  3=2 < m < s+3=2
da m = s  1; s; s+ 1, que son tres valores. Si ` = 2s+ 1 es impar s  1 < m < s+ 2,
lo que impllica m = s; s+ 1. Por tanto, se tienen como maximo tres solapamientos.
3) Miremos ahora a la escala j + 1. Una ( j+1;m;n)
^ tiene un soporte delimitado
por
j1j = 22j 2; j1j = 22j+1; 2 = 1(m  1)2 (j+1); 2 = 1(m+ 1)2 (j+1):
Para que haya interseccion no vaca se ha de tener
(`+ 1)2 j > (m  1)2 (j+1); (`  1)2 j < (m+ 1)2 (j+1):
De aqu se deduce 2`  3 < m < 2`+3. Por tanto, m = 2`  2; 2`  1; 2`; 2`+1; 2`+2.
Se tienen, por tanto, cinco solapamientos como maximo.
Sumando el numero maximo de solapamientos en cada escala da el resultado. 
Nota 4.3.5 Ya que los parametros de traslacion k y n no afectan el soporte en el
dominio de la frecuencia, entonces para
f = T s =
X
Q2QAB
sQ Q =
X
i0
X
m= 2i;:::;2i
X
n2Z2
si;m;n i;m;n;
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formalmente se tiene
( ~ A jB `  f)(x) =
j+1X
i=j 1
X
m(`;i)
X
Q2Qi;m
sQ( ~ A jB `   Q)(x);
donde la suma
Pj+1
i=j 1
P
m(`;i) tiene a lo mucho 10+1 terminos por el Lema 4.3.4 y
m(`; i) es el ndice de las shearlets que rodean a ( j;`;k)
^.
Nota 4.3.6 Del Lema 4.3.4 el numero de solapamientos de shearlets horizontales/verticales
en el dominio de Fourier esta acotado para todas las escalas, ya que el sistema vertical
para Dv es una rotacion ortonormal del sistema horizontal para Dh, dejando todas las
distancias y angulos de los soportes inalterados.
4.4 La caracterizacion
Comenzaremos deniendo los espacios de Triebel-Lizorkin asociados a la descomposicion
caracterstica de las shearets (ver Figura 4.1), pero teniendo en cuenta tanto las \di-
recciones" horizontales como las verticales y las bajas frecuencias representadas por '.
Daremos despues la denicion de los espacios de sucesiones, tambien teniendo en cuenta
la \particion" de R2 inducida por las shearlets. Sin embargo, todas las demostraciones
se haran para las shearlets horizontales ya que las demostraciones son similares para
las verticales y las bajas frecuencias que induce ' se tratan igual que en la literatura
existente (ver p.e. la Seccion 12 de [41]).
4.4.1 Espacios Triebel-Lizorkin AB-anisotropicos inhomogeneos
Sean '; h;  v 2 S como en la Seccion 4.2.3.
Denicion 4.4.1 Sean  2 R, 0 < p <1 y 0 < q  1. Los espacios de distribu-
ciones Triebel-Lizorkin AB-anisotropicos inhomogeneos F;qp (AB) se denen
como la coleccion de todas las f 2 S0 tales que
kfkF;qp (AB) = kf  'kLp
+

0@ X
d=fh;vg
8<:X
j0
2jX
`= 2j
[jQj j 
 ~ (d)A j
(d)
B `
(d)
 f
]q
9=;
1A1=q

Lp
; (4.28)
donde ~ (x) =  ( x) y  M (x) = jdet M j 1  (M 1x).
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Recuerdese que QAB es el conjunto de los elementos Q
(d)
j;`;k = A
 j
(d)B
 `
(d)(Q0 + k),
d = fh; vg denidos en (4.13). Usaremos temporalmente la notacion QhAB para las
descomposiciones de R2 asociadas al cono horizontal. Analogamente para QvAB. Para
trabajar en el nivel de las sucesiones con los coecientes de las shearlets tambien damos
la siguiente denicion.
Denicion 4.4.2 Sean  2 R, 0 < p <1 y 0 < q  1. Los espacios de sucesiones
Triebel-Lizorkin AB-anisotropicos inhomogeneos f;qp (AB) se denen como la
coleccion de todas las sucesiones con valores complejos s = fsQ : Q 2 R; jQj = 1g[fsQ :
Q 2 Q(d)AB; d = 1; 2g, tales que
kskf;qp (AB) =

0@ X
Q2R:jQj=1
(jsQj ~Q())q
1A1=q

Lp
+

0B@ X
d=fh;vg
X
Q2Q(d)AB
(jQj  jsQj ~Q())q
1CA
1=q

Lp
<1; (4.29)
donde ~Q(x) = jQj1=2 Q(x).
Como ya hemos mencionado, las demostraciones las haremos solo para las shearlets
\horizontales" en Dh. Por abuso de notacion seguiremos usando F;qp (AB) y f
;q
p (AB)
aunque solo usaremos el valor d = h de las expresiones (4.28) y (4.29).
4.4.2 Dos resultados basicos
Denimos formalmente los operadores de analisis y sntesis como
S f = fhf;  QigQ2QAB and T s =
X
Q2QAB
sQ Q; (4.30)
respectivamente.
Para la prueba de nuestro resultado principal (el Teorema 4.4.11) seguimos los
argumentos de [41]. La prueba esta basada en una especie de desigualdad de Peetre
para acotar S : F
;q
p (AB)! f;qp (AB), y una caracterizacion de f;qp (AB) para acotar
T : f
;q
p (AB) ! F;qp (AB). Empezamos con una denicion de un resultado bien
conocido.
162
4.4 La caracterizacion
Denicion 4.4.3 La funcion maximal de Hardy-Littlewood, Mf(x), se dene
como
Mf(x) = sup
r>0
1
jBr(x)j
Z
Br(x)
jf(y)j dy;
para una funcion localmente integrable f en R2 y donde Br(x) es la bola con centro en
x y radio r.
Es bien sabido que M es acotado en Lp, 1 < p  1. Tambien es cierto que la siguiente
desigualdad vectorial se cumple (ver [38]).
Teorema 4.4.4 [Feerman-Stein] Para 1 < p < 1 y 1 < q  1, existe una
constante Cp;q tal que
( 1X
i=1
(Mfi)
q
)1=q
Lp
 Cp;q

( 1X
i=1
f qi
)1=q
Lp
;
para cualquier sucesion ffi : i = 1; 2; : : :g de funciones localmente integrables.
Denimos ahora la funcion maximal shear anisotropica de Peetre. Para todo
 > 0,
( j;`;f)(x) := sup
y2R2
j( A jB `  f)(x  y)j
(1 + jB`Ajyj)2 : (4.31)
Entonces, se tiene una desigualdad de Peetre shear anisotropica.
Lema 4.4.5 Sea  de banda limitada y f 2 S0. Entonces, para cualquier  > 0, existe
una constante C tal que
( j;`;f)(x)  C
n
M(j A jB `  f j1=)(x)
o
; x 2 R2:
Para la demostracion de este lema algunas deniciones y resultados previos son
necesarios.
Denicion 4.4.6 Para una funcion g denida en R2 y para todo numero real  > 0
la funcion maximal de Peetre (ver Lema 2.1 de [86]) es
g(x) = sup
y2R2
jg(x  y)j
(1 + jyj)2 ; x 2 R
2:
Lema 4.4.7 Sea g 2 S0(R2) tal que supp (g^)  f 2 R^2 : jj  Rg para algun R > 0.
Entonces, para cada  > 0 existe un C > 0 tal que, para jj = 1,
(@g)(x)  Cg(x); x 2 R2:
163
4. SHEARLETS Y NUEVOS ESPACIOS DE DISTRIBUCIONES
Demostracion. Ya que g 2 S0 tiene soporte compacto en el dominio de Fourier, g es
regular. Mas precisamente, por el teorema de Paley-Wiener-Schwartz g es lentamente
creciente (a lo mucho polinomial) e innitamente diferenciable (Theorem 7.3.1 en [62]).
Sea  una funcion en la clase de Schwartz tal que ^() = 1 si jj  R. Entonces,
^()g^() = g^() para todo  2 R^2. As pues,   g = g y @g = @  g. Mas aun,
j@g(x  y)j =
Z
R2
@(x  y   z)g(z)dz
 = Z
R2
@(w   y)g(x  w)dw


Z
R2
j@(w   y)j (1 + jw   yj)2(1 + jyj)2 jg(x  w)j
(1 + jwj)2dw;
por la desigualdad triangular. Por lo tanto,
j@g(x  y)j  g(x)(1 + jyj)2
Z
R2
j@(w   y)j (1 + jw   yj)2dw:
Ya que  2 S, la ultima integral es igual a una constante nita c, independiente de y,
y se obtiene
j@g(x  y)j  cg(x)(1 + jyj)2;
lo que muestra el resultado deseado.

Se tiene una relacion entre la funcion maximal de Hardy-Littlewood y g.
Lema 4.4.8 Sean  > 0 y g 2 S0 tales que supp (g^)  f 2 R^2 : jj  Rg para algun
R > 0. Entonces, existe una constante C > 0 tal que
g(x)  C

M(jgj1=)(x)

; x 2 R2:
Demostracion. Como g es de banda limitada, g es diferenciable en R2 (por el teorema
de Paley-Wiener-Schwartz), as que podemos considerar valores puntuales de g. Sean
x; y 2 R2 y 0 <  < 1. Escojase z 2 R2 tal que z 2 B(x  y). Aplicamos el teorema de
valor medio a g y los extremos x  y y z para obtener
jg(x  y)j  jg(z)j+  sup
w:w2B(x y)
(jrg(w)j):
Tomando la (1=)a potencia e integrando con respacto a la variable z sobre B(x  y),
se obtiene
jg(x  y)j1=  cjB(x  y)j
Z
B(x y)
jg(z)j1= dz
+c
1= sup
w:w2B(x y)
(jrg(w)j)1=: (4.32)
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Como B(x  y)  B+jyj(x),Z
B(x y)
jg(z)j1= dz 
Z
B+jyj(x)
jg(z)j1= dz  B+jyj(x)M(jgj1=)(x);
y el termino sup en el lado derecho de (4.32) esta acotado por
sup
w:w2B+jyj(x)
(jrg(w)j)1= = sup
t:jtj<+jyj
(jrg(x  t)j)1=
 (1 +  + jyj)2 [(rg)(x)]1= :
Substituyendo estas dos ultimas desigualdades en (4.32) da
jg(x  y)j1=  c
B+jyj(x)
jB(x  y)jM(jgj
1=)(x)
+c
1=(1 +  + jyj)2 [(rg)(x)]1= ;
y como
B+jyj(x) = jB(x  y)j = ( + jyj)2=2, se obtiene
jg(x  y)j1=  c ( + jyj)
2
2
M(jgj1=)(x)
+c
1=(1 +  + jyj)2 [(rg)(x)]1= :
Tomando la a potencia da
jg(x  y)j
(1 + jyj)2  c
0


1
2
[M(jgj1=)(x)] +  [(rg)(x)]

;
ya que  < 1 implica (1 +  + jyj)  2(1 + jyj). Tomando  sucientemente peque~na
para que c0C < 1=4 (donde C es la constante en el Lema 4.4.7) se obtiene
g(x)  c[M(jgj1=)(x)] +
1
2
g(x):
Supongase por el momento que g 2 S, as pues g(x) <1. Entonces, podemos sustraer
el segundo termino en el lado derecho de la desigualdad anterior del lado izquierdo y
la demostracion esta completa para g 2 S. Para quitar la suposicion g 2 S, se aplica
un argumento usual de regularizacion a una g 2 S0 como se hace en p. 22 de [100]
o en el Lema A.4 de [41]. Sea  2 S que satisfaga supp ^  B(0; 1), ^()  0 y
(0) = 1 ((0) =
R
^()). Por la inversion de la transformada de Fourier j(x)j  1
para todo x 2 R2. Para 0 <  < 1, sea g(x) = g(x)(x). Entonces, supp g^ tambien
es compacto, g 2 S, jgj  jgj para todo x 2 R2 y g ! g uniformemente en conjuntos
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compactos cuando  ! 0. Aplicando el resultado previo a g y dejando que  ! 0 se
obtiene el resultado para S0 en general.

Demostracion del Lema 4.4.5. Sea g(x) = ( A jB `  f)(x). Ya que  es de banda
limitada, tambien lo es g. Por una parte, como j  0 y 2j 1 jyj  B`Ajy,
g(t) = sup
y2R2
jg(t  y)j
(1 + jyj)  supy2R2
j( A jB `  f)(t  y)j
(1 + 2j jyj)
= sup
y2R2
j( A jB `  f)(t  y)j
2(2 1 + 2j 1 jyj)
 2  sup
y2R2
j( A jB `  f)(t  y)j
(1 + jB`Ajyj) = 2
  ( j;`;)(t) :
Por otra parte,
M(jgj1=)(t) = sup
r>0
1
jBr(t)j
Z
Br(t)
j( A jB `  f)(y)j1= dy
= M(j( A jB `  f j1=)(t):
El resultado se sigue del Lema 4.4.8 con t = x. 
Sea Q 2 Qj;`, j  0, ` = 2 j ; : : : ; 2j . Para todo r > 0 y N > 0, defnase
(sr;N )Q :=
0@ X
P2Qj;`
jsP jr
(1 + 2j jxQ   xP j)N
1A1=r :
para fsP : P 2 Qj;`g una coleccion de numeros complejos. Escribimos sr;N para denotar
la sucesion f(sr;N )QgQ2QAB .
Tenemos la siguiente caracterizacion de los espacios f;qp (AB) que se usara en la
prueba de la acotabilidad de T : f
;q
p (AB)! F;qp (AB).
Lema 4.4.9 Sean  2 R, 0 < p < 1 and 0 < q  1. Entonces, para todo r > 0 y
N > 3max(1; r=q; r=p) existe C > 0 tal que para todo s = fsQgQ2QAB se tiene
kskf;qp (AB) 
sr;Nf;qp (AB)  C kskf;qp (AB) :
Para probar el Lema 4.4.9 usaremos el siguiente resultado.
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Lema 4.4.10 Sean 0 < a  r y Q = Qj;m;n, j  0, m =  2j ; : : : ; 2j. Para todo N > 0
y cualquier sucesion de numeros complejos fsP gP2Qj;` (j  0, ` =  2j ; : : : ; 2j) y para
cualquier x 2 Q se tiene
(sr;N )Q :=
0@ X
P2Qj;`
jsP jr
(1 + 2j jxQ   xP j)N
1A1=r  Ca;r2j( ra N3 )
24M
0@ X
P2Qj;`
jsP ja P
1A (x)
35r=a :
Si N > 3ra y 0 < q  1 se tiene
X
P2Qj;`

(sr;N )P ~P (x)
q  Ca;r
24M
0@ X
P2Qj;`
(jsP j ~P )a
1A (x)
35q=a :
Demostracion. Si Q = Qj;m;n y P = Pj;`;k escribimos xQ = A
 jB mn y xP =
A jB `k para denotar las \esquinas inferiores izquierdas" de Q y P , respectivamente.
Escribase dQ;P = jxQ   xP j. Denimos
D0 = fP 2 Qj;` : 23j=2dQ;P  1g
y
D = fP 2 Qj;` : 2 1 < 23j=2dQ;P  2g;  = 1; 2; 3; : : : ;
que forman una particion de conjuntos disjuntos de Qj;`. Por tanto
X
P2Qj;`
jsP jr
(1 + 2jdQ;P )N
=
0@X
P2D0
+
1X
=1
X
P2D
1A jsP jr
(1 + 2jdQ;P )N
:
La expresion anterior puede acotarse porX
P2D0
jsP jr +
1X
=1
X
P2D
jsP jr
(23j=2dQ;P )2N=3

X
P2D0
jsP jr +
1X
=1
22N=3
X
P2D
jsP jr
22N=3
 22r=a
1X
=0
2 2N=3
 X
P2D
jsP jr
!
:
Como a  r se tiene `a ,! `r, por lo que la expresion anterior se acota por
22r=a
1X
=0
2 2N=3
 X
P2D
jsP ja
!r=a
:
167
4. SHEARLETS Y NUEVOS ESPACIOS DE DISTRIBUCIONES
El mayor diametro deQj;m;n se alcanza cuandom = 2j y su valor es diam Qj;m;n =p
(4 j + 2j4 j)2 + (2 j)2 < 2 j
p
5. Analogamente, el mayor diametro de P = Pj;`;k se
alcanza cuando ` = 2j y su valor es diam Pj;`;k =
p
(4 j + 2j4 j)2 + (2 j)2 < 2 j
p
5.
Por tanto, si x 2 Qj;m;n y P 2 D ,
P  B
2 j
p
5+2 
3j
2 +2 j
p
5
(x) = B
2
p
52 j+2  3j2
(x)  B
2
p
5(2 j+2 
3j
2 )
(x):
Sea ~B(x) = B
2
p
5(2 j+2 
3j
2 )
(x). Se tiene que
X
P2D
jsP ja = 23j
Z
~B(x)
(
X
P2D
jsP ja)P (y)dy:
Por tanto, para x 2 Qj;m;n podemos continuar la acotacion anterior para obtener
X
P2Qj;`
jsP jr
(1 + 2jdQ;P )N
 22ra
1X
=0
2 2N=3
0@23j
 ~B(x) ~B(x)
Z
~B(x)
X
P2D
jsP ja P (y)dy
1Ar=a
 2ra
1X
=0
2 2N=323jr=a
 ~B(x)r=a M X
P2D
jsP ja P
!
(x)
!r=a
Si 0    j=2 se tiene que  j   3j=2 y por tanto
 ~B(x)  C2 2j . Por el contrario,
si  > j=2 se tiene que  j <    3j=2 y entonces
 ~B(x)  22 3j . En consecuencia,
como D  Qj;`,  = 0; 1; : : :, se tiene
X
P2Qj;`
jsP jr
(1 + 2jdQ;P )N
 2ra
24M
0@ X
P2Qj;`
jsP ja P
1A (x)
35r=a 1X
=0
2 2N=323jr=a
 ~B(x)r=a! ;
y
1X
=0
2 2N=323jr=a
 ~B(x)r=a  C j=2X
=0
2 2N=323jr=a2 2jr=a
+C
X
>j=2
2 2N=323jr=a2(2 3j)r=a
 C2jr=a2 jN=3 + C2 j(N=3 r=a) = C2j(r=a N=3):
Cuando N > 3r=a, se tiene que 2j(r=a N=3)  1 para todo j = 0; 1; : : :. Para probar
la segunda desigualdad, multiplquense ambos lados por ~Q(x), elevese a la potencia q
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y sumese sobre Q 2 Qj;` para obtener
X
Q2Qj;`

(sr;N )Q ~Q(x)
q  C X
Q2Qj;`
24M
0@ X
P2Qj;`
jsP ja P
1A (x)
35q=a ~qQ(x)
= C
X
Q2Qj;`
24M
0@ X
P2Qj;`
(jsP j ~P )a
1A (x)
35q=a Q(x)
= C
24M
0@ X
P2Qj;`
(jsP j ~P )a
1A (x)
35q=a ;
ya que Qj;` es una particion de R2. 
Demostracion del Lema 4.4.9. Estamos suponiendo que N > 3max(1; r=q; r=p).
Si r < min(q; p), escojase a = r. De otra forma, si r  min(q; p), escojase a tal que
3r=N < a < min(r; q; p). Siempre es posible elegir un a de esta forma puesto que
N > 3max(1; r=q; r=p) implica 3r=N < min(r; q; p). En ambos casos se tiene que
0 < a  r <1; N > 3r=a; q=a > 1; p=a > 1:
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El argumento previo es similar al de [13]. Entonces,
sr;Nf;qp (AB) =

0@ X
P2QAB
(jP j  (sr;N )P ~P )q
1A1=q

Lp
=

0@X
j0
2jX
`= 2j
23jq
X
P2Qj;`
(sr;N )
q
P ~
q
P
1A1=q

Lp
 C

0B@X
j0
2jX
`= 2j
23jq
24M
0@ X
P2Qj;`
(jsP j ~P )a
1A35q=a
1CA
1=q

Lp
= C

0B@X
j0
2jX
`= 2j
24M
0@ X
P2Qj;`
(jP j  jsP j ~P )a
1A35q=a
1CA
1=q

Lp
= C

0B@X
j0
2jX
`= 2j
24M
0@ X
P2Qj;`
(jP j  jsP j ~P )a
1A35q=a
1CA
a=q

1=a
Lp=a
 C

0B@X
j0
2jX
`= 2j
0@ X
P2Qj;`
(jP j  jsP j ~P )a
1Aq=a
1CA
a=q

1=a
Lp=a
= C

0@X
j0
2jX
`= 2j
X
P2Qj;`
(jP j  jsP j ~P )q
1Aa=q

1=a
Lp=a
= C

0@X
j0
2jX
`= 2j
X
P2Qj;`
(jP j  jsP j ~P )q
1A1=q

Lp
= C kskf;qp (AB) ;
la primera desigualdad es por la segunda parte del Lema 4.4.10 y la segunda por el
Teorema 4.4.4.
La desigualdad inversa es trivial ya que jsQj  (sr;N )Q siempre se verica.

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4.4.3 Acotabilidad de S y T 
Estamos en condiciones de demostrar el resultado principal de este captulo en el que se
muestra la acotabilidad de los operadores de analisis S y de sntesis T entre los espa-
cios de Triebel-Lizorkin denidos en (4.28) y sus correspondientes espacios de sucesiones
(4.29). Recordar que
S f = fhf;  QigQ2QAB and T s =
X
Q2QAB
sQ Q;
como se denieron en (4.30).
Teorema 4.4.11 Sean  2 R, 0 < p < 1 y 0 < q  1. Entonces, los operadores
S : F
;q
p (AB) ! f;qp (AB) y T : f;qp (AB) ! F;qp (AB) estan bien denidos y son
acotados.
Demostracion. Probamos solo el caso q < 1. Para probar la acotabilidad de S 
supongase f 2 F;qp (AB). Identifquese P con (j; `; k). Entonces,
 ~ A jB `  f(xP )P =
jhf;  P ij ~P , como en (4.27). Ya que Qj;` es una particion de R2, se tiene que para x 2 P 0
y P 0 2 Qj;`,X
P2Qj;`
[jP j  j(S f)P j ~P (x)]q
= jdet Ajjq
X
P2Qj;`
h ~ A jB `  f(xP )P (x)iq
 jdet Ajjq
X
P2Qj;`
sup
y2P
 ~ A jB `  f(y)q P (x)
 jdet Ajjq sup
jzj<Diam(P 0)
 ~ A jB `  f(x  z)q
= jdet Ajjq sup
z2Qj;`;0
24
 ~ A jB `  f(x  z)
(1 + jB`Ajzj)2=
35q (1 + B`Ajz)q2=
 jdet Ajjq
24 sup
z2R2
 ~ A jB `  f(x  z)
(1 + jB`Ajzj)2=
35q (1 + Diam(Q0;0;0))2q=
= Cq; jdet Ajjq ( ~ j;`;1=f)q(x)
 Cq; jdet Ajjq

M
 ~ A jB `  f  (x)q= ;
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por el Lema 4.4.5 (con 1= en vez de  en la ultima desigualdad). Ahora, tomese
0 <  < min(p; q). Entonces, la estimacion previa y el Teorema 4.4.4 dan
kS fkf;qp (AB) =

0@X
j0
2jX
`= 2j
X
P2Qj;`
[jP j  j(S f)P j ~P ]q
1A1=q

Lp
 C

0@X
j0
2jX
`= 2j

M

jdet Ajj
 ~ A jB `  f q=
1A1=q

Lp
= C

0@X
j0
2jX
`= 2j

M

jdet Ajj
 ~ A jB `  f q=
1A=q

1=
Lp=
 C

0@X
j0
2jX
`= 2j
jdet Ajjq
 ~ A jB `  f q
1A=q

1=
Lp=
= C

0@X
j0
2jX
`= 2j
[jdet Ajj
 ~ A jB `  f ]q
1A1=q

Lp
= C kfkF;qp (AB) :
Para probar la acotabilidad de T supongase que s = fsQgQ 2 f;qp y f = T s =P
Q2QAB sQ Q. Entonces,
( ~ A jB `  f)(x) =
j+1X
i=j 1
X
m(`;i)
X
Q2Qi;m
sQ( ~ A jB `   Q)(x);
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Donde la suma
Pj+1
i=j 1
P
m(`;i) tiene a lo mucho 11 terminos por el Lema 4.3.4 (ver
tambien la Nota 4.3.5). Para x 2 Q y Q 2 Qi;m, el Lema 4.3.1 da ~ A jB `  f(x)  j+1X
i=j 1
X
m(`;i)
X
Q2Qi;m
jsQj
 ~ A jB `   Q(x)
 C
j+1X
i=j 1
X
m(`;i)
X
Q2Qi;m
jsQj jQj
 1=2
(1 + 2i jx  xQj)N
 C 0
j+1X
i=j 1
X
m(`;i)
X
Q2Qi;m
jsQj jQj
 1=2
(1 + 2i
xQ0   xQ)N
= C 0
j+1X
i=j 1
X
m(`;i)
jQj 1=2 (s1;N )Q0Q0(x)
= C 0
j+1X
i=j 1
X
m(`;i)
X
Q2Qi;m
(s1;N )Q ~Q(x);
para todo N > 2 y porque Qi;m es una particion de R2. Con r = 1, sea N >
3max(1; 1=q; 1=p). Entonces, la estimacion previa y el Lema 4.4.9 da
kT skF;qp (AB)
=

0@X
j0
2jX
`= 2j
[jQj j 
 ~ A jB `  f ]q
1A1=q

Lp
 C

0@X
j0
2jX
`= 2j
2423j j+1X
i=j 1
X
m(`;i)
X
Q2Qi;m
(s1;N )Q ~Q
35q1A1=q

Lp
= C

0@X
j0
2jX
`= 2j
24 +1X
= 1
X
m()
X
Q2Q(j+);`(j+)
23(j+ )(s1;N )Q ~Q
35q1A1=q

Lp
 Cp;q
+1X
= 1
X
m()
2 3

0@X
j0
2jX
`= 2j
X
Q2Qj;`
[jQj;`j  (s1;N )Q ~Q]q
1A1=q

Lp
= C;p;q
s1;Nf;qp (AB)  C;p;q kskf;qp (AB) ;
donde en la penultima desigualdad usamos que
P+1
= 1
P
m() tiene un numero nito
de terminos y que Qj;` es una particion de R2.

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La siguiente es una reformulacion de la Nota 2.6 en [41] en el ambito de las \shearlets
en el cono".
Nota 4.4.12 Sean  (1);  (2) 2 S(R2) tales que  ^(1)1 ,  ^(1)2 y  ^(2)1 ,  ^(2)2 (y sus soportes
respectivos) esten denidos como en la Subseccion 4.2.3 y que veriquen (4.20) y (4.21).
Defnase F;qp (AB; (1)) y F
;q
p (AB; (2)) como en (4.28) con  (1) y  (2) en lugar de
 . Note que la prueba de la acotabilidad de T : f
;q
p ! F;qp de arriba requiere solo que
 2 S sea tal que  ^ verique (4.20) y (4.21) con supp  ^ como en la Subseccion 4.2.3.
De esta forma podemos aplicar el Lema 4.3.1 a  (1) y a  (2) y el Lema 4.3.4 al supp
 ^(1) y al supp  ^(2). Por lo tanto,
kfkF;qp (AB; (1)) =

X
Q2QAB
(S (2)f)Q 
(2)
Q

F;qp (AB; (1))

(S (2)f)Q
f;qp (AB)
 C 0 kfkF;qp (AB; (2)) :
Esto muestra que la denicion de F;qp (AB) es independiente de la eleccion de  2 S
siempre y cuando se satisfagan los requerimientos de la Subseccion 4.2.3.
4.5 La identidad con los marcos de Parseval suaves
Recientemente, Guo and Labate en [54] encontraron una forma de evitar el uso de
las funciones caractersticas en el dominio de Fourier (ver (4.25)) para restringir las
shearlets horizontales/verticales a sus respectivos conos. El uso de estas funciones
caractersticas afectan la suavidad de las shearlets en la frontera (aquellas con ` =
2j). Modican ligeramente la denicion de estas shearlets en la frontera en vez de
proyectarlas en el cono. Este nuevo sistemas de shearlets no es afn. Sin embargo, s
producen la misma teselacion de frecuencia que el de la Subseccion 4.2.3.
4.5.1 El nuevo sistema de shearlets suaves
Esta subseccion es un breve resumen de algunos de los resultados en [54] y la intencion
es mostrar la construccion de los marcos de Parseval suaves. Sea  en C1 una funcion
univariable tal que 0  ^  1, con ^ = 1 en [ 1=16; 1=16] y ^ = 0 afuera de [ 1=8; 1=8]
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(i.e.,  es una funcion de escala de una ondcula de Meyer re-escalada). Para  2 R^2,
sea ^() = ^(1)^(2) y W
2() = ^2(2 2)  ^2(). Se sigue que
^() +
X
j0
W 2(2 2j) = 1; for all  2 R^2:
Sea ahora v 2 C1(R) tal que v(0) = 1, v(n)(0) = 0 para todo n  1, supp v  [ 1; 1] y
jv(u  1)j2 + jv(u)j2 + jv(u+ 1)j2 = 1; juj  1:
Se sigue que, para cualquier j  0,
2jX
m= 2j
v(2ju m)2 = 1; juj  1:
Estas funciones tienen propiedades similares a aquellas de la Seccion 4.2.3, ver [54].
Con Vh(1; 2) = v(
2
1
), el sistema de las shearlets horizontales para L2(R2) se dene
como la coleccion numerable de funciones
f hj;`;k : j  0; j`j < 2j ; k 2 Z2g;
cuyos elementos se denen por su transformada de Fourier
( hj;`;k)
^() = jdet Ahj j=2W (2 2j)Vh(A jh B `h )e 2iA
 j
h B
 `
h k; (4.33)
donde Ah y Bh son como en la Subseccion 4.2.3. Similarmente, uno puede construir
el sistema de shearlets verticales como en la Subseccion 4.2.3. Para las shearlets en la
frontera sean j  1, ` = 2j and k 2 Z2, se dene
( hj;`;k)
^() = 2 
3
2
j  1
2W (2 2j)v(2j
2
1
  `)e 2i2 1A jh B `h k
para  2 Dh, y
( vj;`;k)
^() = 2 
3
2
j  1
2W (2 2j)v(2j
1
2
  `)e 2i2 1A jv B `v k
para  2 Dv. Para j = 0, ` = 1 y k 2 Z2 defnase
( h0;`;k)
^() =W ()v(
2
1
  `)e 2ik
para  2 Dh, y
( v0;`;k)
^() =W ()v(
1
2
  `)e 2ik
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para  2 Dv. Estas shearlets en la frontera son tambien C1(R^2) (ver [54]). Este nuevo
sistema no es afn ya que la funcion W no es invariante a la operacion shear. Sin
embargo, como ya se menciono, generan la misma teselacion de la frecuencia.
La nueva condicion de marco de Parseval es ahora escrita como (vease la prueba
del Teorema 2.3 en [54])
^()2 + 2X
d=1
X
j0
X
j`j<2j
 ^d(A jd B `d )2 +X
j0
X
`=2j
 ^(A jB `)2 = 1; (4.34)
para todo  2 R^2 y donde d = 1; 2 representa las direcciones horizontal y vertical, y
donde omitimos el subndice para las matrices de las shearlets en la frontera. Notese
que ahora no existen las funciones caractersticas como en (4.25).
4.5.2 La identidad de reconstruccion en S0
El objetivo es mostrar que, con los marcos de Parseval suaves del sistema de shearlets de
Guo y Labate en [54], T S es la identidad en S0 y, por tanto, en F;qp (AB). Primero
mostramos que cualquier f 2 S0 admite una descomposicion tipo Littlewood-Paley
con dilataciones shear anisotropicas, para lo cual seguimos [13]. Luego, mostramos la
identidad de reconstruccion en S0 siguiendo [42]. Denotamos ^ = (  1)^.
Lema 4.5.1 Sea f j;`;k : j  0; ` =  2j ; : : : ; 2j ; k 2 Z2g el sistema de shearlets suaves
que verica (4.34). Entonces, para cualquier f 2 S0,
f = f  ~  1  1+
2X
d=1
X
j0
X
j`j<2j
f  ~ d
A jd B
 `
d
 d
A jd B
 `
d
+
X
j0
X
`=2j
f  ~ A jB `  A jB ` ;
con convergencia en S0.
Demostracion. Como la transformada de Fourier F es un isomorsmo de S0, es
suciente mostrar que
f^() = f^()
(  1)^()2 + 2X
d=1
X
j0
X
j`j<2j
f^()
 ^d(A jd B `d )2
+
X
j0
X
`=2j
f^()
 ^(A jB `)2 ;
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converge en S0. Mostraremos esto solo para aquellas shearlets con j  0 (  1 es de
hecho una funcion de escala de una ondcula de Meyer). Supongase que f^ tiene orden
 m. Esto es, existen un entero n  0 y una constante C > 0 tal quehf^ ; gi  C sup
jjn;jjm
kgk; ; for all g 2 S;
donde kgk; = sup2R^2 jj
@g() denota la semi-norma usual en S para multi-ndices
 y . Entonces,hf^ ( A jB `)^2 ; gi = hf^ ; ( A jB `)^2 gi  C sup
jjn;jjm
( A jB `)^2 g
;
:
Como en el Lema 2.5 en [53], uno puede probar que
sup
jj=m
@ ( A jB `)^21  C2 jm:
As pues, por las condiciones sobre el soporte de ( A jB `)
^() (ver Subseccion 4.2.3)
sup
jjn;jjm
( A jB `)^2 g
;
 C sup
2R^2
"
(1 + jj)n sup
jjm
@ ( A jB `)^()2 sup
jjm
@g()#
 C sup
2supp( 
A jB ` )
^()
(1 + jj)n sup
jjm
@g()
 C sup
jjn+1;jjm
kgk; sup
2supp( 
A jB `)
^()
(1 + jj) 1
 C sup
jjn+1;jjm
kgk; (1 + 22j 4) 1  C2 2j ;
lo que prueba la convergencia en S0. La igualdad es una consecuencia directa de (4.34).

Lema 4.5.2 Sean g 2 S0 y h 2 S tales que
supp g^; supp h^  [ 1=2; 1=2]2B`Aj = QB`Aj :
Entonces,
g  h =
X
k2Z2
jdet Aj j g(A jB `k)h(x A jB `k);
con convergencia en S0.
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Demostracion. Supongase primero que g 2 S. podemos expresar g^ por su serie de
Fourier como
g^() =
X
k2Z2
jdet Aj j=2 e 2iA jB `k 
Z
QB`Aj
g^(!)  jdet Aj j=2 e2i!A jB `kd!

:
Por la formula de inversion de Fourier en R^2 se tiene
g^() =
X
k2Z2
jdet Aj j e 2iA jB `k  g(A jB `k);  2 QB`Aj :
ya que g^ tiene soporte compacto, g(A jB `k) tiene sentido (por el teorema de Paley-
Wiener). Como supp h^  QB`Aj , g  h = (g^h^)_,
g  h =
X
k2Z2
jdet Aj j g(A jB `k)[e 2iA jB `kh^()]_
=
X
k2Z2
jdet Aj j g(A jB `k)h(x A jB `k);
lo que prueba la convergencia para g 2 S. Para quitar esta suposicion se usa el mismo
argumento de regularizacion usual como en la prueba del Lema 4.4.8.

Teorema 4.5.3 Sea el sistema de shearlets f j;`;kg construido como en la Subseccion
4.5.1 tal que sea un marco de Parseval suave que verica (4.34). La composicion de
los operadores de analisis y sntesis T  S (ver (4.30) para las deniciones) es la
identidad
f =
X
Q2QAB
hf;  Qi Q;
en S0.
Demostracion. Identifquese P con (j; `; k) y escrbase f  ~ A jB `(A jB `k) =
f  ~ A jB `(xP ) = jdet Ajj=2 hf;  P i, como en(4.27). Tambien, como en la Seccion
4.3.1,  A jB `(x A jB `k) =
det Aj=2 P (x). Sean g = f  ~ A jB ` y h =  A jB ` .
Por construccion, el soporte de ( j;0;k)
^() es un subconjunto de QAj , esto implica
supp( j;`;k)
^()  QB`Aj . Por tanto, el Lema 4.5.2 da
f  ~ A jB `   A jB ` =
X
k2Z2
hf;  j;`;ki j;`;k
=
X
P2Qj;`
hf;  P i P :
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Sumando apropiadamente sobre d = 1; 2, j  0 y ` =  2j ; : : : ; 2j , el Lema 4.5.1 da el
resultado.

4.6 F1;q1p1 y F
2;q2
p2
(AB)
En esta seccion relacionamos los espacios clasicos diadicos y los altamente anisotropicos
al probar inclusiones de los espacios Triebel-Lizorkin clasicos (isotropicos diadicos) in-
homogeneos en los recien denidos espacios Triebel-Lizorkin shear anisotropicos in-
homogeneos (y viceversa) para ciertos parametros de suavidad. Tambien mostramos
que hay sucesiones de funciones cuya norma en los espacios shear anisotropicos (resp.
diadicos) esta acotada por arriba y por abajo pero cuya norma en los espacios diadicos
(resp. shear anisotropicos) se desvanece. Sean A y B como en la Subseccion 4.2.3.
Empezamos con algunas deniciones concernientes a los espacios clasicos diadicos
(ver Seccion 12 en [41]). Sean '; ;; las funciones de analisis y sntesis de la trans-
formada ' de Frazier y Jawerth. Entonces, '; ; y  satisfacen: 1) '; ;; 2 S,
2) supp '^, supp ^  f 2 R^2 : 12  jj  2g y supp ^, supp ^  f 2 R^2 : jj  2g,
3) j'^()j ;
^()  c > 0 si 35  jj  53 y ^() ; ^()  c > 0 if jj  53 , y 4)
~^()^() +
P
2Z+ '^(2
 )^(2 ) = 1. Sea D+ el conjunto de cubos diadicos con
l(Q)  1 donde l(Q) es la longitud del lado del cubo Q.
Para  2 R, 0 < q  1, 0 < p < 1, el espacio (diadico) inhomogeneo de Triebel-
Lizorkin F;qp es la coleccion de todos las f 2 S0 tales que (ver el Lema 12.1 en [41] para
una discusion sobre los ndices de dilatacion)
kfkF;qp = k  fkLp +

 1X
=1
(2 j'  f j)q
!1=q
Lp
<1;
donde '(x) = 2
2'(2x).
Para  2 R, 0 < q  1, 0 < p < 1, el espacio de sucesiones inhomogeneo de
Triebel-Lizorkin f;qp es la coleccion de todas las sucesiones con valores complejos s
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tales que
kskf;qp =

0@ X
Q2D+
(2 jsQj ~Q)q
1A1=q

Lp
<1;
donde ~Q(x) = jQj 
1
2 Q(x) es la funcion caracterstica normalizada en L
2 de Q 2 D+.
Sea s = fsQgQ, en donde identicamos Q con el par (; k) 2 Z+  Z2. Para
0 < r  1 y  > 0, defnase la sucesion sr; = f(sr;)QgQ2D+ por
(sr;)Q0 =
0@ X
Q:l(Q)=l(Q0)
jsQjr
(1 + l(Q0) 1
xQ   xQ0)
1A1=r ;
ver p. 48 de [41] y comparar con la sucesion denida de manera similar en la Subseccion
4.4.2.
4.6.1 Las inclusiones
Empezamos con un resultado sobre casi ortogonalidad de funciones bajo las dilataciones
shear anisotropicas y diadicas.
Lema 4.6.1 Sean  ;' 2 S. Para j  0 y j`j  2j,Z
R2
 (B`Aj(x  y)) '(22jy) dy  CN2 3j
(1 + 2j jxj)N ;
para cada N > 2.
Demostraciones. Como  ;' 2 S,Z
R2
 (B`Aj(x  y)) '(22jy) dy
.
Z
R2
1
(1 + jB`Aj(x  y)j)N
1
(1 + j22jyj)N dy:
Defnanse los conjuntos
E1 = fy 2 R2 : jyj > jxj =2g
E2 = fy 2 R2 : jyj  jxj =2g:
Si y 2 E1, 1 + 2j jxj  1 + 2j+1 jyj  2(1 + 22j jyj). Cuando y 2 E2, 12 jxj  jxj   jyj 
jx  yj. Entonces, por el Lemma 4.3.2
4(1 +
B`Aj(x  y))  1 + 4 B`Aj(x  y)  1 + 4  2j 1 jx  yj  1 + 2j jxj :
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As,
Z
R2
 (B`Aj(x  y)) '(22jy) dy
. 1
(1 + 2j jxj)N
Z
E1
1
(1 + jB`Aj(x  y)j)N dy
+
1
(1 + 2j jxj)N
Z
E2
1
(1 + 22j jyj)N dy
.

2 3j
(1 + 2j jxj)N +
2 4j
(1 + 2j jxj)N

. 2
 3j
(1 + 2j jxj)N ;
para cada N > 2.

Teorema 4.6.2 Sea 1; 2 2 R, 0 < q  1, 0 < p < 1 y  > 2max(1; 1=q; 1=p). Si
32 +
1
q +  < 21,
F1;qp ,! F2;qp (AB):
Demostracion. Para acortar la notacion escribimos F1 = F
1;q
p , f1 = f
1;q
p y F2 =
F2;qp (AB). De hecho probaremos que, para f =
P
Q2D+ sQ'Q 2 F1,
kfkF2 .
s1;f1 . kskf1 . kfkF1 ;
donde, por supuesto, la desigualdad que nos interesa probar es la primera y las ultimas
dos se prueban en [41], en donde la segunda desigualdad requiere la condicion  >
2maxf1; 1=q; 1=pg. De las condiciones del soporte compacto de (';k)^ y ( ~ A jB `)^ y
sus expansiones diadicas y shear anisotropicas, respectivamente, se tiene formalmente
~ A jB `  f =
2jX
=2j 5
X
k2Z2
s;k ~ A jB `  ';k:
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Por lo tanto, escribiendo ~ A jB `(x) = jdet Ajj ~ (B`Ajx) y ';k(x) = 2'(2x k), el
Lema 4.6.1 da
kfkF2 =

0@X
j0
23j2q
X
j`j2j
[

2jX
=2j 5
X
k2Z2
s;k ~ A jB `  ';k()
]q
1A1=q

Lp
.

0@X
j0
23j2q
X
j`j2j
[

X
k2Z2
s2j;k ~ A jB `  '2j;k()
]q
1A1=q

Lp
.

0@X
j0
23j2q
X
j`j2j
[
X
k2Z2
js2j;kj 2
2j
(1 + 2j j+ 2 2jkj)N ]
q
1A1=q

Lp
;
para cada N > 2. Sea  > 2max(1; 1=q; 1=p). Siguiendo la prueba de la segunda parte
del Teorema 4.4.11, si x 2 Q y Q 2 D2j ,X
k2Z2
js2j;kj 22j
(1 + 2j jx  2 2jkj)
=
X
k2Z2
js2j;kj 22j  2j
2j(1 + 2j jx  2 2jkj)  2
j
X
k2Z2
js2j;kj 22j
(1 + 22j jx  2 2jkj)
. 2j
X
Q2D2j
jQj  12 (s1;)QQ(x) = 2j X
Q2D2j
(s1;)Q ~Q(x);
ya que D2j es una particion de R2. As,
kfkF2 .

0@X
j0
23j2q(2j+1 + 1)[2j
X
Q2D2j
(s1;)Q ~Q()]q
1A1=q

Lp
.

0@X
j0
X
Q2D2j
[2
3j2+
j
q
+j (s1;)Q ~Q()]q
1A1=q

Lp
.

0@X
j0
X
Q2Dj
[2
3j2=2+
j
2q
+j=2 (s1;)Q ~Q()]q
1A1=q

Lp
.

0@ X
Q2D+
[jQj 12 (s1;)Q ~Q()]q
1A1=q

Lp
=
s1;f1 ;
ya que 2
3j2=2+
j
2q
+j=2  2j1 = jQj 12 para un Q 2 Dj . Siguiendo la prueba del
Lema 2.3 en [41] se obtiene
s1;
f1
. kskf1 (con la restriccion sobre ), y del Teorema
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2.2 en [41], kskf1 . kfkF1 , lo que naliza la prueba. 
Teorema 4.6.3 Sean 1; 2 2 R, 0 < q  1, y 0 < p <1. Si 21+2 min(1; 1=q) 
32,
F2;qp (AB) ,! F1;qp :
Demostracion. Para acortar la notacion escrbase F1 = F
1;q
p , F2 = F
2;q
p (AB) y
f2 = f
2;q
p . Supongase f =
P
P2QAB sP P 2 F2 y sea  > 3max(1; 1=q; 1=p). De las
condiciones de soporte compacto de ('2 )
^ y ( j;`;k)^, j  b=2c. As, escribiendo
 ;`;k(x) = jdet Aj=2  (B`Ax  k) y '22 (x) = 24'(22x),
kfkF1 =

0@X
0
(jQ j 1=2 j'2  f()j)q
1A1=q

Lp
.

0@X
0
21q(

X
j`j2b=2c
X
k2Z2
sb=2c;`;k  '2   b=2c;`;k()
)q
1A1=q

Lp
.

0@X
0
221q(

X
j`j2
X
k2Z2
s;`;k  '22   ;`;k()
)q
1A1=q

Lp
.

0@X
0
221q(
X
j`j2
X
k2Z2
js;`;kj  2
 3  24  23=2
(1 + 2 j  A B `kj)N )
q
1A1=q

Lp
;
para cada N > 2, por el Lema 4.6.1. Continuando como en la segunda parte de la
demostracion de Teorema 4.4.11,
kfkF1 .

0@X
0
221q+q(
X
j`j2
X
P2Q;`
jsP j  jP j
 1=2
(1 + 2 j   xP j)N )
q
1A1=q

Lp
.

0@X
0
2q(21+1)[
X
j`j2
X
P2Q;`
(s1;N )P ~P ()]q
1A1=q

Lp
:
En este punto no se puede usar el argumento de \particion de R2" ya que
P
j`j2P
P2Q;` ~P (x) no es una particion de R2. As pues, si 0 < q  1 usamos la desigualdad
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q-triangular ja+ bjq  jajq + jbjq o la desiguladad de Holder si 1 < q para obtener
kfkF1 .

0@ X
P2QAB
[2(21+2 min(1;1=q))
(s1;)P  ~P ()]q
1A1=q

Lp
.

0@ X
P2QAB
[jP j 2 (s1;)P  ~P ()]q
1A1=q

Lp
=
s1;f2 :
Por el Lema 4.4.9 y el Teorema 4.4.11 la prueba esta completa.

4.6.2 Mas relaciones
Un cubo diadico en la escala  se denotara por Q y un cuadrilatero anisotropico en la
escala j se denotara por Pj .
Teorema 4.6.4 Sean 1; 2 2 R, 0 < q1; q2  1 y 0 < p1; p2 < 1. Entonces,
existen sucesiones de funciones ff (j)gj0 tales que
f (j)
F
2;q2
p2
(AB)
 1, pero quef (j)
F
1;q1
p1
! 0, j !1, cuando 3(2   1=p2) > 2(1   1=p1) + 1.
Demostracion. Para j  0, sea Pj = Pj;0;0 y denir s(j) = fs(j)Q gQ2QAB de manera
que
s
(j)
Q =
(
0 si Q 6= Pj
jPj j2 
1
p2
+ 1
2 si Q = Pj
)
:
Entonces,
s(j)
f
2;q2
p2
= 1, para todo j  0. As, f (j)(x) = PQ2QAB s(j)Q  Q(x) =
jPj j2 
1
p2
+ 1
2  j;0;0(x) 2 F2;q2p2 (AB) con
f (j)
F
2;q2
p2
 1. De las condiciones sobre el
soporte compacto de '^ y  ^ se tiene que el soporte de ( j;0;0)
^ se solapa con el soprte
de (';0)
^ solo cuando 2j   5   < 2j. As, como f (j)  '22j  = 22j f (j)  ';0 y
suponiendo  = 2j, el Lema 4.6.1 daf (j)  '2 (x) = Z
R2
jPj j2 
1
p2
+ 1
2 jdet Ajj=2  (Aj(x  y))24j'(22jy)dy

 2 3j(2  1p2+ 12 )+
3j
2
+4j
Z
R2
 (Aj(x  y)) '(22jy) dy
. 2
 3j(2  1p2 )+j
(1 + 2j jxj)N ;
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4.6 F1;q1p1 y F
2;q2
p2 (AB)
para todo N > 2. Entonces, para N tal que Np1 > 2, se tiene
f (j)
F
1;q1
p1
=

0@ 2j 1X
=2j 5
[21
f (j)  '2 ]q1
1A1=q1

Lp1
 CN;q1
 Z
R2
22j1p1  [2
 3j(2  1p2 )+j ]p1
(1 + 2j jxj)Np1 dx
!1=p1
= CN;q12
2j1 3j(2  1p2 )+j 
2j
p1 ;
que tiende a 0 conforme j !1 si 2(1   1p1 ) + 1 < 3(2   1p2 ).

Teorema 4.6.5 Sean 1; 2 2 R, 0 < q1; q2  1 y 0 < p1; p2 <1. Entonces, existen
sucesiones de funciones ff ()g0 tales que
f ()
F
1;q1
p1
 1, pero que f ()
F
2;q2
p2
(AB)
!
0,  !1, cuando 21   4=p1 > 32 + 1=q2   2=p2.
Demostracion. Para   0, sea Q = Q;0 2 D+ y denir s() = fs()Q gQ2D+ de
manera que
s
()
Q =
(
0 si Q 6= Q
jQ j
1
2
  1
p1
+ 1
2 si Q = Q
)
:
Entonces
s()
f
1;q1
p1
= 1, para todo   0. As, f ()(x) = PQ2D+ s()Q 'Q(x) =
jQ j
1
2
  1
p1
+ 1
2 ';0(x) 2 F1;q1p1 con
f ()
F
1;q1
p1
 1, para todo   0. Con los mis-
mos argumentos sobre las condiciones del soporte de (';0)
^() y ( j;`;0)^() podemos
asumir  = 2j y se obtiene
f (2j)   A jB `(x) = Z
R2
s2j;02
2j'(22jy) jdet Ajj  (B`Aj(x  y))dy

 2 4j(
1
2
  1
p1
+ 1
2
)+2j+3j
Z
R2
 (B`Aj(x  y)) '(22jy) dy
. 2
 4j(1
2
  1
p1
)
(1 + 2j jxj)N ;
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para cada N > 2, por el Lema 4.6.1. Entonces, para N > 2 tal que Np2 > 2,
f (2j)
F2
.

0@X
j`j2j
[jPj j 2
f2j   A jB `]q2
1A1=q2

Lp2
.
0@Z
R2
(
X
j`j2j
[23j2
2
 4j(1
2
  1
p1
)
(1 + 2j jxj)N ]
q2)p2=q2dx
1A1=p2
=
 Z
R2
((2j+1 + 1)[
2
j(32 4(12   1p1 ))
(1 + 2j jxj)N ]
q2)p2=q2dx
!1=p2
. 2j(32 4(
1
2
  1
p1
)+ 1
q2
)
Z
R2
1
(1 + 2j jxj)Np2 dx
1=p2
. 2j(32 4(
1
2
  1
p1
)+ 1
q2
)  2 
2j
p2 ;
que tiende a 0, cuando j !1, si 32   4(12   1p1 ) + 1q2   2p2 < 0.

4.7 Pesos
Para extender este trabajo al caso de pesos w 2 A1 = [p>1Ap, se pueden seguir [14]
y [13]. Los espacios F;qp (AB) y f
;q
p (AB) se denen con las cuasi normas Lp(w). Para
la version con pesos de la desigualdad Feerman-Stein referimos al lector a [3] o a
la Nota 6.5 del Captulo V en [44]. Se a~nade w 2 Ap0 al enunciado del Lema 4.4.9
y N se escoge tal que N > 3max(1; r=q; rp0=p). Para el Teorema 4.4.11 uno a~nade
w 2 A1. Para su prueba,  debe escogerse tal que 0 <  < min(p=p0; q) y N tal que
N > 3max(1; 1=q; p0=p).
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