We establish a new upper bound for the bracketing entropy of the class
Introduction and Main Result.
Let F d denote the collection of all (probability) distribution functions F on R d . Thus F ∈ F d if and only if there is a random variable X = (X 1 , . . . , X d ) with values in R d defined on some probability space (Ω, A, P ) and [4] , page 265; or see e.g. Breiman [9] , page 27, for analogous properties if distribution functions are defined, alternatively, by F (x) = P (X < x).) It follows from the above that F d is a subclass of the collection BV H (R d ), the class of all functions of bounded variation in the sense of Hardy-Krause (see Clarkson and Adams [13] , page 825, and Hildebrandt [20] , chapter 3, for the case d = 2). [Most of the current literature on functions of bounded variation on R d seems to concern the classes BV (R d ) ≡ BV T (R d ) of bounded variation in the sense of Tonelli (see Clarkson and Adams [13] and Ziemer [30] , chapter 5, definition 5.5.1, page 220, and his historical note 5.1, page 280.
This means that every F ∈ F d satisfies: (i) (non-negativity). For finite intervals
For some recent developments concerning these (larger) classes of functions see e.g. Cohen, DeVore, Petrushev and Xu [15] , Cohen, Dahmen, Daubechies and DeVore [14] , Wojtaszczyk [29] , and Pe lczyński and Wojciechowski [22] .] Gao and Wellner [19] recently established upper and lower bounds for the metric entropy and bracketing entropy of the class of d-dimensional bounded monotonic functions under L p norms.
For any subset F of a normed space of real-valued functions f : X → R on some set X with norm · , the covering number N ( , F, · ) is the minimal number of balls {g : g − f < } of radius needed to cover F. The entropy (without bracketing) is the logarithm of the covering number. Given two functions l and u from X to R, the bracket [l, u] is the set of all functions f with l ≤ f ≤ u (pointwise). An −bracket is a bracket with u − l < . The bracketing number N [ ] ( , F, · ) is the minimal number of −brackets needed to cover F. The entropy with bracketing is the logarithm of the bracketing number. (The upper and lower functions u and l involved in the definition of a bracket need not belong to F themselves, but are assumed to have finite norms.)
The classes F d of d−dimensional distribution functions F : R d → [0, 1] arise naturally in many statistical contexts and problems, especially involving censored data. As is now well-known the rate of growth of the (bracketing) entropy of the parameter space determines rates of convergence of estimators; see e.g. Birgé [5] and Birgé and Massart [6] , van de Geer [27] , van der Vaart and Wellner [28] . The bounds obtained in our main theorem below will be used to establish rates of convergence in several multivariate statistical problems involving F d as a parameter space in Song and Wellner [25] .
The following theorem gives an upper bound for the entropy with bracketing of the class F d , thereby generalizing the result for d = 1 due to van de Geer [26] , who adapted the methods of Birman and Solomjak [7] . See van der Vaart and Wellner [28] , Theorem 2.7.5, page 159, for an accessible proof of the result of van de Geer. Theorem 1.1. Let F d be the class of distribution functions on R d . Then for every probability measure Q, and r ≥ 1,
where K is a constant only depending on r and d.
It is well-known that a distribution function on R d determines a probability measure on R d , and further that a generalized distribution function (as in (iii) above but with the limit of 1 as max{x i } → ∞ replaced by a finite constant M ) corresponds to a finite positive measure. By virtue of the Jordan decomposition of a finite signed measure as the difference of two positive measures (see e.g. Cohn [16] , page 125), a function of bounded variation on R d in the sense of Hardy-Krause can always be represented as the difference of two (generalized) distribution functions. [For the special case of this when d = 2, see Adams and Clarkson [1] , Theorem 6, page 718.] Thus the entropy bound of theorem 1 is also valid (with different constants) for bounded subsets of the class BV H (R d ).
The result of Theorem 1 should be compared with known bounds for the uniform entropy of the class F d . Note that the VC-index of the class of functions
By Theorem 2.6.7 in van der Vaart and Wellner [28] , an upper bound for the covering numbers for the class H d is
for any probability measure Q. It follows from Theorem 2.6.9 of van der Vaart and Wellner [28] and from Carl [10] that
, where convH d is the closed convex hull of H d . The class F d is contained in convH d . While the uniform entropy bound in (1.2) agrees with Theorem 1 in the case d = 1, it differs from (and is fundametally larger than) the bound given in Theorem 1 for d ≥ 2. Although Dudley [17] , page 326, shows that the exponent in the general convex hull results of Carl [10] , Carl, Kyrezi and Pajor [11] , Gao [18] , and van der Vaart and Wellner [28] , Theorem 2.6.9, page 142 (which was based on earlier work of Ball and Pajor [2, 3] and Pisier [23] ) is sharp in a particular case, it seems that it is far from sharp in general, and in particular for F d . Recently, Blei, Gao and Li [8] proved that under the L 2 = L 2 (λ) norm (where λ = Lebesgue measure), the metric entropy of the class
for d > 2, and
for d = 2. These inequalities show that the bound given in our Theorem 1 cannot be improved in general beyond a factor of [log(1/ )] γ with 1/2 ≤ γ ≤ 1. Blei, Gao and Li [8] (remark 4.1, page 4017) mention the problem of obtaining bounds for log N ( ,
g. van der Vaart and Wellner [28] , page 84), our Theorem 1 implies, in particular (with Q = λ, Lebesgue measure on [0, 1] d ) that, for r ≥ 1 and 0 < < 1,
We do not know if the power d of the logarithmic term can be improved to
2. Proof of Theorem 1.1. In this section, we prove Theorem 1.1. The proof is divided into five steps:
Step 1. This step reduces the argument from distribution functions on
Step 2. This step involves construction of partitions of [0, 1] d and counting the number of possible partitions.
Step 3. In this step we construct one-sided brackets and show that they have size bounded by a constant times .
Step 4. This step involves counting the number of possible one-sided brackets.
Step 5. This final step involves combining the pieces in Steps 1-4.
Proof.
Step 1. Reduction step. Let G d denote the collection of all distribution functions concentrated on [0, 1] d (i.e. corresponding to the distributions of random vectors V = (V 1 , . . . , V d ) with V ∈ [0, 1] d with probability 1). Our first step will be to show that we can reduce to finding a bound for log
, be the marginal distribution functions corresponding to the joint distribution function Q : R d → [0, 1]; thus (in a slight abuse of notation)
i : (0, 1) → R be the corresponding marginal quantile functions:
Note that by Sklar's theorem (Schweizer [24] ) or (Nelsen [21] ), there exists a d-dimensional copula C such that
. On the other hand, by (2.4),
We can also write
) with respect to L r (P ) for the probability measure P with distribution function C which is the joint distribution of (U 1 , . . . , U d ) such that (2.5) is satisfied. That is 
Now, consider the "upper bracket". Let
is an "upper bracket" for F , and it follows that
is a 2 -bracket. This implies that to find an upper bound for the left side of (1.1) it suffices to find an upper bound for the bracketing entropy for the class of distribution functions G d on [0, 1] d with the L r (P )-metric where the probability measure P on [0, 1] d has a distribution function C with uniform marginal distributions. This completes step 1 of the proof.
Step 2. Construction of partitions and counting the partitions. We say that F L is an −left bracket for
and F R − F P,r ≤ . To obtain an upper bound for the bracketing numbers for the class G d , the key is to define left and right brackets and count the number of left and right brackets needed to cover G d . As in the proof of Theorem 2.7.5 in van der Vaart and Wellner [28] (which is based on van de Geer [26] who, in turn, used results and methods of Birman and Solomjak [7] ), the idea here is based on different levels of partitioning of the unit square [0, 1] d . At each level of partitioning, the class G d is partitioned into finitely many subsets. Then we construct left and right brackets, so that they have size (proportional to) , and find an upper bound for the total number of brackets.
and is defined recursively as follows: Define
where
where k ∈ {1, . . . , d}. Then the partition P k i+1 is obtained from P k i by dividing all these intervals [u length. The partition P i+1 is obtained by forming
k,j−1 , and
This shows again that i+1 ≤ c i . On the other hand, let [u
k,j ) be an interval in the partition P k i that satisfies (2.8) and
It follows from the definition of i+1 that
Hence, we have
k be the total number of intervals on all of the d axes in the partition P i . Let s i = n i+1 − n i be the number of intervals in P i that are divided to obtain P i+1 . It follows from the definitions of s i , i and the Hölder's inequality (with p = (r + 1)/r and q = r + 1) that
This implies that
Consequently,
Note that, by (2.9),
This implies that Then, we have
It follows that
Hence,
The above partitions P 0 ⊂ P 1 ⊂ · · · are generated by a fixed function F ∈ G d . Two d-dimensional distribution functions F and G are said to be equivalent at level i if their partitions up to the ith level are the same. Note that a sequence of partitions P 0 ⊂ P 1 ⊂ · · · ⊂ P i is fixed if the sequences of partitions
, are fixed, and vice versa. As we continue the partitioning process, the class G d is equivalently partitioned into a finite number of subsets. Let L denote the first such level of partitioning that r L (F ) ≤ r+1 for every F in that subset of G d . For each subset and i, define˜
where F ranges over the subset of G d in the final level partition. As F ranges over G d , the marginal distribution functions F k (u k ), where k = 1, . . . , d, will range over the class of all univariate distribution functions. Note that the number of intervals along the d axes n 0 ≤ n 1 ≤ · · · ≤ n i only depends on the sequence of partitions
Thus, the i in the inequality (2.10) can be replaced by˜ i . To obtain the upper bound for bracketing number
, we first count the upper bound for the total number of different final partitions. By definition of the L-th level partition, we know that there exists a function
Since n L ≤ 2n L−1 , we then have
where C(r) ≡ 2C (r) = 4d 1 − (1/2) 1/(r+1) −2 . Note that (2.11) also holds for n
≤ C/ is the same as the number of ways of choosing L numbers from {2, 3, . . . , C/ }, and this is bounded by C/ L which is, in turn, bounded by 2 C/ . Thus, the number of sequences n 0 ≤ n 1 ≤ · · · ≤ n L ≤ C/ is bounded by 2 dC/ . For a given sequence n 0 ≤ n 1 ≤ · · · ≤ n L , the number of ways to obtain P i+1 from P i is
, which is bounded by 2 n i . Thus, the total number of different final partitions of the form
This completes step 2 of the proof.
Step 3. Construction of left brackets and showing they have the right size. We now define the bracket [ 
Thus, we have, using the inequality |(
(which follows from Jensen's inequality),
by the remark following (2.11). Here we have also used the fact that the 
for k = 1, . . . , d. The inequality (2.12) implies that the brackets [F l , F r ] have the right size. This completes step 3 of the proof.
Step 4. Counting the number of possible left brackets. Now we count how many brackets can be constructed on the final stage partition P L when F ranges over the subsets of G d for a given sequence of partitions
This is the most difficult part of the proof. It will proceed by proving the desired result for d = 2, and then extending the bounds to general d ≥ 2 by induction.
To find the number of left brackets that can be constructed on a fixed P L is equivalent to finding the number of sequences l j 1 ...
We label the corners of each of these rectangles by the vectors of integers (j 1 , . . . , j d ) with j k ∈ {0, 1, . . . , n ). As F varies over the equivalence class of distribution functions F in G d corresponding to P L , the collection
d,J denotes an equivalence class corresponding to P L , and we have already determined a bound for the total number of such classes. In the following, we first consider the two-dimensional case, d = 2. Then we bound the numbers N (L) d,J by induction. By our definitions and choice of partitions, we know that when d = 2,
1 }}, and {l j 1 ,M 2 :
. Let M be the number of possible collections
. We first find an upper bound for M . For a fixed collection {l j 1 ,j 2 :
imsart-aos ver. 2007/09/18 file: DFSbracket-v8.tex date: March 27, 2008 On the other hand,
Thus, ∆ j 1 ,j 2 ,M 1 ∈ {−1, 0, 1, . . . , 1/ + 1} since ∆ j 1 ,j 2 ,M 1 is an integer by definition, and
Similarly, we can show that for any 1 < j 1 < j 1 ,
This implies that for some ∆ j 1 ,j 2 ,M 1 = −1 and ∆ j 1 ,j 2 ,M 1 = −1 with j 1 < j 1 and no more −1 in between, there must exist a j 1 < j 1 < j 1 such that ∆ j 1 ,j 2 ,M 1 ≥ 1. If j 1 is the smallest integer with ∆ j 1 ,j 2 ,M 1 = −1, then there must exist an integer j 1 with j 1 < j 1 such that ∆ j 1 ,j 2 ,M 1 ≥ 1 because
Thus, for each ∆ j 1 ,j 2 ,M 1 = −1, there exists a j 1 < j 1 such that ∆ j 1 ,j 2 ,M 1 ≥ 1 and we can take the following transform at the same time:
i.e. if there is a transform as (2.13) for a j 1 ,M 1 and ∆ j 1 ,j 2 ,M 1 , let a j 1 ,M 1 = a j 1 ,M 1 − 1 and ∆ j 1 ,j 2 ,M 1 = ∆ j 1 ,j 2 ,M 1 + 1; if there is a transform as in (2.14)
After the above transform, we have a j 1 ,M 1 ≥ 0 (a j 1 ,M 1 ≥ 1 by definitions of a j 1 ,M 1 and ∆ j 1 ,j 2 ,M 1 = −1), ∆ j 1 ,j 2 ,M 1 = −1 + 1 = 0, a j 1 ,M 1 ≥ 1 since a j 1 ,M 1 ≥ 0, and ∆ j 1 ,j 2 ,M 1 ≥ 0 since ∆ j 1 ,j 2 ,M 1 ≥ 1. For each pair ∆ j 1 ,j 2 ,M 1 and a j 1 ,M 1 , if there is no transform as in (2.13) and (2.14), let a j 1 ,M 1 = a j 1 ,M 1 and ∆ j 1 ,j 2 ,M 1 = ∆ j 1 ,j 2 ,M 1 . These tranformations are illustrated in Figure 1 and Table 1. . 0 1 2 3 4 5 6 7 7 7 7 7 7 7 7 8 1 3 5 7 9 10 12 14 14 14 15 15 
The distribution function F used to generate Figure 1 Then, for a collection {l j 1 ,j 2 : j 1 ∈ {0, 1, . . . , n
1 }}, we can decompose a j 1 ,j 2 as
Note that the number of possible collections {∆ j 1 ,j 2 ,M 1 : j 1 ∈ {1, 2, . . . , n 
after transformation analogous to (2.13) and (2.14), where
. Note that the number of possible
1 }}. Thus, the number of possible collections
for a fixed collection
We know that 0 = l
The number of possible sequences {a j 1 :
This is the case of counting of unordered arrangement with replacement, see Casella and Berger [12] , page 16. Thus, the number of possible sequences
is bounded by (2.15). For a fixed sequence 0 = l 0,n
, let
, and ∆
2 = 1/ . It follows from above proof that the number of possible collections
For fixed collections
and
we can also bound the number of all possible collections
:
≤ C/ , we need at most K refinement steps to complete this procedure with K−1 j=0 2 j + 1 ≤ C/ , and hence i.e. K ≤ log(C/ )/ log 2 ≤ (3/2) log(C/ ).
Using the equality (2.16) and the inequalities
it follows from the above argument that the number of possible sets
1 +∆
(1)
2 , ∆
From the above procedure to obtain the bound (2.17) for N
2,J , we can see that for a 0
We now generalize this result to the d-dimensional case by induction. That is, we prove that . Suppose that for a given 0 ≤ ∆ ≤ 1/ , we have
note that it holds for d = 3 by (2.18). As in the 2-dimensional case, we first consider two fixed sets
.
It is not hard to see that for d = 3
and, in general,
We also have
for 0 < j i < j i . This shows that if
then there exists some j
< j i , and ζ 1 > 0, . . . , ζ m > 0, where m ∈ {1, 2, . . . , j i − 1}, such that
Then we can take the following transform at the same time, 
, we do not make any change. Thus, we have a decomposition 
Similarly, define
We can obtain the following decomposition
by ( 
Again, as F varies over the equivalence class G 
Here
. imsart-aos ver. 2007/09/18 file: DFSbracket-v8.tex date: March 27, 2008 As in the proof for case d = 2, at most K ≤ (3/2) log(C/ ) refinement steps are needed to complete this procedure. In each refinement step, the number of possible collections is bounded by N This concludes the induction proof, and completes the proof of Step 4.
Step 5. Combining the pieces.Now, we have Similarly, the number of right brackets that can be constructed on a final partition P L as F ranges over the equvivalent class corresponding to P L for a given sequence of partitions P 0 ⊂ P 1 ⊂ · · · ⊂ P L has the same bound in (2.22). The total number of different final partitions of the form P 0 ⊂ P 1 ⊂ · · · ⊂ P L when F ranges over G d has been proven to be bounded by 2 (d+1)C . This shows that 
That is log
where K = 3C[(log 2)e (d+1)C (3eC/2) d−1 + e(C + 1)]·[(d+ 1) r−1 (2 r + dC)] 2/r . Combining this with the conclusion of the reduction step at the beginning of the proof yields the stated bound.
