In this paper the packing density of various layered permutations is calculated, thus solving some problems suggested by Albert, Atkinson, Handley, Holton & Stromquist [Electron. J. Combin. 9 (2002), #R5]. Specifically, the density is found for layered permutations of type [m 1 , . . . , m r ] when log(r + 1) ≤ min{m i }. It is also shown how to derive good estimates for the packing density of permutations of type [k, 1, k] when k ≥ 3. Both results are based on establishing the number of layers in near optimal permutations using a layer-merging technique.
Introduction
Let σ ∈ S n (the symmetric group of n letters) and π ∈ S m . The number of occurrences of π in σ is the number of m element subsets E of [n] := {1, 2, . . . , n} such that σ| E and π are isomorphic (as mappings of ordered sets). For instance the permutation 1374625 contains 5 occurrences of the permutation 1423, namely 1746, 1745, 1725, 3746 and 3745. Two quite different problems related to such permutation containment have been studied: the number (or characterization) of permutations not containing a given permutation (e.g. [2, 5, 6, 8] ) and the maximum number of containments of a given permutation [1, 4, 7] . It is the latter problem that will concern us in this paper.
Let us denote the number of times that π ∈ S m is contained in σ ∈ S n by ν(π, σ). If we divide this number by the total number of subsequences of σ of length m (for m ≤ n) we get the density of π in σ:
We say that a permutation σ ∈ S n is π-maximal if d n (π) = d(π, σ). It turns out that d n (π) is decreasing in n and hence it makes sense to define the packing density of π by
(this is proved in [1, Proposition 1.1], although the authors of that paper consider it a part of combinatorial folklore). In [1] the packing density is also defined for sets of permutations, however, none of the results of this paper pertain to this more general case.
Since the packing density problem seems to be quite difficult in general we restrict our attention to the packing density of layered permutations. We say that the permutation π ∈ S m is layered if there exist numbers m 1 , . . . , m r , the sum of which equals m, such that π starts with the m 1 first positive integers in reverse order, followed by the next m 2 positive integers in reverse order and so on. More specifically, we say that this permutation is of type [m 1 , . . . , m r ]. For instance 213654 is layered of type [2, 1, 3] . Notice that the type of a layered permutation uniquely determines the permutation. The nice thing about considering layered permutations is that W. Stromquist [7] proved:
Theorem (Theorem 2.2, [1]). Let π be a layered permutation. Among the π-maximal permutations of each length there will be one that is layered. Furthermore, if all the layers of π have size greater than 1, then every π-maximal permutation is layered.
In this paper we will only consider the packing density of layered permutations and therefore we introduce the following convention: Notation 1.1. Throughout this paper we denote by π a layered permutation of type [m 1 , . . . , m r ] and by m the sum m 1 + . . . m r . All other permutations are also assumed to be layered, unless specified to the contrary.
The central theme of the results in this paper is the number of layers in near π-maximal permutations. It was shown in [4] for some permutations the number of layers in π-maximal σ n ∈ S n is bounded as n → ∞ whereas for others it is unbounded (we say that these are of the bounded and unbounded type, respectively). Albert, Atkinson, Handley, Holton & Stromquist (hereafter referred to as AAHH&S) stated the following conjecture.
Conjecture 2.9 from [1] . Suppose that π is a layered permutation whose first and last layers have size greater than 1 and which has no adjacent layers of size 1. Then π is of the bounded type.
These authors showed that the conjecture is true when we consider only layered permutations with at most three layers [1, Proposition 2.8] or permutations with every layer of size two or greater [1, Theorem 2.7] . Also, in Proposition 2.10 they showed that the assumption on the first and last layers is necessary. Knowing that a permutation is of the bounded type has certain implications, in particular it allows us to estimate (and in principle, also to calculate the exact value of) the packing density by finding a maximum of a certain function introduced by Price in [4] (see Section 2 in this paper). Nevertheless, the bounds on the number of layer given by the previous finiteness results are so large that the electronic journal of combinatorics 9(2) (2002), #R1 they are virtually useless in determining the packing density. For instance, Theorem 2.7 of [1] implies that the number of layers in a π-maximal permutation for π of type [2, 3, 2] is less than 30 [1, p. 19] whereas AAHH&S suggested that the correct number in this case should be three. The contributions of this paper are two results which apply only to more limited classes of layered permutations, but conversely give optimal bounds for the number of layers in near π-maximal permutations.
Let us say that the layered permutation π is simple if there exists a sequence {σ n } with σ n ∈ S n such that every σ n has r layers and lim n→∞ d(π, σ n ) = d(π). It turns out that it is very easy to calculate the packing density of a simple permutation, see Lemma 3. 
where
In Lemma 3.5 we show that there exists a permutation with min{m i } ≤ log(r + 1) r log(1 + 1/r) which is not simple. This implies that the logarithmic bound in the previous theorem is asymptotically off by at most a factor of 1/ log 2.
Notice that Theorem 1.2 solves the packing density problem for layered permutations with two or three layers none of which is a singleton (i.e. has length 1). Since A. Price [4] has previously solved the packing density problem for permutations of the type [1, k] this means that the we now know how to handle all the two layer cases.
The (non-trivial) layered permutations with three layers not covered by the theorem are of type [ 
Recall that the first three of these were shown to be of the unbounded type in Proposition 2.10, [1] , which suggests that it will be difficult to calculate or estimate their packing density (it might be possible to handle the case [1, 1, k 1 ] as in [1, Proposition 2.4] but the generalization is not straightforward). Section 4 is devoted to a special case of the fourth type, [
We will show that permutations with a singleton layer are never simple; however, in some cases near π-maximal permutation can be chosen to have exactly one layer more than the packed permutation. More precisely, let us say that a permutation π is almost simple if it is not simple, but there there exists a sequence {σ n } with σ n ∈ S n such that every σ n has r + 1 layers and The structure of the rest of this paper is as follows: the tools for attacking packing density problems from [1, 4] 
Unfortunately it is not known whether the maximal number of layers in π-maximal permutations is the least s such that p s = d(π). However, this question turns out not to be important for us, since the contribution of possible extra layers is negligible anyway. Indeed, there is an obvious connection between the number of layers in an optimal partition and the number of "large" layers in near π-maximal permutations: 
and it is clear that π is simple.
Assume conversely that π is simple and let {σ i } be a sequence of permutations with r layers such that σ i ∈ S i and lim d(π, σ i ) = d(π). We can choose a subsequence of {σ i } such that n j (i)/i converges for j = 1, . . . , r, where n j (i) is the length of the j th layer of σ i . It is clear that λ j := lim i→∞ n j (i)/i defines an optimal partition.
In order to avoid writing out the m m 1 ,...,mr all the time we define an alternative to the p s function by
where all the λ's are positive and
On simple permutations
An intuitive guiding principle in searching for (near) π-maximal permutations is that they should be structured in a fashion similar to π. In the simplest case this principle suggests that the π-maximal permutation for the simple permutation π will have layers sizes proportional to those of π. The next lemma, which appears in Price's thesis, can easily be proved by fixing all but two variables and considering extreme points of the resulting (one parameter) expression.
Lemma 3.1 (Theorem 4.1, [4]). Suppose that π is simple with layers
is an optimal partition and hence
We now start the proof that certain permutations, namely those with quite long and not so many layers, are simple. We first need a general structure lemma. Both sides in this inequality contain a large number of terms, but most of them occur on both sides. Specifically, all terms that do not contain both λ k and λ k+1 appear on both sides. After canceling these terms and moving the remaining ones to the left hand side all that remains is
Either way we get
and we see that (λ 1 , . . . , λ k+1 , λ k , . . . , λ s ) is also an optimal permutation. This means that from an optimal partition with the layer sizes increasing till layer k we get an optimal partition with the layer sizes increasing till layer k + 1. Continung like this we get an optimal partition with layer sizes increasing throughout.
As was seen in the previous proof the sums over the λ's quickly become very complicated with double indices all over. In view of this we introduce the following notation:
be an increasing optimal partition and assume that s > r. Consider what happens when we merge the first two layers. Then
since s is minimal. Canceling equal terms and rearranging leaves
Let us first show that
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for s > r. It is easy to check this for s = r + 1 since the previous inequality then becomes
But here the left hand side has s − 2 terms, each of which is less than the product of the λ's on the right hand side, so this inequality is clear. It remains to handle the case s > r + 1. The case r = 2 is also easy, since (5) (3, r − 1)
(2, r − 1)
where the induction assumption is used twice for the second inequality. We then combine the estimate (5) with (4). This gives
Since the sum is not zero, we can divide it out, and all that remains is
Since the left hand side has its minimum at λ 1 = λ 2 (because λ 2 /λ 1 ≥ 1 and x → (1 + x) m 1 − x m 1 is increasing) this implies that 2 m 1 − 2 < r − 1, which contradicts the assumption of the theorem. This contradiction shows that the assumption s > r is false, hence s = r and π is simple, as claimed.
We next show that the assumption that the m k are increasing is not really essential! We start with a lemma. 
Proof. Let (λ k ) be an optimal partition. We have
where θ is a not necessarily layered permutation. It is easily seen that the permutation θ should be chosen so that the least λ k is raised to the least m j , the second to least λ k to the the electronic journal of combinatorics 9(2) (2002), #R1 second to least m j and so on. But this means that if (λ k ) is the increasing rearrangement of (λ k ) then
It therefore follows that
which was to be shown.
Proof of Theorem 1.2. The case min{m i } = 1 is trivial, since the condition of the theorem then implies that π has a single layer. Assume next that min{m i } > 1. Let π be the layered permutation whose layers are the increasing rearrangement of the layers of π, as in Lemma 3.4. It follows from the lemma that
On the other hand we know from Theorem 3.3 that π is simple, which means that it has an optimal partition with exactly r layers. But rearranging these layers gives a partition of unity which is a maximum of p r . This implies that
Let us next show that the logarithmic lower bound for min{m i } in the previous theorem is quite good, that is to say, off by only a constant. Indeed, since r log(1 + 1/r) → 1 as r → ∞ the ratio between the sufficient bound from Theorem 3. Proof. We know from Lemma 3.1 that all the layers in the optimal partition should be of the same size if π is simple. If this were the case then we would have q r = q r (1/r, . . . , 1/r) ≥ q r+1 (1/(r + 1), . . . , 1/(r + 1)).
Writing out this inequality gives r −rµ ≥ (r + 1)(r + 1) −rµ . Taking logarithms and solving for µ gives the inequality µ ≥ log(r + 1) r log(1 + 1/r) .
Since this inequality is not satisfied, we see that the assumption that π is simple is false.
We have seen in this section that the packing density can be calculated easily for many permutations. The most obvious and useful extension of these results would be to improve the bound log 2 (r + 1) ≤ min{m i } from Theorem 1.2. There are at least two reasons to think that this is possible. First, it seems intuitively clear that the case m i = µ for all i is the hardest one and therefore bounds in line with Lemma 3.5 would be more relevant. Second, the technique used in proving Theorem 3.3 was quite primitive since there is nothing particularly smart in just merging the first two layers.
Another interesting and quite simple development would be to improve inequality (5) terms on the right and left hand side, respectively. If this inequality would indeed hold then we would get quite a good estimate for the difference s − r even when π is not simple, namely s − r would be bounded from above by (r − 1)/(2 m 1 − 2). For instance this would imply that permutations with four or five non-singleton layers would be either simple or almost simple.
On almost simple permutations
In the previous section we saw how layered permutations without singletons are often simple in which case it is easy to calculate their packing density. Unfortunately, this approach does not work for layered permutations with singleton layers, since such permutations are never simple. Indeed, suppose that m i = 1 and that (λ 1 , . . . , λ r ) were an optimal partition with r layers. Then splitting the layer λ i = a + b into two layers a > 0 and b > 0 increases the density of the permutation, since it removes no occurrences of π but adds some new ones, namely those in which the i th layer of π occurs in the layer a and the i + 1 st layer of π occurs in the layer b as well as those in which the i th layer of π occurs in the layer b and the i − 1 st layer of π occurs in the layer a. In this section we show that the permutation of type [k, 1, k], though not simple, is almost simple if k ≥ 3 and that this gives us good estimates for its packing density. Let us first note that these permutations are of the bounded type by [1, Proposition 2.8] and hence the partition tools from Section 2 (and [4, 1] ) are applicable. As in the previous section we first need a structure lemma. 
First note that λ 1 ≥ λ 2 , since otherwise exchanging them increases the q s function. Next differentiate g with respect to d and consider the value of this derivative at d = 0. Since d = 0 is a maximum we find that
Since λ 1 ≥ λ 2 the factor in front of the first sum is positive, and therefore the factor in front of the second sum must be negative. But this means that kλ 2 ≤ λ 1 , which proves the second claim of the lemma since λ s ≥ kλ s−1 follows by symmetry. We move on to the proof of the first claim. Consider what happens if we swap λ i and λ i+1 :
Suppose that t is such that λ t is minimal and strictly less than λ t+1 (such t exists, by the what was just proved). Then λ
Using this in (7) for larger values of i shows that λ i ≤ λ i+1 for every i ≥ t. By symmetry this implies the first claim.
Proof of Theorem 1.3. Let (λ
be an optimal partition and assume that s ≥ 5. Let t be such that λ t is minimal and assume without loss of generality (by symmetry) that
Consider the effect of merging the layers λ t and λ t+1 . We have
Suppose first that λ t < λ t+1 . Then of the two positive terms on the right hand side of the equality sign the second one is larger then the first one, since the sum is larger by the swapping argument as in the proof of Lemma 4.1 (inequality (7)) and λ t < λ t+1 . This means that twice the second term minus the third term is positive, that is
If we ignore the second in the square brackets and use (λ t +λ t+1 )
this is seen to imply that
(1, 2).
Divide both sides by λ t λ
and use the definition of :
Then we use that every λ j occurring on the right hand side is at least as large as λ t−1 (by monotony, since j ≤ t − 1) and hence at least λ t+1 , since λ t−1 ≥ λ t+1 by assumption. Therefore the previous inequality implies that
Since k ≥ 3 we see that this inequality cannot hold unless t ≤ 2. Since t = 1 is ruled out by the inequality λ 1 ≥ kλ 2 we get t = 2. Let us next establish the conclusion t = 2 in the case λ t = λ t+1 , as well. If the second sum on the right hand side of the equality sign in (7) is larger than the first one then the argument goes exactly as above. Otherwise we relabel the λ i so that λ new i = λ s−i and take s − (t + 1) as new t. This swaps the sums, so the second sum is larger for the new λ's, and we get t = 2 as before. Note that the relabeling is permissible since the function q s is symmetric.
We have now shown that the second layer is minimal. It might seem that we could now argue by symmetry that the second to last layer is also minimal, after which it would be an easy task to finish the proof. However, the assumption λ t−1 ≥ λ t+1 that we made earlier, and that was central in the above argument, breaks the symmetry, and therefore we still have quite a bit of work left.
With the additional information t = 2 we return to (8) , which now becomes:
If λ 2 < λ 3 then the swapping argument at layers 2 and 3 (that is, (7) with i = 2) implies that λ
hence in particular λ s ≤ λ 1 . If λ 2 = λ 3 and (10) does not hold then we derive that s = 4 from (9) in the same way as we got t = 2 before. Therefore we may assume that (10) holds for λ 2 = λ 3 , too. Then (9) and (10) together imply that
It follows from this inequality that
Consider what happens if we merge the last two layers. As usual it follows from the inequality of the q s and q s−1 functions that
Let us use (10) in the sum on the left hand side for the terms with 4 ≤ j ≤ s − 2 as well as use (
λ s−1 and discard all the terms not involving λ 1 from the right hand side. This gives the inequality
From this we continue by using 1<j≤s 
Using λ s−1 ≤ λ s /k and dividing by λ
Using this in (11) and taking k th -roots gives
(we don't need the term s − 4 now, and since it is larger than 1 it was omitted). Solving for λ 1 gives
Next we derive an upper bound for λ 1 . Consider g(a) := q s (aλ 1 , bλ 2 , . . . , bλ s ), where b := (1 − aλ 1 )/(1 − λ 1 ). Since (λ j ) is an optimal partition g has a maximum at a = 1. Let us differentiate g:
It directly follows that k−(k+1)
≥ 0, which is to say that λ 1 ≤ k/(2k+1). Combining this with (15) implies that
Multiplying by the denominators and dividing by k leads to the inequality
Dividing by k + 1 and raising to the k th power gives
It is easily seen that (1 + 2/k) k is increasing in k and approaches e 2 < 8 as k → ∞, hence the inequality does not hold for k ≥ 8. We also get contradictions for the cases k = 4, . . . , 7 when we check the first inequality by calculator. These contradictions show that the assumption s ≥ 5 was false for k ≥ 4, which implies that s = 4, since s ≥ r+1 = 4 by what was proved at the beginning of this section.
For k = 3 inequality (16) holds, and we need to be a bit sneakier to get our contradiction. Let us take a second look at inequality (12):
As before this implies that
Let us use a different estimate for the sum on the right hand side for s = 5, specifically, we use λ i ≤ λ 1 /3 for i = 2, 3, which gives
the electronic journal of combinatorics 9(2) (2002), #R1 Remark 4.2. Notice how the case k = 3 in the previous proof is more complicated than the cases with larger k. This corresponds to the intuitive principle that similar size layers in π usually go together with more layers in the π-maximal permutation. Indeed, for k = 2 the situation becomes even more difficult: the initial conclusion that t = 2 is not easily achieved (along the above line of reasoning), and second, even using much sharper estimates than in the case k = 3 all that seems to come out is that s ≤ 5.
Let us next see how the above result regarding the number of layers in the optimal partition can be used to estimate easily the packing density of [k, 1, k] for k ≥ 3. 
Proof. For the lower bound choose λ 1 = λ 4 = k/(2k + 1) and λ 2 = λ 3 = 1/(4k + 2). In the expression
we see (as in the proof of Lemma 3.1) that the first term is bounded from above by k 2k /((2k + 1) 2k+1 ). For the second and third terms we use the bounds from the proof of the previous theorem: λ 1 ≤ k/(2k + 1) and λ 2 ≤ λ 1 /k ≤ 1/(2k + 1) and similarly λ 4 ≤ k/(2k + 1) and λ 3 ≤ 1/(2k + 1). Since λ
is increasing in each of the λ's we see that it is bounded from above by 2k k /(2k + 1) 2k+1 (then λ 1 + λ 2 + λ 3 + λ 4 no longer equals 1, but this is OK for the estimate). The relative error in the previous theorem is of magnitude O(k −k ) as k → ∞, which means that the estimate is very good. The bounds for some small values k are given in Table 1 . One can also note that d(π k ) ∼ k −1/2 / √ πe as k → ∞, which follows from the well known Stirling formula.
The next proposition answers in the negative the question in [1, p. 13] about whether the p s (or q s ) function has a unique maximum for sets of a single permutation. Whether or not the optimal permutation is symmetric in the case k = 3 could not be established, although it seems reasonable to expect that it is. 3 ) (for constant λ 2 + λ 3 ) is not at λ 2 = λ 3 .
As was pointed out earlier, the case of the permutation of type [2, 1, 2] , thought by AAHH&S to be the easiest to deal with, remains unhandled. More generally, it seems (intuitively) that permutations of the type [k 1 , 1, k 2 ] would be almost simple when k 1 and k 2 do not differ greatly from each other (say |k 1 − k 2 | ≤ c or 1/c ≤ k 1 /k 2 ≤ c for some suitable c). If this were so then it is clear that the argument from Theorem 4.3 could be used to derive good estimates of the packing density in this case also. How to go about proving this is quite unclear, though, since the arguments used in this section rely heavily on the fact that [k, 1, k] is symmetric.
We have seen in this paper how the layer-merging technique allows us to bound the number of layers in optimal partitions which gives us the packing density or a good estimate for it. Unfortunately, and perhaps surprisingly, attempts to use this technique to attack [1, Conjecture 2.9] have, to this point, been unsuccessful. The main problem here seems to be that it is difficult to get an appropriate structure lemma so that there is nothing to cling to in the merging estimates.
Apart from Conjecture 2.9 it seems that also its converse remains an interesting open problem: namely, if π contains two consecutive layers of size 1 is π then of the unbounded type? This also appears to be the appropriate place to recall that there is also the whole world of the packing density of non-layered permutations to explore, although the reader the electronic journal of combinatorics 9(2) (2002), #R1
is referred back to [1] for more details on this, since the present paper has had nothing new to offer in this respect.
