When analyzing heterogeneous samples using spectroscopy, the light scattering effect introduces non-linearity into the measurements and deteriorates the prediction accuracy of conventional linear models. This paper compares the prediction performance of two categories of chemometric methods: pre-processing techniques to remove the non-linearity, and non-linear calibration techniques to directly model the non-linearity. A rigorous statistical procedure is adopted to ensure reliable comparison. The results suggest that optical path length estimation and correction (OPLEC) and Gaussian process (GP) regression are the most promising among the investigated methods. Furthermore, the combination of pre-processing and non-linear models is explored with limited success being achieved.
Optical path length estimation and correction
Optical path length estimation and correction (OPLEC) was devised using the same model as EMSC of ‫ܠ‬ = ܽ + ܾ ‫ܠ‬ , + ݀ ૃ + ݁ ૃ ଶ (Chen, Morris, and Martin 2006) 
Non-linear calibration methods
Since the relationship between the measured spectra and the response variable is non-linear due to light scattering effect, the use of the non-linear regression models may be a natural choice for calibration. This subsection gives an overview of the state-of-the-art non-linear calibration methods of ANN, GP and LS-SVM.
Artificial neural networks
A typical feed-forward artificial neural network (ANN) consists of three layers (input, hidden and output layer), each layer comprising multiple neurons. In the calibration modelling, the response ‫ݕ‬ from the output layer can be expressed as (Wang, Hwang, and Kowalski 1995) :
N is the number of hidden-layer neurons, ‫ݓ‬ represents the weights connecting the input-and hidden-layer neurons, ߱ indicates the weights connecting the hidden-and output-layer neurons, ߶ and ߝ are the biases in the hidden and output layers. The "transfer functions", ݂(⋅ሻ and ݃(⋅ሻ, typically are taken as linear and sigmoid functions. The parameters are estimated by the "back-propagation" algorithm (Bishop 1995) . In this study, we adopt a Bayesian back-propagation algorithm based on a Gaussian approximation to the posterior distribution of parameters (MacKay 1992).
Gaussian process regression
In a GP regression model (Chen, Morris, and Martin 2007) , the response variable ‫ݕ‬ is modelled by a joint
Gaussian distribution with zero mean as ‫ܡ‬ = ‫ݕ(‬ ଵ , … , ‫ݕ‬ ூ ሻ ∼ ‫(ܩ‬, ۱ሻ. Here ۱ is an ‫ܫ‬ × ‫ܫ‬ covariance matrix whose elements can be defined by ‫ܥ‬ = ‫ܠ(ܥ‬ , ‫ܠ‬ ሻ = ܽ + ܽ ଵ ∑ ‫ݔ‬ ‫ݔ‬ ୀଵ of retained PLS components is also reported in Table 1 , where the dimension of data is reduced from several hundreds to less than 13, alleviating the computation for developing non-linear models. When carrying out LS-SVM, a Gaussian kernel function is used. The meta-parameters ߛ (see Section 2.2.3) and ߪ ଶ (kernel parameter) are both optimized by five-fold random-split cross-validation. For the wheat kernel dataset, although RMSEPs of these techniques are similar, the pre-processing methods of EMSC, EISC, OPLEC and the non-linear methods of ANN, GP, LS-SVM still attain lower errors than D1, D2, SNV, and this better performances are statistically significant according to the paired t-test. Among these superior methods, GP and EMSC achieve the most accurate prediction. The p-value between GP and EMSC is greater than 0.05, indicating that they have the similar predictive capability. The RMSEP of 0.46 for EISC, OPLEC, ANN and 0.48 for LS-SVM suggest they also give satisfactory and similar predictions.
For the gluten/starch dataset, EMSC, OPLEC and GP give especially low prediction errors (RMSEP are 0.005, 0.003 and 0.005 respectively) and the p-values are all less than 0.001, implying that they achieve excellent predictive accuracy over other calibration methods. EISC also attains an acceptable performance in view of its RMSEP (0.010). The results of other calibration methods (D1, D2, SNV and ANN, LS-SVM) are unsatisfactory. It should be noted that the pure spectra of the chemical constituents are available for the application of EMSC and EISC for this dataset. If this is not the case in practice, their prediction accuracy is likely to decrease. Overall, the best pre-processing method (OPLEC) outperform the best non-linear model (GP) on this dataset.
( Fig. 2 about here) To assess the stability of the calibration methods, the standard deviations of RMSEP are shown Fig. 3 . For tablets dataset, the standard deviations of EISC and ANN are remarkably higher than the other methods, implying that EISC and ANN are sensitive to variations in the data. For wheat kernel dataset, EMSC, OPLEC, ANN and GP appear to be more stable than the other techniques. For gluten/starch dataset, EMSC and OPLEC achieved outstanding stability in terms of very small standard deviation. Overall, no single method has shown consistently better stability than all other methods. The stability of regression models can be enhanced by combining the prediction from multiple models using, for example, the bootstrap aggregating (bagging)
procedure (Chen and Ren, 2009; Tan, Qin, and Li. 2009 ). Further investigation on ensemble modelling for calibration is ongoing.
( Fig. 3 about here) Fig. 4 shows the prediction performance when pre-processing and non-linear models are combined. For tablets dataset, SNV is preferred to EMSC as a pre-processing method to be combined with non-linear models. The combination of EMSC with the three non-linear calibration models gives significantly higher RMSEPs than the individual methods. For wheat kernel, only SNV+LS-SVM gives better results than the individual methods.
Indeed, all the combinations attain similar RMSEPs. It may be concluded that for this data set, the use of SNV or EMSC as pre-processing for non-linear models does not introduce significant benefit. For gluten/starch dataset, although the combination of EMSC+ANN gives better result than ANN, it does not surpass EMSC.
The RMSEPs of SNV+GP, SNV+LS-SVM and SNV+ANN are lower than SNV, but still higher than GP, LS-SVM and ANN. The predictive performances of other combinations are all worse than using the individual techniques.
( Fig. 4 about here) Given the same amount of data, the computational time of the calibration methods mainly depends on the complexity of the model and the choice of cross-validation. Throughout this paper, the number of components in PLS was determined by using five-fold random-split cross-validation, with the range for validation being one to 15 components. Under these settings, D1, D2 and SNV are the most efficient in terms of computer time (all around 0.6 s). (All computational time was based on one partition of the tablet dataset as described previously. Computation was conducted on a Pentium 2.4 GHz computer running Windows XP). EMSC and EISC are slightly more complex (both around 1.5 s). OPLEC, despite its outstanding prediction performance, is the most time-consuming (127.3 s) because of the complicated strategy for parameter estimation. Non-linear ANN modelling requires to solve a non-linear optimization problem, resulting 1.9 s for its development. GP modelling takes around 4.8 s, mainly due to the need to invert a large matrix (details given in (Chen, Morris and Martin, 2007) ). The very demanding computation of LS-SVM (90.1 s) is due to the need to cross-validate two continuous meta-parameters, which has been well recognized as a difficult task (Thissen et al., 2004) . The computational cost of LS-SVM may be reduced by adopting alternative methods to find the optimal meta-parameters, such as Bayesian statistics (Van Gestel et al., 2002) , a topic that is out of the scope of this paper.
Concluding remarks
This study compared the pre-processing and non-linear modelling techniques for the calibration of NIR spectroscopy in the presence of light scattering effect. A rigorous statistical procedure was adopted to obtain reliable comparison results. Although none of the techniques is always the best on all datasets, OPLEC and GP are found to be the most promising in terms of low prediction error. Compared with traditional approaches (D1, D2 and SNV), the more recently developed pre-processing methods (EMSC, EISC and OPLEC) are more favourable. This is due to better modelling of the light scattering effect (such as including the wavelength terms ૃ in the mode) and more advanced parameter estimation strategy (such as that of OPLEC). Therefore, if future research can lead to clearer understanding of the light scattering mechanism, and this information can be chemometrically modelled, then more powerful pre-processing techniques may emerge. However, in some practical situations, the light scattering effect is coupled with other disturbances to jointly affect the linearity of the spectral measurements. For example, when NIR spectrometers are applied for in situ monitoring of drying processes, both light scattering and temperature variation will affect the calibration accuracy. Under these circumstances, the development of pre-processing method by modelling of all major factors may be infeasible.
In this regard, non-linear calibration techniques are preferred since they directly model the spectra-concentration relationship. Among the three non-linear models considered in this study, GP is recommended since it consistently attained lower RMSEP than ANN and LS-SVM. Finally, we have attempted to combine pre-processing and non-linear techniques; yet this strategy does not always outperform the individual techniques. This "hybrid" approach is conceptually appealing, and it will be further investigated in the future work. 
