Investigation and Application of Digital Signal Processing and Wavelet Technologies to Automatic Coin Recognition by Sharman, Darren
University of South Wales
2059429
Investigation and Application of Digital Signal Processing and Wavelet 
Technologies to Automatic Coin Recognition
Darren James Sharman
A submission presented in partial fulfilment of the
requirements of the University of Glamorgan/Prifysgol Morgannwg
for the degree of Master of Philosophy
This Research program was carried out 
in collaboration with Tetrel Technology Ltd.
May 1999
To my Father,
for engaging my interest in engineering,
and then giving me the encouragement I needed
to pursue it as a career.
To my Mother,
for her endless patience,
and for always believing in me.
I'm very proud of them both.
Abstract
This thesis examines the application of Digital Signal Processing (DSP) techniques,
and specifically Wavelets, to the field of automatic coin recognition. The aim is to
utilise DSP techniques to exploit information that is contained within time domain
signals representing coins, which can not be accessed by other means. Attention is
also given to the power requirement of possible solutions, with a low power solution
being a secondary aim, as the solutions are targeted for use in a line-powered
payphone.
An examination of existing coin recognition techniques is presented, for which an
improved but basic DSP coin recognition scheme using peak and trough location, is
achieved. This is then improved using more advanced DSP techniques to access
previously unavailable information contained within the signals.
The advanced DSP techniques are developed into an integrated framework for
automatic coin recognition. The framework is used to identify a single Wavelet
solution that supplies a DSP representation of a set of coins. The representations of
different coin types exist within a region of n-dimensional Euclidean space, which the
framework attempts to locate uniquely for each coin type.
To enable the framework to operate successfully, a key feature presented is the
resampling of the waveforms input into the framework, to normalise any temporal
variations in the input data.
The location of the single Wavelet for analysis can not be achieved analytically and so
is obtained using a novel Data Mining solution to search a Wavelet dictionary for
possible solutions. This thesis proves that utilisation of the time localisation properties
of the Discrete Wavelet Transform is possible when taken together with a distance
metric strategy.
Appropriate results are presented to verify the performance of the Wavelet solutions
provided by the framework, especially in respect of counteracting fraudulent coins in
the recognition process. As an overall validation of the research solution, an
emulation of the coin recognition system was produced that could validate coins in
real time, this is also documented.
Both the hardware and software components of the integrated framework which have
been developed, are fully modular and hold significant potential for expansion and
integration into newer, more powerful cost effective coin recognition systems.
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Glossary of Terms (Nomenclature)
ASIC Application Specific Integrated Circuit
CWT Continuous Wavelet Transform
DTW Dynamic Time Warping
DWT Discrete Wavelet Transform
EEPROM Electronically Erasable Programmable Read Only Memory 
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Chapter 1 -Introduction
This research was initiated by Tetrel Technology as part of a Teaching Company 
Scheme, in a response to a requirement to improve their existing range of low-cost 
payphone coin recognition systems.
The company already had an existing coin mechanism in production, which was 
offering the minimal functionality that was required to recognise coins. The coin 
mechanism had several limitations however, which needed to be overcome in order to 
retain Tetrel competitiveness in what remains a highly volatile market place.
The limitations included the facts that the existing coin mechanism could only 
recognise a maximum set of six coins, it was also susceptible to fraud using metallic 
disks of similar size and shape to the coins which were in the coin mechanism's coin 
recognition set. The coin mechanism was also difficult to manufacture reliably and it 
required a great deal of human intervention to program with the required coin 
recognition set.
The objective of this project therefore, was to seek a viable solution that would 
overcome these problems by providing a larger coin set, decreased possibility of 
fraud, and also be easily manufactured.
Many options were explored for improving the coin mechanism but these were 
narrowed both in terms of the intended implementation, which was to be in a standard 
Tetrel payphone, and in terms of commercial interests. These requirements served to 
focus the aims and objectives of the research during the initial stages.
The company also wanted a coin mechanism that was very low cost, in the region of 
£5.00p for the total component cost. This immediately steered away from a solution 
that involved complex electronic and mechanical components and towards applying 
certain elementary Digital Signal Processing (DSP) technologies. Clearly, a novel 
DSP algorithmic implementation, which was capable of utilising coin waveform 
details, was required. An algorithm that could be highly discriminatory to digital 
signals representing a coin as it passes through the mechanism.
Various techniques were experimented with, from simple cross correlation of signals 
continuing through to the eventual solution based upon exploiting Wavelet 
technologies.
Other design requirements focused on placement of the new coin mechanism into a 
Tetrel product. Size of the solution was very important as Tetrel already had a range 
of plastic moulded cases developed for their payphones. Due to the high cost of 
developing plastics, the new coin mechanism would have to be size compatible with 
the old.
The final prerequisite placed on the design was current consumption, Tetrel 
Technology payphones are, in most models, Telephone line powered. This has the 
effect that only 4mA is available to run the entire coin mechanism on these models.
Applying DSP technologies to overcome the limitations of the existing coin validator 
was thus seen as a natural evolution for this research. The coin profile as it passes 
through the mechanism can be digitised and stored. Subtle variations in the 
characteristic can be extracted in order to assist in either verifying or rejecting the 
coin in real time. This thesis discusses all aspects of the DSP solution proposed in the 
context of the various requirements discussed above. It is structured as follows: -
  Chapter 2 discusses the preliminary research that was undertaken and examines 
previous coin mechanism technologies, and then comments on what was 
applicable within the development of this research.
  Chapter 3 explores the background theory of Digital Signal Processing techniques 
that were employed in the development of an algorithm suitable to the task of coin 
recognition. Particular attention is given to the research progression that resulted 
in the utilisation of the Wavelet techniques.
  Chapter 4 elucidates the systems implemented to research and exploit the DSP and 
distance metric techniques, and includes and examination of the hardware and 
software implementations that were produced.
  Chapter 5 contains details of the methods followed for carrying out analysis using 
the systems developed in the previous chapter.
Chapter 6 contains a discussion of the results of the data mining, and presents the 
evidence that the Wavelet Transform is a viable method of signal analysis for coin 
recognition.
Chapter 7 presents the conclusions that can be drawn from this thesis. It also 
contains recommendations for future work and gives an orientation of how this 
research will be implemented and advanced.
Chapter 2 - Coin Validator Literature Search
Two useful sources of information were available to the author on coin validator 
technology, these came from existing Tetrel payphones, and patents belonging to the 
company. Other sources of information, such as patents for other companies, proved 
either unhelpful or inaccessible, this was due to the highly competitive market in 
which the coin mechanisms are sold, and so companies treat such information as 
'commercial in confidence' secrets.
Various coin mechanism were available for study and these could be divided into two 
categories, mechanical and electronic solutions.
2.1 Mechanical Coin Validators
The mechanical solutions consisted of a set of different sized coin entry slots that 
would only fit certain coin sizes. Further inside the mechanism holes were cut into the 
coin chutes which would allow coins smaller than the required coin to drop out of the 
mechanism and not register as a valid coin. Valid coins would proceed down the 
relevant chute and make an electrical connection between contacts spaced at a valid 
coin diameter apart to register a valid coin entry. This method was very primitive and 
left the mechanism open to wide fraudulent abuse to triggering by any metallic objects 
which were similar in size and shape to the target coins. Even simple attempts at coin 
fraud were successful, for example using a metallic washer. The simplicity with 
which these types of coin mechanisms could be deceived prevents them from 
producing a robust solution when used alone. Nevertheless, the principle of exploiting 
the size attributes of coins was considered as a possible method of pre-processing 
prior to any DSP solution.
2.2 Electronic Coin Validators
The electronic solutions all are based around the same fundamental principle, the 
effect that a metallic object has on an Electro-magnetic field that forms part of an 
oscillating circuit. This principle is exploited in two forms, either using capacitance 
(Churchman 1997, see appendix A) or inductance (Tetrel 1997,see appendix B) as the 
transducer mechanism.
The capacative method involves passing the coin between two large plates that are 
forming a capacitor, which is part of an oscillating circuit. When the coin comes 
between the plates, it in effect forms two capacitors in series (as shown in Figure 2.1). 
This in turn modifies the frequency of the oscillator circuit of which the capacitor 
forms part. The amount by which the frequency changes is dependent on both the 
thickness and diameter of the coin which is in the field. The capacative oscillator 
circuit is operated at approximately 4Mhz, this is an arbitrary value chosen as a trade 
off between a lack of sensitivity at lower frequencies, and the need for special 
considerations for the design of the circuit at higher frequencies. Examples of the 
special considerations which would be required are, supply decoupling, stray coupling 





Capacitor 1 Capacitor 2
Figure 2.1 - The Effect of a Coin on the Capacitve Transducer
The inductive method involves passing a coin near to an inductor, which again is 
forming part of an oscillating circuit. The inductor is positioned such that the direction 
of coin travel is perpendicular to the magnetic field generated by the inductor. This 
allows maximal flux cutting to occur when the coin passes. When the coin enters the 
flux of the inductor the self-inductance, that the field around the inductor is 
generating, is disturbed in two ways. Firstly, the coin has the effect of shortening the 
magnetic flux path of the inductor. Secondly, there is conduction of current within the 
coin setting up eddy currents that incur losses within the magnetic field. Both of these 
effects will change the inductance of the inductor, which then alters the operating
frequency of the oscillator. The oscillator circuit is operated at around 8Khz as this 
provides information about the metallic properties of the coin and specifically the 
ferromagnetic composition of the coin. In practice, operating frequencies between 
5kHz - 20kHz provide adequate results dependant on the coin types tested.
Another method, which can be used to alter the operating frequency of the oscillator, 
is instead of monitoring inductance changes, to monitor the losses incurred by the flux 
passing through the coin. The losses manifest themselves as a change in the 'Q' (see 
Equation 2.1) which is a measure of the efficiency of the inductor. The overall effect 
on the oscillator is the same with a given characteristic change in frequency being 
observed for different coins. The coin mechanism circuits that were developed for 
experimental use in this research all utilised the inductance monitoring method.
_ CD 0 L Equation 2.1
where :
Q - Energy stored per cycle  * energy lost per cycle (coulombs) [this is
only true at resonant frequency]
Wo - resonant operating frequency
L - inductance (henrys)
R - combination of losses (ohms)
The capacative and inductive transducers are combined in two possible ways to 
produce a signal which is representative of the coin passing through the mechanism. 
The combination used depends on the metallic properties of the coin set to be 
recognised, and which configuration will produce signals that are sufficiently different 
to allow coin recognition to occur. The two implementation options are to either have 
a capacative transducer and a fixed period low frequency oscillator, or to have a 
capacative transducer with an inductive Transducer.
Both configurations operate in similar ways, but the inductive and capacative coin 
mechanism possess the most similarity to the coin mechanisms which were developed 
for use in this research project. For this reason, the inductive and capacative 
transducer configuration will be used to illustrate the circuit operation of the coin 
mechanism. Figure 2.2 represents a simplified view of the coin mechanism circuit
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developed by Tetrel Technology, with a full circuit diagram being available in 
Appendix C.























Figure 2.2 - Tetrel Technology Inductive and capacative coin mechanism block
circuit diagram
The main features of the circuit are as follows:
High Frequency Oscillator - Generates pulses at a frequency that can be 
modified by the capacative transducer
Low Frequency Oscillator - Generates pulses at a frequency that can be 
modified by the inductive transducer
16-Bit Counter - Counts high frequency pulses and resets to zero when read 
by the latch
8-Bit Counter - Counts low frequency oscillator pulses, generates a pulse 
when required count is reached then resets
7
16-Bit Latch - Latches 16-Bit Counter reading after a pulse from the 8-Bit 
counter is received. In addition, the latch places data onto the serial data line, 
one bit at a time, for transmission to the payphone processor when data out 
clock pulses are received.
When the coin mechanism is operating, an Application Specific Integrated Circuit 
(AISC) is used to count the high frequency pulses for the period of one low frequency 
oscillator cycle. When a low frequency pulse is received the high frequency counts 
are stored then shifted out onto a serial data line.
The serial data line is received by a microprocessor that is controlling all of the 
payphone functions. The processor applies an algorithm that is used to find peaks and 
troughs in the signal. The peaks and troughs are then used to characterise the coins 
and to decide if the coin is valid or invalid. The limits, within which the peaks and 
troughs must fall, are pre-programmed for all the valid coins in the data set. An 
Example of a coin waveform, which would be contained in the data stream, is shown 
in Figure 2.3 the diagram also shows an example of the coin limits for this coin.
The electronic solutions have superseded the original mechanical implementations 
used in all applications in Tetrel Technology's products and offer a considerably 
better protection against fraud than the mechanical option. The electronic method was 
ideal for upgrading into a DSP scheme as the origins of the data were already in the 
digital domain in the form of pulses from the oscillators. In addition, Digital Signal 
Processing would be able to exploit information from within the actual coin 










Uk 1 Copper Pence coin waveform
-200
0 10/20 30 40 T 50 
1 st Peak / Trough Limits 2"" Peak / Trough Limits^,
60
- lOOHz)
Figure 2.3 - Example of coin data from serial data stream and coin limits
Chapter 3 - Data Processing and Decomposition Methods
This chapter presents a discussion of the digital signal processing techniques and the 
development of distance metrics that were fundamental to the research undertaken.
A progression from simpler DSP techniques, such as Autocorrelation, towards the 
eventual solution of Wavelets can be observed within the text. The chapter is 
presented in this way, as this was an important philosophy behind the research. It was 
stated in the introduction that a potential solution should be low cost and this suggests 
utilising a simple DSP algorithm requiring the lowest possible processing power 
budget. It therefore follows that the research progressed from the simpler algorithms 
to the more complex until a suitable solution was found.
To enable the information extracted by the DSP techniques to be used in making 
recognition decisions, a method of examining the resultant data was required. The 
distance metrics examined towards the end of this chapter fulfil this requirement.
3.1 Autocorrelation
A good starting point for the research was to use autocorrelation, this gives a 
numerical representation of the frequency content of a signal (Proakis, 1996, p. 118- 
133). The equation for autocorrelation is shown in Equation 3.1
N-i Equation 3.1
where:
R(i) - autocorrelation value at index and shift position i
n - current waveform sample
N - total waveform length
i - autocorrelation number and shift position
Consider Figure 3.1 and Figure 3.2, these graphs show the autocorrelation functions 
of two samplings of coin waveforms from two sample coins. Each waveform has been 
autocorrelated with itself (not its similar partner waveform from the same coin, 
otherwise this would be correlation) and the four resulting autocorrelation functions
have been plotted below the respective coin waveforms used to generate them. The 
waveforms in Figure 3.1 contain information that is of a higher frequency than those 
of Figure 3.2. This is reflected in the autocorrelation of the signals, because each 
frequency component in the original waveform gives rise to a term in the 
autocorrelation function and Figure 3.1 has a more complex autocorrelation function.
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Figure 3.2 - Autocorrelation of two samples of UK 1 Copper Pence coin
waveforms
The main problem with using autocorrelation for recognition purposes is the way in 
which the frequencies of a waveform are represented after the autocorrelation has 
taken place. In Figure 3.3 an autocorrelation of a coin waveform with a discontinuity 
is shown. This discontinuity has been deliberately added to demonstrate that 
information that can point to where the detail, which caused the high frequency 
components is in the waveform, is not available from the autocorrelation function.
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Counts Mexican 1 Peso waveform, normal and with sharp discontinuity
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Figure 3.3 - Autocorrelation of Mexican 1 Peso waveform with and without
sharp discontinuity added
3.2 Matched Filtering
Matched filtering is a technique that involves matching the response of a filter to a 
desired input waveform. It is similar in principle to a child's toy, where the child must 
match different shaped pegs into the right shaped holes. The response of a filter is 
tuned such that any waveform entering will produce low output unless it exactly 
matches the tuned filter response. Figure 3.4 elucidates this concept, the figure shows 
waveform data entering a filter, the centre section of which is matched to the filter. 
The response of the filter can be seen to be zero (in practice the value is ahnost zero) 











Figure 3.4 - Matched Filter processing Example
On first appraisal, this technique can appear to be ideal for the task of coin 
recognition, with the data processing and recognition actions being performed simply 
within the filter. When the holistic view of the coin recognition task that a coin 
validation system is expected to perform is taken, then this is not the case.
Consider that for each coin in the recognition set a separate filter would have to be 
designed, this would result in an inflexibility when new coins were required to be 
introduced to the coin mechanism recognition set. In addition, when a system of this 
type would be operated, a coin waveform would have to be processed by each filter, 
which would be large processing task. Lastly, the method of mechanical handling 
used by the coin mechanism, on which the new recognition scheme is to be based, 
would prove unworkable with this type of system. This is because the coins can roll 
through the mechanism at different speeds, resulting in expanded or contracted
13
versions of the coin waveforms. Matched filters are not structured to deal with these 
variations which can occur within the coin waveforms.
3.3 The Fourier Transform
The Fourier transform decomposes the target waveform into its composite frequency 
components. Hubbard (1996, p. 96 - 103) states, it uses sines and cosines, which 
oscillate indefinitely, for the analysing function. There is a fast method in existence 
which is known as the Fast Fourier Transform (FFT) which takes n loga n 
computations to compute the transformation of a signal with n points. The infinite 
nature of the analysing functions makes this method suitable for repetitive signals that 
are completely predictable over a period.
This technique was used initially to analyse the coin waveforms to understand their 
nature. Transforming the coin waveforms into the frequency domain yielded poor 
results for similar reasons as those experienced with Autocorrelation. The coin 
waveforms were of such a low frequency that the Fourier Transform could not deliver 
much information about the content of the signals. In addition, when the transform 
decomposed the coin waveforms into their component sinusoids, it was realised that 
the waveforms were made up of many sinusoids but that they were contained in a very 
small low frequency band. Again, as with autocorrelation, the transformed data 
contained no time localised information as to where the main details of the coin 
waveforms were occurring. This served to smear any fast, transient signal details 
across the whole transform, effectively masking and preventing their use for 
separating some coin types.
3.4 Short Time Fourier Transform
The Short Time Fourier Transform (STFT) was invented in 1946 by Dennis Gabor, 
this technique modifies the operation of the Fourier transform to operate only on a 
short section of the target waveform at a time. Akansu (1992, p.292) describes it as 
using a wave limited within a time window, multiplied by trigonometric oscillations 
to perform the analysis. The size of the window is fixed for each analysis but the 
frequencies inside the window vary. This modified transformation offers interesting
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properties for control of the Fourier analysis. If the window function is made small 
more accurate time information is contained within the Transformation, this 
unfortunately has the compromise that low frequency information is lost. Conversely 
if the window is made large, information about low frequency signals is available but 
at the cost of precision time information. This situation of compromise makes this 
transform suited to quasi-stationary signals, which are considered stationary at the 
size of the window.
The sectioning of the waveform is achieved by placing a mathematical window 
around a region of data, outside of which the waveform is considered to have zero 
amplitude. Equation 3.2 shows the STFT, it positions the window o(no) at some point 
n on the time axis and calculates the Fourier Transform of the signal within the extent 
or spread of the window
Equation 3.2
Where:
X(f) - is the STFT of the waveform
x(n) - is the original waveform
w(no) - is the window function
n -is the index position of the window
The effect of the STFT is demonstrated in Figure 3.5, in effect it can be seen as a 
succession of Fourier Transforms of a windowed segment of the signal (vertical 
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in frequency i.e. 
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At = small change 
in time i.e. 
resolution
Figure 3.5 - The Time-Frequency plane corresponding to the Short-Time
Fourier Transform.
The main problem with the application of this technique for feature extraction from 
the coin waveforms is that the selection of window size is critical in what type of 
results that can be obtained. Once the window length is selected then both At and Af 
(the time and frequency resolutions) are fixed and cannot be changed. This means that 
the realisation of either good time or good frequency resolution cannot be achieved at 
the expense of the other parameter, as shown in Figure 3.6.
Clearly, there are many applications where this restriction is unacceptable and an 
improved method would be one that affords a multiresolution solution. This involves 
selecting a window depending on the input coin signal features so that time and 
frequency resolution can be exchanged to provide either small Af and large At or vice 
versa.
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It is for this reason that Wavelets have become such a popular signal processing 
technique and seem ideal for exploitation in this application. Wavelets will now be 
examined in the following section.
At
Time
Figure 3.6 - The effect that a fixed window size has in the time and frequency
domains
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3.5 The Wavelet Transform
Figure 3.7 illustrates how Wavelets compares against the other methods of signal 
decomposition discussed in this chapter. The axis labels for the Wavelet diagram are 
scale and time, Daubechies (1992) states this as the essential feature of the Wavelet 
Transform.
Time Domain (Shannon) Frequency Domain (Fourier)
Amplitude
STFT(Gabor) Wavelet Analysis
Figure 3.7 - Contrasting Signal Domains (Hubbard, 1996)
The Wavelet transform provides an interesting form of decomposition that is time- 
scale based. 'The analysing function is a signal limited in tune with a fixed number of 
oscillations which integrates to zero, this is the Wavelet from which the technique 
derives its name. During the analysis, the Wavelet forms the window with which the 
target signal is compared, and it is dilated and contracted to change its size. 
Throughout the dilations and contractions, or scale changes, the Wavelet retains the 
same number of oscillations and so the frequency to which the Wavelet is sensitive 
changes. Small Wavelets provide localised time information but are insensitive to low 
frequency information. Large Wavelets provide good frequency information but 
provide poor tune localisation. The advantage of this technique over the windowed 
Fourier transform is that all of this information is available simultaneously. The
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Wavelet transform is suited both for analysing transient or very short time signals, and 
as mentioned earlier, the time localisation properties can be very advantageously 
exploited in trying to discriminate subtle signal variations in the coin profiles. 
Hubbard (1996) states that the discrete orthogonal form of the transform is also very 
computationally attractive, with only CN computations required, where C is the 
complexity of the Wavelet and M is the number of points in the analysed signal. 
When this is compared against the N Iog2 N of the Fourier Transform, the advantages 
of the Wavelet Transform can easily be seen.
3.5.1 The Continuous Wavelet Transform
The Continuous Wavelet Transform (CWT), shown in Equation 3.3, is defined as the 
sum overall time of the signal multiplied by scaled, shifted versions of the Wavelet 
function vj/ (Matlab, 1998).
(N.B. the entire mathematical notation used below is covered in the mathematical 
conventions at the front of this thesis)
r 1 (t - b \ Equation 3.3 
C (a, b)= 1 s(t) -7=H  ~k
Given: ae9T-{o} and
Where:
a - scale (or dilation) of the Wavelet
b - translation (or time position) of the Wavelet
s(t) - is the input signal
C(a,b) - is s(t) decomposed into the CWT coefficients
v|/ - is the mother Wavelet function
Akansu (1992, p. 310) states that this transformation contains information but in 
theory, will be infinitely redundant and computationally impossible to implement as 
the Wavelet can be shifted to and infinite number of positions and dilated to an 
infinite number of scales.
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3.5.2 The Discrete Wavelet Transform
When using the discrete Wavelet transform, a Wavelet is translated and dilated only 
by discrete values. The discrete values chosen for the dilation are mostly indicated as 
powers of two (sometimes known as dyadic scales), this is because these scales yield 
completely orthogonal transforms. The word Orthogonal, in this case means 'without 
redundancy'.
Converting the CWT formula into DWT yields Equation 3.4.
C(a,b) = C(j9 k) = (/i)g,(n) Equation 3A
neZ
Given: a = 2J ,b = k2j , j e N and& e Z
Where:
j -scale (or dilation) of the Wavelet 
k - translation (or time position) of the Wavelet 
s(n) - is the input signal
C(j,k) - is s(t) decomposed into the DWT coefficients 
- is the Wavelet filter
As can be seen from Equation 3.4 the Wavelet *¥ has been replaced by the Wavelet 
filter gj,k this is defined by Equation 3.5.
--J Equation 3.5
3.5.3 The Fast Wavelet Transform
Due to the demands placed on the coin mechanism to make recognition decisions 
quickly, and also the need for a solution to run on a low power processor, the DWT 
needed to be optimised. The Fast Wavelet Transform (FWT) provides such an 
optimisation.
Ironically, the fastest way of computing the Wavelet Transform does not involve 
using Wavelets at all (Hubbard, 1996, p. 152). Mallat (1989, p. 674-693) developed
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the fast implementation from multiresolution theory, it operates using a series of 
cascaded filters.
The Mallat algorithm for the Fast Wavelet Transform (FWT) is a classical scheme in 
the signal processing community, known as a two-channel subband coder using 
conjugate quadrature filters or quadrature mirror filters (QMF). The two filters used in 
implementing this scheme for the FWT have the properties that the impulse responses 
of the filters are the Wavelet and its complementary Scaling function.
A basic overview of one stage of the FWT operation can be seen in Figure 3.8. In the 
diagram, the FWT can be seen to be utilising a decimation section, decimation is 
simply the act of removing samples from the waveform. In this case the decimation is 









Decimation by a 
factor of 2
Approximation Coefficients Detail Coefficients
Figure 3.8 - One Stage of the Fast Wavelet Transform
The high-pass filter is associated with the Wavelet and passes only high frequency 
signal components that are associated with the variations or details of the signal. The 
low-pass filter is associated with the Scaling function (a function which is the starting 
point for orthogonal decompositions) which smoothes the details out of the remaining 
data not encoded by the Wavelet.
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The decimation process is used to dispose of redundant samples. The information that 
was contained in the original sample sequence has now been split between the 
approximation and detail coefficients. The information is sufficiently halved between 
the two resultant sets of coefficients such that a decimation by a factor of two is 
possible. For a mathematical treatment of this process see Louis (1997, p. 122).
From Figure 3.8 it can be seen that when the signal is passed once through this 
arrangement, it emerges in two data streams possessing half the samples of the 
original. To conduct a second level of decomposition the resultant approximation 
coefficients are passed back thorough the same filters for a second time, see Figure 
3.9. This is what makes the transformation fast as, due to the action of the decimation, 
now only half as many calculations have to be conducted.
Also highly important to the cost effective coin recognition system being developed, 
only two sets of filter coefficients have to be stored and can be reused as for each 
decomposition that is required.
The feeding back of the signal into the filters can be continued until all the detail 
information has been 'drained' out of the original signal and encoded into Wavelet 
coefficients. This forms a signal decomposition tree. Interestingly the FWT is fully 
invertable, no information is lost, so in using this transformation there is a guarantee 
of obtaining all the information from the coin waveforms for use in recognition.
Decimation by a factor of 2
Fine Resolution Coarse Resolution
Original Signal
0
smallest small Medium big bigger 
"details" "details" details "details" "details"
Figure 3.9 - The action of the Fast Wavelet Transform
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This subsection has give a cursory overview of the underlying principles and theory of 
Wavelets, a much more comprehensive analysis of these techniques can be found in 
the following references Daubechies (1992), Daubechies (1990), Daubechies (1988), 
Wickerhauser (1994), Mac (1992), Meyer (1993), Meyer (1991), Akansu (1992), 
Louis (1997), Torrance (1997), Kaiser (1994), Mulcahy (1992), Streng (1993) Ruskai 
(1991) and Chui (1992).
3.5.4 Wavelet Packets
The Wavelet packet transform decomposes a signal into time-frequency scale 
components and can be useful when analysing signals that are composed of stationary 
and non-stationary components. The analysing function looks like a Wavelet 
multiplied by a trigonometric function.
This method offers no additional information in its decompositions than that which is 
available from Wavelet Transform when applied to the coin signals. This is due to the 
very short time and low frequency nature of the waveforms. This transform could 
only serve to increase the computational load of any solution that involved Wavelets 
in the context of the coin waveforms. The reader can pursue these further with 
Daubechies (1992, p. 331) and Mac (1992).
23
3.6 Wavelet Selection - Data Mining
In considering the use of Wavelets for recognition, a critical choice is which type of 
Wavelet is to be used for the analysis. In this section the novel method for locating a 
single Wavelet, which is the 'best fit' for recognition of a set coins, is developed.
3.6.1 Background Theory
Using Wavelets for feature extraction from coin waveforms for use in recognition has 
an intrinsic difficulty. The technique offers an 'embarrassment of riches' (Hubbard, 
1996, p. 194) in possible implementations, which prevented following a direct 
analytical approach to an ideal Wavelet solution. For example, the Wavelet transform 
can be implemented with an almost infinite number of different Wavelets, but the 
question is which Wavelet will give the best results? The problem becomes apparent 
when directly attempting to ascertain which parameters of a Wavelet that extract the 
best features, arbitrarily, from each coin waveform. A similar problem was tackled by 
Mallat (1993) with Matching Pursuits. The Matching method can be used to optimise 
the decomposition of a signal into a linear expansion of waveforms. It effectively 
searches a redundant dictionary of Wavelet packets to find the optimal path through a 
Packet Decomposition Tree for a particular type of Wavelet. This paper was expanded 
on by Liu (1998) in the field of machinery diagnosis, for the purpose of indicating 
incipient changes in signals relating to machine failure. Instead of using a best 
matching criteria, which was the main feature of Mallat (1993), Liu uses an 
information measure to search a redundant Wavelet dictionary in order to locate a 
small set of Wavelets that are informative for machine failure.
Liu presents an interesting method but this is not suitable for the coin recognition task. 
In the introduction to this thesis, it was stated that a successful solution would have to 
be able to be implemented on a low power DSP system. This means that the solution 
would not be able to have the luxury of using multiple Wavelets to recognise the coins 
as the computational overhead would be excessive. To counter this, a solution would 
have to be found that would locate a single Wavelet which would be able to separate a 
set of coins whilst retaining a localised readings for several samples of the same coin.
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It now becomes apparent that an analytical solution to this problem would be 
excessively complex and so a different philosophy behind the search for the ideal DSP 
solution was required in the form of Data Mining.
3.6.2 Data Mining
Data Mining basically involves collecting vast amounts of data and processing it in 
many possible ways then analysing the results for the solution which can best satisfy a 
set of requirements. As mentioned above, each DSP technique offered an almost 
infinite set of possibilities, these where narrowed analytically to guide the data mining 
by giving a smaller set of possible solutions which could be practicably managed.
As an example of the analytical methods involved, consider the implementation of the 
Wavelet transform. There were many Wavelets easily available for decomposing the 
coin data. By visual inspection of the Wavelets, some could be easily discounted from 
further investigation simply by considering how the shape of the Wavelet would 
correlate with the coin waveforms. In this way the size of the task required of the data 
mining programs could be kept to a practical level.
The requirements for a successful result from the Data Mining activities that would 
find a solution suitable for coin recognition, were as follows: -
1. To be able to provide a distance metric between a set of input coin data samples of 
different coins.
2. To coalesce a set of coin samples from the same coin into a given definable vector 
space which is separable in at least one dimension from all other coin samples.
3. To provide consistent and repeatable results
Another requirement which can be added to the three above to make the solution 
appropriate for incorporation into a commercially viable payphone for use by Tetrel 
Technology is as follows: -
4. To supply a solution which is the most cost-effective in terms requiring the 
minimum computational effort for reliable recognition to occur.
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3.6.3 Wavelet Effects
In this sub-section, a selection of three Wavelets is examined to give the reader a feel 
for the action that different Wavelet shapes can have. The analysis presented in this 
section has importance, as this was the method used to prepare the redundant 
dictionary of Wavelets that is searched by the Data Mining method.
Each Wavelet is considered with an explanation of the action that can be expected 
when they are applied to coin waveforms.
There are no formulas presented to describe the Wavelets in question, this is because 
"Wavelets are creatures of the computer age" (Hubbard, 1996, p. 46), they cannot be 
constructed from analytic formulas, they are produced using iterations of functions.
Wavelets with the rounded curves such as a Daubechies 4 (see Figure 3.10), can be 
used to push the main curve shapes of coin waveforms into the detail side of the DWT 
early in the decomposition results tree. While the noisier aspects of the waveform 
would remain in the approximation coefficients until later into the decompositions.
Figure 3.10 - The Daubechies 4 Wavelet
The Wavelets with high frequency content, such as the Coiflets 1 (see Figure 3.11), 
have the opposite effect to the rounded Wavelets. The transient discontinuities of the 
data are pushed into the detail side of the transformation results earlier in the
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decomposition tree, and the low frequency basic waveform shapes are retained in the 
approximation side of the transform results tree until later into the decompositions.
Figure 3.11 - The Coiflets 1 Wavelet
The low computational effort Wavelets can be illustrated by the Haar Wavelet (see 
Figure 3.12). This has the properties that it is simply a single cycle of a square wave, 
with amplitudes 1 and -1. The implementation of this Wavelet in software is the 
simplest of all the Wavelets, which makes for simple filters with results produced 
quickly.
Figure 3.12 - The Haar Wavelet (also known as the Daubechies 1)
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From this simple examination the reader can start to appreciate the wealth and 
diversity of information that Wavelets can extract from data. The question now 
becomes not of how to discover the information contained within waveforms, but 
rather of what to do with it when it is discovered? To answer this question the next 
section presents an examination of distance metrics.
3.7 Development of Distance Metrics
This section covers the development of the distance metrics, which are required to 
process, and make decisions about, the coefficients which are produced from data 
processing and decomposition methods. The distance metrics are best understood 
when placed in context with a task, for this reason the distance metrics are discussed 
in relation to their implementations in coin recognition when utilised with Wavelets. 
Although, it should be noted that these metrics can be adapted and utilised with the 
results obtained from any of the data processing methods discussed in Chapter 3 .
Three distance metric methods were tested, Hyper-spheric, Hyper-cubic and Hyper- 
elliptic, each increasing in computational effort required and complexity.
3.7.1 Hyper-spheric
This approach used a least squared vector distance to separate the coins.
The DWT coefficient results, obtained from Equation 3.4, can be considered to reside 
in n-dimensional function space and each coin type can be represented by a hyper- 
sphere, which contained all coin readings pertaining to each type.
The co-ordinates of the centre of the hyper-sphere for each coin can be calculated 
using a Trimmed mean of the DWT coefficients in each dimension. A trimmed mean 
is simply a mean that excludes a percentile of the upper and lower readings of a data 
set. The radius of the hyper-sphere, representing each coin, is then found from the 
coin sample that is the largest mean squared distance away from the centre. This is a 
straight-line magnitude vector, which if it is allowed to rotate through all other 
dimensions, and to stay a uniform length, defines a hyper-spheric area around the 
centre point. As the coin reading is the largest distance away from the centre for all 
the coefficients in any dimension, the effect is to encompass all the other coin
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readings. To illustrate this point, consider Figure 3.13 that demonstrates how this 
would be achieved in two dimensions.
o 
1






Figure 3.13 - Illustration of Using Least squared distance between coins in 2-D
Once all the hyper-spheres have been calculated for each coin, the task is then to 
check if any overlap exists. This is calculated for each decomposition level 
individually, checking two corns at a time and calculating the length of the vector 
between the hyper-sphere centres. The absolute value of the combined radii of both 
coins is then subtracted from this centre distance. If the result is negative then the 
hyper-spheres overlap and the coins cannot be separated. An example calculation for 
this operation in two dimensions is shown in Equation 3.6 and Equation 3.7.
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CentDist - ̂ (CoinWiml - Coin2Diml)* + (CoinWim2 - Coin2Dim2) 2 Equation 3.6
TotalDist = CentDist - ̂ (HyperRadCoM) 2 - ̂ (HyperRadCoinT) 2 Equation 3.7
This procedure is then repeated until the distance from each coin to all other coins has 
been established. A simulation of this operation is shown in Table 3.1, using the 
approximation results from a Daubechiesl Wavelet at decomposition 10, the red cells 
in the table show where overlapping hyper-spheres would exist (the coin name 
abbreviations used in the table can be found in Appendix E). As can be seen from the 
table, this Wavelet at decomposition level 10 can not be used for recognition as 
overlapping hyper-spheres exist. If a result for a decomposition level exhibited no 
overlapping hyper-spheres then the combination of filter and decomposition level 


























































































































































































































































































































































There is an inherent problem with the Hyper-spheric distance metric is that the 
distance between coins is derived from a single vector. This does not offer much 
opportunity to develop distance between the coins and could result in many coin 
spheres overlapping. The rotation of the vector defining the hyper-sphere could be 
considered to be too clumsy. In an attempt to overcome this effect weightings can be 
applied to the vector, this has the effect of changing the spherical shape generated into 
an ellipsoid. For example, observe the effect on the circle in Figure 3.14 when the 
coefficients in the y dimension are weighted by a half.
Coin Readings
Figure 3.14 - The effect of weighting on spherical vector spaces
Simulations of this technique proved the weighting caused more problems than they 
solved, as coin readings which were initially encompassed by the spheres were being 
excluded by the elliptics as shown in Figure 3.14. This coupled with the complexity in 
finding and implementing valid weighting values made using elliptics less viable than 
a hyper-cubic solution. Due to these difficulties, elliptics were not used in the data 
mining investigations discussed in Section 3.6.
3.7.3 Hyper-cubes
This method offers the best opportunity of creating distance between different coin 
types as it treats each dimension, in the function space of the coefficient results, 
individually.
When using this method, the coefficient results are considered to reside in n- 
dimensional function space and each coin type has a hyper-cubic area within the n-
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dimensional space assigned to it. The centre of each side of the hyper-cube, 
representing a coin, can be calculated using the Trimmed mean of the coefficients for 
a coin type. This is carried out at each decomposition level, in each orthogonal 
dimension. The length of each side of the cube in each dimension is governed by the 
coin reading that is the furthest away from the centre point. Again, this procedure is 
illustrated in 2-dimentions in Figure 3.15.
5
Distance in Dimension 1
Dimension 1
Figure 3.15 - Finding cubic coin limits in 2-D
Checking the resultant coin limits is a large task. Each coin type has a set of upper 
(UU) and lower (LL) coin limits in each dimension as show in Figure 3.16
Coin 1 w. LL Coin2 UL
Orthogonal Dimension Basis
Figure 3.16 - Coin limits in Hyper-cubes
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In the diagram Coin 3 and 4 can be seen to overlap, so this dimension cannot be used 
to separate these coins. However, Coins 1 and 2 do not overlap so this dimension can 
be used to separate these coins.
It now becomes apparent that the task is to compare the limits of each coin against all 
the other coins in each dimension. To qualify as an applicable recognition solution, 
each com must have at least one dimension where it does not clash with the other 
coins in the recognition set.
This is a very difficult idea to picture, so consider the following simplified two- 
dimensional simulation shown in Figure 3.17
Coin 1 Co'" 3____£oin2
Orthogonal Dimension 1
Coin 3 coi"2 Coin 1
Orthogonal Dimension 2
Figure 3.17 - Differing coins clashing in two dimensions
Coin 1 can be separated by these two dimensions whereas coins 2 and 3 cannot. When 
observing coin 1, it can be seen that it clashes with other coins in both dimensions, the 
important point being that they are different coin clashes. If, in a recognition scenario, 
valid values for coin 1 were received in the positions clashing with coins 2 and 3 as 
shown in Figure 3.18, then coin 1 can be identified as follows.
Coin 1 I Coin 3 Coin2
I Orthogonal Dimension 1 
Recognition Coin Coefficient 1
Coin 3 Coin2 I Coinl
Orthogonal Dimension 2 
Recognition Coin Coefficient 2
Figure 3.18 - Coin readings in clashing areas
If a bit result array is produced for this task, where T is a reading inside a coins 
















Table 3.2 - Example bit result array
From the table we can see that only coin 1 matches the readings in both dimensions 
and so would be correctly identified.
This algorithm was the basis of the coin recognition strategy that was adopted, though 
in practice N dimensions rather than the above example of two dimensions were 
involved.
3.7.4 Distance Metric Development Observations
From the discussion above it can be seen that the hyper-spheric distance metric will 
offer the most computationally effective solution as each coin would only have to 
have the co-ordinates of the centre of the hyper-sphere stored and a vector which 
would dictate a valid coin sphere. It does however, have the drawback that it offers 
the least opportunity to create distance between the coin types.
The hyper-cubic metric requires more information to be able to separate the coins than 
the hyper-spheric method, with an upper and lower limit needing to be stored for each 
dimension of each coin. In a scenario where very precise coin recognition is required, 
such as when a coin mechanism has a large coin set or where two coins are very 
similar and could cause fraud, then this option clearly is favoured. This is due to its 
ability to create very large distances between coins, which can be separated by many 
dimensions.
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Chapter 4 - Implementation Systems
In this chapter, the electronics and software developed throughout the course of this 
research are discussed. The enhanced coin mechanism, which is examined at the start 
of this chapter, was designed to be reused throughout the course of the research. It 
was used to provide the capture of data for experimentation, also for an enhancement 
to the existing Tetrel coin recognition scheme, and finally for implementation of a real 
time Wavelet coin recognition system.
4.1 DSP Coin Mechanism Development
The basic hardware and software required for a DSP coin recognition mechanism was 
developed as a modular block. This strategy was chosen as it could be seen that many 
of the system requirements, for research and experimentation as well as for 
implementing different recognition schemes, were the same.
The hardware that was produced to form this modular block was based on an existing 
Tetrel Technology coin mechanism. This basis was chosen as the company has been 
researching coin mechanisms for over 10 years and had developed a data generation 
scheme that could produce measurements, which contained both metallic coin 
composition and dimensional information. This method was modified to produce an 
improved system that would generate reliable data that was sufficiently characteristic 
so as to allow differentiation between different coins. It was agreed that this data 
would form a good basis for DSP research and development. A full description of this 
system development follows.
4.1.1 Mechanical Development
As was mentioned in the introduction to this thesis, it was desirable that the new coin 
mechanism would be a size match for the existing coin mechanism. This was 
achieved, and the basic mechanical overview of how the coin mechanism operates can 






Figure 4.1 — Mechanical overview of the coin mechanism construction
A coin enters down the entry chute and is controlled for bounce by the ceramic block. 
The coin then rolls down through the validator transducer section due to gravity alone. 
The transducers are positioned such that the coin will have enough time to settle and 
roll consistently along the base of the validator without any variation in movement. 
Exact positioning of the transducers can be seen in Figure 4.2. The inductor positions 
were repeatedly modified until an optimally different, but consistent waveform for 
each coin in the target sample coin set was obtained. The selection of the coin set is 
discussed in Section 5.1.
COIN ENTRY CHUTE
19 mm 9 mm 38mm
Figure 4.2 - Transducer Positions
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4.1.2 Data Capture Enhancement
In this subsection the reader is presented with a discussion of the development of a 
coin mechanism, this is used as a test bench for DSP algorithms and to obtain test 
data. A solid place to start such a development proved to be an existing coin 
mechanism that could be enhanced into a condition where it could be used as a tool 
for research purposes.
The existing coin mechanisms were embedded into payphones produced by Tetrel. 
These payphones contain a microprocessor to control the functions of the phone 
hardware and also used to carry out the data processing and recognition for the coin 
mechanism. The coin mechanism was not intelligent in any way and simply produced 
a serial data stream that contained integer count information. The count information 
varied in accordance with the status of the transducers of the coin mechanism, which 
in turn were effected by the presence of a coin. The phone processor was already 
being used to near its full processing capacity and so offered very little opportunity of 
expansion to implement an alternative recognition solution into the existing scheme.
A simple solution to the lack of spare processing power was to add an extra processor 
to the coin mechanism making the coin mechanism 'intelligent'. Another solution was 
to use a full custom designed Application Specific Integrated Circuit (ASIC). This 
route was not pursued as it was agreed that the time required to design and implement 
an ASIC solution was prohibitive.
Enhancement proceeded by embedding a small RISC processor into the coin 
mechanism. The specific processor was selected following a search of the products 
from various manufacturers. The device, an Atmel AT90S2313, was chosen primarily 
for low cost but also for low current consumption and a feature rich internal 
architecture. The device was capable of running at 4Mhz and consuming only 4mA, 
and with being of a RISC architecture each cycle of the processor clock was one 
instruction cycle for most processor instructions.
The device also had many other desirable qualities such as its program memory being 
'in-system' flash programmable up to 1000 times. This allowed the device to be 
situated into a coin mechanism and then to have its internal program completely 
changed, which could be useful both in prototyping and production models. It also
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possessed 128 bytes EEPROM that was capable of serial re-programming up to 
100,000 times. The EEPROM was a perfect area for storing coin limits that may need 
to be updated several times during the life span of the coin mechanism.
Design for manufacture also featured in the selection of this processor, as the 
EEPROM could be pre-programmed with coin limits before being inserted into a 
payphone. This was agreed to be a very useful function as it could, in the future act as 
an enabler to automated coin mechanism test, coin limit programming and production. 
This could eliminate wasted time in production programming coin limits or inserting a 
faulty coin mechanism into a payphone, activities that all presently consume 
production personnel time.
Another parameter that had to be considered when selecting a processor was the time 
available for making a recognition decision. The philosophy behind the mechanical 
handling of a coin in the coin validator was to let gravity move the coin through the 
mechanism. As the coin exits the mechanism it meets an except/reject control flap, 
this means that the time available for processing the coin data generated was only 
8ms. This time was set from the time the coin finished passing the last transducer in 
the validator until it met the coin flap. A Reduced Instruction Set (RISC) processor 
architecture meets the requirements this time limitation places on speed of processing. 
Other options such as, for example, the 8051 and its derivatives were considered, 
these could not be used due to the greater number of clock cycles required to perform 
instructions with these processors. This increase in time could be countered by 
increasing system clock speed, but then the overall current consumption of the devices 
would increase, again making them non-viable options.
The inclusion of a processor enabled the coin mechanisms to have a degree of 
intelligence, performing both data processing and recognition calculations without the 
assistance of the payphone microprocessor. A block diagram illustrating the basic 















Figure 4.3 - Enhanced Coin mechanism block circuit diagram
In all the existing coin mechanisms, previous to this research, the transducers used 
were either only capacative, or capacative and inductive. As can be seen from Figure 
4.3 only inductive transducers were used in this enhanced version. This was because 
the capacative transducers were found to be highly susceptible to instability in their 
readings due to humidity. Humidity would effect the reading of the high frequency 
capacative coin mechanism, by producing condensation on the coin mechanism PCB. 
The condensation was found to change the in circuit resistance, producing a variation 
in the oscillators frequency, and hence producing instability in the coin mechanism 
readings.
Tetrel had not previously been able to develop a coin mechanism using inductive only 
transducers. This was due to the high data rates that were necessary to obtain 
sufficient resolution coin data for recognition from inductive only coin mechanisms. 
The current payphone microprocessor could not cope with the increased bandwidth of 
data required. In addition, the recognition algorithms required by the increased 
number of peaks (up to 4 times as many with bimetallic coins) generated by an 
inductive only mechanism could not be catered for in the existing payphone processor 
software.
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4.1.3 Enhanced Coin Mechanism Operation
The RISC processor has an internal 16-bit counter that is incremented on each clock 
pulse from the clock crystal, which is running at 4MHz. The Low frequency oscillator 
section produces pulses at approximately 8KHz, which are cleaned and shaped to a 
near digital square wave. The oscillator frequency is modified by two inductive 
transducers connected in parallel which are sensitive to metals within their proximity. 
The processor counts 12 pulses from the low frequency oscillator and then stores a 
count of the crystal clock pulses accumulated in the internal counter. The resultant 16- 
bit output count is representative of the status of the inductive transducers. The value 
of 12 pulses was selected arbitrarily, as it delivered a good resolution of coin 
waveform details. In addition, it kept the data processing throughput requirement from 
other program functions, such as filtering, to a reasonable level attainable at a system 
clock speed of 4Mhz.
At switch on the idle frequency of the circuit is taken and stored by the processor 
which is the current count generated by the circuit after settling has occurred. This 
count is used to negate the effects of heat and humidity on the low frequency circuit, 
which has to be inherently unstable for the circuit to be sensitive to the frequency 
modifications provided by the inductors.
When a coin enters the mechanism, the processor is triggered to start taking readings 
by the entry opto-transistor. A series of readings is taken until the exit opto-transistor 
is triggered. The idle count is subtracted from the readings which are taken to give a 
profile which is representative of the coin which has passed through the mechanism. 
An example profile is shown in Figure 4.4 (Additional coin waveform samples can be 
seen in Appendix E).
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Figure 4.4 - Mexican 1 peso waveform generated from a dual inductive coin
mechanism.
The waveform shown above is characteristic of the response of the coin mechanism. 
An explanation of the shape of the waveform follows, but first it is important to 
understand the positioning of the inductive transducers. Figure 4.5 shows the 








Figure 4.5 - Coin mechanism transducer positions
Observe Figure 4.4, initially the waveform contains no significant data. This is 
because the coin has triggered the entry opto but has not entered the area containing 
the inductive transducers. The transducers are positioned at a distance from the entry
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opto to allow the coin to settle on the runway on the coin mechanism after entry into 
the payphone.
The coin begins to effect the first transducer at about reading 27 (x-axis). Now the 
transducers begin to take horizontal 'slices' out of the coin as it passes their respective 
locations. Four peaks can be seen, this is because the Mexican 1 Peso test coin (shown 
in Figure 4.6) is bimetallic. In addition, the second set of peaks has a larger trough 
between them than the first. This is because the second transducer is higher than the 
first and consequently has more of the centre metal of the coin effecting it.
Figure 4.6 - Bimetallic Mexican 1 Peso and UK 10 Pence
The important features of transducer positioning follow, these are presented in the 
form of rules that allow positioning of the transducers to give an optimal and different 
signal for each coin in a given coin set, whilst retaining consistency for the coins. 
N.B. desirable differences in the coin waveforms can be anything from amplitude, 
waveform shape, differing waveform peak/trough heights/depths or peak/trough 
duration's. The reason why any, and all, of these properties can be important is 
because each of these properties can be characterised by a DSP decomposition 
method. For example, using Wavelets, the amplitude of a peak in a coin waveform 
will directly impact the amplitude of a Wavelet coefficient.
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Transducer positioning guidelines are as follows: -
  The first transducer encountered along the coin runway must be sufficiently far 
away from the point of entry to allow the coin to settle on the runway.
  One transducer must be positioned such that it will obtain a slice through any size 
coin, from the largest to the smallest. This involves placing the transducer close to 
the coin runway.
  Position the transducer that is close to the runway such that it can optimally detect 
a change in metal in bimetallic small coins, whilst still detecting the smallest of 
coins in the set.
  Ensure to utilise the distance between the transducers to provide additional 
information about the diameter of the coin. This is performed by ensuring that the 
largest coin in the set will be effecting both transducers together at some point in 
it's travel past the traducers. Next, ensure that the smallest coin has a period of 
travel past the traducers where it is having a minimal effect on both transducers. 
This will ensure that the detection of dimensional difference between coins in 
optimised.
  Place one transducer higher than the transducer close to the runway. This can be 
used so that some of the smaller coins do not effect this transducer. This can also 
be used to increase the diameter detection distance of the previous point.
  Place the highest of the transducers such that a change in bimetallic, large coins is 
optimally detected.
  Combine any or all of the above points to optimally produce repeatable results for 
each coin type, whilst retaining the largest waveform difference between each 
coin type.
In summary, the distinctive characteristics that can be obtained from the transducers 
are amplitude of peaks and troughs, number of peaks and troughs, and overall 
waveform shape. The amplitude of the peaks and troughs is effected both by the 
metallic properties of the coin and also its physical dimensions.
44
4.1.4 Software
The software for the embedded Atmel processor was written in assembly language as 
the use of a 'C' compiler was found to be too prohibitive in terms of the actual code 
overhead size. The Atmel device only possessed 2K of program memory and the 'C' 
overhead filled over one third of this space before any program code had been added. 
An additional reason to use assembly language rather than 'C' was the increase in 
program execution speed that could be achieved by hand programming each processor 
instruction that would be required. This had the effect that very few cycles of the 
processor were wasted carrying out instructions that were not needed.
The actual program code was based on a modular design using a type of virtual state 
machine processing (this is based around a switch in a piece of software which can be 
used to change the programs functionality based on previous actions). This allowed 
software reuse into the system, in so far as different recognition methods could be 
'bolted' onto the main structure of the program. A state machine type kernel design 
was used to enable the single tasking processor to be able to carry out multiple 
functions in an independent and close to parallel fashion. That is to say that an area of 
code, with a specific function, would carry out a single step of a state machine; This 
would have a desired action and then would release the program flow to allow other 
state machines to update their status and carry out alternate functions.
A simplified flow chart indicating the major functions of the program and the 
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Processing
Figure 4.7 - Modular Sections of the DSP coin mechanism main program
The main function blocks that are modified to produce the different versions of the 
enhanced coin mechanism are shown with blue box. A description of the 
functionality of each program block follows below.
Serial Port Processor Control - Obtains control codes from the serial port and 
directs program flow to relevant section.
EEPROM Read /Write - fetches EEPROM data, writes into semi-permanent 
EEPROM, outputs data to the serial port, and fetches data from the serial port. This is 
used to store and read coin limit data for valid and invalid coin settings used by the 
recognition algorithms.
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Stop Processor - Stops the Processor
Opto Status Control - Checks the status of the opto transistors and updates their 
status to internal registers
Coin Recognition Control - Performs any recognition tasks required. This is the area 
where recognition methods are bolted on to the basic program.
Idle Count Output - Outputs the idle count directly to the serial port. This is used for 
checking correct operation of the crystal clock and the inductive oscillators.
Low Frequency Oscillator Interrupt Control - This is the entry jump point for the 
program when an interrupt is generated by the receipt of a low frequency oscillator 
pulse. It also controls program flow to the following blocks.
Idle Count Storage - stores the idle count. This block is only executed if no opto 
obstructions have occurred.
Coin Reading Processing - This block can be used to carry out digital filtering and 
pre-processing of coin readings, such as subtracting the idle count.
4.2 Enhanced Coin Mechanism Monitor - ControlMech
After the enhanced coin mechanism had been developed, there was a requirement to 
be able to communicate with the device for programming and monitoring the 
processor functions. The ControlMech program was developed to meet this need.
The program was developed to integrate into the authors working operating system 
environment, which was Windows NT. ControlMech was developed in Visual C++ 
and provided methods to communicate with the coin mechanism processor through its 
serial port. The program could also plot graphs of coin waveforms, upload and 
download EEPROM data, monitor coin mechanism oscillators and optical transistors.
This program was also used to gather coin waveforms for processing during the 
research.
A screen shot of the program plotting graphs of the coin mechanism coin waveforms 
is shown in Figure 4.8
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Figure 4.8 - ControlMech screen shot
4.3 TPP1 - The First Steps to DSP Coin Recognition
The embedded RISC processor with additional programming was utilised to provide 
the first DSP recognition solution, which operated using the amplitudes of peaks and 
troughs in the coin waveforms. This system was an improvement on the existing 
Tetrel system, which could only carry out recognition using two readings from either 
peaks or troughs. The new version could carry out recognition utilising up to eight 
peak/trough readings from the coin waveforms. This enabled utilisation of more 
complicated waveforms produced by the inductive data capture mechanism to be 
utilised by the recognition method. This first method was called TPP1 by Tetrel as 
this was the designator of the intended product.
TPP1 was an outdoor payphone intended for the Mexican market. This validator was 
fundamental to the development of a successful payphone for the outdoor 
environment because it utilised only inductive transducers. This prevented effects
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from humidity (See section 4.1.2), which had detrimentally effected previous 
capacative coin mechanisms.
4.3.1 TPP1 Implementation
The basic hardware and software of this implementation is the enhanced DSP coin 
mechanism as discussed in section 4.1. The modular form of the software in this 
processor was utilised to deliver the required functionality from this mechanism. The 
Coin Recognition Control and Coin Reading Processing state machine blocks were 
both replaced with program code that would carry out the functions required. These 
blocks are covered in more detail below.
4.3.2 Coin Reading Processing
When a coin enters the mechanism, the entry opto is obscured allowing this section of 
code to become active when the interrupt is triggered. Two program functions were 
required from this code, moving average filtering of input counts, and also peak and 
trough locating within the waveform via turning point detection.
The Moving Average Filter (MAP) function was included as it helped to smooth out 
the inconstancies in the coin readings. These were caused by minor transient 
fluctuations in the low frequency oscillator, which had to be inherently unstable for 
the presence of a coin, next to the inductors, to modify the operating frequency.
The MAP was implemented using a cyclic first in first out (FIFO) buffer. Various 
different filter lengths were tested for performance in both smoothing and detail loss. 
Insufficient smoothing and the waveform would have small transient variations 
throughout its length. Too much smoothing and small characteristic peaks and troughs 
within the coin waveforms were lost.
A final length of the FIFO buffer, and hence the filter, was chosen to be four integers. 
This value was chosen as it delivered a good compromise between reading stability 
and detail loss, also as it enabled fast calculation of the division part of the filter 
algorithm. This is because division by values of 2" (such as 2,4,8,16,32) when 
implemented in assembly language are simple bit right rotation operations. To divide 
a 16 bit number by two in this way would require two processor cycles (two 8-bit
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operations) of rotate right. Whereas to do a full divide on an unsigned 16 bit number 
with the Atmel device would take a minimum of 235 and a maximum of 251 
processor cycles Atmel (1997).
A block diagram illustrating the operation of the MAP is shown in Figure 4.9.
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Figure 4.9 - Block diagram of Moving Average Filter
The filter simply adds the current count value together with three previous values 
stored in the cyclic buffer and divides the result by four to produce a smoothed output 
value.
The turning point location section operates by monitoring the gradient of the input 
values to find peaks and troughs in the waveform. A turning point was located when 
the gradient of the coin waveform changed sign, negative to positive or positive to 
negative. When the algorithm was tested, it was found that it was locating small 
fluctuations in the waveform which were not required to be detected as turning points. 
This was overcome by setting thresholds, both positive and negative, that the gradient 
had to exceed before a turning point was registered as being valid.
Consider the example section from a coin waveform shown in Figure 4.10, this will 
be used to illustrate the operation of the turning point location algorithm. Table 4.1 
shows a simulation of the algorithm on this waveform using a threshold of two for 
example purposes only (in the real implementation of this algorithm a value of ten
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was used which was found by successively testing and adjustment of the value, until a 
satisfactory result was obtained).
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Table 4.1 - Simulation results for turning point algorithm
The table illustrates that the required turning point at X is located correctly and those 
at T and U, which are not required, are ignored
An actual output from the ControlMech program communicating with a processor 
demonstrating this algorithm is shown in Figure 4.11. The detected turning point 












Figure 4.11 - Example of peak and trough detection in coin waveforms
4.3.3 Coin Recognition Control
This code segment was used to check the location of a turning point against the coin 
limits stored hi EEPROM to ascertain if the reading matched any of the limits.
When a turning point was detected by the Coin Reading Processing code the current 
waveform value was stored for later processing by the Coin Recognition Control state 
machine.
This state machine was sharing processor time with both the Serial Port Processor 
Control and the Opto Status Control state machines. By operating hi this way, the 
value of the turning point could begin to be processed and checked against the coin 
limits before the whole coin waveform had been received. This was to ensure coin 
recognition would occur before the com arrived at the accept/reject flap. The 
functionality of this code segment was split into various steps of the state machine to 
ensure that other parts of the program would continue to be serviced by processor 
tune.
The current peak being processed (first, second, third, etc. peak within the waveform) 
would lead to a set of limits being retrieved from the EEPROM these were compared 
with the current reading. If the reading was within the limits, the result was a binary 1 
if not then the result was a binary 0. These results from each compare operation were 
stored in a bit array, with each row in the array representing a set of limits and each 



















































Table 4.2- Example coin recognition bit array result
The table shows a coin waveform which contained six readings and which was 
matched the limits of set 2.
The presence of a matching coin was checked for by logically ANDing the rows in the 
bit array and ignoring coin limit sets that contained more peak limits than were 
received during recognition.
The recognition cycle is finished when the coin clears the exit opto.
4.4 DSP Investigations
The DSP investigations were conducted, for the most part by developing and testing 
algorithms using Matlab. The exception to this was the coin waveform test data, 
which was obtained using a modified version of the enhanced coin mechanism and the 
ControlMech program.
Again, a modular approach was taken to the development of test programs within 
Matlab. Basic routines for controlling test data and to display results were produced 




As mentioned in the introduction to this subsection, the data capture system used a 
modified version of the enhanced coin mechanism. The modified RISC processor 
software did not contain a coin recognition state machine module. The Coin Reading 
Processing module was modified to output a data stream containing waveform 
readings, with the idle count subtracted, onto the serial port of the processor. The coin 
mechanism was mounted into an existing payphone chassis, as shown in Figure 4.12, 










Figure 4.12 - Enhanced coin mechanism mounted into a payphone chassis
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The ControlMech program had a section that could receive the coin waveform data. 
On receipt the program plotted a graph of the data for inspection and saved a file to 
disk in comma delimited ASCII integer format. ControlMech prompted for a string 
that was to represent the type of coin at the start of a data saving session. This was the 
name under which each coin file was saved with the addition of a postfix number, 
which was incremented, after each coin sampling was taken. Using this system it was 
a simple task to very quickly accumulate a large set of sample waveforms for each 
coin that was used in the DSP research.
4.5 Data Processing and Mining Software Development
A modular approach was taken to the development of programs within Matlab. Basic 
routines for controlling test data and to display results were produced, with different 
data analysis and distance metric techniques being 'bolted' onto these basic modules.
The Matlab scripts are presented and discussed in the order in which the research 
proceeded. However, to understand how these Matlab scripts/programs would be 
applied to the data, a flowchart is presented in Figure 4.13. The flowchart contains the 
order in which the scripts would be used to conduct the analysis, at each stage 
annotations of scripts that can be used are shown. The reader is directed to observe 
this flowchart at this point, and to reference back to it during the discussion of the 
individual scripts/programs.
Note: The Matlab scripts are available on the disk supplied with this thesis or by 
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Figure 4.13 - Flowchart showing application order of Matlab Files to Data
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4.5.1 Autocorrelation Coefficient Generation
The program AutoCorGen was written to fulfil this function. As mentioned in the 
background theory Section 3.1, autocorrelation is a simple process where a waveform 
is multiplied against shifted versions of itself and the resulting coefficients are 
summed to give each autocorrelation number.
The algorithm was passed over all the target coin waveform data files for all possible 
shift positions. The resultant data was stored in large arrays, one for each coin.
4.5.2 Production of Discrete Wavelet Transform Coefficients
In order to use the data mining technique (see Chapter 5 ) it is necessary to have a 
bulk load of transform coefficient data with which to test hypothesis. MatDWT, a 
Matlab program, was designed that would process the coin data files generated from 
the ControlMech program and generate DWT coefficients.
The Wavelets selected based on the discussions raised in the Background theory 
chapter (see Section 3.6 Page 24 ). Ranges from four different families encompassing 
37 Wavelets were chosen. These particular Wavelets were used as they offered a good 
cross range of different Wavelet shapes available in Matlab.
The Wavelets were selected by following one of three criteria. Either the Wavelet was 
desired to be similar to the coin waveform shapes with low frequency, rounded, 
curves, or with a high frequency, sharp profile. The third criterion was included to 
help with the final implementation of the Wavelets in a recognition system and 
dictated that the DWT coefficients should be computed with a low computational 
effort.
To exhaustively analyse the coin data files with each Wavelet type, and to ensure all 
the data was extracted and processed with each Wavelet, a target often decomposition 
levels was used. This value was chosen as a trade of between finding the lowest data 
processing requirement, whilst ensuring that even with the smallest of the Wavelets, 
the coin waveforms were decimated to a point were the Wavelet was of a comparable, 
or larger, size to the original coin waveform. This had the effect that very little or no
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information was being gained after the tenth level of decomposition that was of any 
worth in determining the coin type.
The result from the matDWT program acting on the coin waveform data was 74 data 
files, which contained DWT coefficients for the approximation and detail results for 
each of the 37 filters. Each data file possessed a Matlab structure array that contained 
3600 coefficient arrays. One array for each coin's DWT results of the 20 coin data 
samples transformed to 10 levels of decomposition for each of the 18 coin types. This 
gave an overall number of 266400 coefficient arrays. Which gives a clear indication 
of what a large processing task this was.
To understand this further and as an example of a Matlab script observe the following 
script code. The code which is prefixed by a % is a comment in Matlab language and 
has been used to explain the program operation in detail. This piece of code is 
repeatedly run for each filter in the target set of 37.
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%calculates DWT for a filter set by curfilt variable 
%to a depth of 10 decompositions
clear; %clear the enviroment
Curfilelist;%load a list of the coin data types
%write name of current filter into out array 
out = struct ('filter ',Filters(curfilt).Name);
%iterate through coin types 
for file = Irnumtypes
%iterate through coin samples
for curdat = 1:Files(file).numTest %this loop steps through the coin types 
%construct target file name
targfile = [ datdir Files(file).name int2str(curdat) '.dat']; 
clear Temp;
Temp = load(targfile); %load a coin sample 
datnum = int2str(curdat);
%Calculate Transforms 
for declevel = 1:10
%calculate the Wavelet decomposition 
[TempA,TempD] = dwt(Temp,Filters(curf ilt) .Name); 
dec = ['d' int2str(declevel)];
%store approximation coefficients




s = [ Filters(curfilt).SName '_' Files(file).name '_d' int2str(declevel) 
'_d' int2str(curdat)];
out = setfield(out,s,TempD);
%prepare for next loop 
clear Temp;




end % curdat 
end % file
savename = [ datdir Filters(curfilt).SName filelistnumber '.mat' ];
%save the DWT coeficients
save (savename, ' out' ) ; ________________________————.—————.—————————————
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4.5.3 Visual Analysis of DWT Coefficients
A three-dimensional plot of the DWT coefficients was achieved using SurfAnyDec a 
Matlab program. This program plots 20, three dimensional graphs for a selected 
Wavelet type, each containing the results from the DWT coefficients generated from 
10 waveforms of one coin type, produced at all 10 decomposition levels. This gives a 
very clear picture of the action of the DWT and how variations in similar coin 
waveforms effect the transform. An example of the results obtained from this 
program, along with a discussion can be found in Section 6.2 Page 78.
4.5.4 Finding Coefficient Mean Limit Point
Regardless whether the distance metric used Hyper-spheres, Hyper-elliptics or 
Hyper-cubes, one common factor between all methods was that the mean point of the 
analysis coefficients was required. The Matlab program MatcalcTM was produced to 
fulfil this function.
Initially a trimmed mean was used to provide robustness to outliers in the data. This 
method was discontinued and replaced with a standard mean during the latter stages 
of the research. This was because during the testing of the final algorithm using a 
Hyper-cubic approach all coin samples were required to be used as templates for 
setting limits and the outliers were found to be important in providing limits which 
would encompass all coins.
4.5.5 Implementation of Distance Metrics
The distance metrics (discussed in Section 3.7 page 28) were initially implemented to 
test coefficients from the approximation and detail results of the DWT separately and 
one dimension at a time. Matlab programs were produced to test the hyper-spheric 
and hyper-cubic metrics, and these were FindCoefDist and FindCubicDist 
respectively.
The programs both operated in very similar ways, and processed all the coefficients 
generated from the 37 test Wavelets used to calculate the DWT test data. The results 
were produced in the form of large arrays which contained a list with each row 
containing the filter type, decomposition level, approximation or detail coefficients,
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the number of clashes of either the hyper-cubes or hyper-spheres, and finally the 
minimum distance which was observed between the hyper-cubes or hyper-spheres.
To view the distance metric test results a Matlab program FCDoverview2XLS was 
written that used Dynamic Data Exchange to communicate with Excel. Using this 
program, the results were transmitted from the Matlab array to an Excel spreadsheet 
where they could be viewed and sorted in order of number of clashes and minimum 
distance. This allowed observations about the effectiveness of the distance metrics to 
be easily made.
4.5.6 Combining DWT decomposition level results
During testing both the hyper-spheric and hyper-cubic distance metrics were found to 
be failing to find a set of dimensions which would be able to completely separate the 
set of test coins. To counter this it was necessary to combine results from multiple 
decomposition levels. This had the effect that the number of dimensions, which were 
used to represent a coin, was increased which offered a greater possibility of locating 
dimensions in which the coin set would not clash. For example if a coin waveform 
was decomposed into: -
Decomposition 1 = (1,2,3) 
Decomposition 2 = (4,5)
The co-ordinates of the coin reading, when decompositions 1 and 2 were combined 
would become 1,2,3,4,5. Once combination of the decomposition level coefficients 
was achieved, the distance metric method was implemented in the same way as when 
only one decomposition level was involved.
The simplest way to test for a possible solution would be to combine all ten available 
decomposition levels together and test if a solution existed. This was not done, as it 
would not yield the combination of levels that would deliver the solution that required 
the least amount of processing power.
To test for the simplest solution the decomposition levels where combined in order of 
ever increasing computational effort. For example, firstly only two decomposition 
levels were combined. This was done starting with the quickest DWT coefficients to
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calculate i.e. 1&2, then 2&3 continuing on up to 9&10. Then combinations of 3 
decomposition levels were tested starting with 1&2&3, then 2&3&4 and so on up to 
8&9&10. This procedure was continued until all 10 decomposition levels were 
combined together, with a total of 55 combinations being possible.
A complete map of the combinations of decomposition levels can be seen in Figure 
4.14. The red squares indicate which decomposition levels were used in each 
combination set.
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Figure 4.14 - DWT decomposition level coefficient combinations
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4.5.7 Trimming and re-sampling of data files
In this sub-section the novel method of pre-processing input coin waveforms is 
developed. This is the way in which the coin waveforms were pre-processed before 
being processed by the Wavelet transform, for the purpose of temporally normalising 
the data. This normalised property is required by the Wavelet transform and not, for 
instance by the peak and trough spotting algorithm, because with the DWT temporal 
information is also encoded and becomes a feature of the output coefficients.
Observe the coin waveforms stored by the data capture mechanism for the same coin 
(ten examples of the same coin can be seen Figure 4.15), this shows that the 
waveforms are slightly dissimilar, in amplitude and either shifted in time, dilated, 
contracted or a combination of all three. This is a feature of the speed of the coins 
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Figure 4.15 -10 captured coin waveforms from Mexican 10 Peso coin type
The amplitude differences were expected and were allowed for by the coin limits set 
around the DWT coefficient results. It was initially hoped that the time effects would 
have disappeared from the DWT coefficients as successive decimations, during each 
level of decomposition, filtered any differences together.
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The filtering effects did draw the waveforms together, but not enough for consistent 
results to be observed in the DWT coefficients. A new approach was required which 
would pre-process and clean up the waveforms before the DWT processing began.
The pre-processing took the form of trimming and re-sampling the waveforms to 
ensure a constant length. The trimming action removed any extraneous data that 
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Figure 4.16 - Example of original and trimmed waveform
After the extraneous data had been removed, the peaks of the waveforms still were not 
aligned. This is where the re-sampling of the data comes to the fore. When re- 
sampling the data, a waveform size was chosen that was bigger than any of the coin 
waveforms in their trimmed form. This method was used so that no data was lost from 
the waveforms during the process. The value that satisfied this requirement for the test 
sample data was 60 samples. To reach this value the waveforms were interpolated and 
filtered, then decimated and filtered.
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The effect this has on the data originally considered at the start of this sub section can 
be seen in Figure 4.17.
9—1^-4^-24-25 29 33 37 41 45 49 53 57—J
Figure 4.17 - Trimmed and resampled coin waveforms from Mexican 10 Peso
coin type
Dynamic Time Warping (DTW) was also considered to carry out this function as the 
author had previously had experience of this during research involving speech 
recognition. DTW could be applied in this case by warping certain section of the 
waveforms until its peaks were located within a regular intervals. Due to the heavy 
computational requirement of DWT the simpler method, involving a lower 
computational requirement and which was working successfully, was used. The 
interested reader can consult Owens (1994) for more information on DTW.
4.5.8 Finding Significant Recognition Coefficients
After a successful decomposition method and distance metric combination had been 
found, only one piece of information was missing which prevented the development 
of an efficient real time implementation of a coin recognition system. That
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information was which DWT coefficients were significant, from the decomposition 
level combinations used, for recognition to be possible.
This information was useful in finding what the bare minimum computational effort 
was, while still making recognition possible. Consider that in a real implementation of 
a recognition system, it would be inefficient to store and use coin limits for DWT 
coefficients which clashed with many or all coins, or that offered no additional 
information than was being provided by other coefficients.
To discover which coefficients offered the highest information content for separating 
the target coins the Matlab program FindCoefSig was produced.
FindCoefSig operated by scanning over the decomposition combinations that 
produced successful recognition solutions. It would then produce an array that 
contained one row for each comparing of limits between two coins. Remember that 
for the combination of decomposition levels to be useful for recognition this must 
produce at least one coefficient dimension in which there was no limit clash.
Then FindCoefSig found the location of each coefficient that had limits that did not 
clash between the two coins. For every occurrence of this it would store a ' 1' in the 
array. This was then repeated for each combination of two coins, which for 19 coins 
in the Target sample set would mean 171 pairs (see Table 3.1).
When this operation was completed each column in the array was summed which 
gave a value which indicated the 'usefulness' of each coefficient in comparing the 
coins i.e. how many times each coefficient had managed to separate the coins.
Next, a new array was constructed column by column from the original array in 
descending numerical order. As each column was added the rows were summed 
across and the result was checked to see if each row was above zero. This was done to 
see if enough coefficient columns had been added to cover all the pairs of coins.
The final result was a minimum list of significant coefficients required for each 
decomposition combination that delivered a recognition solution.
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4.6 Implementation of Real Time Wavelet Coin Recognition System
To gain a complete understanding of the benefits and problems of developing a real 
time coin recognition system this final investigation tool was developed. The 
philosophy behind the development of this system was to, as closely as possible, link 
the developed algorithms to a real time coin mechanism implementation.
The way in which this was achieved was to modify a version of the ControlMech 
software to emulate the action of a processor performing the Wavelet recognition 
calculations. This software was called WaveActiveX, the ActiveX portion of the name 
will become apparent in the following text.
As the algorithms for the Wavelet recognition system existed in Matlab, the natural 
way for the program development to proceed was to embed Matlab into the 
WaveActiveX program. The programming method that could deliver this embedding 
requirement was using ActiveX.
ActiveX, developed by Microsoft, is "A set of technologies that enables software 
components to interact with one another in a networked environment, regardless of 
the language in which they were created." (Microsoft)
A block diagram of the whole system is shown in Figure 4.18, with a simplified 
flowchart of the software operation within the system shown in Figure 4.19.
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Figure 4.18- WaveActiveX system configuration
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WaveActiveX Processing
Receive Coin Waveform 
from WaveActiveX
Trim coin waveform 
removing sections before and 
after significant data
Resample trimmed coin 
waveform to required 
uniform length
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for resampled waveform
Load coin limits from disk
Load Significant recognition 
coefficient positions from 
disk
Compare significant DWT 
coefficients and coin Limits 
producing a bit result array
Check for a complete row of 
1 's in bit result array 
illustrating matched coin
Matlab Processing
Figure 4.19 - WaveActiveX software operation flowchart
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Chapter 5 - Data Processing and Analysis
This chapter contains details of the methods followed for carrying out analysis using 
the systems developed in the previous chapter. Firstly, the philosophy of the kinds of 
data that were captured is studied. Following this, there are two types of analysis 
examined in detail. The main analysis of interest in this thesis is the Wavelet results, 
but the Autocorrelation method is also included as this is used as an example set of 
results in section Chapter 6 .
5. 1 Generation of Test Data
The data capture system, described in the systems chapter, was used to collect 20 
samples of 18 coin types. These coin types were selected to produce a good cross 
range of the possible outputs from the coin mechanism, so that the DSP algorithms 
would be robust, and operate for many coin types. The collection included Steel 
Copper and bimetallic coin types, these would produce positive and negative 
deflections from the idle frequency of the coin mechanism as well as combinations of 
3 to 7 peaks and troughs in the coin waveforms. Another coin selection criterion was 
not only to produce a wide range of differing waveforms, but also waveforms which 
were similar in shape and amplitude from different coins. This would allow 
assessment of the ability of the developed algorithms to separate possible fraud coins 
and coins which would normally cross correlate with a desired acceptance coin in an 
existing coin mechanism. This data was used throughout the analysis.
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Large flat centre peak
Negative deflection
Negative deflection 
Troughs have the same amplitude
Negative deflection 
Flat on centre peak
Positive deflection 
Two long flat peaks
Negative deflection 








Two long flat peaks
Table 5.1 - Target coin data set and coin features
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5.2 Autocorrelation analysis
Application of Hyper- 
spheric distance metric
Application of Hyper- 
cubic distance metric
Figure 5.1 - Analysis plan for Autocorrelation investigations
The Autocorrelation investigations proceeded by utilising the Matlab modules, that 
were discussed in the systems section, as shown in Figure 5.1.
The captured coin waveforms for each coin were processed into autocorrelation 
coefficients (see section 4.5.1), the trimmed mean of the autocorrelation coefficients 
was then found, as discussed in section 4.5.4, for each coin by combining the 
coefficients at each level of correlation. For example, considering the UK 2 copper 
pence, all the R(l) coefficients were combined for all 20 samples of this coin and the 
mean found, then the same procedure was repeated for R(2) and so on until all 
coefficients for this coin had been processed. The process was then repeated for all 
the other 18 coin types.
After the trimmed mean had been found the distance metrics from section 4.5.5 were 
applied, the results of this analysis are shown in section 6.1.
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5.3 Wavelet Transform Analysis
5.3.1 Using Original Data
Application of Hyper- 
spheric distance metric
Application of Hyper- 
cubic distance metric
Figure 5.2 - Analysis plan for Wavelet Transform Coefficients - Original Data
The analysis of the Wavelet transform coefficients initially followed a very similar 
route to that of the autocorrelation values as can be observed from the plan shown in 
Figure 5.2.
Using the method discussed in section 4.5.2, the DWT coefficients were generated for 
each of the coin waveforms using 37 different Wavelets to a level of 10 
decompositions. The waveforms used were the original data set produced by the data 
capture system, completely unmodified in any way. The approximation and detail 
results from both sides of the Wavelet tree were stored for analysis.
A trimmed mean coefficient set was calculated, using the software discussed in 
section 4.5.4, for each coin from the coefficients stored in each of the 266,400 
decomposition result arrays. The DWT coefficients together with the trimmed mean 
data were then tested with the distance metrics (see section 4.5.5).
The corresponding results are given in Section 6.3.
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5.3.2 Using Resampled Data











Figure 5.3 - Analysis plan for Wavelet Transform Coefficients - Resampled Data
The analysis route for the resampled data was similar to that followed for the data that 
had not been pre-processed. The exception with this analysis was that the DWT 
coefficients had been completely regenerated with the resampled data. In addition, the 
distance metric analysis tools which were developed had been improved, and 
supported the Multiple decomposition level approach. A graphical view of the 
combinations of decomposition levels is given in Figure 4.14 on page 63.
Once a successful result had been obtained with the Hyper-cubic distance metric 
coefficient significance testing was undertaken.
The results for this analysis are shown in section 6.4.
The area in Figure 5.3 encompassed with the dotted line, is so indicated because this 
is where viable final recognition solutions were available from.
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Chapter 6 - Discussion of Results
In this section analysis is made of Autocorrelation and Wavelet transform results. The 
autocorrelation results are included so that a full appreciation of the data processing 
problem can be perceived, and why the more complex method of Wavelets had to be 
employed.
6.1 Autocorrelation
The autocorrelation tests resulted in a complete failure to separate the coins.
Neither the hyper-cubic or hyper-spheric distance metrics could produce any 
significant distances between the data, either with or without re-sampling the 
waveforms. The reasons for this can be seen by visually examining the autocorrelation 
results. Figure 6.1 illustrates the similarity that was found in the autocorrelation 
functions for coin waveforms of different coin types, with each coin type shown with 
a different colour on the graph.
x1(T
Counts2
Figure 6.1 - Autocorrelation of each coin type
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The coin mechanism, however, does not produce consistent waveforms for repeated 
passes of a coin. Therefore, when considering the possibility of using autocorrelation 
for producing distances between coins it is important to regard many samples of the 
coin waveforms. This is shown in Figure 6.2 again, with each coin type shown with a 
different colour on the graph.
Counts2
xio
20 40 60 80 100 120
Samples
Figure 6.2 - Autocorrelation of 10 samples of each coin type
Now it can be seen how completely inappropriate autocorrelation is for analysing the 
waveforms. Using only visual inspection, it can be seen that throughout the 
waveforms there are no areas available where limits could be placed to separate the 
coins without clashing with other coin waveforms.
Passing the coins through the hyper-cubic distance metric confirms this fact, the 







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































6.2 Visual Analysis of DWT Coefficients
These results have been included to give the reader an insight into the action of the 
Wavelet transform.
Visual analysis of the Wavelet coefficients was conducted during the research using 
the SurfAnyDec Matlab Program. Two example Wavelets will be used to show results 
from this program, the Daubechies 4 and Coiflets 1 Wavelets, as shown Figure 6.3. 
These Wavelets were chosen for this demonstration because of their very different 
shapes, and hence the very different results that they produce. A discussion of the 
properties of these Wavelets is contained in Section 3.6 on page 24.
Figure 6.3 - The Daubecbies 4 and Coiflets 1 Wavelets
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During the analysis the same Mexican 2 Peso coin waveform in its resampled form 
will be used for all DWT coefficient results to allow the action of the DWT to be 
clearly observed. A plot of the Mexican 2 Peso coin can be seen in Figure 6.4. Ten 
samples of the waveform are used so that the action of the Wavelets on slightly 









10 20 30 40 50 60 
Sample
Figure 6.4 - Mexican 2 Peso coin waveform
The results for the decompositions using the Wavelets will be presented first, with a 
discussion of the results following each set of diagrams. In the interests of brevity 
only decomposition levels 1,3,5,7,9 are shown. The diagrams show the coefficient 
number along the x-axis, amplitude of the coefficients on the y-axis and the 1 to 10 
coin samples along the z-axis as shown in the example Figure 6.5.
1.5
Coin Sample 1 1 Coefficient Number
Figure 6.5 - Example Plot Showing Axis Labels
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First Considering Daubechies 4 (abbreviated to db4 in the diagrams).
db4. Approx, decomposition 1, M-2-Pe db4, Detail, decomposition 1, M-2-Pe
500,..••••'"! 10 V - -'""':
20
00 00
db4, Approx, decomposition 3, M-2-Pe db4, Detail, decomposition 3, M-2-Pe 
500
0 0 0 0
10
db4, Approx, decomposition 5, M-2-Pe db4, Detail, decomposition 5, M-2-Pe
500 r---""""" 1 
o .
io •' J^C ""-•^^ 10
00 ° 0 




db4, Approx, decomposition 9, M-2-Pe db4, Detail, decomposition 9, M-2-Pe
.-••""':'*"•.
2oo,.....---"-"T""""" I """">-..-
0 0 0 0
db4, Approx, decomposition 10, M-2-Pe db4, Detail, decomposition 10, M-2-Pe
0 0 0 0
Observing decomposition 1 it can be seen that the Wavelet has managed to encode 
very little of the data from the waveform with the majority staying the approximation 
coefficients. By the third decomposition the Wavelet has become sufficiently large, 
when compared to the data, to begin encoding. The coefficients from the tenth level of 
decomposition show that the Wavelet has 'drained' the coin waveform of most the 
high frequency data that it contained, and now only the very slow changing attributes 
of the signal remain.
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Now considering the Coiflets 1 (abbreviated to coifl in the diagrams).
coifl, Approx, decomposition 1, M-2-Pe coifl, Detail, decomposition 1, M-2-Pe
00 00
coifl. Approx, decomposition 3, M-2-Pe coifl, Detail, decomposition 3, M-2-Pe






coifl, Approx, decomposition 5, M-2-Pe coifl, Detail, decomposition 5, M-2-Pe
....•••••-"T"-... ..„-••- = """>,..
0 0 0 0
coifl, Approx, decomposition 7, M-2-Pe coifl, Detail, decomposition 7, M-2-Pe
,..-••"":*"••
0 0 0 0
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coifl, Approx, decomposition 9, M-2-Pe coifl, Detail, decomposition 9, M-2-Pe
...•••"";*"•••. 
,.-"•""" I '""••••
500...... ••••"-"""\ ! ""T--........ 200.
00 00 
coifl, Approx, decomposition 10, M-2-Pe coifl, Detail, decomposition 10, M-2-Pe
500
0 0 0 0
The action of the Coiflets 1 Wavelet behaviour can be seen to be completely different 
from the Daubechies 4 as early as decomposition 1. In decomposition 1 the Wavelet 
has already begun to encode significant amount of the waveform data into detail 
coefficients, and had resulted in a substantially smoothed approximation waveform. 
At the fifth decomposition most of the high frequency information of the signal has 
been removed with only the low frequency data remaining. To achieve the same result 
the Daubechies 4 needed all ten decomposition levels. Interestingly, the resultant 
waveforms at decomposition 9 from both Wavelets bare no resemblance to each other, 
which is a clear indication of how differently the Wavelets have decomposed and 
encoded the waveform data.
This means that each Wavelet will present a completely different encoding of the data 
in its coefficients. This has the effect that each set of coefficients from different 
Wavelets will present a new and different view of the data when used for recognition.
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6.3 Wavelet Transform - Standard Data
6.3.1 Hyper-spheres and Hyper-cubes
The original coin waveforms were very inconsistent in where the peaks and troughs 
appeared in the waveforms. This inconsistency was carried though in to the Wavelet 
coefficients, so profound was the effect that none of the combinations of the 38 filters 
and the two distance metrics that were implemented could produce a distance between 
all the coins. This meant that a recognition solution could not be generated using this 
system configuration.
An example of the type of results obtained is illustrated in Table 6.2 (see Appendix E 
for coin name abbreviations used in the table)
The table shows the distances obtained between coin hyper-spheres from the 
approximation coefficients after four decompositions using a Haar Wavelet.
The red cells show the clashing hyper-spheres of which there are 90 out of a possible 
171 coin pairs.
This result is typical of the problems that were found in using coin waveforms that 
















































































6.4 Wavelet Transform - Resampled Data
This set of tests was conducted with new DWT coefficients calculated from the 
trimmed and resampled coin waveforms.
6.4.1 Hyper-spheres
Using the resampled data the results from the Hyper-spheric distance metric had 




































































































Table 6.3 - Top ten results from distance metric
From the table, BiorSplines 2.8 gave the best results with only seven Hyper-Spheres 
clashing. The coefficients formed from the approximation side of the Wavelet 
Transform gave the best results this is because the approximation side of the 
transform removes the high frequency, noisy parts of the data. This action can be seen 
in the decomposition example figures shown in section 6.2. This behaviour leaves 
coefficient sets which can be more easily grouped together within limits, which has 
the effect of delivering smaller limit ranges which have less chance of clashing. This
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can also be seen to be true by examining the decomposition levels that gave these 
results. They are all from decomposition levels 6 and above which means that a great 
deal of the noisy elements of the waveforms will have been removed.
The Haar Wavelet, which is the favourite Wavelet for implementation into a low cost 
processor environment, as discussed in chapter 3, gave a reasonable performance at 





























Table 6.4 - location of Haar Wavelet result
As the results show, a recognition solution is not possible with this distance metric, as 
a solution without clashing hyper-spheres does not exist. This result could be useful, 
however, if the number of coins within the coin set were to be reduced, particularly 
with the removal of the clashing coins. Then the distance metric would be able to 
separate the remaining coins. This means that this method could be utilised for a low 
quality coin recognition option, with a low number of coins in the recognition set and 
were high degrees of fraud protection are not important.
6.4.2 Hyper-cubes
This method was very successful in locating solutions that could separate all 18 coins 
hi the test coin set. Out of the possible 2035 combinations of Wavelets and 
decomposition levels (37 filters * 55 decomposition combinations) 909 solutions were 
found.
Significantly, amongst this vast number of solutions were 12 configurations of 
decomposition level and filter using the Haar Wavelet. This is a superb result for 
implementation into a low power microprocessor solution.
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When successful results had been located, it became necessary to analyse the results 
for a solution that was efficient in terms of the least number of coefficients required.
6.4.3 Coefficient significance
Table 6.5 shows selected results from the coefficient significance tests. The results 
displayed correspond to the minimum number of coefficients required for successful 
recognition to occur with each Wavelet type. Notably, with all the Wavelet Results 
the approximation coefficients provide this solution. The reason for this behaviour is 
the same as that found in the hyper-sphere results in section 6.4.1. Which is because 
the approximation results have had the noisy parts of the data removed the limits 
produced will be tighter and so will be found to clash less regularly.
An interesting result is that from BiorSplines 2.2 which failed to provide a solution 
which could separate all the coins. This can be explained by observing the shape of 
the Wavelet itself, which can be seen hi Figure 6.6. The Wavelet is very spiky hi 
nature and so would be effective at encoding the noisier aspects of the coin 
waveforms. However it would not correlate well with the slower curve shapes of the 
coin waveforms and consequently would not separate the coin data into different 
coefficients efficiently.
Figure 6.6 - BiorSplines 2.2
The Haar Wavelet performs well requiring only 10 coefficients to be used from 
decomposition levels 2,3,4,5. The Daubechies 9 also presents a good result requiring 




































































































































































































Table 6.5 - Minimum number of coefficients required for successful recognition
for each filter type
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6.5 WaveActiveX
After successful recognition combinations and significant coefficients had been 
located, the WaveActiveX program was configured to emulate the Wavelet coin 
recognition system with several of the configurations.
The configurations were then tested in two ways:
1. Passing all the coins in the recognition set through the mechanism.
2. Passing coins through the mechanism that were known to be causes of fraud with 
the original Tetrel Technology coin mechanism.
Examining Test 1 results:
The results from these tests were very positive, with all the configurations, using the 
least number of significant coefficients (listed in Table 6.5), 100% coin recognition 
was achieved. However, simpler Wavelet shapes such as the Haar were more sensitive 
to variations in the coins physical travel through the mechanism, which did result in 
recognition failures on occasional passes of the coins. Interestingly, throughout all the 
testing, corns which did not validate correctly did not result in incorrect identification 
either (i.e. incorrect validation would be a coin being identified as one of the other 
coins in the recognition set). This is a significant result as it would be most 
undesirable for coins to be incorrectly identified, especially in the case of a low value 
coin being validated as a high value coin.
Examining Test 2 results:
When the system was configured with the Haar Wavelet, it was found to provide more 
robust solution to fraud coins than the original Tetrel coin mechanism. However, 
coins that were almost identical to the coins in the recognition set, both dimensionally 
and in metallic composition, were validated correctly for approximately 50% of the 
fraudulent attempts. An example of a coin which demonstrate this kind of fraud is the 
Swedish 1 Krona which is very similar to the UK 10 Pence (see Figure 6.7).
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Figure 6.7 - The Swedish 1 Krona (left) pictured with a UK 10 Pence(right)
Figure 6.8 - The Coiflets 5 Wavelet
Wavelets that were of a more complex nature such as the Coiflets 5 (see Figure 6.7) 
proved to be extremely sensitive to the details in the coin waveforms. For Example, 
when the system was operating using this Wavelet, then the one Krona coin was 
correctly identified as being fraudulent in nature. Screen shots of the WaveActiveX 
program validating the UK 10 Pence and rejecting the Swedish 1 Krona can be seen in 
Figure 6.9 and Figure 6.10 respectively.
Interestingly, the Coiflets 5 Wavelet was so sensitive to coin details that it imbued the 
system with the ability to discern the orientation of the thicker coins in the coin set. 
For example, the orientation of the UK 1 pound coin could be ascertained as being 
heads uppermost or tails uppermost when passing through the mechanism.
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After an examination of the results of the above analysis was made, it was agreed that 
the increased sensitivity of the systems was provided by the extended time 










Figure 6.9 - WaveActiveX correctly Validating the UK 10 Pence
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Figure 6.10 - WaveActiveX correctly not validating the Swedish 1 Krona
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In summary of these tests, it can be stated that the results from Test 1 prove that the 
coin mechanism is a suitable replacement for the Tetrel coin mechanism and as a 
general-purpose coin validator. The results from Test 2 prove that the DSP 
mechanism is a distinct improvement on the original coin mechanism and that this 
kind of solution would be suitable for a task where fraud could be costly or where 
high value coins are to be controlled and validated with a high degree of accuracy.
Interestingly the solution is scalable, that is to say that the more complex and accurate 
the validation required, the more complex the Wavelet would have to be; and the 
more complex the Wavelet is, more processing power is required. When more 
processing power is required, a more powerful and expensive a processor is needed.
Therefore the solution can be scaled to the accuracy of validation required simply by 
increasing/decreasing the power of the processor together with increasing/decreasing 
the complexity of the Wavelet used.
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Chapter 7 - Conclusions and Future Directions
This thesis has successfully addressed the application of Digital Signal Processing and 
Wavelet technologies to the field of automatic coin recognition.
Elementary DSP algorithms have been integrated into a low cost microprocessor 
based solution for coin recognition applications. This was developed into the low 
power TPP1 peak and trough location recognition coin mechanism.
Exploitation of time localisation properties of Wavelets for recognition has been 
proven. This was enabled by a resampling of input coin waveforms to allow for any 
temporal misalignment. The difficulties in locating an analytical solution were 
circumvented by the novel use of Data Mining combined with the use of a distance 
metric strategy.
The resampling, data mining and distance metric strategy were successfully converted 
into an integrated framework which can provide solutions for automatic coin 
recognition systems. This was proven by the development of a real time automatic 
coin recognition system emulation.
The new integrated framework enables improved recognition rate and lowers the 
potential for fraud dramatically within automatic coin recognition systems.
The framework also holds significant potential for future development, as it can be 
used to provide scalable solutions for integration into newer, more powerful, cost- 
effective processors.
The Resampling, Data Mining and distance metric strategy also hold potential for use 
in other recognition system, as they could find applications in any system which 
requires recognition of time warped, transient waveforms.
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The recommendations for advancement of this research are as follows:
• Implementation of Wavelet algorithms in a low cost fixed-point processor - this 
will prove challenging because of truncation and rounding of numbers used in the 
calculations.
• Testing significant coefficients along with an estimation of processing effort 
required by each Wavelet to find the minimum processing requirement for 
successful recognition
• Development of unique Wavelet tailored specifically for the coin waveform - this 
may enable greater fraud protection and the ability to recognised a larger coin set.
• Experimentation with Neural network Multi-layer Perceptron device for 
processing outputs from DWT to obtain the best possible recognition rate i.e. to 
locate tacit solutions which are not available through standard distance metrics.
• Testing of the framework to recognise transient waveforms in other systems
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Appendix A- Abstract- Coin Validators US Patent
US Patent number 5,687,829
In a coin detection system, a coin passes between conductive plates which form 
a capacitor, which provides part of the frequency controlling capacitance of an 
LC tuned oscillator circuit. The presence of a coin between the conductive 
plates alters the capacitance, and consequently alters the output frequency of the 
oscillator circuit. The oscillator output is supplied to the clock of a counter, 
optionally following frequency division in a frequency divider. The counter 
counts the number of clock pulses received in a 10 ms period, and the count 
value is provided to a microprocessor via a shift register. The count value will 
be a measure of the frequency of the output of the oscillator. The 
microprocessor uses the output to determine whether a valid coin has been 
received, and if so, what the denomination of the valid coin is.
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Appendix B - Abstract - Small Inductors UK Patent Application
Patent Application number 5232701
A coin validation arrangement, usable for example in pay telephones, uses one 
or more inductive sensors having a small effective magnetic field so that the 
inductive sensor responds only to the material of a strip across the coin. 
Preferably a plurality of inductive sensors are used, mounted at different 
heights above the floor of the coin guide at different positions along the coin 
path. At each position along the coin path there may be either on or a plurality 
of inductive sensors. Such arrangements are particularly useful for recognising 
coins having an outer ring made of a different material from the central disc, 
and for distinguishing such coins from uniform composition coins.
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Appendix D - Inductive RISC Processor Coin Mechanism Circuit Diagram
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Appendix E- Coin Type Abbreviations and Sample Waveforms
This Appendix contains examples of all the coin types used during the research. Table 
0.1 contains a list of all the coin names with their corresponding abbreviations used in 
the example coin plots shown in Figure 0.2 and Figure 0.3. In the interest of brevity 
the axis labels are not shown on all the figures but are the same as shown in the axis 
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Figure 0.3 - example coin waveforms 2
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