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Abstract
In general, solutions u to
∆u(x) = f(x)χ{u>ψ}
are not C1,1, even for f smooth and ψ(x) ≡ 0. Points around which
u is not C1,1 are called singular points, and the set of all such points,
the singular set. In this article we analyze blow-ups, the free boundary
∂{u > ψ}, and the singular set close to singular points x0 = (x0, y0, z0)
in R3. We show that blow-ups of the form
lim
j→∞
u(rj ·+x0)
‖u‖L∞(Brj (x0))
,
rj → 0+ are unique, the free boundary ∂{u > ψ} is up to rotations close
to the surfaces (x−x0)2 + (y− y0)2 = 2(z− z0)2 or (x−x0)2 = (z− z0)2,
and that singular points are either isolated or contained in a C1 curve.
The methods of the proofs are based on projecting the solutions u on the
space of harmonic two-homogeneous polynomials.
1 Introduction and Main Results
The obstacle problem
∆u = χ{u>0}, (1)
u ≥ 0, has been completely solved for quite some time (here χΩ denotes the
indicator function which is equal to one on Ω and zero outside) in the sense that
questions concerning existence, uniqueness, stability and regularity of solutions
as well as the free boundary have been well answered [Fre72, Caf77]. However,
its evil twin
∆u = −χ{u>0}, (2)
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also called the unstable obstacle problem has not until recently received some
attention. The author can see at least two reasons for this: one is that it is quite
new from a modelling perspective, and another reason is that techniques that can
handle the obstacle problem turn out to fail for the unstable obstacle problem.
Typical models that, after simplification such as looking at the stationary case,
yield (2) are those of solid combustion and composite membranes. We refer to
[MW07] and the references therein for a more complete description of the origin
of (2).
One qualitative difference between (1) and (2) is uniqueness of solutions,
and can already be illustrated in one dimension by noting that u = x2 (1 − x)
and u = 0 both solve u′′ = −χ{u>0} in (0, 1) with u(0) = u(1) = 0. Another
important distinction is the difference in regularity: it is well-known in the
free boundary community that even though the right hand side in (1) is only
bounded, for which C1,α holds in general (and not better) where 0 < α < 1,
one can show that solutions are C1,1. On the other hand it has been proven
in [AW06, ASW12] that there exist solutions in two dimensions and higher to
(2) that have unbounded C1,1 norm. Note however that the term “obstacle” in
unstable obstacle problem is somewhat misleading since the solution is allowed
to both lie below and above the “obstacle” function (which is zero) unlike the
classical obstacle problem where u ≥ 0 is imposed.
Perhaps more interesting than regularity of solutions is the regularity of the
free boundary ∂{u > 0}. For the obstacle problem, the free boundary is analytic
around “thick” points x0, where blow-ups, i.e., limits
v(x) := lim
r→∞
u(rx + x0)
r2
are halfspace solutions of the form 12 (x ·ex0)2+ for directions ex0 ∈ ∂B1, while it
is not so easy to classify around “thin” a.k.a. singular points where blow-ups are
two-homogeneous polynomials. In two dimensions it can be a cusp [Sch77], and
in general the set of singular points can be included in a union of C1 manifolds.
For the unstable obstacle problem, the singular points are analysed in [ASW10,
ASW12]. We would also like to warn the reader that the term “singular” for (1)
means points x0 for which blow-ups are two-homogeneous polynomials while for
(2) it is used for points x0 such that u 6∈ C1,1(Br(x0)) for any r > 0. Because
of this lack of regularity, limits of u(rx+x
0)
‖u‖L∞(Br(x0))
are considered (since |u(rx+x0)r2 |
diverges as r → 0+) and can via the Weiss monotonicity formula be shown to
be a harmonic two-homogeneous polynomial [MW07].
This article will answer whether the results in [ASW12] can be extended
when perturbing the right hand side both with respect to the coefficient in front
of the indicator function, and the level set. In other words we answer what the
blow-up limits at singular points (as used for the unstable obstacle problem),
the singular set, and free boundary ∂{u > ψ} of solutions u to
∆u(x) = f(x)χ{u>ψ} (3)
look like locally, given that f is Dini-continuous, ψ ∈ C1,α(B1), and |ψ(rx+x
0)
r2 |
2
is bounded uniformly with respect to r for singular points x0. More precisely,
we show that given a bounded solution u to (3) in B1 ⊂ R3,
(i) blow-ups of u of the form limj→∞
u(rjx+x
0)
‖u‖L∞(Brj (x0))
at singular points x0 =
(x0, y0, z0) are unique and, up to a rotation, of the form
±
(
(x− x0)2 + (y − y0)2
2
− (z − z0)2
)
,
or (x− x0)2 − (z − z0)2,
cf. Theorem 5.1, 5.2 and 5.4.
(ii) if the blow-up at a singular point x0 is of the form (x−x
0)2+(y−y0)2
2 −(z−z0)2
or −
(
(x−x0)2+(y−x0)2
2 − (z − z0)2
)
, then the free boundary ∂{u > ψ}
looks locally like the cone
(x− x0)2 + (y − y0)2
2
= (z − z0)2
up to a C1 perturbation, cf. Theorem 5.3. Furthermore, such a singular
point is isolated, cf. Theorem 5.5.
(iii) if the blow-up at a singular point x0 is of the form (x−x0)2−(z−z0)2, then
the set of singular points is locally contained in a C1-curve, cf. Theorem
5.5. Furthermore, {u = ψ} ∩Kc is for any c > 0 locally contained in two
C1-manifolds, intersecting orthogonally, where Kc = {y2 < c(x2 + z2)},
cf. Theorem 5.4.
Note that even though the main results are given above, these follow by
the same proof methods as in [ASW12] with some key lemmas replaced. These
lemmas are presented and proved in §4 and can be considered the substantial
new contributions by the author. The problem (3) is an example of a class of
problems of the type ∆u = f(x, u) where f is discontinuous in u.
Finally we remark that the analysis mostly takes place in R3, but many
of the results would be true in higher dimensions as well (following [ASW13]
instead of [ASW12]).
The rest of the paper has the following structure: §2 introduces the notation,
and also the assumptions that nonetheless will be repeated in the lemmas, the-
orems and corollaries. §3 presents some important auxiliary results not proven
by the author, while the main lemmas are proven in §4 from which the results,
presented in §5 follows.
Acknowledgements The author sincerely thanks Henrik Shahgholian for in-
troducing the problem, and John Andersson for patient guidance through some
of the hard technicalities in [ASW12].
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Figure 1: Illustration of (ii) and (iii); The behaviour inside the cusp is unclear.
2 Setup and Notation
As mentioned in the introduction we consider (3),
∆u(x) = f(x)χ{u>ψ}
in the ball B1 ⊂ Rn centered around the origin. Here, f will be assumed to
be Dini continuous with modulus of continuity ωf . The function χΩ is the
characteristic function of the set Ω,
χΩ :=
{
1, x ∈ Ω,
0 x ∈ Ωc.
The set {u > ψ} is shorthand for the set {x ∈ B1 : u(x) > ψ(x)}. The analysis
often occurs in R3, for which points are denoted by x = (x, y, z).
It will also be convenient to introduce the notation
hr,x0(x) :=
h(rx + x0)
r2
, (4)
and it will be assumed throughout that |ψr| ≤ C for some universal constant
C > 0, the reason for which will be apparent in the proof of Lemma 4.1 and
Lemma 4.2. A singular point x0 of a solution u of (3) is a point such that, for
any r > 0, u 6∈ C1,1(Br(x0)), and the set of all such points, the singular set, is
denoted by Su. Because of the translation invariance of the Laplacian, we often
fix x0 = 0, and let ur := ur,0 to decrease the notational burden. A consequence
of this definition is that functions, other than polynomials, depending on a pa-
rameter differently than in (4) will have the dependence written as a superscript
rather than a subscript.
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The analysis will be done in the interior, hence no boundary conditions will
be given. The solution will however be assumed globally bounded, say byM > 0.
An important tool will be the following operator Π : W 2,2(B1)×(0, s)×B1−s →
HP2, where HP2 is the space of homogeneous polynomials of degree two,
1
|Br(x0)|
ˆ
Br(x0)
∣∣∣D2u(ry)
r2
−D2Π(u, r,x0)
∣∣∣2 dy
= inf
p∈HP2
1
|Br(x0)|
ˆ
Br(x0)
∣∣∣D2u(ry)
r2
−D2p
∣∣∣2 dy. (5)
Here |Br(x0)| denotes the n-dimensional Lebesgue measure of Br(x0), D2u the
Hessian of u, andW 2,2(B1) the usual Sobolev space. Again to ease the notation,
Π(u, r) := Π(u, r, 0). Some properties of Π can be found in §3.
An auxiliary problem of interest is
∆Zp = −χ{p>0} in Rn,
Zp(0) = ∇Zp(0) = 0,
lim|x|→∞
Zp(x)
|x|3 = Π(Zp, 1) = 0.
(6)
where the function p lies in HP2.
The coordinate system is in the analysis often rotated; we therefore introduce
R to be the set of all rotations in R3.
3 Preliminaries
The original problem
∆u = −χ{u>0}
was first introduced to the free boundary community by Monneu and Weiss
[MW07]. There it was correctly conjectured that there exists singular points for
solutions u, i.e., points x0 such that u is not C1,1 in a neighbourhood of x0. This
was later proved by Andersson and Weiss [AW06], and a small cascade of papers
followed by Andersson, Shahgholian andWeiss [ASW10, ASW12, ASW13] where
the structure of the singular set is analyzed in detail.
Many of the tools used in these papers apply equally well to our problem
∆u = fχ{u>ψ},
and are presented below, including references to the proofs. First we will recall
some properties of Π introduced in the previous section, and can be found in
[ASW12, Lemma 3.6]:
Lemma 3.1. Let Π(u, r,x0) be the two-homogeneous polynomial given by (5).
Then
(i) Π is a projection operator, i.e., Π(Π(u, r), r) = Π(u, r).
5
(ii) Π(h, r) = Π(h, s) for any harmonic function function h and 0 < r, s < 1.
It is also useful to note that, with the notation introduced in §2, Π(u, r) =
Π(ur, 1) by the definition of Π.
The second tool is a result concerning Fourier expansions of solutions to the
Poisson equation ∆u = σ when the right hand side is zero-homogeneous, i.e.
σ(rx) = σ(x) for all r > 0.
Theorem 3.2 ([KM96], Theorem 3.1). Let u solve ∆u = σ for a zero-homogeneous
function σ such that where pj are j-homogeneous harmonic polynomials, and
assume u(0) = |∇u(0)| = lim|x|→∞ u(x)|x|3 = 0. Then
u(x) =
a2
n+ 2
p2 ln |x|+ |x|2
∑
j 6=2
aj
(n+ j)(j − 2)pj(x/|x|).
σ(x) =
∞∑
j=0
ajpj(x/|x|),
where pj are j-homogeneous harmonic polynomials, and assume u(0) = |∇u(0)| =
lim|x|→∞
u(x)
|x|3 = 0. Then
u(x) =
a2
n+ 2
p2 ln |x|+ |x|2
∑
j 6=2
aj
(n+ j)(j − 2)pj(x/|x|).
In [ASW12] the authors apply this result to the case σ = −χ{p>0}, p ∈ HP2
so that
Zp(x) =
a2
n+ 2
p2 ln |x|+ |x|2
∑
j 6=2
aj
(n+ j)(j − 2)pj(x/|x|).
For reasons related to the analysis, and that will be apparent in §5, we introduce
a parametrization of harmonic polynomials in diagonal form with supremum
norm one, pδ := ±[(1/2 + δ)x2 + (1/2 − δ)y2 − z2], for δ ∈ [0, 1/2]. Since δ is
unique, we can define δ(ur) as the δ such that
Π(ur,1)
‖Π(ur,1)‖L∞(B1)
after rotations and
relabeling of the coordiante axes are of the form pδ. Choosing the basis 3x2−|x|2,
3x2−|y|2 and 3x2−|z|2 for the axisymmetric second order polynomials, it follows
that
Π(Zpδ , 1/2)
=
(3Ax(δ)−A(δ))x2 + (3Ay(δ)−A(δ))z2 + (3Az(δ)−A(δ))z2
‖3x2 − 1‖L2(∂B1)
, (7)
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where the coefficients Ax, Ay, Az and A are calculated by
Ax(δ) = (−χ{pδ>0}, x2) :=
ˆ
∂B1
−χ{pδ>0}x2 dS,
Ay(δ) = (−χ{pδ>0}, y2) :=
ˆ
∂B1
−χ{pδ>0}y2 dS,
Az(δ) = (−χ{pδ>0}, z2) :=
ˆ
∂B1
−χ{pδ>0}z2 dS,
A(δ) = (−χ{pδ>0}, 1) :=
ˆ
∂B1
−χ{pδ>0} dS.
What follows is a collection of properties involving the coefficients of Π(Zpδ , 1/2)
and an estimate of the growth of |Cpδ + Π(Zpδ , 1/2)| from below.
Lemma 3.3 ([ASW12], Lemma 4.5-6). For δ ∈ (0, 1/2), η0 and large enough
C,
sup
B1
|Cpδ + Π(Zpδ , 1/2)| ≥ C + η0.
(1 + 2δ)
3Ay(δ)−A(δ)
3Ax(δ)−A(δ) − 1 + 2δ ≤ 4δ
(1 + 2δ)
3Ay(δ)−A(δ)
3Ax(δ)−A(δ) − 1 + 2δ ≥ 2δ, δ ≤ c0
(1 + 2δ)
3Ay(δ)−A(δ)
3Ax(δ)−A(δ) − 1 + 2δ ≥ c(β), δ ∈ [β, 1− β]
The following useful lemma – found in [Gan01] – is of independent interest
and gives an estimate of the size of sublevel sets of |p| where p is a second order
polyomial.
Lemma 3.4 ([Gan01], Corollary 4.1). Let p be a second order polynomial in
Rn With ‖p‖L∞(Q1) ≤ 1, Q1 being the unit cube. Then
|{|p| ≤ } ∩Q1| ≤ C(n, α)α, α ∈ (0, 1/4).
From the estimates given below we have uniform bounds when considering
blow-ups. Heuristically they state that if ur behaves badly at some point, then
that behaviour is inherited by Π(ur, 1).
Lemma 3.5 ([ASW10], Lemma 5.1). Let u solve |∆u| ≤ C in B1 such that
‖u‖L∞(B1) ≤M . If x0 ∈ B1/2, 0 < r ≤ 1/4, and u(x0) = |∇u(x0)| = 0, then
‖ur,x0 −Π(ur, 1)‖C1,α(B1) ≤ C(n,M,α), (8)
‖ur,x0 −Π(ur, 1)‖W 2,p(B1) ≤ C(n,M, p). (9)
The proof in [ASW10, Lemma 5.1] can be applied and goes through word
by word, except that |∆u| ≤ C replaces ∆u = −χ{u>0}.
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A final remark is that the problem
∆u(x) = f(x)χ{u>0} + g(x)
can be reduced to (3) by replacing u with u+ ψ where ψ solves ∆ψ = −g, and
the analysis applies as long as ψ is C1,1.
4 Growth of Solutions
The first lemma in this section shows that the growth of Π(ur, 1,x0) is logarith-
mic in r around singular points x0. The analysis is performed at the origin, but
is identical for any singular point x0.
Lemma 4.1. Let u solve (3) in B1 ⊂ R3 for ‖u‖L∞(B1) ≤ M such that
u(0) = |∇u(0)| = 0, sup0<r≤1/4 |ψr| ≤ Cψ, and f is continuous with modu-
lus of continuity ωf and f(0) = −a, a > 0. Then there exist constants K0 and
r0 = r0(K0, Cψ, f) such that if
‖Π(ur, 1)‖L∞(B1) ≥ K0, 0 < r ≤ r0
then
‖Π(ur, 2−j)‖L∞(B1) ≥ ‖Π(ur, 1)‖L∞(B1) +
jaη0
2
(10)
‖Π(ur, 2−j)‖L∞(B1) ≤ ‖Π(ur, 1)‖L∞(B1) + jaκ0 (11)
and
‖u‖L∞(Bs) ≥
1
16
((s
r
)2
‖u‖L∞(Br) + η0as2 ln(r/s)
)
,
‖u‖L∞(Bs) ≤ 16
((s
r
)2
‖u‖L∞(Br) + κ0as2 ln(r/s)
)
,
0 < s ≤ r. Here η0 is the constant in Lemma 3.3 and κ0 = κ0(M,α).
Proof. Assume for the moment that f(0) = −1. The proof goes via contra-
diction: take a sequence {uk} of solutions to (3) bounded by M such that
‖Π(ukrk , 1)‖L∞(B1) ≥ k while
‖Π(ukrk , 1/2)‖L∞(B1) ≤ ‖Π(ukrk , 1)‖L∞(B1) + η0/2. (12)
By Lemma 3.5 {ukrk − Π(ukrk , 1)} converges in C1,αloc (Rn), up to a subsequence,
to a function v as rk → 0+. Passing again to a subsequence such that p :=
limk
Π(ukrk
,1)
‖Π(ukrk ,1)‖L∞(B1)
∈ HP2 and pk := Π(u
k
rk
,1)
‖Π(ukrk ,1)‖L∞(B1)
, we see that v solves
∆v = lim
k→∞
f(rkx)χ{ukrk>ψrk} = −χ{p>0}. (13)
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Indeed,
ukrk > ψrk ⇔
ukrk −Π(ukrk , 1)
‖Π(ukrk , 1)‖L∞(B1)
+
Π(ukrk , 1)
‖Π(ukrk , 1)‖L∞(B1)
>
ψrk
‖Π(ukrk , 1)‖L∞(B1)
and from the assumptions,
max
{
|ψrk |
‖Π(ukrk , 1)‖L∞(B1)
,
|ukrk −Π(ukrk , 1)|
‖Π(ukrk , 1)‖L∞(B1)
}
≤ C
k
→ 0, k →∞,
from which ukrk > ψrk is equivalent to p > h
k for some function hk tending to
zero as k increases. Therefore, for any  > 0 and φ ∈ C1c (BR),
lim
k→∞
∣∣∣ˆ
BR
φ(f(rkx)χ{hk>0} + χ{p>0}) dx)
∣∣∣
≤ ‖φ‖L∞(BR) lim
k→∞
ˆ
BR
|f(rkx)χ{ukrk>ψrk} − f(0)χ{ukrk>ψrk}| dx
+ ‖φ‖L∞(BR) lim
k→∞
ˆ
BR
|χ{p>0} − χ{p>hk}| dx
≤ ‖φ‖L∞(BR)(|BR| lim
k→∞
ωf (rk) + |{|p| ≤ } ∩BR|)
≤ C(R)‖φ‖L∞(BR)α,
by Lemma 3.4. Hence (13) is proven and v = Zp by uniqueness for Zp given in
§2. Consequently
lim
j→∞
[Π(ukrk , 1/2)−Π(ukrk , 1)] = Π(Zp, 1/2).
However, then by Lemma (3.3),
‖Π(ukrk , 1/2)‖L∞(B1) ≥ ‖Π(ukrk , 1) + Π(Zpk , 1/2)‖L∞(B1) + o(1)
≥ ‖Π(ukrk , 1)‖L∞(B1) + η0 + o(1)
which is a contradiction to (12), so (10) holds for j = 1 and a = 1. This can be
iterated, recalling that Π(ur, s) = Π(usr, 1),
‖Π(ur, 2−j)‖L∞(B1)
= ‖Π(u2−j+1r, 1/2)‖L∞(B1) ≥ ‖Π(u2−j+1r, 1)‖L∞(B1) + η0/2
= ‖Π(u2−j+2r, 1/2)‖L∞(B1) + η0/2 ≥ ‖Π(u2−j+2r, 1)‖L∞(B1) + 2η0/2
≥ . . . ≥ ‖Π(ur, 1)‖L∞(B1) + jη0/2,
which is the first inequality in (10).
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The bound from above follows from the mean value property of harmonic
functions,
|Π(ur, 1/2)−Π(ur, 1)|2
=
∣∣∣ 
Br/2
Π(ur, 1/2)−Π(ur, 1) dx
∣∣∣2
≤ 2
 
Br/2
|Π(ur, 1/2)−D2ur|2 dx + 2
 
Br/2
|D2ur −Π(ur, 1)|2 dx
≤ 2C + 2n+1
 
Br
|D2u−Π(ur, 1)|2 dx ≤ 2n+2C
for C as in (9). Therefore
‖Π(ur, 1/2)‖L∞(B1) ≤ ‖Π(ur, 1)‖L∞(B1) + κ0
for κ0 = 2n+2C, which again can be iterated,
‖Π(ur, 2−j)‖L∞(B1)
= ‖Π(u2−j+1r, 1/2)‖L∞(B1) ≤ ‖Π(u2−j+1r, 1)‖L∞(B1) + κ0
= ‖Π(u2−j+2r, 1/2)‖L∞(B1) + κ0 ≤ ‖Π(u2−j+2r, 1)‖L∞(B1) + 2κ0
≤ . . . ≤ ‖Π(ur, 1)‖L∞(B1) + jκ0.
By Lemma 3.5 with K0 > 2C as in (8),
1
2
‖Π(ur, 1)‖L∞(B1) ≤ ‖ur‖L∞(B1) ≤ 2‖Π(ur, 1)‖L∞(B1). (14)
Let 2−j−1r ≤ s ≤ 2−jr, then
‖u‖L∞(Bs)
s2
≥ ‖u‖L∞(B2−j−1r)
(2−jr)2
=
1
4
‖u2−j−1r‖L∞(B1)
≥ {(14)} ≥ 1
8
‖Π(ur, 2−j−1)‖L∞(B1)
≥ {(10)} ≥ 1
8
(‖Π(ur, 1)‖L∞(B1) + (j + 1)η0/2)
≥ {(14)} ≥ 1
16
‖ur‖L∞(B1) +
1
16
(j + 1)η0
≥ 1
16
(‖ur‖L∞(B1) + jη0).
and
‖u‖L∞(Bs)
s2
≤ 4‖u‖L∞(B2−jr)
(2−jr)2
= 4‖u2−jr‖L∞(B1)
≤ 8‖Π(ur, 2−j)‖L∞(B1) ≤ 8(‖Π(ur, 1)‖L∞(B1) + jκ0)
≤ 16‖ur‖L∞(B1) + 8jκ0
≤ 16(‖ur‖L∞(B1) + jκ0).
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where ln( rs ) − 1 ≤ ln(2)−1 ln( rs ) − 1 ≤ j ≤ ln(2)−1 ln( rs ) ≤ 2 ln( rs ) has been
used. Finally, apply the proof to u/a if a 6= 1 to get (10) and (11).
The following lemma improves the estimate in Lemma 3.5, and says, com-
bined with the previous lemma, that |ur − Π(ur, 1)| decays like (| ln r|)−α at
singular points.
Lemma 4.2. Let u solve (3) in B1 ⊂ Rn for ‖u‖L∞(B1) ≤M such that u(0) =
|∇u(0)| = 0, sup0<r≤1/4 |ψr| ≤ Cψ, and f is Dini continuous with modulus of
continuity ωf and f(0) = −a, a > 0. Then if gr solves
∆gr = f(0)χ{Π(ur,1)>0} − f(rx)χ{ur>ψr} in B1,
gr = 0 on ∂B1,
for 0 < r < c(ωf ),
‖D2gr‖L2(B1) ≤ C(M,n, α, f, ψ)(‖Π(ur, 1)‖L∞(B1))−α, (15)
‖Π(gr, s)‖L∞(B1) ≤ C(M,n, α, f, ψ, c)(‖Π(ur, 1)‖L∞(B1))−α, (16)
for s ≥ c > 0.
Proof. From Lemma 3.5 and the boundedness of ψr,
|ur − ψr −Π(ur, 1)| ≤ |ur −Π(ur, 1)|+ |ψr| ≤ C(n,M,ψ, f)
so Π(ur, 1) < −C implies that ur−ψr < 0, and Π(ur, 1) ≥ C similarly gives that
ur ≥ ψr. Therefore |∆gr| ≤ |f(rx)−f(0)| ≤ ωf (r) outside the set {|Π(ur, 1)| ≤
C} in B1. Now Lemma 3.4 concludes that
‖∆gr‖2L2(B1) ≤ |{|Π(ur, 1)| ≤ C}|+ Cωf (r)2
=
∣∣∣∣{ |Π(ur, 1)|‖Π(ur, 1)‖L∞(B1) ≤ CsupB1 |Π(ur, 1)|
}∣∣∣∣+ Cωf (r)2
≤ C sup
B1
|Π(ur, 1)|−α + Cωf (r)2
≤ C(‖Π(ur, 1)‖L∞(B1))−α, α ∈ (0, 1/4), r ≤ c(ωf ),
where the last inequality is due to ωf being Dini continuous while (‖Π(ur, 1)‖L∞(B1))−α ∝
| ln r|−α by Lemma 4.1 which is non-Dini. Finally Lp-theory (see e.g. Theorem
9.11 in [GT01]) implies (15).
Now let Π(gr, s) =
∑n
i,j=1 aijxixj . Then
‖D2Π(gr, s)‖2L2(B1) =
ˆ
B1
|D2Π(gr, s)(x)|2 dx ≤
ˆ
B1
|D2 g
r(sx)
s2
|2 dx
=
1
sn
ˆ
Bs
|D2gr(y)|2 dy ≤ C‖D2gr‖2L2(B1)
≤ {(15)} ≤ C(‖Π(ur, 1)‖L∞(B1))−α
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and
‖D2Π(gr, s)‖2L2(B1) ≥
ˆ
B1
n∑
i,j=1
|aij | dx = C
n∑
i,j=1
|aij |
so (16) holds.
From this result, we can control how Π(u, r) changes as r is halved. The
proof goes through as in Corollary 7.3 in [ASW12] with [ASW12, Lemma 7.2]
replaced by Lemma 4.2; the details are included for completeness.
Lemma 4.3. Let u solve (3) in B1 ⊂ Rn for ‖u‖L∞(B1) ≤M such that u(0) =
|∇u(0)| = 0, sup0<r≤1/4 |ψr| ≤ Cψ, and f is Dini continuous with modulus of
continuity ωf and f(0) = −a, a > 0. Then
‖Π(ur, 1/2)−Π(ur, 1)−Π(ZΠ(ur,1), 1/2)‖L∞(B1)
≤ C(M,n, α, ψ, f)(‖Π(ur, 1)‖L∞(B1))−α.
Proof. Write
ur = Π(ur, 1) + ZΠ(ur,1) + g˜
r + h˜r,
where g˜r and h˜r have the properties
∆g˜r = ∆(ur − ZΠ(ur,1)), in B1
∆h˜r = 0, in B1
and g˜r(0) = |∇g˜r(0)| = Π(g˜r, 1) = h˜r(0) = |∇h˜r(0)| = Π(h˜r, 1) = 0. Next, let
gr solve
∆gr = ∆g˜r in B1,
gr = 0 on ∂B1.
Then hr := g˜r + h˜r − gr is harmonic. By Lemma 4.2,
‖Π(gr, 1/2)‖L∞(B1) ≤ C(M,n, α, ψ, f)(‖Π(ur, 1)‖L∞(B1))−α,
and
‖Π(hr, 1/2)‖L∞(B1) = ‖Π(hr, 1)‖L∞(B1) = ‖Π(gr, 1)‖L∞(B1)
≤ C(M,n, α, ψ, f)(‖Π(ur, 1)‖L∞(B1))−α
since hr is harmonic and by the assumptions Π(g˜r, 1) = Π(h˜r, 1) = 0. Therefore
Π(ur, 1/2) = Π(Π(ur, 1), 1/2) + Π(ZΠ(ur,1), 1/2) + Π(g
r, 1/2) + Π(hr, 1/2)
= Π(ur, 1) + Π(ZΠ(ur,1), 1/2) + Π(g
r, 1/2) + Π(hr, 1/2)
by Lemma 3.1. We conclude,
‖Π(ur, 1/2)−Π(ur, 1)−Π(ZΠ(ur,1), 1/2)‖L∞(B1)
≤ ‖Π(gr, 1/2‖L∞(B1) + ‖Π(hr, 1/2‖L∞(B1)
≤ C(M,n, α, ψ, f)(‖Π(ur, 1)‖L∞(B1))−α.
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5 Results
As mentioned in the introduction, the following theorems are the fruits of harvest
from the preparation made in the earlier sections. The proofs follow the ones in
[ASW12] with the following replacements: Lemma 3.5, Lemma 4.1, Lemma 4.3,
Theorem 5.1, 5.2 and 5.4 replace [ASW12, Proposition 3.7, Corollary 5.3, 7.3,
Theorem 8.1, 9.1 and 11.1] respectively. Note that [ASW12, Proposition 3.2,
and Theorem 4.5] used in the proofs are valid for our problem as well. With this
being said, the proofs of Theorem 5.1, 5.2 and 5.3 will nonetheless be included
to demonstrate the techniques used. The main idea is to show monotonicity of
the parameter δr := δ(ur) in the parametrization
Π(ur, 1)
‖Π(ur, 1)‖L∞(B1)
= pδr = ±[(1/2 + δr)x2 + (1/2− δr)y2 − z2]
as we go from r to r/2. This is done by using the fact that
Π(ur, 1)−Π(ur, 1/2) ≈ Π(ZΠ(ur,1), 1/2)
by Lemma 4.3 and exploiting the estimates of the coefficients of Ax(δ), Ay(δ),
Az(δ) and A(δ) given in Lemma (3.3).
The first result shows that, up to rotations, the blow-ups are contained in a
discrete set. Recall the notation Zp for solutions to (6)
Theorem 5.1. Let u solve (3) in B1 ⊂ R3 for ‖u‖L∞(B1) ≤ M such that
u(0) = |∇u(0)| = 0, sup0<r≤1/4 |ψr| ≤ Cψ, and f is Dini continuous with
modulus of continuity ωf and f(0) = −a, a > 0. Assume also that u is not C1,1
at the origin, i.e., for any K > 0,
‖ur‖L∞(B1) ≥ K
for r ≤ r0(K). Then each limit of
u(rx)
r2
−Π(ur, 1)
is contained in
{Zp1(Qx) : Q ∈ R} ∪ {Zp2(Qx) : Q ∈ R} ∪ {Zp3(Qx) : Q ∈ R},
for p1 := x
2+y2
2 − z2, p2 := −p1 and p3 := x2 − z2 respectively.
Proof. Assume otherwise and let u be a solution to (3) such that, after a rotation
Q ∈ R and up to a sign, which we without loss of generality assume to be
positive,
lim
j→∞
urj
‖urj‖L∞(B1)
= pδ0
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for some δ0 ∈ (0, 1/2), and where the parametrisation pδ = (1/2 + δ)x2 + (1/2−
δ)y2 − z2 is used. Define δr so that, after a rotation Q(r) ∈ R,
Π(ur, 1)
‖Π(ur, 1)‖L∞(B1)
= pδr ,
and Π(ZΠ(ur,1), 1/2) by (7) can be written as
(3Ax(δr)−A(δr))x2 + (3Ay(δr)−A(δr))z2 + (3Az(δr)−A(δr))z2.
‖3x2 − 1‖L2(∂B1)
We would like to write Π(ZΠ(ur,1), 1/2) in terms of pδr : let κ(δ) be defined such
that
1− 2δ + κ(δ) = (1 + 2δ)Ay(δ)−A(δ)
Ax(δ)−A(δ) .
Then
Π(ZΠ(ur,1), 1/2)
= − 3Ax(δr)−A(δr)‖3x2 − 1‖L2(∂B1)(1 + 2δr)
((1 + 2δr)x
2 + (1 + 2δr)
Ay(δr)−A(δr)
Ax(δr)−A(δr)y
2
+ (1 + 2δr)
Az(δr)−A(δr)
Ax(δr)−A(δr)z
2)
= − 3Ax(δr)−A(δr)‖3x2 − 1‖L2(∂B1)(1 + 2δr)
((1 + 2δr)x
2 + (1− 2δr + κ(δr)y2
+ (1 + 2δr)
Az(δr)−A(δr)
Ax(δr)−A(δr)z
2)
= − 3Ax(δr)−A(δr)‖3x2 − 1‖L2(∂B1)(1 + 2δr)
((1 + 2δr)x
2 + (1− 2δr + κ(δr)y2
− (2 + κ(δr))z2),
= − 3Ax(δr)−A(δr)‖3x2 − 1‖L2(∂B1)(1 + 2δr)
(2pδr + κ(δr)(y
2 − z2))
where we used harmonicity in the second last equality. From Lemma 4.3 we
therefore have
|Π(ur, 1/2)− ‖Π(ur, 1)‖L∞(B1)pδr
+
3Ax(δr)−A(δr)
‖3x2 − 1‖L2(∂B1)(1 + 2δr)
(2pδr + κ(δr)(y
2 − z2))|
≤ C(M,α, ψ, f)(‖Π(ur, 1)‖L∞(B1))−α, (17)
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from which Π(ur, 1/2) can be written as[
‖Π(ur, 1)‖L∞(B1)(
1
2
+ δr)− 3Ax(δr)−A(δr)‖3x2 − 1‖L2(∂B1)(1 + 2δr)
(1 + 2δr)
]
x2
+
[
‖Π(ur, 1)‖L∞(B1)(
1
2
− δr)− 3Ax(δr)−A(δr)‖3x2 − 1‖L2(∂B1)(1 + 2δr)
(1− 2δr + κ(δr))
]
y2
−
[
‖Π(ur, 1)‖L∞(B1) −
3Ax(δr)−A(δr)
‖3x2 − 1‖L2(∂B1)(1 + 2δr)
(2 + κ(δr))
]
z2
+O((‖Π(ur, 1)‖L∞(B1))−α).
Note that Π(ur, 1/2) might have mixed terms with respect to the coordinate
system chosen such that Π(ur, 1) = ‖Π(ur, 1)‖L∞(B1)pδr . However, the coeffi-
cients in front of the mixed terms are of order C(supB1 |Π(ur, 1)|)−α which can
be seen by choosing points such that pδr and y2 − z2 are zero. Therefore, by
normalizing the z-coefficient, 1/2 + δr/2 is equal to
=
‖Π(ur, 1)‖L∞(B1)(1/2 + δr)− 3Ax(δr)−A(δr)‖3x2−1‖L2(∂B1)(1+2δr) (1 + 2δr)
‖Π(ur, 1)‖L∞(B1) − 3Ax(δr)−A(δr)‖3x2−1‖L2(∂B1)(1+2δr) (2 + κ(δr))
+
O((‖Π(ur, 1)‖L∞(B1))−α)
| ln r|
= 1/2 +
‖Π(ur, 1)‖L∞(B1) − 2 3Ax(δr)−A(δr)‖3x2−1‖L2(∂B1)(1+2δr)
‖Π(ur, 1)‖L∞(B1) − 3Ax(δr)−A(δr)‖3x2−1‖L2(∂B1)(1+2δr) (2 + κ(δr))
δr
+
3Ax(δr)−A(δr)
‖3x2−1‖L2(∂B1)(1+2δr)
‖Π(ur, 1)‖L∞(B1) − 3Ax(δr)−A(δr)‖3x2−1‖L2(∂B1)(1+2δr) (2 + κ(δr))
κ(δr)
+
O((‖Π(ur, 1)‖L∞(B1))−α)
| ln r|
from which δr/2 can be estimated,
δr/2 ≤ δr − C κ(δr)‖Π(ur, 1)‖L∞(B1)
+ C1(‖Π(ur, 1)‖L∞(B1))−1−α (18)
≤ δr − Cκ(δr)| ln r| +
O(‖Π(ur, 1)‖L∞(B1))−α)
| ln r| (19)
where we used ‖Π(ur, 1)‖L∞(B1) ∝ | ln r| by Lemma 4.2 and
−∞ < 3Ax(δr)−A(δr)‖3x2 − 1‖L2(∂B1)(1 + 2δr)
≤ −C < 0.
Now, if δr ∈ [β, 1 − β], κ(δ) ≥ c(β) by Lemma 3.3 which we together with
‖Π(ur, 1)‖L∞(B1) ≥ C apply in (19),
δr/2 ≤ δr − C| ln r| , r ≤ r0(β,M, f)
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hence
δ2−kr ≤ δr − C
k−1∑
j=1
1
j
≤ δr − C ln(k − 1)
assuming that δ2−jr ∈ [β, 1−β] (note that δ2−jr ≤ 1−β for every j if δr ≤ 1−β).
From this estimate, we see that δ2−kr ≤ c0 for c0 in Lemma 3.3 eventually for
k large depending on β, M , and f , which implies that κ(δ2−kr) ≥ 2δ2−kr. Let
us now consider two cases for a small constant c = min{α/2, C/2κ0} for C as
in (18) and κ0 in Lemma 4.1:
(i) δr ≥ (‖Π(ur, 1)‖L∞(B1))−c: Plugging this into (19),
δr/2 ≤ δr − C| ln r|1+c
implying that δ2−jr is decreasing. If for some j ≥ 1, δ2−jr < (‖Π(ur, 2−j)‖L∞(B1))−α/2
see case two. If not, then consider the limit of δ2−jr as j →∞. This limit
has to coincide with δ0 > 0, but then we can iterate the argument above
with β replaced by δ0/2, which in turn yields a logarithmic decay in j,
contradicting that δ2−jr → δ0.
(ii) δr < (‖Π(ur, 1)‖L∞(B1))−c: Then δ2−jr < (‖Π(ur, 2−j)‖L∞(B1))−c for all j,
δr/2
≤ δr(1− C‖Π(ur, 1)‖L∞(B1)
) + C1(‖Π(ur, 1)‖L∞(B1))−1−α,
≤
(
1− C − C1(‖Π(ur, 1)‖L∞(B1))
−α+c
‖Π(ur, 1)‖L∞(B1)
)
(‖Π(ur, 1)‖L∞(B1))−c, (20)
where we used the assumption δr < (‖Π(ur, 1)‖L∞(B1))−c. Recall that
‖Π(ur, 1/2)‖L∞(B1) ≤ ‖Π(ur, 1)‖L∞(B1) +κ0 for κ0 as in Lemma 4.1. This
implies, by Taylor expansion, ‖Π(ur, 1)‖L∞(B1) ≥M , and c small, that
1− C − C1(‖Π(ur, 1)‖L∞(B1))
−α+c
‖Π(ur, 1)‖L∞(B1)
≤ 1− cκ‖Π(ur, 1)‖L∞(B1)
≤
(‖Π(ur, 1/2)‖L∞(B1)
‖Π(ur, 1)‖L∞(B1)
)c
which we in turn put into (20) to yield δr/2 ≤ ‖Π(ur, 1/2)‖−cL∞(B1). This is
iterated and consequently δ2−jr < (‖Π(ur, 2−j)‖L∞(B1))−c (note that the
assumption ‖Π(ur, 2−j)‖L∞(B1) ≥ M holds due to ‖Π(ur, 1/2)‖L∞(B1) ≥
‖Π(ur, 1)‖L∞(B1) +η0/2). Since ‖Π(ur, 1)‖L∞(B1) ∝ | ln r|, we deduce that
δ2−kr → 0.
The conclusion is that if δr ∈ (0, 1/2), then δ2−kr → 0, as k →∞, contradicting
that δrj → δ0 > 0.
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So far we have shown that δr converges to zero if there is a subsequence
δrj tending to zero, and even though it is insinuated by the proof above that
the rotations Q = Q(r) converges, this will be shown rigorously below with
a quantitative estimate of the convergence speed. In particular, this shows
uniqueness of blow-ups.
Theorem 5.2. Let u solve (3) in B1 ⊂ R3 for ‖u‖L∞(B1) ≤ M such that
u(0) = |∇u(0)| = 0, sup0<r≤1/4 |ψr| ≤ Cψ, and f is Dini continuous with
modulus of continuity ωf and f(0) = −a, a > 0. Assume also that for any
K > 0,
‖ur‖L∞(B1) ≥ K
for r ≤ r0(K). Then there exists constants R(M,ψ, f), c(M,ψ, f) and K(M,ψ, f)
such that if
s ∈ (0, R), sup
B1
|Π(u, s)| ≥ K, δ(us) ≤ c,
then there is a rotation Q ∈ R such that
ur −Π(ur, 1)→ Zp1(Q·) (21)
or
ur −Π(ur, 1)→ Zp2(Q·), (22)
and∥∥∥ Π(ur, 1)‖Π(ur, 1)‖L∞(B1) − p‖p‖L∞(B1)
∥∥∥
L∞(B1)
≤ C(M,ψ, f, α)
(
K + ln
(s
r
))−c
for all r ∈ (0, s) with p = p1 := (x2 + y2)/2− z2 in the case (21) and p = p2 :=
−p1 if (22) holds.
Proof. By (17) and the bound κ(δ) ≤ 4δ,
‖Π(us, 2−k−1)‖L∞(B1) = ‖Π(us, 2−k)‖L∞(B1) +
6Ax(δ2−ks)−A(δ2−ks)
‖3x2 − 1‖L2(∂B1)(1 + 2δ2−ks)
+O(δ2−ks) +O(Π(us, 2
−k)−α).
If we also use τ2−ks to denote Π(us, 2−k)‖L∞(B1) = Π(u2−ks, 1)‖L∞(B1) we infer
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that, again by (17),∥∥∥∥ Π(us, 2−k)‖Π(us, 2−k)‖L∞(B1) − Π(us, 2
−k−1)
‖Π(us, 2−k−1)‖L∞(B1)
∥∥∥∥
L∞(B1)
≤
∥∥∥∥‖Π(us, 2−k)‖L∞(B1)pδr‖Π(us, 2−k)‖L∞(B1)
−
τ2−kspδr +
3Ax(δ2−ks)−A(δ2−ks)
‖3x2−1‖L2(∂B1)(1+2δ2−ks)
(2pδ
2−ks + κ(δ2−ks)(y
2 − z2))
τ2−ks +
6Ax(δ2−ks)−2A(δ2−ks)
‖3x2−1‖L2(∂B1)(1+2δ2−ks)
+O(δ2−ks) +O(Π(us, 2−k)−α)
∥∥∥∥
L∞(B1)
+ C(M,α, f, ψ)(‖Π(us, 2−k−1)‖L∞(B1))−1−α
≤
∥∥∥∥ τ2−ks(O(δ2−ks) +O(τ−α2−ks)
τ2−ks(τ2−ks +
6Ax(δ2−ks)−2A(δ2−ks)
‖3x2−1‖L2(∂B1)(1+2δ2−ks)
+O(δ2−ks) +O(Π(us, 2−k)−α))
∥∥∥∥
L∞(B1)
+ C(M,α, f, ψ)(‖Π(us, 2−k−1)‖L∞(B1))−1−α
≤C δ2−ks‖Π(us, 2−k)‖L∞(B1)
+ C(M,α)(‖Π(us, 2−k−1)‖L∞(B1))−1−α.
Iteration of this inequality yields∥∥∥∥ Π(us, 2−k)‖Π(us, 2−k)‖L∞(B1) − Π(us, 2
−k−m)
‖Π(us, 2−k−m)‖L∞(B1)
∥∥∥∥
L∞(B1)
(23)
≤ C
k+m∑
j=k
δ2−js
‖Π(us, 2−j)‖L∞(B1)
+ C(M,α, f, ψ)
k+m∑
j=k
(‖Π(us, 2−j−1)‖L∞(B1))−1−α.
From the proof of the previous theorem, we can divide into the cases δ2−ks ≥
(‖Π(us, 2−k)‖L∞(B1))−c or δ2−ks ≤ (‖Π(us, 2−k)‖L∞(B1))−c, and if the latter
occurs for some k, then δ2−js ≤ (‖Π(us, 2−j)‖L∞(B1))−c for all j ≥ k, and it
holds that such a k can be chosen only depending on M , f and ψ: similarly as
in the previous proof,
δs/2 ≤ δs − C δs‖Π(us, 1)‖L∞(B1)
,
if δs ≥ (‖Π(us, 1)‖L∞(B1))−c. Now if δ2−js ≥ (‖Π(us, 2−j)‖L∞(B1))−c for j < k1,
δ2−k1s ≤ δs
k1−1∏
j=0
(
1− C‖Π(us, 2−j)‖L∞(B1)
)
.
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From the Taylorexpansion of ln(1− x) and Lemma 4.1,
ln
k1−1∏
j=0
(
1− C‖Π(us, 2−j)‖L∞(B1)
)
=
k1−1∑
j=0
(
1− C‖Π(us, 2−j)‖L∞(B1)
)
≤ −
∑ C
2‖Π(us, 2−j)‖L∞(B1)
≤ −
∑ C
2(‖Π(us, 1)‖L∞(B1) + κ0j)
≤ −C/2 ln
(k1κ0 + ‖Π(us, 1)‖L∞(B1)
‖Π(us, 1)‖L∞(B1)
)
so δ2−k1s ≤ δs
( ‖Π(us,1)‖L∞(B1)
k1κ0+‖Π(us,1)‖L∞(B1)
)C/2
and, if 2c ≤ C/2,
δ2−k1s ≤ δs
( ‖Π(us, 1)‖L∞(B1)
k1κ0 + ‖Π(us, 1)‖L∞(B1)
)C/2
≤ δs
( ‖Π(us, 1)‖L∞(B1)
k1κ0 + ‖Π(us, 1)‖L∞(B1)
)2c
≤ δs
( ‖Π(us, 1)‖L∞(B1)
‖Π(us, 2−k1)‖L∞(B1)
)2c
,
where again Lemma 4.1 is used in the last inequality.
Let k1 ≥ 0 be the first number such that δ2−js ≤ (‖Π(us, 2−j)‖L∞(B1))−c.
Then, by Lemma 4.3,
‖Π(us, 2−k1+1)‖−cL∞(B1) ≤ δ2−k1+1s ≤ δs
( ‖Π(us, 1)‖L∞(B1)
‖Π(us, 2−k1+1)‖L∞(B1)
)2c
from which
(k1−1)η0
2
+‖Π(us, 1)‖L∞(B1) ≤ ‖Π(us, 2−k1+1)‖L∞(B1) ≤ δ1/cs ‖Π(us, 1)‖2L∞(B1)
and
k1 ≤ 2
η0
(δ1/cs ‖Π(us, 1)‖2L∞(B1) − ‖Π(us, 1)‖L∞(B1)) + 1
≤ 2
η0
δ1/cs ‖Π(us, 1)‖2L∞(B1).
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Applying these results in (23) after letting m→∞,∥∥∥∥ Π(us, 2−k)‖Π(us, 2−k)‖L∞(B1) − p
∥∥∥∥
L∞(B1)
≤ Cδ1/cs ‖Π(us, 1)‖2L∞(B1)
∞∑
j=k
‖Π(us, 2−j)‖−1−2cL∞(B1)
+ C(M,α, f, ψ)
∞∑
j=k
(‖Π(us, 2−j−1)‖L∞(B1))−1−α
≤ C
∞∑
j=k
(‖Π(us, 2−k)‖L∞(B1) + jaη0/2)−1−2c
≤ C‖Π(us, 2−k)‖−2cL∞(B1)
≤ C(‖Π(us, 1)‖L∞(B1) + kaη0/2)−2c
≤ C
(
K(M) + ln
(s
r
))−2c
,
for r ∈ (2−k−1s, 2−ks).
By the uniqueness of limits limj→∞
urj,x0
‖urj,x0‖L∞(B1)
of the form
±
(
x2 + y2
2
− z2
)
,
we can characterize the free boundary ∂{u > ψ} of solutions at singular points.
Theorem 5.3. Let u solve (3) in B1 ⊂ R3 for ‖u‖L∞(B1) ≤M such that u(0) =
|∇u(0)| = 0, ψ ∈ C1,α(Br),sup0<r≤1/4 |ψr| ≤ Cψ, and f is Dini continuous
with modulus of continuity ωf and f(0) = −a, a > 0. Assume also that for any
K > 0,
‖ur‖L∞(B1) ≥ K
for r ≤ r0(K), and that
lim
r→0
ur
‖ur‖B1
= ±p1(Q·)
for p1 = x
2+y2
2 − z2 and Q ∈ R. Then there are r0 = r0(M,f, ψ) and Lipschitz
functions g and h such that
{u = ψ} ∩BR = {(x, y, g(x, y)} ∪ {(x, y, h(x, y)} ∩Br0 .
Also,
√
2g −
√
x2 + y2 and
√
2h+
√
x2 + y2 are C1 functions.
Proof. By Theorem 5.2 we can without loss of generality assume the limit to be
p1 :=
x2+x2
2 − z2. Since ur−ψr‖ur‖L∞(B1) =: v
r → p1 in C1,α(B1), and |∇p| ≥ 1/2 on
B1\B1/2,
{vr = 0} ∩ (B1\B1/2) ⊆ {x′ : dist(x′, x2 + y2 = 2z2) < σ(r)} ∩ (B1\B1/2),
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for some modulus of continuity σ, and consequently ∂v
r
∂z ≤ −1/2 on {u(rx) =
ψ(rx)} ∩ (B1\B1/2) for r small enough depending on σ. From the implicit
function theorem and the C1,α-regularity of u and ψ, {x : u(rx) = ψ(rx} ∩
(B1\B1/2) can be expressed as a function gr(x, y) which is C1,α(D1\D1/2) with
C1,α-norm independent of r, where Dr = {(x, y) ∈ R2 : x2 + y2 < r2}. Let
g be the function given by gluing together such gr, and define g(0, 0) = 0.
Then g is Lipschitz in Dr0 and g ∈ C1,α(Dr0\Ds) for any s > 0, g(rx,ry)r is
bounded in C1,α(D1\D1/2) uniformly with respect to r and g(rx,ry)r →
√
x2+y2√
2
in C(D1\D1/2) from which it follows that g(rx,ry)r →
√
x2+y2√
2
in C1,β(D1\D1/2),
β < α. Finally, for (x, y)→ 0, we infer that∣∣∣∣∇g(x, y)−∇
√
x2 + y2√
2
∣∣∣∣ = ∣∣∣∣∇g(rx′, ry′)r −∇
√
x′2 + y′2√
2
∣∣∣∣→ 0, x′, y′ ∈ ∂D1,
as r → 0 and we conclude.
As mentioned, similar results are proven for limits limj→∞
urj
‖urj ‖L∞(B1)
of
the form x2 − z2, even though the analysis is somewhat more subtle due to the
instability of the singularity [MW07].
Theorem 5.4 (Corresponds to Theorem 11.1 in [ASW12]). Let u solve (3) in
B1 ⊂ R3 for ‖u‖L∞(B1) ≤ M such that u(0) = |∇u(0)| = 0, ψ ∈ C1,α(Brψ ) for
some rψ > 0, sup0<r≤1/4 |ψr| ≤ Cψ, and f is Dini continuous with modulus of
continuity ωf and f(0) = −a, a > 0. Assume also that for any K > 0,
‖ur‖L∞(B1) ≥ K
for r ≤ r0(K). If
lim
j→∞
urj −Π(urj , 1) = Zp3(Q·)
for p3 = x2 − z2, Q ∈ R and some sequence {rj}, then
lim
r→0
ur −Π(ur, 1) = Zp3(Q·).
Furthermore, for any c > 0, {u = ψ} ∩ Kc is contained two C1 manifolds
intersecting orthogonally, where Kc = {Qx : y2 < c(x2 + z2)}.
Finally we state the structural properties of the singular set Su, which we
practically split up as Su = Su1 ∪ Su2 for
Su1 :=
{
x0 ∈ B1/2 : lim
r→0
ur,x0(Q·)
‖ur,x0‖L∞(B1)
±
(
x2 + y2
2
− z2
)
, Q ∈ R
}
,
Su2 :=
{
x0 ∈ B1/2 : lim
r→0
ur,x0(Q·)
‖ur,x0‖L∞(B1)
x2 − z2, Q ∈ R
}
.
The results are that singular points in Su1 are isolated while Su2 is locally con-
tained in a C1 curve.
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Theorem 5.5. Let u solve (3) in B1 ⊂ R3 for ‖u‖L∞(B1) ≤ M such that
u(x0) = |∇u(x0)| = 0, ψ ∈ C1,α(Brψ ) for some rψ > 0, sup0<r≤1/4 |ψr| ≤ Cψ,
and f is Dini continuous with modulus of continuity ωf and f(x0) = −a, a > 0.
Then
(i) if x0 ∈ Su1 , then x0 is an isolated singular point
(ii) if x0 ∈ Su2 , then Su2 ∩Br(u) is contained in a C1 curve.
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