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The main purpose of this article is to show that the sym-
metry breaking actually occurs in the CKN-type inequal-
ities provided that the parameter $|\gamma|$ is large enough. In
the argument we employ the so-called linearization method
for the variational problems of the CKN type inequalities.
First we shall explain recent results on the CKN-type in-
equalities for all $\gamma\in R$ in the fore-coming paper [HK3] as
a necessary back-ground for this research and we shall give
a sketch of proof of the main result.
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1 Introduction
We start with introducing the CKN-type inequalities according to
the paper [HK3]. In the CKN-type inequalities, we work with pa-
rameters $p,$ $q$ and $\gamma$ whose ranges consist of
$1\leq p\leq q<\infty,$ $(0 \leq)\tau_{p,q}=\frac{1}{p}-\frac{1}{q}\leq\frac{1}{n},$ $\gamma\in R\backslash \{O\}$ . (1.1)
From these conditions we obtain for a fixed $p$
$p \leq q\leq p^{*}=\frac{np}{n-p}$ if $1\leq p<n$ ; $p\leq q<p^{*}=\infty$ if $n\leq p<\infty.$
(1.2)
Here
$p’= \frac{p}{p-1},$ $p^{*}= \frac{np}{(n-p)_{+}}$ for $1\leq p<\infty$ . (1.3)
Here we set $t_{+}= \max\{0, t\}$ and $1/0=\infty.$
The ranges $\gamma>0$ and $\gamma<0$ are said to be subcritical and
supercritical respectively. The case of $\gamma=0$ is called critical, and
we do not treat it in the present article
Definition 1.1. For $\alpha\in R$ and $R\geq 1$ we set
$I_{\alpha}(x)=I_{\alpha}(|x|)= \frac{1}{|x|^{n-\alpha}}$ for $x\in R^{n}\backslash \{0\}$ , (1.4)
When $0<\alpha<n$ holds, $I_{\alpha}$ is called a Riesz kemel of order $\alpha.$
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Under these notations the CKN-type inequality in the non-critical
case $(\gamma\neq 0)$ has the following form with $S^{p,q;\gamma}$ being the best con-
stant: For any $u\in C_{c}^{\infty}(R^{n}\backslash \{0\})$ ,
$\int_{R^{n}}|\nabla u(x)|^{p}I_{p(1+\gamma)}(x)dx\geq S^{p,q;\gamma}(\int_{R^{n}}|u(x)|^{q}I_{q\gamma}(x)dx)^{p/q}$ (1.5)
We note that if $\gamma=n/p-1=n/q$ holds, then this is called the
Sobolev inequality, and if $p=q,$ $\gamma=n/p-1$ , then this is called
the Hardy inequality. Here the best constant $S^{p,q;\gamma}$ is given by the
variational problem;
$\inf_{u\in C_{c}\infty(R\backslash \{0\})\backslash \{0\}}\frac{\int_{R^{n}}|\nabla u(x)|^{p}I_{p(1+\gamma)}(x)dx}{(\int_{R^{n}}|u(x)|^{q}I_{q\gamma}(x)dx)^{p/q}}$
. (1.6)
By $S_{rad}^{p,q;\gamma}$ we denote the best constant in the radially symmetric
function space $C_{c}^{\infty}(R^{n})_{rad}$ instead of $C_{c}^{\infty}(R^{n})$ . For the precise defi-
nition, see \S 1.1. In [HK3] we established the symmetry of the best
constants in $\gamma\in R$ and the radial symmetry of the extremals for
small $\gamma$ among many results. As a necessary back-ground let us pick
out them from [HK3] below.
Proposition 1.1. (The symmetry) Assume that $n\geq 1,1<$
$p\leq q<\infty$ and $\tau_{p,q}\leq 1/n$ . Then it holds that;
1. $S^{p,q;\gamma}=S^{p,q;-\gamma},$ $S_{rad}^{p,q;\gamma}=S_{rad}^{p,q;-\gamma}$ $for\gamma\neq 0.$
2. $S_{rad}^{p,q;\gamma}=S_{p,q}|\gamma|^{p(1-\tau_{p,q})}$ for $\gamma\neq 0.$
3. $S^{p,q;\gamma}=S_{rad}^{p,q;\gamma}=S_{p,q}|\gamma|^{p(1-\tau_{p,q})}$ for $0<|\gamma|\leq\gamma_{p,q}.$
4. $\frac{1}{(2-\gamma_{p,p}*/\gamma)^{p}}s^{p,p^{*};\gamma_{pff}}\leq S^{p,p^{*};\gamma}\leq S^{p,p^{*};\gamma_{pff}}=S_{rad}^{p,p^{*};\gamma_{pp^{*}}}$
for $| \gamma|\geq\gamma_{p,p^{*}}=\frac{n-p}{p}$ if $p<n.$
5. $S^{2,2^{*};\gamma}=S^{2,2^{*};\gamma_{2,2^{*}}}=S_{rad}^{2,2^{*};\gamma_{2,2^{*}}}$ for $| \gamma|\geq\gamma_{2,2^{*}}=\frac{n-2}{2}$ if $p=2<n.$
Here $\gamma_{p,q}$ and $S_{p,q}$ are defined in Definition 3.2.
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The assertion 3 means that the best constant $S^{p,q;\gamma}$ is attained
by radially symmetric functions if $|\gamma|$ is small. Now we state our
main result below which will cover the case that $|\gamma|$ is large. See
also Corollary 5.1 in \S 4.
Theorem 1.1. (The symmetry breaking) Assume that $1<$
$p<n$ . Assume that $q$ is fixed such as $p<q<p^{*}$ Then for
sufficiently large $|\gamma|$ , the best constant $S^{p,q;\gamma}$ is not attained in the
mdial function space $W_{\alpha,0}^{1,p}(R^{n})_{rad}$ . Here the $\mathcal{S}paceW_{\alpha,0}^{1,p}(R^{n})_{rad}$ is
defined in Definition 2.1.
Remark 1.1. Since it was shown that in $[HK3J$ the $be\mathcal{S}t$ constant
$S^{p,q;\gamma}$ is attained in $W_{\alpha,0}^{1,p}(R^{n})$ for $p<q<p^{*}$ , we can conclude by
this result that the symmetry breaking actually occurs if $|\gamma|$ is large.
For $p=2$ and $\gamma>0$ it was shown in [CWl] that the symmetry
breaking occurs by a method of perturbation using eigenfunctions of
the linearized operator. When $p\neq 2$ and $\gamma>0$ , this phenomenon
was also shown in [BW] by constructing a clever non-symmetric
perturbation to the radial extremal function which is supposed to
attain the best constant. Our method in the present paper is mak-
ing effective use of the linearization of quasilinear elliptic operator
at a radial extremal. For the semilinear operator, this method was
employed in [CWl]. Since in our case the operator is quasilinear, the
linearized operator at a radial extremal is degenerated at the origin.
We shall overcome this difficulty by using weighted Hardy’s inequal-
ities and effective changes of variables. We note that by virtue of
this method, a lower estimate of $|\gamma|$ for the symmetry breaking is
also given in terms of the first eigenvalues of the linearized opera-
tors.
2 The non-critical CKN-type inequalities
In this subsection we shall prepare a general setting for the pre-
cise description of the CKN-type inequalities. First we introduce
function spaces and relating norms.
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Definition 2.1. Let $1\leq p\leq q<\infty$ and $\gamma\in R$ . Let $\Omega$ be a domain
of $R^{n}$ and let $u$ : $\Omegaarrow R.$
1. For $\delta$ : $\Omegaarrow R$ satisfying $\delta\geq 0a.e$ . on $\Omega$ , we set
$\Vert u\Vert_{L^{q}(\Omega;\delta)}=(\int_{\Omega}|u(x)|^{q}\delta(x)dx)^{1/q}$ (2.1)
2. Under the above notation we $\mathcal{S}et$
$\Vert u\Vert_{L_{\gamma}^{q}(\Omega)}=\Vert u\Vert_{L^{q}(\Omega;I_{q\gamma})},\Vert\nabla u\Vert_{L_{1+\gamma}^{p}(\Omega)}=\Vert|\nabla u|\Vert_{L_{1+\gamma}^{p}(\Omega)}$ (2.2)
and
$L_{\gamma}^{q}(\Omega)=\{u:\Omegaarrow R|\Vert u\Vert_{L_{\gamma}^{q}(\Omega)}<\infty\}$ . (2.3)
3. By $W_{\gamma,0}^{1,p}(\Omega)$ we denote the completion of $C_{c}^{\infty}(\Omega\backslash \{0\})$ with re-
spect to the norm
$u\mapsto\Vert\nabla u\Vert_{L_{1+\gamma}^{p}(\Omega)}.$
4. Let $\Omega$ be a mdially symmetric domain. For any function space
$V(\Omega)$ on $\Omega$ , we set
$V(\Omega)_{rad}=$ { $u\in V(\Omega)|u$ is mdial}. (2.4)
Then the noncritical CKN-type inequalities are simply repre-
sented as follows:
For $\gamma\neq 0,$
$\Vert\nabla u\Vert_{L_{1+\gamma}^{p}(R^{n})}^{p}\geq S^{p,q;\gamma}\Vert u\Vert_{L_{\gamma}^{q}(R^{n})}^{p}$ for $u\in W_{\gamma,0}^{1,p}(R^{n})$ . (2.5)
Remark 2.1. 1. For $1<p<\infty$ and $\gamma>0,$ $C_{c}^{\infty}(R^{n})\subset W_{\gamma,0}^{1,p}(R^{n})$
and $C_{c}^{\infty}(R^{n})$ is densely contained in $W_{\gamma,0}^{1,p}(R^{n})$ . When $\gamma<0$
holds, $C_{c}^{\infty}(R^{n})\not\subset W_{\gamma,0}^{1,p}(R^{n})$ .
2. When $p=q$ holds, $thi_{\mathcal{S}}$ inequality is called the Hardy-Sobolev
inequalitiy. It is known that the best $con\mathcal{S}tantS^{p,p;\gamma}$ of (2.5)
$coincide\mathcal{S}$ with the one restricted in the mdial functional $\mathcal{S}pace$




3. It follows from the Hardy-Sobolev inequalities that if $\gamma\neq 0$ , then
the space $W_{\gamma,0}^{1,p}(R^{n})$ coincides with the completion of $C_{c}^{\infty}(R^{n}\backslash \{0\})$
with respect to the norm
$\Vert u\Vert_{W_{\gamma}^{1,p}(R^{n})}=\Vert\nabla u\Vert_{L_{1+\gamma}^{p}(R^{n})}+\Vert u\Vert_{L_{\gamma}^{p}(R^{n})}$ . (2.7)
4. The classical $CKN$-type inequalities are oflen $repre\mathcal{S}$ented in the
following way:
$\int_{R^{n}}|\nabla u|^{p}|x|^{\alpha p}dx\geq C(\int_{R^{n}}|u|^{q}|x|^{\betaq}dx)^{q}E$ for any $u\in C_{c}^{\infty}(R^{n})$ ,
where $1\leq p\leq q<+\infty,$ $0\leq 1/p-1/q=(1-a+\beta)/n$ and
$-n/q<\beta\leq\alpha$ . If we set
$\gamma=\alpha-1+\frac{n}{p}=\beta+\frac{n}{q},$
then we have the representations (1.5) and (2.5).
3 Some known results on the noncritical CKN-type in-
equalities
In this section we describe the results when $\gamma\neq 0.$
Definition 3.1. Let $1\leq p\leq q<\infty$ and $\gamma\neq 0.$
1.
$E^{p,q;\gamma}[u]=( \frac{\Vert\nabla u||_{L_{1+\gamma}^{p}(R^{n})}}{\Vert u||_{L_{\gamma}^{q}(R^{n})}})^{p}$ for $u\in W_{\gamma,0}^{1,p}(R^{n})\backslash \{0\}$ . (3.1)
2.
$S^{p,q;\gamma}= \inf\{E^{p,q;\gamma}[u]|u\in W_{\gamma,0}^{1,p}(R^{n})\backslash \{0\}\}$ (3.2)
$= \inf\{E^{p,q;\gamma}[u]|u\in C_{c}^{\infty}(R^{n}\backslash \{0\})\backslash \{0\}\},$
$S_{rad}^{p,q;\gamma}= \inf\{E^{p,q;\gamma}[u]|u\in W_{\gamma,0}^{1,p}(R^{n})$ rad$\backslash \{0\}\}$ (3.3)
$= \inf\{E^{p,q;\gamma}[u]|u\in C_{c}^{\infty}(R^{n}\backslash \{0\})_{rad}\backslash \{0\}\}.$
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First of all we state the CKN-type inequalities in the noncritical
case.
Theorem 3.1. Assume that $1<p\leq q<\infty,$ $\tau_{p,q}\leq 1/n$ and $\gamma\neq 0.$
Then, we have $S_{rad}^{p,q;\gamma}\geq S^{p,q;\gamma}>0$ and the follwing inequalities.
$\Vert\nabla u\Vert_{L_{1+\gamma}^{p}(R^{n})}^{p}\geq S^{p,q;\gamma}\Vert u\Vert_{L_{\gamma}^{q}(R^{n})}^{p}$ for $u\in W_{\gamma,0}^{1,p}(R^{n})$ , (3.4)
$\Vert\nabla u\Vert_{L_{1+\gamma}^{p}(R^{n})}^{p}\geq S_{rad}^{p,q;\gamma}\Vert u\Vert_{L_{\gamma}^{q}}^{p}$ ( ) for $u\in W_{\gamma,0}^{1,p}(R^{n})_{rad}$ . (3.5)
This follows from the assertions 1-4 of Theorem 3.2. Let us in-
troduce more notations.
Definition 3.2. For $1<p\leq q<\infty$ , we set
$\gamma_{p,q}=\frac{n-1}{1+q/p},$ , (3.6)
$S_{p,q}=\{\begin{array}{ll}(p’)^{p-2+p/q}q^{p/q}(\frac{\omega_{n}}{\tau_{p,q}}B(\frac{1}{p\tau_{p,q}},\frac{1}{p’\tau_{p,q}}))^{1-p/q} if p<q,1 if p=q\end{array}$
Here $B(\cdot, \cdot)$ is the beta function.
Remark 3.1. 1. It holds that
$B(\frac{1}{p\tau},\frac{1}{p\tau})^{\tau}arrow\frac{1}{p^{1/p}(p)^{1/p}}$ as $\tauarrow 0$ . (3.7)
In fact for $0< \tau<\min\{1/p, 1/p’\}$ , we see that




$\leq\frac{1}{(1-2\tau)^{1-2\tau}}(\frac{1}{p}-\tau)^{1/p-\tau}(\frac{1}{p}, -\tau)^{1/p’-\tau}arrow\frac{1}{p^{1/p}(p)^{1/p’}}$ as $\tauarrow 0,$
$B(\frac{1}{p\tau},\frac{1}{p\tau})^{\mathcal{T}}\geq(\int_{0}^{1}(t^{1/p}(1-t)^{1/p’})^{1/\tau}dt)_{1}^{\tau}$
$arrow 0\max_{\leq t\leq 1}t^{1/p}(1-t)^{1/p’}=\overline{p^{1/p}(p’)^{1/p}’}$ as $\tauarrow 0.$
7
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2. Since $\tau_{p,q}arrow 0$ as $qarrow p$ , it follows from the argument of 1. that we have
$S_{p,q}= \frac{(p’)^{p-1-p\tau_{p,q}}}{(1/p-\tau_{p,q})^{1-p\tau_{p,q}}}(\frac{\omega_{n}}{\tau_{p,q}}B(\frac{1}{p\tau_{p,q}},\frac{1}{p’\tau_{p,q}}))^{p\tau_{p,q}}arrow 1=s_{p,p}$ as $qarrow p.$
(3.9)
Under these preparation we can compute the best constant $S_{rad}^{p,q;\gamma}$
of the CKN-type inequality in the radial function space to obtain the
exact representation. In the next we describe important relations
among the best constants $S_{rad}^{p,q;\gamma}$ and $S^{p,q;\gamma}.$
Theorem 3.2. Assume that $1<p\leq q\leq\overline{q}<\infty$ and $\tau_{p,q}\leq 1/n.$
Then it holds that:
1. $S^{p,q;\gamma}=S^{p,q;-\gamma},$ $S_{rad}^{p,q;\gamma}=S_{rad}^{p,q;-\gamma}$ for $\gamma\neq 0.$
2. $S_{rad}^{p,q;\gamma}=S_{p,q}|\gamma|^{p(1-\tau_{p,q})}$ for $\gamma\neq 0.$
3. $S^{p,q;\gamma}=S_{rad}^{p,q;\gamma}=S_{p,q}|\gamma|^{p(}-\tau_{p,q})$ for $0<|\gamma|\leq\gamma_{p,q}.$
4. $| \frac{\gamma}{\overline{\gamma}}|^{p(1-\tau_{p,q})}S^{p,q;\overline{\gamma}}\leq S^{p,q;\gamma}\leq|\overline{\frac{\gamma}{\gamma}}|^{p\tau_{p,q}}S^{p,q;\overline{\gamma}}$ for $0<|\gamma|\leq|\overline{\gamma}|.$
5. $\frac{1}{(2-\gamma_{p,p}*/\gamma)^{p}}s^{p,p^{*};\gamma_{nF}}\leq S^{p,p^{*};\gamma}\leq S^{p,p^{*};\gamma_{p,f}}=S_{rad}^{p,p^{*};\gamma_{p_{i}l’}}$
$for| \gamma|\geq\gamma_{p,p^{*}}=\frac{n-p}{p}$ if $p<n.$
6. $S^{2,2^{*};\gamma}=S^{2,2^{*};\gamma_{2,2^{*}}}=S_{rad}^{2,2^{*};\gamma_{2,2^{*}}}$ for $| \gamma|\geq\gamma_{2,2^{*}}=\frac{n-2}{2}$ if $p=2<n.$
7. $S^{p,q;\gamma}\geq(|\gamma|^{p\tau_{q,\overline{q}}}(S^{p,\overline{q};\gamma})^{\tau_{p_{i}q}})^{1/\tau_{n\overline{q}}}$ for $\gamma\neq 0.$
In particular,
$S^{p,q;\gamma}\geq|\gamma|^{p(1-n\tau_{p_{i}q})}(S^{p,p^{*};\gamma})^{n\tau_{p_{i}q}}$ for $\gamma\neq 0$ if $p<n.$
Remark 3.2. 1. It follows from Remark 2.1 and Theorem 3.2,1 that we have
$S^{p,p;\gamma}=S_{rad}^{p,p;\gamma}=|\gamma|^{p}$ for $\gamma\neq 0$ . (3.10)




coincides with the classical best constant of the Sobolev inequality;
$\Vert\nabla u\Vert_{L^{p}(R^{n})}^{p}=\Vert\nabla u\Vert_{L_{1+\gamma_{pp^{*}}}^{p}(R^{n})}^{p}\geq S\Vert u\Vert_{L_{\gamma_{p,p^{*}}}^{p^{*}}(R^{n})}^{p}=S\Vert u\Vert_{L^{p^{*}}(R^{n})}^{p}$ for $u\in W_{\gamma_{p,p^{*}},0}^{1,p}(R^{n})$ .
In particular for $n\geq 3,$ $p=2$ , we see that
$S$ $2^{\cdot}; \gamma_{2,2^{*}}=S_{rad}^{2,2^{*};\gamma_{2,2^{*}}}=n(n-2)(\frac{\omega_{n}}{2}B(\frac{n}{2}, \frac{n}{2}))^{2/n}=n(n-2)(\frac{\Gamma(n/2)}{\Gamma(n)})^{2/n}\pi$
(3.12)
Here, $\Gamma(\cdot)$ is the gamma function.
Moreover the best constant $S^{p,q;\gamma}$ is a continuous function of the
parameters $q$ and $\gamma$ . Namely we have the following.
Theorem 3.3. For $1<p<\infty$ , the maps
$([p,p^{*}]\backslash \{\infty\})\cross(R\backslash \{0\})\ni(q;\gamma)\mapsto S^{p,q;\gamma},$ $S_{rad}^{p,q;\gamma}\in R$ $(313)$
are continuous. In particular, it holds that
$S^{p,q;\gamma}arrow S^{p,p;\gamma}=|\gamma|^{p}$ $a\mathcal{S}qarrow p$ . (314)
In the next we describe results on the existence and non-existence
of extremal functions which attain the best constants of the CKN-
type inequalities. Shortly speaking, the best constant $S^{p,q;\gamma}$ is at-
tained by some element in $W_{\gamma,0}^{1,p}(R^{n})\backslash \{0\}$ provided that $p<q<p^{*}$
is satisfied. On the other hand if $q=p$ , then the corresponding
CKN-type inequalities are reduced to the Hardy-Sobolev inequali-
ties and therefore no extremal function exists. When $q=p^{*}$ holds,
then $S^{p,p^{*};\gamma}$ is attained provided that $0<|\gamma|\leq(n-p)/p=\gamma_{p,p^{*}},$
but in the case that $|\gamma|>(n-p)/p$ , it is unkown in general except
for the case $p=2$ , whether $S^{p,p^{*};\gamma}$ is achieved by some element or
not. If $p=2$ is assumed, then it is shown that no extremal exists
provided that $|\gamma|>(n-2)/2$ holds.
Theorem 3.4. Assum that $1<p\leq q<\infty,$ $\tau_{p,q}\leq 1/n$ and $\gamma\neq 0.$
Then we have the followings.
1. If $p<q$ , then $S_{rad}^{p,q;\gamma}i\mathcal{S}$ achieved in $W_{\gamma,0}^{1,p}(R^{n})_{rad}\backslash \{0\}.$
2. If $p<q<p^{*}$ , then $S^{p,q;\gamma}i\mathcal{S}$ achieved in $W_{\gamma,0}^{1,p}(R^{n})\backslash \{0\}.$
9
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3. If $p<n,$ $q=p^{*}$ and $|\gamma|\leq(n-p)/p=\gamma_{p,p^{*}}$ , then $S^{p,p^{*};\gamma}=$
$S_{rad}^{p,p^{*};\gamma}$ is achieved in $W_{\gamma,0}^{1,p}(R^{n})_{rad}\backslash \{0\}.$
4. If $p=2<n,$ $q=2^{*}=2n/(n-2)$ and $|\gamma|>(n-2)/2=$
$\gamma_{2,2^{*}}$ , then $S^{2,2^{*};\gamma}=S_{rad}^{2,2^{*};\gamma_{2,2^{*}}}$ holds and $S^{2,2^{*};\gamma}$ is not achieved in
$W_{\gamma,0}^{1,2}(R^{n})\backslash \{0\}.$
Proposition 3.1. If $1<p=q<\infty,$ $\gamma\neq 0$ , then $S^{p,p;\gamma}$ and $S_{rad}^{p,p;\gamma}$
are not achieved in $W_{\gamma,0}^{1,p}(R^{n})\backslash \{0\}$ and $W_{\gamma,0}^{1,p}(R^{n})_{rad}\backslash \{0\}$ respectively.
Lastly let us explain the radial case more precisely which is rather
fundamental in this work.
Theorem 3.5. (The radial case) $As\mathcal{S}ume$ that $1<p<q<+\infty$
and $\gamma>0$ . Then we have the followings:
1. $S_{rad}^{p,q;\gamma}i\mathcal{S}$ achieved by the function $u$ below
$u(r)=\lambda^{\frac{1}{q-p}}[1+r\dot{p}-\overline{1}]\overline{q}-\overline{p}L^{h}-l (r=|x|)$ , (3.15)
$\{\begin{array}{l}h=q\gamma\tau_{p,q}>0,\lambda=(\frac{p}{p-1})^{p-1}\gamma^{p}q.\end{array}$ (3.16)
Moreover $u$ satisfies the Euler-Lagmnge equation:
$-div(I_{p(1+\gamma)}(x)|\nabla u|^{p-2}\nabla u)=I_{q\gamma}(x)|u|^{q-2}u$ . (3.17)
4 $A$ linearization method
$\mathbb{R}om$ Proposition 1.1 we see that the best constants $S^{p,q;\gamma}$ are sym-
metric with respect to $\gamma$ . Therefore, in the subsequent argument it
suffices to consider the subcritical case that $\gamma>0.$
Definition 4.1. For $\gamma>0$ we set for $r=|x|$




We will study a linearization of these operator in a precise way.
First, by a linearization at $u$ we formally have
$L_{p,\gamma}’(u) \varphi=-div(I_{p(\gamma+1)}(r)|\nabla u|^{p-2}(\nabla\varphi+(p-2)\frac{(\nabla u,\nabla\varphi)}{|\nabla u|^{2}}\nabla u))$
(4.3)
$M_{p,\gamma}’(u)\varphi=L_{p,\gamma}’(u)\varphi-(q-1)I_{q\gamma}(r)u^{q-2}\varphi$ (4.4)
for any $\varphi\in C_{c}^{\infty}(R^{n}\backslash \{0\})$ .
Definition 4.2. For $\gamma>0,$ $r=|x|$ and $u$ is defined by (3.15) in
Theorem 3.5 we set
$\omega(r)=\omega(r;p, q, \gamma)=I_{p(\gamma+1)}(r)|\partial_{r}u|^{p-2}$ (4.5)
By a polar coordinate system $x=(r, \omega),$ $r>0,$ $\omega\in S^{n-1}$ , the
Laplacian $\triangle$ is represented by $r^{1-n}\partial_{r}(r^{n-1}\partial_{r}\cdot)+\triangle_{S^{n-1}}/r^{2}$ . Here
$\triangle_{S^{n-1}}$ is the Laplace Beltrami operator on the unit sphere. Then
we have
Lemma 4.1. We $a\mathcal{S}sume$ that $u$ is a spherically $\mathcal{S}$ymmetric function
$onR^{n}$ . Then
$L_{p,\gamma}’(u)\varphi=-(p-1)r^{1-n}\partial_{r}(r^{n-1}\omega(r)\partial_{r}\varphi)-r^{-2}\omega(r)\triangle_{S^{n-1}}\varphi$ . (4.6)
Proof: Let $u$ be a radial smooth function. Then we have





For $\omega(r)=\omega(r;p, q, \gamma)(\gamma>0)$ we employ the spaces $L^{2}(R^{n};\omega)$
and $L^{2}(R^{n};r^{-2}\omega)$ according to Definition 2.1. In a similar way,
11
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by $L^{2}(R_{+};\omega r^{n-3})$ we denote the space of all Lebesgue measurable
functions on $R_{+}=(0, \infty)$ for which
$|| \varphi||_{L^{2}(R_{+};\omega r^{n-3})}=(\int_{0}^{\infty}|\varphi(r)|^{2}\omega(r)r^{n-3}dr)^{\frac{1}{2}}<+\infty$ . (4.8)
To study the eigenvalue problem for the operator $M_{p,\gamma}’(u)$ , we need
more preparations. Let us define the following Hilbert spaces.
Definition‘ 4.3. By $W^{1,2}(R^{n};\omega)$ we denote the completion of
$C_{c}^{\infty}(R^{n}\backslash \{0\})$ with respect to the norm
$\varphiarrow||\varphi||_{W^{1,2}(R^{n};\omega)}=(||\nabla\varphi||_{L^{2}(R^{n};\omega)}^{2}+||\varphi||_{L^{2}(R^{n};r^{-2}\omega)}^{2})^{\frac{1}{2}}$ (4.9)
In a similar way, by $W^{1,2}(R_{+};\omega r^{n-1})$ we denote the completion of




Lemma 4.2. $L^{2}(R^{n};r^{-2}\omega),$ $W^{1,2}(R^{n};\omega),$ $L^{2}(R_{+};\omega r^{n-3})$
and $W^{1,2}(R_{+};\omega r^{n-1})$ become Hilbert spaces with the canonical in-
ner products.
By separation of variables, the linearization of (4.2) at the ra-
dial solution $u$ decomposes into infinitely many ordinary differential
operators. Denote by
$\nu_{k}=k(n-2+k) , (k=0,1,2, \ldots)$ (4.11)
the $k^{th}$ eigenvalue of the Laplace Beltrami operator $\triangle_{S^{n-1}}$ on $S^{n-1}.$
We denote by $\mu_{k}$ and $f_{k}$ the first eigenvalue and the corresponding
positive eigenfunction in the $k^{th}$ eigenvalue problem of $\mu$ , defined by




where differentiations are taken in the distribution sense. If there
exists the first eigenfunction $f_{k}\in W^{1,2}(R_{+};\omega r^{n-1})$ with the first








By the definition we clearly see that
$\mu_{k}=\nu_{k}+\mu_{0}$ and $f_{k}=f_{0}$ for $k=0,1,2,$ $\ldots.$
Remark 4.1. It is easy to see that $\mu_{0}<0$ . Moreover it will be shown that for
any $k>0$ the eigenvalue $\mu_{k}$ is negative provided that $\gamma$ is sufficiently large. $In$
fact, the negativity of $\mu_{k}$ for a large $\gamma>0$ readily follows from the elementary
argument below, provided that $p> \frac{2q}{q+1}$ and $q>p$ hold. Using the solution $u$ as a
test function, $\mu_{k}$ should satisfy
$\mu_{k}=E_{k}(f_{0})\leq\nu_{k}+(p-q)\frac{\int_{R^{n}}|\partial_{r}u|^{2}\omega(r)dx}{\int_{R^{n}}u^{2}\frac{\omega(r)}{r^{2}}dx}=\nu_{k}-\frac{p’\gamma^{2}\tau_{p,q}(p(q+1)-2q)}{(1-\tau_{p,q})(1-2\tau_{p,q})}.$
Noting that $0<\tau_{p,q}<1/2$ and $v_{0}=0,$ $\mu_{0}<0$ immediately follows. Further we
see that
$\mu_{k}arrow-\infty, as\gammaarrow\infty (k=0,1,2, \ldots)$ . (4.15)
Here we note that the condition $p> \frac{2q}{q+1}$ is automatically satisfied if $p\geq 2.$
In the rest of this subsection we shall establish the Hardy type
inequalities. By virtue of them and the fact $u^{q-2}I_{q\gamma}(x)arrow 0$ as
$rarrow\infty$ we shall see that the variational problem $(E_{k})$ or equivalently
the eigenvalue problem (4.12) is well-posed.
Let us recall a fundamental lemma. For the proof one can employ
an obvious modification of Theorem 2 in [Ma; \S 1.3.1].
Lemma 4.3. Let $\gamma>0$ and let $u$ be the function defined in Theorem
3.5 and let $\omega(r)=I_{p(\gamma+1)}(r)|\partial_{r}u|^{p-2}$ In order that there exists a
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constant $C$ , independent of each $\varphi\in C_{c}^{\infty}((0, \infty))$ such that
$\int_{0}^{\infty}\varphi(r)^{2}u(r)^{q-2}r^{n-1}I_{q\gamma}(r)dr\leq C\int_{0}^{\infty}\varphi’(r)^{2}\omega(r)r^{n-1}dr$ , (4.16)
it is necessary and sufficient that
$B= \sup_{r\in(0,+\infty)}B(r)<+\infty$ , (4.17)
where
$B(r)= \int_{0}^{r}u(r)^{q-2}r^{n-1}I_{q\gamma}(r)drl^{\infty}(\omega(r)r^{n-1})^{-1}$ dr. (4.18)
In order to check the condition (4.17), we prepare fundamen-
tal lemmas that are given by direct calculations. By the notation
$u(r)=O(r^{k})$ as $rarrow\infty(rarrow 0)$ , we mean that there are some
positive numbers $C_{1}$ and $C_{2}$ such that
$C_{1} \leq\frac{|u(r)|}{r^{k}}\leq C_{2}$ , as $rarrow\infty(rarrow 0)$ .
On the other hand by the notation $u(r)=o(r^{k})$ as $rarrow\infty(rarrow 0)$ ,
we mean that $u(r)/r^{k}arrow 0$ as $rarrow\infty(rarrow 0)$ .
Lemma 4.4. Let $\gamma>0$ and let $u$ be the function defined in Theorem
3.5. Then we have
$u(r)=\{\begin{array}{l}O(r^{-p’\gamma}) as rarrow+\infty,O(1) as rarrow+0.\end{array}$
$u’(r)=\{\begin{array}{l}O(r^{-p’\gamma-1}) as rarrow+\infty,O(r^{p’h-1}) as rarrow+0.\end{array}$
Lemma 4.5. Let $\gamma>0$ and let $u$ be the function defined in Theorem 3.5. Then
we have




Then we have the following.
as $rarrow+\infty,$
$(ifp> \frac{2q}{q+1})$ as $rarrow+0.$
$(ifp= \frac{2q}{q+1})$ as $rarrow+0.$
$(if 1<p< \frac{2q}{q+1})$ as $rarrow+0.$
Lemma 4.6. (Hardy type inequality in $R_{+}$ ) The inequality 4.16
holds for any $\varphi\in C_{c}^{\infty}((0, \infty))$ .
Proof: It suffices to check the condition (4.17). Then we see as
$rarrow\infty$
$B(r)=\{\begin{array}{ll}O(r^{-p’\gamma(_{p}^{q}-1)}) , if p>\frac{q}{2}O(r^{-p’\gamma}\log r) , if p.=\frac{q}{2}O(r^{-p’\gamma}) , if p<\frac{q}{2}.\end{array}$ (4.19)
Thus we see $B(r)$ is finite as $rarrow\infty$ . On the other hand, we see as
$rarrow 0$
$B(r)=\{\begin{array}{l}O(r^{p’\gamma(_{p}^{q}-1)}) , if p>\frac{2q}{q+1},O(r^{q\gamma}\log\frac{1}{r}) , if p=\frac{2q}{q+1},O(r^{q\gamma}) , if 1<p<\frac{2q}{q+1}.\end{array}$ (4.20)
Therefore the assertion is now clear.
Then we immediately have
Lemma 4.7. (Hardy type inequality in $R^{n}$ ) Let $\gamma>0$ and let $u$
be the function defined in Theorem 3.5. Then, there is a positive




Remark 4.2. 1. The left-hand side $i_{\mathcal{S}}$ always finite for any $\varphi\in$
$C_{c}^{\infty}(R^{n})$ . If $p> \frac{2q}{q+1}$ , then for any $\gamma>0$ the weight function $\omega$
is locally integrable as well. In fact we see that
$\omega=O(r\frac{p(q+1)-2q}{p-1}\gamma+2-n)$ , as $rarrow 0.$
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2. In a similar way, if $p> \frac{2q}{q+1}$ , then we are able to show that
$\int_{0}^{\infty}\varphi^{2}\omega r^{n-3}dr\leq C\int_{0}^{\infty}|\varphi’|^{2}\omega r^{n-1}dr$ (4.22)
for any $\varphi\in C_{c}^{\infty}([0, \infty))$ . Here $C$ is apositive number indepen-
dent of each $\varphi$ . As a result, the norm $||\varphi||_{W^{1,2}(R_{+};r^{n-1}\omega)}$ is equiv-
atent to the $\mathcal{S}$ingle norm $||\nabla\varphi||_{L^{2}(R_{+};\omega r^{n-3})}$ pmvided that $p> \frac{2q}{q+1}.$
5 Main Theorem
Let us restate our main result, which is equivalent to Theorem 1.1.
Theorem 5.1. (The symmetry breaking) Assume that $1<$
$p<n$ . Assume that $q$ is fixed such as $p<q<p^{*}$ Then for
sufficiently large $|\gamma|$ , the $be\mathcal{S}t$ constant $S^{p,q;\gamma}$ is not attained in the
mdial function space $W_{\gamma,0}^{1,p}(R^{n})_{rad}.$
From this theorem and Proposition 1.1 together with the conti-
nuity of the best constants on parameters, we immediately have the
following:
Corollary 5.1. Assume that $1<p<n$ . Then there exists a
symmetry-breaking function $S_{b}(\gamma)for|\gamma|\geq\gamma_{p,p^{*}}$ satisfying $S_{b}(\gamma_{p.p^{*}})=$
$p^{*},$ $S_{b}(\gamma)\in(p,p^{*})$ for $| \gamma|>\gamma_{p,p}*and\lim_{|\gamma|arrow\infty}S_{b}(\gamma)=p$ such that
we have $S^{p,q;\gamma}<S_{rad}^{p,q;\gamma}$ for any $q\in(S_{b}(\gamma),p^{*})$ with $|\gamma|>\gamma_{p,p^{*}}.$
Proof of Corollary: From Theorem 5.1 the existence of a symmetry-
breaking function $S_{b}(\gamma)$ is clear if $\gamma$ is sufficiently large. On the other
hand, for each $\gamma$ with $|\gamma|>\gamma_{p,p^{*}},$ $S^{p,q;\gamma}<S_{rad}^{p,q;\gamma}$ holds provided that
$q$ is sufficiently close to $p^{*}$ In fact, it follows from the assertions 2
and 5 of Proposition 1.1 that we have $S^{p,p^{*};\gamma}\leq S_{rad}^{p,p^{*};\gamma_{p,p^{*}}}<S_{rad}^{p,p^{*};\gamma}$
for $|\gamma|>\gamma_{p,p^{*}}$ . Here we note that $S_{rad}^{p,p^{*};\gamma}$ is strictly increasing in $|\gamma|.$
Since the best constants are continuously dependent on parameters,
if $q$ is sufficiently close to $p^{*}$ , then $S^{p,q;\gamma}<S_{rad}^{p,q;\gamma}$ holds for each $\gamma$
with $|\gamma|>\gamma_{p,p^{*}}$ .
In order to prove Theorem 5.1 we need to employ the followings
which are of interest by themselves, and‘ we shall sketch the proofs
in the last section.
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Theorem 5.2. The eigenvalue problem $(4\cdot 12)$ is well-posed. For
an arbitmry number $k\in N$ , there is a positive number $M$ such
that if $|\gamma|>M$ , then the $k^{th}$ eigenvalue pmblem $(4\cdot 12)$ (or equiva-
lently the variational problem $(E_{k}))$ has a negative first eigenvalue
$\mu_{k}=v_{k}+\mu 0$ and a corresponding first eigenfunction $f_{k}=f_{0}$ in
$W^{1,2}(R_{+};\omega r^{n-1})$ .
Proposition 5.1. Let $f_{0}\geq 0$ be the first eigenfunction to $(4\cdot 12)$
with $k=0$ . Let $\phi_{0}(>0),$ $\phi_{1}$ be the first and second $\mathcal{S}$pherical har-
monic functions. By $\varphi(x)$ we denote an arbitmry linear combination
offunctions $\{f_{0}(|x|)\phi_{k}(x/|x|)\}_{k=0}^{1}$ on $R^{n}$ , namely $\varphi=c_{0}f_{0}(r)\phi_{0}(\theta)+$
$c_{1}f_{0}(r)\phi_{1}(\theta)$ with $r=|x|,$ $\theta=x/|x|$ and $c_{0},$ $c_{1}\in R$ . Then, if $\gamma>0$
$i\mathcal{S}$ sufficiently large, then we have
$\sup_{s\in[0,1]}\int_{R^{n}}|\nabla(u(x)+s\varphi(x))|^{p-2}|\nabla\varphi(x)|^{2}I_{p(\gamma+1)}(r)dx<\infty.$
In the rest of this section we shall establish the symmetric break-
ing result Theorem 5.1 admitting Theorem 5.2 and Proposition 4.1.
The argument below is similar to the one used in [CWl] when $p=2.$
Proof of Theorem 5.1:
By the symmetry with respect to $\gamma$ it suffices to consider the
case when $\gamma>0$ . We shall show the symmetry breaking actually
happens for a sufficiently large $\gamma>0$ . To this end we assume that
$S^{p,q;\gamma}= \inf\{E^{p,q;\gamma}[u]|u\in W_{\gamma,0}^{1,p}(R^{n})\backslash \{0\}\}$ (5.1)
is attained by a radial function $u$ defined by (3.15) and (3.16) in
Theorem 3.5. Now we set $w_{k}(x)=f_{0}(|x|)\phi_{k}(x/|x|)$ for $k=0,1$
which are defined in Proposition 5.1, and we set
$G( \eta, s)=\int_{R^{n}}|u(r)+\eta w_{0}(x)+sw_{1}(x)|^{q}I_{q\gamma}(r)dx$ $(r=|x|)$ . $(5.2)$
Here we note that $w_{0}=f_{0}\phi_{0}>0$ and $\phi_{0}$ is a constant function by
the definition. Then we shall show that $E^{p,q;\gamma}[u]$ can be smaller by




By differentiating $G$ we also have for small $\eta$ and $s$
$\{\begin{array}{l}\frac{\partial G}{\partial\eta}=q\int_{R^{n}}|u(r)+\eta w_{0}(x)+sw_{1}(x)|^{q-1}w_{0}(x)I_{q\gamma}(r)dx,\frac{\partial G}{\partial\eta}(0,0)=q\int_{R^{n}}|u(r)|^{q-1}w_{0}(x)I_{q\gamma}(r)dx<\infty,\frac{\partial G}{\partial s}(0,0)=q\int_{R^{n}}|u(r)|^{q-1}w_{1}(x)I_{q\gamma}(r)dx=0,\frac{\partial^{2}G}{\partial s^{2}}(0,0)=q(q-1)\int_{R^{n}}|u(r)|^{q-2}w_{1}(x)^{2}I_{q\gamma}(r)dx>0,\frac{\partial^{2}G}{\partial\eta\partial s}(0,0)=q(q-1)\int_{R^{n}}|u(r)|^{q-2}w_{0}(x)w_{1}(x)I_{q\gamma}(r)dx=0.\end{array}$
(5.3)
We remark the following fact. The eigenfunction $f_{k}$ satisfies
$(p-1) \int_{0}^{\infty}f_{0}’(r)^{2}\omega(r)r^{n-1}dr+v_{k}\int_{0}^{\infty}f_{0}(r)^{2}\omega(r)r^{n-3}dr$
$=(q-1) \int_{0}^{\infty}f_{0}(r)^{2}|u(r)|^{q-2}r^{n-1}I_{q\gamma}(x)dr+\mu_{k}\int_{0}^{\infty}f_{0}(r)^{2}\omega(r)r^{n-3}dr$





it follows from the implicit function theorem that there are $\delta>0$
and $\eta(s)$ such that for $|s|<\delta$
$\{\begin{array}{l}G(\eta(s), s)=1, \eta(0)=0,\frac{\partial G}{\partial\eta}(\eta(s), s)\eta’(s)+\frac{\partial G}{\partial s}(\eta(s), s)=0,\frac{\partial^{2}G}{\partial\eta^{2}}(\eta(s), s)\eta’(s)^{2}+2\frac{\partial^{2}G}{\partial\eta\partial s}(\eta(s), s)\eta’(s)+\frac{\partial G}{\partial\eta}(\eta(s), s)\eta"(s)+\frac{\partial^{2}G}{\partial s^{2}}(\eta(s), s)=0.\end{array}$ (5.4)
Since $\frac{\partial G}{\partial\eta}(\eta(0), 0)=\frac{\partial G}{\partial\eta}(0,0)>0$ and $\frac{\partial G}{\partial s}(\eta(0), 0)=0$ , we have








By Taylor’s expansion formula, we have
$f(t)=f(0)+f’(0)t+ \frac{1}{2}f"(0)t^{2}+t^{2}\int_{0}^{1}(1-z)(f"(tz)-f"(0))dz.$
By a direct calculation we have
$\{\begin{array}{l}f(0)=\int_{R^{n}}|\nabla u(r)|^{p}I_{p(\gamma+1)}(r)dx=\int_{R^{n}}u(r)^{q}I_{q\gamma}(r)dx,f’(t)=p\int_{R^{n}}|\nabla(u(r)+t\varphi(x))|^{p-2}(\nabla(u(r)+t\varphi(x)), \nabla\varphi(x))I_{p(\gamma+1)}(r)dx,f’(0)=p\int_{R^{n}}|\nabla u(r)|^{p-2}(\nabla u(r), \nabla\varphi(x))I_{p(\gamma+1)}(r)dx,f"(t)=p(p-2)\int_{R^{n}}|\nabla(u(r)+t\varphi(x))|^{p-4}(\nabla(u(r)+t\varphi(x)), \nabla\varphi(x))^{2}I_{p(\gamma+1)}(r)dx+p\int_{R^{n}}|\nabla(u(r)+t\varphi(x)|^{p-2}|\nabla\varphi(x)|^{2}I_{p(\gamma+1)}(r)dx,f"(0)=p\int_{R^{n}}|\nabla u(r)|^{p-2}(|\nabla\varphi(x)|^{2}+(p-2)\frac{(\nablau(r),\nabla\varphi(x))^{2}}{|\nabla u(r)|^{2}})I_{p(\gamma+1)}(r)dx.\end{array}$
(5.7)
Using a dual form, we can rewrite $f”(0)$ to have
$f”(0)=p\langle L_{p}’(u)\varphi, \varphi\rangle_{(W^{1,2})’\cross W^{1,2}}.$
Putting $t=1_{i}$we get
$\int_{R^{n}}|\nabla(u(r)+\varphi(x))|^{p}I_{p(\gamma+1)}(r)dx$ (5.8)
$= \int_{R^{n}}|\nabla u(r)|^{p}I_{p(\gamma+1)}(r)dx+\frac{p}{2}\langle L_{p}’(u)\varphi,$ $\varphi\rangle_{(W^{1,2})’\cross W^{1,2}}$










Then it follows from Proposition 5.1 that we have
$|R_{z}(u, \varphi)|<\infty$ and $\lim_{zarrow 0}R_{z}(u, \varphi)=0.$
Here we note that (6.10), (6.14) and $\varphi=O(s)$ as $sarrow 0$ . Then from
the dominated convergence theorem we have
$\int_{0}^{1}R_{z}(u, \varphi)dz=o(s^{2})$ .
Now we look at the each terms in (5.9) precisely. First we see
$p \int_{R^{n}}|\nabla u(r)|^{p-2}(\nabla u(r), \nabla\varphi(x))I_{p(\gamma+1)}(r)dx=$
$p \int_{R^{n}}L_{p,\gamma}(u(r))(\eta(s)w_{0}(x)+sw_{1}(x))dx$
$=p \int_{R^{n}}L_{p,\gamma}(u(r))\eta(s)w_{0}(x)dx=p\eta(s)\int_{R^{n}}u(r)^{q-1}w_{0}(x)I_{q\gamma}(r)dx.$
Noting that $L_{p,\gamma}’(u)w_{1}=(q-1)I_{q\gamma}^{q-2}w_{1}+\mu_{1}|\nabla u|^{p-2}I_{p(\gamma+1)}r^{-2}w_{1}$, we
have
$\frac{p}{2}\langle L_{p,\gamma}’(u)\varphi,$ $\varphi\rangle=\frac{p}{2}\langle L_{p,\gamma}’(u)(\eta(s)w_{0}+sw_{1}),$ $\eta(s)w_{0}+sw_{1}\rangle$
$= \frac{p}{2}[\eta(s)^{2}\langle L_{p,\gamma}’(u)w_{0}, w_{0}\rangle+2s\eta(s)\langle L_{p,\gamma}’(u)w_{0}, w_{1}\rangle+s^{2}\langle L_{p,\gamma}’(u)w_{1}, w_{1}\rangle]$
$= \frac{ps^{2}}{2}\langle L_{p,\gamma}’(u)w_{1},$ $w_{1}\rangle+o(s^{2})$
$= \frac{p\mathcal{S}^{2}}{2}[(q-1)\int_{R^{n}}u(r)^{q-2}w_{1}(x)^{2}I_{q\gamma}(r)dx+\mu_{1}\int_{R^{n}}|\nabla u(r)|^{p-2}w_{1}(x)^{2}r^{-2}I_{p(\gamma+1)}(r)dx]+o(s^{2})$







$= \int_{R^{n}}|\nabla u(r)|^{p}I_{p(\gamma+1)}(r)dx+\frac{ps^{2}}{2}\mu_{1}\int_{R^{n}}|\nabla u(r)|^{p-2}w_{1}(x)^{2}r^{-2}I_{p(\gamma+1)}(r)dx+o(s^{2})$
$< \int_{R^{n}}|\nabla u(r)|^{p}I_{p(\gamma+1)}(r)dx$ for small $s.$
Thus the assertion is proved. $\square$
6 Sketch of proofs of Theorem 5.2 and Proposition 5.1
Proof of Theorem 5.2: Since $E_{k}(f)=v_{k}+E_{0}(f)$ , it suffices to




$\{\begin{array}{l}g(r)=\omega(r)r^{n-2}=|u’(r)|^{p-2}r^{n-2}I_{p(\gamma+1)}(r) ,\xi(r)=g(r)^{-\frac{1}{2}},f(r)=v(r)\xi(r) .\end{array}$ (6.1)
Then we have the equivalent functional as follows:












$A= \frac{p^{2}\gamma^{2}}{4(p-1)^{2}}, B=\frac{pq^{2}\gamma^{2}(2\tau_{p,q}(p-1)+1)}{2(p-1)^{2}}$ , (6.4)
$C= \frac{pq^{2}\gamma^{2}(p-2)(1-2\tau_{p,q})}{4(p-1)^{2}}.$
Now we change a variable using $r=e^{-t},$ $(t= \log\frac{1}{r})$ . Then we
have for $\tilde{v}(t)=v(e^{-t})$ and $\tilde{G}(t)=G(e^{-t})e^{-t}$
$E_{0}(f)=E_{0}(v \xi)=\frac{(p-1)\int_{-\infty}^{\infty}((\partial_{t}\tilde{v}(t))^{2}+\tilde{G}(t)\tilde{v}(t)^{2})dt}{\int_{-\infty}^{\infty}\tilde{v}(t)^{2}dt}.$
Here $\tilde{v}$ satisfies $\tilde{v}(\pm\infty)=0$ for any $v=f\sqrt{g}$ with any
$f\in W^{1,2}(R_{+}, \omega r^{n-1})$ . For the sake of simplicity we set
$\mathcal{E}_{0}(\varphi)=\frac{(p-1)\int_{-\infty}^{\infty}((\partial_{t}\varphi(t))^{2}+\tilde{G}(t)\varphi(t)^{2})dt}{\int_{-\infty}^{\infty}\varphi(t)^{2}dt}$ . (6.5)
Then we have
$\mu_{0}=$ $inf\mathcal{E}_{0}(\varphi)$ : $\varphi\in H^{1}(R)\}$ , (6.6)
where $H^{1}(R)=\{\varphi\in L^{2}(R):\varphi’\in L^{2}(R)\}.$
The potential function $\tilde{G}(t)$ is simply given by
$\{\begin{array}{l}\tilde{G}(t)=G(e^{-t})e^{-t}=A-B\cdot Q(t)+C\cdot R(t) ,Q(t)=\frac{e^{-t_{p}+_{-}h}}{(1+e^{-t_{p}\star_{-}h})^{2}}, R(t)=\frac{1}{(1e^{-t_{\overline{p}}})^{2}}.\end{array}$ (6.7)
Under the condition $\varphi\in H^{1}(R)$ and $\int_{R}\varphi^{2}dt=1$ we shall minimize
the functional $\mathcal{E}_{0}(\varphi)$ .
In the next we shall show the negativity of the first eigenvalue to
this problem.
Lemma 6.2. For an arbitmry number $l>0$ , there is a positive
number $M$ such that if $\gamma>M$ , then the eigenvalue problem (6.6) has
the negative first eigenvalue $\mu$ such as $\mu<-l$ and the corresponding
first eigenfunction in $H^{1}(R)$ .
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Proof: First we show that $\tilde{G}(t)$ has a negative minimum provided
that $\gamma$ is large enough. Setting $t=- \frac{p-1}{ph}\log s(0<s<\infty)$ in $\tilde{G}(t)$
we have
$\tilde{G}(-\frac{p-1}{ph}\log s)=A-B\cdot\frac{s}{1+s^{2}}+C\cdot\frac{1}{1+s^{2}}=(\frac{q\gamma}{2n(p-1)})^{2}$ . $S(s)$ .
Here
$S(s)=( \frac{pn}{q})^{2}+\frac{n^{2}p(p-2)(1-2\tau_{p,q})}{(1+s)^{2}}+\frac{2n^{2}p(-1-2\tau_{p,q}(p-1))s}{(1+s)^{2}}.$
Now we study the minimum of $S(s)$ in $(0, \infty)$ . By differentiating
$S(s)$ we have
$S’(s)= \frac{2n^{2}p(s(1+2\tau_{p,q}p-2\tau_{p,q})+1-p-2\tau_{p,q})}{(1+s)^{3}}.$
Therefore $S(s)$ takes its minimum when
$s_{0}= \frac{p-1+2\tau_{p,q}}{1+2_{\mathcal{T}_{p,q}}(p-1)}>0.$
We note that $s_{0}$ is independent of $\gamma$ and that the minimum is given
by
$S(s_{0})=- \frac{n^{2}\tau_{p,q}(3-2\tau_{p,q})(2(p-1)+p^{2}\tau_{p,q})}{1+2\tau_{p,q}}<0.$
After all we see that $\tilde{G}(t)$ takes its minimum at $t_{0}=- \frac{p-1}{ph}\log s_{0},$
and the value is given by
$\tilde{G}(t_{0})=C(p, q)\gamma^{2},$
with
$C(p, q)=- \frac{q^{2}\tau_{p,q}(3-2\tau_{p,q})(2(p-1)+p^{2}\tau_{p,q})}{4(p-1)^{2}(1+2\tau_{p,q})}<0$. (6.8)
Clearly this minumum $\tilde{G}(t_{0})$ goes to $-\infty$ as $\gammaarrow\infty$ . Then it is not
difficult to show the assertion holds provided that $\gamma$ is large enough.




Let $w$ be the first eigenfunction of (6.6) with $||w||_{L^{2}}=1$ . Let
us set $v_{0}(r)=w(-\log r)$ and $f_{0}(r)=v_{0}(r)\xi(r)$ . If we check $f_{0}$ in
$W^{1,2}(R_{+};\omega r^{n-1})$ , then $f_{0}$ is the first eigenfunction to the problem
(4.12). To this end we prepare the next lemma which finishes the
proof of Theorem 5.2. (The proof is omitted.)
Lemma 6.3. Let $f_{0}=v_{0}(r)\xi(r)$ with $v(r)=w(-\log r)$ . Then we
have $f_{0}\in W^{1,2}(R_{+};\omega r^{n-1})$ . Further we have $f_{0}(|x|)\in W_{\gamma,0}^{1,p}(R^{n})$ .
Proof of Proposition 5.1: Let us set
$\varphi=c_{0}f_{0}(\phi_{0}+c_{1}\phi_{1})$
with $c_{0},$ $c_{1}$ and $\phi_{0}>0$ being constants. Since $f_{0}\in W^{1,2}(R_{+},\omega r^{n-1})$
and $f_{0}(|x|)\in W_{\gamma,0}^{1,p}(R^{n})$ , we have
$\varphi\in W^{1,2}(R^{n},\omega)\cap W_{\gamma,0}^{1,p}(R^{n})$ . (6.9)
Now we establish Proposition 4.1. By the definition of $\mu_{k}$ we see
$\mu_{k}=V_{k}+\mu_{0}$ with $k=1,2$ and for a sufficiently large $\gamma>0$ we
can assume that $\mu_{k}<0$ with $k=1,2$ . If $p\geq 2$ , then by H\"order’s




Now we proceed to the case that $1<p<2$ . By $\Lambda$ we denote a
spherical gradient operator on a unit sphere $S^{n-1}$ satisfying $\Lambda^{*}\Lambda=$
$\triangle_{S^{n-1}}$ . Then we immediately have for $c_{2}>0$




Since $f_{0}(|x|)\in W_{\gamma,0}^{1,p}(R^{n})$ , we have $\int_{R^{n}}f_{0^{p}}r^{-p}I_{p(\gamma+1)}dx<\infty$ by the
Hardy inequality. Moreover we note that the term $f_{0}^{;2}f_{0^{p-2}}r^{2-p}$ has
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the same asymptotic behavior as $f_{0^{p}}’$ as $rarrow\infty$ and as $rarrow 0,$




Combining (6.13) with (6.12) we immediately have for any $s>0$
$\int_{R^{n}}|\nabla(u(r)+s\varphi(x))|^{p-2}|\nabla\varphi(x)|^{2}I_{p(\gamma+1)}(r)dx<+\infty$ . (6.14)
We shall see that (6.14) is valid for all $s\in[0,1]$ and $|\nabla(u+$
$s\varphi)|^{p-2}|\nabla\varphi|^{2}I_{p(\gamma+1)}$ converges to $|\nabla u|^{p-2}|\nabla\varphi|^{2}I_{p(\gamma+1)}$ in $L^{1}(R^{n})$ as
$sarrow+0$ . Noting that $\varphi\in W^{1,2}(R^{n}, \omega),$ $(6.14)$ remains valid for
$s=0$ . By $B_{\rho}(O)$ we denote a ball centered at the origin with a
radius $\rho>0$ . Let us set for $\epsilon>0$
$R^{n}=B_{\epsilon}(0)\cup(\overline{B_{\epsilon^{-1}}(0)})^{c}\cup K_{\epsilon},$ $K_{\epsilon}=R^{n}\backslash (B_{\epsilon}(0)\cup(\overline{B_{\epsilon^{-1}}(0)})^{c})$ .
Since $\nabla u(x)\neq 0$ on a compact set $K_{\epsilon}$ for any $\epsilon>0$ , we see
that $|\nabla(u+s\varphi)|^{p-2}|\nabla\varphi|^{2}I_{p(\gamma+1)}$ converges to $|\nabla u|^{p-2}|\nabla\varphi|^{2}I_{p(\gamma+1)}$ in
$L^{1}(K_{\epsilon})$ as $sarrow+0$ . In $B_{\epsilon}(0),$ $f_{0}$ have a regular singularity only at the
origin by the theory of ordinary differential equations of the Bessel
type. Since-l $<p-2<0$ and $\varphi\in W^{1,2}(R^{n}, \omega)\cap W_{\gamma,0}^{1,p}(R^{n})$ , we see
that the family of functions $|\nabla(u+s\varphi)|^{p-2}|\nabla\varphi|^{2}I_{p(\gamma+1)}$ are integrable
on $\overline{B_{\epsilon}(0)}$ uniformly in $s\in[0,1]$ for a sufficiently small $\epsilon>0$ . There-
fore $|\nabla(u+s\varphi)|^{p-2}|\nabla\varphi|^{2}I_{p(\gamma+1)}$ converges to $|\nabla u|^{p-2}|\nabla\varphi|^{2}I_{p(\gamma+1)}$ in
$L^{1}(B_{\epsilon}(O))$ as $sarrow+0$ . In a similar way, from the asymptotic esti-
mate of $u$ and $f_{0}$ as $rarrow\infty$ we see that $|\nabla(u+s\varphi)|^{p-2}|\nabla\varphi|^{2}I_{p(\gamma+1)}$
converges to $|\nabla u|^{p-2}|\nabla\varphi|^{2}I_{p(\gamma+1)}$ in $L^{1}(R^{n}\backslash B_{\epsilon^{-1}}(0))$ for a sufficiently
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