Abstract-Grid computing collects geographically dispersed resources ranging from laptops to supercomputers to compute tasks requested by clients. Grid scheduling, i.e., assigning tasks to resources, is an NPhard problem, and thus, metaheuristic methods are employed to find the optimal solutions. In this paper, we propose a Chemical Reaction Optimization (CRO) algorithm for the grid scheduling problem. CRO is a population-based metaheuristics mimicking the interactions between molecules in a chemical reaction. We compare the CRO approach with four generally acknowledged metaheuristics, and show that CRO performs the best.
INTRODUCTION
With the advancement of high-speed networks, grid computing (also known as computational grid) is proposed and considered as the foundation of the next-generation Internet [1] . The goal of a grid system is to solve large-scale and high performance computing problems through sharing geographically distributed resources belonging to different administrative domains. Grid technology has a wide range of applications in many fields of science and engineering, e.g., astronomy, meteorology, bioinformatics, transportation, financial modeling, drug discovery, high energy physics, data mining, and image manipulation [2] - [4] .
A grid usually consists of five parts: clients, the Global and Local Grid Resource Brokers (GGRB and LGRB), Grid Information Server (GIS), and resource nodes [5] (see Fig. 1 ). Clients register their requests at GGRB to process their computational jobs. Resource nodes register their donated resources at LGRB and process clients' jobs according to the instructions from LGRB. GIS collects the resource information from all LGRBs, and transfer it to GGRB. GGRB is responsible for scheduling. It possesses all necessary information about the jobs and resources and acts like a database of the grid [5] . Grid operates in an interval-based manner. At the beginning of each interval, GGRB performs scheduling. In an interval, the registered resources process the jobs. Scheduling jobs for various heterogeneous grid nodes is an essential part of a grid system. Efficient scheduling (i.e. performing a scheduling scheme which minimizes the computational overheads and uses the resources effectively) is one of the most important problems in grid computing.
The main challenge of grid scheduling (different from the scheduling problems of other computer/communication system, e.g. [6] , [7] ) is its highly dynamic environment, where the resource nodes have their own access policies, availability, and so on. In other words, some nodes are completely dedicated to the grid; some provide service only when idle; and the rest falls between the two extremes [8] . Meanwhile, the resources can be of great heterogeneity, ranging from desktop PCs to supercomputers.
Grid scheduling is an NP-hard optimization problem [9] , and many metaheuristic algorithms have been proposed to solve it. Some of these algorithms are nature-inspired, e.g. Simulated Annealing (SA) [10] , Genetic Algorithm (GA) [11] , Ant Colony Optimization (ACO) [12] , Particle Swarm Optimization (PSO) [13] , etc. There are also non-natureinspired metaheuristics, such as Tabu Search [14] and Threshold Accepting (TA) [15] . Chemical Reaction Optimization (CRO) is recently proposed [16] , and it mimics the interaction of molecules in chemical reactions. In this paper, we follow [16] to develop an algorithm to solve the grid scheduling problem, and we compare the performance of CRO with those of PSO, TA, SA, and GA.
The rest of paper is organized as follows. We formulate the grid scheduling problem in Section II. In Section III, the framework of CRO is described, and experimental results are reported in Section IV. We conclude this paper in Section V.
II. PROBLEM FORMULATION
We formulate the problem based on the "Expected Time to Compute" (ETC) Model [17] . In a particular time interval, n independent jobs J 1 , J 2 ,…, J n (expressed in millions of instructions) are submitted to GGRB for scheduling, and at the same time, GIS locates m grid nodes R 1 , R 2 , …, R m , donating resources. As the resources of a grid node (e.g. CPU speed, memory, storage, etc.) vary greatly, we simply measure the combined processing power of a grid node, in terms of "millions of instructions per second". We use the terms "node" and "resource" interchangeably.
Based on the specifications of the resources and the jobs, GGRB can compute an n×m matrix ETC, where entity ETC ij represents the expected time for resource j to process job i. If resource j cannot handle job i, ETC ij is set to infinity. In addition, the grid nodes may have unfinished workload accumulated from previous intervals. We use W 1 , W 2 , …, W m to denote the time required for processing the remaining jobs. We also assume: (i) a job can only be executed on one grid node in each interval; (ii) no pre-emptive process is allowed within jobs or resources; (iii) when a node fails, its jobs will be reallocated to other node(s) in the next interval; (iv) when a node processes its jobs, there is no priority distinctions between the jobs assigned in previous intervals and those assigned in the current interval; and (v) a node cannot remain idle when jobs have been assigned to it.
As in [18] , we employ the vector-based representation for the schedules (solutions). Let ω be a vector denoting a solution. For example, suppose 6 jobs are scheduled with 4 resources. ω =[1, 3, 1, 4, 2, 2] means that the 1 st and 3 rd job are allocated to resource 1, the 2 nd job runs on resource 3, the 4 th job on resource 4, and the 5 th and 6 th on resource 2. Makespan and Flowtime are two commonly used metrics for measuring the quality of scheduling in grid computing [19] - [21] . Makespan is the completion time of the last finished job, while Flowtime is the total time consumed by all jobs. We define C j as the time required for node j to complete all its assigned jobs. Mathematically, we have 
As mentioned before, system performance is vulnerable to the volatile donated grid resources. Grid nodes may become unavailable due to the breakdown of power or connection, unwillingness or policies of the resource owners, etc. [8] describes a failure predictor, which utilizes the historical data, to forecast the availability of grid nodes. Thus, besides Makespan and Flowtime, it is important to take the reliability into account. We define P j as the reliability probability of resource j, where j ∈ {1, 2, …, m}. This allows GGRB to select a resource with higher P j when more than one resource is available. We evaluate the impact of reliability with T_aborted, given by
T_aborted represents the total time wasted due to aborted jobs. The higher the P j , the smaller T_aborted is.
In this paper, we try to minimize Makespan, Flowtime, and T_aborted simultaneously, and thus, the grid scheduling problem is a multi-objective optimization problem. However, as discussed in [22] , minimizing Makespan requires the most demanding jobs to be assigned to the fastest resource, at the expense of increasing the finish time of other jobs, and hence increasing Flowtime. On the other hand, optimizing Flowtime requires all jobs to finish quickly on the average, at the expense of having the most demanding jobs taking a longer completion time, thus increasing Makespan. Moreover, to minimize T_aborted, the jobs tend to be allocated to the resources with high reliability probability. Therefore, these three criteria lead to contradictory decisions. Let f denote the fitness function. We formulate the grid scheduling problem as min ( ) 0.35
We put almost equal weights to the three objectives and this achieves a relatively good balance among the three objectives The chemical reaction is designed to happen in a closed container, involving a certain number of molecules. Each molecule has its own molecular structure, which represents a solution of the optimization problem. Potential energy (PE) and kinetic energy (KE) are two kinds of molecular energies. The former corresponds to the fitness value, while the latter is used to control the acceptance of new solutions with worse fitness. Suppose ω and f are a molecular structure (solution) and the fitness function respectively, then PE ω = f (ω). In a collision, ω attempts to change to ω'. We replace ω with ω' if PE ω' ≤ PE ω . Otherwise, we also accept the change when PE ω' ≤ PE ω + KE ω . Thus, KE may be considered as the ability of the molecule to escape from local optimums. Energy transform plays an essential role in the elementary reactions (discussed below). A central energy buffer is also used to improve the convergence under the conservation of energy.
When CRO starts, molecules either collides on walls of the containers or among themselves. There are four types of elementary reactions: on-wall ineffective collision, decomposition, inter-molecular ineffective collision, and synthesis. When an on-wall
When the algorithm starts, it goes through three stages: initialization, iterations, and the final stage. We declare the population size and the initial KE of the molecules, and assign values to the system parameters (e.g. MoleColl and KE loss rate which will be defined next) at initialization. Then we perform a sequence of iterations until a stopping criterion is reached. The best solution is reported in the final stage. In each iteration, an elementary collision is chosen.
∈ is used to decide whether the collision is inter-molecular or not. To do this, a random value t is generated in the interval [0, 1]. If t is larger than MoleColl, it will be a unimolecular collision. Otherwise, an inter-molecular collision will be picked. α and β represent the thresholds used in the criteria of unimolecular and inter-molecular collision selections, respectively. α is the maximum number of hits allowed with no improved solution being found by a molecule. If a molecule has undergone a number of hits larger than α, a decomposition will happen, instead of an on-wall ineffective collision. β defines the least amount of KE a molecule should possess. For two molecules ω 1 and ω 2 , synthesis is triggered when both KE ω1 ≤ β and KE ω2 ≤ β are satisfied. Otherwise, inter-molecular ineffective collision occurs. Though CRO is a population-based algorithm, the number of solutions kept at the same time by the algorithm is changeable through decomposition and synthesis.
We basically follow [16] to program CRO. Besides, we also introduce four new operators in this implementation: (i) oneresource change, (ii) pair-wise exchange, (iii) one-position exchange, and (iv) half-random. For (i), one job is randomly selected and then assigned to another resource, e.g. [1, 3, 1, 4,  2, 2] → [1, 3, 1, 4, 3, 2] , where we assign the 5 th job from resource 2 to 3. For (ii), we randomly pick two jobs and exchange their respective assigned resources, e.g. [1, 3, 1, 4, 2,  2] → [1, 2, 1, 4, 3, 2] . We implement half of the on-wall ineffective collisions with (i) and the other half with (ii). For inter-molecular collision, we only use (ii). For (iii), an integer value k is randomly generated in the range of [1, n] , where n is the total number of jobs. Then a new solution is generated by picking the first k values from one molecule and the rest of the (n -k) values from the other molecule, e.g. [1, 3, 1, 4, 2, 2 , [1, 3, 1, 4, 2, 2] → [1, 2, 1, 3, 2, 1] + [2,  3, 3, 4, 1, 2] .
IV. SIMULATION RESULTS
we compare the CRO approach with four popular metaheuristics, namely, PSO, TA, SA, and GA, which have been shown to have good performance in solving similar grid scheduling problems (with formulations similar to that given in Section II) [18] , [20] , [23] - [26] . We follow [24] to program PSO, [25] for TA, [22] and [23] for SA, and [19] and [26] for GA. All algorithms are coded in C++ and the simulations are performed on the same PC with an Intel Core 2 Duo-E6700 @ 2.66GHz CPU and 2 GB RAM.
The experiment is designed based on the simulation model in [20] . We generate the ETC matrix by assigning each ETC ij with a value randomly in the range [ 
where L j and L r are the upper bounds of the jobs and resources, respectively. As the grid environment is highly dynamic and heterogeneous, job heterogeneity, resource heterogeneity, and system consistency are taken into account to produce different test cases. Both job heterogeneity and resource heterogeneity have high and low states, which can be controlled through adjusting L j and L r . The resources are said to be consistent if R i always processes faster than R j for all jobs. They are inconsistent if R i processes faster than R j for some jobs, but slower for other jobs. A system is said to be semi-consistent when half of the resources are consistent and another half are inconsistent. As in [20] , L j =3000 and L j =100 represent high or low job heterogeneity, respectively. Meanwhile, high resource heterogeneity has L r =1000 and we set L r =10 for the low one. As a result, we have two levels of job heterogeneity, two levels of resource heterogeneity, and three levels of consistency. With the number of jobs and resources fixed, there are 12 cases.
Besides the set of cases with 512 jobs and 16 resources used in [20] , to have a more comprehensive evaluation of the algorithms, we consider two more sets (100 jobs with 10 resources and 300 jobs with 10 resources). Thus, we have totally 36 cases. Moreover, the previous workload W i of node i and the reliability probability P j of resource j are generated in the range of [1, 5×L j ×L r ) and (0.85, 1], respectively. We evaluate the performance of GA, SA, TA, PSO, and CRO, for each of the scenarios. Parameter settings of the five algorithms are shown in Table I . For each algorithm, we repeat the simulation 50 times in each case, and compute the average. In each simulation run, the initial solutions are generated randomly and the algorithm stops when 20 × n × m function evaluations have been performed. Fig. 2 gives the fitness values for the 36 test cases. In general, CRO outperforms the other four metaheuristics in most of the cases. For those in which CRO is not the best, CRO can achieve results very close to the best ones. Moreover, the lower the job and resource heterogeneities, the worse SA performs. For the cases with low job and resource heterogeneities, SA turns out to be the worst algorithm. For cases with fewer jobs and resources, PSO and GA can produce solutions as good as CRO (albeit not better than CRO). However, as the numbers of job and resources increase, the performance of CRO improves significantly.
We also record the CPU time, and find that CRO takes similar CPU time as TA, SA, and GA, but PSO requires much longer time than the rest. The reason is that the velocity updating in PSO consumes much time in each iteration.
As discussed in [27] , an advantage of PSO is its convergence speed. From our results, we also find that PSO converges faster than the other metaheuristics and its convergence rate is almost double those of TA, SA and GA. CRO is the second best in terms of convergence.
Both SA and TA manipulate a single solution in each iteration, while GA and PSO control a population of solutions at a time. Though CRO is also a population-based metaheuristic, the number of manipulated solutions varies in the course of simulation. With appropriate control through parameter settings, in the early stage, CRO acts more like GA but has more operators to choose. When the simulation goes on, it tends to keep a single solution in each iteration, like SA. Therefore, CRO enjoys the advantages of both GA and SA, and CRO performs the best generally. With the flexibility of tuning the parameter values, we find the algorithm can be easily modified and adjusted according to the problem we decide to solve.
V. CONCLUSION
Grid computing has emerged as one of the hot research areas in the field of computer networking. Scheduling, which decides how to distribute jobs to resources, is one of the most important issues. We summarize our contributions in this paper as follows. To be more realistic, in addition to Makespan and Flowtime, we take reliability probability of resource into consideration, and the grid scheduling problem becomes an optimization problem with triple objective functions. Moreover, we compare the performance of CRO with other popular metaheuristics, for a large variety of test cases, and with the consideration of the heterogeneous environment of different scales. Of most importance, we demonstrate the power of CRO in solving the grid scheduling problem. From the simulation results, we find that CRO gives the best performance compared with GA, SA, TA, and PSO.
In the future, on the one hand, other models of grid scheduling (e.g. workflow model [25] and priority model [5] , etc.) can be studied with the CRO approach. On the other hand, the permutation-based solution representation [26] can also be tested, and we can develop some heuristic components dedicated to the grid scheduling problem.
