Abstract. We have determined composition series of a class of induced representations appearing in Moeglin-Tadić classification of discrete series. The result is further used to determine composition series of certain representations induced from Langlads quotients. This should provide more information on decomposing standard representations as well as Jacquet modules of discrete series, which has applications in automorphic forms.
Introduction
As standard representations are used to classify irreducible representations, determining their composition series is an important, but hard problem. Furthermore, a certain subclass of standard representations is an integral part of Moeglin-Tadić classification of discrete series. However, an attempt to decompose any member of that subclass, using intertwining operators, requires decomposition of even more special subclass, also part of Moeglin-Tadić classification. In this paper we determine composition series of that special subclass. As it is unbounded in the number of essentially square integrable representations of general linear groups, we belive that the decomposition provides a valuable information for general decomposition of standard representations. On the other hand, as strongly positive discrete series play fundamental role in Moeglin-Tadić classification of discrete series, and their Jacquet modules are determined by I. Matić, our decomposition is a direct step toward analysing Jacquet modules of a large class of discrete series.
To describe our results we introduce some notation. Fix a local non-archimedean field F of characteristic different from two. If δ is an essentially square integrable representation of GL(m δ , F ) (this defines m δ ), where m δ > 0, then there exists an irreducible cuspidal unitary representation of ρ of GL(m ρ , F ) (this defines m ρ ) and x, y ∈ R, such that y −x+1 ∈ Z ≥0 and δ is a unique irreducible subrepresentation of the parabolically induced representation ν y ρ × · · · × ν x ρ. The set ∆ = [ν x ρ, ν y ρ] = {ν x ρ, ..., ν y ρ} is called segment. Also, we denote δ(∆) = δ and e(∆) = x+y 2 . Let G n be a symplectic or (full) orthogonal group having split rank n. Let τ be an irreducible tempered representation of G n and ∆ 1 , ..., ∆ k , sequence of segments such that e(∆ 1 ) ≥ · · · ≥ e(∆ k ) > 0. The parabolically induced representation (1.1) δ(∆ 1 ) × · · · × δ(∆ k ) ⋊ τ is called a standard representation. It has a unique irreducible quotient, called the Langlands quotient. By Langlands classification, all irreducible representations can be described as Langlands quotients, with trivial data for irreducible tempered representations. We call a discrete series σ sp of G n strongly positive if it is cuspidal or for every embedding of form
where x i ∈ R, ρ i is an irreducible unitary cuspidal representation GL(m ρi , F ) for all i = 1, ..., l ∈ Z >0 and an irreducible representation σ cusp is a cuspidal representation of G n ′ , for some n ′ , we have
By Moeglin-Tadić classification, discrete series, that are not strongly positive, can be described as some subquotients of standard representations, of the form
with certain conditions on segments and an additional parameter to provide a choice of a discrete series, as the induced representation contains more than one of them. Our main result is that if induced representations δ(∆ i ) × δ(∆ j ) and δ( ∆ i ) × δ(∆ j ) are irreducible for all 1 ≤ i < j ≤ k then we have determined composition series of (1.2). Else, looking at kernels of intertwinig operators that appear in the factorization of the long intertwining operator of (1.2) and kernels of their intertwining operators, we see that semisimplification of representation (1.2) contains semisimplification of induced representation of the same type, but with condition that induced representations δ(∆ i ) × δ(∆ j ) and δ( ∆ i ) × δ(∆ j ) are irreducible for all 1 ≤ i < j ≤ k. That is the class that we decomposed. The decomposition is determined in Section 4. As our technique extends easily, we provided composition series for a slightly larger class. Section 3 introduces notation and Section 2 provides preliminaries. We note that the case when σ sp is cuspidal was considered in [Tad02] and the case of an induction from two segments and σ sp cuspidal is solved in [Cig18] .
Preliminaries
Fix a local non-archimedean field F of characteristic different from two. As in [MoegTad02] let V n , n ≥ 0 be a tower of symplectic or orthogonal non-degenerate F vector spaces where n is the Witt index. We denote by G n the group of isometries of V n , by Irr G n set of irreducible representations of G n and by Irr ′ the set ∪ n∈N Irr G n . Group G n has split rank n. Also, we fix a set of standard parabolic subgroups in the usual way. Standard parabolic proper subgroups of G n are in bijection with the set of ordered partitions of positive integers m ≤ n. Given positive integers n 1 , ..., n k such that m = n 1 + · · · + n k ≤ n the corresponding standard parabolic subgroup P s , s = (n 1 , ..., n k ) has the Levi factor M s isomorphic to GL(n 1 , F ) × · · · × GL(n k , F ) × G n−m . So an irreducible representation π of M s can be written as δ 1 ⊗ · · · ⊗ δ k ⊗ τ where δ i is an irreducible representation of GL(n i , F ), i = 1, ..., k and τ an irreducible representation of G n−m . We use the following notation for the normalized parabolic induction
If σ is a smooth representation of G n we denote by r s (σ) = r Ms (σ) = Jacq Gn Ms (σ) the normalized Jacquet module of σ. If r Ms (σ) is trivial for every proper standard parabolic subgroup P s then σ is said to be cuspidal. We have Frobenius reciprocity Hom Gn (σ, Ind Gn Ms (π)) = Hom Ms (Jacq Gn Ms (σ), π). We recall some results about representations of general linear groups from [Zel80] . Let ρ be an irreducible cuspidal unitary representation of GL(m ρ , F ) (this defines m ρ ) and x, y ∈ R, such that y−x+1 ∈ Z ≥0 . The set ∆ = [ν x ρ, ν y ρ] = {ν x ρ, ..., ν y ρ} is called segment. The induced representation ν y ρ × · · · × ν x ρ has a unique irreducible subrepresentation. It is essentially square integrable, and we denote it by δ(∆). We also denote e(∆) = 
Now we write Tadić formula for computing Jacquet modules. Let R(G n ) be the Grothendieck group of the category of smooth representations of G n of finite length. It is a free Abelian group generated by classes of irreducible representations of G n . If σ is a smooth representation of a finite length of G n , denote by s.s.(σ) the semisimplification of σ, that is a sum of classes of composition factors of σ. Put R(G) = ⊕ n≥0 R(G n ). For π 1 , π 2 ∈ R(G) we define π 1 ≤ π 2 if π 2 − π 1 is a linear combination of classes of irreducible representations with non-negative coefficients. Similarly, let R(GL) = ⊕ n≥0 R(GL(n, F )). We have the map µ * :
The following result derives from Theorems 5.4 and 6.5 of [Tad95] , see also Section 1. of [MoegTad02] . They are based on Geometrical Lemma (2.11 of [BerZel77] ).
Theorem 2.1. Let σ be a smooth representation of a finite length of G n , ρ an irreducible unitary cuspidal representation of GL(m ρ , F ) and x, y ∈ R, such that
where δ ′ ⊗ σ ′ denotes an irreducible subquotient in the appropriate Jacquet module.
We also note that in the apropriate Grothendieck group
The Moeglin-Tadić classification of discrete series ([Moeg02] , [MoegTad02] ) sets up a bijection between classes of discrete series of G n , n ∈ N and objects called admissible triples. The classification, written under the natural hypothesis, is now unconditional, see page 3160 of [Mat16] . We briefly recall the classification. Let σ be a discrete series of G n for some n ∈ N, ρ an irreducible, unitarizable, self-dual cuspidal representation of GL(m ρ , F ) and a a positive integer. The representation
is irreducible for all a of one parity. For the other parity, the representation reduces except for a finite number of integres and their parity is determined only by ρ. We define Jord(σ) as a set of all pairs (a, ρ) that form such exceptions. Also, let Jord ρ (σ) = {a ∈ N | (a, ρ) ∈ Jord}. Next, we define a partial cuspidal support of σ, denoted by σ cusp , as a unique irreducible cuspidal representation of some G n ′ such that there exists an irreducible representation π of GL(m π , F ) with the property σ ֒→ π ⋊ σ cusp . Now we define admissible triples. First consider a triple (Jord, σ ′ , ǫ) described as follows. Jord is a finite set, possibly empty, of pairs (a, ρ) where ρ is an irreducible self-dual cuspidal representation of GL(m ρ , F ) and a is a positive integer of an appropriate parity, explained above as the parity of exceptions. Next, σ
Further, ǫ is defined on (a, ρ) ∈ Jord if and only if a is even or a is odd and ρ ⋊ σ cusp reduces. Following must hold:
and it is equal to the product of ǫ(a, ρ) and ǫ(a ′ , ρ) −1 if they are defined,
Triple (Jord, σ ′ , ǫ) is said to be alternated if
• ǫ(a, ρ)ǫ(a − , ρ) −1 = 1 for all (a, ρ) ∈ Jord such that there exists (a − , ρ) ∈ Jord • for every ρ appearing in Jord there exist an increasing bijection
Triple (Jord, σ ′ , ǫ) is said to be admissible if it can be reduced to an alternated triple in a finite number of steps by removing pairs such that ǫ(a, ρ)ǫ(a − , ρ) −1 = 1 and accordingly restricting the ǫ function. Now the classification of discrete series can be stated as in Theorem 1.1 of [Mui04] .
Theorem 2.2. There exists a bijection between classes of discrete series σ ∈ Irr ′ and all admissible triples (Jord, σ ′ , ǫ) denoted by
such that the following holds.
is a unique irreducible subrepresentation, where {ρ 1 , ..., ρ m } is a set of cuspidal representations appearing in Jord and every Jord ρi consists of a
is a direct sum of of two non-equivalent representations τ ± and there exist the unique τ ∈ {τ + , τ − } such that
Given the correspondance we also denote ǫ by ǫ σ . We provide more details on that function, see Theorem 1.3 of [Tad13] .
Theorem 2.3. Suppose that (a, ρ) ∈ Jord and one of the following
(2) a is even and a = min(Jord ρ ). Then ǫ σ (a, ρ) = 1 if and only if there exists a representation π ′ of some
(3) ρ ⋊ σ cusp reduces and a = max(Jord ρ (σ)).
Then there exist two irreducible nonequivalent tempered representations such that ρ ⋊ σ cusp = τ −1 ⊕ τ 1 . Here, a choice of index is made and we have the classification with respect to it. For any k ∈ Z >0 the representa-
We have ǫ σ (a, ρ) = i if and only if there exists an irreducible representation
Discrete series σ that correspond to alternated triples are called strongly positive discrete series. They can be characterized as follows (see Section 1 of [Moeg02] , Proposition 7 of [MoegTad02] and Proposition 1.1 of [Mui04] ).
Proposition 2.4. Let σ ∈ Irr G n . Then σ is a discrete series that corresponds to the triple of alternated type if and only if for every embedding of form
Now we want to prove a usefull fact about Jacquet modules of strongly positive discrete series. We note that they are calculated in [Mat13] .
Proposition 2.5. Let σ be a strongly positive representation and 2b + 1 < 2c + 1 positive integers of the same parity as numbers in Jord ρ for some ρ appearing in Jord and [2b + 1, 2c + 1] ∩ Jord ρ = ∅. Suppose that δ ′ ⊗ σ ′ is an irreducible sumand in µ * (σ) such that for some integer 2t + 1 ∈ [2b + 1, 2c + 1], of the same parity as 2b + 1, ν t ρ is in cuspidal support of δ ′ . Then there exists a ∈ Jord ρ , such that c < (a − 1)/2 and ν (a−1)/2 ρ is in cuspidal support of δ ′ .
Proof. We apply formula (2.1) on induced representation in (2.3). Let ρ = ρ i0
for some 1 ≤ i 0 ≤ m. To shorten the notation let us write
and
As all x j i and y j i are positive numbers and σ is strongly positive discrete series, we have r Before we move to the class of induced representations that we consider, we show our motivation. Proposition 2.6. Suppose that σ is a discrete series, not strongly positive, such that
, F ) for i = 1, . . . , m, and the embedding is obtained using iii) of Theorem 2.2 until we reach some strongly positive discrete series σ sp .
Then, either induced representations δ(∆
, where ρ i is an unitarizable cuspidal representation of GL(m ρi , F ) for i = 1, . . . , m, such that
• we have equality of sets
• in the appropriate Grothendieck group we have 
Some discrete series extensions
In this section we introduce the notation that we use and provide some basic results about extending given discrete series.
Let σ sp be a strongly positive discrete series of G n , described by a triple (Jord, σ cusp , ǫ). Proof. As ∆ i and ∆ j are not linked, but ∆ i ∪ ∆ j is a segment, we have either ∆ i ⊆ ∆ j or ∆ j ⊆ ∆ i . The same goes for ∆ i and ∆ j . Now simple case by case analysis gives either c i < b j or c j < b i .
Our first step is to describe irreducible subrepresentations of induced representations built from σ sp and segments that belong to family F . 
These discrete series appear with multiplicity one in the induced representation.
There are 2 l of them, where l = card({i|
Proof. We extend σ sp using Theorems 2.1 and 2.3 of [Mui04] . For every i ∈ Y such that −b i = 1 2 and we add (2c i + 1, ρ i ) to the Jord(σ sp ) and extend ǫ function by value 1 on (2c i + 1, ρ 1 ). After that, for every remaining segment ∆ i , we add {(2b i + 1, ρ i ), (2c i + 1, ρ i )} to the set of Jordan blocks and we have two choices for extending the epsilon function. We have constructed 2 l discrete series extensions of σ sp . They are all subrepresentations of i∈Y δ(∆ i ) ⋊ σ sp .
On the other hand by Frobenius reciprocity every irreducible subrepresentation of i∈Y δ(∆ i ) ⋊ σ sp contains i∈Y δ(∆ i ) ⊗ σ sp as an irreducible subquotient in the appropriate Jacuqet module. We will show that this subquotient occurs in µ * ( i∈Y δ(∆ i )⋊σ sp ) as many times as there are constructed extension of σ sp . This will immediately imply that irreducible subrepresentations of i∈Y δ(∆ i ) ⋊ σ sp are precisely discrete series extensions that we have constructed.
Using (2.1) we see that i∈Y δ(∆ i ) ⊗ σ sp occurs in µ * ( i∈Y δ(∆ i ) ⋊ σ sp ) if and only if there exist an irreducible representation δ 1 ⊗ σ 1 ≤ µ * (σ sp ) and indices
We compare cuspidal support in (3.1). There exists r ∈ Y such that for all s ∈ Y if s = r and ρ s = ρ r we have c s < c r . If b r = − Jord ρr = ∅ and Proposition 2.4 would imply existence of ν x ρ r , x > c r in the cuspidal support of δ 1 . However, such can not be found on the left side of (3.1). So i r = j r = c r + b r + 1 or i r = j r = c r − b r . We continue this step on Y \ {r}. In the end, we have δ 1 ⊗ σ 1 = 1 ⊗ σ sp , appearing with multiplicity one in µ * (σ sp ). Thus, we have 2 l occurrences of i∈Y δ(∆ i )⊗σ sp in µ * ( i∈Y δ(∆ i )⋊σ sp ). We proved that subrepresentations of i∈Y δ(∆ i ) ⋊ σ sp are precisely discrete series which are constructed as extensions of σ sp .
From now on we denote by σ an irreducible subrepresentation as in Proposition 3.3. This also includes case σ = σ sp , for Y = ∅. Our goal is to determine composition series of induced representation
We proceed with a basic step using some results about composition series of certain generalized principal series obtained in [Mui04] .
In the appropriate Grothendieck group we have
Here σ 2 is a discrete series extension of σ such that Jord(σ 2 ) = Jord(σ) ∪ {(2c + 1, ρ)} and ǫ σ2 (2c + 1, ρ) = 1 while σ 3 and σ 4 are non-isomorphic discrete series extensions of σ such that Jord(σ 2 ) = Jord(σ 3 ) = Jord(σ) ∪ {(2b + 1, ρ), (2c + 1, ρ)} and ǫ σ3 (2b + 1, ρ)ǫ σ3 (2c + 1, ρ) −1 = ǫ σ4 (2b + 1, ρ)ǫ σ4 (2c + 1, ρ) −1 = 1. They appear as subrepresentations of the induced representation.
Proof. The second case follows directly from Theorem 2.1 of [Mui04] . So we consider the first case. By the proof of Lemma 6.1 of [Mui05] 
where σ ′ is a discrete series obtained from σ by removing (2b j + 1, ρ) and (2c j + 1, ρ) from Jord(σ) and restricting the epsilon function. Representations σ + and σ − are non-equivalent discrete series extensions of σ ′ such that ǫ σ + (2b j + 1, ρ) = 1. Let π r be a discrete series subrepresentation of δ([ν 1 2 ρ, ν c ρ]) ⋊ σ r , where r ∈ {−, +}. We want to prove that π r is an extension of σ r obtained by adding (2c + 1, ρ) to the set of Jordan blocks, and extending epsilon function by value 1, where r ∈ {±1}. So
As σ ′ can be embedded in an induced representation as in Proposition 3.3, we conclude that π function by 1. Thus, it does not depend on the choice of σ + or σ − and we simply denote it by σ 0 . So
To finish the proof it is enough to see that ǫ π + ((2b j + 1, ρ)) = 1. Recall that + 1, ρ) ) = 1 and 2b j + 1 = min(Jord ρ (σ + )). Theorem 2.3 implies that there exist an irreducible representation
Again, there exists an irreducible representation π ′′ such that π
So ǫ π + ((2b j + 1, ρ)) = 1 and the proof is finished.
Finally, we are able to classify irreducible subrepresentations of (3.3) .
Proposition 3.5. Irreducible subrepresentations
are discrete series representations obtained by extending σ such that
There are 2 l of them, where l = card({i | − b i = 1/2, i ∈ S}).
Proof. We extend σ using Proposition 3.4. We pick elements of S in an arbitrary manner. If i ∈ S is such that −b i = 1 2 we add (2c i + 1, ρ i ) to the set of Jordan blocks and extend the epsilon function by value 1 on (2c i + 1, ρ i ). Else, we add {(2b i + 1, ρ i ), (2c i + 1, ρ i )} to the set of Jordan blocks and we have two choices for extending the epsilon function. We have constructed 2 l discrete series extensions of σ. They are all subrepresentations of i∈S δ(∆ i ) ⋊ σ.
On the other hand by Frobenius reciprocity every irreducible subrepresentation of i∈S δ(∆ i ) ⋊ σ contains i∈S δ(∆ i ) ⊗ σ as an irreducible subquotient in the appropriate Jacquet module. We claim that i∈S δ(∆ i ) ⊗ σ occurs in µ * ( i∈S δ(∆ i ) ⋊ σ) as many times as there are constructed extensions. This will immediately imply that subrepresentations of i∈S δ(∆ i ) ⋊ σ are precisely discrete series which are constructed as extensions of σ.
It is enough to prove that i∈S δ(∆ i ) ⊗ σ occurs in µ * ( i∈S∪Y δ(∆ i ) ⋊ σ sp ) as many times as there are constructed extensions. Using (2.1) we see that for every such occurence there exist an irreducible representation
We compare cuspidal support in (3.4).
There exists r ∈ Y ∪ S such that for all s ∈ (Y ∪ S) \ {r} if ρ s = ρ r we have c s < c r . First suppose that r ∈ S. If b r = − Jord ρr (σ sp ) = ∅ and Proposition 2.4 would imply existence of ν x ρ r , x > c r in the cuspidal support of δ 1 . However, such can not be found on the left side of of (3.4). So i r = j r = c r + b r + 1 or i r = j r = c r − b r . Now suppose that r ∈ Y . In (3.4) ν −br ρ r and ν cr ρ r do not appear in the cuspidal support on the left hand side of the inequality, so they can not appear on the right hand side either. Thus i r = c r + b r + 1 and j r = 0. We continue the above procedure on (Y ∪ S) \ {r}. In the end we have δ 1 = 1, so σ 1 = σ sp and (3.5) looks like
but σ occurs here with multiplicity one by Proposition 3.3. Thus, we have 2
. We proved that irreducible subrepresentations of i∈S δ(∆ i ) ⋊ σ are precisely discrete series which are constructed as extensions of σ.
The main theorem
In this section we provide composition series of considered representations. One should keep in mind Proposition 3.5 and the notation introduced in Section 3.
Theorem 4.1. Let σ be a discrete series as in Proposition 3.3. In the appropriate Grothendieck group we have
where σ ′ is used to denote an irreducible representation. Let k = card(S). For every integer 0 ≤ l ≤ k let V l be an image of the intertwining operator
given by (x 1 , x 2 , . . .) → x 1 + x 2 + · · · . We have V := V k = i∈S δ(∆ i ) ⋊ σ and V 0 is a direct sum of irreducible subrepresentations of V k which are described by Proposition 3.5. Further, we have a filtration
Proof. First we prove formula (4.1) by an induction over k. Case k = 1 is Proposition 3.4. So we assume that k > 1 and the formula is valid for strictly smaller cardinalities. As formulas are invariant to permutations of integers we also assume S = {1, . . . , k} and e(∆ 1 ) ≥ e(∆ 2 ) ≥ · · · ≥ e(∆ k ) > 0. Consider a standard representation and the first set of non-trivial intertwinings
And so on, with the last line of the last set of intertwinings being
Let K l be the semisimplification of the kernel of the non-isomorphism in the l-th set of intertwinings, where 1 ≤ l ≤ k. By Proposition 3.4, in the appropriate Grothendieck group, we have
where σ l denotes an irreducible subrepresentation. By the assumption of the induction, this is equal to
By the proof of Proposition 3.5 the above expression is equal to
Here for X = ∅ we get all discrete series subrepresentations of i∈S δ(∆ i ) ⋊ σ. These discrete series subrepresentations appear with multiplicity one by Proposition 3.5. For X = ∅, we claim that every Lang( i∈X δ(∆ i ) ⋊ σ ′ ) appears with multiplicity one in i∈S δ(
using Frobenius reciprocity, we have
It is enough to prove that i∈X δ( ∆ i ) ⊗ σ ′ appears in µ * ( s∈S∪Y δ(∆ i ) ⋊ σ sp ) with multiplicity one. Using (2.1), for every such occurrence there exist an irreducible
There exists r ∈ Y ∪ S such that for all s ∈ (Y ∪ S) \ {r} if ρ s = ρ r we have c s < c r . First suppose that r ∈ Y or r ∈ S \ X. On the left hand side neither ν br ρ r nor ν cr ρ r can appear. So i r = c r + b r + 1 and j r = 0. Now suppose that r ∈ X. On the left hand side ν cr ρ r does not appear so j r = 0. As σ sp is strongly positive, δ 1 can not contain ν −cr ρ r in its cuspidal support. So we have i r = 0. We continue above procedure on (Y ∪ S) \ {r}. In the end δ 1 = 1, σ 1 = σ sp and (4.6) looks like and adds it to (4.7). Finally we prove (4.2). Since i∈S δ(∆ i ) ⋊ σ is a multiplicity one representation, for 1 ≤ l ≤ k we apply formula (4.1) on X⊆S, card(X)=l σ ′ ֒→ j∈S\X δ(∆j )⋊σ i∈X δ(∆ i ) ⋊ σ Given X ⊆ S, card(X) = l and an irreducible representation σ ′ ֒→ j∈S\X δ(∆ j ) ⋊ σ we have i∈X δ(∆ i ) ⋊ σ ′ ֒→ V l .
By formula (4.1), in the Grothendieck group we have
where only the first summand is not an irrreducible subquotient of V l−1 . So
Formula (4.2) follows.
Using notation as in Theorem 4.1 we have Corollary 4.2. Suppose that S = S 1 ∪ S 2 , S 1 ∩ S 2 = ∅, S 1 , S 2 = ∅. In the appropriate Grothendieck group we have
where σ ′ is used to denote an irreducible representation. Moreover, the induced representation has the filtration {0} = W −1 ⊆ W 0 ⊆ . . . ⊆ W card(S1) , and for l ∈ {0, . . . , card(S 1 )} (4.9)
Proof. Using intertwining operators as in the proof of Theorem 4.1, we see that the induced representation in (4.8) is a homomorphic image of Removing these irreducible subquotients from (4.1) gives us (4.8). Now we prove (4.9). For l ∈ {0, ..., card(S)} we have an epimorphism
As spaces V l /(V l ∩ D), l = −1, ..., card(S), provide filtration for V /D we use (4.2) and (4.8) to obtain (4.9).
