Canonical Correlation Analysis (CCA) Based Multi-View Learning: An
  Overview by Guo, Chenfeng & Wu, Dongrui
ar
X
iv
:1
90
7.
01
69
3v
1 
 [c
s.L
G]
  3
 Ju
l 2
01
9
1
Canonical Correlation Analysis (CCA) Based
Multi-View Learning: An Overview
Chenfeng Guo and Dongrui Wu
Abstract—Multi-view learning (MVL) is a strategy for fusing
data from different sources or subsets. Canonical correlation
analysis (CCA) is very important in MVL, whose main idea
is to map data from different views onto a common space
with the maximum correlation. The traditional CCA can only
be used to calculate the linear correlation between two views.
Moreover, it is unsupervised, and the label information is wasted
in supervised learning tasks. Many nonlinear, supervised, or
generalized extensions have been proposed to overcome these
limitations. However, to our knowledge, there is no up-to-date
overview of these approaches. This paper fills this gap, by
providing a comprehensive overview of many classical and latest
CCA approaches, and describing their typical applications in
pattern recognition, multi-modal retrieval and classification, and
multi-view embedding.
Index Terms—Canonical correlation analysis, multi-view learn-
ing, multi-modal retrieval, multi-view embedding
I. INTRODUCTION
Many real-world datasets can be described from multiple
“viewpoints”, such as pictures taken from different angles of
the same object, different language expressions of the same
semantic, texts and images on the same web page, etc. The
representations from different perspectives can be treated as
different views. The essence of multi-view learning (MVL)
is to exploit the consensual and complementary information
between different views [1], [2] to achieve better learning
performance.
MVL approaches can be divided into three major categories
[3], [4]:
1) Co-training [5], [6], which exchanges discriminative in-
formation between two views by training the two models
alternately.
2) Multi-kernel learning [7], [8], which maps data to dif-
ferent feature spaces with different kernels, and then
combines those projected features from all spaces.
3) Subspace learning [9]–[11], which assumes all views
are generated from a latent common space where shared
information of all views can be exploited.
Canonical correlation analysis (CCA), first proposed by
Hotelling [9] in 1936, is a typical subspace learning approach.
Its main idea is to find pairs of projections for different
views so that the correlations between them are maximized.
One example is illustrated in Fig. 1. Since CCA takes the
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relationship between different feature sets into account, which
is consistent with the idea of MVL, it is widely used in MVL
[12]–[14], including multi-view dimensionality reduction [15],
multi-view clustering [16], [17], multi-view regression [18],
and so on.
Fig. 1. Multi-view data and CCA-based subspace learning.
The traditional CCA has the following limitations:
1) It cannot handle more than two views.
2) It can only calculate the linear correlation between two
views, whereas in many real-world applications the true
relationship between the views may be nonlinear.
3) In supervised classification, labels are available; however,
CCA, as an unsupervised algorithm, completely ignores
the labels, and hence wastes information.
Many extensions have been proposed in the past few decades
[19]–[27] to accommodate these limitations. Some represen-
tative ones are briefly introduced next.
In 1961, Horst [28] first proposed generalized canonical
correlation analysis (GCCA) to estimate the pairwise corre-
lations of multiple views. He provided two formulations: the
sum of correlation (SUMCOR), and the maximum variance
(MAXVAR). Carroll [29] in 1968 proposed to find a shared
latent correlated space, which was shown to be identical
to MAXVAR GCCA. In 1971, Kettenring [30] added three
new formulations to GCCA, which maximizes the sum of
the squared correlation (SSQCOR), minimizes the smallest
eigenvalue (MINVAR), and minimizes the determinant of
the correlation matrix (GENVAR), respectively. Two decades
later, Nielsen [27] summarized four constraints for these five
formulations, forming a total of 20 combinations. In 2007,
Via [31] proposed least squares based CCA (LS-CCA), and
showed that it is essentially identical to MAXVAR. Luo et
al. [26] proposed in 2015 that the correlation of multiple
views can be directly maximized by analyzing the high-order
2covariance tensor, namely tensor canonical correlation analysis
(TCCA). In 2017, Benton et al. [24] proposed DNN-based
deep generalized canonical correlation analysis (DGCCA),
which was a nonlinear extension of MAXVAR GCCA.
Generally, there are three approaches to deal with complex
nonlinear relationship between two views [20]. The most
common one is to project data onto a higher dimensional space
using the “kernel trick”, e.g., kernel canonical correlation
analysis (KCCA) [19]. However, global kernelization suffers
from high computational complexity, and it is not easy to
choose an optimal kernel function. The second approach tries
to preserve the locality of data. Inspired by the graph model,
Sun and Chen [20] proposed locality preserving canonical
correlation analysis (LPCCA), which aimed to reduce the
global nonlinear dimensionality while preserving the local
linear structure of data. Since the distances between neighbors
need to be calculated, it is time-consuming when the sample
size is large. The third approach is based on deep neural
networks (DNN), which can give a very complex mapping
between data. Andrew et al. [23] first proposed deep canonical
correlation analysis (DCCA) in 2013. Inspired by the autoen-
coder, Wang et al. [21] proposed deep canonically correlated
autoencoders (DCCAE) in 2015. However, DNN models have
poor interpretability, and require a large amount of data to fit.
The label information is critical for classification problems.
In order to make full use of the discriminant information,
Sun et al. [22] proposed discriminant canonical correlation
analysis (DisCCA) in 2008, by taking the inter-class and
intra-class similarities of different views into consideration.
Similar to DisCCA, Sun et al. [32] further proposed multi-
view linear discriminant analysis (MLDA), which combined
CCA and linear discriminant analysis (LDA) [33]. Elmadany
et al. [25] integrated neural networks into DisCCA to obtain
a nonlinear supervised model. Benton et al. [24] made use of
the discriminant information by treating the one-hot encoding
matrix of the labels as an additional view.
Although CCA has been widely used in computer vi-
sion, information retrieval, natural language processing, brain-
computer interfaces, etc. (see Section IV), there does not exist
an up-to-date comprehensive overview on it. The most relevant
overview we could find is [34], published in 2004. Many new
and better-performing CCA approaches have been proposed
in the last 15 years. So, it is desirable to have an updated
overview of CCA. This paper fills this gap, by providing a
comprehensive overview of many traditional and latest CCA
approaches, and describing some representative applications.
A summary of their main characteristics is shown in Table I.
The remainder of this paper is organized as follows: Sec-
tions II and III review CCA approaches for two views and
more than two views, respectively. Section IV reviews some
typical applications of CCA. Section V draws conclusions.
II. CCA FOR TWO VIEWS
This section first reviews the tradition CCA, and then intro-
duces some representative nonlinear, sparse, and/or supervised
extensions. Table II summarizes the notations used in this
paper.
TABLE I
COMPARISON OF SOME TYPICAL CCA APPROACHES.
Approach > 2 views Supervised Nonlinear DNN
CCA
sCCA
KCCA X
RCCA X
LPCCA X
DisDCCA X
MLDA X
MULDA X
DCCA X X
DisDCCA X X X
DCCAE X X
DisDCCAE X X X
VCCA X X
GCCA X
MCCA X
LS-CCA X
TCCA X
DGCCA X X X X
TABLE II
NOTATIONS USED IN THIS PAPER.
Notation Description
X , Y Data matrices from two different views x and y
(xi,yi) The i-th paired instances from Views x and y
N Number of instances in each view
c Number of classes
ni Number of instances in Class i
J Number of views
K Number of canonical vectors
dx Feature dimensionality of View x
wx A canonical vector of View x
Wx Canonical matrix of View x
Σxy Covariance matrix of View x and View y
Σˆxy Regularized covariance matrix of View x and View y
rx Regularization coefficients of View x
m Dimension of low rank approximation
·T Transpose of a matrix or vector
I The identity matrix
‖ · ‖2 2-norm of a vector
‖ · ‖F The Frobenius-norm of a matrix
A. Canonical Correlation Analysis (CCA)
Let X = [x1,x2, . . . ,xN ] ∈ Rdx×N and Y =
[y1,y2, . . . ,yN ] ∈ Rdy×N be two mean-zero data ma-
trices with N instances and dx and dy features, respec-
tively. CCA aims to find K pairs of linear projections
Wx = [wx,1,wx,2, . . . ,wx,K ] ∈ R
dx×K and Wy =
[wy,1,wy,2, . . . ,wy,K ] ∈ Rdx×K , called canonical vectors, so
that the correlations betweenWTx X andW
T
y Y are maximized.
Take a canonical vector wx ∈ Rdx×1 for X and a canonical
vector wy ∈ R
dy×1 for Y for example. CCA maximizes the
correlation coefficient ρ between wTxX and w
T
y Y [34], i.e.,
ρ
(
wTxX,w
T
y Y
)
=
wTxXY
Twy√
(wTxXX
Twx)
(
wTy Y Y
Twy
) . (1)
Since (1) is invariant to the scaling of wx and wy , it can
be transformed into the following constrained form:
max
wx,wy
wTxXY
Twy (2)
s.t. wTxXX
Twx = 1,w
T
y Y Y
Twy = 1.
3When the feature dimensionality is high, especially when
dx > N (or dy > N ), the covariance matrix XX
T (or Y Y T )
is singular, and hence the optimization problem is under-
determined. Regularizations can be added to the covariance
matrices to remedy this problem [35]–[37], by introducing:
Σˆxx =
1
N
XXT + rxI, (3)
Σˆyy =
1
N
Y Y T + ryI, (4)
where rx and ry are non-negative regularization coefficients.
There are two approaches for computing Wx and Wy di-
rectly. The first is to solve the following generalized eigenvalue
decomposition problem [34]:[
0 Σxy
Σyx 0
] [
wx
wy
]
= λ
[
Σˆxx 0
0 Σˆyy
] [
wx
wy
]
, (5)
where
Σxy =
1
N
XY T , (6)
Σyx =
1
N
YXT . (7)
{[wx,k;wy,k]}Kk=1 are then the K leading generalized eigen-
vectors. The correlation ρ
(
wTx,kX,w
T
y,kY
)
is equal to the
k-th leading generalized eigenvalue.
The second solution [23] performs singular value decompo-
sition (SVD) on matrix T = Σˆ
−1/2
xx ΣxyΣˆ
−1/2
yy . Let W˜x and W˜y
be theK leading left and right singular vectors of T . Then, the
canonical matrices are Wx = Σˆ
−1/2
xx W˜x and Wy = Σˆ
−1/2
yy W˜y .
The correlation ρ
(
wTx,kX,w
T
y,kY
)
is equal to the k-th leading
singular value of T .
Once Wx and Wy are obtained, the projected new features,
called canonical variables, are computed by Zx =W
T
x X and
Zy =W
T
y Y .
B. Sparse CCA (sCCA)
Canonical matricesWx andWy calculated by CCA is dense.
Based on penalized matrix decomposition (PMD) [38], Witten
et al. [39] proposed penalized CCA, called sCCA in this paper,
to obtain spare canonical vectors. sCCA also remedies the
problem that canonical vectors are not unique when N is
smaller than dx and/or dy .
PMD [40] performs rank-m approximation of an arbitrary
matrix M ∈ Rd×N by Mˆ =
∑m
i=1 diuiv
T
i , using SVD,
where di is the i-th leading singular value, and ui ∈ Rd×1
and vi ∈ RN×1 are the corresponding left and right singular
vectors, respectively. The sparsity of Mˆ can be achieved by
imposing LASSO-constraints on ui and vi. When m = 1,
minimizing ‖M − Mˆ‖2F is equivalent to maximizing the
following objective function:
max
u,v
uTMv (8)
s.t. ‖u‖22 = 1, ‖v‖
2
2 = 1, p1(u) 6 c1, p2(v) 6 c2,
where p1(u) =
∑d
i=1 |ui| and p2(v) =
∑N
i=1 |vi| represent
the LASSO penalties, and parameters c1 and c2 control the
degree of sparsity.
sCCA can be solved by replacing M in (8) with the cross
covariance matrix XY T , i.e.,
max
wx,wy
wTxXY
Twy (9)
s.t. ‖wx‖
2
2 = 1, ‖wy‖
2
2 = 1, p1(wx) 6 c1, p2(wy) 6 c2.
K pairs of canonical vectors, {(wx,k,wx,k)}Kk=1, can be
obtained by solving a multi-factor PMD [38].
C. Kernel CCA (KCCA)
The traditional CCA cannot be applied when the correlation
between different views is nonlinear. Kernel CCA (KCCA)
uses (nonlinear) kernels to project data onto a higher dimen-
sional space for correlation analysis.
Let the projections be φx and φy , and the
projected views in the high-dimensional space
be Φx = [φx (x1) , φx (x2) , . . . , φx (xN )] and
Φy = [φy (y1) , φy (y2) , . . . , φy (yN )], respectively. The
objective function of KCCA is:
max
wx,wy
wTxΦxΦ
T
ywy (10)
s.t. wTxΦxΦ
T
xwx = 1,w
T
y ΦyΦ
T
ywy = 1.
Expressing wx and wy as linear combinations of the
columns of Φx and Φy , respectively [19]:
wx =
N∑
i=1
aiφx (xi) = Φxa, (11)
wy =
N∑
i=1
biφy (yi) = Φyb, (12)
where a =
[
a1, · · · , aN
]T
and b =
[
b1, · · · , bN
]T
are linear
coefficients. (10) can then be rewritten as:
max
a,b
aTΦTxΦxΦ
T
y Φyb (13)
s.t. aTΦTxΦxΦ
T
xΦxa = 1, b
TΦTy ΦyΦ
T
y Φyb = 1.
Let Kx = Φ
T
xΦx and Ky = Φ
T
y Φy be kernel matrices,
i.e., (Kx)ij = κ (xi,xj), where κ is a kernel function, such
as a radial basis function (RBF). Then, (13) can be further
simplified to:
max
a,b
aTKxKyb (14)
s.t. aTKxKxa = 1,b
TKyKyb = 1.
We can further add regularizations to the kernel matrices to
make them numerically more stable [34], e.g., replace KxKx
with KxKx + rxKx, and KyKy with KyKy + ryKy . The
linear coefficient vectors a and b can then be solved by the
following generalized eigen decomposition problem:[
0 KxKy
KyKx 0
] [
a
b
]
=λ
[
KxKx + rxKx 0
0 KyKy + ryKy
] [
a
b
]
(15)
4D. Randomized Nonlinear CCA (RCCA)
KCCA has very high computational complexity. Lopez-
Paz et al. [41] handled the nonlinear characteristics of data
by performing random nonlinear projection, which greatly
reduced the computational difficulty, with little scarification
of performance:
RCCA (X,Y ) := CCA(fx(X), fy(Y )) ≈ KCCA(X,Y ),
(16)
where fx(·) represents a mapping function, whose parameters
Qx =
(
qx,1, qx,2, . . . , qx,D
)
∈ Rdx×D are randomly sam-
pled from a given data-independent distribution p(q), e.g., a
Gaussian distribution. The D-dimensional nonlinear random
features Zx can be obtained by:
zx,d :=
[
cos
(
q
T
x,dx1 + bd
)
, . . . , cos
(
q
T
x,dxN + bd
)]T
∈ RN×1,
(17)
Zx = [zx,1, . . . , zx,D]
T ∈ RD×N ,
where b = [b1, b2, . . . , bD]
T ∈ RD×1 is a randomly generated
bias term. The cosine mapping function in (17) can also be
replaced by other nonlinear functions, e.g., sine. As in CCA,
the computational complexity of RCCA also increases linearly
with the sample size.
E. Locality Preserving CCA (LPCCA)
In addition to the computational complexity, the global ker-
nelization strategy of KCCA ignores the local linear structure
of complex data. Locality preserving CCA (LPCCA) [20] is
another nonlinear CCA extension, which preserves the local
linear structure of the data while performing global nonlinear
dimensionality reduction.
LPCCA assumes that the corresponding instances of differ-
ent views should be as close as possible in the common latent
space, so it can be expressed in the following equivalent form
[42]:
min
wx,wy
N∑
i=1
∥∥wTx (xi − x)−wTy (yi − y)∥∥22 , (18)
s.t.
N∑
i=1
∥∥wTx (xi − x)∥∥2 = 1, n∑
i=1
∥∥wTy (yi − y)∥∥2 = 1
where x = 1N
∑N
i=1 xi and y =
1
N
∑N
i=1 yi represent the
mean vectors of X and Y , respectively. After some algebraic
manipulations, (18) can be re-expressed as:
max
wx,wy
wTx ·
N∑
i=1
N∑
j=1
(xi − xj) (yi − yj)
T ·wy (19)
s.t. wTx ·
N∑
i=1
N∑
j=1
(xi − xj) (xi − xj)
T ·wx = 1,
wTy ·
N∑
i=1
N∑
j=1
(yi − yj) (yi − yj)
T ·wy = 1.
Let Nei (xi) be the neighbor set of xi. Define a similarity
matrix Sx, whose ij-th element is:
Sx,ij =
{
exp
(
−‖xi − xj‖
2
2 /tx
)
, xj ∈ Nei (xi)
0, otherwise
,
(20)
where tx =
∑N
i=1
∑N
j=1
2‖xi−xj‖
2
2
N(N−1) represents the mean
squared distance between all instances. The similarity matrix
Sy of Y can be computed in a similar manner.
Substituting Sx and Sy into (19), the global correlation is
decomposed into many local linear correlations between the
neighboring instances. The objective of LPCCA is:
max
wx,wy
wTx ·
N∑
i=1
N∑
j=1
Sx,ij (xi − xj)Sy,ij (yi − yj)
T ·wy
(21)
s.t. wTx ·
N∑
i=1
N∑
j=1
Sx,ij (xi − xj)Sx,ij (xi − xj)
T ·wx = 1,
wTy ·
N∑
i=1
N∑
j=1
Sy,ij (yi − yj)Sy,ij (yi − yj)
T ·wy = 1,
which can be transformed into a generalized eigen decompo-
sition problem:[
0 XSxyY
T
Y SyxX
T 0
] [
wx
wy
]
=λ
[
XSxxX
T 0
0 Y SyyY
T
] [
wx
wy
]
, (22)
where
Sxy = Dxy − Sx ⊙ Sy, (23)
Syx = Dyx − Sy ⊙ Sx, (24)
Sxx = Dxx − Sx ⊙ Sx, (25)
Syy = Dyy − Sy ⊙ Sy, (26)
in which ⊙ denotes the element-wise product operation, and
Dxy is a diagonal matrix, with (Dxy)ii =
∑N
j=1(Sx ⊙ Sy)ij .
Dyx, Dxx and Dyy are defined similarly.
F. Discriminative CCA (DisCCA)
Traditional CCA is unsupervised. In supervised classifica-
tion, we have label information, which should be taken into
consideration to help extract more discriminative features.
Discriminative CCA (DisCCA) is one such approach. It
maximizes the within-class similarity and minimizes the
between-class similarity. Rearrange X and Y according to the
classes:
Xˆ =
[
x
(1)
1 , . . . ,x
(1)
n1 , . . . . . . ,x
(c)
1 , . . . ,x
(c)
nc
]
, (27)
Yˆ =
[
y
(1)
1 , . . . ,y
(1)
n1 , . . . . . . ,y
(c)
1 , . . . ,y
(c)
nc
]
, (28)
where x
(i)
j and y
(i)
j are the j-th instance of Class i from the
two views. The objective function of DisCCA is:
max
wx,wy
wTxCwwy − η ·w
T
xCbwy (29)
s.t. wTx XˆXˆ
Twx = 1,w
T
y Yˆ Yˆ
Twy = 1,
5where η is a trade-off parameter, and the within-class similarity
matrix Cw and between-class similarity matrix Cb are defined
as:
Cw =
c∑
i=1
ni∑
k=1
nj∑
l=1
x
(i)
k
(
y
(j)
l
)T
= XˆAYˆ T , (30)
Cb =
c∑
i=1
c∑
j=1
j 6=i
ni∑
k=1
nj∑
l=1
x
(i)
k
(
y
(j)
l
)T
= −XˆAYˆ T , (31)
where A is a block-diagonal matrix:
A =


1n1×n1
. . .
1ni×ni
. . .
1nc×nc


. (32)
Since Cw = −Cb, the optimization is independent of η, and
hence (29) can be rewritten as:
max
wx,wy
wTx XˆAYˆ
Twy (33)
s.t. wTx XˆXˆ
Twx = 1,w
T
y Yˆ Yˆ
Twy = 1,
whose solution is similar to (1) and can also be expressed as
a generalized eigen decomposition problem:[
0 Σ˜xy
Σ˜yx 0
] [
wx
wy
]
= λ
[
Σˆxx 0
0 Σˆyy
] [
wx
wy
]
, (34)
where Σ˜xy =
1
N XˆAYˆ
T and Σ˜yx =
1
N Yˆ AXˆ
T .
G. Multi-view Linear Discriminant Analysis (MLDA)
LDA [33] is a supervised algorithm for a single view
that minimizes the within-class variance and maximizes the
between-class variance. Multi-view linear discriminant analy-
sis (MLDA) [32] combines LDA and CCA, which not only
ensures the discriminative ability within a single view, but also
maximizes the correlation between different views.
Define a between-class scatter matrix Sb =
1
N XˆWXˆ
T ,
where Xˆ is given in (27), W = diag(W1,W2, . . . ,Wc), with
all elements in Wi ∈ Rni×ni equal
1
ni
. Then, for a single
view, the objective function of LDA is:
max
w
wTSb,xw (35)
s.t. wT Σˆxxw = 1.
Integrating with (1), the objective function of MLDA is:
max
wx,wy
wTx Sb,xwx +w
T
y Sb,ywy + ηw
T
xΣxywy (36)
s.t. wTx Σˆxxwx + σw
T
y Σˆyywy = 1,
where η is a trade-off parameter, and σ = tr(Σˆxx)
tr(Σˆyy)
. The
constraint in (36) is in the form of summation to ensure a
closed-form solution can be obtained. Using the Lagrangian
multiplier, (36) can also be solved by generalized eigen
decomposition:[
Sb,x ηΣxy
ηΣyx Sb,y
] [
wx
wy
]
= λ
[
Σˆxx 0
0 Σˆyy
] [
wx
wy
]
. (37)
H. Multi-view Uncorrelated Linear Discriminant Analysis
(MULDA)
Canonical vectors {(wx,k,wy,k)}Kk=1, calculated by
MLDA, are correlated, which means the projected canonical
variables contain redundant information. Multi-view
uncorrelated linear discriminant analysis (MULDA) [32]
aims to eliminate the information redundancy of the canonical
variables using uncorrelated linear discriminant analysis
(ULDA) [43].
ULDA imposes orthogonal constraints to LDA, and is
solved recursively. Each time a projection vector wk is cal-
culated to be orthogonal to the k − 1 projection vectors that
have been obtained:
max
w
wTSb,xw (38)
s.t. wTk Σˆxxwi = 0, i = 1, 2, . . . , k − 1.
Integrating ULDA with MLDA, the objective function of
MULDA can be written as:
max
wx,k,wy,k
wTx,kSb,xwx,k +w
T
y,kSb,ywy,k + ηw
T
x,kΣxywy,k
(39)
s.t. wTx,kΣˆxxwx,k + σw
T
y,kΣˆyywy,k = 1,
wTx,kΣˆxxwx,i = 0,w
T
y,kΣˆyywy,i = 0,
i = 1, . . . , k − 1.
The k-th pair of canonical vectors, (wx,k,wy,k), is the leading
eigenvector of[
Px 0
0 Py
] [
Sb,x ηΣxy
ηΣyx Sb,y
] [
wx,k
wy,k
]
= λ
[
Σˆxx 0
0 Σˆyy
] [
wx,k
wy,k
]
,
(40)
where
Px = I − ΣˆxxD
T
x
(
DxΣˆxxD
T
x
)−1
Dx, (41)
Dx = [wx,1,wx,2, · · · ,wx,k−1]
T . (42)
Py and Dy are defined similarly.
Unlike DisCCA, MLDA and MULDA only focus on the
within-view class scatters, without considering the between-
view class scatter. Sun et al. [32] proposed that CCA in MLDA
and MULDA can be replaced by DisCCA, to also consider the
between-view class scatter. Moreover, MLDA and MULDA
can also be extended using kernels to consider the nonlinear
relationship between different views.
I. Deep CCA (DCCA) and Discriminative DCCA (DisDCCA)
Deep canonical correlation analysis (DCCA) [23], shown
in Fig. 2, first extracts nonlinear features through deep neural
networks (DNNs), and then uses linear CCA to calculate the
canonical matrices.
Let fx and fy be two DNNs, and Hx = fx(X) and Hy =
fy(Y ) be their outputs, respectively. We already know that the
total correlation of the K canonical variables equals the sum
6Fig. 2. Schematic diagram of DCCA. Two deep neural networks fx and fy
first extract nonlinear features from X and Y , respectively, and then a linear
CCA is applied for correlation analysis.
of the first K singular values of matrix T = Σˆ
−1/2
xx ΣxyΣˆ
−1/2
yy
from II-A. Define
Tˆ =
(
1
N
HxH
T
x + rxI
)− 1
2
(
1
N
HxH
T
y
)(
1
N
HyH
T
y + ryI
)− 1
2
. (43)
The objective function of DCCA is:
max
fx,fy,wx,wy
K∑
k=1
σk(Tˆ ) (44)
s.t. wx
(
1
N
HxH
T
x + rxI
)
wTx = 1,
wy
(
1
N
HyH
T
y + ryI
)
wTy = 1,
where σk(Tˆ ) denotes the k-th largest singular value of Tˆ .
Andrew et al. [23] employed a full-batch optimization
algorithm (L-BFGS) to optimize (44), because the covariance
matrix of the entire training set needs to be computed. If
the dataset is divided into small batches, then the covari-
ance matrix computed from each batch may not be accurate.
However, full-batch optimization is both memory-hungry and
time-consuming, especially when the dataset is large. Wang et
al. [44] proposed that with a large batch size, the instances
in each batch can be sufficient for estimating the covariance
matrix, and the efficient mini-batch stochastic gradient descent
approach can be used.
Similar to DCCA, discriminative deep canonical correla-
tion analsis (DisDCCA) [25] is a DNN-based extension of
discriminative CCA. There are two major differences in their
implementations. First, when calculating the loss of each
batch, the instances are first rearranged according to their
classes, and then 1NHxH
T
y in (43) is replaced by
1
NHxAH
T
y ,
where A is defined in (32). Second, after the model is trained,
DisCCA is used to obtain the canonical matrices Wx and Wy .
J. Deep Canonically Correlated Auto-Encoders (DCCAE) and
Discriminative DCCAE (DisDCCAE)
Deep canonically correlated auto-encoders (DCCAE) [21]
improves DCCA, by using auto-encoders to make sure the
information captured by fx and fy can also accurately recon-
struct the original X and Y . Fig. 3 shows the DCCAE model
structure, where gx and gy represent the decoder networks
for reconstructing X and Y , respectively. Therefore, two
reconstruction errors are incorporated into (44):
max
fx,fy,gx,gy,wx,wy
K∑
k=1
σk
(
Tˆ
)
−
λ
N
(
‖X − gx (fx (X))‖
2
F
+ ‖Y − gy (fy (Y ))‖
2
F
)
(45)
s.t. wx(
1
N
HxH
T
x + rxI)w
T
x = 1,
wy(
1
N
HyH
T
y + ryI)w
T
y = 1.
Fig. 3. Schematic diagram of DCCAE. Two deep neural networks fx and
fy first extract nonlinear features from X and Y , respectively, and then a
linear CCA is applied for correlation analysis. gx and gy are two decoders
for reconstructing View X and View Y , respectively.
The test procedure is similar to DCCA, except thatWTx fx(·)
and WTy fy(·) are used as inputs to a classifier. The advantage
of DCCAE is that the auto-encoders can alleviate the over-
fitting of the model.
K. Variational CCA (VCCA) and VCCA-private
Bach and Jordan [45] explained CCA from the perspective
of a probabilistic latent variable model. It assumes that the
instances x and y from two views are independently condi-
tioned on the multivariate latent variable z ∈ Rdz×1, and CCA
7aims to maximize the joint probability distribution of x and
y:
p(x,y, z) = p(z)p(x|z)p(y|z), (46)
p(x,y) =
∫
p(x,y, z)dz. (47)
Deep variational canonical correlation analysis (VCCA)
[46], shown in Fig. 4(a), was extended from variational
auto-encoders (VAE) [47]. First, the mean vector µi and
the diagonal covariance matrix Σi of xi are calculated by
the encoder fx. Then, L instances, {z
(l)
i }
L
l=1, are randomly
sampled from the distribution N (µi,Σi). Finally, decoders
gx and gy reconstruct instances x and y, respectively.
The objective function of VCCA is:
min
fx,gx,gy
1
N
N∑
i=1
DKL (q(zi|xi)||p (zi))+ (48)
λ
NL
N∑
i=1
L∑
l=1
(
log p
(
xi|z
(l)
i
)
+ log p
(
yi|z
(l)
i
))
,
where the first term denotes the Kullback-Leibler (KL) diver-
gence between the posterior distributions q(zi|xi) and p (zi),
and the latter two terms denote the expectations of the log-
likelihood under the approximate posterior distributions, which
are equivalent to the reconstruction error. In testing, the mean
vector µi is used as the input features.
VCCA only takes the common latent variables z into
consideration, which may not be sufficient to describe all
information in X and Y . In order to more adequately capture
the private information of the views, Wang et al. [46] further
proposed VCCA-private, shown in Fig. 4(b). Its probabilistic
model is defined as:
p(x,y, z,hx,hy) = p(z)p(hx)p(hy)p(x|z,hx)p(y|z,hy),
(49)
p(x,y) =
∫∫∫
p(x,y, z,hx,hy)dzdhxdhy.
(50)
The corresponding objective function of VCCA-private is:
min
fx,h,fx,z,fy,h,gx,gy
1
N
N∑
i=1
(DKL (q (zi|xi) ||p (zi)) (51)
+DKL (q (hx,i|xi) ||p (hx,i))
+DKL (q (hy,i|yi) ||p (hy,i)))
+
λ
NL
N∑
i=1
L∑
l=1
(
log p
(
xi|z
(l)
i ,h
(l)
x,i
)
+ log p
(
yi|z
(l)
i ,h
(l)
y,i
))
.
In testing, the mean vectors output by the three encoders
are stacked as new features. According to [46], VCCA-private
is more effective than VCCA.
L. Summary
This section has introduced the traditional CCA and its
six nonlinear extensions, three supervised extensions, and one
(a)
(b)
Fig. 4. Schematic diagrams of DVCCA and DVCCA-private. The encoders
q(·|x) and q(·|y) are used to fit the mean and covariance of the input, and
the p(x|·) and p(y|·) are decoders for reconstructing the input data.
sparse extension. Three ideas were used in the nonlinear
extensions, namely, kernel-based KCCA, locality preserving
LPCCA, and DNN-based DCCA (DCCAE, DVCCA). The
first two are more suitable for small datasets. The supervised
extensions (DisCCA, MLDA and MULDA) are closely related
to LDA, because they all take the between-class and within-
class scatter matrices into consideration.
III. CCA FOR MORE THAN TWO VIEWS
This section summarizes five representative CCA ap-
proaches for more than two views, which are SUMCOR-
GCCA, MAXVAR-GCCA, LS-CCA, TCCA, and DGCCA.
8A. SUMCOR-GCCA
CCA maximizes the correlation between two views. For
more than two views, a natural extension is to maximize the
sum of the pairwise correlations [28] [30], which is the idea
of SUMCOR-GCCA.
Let
{
Xj ∈ Rdj×N
}J
j=1
be a dataset containing J mean-
zero views, where dj is the feature dimensionality of View j.
The objective function of SUMCOR-GCCA is:
max
{wi}
J
i=1
J∑
i=1
J∑
j=1
wTi XiX
T
j wj (52)
s.t. wTj XjX
T
j wj = 1, j = 1, · · · , J.
There is no closed-form solution for wj . Therefore, we
followed [48] and solved it using the Manopt [49] package1.
B. MAXVAR-GCCA
GCCA [29] assumes that each view can be generated from
a set of multivariate latent variables G = [g1,g2, . . . ,gN ]
T ∈
R
N×K , in which all views are correlated. Its objective function
is:
min
G,{Wj}
J
j=1
J∑
j=1
∥∥G−XTj Wj∥∥2F s.t. GTG = I, (53)
where Wj ∈ Rdj×K is the canonical matrix of View j, and
the constraint guarantees that G is a unit orthogonal matrix.
This objective is similar to a least squares problem. In order
to avoid memory problems for large datasets, following [50],
[51], an SVD is first used to obtain a rank-m approximation
of each view:
Xj ≈ UjSjV
T
j , j = 1, · · · , J, (54)
where Sj ∈ Rm×m is a diagonal matrix composed of the m
largest singular values, and Uj ∈ Rdj×m and Vj ∈ RN×m are
the corresponding left and right singular matrices, respectively.
G then consists of the K leading eigenvectors of matrix
M = M˜M˜T , where
M˜ = [V1T1, · · · , VJTJ ] ∈ R
N×mJ . (55)
It has been shown [50] that the diagonal matrix Tj satisfies
TjT
T
j = Sj
(
STj S
T
j + rjI
)−1
STj . Hence, given Sj in (54), Tj
can be easily computed.
Once G is obtained, Wj can be computed as:
Wj =
(
XTj Xj + rjI
)−1
XTj G. (56)
Benton et al. [24] also proposed view-weighted GCCA to
consider the varying importance of different views.
1www.manopt.org
C. Least Squares based Generalized CCA (LS-CCA)
LS-CCA [31] aims to minimize the distances among the
canonical variables, so that different views are maximally over-
lapping with each other after mapping. Its objective function
is:
min
{wj}
J
j=1
1
2J(J − 1)
J∑
i=1
J∑
j=1
∥∥XTi wi −XTj wj∥∥22 (57)
s.t.
1
J
J∑
j=1
wTj XX
Twj = 1.
The k-th stacked canonical vector w(k) = [w
(k)
1 ; · · · ;w
(k)
J ]
can be obtained by performing a generalized eigen decompo-
sition:
1
J − 1
(R−D)w(k) = λ(k)Dw(k), (58)
where
R =


Σ11 · · · Σ1J
...
. . .
...
ΣJ1 · · · ΣJJ

 , D =


Σˆ11 · · · 0
...
. . .
...
0 · · · ΣˆJJ

 . (59)
Since the computational cost of this solution is high, LS-
CCA can also be solved in an iterative manner, e.g., using
partial least squares (PLS) [31], so that the canonical vectors
are obtained directly without using low rank approximation.
Via et al. [31] showed that LS-CCA and MAXVAR-GCCA
are equivalent. Moreover, when J = 2, LS-CCA degrades to
CCA.
D. Tensor CCA (TCCA)
Traditional CCA optimizes the pairwise view correlation
only, and ignores high-order statistics. TCCA [26] directly
maximizes the correlation of all views, using a high-order
covariance tensor. Its objective function is:
max
{wj}
J
j=1
ρ
(
wT1 X1,w
T
2X2, . . . ,w
T
JXJ
)
(60)
s.t. wTj XX
TwTj = 1, j = 1, . . . , J,
where ρ denotes the correlation among the J views. Luo et
al. [26] showed that
ρ
(
wT1 X1, . . . ,w
T
JXJ
)
= C1,2,...,J ×1 w
T
1 . . .×J w
T
J , (61)
where ×j is the j-mode product, and C1,2,...,J denotes a d1×
d2 × · · · × dJ covariance tensor. Let ◦ be the tensor product.
Then,
C1,2,...,J =
1
N
N∑
i=1
x1i ◦ x2i ◦ . . . ◦ xJi, (62)
where xji (j = 1, ..., J) denotes the i-th instance of View j.
Let uj = Σˆ
1/2
jj wj , and
M = C1,2,...,J ×1 Σˆ
−1/2
11 ×2 Σˆ
−1/2
22 . . .×J Σˆ
−1/2
JJ . (63)
9Then, (61) can be rewritten as:
max
{uj}
J
j=1
M×1 u
T
1 ×2 u
T
2 . . .×J u
T
J (64)
s.t. uTj uj = 1, j = 1, . . . , J.
This problem can be solved by decomposingM intoK best
rank-1 approximations
[
uk1 ,u
k
2 , · · · ,u
k
J
]K
k=1
with alternating
least squares, and then stacking the corresponding vectors to
obtain the canonical vectorsWj =
[
Σˆ
−1/2
jj u
1
j , · · · , Σˆ
−1/2
jj u
K
j
]
of View j.
E. Deep Generalized CCA (DGCCA)
DGCCA [52], shown in Fig. 5, is a DNN-based nonlinear
extension of GCCA. Each view first passes through a multi-
layer perceptron neural network to obtain nonlinear features
Hj = fj (Xj), j = 1, · · · , J . The objective of DGCCA is
defined as the sum of the reconstruction errors between the
canonical variables XTj Wj and the common representation G:
min
{fj}
J
j=1
J∑
j=1
∥∥∥G− fj (Xj)T Wj∥∥∥2
F
s.t. GTG = I. (65)
Fig. 5. A Schematic diagram of DGCCA for J views. Each view Xj , j =
1, · · · , J , first passes through a multi-layer neural network fj , j = 1, · · · , J ,
to obtain nonlinear features, and then GCCA is applied to project them onto
a common correlated space.
In training, the network’s outputs for a mini-batch of
instances are used as the inputs to GCCA, and then the
reconstruction error between each view and the common rep-
resentation is calculated to update the corresponding network
parameters. In testing, the common representation G or the
stacked canonical variables
[
XT1 W1, · · · , X
T
J WJ
]
can be used
as the input to a classifier.
DGCCA is unsupervised. To utilize the label information,
Benton et al. [52] added the labels’ one-hot coding matrix as
an additional view.
F. Summary
This section has introduced five representative CCA ap-
proaches for more than two views. To our knowledge, TCCA is
currently the only approach to directly calculate the correlation
among more than two views. All other approaches perform the
computation indirectly.
IV. APPLICATIONS
As a well-known approach for analyzing correlations be-
tween two (or more) sets of variables, CCA and its extensions
have been widely used in many applications. This section
briefly reviews some representative ones.
A. Multi-View Pattern Recognition
CCA-based multi-view pattern recognition (classification
and regression) can be supervised or unsupervised.
Generally, CCA is used to learn new feature representations
(called canonical variables) for each view. There are two
representative approaches for using these canonical variables.
For example, in classification, one can feed the canonical
variables of one view into a classifier [21], [22], [46], or
concatenate the canonical variables from different views and
feed them into a classifier [26], [53], [54]. The former is
applicable in two scenarios: 1) both views are available in
training, but only one view is available in testing; and, 2) the
label is treated as the second view, and the classification of
a test instance is computed from the nearest neighbors in the
first projected view.
One popular application of CCA-based multi-view pattern
recognition is computer vision. For example, the Daubechies
wavelet transformed low-frequency image and the original
image were treated as two different views for face recognition
[22], [32], the facial image and a psychologist’s semantic
rating were used as two views in facial expression recognition
[55], and gait and face modalities were used as two views
in human gender recognition [54]. CCA has also been used
to construct the connections between an image and the cor-
responding 3D pose parameters in pose recognition [20], and
among different viewing perspectives in gait recognition [56].
Additionally, CCA has also found successful applications in
phonetic recognition [44], [46], [57], handwritten digit recog-
nition [22], [25], [32], [53], biometric structure prediction
[26], text categorization [22], advertisement classification [26],
brain-computer interfaces [58], [59], epileptic seizure detection
[60], and so on.
B. Cross-Modal Retrieval and Classification
Due to the rapid growth of multimedia data on the Internet,
cross-media retrieval has become a hot research topic in
multimedia information retrieval and computer vision. Its main
challenge is the “heterogeneity gap”, i.e., data from different
media types are inconsistent, which makes it difficult to
measure the cross-media similarity of instances [61]. CCA can
be a solution to this problem.
For example, a document may contain text and/or images,
and our goal is to retrieve relevant texts according to a query
image. One classical solution is to find a common represen-
tation for different views using CCA [62]–[64]. First, treating
the text and images as two different views, k-dimensional
canonical variables of each document are obtained using CCA.
Then, canonical variables from different views are considered
as coordinates in a common correlated space, as shown in
Fig. 1. Given a query image, after mapping it onto the common
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correlated space with canonical vectors, the closest matches
can be obtained by computing its nearest neighbors using the
text canonical variables.
Cross-modal classification [65] has the same data distri-
bution assumption as cross-modal retrieval, i.e., the paired
canonical variables of two different views are close to each
other in the common correlated space. Therefore, a classifier
trained from the first view should also perform well in the
second view.
C. Multi-View Embedding
Another important application of CCA is word embedding
in natural language processing [66]–[68]. Faruqui and Dyer
[68] proposed to learn word embeddings by considering the
multilingual context using DCCA, and demonstrated that it
gave better semantic representations in standard lexical seman-
tic evaluation tasks. Benton et al. [24], [52] used GCCA to
learn multi-view embeddings of social media users for friend
recommendation.
Generally, multi-view embedding has two benefits. First,
it can capture information from multiple views to obtain a
representation, which usually has a better similarity measure.
Second, it can learn a low-dimensional representation from
high-dimensional multi-view data, which reduces the complex-
ity of a subsequent pattern recognition algorithm.
V. CONCLUSIONS
CCA is widely used in MVL. However, the traditional CCA
has some limitations: 1) it can only handle two views; 2)
it can only optimize the linear correlation between different
views; 2) it is unsupervised, and hence cannot make use of
the label information in supervised learning. Many nonlinear,
supervised, or generalized CCA extensions have been pro-
posed for remedy. This paper reviews many representative
CCA approaches, and describes their typical applications in
patten recognition, cross-modal retrieval and classification, and
multi-view embedding. To our knowledge, this is the most up-
to-date comprehensive overview on CCA.
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