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Résumé
Dans un travail récent [P.G. Lemarié-Rieusset, Uniqueness for the Navier–Stokes problem: Re-
marks on a theorem of Jean-Yves Chemin, Nonlinearity 20 (2007) 1475–1490], P.G. Lemarié-Rieusset
a montré l’unicté des solutions des équations de Navier–Stokes dans l’espace Lp([0, T ],Lq(Rd)) ∩
C([0, T ],B−1,∞∞ ) où p > 2 et q > d. Dans ce travail, nous montrons une version locale “en espace”
de ce résultat qui couvre le cas limite q = d. Plus précisement, nous montrons l’unicité dans l’espace
Lp([0, T ], M˜r,d (Rd)) ∩ C([0, T ],B−1,∞∞ ), avec p > 2 et r > 2, où M˜r,d (Rd) est l’adhérence de S(Rd)
dans l’espace de Morrey–Campanato Mr,d . La démonstration de ce résultat repose sur une extension du
Théorème de Comparaison de P.G. Lemarié-Rieusset [P.G. Lemarié-Rieusset, Recent developments in the
Navier–Stokes problem, Chapman & Hall/CRC, 2002]. Cette extension nous permet aussi de prouver l’uni-
cité des solutions des équations de Navier–Stokes dans un sous espace assez grand de l’espace critique
C([0, T ],M2,d (Rd)).
© 2008 Elsevier Masson SAS. Tous droits réservés.
Abstract
In a recent work [P.G. Lemarié-Rieusset, Uniqueness for the Navier–Stokes problem: Remarks on
a theorem of Jean-Yves Chemin, Nonlinearity 20 (2007) 1475–1490], P.G. Lemarié-Rieusset proved the
uniqueness of solution to the Navier–Stokes equations in the space Lp([0, T ],Lq(Rd ))∩C([0, T ],B−1,∞∞ )
provided that p > 2 and q > d. In this paper, we prove a local version of this result which covers the limit
case q = d. Precisely, we prove the uniqueness of solution to the Navier–Stokes equations in the space
Lp([0, T ], M˜r,d (Rd))∩C([0, T ],B−1,∞∞ ) for every p > 2 and r > 2 where M˜r,d (Rd) is the closure of the
test functions in the Morrey–Campanato space Mr,d(Rd ). The prove of our result relies on an extension of
the Comparison Theorem of P.G. Lemarié-Rieusset (Theorem 21.1 in [P.G. Lemarié-Rieusset, Recent de-
velopments in the Navier–Stokes problem, Chapman & Hall/CRC, 2002]). Moreover, this extension allows
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818 R. May / Bull. Sci. math. 133 (2009) 817–836us to prove the uniqueness of solution to the Navier–Stokes equations in a functional space closed to the
critical space C([0, T ],M2,d (Rd)).
© 2008 Elsevier Masson SAS. Tous droits réservés.
1. Introduction et résultats
Nous considérons dans ce travail les équations intégrales de Navier–Stokes sur l’espace en-
tier Rd (d  3)
u(t) = etu0 + B(u,u)(t) (NS)
où u0 ∈ (S′(Rd))d est la donnée initiale, u : [0, T ] × Rd → Rd est l’inconnue, et est le semi-
groupe de la chaleur et B est l’opérateur bilinéaire défini par :
B(u, v)(t) = −
t∫
0
e(t−s)P∇(u⊗ v)(s) ds
où u ⊗ v = (uivj )1i,jd , et P = (Pij )1i,jd est le projecteur de Leray défini à l’aide des
transformations de Riez (Ri )1id par Pij = δij Id + RiRj . Pour plus de détails sur ces équa-
tions intégrales et leur équivalence aux équations originales de Navier–Stokes, nous renvoyons
le lecteur aux références suivantes [1,4,6,9,13].
Dans ce text, nous ignorons la condition d’incompressibilité (la nullité de la divergence de
champs de vecteurs u). En plus, pour ne pas alourdir les notations, nous oublions le carectère
vectoriel de la solution u et de la donnée initiale u0 et on les traite comme des fonctions scalaires.
Ainsi, nous écrivons dans la suite l’opérateur bilinéaire B sous la forme simplifiée :
B(u, v)(t) = −
t∫
0
e(t−s)P∂(u× v)(s) ds (1.1)
où × est la multiplication dans R et P∂ est l’une des composantes Pij ∂∂xk de l’opérateur P∇ . Tous
les résultas établis dans ce travail restent vrais si on remplace dans B, l’opérateur différentiel P∂
par tout multiplicateur de Fourier de la forme A(D) où A est une fonction de Rd\{0} dans C, de
classe C∞ et homogène de dégré 1.
En 1999, Jean-Yves Chemin a montré dans [2] le résultat d’unicité suivant :
Théorème 1.1. (Voir J.-Y. Chemin [2].) Soit p ∈ ]1,∞[ et u0 ∈ Bp ∩ L2(R3) où Bp est l’adhé-
rence de S(R3) dans l’espace de Besov B
3
p
−1,∞
p . Alors les équations de Navier–Stokes associées
à la donnée initiale u0 admettent au plus une solution dans l’espace L2([0, T ],H 1(R3)) ∩
C([0, T ],B−1,∞∞ ).
En utilisant un argument basé sur l’effet régularisant de l’opérateur de la chaleur (voir la
section suivante), nous sommes parvenus à montrer que le théorème de J.-Y. Chemin reste vrai
même si la dimension d est supérieure à 4 (voir [13] et Théorème 28.3 de [9]).
Récement, P.G. Lemarié-Rieusset a montré dans [10] un théorème d’unicité qui généralise
celui de J.-Y. Chemin et qui montre en particulier que la condition de régularité supplémentaire
sur la donnée initiale dans le Théorème 1.1 n’est pas nécéssaire. Plus précisément, il a montré le
théorème suivant :
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équations de Navier–Stokes admettent au plus une solution dans l’espace Lp([0, T ],Lq(Rd))∩
C([0, T ],B−1,∞∞ ).
Remarquons que ce théorème implique le Théorème 1.1 puisque, grâce à l’inégalité de Sobo-
lev précisée de Gérard, Meyer et Oru [7], l’espace L2([0, T ],H 1(R3)) ∩ C([0, T ],B−1,∞∞ ) est
inclus dans l’espace L4([0, T ],L4(R3)).
Nous envisageons dans ce travail de montrer une version locale “en espace” du Théorème 1.2
qui couvre le cas limite q = d . Plus précisément, nous prouvons le théorème suivant :
Théorème 1.3. Soient T > 0, p > 2 et r ∈ ]2, d]. Alors les équations de Navier–Stokes admettent
au plus une solution dans l’espace Lp([0, T ], M˜r,d (Rd)) ∩ C([0, T ],B−1,∞∞ ) où M˜r,d(Rd) est
l’adhérence de S(Rd) dans l’espace de Morrey–Campanato Mr,d(Rd).
La démonstration de ce théorème s’inspire beaucoup des traveaux de P.G. Lemarié-Rieusset
notament son article [10] et son livre [9], elle s’inspire aussi des articles de J.-Y. Chemin [2]
et S. Monniaux [18]. En outre, la démonstration repose sur le résultat suivant qui est une ex-
tension du théorème de comparaison de P.G. Lemarié-Rieusset (Théorème 21.1 de [9]). Dans
ce théorème, P.G. Lemarié-Rieusset a etabli une comparaison entre l’espace de multiplicateurs
X1(Rd) ≡ M(L2(Rd),H−1,2(Rd)) et les espaces de Morrey–Campanato Mr,d(Rd). Nous rap-
pelons que le théorème, P.G. Lemarié-Rieusset est en fait l’inégalité de Chang–Fefferman [5]
et remonte au début des années 1980 et que l’espace X1(Rd) a été entièrement caractérisé par
V.G. Maz’ya en terme de capacités de Sobolev [15,16].
Théorème 1.4. Soit q ∈ ]1,∞[. Alors pour tout p > q ′ = q
q−1 ,
Mp,d
(
R
d
)
↪→ M(Lq,H−1,q) ↪→ Mq ′,d(Rd)
où M(Lq,H−1,q ) est l’espace {f ∈ Lq ′loc(Rd); fg ∈ H−1,q (Rd) ∀g ∈ Lq} muni de la norme
‖f ‖M(Lq ,H−1,q ) ≡ sup
{‖fg‖H−1,q ; g ∈ Lq, ‖g‖q  1}.
Ce théorème va nous permettre, entre autre, de montrer l’unicité des solutions des équations
de Navier–Stokes dans un assez grand sous espace de l’espace limite C([0, T ], M˜2,d (Rd)).
Théorème 1.5. Soient T > 0, p  1 et q > 2. Alors les équations de Navier–Stokes admettent au
plus une solution dans l’espace C([0, T ], M˜2,d (Rd))∩ (LpT Lq)uloc où (LpT Lq)uloc est l’ensemble
des fonctions v ∈ L1loc([0, T ] × Rd) telles que
‖v‖(LpT Lq)uloc ≡ sup
x0∈Rd
‖v‖Lp([0,T ],Lq(B(x0,1))) < ∞.
Nous rappelons que dans [6] les auteurs ont montré l’unicité des solutions des équations (NS)
dans l’espace C([0, T ], M˜r,d (Rd)) si r > 2. Ce résultat a été ensuite amélioré dans [12] où on
a prouvé l’unicité dans l’espace C([0, T ], X˜1), X˜1 étant l’adhérence de S(Rd) dans l’espace
de multiplicateur M(L2,H−1,2). Remarquons que le Théorème 1.3 est une autre extension du
résultat d’unicité de [6], puisque l’espace C([0, T ],Mr,d(Rd)) s’injecte par continuité dans l’es-
pace (L∞T Lr)uloc. Nous rappelons enfin que l’unicité dans l’espace limite C([0, T ], M˜2,d (Rd))
est encore une question ouverte [11].
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trons des résultats d’ordre général qui nous serviront le long de ce travail. Dans la troisième sec-
tion, on montre le Théorème de comparaison 1.4. Ensuite nous établissons un résultat d’unicité
forte-faible qui nous permettera dans la section suivante de montrer le Théorème principal 1.3. La
sixième section est dédiée à la preuve du Théorème 1.5. Dans la septième et la dernière section,
nous montrons d’une manière directe et en utilisant essentiellement le théorème de J.-Y. Chemin,
que l’hypothèse de régularité supplémentaire de la donnée initiale (u0 ∈ Bp ∩L2(Rd)) n’est pas
nécéssaire.
2. Préliminaires
Dans cette section, nous introduisons les notations que nous utiliserons souvent dans cet
article, nous rappelons quelques résultats classiques en relation avec les équations de Navier–
Stokes et nous montrons d’autres résultats nouveaux qui seront utiles dans la suite de ce travail.
2.1. Notations
Soient deux fonctions réelles A et B dépendant d’un certain nombre de variables effec-
tives σ1, . . . , σn, on écrit A  B pour signifier qu’il existe une constante c  0, indépendante
des variables σ1, . . . , σn, telle que A  cB . Soient X un espace de Banach, p ∈ [1,∞] et T
un réel positif. On désigne par LpT (X) ou L
p
T X (resp. CT (X)) l’espace Lp([0, T ],X) (resp.
C([0, T ],X)). Si l’espace de Schwarz S(Rd) s’injecte par continuité dans l’espace X, on note
par X˜ l’adhérence de S(Rd) dans X. On désigne enfin par C0(Rd) l’espace des fonctions réelles
continues sur Rd et qui tendent vers 0 lorsque ‖x‖ → ∞.
2.2. L’opérateur intégral d’Oseen
Pour t > 0, on désigne par Kt le noyau de l’opérateur d’Oseen etP∇ . Il est bien connu (voir
Proposition 11.1 de [9]) que Kt est de classe C∞ sur Rd et vérifie les estimations ponctuelles
suivantes :
∣∣Dαx Kt (x)∣∣ Cα
(
√
t + |x|)d+1+|α| , ∀t > 0, x ∈ R
d et α ∈ Nd . (2.2)
Nous introduisons ensuite les deux opérateurs linéaires LOss et L 1
2 Oss
définis par :
LOss(f )(t) = −
t∫
0
e(t−s)P∂f (s) ds, (2.3)
L 1
2 Oss
(f )(t) = −
t∫
t
2
e(t−s)P∂f (s) ds (2.4)
où P∂ désigne l’une de composante de l’opérateur matriciel P∇ . Ainsi, en tenant compte de la
notation (1.1), l’opérateur B s’écrit
B(u, v) = LOss(u× u) (2.5)
et les équations (NS) s’écrivent :
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ce qui implique, en vertu de la propriété de semi-groupe e(t+t ′) = etet ′, la relation suivante :
u(t) = et/2u
(
t
2
)
+ L 1
2 Oss
(u× u)(t) (2.7)
qui jouera un rôle important dans la démonstration du Théorème 1.3.
Nous établissons maintenant quelques propriétés utiles de l’opérateur “intégral
d’Oseen” LOss.
Proposition 2.1. Soient T > 0 et 1 <p, q < ∞. Il existe une constante positive Cp,q telle que :∥∥ ∇LOss(f )∥∥LpT Lq  Cp,q‖f ‖LpT Lq , (2.8)∥∥LOss(f )∥∥LpT Lq  Cp,q(1 +
√
T )‖f ‖
L
p
T H
−1
q
, (2.9)
où ∇ est l’opérateur gradient.
Démonstration. La première estimation est une conséquence directe de la continuité de l’opé-
rateur de Calderon–Zygmund ∇∂P

sur l’espace Lq(Rd) [17,19] et de la propriété suivante de la
régularité maximale LpT Lq du Laplacien (voir par exemple [9]) :∥∥∥∥∥
t∫
0
e(t−s)f (s) ds
∥∥∥∥∥
L
p
T L
q
 Cp,q‖f ‖LpT Lq .
Montrons la seconde estimation. Soit χ ∈ C∞c (Rd) égale à 1 sur un voisinage de l’origine. Pour
f ∈ LpT H−1q , on pose h = (1−)−1/2f , f0 = χ(D)(1−)1/2h et fk = (1−χ(D)) ∂k(1−)1/2h
pour 1 k  d . On a bien f = f0 +∑dk=1 ∂kfk ; en plus, grâce à la théorie des multiplicateurs de
Marcinkiewicz [17,19], on a ∑dk=0 ‖fk‖LpT Lq  Cq‖f ‖LpT H−1q . Alors, d’après l’estimation (2.8),
on a :
d∑
k=1
∥∥∂kLOss(fk)∥∥LpT Lq  ‖f ‖LpT H−1q .
D’autre part, d’après l’inégalité de Young et l’estimation (2.2), on a pour tout t ∈ [0, T ] :
∥∥LOss(f0)(t)∥∥q 
t∫
0
1√
t − s
∥∥f0(s)∥∥q ds.
Ce qui implique que ‖LOss(f0)‖LpT Lq 
√
T ‖f0‖LpT Lq et achève par conséquent la preuve. 
Pour énoncer le second résultat consernant l’opérateur intégral d’Oseen, nous introduisons les
espaces ZpT,u qui nous seront utiles le long de ce travail.
Définition 2.1. Soient T > 0 et p  1. ZpT,u est l’espace des fonctions u ∈ Lploc(QT ) telles que :
‖u‖
Z
p
T,u
= sup
x0∈Rd
‖u‖Lp(Q(x0,T )) < ∞,
où QT = [0, T ] × Rd et Q(x0, T ) = [0, T ] × B¯(x0,1).
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pour tout multi-indice α ∈ Nn il existe une constante Cα qui ne dépend que de α, telle que :∥∥∂αLOss(f )∥∥L∞(Q(x0,T ))  Cα‖f ‖Z1T ,u . (2.10)
Démonstration. Elle résulte de l’estimation (2.2). En effet, pour tout (t, x) dans Q(x0, T ), on a :
∣∣∂αLOss(f )(t, x)∣∣
T∫
0
∫
|x−y|1
|f (s, y)|
|x − y|d+1+|α| dy ds

∑
k∈Zd\{0}
1
|k|d+1+|α|
T∫
0
∫
x+k+[0,1]d
∣∣f (s, y)∣∣dy ds
 ‖f ‖
Z
1
T ,u
. 
2.3. Espaces de Besov
Nous rappelons tout d’abord la décomposition de Littlewood–Paley. Soit ϕ ∈ C∞c (Rd) égale
à 1 sur la boule unité et à support inclus dans la boule B(0,2). On considère ensuite la fonction
ψ ∈ C∞c (Rd) définie par ψ(ξ) = ϕ(ξ2 )−ϕ(ξ). Le support de ψ est ainsi inclus dans la couronneC(0, r1 = 1, r2 = 4). Pour j ∈ N, on désigne par Sj et j les multiplicateurs de Fourier définis
par : Sjf = ϕ( D2j )f et jf = ψ( D2j )f . L’identité f = S0f +
∑
j0 jf (vraie dans S′(Rd)
pour toute distribution tempérée f ) est dite la décomposition de Littlewood–Paley de f .
Nous pouvons maintenant définir les espaces de Besov sur les espaces Lp(Rd).
Définition 2.2. Soient s ∈ R et 1 p,q ∞. L’espace de Besov Bs,qp est l’ensemble de distri-
butions f ∈ S′(Rd) telles que :
‖f ‖Bs,qp ≡ ‖S0f ‖p +
∥∥(2sj‖jf ‖p)j
∥∥
lq (N)
< ∞.
Plus généralement, nous pouvons définir les espaces de Besov sur les espaces de Banach X
vérifiant les deux propriétés suivantes :
S
(
R
d
)
↪→ X ↪→ S′(Rd), (2.11a)
‖f ∗ g‖X  CX‖f ‖1‖g‖X, (2.11b)
pour tout f ∈ L1(Rd) et tout g ∈ X.
Définition 2.3. Soit X un espace de Banach vérifiant les propriétés (2.11a)–(2.11b) et soient
s ∈ R et 1  q ∞. L’espace de Besov Bs,qX est l’ensemble de distributions f ∈ S′(Rd) telles
que :
‖f ‖Bs,qX ≡ ‖S0f ‖X +
∥∥(2sj‖jf ‖X)j
∥∥
lq (N)
< ∞.
La proposition suivante regroupe quelques propriétés classiques en relation avec l’effet ré-
gularisant de semi-groupe de la chaleur et de l’opérateur intégral d’Oseen sur les espaces de
Besov Bs,∞.X
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s ∈ R. Alors :
(i) L’opérateur P∂ est continu de Bs,∞X dans Bs−1,∞X .
(ii) Pour tout σ  s et tout T > 0, la famille d’opérateurs (t σ−s2 et)0<tT est bornée dans
L(Bs,∞X ,Bσ,∞X ).
(iii) Il existe une constante Cs > 0 telle que, pour tout T > 0 et pour tout t ∈ [0, T ],∥∥LOss(f )(t)∥∥Bs+1,∞X  Cs(1 + T ) sup0τt
∥∥f (τ)∥∥
B
s,∞
X
, (2.12)
∥∥L 1
2 Oss
(f )(t)
∥∥
B
s+1,∞
X
 Cs(1 + T ) sup
t
2τt
∥∥f (τ)∥∥
B
s,∞
X
. (2.13)
La démonstration de cette proposition est simple (voir par exemple [2,9,13]).
Pour pouvoir étudier quelques propriétés de la multiplication ponctuelle dans les espaces
de Besov, nous introduisons une version simplifiée du paraproduit de Bony : pour f et g
dans S′(Rd), on définit (formellement) Π1(f, g) et Π2(g, f ) par :
Π1(f, g) =
∑
j3
Sj−3f jg et Π2(g, f ) =
∑
j−1
Sj+4g jf
où on pose −1 = S0. On peut vérifier aisément que les spectres de Sj−3f jg et de Sj+4g jf
sont respectivement inclus dans les couronnes 2jC(0, r1 = 34 , r2 = 94 ) et les boules 2jB(0,12).
On a aussi l’égalité fg = Π1(f, g)+Π2(g, f ) dans la cas où f et g sont dans l’espaces S(Rd).
Grâce à des propriétés de densité et de continuité des opérateurs Π1 et Π2 on peut conclure
aisément que cette égalité est en effet vraie pour une classe large des distributions f et g.
Proposition 2.4. Soit X un espace de Banach vérifiant les propriétés (2.11a)–(2.11b) et la pro-
priété suivante de la multiplication ponctuelle :
‖fg‖X  CX‖f ‖∞‖g‖X. (2.14)
Soient σ1, σ2 et σ3 trois réels tels que σ1 < 0. Alors l’opérateur Π1 est continu de Bσ1,∞∞ ×Bσ2,∞X
dans Bσ2+σ1,∞X et de L∞(Rd) × Bσ3,∞X dans Bσ3,∞X . Cette propriété reste vraie pour l’opéra-
teur Π2 si on suppose en plus que σ1 + σ2 > 0 et σ3 > 0.
La démonstration est simple (voir par exemple [1,9,13]).
Nous allons montrer, à la fin de cette sous section, une propriété importante des espaces ZpT,u
qui est une version locale d’une inégalité de Sobolev précisée [7].
Proposition 2.5. Soient T > 0 et q ∈ ]1,∞[. Il existe une constante Cq > 0 telle que :
‖u‖
Z
2q
T ,u
 Cq
(‖u‖
Z
q
T ,u
+ ‖∇u‖
Z
q
T ,u
)1/2(
sup
0tT
∥∥u(t)∥∥
B
−1,∞∞
)1/2
. (2.15)
Démonstration. Soit φ ∈ C∞c (Rd) telle que φ ≡ 1 sur la boule unité et φ ≡ 0 en dehors de la
boule B(0,2). En appliquant l’inégalité de Sobolev précisée de Gérard, Meyer et Oru [7] (voir
aussi [10]) :
‖f ‖2q  Cq‖f ‖1/21 ‖f ‖1/2−1,∞ , (2.16)Hq B∞
824 R. May / Bull. Sci. math. 133 (2009) 817–836on obtient, pour tout t ∈ [0, T ] et tout x0 ∈ Rd ,∥∥φ(.+ x0)u(t)∥∥2q 
∥∥φ(.+ x0)u(t)∥∥1/2H 1q
∥∥φ(.+ x0)u(t)∥∥1/2
B
−1,∞∞
. (2.17)
D’autre part, en utilisant les lois du produit dans les espaces de Besov (Proposition 2.4), on peut
facilement montrer l’inégalité
‖fg‖
B
−1,∞∞  ‖f ‖B2,∞∞ ‖g‖B−1,∞∞ .
Alors l’inégalité (2.17) et le fait que la norme dans les espaces de Besov soit invariante par
translation donnent :
‖u‖L2q (Q(x0,T )) 
∥∥φ(.+ x0)u∥∥L2q ([0,T ]×Rd )

∥∥φ(.+ x0)u∥∥1/2LqT H 1q
∥∥φ(.+ x0)u(t)∥∥1/2
B
−1,∞∞

(‖u‖
Z
q
T ,u
+ ‖∇u‖
Z
q
T ,u
)1/2(
sup
0tT
∥∥u(t)∥∥
B
−1,∞∞
)1/2
.
Ce qui achéve la preuve. 
2.4. Espaces de Morrey–Campanato
Nous rappelons la définition de ces espaces :
Définition 2.4. Soient 1 <p  q deux réels. L’espace de Morrey–Campanato Mp,q = Mp,q(Rd)
est l’ensemble des fonctions f ∈ Lploc(Rd) telles que :
‖f ‖Mp,q ≡ sup
x0∈Rd
sup
0<R1
R
d( 1
q
− 1
p
)
( ∫
B(x0,R)
∣∣f (x)∣∣p dx
)1/p
< ∞.
La proposition suivante regroupe quelques propriétés élémentaires des espaces de Morrey–
Campanato. Pour plus de détails sur ces espaces et leurs rôles dans l’étude des équations de
Navier–Stokes, nous renvoyons le lecteur aux références suivantes [6,9,20].
Proposition 2.6. Soient 1 <p1  p  q trois réels. On a les assertions suivantes :
• Mp,q ↪→ Mp1,q ; en particulier, ∀r  q on a Lr(Rd) ↪→ Mq,q ↪→ Mp,q .
• La multiplication ponctuelle est continue de L∞(Rd) × Mp,q dans Mp,q et de
C0(Rd)× M˜p,q dans M˜p,q .
• Il existe une constante Cp,q  0 telle que ∀f ∈ Mp,q ∀λ ∈ ]0,1],
λ
d
q
∥∥f (λ.)∥∥
Mp,q
 Cp,q‖f ‖Mp,q .
• Mp,q ↪→ B−
d
q
,∞
∞ .
• La convolution est continue de L1(Rd)× M˜p,q dans M˜p,q .
Démonstration. Les trois premières assertions sont triviales. La quatrième assertion est une
conséquence directe de l’assertion précédente et de l’injection Mp,q ↪→ S′(Rd). La dernière
propriété se demontre aisement en utilisant la densité de S(Rd) dans les espaces L1(Rd) et M˜p,q
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(voir Proposition 4.1 de [9]). 
2.5. Solutions de Kato des équations de Navier–Stokes
Dans [8], T. Kato a montré l’existence des solutions réguliéres des équations de Navier–Stokes
associées à des données initiales appartenat à l’espace de Lebesgue limite Ld(Rd). Son approche
peut être généralisé pour montrer l’existence des solutions des équations de Navier–Stokes pour
une classe large des espaces de données initiales dits espaces de Kato.
Définition 2.5 (Espaces de Kato). Un espace de Kato est un espace de Banach X qui vérifie
les propriétés (2.11a)–(2.11b) et les trois propriétés suivantes : X s’injecte par continuité dans
l’espace de Besov B−1,∞∞ , S(Rd) est dense dans X et la multiplication ponctuelle est continue
C0(Rd)×X dans X.
Remaque 2.1. Il est clair que les espaces de Lebesgue Lp(Rd), avec p  d , sont des espaces
de Kato. D’autre part, la Proposition 2.6 implique que les espaces M˜p,q(Rd), avec 1 < p  q et
q  d , sont aussi des espaces de Kato.
Proposition 2.7. Soit X un espace de Kato et soit u0 ∈ X. Alors :
(i) Il existe une unique solution maximale u des équations (NS) appartenant à l’espace
C([0, T ∗[,X) ∩ C1/2([0, T ∗[,C0(Rd)) où C1/2([0, T ∗[,C0(Rd)) = {v ∈ C(]0, T ∗[,
C0(Rd)); limt→0 √t‖v(t)‖∞ = 0}. La solution u est dite la solution maximale de Kato
et T ∗ son temps maximal d’existence.
(ii) La solution u est de classe C∞ sur ]0, T ∗[ × Rd ; plus précisément, pour tout (j,α) ∈
N×Nd , ∂jt Dαx u ∈ C(]0, T ∗[,X ∩C0(Rd)). En plus, pour tout σ  0, tσ/2u ∈ L∞loc([0, T ∗[,
B˜
σ,∞
X ) et t
σ+1
2 u ∈ L∞loc([0, T ∗[, B˜σ,∞∞ ).
(iii) Si T ∗ < ∞ alors il existe une constante absolue ε∗ > 0 telle que :
lim
t→T ∗
∥∥u(t)−ω∥∥
B
−1,∞∞  ε∗, ∀ω ∈ B˜
−1,∞∞ ;
en particulier, u ne se prolonge pas en une fonction continue sur [0, T ∗] à valeurs
dans B−1,∞∞ .
La démonstration des assertions (i) et (ii) est classique [9]. La dernière assertion est démontrée
dans [14] dans le cas où l’espace de Kato est l’espace Ld(Rd) mais la même démonstration est
aussi valable dans le cas général [13].
3. Démonstration du Théorème 1.4
Dans cette section, nous montrons le Théorème 1.4. La démonstration est une adaptation de
celle du théorème de comparaison de P.G. Lemarié-Rieusset (Théorème 21.1 de [9]).
Commençons par montrer l’injection M(Lq,H−1,q ) ↪→ Mq ′,d . Soit f ∈ M(Lq,H−1,q ) et
soit φ ∈ C∞c (Rd) une fonction fixée telle que φ ≡ 1 sur la boule unité de Rd . Par dualité, il existe
une constante Cq telle que :
‖f φx ,R‖q ′  Cq‖f ‖Xq‖φx ,R‖H−1,q′ ∀x0 ∈ Rd, R ∈ ]0,1]0 0
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‖1B(x0,1)f ‖q ′  C(q,φ)R−d(
1
d
− 1
q′ ) ∀x0 ∈ Rd , R ∈ ]0,1],
et montre par conséquent l’injection voulue.
Montrons maintenant la première injection. Il suffit de montrer que la multiplication ponc-
tuelle est continue de Lq × H 1,q ′ dans Np′,d ′ où Np′,d ′ est l’espace prédual de Mp,d . On peut
facilemement vérifier que Np′,d ′ est l’ensemble des fonctions f qui s’écrivent sous la forme
f = ∑k fk avec fk ∈ Lp′comp et telles que ∑k dd(
1
d′ − 1p′ )
k ‖fk‖p′ < ∞ où dk est le diamètre du
support de fk (voir Lemme 21.1 de [9]).
Soient u ∈ Lq et v ∈ H 1,q ′ pour montrer que ω = uv ∈ Np′,d ′ on va utiliser une base d’onde-
lettes à support compact de I. Daubechies [3]. Soit alors ϕ et (ψε)1ε2d−1 dans C2c (Rd) telles
que la famille
B ≡ {ϕ(.− κ), ψε,j,k = 2jd/2ψε(2j .− k), 1 ε  2d − 1, k ∈ Zd, j ∈ N}
forme une base orthonormée de L2(Rd). Nous rappelons (voir [3,9]) que cette base permet de
caractériser les espaces de Sobolev Hs,r (Rd) pour 1 < r < ∞.
f =
∑
k
ckϕ(.− κ)+
∑
ε,j,k
cεjkψε,j,k,
‖f ‖Hs,r 
(∑
k
|ck|r
)1/r
+
∥∥∥∥
(∑
ε,j,k
|cεjk|22(2s+d)j1Qjk (x)
)1/2∥∥∥∥
Lr
(3.18)
où Qjk est le cube dyadique défini par : Qjk = {x ∈ Rd; 2j x − k ∈ [0,1]d}.
Pour simplifier les notations, nous supposons dans la suite que les supports des fonctions ϕ et
(ψε)1ε2d−1 sont inclus dans le cube unité Q = [0,1]d . On considère la décomposition de v
dans la base B,
v =
∑
ckϕ(.− κ)+
∑
cεjkψε,j,k ≡ v0 + v1.
Il est clair que :
‖uv0‖Np′,d′ 
∑
|ck|
∥∥uϕ(.− κ)∥∥
p′
 ‖v‖
H 1,q′
(∑∥∥uϕ(.− κ)∥∥q
p′
)1/q
 ‖v‖
H 1,q′
(∑∥∥uϕ(.− κ)∥∥q
q
)1/q
 ‖v‖
H 1,q′ ‖u‖q .
Pour pouvoir estimer ‖uv1‖Np′,d′ on introduit la fonction
w(x) =
(∑
ε,j,k
|cεjk|22(2+d)j1Qjk (x)
)1/2
.
Pour N ∈ Z, on pose EN = {x ∈ Rd tel que w(x) > 2N }. On a bien, pour tout s > 0,∑
N
2sN1EN (x) =
∑
N
2sN  (w(x))s (3.19)
2 <w(x)
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N
2q
′N |EN |  ‖w‖q
′
q ′ . (3.20)
D’autre part, il est clair que si (cεjk)ε = 0 alors il existe un unique N ∈ Z tel que (j, k) ∈
FN\FN+1 où FN = {(j, k) ∈ N × Zd , Qjk ⊂ EN }. Ainsi, on peut considérer la décomposition
suivante de v1 :
v1 =
∑
N
∑
Q∈HN
∑
(j,k)∈FN\FN+1,Qjk⊂Q
∑
ε
cεjkψε,j,k ≡
∑
N
∑
Q∈HN
v1Q
où HN est l’ensemble de cubes dyadiques maximaux appartenant à {Qjk, (j, k) ∈ FN\FN+1}.
Avant de passer à étudier les conséquences de cette décomposition, il convient de noter que,
puisque la famille {Q, Q ∈ HN } est une partition d’une sous partie de EN , alors∑
Q∈HN
1Q  1EN . (3.21)
Montrons maintenant que pour tout N ∈ Z et tout Q ∈ HN on a :
w1N(x) ≡
( ∑
(j,k)∈FN\FN+1,Qjk⊂Q
∑
ε
|cεjk|22(2+d)j1Qjk (x)
)1/2
 2N+11Q(x). (3.22)
Supposons par l’absurde que cette inégalité n’est pas vérifiée par un certain point z ∈ Q. Alors il
existe une sous famille finie δQ(z) de Q(z) = {(j, k) ∈ FN\FN+1, z ∈ Qjk ⊂ Q} telle que :
wδQ(z)(z) ≡
( ∑
(j,k)∈δQ(z)
∑
ε
|cεjk|22(2+d)j1Qjk (z)
)1/2
> 2N+1.
Comme la famille {Qjk, z ∈ Qjk} est totalement ordonnée, alors l’ensemble {Qjk, (j, k) ∈
δQ(z)} admet un plus petit élement Qj0k0 . Il est clair que la fonction wδQ(z) est constante sur
le cube Qj0k0 , alors l’inégalité précédente implique que Qj0k0 ⊂ EN+1, ce qui est impossible
puisque (j0, k0) /∈ FN+1.
On déduit de (3.18) et (3.22) que, pour tout réel s > 1,
‖v1Q‖s 
∥∥∥∥
( ∑
(j,k)∈FN\FN+1,Qjk⊂Q
∑
ε
|cεjk|22dj1Qjk (z)
)1/2∥∥∥∥
s
 2N(dQ)1+
d
s (3.23)
où dQ est le diamétre du cube Q. Nous pouvons maintenant estimer ‖uv1‖Np′,d′ . Comme p′ < q ,
alors il existe σ et t > 1 tels que 1
p′ = 1q + 1s + 1t = 1σ + 1t . En appliquant les inégalités de Hölder
et en utilisant (3.23), on obtient les estimations suivantes :
‖uv1‖Np′,d′ 
∑
N
∑
Q∈HN
(dQ)
d( 1
p′ − 1d′ )‖uv1Q‖p′

∑
N
∑
Q∈HN
‖u1Q‖σ 2N(dQ)d/σ ′

∥∥∥∥u
(∑ ∑
2γN1Q
)1/σ∥∥∥∥
σ
(∑ ∑
2q
′N |Q|
)1/σ ′N Q∈HN N Q∈HN
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∥∥∥∥
∑
N
∑
Q∈HN
2γN1Q
∥∥∥∥
1/σ
s/σ
(∑
N
∑
Q∈HN
2q
′N |Q|
)1/σ ′
≡ ‖u‖qA1/σB
où γ = σ(1 − q ′
σ ′ ) = σq
′
s
. Ensuite, grâce aux inégalités (3.19)–(3.21), on a :
A
∥∥∥∥
∑
N
2γN1EN
∥∥∥∥
s/σ

∥∥|w|γ ∥∥
s/σ
= ‖w‖γ
q ′,
B 
(∑
N
2q
′N |EN |
)1/σ ′
 ‖w‖
q′
σ ′
q ′ .
On conclut alors que :
‖uv1‖Np′,d′  ‖u‖q‖w‖q ′  ‖u‖q‖v‖H 1,q′ .
Ce qui achève la preuve.
4. Un résultat d’unicité forte-faible
La démonstration du Théorème 1.3 repose essentiellement sur le résultat d’unicité forte-faible
suivant.
Théorème 4.1. Soit r ∈ ]2, d], p > 2 et soient u ∈ ZpT,u ∩ C([0, T ],B−1,∞∞ ) et v ∈ C([0, T ],
M˜r,d ) deux solutions des équations de Navier–Stokes associées à la même donnée initiale u0.
Alors u = v.
Démonstration. Tout d’abord, comme les espaces ZpT,u sont décroissants en p, on peut supposer
que 2 <p  r . Ceci entraîne en particulier que l’espace C([0, T ], M˜r,d ) est inclus dans ZpT,u.
1e`re étape : Nous montrons que pour tout α  0, tα/2v ∈ L∞([0, T ], B˜α,∞Yr ) où Yr ≡ M˜r,d .
L’espace Yr est de Kato, alors d’après la Proposition 2.7, les équations (NS) avec donnée ini-
tiale u0 admettent une unique solution maximale de Kato v˜, soit T ∗ son temps maximal d’exis-
tence. L’unicité des solutions de équations (NS) dans l’espace C([0, T ∗[, Yr) [6] implique que
v = v˜ sur [0,min(T ,T ∗)[. Ainsi, en vertu de l’injection de Yr dans B˜−1,∞∞ , la dernière assertion
de la Proposition 2.7 assure que T ∗ > T . Ce qui nous permet de conclure vu la régularité des
solutions maximales de Kato.
2e`me étape : On pose ω = u−v. Montrons que (t) ≡ B(ω,ω)(t) → 0 dans B−1,∞∞ lorsque t
tend vers 0. Comme ω =  + B(v,ω) + B(ω, v), ω ∈ C([0, T ],B−1,∞∞ ) et ω(0) = 0, il nous
suffit alors de montrer que 1(t) ≡ B(v,ω)(t) et 2(t) ≡ B(ω, v)(t) tendent vers 0 dans B−1,∞∞
lorsque t tend vers 0. Nous écrivons la démonstration pour 1, celle relative à 2 étant tout à fait
analogue. En utilisant (2.5) et le paraproduit de Bony, on écrit :
1 = Loss
(
Π1(v,ω)
)+ Loss(Π2(ω, v))≡ 11 +12.
L’injection de Yr dans B−1,∞∞ , la Proposition 2.4 et l’estimation (2.12) impliquent que :∥∥11(t)∥∥ −1,∞ MT (v) θ(t) (4.24)B∞
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MT (v) ≡ sup
0sT
∥∥v(s)∥∥
Yr
et θ(t) ≡ sup
0st
∥∥ω(s)∥∥
B
−1,∞∞ .
Soit α ∈ ]1,2[ un réel fixé. Dans l’étape précédente, on a vu que la quantité
Mα,T (v) ≡ sup
0sT
tα/2
∥∥v(t)∥∥
B
α,∞
Yr
est finie. Alors, d’après les Propositions 2.3–2.4 et l’injection de B0,∞Yr dans B
−1,∞∞ , on a pour
tout t ∈ [0, T ],
∥∥12(t)∥∥B−1,∞∞ 
t∫
0
∥∥e(t−s)∥∥L(Bα−2,∞Yr ,B0,∞Yr )
∥∥P∂Π2(ω, v)(s)∥∥Bα−2,∞Yr ds

t∫
0
(t − s) α2 −1∥∥Π2(ω, v)(s)∥∥Bα−1,∞Yr ds
 μαMα,T (v)θ(t),
où μα =
∫ 1
0 (1 − s)−1+α/2s−α/2 ds. Cette inégalité jointe à (4.24) achève la 2e`me étape, puisque
θ(t) → 0 lorsque t → 0+.
3e`me étape : Soient δ ∈ ]0,min(1, T )] et ε > 0 deux réels à choisir ultérieurement. Nous
cherchons, dans cette étape, à estimer les normes des fonctions  , 1 et 2 (définies dans
l’étape précédente) dans l’espace Zpδ,u. Comme C∞c ([0, T ] × Rd) est dense dans l’espace
C([0, T ], Yr), alors il existe deux fonctions vε et v∞ ∈ C([0, T ], Yr) telles que v = vε + v∞,
sup0sT ‖vε(s)‖Yr  ε et que M∞ ≡ sup0sT ‖v∞(s)‖∞ < ∞. Soit φ ∈ C∞c (Rd) telle que
φ ≡ 1 sur la boule B(0,2) et φ ≡ 0 en déhors de la boule B(0,3). Soit x0 un point quelconque
de Rd . On pose : Q(x0, δ) = [0, δ] × B(x0,1), ω0 = φ(. + x0)ω et ω1 = ω − ω0. On décom-
pose 1 en trois termes :
1 = B(vε,ω0)+ B(v∞,ω0)+ B(v,ω1) ≡ 1a +1b +1c.
En utilisant successivement la Proposition 2.1 et le Théorème 1.4, on obtient :
‖1a‖Lp(Q(x0,δ))  ‖1a‖Lpδ Lp  ‖vεω0‖Lpδ H−1p  ε‖ω‖Zpδ,u .
D’autre part, d’après l’inégalité de Young, on a :
∥∥1b(t)∥∥p M∞
t∫
0
‖ω0(s)‖p√
t − s ds,
ce qui implique :∥∥1b(t)∥∥Lpδ Lp M∞
√
δ‖ω‖
Z
p
δ,u
.
La Proposition 2.2 et l’injection des espaces C([0, T ], Yr ) et Zpδ,u dans l’espace Z2δ,u, assurent
que :
‖1c‖Lp(Q(x0,δ))  δ1/p‖v‖L∞Yr‖ω‖Zp .T δ,u
830 R. May / Bull. Sci. math. 133 (2009) 817–836En résumé, il existe une constante positive C indépendante de δ, ε et M∞ telle que :
‖1‖Zpδ,u  C
(
δ1/p +M∞
√
δ + ε)‖ω‖
Z
p
δ,u
. (4.25)
Exactement de la même manière on montre que ‖2‖Zpδ,u vérifie une estimation similaire :
‖2‖Zpδ,u  C
(
δ1/p +M∞
√
δ + ε)‖ω‖
Z
p
δ,u
. (4.26)
Estimons enfin ‖‖
Z
p
δ,u
. Pour ce faire, nous utilisons tout d’abord, la Proposition 2.5 qui nous
donne :
‖‖2
Z
p
δ,u

(‖‖
Z
p/2
δ,u
+ ‖∇‖
Z
p/2
δ,u
)
sup
0sδ
∥∥(s)∥∥
B
−1,∞∞ . (4.27)
Estimons maintenant les quantités ‖‖
Z
p/2
δ,u
et ‖ ∇‖
Z
p/2
δ,u
. Soit x0 un point quelconque de Rd .
En reprenant les notations utilisées dans l’étape précédente, on écrit :
 = B(ω,ω0)+ B(ω,ω1) ≡ a +b.
D’après la Proposition 2.2 et l’injection de Zpδ,u dans Z2δ,u on a :
‖b‖L∞(Q(x0,δ)) + ‖∇b‖L∞(Q(x0,δ))  ‖ω‖2Zpδ,u . (4.28)
D’autre part, en vertu de la Proposition 2.1, on a :
‖ ∇a‖Lp/2δ Lp/2  ‖ω‖
2
Lp([0,δ]×B(x0,3))  ‖ω‖2Zpδ,u . (4.29)
Enfin, l’inégalité de Young donne :
∥∥a(t)∥∥Lp/2 
t∫
0
‖ω‖2Lp(B(x0,3))√
t − s ds,
ce qui implique :∥∥a(t)∥∥Lp/2δ Lp/2 
√
δ‖ω‖2Lp([0,δ]×B(x0,3))  ‖ω‖2Zpδ,u . (4.30)
Rassemblons les inégalités (4.28)–(4.30), on obtient :
‖‖
Z
p/2
δ,u
+ ‖∇‖
Z
p/2
δ,u
 ‖ω‖2
Z
p
δ,u
.
L’inégalité (4.27) devient ainsi :
‖‖
Z
p
δ,u
 ‖ω‖
Z
p
δ,u
μ(δ) (4.31)
où
μ(δ) ≡
(
sup
0sδ
∥∥w(s)∥∥
B
−1,∞∞
)1/2
.
En résumé, les inégalités (4.25), (4.26) et (4.31), jointes à l’identité ω =  +1 +2, donnent :
‖ω‖
Z
p
δ,u
 C
[
μ(δ)+ δ1/p +M∞
√
δ + ε]‖ω‖
Z
p
δ,u
où C est une constante positive indépendante de ε, M∞ et δ. Rappelons enfin que, d’après la
deuxième étape, μ(δ) → 0 lorsque δ → 0, alors, en choisissant ε puis δ assez petits, on obtient
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Z
p
δ,u
 12‖ω‖Zpδ,u qui implique que u = v sur [0, δ]. Enfin, par étiration et en utili-
sant le fait que v et u sont continues sur [0, T ] à valeurs dans l’espace B−1,∞∞ , on passe d’une
manière classique (voir Lemme 27.2 de [9]) de l’unicité locale à l’unicité globale i.e. u = v
sur [0, T ]. 
5. Démonstration du Théorème 1.3
La démonstration du Théorème1.3 va résulter essentiellement du lemme de régularité suivant :
Lemme 5.1. Soient T > 0, 2 < r  d , p > 2 et u ∈ LpT (M˜r,d ) ∩ CT (B−1,∞∞ ) une solutions des
équations de Navier–Stokes. Alors
√
tu ∈ C(]0, T ],C0(Rd)) et √t‖u(t)‖∞ → 0 lorsque t → 0.
La démonstration de ce lemme suit les grandes lignes de la démonstration du Lemme 9
de [10].
Démonstration du Lemme 5.1. Comme l’ensemble Ω ≡ {t ∈ ]0, T2 ] tel que u(t) ∈ Yr ≡ M˜r,d}
est dense dans [0, T2 ] et u ∈ C([0, T ], B˜−1,∞∞ ), alors il nous suffit de prouver que pour tout
t0 ∈ Ω , u ∈ C(]t0, T ],C0(Rd)) et pour tout ε > 0 il existe une constante μ = μ(ε) > 0 indépen-
dante de t0 telle que :
sup
0<tμ
√
t
∥∥u(t + t0)∥∥∞  ε.
Soient t0 ∈ Ω et ε > 0. Nous partageons la suite de la preuve en deux étapes.
1e`re étape : Tout d’abord, on peut supposer sans perdre de généralité que 2 < p  r . Ceci
implique que u est dans l’espace ZpT,u ∩ C([0, T ],B−1,∞∞ ). Ensuite, en procédant exactement
comme dans la première étape de la démonstration du théorème précédent à la seule différence
d’utiliser le Théorème 4.1 à la place de l’unicité dans l’espace C([0, T ], M˜r,d ), on montre que
la fonction w = u(. + t0) est la réstriction sur [0, T − t0] de la solution maximale de Kato des
équations (NS) associées à la donnée initiale w0 = u(t0) appartenant à l’espace de Kato M˜r,d . Il
en résulte en particulier que : u ∈ C(]t0, T ],C0(Rd)).
2e`me étape : Pour s ∈ R, on désigne par ‖.‖s la norme de l’espace de Besov Bs,∞∞ . Soit
σ ∈ ]1,2[ un réel fixé et soit  > 0 un réel à choisir ultérieurement en fonction de ε et σ .
Puisque l’espace M˜r,d est inclus dans B˜−1,∞∞ alors la solution u appartient à C([0, T ], B˜−1,∞∞ ).
Par conséquent, un argument classique de densité assure l’existence de deux fonctions u et u∞
dans C([0, T ], B˜−1,∞∞ ) telles que u = u + u∞,
sup
0sT
∥∥u(s)∥∥−1   et M∞(u) ≡ sup
0sT
∥∥u∞(s)∥∥∞ < ∞.
On considère ensuite les applications w = u(.+ t0), w = u(.+ t0) et w∞ = u∞(.+ t0) définies
sur [0, T2 ]. D’après l’étape précédente, w est la restriction sur [0, T2 ] de la solution maximale de
Kato des équations (NS) avec donnée initiale w0 = u(t0), alors, pour tout δ ∈ [0, T2 ], la quantité
θσ (δ) ≡ sup
0<t<δ
t
1+σ
2
∥∥w(t)∥∥
σ
est finie. En plus, grâce à (2.7) et au paraproduit de Bony, on a pour tout t  T ,2
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(
t
2
)
+ L 1
2 oss
(w ×w)(t)
= et/2wε
(
t
2
)
+ et/2w∞
(
t
2
)
+
2∑
i=1
L 1
2 oss
(
Πi(w,w)
)+ L 1
2 oss
(
Πi(w∞,w)
)
≡ w0(t)+w0∞(t)+
2∑
i=1
wi(t)+wi∞(t).
L’injection de L∞ dans B0,∞∞ et la deuxième assertion de la Proposition 2.3 impliquent que :
sup
0<t<δ
t
1+σ
2
∥∥∥∥et/2w
(
t
2
)∥∥∥∥
σ
 sup
0<t<δ
(
t
1+σ
2
∥∥w0(t)∥∥σ + t 1+σ2
∥∥w0∞(t)∥∥σ )

[
 + √δM∞(u)
]
.
D’autre part, grâce aux Propositions 2.3 et 2.4, on a :
sup
0<t<δ
t
1+σ
2
∥∥wiε(t)∥∥σ  sup0<t<δ t
1+σ
2 sup
t
2 <s<t
∥∥Πi(w,w)(s)∥∥σ−1
 εθσ (δ).
A nouveau, d’après les Propositions 2.3 et 2.4, on a, pour tout t ∈ [0, δ],
∥∥wi∞(t)∥∥σ 
t∫
t/2
∥∥e(t−s)∥∥L(Bσ−1,∞∞ ,Bσ,∞∞ )
∥∥P∂Π2(w∞,w)(s)∥∥σ−1 ds

t∫
t/2
1√
t − s
∥∥w∞(s)∥∥∞
∥∥w(s)∥∥
σ
ds
 t− σ2 M∞(u)θσ (δ),
ce qui donne :
sup
0<t<δ
t
1+σ
2
∥∥wi∞(t)∥∥σ 
√
δM∞(u)θσ (δ).
En résumé, il existe une constante C > 0 qui dépend seulement de σ telle que :
θσ (δ) C
[
 + √δM∞(u)
](
1 + θσ (δ)
)
.
Il en résulte ainsi qu’il existe une constante 0 > 0 telle que si  et δ  0 alors :
θσ (δ) 1 ≡ 2C
[
 + √δM∞(u)
]
.
Utilisons ensuite l’inégalité d’intérpolation :
‖f ‖
B
0,1∞ 
(‖f ‖Bσ,∞∞
) 1
1+σ (‖f ‖
B
−1,∞∞
) σ
1+σ
et l’injection de B0,1∞ dans l’espace L∞, on obtient :
sup
√
t
∥∥w(t)∥∥∞  Cσ [ +
√
δM∞(u)
] 1
1+σ
(
sup
∥∥u(t)∥∥
B
−1,∞∞
) σ1+σ
0<tδ 0tT
R. May / Bull. Sci. math. 133 (2009) 817–836 833où Cσ est une constante qui dépend seulement de σ . Ainsi, en choisissant  puis δ assez petits
(en fonction de ε), on obtient le résultat voulu. 
Remaque 5.1. En utilisant le fait que l’espace C0(Rd) soit un espace de Kato et que
C([0, T ],C0(Rd)) soit une classe triviale d’unicité pour les équations (NS) et en procédant
exactement comme dans la démonstration du lemme précédent, on parvient à montrer que toute
solution u des équations (NS) dans l’espace C(]0, T ],C0(Rd)) ∩ C([0, T ],B−1,∞∞ ) vérifie la
propriété suivante : limt→0
√
t‖u(t)‖∞ = 0.
Dans la démonstration du Théorème 1.3, nous utiliserons aussi le résultat suivant :
Lemme 5.2. Soit p > 2. Il existe une constante Cp > 0 telle que :
∥∥∥∥∥
t∫
0
f (s)√
t − s√s ds
∥∥∥∥∥
Lp(R+)
 Cp‖f ‖Lp(R+).
Démonstration. Ce lemme peut être démontré de plusieurs manières. Nous proposons ici une
démonstration courte et directe due à une remarque de Y. Meyer. Elle consiste à effectuer le
changement de variable s = ts′ et à appliquer ensuite l’inégalité de Minkowski :
∥∥∥∥∥
t∫
0
f (s)√
t − s√s ds
∥∥∥∥∥
Lp(R+)

1∫
0
‖f (s.)‖p√
1 − s√s ds = Cp‖f ‖Lp(R+)
où Cp =
∫ 1
0 (1 − s)−1/2s−1/2−1/p ds. 
Passons enfin à la démonstration du notre théorème principal :
Démonstration du Théorème 1.3. Soient u et v dans Lp([0, T ], M˜r,d ) ∩ C([0, T ],B−1,∞∞ )
deux solutions des équations (NS) telles que u(0) = v(0). D’après le Lemme 5.1, les fonctions√
tu et
√
tv apprtiennent à l’espace L∞([0, T ],L∞) et
Θ(t) ≡ sup
0<st
√
s
(∥∥u(s)∥∥∞ +
∥∥v(s)∥∥∞)→ 0, t → 0. (5.32)
On considére, comme d’habitude, l’application ω = u − v. Comme ω = B(u,ω) + B(ω, v) et
grâce à la dernière assertion de la Proposition 2.6, on a, pour tout t ∈ [0, T ],
∥∥ω(t)∥∥
M˜r,d
Θ(t)
t∫
0
‖ω(s)‖
M˜r,d√
t − s√s ds.
Ainsi, d’après le lemme précédent, on a, pour tout T0  T ,
‖ω‖
L
p
T0
M˜r,d
 CpΘ(T0)‖ω‖LpT0M˜r,d .
Il en résulte ainsi, en vertu de (5.32), que, pour T0 assez petit, ω = 0 sur [0, T0]. Ce qui nous
permet de conclure, comme dans la démonstration du Théorème 4.1, qu’on a en effet l’unicité
globale u = v sur [0, T ]. 
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Soient v1 et v2 deux solutions des équations de Navier–Stokes associées à une même don-
née initiale u0 et appartenant à l’espace Xq,T ≡ C([0, T ], M˜2,d ) ∩ (L1T Lq)uloc. Montrons que
v1 = v2. Nous procédons en deux étapes.
1e´re partie : Grâce aux inégalités d’interpolation dans les espaces de Lebesgue et à l’injection
de C([0, T ], M˜2,d ) dans l’espace (L∞T L2)uloc, il existe un réel p∗ > 2 tel que Xq,T soit inclus
dans l’espace Zp∗u,T . En effet, étant donnée v dans Xq,T on a, pour tout θ ∈ ]0,1[ et tout x0 ∈ Rd ,
‖1B(x0,1)v‖Lp(θ)T Lq(θ) 
(‖1B(x0,1)v‖L∞T L2
)1−θ (‖1B(x0,1)v‖L1T Lq
)θ

(‖v‖
L∞T M˜2,d
)1−θ (‖v‖(L1T Lq)uloc
)θ
où 1
q(θ)
= 1−θ2 + θq et 1p(θ) = θ . Prenons alors p∗ = 3q−2q , il vient
‖v‖
Z
p∗
u,T

(‖v‖
L∞T M˜2,d
)1−1/p∗(‖v‖(L1T Lq)uloc
)1/p∗ .
2e`me étape : On pose ω = v1 − v2. Soient δ ∈ ]0, inf(1, T )] et ε > 0 deux réels à choisir dans
la suite. La densité de Cc([0, T ] × Rd) dans C([0, T ], M˜2,d ) garantit l’existence des fonctions
(viε)1i2 et (vi∞)1i2 appartenant à C([0, T ], M˜2,d ) telles que :
vi = viε + vi∞,
2∑
i=1
‖viε‖L∞T M˜2,d  ε et M∞ ≡
2∑
i=1
‖viε‖L∞T L∞ < ∞.
Soit x0 un point quelconque de Rd . En reprenant les notations utilisées dans la troisième étape
de la démonstration du Théorème 4.1, on écrit :
wα ≡ B(v1,ω)
= B(v1ε,ω0)+ B(v1∞,ω0)+ B(v1,ω1)
≡ wαa +wαb +wαc.
Ensuite, en procédent exactement comme dans l’estimation de la norme Zpu,δ du terme
1 = B(v,ω) dans la démonstration du Théorème 4.1 (première partie de la 3e`me étape),
tout en remplaçant l’injection Mp∗,d ↪→ M(Lp∗ ,H−1,p∗) par l’injection plus précise M2,d ↪→
M(Lp∗ ,H−1,p∗) (due au Théorème 1.4), on obtient facilement :
‖wα‖Zp∗u,δ 
[
ε +M∞
√
δ + δ1/p]‖ω‖
Z
p∗
u,δ
.
De la même manière, on établit une estimation identique pour le terme wβ ≡ B(ω, v2). Ainsi,
comme ω = wα + wβ , on conclut qu’il existe une constante Cp∗ , qui dépend seulement de p∗,
telle que :
‖ω‖
Z
p∗
u,δ
 Cp∗
[
ε +M∞
√
δ + δ1/p]‖ω‖
Z
p∗
u,δ
.
Choisissons alors ε puis δ assez petits, la dérnière inégalité implique que v1 = v2 sur [0, δ]. On
en déduit enfin, d’une manière classique, que v1 = v2 sur l’intervalle entier [0, T ].
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Dans cette section, nous envisageons de montrer d’une manière directe le Théorème d’unicité
de J.-Y. Chemin [2] sans l’hypothèse de régularité supplémentaire sur la donnée initiale u0. La
preuve que nous proposons utilise essentiellement la Remarque 5.1 et le Théorème original de
J.-Y. Chemin [2] qui jouera dans notre preuve le rôle du Théorème 4.1 dans la démonstration du
Lemme 5.1.
Comme dans la démonstration du Théorème 1.3, la démonstration envisagée est une consé-
quence directe du Lemme 5.2 et du résultat de régularité suivant :
Lemme 7.1. Soit d ∈ {3,4} et u une solution des équations de Navier–Stokes dans l’espace
L2T (H
1(Rd)) ∩ CT (B−1,∞∞ ). Alors u appartient aux espaces L4T (L4(Rd)) et C(]0, T ],C0(Rd))
et vérifie limt→0
√
t‖u(t)‖∞ = 0.
Démonstration. Tout d’abord, l’inégalité de Sobolev précisée de Gérard, Meyer et Oru (2.16)
assure que u ∈ L4T (L4(Rd)). Soit maintenant t0 ∈ [0, T2 ] tel que u(t0) ∈ H 1(Rd). Comme d  4,
alors, d’après les inégalités de Sobolev, v0 ≡ u(t0) est dans l’espace de Kato L2(Rd) ∩ Ld(Rd).
Soit alors v la solution maximale de Kato des équations (NS) associées à la donnée initiale v0 et
soit T ∗ son temps maximal d’existence. Montons que v ∈ L2loc([0, T ∗[,H 1(Rd)). Le Théorème
d’équivalence 11.2 de [9] et la régularité des solutions maximales de Kato (Proposition 2.7)
justifient, pour t ∈ ]0, T ∗[, le calcul suivant :
d
2dt
∥∥v(t)∥∥22 +
∥∥ ∇v(t)∥∥22 
∣∣〈(v × v)(t), ∂Pv(t)〉∣∣

∥∥(v × v)(t)∥∥2
∥∥ ∇v(t)∥∥2, (7.33)
où nous avons utilisé la continuité du projecteur de Leray P sur l’espace L2(Rd).
Fixons T ′ ∈ ]0, T ∗[. Soit ε > 0 un réel à choisir dans la suite. Par raison de densité, il existe
deux fonctions vε et v∞ telles que v = vε + v∞, sup[0,T ′]‖vε(t)‖d  ε et sup[0,T ′]‖v∞(t)‖∞ =
M∞ < ∞. En utilisant maintenant les inégalités de Hölder et l’injection de Sobolev H 1(Rd) ↪→
L
2d
d−2 (Rd), on parvient à∥∥(v × v)(t)∥∥2 
∥∥(vε × v)(t)∥∥2 +
∥∥(v∞ × v)(t)∥∥2
 ε
(∥∥v(t)∥∥2 +
∥∥ ∇v(t)∥∥2)+M∞
∥∥v(t)∥∥2.
En choisissant ε assez petit et en insérant ensuite cette inégalité dans (7.33), on obtient, pour tout
t ∈ ]0, T ′],
d
dt
∥∥v(t)∥∥22 +
∥∥ ∇v(t)∥∥22  C
∥∥v(t)∥∥22
où C est une constante qui dépend seulement de T ′. Intégrons enfin cette inégalité entre
t ∈ ]0, T ′] et T ′, puis faisons tendre t vers 0 (on rappelle que v ∈ C([0, T ′],L2)), on obtient
que v ∈ L2
T ′(H
1(Rd)) ce qui donne le résultat demandé.
En résumé, v et u(. + t0) sont deux solutions, dans L2loc([0, δ ≡ inf(T ∗, T − t0)[,H 1(Rd)) ∩
C([0, δ[,B−1,∞∞ ), des équations (NS) associées à la donnée initiale v0 appartenant à
Bd ∩ L2(Rd). Alors le Théorème 1.1 de J.-Y. Chemin implique que u = v sur [0, δ[. On
conclut ainsi, grâce à la Proposition 2.7, que δ = T − t0 et que u appartient à l’espace
C(]t0, T ],C0(Rd)). Enfin, comme l’ensemble {t0 ∈ [0, T ];u(t0) ∈ H 1(Rd)} est dense dans2
836 R. May / Bull. Sci. math. 133 (2009) 817–836[0, T2 ], alors u est dans C(]0, T ],C0(Rd)). Nous déduisons ainsi, en vertu de la Remarque 5.1,
que limt→0
√
t‖u(t)‖∞ = 0, ce qui termine la démonstration du lemme. 
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