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In this paper, we show how to incorporate cubic and hexagonal anisotropies in interfacial energies in phase field
models; this incorporation is achieved by including upto sixth rank tensor terms in the free energy expansion,
assuming that the free energy is only a function of coarse grained composition, its gradient, curvature and
aberration. We derive the number of non-zero and independent components of these tensors. Further, by
demanding that the resultant interfacial energy is positive definite for inclusion of each of the tensor terms
individually, we identify the constraints imposed on the independent components of these tensors. The
existing results in the invariant group theory literature can be used to simplify the process of construction of
some (but not all) of the higher order tensors. Finally, we derive the relevant phase field evolution equations.
PACS numbers: 68.35.-p,68.35.Fx,61.50.Ah,02.70.-c,81.30.Hd,81.30.Mh
I. INTRODUCTION
Phase field models are ideally suited, and hence are
extensively used, to study microstructural evolution1–5.
Anisotropies play a crucial role in the formation and evo-
lution of microstructures. The origins of anisotropy could
be energetic (such as anisotropies in interfacial, elastic or
magnetic energies) and/or kinetic (such as anisotropies in
the attachment kinetics). Hence, a large number of phase
field models have been developed to account for these
anisotropies: even though it is not possible to list all the
phase field studies that deal with anisotropies within the
purview of this article, the following listing is fairly rep-
resentative: see, for interfacial anisotropy6–19; for elas-
tic anisotropy20–25, for magnetocrystalline anisotropy26,
and, for anisotropy in attachment kinetics27.
In a typical phase field model, the microstructure is
described by order parameters and the thermodynamic
quantities (free energy or entropy) are represented as
functionals in these order parameters. The change in or-
der parameters with time (and hence the microstructural
evolution) is described in terms of the variational deriva-
tives of the free energy with respect to these order param-
eters. Hence, it is natural that the energetic anisotropies
are accounted in the phase field models through the free
energies, while the kinetic anisotropies are accounted for
through the relaxation parameters.
The studies on the incorporation of kinetic anisotropies
are relatively few while studies which incorporate the en-
ergetic anisotropies (be it interfacial, elastic or magnetic)
are many. Almost all the phase field models that incor-
porate the anisotropies in the elastic (magnetic) energies
do it the same way, namely, by including the anisotropy
a)Electronic mail: naniiitb777@gmail.com
b)Electronic mail: gururajan.mp@gmail.com; Corresponding au-
thor
in the elastic (magnetic) energy term through the elas-
tic moduli tensor (magnetic property tensor); however,
sometimes, the interfacial energy anisotropy is incorpo-
rated without taking recourse to tensor terms explic-
itly: see, for example, Haxhimali et al17, and Qin and
Bhadeshia18,19.
In this paper, we concentrate on incorporating the
interfacial energy anisotropy by including higher order
(tensor) terms in the Taylor series expansion of the free
energy. This is a well known method. In their classic pa-
per, Cahn and Hilliard28 expanded the free energy upto
second rank terms (by including the gradients and cur-
vatures of the local composition profile). Such a second
rank term cannot be used to capture cubic anisotropies
in interfacial energy. Hence, Abinandanan and Haider6
expanded the free energy upto fourth rank tensors (by
including gradients, curvatures, aberrations and fourth
derivatives of compositions). While cubic anisotropy is
captured by these fourth rank tensors, for hexagonal sys-
tems, inclusion upto sixth rank tensor terms are essential.
Thus, by expanding upto sixth rank tensors we can deal
with both cubic and hexagonal crystal systems which
are probably the most important ones for metals and al-
loys. Further, for isotropic systems as well as symmetries
such as tetragonal, second rank tensor itself is sufficient.
Hence, our aim in this paper is to extend the formula-
tion of Abinandanan and Haider6 to include upto sixth
rank tensors; this extension allows us to (a) include six
fold anisotropy; and (b) make a cubic anisotropic sys-
tem prefer < 110 > directions over both < 100 > and
< 111 > easily (which is harder to achieve by truncat-
ing the free energy expansion only upto the fourth rank
tensor terms).
We also derive the number of independent and non-
zero components for each of the tensors as well as the
constraints imposed on them. The derivation of the con-
straints (along with the number of independent compo-
nents) is a key result. We believe that the identifica-
tion of such constraints play a crucial role in obtaining
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2the anisotropy parameters either from experiments or by
using other computational and/or simulation methods
(such as molecular dynamics, Monte Carlo and/or first
principles). The constraints derivation (under the given
assumptions under which we derive them) also indicate
that generic cross terms (for example, terms of the type
that depend both on gradient and curvature) are identi-
cally zero.
Finally, we show that the existing (and fairly well
known) results in the group theory and invariant the-
ory literature can help make the process of writing the
free energy expansions rather straightforward; specifi-
cally, using the sixth rank tensors needed to incorpo-
rate hexagonal anisotropies as an example problem, we
show how the existing group theoretical and invariant
theory literature can be used as a recipe to write the re-
quired free energy expansions under certain restrictions,
namely, that the free energy depends only on the local
values of the order parameters, their gradients and their
curvatures. However, it is possible that the free energy
depends on higher derivatives; our formulation does in-
clude one such higher derivative, namely, the aberrancy.
In such a case, we show how to derive the equivalent ex-
pressions through (laborius but fairly straight-forward)
calculations.
The rest of this paper is organised as follows: in Sec-
tion II of this paper, we describe our extended formula-
tion to include upto sixth rank tensors; in Section III,
using symmetry (intrinsic as well as crystalline) argu-
ments we deduce the total number of independent and
non-zero components for isotropic, cubic and hexagonal
systems; in Section IV, by demanding that the interfacial
energy is always positive we deduce the restrictions on
the independent components for the three cases, namely,
isotropic, cubic and hexagonal. In Section V of this pa-
per, we set down our recipe as to how, reading of terms
from certain tables in the group theoretical or invariant
theory literature, one can write down the free energy ex-
pansions in polynomial form. Finally, in Section VI, we
show the phase field evolution equations obtained from
the given free energy. We conclude the paper with a brief
summary of important results.
II. FREE ENERGY INCLUDING SIXTH RANK TENSOR
TERMS
In this paper, we consider systems whose microstruc-
ture can be described by a single, conserved order param-
eter, namely, (coarse-grained) composition. In the solidi-
fication literature, the thermodynamically consistent for-
malisms are based on the entropy functional. However, as
shown by Plapp29, there are distinct advantages to using
free energy functionals even in the case of solidification.
Assuming that the free energy of the system depends
only on the local values of the coarse-grained composi-
tion (c), gradients in composition (ci, a vector), curva-
ture of the composition profile (cij , a second rank tensor),
and aberrancy of the composition profile (cijk, a tensor of
rank 3), the total free energy F of the system is written
as
F =
∫
V
f(c, ci, cij , cijk)dV (1)
where f is the free energy density and V is the volume
of the system.
We assume that f is a Taylor series expansion, and
restrict our expansion upto sixth rank tensor terms; fur-
ther, without loss of generality, for the rest of this paper,
we also assume that the systems we are considering are
all centro-symmetric. In centro-symmetric systems, as
is well known, all the odd-ranked tensors are identically
zero (see Nye30 for example). Hence, assuming Einstein
summation convention (of summation over repeated in-
dices), the free energy can be expanded as follows:
f (c, ci, cij , cijk) = f |0 +P+Q+R (2)
where, the symbol |0 represents (here and in the following
equations) the value of the given quantity (f , in this case)
evaluated at (c, 0, 0, 0); that is, at a composition value of
c with the gradient, curvature and aberrancy being zero;
P are terms involving second rank tensors, Q are terms
involving fourth rank tensors and R are terms involving
sixth rank tensors.
Specifically, there are two terms involving second rank
tensors, namely,
P = κIijcicj + κ
II
ij cij (3)
with
κIij =
1
2!
∂2f
∂ci∂cj
∣∣∣∣
0
, κIIij =
∂f
∂cij
∣∣∣∣
0
.
As shown by Cahn and Hilliard28, it is possible to use
Gauss theorem and reduce the terms involving second
rank tensors to one.
The number of terms involving fourth rank tensors are
four, namely,
Q = βIijklcicjckcl + β
II
ijklcijckcl
+βIIIijklcijckl + β
IV
ijklcijkcl
(4)
with
βIijkl =
1
4!
∂4f
∂ci∂cj∂ck∂cl
∣∣∣∣
0
, βIIijkl =
1
3!
∂3f
∂cij∂ck∂cl
∣∣∣∣
0
,
βIIIijkl =
1
2!
∂2f
∂cij∂ckl
∣∣∣∣
0
, βIVijkl =
1
2!
∂2f
∂cijk∂cl
∣∣∣∣
0
As shown by Abinandanan and Haider6, using Gauss the-
orem, the total number of fourth rank tensors can be
reduced from four to three.
3The number of terms involving sixth rank tensors are
seven, namely,
R = αIijklmncicjckclcmcn + α
II
ijklmncijckclcmcn +
αIIIijklmncijcklcmcn + α
IV
ijklmncijcklcmn +
αVijklmncijkclcmcn + α
V I
ijklmncijkclmcn +
αV IIijklmncijkclmn (5)
with,
αIijklmn =
1
6!
∂6f
∂ci∂cj∂ck∂cl∂cm∂cn
∣∣∣∣
0
,
αIIijklmn =
1
5!
∂5f
∂cij∂ck∂cl∂cm∂cn
∣∣∣∣
0
,
αIIIijklmn =
1
4!
∂4f
∂cij∂ckl∂cm∂cn
∣∣∣∣
0
,
αIVijklmn =
1
3!
∂3f
∂cij∂ckl∂cmn
∣∣∣∣
0
,
αVijklmn =
1
4!
∂4f
∂cijk∂cl∂cm∂cn
∣∣∣∣
0
,
αV Iijklmn =
1
3!
∂3f
∂cijl∂clm∂cn
∣∣∣∣
0
,
αV IIijklmn =
1
2!
∂2f
∂cijk∂clmn
∣∣∣∣
0
.
Of these seven tensors, the tensor term involving
αVijklmn can be reduced using Gauss theorem; we start
with the following integral∫
S
αVijklmncijclcmcnnkdS (6)
Using Gauss theorem, we have
∫
S
αVijklmncijclcmcnnkdS =
∫
V
∂
[
αVijklmncijclcmcn
]
∂xk
dV
∫
S
αVijklmncijclcmcnnkdS =
∫
V
∂αVijklmn
∂c
cijclcmcnckdV + 3
∫
V
αVijklmncijcklcmcndV +
∫
V
αVijklmncijkclcmcndV (7)
Assuming the surface term to be zero, the above integral reduces to
∫
V
αVijklmncijkclcmcndV = −
∫
V
∂αVijklmn
∂c
cijclcmcnckdV − 3
∫
V
αVijklmncijcklcmcndV
Thus, it is possible to drop the αVijklmn term from the
expansion and replace it with the two terms on the RHS
of the equation above. Because of the intrinsic symmetry
considerations (described in detail below), the terms on
the RHS add to αIIijklmn and α
III
ijklmn terms respectively
to give
αIIIijklmn = α
III
ijklmn − 3αVijklmn
and
αIIijklmn = α
II
ijklmn −
∂
∂c
αVijklmn.
Note that for the sake of notational simplicity, we in-
dicate the modified tensors also using the same roman
superscript. As indicated earlier the κIIij and β
IV
ijkl terms
can also be dropped. Thus, one obtains the following free
energy expression:
4f (c, ci, cij , cijk) = f |0 + κIijcicj + βIijklcicjckcl + βIIijklcijckcl + βIIIijklcijckl
+ αIijklmncicjckclcmcn + α
II
ijklmncijckclcmcn + α
III
ijklmncijcklcmcn
+ αIVijklmncijcklcmn + +α
V I
ijklmncijkclmcn + α
V II
ijklmncijkclmn
The free energy density, thus, consists of one second rank,
three fourth rank and six sixth rank (property) tensors.
As we show below in Section IV, using the demand that
the contribution of each of these tensor terms is positive
definite, it can be shown that the tensors βIIijkl, α
II
ijklmn,
αIVijklmn and α
V I
ijklmn are identically zero. Thus, the free
energy expansion reduces to
f (c, ci, cij , cijk) = [f ]0 + κ
I
ijcicj + β
I
ijklcicjckcl + β
III
ijklcijckl
+ αIijklmncicjckclcmcn + α
III
ijklmncijcklcmcn + α
V II
ijklmncijkclmn (8)
From the free energy expression above, it is clear that
when the Tayor series expansion is truncated at the sec-
ond rank tensor terms, it can represented (effectively) in
terms of the gradients alone. On the other hand, when we
truncate at fourth rank tensor terms, there are effectively
two terms; one is the term involving only the gradients;
the other one is the term involving only the curvatures.
Thus, when we truncate at the sixth rank terms, we may
expect that there are effectively three terms; one is the
term involving only the gradients; the second is the one
involving only the curvatures; the third if the one in-
volving only the aberration terms. However, as we noted
above (and, as we show below), the terms involving only
the curvatures can be shown to be zero due to the de-
mand of positive definiteness. On the other hand, in the
sixth rank tensor terms, there is also a term involving
two curvatures and two gradients, namely, αIIIijklmn; for
the rest of this paper, we neglect the term and assume
it to be identically zero. This assumption is physically
unjustified; however, we make it for the sake of algebraic
simplicity. Further, dropping this term results in reten-
tion of sixth rank tensors involving only gradients and
aberrations; in other words, by dropping this term, the
retained terms can be seen as logical continuation of the
works of Cahn and Hilliard28 (who retained only gradi-
ent terms) and Abinandanan and Haider6 (who retained
gradients and curvatures). Thus, the final free energy
expression that we will use for the rest of this paper is as
follows:
f (c, ci, cij , cijk) = [f ]0 + κ
I
ijcicj + β
I
ijklcicjckcl + β
III
ijklcijckl
+ αIijklmncicjckclcmcn + α
V II
ijklmncijkclmn (9)
III. SYMMETRY CONSIDERATIONS
The total number of components in a tensor of rank n
in a d dimensional space is dn. Thus, in 3 dimensions,
the total number of components in the second, fourth and
sixth rank tensors are 9, 81, and 729, respectively. How-
ever, using symmetry considerations, the total number of
non-zero components can be shown to be a much smaller
number. Further, we can also show that, of the non-zero
components, only a few are independent. The symmetry
arguments used to deduce the total number of non-zero
and independent components are of two types, namely,
arguments based on intrinsic symmetry of the tensor it-
self and arguments based on the underlying crystalline
symmetry – as discussed in the following two subsections.
A. Intrinsic symmetry arguments
Consider the second rank tensor κIij ; it multiplies cicj .
Since multiplication is commutative, cjci is also the same
as cicj . In the free energy expansion, thus, one can see
that the terms κIij and κ
I
ji will always appear in the fol-
lowing combination, namely, κIij + κ
I
ji. Hence, without
loss of generality, one can assume κIij to be symmetric.
Even though we have subsumed κIIij into κ
I
ij , it is pos-
5TABLE I. A table listing the number of independent compo-
nents of the different tensor terms based on intrinsic symme-
try considerations – that is, indices that are interchangeable.
S. No. Tensor Intrinsic symmetry Number
of independent
components
1 κIij i and j 6
2 βIijkl All of i,j,k and l 15
3 βIIIijkl i and j, k and l,
and ij and kl 21
4 αIijklmn All the indices 28
5 αV IIijklmn i, j, and k, l,
m, and n,
and, ijk and lmn 55
sible to argue that κIIij is symmetric using slightly dif-
ferent arguments; since it multiplies cij , and since for
coarse-grained composition fields and their higher order
derivatives are continuous, cij is the same as cji; hence,
again, without loss of generality, one can assume that κIIij
is symmetric.
In other words, by invoking such, so-called intrinsic
symmetries, we are able to reduce the total number of
independent components of the second rank tensors from
nine to six.
Similar arguments can be used to reduce the total num-
ber of independent components for the fourth and sixth
rank tensors. In Table. I, we list the reduction in num-
ber of arguments of the different tensors purely based on
intrinsic symmetry considerations.
B. Crystalline symmetry arguments
After reducing the number of independent components
using intrinsic symmetry arguments, one can reduce their
number still further by considering the crystalline sym-
metry of the underlying continuum; for example, if we
consider a cubic symmetry for the underlying crystalline
lattice, since all second rank tensors are isotropic in a
cubic crystal, one can see that there is only one indepen-
dent component (and three non-zero components) for the
second rank tensors. The number of non-zero and inde-
pendent components for isotropic, cubic and hexagonal
symmetries for second and fourth rank tensors (of albeit
only certain intrinsic symmetry) are very well known and
TABLE II. A table listing the number of non-zero and in-
dependent components of second rank tensors with different
underlying crystalline symmetries. The matrices are symmet-
ric; hence, only the diagonal terms and terms to the right of
the diagonal are mentioned; components not-mentioned in the
table are identically zero.
S. No. Crystalline symmetry The non-zero
and independent
components
1 Isotropic κ11 = κ22 = κ33
2 Cubic κ11 = κ22 = κ33
3 Hexagonal κ11 = κ22
κ33
are listed in the classic textbook of Nye30 for example.
In this paper, for the sake of completion we list them
in Table. II (second rank tensors) and Table. III (fourth
rank tensors).
At this point, we wish to note that the second and
fourth rank tensors are sometimes represented by matri-
ces. The matrix representation is fairly straight-forward
in the case of second rank tensors. However, in the case
of fourth rank tensors with intrinsic symmetry the same
as βIII , the following transformations are used to reduce
the fourth rank tensor with 81 terms to a matrix with
6 × 6 terms: 11 ⇒ 1; 22 ⇒ 2; 33 ⇒ 3; 23 ⇒ 4; 13 ⇒ 5;
and 12⇒ 6 (See Nye30 for details).
Note that for βI , the matrix representation is again in
terms of a 3 × 3 matrix. To see this, consider the term
in the free energy containing βI . Its contribution to the
expansion can be written in a matrix form as follows:
[
c21 c
2
2 c
2
3
]  β11 β12 β13β12 β22 β23
β13 β23 β33

 c21c22
c23

This is because, in this tensor, components in which
the indices occur odd number of times are identically zero
for all the three cases that are considered here, namely,
isotropic, cubic, and hexagonal. That is, the contribution
to expansion from βI terms is the following:
βI1111c
4
1 + β
I
2222c
4
2 + β
I
3333c
4
3
(βI1122 + β
I
2211 + β
I
1212 + β
I
2121 + β
I
1221 + β
I
2112)c
2
1c
2
2
(βI3311 + β
I
1133 + β
I
1313 + β
I
3131 + β
I
1331 + β
I
3113)c
2
1c
2
3
(βI3322 + β
I
2233 + β
I
2323 + β
I
3232 + β
I
2332 + β
I
3223)c
2
2c
2
3
where β12 = β21 in the reduced matrix representation
is 12
[
βI1122 + β
I
2211 + β
I
1212 + β
I
2121 + β
I
1221 + β
I
2112
]
, and
6TABLE III. A table listing the number of non-zero and in-
dependent components of fourth rank tensors with different
underlying crystalline symmetries. The matrices are symmet-
ric; hence, only the diagonal terms and terms to the right of
the diagonal are mentioned; components not-mentioned in the
table are identically zero.
S. No. Crystalline The non-zero and
Symmetry independent
components
1 Isotropic βI11 = β
I
22 = β
I
33
βI12 = β
I
23 = β
I
13[= β
I
11]
2 Isotropic βIII11 = β
III
22 = β
III
33
βIII12 = β
III
23 = β
III
13
βIII44 = β
III
55 = β
III
66 [= 2(β
III
11 − βIII12 )]
3 Cubic βI11 = β
I
22 = β
I
33
βI12 = β
I
23 = β
I
13
4 Cubic βIII11 = β
III
22 = β
III
33
βIII12 = β
III
23 = β
III
13
βIII44 = β
III
55 = β
III
66
4 Hexagonal βI11 = β
I
22
βI33
βI12[= β
I
11]
βI23 = β
I
13
4 Hexagonal βIII11 = β
III
22
βIII33
βIII12
βIII23 = β
III
13
βIII44 = β
III
55
βIII66 [= 2(β
III
11 − βIII12 )]
so on. As noted in the intrinsic symmetry section above,
further, we can assume all the six terms in the preceding
expression to be identical without loss of generality. We
also note that all our reduced representations are sym-
metric matrices.
C. Sixth rank tensors and crystalline symmetry
In this subsection, we explicitly show the deduction of
the total number of independent and non-zero compo-
nents for the sixth rank terms assuming the crystalline
symmetries of hexagonal, cubic and isotropic and sum-
marise the results in Tables. IV, V, and VI.
In general, any point group symmetry can be charac-
terized by a group of orthogonal transformations (repre-
sented by the matrices aij). Since by definition, tensors
are quantities which transform in a particular fashion
under coordinate transformations, for a tensor to possess
the point group symmetry, in terms of the group of or-
thogonal transformations that represent the point group
symmetry, the following conditions are to be satisfied (for
every aij of the group) (See Nye
30, for example):
Tijk...... = aiαajβakγ ......Tαβγ....... (10)
Using these conditions, we can identify the non-zero com-
ponents, as well as the relationships between them, if any.
The relationships, when identified, reduce the number of
independent components.
With 729 components for the sixth rank tensor, the
algebra of such a reduction is both formidable and la-
borious. However, in the literature on invariant theory
(see for example Smith et al31), the task has been made
easier by listing of what is known as integrity bases. Us-
ing the integrity bases (for example, using the Equation
5.17 in Smith et al31), we can write down the contribu-
tion of the sixth rank tensor to the free energy assuming
hexagonal symmetry (albeit only for gradients and cur-
vatures). For example, from Equation 5.17(ii) in Smith
et al31, we see that the contribution from αIijklmn term
is a linear combination of (c23)
3, (c21 + c
2
2)
3, c21(c
2
1 − 3c22)2,
(c23)
2(c21 + c
2
2) and c
2
3(c
2
1 + c
2
2)
2; the constant terms in the
linear combination indicate the non-zero components and
the relationship between the non-zero components. For
example, from these terms, it is clear that terms of the
type α111222 are identically zero (that is, in general, com-
ponents with an index occurring odd number of times are
zero); also, for example, with a little bit of algebra, one
can show that 3α111122 = 3α222222 − 2α111111 and so on.
In the case of aberrancy terms, there is no such ready
reckoner available for us. Hence, the algebra has to be
carried out methodically. For example, using the Table
1 of Smith et al31, and carrying out the calculations of
Eq. 10, one can deduce the general result that in the
sixth rank tensor, for hexagonal symmetry, the tensor
terms in which the indices appear odd number of times
(that is, terms of the type αV IIiiiiij with j 6= i, αV IIiiijjj with
j 6= i, αV IIiiijjk with i 6= j 6= k etc) are identically zero.
Thus, the number of non-zero components reduce to 183
from 729. Of these 183, the fact that there are only 19
non-zero components can be deduced from intrinsic sym-
metry arguments. These 19 terms can be represented in
a 10 × 10 matrix form using the following transforma-
tions: 111 ⇒ 1; 222 ⇒ 2; 333 ⇒ 3; 112 ⇒ 4; 113 ⇒ 5;
221⇒ 6; 223⇒ 7; 331⇒ 8; 332⇒ 9; and 123⇒ 0. We
note that this matrix representation is useful in the next
section wherein constraints on the independent compo-
nents of the tensors are derived. The total number of
independent components in αV II are 9. The reduction
7TABLE IV. A table listing the number of non-zero and inde-
pendent components of sixth rank tensors for crystalline sys-
tems that are isotropic. The matrices are symmetric; hence,
only the diagonal terms and terms to the right of the diag-
onal are mentioned; components not-mentioned in the table
are identically zero.
S. No. Tensor The non-zero and independent
components
1 αIijklmn α11 = α22 = α33
α44 = α55 = α66 = α77 = α88 = α99[=
9
5
α11]
α16 = α18 = α24 = α29 = α35 = α37
= α49 = α57 = α68[=
3
5
α11]
α00[=
12
5
α11]
2 αV IIijklmn α11 = α22 = α33
α44 = α55 = α66 = α77 = α88 = α99
α24 = α16 = α29 = α37 = α35 = α18
[= 1
2
(3α11 − α44)]
α49 = α68 = α57[= 2α18]
α00[= 2(α55 − 2α57)]
from 19 to 9 is obtained again using Table 1 of Smith et
al31 and Eq. 10.
Similar operations can also be carried out to identify
the number of independent and non-zero components for
cubic symmetry. Once we have the non-zero and inde-
pendent components listed for cubic and hexagonal sym-
metries, by looking at the intersection of these lists, the
number of independent and non-zero components for the
isotropic case for these sixth rank tensors can be identi-
fied. In Tables IV, V, VI, these results are summarised.
IV. CONSTRAINTS ON THE INDEPENDENT TENSOR
TERMS
We have looked at the recipe to include higher order
tensor terms in the free energy expansion. These higher
order terms contribute to the interfacial energy of the
system as well as make it anisotropic. We can derive the
constraints on these tensor components using the follow-
ing argument. We demand the energy associated with
an elemental volume with a non uniform concentration
is greater than that with a uniform concentration (the
uniform concentration being same as that of the aver-
age concentration of the elemental volume). This en-
sures that the contribution to the free energy from the
interfaces is always positive; we also demand the positive
definiteness of interfacial energy for each tensor term in-
TABLE V. A table listing the number of non-zero and in-
dependent components of sixth rank tensors for crystalline
systems that are cubic. The matrices are symmetric; hence,
only the diagonal terms and terms to the right of the diag-
onal are mentioned; components not-mentioned in the table
are identically zero.
S. No. Tensor The non-zero and independent
components
1 αIijklmn α11 = α22 = α33
α44 = α55 = α66 = α77 = α88 = α99
α00
α16 = α18 = α24 = α29 = α35 = α37[=
1
3
α44]
α49 = α57 = α68[=
1
4
α00]
2 αV IIijklmn α11 = α22 = α33
α24 = α16 = α29 = α37 = α35 = α18
α44 = α55 = α66 = α77 = α88 = α99
α49 = α68 = α57
α00
dividually. These are stronger conditions; it might be
possible to choose the different tensors and their inde-
pendent components by considering all the tensor terms
together to give positive definite energy for the interface.
However, for the sake of simplicity and the freedom in
numerical implementation to include any of the terms
independently, we demand elemental and term by term
positive definiteness.
The demand of term by term positive definiteness leads
to the conclusion that βIIijkl is identically zero; to see this
consider the term βIIijklcijckcl. Let us contract β
II with
the gradient terms and refer to the resultant second rank
tensor as βIIr ; since cij is arbitrary (and is independent of
the gradients), the only way this term will give a positive
definite contribution is by making the βIIijkl term identi-
cally zero. Thus, the total number of fourth rank tensors
reduce from three to two.
Using similar arguments, it is also possible to show that
the sixth rank tensors αIIijklmn and α
V I
ijklmn are identically
zero. In addition, it is also possible to show that the de-
mand of positive definiteness results in αIV being identi-
cally zero; however, to do so, we need to use the invariant
theory results from Smith et al31, generate the polyno-
mial which results from the contribution of this term,
and, exploit the arbitrariness in the choice of curvature
terms to choose appropriate terms and hence show that
each of the terms in the polynomial are identically zero;
see the Appendix for the details of the algebra. Thus, the
total number of sixth rank tensors reduced from six to
8TABLE VI. A table listing the number of non-zero and inde-
pendent components of sixth rank tensors for crystalline sys-
tems that are hexagonal. The matrices are symmetric; hence,
only the diagonal terms and terms to the right of the diag-
onal are mentioned; components not-mentioned in the table
are identically zero.
S. No. Tensor The non-zero and independent
components
1 αIijklmn α11
α22
α33
α55 = α77
α88 = α99
α44[= 9α22 − 6α11]
α66[= 9α11 − 6α22]
α35 = α37[=
1
3
α88]
α68 = α57 = α49 = α29 = α18[=
1
3
α55]
α16[=
1
3
α44]
α24[=
1
3
α66]
α00[=
4
3
α55]
2 αV IIijklmn α11
α33
α44
α66
α57
α18 = α29
α35 = α37
α88 = α99
α55 = α77
α22[= α11 +
1
9
(α44 − α66)]
α68 = α49[=
1
2
α18]
α16[=
1
2
(3α11 − α44)]
α24[=
1
2
(3α11 − 23α66 − 13α44)]
α00[= 2(α55 − α57)]
three. Further, as noted above, for the sake of algebraic
simplicity and logical continuity, we also assume that one
of the sixth rank tensors, namely, αIIIijklmn is identically
zero. Thus, the total number of sixth rank tensors are
finally reduced to two.
As noted in Nye30, the necessary and sufficient condi-
tion for positive definiteness of symmetric tensors is that
in their matrix representation, the leading minors should
be positive. Hence, using the matrix representations and
demanding that the leading minors are positive, we can
obtain the constraints on the independent components of
TABLE VII. A table listing the constraints on the indepen-
dent components of second rank tensors with different under-
lying crystalline symmetries.
S. Crystalline Constraints
No. symmetry
1 Isotropic κ11 > 0
2 Cubic κ11 > 0
3 Hexagonal κ11 > 0
κ33 > 0
the tensors. While this methodology works well for κI ,
βIII and αV II , for the other tensors in the free energy
expansion, such a conditions is stronger. However, us-
ing the polynomial representations associated with these
tensors, and demanding that they be always positive def-
inite, the constraints can be derived; the derivations in-
volve very simple algebraic manipulations and the notion
of Lagrange multipliers for constrained optimization; see
the Appendix for the details of the algebra. We have
also used the results on positivity of cubic polynomials;
specifically, Eq. 2.17 of Schmidt and Hess32.
In Tables VII, VIII, IX, X and XI the constraints on
the independent components are listed.
With these constraints given, it is possible to choose
the appropriate constants and hence get the required
anisotropy in the interfacial energy. For example, as
noted in the introduction, the inclusion of the sixth rank
tensor allows us to obtain hexagonal anisotropy and make
cubic systems prefer < 110 > over both < 100 > and
< 111 >. In Fig. 1, for example, we show the αI term
plotted in the basal plane; in the basal plane, there are
only two independent constants; for our plot, they are
chosen to be 2.1 and -1.05. From the figure, it is clear
that the six-fold anisotropy of the basal plane is captured
by the inclusion of this tensor term. If the parameters are
chosen to be 2.1 and +1.05, the six-fold anisotropy is re-
tained with the directions of minimum energy rotated in
the plane by 30◦. In Fig. 2, we show the plot of αI term
with the independent constants chosen to be consistent
with cubic anisotropy. Specifically, the three independent
constants are chosen to be 1, -1,5 and 12. This choice of
constants results in the preference of < 110 > directions
over both < 100 > and < 111 > directions as shown.
In plotting the above shapes, we have assumed that the
interface profile is the same in all directions; this is not
strictly true; however, our preliminary numerical calcu-
lations have confirmed that in spite of the small changes
in profiles of the interface along different directions, the
overall anisotropy of the interfacial energy is consistent
with what is shown in these figures.
9TABLE VIII. A table listing the constraints on the indepen-
dent components of fourth rank tensors with different under-
lying crystalline symmetries.
S. Crystalline Constraints
No. symmetry
1 Isotropic βI11 > 0
2 Isotropic βI11 > 0
−βIII11
2
< βIII12 < β
III
11
3 Cubic βI11 > 0
βI12 > −β
I
11
2
4 Cubic βI11 > 0
−βIII11
2
< βIII12 < β
III
11
βIII44 > 0
5 Hexagonal βI11 > 0
βI33 > 0
if βI13 < 0, then
(βI13)
2 − βI11βI33 < 0, and
βI13 > − 12
[
βI11
(
βI33−βI13
βI11−βI13
)
+ βI33
(
βI11−βI13
βI33−βI13
)]
6 Hexagonal βIII11 > 0
−βIII11 < βIII12 < βIII11
βIII44 > 0
(βIII11 + β
III
12 )β
III
33 > 2(β
III
13 )
2
TABLE IX. A table listing the constraints on the independent
components of sixth rank tensors assuming isotropy.
S. Tensor Constraints
No.
1 αIijklmn α11 > 0
2 αV IIijklmn α11 > 0(
15−
√
(105)
4
)
α11 < α44 <
(
15+
√
(105)
4
)
α11
FIG. 1. Six-fold anisotropy of the basal plane obtained us-
ing the αI term. When considering the hexagonal symmetry
and only the basal plane, there are only two independent con-
stants; they are chosen to be 2.1 and -1.05.
TABLE X. A table listing the constraints on the independent
components of sixth rank tensors assuming cubic anisotropy.
S. Tensor Constraints
No.
1 αIijklmn α11 > 0
5
3
α44 > −α11
α00 > −6α44
2 αV IIijklmn α11 > 0
α11α44 > (α24)
2
(α44 − α57)Λ > 0
where Λ = (α11α44 − 2(α24)2 + α11α57)
α00 > 0
V. INVARIANT THEORY AND HIGHER ORDER
TENSORS
The algebra associated with sixth rank tensor terms is
very laborius and cumbersome as it involves 729 compo-
nents in three dimensions. However, it is possible to deal
with the sixth rank tensor terms without carrying out any
10
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FIG. 2. Preference of < 110 > directions over both < 100 >
and < 111 > directions in a cubic system obtained using the
αI term. When considering cubic symmetry for the sixth rank
tensor, there are only three independent constants; they are
chosen to be 1, -1.5 and 12.
explicit calculations. For doing so, we expand the tensor
terms and compare them to the corresponding polynomi-
als constructed out of the integrity basis (which are well
documented in the literature of theory of invariants for
any given point group symmetry) (as long as only gradi-
ent and curvature terms are considered). For example, in
the following sub-section, we show how the integrity ba-
sis lists help us in constructing the free energy expansion
in a tensor term that involves only gradients. In the case
of tensors that involve aberrancy terms, however, the fol-
lowing methodology cannot be used: the explicit tensor
algebra has to be carried out to construct the polynomi-
als.
A. Extending free energy expansion to higher order tensor
terms using integrity basis
Consider the term αIijklmncicjckclcmcn in the free en-
ergy expansion. This is a polynomial in the gradients
of concentration. The coefficients in this multivariate
polynomial are linear combinations of components of the
tensor αI . Thus if one knows this polynomial, one can
deduce the zero and independent components of the ten-
sor without doing the laborious tensor decomposition of
Eq. 10. The integrity bases help us in constructing pre-
cisely these polynomials. An integrity basis is a list of
polynomials which are invariant under a particular group
of transformations and every other polynomial invariant
under this group of transformations can be built out of
them by the operations of multiplication and addition
among them.
TABLE XI. A table listing the constraints on the indepen-
dent components of sixth rank tensors assuming hexagonal
anisotropy. We have assumed that αI22 < α
I
11; if α
I
22 > α
I
11,
in this expression, αI22 will be replaced by α
I
11. Also see
32.
S. Tensor Constraints
No.
1 αIijklmn α11 > 0
α22 > 0
α33 > 0
α55 > 0 and α88 > 0 or,
500
9
α22(α88)
3 + 500
9
α33(α55)
3
+27(α22)
2(α33)
2 − 50α22α33α55
α88 − 62581 (α55)2(α88)2 > 0
(See also the caption).
2 αV IIijklmn α11 > 0
α22 > 0
α33 > 0
α22α44 > (α24)
2
α33α55 > (α35)
2
α11α66 > (α16)
2
Λ1 > 0
where Λ1 = α22α44α88
−α22(α68)2 − α44(α18)2
+2α68α18α24 − α88(α24)2
Λ2 > 0
where Λ2 = α11α66α88
−α11(α68)2 − α66(α18)2
+2α68α18α16 − α88(α16)2
Λ3 > 0
where Λ3 = α33[(α55)
2 − (α57)2]
+2α57α37α35
−α55[(α37)2 + (α35)2]
α00 > 0
Let us consider αIijklmn for the case of Hexoctahedral
symmetry. Its components multiply the gradient terms
in the expansion to form a sixth order polynomial. This
polynomial can be constructed from the integrity basis of
Hexoctahedral class listed in page number 18 of Smith et
al31. We see from the list that only I10 , I11, I12 contain
only vector terms. We can form a polynomial of degree
six out of these building blocks as follows: (I10)
3 , I10I11,
I12. Thus a sixth order polynomial in the components
of the gradient of composition which is invariant under
the orthogonal transformations of Hexoctahedral group
is: pI310 + qI10I11 + rI12, where p, q and r are constants;
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since I10 = (c
2
1 + c
2
2 + c
2
3)
3, I11 = (c
2
1c
2
2 + c
2
2c
2
3 + c
2
3c
2
1) and
i12 = (c
2
1c
2
2c
2
3), we see that the sixth order polynomial
consists of the following three terms (which are multiplied
by p, 3p+ q and 6p+ 3q + r, respectively):
c61 + c
6
2 + c
6
3
c41c
2
2 + c
4
1c
2
3 + c
4
2c
2
1 + c
4
2c
2
3 + c
4
3c
2
1 + c
4
3c
2
2
c21c
2
2c
2
3.
On the other hand αIijklmncicjckclcmcn is also a sixth
order polynomial that should also be invariant under
these very transformations. In other words, the two are
identical. Hence, we obtain the non-zero components
of the tensor αIijklmn and the relations among them by
equating the above expressions.
Firstly, the coefficients of c61, c
6
2 and c
6
3 are the same.
But αI111111, α
I
222222 and α
I
333333 multiply c
6
1, c
6
2 and c
6
3
respectively. Hence, these tensor components are equal
in magnitude.
Secondly, we see from the above equation that a tensor
component with an index occurring odd number of times
is identically zero. This is because in the polynomial no
component of gradient of composition occurs odd number
of times.
Further, from the second term of the
above polynomial we see that αI111122=α
I
111133
=αI222211=α
I
222233=α
I
333311=α
I
333322. Due to the in-
ternal symmetry of this tensor all the components
formed from the permutations of the indices of each of
the term in the above equality are equal to those formed
from the permutations of the indices of any of the term.
VI. PHASE FIELD EVOLUTION EQUATION
Given the free energy ( 9), namely,
f (c, ci, cij , cijk) = [f ]0 + κ
I
ijcicj
+ βIijklcicjckcl + β
III
ijklcijckl
+ αIijklmncicjckclcmcn
+ αV IIijklmncijkclmn (11)
we can obtain the evolution equation using the Euler-
Lagrange equation of F =
∫
fdV ; this equation is as
follows:
∂c
∂t
= ∇ ·M∇µ (12)
where µ is the chemical potential which is the variational
derivative, δF/δc:
µ =
δF
δc
=
∂ [f ]0
∂c
− 2κIijcij
− 12βIijklcijckcl + 2βIIIijklcijkl
− 30αIijklmncijckclcmcn − 2αV IIijklmncijklmn(13)
Corresponding to the choice of the tensors (that is,
isotropic, cubic or hexagonal), one can then obtain the
corresponding interfacial energy anisotropy. The numer-
ical implementation of the above equation using explicit
and semi-implicit Fourier spectral technique in 1-, 2- and
3-D are in progress.
VII. CONCLUSIONS
When the free energy is assumed to be a function only
of (coarse-grained) composition and its local gradient,
curvature and aberration, there are seven sixth rank ten-
sors in the Taylor series expansion. These seven tensors
can be reduced to six using Gauss theorem. If we de-
mand that the contribution of each of these tensor terms
to the free energy is positive definite, the number of sixth
rank tensors can be further reduced to three. Of these
three tensors, we have decided to retain only the tensors
that are associated with only the gradients and only the
aberrancy terms. We have identified the total number
of non-zero and independent components of these ten-
sors by accounting for the intrinsic symmetries and the
symmetry of the underlying continuum (isotropic, cubic
and hexagonal); specifically, the number of independent
components is very small (one or two isotropic, three or
five for cubic, and, five or nine for hexagonal systems).
In addition, we have also identified the constraints that
these independent terms have to obey (under the con-
dition that each of the tensor terms, when incorporated
individually, always result in interfacial energies that are
positive definite). Using the results from invariant group
theory, we show that representation of these tensor terms
in polynomial form is possible; in numerical implementa-
tions of the phase field model, such polynomial forms can
be quite handy. Finally, we show the phase field evolu-
tion equations that follow from the free energy functional
based on the given free energy density; one of the sixth
rank tensors leads to a linear term in the evolution equa-
tion while the other leads to a non-linear term. Further
work on numerical implementation as well as evaluating
the tensor terms from other models and/or experiments
is in progress.
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Appendix: Algebraic details of derivation of constraints
1. To show that αIVijklmn is identically zero
The components of the tensor αIVijklmn multiply the cur-
vature tensors, cij , ckl, and cmn; the resultant polynomial
is a third degree polynomial in curvature terms. This
polynomial can be directly written from the integrity ba-
sis tables.
Consider the case of dihexagonal dipyramidal class.
The integrity basis list for this class is given on p. 106
of Smith et al31 (with the building blocks denoted by
R). In the listing, we are not concerned with R24, R4R8
and R28 because they contain more than three curvature
terms whereas we need to construct only a polynomial of
degree three.
Thus for the case of the symmetry class considered the
polynomial αIVijklmncijcklcmn is as follows:
A c233 +B (c11 + c22)
3 + C (c11 + c22) c
2
33
+D (c11 + c22)
2 c33 + E (c11c22 − c212) c33
+F (c11c22 − c212)(c11 + c22) +G (c231 + c223) c33
+H (c231 + c
2
23)(c11 + c22) + I c11 [(c11 + 3c22)
2 − 12c212]
+J (c22c
2
31 + c11c
2
23 − 2c12c23c31)
We want the above polynomial to be positive semi-
definite. i.e., only when all the arguments cij are zero
do we want the polynomial to be zero and for all other
possibilities we want it to be greater than or equal to
zero. Choosing certain combinations of numerical values
in a particular order as follows, we can show that all the
coefficients in this polynomial are identically zero.
If c33 is non zero and rest all are zeroes, then the above
polynomial reduces to A c333. This can be greater than
or equal to zero for all values of c33 only when A is zero.
Hence, we are left with a polynomial which is same as
above except now we don’t have the first term. Next, we
consider the case when (c11 + c22) is non zero and rest
all are zeroes. Then only the I c11[(c11 + 3c22)
2 − 12c212]
term remains and it further reduces to I c11(c11 + 3c22)
2
since c12 is zero. This further simplifies to I c11(c11 +
c22 + 2c22)
2 since (c11 + c22) = 0 we have I c11(2 c
2
22)
This can be greater than or equal to zero only when I is
identically zero. Thus we now have a polynomial which
is same as what we started out with except there aren’t
the terms multiplying A and I. Similarly we have the
following results
c11 6= 0 and rest all are zereos =⇒ B = 0
c12 6= 0, c33 6= 0 and rest all are zereos =⇒ E = 0
c12 6= 0, c11 6= 0 and rest all are zereos =⇒ F = 0
c31 6= 0, c33 6= 0 and rest all are zereos =⇒ G = 0
c31 6= 0, c11 6= 0 and rest all are zereos =⇒ H = 0
c31 6= 0, c22 6= 0 and rest all are zereos =⇒ J = 0
Finally we are left with C (c11+c22)c
2
33+D (c11+c22)
2c33
if (c11 + c22) < 0, c33 < 0 and rest all are zereos then we
need C ≤ 0 and D ≤ 0 but if instead (c11 + c22) >
0, c33 > 0 and rest all are zereos then we need C ≥
0 and D ≥ 0. The above two are satisfied only if C = 0
and D = 0 identically. Thus the entire polynomial is
identically zero.
2. Derivation of the constraints on the tensor terms:
details of the algebra for cubic symmetry of αIijklmn
The components of the tensor αIijklmn multiplies
cicjckclcmcn, the resultant function is a sixth degree
polynomial in gradient terms. As noted in Sec. V A, for
Hexoctahedral systems, it is the following expression:
I = A (c21 + c
2
2 + c
2
3)
3
+ B (c21 + c
2
2 + c
2
3)(c
2
1c
2
2 + c
2
2c
2
3 + c
2
3c
2
1)
+ C c21c
2
2c
2
3
Our demand is that the above equation be positive
semi-definite; that is, we demand I = 0 only when all
the cis are simultaneously zeroes and for all other possi-
bilities I ≥ 0. This imposes certain constraints on A, B
and C. We obtain these constraints using the following
procedure.
First, we consider a case in which only c1 6= 0 and
all the remaining gradients are zero. For Eq. A.1 to be
greater than or equal to zero for all values of c1 neq0, we
see that
A ≥ 0 (A.1)
Now, we consider a case in which c1 6= 0 and c2 6= 0
and all the other gradients are zero. This gives
I = A (c21 + c
2
2)
3 +B (c21 + c
2
2)c
2
1c
2
2
=⇒ I = (c21 + c22)3
(
A +B
c21c
2
2
(c21 + c
2
2)
2
)
We know that
c21c
2
2
(c21+c
2
2)
2 is always less than or equal to
1
4 . Thus for the above equation to be greater than or
equal to zero we need
B ≥ −4A (A.2)
Finally, for the case of c1 6= 0, c2 6= 0 and c3 6= 0, we
use the following approach: find the global minimum of
I and demand that it be greater than or equal to zero.
Finding the global minimum of the above multivariate
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polynomial I is a little hard. Instead, we take a differ-
ent approach which is easy and serves the purpose. We
use the method of Lagrange multipliers for constrained
extremization. We constrain (c1, c2, c3) to a sphere of ra-
dius k, we find the global minimum in this constrained
region and demand it be greater than or equal to zero.
Further we demand this for all the spheres. i.e., for all
k ∈ (0,∞).
Let G = c21 + c
2
2 + c
2
3. To find the values of c1, c2, c3
which extremizes I under the constraint G = k2 we need
to solve the following four equations in four unknowns
(namely c1, c2, c3 and λ).
c21 + c
2
2 + c
2
3 = k
2
∇I = λ∇G
The second of the above two equations is actually a set
of three equations ∂I∂ci = λ
∂G
∂ci
; i = 1, 2, 3.
For i = 1 we have
λ = 3A(c21 + c
2
2 + c
2
3)
2 +B(c21c
2
2 + c
2
2c
2
3 + c
2
3c
2
1)(A.3)
+B(c21 + c
2
2 + c
2
3)(c
2
2 + c
2
3) + C c
2
2c
2
3
Similarly for i = 2 and i = 3 we have
λ = 3A(c21 + c
2
2 + c
2
3)
2 +B(c21c
2
2 + c
2
2c
2
3 + c
2
3c
2
1)(A.4)
+B(c21 + c
2
2 + c
2
3)(c
2
3 + c
2
1) + C c
2
3c
2
1
and,
λ = 3A(c21 + c
2
2 + c
2
3)
2 +B(c21c
2
2 + c
2
2c
2
3 + c
2
3c
2
1)(A.5)
+B(c21 + c
2
2 + c
2
3)(c
2
1 + c
2
2) + C c
2
1c
2
2
A.3×c21+ A.4×c22+ A.5×c23 gives
λ(c21 + c
2
2 + c
2
3) = 3A(c
2
1 + c
2
2 + c
2
3)
3 +
3B(c21 + c
2
2 + c
2
3)(c
2
1c
2
2 + c
2
2c
2
3 + c
2
3c
2
1) +
3C c21c
2
2
This means, the points (c1, c2, c3) which lie on a sphere
of radius k and which extremize I satisfy the above equa-
tion. But the R.H.S of the above equation is 3I. If we
want I ≥ 0 for all values on the sphere, we need to have
λ ≥ 0. Also, among the extrema points, the point which
gives the least value of I (global minimum) also gives the
least value of λ.
Thus we need to find the point associated with global
minimum and make the λ associated with it greater than
or equal to zero.
Instead of doing this, we define (a) λ consistent with
Eq. A.3, A.4, and A.5, (b) find the point which gives its
global minimum and (c) show that this point also lies on
the sphere and satisfies Eq. A.3, A.4, and A.5. Thus, it is
the point associated with the global minimum of I also.
A.3+ A.4+ A.5 gives
(9A+2B)(c21+c
2
2+c
2
3)
2+(3B+C)(c21c
2
2+c
2
2c
2
3+c
2
3c
2
1) = 3λ
Let us define our λ by this equation above. From A.2,
we know that (9A+ 2B) > 0, if (3B +C) is also greater
than or equal to zero we have λ > 0 for all ci 6= 0. Thus
the points extermizing I would satisfy the above equation
and as λ = 3I/k2 for these points(from Eq. A.5), I would
be greater than zero. As the most minimum value of I is
greater than or equal to zero we have I ≥ for all points
(c1, c2, c3) on the sphere. If instead (3B + C) < 0 the
point which gives the global minimum of λ is c1 = c2 =
c3. One can verify that this point satisfies Eq. A.3, A.4,
and A.5. Thus, it is a point of extremum of I, and as
λ = 3I/k2 for the points of extremization of I we have
the global minimum of I also occurring at c1 = c2 = c3.
And for the λ associated with this to be greater than or
equal to zero we need
−(9A+ 2B) ≤ 3B + C
3
=⇒ C ≥ −9(3A+B) (A.6)
As nowhere in the above derivation, the radius of the
sphere to which the points are constrained to, played
any role in determining the evaluation of the constraints,
the result holds for sphere. Thus, the constraints are
evaluated and are given by Eq. A.3, A.4, and A.5. By
connecting how the components αIijklmn are related to
A, B and C one can get the constraints on these too (as
outlined in Section V).
1L.-Q. Chen, Annual Review of Materials Research 32, 113 (2002).
2W. J. Boettinger, J. A. Warren, C. Beckermann, and A. Karma,
Annual Review of Materials Research 32, 163 (2002).
3I. Steinbach, Modelling and Simulation in Materials Science and
Engineering 17, 073001 (31pp) (2009).
4K. Thornton, J. Agren, and P. W. Voorhees, Acta Materialia 51,
5675 (2003).
5N. Moelans, B. Blanpain, and P. Wollants, Computer Coupling
of Phase Diagrams and Thermochemistry 32, 268 (2008).
6T. A. Abinandanan and F. Haider, Philosophical Magazine A 81,
2457 (2001).
7I. M. McKenna, M. P. Gururajan, and P. W. Voorhees, Journal
of Materials Science 44, 2206 (2009).
8A. Kazaryan, Y. Wang, S. A. Dregia, and B. R. Patton, Physical
Review B 61, 14275 (2000).
9N. Moelans, B. Blanpain, and P. Wollants, Physical Review Let-
ters 101, 025502 (2008).
10S. Torabi and J. Lowengrub, Physical Review E 85, 041603 (16
pages) (2012).
11A. A. Wheeler, Journal of Statistical Physics 95, 1245 (1999).
12J. B. McFadden, A. A. Wheeler, R. J. Braun, and S. R. Coriell,
Physical Review E 48, 2016 (1993).
13J. S. Langer, in Directions in condensed matter physics: memo-
rial volume in honor of Shang-Keng Ma, edited by G. Grinstein
and G. Mazenko (World Scientific, Singapore, 1986).
14R. J. Braun, J. W. Cahn, G. B. McFadden, and A. Wheeler,
Philosophical transactions: Mathematical, Physical and Engi-
neering Sciences 355, 1787 (1997).
15R. J. Braun, J. W. Cahn, G. B. McFadden, H. E. Rushmeier,
and A. A. Wheeler, Acta Materialia 46, 1 (1998).
16J. W. Cahn, S. C. Han, and G. B. McFadden, Journal of Statis-
tical Physics 95, 1337 (1999).
17T. Haxhimali, A. Karma, G. Gonzales, and M. Rappaz, Nature
Materials 5, 660 (2006).
14
18R. S. Qin and H. K. D. H. Bhadeshia, Acta Materialia 57, 2210
(2009).
19R. S. Qin and H. K. D. H. Bhadeshia, Acta Materialia 57, 3382
(2009).
20T. W. Heo, S. Bhattacharyya, and L. Q. Chen, Philosophical
Magazine 93, 1468 (2013).
21Y. M. Jin, Y. U. Wang, and A. G. Khachaturyan, Philosophical
Magazine 83, 1587 (2003).
22Y. Ni, L. H. He, and A. K. Soh, Journal of Crystal Growth 284,
281 (2005).
23Y. Wang, D. Banerjee, C. C. Su, and A. G. Khachaturyan, Acta
Materialia 46, 2983 (1998).
24Y. U. Wang, Y. M. Jin, A. M. Cuitin˜o, and A. G. Khachaturyan,
Acta Materialia 49, 1847 (2001).
25Y. U. Wang, Y. M. Jin, and A. G. Khachaturyan, Journal of
Applied Physics 92, 1351 (2002).
26J. X. Zhang and L. Q. Chen, Acta Materialia 53, 2845 (2005).
27T. Uehara and R. F. Sekerka, Journal of Crystal Growth 254,
251 (2003).
28J. W. Cahn and J. E. Hilliard, Journal of Chemical Physics 28,
258 (1958).
29M. Plapp, Physical Review E 84, 031601 (15 pages) (2011).
30J. F. Nye, Physical properties of crystals: their representation
by tensors and matrices (Oxford science publications, Clarendon
Press, Oxford, 1985).
31G. F. Smith, M. M. Smith, and R. S. Rivlin, Archive for Rational
Mechanics and Analysis 12, 93 (1963).
32J. W. Schmidt and W. Hess, BIT 28, 340 (1988).
