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 （a）                ∫K工（ρO；α（θ））＝min
となる．θ＝θ（最尤推定値）を求め，近似の良さと自由度の両者を含む量：




































 （5）         ∫（ρ；α）＝Σ工（加，α尾）


































     亙＝1亙、，…，亙。｝， ∫＝亙、U…∪五。，亙尾≠¢，
を定め，その上の二つの確率分布





                      m    加（1）              ∫KL（ρ； α）＝：：…］ 力尾109一
                      尾＝1    必
           0      加＿         0と定める・但し・o1o9τ＝o・力・1ogT－oo・（力・≠o）・o1ogT＝oと定める（Ku11back．
Leib1er（1951））．
 （ii） 分布ρの分布αに対するPearson情報量を
（。）      ∫、（ρ；。）一差並一1
                      仁1伽







（・）    l1（川）一・（1一貞仮）
と定める．ベクトル布＝（乃丁，…，灰），々＝（π，…，凧）とおくと，ユークリッドのノルム
11 llに関して11市11＝11石ll＝1であるから











（・）   ll（ρ，1）一÷（ゑ午一1），／一・
（・）  1一μ（川）一ナ（1一仏μ11），・・μ・÷
と書く方が見易い．特殊な場合として
            ∫1（ρ；q）＝∫。（ρ；α）， Pearson情報量 （8）
           ∫一1’2（ρ；σ）＝ム（ρ；α）， 角谷情報量
である．また（5）で定義されたかったλ＝Oに対しては
               m    加 （g）       ∫o（ρ；q）＝Σ加1og一＝∫〃（ρ；α）， KL情報量






 （10）         ∫λ（ρ；α）≦∫λ’（ρ；α）
等号はρ＝αまたは∫λ（ρ；α）＝∞の場合に限る．
 （II）連続性：1imλ、＝λ。であれば，任意の〃，αに対して
       〃一〇〇
 （11）              エim∫λ・（ρ；α）＝∫λo（ρ；α）
                η一■餉
である．
 （I）の特殊た場合としてλ＝一1／2，0，1の値を比べれば
・（12）        ル（ρ；α）≦〃（ρ；α）≦∫。（ρ；α）
であって，等号が成り立つのは，ρ＝αの場合（または∞の値をとる場合）に限る．
証明 κ＞0に対して
（13）    K（、，λ一）一⊥（、一1－1），ユ≦λ・∞，λ・0
                  ／        2
 （13）＊                  K（κ，0）＝土109κ
とお／．（・）と比べて（弘一1を用／・て）




           ∂K               1           ∂λ（κ・λ）≧O・  κ〉O・1≦λ＜oo
である．よって（14）より単調性および連続性が成り立つ．
 ∫λ（ρ；α），λ≧Oの取り得る値は
 （15）          0≦∫λ（ρ；α）≦∞
で，o○とたるのは，或る后について加＞0，肌＝0の場合に限る．またrμ（ρ；α），O＜μ≦1／2
については




 （17）         ∫一’’2（ρ；α）＝∫一’’2（α；ρ）
であるが，λ≠一1／2であれば，ρ≠αに対して









                    λ一1（20）       rλ（ρ，α）＝一 ∫λ一’（α，ρ），                     λ
（20）＊       ∫一1（ρ；α）＝O
（20）榊    ∫一μ（ρ，α）一1・μ∫μ一・（α，ρ），

















    ∫λ（力。，…，力。一、，0；σ、，…，σ。一、，O）＝∫λ（力、，…，力。一。；σ、，…，伽一、）
対称性：（1，2，…，m）の任意の置換（ク1，…，クm）に対して
    ∫λ（か、，か、，…，か。；必、，の、，…，σゴ。）＝∫λ（力、，…，力。；σ、，…，σ。）
非負性：任意のρ，αに対して




             ρ＝（力。，…，力m）， α＝（α。，…，σ。）
から亙’上の分布
         〆＝（力、十カ。，力。，…，力。）， 〆＝（σ、十0。，9。，…，σm）
が定まる．このとき
 （IV）不変性：もしも
                  σ、＿α。＿α、十α2 （24）           一一一一                  カエ 加 力、十カ2
であれば
 （25）         ∫λ（ρ；α）＝∫λ（〆；α’）
すたわち
 （25）＊  ∫λ（力。，力。，…，力。；α、，α。，…，α。）＝∫λ（力、十カ。，力。，…，力。；α、十σ。，α。，…，伽）
である．
 （V） 凸性（Strict1y convex）：上において，一般に
 （26）         ∫λ（ρ；α）≧∫λ（〆；〆）
すたわち





   ρ⑱〆＝1加・州后＝1，…，m，プ＝1，…，プ1，α⑱〆：1σパα二1尾＝1，…，m，ブ＝1，…㌔プ1
が定まる．そのとき，λ＝0であれば加法性：
 （27）      ∫o（ρ⑳〆；α⑳〆）＝川ρ；α）十∫o（〆；〆）
またλ≠0であればこれを一般化した擬加法性：
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                                  n一団            〃一〇〇
α。であれば
 （29）              1im∫λ（ρ、；α、）＝∫λ（ρo；αo）








     払＝｛山ユ，…，亙肘克｝，払＝払、∪…∪亙鮒左，亙〃∩E切＝¢，  乞≠プ
をとる（1≦γ為＜∞）．これらすべての凪を合わせて，分割亙の細分
              亙＊＝1亙。ゴ1尾＝1，…，m，プ＝1，…，ブ屋1
を定義する．
 亙＊上の分布ρ＊；（加），α＊＝（σ幻）が与えられれば，これから亙上の分布
          ρ＝（力、，…，力m），加＝力為。十…十和、左， 々＝1，…，m
          α＝（α、，…，伽），伽＝伽十…十軌、、， 々＝1，…，m
および払，后＝1，…，m上の相対分布
           ρ（1〕一（缶，午）（但し・力…とする）





                         椛 （30）      ∫o（ρ＊；α＊）＝∫o（ρ；α）十Σ力〃（ρ（則；α（尾））
                         々＝1
λ≠0のときはこれを一般化した性質：
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                        m （31）     ∫λ（ρ＊；α＊）＝∫λ（ρ；α）十Σ〃λσΣλ∫λ（〆）；α（ゐ〕）




            m      ∫λ（ρ；α）十Σ批十λ妖λ∫λ（ρ（々）；α（尾〕）




 注意 （VIII） （相対性）⇒（VI）（（擬）加法性）：
 証明 亙＊；〃⑳”’上のρ＊＝ρ⑳〆，α＊＝α⑳〆に対してはρ（創；ρ’，α㈹＝〆，々＝1，…，mと
たるからΣ加＝1を用いれば（30）から（27）となる．またΣ批十λ妖1＝1＋λ∫λ（ρ；α）を用い








       バρ＊；α＊）＝∫O（ρ；α）十（力1＋力。）八ρ（1〕；α（’））















               ∫＊（ρ；α） ＿ 7＊（〆；〆）
              Σ批十λ妖L1’Σ〃十λホL1
              々              島
となる．これから（非負性を用いて）




      小∴卜十11∴三！
とおく．（30）によって
                      m        ∫＊（∠ρ；ρ⑳α）＝∫＊（ρ；α）十Σ加∫＊（（∠ρ）（刷；（ρ⑱α）（尾））
                     尾＝1
である．ここで
     ｝ （∠ρ）（則＝（0，…，O，1，O，…，0）， （ρ⑳α）（尾）＝ρ，   后＝1，…，m
であり，かつ（III），（VIII）⇒（IV）（不変性）によって
           」∫＊（（∠ρ）（ゐ）；（ρ⑳α）（尾〕）＝∫＊（1，0；力尾，1一力ゐ）
が成り立つ．よって
                      m         ∫＊（伽；ρ⑳α）＝∫＊（ρ；α）十Σ加∫＊（1，0；加，1一カ局）
                      局11
とたる．次にρとαを入れかえて
                      m         ∫＊（∠ρ；α⑳ρ）＝∫＊（ρ；ρ）十Σ加∫＊（1，O；必，1一肌）
                      々＝1
となる．（II）対称性によって∫＊（ψ；ρ⑱α）＝∫＊（伽；α⑳〃）であり，また∫＊（ρ；ρ）＝0であ
るから，上の二つの式より
       ∫＊（ρ；α）＝Σ力尾／∫＊（1，O；軌，！1。）一∫＊（1，O；加，1一カ屋）｝









            ∫＊（1⑳1；ρ⑳α）＝∫＊（1；切，1一助）
となる．故に∫（力）＝∫＊（1；力，1一力）とおくとき
                ！（切）こ！（力）十！（α）
である．ここで！（1）＝0，∫（力）＞0，0＜力＜1および！の（VII）連続性によって，或る定数。
＞0によって
             ！（力）＝■c109力，      0＜力≦1
と表わされる．よって
                m          ∫＊（ρ；α）＝0Σ力尾（109加一109αゐ）＝C∫o（ρ；α）










             ρ＝（力。，…，力。），加≧O，Σ加＝1
                         尾
             α＝（α、，…，σ。），伽≧0，Σα冶＝1
                         危
に対して定義される（実数値）関数
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 側2．
                     m                a（ρ；α）＝Σ1カゲ肌1


















                    1                ル）＝71・・（1＋λκ）
とおく．また，O＜μ≦1／2に対して
               一1                1           ∫（κ）＝    109（1一μκ），        0≦κ≦一
               μ                   μ
とおく．これらは補題の条件（i），（ii）を満足する．したがって
          ～      1（3）   ∫λ（ρ；α）一71・・（1＋〃λ（ρ；α））・  λ・0
          ｛      一1                   1 （4）          ∫一μ（ρ；α）＝一109（1一μ∫一μ（ρ；α）），    0＜μ≦一
                 μ                 2
も情報量である．さらに∫λ，rμは加法性を満足する：
 （5）          ∫λ（ρ⑧〆；α⑳〆）＝∫λ（ρ；α）十∫λ（〆；〆）




            ＝1o9（1＋λ（∫λ（ρ；α）十∫λ（〆；α’）十λ（∫λ（ρ；α）・∫λ（〆；〆）））
            ＝1o9（1＋λ∫λ（ρ； α））（1＋λ∫λ（ρ’； α’））
















 （I）＊         工（0，O）＝O， 工（1，1）＝0
 （II）＊          力、＿力。＿力、十カ。
                  σ、 σ。 σ。十σ2
（但し，O≦力、十カ。≦1，0≦σ、十σ。≦1）であれば
 （9）      工（力、，σユ）十五（力。，σ。）＝工（力、十カ。，σユ十σ。）．
 （III）＊O≦力・十カ・≦1，0≦の十σ・≦1であれば一般に







     工（力1，2、）十…十五（力。，伽）≧工（力、十…十カ。，α、十…十σ。）＝工（1，1）＝O．
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注意 ∫（ρ；α）の連続性を仮定すれば，工（力，σ）も連続であり，かつ任意の0＜力＜1に対し
ても












              工（力，σ）＝工（力，力m）＝F（力，m）
とおく． （II）＊で
                  σ、＿σ。＿σ、十α2                m＝   一■一                  力、 力2 力、十カ。
であるから，（9）は
             F（力、，m）十F（力。，m）＝F（力、十カ。，m）
と表わされる．工（力，σ）の連続性から，F（力，m）も力，mについて連続である．したがって，m
を固定すれば，F（力，m）は力の一次関数となり








 （11）      αK（κ。）十（1一α）K（κ。）≧K（ακ、十（1一α）κ。）










 （14）            K（1）＝0
となり，逆に（14）ならば工（1，1）：0である．
 補題4．
 （15）  ∫（ρ；α）＝L（力1，σ1）十…十五1（力。，伽）＝工。（力1，σ、）十…十五。（力。，σm）
と表わされ，かつ
（1・）  L（力，1）一刈号）， ・・（力，1）一カ凡（号）
であるとき，或る定数αによって









 （18）          力、G（κ1）十カ。G（κ。）；0
である．よって補題4は，次の補題5より導かれる．
補題5．任意のκ1＞0，κ。＞O，力1＋力。＝1，〃、十カ。κ。＝1（但し，O＜力1，O＜力。）に対して
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（18）が成り立つたらば，或る定数αによって
 （19）          G（κ）＝α（κ一1）
と表わされる．
                       κ2－1   1一κ1 証明 力。十カ。＝1，力、κ、十カ。κ。＝1を解けは力、＝   ，力。＝   とたる．よって（20）
                       κ2■κ1   κ2’κ1
に代入すれば
                  G（κ、）＿G（κ。）




               K。（κ）＝K（κ）一α（κ一）≧O
となる．よって工（力，α）を（10）の形に表わすとき













            加1    肌


















 κ    1     2     3
 Kλ（κ）のグラフ
















      0≦力≦1，0≦σ≦1，O＜m＜oo
l／㌻（パ／llレ。）










（24）          ∫＊（ρ；α）＝∫（α；ρ）
もまた情報量とたる．∫＊を∫の双対情報量（Dua1）と呼ぶ．
特に∫が基本情報量で
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（25）  1（川）寺（いい（力・1）一カ・（舌）
           K（1）＝O， K（κ）＞O， 舛1
と表わせば，その双対情報量∫＊も基本情報量で
                   m             ∫＊（ρ；α）＝Σム＊（加，伽）
                  均＝1（26）
             工・（力，σ）一工（σ，力）一σK（号）一力r（号）
但し，凸関数K＊（κ）は




             Ko＊（κ）＝κ1o9κ一κ十1≧O
とたる．
 （ii）∫λ（ρ；α）の双対情報量∫λ＊は
     1λ・（ρ；α）一÷（茗れL1）一ゑMλ・（貴），一÷・／・∞，／・・
 （29）
          1     Kλ＊（κ）一7｛（κλ十L1）十（1＋λ）（1一κ）｝≧O
とたる．
 注意 情報量∫（ρ；α）に対して





 （31）       ∫（ρ⑱ρ’；α⑱αア）＝∫（ρ；α）十∫（〆；〆）
が成り立つのは，基準情報量∫O（ρ；α），∫O＝〃によって
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 （33）      ∫（ρ⑱ρ’；α⑳〆）＝∫（ρ；α）十∫（ρ’；〆）十∫（ρ；α）x∫（ρ’；〆）
が成り立つのは，双曲的情報量∫λ（ρ；α），λ＞0に対して
 （34）         ∫（ρ；α）＝〃λ（ρ；α）または Mλ（α；ρ）
となる場合に限る．
 （iii） 可微分基本情報量∫（ρ；α）に対して
 （35）      ∫（ρ⑱ρ’；α⑱〆）＝∫（ρ；α）十∫（刀’；〆）一∫（ρ；α）x∫（ρ’；α’）
が成り立つのは，楕円的情報量rμ（ρ；α），1／2≧μ＞0に対して







（37）    力、がK（κ、ハ）十カ、力らK（κ、ツ。）十カ。がK（κ。y。）十カ。加K（κ。y。）
                 二カ1K（κ1）十カ2K（κ2）十がK（y1）十がK（y2）
となる．但し，κ、＝σ1／力1，κ。＝α。／力。，ツ1＝σ1／が，γ。＝σ≦／力；とし，力、κ。十カ。κ。＝！，がツ、十カ；y。
＝ユである．
（38）        F（κ，y）＝K（〃）一K（κ）一K（y）
とおくと（37）は










          κ。一1   κ1－1 、 ツ。一1   yr1        力、；  ，力。＝  ，力。＝  ，力；＝          κ2’κ1   κ1一κ2   y2－y1   ハーy2
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とたる．故に（39）より
      F（κ、，y。）  F（κ。，y。）  F（κ。，y。）  F（κ。，y。）                             十     （κ、一1）（ツr1）（κr1）（y。一1）（κ。一1）（ツr1） （κ。一1）（y。一1）
したがって，κ、＝κ，ツ、＝ツ，κ2＝o，ツ。＝ろとおけば











      K（〃）一K（κ）一K（ツ）＝o（κ一1）（y－1）十λ（y）（κ一1）斗3（κ）（ツー1）
となる．ここで
（43）          K。（κ）＝K（κ）一〇（κ一1）
とおくと
（44）     K、（〃）一K、（κ）一K、（ツ）＝λ（ツ）（κ一1）十B（κ）（y－1）
          ∂ ∂とたる．この両辺に一一を施すと          ∂κ’砂
            ツKf（〃）一Kf（κ）＝λ（y）十B’（κ）（y－1）
            Kf（〃）十〃Kf’（〃）＝λ’（ツ）十B’（κ）
とたる．ここでz＝〃，ツ＝z／κとし，z，κを独立変数にとると
舳）・洲・）一〃（舌）・3・（κ）





   κ
〃”（y）＝畑”（κ）二0。
故に
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               λ”（ツ）二五，3・（κ）＝旦
                    ツ         κ
より
           λ’（ツ）；C．109κ十a， B’（κ）＝0，109y＋e
となるが，A’（1）二B’（1）＝Oよりa＝e＝0である．よって
         メ1（y）＝0o（y109ツーy）十！，   B（κ）＝Co（κ109κ一κ）十9
とたるが，λ（1）＝B（1）：0より！＝g＝coとなり




             ノ（2（κ）＝K1（κ）一〇〇κ109κ十2co（κ一！）
とおくと K。（〃）一K・（κ）一K・（y）＝Oとなる．故に或る定数a。により（K・（1）：Oを用いて）
K。（κ）＝a．109κ，故に
 （45）                   K（κ）＝ooκ1o9κ十ao1o9κ十eo（κ一1）
と表わされる・これから1（川）一仏・（景）に代入して
             ∫（ρ；α）＝00∫O（α；ρ）十aO∫O（ρ；α）
と表わされることがわかった．
 （ii）（31）の代りに（33）を仮定する．
（46）      F（κ，ツ）：K（〃）一K（κ）一K（y）一K（κ）K（ツ）
とおくと，F（κ，1）＝F（1，y）＝0，かつ（40）が成り立つことがわかる．
                  K（κ）＝工（κ）一1
とおくと， （46）Oま
（47）         F（κ，ツ）＝工（〃）一工（κ）L（ツ）
となる．故に補題6によって
 （48）          工（κ二γ）一工（κ）■乙（ツ）＝c（κ一1）（ツー1）十ノ1（ツ）（κ一ユ）十j3（κ）（二γ一1）
           ∂2と表わされる．両辺に   を施すと           ∂κ∂ツ
         L’（〃）十〃工”（〃）十五’（κ）工’（ツ）＝λ’（ツ）十B’（κ）十〇
           ∂2 ∂2と表わされる一両辺にア・ ｻ。を施すと
         4〃工’”（〃）十κ2ツ2工””（〃）十L”（κ）工”（y）十2工’ア（〃）＝O
とたる．ここで〃＝zとし，zとκとを独立変数と見ると







                工”’（κ）  ＿工’”（ツ）
                工”（κ）．κI工”（y）y＝Co
となる．よって積分して
                 109ム”（κ）＝00109κ十01
もう一度積分して
         工（κ）＝伽λ十。（κ一1）十a， 工”（κ）＝αλ（卜1）κλ一2＞0
の形になる．但し，工（1）＝α十a＝1である．これを（48）に代入して
    工（〃）一工（κ）L（ツ）＝α（1一α）（〃）λ十αo（κλ一1）（y－1）十αo（yλ一1）（κ一1）
                十〇（〃一1）一〇2（κ一1）（ツー1）十αc（κ一1）十〇〇（ツー1）
                十a（1一肌λ一αyλ一〇（κ一1）一〇（y一）一a）
λ≠O，λ≠1よりα＝1，a＝0．したがって
    工（〃）一工（κ）工（y）＝c（κλ一1）（ツー1）十。（ツλ一1）（κ一1）十〇（1－o）（κ一1）（ツー1）
と表わされる．すたわち，任意の。に対して






                 m 定義7．基本情報量∫（ρ；α）＝Σ工（加，σゐ）において，O≦κ≦1，O≦y≦1で定義された関
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 （ii）κ＞Oで定義された凸関数K（κ）に対し下K（1）＝O，かつK（κ）≧0であるという条件
は
                    aK （50）            一（1）＝0                    炊
という条件と同値である．
 定義8．可微分基本情報量∫（ρ；α）に対して




                       aKO           Ko（κ）＝一109κ十仁1， 一（1）＝O，                        aκ （52）           a2    1          a2           aκ・Ko（κ）7＞0・κ＞0・α＝aκ・州1）＝1
すなわち
 （52）＊            α（∫o）＝1
である．
 （ii）双曲的情報量∫λ，λ＞Oおよび楕円的情報量rμ，O＜μ≦1／2に対して
                1          aKλ            Kλ（κ）＝一（ズL1）十（κ一1），  （1）＝O，                λ            aκ （53）             a2            7Kλ（κ）＝（1＋λ）ズλ一2＞0・κ＞0
したがって
                                    ！（53）＊@ α（∫λ）＝1＋λ・0，λ＞O・α（「μ）＝1一μ＞O・O＜μ≦万
である．特にムェ＝パ，∫戸＝∫1，ル＝∫一1－2に対して
                              1 （54）       α（ル。）＝1， α（∫戸）＝2， α（ル）＝一                              2
となる．
注意 可微分基本情報量∫（刀；α）の双対を∫ヰ（ρ；②）とするとき
 （55）           α（∫）＝α（∫＊）
である．
証明・・（κ）一÷・（卦・（・）一音（・）一・であるから




                aK＊     a2K＊         K＊（1）＝0・ aκ（1）＝O， 伽・（1）＝K”（1）＝α
が成り立つ．
 定理8．0≦κ≦1，0≦y≦1で定義された実関数L（κ，y）が，工（0，0）＝工（1，1）＝Oで，かつ
               m可微分であるとき，∫（ρ；α）＝Σ工（加，α。）が可微分基本情報量であるための条件は
              ゐ＝1
 （IV）不変性：に対しては
                    ∂L  ∂L （56）           κ一十ツ ＝工                    ∂κ  砂
が必要十分である．
 （V）凸性：に対しては
               ∂2工   ∂2工   ∂2工（57）    T≧O・∂ツ・≧0・∂、砂≦0
が必要であり，









           工（κ，y）＝κG（κ，y）＝κG（κ，倣），
とおいて，G（κ，伽）＝F（κ，m）と見るとき
 ＿ツm一一  κ




             情報量と統計
          ∂     ∂凸性：（56）の両辺の一および一をとれば          ∂κ   ∂ツ
              。∂2ム＿。∂2工＿  ∂2工





（・・）   ／・祭一場一一1嶋一ケ（÷）
                 ∂2ム    、    ・ ∂2工である．故にκ＞0でK”（κ）≧Oと∂κ。≧Oとは同値であり，K”（κ）＞0と∂κ。＞0とは同値
である．
 注意 （i）（59）よりK（1）：K’（1）＝Oを用いれば
              ∂L  一 ∂L（63）    ∂、（力，力）＝砂（力，力）＝0・ 0＜力＜1
が成り立つ．また（62）より∫の不変数αに対して
             ∂2工    ∂2工     ∂2工（64） α二K”（1）一力∂、・（〃）＝力砂・（力・カトー力∂、砂（力・力），O＜力＜1
が成り立つ．
 定理9．∫（ρ；α）を（3回連続的徴分可能な）可微分基本晴報量とする．
       ρ＝（力。，…，力。）， α＝（α1，…，σ。）， Σ加＝1， Σαゐ＝1
                          尾            々
       ρo＝（パ，…，外）， 〆＝（σ呈，…，沸）， Σ批＝1， Σσ2＝1
                          尾            左
に対して
            加＝パ十m尾， 肌＝σ臭十v。， 后＝1，…，m
 （65）        m       ・            Σ肌＝0，   Σo。＝O
            尾＝1               尾＝1
とおく，いま
 （66）      lm島1＜ε， lo．1＜ε，   々＝1，…，m
であれば
                 m ∂L       m ∂L（67） ∫（ρ，α）＝∫（ρo・小昌万（狐舳1＋昌∂ツ（舳2）仇
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1（ρ；α）一号計（・均一・〃，・一・（13）
とたる．さらに，ρO：〆＝αであれば











 注意 （追記）査読者より脚注意のあった論文Rathie andKamappan（1972），Rεnyi（1961）
と比べて気づいた点を挙げる．














   m≦1，Σ吻：1に対してL集合：


































        工（（カ、，…，力。），（の，…，伽））＝工（（加。。，…，力。），（α尾。、，…，αm））
を注意しておく．
 （I），（II）は自明．
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 （III）λ（Σα・力尾，Σα炊）十μ（Σβ山，Σβ必）＝（Σγψ尾，Σγ吻），但←，γ尾＝λα尾十μβ尾・
O＜λ＜1，O＜μ＜1，λ十μ＝1より工が凸集合であることがわかる．また





     （Σα。加，Σα尾伽）＝（1一α1）（O，0）十（αrα。）（力。，σ、）十…
               十（α。一。一α。）（力1＋…十如一、，σ、十…十伽一、）十α。（1，1）
と表わされることよりわかる．次に（2）のようにとれば，上記2m個の点は（3）と（4）とに囲ま
れる図形に含まれることがわかる（図3参照、）．よって（IV）が成り立つ．







 （5）        工、＊工。＝工（ρ1⑱ρ。，α1⑳α。）
と定義する（工、＊工。は，ル，のを用いることなく，ムと工。とから直接に幾何学的に定義する
ことができる）．このとき
 （6）     工、＊工。＝工。＊工、
（7）    工、＊工、⊃工、，ム1＊工、⊃ム、I
（8）、    工・＊工・＝工1一工・：∠





























      P2
      ⑤










       工（（O，力。，…，力。），（O，α。，…，α。））＝工（（力。，…，力。），（σ。，…，σ。））





   け）ρ、＝（力。，…，力。），α、＝（α。，…，σ。），ρ。＝（力、，…，加十和。。，…，力。），α。＝（α、，…，肌
  十軌十1，…，伽）に対しては（II）よりわかる．
   （口）后十1＜Zの場合に，刀1＝（力1，…，力。），α、＝（σ、，…，αm），ρ。＝（力、，…，b。，…，加十伽，…，
  か，…，力m），α。＝（0、，…，ろ尾，…，伽十の，…，あ，…，αm）（U印はその値が欠けていることを示
  す）とする．但し
   五く くσ尾一1≦σゐ十1く く五く伽十のく必十1≦ くの一1くの十1く く且
    力一1一 ’力尾＿1■加十1一 一力ん一州十如一州十1一 一加＿1一か十1一 一力
  とする．工（ρ・，α・）の∠の下方にある頂点P・，…，






























             励  加
軸上への正射影の長さは加であるから，（11）の右辺の積分は（9）
の右辺の和に等しい（図8参照）．特に∫λ（刀；④）に対しては
          1      Kλ（κ）：一（κ一L1）十（κ一1）， λ≠0          λ








                             1 （12）         ∫（ρ；α）二（工（ρ，q）の周の長さ）xT一刀
をとることができる．≒れを式で表わすと，やはり（9）の形に表わすことができる．すたわち
（12）・      K（κ）＝π＿1（川）                        月
とおく．K（κ）≧O，K（！）＝K’（1）＝0，K”（κ）＞Oであって
ル（川）一∫・（宏）伽一刈π一方（景・・））













     刀




 （13）         ム（ρ；α）＝A（工（ρ，α））＝工（ρ，α）の面積
とおくと，ムは定理12の条件（0），（I），（II）を満足する．したがって，一つの情報量である．ρ
＝（力。，…，力m），α＝（α。，…，αm）とすれば
                     1 m m（14）     A（工（ρ・α））三万昌貫■加σ・I舳I
と表わされる．或は
O≦五≦…くα・
 力1  I力m
とすれば，（14）は
（14）＊ A（工（ρ，α））＝Σ（加の一力〃尾）
      尾く5
とたる．
 証明 図11において（m＝4の場合）
      1      －A＝△PoP1P2＋△PoP2P3＋…十△PoPm＿1Pm      2
      ・（・舳・十∴∴1二⊥二一

























 （17）       ！（κ，ツ）＝心ゴ， タ，ブ＝0，1，2，…
とすれば
（・・） 馬川）一∬、。、舳炸∫’／∬刈・・1








                1 m 3ユ，例2に挙げたa（ρ；α）＝77妻11加一α尾1は，工（ρ，α）を用いて表わせば，凸集合Lの
∠の方向に垂直た幅である（工藤（1953），pp．118－119）（図13参照）．一般にL（ρ，α）のκ軸
の正方向とθ，O≦θ＜πたる角をたす方向への幅3θ（工）は
                  m             3θ（工）＝Σ1加COSθ十肌COSθ1
                 ゐ＝1
                3と表わされ，上記a（ρ；α）はθ＝Tπの場合である．いま工（ρ，α）の幅の平均
肌（ρ，α））一÷∫π肌）・θ
                                       1をとれば，定理12の条件（I），（II）を満足する．但し，（0）を満足したいので，3（∠）＝一2刀
                                       π
を引いて
              ム（ρ；α）＝B（工（ρ，α））一3（∠）
とおけば，ムは一つの槍報量とたる．∫。を（力1，…，力。，α1，…，αm）で表わせば（その表示はむずか
しくない），弧長型でも面積型でもないことがわかる．また一般に，連続関数！（θ）＞0，0≦θ＜









 （19）   ∀ω∈9：∫ω（ρ、；α、）＝∫ω（ρ。；α。）⇒工（ρ、，α、）＝工（ρ。，α。）
が成り立つことをいう．
定義11．情報量の族｛∫ω（ρ；α）1ω∈9｝が華完備（Strong1y comp1ete）とは
 （20）   ∀ω∈ρ：∫ω（ρ1；α1）≦∫ω（ρ。；α。）⇒工（ρ1，α。）⊂工（ρ。，α。）
が成り立つことをいう．
 注意 （19），（20）で く＝ が成り立つことは定理11である．また｛∫ω1ω∈9｝が強完備であ
れば必ず弱完備であるが，逆は必ずしも真でない（後に反例を挙げる）．また強完備の条件（20）
は











     “［0，1］上の連続関数！（κ）のタ次のMomentを
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              舳一∫’〆舳κ，1一・，1，・，…
     とすれば，二つの連続関数！（κ），g（κ）に対して























       （κユ，y1）∈亙、，（κ。，ツ。）∈D1⇒κ。＜κ、，ツ。＜y、⇒沁～＞κ蝪


























                 力1 力2   加
          mλ∫λ（ρ；α）十1＝！（λ）＝Σ少々exP（一λξ尾）
          尾＝1
ξ、＝1．9血， 々＝1，…，m，ξ1＜ξ、＜…＜ξ。











   A戸2
ξ1 ξ・  ξ1  ξ糾工







                 m                 m           ！（λ十ゴμ）二Σ力尾e一（λ十舳店＝Σ力、e一戦中e一λ勃
                ゐ＝1            尾二1
一か佃÷（一鳩）・・一1吋
一倉÷（1μ）η／払（一／尾）η・一11づ
            mである．しかるに！（λ）＝Σ加グλξ左に対して










         〃＝〆＝（力、，…，力。），α＝（σ1，…，σm），α’＝（σ1，…，α二）
                    σ1≦、．．くム  』し≦．．．くσ椛
                    力1■  一力m， 力1山  一カ物
とし，ム（ρ，α）と工（ρ，α！）の∠の下側の折線をそれぞれ
                 ツ＝9（κ），  γ＝ψ（κ）
とする．いま




                9（κ）≦ψ（κ），  0≦κ≦1
となることはたい．よって，ヨκ1，ヨκ2，O≦κ1＜κ2≦1に対して
（32）   ψ（κ・）＝ψ（κ・），ψ（κ・）＝ψ（κ・），．9（κ）＞ψ（κ），
が成り立つ（図17参照、）．いま
 （33）    κ1：力1＋… 十カゐ， 9（κ1）＝σ1＋… 十σ乃＝ψ（κ、）＝〆十一・・
κ1＜κ＜κ2
十必， ん≧0
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        κ1     κ2              0       β1  α1     α2 β2
         図17．               図18．
および
 （34）  κ。＝力、十…十か，ψ（κ。）；σ、十…十の＝ψ（κ。）＝〆十…十〆，  ん＜Z≦m
とする．そのとき（32）より
      κ・一1で・（κ）・ψ（κ）α・一（告）一（κ・）・β・一（告）一（κ・）
      κ・・1でψ（κ）・ψ（κ）α・一（窯）十（κ・）・β・一（告）十（κ・）
とたる（但し，α・≦α・，図18参照）．いま或る定数α、，α・，ろ。，ろ・によって













              加十1 加。2
（イ）
情 報 量 と 統 計
（口）         （ハ）
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0   1 αエ    α2      0   α1  1  α2
            図19．









            lK（κ）一Kエ（κ）1＜ε， 0＜κ＜・・
をとれば，けκ（ρ；α）一∫κ、（ρ；α）1≦εであるから，2ε＜石一∫・にεをとれば
























（1）   力・＝σ臭十・1， σ1＝σ呈十・1・ 后＝1・’’’・m
           m1＋… 十mm＝O， o1＋… 十〇m＝O，
 （2）     im尾1＜ε， lo虎1＜ε， 尾＝1，…，m
であるとき，∫（ρ；α）は（m、，…，mm一、，o、，…，om一、）に関して3回連続的徴分可能であって，或る
定数α＞0に対して
































                   1             ∫o（ρ；αo）＝丁∫ユ（ρ；州十0（ε3）
である．また角谷情報量に対してはα＝ユ／2であるから，εが小さいとき












 （7）           （M1，…，Mm）回，   m＝N1＋…十Mm
起ったとする．このとき，凡は2項分布3（n，σ臭）
                 m！       …b（凡＝・1）＝、左1（、一、、）1州11£）川・O≦・・≦・
に従う．よって，確率変数
                 1凡一mσ呈 （8）           X々＝一     ，  尾＝1，，m                〃 〃
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とおけば，期待値E（Xゐ）＝0，分散σ2（X。）＝112で，m→∞のとき
 （9）          X尾＝⇒M（0，11呈），  （法則収束）
とたる．但し，M（α，σ2）は平均α，分散σ2め正規分布を示す．また，（M、，…，M椛）の同時分布
は多項分布
                   m一 。η、 。η。    …b（N＝・1・・N・＝・・）＝。11。、1σ・σ…  ＝・1＋＋・・
                                   mに従う．（X、，…，Xm）の同時分布を考えると，E（X，X5）＝一概，后≠ノ，かつΣ／戻X尾＝0
                                   庖＝1
で，m→∞のとき
 （10）       （X、，…，X。）：⇒ M（（0，…，O），λ）， （法則収束）
である．但し，M（（α、，…，αm），λ）は平均ベクトル（α、，…，αm），共分散行列λのん次元正規分
布とする．（10）の場合には
         λ＝（α局5），α尾角＝112，α島5＝一／続，  后≠ノ
          ＝亙。」／ア・！ア，／ア＝（〃，…，凧）
である（但し，亙mはm次元単位行列とする）．さらに良く知られているように，m→∞のとき
に





（・・）     ・一（÷…，午）
とおくとき，不変数αの正則晴報量∫に対して，m→∞のとき確率変数





              lZ局1＜ε ぐ＝⇒ lXゐ1くm1’10
である．ここで，l X尾1＜m1／10，尾＝1，…，mが同時に起るという事象を亙とおくと，
           亙。：｛lX一≧n’／’olU…U｛lX．1≧m’ノ’ol
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である．中心極限定理によって，任意のε’＞Oに対してm≧m。（ε’）に対して，’
   ・…／1・局1・l／・βrグ〃・1・見・ぺ÷・一舳・見，1兄1・2義
とたる．ここで，α＝m1∫10にとれば，m≧m1（ε’）に対して，
                         1               Prob｛l X々1〉m1’10｝≦一ε’                         m
となる．よって
 （14）                    Prob（万）≧！一ε’
とたる．一方，事象亙においてはl z．1＜ε，ε：m－1－2＋1’1o，后＝1，…，mが成り立つから，（5），（6）
によって
                     m              ∫（P；什換1・1・0（ε3）
である．故に




                  2n （16）             1im－E（∫（P；α0））＝m－1
                〃→的 α
が成り立つ．
証明 E（X書十…十Xゑ）＝Σ（！1星）＝m－1である．よって
            左＝1
             ・（・∫（π）一号菖・1）一見
                                      mとおくとき，1im沢、＝0を見ればよい．事象亙を定理15の証明にあるように，亙＝∩｛l xゐl
      n－loo                                                            々＝1
＜mI／1O｝とおく．
            ・（・1（・；α・）一驚・1）一∫・工
とおくとき，第1項については（15）より
                 ∫1一・（ガ1…）
とたる．また第2項については，正則情報量の条件（B）より
        1工・1（・；〆）・力1・…（が）・・・…／1石1…1・・／
および
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工ね榊1・弓α∫．兄．〉州榊・÷・（・一・）α・・・・・…l1石1…／・・1
                      mと評価される． ここに，亙。＝｛l X，1＞n1川｝∪∪｛l X．1≦m1’1o｝∩｛l X．1〉m1／10｝を用いた．
                     尾二2
したがって，1im見＝0を証明するためには














       γ＝1  m
ここに・・（κ）一 v∫1・一刈・κ・力士（κ）は或る1次多駄かつ
                     M              1尺、”（κ）1＜ 〔、．、）∫、








                  1               X1＝   （γ1＋ ＋γ。）                 仮
と表わされる．ここでCram6rの定理において，K，…，γ、の代りにK＋Z1，…，γ、十Z、をとれ
ば，その仮定が成り立ち





        ・（一κ）一志r・一～・去÷・一州，1・・
である．（20）より巧（κ）はその第1項および第2項の分布関数F、（κ）とF。（κ）との。onvo－
1utionとして表わされる．
               巧（κ）＝F、（κ）＊F。（κ）
一般に，F。（O）＝1／2であれば
             1               1       （ハ＊ハ）（κ）≧τハ（κ）・ 卜（ハ＊昆）（κ）≧丁（1一八（κ））
である．よって，o＝／π丁とおくとき
  prob ｛l X11＞m1’1o｝＝ Prob ｛X1＜一m1’1o｝一ト・Prob ｛X1＞m1／10｝
    ＝ハ（一〇m’／’o）十（1－F（cm1／1o））≦2巧（一〇m川）十2（1一刀（o1m’川））
一・・（1・…）・・（力2（㌣’o）・加（芳川）・力5（一美m’’’o）・力5（o麦…o））
     ×e－n2’10c至’2＋0（m－3／2）
が成り立つ．したがって，mが十分大きいとき
・…㍑1・・川／・β、“。グ舳・・（ガ1舳・・ガ・・1・・）・一州
             斗0（m■3∫2）＝0（m－3∫2）
と評価され（17）が成り立つ．次に
∫．兄．〉〃舳・卵1＋舳・…（・川・lXl・・（’舳）
            ≦Σ・（’舳p・obllX一＞m｛’m／≦〃Σm（1州・ガ州2
             ！E1                             ゴ＝1





 （21）     α（θ1，…，θ、）＝（σ1（θ1，…，θ、），…，σm（θ、，…，θ、）），  θ＝（θ1，…，θ、）∈ρ（γ〕
が定められているとする．一方，この分布族に含まれている∬上の未知の真の分布
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        αO＝（σ£，…，洲，α0＝α（θ1，…，θ享），θ。＝（θ1，…，θ票）Fg（「）
に関して，m回独立に試行して亙1，…，亙mがそれぞれm、，…，mm回，（m＝m、十…十mm）起ったと
する．そのとき
（22）    ρ＝（カ、，…，力。），力尾＝血， 后＝1，…，m




（23）    λ・一、∫1（ρ，α（θ））一差（力・■・・（θ））2一最小
                     紅1  α々（θ）
とたるθの値を求める方法（Cramεr（1937），p．506）．
側10．最尤法（Maxim㎜1ike1ihood method）
            工（θ、，…，θ、）＝σ、（θ）m1…σm（θ）η腕＝最大
とたるθの値を求める方法．これは，ρを固定して
（24）   ∫・（。；α（θ））一場、1。。ムー場尾1。。力、一加、1。。α、














    τ伽＝α星十Σσ9〕o（θ5一θ3）十0（ε2）





              肌＝σ呈十〇尾， 后＝1，…，m
とおく．




                 ∂（α1，…，9、）                      ・≠・O                 ∂（θ。，…，θ、）
であると仮定する．まず∫＝最小の必要条件として
                 ∂ゾ （28）          ＝0， ブ＝1，…，7                ∂θ5
を解く．その解として（θ。，…，θ、）が
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         貞貞（∂給）脇一α菖倉貞（か蟹w舳）
                   一1倉（妹1吋・・
とたる．かっここで＝Oとたるのは
               「 1（32）    君〃伽FO・ 尾＝1…
とたる場合であるが，これを（z、，…，zア）の連立一次方程式と見て，その最初の后＝1，…，プの係数
の行列式は






                 （1）O       （1）O
によって
 （34）              ’θ＝‘θo＋α・∫一1・Q・㌦十0（ε2）
と表わされる．
    ∂∫   ．      ＾ ＾  ＾証明 ∂θ，＝O，1＝1，，κの解θ＝（θ、，，θτ）は（κ、，，κm）が（O，，0）の近傍にあるとき
                  m （35）       島＝θ3＋Σろゴ以尾十馬， プ＝1，…，7
                  々＝1
           ∂∫と表わされる．これを  ＝Oに代入すれば           ∂θ｛
                   τ               ＾       4・一〃κ1，σ1（∂）一σ1＋Σ洲島一θ・）十∫1， 后一1，…，m
                   5＝1
より，θ＝θにおいて
   （糺、一1洲（凧一貞洲一甜）・島）（昔ジ、1・（普）一・
である．ここで1κ・1・1・，，1κ・1・1・に対して＆一・（ll），（話）、二、一1！）…（1・嶋）一
0（ε…）とたるから








（・・）     ・一（÷，廿）
にとる．ここで確率変数
             1 1 （37）     X尾＝ 一（凡一m臭）＝〃肌， 々：1，，m             〃〃
にとると（8），（10）によって，正方行列λ＝〃m」／ア・／アに対して
        （X1，…，Xm）＝⇒ M（（0，…，O），λ），  （法則収束）
であった．
 補題10．（37）の確率変数（X、，…，X、）に対して，確率変数θ＝（θ。，…，θブ）を




         mE（f（θ一θo）・（θ一θo））＝J－1・Q・E（士X・X）・fQ・∫■1
ここで，・（灯）一∬・」π・πおよび・・万一・（∵ゑ炸・）および
∫＝αQ・fQを代入すれば













 （40）      ‘（θ、，…，θ、）＝±（θf，…，θ戸）十∫一’・Q・オ（κ、，…，κ。）
に対して，
              ～        1 一      一 （41）       ∫（ρ；α（θ））＝∫（ρ；α0）一一（θ一θo）・∫・f（θ一θ）十0（ε3）                      2
とたる．
 証明 ∫（ρ；α（θ））
             「   一    1 「 「    一   一    ＝∫（ρ；〃））十昌∫ωo（θ1■θ8）十万君君∫（ゴ’5）o（θrθ～）（卜艀）斗0（ε3）
である．一方
                    τ    0＝∫（｛〕（θ）＝パ〕o＋Σパ・ゴ〕o（島一秒）十0（ε2）
                   5二1
                r            ＝∫（｛〕o＋Σパ・5〕o（島一倍）十0（ε2）




             2m          ＾     。 （42）      一（∫（P；αo）一∫（P；α（θ）））＝⇒λ、，
             α
に法則収束する．但し，ガは自由度プのλ2分布を示す．また，P，θを確率変数とみて，期待
値をとれば
（43）    iim坦E（∫（P；α・）イ（P；α（6）））一、




 （44）      一   7＝λ・Q・ケ
とおく．そのとき（38）のθに対して，∫＝α・Q・‘Qを用いれば
        五（δ一θ・）・∫・・（δ一州＝α1（∫一・・Q・・X）・∫・（∫一・・Q・lX）
        α
                   ＝f（λ・Q・士X）・（∠・Q・亡X）＝｛Z・Z
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となる．一方，Q・｛π＝0であるから
        E（｛Z・Z）＝E（（λ・Q・｛X）（X・fQ・亡λ））
             ＝ルQ・（亙。」／ア・π）・亡Q・｛λ
                     1             ＝λ・Q・’ρ・fλ＝一λ・∫・仏＝λ・（±λ・λ）一1・五＝亙、





         α                        α










               Xぞ十…十Xゑ＝Zぞ十…十Zえ＿1
となり，（Z・，…，Z・一・）の分布がm→・・のとき，正規分布（（0，…，0），亙m一・）に収束するようにと
ることができる．定理15の証明中の（15）によって，
               2m              一∫（P；αo）＝ぷ十…十Xゑ十兄
               α
と表わされるのであったから，定理18の証明中の（45）によって
             2m     ＾             一∫（P；α（θ））＝Z弄。。十…十Zゑ一1＋尼




              α呈∈9s8〕⊂9（τ〕，     ∫＜7
としよう．いま9（「）のパラメータ（θ・，…，θ、）の代りに，或る7次直交行列0（f0＝0’1）によっ
て（θ1一θ呈，…，θ二一θ冥）＝（θ1一θ呈，…，θ・一θ♀）0に（θ1，…，θ二）をとれば
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（鳥）二一・（∂粉ヅ・・
とたる．そこで∫（P；α（θ））＝最小とするθ’をとれば
           （α一θ呈，…，θ二一θ募）＝（θ1一θ呈，…，θ。一θ票）・0
である．よって定理17によって，m→∞のとき
         ”（α一θ£，’’’，θ二Lθ昇） ＝＝⇒ M（（0，…，O），α土0・∫・0）
に法則収束する．
                                    9ωさて，分布施9（「）に対して∫（P；α（θ）），α（θ）∈9（τ）
を最小にするパラメータの値を（θ、，…，θ、）とし，鮒〕に対
して，∫（P；α（ψ）），α（ψ）∈9｛8）を最小にするパラメータ    ＾  ＾                             9｛1〕の値を（φ・，…，⑫、）とする．上記直交行列を適当にとるこ
とによって，∫次行列（〃・5〕O）｛，5－1，．．．，、をプ次行列
（∫6｛・ゴ〕O）1，戸・、．．，、の土左部分にたるように変換することがで
                               図21．分布族の集合きる．このことを用いれば
定理20．上記のような分布施ρ（「〕，9Ss）に対して
               2m     ＾       ＾（47）       一｛∫（P；α（θ））一∫（P；α（Φ））｝
                α
は，m→○Oのとき自由度に∫のZ2分布に法則収束する．
∫＝〃の場合に，この定理はNeymam－E，S．Pearson－Wi1ksの結果として知られている（く






              ρ（τ）＝｛α（θ）＝（σ1（θ），…，σm（θ））｝
が与えられているとき，データがに対して，パラメータθの推定値としてθを正則情報量∫
に関して∫最小推定値とする．そのとき，モデルMODのAICが
                      2m     ＾ （48）          AIC（MOD）＝一∫（ρo；α（θ））十27
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                2m     ＾        AIC（MOD角）＝一∫（ρo；α（θ片））十2れ，   ん＝1，…，∬









（・・）     ・・一（半，祭）
を確率変数と見よう．そこで，最初のデータρOに対する∫最小推定値θを固定して，P＊に関
する期待値





           α
          2m        ＾   2m         ＝一E＊（∫（P＊；α（θ）））十一｛∫（ρo；αo）一E＊（∫（P＊；αo））｝十沢
           α                  α
とたる．ここにRはρOを確率変数と見るとき
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              τ ∂∫∫（P＊・α（θ））＝∫（P＊，αO）十昌∂θ、（P＊・αO）（θrθ茅）

















∂2∫      m1    α m 1鮒（PV）＝αΣ、が）oσ9Lπ昌〃炉X麦十0（・一’’2＋’川）
とたる．以上を（54）に代入し，かつE＊（X麦）＝0であるから，定理16の証明と同様に







（55）    坦1E・（∫（P・；α（δ）））一E・（∫（P・；α・））／
             α
は，m→∞のとき自由度γのZ2分布に法具u収束する．また
             2m         ＾ （56）        1im－E｛E＊（∫（P＊；α（θ）））一E＊（∫（P＊；αo））｝＝プ




       2m     ＾    AIC＝一∫（ρo；α（θ））十27
        α
       2m        ＾  2m      ＝一E＊（∫（P＊；α（θ）））十一｛∫（ρo；αo）一E＊（∫（P＊；αo））｝一R1－R2
        α                 α
       2m            ＾     見＝一（∫（ρO；州イ（が；α（θ）））一プ
        α
       2m        ＾     R2＝一（E＊（∫（P＊；α（θ）））一E＊（∫（P＊；αo）））一κ
        α
と表わされる．ここで，データρoの代りに確率変数Pとおき，∫最小推定値θの代りに確率
変数θととれば，定理18，（43）および補題13，（56）によって
                 E（沢1）＝E（R2）＝0
を得る．したがって，R＝一児・一沢・ととれば，定理21の（51），（52）を得る．
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   We give irst1y a system of axioms for an肋伽m肋m∫（ρ；α）where〃＝（力1，…，力。），
α＝（σ1，・・，σm）are any丘nite probabi1ity distributions（m＝1，2，… ）1
   （I） Reducibi1ity：∫（力1，…，力椛＿1，0；σ1，…，αm＿1，0）＝∫（力1，…，力m＿1；σ1，…，αm＿1），
   （II）Symmetry：∫（力1，…，力m；σ1，…，σm）：∫（か、，…，か、；の、，…，の腕），
   （皿）Non－negativity：∫（ρ；α）≧0，
   （1V） Invariance and（V）Convexity：∫（力1＋力2，力3，…，力m；σ1＋σ2，α3，…，σm）≦∫（力1，…，
力m；α1，・・，αm）and the equa1ity ho1ds if and on1y if力1／α1＝力2／α2（see3．1，De丘nition4）．
Severa1examp1es such as∫姐，∫戸，∫κ，∫λare given in Chapter2．
   An information∫（ρ；α）is ca11ed力mゐmm広αZ if we can express∫（ρ；α）in the form
Σ工（加，肌）by some function工（κ，ツ）（see3．2，Deinition5）．In this case we can express
尾＝1
          吻∫（ρ；σ）＝Σ加K（伽／加）by some non－negat圭ve convex fmction K（κ），（see3．2，Theorem
         々＝1
6）．If a fundamenta1information∫（ρ；α）satis丘es the Axiom of Additivity：∫（ハ⑳ρ2；
α1⑳α2）＝∫（ρ1；α1）十∫（ρ2；α2），then we have∫（ρ；α）＝c1∫肌（ρ；α）十〇2∫κ工（α；ρ），o1，c2
≧O by the Ku11back－Leib1er information∫肌（see3．3，Theorem7）．
   …工物…1・川ρ，α）i・・・・・・…／（／，・）κ一喜1紙，ツーき1舳，・・α・・1，
・一1，…，・／・・・・…i・f・…ti・・1（川）i・・・・…t・・i・・・・・・…一・…ti・・・・・・・…
fmctiona1for the system of a11 Liapmov sets（see4，1，Theorems ll and12）．
   From this characterization we can deine severa1new kinds of informations（see4．2）．
Notion of weak1y（strong1y）comp1ete set of informations are introduced and severa1
examp1es are given（see4．3，Theorems13and14）．
   Fina11y we give some app1ications to statistics（see5．1，5．2，5．3）．Name1y we de丘ne a
c1ass of mgm伽informations（see5．1，Deinition12），and prove severa1resu1ts，which are
we11－known for∫Kエ，for genera1regu1ar informations（see Theorems15－21）、
