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Kurzreferat
Diese Arbeit behandelt numerisch die Fluiddynamik in Flüssigmetallbatterien. Insbeson-
ders die Tayler-Instabilität und Elektrowirbelströmungen werden ausführlich betrachtet.
Die Motivation der Untersuchungen besteht zum einen in einer Steigerung von Leistung
und Sicherheit und zum anderen in der Senkung von Produktions- und Betriebskosten von
Flüssigmetallbatterien.
Es wird ein Lösungsverfahren für zeitabhängige magnetohydrodynamische Strömungen
entwickelt und in OpenFOAM implementiert. Die Basisversion des Lösers erlaubt die Ana-
lyse einer flüssige Elektrode. Eine Erweiterung dient der Untersuchung des Einflusses von
Stromsammler und Zuleitung der Batterie. Simulationen werden vorwiegend für zylindri-
sche, aber auch für quaderförmige Elektrodengeometrien durchgeführt.
Der Hauptteil der Arbeit widmet sich der stromgetriebenen Tayler-Instabilität, die in
großen Batterien bei Strömen von einigen Kiloampere auftritt und dort zu einer Strömung
in Form von Konvektionszellen führt. Das Auftreten, Wachstum und die Geschwindigkeiten
dieser Instabilität werden analysiert und deren Bedeutung für die Batterie diskutiert. Zur
Dämpfung bzw. Unterdrückung der Strömung werden eine Reihe von Gegenmaßnahmen
vorgestellt und deren praktischer Nutzen bewertet. Der zweite, kürzere Teil der Arbeit
befasst sich mit Elektrowirbelströmungen, deren Charakterisierung und ihren Wechselwir-
kungen mit der Tayler-Instabilität. Die besondere Bedeutung von Elektrowirbelströmungen
für die Integrität der Elektrolytschicht sowie ihre Anwendbarkeit für die Verbesserung des
Stofftransports in Flüssigmetallbatterien werden hervorgehoben.
Abstract
This numerical work is dedicated to the fluid dynamics in liquid metal batteries. The
particular focus lies on the Tayler-instability and electro-vortex flow. The optimisation of
performance and safety as well as a reduction of production and operation costs of liquid
metal batteries is the main motivation of this investigation.
For this purpose, a numerical solver for a time-dependened magnetohydrodynamic flow
is developed and implemented in OpenFOAM. The basic version allows the simulation of
one liquid metal electrode. An enhanced solver serves to investigate the influence of current
collectors and feeding lines of the battery. Simulation is carried out mainly for cylindric,
but also for cubic electrodes.
The main part of the work deals with the current driven Tayler-instability which oc-
curs in large batteries with currents in the order of a few kiloampere, and leads there to
the appearance of some type of convection cells. The occurence, growth rates and typi-
cal velocities of this instability are analysed and its relevance for liquid metal batteries
is discussed. Further, several countermeasures for damping or suppressing the instability
are presented and their benefits are evaluated. The second, smaller part of this work is
dedicated to electro-vortex flows, their characterisation and interaction with the Tayler-
instability. Their particular importance for the integrity and the mass transport in liquid
metal batteries is emphasised.
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1 Einfu¨hrung
1.1 Entwicklung der Energielandschaft
Nach Prognosen der IEA (2013) wird der weltweite Strombedarf im Zeitraum 2011 – 2035
um zwei Drittel wachsen. Der Anteil erneuerbarer Energien wird im gleichen Zeitraum von
20 auf 31% steigen, vor allem, weil Windturbinen in immer mehr Regionen wirtschaftlich
betrieben werden können. Westeuropa, China und die USA werden zukünftig diejenigen
Regionen mit dem größten Anteil erneuerbarer Energien sein (IEA 2009). Fördermittel im
Umfang von 57 Milliarden US$ in der EU (2012) wurden hauptsächlich in die Photovoltaik
investiert, da diese im Vergleich zu Windturbinen noch weniger rentabel arbeitet. Trotz
der weltweiten Zunahme von Wasser-, Wind- und Solarenergie wird ein zwanzigprozenti-
ger Anstieg der CO2 Emissionen im oben genannten Zeitraum prognostiziert. Der weitere
stetige Ausbau der regenerativen Energien erfordert deren Förderung, die Erhöhung ihrer
Zuverlässigkeit sowie Veränderungen am Design der Energiemärkte (IEA 2013).
Die Zielstellungen in der Energiepolitik der Bundesrepublik Deutschland wurden im Ener-
giekonzept (2010) festgeschrieben. Geplant ist eine Steigerung des Anteils regenerativer
Energien an der Stromproduktion von heute 22% (Bachem 2013) auf 35% im Jahr 2020
und auf 80% im Jahre 2050, um die Kernenergie als Brückentechnologie abzulösen. Diese
relativ hohen Anteile sollen auch durch eine Reduktion des Primärenergieverbrauchs um
20% bis 2020 und 50% bis 2050 gegenüber 2008 ermöglicht werden. Im Jahr 2014 waren
in Deutschland Solaranlagen einer Leistung von 38GW und Windkraftwerke mit 35GW
Leistung installiert. Im Jahresmittel waren davon aber nur 13% verfügbar. Dies bedeu-
tet, dass mindestens das 6-fache der im Mittel benötigten Leistung an Windkraftanlagen
bzw. die 10-fache Leistung an Photovoltaikanlagen installiert werden muss (ISE 2014).
Die dafür notwendigen Investitionen werden mit 20 Milliarden Euro jährlich beziffert. Die
wesentlichen Herausforderungen des Umbaus der deutschen Energielandschaft werden in
der Integration der erneuerbaren Energien in das Netz, im Netzausbau und in der Be-
reitstellung von Speichern gesehen. Neue Elektroenergiespeicher sind zumindest langfristig
nötig, u. a. wird die Nutzung ausländischer Pumpspeicher diskutiert. Die Erforschung neuer
Speichertechnologien, wie z. B. Druckluft- oder Wasserstoffspeicher soll gefördert werden.
Heute ist offen, ob die ambitionierten Ziele des Energiekonzepts 2010 erreicht werden kön-
nen (Bachem 2013).
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Der Nutzen von Speichern in einer zukünftigen deutschen Energielandschaft muss diffe-
renziert betrachtet werden. Den Fluktuationen der regenerativen Energien kann durch den
Ausbau der Netze, der Flexibilisierung von Nachfrage und konventioneller Erzeugung sowie
durch den Einsatz von Speichern begegnet werden (Agricola 2013). Der Netzausbau ist hier
alternativlos, da kein Speicher günstig genug ist, um diesen zu ersetzen (Sauer 2012). Auch
die Flexibilisierung der Nachfrage bleibt ein zentrales Problem. Weiterhin ist eine Spei-
cherung von Elektroenergie stets mit Verlusten verbunden, so dass eine direkte Nutzung
in jedem Fall vorgezogen werden sollte (Pape 2014). Die Flexibilisierung der konventionel-
len Erzeugung ist dagegen schwierig, da hier die Wirtschaftlichkeit der Kraftwerke leidet
(Bachem 2013) – die Abschaltung der Gaskraftwerke ist aber nur bei Bereitstellung zu-
sätzlicher Speicherkapazitäten möglich (Wagner 2014). In einem von Wagner (2012, 2014)
betrachtetem Szenario mit einer im Jahresmittel 100%igen regenerativen Energieversor-
gung müsste mit 26% Gesamtenergieüberschuss gerechnet werden, der Speicherung sehr
attraktiv machen würde. Neben dem Ersatz der Gaskraftwerke und der Zwischenspeiche-
rung von Überschussenergie sind Frequenzregelung, Lastausgleich, Spitzenlastreduktion,
Spannungsqualitätseinhaltung und Lastmanagement die wesentlichen Anwendungsgebiete
der Elektroenergiespeicher (Hannig 2009). Generell werden Speicher nach ihrer Anwendung
im Übertragungs- und Verteilernetz unterschieden. Abgesehen von den Pumpspeicherkraft-
werken ist ihre Anwendung unter den derzeitigen politischen Rahmenbedingungen nicht
wirtschaftlich (Schulte 2014).
Zur Notwendigkeit von Speichertechnologien für die Umsetzung der Ziele der Energiewen-
de existieren sehr verschiedene Ansichten (Oertel 2008). Beispielsweise sieht Goodenough
(2007) Elektroenergiespeicher für die Einbindung erneuerbarer Energien (EE) für unver-
zichtbar an. Eine Studie des VDE (2012) hält bis zu einem Anteil regenerativer Energien
von 40% Speicher für nicht erforderlich, langfristig aber für essentiell. Schulte (2014) ver-
tritt die Ansicht, dass die deutschen Pumpspeicherkraftwerke bis zu einem EE-Anteil von
50% ausreichen werden. Das optimistischste Szenario sieht bis zu 60% EE keine Notwen-
digkeit von Stromspeichern. Selbst ein Ausbau bis 80% sei „weitgehend“ ohne zusätzliche
Speicher möglich (Pape 2014).
Heute existieren in der Bundesrepublik Deutschland 31 Pumpspeicherkraftwerke mit ei-
ner Kapazität von insgesamt 40GWh (Bachem 2013). Wagner (2014) geht bei einer rein
regenerativen Energieversorgung von einem Speicherbedarf von 33TWh, d. h. dem 660
fachen der heutigen Kapazität aus. Eine Studie des VDE (2012) sieht bei einem EE-Anteil
von 80% einen Speicherbedarf von 14GW bzw. 70GWh an Kurzzeit- sowie 7,5TWh an
Langzeitspeichern. Bei 100% EE wäre das Dreifache dieser Kapazitäten erforderlich.
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Offensichtlich lässt sich heute nicht genau abschätzen, ab wann neue stationäre Ener-
giespeicher in Deutschland wirklich unbedingt nötig sind. Klar ist aber, dass preisgünstige
Speicher für die Energiewende in Deutschland und auch international eine Schlüsseltech-
nologie darstellen. Da das Potential für Pumpspeicherkraftwerke insbesondere in flachen
Regionen der Welt begrenzt ist, sind alternative Speichertechnologien von großem Interesse.
1.2 Stationa¨re Energiespeicher
1.2.1 Anforderungen
Die Anforderungen an stationäre Elektroenergiespeicher unterscheiden sich deutlich von
denen für mobile Anwendungen, z. B. spielt die Energiedichte ein nachrangige Rolle. Das
wichtigste Kriterium ist aber für beide gleich: ein günstiger Preis, bzw. geringe Lebenszy-
kluskosten (Sauer 2012). Im Zeitraum 2005–2008 kostete Spitzenlaststrom in Deutschland
0,056 bis 0,099e/kWh (BMWi 2013). Es wäre also wünschenswert, wenn die Speicher-
kosten darunter liegen würden. Für den amerikanischen Markt nennt Kim (2013a) einen
Zielpreis von 0,05 $/kWh. Unter der Annahme einer Lebensdauer von 10 000 Zyklen und
einem Wirkungsgrad von 80% wäre hier der Systempreis 400 $/kWh, wobei typischerweise
die aktiven Materialien ein Viertel dieses Preises ausmachen. Andere Autoren geben deut-
lich niedrigere Zielpreise an, z. B. 100 $/kWh (van Noorden 2014; Liu 2013) oder 150 $/kWh
(Bradwell 2006); entscheidend bleiben aber die Kosten je gespeicherter Kilowattstunde.
Weiterhin sollten stationäre Speicher über eine im Vergleich zu herkömmlichen Batteri-
en recht lange Lebensdauer verfügen. Während Bradwell (2006) von 10 bis 15 Jahren und
Kim (2013a) von 10 000 Zyklen als Ziel ausgeht, nennt van Noorden (2014) hier 20 Jahre,
bzw. 7 000 Zyklen.
Als weitere Anforderung ist ein hoher Wirkungsgrad, möglichst größer als 80% zu nen-
nen (Bradwell 2011; Kim 2013a). Der Einsatz der Speichertechnologie muss auch unter
dem Gefrierpunkt möglich sein (Goodenough 2007). Je nach Anwendung unterscheidet
man Leistungs- und Energiespeicher. Erstere müssen große Leistungen sehr schnell, aber
nur über kurze Zeit (im Sekunden- bis Minutenbereich) bereitstellen. Energiespeicher be-
nötigen dagegen keine extrem schnelle Ansprechzeit, müssen aber große Energiemengen
speichern, um diese im Minuten bis Stundenbereich zur Verfügung stellen zu können (Ne-
whouse 2014). Zu guter Letzt ist auch die Sicherheit des Speichers eine essentielle Anfor-
derung (Huggins 2010).
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1.2.2 Stand der Technik
Speicher werden zum einen nach ihrem Typ in mechanische, elektrische, elektrochemische,
stoﬄiche und thermische Speicher und zum anderen nach dem Zeitverhalten in Langzeit-,
Tages- oder Kurzzeitspeicher unterteilt. Im Folgenden werden die wichtigsten Speicherty-
pen kurz vorgestellt. Gute Übersichten findet man bei IEC (2011), Hannig (2009), IEA
(2009), Huggins (2010) und Yang (2011).
Thermische Speicher
Thermische Speicher, wie z. B. Nachtspeicheröfen, erlauben die Speicherung von Wärme,
die ggf. zuvor aus elektrischer Energie erzeugt werden kann (Bachem 2013). Ihr Haupt-
angwendungsgebiet liegt aber in der Prozessoptimierung, der Nutzung von Abwärme, etc.
(Gil 2010). Da eine Rückwandlung der thermischen in elektrische Energie im Allgemeinen
nicht gebräuchlich ist, werden thermische Speicher hier nicht weiter betrachtet.
Stoﬄiche Speicher
Der wichtigste stoﬄiche Speicher ist Wasserstoff, welcher durch Elektrolyse von Wasser ge-
wonnen wird. Er kann nach Speicherung weiterverarbeitet oder rückverstromt werden. In
Deutschland sind bereits sieben Versuchsanlagen in Betrieb (Agricola 2013). Die bewährte
alkalische Elektrolyse erlaubt einen Wirkungsgrad bis zu 87% und Standzeiten von bis zu
30 Jahren (Beck 2013). Die PEM-Elektrolyse ist zur Zeit noch teuer und die Hochtem-
peraturelektrolyse noch in der Grundlagenforschung (Baukal 1969; Smolinka 2011). Die
anschließende Rückverstromung des Wasserstoffs in Brennstoffzellen führt zu einen Ge-
samtwirkungsgrad von lediglich 20 bis 30% (Hannig 2009; Wagner 2014). Die besondere
Bedeutung des Wasserstoffs liegt in der Langzeitspeicherung großer Energiemengen (Oertel
2008). Eine anderweitige Nutzung des Wasserstoffs – ohne Rückverstromung – ist aber im
Hinblick auf den Wirkungsgrad sehr vorteilhaft. Als Beispiele sind hier Elektromobilität,
die chemische Industrie und Wärmeversorgung zu nennen.
Mechanische Speicher
Pumpspeicher sind die momentan einzige großtechnisch verfügbare Speichertechnologie
(Agricola 2013). Sie erreichen einen hohen Wirkungsgrad von bis zu 80%, erfordern Ge-
samtinvestitionen von 700 bis 1 000e/kW und sind wirtschaftlich betreibbar. Leider ist ihr
Potential wegen der erforderlichen Höhendifferenz begrenzt, ggf. wären aber auch unter-
tägige Anlagen denkbar (Beck 2013). Eine Alternative dazu sind Druckluftspeicher, z. B.
in Salzkavernen (Bachem 2013). Zusammen mit Wärmespeichern ist eine Steigerung ihres
Wirkungsgrads von 50 bis auf 70% möglich. Nachteilig ist ihre Konkurrenz zu Gasspei-
chern durch die Nutzung der Salzkavernen (Oertel 2008) sowie die hohen Investitionskosten
(Moser 2014). Auch Schwungradspeicher zählen zu den mechanischen Speichern – sie sind
jedoch deutlich zu teuer (Beck 2013).
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Elektrische Speicher
Elektrische Speicher sind z. B. Doppelschichtkondensatoren sehr hoher Leistungsdichte so-
wie supraleitende magnetische Energiespeicher. Beide Technologien sind wegen ihres hohen
Preises für große Energiemengen nicht konkurrenzfähig (Beck 2013).
Elektrochemische Speicher
Ein Beispiel für die Nutzung elektrochemischer Speicher für die Stabilisierung der Ener-
gienetze ist der massenhafte Einsatz von Elektrofahrzeugen am Netz zur Reduktion von
Schwankungen (Bachem 2013). Allerdings sind die dafür genutzten Li-Ionen Akkus relativ
teuer (Doetsch 2014) und haben eine begrenzte Lebensdauer. Aluminium-Ionen Batterien
werden als preisgünstige Alternative diskutiert (Lin 2015). Auch Blei-Säure Akkus erlauben
geringere Kosten und sind generell geeignet. Als nachteilig erweist sich jedoch deren geringe
Zyklenstabilität von 300 bis 1200 Entladezyklen (Beck 2013). Nickel-basierte Sekundärzel-
len und Zink-Luft Batterien sind potentiell kostengünstig und werden gegenwärtig intensiv
erforscht (Beck 2013; Doetsch 2014).
Eine weitere interessante Technologie sind Redox-Flow Batterien, mit der Vanadium-Redox-
Flow Batterie als bekanntestem Beispiel. Klare Vorteile sind die einfache Regelung der
Leistung und Energie, der hohe Wirkungsgrad von bis zu 85% und die geringe Selbstent-
ladung. Leider ist der hohe Preis von etwa 800e/kWh nicht konkurrenzfähig (Beck 2013;
van Noorden 2014). Neben anderen Materialpaarungen für Redox-Flow Batterien befinden
sich auch Natrium-basierte Suspensions-Redox-Flow Batterien in der Entwicklung (Vento-
sa 2015).
Auch Hochtemperaturbatterien, wie die Natrium-Schwefel- oder ZEBRA-Batterie bieten
sich als stationäre Speicher an. Vorteile liegen im hohen Wirkungsgrad von 80 bis 90%,
einer langen Lebensdauer von 15 Jahren und dem geringen Preis von 250 bis 500 $/kWh
für NaS bzw. 100 bis 350 $/kWh für die ZEBRA-Batterie. Problematisch sind lange Ruhe-
zeiten – und auch die Sicherheit im Störfall muss berücksichtigt werden (Beck 2013; Hueso
2013; Huggins 2010; Liu 2013). Ein weiterer Vertreter der Hochtemperaturzellen sind Flüs-
sigmetallbatterien, die sich momentan im Gegensatz zu den vorgenannten noch im Bereich
der Grundlagenforschung befinden. Deren Vorteile werden im folgenden Kapitel ausführ-
lich erläutert. Generell erwartet man auch hier eine sehr gute Lebensdauer von 15 Jahren
und geringe Ansprechzeiten im Bereich von Millisekunden (Ambri 2013). Prognostiziert
wird ein sehr niedriger Preis von z. B. 292e/kWh für die Li||PbSb Zelle (Prokes 2014).
Abbildung 1.1 gibt eine Übersicht über die prognostizierten energie- und leistungsbezo-
genen Speicherkosten von Flüssigmetallbatterien im Vergleich zu anderen Technologien.
Sofern als Kurzzeit- oder Tagesspeicher genutzt, erfolgt die Temperaturhaltung über den
Innenwiderstand der Zelle und ist daher unproblematisch.
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Fazit
Der Ausbau der regenerativen Energien erfordert stationäre Energiespeicher unterschied-
licher Charakteristik. Größere Mengen an Überschussenergie sollten zweckmäßiger Weise
in Wasserstoff umgewandelt oder als Wärme gespeichert werden. Für den Lastausgleich
im Übertragungsnetz eignen sich die heute gebräuchlichen Pumpspeicherkraftwerke am
besten. Eine Ergänzung durch Druckluftspeicher wäre hier sinnvoll. Zum Einsatz im Ver-
teilernetz sind besonders elektrochemische Speicher geeignet – hier ist zur Zeit nicht abzuse-
hen, welche Technologien sich durchsetzen werden. Generell sind Hochtemperaturbatterien
dafür sehr gut geeignet, entscheidend ist Sicherheit und Preis. Die Flüssigmetallbatterie
konkurriert preislich direkt mit der ZEBRA und Na-S Zelle – sie wird sich vor allem dann
durchsetzen können, wenn die Herstellung durch eine einfache Konstruktion und große Zel-
len preisgünstig wird. Obwohl Natrium-Schwefel Batterien sehr günstige Rohstoffe nutzen,
erfordert der feste Elektrolyt kleine Zellen zur Vermeidung von thermischen Spannungen
und dadurch eine teure Produktion.
1.3 Flu¨ssigmetallbatterien
1.3.1 Grundlagen
Während des Betriebs bestehen Flüssigmetallbatterien aus drei komplett flüssigen Phasen.
Ein leichtes Metall an oberster Stelle fungiert als Anode, ein schweres (Halb-)Metall ganz
unten als Kathode. Die Bezeichnung Anode und Kathode wird in dieser Arbeit bezogen auf
den Entladevorgang verwendet. Beide Elektroden werden durch eine dünne Salzschmelze,
die Elektrolytschicht, getrennt. Für einen einfachen, und preisgünstigen Aufbau muss eine
stabile Dichteschichtung gewährleistet sein, d. h. von der Anode über den Elektrolyten zur
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Abbildung 1.1: Kosten verschiedener Speichertechnologien nach Kim (2013a).
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Abbildung 1.2: Prinzipskizze einer Flu¨ssigmetallbatterie mit Na-Anode und Bi-Kathode.
Kathode müssen die Dichten zunehmen. Oben und unten werden die Elektroden durch
einen metallischen (ggf. mit Kohlenstoff beschichteten) Stromsammler begrenzt, als seitli-
chen Isolator verwendet man Keramiken wie Aluminiumoxid oder Bornitrit. In Bild 1.2 ist
ein Beispiel einer solchen Zelle mit Natrium-Anode und Bismut-Kathode schematisch dar-
gestellt. Als Elektrolyt könnte man beispielsweise NaCl-NaI verwenden. Die Kurzschreib-
weise für solch eine Zelle lautet dann Na|NaCl-NaI|Bi bzw. ohne Nennung des Elektrolyten
Na||Bi. Die senkrechte Linie symbolisiert hier eine Phasengrenze.
Generell kann das Anoden- und Kathodenmaterial aus etwa 66 (Halb-)Metallen gewählt
werden. Daraus ergeben sich über 2 000 möglich Materialkombinationen. Beschränkt man
die Wahl auf Metalle mit einer Schmelztemperatur von weniger als 1 000K, so verbleiben
nur noch zwanzig Elemente (Foster 1967a). In Abbildung 1.3 sind entsprechende Anoden-
materialien orange sowie die Kathodenmaterialen blau hervorgehoben. Weitere Einschrän-
kungen der Materialwahl ergeben sich ggf. aus dem Dichteverhältnis der Metalle, ihrer
Toxizität und den möglichen Zellspannungen.
Im Folgenden soll die am besten erforschte Na||Bi Zelle als Beispiel dienen. Die beim
Entladen an der oberen Phasengrenze stattfindende Anodenreaktion lautet
Na −→ Na+ + e− (1.1)
und die Kathodenreaktion
Na+ + e− −→ Na(Bi). (1.2)
Praktisch gibt das Natrium ein Elektron ab, diffundiert als Ion durch den Elektrolyten und
legiert in der Kathode mit dem Bismut. Betrachtet man das Phasendiagramm Bismut-
Natrium (Abbildung 1.4) bei einer angenommenen Arbeitstemperatur der Batterie von
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Abbildung 1.3: Mo¨gliche Anoden- (orange) und Kathodenmaterialien (blau) fu¨r eine
Flu¨ssigmetallbatterie nach Foster (1967a). Auswahlkriterium ist eine Schmelztemperatur
von weniger als 1 000K.
580 ◦C, so erkennt man leicht, dass etwa 60% Stoffmengenanteil Natrium in Bismut gelöst
werden können, bis eine feste intermetallische Phase entsteht und die Kathode erstarrt.
Der entsprechende Liquidus-Bereich ist in Abbildung 1.4 mit einem „L“ gekennzeichnet.
Ein weiteres Entladen der Batterie ist danach vermutlich nur noch sehr eingeschränkt
möglich. Folglich ist in vielen Fällen die Menge des benötigten Kathodenmaterials deutlich
größer als die des Anodenmaterials.
Das theoretische Potential an der Grenzfläche zwischen einer Halbzelle und dem Elektrolyt
kann durch die Nernstgleichung bestimmt werden (Schwabe 1974). Für die Natrium-Anode
ergibt sich ein Realelektrodenpotential von
ϕNa = ϕ0 +
RT
zF
ln
aNa+
aNa
(1.3)
und für die Bismut-Kathode
ϕBi = ϕ0 +
RT
zF
ln
aNa+
aNa(Bi)
. (1.4)
Die Differenz beider Potentiale ist die theoretische Leerlaufspannung der Batterie
U0 = −RT
zF
ln
aNa(Bi)
aNa
= −RT
zF
ln aNa(Bi). (1.5)
Dabei ist ϕ0 das Standardelektrodenpotential und R, T , z, F , a die molare Gaskonstan-
te, Temperatur, Anzahl der an der Reaktion beteiligten Elektronen, Faraday-Konstante
und Ionenaktivität. Im Falle „klassischer“ Batterien wird die Zellspannung durch die Dif-
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Abbildung 1.4: Phasendiagramm von Bi-Na nach Sangster (1991). Das „L“ markiert den
Liquidus-Bereich.
ferenz der Standardelektrodenpotentiale bestimmt, da dort das aktive Metall in verschie-
denen Oxidationsstufen vorliegt. Bei der Flüssigmetallbatterie ist dies nicht der Fall –
hier bestimmt einzig der Aktivitätsunterschied des reinen (aNa) und des legierten Natri-
ums (aNa(Bi)) die Zellspannung. Infolge dessen haben Flüssigmetallbatterien oft geringe
Zellspannungen. Die Ionenaktivität
a = γ · c (1.6)
ist der Ionenkonzentration c proportional. Der Aktivitätskoeffizient γ ist durch Wechelwir-
kungen zwischen den Ionen stets kleiner eins (Lautenschläger 1992). Abbildung 1.5 zeigt
die Zellspannung verschiedener Na-basierter Zellen, sowie die theoretische Zellspannung
bei einem Aktivitätskoeffizienten von γ = 1. Beispielsweise die Bildung intermetallischer
Phasen mit einer starken Bindungsenergie senkt den Aktivitätskoeffizienten und erhöht so
die praktische Zellspannung. Zu einer genaueren Abschätzung der realen Zellspannung als
durch die Nernstgleichung kann z. B. ein Modell von Poizeau (2013) herangezogen werden.
Die Leerlaufspannung der Zelle ist nicht gleich der Spannung, welche beim Entladen der
Batterie an deren Polen anliegt. Die Zellspannung ist vom Entladestrom, bzw. der Strom-
dichte abhängig. In Abbildung 1.6 ist der Zusammenhang für die Na||Bi Zelle dargestellt.
Die Leerlaufspannung in diesem theoretischen Beispiel beträgt U = 0,75V, die Kurzschluss-
stromdichte JK etwa 14 kA.
Neben der Leerlaufspannung U0 und der Kurzschlussstromdichte JK ist der Wirkungsgrad
27
0,0 0,2 0,4 0,6 0,8 1,0
xNa
0,0
0,2
0,4
0,6
0,8
1,0
U
γNa = 1V
Bi
Ga
Hg
In
Pb
Sn
Tl
Abbildung 1.5: Leerlaufspannung verschiedener Natrium-basierter Zellen nach Itoh (1991),
Bartlett (1970) und Tamaki (1979) und theoretische Leerlaufspannung bei einem Akti-
vita¨tskoeffizienten von γ = 1.
der Flüssigmetallbatterie von außerordentlicher Bedeutung. Der Gesamtwirkungsgrad
η = ηu · ηc (1.7)
ergibt sich als Produkt von Spannungs- (ηu) und Stromwirkungsgrad (ηc). Letzterer wird
auch als Coulombscher Wirkungsgrad bezeichnet und berechnet sich aus dem Verhältnis
der zugeführten zur entnommenen Ladung (Hamann 1998)
ηc =
∫
IEntladendt∫
ILadendt
. (1.8)
Er sollte in der Praxis nahe eins liegen, da er nur durch parasitäre Ströme begrenzt wird.
Ein Beispiel für einen verminderten Coulombschen Wirkungsgrad ist die Elektronenleitfä-
higkeit des Elektrolyten bei Na-Batterien, welche durch im Salz gelöstes Natrium entsteht
und zu Selbstentladung der Batterie führt (Swinkels 1971).
Der Spannungs- oder Voltaische Wirkungsgrad
ηu(I) =
U
U0
=
I · ΣR
U0
· ηa · ηk (1.9)
berechnet sich aus dem Verhältnis der realen Zellspannung U zur Leerlaufspannung U0
(Linden 1995). Er wird durch die Widerstände der flüssigen Elektroden, der Stromsammler
und den Widerstand der Elektrolytschicht (ΣR) begrenzt, wobei besonders der Elektrolyt
der limitierende Faktor ist. Die zum Abspalten der Elektronen erforderliche Spannung
mindert als Aktivierungsüberspannung ηa ebenfalls den Voltaischen Wirkungsgrad. Bilden
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Abbildung 1.6: Zellspannung als Funktion der Entlade-Stromdichte fu¨r eine Na||Bi Zelle
nach Swinkels (1971).
sich in den flüssigen Elektroden Konzentrationsgradienten – z. b. bei hohen Entladeströmen
– so begrenzen auch diese die Zellspannung durch einen zusätzlichen Widerstand. Man
bezeichnet dieses Phänomen als Konzentrationsüberspannung (ηk).
1.3.2 Vor- und Nachteile
Der wichtigste Vorteil von Flüssigmetallbatterien als stationäre Energiespeicher ist ihr po-
tentiell geringer Preis. Wählt man günstige aktive Materialien, so ist vor allem der einfache
Aufbau und die Skalierbarkeit von Flüssigmetallbatterien Garant für geringe Herstellungs-
kosten (Villar 2010; Parent 2011; Bradwell 2012; Kim 2013a; Ambri 2013). Weiterhin er-
möglichen die flüssigen Phasengrenzen einen schnellen Ladungstransfer und eine optimale
Kinetik (Agruss 1963, 1967; Foster 1967a; Swinkels 1971; Kim 2013a) und daher kurze An-
sprechzeiten und optimal hohe Stromdichten (Agruss 1963; Foster 1967a; Shimotake 1969;
Chum 1980; Kim 2013a). Mikrodegradation, welche z. B. bei Li-Ionen- oder Blei-Akkus die
Lebensdauer begrenzt, entfällt bei Flüssigmetallbatterien. Dies ermöglicht potentiell sehr
hohe Lebensdauern der Zellen und senkt damit die Lebenszykluskosten (Kim 2013a).
Darüber hinaus lassen sich – im Sinne der jeweiligen Autoren – eine Vielzahl weiterer
sekundärer Vorteile aufzählen: die stabile Dichteschichtung der Flüssigmetallbatterie bil-
det sich selbst aus (Bradwell 2012), ihre Ohmschen Verluste sind gering, sie ermöglicht
hohe Lade- und Entladefrequenzen (Kim 2013a) und zeigt nur geringe Polarisationseffekte
(Swinkels 1971). Flüssigmetallbatterien sind auch thermisch regenerierbar (Foster 1967a)
und bei Verwendung eines immobilisierten Elektrolyts mobil nutzbar (Shimotake 1969).
Ihr Platzbedarf ist gering, ihr Einsatzort flexibel (Bradwell 2012). Die Leistungsfähigkeit
der Flüssigmetallbatterien ist im Gegensatz zu vielen anderen Batterietypen nicht von der
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Umgebungstemperatur abhängig, die Kühlung ist einfach möglich (Sudworth 1996).
Hauptnachteil der Flüssigmetallbatterie ist ihre geringe Zellspannung von typischerweise
weniger als ein Volt. Neben der hohen Betriebstemperatur an sich (Kim 2013a) ist auch die
dadurch bedingte erhöhte Korrosion der Zellen problematisch (Agruss 1962; Foster 1967a;
Swinkels 1971; Kim 2013a). Die geringe Energiedichte und die Empfindlichkeit gegenüber
Bewegung (Weaver 1962; Kim 2013a) schließen mobile Anwendungen aus, es sei denn, der
Elektrolyt wird durch eine Matrix stabilisiert. Im Falle eines Luftkontakts der flüssigen
Metalle kann sich auch ein Sicherheitsproblem ergeben (Huggins 2010).
1.3.3 Stand von Wissenschaft und Technik
Flüssigmetallbatterien werden seit über 50 Jahren mit teils verschiedenen Zielsetzungen
erforscht – dieser Abschnitt gibt einen Überblick. Die ersten Flüssigmetallbatterien wur-
den in den 1960er Jahren durch die „General Motors Corporation“ gebaut, allerdings als
thermisch regenerierbare Zellen. Die Idee war hier, nach Entladung der Batterie die aktiven
Metalle in der Legierung durch Destillation zu trennen (Abbildung 1.7). Als Wärmequelle
waren Kernreaktoren vorgesehen. Generell lassen sich diese Batterien aber auch elektrisch
wieder aufladen. Die Wahl der Zellen erfolgte vor allem im Hinblick auf die Destillierbarkeit
(Siedepunkt Anodenmaterial kleiner 1 000 ◦C). Erforscht wurden die Na||Sn (Weaver 1962;
Agruss 1963) und K||Hg Zelle (Agruss 1967). Bei letzterer erwies es sich als ungünstig,
dass Quecksilber noch vor Kalium siedet. Zum Erzielen hoher Zellspannungen muss das
Volumen der Kathode i. A. größer als das der Anode sein – daher ist ein Verdampfen des
anodischen Materials in der Regel deutlich wirtschaftlicher.
Auch „Atomics International“ arbeitete im gleichen Zeitraum an thermisch regenerierbaren
Verdampfer
Konden-sator
Na
Na(Bi)
NaI:NaCl:NaF
natriumreich
natriumarm
Na
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-
+
~600°C
~1070 Pa
~875°C
~1070 Pa
Abbildung 1.7: Thermisch regenerierbare Zelle (Cairns 1967).
30
Zellen. Hier sollte ein Atomreaktor im Raumschiff zum Laden der Batterie fungieren („space
power plant“). Erforscht wurde dazu die Na||Hg Zelle (Herédy 1967; Chum 1980, 1981).
Der weitaus größte Teil der damaligen Forschungsarbeit wurde am „Argonne National
Laboratory“ geleistet. Zu Beginn lag auch hier der Fokus auf thermisch regenerierbaren
Zellen, wie der Na||Bi (Foster 1967b), der Li||Bi (Shimotake 1969) und der Li||Sn Zelle
(Foster 1966a). Auf der Suche nach Batterien für mobile Anwendungen gerieten später
auch elektrisch wieder aufladbare Batterien in den Fokus der Forscher. Untersucht wurden
wegen ihrer hohen Zellspannung Li||Te (Shimotake 1969) und Li||Se Zellen (Cairns 1969b).
Eine kurze, aber prägnante Übersicht über die Arbeiten der 1960er Jahre gibt Cairns
(1969a); sehr ausführlich sind Crouthamel (1967), Cairns (1967), Swinkels (1971) und
Chum (1980, 1981). Die Arbeiten an den vorgenannten Forschungsinstituten wurden En-
de der 1960er Jahre eingestellt und nicht weiter verfolgt. Hauptgrund war sicherlich der
zunehmende Fokus auf portable Anwendungen (Newhouse 2014). Die recht geringe Ener-
giedichte von Flüssigmetallbatterien macht sie dafür weniger interessant. Die Entdeckung
von β-Aluminat als Festelektrolyt ermöglichte darüber hinaus andere Entwicklungen, wie
z. B. die ZEBRA Batterie. Außerdem waren stationäre Speicher im Zeitalter der Kernener-
gie nicht von vorrangigem Interesse.
Vor etwa zehn Jahren wurde die Forschung an Flüssigmetallbatterien am Massachusetts
Institute of Technology (MIT) wieder aufgenommen. Hauptaugenmerk liegt nun auf der
Entwicklung stationärer Speicher zu günstigen Preisen (Bradwell 2006; Villar 2010; Parent
2011). Neben den klassischen Legierungszellen wurden auch Batterien gebaut, bei denen
sich das aktive Material im Elektrolyten löst – deren Wirkungsgrad ist aber leider zu ge-
ring (Bradwell 2011). Nach kurzer Arbeit an der Na||Bi Zelle, befasste man sich vor allem
mit der Mg||Sb Zelle ausführlich (Bradwell 2012, 2011). Anschließend folgten Ca||Bi (Kim
2013b), Ca||Sb (Poizeau 2012) und Li||Bi Zellen (Ning 2015) sowie Batterien mit mehr als
zwei Elementen: CaMg|| (Newhouse 2013), Na||PbBi (Spatocco 2014) und Li||PbSb (Kim
2013a; Wang 2014). Tabelle 1.1 zeigt die typischen Eigenschaften der zwei bekanntesten
Flüssigmetallzellen Na||Bi und Mg||Sb. Eine umfassende Übersicht der Eigenschaften ver-
schiedener Zellen ist in Anhang A zu finden.
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Tabelle 1.1: Eigenschaften der Na||Bi und Mg||Sb Flu¨ssigmetallbatterie (Kim 2013a).
Eigenschaft Einheit Na||Bi Mg||Sb
Arbeitstemperatur ◦C 560 700
Leerlaufspannung V 0,74 0,51
Elektrolyt NaF-NaCl-NaI MgCl2-NaCl-KCl
Dicke des Elektrolyten mm 10 10
Stromwirkungsgrad % 82 94
Spannungswirkungsgrad % 59 73
Stromdichte kA/m2 2,5 0,5
1.3.4 Probleme und Forschungsbedarf
Das wesentliche Ziel der aktuellen Flüssigmetallbatterie-Forschung ist die Entwicklung sta-
tionärer Speicher zu einem günstigen Preis. Probleme bereiten in erster Linie die begrenzte
Zelllebensdauer, der nicht optimale Wirkungsgrad sowie die Herstellung großer (und damit
billiger) Zellen.
Bei hohen Temperaturen und aggressiven flüssigen Metallen und Salzen ist es oft schwer,
korrosionsbeständige Materialien zu finden. Beispielsweise sind nur Kohlenstoff und Wolf-
ram als Kathode für Antimon geeignet, alle anderen Metalle werden angegriffen. Neben der
Korrosion der Behälterwände (Agruss 1962) wurde häufig ein schnelles Altern der Dichtun-
gen beobachtet (Agruss 1962, 1967; Chum 1980), was bis zum Ausfall und dem Ausdampfen
von Natrium führte (Weaver 1962). Weiterhin wird vom Versagen der Elektrolytmatrix mit
anschließendem Kurzschluss sowie von Druckunterschieden zwischen Anode und Kathode
berichtet (Chum 1981). Die am MIT gebauten Zellen versagten oft auf Grund des Elek-
trolyten: zu hohe Ströme führten zu dessen Verdampfen (Bradwell 2011, 2012). Weiterhin
benetzt das flüssige Salz die Stromsammler aus Kohlenstoff sehr gut und unterbrach so
den Kontakt zwischen Stromsammler und Metall (Foster 1964; Bradwell 2011).
Der Zellwirkungsgrad wird maßgeblich durch die geringe Zellspannung, den Widerstand
des Elektrolyten, Selbstentladung und Konzentrationspolarisation bestimmt. Die Selbst-
entladung der Zellen senkt deren Coulombschen Wirkungsgrad (Agruss 1963) und spielt
besonders bei Natrium-basierten Zellen eine große Rolle (Foster 1967a; Swinkels 1971;
Kim 2013a). Zum einen führt die Löslichkeit des Natrium in seinen Salzen zur Diffusion
des Metalls an sich, zum anderen erhöht das gelöste Metall die Elektronenleitfähigkeit der
Salzschmelze (Cairns 1967; Foster 1967b; Hesson 1968; Swinkels 1971). Auch das Lösen
von intermetallischen Phasen im Salz kann die Selbstentladung erhöhen (Cairns 1967; Fos-
ter 1967b). Die langsame Diffusion der Reaktionsprodukte in der unteren Elektrode senkt
den Spannungswirkungsgrad (Bradwell 2012; Kim 2013a; Newhouse 2014). Dieses, auch
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als Konzentrationspolarisation bezeichnete Phänomen (Herédy 1967; Agruss 1967; Foster
1967a) spielt besonders bei großen Stromdichten eine Rolle (Agruss 1963). Es bildet sich
unterhalb der Elektrolytschicht eine Art Film (Ning 2015) aus ggf. festen intermetallischen
Phasen (Cairns 1967). Bei Kalzium-basierten Batterien bilden sich zudem Dendriten, wel-
che im ungünstigsten Fall in den Elektrolyt wachsen und so zum Kurzschluss führen können
(Kim 2013b).
Das wohl größte Problem besteht allerdings im Betrieb großer Zellen mit dünnem Elektro-
lyt. Nur große Zellen können im Vergleich zu Natrium-Schwefel Batterien wettbewerbsfähig
sein. Gleichzeitig muss die Elektrolytschicht so dünn wie möglich bleiben, da hier die größ-
ten Ohmschen Verluste in der Batterie entstehen. Am MIT wird mit Schichtdicken von
10mm gearbeitet, die minimal erzielten Werte lagen in der Vergangenheit bei 4mm, siehe
Anhang A. Die großen Oberflächenspannungen der Metalle machen es schwierig, große und
flache Elektrolytschichten praktisch zu realisieren (Bradwell 2011).
Die heutige Forschung an Flüssigmetallbatterien konzentriert sich auf Niedrigtempera-
turzellen, Materialien, Prozessverständnis und die Strömungsmechanik in den Zellen. Das
Senken der Arbeitstemperatur ist ein probates Mittel, um Korrosion zu vermeiden bzw.
zu verzögern. Gleichzeitig erhöht sich der Wirkungsgrad, da die Selbstentladung der Zel-
len bei geringen Temperaturen kleiner ausfällt (Foster 1967a; Cairns 1967). Auch neue
Konstruktionsmaterialien helfen, Korrosion zu vermeiden. Die Verwendung alternativer
aktiver Metalle zielt darauf ab, die Ausgangsspannung der Batterien zu erhöhen. Dies ist
z. B. durch Legieren oder die Bildung besonders stabiler intermetallischer Phasen möglich
(Chum 1981; Newhouse 2013; Poizeau 2013). Auch die Selbstentladung lässt sich durch
<10$/kg
10-102$/kg
102-103$/kg
103-104$/kg
>104$/kg
Abbildung 1.8: Rohstoffpreise aktiver Anoden- und Kathodenmaterialien fu¨r
Flu¨ssigmetallbatterien nach Coey (2011). Mo¨gliche Anodenmaterialien nach Foster
(1967a) sind orange umrahmt, die entsprechenden Kathodenmaterialien blau.
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Legieren (oder den Verzicht auf Natrium) verringern (Cairns 1967; Newhouse 2013). Dabei
sind der Materialwahl allerdings gewisse preisliche Grenzen gesetzt. Besonders die Kosten
des Kathodenwerkstoffs sind vergleichsweise hoch: hier sind derzeit lediglich Al, Zn und Pb
besonders preiswert. Abbildung 1.8 zeigt die spezifischen Preise der in Frage kommenden
aktiven Materialien. Bei den Elektrolyten besteht die Forderung nach einer besseren Ionen-
und einer möglichst geringen Elektronenleitfähigkeit. Neben den Materialfragen steht mo-
mentan am MIT vor allem das Prozessverständnis im Vordergrund: ein thermodynamisches
Modell erlaubt die Prognose der Leerlaufspannung (Poizeau 2013) und Grenzflächenkine-
tik (Newhouse 2014) neuer Zellen. Außerdem wurden neue Messtechniken für die Diffusion
von Reaktionsprodukten entwickelt (Barriga 2013). Die aktuelle Forschung am Helmholtz-
Zentrum Dresden - Rossendorf befasst sich mit der Strömungsmechanik in der Batterie.
Ziel ist hier, große Zellen mit dünnen Elektrolytschichten zu ermöglichen. Auf diesem Weg
könnten der Wirkungsgrad der Zellen entscheidend erhöht und die Herstellungs- und Be-
triebskosten gleichzeitig gesenkt werden. Auch der Sicherheitsaspekt spielt dabei eine ganz
wesentliche Rolle.
1.4 Stro¨mungsmechanik in Flu¨ssigmetallbatterien
Die Kenntnis der Strömungsmechanik in Flüssigmetallbatterien ist Grundlage für die Inte-
grität der Elektrolytschicht, d. h. für die Sicherheit gegen Kurzschluss der Batterie. Gleich-
zeitig lässt sich die Batterie vergrößern und die Schichtdicke des Elektrolyten verringern,
sofern man die Fluiddynamik beherrscht. Dies senkt Herstellungskosten und erhöht den
Wirkungsgrad.
Neben dem Sicherheitsaspekt spielt die Strömungsmechanik auch bei der Durchmischung
der Kathode eine wesentliche Rolle. Beim Entladen der Batterie sammeln sich an der
Grenzfläche Kathode-Elektrolyt häufig Verbindungen, die dann den Entladestrom limitie-
ren. Diese Überspannungen begrenzen den Wirkungsgrad und könnten durch gezielte Mi-
schung vermieden werden. Grundlagen zur Elektronenkinetik an Grenzflächen findet man
bei Gerischer (1959), ein Modell der Grenzflächenkinetik in Batterien bei Newhouse (2014).
Flüssigmetalle sind im Vergleich z. B. zu Wasser durch ihre niedrige Prandtlzahl gekenn-
zeichnet. Sie bestimmt sich aus der kinematischen Viskosität ν, der Dichte ρ, der spezifi-
schen Wärmekapazität cp und der Wärmeleitfähigkeit λ:
Pr = νρcp/λ. (1.10)
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Bei flüssigen Metallen liegt sie im im Bereich von Pr = 0,02. Wichtig für die Interaktion
der Strömung mit den Magnetfeldern ist außerdem die magnetische Prandtlzahl
Pm = ν/η, (1.11)
mit der magnetischen Diffusivität η. Sie beschreibt das Verhältnis von viskoser zu ma-
gnetischer Diffusion und liegt bei flüssigen Metallen in der Größenordnung von Pm =
10−6 . . . 10−5.
In Flüssigmetallen können eine Vielzahl verschiedener Strömungsphänomene auftreten. Im
Folgenden sollen vier für die Flüssigmetallbatterie besonders relevante näher beleuchtet
werden.
1.4.1 Tayler-Instabilita¨t
Fließt ein Strom durch eine Fluidsäule, so erzeugt dieser mit seinem eigenen Magnetfeld
eine nach innen gerichtete Lorentzkraft. Diese Konfiguration ist instabil, wenn die Strom-
stärke einen kritischen Wert überschreitet. Man nennt dies Tayler-Instabilität (TI). Da
sich diese Arbeit zu einem großen Teil der TI widmet, soll sie hier ausführlich beschrieben
werden. Nach einem kurzen geschichtlichen Überlick über die Erforschung der TI wird ihre
Bedeutung für die Astrophysik umrissen. Das bekannte Wissen zur TI in Flüssigmetallen
wird anschließend zusammengetragen und ihre Bedeutung für Flüssigmetallbatterien kurz
diskutiert.
Stromgetriebene Instabilitäten sind aus der Plasma- und Astrophysik schon seit gerau-
(a) Stabile Konfiguration mit
axialem Strom, azimutalem
Feld und radialer Lorentzkraft.
(b) Axialsymme-
trische „Sausage“-
Instabilita¨t
(c) Nicht axialsym-
metrische „Kink“-
Instabilita¨t
Abbildung 1.9: Ein axialer Strom erzeugt zusammen mit seinem azimutalen Magnetfeld
eine rein radiale und nach innen gerichtete Lorentzkraft(a). Diese Konfiguration ist instabil
gegen Einschnu¨rung (b) sowie seitliches Ausbrechen (c).
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Abbildung 1.10: Beispiel fu¨r einen instabilen Feldverlauf in einer zylindrischen Plasmasa¨ule
mit konstanter Stromdichte.
mer Zeit bekannt (Tayler 1957, 1960). Abbildung 1.9a zeigt das typische Beispiel einer
„pinch“-Instabilität. Ein axialer Strom in einer zylindrischen Plasmasäule erzeugt ein azi-
mutales Feld. Daraus resultiert eine radiale, nach innen gerichtete Lorentzkraft welche
das Plasma einschnürt. Diese Einschnürung, der sogenannte „pinch“-Effekt spielt in der
Astrophysik, der Fusionsforschung (Tokamak-Reaktor) aber auch beim Lichtbogenschwei-
ßen eine wichtige Rolle und wird schon seit geraumer Zeit erforscht (Kruskal 1954, 1957;
Haines 1991). Die in Abbildung 1.9 gezeigte Plasmasäule ist instabil sowohl gegen seitliches
Ausknicken (Knick- oder „kink“-Instabilität) als auch gegen Einschnürung (Einschnür- oder
„sausage“-Instabilität) (Lindstrom 1971). Im allgemeinen stabilisieren Rotation, Viskosität,
elektrischer Widerstand und eine stabile Dichteschichtung die Plasmasäule. Die Bezeich-
nung „Tayler-Instabilität“ geht ursprünglich auf die Wirkung der „kink“-Instabilität auf
eine stabile Dichteschichtung zurück. Nach Vandakurov (1972) und Tayler (1973) ist die
Plasmasäule dann stabil, wenn der radiale Feldgradient die Bedingung
∂(rB2ϕ(r))
∂r
< 0 (1.12)
erfüllt (mit dem Radius r und dem azimutalen Feld Bϕ). Nach ihren Entdeckern wird die
TI gelegentlich auch als Vandakurov-Tayler Instabilität bezeichnet. Abbildung 1.10 zeigt
das Beispiel einer instabilen Konfiguration: das Magnetfeld nimmt über dem Radius linear
zu, das Produkt aus Radius und dem Quadrat des Feldes ist ein Polynom dritten Grades.
Die radiale Ableitung ist außer im Ursprung stets positiv, damit ist die Konfiguration in-
stabil.
Später wurde auch der Einfluss von elektrischem Widerstand und Viskosität auf die
Tayler-Instabilität studiert (Spies 1988; Cochran 1993) – hier liegt der kritische Wert,
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Abbildung 1.11: Nach Ausbildung ihrer typischen Eigenmode wa¨chst die TI exponentiell bis
zum Erreichen der Sa¨ttigung. Tra¨gt man die Energie des Fluids u¨ber die Zeit logarithmisch
auf, la¨sst sich die Wachstumsrate als Anstieg der Geraden bestimmen.
das Produkt aus Lundquist Lu = µ0σrvA und Alfvén-Reynoldszahl ReA = ν−1rvA im
Bereich von 103. Dabei bezeichnet µ0 die magnetische Permeabilität des Vakuums, σ und
ν die elektrische Leitfähigkeit bzw. Viskosität, r den Radius und vA = B(µ0ρ)−1/2 die
Alfvén-Geschwindigkeit, welche proportional zur magnetischen Flussdichte B ist. Der Ef-
fekt von Rotation auf die (TI) wurde zuerst von Pitts und Tayler (1985) untersucht; ihr
experimenteller Nachweis im Plasma-Experiment gelang Bergerson (2006).
Die Bedeutung der TI in der Astrophysik immens. Man diskutiert die TI u. a. bei der
chemischen Durchmischung von Sternen (Yoon 2012) und dem Auftreten helikaler Struk-
turen in kosmischen Jets (Moll 2008). Weiterhin lässt sich das schnelle Abbremsen weißer
Zwerge nur durch einen intensiven, möglicherweise TI-vermittelten, Drehmomententrans-
port erklären (Suijs 2008). Aufbauend auf den Untersuchungen zur Interaktion der TI mit
differentieller Rotation von Pitts (1985) schlägt Spruit einen alternativen Dynamo auf Basis
der Tayler-Instabilität vor (Spruit 1999, 2002; Denissenkov 2006). Braithwaite (2004, 2006)
konnte in Simulationen dessen Existenz bestätigen, Gellert (2011) und Zahn (2007) dage-
gen nicht. Insbesondere Zahn (2007) argumentiert, dass der von Spruit (2002) beschriebene
Dynamo so nicht funktionieren kann. Im Zusammenhang eines – im Vergleich zu Spruit
(2002) modifizierten – Tayler-Spruit Dynamos wurde die Helizität der Tayler-Instabilität
intensiv untersucht (Gellert 2011; Bonanno 2012). Eine ausführlichere Betrachtung der He-
lizität bzw. des Tayler-Spruit Dynamos findet sich in Kapitel 3.1.3.
Im ursprünglichen Sinne wurde der Begriff Tayler-Instabilität für die Strominstabilität
in einem nichtviskosen Plasma gebraucht. Er soll im Folgenden auch für die Instabilität
in flüssigen Metallen verwendet werden. Fließt ein axialer Strom durch eine Flüssigmetall-
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Abbildung 1.12: Die TI fu¨hrt in einem zylindrischen Beha¨ltnis zur Ausbildung einer oder
mehrerer u¨bereinander angeordneter Rotationszellen.
säule, so bewirkt dieser eine radiale, nach innen gerichtete Lorentzkraft – genau so wie in
einer Plasmasäule (Abbildung 1.9a). Da die Flüssigkeit nicht komprimierbar ist, entsteht
ein radialer Druckgradient. Eine Einschnürung oder ein Ausknicken wie beim Plasma ist
nicht möglich – die TI bildet stattdessen ein Strömungsfeld bestehend aus vertikal „gesta-
pelten“ Rollen mit alternierender Drehrichtung (Abbildung 1.12).
Die Entstehung der TI und deren lineares Verhalten lässt sich gut mit der linearen Stabi-
litätsanalyse untersuchen. Dazu setzt man z. B. einen Störungsansatz
F = F (r) exp (ikz + imϕ+ pt) (1.13)
für die Geschwindigkeit in die Navier-Stokes-Gleichung ein, linearisiert diese und löst das
Gleichungssystem. Es bezeichnet F die Störung, k die axiale Wellenzahl, z die axiale Ko-
ordinate, m die azimuthale Wellenzahl, ϕ die azimutale Koordinate, p die Wachstumsrate
und t die Zeit. Das detailierte Vorgehen der linearen Stabilitätsanalyse der TI ist z. B. bei
Rüdiger (2007a) beschrieben. Die Wellenzahl k ist ein Maß für die axiale Ausdehnung ei-
ner Konvektionszelle, sie wird später näher erläutert. Betrachtet man das Strömungsprofil
entlang einer kreisförmigen Linie um die Achse der Flüssigmetallsäule, so beschreibt die
Mode m die Anzahl der Nulldurchgänge der Geschwindigkeit. Eine Strömung der Mode
m = 0 ist daher axialsymmetrisch. Die in Abbildung 1.12 dargestellte Tayler-Instabilität
wird durch die Mode m = 1 dominiert. Die zeitliche Wachstumsrate p beschreibt das zeit-
liche Anwachsen der kinetischen Energie der Strömung. Trägt man die über das Volumen
gemittelte Geschwindigkeit halblogaritmisch über der Zeit auf, so entspricht die Wachs-
tumsrate p dem Anstieg der Geraden – siehe Abbildung 1.11.
In einem idealen Fluid würde die Tayler-Instabilität theoretisch bereits bei infinitesimal
kleinen Strömen auftreten. Die Viskosität und der elektrische Widerstand eines flüssigen
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Metalls sorgen dafür, dass die TI erst bei Überschreiten eines kritischen Stroms Icr ein-
setzt. Rüdiger (2010) konnte zeigen, das die charakteristische Größe für das Einsetzen der
Instabilität die Hartmannzahl
Ha = Blc
√
σ/(ρν) (1.14)
ist. Es bezeichnet B die magnetische Flussdichte bei der charakteristische Länge lc und σ, ν
und ρ die elektrischer Leitfähigkeit, kinematische Viskosität und Dichte des Flüssigmetalls.
Für die von Rüdiger (2010) untersuchte unendlich lange Flüssigmetallsäule gilt konkret
Hacr = I
µ0
2pi
√
σ/(ρν) = 21,09 (1.15)
mit der magnetischen Feldkonstante µ0 und dem Strom I (Rüdiger 2013; Herreman 2015).
Rüdiger (2010, 2007b) konnte weiterhin zeigen, dass die kritische Hartmannzahl für ein
Entstehen der TI nicht von der magnetischen Prandtlzahl abhängt und das Ha sich durch
Einfügen eines nicht leitenden Innenzylinders erhöht (Rüdiger 2011).
Bei Überschreiten des kritischen Stroms bzw. der kritischen Hartmannzahl bildet die TI
ihr typisches Strömungsprofil. Ihre kinetische Energie wächst dann mit der Wachstumsrate
p, welche quadratisch von der Hartmannzahl abhängt:
p = c ·Ha2. (1.16)
Die Konstante c ist von der magnetischen Prandtlzahl abhängig, d.h. die Wachstumsrate
ist – im Gegensatz zur kritischen Hartmannzahl – eine Funktion von Pm (Rüdiger 2011).
Die Wachstumrate kann mit der viskosen Zeit ν/r2 gut auf eine dimensionslose Wachs-
tumsrate pn normiert werden.
Neben Hartmannzahl und Wachstumsrate der TI ist auch deren geometrische Wellenlänge
λ wichtig. Sie berechnet sich aus der axialen Wellenzahl k zu
λ =
2pi
k
. (1.17)
Die optimale Wellenzahl hängt nur minimal von der Hartmannzahl ab, selbst leichte Ro-
tation ändert sie kaum (Rüdiger 2012). Sie kann aus dem Radius der Fluidsäule r als
k = 2,48/r berechnet werden.
Was zur Beschreibung der TI noch fehlt, ist ihr Sättigungsverhalten, wie z. B. die Volumen-
gemittelte Geschwindigkeit 〈u〉 oder die mittlere Reynoldszahl der gesättigten Strömung.
Diese Eigenschaften können nur mit nichtlinearen Simulationen ermittelt werden. Der von
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Tabelle 1.2: Einflussfaktoren und Entdimensionalisierung der charakterisitischen Gro¨ßen
der Tayler Instabilita¨t.
Eigenschaft entdimensionalisierte Gro¨ße abha¨ngig von
Icr Hacr = Blc
√
σ/(ρν) ggf. Innendurchmesser
p pn = p · r2/ν Pm
λ λ/r Ha
〈u〉 Re = 〈u〉r/ν
Gellert verwendete Code (Fournier 2005; Gellert 2007) kann zwar die TI simulieren, aber
nur für magnetischen Prandtlzahlen Pm ≥ 10−2, d.h. nicht für flüssige Metalle (Gellert
2009).
Die relevanten Größen der TI, ihre Skalierung und Einflussfaktoren sind in Tabelle 1.2
zusammengefasst. Der Vollständigkeit halber soll auch auf die zahlreichen Untersuchungen
zur Interaktion von Festkörper- und differentieller Rotation mit der TI hingewiesen werden
(Rüdiger 2007a, b, 2010; Shalybkov 2006; Kirillov 2014). Der erste experimentelle Nachweis
der Tayler-Instabilität im Flüssigmetall gelang erst kürzlich (Seilmayer 2012; Rüdiger 2012;
Seilmayer 2015). Das entsprechende Experiment wird genauer in Abschnitt 3.3 vorgestellt.
In Flüssigmetallbatterien wird die TI bei Strömen von einigen Kiloampere auftreten (Ste-
fani 2011b), was bei Batterien mit mehreren Kubikmeter Volumen (Sadoway 2012) sehr
schnell der Fall ist. Die Relevanz der TI beschränkt sich daher auf große Zellen. Ein Ge-
fährdung der Integrität der Elektrolytschicht scheint wahrscheinlich, möglicherweise ist die
TI aber auch für ein sanftes Durchmischen der Kathode geeignet.
1.4.2 Elektrowirbelstro¨mung
Ursache für das Auftreten von Elektrowirbelströmungen (EWS) ist eine nichthomogene
Stromverteilung. Diese entsteht z. B. beim Übergang zwischen verschiedenen Leiterquer-
schnitten. Die Entstehung von EWS lässt sich nach Shercliff (1970) gut am Beispiel einer
Punktelektrode auf einer ebenen Fläche erklären. Das darüber liegende Fluid sei unendlich
ausgedehnt, siehe Abbildung 1.13. Der am Koordinatenursprung eingeleitete Strom I brei-
tet sich im Fluid radial aus. In Folge der Axialsymmetrie des Problems erhält man eine
axialsymmetrische Stromverteilung J , welche ein rein azimutales Magnetfeld B erzeugt.
Die resultierende Lorentzkraft FL = J × B treibt eine Strömung, welche von der Wand
weg gerichtet ist (Abbildung 1.13). Die Ursache der Strömung ist der rotationsbehaftete
Anteil der Lorentzkraft J ×B. Nach Shercliff (1970) kann diese Strömung analytisch mit
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Abbildung 1.13: Elektrowirbelstro¨mung an einer Punktelektrode. Abbildung nach Shercliff
(1970).
dem Parameter
K =
σµ20I√
µ0ρ
(1.18)
beschrieben werden. Hier sind σ, µ0, I und ρ die elektrische Leitfähigkeit, magnetische
Feldkonstante, Stromstärke und Dichte des Fluids. Für flüssige Metalle ist K sehr klein.
Es gilt dann für die Strömungsgeschwindigkeit (Shercliff 1970)
u ∼ I
r
√
µ0
ρ
, (1.19)
wobei r den Abstand des Fluidelements von der Punktelektrode bezeichnet.
Praktisch relevante Elektrowirbelströmungen können leider nicht so einfach beschrieben
werden. Bemerkenswert ist aber, dass nach Shercliff (1970) die Fluidgeschwindigkeit li-
near vom Strom abhängt. In Abbildung 1.14 ist eine zylindrischen Batterie mit dünnem
Leiter dargestellt. Die inhomogene Stromverteilung erzeugt genau wie im vorhergenden
Beispiel axiale Lorentzkräfte, die von den Stromsammlern weg gerichtet sind. Es entstehen
zwei axialsymmetrische Strömungen. Nach Anschalten des Stroms wächst deren kinetische
Energie zunächst und die Strömung breitet sich von den Stromsammlern ins Fluid aus.
Ist sie stark genug, ist möglicherweise auch mit dem Auftreten von Sekundärinstabilitäten
zu rechnen. Die Sättigung der Strömung erfolgt durch Wandreibung, Viskosität und elek-
tromotorische Kräfte (Shercliff 1970). Elektrowirbelströmungen sind im Schweißbad beim
Elektroschlackeschweißen, beim Elektrodenschweißen sowie in Lichtbogenöfen von großer
Bedeutung. Gute Übersichten über axialsymmetrische Elektrowirbelströmungen bieten Bo-
jarevičs (1989) und Davidson (2001).
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Abbildung 1.14: Infolge der unterschiedlichen Durchmesser von Elektrode, Stromsammler
und Zuleitung fließen radiale Stro¨me (I) in der Batterie. Diese erzeugen zusammen mit
ihrem Magnetfeld statische Lorentzkra¨fte FL mit axialen Komponenten an den Strom-
sammlern – als Folge entstehen Elektrowirbelstro¨mungen.
Die ersten Arbeiten zu EWS befassten sich mit einem Strom ausgehend von einer Punkt-
quelle auf einer Ebene (Shercliff 1970; Sozou 1972b, a; Jansen 1986; Petrunin 1993) sowie
zwischen zwei Ebenen (Vlasyuk 1996), da dieses Problem analytisch beschreibbar ist. Die-
ses Modell wurde um die konische Geometrie, mit einer Punkt-Stromquelle an der Spitze
erweitert (Sozou 1971; Narain 1973; Butsenieks 1976). Quadergeometrien wurden erst in
jüngerer Zeit numerisch oder experimentell erforscht (Cramer 2004; Kolesnichenko 2005),
besitzen aber in der Technik bisher keine große Bedeutung. Im Zusammenhang mit den
Schweißverfahren findet in jüngerer Zeit die Halbkugel als Geometrie besondere Beachtung
(Davidson 1999; Kazak 2010, 2011a, b, 2012, 2013; Semko 2014). Die für die Flüssigmetall-
batterie interessante Zylindergeometrie wurde fast ausschließlich von Vlasyuk mit Bezug
zum Elektroschlackeschweißen untersucht. Man findet Arbeiten zum Magnetfeldeinfluss
auf die EWS (Millere 1980; Vlasyuk 2004a), zum Zusammenspiel mit Naturkonvektion
(Vlasyuk 1987b, 1992), Turbulenz (Vlasyuk 1988), dem Einfluss des Aspektverhältnisses
(Vlasyuk 1987a, 1989) und sogar Arbeiten zu zweiphasigen Flüssigmetallsäulen (Vlasyuk
1999, 2004b). Experimentelle Untersuchungen zu EWS in Zylindern sind dagegen nur spär-
lich vorhanden (Zhilin 1986).
Elektrowirbelströmungen in Flüssigmetallbatterien entstehen zwar rotationssymmetrisch,
entwickeln aber eine komplexe Strömungsstruktur, die am besten experimentell oder nu-
merisch erforscht wird. Die Einflussfaktoren sind vielfältig (Aspektverhältnisse, Leitfä-
higkeiten, ...) und können auch zu Instabilitäten führen. Im Hinblick auf die Integrität
der Elektrolytschicht müssen EWS unbedingt berücksichtigt werden. Sie können auch zur
Durchmischung der Kathode zum Einsatz kommen.
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1.4.3 Oberfla¨cheninstabilita¨ten
Oberflächeninstabilitäten entstehen bei Stromfluss an Grenzflächen von Fluiden unter-
schiedlicher Leitfähigkeit. Sie sind vom Hall-Heroult-Prozess (Davidson 2000; Evans 2007)
bei der elektrolytischen Aluminiumherstellung gut bekannt. Dabei schwimmt flüssiges
Kryolit auf ebenfalls flüssigem Aluminium. Über zwei darüber und darunter angeordnete
Elektroden wird der Elektrolysestrom geleitet. Im Grundzustand ist die perfekt horizon-
tale Grenzfläche Kryolit-Aluminium stabil. Kleine Auslenkungen werden unter bestimm-
ten Umständen verstärkt, so dass eine schwappende, rotierende („sloshing“) Bewegung des
Fluids (Abbildung 1.15) ensteht. Da die geometrische Wellenlänge im Bereich des Zell-
durchmessers liegt, ist diese Instabilität als langwellige Oberflächeninstabilität bekannt.
Die transienten Oszillationen treten sowohl mit einer Periode im Minuten- als auch im
Sekundenbereich auf – und beide Instabilitäten überlagern sich (Sele 1977; Miles 1990; Bo-
jarevics 1994; Molokov 2011). Um Kurzschlüsse zu vermeiden, muss die Kryolitschicht bei
der Aluminiumherstellung mindestens 4,5 cm dick sein, 40% der Energie werden in Wärme
umgesetzt.
Neben dem Leitfähigkeitsunterschied zwischen den Phasen ist die Präsenz eines vertikalen
Magnetfelds eine weitere Voraussetzung für das Auftreten der langwelligen Oberflächenin-
stabilität. Abbildung 1.16 zeigt den Zusammenhang. Tritt in der Elektrolytschicht zufällig
ein Wellenberg (+) sowie ein Wellental (-) auf, so fließt ein horizontaler Strom (J) zwischen
diesen beiden. Ist weiterhin ein vertiales Magnetfeld (B) vorhanden, so entsteht eine Lor-
entzkraft (FL). Diese drückt die Störung der Elektrolytoberfläche gegen die Zylinderwand
und sorgt so für eine rotierende Bewegung der Störung. Ob eine Auslenkung der Oberflä-
che gedämpft oder verstärkt wird, hängt also entscheidend von Präsenz und Stärke eines
vertikalen Hintergrundmagnetfelds ab. Dieses entsteht durch horizontale Ströme, also z. B.
durch die Zuleitungen der Aluminium-Reduktionszellen.
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Abbildung 1.15: Langwellige Instabilita¨ten in Flu¨ssigmetallbatterien fu¨hren zu einer
schwappenden (1) und rotierenden (2) Bewegung der Elektrolytschicht.
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Abbildung 1.16: Langwellige Oberfla¨cheninstabilita¨ten entstehen durch die Wechselwir-
kung horizontaler Stro¨me (J) mit einem vertikalen Hintergrundmagnetfeld (B). Die resul-
tierende Kraft verursacht eine rotierende Bewegung. Abbildung nach Sele (1977).
Flüssigmetallbatterien bestehen aus drei Phasen, beinhalten also zwei flüssige Grenzflä-
chen. Neben langwelligen Instabilitäten wären theoretisch auch kurzwellige möglich (Sneyd
1985). Lokale Einschnürungen der Elektrolytschicht oder ein seitliches Ausbrechen könn-
ten im schlimmsten Fall auch hier zum Kurzschluss führen (Abbildung 1.17). Bisher sind
dazu jedoch keine diesbezüglichen Experimente bekannt. In dreiphasigen Hoopes-Zellen
(Edwards 1930; Dube 1954; Srinivasan 1986) zur elektrolytischen Raffination von Alumini-
um wurden solche Instabilitäten bisher nicht beobachtet, vermutlich wegen der sehr dicken
Elektrolytschicht dieser Zellen.
Langwellige Oberflächeninstabilitäten werden in größeren Flüssigmetallbatterien auf je-
den Fall eine wichtige Rolle im Hinblick auf die Integrität der Elektrolytschicht spielen.
Aller Wahrscheinlichkeit nach sind sie das wichtigste limitierende Element für die minimal
mögliche Dicke der Elektrolytschicht. Erste numerische Ergebnisse findet man bei Barry
(2014) und Herreman (2015). Ob auch kurzwellige Oberflächeninstabilitäten eine Rolle
spielen, lässt sich bisher nicht abschätzen. Für die Durchmischung der Kathode und zur
(a) Knick-Instabilita¨t (b) Einschnu¨r-Instabilita¨t
Abbildung 1.17: Kurzwellige Instabilita¨ten in Flu¨ssigmetallbatterien fu¨hren entweder zu
einem seitlichen Ausbrechen (a) oder einer lokalen Einschnu¨rung (b) der Elektrolytschicht.
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Verringerung von Konzentrationsüberspannungen scheinen Oberflächeninstabilitäten nur
begrenzt geeignet – vor allem wegen der Gefahr eines Kurzschlusses.
1.4.4 Naturkonvektion
Ursache für Naturkonvektion sind Temperatur- oder Dichtegradienten, die eine Strömung
antreiben. Sie setzt bei Erreichen eines kritischen Wertes der Rayleighzahl
Ra =
gβ
νa
∆T l3c (1.20)
ein. Es bezeichnen g, β, ν, a und lc die Fallbeschleunigung, den Wärmeausdehnungskoef-
fizient, die kinematische Viskosität, Temperaturleitfähigkeit und charakteristische Länge.
Neben der Rayleighzahl wird Naturkonvektion mit der Reynoldszahl
Re =
ulc
ν
(1.21)
als Maß für die Geschwindigkeit u und der Nußeltzahl
Nu = αlc/λ (1.22)
als Maß für den konvektiven Wärmeübergang beschrieben. Dabei ist α der Wärmeüber-
gangskoeffizienten und λ die Wärmeleitfähigkeit des Metalls. Wichtig bei Naturkonvek-
tion in Flüssigmetallen ist deren niedrige Prandtlzahl von etwa Pr = 0,02. Zur Beschrei-
bung der Naturkonvektion existiert heute eine vereinheitlichte Theorie (Gröber 1963; Busse
1978, 1979; Grossmann 2000; Ahlers 2002; Stevens 2013). Gute Übersichten zu Flüssigme-
tallkonvektion findet man bei Bejan (2004), Lappa (2009) und Gröber (1963).
Wärmequelle
Stromsammler
Anode
Elektrolyt
Kathode
Stromsammler
Abbildung 1.18: Naturkonvektion in Flu¨ssigmetallbatterien entsteht in der oberen Elek-
trode. Ursache ist die Erwa¨rmung der Elektrolytschicht. Es entstehen eine oder mehrere
Konvektionszellen.
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σ = 106 S/m
σ = 3,3 · 106 S/m
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σ = 0,7 · 106 S/m
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Abbildung 1.19: Leitfa¨higkeiten einer Na|NaF-NaCl-NaI|Bi Zelle mit Stromsammlern aus
austenitischem Stahl bei 580 ◦C (IAEA 2008; Kim 2013a; Sobolev 2010). Die Leitfa¨higkeit
der Salzschicht ist vier Gro¨ßenordnungen geringer als die der anderen Materialien.
Im Hinblick auf die Relevanz für Flüssigmetallbatterien beschränken sich die folgenden
Ausführungen auf Naturkonvektion in flüssigen Metallen in zylindrischen Gefäßen. Frü-
he Untersuchungen nutzten die lineare Stabilitätstheorie zur Bestimmung der kritischen
Rayleighzahl. Das ermöglicht eine Prognose für das Auftreten der Strömung (Müller 1984;
Verhoeven 1969). Das nichtlineare Verhalten der Naturkonvektion bzw. das Auftreten ei-
ner Reihe von Sekundärinstabilitäten wurde umfassend untersucht (Schlüter 1965; Clever
1974; Busse 1978, 1979). Darüber hinaus findet man eine Reihe experimenteller Arbei-
ten bei Horanyi (1999), King (2013) und Müller (1984). Heute sind außerdem numerische
Untersuchungen möglich (Verzicco 1999; Touihri 1999). Diese sind nicht auf rotationssym-
metrische Geometrien beschränkt; u. a. findet man auch Werte für rechteckige Querschnitte
(Ozoe 2007; Burr 2002). Einen umfangreichen Überblick zur numerischen Untersuchung der
Naturkonvektion in Flüssigmetallen gibt Wörner (1994). Arbeiten zum Magnetfeldeinfluss
auf Naturkonvektion findet man darüber hinaus bei Aurnou (2001) und Igaki (2014).
Betrachtet man konkret die Flüssigmetallbatterie (Abbildung 1.18), so entsteht hier die
meiste Wärme in der Elektrolytschicht. Infolge dessen bilden sich Konvektionszellen in der
Anode. Die Kathode wird vorwiegend von oben geheizt, dadurch erwartet man eine stabile
Temperaturschichtung und kaum Naturkonvektion. Technisch gesehen ist das ungünstig,
denn in der Kathode wäre eine Strömung zur Durchmischung der Reaktionsprodukte durch-
aus wünschenswert.
Experimente zur Konvektion in einer Elektrode der Flüssigmetallbatterie wurden von Kel-
ley (2014) durchgeführt, zweidimensionale Simulationen findet man bei Barriga (2013).
Beide Autoren nennen als Motivation das Vermeiden von Konzentrationsüberspannungen.
Diese entstehen in Folge der Ansammlung von Reaktionsprodukten an der Grenzfläche
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Elektrolyt–Kathode, eine Durchmischung wäre dort sehr günstig. Betrachtet man die elek-
trischen Leitfähigkeiten der Stromsammler, Elektroden und des Elektrolyts (Abbildung
1.19) so wird klar, das fast die ganze Wärme im Elektrolyt entsteht und Konvektion in der
Kathode sehr unwahrscheinlich ist. Darüber hinaus sind zweidimensionale Simulationen
maximal zur Bestimmung der kritischen Rayleighzahl geeignet, die tatsächliche Strömung
ist dagegen dreidimensional.
Experimentelle und numerische Untersuchungen zu Naturkonvektion in Flüssigmetallbat-
terien sind wichtig. Aus Sicht des Autors sollte der Fokus dabei auf die Integrität der
Elektrolytschicht und auf das Zusammenspiel von Konvektion und Oberflächeninstabi-
litäten gerichtet sein. Für die Durchmischung der Kathode, bzw. die Verringerung von
Konzentrationsüberspannungen ist Naturkonvektion nur dann geeignet, wenn der untere
Stromsammler einen höheren Widerstand als das darüber liegende Flüssigmetall hat. Ist
dies nicht der Fall, könnte der Widerstand des Stromsammlers erhöht oder dieser anderwei-
tig erwärmt werden. Im Zweifelsfall existieren aber bessere Verfahren zur Durchmischung
der Kathode, wie z. B. Elektrowirbelströmung.
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2 Modell
In diesem Abschnitt wird jeweils ein Modell zur Beschreibung der Tayler-Instabilität und
der Elektrowirbelströmung vorgestellt. Es ist auf die Simulation der Strömung in einer
einzelnen Elektrode der Batterie beschränkt. Eine Erweiterung um Naturkonvektion oder
die „volume of fluid“ Methode für Mehrphasensimulation (Oberflächeninstabilitäten) ist
aber prinzipiell leicht möglich und wurde bereits durchgeführt (Barry 2014; Kasprzyk 2015)
– darauf soll aber hier nicht weiter eingegangen werden.
2.1 Geometrie
Zur Simulation der magnetohydrodynamischen Effekte in Flüssigmetallbatterien müssen
nur die elektrisch leitfähigen Baugruppen betrachtet werden. Dies sind die Zuleitung, die
Stromsammler, Elektroden und der Elektrolyt (Abbildung 2.1a). In dieser Arbeit wird ein
rein einphasiger Löser vorgestellt, d. h. es wird die Strömung in nur einer Elektrode si-
muliert (Abbildung 2.1b). Im Zuge der weiteren Modellreduktion können zur Simulation
der Tayler-Instabilität auch die Zuleitungen und Stromsammler weggelassen werden (Ab-
bildung 2.1c-d). Simulationen werden im Allgemeinen für Zylindergeometrie durchgeführt,
das Modell ist aber leicht auf andere Geometrien übertragbar. Das Fluid wird geometrisch
durch seinen Durchmesser d, seine Höhe h bzw. sein Aspektverhältnis A = h/d und stoﬄich
durch seine elektrische Leitfähigkeit σ, seine Dichte ρ und seine kinematische Viskosität
(a) (b)
hss
(c)
d
h
(d)
Abbildung 2.1: Eine Flu¨ssigmetallbatterie besteht aus flu¨ssiger Anode, Elektrolyt und Ka-
thode, die durch feste Stromsammler begrenzt werden. Damit verbunden sind die Zulei-
tungen (a). Im Folgenden betrachten wir ausschließlich eine flu¨ssige Phase (b). Als weitere
Vereinfachung ko¨nnen die Zuleitungen (c) sowie die Stromsammler (d) vernachla¨ssigt wer-
den.
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ν beschrieben. Die Stromsammler sind geometrisch durch ihren Durchmesser dss und ihre
Höhe hss bzw. ihr Aspektverhältnis Ass = hss/dss und stoﬄich durch ihre elektrische Leit-
fähigkeit σss beschrieben. In dieser Arbeit entspricht der Durchmesser der Fluidsäule stets
dem Durchmesser der Stromsammler (d = dss).
2.2 Mathematische Beschreibung des Problems
2.2.1 Tayler-Instabilita¨t
Das einfachste Modell zur Simulation der TI beschränkt sich auf das Fluid – Zuleitungen
und Stromsammler werden vernachlässigt (Weber 2013a, b). Ausgangspunkt für die Be-
schreibung der Strömung ist die Navier-Stokes-Gleichung (NSG) für inkompressible Fluide
u˙+ (u · ∇)u = −∇p
ρ
+ ν∆u+
f
ρ
, (2.1)
mit der Geschwindigkeit u, der Dichte ρ, dem Druck p, der kinematischen Viskosität ν und
der Volumenkraftdichte f . Weiterhin gilt die Kontinuitätsgleichung ∇ · u = 0. Auftriebs-
konvektion ist nicht Teil des Modells – damit liefert nur die Lorentzkraft fL einen Beitrag
zur Volumenkraftdichte:
f = fL = J ×B. (2.2)
Für deren Bestimmung ist die Kenntnis der Stromdichte J sowie der magnetischen Fluss-
dichte B im Flüssigmetall erforderlich. Beide Größen werden in einen großskaligen Anteil
aufgrund des Batteriestroms (J0 und B0) und einen kleinskaligen, induzierten Anteil (j
und b) getrennt. Die Lorentzkraft ist damit
fL = (J0 + j)× (B0 + b). (2.3)
Die konstante Stromdichte J0, als Folge des Batteriestroms I, ist konstant über der Quer-
schnittsfläche, hat nur eine axiale Komponente und kann einfach bestimmt werden. Das
Magnetfeld B0 wird dann für den unendlich langen Zylinder analytisch berechnet, siehe
Anhang B.2.
Der induzierte Strom j ergibt sich aus dem Ohmschen Gesetz für bewegte Leiter
j = σ(E + u×B), (2.4)
mit der elektrischen Feldstärke E = −∇φ als Gradient des elektrischen Potentials. Die
Zeitableitung des Vektorpotentials ∂tA wird hier vernachlässigt, d.h. es handelt sich um ei-
ne quasistatische Näherung. Selbige ist bei Flüssigmetallen mit einer magnetischen Prandtl-
zahl im Bereich von Pm ≈ 10−6 bis zu Hartmannzahlen von etwa Ha = 900 gültig (Herre-
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man 2015). Zur Vereinfachung der Randbedingungen wird das modifizierte Potential
ϕ = φ− (J0 · ez)z/σ (2.5)
eingeführt, mit z als axialer Koordinate. Unter Anwendung des Kirchhoff’schen Gesetzes
∇ · j = 0 auf das Ohmsche Gesetz ergibt sich eine Poissongleichung für das modifizierte
elektrische Potential:
∆ϕ = ∇ · (u×B) . (2.6)
Für die Randbedingung des Potentials an den Stromsammlern gilt ϕ = 0 und am Zylin-
dermantel n · ∇ϕ = 0 mit n als Oberflächen-Normalenvektor.
Im Rahmen der induktionsfreien Näherung würde man zur Bestimmung der Lorentzkraft
das induzierte Magnetfeld b vernachlässigen. Dies ist hier nicht möglich, da das Produkt
J0 · b von der gleichen Größenordnung wie B0 · j ist (Gleichung 2.3). Das induzierte Feld
b muss also auch bestimmt werden – entweder durch Lösen der Induktionsgleichung oder
des Biot-Savart-Gesetzes. Die Verwendung der Induktionsgleichung
b˙+ (u · ∇)b = (b · ∇)u+ 1µ0σ∆b (2.7)
erfordert geeignete Randbedingungen für das induzierte Magnetfeld b. Diese können durch
Lösen einer Laplacegleichung in der Umgebung der Batterie (Stefani 1999; Guermond
2007) oder die Randelementmethode (Stefani 2000; Iskakov 2004; Giesecke 2008) bestimmt
werden. Die Mehrzahl der heute verwendeten Löser basiert auf der Induktionsgleichung
(Gellert 2007; Guermond 2009; Nordlund 1995) – diese funktionieren aber üblicherweise
nur für relative große magnetische Prandtlzahlen. Der Löser von Gellert (2007) z. B. erreicht
Pm > 10−2. Aus diesem Grund wurde eine andere Methode entwickelt und das Magnetfeld
mit Hilfe des Biot-Savart-Gesetzes
b(r) =
µ0
4pi
∫
dV ′
j(r′)× (r − r′)
|r − r′|3 (2.8)
bestimmt, wie von Meir vorgeschlagen (Meir 1999a, b, 2004). Hier bezeichnet r den Ort zur
Berechnung von b, und r′ den Ort des Stroms. Die Bestimmung des Biot-Savart-Integrals
ist wegen des n× n Problems sehr zeitintensiv. Die gesamte Lorentzkraft ist dann
fL = (σ (−∇ϕ+ u× (B0 + b)) + J0)× (B0 + b) . (2.9)
Zur Vereinfachung der Druckrandbedingungen kann der Term J0 ·B0 als Teil des Drucks
betrachtet werden, da er als Gradient darstellbar ist. Generell gilt u = 0 an den Rändern;
der Druckgradient muss dann der Lorentzkraftdichte entsprechen. Der Programmablauf-
plan ist in Abbildung B.1 dargestellt.
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2.2.2 Tayler-Instabilita¨t mit Stromsammlern
Um die reine Tayler-Instabilität zu simulieren, wird zunächst auf die Betrachtung der Zu-
leitungen der Batterie verzichtet. Wechselwirkungen von TI und Elektrowirbelströmung
werden damit ausgeschlossen und die Analyse der Eigenschaften der TI vereinfacht. Im
vorherigen Abschnitt wurden zusätzlich die Stromsammler vernachlässigt – diese sollen
nun in die Simulation einfließen. Dies ist besonders für flache Batterien relevant: induzierte
Ströme im Fluid können sich in den Stromsammlern schließen, ändern dadurch mögli-
cherweise ihren Verlauf und können so die Instabilität beeinflussen. Die zuvor verwendete
Randbedingung für das elektrische Potential ϕ an den Elektroden wird dazu geändert. Eine
zweite Änderung betrifft die Berechnung des Biot-Savart Integrals. Bisher wurden nur die
Ströme im Fluid betrachtet; nun werden auch diejenigen in den Stromsammlern addiert.
Dadurch ist eine Zunahme des induzierten Stroms und ggf. der Strömungsgeschwindigkei-
ten wahrscheinlich.
Das Lösungsschema ist in Abbildung B.2 dargestellt, siehe auch Weber (2015a). Der we-
sentliche Unterschied im Vergleich zum vorherigen Schema besteht in der Bestimmung des
elektrischen Potentials. Wie zuvor wird im Fluid die Poissongleichung
∆ϕ = ∇ · (u×B) (2.10)
gelöst. Anschließend erfolgt die Berechnung des elektrischen Potentials in den Stromsamm-
lern durch Lösen der Laplacegleichung
∆ϕss = 0. (2.11)
Die Randbedingung an der Deckfläche des oberen sowie der Bodenfläche des unteren Strom-
sammlers lautet wieder ϕss = 0, am Zylindermantel bleiben die Randbedingungen unver-
ändert. Was fehlt, ist die Übergangsbedingung an der Grenzfläche Fluid-Stromsammler.
Erforderlich ist hier zum einen ein kontinuierliches Potential und zum anderen gleiche
Normalkomponenten des Stromes:
ϕ = ϕss (2.12)
σ(n · ∇ϕ) = −σss(nss · ∇ϕss). (2.13)
Die Erfüllung dieser Dirichlet- und Neumann-Randbedingung ist im Allgemeinen nicht in
einem Rechenschritt möglich – daher wird zwischen der Laplace- und Poissongleichung
iteriert, bis ein gewünschtes Fehlerkriterium an der Grenzfläche erreicht ist. Erst danach
werden die induzierten Ströme im Fluid und den Stromsammlern berechnet. Letztere wer-
den nun auch bei der Bestimmung des Biot-Savart-Integrals berücksichtigt. Die Randbe-
dingungen für den Druck ändern sich leicht.
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2.2.3 Elektrowirbelstro¨mung
Die Modellierung der Elektrowirbelströmungen erfolgt unter Berücksichtigung von Strom-
sammlern und Zuleitungen entsprechend Weber (2015a) – letztere wurden in allen bishe-
rigen Modellen vernachlässigt. Abbildung B.3 zeigt den Programmablaufplan. Wichtigster
Unterschied ist die nun nicht mehr homogene Stromdichte im Vergleich zu den vorhergen-
den Modellen. Zur Berechnung der konstanten großskaligen Felder J0 und B0 wird zuerst
das großskalige und zeitlich konstante Potential P0 im Fluid durch iteratives Lösen der
Laplacegleichung
∆P0 = 0 (2.14)
in Fluid und Stromsammler bestimmt. Die Randbedingung auf dem Mantel lautet dabei
n · ∇P0 = 0, an der Grenzfläche Zuleitung–unterer Stromsammler P0 = 0, und an der
Grenze oberer Stromsammler-Zuleitung P0 = const. Sobald die Übergangsbedingung an
der Grenzfläche (Gleichung 2.12) erfüllt ist, wird die Stromdichte zu
J0 = −σ∇P0 (2.15)
bestimmt. Die Berechnung des großskaligen Magnetfelds B0 erfolgt durch das Biot-Savart-
Gesetz (Gleichung 2.8). Das Feld der als unendlich lang angenommenen Zuleitungen (siehe
Anhang B.2.4) wird addiert, damit sich die Ströme schließen. Die weitere Simulation er-
folgt wie beim vorherigen Modell.
Im Vergleich zu den Modellen für die Simulation der Tayler-Instabilität wird nun eine
nicht homogene, und nicht rein axiale Stromdichte zu Grunde gelegt. Dadurch ist auch das
induzierte Magnetfeld nicht mehr homogen und es entstehen axiale Lorentzkräfte. Unter
Umständen wäre es möglich, hier mit der induktionsfreien Näherung zu arbeiten (Shch-
erbinin 1991) und auf die rechenintensive Bestimmung des induzierten Magnetfelds b zu
verzichten. Andererseits könnte dieses auch bei der Sättigung der Elektrowirbelströmun-
gen eine Rolle spielen (Shercliff 1970). Da das Zusammenwirken der Elektrowirbelströmung
mit der Tayler-Instabilität untersucht werden soll, wird das Modell an dieser Stelle nicht
vereinfacht. Es wird sowohl der induzierte Strom als auch das induzierte Magnetfeld be-
stimmt.
2.3 Numerische Implementierung
Die Implementierung der oben beschriebenen Modelle erfolgt in der „open source CFD libra-
ry“ OpenFOAM (2015). Einen kurzen Überblick über die vorhanden Löser findet man bei
OpenFOAM (2014), eine Einführung in die Programmierung bei OpenFOAM (2012). Die
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theoretischen Grundlagen sind in den Dissertationen von Jasak (1996), Kärrholm (2008)
und Rusche (2002) beschrieben. Der hier vorgestellte Löser basiert auf dem Standardlö-
ser „pimpleFOAM“ und ist bei Weber (2013a, b) ausführlich beschrieben. Im Folgenden
werden einige Details näher beleuchtet.
2.3.1 Navier-Stokes- und Poissongleichung
Der Navier-Stokes Löser basiert auf den bereits vorhandenen Lösern „pisoFoam“ bzw.
„pimpleFoam“ für transiente Strömungen. Er nutzt das PISO Verfahren, d. h. in einem
Prädiktor-Schritt wird die Geschwindigkeit abgeschätzt und im Korrektorschritt der Druck
korrigiert. Der Lösungsschema soll hier nur kurz zum Verständnis wiedergegeben werden;
eine ausführliche Erklärung findet man bei Versteeg (2007), Ferziger (1996) und Schwarze
(2012).
Zunächst werden die räumlichen Ableitungen mit Hilfe des Gaußschen Integralsatzes ver-
einfacht. So überführt man z. B. die Geschwindigkeit u durch Integration über das Zell-
volumen in ein Oberflächenintegral über den Geschwindigkeitsfluss durch die Wände der
einzelnen Zelle uf (OpenFOAM 2012). In diesem Zusammenhang ist die Interpolation der
Geschwindigkeit (oder anderer Variablen) zwischen Zellmitte und Zellwänden essentiell.
Für diese Interpolation sowie für die Berechnung des Gradienten wird ein Diskretisierungs-
verfahren dritter Ordnung verwendet, um kleine Gradienten nicht zu „verwischen“. Zur
Diskretisierung der Zeitableitung findet das Crank-Nicolson-Verfahren Verwendung.
Die Navier-Stokes Gleichung wird zunächst mit Hilfe des Gaußschen Integralsatzes linea-
risiert, indem der Geschwindigkeitsfluss uf als konstant angenommen wird. Sie wird als
Matrix geschrieben und in eine Diagonalmatrix A und eine nicht diagonale Matrix B
getrennt:
A · u+B · u = −∇p+ f . (2.16)
Dabei beschreibt p den Druck und f eine beliebige Volumenkraft. Obige Gleichung wird
zunächst mit Hilfe des alten Drucks für eine geschätzte Geschwindigkeit u∗ gelöst, wel-
che aber noch nicht divergenzfrei ist. Mit dem Ansatz für die korrigierte (divergenzfreie)
Geschwindigkeit u∗∗
Au∗∗ +B · u∗ = −∇p+ f (2.17)
und H = −B · u∗ findet man
u∗∗ = A−1H−A−1∇p∗ +A−1f . (2.18)
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Bildet man die Divergenz dieser Gleichung erhält man eine Poissongleichung für den (neu-
en) Druck
∇2(A−1p∗) = ∇(A−1(H+ f)), (2.19)
die anschließend gelöst wird. Die korrigierte Geschwindigkeit lautet dann
u∗∗ = A−1(H+ f)−A−1∇p∗. (2.20)
Um dabei Oszillationen des Drucks zu vermeiden, wird dessen Gradient im Sinne der Rhie-
Chow Interpolation als Flächen-Normalen-Gradient bestimmt, mit dem Flächeninhalt mul-
tipliziert und anschließend auf die Zellzentren interpoliert (Ferziger 1996; Kärrholm 2008).
Ein weiterer wichtiger Punkt bei der Implementierung des Lösungsalgorithmus ist die „Four
Step Projection Method“ von Ni (2007), welche im Wesentlichen auf einer Interpolation
zwischen Zellmittelpunkt und Zellwänden basiert (Zhang 2004; van Vliet 2010; Passalac-
qua 2011) und damit starke Sprünge, Oszillationen und Divergenz vermindert. Beim Lösen
der Poissongleichung für das elektrische Potential ∆ϕ = ∇ · (u ×B) wird der Quellterm
u×B nur auf den Zellflächen bestimmt. Dies ist möglich, da der Divergenzterm der Pois-
songleichung ∇· (u×B) mit dem Gaußschen Integralsatz vereinfacht wird. Der induzierte
Strom wird dann nicht mit dem Volumengradienten, sondern mit dem Flächen-Normalen-
Gradienten des Potentials bestimmt. Der Strom berechnet sich damit ausschließlich aus
Werten der Zellflächen – damit wird die Diverenzfreiheit sichergestellt.
Ein ähnlicher Ansatz wird bei der Implementierung der Lorentzkraft verfolgt. Diese wird
sowohl im Prädiktorschritt (Gleichung 2.17) als auch im Korrektorschritt (Gleichung 2.19)
des PISO-Algorithmus als Fluss durch die Fläche berechnet. Es wird so sichergestellt, dass
die Kraft zwischen den einzelnen Zellen voneinander abhängt, dass sie divergenzfrei ist und
das keine starken Sprünge oder Oszillationen auftreten.
2.3.2 Rechengitter
Ein Quader kann einfach durch orthogonale Zellen vernetzt werden, ein Zylinder dagegen
nicht. Generell kann eine Kreisfläche durch kleine orthogonale Zellen angenähert (Abbil-
dung 2.2b) oder durch nicht orthogonale Zellen exakt abgebildet werden (Abbildung 2.2a).
Die letzte Variante wird in der Anleitung zu OpenFOAM (2014) vorgeschlagen und hier
auch zur Simulation der Tayler-Instabilität verwendet. Nachteilig ist eine gewisse unver-
meidbare Divergenz (Rhoads 2014), vor allem am Übergang zwischen den einzelnen Kreis-
segmenten bzw. zum innenliegenden Quadrat. Während dies bei der Berechnung der TI
keinen Einfluss hat, sind die Effekte beim Simulieren von Elektrowirbelströmungen groß.
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(a) (b)
Abbildung 2.2: Standardma¨ßig wird die Kreisfla¨che in ein Quadrat und Kreissegmente
zerlegt und dann vernetzt (a). Fu¨r die Simulation von Elektrowirbelstro¨mungen ist dieses
Gitter nicht geeignet, der Kreis wird stattdessen in viele kleine Quadrate zerlegt (b).
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Abbildung 2.3: Einfluss der Gitterauflo¨sung auf den Fehler der Wachstumsrate der TI. Der
Referenzwert fu¨r unendlich kleine Zellen wurde durch Richardson-Extrapolation ermittelt.
Löst man die Laplacegleichung für das elektrische Potential, so findet man Potentialsprün-
ge zwischen benachbarten Zellen der vier Kreissegmente (Linie bei 45◦). Diese äußern sich
dann in azimutalen Strömen, die bei einer axialsymmetrischen Geometrie nicht auftreten
dürften. Ist der Effekt stark, so entsteht keinem = 0 Strömungsmode wie erwartet, sondern
das Fluid rotiert im Zylinder. Um das zu vermeiden wird zur Beschreibung der Elektrowir-
belströmungen das Gitter aus Abbildung 2.2b verwendet. Hier werden die Ströme korrekt
bestimmt und die Lorentzkraft ist azimutal konstant.
Generell sind der Gitterauflösung bei Simulation der TI gewisse Grenzen gesetzt. Wäh-
rend das Lösen der Navier-Stokes- und Poissongleichung relativ schnell geht, erfordert die
Berechnung des Biot-Savart-Integrals viel Rechenzeit, die mit der Gitterauflösung quadra-
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tisch steigt. Die Qualität der Vernetzung des Rechengebietes beeinflusst zum einen das
Wachstum, zum anderen die Geschwindigkeiten der Strömung. Abbildung 2.3 zeigt den
Einfluss der Gitterauflösung auf den Fehler der Wachstumsrate der Tayler-Instabilität. Die
„wahre“ Wachstumsrate der Instabilität für ein unendlich feines Gitternetz wurde dabei
durch Richardson-Extrapolation ermittelt (Menter 2002; Faires 2012). Bei der Interpolati-
on der Zellwerte auf die Fläche verringert sich der Fehler bei Verwendung eines Interpola-
tionschemas dritter Ordnung im Vergleich zu einem erster Ordnung.
Zur Beschleunigung der Berechnung des Biot-Savart-Gesetztes kann selbiges auf einem
gröberen, separaten Gitter bestimmt und anschließend auf das NSG-Gitter interpoliert
werden. Um dies zu prüfen, wurde für Biot-Savart ein doppelt so grobes Gitter wie für die
NSG verwendet – die Werte in Abbildung 2.4 stehen an der Stelle der NSG-Gitterauflösung.
Man erkennt gut, dass bei Verwendung von 16 Zellen/Radius für die NSG und damit nur
8 Zellen/Radius für Biot-Savart die Wachstumsrate gleich der auf dem selben Gitter be-
stimmten ist. Daraus lässt sich schlussfolgern, dass zur Berechnung von Biot-Savart ein
vergleichsweise grobes Gitter genügt.
Die Wahl der richtigen Gitterauflösung für Elektrowirbelströmungen (EWS) ist deutlich
schwieriger – vor allem auf Grund der oft hohen Strömungsgeschwindigkeiten. Senkt man
das Aspektverhältnis bzw. die Leitfähigkeit der Stromsammler, steigen die Geschwindig-
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Abbildung 2.4: Einfluss der Gitterauflo¨sung auf die Wachstumsrate der TI. Interpoliert
man die Werte zwischen Zellmantel und Zellmittelpunkt linear (schwarze Linie), so ist die
Wachstumsrate stets kleiner als bei Interpolation dritter Ordnung (gestrichelt). Die Ver-
wendung eines doppelt so groben Gitters fu¨r Biot-Savart ist ab einer Auflo¨sung von 16
Zellen/Radius problemlos mo¨glich – man erha¨lt nur minimale Abweichungen der Wachs-
tumsrate. Damit la¨sst sich die Rechenzeit deutlich verringern und das Gitter zur Lo¨sung
der NSG weiter verfeinern (Wert ganz rechts).
56
10 15 20 25 30 35
Zellen /r
15000
15500
16000
16500
17000
17500
18000
18500
Re
Abbildung 2.5: Gitterstudie fu¨r Elektrowirbelstro¨mungen in einem zylindrischen Beha¨lter
(d = 1m; h = 2,4m) mit Stromsammler (Ass = 0,5; σss/σ = 5) und Ha = 100.
keiten und damit die erforderliche Gitterauflösung. Abbildung 2.5 zeigt den Einfluss des
Gitters auf die Reynoldszahl der gesättigten EWS-Strömung mit einem Stromsammler
des niedrigsten später verwendeten Aspektverhältnisses von 0,5. Nutzt man noch niedri-
gere Stromsammler wird die Strömung sehr transient bzw. turbulent – dafür sind deutlich
feinere Gitter nötig.
2.3.3 Zeitschritt
Zur Bestimmung des Zeitschrittes der Simulation dient die Courant-Friedrich-Lewy (CFL)
Bedingung. Neben dem Informationstransport durch die Fluidgeschwindigkeit wird im
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Abbildung 2.6: Relativer Fehler der Wachstumsrate der TI als Funktion der Alfve´n-
Courantzahl. Der Referenzwert einer Alfve´n-Courantzahl von null ist aus den Daten ex-
trapoliert. Das induzierte Feld wird nur jeden 100. Zeitschritt berechnet.
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Falle der TI Information auch elektromagnetisch mit der Alfvén-Geschwindigkeit va =
B/(µ0ρ)
−1/2 übertragen. Insbesondere beim Auftreten der TI aus einer infinitesimal klei-
nen Störung ist die Alfvén-Geschwindigkeit die einzige charakteristische Geschwindigkeit
des Systems. Dies wird durch Einführung der „Alfvén-Courantzahl“ und der Bestimmung
des maximalen Zeitschritts auf deren Basis berücksichtigt. Abbildung 2.6 zeigt den Ein-
fluss der Alfvén-Courantzahl auf den Fehler der Wachstumsrate der TI. Im Gegensatz zur
hydrodynamischen Courantzahl verhält sich die Numerik bei Überschreiten der Alfvén-
Courantzahl sehr gutmütig: selbst wenn diese einen Wert von 10 erreicht, führt dies nicht
zum Scheitern der Simulation, sondern vergrößert nur die Fehler. Für die weiteren Si-
mulationen wird daher eine Alfvén-Courantzahl von zwei verwendet. Da die Interaktion
von TI und EWS studiert werden soll, wird auch für die Simulation der EWS die gleiche
CFL-Bedingung genutzt.
2.3.4 Biot-Savart-Gesetz
Die Berechnung des Biot-Savart-Integrals ist der Rechenschritt mit dem größten Zeitauf-
wand der Simulation. Das induzierte Magnetfeld in einer einzelnen Zelle ergibt sich aus
der Summe der Ströme in allen anderen Zellen des Rechengebiets. Es handelt sich al-
so um ein n × n Problem. Verdoppelt man die Anzahl der Gitterzellen, so erhöht sich
der Rechenaufwand quadratisch. Neben der Verwendung eines separaten, groben Gitters
für das Biot-Savart-Gesetz (Abschnitt 2.3.2) und einem einfachen Kopieren auf das Gitter
der Navier-Stokes-Gleichung wurden eine Reihe weiterer Möglichkeiten zur Beschleunigung
implementiert. Der erste Schritt besteht in der Optimierung der eigentlichen Integration.
Weiterhin ist es z. B. nicht zwingend erforderlich, bei der Simulation der TI das Biot-Savart-
Integral zu jedem Zeitschritt zu bestimmen – Abbildung 2.7 zeigt den resultierenden Fehler.
In den Simulationen wurde Biot-Savart nur zu jedem 100ten Zeitschritt berechnet.
Weiterhin sind beträchtliche Geschwindigkeitssteigerung durch Parallelisierung möglich.
Die Implementierung der Biot-Savart-Berechnung ist in OpenMP (2014) sehr einfach mög-
lich. Problematisch ist aber, dass OpenFOAM standardmäßig MPI (2014) z. B. für das par-
allele Lösen der Navier-Stokes-Gleichung nutzt. Aus Kompatibilitätsgründen wurde Biot-
Savart daher mit MPI parallelisiert.
Jeder Prozessor löst die Navier-Stokes- und Poissongleichung nur in „seinem“ Zylinder-
stück – er verfügt damit über eine lokale Stromdichte. Diese induziert aber auch in allen
anderen Prozessoren ein Magnetfeld. Daher bestimmt jeder Prozessor aus seinen lokalen
Strömen j ein globales Magnetfeld b. Für drei Prozessoren ist dieser Vorgang in Abbildung
2.8 dargestellt. Das Magnetfeld auf jedem Prozessor enthält bis dahin nur den Einfluss der
lokalen Ströme. Es ist also erforderlich, das Magnetfeld b zwischen allen Prozessoren aus-
zutauschen und jeweils zu addieren. Im einfachsten Falle könnte man dazu die Routine
58
1 500 1000 1500 2000
Rechenschritt von b
0
2
4
6
8
10
12
%
16
Fe
hl
er
Abbildung 2.7: Da die TI relativ langsam wa¨chst, muss das induzierte Magnetfeld b nicht zu
jedem Zeitschritt neu bestimmt werden. Die Graphik zeigt den Fehler der Wachstumsrate
als Funktion des Rechenschritts des Biot-Savart-Gesetzes.
b b bj j j
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Abbildung 2.8: Die lokale Stromdichte j eines jeden Prozessors induziert ein globales Ma-
gnetfeld b. Dieses wird auf jedem Prozessor berechnet.
MPI_Allreduce zusammen mit MPI_SUM nutzen. Als Ergebnis hätte man das korrekt
aufsummierte globale Magnetfeld auf jedem Prozessor vorliegen. Für die weitere Simulati-
on benötigt jeder Prozessor aber nur sein lokales Magnetfeld. Daher ist der Austausch des
gesamten Magnetfelds nicht sinnvoll. Die Kommunikation zwischen den Prozessoren wird
stattdessen wie folgt gelöst: Betrachtet man Prozessor 1 als Empfänger, so senden ihm die
anderen Prozessoren jeweils nur sein lokales Magnetfeld. Abbildung 2.9 stellt dies anschau-
lich dar. Bei Verwendung von MPI_Allreduce würde Prozessor 1 von jedem anderen das
komplette b-Feld empfangen, das wäre deutlich zeitaufwändiger.
Die so erzielten Rechengeschwindigkeiten sind für die Simulation der TI in einer Elek-
trode ausreichend – für dreiphasige Simulationen mit fein vernetzten Oberflächen ergeben
sich jedoch Probleme. Hier wäre die Implementierung einer „fast multipole“–Methode zu-
künftig denkbar (Hafla 2006; Rossi 2006; Beatson 1997). Weiterhin könnte die Berechnung
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Prozessor 1 Prozessor 2 Prozessor 3
Abbildung 2.9: Nachdem jeder Prozessor ein globales Magnetfeld berechnet hat, wird dieses
ausgetauscht und summiert. Jeder Prozessor empfa¨ngt dazu jeweils nur sein lokales Feld.
des Biot-Savart-Gesetzes für das induzierte Magnetfeld
b(r) =
µ0
4pi
∫
dV ′
j(r′)× (r − r′)
|r − r′|3 , (2.21)
durch die Bestimmung des Vektorpotentials
a(r) =
µ0
4pi
∫
dV ′
j(r′)
|r − r′| , (2.22)
mit b = ∇ × a ersetzt werden. Da hier kein Kreuzprodukt und keine dritte Potentz des
Zellabstands berechnet wird, könnte sich ein deutlicher Geschwindigkeitsgewinn ergeben.
Weiterhin besteht die Möglichkeit, das Magnetfeld oder Vektorpotential nur auf dem Rand
des Rechengebiets mit Biot-Savart zu bestimmen um dann eine aus der Induktionsgleichung
(2.7) abgeleitete Poissongleichung für a oder b im Volumen zu lösen. An einer solchen
Implementierung wird gegenwärtig gearbeitet.
2.3.5 U¨bergangsbedingung an der Grenzfla¨che
Die Übergangsbedingung für das elektrische Potential an der Grenzfläche zwischen Fluid
und Stromsammler lautet ϕ = ϕss und n · j = −n · jss. Die Kopplung dieser Dirichlet-
und Neumannrandbedingung ist auf verschiedenem Wege möglich. So bietet OpenFOAM
eine „mixed“ Randbedingung, wo jeweils ein Anteil beider erfüllt wird. Leider ist der op-
timale Anteil für eine schnelle Konvergenz vom Leitfähigkeitsverhältnis von Fluid und
Stromsammler abhängig. Hier wird eine andere Möglichkeit gewählt, indem oben genannte
Randbedingungen zu einer einzigen Dirichlet-Randbedingung kombiniert werden, ähnlich
der im Löser „chtMultiRegionFoam“ verwendeten.
Gibt man einen Gradienten des Potentials ∇ϕ an der Oberfläche vor, so berechnet Open-
FOAM aus dem Abstand Zellfläche-Zellzentrum δ und dem Potential im Zellzentrum ϕ ein
Potential an der Oberfläche ϕw. Dieses wird dann als Randbedingung verwendet:
ϕw = (ϕ−∇ϕ)/δ. (2.23)
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Verwendet man diese Schreibweise, so lautet die Bedingung für die Kontinuität der nor-
malen Ströme
σ
ϕ− ϕw
δ
= σss
ϕw − ϕss
δss
. (2.24)
Diese lässt sich leicht zu einer Dirichlet-Randbedingung für das Potential an der Wand
umstellen:
ϕw =
ϕss σss/δss + ϕ σ/δ
σss/δss + σ/δ
. (2.25)
Sie gilt sowohl im Fluid als auch im Stromsammler.
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3 Ergebnisse
3.1 Charakterisierung der Tayler-Instabilita¨t
Wie in Kapitel 1.4.1 ausführlich dargelegt, kann die Tayler-Instabilität durch ihren kriti-
schen Strom Icr, ihre Wachstumsrate p und die mittlere Geschwindigkeit der gesättigten
Strömung 〈u〉 beschrieben werden. Die entsprechenden dimensionslosen Größen sind die
Hartmannzahl (für den unendlichen Zylinder)
Ha = I
µ0
2pi
√
σ
νρ
, (3.1)
die dimensionslose Wachstumsrate pn = p · r2/ν und die Reynoldszahl Re = 〈u〉r/ν – siehe
auch Tabelle 1.2. Sofern kein Innenzylinder in die Flüssigmetallsäule eingesetzt wird, ist
das Aspektverhältnis des Zylinders die einzige die kritische Hartmannzahl bestimmende
Größe – wie später in Abschnitt 3.4.1 gezeigt wird. Die TI entsteht in der Regel zuerst in
der Anode, da diese im Allgemeinen eine bessere Leitfähigkeit und eine geringere Dichte
als die Kathode aufweist. Allerdings gilt dies nur, wenn beide Elektroden ein ähnliches
Aspektverhältnis haben – siehe auch Abschnitt 3.4.1.
In diesem Abschnitt wird der Einfluss der Stoffeigenschaften einiger typischer Anodenma-
terialien (siehe Tabelle 3.1) auf die Hartmann- und Reynoldszahl untersucht; die Resultate
wurden bereits veröffentlicht (Weber 2014b). Als Geometrie dient eine Flüssigmetallsäule
(d = 248mm, h = 300mm, A = 1,2) die Platz für zwei Konvektionszellen bietet. Zunächst
Tabelle 3.1: Eigenschaften typischer Anodenmaterialien von Flu¨ssigmetallbatterien (Kim
2013a; IAEA 2008; Zinkle 1998; Gale 2004; Zytveldi 1971; Sobolev 2010; Chum
1980; Cairns 1967).
Zelle K||Hg Li||Se Mg||Sb Na||Bi
Anodenmaterial K Li Mg Na
ϑ in ◦C 325 365 700 580
σ in S/m 3,4 · 106 3,0 · 106 3,6 · 106 3,3 · 106
ρ in kg/m3 551 499 1463 812
ν in m2/s 4 · 10−7 8 · 10−7 7 · 10−7 2,6 · 10−7
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(a) (b) (c)
(d) (e)
Abbildung 3.1: Tayler-Instabilita¨t in einer Elektrode (d = 248mm, h = 300mm, A = 1,2).
Abbildung (a) zeigt die Isofla¨chen des induzierten axialen Magnetfelds sowie die Stro¨mung,
(b) und (e) den induzierten Strom, (c) das induzierte Magnetfeld und (d) das statische
Magnetfeld B0.
soll zum Verständnis die typische Strömung der TI näher erklärt werden; die Grundla-
gen zur TI sind bereits in Abschnitt 1.4.1 beschrieben. Abbildung 3.1a zeigt das typische
Strömungsprofil der TI, hier bestehend aus zwei gegensinnig rotierenden Wirbeln. In Abbil-
dung 3.1b ist der ensprechende induzierte Strom dargestellt. Betrachtet man die Draufsicht
(Abbildung 3.1e) erkennt man, dass sich die Ströme nicht nur in der Vertikalen, sondern
auch in der Horizontalen schließen. Diese ringförmigen horizontalen Ströme erzeugen eine
axiales Magnetfeld bz, dessen Isoflächen in orange/blau dargestellt sind. Abbildung 3.1c
zeigt darüber hinaus den Verlauf des induzierten Magnetfelds b – auch hier ist das axiale
Feld bz gut zu erkennen. Da sich dieses Magnetfeld zu einem großen Teil außerhalb des
Zylinders schließt, kann es auch dort gemessen werden (Seilmayer 2015).
3.1.1 Kritischer Strom und Wachstumsrate
Der kritische Strom für Einsetzen der Tayler-Instabilität (TI) ist der Strom, bei dem die
TI eine Wachstumsrate von p = 0 aufweist, d. h. gerade noch nicht wächst. Abbildung 3.2a
zeigt die Wachstumsraten und Tabelle 3.2 die kritischen Ströme für die Anodenmaterialien
K, Li, Mg und Na. Ein frühes Einsetzen der TI ist besonders bei K und Na zu beobach-
ten. Ursache ist hier deren geringe dynamische Viskosität – siehe Formel 3.1 und Tabelle
3.1. Magnesium dagegen weist in Folge seiner hohen Dichte einen recht hohen kritischen
Strom auf. Berechnet man aus dem Strom die Hartmannzahl (Formel 3.1) und normiert
die Wachstumsrate mit ν/r2, so fallen wie erwartet alle Werte auf eine Linie (Abbildung
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Abbildung 3.2: Wachstumsrate der TI in Abha¨ngigkeit des Stroms bzw. der Hartmannzahl
fu¨r verschiedene Anodenmaterialien. Der kritische Strom entspricht einer Wachstumsrate
von null. Die dimensionslose Wachstumsrate wurde mit der inversen viskosen Zeit r2/ν
normiert.
3.2b). Diese Erkenntnis erlaubt es, die kritischen Ströme und Wachstumsraten für beliebige
Anoden- und Kathodenmaterialien zu bestimmen. Als Beispiel sind die Werte für einige
Kathodenmaterialien wie Bi, Pb und Sb in Tabelle 3.2 aufgeführt. Deren kritische Strö-
me für das Auftreten der TI sind deutlich größer als die der Anodenmaterialien. Für die
Skalierung muss nur die Hartmannzahl bekannt sein – welche aber vom Aspektverhältnis
des Zylinders abhängt. Für einen unendlich langen Zylinder ist Hacr = 21,09 (Rüdiger
2013; Herreman 2015). Es bleibt anzumerken, dass ein Auftreten der TI in einer Zelle nach
Tabelle 3.1 und dem Durchmessers d = 25 cm nicht wahrscheinlich ist, da dies bei 1 kA
Stromdichten im Bereich von 20 kA/m2 bedeuten würde. Allerdings wurde in Li||Bi, Li||Se
Tabelle 3.2: Kritische Stro¨me und Hartmannzahl der TI fu¨r verschiedene Elektrodenmate-
rialien. Das Aspektverha¨ltnis ist A = 1,2.
Metal Icr/ A Hacr ϑ/◦C ν/m2 s−1 σ/S m−1 ρ/kg m−3 Quelle
K 1 163 29 325 4 · 107 3,4 · 106 551 IAEA (2008)
Li 1 666 29 365 8 · 10−7 3,0 · 106 499 Zinkle (1998)
Mg 2 488 29 700 7 · 10−7 3,6 · 106 1 463 Gale (2004)
Zytveldi (1971)
Na 1 183 29 580 2,6 · 10−7 3,3 · 106 812 IAEA (2008)
Bi 5 847 29 580 1,1 · 10−7 6,8 · 105 9 684 Sobolev (2010)
GaInSn 3 735 29 20 3,4 · 10−7 3,3 · 106 6 403 Plevachuk (2014)
Morley (2008)
Pal (2014)
Pb 6 653 29 425 2 · 10−7 1 · 106 1 · 104 Sobolev (2007)
Sb 5 467 29 700 2 · 10−7 8,5 · 105 6 270 Aqra (2011)
Gale (2004)
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und Li||Te Zellen bereits ein Vielfaches dieser Stromdichte erreicht, so dass dort die TI
auch bei relativ kleinen Zellen relevant bleibt. Weiterhin könnten zukünftig dünnere Elek-
trolytschichten auch höhere Stromdichten ermöglichen. Da das Auftreten der TI nur vom
absoluten Strom (aber nicht dessen Stromdichte) abhängt, wird sie bei größeren Batterien
mit Sicherheit eine Rolle spielen.
3.1.2 Geschwindigkeiten in der Sa¨ttigung und quasistatische Na¨herung
Die volumen-gemittelte Geschwindigkeit 〈u〉 wird durch Simulation der TI bis zum Ein-
setzen der Sättigung bestimmt. Abbildung 3.3 zeigt die Werte für Kalium, Lithium, Ma-
gnesium und Natrium. Bei Verwendung von K und einem Batteriestrom von 6 kA werden
bereits mittlere Strömungsgeschwindigkeiten von 5,5mm/s erreicht. An der Grenzfläche
Anode-Elektrolyt sind etwa doppelt so hohe Geschwindigkeiten zu erwarten – was defini-
tiv eine Gefahr für die Integrität der Elektrolytschicht darstellt.
Berechnet man aus dem Strom die Hartmannzahl (Formel 3.1) und aus der Geschwin-
digkeit die Reynoldszahl, so fallen alle Werte auf eine Linie, siehe Abbildung 3.3b. Für die
hier verwendete Flüssigmetallsäule des Aspektverhältnisses A = 1,2 gilt die Beziehung
Re = 0,077 · (Ha−Hacr)2. (3.2)
Da – wie später von Herreman (2015) bestätigt – die Abhängigkeit der Reynolds- von
der Hartmannzahl quadratisch ist, gibt es definitiv einen Strom, der zum Versagen der
Elektrolytschicht führt. In Anbetracht der niedrigen Wachstumsraten der TI – besonders
bei geringen Strömen – kann das aber einige Minuten dauern. Analog zu den kritischen
Strömen und der Wachstumsrate erlaubt die Skalierung über Reynolds- und Hartmannzahl
ein Übertragen der Ergebnisse auf beliebige andere Anoden- oder Kathodenmaterialien.
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Abbildung 3.3: Mittlere Geschwindigkeit bzw. Reynoldszahl der gesa¨ttigten TI als Funktion
von Strom bzw. Hartmannzahl fu¨r verschiedene Anoden-Materialien.
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Abbildung 3.4: Gu¨ltigkeit der quasistatischen Na¨herung als Funktion der Hartmann- von
der magnetischen Prandtlzahl unter der limitierenden Annahme Rm = 1. Fu¨r den endlichen
Zylinder wurde c = 0,077 und Hacr = 29 sowie fu¨r den unendlich langen c = 1 und
Hacr = 21,09 verwendet. Herreman (2015) findet im Vergleich dazu einen leicht anderen
Zusammenhang.
Die Kenntnis des quadratischen Zusammenhangs zwischen Reynolds- und Hartmannzahl
erlaubt eine erste Abschätzung der Gültigkeit der quasistatische Näherung. Die magne-
tische Reynoldszahl berechnet sich aus magnetischer Prandtlzahl und hydrodyamischer
Reynoldszahl zu
Rm = Pm · Re (3.3)
und beschreibt das Verhältnis von Konvektion zu Diffusion des magnetischen Felds. Die
quasistatische Näherung wird dann versagen, wenn das induzierte Magnetfeld von der
selben Größenordnung wie das angelegte wird, d. h. wenn Rm > 1. Mit Gleichung 3.2 und
der Lundquistzahl Lu =
√
PmHa findet man für die maximal zulässige Hartmannzahl
Ha =
√
Rm
c · Pm + Hacr =
Lu√
c · Pm + Hacr. (3.4)
In Abbildung 3.4 ist diese als Funktion der magnetischen Prandtlzahl für die hier verwen-
dete Geometrie mit c = 0,077, Hacr = 29 und Rm = 1 dargestellt. Für höhere Fluidsäulen
als der hier untersuchten werden die Geschwindigkeiten höher sein, d. h. der Proportiona-
litätsfaktor c wird größer sein. Nimmt man diesen als eins an, und verwendet die kritische
Hartmannzahl für den unendlich langen Zylinder Hacr = 21,09 (Rüdiger 2013; Herreman
2015) so ergibt sich ein etwas konservativerer Zusammenhang (Abbildung 3.4). Herreman
(2015) findet unter anderen Annahmen ein zumindest vergleichbares Ergebnis. Für grobe
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und zugleich konservative Abschätzungen kann eine Lundquistzahl von Lu = 1 als Limit
der quasistatischen Näherung betrachtet werden.
3.1.3 Orientierung der Zellen, Symmetriebrechung und Helizita¨t
Die „klassische“ Tayler-Instabilität entwickelt in einem Zylinder vertikal „gestapelte“ Kon-
vektionszellen mit alternierender Drehrichtung – siehe Abbildung 3.5. Häufig wird die Win-
kelabhängigkeit der Instabilität in komplexer Schreibweise als ∼ exp (im(ϕ− ϕ0)) mit der
azimutalen Wellenzahl bzw. Mode m und der Winkellage ϕ0 angegeben. Die dominante
Wellenzahl der TI ist m = ±1. Führt man die lineare Stabilitätsanalyse in komplexer
Schreibweise aus (Details siehe Abschnitt 1.4.1), so können die Vorzeichen als rechts- oder
linksdrehende Spiralen interpretiert werden. Sind beide Anteile gleich stark, so ist die Spi-
ralförmigkeit, oder Helizität, der Instabilität gleich null.
Im Zylinder ist die sich einstellende Winkellage ϕ0 durch zufällige Anfangsbedingungen
bestimmt. Erstaunlicherweise scheint dies sogar für die Ausrichtung der Konvektionszellen
in einem Quader zu gelten. Je nach Anfangsbedingung sind die Zellen diagonal, parallel
oder beliebig zu den Seitenflächen orientiert. Zwei Beispiele hierfür sind in Abbildung 3.5
dargestellt. Allerdings kann ein Hintergrundmagnetfeld in horizontaler Richtung eine Vor-
zugsrichtung der Instabilität erzwingen.
Im folgenden soll auf die Helizität der TI etwas detaillierter eingegangen werden. Während
Helizität für Flüssigmetallbatterien wahrscheinlich nicht relevant ist, spielt sie möglicher-
weise für die Entstehung stellarer Magnetfelder eine wichtige Rolle. In stellaren Dynamos
müssen immer zwei Induktionsmechanismen gleichzeitig arbeiten: einerseits müssen poloi-
dale Magnetfelder in toroidale Magnetfelder umgewandelt werden, was in unserer Sonne
Abbildung 3.5: Isofla¨chen des induzierten axialen Magnetfelds. Je nach Anfangsbedingung
sind die Rotationsachsen der Konvektionszellen an den Seitenfla¨chen oder der Diagonale
des Quaders ausgerichtet. Auch Zusta¨nde dazwischen treten auf. Es existiert keine Vor-
zugsrichtung.
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Abbildung 3.6: Zeitliche Entwicklung der Reynoldszahl und normierten Helizita¨t der TI in
einem Quader (h = 360mm, Seitenla¨nge a = 96mm) bei 10 kA. Die durchgezogene Linie
entspricht einer anfa¨nglichen Geschwindigkeit in z-Richtung, die gestrichelte derjenigen in
x-Richtung.
durch die differentielle Rotation zwischen (schnelleren) äquatornahen Gebieten und (lang-
sameren) polnahen Gebieten gewährleistet wird. Dieser Effekt wird in der Dynamotheorie
als Ω-Effekt bezeichnet. Um poloidale Magnetfelder zu erzeugen, ist ein azimutaler, d.h.
zum „aufgewickelten“ azimutalen Feld parallel gerichteter elektrischer Strom notwendig.
Die Induktion eines solchen Feld-parallelen Stroms wird als α-Effekt bezeichnet (Rädler
2007; Seehafer 1996; Blackman 2002). In der Standardtheorie des Sonnendynamos wird die
Entstehung dieses α-Effektes auf die Existenz helikaler Turbulenzelemente in der Konvek-
tionszone der Sonne zurückgeführt (Charbonneau 2005). Gemäß der alternativen Theorie
des Tayler-Spruit Dynamos könnte der notwendige α-Effekt aber auch durch Wirkung der
TI in der sogenannten Tachocline produziert werden (Spruit 2002). Die Tachocline ist der
Übergangsbereich zwischen Festkörperrotation im Sonneninneren und differentieller Ro-
tation in der Konvektionszone der Sonne. In diesem Zusammenhang erweist es sich als
entscheidend, ob die TI zu einer spontanen Symmetriebrechung zwischen rechtshändigen
(z.B. m = +1) und linkshändigen (z.B. m = −1) Lösungen fähig ist.
Das Anwachsen einer solchen helikalen Asymmetrie wurde bereits bei Gellert (2011) be-
obachtet. Weitergehende Untersuchungen zur Symmetriebrechung der TI findet man bei
Bonanno (2012). Neben direkter numerischer Simulation wird hier ein einfaches Modell für
die Zeitevolution von Energie und Helizität vorgestellt, welches spontane helikale („chirale“)
Symmetriebrechung in enger Analogie zum Auftreten von Homochiralität in der Biochemie
beschreibt.
α-Effekt, Stromhelizität und kinetische Helizität sind eng miteinander verknüpft. Um einen
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(a) 0,34 (b) 0,36 (c) 0,41
Abbildung 3.7: Isofla¨chen des induzierten axialen Magnetfeldes der TI fu¨r einen Quader
(Seitenla¨nge a = 96mm, h = 360mm) fu¨r drei diskrete Zeitpunkte t/r2ν−1. Den entspre-
chenden zeitlichen Verlauf zeigt Bild 3.6.
ersten Eindruck zu gewinnen, wird die kinetischen Helizität analysiert, die folgendermaßen
definiert ist:
Hu = u · (∇× u). (3.5)
Der räumliche Mittelwert ist dann
〈Hu〉 = 1
V
∫
V
u · (∇× u)dV. (3.6)
Die kinetische Helizität kann mit dem Radius und der mittleren quadrierten Strömungs-
geschwindigkeit geeignet normiert werden:
〈Hu,n〉 = 〈Hu〉r/
(
1
V
∫
u2dV
)
. (3.7)
Abbildung 3.6 zeigt zwei Fälle mit (zufälligen) unterschiedlichen Anfangsbedingung der
Geschwindigkeit. Die TI setzt bei t = 0 ein. In Fall 1 (gestrichelte Linie) entwickelt sich
nur kurz bei Erreichen der Sättigung etwas Helizität, verschwindet dann aber wieder. Im
Fall 2 (durchgezogene Linie) wächst eine schon in der Anfangsbedingung enthaltene heli-
kale Asymmetrie sofort und bildet eine starke Helizität. Auch diese steigt leicht bei Errei-
chen der Sättigung und verschwindet dann komplett. Abbildung 3.7 veranschaulicht die
entsprechenden Isoflächen des induzierten Magnetfelds während der Wachstumsphase, bei
und nach Erreichen der Sättigung. Die erste der drei Abbildung zeigt ein Magnetfeld mit
einer starken linkshändigen Helizität. Die korrespondierende Strömung hat genau wie das
Magnetfeld eine Schraubenform. Bei Erreichen der Sättigung verliert die Strömung ihre
Schraubenform (Abbildung 3.7b) und bildet wieder die bekannten, klassischen Rotations-
zellen – siehe auch Abbildung 3.1. In der Sättigung ändert sich daran nichts, die Helizität
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Abbildung 3.8: Zeitliche Entwicklung der normierten kinetischen Helizita¨t bei Ha = 122.
Letztere wa¨chst bis zum Erreichen der Sa¨ttigung und beginnt dann um 0 zu oszillieren.
ist nicht mehr zu erkennen (Abbildung 3.7c). Bei den Simulationen von Gellert (2011) und
Bonanno (2012) fand sich stets eine gewisse endliche Helizität im Sättigungsregime. Das
diese hier nicht deutlich beobachtet werden kann, hat zwei Ursachen: zum einen sind die
magnetischen Prandtlzahlen hier um viele Größenordnungen kleiner; zum Anderen lässt
die starke Helizität während der Sättigung eine evtl. verbleibende Resthelizität winzig bzw.
null erscheinen.
Interessanterweise findet man aber bei höheren Hartmannzahlen Oszillationen der Heli-
zität in der Sättigung (Weber 2015b). Ähnliche Beobachtungen wurden auch bei Herre-
man (2015) gemacht. Die folgenden Simulationen wurden bei einer magnetischen Prandt-
lzahl von Pm = 3 · 10−6 für eine zylindrische Flüssigmetallsäule des Durchmessers d =
9,6 cm und dem Aspektverhältnis A = 1,25 durchgeführt. Die Stoffparameter sind: Dich-
te ρ = 523 kg/m3, elektrische Leitfähigkeit σ = 3 · 106 S/m und kinematische Viskosität
ν = 7,6 · 10−7m2/s.
Abbildung 3.8 zeigt die normierte kinetische Helizität für eine Hartmannzahl von 122.
Man erkennt deutlich das Entstehen einer Helizitäts-Oszillation nach Erreichen der Sät-
tigung. Die Amplitude nimmt anfangs leicht ab, bleibt dann aber stabil. Abbildung 3.9
zeigt die Isoflächen des induzierten Magnetfelds für eine gesättigte TI mit rechtsdrehender
Helizität, ohne, und mit linksdrehender Helizität.
Helizitäts-Oszillationen sind stark von den axialen Randbedingungen abhängig. Sie tre-
ten möglicherweise nur bei bestimmten Aspektverhältnissen und mit Sicherheit nur bei
Überschreiten einer gewissenen Hartmannzahl auf. Abbildung 3.10 zeigt die Frequenz f
und Amplitude Hˆ der (kinetischen) Helizitäts-Oszillation als Funktion der Hartmannzahl.
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Es ist zu erkennen, dass Helizitäts-Oszillationen erst ab einer gewissenen kritischen Hart-
mannzahl auftreten. Die Frequenz der Schwingung wächst mit der Hartmannzahl – sehr
ähnlich zur Wachstumsrate der TI. Die charakteristische Skala der Frequenz der Helizitäts-
Oszillation ist das Verhältnis der kinematischen Viskosität zum Quadrat einer Länge.
Bei kleinen Hartmannzahlen klingt die Schwingung wieder ab, siehe auch Abbildung 3.11a.
Eine Amplitude der Helizitätsoszillation lässt sich daher erst bei größeren Hartmannzahlen
bestimmen (Abbildung 3.10b). Auch sie wächst mit zunehmender Hartmannzahl quadra-
tisch. In einigen Simulationen ist die Amplitude zudem zeitlich variabel.
Die bisherigen Ausführungen bezogen sich fast ausschließlich auf die kinetische Helizität.
Die Stromhelizität verhält sich sehr ähnlich. Die Berechnung erfolgt ganz analog:
Hb = b · (∇× b) = µ0j · b (3.8)
bzw.
〈Hb〉 = 1
V
∫
V
µ0j · bdV. (3.9)
Auch die Stromhelizität läuft in der Sättigung gegen null, bzw. oszilliert um null, siehe
z.B. Abbildung 3.11.
Um den Betrag von kinetischer und Stromhelizität zu vergleichen, wird letztere mit µ0ρ
skaliert. Sie bekommt damit ebenfalls die Einheit m/s2. Weiterhin wird das Verhältnis von
kinetischer zu Stromhelizität bestimmt:
ξ =
〈Hu〉µ0ρ
〈Hb〉 . (3.10)
Abbildung 3.11a zeigt ein Beispiel beider Heliziäten bei einer Hartmannzahl von Ha = 55,
(a) (b) (c)
Abbildung 3.9: Isofla¨chen des induzierten Magnetfelds der gesa¨ttigten TI mit rechtsdrehen-
der Helizita¨t (a), ohne (b) und mit linksdrehender Helizita¨t (c). Die Zusta¨nde entsprechen
einem Wellental, Nulldurchgang und Wellenberg der Helizita¨tsoszillation aus Abbildung
3.8.
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Abbildung 3.10: Frequenz (a) und Amplitude (b) der Oszillationen der kinetischen Helizia¨t
als Funktion der Hartmannzahl.
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Abbildung 3.11: Verlauf von Strom- und kinetischer Helizita¨t als Funktion der kinetischen
Energie bei Ha = 55 (a) und Verha¨ltnis ξ von kinetischer zu Stromhelizita¨t (b).
Abbildung 3.11b den Verlauf des Faktors ξ als Funktion der Hartmannzahl. Das Verhältnis
von Stromhelizität zu kinetischer Helizität wird wesentlich durch die Hartmannzahl be-
stimmt; der Absolutbetrag beider dagegen durch die Prandtlzahl, die in diesem Fall (mit
Fokus auf flüssige Metalle) sehr klein ist (Pm = 3 · 10−6). Im Ergebnis ergeben sich in der
Sättigung verschwindende bzw. (für größere Hartmannzahlen) um den Nullpunkt herum
oszillierende Helizitäten. Erste vorläufige Rechnungen für größere magnetische Prandtlzah-
len deuten auf eine mögliche spontane Symmetriebrechung mit endlichen Helizitäten in der
Sättigung hin, so wie sie auch von Gellert (2011) und Bonanno (2012) beobachtet wurden.
Abbildung 3.12 zeigt die kinetischen Helizität in der Sättigung als Funktion der magneti-
schen Prandtlzahl – ab etwa Pm = 3 · 10−4 ist ein deutlicher Anstieg zu verzeichnen.
An dieser Stelle muss allerdings noch einmal auf die diesen Rechnungen zugrunde liegen-
de quasistatische Näherung hingewiesen werden, die nicht mehr gilt, wenn die sogenannte
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Abbildung 3.12: Verhalten der kinetischen Helizita¨t in der Sa¨ttigung als Funktion der
magnetischen Prandtlzahl. Ha = 122.
Lundquistzahl Lu = (Pm)1/2Ha größer als 1 wird. Damit wird die Anwendbarkeit der
Methode gerade für größere magnetische Prandtlzahlen eingeschränkt; hier müsste dann
in der Tat wieder die zeitabhängige Induktionsgleichung herangezogen werden (Herreman
2015). Ob die quasistatische Näherung für den speziellen Fall stationärer Lösungen (z.B.
mit endlicher, aber konstanter Helizität in der Sättigung) eventuell doch noch verwendbar
ist, muss im Einzelfall geprüft werden, ist aber nicht Gegenstand dieser Arbeit.
Demgegenüber stellen die gefundenen Helizitäts-Oszillationen aber ein fundiertes Resultat
dar. Hier könnte die astrophysikalisch interessante Frage anschließen, ob es, wie in jüngsten
Arbeiten behauptet (Wilson 2013), einen Einfluss der periodischen Planetenbewegungen
auf den Sonnendynamo geben kann. In diesem Kontext wäre z.B. an eine Synchronisierung
der Helizitäts-Oszillationen in der Tachocline mit den an sich sehr kleinen planetaren Kräf-
ten und Drehmomenten zu denken. Entsprechende numerische Untersuchunge sind geplant,
gehen aber ebenfalls über den Rahmen dieser Arbeit hinaus.
3.1.4 Sa¨ttigungsmechanismus
Der Sättigungsmechanismus der Tayler-Instabilität bei kleinen magnetischen Prandtlzah-
len ist gegenwärtig noch nicht vollständig verstanden. Fließt ein hinreichend großer axialer
Strom j0 durch eine Flüssigmetallsäule, so entwickelt sich die TI. Ihr Entstehungsprozess
ist in Abschnitt 1.4.1 erklärt. Die Fluidströmung induziert nun ihrerseits einen Strom. Wä-
re der axial induzierte Strom jz in der gleichen Größenordnung wie der externe Strom j0
– und diesem entgegen gerichtet – so könnten sich die Ströme teilweise gegenseitig kom-
pensieren und auf diesem Wege das Wachstum der TI begrenzen. Die Erzeugung eines
Gegenstromes lässt sich auch als Erhöhung des elektrischen Widerstandes deuten, die in
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in der Magnetohydrodynamik als β-Effekt bekannt ist (Rädler 2007; Blackman 2002). In
der hier untersuchten Konfiguration berechnet sich der β-Effekt zu
β = −(u× b) · ez/(µ0j0). (3.11)
Die induzierte axiale Stromdichte ist damit jz = −σβµ0j0, und das Verhältnis der Strom-
dichten
jz
j0
=
σ(u× b) · ez
j0
. (3.12)
Abbildung 3.13a zeigt den β-Effekt für eine für flüssige Metalle typische magnetische
Prandtlzahl von Pm = 3 · 10−6 als Funktion der Zeit. In der Sättigung besitzt die TI
einen endlichen β-Effekt – dieser ist aber viel zu klein, um die Sättigung der TI in Flüs-
sigmetallen zu erklären. Erhöht man sowohl die elektrische Leitfähigkeit σ als auch die
kinematische Viskosität ν des Fluids, so ändert sich die Hartmannzahl nicht, dafür aber
die magnetische Prandtlzahl Pm = σνµ0. Abbildung 3.13b zeigt das Verhältnis von axial
induzierter zu extern angelegter Stromdichte jz/j0 in Abhängigkeit von Pm. Es ist gut
zu erkennen, dass erst bei magnetischen Prandtlzahlen größer 10−2 der induzierte Strom
eine ähnliche Größenordnung wie der externe Strom erhält. Der β-Effekt ist daher ein
wirkungsvoller Sättigungsmechanismus der TI bei großen magnetische Prandtlzahlen. Die
Sättigung der TI in flüssigen Metallen kann er jedoch nicht erklären. Würde er auch hier
gelten, so müssten die Geschwindigkeiten der gesättigten Strömung deutlich größer sein.
Neben dem β-Effekt soll hier auch noch der α-Effekt betrachtet werden, der in engem
Zusammenhang mit der im vorherigen Kapitel diskutierten helikalen Symmetriebrechung
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Abbildung 3.13: Zeitlicher Verlauf des β-Effekts bei Ha = 55 (a) und Verha¨ltnis des indu-
zierten axialen Stroms zum extern angelegten Strom der TI als Funktion der magnetischen
Prandtlzahl (b).
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Abbildung 3.14: Zeitliche Entwicklung des α-Effekts der TI bei Ha = 55.
steht. In der Tat ist der α-Effekt ein Maß für die Helizität der kleinskaligen Strömung,
welche in diesem Fall mit der m = ±1-TI-Mode zusammenfällt. Der α-Effekt induziert
einen Strom parallel zum großskaligen Magnetfeld (Seehafer 1996; Blackman 2002; Rädler
2007). Wird an eine Flüssigmetallsäule ein axialer Strom angelegt, so ist dieser mit einem
azimutalen Magnetfeld B0 verbunden. Der α-Effekt ist diesem parallel und berechnet sich
zu
α = (u× b) · eϕ/B0. (3.13)
Der induzierte azimutale Strom ist dann jϕ = σαB0. Abbildung 3.14 zeigt die typische
zeitliche Entwicklung des α-Effekts der TI bei einer Hartmannzahl von Ha = 55. Bis zum
Erreichen der Sättigung wächst der α-Effekt, verschwindet dann aber. Dieses Verhalten
entspricht qualitativ dem der Helizität in Abbildung 3.6. Abbildung 3.15 zeigt die Isoflä-
chen des α-Effekts während des Wachstums der TI sowie in der Sättigung. Solange die TI
wächst, ist stets ein starkes, globales und positives α vorhanden. In der Sättigung dagegen
kompensieren sich positives und negatives α beinahe exakt. Ein endlicher α-Effekt würde
ein axiales Magnetfeld induzieren und könnte so – wie in Abschnitt 3.4.4 gezeigt – die TI
dämpfen. Dies ist hier nicht der Fall.
Für große magnetische Prandtlzahlen, d.h. für Lu > 1, können sowohl der β- als auch
der α-Effekt zur Sättigung beitragen, indem sie einerseits einen zum angelegten Strom
entgegengesetzten Strom induzieren (β) und andererseits ein axiales Feld erzeugen (α).
Beide Effekte zusammen ändern den elektromagnetischen Grundzustand so, dass die An-
wachsrate der TI für diesen geänderten Zustand gerade null wird. Im Fall kleiner Pm bzw.
Lu sind beide Effekte aber viel zu klein, als dass sie den Grundzustand signifikant ändern
könnten. Hier muss also ein qualitativ anderer Sättigungsmechanismus wirken. Da sich der
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elektromagnetische Zustand kaum ändert, muss es der hydrodynamische Zustand sein, der
zur Sättigung führt. Ein erster Anhaltspunkt dafür ist in Abbildung 3.16 zu erkennen. Sie
zeigt die kinetische Energie der Strömung getrennt nach den Anteilen der azimutalen Mo-
den. Die Mode m = 1 ist von Anfang an stets dominant. Auffällig ist aber, dass zu einem
bestimmten Zeitpunkt die Moden m = 0 und m = 2 um den Faktor 2 stärker als die Mo-
de m = 1 zu wachsen beginnen. Damit ändert sich der axialsymmetrische Grundzustand.
Ursächlich für dieses Verhalten sind letztlich die nichtlinearen Terme der Navier-Stokes-
Gleichung. Die TI sättigt, wenn die verschiedenen Moden eine ähnliche Größenordnung
erreichen.
Interessanterweise bricht genau zu diesem Zeitpunkt (etwa bei t = 1 300 s) auch der α-
Effekt zusammen (siehe Abbildung 3.14). Offenbar bewirkt die schnell wachsende m = 2-
Mode einen Energietransfer von der bisher ausschließlich dominanten (rechtshändigen)
m = 1-Mode in die bisher unterdrückte linkshändige m = −1-Mode der TI. In diesem Sinn
ist der Sättigungsmechanismus mittels nichtlinearer Kopplung intrinsisch mit der Wieder-
herstellung der chiralen Symmetrie zwischen der m = 1- und m = −1-Mode und damit
mit dem Verschwinden des α-Effektes verbunden.
Zur Untersuchung des Einflusses der axialsymmetrischen Mode m = 0 auf die Sättigung
wird diese aus der gesättigten Strömung der TI extrahiert. Anschließend wird sie mit ei-
nem Faktor zwischen 0 und 1,5 skaliert. Eine Simulation der TI (in der Wachstumsphase)
wird nun zu jedem Zeitschritt in ihre Moden zerlegt. Der axialsymmetrische Anteil der Ge-
schwindigkeit wird dann gelöscht und stattdessen die skaliertem = 0 addiert. Anschließend
wird eine Poissongleichung für den Druck gelöst. Auf diesem Wege wird die axialsymme-
trische Mode m = 0 faktisch „eingefroren“. Abbildung 3.17 zeigt nun die Wachstumsrate
α in m/s
(a) t = 1000 s
α in m/s
(b) t = 1600 s
Abbildung 3.15: Isofla¨chen des α-Effekts in der Wachstumsphase der TI (a) und der
Sa¨ttigung (b) bei einer Hartmannzahl von Ha = 55.
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Abbildung 3.16: Kinetische Energie der azimutalen Moden 0, 1 und 2 der TI als Funktion
der Zeit bei Ha = 55.
der resultierenden TI für verschiedene Skalierungsfaktoren. Bei sehr kleinen Anteilen der
Mode m = 0 sinkt die Wachstumsrate nur leicht ab; friert man aber (bezogen auf die Sätti-
gung) 100% der m = 0 ein, so wird die Wachstumsrate fast halbiert. Folglich ist die in der
Sättigung der TI entstandene axialsymmetrische Mode m = 0 nur etwa zur Hälfte für die
Sättigung verantwortlich. Die zweite Hälfte wird vermutlich durch die Mode m = 2 über-
nommen – deren Untersuchung scheiterte aber zunächst an numerischen Problemen. Eine
detaillierte Analyse dieses hier nur grob skizzierten Sättigungsmechanismus muss daher
weiteren Untersuchungen vorbehalten bleiben.
3.2 Einfluss der Stromzufu¨hrung auf die Tayler-Instabilita¨t
Eine komplette Flüssigmetallbatterie besteht aus dem flüssigen Inventar, den Stromsamm-
lern sowie den Zuleitungen. Zur Simulation der reinen Tayler-Instabilität (TI) muss auf
die Zuleitung verzichtet werden. Andernfalls würden sofort Elektrowirbelströme (EWS)
auftreten, die ein Studium der TI erschweren oder unmöglich machen. Dieser Abschnitt
soll die Frage beantworten, inwieweit der Einschluss der Stromsammler in das Modell von
Bedeutung ist. Die (vereinfachte) Randbedingung ϕ = 0 für das elektrische Potential wird
also entweder an den äußeren Stirnflächen des Flüssigmetalls oder denen der Stromsamm-
ler verwendet.
Prinzipiell können sich induzierte Ströme in den festen Stromsammlern schließen und än-
dern dadurch ggf. auch die Strompfade im Fluid. Weiterhin liefern die Ströme in den
Stromsammlern einen Beitrag zum induzierten Magnetfeld und erhöhen so vermutlich die
Fluidgeschwindigkeit sowie die Wachstumsrate der TI. Auch ein Einfluss auf die kriti-
schen Ströme für das Einsetzen der TI – besonders bei flachen Elektroden – wäre denk-
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Abbildung 3.17: Normierte Wachstumsrate der TI mit einer „eingefrorenen“ Mode m = 0.
Letztere wurde aus der gesa¨ttigten TI extrahiert und dann mit einem Faktor skaliert.
Diese skalierte Mode wird nun wa¨hrend der Wachstumsphase der TI konstant gehalten.
Pm = 10−6, Ha = 100.
bar. Die folgenden Berechnungen sollen generelle Tendenzen zeigen. Als Beispiel werden
die Materialwerte von Natrium bei 580 ◦C verwendet: σ = 3,3 · 106 S/m, ρ = 812 kg/m3,
ν = 2,6 · 10−7m2/s.
Die variablen Größen sind das Aspektverhältnis der Fluidsäule und der Stromsammler
sowie das Verhältnis der Leitfähigkeiten – siehe auch Abschnitt 2.1. Durchmesser von
Stromsammler und Elektrode sind hier stets gleich. In Abbildung 3.18 ist der Einfluss des
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Abbildung 3.18: Abha¨ngigkeit der Wachstumsrate der TI vom Leitfa¨higkeitsverha¨ltnis und
der Ho¨he der Stromsammler fu¨r eine zylindrische Flu¨ssigmetallsa¨ule (d = 1m, A = 1,2).
Die physikalische Wachstumsrate ist mit dem Inversen der viskosen Zeit r2/ν normiert.
Ha = 250.
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Abbildung 3.19: Abha¨ngigkeit der Wachstumsrate der TI von der Ho¨he der Stromsammler
fu¨r eine zylindrische Flu¨ssigmetallsa¨ule (d = 1m, A = 1,2). Die physikalische Wachstums-
rate wird mit dem Inversen der viskosen Zeit r2/ν normiert, der Strom entspricht Ha = 250,
das Leitfa¨higkeitsverha¨ltnis ist σss/σ = 20.
Leitfähigkeitsverhältnisses und des Aspektverhältnisses der Stromsammler auf die Wachs-
tumsrate der TI dargestellt. Das Aspektverhältnis der Fluidsäule bleibt gleich. Für schlecht
leitende Stromsammler nähert sich die Wachstumsrate einem asymptotischen Minimum.
Dies ist darauf zurückzuführen, dass die induzierten Ströme sich bereits im Fluid schließen.
Lokal steigt so die Stromdichte im Fluid, es erhöhen sich die Ohmschen Verluste und die
Wachstumsrate sinkt. Verwendet man dagegen gut leitfähige Stromsammler, so schließen
sich die Ströme im Stromsammler und induzieren ein Magnetfeld im Fluid. In den gut
leitfähigen Stromsammlern ist die Dissipation geringer – daher nimmt die Wachstumsra-
te der TI deutlich zu. Je besser die Leitfähigkeit der Stromsammler, desto höher ist die
Wachstumsrate. Sie erreicht auch hier ein asymptotisches Maximum, wenn sich alle Ströme
im Stromsammler schließen können. Die resultierenden Werte in Abbildung 3.18 können
gut durch eine Arkustangens-Funktion angenähert werden.
Abbildung 3.19 zeigt den Einfluss der Höhe der Stromsammler auf die Wachstumsrate der
TI. Das Aspektverhältnis des Fluids und das Verhältnis der Leitfähigkeit bleiben gleich. Mit
zunehmender Höhe der Stromsammler konvergiert die Wachstumsrate in Richtung eines
asymptotischen Wertes – irgendwann sind alle Ströme geschlossen, dann ist die Wachs-
tumsrate maximal. Eine Simulation der TI ganz ohne Stromsammler kann am besten mit
dem Grenzfall eines unendlich flachen Stromsammlers mit unendlicher Leitfähigkeit ver-
glichen werden.
Betrachtet man sehr flache Zellen, könnte man mutmaßen, dass hier zusätzliche Strom-
sammler den kritischen Strom für das Einsetzen der TI absenken. Zur Untersuchung
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Abbildung 3.20: Kritische Hartmannzahl fu¨r die TI als Funktion des Aspektverha¨ltnisses
der Flu¨ssigmetallsa¨ule (d = 1m). Die Leitfa¨higkeit der Stromsammler ist doppelt so groß
wie die des Flu¨ssigmetalls. Das Aspektverha¨ltnis der Stromsammler ist Ass = 0,1 bzw.
Ass = 0,3.
werden Simulationen mit konstantem Leitfähigkeitsverhältnis und Aspektverhältnis der
Stromsammler, aber variabler Höhe der Fluidsäule durchgeführt (Abbildung 3.20). Die Er-
wartungen werden nur teilweise erfüllt. Bei Elektroden mit hohem Aspektverhältnis zeigt
sich erwartungsgemäß kaum ein Einfluss der Stromsammler auf den kritischen Strom. Die
Interpretation des Einflusses bei flachen Zellen fällt schwerer: teils ist der kritische Strom
größer, teils kleiner als bei der Simulation ohne Stromsammler. Weiterhin sind Plateaus
zu erkennen. Bei flachen Zellen ist die Anzahl der möglichen Konvektionszellen entschei-
dend für den kritischen Strom. Besonders an den Übergängen zwischen ein, zwei oder drei
Konvektionszellen haben Stromsammler einen bedeutenden Einfluss – sie verlängern in
gewisser Weise die Fluidsäule. Bei Fluidsäulen eines Aspektverhältnisses kleiner eins wird
die Wellenlänge der TI daher nicht nur vom Fluid, sondern auch von den Stromsammlern
bestimmt: können sich die Ströme im Stromsammler schließen, so wird z. B. mehr Strom
induziert und es bildet sich eine weitere, kleine Konvektionszelle am Stromsammler. Würde
man die Stromsammler hier ganz weglassen, wäre nur eine große Zelle zu beobachten. Eine
exakte Simulation ist an dieser Stelle daher nötig, d. h. die Stromsammler können bei sehr
flachen Zellen nicht vernachlässigt werden.
Im Folgenden sollen drei Beispiele zur Illustration der oben beschriebenen Einflüsse vor-
stellt werden. Es wird dazu die Simulation einer Fluidsäule (d = 1m, h = 1,2m) betrachtet,
welche Platz für zwei Konvektionszellen bietet: einmal ohne Stromsammler und zwei Mal
mit (Ass = 0,1 bzw. Ass = 0,5). Abbildung 3.21 zeigt das Strömungsbild dieser Simula-
tion. Es ist gut zu erkennen, dass der Betrag der Vektoren ohne Stromsammler niedrig
ist (a), aber mit einem flachen (b) bzw. hohem (c) Stromsammler deutlich zunimmt. Das
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Abbildung 3.21: Stro¨mungsfeld der gesa¨ttigten TI in einem Zylinder (d = 1m, h = 1,2m,
Ha = 250) ohne (a) oder mit einem Stromsammler des Aspektverha¨ltnisses von 0,1 (b)
oder 0,5 (c). Das Leitfa¨higkeitsverha¨ltnis ist konstant (σss/σ = 5).
qualitative Strömungsbild in der Sättigung ist bei allen drei Simulationen gleich. Während
der Wachstumsphase sind dagegen durchaus Unterschiede zu erkennen. Wie von Bonan-
no (2012) gezeigt, können kleine Asymmetrien des initialen Strömungsfelds mit der TI
anwachsen und zu einer Symmetriebrechnung führen. Solche helikalen Strömungen treten
während der Wachstumsphase der TI rein zufällig auf, verschwinden aber bei Erreichen der
Sättigung wieder (siehe auch Kapitel 3.1.3). Um wirklich nur den Einfluss der Stromsamm-
ler zu vergleichen, wird an dieser Stelle nur der Zustand der TI in der Sättigung betrachtet.
Abbildung 3.22 zeigt den induzierten Strom für die gleiche Konfiguration. Auch in die-
sem Fall ist kein qualitativer Unterschied erkennbar. Die 50%ige Zunahme des induzierten
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Abbildung 3.22: Betrag des induzierten Stroms in A/m2 der gesa¨ttigten TI in einem Zy-
linder (d = 1m, h = 1,2m, Ha = 250) ohne (a) oder mit einem Stromsammler des Aspekt-
verha¨ltnisses von 0,1 (b) oder 0,5 (c). Das Leitfa¨higkeitsverha¨ltnis ist konstant (σss/σ = 5).
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Abbildung 3.23: Elektrisches Potential (ϕ/nV) in den Stromsammlern und Strompfade der
gesa¨ttigten TI. Die Geometrie besteht aus einer Flu¨ssigmetallsa¨ule (d = 1m, h = 1,2m,
Ha = 250) ohne (a) oder mit Stromsammler des Aspektverha¨ltnisses 0,1 (b) bzw. 0,5 (c).
Das Leitfa¨higkeitsverha¨ltnis ist σss/σ = 5.
Stroms der Simulation ohne bzw. mit Stromsammler des Aspektverhältnisses 0,5 (a→c)
äußert sich in einer höheren Wachstumsrate und Reynoldszahl der TI.
Abbildung 3.23 zeigt die Strompfade in Fluid und Stromsammler sowie das Potential in
den festen Stromsammlern für die gleiche Geometrie. Man sieht klar, dass die Ströme ohne
Stromsammler nicht geschlossen sind. Dies liegt an der hier verwendenten Randbedingung
für das elektrische Potential ϕ = 0 – die Ströme fließen in die Elektrode bzw. die Zuleitung
und schließen sich dort. Ihre Wirkung auf das Fluid wird aber nicht betrachtet. Alter-
nativ könnte man auch den Gradienten des Potentials auf null setzen, um ein Schließen
der Ströme im Fluid zu erzwingen. Das wäre aber nicht realistischer als die vereinfachte
Randbedingung einer Äquipotentialfläche.
Bei Verwendung eines Stromsammlers sind die induzierten Ströme zumindest teilweise
geschlossen (Abbildung 3.23b-c) – letztere erhöhen das induzierte Magnetfeld sowie das
Wachstum und die Reynoldszahl der TI. Bemerkenswert ist weiterhin, dass die verein-
fachte Bedingung ϕ = 0 für das elektrische Potential an den Stirnflächen der Fluidsäule
nicht gilt. Bei einem Stromsammler mit dem Aspektverhältnis A = 0,5 liegt die Abwei-
chung des Potentials an den Stirnflächen bei etwa 10% des maximalen Potentials im Fluid.
82
Abbildung 3.24 zeigt den Einfluss der Leitfähigkeit der Stromsammler auf die TI. Geometrie
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Abbildung 3.24: Induzierte Stromdichte in A/m2 der gesa¨ttigten TI in einer zylindrischen
Flu¨ssigmetallsa¨ule (d = 1m, h = 1,2m, Ha = 250) mit einem Stromsammler konstanter
Ho¨he (Ass = 0,5). Das Leitfa¨higkeitsverha¨ltnis σss/σ ist 1/20 (a), 1 (b) und 20 (c).
und Aspektverhältnis bleiben gleich, in allen drei Fällen wird ein Stromsammler mit
Ass = 0,5 angenommen. Im Falle schlecht leitender Stromsammler schließen sich alle Strö-
me im Fluid (Abbildung 3.24a). Erhöht man die Leitfähigkeit deutlich (Abbildung 3.24c),
so schließen sich die Ströme in den Stromsammlern. Die Induktion erhöht sich deshalb, weil
die Dissipation der Ströme in den festen Stromsammlern geringer ausfällt. Das Weglassen
der Stromsammler hat nicht den selben Effekt wie schlecht leitende Stromsammler!
Für eine exakte Simulation der Tayler-Instabilität in einer realen Geometrie ist die Be-
rücksichtigung der Stromsammler unabdingbar. Für eine Studie der reinen TI kann auf die
Behandlung der Stromsammler aber verzichtet werden, wenn Rechenzeit gespart werden
soll. Außerdem haben z. B. Elektrowirbelströme auf die TI einen deutlich größeren Ein-
fluss als das Weglassen der Stromsammler. Die Simulationen außerhalb dieses Abschnitts
erfolgen deshalb fast ausschließlich ohne Stromsammler.
3.3 Validierung des Modells am Experiment
Zur Verifizierung des Simulationsmodells für die Tayler-Instabilität wurden die Ergebnis-
se eines zuvor durchgeführten Experiments herangezogen (Seilmayer 2012, 2015). Dieses
besteht aus einem mit GaInSn gefülltem Zylinder aus Polyoxymethylen (d = 100mm,
h = 750mm), siehe Abbildung 3.25. Über zwei Kupfer-Stromsammler kann ein axialer
Strom von bis zu 8 kA eingespeist werden. Die Messzeit ist durch die Eigenerwärmung
des Flüssigmetalls und die Maximaltemperatur des Kunststoffes von 50 ◦C begrenzt. Der
untere Stromsammler wird während des Experiments gekühlt um eine stabile Tempera-
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Abbildung 3.25: Aufbau des TI-Experiments: ein Zylinder mit optionalem Innenzylinder
ist mit der eutektischen Legierung GaInSn gefu¨llt. U¨ber zwei axial angeordnete Elektroden
kann ein Strom bis 8 kA eingespeist werden.
turschichtung zu gewährleisten und Naturkonvektion möglichst zu vermeiden. Es wird das
axiale Magnetfeld entlang der Zylinderachse gemessen – bei einem rein azimutalen Feld
ohne Strömung wäre dies nicht existent. Aus den Messdaten wird durch Fourier-Zerlegung
bzw. Lomb-Scargle Analyse die aus der Theorie bekannten Wellenlänge (Abschnitt 1.4.1)
der TI extrahiert. Deren Wachstumsrate wird mit der Simulation verglichen.
Leitet man einen Strom größer als (2,53± 0,56) kA durch die Fluidsäule, ist zu Beginn
des Experiments i. A. die TI zu beobachten (Seilmayer 2015). Die Orientierung der Kon-
vektionszellen ist anfangs beliebig, später richten sie sich am Magnetfeld der Zuleitungen
bzw. an Inhomogenitäten der Elektroden des Experiments aus. Nach einer kurzen Phase,
in der die Tayler-Instabilität die Strömung dominiert, wird sie durch eine langwellige Strö-
mung verdrängt.
Die Ursache und Entstehung dieser langwelligen Strömung ist noch nicht abschließend ge-
klärt. Führt man das gleiche Experiment mit einem Strom unterhalb des kritschen Stroms
der TI durch, so ist trotzdem eine (langwellige) Fluidströmung zu beobachten. Neueste
Simulationen von Kasprzyk (2015) haben gezeigt, dass diese weder durch reine Konvekti-
on noch durch Elektrowirbelströme allein erklärt werden kann. Letztere entstehen an den
Stromsammlern als Folge der inhomogenen Stromdichte und treiben dort eine Strömung.
Übergangswiderstände am oberen, ungekühlten Stromsammler sorgen für eine zusätzliche
Erwärmung der Flüssigmetallsäule von oben. Vermutlich entsteht daher die von Seilmayer
(2012) und Starace (2015) beobachtete langskalige Strömung aus einer Kombination von
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Abbildung 3.26: Wachstumsrate der TI in einem Zylinder gefu¨llt mit GaInSn. Die schwarze
Linie beschreibt die Wachstumsrate fu¨r den unendlich langen Zylinder (Ru¨diger 2012). Die
Simulationsdaten (gestrichelt) passen gut zu den experimentellen Ergebnissen (Dreiecke)
von Seilmayer (2012).
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Abbildung 3.27: X-Komponente der Geschwindigkeit der TI entlang der z-Achse. Die Werte
wurden bei maximaler Wachstumsrate, d. h. kurz vor Erreichen der Sa¨ttigung bestimmt.
Die geometrische Wellenla¨nge ist λ = 121mm.
Naturkonvektion und Elektrowirbelströmung. Sie erschwert die Messung der TI deutlich.
Aus messtechnischer Sicht wäre eine Messung der Fluidgeschwindigkeit mittels Ultraschall-
Doppler-Verfahren optimal. Damit liese sich nicht nur die Wachstumsrate der Instabilität,
sondern auch die Strömungsstruktur selbst ermitteln (Starace 2015). Die Sensoren müssen
dazu allerdings in den Stromsammlern selbst angebracht werden. Es wird befürchtet, dass
die zusätzlichen Bohrungen Elektrowirbelströme verstärken und im schlimmsten Fall das
Auftreten der TI ganz verhindern.
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Abbildung 3.28: Iso-Linien fu¨r das induzierte Magnetfeld, Geschwindigkeitsfeld, Potential
und Druck der gesa¨ttigten TI in einem mit GaInSn gefu¨llten Zylinder bei 10 kA.
Zum Verifizieren des Lösers wird oben beschriebene Flüssigmetallsäule ohne die Strom-
sammler für das Magnetfeld eines unendlich langen Zylinders simuliert. Die Eigenschaften
von GaInSn bei 20 ◦C sind: ρ = 6 403 kg/m3, ν = 3,4 · 10−7m2/s und σ = 3,29 · 106 S/m
(Plevachuk 2014; Morley 2008; Pal 2014). Abbildung 3.26 zeigt die Wachstumsrate der
Simulation, des Experiments sowie die theoretische Wachstumsrate der TI im unendlichen
Zylinder aus der linearen Stabilitätsanalyse. Es zeigt sich, dass die Resultate des Expe-
riments und der Simulation sehr gut übereinstimmen. Die Simulation erreicht nicht ganz
die maximal möglichen Wachstumswerte für den unendlichen Zylinder. Ursache dafür sind
zum einen Endeffekte an den Stirnflächen des Zylinders und zum anderen die endlich klei-
nen Gitterzellen.
Das Auftragen der Geschwindigkeit entlang einer axialen Linie (Abbildung 3.27) erlaubt
die Bestimmung der geometrischen Wellenlänge der TI. Zu deren Definition sei auf Ab-
schnitt 1.4.1 verwiesen. Die Wellenlänge, d. h. die Länge von zwei gegensinnig rotierenden
Wirbeln ist in der Simulation λ = 121mm, der theoretische Wert für den unendlichen
Zylinder lautet λ = 127mm (Rüdiger 2012). Die Abweichung kann auch hier mit den End-
effekten begründet werden.
Abbildung 3.28 zeigt das induzierte Magnetfeld b, das Geschwindigkeitsfeld u, das mo-
difizierte Potential ϕ sowie den Druck p/ρ des simulierten Flüssigmetallzylinders. Man
erkennt deutlich, wie sich zwölf Rotationszellen ausbilden. Die oberste und unterste Zelle
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ist dabei etwas verformt und strömt weniger schnell aufgrund der Randeffekte. Der Druck
ist dort am höchsten, wo das Fluid gegen die Wand strömt. Gut erkennbar sind auch
die Isoflächen des induzierten Magnetfelds – dieses wurde im Experiment außerhalb des
Zylinders gemessen. Zur anschaulischen Erklärung der Isoflächen des Magnetfelds sei auf
Abschnitt 3.1 verwiesen.
Oben genannte Ergebnisse zeigen, dass die TI in zylindrischen Flüssigmetallsäulen sicher
simulierbar ist. Sowohl der kritische Strom als auch die Wachstumsrate der TI konnte am
Experiment validiert werden. Darüber hinaus stimmt die geometrische Wellenlänge gut
mit den Daten der linearen Stabilitätsanalyse überein. Mit dem entwickelten Modell ist es
zum ersten Mal möglich, die auftretenden Geschwindigkeiten der TI in Flüssigmetallen zu
bestimmen – diese konnten aber noch nicht experimentell validiert werden.
3.4 Stabilisierung der Tayler-Instabilita¨t
Das Ziel der nachfolgend beschriebenen Stabilisierungsmethoden ist die Vermeidung, Dämp-
fung oder Kontrolle der TI in Flüssigmetallbatterien. Dies erfolgt nicht nur im Hinblick
auf die direkten Gefahren der TI in Bezug auf die Integrität der Elektrolytschicht, sondern
auch in Bezug auf ihren Einfluss auf das Entstehen von Oberflächeninstabilitäten. Die ver-
wendete Elektrodengeometrie ist dieselbe wie in Abschnitt 3.1: ein Zylinder der Abmaße
d = 248mm und h = 300mm, sofern nicht anders beschrieben. Zwei der Verfahren (Boh-
rung und Stromrückführung) wurden bereits zuvor von Stefani (2011b) mit der linearen
Stabilitätsanalyse bzw. mit Gleichung 1.12 für ideale Fluide untersucht. Die nachfolgend
beschriebenen nichtlinearen Simulationen zeigen, dass beide Verfahren teils deutlich ef-
fektiver sind, als zunächst erwartet. Die Ergebnisse wurden bereits veröffentlicht (Weber
2014a, b).
3.4.1 Aspektverha¨ltnis
Bisher war bereits bekannt, dass die kritische Hartmannzahl für das Einsetzen der TI nicht
von der Prandtlzahl, aber von einem möglichen Innenzylinder abhängt (Rüdiger 2011). Hier
wird nun der Einfluss des Aspektverhältnisses der Flüssigmetallsäule zum ersten Mal un-
tersucht. Abbildung 3.29 zeigt die Abhängigkeit der kritischen Hartmannzahl der TI als
Funktion des Aspektverhältnisses – zunächst nur für die Zylindergeometrie. Es ist klar zu
erkennen, dass sich für hohe Zylinder der kritische Strom einem asymptotischen Wert (für
den unendlichen Zylinder) annähert. Sobald die Elektrode jedoch flacher wird, steigt der
kritische Strom stark an. Er ist dabei dem Quadrat des Aspektverhältnisses umgekehrt
proportional.
Im Falle einer quaderförmigen Elektrode ist das Resultat prinzipiell ähnlich – siehe Ab-
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Abbildung 3.29: Kritische Hartmannzahl als Funktion des Aspektverha¨ltnisses fu¨r einen
Zylinder (d = 1m). Die gestrichelte Linie beschreibt die Wachstumsrate fu¨r den unendli-
chen Zylinder.
bildung 3.30. Wesentlicher Unterschied ist die Herausbildung von Plateaus des kritischen
Stroms. Verringert man die Höhe des Quaders unter dessen halbe Wellenlänge, so ist ein
starker Anstieg der kritischen Ströme zu verzeichnen. Beim Unterschreiten der halben Wel-
lenlänge wird dieser Anstieg nochmals stärker. Plateaus des kritischen Stroms entwickeln
sich also an den Übergängen der Wellenlängen, z. B. bei der Entstehung der zweiten Kon-
vektionszelle.
Die Bedeutung des Aspektverhältnisses einer Flüssigmetallbatterie für das Einsetzen der
TI ist signifikant: flache Batterien werden nicht anfällig für die TI sein. Allerdings lässt
sich in flachen Batterien auch nur Energie für kurze Zeit speichern. Das lässt sich leicht an
einem Beispiel zeigen. Na||Bi Zellen wurden bereits mit Stromdichten von J = 10 kA/m2
betrieben (siehe Anhang A). Bei einer fiktiven Querschnittsfläche der Zelle von A = 1m2
ergibt sich ein Strom von I = 10 kA. Die Höhe der Na-Anode ändert sich damit je Zeitein-
heit zu
∆h =
I
ρA
M
zF
∆t. (3.14)
Es bezeichnet hier ρ = 812 kg/m3 die Dichte von Natrium, M = 23 g/mol die molare Mas-
se, F = 96 485C/mol die Faraday-Konstante und z die ausgetauschten Elektronen. Die
Höhe der Natrium-Andode würde sich in diesem Beispiel je Stunde um 1 cm verringern.
Alternativ kann man auch die Änderung des Aspektverhältnisses h/d der Anode als Funk-
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Abbildung 3.30: Kritische Hartmannzahl als Funktion des Aspektverha¨ltnisses eines Qua-
ders (Seitenla¨nge a = 96mm). Unterschreitet die Ho¨he der Elektrode die Wellenla¨nge
der TI, steigt die Hartmannzahl deutlich an, bei unterschreiten der halben Wellenla¨nge
nochmals sta¨rker. Die gestrichelte Linie beschreibt die Wachstumsrate fu¨r den unendlichen
Zylinder.
tion der Zeit t betrachten:
h/d =
J
dρ
M
zF
t. (3.15)
Anschaulich bedeutet dies, dass eine Batterie mit festem Durchmesser d, welche eine feste
Zeit t mit einer Stromdichte J entladen werden soll, mindestens das Aspektverhältnis h/d
besitzen muss. Die größten bisher erreichten Stromdichten sind 11 kA/m2 für die Na||Bi
Zelle und 127 kA/m2 für die Li||Te Zelle (Anhang A). In Abbildung 3.31a ist das er-
forderliche Aspektverhältnis als Funktion der Zeit für beide Fälle dargestellt. Die fiktive
Querschnittsfläche der Batterie beträgt A = 1m2. Möchte man solch eine Batterie einen
Tag lang entladen, so wäre der Verbrauch an Na sehr gering, der an Li dafür aber hoch. In
einer für 24h Entladen ausgelegten Li||Te Zelle würde bei maximaler Stromdichte die TI
auf jeden Fall auftreten.
Neben der Stromdichte hat auch der Batteriedurchmesser einen Einfluss auf das erforderli-
che Aspektverhältnis der Batterie. Abbildung 3.31b zeigt das Aspektverhältnis als Funktion
der Zeit für eine Na||Bi Zelle für einige diskrete Batteriedurchmesser. Man beachte, dass
die TI im unendlichen Zylinder erst bei einer Hartmannzahl von Ha = 21,09 (Rüdiger
2013; Herreman 2015), d. h. erst bei Strömen größer I = 840A in Natrium auftreten kann.
Das bedeutet auch, dass die TI bei den bisher experimentell realisierten Stromdichten von
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Abbildung 3.31: Verringerung des Aspektverha¨ltnisses einer Na||Bi und Li||Te Anode als
Funktion der Zeit bei einer konstanten Querschnittsfla¨che von A = 1m2 (a) oder einem
variablen Zelldurchmesser einer Na||Bi Zelle (b). Die Stromdichten sind J = 127 kA/m2
fu¨r Li und J = 11 kA/m2 fu¨r Na.
J = 11 kA/m2 in Na nur in Batterien eines Durchmessers größer d = 0,3m eine Rolle
spielen wird. Je größer der Durchmesser der Batterie, desto geringer ist das erforderliche
Aspektverhältnis je (Ent-)Ladezeit.
3.4.2 Bohrung in der Batterie
Ist das Aspektverhältnis der Batterie fest vorgegeben, lässt sich der kritische Strom für
ein Auftreten der TI durch eine Bohrung in der Batterie erhöhen, siehe Abbildung 3.32.
Die Idee dabei ist, das Magnetfeld so zu ändern, dass der kritische Strom stärker wächst
als sich die Querschnittsfläche der Batterie verringert. Das Verfahren wurde bereits von
(Stefani 2011a, b) für einen unendlich langen Zylinder mit der linearen Stabilitätsanalyse
untersucht.
Abbildung 3.32: Prinzipskizze einer Flu¨ssigmetallbatterie mit axialer Bohrung.
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Abbildung 3.33: Kritische Hartmannzahl fu¨r eine Flu¨ssigmetallbatterie mit axialer Bohrung
(da = 248mm, h = 300mm). Zum Vergleich sind die theoretischen Werte nach Ru¨diger
(2012) fu¨r einen unendlichen Zylinder sowie Messwerte nach Seilmayer (2012) fu¨r einen
Zylinder mit einem Aspektverha¨ltnis von 7,5 dargestellt.
Es wird hier ein finiter Zylinder des Aspektverhältnisses A = 1,2 verwendet. In Abbildung
3.33 ist die kritische Hartmannzahl als Funktion des Verhältnisses Innen- zu Außenradius
dargestellt. Solange der Bohrungsradius weniger als 40% des Außenradius beträgt, wächst
der kritische Strom in etwa linear, danach nimmt die Steigung deutlich zu. Diese Zunahme
ist durch eine Änderung der Strömungsstruktur der TI bedingt. Während bei kleinen Boh-
rungen die Konvektionszellen der TI nur leicht gestört werden (Abbildung 3.34a), ändert
sich die Strömungsstruktur im Falle einer großen Bohrung beträchtlich. Die Strömung ist
dann deutlich helikaler, siehe Abbildung 3.34c.
(a) di = 30mm (b) di = 100mm (c) di = 120mm
Abbildung 3.34: Stromlinien der TI in einer Elektrode mit Innenzylinder (da = 248mm,
h = 300mm). Die Fa¨rbung symbolisiert die lokale Geschwindigkeit.
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Durch eine Bohrung in der Batterie lässt sich der kritische Strom für das Einsetzen der TI
um einen Faktor von typischerweise zwei bis fünf erhöhen. Die kritischen Hartmannzah-
len liegen damit besonders für Zylinder mit einer großen Bohrung etwas höher als durch
die lineare Stabilitätsanalyse vorausgesagt (Rüdiger 2012; Stefani 2011b). Problematisch
bei dieser Art der TI-Unterdrückung ist die komplizierte Konstruktion, z. B. sind Proble-
me durch Wärmedehnung beim Abkühlen und Aufheizen sowie die Herausforderung der
Abdichtung zu berücksichtigen. Dies würde den Herstellungspreis der Batterie erhöhen.
3.4.3 Stromru¨ckfu¨hrung
Führt man durch die axiale Bohrung in der Batterie einen Leiter, so lässt sich nicht nur
der kritische Strom erhöhen, sondern die TI komplett unterdrücken. Das Prinzip (siehe
Abbildung 3.35) wurde von Stefani (2011b) für ideale Fluide gemäß Gleichung 1.12 ent-
wickelt und soll hier kurz erklärt werden. Im Anschluss werden einige eigene, nichtlineare
Rechnungen vorgestellt.
Ursächlich für die Unterdrückung der TI durch eine Stromrückführung ist die Veränderung
des radialen Magnetfeldverlaufs. Ein dem Batteriestrom IB gleichgerichter Drahtstrom ID
müsste nach Stefani (2011b) dazu folgende Bedingung erfüllen:
ID ≥ IB(3 + (di/da)2/(1− di/da)2). (3.16)
Abbildung 3.36 zeigt einige Beispiele für das Verhältnis Draht- zu Batteriestrom ID/IB.
Führt man den kompletten Ladestrom durch eine Bohrung zurück (ID/IB = −1), so
ist die Batterie gerade stabil. Gleiches gilt für einen gleichgerichteten Strom größer als
ID/IB = 13/3.
Abbildung 3.35: Prinzipskizze einer Flu¨ssigmetallbatterie mit axialer Stromru¨ckfu¨hrung
zur Unterdru¨ckung der TI.
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Abbildung 3.36: Radialer Verlauf des azimutalen Magnetfelds Bϕ einer Batterie mit
Stromru¨ckfu¨hrung fu¨r verschiedene Verha¨ltnisse des Draht- zum Batteriestroms ID/IB nach
Stefani (2011b).
Die Kenntniss dieser Zusammenhänge ist für eine Steuerung der TI ggf. nützlich. Um die
TI vollkommen zu unterdrücken ist ein dem Batteriestrom entgegengesetzter Drahtstrom
besser. Beispielsweise ließe sich der Kathodenstrom komplett durch die Batterie nach oben
rückführen um die TI zu unterdrücken. Nach den Ergebnissen von Stefani (2011b) ist für
ideale Fluide dazu aber der komplette Batteriestrom notwendig.
Abbildung 3.37 zeigt die Ergebnisse eigener Simulationen mit dem nichtlinearen Löser. Es
ist die kritische Hartmannzahl für ein Einsetzen der TI als Funktion des zurück geleiteten
Stroms dargestellt. Die Geometrie besteht aus einer Elektrode (d = 248mm, h = 300mm)
mit einer Bohrung (di = 30mm). Es ist offensichtlich, dass bereits ein Rückstrom von 35%
des Batteriestroms zur vollständigen Unterdrückung der TI führt.
Eine Stromrückführung in der Batterie ist perfekt geeignet, um die TI komplett zu unter-
drücken. Nachteilig ist auch hier die komplizierte Konstruktion, die den Herstellungspreis
der Flüssigmetallbatterie ungünstig beeinflusst. Während für ideale Fluide bekannt war,
dass eine Rückführung des gesamten Batteriestroms zur Unterdrückung der TI ausreicht,
konnte hier gezeigt werden, dass für reale Fluide bereits etwa ein Drittel des Stroms genügt.
3.4.4 Axiales Magnetfeld
Möchte man auf einen Eingriff in die Batterie verzichten, so lässt sich die TI auch durch
äußere Magnetfelder beeinflussen. Zunächst soll ein axiales Magnetfeld Bz betrachtet wer-
den. Dass sich stromgetriebene Instabilitäten durch axiale Magnetfelder beeinflussen lassen,
ist aus der Plasmaphysik in Form der Kruskal-Shafranov Bedingung bekannt (Goedbloed
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Abbildung 3.37: Kritische Hartmannzahl fu¨r eine Flu¨ssigmetallbatterie mit
Stromru¨ckfu¨hrung (da = 248mm, di = 30mm h = 300mm). Das Verha¨ltnis des
Drahtstromes zum Batteriestrom wird vera¨ndert.
2004). Experimentell wurde dies z. B. durch Bergerson (2006) in einem Plasmaexperiment
nachgewiesen. Untersuchungen zur Unterdrückung der TI in Flüssigmetallbatterien durch
externe Magnetfelder gab es aber nach Wissen des Autors bisher nicht.
Zur Simulation wird hier ein konstantes axiales Magnetfeld Bz verwendet. Dieses kann
z. B. durch eine Helmholtz-Spule produziert werden kann. Abbildung 3.38 zeigt eine mög-
liche Konstruktion einer einzelnen Zelle mit Helmholtzspule. Für den Zusammenhang
zwischen Spulenstrom IS und erzeugtem axialen Magnetfeld Bz kann folgende vereinfachte
Abbildung 3.38: Prinzipskizze einer Batterie mit axialem Magnetfeld zur Unterdru¨ckung
der TI.
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Abbildung 3.39: Kritische Hartmannzahl einer quaderfo¨rmigen Elektrode (1×1×0,5m) mit
axialem Magnetfeld. Das Magnetfeld wird durch eine Helmholtzspule (d = 1,2m) erzeugt,
das Verha¨ltnis des Spulen- zum Batteriestroms variiert.
Beziehung herangezogen werden (Griffiths 2011):
IS = Bz ·
√
125r
8µ0
. (3.17)
Abbildung 3.39 zeigt nun die kritische Hartmannzahl als Funktion des Verhältnisses des
Spulenstroms zum Batteriestrom. Leitet man nur 14% des Ladestroms der Batterie durch
die Helmholtzspule, so kann die TI komplett unterdrückt werden. Der leichte Knick im
Verlauf des kritischen Stroms bei IS/IB = 0,04 entsteht beim Übergang der typischen
m = 1 in eine m = 0 Mode. Die Applikation eines axialen Magnetfelds ändert also die
Strömungsstruktur der TI deutlich.
Um die Herstellungskosten der Helmholtzspule zu senken und Material zu sparen wäre
ein Spannungsteiler günstig. So kann ggf. nur ein Teil des (Ent-)Ladestroms der Batterie
durch die Spule geleitet werden. Dies erhöht außerdem den Wirkungsgrad, da unnötige Lei-
tungswiderstände entfallen. Neben einer einfachen Helmholtzspule wie in Abbildung 3.38
gezeigt sind viele weitere Anordnungen möglich: z. B. aus mehreren Zellen oder mit mittig
angebrachter Spule.
Die Anwendung eines axialen Magnetfeldes ist eine gute und nicht zu teure Möglichkeit,
die TI zu kontrollieren bzw. zu unterdrücken. Sie erfordert keinen komplizierten Eingriff
in die Flüssigmetallbatterie. Allerdings sollte man beachten, dass langwellige Oberflächen-
instabilitäten in Aluminium-Reduktionszellen aus einer kleinen Störung bei Präsenz eines
axialen Hintergrundmagnetfelds entstehen – siehe auch Abschnitt 1.4.3. Sie begrenzen so
die minimale Schichtdicke des Elektrolyten bei der Aluminium-Herstellung. Daraus abge-
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leitet besteht die Möglichkeit, dass axiale Magnetfelder zwar die TI unterdrücken, dafür
aber Oberflächeninstabilitäten verstärken. Dazu sind weitere Untersuchungen erforderlich.
3.4.5 Horizontales Magnetfeld
Da ein axiales Magnetfeld eine gute Möglichkeit zur Unterdrückung der TI bietet, kann man
sich fragen, ob auch ein horizontales Magnetfeld den selben Zweck erfüllt. Für horizontale
Magnetfelder sind bisher keine negativen Einflüsse auf langwellige Oberflächeninstabilitä-
ten bekannt – lassen sich aber auch nicht ausschließen. Ein horizontales Magnetfeld könnte
durch einfaches Drehen der Helmholtz-Spule aus Abbildung 3.38 um 90◦ erzeugt werden.
Eine mögliche Anordnung aus einer Zelle und Helmholtzspule ist in Abbildung 3.40 dar-
gestellt.
Um die Effizienz dieser Anordnung zu bestimmen, wird wieder das Verhältnis aus Spulen-
zu Batteriestrom IS/IB variiert. Es wird jeweils die kritische Hartmannzahl für ein Auf-
treten der TI bestimmt. Das Ergebnis ist in Abbildung 3.41 dargestellt. Der auffälligste
Unterschied im Vergleich zu Abbildung 3.39 ist das Fehlen eines Grenzwertes des Spu-
lenstroms, bei dem die kritsche Hartmannzahl extrem zunimmt. Insofern ist die Wirkung
eines horizontalen Magnetfelds eher mit einer Bohrung in der Batterie zu vergleichen. Es
zeigt sich z. B., dass für eine Verdopplung der kritischen Hartmannzahl bereits 25% des
Batteriestroms durch die Spule fließen müssen. Bei Verwendung eines axialen Magnetfelds
genügen dagegen schon 14% für eine komplette Unterdrückung der TI.
Die Applikation eines horizontalen Magnetfelds hat daher im Vergleich zu einem axia-
len einige deutliche Nachteile. Diese Methode ist nicht nur weniger effizient, es erhöhen
sich auch die Leiterlängen der Spule und damit die Herstellungskosten. Sofern horizontale
Magnetfelder Oberflächeninstabilitäten nicht verstärken, könnte die Verwendung eines ho-
Abbildung 3.40: Prinzipskizze einer Batterie mit horizontalem Magnetfeld zur Unter-
dru¨ckung der TI.
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Abbildung 3.41: Kritische Hartmannzahl einer quaderfo¨rmigen Elektrode (1 × 1 × 0,5m)
mit horizontalem Magnetfeld. Das Magnetfeld wird durch eine Helmholtzspule (d = 1,2m)
erzeugt, das Verha¨ltnis Spulen- zu Batteriestrom erho¨ht.
rizontalen Magnetfeldes zur Unterdrückung der TI aber durchaus ihre Berechtigung haben.
3.4.6 Lateraler Leiter
Ein unendlich ausgedehnter Leiter neben einer Zelle erzeugt ein azimutales Magnetfeld.
Es handelt sich damit um ein rein horizontales Feld. Unter Berücksichtigung der Ergeb-
nisse des vorhergehenden Abschnitts kann man bereits vorwegnehmen, dass ein lateraler
Leiter keine optimale Unterdrückung der TI in einer Zelle ermöglichen wird. Andererseits
handelt es sich um ein praxisrelevantes Problem bei Konstruktion und Auslegung der Zu-
leitungen und der Zellanordnung. Vorteilhaft im Vergleich zu Helmholtzspulen, Bohrung
und Stromrückführung ist vor allem der sehr simple und preisgünstige Aufbau dieser Ge-
genmaßnahme. Der Fall der lateralen Leiter soll daher hier kurz betrachtet werden. Eine
(a) (b) (c)
Abbildung 3.42: Prinzipskizze einer Batterie mit einem, zwei oder drei lateralen Leitern.
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Abbildung 3.43: Kritische Hartmannzahl fu¨r eine Elektrode (d = 1m, h = 1m) mit 1,
2 oder 3 lateralen Leitern bei a = 1,1m. Das Verha¨ltnis des (gegenla¨ufigen) integralen
Drahtstromes zum Batteriestrom wird erho¨ht.
ausführliche Beschreibung findet sich bei Weber (2014a). Angenommen werden ein, zwei
oder drei Leiter, in denen der Batteriestrom neben der Batterie zurück fließt. Bei der Ver-
wendung von drei Leitern, sind diese in einem Winkel von 90◦ zueinander angeordnet. Der
Abstand der Zell- zur Leiterachse sei mit a bezeichnet. Abbildung 3.42 zeigt die drei un-
tersuchten Geometrien.
Bei einem festen Batterie-Lade- bzw. Endladestrom wird der Strom durch die Drähte va-
riiert und die kritische Hartmannzahl für ein Einsetzen der TI bestimmt. Der Drahtstrom
ist dabei die Summe der Ströme in allen Drähten, die Ströme in den einzelnen Drähten
sind darüber hinaus gleich. Zur Berechnung des Magnetfelds der Leiter werden diese als
unendlich ausgedehnt betrachtet, siehe Anhang B.2.
Abbildung 3.43 zeigt die kritischen Hartmannzahlen für das Einsetzen der TI als Funk-
tion des Verhältnisses Draht- zu Batteriestrom. Wie erwartet, existiert kein Grenzwert
des Drahtstroms, bei dem die kritische Hartmannzahl gegen unendlich geht. Bei Verwen-
dung eines konstanten horizontalen Magnetfelds war ein Drahtstrom von etwa 25% für
eine Verdopplung der kritischen Hartmannzahl erforderlich. Verwendet man stattdessen
zwei seitliche Leiter, so müssen 80% des Batteriestroms auch durch die Drähte fließen.
Auffällig ist das unterschiedliche Verhalten der kritischen Hartmannzahl bei Verwendung
von 1, 2 oder 3 seitlichen Leitern. Während besonders 1 und 3 Leiter nur eine geringe
Unterdrückung der TI ermöglichen, erzielen zwei Leiter vergleichsweise gute Resultate.
Seitlich an einer Flüssigmetallbatterie vorbei geführte Leiter sind aus Sicht der Effizienz
keine optimale Möglichkeit, um die TI zu unterdrücken. Dafür handelt es sich aber um eine
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preisgünstige und konstruktiv einfache Möglichkeit. Auf jeden Fall müssen solche Leiter bei
der Auslegung von Zellen bzw. Zellanordnungen berücksichtigt werden. Zur Unterdrückung
der TI ist eine symmetrische Leiteranordnung besser geeignet.
3.5 Elektrowirbelstro¨mung
3.5.1 Einfu¨hrung
Die Motivation der Untersuchung von Elektrowirbelströmen ergibt sich aus dem in Ab-
schnitt 3.3 beschriebenen Experiment. Die anfangs auftretende Tayler-Instabilität wird im
Verlauf der Messung durch eine langwellige Strömung einer Wellenlänge im Bereich der Zy-
linderhöhe verdrängt. Deren Ursache war zunächst nicht ganz klar (Seilmayer 2012). Die
Strömungsgeschwindigkeit ist im Vergleich zur TI nicht unerheblich (Starace 2015). Im
Verlauf der Messung erwärmt sich das Flüssigmetall durch Joulesche Dissipation. Würde
man beide Stromsammler kühlen, so wäre vor allem in der oberen Hälfte der Flüssigme-
tallsäule mit Konvektion zu rechnen. In der Praxis ist aber nur der Stromsammler am Fuß
der Flüssigmetallsäule wassergekühlt, der obere erwärmt sich dagegen stetig durch Über-
gangswiderstände. Damit wird das Flüssigmetall unten gekühlt, von oben erwärmt, und
erwärmt sich selbst. Es wäre so eher eine stabile Dichteschichtung zu erwarten, als starke
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Abbildung 3.44: Zur Simulation der Elektrowirbelstro¨me wird die Randbedingung ϕ =
const. auf einer Kreisfla¨che (d = 0,5m) des oberen und unteren Stromsammlers (d = 1m,
hss = 0,5m) vorgegeben. Die Leitfa¨higkeit von Stromsammler und Flu¨ssigmetall (h =
2,4m) ist gleich, der angelegte Strom entspricht Ha = 100. Die einzelnen Abbildungen ver-
anschaulichen die statischen Anfangsbedingungen der Simulation, die Farben entsprechen
dem Betrag der jeweiligen Gro¨ße. Das Potential und die Strompfade in den Stromsammlern
zeigen Bild a) und b), die Stromdichte im Fluid ist in Bild c) dargestellt. Abbildung d)
schließlich zeigt die modifizierte Lorentzkraft – hier wurde die Lorentzkraft des unendlichen
Zylinders subtrahiert um die Ursache der Elektrowirbelstro¨mung zu visualisieren.
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Abbildung 3.45: Zeitliche Entwicklung der Geschwindigkeit der Elektrowirbelstro¨mung.
Die Geometrie besteht aus einer zylindrischen Flu¨ssigmetallsa¨ule (d = 1m, h = 2,4m) mit
zwei Stromsammlern (hss = 0,5m, σss/σ = 5), der angelegte Strom entspricht Ha = 100.
Die urspru¨ngliche m = 0 Mode (a: nach 200 s) wird instabil (b: nach 400 s) und geht in
eine m = 1 Mode u¨ber (c: nach 2 300 s).
Konvektionsströmungen. Obwohl die Stromsammler fast so hoch wie breit sind, konnten
Elektrowirbelströme nicht ganz als Ursache für die starken Strömungen ausgeschlossen
werden.
Das Ziel der folgenden Ausführungen ist die Untersuchung des Zusammenspiels der Tayler-
Instabilität mit Elektrowirbelströmungen (EWS) sowie die generelle Charakterisierung der
EWS. Der Unterschied im Vergleich zu den bisherigen Simulationen ist die Berücksich-
tigung der Zuleitungen der Batterie und die damit einhergehende nicht mehr homogene
Stromdichte. Eine kurze Einführung in die Entstehung der EWS ist in Abschnitt 1.4.2 zu
finden.
Die betrachtete Geometrie besteht aus einer recht hohen Flüssigmetallsäule (d = 1m,
h = 2,4m). Die Zuleitungen haben den halben Durchmesser des Zylinders. Da EWS an
den Stromsammlern entsteht, und damit die TI im Zentrum der Flüssigmetallsäule noch
genug Platz zur Entwicklung findet, wurde ein Aspektverhältnis der Flüssigmetallsäule von
A = 2,4 gewählt. Das Aspektverhältnis der Stromsammler ist stets größer 1/2 um hoch
instationäre Strömungen zu vermeiden und das Gitter nicht extrem verfeinern zu müssen.
Abbildung 3.44 zeigt die Anfangsbedingungen der Simulation. Der Strom breitet sich von
den Zuleitungen kommend in den Stromsammlern aus, die Äquipotentiallinien verlaufen
halbkreisförmig (Abbildung 3.6a und b). Obwohl man vermuten könnte, dass die Strom-
dichte bereits ausgeglichen ist, zeigen sich noch deutliche Gradienten im Flüssigmetall
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(Abbildung 3.44c). Diese erzeugen zusammen mit ihrem Magnetfeld axiale Lorentzkräfte,
welche von den Stromsammlern weg gerichtet sind (Abbildung 3.44d) und treiben so eine
Strömung.
Die enstehenden EWS sind zunächst axialsymmetrisch und wachsen von den Stromsamm-
lern durch das Zylindervolumen, siehe Abbildung 3.45a-b. Ist der Zylinder niedrig genug
und die Ströme entsprechend stark, wird die Strömung instabil, bildet z. B. eine m = 1
Mode und rotiert (Abbildung 3.45c).
3.5.2 Interaktion mit der Tayler-Instabilita¨t
Dieser Abschnitt soll zeigen, ob die TI auch entsteht, wenn EWS auftreten. Dazu wird eine
Simulation ohne Stromsammler sowie zwei mit einem Stromsammler des Aspektverhältnis-
ses Ass = 2 bzw. Ass = 3 verglichen (Abbildung 3.46). Es zeigt sich, dass Elektrowirbelströ-
me sofort nach dem Anschalten erscheinen und dann bis zur Sättigung linear anwachsen.
Wenn der Stromsammler drei mal so hoch wie breit ist, bildet sich kurz nach Sättigung der
EWS die TI und wächst ihrerseits bis zur Sättigung. Die Energie ist etwas höher als bei der
Simulation ohne Stromsammler. Auffällig ist, dass bei niedrigen Stromsammlern (A = 2)
keine TI auftritt. Dies würde man eigentlich erwarten, da die Sättigungsgeschwindigkeit
der TI noch nicht erreicht ist. Offensichtlich tritt die TI nur unter optimalen Bedingungen
auf: hohe Zylinder, lange und gut leitende Stromsammler. Damit wird auch klar, dass die
Bedeutung von EWS im Vergleich zur TI recht groß ist. In besonderen Fällen, wie z. B.
sehr großen oder mehreren gestapelten Zellen kann sich das aber schnell umkehren.
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Abbildung 3.46: Zeitliche Entwicklung der Reynoldszahl fu¨r TI und EWS in einer zylindri-
schen Flu¨ssigmetallsa¨ule (d = 1m, h = 2,4m) bei einem Strom von Ha = 100. Die Simula-
tion wurde ohne (schwarze Linie), bzw. mit einem Stromsammler eines Aspektverha¨ltnisses
von A = 2 (gestrichelte Linie) bzw. A = 3 (gepunktete Linie) durchgefu¨hrt.
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3.5.3 Charakterisierung
Die Charakterisierung der EWS ist aufgrund der Vielzahl der Einflussfaktoren komplexer
als die der TI. Wesentlich sind vor allem der Strom, das Aspektverhältnis von Elektro-
de und Stromsammler sowie das Verhältnis der Leitfähigkeiten. Zuerst soll das Verhalten
der EWS bei Änderung des Stroms untersucht werden. Dazu wird eine Flüssigmetallsäule
konstanter Höhe mit zwei gut leitenden Stromsammlern des Aspektverhältnisses Ass = 0,5
betrachtet. Abbildung 3.47 zeigt die Abhängigkeit der Reynolds- von der Hartmannzahl.
Wichtig ist, dass EWS sofort auftreten, es gibt keinen kritischen Strom wie bei der Tayler-
Instabilität. Obwohl der Zusammenhang der Reynolds- und Hartmannzahl rein linear ist,
ist die Energie der EWS zunächst größer als die der TI.
Abbildung 3.48 zeigt den Einfluss der Leitfähigkeit der Stromsammler bei einer Hart-
mannzahl von Ha = 100. Betrachtet man perfekt leitfähige Stromsammler, so erwartet
man einen optimalen Ausgleich der Ströme im Stromsammler und damit die geringsten
EWS. Der rechte Arm des Graphen 3.48 dürfte sich daher asymptotisch einem festen Wert
nähern. Eine stetige Verringerung der Leitfähigkeit führt analog zu einer Verstärkung der
EWS – auch hier ist ein asymptotisches Maximum zu erwarten. In Bezug auf die Batterie
ist eine gut leitfähige Elektrode günstig, um Material zu sparen. Besonders stark ist der
Einfluss bei einem Leitfähigkeitsverhältnis nahe eins.
Neben Strom und Leitfähigkeit ist die Höhe bzw. das Aspektverhältnis der Stromsammler
von großer Bedeutung. Dazu wird eine zylindrische Flüssigmetallelektrode bei Ha = 100 si-
muliert und die Höhe der Stromsammler variiert. Abbildung 3.49 zeigt den Zusammenhang
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Abbildung 3.47: Abha¨ngigkeit der Reynoldszahl von der Hartmannzahl fu¨r Elektrowirbel-
stro¨mung in einer zylindrischen Flu¨ssigmetallsa¨ule (d = 1m, h = 2,4m) mit zwei Strom-
sammlern (hss = 0,5m, σss/σ = 5.
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Abbildung 3.48: Abha¨ngigkeit der Reynoldszahl vom Leitfa¨higkeitsverha¨ltnis fu¨r Elektro-
wirbelstro¨mung in einer zylindrischer Flu¨ssigmetallsa¨ule (d = 1m, h = 2,4m) mit zwei
Stromsammlern (hss = 0,5m).
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Abbildung 3.49: Abha¨ngigkeit der Reynoldszahl von der Ho¨he der Stromsammler fu¨r Elek-
trowirbelstro¨mung in einer zylindrischen Flu¨ssigmetallsa¨ule (d = 1m, h = 2,4m) mit zwei
Stromsammlern (hss = 0,5m).
zwischen letzterem und der Reynoldszahl der Strömung. Unterschreitet das Aspektverhält-
nis der Stromsammler einen Wert von zwei, beginnt die Energie der Strömung zu steigen.
Unterhalb eines Aspektverhältnisses von eins wird der Betrag der Geschwindigkeiten be-
trächtlich. Weiterhin zeigt sich, dass die Leitfähigkeit der Stromsammler besonders bei
geringen Aspektverhältnissen einen deutlichen Einfluss hat.
Elektrowirbelströme spielen bei der Auslegung von Flüssigmetallbatterien eine ganz we-
sentliche Rolle. Sie treten bereits bei relativ kleinen Strömen auf und erzeugen unter Um-
ständen starke Strömungen – sowohl in der Anode als auch der Kathode. Da die Fluidge-
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schwindigkeit mit dem elektrischen Strom linear skaliert (bei der TI dagegen quadratisch),
werden Elektrowirbelströme bei zunehmender Batteriegröße eine immer größere Rolle spie-
len. Bei kleinen Zellen mit geringen Entladeströmen sind sie möglicherweise vernachlässig-
bar. Das Stapeln der Zellen oder hohe Stromsammler können helfen, EWS zu unterdrücken.
Sinnvoll ist auch eine Stromzuführung über mehrere Zuleitungen, um in der Batterie eine
möglichst ausgeglichene Stromdichte zu erreichen. Andererseits kann eine wohl durchdachte
Auslegung des unteren Stromsammlers in der Kathode eine Strömung erzeugen, die dort für
eine Durchmischung der Legierung sorgt. Das vermindert Konzentrationsüberspannungen,
erhöht den möglichen Batteriestrom sowie den Gesamtwirkungsgrad der Batterie.
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4 Zusammenfassung und Ausblick
Fluiddynamik in Flu¨ssigmetallbatterien
Der weltweite Ausbau erneuerbarer Energien erfordert neue stationäre Speichertechnolo-
gien. Flüssigmetallbatterien sind eine potentiell attraktive und preisgünstige Option, um
Elektroenergie zwischenzuspeichern. Sie dienen damit als Komplement der „großen“ Spei-
cher wie Pumpspeicherkraftwerke oder Druckluftspeicher. Im Vergleich zu anderen elek-
trochemischen Speichern bieten Flüssigmetallbatterien eine Reihe von Vorteilen, wie z.
B. hohe (Ent-)Ladeströme und geringe Alterung. Um mit Natrium-Schwefel- und ZEBRA-
Batterien konkurrieren zu können, müssen Flüssigmetallbatterien groß gebaut werden. Nur
so können die Herstellungskosten niedrig gehalten werden. Dies ist allerdings nur möglich,
wenn die Strömungsmechanik in den Batterien verstanden und kontrolliert werden kann.
Insbesondere die Integrität der Elektrolytschicht und damit der Schutz vor Kurzschluss ist
von zentraler Bedeutung. Weiterhin kann der Wirkungsgrad der Batterie durch gezieltes
Durchmischen der Kathode erhöht werden.
Eine leichte Strömung zur Vermeidung von Konzentrationsgradienten in der Kathode kann
insbesondere bei größeren Zellen gut durch Elektrowirbelströmung (EWS) erreicht werden.
Durch eine präzise Auslegung der Stromsammler und Zuleitungen der Flüssigmetallbatte-
rie kann in der Kathode die gewünschten Strömung recht einfach induziert werden. Auch
die Nutzung der Tayler-Instabilität (TI) zu diesem Zwecke ist möglich, sofern die Batterie
ausreichend groß ist. Nachteilig ist aber, dass die Tayler-Instabilität im Allgemeinen zuerst
in der Anode auftritt.
Die Integrität der Elektrolytschicht wird potentiell durch Elektrowirbelströmung, Natur-
konvektion, die Tayler-Instabilität und verschiedene Oberflächeninstabilitäten bedroht.
Langwellige Oberflächeninstabilitäten sind bereits seit geraumer Zeit aus der Alumini-
umreduktion bekannt und können durch alle anderen Strömungsmechanismen angeregt
oder verstärkt werden. In diesem Zusammenhang sind besonders vertikale Magnetfelder
(z. B. der Zuleitungen) schädlich, da sie Oberflächeninstabilitäten verstärken. Naturkon-
vektion in Flüssigmetallen wurde in der Vergangenheit ausgiebig erforscht. Sie entsteht in
Flüssigmetallbatterien durch die starke Erwärmung der Elektrolytschicht und treibt eine
Strömung in der Anode der Batterie. Die Dissertation befasst sich mit den bisher weni-
ger erforschten Phänomenen der Tayler-Instabilität (TI) und der Elektrowirbelströmung
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(EWS). Letztere spielt ab einer gewissen Batteriegröße immer eine wichtige Rolle für den
sicheren Betrieb einer Flüssigmetallbatterie. EWS kann aber recht einfach kontrolliert wer-
den, indem Stromsammler und Zuleitungen entsprechend ausgelegt werden. Der Einfluss
der Tayler-Instabilität auf die Integrität der Elektrolytschicht ist ein wesentlich komplexe-
res Phänomen. Bei sehr kleinen Batterien und Speichern kleiner Energiemengen wird sie
keine Rolle spielen. Sobald aber eine gewisse Größe der Batterie überschritten wird, muss
die Tayler-Instabilität unbedingt berücksichtigt werden. Andernfalls besteht ein erhöhtes
Kurzschlussrisiko. Ob die TI in einer Batterie auftritt und eine Gefahr für den sicheren
Betrieb darstellt, hängt von einer Vielzahl von Faktoren ab – insbesondere den verwende-
ten Materialien, der Form, Größe und dem Aspektverhältnis der Batterie. Als Richtwert
sollte bei der Auslegung von Flüssigmetallbatterien eines Durchmessers im Bereich einiger
Dezimeter und mit einer Energiespeicherkapazität einiger Stunden auf das Auftreten der
TI geprüft werden.
Tayler-Instabilita¨t
Die Tayler-Instabilität (TI) kann nicht durch die induktionsfreie Näherung, wohl aber
durch ein quasistatisches Modell beschrieben werden. Das Lösen der Induktionsgleichung
wird dabei durch das Biot-Savart-Gesetz ersetzt. Damit konnte zum ersten Mal die TI
unter Verwendung realistischer Randbedingungen im Flüssigmetall simuliert werden. Im
Modell wird stets nur eine flüssige Elektrode der Batterie betrachtet. Mit dem Fokus auf
zylindrische Zellen erlaubt der Löser das Abschätzen der kritischen Hartmannzahl für das
Auftreten der Tayler-Instabilität. Auch deren Wachstumsrate und die Energie der gesät-
tigten Strömung kann bestimmt werden. Die kritische Hartmannzahl und Wachstumsra-
te wurden sowohl am Experiment als auch durch lineare Stabilitätsanalyse bestätigt. Es
konnte erstmals gezeigt werden, dass die kritische Hartmannzahl stark vom Aspektver-
hältnis der Elektrode abhängt. Zwischen der Reynoldszahl der gesättigten Strömung und
der Hartmannzahl bzw. dem Strom besteht ein quadratischer Zusammenhang. Dieses Er-
gebnis wurde zwischenzeitlich durch eine andere Forschergruppe bestätigt. Ein weiteres
wichtiges Resultat der Arbeit ist die Beschreibung des Sättigungsmechanismus der TI.
Bei großen magnetischen Prandtlzahlen sättigt die TI durch Induktion eines Gegenstroms
(β-Effekt) und/oder Induktion eines axialen Magnetfelds (α-Effekt). Würde dieser Mecha-
nismus auch in Flüssigmetallen wirken, so wären die resultierenden Fluidgeschwindigkeiten
mehrere Größenordnungen höher als beobachtet. Die Sättigung der TI erfolgt bei niedri-
gen magnetischen Prandtlzahlen (d. h. in Flüssigmetallen) nicht mehr magnetisch, sondern
hydrodynamisch durch Entwicklung von azimutalen Strömungsmoden m = 0 und m = 2.
Diese begrenzen das weitere Wachstum der Instabilität.
Neben der Charakterisierung der TI wurden mehrere Maßnahmen zu deren Kontrolle,
Steuerung und gänzlichen Unterdrückung untersucht. Das Einbringen einer Bohrung in
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die Batterie bzw. eine Stromrückführung sind teils deutlich effektiver als aus vorherigen
Untersuchungen bekannt war. Z. B. genügt bereits die Rückführung von 35% des Bat-
teriestroms zur vollständigen Unterdrückung der Tayler-Instabilität. Weiterhin wurde die
Kontrolle der TI durch axiale und horizontale Magnetfelder erstmals demonstriert. Bei
Verwendung einer Helmholtzspule zur Induktion eines axialen Felds reicht beispielsweise
schon ein Spulenstrom von nur 13% des Batteriestroms zur vollständigen Unterdrückung
der TI aus. Die Verwendung eines lateralen Leiters sowie der Einfluss des Aspektverhält-
nisses der Elektrode auf die Entstehung der TI wurde außerdem in diesem Zusammenhang
untersucht. Flache Batterien werden nicht anfällig für die Tayler-Instabilität sein.
Als Nebenprodukt der Flüssigmetallbatterie-orientierten Simulationen wurden Helizität
und Helizitätsoszillationen der TI beobachtet. Es konnte gezeigt werden, dass Helizität
während der Wachstumsphase der TI (abhängig von den Anfangsbedingungen) zufällig
auftritt und während der Sättigung weitgehend wieder verschwindet. Die in der Sätti-
gung verbleibende Helizität der Strömung wurde als Funktion der magnetischen Prandt-
lzahl charakterisiert. Helizitätsoszillationen (welche erst ab einer gewissen Hartmannzahl
auftreten) wurden in Bezug auf Amplitude und Frequenz, und als Funktion der Hart-
mannzahl beschrieben. Diese Ergebnisse sind eher für astrophysikalische Anwendungen
relevant. Insbesondere wäre eine Synchronisation der beobachteten Helizitätswellen mit
(sehr kleinen) planetaren Kräften denkbar, was im Zusammenhang mit dem Tayler-Spruit
Dynamo-Mechanismus den 22-jährigen Zyklus der Sonne erklären könnte.
Elektrowirbelstro¨mung
Elektrowirbelströmungen (EWS) können immer dann auftreten, wenn sich Leiterquer-
schnitte ändern: in Flüssigmetallbatterien z. B. beim Übergang der Stromsammler auf das
Flüssigmetall. Sie sind durch ein ähnliches Modell, wie es für die Tayler-Instabilität verwen-
det wurde, beschreibbar. Wesentlicher Unterschied ist die Einbeziehung der festen Leiter
der Batterie in das Modell. Genau wie bei der TI wurden EWS nur in einer flüssigen Elek-
trode der Batterie untersucht. Auch dieses Modell nutzt die quasistatische Näherung, nicht
aber die induktionsfreie. Es kann damit die Energie der zunächst an den Stromsammlern
entstehenden Strömung abgeschätzt werden. Es wurde gezeigt, dass der absolute Batterie-
strom – vor dem Aspektverhältnis der Stromsammler – der wichtigste Einflussfaktor für
die Entstehung von Elektrowirbelströmung ist. Weiterhin spielen die Leitfähigkeiten der
einzelnen Metalle eine Rolle. Elektrowirbelströmungen entstehen – im Gegensatz zur TI
– auch bei sehr kleinen Strömen. Sie konkurrieren mit der TI; ist die Elektrowirbelströ-
mung zu stark, tritt die TI nicht auf. Neben der eigentlichen Charakterisierung der EWS
gibt die Arbeit Anregungen zur Dimensionierung der Stromsammler. Weiterhin erlaubt
sie das Studium verschiedener Stromsammler-Geometrien mit dem Ziel der Kontrolle der
Elektrowirbelströmung.
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Ausblick
Die Tayler-Instabilität in einer Phase einer Flüssigmetallbatterie wurde umfassend un-
tersucht. Zukünftige Arbeiten sollten sich der Betrachtung der TI im Mehrphasensystem
zuwenden. Hier könnten sich z. B. durch das geänderte Aspektverhältnis andere kriti-
sche Ströme für das Auftreten der TI ergeben. Weiterhin sollte das Wechselwirken der
TI mit Oberflächeninstabilitäten untersucht werden. Zu diesem Zweck wurde bereits ein
Mehrphasenlöser auf Basis der „volume of fluid“ Methode entwickelt. Problematisch ist
vor allem die erforderliche hohe Gitterauflösung und die Beschleunigung der Berechnung
des Biot-Savart-Gesetzes. Diese Arbeit legt die Grundlagen für die weitere Untersuchung
von Elektrowirbelströmungen. Auch hier wäre die Implementierung eines Mehrphasenlö-
sers von großem Interesse. Eine deutliche Steigerung der Rechengeschwindigkeit könnte
durch Verwendung der induktionsfreien Näherung erzielt werden. Auch eine verbesserte
CFL-Bedingung wäre in diesem Zusammenhang hilfreich. Ein verbesserter Löser könnte
dann für Instabilitäts- bzw. Bifurkationsanalysen der transienten Elektrowirbelströmung
verwendet werden. Schlussendlich ist auch die Erweiterung des Modells um Naturkonvek-
tion sehr einfach möglich und sicherlich lohnend.
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A Eigenschaften elektrochemischer
Speicher
Die folgenden Tabellen geben einen Überblick über die bereits gebauten Flüssigmetall-
batterien sowie einige weitere Batterietypen. Sie sollen weniger dem Vergleich als dem
Auffinden der Literaturstellen dienen. Alle Werte müssen mit Vorsicht betrachtet werden:
manche Autoren geben z. B. den Preis des Gesamtsystems, andere nur den der aktiven Ma-
terialien an. Die Spannung kann bei komplett geladener oder teilweise entladener Batterie
gemessen werden. Die Zellspannungen sind für viele weitere mögliche Materialkombinatio-
nen aus der Literatur bekannt – siehe z. B. Kim (2013a). In den folgenden Tabellen finden
sich nur die Werte der wirklich gebauten Flüssigmetallbatterien.
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B Numerische Simulation
B.1 Ablaufdiagramme
Anfangsbedingungen lesen
Statischen Strom J0 und statisches Magnetfeld B0 berechnen
Alfve´n Courant Zahl und ∆t bestimmen
Navier-Stokes Gleichung lo¨sen
Poissongleichung fu¨r das elektrische Potential ϕ lo¨sen
Induzierten Strom j berechnen
Induziertes Magnetfeld b berechnen
Lorentzkraft J × B berechnen
t < tE
Ende
nein
ja
Abbildung B.1: Programmablaufplan des TI-Lo¨sers ohne Stromsammler.
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Anfangsbedingungen lesen, statisches J0 und B0 berechnen
Alfve´n Courant Zahl und ∆t bestimmen
Navier-Stokes Gleichung lo¨sen
∆ϕ = ∇ · (u×B) im Flu¨ssigmetall lo¨sen
∆ϕ = 0 in den Stromsammlern lo¨sen
Fehler von
ϕ < 10−6
Induzierten Strom j und induziertes Magnetfeld b berechnen
Lorentzkraft J × B berechnen
t < tE
Ende
ja
nein
nein
ja
Abbildung B.2: Programmablaufplan des TI-Lo¨sers mit Stromsammler.
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Anfangsbedingungen lesen
∆P0 = 0 in allen Gebieten lo¨sen
Stationa¨ren Strom J0 berechnen
Fehler von
P0 < 10
−6
Strom J0 korrigieren
Stationa¨res Magnetfeld B0 berechnen
Alfve´n Courant Zahl und ∆t bestimmen
Navier-Stokes Gleichung lo¨sen
∆ϕ = ∇ · (u×B) im Flu¨ssigmetall lo¨sen
∆ϕ = 0 in den Stromsammlern lo¨sen
Fehler von
ϕ < 10−6
Induzierten Strom j und induziertes Magnetfeld b berechnen
Lorentzkraft J × B berechnen
t < tE
Ende
ja
nein
nein
ja
ja
nein
Abbildung B.3: Programmablaufplan des Lo¨sers fu¨r Elektrowirbelstro¨mung.
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B.2 Stationa¨re Magnetfelder
B.2.1 Unendlich langer Zylinder
B(r) = −µ0j0
2
(
r − r
2
i
r
)
eϕ (B.1)
B(r) =
µ0j0
2
(
1− r
2
i
x2 + y2
)
(yex − xey) (B.2)
B.2.2 Quader
Das Magnetfeld eines unendlich langen Quaders der Grundfläche 2a×2b, der an der z-Achse
ausgerichtet ist lautet für eine homogene Stromdichte j = −j0 · ez
Bx(x, y) =
µ0j0
4pi
[
2(y + b)
(
arctan
x+ a
y + b
− arctan x− a
y + b
)
−2(y − b)
(
arctan
x+ a
y − b − arctan
x− a
y − b
)
+(x+ a) ln
(x+ a)2 + (y + b)2
(x+ a)2 + (y − b)2
−(x− a) ln (x− a)
2 + (y + b)2
(x− a)2 + (y − b)2
]
(B.3)
und
By(x, y) = −Bx(y, x)|a→b,b→a. (B.4)
B.2.3 Paralleler Draht
Ein unendlich langer Draht, der in der x-z Ebene liegt, dessen Abstand zur Achse der
zylindrischen Simulationsgeometrie a beträgt und durch den der Strom ID fließt, erzeugt
im Zylinder das folgende Magnetfeld:
B1 =
µ0ID
2pi((x− a)2 + y2)(−yex + (x− a)ey). (B.5)
Zwei Drähte in der gleichen Ebene mit Abstand a und −a erzeugen ein Magnetfeld im
Zylinder von
B2 = B1 +
µ0ID
2pi((x+ a)2 + y2)
(−yex + (x+ a)ey). (B.6)
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Ordnet man einen dritten Draht in der y-z Ebene an, mit gleichem Abstand a von der
Zylinderachse, so ergibt sich das Magnetfeld zu
B3 = B2 +
µ0ID
2pi(x2 + (a− y)2)((a− y)ex + xey). (B.7)
B.2.4 Unendlicher Leiter
Zwei unendlich dünne Drähte der Länge −∞ bis 0 und h bis ∞ durch die der Strom I
fließt, erzeugen im dazwischen liegenden Zylinder ein Magnetfeld von
B(r, z) =
µ0I
4pir
eϕ
(
2− z
(r2 + z2)1/2
− h− z
(r2 + (z − h)2)1/2
)
. (B.8)
