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Abstract—The advent of synoptic sky surveys has spurred
the development of techniques for real-time classification of
astronomical sources in order to ensure timely follow-up with
appropriate instruments. Previous work has focused on algorithm
selection or improved light curve representations, and naively
convert light curves into structured feature sets without regard
for the time span or phase of the light curves. In this paper,
we highlight the violation of a fundamental machine learning
assumption that occurs when archival light curves with long
observational time spans are used to train classifiers that are
applied to light curves with fewer observations. We propose two
solutions to deal with the mismatch in the time spans of training
and test light curves. The first is the use of classifier committees
where each classifier is trained on light curves of different
observational time spans. Only the committee member whose
training set matches the test light curve time span is invoked
for classification. The second solution uses hierarchical classifiers
that are able to predict source types both individually and by
sub-group, so that the user can trade-off an earlier, more robust
classification with classification granularity. We test both methods
using light curves from the MACHO survey, and demonstrate
their usefulness in improving performance over similar methods
that naively train on all available archival data.
Keywords—machine learning; supervised learning; time series
analysis
I. INTRODUCTION
The advent of next generation optical and radio telescopes
such as the Large Synoptic Survey Telescope (LSST) [1] and
the Square Kilometre Array (SKA) [2] will enable massive
wide-field surveys for highly variable or transient astronomi-
cal sources. Prompt multi-wavelength follow-up of candidate
sources will be critical in achieving the scientific goals of these
surveys. A global network of potential follow-up instruments
is available, but due to limited resources, only high quality
candidates will be selected for follow-up. In the regime of big
data surveys, manual inspection of data is no longer possible,
therefore automated classification methods must form part of
the data pipelines to determine whether a detected candidate
is an object of interest that requires follow-up.
The use of machine learning for source type classifica-
tion of archival light curve data is well-established [3]–[8].
Some methods focus on specific events or source types to
classify [6], while others focus on periodic variables [8] or
a range of source types [4], [7]. All must contend with the
challenges inherent in classifying light curve data including
the generation of robust training data [9], the search for
discriminating features [4], [7] and methods that are robust
to unevenly sampled data, as well as missing, spurious and
sparse observations. Various classification algorithms, such as
neural networks, support vector machines and random forests,
have been explored. However, algorithmic selection is not the
most significant factor in achieving high performance.
Current surveys that use machine learned classification in
their data processing pipelines include the Palomar Transient
Factory (PTF) [10] and the Catalina Real-time Survey (CRTS)
[11]. PTF employs an automated “real-bogus” classification
system that identifies true astronomical transient candidates
using features extracted from candidates in subtracted images
[12], [13]. To date, the PTF system performs binary classifi-
cation (real or not), and primarily uses image features rather
than light curve information in its decision-making. CRTS has
developed a real-time transient detection pipeline that contends
with sparse and heterogeneous data sources [14], self-updates
as observations are received, and makes robust decisions on
known classes while potentially discovering unknown sources.
Whether performing real-time or archival classification,
the use of machine learning algorithms in the methods cited
above necessitates the creation of a structured data set of
features from light curves that are arbitrary in time span and
out of phase with each other. After training a classifier on
this set, a partially-observed light curve is converted into the
same feature characterization and classified. Theoretically the
test examples belong to the same population as the training
examples, however the fact that the test light curves are
only partially-observed implies that the extracted features may
effectively belong to a different statistical distribution. This
violates a basic premise of all supervised learning algorithms
that both training and test examples must belong to the
same distribution. A large enough violation of this premise
will degrade the performance of the classifier, as it cannot
generalize to new test data. To our knowledge, this issue has
not been addressed in previous work.
This paper discusses how to do classification robustly with
light curve data arriving in a stream. This type of algorithm
is known as an online learning algorithm and it incorporates
new data in the classification model as they become available.
There are two novel aspects to our work. First, in order to
handle the mismatch between the light curve time spans in
training and test sets, we developed a method that builds a
committee of classifiers each trained with light curves of a set
time span. The appropriate committee member that matches
the test light in time span is invoked for classification. We show
that this method that can outperform a naive method that trains
a single classifier using all available archival data. Second,
we implemented hierarchical classifiers. A non-hierarchical
classifier assigns a single label from a set of discrete labels
to a test example, while a hierarchical classifier assigns either
a single label or a sub-grouping of discrete labels, where sub-
groups are pre-defined by the end user in a tree-like structure.
The advantage of a hierarchical classifier is its ability to trade
classification granularity against earlier predictions. Given a
user-specified desired confidence level, the classifier may not
be able to predict down to a single discrete label (e.g., RR
Lyrae) but able to predict an informative sub-group of the
classes (e.g., variable stars). This enables the end user of the
system to receive some information earlier rather than a more
confident prediction much later.
II. DATA
We demonstrate the effectiveness of both the classifier
committee and the hierarchical classifier on optical light curves
from the MACHO survey [15].The MACHO observations were
carried out between 1992 and 2000 with the 1.27m Great
Melbourne telescope at Mount Stromlo Observatory, Australia
[15]. The data come in two photometric bands, the ‘red’
band and the ‘blue’ band. We took a subset of the sample,
consisting of 5456 sources from seven source types (number
breakdown is provided in Table I). We excluded samples with
fewer than 30 observations and source types with less than
50 examples. Example light curves of each source type are
shown in Figure 1. Our MACHO dataset is the same as the
classified sample used by [6]. The labels of the sources were
taken from a number of literature sources [15]–[18], and a
number of RR Lyraes and Cepheids were identified using a
technique described by [19]. The majority of the light curves
span between 2600 and 2800 days of observations. Most light
curves have maximum observation gaps of between 50 to 80
days, while on average, the light curves have one observation
every two days.
TABLE I. MACHO SAMPLE BY SOURCE TYPE
Source type Number
Non-variable 3969
Microlensing event 575
Long Period Variable (LPV) 361
RR Lyrae star (RR) 288
Eclipsing binary (EB) 193
Be star 127
Cepheid variable 78
Quasar 58
Total 5456
III. LIGHT CURVE REPRESENTATION AND
CLASSIFICATION ALGORITHM
A. Light Curve Representation
Machine learning methods for classification require a struc-
tured data set, where each light curve can be represented as
feature vectors of identical length. Raw light curve observa-
tions may not meet this requirement due to differing sampling
rates and missing observations. Hence we must first create
homogenised light curve representations for the MACHO data.
We extracted features from the flux and the flux error
measurements of each light curve. These features have been
used successfully by [7] and [6] for classifying optical variable
sources. The 23 features we used are described below. Here, xi
is the flux measurement and σi is the error at each time i, x¯ is
the weighted mean, and N is the number of flux measurements.
• Fractional variability: measures the degree of vari-
ability in a set of data points. Fractional variability is
similar to the modulation index except that it takes
into account the error of each measurement, hence it
is more robust against outliers with large error bars.
Fractional variability is calculated as:
Fvar =
1
x¯
√∑
(xi − x¯)2 −
∑
σ2i
N
(1)
• Standard deviation: calculated as:
S =
√
1
N − 1
∑
(xi − x¯)2 (2)
• Amplitude: difference between the maximum and min-
imum flux measurements.
• Skew: A normal distribution has a skew of zero whilst
a skew > 0 means there is more weight in the left tail
and vice versa. This is calculated using the Python
package scipy.stats.skew1.
• Beyond1 std: the fraction of measurements that are
not within x¯± σi.
• Flux percentile ratios: We defined a flux percentile
Fn,m to be the difference between the flux values
at percentiles n and m, and use the following flux
percentile ratios:
◦ mid-20: F40,60/F5,95
◦ mid-35: F32.5,67.5/F5,95
◦ mid-50: F25,75/F5,95
◦ mid-65: F17.5,82.5/F5,95
◦ mid-80: F10,90/F5,95
◦ percent different flux: F2,98
◦ percent amplitude: Largest percentage of devi-
ation from median flux.
• Median absolute deviation: median of the devia-
tions from the median value i.e. mediani(|xi −
medianj(xj)|).
• Median buffer range percentile: fraction of observa-
tions within 20% of median flux.
• Positive slope trend: fraction of adjacent flux measure-
ments with positive slope.
• η: the ratio of the mean of the square of successive
differences to the variance of data points, a useful
indicator for the existence of a trend. It is calculated
as:
η =
1
N − 1
N−1∑
i=1
(
xi+1
σi+1
)2
−
(
xi
σi
)2
(3)
• Cusum range: the range of the cumulative sum, which
is defined by:
Ck =
1
N
k∑
i=1
(xi − x¯)
σi
(4)
1http://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.skew.html
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Fig. 1. Example light curves from MACHO displaying different types of temporal behaviours.
We calculated Ck for all k and the cusum range is
max(Ck)−min(Ck).
• Lomb-Scargle Periodogram:
◦ Period of the most significant peak
◦ False alarm probability (FAP): high FAP value
means the period determined is not statistically
significant.
• Autocorrelation features: Following [6], we calcu-
lated the autocorrelation of the flux measurements
and extracted three features as described below. The
autocorrelation function typically assumes the even
sampling, but it can be modified to accommodate
missing measurements [20]. The autocorrelation func-
tion is defined as:
AC (τ) =
1
(N − τ) σ2
N−τ∑
i=1
(xi − x¯) (xi+τ − x¯)
(5)
◦ N above: the number of points in AC(τ)
above an empirical boundary as defined by [6].
◦ N below: the number of points in AC(τ) be-
low an empirical boundary as defined by [6].
◦ Stetson K: used to characterise the distribution
of points in AC(τ ) [21]. Stetson K is defined
as:
K =
1√
N
N∑
τ=1
|AC(τ)|√
N∑
τ=1
AC(τ)2
(6)
• B-R: The weighted mean of the blue magnitudes minus
the weighted mean of the red magnitudes.
B. Random Forest
Our classification algorithm of choice is the random forest
(RF), a well-known ensemble classifier [22] that combine
the result of many individual decision tree classifiers [23].
Decision trees make no assumptions about the parametric
distribution of the features and do not require a distance metric.
A decision tree is constructed recursively starting with all the
training samples at the root node. The examples are partitioned
at each node in the tree via a feature value that produces the
highest class label purity in the partitioned sets. This process
continues until all the training samples in a node belong to
the same class. RF inserts randomness by only considering
a small subset of features (typically only a small fraction of
the total number of features) at each node. Each tree in the
RF ensemble is trained using a different training sample. The
training set is made by bootstrap sampling the original training
set (i.e. randomly choosing S samples with replacement). Once
the classification ensemble has been trained, it can be used to
predict the class of a new sample by getting each decision tree
in the ensemble to vote for a class, with the output class being
the one with the most votes.
For the experiments described in this paper, we used 500
trees and then randomly picked the square root of the number
of features to use in each node. The RF implementation we
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Fig. 2. Confusion matrix using the entire time span of light curves in the
MACHO data set. The overall accuracy for the MACHO data set is 97%. The
colour bar represents the true positive rate.
used is the python package scikit-learn2. We train the
classifier using the features described in Section III-A.
The evaluation metric used throughout this paper is the
10-fold cross-validation accuracy. In 10-fold cross-validation,
the labeled data are partitioned into ten stratified3 folds where
nine folds are used for training, and the remaining fold is used
for testing. The procedure is repeated ten times where each
fold assumes test fold status exactly one time. Accuracy is
measured across the test folds where accuracy is defined as
the number of samples correctly classified over total number
of samples per class.
IV. EXPERIMENTS
A. Oracle Experiment
The oracle experiment shows the baseline accuracy of
our MACHO light curve data using the light curves in their
entirety. The 10-fold cross-validation accuracy using the RF
classifier on the MACHO dataset is 97%. The worst per-
forming class is the quasar class, with an accuracy of 75%,
which is the same as the performance achieved by [6]. The
best performing classes are the LPVs and the non-variables.
The MACHO dataset is heavily imbalanced, with non-variables
making up 70% of all samples. To maximise overall accuracy,
classifiers tend to favour the majority class, therefore it is not
surprising that non-variables achieve such good performance.
The confusion matrix in Figure 2 shows that the most fre-
quently confused source classes are microlensing events vs.
non-variables, and RR Lyrae stars vs. eclipsing binaries. Since
microlensing events are like non-variables for the parts of the
light curves without an event, and RR Lyrae stars and eclipsing
binaries have similar periodic behaviour, the results are not
surprising.
2http://scikit-learn.org/
3Stratified cross-validation keeps the proportion of classes the same in all
folds. This is especially important for imbalanced datasets to ensure all folds
contain similar number of the minority classes.
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Fig. 3. Online classification accuracy of the MACHO dataset with observation
window ranging from 10 to 370 days using the naive method (top), the
committee method (bottom).
B. Naive method
We now explore methods for classifying light curve data
arriving in a stream. The simplest implementation, which we
will refer to as the ‘naive method’, is to train a RF classifier
using features extracted from the entire length of historical
light curves, and then deploy that classifier to new light
curves of arbitrary lengths. The advantage of this method is
its simplicity – only one classifier needs to be trained. The
uneven sampling of the MACHO light curves means that light
curves that span the same number of days do not necessarily
have the same number of observations. Gaps of hundreds of
days exist in the MACHO light curves and they can degrade the
classifier’s performance. To minimise the impact of these gaps,
we picked the 400-day slice from each light curve with the
most number of observations. This implicitly assumes that the
light curve is stationary, i.e. that its statistical properties do not
change when shifted in time and that light curve slices taken
at different times provide the same amount of information.
Figure 3 shows results from 10-fold cross-validation using
the naive method. The results show significant divergence in
accuracies between the different source types – with Cepheids
and quasars being the best and the worst performer respec-
tively. Accuracies generally increase with the length of the
light curves used in the test set.
Fig. 4. Hierarchy of MACHO classes.
C. Committee of Classifiers
In the naive method, features used in the training set are
extracted from a longer light curve than the features used in the
test set. This violates the machine learning assumption that the
training and the test data are drawn from the same distribution.
To remedy the issue of training and test distribution mismatch,
we implement a committee of classifiers. We train each classi-
fier in the committee using features extracted from light curves
that span different number of days, then in the testing phase,
we use the classifier that was trained using the same light
curve time span as the test light curves.The final classification
decision is made by a single member of the committee, not
by an ensemble vote. We perform 10-fold cross-validation on
the training set with features extracted using light curves of
length between 10 and 370 days. The classification accuracies
are significantly higher than those obtained using the naive
method and are shown for the MACHO data in Figure 3. The
improvement is most dramatic for non-variables, Cepheids and
LPVs, where the accuracies achieved using 70 days of light
curve data are comparable to the oracle classifier’s accuracies.
Accuracies in other classes, except for quasars and Be stars,
also show great improvements in the first 100 days.
D. Hierarchical Classification
Traditional supervised classification trains a classifier to
predict a single label from a discrete set of labels. Hierarchical
classification predicts a label from an organised hierarchy of
classes [24], which can be represented as a tree-like structure.
A hierarchical classifier that ignores the class hierarchy and
only predicts the classes at the leaf nodes is equivalent to a
traditional (or ‘flat’) classifier. On the other hand, a hierarchical
classifier that trains a different classifier at each level of the
hierarchy, in a top-down manner, is analogous to solving a
complex problem by breaking it down into a sequence of
simpler sub-problems. The advantage of this approach is that a
classifier can provide valuable information at each level of the
hierarchy, even if the source is ultimately classified incorrectly
in the leaf node. In general, misclassifications higher up in the
hierarchy are more catastrophic than misclassifications closer
to the leaf nodes.
The first step in hierarchical classification is to create the
hierarchical structure, which can either be learned from the
data or be created from expert knowledge. For this work, we
manually created a hierarchy, shown in Figure 4, by grouping
the different variability types in the MACHO sources. The top
level separation is between variable and non-variable, which is
intuitively, the first step in selecting candidates for variability
studies. Next, variables are further separated into stochastic
variables, variable stars and microlensing events. Stochastic
variables have light curves that behave like random walks, such
as those of quasars and Be stars. Variable stars are all periodic,
and include LPVs, RR Lyrae, EBs and Cepheid variables.
Microlensing events have distinctive variability signatures that
only occur once.
Given the hierarchy, the next step is to train the classifiers.
We used the method described as local classifier per parent
node by [24]. In this method, each node is treated as a different
sub-problem and it works by training a multi-class classifier
for each parent node (i.e. a node with children). For our MA-
CHO hierarchy, there are four parent nodes – All, Variables,
Stochastic and VariableStars, which means four classifiers are
trained, and each are trained using only the sources belonging
to the class of the node. Once the classifiers are trained, an
unknown source can be classified by propagating it down the
hierarchy of classifiers until it reaches a leaf node.
The results of our hierarchical classification experiments
are shown in Figure 5. The lines are colour-coded in the
same way as the diagram in Figure 4. The red line shows the
accuracy of classifying sources as variables or non-variables;
the green line shows the accuracy for variable stars, microlens-
ing events and stochastic variables; the blue line shows the
accuracy for Be, quasars, LPVs, Cepheids, RR Lyrae and EB.
Here, accuracy means the fraction of sources of that class
that are classified correctly at that level of the hierarchy. To
reach the non-variables leaf node only requires one classifier,
hence there is only one line in the accuracy plot for the non-
variables. Similarly, only two classifiers are needed to get to
the leaf node of the microlensing class. For the Be and quasar
classes, accuracies with only 130 days of data are better than
the performance achieved using the committee method, and
accuracies differ significantly at the different levels of the
hierarchy.
One of the disadvantages of hierarchical classification is
that an error at the top of the hierarchy always propagates
to the lower levels of the hierarchy. For example, if a quasar
is misclassified as a non-variable at the top of the hierarchy,
it will be wrong on all levels of the hierarchy. Our results
show that the hierarchical classifier can attain accuracies at
the leaf node levels that are similar to the committee method,
and higher accuracies at the higher levels of the hierarchy.
Hierarchical classification can be used in the context of
online classification by classifying a source at a level of the
hierarchy that is commensurate with the amount of information
available. This can done by stopping the classification at a level
of the hierarchy where the classification confidence falls below
a user defined level. One proxy for classification confidence is
the classification probability given by the RF classifier. Figure
6 shows that the precision (defined as true positives divided
by the sum of true positives and false positives) increases
with increasing confidence threshold. We experimented with
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Fig. 5. Online classification accuracy from 10 to 370 days up to each of
three levels of the hierarchy as illustrated in Figure 4.
setting the confidence threshold to 0.7 such that if a source is
not classified with a classification probability of at least 0.7,
then the classifier will not proceed to the next level of the
hierarchy. Figure 7 shows the proportion of sources that have
terminated at each level of the MACHO hierarchy. The grey
bands represent sources that cannot be confidently classified
as variables or non-variables. Be stars, EBs and quasars, the
worst performing classes as shown in Figure 5, have the
highest proportion of sources in the grey bands. The red bands
represent sources whose classification stopped at the variables
or non-variables level; the green bands represent sources that
stopped at the level of micro-lensing events, variable stars
and stochastic sources levels; the blue bands represent sources
whose classification proceeded all the way to the leaf node.
The level at which the classification terminates depends on
the time span of the light curve. The longer the light curve,
the more information it contains and the further down the
hierarchy the classifier can confidently attain.
By stopping the classifier before it reaches the leaf node,
we can improve the classification accuracy by trading off the
level of classification detail. Figure 8 shows the classification
accuracy at each level of the hierarchy, again given the
confidence threshold of 0.7. Compared to Figure 5, only the
sources that have proceeded down to a particular level of the
hierarchy are used to calculate the accuracy at that level, hence
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Fig. 6. Precision (defined as true positives divided by the sum of true positives
and false positives) as a function of the confidence threshold.
the accuracy at the leaf node level (blue line) is higher than
in Figure 5.
Hierarchical classification, when used in conjunction with
a confidence threshold, allows the user to confidently obtain
a classification, albeit at a higher level, when given only a
small amount of information. It also allows a different type of
classifier to be used at each node. This can mean a different
classification algorithm or a different set of features.
V. DISCUSSION AND CONCLUSION
In this paper, we explored the feasibility of using light
curves for classifying transient and variable sources in an
online setting. Although machine-learned classification with
light curves has been used in astronomy, classification with
a data stream (online classification) has not received much
attention. As we approach the era of large synoptic surveys,
online classification will become increasingly relevant. Tran-
sient surveys will benefit from having a classification module
as part of the processing pipeline.
Oracle Naive Committee
∼2500 days 160 days 370 days 160 days 370 days
Non-variables 99% 75% 96% 98% 99%
Variables 91% 67% 80% 81% 86%
Overall 97% 69% 91% 93% 95%
TABLE II. COMPARISON OF CLASSIFICATION ACCURACIES USING
DIFFERENT METHODS
Hierarch Hierarch + threshold of 0.7
160 days 370 days 160 days 370 days
Non-variables 97% 98% 98% (95% of srcs) 99% (96% of srcs)
Variables 82% 88% 99% (68% of srcs) 99% (77% of srcs)
Overall 93% 95% 98% 99%
TABLE III. COMPARISON OF LEAF NODE CLASSIFICATION
ACCURACIES USING HIERARCHICAL CLASSIFICATION.
An online classifier that consists of a committee of classi-
fiers, each learned from light curves of different time spans that
match that of the source to be classified, performs significantly
better than a classifier that learns from a fully observed light
curve. This is shown in the results summarized in Table II.
However, the performance differs dramatically across source
types. This shows that online classification with light curves
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Fig. 7. Given the confidence threshold of 0.7, the proportion of sources that
terminates at the different levels of the hierarchy illustrated in Figure 4 from
10 to 370 days.
has potential for some source classes, but will need to be
supplemented with other information to be useful for other
source classes.
We also explored using hierarchical classification with the
MACHO dataset. By stopping the classification at the level of
the hierarchy where the classification probability is less than
the confidence threshold, we can achieve a higher level of
accuracy but at a coarser level of classification. The results are
summarised in Table III. One area to explore is to evaluate the
performance of a hierarchical classifier where the hierarchy
structure matches that of the follow-up observation require-
ments. The result of such a classifier would thus be meaningful
and can be used for prioritising follow-up observations. More
work can also be done on optimising the classifier at each node
by selecting the best feature set and algorithm.
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Fig. 8. Given the confidence threshold of 0.7, the classification accuracy at
each level of the hierarchy.
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