In paper [1] , G. De. Philippis and F. Maggi proved global quadratic stability inequalities and derived explicit lower bounds for the first eigenvalues of the stability operators for all area-minimizing Lawson cones M kh , except for those with (k, h), (h, k) ∈ S = {(3, 5), (2, 7), (2, 8), (2, 9), (2, 10), (2, 11)}.
Introduction
Suppose h, k ≥ 2 are positive integers. The Lawson cone M kh is the level set
It is known to be area-minimizing (see [2] , [3] , [4] , and [5] ) provided h + k ≥ 9, or (h, k) = (3, 5), (4, 4) , (5, 3) . (1) In their paper [1] , G. De. Philippis and F. Maggi proved global quadratic stability inequalities and derived explicit lower bounds for the first eigenvalues of the stability operators for all area-minimizing Lawson cones M kh , except for (h, k), (k, h) ∈ S = {(3, 5), (2, 7), (2, 8) , (2, 9) , (2, 10), (2, 11)}.
They achieved this by exploiting sub-calibrations for Lawson cones. Unfortunately, the sub-calibrations that they used did not work for the cones M kh with (h, k), (k, h) ∈ S. Our main results, Theorem 1 and Theorem 2 in Section 1.1, extend these inequalities to the cones M kh with (h, k), (k, h) ∈ S. We achieve this by carefully choosing sub-calibrations for these Lawson cones in Lemma 2 of Section 2.1. However, our sub-calibrations do not work for other cases in general.
We first review their results and explain their methods, which we mostly follow. Consider a variation with compact support of the Lawson cone M kh . Suppose the variation can be realized as the boundary of a set F of finite perimeter. Roughly speaking, their first result controls the volume bounded between the Lawson cone and the variation ∂F by the difference between the area of the variation ∂F and that of the cone M kh up to scaling. Their second result provides lower bounds for the first eigenvalues of the stability operators. For a great discussion of the significance of these results, please refer to Section 1 of [1] .
The Lawson cone M kh can be realized as the boundary ∂K kh of the region
Let L m denote the m-dimensional Lebesgue measure, ω n denote the volume of unit n-ball, and P (A; B) denote the perimeter of A in B. Their results are as follows.
whenever F is a set of locally finite perimeter with symmetric difference 
, if (k, h) = (4, 4).
As illustrated in Figure 1 , their method is based on sub-calibrating the Lawson cones with a unit-length vector field g. In other words, the vector field g Figure 1 . A sub-calibration g of the Lawson cone M kh and a variation.
restricts to the unit normal on M kh , and the divergence div g does not change sign in K kh and K kh , respectively.
After cleverly choosing g, they proved that
where dist is the Euclidean distance. Then they exploit inequality (2) to deduce the desired results. For a beautiful discussion of sub-calibrations (also called quantitative calibrations), please refer to their paper [1] .
Unfortunately, the sub-calibrations they used did not work for (h, k), (k, h) ∈ S. The main results of this paper extend their stability inequalities to include those (k, h). We achieve this by using sub-calibrations inspired by [5] .
Stability Inequalities Extended to
whenever F is a set of locally finite perimeter with
Theorem 2. If R, m, h, k are as in Theorem 1, and
for k, h = 7, 8, 9, 10, 11.
Proof of the Theorems
We now prove, in order, Theorem 2 and Theorem 1. By the symmetry of Lawson cones, it suffices to prove the cases with (h, k) ∈ S. The following lemma is the basic tool to extract information from the sub-calibrations g.
then E is a local minimizer of the perimeter in R m , with
Here H m−1 is the m−1-dimensional Hausdorff measure, ν E is the out-pointing unit normal. If |E| denote the L m -volume of a set E, then
is defined as the set of points of density 1/2 in E. For proof of Lemma 1 and details about ∂ 1/2 E, please refer to the proof of Proposition 4.1 in [1] and the relevant discussions on page 416 in [1] . Roughly speaking, Lemma 1 can be proved by breaking down the integration definition of perimeter and then using the divergence theorem.
The left hand-side of (3) can be seen as variation of area, so it can provide information for second variation by Taylor expansion and choosing suitable variation F . The key to using this information is to find vector fields g that satisfy inequality (1) in Section 1.
Sub-calibrations for
Lemma 1. For E = K kh , the vector field
satisfies all the hypothesis in Lemma 1. The function f for (h, k) = (3, 5) is
and the functions f for (h, k) = (2, k) with k = 7, 8, 9, 10, 11 are
Moreover, g also satisfy
with values of c k,h the same as in Theorem 2.
The proof of Lemma 2 is left to Section 3. The sub-calibrations we choose work well for (h, k) ∈ S, but do not work for some other Lawson cones. In some sense, these are specifically chosen to cover the cases (h, k) ∈ S.
Proof of Theorem 2. By Lemma 1, we have
Now, suppose ϕ ∈ C 1 (M kh ), with 0 ∈ sptϕ ⊂⊂ B m R . For t 0 > 0 small enough, there exists an open set F ⊂ R m with ∂F − {0} a C 1 hypersurface and K kh ∆F ⊂⊂ H R , such that
By second variation and Taylor expansion, we have
Calculating the integral directly by pulling back the volume form on R m , we have
For details, please refer to Lemma 3.1 in [1] . Putting these two, and letting t → 0, we deduce that
To extend (4) to all φ ∈ C 1 (M kh ), let ψ j be a sequence of cut-off functions so that sptψ j ⊂ B (4) is dominated by O( 1 |z| 2 ), and thus the integral on the left hand side converges as j → ∞. Let j → ∞ and use dominated convergence. We deduce that (4) is true for all ϕ ∈ C 1 (M kh ). q.e.d.
Proof of Theorem 1.
Define
By Lemma 1 and Lemma 2, we have
where l = 1 h−1 + 1 k−1 by elementary geometry. Now, we need to get a suitable upper bound for |H R ∩ {p < }|. We have
We can break down the estimate into two parts, namely
and
where we use (1 + t)
Combining the two parts, we have
Now, note that ω j < 6 for all 2 ≤ j ≤ 11, so by substituting the explicit values for c k,h , we have
Note that R δ + 36 R ≥ 12 
Calculating
which can be obtained by interchanging u, v and h, k and adding an additional minus sign to f in the previous subsection. Thus, by symmetry or by direct computations, we must have
Note that if we set g = 
