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Distributed backbone structure for deterministic algorithms in
the SINR model of wireless networks
Tomasz Jurdzinski†‡ Dariusz R. Kowalski‡§
Abstract
The Signal-to-Interference-and-Noise-Ratio (SINR)
physical model is one of the legitimate models of
wireless networks. Despite of the vast amount of
study done in design and analysis of centralized
algorithms supporting wireless communication un-
der the SINR physical model, little is known about
distributed algorithms in this model, especially de-
terministic ones. In this work we construct, in
a deterministic distributed way, a backbone struc-
ture on the top of a given wireless network, which
can be used for transforming many algorithms de-
signed in a simpler model of ad hoc broadcast net-
works without interference into the SINR physi-
cal model with uniform power of stations, without
increasing their asymptotic time complexity. The
time cost of the backbone data structure construction
is only O(∆polylogn) rounds, where ∆ is roughly
the inverse of network density and n is the num-
ber of nodes in the whole network. The core of
the construction is a novel combinatorial structure
called SINR-selector, which is introduced and con-
structed in this paper. We demonstrate the power of
the backbone data structure by using it for obtain-
ing efficient O(D + ∆polylogn)-round and O(D +
k+∆polylogn)-round deterministic distributed solu-
tions for leader election and multi-broadcast, respec-
tively, where D is the network diameter and k is the
number of messages to be disseminated.
1 Introduction
In this work we study a fundamental problem how
to transform algorithms designed and analyzed for
ad hoc networks without any interference (e.g., mes-
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sage passing or multicast networks) to ad-hoc wire-
less networks under the Signal-to-Interference-and-
Noise-Ratio model (SINR). A wireless network con-
sidered in this work consists of n stations, also called
nodes, with uniform transmission powers, deployed
in the two-dimensional Euclidean space. Stations
act in synchronous rounds; in every communication
round a station can either transmit a message or listen
to the wireless medium. A communication (or reach-
ability) graph of the network is the graph defined on
network nodes and containing links (v,w) such that
if v is the only transmitter in the network then w re-
ceives the message transmitted by v under the SINR
physical model. Each station initially knows only its
own unique ID in the range {1, . . . ,N}, (estimated)
location, and parameters N and ∆, where ∆ is the up-
per bound on the node degree in the communication
graph of the network, and corresponds roughly to the
inverse of the lower bound on network density.
We consider global communication tasks in the
SINR wireless setting, and our objective is to min-
imize time complexity (i.e., the number of rounds)
of deterministic distributed solutions. In order to
overcome the impact of signal interference, we show
how to compute a backbone data structure in a dis-
tributed deterministic way, which also clusters nodes
and implements efficient inter- and intra-cluster com-
munication. It allows to transform a variety of al-
gorithms designed and analyzed in models with no-
interference to the SINR wireless model with only
additive O(∆polylogn) overhead on time complex-
ity. We demonstrate such efficient transformation on
two tasks: leader election and multi-broadcast with
small messages.
1.1 Previous and Related Results
SINR model. The Signal-to-Interference-and-
Noise-Ratio (SINR) physical model is currently the
most popular framework deploying physical wireless
interference for the purpose of design and theoretical
analysis of wireless communication tasks. There is a
vast amount of work on centralized algorithms under
the SINR model. The most studied problems include
connectivity, capacity maximization, link scheduling
types of problems (e.g., [12, 17, 1]). See also the
survey [15] for recent advances and references.
Recently, there is a growing interest in developing
solutions to local communication problems, in which
stations are only required to exchange information
with a subset of their neighbors. Examples of such
problems include local broadcast or local leader elec-
tion. A deterministic local broadcasting, in which
nodes have to inform only their neighbors in the cor-
responding reachability graph, was studied in [26].
The considered setting allowed power control by al-
gorithms, in which, in order to avoid collisions, sta-
tions could transmit with any power smaller than the
maximal one. Randomized solutions for contention
resolution [18] and local broadcasting [14] were also
obtained. Single hop topologies were also studied
recently under the SINR model, c.f., [23].
Randomized distributed solutions to local commu-
nication problems, as cited above, can often be used
as a basic tool for obtaining randomized solutions to
global communication tasks, i.e., tasks requiring in-
formation exchange throughout the whole network.
Examples of such task include multi-broadcast or
leader election. These problems are also related,
though often not equivalent, to several graph-related
problems of finding a maximal/maximum indepen-
dent set, minimal/minimum (connected) dominating
set (our backbone structure is an example of the
latter, with additional useful properties). Recently,
an efficient randomized distributed solution was ob-
tained to the problem of finding a constant-density
dominating set by Scheideler et al. [24], however the
model of that paper is slightly different than the one
in this work, i.e., it combines SINR with radio model.
Surprisingly, to the best of our knowledge, there is
no published throughout study on deterministic dis-
tributed solutions to any fundamental global commu-
nication problem under the SINR model.∗ Such al-
∗Very recently, we designed algorithms for a different setting
and problem, in which a single source must wake up the network
by a broadcast message, c.f., [16] (unpublished manuscript, sub-
mitted). That problem is very different in nature from the ones
gorithms are especially important from perspective
of maintaining network infrastructure and applica-
tions to distributed systems. Deterministic solutions
are often desired in such cases, due to their reliabil-
ity. One could apply a naive round-robin algorithm
to build a collision-free solution to such problems,
but apparently it is extremely inefficient.
Radio network model. In the related radio model of
wireless networks, a message is successfully heard if
there are no other simultaneous transmissions from
the neighbors of the receiver in the communica-
tion graph. This model does not take into account
the real strength of the received signals, and also
the signals from the outside of some close proxim-
ity. In the geometric ad hoc setting, Dessmark and
Pelc [9] were the first who studied global commu-
nication problems, mainly broadcasting. They an-
alyzed the impact of local knowledge, defined as a
range within which stations can discover the nearby
stations. Emek et al. [10] designed a broadcast al-
gorithm working in time O(Dg) in unit-disc graph
(UDG) radio networks with eccentricity D and gran-
ularity g, where eccentricity was defined as the min-
imum number of hops to propagate the broadcast
message throughout the whole network and granu-
larity was defined as the inverse of the minimum
distance between any two stations. Later, Emek et
al. [11] developed a matching lower bound Ω(Dg).
Leader election problem for geometric radio net-
works was studied e.g., by Chung et al. [5] in the
case of mobile devices.
Communication problems are well-studied in the
setting of graph radio model, in which stations are
not necessarily deployed in a metric space. Due to
limited space and the fact that this research area is
not directly related to the core of this work, we re-
fer the reader to the recent literature on determinis-
tic [4, 7, 8, 13, 19, 20]. and randomized [2, 7, 19, 22]
solutions.
1.2 Our Results
The main result of this work is a deterministic and
distributed algorithm constructing a complex back-
bone distributed data structure, consisting of a com-
binatorial structure with local operations on it, that
considered in this work, and appeared more costly for D,∆ =
o(n) (unless an additional knowledge about locations of neigh-
bors is provided to every node).
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is aimed to support wireless global communica-
tion tasks; for brief description see Section 2, and
for detail implementation and properties we refer
the reader to Section 4. The construction is in
O(∆polylogn) rounds. The algorithm constructing
the backbone network use a novel concept of SINR-
selectors, which are specific efficient schedules for
ad hoc one-hop communication. We define and con-
struct them in Section 3.
Our work can be also viewed as a determin-
istic distributed implementation of a MAC layer,
introduced by Kuhn et al. [21], under the SINR
model. It also allows to transform several algo-
rithms designed for networks without interference to
the SINR wireless model, with an additive overheads
O(∆polylogn) (coming from spanning the backbone
data structure), and the number of required parallel
intra-cluster convergecast communication tasks mul-
tiplied by O(∆).
In many cases the number of such parallel local
convergecasts can be lowered to polylogn or even
a constant. As examples, we show that this can be
done for the problems of leader election and multi-
broadcast (with small messages), and result in almost
optimal deterministic distributed O(D+∆polylogn)-
round and O(k+D+∆polylogn)-round algorithms,
respectively, c.f., Section 5. They are shown to be
optimal in the SINR model up to a polylogarithmic
factor, i.e., they require Ω(D+∆) and Ω(k+D+∆),
respectively, c.f., Section C. In particular, for the pur-
pose of multi-broadcast protocol we can transform a
property of greedy geometric routing, proved for net-
works without collisions in [6], to the SINR model.
2 Model and Notation
Throughout the paper, N denotes the set of natural
numbers and Z denotes the set of integers. For i, j ∈
N, we use the notation [i, j] = {k ∈N | i≤ k≤ j} and
[i] = [1, i].
We consider a wireless network consisting of n
stations, also called nodes, deployed into a two di-
mensional Euclidean space and communicating by a
wireless medium. All stations have unique integer
IDs in set [N], where N is an integer model param-
eter. Stations are denoted by letters u,v,w, which
simultaneously denote their IDs. Stations are lo-
cated on the plane with Euclidean metric dist(·, ·),
and each station knows its coordinates. Each station
v has its transmission power Pv, which is a positive
real number. There are three fixed model parameters:
path loss α > 2, threshold β ≥ 1, and ambient noise
N ≥ 1. The SINR(v,u,T ) ratio, for given stations
u,v and a set of (transmitting) stations T , is defined
as follows:
SINR(v,u,T ) =
Pv
dist(v,u)α
N +∑w∈T \{v} Pwdist(w,u)α
(1)
In the Signal-to-Interference-and-Noise-Ratio
model (SINR) considered in this work, station u
successfully receives, or hears, a message from
station v in a round if v ∈ T , u /∈ T , and:
• SINR(v,u,T ) ≥ β , where T is the set of sta-
tions transmitting at that time, and
• Pvdist−α(v,u) ≥ (1+ ε)βN ,
where ε > 0 is a fixed sensitivity parameter of the
model. The above definition is common in the liter-
ature, c.f., [18].†
In the paper, we make the following assumptions
for the sake of clarity of presentation: β = 1, N = 1.
In general, these assumptions can be dropped with-
out harming the asymptotic performances of the pre-
sented algorithms and lower bounds formulas. (Each
time when these values may have an impact on the
actual asymptotic complexity of algorithms or lower
bounds, we will discuss it in the paper.)
Ranges and uniformity. The communication range
rv of a station v is the radius of the circle in which
a message transmitted by the station is heard, pro-
vided no other station transmits at the same time.
A network is uniform when ranges (and thus trans-
mission powers) of all stations are equal, or nonuni-
form otherwise. In this paper, only uniform net-
works are considered. For clarity of presentation we
make an assumption that all powers are equal to 1,
i.e., Pv = 1 for each v. The assumed value 1 of Pv
can be replaced by any fixed positive value with-
out changing asymptotic formulas for presented al-
gorithms and lower bounds. Under these assump-
tions, rv = r = (1+ ε)−1/α for each station v. The
range area of a station with range r located at point
(x,y) is defined as a ball of radius r centered at (x,y).
†The first condition is a straightforward application of the
SINR ratio, comparing strength of one of the received signals
with the remainder. The second condition enforces the signal
to be sufficiently strong in order to be distinguished from the
background noise, and thus to be decoded.
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Communication graph and graph notation. The
communication graph G(V,E), also called the reach-
ability graph, of a given network consists of all net-
work nodes and edges (v,u) such that u is in the range
area of v. Note that the communication graph is sym-
metric for uniform networks, which are considered
in this paper. By a neighborhood Γ(u) of a node u
we mean the set of all neighbors of u, i.e., the set
{w |(w,u) ∈ E} in the communication graph G(V,E)
of the underlying network. The graph distance from
v to w is equal to the length of a shortest path from
v to w in the communication graph (where the length
of a path is equal to the number of its edges). The ec-
centricity of a node is the maximum graph distance
from this node to all other nodes (note that the ec-
centricity is of order of the diameter if the communi-
cation graph is symmetric — this is also the case in
this work).
We say that a station v transmits c-successfully in
a round t if v transmits a message in round t and
this message is heard by each station u in a distance
smaller or equal to c from v. We say that a station
v transmits successfully in round t if it transmits r-
successfully, i.e., each of its neighbors in the com-
munication graph can successfully receive its mes-
sage. Finally, v transmits successfully to u in round t
if v transmits a message in round t and u successfully
receives this message.
Synchronization. It is assumed that algorithms
work synchronously in rounds, each station can ei-
ther act as a sender or as a receiver in a round. All
stations are active in the beginning of computation.
Collision detection and channel sensing. We con-
sider the model without collision detection, that is,
if a station u does not receive a message in a round
t, it gets no information from the physical wireless
layer whether any other station was transmitting in
that round and about the value of SINR(v,u,T ), for
any station u, where T is the set of transmitting sta-
tions in round t.
Communication problems and complexity pa-
rameters. We consider two global communica-
tion problems: leader election and multi-broadcast.
Leader election is defined in the following way: ini-
tially all stations of a network have the same status
non-leader and the goal is for all nodes but one to
keep this status and for the remaining single node to
get the status leader. Moreover, all nodes must learn
the ID of the leader.
The multi-broadcast problem is to disseminate k
distinct messages initially stored at arbitrary nodes,
to the entire network (it is allowed that more than
one message is stored in a node).
As a generic tool for these and possibly other
global communication tasks, we design a determin-
istic distributed algorithm building a backbone data
structure, which is a connected dominating set (i.e.,
a connected subgraph such that each node is ei-
ther in the subgraph or is a neighbor of a node in
the subgraph, also called a CDS) with constant de-
gree, constant approximation of the size of a small-
est CDS, and diameter proportional to the diameter
of the whole communication graph. Additionally,
our algorithm organizes all network nodes in a graph
of local clusters, and computes efficient schedules
for inter- and intra-cluster communication. More
precisely: the computed inter-cluster communication
schedule works in contact number of rounds and can
be done in parallel without a harm from the inter-
ference to the final result, similarly as broadcasting
intra-cluster schedules; the convergecast intra-cluster
operations, although can be done in parallel, require
Θ(∆) rounds, where ∆ is the upper bound on the node
For the sake of complexity formulas, in the analy-
sis we consider the following parameters: n, N, D, ∆
where: n is the number of nodes, [N] is the range of
IDs, D is the diameter and ∆ is the upper bound on
the degree of a station in the communication graph
(i.e., roughly, the inverse of the lower bound on the
density of nodes).
Messages. In general, we assume that a single mes-
sage sent in the execution of any algorithm can carry
a single rumor (in case of multi-broadcast) and at
most logarithmic, in the size of the ID range N, num-
ber of control bits.
Knowledge of stations Each station knows its own
ID, location, and parameters N, ∆. We assume that
stations do not know any other information about the
topology of the network at the beginning of the exe-
cution of an algorithm.
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3 Technical Preliminaries and
SINR-Selectors
Given a parameter c > 0, we define a partition of the
2-dimensional space into square boxes of size c× c
by the grid Gc, in such a way that: all boxes are
aligned with the coordinate axes, point (0,0) is a grid
point, each box includes its left side without the top
endpoint and its bottom side without the right end-
point and does not include its right and top sides. We
say that (i, j) are the coordinates of the box with its
bottom left corner located at (c · i,c · j), for i, j ∈ Z.
A box with coordinates (i, j) ∈ Z2 is denoted C(i, j).
As observed in [9, 10], the grid G
r/
√
2 is very useful
in design of algorithms for geometric radio networks,
provided r is equal to the range of each station. This
follows from the fact that r/
√
2 is the largest param-
eter of a grid such that each station in a box is in
the range of every other station in that box. In the
following, we fix γ = r/
√
2, where r = (1+ ε)−1/α ,
and call Gγ the pivotal grid. If not stated otherwise,
our considerations will refer to (boxes of) Gγ .
Two boxes C,C′ are neighbors if there are sta-
tions v ∈C and v′ ∈C′ such that edge (v,v′) belongs
to the communication graph of the network. For a
station v located in position (x,y) on the plane we
define its grid coordinates with respect to the grid
Gc as the pair of integers (i, j) such that the point
(x,y) is located in the box C(i, j) of the grid Gc (i.e.,
ic ≤ x < (i+ 1)c and jc ≤ y < ( j+ 1)c). Moreover,
box(v) =C(i, j) for a station v with grid coordinates
(i, j). If not stated otherwise, we will refer to grid
coordinates with respect to the pivotal grid.
A (classical) communication schedule S of length
T wrt N ∈ N is a mapping from [N] to binary se-
quences of length T . A station with identifier v ∈ [N]
follows the schedule S of length T in a fixed period
of time consisting of T rounds, when v transmits a
message in round t of that period iff the tth position
of S (v) is equal to 1.
A geometric communication schedule S of length
T with parameters N,δ ∈ N, (N,δ )-gcs for short, is
a mapping from [N]× [0,δ −1]2 to binary sequences
of length T . Let v ∈ [N] be a station whose grid
coordinates with respect to the grid Gc are equal to
(i, j). We say that v follows (N,δ )-gcs S for the
grid Gc in a fixed period of time, when v transmits
a message in round t of that period iff the tth posi-
C
u
v
w
z
Figure 1: If v,w,z are in the range are of u, then boxes
containing v,w, and z are neighbors of C.
tion of S (v, i mod δ , j mod δ ) is equal to 1. A set
of stations A on the plane is δ -diluted wrt Gc, for
δ ∈ N \ {0}, if for any two stations v1,v2 ∈ A with
grid coordinates (i1, j1) and (i2, j2), respectively, the
relationships (|i1 − i2| mod δ ) = 0 and (| j1 − j2|
mod δ ) = 0 hold. Since we will usually apply di-
lution to the pivotal grid, it is assumed that all ref-
erences to a dilution concern that grid, unless stated
otherwise.
Let S be a classical communication schedule S
wrt N of length T , let c > 0 and δ > 0, δ ∈ N. A
δ -dilution of S wrt (N,c) is a (N,δ )-gcs (geomet-
ric communication schedule) S ′ of length T ·δ 2 de-
fined such such that the bit (t − 1)δ 2 + aδ + b of
S ′(v,a,b) is equal to 1 iff the bit t of S (v) is equal
to 1. In other words, each round t of S is parti-
tioned into δ 2 rounds (t,a,b) of S ′ indexed by pairs
(a,b) ∈ [0,δ −1]2, such that a station with grid coor-
dinates (i, j) in Gc is allowed to send messages only
in rounds (t, i mod δ , j mod δ ), provided schedule
S admits a transmission of this station in its round t.
Observe that, since ranges of stations are equal to
the length of diagonal of boxes of the pivotal grid, a
box C(i, j) can have at most 20 neighbors (see Fig-
ure 1). We define the set DIR ⊂ [−2,2]2 such that
(d1,d2) ∈ DIR iff it is possible that boxes with coor-
dinates (i, j) and (i+d1, j+d2) can be neighbors.
A set of stations A on the plane is δ -diluted wrt Gc,
for δ ∈ N, if for any two stations v1,v2 ∈ A with grid
coordinates (i1, j1) and (i2, j2), respectively, the rela-
tionships |i1− i2| mod δ = 0 and | j1− j2| mod δ =
0 are satisfied.
Proposition 1. For each α > 2 (α = 2, resp.) there
exists a constant d (d = O(logn), resp.) such that
the following property is satisfied:
Let A be a δ -diluted, wrt the pivotal grid Gγ , set
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of stations on the plane such that δ ≥ d and each
box contains at most one element of A. Then, if all
elements of A transmit messages simultaneously in
the same round t and no other station is transmitting,
each of them transmit successfully.
The correctness of the above proposition simply
follows from the fact that ∑∞i=1 1/iσ = O(1) for each
σ > 1, and ∑ni=1 1/i = O(logn) for n∈N (these sums
appear when one evaluates maximal possible inter-
ference generated by other elements of A to a box
containing any v ∈ A).
Definition 1 (SINR selector). A (N,δ )-gcs S , for
N,δ ∈ N, is a (N,δ ,∆,ε)-SINR-selector if for each
set A of m ≤ N stations with IDs in the range [N],
located on the plane such that at most ∆ stations are
located in each cell of the pivotal grid, it satisfies the
following properties:
(a) At least ε · |A| stations from A broadcast success-
fully during the execution of S .
(b) Let B ⊆ A be the set of such elements v ∈ A that
v is not the only element of box(v) which belongs to
A. Then, at least ε · |B| stations from B broadcast
successfully during the execution of S .
Lemma 1. For each N ∈N and ∆≤N, there exists a
(N,δ ,∆,1/2)-SINR-selector S of size: O(∆ log2 N)
for α > 2, and O(∆ log3 N) for α = 2, where δ =
O(logN). Moreover, S is a δ -dilution of some clas-
sical communication schedule.
The proof of Lemma 1 is given in Appendix A. It
is based on the probabilistic method. Consider a ran-
domly generated classical communication schedule
S, such that each v ∈ [N] is chosen to be a transmitter
in round i with probability 1∆ . The goal is to show
that it satisfies the properties of a SINR-selector af-
ter applying d-dilution with appropriately chosen d.
Unfortunately, unlike in radio networks, it is not suf-
ficient to prove that a station v is the only (success-
ful) transmitter in the ball of radius r centered at
v. Technical challenge here is to deal with interfer-
ences going from stations located in other (even dis-
tant) boxes, even thought in expectation there are not
many of them. We deal with this issue by bounding
the probabilities that many boxes may contain more
than 2i transmitting stations, for growing values of i,
and calculating probabilities of large interferences
using these bounds. Although for a particular box
it might be the case that the fraction of successfully
transmitting stations from this box is small, we can
still prove a global bound on the number of success-
fully transmitting stations from the whole considered
set A.
4 Backbone Structure & Algorithm
In this section we describe a method of building a
backbone network, a subnetwork of an input wireless
network which acts as a tool to perform several com-
munication tasks. More precisely, given a network
with a communication graph G, we build its subnet-
work H which satisfies the following properties:
P1 : the stations of H form a connected dominating
set of G;
P2 : the number of stations in H is O(m), where m
is the size of the smallest connected dominating
set of G;
P3 : each station from G is associated with exactly
one its neighbor that belongs to H (its leader).
Moreover, we design protocols with the following
characteristics:
A1 : a protocol simulating one round of a message
passing network on H in a multi-round, which
consists of constant number of rounds; more
precisely, this protocol makes possible to ex-
change messages between each pair of neigh-
bors of H in one multi-round; moreover, each
message received by a station v ∈ H is success-
fully broadcasted to all stations associated with
v (i.e., stations for which v is the leader);
A2 : a protocol which, assuming that each station v
has its own message, makes possible to trans-
mit message of each station to its leader in O(∆)
rounds, where 1/∆ is the density of the network.
Above, by designing a protocol we mean a dis-
tributed algorithm during which each stations learns
its behavior in execution of the designed protocol.
Our algorithms performing the above tasks
strongly rely on SINR-selectors. The algorithm first
elects leaders in boxes of the pivotal grid (LOCAL
LEADER ELECTION), then these leaders acquire
knowledge about stations in their boxes and their
neighbors (in the communication graph (LOCAL
LEADER ELECTION and NEIGHBORHOOD LEARN-
ING) and finally a constant number of stations are
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added in each box (of the pivotal grid) to these lead-
ers in order to form the network H satisfying stated
above properties (INTER-BOX COMMUNICATION).
Below, we describe these phases of the algorithm in
more detail. We assume that the inverse of density
∆ is known to all stations of a network. We make
a simplifying assumption that if at most one station
from each box of the pivotal grid transmits in a round
t, then each such transmission is successful. Due
to Proposition 1, one can achieve this property us-
ing dilution with constant parameter, which does not
change the asymptotic complexity of our algorithm.
We also use the parameter δ which corresponds to
the dilution parameter from Lemma 1.
LOCAL LEADER ELECTION. The goal of this
phase is to choose the leader in each nonempty
box of the pivotal grid (i.e., each box containing at
least one station of G). Each station v has a local
variable st(v) denoting its state. At the beginning
each st(v) = active for each station. Our algorithm
consists of logN repetitions of (N,δ ,∆,1/2)-SINR-
selector S. After each round t of the algorithm, each
station v which can hear a message in t sent by a
station u ∈ box(v) changes its state to passive. Af-
ter logN executions of (N,δ ,∆,1/2)-SINR-selector,
each station v such that st(v) =active changes its state
to leader and becomes the leader of its box.
Let M(i) be the set of stations which, after the ith
execution of the SINR-selector S, are in state active
and they are located in boxes which contain at least
two stations in state active at this time.
Proposition 2. For each i∈ [log N], either |M(i)|= 0
or |M(i)| ≤ |M(i−1)|/2.
Proof. Let canonical execution of S be an execution
in which the set of stations participating during the
execution does not change. The properties of S imply
that the set X of stations from M(i−1) which trans-
mit successfully during the ith execution of S has at
least |M(i−1 = |/2 stations. Let X = X1∪X2, where
X1 contains those stations which became passive be-
fore having a successful transmission in S, and X2 =
X \X1. Note that each v∈X2 does not belong to M(i),
since all stations in box(v) except of v become pas-
sive after a successful transmission of v. On the other
hand, stations from X1 does not belong to M(i), since
they are in state passive. Thus, M(i) ⊆ M(i− 1) \X
and therefore |M(i)| ≤ |M(i−1)|/2.
Lemma 2. After logN application of SINR-
selector S during LOCAL LEADER ELECTION,
there is exactly one station in state leader in each
nonempty box.
Proof. Observe that |M(0)| ≤ N and therefore, by
Proposition 2, |M(logN)|= 0. Thus, there is no box
with more than one active station at the end of the
algorithm.
It remains to verify that each nonempty box has
a station in state active at the end of the algorithm.
However, note that the number of active stations in a
box in a particular round t may decrease only in the
case that at least one station in that box is transmit-
ting in t. Thus, this station remains active. Therefore,
it is not possible that a nonempty box has no station
in state active at the end of the algorithm.
LOCAL LEARNING. The goal of this phase is to as-
sure that each leader of a box gets knowledge about
all stations in its box and shares this knowledge with
these stations. To this aim, we execute the SINR-
selector S on the set of non-leaders logN times. And,
the leaders send confirmation messages after each
round of the selector if they can hear a message from
their boxes. And in turn, stations which receive con-
firmation get passive. Moreover, leaders (and other
stations) store counters of confirmed stations from
their boxes and arrays containing IDs of confirmed
stations. Below, we describe this in more detail.
Algorithm 1 LOCAL LEARNING
1: for each station v: if st(v) 6=leader, then
st(v)←active;
2: Repeat logN times the SINR-selector S. In each
round, only stations in the state active can send
messages. Each round t of the selector is fol-
lowed by round t ′, in which each station v runs
the following instructions:
3: if st(v) =leader, box(v) = C and v received a
message from u ∈C in t then
4: count ← count +1
5: set[count]← u
6: send a message (u,count), containing the ID
u, the coordinates of u and the value of count.
After the round t ′, each station w which receives
a message from the leader of its box, updates its
local copies of count and set appropriately.
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The properties of S and an analysis similar to the
analysis of the phase LOCAL LEADER ELECTION
directly imply the following result.
Lemma 3. After LOCAL LEARNING each station
knows all stations located in its box, stored in its ar-
ray set[1,count].
NEIGHBORHOOD LEARNING. Note that leaders of
boxes form a “backbone” which is a dominating set
of the communication graph. In fact such a dominat-
ing set is at most |DIR|+ 1 = 21 times larger than a
smallest dominating set (since each station v can be
only in range of stations located in box C = box(v)
and boxes in directions (d1,d2) ∈ DIR from C). Our
goal is to add a constant number of stations from
each nonempty box in order to guarantee connectiv-
ity of our backbone and make efficient communica-
tion inside the backbone possible. To this aim we
first design a communication schedule which gives
each station some knowledge about neighbors of
each station in its box. This is achieved by allowing
that, given a box C, each station from C sends a mes-
sage in different round. Thus, each such message is
received by all neighbors of the transmitting station
(due to dilution). Moreover, each station adds loca-
tions and IDs of all stations from which it receives
messages to (stored locally) the set of its neighbors.
Given a box C(i, j) and (d1,d2)∈DIR, the key infor-
mation for us is whether and which stations from C
have neighbors in the box C(i+ d1, j + d2). There-
fore, we repeat the second time this procedure in
which each station in each box transmits separately.
This time each station v attaches to its messages
D(v), which is the set of directions from DIR de-
scribing boxes in which v has neighbors, and for each
such direction (d1,d2), it attaches twin(d1,d2(v), the
smallest ID of such a neighbor‡. Thanks to that, this
information is spread in the whole box(v). Given this
information, stations “responsible” for communica-
tion with other boxes are chosen in each box.
‡We do not allow a station to send information about all its
neighbors in order to keep messages small, of size O(logN).
Algorithm 2 NEIGHBORHOOD LEARNING
1: Each station v sets: Γ(v) = /0
2: for each station v do
3: for i = 1,2, . . . ,∆ do
4: if v = set[i] then
5: v sends a message,
6: else if v can hear u:Γ(v)← Γ(v)∪{u}
7: for each station v do
8: for i = 1,2, . . . ,∆ do
9: if v = set[i] then v sends D(v).
10: if v can hear D(u) then v stores it.
11: for (d1,d2) ∈ DIR and v ∈C(i, j) do
12: C′←C(i+d1, j+d2)
13: nb(d1,d2) ←{u ∈C |u has neigh.in C′}
14: if nb(d1,d2) 6= /0: sC(d1,d2) ←min(nb(d1,d2))
15: rC
′
(−d1,−d2) ← twin(d1,d2)(v).
16: sC(d1,d2) sends a message to r
C′
(−d1,−d2).
Note that each station can perform computation
from line 10-14 independently using information re-
ceived in the first two loops. All stations of type
sC(d1,d2) and r
C
(d1,d2) are added to the backbone H (ex-
cept of leaders of all boxes). The idea is that the task
of sC(d1,d2) (senders) is to send a message from the box
C to the box C′ located in direction (d1,d2) from C,
while the task of rC′(−d1,−d2) (receivers) is to broadcast
this message to all stations in C′.
Simulation of message passing model inside the
backbone. Now, we define multi-round which con-
sists of |DIR| · (δ ′)2 actual rounds of our network,
where δ ′ corresponds to the parameter δ from Propo-
sition 1.
Algorithm 3 Multi-round
1: for each station v do
2: if st(v) = leader then v sends a message;
3: for (d1,d2) ∈ DIR do
4: for each station v do
5: Round 1: if (v = sbox(v)
(d1,d2)):
6: send a mess.;
7: Round 2: if (v = rbox(v)(−d1,−d2)):
8: send a mess. received in Round 1;
Note that, since at most one station from each box
is sending a message, each stations is transmitting
successfully. Moreover, since each station from H is
sending during a multi-round, each station can (suc-
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cessfully) send a message to all its neighbors in H
during a multi-round. Below, we formulate a corol-
lary emphasizing the fact that our backbone provides
possibility of communication in a graph whose ver-
tices correspond to boxes of the pivotal grid and
edges connecting boxes which are neighbors in a net-
work (see definition of neighborhood of boxes and
Figure 1).
Corollary 1. Assume that all stations in box C know
the same message, for each box of the pivotal grid.
During a multi-round, a message from C can be
transmitted to all stations in C′ for each pair of sta-
tions (C,C′) that are neighbors in the underlying net-
work.
Theorem 1. The backbone H satisfying properties
P1−P3 and protocols satisfying A1,A2 can be build
in time O(∆polylog(N)).
5 Applications of Backbone
In this section two examples of applications of the
backbone structure are presented. First, we present a
leader election algorithm GlobalLeader, where each
station initially knows only its own ID, N, and ∆.
This algorithm uses the backbone structure in order
to choose local leaders in boxes of the pivotal grid.
Then, using multi-rounds defined for the backbone
structure, we can simulate model of ad hoc broad-
cast networks without interference. Therefore, our
leader election algorithm works in this model, and
the main emphasis is on completing leader election
task in short time and with small size messages, as-
suming that the diameter of the network is initially
unknown to stations. Finally, using the backbone
structure and additional information acquired during
leader election algorithm, we show an efficient algo-
rithm for multi-broadcast.
Below, we describe our leader election algorithm.
First, we execute an algorithm which builds the back-
bone H of the communication graph G.
After the part LOCAL LEARNING of backbone
construction, each station v knows IDs of all stations
in its box box(v) (see Lemma 3). So, assume that
the station with the smallest ID in a box is the leader
of that box (known to all stations in the box, as we
observed). And, our goal is to elect the leader of the
network among leaders of boxes. Then, using Corol-
lary 1, we can express our algorithm in terms of com-
munication in the graph, whose vertices are boxes
of the pivotal greed and edges connect boxes which
are neighbors in the underlying network. Moreover,
using properties of multi-rounds, we can guarantee
that each two boxes C,C′ which are neighbors ex-
change messages during one multi-round. With each
nonempty box C we associate the following variables
(which may be stored in local memories of all sta-
tions from the backbone H located in C):
• ld(C), initially equal to the ID of the local leader
of C;
• st(C), initially equal to forward, and in gen-
eral can be set to one of the values: forward,
wait-back, back, wait-conf, confirm, stop;
• sets pred(C) and succ(C), initially empty.
Our leader election algorithm GlobalLeader consists
of consecutive repetitions of multi-rounds. However,
only boxes in some specified states send messages
during a multi-round. Moreover, at the end of each
multi-round, each box updates its local variables.
The important issue to deal with is to guarantee that
all boxes know, as early as possible, that leader is
already elected and can finish the computation.
The idea is that each box initially holds a token
containing the value of its leader. The box in state
forward sends the token with ID of its leader to its
neighbors and then moves to the state wait-back in
which it is waiting for confirmation that its leader
is elected as the leader in some subnetwork (spec-
ified later). However, if a station receives a token
with smaller ID than its current value ld(C), then it
changes its value of the leader, gets back to the state
forward and repeats the whole process. At the same
time, a directed acyclic graph G′ is formed defined by
variables pred and succ, where edges are (C1,C2) for
C2 ∈ succ(C1) and an edge (C1,C2) denotes the fact
that C2 received the current value ld(C2) from C1.
After receiving confirmation that ld(C) is the
leader of boxes following it in G′, C changes its state
to back in which it sends a message confirming the
fact that ld(C) is the leader of the subnetwork “fol-
lowing” it. And, C changes its state to wait-conf.
However, if a box is the source in G′, i.e. it has no
predecessor (pred(C) = /0), reception of back mes-
sage means that ld(C) is the leader of the whole net-
work already. And, C gets the state confirm in which
it initiates flooding of the confirm message inform-
ing other stations that the process of leader election
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is finished. Other stations enter the confirm state af-
ter receiving confirm message from the predecessors.
Now, we describe these ideas in more detail. Our
algorithm consists of phases, where each phase con-
sists of two multi-rounds, each multi-round followed
by updates of local variables of boxes. On the basis
of received messages, box C changes its local vari-
ables and transmit information about changes in the
second multi-round. We describe this for a box C:
Algorithm 4 Multiround 1 of a phase
1: if st(C) ∈ {forward,back,confirm} then
2: C sends st(C), ld(C) to its neighbors
Algorithm 5 Updates after multiround 1
1: l ←minC′∈Γ(C)(ld(C′))
2: if l < ld(C) then
3: st(C)← forward
4: ld(C)← l
5: pred(C)←{C′ ∈ Γ(C) | ld(C′) = l}
6: else:
7: CASE (st(C)):
8: forward: st(C)← wait-back
9: wait-back:
10: D ←{C′ ∈ succ(C) |C′ sent (back, ld(C))}
11: if D = succ(C) then
12: if (succ(C) = Γ(C)): st(C)← confirm
13: else st(C)← back
14: back: st(C)← wait-conf
15: wait-conf:
16: if C received (confirm, ld(C)) from each C′ ∈
pred(C) then st(C)← confirm
17: confirm: st(C)← stop
18: END CASE
Algorithm 6 Multiround 2 and updates after it
1: C sends pred(C) to each its neighbor;
2: succ(C)← /0
3: for each C′ such that C ∈ pred(C′) do
4: succ(C)← succ(C)∪{C′}
Formal analysis of our algorithm is postponed to
Appendix B, where the following theorem is proved.
Theorem 2. The algorithm GlobalLeader finishes
leader election in O(D+∆polylogn) rounds, where
D is the diameter of the underlying network.
We complement the above result by a lower
bound, which leaves only a poly-logarithmic gap in
complexity. Interestingly, it also holds for random-
ized algorithms. Here, we say that a randomized
algorithm works in time f (n), where n is the size
of a network, if it finishes its computation (on ev-
ery network) in f (n) rounds with probability at least
1− τ(n), where τ(n) = o(1).
Theorem 3. Each (randomized) algorithm solving
leader election problem works in Ω(∆+D) rounds
in the worst case.
The proof of Theorem 3 is presented in Appendix C.
Finally, using the backbone structure and the
leader election algorithm, we efficiently solve the
multi-broadcast problem. Initially, k distinct mes-
sages are located in various stations of a network,
and the values N and ∆ are known to each station
(while k and D are not known to them). Our algo-
rithm uses the backbone and the edges defined by
sets pred(C)/succ(C) constructed during algorithm
GlobalLeader to broadcast messages located in each
box to all stations located in that box and to build
a tree T in a graph of boxes, whose root is set to
the box containing the leader of the network. Then,
all messages are gathered in the root of T and fi-
nally they are broadcasted from the root to the whole
tree by a simple flooding algorithm. The follow-
ing theorem characterizes efficiency of our solution;
the formal proof of this theorem is presented in Ap-
pendix D.
Theorem 4. There is an algorithm that finishes
multi-broadcast in O(D+ k+∆polylog(n)) rounds.
6 Conclusions and Extensions
It is worth noting that our algorithm constructing the
backbone is local in nature, and it tolerates a small
constant inaccuracy in the location data. In order to
avoid difficulties in construction of efficient SINR-
selector, it can be chosen randomly and verified for
correctness (it holds with large probability).
We have not specified exact complexities of algo-
rithms that rely on the size of SINR-selector, because
they depend on the actual value of the path loss pa-
rameter α . Since in our applications SINR-selector
are applied log N times, Lemma 1 implies that the
polylogn factor in the complexity formulas of our
algorithms is equal to log3 N for α > 2 and log4 N
for α = 2.
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Appendix
A Existence of Efficient Geometric
Selector: Proof of Lemma 1
Technical preliminaries. The following widely-
known facts will be used later in this section.
Lemma 4. The following equations hold:
1. (1−1/p)p ≥ 1/4 for 0 < p≤ 1/2;
2. (1−1/p)p ≤ 1/e for 0 < p < 1;
3. ∑∞i=1 1/iα = O(1) for each α > 1;
4. ∑ni=1 1/i = O(log n) for n ∈ N.
Lemma 5. (Chernoff bounds). Let X1, . . . ,Xn be in-
dependent Bernoulli random variables, and let X =
∑ni=1 Xi. Then,
1. For any ζ > 1 and µ ≥ E(X),
P(X ≥ ζ µ)<
(
e
ζ
)ζ µ
(2)
2. For any 0 < δ < 1 and µ ≤ E(X),
P(X < (1−δ )µ)< e− δ
2
2 µ (3)
We resume the proof of Lemma 1. In this proof
all references to (boxes of) the grid concern boxes of
the pivotal grid. We show the existence of the ap-
propriate geometric communication schedule using
the probabilistic method. We prove that there exists
a gcs satisfying property (a) from the definition of
SINR-selector. The proof for (b) can be obtained in
such a way that all stations from A\B are “ignored”
in the consideration and the possibility that they can
generate additional interference for reception of mes-
sages send by elements of B can be tackled by as-
suming that noise is increased to (1+ ε/2)N . One
can guarantee that the actual interference imposed by
elements of A on elements of B is actually at most
N ·ε/2 by increasing the parameter δ appropriately.
Then the original proof for (a) is applied, where the
sensitivity parameter in the definition of SINR is ε ′
such that
(1+ ε ′)(1+ ε/2)βN = (1+ ε)βN .
First, we build a classical communication schedule
S randomly. For each identifier v ∈ [1,N] and each
round j, the jth position of S (v) = 1 with probabil-
ity 1∆ and all such random choices are independent.
Notations introduced in this proof are summarized
in Table 1.
Table 1: Notations in the proof of Lemma 1 (con-
cerning the choice of St for t ∈ N).
Notation Definition
mi the number of stations in the
box Ci
Yi the number of transmitting
stations in the box Ci
Oi Ci is interesting, exactly one
station from Ci∩A′ sends
a message and no other station
from Ci∩A sends a message
X the number of boxes with one
station chosen (i.e. |{i |Yi = 1}|)
Z j |{i |Yi ∈ [2 j,2 j+1)}|; i.e., X = Z0;
Let A be any set of m ≤ N stations on the plane
such that at most ∆ stations are located in each cell
of the grid. Let A′ ⊂ A, |A′| = m/2. Let mi be the
number of elements of A in the cell Ci for i ∈ Z2.
Our goal is to show that, the following events ap-
pear simultaneously with relatively high probability
in each round of randomly chosen schedule (accord-
ing to the above distribution), regardless of the dis-
tribution of stations on the plane:
• there are many boxes (at least m/(128∆)) in
which exactly one station from A′ (and no sta-
tion from A\A′) transmits;
• there are relatively few boxes (at most 12i · m∆ ) in
which the number of transmitting stations from
A is in the range [2i,2i+1) for each i ∈ [1, log m];
The above two facts combined with the dilution pro-
cedure with appropriate parameters should guaran-
tee that there are relatively many stations transmit-
ting successfully in each round, with high probabil-
ity. Then, using the probabilistic method, we show
that there exists an appropriate SINR-selector.
We say that a box C is interesting iff the fraction of
the number of all elements of A′ in C to the number
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of elements of A in C is at least 14 . The relationship
|A′|= |A|/2 =m/2 implies that there are at least m/4
stations in interesting boxes.
Let us fix a round t. Let Oi be the event that: Ci is
interesting, exactly one station from Ci ∩A′ sends a
message in a round t and no other station from Ci∩A
sends a message in t. Given an interesting box Ci
with mi/4 ≤ m′i ≤ ∆ stations from A′, the probability
that Oi appears is
P(Oi) =
m′i
∆
(1− 1
∆
)mi−1 ≥ m
′
i
4∆
≥ mi
16∆ .
Let X be a random variable denoting the number of
cells in which the event Oi appears in t. Then,
E(X)≥ ∑
{i | i is interesting}
mi
16∆ ≥
m
64∆ .
Since the choice of transmitting stations in various
cells are independent, we obtain
P(X <
m
128∆ )< e
− m8·64·∆ (4)
by the Chernoff bound (3).
Now, our goal is to estimate (i.e., limit from
above) the number of cells which generate large
noise, i.e., the cells in which many stations from A
broadcast in a round. Let Yi be a random variable
denoting the number of broadcasting stations in the
box Ci in a fixed round (see Table 1). Certainly,
E(Yi) = mi∆ . Using the Chernoff bound (2), we have
P(Yi ≥ p ·E(Yi)) = P(Yi > p · mi∆ )<
(
e
p
) pmi
∆
for p > 1. Therefore
P(Yi ≥ 2 j) = P(Yi ≥ 2 j ∆
mi
· mi∆ )<
( emi
2 j∆
)2 j
(5)
for j ≥ 1. Let Z j denote the number of cells in a
round in which the number of broadcasting stations
is in the range [2 j,2 j+1). Using linearity of expecta-
tion, we obtain
E(Z j) = ∑
i
P(Yi ∈ [2 j,2 j+1))≤∑
i
P(Yi ≥ 2 j)
Thus, using (5), we obtain
E(Z j) ≤ ∑i
(
emi
2 j∆
)2 j
=
(
e
2 j∆
)2 j ·∑i m2 ji
≤ ( e2 j∆)2 j m∆ ·∆2 j
=
(
e
2 j
)2 j · m∆
(6)
The inequality in the above calculations follows from
the property ∑i m2 ji ≤ m∆ ·∆2
j
which is satisfied due to
the fact that 0 ≤ mi ≤ ∆ for each i and the function
f (x) = x2 j is convex for each j ≥ 0.
Now, we would like to estimate the probabilities
that the number of boxes with the number of trans-
mitting station in the interval [2 j,2 j+1) is larger than
m
∆ · 12 j . Since the choices of transmitting stations are
independent, we can use the Chernoff bound (2) once
again:
P(Z j ≥ m∆ · 12 j ) = P
(
Z j ≥
(
e
2 j
)2 j m
∆ ·
(
2 j
e
)2 j 1
2 j
)
<
(
e ·2 j · ( e2 j )2 j
)m
∆ · 12 j
≤
(
e2
2 j/2
)m/∆
< e−m/∆
(7)
for j > 10, thanks to (6). Since we concentrate on
the asymptotic analysis here, we do not worry about
finding accurate upper bound on the above probabil-
ity for j ≤ 10. Even if this probability is large, we
can diminish its impact by applying d-dilution for
some constant d.
Our goal is to show that, with (relatively) high
probability, there are many boxes with exactly one
transmitting stations from A′ and this station trans-
mits successfully (i.e., its message is heard by all its
neighbors, it is not scrambled by noise from other
boxes) First, let us assume that our input set A is d-
diluted for some d ∈ N. In such settings, we define a
noise heard in an nonempty box C in a round t is the
maximum (over all positions in C) of the power of all
stations transmitting in t, except stations located in C.
Given a cell C with p stations sending a message, we
would like to calculate the overall amount of noise
generated by C(k, j), heard in all nonempty boxes
(i.e., the sum of noises heard in all boxes C′(k′, j′) ex-
cept of C(k, j) such that their grid coordinates satisfy
|k′− k| mod d = 0 and | j′ − j| mod d = 0). This
noise is
O
(
∑∞i=1 p(di)α · (8i)
)
= O
(
8p∑i d−α i1−α
)
= O
( p
dα
)
(8)
for α > 2, since the number of boxes C′(k′, j′) such
that max(|k′− k|, | j′− j|) = di is ≤ 8i. Assume that
the number of boxes with the number of transmitting
stations in the range [2 j,2 j+1) is at most m∆2 j for each
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j ≤ logm. Then, the overall noise heard in the net-
work (i.e., the sum of noises in non-empty boxes) is
O
(
logm
∑
j=1
2 j+1
dα ·
m
∆2 j
)
= O
(
m
∆ ·
logm
dα
)
(9)
Therefore, if d > (c log n) 1α for large enough constant
c, the overall noise is at most m4·128·∆ . In such case, the
number of cells with noise greater than 1/2 is at most
m
2·128·∆ . According to (4) and (7), the probability that
(a) there are at least m128∆ boxes in which exactly
one station transmits; and
(b) there are at most m2·128·∆ boxes in which the
noise can prevent a successful transmission
is at least
1− e−m/∆ logm ≥ 1− e−m/2∆
for m ≥ 2∆ log log N and d-diluted configuration for
d > (c log m) 1α . Therefore the probability that there
are at least m128∆ successful transmissions is at least
1− e−m/2∆ as well.
Now, we are ready to show that there ex-
ists (N,d,∆,1/2)-SINR-selector of size O(∆ logN)
for d-diluted configurations (inputs), where d =
O(log1/α m). Contrary assume that it is not the case.
This assumption implies that the following event E
appears with probability 1:
there exists a set A of size m ≤ N and its
subset A′ of size m/2 such that no element
of A′ broadcasts successfully in O(∆ logN)
rounds.
Our goal is to obtain contradiction by showing that
this probability is smaller than 1. Therefore, we
would like to find a reasonable upper bound on the
number of possible choices of A and A′. However,
since A is determined not only by IDs of stations but
also by their positions on the plane, the actual num-
ber of choices is infinite for fixed N. Fortunately,
our analysis does not rely on the actual positions of
stations – it is only important which box a station be-
longs to. Moreover, our considerations are immune
on shifts of configurations. Finally, since the noise
decreases with increase of distance, we may assume
that all stations are located in a matrix of m×m boxes
which is d-diluted (i.e., consecutive rows/columns of
the matrix are separated by d = O(log1/α m) empty
rows/columns). Therefore, the probability of the
above defined event E is at most
∑Nm=1
(N
m
) ·m2m · ( m
m/2
)(
e−
m
2∆
)c∆ log N ≤
∑Nm=1 Nm ·mm · (2e)m/2 · e−cm log N/2 < 1
for large enough constant c, since:
• there are (N
m
)
possible choices of IDs for A of
size m;
• each element of A can occupy one of m2 boxes;
• A′ of size m/2 can be chosen in ( m
m/2
)
ways;
• the probability that no element of A′ transmits
successfully in a round is at most e− m2∆ .
Note that, up to this point, we build a classical com-
munication schedule since the random choices de-
pended only on IDs. In order to transform this
classical communication schedule working for d-
diluted instances into a SINR-selector, it is sufficient
to apply the dilution procedure with parameter d =
O((logn) 1α ) for arbitrary instances of the problem
(i.e., sets A) and S . This gives a (N,d,∆, 12)-SINR-
selector of size O(∆ logN · (log N) 2α ) = O(∆ log2 N),
provided α > 2. Recall that we proved that
these bounds hold under the assumption that m ≥
2∆ log logN. If m < 2∆ log log N, we can apply a
standard (n,k,ε)-selector of size O(∆ logN log log N)
from [3] (and interleave it with the selector provided
above).
Finally, if α = 2 then the noise calculated in (8) is
O(p logN/dα) (since ∑mi=1 = O(log N) and the over-
all noise calculated in (9) is O(m∆ · log
2 N
dα . Therefore,
in order to bound the noise from above by m32∆ , d =
O(logn) 2α is sufficient. Using d-dilution, we obtain a
SINR-selector of size O(∆ logN ·d2) = O(∆ log3 N).
B Analysis of leader election algo-
rithm
In this section we formally analyze algorithm Glob-
alLeader, that is, we prove Theorem 2.
Given a box C, we define span(C) as a directed
graph of boxes, where (C1,C2) is an edge iff C1 and
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C2 are neighbors and dist(C,C2) = dist(C,C1) + 1.
Note that span(C) is an acyclic graph. Moreover, we
define f ollowC(C1) as the set of vertices accessible
from C1 in span(C), i.e., C′ belongs to f ollowC(C1)
iff there exists a path from C1 to C′ in span(C).
Let l0(C) denote the initial value of ld(C) for a box
C, i.e., ID of the smallest station located in C.
The following properties follow from the imple-
mentation of Algorithms 4-6.
Proposition 3. At each step of the algorithm Global-
Leader and for each boxes C1,C2, it holds: ld(C1)≤
ld0(C1); C1 ∈ pred(C2) iff C2 ∈ succ(C1). Moreover,
if C1 ∈ pred(C2), then (C1,C2) is an edge in span(C),
where ld0(C) = ld(C1) (i.e., the current leader known
to C1 is located in C).
Now, we state and prove that a box C′ can get the
state back with a particular value of the leader only if
all elements of f ollowC(C′) were in this state before,
where C is a box which contains the station with ID
equal to ld(C′).
Proposition 4. Let C′ be a box such that ld(C′) =
ld0(C) and st(C′) = wait-back at the beginning of
(multi-)round t. Then, the box C′ changes its state
to back or confirm in round t iff each element C′′ ∈
f ollowC(C′) satisfies: st(C′′) = back and ld(C′′) =
l0(C) at t or earlier.
Proof. We prove this statement by induction wrt to
the size of f ollowC(C′). If | f ollowC(C′)| = 0, then
succ(C′) = /0 and therefore the statement is true (see
lines 10-13).
Now assume that the statement holds for each C′′
such that | f ollowC(C′′)| ≤ f and let | f ollowC(C′)|=
f + 1. The box C′ moves to back or confirm when
each element of succ(C′) is in state back. Since
succ(C′)⊆ f ollowC(C′), | f ollowC(C′′)| ≤ f for each
C′′ ∈ succ(C′). Thus, by inductive assumption, each
element of
f ollowC(C′) =
⋃
C′′∈succ(C′)
{C′′}∪ f ollow(C′′)
satisfies st(C′′) = back and ld(C′′) = l0(C) at t or ear-
lier.
The following lemma can be proved by simple in-
duction wrt to k.
Lemma 6. For each nonempty box C, the value of
ld(C) after k phases is equal to the minimum of val-
ues l0(C′) over all boxes C′ in distance at most k from
C in the graph G′.
Lemma 7. If st(C) ∈ {confirm,stop} then ld(C) is
equal to the smallest ID of stations in the network,
i.e., minC′(ld0(C′)).
Proof. Let l = minC′(ld0(C′)) and let C be the box
which contains the smallest leader, i.e., ld0(C) = l.
For the sake of contradiction, assume that there ex-
ists C′ 6= C and round t such that st(C′) = confirm
and ld(C′) 6= l in round t. Let t be the smallest such
round and let C′ be the box satisfying the above prop-
erties at round t. According to the algorithm, as no
box is in the state confirm before t, C′ moves to the
states confirm since all its neighbors are in state back
with leader equal to ld(C′) (see lines 10− 13). This
in turn implies that pred(C′) is empty and thus ld(C′)
is equal to its initial leader ld0(C′). Then, Proposi-
tion 4 implies that each box in f ollowC′(C′) was in
state back with leader equal to ld0(C′)) at t or earlier.
However, f ollowC′(C′) is equal to the whole graph.
Now, we get a contradiction, since box C cannot
change ld(C) to ld0(C′), since ld0(C)< ld0(C′).
The following lemma implies that each box can
finish algorithm after it enters state stop.
Lemma 8. If st(C) = stop after some phase then
st(C) will not change in the following phases.
Proof. Lemma 7 implies that a box C enters state
confirm only when ld(C) = minC′(ld0(C′)). Thus,
after entering confirm, the box C does not change its
leader ld(C) and therefore it can only change state
to stop. Thus, C can not change the state stop, since
its leader ld(C) is the smallest in the network then,
while it can leave stop only after receiving a smaller
value of the leader.
The following lemma combined with Lemma 8 di-
rectly implies the result stated in Theorem 2.
Lemma 9. Let ld0(C) = minC′(ld0(C′)) and let D =
maxC′(dist(C,C′)). Then, each box is in state stop
after 3D+1 phases.
Proof. The intuition is that the leader of C is spread
over the whole graph in a wave which gets vertices
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in distance d from C after d rounds. Then, the wave
of messages with the state back goes back to C. Fi-
nally, C initiates the third wave of transmissions with
confirm message. Formally, one can show by induc-
tion the following statements:
• ld(C′) = l0 for each box C′ after t phases for
each t ≥ D (by Lemma 6);
• st(C′) ∈ {back,wait-conf,confirm,stop} after
D + k + 1 phases for each box C′ such that
dist(C,C′) ≥ D− k; (note that a box C′ such
that f ollowC(C′) = /0 moves to the state back
directly after receiving l0);
• st(C) = confirm after 2D+1 phases;
• st(C′) = confirm after 2D + k + 1 phases for
each C′ such that dist(C,C′)≤ k.
C Lower Bound for Leader Election
In this section we prove the lower bound on time
complexity of leader election which holds also for
randomized algorithms, i.e., we prove Theorem 3.
First, we concentrate on deterministic algorithms
and we describe ideas leading to the actual formal
proof. Let A be an arbitrary algorithm for leader elec-
tion problem.
Recall that r = (1+ ε)−1/α is the largest distance
between two stations u,v such that if u is sending a
message, v can hear this message (provided interfer-
ences of other stations are small enough). Let us fix
the value of ∆. Now, we define Fd,∆ (or simply F ),
a family of networks on which we analyze the algo-
rithm A, where exact value of the constant d will be
specified later. Let:
• Z0 and Z1 be two sets of points on the plane,
where Zi = {zi,1, . . . ,zi,2∆−1}, for i ∈ [0,1], the
coordinates of z0, j are (( j−1) ·d,0) and the co-
ordinates of z1, j are (( j−1) ·d,r).
• ID of z0, j is j and ID of z1, j is 2∆+ j for j ∈
[2∆−1];
• d satisfies the inequality: 2∆d ≤ r.
r
Z0
Z1
d
z0,j
z1,j
Figure 2: An example of a network F(X0,X1) ∈ F for
∆ = 4. The positions of elements from X0 and X1 are
marked by large squares and large boxes, respectively.
That is, given a network with stations on positions
from Z0∪Z1, the sets of edges of its communication
graph consists of two cliques Z0 and Z1 and the sets
{{z0, j,z1, j}| j ∈ [2∆−1]}.
Let F(X0,X1) for Xi ⊆ Zi be a network which con-
sists of stations located on positions from X0∪X1 and
with IDs assigned to these points. For X ⊆ Zi, we de-
fine p(X) = { j |zi, j ∈ X}. The family F consists of
networks F(X0,X1) such that:
• Xi ⊆ Zi and |Xi|= ∆ for i ∈ [0,1];
• p(X0)∩ p(X1) = 1.
That is, the communication graph of F(X0,X1) ∈
F forms two clicks (X0 and X1) and one edge
{z0, j,z1, j}, where j is the only element of p(X0)∩
p(X1) (see Figure 2). As we show later, one can
choose the parameter d such that the following prop-
erties are satisfied for each network F(X0,X1) ∈ F
and each time step of any communication algorithm
(see Proposition 5):
(P1) If at least one station from Xi is sending a mes-
sage in round t, then the result of round t for
each v ∈ Xi is independent of the fact whether
(and how many) stations from X1−i are trans-
mitting messages in t.
(P2) If more than one station from Xi is sending a
message in round t, then this message is not re-
ceived by any station from X1−i.
By result of a round for a station v we mean here the
fact whether v receives or does not receive a message
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in the round and, in the former case, the actual mes-
sage received by v. Assuming that (P1) is satisfied,
each station from Xi for i ∈ [0,1] is not able to dis-
tinguish between the situation that the network con-
sists of Xi and the situation that the network consists
of X0 ∪X1 until the step in which a station from Xi
should receive a message from X1−i (according to the
specification of the algorithm). On the other hand, by
(P2), a message from X1−i can be received by a sta-
tion from Xi if exactly one station from X1−i is trans-
mitting in a round and no station from Xi is transmit-
ting in that round. Moreover, for each Xi ⊆ Zi, and
each x ∈ Xi, our family F contains a network which
contains Xi and such X1−i that x is the only element
of Xi whose message can be received by a station of
X1−i. Therefore, in the worst case, an algorithm can
not gain a knowledge whether X1−i is empty or not
until each station from Xi sends a message as the only
element of Xi. However, this requires Ω(∆) rounds.
Below, we formalize this intuition, but first we show
that one can choose d such that (P1) and (P2) are sat-
isfied.
Proposition 5. For each ∆, one can choose d such
that properties (P1) and (P2) are satisfied.
Proof. Observe that the distance between zi, j1 and
z(1−i), j2 for i ∈ [0,1] and j ∈ [2∆ − 1] is smaller
than r+2∆. Let F(X0,X1) and { j} = p(X0)∩ p(X1)
(i.e, {z0, j,z1, j} is the only edge between X0 and X1
in the communication graph). If more than one
element of X1−i is sending a message the value
SINR(z1−i, j,zi, j,T ) is smaller than
1
rα
1+
( 1
r+2∆·d
)α
which is smaller than one provided d <(
(1/ε)1/α − (1/(1+ ε))1/α)/(2∆). (Recall that
r = (1/(1+ ε))1/α .) This proves (P2).
Now, we prove (P1). First, assume that no station
from X1 is transmitting a message and compute SINR
for x ∈ X0 and a round t. Then, the closest to x trans-
mitting station is in distance id for i ∈ [1,2∆− 1),
the remaining transmitting stations located to the left
of x are in distances { j · d | j ∈ J1} from x and the
remaining transmitting stations located to the left
of x are in distances { j · d | j ∈ J2} from x, where
J1,J2 ⊆ [2∆−1). Let
S0 = 1(id)α −β (N +∑ j∈J1∪J2 1( jd)α )
= −βN +d−α
(
1
iα −β ∑ j∈J1∪J2 1jα
)
.
Then, x receives a message iff S0 > 0.
Let I = {(i,J1,J2) | i ∈ [2∆],J1,J2 ⊆ [2∆)}. Let
C0 = {(i,J1,J2) |(i,J1,J2) ∈I ,
1
iα −β ∑ j∈J1∪J2 1jα = 0}
and c2 = min(i,J1,J2)∈I \C0(| 1iα −β ∑ j∈J1∪J2 1jα |).
Note that stations from X1 can add to the
amount of interferences/noise S0 at most the factor
−βN (1+ ε)∆. Let c1 =−βN (1+(1+ ε)∆), i.e.,
c1 accumulates the noise and the largest possible in-
terference generated by stations from X1. Thus, x
receives a message iff S1 > 0, where S1 satisfies S0 ≥
S1 ≥−c1+d−α ·
(
1
iα −β ∑ j∈J1∪J2 1jα
)
. Finally, let us
choose any d satisfying the inequality d−α c2 ≥ 2c1,
say d =
(
c2
2c1
)1/α
.
Our goal is to show that the additional interference
does not change the fact whether x receives the mes-
sage. Consider two cases:
1. 1iα −β ∑ j∈J1∪J2 1jα ≤ 0
Then, S0 < 0 and therefore S1 ≤ S0 < 0
2. 1iα −β ∑ j∈J1∪J2 1jα > 0
Then S1 ≥−c1+d−αc2 = c1 > 0 and S0 ≥ S1 >
0.
Now, we formalize the idea that the algorithm A
needs linear time wrt to ∆ in order to finish leader
election.
For the sake of contradiction assume that A per-
forms leader election in time ≤ ∆/3. Given a net-
work F(X0,X1) ∈ F we say that a station x ∈ Xi
serves F(X ,Y ) if there is a round t ≤ ∆/3 such that:
• no message from X j is received by any station
of X1− j in rounds 1,2, . . . , t−1 for j ∈ [0,1];
• a message transmitted by x in round t is received
by a station from X1−i.
The set X0 serves a network F(X0,X1) if some x ∈ X
serves F(X0,X1). A network F(X0,X1) is served if it
is served by X0 or by X1.
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Proposition 6. If A finishes leader election in ∆/3
rounds then, for each network F(X0,X1), either X0
or X1 serves this network.
Proof. Assume that there is a network F(X0,X1)
which is not served by X0 nor by X1. W.l.o.g. assume
that the leader choosen by A in F(X0,X1) belongs to
X0. Then, after ∆/3 rounds, the stations from X1 can-
not distinguish between the network F(X0,X1) and
the network which contains merely stations from X1.
Thus, no leader is elected in the latter case up to the
round ∆/3.
Observe that, according to the construction of the
family F and properties (P1), (P2):
• each set Xi ⊆ Zi of size ∆ serves at most ∆/3
networks;
• there are (2∆−1∆ ) ·∆ networks in F ;
• there are 2·(2∆−1∆ ) sets X such that F(X ,Y )∈F
or F(Y,X) ∈F for some Y .
Therefore, by a simple counting argument, there
are at most 2 · (2∆−1∆ ) · ∆/3 networks which are
served and therefore at least
(2∆−1
∆
) · ∆/3 networks
F(X0,X1) ∈ F such that F(X0,X1) is not served
Thus, by Proposition 6, we get a contradiction with
the assumption that A finishes leader election in ∆/3
rounds.
Now, consider a randomized algorith A′. The
probability that the leader is elected in ∆/3 rounds
in a network F(X ,Y )∈F is bounded from above by
the probability that the network F(X ,Y ) is served.
Our goal is to show that there exists a network
F(X ,Y ) which is not served with constant probabil-
ity. If this is the case, A′ finishes its computation in
≥∆/3 rounds with constant probability and therefore
Theorem 3 holds. Let ϒ be the space of all possible
probabilistic choices made by A′. Let f = |F | be the
number of networks in F . For a random sequence
µ ∈ ϒ, let nµ be the number of networks from F
served by the algorithm A′. Our proof for determin-
istic algorithms shows that nµ < f/3 for each µ ∈ ϒ.
Then, the expected number of networks served by A′
is at most
∑
µ∈ϒ
Prob(µ) ·nµ < f3 . (10)
Now, we can easily show that there exists a net-
work F(X ,Y ) ∈ F which is served with probabil-
ity smaller than 1/3. Assume that it is not the case
(i.e., each networks in F is served with pbb larger or
equal to 1/3) and let I(X ,Y ) be the indicator random
variable equal to 1 if F(X ,Y ) is served and 0 other-
wise. Then, the expected number of served networks
is at least
∑
F(X ,Y )∈F
Prob(I(X ,Y ) = 1)≥ f/3
which contradicts (10).
D Multi-broadcast problem
In this section we describe the algorithm Mutli-
broadcast which solves the multi-broadcast problem
efficiently with help of the backbone structure from
Theorem 1. That is, we prove Theorem 4.
Recall that we assume that a message sent by a
station in a round may contain at most one of original
messages which should be disseminated to all station
and O(logN) additional “control” bits.
First, we run the algorithm which builds the back-
bone H . Using the data structures build during this
algorithm, we can deliver all messages from a box
C to all stations in C for each nonempty box C, in
O(∆+ k) rounds. We describe the remaining part of
our algorithm Mutli-broadcast in terms of dissemi-
nation of messages in a graph of boxes (we can think
that messages are already collected “in boxes”).
First, we execute the algorithm GlobalLeader from
the previous section which elects the leader in the
whole network in time O(D) (provided the backbone
is constructed before). However, we introduce the
following modification to the algorithm. After fin-
ishing the leader election algorithm, each box C (ex-
cept the box containing the leader) chooses one el-
ement C′ of pred(C) (e.g., the one with the smallest
value of ld0(C′)) as its predecessor and sets pred(C)
to {C′}. Then, one multi-round is executed in which
each station C informs its neighbors about the new
value of pred(C). After the multi-round, each box
C changes succ(C) appropriately (i.e., succ(C) is
equal to boxes C′ for which C is the only element
of pred(C)).
Let C be the box containing the leader of the whole
network. Since the original graph defined by sets
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pred(C) and succ(C) contains exactly such edges
(C1,C2) that dist(C,C2) = dist(C,C1)+ 1 and C1,C2
are neighbors, we obtain a tree T after the above
modification, the box C is the root of this tree. Then,
we count the number k of messages to be distributed
in D multi-rounds, by implementing the following
simple recursive algorithm. Let k(C) be the num-
ber of messages from stations located originally in
C. First, each leaf C′ of T sends k(C′) to pred(C′).
Each box C′ which is not a leaf is waiting until re-
ceiving values k(C′′) from all elements of succ(C′).
Then, it sets k(C′)← k(C′)+∑C′′∈succ(C′) k(C′′) and
sends k(C′) to (the only element of) pred(C′).
The actual multi-broadcast task is split into two
stages. First, all messages are collected in the root
box C of the tree T . In order to accomplish this
task, we apply a simple greedy algorithm for D+ k
multi-rounds. Each box C′ stores the set R(C′) ini-
tially equal to the set of messages stored in stations
from C′ and the set S(C′) initially equal to the empty
set. The idea is that R(C′) stores messages received
by (stations of) C′ from its subtree of T and not sent
yet to pred(C′), while S(C′) contains messages sent
already to pred(C′). In each multi-round, if R(C′) is
not empty then C′ chooses arbitrary message M from
R(C′), removes M from R(C′), adds M to S(C′) and
sends it to pred(C′). Observe that the task of col-
lecting all messages in C can be expressed as an in-
stance of the routing problem, where each message
M should be routed from the box C′ containing the
station in which M is originally stored to the root C
of T along a (unique) path connecting C′ and C in
T . Cidon et al. [6] (Theorem 3.1) showed that such
a greedy algorithm (that a vertex sends an arbitrary
message each time it has message not transmitted
yet) finishes the routing task in D+ k− 1 time, pro-
vided the input graph G(V,E) is leveled (i.e., there
exists a labeling level : V → [|V |] such that for ev-
ery directed edge (u,v), level(u)+ 1 = level(v)). A
tree is certainly a leveled graph, thus all messages are
collected in C after k+D multi-rounds.
After collecting all k messages, C starts the last
stage of the algorithm which just the pipelined flood-
ing algorithm. That is, in each of the consecutive
k multi-rounds, C sends one of the messages to its
neighbors in T . Each box C′ in distance j from C re-
ceives these messages in rounds [ j, j+ k) and sends
them to succ(C′) in rounds [ j+1, j+ k+1).
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