Abstract
Introduction
Many organizations are now finding it feasible economically to create ultra large databases of business and scientific data. This is made possible by the availability of inexpensive storage devices and developments in data capture technology [2] . Bar-code technology has made it possible to collect and store large amounts of sales data in retail organizations. The records associated with retail data are typically made up of transaction data and items bought in the transaction. These databases are viewed by organizations as important pieces of marketing infrastructure.
Organizations are now using this data for the mining of association rules. A probabilistic statement such as 98% of customers that purchase tires and auto accessories also get automotive services done is an example of an association rule. It is a statement about the co-occurrence of certain events in a database [8] . According to [3] finding all such rules is valuable for cross marketing and attached mailing applications. In addition, applications such as catalogue design, add-on sales, store layout, and customer segmentation based on buying patterns, are important areas of application of mining of association rules.
Problem Statement
The goal of data mining is the discovery of unknown patterns in large databases using efficient techniques to find these rules. Due to the large volume of data stored in these databases, considerable work has been done using serial algorithms. As the volume of data stored in these databases increases, the performances of the serial algorithms decrease due to the large volume of data that is being processed serially. However, it is clear that even with the development of fast serial algorithms, they are still limited due to the volume of data to be processed. It is therefore, necessary to use parallel algorithms for the task of mining of association rules. Parallel architectures are now affordable due to the significant progress made in networking, memory, and processor technologies. These technologies have made it possible to access and manipulate massive databases in a reasonable amount of time [2] .
In this paper we present the Dynamic Distributed Rule Mining (DDRM) algorithm that uses a lattice to represent the search space for the generation of the frequent itemsets. DDRM partitions the search space and assigns each partition dynamically to the next available processor. An evaluation of the algorithm was carried out and its performance relative to the prefix-based with bottom-up search, which is a parallel algorithm for mining of association rules, was also determined [11] .
Related Work
Data mining is the science of extracting useful information from large data sets or databases. It is an interdisciplinary field involving the merging of ideas from statistics, machine learning, data management and databases, pattern recognition, artificial intelligence and other areas. It is a scientific discipline that is concerned with the analysis of observational data sets with the objective of finding unsuspected relationships and produces a summary of the data in novel ways that the owner can understand and use [8] .
According to [2] because of the very large size of the databases needed to store the transactions used in the mining of association rules, parallel algorithms are required. Several parallel algorithms have been developed for the mining of association rules. However, the cost associated with these algorithms includes hash tree construction, hash tree traversal, communication overhead, I/O operations, and the movement of data.
The DDRM algorithm uses an equivalence operation to partition the search space lattice into sublattices to be assigned dynamically to processors for processing and identification of frequent itemsets. The system assigns a sublattice to each processor as it becomes available. Since the sublattices are assigned dynamically there will be a better utilization of the available processors.
The DDRM algorithm does not require any special architecture for its implementation. It is designed to operate on an existing LAN where the PCs can be added to the cluster and used to participate in the computations of the classes. The database of transactions can also be distributed over the network. This flexibility of the algorithm will result in significant savings to the organization as it uses the resources that are already available within the organization. This reduction in cost is due to the fact that there is no need for specialized architecture and makes the algorithm attractive to an organization that currently operates a network with databases distributed over it.
Association Rule Mining
Association rule mining searches for interesting relationships among items in a given data set. An association rule is a simple probabilistic statement about the co-occurrence of certain events in a database, and is particularly applicable to sparse transaction data sets [6] , [8] . In association rule mining, the database is scanned for interesting relationships in a given data set. Interestingness is measured by rule support and confidence. For example, milk ⇒ bread [support = 5%, confidence = 70%]. Support of 5% means that 5% of all the transactions show that milk and bread are purchased together, and confidence of 70% shows that 70% of the customers purchasing milk also purchased bread.
Let I = {i 1 , i 2 ,… ,i n } be a set of items. Let D, the taskrelevant data, be the set of database transactions where each transaction T is a set of items such that T ⊆ I. Each transaction is associated with a transaction identifier, called TID. Let A be a set of items. An itemset is a set of items. An itemset with k items is called a k-itemset. An itemset is maximal if it is not a subset of any other itemset. These can be expressed in probability terms as P (A ∪ B) and P (A|B) respectively [6] .
There are two steps involved in the mining of association rules. The first step requires the identification of all frequent itemsets with each of these itemsets occurring with a frequency no less than the minimum support count. In the second step the frequent itemsets are used to generate a set of strong association rules that satisfy both minimum support and minimum confidence. The second step is the easier of the two steps and can be accomplished by finding all non-empty subsets of every frequent itemset l. For every such subset a, output a rule of the form a ⇒ (l -a) if the ratio of support (l) to support (a) is at least the minimum required [6] .
Apriori Algorithm
This algorithm is influential in mining frequent itemsets for Boolean association rules. The name of the algorithm is based on the fact that the algorithm uses prior knowledge of frequent itemset properties [6] . Apriori is a serial algorithm that has a smaller computational complexity when compared with other serial algorithms [7] .
Parallel and Distributed Algorithms
Parallel processing is the concurrent manipulation of data elements belonging to one or more processes solving a single problem. Pipelining and parallelism are normally used to achieve concurrency. Pipelining divides the computation of a task into a number of steps, while parallelism is the use of multiple resources to increase concurrency. Pipelined computation is divided into a number of steps called segments or stages. Each segment is assigned a part of the computation to be carried out and the output of one segment serves as input to the next segment.
In an ideal parallel system the following are true: (1) linear speedup: Four times as much hardware can perform the task in one quarter the time, and (2) linear scaleup: four times as much hardware can perform four times as large a task in the same elapsed time [13] . If a job is executed on a small system and a larger system, the speedup that is obtained from the larger system is defined as:
If an N-times large or more expensive system yields a speedup of N it is said to be linear. This metric holds the problem size constant while it grows the system. Scaleup refers to the ability of an N-times larger system to perform an N-times larger job in the same elapsed time as the original system [13] .
A linear scaleup has a value of 1 since executing a problem that is twice as large on a system that is twice as large as the original system will take the same time to execute as the time taken by the original problem on the original system. Three major challenges to speedup and scaleup are startup, interference and skew. The time taken to startup thousands of processors can dominate the computations. The accessing of shared resources by processes can cause interference when these processes try to access a shared resource. The average size of each step decreases as the number of parallel steps increases and may result in a variance that is in excess of the mean. Increased parallelism will improve the elapsed time only slightly where the variance dominates the mean [13] . A large grain size will increase speedup since it reduces the frequency of synchronization.
If a portion of the algorithm must be executed sequentially by one of the p processors, then the remaining p-1 processors must wait for the sequential portion to complete before they resume, this implies synchronization among the processors. Contention for single resource limits the speedup possible. The workload must be balanced among processors. Static decomposition assumes that the tasks and their precedence relations are known before execution. Dynamic decomposition assumes that tasks are generated during program execution.
In a distributed environment the practical implications of communication overhead, the effect of the underlying architecture, and the dynamic behaviour of the system are issues that contribute to the complexity of a distributed environment [14] . Several parallel association algorithms have been designed based on the Apriori algorithm. The Direct Hashing and Pruning (DHP) algorithm was implemented in [9] and was later, used in a number of parallel implementations. An approach based on equivalence class was used to implement four new parallel algorithms in [12] .
The Count Distribution (CD), Data Distribution (DD), and Candidate Distribution (CDD) were presented in [2] . Two algorithms proposed in [7] for the parallel mining of association rules are the Intelligent Data Distribution (IDD) algorithm and the Hybrid Distribution (HD) algorithm. The Fast Distributed Mining of association rules (FDM) algorithm was presented in [4] . The effect of data skewness on parallel mining of association rules was investigated in [5] using the Fast Parallel Mining (FPM) algorithm based on the use of distributed and global pruning techniques. The Non Partitioned Apriori (NPA), Simply Partitioned Apriori (SPA), Hashed Partitioned Apriori (HPA) and HPA with Extremely Large Itemset Duplication (HPA-ELD) are parallel algorithms for mining association rules on shared nothing parallel machines [10] .
The limitations of current parallel algorithms such as Count Distribution, Data Distribution, and Candidate Distribution were highlighted in [12] These algorithms make repeated passes over the disk-resident database partition incurring high I/O overheads. In addition there is an exchange of count of candidates at the remote database partitions during each iteration. The Equivalence Class Transformation (ECLAT) algorithm, proposed in [12] . is a parallel algorithm that clusters related frequent itemsets and transactions
Lattice Theory
Let A be the set of distinct attributes I1, I2,… ,I5. We can represent any subset of A as a sequence that is sorted according to lexicographic order of attribute names. A subset of the sequence {I1, I2, I3} is {I1, I2} and is identified as {I1, I2}. It is also the same as {I2, I1}. A one-to-one mapping exists between the set of all sequences and the power set 
Lattice Partition
The pseudo code for the partition algorithm is shown in Figure 1 . The algorithm uses the equivalence relation to partition the lattice for distribution among the processors [1] . In the algorithm the term cas refers to an itemset and a k-cas is the same as a k-itemset. 
Dynamic Distributed Rule Mining (DDRM)
The Message Passing Interface (MPI) model consists of P processors each with local memory, connected over a communication network. MPI facilitates communications among a set of processors that have only local memory through the mode of sending and receiving of messages. MPI is a standardized, portable, and widely available message-passing system that is robust and efficient. DDRM uses MPI to communicate among the processors and was designed to function on an Ethernet LAN and will not need any specialized equipment. The table above shows some of the MPI functions used by DDRM system. DDRM uses a vertical tid-list format in which a list of transactions is associated with each itemset found in those transactions as shown in Table 1 and Table 2 .
Itemsets form a large lattice with the set of all items at the top and the empty itemset at the bottom [1] . In a lattice theoretic approach, the original search space is decomposed into smaller pieces, which can be processed independently [11] . There is no need for the synchronization of processors in this approach. In the DDRM all idle processors will be fully utilized during the computation of rules resulting in a faster time to generate the rules. In a static approach if it is discovered early that there are no frequent itemsets in the classes assigned to a processor these classes will not be processed any further. The processor will now be idle, but there is no mechanism in place to move some of the classes from the busy processors to the idle processor. The ability of DDRM to dynamically assign classes to idle processors makes it more efficient than the static algorithms.
The algorithm uses the partition algorithm shown in Figure 1 to divide the database among the processors participating in the cluster. Each processor then uses the local database assigned to it to compute the count of each item in the transaction database. The information is then sent to the central processor where it is used in the computation of frequent 1-itemset and 2-itemset. The central processor then partitions the frequent 1-itemsets into sublattices (classes), which are then assigned dynamically to each processor as it becomes available.
When a processor receives a class from the central processor it processes that class and identifies all frequent itemsets in the class. Some classes may not have frequent itemsets in them and analysis of these classes will terminate at the point where this discovery was made. If frequent itemsets were discovered in a class they are then sent to the central processor where they are used to generate and output the rules that satisfy the support and confidence indicated by the user.
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Experimental Results
In this section we present the parallel performance of DDRM. The DDRM algorithm was developed and implemented using C/C++ as the programming language. We implemented the DDRM algorithm on an Ethernet LAN consisting of 7 workstations and one server. Each workstation on the network is an AMD Athlon XP 2800+ with 512 Mbytes of memory. The processors are interconnected via a 10/100 Mbps switch. The switch used 100BASE-T (Fast Ethernet) technology, which provided greater bandwidth and improved the client/server response time. For communications we used the message passing interface (MPI). We used the windows message passing interface (WMPI) for 8 workstations from Critical Software Ltd to implement our algorithm
We used the 1987 census data from the Statistical Institute of Jamaica to generate the data used in this experiment. The size of the database was 25 Mbytes with 1.1 million records. The support count used was 8% with a confidence of 50%. The experiment was conducted by partitioning the database among the processors.
Response Time
In Figure 2 we show a plot of the response time on the vertical axis and the number of processors on the horizontal axis. The database was partitioned based on the number of processors. The search space was partitioned into 32 classes, which were assigned dynamically to the processors participating in the cluster. It can be seen that as we increase the number of processors the response time decreases as well. In Figure  2 we compare the response time for DDRM with that of the Prefix-based algorithm. The response time for DDRM is less than that for the Prefix-based. Figure 2 shows that for the same number of processors DDRM is able to process the classes in a shorter time than the Prefix-based approach. This improvement in the efficiency of the usage of the processors is also demonstrated in Figure 3 where the Prefix-based algorithm takes a longer time than DDRM to process each of the databases shown.
Number of Transactions
In this experiment, the number of processors was fixed at 7 CPUs while growing the size of the database. The database size was varied from 6.6 MB to 26.3 MB. It can be seen from Figure 3 that as the size of the database increases, there is an increase in the time to process the classes for both DDRM and the Prefix-based algorithm. However, DDRM takes less time to process these transactions as it uses the CPUs more efficiently.
Cost
The lattice based approach used by DDRM reduces the costs incurred by the previous algorithms. The I/O cost of processing the database is reduced significantly as it is read once. The communication cost is also significantly reduced since only the classes to be processed and their corresponding results are passed between the control processor and the other processors. The accumulated memory of all the processors is optimized as the database is partitioned equally among the processors participating in the cluster. These are some of the improvements associated with the lattice based approach.
The lattice based approach used by DDRM and the Prefix-based algorithm eliminates the need to scan the database for each iteration as is done with the candidate distribution (CDD). The elimination of the construction and searching of complex data structures is replaced by the use of set operations. The intersection of the tid-lists facilitates the fast identification of itemsets to be included for further processing. DDRM uses a dynamic load balancing approach to assign classes to the processors. Since classes are assigned to processors only after they become available, the algorithm avoids and completely eliminates the possibility of assigning more than one class to a processor while there are idle processors. This approach contributes to the improvement of DDRM as compared to the Prefix-based approach in the generation of the rules. In all cases DDRM is able to improve on the computation time associated with the Prefix-based algorithm. The efficient utilization of the processors by DDRM is reflected in the response time obtained from the experiments shown in 
Conclusion
This paper has presented the Dynamic Distributed Rule Mining (DDRM), which is a lattice-based algorithm that partitions the lattice into sublattices to be assigned to processors for processing and identification of frequent itemsets. We implemented the DDRM using a dynamic load balancing approach to assign classes to processors for analysis of these classes in order to determine if there are any rules present in them. Experimental results show that DDRM utilizes the processors efficiently and performed better than the prefix-based algorithm that uses a static approach to assign classes to the processors. The DDRM algorithm scales well and shows good speedup. 
