Abstract. The ability to accurately recognize human household activities is an important stepping stone toward creating home living assistance systems in the future. Classifying these activities can be difficult due to noisy sensor data, lack of labeled training samples for rare actions and large individual differences in activity execution. In this article, we present two techniques for improving the supervised classification of human activities from motion data: 1) an active learning framework to improve sample efficiency and 2) intelligent feature selection to reduce training time. We demonstrate our techniques using the CMU Multimodal Activity database.
Introduction
Human activity recognition has become an increasingly important component of many domains such as user interfaces and video surveillance. In particular, enabling ubiquitous home user assistance systems for elder care requires rapid and robust recognition of human action from portable sensor data. The CMU Multimodal Activity database [6] was collected to facilitate the comparison of different activity recognition techniques for recognizing household activities. The dataset contains video, audio, inertial measurement unit (IMU), and motion capture data.
Human sensor data typically needs to be segmented into activities to be utilized by a user interface system; for instance, data acquired during cooking could consist of activities such as "beating an egg" or "kneading dough". In some cases, the activities are highly repetitive in nature (stirring), whereas other actions are infrequent and short in duration (opening the refrigerator). To classify these short actions, learning techniques need to be sample-efficient to leverage relatively small amounts of labeled training data. To address this problem, we present an active learning method in which the classifier is initialized with training data from unsupervised segmentation and improved by soliciting unlabeled samples that lie closest to the classification hyperplane. We demonstrate that this method can be used to reduce the number of samples required to classify motion capture data using support vector machine (SVM) classifiers.
Due to their ability to model sequential data without making unnecessary independence assumptions, conditional random fields (CRFs) have become an increasingly popular discriminative model for human activity recognition. However, how to represent signal sensor data to achieve the best classification performance within a CRF model is not obvious.
This article presents a method to improve classification of IMU data through intelligent feature selection. The signal data is converted into a set of motifs, approximately repeated symbolic subsequences, for each dimension of IMU data. These motifs leverage structure in the data and serve as the basis to generate a large candidate set of features from the multi-dimensional raw data. By measuring reductions in the conditional log-likelihood error of the training samples, we can select features and train a CRF classifier to recognize human activities. An evaluation of our classifier on the CMU Multi-Modal Activity Database reveals that it outperforms the CRF-classifier trained on the raw features as well as other standard classifiers used in prior work.
Related work
In this section, we survey some of the prior work on segmenting and classifying the two types of motion data used in our study (motion capture and IMU data).
Motion capture segmentation
Barbic et al. [2] introduced several approaches to motion capture segmentation based on the general concept that there is an underlying generative model of motion and that cuts should be introduced at points where the new data diverges from the previous model. In one of their proposed methods, principal component analysis (PCA) is used to create a lower-dimensional representation of the motion capture data at the beginning of a motion sequence. The main insight is that if the observed motion diverges from the data used to create the PCA basis, such as when the actor starts to perform a new action, then projecting the data of the new action using the old model will lead to large reconstruction errors. The moment that reconstruction errors increase quickly will occur at or near action boundaries.
However, in practice this approach leads to several problems. The method relies on building the PCA basis with frames from the current action, which requires about 300 frames or 2.5 secs of data. Unfortunately in our dataset, action changes can occur within that time frame, yielding a mixed basis capable of representing both actions without large reconstruction errors. Hence this technique cannot be used to accurately segment datasets with many short duration actions. Additionally, since PCA is a completely unsupervised approach, it is unable to distinguish between an activity that consists of multiple actions and boundaries between two semantically unrelated activities.
If user labels could be easily obtained, segmentation can be done in a completely supervised fashion using interactive SVMs to label the data [1] . Initially, users label a small training set of data. Then with kernel function Φ, the SVM classifier maps the training data into a high dimensional space which makes the data linearly separable. Since the partition hyperplane may not fit the unlabeled data, the user can add new labels to the training set and retrain the classifier. The method strives to balance classification accuracy and the user's labeling workload. However, their selections of new samples are based on the empirical judgment of the user and therefore susceptible to human error.
Our approach draws from both these methods, using an unsupervised PCA segmentation to initialize the clustering and a semi-supervised method to train the SVM classifiers. Unlike the interactive SVM segmentation proposed by [1] , our approach utilizes the unlabeled data sets in the initial training. In the second phase, we automatically determine which instances from the unlabeled data are most useful to solicit labels from the user in the next iteration. Thus, the user is freed from selecting unlabeled samples and merely needs to label a small number of informative instances; this eliminates human bias and aims to reduce the amount of data that requires manual attention.
Analyzing IMU data
Prior work [12] has examined the relative benefits of using discriminative conditional random fields (CRFs) vs. commonly-used generative models (e.g., Hidden Markov Models) on diverse activity recognition problems such as video recognition and analyzing Robocup team behavior. The consensus has been that many of features commonly used in activity recognition problems are based on overlapping time windows that nullify the observational independence assumptions of many generative graphical models. However, feature representation and selection does have an impact on both the performance and computational accuracy of CRFs.
Unsupervised motif discovery has been demonstrated as a promising technique for identifying and matching imperfect repetitions in time series data. Researchers have primarily addressed two problems: 1) initial motif selection criteria [13] and 2) rapid and robust matching [5] . Another issue is how to generalize single dimensional motif techniques to the problem of detecting and matching motifs in multi-dimensional data [15] . Our work takes a novel approach to this problem by identifying and matching motifs in each dimension separately and using the conditional random field to learn the linkage between motif occurrences across different dimensions and action class labels. In prior work [10] , motifs have been used in conjunction with HMMs to distinguish six arm techniques from a single IMU, but the assumption was made that each action could be characterized by a single six-dimensional motif. In contrast, our data is substantially more complicated (full body data generated from five IMU sensors) and our action set is composed of 14 unscripted actions performed during a cooking task (e.g., "stir brownie mix", "pour mix in pan", "get fork", "break eggs", and "pour oil").
Method
In this section, we describe the techniques we employ to make learning sample-efficient and to select the best set of features for a given motion dataset.
Sample efficiency through active learning
In the initial phase, our SVM classifiers are initialized with a small set of training data from the unsupervised clustering. During active learning, the classifiers are iteratively trained by having the users provide labels for a small set of automatically selected samples. Although the classifiers can be initialized by having the user provide labels for randomly sampled frames, we demonstrate that we can improve on that by selectively querying and propagating labels using a clustering approach.
Data clustering
Several methods have been proposed to cluster data in geometric space [11, 17] . Since the motion segmentation problem is based on continuous time data sequences, it is possible to base the clustering on temporal discontinuities in the data stream. We use the PCA segmentation approach [2] outlined in the previous section to provide a coarse initial segmentation of the data.
Each raw motion capture frame can be expressed as a pose vector, x ∈ d , where d = 56. This highdimensional vector can be approximated by the lowdimensional feature vector, θ ∈ m , using the linear projection:
where W is the principal components basis and µ is the average pose vector,
The projection matrix, W, is learned from a training set of N = 300 frames of motion capture data. W consists of the eigenvectors corresponding to the m largest eigenvalues of the training data covariance matrix, which are extracted using singular value decomposition (SVD).
Transitions are detected using the discrete derivative of reconstruction error; if this error is more than 3 standard deviations from the average of all previous data points, a motion cut is introduced. We found that this method provides a better starting point than traditional unsupervised clustering methods, such as k-means, which do not consider temporal information. Many of the clustering errors generated by the coarse segmentation are detected by pruning clusters based on a small set of labels solicited from the user. We ask the user to label the endpoints of the coarse segmentation and perform a consistency check on the labels; if both endpoints have the same label, the segment is potentially pure; however if the labels of the endpoints disagree, we add a new cut in the middle of the segment and query the user for the label of that point. Clusters shorter than a certain duration (1% of total sequence length) are eliminated from consideration. The remaining clusters are used to initialize the support vector machine classifiers; labels from the end points are propagated across the cluster and the data is used to initialize the SVMs. This process requires the user to label only 20-30 frames.
Active learning
The clusters created by the coarse PCA segmentation, and refined with the user queries, are used to train a SVM classifier with both labeled and unlabeled samples. Semi-supervised support vector machines are regarded as a powerful approach to solve the classification problem with large data sets. Learning a semisupervised SVM is a non-convex quadratic optimization problem; there is no optimization technique known to perform well on this topic [4] . However, our solution is a little different to the traditional methods based on linear or non-linear programming. Instead of searching for the global maximum solution directly, we use a simple optimization approach which may not identify the optimal margin hyperplane but will help the classifier decide which unlabeled samples should be added into the training set to improve the classification performance. We then query the user for the class labels of each of the selected samples and add them back to the training set. Suppose the labeled samples are denoted by L = {x 1 , x 2 , . . . , x l } and the unlabeled samples are U = {x l+1 , x l+2 , . . . , x n }, the SVM classifi- cation problem can be represented as finding the optimal hyperplane with labeled samples that satisfies the equation:
where ε i is a slack term such that if x i is misclassified and C is the constant of the penalty of the misclassified samples. All possible hyperplanes that could separate the training data as f (x i ) > 0 for y i = 1 and f (x i ) < 0 for y i = 1 are consistent with the version space V . Tong and Koller [14] have shown that the best way to split the current version space into two equal parts is to find the unlabeled sample whose distance in the mapping space is close to the current hyperplane w i . The description of our method is detailed in Algorithm 1.
The traditional initialization method arbitrarily selects samples to include in the training sets. However, randomly choosing samples may lead to sampling bias which make the SVM classifier unable to achieve the global maximum. In our approach, the labels of samples in each viable cluster are set as the majority labels of querying samples. This converts learning a semi-supervised SVM into a classical SVM optimization problem. However, the clustering strategy does not guarantee that the decision boundary is optimal since the clustering step is not reliable. It merely gives a good initial hyperplane; active learning is still required to perfect the solution.
In our experiments, the SVM classifier was implemented with the SVM-KM toolbox using a polynomial kernel [3] ; multi-class classification is handled using a one vs. all voting scheme. Instead of using a hard margin for the SVM, our method relies on a soft margin restriction in classification. A hard margin forces both labeled and unlabeled data out of the margin area, whereas the soft margin allows unlabeled samples to lie on the margin with penalties. With limited training samples, we find that the hard margin restriction is so restrictive that it may force the separating hyperplane to a local maximum.
To demonstrate this approach, we used the publicly available Carnegie Mellon Motion Capture dataset (http://mocap.cs.cmu.edu/) collected with a Vicon motion capture system. Subjects wore a marker set with 43 14 mm markers that is an adaptation of a standard biomechanical marker set with additional markers to facilitate distinguishing the left side of the body from the right side in an automatic fashion. The dataset contains a bunch of sequences with different human actions; to evaluate our method we selected 15 sequences that include actions such as running, swinging, jumping, and sitting. The first baseline (C) is trained using data that is sampled at random (with uniform distribution) from the activity sequence. The second (B) is initialized using a random segmentation but employs our proposed margin-based approach for generating instances for the user to label. The third (A) is our proposed approach and employs an unsupervised clustering to initialize the segmentation followed by margin-based sampling for identifying informative active learning query instances.
We evaluate the quality of segmentation using classification accuracy. Figure 1 shows how this accuracy improves with additional training data for each of Fig. 1 . Improvement in quality of SVM segmentation as additional labels are acquired using active learning. The proposed method (A) benefits through intelligent initialization and margin-based selection of active learning queries. the methods. Clearly, adding training data in a haphazard manner (C) leads to an inefficient form of active learning. The second method (B) demonstrates the benefits of our margin-based method for selecting queries for active learning. Finally, the accuracy curve for the proposed method (A) shows the boost that we obtain through intelligent initialization using unsupervised clustering. In comparison to a fully supervised SVM trained with 100 samples, our method achieves the same 95% accuracy with only half the data (40 samples).
Motif discovery and feature selection
When classifying the IMU data, we focused on using motif discovery and feature selection to improve classification accuracy. Also, without feature selection, the time required to train the CRF on the entire motif-based feature set can become prohibitively large.
Our training approach can be described as follows. First, we discover motifs in the data collection, essentially learning a mapping to convert a given local window of IMU data from a multi-dimensional time series signal to a sequence of discrete symbols. Second, we define a series of low-level binary-valued features over motifs and pairs of motifs. From a large pool of candidate features, we select those that are most informative using an iterative approach, described below. Next, we learn a Conditional Random Field whose observations are defined over the set of selected features and whose output is over the set of action labels. The incremental feature selection and CRF training are iterated until the training set error converges. The final CRF is then evaluated on the test set. Each of these stages is detailed below.
The first step in motif discovery is to discretize the continuous IMU signal into symbolic subsequences. Figure 3(b) illustrates this process. The raw data T = {t 1 , t 2 , . . . , t n } is transformed into a piecewise continuous representation S = {s 1 , s 2 , . . . , s m } using the Piecewise Aggregate Approximation (PAA) algorithm, which computes an average of the signal over a short window: s i = m n n j= n m (i−1)+1 t j . This is then mapped to a symbolic representation using "break points" (red lines) that correspond to bins; these are generated so as to separate the normalized subsequences (under a Gaussian assumption) into equalized regions. Thus, a continuous 1-D signal can be represented as a sequence of discrete symbols.
Motif matching
To compare symbolic sequences in a manner that is both computationally efficient and robust to signal noise (i.e., corresponding to symbol mismatch), we propose a matching metric that relies on random projections. In our problem, we designate two motifs as matching if they agree on k symbol positions. Figure 3(c) gives an example with k = 2, where the randomly-selected columns 1 and 3 are used to compare motifs. In this example, motifs 1 and k, 2 and 3, and 4 and j all match. These matches can be summarized by incrementing entries in a symmetric match table (where rows and columns correspond to motifs), as shown in Fig. 3(d) . Accumulating counts in this manner using several different random projections can enable us to efficiently match long motifs in a manner that is robust to occasional symbol errors.
Conditional random field model
A conditional random field (CRF) is an undirected graphical model G = (V, E) that represents the conditional probabilities of a label sequence y = {y 1 , . . . , y T }, given the observation sequence x = {x 1 , . . . , x T }. For our problem, the labels correspond to activities, such as "open fridge", while the observations consist of a set of features computed over the raw data. In this paper, we focus on CRFs with a linear chain structure, where the current state is connected only to its temporally-neighboring states and the current observation.
Since CRFs are log-linear models, the potential function can be expressed as the linear sum of feature functions as exp( j w j f j (y i−1 , y i , x, i) ), where w j represents the weight corresponding to feature f j (y i−1 , y i , x, i) . In this work, we learn both the features f j (.)(described in the next section) and their associated weight parameters w j , detailed below.
Consider an annotated dataset with pairs of training
The CRF weight vector w = {w 1 , . . . , w M } can be obtained by optimizing the sum of conditional loglikelihood L (Y|X; w). Then CRF training is, given a set of training samples X and Y, finding the values for w that maximize the first derivative of the loglikelihood:
where S denotes the selected feature set (described below) and F j y
Since the CRF log likelihood is convex with respect to the weight vector w, this training can be accomplished using standard optimization techniques such as conjugate gradient and limited memory BFGS [9] .
Feature selection
A key aspect of the proposed method is that we automatically select informative features from a large pool of candidates defined over motifs. As validated in our experiments, this leads to a significant improvement over CRFs trained directly on the raw data. We define three types of binary features over our motifs to form a pool of over 4000 features, from which our goal is to select a small subset that can maximize the conditional log likelihood, without overfitting to the training data. We adopt the following greedy forward selection procedure, where each feature in the pool is considered in turn and the best feature at each iteration is added. Specifically, we initialize the candidate set C with the pool of available features and the subset of selected features S to be empty. At each iteration, we evaluate every potential feature f λ ∈ C individually by considering a CRF with S ∪ f λ and select the feature that maximizes the gain of log-likelihood (Y|X; w) where λ denotes the weight corresponding to the potential new feature f λ . This best feature is added to S and removed from C. We continue selecting features until the CRF error (computed on a hold out set) ceases to improve.
Unfortunately, a straightforward implementation of this procedure is extremely time consuming since it requires an expensive computation for every potential feature at each iteration. In particular, the normalization term of the CRF, Z(x (k) ) must be calculated every time the gain G(λ, f λ ) is evaluated. Motivated by work on kernel CRFs [7] and image segmentation [8] , we employ a first-order approximation method. Consider that the log likelihood function L(Y|X; w, λ) could be approximated by its first-order Taylor expansion:
In this equation, the second term can be expressed as:
represents the empirical expectation and
is the model expectation. Employing this approximation achieves significant computational benefits in practice. Our proposed method is agnostic to the choice of features. Motivated by Vail et al.'s work on activity recognition for robots [16] , we employ the following three types of features. In our case, these are computed over motif patterns rather than the raw data, and all are two-valued features. The function δ(.) is 1 if its argument is true and 0 otherwise.
Identification features: f (y
These features constitute the basic units of actions and are computed at a node level. They verify that the action label at time t corresponds to motif k.
Transition features: f (y
These features capture the first-order Markov transition properties between adjacent motifs. The transitions may appear both between different actions or within the same action and are designed to overcome the lack of synchronization between motifs computed over different dimensions of a multi-dimensional signal.
Observation features:f (y
represents the magnitude average of motif k. These features make the magnitude information for a motif available to the CRF; that information is lost in a typical symbolic motif representation. Observation features recover it by returning the mean magnitude of the motif.
Experiments
Our experiments employ the publicly-available CMU Multi-Modal Activity Dataset (CMU-MMAC) [6] . Here we describe our classification results on the inertial measurement unit (IMU) portion of the dataset, which was collected by five MicroStrain 3DM-GX1 sensors attached to the subject's waist, wrists and ankles. The IMU is a cost-effective and unobtrusive sensor (see Fig. 2 ) but generates noisier data than the richer motion capture data, making the classification problem substantially more difficult. The dataset consists of unscripted recipes performed by several subjects in a kitchen. Thus, there is considerable variability in the manner in which the task is performed. The data corresponding to a given recipe consists of approximately 10,000 samples collected at 30 Hz over a period of about 6 minutes. Each frame includes 3-axis absolute orientation, angular velocity and instantaneous acceleration from each of the five sensors, leading to a 45-dimensional feature vector. Our experiments focus on the recipes that have been manually annotated into a series of actions (e.g., "open fridge" or 'stir brownie mix"); these correspond to the "make brownies" task. We downsample the raw data by a factor of 10. Table 1 summarizes the classification results for 14 actions. We compare the proposed CRF method against several baselines: CRF on raw features, HMM with various parameters and kNN. Clearly, the proposed method outperforms all of these approaches on the challenging test set. Clearly, the feature set results in significant benefits in terms of improved accuracy on the test set. We compared the overall performance of our method against a set of standard classifiers (K-NN, HMMs, and Bayesian networks). Our method outperforms the best performing HMM (25.6% accuracy) and the best overall alternative (k-NN, K = 13, 38.22% accuracy). Table 2 shows a comparison between the CRF with intelligent feature selection and the SVMs trained with the raw features. We also evaluated combining the SVM with temporal filtering to penalize frequent class label changes. The SVM performance is comparable to the best alternative method (k-NN) but does not do as well as the CRF plus feature selection, even with the temporal filtering. Figure 4 illustrates the segmentation results of different methods on data sequence 1. For the stir activity which appears most frequently in all 14 activities, all approaches exhibit good performance compared with the ground truth. Moreover, CRF performs better than other two methods on activities none and pour which account for a high percentage of the total frames in testing. However, all approaches continue to perform relatively poorly in several activities that barely appeared in the testing sequence.
Conclusion
In this article, we present two methods for improving the recognition of human activities from motion data: 1) an active learning approach for sample-efficiency and 2) intelligent feature selection for improving classification accuracy. We demonstrate that our segmentation technique is comparable to manual segmentation while requiring only a fraction of the labels needed by a fully-supervised method. Also by linking our feature representation to the existence of 1-D motifs we can improve on classification performance over the raw IMU data. The CRF efficiently learns the crossdimensional linkages between motifs, eliminating the need for multi-dimensional motif matching. Since increasing the number of features results in a quadratic increase in the number of parameters, we employ greedy feature selection in conjunction with a first-order approximation method based on reductions of the conditional log-likelihood error to achieve robust recognition while retaining computational feasibility. We believe that improving the accuracy and sample efficiency of supervised classification methods for human activity recognition will facilitate the usage of human motion data in future living assistance systems.
