The random grid search (RGS) is a simple, but efficient, stochastic algorithm to find optimal cuts that was developed in the context of the search for the top quark at Fermilab in the mid-1990s. The algorithm, and associated code, have been enhanced recently with the introduction of two new cut types, one of which has been successfully used in searches for supersymmetry at the Large Hadron Collider. The RGS optimization algorithm is described along with the recent developments, which are illustrated with two examples from particle physics. One explores the optimization of the selection of vector boson fusion events in the four-lepton decay mode of the Higgs boson and the other optimizes SUSY searches using boosted objects and the razor variables. * pushpa@fnal.gov
I. INTRODUCTION
One of the primary tasks in data analysis is to isolate a potential signal from the background, that is, from the noise, by applying thresholds to one or more discriminating variables. In particle physics, thresholds on discriminating variables are usually referred to as cuts, therefore, for ease of exposition we shall use this terminology throughout this paper.
In many fields, enormous resources are needed to acquire the rapidly growing datasets. It is therefore not surprising that scientists and engineers have devoted considerable effort to develop highly effective methods to extract signals from data. In this paper, we describe a simple and efficient method for finding optimal cuts, called the random grid search (RGS), and recent generalizations of it.
Many powerful methods exist to discriminate between different classes of objects that combine multiple variables into a single discriminating function; for example, boosted decision trees and neural networks [1, 2] . These methods have been used with great success in several high-profile particle physics analyses (see, for example, Refs. [3] [4] [5] [6] ). Such methods are also used routinely in particle identification (see, for example, Ref. [7] [8] [9] [10] ). Recently, particle physicists have begun to explore the potential of deep neural networks [11] [12] [13] [14] [15] [16] [17] . Several tools that implement these methods are readily available for use in high energy physics applications, such as TMVA [18] , NeuroBayes [19] , Scikit-learn [20] , Keras [21] , TensorFlow [22, 23] and Theano [24] .
However, even when more sophisticated methods are used, it is often useful to select a signal-enhanced dataset by applying optimal cuts to one or more discriminating variables, which could themselves be the outputs of sophisticated multivariate discriminants. It is also demonstrably easier to discern the reason why a particular data sample was selected if the decision is based on the application of cuts, especially if the cuts are to variables with clear physical meaning. Decision trees gained favor in particle physics precisely because the decisions they furnish are manifest in the cuts they provide. Note, however, that while this is true for a single decision tree, it is not so for the boosted variety, which is an average over many trees. Perhaps the most compelling reason to consider methods based on cuts is that many analyses in particle physics are still cut-based. Therefore, simple efficient methods for finding optimal cuts, such as the random grid search, are still of considerable interest.
The principle behind the random grid search is simple: search for cuts where they are most likely to be useful. Since the goal is to find signal-enhanced regions, it seems reasonable that a cut-based search algorithm focus on signal-like regions rather than explore the entire phase space. Given a large ensemble of sets of cuts, the RGS algorithm applies each set of cuts to a collection of signal and background events and counts the number of signal and background events, s and b, respectively, that pass the cuts. Using these counts, any measure of the quality of the cuts that can be calculated from them, typically a measure of the signal significance, can be used to find the optimal cuts. The key to the effectiveness of the algorithm is the use of importance sampling: the location of the cuts is determined by the distribution of the signal.
The implementation of the RGS algorithm in the software package described in this paper runs sequentially. But, the algorithm can be trivially parallelized, for example by using the CERN package PROOF [25] . One could, for example, apply a large number of cuts to multiple signal and background files in parallel.
The random grid search was developed in the early 1990s by Bhat, Prosper and Stewart [26, 27] during the successful search for the top quark at Fermilab [28, 29] . Subsequently, the method was used in several analyses by the D0 Collaboration, including the search for first generation scalar and vector leptoquarks [30] and the measurement of the tt cross section [31] . The random grid search algorithm (though not the specific program described here) has been used by the CMS Collaboration in its search for B 0 s → µ + µ − and B 0 → µ + µ − [32] . It was also used as a central element in [33] , which devised a Bayesian method to optimize new physics searches over generic physics models with free parameters. Recently, the algorithm was significantly extended at CERN in the context of various searches for supersymmetry at the LHC using the razor kinematic variables [34] . Clearly, cut-based analyses are still important, which is the motivation for describing here the generalized version of the publicly available RGS package.
The paper is organized as follows. The random grid search algorithm is described in Section II. The utility of the algorithm is illustrated in Section III using a series of examples. The paper is summarized in Section IV. For completeness, the Appendix contains a detailed user manual for the RGS package.
II. THE RANDOM GRID SEARCH
Suppose we wish to select a signal-enriched sample from a large dataset by cutting on two variables x and y. The obvious way is to consider a grid of N d points (x i , y i ), i = 1, · · · , N , with d = 2, quantify the quality of each cut-point (x > x i ) and (y > y i ) in separating signal from background, and select the best cut-point. Geometrically, a cut-point is the vertex defined by the lines aligned with the coordinate axes that meet at a point, here (x i , y i ), while algebraically it is defined by expressions of the form (x > x i ) & (y > y i ). The well-known problem with this approach is the "curse of dimensionality", the exponentially fast rise in the number of cut-points as N and d increase. The curse is actually much worse than the numbers imply because the vast majority of cut-points are likely to be highly suboptimal and therefore useless. Consequently, even if the resources were available to scan billions of cut-points, most of these resources would be wasted.
As alluded to, the key idea of the random grid search (RGS) is to use the signal distribution as the distribution of cut-points, a choice that focuses the search for good cuts to the region where they are more likely to be found. By using the signal distribution, resources are focused most efficiently on cuts that best characterize the signal of interest. Note, however, that nothing in RGS precludes the use of distributions other than the signal in order to define the cut-points. For example, in the cases where signals are not exactly known, generic signal distributions can be used for characterizing the signal classes. Since the distribution of the signal determines the cut-points, the lines drawn through them, as illustrated in Figure 1 , form a random grid, hence the name of the algorithm. Figure 1 shows the difference between cuts on a regular grid in two dimensions (2-d) and a random grid and illustrates the potential efficiency gain in isolating signal-enriched regions using the RGS algorithm. A regular grid search (left) versus a random grid search (right) in a 2-dimensional space defined by the discriminating variables x and y. The triangles represent the signal events, the circles represent the background events and the lines show the values of x and y where the cuts are applied [27] . Geometrically, a cut-point is the intersection of the lines.
The RGS algorithm is an effective way to optimize a signal's presence over backgrounds in order to discover or measure that signal. Another useful application is finding the purest control regions in an analysis, where one needs to maximize the presence of a certain process, or a kinematic characteristic.
A. Algorithm
Cut-points are read from a file of events that can consist of signal events, points randomly sampled about the signal, events from a signal-like model, events for a process for which a control region is to be defined; indeed, the cut-points can be based on any collection of events. The file from which cuts are read is referred to as the cut file. The signal and background event files to which the cut-points are applied are referred to as search files. The type of cuts to be applied, which are described below, are specified in a cuts definition file. Conceptually, the core algorithm proceeds as follows. event-count = event-count + weight write out event-counts for each cut-point
There is an obvious place to parallelize this algorithm using a PROOF-like system designed to run over multiple files in parallel, namely, the loop over search files. For example, rather than apply cut-points to a search file with 10 7 events, one could execute one hundred jobs in parallel each running over 10 5 events per search file. This requires no change to the existing RGS package. And, of course, one could split cut files across multiple jobs.
Associated with every (cut-point, search-file) pair is an event-count variable that accumulates the (weighted) sum of events that pass the cut-point. Therefore, every cut-point that is written out after the RGS algorithm has completed is associated with one or more event-count variables, one variable for each search-file. The event counts can be used to compute various statistical measures of signal significance in order to find the best cutpoint, that is, the best set of cuts. The calculation of signal significances is a separate step performed on the output of the RGS algorithm.
A common measure of signal significance is (see, for example, the Statistics section in [35] )
which reduces to Z = s/ √ b when x << 1, that is, when the signal is very much less than the background. Equation (1) can be derived from several perspectives. For example, if the data strongly favors the signal plus background distribution over the background-only distribution then it is likely that a signal is actually present. For discrete probability distributions, the Kullback-Leibler divergence [36] 
is a parameterization-invariant measure of the dissimilarity between two distributions P and Q, which is zero if, and only if, P = Q. If we let P (n) = Poisson(n, s + b), that is, the signal plus background probability distribution for count n, and we let Q(n) = Poisson(n, b), the background-only probability distribution, it is readily shown that D(P ||Q) = K(x).
B. Cut types
In the original RGS implementation in the mid-1990s [27] , only one-sided cuts were implemented:
From these, higher dimensional cuts (cut-points) are constructed through the logical AND of one-sided cuts. For example, suppose we wish to select events based on the transverse momentum (p T ) and rapidity (y) of the highest p T jet in each event. Each cut-point might be defined by
that is, by the AND of the two one-sided cuts.
We have recently extended the RGS algorithm to permit the use of two other generic ways of imposing cuts: i) the two-sided cuts, e.g.,
where the indices i and j denote different cut-points from the same cut file, and ii) the staircase cuts, which consist of the OR of cut-points for two or more variables, e.g.,
In order to create either a two-sided or a staircase cut, every cut-point in the cut file is associated with one or more randomly selected cut-points from the same file. One extra cut-point is needed to create a two-sided cut and typically several extra cut-points (defined by the number of steps in the staircase cut) are used to create a staircase cut. The current version of RGS therefore implements three classes of cut, that is, cut types, one-sided, twosided, or staircase with the last two types formed from appropriate combinations of the cut types listed in Eq. (3). We provide detailed examples of the use of these cut types in Section III along with detailed syntax examples in the users manual in Appendix A.
III. PHYSICS EXAMPLES
As noted in the introduction, sophisticated multivariate methods of discrimination are now used routinely in particle physics. However, cut-based methods still have a useful role to play. One motivation is that the publication of cut-based benchmark analyses is an important service to the scientific community, especially to those who wish to reproduce published experimental results. The point is that, even if, for excellent reasons, one publishes an experimental result that uses a state-of-the-art multivariate discrimination method, it is still of great value also to publish an optimized cut-based analysis that can be more readily reproduced by those not involved in the original analysis. On the experimental side, algorithms such as RGS provide a straightforward way to improve analyses by improving the cuts they use. Indeed, given the quantity of data at our disposal, there is really no good reason to dispense with cut optimization. Furthermore, optimized cut-based analyses provide benchmarks with respect to which the scientific utility of more sophisticated methods can be judged.
Since RGS is an algorithm for optimizing cuts, it can be applied to any set of variables. It may sometimes be advantageous to apply RGS to functions of these variables rather than to the original ones, such as the linear function that de-correlates them. In this case, the implied cuts on the original variables will, in general, no longer be orthogonal. Thus the RGS algorithm is more flexible than one might suppose despite its simplicity.
In this section, we show two examples of the use of RGS to produce optimized cut-based analyses. We first illustrate the one-sided and two-sided cut types using a simplified analysis of H → ZZ → 4 final states. Then we show how all three RGS cut types can be employed in exploratory analyses that may suggest unexpected ways of selecting data.
A. Exploring H → ZZ → 4 with RGS
The discovery of the Higgs boson at CERN in 2012 [5, 6] marked the completion of the Standard Model (SM) and brought to a close a fifty-year period of extraordinary advances in particle physics. Almost immediately, the Higgs boson went from a celebrated discovery to a prized tool in the search for new physics. One area in particular is receiving increasing attention, namely, the production of the Higgs boson in the vector boson fusion (VBF) mode (see, for example, Refs. [37] [38] [39] [40] ) in which weak vector bosons are radiated from initial state quarks and fuse to form a Higgs boson. New physics could modify details of weak vector boson fusion events.
We consider simplified analyses of the processes
where the Z bosons decay to two charged leptons, either ee or µµ, thereby producing final states with at least four charged leptons. The quantity X denotes additional objects in the final state. The dominant production mode of the Higgs boson is the gluon gluon fusion (ggF) process, while the dominant background arises from the production of two Z bosons without the intermediary Higgs boson, processes we shall refer to as the ZZ background. The principal experimental signature of vector boson fusion processes is the appearance of at least two high rapidity jets among the set of objects X. We consider one benchmark analysis, modeled on the CMS analysis of the 4-lepton final state [41] and three RGS optimized analyses.
Higgs boson VBF processes are challenging because their cross sections are smaller by an order of magnitude than those of the gluon gluon fusion (ggF) processes and they suffer from a paucity of distinctive features that distinguishes them from the ggF processes. Indeed, to date, only three moderately effective VBF/ggF discriminating observables have been identified; they are the number of jets-specifically, the requirement that there be at least two jets, the mass m jj of the di-jet and ∆η jj , the absolute value of their rapidity difference. (Here, we neglect the jet masses and therefore do not distinguish between pseudo-rapidity, defined by η = −2 ln tan θ/2 where θ is the polar angle, and the rapidity y.) The normalized distributions of the m jj and ∆η jj observables, together with the mass distributions of the Z bosons are shown in Figure 2 . In our simplified analysis, we discriminate Higgs boson events from the ZZ background using the masses, m Z1 and m Z2 , of the two Z bosons, while the Higgs VBF and ggF processes are discriminated using the di-jet observables.
The three classes of proton-proton collision events, yielding four charged leptons in the final state, VBF Higgs (H VBF ), ggF Higgs (H ggF ), and ZZ, were generated at the LHC center of mass energy of 13 TeV using PYTHIA8.209 [42, 43] with the Higgs boson mass set at 125 GeV. We approximate the response of the CMS detector with the public fast simulation package Delphes v3.2.0 [44] tuned to reflect the latest published CMS electron and muon identification efficiencies [8, 45] . The default settings for PYTHIA8 were used, together with a cut of > 10 GeV on the di-lepton masses (PYTHIA8 parameter 23:mMin). In addition, we impose a minimum transverse momentum (p T ) cut of 5 GeV (PYTHIA8 parameter PhaseSpace:pTHatMin) on each of the products directly produced in the hard scatter. In particular, this is the minimum p T of the Z bosons and of the forward quarks in the VBF processes. The cut is most relevant for the VBF processes and reduces the cross sections of the other processes by less than the quoted uncertainties in their predicted cross sections.
The ZZ cross section at next-to-leading (NLO) accuracy is computed using POWHEG-BOX-V2/ZZ [46] , which for a minimum p T cut on the di-lepton mass of 10 GeV (POWHEG parameter mllmin) predicts a p + p → Z + Z → e + + e − + µ + µ − cross section of 80.0 ± 1.1 fb and a p + p → Z + Z → 4 , = e, µ cross section of 151.3 ± 2.4 fb. The calculations were done using the CT14nlo [47, 48] set of parton distribution functions (PDF) and cross-checked with MCFM v8.0 [49] , which for the same di-lepton mass cut and PDF set gives a cross section of 89.7 ± 1.1 fb for the ZZ → e + + e − + µ + µ − process (MCFM process code nproc 81).
The cross sections for the VBF and ggF Higgs boson processes in the 4 final states, with = e, µ, are taken from Ref. [50] , which provides results computed at different levels of accuracy; we use the cross sections labeled as NNLO + NLL QCD + NLO EW. For the VBF processes, the cross section is 0.47 fb, computed as follows: σ(qq → H + qq) × BR(H → ZZ → 4 ), where σ(qq → H+qq) = 3.782 pb and BR(H → ZZ → 4 ) = 1.25×10 −4 , = e, µ. Similarly, the ggF cross section is taken to be σ(gg → H) × BR(H → ZZ → 4 ) = 5.52 fb, where σ(gg → H) = 44.14 pb. The calculations are for a Higgs boson of mass 125 GeV.
We simulated 3×10 5 , 10 6 , and 2×10 6 ggF, VBF, and ZZ events, respectively, and defined reconstructed leptons and jets with the following criteria.
• Jets: anti-k T jets with a jet size R = 0.4, where R = ∆η 2 + ∆φ 2 and η and φ are the pseudo-rapidity and azimuthal angle, respectively. We required the jet p T > 20 GeV, and jet |η| < 4.7.
• Leptons (e and µ: Generated leptons, to which the CMS lepton identification efficiencies are applied, with p T > 5 GeV and |η| < 2.4 for muons and p T > 7 GeV and |η| < 2.5 for electrons.
Events with at least two jets and four charged leptons are selected. The di-lepton with mass closest to the Z pole mass is labeled Z 1 , while the other di-lepton is labeled Z 2 . Both Z candidates are required to have a mass above 12 GeV. The relative efficiency of the event selection criteria in this simplified analysis was found to be 12.4%, 3.5%, and 1.8% for ggF, VBF, and ZZ, respectively. Our benchmark analysis, with respect to which we can compare the results of the different RGS optimizations, imposes the additional cuts,
• leading lepton p T > 20 GeV;
• next to leading lepton p T > 10 GeV;
• 40 < m Z1 < 120 GeV, and
which are the most important ones in the CMS Higgs to four-lepton analysis [41] . Furthermore, we required events to lie within the loose Higgs boson signal region defined by 100 < m 4 < 150 GeV, where m 4 is the 4-lepton mass. In this region, the Higgs boson signal is a narrow peak at 125 GeV, while the ZZ background is relatively flat. The results of the full selection (labeled CMS) are shown in Table I for an integrated luminosity of 100 fb −1 . This analysis of the three simulated event samples yields a Z significance of 1.03. Clearly, that number leaves considerable room for improvement, which is the goal of the RGS optimizations described next. In this paper, we use the significance measure defined in Equation (1). Three RGS optimizations are considered, each with 10 4 cut-points. Our strategy is to first find a subspace in which the event yield of Higgs boson events is enhanced relative to ZZ (in Higgs optimization HO2), and then, within that subspace, enhance the yield of VBF relative to ggF plus the remaining ZZ events (in HO3). The purpose of HO1 is merely to illustrate the use of the simplest form of cut, namely, one-sided cuts. These cuts are applied in the (m Z1 , m Z2 ) plane in order to separate ggF+VBF events from ZZ events. Since Higgs boson events tend to populate the low m Z2 region, the appropriate one-sided cuts are m Z1 < cut 1 and m Z2 < cut 2 , where the values of the tuple (cut 1 , cut 2 ) are determined by the distribution of ggF+VBF events in this plane. The results of the HO1 optimization, in which the m 4 cut is omitted, are shown in Table I . The top left plot of Figure 3 shows the signal efficiency versus the background efficiency. The HO1 optimization yields a Z significance of 3.55.
The second optimization (HO2) searches for suitable two-sided cuts in the (m Z1 , m Z2 ) plane. As is the case for HO1, the goal for HO2 is to discriminate between Higgs boson events and ZZ events, except that this time we require events to lie within the Higgs boson signal region, as defined above, and thereby benefit from the greatly reduced ZZ background within that region. The HO2 results are shown in Table I . The ggF+VBF signal efficiency versus the ZZ background efficiency is shown in the upper right plot of Figure 3 for different ranges of Z significance, while the best two-sided cuts of all those considered within the (m Z1 , m Z2 ) plane is shown in the left plot of Figure 4 . This pair of two-sided cuts yields a Z significance of 6.1.
It comes as no surprise that if one modifies HO1 by including in its definition the twosided cut on m 4 that defines the signal region, the Z significance improves; in fact, to Table I. 4.84. What is notable is the fact that the optimal two-sided cuts in the (m Z1 , m Z2 ) plane do considerably better. Indeed, for the modified HO1 optimization to achieve the same Z significance as HO2 would require the former to use 60% more data.
The third optimization (HO3) seeks to enhance VBF relative to ggF and ZZ by finding the optimal one-sided cuts, m jj > cut 1 and ∆η jj > cut 2 , for events constrained to lie within the two-sided cuts found by HO2. The results of HO3 are shown in Table I , while the lower plot of Figure 3 shows the signal efficiency versus the background efficiency and the right plot of Figure 4 shows the optimal one-sided cuts. The HO3 optimization yields a Z significance of 1.27, which is to be compared with 1.03 for our version of the CMS analysis. If analyses are restricted to cut-based methods, there is clearly more work to be done before an unambiguous VBF signal emerges in this channel. But, again, it is notable that 50% more data would be needed for the "CMS" analysis to match the results of HO3. We chose this optimization problem because it is particularly challenging for a cut-based analysis due to the large overlap between the distributions for Higgs boson ggF and VBF events. It is already accepted that a precision measurement of the VBF cross section in the Higgs 4-lepton final state will require multivariate discriminants [41, 51] presumably constructed using machine learning methods. But, as noted in the introduction, cut-based analyses nevertheless remain useful as benchmarks that can be readily implemented. Moreover, the outputs of multivariate functions are merely sophisticated variables to which RGS can be applied if an optimal VBF region is needed.
In the next section, we describe a more sophisticated use of RGS optimization.
B. Optimizing SUSY razor boost with RGS
The random grid search is particularly useful for efficiently optimizing searches for new physics. We demonstrate its power and versatility by applying RGS to a supersymmetry (SUSY) search published by the CMS Collaboration [52] . This is a search for new physics in the jets, b jets and missing transverse energy (E miss T ) final state that uses high momentum, that is, "boosted", W bosons whose decay products are merged into a single "fat" jet. The razor kinematic variables [34] are used to discriminate possible SUSY signals from the Standard Model (SM) backgrounds. The analysis mainly targets gluino decays to top squark-top quark pairs.
To illustrate how RGS can be useful in designing searches, we selected a SUSY signal point with parameters that lead to a gluino with mass of 1355 GeV, a light top squark with mass of 409 GeV and a lightest neutralino with mass of 252 GeV. The remaining sparticles are heavy and inaccessible at the 13 TeV LHC. In this scenario, gluinos decay exclusively tot 1 t pairs, where the momenta of the top quarks are high due to the large m(g) − m(t 1 ) mass difference. Subsequently, since the mass difference m(t 1 ) − m(χ 0 1 ) is smaller than m(t), top squarks directly decay to W bχ 0 1 . This decay structure leads to multiple jets, multiple b jets, and a significant fraction of events with boosted W bosons coming from the top quarks produced directly in the gluino decays. The dominant SM background for this signal is tt+jets. For simplicity, we consider only this background process in this study. For the signal point, we calculated the SUSY mass spectrum from the given SUSY parameter point using the SOFTSUSY v3.3.1 package [53] , and the sparticle decays using the SUSYHIT package [54] (with SDECAY 1.5 and HDECAY 3.4). For both the signal and background, we used PYTHIA8.209 [42, 43] to generate LHC events at 13 TeV. As was done for the Higgs boson study, the response of the CMS detector was simulated using Delphes v3.2.0 [44] . We calculated the NLO cross section for the SUSY signal using the Prospino 2 package [55, 56] , and obtained 21.2 fb. For tt+jets, we used the NLO+NLL value calculated by the ATLAS and CMS Collaborations centrally using the Top++v2.0 package, which is 815.96 fb for a top quark mass of 173.2 GeV [57] [58] [59] [60] [61] . Simulated events were weighted to correspond to 30 fb −1 of integrated luminosity. The output ROOT event files were analyzed using TNMAnalyzer [62] .
We then implemented the following object definitions.
• Jets: anti-k T jets with jet size R = 0.4. Jet p T > 30 GeV, |η| < 2.4.
• b jets: Jets defined as above, that pass the default Delphes b jet tagger.
• W jets: Cambridge-Aachen jets with jet size R = 0.8. Jet mass of 60 < m j < 120 GeV, n-subjettiness value [63] τ 2 /τ 1 < 0.5.
• Leptons (e and µ): Lepton isolation ∆R p T /p T < 0.1, where ∆R < 0.5, and lepton p T > 5 GeV, |η| < 2.5.
• Missing transverse energy: negative vector sum of transverse momenta of all visible objects.
Based on these object definitions, events were selected that have at least 2 jets and no leptons. For these events, we calculated the razor kinematic variables M R and R 2 as described in [34] . For the RGS optimizations, we use the discriminating variable set consisting of the number of jets (n j ), number of b jets (n b ), number of W jets (n W ), leading jet p T (p j1 T ), M R and R 2 . Figure 5 compares the distributions of these six variables for the SUSY signal and tt+jets background, and confirms that each variable has indeed some measure of discrimination between the signal and the background.
The original CMS study selects events with n j ≥ 3, n b ≥ 1, n W ≥ 1 and p j1 T > 200 GeV (the "preselection"), followed by the simple razor selection M R > 800 GeV and R 2 > 0.08, which gives 140.1 signal events, 10702.4 background events, and a corresponding Z value of 1.35. In the following, we optimize selections based on the above discriminant (cut) variables in order to improve the signal significance, quantified by the Z value defined in Equation (1) . A summary of these optimization studies and their results is given in Table II. In the first SUSY optimization, SO1, we simply implement the CMS preselection and attempt to improve the razor selection through optimizing M R and R 2 using a 2-dimensional, 20 step, staircase cut. The top left frame of Figure 6 cut. As for the Higgs studies, the cut with the largest Z significance is taken to be the optimal selection. The optimal M R -R 2 selection in this case has a Z value of 3.7, resulting from signal and background counts of N S = 85 and N B = 504 respectively. The associated cut is shown in the right frame of Figure 7 as the red curve.
Next, in optimization SO2a, we again implement the preselection, but this time optimize over all six variables, with one-sided cuts on n j , n b , n W , p j1 T , and a 2-dimensional, 20 step staircase cut on M R -R 2 . For this case, s versus b distributions and Z intervals are given in the top left frame of Figure 6 , which shows that including all variables in the optimization can dramatically improve the selection performance. The optimal selection with the best Z value of 9.07 is given in Table II and the left frame of Figure 7 . This selection includes a cut of n j ≥ 9, which restricts us to a high multiplicity phase space, where a fully reliable event reconstruction becomes harder to achieve. Furthermore, this selection results in low event yields, which would lead to large uncertainties. In order to overcome these issues, we look for a cut set where the cut value for n j , denoted by n cut j , is at most 6. The optimal selection in this case, SO2b, has n j ≥ 6, a Z value of 4.72, and is shown in Table II and the left frame of Figure 7 .
The above study with the requirement of at least one boosted W boson already demonstrates the power of the RGS algorithm in finding diverse options in improving event selections. The RGS algorithm can also be used for easy exploration of alternative signatures for a given signal. To illustrate this, we start with a much simpler preselection of n j ≥ 3, and optimize over all six cut variables. Figure 6 (lower frame) shows that the more open phase space makes it possible to reach much lower b for a given s , and consequently higher Z significances. The optimal selection for the most generic optimization, denoted as SO3a, is given in Table II and Figure 7 , and has a very high Z significance of 13.25. This optimization is achieved when the requirement n W ≥ 1 is lifted, but it has a very high jet multiplicity requirement of n j ≥ 11, which brings with it the same issues as in the SO2a optimization.
To avoid these issues, we again choose the best cut set for which n cut j ≤ 6, SO3b, and which has a Z significance of 7.68 and cut values shown in Table II and Figure 7 right frame.
The RGS optimization can be very helpful in finding complementary approaches when searching for a given signal. Here, we have shown that thegg → tt 1 tt 1 → ttχ 0 1 ttχ 0 1 signal can be explored with the razor kinematic variables in final states with boosted W bosons, or in generic hadronic final states with b jets. Overall, RGS showed that final states with high jet multiplicities (detector conditions permitting) are the most sensitive to new physics, independently of whether or not one requires the presence of boosted W bosons. Comparing the left and right frames of Figure 7 shows that selections with boosted W bosons favor higher M R values. RGS can be easily used for learning the characteristics of the cut phase space. For example, the four frames in Figure 8 show the 2-dimensional histograms of the number of cut sets for Z significance versus n Table II. could help to characterize the best cut value combinations for different variables.
IV. SUMMARY
We have described a simple algorithm called the random grid search that efficiently optimizes event selections by randomly searching for cuts in the region of the cuts phase space where the cuts are likely to be most useful. Furthermore, we have described recent enhancements to RGS, specifically, the addition of two-sided cuts, and a cut type we call a staircase cut that is the OR of two or more sets of one-sided cuts on two or more variables. Next, we presented two examples which showed the effectiveness of RGS optimization in exploring the impact of different cuts on different sets of variables.
It is undoubtedly true that for the most difficult analyses, in which optimality is at a premium, multivariate discriminants constructed using machine learning will likely win the day over any cut-based analysis. However, that expectation does not obviate the utility of optimal cut-based analyses. A significant fraction of LHC analyses are still cut-based. Feasibility studies of almost all searches are done using cut-based analyses. Furthermore, there are circumstances in which a region enhanced in some way is needed, perhaps a control region for an analysis, which is to be determined by cuts applied to one or more variables. These variables could themselves be sophisticated multivariate discriminants. Then, a simple, effective, way to find the optimal cuts, such as the random grid search, would be useful. There are, of course, other algorithms to search for optimal cuts. One that has found some favor in particle physics finds cuts using a genetic algorithm. However, we would argue that sophistication of this kind is unnecessary for most cut-based analyses and an algorithm like RGS is perfectly adequate. Moreover, it is easy to envisage further useful developments. Indeed, one obvious development would be to extend the staircase cut to permit the use of two-sided cuts that will make it possible to find the OR of quite general multi-dimensional bounded regions. Work towards this is in progress.
the resulting signal and background efficiencies and counts for each selection. These efficiencies and counts are then used in the second step to compute a measure of signal significance, which can be maximized over different selections in order to determine the optimal event selection.
The efficiency of the algorithm derives from the fact that the search for cuts is stochastic and determined by (in most applications) the predicted signal distribution. In effect, this distribution provides an importance sampled set of cuts. Consequently, the algorithm is less subject to the "curse of dimensionality" and the accuracy of the results, as is true of Monte Carlo integration, is independent of the dimensionality of the cut space. The accuracy rather depends on the sample sizes. The examples released with the package run in minutes. But, since the time to run is roughly proportional to the product of the number of cuts and the number of events to which the cuts are applied, for large sample sizes the RGS algorithm can take several hours. However, RGS can be trivially parallelized simply by splitting the events to which cuts are to be applied into many batches, running RGS in parallel, and, for each cut, summing the signals and backgrounds from each batch.
Running the RGS package requires C++, Python and ROOT with PyROOT built in. The package can be obtained from github and compiled as follows. The package is released with code for the two examples described in this paper, in the directory tree
The ROOT files used in the Higgs and SUSY examples should be downloaded and unpacked into the data directory using, for example, the commands The package contains a single C++ class called RGS that is callable from Python. Instructions for running the examples are provided in the README file in the examples directory. For each example, the event variables and cut directions to be used for optimization are specified in a text file with a simple syntax. The signal and background events can be input in simple text format or as ROOT trees. Using ROOT trees has the significant advantage that it is possible to apply selection criteria to the events that are to be used in the search for cuts.
Below we give a more detailed description of the variables and cut directions file and the RGS class.
Variables and cut directions file
The variables and cut directions to be used in the optimization are input to RGS through a text file with a specific syntax. The variable names should correspond to the variable names in the cut and search datafiles. Currently RGS allows optimization with three types of cuts, which could be input as follows:
• One-sided cuts: These are simple cuts like p T > x, |η| ≤ y, etc. The syntax is:
The available types are: The two-sided cut type syntax is:
-var <> : value1 < var < value2
• Staircase cuts: (initially inspired by the razor kinematic variables M R and R 2 ): In 2-dimensional space, this cut can be visulized as a sideview of a non-uniform staircase. The staircase cut is constructed by selecting N events from the signal, and for each event (or cutset i), taking the AND of a set of M one-sided cuts. The selection becomes the OR of the phase space covered by the N cutsets. The syntax is as follows: 
The RGS class
The RGS class is found in src/RGS.cc and include/RGS.h. The functionalities and methods of the class are as follows.
• Constuctors: std::string treename="", std::string weightname="", std::string selection="");
where -cutdatafilenames are the names of one or more files containing the cut values, usually files with signal events. The files can be in ROOT or text format as described above. In a Python program, multiple file names can be specified in a vector of strings using the PyROOT wrapper vector('string').
-start is the row or event where we start reading the cut values.
-numrows is the number of rows to be selected from the cuts file; −1 specifies that all rows are to be read. The number of rows read will in general be greater than the number of selected rows if a selection has been applied when using a ROOT n-tuple.
-treename is the name of the ROOT tree to be read. Tree names should be the same for the signal and background events used in RGS. If omitted, the file to be read is presumed to be a text file.
-weightname is an optional variable that gives the name of the ROOT branch or text column that contains the event weight.
-selection is an optional selection string to be used for selecting rows. This is a ROOT feature and so can only be used with ROOT files.
• Add a search file, or a list of searchfiles, which contain the signal and background event data:
void add(std::string (or std::vector<std::string>&) searchfilename, int start=0, int numrows=-1, std::string resultname="", double weight=1.0);
where -searchfilename are the names of one or more files with signal and background data. Again, multiple files can be specified in Python programs using the PyROOT vector wrapper. All files should be in the same format. -start, numrows as described above.
-resultname is appended to the count and fraction variables. e.g. ," s" for signal, " b" for background. If omitted, the ordinal value of the search file, starting at zero, is appended to the count and fraction variables.
-weight is an optional (multiplicative) event weight assigned per search file.
• Run the RGS algorithm for specified cut variables and cut directions: This can be done either using a cut definition file, which was described above:
void run(std::string varfile, // file name of Variables file int nprint=500);
or by directly specifying cuts as strings:
void run(vstring& cutvar, // Variables defining cuts vstring& cutdir, // Cut direction (cut-type) int nprint=500);
• Return results:
-Return the total (possibly weighted) count for the data file identified by dataindex:
double total(int dataindex);
-Return the (possibly weighted) count for the given data file and the given cutpoint: -Return number of events for a specified data file.
int ndata(int dataindex);
-Return values for data given data file and event.
vdouble& data(int dataindex, int event);
• Save resulting counts and fractions to a text or a ROOT file with name filename (if .root is found in file name, a ROOT file is saved, otherwise, a text file is saved):
void save(std::string filename);
Running RGS
The examples released with the RGS package show how to use the RGS class and how to analyze its results. The examples use Python, but the RGS class can be used in either a C++ or Python program.
Each example can be run by executing the command ./train.py which instantiates an RGS object and calls the relevant methods to add signal and background files, run the RGS algorithm, and write the results to a ROOT file. (Note that due to the length of the SUSY signal and background datasets, the SO3 optimization could take more than an hour. Here is a clear case in which splitting the search files into multiple files and running RGS in parallel would speed things up considerably. SO1 and SO2 each take about 10 minutes.) The results in the ROOT file can be analyzed by running ./analysis.py which calculates the Z value defined in Eq. (1) for each cut and finds the best cut (the one with the largest Z value). A ROC curve of signal and background efficiencies is also plotted. A collection of helpful utility functions may be found in python/rgsutil.py, which can be imported using from rgsutil import * For example, the utility class OuterHull draws the outer hull of a staircase cut from given set of 2-dimensional cut values.
