Charge and reduce: A fixed-parameter algorithm for String-to-String Correction  by Abu-Khzam, Faisal N. et al.
Discrete Optimization 8 (2011) 41–49
Contents lists available at ScienceDirect
Discrete Optimization
journal homepage: www.elsevier.com/locate/disopt
Charge and reduce: A fixed-parameter algorithm for String-to-String
Correction✩
Faisal N. Abu-Khzam a,∗, Henning Fernau b, Michael A. Langston c, Serena Lee-Cultura d,
Ulrike Stege d
a Department of Computer Science and Mathematics, Lebanese American University, Lebanon
b Universität Trier, FB IV—Abteilung Informatik, D-54286 Trier, Germany
c Department of Electrical Engineering and Computer Science, University of Tennessee, USA
d Department of Computer Science, University of Victoria, Canada
a r t i c l e i n f o
Article history:
Received 15 November 2009
Received in revised form 23 October 2010
Accepted 26 October 2010
Available online 13 December 2010
Keywords:
Fixed-parameter algorithm
String-to-String Correction
Charge and reduce
a b s t r a c t
String distance problems typically ask for a minimum number of permitted operations to
transformone string into another. Such problems find application in awide variety of areas,
including error-correcting codes, parsing theory, speech recognition, and computational
biology, to name a few. Here we consider a classic string distance problem, the N P-
complete String-to-String Correction problem, first studied by Wagner some 35 years
ago. In this problem, we are asked whether it is possible to transform string x into string y
with at most k operations on x, where permitted operations are single-character deletions
and adjacent character exchanges. We prove that String-to-String Correction is fixed-
parameter tractable, for parameter k, and present a simple fixed-parameter algorithm
that solves the problem in O(2kn) time. We also devise a bounded search tree algorithm,
and introduce a bookkeeping technique that we call charge and reduce. This leads to an
algorithm whose running time is O(1.6181kn).
© 2011 Published by Elsevier B.V.
1. Introduction
In information retrieval, computational biology, linguistics, error detection and correction, parsing theory, and a variety
of other application areas, efficient algorithms for string editing problems are in high demand. One major type of string
editing problem is known variously as string sorting, string distance, or string correction. These problems typically ask for a
minimum number of permitted operations to transform one string, x, into another string, y.
Many such problems are considered classic in computer science and can be solved in polynomial time. Examples
include the Hamming distance [1] for counting the number of single-character substitutions needed, Longest Common
Subsequence [2] for measuring insertions and deletions, the Levenshtein distance [3] for determining insertions, deletions
and substitutions, and the Damerau–Levenshtein distance [4,3] for allowing exchanges (swaps, transpositions) of two
adjacent characters as well. In fact, if we consider all possible distance problems over the set of edit operations {insertion,
deletion, substitution, swap}, all but two of the 15 nonempty combinations are solvable in polynomial time [5]:
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• To solve the edit distance problem for insertions only, x must be a subsequence of y. Then complete x by adding the
remaining extra |y| − |x| symbols from y.
• To solve the edit distance problem for deletions only, y must be a subsequence of x. Then transform x by deleting the
extra |x| − |y| symbols from x.
• For swaps only, x and ymust be of identical length. Further, each symbol in alphabetΣ must have the same number of
occurrences in x and y. Solve the problem from left to right as follows. Determine the first occurrence xj of y1 in x. Swap
xj to the left until it is on the first position of x. Delete the first character from each x and y. Repeat until both sequences
are empty.
• The Hamming distance of x and y answers the problem for substitutions only.
• For insertions and deletions only, and for insertions, deletions and substitutions only, we can use classic dynamic
programming [6].
All other combinations except insertions and swaps only (and, equivalently, deletions and swaps only) can be solved using
Wagner’s Cellar algorithm [5], also a dynamic programming approach. We shall henceforth restrict our attention to the
deletions and swaps problem:
STRING-TO-STRING CORRECTION
Input: A finite alphabetΣ , strings x, y ∈ Σ∗, and an integer k > 0.
Output: Can x be transformed into y using at most k deletions and swaps?
String-to-String Correction is a special case of what Lowrance and Wagner call Extended String-to-String
Correction [7] (also known as the Damerau–Levenshtein distance). It has been shown to beNP -complete by a reduction
fromMinimum Set Cover [8,5]. We denote an instance of String-to-String Correction by (x, y, k).
A parameterized problem Π is a subset of Σ∗ × N, where Σ is a fixed alphabet and N is the set of all non-negative
integers. Therefore, each instance of a parameterized problem Π is a pair (I, k), where the second component k is called
the parameter. The language L(Π) is the set of all YES-instances of Π . We say that the parameterized problem Π is fixed-
parameter tractable [9] if there is an algorithm that decides whether an input (I, k) is a member of L(Π) in time f (k)|I|c ,
where c is a fixed constant and f (k) is a function independent of the overall input length |I|. We often write O∗(f (k)) for
this run-time bound. Notice that parameterized algorithms are particularly useful when the parameter values are expected
to be small. This can be generally assumed for problems where the parameter can be seen as an error count, as with typing
errors in our particular problem.
In this paper,weprovide a first tractability result for String-to-StringCorrection, proving that it is in the parameterized
complexity class FPT for parameter k. In doing so, we introduce a novel annotation paradigm that we call charge and reduce
to use partial information about a target solution to decrease the parameter, without specifying a corresponding operation,
and to apply problem reductions. We will derive binary search tree algorithms, i.e., algorithms that are based on branching
with two possibilities. Since thework in each node of that tree consumes only polynomial time, we are ensured a run time of
O∗(f (k)) as long as f (k) bounds the number of leaves in the tree. To each node of the tree, an instance and thus a parameter
can be associated. We will then argue that our binary search tree has the property that the parameter is reduced by at least
one in one branch and by at least two in the other. This fact is expressed by the so-called ‘‘branching vector [1, 2]’’. The
evolving Fibonacci recurrence f (k) ≤ f (k− 1)+ f (k− 2) can be solved by f (k) = O(φk) < 1.6181k, where φ is the golden
ratio.
This paper is structured as follows. In Section 2, we discuss some basic properties of String-to-String Correction. In
Section 3, we prove that String-to-String Correction is fixed-parameter tractable by presenting an algorithm that solves
it in O(2kn) time. In Section 4, we describe a refined fixed-parameter algorithm with running time O(1.6181kn). In a final
section, we provide relevant comments and draw a few conclusions from this effort.
2. Basic properties and terminology
Observe that any instance (x, y, k) of String-to-String Correction with |y| > |x| is a NO-instance. Thus, a feasible
solution provides an injective mapping M : {1, . . . , |y|} → {1, . . . , |x|} that explains which positions of y can be found
where in string x. Assuming x = x1 . . . xn and y = y1 . . . ym, where n ≥ m and xi, yj ∈ Σ for all 1 ≤ i ≤ n, 1 ≤ j ≤ m,M
satisfies for all 1 ≤ j ≤ m : xM(j) = yj withM(i) ≠ M(j) for i ≠ j. We note that it is sufficient to compute such a mappingM
corresponding to a feasible solution since, once the mapping is determined, we can delete every character in x which was
not mapped to byM . Then, using [7], we can solve String-to-String Correction for (the shortened) x and y for swaps only
in polynomial time.
For a given string x ∈ Σ∗ with x = x1 . . . xn, let φ(x, a) denote the index of the first occurrence of character a ∈ Σ
in x. Further, for |x| > 0, let τ(x), the tail of x, denote the string obtained from x by deleting its first character x1.
π(x, p) = x1 . . . xp, 1 ≤ p ≤ n, denotes the prefix of x of length p. Let σ(x, i) denote the string obtained from x by
swapping the two characters xi and xi+1. Let δ(x, i) denote the string resulting from x by deleting character xi. In particular,
τ(x) = δ(x, 1). Observe that |σ(x, i)| = |x| and |δ(x, i)| = |x| − 1. By the definition of String-to-String Correction, swaps
σ(·, ·) and character deletions δ(·, ·) comprise the two (basic) edit operations. A sequence ω = ω1 . . . ωk of edit operations
produces the transformed string ω(x) = ωk(. . . (ω1(x)) . . .). Further, |x| ≥ |ω(x)| ≥ |x| − k. We will occasionally denote
the edit sequence that deletes j characters in x, starting with symbol xi, by δ(x, i . . . i+ j− 1).
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Let |ω| represent the number of edit operations in the edit sequence ω. String-to-String Correction can thus be seen
as the task to find, given (x, y, k), a ω with |ω| ≤ k and ω(x) = y. A solution for YES-instance (x, y, k) may be specified
either by a sequence ω of edit operations or by an injective mappingM : {1, . . . , |y|} → {1, . . . , |x|}.
3. A simple algorithm
The following preliminary lemmas allow us to process the target string y of an input instance (x, y, k) in a left-to-right
manner. We first observe that in an optimum solution, we do not swap two symbols xi and xi+1 in x that are identical.
Lemma 1. Let x, y ∈ Σ∗ be an input of String-to-String Correction. Assume that y can be transformed into x and let
ω = ω1 . . . ωk be an optimum sequence of operations to transform x into ω(x) = y. Then, there is no ωj = σ(x, i) in ω with
xi = xi+1.
Proof. For x with xi = xi+1, σ (x, i) = x, so that ω′ = ω1 . . . ωj−1ωj+1 . . . ωk gives a shorter solution, contradicting the
optimality of ω. 
We further argue that a solution for (x, y, k) exists only if there is a solution thatmaps y’s first symbol y1 to its first occurrence
(from the left) in x, that isM(1) = φ(x, y1).
Proposition 1. A solution for (x, y, k) exists only if there is a solution M such that M(1) = φ(x, y1).
Proof. Assume it would cost less operations to transform x into y if y1 is mapped to a later occurrence of symbol y1 in
x. Then φ(x, y1) must be deleted (Lemma 1). But then deleting xM(1) instead of φ(x, y1) does not yield more operations
(a contradiction) and thereforeM(1) = φ(x, y1) can be assumed. 
Our algorithms will therefore start with computing J = φ(x, y1).
Corollary 1. If the first symbols of x and y are identical, that is if φ(x, y1) = 1, then the two instances (x, y, k) and (τ (x), τ (y), k)
of String-to-String Correction are equivalent, that is (x, y, k) is aYES-instance for String-to-String Correction if and only
if (τ (x), τ (y), k) is a YES-instance for String-to-String Correction.
Lemma 2. Let x, y ∈ Σ∗ be input strings of a String-to-String Correction instance with x = x1 . . . xn, y = y1 . . . ym and
J = φ(x, y1). Then, in any optimum solution, every symbol in x1 . . . xJ−1 is either to be deleted or is to be swapped to the right
beyond the Jth letter xJ .
Proof. Since we can assume that M(1) = φ(x, y1) due to Proposition 1, every symbol from the prefix x1 . . . xJ−1 must
disappear. There are two ways to realize this: for each character in x1 . . . xJ−1, we either delete it from x or we swap it
beyond xJ . 
Lemma 3. Let (x, y, k) be an instance of String-to-String Correction with x1 ≠ y1. Then (x, y, k) is a YES-instance if and
only if (δ(x, φ(x, y1)− 1), y, k− 1) is YES-instance or (σ (x, φ(x, y1)− 1), y, k− 1) is YES-instance.
Proof. According to Lemma 2, all symbols preceding position J must either be deleted or swapped to the right of J . Without
loss of generality, we may assume that deletions are performed first then the remaining symbols are swapped to the right
of xJ . In this second ‘‘swap’’ phase, the first symbol to be swapped should be the rightmost one (i.e., xJ−1), since otherwise
some symbols from x1 through xJ−2 would have to be swapped with xJ−1 before they are swapped with xJ . If necessary, this
swap can be performed after swapping xJ−1 with xJ without affecting the optimality of the corresponding solution. 
Lemma 3 suggests the following search-tree algorithm sS2S (Algorithm 1) which branches on the symbol in x that appears
directly before φ(x, y1).
Note that our left-to-right processing of string y takes O(n). This allows us to conclude:
Proposition 2. String-to-String Correctionis fixed-parameter tractable; more precisely, it can be solved in timeO(2kn). 
4. Improving on search trees
Before we describe an algorithm that is more complex than Algorithm 1 but yields a noticeable improved running time,
we observe some simple preprocessing rules for instance (x, y, k).
Lemma 4. If φ(x, y1) > k+ 1, then (x, y, k) is a NO-instance.
Proof. It takes at least k operations to take care of prefix y1 . . . yφ(y,x1)−1, see Lemma 2. 
Remark 1. If a symbol occurs more often in y than in x, then (x, y, k) is a NO-instance.
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Algorithm 1 A simple (bounded) search tree algorithm for String-to-String Correction: sS2S
Input: two strings x, y ∈ Σ∗, an integer k
Output: TRUE if x can be transformed into ywith at most k edit operations; FALSE otherwise.
if k < 0 or |x| < |y| then
return FALSE
if |y| = 0 then
return (|x| ≤ k)
if φ(x, y1) = 1 then
return sS2S(τ (x), τ (y), k)
{Branch on the symbol at position φ(x, y1)− 1 in x}
if sS2S(δ(x, φ(x, y1)− 1), y, k− 1) then
return TRUE
return sS2S(σ (x, φ(x, y1)− 1), y, k− 1)
Recall that in Algorithm sS2S, we are restricted to branching on position J − 1 = φ(x, y1) − 1 in x, the position directly
before the first occurrence of the first symbol of the target string, to ensure that on each branch we can perform at least
one operation, here a deletion of xJ−1 or a swap of xJ−1 and xJ . Branching on some other symbols such as x1, x2, . . . , xJ−2
(see Lemma 2) also allows us to delete the symbol in the one branch and swap in the other. However, in the second branch
(where we must perform a swap), we may not have the correct adjacent symbol to perform a swap. We discuss next how
to overcome this challenge. This in turn will improve the size of our bounded search tree.
Charge and reduce. We describe a new algorithm design technique, called charge and reduce, that yields an improved running
time for String-to-String Correction. Themain idea for charge and reduce is described as follows. As before,wewill branch
on a symbol xj that occurs in x before xJ . In this case, however, the symbols do not have to be adjacent (that is j < J − 1 is
possible). Instead, in the branch where we do not delete xj, we prepay the eventually upcoming charge for swapping xj with
xJ , and with it reduce the parameter k. This prepaid charge allows us to delay this swap until the two characters are adjacent
in x. Thenwewill swap ‘‘for free’’ and take the charge off xj.We remark that charging is only used for future swap-operations.
Deletions, however, are instantly accommodated.
We have not seen this specific technique elsewhere and believe it can be useful for other string problems as well. We
note that a similar but much simpler idea is the idea of bonus points introduced in [10]. However, the parameter budget
reductions in [10] were due to later polynomial-time phases of the algorithm. Here, the charge is used up by reduction rules
that can trigger within each branching step. We next describe in more detail our charging and uncharging operations.
We annotate some characters from xwith elements in {0, 1, 2,−}where a symbol (a, ℓ), ℓ ≥ 1, denotes an occurrence
of character a ∈ Σ that has been determined not to be deleted; instead, this a is to be swapped at least ℓ times to the right.
If ℓ = −, then (a, ℓ) is not to be deleted and cannot be swapped to the right. During our algorithm we will use the negative
charge (ℓ = −) only to model the mapping of the first occurrence of y1 within x. If ℓ = 0, then (a, ℓ) denotes a symbol that
cannot be deleted. No further restrictions are associated with this charge.
We introduce the charging operation µ(x, j, ℓ) that replaces the string x containing the uncharged character xj = a or
charged character xj = (a, s) at position jwith the string that is identical to x but contains the annotated form xj = (a, ℓ) as
the jth symbol. Note that µ is used both to introduce a charge and to change the existing charge.
From now on sequence x may be annotated, that is some characters from x can be charged. Furthermore, an annotated
occurrence (a, ℓ) of a in x is also called an occurrence of a in x. Equivalently, we may say that x contains a. When we only
look for occurrences of uncharged symbols awithin x, we speak of uncharged occurrences, and we denote by h(x) the string
obtained from x by removing all annotations (charges). Note that h can be seen as the homomorphism that maps each
(possibly uncharged) symbol of x to its uncharged form.
In our improved search tree algorithm, we branch only on uncharged symbols of x (as charged ones are not allowed to be
deleted). Note that branching on a symbol xi in xmeans recursively searching for a solution by exploring two possibilities:
deleting xi or charging xi. In the upcoming section we introduce reduction rules that prepare our instance for branching; our
subsequent case distinction for branching is done with respect to occurrences of the first two target-string symbols, y1 and
y2, in x.
4.1. Reduction rules to handle annotated inputs
We introduce a number of reduction rules that serve as preprocessing for our improved recursive algorithm (S2S,
Algorithm 2) solving String-to-String Correction. S2S takes as input a (possibly annotated) instance (x, y, k) and outputs
TRUE if x can be transformed into y using at most k operations (deletes or non pre-charged swaps). A reduction rule is
only applied to instance (x, y, k) if none of the preceding reduction rules can be applied to the instance. We describe each
reduction rule assuming an original annotated instance (x, y, k) and a new instance (x′, y′, k′). In the following, we will use
J as the position denoting the first occurrence of y1 within x, that is J = φ(h(x), y1). Further, if y1 ≠ y2, then let I be the
position of the first occurrence of y2 in x. If y1 = y2, then let I be the position of its second occurrence in x. That is, xI denotes
y2’s first potential match in x.
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In the following we make use of the following assumptions for (x, y, k):
A1. If xi is charged, then so are all the earlier occurrences of h(xi) in x;
A2. x contains at most one character that is charged with−, namely xJ ;
A3. If i < J XOR i < I , and xi, i ≠ J , is a charged symbol, then xi is charged with 1;
A4. If i < J, i < I , and xi is a charged symbol, then xi is charged with 2;
A5. If i > J, i > I , and xi is a charged symbol, then xi is charged with 0.
We remark that a non-annotated instance for String-to-String Correction satisfies the above assumptions. We will show
later (Remarks 2 and 3) that for an originally non-annotated instance, the assumptions are sound after the preprocessing or
whenever a recursive call of S2S is performed.
We shall provide a proof of soundness for each upcoming reduction rule.
1. If k < 0, then return FALSE.
Soundness: More than the number of permitted operations were applied.
2. If |x| < |y|, then return FALSE.
Soundness: Insertions into x are not permitted.
3. If a symbol a ∈ Σ occurs more frequently in y than in x, then return FALSE.
Soundness: See Remark 1.
4. If a symbol a ∈ Σ occurs in x but not in y, then x′ is obtained by deleting all ℓ occurrences of a from x, y′ = y and
k′ = k− ℓ.
Soundness: Symbols cannot be substituted.
5. If for a symbol a the number of occurrences in x and y is equal, then charge every uncharged occurrence of a in xwith 0.
Soundness: None of a’s occurrences can be deleted.
6. If x1 = y1, x1 = (y1, 0) or x1 = (y1,−), then x′ = τ(x), y′ = τ(y) and k′ = k.
Soundness: This is a consequence of Corollary 1, knowing that x1 is not positively charged.
7. If xJ is uncharged or xJ = (y1, 0), then x′ = µ(x, J,−), y′ = y and k′ = k.
Soundness: A consequence of Proposition 1 and the assumption that we only charge the currently first uncharged
occurrence of a symbol.
8. If there are at least k+ 1 uncharged or 0-charged symbols in the prefix π(x, J − 1), then return FALSE.
Soundness: Follows from Lemma 4, respecting positively charged symbols.
9. If x contains the successive neighbors xJ−1 = (a, ℓ) and xJ = (y1,−), where ℓ ∈ {1, 2}, then x′ is obtained by swapping
the two characters and decreasing a’s charge, that is by replacing xJ−1 with (y1,−) and xJ by (a, ℓ− 1). Further, y′ = y
and k′ = k.
Soundness: Neither the annotated a nor y1 can be deleted from x. (a, ℓ)with ℓ > 0must swap right, (y1,−)must swap
all the way to the left. Moreover, after the swap, the charge of a has to be decreased by 1.
10. If x1 = (y2, 1), then x′ = δ(x, 1), y′ = δ(y, 2) and k′ = k.
Soundness: Character x1 has to be swapped with xJ only. This operation has been accounted for by the charge.
11. If x1 = (y3, 2) and h(x1) ≠ y2, then x′ = δ(x, 1), y′ = δ(y, 3) and k′ = k.
Soundness: Character x1 has to be swapped with the first occurrence of y1 and one occurrence of y2. These operations
have been accounted for by the charge of 2.
12. If xJ = (y1, ℓ)with ℓ ∈ 1, 2, then return FALSE.
Soundness: The only acceptable charges of the first occurrence of y1 in x are 0 and−. The positive charge indicates that
the symbol must be swapped to the right with another symbol (note the use of Lemma 1), which cannot be deleted. This
is impossible.
13. If x contains the successive neighbors xI−1 = (a, ℓ) and xI = (y2, s), where ℓ ∈ {1, 2}, s ≠ −, then x′ is obtained by
swapping the two characters and decreasing a’s charge, that is by replacing xI−1 with (y2, s) and xI by (a, ℓ−1). Further,
y′ = y and k′ = k.
Soundness: Neither xI−1 nor xI can be deleted. Since ℓ ≠ − and s ≠ −, either J < I − 1 or J > I . In particular, we can
conclude that a ≠ y1 and a ≠ y2. Further, h(xI−1) occurs in y after y2. It follows that xI−1 = (a, ℓ)must swap with an
occurrence of y2 and therefore with xI = (y2, s). The charge of a is decreased by 1 to account for the swap.
14. If there is a 0-charged character xi in π(x, J − 1) or in π(x, I − 1), then x′ = µ(x, i, 1), y′ = y and k′ = k− 1.
Soundness: The charged 0-charged xi cannot be deleted. If xi is in π(x, J − 1), then xi cannot be matched with y1.
Therefore, it must eventually be swapped with xJ . This is expressed by the increase in charge. If xi is in π(x, I − 1), then
xi cannot be matched with y2. Further, i ≠ J since xJ is charged with − (as otherwise Reduction Rule 7 or 12 applies).
Thus, xi cannot bematchedwith y1 and thereforemust eventually be swappedwith an occurrence of y2. This is expressed
by the increase in charge.
15. (a) If I < J and there is a 1-charged xi, i < I , then x′ = µ(x, i, 2), y′ = y and k′ = k− 1.
(b) If I > J and there is a 1-charged xi, i < J , then x′ = µ(x, i, 2), y′ = y and k′ = k− 1.
(c) If I > J and there is a 0-charged xi, J < i < I , then x′ = µ(x, i, 1), y′ = y and k′ = k− 1.
Soundness: The charged symbol xi cannot be deleted. Further it cannot be matched with y1 or y2. Therefore, it must
eventually be swapped with an occurrence of y1 (as long as xi occurs before xJ , case (a) and (b)) or with an occurrence
of y2 (as long as xi occurs before xI , all cases).
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16. If y1 ≠ y2, y2 = y3 = h(x1), h(x2) = y1 and (x3 = y2 or x3 = (y2, 0)), then x′ = δ(x, 3), y′ = δ(y, 3) and k′ = k.
Soundness: Since J = 2, according to Proposition 1, M(1) = 2. Recall that a reduction rule is only applied if none of
its preceding rules applied. Since specifically Rules 9 and 14 do not apply, x1 is uncharged. Character x1 either must be
deleted or swapped with character x2. In the first case, M(2) = 3, i.e., after the deletion of x1, y2 is matched with x3
(Rule 6). In the case of swapping x1 and x2, application of Rule 6 results in M(3) = 3. Therefore, in both cases, we can
delete x3 from x. Further, we can delete in one case y2 from y, and in the other case y3 from y. Since y2 = y3, w.l.o.g., we
can delete x3 and y3 in both cases and therefore reduce as claimed.
17. If xI is uncharged and there is an occurrence of y2 after position J (we denote the position of the first occurrence of y2 in
x after position J with I ′) and if
• I ≤ J − 2 and J + 1 ≤ I ′, or
• I ≤ J − 1 and J + 2 ≤ I ′
and there is at least one charged symbol besides xJ in xI+1 . . . xI ′−1, then charge xI with 0.
Soundness: In the case that not both occurrences of y2, xI and xI ′ , are needed in an optimal solution and since there
is a charged character besides xJ between xI and xI ′ , we can keep xI , as matching xI ′ with y2 would require at least as
many operations as matching y2 with xI . Note that only uncharged occurrences of y2 may appear after the uncharged xI .
Keeping any such occurrence is no better than keeping xI , since all symbols to the left of xJ are either deleted or swapped
beyond xJ . Eventually, xI need only be swapped-right with xJ .
18. If xI is uncharged and there is no occurrence of y2 after position J , then charge xI with 0.
Soundness: Deleting xI does not result in a better solution as the symbol matched to y2 must be swapped with xJ
eventually. Character xI needs the least number of additional swaps.
We call an instance for String-to-String Correction reduced if none of the reduction rules can be applied.
Remark 2. Let (x, y, k) be an instance satisfying assumptions A1–A5 specified above. And let (x′, y′, k′) be the reduced
instance obtained from (x, y, k). Then (x′, y′, k′) satisfies the five assumptions A1–A5, as well as the following properties.
P1. x′J = (y′1,−);
P2. J > 1;
P3. x′J−1 is uncharged;
P4. If I − 1 ≠ J and x′I is charged, then x′I−1 is uncharged.
Proof. We prove soundness for (x′, y′, k′) of A1–A5 and P1–P4.
A1. The only rules applying charges to uncharged symbols are Reduction Rules 5, 7, 17, and 18. Rule 5 charges all uncharged
occurrences of a symbol. Rules 7, 17 and 18 charge each the first occurrence of a symbol.
P1. Follows from Assumption A2 on the original instance and Reduction Rules 7 and 12.
A2. Follows from Assumption A2 on the original instance and P1.
P2. If J = 1, then Reduction Rule 6 would apply. Hence, J > 1.
A3. If x′i was a 0-charged symbol occurring before position J or I , Reduction Rule 14 would trigger. To see that x
′
i is not
charged with 2, recall that A3 holds for (x, y, k). Further, none of the reduction rules increases the charge for a symbol
in to 2, unless it occurs before positions I and J .
P3. If x′J−1 is charged, then, from A2 and A3, we know that it is either 1-charged or 2-charged. However, if the charge of
x′J − 1 is 1 or 2, then Reduction Rule 9 applies and swaps x′J−1 with x′J . Therefore, x′J−1 is uncharged.
A4. A charged x′i occurring before positions I and J cannot be charged with — (Assumption A2), 0 (Reduction Rule 14), or 1
(Reduction Rule 15).
A5. Follows fromA2 and the fact that none of the reduction rules increases the charge of a character occurring after positions
I and J .
P4. If x′I−1 was charged, then the charge can neither be 0 (Reduction Rule 14), nor 1 or 2 (Reduction Rule 13). 
4.2. Branching
The basic branching strategy of our more sophisticated algorithm, Algorithm S2S (Algorithm 2), is inherited from
Algorithm 1. Again, symbols that we branch on are either deleted or swapped to the right which can be done right away or
via a prepaid charge. Branching is only applied to reduced instances. Note that we never branch on a symbol that is already
charged, since we already decided earlier not to delete that symbol.
We perform branching on a reduced instance (x, y, k) according to the following cases. As before, J ← φ(h(x), y1)
where J > 1, I = φ(h(x), y2) if y2 ≠ y1 and I = φ(δ(h(x), 1 . . . J), y2) + J otherwise. Further, for I < J, I ′ =
φ(δ(h(x), 1 . . . J), y2)+ J , the position of the next occurrence of y2 after xJ , if such an occurrence exists. We remark that, by
definition, I ≠ J .
Branching 1. I > J . The branching will be performed on some uncharged character at a position before J . Such a character
exists, as J > 1 and xJ−1 is uncharged.
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Branchings 2–5. I < J . In this case, xI may be charged or uncharged. If charged, it is charged with a 1 (Remark 2, A3).
If uncharged, there exists an occurrence of y2 in x after position J (by Reduction Rule 18, the first one of those
occurrences is xI ′ ).
Branching 2. xI is uncharged and I ′− I > 2. In this case, all symbols but xJ in between xI and xI ′ in x are uncharged
(otherwise Reduction Rule 17 would apply).
Branchings 3 and 4. I = J − 1. Here, xI is uncharged (Remark 2) and I ′ = J + 1 (otherwise Branching 2 applies).
All charged symbols occurring in π(x, I − 1) are charged with 2 (Rule 15).
Branching 5. xI is charged. Here I > 1 (Reduction Rule 10) and I < J − 1, as xJ−1 is uncharged (Remark 2). xI−1 is
uncharged (Remark 2, P4).
The details of Algorithm S2S are described in pseudocode (Algorithm 2), correctness and run time are treated in the next
subsection.
Algorithm 2 A search tree algorithm for String-to-String Correction: S2S
Input: Two strings x, y ∈ Σ∗, an integer k. Note: x is annotated.
Output: TRUE if x can be transformed into ywith at most k edit operations; FALSE otherwise.
if |y| = 0 then
if h(x) = x then
return (|x| ≤ k) {at most k deletions are permitted}
else
return FALSE {none of the charged symbols in x can be deleted}
Exhaustively perform the reduction rules. {(x, y, k) is reduced}
J ← φ(h(x), y1) {J > 1 because of Remark 2}
{determine positions I and I ′ of y2’s first possible match before & after xJ }
if y2 ≠ y1 then
I ← φ(h(x), y2)
else
I ← φ(δ(h(x), 1 . . . J), y2)+ J
if there is an occurrence of y2 after position J in x then
I ′ ← φ(δ(h(x), 1 . . . J), y2)+ J
if I > J then {Branching 1}
j ← position of xJ−1’s first uncharged occurrence in x
if S2S(δ(x, j), y, k− 1) then
return TRUE
return S2S(µ(x, j, 2), y, k− 2)
else if h(xI) = xI and I ′ − I > 2 then {Branching 2}
if S2S(δ(δ(x, xJ+1 . . . xI ′−1), xI . . . xJ−1), y, k− (I ′ − I − 1)) then
return TRUE
return S2S(µ(x, I, 1), y, k− 1)
else {this case is found on the next page}
{either I = J − 1 and I ′ = J + 1, or I < J − 1 and xI is charged}
4.3. Correctness and run time of Algorithm S2S
We verify the correctness of Algorithm S2S (Algorithm 2) and analyze its run time for an originally non-annotated
instance (x, y, k). We use the positions J, I and I ′ as defined above.
Remark 3. None of the assumptions 1–5, stated before the reduction rules, is violated by a branching in Algorithm S2S.
Proof. None of the branchings introduces a negative charge. Moreover, charging occurs in the second branch of each
branching. In Branchings 1, 3 and 5, the charge occurs on a symbol at a position j < J . This xj is the earliest uncharged
occurrence of its kind. Finally, in Branchings 2 and 4, the charge occurs on xI with I < J . New charges are always applied on
first occurrences of symbols. 
We next verify the correctness of the different branching cases in the algorithm. In particular, we show that no branching
has a branching vector worse than [1, 2].
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if I = J − 1 and I ′ = J + 1 then
if there is an uncharged symbol in π(x, I − 1) then {Branching 3}
j ← position of first uncharged symbol in π(x, I − 1)
if S2S(δ(x, j), y, k− 1) then
return TRUE
return S2S(µ(x, j, 2), y, k− 2)
else {Branching 4}
{every symbol in x1 . . . xJ−2 is charged with 2}
{branch on xI ; after this branching, reduction rules apply that reduce k}
if S2S(δ(x, I), y, k− 1) then
return TRUE
return S2S(µ(x, I, 1), y, k− 1)
else {1 < I < J − 1, xI is charged, xI−1 is uncharged; Branching 5}
j ← position of first uncharged occurrence of xI−1 in x
if S2S(δ(x, j), y, k− 1) then
return TRUE
return S2S(µ(x, j, 2), y, k− 2)
Lemma 5. Branching 1 in Algorithm 2 is sound. The branching vector is [1, 2].
Proof. As xJ−1 is uncharged, xJ−1’s first occurrence xj in x occurs before J and therefore also before I . As every uncharged
character in x, xj is to be deleted or kept. If deleted, kmust be reduced by one. If kept, xj can be charged with 2 as xJ and an
occurrence of y2 needs to swap with xj eventually. Therefore, k can be reduced by 2. 
Lemma 6. Branching 2 in Algorithm 2 is sound. The branching vector is no worse than [1, 2].
Proof. In this case we branch on xI . We know that h(xI . . . xJ−1)xJh(xJ+1 . . . xI ′) = xI . . . xJ−1(y1,−)xJ+1 . . . xI ′ . When is it
better to delete xI? Only if also all characters in xI . . . xI ′−1 but xJ are deleted from x. Since I ′ − I > 2, we delete in this case
at least one character in addition to xI . If xI is kept, then we can charge it with 1 as it occurs before xJ . 
Lemma 7. Branching 3 in Algorithm 2 is sound. The branching vector is [1, 2].
Proof. Here, I = J − 1 and I ′ = J + 1. xj is the first uncharged symbol in π(x, I − 1). We either delete it (and reduce k by 1)
or keep it. In the latter case, charging with 2 (and reducing k by 2) is sound since it occurs before xI and xJ . 
Lemma 8. Branching 4 in Algorithm 2 is sound. The branching vector is no worse than [1, 2].
Proof. Again, I = J−1 and I ′ = J+1, but no uncharged symbol exists in π(x, I−1). In this case, all characters in π(x, I−1)
are charged with 2. Further, h(x1) ≠ y3 (otherwise Reduction Rule 11 applies). Branching on the uncharged xI results in two
cases.
1. xI is deleted from x and k reduced by 1. Reduction Rule 9 is then applied until (y1,−) is moved all the way to the left
and becomes (temporarily) x’s first symbol. Then Reduction Rule 6 applies, chopping off the first symbol from x and y.
The former y2 is the new first symbol in y with first occurrence xJ in x (the former xI ′ ). Reduction Rule 7 is then applied.
Since now all characters in π(x, J − 1) are charged with 1, Rule 9 is applied again, moving xJ all the way to the left before
applying, again, Rule 6. The charges of symbols in the prefix are now reduced to 0. The new first symbol in y, the former
y3, occurs earliest at position 2 in x (since originally h(x1) ≠ y3) and therefore x1 can be charged with 1 and k reduced by
1. In summary, in this case k is reduced by at least 2, once the reduction rules are applied.
2. xI is kept, charged with 1 and k reduced by 1. 
Lemma 9. Branching 5 in Algorithm 2 is sound. The branching vector is [1, 2].
Proof. Since xI−1 is uncharged and occurs before xI and xJ , we can simply branch by either deleting xI−1 and reducing k by
1, or charging xI−1 by 2 and reducing k by 2. 
Via a straightforward analysis of the branching vectors used in Algorithm S2S (Algorithm 2) and discussed in Lemmas 5–9
we can conclude:
Theorem 1. Algorithm S2S (Algorithm 2) solves String-to-String Correction in time O(1.6181kn). 
Proof. Every branching rule results in a branching vector no worse than [1, 2]. Thus the number T (k) of leaves in a search
tree to whose root the parameter k is attached satisfies T (k) ≤ T (k− 1)+ T (k− 2). 
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4.4. An equivalent problem
Observe that the problem of turning a given string y into another given string x by at most k swaps or insertions of
symbols can be seen as the problem of turning x into y by using at most k swaps or deletions. Therefore, the swap-insertion
string-to-string edit problem is alsoNP -hard and allows an O(1.6181kn) algorithm.
5. Comments and conclusions
Wehavedevised the first fixed-parameter algorithm for String-to-StringCorrection. It is parameterizedby thenumber
of permitted edit operations (deletions and swaps). One of ourmain contributions has been the introduction of a novel charge
and reduce technique, with which wewere able to achieve better asymptotic efficiency. We believe the sorts of annotations
we employed are apt to be useful in other problems.
Observe that the size of our alphabet is unlimited in this formulation. In many applications, however, it is reasonable to
assume some fixed upper bound on alphabet size. This begs the question: are faster algorithms available for such a case? In
fact, what about a restriction to binary alphabets? Is this problem stillNP -hard? Are even faster algorithms available?
There are string comparison properties that we did not use. For example, the number of required deletions is always
|x|− |y|, which provides an upper bound on the number of swaps allowed. If, as we proceed with the search, we should find
that all possible deletions have been performed, then we can consider performing swaps only. In this event the problem
becomes solvable in polynomial time via dynamic programming. On the other hand, if we should find that the ‘‘swaps
budget’’ (k− (|x|− |y|)) is consumed, then we can apply a polynomial-timemethod to detect the best symbols to delete. We
suspect that such an either-or approach may lead to a faster algorithm in practice. We know of no methodology, however,
that would allow us to include this technique in amathematical analysis of search tree size [11]. Other questions beckon. For
example, we think one of the most interesting open questions on the horizon is whether the construction of a polynomial
size problem kernel is possible.
We conclude with a quotation from the survey by Navarro [12]: ‘‘Although transpositions are of interest (especially in
case of typing errors), there are few algorithms to deal with them’’. We hope the present paper inspires renewed interest in
this area.
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