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Zusammenfassung
Unser Ziel ist es, parallele Programme fur Rechnernetze verfugbar zu ma-
chen. Insbesondere vielfadige (multithreaded) Programme, die fur Multipro-
zessor-Workstations geschrieben sind, sollen ohne Neuprogrammierung auf
ein Rechnernetz transferierbar sein. Als Zielsystem haben wir das verteilte
Betriebssystem DCE gewahlt, da DCE Threads unterstutzt, die dem PO-
SIX 1003.4a Draft genugen. DCE Threads konnen parallel auf verschiede-
nen Prozessoren desselben Rechners, jedoch nicht verteilt uber verschiedene
Rechner ausgefuhrt werden. DCE ermoglicht verteilte Programmierung aus-
schlielich uber RPCs und bietet keinen globalen Adreraum. Bei unserem
Ansatz werden POSIX 1003.4a-konforme vielfadige Programme automatisch
transformiert, so da sie auf einem verteilten System unter DCE ablauffahig
sind. Die Ubersetzungsalgorithmen werden von einem Precompiler ausge-
fuhrt. Ein Laufzeitsystem, das auf DCE aufsetzt, implementiert einen globa-
len Adreraum und verteilt die Threads auf die verschiedenen Rechner.
1. Einfuhrung
Bekanntlich werden viele Workstation Cluster nur sehr unzureichend ausgenutzt und ste-
hen im Prinzip zur Ausfuhrung paralleler Programme zur Verfugung. Eine Voraussetzung
dafur ist eine Softwareschicht, die es erlaubt, ein paralleles Programm mit moglichst ge-
ringen Programmanderungen auf dem verteilten System auszufuhren. Derartige Systeme
sind PVM [1], PARMACS [2], Linda [3], etc., die jedoch allesamt eigene Kommunikati-
onsprimitive und eine eigene Sicht des verteilten Systems denieren.
Das Distributed Computing Environment (DCE) [4, 5] der Open Software Foundation
ist ein verteiltes Betriebssystem, das die Probleme des Zugrisschutzes und der gemein-
samen Dateiverwaltung in heterogenen Rechnernetzen lost. Parallele Programmierung
ist durch POSIX 1003.4a-kompatible Threads und die verteilte Programmierung durch
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Remote Procedure Calls moglich. Leider erfordert die Verwendung von RPCs in DCE
ein umfangreiches Umprogrammieren schon vorhandener Software, die fur eine parallele
Ausfuhrung unter einem vielfadigen Betriebssystem geschrieben wurde. Zudem besteht
naturlich kein gemeinsamer Adreraum fur die verschiedenen RPCs, so da bei der Um-
setzung von parallelen Threads auf RPCs Anderungen der gesamten Programmstruktur
notwendig sind.
Unser Ziel ist es, POSIX 1003.4a-kompatible Threads, wie sie in vielen vielfadige Be-
triebssystemen wie Solaris 2.3, OS/2 oder Windows/NT eingesetzt werden, nach ge-
eigneten Transformationen auf den Rechnern eines Rechnernetzes unter DCE verteilt
auszufuhren.
Der nachste Abschnitt gibt eine Einfuhrung in die wichtigsten DCE-Sprachkonstrukte
fur die parallele und verteilte Programmierung. Danach folgt im dritten Abschnitt ei-
ne Motivation fur die Implementierung eines gemeinsamen Adreraumes in DCE. Nach
Einfuhrung eines Beispielprogramms in Abschnitt 4 wird im Abschnitt 5 unser Losungs-
ansatz vorgestellt. Zum Schlu werden einige praktische Erfahrungen und mogliche Op-
timierungen aufgezeigt.
2. DCE
DCE benutzt als grundlegende Elemente das Client/Server-Modell [6], die DCE Remote
Procedure Calls (RPCs), und DCE Threads. Client und Server sind abstrakte Begrie,
beispielsweise Programme, wobei Server Dienste fur Client-Programme zur Verfugung
stellen.
DCE RPCs ermoglichen eine verteilte Ausfuhrung durch die Aktivierung von Proze-
duren auf anderen Maschinen des Rechnernetzes. In Gegensatz zu Prozeduren, die nur
lokal aufgerufen werden, konnen die Prozeduren, die durch entfernte Prozeduraufrufe
aktiviert werden, nicht auf globale Variabeln zugreifen | es existiert somit kein gemein-
samer Adreraum mit dem aufrufenden Programm. Ihre Ausfuhrung geschieht jedoch
wie bei lokalen Prozeduraufrufen synchron, d.h. das aufrufende Programm wartet auf
die Beendigung des entfernten Prozeduraufrufs. Auf diese Weise unterstutzen RPCs ei-
ne verteilte, aber keine parallele Ausfuhrung. Mittels der DCE RPCs kann ein Client
folglich die Dienste eines entfernten Server nutzen: Der Client aktiviert eine (entfernte)
Prozedur, die auf dem Server-Rechner ausgefuhrt wird.
Neben der gesamten Kommunikation organisiert DCE die notwendigen Datenkonvertie-
rungen selbstandig. Nur die Schnittstelle zwischen Client und Server mu mittels der
sogenannten Interface Denition Language (IDL) deniert werden. Ein Beispiel einer
solchen IDL-Denition ndet sich in Abschnitt 5.1.
Eine parallele Ausfuhrung wird durch DCE Threads und deren Synchronisationsme-
thoden ermoglicht. Threads sind
"
leichtgewichtige\ Prozesse, wobei alle Threads eines
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Client oder eines Server zu einem
"
schwergewichtigen\ Proze gehoren und auf den sel-
ben Adreraum zugreifen. Threads innerhalb eines Prozesses haben die globalen Daten,
geonete Dateien und weitere Proze-Ressourcen gemeinsam. Threads von verschiede-
nen Prozessen, z. B. vom Client und vom Server, besitzen keine gemeinsame Daten.
Threads eines Prozesses konnen parallel auf verschiedenen Prozessoren eines Rechners,
jedoch nicht auf verschiedenen Rechnern ausgefuhrt werden. Um unter DCE eine paralle-
le und verteilte Ausfuhrung zu erreichen, mussen Threads und RPCs kombiniert werden:
Threads werden (parallel) aktiviert und aus den Threads heraus RPCs aufgerufen.
Die Synchronisation von DCE Threads geschieht durch Mutexes und Bedingungsvaria-
blen. Ein Mutex garantiert den gegenseitigen Ausschlu von Threads. Bedingungsvaria-
blen ermoglichen es einem Thread, auf die Erfullung einer Bedingung zu warten.
3. Implementierung eines gemeinsamen Adreraumes in
DCE
Bei lose gekoppelten Systemen | nachrichtengekoppelten Multiprozessoren oder Rech-
nernetzen | ist kein physikalisch gemeinsamer Speicher vorhanden. Dieser kann jedoch
durch eine Softwareschicht, welche die Dienste des zugrundeliegenden nachrichtengekop-
pelten Kommunikationssystems verwendet, gegenuber den Anwenderprogrammen vorge-
spiegelt werden. Ein solches gemeinsames Speichermodell, angewandt auf lose gekoppelte
Systeme wird als Distributed Shared Memory [7, 8, 9] bezeichnet. Durch die Einfuhrung
von Distributed Shared Memory konnen die Threads eines Anwenderprogramms auf den
verteilten gemeinsamen Speicher wie auf einen lokalen Speicher zugreifen und auf ver-
schiedenen Prozessoren oder Rechnern parallel ausgefuhrt werden. Daher kann Software,
die fur Uniprozessorssysteme oder fur speichergekoppelte Multiprozessoren geschrieben
ist, auch auf einem Rechnernetz ausgefuhrt werden.
DCE Threads und die zugehorigen Synchronisationprimitive sind | wie die Threads
in den vielfadigen Betriebssystemen Solaris, OS/2, Windows/NT und vielen anderen |
POSIX 1003.4a-konform. Durch Implementierung eines gemeinsamen Adreraumes in
DCE konnen POSIX 1003.4a-konforme vielfadige Anwenderprogramme, die ursprunglich
fur Multiprozessor-Workstations geschrieben wurden, ohne Neuprogrammierung auch
auf mehreren Rechner eines Rechnernetzes ausgefuhrt werden.
Bei unserem Ansatz benutzen wir eine Softwareschicht, die auf DCE aufsetzt und es
ermoglicht, mehrere Threads mit ihren Synchronisationsoperationen parallel auf einem
Rechnernetz auszufuhren. Diese Softwareschicht besteht aus einem Precompiler und ei-
nem Laufzeitsystem, die ein Umprogrammieren des ursprunglichen Programms unnotig
machen.
Im Gegensatz dazu mussen fur DCE geschriebene verteilte Anwendungen in einem streng
Client/Server-orientierten Entwurf vorliegen. Serverprogramme mussen erdacht und die
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Threads so umgeandert werden, da RPCs entstehen. Das fuhrt zur Notwendigkeit einer
zeitraubenden Umprogrammierung der ursprunglichen Software.
Da unsere Implementierung auf DCE aufsetzt, konnen alle Vorteile von DCE, wie die
Gewahrleistung des Zugrisschutzes, die gemeinsame Dateihaltung und die Organisation
der Kommunikation in heterogenen Netzen genutzt werden. Auerdem stellt DCE einen
De-facto-Standard fur verteilte Betriebssysteme dar.
4. Ein Beispiel
Das folgende vielfadige Beispielprogramm approximiert  durch die naherungsweise Be-
rechnung des bestimmten Integrals uber f(x) = 4
(1+x2)
zwischen 0 und 1 mittels der
Rechteckregel.
#include "pi.h" /* includes standard headers and */




void eval( int position )
{
int first, current, last;
double width, tmp, sum = 0;
width = 1.0 / (double) (number_workers * intervals);
first = position * intervals;
last = first + intervals;
for ( current = first; current < last; current++ )
{
tmp = (0.5 + (double) current) * width;
sum += width * (4.0 / (1.0 + tmp * tmp));
}
pthread_mutex_lock( &total_mutex );








pthread_mutex_init( &total_mutex, pthread_mutexattr_default );
/* reading of parameters left out */
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for ( i=0; i<number_workers; i++ )
pthread_create( &worker_threads[i], pthread_attr_default,
(pthread_startroutine_t) eval, (pthread_addr_t) i );
for ( i=0; i<number_workers; i++ )
pthread_join( worker_threads[i], status );
}
5. Unser Losungsansatz
Die Eingabe unseres Systems ist ein POSIX 1003.4a-konformes vielfadiges Programm in
striktem ANSI-C. Ein Precompiler erzeugt daraus eine IDL-Datei mit den Startfunktio-
nen der Threads, sowie DCE-konforme Client- und Serverprogramme. Die dynamische
Verteilung der Server unter Berucksichtigung des Lastausgleichs wird durch sogenannte
"
Server-Server\ [10] ermoglicht, welche auf jedem zur Verfugung stehenden Rechner lau-
fen. Die Server-Server bilden ein eigenstandiges System, das eine Umsetzung des Master-
Slave-Konzepts darstellt.1 Eine Laufzeitbibliothek ubernimmt die Kommunikation mit
diesen. Die Details der dynamischen Verteilung und das Verfahren zum Lastausgleich
werden hier nicht beschrieben. Der gemeinsame Speicher von Client und Server wird
durch eine eigene Laufzeitbibliothek in Zusammenarbeit mit dem Precompiler simuliert.
5.1 Erzeugung der Ausgabeprogramme
Dieser Abschnitt gibt einen Uberblick uber die Transformation des vielfadigen Einga-
beprogramms in eine verteilte Applikation. Da unser Ausgabeprogramm durch die vom
Client ausgehende automatische Verteilung dem Master-Slave-Konzept entspricht, wol-
len wir im folgenden von Master- und Slaveprogrammen sprechen.
Der Hauptthread des Eingabeprogramms wird zum Masterprogramm transformiert. Die
Startroutine eines Thread wird Bestandteil der Slaves, welche uber mehrere Rechner
verteilt sein konnen. Der Start eines Thread im Eingabeprogramm wird in zwei Ak-
tionen des Master ubersetzt: Ein Slave wird als DCE-Server auf einer moglichst wenig
belasteten Maschine gestartet und anschlieend wird ein RPC zu diesem veranlat. Ma-
ster und Slave wird derselbe gemeinsame Adreraum vorgespiegelt, den die Threads des
Eingabeprogramms benutzten.
Der Precompiler erzeugt aus den Funktionsprototypen der Thread-Startroutinen des
Eingabeprogramms automatisch eine entsprechende IDL-Denition der Schnittstelle zwi-
schen Master und Slave. Hardware-abhangig implementierte C Datentypen werden da-
bei in die Grunddatentypen des DCE ubersetzt. Auerdem erhalt die Startfunktion
1DCE selbst bietet eine solche Moglichkeit bisher nicht. Die Notwendigkeit dieser Funktionaliat wurde
aber oenbar auch von der OSF erkannt, denn mit dem Erscheinen von DCE 1.1 (Ende 1994) wird
sie von DCE selbst zur Verfugung gestellt.
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eval() des Beispielprogramms einen Parameter des Typs handle t, der den jeweiligen
Empfanger des RPC speziziert.






[in] long position );
}
Das Masterprogramm geht aus dem Eingabeprogramm hervor, indem man die Start-
routinen und deren Deklarationen herausnimmt. Der zusatzliche Aufruf der Funktion
sm init() dient der Initialisierung der Bibliothek fur den gemeinsamen Adreraum.
pthread create()-Aufrufe werden durch Bibliotheksaufrufe von rthread create()mit
zwei zusatzlichen Parametern ersetzt, die den Namen des Slaveprogramms, sowie Platz
fur dessen DCE-Adresse enthalten. rthread create() initiiert den Start eines Slave
auf einem der zur Verfugung stehenden Rechner. Anschlieend fuhrt ein lokaler Thread
den RPC der Funktion eval() des Slave aus. sm init() und alle mit rthread begin-
nenden Funktionen sind Teil unserer Bibliothek zur Implementierung des gemeinsamen
Adreraums.
/* master program */
#include "smsim.h" /* definitions for shared memory simulation */
#include "piapprox.h" /* generated automatically by IDL compiler */
#include "pi.h" /* modified header of the threaded program,
prototype of eval removed */









pthread_mutex_init( &total_mutex, pthread_mutexattr_default );
/* reading of parameters left out */
sm_init(); /* initialize shared memory */
for ( i = 0; i < number_workers; i++ )
rthread_create( &worker_threads[i], &binding[i], _slave_program,
pthread_attr_default, (pthread_startroutine_t) eval, (pthread_addr_t)i )
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for ( i=0; i<number_workers; i++ )
pthread_join( worker_threads[i], status );
sm_cleanup(); /* cleanup of DCE information */
}
Das Slaveprogramm entsteht durch das Einfugen der Startfunktion(en) in einen festen
Programmrahmen, der das Setup eines DCE Server implementiert. Die Struktur des Pro-
grammrahmens bleibt fur alle moglichen Slaveprogramme unverandert. Der Programm-
rahmen mit den DCE-spezischen Teilen ist hier nicht abgedruckt. Die Funktion eval()
wird durch lokale Kopien der globalen Variablen (auer Synchronisationsvariablen) er-
weitert.
/* slave program */
#include "smsim.h" /* definitions for shared memory simulation */
#include "piapprox.h" /* generated automatically by IDL compiler */
#include <dce/idlbase.h> /* standard DCE includes */
#include <dce/rpc.h>
#include "pi.h" /* modified header without prototype of eval */
void eval( /* [in] */ handle_t binding, /* additional parameter */
/* [in] */ idl_long_int position )
{
int first, current, last;
double width, tmp, sum = 0;




/* reading global variables for subsequent use */
read_global( NUMBER_WORKERS, &number_workers, IDL_LONG_INT );
read_global( INTERVALS, &intervals, IDL_LONG_INT );
width = 1.0 / (double) (number_workers * intervals);
first = position * intervals;
last = first + intervals;
for ( current = first; current < last; current++ )
{
tmp = (0.5 + (double) current) * width;
sum += width * (4.0 / (1.0 + tmp * tmp));
}
/* first lock remote mutex, then read global data */
rthread_mutex_lock( TOTAL_MUTEX );
read_global( TOTAL, &total, IDL_LONG_FLOAT );
total = total + sum;





Alle Synchronisationsoperationen auf Mutexes oder Bedingungsvariablen, die im Ein-
gabeprogramm vorkommen, werden auch zur Synchronisation der Ausgabeprogramme
verwendet. Die Synchronisationsoperationen im Slave werden durch
"
nested\ RPCs zum
Master implementiert. Der Master spaltet wahrend der Initialisierung einen
"
Listen-
thread\ ab, der alle eingehenden Synchronisationsauftrage, sowie Lese- oder Schreib-
operationen auf globalen Variablen in Empfang nimmt. Der Start dieses Listenthread
wird implizit durch den Aufruf der Funktion sm init() durchgefuhrt. sm init() richtet
weiterhin die Verbindung der Slaves zum Listenthread ein und initialisiert die Laufzeit-
bibliothek des Server-Server Systems. Die Implementierung von sm init() kann hier
wegen des beschrankten Platzes leider nicht abgedruckt werden.
Synchronisationsoperationen in den Slaves werden in RPCs zum Listenthread des Ma-
ster ubersetzt. Im Beispielprogramm wird der pthread mutex lock()-Aufruf durch ein
rthread mutex lock() ersetzt. Dadurch wird im Master durch den Listenthread ein
eigener Thread gestartet. Dieser fuhrt ein lokales pthread mutex lock() aus. Fur alle
anderen Synchronisationsoperationen, auch fur Operationen auf Bedingungsvariablen,
wird dieses Verfahren genauso angewandt. Fur die Korrektheit dieses Vorgehens ist die
gegebene Synchronitat der RPC von groter Wichtigkeit!
5.3 Implementierung des gemeinsamen Adreraums
Globale Daten des Eingabeprogramms werden globale Daten des Master. Jeder Zugri
der Slaves auf globale Daten wird in einen RPC zum Listenthread des Master ubersetzt.
Der Precompiler fugt in die Startroutinen im Slave lokale Kopien aller globalen Variablen
(mit Ausnahme der Synchronisationsvariablen) ein. Jedes Vorkommen einer globalen
Variablen im Slave als R-Value wird durch einen vorhergehenden RPC read global()
erweitert, wodurch der aktuelle Wert der globalen Variablen vom Master auf die Kopie
des Slave ubertragen wird. An den Zugri auf eine globale Variable als L-Value wird
ein write global() angehangt, der Wert der lokalen Kopie uberschreibt die globale
Variable im Master.
Die Variablen total, total mutex, intervals, und number workers sind globale Va-
riablen unseres Beispielprogrammes. Auer der Synchronisationsvariablen total mutex
wird fur jede dieser Variablen eine lokale Kopie im Slave angelegt. Da total in der
Anweisung total = total + sum des Eingabeprogramms sowohl als R-Value, als auch
als L-Value vorkommt, wird diese Anweisung in die Sequenz
read_global( TOTAL, &total, IDL_LONG_FLOAT );
total+=sum;
write_global( TOTAL, &total, IDL_LONG_FLOAT );
im Slaveprogramm ubersetzt. total bezieht sich dabei auf die lokale Variable total des
Slave. Die Konstante TOTAL dient dabei der Identizierung der richtigen Variable durch
den Listenthread des Master.
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6. Praktische Erfahrungen und Ausblick
Die Software zur dynamischen Verteilung der Slaves, sowie die Bibliotheken zur Imple-
mentierung des gemeinsamen Adreraums sind fertiggestellt und bereits seit einiger Zeit
im Einsatz. Die Transformationsschritte des Precompilers sind deniert, wobei wir bis
jetzt einer Einschrankung bei der Verwendung von Zeigern als globale Daten unterliegen.
Auf dieser Grundlage haben wir einige Beispielprogramme handubersetzt, um Erfahrun-
gen zu gewinnen. Die Realisierung des gemeinsamen Adreraums als Schicht uber DCE
garantiert die Kompatibilitat zu allen moglichen DCE Plattformen. Wie stark sich diese
Losung auf die Performance auswirkt, ist Gegenstand unserer weiteren Arbeit.
Um die Leistung unseres Systems einzuschatzen, mussen wir die Performance unseres
Ausgabeprogramms mit der einer neuprogrammierten, verteilten DCE Applikation mes-
sen. Gleichzeitig darf man aber den Aufwand der Neuprogrammierung und das Fehlen
des Master-Slave-Konzepts fur die DCE-Applikation (d.h. die Server der Applikation
mussen auf der jeweiligen Maschine manuell gestartet werden) nicht unterschatzen.
Die bisherigen Beispielprogramme wurden den denierten Transformationen entspre-
chend handubersetzt. Die -Approximation zeigt einen sehr guten Speed-Up von 3:22
auf vier IBM RS/6000 Workstations uber 400000000 Intervalle. Eine neuprogrammierte
DCE-Applikation erzielte einen Speed-Up von 3:38. Um ahnlich gute Ergebnisse auch
fur schlecht-konditionierte Probleme mit vielen Zugrien auf globale Daten, wie z.B. die
Matrixmultiplikation, zu erreichen, gibt es viele interessante Moglichkeiten das bisher
geschaene System zu optimieren:
 Bislang wird auer dem vielfadigen Eingabeprogramm kein zusatzliches Wissen
uber die Daten bekanntgegeben. Die Einteilung der Daten in verschiedene Klassen,
wie die Kennzeichnung von read-only Daten, wurde es erlauben, diese Daten nur
einmal beim Start des Slave zu diesem zu kopieren.
 Um die korrekte Datenkonvertierung zu gewahrleisten, wird immer auf einen ein-
zelnen Grunddatentyp zugegrien. Ohne diese Bedingung zu verletzen ist es aber
moglich, ganze Arrays zu ubertragen. Gerade bei read-only Daten ist dies wegen
der unnotigen Synchronisation leicht zu realisieren. Die Implementierung dieser
und der obengenannten Optimierung wurde den Datenverkehr bei der Matrixmul-
tiplikation bereits auf das Minimum einer neuprogrammierten DCE-Applikation
reduzieren.
 Im bisherigen Ausgabeprogramm wird versucht, durch das sofortige Lesen bzw.
Schreiben vor bzw. nach jedem Zugri auf globale Daten die sequentielle Konsi-
stenz [7, 11] dieser Daten zu garantieren. Da in den vielfadigen Eingabeprogram-
men die Synchronisation beim Zugri auf gemeinsame Daten vorausgesetzt wird,
konnen wir zur Verwendung eines zu diesem Verfahren passenden Konsistenzmo-
dell ubergehen. Es handelt sich dabei um die schwachere Entry Konsistenz [12].
Konsistenz von gemeinsamen Daten wird dabei nur nach der Anwendung eines
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Synchronisationsprimitivs gewahrleistet. Fur unsere Ausgabeprogramme wurde
dies bedeuten, geschutzte Daten nur einmal nach einem pthread mutex lock()
zu lesen und nur einmal vor dem korrespondierenden pthread mutex unlock()
zu schreiben. Um dies zu realisieren mute dem Precompiler die Bindung von
Daten an Mutexes bekannt gegeben werden. Da diese aber nur im Wissen des Pro-
grammierers existiert, ist hier die explizite Angabe der Bindungen von Daten an
Mutexes notwendig.
Die weitere Arbeit des Projekts konzentriert sich vor allem auf die Anwendung und Aus-
wertung obengenannter Optimierungen, sowie die Implementierung des Precompilers.
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