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Abstract
In this paper we study the problem of scheduling n deteriorating jobs on m identical
parallel machines. Each job’s processing time is a nondecreasing function of its start time.
The problem is to determine an optimal combination of the due-date and schedule so as
to minimize the sum of the due-date, earliness and tardiness penalties. We show that this
problem is NP-hard, and we present a heuristic algorithm to find near-optimal solutions for
the problem. When the due-date penalty is 0, we present a polynomial time algorithm to
solve it.
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Introduction
Machine scheduling problems with time-dependent processing times have received increasing
attention in recent years. Browne and Yechiali (Browne and Yechiali, 1990) introduced a
scheduling problem with deteriorating jobs. In this problem the job processing time is a linear
nondecreasing start-time-dependent function. Deterioration in processing time may occur when
the machine gradually loses efficiency in the course of processing jobs. At the beginning the
machine is at its highest level of efficiency. The efficiency loss is reflected by the fact that a job
processed later has a longer processing time.
There are many applications of the model where the job processing time is an increasing
function of the job start time. These include the control of queues and communication systems,
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shops with deteriorating machines, and/or delay of maintenance or cleaning, fire fighting, and
hospital emergency wards, scheduling steel production in rolling mills (see Browne and Yechiali,
1990, Kubiak and van de Velde, 1998, Kunnathur and Gupta, 1990, Ng et al, 2002 ). Scheduling
in the settings described above is known as scheduling of deteriorating jobs. The processing
time of a deteriorating job Jj is given by fj(t), where fj(t) is a nondecreasing function of the
job start time t. Most of the related studies ( Bachman and Janiak, 2000, Bachman et al,
2002, Cheng et al, 2004, Cheng et al, 2004, Cheng and Ding, 2000, Hsieh and Bricker, 1997)
are confined to linear deterioration.
In this paper we study the scheduling of deteriorating jobs in the context of the common
due-date problem (CDDP), which deals with job scheduling on machines in a just-in-time (JIT)
production environment (see Baker and Scudder, 1990, Gordon et al, 2002a, Gordon et al, 2002b,
Cheng et al, 2002, Panwalker et al, 1982). In a JIT system, jobs are to be completed neither too
early nor too late, which leads to the scheduling problem involving both earliness and tardiness
costs and the cost of assigning due-dates. Completing a job early means having to bear the costs
of holding unnecessary inventories, while finishing a job late results in a contractual penalty
and a loss of customer goodwill.
The due-date assignment problem arises when a firm offers a due-date to its customers during
sale negotiations. The firm has to offer a price reduction if the offered due-date far exceeds
the one expected by the customers. In many instances, due-dates are negotiated rather than
simply dictated by the customers. The later the due-dates are fixed, the higher the probability
that the product will be completed or delivered on time. In order to maintain a good image
with the customers, many companies tolerate reasonable holding costs in favour of keeping the
established due-dates. Thus, the decision maker has to balance the losses resulting from the
holding costs and the advantages of finishing the orders on time.
Applications of the common due-date problem in real-life situations abound. Baker and
Scudder (Baker and Scudder, 1990) observed that treating due-date as decision variables reflects
the practice in some shops of setting due-dates internally, as targets to guide the progress of
shop floor activities. Prescribing a common due-date might represent a situation where several
items constitute a single customer’s order, or it might reflect an assembly environment in which
the components should all be ready at the same time in order to avoid staging delays.
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Problem formulation
Let J = {1, 2, . . . , n} be a set of n jobs and m identical parallel machines be given. The job
processing times deteriorate linearly as a function of their start times. In the remainder of this
paper, we denote the normal processing time of job j by aj , and its actual processing time
if processed at time t on a machine by pj(t) = aj + bj(t − t0), where t0 is the start time of
the machine, bj > 0 (j = 1, 2, . . . , n) is the job-dependent deterioration rate of job Jj , which
determines the job’s (actual) processing time at t > t0. In this paper we study the case where
the job-independent deterioration rates are identical for all the jobs, i.e., bi = b. For any given
schedule σ, define
sj(σ) = the processing time of the machine before job j is processed,
d = the common due date,
pj(σ) = aj + bsj(σ), i.e., the actual processing time of job j,
Cj(σ) = the completion time of job j,
Ej(σ) = max{0, d− Cj(σ)}, i.e., the earliness of job j,
Tj(σ) = max{0, Cj(σ)− d}, i.e., the tardiness of job j,
f(d, σ) =
∑
(αEj(σ) + βTj(σ) + γd), i.e., the total penalty function, where α, β, and γ are
the unit earliness, tardiness and due-date penalty, respectively.
Consider the problem of scheduling n jobs onm identical parallel machines. Each job can be
processed by any of the m machines, taking into account the following constraints: a machine
performs at most one job at a time, and each job is processed by at most one machine at a
time. The goal is to determine an optimal combination of the due date d∗ and schedule σ∗
so that f(d, σ) is minimized. Using the three-field notation of Graham et al. (Graham et al,
1979), the problem is denoted as Pm|pj(sj) = aj + bsj |∑(αEj + βTj + γd).
Panwalker et al. (Panwalker et al, 1982) were the first researchers to consider 1|pj |∑(αEj+
βTj + γd), and they gave an O(n log n) algorithm to solve the problem. For identical parallel
machines, Cheng and Chen (Cheng and Chen, 1994), and De et al. (De et al, 1994) showed that
Pm|pj |∑(αEj+βTj+γd) is NP-hard even if m = 2. Cheng (Cheng, 1989) proposed a heuristic
algorithm for this problem. For identical and uniform parallel machines, Emmons (Emmons,
1987) proposed an O(n log n) algorithms for P |pj |∑(αEj + βTj) and Q|pj |∑(αEj + βTj).
Cheng et al. (Cheng et al, 2004) studied the problem 1|pj(sj) = aj + bsj |∑(αEj + βTj + γd)
and presented an O(n log n) algorithm to solve the problem.
In the following section, we give an NP-hardness proof for Pm|pj(sj) = aj + bsj |∑(αEj +
3
βTj + γd). In Section 4 we develop a polynomial-time algorithm that finds an optimal solution
for the problem Pm|pj(sj) = aj+bsj |∑(αEj+βTj), i.e., when the due-date penalty is 0. In the
last section we present a heuristic algorithm to find an approximate solution for Pm|pj(sj) =
aj + bsj |∑(αEj + βTj + γd).
NP-hardness proof for the problem Pm|pj(sj) = aj + bsj|∑(αEj +
βTj + γd)
We prove the NP-hardness of the problem Pm|pj = aj + bsj |∑(αEj + βTj + γd) by showing
that its corresponding decision problem is NP-complete from a reduction of the PARTITION
problem. The PARTITION problem can be stated as follows.
PARTITION: Given a finite set A = {1, 2, . . . , n} and a size aj ∈ Z+ for each j ∈ A, does there
exist a subset B ⊆ A such that the following holds?
∑
j∈B
aj =
∑
j∈A\B
aj =
1
2
∑
j∈A
aj
Theorem 1 The problem Pm|pj(sj) = aj + bsj |∑(αEj + βTj + γd) is NP-hard even when
m = 2.
Proof. (i) It is easy to see that the problem is in NP. (ii) We show that PARTITION can be
reduced to the problem Pm|pj(sj) = aj + bsj |∑(αEj + βTj + γd).
Let I be an instance of PARTITION. Without loss of generality, we assume that a1 ≤ a2 ≤
. . . ≤ an and n ≥ 4. Let M = 12
∑
j∈A aj , e = nan + (n − 1)an−1 + . . . + a1. We construct
a corresponding instance I ′ of the problem Pm|pj(sj) = aj + bsj |∑(αEj + βTj + γd): A set
J = {1, . . . , n} of jobs, a number m ∈ Z+ of machines, a normal processing time aj ∈ Z+
for each job j ∈ J , job-dependent deterioration rate bj = b = (1 + 1a2n )
1
2n4 − 1, three penalties
α = 1, β = ((2M + 1)e + 1)/b, γ = 2e/n and K = (2M + 1)e + 1. We show that there exists
a subset B ⊆ A such that ∑j∈B aj = ∑i∈A\B ai for instance I, if and only if there exist a
schedule σ and a due-date d such that f(d, σ) ≤ K.
(a) If there exists a subset B ⊆ A such that ∑j∈B = ∑j∈A\B aj for instance I, we set
d =M + 1
2n2an
, and construct a schedule σ = (σ1, σ2) for instance I ′ such that all the jobs in B
are processed on machine 1 from 0 to d, and all the remaining jobs are processed on machine
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2. Then
Cmax = max{aσ1(|B|) + (1 + b)aσ1(|B|−1) + . . .+ (1 + b)|B|−1aσ1(1), aσ2(|A\B|)
+(1 + b)aσ2(|A\B|−1) + . . .+ (1 + b)
|A\B|−1aσ2(1)}
≤ max{aσ1(|B|) + (1 +
1
2a2nn4
)aσ1(|B|−1) + . . .+ (1 +
|B| − 1
2n4a2n
)aσ1(1)), aσ2(|A\B|)
+(1 +
1
2a2nn4
)aσ2(|A\B|−1) + . . .+ (1 +
|A \B| − 1
2n4a2n
)aσ2(1))}
≤
∑
j∈B
aj +
1
2n2an
= M +
1
2n2an
= d.
Clearly, there is no tardy job in σ and∑
j∈J
Ej ≤
∑
j∈J
jaj +
1
2nan
= e+
1
2nan
.
So we have
f(d, σ) =
∑
j∈J
Ej + 2e(M +
1
n2an
)
≤ e+ 2Me+ 1
2nan
+
2e
2n2an
≤ e+ 2Me+ 1 = K.
(b). If there is no subset B ⊆ A such that ∑j∈B aj = ∑j∈A\B aj , there is no schedule σ
and due-date d ∈ Z+ ∪ {0} such that f(d, σ) ≤ K.
Claim 1: If f(d, σ) ≤ K, then maxj∈J {Tj} ≤ b.
Proof. Suppose that there exists a tardy job j in σ with Tj > b, then f(d, σ) ≥ βTj > K.
Claim 2: If maxj∈J {Tj} ≤ b in σ, then d ≥M + 12 − b.
Proof. Since there is no subset B ⊆ A such that ∑j∈B aj = ∑j∈A\B aj for instance I, all the
sizes of A are integers and M = 12
∑
j∈A aj , so the maximum completion time of σ is no less
than M + 12 . If maxj∈J {Tj} ≤ b, then d ≥M + 12 − b.
Suppose there exist a schedule σ and a due-date d such that f(d, σ) ≤ K. From Claims 1
and 2, maxj∈J {Tj} ≤ b and d ≥M + 12 − b. It follows that
f(d, σ) =
n∑
j=1
(αEj + βTj + γd)
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> 2e(M +
1
2
− b) + (n− 2)a1
= 2eM + e− 2eb+ (n− 2)a1
≥ 2eM + e− 1
n2an
+ (n− 2)a1
≥ K.
This leads to a contradiction. So the assumption cannot hold and the correctness of (b) is
established. Combining (i) and (ii), we have shown that the problem Pm|pj = aj+bsj |∑(αEj+
βTj + γd) is NP-hard.
A polynomial-time algorithm for the problem Pm|pj(sj) = aj +
bsj|∑(αEj + βTj)
We first present some elementary results.
Lemma 2 There exists an optimal schedule in which the machines are not idle between the
processing of the jobs.
Lemma 3 ( Alidaee and Ahmadian, 1993) Let σ, pi and d be an optimal schedule, the optimal
processing times and the optimal due-date for the single machine case, respectively. If the value
of the common due-date d is increased to d1, then the value of the objective function remains
the same where the schedule starts at time ∆ = d1− d with σ, pi, d1 as the optimal schedule, the
processing times and the common due-date, respectively.
Lemma 4 ( Cheng et al, 2004) Let σ be any specified sequence for a single machine. There
exists an optimal due-date equal to Cσ(K), where K is the smallest integer greater than or equal
to (nβ)/(α+ β), and exactly K jobs will be non-tardy.
Lemma 5 For any given schedule σ, an optimum common due-date d will coincide with the
completion time of some job on each of the machines.
Proof. For any specific machine this result follows from Lemma 4. Let σ = (σ1, . . . , σm) be a
schedule for the m machines, and let d =max{di : 1 ≤ i ≤ m}, where di is the optimal due-date
for the set of jobs scheduled on machine i (i = 1, . . . ,m). Using Lemmas 3 and 4, the proof
follows from the fact that we can increase the due-date and the start time of the schedule for
any given machine without affecting the optimal value of the total cost.
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For any given schedule σ = (σ1, . . . , σm), let ni be the number of jobs scheduled on machine
i (i = 1, . . . ,m), then di = Cσi(Ki) is the optimal due-date for the set of jobs scheduled on
machine i, where Ki = d niβα+β e. For notational convenience, we define the following:
mi,ki =

b
∑Ki
j=ki
(α(j − 1))(1 + b)j−ki
+b
∑ni
j=Ki+1
β(ni + 1− j)(1 + b)j−ki for 1 ≤ i ≤ m, 2 ≤ ki ≤ Ki
b
∑ni
j=ki
β(ni + 1− j)(1 + b)j−ki for 1 ≤ i ≤ m,Ki + 1 ≤ ki ≤ ni.
For 1 ≤ j ≤ n, 1 ≤ i ≤ m, let
cj,(i,ki) = (α(ki − 1) +mi,ki+1)aj if 1 ≤ ki ≤ Ki
cj,(i,ki) = (β(ni + 1− ki) +mi,ki+1)aj if Ki + 1 ≤ ki ≤ ni.
Introducing d =max{Cσi(Ki) : i = 1, . . . ,m}, we get
f(d, σ) =
m∑
i=1
(
Ki∑
ki=1
α(ki − 1)pσi(ki) +
ni∑
ki=Ki+1
β(ni + 1− ki)pσi(ki))
=
m∑
i=1
(
Ki∑
ki=1
α(ki − 1)(aσi(ki) + baσi(ki−1) + . . .+ b(1 + b)ki−2aσi(1))
+
ni∑
ki=Ki+1
β(ni + 1− ki)(aσi(ki) + baσi(ki−1) + . . .+ b(1 + b)ki−2aσi(1)))
=
m∑
i=1
(
Ki∑
ki=1
(α(ki − 1) +mi,ki+1)aσi(ki) +
ni∑
ki=Ki+1
(β(ni + 1− ki) +mi,ki+1)aσi(ki))
=
m∑
i=1
ni∑
ki=1
cσi(ki),(i,ki).
Define A = {(n1, n2, . . . , nm) : ni is an integer such that 1 ≤ ni ≤ n−m and ∑mi=1 ni = n}.
For any (n1, . . . , nm) ∈ A, introduce the variable xj,(i,ki) (1 ≤ i ≤ m, 1 ≤ j ≤ n, 1 ≤ ki ≤ ni)
such that xj,(i,ki) = 1 if job j is sequenced kith on machine i, and xj,(i,ki) = 0 otherwise. We
can easily show that the restricted problem P |pj(sj) = aj + bsj |∑(αEj + βTj) with ni jobs
scheduled on machine i is equivalent to the following weighted bipartite matching problem:
Minimize
∑
j
∑
(i,ki)
cj,(i,ki)xj,(i,ki)
(P ) s.t.
∑
(i,ki)
xj,(i,ki) = 1 j = 1, . . . , n∑
j
xj,(i,ki) = 1 i = 1, . . . ,m; ki = 1, . . . , ni
xj,(i,ki) ∈ {0, 1} j = 1, . . . , n; i = 1, . . . ,m; ki = 1, . . . , ni.
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Note that f(d, σ) is a weighted sum of aj values. Number the jobs such that a1 ≥ . . . ≥ an. In
the matching procedure, we consider the jobs in the order 1, 2, . . . , n and match the current job
with the smallest available weight. The weight is chosen from a priority queue of the smallest
available weights. Since we need O(n log n) time to arrange the jobs in nonincreasing order of
aj , the matching procedure runs in O(n log n) time.
Algorithm A
Step 1. Construct A = {(n1, n2, . . . , nm) : ni is an integer such that1 ≤ ni ≤ n−m and∑m
i=1 ni = n}.
Step 2. For any (n1, . . . , nm) ∈ A, solve the corresponding weighted bipartite matching prob-
lem (P ). Let g(n1, . . . , nm) = min{∑j∑(i,ki) cj,(i,ki)xj,(i,ki)}, σ(n1, . . . , nm) be the correspond-
ing schedule, and d(n1, . . . , nm) = max{Cσi(Ki) : i = 1, . . . ,m}. If Cσi(Ki) < d(n1, . . . , nm), we
change the start time of machine i to d(n1, . . . , nm)− Cσi(Ki).
Step 3. Compute Min{g(n1, . . . , nm) : (n1, . . . , nm) ∈ A}. Let g(n∗1, . . . , n∗m) =Min{g(n1, . . . ,
nm)|(n1, . . . , nm) ∈ A}, σ∗ be the corresponding optimal schedule for the restricted problem
P |pi = ai + bsi|∑(αEi + βTi) with n∗i jobs scheduled on machine i.
Step 4. Let d = d(n∗1, . . . , n∗m), σ = σ∗, f(d, σ) = g(n∗1, . . . , g∗m). Output d, σ, f(d, σ).
To evaluate the complexity of the algorithm, we first note that for any (n1, . . . , nm) ∈ A, the
corresponding weighted bipartite matching problem can be implemented to run in O(n log n)
time. The total computational effort to solve the problem amounts to O(nm+1 log n).
Theorem 6 Algorithm A computes in O(nm+1 log n) time an optimal solution for the problem
Pm|pj(sj) = aj + bsj |∑(αEj + βTj).
A heuristic algorithm for Pm|pj(sj) = aj + bsj|∑(αEj + βTj + γd)
In this section we give a heuristic algorithm for Pm|pj(sj) = aj + bsj |∑(αEj + βTj + γd).
Heuristic Algorithm B
Step 1. Set l = d nme.
Step 2. Set K = d l(β−γ)α+β e.
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Step 3. Set mk =

b
∑K
j=k(α(j − 1) + lγ)(1 + b)j−k
+b
∑l
j=K+1 β(l + 1− j)(1 + b)j−k for 2 ≤ k ≤ K
b
∑l
j=k β(l + 1− j)(1 + b)j−k for K + 1 ≤ k ≤ l.
For 1 ≤ i ≤ m, 1 ≤ j ≤ n, let
cj,(i,k) = (α(k − 1) + lγ +mk+1)aj for 1 ≤ k ≤ K
cj,(i,k) = (β(l + 1− k) +mk+1)aj for K + 1 ≤ k ≤ l.
Step 4. Solve the weighted bipartite matching problem:
Minimize
∑
j
∑
(i,k)
cj,(i,k)xj,(i,k)
(P1) s.t.
∑
(i,k)
xj,(i,k) = 1 j = 1, . . . , n
∑
j
xj,(i,k) ≤ 1 i = 1, . . . ,m; k = 1, . . . , l
xj,(i,k) ∈ {0, 1} j = 1, . . . , n; i = 1, . . . ,m; k = 1, . . . , l.
Step 5. A job sequence σ∗ is generated by assigning job j kth on machine i if (P1) has
an optimal solution x∗ with x∗j,(i,k) = 1. Calculate the completion times of the jobs in σ
∗ and
re-index the jobs in non-decreasing order of Ci, i.e., C1 ≤ C2 ≤ . . . ≤ Cn. Set d∗ = Cr, where
r = dn(β−γ)α+β e.
Step 6. For every machine i, compute Cσ∗i (q), where q = d
lβ
α+β e. If Cσ∗i (q) < d∗, we change
the start time of machine i to d∗ − Cσ∗i (q).
Step 7. Evaluate f(d∗, σ∗) =
∑
(αEj(σ∗) + βTj(σ∗) + γd∗).
For the sake of clarity, we illustrate Heuristic Algorithm B with an example. We consider
a problem of scheduling n = 5 jobs on m = 2 machines. The job normal processing times
are given as a1 = 1, a2 = 2, a3 = 3, a4 = 4, and a5 = 5. The job-independent deterioration
b = 1. The penalty costs are α = 2, β = 4, and γ = 1. Applying Heuristic Algorithm B yields
the following sequence σ∗ = (σ∗1, σ∗2), σ∗1 = (1, 2, 4), σ∗2 = (3, 5). In Step 5, C1 = 1(job 1),
C2 = 3 (job 3), C3 = 4 (job 2), C4 = 8 (job 5), C5 = 12 (job 4). Since r = d5(4−1)2+4 e = 3, set
d∗ = C3 = 4. Evaluate f(d∗, σ∗) = 88. It is interesting to note that σ is an optimal sequence
for this problem. Table 1 shows the results of 9 test runs. It is noted that, for each of the test
instances, the heuristic solution is close to the optimal solution.
Table 1. Computational results for Heuristic Algorithm B (each entry represents 9 randomly
generated examples, and Error ratio=Heuristic solutionOptimal solution ).
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Job number n 5 5 5 5 6 6 8 8 8
Machine number m 2 2 3 3 2 2 3 2 2
Error ratio 1.071 1.064 1.151 1.216 1 1.003 1.052 1.024 1.124
Conclusions
We considered the problem of assigning a common due-date and scheduling n deteriorating
jobs on m identical parallel machines. The objective is to minimize the sum of the due-date,
earliness and tardiness penalties. We showed that the problem is NP-hard even m = 2. We
presented a heuristic algorithm to find near-optimal solutions for the problem. For the problem
with the due-date penalty being 0, we gave a polynomial-time algorithm. Due to deterioration
of the job processing times, it is difficult to apply the standard dynamic programming approach
to solve the problem. Thus, whether the problem is pseudopolynomially solvable or strongly
NP-hard remains open, which is an interesting topic for future research.
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