1. Introduction. In this paper we use the methods of C. Che valley to construct some simple groups and to gain for them the structural theorems of [3] . Among the groups obtained there are two new families of finite simple groups 1 , not to be found in the list of E. Artin [1] . Whether the infinite groups constructed are new has not been settled yet.
Section 5 contains statements of the main results of [3] . In § § 2, 3, 4 and 7, we define analogues of certain real forms of the Lie groups of type A lf Ώ τ and E 6 (in the usual notation), and extend to them the structural properties of the groups of Che valley. Sections 6 and 9 treat some identifications, and § 8 deals with the question of simplicity. In § § 10 and 11, using the extra symmetry inherent in a Lie algebra of type D iy we consider two modifications of the first construction which are, perhaps, of more interest since they produce groups which have no analogue in the classical complex-real case: in fact, a basic ingredient of each of these variants is a field automorphism of order 3. In Sections 12 and 13, it is proved that new finite simple groups are obtained 1 , and their orders are given. Section 14 deals with an application to the theory of group representations, and § 15 with some concluding observations. The notation is cumulative. We denote by | S | the cardinality of the set S, by K* the multiplicative group of the field K, and by C the complex field. An introduction to the standard Lie algebra terminology together with statements of the principal results in the classical theory can be found in [3, p. 15-19] . (Proofs are available in [8] or [10] ).
2. Roots and reflections* We first introduce some notations. Relative to a Cartan decomposition of a simple complex Lie algebra of rank I, let E be the real space generated by the roots, made into an Euclidean space in the usual way, and normalized as in [3, p. 17-18] . Relative to an ordering •< of the additive group generated by the roots, let Π be the set of positive roots, and α(l), α(2), •••, a(l) the fundamental roots. For each root r = Σz t a(i), set Σz t -ht r, the height of r. The ordering -< can always be chosen so that ht r < ht s implies r < s (see [3, p. 20, I. 35-40] ); suppose this is done. Assume now the existence of an automorphism a of E of order 2 such that all = IT. This restricts the type of algebra to A l9 Ό x (I ^ 4) or E 6 (see [3, p. 18] ), and hence implies that all roots have the same length. We also denote or by r. Clearly σ permutes the fundamental roots. Thus htr -htr for each root r. Finally, let W be the Weyl group, W 1 the subgroup of elements commuting with σ, and for each w e W denote by n(w) the number of roots r for which r > 0 and wr < 0.
Consider now subsets S of 77 of the following three types:
(1) S consists of one root r, which is self-con jugate (r = r), and which can not be written as a sum of a conjugate pair of roots;
(2) S consists of a conjugate pair r, r such that r + r is not a root;
(3) S consists of three roots of the form r, r, r + r. Note that in case (2) one has r _[_ r because htr = htr implies that r -r is not a root. Shortly we prove the important fact: Proof. Using induction on n(w), we show that each w e W 1 is a product of elements of the given form. If n(w) = 0, w = l, the statement is clearly true. If n(w) > 0, w φ 1, there is a fundamental root a such that a > 0 and wa < 0. Since ά > 0 and wa = wa < 0, it follows that r > 0, wr < 0 for each root r in the set S e Π 1 which contains a. Proof. Write the element w 0 of 2.5 in the form w 0 = w k w 2 w 1 guaranteed by 2.3. Since S > 0 and w 0 S < 0, there is an index i such that w % -λ w x S >-0 and w$ Ίί^S -< 0. lί T e Π 1 corresponds to Wj, it follows from 2.2 that w i - 1 w λ S <= Γ, and clearly equality must hold.
By using 2.6 and examinining the fundamental root systems for groups of type A l} D L and E β (see [3, p. 18] or [8, p. 13-08] ), one sees that a set in W of type (3) can occur only in the case A τ (I even). This turns out to be the most troublesome case in the sequel. Note however that sets of types (1) and (3) [3, p. 18] Proof. Since sets of types (1) and (3) do not occur simultaneously, and since W 1 is transitive on its root vectors of a given length, 2.8 follows from 2.7.
A new ordering < of the positive roots is now introduced. First if R, S e Π 1 , then R < S means that min r e R < min s e S. Then if r, s e 77, define r < s to mean that either r and s belong to distinct sets R and S of IP -and R < S, or r and s belong to the same set of Proof. The first statement follows from the definition. Since < respects heights, the second assertion is true if r + s has minimum height in the set S of Π 1 containing it. Thus one may assume that there is a root t such that r + s = t + t, r Φ t, r Φ t, and that W is of type A τ (I even). Then each positive root is a sum of a string of distinct fundamental roots, and the strings corresponding to r and s are necessarily of different lengths.
Thus htt = ht~t > min (ht r, ht s). Since •< respects heights, this implies that r + s > min (t, ϊ) > min (r, s). For the same reason r(s) = s(r) and r(r) -2. By the uniqueness theorem for a simple Lie algebra with a given root structure (see [8, p. 11-04] If | S \ = 1, assume ht r > 1. Then there is either a self-con jugate fundamental root a such that r -a is a root, or a conjugate pair of orthogonal fundamental roots b, b such that r -b, r -b and r -b -b are all roots. One then applies σ to the equation X r -a X a = fcjX r or (X^^^X^X^ = fc 2 X r , respectively, and completes the proof of (c) by induction on the height.
We assume henceforth that the normalization indicated by 3.2 has been made and that the corresponding treatment has been given,to the negative roots, so that one has once again the equations of structure of Theorem 1 of [3] (in particular, X r X_ r = H r ).
4. Some nilpotent groups. As in [3] , we set x r (t) = exp (ί ad X Ί ), t 6 K, r e 77, denote by H r the one-parameter group {x r (t) \t e K], and by II the group generated by all ϊ r , re 77.
LEMMA. For r, s e 77 and t u t 2 e K, one has the commutator relation {x r (tύ,
Proof. This follows from [3, p. 33, I. 22] and the fact that all roots have the same length.
A straightforward computation yields: 
r, s e Σ, r + s e Π imply r + s e Σ.
Then each x e U 2 , the group generated by all % n r e Σ, can be written uniquely in the form x = IIx r (t r )> th e product being over the roots of Σ arranged in increasing order relative to < {see § 2).
Proof. Using the formulas 4.1 repeatedly, one sees that the set of elements of the given form is closed under multiplication; thus each x e U 2 has an expression of the given form. Uniqueness is proved by induction on | Σ \. If | Σ | = 1 and Σ = {r}, this follows from x r (t)X~r = X-r + tH r -VX r (see [3, p. 36, I. 15] ). If \Σ \ > 1, let r be the least element of Σ (relative to <), and set Σ f = Σ -r. Let x e U 2 be written as x -cc r (ίi)fl?i and x = x r (t 2 )x 2 with t ί e K and x i e ΓU. Then x r (t 2 -Q =
Since
e U^, and since r can not be written as a sum of roots larger than r by 2.9, it follows that the coefficient of H r , namely ί 2 -ί x , must be 0. If 33 denotes the group generated by all 3c r , r < 0, then one can define 93 1 , 23 S , etc., and gain for these groups corresponding results.
5 Main results of Chevalley. For each simple complex Lie algebra g (not necessarily one for which a exists), consider the groups U and 33 and also the group G (denoted in [3] by G') which they generate. For each w e W, if Σ consists of the roots r for which r > 0 and wr < 0, we set U s = lt w (denoted in [3] by It"). Let P r and P, respectively, denote the additive groups generated by the roots and by the weights. Corresponding to each character χ of P r into K*, there is an automorphism h = h(χ) of Q K defined by hX r = χ(r)X r , r e Π or -//. Let ξ) (denoted in [3] by £>' ) be the group generated by those automorphisms which correspond to characters which can be extended to P. For &> one has
The main results of [3] are as follows:
5.2 G contains ξ>.
5.3 Corresponding to each w e W there is ω(w) e G such that ω(w)X r = c r X wr , ω(w)H r = H wr , c r e K*, r e Π or -//. The union of the sets §ω(w) is a group SB and the map w -> §α)(t(;) is an isomorphism of W on 2B/φ.
Parenthetically, we remark that here one has:
5.5 G is the union of the sets VLίgω(w)VL w , w e W. These sets are disjoint and each element of G has a unique expression of the indicated form.
5.6 G is simple if one excludes the case (1) |ίΓ | = 2 and g of type A lf B 2 or G 2 , and (2) | K \ = 3 and g of type A x .
Before proving corresponding results for the group G 1 generated by U 1 and S3 1 , we identify G 1 in the case that g is of type A t .
6. Some unitary groups. Consider the form
ing unimodular unitary group and C ι+1 (/) its center. Then one has:
Proof. If g is of type A lf one can identify c\ κ with §l l+1 (K), the algebra of (I + l)th order matrices of trace 0, in such a way that, for each fundamental root α(i), X a u) e g* corresponds to i? M +i, the matrix with 1 in the (ΐ, i + 1) position and 0 elsewhere [7, p. 393] . If m -((-l)*δ ifZ+2 _j) is the matrix corresponding to /, one can then verify that a is the product of the transformations Y-> mYm' 1 (matrix multiplication) and Y-> -Y ι {t -transpose). According to a recent identification of R. Ree [7] , U and 33, respectively, consist of the superdiagonal matrices (0 below and 1 on the diagonal) and the subdiagonal matrices, acting on §>l ι+1 via inner automorphisms, so that the group G of Chevalley is in this case the projective unimodular group. Now it follows from material in [4, p. 66-69] that U l¥1 {f) is generated by its superdiagonal and subdiagonal elements and that C ι+1 (f) consists of scalar matrices. Thus to prove 6.2 it is enough to prove:
6.3 Let x be a superdiagonal matrix. Then x e IV if and only if x e u ι+1 (f). Proof. The existence of φ x is established in [3, p. 29, p. 36] . Since ϊ r and 3L r commute elementwise with ϊ-and X_^, it is clear that φ 2 also exists. . In regard to 7.11, one sees from 4.5 and 4.6 that, if \K\ = q 2 and I Π I = N, then | U 1 1 = q N . We now remove the restriction on g and remark that the results of this section remain valid even if g is of type A t (I even). The key point here is that, if S e IP and | S \ = 3, then there exists a homomorphism of U 3 (f) (see 6.1) onto G\ with properties like those of q\ and φ 2 in 7.3. We omit the proof which can be made to depend on the representation of G 1 by unitary matrices given in § 6.
Proof of
8 Proof of simplicity. Our aim here is to prove:
8.1 THEOREM. // K o has at least 5 elements, then G 1 is simple. The simplicity of the group SL 2 over its center is assumed to be known. It is further assumed that g is not of type A ι (I even) and that I > 3. The proof to be given can be adapted with minor modifications to the missing groups, which are in any case adequately covered by 6.2 and [4, p. 70, Theorem 5].
LEMMA. Assume R, T e IP, R Φ T, and that r, t are elements of R, T, respectively.
Then there is χ e X 1 such that χ(r) = 1, χ(t) Φ 1.
Proof. Let R (or more simply R) denote r or r + r in the cases r = r or r Φ r, respectively, and then set χ Btk = χ r>Λ or χ Λifc = χ r , fc Proof. We first show that there exist χ e X 1 and r e II such that χ(wr) ^ χ(r). If there is an R e IP such that wR Φ ± R, then χ and r exist by 8.2. If wR -± R for all R e Π 1 , then, since w φ 1, one has wiί = -ϋ! for all i2 e /7 1 . Since ϊ ^ 3, one can readily choose r, ί 6 77 so that r 1 r, ί = t and r(ί) < 0. If k e JK: 0 *, /C 2 Φ 1, then χ = χ ttk and r have the required property. If h -h(χ), a simple calculation now shows that X r has different images under ω(w)h and hω (w) .
Assume now that if is a normal subgroup of G 1 and that \H\ > 1. Proof of 8.1. As in 8.3 choose (fundamental) roots r, t such that r _L r, £ = ί and r(£) < 0. Since r J_ r, this implies that r + t, r + t and r + r + t are all roots. Set i? = {r, r}, Γ = {ί] , U= {r + t,r + t), V= {r + r + t}, x R (l) = x r (lK(l), a? Γ (l) = x t (l), etc.. Then by 4.1 (used several times), one gets: (I Ξ> 4) , then using the representation of G given by Ree [7] , one can show that G 1 is isomorphic to a protective orthogonal group corresponding to a form in 21 variables which has index I -1 relative to K o and index I relative to K. The details in the complex-real case can be found in [2, p. 422] . If g is of type E β , then, again in the complex-real case, one can identify G 1 with a real form of E 6 , the one characterized by Cartan [2, p. 493] by the fact that its Killing form, when written as a sum of real squares, contains a surplus of 2 positive terms. If g is of type E 6 and K is finite, we show in § 12 VARIATIONS ON A THEME OE CHEVALLEY 887 that new groups are obtained 1 , not isomorphic to any appearing in the list of finite simple groups given by Artin [1] .
10. Second variation for D 4 . A root system for JD 4 has a fundamental basis consisting of roots a, b, c, d of the same length such that 6, c, d are mutually orthogonal and each makes an angle of 27r/3 with α. Let τ be the automorphism of order 3 of the underlying Euclidean space defined by α, 6, c, d -> α, c, d, 6 , and let W 2 be the subgroup of elements of W commuting with τ. One can then obtain the analogues of the results of § 2 without essential change in the proofs. For example: W 2 is generated by the elements w a and w b w c w d , and is of type G 2 . The roots are partitioned into sets of the types (1) S -{r}, τr = r, and (2) S -{r, τr, τ 2 r}. Any 2 sets of the same type are congruent under W 2 . One then introduces a field K on which an automorphism τ of order 3 acts, and defines a semi-automorphism τ of Q K by r(kX r ) = (τk)X τr . Then IX 2 and 33 2 are the subgroups of IX and 93, respectively, made up of elements commuting with r and G 2 is the group they generate. The whole previous developement goes through. It turns out that in the proof of simplicity it is enough to assume that the fixed field K o has at least 4 elements. In § 12, it is shown that once again new finite groups 1 are obtained.
ll
Third variation for D 4 . Assume now that K is a field admitting automorphisms σ and r which are of orders 2 and 3 respectively, and which generate a group isomorphic to S 3 , the symmetric group on 3 objects. Define corresponding semi-automorphisms a and τ of the Lie algebra § κ of type D, as in § § 3 and 10. Then set IX 3 
, and let G 3 be the group generated by XX 3 and SB
3
. Again everything goes through. It need only be remarked that the present construction is possible only if K is infinite, and that all groups of type G 3 are simple.
12, Some new groups. The list L of known finite simple groups consists of the cyclic, alternating and Mathieu groups, and the "Lie groups", namely the groups G of Chevalley over A, (I ^ 1), B x (I ^ 2), C % (I ^ 3), A (I ^ 4), E 6 , E 7 , E 8 , F, and G 2 , the groups G 1 over A t (I ^ 2), Dι (I ^ 4) and E Q , and the groups G 2 over JD 4 , all constructed on a finite field. By the type of one of these latter groups we mean a combination consisting of the general mode of construction (G or G 1 or G 2 ), the underlying complex Lie algebra g, and the field K. We adopt the notation: EQ(T) is the group of type G 1 over E 6 on a field of r elements. Our aim is to prove: 
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as a sum of non-decreasing powers of t and then replacing t by q in the individual
terms. To avoid interruption of the present development we give the proof in the next section. We also need the polynomials for the groups of Chevalley. As one sees from considerations in [3, p. 44, p. 64] , these polynomials take the form Π[(* αC<) -l)/(£ ~ 1)]> the a{i) being given in [3, p. 64 Proof. If G is of type G, then, to within an inner automorphism, G and p determine II as a p-Sylow subgroup, then Uξ) as the normalizer of 11, and finally the numbers 1IX Π xVLx~ι \ as x runs through a system of representatives of the double coset decomposition of G relative to Uξ>. These latter numbers are just the terms of the Poincare sequence by the analogue of 7.10, since | IX n φ)Uoi(w)- 1 This result has been obtained previously (for the previously known finite simple Lie groups) by Artin [1] and Dieudonne [5, by different, more detailed methods. Artin actually draws the conclusion under the weak assumption that only | G | and p are known.
One also concludes from 12.4 the well-known fact that A 2 (4) and A 3 (2) Proof of 12.1. Clearly G is not cyclic. Since | G | > 10 8 and Q 3 > | G |, it follows that G is not an alternating group (see [1] ). Dl (8) does not have the order of a Mathieu group and all other values of | G | are too large. G is not isomorphic to either of the groups A x (p^ with p i = 2 r -1 = prime, or Affi) with 2 s + 1 = prime, since in each case one has a prime p 2 such that p 2 divides | G [ and p\ > \ G |, and this is readily seen to be impossible by 12.3. But except for these two types, every simple finite Lie group verifies 12.6 (see [1] where the other groups are considered). Thus any representation of G as a Lie group must be over a field of characteristic p. An application of 12.4 completes the proof.
13. Proof of 12.2. By 2.2, 2.3 and 2.6, n(w) = Σ | S |, summed over those S e Π 1 for which wS < 0. By 2.7, one can compute n(w) within the framework of W 1 and its root system, but each root is to be counted with the right multiplicity (1, 2 or 3) . Assume first that the group under consideration is E\{q 2 ). Then W 1 is of type F 4 and, in terms of coordinates relative to an orthonormal basis, its roots can be 890 ROBERT STEINBERG taken as ± x if (± x λ ± x 2 ± x 3 ± x 4 )/2, each of multiplicity 1, and ± x t ± x } (i ψ j) 9 each of multiplicity 2 (see [8, p. 13-08] ). The inequalities x 1 -x 2 -x 3 -x 4 > 0, x 2 -x 3 > 0, x 3 -x 4 > 0, and x 4 > 0 determine a fundamental region F of ΐ^1 by [10, p. 160] . The last 3 inequalities determine a region L whose intersection with the unit sphere is luneshaped with (1, 0, 0, 0) as one of its vertices. The subgroup V of W 1 leaving (1, 0, 0, 0) fixed is of type C 3 and has L as a fundamental region. Let P(t) be the polynomial sought, let P τ {t) be the corresponding polynomial for the group V, and let P 2 (t) be Σ* n(M°> the sum being over those w e W 1 for which wF c L. A simple geometric argument shows that P = P 1 P 2 . We next find P 2 . The point a = (16, 8, 4, 2) is in F. It has 24 transforms in L corresponding to the 24 elements w e W 1 for which wF c L. These are α, & = (15, 5, 3, 9) , c = (13, 11, 7, 1) and the points in L obtained from these by coordinate permutations. One can now find n(w) for each of the 24 elements above. For example, if w maps a on b f then the roots positive at a and negative at b are (x x -x 2 -x 3 -x 4 )/2, of multiplicity 1, and x 2 -x 4 and x 3 -x 4 , each of multiplicity 2. Hence n(w) -5. Thus P 2 is determined, and the original problem of rank 4 is reduced to one of rank 3. A similar reduction to rank 2 is possible, whence P can be determined. If one starts with A\(q 2 ) or D](q 2 ) instead, the same inductive procedure can be carried through, and for Dl(q*) the polynomial P can be found rather quickly by enumerating n(w) for the 12 elements of W\ The results are those listed in 12.2.
14. Prime power representations. In [9] , 14 assumptions on a finite group are made, and then some properties concerning the representatations of the group are deduced. It is then verified that the groups of Chevalley satisfy the basic assumptions. The verification for G 1 or G 2 is virtually the same as for G because of the structure theorems of the present paper. Thus one gains the results of [9] (in particular Theorem 4) simultaneously for all known finite simple Lie groups.
15. Concluding remarks. We first note that it is possible to cover somewhat more ground than was indicated in the main development given here by allowing certain degeneracies to occur. For example, if σ on E is of order 2, if σ on K is of order 1, and if g is of type A 2l or A 2l -19 then the construction of § § 3, 4 and 5 yields a group of type B ι or C u respectively. Thus B ly C τ and also A m may be regarded as degenerate cases of A) n . Similarly D] degenerates to B ι^1 and Ό τ \ E\ to F 4 and E 6 ; and D\ to G 2J B 3 , D 4 , D\ and D\. It is easily verified that no other groups can be obtained by the present method of combining automorphisms of E and of K in various ways 1 .
VARIATIONS ON A THEME OF CHEVALLEY
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In regard to the construction given for G\ it is to be noted that QK, the set of fixed points of σ, is the Lie algebra (over K o ) of G 1 in many cases. We could have defined G 1 on g^ in view of the easily proved facts that an automorphism x of g^ commutes with a if and only if x § ι κ = tγ Kf and that, in this case, the restriction of x to gV is 1 only if x = 1; but this would have led to a much more complicated development. It is also to be noted that one can not define G 1 as the subgroup G σ of G made up of elements which commute with σ. The difference, roughly speaking, lies in ξ>: a self-con jugate character on P r may be extendable to a character on P but not to a self-con jugate one, as is proved by the following example. Let g be of type A lf and let w and a = 2w be fundamental weight and root, respectively.
Then χ defined by χ(a) = k 2 , k 2 eKt, k φ k, has the given property. One sees rather easily, however, that G σ jG τ is always isomorphic to a subgroup of P/P r . The proof of simplicity given in §8 is considerably shorter than the one given in [3] , but this is at the expense of the assumption that K has enough elements: left open is the question of simplicity for the groups E\(q 2 ) with q <£ 4, and Dl(q*) with q <g 3. The answer quite likely requires rather detailed methods such as those of [3] .
More important, perhaps, and probably more difficult is the identification of the infinite groups constructed. An infinite analogue of 12.4 would go a long way in this direction. Finally, it seems likely that there is some sort of description of D\ and D\ by Cay ley numbers.
