Operatoren vom Bernsteinschen Typ  by Mühlbach, G
JOURNAL OF APPROXIMATION THEORY 3, 214292 (1970) 
Operatoren vom Bernsteinschen Typ 
G. M~~HLBACH 
Technische Universittit Hannover, Welfengarten 1, West Germany 
Communicated by G. Lorentz 
Received September 10, 1969 
1. Es seien X, Y C X abgeschlossene T ilintervalle der reellen Geraden 
R und E bzw. F Unterraume von C(X) bzw. C(Y). C(X) bezeichne dabei den 
durch 
f<g:Of(x) <g(x) fiiralle x~X 
halbgeordneten linearen Raum der auf X stetigen, reellwertigen Funktionen. 
Die Menge aller linearen bzw. monotonen Operatoren von E in einen halb- 
geordneten linearen Raum E’ bezeichnen wir mit LZ’(E, E’) bzw. $P+(E, E’). 
Im Hinblick auf die bekannten Bernsteinpolynome heil3e ein Operator 
u E P+(E, F) mit den Fixelementen p0 , pll vom Bernsteinschen Typ. 
Besitzt u E ,Ep+(E, F) Funktionen f0 ,fi E E als Fixelemente, wobei (fO ,fJ 
ein CebySev-System auf X bildet, wollen wir von einem Operator des ver- 
allgemeinerten Bernsteinschen Typs bzgl. (fO , fJ sprechen. Dabei wird 
unter einem CebySev-System der Ordnung m auf einer Menge M ein (m + l)- 
tupel (fO ,...,fm) reellwertiger, auf M definierter Funktionen verstanden, so 
daB jede Determinante 
v fo ,...> fm 
x0 ,--., &L 
:= detJ9(xi) f 0 
ist, wenn die xi E M beliebig, aber paarweise verschieden sind. 
In diesem Abschnitt seien von nun an X, Y C X kompakte Intervalle; 
(f. ,fi ,fJ sei ein CebySev-System auf X von Funktionen aus E. P. P. 
Korovkin hat gezeigt, da0 das Konvergenzverhalten von Operatoren aus 
JF+(E, F) weitgehend festgelegt ist durch ihr Verhalten bzgl. solcher Funk- 
tionen. Er bewies den allgemeineren 
SATZ 1.1 (P. P. Korovkin [l]). Es sei fiir jedes n E N2 q~,, E 9+(E, R) und 
fiir ein a E X 
& %fi = fk4 (j = 0, 1,2). 
1 Wir henutzen hier und im Folgenden fiir die Potenzfunktionen {x --* x”) die Bezeich- 
nungen JI,,, : p,,,(x) = .x+” (m = 0, l,...), und zwar ohne Riicksicht auf die unterschiedlichen 
Definitionsmengen, die immer aus dem Zusammenhang ersichtlich sind. 
*N = {l, 2,...}. 
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Dann gilt fur jedes f E E 
Ein entsprechender Satz besteht fur den Raum C* der 2r-period&hen, 
stetigen Funktionen. 
Strenge Aussagen iiber den Approximationsfehler erhalt man durch 
Kombination von (1.1) mit der vornehmlich von T. Popoviciu [2a, b] ent- 
wickelten Theorie der bzgl. eines CebySev-Systems konvexen Funktionen. 
DEFINITION 1.2. ( fO , . . ., fm) sei ein CebySev-System auf der Menge M. 
Die Punkte xi E M(i = 0,. ., m) seien paarweise verschieden. f sei eine auf 
M definierte, reellwertige Funktion. Dann heigt 
v f0 Y’.‘? L-1 > f
[x0 )...) x,;f] := x0 ,..., &n-l 9 &n 
v fo >...Y fm-1 9 .f; 
x0 ,‘.., &n-l 9 &n 
dividierte Differenz von f mit den Knoten xi bzgl. des CebySev-Systems 
(f. ,..., fm). Eine Funktion f heif3t bzgl. dieses Systems treng konvex, konvex, 
konkav, streng konkav auf M, je nachdem stets 
ist fiir alle paarweise verschiedenen Knoten Xi E M. 
SATZ 1.3 (T. Popoviciu [2b, Satz 5, S. 1071). Es sei 2 C R ein Intervall, A 
ein Unterraum von C(Z) und (f. ,..., fm) auf Z ein cebyiev-System von Funk- 
tionen aus A. Das Funktional p E L??(A, R) verschwinde nicht iiberall in A. 
Genau dann, wenn 
PffO 
ist fiir jede auf Z bzgl. (f. ,..., fm) streng konvexe Funktion f E A, gibt es zu 
jedem f E A m + 1 paarweise verschiedene Knoten xi in Z, so da8 
pf= Pfmbo ,..., xm;fl 
ist. Die dividierte Dtfferenz ist bzgl. (f. ,..., fm) zu bilden. 
Aus (1.1) und (1.3) erhalt man 
SATZ 1.4. Gibt es zu F E LT’+(E, R) ein 01 E X, so da13 ph = h(a), (j = 0, 1) 
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ist, existiert zu jedem f E E ein Tripe1 paarweise verschiedener Punkte xi E X, 
so daJ 
gilt. 
Nach (1.1) kann man zum Beweis q& #&(a) annehmen. Es ist dann 
qg # g(a) fur jede auf X bzgl. (fO ,fi , fJ streng konvexe Funktion g E E. 
Denn nimmt man an, fur eine solche Funktion ware yg = g(a), mu&e, weil 
(fO ,fi , g) auf X wieder ein CebySev-System stetiger Funktionen ist, q$ = f(a) 
fur jedes f E E gelten, im Widerspruch zu q$ # fi(a). Folglich 1HDt sich auf 
das lineare Funktional p E Z(E, R), pf = of -f(a), der Satz 1.3 anwenden. 
Eine unmittelbare Folgerung aus (1.4) ist 
SATZ 1.5. Es sei u E Z+(E, F) ein Operator des verallgemeinerten Bern- 
steinschen Typs bzgl. ( f0 , fi). Zu jedem x E Y gibt es ein Tripe1 paarweise 
verschiedener Punkte xi E X, so da$’ 
66 x) = r(fi , x) * [x0 , x1 , ~~;.fl~*~ U-6) 
ist. 
(1.5) la& sich erheblich verallgemeinern, denn urn aus (1.4) die Gleichung 
(1.6) zu erhalten, gentigt es offensichtlich u E L?+(E, F) und u(h , x) = h(x) 
(j = 0,l) vorauszusetzen. Eine entsprechende Aussage gilt fur monotone 
Abbildungen des Raumes C* bzgl. eines geeigneten CebySev-Systems 
periodischer Funktionen. 
Nach (1.5) sind genau die Nullstellen von rf2 allgemeine Interpolations- 
stellen von U, d.h. es ist an einer Stelle x E Y r( f, x) = 0 fur jedes f E E genau 
dann, wenn r(fi , x) = 0 ist. 
Als Beispiele ftihren wir die “verallgemeinerten Bernsteinpolynome” an. 
Es sei (an), IZ = 0, l,..., eine wachsende Folge reeller Zahlen, wobei 01~ = 0 
und 0 < 01~ gelte. Fiir x > 0 und 0 < k < n wird 
pn*(x) := (-l)“-” cikfl * . . . . 01, & 1 
x2 dz 
c (z - OljJ ... (z - c&J 
definiert und Pan = xa*. Dabei ist C ein einfacher, geschlossener, positiv 
orientierter Integrationsweg, der die Punkte z = ale im Innern enthalt. Man 
kann leicht zeigen, dal3 0 < p$Jx) < 1 und CIpzfi(x) = 1 gilt, wenn 
0 < x -c 1 ist. 
a Die dividierte Differenz ist bzgl. (fO , fi , fi) zu bilden. 
4 S. Fuhote 3. 
5 Wir setzen zur Abkiirzung u(J x) = (uf) (x) und r(f, x) = u(f, x) -f(x). 
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Es sei 
X nk= l- K 
*j . . . (1 - tj]l’@: 0 <k < y1, x,, = 1. 
Dann ist fur jedes n E N durch 
eine Abbildung B,* E LZ+(E, E) erklart mit E = C[O, 11. Jeder Operator 
B,* besitzt zwei Fixelemente, und zwar die Funktionen f0 = p0 und fi mit 
fi(x) = X”ll. Im Falle elk = k sind die B,* identisch mit den Bernsteinschen 
Operatoren. 
WBhlt manfi(x) = x2.~1, so gibt es zu jedemfE E und zu jedem x E [0, l] 
ein Tripe1 von Punkten xi E [0, 11, so dal3 mit R,*(f, x) = B,*(f, x) -f(x) 
Rn*(f, 4 = L*(fi , x> . Lx, xl , -%;fl 
ist, wobei die dividierte Differenz bzgl. (fO ,fi ,fi) zu bilden ist. Wenn 
f E Cz(O, 1)6 ist, gibt es nach einem Satz von T. Popoviciu [2b, Satz 9, S. 1161 
zu jedem x einen Punkt 6 im Innern des kleinsten, die Knoten xi enthaltenden 
Intervalls, so dal3 
Andere Beispiele werden durch alle monotonen Operatoren der Fourier- 
Analysis gegeben, die durch Ausdriicke der folgenden Gestalt definiert sind: 
Z&f, x) = 5 + f rk(p)(ak cos kx + bli sin kx). 
k=l 
(1.7) 
Dabei sind a, , bl, die Fourier-Koeffizienten vonf; p ist ein Parameter. Fur 
jedes x E R bildet z.B. das Funktionentripel (fO ,fi ,fi), wobei 
f. = p. ,fi(t) = sin(t - x),fi(t) = cos(t - x) (1.8) 
zu setzen ist und die fi als Funktionen von t zu betrachten sind, ein CebySev- 
System von Funktionen des Raumes C *. Jeder Operator Z,, besitzt f0 als 
Fixelement und interpoliert fi an der Stelle x : Z,(fl , x) = 0, wahrend 
B 1st XC R ein Interval& wird mit C”“(X), m = 0, l,..., die Menge der Funktionen be- 
zeichnet, die auf X eine stetige m-te Ableitung besitzen. 
6401313-4 
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l,(& , x) = Y&) gilt. Wenn I, E 9+(C*, G), G = C(Z) und Z ein Interval1 
ist, gibt es fiir jedes f E C* eine Darstellung 
Die dividierte Differenz ist bzgl. des zugrunde gelegten CebySev-Systems (1.8) 
zu bilden. Vom Typ (1.7) sind z.B. bekannte, von FejCr, de la VallCe-Poussin, 
Jackson, Korovkin u.a. angegebene Operatoren. 
2. In diesem Abschnitt seien X, Y C X abgeschlossene Intervalle und 
E ein Unterraum von C(X), der insbesondere die auf X gleichmal3ig stetigen 
Funktionen enthalt; F = C(Y). 
SATZ 2.1. Fiir einen Operator u E Z+(E, F) mit dem Fixelement p,, sind 
die folgenden Aussagen iiquivalent: 
(i) Es ist an der Belle x E Y r(f, x) = 0 fiir jede auf X gleichmti#ig 
stetige Funktion J 
(ii) Es gibt eine konvexe Funktion g E E, die bei x eine isolierte Nullstelle 
ohne Vorzeichenwechsel besitzt mit der Eigenschaft: r(g, x) = 0. 
Offensichtlich bedarf nur die Implikation (ii) * (i) eines Beweises. Man 
benutzt dazu die AbschHtzung 
Sie ist fur jedes 6 > 0 gtiltig und mit einem Standard-Verfahren zu beweisen. 
Hierin bedeuten [v] die grbl3te ganze Zahl, die kleiner oder gleich y ist, und 
w den Stetigkeitsmodul vonf auf X. Mit m = min{g(x - a), g(x + S)} > 0 
gilt 
[ I’,“‘] s&g(t) 
fur alle t E X. Aus 
I r(f, 41 < (A &, X) + 1) ~(f, 8) 
fti beliebiges 8 > 0 erhalt man in der Tat r(f, x) = 0. 
Nach (2.1) ist fur einen Operator u E 9+(E, F) des Bernsteinschen Typs 
ein (endlicher) gemeinsamer Randpunkt von X und Y eine allgemeine 
Interpolationsstelle ftir die auf X gleichmgDig stetigen Funktionen. 
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SATZ 2.2. 1st X = [a, b] kompakt und u E g+(E, E), E = C(X), ein 
Operator des verallgemeinerten Bernsteinschen Typs bzgl. (f. , fi), so inter- 
poliert u in den Randpunkten von X jedes f E E. 
0.B.d.A. kann Jo auf X als nullstellenfrei angenommen werden. Durch 
a 4 := u(f*fo 9 4 fo(x) (2.3) 
wird ein Operator des verallgemeinerten Bernsteinschen Typs bzgl. (p,, , fi/fb) 
definiert. Es gibt genau eine Linearkombination y der Funktionen dieses 
CebySev-Systems, die das Interpolationsproblem y(a) = 0, q(b) = 1 lost. v 
ist auf (a, b] nullstellenfrei. Deshalb kann man Bhnlich wie bei Satz (2.1) 
schlieDen. Es folgt v(f, a) = 0 und hieraus u(f, a) = fo(a) . v(ffo , a) = 0 
fur alle f E E. Ein Bhnliches Argument gilt bzgl. b. 
SATZ 2.4. Es seien X, Y C X abgeschlossene Intervalle. E sei ein Unter- 
raum von C(X), der pz und die auf X gleichm@g stetigen Funktionen enthlilt. 
F’ = C1( Y). u E .Ep+(E, F’) sei vom Bernsteinschen Typ. Dann gibt es zu jedem 
f E E undjedem x aus dem Innern von X n Y ein Tripelpaarweise verschiedener 
Punkte Xi E X, SO daJ 
4.L x) = r(p2, 4 . [x0, x1 , xz;fl 
gilt. Dabei ist r(pz , x) # 0. Die dividierte Differenz ist bzgl. des Cebysev- 
Systems (p,, , p1 , pz), d.h. im gewiihnlichen Sinne zu bilden. 
Zum Beweis wird gezeigt : Fiir jedes solche x und jede auf X streng kon- 
vexe Funktion f E E ist r(f, x) # 0. Dann ist (2.4) eine Folge des Satzes 1.3. 
Angenommen, es ware r(g, x) = 0 fur eine streng konvexe Funktion g E E. 
Wenn q eine Stiitzgerade fiir g im Punkte x bezeichnet, besitzt g - q in x eine 
isolierte Nullstelle ohne Vorzeichenwechsel. Weiterhin ist r(g - q, x) = 0. 
Nach (2.1) folgt r(f, x) = 0 fur jede auf X gleichmagig stetige Funktion J 
Durch v(t) = / t - x / wird eine konvexe, gleichmafiig stetige Funktion 
definiert, die an der Stelle x nicht differenzeirbar ist. Fur jedes t E Y ist 
u(v’, t) - y(t) > 0. Weil u’p auf Y differenzierbar ist, kann nicht u(y’, x) = 0 
sein. Dieser Widerspruch zeigt, dal3 unsere Annahme falsch war. 
Als Beispiel seien die durch 
gegebenen Operatoren betrachtet. Fur jede natiirliche Zahl n ist 
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u, E -EP+(E, F), unter E einen geeigneten Unterraum von F = C[O, co) 
verstanden, der insbesondere die gleichmll3ig stetigen Funktionen aus F 
enthlilt. Ein solcher Unterraum E wird z.B. von der Menge derjenigen 
Funktionen f aus F gebildet, die fiir x + co einer Wachstumsbedingung der 
folgenden Form gentigen: 
2.5. Zu f gibt espositive Zahlen k, K und C, so da&’ jf (x)1 < Cx” fiir alle 
x > K gilt. 
Wegen u,p, , u,p, = p1 ist fur jedes f E E und jedes x E [0, co) 
mit geeigneten Knoten xi E [0, co). Diese Restgliedformel a& sich fur 
Funktionen f~ E aus der Differenzierbarkeitsklasse C2(0, oo) vereinfachen 
zu 
u (f x) -f(x) = 14_m. 
12 , n 2’ 
5 liegt im Innern des kleinsten Intervalls, das die Knoten xi enthalt. 
3. Es seien X, Y L X abgeschlossene Intervalle, E ein Unterraum von 
C(X) und F = CO’>. (.h ,.A A sei ein Cebygev-System auf X von Funk- 
tionen aus E. 
Unter einer Opertor-Folge vom verallgemeinerten Bernsteinschen Typ bzgl. 
(fO , fi , f2) verstehen wir eine Folge (u,) mit den Eigenschaften: 
3.1. Fiir jedes n E N ist u, E U+(E, F) vom verallgemeinerten Bernsteinschen 
TYP bzgl. (5, A). 
3.2. Fiir jedes x aus dem Innern von Y ist r,(fi , x) fib unendlich viele n E N 
positiv. 
3.3. Fiir jedes x aus dem Innern volt Y ist 
r,(f, x) = o[r,(.h ,x)1, n - 02’ 
fiir jede Funktion f E E, die in einer Umgebung von x verschwindet. 
Im Falle fi = pi (i = 0, 1, 2) sprechen wir einfach von Operator-Folgen des 
Bernsteinschen Typs. Fur sie ist nach P. P. Korovkin [l] (3.3) Bquivalent mit 
(3.4). 
’ a, = o&J, n ---f cc sol1 bedeuten: Es gibt eine Folge (c,) mit I a, 1 < c, 1 b, j fiir alle 
n und lim c, = 0. 
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3.4. Fur jedes x E xs gilt: Wenn f E E an der Stelle x eine zweite Ableitung 
besitzt, ist 
In diesem Abschnitt werden Saturationseigenschaften von Operator- 
Folgen des Bernsteinschen Typs untersucht. Den Ausgangspunkt bildet der 
folgende 
SATZ 3.5. Es sei f E C[a, b]. Die folgenden drei Aussagen sind Equivalent: 
(i) f besitzt auf [a, b] eine stetige Ableitung f I, die einer Lipschitzbedingung 
mit der Konstanten M und dem Exponenten 1 auf [a, b] geniigt; kurz 
(ii) Es ist 
f’ E lip, 1 auf [a, b]. 
gleichm@ig fiir alle x, x 3 h E [a, b]. 
(iii) Die gewiihnlichen dividierten Dtfferenzen zweiter Ordnung mit 
paarweise verschiedenen Knoten aus [a, b] geniigen der Bedingung: 
Beweis. (a) Die Implikation (i) * (ii) gilt auf Grund des erweiterten 
Mittelwertsatzes der Differentialrechnung. 
(b) Den Beweis der Implikation (ii) * (i) stiitzen wir auf den folgenden 
Hilfssatz von A. Zygmund [3, S. 3271: 
LEMMA 3.6. Sei g iiber (a, b) im Lebesgueschen Sinne integrabel und 
endlich, f E C[a, b] und 
wobei 
Pm) 3 g(x) 3 Pm, a<x<b, 
7 02f(x, h) 
B2f(x) = & ha 9 
* _Y bezeichne das Innere der Menge Y. 
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und 
&(x, h) = f(x + 4 - V(x) + f(x - h) 
ist. Dann gibt es reelle Zahlen A und B, so da/3 
f(x) = j-1 4 j: g(t) dt + Ax + 4 a<x<b. (*I 
Setzen wir g,(x) = n2 . d2f(x, l/n) und g(x) = &+m g,(x), so ist g als limes 
inferior einer Folge stetiger, durch M beschrankter Funktionen selbst durch 
M beschrankt und megbar, also integrabel iiber (a, b). Offensichtlich ist 
a2f(x) > g(x) > D2f(x), a < x < b, so dag nach (3.6) die Darstellung (*) 
besteht. Dann ist f differenzierbar, 
f’(x) = jz g(t) dt+ A, a<x<b, 
a 
und fiir die Ableitung gilt 
If’(x+h)-f’(x)1 = I/Z+hg(Wt/ <Whl 2 
fiir alle Punkte x, x + h E [a, b]. 
(c) (iii) * (ii) ist t rivial, denn werden die Knoten Bquidistant gewahlt, 
folgt [x - h, x, x + h;f] = 1/2h2 .dy(x, h). 
(d) (ii) 3 (iii) lPl3t sich indirekt beweisen. Ware fiir ein Tripe1 paarweise 
verschiedener Knoten aus [a, b] I [zO , z, , z,;f] I > M/2, glibe es einen Punkt 
5 im Innern des kleinsten, die Knoten Zi enthaltenden Intervalls und eine 
positive Zahl h, , so da6 E-h,,5,E+hl;fl = L70,z,,z2;fl ist, im 
Widerspruch zur Voraussetzung (ii) [vgl. 2b, S. 1121. 
LEMMA 3.7. Es sei f E C[a, b] und f’ $ lip, 1 auf [a, b]. Dann gibt es ein 
K > M, einen Punkt 7 E (a, b), eine Umgebung U,(T) (c > 0) von r) und eine 
Parabel y, y(x) = 01x2 + /3x + y, so a%@ q~($ = f(7) und 
(i) q,(x) <f(x) in U,(r)) und 2~4 3 K oder 
(ii) y(x) 2 f(x) in U,(v) und 201 < -K. 
Beweis. Wegen f’ $ lip, 1 auf [a, b] gibt es ein K > M und Punkte 
x0 , x0 f ho@, # 01, so da13 
@‘f(xo 3 ho) > K 
ho2 ’ 
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ist. Es sei y*, q*(x) = ax2 + ,9x + y *, die Parabel, die f an den Stellen 
xi = XQ t h, . sgn i (i = -1, 0, 1) interpoliert: q*(xi) = f(xJ. Dann ist 
Im Falle 
(i) 01 > 0 ist durch v(x) = v*(x) - pl, wobei 
I4 := ,2zo~&, {F*(x) -f(x)} > 0 
gesetzt ist, eine Parabel 9) mit der Eigenschaft (i) gegeben. p1 wird in einem 
inneren Punkt 7 von [x0 - h, , x0 + h,] angenommen, denn im Falle p1 = 0 
kann 77 = x0 gesetzt werden, sonst gilt x,, - h, < 7 < x,, + ho wegen 
(v* -f>(xo & 4,) = 0. 
Im zweiten Falle 
(ii) 01 < 0 gentigt v(x) = v*(x) + p2 der gestellten Bedingung, 
Fi,ir jeden Operator des Bernsteinschen Typs u E Y+(E, I;> (E = C(X), 
F = C(Y), X und Y _C X kompakte Intervalle) folgt nach (1.5) und (3.5) aus 
f’ElipM1 aufX 
I r(f, x)1 < $ r(p2 , x) 
fur alle x E Y. Diese Abschatzung ist in dem Sinne scharf, als es Funktionen 
fe E gibt, fur die das Gleichheitszeichen gilt. Betrachtet man Operator- 
Folgen des Bernsteinschen Typs, ist sie such in einem anderen Sinne nicht zu 
verbessern. Wenn diese Ungleichung fiir alle Operatoren einer Folge des 
Bernsteinschen Typs gilt, folgt umgekehrt f’ E lipM 1 auf Y. 
SATZ 3.8. Es seien X = [a, b], Y = [c, d] _C X kompakte Intervalle, 
E = C(X), F = C(Y). Es sei (u,J, u, E 9+(E, F), eine Operator-Folge des 
Bernsteinschen Typs. 
(a) Wenn bzgl. f E Efiir (fastQ) alle n E N 
I r,V; xl G M * rn(P2, 4 
gilt fiir alle x E Y, besitzt f eine stetige Ableitung f’ E lip,, 1 auf Y. 
D D.h. alle bis auf endlich viele. 
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(b) Wenn bzgl. f E Efiir alle n E N 
I r,(.L 9 G md&, , 4 
fir alle x E Y und I&n+m m, = 0 gilt, ist f linear auf Y, d.h. 
f(x) = Ax + 4 XE Y, 
mit geigneten reellen Zahlen A und B. 
Der Beweis wird indirekt gefiihrt. Ware f’ $ lip,, 1 auf Y, gabe es nach 
Lemma 3.7 Zahlen K > 2M, 77 E (c, d), eine Umgebung U,(T) und eine 
Parabel y, v(x) = 01x2 + /3x + y, so da13 f(7) = ~(7) und 
(i) I&) < f(x) in U,(q) und 201 3 K, oder 
(ii) v(x) t f(x) in U,(q) und 201 < -K ist. 
Durch Addition geeigneter Funktionen & E E (i = 1,2), die in U,(q) ver- 
schwinden, kann erreicht werden, da8 im Falle (i) 
und im Falle (ii) 
ist in der Halbordnung von E. Hieraus folgt im ersten Fall fiir alle n E N 
allein aus der Monotonie der betrachteten Operatoren 
rm(h9 7) + rdv, 4 G rn(f, 7). (3.9) 
Nun ist r,(v, rl) = ar&, , d, r,(A, rl) = 4r,(Pg, $1, n -, ~0, und nach 
Voraussetzung r,(f, 7) < M . r,(p, , q) fur (fast) alle n, so da8 (3.9) wegen 
01 > h4 einen Widerspruch enthalt. Analog kommt man im Fall (ii) auf 
einen Widerspruch. 
Urn (b) zu beweisen, w%hlen wir eine Teilfolge (m,) mit lim rnnk = 0 und 
betrachten die Operatorfolge (u,J vom Bernsteinschen Typ. Gemal3 (a) ist 
f' E lip,, 1 auf Y ftir beliebiges E > 0, also f’ konstant auf Y. 
1st z.B. bekannt, dal3 fur f E C[O, l] bei Interpolation mit stetigen Strecken- 
ziigen bzgl. der aquidistanten Knoten xni = i/n (i = O,..., n) (fast) alle 
Fehlerfunktionen r, f den Ungleichungen 
-&qx-$(qL xj <r,(f;x)<M(x-+$)f+-x), 
i+ 1 -+X<-, 
n 
i = O,..., n - 1, 
geniigen, folgt f’E lip,, 1 auf [0, 11. 
In den Anwendungen weitreichender ist der folgende 
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SATZ 3.10. Es sei E = C[a, b] (E = C* bzw. E ein geeigneter Unterraum 
von C(X) -X ein abgeschlossenes, unbeschranktes Interval1 - deer die Funk- 
tionen pi (i = 0, 1,2) enthiilt und mit je zwei Funktionen f, g such deren 
Maximum max(f, g) und Minimum min(f, g)). Ferner sei F = C[c, d], 
wobei [c, d] ein kompaktes Teilintervall bzw. von [a, b], R, X ist, das nicht nur 
aus einem Punkt besteht. (un) sei eine Folge von Operatoren aus -Ep+(E, F), 
fur die ein “Voronowskaja-Theorem” in der folgenden Form gilt: 
Es gibt eine Zahlenfolge (/3& fin > 0, und eine Funktion s E F, s(x) > 0 fiir 
c < x < d, so da/3 fiir jedes f 6 E und jedes x E (c, d) 
f “W lim Bnrn(f; x) = s(x) 2- 
n+m 
ist, wenn f an der Stelle x eine zweite Ableitung besitzt. 
(a) Wenn f E E gilt undfiir alle x E (c, d) 
FL I r&L 4 G M . s(x) (3.11) 
fiir (unendlich viele) n E N, besitzt f eine stetige Ableitung f’ E lip,, 1 auf [c, d]. 
(b) Ist f E E und 
(3.12) 
fiir jedes x E (c, d), sowie mit einer geeigneten Konstanten S fiir (unendlich 
viele) n E N 
A I r4.L 4 < S . s(x), x E Cc, 4, 
ist f linear auf [c, d]: 
f(x) = Ax + B, x E k, 4, 
mit geeigneten reellen Zahlen A und B. 
Beweis indirekt. Im wesentlichen wird die Methode aus der Arbeit von 
B. Bajganski und R. Bojanic [8] benutzt. (a) (1) E = C[a, b]. Wird in der 
Ungleichung (3.9) auf beiden Seiten das Voronowskaja-Theorem angewendet, 
fiihrt das auf 
4rl) + 6, < M . s(q). 
Diese Ungleichung enthalt wegen S(T) > 0, lim E, = 0 und a > M einen 
Widerspruch zur Voraussetzung (3.11). Analog ist im Fall (ii) (CL < 0) zu 
verfahren. 
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(2) E = C*. Wenn f’ # lip,, 1 auf [c, d] ist, kann die nach Lemma 3.7 
in einer geeigneten Umgebung U,(T) definierte Parabel y period&h so zu 
einer Funktion # E C* fortgesetzt werden, da13 # < f bzw. # > f in C* gilt, 
je nachdem Fall (i) oder (ii) vorliegt. Wird hier wieder das Voronowskaja- 
Theorem angewendet, folgt im ersten Fall flnrlz($, 7) < /3,m(f, T), also wie 
unter (1) eine widerspruchsvolle Ungleichung der Form 
Analog schliel3t man im Fall (ii). 
Wenn insbesondere u, E s+(C*, C*), s konstant positiv ist und (3.12) fur 
ein f E C* fiir alle x E R gilt, mu13 f konstant sein. 
(3) E C C(X), X unbeschrinkt. 1st f’ # lip,, 1 auf [c, d], kann die nach 
Lemma 3.7 in einer Umgebung U,(q) definierte Parabel g, als stetige Funk- 
tion auf X fortgesetzt werden durch die Definition # : = min(p7, f) bzw. 
4 : = max(y, f) im Falle 01 > 0 bzw. 01 < 0, so daR # E E ist. Mit dem 
Voronowskaja-Theorem erhalt man wie bisher in beiden Fallen einen 
Widerspruch zur Voraussetzung (3.11). 
(b) Nach Teil (a) gilt zunachst f’ E lip,, 1 auf [c, d]. f’ ist dann von 
beschrankter Schwankung auf diesem Intervall, dort also fast iiberall dif- 
ferenzierbar. Fast tiberall in [c, d] mul3 f “(x) = 0 sein, sonst ergabe sich aus 
der Voraussetzung (3.12) zusammen mit dem Voronowskaja-Theorem 
sofort ein Widerspruch. Das bedeutet aber: f’ = const in [c, d]. 
(3.8) und (3.10) verscharfen Satze von V. G. Amel’kovic [4] und verein- 
fachen zugleich deren Beweise. Zugleich verallgemeinern (3.8) und (3.10) 
Aussagen iiber die Saturationseigenschaften der Bernstein-Operatoren, die 
von G.G. Lorentz [5] 1963 gemacht wurden, u.a. auf beliebige Operator- 
Folgen vom Bernsteinschen Typ. 
BEISPIELE. (1) Ftir die Operatoren V, E z+(C*, C*) von de la Vallte- 
Poussin 
folgt aus f E C* und ]I V,f - f ]]to,znl < (M/n) lo : f’ E lip,, 1 auf R; sowie 
aus II vnf -f Il[o.znl = 4ll4, n --+ co, da8 f konstant ist. Ahnliches gilt fur 
die bekannten Jackson-Operatoren, fiir Operatoren von Korovkin und viele 
andere. 
lo [I [Ix bezeichnet wie iiblich die Supremumnorm. 
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(2) Ein anderes Beispiel, das insbesondere (fur a, = 0) die Bernstein- 
Operatoren umfagt, bilden die Operatoren qn[6]: 
Die Operatoren sind aus Z’+(E, F), E = CIO, 11, F = C(Y), wobei fiir 
nichtnegatives a, Y = [0, I] zu setzen ist. Wird der Parameter a, so gewahlt, 
da8 - a/(n - 1) d a, < 0,O < 01 < +, gilt, bedeute Y = [ol, 1 - a]. Die 
Folge (qJ ist vom Bernsteinschen Typ und geniigt einem Voronowskaja- 
Theorem in der Form 
rn(f, x; G) = r&2 3 x; %)kf”(x) + O(l)19 n -j a, x E y,= 
wenn lim a, = 0 ist und f~ E an der Stelle x eine zweite Ableitung f”(x) 
besitzt. Hiernach folgt ausfE E und 
I r,(f, x; GJl d M 
x(1 -x) 1 +nu, -- n 
1 + a, 
fur alle x E Y auf diesem Interval1 f’ E lip,, 1. 
(3) Die am Ende des zweiten Abschnittes betrachteten Operatoren 
u, E 3’+(E, F), wobei E als Unterraum von F = C[O, co) durch (2.5) de- 
finiert wurde, geniigen nach 0. Szasz [7] der Relation 
$ n(u,(f, x) -f(x)) = x =y ) 
wenn f E E an der Stelle x E [0, co) eine zweite Ableitung besitzt. 1st fur ein 
fEE 
I u&i 4 - f(x)1 G 5, MC, 4 c (0, a), (*) 
gilt f’ E lip,, 1 auf [c, d]. Umgekehrt folgt die Ungleichung (*) auf [Ozco) 
nach (2.4) aus der Bedingung f’ E lip,, 1 auf [0, co). Gilt iiber (*) hinaus 
lim n * r,(f, x) = 0 
n-v= 
fur jedes x E (c, d), istfnotwendig linear auf [c, 4. 
I1 rrl(L x; 4 = 4n(f. x; a”) -f(x). 
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Es erscheint bemerkenswert, da13 man die Aussage (b) des Satzes 3.8 ftir 
Operator-Folgen vom verallgemeinerten Bernsteinschen Typ beweisen 
kann. Im Falle E = F, wo also Y identisch ist mit dem kompakten Interval1 
X, kommt man sogar ohne die einschneidende Voraussetzung (3.3) aus. 
Die folgenden Satze verallgemeinern einige Ergebnisse, die B. Bajbanski 
und R. BojaniE [8] 1964 ftir die Bernsteinpolynome bewiesen haben. 
SATZ 3.13. Es sei X = [a, b] ein kompaktes Intervall, E = C(X). Weiter 
sei (u,) eine Folge von Operatoren u, E 9+(E, E), von denen jeder vom verall- 
gemeinerten Bernsteinschen Typ bzgl. des Cebyiev-Systems (fO , fi> auf X ist. 
(fO , fi , fJ bilde ein Cebysev-System auf X von Funktionen aus E, so daJ 
3.14. fur jedes x E (a, b) r,(fi , x) f” ur unendlich viele n E N positiv ist. 
Dann folgt aus f E E und 
r&L -4 = o{r,(fi , x)1, n -+ 00 (3.15) 
fiir jedes x E &: f ist eine Linearkombination von f0 und fi , also ein Fixelement 
eines jeden Operators. 
Geniigen die u, an Stelle von (3.14) der Bedingung 
3.16- es gibt eine Forge &) positiver Zahlen und eine Funktion 
s E E, s(x) > 0 fur a < x < b, so da@ in (a, b) r,Jfi , x) = /Jn . s(x) ist -, 
folgt ausf E E und II r,f Il[a,b] = 06%)~ n + co, daJ f eine Linearkombination 
von f0 undfi ist. 
Die Bedingung (3.16) ist z.B. dann erftillt, wenn der von f0 , fi , fi auf- 
gespannte Teilraum von E durch jeden Operator U, in sich abgebildet wird, 
ohne da13 der Operator die Identitat ist. Die Differenzierbarkeit der Bilder 
u,f zusammen mit (fJfO)’ (x) # 0 fur alle x E $ stellt (3.14) sicher. 
Hiernach folgt z.B., daI3 ein von der Identitat verschiedener Operator 
u E 9+(E, E) des verallgemeinerten Bernsteinschen Typs bzgl. (fO ,fi), der 
den durch die Funktionen eines Cebygev-Systems (fO ,fi , fi) erzeugten 
Teilraum von E in sich abbildet, als Fixelemente genau die Linearkombina- 
tionen von f0 und fi besitzt. Hat rf2 Nullstellen in (a, b), kann es weitere 
Fixelemente geben. Das zeigen die stetigen, interpolierenden Streckenziige 
(vgl. das Bsp. unter Satz 3.9), bei denen jeder Streckenzug mit Ecken hiichsten 
an den vorgeschriebenen Knotenstellen fix bleibt. 
Wir kijnnen zum Beweis 
0 Km, <fO(x) <m,, x E x, (3.17) 
annehmen, sonst hatte man f0 nur durch eine geeignete Linearkombination 
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von f0 und fi zu ersetzen. Neben den U, betrachten wir die nach (2.3) er- 
zeugten Operatoren v, E z+(E, E), 
hLu9x) = 4f *fo 3 4 foW ’ 
von denen jeder vom verallgemeinerten Bernsteinschen Typ bzgl. (pO ,fi *f,‘) 
ist. Setzen wir r,(f, x) = u,(f, x) -f(x) und ?,(f, X) = v,(f, x) - f(x), so 
f&G F74.L 4 = f;‘W r,(f .fo 2 4. 
LEMMA 3.18. (Bajganski, BojaniE [S]). Es sei ~JJ E E = C[u, b], ~(a) = 
lp(b) = 0 und 
Dann gibt es zu jedem CebyJev-System (h, , h, , h,) auf [a, b], wobei h, = p,, 
und die Elemente h, , h2 aus E sind, eine Linearkombination Z,IS = Ci a,h, mit 
a, < 0, so da&l fiir ein c E (a, b) 
gilt und 
wenn x E [a, b]. 
(3.19) 
Beweis. Wir wahlen eine Linearkombination 1,4* = aO*pO + a,h, + a,h2 
mit a, < 0, die ganz im Streifen M < y < 344 verlauft. 
wird in einem inneren Punkte c E (a, b) angenommen. Dann ist 4 = #* - mp, 
eine Linearkombination mit der Eigenschaft (3.19). 
Zu jedem g E E 1SiDt sich durch Subtraktion einer geeigneten Linear- 
kombination aof + alfi eine Funktion p E E bestimmen, so da8 
p(u) = p(b) = 0 ist. Dabei ist m(g) = rlz(p), ?,(g . f;‘) = F&I * f;‘). 
Nehmen wir an, q : = p . fO-’ besitze auf [a, b] ein positives Maximum. 
Dann 1HDt sich nach (3.18) eine Linearkombination # = f;l . xi a& 
mit a2 < 0 angeben, so daB q(c) = #( c ) f tir ein c E (a, b) und q(x) < #(x) ist, 




Gleichgiiltig ob g der Bedingung (3.15) oder-wenn (3.14) durch (3.16) 
ersetzt wird-der Bedingung 
II r,g Il[a,b~ = 4%>, n - 03 
geniigt, (3.20) enthglt stets einen Widerspruch dazu. Genauso wird gezeigt, 
da0 q auf [a, b] kein negatives Minimum besitzt. Also gilt in der Tat 
g = %fo + 4 * 
Mit 3ihnlichen Methoden, wie sie hier und bei Satz (3.8) verwendet wurden, 
beweist man 
SATZ 3.21. Es seien X = [a, b], Y = [c, d] c X kompakte Intervalle, 
E = C(X) und F = C(Y). W enn die Folge (u,), u, E Z+(E, F) vom verall- 
gemeinerten Bernsteinschen Typ bzgl. des CebySev-Systems (fO , fi , fi) ist, 
folgt aus f E E und r,(f, x) = o[rn(f2, x)], n -+ co, fiir jedes x E Y, duJ die 
Restriktion von f auf Y sich als Linearkombination von f0 und fi darstellen 
ltijt: f(x) = u,fO(x) + a,fi(x), x E Y. 
Auch hier darf die Bedingung (3.2) durch die weitergehende Forderung (3.16) 
ersetzt werden. Man erhllt dann aus f E E und 
II r,f lly = 4 r,fi IIy), n + * 
da0 die Restriktion von f auf Y linear ist. Z.B. folgt fi.ir die oben unter (2) 
betrachteten Operatoren qn (-a/(n - 1) < a, , 0 < 01< a, lim a, = 0) aus 
f E CIO, l] und 
daR f auf Y linear ist. 
4. Operator-Folgen vom Bernsteinschen Typ zeigen relativ schlechte 
Approximationseigenschaften, was die Approximationsgeschwindigkeit an- 
geht. Andererseits ist von den (speziellen) Bernstein-Operatoren bekannt, 
daB sie hervorragende “gestaltserhaltende Eigenschaften” besitzen, z.B. 
jeder auf [0, l] konvexen Funktion f als Bild B,f wieder eine konvexe 
Funktion zuordnen. Genauer liegt B,,f ganz oberhalb f : f ,( B,f. Aus 
fe C[O, l] und f < B,f fiir alle n E N folgt umgekehrt, da13 f konvex ist [9]. 
Diese Eigenschaft bzgl. der verallgemeinerten KonvexitSit kommt allen 
Operatoren vom verallgemeinerten Bernsteinschen Typ zu, wiihrend es noch 
unbekannt ist, unter welchen Bedingungen solche Operatoren konvexe 
Funktionen wieder in konvexe Funktionen transformieren. 
SATZ 4.1. Es seien X = [a, b], Y = [c, d] C X kompakte Intervalle, 
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E = C(X) und F = C(Y). (u,), u, E 9”+(E, F), sei eine Folge des verall- 
gemeinerten Bernsteinschen Typs bzgl. des CebySev-Systems (fo , fi , fi) auf 
X. Es sei f E E. Wenn es zu jedem x E y ein n,,(x) E N gibt, so da8 
r,(f, 4 3 0 (4.2) 
ist fir alle n > n,(x), ist f konvex auf Y bzgl. des cebybv-Systems (f. , fi , fi). 
Zum Beweis ftihren wir wieder die nach (2.3) aus den u, erzeugtcn Opera- 
toren v, ein. Dabei darf vorausgesetzt werden, da8 ftir f. die Ungleichung 
(3.17) gilt. Es geniigt dann offensichtlich, den Satz fur eine Operator-Folge 
vom verallgemeinerten Bernsteinschen Typ bzgl. eines CebySev-Systems 
(g, , g, , gz) mit g, = p0 zu beweisen. Genau dann, wenn f. f;' bzgl. 
(pO , fifol, fif;') konvex ist auf Y, ist die Funktion f bzgl. (f. , fi , fJ 
konvex, weil die dividierten Differenzen von f. f;’ bzgl. des ersten Systems 
und die von f bzgl. (f. , fi , fi) identisch sind, wenn dieselben Knoten 
benutzt werden. In den Voraussetzungen des Satzes (4.1) dtirfen wir also fur 
den Beweis f. = p,, setzen. Angenommen, f ware nicht konvex auf Y. Dann 
gibt es mindestens ein Tripe1 von Zahlen xi E Y mit x0 < x1 < x2 , so da13 
[x0 , x1 , xz ;f] < 0 ist. Wir zeigen: Es existiert mindestens eine Stelle c E y 
derart, daD fur unendlich viele Indizes r,(f, c) negativ ist. Und zwar zeigen 
wir genauer: Es gibt ein c E J’ mit 
r&L 4 < r,(fi , 4(b2 + o(l)), n -+ ~0 
wobei b, eine negative Konstante ist. 
Es sei h die eindeutig bestimmte Linearkombination von f. und fi , die 
h(xJ = f(q) (i = 0,2) erfiillt. v = Ci a& interpoliere die Funktion f an 
den drei Knoten xi: q$xJ = f(xJ (i = 0, 1, 2). v ist ebenfalls eindeutig 
bestimmt. Es ist [x,, , x1 , x2 ;f] = [x0 , x1 , x2 ; ~1 = a, < 0, also q streng 
konkav bzgl. (f. , fi , fJ auf X. Weiter ist f(xJ # h(xJ. Man kann sich 
leicht iiberlegen, da13 f(q) > h(x,) sein mu& kame aber such ohne diese 
Tatsache aus. Wir definieren zwei Hilfsfunktionen h, , h2 E E durch 
f(x) - h(x), h,(x) := lo x E bo 3 %I sonst in X, 
h 2 : = f - h - h, . Dann gilt h,(x,) = h,(x,) = 0, 
max h,(x) > 0 
~+b%l 
und fur x E Y r,(f - h, x) = r,(f, x) = rlz(hI , x) + r,(hz , x). Nach Lemma 
(3.18) gibt es eine Funktion x = 2: b,fi mit b, < 0, so da8 h,(c) = x(c) fur 
ein c E (x,, , x2) gilt und h,(x) < x(x), wenn x E [x0 , x2]. Durch Addition 
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einer geeigneten Funktion 8 E E, die in [x, , x2] identisch verschwindet, kann 
man h, < x + 9 in E erreichen, so daR r,(h, , c) < r&y, c) + r,(8, c) gilt. 
Wegen x0 < c < x2 ist r,(h, , c) = o{r,(fi , c)}, rz ---f co. Dasselbe gilt fur 
~,(a, c). Wir haben also mit b, < 0 r,(f, c) < r,(& , c)(bg + o(l)), n + co, 
im Widerspruch zur Voraussetzung. 
Im Unterschied zu (4.1) wird im folgenden Kriterium verlangt, dal3 die 
Reste r,f fur jedes f E E auf Y punktweise gegen Null streben. 
SATZ 4.3. Unter den Voraussetzungen van (4.1), nur (4.2) ersetzt durch 
4.4. (a) f E E und zu jedem x E Y gebe es ein no(x) E N, so daJ 
u,(f, x) < u,-,(f, x) istffir n 2 no(x); 
(b) lim r,(fi , x) = 0 fir jedes x E J’; 
folgt, f ist konvex auf Y bzgl. (f. , fi , fi>. 
Aus der Monotonie und der Konvergenz der Folge (u,(f, x)) gegen f(x) 
fi.ir jedes x E y folgt sofort r,(f, x) 3 0 fur jedes x E J’, wenn n > no(x) ist. 
Damit ist (4.3) auf Satz (4.1) zurtickgefuhrt. 
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