Binary masking is a simple and efficient method for source separation, and a high increase in intelligibility can be obtained by applying the target binary mask to noisy speech. The target binary mask can only be calculated under ideal conditions and will contain errors when estimated in real-life applications. This paper proposes a method for correcting these errors. The error-correction is based on a hidden Markov model and uses the Viterbi algorithm to calculate the most probable error-free target binary mask from a target binary mask containing errors. The results demonstrate that it is possible to correct errors in the target binary mask and reduce the noise energy. However, speech energy is also reduced by the error-correction, but the impact on speech intelligibility and speech quality are not established or evaluated in the present study.
INTRODUCTION
Time-frequency masking has been widely used for source separation [1] and in experiments on intelligibility of noisy speech [2] . Basically, time-frequency masking is a general method of applying a time-varying and frequency-dependent gain to a signal. This gain is called the mask, and when the mask only contains the values zero and one, the method is referred to as binary masking. Using binary masking to separate speech from noise, in e.g. hearing aids and cochlear implants, is interesting because binary masking is a simple method and has a substantial impact on intelligibility. In [2, 3] the ideal binary mask increased intelligibility for normal hearing listeners and in [4] for hearing impaired listeners. The ideal binary mask was further studied in [5] together with the target binary mask, and when used to separate speech from noise both binary masks caused a large increase in intelligibility.
The target binary mask (TBM) is calculated by comparing the energy of the target speech with the long-term average energy of speech from the same speaker. If the energy of the target speech T(k, τ ) exceeds this long-term average energy r(k) by a certain amount, the value one will be assigned to the TBM at that particular time τ and frequency k. If not, the value zero is assigned:
where LC is the local SNR criterion. The LC value controls the amount of ones in the TBM. High intelligibility was obtained in [5] within the range of 20% -60% ones in the TBM. The positive impact on intelligibility, makes the TBM interesting in situations where intelligibility is reduced, e.g., for hearing aid users in difficult listening environments. The classic approaches to this problem have been evaluated in [6] . In this study, different speech enhancement algorithms are evaluated on normal hearing listeners. However, only a single algorithm in a single noise condition is able to increase intelligibility significantly.
It is possible to increase intelligibility with the TBM, but the method has the obvious drawback of requiring the target speech to be available. In most real-life situations, the target speech is not available, and the TBM must be estimated from the available sound. This estimate will contain errors, and the hypothesis of this paper is that these errors can be corrected. To our knowledge, no methods for estimating or correcting errors in the TBM have been proposed in the literature -a major reason for this being the novelty of the TBM. In this study, we focus on the error-correction of the TBM, well aware that the estimation of the TBM is not a trivial problem.
The error-correction employs a model of the error-free TBM. This model is a hidden Markov model (HMM) build from the TBM calculated using speech from multiple speakers to test the generality of the model. If the TBM from different speakers do not share some common characteristics, it is difficult to build a model of the TBM and use it for error-correction. To make the error-correction independent of the speaker, the long-term average energy r(k) in Equation (1) will not be adjusted to the individual speaker, but calculated as the long-term average energy of the speech used in the experiments.
The setup shown in Figure 1 is used to evaluate the proposed method. In this setup, the TBM will be error-free, if no noise sound is present and r(k) is known. When noise is added to the target speech, two types of errors will be found in the noisy TBM: False ones, if the noise sound causes the energy in the individual timefrequency units to exceed the threshold r(k) · LC. False zeros, if the speech and noise cancel each other in certain time-frequency units. At high signal-to-noise ratios (SNR), no errors will be found in the Fig. 2 . Structure of the hidden Markov model used in this study. At time t, the state qt generates an observation ot and changes state with probability Aq t,qt+1 . The probability of being in state qt and observing a one at frequency k is defined by bq t (k) as shown with gray color.
TBM, but as the SNR decreases the amount of errors increases. The majority of these errors will be false ones, and ultimately, if the SNR is further reduced, the binary mask will become an all-one mask. In this situation the error-correction is of no use, even though the total number of errors could be reduced by forcing some time-frequency to zero in the target binary mask. Error-correction is expected to be possible when the TBM contains a comparable amount of correct and false ones.
BINARY MASK MODEL
The error-correction is based on a hidden Markov model [7] of the TBM. The HMM is a widely used statistical model for pattern recognition and speech processing, and it is particularly well suited to model time-series with time-varying statistical properties. In the HMM, the hidden layer contains multiple states, which, at each time increment, can change and generate an observation. From a sequence of observations, the most probable sequence of states can be calculated using the Viterbi algorithm [7] .
In the HMM used in this study, the observations are the noisy TBM, the states are the error-free TBM, and the error-correction is the step of calculating the most probable error-free TBM from the noisy TBM using the Viterbi algorithm. The observations and states in the HMM are binary vectors of size K, as seen in Figure 2 . K is the number of frequency channels. Each state in the HMM represents the TBM at a single time τ , and this approach assumes that the TBM can be build from a small number of states. However, when a limited number of states is used to build the TBM errors will be introduced, as seen in Figure 3 . We refer to the process of building the TBM with a limited number of states as quantization of the TBM.
In the HMM, the probability of changing state is determined by the state-transition probability matrix A, where the elements ai,j are the probability of changing from state i to state j [7] . In each state j, the observation probability bj(k) determines the probability of a one at frequency k. If the TBM could be build from N states without quantization error, the observation probabilities bj(k) would be binary and identical to the states. However, when the TBM is build from, e.g. 512 states, quantization error will be introduced because the TBM contains more than 512 different states. This means that the observation probabilities will have values between zero and ones: If d binary vectors from the training data are quantized to the same . This probability is independent on the state in the HMM but dependent on the type and level of the noise sound. If we assume that the target speech and noise sound are independent and do not overlap in time and frequency, the observation probability in state j at frequency k is given by
where b T j (k) is the probability of a one generated by the target speech. In the experiments, b N (k) will be estimated from a short segment of the noise sound in the beginning of each experiment.
TRAINING
To train the HMM and evaluate the error-correction, the EUROM corpus was used [8] . The training data was generated by calculating the TBM from 36 minutes of speech spoken by 4 male and 4 female speakers normalized to equal energy. This speech was processed using a 32 band Gammatone filterbank [9] with centerfrequencies between 80 Hz to 8000 Hz equally spaced on the ERB scale (equivalent rectangular bandwidth). To obtain T(k, τ ), each subband signal from the Gammatone filterbank was divided into 20 ms frames with 10 ms overlap, and the energy was calculated from each frame in each subband. The long-term average energy r(k) was calculated as the average of each frequency channel in T(k, τ ).
The 36 minutes of speech produced a TBM with 216000 columns and 32 rows from which N states were found while minimizing the quantization error as measured by the total amount of false ones and false zeros. This quantization was done using the K-mode algorithm which is similar to the well-known K-means algorithm but useable for clustering binary data [10] . From the quantized TBM, the state-transition probability matrix Ai,j was calculated by counting the number of state changes from state i to state j and divide by the total number of visits in state i. To find b T j (k), the columns in the TBM quantized to the same state were identified, and the probability of a one at each frequency was calculated. To find b N (k), the probabilities of a one in each of the frequency channels was obtained from the TBM as described in Section 2 using 5 seconds of noise.
EVALUATION
To evaluate the proposed method, two simulations were carried out. The first simulation examines the relation between the number of states and the performance of the error-correction as measured by the percentage of errors. The second simulation examines the loss of target energy and the remaining noise energy before and after the error-correction under different conditions. In both simulations, 10 sentences from a male and a female speaker were used. These two speakers were not part of the training data.
In the first simulation, the sentences were mixed with speech shaped noise at 0 dB SNR using the setup in Figure 1 . The HMM was trained as described in Section 3 with a varying number of states between 1 and 1024. Figure 4 shows the percentage of errors after the error-correction. For comparison, the percentage of errors in the quantized noisy TBM and error-correction using a causal Viterbi algorithm are also shown.
All percentages are calculated relative to the total number of time-frequency units in the binary mask. The percentages of errors in the TBM before error-correction were 0.2% false zeros and 15.9% false ones giving 16.1% in total. As more states are used in the HMM, the amount of false ones increases, whereas the amount of false zeros decreases, as seen Figure 4 . Using a single state in the HMM, this single state will be the all-zero column vector, making it impossible to have false ones in the error-corrected TBM. When the number of states is between 1 and 32, these states will contain few ones which limits the amount of false ones. Using 1024 states, the percentage of errors is 8.1% -a reduction of 8 percentage points compared to the noisy TBM. However, the reduction of false ones has the drawback of increasing the amount of false zeros relative to the noisy TBM.
The Viterbi algorithm uses previous, current and future observations from the noisy TBM to calculate the most probable state sequence. In low-delay applications this dependency on the future is critical and for comparison a causal Viterbi algorithm was implemented. This algorithm finds the most probable sequence based upon the previous and current observations only, and, as seen in Figure 4 , this modification does not significantly reduce performance. In the second simulation, an HMM with 256 states was trained as described in Section 3 and used to evaluate the performance between -10 dB and 15 dB SNR. The sentences were mixed with four different noise types: speech shaped noise, a high-frequency sound from a bottling hall, a low-frequency sound from the interior of a car, and babble noise. Performance was measured using the percentage of energy loss and the percentage of noise residue [11] :
where I(n) is the resynthesized sound using the TBM, O(n) is the resynthesized output before or after the error-correction, e1(n) is the sound found in I(n) but not in O(n), and e2(n) is the sound found in O(n) but not in I(n). As seen in Figure 5 , a similar performance for the different noise types is seen when changing SNR. At low SNR, the percentage of noise energy P bef ore NR is high for the noisy TBM before error-correction. As the SNR increases, the amount of false ones in the TBM decreases resulting in a lower percentage of noise energy. Ultimately, when SNR is further increased, the P bef ore NR is reduced to 0% because no false ones are found in the noisy TBM. The noise energy after error-correction P af ter NR shows a reduction at SNRs below 10 dB but a very small increase at SNRs around 15 dB. This increase shows that error-correction of an errorfree TBM can introduce false ones due to the limited number of states in the HMM. The percentage of energy loss P bef ore EL shows that loss of target energy using the noisy TBM is close to 0%, be-cause very few false zeros are found in the noisy TBM before errorcorrection. When error-correction is introduced, the loss of target energy increases as shown by P af ter EL : At low SNRs the loss of target energy is significant, but as the SNR increases this loss is reduced and levels off at around 8%. The lower limit of P af ter EL at 8% is explained by the limited number of states in the HMM. If few errors are found in the TBM, the error-correction will increase both false ones and false zeros. For all four noise types, except the babble noise, the best performance is found around 0 − 5 dB SNR, when the errorcorrection reduces the noise energy more than the target energy. Listening to the processed sound before and after error-correction confirms this finding.
DISCUSSION
The results confirm that a model of the TBM can be build and used to correct errors in the noisy TBM, but the reduction of false ones has the drawback of increasing the amount of false zeros. Even though the relation between errors and intelligibility has been examined in [12] , it is difficult to use these results to determine the intelligibility of the TBM before and after the error-correction. In [12] , the errors are uniformly distributed in time and frequency and the frequency resolution is different. The authors in [12] find that false ones reduce intelligibility more than false zeros. However, the location of errors and the noise type must have a significant impact on intelligibility, e.g. if the false zeros are found at onsets in the target speech.
If the relation between errors in the TBM and intelligibility was well-established, this would change the training and use of the HMM. If false ones reduce intelligibility more than false zeros, the model could be modified to allow more false zeros than false ones. Such a weighting would make it possible to adjust the level of lost target energy and remaining noise energy. Furthermore, the impact from errors on intelligibility is probably frequency dependent and thus it might be useful to reduce errors at some frequencies at the prize of more errors at other frequencies.
An interesting question to consider, is if the performance of the error-correction will continue to improve with an increasing number of states. Using more states will reduce the errors, but errors will be difficult to avoid. Errors in the TBM can make a wrong sequence of states more probable than the correct sequence. This limitation is a drawback of working in the binary domain, because the amount of information about the target speech and the noise sound is greatly reduced compared to the time-frequency domain.
Another limitation of the proposed method is the speaker dependency of the TBM. The TBM changes with different speakers, so the model used in the error-correction has to model different speech sounds as well as different speakers. This makes the model more general, but also less precise for the individual speakers. If r(k) was adjusted to each speaker, the TBM from different speakers would probably be more similar and less complex to model. This could reduce the number of required states in the hidden Markov model without affecting performance. The Viterbi algorithm has a complexity of O(N 2 T ), where T is the number of observations [13] , why decreasing the number of states will make the method more usable in hearing aids.
More complex models, e.g., factorial HMMs, could also be used to make the error-correction more efficient. However, the complexity of the model should be considered with respect to the complexity of the domain. The binary domain is a simplified domain compared to the time-frequency domain, and applying a very complex model in a simple domain might not be optimal. Instead, models in the timefrequency domain should be used. This also applies to the present study, because the large number of states can be a problem in applications like hearing aids even though the complexity of the model itself is low.
CONCLUSION
In this study, a method for error-correction of the TBM has been presented. The method is based on a HMM and trained on the TBM calculated under ideal conditions. The results of this study demonstrate that errors can be reduced, although the reduction of false ones has the drawback of increasing the amount of false zeros. The possibility of correcting errors in the TBM makes algorithms for estimating the TBM in real-life applications like hearing aids and cochlear implants more interesting and useful. The method used in this study can be further improved, e.g. using a speaker dependent r(k) or by weighting of different frequencies, but the model could also be useful for similar problems involving erroneous binary patterns.
