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ABSTRACT
Vortex-induced vibrations (VIV) has a large impact on solid structures such
as marine risers, offshore and deep water structures which subject to strong ocean
currents. This dissertation primarily presents investigation of vortex-induced vibration (VIV) of a rigid circular cylinder by doing experiment in towing tank to
form database and better understand basic mechanism of VIV. Forced motions of
a rigid cylinder with two degree of system are performed for building a database
of force coefficients and wake measurements to be used for better understand basic principles of VIV. In this study, the combined effect of in-line and cross-flow
of prescribed motion of the circular cylinder undergoing VIV is investigated for
potentially having large impact on the development of predictive models for flowinduced vibration which is very important concept for the oil, gas and offshore
industry.
In towing tank experiments, controlled motion experiment of a rigid cylinder with two degree of freedom system is performed for small amplitude region.
We presented hydrodynamics coefficients varied in defined parameter space. In
addition, we observe the presence of large mean lift forces for some motion parameters. In some cases, the mean lift is very large and comparable to oscillating
lift forces at other motion parameter combinations. The presence of a mean lift is
significant as it implies an asymmetry to the wake that may occur due to forced
motions. On long, slender structures, if this type of forced motion were to occur
at locations along the length of the structure, this could lead to kiting or mean
deflections of the structure perpendicular to the direction of the flow. One case is
presented for large lift case. We extended our parameter space for the combined
in-line and cross-flow motion of a rigid circular cylinder with force measurements
and flow visualizations with digital particle image velocimetry (DPIV) technique.

Decomposed forces are mapped over the range of parameters to investigate how
these quantities change as a function of the combined motion. Interestingly, we
show multi-branch regions detected in force database by analyzing decomposed
hydrodynamic coefficients depending on motion parameters. It appears that the
multi branch region is expanding by including in line motion over the parameter
space. We show how the rigid cylinder forces on the body and its wake visualization measurements are changed in this multi branch regions based on different
force responses and vortex formation modes. Flow visualization of the wake behind the circular cylinder with combined in-line and cross-flow motion illustrates
the complexity of the wake behind the cylinder with combined IL and CF motion
and how wake structure is depended on motion parameters. This gives us a reference point for all entire parameter region. New combination of vortex modes are
observed in this study. We are going to show these vortex modes with observed
samples from experiment parameters and give their definitions.
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PREFACE
This dissertation ”Investigation of Vortex-Induced Vibration of a
Cylinder by Employing Cross-flow and In-line Motion” is formed in the
manuscript format and consists of three manuscripts.
The first manuscript which is described in chapter 2, ”Experimental Force
Database From Controlled In-line and Cross Flow Cylinder Motion”,
was published in the 28th International Ocean and Polar Engineering Conference.
International Society of Offshore and Polar Engineers (ISOPE).
The second manuscript which is described in chapter 3,”Hydrodynamic
forces on a circular cylinder with controlled combined in-line and
cross-flow motion in a uniform free stream”, is going to be submitted
to Journal of Fluid Mechanics.
The third manuscript which is described in chapter 4,”On the vortex
formation in the wake of a circular cylinder forced in two-degreesfreedom”, is going to be submitted to Journal of Fluid Mechanics.
The potential fourth manuscript which is descrined in appendix A, ” Prediction model of vortex induced vibration response by combined in-line
and cross-flow forced motion of a cylinder inflow ”, is potentially going
to be submitted to Journal of Fluids and Structure.
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CHAPTER 1
Introduction
Vortex-induced vibration (VIV) is one of the major problems observed in
many engineering field. This problem can be seen especially for long and slender
structures such as offshore risers, pipes, bridges, cables, heat exchanges, etc. VIV
is generated due to vortex formation behind a bluff body where vortex formation.
When the vortices are not emerged symmetrically around thr body, forces exerts
on the bluff body. These forces lead to motion of the body. VIV of circular
cylinders has been studied from ancient times. For example, ancient Greeks used
this fundamental concept in order to design the Aeolian harp which is a stringed
musical instrument making musical sounds when a current of air passes through
it. This instrument converts wind energy into musical sounds. In the nineteenth
century, Vincent Strouhal, who is one of the great physicist, conducted experiments
with long slender circular cylinders in order to understand the sound of telegraph
wires. He explained that when the frequency of vortex shedding matched with the
natural frequency of a wire, transverse vibrations occured. In twentieth century,
Therefore, von Karman came with a important theory to describe the form of the
wake. He first explained ”Karman vortex street” model. This model explains how
pairs of vortices form in the wake of a cylindrical body. These vortices proved
to have the ability to destroy even very large structures under special conditions.
Thus, VIV is a important and undesired problem which leads to possible fatigue
failure for especially long cylindrical structures. In the past, people work with
air for investigating VIV. However, the applications in liquids were increased with
the development of offshore oil fields. with using water as a liquid, an important
parameter which is mass ratio (the ratio of structural mass to the mass of displaced
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fluid) play important role to invsetigate VIV. The structure may be more exposed
to much larger amplitudes of oscillation over the range of flow speed with low
mass ratio because the interaction between the fluid and the structure is increased
with smaller mass ratio. With larger amplitudes, the pattern of vortex shedding is
changing from ”Karman Vortex Street” model which is typically with one vortex
of each sign shed per cycle of the body motion([1]).
The structures goes into deeper and deeper waters with the improvements of
the oil industry. High aspect ratios can be seen for the structures. The exact
numerical simulation is out of table unless a controlled experiment that matches
all the key similarity parameters. This indicates that a better model of VIV needs
for a better understanding of the fundamentals of generating VIV espacially for
the prediction methods. Semi empirical method is widely used in the offshore
industry in order to make good prediction for vortex-induced vibration problem.
Semi-Empirical prediction methods uses experimental technique for fluid-forcing
in order to solve coupled differential equation. For example, slender body theory
is one of this kind of prediction methods for estimating fluid force. Basically,
this technique treats flexible body in which the fluid force exerted on any crosssection of the body is equivalent to the to the force exerted on a rigid cylinder with
equivalent forced motion. Parameterization of the potential body motion is used
in order to derive the fluid forces that may act on the body. The body is assumed
to be moved only perpendicular to the direction of the motion.
According to recent studies, the consideration of combined IL and CF forces
and motions from VIV is very important in order to investigate VIV. Nevertheless,
force coefficient databases for semi-empirical prediction methods are challenging to
employ into combined IL and CF motions due to the sheer number of experiments
required to cover the relevant motion parameter space.Figure 1 shows schematic
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Figure 1: Schematic model of two degree of freedom spring-mass-dashpot cylinder
in a uniform free stream.
drawing of two degree of freedom for a rigid cylinder undergoing combined cross
flow (CF) and in-line (IL) motion. In order to better investigate the motions of a
body in combined IL and CF motion, it is necessary to define equations of motion
for the body in both the IL and CF directions. For simplicity, consider a simple
spring-mass-dashpot that is allowed to oscillate in two orthogonal directions:

my ÿ + by ẏ + ky y = Fy

(1)

mx ẍ + bx ẋ + kx x = Fx

(2)

These equations are not completely independent, since the wake of the cylinder
provides the forcing term, so Fy and Fx are both dependent on the same vortices
forming in the wake. While combined cross-flow and in-line VIV typically produces
figure-eight and crescent shape motions of the cylinder in a carriage-fixed reference
frame, the nonlinear interaction of the structural system with the fluid does not
guarantee that the motions are sinusoidal in each direction. For simplicity and
consistent with definitions in [2] and [3], we assume that to first order, the motion
of the body in the IL and CF directions can be assumed to be sinusoidal, such that
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these motions are only defined by a single amplitude and single frequency. Additionally, consistent with observations from experiments, IL motions are assumed to
have twice the frequency of the cross-flow motion, allowing for a single frequency
parameter to define the motion of the body. This helps to limit the number of
variables to consider in defining the motion of the body since we assume that the
motion of the body is harmonic motion (as a first order approximation). Two degree of freedom model assumption is much closer approximation to many real life
structures. Therefore, the effect combined effect IL and CF on VIV is extensively
studied in this dissertation. A short review of the each manuscript is given below:
In chapter 2, we focus on forced motion experimental work to construct a
force coefficient database based on combined IL and CF motions of a cylinder
in a free stream for small IL and CF amplitude region. Hydrodynamic forces
are measured over a wide range of normalized IL and CF amplitude, reduced
velocity, and phasing between the IL and CF motion, while Reynolds number is
held constant at a value of 7620. IL and CF motions are prescribed to be sinusoidal
in order to limit the number of variable experimental parameters. Decomposed
forces such as added mass and lift in phase with velocity are mapped over the
range of parameters to investigate how these quantities change as a function of the
combined motion in relatively small amplitude region.
In chapter 3, we extended our parameter space and we experimentally studied
our VIV problem for a bluff body within a much wider parameter space than previously investigated. We show a force database with extensive amount of unique automated experiments which includes combination measurements of the fluid forces
and wakes on the rigid cylinder which is controlled to oscillate IL and CF to a free
stream at Re = 7620, additionally with a total of 819 experiments for flow visualization is conducted with digital particle image velocimetry (DPIV) technique and
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9555 for force measurements with a wider range of normalized IL and CF amplitude, reduced velocity, and phasing between the IL and CF motion. Decomposed
forces are mapped over the range of parameters to investigate how these quantities
change as a function of the combined motion on much wider parameter space.
In chapter 4, we focus on observing the wake structures behind a circular
cylinder in free stream with forced sinusoidal IL and CF motion by doing quantitative flow visualization by digital particle image velocimetry (DPIV) technique.
Wake measurements were made systematically for a circular cylinder exposed to
combined IL and CF motion undergoing VIV in free stream. Variation of the IL
amplitude, CF amplitude, reduced velocity, and phase between IL and CF motions
were made for a fixed Reynolds number of 7620, with a total of 819 experiments
for flow visualization.
Finally, conclusion remarks and some possible future research ideas are provided in chapter 5.
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Abstract
Vortex induced vibration (VIV) is an important problem for offshore structures, where flow-induced vibrations can lead to fatigue damage. Prediction of the
coupled forces and motions from VIV are critical in estimating fatigue for design
purposes and also for estimating potential motions in offshore operations. Recent
work has demonstrated the importance of considering combined in-line and crossflow motions in prediction, however semi-empirical prediction methods that rely
on force coefficient databases are difficult to implement with combined in-line and
cross-flow motions due to the sheer number of experiments required to cover the
relevant motion parameter space. This paper builds on previous forced motion
experimental work to construct a force coefficient database based on combined inline and cross-flow motions of a cylinder in a free stream. Hydrodynamic forces are
measured over a wide range of normalized in-line and cross-flow amplitude, reduced
velocity, and phasing between the in-line and cross-flow motion, while Reynolds
number is held constant at a value of 7620. In-line and cross-flow motions are
prescribed to be sinusoidal in order to limit the number of variable experimental
parameters. Decomposed forces such as added mass and lift in phase with velocity are mapped over the range of parameters to investigate how these quantities
change as a function of the combined motion. One interesting finding that was not
previously recognized in earlier experiments of this type is the presence of large
mean lift forces over some values of motion amplitude and phasing between in-line
and cross-flow motion. In some cases, the mean lift is very large and comparable to
oscillating lift forces at other motion parameter combinations. The presence of a
mean lift is significant as it implies an asymmetry to the wake that may occur due
to forced motions. On long, slender structures, if this type of forced motion were
to occur at locations along the length of the structure, this could lead to kiting or
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mean deflections of the structure perpendicular to the direction of the flow.
2.1

Introduction
Vortex-Induced vibrations (VIV) are a common problem in many engineer-

ing fields, particularly in deep water offshore applications where long risers and
mooring systems are subject to strong sheared current. Prediction of the coupled
forces and motions from VIV are critical in estimating fatigue for design purposes
as well as estimating deflections and loading for operations of offshore structures.
Prediction of the motion of long structures undergoing VIV is complex due to
the nonlinear fluid-structure coupling and coupling between in-line and cross-flow
motions, however simplifications such as the use of slender body approximations
have proved useful due to the high aspect ratio of these structures. [1] argues
that at least in the prediction of cross-flow motion only for long, flexible structures, semi-empirical methods which employ a simple structural model coupled
with experimentally measured forces can produce good results at predicting these
motions as compared with direct numerical simulations, which are difficult to perform for the full structure at high Reynolds numbers. [2] showed that the forces
exerted on a body undergoing combined cross-flow and in-line motion, as typical
in real structures, are dramatically different than the forces on a structure moving only in cross-flow, hence proper semi-empirical prediction of VIV requires an
understanding of forces measured for combined in-line and cross-flow motions.
[3] conducted a detailed series of controlled vibration experiments for crossflow vibrations of a cylinder in a free stream, using the measured forces to predict
motions, while characterizing the wake modes under different motion conditions.
[4] highlights the importance of such studies on understanding the basic hydrodynamic forces and wake structures produced in this type of flow-induced vibration
and the need for similar studies focused on combined-in-line and cross-flow vibra-
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tions.
Recent studies have demonstrated some of the difficulties evident in characterizing forces on a circular cylinder undergoing forced in-line and cross-flow motion
in a free stream. [5] conducted a sparse series of experiments that were utilized in
a simplified method to predict the 2 DOF motion of a rigid cylinder undergoing
VIV. [6] built on this experimental dataset to include additional smaller amplitude experiments to help resolve the hydrodynamic motions for smaller amplitude
cylinder motions typically seen in the vibration of long, flexible structures. These
studies illustrated the importance of considering combined in-line and cross-flow
motions in VIV, showing that high harmonic lift forces have a significant influence
on fatigue life, while wide-band chaotic components have limited effects.
These recent studies have showed the significance of considering combined
in-line and cross flow motions for prediction. However, semi-empirical prediction methods that rely on force coefficient databases are difficult to implement
with combined in-line and cross-flow motions due to the sheer number of experiments required to cover the relevant motion parameter space. In this paper,
previous forced motion experimental work is built on to construct a force coefficient database based on combined in-line and cross-flow motions of a cylinder in
a free stream. We concentrate on covering a wide range of potential VIV motions
in the experiment database, considering sinusoidal combined in-line and cross-flow
motion constrained by observations from free vibration experiments ([7], [8]).
To simplify the problem considered, in-line and cross-flow motions are prescribed to be sinusoidal in order to limit the number of variables describing the
body motion. Decomposed force coefficients, lift coefficient in phase with velocity Clv , lift coefficient in phase with acceleration Cla , drag coefficient in phase
with velocity Cdv , drag coefficient in phase with acceleration Cla , transverse added
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mass coefficient Cmy , in-line added mass coefficient Cmx , and average power coefficient Cap are mapped over the range of parameters in order to observe how these
quantities change as a function of the combined motion. Non-dimensional force coefficients Clv , Cdv and the average power coefficient Cap are important parameters
in order to define potential free vibration regions and identify where wake mode
boundaries may exist. One interesting observation from the present study that was
not previously recognized in earlier experiments of this type is the presence of large
mean lift forces over specific motion parameters. In some cases, the mean lift is
very large and comparable to the oscillating lift force magnitude in free vibrations.
The presence of a mean lift is significant as it implies an asymmetry to the wake
that may occur due to specific forced motions. On long, slender structures, if this
type of forced motion were to occur at locations along the length of the structure,
this could lead to kiting or mean deflections of the structure perpendicular to the
direction of the flow.
2.2

Experimental Details
Experiments were conducted in the Experimental Fluid Mechanics flow visu-

alization tank on the Narragansett Bay Campus of the University of Rhode Island.
The tank is 107 cm wide, 280 cm long and 75 cm deep. The tank is equipped with
a carriage system that drives a model object (in this case a circular cylinder) with
constant forward velocity over the length of the tank. An X-Y actuator system
mounted on the carriage allows for the cylinder model to be forced with prescribed
motions as it is towed down the length of the tank. With proper selection of forward speed and motion frequency, the length of the tank allows for an appropriate
number of cycles to be performed for the system to achieve dynamic equilibrium
as the forced motion helps to quickly establish a strong periodic wake. Figure 2
shows a schematic drawing of the test apparatus from a view looking along the
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Figure 2: Schematic diagram of the experimental apparatus.
length of the tank. The view shows the test cylinder, width and depth of the tank,
location of the six-axis force sensor used to measure forces, and coordinate system
for the tank (positive x is out of the page).
ATI Gamma SI-65-10 and SI-130-10 six degree of freedom axis force sensors
to measure the hydrodynamic forced exerted on the model cylinder. The different
model sensors were used depending on the specific forced motions of the cylinder
in order to maximize the sensitivity of force measurements without saturating the
sensor. The force sensor was mounted between the test cylinder and the linear
actuator system as seen in Figure 2.
The test cylinder consisted of a carbon fiber tube with an end cap to keep
the cylinder hollow and minimize its mass. The cylinder was 3.85 cm in diameter,
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and 87.2 cm long with a submerged length of 57.25 cm. The cylinder is positioned
with a tip clearance of 3.5 mm from the bottom of the tank to avoid significant
three-dimensional effects at the tip. The total moving mass of the test cylinder and
hardware connected to the force sensor was 0.2679 kg. Since the cylinder model
is cantilevered from the force sensor, motion of the model through the fluid will
produce both a hydrodynamic force (Fh ) and an inertial force (FI ), such that the
total measured force (F) can be represented as:

F = FI + FH

(3)

The inertial forces on the cylinder in the forced motion directions, FIx and
FIy are calculated from the measured acceleration of the test cylinder based on
the encoder readings of the actuator servo-motors. The inertial forces can then be
calculated as:

FIx = mẍ

(4)

FIy = mÿ

(5)

To determine the hydrodynamic force acting on the test cylinder, the inertial
forces are subtracted from the total force. In all experiments, forces are measured
as the carriage is driven forward at a constant speed of 0.2 m/s, corresponding to a
Reynolds number of 7620. The ramp up acceleration period and ramp down deceleration period of the carriage are neglected from the analyzed force measurements,
such that forces are only considered for when the carriage is moving at constant
velocity. To avoid initial transient effects, the first three cycles of motion are also
not considered in the reported measured forces.
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Figure 3: The variation of phase between in-line and cross-flow motion (θ) in
degrees. Flow velocity is left to right.
The forced cylinder motion is defined based on the observed motions of free
vibration experiments, such that the forced motions imitate the general form of
observed motions, while covering a span of motion parameters consistent with the
observations. While it is possible to observe VIV motions where there is multiple frequency content in the in-line and cross-flow directions, or conditions where
the in-line motion has frequency equal to the cross-flow motion [9], the majority
of observed combined in-line and cross-flow motions in VIV contain a 2:1 relation
between the in-line motion frequency and the cross-flow motion frequency. To simplify the number of parameters defining the database, the in-line motion is chosen
to always have a frequency equal to twice the cross-flow motion. This simplification
allows for a single reduced velocity based on the cross-flow frequency of motion to
be defined for each experiment. These motions could include a higher order Fourier
series expansion or different frequency combinations, such as with the “O” shape,
which is sometimes observed in risers if the excited natural frequency ratios of the
excited modes are close to or less than a ratio of 1:1 [10]. Additional parameters
to describe the motion of the cylinder significantly increases the number of experiments necessary, hence to implement additional motions it would be necessary to
investigate techniques to limit the number of experiments. These additional types
of motions are not investigated in the present set of experiments.
Defining the cross-flow motion as a sine function with zero phase shift and
the in-line motion as a sine function with phase shift, θ, allows for definition of the
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governing motion parameters. Equations (4) and (5) define the non-dimensional
forced sinusoidal cross-flow (y) and in-line (x) motions of the test cylinder. The
motions are normalized by the diameter of the cylinder, D. Defining the nondimensional amplitudes as A∗y = Ay /D and A∗x = Ax /D, one can see that the
resulting motion of the cylinder can be completely defined by these two amplitudes,
the frequency, ω, and the phase between in-line and cross-flow motions, θ. Equation
6 gives the definition of reduced velocity, which normalizes the frequency, such that
all terms may be defined as non-dimensional for scaling.
Ay
y
=
sin(ωt)
D
D

(6)

Ax
x
=
sin(2ωt + θ)
D
D

(7)

Vr =

U
2πωD

(8)

This definition of cylinder motion allows for experiments to be parameterized
by four non-dimensional parameters: A∗y , A∗x , Vr , and θ. The normalized in-line
amplitude, A∗x is varied from 0.1 to 0.5 in increments of 0.1 while the normalized
transverse amplitude, A∗y is varied from 0.1 to 1.6 in increments of 0.25. The
reduced velocity, Vr is varied from 4 to 8 with a resolution of 0.2. The phase
between in-line and cross-flow motions, θ, is varied between -180◦ to 180◦ in increments of 30◦. Reynolds number is certainly an additional parameter that will
affect the vortex shedding process and resulting force exerted on the cylinder. In
these experiments, there are 4 relevant non-dimensional parameters that varied
throughout the 9555 experiments that are performed. Reynolds number is held
constant, such that the resulting measured forces are not affected by a variable
Reynolds number and the results can be directly compared to one another. Each
14

of these parameters are independently varied, such that a total of 9555 experiments
are performed over the parameter space. In regards to mass properties and flow
velocity; variable flow velocity is considered in the present experiments by varying
the reduced velocity in the experiments (this is a non-dimensional velocity), hence
it is not necessary to conduct experiments with variable physical velocities (this
also allows the Reynolds number to be held constant). In forced motion experiments, we are just measuring the hydrodynamic forces due to forced motions of
the body, hence the mass ratio is not relevant (i.e. the system is not responding
to the hydrodynamic forces). While the mass ratio is an important parameter in
VIV when the system is freely oscillating and reacting to the wake forcing, it is
not a relevant parameter for forced motion experiments.
Variation of the phase angle between in-line and cross-flow motion results in
different orbital shapes of the cylinder motion as viewed from a reference frame
fixed to the carriage. Figure 3 illustrates how this orbital motion of the cylinder
changes as a function of the phase angle. In this figure, the flow velocity is assumed
to left to right, such that a 0 degree phase corresponds to a figure eight motion
where the cylinder in moving upstream at the extents of the motion. [2] referred
to this type of motion as counterclockwise, since the top portion of the figure eight
is moving in a counterclockwise motion
As previously noted, the hydrodynamic forces acting on the cylinder are measured by removing the inertial force of the test cylinder from the total measured
force in experiments. The resulting hydrodynamic force is then decomposed into
a force acting in the direction of the mean flow (drag, Fx ) and a force acting perpendicular to the direction of the mean flow (lift, Fy ). These hydrodynamic forces
are normalized as typical force coefficients using the density of the water, ρ, flow
speed, U, cylinder diameter, D, and submerged cylinder length L, to define the lift
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coefficient, Cl and the drag force coefficient, Cd.

Cl =

1 Fy
2 ρU 2 DL

(9)

Cd =

1 Fx
2 ρU 2 DL

(10)

The hydrodynamic forces are measured as a function of the defined nondimensional parameters such that unique forces are attributed to each combination
of motion parameters. Since the hydrodynamic forces acting on the cylinder are
a function of the relative motion of the cylinder with respect to vortices shed in
the wake of the cylinder, it is further important to decompose the hydrodynamic
forces into excitation forces in phase with the velocity of the body and added
mass forces in phase with the acceleration of the body. The decomposed force
coefficients are calculated over the range of motion parameters to show how these
quantities change as a function of the combined motion. Equations 9 and 10 show
the computation for the lift coefficient in phase with velocity, Clv , and lift coefficient in phase with acceleration, Cla . In each case, the time history of the lift
coefficient is used to compute the portion of lift in phase with velocity or portion of
lift in phase with acceleration by computing the normalized inner product between
the relevant time histories. If any mean exists in the lift signal before computing
the inner product, this mean must be removed to avoid biasing the computation.
Since these quantities may change as a function of the cycle, the inner product
is computed separately for each cycle of motion and each force coefficient is then
computed as the average value over N cycles.
N
1 X
Clv =
N i=1

s

2
CLi (t)ẏ(t)
q
ti+1 − ti ẏi (t)ẏi (t)
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(11)

N
1 X
Cla =
N i=1

s

CLi (t)ÿ(t)
2
q
ti+1 − ti ÿi (t)ÿi (t)

(12)

Similar to lift, the drag coefficient may be decomposed into components in
phase with the in-line velocity and acceleration. A mean drag is always present
in the signal, so this must be removed before computing the inner product, such
that the hydrodynamic drag coefficients are determined only based on the fluctuating component of drag. Equations (11) and (12) give the averaged inner product
representations of the fluctuating drag coefficients in phase with velocity and acceleration. The cross-flow and in-line motion derivatives are calculated from finite
differences of the measured in-line position of the test cylinder.
s

Cdv

N
1 X
=
N i=1

s

CDa

N
1 X
=
N i=1

2
CDi (t)ẋ(t)
q
ti+1 − ti ẋi (t)ẋi (t)
2
CDi (t)ẍ(t)
q
ti+1 − ti ẍi (t)ẍi (t)

(13)

(14)

By setting the forces in phase with acceleration equal to an added mass times
the acceleration of the body in a particular direction, one can determine an effective added mass coefficient associated with the motion of the body. This added
mass coefficient is different than the added mass determined through potential
flow as it incorporates the effects of vortex formation in the wake of the cylinder
and is therefore frequency dependent (dependent on reduced velocity) as well as
amplitude dependent. Using the cycle-averaged forces in phase with acceleration
gives cycle-averaged added mass coefficients that are a function of the body motion. Equations (13) and (14) give the cross-flow added mass coefficient, Cmy , and
the in-line added mass coefficient, Cmx , that are derived from setting the force
in phase with acceleration equal to a mass times the body acceleration in the respective directions. Since Vr is defined based on the cross-flow frequency, the 2:1
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relation between cross-flow and in-line frequencies results in a factor of 2 in the
denominator of the in-line added mass coefficient. The sign of the added mass
coefficients is dependent on alignment of the force sensor coordinate system with
the motion coordinate system, hence the cross-flow added mass definition includes
a negative sign, while the in-line added mass coefficient definition does not.

Cmy = −

Cmx =

Cla V r2
2π 3 Ay ∗

Cda V r2
4π 3 Ax∗

(15)

(16)

Since the wake provides a nonlinear coupling between the in-line and crossflow motions of the body, even though these motions are orthogonal, energy may be
transferred in the form of increased forcing through this nonlinear wake coupling.
This implies that the total excitation of a system undergoing combined in-line
and cross-flow motion must not just independently consider excitations from the
lift force in phase with velocity and the fluctuating drag in phase with velocity,
but should consider the total power transfer over one cycle of motion from both
directions. The average power over one cycle of motion is defined as the integral in
time over one cycle of motion of the total force (including drag and lift) times the
velocity. The power is normalized to produce an average power coefficient, Cap ,
which represents the total excitation of the structure. A positive power coefficient
indicates a system with net energy transferred from the fluid to the body, indicating
positive excitation of the structure. This type of motion may occur for a freely
vibrating system. A negative power coefficient indicates a net transfer of energy
from the structure to the fluid, which will only occur under forced motions.

Cap =

1
t2 −t1

R t2

(FHy ẏ + FHx ẋ)dt
0.5ρU 3 DL

t1
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(17)

For a long slender body, such as a riser undergoing VIV, the power coefficient
may be positive in one location over the length of the structure, while the power
coefficient is negative at other locations along the length of the structure, however
the integral of power over one cycle of motion over the entire length of the structure
should be equal to zero.
2.3

Result and Discussion
One of the main difficulties in illustrating the dependence of the hydrodynamic

coefficients on motion parameters for combined in-line and cross-flow motion is
that the parameter space consists of four dimensions varying the body motion,
plus the hydrodynamic measurement of interest. This makes representation in a
2-D space challenging. [5] used multiple plots of iso-surfaces in a three dimensional
space to represent the high dimensional dataset, however three dimensional isosurfaces are difficult to understand and quantify in 2-D space. In the present
paper, we use a series of contour polar plots to present the data. For simplicity
in understanding the base characteristics of the measured force database, only a
subset of experimental measurements is presented, for Ay* = 0.1, 0.35, 0.6, Ax*
= 0.1, 0.2 over the entire range of reduced velocities and phase between in-line
and cross-flow motion. This subset of measurements gives an idea of how the force
coefficients vary as a function of reduced velocity and phase for relatively small
amplitude motions, typical of offshore risers.
Figure 4 shows a schematic drawing of an individual polar plot as used in
representing the force coefficient data. This plot is an example illustration to
explain all of the other polar plots presented in this paper. In the polar plot,
the angle around the plot shows the phase between in-line and cross-flow motion,
where the phase varies from -180 to 180 degrees. Radial distance from the center
of the plot shows variation in the reduced velocity from 4 to 8 as illustrated, with
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Figure 4: Schematic showing the axes of polar plots used to illustrate the forced
motion database. An individual plot is made for fixed in-line and fixed cross-flow
amplitudes. Radial distance from the center of the plot shows variation in reduced
velocity, while angular orientation on the plot shows variation with the phase
between in-line and cross-flow motion. Colored contours (not shown) indicate
value of a particular hydrodynamic coefficient.
a reduced velocity of 4 near the center and reduced velocity of 8 at the outermost
edge of the polar plot. Colored contours on the polar plot (not shown in Figure
4) are then used to illustrate how a particular measurement varies as a function
of reduced velocity and phase. Each polar plot is made for a fixed value of in-line
amplitude and fixed value of cross-flow amplitude, such that multiple polar plots
must be shown in order to see variation in hydrodynamic forces over amplitude.
With changing amplitudes, the separate polar plots are arranged in an x-y grid to
illustrate the variation in amplitude (as shown in Figure 5).
2.3.1

Force Coefficients

Figure 5 shows the lift coefficient in phase with velocity as a function of the
tested motion parameters, illustrating the values for smaller amplitude motions.
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One can see that over this subset range of amplitudes, the lift in phase with velocity
varies from 2.5 to -1 for a variety of reduced velocities and phases.
A negative value of lift in phase with velocity is an indicator of net power
transfer from the body to the fluid in the lift direction. For a freely vibrating,
elastically mounted rigid cylinder, the lift in phase with velocity must be equal to
zero if there is no structural damping in the cross-flow direction and must be a
positive value for positive structural damping in the cross-flow direction. A counterclockwise motion, as defined in [2]occurs for phases between -90 and 90 degrees,
hence the upper portion of the current polar plots represent counterclockwise motions. One can see that the negative region (primarily in black), mostly occurs
for clockwise type motions, hence the natural free vibration of a cylinder undergoing combined in-line and cross-flow motion will typically have a counterclockwise
phase. This is not universally true over all the parameter space as some clockwise
phases exhibit positive Clv and in fact [7] observed some clockwise type motions
in free vibrations. As seen in the present study, for very small amplitude motions
in both in-line and cross-flow, Clv can be positive over a large range of phases.
Since Clv is an indicator of system excitation, another way to consider how
these plots illustrate the potential motions of a cylinder undergoing VIV is by
following constant contours of Clv . In particular, a constant positive value of Clv
will correspond to a vibrational system with some constant value of damping.
Since the polar plots are scaled using the same contour colors, if one tracks a
particular color from one polar plot to another, this describes a potential region
for free vibration in the cross-flow direction to exist for a given value of damping.
For example, if one considers the yellow region in Figure 5, which corresponds to
a Clv close to 2, one can see that the possible amplitudes, phases, and reduced
velocities over which a system with corresponding damping to that Clv can exist.
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This subset of the polar plots represents the possible region of free vibration for
that particular physical system.
Figure 6 shows values of the fluctuating drag coefficient in phase with velocity
over the same parameter space as Figure 5. Again, this force coefficient illustrates
possible in-line motions from free vibration when the coefficient is positive, while
a negative coefficient indicates net energy transfer from the body to the fluid.
In general, as cross-flow amplitude increases, the magnitude of the fluctuating
drag in phase with velocity increases and becomes more positive. One interesting
observation is that for small in-line amplitudes, the coefficient is primarily positive
for nearly all phases and reduced velocities, however with a slight increase in the
in-line amplitude from 0.1 to 0.2, specific phases between -120 to -150 degrees
become primarily negative. This illustrates how specific phases are unlikely to
occur in the free vibration of a cylinder undergoing combined in-line and crossflow motion. The fluctuating drag in phase with velocity must be considered in
combination with the lift in phase with velocity to understand the total response of
a system undergoing combined in-line and cross-flow motions, which can be done
through the average power coefficient.
Figure 7 shows the average power coefficient computed over the same parameter space, which combines the in-line and cross-flow power. Again, a positive
power coefficient indicates an input of energy from the fluid to the body, while a
negative power coefficient indicates a net output of energy from the body to the
surrounding fluid. It is significant to note that the effect of combining in-line motions with the cross-flow motions has an overall effect of increasing the phases and
reduced velocity regions over which a net energy transfer from the fluid to the body
will occur. For example, consider the lower right image in Figure 5, which shows
lift in phase with velocity for low cross-flow amplitude motions and 0.2 in-line
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Figure 5: Lift coefficient in phase with velocity, Clv , shown as a function of reduced
velocity and phase between in-line and cross flow motion for discrete combinations
of in-line and cross-flow motion. The x-axis shows non- dimensional in-line amplitudes: 0.1, 0.2. The y-axis shows the non-dimensional cross flow amplitudes: 0.1,
0.35, 0.6.
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Figure 6: Fluctuating drag coefficient in phase with velocity, Cdv , is shown as a
function of reduced velocity and phase between in-line and cross flow motion. The
x-axis shows non- dimensional in-line amplitudes: 0.1, 0.2. The y-axis shows the
non-dimensional cross flow amplitudes: 0.1, 0.35, 0.6.
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amplitude motions. The coefficient is largely negative for high reduced velocities
and phase between -90 and -180 degrees. In contrast, when the in-line motion is
also considered through the average power coefficient, this region becomes more
positive, including more conditions of net energy transfer from the fluid. This is
an important distinction as standard engineering practices often treat in-line and
cross-flow motions independently. It is important to note here that that although
motions in the in-line direction may be small when a system undergoes VIV, the
effect of these motions is not insignificant towards the total behavior of the system.
Figures 8 and 9 show the added mass coefficient in the cross-flow and in-line
directions respectively. Over the range of shown parameters, the cross-flow added
mass coefficient is observed to take on a wide range of values, consistent with
observations from free vibrations ([11]). In particular, the cross-flow added mass
coefficient is observed to range from 4 to -2 over the range of reduced velocities and
phases, with very distinct positive and negative regions, primarily associated with
the phase of the orbital motion. In contrast, the in-line added mass coefficient is
essentially negative for the entire shown range of amplitudes, reduced velocities and
phases. This implies that effective added mass in the in-line direction for this range
of motions has limited ability to alter system in-line natural frequencies such that
changes in the effective natural frequency of the system will primarily occur in the
cross-flow direction. Significant variation of the in-line added mass coefficient only
appears to occur for larger cross-flow motions. This observation is consistent with
what is known about excitation of in-line motions. For example, in a system that
is restricted to exciting only in-line motions, excitation of the system will occur at
reduced velocities corresponding to 5, based on the in-line response frequency. In
the present case, this would be consistent with a reduced velocity of 2.5, since the
reduced velocity is based on cross-flow frequency and there is a 2:1 ratio between
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Figure 7: The average power coefficient CPa values are shown based on reduced
velocity and phases between in-line and cross flow motion with same colorbar. The
x-axis shows non- dimensional in-line amplitudes: 0.1, 0.2. The y-axis shows the
non-dimensional cross flow amplitudes: 0.1, 0.35, 0.6.
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these frequencies. One would then expect that significant variation in the in-line
added mass coefficient for small cross-flow amplitudes would primarily occur at
lower reduced velocities than those tested in the present experiment.
One of the most interesting observations of the present study that has not
previously been noted in forced motion studies with combined in-line and cross-flow
motion is the presence of a large mean lift force under certain motion conditions.
To illustrate an example of the large mean lift force, Figure 10 shows the mean lift
coefficient measured over the full range of reduced velocities and phases for a fixed
cross-flow amplitude of 0.85 and a fixed in-line amplitude of 0.3. These amplitudes
are selected to illustrate the presence of the mean lift, however the presence of a
strong mean lift tends to vary dependent on all of the motion parameters. In any
case, the presence of a strong mean lift force implies that there is a significant
asymmetry to the wake. This is not necessary unusual, as asymmetries in the
wake have been observed for forced cross-flow motion of a circular cylinder ([3]),
however the strength of the mean lift is large and comparable to lift coefficients
associated with true lifting surfaces
In the example shown, one can see a significant mean lift coefficient near 1
for a reduced velocity of 5 and phase between in-line and cross-flow motion of 150
degrees. With a slight change in motion parameters, with a reduced velocity of 4.4
and phase -150 degrees, the mean lift coefficient takes on a value near -1. With no
flow visualization of the wake, it is difficult to tell whether this switch in the sign of
the mean lift is due to a difference in the wake structure or whether this difference
is simply due to the initial conditions of the experiment, such that the asymmetric
wake has switched its asymmetry. However, individual experiments are performed
for each combination of motion parameters with several minutes allowed between
each experiment. In repetition of experiments, we have observed that the mean lift
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Figure 8: Cross flow added mass Cmv values are shown based on reduced velocity
and phases between in-line and cross flow motion with same colorbar. The xaxis shows non- dimensional in-line amplitudes: 0.1, 0.2. The y-axis shows the
non-dimensional cross flow amplitudes: 0.1, 0.35, 0.6.
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does not appear to switch signs when a particular experiment is repeated, hence the
specific asymmetry may be unique to the forming wake structure. Additionally,
experiments with similar motion parameters tend to exhibit similar behaviors,
such that the presence of a significant mean lift with a specific sign is observed
in multiple experiments with similar motion parameters. The present study only
illustrates the hydrodynamic forces that will act on a cylinder under specific motion
conditions. In the case of a riser undergoing VIV, if these motion conditions occur,
it is possible that the mean lift would result in a side deflection of the riser that
would be dependent on the particular stiffness properties of the riser.
2.4

Conclusion
This paper presents measurements of force coefficients obtained through forced

combined in-line and cross-flow motion of a rigid circular cylinder in a uniform free
stream. The measurements illustrate a number of interesting features of combined
in-line and cross-flow VIV:
1) Mean lift coefficient: A significant mean lift coefficient is observed for
some motion combinations of the cylinder and this mean lift is hypothesized to
be attributed to an asymmetric wake. Additional wake visualization studies are
necessary to further understand the presence of a significant mean lift coefficient.
One implication of a significant mean lift, particularly for offshore risers, is that
even if the mean lift is a result of motion conditions that occur due to power
output type motions (motions where the cylinder has a net transfer of energy to
the fluid), this type of motion can occur in offshore risers and would result in a
‘kiting’ condition, where the mean lift would push the cylinder to one side. This
could be a concern in the operation of offshore risers. Kiting has been observed for
systems that produce asymmetries on risers, such as fairings, however the authors
are unaware of kiting observations for a bare pipe.
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Figure 9: In-line added mass Cmx values are shown based on reduced velocity
and phases between in-line and cross flow motion with same colorbar. The xaxis shows non- dimensional in-line amplitudes: 0.1, 0.2. The y-axis shows the
non-dimensional cross flow amplitudes: 0.1, 0.35, 0.6.
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Figure 10: MeanCl values are shown based on reduced velocity and phases between in-line and cross flow motion with same colorbar. The x-axis shows nondimensional in-line amplitude: 0.3. The y-axis shows the non-dimensional cross
flow amplitude: 0.85.
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2) The added mass coefficient in the cross-flow direction is observed to vary
significantly over the entire range of reduced velocities and phase between in-line
and cross-flow motion, while the in-line added mass coefficient does not change
significantly. This implies that for vibrations occurring in the presented range of
motions, changes to the effective natural frequency of the system dependent on
motion changes of the system, would largely be driven by changes to cross-flow
natural frequencies and not in-line natural frequencies.
3) The addition of in-line motion in the consideration of the average power
coefficient illustrates that in-line motion expands the region over which a positive
energy transfer from the fluid to the body occurs. This implies that in-line motions
will enhance the vibration of a combined in-line and cross-flow system, consistent
with observations from free vibration experiments.
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Abstract
The combined in-line and cross-flow vibration of flexibly mounted cylinders
in a free stream due to vortex-induced vibrations demonstrates significantly more
complex dynamics than purely cross-flow vibrations due to the addition of in-line
motion to the system. In this study, the forces on a circular cylinder undergoing
combined in-line and cross-flow motion in a free stream are investigated through
an expansive series of forced motion experiments with force measurement and
quantitative flow visualization. The motion of the cylinder is parameterized using
sinusoidal motions with variation of the non-dimensional in-line amplitude, nondimensional cross-flow amplitude, cross-flow reduced velocity, and phase between
in-line and cross-flow motion, while the Reynolds number is held constant at 7620.
The resulting database of experimental measurements consists of 9555 variations
of the governing motion parameters with resulting force measurements and 819
corresponding quantitative flow visualization measurements using particle image
velocimetry (PIV). The decomposed force coefficients are reported and mapped
over the range of parameters. A variety of interesting wake dependent features of
the parameter space can be seen in the database including regions of significant
wake asymmetry that lead to significant mean lift forces despite symmetric oscillation of the cylinder, regions of multiple branch responses, where the wake may
exhibit multiple mode behaviors for the same cylinder motion parameters, and
multi-vortex wake mode formations that are not observed for cylinders oscillating
with a single degree of freedom.
3.1

Introduction
The canonical problem of fluid flow across an elastically mounted circular

cylinder has been a widely studied problem in fluid mechanics due to the ubiquitous nature of the simple geometry in engineering applications and the resulting
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complexity of the fluid-structure interaction. In many engineering design and operation applications, it is advantageous to be able to predict fluid-structure interactions such as self-limiting vortex-induced vibrations, since these vibrations can
strongly affect fatigue life or operational downtime in a variety of systems (e.g. motion of offshore structures, vibration of towed cables, loading on mooring systems,
vibration of ship appendages, operation of heat exchangers, operation of drilling
risers, operation of sub-sea pipelines, etc.). While the vibration of physical continuous systems is complex, where many modes of the system may interact with the
surrounding fluid wake, simplifications are often made to understand the relevant
physics of the canonical problem. In the case of vortex-induced vibrations, one
often considers a cylinder that moves perpendicular relative to the direction of the
current, shedding a vortex street wake that in turn affects the forces exerted on the
cylinder. A variety of reviews have documented the phenomenon of vortex-induced
vibration, particularly focusing on the problem of a circular cylinder constrained
to move perpendicular to the direction of the current, either through forced motion
or freely responding to the hydrodynamic forces ([1], [2],[3], [4]), while more recent
studies have illustrated effects of combined in-line and cross-flow motion on the
system response and forces ([5], [6]).
The forces exerted on a circular cylinder undergoing oscillatory motion in a
free stream are necessary in both understanding the basic physics of the problem
and necessary as an input for any algorithm developed to predict these motions. In
general, for an elastically mounted structure with a natural frequency, as vortices
are shed into the wake of the structure, they exert a force on the structure, causing
it to move. The movement of the structure, in turn, results in additionally generation of vorticity that is shed to the wake. The interplay of this phenomenon leads
to the self-excitation and vibration of the elastically mounted structure. Early
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studies on investigating forces on cylinders undergoing oscillatory motions focused
on direct measurement of forces and the development of physics-based models to
predict these forces under different oscillatory conditions. [7] and [8] were two early
studies focused on measurement of lift and drag forces, which have been used as a
basis for modeling fluid forces on cylinders, particularly in dynamic oscillator models ([9]), which utilize phenomenological equations to approximate the behavior of
vortex-induced vibrations. In contrast, semi-empirical models, such as those used
in the comparison study of [10], utilize direct measurement of fluid forces obtained
by parameterizing the kinematics of cylinder motions and conducting a series of
forced motion experiments to obtain a look-up database of force measurements as
a function of cylinder kinematics.
An early example of this type of forced motion experiment was [11], who
conducted a series of forced motion experiments where a cylinder was towed at
constant forward speed while undergoing a forced oscillation perpendicular to the
towing direction. The amplitude and frequency of motion was varied, while measurement of the forces exerted on the body was made. When undergoing sinusoidal
motion, the body motion can simply be parameterized by an amplitude and frequency. While a sinusoidal forced motion is an approximation of the true motions
that a cylinder will experience when undergoing vortex-induced vibrations, semiempirical methods that utilize this approximation have been shown to be relatively
good predictors of forces and motions, at least in the case of a cylinder oscillating
perpendicular to the flow direction ([10]). The measured forces from this study
were normalized into force coefficients and projected into forces in phase with the
velocity of the body (excitation), denoted at Clv for lift in phase with velocity,
and forces in phase with acceleration of the body (effective added mass), denoted
as Cmy for added mass in the lift (y) direction. These linear projections of the
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measured force on body motions allow for characterization of regions over which
excitation of a flexibly mounted structure may occur and how the effective natural
frequency of the system may change due to variations in the added mass. A region
of positive Clv , for example, shows the region where net energy is transferred from
the fluid to the structure, effectively providing excitation where vibration of the
structure may occur. The resulting database of force measurements was used as
a basis for implementing semi-empirical prediction of vortex-induced vibrations of
long, slender continuously flexible structures in shear flow (e.g. see [12]). While
[11] provides an initial measure of the interaction between sinusoidal cylinder motions and the resulting hydrodynamic forces acting on the body, portions of the
parameter space were fairly coarse in measurements and the parameter space was
limited in Reynolds number.
Additional forced motion experiments have been conducted for similar problems of a cylinder encountering a free stream and forced to move with prescribed
sinusoidal motion perpendicular to the flow direction. [13] conducted a series of
experiments in a tow tank, similar to [11], for higher Reynolds numbers, showing
some of the variation in measured forces due to Reynolds number. One of the most
comprehensive forced motion data sets was collected by [14, 15], where a cylinder
was forced to move with prescribed sinusoidal motions in a recirculating water
channel. Very fine adjustment of amplitude and frequency were used to perform
in excess of 5000 experiments for a given Reynolds number, providing very fine
resolution of the variation in forces as a function of cylinder kinematics. In addition, the experimental set was repeated three times at different Reynolds numbers
in order to demonstrate variations in forces due to an increase in Reynolds number. One finding from this extensive study was the importance of fine resolution
experiments to identify certain phenomena, such as an overlapping branch region
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of the wake, where a hysteretic wake response can occur and unique wake modes
are observed. [14] found that for some combinations of non-dimensional amplitude
and frequency, multiple wake responses were possible and these different responses
were observed when the recirculating water channel underwent either an increase
in flow speed or a decrease in flow speed. In this overlapping hysteretic region, a
distinct vortex mode was defined, called 2POV ERLAP or ’2PO ’ , which was identified
through quantitative flow visualization and the fine resolution of the experiments.
The experiments were also used to develop a prediction method to predict a free
vibration response for an elastically mounted circular cylinder.
Although these forced motion studies have demonstrated the complex forcing on a circular cylinder due to vortex shedding in the wake, recent studies have
demonstrated how this forcing can significantly change when the cylinder is not
restricted to move only perpendicular to the flow direction, but is free to undergo
combined in-line and cross-flow motion. An early study by [16] conducted a limited set of free vibration and forced vibration experiments where the cylinder was
allowed to move in both the in-line and cross-flow directions. Few results are given
in this experimental set, however, the conclusions of this study focus on the necessity to use true reduced velocity (defined later in this manuscript) in order to
directly compare forced and free vibration experiments. [17] conducted a set of free
vibration experiments with an elastically mounted cylinder encountering a flow,
where the cylinder was mounted on a spring system that could be tuned to allow
the system to have equal natural frequencies in the in-line and cross-flow directions
or a 2:1 ratio of in-line:cross-flow natural frequencies. [17] found that with the freedom of the cylinder to move with combined in-line and cross-flow motion, larger
transverse oscillations can occur than if the cylinder is restricted to move only
perpendicular to the direction of the flow. The comprehensive experiments of [18]
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on a cylinder with equal mass ratio in both in-line and cross-flow direction along
with equal natural frequency in each direction demonstrated very large cross-flow
motions (in excess of 1.3 cylinder diameters), and this large motion was shown to
be associated with a wake mode consisting of two vortex triplets shed each cycle,
denoted as the ’2T’ wake mode. Additionally, for some force conditions, a significant third harmonic component of force was noted. [19], [20], and [21] showed
through a set of free vibration experiments, that for different in-line to cross-flow
natural frequency ratios, this significant third harmonic component of force, which
results from the relative motion of the body with respect to vortex shedding, could
become dominant with its magnitude larger than the first harmonic component
of force, indicating conditions with significantly different forcing than those observed for a cylinder oscillating only perpendicular to the flow direction. In these
conditions, linear approximations of the force would be insufficient at capturing
these force components, which can have a significant effect on the fatigue life of
structures [22].
While the response of a cylinder undergoing vortex-induced vibrations in combined cross-flow and in-line motion has been investigated through free vibration
experiments, few studies have investigated the forces on a cylinder through forced
motion experiments, which can be used for developing predictive models. [23]
performed a small set of forced motion experiments including pure in-line and
combined in-line and cross-flow forced motion experiments, finding that it may
be possible to predict the motions of a long, flexible cylindrical structure using
such a database of forces if the database is sufficiently resolved, however this study
focused primarily on small scale motions over a very limited parameter space.
[24] conducted an extensive set of forced motion experiments in a small towing
tank by parameterizing the motion of the cylinder as sinusoidal in both the in-line
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and cross-flow directions. Four parameters were used to defined the motion of
the body: in-line amplitude, cross-flow amplitude, cross-flow reduced velocity, and
phasing between in-line and cross-flow motion. The parameters were varied uniformly over a range that encompasses the observed response of elastically mounted
cylinders as seen in [17], [18], and [19], while holding Reynolds number constant
for a given reduced velocity. This database provided an initial measurement of
the forces associated with combined in-line and cross-flow motion in a free stream,
demonstrating the large range in the effective added mass in both the in-line and
cross-flow directions, while also demonstrating how in-line motion and phasing
can effect the prominence of higher force harmonics in lift. One limitation of this
database, however, was the coarseness of measurements. With four parameters
governing the motion of the cylinder, each parameter was only varied 6-8 times,
resulting in a very coarse interpolation of forces over the studies parameter space.
[25] expanded on this data set by performing an additional set of forced motion experiments, focusing on a range of smaller in-line amplitudes and additional phases
between in-line and cross-flow motion. When combined with the experiments from
[24], this database was used for initial prediction of a flexible riser undergoing
combined in-line and cross-flow motion. Even with the addition of experiments of
[25], the database was still considerably coarse compared to previous forced motion
experiments for purely cross-flow motion, such as [11] and [14].
[26] comments on how the highly resolved data-set from [14] allows for an
in-depth understanding of the physics in the fluid-structure coupling for a cylinder undergoing a single degree of freedom VIV excitation, indicating how there is
a need to extend this type of study to the combined IL and CF problem. The
consideration of coupled forces and motions from VIV is essential to predicting
combined in-line and cross-flow motion and the development of force models for
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these complex wakes. One of the main challenges with expanding forced motion
studies, however, is the curse of dimensionality, as the number of experimental
variables can increase the necessary experimental data space exponentially. Consider, for example, the high resolution forced motion study of [14], which varied
only two motion parameters while keeping Reynolds number constant. Dividing
the total number of experimental runs for a given Reynolds number (5680) by the
number of parameters, gives an effective resolution of 75.4 (effectively each parameter is varied 75 times). This is not a perfect measure of the resolution of each
parameter, but gives a rough measure of the database resolution for comparison
with similar experiments. Comparing with [11], the effective resolution was 17.5,
significantly lower than [14], but still more than capable for characterizing forces
from the parameterized data space. As one increases the variables necessary to
cover a parameter space, the resolution can significantly decrease. Table 1 shows
the number of experiments and effective resolution for the aforementioned single
degree of freedom forced motion experiments compared with the two degree of
freedom forced motion studies from [24] and [25]. In those cases, the resolution
of experiments is much smaller due to the increase of motion parameters from 2
to 4, but one can see that when increasing the number of experimental variables
from just 2 to 4, in order to maintain an equivalent resolution to [11], one needs to
perform nearly 94,000 experiments and in order to achieve an equivalent resolution
to [14], the number of experiments required is 32,321,000.
While some recent studies have attempted to address the curse of dimensionality through automated experimentation with adaptive sampling techniques, as
in [27], which can then be applied for prediction as in [28], the process of conducting physical experiments is still time consuming and some features of strongly
non-linear processes can be difficult to discern from specific types of experiments.
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Experiment (1 DOF)
Runs
Gopalkrishnan (1993)
306
Morse and Williamson (2009) 5680
Experiment (2 DOF)
Dahl (2007)
Zheng (2014)
Present Study

Resolution
17.5
75.4

Equivalent 2 DOF Runs
93,800
32,321,000

6.9
7.6
9.9

2304
3402
9555

2304
3402
9555

Table 1: Previous one degree of freedom controlled motion experiments showing
equivalent resolution to two degree of freedom controlled experiments; Previous
and current resolution of two degree of freedom controlled motion experiment.

For example, hysteretic behaviors in VIV can be attributed to blockage and mass
ratio effects ([29]), however these effects are sometimes difficult to discern in towing tank experiments as opposed to recirculating flow channel experiments, due to
the stop/start nature of the experiments. In the present study, instead of focusing
on techniques to reduce the parameter space, we take a simple approach to focus
on increased parameter resolution on two parameters of interest, while leaving a
coarse resolution on other parameters. In particular, we use a high resolution parameter space in reduced velocity, a medium resolution parameter space in phase
between in-line and cross-flow motions, and a coarse parameter space in motion
amplitude. While this approach is not perfect, we demonstrate that interesting
new physics may be observed, capturing branched wake regions with multiple possible wakes, even while performing experiments using a towing tank setup. These
observations are possible simply based on the increased resolution of the reduced
velocity parameter. Through flow visualization, we also show that this branched
wake region corresponds with mode changes to the wake, in particular changes to
the dynamics of co-rotating pairs of vortices.
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3.2 Experimental Methods
3.2.1 Forced 2-D motion experiments
When a system undergoes combined in-line (IL) and cross-flow (CF) vortexinduced vibrations, the resulting motions, when viewed in a carriage-fixed coordinate system, can result in figure-eight and crescent shape motions of the cylinder
([18]), which are consistent with the excitation of a system where the in-line excitation has twice the frequency of the cross-flow excitation. In some instances, it is
possible for the in-line excitation of the system to be excited at the same frequency
as the cross-flow direction, which can result in tear drop shaped orbital motion of
the cylinder ([30]), however these motions are less prevalent in the vibration of engineered structures. Due to the non-linear interaction of the structural system with
the fluid, there is no guarantee that these motions are sinusoidal in each direction,
however, sinusoidal motions can approximate these responses to first order. To
limit the parameterization of a system undergoing forced motion, we use motion
definitions for a cylinder undergoing combined IL and CF excitation as given in
[18] and [19]. The motion of the body in the IL and CF directions is assumed
to be sinusoidal, such that these motions are only defined by a single amplitude
and single frequency, effectively truncating a Fourier series of the cylinder motion.
The in-line motion is assumed to have twice the frequency of the cross-flow motion, consistent with observations of a large number of freely vibrating systems
undergoing VIV ([17, 18, 19]). Additional parameterization of cylinder motion to
include non-linear motion and additional frequency components would likely require more selective experimental techniques, such as those described in [27]. The
forced motion of the cylinder in a frame fixed to a moving carriage can then be
defined as forced motion perpendicular to the flow direction (y) and forced motion
in-line with the flow direction (x):
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y = Ay sin(ωt)

(18)

x = Ax sin(2ωt + θ)

(19)

The phase difference between IL and CF motions, θ, defines the orbital motion of the cylinder in the carriage fixed reference frame. Figure 11 illustrates
how this orbital motion of the cylinder changes as a function of the phase angle. In this figure, the flow velocity is assumed to be left to right, such that a 0
degree phase corresponds to a figure eight motion where the cylinder in moving
upstream at the extents of the motion. [20] referred to this type of motion as
counterclockwise(CCW), since the top portion of the figure eight is moving in a
counterclockwise motion. Consequently, a 180 degree phase corresponds to a figure eight motion in the opposite direction and is designated as clockwise (CW)
according to the definition used by [20].
Normalizing the frequency of motion, we define the reduced velocity based on
the CF frequency as:

Vr =

2πU
ωy D

(20)

Additionally, we normalize the amplitude of motion in the IL and CF directions by the cylinder diameter:

A∗y =

Ay
D

A∗x =

Ax
D

(21)

The forced motion of the cylinder can then be parameterized according to four
non-dimensional parameters: A∗y , A∗x , θ, and Vr .
Forced motion experiments were conducted where a circular cylinder (D = 3.85
cm, submerged length, L = 57.25 cm, m = 0.2679 kg) is towed down the length
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CCW
U

CW

Figure 11: Definition of the variation of phase between IL and CF motion, θ
in degrees. The upper portion of the polar plot is designated as counterclockwise(CCW) and lower portion is designated as clockwise motion (CW) according
to the definition used by [20]. Flow velocity is left to right.
of a small tank at constant forward speed and forced to move with prescribed sinusoidal motion as defined by the above parameterization. The experiments were
conducted in a small flow visualization tank that is 107 cm wide, 400 cm long,
and 75 cm deep. All tests were conducted with the same forward speed, such
that Reynolds number based on the cylinder dimater is the same with a value of
7620 for all experiments. The tank was equipped with a motorized tow carriage
and x-y actuator system, allowing the cylinder model to be towed with a precise
constant speed and undergo the precision forced motion. The carriage and motor system was computer controlled, enabling highly repeatable and automated
experiments, which enabled a large number of experiments to be conducted. Hydrodynamic forces were measured using ATI Gamma SI-65-5 and SI-130-10 six-axis
force sensors. The two separate sensors were used in order to maximize the sensor
resolution for given prescribed motions, with the larger range sensor being used
for larger forced motions. The non-dimensional parameters governing the motion
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Experimental Parameters
Diameter, D
Submerged Length, L
Towing speed, U
Reynolds number, Re

Values
3.85 cm
57.25 cm
0.2 m/s
7620

Table 2: Experimental model parameters for forced motion experiments.

of the body were varied such that the in-line amplitude varied from 0.1 to 0.5 in
increments of 0.1, the cross-flow amplitude varied from 0.1 to 1.6 in increments of
0.25, the reduced velocity varied from 4 to 8 in increments of 0.2 and the phase
between in-line and cross-flow motions varied from -180 degrees to 180 degrees in
increments of 30 degrees. While -180 degrees and 180 degrees represent the same
motion, these runs were performed to provide a subsample of repeated experiments
in the dataset. Ultimately, a total of 9555 experiments were performed. Figure 29
shows a schematic drawing of the experimental setup, illustrating the location of
the force sensor and definition of the coordinate system. A summary of the test
apparatus parameters is given in Table 2.
3.2.2

Hydrodynamic Force Decomposition

Since the force sensor attached to the test cylinder measures both the hydrodynamic force and the inertial force of the test cylinder, the inertial force is
subtracted from all measurements in order to report only the hydrodynamic force.
The inertial force is determined based on the measured acceleration of the cylinder, using motor encoder positions and the measured mass of the cylinder. The
hydrodynamic force is then decomposed as a force acting in the direction of the
mean flow (drag, Fx ) and a force acting perpendicular to the direction of the mean
flow (lift, Fy ). These hydrodynamic forces are normalized using typical lift (Cl )
and drag (Cd ) force coefficient definitions scaled by the density of the water, ρ,
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(a) End View

(b) Side View

Figure 12: Schematic drawing of the experimental setup. Forced motion of the
test cylinder is performed in the x-y plane.
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Figure 13: Time trace of CF and IL motion and time dependent lift and drag force
for an example run: Ay /D=0.6,Ax /D=0.1,Vr =6.2,θ=-120◦
flow speed, U , cylinder diameter, D, and submerged cylinder length L:

Cl =

Fy
1
ρU 2 DL
2

Cd =

Fx
1
ρU 2 DL
2

(22)

For each parameter combination, a time history of force and motion is measured. Figure 13 shows an example time history of measurements for a specific
run, illustrating the normalized motion in the cross-flow and in-line directions
along with the measured normalized lift and drag force. It should be noted that
due to the limited length of the experimental tank, the cylinder motions were
limited to between 5 and 12 cycles in the cross-flow direction, dependent on the
reduced velocity of the specific run.
Since the hydrodynamic forces acting on the cylinder are a function of the
relative motion of the cylinder with respect to vortices shed in the wake of the
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cylinder, it is important to decompose the hydrodynamic forces into excitation
forces in phase with the velocity of the body and added mass forces in phase with
the acceleration of the body to understand how these forces interact with the body
dynamics. Previous studies on the forces exerted on a circular cylinder undergoing
combined IL and CF motion have shown that these forces can have significant nonlinear components due to the interaction of shed vorticity with the body motion,
which can result in higher harmonic fluctuating forces in both lift and drag ([20]).
Although these forces are not perfectly sinusoidal, decomposition into forces in
phase with acceleration and velocity allows one to evaluate the effective excitation
and alteration of the effective added mass of a freely vibrating system to leading
order. While higher harmonic forcing is known to be enhanced by combined CF
and IL motion, in the present study, we focus primarily on the leading order force
terms for brevity.
As described in [4] for a single degree of freedom system undergoing VIV, if
one assumes a sinusoidal body motion and a phase shifted forcing function of the
form,

Fl = F sin(ωt + φ)

(23)

then through trigonometric expansion, the portion of the force in phase with
velocity is

Flv = F sin(φ)

(24)

and the portion in phase with acceleration is

Fla = F cos(φ)

(25)

When normalized as a lift or drag coefficient, these forces can be expressed
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as the lift coefficient in phase with velocity, Clv , and the lift coefficient in phase
with acceleration, Cla . As described in [31], these quantities may be decomposed
by evaluating the inner product between the lift coefficient time history and the
motion time history (either velocity of acceleration depending on the relevant coefficient). This process can be performed over an individual cycle of motion to
obtain the lift in phase with velocity for a single cycle and averaged over N observed cycles. The resulting coefficient is a single value that represents a cycle
averaged magnitude of the portion of lift in phase with velocity or acceleration as
shown in Equations 26 and 27, where the subscript i denotes a single cycle within
the time history of N cycles.
N
1 X
Clv =
N i=1

s

N
1 X
Cla =
N i=1

s

2 Cli (t)ẏ(t)
q
Ti ẏi (t)ẏi (t)

(26)

2 Cli (t)ÿ(t)
q
Ti ÿi (t)ÿi (t)

(27)

If we have a system with in-line motion as well, we can define similar coefficients for the oscillating portion of the drag force. Removing the mean from the
drag force, the resulting oscillating component of drag can then be decomposed
into components in phase with the in-line velocity (Cdv ) and acceleration (Cda ).
s

Cdv

N
1 X
=
N i=1

s

Cda

N
1 X
=
N i=1

2 Cdi (t)ẋ(t)
q
Ti ẋi (t)ẋi (t)

(28)

2 Cdi (t)ẍ(t)
q
Ti ẍi (t)ẍi (t)

(29)

Since the force in phase with acceleration will behave equivalently as an inertial force, we can set the force in phase with acceleration of the cylinder in each
direction equal to an added mass times the acceleration of the body in each direction. Rearranging and normalizing the added mass, we can define an effective
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added mass coefficient for the IL (Cmx ) and CF (Cmy ) directions. This effective
added mass contains the ideal potential flow added mass in addition to the effects
of vortex formation in the wake of the cylinder. This resulting effective added mass
is motion dependent, depending on the frequency (reduced velocity), amplitudes
of motion, and phasing between motions. Equations 30 and 31 give the effective
CF added mass coefficients for the IL and CF directions. Since Vr is defined based
on the cross-flow frequency, the 2:1 relation between CF and IL frequencies results
in a factor of 2 in the denominator of the IL added mass coefficient.

Cmy = −

Cla Vr2
2π 3 A∗y

(30)

Cmx = −

Cda Vr2
4π 3 A∗x

(31)

Although the IL and CF motions of the cylinder are orthogonal, the forces
acting on the cylinder are a result of the same vortex shedding in the wake of
the body and hence are coupled through non-linear forcing from vortex shedding.
This can result in energy transfer from the IL motion of the body to CF forcing
and vice versa. In the case of coupled motions, it is not sufficient to consider
only excitation of the structure due to forcing in a given direction, hence the total
power transfer from body to fluid over a given cycle in all motion directions can be
a more appropriate measure of the coupled forcing on the structure. The average
power over one cycle of motion is defined as the integral in time over one cycle of
motion of the total force (including drag and lift) dotted with the velocity. The
power is normalized to define an average power coefficient, Cap , which can act
as a representative value indicating excitation of the cylinder. A positive power
coefficient indicates a system with net energy transferred from the fluid to the body,
indicating positive excitation of the structure. This type of motion may occur for
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a freely vibrating system. A negative power coefficient indicates a net transfer of
energy from the structure to the fluid, which will only occur under forced motions
or in the excitation of long, flexible structures, where power transfer can vary over
the length of the structure.

Cap =

3.2.3

1
T

RT
0

(Fy ẏ + Fx ẋ)dt
1
ρU 3 DL
2

(32)

Quantitative Flow Visualization

To relate observations from force measurements to vortex formation in the
wake, quantitative flow visualization experiments were performed on a subset of
the experimental test matrix. Digital particle image velocimetry (DPIV) was used
to measure the wake of the cylinder for a selected number of experiments. Time
resolved 2-D DPIV was performed using a Phantom V10 high speed camera, laser
with light sheet optics, seeding particles, and processed using LaVision DaVis 8
processing software. The camera and laser setup is shown in Figure 29, where the
high speed camera was located underneath the tank in order to capture images in
the wake of the cylinder while the laser was positioned to shine a thin light sheet
through the side window of the tank. The camera and laser were mounted to a
carriage underneath the tank such that the DPIV setup followed the upper carriage
motion, obtaining wake measurements in a fixed carriage reference frame. This
helps with both calculation of the resulting vector field and a longer measurement
of the wake in a consistent field of view, since the cylinder is confined to the same
region within the camera field of view. The camera frame rate was 250 Hz. Vector
fields were processed using a standard multi-level PIV algorithm starting with an
interrogation window size of 64x64 and ending with a final window size of 32x32.
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3.3

Force Coefficient Database
In this section, we report the measurement of fluid force coefficients observed

over the experimental parameter space. Since the parameter space consists of four
independent variables with each force coefficient measurement as a fifth dependent
variable, it is not possible to illustrate the entirety of the variation of a particular
variable with a single plot. Since experiments were performed with a higher resolutionof the phase, θ, and reduced velocity, we report the forces using polar plots
that capture the variation over these parameters for a fixed combination of IL and
CF amplitudes. In each polar plot, the phase between in-line and cross-flow motion
(θ) is varied around the circumference of the plot, allowing force measurements at
180 degrees to blend with measurements at -180 degrees, where experiments were
repeated. Reduced velocity is varied radially in the polar plot, with the lowest
reduced velocities near the center of the plot and increasing radially outward. A
separate polar plot is made for each in-line and cross-flow amplitude combination
in order to illustrate variation of forces over the entire parameter space.
3.3.1

Excitation Forces in Phase with Velocity

Figure 14 shows the variation of the lift coefficient in phase with velocity over
the experimental database. The lift coefficient in phase with velocity is a measure
of energy transfer from the fluid to the structure. A positive lift in phase with
velocity corresponds with a net transfer of energy from the fluid to the structure,
where excitation of the structure may occur in the CF direction. For a cylinder
that is elastically mounted and free to vibrate in a uniform flow, if the cylinder
oscillates with a constant amplitude, this corresponds to the lift in phase with
velocity balancing with the linear structural damping force. A system with zero
structural damping would therefore correspond with contours of zero lift in phase
with velocity and positive structural damping would correspond with positive lift
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in phase with velocity. In the figure, we separate positive Clv using gray scale
coloring (white, gray, and black), while contours of negative Clv are shown in
color. A wide variation in Clv is observed over the parameter space. For low CF
amplitudes, the positive region of Clv is almost entirely contained to the upper
half of the polar plots, indicating that positive excitation can happen over a wide
range of θ at low amplitudes. As in-line amplitude increases, this positive excitation
region moves radially outward (to higher reduced velocity). As the CF amplitude
is increased, the positive excitation region again shifts radially outward to higher
reduced velocities, but also squeezes into the northwest quadrant of each polar
plot, indicating that positive excitation will only occur over a limited range of θ
with larger amplitude motions. These observations are consistent with the phases
observed in the free vibration experimental studies of [20], [21], and [18] and are
also consistent with observations that CCW type orbital motions (upper half of
polar plot) are preferred in self-excitation of flexible structures ([32]). At very high
amplitude motions (A∗y = 1.6), no positive excitation region is observed. This is
consistent with the measured amplitudes from free vibration experiments, where
CF responses were observed to be less than 1.4 diameters.
Figure 15 shows the fluctuating drag coefficient in phase with velocity, Cdv
as a function of the database parameters. For large in-line motions, greater than
Ax /D = 0.4, Cdv can take on fairly large values as these large in-line amplitudes
are atypical of a self-excited system. The shown contours of Cdv are therefore
restricted to values between -1 and 1, to help better illustrate the variability over
more moderate in-line motions. Again, positive Cdv indicates a net excitation
force in IL direction provided by the fluid. For small IL amplitudes, the coefficient
is primarily positive for nearly all phases and reduced velocities, however with a
slight increase in the IL amplitude from 0.1 to 0.2, specific phases between -120 to
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Figure 14: Lift coefficient in phase with velocity, Clv , shown as a function of reduced
velocity,Vr and phase between IL and CF motion,θ for discrete combinations of IL
and CF motion. The x-axis shows variation of non-dimensional IL amplitudes,
Ax /D= 0.1, 0.2, 0.3, 0.4, 0.5. The y-axis shows variation of non-dimensional CF
amplitudes, Ay /D= 0.1, 0.35, 0.6, 0.85, 1.1, 1.35, 1.6.
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Figure 15: Fluctuating drag coefficient in phase with velocity, Cdv , is shown as a
function of reduced velocity,Vr and phase,θ between IL and CF motion. The x-axis
shows variation of non-dimensional IL amplitudes, Ax /D= 0.1, 0.2, 0.3, 0.4, 0.5.
The y-axis shows variation of non-dimensional CF amplitudes, Ay /D= 0.1, 0.35,
0.6, 0.85, 1.1, 1.35, 1.6.
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-150 degrees become primarily negative. This illustrates how specific phases are
unlikely to occur in the free vibration of a cylinder undergoing combined IL and CF
motion as observed in [33]. With combined IL and CF motion, the fluctuating drag
in phase with velocity must be considered in combination with the lift in phase
with velocity to understand the total response of a system undergoing combined
IL and CF motions since energy transfer from the CF direction could still result
in a negative Cdv even when the system is undergoing self-excitation.
As CF motion amplitude increases, the drag coefficient in phase with velocity
increases, becoming more positive. This indicates that an energy-in region occurs
with IL motion when there are large CF motions. One may expect that for these
types of motion combinations, the IL and CF directions may act to excite or
interact with one another, since both Clv and Cdv can be positive in this region.
As IL motion and CF motion amplitudes increase (northeast corner of Fig. 15), Cdv
becomes largely negative, except for a small range of phases, where it is positive. In
general, with increasing CF amplitude for fixed small IL amplitude, the magnitude
of the fluctuating drag in phase with velocity values increase and become more
positive. However, with increasing IL amplitude for fixed small CL amplitude, Cdv
values become more negative. One may except then that increasing CF motion
tends to enhance excitation in the IL direction, while excitation in the IL direction
is largely limited to fairly small motions, consistent with observations from free
vibration experiments. The phase between IL and CL motion is certainly a critical
parameter delineating where the sign of Cdv may change. An excitation region
with positive CDv is clearly observed between 60◦ and 150◦ for small IL motions,
with the region expanding as CF motion increases.
Figure 16 shows the average power coefficient evaluated for the database measurements. Since this parameter combines excitation in the IL and CF directions,

58

Ax/D
0.3

0.2

0.4

0.5

0.1

0.35

0.6

Ay/D

0.85

1.1

1.35

1.6

0.1

Figure 16: Average power coefficient Cap as a function of reduced velocity,Vr , phase
between IL and CF motion,θ, CF amplitude and IL amplitude. The x-axis shows
variation of non-dimensional IL amplitudes, Ax /D= 0.1, 0.2, 0.3, 0.4, 0.5. The
y-axis shows variation of non-dimensional CF amplitudes, Ay /D= 0.1, 0.35, 0.6,
0.85, 1.1, 1.35, 1.6.
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we are largely interested in delineating where Cap changes sign, since a net positive
Cap will indicate net excitation including both IL and CF motion. To illustrate
this, Fig. 16 only shows two contours, colored white and grey, to indicate positive
and negative Cap . One notable observation from Cap is that in evaluating the combination of excitation forces from IL and CF motions the observed positive region
of Cap , shown in white, is overall larger than if one considered the positive region
of Clv by itself. This indicates that the IL motion has a net effect of increasing
the excitation region of the body when combined IL and CF motion occurs. In
general, the positive excitation region occurs for small IL and CF motions (in the
southwest portion of the map). Another notable observation is that while the
positive excitation region mostly corresponds with θ values associated with CCW
motion of the cylinder, there are possible motions with CW phases, particularly
with smaller amplitude motions.
Although contour maps of the excitation force coefficients give a global picture
of the cylinder excitation forces over the parameter space, they can be difficult to
comprehend in understanding force trends. To better illustrate how these forces
vary for an individual combination of IL and CF amplitudes, we show variation
of Clv , Cdv , and Cap for fixed Ay /D = 0.6 and Ax /D = 0.1 in Fig. 17. Each line
shows the variation of the force coefficient as a function of Vr for a fixed phase
θ. For most phases, the force coefficient follows a smooth trend, transitioning
from negative to positive Clv in many cases, or remaining negative over the entire
range of Vr . However, for this particular combination of motions, one can observe
that there is dramatic jumping between hydrodynamic force values for the specific phase θ = −120◦ . For Vr between 5.8 and 7, the force coefficients fluctuate
between distinctly different values, not following a smooth trend. As each data
point represents the forces observed from individual experiments, this indicates
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a)

b)

c)

Figure 17: Hydrodynamic coefficients for fixed Ax /D = 0.1 and Ay /D − 0.6 as
a function of Vr for set phase θ. (a) Lift coefficient in-phase with velocity, Clv ;
(b) Fluctuating drag coefficient in-phase with velocity, Cdv ; (c) Average power
coefficient, Cap . Coefficients demonstrate a smooth variation over the parameter
space except for θ = −120◦ , where fluctuation in the force coefficients over a small
range of Vr = 5.8 − 7 indicates multiple wake conditions for a fixed set of motion
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parameters.

some difference in resulting measured forces, where the measured force appears to
be switching between different stable conditions. Such an observation can indicate
a hysteretic region where multiple possible stable wakes may exist. While this
example figure illustrates this type of response for a fixed amplitude combination,
this phenomenon is observed throughout the database and investigated further in
this paper through flow visualization of the wake.
3.3.2

Fluid Inertial Forces in Phase with Acceleration

Fig. 18 shows the added mass coefficient in the CF direction as a function of
the database parameter space. The effective CF added mass coefficient is observed
to take on a wide range of values over the parameter space, consistent with observations from free vibrations [21]. Contours of CF added mass coefficient are shown
in the range from 4 to -2 over the range of reduced velocities and phases, with
very distinct positive and negative regions, primarily associated with the phase θ.
The CF added mass coefficient is largely negative for small IL and CF amplitudes,
with only a small positive region with specific phases. Cmy tends to decrease in
magnitude with increasing both IL and CF amplitude.
Figure 19 shows the effective added mass coefficient in the IL direction as a
function of the parameter space. IL added mass coefficient is shown over a range
from -2 to 2. The IL added mass coefficient is primarily negative for the entire
shown range of amplitudes, reduced velocities and phases in comparison with the
added mass coefficient values in CF direction, with only a small subspace of the
database showing positive values (for large CF amplitudes). Since the variability
of the in-line added mass coefficient, particularly for small amplitude motions, is
significantly less than in the CF direction, one may expect that IL motion has less
effect on altering the effective natural frequency of a system undergoing combined
IL and CF free vibration, with variation of frequencies then being driven largely
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Figure 18: The effective CF added mass Cmy as a function of database parameters.
The x-axis shows variation of non-dimensional IL amplitudes, Ax /D= 0.1, 0.2, 0.3,
0.4, 0.5. The y-axis shows variation of non-dimensional CF amplitudes, Ay /D=
0.1, 0.35, 0.6, 0.85, 1.1, 1.35, 1.6.
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Figure 19: The effective IL added mass Cmx as a function of database parameters.
The x-axis shows variation of non-dimensional IL amplitudes, Ax /D= 0.1, 0.2, 0.3,
0.4, 0.5. The y-axis shows variation of non-dimensional CF amplitudes, Ay /D=
0.1, 0.35, 0.6, 0.85, 1.1, 1.35, 1.6.
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by the CF excitation of the structure. This is consistent with observations from
[34], where mode excitation of the structure followed the frequency and mode
shape of the CF direction, only switching in the IL direction when a mode change
occurred in the CF direction. These observations are also consistent with what
is known about excitation of pure IL motions. In a system that is restricted to
exciting only IL motions, excitation of the system will occur at reduced velocities
corresponding to 5 based on the IL response frequency. In the present case, this
would be consistent with a reduced velocity of 2.5, based on CF frequency. One
would then expect that significant variation in the IL added mass coefficient for
small CF amplitudes would primarily occur at lower reduced velocities than those
tested in the present parameter space.
3.3.3

Multi-Branch Wake Regions

As seen in the example force coefficient variation in Fig. 17, for some combinations of motion parameters, dramatic switching between the measured hydrodynamic force was observed, which could indicate the presence of a hysteretic wake,
where multiple possible stable wakes can exist for a given set of motion parameters.
To investigate regions in the database where multiple wake branches are suspected
to occur, DPIV experiments were performed over a subspace of the database to
observe the resulting wake, particularly for motions where significant variation in
hydrodynamic coefficients is observed. In this section, we identify example regions
where a multiple branch response occurs as identified by variation in force coefficients, then show the time dependent wake response associated with these regions.
For brevity, only two example regions are illustrated within the database, although
these multiple branch regions are observed throughout the parameter space of the
database.
To illustrate where a multiple branch region occurs, we first identify regions
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where significant fluctuations in force coefficients as a function of Vr are observed,
as in Fig. 17. Since Vr has a relatively fine spacing, one would expect smooth
variation of force coefficients as changes to Vr are made, hence separating individual
runs into an upper branch value and lower branch value will produce two separate
smooth curves for a particular force coefficient. If we separate experimental runs
that demonstrate a higher force coefficient from experimental runs indicating a
lower force coefficient, we can produce curves as seen in Fig. 20, which shows
Clv , Cla , and Cmy for fixed Ay /D=0.6, Ax /D=0.1 and θ = −120◦ . The separated
branches clearly show the smooth variability of the force coefficients as a function
of Vr on each branch. For this particular condition of motion parameters, at
low reduced velocities, there is significant separation between the branches before
convergence at higher reduced velocity. Here, we label the branches as Branch
1 and Branch 2 to distinguish the separate branches. One important feature to
note is that these observations are made based on fairly short experimental runs
conducted in a towing tank. Typically, hysteretic responses are often observed
in recirculating flow channel experiments where Vr is varied by changing the flow
speed in the flow channel. When a certain Vr is approached by increasing the flow
speed, a certain dynamic condition may be observed, while approaching the same
Vr by decreasing flow speed may yield a different observed system response. This is
often difficult to observe in towing tank experiments since towing tank experiments
are always started in a still fluid and any systematic bias of the experiment tends
to bias the experiment to a particular dynamic response. It is significant therefore,
that for very similar motion conditions, we observe this switching between different
response branches, despite conducting the experiments in a towing tank.
Since the multi-branch region is not just fixed for a given θ, we must view
the entire θ space for fixed IL and CF amplitude to fully see the extent of the
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branch region in force coefficients. Fig. 21 show the lift coefficient in phase with
acceleration, Cla measured over the full range of Vr and θ for fixed Ay /D = 0.6 and
fixed Ax /D = 0.1. The branch region extends over a range of phases between −90◦
and −150◦ for this amplitude combination. The three dimensional plot of the force
coefficient surface illustrates how the force coefficient region overlaps over the range
of phases, such that an upper surface and lower surface exist for the same motion
parameters. Several views and cutaways of the same surface are shown to better
illustrate the intersection of the surfaces, where (a) shows a cutaway of the surface
at the same angle θ as shown in Fig. 20. It is not surprising that particular motion
combinations may result in multiple wake responses as this same phenomenon has
been observed in [14] for forced motion of a cylinder in only the CF direction.
The interesting difference, however, is that with the increased parameter space
due to the inclusion of in-line forced motion, there exists a wide variety of θ and
in-line motion conditions that result in multiple branches of the wake. To further
illustrate how these branches are associated with changes to the wake, we can use
flow visualization of the wake for selected experiments on each branch.
Fig. 22 shows the time history of vorticity in the wake belonging to Branch
1 (lower surface in Fig. 21) for Ay /D=0.6, Ax /D=0.1, Vr =5 and θ = −120◦ .
Under these parametric motions, the wake exhibits periodic shedding of pairs of
co-rotating vortices. Several cycles of motion are shown to better illustrate the
dynamic shedding of the vortices and results are shown based on the time resolved
PIV measurement, rather than phase averaged, in order to better distinguish the
co-rotating vortex pairs. This pattern of vortex shedding, characterized as ‘2C’
shedding, denoting 2 co-rotating pairs of vortices per cycle has previously been
observed in the wake of large amplitude responses observed for a pivoting cylinder
([35]), although it is interesting to observe this wake for fairly moderate amplitude
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Branch 1

Branch 2

Figure 20: Force coefficient branches observed for three hydrodynamic coefficients
(Clv , Cla , Cmy ) at θ = −120◦ , Ax /D = 0.1 & Ay /D = 0.6. Branch 1 and branch
2 correspond to different wake conditions which result in variation of the phasing
between motion and forcing, force amplitude, and variation in force coefficients.
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a)

-1200
Multi-branch region
Branch 2

Branch 1

c)

d)

Overlapping Region

Figure 21: Branches 1 and 2 are shown for the lift force coefficient in-phase with
acceleration, Cla , for Ay /D=0.6 and Ax /D=0.1. (a) Cutaway of multi-branch
region is shown at θ = −120◦ . (b) Polar plot of Cla for the given motion conditions,
red box indicates region of overlapping branches. (c) 3-D surface plot of Cla over
the full range of reduced velocity and phase. (d) Cutaway view from backside of
overlapping multi-branch region.
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CF motions in this case. This type of shedding pattern is very similar to the ‘2S’
pattern, as designated in [36] , where two single vortices are shed per cycle of
motion, since the co-rotating pair can similarly behave like a single vortex.
Since wake visualizations were performed concurrent with the original force
measurements, we do not necessarily have wake visualizations for Branch 2 with
the exact same Vr as Branch 1, however visualizations were obtained for slightly
different Vr on Branch 2 as identified by the force coefficient analysis. Figure 23
shows the time history of vorticity in the wake belonging to Branch 2 for Ay /D=0.6
and Ax /D=0.1, Vr =6 and θ=-120◦ . The wake demonstrates a classic ‘2P’ type of
shedding ([36], where two pairs of opposite signed vortices shed from the cylinder
per cycle, propagating downstream as a pair. One interesting observation from
this wake is that it is very similar to the Branch 1 wake in terms of number of
vortices; however, the vortices are much more spread out and separated in this
wake. This separation causes the induced velocity of similar signed vortices to
be significantly less. Looking carefully at the time history of the wake, one can
observe that similar signed vortices actually still co-rotate in this wake, but their
co-rotation is significantly less than in the Branch 1 wake, since the vortices are
spread much further apart. This results in a wake that appears to follow a shape
similar to ‘2P’. The presence of this particular branch can then be attributed to the
width of the wake and spacing between vortices. Although each wake produces
four vortices per cycle, Branch 1 with co-rotating vortices exhibits a wake and
phasing of shedding similar to ‘2S’, while the Branch 2 wake, with the vortices
more spread out such that they propagate nearly straight downstream results in a
phasing of shedding similar to ‘2P’.
To further quantify the variability of the wake, we observe the wake in parameter regions further away from the branch location. Figure 24 shows a portion
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of the time history of the wake obtained for Ay /D = 0.6, Ax /D = 0.1, Vr = 6,
and θ = −180◦ . A yellow dot on the polar plot in the corner of the figure shows
the location within the parameter space where the wake is observed, to the right
of the multi-branch region. The wake time history in this case illustrates a similar
looking wake to the ‘2P’ Branch 2 response, which is expected since this region of
the parameter space connects to Branch 2. The slight variation in θ, however does
result in a wake where one of the four vortices that are shed is slightly weaker.
Due to this weaker vortex, the wake is asymmetric, where two strong vortices of
alternating sign shed to the upper part of the wake, while a strong and weak vortex of alternating signs shed to the bottom part of the wake. This asymmetric
wake appears very similar to a ‘P + S’ type wake, although the fourth weak vortex
makes it appear to be a transitional state between ‘2P’ and ‘P+S’.
Figure 25 shows a portion of the wake time history on the other side of the
multi-branch region that connects to Branch 1. In this case, Ay /D − 0.6, Ax /D =
0.1, Vr = 6, and θ = 60◦ , indicated by a black dot on the polar plot in the corner of
the figure. In this case, the wake demonstrates a classic ‘2S’ shedding pattern with
clear shedding of two counter-rotating vortices per cycle. Again, as this phase of
motion lies away from the multi-branch region along Branch 1, one would expect
the wake to transition similar to the wake observed on Branch 1. In this case,
a ‘2S’ shedding pattern is a natural transitional state away from the perviously
observed ‘2C’ pattern since if the co-rotating vortices merge into a single vortex,
they would appear as a ‘2S’ wake pattern.
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Figure 22: Time history of wake vorticity for Ay /D=0.6, Ax /D=0.1, Vr =5, θ=-120◦ corresponding to Branch 1 (lower
surface of Fig. 21). Wake shows two pairs of co-rotating vortices shed per cycle, designated as ‘2C’. Vorticity contours show
non-dimensional vorticity, ωD
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Figure 23: Time history of wake vorticity for Ay /D=0.6, Ax /D=0.1, Vr =6, θ=-120◦ corresponding to Branch 2 (upper surface
of Fig. 21). Wake shows four vortices shed per cycle, similar to a ‘2P’ shedding pattern, where vortices are paired with a
counter-rotating partner. Vorticity contours show non-dimensional vorticity, ωD
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Figure 24: Abbreviated time history of wake vorticity for Ay /D=0.6 and Ax /D=0.1, Vr =6 and θ=-180◦ . Vorticity contours
show non-dimensional vorticity, ωD
. The yellow dot on the polar plot shows the location where the wake visualization is
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taken relative to the multi-branch region on Branch 2. The wake sheds four vortices per cycle with three strong vortices and
one weak vortex. The resulting wake looks like an intermediate state between a symmetric ‘2P’ type wake and an asymmetric
‘P+S’ wake.
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Figure 25: Abbreviated time history of wake vorticity for Ay /D=0.6 and Ax /D=0.1, Vr =6 and θ=60◦ . Vorticity contours
show non-dimensional vorticity, ωD
. The black dot on the polar plot shows the location where the wake visualization is taken
U
relative to the multi-branch region on Branch 1. The wake sheds two vortices per cycle typical of a ‘2S’ type wake. The
resulting wake looks like a transitional state from the observed Branch 1 ‘2C’ wake.
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To further demonstrate the presence of multi-branch regions, we highlight a
second instance. Fig. 26 shows Clv , Cla , and Cmy for Ay /D = 1.1, Ax /D = 0.2
and θ = -180 ◦ . In this case, the CF amplitude is significantly larger than the
previous example. In this case, a branch occurs near theta = −180◦ , but since we
have repeated experiments for both θ = 180◦ and θ = −180◦ , these are redundant
motions and we can directly compare the repeated sets of experiments. As seen
in the figure, experiments are again divided into a Branch 1 and Branch 2 set of
experiments, however one interesting observation is that for repeated experiments,
sometimes the resulting force coefficient falls on the Branch 1 line and sometimes
the experiment falls on the Branch 2 line. The measured force coefficients along
each identified branch are also largely repeatable, showing smooth variation over
Vr . The observability of both conditions in towing tank experiments is a testament
to the quality of the experimental setup, where both conditions can be observed.
Again, the presence of these distinct branch regions in the parameter space indicates a difference in the phasing between forces and motion of the body, which will
occur for different wake organizations.
To further illustrate the multiple branches over the entire range of θ, we again
show a three dimensional rending of Cla for the given motion conditions. Fig. 27
shows a surface rendering of Cla for Ay /D = 1.1, Ax /D = 0.2. In this case, the
separate branches are distinct at higher reduced velocities, rather than overlapping
as with the previous case. It should be noted that since we separate the branch
regions based purely on our observations, we are limited to identifying branches
to where they were measured. It is certainly possible that the branch regions may
exist over a larger range of reduced velocities, but if the experiments did not trigger
a certain response to be observed, we have no way of knowing whether the region
should be extended. Therefore, these plots should be carefully considered as only
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being based on the observed conditions from the experiments and not necessarily
completely expansive in describing the observed phenomenon. We can again select
particular wake visualizations to illustrate the wake differences between each of
the separate branches.
Fig. 28 shows a comparison of the phase averaged wake for the Branch 1 and
Branch 2 wakes for Ay /D = 1.1, Ax /D = 0.2 and θ = -180 ◦ . The comparison
is made for cases with Vr = 5 on Branch 2 and Vr = 6 on Branch 1. In this
case, due significant noisiness of the wake from the Branch 2 response, we present
phase averaged results, which helps distinguish the dominant average features of
each wake. The left set of images correspond to the Branch 2 wake (upper surface
from 27), while the right set of images correspond to the phase averaged wake
for Branch 1 (lower surface from 27). In the Branch 2 wake, a messy grouping
of vorticity sheds to the wake of the cylinder initially, as indicated by the boxed
regions in frames 1-3. The grouped vorticity is messy since it consists of multiple
vortex structures that shed at the same time in the wake of the cylinder. As
the grouping of vorticity propagates downstream, the vortex structures start to
break apart, separating into distinct separate vortex structures further away from
cylinder. This separation is illustrated by additional boxes shown in frames 4-6. In
contrast, on Branch 1, distinct and separate like-signed vortices form in the near
wake of the cylinder, as seen in frames 1-3 in the right set of images. As the vortices
propagate downstream, the vortices coalesce into a single vortex structure. In both
wakes, a similar set of vortices exist in the wake, however the phasing of vortex
shedding results in two separate and distinct formations, where along Branch 2,
there is a divergence or spreading of the vorticity in the wake, and along Branch
1, there is a coalescing of vorticity over time.
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Branch 1
-1800

Branch 2
-1800

1800

1800

Figure 26: Force coefficient branches observed for three hydrodynamic coefficients
(Clv , Cla , Cmy ) at θ = −180◦ and θ = 180, Ax /D = 0.2 & Ay /D = 0.1.1. Branch
1 and branch 2 correspond to different wake conditions which result in variation
of the phasing between motion and forcing, force amplitude, and variation in force
coefficients. Repeated experiments demonstrate a consistent multi-branch response
while some repeated experiments switched between the separate branches.
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Multi-branch region
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Branch 2

Branch 1

c)

d)
Overlapping Region

Figure 27: Branches 1 and 2 are shown for the lift force coefficient in-phase with
acceleration, Cla ,for all phase and for Ay /D = 1.1 and Ax /D = 0.2. (a) Cutaway
of multi-branch region is shown at θ = −180◦ . (b) Polar plot of Cla for the
given motion conditions, red box indicates region of overlapping branches. (c) 3-D
surface plot of Cla over the full range of reduced velocity and phase. (d) Cutaway
side view of overlapping multi-branch region.
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Figure 28: Phase averaged wake vorticity results for Ay /D=1.1, Ax /D=0.2, Vr =5, θ=-180◦ (left) corresponding to Branch
2 and Ay /D=1.1, Ax /D=0.2, Vr =6, θ=-180◦ (right) corresponding to Branch 1. Vorticity contours show non-dimensional
. Branch 2 demonstrates a diverging set of vortices that spread apart into distinct, smaller vortex structures
vorticity, ωD
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as the wake propagates in space and time. Branch 1 demonstrates a coalescing set of vortices that combine as the wake
propagates in time and space.

y/D

y/D

1)

Ay /D
0.35
0.35
0.6
0.6
0.85
0.85
0.85
0.85
1.1

Ax /D
0.1
0.3
0.1
0.3
0.1
0.2
0.3
0.4
0.2

θ
-120◦
-120◦
-120◦
-120◦
-150◦
-120◦
-120◦
-120◦
-180◦

Vr range
4.2-6.4
6.2-7.4
4.4-6.6
6.6-7.8
5.4-7.6
5.8-7.0
6.0-7.6
5.2-6.8
5.6-7.8

Ay /D
1.1
1.1
1.1
1.1
1.35
1.35
1.35
1.35
1.6

Ax /D
0.3
0.4
0.4
0.5
0.2
0.3
0.4
0.5
0.3

θ
-150◦
-150◦
180◦
-150◦
-180◦
-180◦
-180◦
-180◦
150◦

Vr range
5.6-7.6
6.4-7.2
7.4-7.8
6.8-7.6
4.2-7.8
6.0-7.8
4.8-8.0
7.4-7.8
7.0-7.8

Table 3: Ranges of observed multi-branch regions in the database. It is expected
that multiple wakes can form for these motion parameter conditions.
Based on similar observable variability of force coefficients throughout the
database, we identify all regions where multi-branch wakes exist. Table 3 shows
all observed multi-branch regions. It is significant that multi branch regions exist
throughout the database, for a variety of amplitudes. One distinct observation
is that all of these regions tend to exist in the lower left quadrant of the polar
plots, with phases mostly between θ = −120◦ and θ = −180◦ . Again, since these
observations are largely made based on single experiments conducted for a specific
set of motion parameters, it is possible that some of the reported Vr ranges may not
encompass the entire range where a multi-branch wake may exist. Additionally,
increased resolution of all parameters, particularly θ and IL and CF amplitude,
would help further resolve these regions.
3.4

Discussion
While overlapping multiple wake regions were demonstrated for forced CF

motions in [14], this region was observed to be fairly small, confined to a relatively small set of motion parameters. The significantly expanded parameter
space, when considering combined IL and CF motion results in a significant expansion in possible regions where multiple wakes may form under specific motions.
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This is not a trivial observation, since it indicates that prediction of the response
of a vibrating system undergoing combined IL and CF motion is complicated by a
non-unique wake condition for a given response. It must be noted as well that the
present study considers the measured forces over a fixed Reynolds number of 7620.
Reynolds number is known to alter the separation condition on shedding vortices
and the force magnitude, where variation of multiple branch regions as a function
of Reynolds number is not known. While conducting massively large sets of experiments to investigate such phenomena can be informative, it is likely unfeasible to
extend such experimental databases over a significant range of Reynolds numbers
and more sophisticated methods for exploring the data space may be necessary,
such as those proposed in [27]. Even then, careful evaluation of massive sets of
data to observe phenomena such as multiple branch regions can be elusive, even
for sophisticated machine learning techniques.
In addition to the presence of multiple branch regions in the present study,
the observed variation of the wake in these regions demonstrates a complicated
nature to wake formation when IL and CF motion is combined. The observed
wake conditions appear to be closely related to the well characterized CF wake
modes, although variations and transitions away from these standard wake modes
appear to be ubiquitously present in the current database. A separate article
related to this database will further expand on the wake variability in the present
study, which is only partially explained by the presence of multiple branch regions.
3.5

Conclusion
To summarize the present study, we present observations for the measured

forces and wakes for a cylinder that is towed at forward speed and forced to undergo
sinusoidal motions in the cross-flow and in-line directions. We provide a mapping
of the decomposed fluid hydrodynamic force coefficients over the entire range of
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the tested parameter space, which consists of variation of the in-line amplitude,
cross-flow amplitude, reduced velocity, and phase between in-line and cross-flow
motions. From force measurements, we can conclude that Il motion has the effect
of enhancing the CF response of a system that undergoes this type of combined
motion. Additionally, the effective added mass associated with such motions is
primarily variable in the cross-flow direction, hence one may expect self-excited
vibrations of this kind to be largely driven by frequency changes in the cross-flow
direction. For specific combinations of motion parameters, multiple branch regions
were observed where the wake and resulting forces can demonstrate two distinct
values for a given set of motion conditions. These multiple branch regions exhibit
distinct wake characteristics that correspond to changes in the phasing between
forces acting on the cylinder and motions of the cylinder. In contrast to systems
restricted to only cross-flow motions, these multiple branch regions are observed
throughout a large space of motions within the database, indicating a wide region
of where multiple stable wakes may exist for a given set of cylinder motions.
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Abstract
Understanding the complex nature of vortex formations behind a circular
cylinder in vortex-induced vibrations (VIV) is one of the fundamental problems
in ocean engineering. In this work, we systematically investigated the vortex formations behind a circular cylinder that is forced to move in combined in-line (IL)
and cross-flow (CF) directions. In the tests, we varied reduced velocities, IL and
CF amplitudes, and phase angles between IL and CF motions. Experiments were
carried out in a flow tank that is located at the University of Rhode Island’s Ocean
Engineering Department at a constant Reynolds number of 7620. Two baseline
motion analysis frameworks were chosen to illustrate how motion parameters affect the wake structures behind the circular cylinder. As a result, first, we created
a phase average wake map showing the variability of wakes based on the motion
parameters, second, we identified a free vibration region as in [1] showing a simple
demonstration of the complex variation of the wake where small perturbations from
the baseline motions illustrate wake structure variations with respect to changing
motion parameters. We also demonstrate that visual categorization of the wakes
illustrate a wide variability of vortex shedding patterns behind the cylinder. Moreover, depending on the combination of the motion parameters, regular repeated
motions may result unrepeatable wakes which shows the complexity of the fluidstructure interaction. In some cases, asymmetric wake regions is found to result
high mean lift coefficient as in [2].
4.1

Introduction
Vortex-induced vibration (VIV) is an inherent engineering problem that can

be seen in many engineering applications such as bridges, transmission lines, heat
exchanger tube arrays etc.. In ocean applications, VIV is generally seen in long
cylindrical structures such as deep sea drilling and production risers, offshore oil
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platforms, offshore wind turbines, pipelines, underwater cabling systems and many
more. In particular, when the vortex shedding frequency gets close to one of the
natural frequencies of the structure, a phenomenon called lock-in occurs where
structure’s frequency locks in to the vortex shedding frequency [3]. The resulting
motion is periodic and can be sustained over a long time period, hence it is an
important source of fatigue damage and can give serious damage to the structures.
In addition, VIV can result periodic suspension of the offshore operations and may
even cause a catastrophic failure when neglected in design. Therefore, understanding these complex motions is very important to design safer ocean structures that
can operate in variety of environmental conditions.
The non-linear interaction between the slender structure and wake is dependent on many variables such as Reynolds number (Re), structural characteristics,
flow characteristics including mass and damping ratios, and reduced velocity as
discussed in [4], [5], [6], [7], [8], [9], among others.
The comprehensive reviews of [10, 11, 12, 13, 14, 15] give valuable insights in
VIV. Most of the previous research focuses on the dynamics of elastically mounted
rigid cylinders, in particular, CF vibrations [11, 13] assuming that structure oscillates predominantly in the CF. This simplification leads to the fatigue life estimations of real offshore structures (i.e. long flexible cylinders) based on CF oscillations
only. Later studies focused on the cylinder oscillations in both IL and CF directions [16, 17, 18] where it is found that IL motions can cause drastic changes in
the wake and in the resulting forces. As a result, the effect of IL oscillations on
the fatigue life of the structures found to be significant [19].
In real structures, VIV is a coupled fluid-structure interaction phenomena
where the total system consists of structural dynamics and fluid dynamics. Structural dynamics part concentrates on the motion of the structure itself whereas the
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fluid dynamics parts include the wake motions. One of the early works regarding
the coupled response analysis of VIV is [20]’s experiments, where a circular rigid
cylinder was forced transversely in uniform fluid at low Re number range of 3001000. [20], in one-degree-of-freedom (1-DOF) elastically mounted circular cylinder
experiments observed different vortex shedding modes. Later, [21] identified three
different response branch regimes as initial, upper and lower branches where they
observed a vortex shedding mode change from 2S mode to 2Po mode when response amplitude also transitioned from initial to upper branches. In addition, the
amplitude transition between upper to lower branch was associated with a wake
mode switch 2Po to 2P (see [20] for the definitions of the vortex patterns). In
the second, they also observed a drastic change in the phase of the vortex force,
where during the transition phase of the vortex changed from 0o to 180o which
shows the relative importance of the chosen parameters on the response of 1-DOF
VIV. Some other important 1-DOF VIV (referring transverse oscillations) tests
include [22, 23, 24], and many more. Among those, [22] performed high resolution
experiments for a circular cylinder in CF. In the tests, he illustrated the excitation
regimes on the motion’s parameter space using decomposed hydrodynamic coefficients, and showed the positive lift coefficients in phase with velocity free vibration
region (energy-in) as a function of motion amplitude and frequency. [23] performed
1-DOF forced experiments to investigate different wake states (low and high frequency states). Different than the earlier descriptions of the wake states where the
properties of the total lift force and the structure of the near wake were used to
characterize these wake states, they investigated wake states using a combination
of measurements of the total and vortex lift phases. Lastly, [24] employed 1-DOF
forced experiments for a elastically mounted circular cylinder. They performed
5680 tests in a flow tank with varying amplitudes and frequencies while keeping
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the Re constant at Re = 4000 and Re = 12000 (two set of experiments). As a
result, they presented a wake map based on the motion parameter space and provided a map of high amplitude region where two vortex patterns were overlapping
in the parameter space. In this overlapping regime, they introduced a new vortex mode including two pairs of vortices formed per each cycle but the secondary
vortex in each pair is weaker than first vortex, 2POV ERLAP (‘2PO ’). These studies
show the complex nature of the VIV where even a simple case of 1-DOF motion
can result different wake patterns hence different fluid-structure interactions. [25]
discusses how the highly resolved data set from [24] allow for an in depth understanding of the physics of the fluid-structure coupling, indicating a need to extend
this type of analysis to the combined IL and CF problem.
When IL motion is introduced into the system, fluid-structure coupling becomes more complex than a simple 1-DOF system. For example, [26] performed
forced experiments for a circular cylinder in 2-DOF, and showed that adding IL
motion to the system 1) changes the relative phasing of the vortex shedding hence
causes a corresponding change in the phase of the lift force 2) changes the wake
causing the paring modes to disappear (i.e., in 1-DOF system they observed 2P
mode and when relatively small IL component is added to the motion the wake
reverted to shedding single vortices). Later, [16] conducted free vibration experiments where the designed test cylinder was allowed to oscillate in both IL and
CF directions. As a result, they discovered a new amplitude branch (‘super-upper’
branch) and vortex mode (‘2T ’) for mass ratios below ‘m∗ < 6’. In relevance
to the vortex patterns behind circular cylinders, [27] observed additional vortex
patterns such as ‘2C’ mode when the test cylinder is pivoted. [28] compared two
cases for figure of trajectory (clockwise, CW and counter-clockwise, CCW figure
eight trajectory) and observed co-rotating vortices,‘2C’, in CW and ‘2T’ in CCW
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direction.
[18] found that when the IL and CF natural frequencies of a freely oscillating
cylinder are close to 2:1 ratio, stable multi-vortex patterns form in the cylinder
wake, associated with large high-frequency force components. As opposed to stable
vortex patterns, some numerical studies have also showed that asymmetric [29]
and chaotic wake patters [30] are possible under periodic motions. [31] performed
computational analysis of a 3D uniform flow past a cylinder that is forced to
vibrate only in CF direction and in combined CF and IL motion at Re = 400.
They investigated figure eight trajectories of a cylinder and compared CW and
CCW motions, where flow visualizations showed that low amplitude oscillations
tended to reduce the wakes’ three-dimensionality. However, the wake structures
became more complex with increasing motion amplitudes. There are some other
numerical studies about oscillating cylinder ([32], [33], [34], [35]).
In the present study, we provide a highly resolved wake database through
the use of a unique automated experimental apparatus in two degree-of-fredom
VIV at a constant Re = 7620, and we focus on categorization of the wake by
applying quantitative flow visualization. In the experiments, we vary the motion
parameters (IL and CF motion amplitudes), the phases between IL and CF motions
and reduced velocities systematically to observe the downstream wake structures.
Observed wake modes are mapped over defined parameter space to illustrate the
high variability and complexity of the system ([36, 37]). In addition, we also
observe some new wake modes in the parameter space. We choose two baseline
data-points (one is random choice in extreme condition and the other data-point
choice is in a free vibration region as in [1]) where we apply small perturbations
in the time domain to demonstrate the complex variation of the wake.
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(a) Schematic diagram of the experimental apparatus, looking upstream in the tank.
Motions are forced in the x-y plane.

(b) Schematic diagram of the experimental apparatus, looking side from the tank. Motions are forced in the x-y plane.

Figure 29: Test setup: Top image illustrates the front view of the setup and bottom
image illustrates the side view of the setup.
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4.2

Experiments
Experiments were performed in the flow tank facility that is located at the

University of Rhode Island’s Ocean Engineering Department. The tank has the
capacity to reach flow speeds up to 1.3m/s and has the dimensions of 1.05m ×
0.75m × 2.80m(W × D × L) . Figure 29 illustrates the detailed sketch of the
experimental system where Figure 29a shows the tank from the upstream position,
and Figure 29b shows the side view: a PVC material test cylinder is attached to a
force sensor which is attached to an aluminum framework. The aluminum frame is
positioned along the width of the tank providing stability to the apparatus along
the entire width.
As illustrated in Figure 29, the servo motors drive the carriage along the length
of the tank at a constant speed. The test cylinder was positioned 3.5mm above
the bottom of the tank to avoid tip vortices. One Phantom V10 type high speed
camera was positioned underneath the tank and a green laser was positioned at
the side of the tank to capture the vortex patterns behind the circular cylinder.
The camera and the laser were attached to a single aluminum framework that was
controlled by the linear actuator simultaneously. The camera used a frame rate of
250 Hz with a viewing window size of 2400 × 540 pixels. The selected frame rate
was sufficient enough providing high resolution images as discussed in [1].
The test cylinder used in the tests is made of a carbon material and had the
diameter of D = 3.85cm , submerged length of L = 57.25cm and mass of m =
0.268kg. Tests were performed with prescribed sinusoidal motions at a constant
velocity of 0.2m/s at Re of 7620 as:

y ∗ = A∗y sin(ωt) and x∗ = A∗x sin(2ωt + θ)

(33)

where y ∗ is the CF motion, x∗ is the IL motion, A∗y is the CF amplitude that is
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Table 4: Experimental parameters and test matrix for PIV experiments
Experimental Parameters
Abbr.
Units Values
Diameter
D
cm
3.85
Submerged Length
L
cm
57.25
∗
2
Mass ratio
m = 4m/(πρD L)
0.4
Towing speed
U
m/s
0.2
Reynolds number
Re = U D/µ
7620
Test Matrix
Abbr.
Range
Spacing
Normalized CF amplitude
Ay /D
0.1-1.6
0.25
Normalized IL amplitude
Ax /D
0.1-0.3
0.1
o
o
Motion phase angle
θ
−180 to180
30
Reduced Velocity
V r = U fn /D
5-7
1
Reynolds Number
Re
7620
normalized by the cylinder diameter, A∗x is the IL amplitude that is normalized by
the cylinder diameter, and θ is the phase angle between IL and CF motions. Table
4 shows the experimental parameters and test matrix for the DPIV experiments
where m is the cylinder mass, ρ is the density of the water, µ is the kinematic
viscosity of the water, fn is the natural frequency of the system.
In the experiments, the non-dimensional parameters governing the motion of
the body were varied such that the IL amplitude was ranged from 0.1 to 0.3 with
increments of 0.1, the CF amplitude was ranged from 0.1 to 1.6 with increments
of 0.25, the reduced velocity is varied from 5 to 7 with increments of 1 and the
phase between IL and CF motions was varied from -180o to 180o with increments
of 30o . This results in a total of 819 flow visualization experiments comprising the
experimental database for the single Reynolds number of 7620. Phase angle variation between IL and CF motions result in different orbital shapes of the cylinder
motion as viewed from a reference frame fixed to the carriage. Figure 30 illustrates
how this orbital motion of the cylinder changes as a function of the phase angle. In
this figure, the flow velocity is assumed from left to right, such that a 0o phase corresponds to a figure-eight motion where the cylinder is moving counter-clockwise
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Figure 30: Phase angle (θ) variation between in-line and cross-flow motions. Flow
is from left to right.
direction as referred in [18].
4.3 Results
4.3.1 Wake map of perturbed motions and corresponding time histories
In this section, we examine the variation of the wake patterns behind the circular cylinder undergoing 2-DOF VIV. Figure 31 shows the selected vortex modes in
the parameter space, where the original motion (or the baseline motion that is perturbed) is illustrated in a black square box at V r = 6, Ax /D = 0.3, Ay /D = 0.85.
Axes of the figure show the non-dimensional amplitudes (x − axis is in-line nondimensional amplitude, y − axis is cross-flow non-dimensional amplitude), values
outside the circular plot represent the motion phase angles and values shown on
the diameter of the axes illustrate the tested reduced velocities (in this particular
plot V r is constant with V r = 6).
One immediate observation from Fig. 31 is that vortex pattern shifts are

96

Figure 31: Perturbation map around the chosen baseline value of Ay /D = 0.85,
Ax /D = 0.3, Vr = 6, θ = −180◦ . Results show the vortex sheddings from phase
averaged wakes for each perturbation point. The baseline motion is shown within
a black square box. Blue vorticies represent clockwise spinning vortices and red
vortices represent counterclockwise spinning vortices. Corresponding motion trajectories are illustrated next to the wake patterns.
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Constant parameters
Step 1

Ay/D=0.85, Ax/D=0.3, Vr=6

: -1800 to 1500 around 00 & -1800

Step 2

Ax/D=0.3, Vr=6, = 00&-1800

Ay/D: 0.1 to 1.6 around 0.85

Step 3

Ay/D=0.85, Vr=6, = 00&-1800

Ax/D: 0.1 to 0.3 around 0.3

Step 4

Ay/D=0.85, Ax/D=0.3, = 00&-1800

Vr: 5 to 7 around 6

Figure 32: Perturbation chart showing experimental steps for two chosen baseline
runs.
observed when CF amplitudes reaches the non-dimensional CF amplitude of
Ay /D = 0.85 and rotates in the CCW direction. This condition is believed to
be related to the change of phase angle between CF motion and lift forces which
will be shown in detail later. In addition, when the reduced velocity is varied keeping all the parameters constant, one can see a large wake variability in the response
(see Fig. 31 for θ = −180o , Ay /D = 0.85, Ax /D = 0.3). Note the different mode
descriptions shown on each subplots in Fig. 31 which will be described later.
As a result, Fig. 31 illustrates that varying the phase of the motion for
a cylinder undergoing VIV may have a significant effect on the wake structure
behind the body. In particular, small changes (or perturbations) cause cylinder to
have completely different wake patterns. Because, VIV is a coupled fluid-structure
interaction phenomena, having completely different wake patterns increases the
complexity of the system.
Figure 32 illustrates the perturbation chart showing the varying motion pa-
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rameters around the baseline motions in Steps for brevity. In Step 1, we only vary
the motion phase angles from −180o to 150o at a constant amplitude and reduced
velocity; in the second Step, we vary the non-dimensional cross-flow amplitudes
between 0.1 to 1.6 with increments of 0.25 and keep the non-dimensional in-line
amplitude,in this case reduced velocity and phase angle values are constant. In
Step 3, we keep the non-dimensional cross-flow, reduced velocity and phase angles
constant and vary the in-line non-dimensional amplitudes between 0.1 and 0.3 with
increments of 0.1. And, in the last Step, we keep the non-dimensional cross-flow
and in-line amplitudes and phase angles constant and vary the reduced velocity
values between 5 and 7 with increments of 1.
In order to examine the periodicity of the wake modes, one can study the
time histories of some specific motion trajectories, and wake modes (Figures 59). In particular, we investigate how the motion phase angle, θ, affects the wake
behind a circular cylinder. Similarly, we investigate how CF and IL amplitudes
may affect the wake modes when we perturb the non-dimensional amplitudes Ay /D
and Ax /D. Lastly, we vary the reduced velocity,Vr values for the same purpose.
To do this, we chose one subset data point, Ay /D = 0.85, Ax /D = 0.3, Vr = 6,
θ = 0◦ , which represents free vibration region in [1]. In this part, the baseline
motions of the cylinder are perturbed in three ways, phase variation, amplitude
variation, and reduced velocity variation. In each case, the wake time histories
are investigated using DPIV visualization technique to show the resulting wake
structures in association with measured phase angles between motions and forces.
As we look into the(Vr , θ) region from Figure 38 for the fixed CF amplitude
Ay /D = 0.85 and fixed IL amplitude Ax /D = 0.3, as the phase changes from −180◦
to 150◦ with increments 30◦ , the vortex modes behind the circular cylinder change
significantly (following the fixed V r = 6 radius). We observe wake structures as:
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”2C −M ” at −180◦ , −150◦ , −120◦ , at phase angles of −90◦ and −60◦ ;then the wake
structure becomes “2S” based on the [20] definition. Again “P+S” vortex pattern
is observed between the phase angles of −30◦ and 0◦ and “2T” vortex pattern
is observed between the phase angles of 30◦ to 90◦ . If we look into the phase
angles of 120◦ and 150◦ , the wake becomes rather complex at these motion phases,
categorized as multi-vortex structures that include all other vortex combinations.
Figure 33 shows the time history of vortex shedding per cycle of flow part
a circular cylinder for combined in-line and cross-flow motions. Instantaneous
vorticity field results plotted against θ( motion phase), and φx and φy (phase angle
between motion and force in respective direction). Figure 33 shows that vortex
modes are very sensitive to the phase angles between IL and CF motions. Wake
behind the cylinder seems to be“2C − M ” for the phase angle of −180◦ ,“2C − M ”
for the phase angle of −150◦ ,“2C − M ” for the phase angle of −120◦ , “2S” for the
phase angle of −90◦ , “2S” for the phase angle of −60◦ ,“P + S” for the phase angle
of −30◦ .
As an example, wake structure at the phase angle of θ = −180◦ , have 2 corotating vorticies formations. As the cylinder goes through its trajectory in the
clockwise direction, these co-rotating vorticies are merged in downstream. If we
change the phase angle to θ = −150◦ , there is no significant change in the wake,
where we observe 2 co-rotating vortex formations behind the cylinder. We observe
a similar vortex pattern for the phase angle of −120◦ case as well, where 2 corotating vortex pairs are formed in the wake and they are merged into one single
vortex in downstream. As we change the motion phase angles towards to the value
of −90◦ , the vortex pattern in the wake is altered and formed 2 single vortices per
cycle. Similarly, as we change the phase angle to −60◦ , the wake structure does not
get affected much. Similarly, we observe two strong single vorticies shedding behind

100

the cylinder and translate into downstream as cylinder moves. When we change the
motion phase angle to −30◦ , interestingly the wake structure becomes completely
different than the wake patterns of other phase angles where the resulting new
wake at θ = 30o is messier and a distinct mode shape is less pronounced. Without
a mode decomposition, it is hard to say which mode that this particular wake
structure represent. As a result, as the phase angles change from −180◦ to −30◦ ,
vortices in the wake becomes more separated. In particular, vortices spread out
more as the phase changes from −180◦ to −120◦ , and when the phase becomes
−90◦ , vortices are spread out more and have different patterns. At phase angle of
−30◦ , wake becomes more spread out and becomes messier. Another interesting
observation is that blue vortices (clockwise vortex) becomes top vortex in the wake
which is almost reversed Karman-Street vortex between −90◦ and −30◦ . There is
also a jump for the phase between CF motion and lift force between −120◦ and
−90◦ where φy shifts from −360◦ and −220◦ . This jump in force phase difference
could be related to the vortex shift, where the wake structure is also changed with
the jump.
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Figure 33: Time history of vortex shedding per cycle of flow past a circular cylinder for combined IL and CF motion. The
vorticity field results with the phases between motion and forces of the phase variation around baseline point (Ay /D = 0.85,
Ax /D = 0.3, Vr = 6, θ = 0◦ ) as kept Ay /D, Ax /D and Vr constant. θ is varied −180◦ to − 30◦ . φy is defines as the phase
between CF motion and measured lift force. φx is defines as the phase between IL motion and measured drag force.
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Figure 34: Time history of vortex shedding per cycle of flow past a circular cylinder for combined IL and CF motion. The
vorticity field results with the phases between motion and forces of the phase variation around baseline point (Ay /D = 0.85,
Ax /D = 0.3, Vr = 6, θ = 0◦ ) as kept Ay /D, Ax /D and Vr constant. θ is varied 0◦ to150◦ . φy is defines as the phase between
CF motion and measured lift force. φx is defines as the phase between IL motion and measured drag force.
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Figure 34 provides the flow visualization of 6 data-points where the data points
represent 6 different phase angles. Different than Fig. 33, the motion phase angles
vary from 0o to 150o for the same amplitude and reduced velocities. Similar to
previous case, the wakes appear to be very complex and sensitive to the phasing
between IL and CF motions. The wake that forms behind the cylinder seems to
be “P+S” for the phase angle of 0◦ , “2T” for the phase angle of 30◦ , “2T” for the
phase angle of 60◦ , “2T” for the phase angle pf 90◦ , “MV” for the phase angle of
120◦ ,’M V ’ for 150◦ .
If we look into the wake structure at θ = 0◦ more in detail, we see that one
strong single vortex and one pair vortices are formed. As the cylinder moves in
counter-clockwise direction, these formed vorticies are translating into downstream
in the wake. If we perturb the phase angle to θ = 30◦ , we then observe 3 single
vorticies in half-cycle in the wake. One might see that wake structure becomes
more messier as the phase perturbs to θ = 30◦ . As the phase moves towards to
60◦ , 3 single vorticies formed behind the cylinder. If we perturb the phase to 90◦ ,
wake structure behind the cylinder does not alter significantly. Again, 3 vorticies
are formed in half-cycle of cylinder’s motion and they translate in downstream
based on cylinder’s movement on its trajectory. Similarly, when we change the
phase into 120◦ , the wake structure becomes more messier and some combination
of vorticies appear in the wake. Similarly, if we reach 150◦ , we still observe multi
sructure vortex structure are appeared in the wake. In general, as the phase moves
from 0◦ to 150◦ , number of vorticies are increasing after 90◦ . Another observation
can be made from the figure that the tendency of phase between forces and motions
(φx and φy ) does not change significantly by varying the phase between IL and CF
motions between the phase angles of 0◦ and 150◦ .
We also investigate the variation of amplitudes for CF and IL for the chosen
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two-degree of freedom motion baseline point which are Ay /D = 0.85, Ax /D = 0.3,
Vr = 6, θ = 0◦ . Again, varying amplitude on two degree of freedom of system
results in significant changes in wake structure behind the cylinder. First, we will
observe CF amplitude variation by tuning 0.1, 0.35, 0.6 and 1.1, 1.35, 1.6 in order
to investigate how wake pattern is changing behind the cylinder and IL amplitude
will be tuned 0.1 and 0.2 in order to observe wake structure behind the cylinder.
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Figure 35: Time history of vortex shedding per cycle of flow past a circular cylinder for combined IL and CF motion. The
vorticity field results with the phases between motion and forces of the CF motion amplitude variation around baseline point
(Ay /D = 0.85, Ax /D = 0.3, Vr = 6, θ = 0◦ ) as kept θ, Ax /D and Vr constant. Ay /D is varied 0.1to1.6. φy is defines as the
phase between CF motion and measured lift force. φx is defines as the phase between IL motion and measured drag force.
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Figure 36: Time history of vortex shedding per cycle of flow past a circular cylinder for combined IL and CF motion. The
vorticity field results with the phases between motion and forces of the IL motion amplitude variation around baseline point
(Ay /D = 0.85, Ax /D = 0.3, Vr = 6, θ = 0◦ ) as kept Ay /D, θ and Vr constant. Ax /D is varied 0.1to0.3. φy is defines as the
phase between CF motion and measured lift force. φx is defines as the phase between IL motion and measured drag force.
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Figure 37: Time history of vortex shedding per cycle of flow past a circular cylinder for combined IL and CF motion. The
vorticity field results with the phases between motion and forces of the reduced velocity variation around baseline point
(Ay /D = 0.85, Ax /D = 0.3, Vr = 6, θ = 0◦ ) as kept Ay /D, Ax /D and θ constant. Vr is varied 5to7. φy is defines as the
phase between CF motion and measured lift force. φx is defines as the phase between IL motion and measured drag force.
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Figure 35 shows the flow visualization of 7 data-points (7 different nondimensional cross-flow amplitude sets) along with the corresponding phase variations between forces and motions. One can see that at low non-dimensional crossflow amplitudes (i.e., Ay /D = 0.1, 0.35) wake pattern resemble to ‘2PO ’ where two
overlapping vortex pairs form per cycle. As the cross-flow non-dimensional amplitude ratio increases, wake depth starts to increase as well along with the increasing
noise embedded in the wake. At Ay /D = 0.6, wake resembles to ‘P + S’ pattern
where a single vortex and a vortex pair form per cycle. Although this is not apparent in the wakes shown in Fig. 35, it is more apparent in the corresponding
videos. As the non-dimensional amplitude is further increased, the wake patterns
resemble to ‘2S’,‘P + S’ and ‘2T ’ for amplitudes, 1.1, 1.35 and 1.6, respectively.
Note that these wake patterns seem quite noisy. It is because no advanced postprocessing techniques such as filtering or smoothing have been applied to these
wakes, hence they represent the original (unprocessed) data. The resulting observations have been detected from careful and tedious investigations of corresponding
video files; regardless, more detailed study (perhaps a mathematical framework)
on wake patterns needs to be done to verify these wake patterns. Another important observation here is the dramatic change in the phase angles between the
cross-flow motion and the lift force (φy ), where at low cross-flow non-dimensional
amplitude ratios (at Ay /D = 0.1, 0.35, 0.6, 0.85) φy = 30o , and at higher amplitude ratios φy = 330o . Interestingly, it is the high amplitude ratios result large
phasing between the cross-flow motion and the lift force which will be examined
later in Section xx. There is no phase difference change is observed between the
in-line motion and the drag force which makes sense because it seems that it is the
cross-flow motion that dominates the system as in flexible cylinder experiments of
[38].
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Figure 36 illustrates the time history of the vortex patterns for three different non-dimensional in-line amplitude ratios (Ax /D = 0.1, 0.2, 0.3), where other
parameters such as Ay /D = 0.85, V r = 6 and θ = 0o kept constant. Similar to
earlier observations in Fig. 35, as the non-dimensional amplitude increased, the
wake becomes more chaotic, although clear wake patterns could be still observed.
For example, at Ax /D = 0.1, the wake resembles to a classic ‘2T ’ pattern where
a triplet of vortices form per half-cycle (this is more apparent at t∗ = 0.2), and at
Ax /D = 0.2 the wake resembles to ‘P + S’ pattern (more apparent at t∗ = 0.2).
Here, it is important to note the presence of high level of noise embedded in the
downstream wake. Similar to Fig. 35, there is a dramatic change in the phase
angles between the cross-flow response and the lift force (φy ) at Ax /D = 0.1 and
Ax /D = 0.2, where at Ax /D = 0.3 and Ax /D = 0.2, φy = 180o , but it changes to
φy = 360o at Ax /D = 0.1. In other words, clear wake patterns are observed at low
in-line amplitudes with phase angle value of 360o and as the in-line amplitude ratios increased, on the one hand the wake width is increased and response becomes
more chaotic; on the other hand, the vortices gets closer to vortices are less spread
out in downstream suggesting there is a negative energy transfer to the wake so
that larger in-line amplitude motions pulls the vortices towards the cylinder.
It is known that as the reduced velocity is increased, flows past cylinder faster
and increases the vortex shedding frequency. As a result, more vortex pairs per
cycle can be formed in a short time period, hence it effects the resulting body
motion. Therefore, it is important to look for the effect of reduced velocity on the
response for the same amplitude and phase angles. Figure 37 illustrates the time
history of the vortex patterns for three different reduced velocities (V r/D = 5, 6, 7),
where other parameters such as Ay /D = 0.85, Ax /D = 0.3 and θ = 0o kept
constant. Horizontal plots in Fig. 37 shows 6 time instances of vortex pairs
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behind the cylinder. Some interesting observations can be made. For example, at
V r = 5, although resulting wake structure seem chaotic, counter rotating vortices
seem to shed at the time instances at the top and bottom of the downstream line.
This means that, vortex pairs in the downstream (low pressure regions) will induce
extra drag force on the structure increasing the drag coefficient values. However,
at V r = 6 and V r = 7, the vortices shed alternately where figure-eight type of
patterns could be expected. Wake response at V r = 5 resembles to a classical ‘2S’
type of response with the difference being in this case that vortices do not shed
alternately at the top and bottom of the cylinder but they are synchronized. In
addition, vortex pattern at V r = 6 resembles to ‘P + S’ type of pattern where
one strong single vortex and one pair of vortices are formed in downstream, and
vortex pattern at V r = 7 resembles to ‘2T ’ type of response where a triplet of
vortices form per cycle in the downstream. Another important observation can be
seen in the corresponding phase differences between the cross-flow motion and the
lift forces φy , where the phase difference changes drastically from 360o to 180o as
the reduced velocity increased from 5 to 7. It also seems that the phase between
in-line force and in-line motion, φx , is not affected by the change in the reduced
velocity.
4.3.2

Categorization of the observed wake modes

Figure 38 illustrates the map of observed wake modes where x−axis represents
three non-dimensional in-line amplitudes (0.1,0.2,0.3) and y − axis represents the
seven non-dimensional cross-flow amplitudes (0.1,0.35,0.6,0.85,1.1,1.35,1.6). In total, there are 21 motion combinations and 12 different motion phase angles within
each motion’s contour plot as illustrated with different colors. Here, it is important to note that although there were 9555 experiments carried out at a single
Reynolds number of 7620 in [2]; we only examine 819 of them in this study for flow
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visualization (see Figure 32). Visual inspection is made for the entire subset of the
parameter space of motions where a series of contour plots are used to illustrate
the results. As a result, in total there are 14 different wake patterns are observed
where 6 of them represent classical vortex patterns that has been topic of subject
to many earlier studies (i.e., 2S, P ,2P ,2PO , 2T ,’P + S’) and rest of them are new
observed wake patterns in VIV experiments. In addition, there are wake regions
that no symmetric wake patters are observed, those experiments are labeled as
asymmetric wake regions (AS) in Fig. 38 ’s colorbar.
As a result of the initial categorization, we observe some interesting results.
First, Figure 38 clearly shows that wake modes are highly dependent on the motion parameters with some asymmetric vortices. At small non-dimensional amplitudes (i.e., Ay /D = 0.1, 0.35, 0.6, Ax /D = 0.1) “2S” wake mode is the dominant
wake mode as expected, and as the amplitude increases the “2T” mode becomes
dominant. Another important observation is that as the in-line non-dimensional
amplitude increases at a constant cross-flow amplitude ratio, the variability in the
wake response also increases. Although it seems like we have chaotic response, this
response is expected since increase in the in-line amplitude is the result of additional drag force on the cylinder and this additional force generally disturbs the
vortices shedding (see Fig. 8). In addition, we observe some unsyncronised vortex
patterns in all of the in-line amplitude variations which suggest that further mode
decomposition as in [38] might be necessary to label them correctly. Moreover,
at a fixed cross-flow and in-line amplitude ratio i.e., Ay /D = 0.1, Ax /D = 0.2,
new combination of vortex modes such as ‘4S’, ‘C + S’, ‘PO + PO ’, ‘P + P ’,
‘2C − M ’,‘2C − D’,‘2PO + 2S’ are observed. These new modes are shown and
discussed in more detail in Figures 39, 40 and 41.
For example, if cross-flow amplitude is increased, one may observe ‘2C −
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Figure 38: Observed wake modes are from visual inspection for time histories of
vortex shedding in the wake shown based on reduced velocity(5,6,7) and phases
(−180◦ , −150◦ , −120◦ , −90◦ , −60◦ , −30◦ , 0◦ , 30◦ , 60◦ , 90◦ , 120◦ , 150◦ ) between IL
and CF motion associated with colors which are given for each specific wake mode.
The x-axis shows non- dimensional IL amplitudes: 0.1, 0.2, 0.3. The y-axis shows
the non-dimensional CF amplitudes: 0.1, 0.35, 0.6, 0.85, 1.1, 1.35, 1.6.
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Observed vortex modes
2S
4S
P +P
P
2PO
2P
2C − M
2C − D
2T
US

Definitions
two single vortices
four single vortices
two vortex pairs
a vortex pair
two overlapping vortex pairs
two vortex pairs forming
two merging co-rotating vortex pairs
two dividing co-rotating vortex pairs
two triplet of vortices
unsynchronized wake

Asymmetric wakes (AS)
P +S
C +S
2PO + 2S
Multi-vortex (M V )

a single vortex and a vortex pair
a co-rotating vortex and a single vortex
two single vortex and two overlapping vortex pairs
combination of vortex shedding modes

Table 5: Definition of vortex shedding patterns forming per cycle observed in forced
combined IL and CF motion of the circular cylinder undergoing VIV. Overlapping
vortex pair is defined by [24] as one vortex being weaker in a pair of vortex.

M ’,‘2C − D’ and ‘2T ’ wake modes for small in-line amplitude of Ax /D = 0.1. [16]
observed ‘2T ’ for a large CF amplitude which is also observed in Figure 38. One
common result is that as the IL amplitude is increased, wake structure becomes
more complex.
Figures 39, 40 and 41 summarize the observed vortex shedding patterns with
sketches, where blue vortex is defined as clockwise single vortex and red vortex is
defined as counterclockwise single vortex.
Figure 39 illustrates the sketch of the vortex patterns and their corresponding observed flow visualizations. Classical ‘2S’ pattern is illustrated in the top
to illustrate the classical two single vortices formed per cycle.

One can see

the instantaneous flow field behind the cylinder illustrating the ‘2S’ pattern at
Ay = 0.1, Ax /D = 0.1, V r = 5, θ − 60o , t∗ = 0.32 where t∗ represents the time
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step captured. Different than earlier studies, ‘4S’ like pattern is also observed at
Ay = 0.85, Ax /D = 0.1, V r = 5, θ − 120o , t∗ = 0.43 where four single of vortices
formed per cycle. In this case, there are two pair of vortices rotating downstream
where the vortex pairs at a similar distance in the x-direction have the same directions. At very large amplitudes, another interesting vortex pair has been identified
and labeled as P + P where a vortex pair is formed per half cycle. In other words,
this pattern resembles to classical P wake pattern (also illustrated in Figure 11)
but with higher shedding frequencies hence the same wake pattern is observed per
half cycle rather than full cycle. In addition, vortices weakens quicker than the
other cases in this case since it is observed at very small cross-flow motions and
relatively large in-line motions. The last sketch in Figure 11 illustrates the classical
2PO response where two overlapping vortex pairs formed per cycle with stronger
vortices downstream and weaker counter rotating vortices right in front of them.
Figure 40 illustrates the sketches of the observed vortex patterns at Ay /D =
0.1, Ax /D = 0.2, V r = 7, θ = 90o shown at the top, Ay /D = 1.6, Ax /D = 0.1, V r =
6, θ = −180o at the center, and Ay /D = 1.6, Ax /D = 0.2, V r = 7, θ = −180o at the
bottom. At Ay /D = 0.1, Ax /D = 0.2, cylinder forms a single vortex downstream
in CW and a co-rotating vortex pair. At Ay /D = 1.6, Ax /D = 0.1, wake consists
of a single vortex and an overlapping vortex pair forming per cycle. Wake after the
first cycle seems to be chaotic hence can’t sustain its shape. Another interesting
vortex pair come to life is a generic multi vortex (MV) pair. We introduce MV
definition, because the resulting wake either is not strong hence immediately get
disturbed, or does not fit any of the previous classical vortex shedding descriptions.
In this particular case, a counter rotating vortex pair is followed by a triplet of
vortices shed per cycle.
Figure 41 illustrates the vortex patterns of five more example motions observed
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Figure 39: Sketches of the observed vortex shedding patterns.
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Figure 40: Sketches of the observed vortex shedding patterns.

117

2P
P

P

2C-M

C-M

C-M

y
x

2C-D
C-D
y
C-D

x

P+S
y
x

Figure 41: Sketches of the vortex shedding patterns which are observed in forced
two degree of freedom experiment. Vortex modes are defined by [13], [24] and [16]
terminology; ’S’ is a single vortex, ’P ’ is vortex pair, PO is a pair of vorticies that
one vortex is weaker, ’C − M ’ means co-rotating merging vortex pair, ’C − D’
means co-rotating dividing vortex pair, ’T ’ means triplet vorticies, ’U S’ means
unsynchronized wake, ’M V ’ means multi-vortex structure, ’AS’ means asymmetric
wake.
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during the experiments. ‘2P ’ mode is two vortex pairs forming per cycle, ‘2C − M ’
is merging co-rotating vortex pairs forming per cycle, ‘2C − D’ represents two
dividing co-rotating vortex pairs forming per cycle , ‘2T ’ is a triplet of vortices
forming per cycle, and ‘P + S’ represents a single vortex and vortex pair forming
per cycle.
The study of forced two degree of freedom for sufficiently low-mass structures
would provide new vortex formation modes which are different from the modes
in the literature. These new vortex shedding modes are introduced as ’4S’,’P +
P ’,’2C − M ’,’2C − D’,’C + S’,’2PO + 2S’ sketched on Figure 39, Figure 40 and
Figure 41 and showed on parameter space. ’C + S’ vortex mode comprising three
vortices being formed per cycle with the terminology of [20]. This mode are seen
mostly small CF amplitudes and particularly 0.2 IL motion amplitude and reduced
velocity at 7. In this mode, two counterclockwise vortex and one clockwise vortex
are formed behind the cylinder and they translate in downstream with cylinder’s
motion. The major difference between ’P + S’ and ’C + S’ vortex modes are that
there is a considerable amount of space between reversed-spin vortices. ’2C − M ’
vortex modes mean two single vortices are formed behind the cylinder and they
co-rotate and merge in downstream with cylinder’s motion. Similarly ’2C − D’
vortex modes mean two single vortices are formed behind the cylinder and they
co-rotate and disperse in downstream with cylinder’s motion. These type of vortex
shedding pattern are seen in high CF and high IL amplitude in certain reduced
velocity and phase between IL and CF motion.
Table 5 lists the definitions of vortex shedding patterns from visual observations of time histories of vortex formations. In addition to vortex shedding observed and defined by [20], [24], [16] and [27], additional vortex shedding patterns
are observed in the entire PIV map for combined IL and CF motion of the cylinder.
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Furthermore, multi-vortex structure emerged some combination of vortex modes in
the wake which is shown in white region on Figure 38. In this “MV” mode region,
‘S + C − M + S’, ‘C + C − M ’, ‘S + C − M + C’, ‘S + C − M + S + S’, ‘PO + T ’, ‘5S’,
‘2S + P ’, ‘2P + 2S’, ‘P + 2C − D’, ’C + P ’, ’S + S + 2C − D’, ’P + S + S’, ’2P + S’,
’P + T ’, ’S + P + (P + S) + S + T ’, ’2PO + C − M ’, ’PO + S + S’, ’C − M + C − D’
type of complex vortex modes are observed. We also observe an exchange type of
behavior in the wake where basically a pair is formed and then ripped apart by
a different vortex mode in the wake for “2P+2S” vortex mode. [39] presented a
mathematical model of “2P” and “2C’ vortex wakes. In their study, they mention
exchanging modes which are basically the traverse separation of the vorticies that
are bounded but four base vorticies continually separated in the stream direction
similar to the “2P+2S” vortex modes. They argue that vortices in this mode are
changing pairs. We observe this kind of behavior for the “2P+2S” vortex mode
for high CF and IL motion amplitude.
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Figure 42: Comparison of the vortex shedding modes emerged in wake field;2P atAy /D = 0.35, Ax /D = 0.1, Vr = 6, θ =
−120◦ , 0 4S 0 atAy /D = 0.85, Ax /D = 0.1, Vr = 5, θ = −120◦ , P + P atAy /D = 1.6, Ax /D = 0.3, Vr = 7, θ = −150◦
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Figure 43: Comparison of the vortex shedding modes emerged in wake field; 2T atAy /D = 0.85, Ax /D = 0.3, Vr = 7, θ = 0◦ ,
2PO + 2SatAy /D = 1.6, Ax /D = 0.1, Vr = 6, θ = −180◦

b)2PO+2S

a)2T

Figure 42 shows the vortex formations, ‘2P’, ‘4S’ and ‘P+P’ emerging in the
wake per cycle. In the figure, we see the direct comparisons in the wake. One might
see from the figure, a vortex pair emerges in half-cycle of the cylinder for ‘2P’ vortex
mode. However, ‘4S’ vortex mode comprises four vortices. This modes are usually
seen for large CF amplitudes([40]). In this mode, two counterclockwise vortices
and two clockwise vortices are formed behind the cylinder and they translate in
downstream with cylinder’s motion. Similarly, the major difference between ‘2P’
and ‘4S’ vortex modes are that there is a considerable amount of space between
reversed-spin vortices. ‘P+P’ vortex mode is similar to ‘2P’ vortex mode. Similarly,
a vortex pair forms in half-cycle but the shape of vortex structure in the wake is
rather different in comparison to classic type of ‘2P’ vortex shape. ‘P+P’ vortex
modes are typically seen for large CF and IL amplitudes.
Figure 43 shows both ‘2T’ and ‘2PO + 2S’ vortex modes that are formed per
cycle in the wake. ‘2T ’ vortex modes are usually observed for large CF amplitudes,
and ‘2PO + 2S’ vortex modes are observed for large CF and IL amplitudes. ‘2T ’
has a triplet of vorticies in half-cycle and they stay in a group of vortices as shown
in the figure. However, ‘2PO + 2S’ vortex mode has a different shape in the wake
such that one single vortex and one overlapping vortex pair are formed in each
half-cycle of the cylinder motion as shown in the Fig. 43.
4.3.3

Contours of total average power coefficient and vortex formation
modes

In this section, we show contours plot of average power coefficient with different observed vortex formation modes based on certain motion parameters. Average
power coefficient is related to fluid forces where it shows possible energy transfer
directions (i.e., if energy is moving in or out of the system). When the average
power coefficient is positive, it means that there is an energy input from fluid into
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the mass spring system which is related to free vibration region for combined IL
and CF motion of the cylinder in VIV. However, when this coefficient becomes
negative, it means that there is an energy transfer from spring mass system into
the fluid which means the system is in forced vibration region for two degree of
freedom system.
Since we have forced vibration experiments, the motions of the cylinder are
fixed in the system. Therefore, the experimental system cannot alter the amplitudes itself to ensure such that the average power over one cycle is always zero. In
other words, average power coefficient can be negative or positive value depending
on the body motions in a forced vibration experiment [1]. When the average power
coefficient becomes zero in forced vibration experiments, this is indicative of the
theoretical region for a free vibration region.
The average power over one cycle of the body motion is defined as the integral
in time over one cycle of the motion of the total force times the velocity. The power
is normalized to produce an average power coefficient, Cap ;

Cap =

1
t2 −t1

R t2

(Fy ẏ + Fx ẋ)dt
0.5ρU 3 DL
t1

(34)

In this equation, Fy and Fx are defined measured hydrodynamic forces from
the experiments which represent the lift and drag forces, respectively. For example,
in a one degree of freedom VIV experiment with no IL motion, this expression is
similar to Clv value. However, an energy balance must be accomplished taking
into account both IL and CF motion of the body. The phase between IL and CF
motion plays an important role in determining the direction of energy flow [1].
Figure 44 shows observed vortex modes on contours of the average power
coefficient by CF motion amplitude Ay /D and reduced velocity Vr for a fixed phase
between IL and CF motion of θ = 0◦ at fixed IL motion amplitude, Ax /D = 0.1. In
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Figure 44: Contours of the average power coefficient, Cap with observed vortex
modes ([20], [24], [16]) by varying CF amplitude, Ay /D and reduced velocity, Vr
for fixed phase, θ = 0◦ and fixed IL motion amplitude Ax /D=0.1. Flow velocity
is left to right.
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Figure 45: Contours of the average power coefficient, Cap with observed vortex
modes ([20], [24], [16]) by varying CF amplitude, Ay /D and reduced velocity, Vr
for fixed phase, θ = 0◦ and fixed IL motion amplitude Ax /D=0.2. Flow velocity
is left to right.
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Figure 46: Contours of the average power coefficient, Cap with observed vortex
modes ([20], [24], [16]) by varying CF amplitude, Ay /D and reduced velocity, Vr
for fixed phase, θ = 0◦ and fixed IL motion amplitude Ax /D=0.3. Flow velocity
is left to right.
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Figure 47: Contours of the average power coefficient, Cap with observed vortex
modes ([20], [24], [16]) by varying CF amplitude, Ay /D and reduced velocity, Vr
for fixed phase, θ = 30◦ and fixed IL motion amplitude Ax /D=0.1. Flow velocity
is left to right.
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Figure 48: Contours of the average power coefficient, Cap with observed vortex
modes ([20], [24], [16]) by varying CF amplitude, Ay /D and reduced velocity, Vr
for fixed phase, θ = 60◦ and fixed IL motion amplitude Ax /D=0.1. Flow velocity
is left to right.
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Fig. 44, white color represents free vibration region where Cap values are positive.
Four different vortex formation modes ‘2S’, ‘2PO ’, ‘2P ’ and ‘2T ’ are observed,
where ‘2S’ vortex mode is observed in the free vibration region, and ‘2PO , ‘2P ’,
‘2T ’ vortex modes are observed in the forced vibration region for the phase angle
of 0◦ .
Figure 47 shows observed vortex modes on contours of the average power
coefficient by changing CF motion amplitude, Ay /D and reduced velocity, Vr for
fixed phase between IL and CF motion of θ = 30◦ at fixed IL motion amplitude,
Ax /D = 0.1. Free vibration region can be seen from the plot as white region where
Cap value becomes positive. Four different vortex formation modes ‘2S’, ‘2PO0 , ‘2P 0
and ‘2T ’ are observed on contour plot of the total average power coefficient. As can
be seen from the figure, ‘2S’ vortex mode is observed in the free vibration region.
However, ’2PO , ’2P ’, ’2T ’ vortex modes are observed in the forced vibration region
when the phase is 30◦ .
Figure 48 shows observed vortex modes on contours of the average power
coefficient by changing CF motion amplitude, Ay /D and reduced velocity, Vr for
fixed phase between IL and CF motion of θ = 60◦ at fixed IL motion amplitude,
Ax /D = 0.1. In this figure, we also observe four vortex formation modes ’2S’,
’P + S’, ’2PO ’ and ’2T ’. In Fig. 48, ‘2S’, ‘P + S’ vortex mode are observed in the
free vibration region whereas ‘2PO , ‘2T ’ vortex modes are observed in the forced
vibration region when the phase is 60◦ .
It should be remembered that this analysis is carried out with visual inspection
only and is subject to human error due to the fact that some wakes are chaotic
and includes a lot of uncertainties. That being said, this approach is a classical
approach that has been used in many studies such as [20], [41], [13] and many
more.
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4.4

Discussion
Vortex formation of the rigid circular cylinder undergoing VIV is investigated

introducing IL motion into the system by utilizing DPIV technique. As a result of
this study, we show how wake structure is changed when we include IL motion in
defined parameter space for wake measurements. The wake measurement of forced
combined IL and CF motion is a initial step for showing complexity of the wake
for a cylinder in two degree of freedom system undergoing VIV.
All wake measurements have been analyzed carefully from time dependent
DPIV measurements by looking into vortex formation emerged in time for all entire
parameter space. We have had limited time (3 cycles of the cylinder’s motion) for
the investigation of the wake. This could effect on defining vortex formation in the
wake. However, in most cases, wake structures repeat themselves in each cycle.
All vortex shedding modes are defined based on the definition of [20], [24], [16] and
[27] terminology. Understanding the wake modes are of utmost importance for a
universal understanding of the fundamental fluid-structure interactions.
We provide the average power coefficient contour map with observed wake
modes. The average power coefficient plots show energy-in and energy out regions
(free vibrations and forced vibrations) for the combined IL and CF motion of the
cylinder undergoing VIV. Typically, ‘2S’ and sometimes ‘P+S’ vortex shedding
modes are observed in free vibration region. On the other hand, mostly ‘2T’,
sometimes ‘2PO ’ and ‘2P’ vortex modes are observed in forced vibration region.
However, the phase between IL and CF motion could change free vibration region
and vortex formations. Also, we only provide 0.1 IL motion amplitude. If we
increase IL motion amplitude, free vibration region for the combined IL and CF
motion of a circular cylinder undergoing VIV also increases.
The most important finding of this work is that we show the complexity of the
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wake for a cylinder undergoing combined IL and CF motions. We illustrate how
motion parameters;IL and CF amplitudes, reduced velocity, the phase between IL
and CF motion affect wake structure behind the cylinder. We choose two baseline
data-points and perturb one motion parameter in order to explain how the wake
is affected. Since we are working for two degree of freedom systems, we show the
effect of IL amplitude and the effect of the trajectory of the cylinder motion on
wake structure. The importance of IL amplitude and the phase between IL and
CF motion is that including these parameters in system extend the wake pattern
behind the cylinder. Also, we observe that especially the phase between CF motion
and lift force could effect on the change vortex formation in the wake. Similarly,
we observe an asymmetric wake pattern whenever the vorticies are more spread
out depending on motion parameters. We specify these patterns as ‘C+S’ vortex
pattern. This observed wake is sometimes co-rotating and sometimes translating
into downstream. Also, there are similar number of vorticies in the wake due to the
fact that the phasing is different so we end up with different dynamic behaviors.
Whether we call them 2P or not this is too much simplification to capture all of
this variations in the wake. Moreover, we observe new vortex shedding patterns
such as ‘C + S’, ‘4S’, ‘P + P ’, ‘2C − M ’, ‘2C − D’, ‘M V ’. Small CF amplitudes
with IL motion provides us mostly ‘C + S’ modes. On the other hand, high CF
amplitude with IL motion amplitude results ‘P + P ’, ’2C − M ’, ’2C − D’, ’M V ’
and messier wake modes.
There are two important aspects that needs to be considered when wakes
behind oscillating bluff bodies are considered. First of all, in reality there is not
a single response that one will observe for a given condition, because small perturbations to the response will completely change the fluid-structure interactions.
Secondly, it is hard to categorize wake modes from only visual inspection. One
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need to apply reduced order modeling to the wake data to find the coherent wake
characteristics. For example, applying classical reduced order modeling techniques
such as proper-orthogonal mode decomposition or smooth-orthogonal decomposition (SOD) to the wake data will provide certainly provide more insights. Especially, generalized-SOD technique that have been applied to the structural response
data might be expanded to wake data since it is shown to work better in nonlinear
systems [42, 9].
While it is well known that vortex-induced vibrations can result in an amplification of the mean drag force acting on the cylinder, one unexpected observation
from the present study is that for specific motion combinations, a significant mean
lift coefficient may be observed, with values in excess of 1 and comparable to the
value of the fluctuating lift coefficient for some body motions. One can see that for
very specific motion combinations, it is possible to have a large mean lift coefficient
from the forced motion of the body as shown in [2, 43], implying that a significant
asymmetry to the wake may exist for these motion combinations. While wake
asymmetry has been observed in purely CF forced motion experiments [20], the
significant value of the mean lift force implies that this could produce a significant
mean lift in long, flexible structures that exhibit a power out region over their
length.
4.5

Conclusion
We have formed a flow visualization database by DPIV experiments for two

degree freedom of forced vibration system in order to investigate wake structure
behind the circular cylinder. This is very important to implement for VIV problems
because it is the most significant components in fundamental understanding of this
fluid-structure interaction physical problem. Forming vortex structure is highly
depending on motion parameters such as CF amplitude, IL amplitude, the phasing
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between IL and CF motion, reduced velocity. These experiment are done at a
constant Re number. Vortex modes are represented in (Vr , θ) region for fixed
(Ax /D, Ay /D) by doing visual inspection from time dependent vortex formations.
We observed high variability in the wake based on motion parameters for two
degree of freedom vortex-induced vibration system. The wake behind the structure
becomes very complex phenomenon and we need to investigate individually in order
to understand the wake. In addition, we also observed new vortex patterns some of
which are periodic and some of them are chaotic. We showed that the complexity
of the wake depends on not only the CF and IL motion amplitudes, but also the
phase angles between IL and CF motions and IL motion amplitudes. It seems
that IL motion effect contribute both forming co-rotating pairs in the wake due to
the extra energy input into the system and complexity in the wake. In addition,
one see that the phase between CF motion and lift force might affect the vortex
formation change in the system.
A significant mean lift coefficient is observed by [2, 43] for some motion combinations of the cylinder and this mean lift is hypothesized to be attributed to
an asymmetric wake. One implication of a significant mean lift, particularly for
offshore risers, is that even if the mean lift is a result of motion conditions that
occur due to power output type motions (motions where the cylinder has a net
transfer of energy to the fluid), this type of motion can occur in offshore risers and
would result in a ‘kiting’ condition, where the mean lift would push the cylinder
to one side. This could be a concern in the operation of offshore risers. Kiting has
been observed for systems that produce asymmetries on risers, such as fairings,
however the authors are unaware of kiting observations for a bare pipe.
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CHAPTER 5
Conclusion remarks
5.1

Overview
Majority of research on VIV has been conducted as considered one degree of

freedom system. However, there are not many studies considering IL effect on VIV
model. The combination effect of IL and CF motion can be considered as more
realistic representation on structures undergoing VIV. This study focuses measurements of force coefficients exerted on the body and wake behind the structure
obtained through forced combined IL and CF motion of a rigid circular cylinder in a
uniform free stream. Our focus is to provide better understanding for basic principles of VIV by considering two degree of freedom system for a rigid cylinder inflow.
For this purpose, we use semi empirical method to define our model. URI towing
tank is used to conduct forced experiments with generated unique automated algorithm. Two force sensors are used to measure hydrodynamic forces exerted on
the model. Flow visualization experiment is conducted in the same towing tank
with digital particle image velocimetry (DPIV) technique. The fluid-structure interaction of the rigid circular cylinder are analyzed by utilizing high-speed camera.
Vortex formation in the wake behind the cylinder is characterized with particle
image measurements tools. This technique provides the measurement velocity and
vorticity field in the wake. This experimental system gives better understanding
for wake and structural responses which is complex coupled fluid-structure interactions. The measurements illustrate a number of major contributions of combined
IL and CF df motion of a rigid cylinder undergoing VIV:
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5.2

Major Contributions
- A significant mean lift coefficient is observed for some motion combinations

of the cylinder and this mean lift is hypothesized to be attributed to an asymmetric
wake. Additional wake visualization studies are necessary to further understand
the presence of a significant mean lift coefficient. One implication of a significant
mean lift, particularly for offshore risers, is that even if the mean lift is a result of
motion conditions that occur due to power output type motions (motions where
the cylinder has a net transfer of energy to the fluid), this type of motion can
occur in offshore risers and would result in a ‘kiting’ condition, where the mean
lift would push the cylinder to one side. This could be a concern in the operation
of offshore risers. Kiting has been observed for systems that produce asymmetries
on risers, such as fairings, however the authors are unaware of kiting observations
for a bare pipe.
- The added mass coefficient in the cross-flow direction is observed to vary
significantly over the entire range of reduced velocities and phase between in-line
and cross-flow motion, while the in-line added mass coefficient does not change
significantly. This implies that for vibrations occurring in the presented range of
motions, changes to the effective natural frequency of the system dependent on
motion changes of the system, would largely be driven by changes to cross-flow
natural frequencies and not in-line natural frequencies.
- The addition of in-line motion in the consideration of the average power
coefficient illustrates that in-line motion expands the region over which a positive
energy transfer from the fluid to the body occurs. This implies that in-line motions
will enhance the vibration of a combined in-line and cross-flow system, consistent
with observations from free vibration experiments.
- Coupled vibration system is highly driven by CF natural frequency not IL
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natural frequencies. Another interesting observation is that including IL motion
into the system definitely affect the average power coefficient which shows energyin and energy-out in the parameter space. We conclude that IL motion expands
the energy-in region which shows energy transfer from the fluid to the body in
parameter space.
- We show the multi-branch region occurring in force database. In this region,
we observe discontinuities in the hydrodynamic coefficients as a function of reduced
velocity. First, we show two specific multi-branch region with wake measurements
behind the model. This clearly show us there is overlapping regime in which
separates different fluid-forcing regimes. We also observe how the wake is changing
based on the slight change of reduced velocity.
- We observe new vortex combinations by introducing IL motion into the
system. This helps to define how the wake has the complexity. Especially, we
show that the complexity of the wake increases with Cf and IL motion amplitudes.
we show the wake formation is highy depending on the phase between IL and
CF motion (trajectory of the cylinder motion) and IL motion amplitude for two
degree of freedom system. It seems that IL motion effect contribute both forming
co-rotating pairs in the wake due to the extra enery input into the system and
complexity in the wake. In addition, one see that the phase between CF motion
and lift force might affect the vortex formation change in the system.
5.3

Recommendation for future work
Definitely one can improve the experimentation by using better equipment

and better experimental environments. However, some questions come up with
this study for the topic of VIV in two degree of freedom.
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5.3.1

Higher resolution database with improved especially reduced velocity and the phases between IL and CF motions

We observe multi-branch in force database. We have potentially multiple force
and wake responses in this multi-branch regions. With finer resolution of database,
these multi-branch regions can be defined more accurately. The structural responses of a rigid cylinder in two degree freedom system have large non-linearity.
Therefore, linearly interpolating of force coefficient database would not give good
estimation of intermediate values of force coefficients. Certainly, a better estimation of forces exerted on the cylinder could be observed with higher resolution of
database. For example, this may help defining better multi-branch region. Also, we
observe better results with increasing towing tank time traces because we observe
the responses only from a few cycles of motion especially for wake measurements.
5.3.2

Observing Reynolds number effects

We conducted our experiments with constant Reynolds number. Reynolds
number is certainly one of the parameters that might affect the responses of the
structure inflow. Tests was conducted at reasonable Re number that might be
matching previous experiments. Reynolds number could be one of experiment
parameter in order to observe for higher Reynolds number effects on the responses
of the structure. Particularly, there might be question raising about multi branch
regions. How are multi-branch regions on force database affected when varying
Reynolds number? The other question would be for vortex formation in the wake.
How Is the wake structure changed at higher Reynolds number. Testing at higher
Reynolds number might be able to answer some of these questions.
5.3.3

Building prediction model for two degree of freedom

We built force and wake database for two degree of freedom system undergoing
VIV. These database can be used in order to use prediction model for two degree
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of freedom system. Therefore, defining multi branch on database is very important
phenomenon because we have multiple force and wake responses in these regions.
In addition, this force and wake database could be used for improving numerical
simulations for two degree of freedom system.
5.3.4

Developing novel multivariate analysis based on wake mode map

Forced database could be used for multivariate analysis in order to better
understand for fluid structure interactions. The traditional reduced order models
such as proper orthogonal decomposition (POD) and recently developed smooth
orthogonal decomposition (SOD) models could be used to identify non-linear mode
interactions for the response of a rigid circular cylinder. These methods could be
developed for two degree of freedom system.
5.3.5

Observe vortex formation with higher reduced velocity and the
phase between IL and CF motion

The mapping of wake structures provides fundamental insights for understanding VIV. Vortex shedding in the wake mainly induces the forces observed by an
oscillating cylinder. Therefore, vortex formation in the wake for motion parameters helps to understand the particular forces exerted on the body. We provide
the mapping wake structure behind a cylinder subspace of force database. We
only conducted DPIV measurements for Vr = 5, 6, 7 cases. The same study can be
done for higher reduced velocity resolution in order to better understand vortex
formation in the wake. Similarly, the resolution of the phase between IL and CF
could be increased becase the phase between motions is very important parameter
for vortex formation behind the cylinder.
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APPENDIX A
Prediction model of vortex induced vibration response by combined
in-line and cross-flow forced motion of a cylinder inflow
A.1

Introduction
The fluid-structure interactions present physical complexity in hydrodynam-

ics. Vortex-induced vibrations (VIV) is one of the fundamental problems in the
fluid-structure interactions field ([1],[2], [3], [4], [5], [6]). VIV occurs due to instability in the wake of a flexibly mounted body which is in uniform flow when
Reynolds number (Re) reached about 40. This leads to the formation of asymmetric vortex shedding which exerts vibrating forces on the body ([7]). Experiments
shows that the cylinder vibrates harmonically when it undergoes VIV. Also, the
motion frequency almost matches with vortex shedding frequency which is defined
from Strouhal frequency.
The complex physics of the problem makes prediction very difficult for VIV.
Experiments show that when a cylinder is forced to vibrate transversely inflow
with a specific motion frequency and amplitude, the force exerted on the body
becomes identical to freely vibrating cylinder([8], [9]). Therefore, free vibrations
can be assumed to be harmonic motions since the forces in free vibrations can
be explained by using the principle parameters from the fluid force from forced
vibrations. In conclusion, several studies focused the mapped the forces based on
motion parameter space with vortex shedding patterns([1], [10], [11]).
Along with these information, forming efficient force database is very important to build prediction model for VIV. Including IL motion provides with further complexity into the parametric space considering also IL motion amplitude
and the phase angle between IL and CF motion. This increases experiment runs
for effective parametric space ([12], [13],[14], [15]). The Intelligent Towing Tank
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(ITT) experiments are described by [16] due to requirement of building extensive
database. To sum up, forced vibrations are effectively important tool in investigating the very complex properties of VIV([17], [18]). Building efficient extensive
force database is important to understand the properties of VIV.
Comprehensive database is required to predict VIV. In this study, forced vibration automated experiments are employed in uniform flow for a circular cylinder
with two degrees of freedom system in order to build effective database. Multi dimensional interpolation technique is used to apply formed database to interpolate
database for intermediate values of motions parameters such that virtual experiment box is formed for two degree of freedom system. We develop a prediction
model for free vibrations by using this virtual experiment box with determined
stopping creteria for each motion parameters.
A.2

Approach the problem
The URI experimental facility is shown for automated runs on Figure A.1.

The experimental facility consists of a towing tank, automated linear actuators,
control box and data acquisition tools. There is a main carriage which is installed
on two rails aligned with tank lengths. Linear actuator is installed on main carriage
where it allows doing combined IL and CF motion of a cylinder align with towing
direction. There are two main software near the tank facility. One of them is
responsible for data acquisition which is communicating with DAQ board and the
other one is Power PMAC system which allows to control main carriage with linear
actuator. Force measurements is managed with ATI-Gamma six-axis force sensor
with data storage with using MATLAB.
First, we build our input parameter space for two degree of freedom system.
We have four main motion parameters; CF motion amplitude, Ay /D, IL motion
amplitude, Ax /D, reduced velocity, Vr , the phase between IL and CF motion, θ.
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Control box

Automated 3-Axis
actuator

Towing direction
Data acquisition
Computer

9555 runs; 1368 hours

Figure A.1: Schematic image of the Experimental Fluid Mechanics towing facility
the key steps for automated VIV data acquisition.
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Since VIV problem is modeled as two degrees of freedom system, input parametric
space is sufficiently extended to build force database. CF motion amplitude, Ay /D
is defined as [0.1, 1.6] with increment 0.25. IL motion amplitude, Ax /D is defined
as [0.1, 0.5] with increment 0.1. the phase between IL and CF motion, θ is defined
as [-180, 180] with increment 30 degrees. Reduced velocity, Vr is defined as [4, 8]
with increment 0.2. This input parametric forms 9555 runs which take 1368 hours
running time.
Basically, the cylinder is acting with a pre-determined prescribed sinusoidal
trajectory relative to the uniform fluid. Force database with four motion parameters is formed from automated towing tank experiments. VIV problem is investigated with finer resolution of parameter space than previously studied. Our main
purpose is to explore the prediction method for a freely vibrating cylinder from
forced database in two degree of freedom system. Before going into the problem,
we introduce the equation of motion which is typically used for two degree of freedom system. y direction represents CF direction which is defined as lift direction
and x direction represents IL direction which is defined as drag direction;

my ÿ + by ẏ + ky y = Fy

and mx ẍ + bx ẋ + kx x = Fx

(A.1)

where my and mx are total oscillating CF and IL direction structural mass
respectively; by and bx are CF and IL direction structural dampings respectively;
ky and kx are CF and IL direction spring constants. The motions of the cylinder
y(t) and x(t) are sinusoidal motions which can be defines as;

y = Ay sin(ωt) and x = Ax sin(2ωt + θ)

(A.2)

Where ω = 2πf is the motion frequency. θ is the phase between IL and CF
motion. It is defined as assuming the flow is coming from left to right. We can
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Figure A.2: Flow chart which describes prediction method for two degree of freedom system of VIV.
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Figure A.3: Interpolating hydrodynamic force coefficients by using multi dimensional approach to make virtual experiment box.
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express forcing as sinusoidal equation.

Fy = Fˆy sin(ωt + φ1 ) and Fx = Fˆx sin(2ωt + φ2 )

(A.3)

Where Fy is lift force and Fx is drag force exerted on the body. The phase angle
φ1 and φ2 is between the fluid forcing and body motion for CF and IL direction
respectively. The structure parameters, structural mass, structural damping and
spring constant is going to be chosen from free vibration experiments to predict
VIV by forced vibration dataset([18], [12]).
A.3

Future work
Figure A.2 shows the flow chart of prediction method. In this algorithm, we

have initial guess values to start prediction algorithm. Decomposition force coefficients are calculated based on initial input values. The lift coefficient in phase
with velocity, the lift coefficient in phase with acceleration, the drag coefficient in
phase with velocity, the drag coefficient in phase with acceleration are derived and
stored before for all runs. Flv , Fla , Fdv , Fda are derived from hydrodynamic force
coefficients which is stored in force database. The multi dimensional interpolation
technique is applied to reconstruct force database note that the intermediate values
can be obtained from reconstructed force database which is called virtual experiment box. Figure A.3 shows the intermediate values for some part of database
from multi dimensional interpolation technique applied in database. We investigate that if one can predict free vibrations by using forced vibration database in
two degree of freedom system. To do so, First, initial guess values are set up and
the initial force values are obtained from virtual experiment box. The updated
new inputs are calculated by using ODE solver for the equation of motions. This
process run up to reaching stopping criteria. Once the stoping criteria is managed,
the solution is obtained. The stopping criteria is minimizing the error between
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values. This prediction model is applied for predicting free vibration responses of
[12] and [13, 18].
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APPENDIX B
Checking trajectory of motion for forced and DPIV experiments in
parametric space.
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Figure B.1: Figure shows the root mean squared error between measured and ideal trajectory for one sample of data point.
This procedure is applied for all forced parametric space.

Figure B.2: Root mean square error anaysis between measured and ideal trejectory
of 2D forced VIV experiments. We indicate that 0.1 rmse threshold number is the
limit for applying good trajectory during the experiment. As we see from the figure
all represented data point has really good results based on rmse error calculation.
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Figure B.3: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 0.1 and Ax /D = 0.1 in DPIV region.
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Figure B.4: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 0.1 and Ax /D = 0.2 in DPIV region.
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Figure B.5: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 0.1 and Ax /D = 0.3 in DPIV region.
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Figure B.6: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 0.35 and Ax /D = 0.1 in DPIV region.
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Figure B.7: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 0.35 and Ax /D = 0.2 in DPIV region.
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Figure B.8: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 0.35 and Ax /D = 0.3 in DPIV region.
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Figure B.9: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 0.6 and Ax /D = 0.1 in DPIV region.
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Figure B.10: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 0.6 and Ax /D = 0.2 in DPIV region.
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Figure B.11: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 0.6 and Ax /D = 0.3 in DPIV region.
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Figure B.12: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 0.85 and Ax /D = 0.1 in DPIV region.
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Figure B.13: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 0.85 and Ax /D = 0.2 in DPIV region.
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Figure B.14: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 0.85 and Ax /D = 0.3 in DPIV region.
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Figure B.15: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 1.1 and Ax /D = 0.1 in DPIV region.
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Figure B.16: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 1.1 and Ax /D = 0.2 in DPIV region.
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Figure B.17: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 1.1 and Ax /D = 0.3 in DPIV region.
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Figure B.18: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 1.35 and Ax /D = 0.1 in DPIV region.
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Figure B.19: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 1.35 and Ax /D = 0.2 in DPIV region.
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Figure B.20: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 1.35 and Ax /D = 0.3 in DPIV region.
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Figure B.21: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 1.6 and Ax /D = 0.1 in DPIV region.
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Figure B.22: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 1.6 and Ax /D = 0.2 in DPIV region.
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Figure B.23: Figure show the comparison of cylinder travel distance for ideal and
measured cases at Ay /D = 1.6 and Ax /D = 0.3 in DPIV region.
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APPENDIX C
Forced and DPIV experiment setup
C.1 Experiment tools
C.1.1 Force sensor
ATI SI-65-5 and SI-130-10 forces sensors are used to do forced vibration experiment to get hydrodynamic forces exerted on the body. SI-65-5 force sensor can
measure up to measure up to 65 N in x and y direction. SI-130-5 force sensor can
measure up to measure up to 130 N in x and y direction.
C.1.2

Test Clinder

The test cylinder consisted of a carbon fiber tube with an end cap to keep
the cylinder hollow and minimize its mass. The cylinder was 3.85 cm in diameter,
and 87.2 cm long with a submerged length of 57.25 cm. The cylinder is positioned
with a tip clearance of 3.5 mm from the bottom of the tank to avoid significant
three-dimensional effects at the tip. The total moving mass of the test cylinder
and hardware connected to the force sensor was 0.2679 kg.
C.1.3

Towing Tank

The visualization and motion control tank consists of a 4.3 m by 0.9 m by 0.8
m glass tank with tow carriage. The tow carriage is equipped with an X-Y linear
actuator system and Zrotational motor mounted to the carriage. Force measurement is available through a six-axis force transducer mounted to the tow point.
The system is fully automated through a Matlab control interface, allowing for
automated control of experiments by defining a list of experiments, or through
autonomous control of experiments based on the decision making algorithm. The
tank will also be used for flow visualization experiments. Flow visualization equipment consists of two high-speed cameras and a high-speed laser for performing
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Figure C.1: Force sensor which is used to in forced experiments([1])
stereoscopic particle image velocimetry measurements.
C.1.4

High Speed Camera

One phantom v10 high speed camera is used to do DPIV experiment for flow
visualization of a rigid circular cylinder undergoing VIV in two degrees of freedom
system. This high speed camera has 480 frames per second by using the full
resolution of 2400x1800 pixel.
C.1.5

Laser equipment and Seeding

The class 4 beam laser is used for DPIV experiments in towing tank. The
laser has capability of a wavelength of 532 nm. Since the wake field 2D in DPIV
experiments, the high speed camera is situated underneath the tank with 90◦ to
capture wake field behind the cylinder and the laser is situated near the tank where
it illuminates the seeded particles in towing tank. Two lens are used in order to
spread the beam onto water surface.
The seeding particles are Polyamid Seeding Particles (PSP) obtained from
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Figure C.2: A sample image of the phantom V10 high speed camera([2])
Dantec Dynamics. These particles have a particle size of several microns leads to
a strong scatter of laser light. The particle density is close to water density which
give the advantage of neutrally buoyancy in the water. The polyamide particles
have a mean size of 20 microns, 55 microns, 60 microns and 100 microns.
C.1.6

PIV processing and Software

DaVis version 8 software supplied by LaVision is used for PIV processing in
order to do flow visualization. This software utilizes the processing techniques
where it provides a variety of image processing, vector field processing, filtering
and parameter calculation routines. We used these basic routines in order to obtain general features of the wake behind the cylinder. We used these processing
techniques in order to calculate velocity field and vortex field in the wake behind
rigid cylinder. The optimum interrogation window size is adjusted during calibration process to get better result in the wake. Very small interrogation window
size can cause spurious and false correlations as the interrogation window particle
density decreases ([3], [4]).
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Figure C.3: A calibration plate by LaVision
C.1.7

Image Calibration

Wake field is calibrated by appropriately scaling the image size and orientation
of the high speed camera. A calibration plate is used provided by LaVision. The
camera is positioned underneath the tank where there was a 90◦ degree viewing
bottom of the cylinder. Two aspherical lens are also used with the laser in order
to obtain the right image magnification in some cases. Calibration of the image
allows for images to be corrected for lens deformities and camera angle while scaling
the image properly. We use the Calibration Wizard supplied by DaVis 8 software
in order to do calibration ([5]). After calibration plate is aligned with the laser
sheet, a calibration image is taken. One might find all of the plus symbols in the
calibration image and correct the image for image angle and lens distortion by
knowing the dimensions and spacing of the symbols on the calibration plate.
C.2

Forced and DPIV experimental setup
The forced and DPIV experiments are conducted in the Experimental Fluid

Mechanics flow tank on the Narragansett Bay Campus of the University of Rhode
Island, a tank that is 107 cm wide, 280 cm long and 75 cm deep. Hydrodynamic
forces were measured using ATI Gamma SI-65-10 and SI-130-10 six-axis force sensors with prescribed motions. The moving upper portion of the test apparatus
consists of 4 parts; aluminum frame, servo motor, force sensor and test cylinder.The test cylinder is kept clearance, 3.5mm from bottom of the tank in order to
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i)

ii)

Linear Actuator
Towing tank

Test Cylinder

iv)

iii)

ATI force sensor
Clearance from the bottom

Figure C.4: Forced experiment setup
avoid tip vortices. The lower portion of test apparatus has also 4 parts; aluminum
frames, servo motor, high speed camera (Phantom 10), and laser used in DPIV
experiments.
The fluid was seeded with reflection by laser. Therefore, neutrally buoyant
particles were visible due to laser’s illumination. Normally, laser generates certain
diameter beam of light so we have used two optics to spread laser’s beam into flow
field. Basically, optics were used to change the beam of light into a thin sheet of
light in order to illuminate many particles in one plane. The laser light sheet is
aligned in the fluid such that the of fluid which one wants to view is illuminated
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ii)
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Figure C.5: PIV experiment setup
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Towing tank

by the laser. One high speed camera (Phantom 10) were used to observe the wake
of flow field of the test cylinder.
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