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Abstract
The subsequence matching problem is to decide, for given strings S and T , whether S is a sub-
sequence of T . The string S is called the pattern and the string T the text. We consider the case
of multiple texts and show how to solve the subsequence matching problem in time linear in the
length of the pattern. For this purpose we build an automaton that accepts all subsequences of given
texts. This automaton is called the Directed Acyclic Subsequence Graph (DASG). We prove an upper
bound for its number of states. Furthermore, we consider a modification of the subsequence matching
problem: given a string S and a finite language L, we are to decide whether S is a subsequence of
any string in L. We suppose that a finite automaton accepting L is given and present an algorithm for
building the DASG for language L. We also mention applications of the DASG to some problems
related to subsequences.
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1. Introduction
A subsequence of a string T is any string that can be obtained by deleting zero or more
symbols from T . Problems related to subsequences arise in molecular biology (sequence
alignment, longest common subsequence), text processing (differences between two files),
signal processing (episode matching), and in many other areas.
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A basic task is the subsequence matching problem: given two strings S and T , we
are to determine whether S is a subsequence of T . The string S is called pattern and
the string T text. One natural solution to the subsequence matching problem is dynamic
programming that requires quadratic time and linear space. Bit-parallel approach is next
well-known method. Shift-and (or shift-or) algorithm [6] can be easily modified to search
for a subsequence. Additional solutions come from the theory of finite automata. Building
an automaton that searches for a subsequence S is trivial. Another approach is to preprocess
the text and build the automaton accepting all subsequences of the given text. This automa-
ton is mentioned for the first time probably in [3]. Baeza-Yates [1] called this automaton
Directed Acyclic Subsequence Graph (DASG). It is not difficult to be convinced that the
DASG for text T allows to decide the subsequence matching problem in asymptotically op-
timal time, i.e., in time linear in the length of S. The automaton is partial, that is, each state
needs not have transitions for all symbols of the alphabet, and all its states are final. In [3],
a right-to-left algorithm for building the DASG for one text is given. Baeza-Yates also con-
sidered the case of multiple texts, i.e., given a pattern S and texts T1, T2, . . . , Tk , we are to
determine whether S is a subsequence of Ti for some i ∈ 〈1, k〉. He defined the DASG for
a set of texts and gave a right-to-left algorithm for its construction. In Section 4.1 we give
an example of a quadratic-size DASG associated with two texts. The derived lower bound
corrects a flaw in [1]. We also show application of the DASG to the Shortest Common
Non-Subsequence problem.
Furthermore, we consider modification of the subsequence matching problem: given a
string S and a finite language L, we are to decide whether S is a subsequence of any string
in L. We describe an algorithm for building the DASG for language L. No previous results
for this problem have been noticed.
The paper is organized as follows. In Section 2 we describe the algorithm for building
the DASG for one text, and in Section 3 the algorithm for building the encoded DASG. In
Section 4 we present a left-to-right algorithm for building the DASG for a finite set of texts
and put new bounds for the number of states and transitions. In Section 5 we describe the
algorithm for building the DASG for a finite language. Both Sections 4 and 5 deal with a
finite language. We will use two methods of description of finite language: a list of strings
(Section 4) and an acyclic automaton (Section 5).
Let Σ be a finite alphabet of size σ and let ε be the empty word. Given a word α ∈Σ∗,
we denote by Sub(α) the set of all subsequences of α. A finite automaton is, in this paper,
a 5-tuple (Q,Σ, δ, q0,F ), where Q is a finite set of states, Σ is an input alphabet, δ is a
transition function, q0 is the initial state, and F ⊆Q is the set of final states. Notation 〈i, j 〉
means the interval of integers from i to j , including both i and j . If we consider a string
over an alphabet Σ , we assume that all symbols of Σ are contained in the string, i.e., that
Σ has minimum size.
2. Directed acyclic subsequence graph for one text
We consider a string T = t1t2 . . . tn and describe Sub(T ) recurrently by the regular
expression: Sub0(T ) = ε, Subi (T ) = Subi−1(T )(ε + ti) for 0 < i  n, and Sub(T ) =
Subn(T ). For Subn(T ) we get: Subn(T ) = Subn−1(T )(ε + tn) = Subn−2(T )(ε +
tn−1)(ε + tn) = · · · = (ε + t1)(ε + t2) . . . (ε + tn). If we use this expression to build an
M. Crochemore et al. / Journal of Discrete Algorithms 1 (2003) 255–280 257Fig. 1. NFA accepting all subsequences of abbc (with ε-transitions).
Fig. 2. NFA accepting all subsequences of abbc (without ε-transitions).
Fig. 3. The DASG for string abbc.
automaton, we obtain a nondeterministic version of the DASG (an example is in Fig. 1).
The following also holds: Subn(T )= Subn−1(T )+Subn−1(T )tn = · · · = ε+Sub0(T )t1 +
Sub1(T )t2 +· · ·+Subn−1(T )tn. We can use the last expression to build the nondeterminis-
tic finite automaton (NFA) without ε-transitions (an example is in Fig. 2). If all the symbols
of T are pairwise different, the automaton is deterministic and local (states correspond to
the last letter of the input word). We define the DASG for T as the deterministic automaton
accepting all subsequences of T . An example is in Fig. 3.
Let Q= {q0, q1, . . . , qn} and F =Q. For each a ∈Σ and each i ∈ 〈0, n〉 we define the
transition function δ as follows:{
δ(qi, a)= qj , if there exists k > i such that a = tk and j is the minimal such k,
δ(qi, a)= ∅, otherwise.
Algorithm 1 (Building the DASG for one string).
Procedure BUILD_DASG (t1t2 . . . tn)
input: text T = t1t2 . . . tn
output: the DASG for text T
1: for all a ∈Σ do
2: f [a]← 0
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3: end for
4: create state q0 and mark it as final
5: for i = 1 to n do
6: add state qi and mark it as final
7: for j = f [ti] to (i − 1) do
8: add a transition labeled ti between states qj and qi
9: end for
10: f [ti]← i
11: end for
Lemma 1. The automaton A= (Q,Σ, δ, q0,F ) accepts a string S iff S is a subsequence
of T .
Proof. We prove two implications:
1. If S is a subsequence of T then S is accepted by the automaton (induction in the
length of S):
Step 1: |S| = 1, S = s1. If s1 occurs in T then the state q0 has a transition labeled by s1
and leading to some state qi . Hence, the automaton accepts S.
Step 2: A string Sk = s1s2 . . . sk is a subsequence of T and is accepted by the automaton.
We create a new string Sk+1 = s1s2 . . . sksk+1 by adding a symbol sk+1 to the end of Sk .
There exists a sequence i1, i2, . . . , ik such that s1 = ti1 , s2 = ti2 , . . . , sk = tik (the automaton
will finish in the state qik after accepting Sk). If there exists ik+1 such that ik < ik+1  n and
sk+1 = tik+1 , then state qik has a transition labeled sk+1 and hence the automaton accepts
Sk+1.
2. If S is accepted by the automaton then S is a subsequence of T (induction in the
length of S):
Step 1: |S| = 1, S = s1. If S is accepted by the automaton then state q0 has a transition
labeled s1. State q0 has a transition labeled s1 only if there exists j ∈ 〈1, n〉 such that
s1 = tj .
Step 2: A string Sk = s1s2 . . . sk is accepted by the automaton and there exists a se-
quence i1, i2, . . . , ik such that s1 = ti1, s2 = ti2, . . . , sk = tik . We create a new string
Sk+1 = s1s2 . . . sksk+1 by adding a symbol sk+1 to the end of Sk . The automaton will finish
in state qik after accepting Sk . If state qik has a transition labeled sk+1 then there exists ik+1
such that ik < ik+1  n and sk+1 = tik+1 . ✷
We note that the automaton can be partial, i.e., each state does not need to have tran-
sitions for all a ∈ Σ . If δ(qi , a) = qj , we say that the state qi has a transition for a.
Otherwise, if δ(qi, a)= ∅, we say that qi has no transition for a.
Since the automatonA has to accept T , it has the minimum number of states. Obviously,
the following also holds: if δ(qi, a)= ∅ then δ(qj , a)= ∅ for all j ∈ 〈i, n〉. It means that
it is sufficient to remember the smallest i such that δ(qi, a)= ∅ to be able to determine all
states qj such that δ(qj , a)= ∅.
The DASG can be built by the algorithm BUILD_DASG. The algorithm is incremental.
We start with the automaton accepting all subsequences of T ′ = ε. During each step we
lengthen T ′ by one symbol and modify the automaton to accept all subsequences of T ′.
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The modification of the automaton consists in adding a state and adding transitions. For
each symbol we add one state and at least one transition. When we lengthen T ′ by the
symbol a, we add the transition labeled a for all states which have no output transition for
a. To determine these states, we maintain for all a ∈Σ the index of the leftmost state that
has no output transition for a. This value is stored in f [a].
2.1. The number of transitions
The minimum number of transitions is clearly n. The DASG has this number of tran-
sitions if and only if all the symbols of T are identical. We consider a state qi . Clearly,
the number of output transitions of qi is at most σ . Since each transition from qi goes to a
state qj where j > i and no two transitions starting in qi go to the same state, the maximum
number of output transitions of qi is:
max_out_degi = min(σ,n− i)
Then, the maximum total number of transitions is:
(n+ 1 − σ)σ + (σ − 1)+ · · · + 2 + 1+ 0
= (n+ 1− σ)σ + σ(σ − 1)
2
= 2σn+ σ − σ
2
2
The DASG has this number of transitions if and only if no two of the last σ symbols of T
are identical.
2.2. Complexity
The main cycle of Algorithm 1 (lines 5–11) is performed n times. Since the automaton
has O(nσ) transitions, the total time complexity of lines 7–9 is O(nσ).
For fixed alphabets we suppose that adding or looking up a transition takes constant
time. Then, the algorithm requires O(nσ) time. The time of subsequence test is O(m) in
the worst case, where m is the length of the pattern.
For arbitrary alphabets we may suppose that adding or looking up a transition takes
O(logσ) time (using balanced trees, for example). Therefore, the complexity must be mul-
tiplied by factor logσ .
In both cases the algorithm requires O(σ ) extra space to implement the table f .
3. Encoding the input symbols
Encoding input symbols as a method for reducing the number of transitions was intro-
duced in [1]. The method uses k < σ digits for encoding the input symbols. The number
of states grows at most to nlogk σ + 1, but the number of transitions usually decreases.
A necessary condition for an encoding to reduce the size of the automaton was stated in [1]:
Given a minimal state partial deterministic finite automaton with s states, where s0 of them
do not have outgoing transitions, and t transitions, then encoding may reduce the size of
the automaton only if t > 2(s− s0). Fig. 4 shows the encoded version of the DASG for text
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T = abbc and k = 2 (in this case encoding does not reduce the number of transitions). The
symbols are encoded as follows: a = 00, b = 01, c= 10.
We consider an alphabet Σ of size σ and a text T = t1t2 . . . tn over this alphabet. Each
symbol a ∈Σ is encoded using digits 0 and 1. For that we need at least c= log2 σ digits.
The algorithm for building the encoded DASG is a straightforward modification of Al-
gorithm 1. Again, we start with the automaton accepting all subsequences of T ′ = ε and
during each phase we lengthen T ′ by one symbol. The automaton is modified to accept
all subsequences of T ′. Since each symbol is encoded by c digits, we add c states in each
phase. When we lengthen T ′ by a symbol encoded as e1e2 . . . ec, we modify the automa-
ton in such way that all final states of the origin automaton have an output path labeled
e1e2 . . . ec.
To determine effectively how to modify the automaton we use a binary tree as an aux-
iliary structure. The tree is built during the construction of the automaton. In each inner
node of the tree we maintain two lists list[0] (for 0) and list[1] (for 1). We consider a path
p1p2 . . .pi (i < c) starting in the root of the tree and let sp1p2...pi denote the final node
of this path. Then, list[0] in sp1p2...pi contains j if and only if the state qj has no output
transition for 0 (analogously for 1) and there exists a path in the encoded DASG from a
final state to qj , which is labeled p1p2 . . .pi . Obviously, if we want to ensure that all final
states of the automaton have an output path p1p2 . . .pi0, it is sufficient to add the output
transition 0 to states qj for all j ∈ list[0] (analogously for 1). The tree is updated after each
step to reflect a new DASG.
Algorithm 2 (Building the encoded DASG).
Procedure BUILD_ENCODED_DASG (t1t2 . . . tn)
input: text T = t1t2 . . . tn
output: encoded DASG for the text T
1: create a root of the tree
2: create state q0 and put 0 to the both lists in the root
3: for i = 0 to (n− 1) do
4: encode the symbol t(i+1) as e1e2 . . . ec
5: set the root as the actual node in the tree
6: for b= 1 to c do
7: add state qci+b
8: for all j in list[eb] in the actual node of the tree do
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9: add a transition labeled eb between states qj and qci+b
10: remove j from list[eb]
11: end for
12: go to the child of the actual node of the tree through the transition labeled eb
and set the child as the actual node (if the child does not exist, create it and set
both lists of a new node empty)
13: if b < c then
14: add (ci + b) to both lists in the actual node
15: end if
16: end for
17: mark the state qci+c as a final state and add (ci + c) to both lists in the root
18: end for
The algorithm is demonstrated in Figs. 5–9. The lists maintained in a node reachable
with path p from the root are denoted as listp0 and list
p
1 , the symbols are encoded as follows:
a = 00, b= 01, c= 10.
3.1. The number of states and transitions
Since each symbol of T is represented by c states, the total number of states is nc+ 1 =
nlog2 σ + 1.
Clearly, the minimum number of transitions is nc. The encoded DASG has this number
of transitions if and only if all the symbols of T are identical.
We consider a state qi of the DASG (i ∈ 〈0, n − 1〉). Obviously, if the state qi has r
output transitions, then the c-tuple of states qci, qci+1, . . . , qci+c−1 of the encoded DASG
contains at most min(r − 1, c) states with two output transitions. Now we consider only
the set of states with transitions between two neighboring states. Then, this set contains
Fig. 5. Encoded DASG for the text T = ε.
Fig. 6. Encoded DASG for the text T = a.
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Fig. 8. Encoded DASG for the text T = abb.
Fig. 9. Encoded DASG for the text T = abbc.
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nc transitions. Consequently, the total number of transitions is at most nc + (n − c)c +
(c− 1)+ · · · + 1 + 0 = 2nc− 12c(c+ 1)= log2 σ(2n− 12 (log2 σ + 1)).
3.2. Complexity
The main cycle at lines 3–18 is performed n times and the cycle at lines 6–16 log2 σ
times. All transitions are added during the cycle at lines 8–11. Therefore, the total time
complexity of these lines is O(n log2 σ). Hence, the algorithm requires O(n + log2 σ +
n log2 σ) time.
We need O(σ ) space for the tree and O(n log2 σ) for the lists in its nodes. Hence, the
algorithm requires O(σ + n log2 σ) extra space.
The subsequence test takes O(m log2 σ) time in the worst case.
3.3. Conclusion
We have described the incremental algorithm for building the DASG. It requires O(nσ)
time and O(σ ) extra space. With the DASG the subsequence test can be performed in O(m)
time.
Further, we have used encoding to reduce the number of transitions and described the al-
gorithm for direct construction of the encoded DASG. The algorithm requires O(n log2 σ)
time and O(σ + n log2 σ) extra space. The subsequence test requires O(m log2 σ) time.
The problem of how to find an encoding of input symbols which leads to the automaton
with the minimal number of transitions remains open.
4. DASG for a set of texts
Let P denote a set of texts T1, T2, . . . , Tk . Let ni be the length of Ti and Ti[j ] be j th
symbol of Ti for all j ∈ 〈1, ni〉 and all i ∈ 〈1, k〉. We say that S is a subsequence of P if
and only if there exists i ∈ 〈1, k〉 such that S is a subsequence of Ti .
During the preprocessing of texts T1, T2, . . . , Tk we build a deterministic finite automa-
ton (it is called the DASG for T1, T2, . . . , Tk) that accepts all subsequences of Ti for all
i ∈ 〈1, k〉. Such an automaton accepts the language described by regular expression V ,
where V =∑ki=1(∏nij=1(ε+ Ti[j ])).
An example of the DASG is in Fig. 10. Each state of the DASG corresponds to a position
in texts. We start in front of the first symbol of each text. When a new symbol is read, the
positions in texts can change. If we read a symbol a, we move the position in each text
behind the first a after the actual position. If there is no a after the current position in
text Ti , we move behind the last symbol of Ti . Below we formalize this idea.
Definition 1. We define a position point of the set P as an ordered k-tuple [p1,p2, . . . , pk],
where pi ∈ 〈0, ni〉 is a position in string Ti . If pi ∈ 〈0, ni − 1〉 then it denotes the position
in front of (pi + 1)th symbol of Ti , and if pi = ni then it denotes the position behind the
last symbol of Ti , for all i ∈ 〈1, k〉.
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A position point [p1,p2, . . . , pk] is called initial position point if pi = 0 for all i ∈
〈1, k〉. We denote by ipp the initial position point and by Pos(P ) the set of all position
points of P .
Definition 2. For a position point [p1,p2, . . . , pk] we define the subsequence position al-
phabet as the set of all symbols which are contained in text Ti at positions pi+1, . . . , ni for
all i ∈〈1, k〉, i.e., Σp([p1,p2, . . . , pk])={a∈Σ ; ∃i ∈〈1, k〉 ∃j ∈〈pi + 1, ni〉 : Ti [j ]=a}.
Definition 3. For a ∈Σ and a position point [p1,p2, . . . , pk] we define the subsequence
transition function:
sf ([p1,p2, . . . , pk], a)= [r1, r2, . . . , rk], where ri = min({j : j > pi and Ti[j ] = a} ∪
{ni}) for all i ∈ 〈1, k〉 if a ∈Σp([p1,p2, . . . , pk]), and sf ([p1,p2, . . . , pk], a)= ∅ other-
wise.
Let sf ∗ be the reflexive-transitive closure of sf , i.e.,
sf ∗ ([p1,p2, . . . , pk], ε)= [p1,p2, . . . , pk],
sf ∗ ([p1,p2, . . . , pk], a1)= sf ([p1,p2, . . . , pk], a1),
sf ∗ ([p1,p2, . . . , pk], a1a2 . . . al)= sf ∗(sf ([p1,p2, . . . , pk], a1), a2a3 . . . al),
where aj ∈Σp(sf ∗([p1,p2, . . . , pk], a1a2 . . . aj−1)) for all j ∈ 〈1, l − 1〉.
Lemma 2. For each pos ∈ Pos(P ), the automaton A′ = (Pos(P ),Σ, sf ,pos,Pos(P )) ac-
cepts a string S iff there exists i ∈ 〈1, k〉 such that S is a subsequence of Ti[pos[i] +
1 . . .ni ].
Proof. Let S = s1s2 . . . sm. We prove two implications:
(1) IfA′ accepts S then there exists i ∈ 〈1, k〉 such that S is a subsequence of Ti[pos[i]+
1 . . .ni ]. A′ accepts S, i.e., sf ∗(pos, s1s2 . . . sm) = ∅. From definition of sf ∗ it directly
follows that there exists at least one j ∈ 〈1, k〉 such that Tj [pos[j ] + 1 . . .nj ] contains the
symbols s1, s2, . . . , sm in this order. In other words, S is a subsequence of Tj [pos[j ] +
1 . . .nj ].
(2) If S is a subsequence of Ti[pos[i]+ 1 . . .ni ] then A′ accepts S. Let u0 = pos[i] and
uj = min{v: v ∈ 〈uj−1 + 1, ni〉 and Ti[v] = sj } for all j ∈ 〈1,m〉. Clearly, u1, u2, . . . , um
is an occurrence of S in Ti[pos[i] + 1 . . .ni ]. Then, sf ∗(pos, s1s2 . . . sm)= [r1, r2, . . . , rk]
and ri = um. Hence, A′ accepts S. ✷
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Lemma 3. The automaton A = (Pos(P ),Σ, sf , ipp,Pos(P )) accepts a string S iff S is a
subsequence of P .
Proof. Follows from Lemma 2. ✷
Definition 4. A position point pos is called reachable iff there exists a string a1a2 . . . al
such that ai ∈Σp(sf ∗(a1 . . . ai−1, ipp)) for all i ∈ 〈1, l〉 and sf ∗(a1a2 . . . al, ipp)= pos.
Let RP(P ) be the set of all reachable position points of P . We note that ipp ∈ RP(P )
for arbitrary P = ∅.
Definition 5. We say that position points pos1,pos2 ∈ Pos(P ) are equivalent iff the au-
tomata (Pos(P ),Σ, sf ,pos1,Pos(P )) and (Pos(P ),Σ, sf ,pos2,Pos(P )) accept the same
language.
Lemma 4. If the set RP(P ) contains equivalent position points then there exist i, j ∈ 〈1, k〉,
i = j such that a suffix of Ti is a subsequence of Tj .
Proof. Let pos1,pos2 be two distinct equivalent position points. Then there exists i ∈
〈1, k〉 such that pos1[i] = pos2[i]. Without loss of generality, we suppose pos1[i]< pos2[i]
and denote T ′ = Ti [pos1[i] + 1 . . .ni ]. The points pos1, pos2 are equivalent and hence the
automaton with the initial state pos2 has to accept T ′. From Lemma 2 it follows that there
exists j ∈ 〈1, k〉 such that T ′ is a subsequence of Tj [pos2[j ]+1 . . .nj ]. Clearly, i = j . ✷
Lemma 5. The set RP(P ) contains for all i ∈ 〈1, k〉 and for all j ∈ 〈0, ni〉 at least one
position point pos such that pos[i] = j .
Proof. We suppose i ∈ 〈1, k〉. For j = 0 (T [i . . . j ] = ε) the lemma holds. For j ∈ 〈1, ni〉
we denote T ′ = Ti[1 . . . j ]. Let sf ∗(T ′, ipp)= pos. Then pos[i] = j . ✷
A longest common subsequence (LCS) of T1, T2 is a string that is a subsequence of T1,
a subsequence of T2, and has maximal length among all such strings. An '-dominant match
(also called minimal) of two strings is an ordered pair [i1, i2] such that T1[i1] = T2[i2],
the length of an LCS of T1[1 . . . i1] and T2[1 . . . i2] is equal to ', and the length of an
LCS of pairs T1[1 . . . i1 − 1], T2[1 . . . i2] and T1[1 . . . i1], T2[1 . . . i2 − 1] is less than '.
The extension of the definition for k strings is straightforward: an '-dominant match of
T1, . . . , Tk is an ordered k-tuple [i1, . . . , ik] such that T1[i1] = · · · = Tk[ik], the length of
LCS of T1[1 . . . i1], . . . , Tk[1 . . . ik] is equal to ', and for arbitrary permutation [j1, . . . , jk]
of [1,0, . . . ,0] is the length of an LCS of T1[1 . . . i1 − j1], . . . , Tk[1 . . . ik − jk] less than '.
Lemma 6. The set RP(P ) contains all dominant matches of T1, T2, . . . , Tk .
Proof. We suppose a '-dominant match [i1, i2, . . . , ik] and denote a1a2 . . . al the longest
common subsequence of T1[1 . . . i1], . . . , Tk[1 . . . ik]. If there are more the longest common
subsequences, we can choose an arbitrary one. Obviously, a1a2 . . . al determines uniquely
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the '-dominant match. Hence, for two distinct '-dominant matches we obtain the distinct
longest common subsequences. Clearly, sf ∗(a1a2 . . . al, ipp) = [i1, i2, . . . , ik] and hence
each dominant match is also a reachable position point. ✷
4.1. Lower bound for the number of states
We show a quadratic lower bound for the maximum number of states of the DASG for
two strings of the same length.
Lemma 7. We consider the texts T1 = a(ba)2ya3y+2, T2 = ba(bba)yb4y+1, where y ∈ Z,
y  1, and denote by R the set of all reachable position points of T1, T2. Then, R contains
the position points [2(i+ j)− 3,3i− 1] for all i ∈ 〈1, y〉 and all j ∈ 〈1, i+ 1〉 and no two
of these position points are equivalent.
Proof. Since there are 2y b’s in T1, no suffix of T2 of length greater than 2y is a subse-
quence of T1, and since there are y+1 a’s in T2, no suffix of T1 of length greater than y+1
is a subsequence of T2. Hence, no two position points stated in the lemma are equivalent.
Further we prove by induction that R contains points [2(i+ j)−3,3i−1] for all i ∈ 〈1, y〉
and all j ∈ 〈1, i + 1〉:
(1) i = 1: Clearly, [1,2], [3,2] ∈ R.
(2) We write the position points for i (from the lemma): [2i−1,3i−1], [2i+1,3i−1],
. . . , [4i − 1,3i − 1]. Further, we find out the transitions for each of these position points
and generate new points:
[2i − 1,3i − 1] a→[2i+ 1,3i + 2]
[2i + 1,3i − 1] a→[2i+ 3,3i + 2]
...
[4i − 1,3i − 1] a→[4i+ 1,3i + 2]
[4i − 1,3i − 1] b→[4i,3i] b→[4i + 2,3i + 1] a→[4i+ 3,3i + 2]
The new generated points [2i + i,3i + 2], [2i + 3,3i + 2], . . . , [4i + 1,3i + 2], [4i + 3,
3i + 2] are exactly the same as the points from the lemma for i + 1. ✷
Lemma 8. We suppose that the texts T1, T2 satisfy |T1| = |T2| = n. Then the maximum
number of reachable position points of T1, T2 is +(n2).
Proof. The lemma is a direct consequence of Lemma 7. ✷
4.2. Building DASG
We use the DASGs for each text Ti to evaluate effectively the subsequence position
alphabet and the subsequence transition function. Further we suppose that we have built
the DASG (Qi,Σ, δi , qi0,Fi) for each Ti and let Qi = {qi0, qi1, . . . , qini }.
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Procedure SUBSEQUENCE_POSITION_ALPHABET (pos)
input: position point pos
output: subsequence position alphabet Σp(pos)
1: Σp ←∅
2: for i = 1 to k do
3: for all a ∈Σ \Σp do
4: if δi(qipos[i], a) = ∅ then




Procedure SUBSEQUENCE_TRANSITION_FUNCTION (pos, a)
input: position point pos and symbol a ∈Σp(pos)
output: subsequence transition function sf (pos, a)
1: for i = 1 to k do
2: r[i]← min({δi(qipos[i], a)} ∪ {ni})
3: end for
The algorithm building the DASG starts at the initial position point, that corresponds
to the initial state of the DASG, and generates step by step all reachable position points
(states).
Algorithm 3 (Building the DASG for a set of texts).
Procedure BUILD_DASG_FOR_SET_OF_TEXTS (T1, T2, . . . , Tk)
input: texts T1, T2, . . . , Tk
output: the DASG for texts T1, T2, . . . , Tk
1: build the DASG for each text Ti
2: put the initial position point into queue and create the initial state
3: while queue is not empty do
4: store to pos the next position point from queue and remove it from queue
5: store to orig the state corresponding to pos
6: for all a ∈Σp(pos) do
7: r ← SUBSEQUENCE_TRANSITION_ FUNCTION (pos, a)
8: if r is a new position point then
9: add a new state corresponding to r
10: insert r into queue
11: end if
12: store to ns the state corresponding to r
13: add the transition from orig to ns labeled a
14: end for
15: end while
Figs. 11–16 demonstrate the algorithm for the case of texts T1 = aa and T2 = bab.
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Fig. 12. Building the DASG (2).
Fig. 13. Building the DASG (3).
Fig. 14. Building the DASG (4).
Fig. 15. Building the DASG (5).
We assume n1 = n2 = · · · = nk = n and use a k-dimensional array for mapping be-
tween position points and states. The complexity of the algorithm depends on the number
of states. Unfortunately, we have found no tight upper bound for the number of reachable
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position points. The trivial upper bound is 1+ nk and follows from the bound for the num-
ber of position points and from the fact that only for pos = ipp there exists i ∈ 〈1, k〉 such
that pos[i] = 0. Line 1 requires O(kσn) time and space. Providing that the total number of
states is O(t), the cycle at lines 3–15 is performed O(t) times. The cycle at lines 6–14 is
performed O(σ ) time, and line 7 requires O(k) time. Consequently, the algorithm requires
O(kσ t) time and O(kσn+ nk) extra space. The required space can be reduced using, e.g.,
a balanced tree. The time complexity is then multiplied by the factor giving the time com-
plexity of one mapping, in the case of balanced tree it is k logn. In the general case, the
DASG built by the algorithm above can contain equivalent states. Therefore, it should be
minimized using a standard algorithm if a minimal automaton is expected.
4.3. Common subsequence automaton
Given a set P of strings, a common subsequence of P is a string that is a subsequence
of every string in P . We show a modification of the DASG which leads to an automaton
accepting all common subsequences of given strings. Obviously, the language accepted by
this automaton is a subset of the language accepted by the DASG for the same strings. The
automaton is similar to the common subsequence tree introduced in [4].
Definition 6. For a position point [p1,p2, . . . , pk] ∈ Pos(P ) we define the common subse-
quence position alphabet as the set of all symbols which are contained simultaneously in
T1[p1 + 1 . . .n1], . . . , Tk[pk + 1 . . .nk], i.e., Σcp([p1,p2, . . . , pk])= {a ∈Σ: ∀i ∈ 〈1, k〉
∃j ∈ 〈pi + 1, ni〉: Ti[j ] = a}.
Definition 7. For a ∈ Σ and a position point [p1,p2, . . . , pk] ∈ Pos(P ) we define the
common subsequence transition function:
csf ([p1,p2, . . . , pk], a)= [r1, r2, . . . , rk], where ri = min{j : j > pi and Ti[j ] = a} for
all i ∈ 〈1, k〉 if a ∈Σcp([p1,p2, . . . , pk]), and csf ([p1,p2, . . . , pk], a)= ∅ otherwise.
Let csf ∗ be the reflexive-transitive closure of csf .
Lemma 9. For each pos ∈ Pos(P ) the automaton B ′ = (Pos(P ),Σ, csf ,pos,Pos(P )) ac-
cepts a string S iff S is a subsequence of Ti[pos[i] + 1 . . .ni ] for each i ∈ 〈1, k〉.
Proof. Let S = s1s2 . . . sm. We prove two implications:
(1) If B ′ accepts S then S is a subsequence of Ti[pos[i] + 1 . . .ni ] for each i ∈ 〈1, k〉.
B ′ accepts S, i.e., csf ∗(s1s2 . . . sm,pos)= r = ∅. From definition of csf ∗ it directly follows
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that the symbols s1, s2, . . . , sm are contained in this order in Ti[pos[i] + 1 . . .ni] for each
i ∈ 〈1, k〉. In other words, S is a subsequence of Ti[pos[i] + 1 . . .ni ] for each i ∈ 〈1, k〉.
(2) If S is a subsequence of Ti[pos[i] + 1 . . .ni ] for each i ∈ 〈1, k〉 then B ′ accepts S.
Let ui,0 = pos[i] and ui,j = min{v: v ∈ 〈ui,j−1 + 1, ni〉 and Ti[v] = sj } for all j ∈ 〈1,m〉
and all i ∈ 〈1, k〉. Clearly, ui,1, ui,2, . . . , ui,m is an occurrence of S in Ti[pos[i] + 1 . . .ni].
Then, csf ∗(s1s2 . . . sm,pos) = [r1, r2, . . . , rk] and ri = ui,m for all i ∈ 〈1, k〉. Hence, B ′
accepts S. ✷
Lemma 10. The automaton B = (Pos(P ),Σ, csf , ipp,Pos(P )) accepts a string S iff S is
a common subsequence of P .
Proof. Follows from Lemma 9. ✷
The automaton B from Lemma 10 is called the Common Subsequence Automaton
(CSA) for strings T1, T2, . . . , Tk . We show how to use the CSA for T1, T2, . . . , Tk to solve
some variants of the Longest Common Subsequence (LCS) problem.
The Longest Common Subsequence (LCS) problem is to find, for a set P of strings,
the longest common subsequence of P . Many algorithms have been proposed for the LCS
problem of two strings. However, only a few of them can be extended for three or more
strings. A comprehensive summary of all known algorithms for this problem is available
in [2].
We define the following, more general, problem: What is the longest common subse-
quence between any ' strings of P ? We will show how to use the CSA for P to solve this
problem. We will build the CSA and associate with each transition the count of strings
which belong to this transition. Then, we will find the longest path from the initial state
containing only transitions with value greater or equal to '.
Other generalizations of the LCS problem which can be solved by traversing the under-
lying graph of the CSA are:
(1) find ' common subsequences of maximal length,
(2) find the average length of common subsequences, or
(3) find a common subsequence of average length.
4.4. Application: shortest common non-subsequence
Given a set N of strings, a common non-subsequence of N is a string that is a subse-
quence of no string in N . The Shortest Common Non-Subsequence (SCNS) problem is to
find, for a finite set N of strings, the shortest string that is a common non-subsequence
of N . The problem was introduced by Timkovsky [5].
We can use the DASG for a set N to solve the SCNS problem. Since the DASG accepts
all subsequences of N , we can also use it to test if a string is a non-subsequence of N .
We find a symbol a ∈Σ and a path v1v2 . . . vl from the initial state such that the last state
of this path has no output transition for a. Since the DASG is acyclic, such a path always
exists. Obviously, v1v2 . . . vla is a common non-subsequence of N . If we choose v1v2 . . . vl
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the shortest possible, we get the shortest common non-subsequence of N . Hence, we can
solve the SCNS problem in O(kσ t) time.
4.5. Application: shortest distinguishing subsequence
Given two strings, a distinguishing subsequence is a string that is a subsequence of
exactly one of them (and also non-subsequence of exactly one of them). The Shortest
Distinguishing Subsequence problem is to find the shortest such string. The problem is a
special case of the problem of consistent subsequences (Section 4.6) and can be solved in
similar way.
4.6. Application: consistent subsequences
Given two sets, P (positive) and N (negative) of strings, a consistent subsequence of P
and N is a string that is a common subsequence of P and a common non-subsequence ofN .
The Longest Consistent Subsequence problem is to find, for two sets P and N , the longest
string that is a consistent subsequence of P and N . The Shortest Consistent Subsequence
problem is defined analogously. We consider only the case when |P | and |N | are bounded.
Fraser [2] proved that the Longest and Shortest Consistent Subsequence problems can be
solved in polynomial time and described the algorithm for |P | = |N | = 2. The algorithm
requires O(m3n2pq) time where m, n are the lengths of positive strings (m n), and p,
q are the lengths of negative strings. Although the algorithm can be extended for any fixed
number of strings, its time complexity is not very favorable. We show how to use the DASG
to solve these problems.
Let P ∪N = T1T2 . . . Tk . We build the DASG for T1, T2, . . . , Tk and append two flags
to transitions: positive and negative. A transition labeled by a and starting at the position
point pos will be positive if a is a subsequence of Ti [pos[i] + 1 . . .ni ] for all Ti ∈ P .
Similarly, a transition labeled a and starting at the position point pos will be negative if a
is a non-subsequence of Ti[pos[i] + 1 . . .ni ] for all Ti ∈ N . Both flags can be determined
when we evaluate the transition function. Clearly, a path from the initial state such that
each edge of this path is positive and at least one edge is negative represents a consistent
subsequence of P and N . We call such a path consistent. To solve the longest consistent
subsequence problem, we find the longest consistent path. Analogously, for the shortest
consistent subsequence we find the shortest consistent path. Hence, we can solve both
problems in O(kσ t) time.
4.7. Conclusion
We have developed the algorithm for building the DASG for a set of texts. Providing
that the number of states of the DASG is O(t), the algorithm requires O(kσ t) time and
O(kσn+ nk) extra space. The produced DASG helps to decide the subsequence matching
problem in time linear in the length of the pattern. We have also proved that the number of
states of the DASG for two texts is at least quadratic in the length of the input text. But the
problem of a tight upper bound for the number of states remains open. We have defined
the Common Subsequence Automaton and briefly compared it with the DASG. Further, we
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have shown applications of the DASG to the Shortest Common Non-Subsequence problem,
the Shortest Distinguishing Subsequence problem, the Longest Consistent Subsequence
problem, and the Shortest Consistent Subsequence problem.
5. DASG for a finite language
In this section we consider the following, more general, subsequence matching problem:
given a pattern S and a language L, we are to decide whether S is a subsequence of any
string in L. If such a string exists, we say that S is a subsequence of L. We suppose that
a minimal deterministic automaton A accepting L is given and describe an algorithm for
building a DASG for language L. A solution that one can immediately find is as follows:
(1) for each transition in A add a parallel ε transition,
(2) convert all ε transitions to regular ones (i.e., to transitions labeled with a symbol of the
alphabet), and
(3) transform the automaton into a deterministic one.
Below we present a solution based on properties of subsequences. Both approaches have
the same time complexity. Therefore, the presented algorithm is rather a matter of theoret-
ical interest.
We suppose that a given language L is non-empty and that L is described by a minimal
deterministic automaton. As a consequence of minimality of the automaton one can note
that: (a) all states are reachable, (b) from each state there exists a path to a final state,
and (c) there are no two equivalent states. We remind that two states in an automaton are
equivalent if and only if are equivalent the automata having them as initial states.
5.1. Finite regular language
We consider a minimal acyclic deterministic automaton A = (Q,Σ, δ, q0,F ) and de-
note by L the language accepted by A, i.e., L= L(A). We build the DASG for language L.
Lemma 11. Let u,v, x, y ∈Σ∗ be strings such that u= xvy . Then, Sub(v)⊆ Sub(u).
Proof. We describe the sets of all subsequences of u and v using the formula Sub(t1 . . . tn)=∑n
i=1(ε+ ti). The lemma directly follows. ✷
Consequently to Lemma 11, we consider for building the DASG only such final states
in A which have no output transition. Since A is minimal, there is only one such state.
Definition 8. For a state q ∈Q we define lang(q) as the set of all strings that label paths
from q to a final state, i.e., lang(q) = {α ∈ Σ∗: δ∗(q,α) = qf ∈ F }. Further, we define
k(q) as the number of strings in lang(q), i.e., k(q)= |lang(q)|, and level(q) as the length
of the longest string in lang(q), i.e., level(q)= max{|v|: v ∈ lang(q)}.
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Definition 9. For a state q ∈ Q and a symbol a ∈ Σ we define first(q, a) as the set of
first states with the input edge a on paths from q , i.e., first(q, a) = {p ∈Q; ∃α ∈ (Σ \
{a})∗: δ∗(q,αa)= p}.
From minimality of A it follows that each path from q can be lengthened to a final state.
Therefore, the set first(q, a) can be also viewed as the set of states which represent the
shortest prefixes of strings from lang(q) containing a as a subsequence, relatively to q .
The shortest means that no proper prefix of these prefixes contains a as a subsequence.
Lemma 12. For each q ∈Q and each a ∈Σ holds: |first(q, a)| k(q).
Proof. From definition of first(q, a) it follows that for each p ∈ first(q, a) there exists
a path from q to p. Since A is deterministic, for each two p1,p2 ∈ first(q, a),p1 = p2
are these paths distinct. Since A is minimal, each such path can be lengthened to a final
state. ✷
Lemma 13. For each q ∈Q and each a ∈Σ holds:∑p∈first(q,a) k(p) k(q).
Proof. From definition of first(q, a) it follows that for each p ∈ first(q, a) there exists at
least one path from q to p. Hence, if there are k(p) paths from p to a final state then there
are at least the same number of paths from q to a final state going through p. ✷
As a consequence we can note that k(q) k(q0) for each q ∈Q.
Definition 10. For a set P ⊆Q and each a ∈Σ we define First(P, a)=⋃p∈P first(p, a).
Let First∗ be reflexive-transitive closure of First, and P(Q) the set of all non-empty
subsets of Q.
Lemma 14. Let P ∈ P(Q). The automaton B ′ = (P (Q),Σ,First,P,P (Q)) accepts a
string S iff there exists p ∈ P such that S is a subsequence of lang(p).
Proof. Let S = s1s2 . . . sm. We prove two implications:
(1) If B ′ accepts S then there exists p ∈ P such that S is a subsequence of lang(p).
Since B ′ accepts S, First∗(P, s1s2 . . . sm)= P ′ where P ′ ∈ P(Q). We note that P ′ is non-
empty. From definition of First∗ it follows that for each p′ ∈ P ′ there exists p ∈ P such
that between p and p′ is a path in A which is labeled with a string containing S as a subse-
quence. Clearly, this path can be lengthened to a final state and hence S is a subsequence
of lang(p).
(2) If there exists p ∈ P such that S is a subsequence of lang(p) then B ′ accepts S.
We denote r0 = p, r1, . . . , rv a path in A which is labeled with a string containing S as a
subsequence, and k1, . . . , km a strictly increasing sequence of minimal indexes such that
rkj has input edge sj , i.e., if we put k0 = 0, we can define kj = min{l: kj−1 < l  v
and δ(rl−1, sj ) = rl} for all j ∈ 〈1,m〉. We note that k1, . . . , km corresponds to an oc-
currence of S in L. Obviously, rkj ∈ first(rkj−1 , sj ) for all j ∈ 〈1,m〉 and hence rkm ∈
First∗(P, s1s2 . . . sm). Consequently, we get that B ′ accepts S. ✷
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Lemma 15. The automaton B = (P (Q),Σ,First, {q0},P (Q)) accepts a string S iff S is
a subsequence of L.
Proof. Follows from Lemma 14. ✷
The automaton B from Lemma 15 is called Directed Acyclic Subsequence Graph
(DASG) for language L. It allows to decide the general subsequence matching problem
in time linear in the length of S. An example of the DASG for a finite language is in
Fig. 18. The DASG has been built for the language described by the acyclic automaton in
Fig. 17.
Now we focus on the question of minimality of the automaton B . We say that the sets
P1,P2 ∈ P(Q) are equivalent if and only if the automata (P (Q),Σ,First,P1,P (Q)) and
(P (Q),Σ,First,P2,P (Q)) accept the same language.
Lemma 16. Let q1, q2 ∈Q be such that first(q1, a)= first(q2, a) for all a ∈Σ . Then, for
each P ⊆ Q the automata (P (Q),Σ,First,P ∪ {q1},P (Q)) and (P (Q),Σ,First,P ∪
{q2},P (Q)) accept the same language.
Proof. It is sufficient to prove that First(P ∪ {q1}, a) = First(P ∪ {q2}, a) for all a ∈
Σ . Obviously, for all a ∈ Σ holds: First(P ∪ {q1}, a) = First(P, a) ∪ first(q1, a) =
First(P, a)∪ first(q2, a)= First(P ∪ {q2}, a). ✷
Fig. 17. Acyclic automaton accepting language L= {abaa,aabb,bab}.
Fig. 18. The DASG for language L.
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Definition 11. We say that the set P ∈ P(Q) is reachable iff there exists α ∈Σ∗ such that
First∗({q0}, α)= P .
Directly from the definition one can see that for each reachable set P there exists a ∈Σ
such that each p ∈ P has an input edge a.
We denote RS(A) the set of all reachable sets from P(Q). We note that RS(A) corre-
sponds to the set of all reachable states of the automaton B .
Lemma 17. For each P ∈ RS(A) holds: |P | k(q0).
Proof. Since P is reachable, there exists α ∈ Σ∗ such that First∗({q0}, α) = P . From
definition of First∗ it follows that for each p ∈ P there exists a path in A from q0 to p that
is labeled with a string containing α as a subsequence. Since A is deterministic, for each
two p1,p2 ∈ P,p1 = p2 are these paths distinct. Moreover, as it follows from definition
of First∗, we can choose such paths that none is contained in any other. We recall that each
path can be lengthened to a final state. Thus, for each p ∈ P we can find a unique path
from q0 to qf (qf ∈ F) that goes through p. In other words, we get that there are at least
|P | distinct paths from q0 to a final state which is exactly the lemma. ✷
Lemma 18. Let F = {qf }. For each P ∈ P(Q) are P and P ∪ {qf } equivalent.
Proof. The state qf has no output transition and therefore first(qf , a)= ∅ for all a ∈Σ .
Thus, First(P, a)= First(P ∪ {qf }, a) for all a ∈Σ . ✷
Lemma 19. If the set RS(A) contains equivalent sets then there exist q ∈ Q and P ⊆
Q \ {q} such that for each r ∈ lang(q) there exists p ∈ P such that r is a subsequence of
lang(p).
Proof. Let P1,P2 ∈ RS(A) be distinct and equivalent. Without loss of generality we as-
sume that P1 /⊂P2. Since P1 and P2 are equivalent, for each u ∈ P1 \ P2 holds: for each
r ∈ lang(u) there exists u′ ∈ P2 such that r is a subsequence of lang(u′). We put P = P2
and q = u for arbitrary u ∈ P1 \ P2 to obtain the lemma. ✷
Lemma 20. Let k = k(q0) and n= level(q0). Then, |RS(A)| 1 + nk .
Proof. Let P ∈ RS(A) and F = {qf }. We recall that for each p ∈ P there exists a path in
A from q0 to p, and for each two p1,p2 ∈ P,p1 = p2 are such paths distinct. Moreover,
for each p ∈ P we can find a unique path from q0 to qf that goes through p. We can also
say that each path from q0 to qf results in at most one state in P . Obviously, the longest
path contains n+ 1 states. But q0 is in the only one reachable set. Further, according to
Lemma 18, qf is not significant for non-empty subsets. Hence, we get that each path has
n possibilities (n− 1 states, or no state) how it can be represented in P . If we realize that
RS(A) contains only non-empty sets, we get the lemma. ✷
It is not difficult to show that the bound from Lemma 20 is not tight. On the other hand,
no asymptotically better bound is obvious. The bound is the same as in Section 4, where the
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similar problem of building the DASG for a set of strings is solved (although the algorithm
is different).
The algorithm for building the DASG for language L has two main phases: (1) pre-
processing the automaton A, and (2) building the DASG. During the phase 1 we traverse
the underlying graph of the automaton A in depth-first order and find the set first(q, a) for
each q ∈Q and for each a ∈Σ . Subsequently, during the phase 2, we generate step by step
all reachable sets of states.
Procedure PREPROCESS (A)
input: acyclic deterministic automaton A
output: the sets first[q, a] for all q ∈Q and all a ∈Σ
1: for all q ∈Q and all a ∈Σ do
2: first[q, a]← ∅
3: end for
4: actual← q0
5: while actual = null do
6: while actual is not closed do
7: if actual has unused transition then
8: go through this transition (i.e., store to actual the destination state) and mark
the transition as used {depth-first traversing}
9: else
10: mark actual as closed {first[actual, a] are complete for all a ∈Σ}
11: end if
12: end while
13: store to preceding the preceding state of actual in depth-first traversing, or null if
no preceding state exists
14: if preceding = null then
15: store to l the label of transition from preceding to actual that was passed through
in backward direction for the last time
16: add actual to first[preceding, l]
17: for all a ∈Σ \ {l} do





During preprocessing we go through each transition exactly twice: in forward and in
backward directions. During backward transition, the cycle at lines 17–19 is performed,
which requires O(kσ ) time where k = k(q0). Hence, the time complexity of preprocessing
is O(mkσ) where m is the number of transitions in A.
Procedure BUILD_DASG
input: the sets first(q, a) for all q ∈Q and all a ∈Σ
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output: the DASG for the language L(A)
1: create the initial state and put set {q0} to queue {the initial state of the DASG
corresponds to set {q0}}
2: while queue is not empty do
3: store to current subset the next set from queue and remove it from queue
4: store to actual state the state corresponding to current subset
5: for all a ∈Σ do
6: generate subset as union of first[q, a] of all q in current subset
7: if subset = ∅ then
8: if no state corresponds to subset then
9: create new state that corresponds to subset
10: put subset to queue
11: end if
12: store to state the state corresponding to subset




Since there is only one state with no output transition in A, i.e., only for one state
is first(q, a) = ∅ for all a ∈ Σ , the DASG has only one state with no output transition.
Each reachable set is processed exactly once and during this processing is added at most
one transition for each a ∈Σ . Hence, the outgoing automaton is deterministic. In general
case, it may contain equivalent states and therefore, it should be minimized if a minimal
automaton is required.
Let k = k(q0) and n = level(q0). Further, we suppose that mapping between a set of
states of A and a state of the DASG requires O(k lognk) time. The time complexity of the
algorithm for building the DASG depends on the number of states of outgoing automaton.
Providing that the total number of states is O(t), the total time complexity is O(kσ t lognk).
We note that this is the same as the time complexity of standard approach mentioned above.
5.2. Application: longest common subsequence
We define the following, more general, problem: What is the longest common subse-
quence between any ' strings of a language L? We show how to use the DASG for L to
solve this problem. We will build the DASG and associate with each transition the count
of strings which belong to this transition. Then, we find the longest path from the initial
state containing only transitions with value greater or equal to '. Hence, we can solve the
general LCS problem in O(kσ t lognk) time.
5.3. Application: shortest common non-subsequence
We say that a string S is a common non-subsequence of a language L if S is a subse-
quence of no string in L. Similarly as in Section 4.4, we can use the DASG to find the
shortest common non-subsequence of L. Since the DASG accepts all subsequences of L,
it can be also used to test if a string is a non-subsequence of L. We find a symbol a ∈Σ
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and a path v1v2 . . . vl from the initial state such that the last state of this path has no output
transition for a. Since the DASG is acyclic, such a path must exist. Obviously, v1v2 . . . vla
is a common non-subsequence of L. If we choose v1v2 . . . vl the shortest possible, we will
get the shortest common non-subsequence of L. Hence, we can solve the SCNS problem
of a language L in O(kσ t lognk) time.
5.4. General regular language
We extend the previous algorithm for the case of a general regular language, i.e., not
necessarily finite. Since the automaton accepting all subsequences of a general regular
language is not necessarily acyclic, we use term subsequence automaton instead of DASG.
We consider a minimal deterministic automaton A = (Q,Σ, δ, q0,F ) and denote L the
language accepted by A. Definitions of first and First from Section 5.1 can be used also in
this case. Furthermore, Lemmas 14 and 15 hold in general case as well. It remains to show
how to find the sets first(q, a) in a general automaton.
Clearly, if there is a transition between q1 and q2 labeled a then first[q2, b] is a subset
of first[q1, b] for all b ∈Σ \ {a}. One can also say that first[q1, b] depends on first[q2, b].
We should recognize such dependency and determine first[q2, b] before first[q1, b]. Obvi-
ously, a transition labeled a from q1 to q2 causes no dependency between first(q1, a) and
first(q2, a). Hence, transitions a can be omitted when we try to find dependencies for a. It
is easy to prove that all states of a cycle from transitions which are labeled with symbols
different from a have the same value of first[q, a]. An algorithm for finding out depen-
dencies for a symbol a ∈Σ immediately follows: we traverse the underlying graph of the
automaton without a transitions and if we detect a cycle, we replace all states of the cycle
with a new condensed state that has all transitions of the original states. It is obvious that
after a finite number of steps we get an acyclic graph. Again, it is not difficult to prove
that for a given automaton we obtain the same acyclic graph regardless of the order of
replaced cycles. For each state in the acyclic graph we determine the value of first(q, a).
Then we restore all replaced cycles and set first(q, a) of all states in the cycle to the value
of first(q, a) of the condensed state. After finding out the values of first(q, a) for all q ∈Q
and all a ∈Σ , we generate all reachable sets of states. Again, as in the case of finite regular
language, each reachable set of states corresponds to a state of the subsequence automaton
for the language L. In general case, the subsequence automaton has O(2|Q|) states, where
Q is the set of states of the original automaton. Further, it is not difficult to convince that the
subsequence automaton built by this algorithm may contain equivalent states, and hence it
should be minimized. We note again that this approach has the same time complexity as
the standard one.
Procedure PREPROCESS (A)
input: deterministic automaton A
output: the sets first[q, a] for all q ∈Q and all a ∈Σ
1: for all a ∈Σ do
2: for all q ∈Q do
3: store to first[q, a] destination states of transitions labeled a and starting in q
4: end for
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5: remove all transitions labeled a
6: actual← q0
7: while actual = null do
8: while actual is not closed do
9: if actual has unused transition then
10: go through this transition (i.e., store to actual
the destination state) and mark the transition as used
11: if cycle is detected then
12: replace all states of the cycle by a new condensed state that has all
transitions of original states
13: end if
14: else
15: mark actual as closed {first[actual, a] are complete for all a ∈Σ}
16: end if
17: end while
18: store to preceding the preceding state of actual in traversing, or null if no
preceding state exists
19: if preceding = null then




24: for all condensed states qc do
25: restore original cycle
26: for all states q of the original cycle do
27: first[q, a]← first[qc, a]
28: end for
29: end for
30: restore removed transitions
31: end for
5.5. Conclusion
We have supposed a minimal deterministic automaton accepting a finite language L
and developed the algorithm for building the DASG for L. The algorithm requires
O(kσ t lognk) time. We have also shown applications of the DASG to the Longest Com-
mon Subsequence problem and the Shortest Common Non-Subsequence problem. Further,
we have briefly described the extension of the algorithm for the case of general regular
language.
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