Abstract: In many-core Networks-on-Chip (NoC) systems, two topics have recently been researched; NoC clustering and NoC simulation. NoC clustering investigates grouping processing elements (PEs) based on common characteristics between them, like spatial locality or communication patterns. Research showed that NoC clustering achieved better performance and load balancing. Furthermore, it allows scalability of the NoC grid. The other topic, NoC simulation, provides tools for early evaluation of NoC systems. This allowed easy investigation of NoC systems with large number of PEs. Plenty of research has been done in both topics separately. In this paper, we try to fill the gap. We extend an existing NoC simulation tool by adding support for simulating NoC clusters and inter-NoC traffic. The presented NoC clustering simulator supports the modular design technique, which in turn offers the flexibility in configuring cluster parameters. Examples of configurable parameters that are supported by our modified simulator are: adding interconnection topologies to configure how the NoC entities are connected with each other, adding a cluster manager that maps tasks to NoC entities based on the inter-NoC communication pattern, adding latency factors of cluster links in the case of inter-NoC traffic, and adapting the routing algorithm for both inter-cluster and intra-cluster traffic. A clustered NoC simulation case study shows the effectiveness of the modifications made to the simulator. For example, a certain NoC setup is simulated twice, initially non-clustered then clustered, using the added features. Collected data shows that the average clustered NoC routers' energy consumption is 50% lower than the consumption in the non-clustered case.
Introduction
Use of many-core System-on-Chip (SoC), and especially Networks-on-Chip (NoC) based platforms, have increased dramatically. These platforms are loaded with lots of processing elements (PEs) and other peripherals. As the number of connected PEs increases, their communication cost increases, in terms of hop count, and packets are more prone to stalls and contention. Depending on task mapping and routing protocols, the generated traffic could result in high communication density between some PEs and over certain links, in which PEs maybe close to one another or in different neighborhoods.
In many-core NoC systems, two topics have been researched recently; NoC clustering and NoC simulation. NoC clustering investigates grouping PEs based on common characteristics, like spatial locality or communication pattern, to form sub-NoC entities, then those sub-NoC entities are placed in a bigger grid according to a given mapping criteria. Research showed that NoC clustering achieved better performance and load balancing. Furthermore, it allows scalability of the NoC grid. The other topic, NoC simulation, provides tools for early evaluation of many-core NoC systems. This allows easy investigating of NoC systems with large number of PEs. The system designer has to explore different NoC topologies and routing techniques, along with different traffic patterns, to reach the optimal performance and energy dissipation [1] , or trade-off between area and average delay [2] . This early design space exploration comes with high cost, in both time and resources.
There are two types of NoC simulators, systems-level and circuit-level. In system-level simulation, the NoC system design is evaluated as a whole. Parameters, like routing algorithm efficiency and topology, are evaluated in terms of communication latency and throughput [3] - [10] . System modeling can provide estimates for system parameters, like buffer and queue sizes [11] . As for circuit-52 Ahmed S. Hassan, et al.: Clustered Networks-on-Chip: Simulation and Performance evaluation level simulation, technology parameters are taken into consideration, like critical path delays and temperature variation [12] . For early design space exploration, systemlevel simulators are more suitable.
Many literatures have investigated system-level NoC simulation for early design space exploration. Noxim [3] and NoCTweak [4] are notable examples. Most of the NoC simulators focus on evaluating metrics, like throughput and energy dissipation on the NoC platform level. They further allow customizing the traffic communication pattern and rate, the routing algorithm, and the topology. NoC clustering has spread out and different clustering techniques have been investigated to provide both optimal performance and energy dissipation [13] - [17] . However, those NoC clustering techniques are not included in the mainstream NoC simulators. In our work, we addressed this problem by modifying one of those simulators in order to support NoC clustering simulation. We modified an existing NoC simulation tool: NoCTweak. The following NoC clustering simulation-related issues are investigated in our work: NoC clusters platforms, traffic routing, and cluster management.
The above NoC simulators focused on simulating a single NoC system, ignoring the scalability of the NoC platform, which can be achieved by clustering multiple NoC systems. Consequently, the interaction between NoC clusters is not considered. In this paper, we fill this open research gap by providing a tool to simulate NoC clusters. We decided to select a NoC simulation tool and extend it to support simulation traffic between multiple NoC systems.
Out of the existing NoC simulators, we selected NoCTweak [4] to modify for clustered NoC simulation. NoCTweak large configuration options, especially the link length, motivated us to select it for extension.
The following features are added to the original NoCTweak: The rest of this paper is organized as follows. Section 2 reviews related work. Section 3 provides background on NoC clustering. Section 4 reviews the original NoCTweak simulator. Section 5 presents the new feature added in NoCTweak to support simulating NoC clusters. Section 6 presents a clustered NoC simulation case study. The paper is concluded in Section 7.
NoC Simulation Related Work
A handful of NoC simulators have been developed over recent years. The main focus of NoC simulators was to select and customize the NoC parameters, like the routing algorithms, the communication pattern, the topology, the router microarchitecture, and the traffic characteristics. In the following sections we explore selected NoC simulators.
A. Noxim
Noxim was developed by Palesi et al., and implemented in SystemC [3] . Noxim provides a variety of options to simulate 2-D NoC. The user can customize simulations with different NoC sizes, router buffer sizes, flit sizes, routing algorithms, and flit injection rates. The simulation evaluates the NoC in terms of throughput, delay, and power consumption. It also has the option to give detailed statistics for each communication link per destination node.
B. BookSim
Jiang et al. developed BookSim, which allows configuring topology, buffer size, routing algorithm, and router micro-architecture [5] . Figure 1 shows BookSim highlevel architecture. It incorporates a top-level traffic generator, which wraps around the network under simulation.
C. GARNET
Most of the traditional NoC simulators are not fullsystem simulators. They focus on simulating the NoC interconnect behavior, producing results about evaluating throughput and latency of the interconnect. Agarwal et al. implemented GARNET as a full-system NoC simulator, which enables the evaluation of components, like caches and memory controller, along with NoC topology, router microarchitecture, and routing algorithms [6] .
D. NoCTweak
Tran et al. implemented NoCTweak, which allows a wide range of configurations to be applied on the NoC platform under simulation [4] . NoCTweak has many configuration options that are not found in other simulators, e.g., completely controlling traffic patterns, number of flits per packet, pipeline stages, switch and virtual channel allocation policies, and inter-router link length.
NoC Clustering Background
With the steadily growing number of PEs in NoC platforms, it became necessity to employ clustering techniques that group related and heavily-communicated PEs close to one another. Employed clustering technique should reduce hop distance between communicating clusters as much as possible. NoC clustering provides means for load balancing, by task distribution and relocation, and resource borrowing among clusters. Some NoC clustering techniques require a PE to act as a manager for the cluster [17] .
Clustering can be static, where the shape and size of the cluster does not change at runtime, or dynamic, where the cluster size may change during runtime. Dynamic clustering can be done by borrowing PEs from neighboring clusters [16] , [17] , or by programmable-switch fabric [18] . Cluster management can be done by a specific node, i.e. the cluster manager, or handled entirely in the router logic and routing algorithm.
A. Static Clustering 1) C-NOC
A basic NoC clustering technique is introduced in Clustered NoC (C-NOC) [13] . In C-NOC, the traditional router with four ports has been extended to have other ports that connect to other clusters. Figure 2 shows a 2 × 2 C-NOC cluster connection, and each cluster is a 2 × 2 NoC.
2) CBHR
Saravanakumar et al. introduced Cluster Based Hierarchical Routing (CBHR) by logically dividing the Figure 2 . C-NOC cluster architecture [13] .
NoC nodes into smaller clusters [14] . To do this logical clustering, the traffic is routed internally within a cluster till it reaches a boundary router and then the traffic is routed between clusters. Inter-and intra-cluster routing algorithm can be different. Choosing internal or global routing function depends on the header flit format, which differs between a packet sent to inter-or intra-cluster destination. Figure 3 shows how routing works. [14] . Routing algorithms for edge routers can be different from algorithms for used in other routers.
3) Cluster-TG
Ge et al. introduced Cluster-based NoC Topology Generation (Cluster-TG) [15] . Cluster-TG generates irregular topology for a given application, by grouping nodes according to their communication bandwidth. Figure 4 shows an example of Cluster-TG clustering. Cluster-TG clustering technique can minimize power consumption and area cost. 
4) CSA
Lu et al. introduced Clustering-based Simulated Annealing (CSA) algorithm for core-to-node mapping, knowing the communication demands of the application [19] .
B. Dynamic Clustering 1) Decentralized Agent Based Re-clustering
Cui et al. introduced a task mapping algorithm, to support scalability [16] . This is achieved by changing NoC cluster size during runtime, depending on the system load and communication pattern. The proposed technique initially groups processing cores into clusters, and dynamically changes the clusters size according to task mapping, as depicted in Figure 5 . If a task is mapped to a cluster, which does not have sufficient resources to fulfill this task, then this cluster borrows resources from its neighbors. 
2) Distributed Resource Management
Castilhos et al. introduced a distributed resource management in NoC [17] . This method relies on a cluster manager that controls the cluster, in terms of dynamic task mapping, task monitoring, and deadlines verification. Depending on the task requirements, a cluster may request to borrow resources from other clusters, also tasks can be migrated between clusters. Figure 6 depicts the NoC cluster architecture introduced in [17] . The NoC is divided into multiple regions, each has one Local Master (LMP) and different Slaves (SP). The NoC platform has one Global Master (GMP), which receives requests for task allocation and sends the requested task accordingly. 
The Original NoCTweak Simulator
NoCTweak is an open-source NoC simulator that is based on SystemC [4] . It is used for exploring the performance and energy dissipation of different NoC platforms. NoCTweak is highly parametrized, allowing setting up and simulating a board range of NoC configurations, such as router type, network size, buffer size, routing algorithm, arbitration policy, pipeline stages, supply voltage, clock frequency, traffic pattern, packet length, injection rate, simulation and warm-up times [4] .
A. Configuration Parameters
Original NoCTweak simulates only 2-D mesh NoC platforms, as shown in Figure 7 , where every PE is consisted of a processing core and a network interface (NI). Each PE node is linked to a router. Each router is connected with its neighbors in the mesh.
B. Router Models
NoCTweak simulates multiple router models, like Wormhole, Virtual-channel, RoShaQ [20] , bufferless, and circuit-switched routers.
The NoCTweak default router is the Wormhole router. Figure 8 shows the implementation of the wormhole router, and Figure 8a shows a simplified diagram of the Wormhole router architecture used in NoCTweak. Router pipeline configuration is flexible, it can be between one and five pipeline stages. Figure 8b shows 
C. Statistic Outputs
Simulation statistics are generated for network latency, network throughput, and average energy dissipated by each router. Activities of circuit components of all routers in the network are tracked and recorded as well.
NoC Clustering Simulation
In this section, we present the changes we applied on NoCTweak in order to support NoC clustering simulation. We maintained the regular 2-D NoC topology, as the original simulator, and added new command-line options for clustering. The following terminology is used: NoC cluster is the group of PEs and NoC grid is the group of interconnected NoC clusters.
A. Cluster Interconnection Topologies
Our simulator supports two types of cluster interconnections, as shown in Figure 9 , which depicts a 4×4 NoC cluster grid with each cluster has 2 × 2 PE. In the first type, all of the edge routers of a cluster are interconnected with neighboring clusters, as shown in Figure 9a . The second type has only one link between a cluster and its neighbors, as in shown Figure 9b . For different PEs to be able to communicate, the location of the cluster is added in the source and destination addresses. 
B. Latency Model
Latency in the NoCTweak is calculated by getting the difference in time stamps between packet head injection (from the source PE) and tail reception (at the destination PE). Part of this delay is the Link Traverse (LT) delay. The inter-router link length is used in calculating the LT delay, which in turn affects the pipeline time and the operating frequency. The LT delay is calculated only at software initialization.
In the case of clustered NoC, the inter-cluster links are much longer than local intra-cluster links. Therefore, we have added on that a weight on the inter-cluster links in order to enhance the accuracy of the calculation. This weight can be considered as the ratio of the inter-cluster link length to that of the intra-cluster one.
For example, lets consider Ethernet as the inter-cluster link. If a packet would traverse intra-cluster link in 1 cycle, and the same packet would traverse the inter-cluster Ethernet link in 100 cycles, the weight in this case is 100.
C. Flit Routing
At initialization, each PE in the system is given a unique ID. This ID is based on the coordinates of its cluster and the coordinates within the cluster, given by this equation:
where x and y are the PE X and Y location within its cluster, x dim and y dim are the single NoC cluster dimensions, cluster x and cluster y are the X and Y location of the cluster within the cluster grid, and cluster Xdim is the X dimension of the NoC cluster grid. If a PE wants to communicate with another PE, it decodes both the source PE and the destination PE IDs and add the IDs to the flit. There are two ways to apply traffic routing algorithms. Either to apply the same selected routing algorithm on the whole system, or select different routing algorithms for inter-cluster traffic than intra-cluster traffic. For both ways, we used the routing algorithms provided by NoCTweak to set the routing algorithm for inter-and intracluster traffic. NoCTweak provides these routing algorithms: XY, Negative-First minimal adaptive, West-First minimal adaptive, North-Last minimal adaptive, OddEven minimal adaptive, and lookup-table based routing.
1) Same Algorithm for Inter-and Intra-cluster Routing
Packets will be routed between clusters and within each cluster. Depending on the cluster interconnection type, which was discussed in section 5-A, the meaning of this feature differs.
If the clusters are fully interconnected, then the routing algorithm is applied on the system as a whole. The system is treated as a single cluster of size (x dim × cluster Xdim ) × (y dim × cluster Ydim ), where cluster Ydim is the Y dimension of the NoC cluster grid. This is not different from the original NoCTweak simulation, except it is applied on a larger scale and the latency model is different due to the inter-cluster links. Figure 10a shows how XY routing algorithm is applied on a fully interconnected NoC cluster grid.
For the case of one interconnection link between clusters, the algorithm is applied within each cluster to reach the router that interconnects the next cluster according to the routing algorithm. Figure 10b shows an example of XY routing. In this example, flits are routed within the source cluster till it reaches the cluster interconnection link, then flits are routed through the grid's x-dimension. Thereafter, flits are routed within that cluster to reach the interconnecting link. They are then routed through the grid's y-dimension. Finally, they are routed within the destination cluster to reach the destination PE.
2) Different Algorithms for Inter-and Intra-cluster Routing
When different algorithms are selected for inter-and intra-cluster routing, the simulator behaves as the case of clustering with one link between a cluster and its neighbor. However, the routing algorithm within the cluster is different from the one for inter-cluster routing. The routers execute different routing algorithms based on their position, i.e. if they are cluster-internal or cluster-interface routers.
D. Cluster Manager
In our simulator, we adapted a centralized cluster management technique, where a global system manager is http://journals.uob.edu.bh The algorithm for mapping the tasks is implemented, as shown in Figure11. The cluster manager takes a TCG and does an initial clustering of tasks. Then, it iterates over the clusters, merging and splitting clusters. The mapping stops when all tasks are mapped to clusters, and no cluster is assigned a number of tasks exceeding its capacity.
For sake of simplicity, we based our clustering algorithm on DBSCAN [21] . This algorithm has an overall average runtime complexity of O(n log n). Another NoC-specific algorithm can be used to obtain optimum performance, either power optimization [22] , area optimization [23] , network reliability [24] , genetic algorithmbased technique [25] , or by using multi-objective task mapping [26] . Mapping a resultant task cluster to a location within the cluster grid is done according to Shell sorting.
For task mapping within a cluster, we relied on the original NoCTweak task mapping logic.
E. Cluster Configuration Options
In our extension, we provide configuration options for NoC grid size, cluster interconnection type, inter-cluster routing algorithm, inter-cluster links delay factor, and using cluster manager. Intra-cluster routing is configured using the original NoCTweak option "-routing". The description of newly presented options is listed in Table I . An example of the use of these configurations is given in Listing 1. The aforementioned configurations are passed along with the original NoCTweak options. Our current implementation supports taking only one set of cluster configuration options, which is configured using the original NoCTweak options and applies this set on all of the clusters in the NoC grid.
Clustered NoC Simulation Case Study
In this section, we discuss the results obtained when using our simulator to evaluate different NoC cluster designs to validate the versatility of clustering parameters and assess simulation time versus NoC cluster and grid sizes. Listing.1 shows the configuration options that were used. The options in italic format are the options added to configure the NoC cluster grid, according to Table I . Simulations are executed till 100,000 packets are exchanged. Simulations where done on a Windows 10 machine with a 2.2GHz Intel i7 Quadcore processor and 6 GB RAM.
A. Simulation Time
We simulated non-clustered NoC, which is the original NoCTweak, and cluster grid of size 2 × 2, 4 × 2, and 4 × 4. Figure 14 shows the time taken to run the simulation with different cluster and grid sizes. For example, simulating non-clustered 10 × 10 NoC took about 211 seconds, and simulating a grid of size 4 × 4, which contains 16 clusters of 10 × 10 PE, took about 4500 seconds.
On average, the clustering simulation and task mapping, add about 0.3 overhead over the time it takes to simulate a single NoC system, multiplied by the number of NoC clusters in the grid. This time increase is due to the cluster manager overhead, and the logic for the modified latency model. Considering the benefits of using clustering with large scale NoC, the overhead in simulation time is not much. Figure 12 shows the result obtained by running different FIR on different cluster sizes with different grid sizes. Each sub-figure represents a grid size, while the legend within each sub-figure represents the cluster size. In the non-clustered case, the packet latency increases with both the FIR and the cluster size. This makes sense as with increasing the FIR, more flits are stalled in the routers' buffers. Furthermore, with the increase in the cluster size, flits travels more hobs.
B. Packet Latency
As we increase the grid size, keeping the same number of tasks, the average hop count a packet traverses is increased, which in turn increases the packet latency. Our simulation shows a degraded performance between the non-clustered case and the other clustered ones. Packet latency increases, with an average of 58%, as we increase the grid dimension.
Degradation in packet latency may be contributed to the clustering algorithm. Clustering techniques, other than DBSCAN, would result in lower latency increase. However, these clustering techniques have higher execution time complexity and their implementation are left for future work.
Similarly, we used NoCTweak default mapping function to map tasks onto PEs within the cluster. However, other mapping functions would result in better latency results. For example, task mapping within each cluster should consider mapping tasks with high inter-cluster traffic to edge PEs. Task mapping should also consider the cluster interconnection type. Moreover, task mapping should consider whether the cluster is fully interconnected or has one link per neighbor, in order to minimize intracluster routing overhead. Figure 13 shows simulation results for power and energy. Results were obtained by running the simulation with a 0.5 FIR. Figure 13a shows that clustering helped lowering the average power consumption per router with about 50%. The main driver behind this improvement in power consumption is that the buffering, arbitrating, and credit tracking activities in the router have been decreased. Task mapping, resulted from clustering, generated traffic that spread across most of the routers evenly. This lowered the average router power consumption. Figure 13b shows the average energy per packet per router. Energy is calculated by as:
C. Router Power and Energy
According to (2) , as the average router power decreases in clustering an NoC, while maintaining the same total number of packets, the average packet energy also decreases compared to the non-clustered case.
Conclusion And Future Work
In this paper, we presented an extension to NoCTweak NoC simulator to support simulating NoC clustering. The new simulator features include grouping multiple NoC clusters in a grid and configuring the cluster interconnection type. Our extension allows having different routing algorithms for inter and intra-cluster traffic. Also, it allows adding delay factor on the inter-cluster links and adding a cluster manager.
In the future, we aim to verify the simulation results against actual implementation of NoC clusters on an FPGA. We further want to extend the simulator to support dynamic clustering, dynamic scaling, resource borrowing, and the ability to configure different NoC clusters with different configurations. As for clustering technique, we aim at supporting the techniques mentioned in [13] - [17] , [19] , [27] - [30] , and allowing users to specify their own custom technique as well.
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