Let G be connected uniform hypergraph and let A(G) be the adjacency tensor of G. The stabilizing index of G is the number of eigenvectors of A(G) associated with the spectral radius, and the cyclic index of G is the number of eigenvalues of A(G) with modulus equal to the spectral radius. Let G 1 ⊙ G 2 and G 1 G 2 be the coalescence and Cartesian product of connected m-uniform hypergraphs G 1 and G 2 respectively. In this paper, we give explicit formulas for the the stabilizing indices and cyclic indices of G 1 ⊙G 2 and G 1 G 2 in terms of those of G 1 and G 2 or the invariant divisors of their incidence matrices over Zm, respectively.
Introduction
A tensor A = (a i1i2...im ) of order m and dimension n over a field F refers to a multiarray of entries a i1i2...im ∈ F for all i j ∈ [n] := {1, 2, . . . , n} and j ∈ [m], which can be viewed to be the coordinates of the classical tensor (as a multilinear function) under an orthonormal basis. A hypergraph G = (V, E) consists of a vertex set V = {v 1 , v 2 , · · ·, v n } denoted by V (G) and an edge set E = {e 1 , e 2 , · · ·, e k } denoted by E(G), where e i ⊆ V for i ∈ [k] := {1, 2, · · · , k}. If |e i | = m for each i ∈ [k] and m ≥ 2, then G is called an m-uniform hypergraph.
Lim [13] and Qi [21] introduced the eigenvalues of tensors independently in 2005. In 2012 Cooper and Dutle [4] introduced the adjacency tensor of uniform hypergraphs, and use the eigenvalues of the tensor to characterize the structure of hypergraphs. Recently the spectral hypergraph theory has been an active topic in graph and hypergraph theory [1, 6, 7, 8, 14, 16, 17, 18, 20, 25, 26] .
By the Perron-Frobenius theorem of nonnegative tensors [2, 5, 22, 23, 24] , for an irreducible or weakly irreducible nonnegative tensor A of order m, the spectral radius ρ(A) is an eigenvalue of A associated with a unique positive eigenvector up to a scalar, called the Perron vector of A. If m ≥ 3, A can have more than one eigenvector associated with ρ(A), which is different from the case of matrices (of order m = 2). They are two problems related to the spectral radius: (P1) the number of eigenvectors of A associated with ρ(A), and (P2) the number of eigenvalues of A with modulus equal to ρ(A).
For the problem (P1), Fan et al. [6] introduced the stabilizing index s(A) for a general tensor A of order m, and showed that s(A) is exactly the answer to (P1) if A is nonnegative weakly irreducible. If A is further symmetric, then s(A) can be obtained explicitly by the Smith normal form of the incidence matrix of A over Z m .
Formally, let A be a tensor of order m and dimension n. Define
where D is an n × n invertible diagonal matrix normalized such that d 11 = 1, and the product here is defined in [19] . It was proved D (0) (A) is an abelian group under the usual matrix multiplication, and is only determined by the support or the zero-nonzero pattern of A ([6, Lemmas 2.5-2.6]).
). For a general tensor A, the cardinality of the abelian group D (0) (A), denoted by s(A), is called the stabilizing index of A.
For the problem (P2), if A is nonnegative weakly irreducible, the number of eigenvalues of A with modulus equal to ρ(A) is called the cyclic index of A by Chang et al. [3] , denoted by c(A). By Perron-Frobenius theroem, Spec(A) = e i 2π c(A) Spec(A) in this case, where Spec(A) denotes the spectrum of A. So c(A) implies the spectral symmetry of tensors. Fan et al. [7] defined the spectral symmetry for a general tensor. The maximum ℓ such that (1.2) holds is the cyclic index of A, denoted by c(A).
If A is nonnegative weakly irreducible, then c(A) in Definition 1.2 is consistent with that given in [3] . If A is further symmetric of order m, Fan et al. [7] characterized the spectral ℓ-symmetry by using (m, ℓ)-coloring of A. In general, it was shown in [7] that c(A) = gcd{d : Tr d (A) = 0},
where Tr d (A) is the generalized d-th order trace of A ( [15, 20] ). However, it is very difficult to compute the generalized traces of a tensor. In this paper we will discuss the problems (P1) and (P2) for the adjacency tenor of the coalescence G 1 ⊙ G 2 and Cartesian product G 1 G 2 of connected m-uniform hypergraphs G 1 and G 2 . By the above discussion, the answers to (P1) and (P2) in this situation are equivalent to determine the stabilizing index and cyclic index. We give explicit formulas for the the stabilizing indices and cyclic indices of G 1 ⊙G 2 and G 1 G 2 in terms of those of G 1 and G 2 or the invariant divisors of their incidence matrices, respectively, where the stabilizing index and cyclic index of a uniform hypergraph G are referring to its adjacency tensor A(G), denoted by s(G) and c(G) respectively.
Some notations are used throughout the paper. Let S be a nonempty set. Denote by I S (respectively, I S , 1 S ) an identity tensor (respectively, identity matrix, all-one vector) with entries indexed by the elements of S. Sometimes we use I, I, 1 if there exists no confusion. Denote by O and 0 respectively a zero matrix and a zero vector of whose size can be implicated by the context. Denote a, b := gcd(a, b).
Preliminaries
2.1. Tensors and hypergraphs. Let A = (a i1i2...im ) be a tensor of order m and dimension n over a C. If all entries a i1i2···im of A are invariant under any permutation of its indices, then A is called a symmetric tensor. The irreducibility or weakly irreducibility of a tensor can be referred to [2, 5] . Given a vector x ∈ C n , Ax m−1 ∈ C n , which is defined as follows:
A tensor I = (i i1i2...im ) of order m and dimension n is called an identity tensor, if i i1i2...im = 1 for i 1 = i 2 = · · · = i m ∈ [n] and i i1i2...im = 0 otherwise. The characteristic polynomial ϕ A (λ) of A is defined as the resultant of the polynomials (λI − A)x m−1 (see [21, 3, 10] ). It is known that λ is an eigenvalue of A if and only if it is a root of ϕ A (λ). The spectrum of A, denoted by Spec(A), is the multi-set of the roots of ϕ A (λ). The largest modulus of the elements in Spec(A) is called the spectral radius of A, denoted by ρ(A). Let P n−1 be the complex projective spaces of dimension n − 1, and let λ be an eigenvalue of A. Consider the projective variety
which is called the projective eigenvariety of A associated with λ [6] . In this paper the number of eigenvectors of A is considered in V λ (A), i.e. the eigenvectors differing by a scalar is counted once as the same eigenvector.
Let G = (V, E) be a hypergraph. G is called nontrivial if it contains more than one vertex. A walk W of length t in G is a sequence of alternate vertices and edges
The hypergraph G is said to be connected if every two vertices are connected by a walk; and is called a hypertree if G is connected and acyclic.
Let G 1 , G 2 be two vertex-disjoint connected nontrivial hypergraphs, and let
with v 2 and forming a new vertex u, which is also written as G 1 (u) ⊙ G 2 (u). In this case, u is called a cut vertex of G, and G 1 , G 2 are called a branches of G. A block of G is the (edge) maximal connected sub-hypergraph of G without cut vertices. A pendent block of G is a block of G sharing exactly one vertex with other blocks. Surely, if G contains cut vertices, it must contain pendent blocks.
Definition 2.2. [12, 9, 4] Let G and H be two m-uniform hypergraphs. The Cartesian product of G and H, denoted by G H,
if and only if one of the following two conditions holds:
Observe that A(G) is nonnegative and symmetric, and it is weakly irreducible if and only if G is connected [18, 24] . In this paper the spectrum, eigenvalues and spectral radius of G are referring to its adjacency tensor A(G). The spectral radius of G is denoted by ρ(G).
It is proved in [19] that the adjacency tensor of G H is
The hypergraph G H is connected if and only if G and H are both connected [12, 9] .
Stabilizing index. Let
A be a symmetric tensor of order m and dimension n. Set
Define
and obtain an |E(A)| × n matrix Γ(A) = (γ e,j ), called the incidence matrix of A [6] . The incidence matrix of G, denoted by Γ(G) = (γ e,v ), coincides with that of Let A be a nonnegative weakly irreducible tensor of order m and dimension n. By Lemma 2.5 of [6] , there is a bijection between V ρ(A) and D (0) (A), and hence |V ρ(A) | = s(A), namely s(A) is the number of eigenvectors of A associated with ρ(A). By assigning a quasi-Hadamard product
and D (0) (A) both admit Z m -modules and are isomorphic to each other. Define the following Z m -module: 
By applying Theorem 2.3 to the adjacency tensor, we have the following result.
Corollary 2.4. Let G be a connected m-uniform hypergraph on n vertices. Suppose that the incidence matrix Γ(G) has a Smith normal form over Z m as in (2.2). Then 1 ≤ r ≤ n − 1, and as Z m -modules
2.3. Cyclic index. We mainly introduce some knowledge on the cyclic index of symmetric tensors and uniform hypergraphs. 
Such φ is called an (m, ℓ)-coloring of G. 
. . , φ(v n )) ⊤ is considered as a column vector. So, Corollary 2.9 can be rewritten as follows. So the cyclic index c(G) is the maximum divisor ℓ of m such that G is (m, ℓ)colorable.
Stabilizing index of hypergraphs
We first discuss the stabilizing index of the coalescence of connected uniform hypergraphs.
Proof. Suppose that G 1 = (V 1 , E 1 ) and G 2 = (V 2 , E 2 ), where |V 1 | = n 1 and |V 2 | = n 2 . Then G has n 1 + n 2 − 1 vertices. Write the incident matrix Γ(G) of G with rows and columns labeled as follows:
where Γ(G 1 ) = (B 1 , u 1 ) and Γ(G 2 ) = (u 2 , B G2 ). As the sum of each row of Γ(G 1 ) is m = 0 mod Z m , adding all columns of Γ(G) indexed by V 1 \{u} to the column indexed by u, Γ(G) is equivalent to Γ (1) in Eq. (3.2), and Γ(G 1 ) is equivalent to (B 1 , 0) . Similarly, adding all columns of Γ (1) indexed by V 2 \{u} to the column indexed by u, Γ (1) is equivalent to Γ (2) in Eq. (3.2), and Γ(G 2 ) is equivalent to (0, B 2 ).
Assume that Γ(G 1 ) has invariant divisors d 1 , . . . , d s , and Γ(G 2 ) has invariant divisorsd 1 , . . . ,d t , where 1 ≤ s ≤ n 1 − 1 and 1 ≤ t ≤ n 2 − 1. As Γ(G 1 ) is equivalent to (B 1 , 0) , B 1 has invariants d 1 , . . . , d s . Similarly, B 2 has invariantsd 1 , . . . ,d t . So, Γ (2) , and hence Γ(G) has invariant divisors d 1 , . . . , d s ,d 1 , . . . ,d t . By Corollary 2.4, 
Next we discuss the stabilizing index of the Cartesian product of two connected uniform hypergraphs. We need the notion of direct product (or Kronecker product) of two tensors of order m, which generalizes the direct product of matrices (of order m = 2). Definition 3.4. [19] Let A, B be two tensors of order m with dimension n 1 , n 2 , respectively. The direct product A ⊗ B is defined to be a tensor of order m and dimension n 1 n 2 , whose entries are
Lemma 3.5. Let G 1 , G 2 be two m-uniform hypergraphs. Then under a labeling of the vertices and edges, the Cartesian product G 1 H has the incidence matrix
Proof. By the definition, we have a bipartition {E 1 , E 2 } of the edge set E(G 1 G 2 ) as follows:
where δ uu ′ is the Kronecker delta symbol, i.e. δ uu ′ = 1 if u = u ′ , and δ uu ′ = 0 otherwise. For each edge e × {v} ∈ E 2 , and each vertex (
The result follows. Theorem 3.6. Let G 1 be a connected m-uniform hypergraph on n G1 vertices whose incidence matrix Γ(G 1 ) has invariants d 1 , . . . d rG 1 , and let G 2 be a connected muniform hypergraph on n G2 vertices whose incidence matrix Γ(G 2 ) has invariants d 1 , . . .d rG 2 . Then
In particular, if m is prime, then
where r G2 , r G2 are the ranks of Γ(G 1 ), Γ(G 2 ) over the field Z m respectively.
Proof. There exist invertible matrices P 1 , Q 1 and P 2 , Q 2 over Z m such that
where Λ G1 , Λ G2 are the Smith normal forms of Γ(G 1 ), Γ(G 2 ) respectively. Now applying an invertible transformation to Γ(G 1 G 2 ), by Lemma 3.5, we have
:=Γ.
Let n := n G1 · n G2 , and let
It is easily seen that S andS are both Z m -modules, and S ∼ =S as Γ(G 1 G 2 ) is equivalent toΓ. So it suffices to consider the equationΓx = 0 over Z m , which is equivalent to the following two equations:
Let V (G 1 ) = {1, 2, . . . , n G1 } and V (G 2 ) = {1 ′ , 2 ′ , . . . , n ′ G2 }. By the equation (3.6), for each i = 1, 2, . . . , n G1 ,
) ⊤ . Noting that Λ G2 has invariant divisorsd 1 , . . .d rG 2 , sod j x ij ′ = 0, j = 1, 2, . . . , r G2 , that is, for i = 1, 2, . . . , n G1 ,
10)
x ij ′ ∈ Z m , j = r G2 + 1, . . . , n G2 .
By the equation (3.7), for each j = 1, 2, · · · , n G2 ,
where x ·j ′ = (x 1j ′ , · · · , x nG 1 j ′ ) ⊤ . Noting that Λ G1 has invariant divisors d 1 , . . . d rG 1 , so d i x ij ′ = 0 mod Z m , i = 1, 2, · · · , r G1 , that is, for j = 1, 2, . . . , n G2 ,
Combining (3.9-3.10) and (3.12-3.13), we have four cases:
(i) for i = 1, 2, · · · , r G1 , j = 1, 2, · · · , r G2 ,
(ii) for i = 1, 2, · · · , r G1 , j = r G2 + 1, · · · , n G2 ,
(iii) for i = r G1 + 1, · · · , n G1 , j = 1, 2, · · · , r G2 ,
(iv) for i = r G1 + 1, · · · , n G1 , j = r G2 + 1, · · · , n G2 ,
Let S = {x ∈ Z n m : Γ(G 1 G 2 )x = 0 over Z m , x 1 = 0}. Then S ∼ = S/(Z m 1) ∼ = S/(Z m (Q 1 ⊗ Q 2 ) −1 1) (or see Theorem 3.6 of [6] ). By Theorem 2.3, we have s(G 1 G 2 ) = 1 m |S|, which equals the number as in the theorem. If m is a prime integer, then Z m is a field. So the invariant divisors of Γ(G 1 ), Γ(G 2 ) over Z m are all ones, and r G1 , r G2 are the ranks of Γ(G 1 ), Γ(G 2 ) over Z m respectively. The result follows.
Cyclic index of hypergraphs
We first discuss the cyclic index of the coalescence of connected uniform hypergraphs.
Proof. As G is spectral c(G)-symmetric, by Corollary 2.9, G is (m, c(G))-colorable, and has an (m, c(G))-coloring Φ. Noting that G 1 and G 2 have no common edges, so Φ| V (G1) , the restriction of Φ on the vertices of G 1 , is an (m, c(G))-coloring of G 1 . So G 1 is (m, c(G))-colorable and hence is spectral c(G)-symmetric by Corollary 2.9, implying that c(G) | c(G 1 ) by Lemma 2.5. Similarly, Φ| V (G2) is an (m, c(G))coloring of G 2 , and c(G) | c(G 2 ). So c(G) | c(G 1 ), c(G 2 ) .
Note that G 1 is spectral c(G 1 )-symmetric and G 2 is spectral c(G 2 )-symmetric. So by Corollary 2.9, G 1 has an (m, c(G 1 ))-coloring Φ G1 , and G 2 has a (m, c(G 2 ))coloring Φ G2 , both satisfying Eq. (2.4) . Observe that for any t ∈ Z m , Φ G1 +t1 is still an (m, c(G 1 ))-coloring of G 1 as mt = 0 mod Z m . So we can assume Φ G1 (u) = 0 and similarly Φ G2 (u) = 0. Define a coloring Φ :
Similarly, if e ∈ E(G 2 ), also by Eq. (2.4), we have
So G has an (m, c(G 1 ), c(G 2 ) )-coloring, and hence is spectral
The result follows by the above discussion. Finally we discuss the cyclic index of the Cartesian product of connected uniform hypergraphs.
Theorem 4.4. Let G 1 , G 2 be two connected m-uniform hypergraphs. Then
Proof. Let c(G 1 G 2 ) =: c. By Corollary 2.10, there exists a map Φ :
By the definition of Cartesian product, the edge set of G 1 G 2 has a bipartition {E 1 , E 2 }; see (3.3) and (3.4) .
We first consider a subset E(
where A[I 1 , I 2 ] denoted the submatrix of A with rows indexed by I 1 and columns indexed by
So, by (4.2), we have
By Corollary 2.10, G 1 is spectral c-symmetric, and hence c|c(G 1 ) by Lemma 2.5. Similarly, we consider a subset {u} × E(
Eq. (4.5) is equivalent to
By Corollary 2.10, G 2 is spectral c-symmetric, and hence c|c(G 2 ). By the above discussion, we have c(G 1 G 2 )| c(G 1 ), c(G 2 ) . Next we will show G 1 G 2 is spectral c(G 1 ), c(G 2 ) -symmetric so that c(G 1 G 2 ) = c(G 1 ), c(G 2 ) . By the definition of cyclic index and Corollary 2.10, there exist maps Φ G1 , Φ G2 such that
Let c 1 := c(G 1 ) and c 2 := c(G 2 ). Define
By Lemma 3.5, noting that Γ(G 1 ) · 1 = m1 = 0 over Z m and Γ(G 2 ) · 1 = 0 over Z m similarly, we have
By Corollary 2.10, G 1 G 2 is spectral c 1 , c 2 -symmetric. The result follows.
The Cartesian product can be defined on finitely many hypergraphs [12, 9] . For m-uniform hypergraphs G 1 , . . . , G s , the Cartesian product G = s i=1 G i is defined as an m-uniform hypergraph with vertex set V (G) = × i∈[s] V (G i ), and E(G) consists of m-subsets e of V (G) such that p j (e) ∈ E(G j ) for exactly one j ∈ [s] and |p i (e)| = 1 for i = j, where, for j ∈ [s], p j : V (G) → V (G j ) is the projection of the Cartesian product of the vertex sets in to V (G j ). Here, G 1 , . . . , G s are called the factors of G. It is proved that G = s i=1 G i is connected if and only if all of its factors G 1 , . . . , G s are connected [12, 9] . Proof. As the Cartesian product is associative, we can write 
