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Resumen
En esta tesis se presentan los siguientes resultados:
Se consideraron sistemas lineales y polinomiales estocasticos, sobre procesos de observacion lineales,
ambos afectados por ruidos blancos Gaussianos, la matriz de observacion es arbitraria y no necesaria-
mente es invertible. Para estos sistemas se desarrollaron: un ltro por modos deslizantes para sistemas
lineales, el ltro por modos deslizantes para sistemas polinomiales y el ltro del estado y estimacion
de parametros para sistemas lineales cada uno de estos ltros se dise~no sobre procesos de observacion
lineales y ademas para dos distintas normas en promedio cuadratico y en promedio modulo. Tambien se
dise~naron reguladores por modos deslizantes, el controlador por modos deslizantes para sistemas lineales
y el controlador por modos deslizantes para sistemas polinomiales ambos se dise~naron para dos diferentes
criterios de Bolza-Meyer, donde 1) los terminos del la energa del control y del estado son cuadraticos
dentro de la integral y el termino no integral es de primer grado o 2) el termino de la energa del control
es cuadratico y el termino de la energa del estado es de primer orden.
III
Abstract
This thesis presents the following results:
We considered stochastic linear and polynomial systems, over linear observation processes, both aected
by Gaussian white noise, the observation matrix is arbitrary and not invertible. For these systems have
been developed: a lter for linear system by sliding mode, a lter for polynomial system by sliding mo-
de, the lter state, parameter estimation for linear systems each of these lters are designed over linear
observation processes, in addition to two dierent norms on mean square and mean module. Regulators
also designed for sliding mode, the sliding mode controller for linear systems, the sliding mode controller
for polynomial systems both have been designed for two dierent criteria of Bolza-Meyer, where 1) the
terms of the energy of control, the state are quadratic within the integral and non-integral term is of rst
degree or 2) the terms of the energy of control is quadratic and the term of the energy of the state is rst
order.
IV
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Captulo 1
Introduccion
1.1. Motivacion.
Los sistemas fsicos estan dise~nados y construidos para realizar ciertas funciones denidas. Con el
n de determinar si un sistema esta funcionando correctamente, y en ultima instancia para controlar el
rendimiento del sistema, el ingeniero debe saber lo que el sistema esta haciendo en cualquier instante de
tiempo. En otras palabras, el ingeniero debe conocer el estado de su sistema. Los sistemas fsicos a menudo
estan sujetos a perturbaciones aleatorias, de modo que el estado del sistema en si puede ser aleatorio.
Con el n de determinar el estado de un sistema, el ingeniero construye un dispositivo de medicion y
toma las mediciones u observaciones del sistema. Estas mediciones son generalmente contaminadas con
el ruido causado por los componentes electronicos y mecanicos del dispositivo de medicion.
El problema de determinar el estado de un sistema a partir de las mediciones con ruido se conoce como
estimacion, o ltrado, y es el tema principal de esta tesis. Es de vital importancia en la ingeniera, ya que
las estimaciones del estado se requieren en el seguimiento, y para el control de los sistemas. Ademas, una
gran clase de problemas de identicacion (de sistemas) puede considerarse como problemas de ltracion.
Por otro lado, muchos sistemas fsicos naturalmente requieren el uso de terminos discontinuos en su
dinamica. Esto es, por ejemplo, el caso de los sistemas mecanicos con friccion. Este hecho fue reconocido
y aprovechado ventajosamente desde el principio del siglo 20 para la regulacion de una gran variedad
de sistemas dinamicos. La piedra angular de este nuevo enfoque fue la teora de ecuaciones diferenciales
con lado derecho discontinuo. Sobre esta base, estrategias discontinuas de control en retroalimentacion
surgieron a mediados del siglo 20 bajo el nombre de la teora de los sistemas de estructura variable. Desde
este punto de vista, las entradas de control suelen tomar los valores de un conjunto discreto, como los
lmites extremos de un relevador, o de una coleccion limitada de funciones preestablecidas de control en
realimentacion.
Para el conocimiento de los lectores no se han creado herramientas de estimacion que involucren ter-
mino discontinuos, es por esto que es importante construir herramientas de estimacion mas ecientes que
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2las ya existentes, en este trabajo dise~namos ltrado por modos deslizantes para sistemas lineales y poli-
nomiales sobre observaciones lineales, y tambien dise~namos ltrado por modos deslizantes para sistemas
lineales con parametros desconocidos. Por otro lado, se desarrollan reguladores por modos deslizantes
para sistemas lineales y polinomiales sobre observaciones lineales.
1.2. Antecedentes
1) Desde que el control por modos deslizantes fue inventado en el principio de 1970s (vea una revision
historica en [1, 2, 3, 4]), se ha aplicado para resolver varias clases de problemas. Por ejemplo, la metodo-
loga de control por modos deslizantes se ha utilizado en la estabilizacion [5, 6, 7], rastreo [8, 9, 10], dise~no
de observadores [11, 12, 13], analisis de dominios de frecuencia [14, 15], y otros problemas de control.
Modicaciones prometedoras del concepto original de modos deslizantes, tales como modos deslizantes
integrales [16, 17] y modos deslizantes de alto orden [18, 4, 19, 20, 21], han sido desarrollados. El regula-
dor optimo por modos deslizantes ha sido dise~nado recientemente para sistemas lineales con criterio afn
cuadratico de Bolza-Meyer [22, 23]. Aplicaciones del metodo de modos deslizantes se extiende incluso a
sistemas estocasticos [24, 25, 26, 27, 28, 29, 30, 31] y problemas de ltrado estocastico [32, 33, 34, 35].
Las tecnicas de modos deslizantes tambien han sido ampliamente utilizados para aplicaciones industriales
([36]{[41]).
2) Sin embargo, no hay algoritmos de ltrado por modos deslizantes que den solucion al problema
de dise~no de ltrado en promedio cuadratico y promedio modulo para sistemas lineales y no lineales
polinomiales. Mientras tanto, simplemente el hecho de que el control por modos deslizantes tiene un
sentido fsico transparente [1] y se aplica satisfactoriamente a muchos problemas tecnicos [5] conduce
a la conjetura que el ltro por modos deslizantes en promedio cuadratico y promedio modulo, dual al
regulador por modos deslizantes obtenidos en [22] y [23], deberan existir.
3) Por otro lado, aunque es posible dise~nar una supercie deslizante tal que un funcional de costo
cuadratico de horizonte innito que solo incluya al estado del sistema sea minimizada [1], al parecer, no
se ha dise~nado un algoritmo de control por modos deslizantes, que resuelva el problema de controlador
optimo para un criterio de Bolza-Meyer con un termino cuadratico de control [54, 55].
4)El problema simultaneo del estimado optimo del estado e identicacion de parametros para sistemas
estocasticos con parametros desconocidos ha sido sistematicamente tratados desde el comienzo del trabajo
[64]. El resultado optimo se obtuvo en [64] para sistemas lineales de tiempo discreto con parametros
desconocidos constantes dentro de un intervalo de tiempo nito de ltrado, utilizando el principio de
maxima probabilidad, en vista de un conjunto nito de los valores de estado y de los parametros en
un instante de tiempo. La aplicacion del principio de maxima probabilidad se continuo para sistemas
lineales de tiempo discreto en [65] y para sistemas lineales de tiempo continuo en [66]. Sin embargo, el
uso del principio de maxima probabilidad revelo ciertas limitaciones en el resultado nal: a. los parametros
3desconocidos se asumen constantes para evitar complicaciones en el problema de optimizacion generado
y b. no se pueden obtener ecuaciones dinamicas directas para el seguimiento de la dinamica del estado
optimo y la estimacion de parametros en la situacion general, sin imponer supuestos especiales en la
estructura del sistema.
1.3. Aportaciones
1.3.1. Dise~no por Modos Deslizantes para Sistemas Lineales con Estados no Medibles
El captulo 3 presenta la solucion del problema de ltrado en promedio cuadratico y promedio modulo
para sistemas lineales, que contienen un termino en modo deslizante, signo del proceso de innovacion. Se
demuestra que el dise~no del ltro por modos deslizantes en promedio cuadratico genera el estimado por
modos deslizantes, que tiene el mismo mnimo del estimado de la varianza del error como el mejor estimado
dado por el ltro de Kalman-Bucy clasico [44], aunque las matrices de ganancia de ambos ltros sean
diferentes. Sobre la base de nuestro conocimiento, este es el primer dise~no de ltro por modos deslizantes
que es optimo con respecto al criterio en promedio cuadratico y da el estimado con la mismas propiedades
estructurales como el ltro optimo convencional. Por otro lado, el dise~no del ltro por modos deslizantes
genera el estimado en promedio modulo, que da un mejor valor para el criterio en promedio cuadratico en
comparacion con el ltro de Kalman-Bucy en promedio cuadratico. Sobre la base de nuestro conocimiento,
este es el primer dise~no de ltro por modos deslizantes que es optimo con respecto al criterio en promedio
modulo. El resultado teorico es complementado con un ejemplo ilustrativo vericando el desempe~no de los
ltros dise~nados. Mostrando que el estimado producido por el ltro dise~nado y el ltro de Kalman-Bucy
dan el estimado con el mimo estimado de la varianza del error, mientras hay una ventaja en favor al
dise~no del ltro por modos deslizantes en promedio modulo.
Debera ser observado que los ltros dise~nados presentan una considerable ventaja en la teora y en la
practica de ltrado, dado la obtencion de que las ecuaciones de ltrado tienen un estructura mas simple en
comparacion al ltro de Kalman-Bucy clasico. Esto permite hacer que las aplicaciones a la industria sean
mas efectivas de los ltros en promedio cuadratico y promedio modulo para mecanica, energa, robotica
entre otras plantas tecnicas ([45]{[50]), donde el problema de estimacion del estado debera ser resuelto en
la presencia de ruidos estocasticos no acotados. La mas simple estructura del ltro es logrado en vista del
proceso de innovacion como una funcion signo, en contraste con los ltros dise~nados en [32, 33, 34, 35].
Como indicamos, esto produce la solucion del problema de ltrado dual a la solucion del problema de
control dado en [22, 23].
Los resultados de este captulo se publicaron en:
a) Basin M.V., Rodrguez Ramrez P. (2011) Sliding mode lter design for linear systems with unmeasured
states, IEEE Transactions on Industrial Electronics, Vol. 58, no. 8, pp. 3616-3622.
4b) Basin M.V., Rodrguez Ramrez P. (2010) Sliding mode mean-module ltering for linear stochastic
systems, IEEE International Conference on Industrial Technology, 2010 , Pag.(s): 1777 - 1780
c) Basin M.V., Rodrguez Ramrez P. (2010) Sliding mode mean-square ltering for linear stochastic
systems, IEEE International Conference on Industrial Technology, Pag(s): 1781 - 1784
d) Basin M.V., Rodrguez Ramrez P. (2010) Sliding mode lter design for linear systems with unmeasured
states, IEEE International Symposium on Intelligent Control, Pag.(s): 2468 - 2473
1.3.2. Dise~no del Controlador por Modos Deslizantes para Sistemas Lineales con Estados
no Medibles
En el captulo 4 se desarrolla el problema del controlador optimo para sistemas lineales sobre obser-
vaciones lineales con respecto a diferentes criterios de Bolza-Meyer, donde 1) los terminos del la energa
del control y del estado son cuadraticos dentro de la integral y el termino no integral es de primer grado
y 2) el termino de la energa del control es cuadratico y el termino de la energa del estado es de primer
orden. Las soluciones optimas son obtenidas como controladores por modos deslizantes, cada uno consiste
de un ltro por modos deslizantes y un regulador por modos deslizantes, mientras el controlador retro-
alimentado LQG convencional falla al proveer una solucion causal. El desempe~no del controlador optimo
obtenido es vericado en el ejemplo ilustrativo contra el controlador LQG convencional para el criterio
cuadratico de Bolza-Meyer. El resultado de la simulacion conrma la ventaja en favor al controlador por
modos deslizantes dise~nado.
Los resultados de este captulo se publicaron en:
a) Basin M.V., Rodrguez Ramrez P. (2012) Sliding mode controller design for linear systems with
unmeasured states, Journal of The Franklin Institute, Vol. 349, no. 4, pp. 1337-1349.
b) Basin M.V., Rodrguez Ramrez P. (2010) Sliding mode controller design for linear systems with
unmeasured states, 11th International Workshop on Variable Structure Systems, Page(s): 89 - 94
1.3.3. Dise~no de Filtrado por Modos Deslizantes para Sistemas no Lineales Polinomiales
con Estados no Medibles
En el captulo 5 se presenta la solucion del problema de ltrado en promedio cuadratico y en promedio
modulo para sistemas no lineales polinomiales estocasticos, que contienen un termino por modos deslizan-
tes, signo del proceso de innovacion. Esto demuestra que el ltro por modos deslizantes dise~nado genera
el estimado en promedio cuadratico, que tiene el mismo mnimo estimado de la varianza del error como
el mejor estimado dado por el ltro polinomial en promedio cuadratico convencional [59], aunque las ma-
trices de ganancia de ambos ltros son diferentes. Por otro lado, el ltro por modos deslizantes dise~nado
que genera el estimado en promedio modulo, dan un mejor valor del criterio en promedio cuadratico
5en promedio modulo en comparacion con el ltro polinomial en promedio cuadratico convencional [59].
Para nuestro conocimiento, esos son los primeros dise~nos de ltros por modos deslizantes par sistemas no
lineales polinomiales estocasticos que son optimos con respecto a los criterio en promedio cuadratico y
en promedio modulo. Ademas, dada cualquier funcion no lineal puede ser aproximada por un polinomio
de cierto grado para cualquier presidios, esto llevara potencialmente al dise~no sub-optimo de ltros en
promedio cuadratico y en promedio modulo nito dimensionales para cualquier estado del sistema no
lineal sobre observaciones lineales.
Los resultados de este captulo se publicaron en:
a) Basin M.V., Rodrguez Ramrez P. (2012) Sliding mode lter design for nonlinear polynomial systems
with unmeasured states, Information Sciences, Vol. 204, pp. 82-91.
b) Basin M.V., Rodrguez Ramrez P. (2011) Sliding mode mean-module lter design for polynomial
systems, American Control Conference, Pag.(s): 632 - 636
c) Basin M.V., Rodrguez Ramrez P. (2012) Sliding mode ltering for polynomial systems, 12th IEEE
International Workshop on Variable Structure Systems, January 12-14, Mumbai.
1.3.4. Dise~no del Controlador por Modos Deslizantes para Sistemas Polinomiales con
Estados no Medibles
En el captulo 6 se desarrolla la solucion del problema de controlador optimo para sistemas polinomia-
les sobre observaciones lineales con respecto a diferentes criterios de Bolza-Meyer, donde 1) los terminos
del la energa del control y del estado son cuadraticos dentro de la integral y el termino no integral es de
primer grado o 2) el termino de la energa del control es cuadratico y el termino de la energa del estado
es de primer orden. Los resultados teoricos son complementados con un ejemplo ilustrativo vericando el
desempe~no del algoritmo del controlador dise~nado. Ambos dise~nos de controladores por modos deslizantes
son comparados con el controlador retroalimentado polinomial-cuadratico correspondiente al criterio de
Bolza-Meyer cuadratico, que esta basado en el ltro Kalman-Bucy [44] y el regulador polinomial-cuadrati-
co convencional [63]. Los resultados de la simulacion conrman una ventaja en favor al controlador por
modos deslizantes dise~nados.
Los resultados de este captulo se publicaron en:
a) Basin M.V., Rodrguez Ramrez P. (2011) Sliding mode controller design for polynomial systems with
unmeasured states, 37th Annual Conference on IEEE Industrial Electronics Society, Pag.(s): 3569 - 3574.
61.3.5. Filtrado del Estado por Modos Deslizantes y Estimacion de Parametros para Sis-
temas Lineales Estocasticos
En el captulo 7 se presenta el ltro optimo por modos deslizantes e identicacion de parametros
para sistemas lineales estocasticos con parametros desconocidos sobre observaciones lineales, que estan
basados en el modo deslizante del proceso de innovacion. Un desarrollo historico de control por modos
deslizantes puede ser observado en [1]{[4]. El problema de ltrado se formalizo considerando los parame-
tros desconocidos como estados del sistema adicionales, procesos de Wiener, satisfaciendo la ecuacion
lineal estocastica de Ito^ con drift cero y difusion uno. As, el problema es reducido al dise~no del ltro por
modos deslizantes para sistemas bilineales con estados no medibles, cuya solucion es obtenida en [67] y
[68], respectivamente. Aqu se presenta el algoritmo optimo para el estimado del estado e identicacion de
parametros simultaneamente en sistemas lineales con parametros desconocidos multiplicativos y aditivos
sobre observaciones lineales. Note que desde el problema original de identicacion es reducido al problema
de ltrado por modos deslizantes para el sistema de estado extendido incluyendo al estado y parametros,
la condicion de identicabilidad para el sistema original coincide con la condicion de observabilidad para
el sistema extendido.
Los resultados de este captulo se publicaron en:
a) Basin M.V., Rodrguez Ramrez P. (2012) Sliding Mode State Filtering and Parameter Estimation for
Stochastic Linear Systems, 12th IEEE International Workshop on Variable Structure Systems, January
12-14, Mumbai.
1.4. Organizacion de la Tesis
En el captulo 2 se presenta una sntesis teorica de procesos estocasticos, teora de ltrado y teora
de modos deslizantes. En el capitulo 3 se plantea y resuelve el problema de dise~no de ltrado por modos
deslizantes para sistemas lineales estocasticos sobre observaciones lineales con estados no medibles. En
el captulo 4 se resuelve el problema de dise~no del controlador por modos deslizantes para sistemas
lineales sobre observaciones lineales con estados no medibles. En el captulo 5 se obtiene la solucion del
problema de dise~no de ltrado por modos deslizantes para sistemas polinomiales sobre observaciones
lineales con estados no medibles. En el captulo 6 se considera el problema de dise~no del controlador por
modos deslizantes para sistemas polinomiales sobre observaciones lineales con estados no medibles. En el
captulo 7 se obtiene la solucion del problema de ltrado del estado por modos deslizantes y estimacion
de parametros para sistemas lineales estocasticos. En el Captulo 8 son presentadas las conclusiones y los
trabajos futuros a desarrollar.
Captulo 2
Marco Teorico
2.1. Teora de Probabilidad y Variables Aleatorias.
2.1.1. Axiomas de Probabilidad
El concepto fundamental de la teora de probabilidad es el espacio probabilstico, que es denotado por

, con elementos denotados por !. 
 es un espacio simple muestral, y sus elementos ! son muestras o
resultados experimentales. Ciertos subconjuntos de 
 son llamados eventos. Nosotros asignamos proba-
bilidades a los eventos via una funcion probabilstica P () denido en la clase de eventos. Esto es, que
cada evento  asignamos un numero P (), llamado la probabilidad de . La funcion de Probabilidad
satisface los siguientes axiomas:
1. P ()  0
2. P (
) = 1
3. Si i \ j = ?; i 6= j; i; j = 1; : : : ; n, entonces P (1 [    [ n) = P (1) +   + P (n)
4. Si i\j = ?; i 6= j; i; j = 1; : : : ; n; : : : , entonces P (1[  [n\ : : : ) = P (1)+   +P (n)+ : : :
Como la probabilidad no puede ser asignada para cada subconjunto de 
, entonces denamos un clase
F de subconjuntos de 
 tal que para cualquier subconjunto ! de F , siempre se pueda asignar una
probabilidad P (!), F es llamado campo de Borel y satisface que:
1. 
 2 F
2. Si  2 F , entonces 
   2 F
3. Si 1;2; : : : ;n 2 F , entonces [n1i 2 F y \n1i 2 F
4. Si 1;2;    2 F , entonces [11 i 2 F y \11 i 2 F
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8Ademas, para toda clase dada F0 de conjuntos !, existe una unico campo de Borel B(F0) de conjuntos
de ! con la propiedades:
1. F0  B(F0)
2. Si F1, es un campo de Borel de conjuntos ! y si F0  F1, entonces B(F0)  F1.
B(F0) es el campo de Borel mas peque~no de conjuntos ! que contiene todos los conjuntos de F0. Este es
llamado campo de Borel generado por F0. La clase de eventos es un campo de Borel B y la funcion de
probabilidad esta denida sobre B. Supondremos que el espacio probabilstico 
, el campo de Borel B,
y la funcion de probabilidad P () han sido denidos. El conjunto (
; B; P ) es llamado prueba.
2.1.2. Variables Aleatorias
Una funcion real de valor nito x() denida en 
 es llamada variable aleatoria si, para cualquier
numero real x, la desigualdad
x(!)  x (2;1)
denida en el conjunto ! esta denida su probabilidad. En vista de la denicion de variable aleatoria, la
funcion
Fx(x) = P (x(!)  x) (2;2)
es denido para todo valor x y es llamada funcion de distribucion de la variable aleatoria x. La esperanza
de una variable aleatoria x es denido
E(x) =
Z 1
 1
xpx(x)dx (2;3)
donde px(x) es la funcion de densidad de la variable aleatoria x. Diremos que E(x) existe si E(x) < 1,
esto es, si la integral anterior es absolutamente convergente. Ahora
E(xn) =
Z
xnpx(x)dx (2;4)
dene el n-esimo momento de x. E(x2) es llamado el valor en promedio cuadratico de x.
E((x  E(x))n) =
Z
(x  E(x))npx(x)dx (2;5)
dene el n-esimo momento central de x. El segundo momento central de x es llamado la varianza
V ar(x) = E((x  E(x))2) (2;6)
Ademas, los momentos conjuntos de la forma
E(xnkx
m
l ) (2;7)
9y los momentos centrales conjuntos
E((xk   E(xk))n(xl   E(xl))m) (2;8)
pueden ser denidos. De particular importancia es la covarianza de xk y xl que es denido como
cov(xk; xl) = E((xk   E(xk))(xl   E(xl))) (2;9)
Una variable aleatoria tambien puede ser especicada en terminos de su funcion caracterstica denida
por
x(u) = E(exp(iux)) (2;10)
La importancia de esta funcion se da en el hecho de que uno puede obtener todos los momentos de la
variable aleatoria x por diferenciacion de la funcion caracterstica
E(xn) = (
1
in
)
dn
dun
x(0) (2;11)
para todo n, probando de que x(u) es analtica. La funcion caracterstica satisface
j E(exp(iux)) j E(j exp(iux) j) = 1 (2;12)
de esta denicion, se observa que la funcion caractersticas es la transformada de Fourier de la funcion
de densidad.
2.1.3. Probabilidad Condicional y Esperanza Condicional.
Dadas las variables aleatorias x y y denimos la funcion de probabilidad condicional P (x(!)  x j y)
de la variable aleatoria x dado la variable aleatoria y como
P (x(!)  x j y) = P ((x(!)  x) \ (y(!)  y))
P (y(!)  y) (2;13)
P (x(!)  x j y) no esta denido si P (y(!)  y) = 0. As, de la experimento (
; B; P ), podemos
construir una nuevo experimento dado por (
; B; P ( j y)), es facil ver que P ( j y) satisface los axiomas
probabilsticos de la seccion anterior. La esperanza condicional de la variable aleatoria x dado la variable
aleatoria y es denido por
E(x j y) =
Z
xpxjy(x j y)dx (2;14)
2.2. Procesos Estocasticos.
Un proceso estocastico X(t; !) con t 2 T es una familia de variables aleatorias indexada por el
conjunto de parametros T . El parametro t se reere al tiempo. Si la variables aleatorias X(t; !) tiene
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realizaciones discretas, diremos que el proceso estocastico tiene un espacio de estados discreto. Si tiene
realizaciones continuas diremos que el proceso estocastico tiene un espacio de estados continuo. El con-
junto de parametro T tambien puede tener valores discretos o continuos. Un espacio de estados continuo,
de un proceso con parametros continuos sera llamado funcion aleatoria. Ademas, observe que un proceso
estocastico X(t; !) es de hecho una funcion de dos variables, el parametro del tiempo t y el parametro
probabilstico !. Para cada t, X(t; ) es una variable aleatoria. Para cada !, X(; !) es una realizacion
del proceso, es decir, una funcion simple.
2.2.1. Ley de Probabilidad de un Proceso Estocastico
Sea X(t; !) con t 2 T un proceso estocastico, para cualquier conjunto nito ft1; : : : ; tng 2 T , la
funcion de distribucion conjunta de las variables aleatorias X(t1; !); : : : ; X(tn; !) (o Xt1 ; : : : ; Xtn) es
llamada distribucion nito dimensional del proceso estocastico
FX(Xt1 ; : : : ; Xtn) (2;15)
para todo conjunto nito ft1; : : : ; tng 2 T . Un proceso estocastico puede ser caracterizado por su distribu-
cion nito dimensional. Equivalentemente, el proceso estocastico puede ser caracterizado por su funcion
de densidad conjunta
pX(Xt1 ; : : : ; Xtn) (2;16)
o su funcion caracterstica
Xt1 ;:::;Xtn (u1; : : : ; un) (2;17)
para todo conjunto nito ft1; : : : ; tng 2 T . Por las ecuaciones anteriores de distribucion nito dimensional,
funcion de densidad conjunta o la funcion caracterstica para todo conjunto nito ft1; : : : ; tng 2 T sirve
para especicar la ley de probabilidad del proceso estocastico. Nosotros podemos escribir
p(xt) = p(x; t) 2;18
Para cada t, p(; t) es la densidad pxt() de la variable aleatoria xt(), Simuladamente
p(xt; x ) = p(x; y; t; ) 2;19
Para cada t y  , p(; ; t; ) es la densidad conjunta pxt; x (; ) de las variables aleatorias xt() y x ().
La densidad condicional
p(xt j x ) = p(xt; x )
p(x )
2;20
La densidad de primer y segundo orden del proceso estocastico puede responder preguntas probabilsticas
acerca del proceso. Para dos clases importantes de procesos estocasticos (Proceso Gaussiano y Proceso
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de Markov), estas densidades contestan todas las preguntas acerca de los procesos. Esto es, permiten
especicar la ley de probabilidad de los procesos. La funcion del tiempo t
mx(t) = E(xt) (2;21)
se llama funcion de la esperanza del proceso. La funcion de los tiempos t,
 x(t; ) = E(xtx
T
 ) (2;22)
se llama funcion de correlacion del proceso. La funcion de los tiempos t,
Px(t; ) = E([xt  mx(t)][x  mx()]T ) (2;23)
se llama funcion de correlacion del proceso. La funcion matricial de t
Px(t) = Px(t; t) (2;23)
es la matriz de covarianza para el vector aleatorio xt.
2.2.2. Convergencia de Secuencias Aleatorias.
Sea fxn; n = 1; 2; : : : g una secuencia aleatoria escalar. La secuencia fxng se dice que converge para x
con probabilidad 1 si
lm
n!1xn(!) = x(!) (2;24)
para al menos todo !. La secuencia fxng se dice que converge a x en probabilidad si, para cualquier
 > 0,
lm
n!1P (j xn(!)  x(!) j ) = 0 (2;25)
La secuencia fxng se dice que converge para x en promedio cuadratico si E(j xn j2) < 1 para todo n,
E(j x j2) <1, y
l:i:m: xn = lm
n!1E(j x  xn j
2) = 0 (2;26)
y x es llamado el limite en promedio de fxng. La convergencia con probabilidad 1 y la convergencia en
promedio cuadratico implican convergencia en probabilidad, pero no se pueden comparar las convergencias
en promedio cuadratico y con probabilidad 1.
2.2.3. Calculo en Promedio Cuadratico.
Sea fxt(!); t 2 Tg un proceso estocastico escalar, con parametros continuos, con segundo momento
nito. Esto es, E(j xt j2) <1 para toda t 2 T . Esto implica que m(t) = E(xt) y la funcion de correlacion
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 (t; ) = E(xt; x ) y la funcion de covarianza P (t; ) existen para todo t;  2 T . La funcion aleatoria xt
se dice que es continua en promedio cuadratico para t 2 T si
l:i:m:
h!0
xt+h = xt (2;27)
para t+ h 2 T . Por denicion del limite en promedio cuadratico obtenemos:
Teorema 2.1 xt es continuo en promedio cuadratico en t 2 T si, y solo si,  (t; ) es continuo en (t; t).
Corolario.  (t; ) es continuo en (t; t) si, y solo si, m(t) es continuo en t y P (t; ) es continuo en
(t; t).
La funcion aleatoria xt se dice que es diferenciable en promedio cuadratico en t 2 T si el siguiente
limite, que dene la derivada en promedio cuadratico, existe
l:i:m:
h!0
(xt+h   xt)
h
=
dxt
dt
= _xt (2;28)
para t+ h 2 T .
Teorema 2.2 xt es diferenciable en promedio cuadratico en t 2 T , si, y solo si, @ (t;)@t;@ existe en (t; t).
Corolario. @ (t;)@t;@ existe en (t; t) si, y solo si, _m(t) existe en t y
@P (t;)
@t;@ existe en (t; t).
En consecuencia de este corolario tenemos que si xt es diferenciable en promedio cuadratico para
cualquier t 2 T , entonces
m _x(t) = _mx(t) (2;29)
  _x _x(t; ) =
@ xx(t; )
@t; @
(2;30)
P _x _x(t; ) =
@Pxx(t; )
@t; @
(2;31)
son la esperanza, correlacion y covarianza del proceso _xt, tambien podemos observar que la derivada en
promedio cuadratico y la esperanza conmutan.
Ahora consideremos a; b 2 T; a  b,y la particion del intervalo [a; b] denida como
a = t0 < t1 < : : : < tn = b
Ademas, digamos que  = maxi(ti+1   ti), y consideremos a t;i un momento del tiempo tal que ti 
t;i < ti+1. bajo estas condiciones diremos que la funcion aleatoria xt es integrable en promedio cuadratico
sobre [a; b] si el siguiente limite existe
l:i:m:
!0
n 1X
i=0
xt;i(ti+1   ti) =
Z b
a
xtdt (2;32)
Teorema 2.3 xt es integrable en promedio cuadratico sobre [a; b] si, y solo si,  (t; ) es Riemann
integrable sobre [a; b] [a; b].
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Corolario.  (t; ) es Riemann integrable sobre [a; b]  [a; b] si, y solo si, m(t) es R-integrable sobre
[a; b] y P (t; ) es R-integrable sobre [a; b] [a; b].
En consecuencia de este corolario tenemos que si xt es integrable en promedio cuadratico sobre
[a; b]; [c; d] 2 T , entonces
E(
Z b
a
xtdt) =
Z b
a
m(t)dt (2;33)
E(
Z b
a
xtdt
Z d
c
xd) =
Z b
a
Z d
c
 (t; )dtd (2;34)
cov(
Z b
a
xtdt
Z d
c
xd) =
Z b
a
Z d
c
P (t; )dtd (2;35)
2.2.4. Proceso de Wiener.
Un proceso con parametros continuos fxt; t 2 Tg tiene incrementos independientes si, para cualquier
conjunto nito fti j ti  ti+1g 2 T , las variables aleatorias
xt2   xt1 ; xt3   xt2 ; : : : ; xtn   xtn 1
son independientes. El proceso xt se dice que tiene incrementos independientes estacionarios si, ademas,
xt+h   x+h
tiene la misma distribucion como xt   x para todo t >  2 T y cualquier h > 0. Un proceso estocastico
que es de gran importancia en la teora y aplicaciones, y que juega un rol importante en esta tesis, es el
proceso de Wiener. Un proceso con parametros continuos xt; t  0 es un proceso de Wiener si
1. xt; t  0 tiene incrementos independientes estacionarios
2. para todo t  0; xt tiene una distribucion normal
3. para todo t  0; E(xt) = 0
4. P (x0 = 0) = 1
La funcion de covarianza de un proceso de Wiener esta dada por
E[(xt   E(xt))(x   E(x ))T ] = Qmn(t; )
donde Q es una matriz denida positiva.
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2.2.5. Ruido Blanco.
Un ruido blanco Gaussiano es un proceso Gaussiano con
E[(xt   E(xt))(x   E(x ))T ] = Q(t  )
tambien un ruido blanco Gaussiano puede ser considerado como la derivada en promedio cuadratico debil
de un proceso de Wiener, denido como sigue. Sea fxt; t  0g un proceso de Wiener, del cual sabemos
que su funcion de covarianza es
Px(t; ) = Qmn(t; )
la funcion de covarianza del proceso fdxtdt t; t  0g es
P _x(t; ) =
@2Px(t; )
@t@
por lo tanto
P _x(t; ) = Q
@2mn(t; )
@t@
como sabemos
mn(t; ) =
(
;  < t
t;  > t
entonces la primera derivada parcial de esta funcion es
@
@t
mn(t; ) =
(
0;  < t
1;  > t
que es la funcion Heaviside o funcion de salto (en )y su derivada con respecto a  es la delta de Dirac
(t  ). Obteniendo
P _x(t; ) = Q(t  )
y _xt es un proceso con una delta-covarianza. Entonces, formalmente, un ruido blanco Gaussiano es la
derivada en promedio cuadratico debil del proceso de Wiener.
2.3. Ecuaciones Diferenciales Estocasticas.
Sistemas dinamicos continuos con estado nito-dimensionales, que son sujetos a disturbios aleatorios,
pueden ser representados por ecuaciones diferenciales ordinarias no lineales. Sean xt y wt, respectivamente,
el vector de estado n-dimensional y el disturbio aleatorio m-dimensional en el tiempo t. Entonces una
ecuacion diferencial general del tipo descrito puede ser escrita como
dxt
dt
= f(xt; wt; t); t  t0 (2;36)
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donde f es una funcion no lineal real n-dimensional. La ecuacion (2.36) es llamada ecuacion diferencial
estocastica, sistema dinamico estocastico continuo. La funcion del disturbio aleatorio wt es llamado fun-
cion driving. La condicion inicial para (2.36) puede ser una constante o una variable aleatoria xt0 con una
distribucion especica. La ley de probabilidad del proceso fwt; t  t0g se asume especicada. Un caso
especial importante de (2.36) es la ecuacion diferencial estocastica con un aditivo ruido blanco Gaussiano
dxt
dt
= f(xt; t) +G(xt; t) t; t  t0 (2;37)
donde G es una funcion matricial nm, y la condicion inicial xt0 que es independiente del ruido blanco
Gaussiano f t; t  t0g. Como el proceso f tg es delta-correlacionado, y por lo tanto, el  t no es integrable
en promedio cuadratico, y dado el resultado de la seccion anterior que un ruido blanco Gaussiano es la
derivada en promedio cuadratico debil de un proceso de Wiener. Sea fWt; t  t0g un proceso de Wiener
independiente. Entonces
 t  dWt
dt
y podemos escribir una forma equivalente de (2.37) como
dxt = f(xt; t)dt+G(xt; t)dWt; t  t0 (2;38)
Ahora (2.38) solo tiene sentido cuando la integral existe
xt   xt0 =
Z t
t0
f(x ; )d +
Z t
t0
G(x ; )dW
donde la primera integral puede ser denida como una integral en promedio cuadratico o como una
integral ordinaria, la segunda integral sera denida como una integral estocastica de Ito^, y por lo tanto
(2.38) es una ecuacion diferencial estocastica de Ito^.
2.3.1. Integral Estocastica de Ito^
La integral Z b
a
g()dW
donde g(t) es una funcion real y fWtg es un proceso de Wiener escalar, y es llamada integral de Wiener.
Y el caso generalizado por Ito^ cuando la funcion gt(!) es aleatoria, y la integralZ b
a
g (!)dW
es llamada integral estocastica de Ito^. Sea T = [a; b], y sea fWt; t 2 Tg un proceso de Wiener con
parametro de la varianza Q. Suponemos que la funcion aleatoria gt(!) esta denida en T y supongamos
que gt(!) es independiente de fWtk  Wtl : t  tl  tk  bg para todo t 2 TZ
T
E(j gt(!) j2)dt <1
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Particionado T :
a = t0 < t1 < : : : < tn = b
y sea  = maxi(ti+1   ti). Entonces la integral de Ito^ es denida comoZ
T
gt(!)dWt = l:i:m:
!0
n 1X
i=0
gti(!)(Wti+1  Wi) (2;39)
De esta denicion es facil ver que
E(
Z
T
gt(!)dWt) = 0 (2;40)
en vista de la suposicion de independencia. Tambien podemos calcular
E(
Z
T
gt(!)dWt
Z
T
ft(!)dWt) =
= E(l:i:m:
!0
n 1X
i=0
gti(!)(Wti+1  Wi)l:i:m:
!0
n 1X
i=0
fti(!)(Wti+1  Wi)) = (2;41)
= Ql:i:m:
!0
n 1X
i=0
E(gtifti)(ti+1   ti) = Q
Z
T
E(gtft)dt
2.3.2. Calculo Estocastico de Ito^.
Lema 2.4 Sea xt es la solucion unica de la ecuacion diferencial estocastica
dxt = f(xt; t)dt+G(xt; t)dWt; t  t0 (2;42)
donde x y f son vectores n-dimensionales, G es n  m, y fWt; t  t0g es un proceso de Wiener m-
dimensional con E(dWtdW
T
t ) = Qdt. Sea (xt; t) una funcion real escalar, continuamente diferenciable
en t y tenga segundo derivada parcial mixta continua con respecto a los elementos de x. Entonces la
diferencial estocastica d de  es
d = tdt+ 
T
x dxt +
1
2
tr(GQGT )xxdt (2;43)
donde
t =
@
@t
; Tx = [
@
@x1
; : : : ;
@
@xn
]
xx =
26664
@2
@x21
@2
@x1@x2
: : : @
2
@x1@xn
...
...
...
@2
@xn@x1
@2
@xn@x2
: : : @
2
@x2n
37775
Observe que (2.43) puede ser escrito como
d = (t + 
T
x f +
1
2
tr(GQGT )xx)dt+ 
T
xGdWt (2;44)
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2.4. Teora de Filtrado.
Consideremos la ecuacion dinamica estocastica continua descrita por la ecuacion diferencial estocasti-
ca.
dxt = f(xt; t)dt+G(xt; t)dWt; t  t0 (2;45)
donde x y f son vectores n-dimensionales, G es n  m, y fWt; t  t0g es un proceso de Wiener m-
dimensional con E(dWtdW
T
t ) = Qdt. La ecuacion (2.45) es equivalente a
dxt
dt
= f(xt; t) +G(xt; t) t;
donde f t; t  t0g es un ruido blanco Gaussiano,  t  N(0; Q(t)). Supongamos observaciones continuas
son tomadas en el sistema (2.45), de la forma
dYt = h(xt; t)dt+ dW
0
t (2;46)
donde Yt y h son vectores m-dimensionales y fW 0t ; t  t0g es un proceso de Wiener m-dimensional con
E(dW 0tdW
0T
t ) = R(t)dt;R() > 0. Supongamos que fWtg, fW 0tg yxt0 son independientes. La ecuacion
(2.46) es equivalente a
yt = h(xt; t) +  
0
t (2;47)
con la identicacion
yt  dYt
dt
 0t 
dW 0t
dt
y con f 0t; t  t0g un ruido blanco Gaussiano,  0t  N(0; R(t)). Las ecuaciones (2.45) y (2.46), juntas,
constituyen un vector de ecuaciones diferenciales estocasticas. El problema de estimacion es buscar el
estimado optimo x^(t) del sistema de estado x(t) basado en el proceso de observacion Y (t) = fy(s); 0 
s  tg, que minimiza la norma euclidiana
J = E[(x(t)  x^(t))T (x(t)  x^(t)) j FYt ] (2;48)
para cualquier momento del tiempo t.
Las ecuaciones de ltrado optimo se obtienen usando la formula para la ecuacion diferencial de ito^ de
la esperanza condicional m(t) = E(x(t) j FYt )
dm(t) = E(f(x; t) j FYt )dt+ E(x[h(xt; t)  E(h(xt; t) j FYt )]T j FYt ) (2;49)
(dy(t)  E(h(xt; t) j FYt ))dt
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2.4.1. Filtro de Kalman-Bucy.
En el caso particular, si la funcion f(xt; t) = a0(t) + a1(t)x(t), G(xt; t) = B(t) y h(xt; t) = A0(t) +
A(t)x(t) la ecuacion de ltrado optimo de la esperanza condicional es
dm(t) = E(a0(t) + a1(t)x(t) j FYt )dt+ E(x[A0(t) +A(t)x(t) 
E(A0(t) +A(t)x(t) j FYt )]T j FYt ) (2;50)
(B(t)B(t)T ) 1(dy(t)  E(A0(t) +A(t)x(t) j FYt ))dt
de aqu obtenemos que
E(a0(t) + a1(t)x(t) j FYt ) = a0(t) + a1(t)m(t)
E(x[A0(t) +A(t)x(t)  E(A0(t) +A(t)x(t) j FYt ]T j FYt ))
= E(x[x(t)  E(x(t) j FYt )]T j FYt )A(t)T = P (t)A(t)T
E(A0(t) +A(t)x(t) j FYt ) = A0(t) +A(t)m(t)
por lo tanto la ecuacion diferencial de la esperanza condicional es
dm(t) = (a0(t) + a1(t)m(t))dt+ P (t)A(t)
T (2;51)
(B(t)B(t)T ) 1(dy(t) A0(t) A(t)m(t))dt
La ecuacion (2.51) debera tener una condicion inicial m(t0) = E(x0 j FYt0 ). Tratando de componer una
forma cerrada para el sistema del ecuaciones de ltrado, la ecuacion (2.51) debera ser complementada
con la ecuacion para la varianza del error P (t). Para este proposito usamos la formula diferencial de Ito^
de la varianza P (t) = E((x(t) m(t))(x(t) m(t))T j FYt ) dada por
dP (t) = (E((x(t) m(t))(f(x; t))T j FYt ) + E((f(x; t))(x(t) m(t))T j FYt )
b(t)bT (t)  E(x[h(xt; t)  E(h(xt; t) j FYt )]T j FYt )A(t)T (2;52)
(B(t)B(t)T ) 1A(t)TE([h(xt; t)  E(h(xt; t) j FYt )]xT j FYt ))dt+
E((x(t) m(t))(x(t) m(t))[h(xt; t)  E(h(xt; t) j FYt )]T j FYt )
(B(t)B(t)T ) 1(dy(t)  E(h(xt; t) j FYt ))dt
sustituyendo la expresion para h(xt; t) la formula anterior toma la forma
dP (t) = (E((x(t) m(t))(f(x; t))T j FYt ) + E((f(x; t))(x(t) m(t))T j FYt )
b(t)bT (t)  P (t)A(t)T (B(t)B(t)T ) 1A(t)TP (t))dt+ (2;53)
E((x(t) m(t))(x(t) m(t))(x(t) m(t))T j FYt )
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AT (t)(B(t)B(t)T ) 1(dy(t) A0(t) A(t)m(t))dt
como f(xt; t) = a0(t) + a1(t)x(t) obtenemos
E((x(t) m(t))(a0(t) + a1(t)x(t))T j FYt ) = P (t)a1(t)T
E((a0(t) + a1(t)x(t))(x(t) m(t))T j FYt ) = a1(t)P (t)
ademas
E((x(t) m(t))(x(t) m(t))(x(t) m(t))T j FYt ) = 0
por lo tanto la ecuacion para la varianza del error sera
dP (t) = (P (t)a1(t)
T + a1(t)P (t)
b(t)bT (t)  P (t)A(t)T (B(t)B(t)T ) 1A(t)TP (t))dt (2;54)
con la condicion inicial P (t0) = E((x(t0) m(t0))(x(t0) m(t0))T j FYt ). Las ecuaciones (2.51) y (2.54)
forman el ltro de Kalman-Bucy.
2.5. Control Optimo.
En esta seccion se derivan las condiciones necesarias y sucientes para el problema basico de optimi-
zacion dinamica para buscar una funcion de control u(:) que minimice el funcional de costo
J(x0; u) =
Z T
0
g(t; x(t); u(t))dt+ h(x(T )) (2;55)
donde la variable de estado x(t) satisface la ecuacion diferencial
_x(t) = f(t; x(t); u(t)); x(0) = x0 (2;56)
Aqu x(t) 2 Rn; u(t) 2 Rm y x0 es un vector dado en Rn. f(t; x(t); u(t)) y g(t; x(t); u(t)) son funciones
continuas en R1+n+m. Mas aun, para f y g todas las derivadas parciales de x y u existen y son continuas.
h(x) 2 C1.
2.5.1. Principio del Maximo de Pontryagin.
Asumiremos que existe un subconjunto U  Rm tal que para todo t 2 [0; T ]; u(t) 2 U . El conjunto de
funciones de controles admisibles U consiste de funciones medibles desde [0; T ] en U para que la ecuacion
diferencial (2.56) tenga solucion unica sobre [0; T ] y el funcional de costo (2.55) exista. Dado que f y
g son funciones continuas en u, entonces f y g son tambien funciones medibles. Como consecuencia la
funcion de costo (2.55) existe si solo asumimos que U es acotado. Si ademas f satisface la desigualdad
j f(t; x(t); u(t)) j L j x j +N; t 2 [0; T ]; x 2 Rn; u 2 U
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para algunas constantes positivas L y N , la ecuacion diferencial (2.56) tiene solucion unica para toda
funcion medible u.
Teorema 2.5 Considere el problema de optimizacion dado por las ecuaciones (2.55) y (2.56). Intro-
duzcamos H = g + f . Sea u(t) 2 U control que da un mnimo local para el funcional de costo (2.55),
y sea x(t) la trayectoria correspondiente. Entonces existe una funcion de co-estado T : [0; T ] ! Rn
satisfaciendo
_x(t) = f(t; x(t); u(t))

=
@H(t; x; u; )
@

; x(0) = x0 (2;57)
_(t) =  @H(t; x
; u; )
@x
; (T ) =
@h(x(T ))
@x
(2;58)
y, para todo t 2 (0; T ) en que u es continua
H(t; x; u; ) = mn
u2U
H(t; x; u; )
esto es
u(t) = argmin
u2U
H(t; x; u; )
2.5.2. Programacion Dinamica.
Teorema 2.6 Considere el problema de optimizacion dado por las ecuaciones (2.55) y (2.56). Sea
u(t) 2 U un control que da un mnimo local para la funcion de costo (2.55), y sea x(t) la trayectoria
correspondiente. Sea V (t; x) = mnu2U J(t; x) y asumamos que las derivadas parciales de V (t; x) existe,@V@x
es continua y, ademas, ddtV (t; x(t)) existe. Entonces para t0  t  T
 @V
@t
(t; x) = mn
u2U

g(t; x; u) +
@V
@x
(t; x)f(t; x; u)

; V (T; x) = h(x(T )) (2;59)
y
u(t) = argmin
u2U

g(t; x; u) +
@V
@x
(t; x)f(t; x; u)

(2;60)
2.5.3. Control Optimo del Regulador Lineal Cuadratico.
Considere el sistema lineal invariante en el tiempo:
_x(t) = Ax(t) +Bu(t); x(t0) = x0 (2;61)
donde x(t) 2 Rn, es el estado del sistema, u(t) 2 U es el vector de variables que pueden ser usadas para
controlar el sistema y x0 es el estado inicial dado del sistema. Tambien consideremos el criterio cuadratico
dado por:
J =
Z T
0
fxT (t)Qx(t) + uT (t)Ru(t)gdt+ xT (T )QTx(T ) (2;62)
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donde las matrices Q,R y QT se asumen que son simetricas. Ademas, asumimos que la matriz R es
denida positiva.
Teorema 2.7 El problema de control lineal cuadratico (2.61) y (2.62) tiene, para cualquier condicion
inicial del estado x0, tiene solucion si y solo si la ecuacion diferencial de Riccati dada por
_K(t) =  ATK(t) K(t)A(t) +K(t)BR 1BTK(t) Q; K(T ) = QT (2;63)
tiene solucion simetrica K(t) sobre [0; T ]. Si el problema de control lineal cuadratico tiene solucion,
entonces es unica y el problema de control en forma de retroalimentacion es
u(t) =  R 1BTK(t)x(t); (2;64)
con x(t) es la solucion de la ecuacion
_x(t) = (A BR 1BTK(t))x(t); x(t0) = x0
Mas aun, J(u) = xT0K(0)x0.
2.5.4. Control Estocastico para Sistemas Lineales con Observacion Completa.
Consideremos el sistema descrito por la ecuacion diferencial del estado:
_x(t) = A(t)x(t) +B(t)u(t) + w(t); (2;65)
con la condicion inicial del estado
x(t0) = x0
y la variable controlable es
z(t) = D(t)x(t); (2;66)
En (2.65) w(t) es un ruido blanco con intensidad V (t). La condicion inicial del estado x0 es una variable
aleatoria, independiente del ruido blanco w, que
E(x0x
T
0 ) = Q0
Considere el criterio
E
(Z T
t0
[zT (t)R3(t)z(t) + u
T (t)R2(t)u(t)]dt+ x
T (T )P1x(T )
)
(2;67)
donde R3(t) y R2(t) son matrices simetricas denidas positivas para t0  t  T y P1 es simetrica
denida no negativa. Entonces el problema de determinar para cada t; t0  t  T , la entrada u(t) como
funcion de toda la informacion de las pasado tal que el criterio es minimizado es llamado el problema del
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regulador optimo lineal estocastico. Si todas las matrices en la formulacion del problema son constantes,
nos referiremos a el como el problema del regulador optimo lineal estocastico invariante en el tiempo.
Teorema 2.8 La solucion optima lineal del problema del regulador optimo lineal estocastico es
seleccionar la entrada acorde a la ley de control
u(t) =  R 12 (t)BT (t)P (t)x(t) (2;68)
Aqu P (t) es la solucion de la ecuacion matricial de Riccati
  _P (t) = DT (t)R3(t)D(t)  P (t)B(t)R 12 (t)BT (t)P (t) +AT (t)P (t) + P (t)A(t) (2;67)
con la condicion terminal
P (T ) = P1
el valore mnimo del criterio esta dado por
tr
"
P (t0)Q0 +
Z T
t0
P (t)V (t)dt
#
(2;68)
.
2.5.5. Control Estocastico para Sistemas Lineales con Observacion Incompleta.
Ahora consideremos el sistema:
_x(t) = A(t)x(t) +B(t)u(t) + w1(t); (2;69)
x(t0) = x0
donde x0 es un vector estocastico con esperanza x0 y matriz de varianza Q0. La variable de observacion
esta dada por
y(t) = C(t)x(t) + w2(t) (2;70)
El proceso estocastico adjunto col(w1; w2) es un ruido blanco con intensidad 
V1(t) V12(t)
V21(t) V2(t)
!
La variable controlada puede ser expresada como
z(t) = D(t)x(t); t  t0 (2;71)
Entonces el problema del regulador de salida optimo lineal estocastico es el problema de buscar el funcional
u(t) = f [y(); t0    t]; t0  t  T (2;72)
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tal que el criterio
E
(Z T
t0
[zT (t)R3(t)z(t) + u
T (t)R2(t)u(t)]dt+ x
T (T )P1x(T )
)
(2;73)
es minimizado. Aqu R3(t), R2(t) y P1 son matrices de peso simetricas tales que R2(t) > 0, R3(t) > 0
t0  t  T , y R2(t)  0.
Teorema 2.9 La solucion optima lineal del problema del regulador de salida optimo lineal estocastico
es el mismo que la solucion del problema del regulador optimo lineal estocastico excepto que en la ley
de control el estado x(t) es reemplazado con el mnimo estimado en promedio cuadratico x^(t), esto es, la
entrada es seleccionada como
u(t) =  R 12 (t)BT (t)P (t)x^(t) (2;74)
donde x^(t) satisface la ecuacion
_^x(t) = A(t)x^(t) +B(t)u(t) +K(t)[y(t)  C(t)x^(t)]; (2;75)
x^(t0) = x^0
Aqu K(t) = Q(t)CT (t)V  12 , la matriz de varianza Q(t) es la solucion de la ecuacion de Riccati
_Q(t) = V1(t) Q(t)CT (t)V  12 (t)C(t)Q(t) +A(t)Q(t) + P (t)AT (t) (2;76)
Q(t0) = Q0
y P (t) satisface la ecuacion matricial de Riccati
  _P (t) = DT (t)R3(t)D(t)  P (t)B(t)R 12 (t)BT (t)P (t) +AT (t)P (t) + P (t)A(t) (2;77)
P (T ) = P1
.
2.6. Modos Deslizantes.
Consideremos el sistema no lineal dado por
_x(t) = f(t; x) + g(t; x)u(t); (2;78)
donde x(t) 2 Rn, u(t) 2 Rm, f(t; x) 2 Rnn, y g(t; x) 2 Rnm. La componente de retroalimentacion
discontinua esta dada por
ui =
(
u+i (t; x) i(x) > 0
u i (t; x) i(x) < 0
(2;79)
donde i(x) = 0 es la i-esimo supercie deslizante, y
(x) = [1(x); 2(x); : : : ; m(x)]
T = 0; (2;80)
es la supercie deslizante (n m) dimensional.
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2.6.1. Dise~no de la supercie deslizante.
Supongamos que, en el instante del tiempo t0 la trayectoria de estado de la planta intercepta la
supercie deslizante y el modo deslizante existe para t  t0. El control equivalente es buscar una entrada
ueq tal que la trayectoria del estado se mantenga en la supercie deslizante (x) = 0. La existencia del
modo deslizante implica que (x) = 0 para todo t  t0 y _(x) = 0.
Diferenciado (x) con respecto al tiempo a lo largo de la trayectoria de (2.78) obtenemos
@
@x

_x =

@
@x

[f(t; x) + g(t; x)ueq] = 0; (2;81)
donde ueq es el llamado control equivalente. Note que bajo la accion del control equivalente ueq cualquier
trayectoria que inicia en la supercie (x) = 0 se mantiene en ella, desde _(x) = 0. Como consecuencia,
la supercie deslizante (x) = 0 es un conjunto invariante.
Para calcular ueq se asume que la el producto matricial [
@
@x ]g(t; x) es no singular para todo t y x.
Entonces
ueq =  

@
@x
g(t; x)
 1
@
@x
f(t; x); (2;82)
Por lo tanto, dado (x(t0)) = 0, la dinamica del sistema sobre la supercie deslizante para t  t0, es
obtenido por sustituir (2.82) en (2.78), esto es,
_x(t) =
"
I   g(t; x)

@
@x
g(t; x)
 1
@
@x
#
f(t; x); (2;83)
En el caso especial de una supercie lineal (x(t0)) = Sx(t), (2.83) resulta en
_x(t) =
h
I   g(t; x) [Sg(t; x)] 1 S
i
f(t; x); (2;84)
Note que (2.83) con la restriccion de (x) = 0 determina el comportamiento del sistema en la supercie
deslizante. Como un resultado, el movimiento en la supercie deslizante es gobernado por una reduccion
de orden para el conjunto de variables del estado restringidas a (x) = 0.
2.6.2. Dise~no del Controlador.
El problema es escoger una control capaz de forzar la trayectoria del estado de la planta a la supercie
deslizante y de mantener una condicion de modo deslizante. La sumision es que la supercie deslizante
ya a sido dise~nada. En este caso, el control u(t) tiene la forma (2.79).
Metodo de Diagonalizacion. Este metodo esta basado en la construccion de un nuevo vector de
control u a traves de una transformacion no singular del control original denida por
u(t) = Q 1(t; x)

@
@x

g(t; x)u(t) (2;85)
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donde Q(t; x) es una matriz diagonal arbitraria de dimension mm con elementos qi(t; x); i = 1; : : : ;m
tales que nf j qi(t; x) j> 0 para todo t  0 y todo x.
En terminos de u la dinamica del estado
_x(t) = f(t; x) + g(t; x)

@
@x
g(t; x)
 1
Q(t; x)u(t); (2;86)
Para la existencia y alcanzabilidad del modo deslizante es suciente que se satisfaga la condicion (x) _(x) <
0. En terminos de u
_(x) =
@
@x
f(t; x) +Q(t; x)u(t) (2;87)
Entonces, las entradas u+i y u
 
i son seleccionadas para satisfacer
qj(t; x)u
+
i <  
nX
j=1
ijfj(t; x)
cuando j(x) > 0
qj(t; x)u
 
i >  
nX
j=1
ijfj(t; x)
cuando j(x) < 0.
Otros metodos.
Una posible estructura del control es
ui = uieq + uiN
donde uieq es la i-esimo componente del control equivalente y donde uiN es el termino discontinuo de
(2.79). Para la condicion (x) _(x) < 0 calculamos _(x) como
_(x) =

@
@x

_x =

@
@x

[f(t; x) + g(t; x)(uieq + uiN )]
=

@
@x

g(t; x)uiN
por simplicidad, asumimos que

@
@x

g(t; x) = I. Entonces _(x) = uiN .
Denamos diferentes tipos de controles:
1. Funcion signo
uiN =  i(x)sign(i(x))
donde i(x) > 0, para todo x y la funcion signo esta denida como
sign(i(x)) =
8>><>>:
1; si i(x) > 0
 1; si i(x) < 0
0; si i(x) = 0
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observe que el control satisface
i(x) _i(x) =  i(x) j i(x) j< 0
cuando i(x) 6= 0.
2. Retroalimentacion Lineal
uiN =  L(x)
donde L 2 Rmm es una matriz constante denida positiva. Observe que el control satisface
(x) _(x) =  T (x)L(x) < 0
cuando (x) 6= 0.
3. Vector unitario
uiN =  
(x)
k(x)k;  > 0
que implica que
(x) _(x) =  k(x)k < 0
cuando (x) 6= 0.
Captulo 3
Dise~no de Filtrado por Modos
Deslizantes para Sistemas Lineales
con Estados no Medibles
3.1. Planteamiento del Problema de Filtrado
Sea (
; F; P ) un espacio probabilstico completo con una familia de -algebras Ft; t  t0 creciente
continua por la derecha, y sean (W1(t); Ft; t  t0) y (W2(t); Ft; t  t0) procesos estandar de Wiener
independientes. Los procesos aleatorios (x(t); y(t)) Ft-medibles son descritos por una ecuacion diferencial
para el estado del sistema
dx(t) = (a0(t) + a(t)x(t))dt+ b(t)dW1(t); x(t0) = x0; (3;1)
y la ecuacion diferencial lineal para el proceso de observacion
dY (t) = A(t)x(t)dt+B(t)dW2(t): (3;2)
Aqu, x(t) 2 Rn es el vector del estado y y(t) 2 Rm, m  n, es el proceso de observacion. La condicion
inicial x0 2 Rn es un vector Gaussiano tal que x0, W1(t), y W2(t) son independientes. Asumamos que
B(t)BT (t) es una matriz denido positivo. Todos los coecientes de (3.1){(3.2) son funciones determinis-
ticas del tiempo de dimensiones apropiadas.
Las ecuaciones del estado y observacion pueden tambien ser escritas en una forma alternativa
_x(t) = a0(t) + a(t)x(t) + b(t) 1(t); x(t0) = x0; (3;1
)
y(t) = A(t)x(t) +B(t) 2(t); (3;2
)
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donde y(t) = _Y (t), y  1(t) y  2(t) son ruidos blancos Gaussian, que son derivadas en promedio cuadratico
debil del proceso estandar de WienerW1(t), yW2(t) (ver [51]). La representacion (3.1),(3.2) y (3.1
),(3.2)
son equivalentes ([52]). Las ecuaciones (3.1),(3.2) presentan la forma convencional para las ecuaciones
(3.1),(3.2), que es actualmente usado en la practica.
El problema de estimacion es buscar el estimado x^(t) del estado del sistema x(t), basado en el proceso
de observacion Y (t) = fy(s); t0  s  tg, que minimice la norma promedio cuadratico
J = E[(x(t)  x^(t))T (x(t)  x^(t)) j FYt ] (3;3)
para todo momento del tiempo t. Aqu, E[z(t) j FYt ] representa la esperanza condicional del proceso
estocastico z(t) = (x(t)   x^(t))T (x(t)   x^(t)) con respecto a  - algebra FYt generado por el proceso
de observacion Y (t) en el intervalo [t0; t]. Como sabemos [51], este estimado esta dado por la esperanza
condicional
x^(t) = m(t) = E(x(t) j FYt )
del estado del sistema x(t) con respecto a la  - algebra FYt generado por el proceso de observacion Y (t)
en el intervalo [t0; t]. Como de costumbre, la funcion matricial
P (t) = E[(x(t) m(t))(x(t) m(t))T j FYt ]
es el estimado de la varianza del error.
La bien conocida solucion para el problema de ltrado planteado es el ltro Kalman-Bucy [44]. Una
solucion alternativa que involucra un termino en modo de deslizamiento esta dado en la seccion 3 y
entonces la probaremos el apendice 1. Como demostramos, el ltro obtenido en modo deslizante es optimo
con respecto al criterio (3.3).
En este captulo tambien incluye el problema de ltrado en promedio modulo para buscar el estimado
x^(t) del estado del sistema x(t), basado en el proceso de observacion Y (t) = fy(s); t0  s  tg, que
minimiza la norma promedio-modulo
J = E[(j x(t)  x^(t) j) j FYt ] (3;4)
para todo momento del tiempo t. Aqu, j x j= [j x1 j; : : : ; j xn j] 2 Rn es denido como el vector de valores
absolutos de los componentes del vector x 2 Rn.
La solucion para el problema de ltrado planteado, involucra un termino en modo deslizante, esta
dado en la seccion 4 y sera probado en el apendice 2. Como demostramos, el ltro obtenido en modo
deslizante es optimo con respecto al criterio (3.4).
3.2. Dise~no De Filtro En Modo Deslizante en Promedio Cuadratico
La solucion del problema de ltrado en promedio cuadratico para el sistema lineal (3.1) y el criterio
(3.3) esta dado como sigue. El estimado en promedio cuadratico satisface la ecuacion diferencial con un
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termino en modo deslizante
_m(t) = a0(t) + a(t)m(t) +Q(t)A
T (t)(B(t)BT (t)) 1A(t)Sign[AT (t)(A(t)AT (t)) 1y(t) m(t)]; (3;5)
con la condicion inicial m(t0) = E(x(t0) j FYt0 ). Aqu, la funcion Signo de un vector x = [x1; : : : ; xn] 2 Rn
esta denido como Sign[x] = [sign(x1); : : : ; sign(xn)] 2 Rn, y la funcion signo de un escalar x esta
denido como sign(x) = 1, si x > 0, sign(x) = 0, si x = 0, y sign(x) =  1, si x < 0 ([53]).
La funcion matricial Q(t) satisface la ecuacion matricial con coecientes variantes en el tiempo
_Q(t) = (b(t)bT (t)) j AT (t)(A(t)AT (t)) 1y(t) m(t) j +a(t)Q(t); (3;6)
Con la condicion inicial
Q(t0) = E[(x(t0) m(t0)(x(t0) m(t0)T j FYt0 ] j AT (t0)(A(t0)AT (t0)) 1y(t0) m(t0) j :
Aqu, j x j= [j x1 j; : : : ; j xn j] 2 Rn esta denido como el vector absoluto de los componentes del vector
x 2 Rn, y A  b denota el producto entre la matriz A 2 Rnn y el vector b 2 Rn, que resulta en la matriz
denida como sigue: todas las entradas de la j-th columna de la matriz A es multiplicada por la j-th
componente del vector b, j = 1; : : : ; n.
El resultado presentado esta formulado en el siguiente teorema.
Teorema 3.1 El ltro en promedio cuadratico para el estado lineal (3.1) sobre observaciones lineales
(3.2) esta dado por la ecuacion (3.5) para el estimado m(t) = E(x(t) j FYt ) y la ecuacion (3.6) para la
matriz de ganancia del ltro Q(t).
3.2.1. Ejemplo I
Esta seccion presenta un ejemplo ilustrando el ltro por modos deslizantes en promedio cuadratico
dise~nado para sistemas lineales (3.1),(3.2), usando las ecuaciones de ltrado (3.5),(3.6).
Considere un estado lineal escalar no medible
_x(t) = x(t) +  1(t); x(0) = x0; (3;7)
y el proceso de observacion lineal escalar
y(t) = x(t) +  2(t); (3;8)
donde  1(t) and  2(t) son ruidos blancos Gaussianos, que son la derivada en promedio cuadratico debil de
un proceso estandar de Wiener (ver [51]). Las ecuaciones (3.7),(3.8) corresponden a la forma convencional
alternativa (3.1),(3.2) para las ecuaciones (3.1),(3.2).
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El problema de ltrado es buscar el estimado en promedio cuadratico para el estado lineal (3.7),
usando observaciones lineales (3.8) confundido con disturbios modelados como ruidos blancos Gaussianos
independientes e identicamente distribuidos.
Las ecuaciones de ltrado(3.5),(3.6) toma la siguiente forma particular para el sistema (3.7),(3.8)
_m(t) = m(t) +Q(t)sign[y(t) m(t)]; (3;9)
con la condicion inicial m(0) = E(x(0) j y(0)) = m0,
_Q(t) = Q(t)+ j y(t) m(t) j; (3;10)
con la condicion inicial Q(0) = E((x(0) m(0))(x(0) m(0))T j y(0)) j y(0) m(0) j.
El estimado obtenido antes resolviendo las ecuaciones (3.9),(3.10) son comparadas con el estimado
que satisface las ecuaciones de ltrado de Kalman-Bucy [44] para el sistema lineal (3.7),(3.8)
_mK(t) = mK(t) + P (t)[y(t) mK(t)]; (3;11)
con la condicion inicial m(0) = E(x(0) j y(0)) = m0,
_P (t) = 1 + 2P (t)  P 2(t); (3;12)
con la condicion inicial P (0) = E((x(0) m(0))(x(0) m(0))T j y(0)).
Los resultado de la simulacion numerica son obtenidos resolviendo el sistema de ecuaciones (3.9),(3.10)
y (3.11),(3.12). Los valores obtenidos de los estimados m(t) y mK(t) satisfacen las ecuaciones (3.9) y
(3.11), respectivamente, son comparadas con los valores de la variable estado x(t) en (3.7).
Para cada ltro (3.9),(3.10) y (3.11),(3.12) y el sistema de referencia (3.7),(3.8), involucrados en la
simulacion, asignamos los siguientes valores iniciales: x0 = 1, m0 = 10, P (0) = 100, Q(0) = 866;9. El
horizonte de ltrado se ajusta a T = 0;4. Los disturbios Gaussianos  1(t) y  2(t) en (3.7),(3.8) son
realizados usando funciones de ruidos blancos en MatLab.
Son obtenidas las siguientes gracas: En la Fig. 3.1. tenemos la graca de referencia del estado x(t),
satisfaciendo la ecuacion (3.7), el estimado del ltro en modo deslizante en promedio cuadratico m(t),
satisfaciendo la ecuacion (3.9), y el estimado del ltro de Kalman-Bucy mK(t), satisfaciendo la ecuacion
(3.11), son mostradas en el intervalo de simulacion [0; 0;4]. Ademas, en la Fig. 3.2 el estimado del ltro en
modo deslizante en promedio cuadratico m(t), promediado por un ltro Butterworth y todas las variables
de la Fig. 3.1 se muestran a detalle en el intervalo [0;2; 0;4].
Se puede observar que los estimados dados por ambos ltros generan el mismo mnimo del estimado
de la varianza del error, aunque las matrices de ganancia Q(t) y P (t) son diferentes
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3.2.2. Apendice I
Demostracion del teorema 3.1 La bien conocida solucion clasica de problema de ltrado para
sistemas lineales (3;1) sobre observaciones lineales (3;2)con respecto al criterio en promedio cuadratico
(3.3) esta dado por el ltro de Kalman-Bucy [44]. El estimado en promedio cuadratico m(t) = E(x(t) j
FYt ) esta gobernado por la ecuacion
_m(t) = a0(t) + a(t)m(t) + P (t)A
T (t)(B(t)BT (t)) 1A(t)[AT (t)(A(t)AT (t)) 1y(t) m(t)]:
con la condicion inicialm(t0) = E(x(t0) j FYt0 ). El estimado de la matriz de varianza del error en promedio
cuadratico P (t) satisface la ecuacion de Riccati
_P (t) = a(t)P (t) + P (t)aT (t) + b(t)bT (t)  P (t)AT (t)(B(t)BT (t)) 1A(t)P (t);
con la condicion inicial P (t0) = E[(x(t0) m(t0)(x(t0) m(t0)T j FYt0 ].
Vamos a demostrar que el ltro de Kalman-Bucy coincide con el dise~no del ltro en promedio cuadrati-
co (3.5),(3.6). En efecto, introduciendo la nueva matriz de ganancia Q(t) = P (t)
j AT (t)(A(t)AT (t)) 1y(t) m(t) j, la anterior ecuacion del estimado para m(t) coincide con la ecuacion
(3.5). Ademas , en vista de la ecuacion del estimado para m(t), la ecuacion (3.1) y la ecuacion
A(t)(AT (t)(A(t)AT (t)) 1y(t)  m(t)) = A(t)(x(t)  m(t) + AT (t)(A(t)AT (t)) 1B(t) 2(t)), la recien in-
troducida matriz de ganancia Q(t) satisface la ecuacion
_Q(t) = E( _Q(t) j FYt ) = E
 d(P (t) j AT (t)(A(t)AT (t)) 1y(t) m(t) j)
dt
j FYt

=
E
 dP (t)
dt
 j AT (t)(A(t)AT (t)) 1y(t) m(t) j +P (t)  d(j A
T (t)(A(t)AT (t)) 1y(t) m(t) j)
dt
j FYt

=
E
 
(P (t)aT (t) + a(t)P (t) + b(t)bT (t)  P (t)AT (t)(B(t)BT (t)) 1A(t)P (t))
j AT (t)(A(t)AT (t)) 1y(t) m(t) j +( P (t)aT (t) j AT (t)(A(t)AT (t)) 1y(t) m(t) j +
P (t)AT (t)(B(t)BT (t)) 1A(t)P (t) j AT (t)(A(t)AT (t)) 1y(t) m(t) j) j FYt

=
b(t)bT (t) j AT (t)(A(t)AT (t)) 1y(t) m(t) j +a(t)P (t) j AT (t)(A(t)AT (t)) 1y(t) m(t) j=
b(t)bT (t) j AT (t)(A(t)AT (t)) 1y(t) m(t) j +a(t)Q(t);
con la condicion inicial
Q(t0) = E[(x(t0) m(t0)(x(t0) m(t0)T j FYt0 ] j AT (t0)(A(t0)AT (t0)) 1y(t0) m(t0) j, que coincide con
(3.6). El teorema es probado. 
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3.3. Dise~no del Filtro en Modo Deslizante en Promedio Modulo
La solucion del problema de ltrado en promedio modulo para sistemas lineales (3.1) y el criterio
(3.4) es dado a continuacion. El estimado en promedio cuadratico satisface la ecuacion diferencial con un
termino en modo deslizante
_m(t) = a0(t) + a(t)m(t) +Q(t)A
T (t)(B(t)BT (t)) 1A(t)Sign[AT (t)(A(t)AT (t)) 1y(t) m(t)]: (3;13)
con la condicion inicial m(t0) = E(x(t0) j FYt0 ), donde la funcion signo es denida en la seccion 3.3.
La funcion matricial Q(t) satisface la ecuacion matricial con coecientes de tiempo variante.
_Q(t) = b(t)bT (t) + a(t)Q(t); (3;14)
con la condicion inicial Q(t0) = E[(x(t0)  m(t0))(Sign(AT (t0)(A(t0)AT (t0)) 1A(t0)x(t0)  m(t0)))T j
FYt0 ].
El resultado presentado es formulado en el siguiente teorema.
Teorema 3.2 El ltro en promedio modulo para el estado lineal (3.1)sobre observaciones lineales
(3.2) esta dado por las ecuaciones (3.13) para el estimado m(t) y la ecuacion (3.14) para la matriz de
ganancia del ltro Q(t).
3.3.1. Ejemplo II
En esta seccion presentamos un ejemplo ilustrando el ltro en modo deslizante en promedio modulo
dise~nado para sistemas lineales (3.1),(3.2), usando las ecuaciones de ltrado (3.13),(3.14).
Considere de nuevo un estado lineal, escalar, no medible
_x(t) = x(t) +  1(t); x(0) = x0; (3;15)
y el proceso de observacion lineal escalar
y(t) = x(t) +  2(t); (3;16)
donde  1(t) and  2(t) son ruidos blancos Gaussianos.
El problema de Filtrado es buscar un estimado en promedio modulo para el estado lineal (3.15),usan-
do observaciones lineales (3.16) confundido con disturbio modelados como ruidos blancos Gaussianos
independientes e identicamente distribuidos.
Las ecuaciones de ltrado (3.13),(3.14) toman la forma particular para el sistema (3.15),(3.16)
_m(t) = m(t) +Q(t)sign[y(t) m(t)]; (3;17)
con la condicion inicial m(0) = E(x(0) j y(0)) = m0,
_Q(t) = Q(t) + 1; (3;18)
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con la condicion inicial Q(0) = E((x(0) m(0))(Sign(x(0) m(0)))T j y(0)).
El estimado obtenido antes resolviendo las ecuaciones (3.17),(3.18) son tambien comparados con el
estimado que satisface las ecuaciones de ltrado de Kalman-Bucy (3.11),(3.12).
Para cada ltro (3.17),(3.18) y (3.11),(3.12) y la referencia del sistema (3.15),(3.16), involucrados en
la simulacion, se les asigna los siguientes valores iniciales: x0 = 1, m0 = 10, P (0) = Q(0) = 100. El
horizonte de ltrado se ajusta a T = 0;4.
Note que la condicion inicial P (0) y Q(0) son asignado iguales por propositos de la simulacion, donde
los resultados deberan ser comparados con respecto al criterio en promedio modulo (3.4). Si el valor inicial
para Q es asignado como Q(0) = 10, el ltro de Kalman-Bucy dara un mejor resultado como el mejor
ltro lineal en promedio cuadratico.
Se obtiene las siguientes gracas: La graca del estado de referencia x(t), satisfaciendo la ecuacion
(3.15), el estimado del ltro de modos deslizantes en promedio modulo m(t), satisfaciendo las ecuaciones
(3.17), y el estimado del ltro de Kalman-Bucy en promedio cuadratico mK(t), satisfaciendo la ecuacion
(3.11), se muestran en el intervalo entero de [0; 0;4] en Fig. 3.3.
Se puede observar que el ltro de modo deslizantes en promedio modulo (3.17),(3.18) arroja un valor
ciertamente mejor del criterio en promedio modulo (3.4) en comparacion con el ltro de Kalman-Bucy
(3.11),(3.12).
Nota que la comparacion de el ltro de modo deslizante en promedio modulo dise~nado (3.17),(3.18)
con el ltro de Kalman-Bucy en promedio cuadratico (3.11),(3.12) con respecto al criterio (3.4) es lleva
acabo con nes ilustrativos, siendo que el ltro (3.17),(3.18) teoricamente debera dar un mejor resultado
, como se sigue del teorema 2.
3.3.2. Apendice II
Demostracion del teorema 3.2 Acorde a la teora general de ltrado en base al proceso de innova-
cion [51], el estimado optimo es una funcion lineal que minimiza el criterio residual. Sin embargo, el estima-
do de Kalman-Bucy en promedio cuadratico depende linealmente de la integral de x(t) E(x(t) j FYt ), que
es la derivada del mnimo resido en promedio cuadratico (1=2)(x(t) E(x(t) j FYt ))T (x(t) E(x(t) j FYt )),
dado que el lado derecho la ecuacion del estimado del ltro de Kalman-Bucy linealmente incluye la de-
rivada del termino x(t)   E(x(t) j FYt ) (see [44]). Similar mente, la ecuacion del estimado en promedio
modulo linealmente incluye la derivada Sign(x(t)   E(x(t)) j FYt ) del mnimo residuo en promedio mo-
dulo j x(t)  E(x(t) j FYt ) j en el criterio (3.4). Por lo tanto, el estimado en promedio modulo puede ser
representado por la ecuacion (3.13)
_m(t) = a0(t) + a(t)m(t) +Q(t)A
T (t)(B(t)BT (t)) 1A(t)Sign[AT (t)(A(t)AT (t)) 1y(t) m(t)]:
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con la condicion inicialm(t0) = E(x(t0) j FYt0 ). Aqu, la matriz de ganancia Q(t) debera ser reseleccionada
para minimizar la varianza condicional del estimado del error producida por el estimado m(t). Acorde a
la formula de Ito^ (Ver, por ejemplo, [51]), la ecuacion para el estimado de la varianza del error condicional
P (t) = E[(x(t) m(t))(x(t) m(t))T j FYt ], producida por el estimado m(t), toma la forma
_P (t) = a(t)P (t) + P (t)aT (t) + b(t)bT (t) Q(t)AT (t)(B(t)BT (t)) 1A(t)
E(Sign(AT (t)(A(t)AT (t)) 1A(t)x(t) m(t))(x(t) m(t))T j FYt )  E((x(t) m(t))
(Sign(AT (t)(A(t)AT (t)) 1A(t)x(t) m(t))T j FYt )AT (t)(B(t)BT (t)) 1A(t)QT (t)+
Q(t)AT (t)(B(t)BT (t)) 1A(t)QT (t):
Como se sigue de las ecuaciones anteriores, la variable P (t) es minima, si la matriz de ganancia
Q(t) es asignada como Q(t) = E((x(t)  m(t))(Sign(AT (t)(A(t)AT (t)) 1A(t)x(t)  m(t)))T j FYt ). En
vista de la formula de Ito^, la ecuacion para Q(t) esta dada por (3.14) con la condicion inicial Q(t0) =
E[(x(t0) m(t0))(Sign(AT (t0)(A(t0)AT (t0)) 1A(t0)x(t0) m(t0)))T j FYt0 ]. El teorema esta probado. 
3.4. Conclusiones
Este captulo presenta el problema de ltrado en promedio cuadratico y promedio modulo y el dise~no
de las soluciones como ltros basados en una ganancia en modo deslizante. Ambos problemas de ltrado
son considerados para sistemas lineales con ruidos blancos Gaussianos. Se demuestra que el dise~no del l-
tro en modo deslizante en promedio cuadratico generado por el estimado en promedio cuadratico, obtiene
el mismo mnimo del estimado de la varianza del error que el mejor estimado dado por el ltro clasico
de Kalman-Bucy, aunque las matrices de ganancia de ambos ltros son diferentes. Esto es vericado
numericamente en un ejemplo que el estimado producido por el dise~no del ltro en modo deslizante en
promedio cuadratico y el ltro de Kalman-Bucy producen el mismo mnimo del estimado de la varianza
del error. Por otro lado, el dise~no del ltro en modos deslizantes en promedio modulo generado por el
estimado en promedio modulo, que el mejor valor del criterio en promedio modulo en comparacion con
el ltro de Kalman-Bucy en promedio cuadratico. Esta conclusion es teoricamente probada y vericada
numericamente en el ejemplo. La aproximacion propuesta basada en involucrar el termino de innovacion
en modo deslizante es esperado para ser aplicado a otros problemas de ltrado con criterios sin prome-
dio cuadratico donde el ltro convencional lineal de Kalman-Bucy no funciona, en particular, sistemas
polinomiales.
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Figura 3.1: Las gracas del estado no medible (3.7) x(t) (Azul), el estimado de modo deslizante en
promedio cuadratico (3.9)m(t) (Verde), y el estimado de Kalman-Bucy (3.11)mK(t) (Rojo) en el intervalo
[0; 0;4].
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Figura 3.2: Las gracas del estado no medible (3.7) x(t) (Azul), el estimado de modo deslizante en
promedio cuadratico (3.9) m(t) (Verde), el estimado de modo deslizante en promedio cuadratico (3.9)
m(t) promediado por el ltro Butterworth (Celeste), y el estimado de Kalman-Bucy (3.11) mK(t) (Rojo)
en el intervalo [0;2; 0;4].
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Figura 3.3: Las gracas del estado no medible (3.15) x(t) (Azul), el estimado de modo deslizante en
promedio modulo (3.17) m(t) (Verde), y el estimado de Kalman-Bucy (3.11) mK(t) (Rojo) en el intervalo
[0; 0;4].
Captulo 4
Dise~no del Controlador por
Modos Deslizantes para Sistemas
Lineales con Estados no Medibles
4.1. Problema de Controlador Optimo
4.1.1. Planteamiento del Problema
Sea (
; F; P ) un espacio probabilstico completo con una familia de -algebras Ft; t  t0 creciente
continua por la derecha, y sean (W1(t); Ft; t  t0) y (W2(t); Ft; t  t0) procesos estandar de Wiener
independientes. Los procesos aleatorios (x(t); y(t)) Ft-medibles son descritos por una ecuacion diferencial
para el estado del sistema
dx(t) = a(t)x(t)dt+B(t)u(t)dt+ b(t)dW1(t); x(t0) = x0; (4;1)
y la ecuacion diferencial lineal para el proceso de observacion
dy(t) = A(t)x(t)dt+G(t)dW2(t): (4;2)
Aqu, x(t) 2 Rn es el vector de estados, u(t) 2 Rl es la entrada de control, y y(t) 2 Rm es el vector de
observacion lineal, m  n. La condicion inicial x0 2 Rn es un vector Gaussiano tal que x0, W1(t) 2 Rp, y
W2(t) 2 Rq son independientes. La matriz de observacion A(t) 2 Rmn no se supone que sea invertible
o cuadrada. Asumimos que G(t)GT (t) es una matriz denida positiva, por lo tanto, m  q. Todos
los coecientes en (4.1){(4.2) son funciones deterministicas de dimensiones apropiadas. Sin perdida de
generalidad, el sistema (4.1) (el par (A;B)) se asume que sea controlable, esto es, los componentes del
estado no controlables no son considerados.
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Las ecuaciones del estado y observacion pueden ser escritas en una forma alternativa
_x(t) = a(t)x(t) +B(t)u(t) + b(t) 1(t); x(t0) = x0; (4;1
)
y(t) = A(t)x(t) +B(t) 2(t); (4;2
)
donde y(t) = _Y (t), y  1(t) y  2(t) son ruidos blancos Gaussianos, que son derivada en promedio cuadrati-
co debil de un proceso estandar de Wiener W1(t), y W2(t) (ver [51]). La representacion (4.1),(4.2) y
(4.1),(4.2) son equivalentes ([52]). Las ecuaciones (4.1),(4.2) presentan la forma convencion para las
ecuaciones (4.1),(4.2), que son actualmente usadas en la practica.
En el problema de control optimo lineal clasico [54, 55], el criterio para minimizar es denido como
un funcional cuadratico Bolza-Meyer:
J3 = E[
1
2
[x(T )]T [x(T )] +
1
2
Z T
t0
(uT (s)R(s)u(s) + xT (s)L(s)x(s))ds];
donde R(t) es denido positivo y  , L(t) son funciones matriciales simetricas denidas no negativas, y
T > t0 es un cierto momento del tiempo. El smbolo E[f(x)] representa la esperanza (promedio) de la
funcion f de la variable aleatoria x, y aT denota la traspuesta del vector (matriz) a. La solucion del
problema es bien conocida [54, 55] y considerada como fundamental en la teora de sistemas lineales
optimos.
En este captulo, el criterio a minimizar incluye un termino terminal no cuadratico o un termino de
la energa del estado no cuadratico o ambos y son denidos como:
J1 = E[
nX
i=1
 ii j xi(T ) j +1
2
Z T
t0
(uT (s)R(s)u(s) + xT (s)L(s)x(s))ds]; (4;3)
J2 = E[
nX
i=1
 ii j xi(T ) j +
Z T
t0
1
2
(uT (s)R(s)u(s))ds+
nX
i=1
Lii(s) j xi(s) j ds]; (4;4)
donde R(s) es denida positiva y L(s) es una funcion matricial simetrica continua denida no negativa,
 es una matriz diagonal denida no negativa, y j xi j denota el valor absoluto de los componentes de xi
del vector x 2 Rn.
El problema de control optimo es buscar un control u(t), t 2 [t0; T ], que minimice el criterio J a lo
largo de la trayectoria no observable x(t), t 2 [t0; T ], generada al sustituir u(t) dentro de la ecuacion
del estado (4.1).
La solucion del problema del control optimo planteado esta dado en las siguientes secciones.
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4.2. Dise~no del Control en Promedio Cuadratico
4.2.1. Principio de Separacion I.
LA solucion del primer problema, de acuerdo con el principio de separacion para sistemas estocasticos
lineales (ver [54, 55]), el estado lineal no medible x(t), satisfaciendo (4.1), es reemplazado con el estimado
en promedio cuadratico m(t) sobre observaciones lineales y(t) (4.2), que es obtenido usando el ltro de
modos deslizantes en promedio cuadratico para sistemas lineales (ver [57] Para el planteamiento y solucion
del problema de ltrado correspondiente)
_m(t) = a(t)m(t)+B(t)u(t)+K(t)AT (t)(B(t)BT (t)) 1A(t)Sign[AT (t)(A(t)AT (t)) 1y(t) m(t)]: (4;5)
m(t0) = m0 = E(x(t0) j FYt0 );
_K(t) = (b(t)bT (t)) j AT (t)(A(t)AT (t)) 1y(t) m(t) j +K(t)aT (t); (4;6)
K(t0) = E[(x(t0) m(t0)(x(t0) m(t0)T j FYt0 ] j AT (t0)(A(t0)AT (t0)) 1y(t0) m(t0) j :
Aqu, La funcion Signo de un vector x = [x1; : : : ; xn] 2 Rn esta denido como Sign[x] = [sign(x1); : : : ;
sign(xn)] 2 Rn, y la funcion signo de un escalar x es denido como sign(x) = 1, si x > 0, sign(x) = 0,
si x = 0, y sign(x) =  1, si x < 0 ([53]). un vector j x j= [j x1 j; : : : ; j xn j] 2 Rn es denido como el
vector de valores absolutos de los componentes del vector x 2 Rn, y A  b denota un producto entre una
matriz A 2 Rnn y un vector b 2 Rn, que resulta en la matriz denida como: Todas las entradas de la
j-th columna de la matriz A son multiplicados por el j-th componente del vector b, j = 1; : : : ; n.
Recordando que m(t) es el estimado en promedio cuadratico para el vector de estado x(t), basado en
el proceso de observacion Y (t) = fy(s); t0  s  tg, que minimiza la norma en promedio cuadratico
H = E[(x(t) m(t))T (x(t) m(t)) j FYt ]
para todo momento del tiempo t. Aqu, E[(t) j FYt ] Es la esperanza condicional del proceso estocastico
(t) = (x(t)  m(t))T (x(t)  m(t)) con respecto a la -algebra FYt generado por el proceso de observa-
cion Y (t) en el intervalo [t0; t]. Como sabemos [51], Este estimado optimo esta dado por la esperanza
condicional
m(t) = E(x(t) j FYt )
del estado x(t) con respecto a la -algebra FYt generada por el proceso de observacion Y (t) en el intervalo
[t0; t]. Como siempre, la funcion matricial
P (t) = E[(x(t) m(t))(x(t) m(t))T j FYt ]
es el estimado de la varianza del error.
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Es facil vericar (ver [54, 55]) que el problema de control optimo para el estado del sistema (4.1) y la
funcion de costo (4.3) es equivalente al problema de control optimo para el estimado (4.5) y el funcion
de costo J1 representada como
J1 =
nX
i=1
 ii j mi(T ) j +1
2
Z T
t0
(uT (s)R(s)u(s) +mT (s)L(s)m(s))ds+ (4;7)
1
2
Z T
t0
tr[P (s)L(s)]ds+ tr[P 1(T )K(T ) ];
donde tr[A] denota la traza de la matriz A. Donde la ultima parte de J1 no depende del control u(t) o
del estado x(t), la reduccion de la funcion de costo M1 para minimizar toma la forma
M1 =
nX
i=1
 ii j mi(T ) j +1
2
Z T
t0
(uT (s)R(s)u(s) +mT (s)L(s)m(s))ds: (4;8)
As, la solucion del problema de control optimo especicado por (4.1),(4.3) puede ser hecho resolviendo el
problema de control optimo dado por (4.4),(4.8). Finalmente, el mnimo valor del criterio J1 debera ser
determinado usando (4.7). Esta conclusion presenta el principio de separacion para sistemas lineales con
criterio no cuadratico (4.3).
4.2.2. Solucion del Problema de Control Optimo. I
La solucion optima del problema de control denido por (4.4),(4.8) esta dado por [22]. Aplicando el
principio de separacion de la seccion anterior para el ltro en modo deslizante en promedio cuadratico
en [57] y el regulador optimo en modo deslizante [22], el control optimo que resuelve el problema original
(4.1){(4.3) esta dado por el siguiente teorema.
Teorema 4.1 El control optimo para el sistema lineal (4.1) sobre observaciones lineales (4.2) con
respecto al criterio no cuadratico (4.3) esta dado por la ley de control
u(t) = R 1(t)BT (t)Q(t)Sign[m(t)]; (4;9)
donde la funcion matricial Q(t) es la solucion de la ecuacion matricial
_Q(t) = L(t) j m(t) j  aT (t)Q(t): (4;10)
La condicion terminal de la ecuacion (4.10) esta denida como Q(T ) =   , si el estado m(t) no llega
a la supercie deslizante m(t) = 0 dentro del intervalo de [t0; T ], m(t) 6= 0, t 2 [t0; T ]. De otra manera,
si el estado m(t) llega a la supercie deslizante m(t) = 0 dentro del intervalo de tiempo [t0; T ], m(t) = 0
para algun t 2 [t0; T ], entonces Q(t) se ja igual a la funcion matricial Q0(t) que es la tal una solucion
de (4.10) haciendo que m(t) llegue a la supercie deslizante m(t) = 0 bajo la ley de control (4.8) con la
matriz Q0(t) exactamente en el momento t = T , m(T ) = 0, perom(t) 6= 0, t < T .
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Sustituyendo el anterior control optimo (4.9) en la ecuacion (4.5), se obtiene la siguiente ecuacion del
estimado del estado controlado optimamente
_m(t) = a(t)m(t) +B(t)R 1(t)BT (t)Q(t)Sign[m(t)] +K(t)AT (t)(B(t)BT (t)) 1 (4;11)
A(t)Sign[AT (t)(A(t)AT (t)) 1y(t) m(t)];
con la condicion inicial m(t0) = E(x(t0) j FYt ).
Demostracion Se sigue facilmente de la aplicacion del principio de separacion de la seccion anterior
para el ltro de modos deslizantes en promedio cuadratico en [57] y el regulador en modo deslizante
optimo en [22]. 
As, la ecuacion del estimado controlado optimamente (4.11), la ecuacion matricial de ganancia del
control (4.10), la ley de control (4.9), y las ecuacion matricial de ganancia del ltro (4.5) dan la solucion
completa del problema de control optimo para sistemas lineales sobre observaciones lineales y con funcion
de criterio no cuadratico (4.3).
4.2.3. Ejemplo I.
Esta seccion presenta un ejemplo del dise~no del controlador por modos deslizantes para sistemas linea-
les (4.1) sobre observaciones lineales (4.2) con criterio no cuadratico (4.3), usando el control (4.6),(4.9){
(4.11), y comparandolo con el mejor disponible controlador LQG.
Considere la ecuacion del estado lineal
_x(t) = x(t) + u(t) +  1(t); x(0) = 1; (4;12)
y un proceso de observacion lineal
y(t) = x(t) +  2(t); (4;13)
donde  1(t) and  2(t) son ruidos blancos Gaussian, que son la derivada en promedio cuadratico debil de un
proceso estandar de Wiener (ver [51]). Las ecuaciones (4.12),(4.13) corresponden a la forma convencional
alternativa (4.1),(4.2) para las ecuaciones (4.1),(4.2).
El problema de controlador es buscar un control u(t), t 2 [0; T ], T = 1;2, que minimice el criterio
J1 = 50 j x(T ) j +1
2
Z T
0
(u2(t) + x2(t))dt; (4;14)
En otras palabras, el problema de control es minimizar la energa total del estado x usando el mnimo de
la energa total del control u.
Aplicando el controlador por modos deslizantes (4.6),(4.9){(4.11), y la ley de control (4.9) esta dado
por
u(t) = Q(t)sign[x(t)]; (4;15)
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donde m(t) satisface la ecuacion
_m(t) = m(t) + u(t) +K(t)sign[y(t) m(t)]; (4;16)
con la condicion inicial m(0) = E(x(0) j y(0)) = m0, K(t) satisface la ecuacion
_K(t) = K(t)+ j y(t) m(t) j; (4;17)
con la condicion inicial K(0) = E((x(0) m(0))(x(0) m(0))T j y(0)) j y(0) m(0) j, y Q(t) satisface
la ecuacion
_Q(t) =j m(t) j  Q(t); (4;18)
con la condicion terminal Q(1;2) =  50, si m(t) 6= 0 para cualquier t < 5, y Q(t) = 0, donde t es el
tiempo que el estimado m(t) llega a la supercie deslizante m = 0 en el momento nal t = T , de otra
forma.
Sustituyendo el control anterior (4.15) y la expresion obtenida para K(t) y Q(t) dentro de (4.16), la
ecuacion del estimado del estado controlado optimamente toma la forma
_m(t) = m(t) +Q(t)sign[m(t)] +K(t)sign[y(t) m(t)]; (4;19)
con la condicion inicial m(0) = E(x(0) j y(0)) = m0. El sistema obtenido (4.17){(4.19) puede ser resuelto
usando metodos numericos simples, tales como el metodo de disparo. Este metodo consiste en variar la
condicion inicial de (4.18) hasta que la condicion terminal dada este satisfecha.
Para la simulacion numerica del sistema (4.12),(4.13) y el controlador (4.15){(4.19), los valores iniciales
x(0) = 1, m(0) = 10, y P (0) = 866;25 son asignados. El tiempo nal esta jado para T = 1;2. Los
disturbios  1(t) en (4.12) y  2(t) en (4.13) son realizados usando la funcion de ruidos blancos de MatLab.
El sistema (4.17){(4.19) es primero simulado con la condicion nal Q(1;2) =  50. Como la simulacion
muestra, al estado m(t) llegando al cero antes del momento nal T = 1;2. En consecuencia, la condicion
terminal para la ecuacion (4.18) es cambiado a Q(1;2) =   0 tal que m(1;2) = 0, y el sistema (4.17){
(4.19) es simulado de nuevo. El resultado obtenido aplicando el controlador (4.15){(4.19) al sistema
(4.12) son mostrados en la Fig. 4.1, que presenta la graca del estado controlado (4.12) x(t), el estimado
controlado (4.19) m(t), el control (4.15) u(t), y el criterio (4.14) J1(t) en el intervalo [0; 1;2]. El valor del
criterio (4.14) en el momento nal T = 1;2 es J1(1;2) = 4;985.
El dise~no del controlador por modos deslizantes (4.6),(4.9){(4.11) es comparado con el mejor contro-
lador lineal para el criterio J3 con el termino cuadratico no integral
J3 = 25x
2(T ) +
1
2
Z T
0
(u2(t) + x2(t))dt; (4;20)
Como sigue de la teora LQG optima [54, 55], la ley de control lineal esta dado por
u(t) = Q(t)m(t); (4;21)
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donde m(t) satisface la ecuacion
_m(t) = m(t) + u(t) + P (t)[y(t) m(t)]; (4;22)
con la condicion inicial m(0) = E(x(0) j y(0)) = m0, la varianza P (t) satisface la ecuacion de Riccati
_P (t) = 1 + 2P (t)  P 2(t); (4;23)
con la condicion inicial P (0) = E((x(0)  m(0))(x(0)  m(0))T j y(0)), y Q(t) satisface la ecuacion de
Riccati
_Q(t) = 1  2Q(t) Q2(t); Q(1;2) =  50: (4;24)
Sustituyendo el control anterior (4.21) y las expresiones obtenidas para P (t) y Q(t) dentro (4.22), las
ecuacion del estimado del estado controlado optimamente toma la forma
_m(t) = m(t) +Q(t)m(t) + P (t)[y(t) m(t)]; (4;25)
con la condicion inicial m(0) = E(x(0) j y(0)) = m0.
Note que la comparacion entre el controlador de modo deslizante (4.6),(4.9){(4.11) con el mejor
controlador LQG (4.21){(4.25) con respecto al criterio (4.14) es llevado acabo para nes ilustrativos,
dado que el controlador (4.6),(4.9){(4.11) debera dar teoricamente un mejor resultado, como se sigue del
teorema 4.1.
Los resultado obtenido al aplicar el controlado (4.6),(4.21){(4.25) para el sistema (4.12),(4.13) son
mostrados en la Fig. 4.1-4.4, que presenta las gracas del estado controlado (4.12) x(t), el estimado
controlado (4.25) m(t), el control (4.21) u(t), y el criterio (4.14) J1(t) en el intervalo [0; 1;2]. El valor del
criterio (4.14) en el momento nal T = 1;2 es J1(1;2) = 7;51.
Se puede observar que el controlado por modos deslizantes (4.6),(4.9){(4.11) obtiene un mejor valor
del criterio (4.14) en comparacion con el controlador retroalimentado LQG (4.21){(4.25). Note que el
controlador retroalimentado LQG falla para proveer un control optimo para el criterio (4.14).
4.3. Dise~no del Controlador en Promedio Modulo
4.3.1. Principio de Separacion II.
Resolviendo el segundo problema, el estado lineal no medible x(t), satisface (4.1), es reemplazado con
un estimado en promedio modulo m(t) sobre observaciones lineales y(t) (4.2), que se obtiene usando el
ltrado por modos deslizantes en promedio modulo para sistemas lineales (ver [58] para el planteamiento
y solucion del problema de ltrado correspondiente)
_m(t) = a(t)m(t)+B(t)u(t)+K(t)AT (t)(B(t)BT (t)) 1A(t)Sign[AT (t)(A(t)AT (t)) 1y(t) m(t)]: (4;26)
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m(t0) = m0 = E(x(t0) j FYt0 );
_K(t) = b(t)bT (t) +K(t)aT (t); (4;27)
K(t0) = E[(x(t0) m(t0)(Sign(AT (t)(A(t)AT (t)) 1A(t)x(t0) m(t0)))T j FYt0 ]:
Aqu, m(t) es el estimado en promedio modulo par el vector de estado x(t), basado en el proceso de
observacion Y (t) = fy(s); t0  s  tg, que minimiza la norma promedio modulo
J = E[(j x(t)  x^(t) j) j FYt ]
para todo momento t.
Es facilmente vericable (see [54, 55]) que el problema de control optimo para el estado del sistema
(4.1) y funcion de costo (4.4) es equivalente al problema de control optimo para el estimado (4.9) y el
funcional de costo J2 representado como
J2 =
nX
i=1
 ii j mi(T ) j +
Z T
t0
1
2
(uT (s)R(s)u(s))ds+
nX
i=1
Lii(s) j mi(s) j ds+ (4;28)
1
2
Z T
t0
tr[K(s)L(s)]ds+ tr[K(T ) ];
donde tr[A] denota la traza de la matriz A. Dado que la ultima parte de J2 no depende del control u(t)
o del estado x(t), la reduccion efectiva de la funcion de costo M2 para minimizar toma la forma
M2 =
nX
i=1
 ii j mi(T ) j +
Z T
t0
1
2
(uT (s)R(s)u(s))ds+
nX
i=1
Lii(s) j mi(s) j ds: (4;29)
As, la solucion del problema de control optimo especicado por (4.1),(4.4) puede se encontrado resol-
viendo el problema de control optimo dado por (4.26),(4.29). Finalmente, el valor mnimo del criterio J2
debera ser determinado usando (4.28). Esta conclusion presenta el principio de separacion para sistemas
lineales con criterio no cuadratico (4.4).
4.3.2. Solucion del Problema de Control Optimo II
La solucion optima del problema de control denida por (4.26),(4.29) esta dada por [23]. Aplicando
el principio de separacion de la seccion anterior para el ltro por modos deslizantes en promedio modulo
en [58] y el regulador optimo por modos deslizantes [23], la solucion del controlador optimo del problema
original (4.1),(4.2),(4.4) esta dado por el siguiente teorema.
Teorema 4.2 El controlador optimo para el sistema lineal (4.1) sobre observaciones lineales (4.2) con
respecto al criterio no cuadratico (4.4) esta dado por la siguiente ley de control
u(t) = R 1(t)BT (t)Q(t)Sign[m(t)]; (4;30)
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donde la funcion matricial Q(t) es la solucion de la ecuacion matricial
_Q(t) = L(t)  aT (t)Q(t): (4;31)
La condicion terminal para la ecuacion (4.31) es denida como Q(T ) =   , si el estado m(t) no llega
a la supercie deslizante m(t) = 0 dentro del intervalo de tiempo [t0; T ], m(t) 6= 0, t 2 [t0; T ]. De otra
manera, si el estado m(t) llega a la supercie deslizante m(t) = 0 dentro del intervalo de tiempo [t0; T ],
entonces la condicion terminal para Q(t) es jado como cero en el momento del tiempo t, Q(t) = 0,
donde t es el tiempo maximo posible de llegada a la supercie deslizante m(t) = 0. En otras palabras, si
no existe una solucion del sistema de ecuaciones (4.1), (4.30), (4.31) haremos que satisfaga las condiciones
m(t0) = m0 y Q(t1) = 0, t1 > t
, cuando m(t) 6= 0 para t < t1 y m(t) = 0 para algun t  t1.
Sustituyendo el control optimo anterior (4.30) dentro de la ecuacion (4.26), la siguiente ecuacion del
estimado del estado controlado optimamente es obtenida
_m(t) = a(t)m(t) +B(t)R 1(t)BT (t)Q(t)Sign[m(t)] +K(t)AT (t)(B(t)BT (t)) 1 (4;32)
A(t)Sign[AT (t)(A(t)AT (t)) 1y(t) m(t)];
con la condicion inicial m(t0) = E(x(t0) j FYt ).
Demostracion Se sigue facilmente de la aplicacion del principio de separacion de la seccion anterior
al ltro por modos deslizantes en promedio modulo en [58] y el regulador optimo por modos deslizantes
en [23]. 
As, la ecuacion el estimado del estado controlado optimamente (4.32), la ecuacion matricial de ganara
del control (4.31), la ley de control (4.30), y la ecuacion matricial de la ganancia del ltro (4.27) dan la
solucion completa del problema del controlador optimo para sistemas lineales sobre observaciones lineales
y funcion del criterio no cuadratico (4.4).
4.3.3. Ejemplo II
Esta seccion presenta un ejemplo del dise~no del controlador optimo por modos deslizantes para el siste-
ma lienal (4.1) sobre observaciones lineales (4.2) con un criterio no cuadratico (4.4), usando el controlador
(4.27),(4.30){(4.32), y comparandolo con el mejor controlador LQG disponible.
Considere la ecuacion del estado lienal
_x(t) = x(t) + u(t) +  1(t); x(0) = 1; (4;33)
y el proceso de observacion lineal
y(t) = x(t) +  2(t); (4;34)
donde  1(t) y  2(t) son ruidos blancos Gaussianos.
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El problema de controlador es buscar un control u(t), t 2 [0; T ], T = 1;2, que minimice el criterio
J2 = 50 j x(T ) j +
Z T
0
1
2
(u2(t))+ j x(t) j dt; (4;35)
En otras palabras, el problema de control es minimizar la energa total del estado x usando la minimiza
energa del control u.
Aplicando el controlador por modos deslizantes (4.27),(4.30){(4.32), la ley de control (4.30) esta dada
por
u(t) = Q(t)sign[x(t)]; (4;36)
donde m(t) satisface la ecuacion
_m(t) = m(t) + u(t) +K(t)sign[y(t) m(t)]; (4;37)
con la condicion inicial m(0) = E(x(0) j y(0)) = m0, K(t) satisface la ecuacion
_K(t) = K(t) + 1; (4;38)
con la condicion inicial K(0) = E((x(0) m(0))(Sign(x(0) m(0)))T j y(0)), y Q(t) satisface la ecuacion
_Q(t) = 1 Q(t); (4;39)
con la condicion terminal Q(t) = 0, donde t es el valor maximo posible del tiempo para la llegada a la
supercie deslizante m(t) = 0 por el estimado del estado m(t).
Sustituyendo el control anterior (4.36) y las expresiones obtenidas para K(t) y Q(t) dentro de (4.33),
la ecuacion del estimado del estado controlado optimamente toma la forma
_m(t) = m(t) +Q(t)sign[m(t)] +K(t)sign[y(t) m(t)]; (4;40)
con la condicion inicial m(0) = E(x(0) j y(0)) = m0.
Para la simulacion numerica del sistema (4.33),(4.34) y el controlados (4.36){(4.40), las condiciones
iniciales x(0) = 1, m(0) = 10, y P (0) = 100 son asignadas.El tiempo nal es jado como T = 1;2. Los
disturbios  1(t) en (4.33) y  2(t) en (4.34) son realizados usando la funcion de ruidos blancos de MatLab.
Los resultados obtenidos aplicando el controlador (4.36){(4.40) para el sistema (4.33) se muestran
en la Fig. 4.2, que presenta las gracas del estado controlado (4.33) x(t), el estimado controlado (4.40)
m(t), el control (4.36) u(t), y el criterio (4.35) J2(t) en el intervalo [0; 1;2]. El valor del criterio(4.35) en
el momento nal T = 1;2 es J2(1;2) = 5;634.
El controlador por modos deslizantes (4.27),(4.30){(4.32) es comparado con el mejor regulador lineal
(4.21){(4.25) para el criterio (4.20) J3.
De nuevo, la comparacion entre el dise~no del controlador por modos deslizantes (4.27),(4.30){(4.32)
con el mejor controlador LQG (4.21){(4.25) con respecto al criterio (4.20) esta hecho para propositos
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ilustrativos, dado que el controlador (4.27),(4.30){(4.32) debera tener un mejor resultado teoricamente,
como consecuencia del teorema 4.2.
Los resultados obtenidos aplicando el controlador (4.27),(4.30){(4.32) para el sistema (4.33),(4.34)
son mostrados en la Fig. 4.5-4.8, que presenta las gracas del estado controlado (4.33) x(t), el estimado
controlado (4.40) m(t), el control (4.36) u(t), y el criterio (4.35) J2(t) en el intervalo [0; 1;2]. Los valores
del criterio (4.35) en el momento T = 1;2 es J2(1;2) = 7;586.
Se puede observar que el controlador por modos deslizantes (4.27),(4.30){(4.32) obtiene un mejor valor
del criterio (4.35) en comparacion con el controlador LQG (4.21){(4.25). Note que otra vez el controlador
LQG clasico fallo para dar el control optimo para el criterio (4.35).
4.4. Conclusions
Este captulo presenta dos problemas de controlador optimo, donde la soluciones estan dadas por con-
troladores por modos deslizantes, cada uno consiste de un ltro por modos deslizantes y un regulador por
modos deslizantes. Los problemas de controlador optimo son considerados para sistemas lineales sobre
observadores lineales con respecto a dos diferentes criterios de Bolza-Meyer, donde 1) los terminos del la
energa del control y del estado son cuadraticos dentro de la integral y el termino no integral es de primer
grado o 2) el termino de la energa del control es cuadratico y el termino de la energa del estado es de
primer orden. Esto demuestra que la solucion optima esta dada por un controlador por modos deslizan-
tes, mientras el controlador retroalimentado lineal falla para proveer una solucion factible. El enfoque
propuesto basado en control por modos deslizantes se espera sean aplicables para problemas de contro-
lador optimo para sistemas polinomiales con criterio no cuadratico, donde el controlador convencional
retroalimentado no funciona.
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Figura 4.1: Controlador optimo por modos deslizantes con respecto al criterio J1 vs. el controlador retroalimentado lineal
en la entera simulacion en el intervalo [0; 1;2]. 1. Controlador por modos deslizantes. Graca del estado controlado
(4.12) x(t) (Azul) y del estimado controlado (4.19) m(t) (Verde)
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Figura 4.2: Controlador optimo por modos deslizantes con respecto al criterio J1 vs. el controlador retroalimentado lineal
en la entera simulacion en el intervalo [0; 1;2]. 2. Controlador retroalimentado lineal. Graca del estado controlado
(4.12) x(t) (Azul) y del estimado controlado (4.25) m(t) (Verde)
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Figura 4.3: Controlador optimo por modos deslizantes con respecto al criterio J1 vs. el controlador retroalimentado lineal
en la entera simulacion en el intervalo [0; 1;2]. 3. Control. Graca del control por modos deslizantes (4.15) u(t) (Azul) y
control retroalimentado lineal (4.21) u(t) (Verde)
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Figura 4.4: Controlador optimo por modos deslizantes con respecto al criterio J1 vs. el controlador retroalimentado lineal
en la entera simulacion en el intervalo [0; 1;2]. 4. Criterio. Graca del criterio (4.14) J1 producido por el controlador por
modos deslizantes (Azul) y por el controlador retroalimentado lineal (Verde).
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Figura 4.5: Controlador optimo por modos deslizantes con respecto al criterio J1 vs. el controlador retroalimentado lineal
en la entera simulacion en el intervalo [0; 1;2]. 1. Controlador por modos deslizantes. Graca del estado controlado
(4.33) x(t) (Azul) y del estimado controlado (4.40) m(t) (Verde)
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Figura 4.6: Controlador optimo por modos deslizantes con respecto al criterio J1 vs. el controlador retroalimentado lineal
en la entera simulacion en el intervalo [0; 1;2]. 2. Controlador retroalimentado lineal. Graca del estado controlado
(4.33) x(t) (Azul) y del estimado controlado (4.25) m(t) (Verde)
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Figura 4.7: Controlador optimo por modos deslizantes con respecto al criterio J1 vs. el controlador retroalimentado lineal
en la entera simulacion en el intervalo [0; 1;2]. 3. Control. Graca del control por modos deslizantes (4.36) u(t) (Azul) y
control retroalimentado lineal (4.21) u(t) (Verde)
56
0 0.2 0.4 0.6 0.8 1 1.2
0
5
10
15
20
25
30
35
40
45
50
Time
Cr
ite
rio
n
Figura 4.8: Controlador optimo por modos deslizantes con respecto al criterio J1 vs. el controlador retroalimentado lineal
en la entera simulacion en el intervalo [0; 1;2]. 4. Criterio. Graca del criterio (4.35) J1 producido por el controlador por
modos deslizantes (Azul) y por el controlador retroalimentado lineal (Verde).
Captulo 5
Dise~no de Filtrado por Modos
Deslizantes para Sistemas no
Lineales Polinomiales con Estados
no Medibles
5.1. Planteamiento de Problema del Filtrado por Modos Deslizantes
Sea (
; F; P ) un espacio probabilstico completo con una familia de -algebras Ft; t  t0 creciente
continua por la derecha, y sean (W1(t); Ft; t  t0) y (W2(t); Ft; t  t0) procesos estandar de Wiener
independientes. Los procesos aleatorios (x(t); y(t)) Ft-medibles son descritos por una ecuacion diferencial
polinomial para el estado del sistema
dx(t) = f(x; t)dt+ b(t)dW1(t); x(t0) = x0; (5;1)
y la ecuacion diferencial lineal para el procesos de observacion
dY (t) = A(t)x(t)dt+B(t)dW2(t): (5;2)
Aqu, x(t) 2 Rn es el vector de estados y y(t) 2 Rm, m  n, es el proceso de observacion. La condicion
inicial x0 2 Rn es un vector Gaussiano tal que x0, W1(t), y W2(t) son independientes. Asimismo que
B(t)BT (t) es una matriz denido positivo. Todos los coecientes en (5.1),(5.2) son funciones determinis-
ticas del tiempo de apropiadas dimensiones.
La funcion no lineal f(x; t) es considerada polinomial de n variables, los componentes del vector de
estados x(t) 2 Rn, con coecientes dependientes del tiempo. Como x(t) 2 Rn es un vector, se requiere
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una denicion especial del polinomio para n > 1. Un polinomio de grado p del vector x(t) 2 Rn es
considerado como una forma p-lineal de n componentes de x(t)
f(x; t) = a0(t) + a1(t)x(t) + a2(t)xx
T + :::+
ap(t)x:::ptimes:::x;
donde a0(t) es un vector de dimension n, a1 es una matriz de dimension n  n, a2 es in 3D tensor de
dimension nnn, ap es un (p+1)D tensor de dimension n : : :(p+1) times : : :n, y x : : :p times : : :x
es un pD tensor de dimension n : : :p times : : :n obtenido por la multiplicacion espacial del vector x(t),
p veces por si mismo. Tal polinomio puede tambien ser expresado en forma de sumatoria
fk(x; t) = a0 k(t) +
X
i
a1 ki(t)xi(t) +
X
ij
a2 kij(t)xi(t)xj(t)
+ : : :+
X
i1:::ip
ap ki1:::ip(t)xi1(t) : : : xip(t);
k; i; j; i1 : : : ip = 1; : : : ; n:
Las ecuaciones del estado y observacion puedes ser escritas en una forma alternativa
_x(t) = f(x; t) + b(t) 1(t); x(t0) = x0; (5;1
)
y(t) = A(t)x(t) +B(t) 2(t); (5;2
)
donde y(t) = _Y (t), y  1(t) y  2(t) son ruidos blancos Gaussianos, que son la derivada en promedio
cuadratico debil de los procesos estandar de WienerW1(t), yW2(t) (ver [51]). La representacion (5.1),(5.2)
y (5.1),(5.2) son equivalentes ([52]).Las ecuaciones (5.1),(5.2) presentan la forma convencional para
las ecuaciones (5.1),(5.2), que es actualmente usados en la practica.
El problema de estimacion es buscar un estimado x^(t) del estado del sistema x(t), basado en el proceso
de observacion Y (t) = fy(s); t0  s  tg, que minimice la norma en promedio cuadratico
J = E[(x(t)  x^(t))T (x(t)  x^(t)) j FYt ] (5;3)
para todo momento del tiempo t. Aqu, E[z(t) j FYt ] es la esperanza condicional del proceso estocastico
z(t) = (x(t)  x^(t))T (x(t)  x^(t)) con respecto a la  - algebra FYt generada por el proceso de observacion
Y (t) en el intervalo [t0; t]. Como sabemos [51], este estimado esta dado por la esperanza condicional
x^(t) = m(t) = E(x(t) j FYt )
del estado del sistema x(t) con respecto a la  - algebra FYt generado por el proceso de observacion Y (t)
en el intervalo del tiempo [t0; t]. Como siempre, la funcion matricial
P (t) = E[(x(t) m(t))(x(t) m(t))T j FYt ]
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es el estimado de la varianza del error.
Este captulo tambien presenta el problema de ltrado en promedio modulo como la busqueda del
estimado x^(t) del estado del sistema x(t), basado en el proceso de observacion Y (t) = fy(s); t0  s  tg,
que minimiza la norma en promedio modulo
J = E[(j x(t)  x^(t) j) j FYt ] (5;4)
para todo momento del tiempo t. Aqu, j x j= [j x1 j; : : : ; j xn j] 2 Rn es denido como el vector absoluto
de los componentes del vector x 2 Rn.
La solucion para estos problemas de ltrado para sistemas polinomiales estocasticos esta dado por
el ltro polinomial en promedio cuadratico [61] generalizando el ltro optimo de Kalman-Bucy [44] par
sistemas lineales. Una solucion alternativa involucrando un termino en modos deslizante es dada en la
seccion siguiente y probada en el apendice. Como demostraremos, el ltro por modos deslizantes obtenido
es optimo con respecto al criterio (5.3),(5.4).
5.2. Dise~no del Filtro por Modos Deslizantes en Promedio Cuadratico.
La solucion del problema de ltrado en promedio cuadratico pas el sistema polinomial estocastico
(5.1) y el criterio (5.3) esta dado como sigue. El estimado en promedio cuadratico satisface la ecuacion
diferencial con un termino en modos deslizantes
_m(t) = E(f(x; t)jFYt ) +Q(t)AT (t)(B(t)BT (t)) 1A(t)Sign[AT (t)(A(t)AT (t)) 1y(t) m(t)]: (5;5)
con la condicion inicial m(t0) = E(x(t0) j FYt0 ).
Aqu, la funcion Signo del vector x = [x1; : : : ; xn] 2 Rn esta denido como Sign[x] = [sign(x1); : : : ;
sign(xn)] 2 Rn, y la funcion Signo de un escalar x esta denido como sign(x) = 1, si x > 0, sign(x) = 0,
si x = 0, y sign(x) =  1, si x < 0 ([53]).
La funcion matricial Q(t) satisface la ecuacion matricial con coecientes variantes en el tiempo
_Q(t) = E(f(x; t)(x(t) m(t))T jFYt ) + (b(t)bT (t)) j AT (t)(A(t)AT (t)) 1y(t) m(t) j; (5;6)
con la condicion inicial
Q(t0) = E[(x(t0) m(t0)(x(t0) m(t0)T j FYt0 ] j AT (t0)(A(t0)AT (t0)) 1y(t0) m(t0) j :
Aqu, j x j= [j x1 j; : : : ; j xn j] 2 Rn esta denido como el vector de valores absolutos de los compo-
nentes del vector x 2 Rn, y A  b denota el producto entre una matriz A 2 Rnn y un vector b 2 Rn,
que resulta en una matriz denida como sigue: Todas las entradas de la j-th columna de la matriz A son
multiplicado por el j-th componente del vector b, j = 1; : : : ; n.
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Note que las ecuaciones (5.5) y (5.6) no tienen una forma de un sistema cerrado de ecuaciones debido
a la presencia del polinomio dependiente de x, E(f(x; t) j FYt ), y E(f(x; t)(x(t)   m(t))T ) j FYt ), que
no son expresados todava como funciones de las variables del ltro, m(t) y Q(t) (o P (t)). Sin embargo,
como se demuestra en [62], la forma cerrada del sistema para las ecuaciones de ltrado en promedio
cuadratico pueden ser obtenidas para cualquier estado polinomial (5.1) sobre observaciones lineales (5.2).
En la siguiente seccion, el ltro por modos deslizantes en promedio cuadratico es obtenido en el caso
particular del estado polinomial de tercer orden. Consideren el caso donde f(x; t) es,
f(x; t) = a0 + a1(t)x+ a2(t)xx
T + a3(t)xxx
T (5;7)
un polinomio de tercer orden, donde x es un vector n-dimensional, a0(t) es un vector de dimension n, a1
es una matriz de dimension n  n, a2 es un 3D tensor de dimension n  n  n, a3 es un 4D tensor de
dimension nnnn. En este caso, Las siguientes ecuaciones de ltrado para el estimado optimo m(t)
y para la matriz de ganancia Q(t) son obtenidas
_m(t) = a0 + a1m(t) + a2m(t)m(t)
T + a2P (t) + 3a3P (t)m(t) + a3m(t)m(t)m(t)
T (5;8)
+Q(t)AT (t)(B(t)BT (t)) 1A(t)Sign[AT (t)(A(t)AT (t)) 1y(t) m(t)]:
con la condicion inicial m(t0) = E(x(t0) j FYt0 ),
_Q(t) = a1Q(t) + 2a2m(t)Q(t) + (a2m(t)Q(t))
T + 3(a3(P (t)Q(t) +m(t)m(t)
TQ(t))) (5;9)
+(a3(3P (t)Q(t) + 2m(t)m(t)
TQ(t)))T + (b(t)bT (t)) j AT (t)(A(t)AT (t)) 1y(t) m(t) j
con la condicion inicial
Q(t0) = E[(x(t0) m(t0)(x(t0) m(t0)T j FYt0 ] j AT (t0)(A(t0)AT (t0)) 1y(t0) m(t0) j :
_P (t) = a(t)P (t) + P (t)aT (t) + 2a2(t)m(t)P (t) (5;10)
+2(a2(t)m(t)P (t))
T + 3(a3(P (t)P (t) +m(t)m
T (t)P (t)))
+3(a3(P (t)P (t) +m(t)m
T (t)P (t)))T + b(t)bT (t)  P (t)AT (t)(B(t)BT (t)) 1A(t)P (t)
con la condicion inicial P (t0) = E[(x(t0) m(t0)(x(t0) m(t0)T j FYt0 ].
Consecuentemente, el resultado principal esta formulado en el siguiente teorema y demostrado en el
apendice.
Teorema 5.1 El ltro en promedio cuadratico para el estado del sistema estocastico polinomial (5.7)
sobre observaciones lineales (5.2) esta dado por la ecuacion (5.8) para el estimado m(t) = E(x(t) j FYt )
y las ecuaciones (5.9) y (5.10) para la matriz de ganancia del ltro Q(t) y la matriz de la varianza del
error P (t).
61
5.2.1. Ejemplo I
Esta seccion presenta un ejemplo ilustrativo del dise~nado ltro por modos deslizantes en promedio
cuadratico para un estado polinomial de segundo orden (5.7) sobre observaciones lineales (5.2), usando
las ecuaciones de ltrado (5.8){(5.10).
Considere el estado polinomial no medible escalar
_x(t) = 0;1x2(t) +  1(t); x(0) = x0; (5;11)
y el proceso de observacion lineal escalar
y(t) = x(t) +  2(t); (5;12)
donde  1(t) y  2(t) son ruidos blancos Gaussianos, que son la derivada en promedio cuadratico debil de
un proceso estandar de Wiener (ver [51]). Las ecuaciones (5.11),(5.12) corresponden a la forma alternativa
(5.1),(5.2) para las ecuaciones (5.1),(5.2).
El problema de ltrado es buscar un estimado en promedio cuadratico para el estado polinomial de
segundo orden (5.11),usando observaciones lineales (5.12) confundidos con disturbios modelados como
ruidos blancos Gaussianos independientes e identicamente distribuidos.
Las ecuaciones de ltrado (5.8),(5.9) y (5.10) toman la forma particular siguiente para el sistema
(5.11),(5.12)
_m(t) = 0;1m2(t) + 0;1P (t) +Q(t)sign[y(t) m(t)]; (5;13)
con la condicion inicial m(0) = E(x(0) j y(0)) = m0,
_Q(t) = 0;3Q(t)+ j y(t) m(t) j; (5;14)
con la condicion inicial Q(0) = E((x(0) m(0))(x(0) m(0))T j y(0)) j y(0) m(0) j.
_P (t) = 1 + 0;4m(t)P (t)  P 2(t); (5;15)
con la condicion inicial P (0) = E((x(0)   m(0))(x(0)   m(0))T j y(0)). El estimado obtenido antes
resolviendo las ecuaciones (5.13){(5.15) son tambien comparadas con el estimado en promedio cuadratico
que satisface las ecuaciones de ltrado [61] para el sistema polinomial de segundo orden (5.11),(5.12)
_mK(t) = 0;1m
2
K(t) + 0;1P (t) + P (t)[y(t) mK(t)]; (5;16)
con la condicion inicial m(0) = E(x(0) j y(0)) = m0,
_P (t) = 1 + 0;4m(t)P (t)  P 2(t); (5;17)
con la condicion inicial P (0) = E((x(0) m(0))(x(0) m(0))T j y(0)).
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Los resultados de la simulacion numerica son obtenidos resolviendo el sistema ecuaciones de ltrado
(5.13){(5.15) y (5.16),(5.17). Los valores obtenidos del estimado m(t) y mK(t) que satisfacen las ecuacion
(5.13) y (5.16), respectivamente, son comparados con los valores reales de la variable de estado x(t) en
(5.11).
Para cada uno de los dos ltros (5.13){(5.15) y (5.16),(5.17) y el sistema de referencia (5.11),(5.12),
involucrados en la simulacion, se les asigna los siguientes valores iniciales: x0 = 1, m0 = 10, P (0) = 100,
Q(0) = 943;74. El horizonte de ltrado es jado a T = 0;4. Los disturbios Gaussianos  1(t) y  2(t) en
(5.11),(5.12) son realizados usando funciones de ruidos blancos en MatLab.
Las siguientes gracas son obtenidas: La gracas del estado de referencia x(t), satisfaciendo la ecuacion
(5.11), el ltro del estimado por modos deslizantes en promedio cuadratico m(t), satisfaciendo la ecuacion
(5.13), y el ltro del estimado polinomial en promedio cuadratico mK(t), satisfaciendo la ecuacion (5.16),
son mostradas en el intervalo entero de simulacion [0; 0;4] en la Fig. 5.1. Ademas, La graca del ltro
del estimado por modos deslizantes en promedio cuadratico m(t) promediado por el ltro Butterworth y
todas las variables de Fig 5.1 son mostradas a detalle en el intervalo [0;2; 0;4] en la Fig. 5.2.
Se puede observar que el estimado por ambos ltros generan el mismo estimado de la varianza del
error, aunque las matrices Q(t) y P (t) son diferentes.
5.2.2. Apendice I.
Demostracion del teorema 5.1 La bien conocida solucion clasica para el problema de ltrado
para estados polinomiales estocasticos (5;1) sobre observaciones lineales (5;2) con respecto al criterio
en promedio cuadratico (5.3) esta dado por el ltro polinomial en promedio cuadratico [61]. El estimado
en promedio cuadratico m(t) = E(x(t) j FYt ) es gobernado por la ecuacion
_m(t) = a0(t) + a1(t)m(t) + a2(t)m(t)m
T (t) + a2(t)P (t) + 3a3(t)P (t)m(t) + a3(t)m(t)m(t)m
T (t) (5;18)
+P (t)AT (t)(B(t)BT (t)) 1A(t)[AT (t)(A(t)AT (t)) 1y(t) m(t)]:
con la condicion inicial m(t0) = E(x(t0) j FYt0 ), y el estimado en promedio cuadratico de la varianza
matricial del error P (t) satisface la ecuacion de Riccati
_P (t) = a(t)P (t) + P (t)aT (t) + 2a2(t)m(t)P (t) (5;19)
+2(a2(t)m(t)P (t))
T + 3(a3(P (t)P (t) +m(t)m
T (t)P (t)))
+3(a3(P (t)P (t) +m(t)m
T (t)P (t)))T + b(t)bT (t)  P (t)AT (t)(B(t)BT (t)) 1A(t)P (t);
con la condicion inicial P (t0) = E[(x(t0) m(t0)(x(t0) m(t0)T j FYt0 ].
Mostraremos que el ltro polinomial en promedio cuadratico (5.18),(5.19) coincide con el dise~no del
ltro en promedio cuadratico (5.8),(5.9),(5.10). En efecto, introduciendo la nueva matriz de ganancia
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Q(t) = P (t) j AT (t)(A(t)AT (t)) 1y(t) m(t) j, la ecuacion del estimado (5.18) coincide con la ecuacion
(5.8). Ademas, en vista de (5.19),(5.1), y la igualdad A(t)(AT (t)(A(t)AT (t)) 1y(t) m(t)) = A(t)(x(t) 
m(t)+AT (t)(A(t)AT (t)) 1B(t) 2(t)), la recien matriz de ganancia introducida Q(t) satisface la ecuacion
_Q(t) = E( _Q(t) j FYt ) = E
 d(P (t) j AT (t)(A(t)AT (t)) 1y(t) m(t) j)
dt
j FYt

=
E
 dP (t)
dt
 j AT (t)(A(t)AT (t)) 1y(t) m(t) j +P (t)  d(j A
T (t)(A(t)AT (t)) 1y(t) m(t) j)
dt
j FYt

=
E
 
(a(t)P (t) + P (t)aT (t) + 2a2(t)m(t)P (t) + 2(a2(t)m(t)P (t))
T + 3(a3(P (t)P (t) +m(t)m
T (t)P (t)))
+3(a3(P (t)P (t) +m(t)m
T (t)P (t)))T + b(t)bT (t)
 P (t)AT (t)(B(t)BT (t)) 1A(t)P (t)) j AT (t)(A(t)AT (t)) 1y(t) m(t) j +
( P (t)(aT1 (t) + a2m(t) + a3P (t)) j AT (t)(A(t)AT (t)) 1y(t) m(t) j +
P (t)AT (t)(B(t)BT (t)) 1A(t)P (t) j AT (t)(A(t)AT (t)) 1y(t) m(t) j) j FYt

=
b(t)bT (t) j AT (t)(A(t)AT (t)) 1y(t) m(t) j +(a(t)P (t) + 2a2(t)m(t)P (t) + (a2(t)m(t)P (t))T
+3(a3(P (t)P (t) +m(t)m
T (t)P (t))) + (a3(3P (t)P (t) + 2m(t)m
T (t)P (t)))T )
 j AT (t)(A(t)AT (t)) 1y(t) m(t) j=
b(t)bT (t) j AT (t)(A(t)AT (t)) 1y(t) m(t) j ++ a1(t)Q(t) + 2a2mQ+ (a2mQ)T+
3(a3(PQ+mm
TQ)) + (a3(3PQ+ 2mm
TQ))T
con la condicion inicial
Q(t0) = E[(x(t0) m(t0)(x(t0) m(t0)T j FYt0 ] j AT (t0)(A(t0)AT (t0)) 1y(t0) m(t0) j, que coincide con
(5.9). El teorema es probado. 
5.3. Dise~no del Filtro por Modos Deslizantes en Promedio Modulo.
La solucion del problema de ltrado en promedio modulo para el sistema polinomial (5.1) y el criterio
(5.4) esta dado como sigue. El estimado en promedio modulo satisface la ecuacion diferencial con un
termino por modos deslizantes
_m(t) = E(f(x; t) j FYt )dt+Q(t)AT (t)(B(t)BT (t)) 1 (5;20)
A(t)Sign[AT (t)(A(t)AT (t)) 1y(t) m(t)]:
con la condicion inicial m(t0) = E(x(t0) j FYt0 ).
Aqu, La funcion Signo de un vector x = [x1; : : : ; xn] 2 Rn esta denido como Sign[x] = [sign(x1); : : : ;
sign(xn)] 2 Rn, y la funcion signo de un escalar x es denido como sign(x) = 1, si x > 0, sign(x) = 0,
si x = 0, y sign(x) =  1, si x < 0 ([53]).
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La funcion matricial Q(t) satisface la ecuacion matricial con coecientes variantes en el tiempo
_Q(t) = b(t)bT (t) + E(f(x; t)(x(t) m(t))T ) j FYt ); (5;21)
con la condicion inicial Q(t0) = E[(x(t0)  m(t0))(Sign(AT (t0)(A(t0)AT (t0)) 1A(t0)x(t0)  m(t0)))T j
FYt0 ].
Note que las ecuaciones (5.5) y (5.6) no tienen una forma de un sistema cerrado de ecuaciones debido
a la presencia del polinomio dependiente de x, E(f(x; t) j FYt ), y E(f(x; t)(x(t) m(t))T ) j FYt ), que no
son expresados todava como funciones de las variables del ltro, m(t) y Q(t) (o P (t)). Sin embargo, como
se demuestra en [62], la forma cerrada del sistema para las ecuaciones de ltrado en promedio cuadratico
pueden ser obtenidas para cualquier estado polinomial (5.1) sobre observaciones lineales (5.2), usando
las tecnicas de representacion de los momentos superiores de la variable aleatoria Gaussiana condicional
x(t) m(t) como funciones de los primeros dos momentos condicionales, m(t) y P (t) (ver [62] para mas
detalles de la tecnica). Aparentemente, la dependencia polinomial de f(x; t) y f(x; t)(x(t) m(t))T de x
es el punto clave para que esta representacion sea posible.
Inmediatamente, la forma cerrada para las ecuaciones de ltrado es obtenida de (5.20) y (5.21) para la
funcion f(x; t) de tercer orden en la ecuacion (5.1), como sigue. Cabe se~nalar, ademas, que la aplicacion
del mismo procedimiento resultara en dise~nar un sistema cerrado de las ecuaciones de ltrado para
cualquier funcion polinomial f(x; t) en (5.1).
Sea la funcion
f(x; t) = a0(t) + a1(t)x+ a2(t)xx
T + a3(t)xxx
T (5;22)
un polinomio de tercer orden, donde x es un vector n-dimensional, a0(t) es un vector de dimension n, a1
es una matriz de dimension n  n, a2 es un 3D tensor de dimension n  n  n, a3 es un 4D tensor de
dimension nnnn. En este caso, Las siguientes ecuaciones de ltrado para el estimado optimo m(t)
y para la matriz de ganancia Q(t) son obtenidas
_m(t) = a0(t) + a1(t)m(t) + a2(t)m(t)m
T (t) + a2(t)Q(t) j AT (t)(A(t)AT (t)) 1y(t) m(t) j + (5;23)
3a3(t)m(t)Q(t) j AT (t)(A(t)AT (t)) 1y(t) m(t) j +a3(t)m(t)m(t)mT (t) +Q(t)AT (t)(B(t)BT (t)) 1
A(t)Sign[AT (t)(A(t)AT (t)) 1y(t) m(t)];
m(t0) = E(x(t0) j FYt ));
_Q(t) = a1(t)Q(t) + 2a2(t)m(t)Q(t) + a3(t)[Q(t)Q(t) j AT (t)(A(t)AT (t)) 1y(t) m(t) j + (5;24)
3m(t)mT (t)Q(t)]) + b(t)bT (t);
Q(t0) = E[(x(t0) m(t0))(Sign(AT (t0)(A(t0)AT (t0)) 1A(t0)x(t0) m(t0)))T j FYt0 ]:
Consecuentemente, este resultado esta formulado en el siguiente teorema y probado en el apendice.
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Teorema 5.2. El ltro en promedio modulo para el estado polinomial del sistema de tercer orden
(5.22) sobre observaciones lineales (5.2) esta dado por la ecuacion (5.23) para el estimado m(t) y la
ecuacion (5.24) para el ltro de la ganancia matricial Q(t).
5.3.1. Ejemplo II
Esta seccion presenta un ejemplo ilustrativo del ltro por modos deslizantes en promedio cuadratico
para un estado polinomial de segundo orden (5.22) sobre observaciones lineales (5.2), usando las ecuaciones
de ltrado (5.23),(5.24).
Considerando el estado polinomial no medible escalar
_x(t) = 0;1x2(t) +  1(t); x(0) = x0; (5;25)
y el proceso de observacion lineal escalar
y(t) = x(t) +  2(t); (5;26)
donde  1(t) y  2(t) son ruidos blancos Gaussianos, que son la derivada en promedio cuadratico debil de
un proceso estandar de Wiener (ver [51]). Las ecuaciones (5.25),(5.26) corresponden a la forma alternativa
(5.1),(5.2) para las ecuaciones (5.1),(5.2).
El problema de ltrado es buscar un estimado en promedio modulo para el estado polinomial de
segundo orden (5.25), usando observaciones lineales (5.26) confundidos con disturbios modelados como
ruidos blancos Gaussianos independientes e identicamente distribuidos.
Las ecuaciones de ltrado (5.23),(5.24) toman la siguiente forma particular par el sistema (5.25),(5.26)
_m(t) = 0;1m2(t)+ (5;27)
0;1Q(t) j y(t) m(t) j +Q(t)sign[y(t) m(t)];
con la condicion inicial m(0) = E(x(0) j y(0)) = m0,
_Q(t) = 0;2m(t)Q(t) + 1; (5;28)
con la condicion inicial Q(0) = E((x(0) m(0))(Sign(x(0) m(0)))T j y(0)).
El estimado obtenido resolviendo las anteriores ecuaciones (5.27),(5.28) son tambien comparadas con
el estimado que satisface las ecuaciones de ltrado en promedio cuadratico [61] para el sistema polinomial
de segundo orden (5.25),(5.26)
_mP (t) = 0;1m
2
P (t) + 0;1P (t) + P (t)[y(t) mP (t)]; (5;29)
con la condicion inicial m(0) = E(x(0) j y(0)) = m0,
_P (t) = 1 + 0;4mP (t)P (t)  P 2(t); (5;30)
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con la condicion inicial P (0) = E((x(0) m(0))(x(0) m(0))T j y(0)).
Los resultados de la simulacion numerica son obtenidos resolviendo el sistema ecuaciones de ltrado
(5.27),(5.28) y (5.29),(5.30). Los valores obtenidos del estimado m(t) y mP (t) que satisfacen las ecuacion
(5.27) y (5.29), respectivamente, son comparados con los valores reales de la variable de estado x(t) en
(5.25).
Para cada uno de los dos ltros (5.27),(5.28) y (5.29),(5.30) y el sistema de referencia (5.25),(5.26),
involucrados en la simulacion, se les asigna los siguientes valores iniciales: x0 = 1, m0 = 4, P (0) = Q(0) =
100. El horizonte de ltrado es jado a T = 0;4. Los disturbios Gaussianos  1(t) y  2(t) en (5.25),(5.26)
son realizados usando funciones de ruidos blancos en MatLab.
Observe que la condicion inicial de P (0) y Q(0) son asignados iguales para propositos de la simulacion,
ya que los resultados deberan ser comparados con respecto al criterio en promedio module (5.4). Si el
valor inicial para Q es asignado como Q(0) = 10, el ltro polinomial en promedio cuadratico [61] debera
dar un mejor resultado para el ltro polinomial en promedio cuadratico.
Las siguientes gracas son obtenidas: La gracas del estado de referencia x(t), satisfaciendo la ecuacion
(5.25), el ltro del estimado por modos deslizantes en promedio modulo m(t), satisfaciendo la ecuacion
(5.27), y el ltro del estimado polinomial en promedio cuadratico mP (t), satisfaciendo la ecuacion (5.29),
son mostradas en el intervalo entero de simulacion [0; 0;4] en la Fig. 5.3.
Se puede observar que el ltro por modos deslizantes en promedio modulo (5.27),(5.28) dara cierta-
mente un mejor valor para el criterio en promedio modulo (5.21) en comparacion al ltro polinomial en
promedio cuadratico (5.29),(5.30).
Note que la comparacion del ltro por modos deslizantes en promedio modulo (5.27),(5.28) con el ltro
polinomial en promedio modulo (5.29),(5.30) con respecto al criterio (5.4) es realizado con propositos
ilustrativos, dado que el ltro (5.27),(5.28) teoricamente debera dar un mejor resultado, como se sigue
del teorema 5.2.
5.3.2. Apendice II
Demostracion del teorema 5.2 Acorde a la teora general de ltrado basado en el proceso de
innovacion [51], el estimado optimo es una funcion lineal que minimiza el criterio residual. Por ejemplo, el
estimado polinomial en promedio cuadratico depende linealmente de la integral de x(t) E(x(t) j FYt ), que
es la derivada del residuo minimizado en promedio cuadratico (1=2)(x(t) E(x(t) j FYt ))T (x(t) E(x(t) j
FYt )), dado que el lado derecho de la ecuacion del estimado del ltro polinomial en promedio cuadratico
incluye linealmente la derivada del termino x(t) E(x(t) j FYt ) (ver [61]). Similar mente, La ecuacion del
estimado en promedio modulo incluye linealmente la derivada de Sign(x(t)   E(x(t)) j FYt ) del residuo
minimizado en promedio modulo j x(t)  E(x(t) j FYt ) j en el criterio (5.4). Por lo tanto, el estimado en
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promedio modulo puede ser representado por la ecuacion
_m(t) = a0(t) + a1(t)m(t) + a2(t)m(t)m
T (t) + a2(t)P (t) + 3a3(t)m(t)P (t) + a3(t)m(t)m(t)m
T (t)+
+Q(t)AT (t)(B(t)BT (t)) 1A(t)Sign[AT (t)(A(t)AT (t)) 1y(t) m(t)]:
con la condicion inicial m(t0) = E(x(t0) j FYt0 ). Aqu, la matriz de ganancia Q(t) debera ser seleccionado
para minimizar la varianza condicional del estimado del error producida por el estimado m(t). Acorde a
la formula de Ito^ (ver, por ejemplo, [51]), la ecuacion para el estimado de la varianza del error P (t) =
E[(x(t) m(t))(x(t) m(t))T j FYt ], producido por el estimado m(t), toma la forma
_P (t) = (a1(t)P (t) + P (t)a
T
1 (t) + 2a2(t)m(t)P (t) + 2(a2(t)m(t)P (t))
T+
3(a3(t)[P (t)P (t) +m(t)m
T (t)P (t)]) + 3(a3(t)[P (t)P (t) +m(t)m
T (t)P (t)])T+
+b(t)bT (t) Q(t)AT (t)(B(t)BT (t)) 1A(t)E(Sign(AT (t)(A(t)AT (t)) 1A(t)x(t) m(t))
(x(t) m(t))T j FYt )  E((x(t) m(t))(Sign(AT (t)(A(t)AT (t)) 1A(t)x(t) m(t))T j FYt )
AT (t)(B(t)BT (t)) 1A(t)QT (t) +Q(t)AT (t)(B(t)BT (t)) 1A(t)QT (t):
Como se sigue de la ecuacion anterior, la variable P (t) es minimizado, si la matriz de ganancia Q(t)
es asignado como Q(t) = E((x(t)  m(t))(Sign(AT (t)(A(t)AT (t)) 1A(t)x(t)  m(t)))T j FYt ). En vista
de la denicion de Q(t), la ecuacion para m(t) es representada como (5.25) y,en vista de la formula
de Ito^ [51], la ecuacion para Q(t) esta dada por (5.24), con la condicion inicial Q(t0) = E[(x(t0)  
m(t0))(Sign(A
T (t0)(A(t0)A
T (t0))
 1A(t0)x(t0) m(t0)))T j FYt0 ]. El teorema es probado. 
5.4. Conclusion
Este captulo presenta el dise~no y problema de ltrado en promedio cuadratico y promedio modulo,
como una solucion, de ltrado basado en una ganancia por modos deslizantes. Ambos problemas de
ltrado son considerados para sistemas polinomiales estocasticos con ruidos blancos Gaussianos. Esto
demuestra que el dise~no del ltro por modos deslizantes genera el estimado en promedio cuadratico, que
tiene el mismo mnimo de la varianza del error como el mejor estimado dado por el ltro polinomial
en promedio cuadratico, aunque la matriz de ganancia de ambos ltros son diferentes. Es vericado
numericamente en el ejemplo que el estimado producido por el ltro dise~nado y el ltro polinomial en
promedio cuadratico da el mismo mnimo del estimado de la varianza del error. Por otro lado, el ltro
por modos deslizantes dise~nado por el estimado en promedio modulo, da un mejor valor del criterio
en comparacion al ltro polinomial en promedio cuadratico. Esta conclusion es probado y vericado
numericamente en el ejemplo ilustrativo. La aproximacion propuesta basada en involucrar el termino de
innovacion por modos deslizantes se espera sean aplicables a otros problemas de ltrado en promedio no
cuadratico para sistemas no lineales, donde el ltro polinomial en promedio cuadratico convencional no
funciona.
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Figura 5.1: La graca del estado no medible (5.11) x(t) (Azul), el estimado por modos deslizantes en
promedio cuadratico (5.13)m(t) (Verde), y el estimado del ltro polinomial en promedio cuadratico (5.16)
mK(t) (Rojo) en el intervalo [0; 0;4].
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Figura 5.2: La graca del estado no medible (5.11) x(t) (Azul), el estimado por modos deslizantes en
promedio cuadratico (5.13)m(t) (Verde), el estimado por modos deslizantes en promedio cuadratico (5.13)
m(t) promediado por un ltro Butterworth (Celeste), y el estimado polinomial en promedio cuadratico
(5.16) mK(t) (Rojo) en el intervalo [0;1; 0;4].
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Figura 5.3: La graca del estado no medible (5.27) x(t) (Azul), el estimado por modos deslizantes en
promedio modulo (5.27) m(t) (Verde), y el estimado polinomial en promedio cuadratico (5.29) mP (t)
(Rojo) en el intervalo [0; 0;4].
Captulo 6
Dise~no del Controlador por
Modos Deslizantes para Sistemas
Polinomiales con Estados no
Medibles
6.1. Problema del Controlador Optimo
6.1.1. Planteamiento del Problema
Sea (
; F; P ) un espacio probabilstico completo con una familia de -algebras Ft; t  t0 creciente
continua por la derecha, y sean (W1(t); Ft; t  t0) y (W2(t); Ft; t  t0) procesos estandar de Wiener
independientes. Los procesos aleatorios (x(t); y(t)) Ft-medibles son descritos por una ecuacion diferencial
polinomial para el estado del sistema
dx(t) = f(x; t)dt+B(t)u(t)dt+ b(t)dW1(t); x(t0) = x0; (6;1)
y la ecuacion diferencial lineal para el proceso de observacion
dY (t) = A(t)x(t)dt+B(t)dW2(t): (6;2)
Aqu, x(t) 2 Rn es el vector de estados, u(t) 2 Rl es la entrada de control, y y(t) 2 Rm es el vector de
observacion lineal, m  n. LA condicion inicial x0 2 Rn es un vector Gaussiano tal que x0, W1(t) 2 Rp,
y W2(t) 2 Rq son independientes. La matriz de observacion A(t) 2 Rmn no se supone que sea invertible
o cuadrada. Asumimos que G(t)GT (t) es una matriz denida positiva, por lo tanto, m  q. Todos
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los coecientes en (6.1){(6.2) son funciones deterministicas de dimensiones apropiadas. Sin perdida de
generalidad, el sistema (6.1) (el par (A;B)) se asume que sea controlable, esto es, los componentes del
estado no controlables no son considerados.
La funcion no lineal f(x; t) es considerada polinomial de n variables, los componentes del vector de
estados x(t) 2 Rn, con coecientes dependientes del tiempo. Como x(t) 2 Rn es un vector, se requiere
una denicion especial del polinomio para n > 1. Un polinomio de grado p del vector x(t) 2 Rn es
considerado como una forma p-lineal de n componentes de x(t)
f(x; t) = a0(t) + a1(t)x(t) + a2(t)xx
T + :::+ ap(t)x:::ptimes:::x;
donde a0(t) es un vector de dimension n, a1 es una matriz de dimension n  n, a2 es in 3D tensor de
dimension nnn, ap es un (p+1)D tensor de dimension n : : :(p+1) times : : :n, y x : : :p times : : :x
es un pD tensor de dimension n : : :p times : : :n obtenido por la multiplicacion espacial del vector x(t),
p veces por si mismo. Tal polinomio puede tambien ser expresado en forma de sumatoria
fk(x; t) = a0 k(t) +
X
i
a1 ki(t)xi(t) +
X
ij
a2 kij(t)xi(t)xj(t)
+ : : :+
X
i1:::ip
ap ki1:::ip(t)xi1(t) : : : xip(t);
k; i; j; i1 : : : ip = 1; : : : ; n:
Las ecuaciones del estado y observacion puedes ser escritas en una forma alternativa
_x(t) = f(x; t) +B(t)u(t) + b(t) 1(t); x(t0) = x0; (6;1
)
y(t) = A(t)x(t) +B(t) 2(t); (6;2
)
donde y(t) = _Y (t), y  1(t) y  2(t) son ruidos blancos Gaussianos, que son la derivada en promedio
cuadratico debil de los procesos estandar de WienerW1(t), yW2(t) (ver [51]). La representacion (6.1),(6.2)
y (6.1),(6.2) son equivalentes ([52]).Las ecuaciones (6.1),(6.2) presentan la forma convencional para
las ecuaciones (6.1),(6.2), que es actualmente usados en la practica.
En el problema del controlador lineal optimo clasico [54, 55], el criterio a minimizar esta denido
como un funcional cuadratico Bolza-Meyer:
J3 = E[
1
2
[x(T )]T [x(T )] +
1
2
Z T
t0
(uT (s)R(s)u(s) + xT (s)L(s)x(s))ds];
donde R(t) es denido positivo y  , L(t) son funciones matriciales simetricas denidas no negativas, y
T > t0 es un cierto momento del tiempo. El smbolo E[f(x)] representa la esperanza (promedio) de la
funcion f de la variable aleatoria x, y aT denota la traspuesta del vector (matriz) a. La solucion del
73
problema es bien conocida [54, 55] y considerada como fundamental en la teora de sistemas lineales
optimos.
En este captulo, el criterio a minimizar incluye un termino terminal no cuadratico o un termino de
la energa del estado no cuadratico o ambos y son denidos como:
J1 = E[
nX
i=1
 ii j xi(T ) j +1
2
Z T
t0
(uT (s)R(s)u(s) + xT (s)L(s)x(s))ds]; (6;3)
J2 = E[
nX
i=1
 ii j xi(T ) j +
Z T
t0
1
2
(uT (s)R(s)u(s))ds+
nX
i=1
Lii(s) j xi(s) j ds]; (6;4)
donde R(s) es denida positiva y L(s) es una funcion matricial simetrica continua denida no negativa,
 es una matriz diagonal denida no negativa, y j xi j denota el valor absoluto de los componentes de xi
del vector x 2 Rn.
El problema de control optimo es buscar un control u(t), t 2 [t0; T ], que minimice el criterio J1 o
J2 a lo largo de la trayectoria no observable x
(t), t 2 [t0; T ], generada al sustituir u(t) dentro de la
ecuacion del estado (6.1).
6.2. Dise~no del Controlador en Promedio Cuadratico
6.2.1. Principio de Separacion I.
La solucion del primer problema, el estado polinomial no medible x(t), satisfaciendo (6.1), es reempla-
zado con el estimado en promedio cuadratico m(t) sobre observaciones lineales y(t) (6.2), que es obtenido
usando el ltro de modos deslizantes en promedio cuadratico para sistemas polinomiales (ver [69] Para
el planteamiento y solucion del problema de ltrado correspondiente)
_m(t) = E(f(x; t) j FYt ) +B(t)u(t) +K(t)AT (t)(B(t)BT (t)) 1 (6;5)
A(t)Sign[AT (t)(A(t)AT (t)) 1y(t) m(t)]:
con la condicion inicial m(t0) = E(x(t0) j FYt0 ).
Aqu, La funcion Signo de un vector x = [x1; : : : ; xn] 2 Rn esta denido como Sign[x] = [sign(x1); : : : ;
sign(xn)] 2 Rn, y la funcion signo de un escalar x es denido como sign(x) = 1, si x > 0, sign(x) = 0,
si x = 0, y sign(x) =  1, si x < 0 ([53]).
La funcion matricial K(t) satisface la ecuacion matricial con coecientes variantes en el tiempo
_K(t) = E(f(x; t)(x(t) m(t))T jFYt ) + (b(t)bT (t)) j AT (t)(A(t)AT (t)) 1y(t) m(t) j; (6;6)
con la condicion inicial
K(t0) = E[(x(t0) m(t0)(x(t0) m(t0)T j FYt0 ] j AT (t0)(A(t0)AT (t0)) 1y(t0) m(t0) j :
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Aqu, j x j= [j x1 j; : : : ; j xn j] 2 Rn es denido como el vector de valores absolutos de los componentes
del vector x 2 Rn, y Ab denota un producto entre una matriz A 2 Rnn y un vector b 2 Rn, que resulta
en la matriz denida como: Todas las entradas de la j-th columna de la matriz A son multiplicados por
el j-th componente del vector b, j = 1; : : : ; n.
Recordando que m(t) es el estimado en promedio cuadratico para el vector de estado x(t), basado en
el proceso de observacion Y (t) = fy(s); t0  s  tg, que minimiza la norma en promedio cuadratico
H = E[(x(t) m(t))T (x(t) m(t)) j FYt ]
para todo momento del tiempo t. Aqu, E[(t) j FYt ] Es la esperanza condicional del proceso estocastico
(t) = (x(t) m(t))T (x(t) m(t)) con respecto a la -algebra FYt generado por el proceso de observacion
Y (t) en el intervalo [t0; t]. Como sabemos [51], este estimado optimo esta dado por la esperanza condicional
m(t) = E(x(t) j FYt )
del estado x(t) con respecto a la -algebra FYt generada por el proceso de observacion Y (t) en el intervalo
[t0; t]. Como siempre, la funcion matricial
P (t) = E[(x(t) m(t))(x(t) m(t))T j FYt ]
es el estimado de la varianza del error.
Observacion 6.1. Note que las ecuaciones (6.5) y (6.6) no tienen una forma de un sistema cerrado
de ecuaciones debido a la presencia del polinomio dependiente de x, E(f(x; t) j FYt ), y E(f(x; t)(x(t)  
m(t))T ) j FYt ), que no son expresados todava como funciones de las variables del ltro, m(t) y Q(t) (o
P (t)). Sin embargo, como se demuestra en [62], la forma cerrada del sistema para las ecuaciones de ltrado
en promedio cuadratico pueden ser obtenidas para cualquier estado polinomial (6.1) sobre observaciones
lineales (6.2).
Es facil vericar que el problema de control optimo para el estado del sistema (6.1) y la funcion de
costo (6.3) es equivalente al problema de control optimo para el estimado (6.5) y el funcion de costo J1
representada como
J1 =
nX
i=1
 ii j mi(T ) j +1
2
Z T
t0
(uT (s)R(s)u(s) +mT (s)L(s)m(s))ds+ (6;7)
1
2
Z T
t0
tr[P (s)L(s)]ds+ tr[P 1(T )K(T ) ];
donde tr[A] denota la traza de la matriz A. Donde la ultima parte de J1 no depende del control u(t) o
del estado x(t), la reduccion de la funcion de costo M1 para minimizar toma la forma
M1 =
nX
i=1
 ii j mi(T ) j +1
2
Z T
t0
(uT (s)R(s)u(s) +mT (s)L(s)m(s))ds: (6;8)
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As, la solucion del problema de control optimo especicado por (6.1),(6.4) puede ser hecho resolviendo el
problema de control optimo dado por (6.5),(6.8). Finalmente, el mnimo valor del criterio J1 debera ser
determinado usando (6.7). Esta conclusion presenta el principio de separacion para sistemas lineales con
criterio no cuadratico (6.4).
6.2.2. Dise~no del Control I.
La solucion optima del problema de control denido por (6.5),(6.8) esta dado por [70]. Aplicando el
principio de separacion de la sub-seccion anterior para el ltro en modo deslizante en promedio cuadratico
en [69] y el regulador optimo en modo deslizante [70], el control optimo que resuelve el problema original
(6.1){(6.4) esta dado por el siguiente teorema.
Teorema 6.1. El controlador en promedio cuadratico para el sistema polinomial (6.1) sobre obser-
vaciones lineales (6.2) con respecto al criterio no cuadratico (6.4) esta dado por la ley de control
u(t) = R 1(t)BT (t)Q(t)Sign[m(t)]; (6;9)
donde la funcion matricial Q(t) es la solucion de la ecuacion matricial
_Q(t) = L(t) j m(t) j  [a1(t) + 2a2(t)m(t)+ (6;10)
3a3(t)m(t)m
T (t) + : : :+ pap(t)m(t) : : :p 1 times : : :m(t)]TQ(t):
La condicion terminal de la ecuacion (6.10) esta denida como Q(T ) =   , si el estado m(t) no llega
a la supercie deslizante m(t) = 0 dentro del intervalo de [t0; T ], m(t) 6= 0, t 2 [t0; T ]. De otra manera,
si el estado m(t) llega a la supercie deslizante m(t) = 0 dentro del intervalo de tiempo [t0; T ], m(t) = 0
para algun t 2 [t0; T ], entonces Q(t) se ja igual a la funcion matricial Q0(t) que es tal una solucion de
(6.10) haciendo que m(t) llegue a la supercie deslizante m(t) = 0 bajo la ley de control (6.9) con la
matriz Q0(t) exactamente en el momento t = T , m(T ) = 0, pero m(t) 6= 0, t < T .
Sustituyendo el anterior control optimo (6.9) en la ecuacion (6.5), se obtiene la siguiente ecuacion del
estimado del estado controlado optimamente
_m(t) = E(f(x; t) j FYt )+ (6;11)
B(t)R 1(t)BT (t)Q(t)Sign[m(t)] +K(t)AT (t)(B(t)BT (t)) 1
A(t)Sign[AT (t)(A(t)AT (t)) 1y(t) m(t)]:
con la condicion inicial m(t0) = E(x(t0) j FYt ).
Como se comentado en la observacion 6.1, las ecuaciones del controlador obtenidas (6.5),(6.6), (6.9){
(6.11), no presentan un sistema de ecuaciones cerrado explcito, si una forma especica del polinomio
f(x; t) en (6.1) no se proporciona. Por lo tanto, en la siguiente sub-seccion, se obtiene una forma cerrada
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de las ecuaciones de ltrado (6.5) y (6.6) par la funcion de tercer orden f(x; t) en la ecuacion (6.1), como
sigue. Debera observar, sin embargo, que la aplicacion del mismo procedimiento dara resultado en el
dise~no de sistemas cerrados de ecuaciones de ltrado para cualquier funcion polinomial f(x; t) en (6.1).
6.2.3. Dise~no del Controlador para un Estado Polinomial de Tercer Orden I.
Sea la funcion
f(x; t) = a0 + a1(t)x+ a2(t)xx
T + a3(t)xxx
T (6;12)
un polinomio de tercer orden, donde x es un vector n-dimensional, a0(t) es un vector de dimension n, a1
es una matriz de dimension n  n, a2 es un 3D tensor de dimension n  n  n, a3 es un 4D tensor de
dimension nnnn. En este caso, Las siguientes ecuaciones de ltrado para el estimado optimo m(t)
y para la matriz de ganancia Q(t) son obtenidas
_m(t) = a0 + a1m(t) + a2m(t)m(t)
T + a2P (t) + 3a3P (t)m(t) + a3m(t)m(t)m(t)
T (6;13)
+K(t)AT (t)(B(t)BT (t)) 1A(t)Sign[AT (t)(A(t)AT (t)) 1y(t) m(t)]:
con la condicion inicial m(t0) = E(x(t0) j FYt0 ),
_K(t) = a1K(t) + 2a2m(t)K(t) + (a2m(t)K(t))
T + 3(a3(P (t)K(t) +m(t)m(t)
TK(t))) (6;14)
+(a3(3P (t)K(t) + 2m(t)m(t)
TK(t)))T + (b(t)bT (t)) j AT (t)(A(t)AT (t)) 1y(t) m(t) j
con la condicion inicial
K(t0) = E[(x(t0) m(t0)(x(t0) m(t0)T j FYt0 ] j AT (t0)(A(t0)AT (t0)) 1y(t0) m(t0) j :
_P (t) = a(t)P (t) + P (t)aT (t) + 2a2(t)m(t)P (t) (6;15)
+2(a2(t)m(t)P (t))
T + 3(a3(P (t)P (t) +m(t)m
T (t)P (t)))
+3(a3(P (t)P (t) +m(t)m
T (t)P (t)))T + b(t)bT (t)  P (t)AT (t)(B(t)BT (t)) 1A(t)P (t)
con la condicion inicial P (t0) = E[(x(t0) m(t0)(x(t0) m(t0)T j FYt0 ].
Consecuentemente, el resultado obtenido es formulado en el siguiente teorema.
Teorema 6.2. El controlador en promedio cuadratico para un estado polinomio de tercer orden del
sistema (6.12) sobre observaciones lineales (6.2) con respecto a un criterio no cuadratico (6.4) es dado
por la ley de control (6.9), la ecuacion (6.13) para el estimado m(t) = E(x(t) j FYt ), las ecuaciones (6.14)
y (6.15) para la matriz de ganancia del ltro K(t) y la matriz de la varianza del error P (t), y la ecuacion
(6.10) para la matriz de ganancia del control Q(t).
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6.2.4. Ejemplo. I
Esta seccion presenta un ejemplo del dise~no del controlador por modos deslizantes para sistemas
polinomiales (6.1) sobre observaciones lineales (6.2) con criterio no cuadratico (6.4), usando el control
(6.9),(6.10),(6.13){(6.15), y comparandolo con el controlador polinomial en promedio cuadratico de tercer
orden [63].
Considere una ecuacion del estado cuadratica
_x(t) = 0;1x2(t) + u(t) +  1(t); x(0) = 1; (6;16)
y un proceso de observacion lineal
y(t) = x(t) +  2(t); (6;17)
donde  1(t) and  2(t) son ruidos blancos Gaussian, que son la derivada en promedio cuadratico debil de un
proceso estandar de Wiener (ver [51]). Las ecuaciones (6.16),(6.17) corresponden a la forma convencional
alternativa (6.1),(6.2) para las ecuaciones (6.1),(6.2).
El problema de controlador es buscar el control u(t), t 2 [0; T ], T = 0;4, que minimiza el criterio
J1 = 50 j x(T ) j +1
2
Z T
0
(u2(t) + x2(t))dt; (6;18)
En otras palabras, el problema de control es minimizar la energa total del estado x usando el mnimo de
la energa total del control u.
Aplicando el controlador por modos deslizantes dise~nado (6.9),(6.10),(6.13){(6.15), la ley de control
(6.9) esta dada por
u(t) = Q(t)sign[m(t)]; (6;19)
donde m(t) satisface la ecuacion
_m(t) = 0;1m2(t) + 0;1P (t) +K(t)sign[y(t) m(t)]; (6;20)
con la condicion inicial m(0) = E(x(0) j y(0)) = m0,
_K(t) = 0;3K(t)+ j y(t) m(t) j; (6;21)
con la condicion inicial Q(0) = E((x(0) m(0))(x(0) m(0))T j y(0)) j y(0) m(0) j,
_P (t) = 1 + 0;4m(t)P (t)  P 2(t); (6;22)
con la condicion inicial P (0) = E((x(0) m(0))(x(0) m(0))T j y(0)), and
_Q(t) =j m(t) j  0;2m(t)Q(t); (6;23)
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con la condicion terminal Q(0;4) =  50, si m(t) 6= 0 para cualquier t < T , y Q(t) = 0, donde t es el
tiempo que el estimado m(t) llega a la supercie deslizante m = 0 en el momento nal t = T , de otra
forma.
Sustituyendo el control anterior (6.19) dentro (6.20), la ecuacion del estimado controlado optimamente
del estado toma la forma
_m(t) = 0;1m2(t) + 0;1P (t)+ (6;24)
Q(t)sign[m(t)] +K(t)sign[y(t) m(t)];
con la condicion inicial m(0) = E(x(0) j y(0)) = m0. El sistema obtenido (6.20){(6.24) puede ser resuelto
usando metodos numericos simples, tales como metodo de disparo. Este metodo consiste en variar la
condicion inicial de (6.23) hasta que la condicion terminal dada este satisfecha.
Para la simulacion numerica del sistema (6.16),(6.17) y el controlador (6.20){(6.24), los valores iniciales
x(0) = 1, m(0) = 10, y P (0) = 866;25 son asignados. El tiempo nal esta jado para T = 0;4. Los
disturbios  1(t) en (6.16) y  2(t) en (6.17) son realizados usando la funcion de ruidos blancos de MatLab.
El sistema (6.20){(6.24) es primero simulado con la condicion nal Q(0;4) =  50. Como la simulacion
muestra, al estado m(t) llegando al cero antes del momento nal T = 0;4. En consecuencia, la condicion
terminal para la ecuacion (6.23) es cambiado a Q(0;4) =   0 tal que m(0;4) = 0, y el sistema (6.20){
(6.24) es simulado de nuevo. El resultado obtenido aplicando el controlador (6.20){(6.24) al sistema
(6.12) son mostrados en la Fig. 6.1, que presenta la graca del estado controlado (6.16) x(t), el estimado
controlado (6.20) m(t), el control (6.19) u(t), y el criterio (6.18) J1(t) en el intervalo [0; 0;4]. El valor del
criterio (6.18) en el momento nal T = 0;4 es J1(0;4) = 6;8286.
El dise~no del controlador por modos deslizantes (6.9),(6.10),(6.13){(6.15) es comparado con el mejor
controlador lineal para el criterio J3 con el termino cuadratico no integral
J3 = 25x
2(T ) +
1
2
Z T
0
(u2(t) + x2(t))dt; (6;25)
Como se sigue de la teora de control polinomial-cuadratico [63], la ley de control esta dada por
u(t) = Q(t)m(t); (6;26)
donde m(t) satisface la ecuacion
_m(t) = 0;1m2(t) + 0;1P (t) + u(t) + P (t)[y(t) m(t)]; (6;27)
con la condicion inicial m(0) = E(x(0) j y(0)) = m0,
_P (t) = 1 + 0;4m(t)P (t)  P 2(t); (6;28)
con la condicion inicial P (0) = E((x(0) m(0))(x(0) m(0))T j y(0)), y
_Q(t) = 1  0;3m(t)Q(t) Q2(t); Q(0;4) =  50: (6;29)
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Sustituyendo el control anterior (6.26) dentro (6.27), las ecuacion del estimado controlado optimamente
del estado toma la forma
_m(t) = 0;1m2(t) + 0;1P (t) +Q(t)m(t) + P (t)[y(t) m(t)]; (6;30)
con la condicion inicial m(0) = E(x(0) j y(0)) = m0.
Note que la comparacion entre el controlador de modo deslizante (6.9),(6.10),(6.13){(6.15) con el
controlador polinomial-cuadratico (6.25){(6.29) con respecto al criterio (6.18) es llevado acabo para -
nes ilustrativos, dado que el controlador (6.9),(6.10),(6.13){(6.15) debera dar teoricamente un mejor
resultado, como se sigue del teorema 6.1.
Los resultado obtenido al aplicar el controlado (6.9),(6.10),(6.13){(6.15) para el sistema (6.16),(6.17)
son mostrados en la Fig. 6.1-6.4, que presenta las gracas del estado controlado (6.16) x(t), el estimado
controlado (6.24) m(t), el control (6.19) u(t), y el criterio (6.18) J1(t) en el intervalo [0; 0;4]. El valor del
criterio (6.18) en el momento nal T = 0;4 es J1(0;4) = 14;7499.
Puede ser observado que el controlador por modos deslizantes (6.9),(6.10),(6.13){(6.15) hara un mejor
valor para el criterio (6.18) en comparacion con el controlador retroalimentado polinomial-cuadratico
(6.25){(6.29). Note que el controlador retroalimentado polinomial-cuadratico falla para proveer un control
para el criterio (6.18).
6.3. Dise~no de Control en Promedio Modulo.
6.3.1. Principio de Separacion. II
Resolviendo el segundo problema, el estado polinomial no medible x(t), satisface (6.1), es reempla-
zado con un estimado en promedio modulo m(t) sobre observaciones lineales y(t) (6.2), que se obtiene
usando el ltrado por modos deslizantes en promedio modulo para sistemas polinomiales (ver [71] para
el planteamiento y solucion del problema de ltrado correspondiente)
_m(t) = E(f(x; t) j FYt ) +B(t)u(t) +K(t)AT (t)(B(t)BT (t)) 1 (6;31)
A(t)Sign[AT (t)(A(t)AT (t)) 1y(t) m(t)];
con la condicion inicial m(t0) = E(x(t0) j FYt0 ).
Aqu, la funcion Signo de un vector x = [x1; : : : ; xn] 2 Rn esta denido como Sign[x] = [sign(x1); : : : ;
sign(xn)] 2 Rn, y la funcion signo de un escalar x es denido como sign(x) = 1, si x > 0, sign(x) = 0,
si x = 0, y sign(x) =  1, si x < 0 ([53]).
La funcion matricial K(t) satisface la ecuacion matricial con coecientes variantes en el tiempo
_K(t) = b(t)bT (t) + E(f(x; t)(x(t) m(t))T jFYt ); (6;32)
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con la condicion inicial
K(t0) = E[(x(t0) m(t0)(x(t0) m(t0)T j FYt0 ] j AT (t0)(A(t0)AT (t0)) 1y(t0) m(t0) j :
Aqu, j x j= [j x1 j; : : : ; j xn j] 2 Rn es denido como el vector de valores absolutos de los componentes
del vector x 2 Rn, y Ab denota un producto entre una matriz A 2 Rnn y un vector b 2 Rn, que resulta
en la matriz denida como: Todas las entradas de la j-th columna de la matriz A son multiplicados por
el j-th componente del vector b, j = 1; : : : ; n.
Recordando que m(t) es el estimado en modulo para el vector de estado x(t), basado en el proceso de
observacion Y (t) = fy(s); t0  s  tg, que minimiza la norma en promedio modulo
J = E[(j x(t)  x^(t) j) j FYt ]
para todo momento t.
Observacion 6.2.
Note que las ecuaciones (6.31) y (6.32) no tienen una forma de un sistema cerrado de ecuaciones debido
a la presencia de terminos polinomiales dependientes de x, E(f(x; t) j FYt ), y E(f(x; t)(x(t) m(t))T ) j
FYt ), que no son expresados todava como funciones de las variables del ltro, m(t) y Q(t) (o P (t)).
Sin embargo, como se demuestra en [62], la forma cerrada del sistema para las ecuaciones de ltrado
en promedio cuadratico pueden ser obtenidas para cualquier estado polinomial (6.1) sobre observaciones
lineales (6.2).
Es facilmente vericable que el problema de control optimo para el estado del sistema (6.1) y funcion
de costo (6.4) es equivalente al problema de control optimo para el estimado (6.31) y el funcional de costo
J2 representado como
J2 =
nX
i=1
 ii j mi(T ) j +
Z T
t0
1
2
(uT (s)R(s)u(s))ds+
nX
i=1
Lii(s) j mi(s) j ds+ (6;33)
1
2
Z T
t0
tr[K(s)L(s)]ds+ tr[K(T ) ];
donde tr[A] denota la traza de la matriz A. Dado que la ultima parte de J2 no depende del control u(t)
o del estado x(t), la reduccion efectiva de la funcion de costo M2 para minimizar toma la forma
M2 =
nX
i=1
 ii j mi(T ) j +
Z T
t0
1
2
(uT (s)R(s)u(s))ds+
nX
i=1
Lii(s) j mi(s) j ds: (6;34)
As, la solucion del problema de control optimo especicado por (6.1),(6.4) puede se encontrado resol-
viendo el problema de control optimo dado por (6.31),(6.34). Finalmente, el valor mnimo del criterio J2
debera ser determinado usando (6.33). Esta conclusion presenta el principio de separacion para sistemas
lineales con criterio no cuadratico (6.4).
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6.3.2. Dise~no del Control II.
La solucion optima del problema de control denida por (6.31),(6.34) esta dada por [56]. Aplicando
el principio de separacion de la sub-seccion anterior para el ltro por modos deslizantes en promedio
modulo en [71] y el regulador optimo por modos deslizantes [56], la solucion del controlador optimo del
problema original (6.1){(6.4) esta dado por el siguiente teorema.
Teorema 6.3. El controlador en promedio modulo para un sistema polinomial (6.1) sobre observa-
ciones lineales (6.2) con respecto al criterio no cuadratico (6.4) esta dado por la ley de control
u(t) = R 1(t)BT (t)Q(t)Sign[m(t)]; (6;35)
donde la funcion matricial Q(t) es la solucion de la ecuacion matricial
_Q(t) = L(t)  [a1(t) + 2a2(t)m(t)+ (6;36)
3a3(t)m(t)m
T (t) + : : :+ pap(t)m(t) : : :p 1 times : : :m(t)]TQ(t):
La condicion terminal para la ecuacion (6.36) es denida como Q(T ) =   , si el estado m(t) no llega
a la supercie deslizante m(t) = 0 dentro del intervalo de tiempo [t0; T ], m(t) 6= 0, t 2 [t0; T ]. De otra
manera, si el estado m(t) llega a la supercie deslizante m(t) = 0 dentro del intervalo de tiempo [t0; T ],
entonces la condicion terminal para Q(t) es jado como cero en el momento del tiempo t, Q(t) = 0,
donde t es el tiempo maximo posible de llegada a la supercie deslizante m(t) = 0. En otras palabras, si
no existe una solucion del sistema de ecuaciones (6.1), (6.4), (6.31) haremos que satisfaga las condiciones
m(t0) = m0 y Q(t1) = 0, t1 > t
, cuando m(t) 6= 0 para t < t1 y m(t) = 0 para algun t  t1. Note que
m(t) = 0, t  t, y, consecuentemente, u(t) = 0, t  t; mas aun, el valor de Q(t), t  t, no es necesario.
Sustituyendo el control optimo anterior (6.35) dentro de la ecuacion (6.31), la siguiente ecuacion del
estimado del estado controlado optimamente es obtenida
_m(t) = E(f(x; t) j FYt )+ (6;37)
B(t)R 1(t)BT (t)Q(t)Sign[m(t)] +K(t)AT (t)(B(t)BT (t)) 1
A(t)Sign[AT (t)(A(t)AT (t)) 1y(t) m(t)]:
con la condicion inicial m(t0) = E(x(t0) j FYt ).
Como se a comentado en la observacion 6.2, las ecuaciones del controlador obtenidas (6.31),(6.32),
(6.35){(6.37), no presentan un sistema de ecuaciones cerrado explcito, si una forma especica del poli-
nomio f(x; t) en (6.1) no es proporciona. Por lo tanto, en la siguiente sub-seccion, se obtiene una forma
cerrada de las ecuaciones de ltrado (6.31) y (6.32) par la funcion de tercer orden f(x; t) en la ecuacion
(6.1), como sigue. Debera observar, sin embargo, que la aplicacion del mismo procedimiento dara resul-
tado en el dise~no de sistemas cerrados de ecuaciones de ltrado para cualquier funcion polinomial f(x; t)
en (6.1).
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6.3.3. Dise~no del Controlador para un Estado Polinomial de Tercer Orden II.
Sea la funcion
f(x; t) = a0 + a1(t)x+ a2(t)xx
T + a3(t)xxx
T (6;38)
un polinomio de tercer orden, donde x es un vector n-dimensional, a0(t) es un vector de dimension n, a1
es una matriz de dimension n  n, a2 es un 3D tensor de dimension n  n  n, a3 es un 4D tensor de
dimension nnnn. En este caso, Las siguientes ecuaciones de ltrado para el estimado optimo m(t)
y para la matriz de ganancia Q(t) son obtenidas
_m(t) = a0(t) + a1(t)m(t) + a2(t)m(t)m
T (t) + a2(t)K(t) j AT (t)(A(t)AT (t)) 1y(t) m(t) j + (6;39)
3a3(t)m(t)K(t) j AT (t)(A(t)AT (t)) 1y(t) m(t) j +
a3(t)m(t)m(t)m
T (t) +B(t)R 1(t)BT (t)Q(t)Sign[m(t)]+
+K(t)AT (t)(B(t)BT (t)) 1A(t)Sign[AT (t)(A(t)AT (t)) 1y(t) m(t)]:
con la condicion inicial m(t0) = E(x(t0) j FYt0 ),
_K(t) = a1(t)K(t) + 2a2(t)m(t)K(t) + a3(t)[K(t)K(t) j AT (t)(A(t)AT (t)) 1y(t) m(t) j + (6;40)
3m(t)mT (t)K(t)]) + b(t)bT (t);
K(t0) = E[(x(t0) m(t0))(Sign(AT (t0)(A(t0)AT (t0)) 1A(t0)x(t0) m(t0)))T j FYt0 ]:
Consecuentemente, el resultado obtenido es formulado en el siguiente teorema.
Theorem 6.4. El controlador en promedio modulo para un estado polinomio de tercer orden del
sistema (6.38) sobre observaciones lineales (6.2) con respecto a un criterio no cuadratico (6.4) es dado
por la ley de control (6.35), la ecuacion (6.39) para el estimado m(t) = E(x(t) j FYt ), la ecuacion (6.40)
para la matriz de ganancia del ltro K(t), y la ecuacion (6.36) para la matriz de ganancia del control
Q(t).
6.3.4. Ejemplo II.
Esta seccion presenta un ejemplo del dise~no del controlador por modos deslizantes en promedio mo-
dulo para sistemas polinomiales (6.1) sobre observaciones lineales (6.2) con criterio no cuadratico (6.4),
usando el control (6.35),(6.36),(6.39),(6.40), y comparandolo con el controlador polinomial en promedio
cuadratico de tercer orden [63].
Considere la ecuacion de estado cuadratica
_x(t) = 0;1x2(t) + u(t) +  1(t); x(0) = 1; (6;41)
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y el proceso de observacion lineal
y(t) = x(t) +  2(t); (6;42)
donde  1(t) and  2(t) son ruidos blancos Gaussian, que son la derivada en promedio cuadratico debil de un
proceso estandar de Wiener (ver [51]). Las ecuaciones (6.41),(6.42) corresponden a la forma convencional
alternativa (6.1),(6.2) para las ecuaciones (6.1),(6.2).
El problema de controlador es buscar el control u(t), t 2 [0; T ], T = 0;4, que minimiza el criterio
J2 = 50 j x(T ) j +
Z T
0
(
1
2
u2(t)+ j x(t) j)dt; (6;43)
En otras palabras, el problema de control es minimizar la energa total del estado x usando el mnimo de
la energa total del control u.
Aplicando el controlador por modos deslizantes dise~nado (6.35),(6.36),(6.39),(6.40), la ley de control
(6.35) esta dada por
u(t) = Q(t)sign[m(t)]; (6;44)
donde m(t) satisface la ecuacion
_m(t) = 0;1m2(t)+ (6;45)
0;1K(t) j y(t) m(t) j +u(t) +K(t)sign[y(t) m(t)];
con la condicion inicial m(0) = E(x(0) j y(0)) = m0,
_K(t) = 0;2m(t)K(t) + 1; (6;46)
con la condicion inicial K(0) = E((x(0) m(0))(Sign(x(0) m(0)))T j y(0)), and
_Q(t) = 1  0;2m(t)Q(t); (6;47)
con la condicion terminal Q(t) = 0, donde t es el tiempo maximo posible llegada a la supercie
deslizante m = 0 por el estado del sistema m(t).
Sustituyendo el control anterior (6.44) dentro (6.45), la ecuacion del estimado controlado optimamente
del estado toma la forma
_m(t) = 0;1m2(t) + 0;1K(t) j y(t) m(t) j + (6;48)
Q(t)sign[m(t)] +K(t)sign[y(t) m(t)];
con la condicion inicial m(0) = E(x(0) j y(0)) = m0. El sistema obtenido (6.44){(6.48) puede ser resuelto
usando metodos numericos simples, tales como el metodo de disparo. Este metodo consiste en variar la
condicion inicial de (6.47) hasta que la condicion terminal dada este satisfecha.
Para la simulacion numerica del sistema (6.41),(6.42) y el controlador (6.44){(6.48), los valores iniciales
x(0) = 1, m(0) = 10, y K(0) = 100 son asignados. El tiempo nal esta jado para T = 0;4. Los disturbios
 1(t) en (6.16) y  2(t) en (6.17) son realizados usando la funcion de ruidos blancos de MatLab.
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Los resultado obtenido al aplicar el controlado (6.44){(6.48) para el sistema (6.41),(6.42) son mos-
trados en la Fig. 6.2, que presenta las gracas del estado controlado (6.41) x(t), el estimado controlado
(6.48) m(t), el control (6.44) u(t), y el criterio (6.43) J2(t) en el intervalo [0; 0;4]. El valor del criterio
(6.43) en el momento nal T = 0;4 es J2(0;4) = 1;2285.
El dise~no del controlador por modos deslizantes (6.35),(6.36),(6.39),(6.40) es comparado con el mejor
controlador polinomial para el criterio J3 con el termino cuadratico no integral
J3 = 25x
2(T ) +
1
2
Z T
0
(u2(t) + x2(t))dt; (6;49)
Como se sigue de la teora de control polinomial-cuadratico [63], la ley de control esta dada por
u(t) = Q(t)m(t); (6;50)
donde m(t) satisface la ecuacion
_m(t) = 0;1m2(t) + 0;1P (t) + u(t) + P (t)[y(t) m(t)]; (6;51)
con la condicion inicial m(0) = E(x(0) j y(0)) = m0,
_P (t) = 1 + 0;4m(t)P (t)  P 2(t); (6;52)
con la condicion inicial P (0) = E((x(0) m(0))(x(0) m(0))T j y(0)), y
_Q(t) = 1  0;3m(t)Q(t) Q2(t); Q(0;4) =  50: (6;53)
Sustituyendo el control anterior (6.50) dentro (6.51), las ecuacion del estimado controlado optimamente
del estado toma la forma
_m(t) = 0;1m2(t) + 0;1P (t) +Q(t)m(t) + P (t)[y(t) m(t)]; (6;54)
con la condicion inicial m(0) = E(x(0) j y(0)) = m0.
Para la simulacion numerica del sistema (6.41),(6.42) y el controlador (6.50){(6.54), los valores iniciales
x(0) = 1, m(0) = 10, y P (0) = 100 son asignados.
Los resultado obtenido al aplicar el controlado (6.50){(6.54) para el sistema (6.41) son mostrados en
la Fig. 6.5-6.8, que presenta las gracas del estado controlado (6.41) x(t), el estimado controlado (6.51)
m(t), el control (6.50) u(t), y el criterio (6.43) J2(t) en el intervalo [0; 0;4]. El valor del criterio (6.43) en
el momento nal T = 0;4 es J2(0;4) = 15;4089.
Note que la comparacion entre el controlador de modo deslizante (6.35),(6.36),(6.39),(6.40) con el
controlador polinomial-cuadratico (6.50){(6.54) con respecto al criterio (6.43) es llevado acabo para -
nes ilustrativos, dado que el controlador (6.35),(6.36),(6.39),(6.40) debera dar teoricamente un mejor
resultado, como se sigue del teorema 6.3.
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Se puede observar que el controlador por modos deslizantes (6.35),(6.36),(6.39),(6.40) dan un valor
mejor del criterio (6.43) en comparacion del controlador retroalimentado polinomial-cuadratico (6.50){
(6.54). Note que el controlador retroalimentado polinomial-cuadratico falla para proveer un control para
el criterio (6.43).
6.4. Conclusiones.
Este captulo presenta el problema del controlador en promedio cuadratico y el problema del con-
trolador en promedio modulo para sistemas polinomiales, cuya solucion esta dada por un controlador
por modos deslizantes que consiste de un ltro por modos deslizantes en promedio cuadratico y un ltro
por modos deslizantes en promedio modulo, respectivamente, y un regulador por modos deslizantes. El
problema del controlador optimo es considerado para sistemas polinomiales sobre observaciones lineales
con respecto a diferentes criterios Bolza-Meyer, donde 1) el energa del control y la energa del estado
dentro de la integral son cuadraticos y el termino no integral es de primer orden o 2) la energa del control
es cuadratico y la energa del estado es de primer orden. Es demostrado que la solucion optima dada por
el controlador por modos deslizantes, mientras el controlador retroalimentado polinomial convencional
falla para dar una solucion factible.
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Figura 6.1: El controlador por modos deslizantes optimo con respecto al criterio J1 vs. el controlador retroalimentado
polinomial en el intervalo entero [0; 0;4]. 1. Controlador por modos deslizantes. La graca del estado controlado (6.16)
x(t) (Azul) y el estimado controlado (6.20) m(t) (Verde)
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Figura 6.2: El controlador por modos deslizantes optimo con respecto al criterio J1 vs. el controlador retroalimentado
polinomial en el intervalo entero [0; 0;4]. 2. controlador retroalimentado polinomial. La graca del estado controlado
(6.16) x(t) (Azul) y el estimado controlado (6.24) m(t) (Verde)
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Figura 6.3: El controlador por modos deslizantes optimo con respecto al criterio J1 vs. el controlador retroalimentado
polinomial en el intervalo entero [0; 0;4]. 3. Control. Graca del control por modos deslizantes (6.19) u(t) (Azul) y el
control retroalimentado polinomial (6.26) u(t) (Verde)
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Figura 6.4: El controlador por modos deslizantes optimo con respecto al criterio J1 vs. el controlador retroalimentado
polinomial en el intervalo entero [0; 0;4]. 4. Criterio. Graca del criterio (6.18) J1 producido por el control por modos
deslizantes (Azul) y por el controlador retroalimentado polinomial (Verde).
90
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
−2
0
2
4
6
8
10
Time
St
at
e 
an
d 
Es
tim
at
es
Figura 6.5: El controlador por modos deslizantes optimo con respecto al criterio J2 vs. el controlador retroalimentado
polinomial en el intervalo entero [0; 0;4]. 1. Controlador por modos deslizantes. La graca del estado controlado (6.41)
x(t) (Azul) y el estimado controlado (6.45) m(t) (Verde)
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Figura 6.6: El controlador por modos deslizantes optimo con respecto al criterio J2 vs. el controlador retroalimentado
polinomial en el intervalo entero [0; 0;4]. 2. controlador retroalimentado polinomial. La graca del estado controlado
(6.41) x(t) (Azul) y el estimado controlado (6.51) m(t) (Verde)
92
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
−30
−25
−20
−15
−10
−5
0
5
10
Time
C
on
tro
l
Figura 6.7: El controlador por modos deslizantes optimo con respecto al criterio J2 vs. el controlador retroalimentado
polinomial en el intervalo entero [0; 0;4]. 3. Control. Graca del control por modos deslizantes (6.44) u(t) (Azul) y el
control retroalimentado polinomial (6.50) u(t) (Verde)
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Figura 6.8: El controlador por modos deslizantes optimo con respecto al criterio J2 vs. el controlador retroalimentado
polinomial en el intervalo entero [0; 0;4]. 4. Criterio. Graca del criterio (6.43) J2 producido por el control por modos
deslizantes (Azul) y por el controlador retroalimentado polinomial (Verde).
Captulo 7
Filtrado del Estado por Modos
Deslizantes y Estimacion de
Parametros para sistemas lineales
estocasticos
7.1. Problema de Filtrado para Sistemas Lineales con Parametros Desconocidos
Sea (
; F; P ) un espacio probabilstico completo con una familia de -algebras Ft; t  t0 creciente
continua por la derecha, y sean (W1(t); Ft; t  t0) y (W2(t); Ft; t  t0) procesos estandar de Wiener
independientes. Los procesos aleatorios (x(t); y(t)) Ft-medibles son descritos por una ecuacion diferencial
polinomial con un parametro vectorial desconocido (t) para el estado del sistema
dx(t) = (a0(; t) + a(; t)x(t))dt+ b(t)dW1(t);
x(t0) = x0; (7;1)
y la ecuacion diferencial para el proceso de observacion
dy(t) = (A0(t) +A(t)x(t))dt+B(t)dW2(t): (7;2)
Aqu, x(t) 2 Rn es el vector de estado, y(t) 2 Rm es el vector de observacion lineal,m  n, y (t) 2 Rp,
p  n n+ n, es el vector de entradas desconocidas de la matriz a(; t) y los componentes desconocidos
del vector a0(; t). Esto ultimo signica que ambas estructuras contienen componentes desconocidos
a0i(t) = k(t), k = 1; : : : ; p1  n y aij(t) = k(t), k = p1+1; : : : ; p  nn+n, as como los componentes
conocidos a0i(t) y aij(t), cuyos valores son funciones conocidas del tiempo. La condicion inicial x0 2 Rn
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es un vector Gaussiano tal que x0, W1(t), y W2(t) son independientes. Asumimos que B(t)B
T (t) es una
matriz denida positiva. Todos los coecientes en (7.1){(7.2) son funciones deterministicas del tiempo de
dimensiones apropiadas.
Se considera que no hay ninguna informacion util sobre los valores de los parametros desconocidos
k(t), k = 1; : : : ; p, y esta incertidumbre crece cuando el tiempo tiene a innito. En otras palabras, los
parametro desconocido pueden ser modelados como procesos de Wiener Ft-measurable
d(t) = dW3(t); (7;3)
con la condicion inicial desconocida (t0) = 0 2 Rp, donde (W3(t); Ft; t  t0) es un proceso de Wiener
independiente de x0, W1(t), y W2(t).
El problema de estimacion es buscar un estimado optimo z^(t) = [x^(t); ^(t)] del vector combinado
del estado del sistema y parametros desconocidos z(t) = [x(t); (t)], basado en el proceso de observacion
Y (t) = fy(s); 0  s  tg. Como sabemos [51], este estimado optimo esta dado por la esperanza condicional
z^(t) = m(t) = E(z(t) j FYt )
del sistema de estado z(t) = [x(t); (t)] con respecto a la  - algebra FYt generada por el proceso de
observacion Y (t) en el intervalo [t0; t]. Usando los modos deslizantes en promedio cuadratico, la funcion
matricial
P (t) = E[(z(t) m(t))(z(t) m(t))T j FYt ]
es el estimado de la varianza del error y para el modo deslizante en promedio modulo, la funcion matricial
P (t) = E[(j z(t) m(t) j) j FYt ]
es el estimado de la varianza del error.
La solucion propuesta para este problema de ltrado esta basado en el dise~no del ltro por modos
deslizantes para sistemas polinomiales con estados no medibles, que son obtenidos en [67] y [68].
7.2. Reduccion del Problema.
Para aplicar las ecuaciones de ltrado optimo para el vector de estado z(t) = [x(t); (t)], gobernado
por las ecuaciones (7.1) y (7.3), sobre las observaciones lineales (7.2) (ver [67] y [68]), la ecuacion de
estado (7.1) debera ser escrita en forma polinomial. Para este motivo, una matriz a1(t) 2 R(n+p)(n+p),
un tensor cubico a2(t) 2 R(n+p)(n+p)(n+p), y un vector c0(t) 2 R(n+p) son introducidos como sigue.
La ecuacion para la i-esimo componente del vector de estado esta dada por
dxi(t) = (a0i(t) +
nX
j=1
aij(t)xj(t))dt+
nX
j=1
bij(t)dW1j (t);
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xi(t0) = x0i :
Entonces: 1. Si la variable a0i(t) es una funcion conocida, entonces la i-esimo componente del vector
c0(t) es jado para esta funcion, c0i(t) = a0i(t). De otra forma, si la variable a0i(t) es una funcion
desconocida, entonces la (i; n + i)-th entrada de la matriz a1(t) es jado como 1. Como observo, el
numero del componentes desconocidos del vector a0 es igual a p1  n.
2. Si la variable aij(t) es una funcion conocida, entonces la (i; j)-th componente de la matriz a1(t) es
jado para esta funcion, a1ij (t) = aij(t). De otra forma, si la variable aij(t) es una funcion desconocida,
entonces la (i; n+p1+k; j)-th entrada del tensor cubico a2(t) es jado como 1, donde k es el numero de que
esta entrada desconocida ocurre en la matriz aij(t), consecuentemente contando las entradas desconocidas
por renglones desde la primera hasta n-esimo entrada en cada renglon. El numero de entradas desconocidas
en la matriz a1 es igual a p p1  n2, donde p1  n es el numero de componentes desconocidos del vector
a0, y p  n2 + n es el numero total de variables desconocidas.
3. Todas las otras entradas no asignadas de la matriz a1(t), el tensor cubico a2(t), y el vector c0(t)
son jados como 0.
Usando la notacion introducida, las ecuaciones del estado (7.1),(7.3) para el vector z(t) = [x(t); (t)] 2
Rn+p pueden ser re-escritas como
dz(t) = (c0(t) + a1(t)z(t) + a2(t)z(t)z
T (t))dt+ diag[b(t); Ipp]diag[WT1 (t);W
T
3 (t)]
T ; (7;4)
z(t0) = [x0; 0];
donde la matriz a1(t), el tensor cubico a2(t), y el vector c0(t) ya se han denido, y Ipp es la matriz
identidad p  p - dimensional. la ecuacion (7.4) es bilineal con respecto al estado extendido z(t) =
[x(t); (t)].
As, el problema de estimacion esta ahora re-formulado en lo que se reere a buscar el estimado optimo
z^(t) = m(t) = [x^(t); ^(t)] para el vector de estado z(t) = [x(t); (t)], gobernado por la ecuacion bilineal
(7.4), basado en el proceso de observacion Y (t) = fy(s); 0  s  tg, satisfaciendo la ecuacion (7.2).
7.3. Filtro por Modos Deslizantes en Promedio Cuadratico
La solucion de este problema es obtener las ecuaciones de ltrado por modos deslizantes en promedio
cuadratico optimas para el estado bilineal con parte lineal parcialmente medible sobre observaciones lineal
[67] y dado por
_m(t) = c0(t) + a1(t)m(t) + a2(t)m(t)m(t)
T + a2(t)P (t) +Q(t)[A(t); 0mp]T (B(t)BT (t)) 1 (7;5)
Sign[y(t)  (A0(t) + [A(t); 0mp]m(t))]:
m(t0) = [E(x(t0) j FYt ); E((t0) j FYt )];
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_Q(t) = a1(t)Q(t) + 2a2(t)m(t)Q(t) + (a2(t)m(t)Q(t))
T + (diag[b(t); Ip])(diag[b(t); Ip]
T ) (7;6)
j y(t)  (A0(t) + [A(t); 0mp]m(t)) j
Q(t0) = E[(z(t0) m(t0))(z(t0) m(t0))T j FYt0 ] j y(t0)  (A0(t0) + [A(t0); 0mp]m(t0)) j :
_P (t) = a1(t)P (t) + P (t)a
T
1 (t) + 2a2(t)m(t)P (t)+ (7;7)
2(a2(t)m(t)P (t))
T + (diag[b(t); Ip])(diag[b(t); Ip]
T )  P (t)[A(t); 0mp]T (B(t)BT (t)) 1[A(t); 0mp]P (t);
P (t0) = E((z(t0) m(t0))(z(t0) m(t0))T j FYt );
donde 0mp es la matriz cero m p - dimensional.
Teorema 7.1. El ltro por modos deslizantes en promedio cuadratico nito dimensional para el vector
de estado extendido z(t) = [x(t); (t)], gobernado por la ecuacion (7.4), sobre observaciones lineales (7.2)
esta dado por la ecuacion (7.5) para el estimado optimo z^(t) = m(t) = [x^(t); ^(t)] = E([x(t); (t)] j FYt ) y
las ecuaciones (7.6) y (7.7) para el estimado de la varianza del error P (t) = E[(z(t) m(t))(z(t) m(t))T j
FYt ]. Este ltro, aplicado para el sub-vector (t), tambien sirve como el identicado optimo para el vector
de parametros desconocidos (t) en la ecuacion (7.1), dando el estimado del sub-vector ^(t) como el
estimado optimo del parametro.
Demostracion. La demostracion se sigue directamente de los pasos 1-3 para dise~nar los coecientes
en la ecuacion (7.4), la nueva ecuacion de estado extendido (7.4), y las ecuaciones de ltrado por mo-
dos deslizantes en promedio cuadratico optimo (7.5),(7.6),(7.7) para el estado bilineal-lineal con parte
parcialmente medible lineal sobre observaciones lineales, que fueron obtenidas en [67].
As, basado en las ecuaciones de ltrado por modos deslizantes en promedio cuadratico general para
estados bilineales con parte parcialmente medible sobre observaciones lineales, el ltro optimo del estado
y el identicador de parametros son obtenidos para el estado del sistema lineal (7.1) con parametro
desconocidos, modelados por (7.3), sobre observaciones lineales (7.2). Donde el problema original de
identicacion es reducido al problema de ltrado para el estado del sistema extendido incluyendo al
estado y parametros, la condicion de identicabilidad para el sistema original coincide con la condicion
de observabilidad para el sistema extendido.
7.3.1. Ejemplo 1
Esta seccion presenta un ejemplo del dise~no de ltrado por modos deslizantes en promedio cuadratico
e identicacion para estados del sistema lineales con parametros multiplicativos desconocidos, basados
en el estado lineal medible.
Sea el estado del sistema bidimensional x(t) 2 R satisfaciendo la ecuacion bilineal con un parametro
desconocido escalar  2 R
_x1(t) = x2(t) (7;8)
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_x2(t) = x2(t) +  1(t);
y el proceso de observacion escalar y(t) 2 R esta dado por la ecuacion lineal
y(t) = x1(t) +  2(t); (7;9)
donde  1(t) y  2(t) son ruidos blancos Gaussianos, que son la derivada en promedio cuadratico debil de
procesos estandar de Wiener (ver [51]). Las ecuaciones (7.8){(7.9) presentan la forma convencional para
las ecuaciones (7.1){(7.2), que es actualmente usado en la practica [52]. El parametro  esta modelado
como un proceso estandar de Wiener, esto es, satisface la ecuacion
d(t) = dW3(t); (0) = 0;
que tambien puede ser escrita como
_(t) =  3(t); (0) = 0; (7;10)
donde  3(t) es un ruido blanco Gaussiano. El ruido blanco Gaussiano  1(t) y  3(t) en las ecuaciones del
estado y parametro son asumidas que son ruidos blancos Gaussianos independientes.
El problema de ltrado por modos deslizantes en promedio cuadratico es buscar un estimado optimo
para el estado bilineal-lineal (7.8),(7.10), usando observaciones lineales (7.9) confundidos con disturbios
modelados como ruidos blancos Gaussianos independientes e identicamente distribuidos.
Las ecuaciones de ltrado por modos deslizantes en promedio cuadratico (7.5),(7.6),(7.7) toman la
siguiente forma particular para el sistema (7.8){(7.10)
_m1(t) = m2(t) +Q11(t)Sign(y(t) m1(t))
_m2(t) = P23(t) +m2(t)m3(t) +Q21(t)Sign(y(t) m1(t)) (7;11)
_m3(t) = Q31(t)Sign(y(t) m1(t));
con la condicion inicial m1(0) = E(x10 j y(0)) = m10, m2(0) = E(x20 j y(0)) = m20 and m3(0) =
E(0 j y(0)) = m30;
_Q11(t) = Q21(t); (7;12)
_Q21(t) = 2m3(t)Q21(t);
_Q31(t) = 0;
con la condicion inicial Q(0) = E(([x0; 0] m(0))([x0; 0] m(0))T j y(0)) j y(0) m1(0)) j :.
_P11(t) = P21(t) + P12 + P
2
11; (7;13)
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_P12(t) = P22(t) + 2m3P21 + P11P12;
_P13(t) = P23(t) + P11P13;
_P21(t) = P22(t) + 2m3P21 + P11P12;
_P22(t) = 1 + 4m3P22 + P21P12;
_P23(t) = 2m3P21 + P21P13;
con la condicion inicial P (0) = E(([x0; 0] m(0))([x0; 0] m(0))T j y(0)).
Resultados numericos de la simulacion son obtenidos resolviendo el sistema de ecuaciones de ltrado
(7.11){(7.13). Los valores obtenidos de m1(t), estimado para x1(t), m2(t), estimado para x1(t), y m3(t),
estimado para (t), son comparados con los valores reales de la variable de estado x1(t), x2(t) y el
parametro (t) en (7.8){(7.10).
Para el ltro (7.11){(7.13) y el sistema de referencia (7.8){(7.10) involucrados en la simulacion, son
asignados los siguientes valores iniciales: x10 = 1000, x20 = 10, m10 = 990, m20 = 3;5, m30 = 2,Q110 =
100, Q210 = Q310 = 10, P110 = P220 = 100,P120 = P210 = P130 = P230 = 10 para el parametro
desconocido  = 1, as consideramos al sistema (7.8) inestable en la primera simulacion y x10 = 280,
x20 = 45, m10 = 290, m20 = 53, m30 = 0,Q110 = 866;25, Q210 = Q310 = 86;62, P110 = P220 = 100,P120 =
P210 = P130 = P230 = 10 para el parametro desconocido  =  1, as consideraremos al sistema (7.8)
estable en la segunda simulacion. Los correspondientes resultados son mostrados en las gracas Figs.
7.1-7.6.
7.4. Filtro por Modos Deslizantes en Promedio Modulo
La solucion de este problema es obtenido usando las ecuaciones de ltrado por modos deslizantes
en promedio modulo optimas para el estado bilineal-lineal con parte lineal parcialmente medible sobre
observaciones lineal [68] y dado por
_m(t) = c0(t) + a1(t)m(t) + a2(t)m(t)m(t)
T+ (7;14)
+a2(t)K(t) j y(t)  (A0(t) + [A(t); 0mp]m(t)) j +
+K(t)[A(t); 0mp]T (B(t)BT (t)) 1Sign[y(t)  (A0(t) + [A(t); 0mp]m(t))]:
m(t0) = [E(x(t0) j FYt ); E((t0) j FYt )];
_K(t) = a1(t)K(t) + 2a2(t)m(t)K(t) + (diag[b(t); Ip])(diag[b(t); Ip]
T ) (7;15)
K(t0) = E[(z(t0) m(t0))Sign[(AT (t0)(A(t0)AT (t0)) 1A(t0)z(t0) m(t0))]T j FYt0 ]
donde 0mp es la matriz de ceros m p - dimensional.
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Teorema 7.2. El ltro por modos deslizantes en promedio modulo nito dimensional para el vector
de estado extendido z(t) = [x(t); (t)], gobernado por la ecuacion (7.4), sobre observaciones lineales (7.2)
esta dado por la ecuacion (7.14) para el estimado optimo z^(t) = m(t) = [x^(t); ^(t)] = E([x(t); (t)] j FYt )
y la ecuacion (7.15) para el estimado de la varianza del error P (t) = E[(j z(t) m(t) j) j FYt ]. Este ltro,
aplicado para el sub-vector (t), tambien sirve como el identicado optimo para el vector de parametros
desconocidos (t) en la ecuacion (7.1), dando el estimado del sub-vector ^(t) como el estimado optimo
del parametro.
Demostracion. La demostracion se sigue directamente de los pasos 1-3 para dise~nar los coecientes
en la ecuacion (7.4), la nueva ecuacion de estado extendido (7.4), y las ecuaciones de ltrado por modos
deslizantes en promedio modulo optimo (7.14),(7.15) para el estado bilineal-lineal con parte parcialmente
medible lineal sobre observaciones lineales, que fueron obtenidas en [68].
As, basado en las ecuaciones de ltrado por modos deslizantes en promedio modulo general para
estados bilineales con parte parcialmente medible sobre observaciones lineales, el ltro optimo del estado
y el identicador de parametros son obtenidos para el estado del sistema lineal (7.1) con parametro
desconocidos, modelados por (7.3), sobre observaciones lineales (7.2). Donde el problema original de
identicacion es reducido al problema de ltrado para el estado del sistema extendido incluyendo al
estado y parametros, la condicion de identicabilidad para el sistema original coincide con la condicion
de observabilidad para el sistema extendido.
7.4.1. Ejemplo 2
Esta seccion presenta un ejemplo del dise~no de ltrado por modos deslizantes en promedio modulo e
identicacion para estados del sistema lineales con parametros multiplicativos desconocidos, basados en
el estado lineal medible.
Sea el estado del sistema bidimensional x(t) 2 R satisfaciendo la ecuacion bilineal con un parametro
desconocido escalar  2 R
_x1(t) = x2(t) (7;16)
_x2(t) = x2(t) +  1(t);
y el proceso de observacion escalar y(t) 2 R esta dado por la ecuacion lineal
y(t) = x1(t) +  2(t); (7;17)
donde  1(t) y  2(t) son ruidos blancos Gaussianos, que son la derivada en promedio cuadratico debil de
procesos estandar de Wiener (ver [51]). Las ecuaciones (7.16){(7.17) presentan la forma convencional para
las ecuaciones (7.1){(7.2), que es actualmente usado en la practica [52]. El parametro  esta modelado
como un proceso estandar de Wiener, esto es, satisface la ecuacion
d(t) = dW3(t); (0) = 0;
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que tambien puedes ser escritas como
_(t) =  3(t); (0) = 0; (7;18)
donde  3(t) es un ruido blanco Gaussiano. El ruido blanco Gaussiano  1(t) y  3(t) en las ecuaciones del
estado y parametro son asumidas que son ruidos blancos Gaussianos independientes.
El problema de ltrado por modos deslizantes en promedio modulo es buscar un estimado optimo
para el estado bilineal-lineal (7.16),(7.18), usando observaciones lineales (7.17) confundidos con disturbios
modelados como ruidos blancos Gaussianos independientes e identicamente distribuidos.
Las ecuaciones de ltrado (7.14),(7.15) toman la siguiente forma particular para el sistema (7.16){
(7.18)
_m1(t) = m2(t) +Q11(t)Sign(y(t) m1(t))
_m2(t) = Q23(t) j y(t) m1(t) j +m2(t)m3(t)
+Q21(t)Sign(y(t) m1(t)) (7;19)
_m3(t) = Q31(t)Sign(y(t) m1(t));
con la condicion inicial m1(0) = E(x10 j y(0)) = m10, m2(0) = E(x20 j y(0)) = m20 y m3(0) = E(0 j
y(0)) = m30;
_K11(t) = K21(t); (7;20)
_K21(t) = 2m3(t)K21(t);
_K23(t) = 2m3(t)K23(t);
_K31(t) = 0;
con la condicion inicial K(0) = E(([x0; 0] m(0))Sign([x0; 0] m(0))T j y(0)).
Resultados numericos de la simulacion son obtenidos resolviendo el sistema de ecuaciones de ltrado
(7.19){(7.20). Los valores obtenidos de m1(t), estimado para x1(t), m2(t), estimado para x1(t), y m3(t),
estimado para (t), son comparados con los valores reales de la variable de estado x1(t), x2(t) y el
parametro (t) en (7.16){(7.18).
Para el ltro (7.19){(7.20) y el sistema de referencia (7.16){(7.18) involucrados en la simulacion, son
asignados los siguientes valores iniciales: x10 = 1000, x20 = 10, m10 = 990, m20 = 3;5, m30 = 2,K110 =
100, K210 = K230 = K310 = 10 para el parametro desconocido  = 1, as consideramos al sistema (7.16)
inestable en la primera simulacion y x10 = 280, x20 = 45, m10 = 290, m20 = 53, m30 = 0,K110 = 100,
K210 = K230 = K310 = 10 para el parametro desconocido  =  1, as consideraremos al sistema (7.16)
estable en la segunda simulacion. Los correspondientes resultados son mostrados en las gracas Figs.
7.7-7.12.
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7.5. Conclusion
Este captulo presenta el ltrado optimo por modos deslizantes y el problema de identicacion de
parametros para sistemas lineales estocasticos con parametros desconocidos multiplicativos y aditivos
sobre observaciones lineales con una matriz de observacion invertible, donde los parametros desconocidos
son considerados procesos de Wiener. Los resultados de la simulacion muestran que ambos ltro por
modos deslizantes, en promedio cuadratico y promedio modulo, producen errores de estimacion able de
convergencia para todos los estados y el parametro desconocido.
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Figura 7.1: La graca muestra x1(t) y m1(t) en lneas azul y verde, respectivamente, para el sistema
inestable (7.8) con ltro en promedio cuadratico en el intervalo de simulacion [0; 9].
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Figura 7.2: La graca muestra x2(t) y m2(t) en lneas azul y verde respectivamente, para el sistema
inestable (7.8) con ltro en promedio cuadratico en el intervalo de simulacion [0; 9].
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Figura 7.3: La graca muestra el estimado del parametro m3(t), para el sistema inestable (7.8) con ltro
en promedio cuadratico en el intervalo de simulacion [0; 9].
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Figura 7.4: La graca muestra x1(t) y m1(t) en lneas azul y verde, respectivamente, satisfaciendo (7.11),
para el sistema estable (7.8) con ltro en promedio cuadratico en el intervalo de simulacion [0; 20].
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Figura 7.5: La graca muestra x2(t) y m2(t) en lneas azul y verde respectivamente, para el sistema
estable (7.8) con ltro en promedio cuadratico en el intervalo de simulacion [0; 20].
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Figura 7.6: La graca muestra el estimado del parametro m3(t), satisfaciendo (7.11), para el sistema
estable (7.8) con ltro en promedio cuadratico en el intervalo de simulacion [0; 20].
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Figura 7.7: La graca muestra x1(t) y m1(t) en lneas azul y verde, respectivamente, para el sistema
inestable (7.16) con ltro en promedio modulo en el intervalo de simulacion [0; 9].
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Figura 7.8: La graca muestra x2(t) y m2(t) en lneas azul y verde respectivamente, para el sistema
inestable (7.16) con ltro en promedio modulo en el intervalo de simulacion [0; 9].
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Figura 7.9: La graca muestra el estimado del parametro m3(t), satisfaciendo (7.19), para el sistema
inestable (7.16) con ltro en promedio modulo en el intervalo de simulacion [0; 9].
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Figura 7.10: La graca muestra x1(t) y m1(t) en lneas azul y rojo, respectivamente, para el sistema
inestable (7.16) con ltro en promedio modulo en el intervalo de simulacion [0; 20].
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Figura 7.11: La graca muestra x2(t) y m2(t) en lneas azul y rojo respectivamente, satisfaciendo (7.19),
para el sistema inestable (7.16) con ltro en promedio modulo en el intervalo de simulacion [0; 20].
113
0 2 4 6 8 10 12 14 16 18 20
−3
−2.5
−2
−1.5
−1
−0.5
0
Figura 7.12: La graca muestra el estimado del parametro m3(t), satisfaciendo (7.19), para el sistema
inestable (7.16) con ltro en promedio modulo en el intervalo de simulacion [0; 20].
Captulo 8
Conclusiones y Trabajo Futuro.
8.1. Conclusiones.
En este trabajo se dise~naron los ltros por modos deslizantes para sistemas lineales y polinomiales con
observaciones lineales, ademas tambien se desarrollo el ltro por modos deslizantes para sistemas lineales
con parametros desconocidos, dichos ltros mostraban una ventaja en comparacion con los ltros con-
vencionales para estos sistemas, los ltros se desarrollaron con el objetivo de que el estimado del estado
minimizara dos normas diferentes, 1) la norma en promedio cuadratico y 2) la norma promedio modulo.
Tambien se desarrollaron los controladores por modos deslizantes para sistemas lineales y polinomiales
sobre observaciones lineales, mostrando tambien una ventaja en la minimization de los criterios en com-
paracion con los controladores convencionales para estos sistemas, en el caso del controlador por modos
deslizantes se dise~naron para dos diferentes criterios de Bolza-Meyer, donde 1) los terminos del la energa
del control y del estado son cuadraticos dentro de la integral y el termino no integral es de primer grado
o 2) el termino de la energa del control es cuadratico y el termino de la energa del estado es de primer
orden.
8.2. Trabajo Futuro.
Existen varios trabajos en los cuales se podra extender las herramientas desarrolladas en este trabajo,
como por ejemplo:
Dise~no del controlador por modos deslizantes para sistemas lineales con parametros desconocidos.
Dise~no de ltrado por modos deslizantes para sistemas polinomiales sobre observaciones polinomia-
les.
Dise~no del controlador por modos deslizantes para sistemas polinomiales sobre observaciones poli-
nomiales.
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Dise~no de ltrado por modos deslizantes para sistemas polinomiales con ruidos multiplicativos.
Dise~no de controlador por modos deslizantes para sistemas polinomiales con ruidos multiplicativos.
Dise~no de ltrado por modos deslizantes para sistemas lineales y polinomiales con retardo en el
estado y en las observaciones.
Dise~no del controlador por modos deslizantes para sistemas lineales y polinomiales con retardo en
el estado y en las observaciones.
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