We studied the dynamics of sexually transmitted diseases in structured populations, deriving analogies from the theory of metapopulations.
MATHEMATICAL MODELS are being increasingly used for description and control of sexually transmitted infections; one of the major challenges is to quantify heterogeneity in sexual behavior and to analyze its consequences. [1] [2] [3] As a rule of thumb, heterogeneity in sex acts and in sex partner numbers enhances the persistence and spread of an infection. 1, 4 On the basis of this observation, a number of studies have concentrated on measuring the amount in heterogeneity of sexual behavior 1, [5] [6] [7] and on analyzing its consequences. 5, 6, 8 A fundamental question to ask while developing intervention scenarios is which individuals should be targeted and how their behavior should be changed to most effectively control the epidemic. The answer to this question depends on the relative contributions that the individuals make to the dynamics of the disease, and these in turn depend on differences in sexual behavior. An effective way to study such questions is to subdivide the entire population into smaller groups in such a manner that individuals within the same group may be considered to behave identically, but individuals between the groups differ in their behavior. 1 The subdivision may be based on social factors such as sex, age, race, sexual activity, and sexual preference or on spatial factors such as distances between towns and villages.
As an example, Thomas and Smith 8 considered a multiregion contact system, assuming that the probability of mixing between individuals in different regions decreases exponentially with the distance between the regions. In line with defining R 0 as the mean number of secondary cases caused by a single infected individual in a fully susceptible population, they defined R 0k as the mean number of secondary cases caused by an infected individual from region k, assuming that all partnerships of the individual were with susceptibles. Noting that R 0k does not necessarily reflect the degree of mixing with other regions, Thomas and Smith 8 suggested that a better assessment of a region's relative role is enabled by comparison of the R 0k Ϫ R 0kk values, where R 0kk gives the mean number of secondary cases caused to region k by an infected individual from region k.
The present article stems from the observation that even the improved measure R 0k Ϫ R 0kk ignores which regions region k is in contact with, and this might make a major difference for the dynamics of the disease. Our objective is to define measures quantifying the contributions that individuals from different groups (social, spatial, or other) make to various aspects of disease dynamics, while taking into account the full structure of the contact network. We call such measures NEC (nodal epidemiologic contribution) measures. The NEC measures developed here may be viewed to extend the concept of the core group, 9 which has been used to determine such groups that make a disproportionately large contribution to the dynamics of a disease.
The measures developed here have a precursor in metapopulation theory, where patch values have been used to measure the contributions that individual habitat patches make to various aspects of metapopulation dynamics. 10 -12,14 The long-term survival of a metapopulation (an assemblage of local populations) is assumed to depend on a shifting balance between local extinctions and recolonizations in a network of habitat patches. Ovaskainen and Hanski 13 classified measures quantifying the value of a particular habitat patch as perturbation measures or dynamic measures. In the derivation of perturbation measures, a perturbation is caused to a patch (e.g., by reducing patch area or by destroying the entire patch), and the metapopulation response is measured. In the derivation of dynamic measures, metapopulation dynamics are observed "as they are" (e.g., at the equilibrium state), and the contribution of a particular patch to the quantity of interest (e.g., to colonization events) is measured.
We will closely follow these ideas here, considering either perturbation measures, where we analyze how various aspects of disease dynamics would change if individuals in a particular group change their sexual behavior, or dynamic measures, where we analyze how much individuals in a particular group contribute to disease transmission in the long term.
Methods

The Model
We consider the standard heterogeneous SIS (susceptible-infected-susceptible) model, which was introduced to model the spread and persistence of diseases such as gonorrhea for which recovery does not lead to immunity. 15, 16 We will assume here a STD context, though the same techniques may be applied to other types of SIS diseases as well. Major STDs for which the SIS framework is relevant include syphilis, gonorrhea and chlamydia. 17 We assume a heterogeneous population consisting of n homogeneous groups with N i individuals in each. We let 0 Յ I i Յ1 denote the fraction of infectives in group i, ␣ i the recovery rate of infectives in group i, and ␤ ij the probability of disease transmission in a contact between a susceptible of group i and an infective of group j. We denote by c i the rate of new contacts made by individuals in group i, and by p ij the proportion of contacts that individuals in group i have with individuals from group j out of all contacts that individuals in group i have (⌺ j p ij ϭ 1).
In the STD context, consistency requires that
To see this, we note that both sides of the equation represent the total number of new contacts between individuals in groups i and j per time unit. A line of modeling has utilized submodels for the numbers of sexual contacts between the subgroups, based on the desirability, acceptability, and availability of potential partners, 18 the benefit being that such models automatically satisfy the consistency equation 1. However, we will continue here in the general setting in which the consistency equation 1 has to be explicitly accounted for.
With the above definitions, the heterogeneous SIS model is given by
where a ij ϭc i p ij ␤ ij . The model has a positive equilibrium state
if and only if r Ͼ 0, where r is the growth rate of the epidemic in a fully susceptible population and is given by the leading eigenvalue of matrix R with the elements r ij ϭ a ij Ϫ ␣ i ␦ ij . 15 The growth rate r is the continuous time analog for the basic reproduction ratio R 0 , the condition r Ͼ 0 being equivalent with R 0 Ͼ 1. 3 One of the strongest analogies between metapopulation theory and epidemiology is given by the fact that the spatially realistic Levins model 10 is identical with the heterogeneous SIS model given by equation 2. However, the interpretation of the two models is different. In the spatially realistic Levins model, the quantity of interest is p i , the probability that patch i is occupied, whereas in the heterogeneous SIS model it is I i , the fraction of infectives in group i. The difference lies in the fact that the stochastic counterparts of the models are different, as the spatially realistic Levins model is a patch occupancy model that records patches simply as occupied or empty. In spite of this underlying difference, we will demonstrate that the metapopulation theoretical concept of patch value may be translated to an NEC measure in disease dynamics.
NEC Measures
We will next ask what an individual in a particular group contributes to disease dynamics, and we term the answer the NEC of that group. Following a previous study Ovaskainen and Hanski, 13 we consider the following three alternatives: V k , the contribution of an individual in group k to the growth rate r, U k , the contribution of an individual in group k to the equilibrium number of infectives, and W k , the long-term contribution of an individual in group k to disease transmission. In the terminology of patch values and metapopulation theory, the measures V and U are perturbation measures, whereas the measure W is a dynamic measure.
When deriving patch values in metapopulation theory, it is natural to consider perturbations changing the area of a particular patch. In the STD context, it is natural to consider perturbations caused by behavioral changes in a particular group. We will consider three different types of behavioral changes, which are assumed to change the probability of transmission (case A), the duration of infectiousness (case B), or the contact rate of an individual (case C). We denote by k the amount by which all individuals in group i change their behavior, k Ͻ 0 ( k Ͼ 0), corresponding to a change that is negative (positive) for the spread of the infection. Later on we will scale k by the number of individuals in group k in order to measure the change in disease dynamics due to a behavioral change of a single individual in group k.
Case A: decreasing the probability of transmission. In this scenario we assume that the individuals in group i change their behavior so that the probability ␤ ij of disease transmission changes. This may be achieved by condom use, for example. If we assume that the behavioral change affects the probability of transmission for both partners in the same way, the probability␤ ij of disease transmission after the change is given
Case B: decreasing the duration of infectiousness. In this scenario we assume that the recovery rate of group k changes to ␣ k ϭ (1 Ϫ k )␣ k . This may be achieved by early diagnosis and treatment, for example.
Case C: decreasing the contact rate. In this scenario we assume that the contact rate of group k changes to
Because of the consistency condition (equation 1), the change in the contact rate of group k implies that the contact rates of the other groups also have to change. There are a number of possible scenarios according to which this could happen.
For example, if the individuals in group k decrease their contact rates but the individuals in the other groups wish to keep their contact rates unchanged, the contacts between individuals in the other groups must increase. As another example, some individuals may change their behavior so radically that they will "migrate," e.g., from a core group to a less active group, while the other individuals may not make any changes. We will consider here the simplest possible scenario, in which all individuals in a particular group change their behavior in an equivalent way and in which the contacts lost with individuals from a particular group are not replaced with any other contacts. It is easy to see that this implies the condition given by equation 4, and case C is thus equivalent with case A. We will consider only cases A and B in the sequel.
Contribution of a group to the growth rate. We define the contribution of group k to r as V k ϭ (1/N k )dr/d k , where the derivative is evaluated at k ϭ 0. V k thus measures the effect that a change in behavior of an individual in group k would have on the growth rate r. In order to assess the relative contributions of individuals in the different groups, we define the normalized version of V byV ϭ CV, where C is chosen so that ⌺ kVk ϭ 1.
When we let x and y denote the right and left leading eigenvectors of matrix R, V k is given by 19
Contribution of a group to the number of infectives. The total number of infectives at the equilibrium state is given by
We will define U k as the contribution of an individual in group k to S, defined by
The normalized version of U is denoted by Û. As we assume that N i is fixed for all i, it follows that
If we define the matrix M with elements m ij ϭ a ij /␣ i , it is easy to see that the equilibrium state satisfies
and it may thus be searched by iterating equation 8. Furthermore,
where the elements of matrix H are defined by
and the elements of matrix F k are defined by
If case A is assumed, f ij k is given by f ij k ϭ a ij /␣ i for k ϭ i or k ϭ j and by f ij k /d k ϭ 0 for other values of k. If case B is assumed, f ij k is given by f ij k ϭ a ij /␣ i for k ϭ i and by f ij k ϭ 0 for other values of k. When necessary, we will indicate the dependence of the measures V and U on the type of the intervention scenario by a superscript, so that, e.g., U k A measures how much the equilibrium number of infectives would decrease if an individual in group k were able to decrease the probability of disease transmission.
Contribution of a group to long-term disease transmission. We will finally define the measure W, which gives the contributions of individuals in the different groups to disease transmission in the long term. Unlike the measures V and U, the measure W is not based on perturbations but on observing the disease dynamics at the equilibrium state. In order to define W, we let b ik be the direct contribution that group k makes to infecting individuals in group i. More precisely, b ik is the probability that the transmission of the disease to an individual in group i was caused by an infective from group k. If we assume that the system is at equilibrium, b ik is given by
The long-term contribution of group k to disease transmission to group i is obtained by following the chain of disease transmissions and is given by (B ϱ ) ik , where B is the matrix with elements b ij . It is easy to see that (B ϱ ) ik is independent of i, and we may thus consider W i ϭ (B ϱ ) ik as the long-term contribution of group k to disease transmission. As noted in Ovaskainen and Hanski 13 , W is given by the left leading eigenvector of matrix B. Note that the limit B ϱ may not always exist. For example, if the population is divided into men and women and we assume pure heterosexuality, B 2m and B 2mϩ1 may converge to different values. Even in such a case, the left leading eigenvector of matrix B is uniquely determined, and it extends the definition for W for such periodical situations. To measure the contribution of a single individual in group k, we define the measure W k ϭ (1/N k )W k and denote its normalized version by Ŵ .
Example
We illustrate the concepts developed above using data about agematching among heterosexuals. 6 Individuals are divided into eight groups, as summarized in Table 1 . We calculated the p ij values from the mixing matrix shown in Table 2 . The N i values shown in Table 1 are based on the consistency condition (equation 1), the value N 1 ϭ 1000 being arbitrary. The mixing matrix is taken from marriage censuses and should thus be considered as a coarse approximation, as it is clear that age-mixing in marriages might yield a somewhat biased estimate on age-mixing in sexual contacts. Furthermore, the N i values do not represent the actual numbers of individuals in each age class but may be considered here as approximations for the number of sexually active people in each group.
It is hard to obtain good estimates for the parameters ␤ ij and ␣ i , as there are no direct data about disease transmission in contacts between infectives and susceptibles and as infections are treated as soon as they are identified. Furthermore, the probability for disease transmission depends crucially on the number of sexual acts between the two partners. Garnett and Bowden 17 estimated that, in the case of gonorrhea, in all but the shortest partnerships, the transmission probability is likely to saturate to 100% unless some persons are immune. We assume here for the sake of illustration that initially 50% of the contacts represent unprotected sex, which justifies the coarse approximation ␤ ij ϭ ␤ ϭ 0.5 for all i, j. Garnett and Bowden suggested that the length of the infectious period is likely to be approximately 6 months for syphilis, 2 months for gonorrhea, and 2 to 3 months for chlamydia. 17 Although there are some differences between the sexes and between the age groups, we will assume that ␣ i ϭ ␣ for all i. On the basis of the above estimates, it is reasonable to assume that ␣ lies in the range ␣⑀ (2, 6). Data are from [6] . See text for explanation.
Results
With the above parameter values, the model falls below the extinction threshold (R 0 Ͻ 1) for any of three diseases, suggesting that none of the diseases would persist in the population. This unexpected result is easily explained, as our model ignores an important feature, which is heterogeneity in sexual behavior within each group. In order to account for this shortcoming, we assumed that within each group there is a set of especially active people. We did this by subdividing each of the eight groups further into two parts, which we call here the main group and the core group. We assumed that for each of the eight groups, the size of the core group is a fraction q of the size of that group and that the contact rate of the core group is z times as high as the average contact rate in that group. In other words, we assume that within-group heterogeneity has a similar structure for all of the groups but retains the differences observed between the groups. As expected, withingroup heterogeneity increases the basic reproduction ratio R 0 (Figure 1) . The threshold value R 0 ϭ 1 may be exceeded either by increasing the relative activity of the core group ( Figure 1A) or by increasing the relative size of the core group ( Figure 1B) .
In order to illustrate the various NEC measures, we fix the parameters of the model to ␣ ϭ 2, q ϭ 0.02, and z ϭ 10. Figure 2 shows the equilibrium prevalence I* and the relative contributionsV,Û A , U B and Ŵ that individuals in the 8 subgroups make to disease dynamics. It is easy to see that the assumption ␣ ij ϭ ␣ for all i implies thatV A ϭV
B
, and we have thus dropped the superscript forV. It is evident from Figure 2 that the cores of the youngest (and sexually most active) age classes have both the highest prevalence and the highest contribution to disease dynamics in every sense measured here. For comparison, we show in Figure 2 also the measure R 0k as defined in a previous publication 8 (see Introduction). Note that in the present case R 0kk ϭ 0, and thus the value of R 0k Ϫ R 0kk ϭ 0 is identical to R 0k . Figure 3 shows the ratio I k * /c k (scaled to average to one) for the eight groups. We term this ratio the risk factor associated with group k: the risk factor is proportional to the probability of obtaining the disease per new contact. The risk factor varies considerably among the groups. The risk factor is highest for men in the youngest age class, which is explained by the fact that young men have contacts mostly with females in the youngest age class, and the latter have the highest prevalence. The risk factor is higher in the main groups than in the core groups, which is explained by the very high and thus to some extent saturated prevalences in the core groups. Men have a higher risk factor than females in the same age class, as men tend to have contact with younger partners with higher prevalence.
Without any knowledge about the mixing matrix, the null hypothesis for the contribution of an individual in a particular group for disease dynamics would be given by the prevalence of the disease in that group. In order to compare the actual contributions of each group with this null hypothesis, Figure 4 shows the ratios V k /I k * ,W k /I k * ,U k A /I k * and U k B /I k * for the eight subgroups (again scaled to average to one). Figure 4A reveals that the cores of the youngest age classes contribute disproportionately much to r and are thus even more responsible for the persistence and spread of the disease than would be expected solely from their (already high) equilibrium prevalences. The same is also true for the measure W ( Figure 4B ), whereas the measure U ( Figure 4C and D) follows much more closely the values expected from the null hypothesis.
While the measure V depends just on the basic reproduction ratio R 0 , the measures U and W are density-dependent in the sense that their values depend on the prevalence of the disease. It has been shown in the metapopulation context that different definitions for patch value coincide at the threshold for persistence (Ovaskainen and Hanski, unpublished manuscript). The same observation holds for measures considered here, i. e.,
The proof of this statement is completely analogous with the proof given by Ovaskainen and Hanski 13 and will not be repeated here. As the prevalence of the disease increases, the variance in the contributions that individuals in different groups make in the senses of the measures U and W decreases. 13 This is illustrated also in Figure  2 , where the distribution of the contributions made by individuals in the different groups is most extreme for the measure V. 5  6  7  8   1  21,080  1536  108  23  2  4162  7541  768  35  3  135  2426  5589  431  4  25  196  1946  4181 Data are from [6] . See text for explanation. Fig. 1 . The dependence of the basic reproduction ratio R 0 on within-group heterogeneity in sexual behavior. Each of the 8 groups shown in Table  1 is assumed to have a core of sexually especially active people (see text for details). In panel A, the relative size q of the core has been fixed to q ϭ 0.02, whereas in panel B, the relative activity z of the core has been fixed to z ϭ 10. The two lines correspond to the cases ␣ ϭ 2 and ␣ ϭ 6. The transmission probability ␤ has been set to ␤ ϭ 0.5. The vertical dashed lines show the threshold values corresponding to R 0 ϭ 1.
Discussion
The need for effective disease control has been one of the driving forces for developing mathematical models for infectious diseases. In the context of structured populations, models may be used to analyze two types of questions. First, it may be asked what types of intervention measures are most effective in achieving a prescribed goal, and second, which individuals are the most crucial ones to be targeted. A number of studies have attempted to resolve these questions, utilizing either deterministic models 8, 17, 20 or numerical simulations of stochastic models. 21, 22 What we hope to contribute with the current study are measures rigorously derived for epidemiologically justified starting points. Unlike measures derived earlier, 8 our measures are able to take into account the full structure of the contact network, so that what matters is not only with whom one has contact but also with whom those persons have contact, and this reasoning continues throughout the entire network.
The obvious bottleneck of our model-and of any other mathematical model to be used for a similar purpose-is the need for data about the structure of the contact network. Reliable identification of groupings between individuals has proved to be difficult and is indeed one of the major ongoing themes in the literature. 1,5-7,23-25 As our Table 1 . White bars and black bars correspond to the main part of the group and to the core of the group, respectively. The parameter values have been set to ␤ ϭ 0.5, ␣ ϭ 2, z ϭ 10, and q ϭ 0.02. For these parameter values, the equilibrium prevalence in the entire population is 2.9%. Fig. 3 . The risk factor I k * /c k for the eight groups of people shown in Table 1 . White bars and black bars correspond to the main part of the group and to the core of the group, respectively. The risk factors have been scaled to average to one. Parameter values are as in Figure 2 .
purpose has been to develop and illustrate new mathematical tools, we have restricted our example to a simple but illustrative contact network. The methods could of course be applied as readily to arbitrarily complex contact networks, for which the major problem is to obtain detailed data about the network structure.
We have considered three measures that describe the contributions of individuals to the dynamics of a disease. The measures V and U relate directly to disease control schemes. If the goal is eradication of the disease, the measure V indicates how the efforts to control the disease should be divided among the subgroups. If disease eradication is not possible and the goal is to decrease the prevalence of the disease, the appropriate measure to use is U. Both measures may be used to assess the effectiveness of different types of intervention scenarios, as illustrated by our cases A-C. In addition, we considered a dynamic measure W, which is not directly related to a possible intervention scenario but yields the long-term contribution of a particular subgroup to disease transmission events. We noted that the variance in the contributions that individuals in different groups make is greatest in the sense of the measure V. This has the important implication that intervention measures should be targeted especially promptly if the goal is complete eradication of the disease. If the goal is just to decrease prevalence, the intervention measures may be spread more evenly throughout the population.
The NEC measures derived in this paper have an analogy in metapopulation theory, where patch values have been used to measure the contributions of habitat patches to various aspects of metapopulation dynamics. 13 The direct translation of mathematical tools developed for metapopulations was based on the exact analogy between the SIS model in epidemiology and the Levins model in metapopulation theory. Various other analogies between metapopulation theory and epidemiology have been pointed out. 26 -28 While we expect that further cross-fertilization of these two disciplines will prove to be successful, it is likely that many of the analogies will remain at a conceptual level, unlike the exact analogy pointed out here. Table 1 . White bars and black bars correspond to the main part of the group and to the core of the group, respectively. The ratios have been scaled to average to one. Parameter values are as in Figure 2 .
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