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Аннотация
В статье вычислены точные значения различных поперечников в пространстве Bq,γ ,
1 ≤ q ≤ ∞ с весом γ классов W (r)q,a (Φ, µ). Эти классы состоят из функций f , аналитических
в круге UR := {z : |z| ≤ R}(0 < R ≤ 1), у которых производные r(r ∈ N)-го порядка по ар-
гументу f (r)a принадлежат пространству Bq,γ(1 ≤ q ≤ ∞, 0 < R ≤ 1), и имеют усредне¨нные
модули гладкости второго порядка, мажорируемые заданной функцией Φ, приче¨м всю-
ду далее предполагается, что Φ(t), t ≥ 0 есть произвольная непрерывная возрастающая
функция такая, что Φ(0) = 0.
Доказаны точные неравенства между наилучшими полиномиальными приближениями
аналитических в единичном круге функций и интегралами, содержащими усредне¨нное зна-
чение модуля гладкости второго порядка производной r-го порядка функции с конкретным
весом, вытекающей из содержательного смысла постановки самой задачи. Полученный
результат гарантирует вычисление точных значений бернштейновских и колмогоровских
поперечников. Метод приближения, полученный при оценке сверху n-поперечника Колмо-
горова, опирается на оценке модуля гладкости комплексных полиномов, ранее доказанной
Л. В. Тайковым.
Особый интерес представляет задача построения наилучших линейных методов при-
ближения классов функций W (r)q,a (Φ, µ) и связанные с этой задачей вычисления точных
значений линейных и гельфандовских n-поперечников. Найденные наилучшие линейные
методы зависят от заданного числа µ ≥ 1 и, в частности, при µ = 1 содержат ранее из-
вестные результаты. Также указаны в явном виде оптимальные подпространства заданной
размерности, реализующие значения поперечников.
Ключевые слова: наилучший линейный метод, n-поперечники, модуль гладкость.
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ON THE BEST LINEAR METHOD OF APPROXIMATION
OF SOME CLASSES ANALYTIC FUNCTIONS
IN THE WEIGHTED BERGMAN SPACE
M. S. Saidusaynov (Dushanbe)
Abstract
In this paper the exact values of different widths in the space Bq,γ , 1 ≤ q ≤ ∞ with the
weight γ for classes W (r)q,a (Φ, µ) were calculated. These classes is consist from functions f , which
are analytic in a circle UR := {z : |z| ≤ R} (0 < R ≤ 1) whose n(n ∈ N)-th derivatives by
argument f (r)a is belong to the space Bq,γ(1 ≤ q ≤ ∞, 0 < R ≤ 1) and have an averaged modulus
of smoothness of second order majorized by function Φ, and everywhere further assumed that
the function Φ(t), t > 0 is an arbitrary function that Φ(0) = 0.
The exact inequalities between the best polynomial approximation of analytic functions in a
unit disk and integrals consisted from averaged modulus of smoothness of second order functions
with r-th derivatives order and concrete weight which is flow out from substantial meaning of
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problem statement. The obtained result is guarantee to calculate the exact values of Bernshtein
and Kolmogorov’s widths. Method of approximation which is used for obtaining the estimation
from above the Kolmogorov n-width is learn on L. V. Taykov work which earlier is proved for
modulus of smoothness of complex polynomials.
The special interest is offer the problem about constructing the best linear methods of
approximation of classes functions W (r)q,a (Φ, µ) and connected to it the problem in calculating
the exact values of Linear and Gelfand n-widths. The founded best linear methods is depend
on given number µ ≥ 1 and in particular when µ = 1 is contain the previous proved results.
Also showed the explicit form an optimal subspaces given dimension which are implement the
values of widths.
Keywords: the best linear method, n-widths, module of smoothness.
Bibliography: 18 titles.
1. Введение
Пусть X — произвольное банахово пространство; Ln ⊂ X — подпространство размер-
ности n; L (f, Ln) — линейный непрерывный оператор, переводящий X в Ln. Наилучшее при-
ближение функции f ∈ X элементами ϕ ∈ Ln определим равенством
E(f, Ln)X := inf{∥f − ϕ∥X : ϕ ∈ Ln},
а уклонение функции f ∈ X от линейного непрерывного оператора L (f, Ln) в метрике про-
странства X обозначим
E(f,L (f, Ln))X = ∥f −L (f, Ln)∥X .
Для центрально-симметричного множества M ∈ X полагаем
E(M, Ln)X := sup{E(f, Ln)X : f ∈M},
E(M,L , Ln)X := sup{E(f,L (f, Ln))X : f ∈M}.
Пусть S — единичный шар в X, а Ln — линейное подпространство коразмерности n из X.
Величины
bn(M, X) = sup {sup {ε > 0 : εS ∩ Ln+1 ⊂M} : Ln+1 ⊂ X} ,
dn(M, X) = inf {sup {∥f∥X : f ∈M ∩ Ln} : Ln ⊂ X} ,
dn(M, X) = inf {E(M, Ln)X : Ln ⊂ X} ,
δn(M, X) = inf {inf {E(M,L , Ln)X : L : X → Ln} : Ln ⊂ X} ,
соответственно называют бернштейновским, гельфандовским, колмогоровским, линейным n-
поперечниками.
Перечисленные выше n-поперечники монотонно убывают по n и удовлетворяют соотноше-
ния [1, 2]:
bn(M, X) ≤ dn(M, X)dn(M, X) ≤ δn(M, X). (1)
Если существует подпространство L0n+1 ⊂ X, для которого
bn(M, X) = sup{ε > 0 : (εS ∩ L0n+1) ⊂M},
то оно является экстремальным для бернштейновского n-поперечника. Аналогично, если суще-
ствуют подпространства Ln ⊂ X, на которых достигаются внешние нижние грани в определе-
нии остальных n-поперечников, то указанные подпространства называются экстремальными.
Если существует линейный оператор L ∗ : X → L∗n, для которого
δn(M, X) = E(M,L ∗, L∗n),
то его называют наилучшим линейным методом приближения множестваM в пространствеX.
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2. Вычисление значение n-поперечников
Вопросы вычисления точных значений n-поперечников некоторых классов аналитических
в круге функций и построения наилучших линейных методов приближения в весовых про-
странствах Бергмана рассматривались, например, в работах [3]–[12]. В данной работе мы про-
должим исследование в этом направлении и вычислим точные значения линейных и гель-
фандовских n-поперечников. С этой целью построены наилучшие линейные методы прибли-
жения рассматриваемых классов функций.
Приведе¨м обозначения и определения, нужные нам в дальнейшем. Пусть N,R+ и C —
множество натуральных, положительных и комплексных чисел; Z+ := N∪{0}; UR def= {z ∈ C :
|z| < R} — круг радиуса R ∈ (0, 1] в комплексной плоскости C; U1 := U ; A(UR) — множество
аналитических в UR функций. Для произвольной функции f ∈ A(U) символом Bq,γ обозначим
банахово пространство Бергмана с нормой
∥f∥q,γ := ∥f∥Bq,γ =
(
1
2π
¨
(U)
γ(|z|)|f(z)|qdσ
)1/q
<∞, 1 ≤ q ≤ ∞, (2)
где γ(|z|) — положительная весовая суммируемая функция, dσ — элемент площади и интеграл
в (2) понимается в смысле Лебега. Очевидно, что норму (2) также можно записать в виде
∥f∥q,γ =
 1ˆ
0
ργ(ρ)M qq (f, ρ)dρ
1/q <∞,
где
M qq (f, ρ) =
1
2π
2πˆ
0
|f(ρeit)|qdt, 1 ≤ q ≤ ∞.
В случае q = ∞ дополнительно будем предполагать функцию f(z) непрерывной в замкну-
том круге U := {z ∈ C, |z| ≤ 1}. Структурные свойства функции f(z) ∈ Bq,γ , 1 ≤ q ≤ ∞
охарактеризуем скоростью убывания к нулю модуля гладкости
ω2
(
f (r)a , 2t
)
q,γ
= sup
{∥∥∥f (r)a (·ei(·+h))− 2f (r)a (·eih) + f (r)a (·e(·−h))∥∥∥
q,γ
: |h| ≤ t
}
:=
= sup
|h|≤t
 1
2π
1ˆ
0
2πˆ
0
ργ(ρ)
∣∣∣f (r)a (ρei(τ+h))− 2f (r)a (ρeih)+ f (r)a (ρei(τ−h))∣∣∣q dρdτ
1/q (3)
производных функций f (r)a (z)
(
f
(0)
a ≡ f(z), r ∈ Z+
)
при t→ 0, задавая эту скорость убывания
посредством мажоранты некоторой усредне¨нной с заданным весом величины, содержащей
ω2
(
f
(r)
a , 2t
)
. При этом указанные производные последовательно определяются равенствами
f
′
a(z) = f
′
(z) · z′x = f
′
(z) · zi и f (r)a (z) =
{
f (r−1)a (z)
}′
a
, (r ≥ 2).
Через Bq,γ,R (1 ≤ q ≤ ∞, 0 < R ≤ 1) обозначим пространство Бергмана функций
f ∈ A(UR), для которых ∥f∥Bq,γ,R = ∥f(R·)∥q,γ <∞. Полагаем
B(r)q,γ,a =
{
f ∈ Bq,γ : ∥f (r)a ∥q,γ <∞
}
(r ∈ N, 1 ≤ q ≤ ∞).
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Множество алгебраических комплексных полиномов
pn(z) =
n∑
k=0
akz
n−k, ak ∈ C,
степени n обозначим Pn и равенством
En−1(f)q,γ = inf {∥f − pn−1∥q,γ : pn−1(z) ∈ Pn−1}
определим величину наилучшего приближения функции f(z) ∈ Bq,γ множеством Pn−1. Имеет
место следующее утверждение
Теорема 1. Для любой функции f(z) ∈ Bq,γ , 1 ≤ q ≤ ∞ при любом 0 < u ≤ π/(2n),
n ∈ N и 0 < R ≤ 1 справедливо неулучшаемое неравенство
En−1(f)q,γ,R ≤ πR
n
2(π − 2)u
uˆ
0
ω2 (f, 2t)q,γ
{
1 +
[( π
2un
)2 − 1] sin πt
2u
}
dt, (4)
и знак равенства в (4) реализует функция f0(z) = azn, a ∈ C, n ∈ N.
Доказательство. Рассмотрим следующий линейный оператор
F(f, z) =
π
2(π − 2)u
uˆ
0
{
f
(
zeit
)
+ f
(
ze−it
)}(
1− sin πt
2u
)
dt, z ∈ U, (5)
который используем в качестве промежуточного приближения функции f(z). Приняв обозна-
чение F (ρ, x) def= f(ρeix), перепишем оператор (5) в виде
F(f, ρeix) =
π
2(π − 2)u
uˆ
0
{F (ρ, x+ t) + F (ρ, x− t)}
(
1− sin πt
2u
)
dt.
Воспользуясь хорошо известным неравенством для наилучших приближений
En−1(f)q,γ ≤ En−1(f − F(f))q,γ + En−1(F(f))q,γ , (6)
оценим каждое слагаемое в правой части (6). Применяя обобще¨нное неравенство Минковского
[13, с.395] и учитывая определение модуля гладкости, получаем
En−1(f − F(f))q,γ ≤ ∥f − F(f)∥q,γ ≤
=
π
2(π − 2)u
uˆ
0
∥F (ρ, x+ t)− 2F (ρ, x) + F (ρ, x− t)∥q,γ
(
1− sin πt
2u
)
dt ≤
≤ π
2(π − 2)u
uˆ
0
ω2(f, 2t)q,γ
(
1− sin πt
2u
)
dt. (7)
Приступая к оценке второго слагаемого En−1(F(f))q,γ в неравенстве (6), используя схему
рассуждений, приведе¨нную в [14], можно считать функцию f(z) (и, следовательно, F(f, z))
произвольным алгебраическим полиномом некоторой степени n, поскольку множество всех
алгебраических полиномов всюду плотно в метрике Bq,γ и тогда можно одновременно осуще-
ствить приближение в Bq,γ , как функцию f(z), так и ее¨ последовательные производные по
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аргументу f (r)a (z). При этих соглашениях очевидно производные F
(r)
a (f, z), r ∈ N принадлежат
Bq,γ , и мы вправе применить неравенство
En−1(F)q,γ ≤ n−rEn−1(F(r)a )q,γ , (8)
доказанное в работе [11] при r = 2. Имея ввиду, что En−1(F
′′
a)q,γ ≤ ∥F
′′
a∥q,γ , воспользуемся
определением оператора F(f, x), выполним дважды интегрирование по частям, и применив
упомянутое неравенство, Минковского получим
∥F′′a∥q,γ =
π
2(π − 2)u
∥∥∥∥∥∥
uˆ
0
{
F
′′
a (ρ, x+ t) + F
′′
a (ρ, x− t)
}(
1− sin πt
2u
)
dt
∥∥∥∥∥∥
q,γ
=
=
1
π − 2
( π
2u
)2 ∥∥∥∥∥∥
uˆ
0
{
F
′
a(ρ, x+ t)− F
′
a(ρ, x− t)
}
cos
πt
2u
dt
∥∥∥∥∥∥
q,γ
=
=
1
π − 2
( π
2u
)3 ∥∥∥∥∥∥
uˆ
0
{F (ρ, x+ t)− 2F (ρ, x) + F (ρ, x− t)} sin πt
2u
dt
∥∥∥∥∥∥
q,γ
≤
≤ 1
π − 2
( π
2u
)3 uˆ
0
ω2(f, 2t)q,γ sin
πt
2u
dt. (9)
Собирая неравенства (6)-(9) с уче¨том соотношения
En−1(f)q,γ,R ≤ RnEn−1(f)q,γ , 0 < R ≤ 1, (10)
доказанного в [11], получаем требуемое неравенства (4). Точность неравенство (4) на функции
f0(z) = az
n ∈ Bq,γ , a ∈ C, 1 ≤ q ≤ ∞ проверяется непосредственным вычислением, чем и
завершаем доказательство теоремы 1.
Из доказанной теоремы вытекает следующее
Следствие 1. Если для произвольной r ∈ N производная f (r)a (z) ∈ Bq,γ, 1 ≤ q ≤ ∞, то
при любом u ∈ (0, π/(2n)] имеет место неравенство
En−1(f)q,γ,R ≤
≤ πR
n
2(π − 2)unr
uˆ
0
ω2
(
f (r)a , 2t
)
q,γ
{
1 +
[( π
2un
)2 − 1] sin πt
2u
}
dt (11)
и равенство достигается на функции f0(z) = azn ∈ Bq,γ.
Отметим, что неравенство (11) вытекает из соотношения (10) и (8).
Следствие 2. При выполнении условий теоремы 1 для произвольной функции f(z) ∈
∈ Bq,γ , 1 ≤ q ≤ ∞ при любой µ ≥ 1/2 выполняется неулучшаемое неравенство
En−1(f)q,γ,R ≤ µnR
n
π − 2
π/(2µn)ˆ
0
ω2 (f, 2t)q,γ
{
1 + (µ2 − 1) sinµnt} dt (12)
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и если f (r)a (z) ∈ Bq,γ, то имеет место также неулучшаемое неравенство
En−1(f)q,γ,R ≤ µnR
n
(π − 2)nr
π/(2µn)ˆ
0
ω2
(
f (r)a , 2t
)
q,γ
{
1 + (µ2 − 1) sinµnt} dt. (13)
Легко проверить, что неравенства (12) и (13) обращаются в равенства для функции f0(z) =
= azn ∈ Bq,γ, a ∈ C, n ∈ N, 1 ≤ q ≤ ∞.
Доказательство. В самом деле, полагая в (4) π/(2un) = µ, откуда un = π/(2µ)(µ ≥ 1/2),
неравенство (4) примет вид (12), а неравенство (13) вытекает из (11).
Пусть Φ(u), u ≥ 0 — произвольная возрастающая непрерывная функция, такая, что
Φ(0) = 0. Приняв Φ(u) в качестве мажоранты, для любого значения параметра µ ≥ 1/2 и
r ∈ N определим класс аналитических функций
W (r)q,a (Φ, µ) :=
{
f(z) ∈ Bq,γ : 1
h
ˆ h
0
ω2(f
(r)
a , 2t)q,γ×
×
[
1 + (µ2 − 1) sin πt
2h
]
dt ≤ Φ(h), 0 < h ≤ π/2
}
.
Введе¨м обозначение
(1− cosnt)∗ := {1− cosnt, если nt ≤ π; 2 если nt > π} .
Теорема 2. Если при некотором µ ≥ 1/2 и любых h ∈ (0, π/2], n ∈ N мажоранта Φ(u)
удовлетворяет условию
Φ(h)
Φ(π/2µn)
≥ π
π − 2
ˆ 1
0
(1− cosnht)∗
{
1 + (µ2 − 1) sin πt
2
}
dt, (14)
то при любых r ∈ N, 1 ≤ q ≤ ∞, 0 < R ≤ 1 справедливы равенства
dn(W
(r)
q,a (Φ, µ), Bq,γ,R) = bn(W
(r)
q,a (Φ, µ), Bq,γ,R) =
= En−1(W (r)q,a (Φ, µ))Bq,γ,R =
πRn
2(π − 2)nrΦ
(
π
2µn
)
. (15)
Множество мажорант, удовлетворяющих ограничению (14), не пусто.
Доказательство. Из неравенства (13) для произвольной функции f ∈ W (r)q,a получаем
оценку сверху
En−1(f)q,γ,R ≤
≤ πR
n
2(π − 2)nr
2µn
π
π/(2µn)ˆ
0
ω2
(
f (r)a , 2t
)
q,γ
{
1 + (µ2 − 1) sinµnt} dt
 ≤
≤ πR
n
2(π − 2)nr · Φ
(
π
2µn
)
, 0 < R ≤ 1,
откуда сразу следует, что
En−1
(
W (r)q,a (Φ, µ)
)
q,γ,R
≤ πR
n
2(π − 2)nr · Φ
(
π
2µn
)
. (16)
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Учитывая соотношения (1) между n-поперечниками и неравенство (16), запишем оценку свер-
ху
bn(W
(r)
q,a (Φ, µ), Bq,γ,R) ≤ dn(W (r)q,a (Φ, µ), Bq,γ,R) ≤
≤ En−1
(
W (r)q,a (Φ, µ)
)
q,γ,R
≤ πR
n
2(π − 2)nr · Φ
(
π
2µn
)
. (17)
С целью получения оценки снизу указанных n-поперечников, в множестве Pn ∩ Bq,γ,R
введе¨м в рассмотрение (n+ 1)-мерный шар полиномов
Sn+1 :=
{
pn ∈ Pn : ∥pn∥Bq,γ,R ≤
πRn
2(π − 2)nrΦ
(
π
2µn
)}
и докажем, что Sn+1 ⊂W (r)q,a (Φ, µ). В [11] доказано, что при любых n, r ∈ N, n ≥ r и 1 ≤ q ≤ ∞
для произвольной pn ∈ Pn имеет место неравенство
∥(pn)(r)a (zeit)− 2p(r)n (z) + (pn)(r)a (ze−it)∥q,γ ≤ 2(1− cosnt)∗ nr∥pn∥q,γ ,
откуда немедленно получаем неравенство
ω2
(
(pn)
(r)
a , 2t
)
q,γ
≤ 2(1− cosnt)∗ nr∥pn∥q,γ . (18)
Учитывая, что для любой pn(z) ∈ Pn также имеет место неравенство [11]
∥pn∥q,γ ≤ R−n∥pn∥q,γ,R, 0 < R ≤ 1,
запишем (18) в следующем виде
ω2
(
(pn)
(r)
a , 2t
)
q,γ
≤ 2nrR−n∥pn∥q,γ,R(1− cosnt)∗. (19)
Воспользовавшись определением класса W (r)q,a (Φ, µ) и ограничением (14), из неравенства (19)
для произвольного полинома pn(z) ∈ Sn+1 получаем
1
h
ˆ h
0
ω2((pn)
(r)
a , 2t)q,γ
{
1 + (µ2 − 1) sin πt
2h
}
dt ≤
≤ 2nrR−n∥pn∥q,γ,R · 1
h
ˆ h
0
(1− cosnt)∗
{
1 + (µ2 − 1) sin πt
2h
}
dt =
=
π
π − 2Φ
(
π
2µn
) ˆ 1
0
(1− cosnht)∗
{
1 + (µ2 − 1) sin πt
2
}
dt ≤ Φ(h),
откуда следует, что Sn+1 ⊂ W (r)q,a (Φ, µ). Учитывая определение бернштейновского n-попереч-
ника, получаем оценки снизу указанных величин
dn(W
(r)
q,a (Φ, µ), Bq,γ,R) ≥ bn(W (r)q,a (Φ, µ), Bq,γ,R) ≥
≥ bn(Sn+1, Bq,γ,R) ≥ πR
n
2(π − 2)nr · Φ
(
π
2µn
)
. (20)
Сравнивая оценки сверху (17) и оценки снизу (20), получаем требуемое равенства (15). Необ-
ходимо отметить, что непосредственными вычислениями легко убедиться в том, что условие
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(14) является необходимым и достаточным для того, чтобы при любом µ ≥ 1/2 и r, n ∈ N
совокупность функций {
π
4µ(in)r
Φ
(
π
2µn
)
· z
n
∥zn∥q,γ
}
принадлежала классу W (r)q,a (Φ, µ). Анализируя условие (14) теоремы 2, выясним значения α,
при которых функция Φ∗(u) = uα удовлетворяет указанному условию. Конкретизируя функ-
цию Φ∗(u) в (14), приходим к неравенству(
2µnh
π
)α
≥ π
π − 2
ˆ 1
0
(1− cosnht)∗
{
1 + (µ2 − 1) sin πt
2
}
dt. (21)
В работе [15] доказано, что если при заданном µ ≥ 1/2 и при любых значениях t, τ ∈ (0, π/2]
функция Φ(u) удовлетворяет условию
π
π − 2
ˆ 1
0
(
1− cos πxh
2µτ
)
∗
{
1 + (µ2 − 1) sin πx
2
}
dx ≤ Φ(h)
Φ(τ)
, (22)
то неравенство (22) выполняется, например, для степенной функции, имеющей вид Φ∗(u) = uα,
где
α := α(µ) =
π2
2(π − 2)µ
ˆ 1
0
t
{
1 + (µ2 − 1) sin πt
2
}
sin
πt
2µ
dt, (23)
приче¨м α(1) = 2/(π − 2), lim{α(µ) : µ → ∞} = 2 и для всех µ ∈ [1/2,+∞) имеет место нера-
венство 2/(π − 2) ≤ α(µ) ≤ 2. Если в неравенстве (22) полагать τ = π/(2µn), то мы приходим
к неравенству (14) и, полагая Φ∗(u) = uα, получаем (21). Это означает, что неравенства (21)
и (22) для функции Φ∗(u) эквивалентны. Следовательно, неравенство (21) выполняется для
функции (23), чем и завершаем доказательство теоремы 2.
3. Наилучший линейный метод приближения
В этом пункте рассмотрим наилучший линейный метод приближения функций класса
W
(r)
q,a (Φ, µ) и, следуя схеме рассуждений, приведе¨нной в [16], распространим полученные в
теореме 2 результаты для гельфандовских и линейных n-поперечников.
Для произвольной функции f(z) =
∑∞
k=0 ck(f)z
k ∈ A(U) запишем линейный полиноми-
альный оператор (n− 1)-й степени следующего вида
Ln−1,r,R(f, z) =
= c0 +
n−1∑
k=1
{
1 +
(
k
2n− k
)r
R2(n−k)
[
γk,n
(
1−
(
k
2n− k
)2)
− 1
]}
ckz
k, (24)
где
γk,n :=
2µn
π − 2
ˆ π/(2µn)
0
cos kx(1− sinµnx)dx. (25)
Теорема 3. Если при заданном µ ≥ 1/2, n ∈ N и любых h ∈ (0, π/2] функция Φ(h)
удовлетворяет ограничению (14), то для произвольных r ∈ N, 0 < R ≤ 1, 1 ≤ q ≤ ∞
справедливы равенства
λn
(
W (r)q,a (Φ, µ), Bq,γ,R
)
= E
(
W (r)q,a (Φ, µ),Ln−1,r,R,Pn−1
)
=
= sup
{
∥f −Ln−1,r,R(f)∥Bq,γ,R : f ∈W (r)q,a (Φ, µ)
}
=
πRn
2(π − 2)nrΦ
(
π
2µn
)
. (26)
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Здесь λn(·) — любой из n-поперечников bn(·), dn(·), dn(·), δn(·), линейный полиномиальный опе-
ратор Ln−1,r,R(f, z) определе¨н равенством (24) При этом:
a) L∗n+1 = span{1, z, ..., zn} является оптимальным подпространством для бернштейновско-
го n-поперечника bn
(
W
(r)
q,a (Φ, µ), Bq,γ,R
)
;
b) L∗n = span{1, z, ..., zn−1} является оптимальным подпространством для колмогоровского
n-поперечника dn
(
W
(r)
q,a (Φ, µ), Bq,γ,R
)
;
c) Ln∗ := {f : f ∈ Bq,γ,R, f (k)(0) = 0, k = 0, 1, ..., n − 1} является оптимальным подпростран-
ством коразмерности для гельфандовского n-поперечника
dn
(
W
(r)
q,a (Φ, µ), Bq,γ,R
)
;
d) линейный полиномиальный оператор (24) является наилучшим линейным методом при-
ближения класса W (r)q,a (Φ, µ) в метрике пространства Bq,γ,R
(1 ≤ q ≤ ∞, 0 < R ≤ 1) и реализует линейный n-поперечник dn
(
W
(r)
q,a (Φ, µ), Bq,γ,R
)
.
Доказательство. Утверждение a) и b) следуют из предыдующей теоремы 2, а потому
приведе¨м доказательство остальных утверждений сформулированной теоремы. Для произ-
вольной функций f ∈W (r)q,a (Φ, µ) непосредственным вычислением получаем равенство
f(Rz)− Λn−1,r,R(f,Rz) =
=
Rn
2πir
ˆ 2π
0
f (r)a (ze
−it)eintGn−1,r(R, t)dt, z ∈ U, (27)
где
Λn−1,r,R(f, z) := c0 +
n−1∑
k=1
{
1−
(
k
2n− k
)r
R2(n−k)
}
ckz
k,
Gn−1,r(R, t) :=
1
nr
+ 2
∞∑
k=1
Rk
cos kt
(n+ k)r
. (28)
Легко проверить, что числовая последовательность {Rk(n + k)−r} является выпуклой и, со-
гласно лемме 2.2 из [2, с.251], при всех n, r ∈ N, 0 < R ≤ 1 и t ∈ [0, 2π] функция Gn−1,r(R, t) ≥ 0,
а потому из (28) получаем
1
2π
ˆ 2π
0
|Gn−1,r(R, t)|dt = 1
nr
. (29)
Далее, полагая в правой части функции (5) u = π/(2µn)(µ ≥ 1/2), приходим к следующему
равенству
F(f, z) =
µn
π − 2
π/(2µn)ˆ
0
{
f
(
zeit
)
+ f
(
ze−it
)}
(1− sinµnt)dt, z ∈ U. (30)
Разлагая подынтегральную функцию в степенной ряд, запишем (30) в виде
F(f, z) =
∞∑
k=0
γk,nck(f)z
k, (31)
где коэффициенты γk,n определены равенством (25). Из (31) сразу следует, что
F(f (r)a , z) =
∞∑
k=0
γk,n(ik)
rck(f)z
k.
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Представим линейный полиномиальный оператор (24) в следующем виде
Ln−1,r,R(f, z) := c0 +
n−1∑
k=1
{
1−
(
k
2n− k
)r
R2(n−k)
}
ckz
k+
+
n−1∑
k=1
R2(n−k)
{
1−
(
k
2n− k
)2}( k
2n− k
)r
γk,nck(f)z
k :=
:= Λn−1,r,R(f, z) + Ln−1,r,R(f, z). (32)
Непосредственным вычислением легко проверить, что
Ln−1,r,R(f,Rz) = R
n
2πir
ˆ 2π
0
Λn−1,2,1(F(f (r)a ), ze
it)eintGn−1,r(R, t)dt. (33)
Тогда из (27), (32) и (33) вытекает, что
f(Rz)−Ln−1,r,R(f,Rz) =
=
Rn
2πir
ˆ 2π
0
{
f (r)a (ze
−it)− Λn−1,2,1
(
F(f (r)a ), ze
−it
)}
eintGn−1,r(R, t)dt. (34)
Учитывая определение нормы в Bq,γ , 1 ≤ q ≤ ∞ и применив обобще¨нное неравенство Минков-
ского с уче¨том равенства (29) из (34) получим
∥f(R·)−Ln−1,r,R(f,R·)∥ ≤
≤ R
n
nr
∥∥∥f (r)a − Λn−1,2,1 (F(f (r)a ))∥∥∥
Bq,γ
, 0 < R ≤ 1.
Из последнего неравенства следует, что
∥f(R·)−Ln−1,r,R(f,R·)∥ ≤
≤ R
n
nr
{∥∥∥f (r)a − F(f (r)a )∥∥∥
Bq,γ
+
∥∥∥F(f (r)a )− Λn−1,2,1 (F(f (r)a ))∥∥∥
Bq,γ
}
. (35)
Заменив в неравенстве (7) функцию f на f (r)a , полагая в не¨м u = π/(2µn), сразу получаем
∥f (r)a − F(f (r)a )∥Bq,γ ≤
µn
π − 2
π/(2µn)ˆ
0
ω2(f
(r)
a , 2t)q,γ (1− sinµnt) dt. (36)
Воспользовавшись легко проверяемым равенством
F
(
f (r)a
)
− Λn−1,2,1
(
F(f (r)a ), z
)
= − 1
2π
ˆ 2π
0
F
′′
a
(
f (r)a , ze
−it
)
Gn−1,2(1, t)dt =
= − 1
2π
ˆ 2π
0
F
(
f (r+2)a , ze
−it
)
Gn−1,2(1, t)dt, (37)
применив обобще¨нное неравенство Минковского и используя равенство (28) при R = 1 и r = 2
с уче¨том (29), получаем∥∥∥F(f (r)a )− Λn−1,2,1 (F(f (r)a ))∥∥∥
Bq,γ
≤ n−2
∥∥∥F′′ (f (r)a )∥∥∥
Bq,γ
. (38)
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Учитывая определение функции F в равенстве (30) и дважды интегрируя по частям на основа-
нии неравенства Минковского, приходим к следующему продолжению оценки неравенства (38)∥∥∥F(f (r)a )− Λn−1,2,1 (F(f (r)a ))∥∥∥
Bq,γ
≤ n−2
∥∥∥F(f (r+2)a )∥∥∥
Bq,γ
≤
≤ µ
3n
π − 2
π/(2µn)ˆ
0
ω2(f
(r)
a , 2t)q,γ sinµntdt. (39)
Из неравенств (35)–(39) для любой функции f ∈W (r)q,a (Φ, µ) имеем
∥f −Ln−1,r,R(f)∥Bq,γ,R ≤
≤ µnR
n
(π − 2)nr
π/(2µn)ˆ
0
ω2(f
(r)
a , 2t)q,γ
{
1 + (µ2 − 1) sinµnt} dt =
=
πRn
2(π − 2)nr
2µn
π
π/(2µn)ˆ
0
ω2(f
(r)
a , 2t)q,γ
{
1 + (µ2 − 1) sinµnt} dt
 ≤
≤ πR
n
2(π − 2)nrΦ
(
π
2µn
)
. (40)
Теперь докажем, что существует функция g0 ∈W (r)q,a (Φ, µ), удовлетворяющая ограничению
(14), для которой неравенство (40) обращается в равенство. Рассмотрим функцию
g0(z) :=
π
2(π − 2)(in)rΦ
(
π
2µn
)
· z
n
∥zn∥q,γ , n ∈ N.
При доказательстве теоремы 2 было установлено, что (n+1)-мерный шар полиномов радиуса,
равный правой части (40), принадлежит классу W (r)q,a (Φ, µ) и так как
∥g0(z)∥q,γ,R := πR
n
2(π − 2)nrΦ
(
π
2µn
)
,
то g0 принадлежит шару Sn+1, и следовательно, g0 удовлетворяет ограничению (14) и
принадлежит классу W (r)q,a (Φ, µ). Так как, кроме того, из представления (24) следует, что
Ln−1,r,R(g0, z) ≡ 0, то имеет место равенство
∥g0(z)−Ln−1,r,R(g0)∥q,γ,R := ∥g0(z)∥q,γ,R = πR
n
2(π − 2)nrΦ
(
π
2µn
)
,
а потому
E
(
W (r)q,a (Φ, µ);Ln−1,r,R,Pn−1
)
q,γ,R
:=
= sup
{
∥f −Ln−1,r,R(g0)∥q,γ,R : f ∈W (r)q,a (Φ, µ)
}
=
= ∥g0(z)−Ln−1,r,R(g0)∥q,γ,R := πR
n
2(π − 2)nrΦ
(
π
2µn
)
. (41)
Полученное равенство означает, что линейный полиномиальный оператор Ln−1,r,R(f), опре-
деле¨нный равенством (24), является наилучшим линейным методом приближения класса
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W
(r)
q,a (Φ, µ) в метрике пространства Bq,γ,R. Из (41) сразу следует оценка сверху для линей-
ного n-поперечника
δn
(
W (r)q,a (Φ, µ), Bq,γ,R
)
≤ πR
n
2(π − 2)nrΦ
(
π
2µn
)
. (42)
Точно такую же оценку получим для гельфандовского n-поперечника. В самом деле, для
произвольной функции f ∈W (r)q,a (Φ, µ) ∩ Ln∗ в силу (34) и соотношений
ck(f) =
f (k)(0)
k!
, k = 0, 1, ..., n− 1
запишем равенство
f(Rρeit) =
=
Rn
2πir
ˆ 2π
0
{
f (r)a (ρe
−iθ)− Λn−1,2,1(F(f (r)a ), ρe−iθ)
}
e−inθGn−1,r(R, t− θ)dθ. (43)
Из (1), (40), (43) и определения гельфандовского n-поперечника получаем
dn(W (r)q,a (Φ, µ), Bq,γ,R) ≤ sup
{
∥f∥q,γ,R : f ∈W (r)q,a (Φ, µ) ∪ Ln∗
}
≤
≤ πR
n
2(π − 2)nr · Φ
(
π
2µn
)
. (44)
Сравнивая неравенства (42), (44) с неравенствами снизу (20), в силу соотношения (1) получаем
требуемые равенства (26), приче¨м подпространство
Ln∗ :=
{
f : f ∈ Bq,γ , f (k)(0) = 0, k = 0, 1, ..., n− 1
}
коразмерности n является экстремальным для гельфандовского n-поперечника
dn(W (r)q,a (Φ, µ), Bq,γ,R).
Теорема 3 полностью доказана.
4. Заключение
Работа посвящена нахождению точных значений n-поперечников классов аналитических в
единичном круге функций, у которых усредне¨нный с весом модуль гладкости мажорируется
заданной функцией. Для вычисления линейных и гельфандовских n-поперечников построены
наилучшие линейные методы приближения указанного класса функции.
Автор признателен профессору В. И. Иванову за сделанные им ценные замечания в про-
цессе подготовки статьи к печати.
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