A Poisson process in space{time is used to generate a linear Kolmogorov's birth{growth model. Points start to form on 0; L] at time zero. Each newly formed point initiates two bidirectional moving frontiers of constant speed. New points continue to form on not-yet passed over parts of 0; L]. The whole interval will eventually be passed over by moving frontiers. Let N L be the total number of points formed. Quine and Robinson (1990) 
The role of these two regularity conditions will be explained the next section.
Points start to form on 0; L] at time zero. Once the point (x i ; t i ) is formed (born), two bidirectional moving frontiers commence at x i . Each frontier moves at a constant speed v until it meets an opposing one. The intervals passed over by moving frontiers are regarded as covered. New points continue to form on uncovered parts of 0; L] until the whole interval is covered.
Such a birth{growth process in two-dimensions was rst developed by Kolmogorov (1937) to study the growth of crystal aggregates, and then was proved to be very useful (see e.g. Chiu (1995) , Cowan et al (1995) , Evans (1945) , Gilbert (1962) , Johnson and Mehl (1939) , Meijering (1953 Meijering ( ), M ller (1992 , Okabe et al (1992) , Robinson (1990, 1992) , Stoyan et al (1995) and Vanderbei and Shepp (1988) ).
Denote by L the spatial{temporal process of the points formed. For ease of presentation, we consider L both as a random set in 0; L] 0; 1) and a random measure. Let N L be the total number of points in the set L . Quine and Robinson (1990) Quine and Robinson (1990) . Nevertheless, the proof presented here is inspired by their approach.
Mean and variance
Although the following results hold only almost surely, for simplicity this will not be said explicitly hereinafter. Note that condition (1.2) guarantees that N L 1 as L ! 1 and that the birth{growth process starts at time zero. Slivnyak (1962) showed that the reduced Palm distribution of a Poisson process is the same as the distribution of the Poisson process (see e.g. Stoyan et al (1995) ). Applying this result on the Mecke{Campbell (or called re ned Campbell) theorem (Mecke, 1967 ) yields E X (x 0 ;t 0 );:::;(xn;tn)2 L 6 = f((x 0 ; t 0 ); : : : ; (x n ; t n ); L ) = Z Z Z Z Ef((x 0 ; t 0 ); : : :; (x n ; t n ); L f(x 0 ; t 0 ); : : :; (x n ; t n )g) `(dx 0 ) (dt 0 ) `(dx n ) (dt n ); (2.1) where P 6 = denotes the summation over (n + 1)-tuples of n + 1 distinct spatial{ temporal points (see also M ller (1992) Eq. (3.1)). This equation will be used to obtain the mean and variance of N L .
Let ( L ; t) denote the random region in (?1; 1) 0; 1) which is covered just before time t by the L -generated birth{growth process. For each point (x; t) in L , these three events f(x; t) 6 2 ( L ; t)g, f(x; t) 6 2 ( L nf(x; t)g; t)g and f(x; t) 2 L g are equivalent, since the rst two events imply that at time t the position x has not yet been covered by the L -generated birth{ growth process, and consequently a point is formed at (x; t). Therefore 
(2.3) where has been de ned and assumed to be nite in condition (1.1).
Remark. Suppose that the birth{growth process took place on the whole real line (?1; 1) instead of the interval 0; L]. Denote the collection of all points that would be born at uncovered positions by . Then is the intensity of the point process which is the projection of onto (?1; 1).
Similarly, for all (x 0 ; t 0 ) and (x 1 ; t 1 ) in L , consider f((x 0 ; t 0 ); (x 1 ; t 1 ); L ) = 1((x 0 ; t 0 ) 6 2 ( L ; t 0 ))1((x 1 ; t 1 ) 6 2 ( L ; t 1 )) = 1((
By de nition of , f(x 1 ; t 1 ) 6 2 ( L f(x 0 ; t 0 ); (x 1 ; t 1 )g; t)g = f(x 1 ; t 1 ) 6 2 ( L f(x 0 ; t 0 )g; t)g f(x 1 ; t 1 ) 6 2 ( L ; t)g: So Ef((x 0 ; t 0 ); (x 1 ; t 1 ); L f(x 0 ; t 0 ); (x 1 ; t 1 )g) E 1((x 0 ; t 0 ) 6 2 ( L ; t)) 1((x 1 ; t 1 ) 6 2 ( L ; t))] :
Consequently from (2.2) and ( 
Central Limit Theorem
Throughout this section it is assumed that either (i) (f0g) > 0 or (ii) `,
Let T 1 infft i : (x i ; t i ) 2 L g denote the birth-time of the rst born (formed) point. Since N L 1 as L ! 1, to show the asymptotic normality of N L , we can assume without loss of generality that L 6 = ;, and so T 1 < 1 is well-de ned. Let U follow the uniform distribution on 0; L]. Thus, when there is a unique rst point in L , the spatial{temporal coordinates of this point follows the same distribution as (U; T 1 ). When there are more than one points born at T 1 (e.g. when is concentrated at f0g, and so T 1 = 0), (U; T 1 ) can be regarded as the spatial{temporal coordinates of a randomly chosen one of them.
Denote`has the same distribution as' by`d ='. As it can be seen from Figure where Y is uniform on (0; X ? 2vT 3 ), T 3 minfX=(2v); infft i : (x i ; t i ) 2 L \ B (T 1 +T 2 ) X gg, and conditional on fU = u; X = x; Y = y; T 2 = t 2 ; T 3 = t 3 g, where 0 < u < L, 0 < x < u ? vt 2 , 0 < y < x ? 2vt 3 , 0 t 2 < u=v and 0 t 3 < x=(2v), Thus, if E LT 1 ] converges to zero, the result follows. Since LT 1 converges to zero in probability and is uniformly integrable, it converges in mean to zero.
The convergence in probability to zero of the other random variables can be proved similarly. 2
Remark. Lemma 3.2(b) is quite similar to Slutzky's theorem for convergence in probability. However, R ( ) uL is not a Borel function on R but a random variable, and so a proof for the statement is necessary. Moreover, Lemma 3.2(b) implies that the conditional distribution of N L , conditional on the event fT 1 = 0; T 2 = 0; T 3 = 0g, converges weakly to the unconditional distribution of N L as L ! 1. Lemma 3.3 For each real and positive x and L denote L (I) xL ( ) E expf? (I (0) xL + 1)g]:
Conditional on the event fT 1 = 0; T 2 = 0; T 3 = 0; U = uL; X = xLg, where 0 < u < 1 and 0 < x < u, L (I) xL ( ) = exp fxL ( )g for some real-valued function such that ( ) is nite for each 2 0; 1). Proof. Since (I) xL ( ) exists and is bounded above by 1 on 0; 1).
From ( Since g is continuous and symmetric about g (0), (3.6) implies that g(0) = 0. Thus for all integers n 2 fk 2 Z: 0 < 2 ?k x < ug, where Zdenotes the set of all integers, L (I) xL ( ) = L (I) 2 ?n xL ( ) 2 n :
As L (I) 1 is bounded on 0; 1), there exists a real-valued function such that L (I) 1 ( ) expf ( )g, which is nite for each nonnegative . De ne f(w) expf?w ( )gL (I) w ( ), for all 0 < w < uL, and 1 otherwise. Then f(1) = 1 and f(2 ?n ) = 1 for every positive or negative integer n such that 2 ?n < uL. Since f is continuous on (0; uL), f = 1. Therefore, for all 0 < x < u, L (I) Proof. Similar to the proof of Lemma 3.3, L (R) uL ( ) exists and is bounded, and conditional on fT 1 = 0; T 2 = 0; T 3 = 0; U = uLg, where 0 < u < 1 and X is uniform on (0; uL), we have R (0)
Conditional on fT 1 = 0; T 2 = 0; T 3 = 0; U = uL; X = xLg where 0 < x < u, L (I) xL ( 
