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Abstract 
Accurate simulations of real-life electromagnetic problems with integral equations require the solution of dense matrix 
equations involving millions of unknowns. Solutions of these extremely large problems cannot be easily achieved, even when 
using the most powerful computers with state-of-the-art technology. Hence, many electromagnetic problems in the literature 
have been solved by resorting to various approximation techniques, without controllable error. In this paper, we present full­
wave solutions of scattering problems discretized with hundreds of millions of unknowns by employing a parallel 
implementation of the Multilevel Fast Multipole Algorithm. Various examples involving canonical and complicated objects, 
including scatterers larger than 1000..1., are presented, in order to demonstrate the feasibility of accurately solving large-scale 
problems on relatively inexpensive computing platforms. 
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1. Introduction 
E lectromagnetic scattering and radiation problems can be rigor­ously formulated with the integral-equation forms of 
Maxwell's equations, which describe the relationships between 
electromagnetic fields and sources. Since analytical solutions are 
possible only for a few objects (such as a sphere [1]), numerical 
techniques, with the help of computers, are required to solve elec­
tromagnetic problems. Discretizations of objects lead to dense 
matrix equations, which can be interpreted as mathematical repre­
sentations of electromagnetic interactions. Solutions of matrix 
equations provide discretized versions of unknown current distri­
butions, from which electric and magnetic fields can be computed 
everywhere. 
An accurate solution of an electromagnetic problem requires 
the discretization of the object with elements small compared to 
the wavelength. Real-life problems often involve large objects, 
with dimensions of hundreds of wavelengths, and they lead to dis­
cretizations with millions of unknowns. Since conventional direct 
methods are insufficient to solve those large-scale problems, vari­
ous acceleration methods, such as the Fast Multipole Method 
(FMM) [2] and the Multilevel Fast Multipole Algorithm 
(MLFMA) [3,4], have been proposed in the literature. Employing 
FMM and MLFMA on parallel computers has enabled the solution 
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of many real-life problems [5-13], such as scattering from ordinary 
and radar-eluding stealth airborne targets, radiation from antennas 
and electronic devices, and transmission through frequency-selec­
tive metamaterials, photonic crystals, and optical imaging systems, 
to name a few. Nevertheless, due to their large sizes, many other 
electromagnetic problems cannot be solved even with acceleration 
methods, and only approximate solutions of those problems are 
available in the literature. 
Recently, we showed that an efficient parallelization of 
MLFMA can provide full-wave solutions of extremely large elec­
tromagnetic problems, involving more than 370 million unknowns, 
on relatively inexpensive computing platforms. Figure I depicts 
the sizes of dense matrix equations solved since 1999 using paral­
lel implementations of the MLFMA. The number of unknowns is 
also plotted in detail as a function of time, from January 2007 to 
December 2009. In 2007, optimization of a hybrid parallelization 
technique [7] made it possible to solve very large problems 
involving 33 to S3 million unknowns. Development of a hierarchi­
cal parallelization technique in the beginning of 2008 [10] enabled 
the solution of even larger problems, involving as many as 8S mil­
lion unknowns. With the optimization of the hierarchical paralleli­
zation technique, the number of unknowns was then successfully 
increased to more than 200 million before the end of 2008 [ 12], 
and to more than 370 million before the end of 2009. 
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Figure I. Solutions of large matrix equations via parallel 
implementations of MLFMA since 1999. The number of 
unknowns is plotted as a function of time. By December 2009, 
the hierarchical parallelization technique enabled the solution 
of extremely large electromagnetic problems involving more 
than 370 million unknowns on relatively inexpensive comput­
ing platforms. 
In this paper, we present rigorous and accurate solutions of 
extremely large scattering problems involving three-dimensional 
canonical and complicated metallic objects. By employing a scal­
able parallel implementation of the MLFMA using the hierarchical 
partitioning strategy, we are able to solve both efficiently and 
accurately electromagnetic problems discretized with hundreds of 
millions of unknowns. We present many examples to demonstrate 
the feasibility of accurately solving large-scale problems on rela­
tively inexpensive computing platforms, without resorting to 
approximation techniques. Since they were obtained by using a 
full-wave solver, numerical results presented in this paper can be 
used for benchmarking purposes, i.e., for measuring the accuracy 
of novel solvers in the area of computational electromagnetics. 
2. Fast and Accurate Simulation 
Environment Based on Parallel MLFMA 
The MLFMA and its efficient parallelization using the hierar­
chical partitioning strategy were extensively discussed in [4] and 
[12]. In this section, we summarize only the major components of 
our simulation environment, as well as computational requirements 
and error sources, in the context of developing an efficient and 
accurate electromagnetic solver. 
2.1 Integral-Equation Formulations 
Integral equations are derived directly from Maxwell's equa­
tions, without any approximation. For a perfectly conducting 
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object with surface S, the electric-field integral equation (EFIE) 
and the magnetic-field integral equation (MFIE) are derived as 
[14] 
-0 xo xik [dr'[ J (r') + kl2 v". J (r')V ] g( r,r') = 0 x 0 x 17-1 Einc (r ) 
(I) 
and 
- no J(r)+ox J dr'J(r')xV'g(r,r')=-oxHinC(r), (2) 
41l' S.PV 
respectively, in phasor notation, using the e-i(J)/ convention. In 
Equations (I) and (2), J ( r ) = 0 x H ( r ) is the electric current 
induced on the surface S, 0 is the normal unit vector, no is the 
external solid angle, k = 21l'/ A. = w# is the wavenumber, 
17 = � 11/ & is the intrinsic impedance, Einc (r ) and Hinc (r ) are 
incident electric and magnetic fields created by external sources, 
and 
( ') exp (ik lr -r' l ) g r r =-----'-.,--:--;--"-, 
41l' Ir - r' l 
is the scalar Green's function. 
(3) 
In this paper, we consider closed conducting surfaces, which 
can be formulated with the combined-field integral equation 
(CFlE). The combined-field integral equation is a convex combi­
nation of the electric-field integral equation and the magnetic-field 
integral equation [IS], i.e., CFIE=aEFlE+ ( I-a)MFIE , where 
a is a parameter between 0 and I. We chose a = 0.2 , which usu­
ally leads to the most efficient iterative solutions [16]. In addition 
to its well-conditioned nature [4], the combined-field integral 
equation is free of the internal resonances experienced by the elec­
tric-field integral equation and the magnetic-field integral equation 
[IS]. 
2.2 Matrix Equations and 
Iterative Solutions 
Discretizations of integral equations lead to N x N dense 
matrix equations in the form of 
Z.a = v ,  (4) 
where elements of the impedance matrix 1, can be interpreted as 
electromagnetic interactions between discretization elements. The 
right-hand-side vector v is obtained by testing incident fields due 
to external sources. In order to compute expansion coefficients 
a [ n] for n = 1,2, ... ,N , the matrix equation in Equation (4) can be 
solved by using an iterative algorithm, where the solution is 
expanded in a Krylov subspace, i.e., 
{ - -2 - j } aeSpan v,Z.v,Z .v, ... ,Z ·v . (5) 
To reduce the number of iterations}, it is common to employ vari­
ous preconditioning techniques [17] and to transform the original 
matrix equation into a better-conditioned equation, such as 
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(6) 
In Equation (6), Ii "" Z is a preconditioner matrix, which is 
obtained by a partial or approximate factorization of Z . 
For the discretization, we use small planar triangles on which 
Rao-Wilton-Glisson (RWG) functions [I8] are defined to expand 
equivalent currents and to test boundary conditions. According to 
our experience, the size of the triangles should not exceed ),/10 if 
I % overall error is to be achieved. More-accurate simulations 
require discretizations with smaller triangles or the use of higher­
order basis functions, such as linear-linear functions [I 6, 19]. 
Among various iterative methods, we prefer the bi-conjugate-gra­
dient-stabilized (BiCGStab) algorithm [20], which is known to 
provide rapid solutions for the combined-field integral equation 
[21]. Iterative solutions are further accelerated by employing 
block-diagonal preconditioners that are constructed from the self 
interactions of the lowest-level subdomains in MLFMA [3]. 
2.3 Multilevel Fast Multipole Algorithm 
Iterative solutions of matrix equations require matrix-vector 
multiplications, i.e., y = Z 0 x, which can be performed directly 
with O ( N2) complexity. For large-scale problems, direct 
multiplications render the solution impossible with limited com­
putational resources. In this study, we use the MLFMA [3, 4] to 
perform matrix-vector multiplications in O (NlogN) time using 
O ( N log N) memory, without deterioration in the accuracy of 
results. Considering the fact that matrix elements can be inter­
preted as electromagnetic interactions between pairs of discretiza­
tion elements, i.e., basis and testing functions, the MLFMA per­
forms far-field interactions in a group-by-group manner using the 
. factorization and diagonalization of the Green's function [2]. 
In the MLFMA, a tree structure of L = O (log N) levels is 
constructed by recursively dividing the computational domain into 
subdomains. Matrix-vector multiplications are then decomposed 
into two parts as 
(7) 
where only the near-field interactions (ZNF 0 x ) between close 
subdomains are performed directly. The far-field interactions 
(ZFF ox ) between distant subdomains are calculated efficiently in 
three stages, called aggregation, translation, and disaggregation. In 
the aggregation stage, radiated fields of subdomains are calculated 
from the bottom of the tree structure to the highest level. Next, in 
the translation stage, radiated fields are translated into incoming 
fields via diagonal translation operators. Finally, in the disaggre­
gation stage, total incoming fields are calculated from the top of 
the tree structure to the lowest level. At the lowest level, incoming 
fields are received by testing functions to complete the matrix­
vector multiplication. 
2.4 On the Error Sources 
In addition to simultaneous discretizations of surfaces and 
integral equations, solutions via the MLFMA involve various error 
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sources, which must be carefully controlled to ensure that reliable 
simulations are performed. In our implementations, near-field 
interactions are calculated by using singularity extraction tech­
niques [22-25] and adaptive integration methods [26] to satisfY 
preset error bounds. For far-field interactions, we use the excess­
bandwidth formula [27] to determine truncation numbers and sam­
pling rates for radiated and incoming fields. We also use various 
techniques in order to suppress additional errors due to interpola­
tion and anterpolation operations [28, 29]. Finally, the targeted 
residual error for iterative convergence is selected carefully in 
accordance with the errors in near-field and far-field interactions. 
2.5 On the Computational Requirements 
The solution part of the MLFMA involving multiple itera­
tions usually dominates the setup part in terms of the processing 
time. The calculation of radiation and receiving patterns of basis 
and testing functions, translation operators, and the right-hand-side 
vector in the setup part usually requires negligible time. Neverthe­
less, the setup time is also significant, due to the calculation of 
near-field interactions. A majority of memory in the MLFMA is 
used for the radiation and receiving patterns of basis and testing 
functions, near-field interactions, and aggregation/disaggregation 
arrays required during matrix-vector mUltiplications. We note that 
as opposed to most other implementations of the MLFMA, we cal­
culate and store the radiation and receiving patterns of basis and 
testing functions during the setup of the program, and we use them 
efficiently during iterations. Calculating patterns on the fly in each 
matrix-vector multiplication without storing them would decrease 
the memory requirements, but the processing time would signifi­
cantly increase. 
2.6 Parallelization 
By reducing the complexity of matrix-vector multiplications 
from o( N2) to O ( N log N) , the MLFMA enables the solution of 
large problems involving hundreds of thousands to a few millions 
of unknowns. Nevertheless, accurate solutions of real-life prob­
lems often require discretizations with tens and even hundreds of 
millions of unknowns. In order to handle such extremely large 
problems, the MLFMA must be parallelized on a cluster of com­
puters. Unfortunately, parallelization of the MLFMA is not trivial, 
as opposed to some other algorithms with higher complexities, 
such as the FMM, which has been parallelized very successfully 
[13]. Specifically, distributing the multilevel tree structure among 
processors has been a major bottleneck for the efficient paralleli­
zation of the MLFMA. 
In a typical tree structure of the MLFMA, the lowest level 
involves O ( N) subdomains with dimensions of the order of a 
wavelength, and the number of subdomains decreases by a factor 
of four from one level to the next-higher level. On the other hand, 
the number of samples required for the factorization and diagonali­
zation of the Green's function depends on the size of the subdo­
mains as measured by the wavelength. Consequently, the number 
of samples increases by a factor of four from one level to the next­
higher level. This way, the number of subdomains and the number 
of samples balance each other, and all levels in the MLFMA have 
an equal workload, with O ( N) complexity. An efficient 
parallelization of the MLFMA should therefore consider the best 
possible partitioning at each level. 
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In a simple paraIlelization of the MLFMA, subdomains are 
distributed among processors at all levels. Such a technique pro­
vides efficient paralIelization for smaIl numbers of processors, 
usualIy fewer than 16. However, the efficiency drops drasticaIly 
for more processors, due to poor load balancing. This is because 
smalI numbers of subdomains in the higher levels of the MLFMA 
cannot be distributed evenly among processors. In addition, dense 
communications are required among processors. We note that low 
paraIlelization efficiency not only increases the processing time, 
but also restricts the size of problems that can be solved. As a rem­
edy, a hybrid technique was proposed to improve the paralIeliza­
tion of the MLFMA [6, 10]. This technique is based on using an 
appropriate partitioning scheme for the higher levels of the 
MLFMA by distributing samples instead of subdomains. Due to 
the improved load balancing in the higher levels, the hybrid tech­
nique significantly increases the paraIlelization efficiency com­
pared to the simple technique. Nevertheless, the hybrid technique 
also fails to provide efficient solutions when the number of proces­
sors is larger than 32 [8]. 
Recently, we proposed a hierarchical paraIlelization tech­
nique that is based on improved partitioning at each level of the 
MLFMA [8, 12]. In this technique, both subdomains and their 
samples are partitioned among processors by employing load-bal­
ancing algorithms. Although changing the partitioning between 
levels bears an additional cost, the hierarchical technique offers a 
higher paraHelization efficiency than previous approaches. Specifi­
caHy, the hierarchical partitioning strategy provides two important 
advantages compared to previous paraHelization techniques for the 
MLFMA. First, partitioning both subdomains and samples of fields 
leads to improved load balancing among processors at each level. 
Second, communications between processors are reduced, i.e., the 
average package size is enlarged, the number of communication 
events is reduced, and the communication time is significantly 
shortened. Details of the hierarchical partitioning strategy and 
comparisons with previous paralIelization techniques can be found 
in [12]. 
2.7 Computing Platforms 
Solutions presented in this paper were performed on three 
relatively inexpensive computing platforms with distributed-mem­
ory architectures. The Harpertown cluster at Bilkent University 
Computational Electromagnetics Research Center (BiLCEM), 
Ankara, Turkey, consists of 16 computing nodes, and each node 
has 32 OB of memory and two Intel Xeon Harpertown quad-core 
processors with 3.00 OHz clock rates. The Dunnington cluster in 
Swindon, UK, also consists of 16 computing nodes, but each node 
has 48 OB of memory and two Intel Xeon Dunnington hexa-core 
processors with 2.40 OHz clock rates. FinalIy, the Nehalem cluster 
at the Turkish Academic Network and Information Center 
(ULAKBIM), Ankara, Turkey, consists of 64 computing nodes, 
and each node has 24 OB of memory and two Intel Xeon Nehalem 
quad-core processors with 2.67 OHz clock rates. For alI solutions 
on the Harpertown and Dunnington clusters, we employed four 
cores per node (a total of 64 cores), while we employed only one 
core per node on the Nehalem cluster (again, a total of 64 cores). 
3. Results 
In this section, we present the solution of large-scale scatter­
ing problems involving various canonical and complicated objects. 
In alI examples, the targets were located in free space. 
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3.1 Sphere 
In order to demonstrate the accuracy of the developed 
simulation environment, Figure 2 presents the solution of a scat­
tering problem involving a metaHic sphere of diameter as = 60 cm. 
The sphere was iHuminated by a plane wave propagating in the -x 
direction at 2800Hz. The diameter of the sphere corresponded to 
560)" at this frequency. Discretization of the sphere using the 
RWO functions on ),,/10 triangles led to a 
374,490,624x 374,490,624 dense matrix equation. Both near­
field and far-field interactions were calculated with a maximum of 
I % error. Convergence to a residual error of 0.00 I was achieved in 
31 iterations. For the solution, which took about 19 hours, an 11-
level MLFMA was parallelized on the Nehalem cluster. Figure 2 
presents the normalized bistatic radar cross section ( RCS/ a; ) in 
decibels (dB) on the x-y plane as a function of the bistatic angle t/J 
from 00 to 3600, where 00 and 1800 corresponded to the back­
scattering and forward-scattering directions, respectively. In the 
inset of Figure 2, computational values provided by the paralIel 
MLFMA implementation were compared with an analytical Mie­
series solution [I] from 1790 to 1800, where we observed perfect 
agreement. We also note that a direct solution of a similar problem 
involving 375 million unknowns without using the MLFMA would 
require 1.I exabytes (I exabyte = 1090B) of memory, and it 
would take more than 2000 years just to construct the matrix equa­
tion on the same Nehalem cluster. In addition, such a hypothetical 
solution would not be able to attain I % error, due to accumulation 
of rounding errors in finite-precision arithmetic. 
3.2 Other Canonical and 
Complicated Objects 
In addition to the sphere, we present the solutions of scatter­
ing problems involving the four metallic objects depicted in Fig-
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Figure 2. The solution of a scattering problem involving a 
metallic sphere of diameter as = 60 cm at 280 GHz. The 
normalized RCS (dB) is plotted as a function of the bistatic 
angle from 00 to 3600, where 1800 corresponds to the forward­
scattering direction. Computational values provided by the 
parallel MLFMA implementation with maximum 1 % error 
agreed well with an analytical Mie-series solution from 1790 to 
1800 (inset). 
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Figure 3a. A large metallic rectangular box, the scattering 
problem for which was solved with the parallel MLFMA 
implementation. 
t 1 m /' � x 
0.5m 
• • 
0.5m 
+V/=Y 
t 10.41 m 
�x 
Figure 3b. A large metallic wing-shaped object, the scattering 
problem for which was solved with the parallel MLFMA 
implementation. 
Figure 3c. The large metallic NASA almond, the scattering 
problem for which was solved with the parallel MLFMA 
implementation. 
Figure 3d. The large metallic Flamme object, the scattering 
problem for which was solved with the parallel MLFMA 
implementation. 
ure 3, namely, a rectangular box, a wing-shaped object with sharp 
edges and comers, the NASA Almond [30], and the stealth air­
borne target Flamme [3 1]. The problems were discretized with the 
RWG functions on A./IO triangles. For all solutions, near-field and 
far-field interactions were calculated with a maximum of 1 % error, 
and the target residual error for the iterative convergence was set to 
0.001. 
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3.2.1 Rectangular Box 
The rectangular box was investigated at 75 GHz. At this fre­
quency, the size of the box corresponded to 875A., and its 
discretization led to matrix equations involving 174,489,600 
unknowns. The box was illuminated by two plane waves propa­
gating on the x-z plane at 30° and 60° angles from the z axis, with 
the electric field polarized in the t/J direction. The total number of 
iterations was 32, and two solutions were performed in a total of 
10 hours on the Dunnington cluster. Figure 4 depicts the co-polar 
bistatic ReS (dBms stands for dBm2) on the x-z plane as a func­
tion of the bistatic angle e. In addition to the forward-scattering 
direction, the ReS values made peaks at two specular reflection 
directions, i.e., at 150° and 330° for the 30° illumination, and at 
120° and 300° for the 60° illumination. Both the directions and the 
magnitudes of these peaks were consistent with reflections from 
the large top surface and the small side surface. 
3.2.2 Wing-Shaped Object 
The wing-shaped object with a maximum dimension of 1 m 
was investigated at 150 GHz. The object was discretized with 
150 
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Figure 4. The co-polar bistatic ReS (dBms) of the rectangular 
box in Figure 3a at 75 GHz on the x-z plane. The box was illu­
minated by plane waves propagating on the x-z plane at 30° 
and 60° angles from the z axis, with the electric field polarized 
in the t/J direction. 
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Figure 5. The co-polar bistatic RCS (dBms) of the wing-shaped 
object in Figure 3b at 150 GHz on the x-y plane. The object was 
illuminated by plane waves propagating on the x-y plane at 300 
and 600 angles from the x axis, with the electric field polarized 
in the e direction. 
172,228,608 unknowns, and it was illuminated by two plane waves 
propagating on the x-y plane at 300 and 600 angles from the x axis. 
The electric field was polarized in the e direction. The total num­
ber of iterations was 36, and two solutions were performed in a 
total of 12 hours on the Dunnington cluster. Figure 5 depicts the 
co-polar bistatic RCS (dBms) on the x-y plane as a function of the 
bistatic angle ¢. We observed that the RCS values of the wing­
shaped object made peaks in three directions due to specular 
reflections, in addition to the forward-scattering direction. Two of 
these peaks were due to specular reflections from the two large flat 
surfaces of the wing, but the third peak interestingly corresponded 
to double reflection from both surfaces. This result can be used to 
benchmark single-bounce and multi-bounce high-frequency 
approximations. 
3.2.3 NASA Almond and the Flamme 
Discretized with More than 
1 00 Million Unknowns 
Next, we present the solution of scattering problems involv­
ing two important metallic targets from the literature, namely, the 
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NASA Almond [30] and the stealth airborne target Flamme [31]. 
The maximum dimension of the NASA Almond was 25.23 cm and 
this corresponded to 715.1 at 850 GHz. The scaled size of the 
Flamme was 0.6 m, and this corresponded to 720.1 at 360 GHz. 
Discretizations of the NASA Almond and the Flamme with .1/10 
mesh size led to matrix equations involving 125,167,104 and 
134,741,760 unknowns, respectively. Both targets were located on 
the x-y plane, such that their noses were directed towards the x 
axis, and they were illuminated by various plane waves propagat­
ing on the x-y plane. We considered both ¢ and e polarizations of 
the incident electric field. Figure 6 presents the number of 
BiCGStab iterations and the total processing time (including setup 
and iterative solution parts) in seconds when solutions were per­
formed using an II-level MLFMA on the Harpertown cluster. The 
number of iterations and the processing time are plotted as func­
tions of the illumination angle measured from the x axis. For the 
Flamme, the number of iterations increased with the increasing 
illumination angle, due to the resonant characteristics of the cavity 
at the back of the target. This was not observed for the NASA 
Almond, which had a convex surface with a more regular shape. 
-- NASA Almond (715),), $ 
-&-NASA Almond (715),), e 
� Flamme (720)'), � 
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Figure 6. Solutions of scattering problems involving the NASA 
Almond (Figure 3c) at 850 GHz, and the Flamme (Figure 3d) 
at 360 GHz. Both targets were discretized with more than 100 
million unknowns. (a) The number of BiCGStab iterations and 
(b) the total processing time were plotted with respect to the 
illumination angle measured from the x axis. Both ¢ and e 
polarizations of the incident electric field were considered. 
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Figure 7. The co-polar bistatic ReS (dBms) of the NASA 
Almond in Figure 3c at 850 GHz. The ReS was plotted on the 
x-y plane as a function of the observation and illumination 
angles when the incident electric field was polarized in (a) the 
¢ and (b) the e directions. 
Figures 7 and 8 present the co-polar bistatic ReS (dBms) of 
the NASA Almond and the Flamme, respectively, on the x-y plane 
as a function of observation and illumination angles. Figure 7 
shows that in addition to the forward-scattering direction, the ReS 
of the NASA Almond was quite high in a range of observation 
angles, depending on the illumination angle. For both ¢ and e 
polarizations, we observed significantly large ReS values from 
(I20o-¢;) to (2400-¢;) , where ¢i is the illumination angle. As 
depicted in Figure 8, the bistatic ReS of the Flamme was very dif­
ferent from the bistatic ReS of the NASA Almond. Specifically, 
the Flamme ReS exhibited several peaks in various directions, 
depending on the illumination. 
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Figure 8. The co-polar bistatic ReS (dBms) of the Flamme in 
Figure 3d at 360 GHz. The ReS was plotted on the x-y plane as 
a function of the observation and illumination angles when the 
incident electric field was polarized in (a) the ¢ and (b) the () 
directions. 
3.2.4 NASA Almond and the Flamme 
Discretized with Hundreds of 
Millions of Unknowns 
Finally, we present the solution of scattering problems 
involving the NASA Almond and the Flamme discretized with 
hundreds of millions of unknowns. The NASA Almond was inves­
tigated at 1.1 THz and 1.4 THz, where its size corresponded to 
925,1, and 1177,1" and it was discretized with 203,476,224 and 
306,696,192 unknowns, respectively. The Flamme was investi­
gated at 440 GHz and 620 GHz, where its size corresponded to 
880,1, and 1240,1" and it was discretized with 204,664,320 and 
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Figure 9. The co-polar (red) and cross-polar (blue) bistatic RCS (dBms) of the NASA 
Almond in Figure 3c at 1.1 THz and 1.4 THz, and of the Flamme in Figure 3d at 440 GHz 
and 620 GHz. RCS values lower than -70 dBms have been omitted. Both targets were 
larger than 1000A., and were discretized with more than 300 million unknowns at the 
higher frequencies. The targets were illuminated by a plane wave propagating in the -x 
direction, with the electric field polarized in the if' direction. 
308,289,024 unknowns, respectively. Both targets were illumi­
nated by a plane wave propagating in the -x direction, with the 
electric field polarized in the if' direction. The smaller problems 
were solved on the Dunnington cluster by employing a 12-level 
MLFMA. The NASA Almond problem was solved in seven hours, 
whereas the Flamme problem was solved in 15 hours. The larger 
problems were solved on the Nehalem cluster by again employing 
a 12-level MLFMA, and the total processing times were II hours 
and 17 hours for the NASA Almond and the Flamme problems, 
respectively. 
Figure 9 presents the bistatic ReS (dBms) of the NASA 
Almond and the Flamme on the x-y plane as a function of the 
bistatic angle if'. We observed that the cross-polar ReS of the 
NASA Almond was quite low compared to its co-polar ReS at 
both frequencies. In addition, the co-polar ReS in the back-scat­
tering direction was very low, and the NASA Almond exhibited a 
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stealth ability. For example, at the higher frequency, the back­
scattered co-polar ReS was 87 dB lower than the forward-scat­
tered co-polar ReS. It was also remarkable that at both frequen­
cies, there existed no strong specular reflection from the NASA 
Almond, and its ReS did not exhibit any visible peak, except for in 
the forward-scattering direction. 
As seen in Figure 9, the Flamme also had a stealth ability, 
with quite low back-scattered ReS compared to the forward-scat­
tered ReS. For example, at the higher frequency, the back-scat­
tered co-polar ReS was 64 dB lower than the forward-scattered co­
polar ReS, and the ReS values were extremely low in a wide 
range of observation angles around the back-scattering direction. 
On the other hand, as opposed to the ReS of the NASA Almond, 
the Flamme ReS exhibited two major peaks at around 150° and 
2 10°, due to the specular reflections from the straight edges and 
nearly flat surfaces of the target. In addition, the cross-polar ReS 
of the Flamme was significant and comparable to its co-polar ReS. 
25 
4. Conclusion 
As reported in this paper, an efficient parallelization of the 
MLFMA enables rigorous solutions of extremely large electro­
magnetic problems involving hundreds of millions of unknowns on 
relatively inexpensive computing platforms with distributed-mem­
ory architectures. The effectiveness of the developed simulation 
environment was demonstrated on various scattering problems 
involving canonical and complicated objects. Simulations with 
controllable accuracy provide reliable analysis of electromagnetic 
problems that cannot be obtained via approximation techniques. 
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