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Abstract 
In this work, we address the problem of 3D object detection from point cloud data in real                 
time. For autonomous vehicles to work, it is very important for the perception component              
to detect the real world objects with both high accuracy and fast inference. We have               
proposed a novel neural network architecture along with the training and optimization            
details. We have used the Kitti 3d Bird’s Eye View dataset for benchmarking and              
comparing our results. Our work surpasses the earlier work done in this domain both in               
terms of accuracy and speed which runs at > 30 FPS  
Keywords: 3D Object Detection, Point Cloud Processing, Lidar, Autonomous         
Driving 
 
1. Introduction 
 
Machine learning has revolutionized the world and dramatically improved the lives of 
humans in various ways. Deep learning which is a branch of machine learning has been 
applied to a lot of problems successfully in the past decade including image classification, 
semantic segmentation, object detection, pose estimation, caption generation, image 
generation etc. A lot of work has been done in 2D object detection using convolutional 
neural networks. The object detection algorithms can be broadly grouped into the 
following two types 
 
1. Single stage detector - Yolo, SSD 
2. Two stage detector -  RCNN, Fast RCNN, Faster RCNN 
 
The difference between the two is that two stage detectors in the first stage use region 
proposal networks to generate regions of interest in the first stage and in the second stage 
use these regions of interest for object classification and bounding box regression. These 
are proven to have achieved better accuracy than the one stage architecture but comes at a 
tradeoff of more computational burden and time taken. On the other hand, a single stage 
detector uses the input image to directly learn the class wise probability and bounding box 
coordinates. Thus these architectures treat the object detection as a simple regression 
problem and thus are faster but less accurate. 
 
There has also been a lot of work done on 3D object detection. Some of them uses camera 
based approach using either monocular or stereo images. Also work has been done by 
fusing the depth information on RGBD images taken from the camera. The main problem 
with camers based apporach is the low accuracy. Therefore lidar has been proven to a 
better alternative achieving higher accuracy and safety. The challenge of using lidar data is 
that it produces data in the form of point cloud which has millions of points thus increasing 
the computational cost and processing time.  
 
Point cloud data are of many types, of which the main type is 3D voxel grid. In this work 
we propose a single stage object detector using 2D Bird’s Eye View (BEV) data. We have 
used 2D Bird’s Eye View in place of 3D voxel grid data because it is much less 
computationally heavy. This will also make our detector to be easily deployed to real work 
settings specially in case of self driving cars. Our detector accurately regresses bounding 
box around objects in real time in birds eye view.  
 
To validate our work, we benchmark against publicly available 3D Kitti daatset. For the 
evaluation metric, we use the class wise average precision. Our work beats all the previous 
state of the art approaches for 3D object detection while also running at higher that 30 FPS. 
We also further show the learning and optimization aspects of this approach and how it 
could potentially be generalized. 
 
The overview of the proposed 3D object detector from  Bird’s Eye View of LIDAR point 
cloud along with 3D LIDAR point cloud, input representation and 3D BEV detections is 
shown in Fig 1. 
 
 
 
Figure 1. Overview of the proposed 3D object detector from Bird’s Eye View (BEV) of 
LIDAR point cloud. 3D LIDAR point cloud, Input representation, 3D BEV
detections 
 
2. Related Work 
 
 
2.1 Single-stage Object Detection 
 
YOLO and SSD are the most popular approaches in literature. YOLO divides the image 
into many rectangular grids and uses a sliding window which is a convolutional neural 
network to extract the features from the image. The window keeps on sliding and in this 
manner, it uses the context from other grids to determine if an object is present in the 
image. On the other hand SSD, uses anchors and multi scale convolutional feature maps 
instead of fully connected layers which are there in YOLO. SSD is more accurate and 
faster than YOLO. Also a newer object detection architecture named RetinaNet show that 
single stage architectures can out perform two stage architectures if the class imbalance 
problem is handled appropriately. RetinaNet uses focal loss to give more weight to the 
class which is present in lesser number and lesser weight to the class which is more 
frequently there. In this manner Retinanet combines the best of the two worlds ie good 
accuracy as well as faster run time.  
 
2.2 Two-stage Object Detection 
 
All of two stage object detection architectures uses convolutional neural network at its core 
to extract the features from the scene. Convolutional neural network has been shown to 
work with remarkable accuracy on image classification problems. This is extended to 
object detection where a sliding window slides through an image thus extracting region 
proposals. A CNN runs through each of the region proposal to classify the object in each of 
the region proposals. RCNN the first of the two stage architectures, uses a seperate 
extraction and classification structures, FAST RCNN extracts the whole image feature map 
using pre trained CNN backbone and then predicts the confidence score and bounding box 
co-ordinates via ROI pooling operation. FASTER RCNN combines the above two 
approaches using both learning the feature map and generating the proposal in a single 
stage. This results is better accuracy and speed. 
 
2.3 3D Object Detection from Point Clouds 
 
VOTE 3D uses sliding window on a 3D voxel grid to detect objects. The pre trained is                 
fed to a SVM classifier later. VELOFCN projects 3D point cloud data to a perspective               
to front view and gets a 2D depth map. The objects are detected by running a                
convolutional neural network on the depth map. MV3D architecture also used a similar             
approach by combining the features extracted from multiple views like front view,            
birds eye view and camera view. These extracted features are passes through a CNN to               
detect 3D objects. PointNet proposed an end-to-end classification neural network that           
directly takes a point cloud as input without any preprocessing and outputs class             
scores. VoxelNet subdivides the point cloud into 3D voxels and then transforms points             
within each voxel to a trainable feature vector that characterizes the shape information             
of the contained points. The representation vectors for each voxel stacks together and             
passes to a region proposal network to detect the objects. 
In this work, our approach uses only the birds eye view for 3D object detection in real                 
time. The context of our work is in self driving cars but can be deployed in other                 
settings as well. 
 
2.4 Dataset 
For this work, we have used Kiiti dataset which containes LIDAR data taken from a               
sensor mounted on front of the car. Since the data contains millions of points and is of                 
quite high resolution, processing is a challenge specially in real world situations. The             
task to detect and regress a bounding box for 3D objects detected in real time. The                
dataset has 7481 training images and 7518 test point clouds comprising a total of              
labelled objects. The object detection performance is measured through average          
precision and IOU (Intersection over union) with threshold 0.7 for car class. The 3D              
object KITTI benchmark provides 3D bounding boxes for object classes including           
cars, vans, trucks, pedestrians and cyclists which are labelled manually in 3D point             
clouds on the basis of infromation from camera. KITTI also provides three detection             
evaluation levels: easy, moderate and hard, according to the object size, occlusion state             
and truncation level. The minimal pixel height for easy objects is 40px, which             
approximately corresponds to vehicles within 28m. For moderate and hard level           
objects are 25px, corresponding to a minimal distance of 47m 
 
3. Model 
 
3.1 Network Architecture 
 
First we divided the point cloud data into 3D voxel grid cells. Our CNN backbone takes as 
input the image in the form of voxel and outputs a feature vector. The basic archtecture 
consists of multiple residual blocks with skip connections connecting two adjacent blocks 
inspired by the famous ResNet architecture. In total there are 5 residual blocks. These 
blocks are in turn connected to upsampling blocks each except the first two residual blocks. 
The connections are inspired by the spatial pyramidal pooling concept in which there is 
reduction in the number of channels as we go deeper. The last upsampling block is 
connected to two header network blocks. These blocks are further connected to two 
seperate seperator blocks which in turn uses a bounding box regressor. Anchors are used in 
these header blocks to adjust the co-ordinates according to the size and shape of the body 
detected.  
 
Each of the residual blocks comprises of a fully connected layer followed by a non 
linearity which is ReLu used in this case and a batch normalization layer. These layer are 
in turn used for transforming each point in the voxel to a point wise feature vector. Element 
wise max-pooling layer is also used which extracts the maximum value from all the 
neighbouring pixel values when the filter is applied on the image. This operation is used 
for gettting the locally aggregate features. Also a point wise concatenation operator is used 
which concatenates each point wise feeature vector with the locally aggregated feasture. 
 
In total our architecture has 14 convolutional layers and 3 max pooling layers. For our 
detector there are in total 7 paramters - three for the offset center co-ordinates, three for the 
offset dimensions and the last is for offset rotation angle. The network architecture is 
shown in Fig 2. 
 
 
 
 
 
 
 
 
 
                                              Figure 2. The network architecture 
 
 
3.2 Learning and Inference  
 
 
4. Experiments 
 
The network architecture of our backbone is shown in Fig 3. Also the compared results               
have with different backbones is shown in Table 1.  
 
 
Figure 5.1: Network architecture of our backbone  
 
Backbone Network APavg 
VGG16 54.46 
VGG19 53.68 
ResNet50 53.03 
InceptionV3 54.25 
DenseNet169 53.69 
Ours 55.36 
Table 4. Ablation study of different backbone networks. 
 
Our results are considerably better than the previous state of the art approaches. 
 
4.2 Optimization 
 
The detailed architecture of our model with layers, filters, size, stride, padding,            
extension, input and output shapes is shown in Fig 5. 
 
 Table 4.1: The detailed architecture of 3DNet that is used for the training 
 
Anchors 
 
Anchors are very important for efficient object detection. These are basically prior            
beliefs containing information of the size of detected object, its position is the image,              
its pose etc. Anchors of multiple shape, size are more stable, also helps in reducing the                
computational burden and time taken by the model. We have chosen two anchors for              
each of the classes as shown below. 
 
Car anchors:  
 
1. ha = 1.6m, wa = 1.6m, la = 4m and θa = 0◦ 
2. ha = 1.6m, wa = 1.6m, la = 4m and θa = 90◦  
 
Pedestrian anchors: 
 
1. ha = 1.7m, wa = 0.5m, la = 0.7m and θa = 0◦ 
2. ha = 1.7m, wa = 1.5m, la = 0.7m and θa = 90◦ 
  
Cyclist anchors 
1. ha = 1.6m, wa = 0.7m, la = 2m and θa = 0◦  
2. ha = 1.6m, wa = 0.7m, la = 2m and θa = 90◦ 
 
5 Results 
 
Table 2 compares the results of LIDAR based 3D object detector on KITTI testing set. 
For the fair comparison VeloFCN, 3DFCN, MV3D architectures have been shown with 
their inference time, class wise average precision metric for all the three categories 
including easy, medium and hard. 
 
Method Time(ms) AP easy(%) AP 
moderate(%) 
AP( hard)% 
VeloFCN 1000 0.15 0.33 0.47 
3DFCN 5000 69.94  62.54 55.94 
MV3D 240 85.82 77.00  68.94 
Ours 30 84.38  78.27 71.30 
Table 1. Evaluation results of LIDAR based 3D object detectors on KITTI BEV Object 
Detection testing set. 
 
Table 3 compares our result with F-PointNet, AVOD and  VoxelNet architectures. FPS 
along with class wise average precision is used for all three cases ie easy, medium and 
hard. All the three classes here have been compared against ie car, pedestrain and cyclist. 
 
                                          Car                              Pedestrian                         Cyclist 
Metho
d 
FPS Easy Med Hard Easy Med Hard Easy Med Hard 
F-Poin
tNet 
5.9 81.20  70.39  62.19 51.21 44.89 40.23  71.96 56.77 50.39 
AVOD 12.5 73.59  65.78 58.38 38.28 31.51 26.98 60.11 44.90 38.80 
Voxel
Net 
4.3 77.47  65.11 57.73 39.48 33.69 31.51 61.22 48.36 44.37 
Ours 30 77.72  74.00 63.01 41.79 45.70  42.92 68.17 58.32 54.30 
Table 3. Performance comparison for 3D object detection. APs (in %) for our experimental 
setup compared to current leading methods.  
 
Our results are considerably better than the previous state of the art approaches. 
 
Next we present the evaluation metrics we chose to evaluate the efficiency of our              
detector. 
 
Precision and Recall 
 
Both precision and recall are very important metric the evalute the efficiency of the              
object detector. The precision measures how many of the predicted objects was            
classified correctly. A precision score of 1.0 for a class indicates that every object              
predicted, is classified correctly in that class. While recall is the fraction of correct              
predictions among the all observations in actual class. A recall score of 1.0 for a class                
indicates every object in that class has been found and predicted correctly by the              
model. 
 
Average Precision 
 
The ideal value of precision and recall is 1. Since it is not possible to get perfect                 
values, the closer the metrics ie precision and recall is to 1, the btter our model is                 
performing, It’s often seen that there is a tradeoff between precision and recall ie if we                
are optimizing for precision, recall value gets less and if we are trying to improve               
recall, precision value becomes less. So our task is to balance both and note that               
threshold point. Average precision is the average value of precision for the sampled             
points at various recall threshold values. The precison - recall curve for 3D object              
detection in bird’s eye view is shown in Fig 7. The closer the curve is to (1,1), the                  
higher performance has the model. 
 
 
 
Figure 5.1: Precision-recall curve of car detection in the 3D world and in bird’s              
eye view.  
 
Finally we present the results for 3D object detection results on KITTI validation             
set in Fig 8 and Fig 9. The ground truth bounding boxes are shown in green and                 
the predicted bounding boxes are shown in red. Note that 3D YOLO is based only               
on LiDAR data. For better visualization the 3D bounding boxes are projected on             
to the bird’s eye view and the images. 
 
 
 
Figure 8. 3D Object detection from Point Clouds in Real Time 
 
 
 
 
Figure 9. 3D Object detection from Point Clouds in Real Time in Bird’e eye view               
format 
 
 
 
 
6 Conclusion 
 
In this paper, we proposed a 3D object detection architecture which works is real time               
using LIDAR point cloud data. For making efficient computation, our architecture uses a             
single stage type with birds view representation. We evaluate our work on KITTI             
benchmark dataset and show that our work outperfroms previous state of the art             
approaches. As for the evaluation metric, we chose class wise average precision. The             
model also runs at faster than 30 FPS and hence can be deployed in self driving cars where                  
safety is a major challenge. 
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