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Introduccio´n
Este trabajo tiene como uno de sus objetivos ofrecer un tema de
estudio que puede ser tratado en los diferentes Seminarios que ofrece la
EP de Matema´tica de nuestra Facultad.
El problema isoperime´trico es antiqu´ısimo y sus inicios esta´n relacio-
nado al plano, pero todav´ıa estas generalizaciones del mismo y muchos
objetos matema´ticos que fueron desarrolla´ndose en su estudio ahora son
usados como herramientas en otras a´reas como la Geometr´ıa diferencial,
la Geometr´ıa discreta y convexa, la Probabilidad, las ecuaciones difere-
ciales parciales y la Teoria Geome´trica de la Medida.
Aqu´ı vamos a describir el problema isoperime´trico en el espacio eucli-
deano n-dimensional, este estudio lo hemos dividido en cinco cap´ıtulos.
En el primer cap´ıtulo trataremos sobre los or´ıgenes del problema
isoperime´trico.
En el segundo cap´ıtulo presentamos, en 6 secciones, los resultados y
notaciones a ser usados en los cap´ıtulos siguientes. En la primera seccio´n
abordaremos conceptos y resultados del espacio Rn, en la segunda sec-
cio´n la funcio´n Gamma, en la tercera seccio´n las funciones Lipschitz, en
la cuarta seccio´n la medida de Hausdorff, en la quinta seccio´n la fo´rmula
de la co-a´rea y en la u´ltima seccio´n conceptos de geometr´ıa diferencial.
En el tercer cap´ıtulo daremos dos pruebas de la desigualdad isope-
rime´trica en el plano, una utilizando elementos de geometr´ıa diferencial
y otra utilizando las series de Fourier, caracterizando la igualdad cuando
el dominio Ω es un disco.
En el cuarto cap´ıtulo presentaremos el resultado principal de este
trabajo; es decir, el Teorema 4.2.1, la desigualdad isoperime´trica en Rn:
x
Sea Ω un dominio acotado en Rn, con frontera ∂Ω de clase C1.
Entonces
|∂Ω|
|Ω|1−1/n ≥
|Sn−1|
|Bn|1−1/n ,
1
donde: Bn = {x ∈ Rn; ‖x‖ < 1} denota la bola unitaria n-dimensional
de Rn,
S
n−1 = ∂Bn es la esfera unitaria determinada por Bn y, finalmente
|Bn| y |Sn−1| denotan la n-medida de Lebesgue y (n − 1)-medida de
Lebesgue correspondiente.
La prueba esta´ basada en el teorema de Federer-Fleming, el cual
permite reescribir la desigualdad isoperime´trica como una desigualdad
en el espacio de funciones C∞c (R
n). Posteriormente, asumiendo algunas
condiciones sobre el dominio Ω, probaremos que la igualdad es alcanzada
si y solamente si Ω es una bola n-dimensional en Rn.
En el quinto y u´ltimo cap´ıtulo veremos algunas aplicaciones de la
desigualdad isoperime´trica de la gran variedad que existe. Concluimos
dando algunos comentarios de como esta desigualdad se generaliza para
espacios ma´s generales y enunciamos algunos resultados que pueden
servir como tema para trabajos futuros.
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Cap´ıtulo 1
Presentacio´n del problema
isoperime´trico
De Dido el esposo era Siqueo, el hombre ma´s rico en oro
de los fenicios, y lo amo la infeliz sin medida,
desde que su padre la entregara sin mancha y la uniera a e´l en
primeros auspicios.
Pero el poder de Tiro lo ostentaba su hermano
Pigmalio´n, terrible ma´s que todos los otros por sus cr´menes
Y vino a ponerse entre ambos la locura. E´ste a Siqueo,
imp´ıo ante las aras y ciego de pasio´n por el oro,
sorprende a escondidas con su espada, sin cuidarse
del amor de su hermana (...)
(...) Pero en suen˜os se le aparecio
el propio fantasma de su insepulto esposo, (...)
(...) La anima luego a disponer la huida y salir de su patria,
y saca de la tierra antiguos tesoros escondidos (...)
Se van por el mar las riquezas del avaro Pigmalio´n;
una mujer dirige la empresa.
Llegaron a estos lugares, donde ahora ves enormes murallas
y nace el alc azar de una joven Carthago,
y compraron el suelo, que por esto llamaron Birsa,
cuanto pudieron rodear con una piel de toro...
Virgilio. La Eneida, libro IV.
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En su poema e´pico La Eneida, Publio Virgilio Maro´n (70-19 a.C.)
cuenta que hacia el an˜o 814 a.C, la princesa fenicia Dido huyo´ de su
hermano, el rey Pigmalio´n, que acababa de asesinar a su esposo. Acom-
pan˜ada de su se´quito, llego a Numidia, en el norte de A´frica, e intento
comprar unas tierras al rey Jarbas con el fin de establecerse all´ı. El rey
Jarbas accedio´ a venderle las tierras con una curiosa condicio´n: Dido
podr´ıa comprar u´nicamente las tierras que lograse cercar con la piel de
un buey. En estas tierras Dido fundo´ una ciudad a la que llamo´ Qart
Hadast, que significa Ciudad Nueva y que ma´s tarde se convirtio´ en el
reino de Ca´rtago (hoy Tunez). La Eneida de Virgilio es la epopeya de
Eneas de Troya que, despu´es que su ciudad fue tomada por Agameno´n,
huyo´ en barco con sus seguidores viajando de Asia Menor a trave´s del
Mediterraneo hasta desembarcar en Italia y fundar Roma. En su viaje
conocio´ Ca´rtago y se enamoro´ de su reina Dido. Sin embargo, Ju´piter
intervino y ordeno´ a Eneas que abandonase a Dido, que, en su desespe-
racio´n, se mato´.
En la Eneida, Virgilio no cuenta la manera en que Dido uso´ la piel
del buey para cercar las tierras, ni la forma de esta cerca, tal vez por-
que dos siglos antes Marcus Junianus Justinos (siglo III a.C.) ya hab´ıa
mencionado en su libro Histor´ıete Philippicae la manera como Dido dio´
solucio´n a este problema. En dicho libro Marcus cuenta que Dido or-
deno´ a sus su´bditos cortar la piel del buey en tiras muy finas y que al
unirlas estas habr´ıan alcanzado ma´s de 1000 metros de longitud. Hecho
esto, Dido hab´ıa reducido el problema de las tierras a un poblema de
naturaleza matema´tica:
entre todas las curvas de longitud dada, encontrar
aquella que encierra el a´rea ma´xima
La solucio´n que Dido dio´ a este problema de maximizacio´n fue, la curva
que desde los albores de la matema´tica ha estado asociada a la perfec-
cio´n: la circunferencia. Es decir, segu´n Dido:
entre todas las curvas planas simples y cerradas, de longitud dada, la
circunferencia es la que encierra el a´rea ma´xima (Teorema
Isoperime´trico).
La historia de la princesa Dido fue inmortalizada por Dante en La Divina
Comedia y por Henry Purcell en su o´pera Dido y Eneas en 1689. En la
figura se muestra un grabado de Mattahus Merian de 1630.
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Figura 1.1: El problema de la princesa Dido.
Problemas como el de Dido son conocidos como problemas isope-
rime´tricos (igual per´ımetro). La eleccio´n de Dido, de la circunferencia
como la curva cerrada plana que maximiza el a´rea encerrada fue una
respuesta adelantada a lo que hoy en d´ıa conocemos como Problema
Isoperime´trico o Problema de Dido.
En el caso 1-dimensional, el problema isoperime´trico se plantea del
modo siguiente: Para un intervalo abierto I la medida discreta de su
frontera, ∂I, es 2. A seguir, para el caso de un subconjunto abierto y
acotado de la recta, Ω, se considera que la medida discreta de su frontera,
∂Ω, es mayor o igual a 2 y la igualdad se cumple si y solamente si Ω es
un intervalo abierto. Podemos escribir entonces:
Ω ⊆ R es abierto y acotado =⇒ md(∂Ω) ≥ 2,
y la igualdad se cumple si y solamente si Ω es un intervalo abierto y
acotado. Esta es la desigualdad isoperime´trica en la recta.
En el caso del plano, se tienen hasta tres formulaciones del problema
isoperime´trico:
(i) Considerando todos los dominios acotados en R2 con per´ımetro, la
longitud de su frontera, prefijado, se requiere encontrar el dominio
con mayor a´rea. La respuesta, evidentemente, sera´ un disco.
Debe tenerse en cuenta que el valor espec´ıfico del per´ımetro en
cuestio´n no es relevante ya que se cumple:
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Si todos los dominios de per´ımetro L1 son aplicados por una se-
mejanza de R2 a todos los dominios con per´ımetro L2, para va-
lores cualesquiera L1 y L2, entonces la imagen, bajo la semejanza
considerada, de un a´rea maximizadora para L1 es un a´rea maxi-
mizadora para L2.
(ii) Considerando todos los dominios acotados con un a´rea comu´n se
pregunta como minimizar el per´ımetro de dichos dominios.
(iii) Por u´ltimo, podemos expresar el problema como una desigualdad
anal´ıtica; es decir, dado que sabemos exactamente los valores del
a´rea de un disco y la longitud de su frontera o per´ımetro, el pro-
blema isoperime´trico se expresa como sigue
L2 ≥ 4πA,
donde A denota el a´rea del dominio en consideracio´n y L la lon-
gitud o per´ımetro de su frontera.
Esta desigualdad es extremadamente conveniente porque perma-
nece invariante bajo semejanzas de R2, y se tiene la igualdad si el
dominio es un disco.
Considerando esta u´ltima desigualdad anal´ıtica para el caso n-dimensional,
n ≥ 2, la desigualdad isoperime´trica se expresa:
|∂Ω|
|Ω|1−1/n ≥
|Sn−1|
|Bn|1−1/n .
donde:
Ω es cualquier dominio acotado en Rn y ∂Ω su frontera.
B
n = {x ∈ Rn; ‖x‖ < 1}, denota la bola unitaria n-dimensional de Rn,
S
n−1 = ∂Bn es la esfera unitaria determinada por Bn y, finalmente
|Bn| y |Sn−1| denotan la n-medida de Lebesgue y (n − 1)-medida de
Lebesgue correspondiente.
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Cap´ıtulo 2
Resultados preliminares
En este cap´ıtulo vamos desarrollar temas como requisitos para los
siguientes cap´ıtulos, algunos resultados sera´n probados, otros no, debido
a la dificultad para el lector y a su importancia para la realizacio´n de
este trabajo, es claro tambie´n que estara´n con su referencia respectiva,
los textos utilizados en este cap´ıtulo y que podemos consultar para ma´s
detalle son [EG92], [LL12], [DC79].
2.1. El espacio Rn
Sea n un nu´mero natural. El espacio euclidiano n-dimensional
R
n es el producto cartesiano de n factores iguales a R
R
n = R× · · · × R.
Los elementos de Rn son sucesiones de n te´rminos reales x = (x1, · · · , xn).
Para cada i = 1, · · · , n, el te´rmino xi se llama la i-e´sima coordenada
de x.
Si x = (x1, · · · , xn) e y = (y1, · · · , yn), se tiene x = y si solamente si
xi = yi para todo i = 1, · · · , n. Los elementos de Rn algunas veces son
llamados puntos o vectores.
La adicio´n en Rn hace corresponder a cada par de vectores x =
(x1, · · · , xn) e y = (y1, · · · , yn) la suma
x+ y = (x1 + y1, · · · , xn + yn),
y lamultiplicacio´n de un nu´mero real λ por el vector x = (x1, · · · , xn)
tiene como resultado el producto
λ.x = (λx1, · · · , λxn).
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El vector 0 = (0, · · · , 0), cuyas coordenadas son todas nulas, se llama
origen de Rn. Para todo x = (x1, · · · , xn), el vector−x = (−x1, · · · ,−xn)
se llama opuesto o sime´trico de x.
Los vectores
e1 = (1, 0, · · · , 0), e2 = (0, 1, 0, · · · , 0), · · · , en = (0, · · · , 0, 1),
que tienen una u´nica coordenada no nula, igual a 1, constituyen la base
cano´nica de Rn. Luego x = (x1, · · · , xn) se expresa como x = x1e1 +
· · ·+ xnen.
Se define la operacio´n que asocia a cada par de vectores x = (x1, · · · , xn)
e y = (y1, · · · , yn) el nu´mero real
〈x, y〉 = x1y1 + · · ·+ xnyn,
llamado el producto interno de x por y. Decimos que los vectores
x, y ∈ Rn son ortogonales si y so´lo si 〈x, y〉 = 0, por ejemplo los
vectores ei, ej son ortogonales si i 6= j. El nu´mero no negativo ‖x‖ =√〈x, x〉 se llama norma euclidiana del vector x. Si x = (x1, · · · , xn)
entonces
‖x‖ =
√
x21 + · · ·+ x2n.
Cuando ‖x‖ = 1, decimos que x es un vector unitario. Para todo x 6= 0,
el vector u =
x
‖x‖ es unitario. La norma euclidiana tiene las siguientes
propiedades: sean x, y ∈ Rn y λ ∈ R
(1) ‖x‖ ≥ 0, para cualquier x ∈ Rn y vale la igualdad si y so´lo si
x = 0,
(2) ‖λx‖ = |λ|‖x‖,
(3) ‖x+ y‖ ≤ ‖x‖+ ‖y‖.
Teorema 2.1.1. (Desigualdad de Schwarz). Para cualesquiera x, y ∈
R
n, se tiene
|〈x, y〉| ≤ ‖x‖‖y‖,
con igualdad si y so´lo si un vector es mu´ltiplo del otro.
Demostracio´n: Si x = 0, la desigualdad es trivial. Supongamos que
x 6= 0 y podemos escribir y = αx+ z con z ortogonal a x y α = 〈x, y〉‖x‖2 ,
luego por el Teorema de Pita´goras,
‖y‖2 = α2‖x‖2 + ‖z‖2,
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as´ı, ‖y‖2 ≥ α2‖x‖2 donde vale la igualdad si y so´lo si y = αx, reempla-
zando el valor de α, tenemos
‖y‖2 ≥ 〈x, y〉
2
‖x‖2 ,
es decir, 〈x, y〉2 ≤ ‖x‖2‖y‖2 y por lo tanto
|〈x, y〉| ≤ ‖x‖‖y‖,
valiendo la igualdad si y so´lo si y = αx. 
2.2. La funcio´n Gamma
Definicio´n 1. Para s > 0 la funcio´n Gamma es definida por
Γ(s) =
∫ ∞
0
e−tts−1dt. (2.1)
Donde la condicio´n s > 0 es para garantizar la convergencia de la
integral.
Proposicio´n 2.2.1. Si s > 0, entonces
Γ(s+ 1) = sΓ(s). (2.2)
Como consecuencia Γ(n+ 1) = n! para n = 0, 1, 2, · · ·
Demostracio´n: Por integracio´n por partes en las integrales finitas
tenemos ∫ 1/ǫ
ǫ
d
dt
(e−tts)dt = −
∫ 1/ǫ
ǫ
e−ttsdt+ s
∫ 1/ǫ
ǫ
e−tts−1dt,
haciendo ǫ→ 0,∫ ∞
0
d
dt
(e−tts)dt = −
∫ ∞
0
e−ttsdt+ s
∫ ∞
0
e−tts−1dt
= −Γ(s+ 1) + sΓ(s)
Por otro lado la integral del lado izquierdo tiende 0 puesto que la funcio´n
tiende a 0 cuando t → 0 o t → ∞, por lo tanto (2.2) es va´lido. Ahora
dado que
Γ(1) =
∫ ∞
0
e−tdt = [−e−t]|∞0 = 1,
9
entonces Γ(n+ 1) = n! para n = 0, 1, 2, · · · 
Observacio´n 1. Dado que
∫ ∞
0
e−u
2
=
√
π/2, no es dif´ıcil mostrar que
Γ
(
1
2
)
=
√
π.
Denotemos con B
n
(a) la bola cerrada n-dimensional de radio a dada
por
B
n
(a) = {(x1, x2, · · · , xn) ∈ Rn; x21 + · · ·+ x2n ≤ a2} y
Vn(a) =
∫
· · ·
∫
Bn(a)
dx1 . . . dxn, el volumen de B
n
(a).
Teorema 2.2.1.
Vn(a) =
πn/2
Γ
(
1
2
n+ 1
)an, (2.3)
donde Γ es la funcio´n Gamma.
Demostracio´n: Para n = 1, usando la observacio´n (1) anterior
tenemos V1(a) = 2a que es la longitud del intervalo [−a, a].
Para n = 2, tenemos V2(a) = πa
2, que evidentemente es el a´rea de
la bola cerrada 2-dimensional de radio a.
Mostraremos ahora para el caso n ≥ 3.
Afirmacio´n 1. Vn(a) = a
nVn(1)
En efecto, haciendo un cambio de variable x = au luego
Vn(a) =
∫
· · ·
∫
Bn(a)
dx1 . . . dxn
=
∫
· · ·
∫
Bn(1)
andx1 . . . dxn
= anVn(1).
Ahora, para mostrar (2.3) bastara´ probar que
Vn(1) =
πn/2
Γ
(
1
2
n+ 1
) ,
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dado que x21 + · · ·+ x2n ≤ 1 tenemos
x21 + · · ·+ x2n−2 ≤ 1− x2n−1 − x2n y x2n−1 + x2n ≤ 1,
luego podemos escribir
Vn(1) =∫∫
x2n−1+x
2
n≤1


∫
· · ·
∫
x2
1
+···+x2n−2≤1−x
2
n−1−x
2
n
dx1 . . . dxn−2

 dxn−1dxn.(2.4)
Observamos que la integral dentro de los corchetes se extiende a la bola
cerrada (n−2)-dimensional Bn−2(R), siendoR =
√
1− x2n−1 − x2n, luego
Vn−2(R) = R
n−2Vn−2(1) = (1− x2n−1 − x2n)n/2Vn−2(1).
denotando x en lugar de xn−1 y tambie´n y en lugar de xn. Reescribiendo
(2.4)
Vn(1) = Vn−2(1)
∫
· · ·
∫
x2+y2≤1
(1− x2 − y2)n/2−1dxdy.
Usando coordenadas polares obtenemos
Vn(1) = Vn−2(1)
∫ 2π
0
∫ 1
0
(1− r2)n/2−1rdrdθ = Vn−2(1)2π
n
.
por lo tanto,
Vn(1) =
2π
n
Vn−2(1), si n ≥ 3,
denotando
f(n) =
πn/2
Γ
(
1
2
n+ 1
)
y por la Proposicio´n 2.2.1 tenemos que f(n) = Vn(1) para todo n ≥ 1.

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Proposicio´n 2.2.2. (Desigualdad geome´trica-aritme´tica) Sean
λ1, · · · , λn ∈]0,+∞[. Entonces
n∑
i=1
λi ≥ n
(
n∏
i=1
λi
)1/n
. (2.5)
En particular vale la igualdad si solamente si λ1 = · · · = λn.
Demostracio´n: Dada la convexidad de la funcio´n exponencial, te-
nemos (
n∏
i=1
λi
)1/n
= e
log
[
(
∏n
i=1 λi)
1/n
]
= e
1
n
n∑
i=1
log(λi)
≤ 1
n
n∑
i=1
elog(λi)
=
1
n
n∑
i=1
λi.
Luego la desigualdad (2.5) sigue inmediatamente.
Caso de la igualdad. Si los te´rminos λ1 = · · · = λn demostrar que
vale la igualdad en (2.5) es trivial, ahora si
n∑
i=1
λi = n
(
n∏
i=1
λi
)1/n
, (2.6)
demostraremos por reduccio´n al absurdo que λ1 = · · · = λn. Suponga-
mos que existen λi 6= λj . Tomando A = 1
n
n∑
i=1
λi, podemos suponer sin
perdida de generalidad que
λ1 < A < λ2. (2.7)
Consideramos ahora
λ˜i =


A, si i = 1,
λ1 + λ2 −A, si i = 2
λi, si 3 ≤ i ≤ n.
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tenemos que
1
n
n∑
i=1
λ˜i =
1
n
(A+ λ1 + λ2 −A+ λ3 + · · ·+ λn)
=
1
n
n∑
i=1
λi = A.
Por otra parte
n∏
i=1
λ˜i −
n∏
i=1
λi = [A(λ1 + λ2 −A)− λ1λ2]λ3 · · ·λn
=
[
Aλ1 +Aλ2 −A2 − λ1λ2
]
λ3 · · ·λn
= (A− λ1)(λ2 −A)λ3 · · ·λn.
Usando (2.7) obtenemos que
n∏
i=1
λ˜i −
n∏
i=1
λi > 0,
luego, usando (2.5)
A ≥
(∏
i=1n
λ˜i
)1/n
>
(
n∏
i=1
λi
)1/n
.
Es claro que es una contradiccio´n con (2.6). 
2.3. Funciones Lipschitz
Definicio´n 2. Sea U ⊆ Rm, una funcio´n f : U → Rn es llamada
Lipschitziana si existe un nu´mero no negativo C tal que
‖f(x)− f(y)‖ ≤ C‖x− y‖, ∀x, y ∈ U. (2.8)
La menor constante C tal que la desigualdad (2.8) sea va´lida para
todo x, y ∈ U es denotado por Lip(f) y definido
Lip(f) = sup
{‖f(x)− f(y)‖
‖x− y‖ ;x, y ∈ U, x 6= y
}
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Definicio´n 3. Una funcio´n f : U → Rn es llamada localmente Lips-
chitziana si para cada compacto K ⊂ U , existe una constante CK tal
que
‖f(x)− f(y)‖ ≤ CK‖x− y‖,
para todo x, y ∈ K.
Teorema 2.3.1. (Extensio´n de funciones Lipschitz) Sean U ⊆ Rm
y f : U → Rn una funcio´n Lipschitz, entonces existe una funcio´n f :
R
m → Rn Lipschtiz tal que f |U = f y adema´s
Lip (f) ≤ √m Lip (f).
Demostracio´n: Consideremos primero f : U → R, definimos
f(x) = ı´nf
a∈U
{f(a) + Lip(f)‖x− a‖}.
Si b ∈ U entonces f(b) = f(b), esto dado que f es Lipschitz, entonces
para todo a ∈ U ,
‖f(b)− f(a)‖ ≤ Lip (f)‖b− a‖,
y as´ı
f(b) ≤ f(a) + Lip(f)‖b− a‖,
por tanto f(b) ≤ f(b), y es claro tambie´n que f(b) ≤ f(b).
Ahora sean x, y ∈ Rn, definimos
f(x) ≤ ı´nf
a∈U
{f(a) + Lip(f)(‖y − a‖+ ‖x− y‖)},
= f(y) + Lip(f)‖x− y‖,
entonces
f(x)− f(y) ≤ Lip(f)‖x− y‖,
ana´logamente
f(y) ≤ f(x) + Lip(f)‖x− y‖,
as´ı f es una funcio´n Lipschitziana en todo Rn por tanto una extensio´n
para f .
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Para el caso general, sea f : U → Rm, f = (f1, f2, · · · , fm), y defini-
mos f = (f1, f2, · · · , fm), donde f i es la extensio´n Lipschitziana para
fi entonces
‖g(x)− g(y)‖2 =
m∑
i=1
‖gi(x)− gi(y)‖2 ≤ m(Lip(f))2‖x− y‖2,
de esta u´ltima desigualdad obtenemos que
Lip (f) ≤ √m Lip (f).

Definicio´n 4. Definimos una suavizante en Rn como una funcio´n
j : Rn → [0,∞[ con j ∈ C∞c (Bn) y que satisface∫
Rn
j(x)dvn(x) = 1.
Definimos, para ǫ ∈]0, 1[.
jǫ(x) = ǫ
−nj(x/ǫ);
y para cualquier funcio´n localmente compacto en L1(Rn), esto es, f ∈
L1loc, definimos la funcio´n suavizante de f como
fǫ(x) = (jǫ ∗f)(x) =
∫
Rn
jǫ(y−x)f(y)dvn(y) =
∫
Rn
jǫ(y)f(x+y)dvn(y).
Proposicio´n 2.3.1.
1. Si u ∈ L1loc(Rn), entonces sopp (jǫ ∗ u) = [sopp u].
2. Si u ∈ C0(Rn), entonces jǫ∗u→ u uniformemente en subconjuntos
compactos de Rn cuando ǫ→ 0.
3. Si u ∈ L1loc(Rn), entonces jǫ ∗ u ∈ C∞(Rn), y
(Dα(jǫ ∗ u))(x) = (−1)|α|
∫
(Dαjǫ)(y − x)u(y)dvn(y)
para cualquier multi-´ındice α. Sin embargo, si u ∈ Ck(Rn), enton-
ces para todo |α| ≤ k se tiene
Dα(jǫ ∗ u) = jǫ ∗ (Dαu).
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4. Si u ∈ Lp(Rn), entonces
(a) jǫ ∗ u ∈ Lp(Rn),
(b) ‖jǫ ∗ u‖ ≤ ‖u‖p para todo p ∈ [1,∞], y
(c) ‖jǫ ∗ u− u‖p → 0 para todo p ∈ [1,∞[, cuando ǫ→ 0.
Demostracio´n: [Ver [MNR04] Pag. 109] 
Teorema 2.3.2. Sean f una funcio´n Lipschitz en Rn con soporte com-
pacto y sea fǫ = jǫ ∗ f la funcio´n suavizante de f , entonces
‖jǫ ∗ f − f‖p → 0, ‖∇jǫ ∗ f −∇f‖p → 0,
para todo p ∈ [1,∞[ cuando ǫ→ 0.
Demostracio´n: Dado que f es Lipschitz, la restriccio´n de f a cualquier
linea es absolutamente continua, as´ı toda derivada parcial existe en casi
todo punto de Rn, y son acotadas con soporte compacto. Luego cada
derivada parcial es un elemento de Lp para todo p ∈ [1,∞]. Tambien, la
continuidad absoluta a lo largo de las lineas y la compacidad del soporte
de f implica el Teorema Fundamental del Ca´lculo para cada derivada
parcial, por tanto ∫
Rn
∂f
∂xk
(x)dvn(x) = 0,
para k = 1, · · · , n. Entonces podemos usar el argumento de la Proposi-
cion [2.3.1] ı´tem (3) para mostrar
∂
∂xk
(jǫ ∗ f) = jǫ ∗ ∂f
∂xk
,
facilmente podemos obtener la conclusio´n del teorema. 
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2.4. Medida de Hausdorff
En esta seccio´n daremos la definicio´n de la medida de Hausdorff y
algunas propiedades importantes.
Definicio´n 5. Dado un subconjunto no vac´ıo U ⊂ Rn, se define el
dia´metro de U denotado por diam (U)
diam(U) = sup{|x− y|;x, y ∈ U},
Definicio´n 6. Sea U ⊂ Rn, una coleccio´n de subconjuntos {Cj}∞j=1 se
denomina δ-cubrimiento de U si
1. U ⊆
∞⋃
i=1
Cj,
2. diam (Cj) ≤ δ para todo j = 1, 2, · · · .
Definicio´n 7. Sea A ⊂ Rn, 0 ≤ s < ∞, 0 < δ ≤ ∞ y {Cj}∞j=1 un δ-
cubrimiento de A. Definimos la medida aproximada s-dimensional
Hausdorff del conjunto A
Hsδ(A) = ı´nf


∞∑
j=1
α(s)
(
diam Cj
2
)s
;A ⊂
∞⋃
j=1
Cj , diam Cj ≤ δ


donde
α(s) =
πs/2
Γ
(s
2
+ 1
) , (2.9)
y
Γ(s) =
∫ ∞
0
e−xxs−1dx, (0 < s <∞),
es la funcio´n Gamma.
Definicio´n 8. Para A y s como anteriormente, definimos
Hs(A) = l´ım
δ→0
Hsδ(A) = sup
δ>0
Hsδ(A),
denominamos Hs la medida s-dimensional de Hausdorff en Rn.
Observacio´n 2. Ln(Bn) = α(n)rn, donde Bn es una bola n-dimensional
de radio r.
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Teorema 2.4.1. Hs es una medida de Borel Regular para 0 ≤ s <∞
Demostracio´n: [Ver [EG92] Pag. 61] 
Teorema 2.4.2. Propiedades elementales de la medida Hausdorff
1. H0 es la medida de conteo.
2. H1 = L1 en R1.
3. Hs = 0 en Rn para todo s > n.
4. Hs(λA) = λsHs(A) para todo λ > 0, A ⊂ Rn.
Demostracio´n: [Ver [EG92] Pag. 63] 
Teorema 2.4.3. Supongamos que A ⊂ Rn y Hsδ(A) = 0 para algu´n
0 < δ ≤ ∞. Entonces Hs(A) = 0.
Demostracio´n: [Ver [EG92] Pag. 64] 
Teorema 2.4.4. Sea A ⊂ Rn y 0 ≤ s < t <∞.
1. Si Hs(A) <∞, entonces Ht(A) = 0.
2. Si Ht(A) > 0, entonces Hs(A) = +∞.
Demostracio´n: [Ver [EG92] Pag. 65] 
Definicio´n 9. La dimension de Hausdorff de un conjunto A ⊂ Rn
es definida por
Hdim(A) = ı´nf{0 ≤ s <∞;Hs(A) = 0}.
Teorema 2.4.5. Hn en Rn coincide con la medida de Lebesgue Ln. Un
conjunto es Hn medible si y so´lo si es Lebesgue medible y ambas medidas
son iguales en la clase de conjuntos medibles.
Demostracio´n: [Ver [EG92] Pag. 65] 
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2.5. Fo´rmula de la co-a´rea
En esta seccio´n asumiremos siempre que n ≥ m y que f : Rn → Rm
es una funcio´n Lipschitz.
Definicio´n 10. Si n ≤ m, definimos
Λ(m,n) = {λ : {1, · · · , n} → {1, · · · ,m};λ es creciente}.
Definicio´n 11. Para cada λ ∈ Λ(m,n), definimos la proyeccio´n Pλ :
R
m → Rn dada por
Pλ(x1, · · · , xm) = (xλ(1), · · · , xλ(n)).
Lema 2.5.1. Sean L : Rn → Rm una aplicacio´n lineal, n ≥ m, y
A ⊂ Rn Ln-medible. Entonces la aplicacio´n y → Hn−m(A ∩ L−1{y}) es
Ln-medible y ∫
Rm
Hn−m(A ∩ L−1{y})dy = det(L)Ln(A).
Demostracio´n: [Ver [EG92] Pag. 104] 
Lema 2.5.2. Sea A ⊂ Rn Ln-medible y n ≥ m. Entonces
(1) f(A) es Lm-medible,
(2) A ∩ f−1{y} es Hn−m medible para casi todo punto, Ln-medible.
(3) La aplicacio´n y → Hn−m(A ∩ f−1{y}) es Lm-medible.
(4)
∫
Rm
Hn−m(A∩f−1{y})dy ≤ (α(n−m)α(m))/α(n)(Lipf)mLn(A).
Donde α esta definido anteriormente.
Demostracio´n: [Ver [EG92] Pag. 105] 
Lema 2.5.3. Sean t > 1, h : Rn → Rn una funcio´n Lipschitz, y esta-
blecemos el conjunto
B = {x;Dh(x) existe y Jh(x) > 0}.
Entonces existe una coleccio´n numerable {Dk}∞k=1 de subconjuntos Borel
de Rn tal que
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(1) Ln(B −
∞⋃
k=1
Dk) = 0;
(2) h|Dk es uno a uno para k = 1, 2, · · · ; y
(3) para cada k = 1, 2, · · · , existe un automorfismo sime´trico Sk :
R
n → Rn tal que
Lip(S−1k ◦ (h|Dk)) ≤ t, Lip((h|Dk)−1 ◦ Sk) ≤ t
y t−n|det Sk| ≤ Jh|Dktn|det Sk|.
Demostracio´n: [Ver [EG92] Pag. 110] 
Teorema 2.5.1. (Fo´rmula de la Co-a´rea) Sean f : Rn → Rm Lips-
chitz y n ≥ m, entonces para cada A ⊆ Rn subconjunto Ln-medible,∫
A
|Jf (x)|dx =
∫
Rm
Hn−m(A ∩ f−1{y})dy,
donde |Jf(x)| denota el determinante del Jacobiano de la funcio´n f .
Demostracio´n: Por el Lema [2.5.2], podemos asumir que Df(x), y
por tanto Jf(x) existe para todo x ∈ A y que Ln(A) <∞.
Caso 1. Si A ⊂ {Jf > 0}: Para cada λ ∈ Λ(n, n−m), escribimos
f = q ◦ hλ,
donde
hλ : R
n → Rm × Rn−m, hλ(x) ≡ (f(x), Pλ(x)) (x ∈ Rn),
q : Rm × Rn−m → Rm, q(y, z) ≡ y (y ∈ Rm, z ∈ Rn−m),
y Pλ es la proyeccio´n definida anteriormente. Sea
Aλ = {x ∈ A; det Dhλ 6= 0},
= {x ∈ A;Pλ|[Df(x)]−1(0) es inyectiva}.
Ahora, A =
⋃
λ∈Λ(n,n−m)
Aλ; por lo tanto podemos asumir por simplicidad
A = Aλ para algunos λ ∈ Λ(n,n−m).
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Fijando t > 1 y aplicamos el Lema [2.5.3] a h = hλ para obtener con-
juntos de Borel disjuntos {Dk}∞k=1 y automorfismos sime´tricos {Sk}∞k=1
satisfaciendo los ı´tems (1)-(3).
Sea
Gk = A ∩Dk.
Afirmacio´n 2. t−nJq◦Sk ≤ Jf |Gk ≤ tnJq◦Sk .
En efecto, dado que f = q ◦ h, tenemos
Df = q ◦Dh
= q ◦ Sk ◦ S−1k ◦Dh
= q ◦ Sk ◦D(S−1k ◦ h)
= q ◦ Sk ◦ C,
donde C = D(S−1k ◦ h).
Por el Lema [2.5.3],
t−1 ≤ Lip (S−1k ◦ h) = Lip (C) ≤ t en Gk. (2.10)
Escribimos
Df = S ◦O∗,
q ◦ Sk = T ◦ P ∗,
para los automorfismos sime´tricos S, T : Rm → Rm y automorfismos
ortogonales O,P : Rm → Rn, tenemos entonces
S ◦O∗ = T ◦ P ∗ ◦ C. (2.11)
Consecuentemente, S = T ◦ P ∗ ◦ C ◦ O. Como Gk ⊂ A ⊂ {Jf >
0}, det S 6= 0 y as´ı det T 6= 0.
Si v ∈ Rm,
|T−1 ◦ Sv| = |P ∗ ◦ C ◦Ov|
≤ |C ◦Ov|
≤ t|Ov|; por (2.10)
= t|v|.
Por lo tanto
(T−1 ◦ S)(B(0, 1)) ⊂ B(0, t),
y as´ı
Jf = |det S| ≤ tn|det T | = tnJq◦Sk .
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Ana´logamente, si v ∈ Rm, tenemos de (2.11)
|S−1 ◦ Tv| = |O∗ ◦ C−1 ◦ Pv|
≤ |C−1 ◦ Pv|
≤ t|Pv|; por (2.10)
= t|v|,
as´ı
Jq◦Sk = |det T | ≤ tn|det S| = tnJf.
Ahora usando el Lema [2.5.1] tenemos
t−3n+m
∫
Rm
Hn−m(Gk∩f−1{y})dy ≤ t3n−m
∫
Rm
Hn−m(Gk∩f−1{y})dy.
Puesto que
Ln
(
A−
∞⋃
k=1
Gk
)
= 0,
podemos sumar en k, usando el Lema [2.5.2], y haciendo t → 1+ con-
cluimos ∫
Rm
Hn−m(A ∩ f−1{y})dy =
∫
A
Jfdx.
Caso 2. A ⊂ {Jf = 0}:
Fijando ǫ > 0 definimos
g : Rn × Rm → Rm, g(x, y) ≡ f(x) + ǫy,
p : Rn × Rm → Rm, p(x, y) ≡ y(x ∈ Rn, y ∈ Rm).
Entonces
Dg = (Df, ǫI)m×(n+m),
y
ǫm ≤ Jg = JDg = JDg∗ ≤ Cǫ.
Observe que ∫
Rm
Hn−m(A ∩ f−1{y})dy
=
∫
Rm
Hn−m(A ∩ f−1{y − ǫω})dy para todo ω ∈ Rm
=
1
α(m)
∫
B(0,1)
∫
Rm
Hn−1(A ∩ f−1{y − ǫω})dydω.
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Afirmacio´n 3. Fijando y ∈ Rm, ω ∈ Rm y seaB = A×B(0, 1) ⊂ Rn+m.
Entonces
B ∩ g−1{y} ∩ p−1{ω} =
{
∅, si ω 6∈ B(0, 1),
(A ∩ f−1{y − ǫω})× {ω}, si ω ∈ B(0, 1).
En efecto, tenemos (x, z) ∈ B ∩ g−1{y} ∩ p−1{ω} si y so´lo si
x ∈ A, z ∈ B(0, 1), f(x) + ǫz = y, z = ω,
si y so´lo si
x ∈ A, z = ω ∈ B(0, 1), f(x) = y − ǫω,
si y so´lo si
ω ∈ B(0, 1), (x, z) ∈ (A ∩ f−1{y − ǫω})× {ω}.
Ahora calculamos∫
Rm
Hn−m(A ∩ f−1{y})dy
=
1
α(m)
∫
Rm
∫
Rm
Hn−m(B ∩ g−1{y} ∩ p−1{ω})dωdy
≤ α(n−m)
α(n)
∫
Rm
Hn(B ∩ g−1{y})dy
=
α(n−m)
α(n)
∫
B
Jgdxdz
≤ α(n−m)α(m)
α(n)
Ln(A) sup
B
Jg
≤ CLn(A)ǫ.
Haciendo ǫ→ 0 obtenemos∫
Rm
Hn−m(A ∩ f−1{y})dy = 0 =
∫
A
|Jf |dx.
Para el caso general, escribimos A = A1 ∪ A2 donde A1 ⊂ {|Jf | > 0},
A2 ⊂ {|Jf | = 0} y aplicamos los casos 1 y 2 anteriores. 
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Ma´s au´n podemos genralizar la fo´rmula de la Co-a´rea para una fun-
cio´n medible Φ ≥ 0 definida en A
∫
A
Φ(x)Jf Hn(x) =
∫
Rm
(∫
f−1(y)
Φ(x)dHn−m(x)
)
dHm(y).
Veamos algunos ejemplos
Ejemplo 1. Sea f : Rn → R, entonces Jf = |Jf (x)| = |∇f(x)|, toman-
do f(x) = |x|, tenemos que Jf(x) = 1 en todo punto de Rn menos el
origen, puesto que la imagen de f es [0,+∞[, la fo´rmula de Co-a´rea se
escribe ∫
Rn
Φ(x)Hn(x) =
∫ ∞
0
(∫
∂B(0,r)
Φ(x)dHn−1(x)
)
dr.
Esto es la fo´rmula de integracio´n en coordenadas esfe´ricas.
Ejemplo 2. Consideremos ahora la proyeccio´n en las primeras m coor-
denadas f : Rn → Rm, m < n. f(x1, · · · , xn) = (x1, · · · , xm). Entonces
Jf(x) = 1, y obtenemos ∫
Rn
Φ(x)dHn(x) =∫
Rm
(∫
n−m
Φ(x1, · · · , xn)dHn−m(xm+1, · · · , xn)
)
dHm(x1, · · · , xm).
Y esto es el Teorema de Fubini.
Ejemplo 3. Por u´ltimo consideremos f : Rn → R funcio´n Lipschitz y
Φ = 1, luego Jf = |∇f(x)|, y escribimos la fo´rmula de la Co-a´rea∫
Rn
|∇f(x)|dx =
∫ +∞
−∞
Hn−1({f = t})dx.
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2.6. Elementos de ca´lculo y geometr´ıa de cur-
vas
Definicio´n 12. Llamamos curva parametrizada a una aplicacio´n
continua α : I → R2, donde I es un intervalo cerrado, por ejemplo
I = [a, b].
Dada una particio´n
{a = t0 < t1 < · · · < tm−1 < tm = b},
del intervalo [a, b], denotemos con ℓm(α) la l´ınea poligonal obtenida al
unir los puntos α(t0), α(t1), · · · , α(tm).
La longitud de ℓm(α) es Lm =
m∑
i=1
‖α(ti) − α(ti−1)‖, donde ‖ . ‖
denota la norma euclidiana en R2.
La curva α se dice que es rectificable cuando es finito el supremo
de las longitudes de todas la l´ıneas poligonales obtenidas de particiones
del intervalo [a, b]. En este caso, este supremo es llamado la longitud de
la curva α y es denotado por L(α).
Si escribimos la curva α en coordenadas de R2, existen funciones
continuas tales que α(t) = (x(t), y(t)) para todo t ∈ [a, b], si las funciones
x e y son de clase C1(por partes), diremos que la curva α es de clase
C1(por partes). Curvas de clase C1 por partes admiten en los puntos
diferenciables un vector velocidad
α′(t) = (x′(t), y′(t)).
Una curva de clase C1 por partes tiene como longitud la siguiente
expresio´n
ℓ(α) =
∫ l
0
‖α′(t)‖dt,
y la gra´fica de la curva α es un conjunto en el plano
α([a, b]) = {α(t); t ∈ [a, b]}.
Proposicio´n 2.6.1. Sea α : [a, b] → R2 una curva regular. Existe β :
[0, l] → R2 curva regular tal que β y α tiene la misma gra´fica en R2 y
β satisface ‖β′(s)‖ = 1, para cualquier s ∈ [0, l].
Las curvas regulares α : [a, b]→ R2 con vector tangente que satisface
‖α′(t)‖ = 1, para cualquier t ∈ I son llamadas parametrizadas por
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longitud de arco, la proposicio´n anterior nos dice que todas las curvas
regulares admiten una parametrizacio´n por longitud de arco.
Las curvas tienen una direccio´n normal bien definida a lo largo
de ellas, de hecho en la direccio´n perpendicular a α′(t). Si α(t) =
(x(t), y(t)), entonces un vector normal apunta en la direccio´n ortogo-
nal a (x′(t), y′(t)), que es la direccio´n dada por (−y′(t), x′(t)), cuando α
es una curva parametrizada por longitud de arco, el campo vectorial
N(t) = N(α(t)) = (−y′(t), x′(t)),
es unitario y normal a α en α(t). Cuando α es una curva parame-
trizada por longitud de arco de clase C2, la derivada del campo normal
N es dada por N ′(t) = (−y′′(t), x′′(t)). Derivando con especto a t la
igualdad x′2(t) + y′2(t) = 1 obtenemos
x′(t)x′′(t) + y′(t)y′′(t) = 0,
y por tanto N ′(t) es ortogonal a N(t). Como N(t) es ortogonal tanto
a α′(t) como a N ′(t) entonces N ′(t) es paralelo a α′(t). As´ı, existe una
constante (que depende de t) k(t), llamada curvatura de α en t tal que
N ′(t) = −k(t)α′(t).
Definicio´n 13. Una curva α : [0, l] → R2 es llamada cerrada y sim-
ple, o simplemente de Jordan, si α(0) = α(l) y α es inyectiva en [0, l].
Una curva de Jordan delimita una regio´n D del plano.
Al parametrizar una curva, acostumbramos orientarla en sentido an-
tihorario, de modo que D quede a la izquierda de quien recorre la curva
cuando t va creciendo. Es fa´cil mostrar que si α es regular con esta
orientacio´n, entonces se tiene que −N(t) = (y′, x′) es normal exterior a
D. Estas son orientaciones utilizadas en el Teorema de la divergencia.
26
Cap´ıtulo 3
Desigualdad isoperime´trica
en el plano
En el plano consideraremos la desigualdad isoperime´trica donde el
dominio tiene frontera de clase C1, esto quiere decir que la frontera es
una curva diferenciable. Pero en el plano tambie´n podemos considerar el
problema isoperime´trico para otro tipo de dominios, de fronteras, ma´s
espec´ıficamente para pol´ıgonos, por ejemplo:
Entre todos los tria´ngulos de un mismo per´ımetro, encontrar
aquel que encierre mayor a´rea.
Es claro que la respuesta es el tria´ngulo equilatero, de la misma mane-
ra podemos formular el mismo problema para recta´ngulos, y podemos
afirmar entonces
Entre todos los recta´ngulos de un mismo per´ımetro, el cuadrado es el
que encierra mayor a´rea.
Ma´s au´n, se generaliza este problema para pol´ıgonos de n-lados,
con respuesta evidente un n-a´gono regular, este resultado es debido a
Zenodoro (200-140 a.C.) que podemos consultarla tambie´n en [CZ08].
Volviendo a nuestro problema original, para dominios de frontera
suave, la primera prueba que daremos fue elaborada por E. Schmidt
[SCH39] donde utiliza la teor´ıa de curvas, esta prueba tambie´n puede
verse en el libro del matema´tico brasilero Manfredo Do Carmo [DC12],
la segunda prueba que presentaremos es debido a A. Hurwitz [HUR01]
que usa el ana´lisis de Fourier, tambie´n podemos encontrar esta prueba
en [TK16].
Para el caso del plano existen otras pruebas, para enunciar algunas,
por Karl Weierstrass, H.A. Schwarz y P. Lax.
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3.1. Prueba 1
Lema 3.1.1. El a´rea A de una regio´n limitada por una curva cerrada,
simple y orientada positivamente, α(t) = (x(t), y(t)), t ∈ [a, b], esta´ dada
por
A = −
∫ b
a
y(t)x′(t)dt =
∫ b
a
x(t)y′(t)dt =
1
2
∫ b
a
(x(t)y′(t)− y(t)x′(t))dt.
Demostracio´n: Usaremos el Teorema de Green en el plano que es
un caso particular del Teorema de Stokes: Si F : R2 → R2 es un campo
vectorial de clase C1, definido por F (x, y) = (P (x, y), Q(x, y)), entonces∫
C+
(Pdx+Qdy) =
∫∫
D
(
∂Q
∂x
− ∂P
∂y
)
dxdy,
donde D es una regio´n limitada por la curva C, orientada positivamente.
Dado que F (x, y) = (−y, x) ∈ C1, se tiene∫
C+
(−ydx+ xdy) =
∫∫
D
(1− (−1))dxdy =
∫∫
D
2dxdy = 2A´rea(D)
Utilizando las hipo´tesis dadas, resulta
A = A´rea(D) =
1
2
∫ b
a
(−yx′ + xy′)dt
Por otro lado,
∫ b
a
xy′dt =
∫ b
a
[(xy)′ − x′y]dt
=
∫ b
a
(xy)′dt−
∫ b
a
x′ydt
= [x(b)y(b)− x(a)y(a)]−
∫ b
a
x′ydt
= −
∫ b
a
x′ydt,
pues y(a) = y(b) y x(b) = x(a). Lo que completa la demostracio´n. 
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Teorema 3.1.1. Sea C una curva plana cerrada simple de longitud L,
y A el a´rea de la regio´n que encierra C. Entonces
L2 ≥ 4πA, (3.1)
y se verifica la igualdad si y solamente si C es un c´ırculo.
Demostracio´n: Fijamos un sistema de coordenadas XY , conside-
remos L1 y L2 dos rectas paralelas al eje Y que tocan de forma tangente
por primera vez a la curva cerrada C, obtenemos dos rectas paralelas
tangentes a la curva C, de modo que la curva esta´ totalmente contenida
en la regio´n limitada por las rectas paralelas L1 y L2.
Consideremos tambien´ un c´ırculo S1 que sea tangente a L1 y L2 y
no intersecta a la curva C. Denotemos con O el centro de S1 y conside-
remos el sistema de coordenadas cartesianas con origen en O y eje OX
perpendicular a L1 y L2 (Ver figura [3.1]).
Parametrizando la curva C por longitud de arco, α(s) = (x(s), y(s)),
de modo que C tenga orientacio´n positiva y los puntos de tangencia con
L1 y L2 sean respectivamente, s = 0 y s = s1.
Podemos suponer que la ecuacio´n de S1 es
α(s) = (x(s), y(s)) = (x(s), y(s)), s ∈ [0, l].
usando el Lema [3.1.1] y denotando por A el a´rea de la regio´n limitada
por S1, tenemos
A =
∫ l
0
xy′ds, A = πR2 = −
∫ l
0
yx′ds.
Sea 2r la distancia entre L1 y L2, as´ı
A+ πR2 =
∫ l
0
(xy′ − yx′)ds,
=
∫ l
0
[(x′, y′).(−y, x)]ds,
≤
∫ l
0
|α′||α|ds,
=
∫ l
0
|α|ds = lr, (3.2)
donde hemos usado la desigualdad de Cauchy-Schwarz, y la igualdad se
verifica si y so´lo si α′ es multiplo de α, es decir,
α′ =
1
r
(−y, x),
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en particular, la igualdad implica que y′ =
1
r
x.
Usando la desigualdad geome´trica-aritme´tica (Proposicio´n [2.2.2])
para dos nu´meros junto con (3.2), tenemos
√
A
√
πR2 ≤ 1
2
(A+ πR2) ≤ 1
2
lr. (3.3)
luego
4πAR2 ≤ l2R2,
es decir la desigualdad isoperime´trica (3.1).
Figura 3.1: Construccio´n de E. Schmidt.
Claramente si C es un c´ırculo tenemos la igualdad en (3.1), su-
pongamos ahora que es va´lida la igualdad en (3.1), por tanto tenemos
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las igualdades en (3.2) y (3.3), de esta u´ltima igualdad tenemos que
A = πR2 y as´ı l = 2πr2 y r no depende de la eleccio´n de la direccio´n de
L1.
Por otro lado de la igualdad en (3.2) tenemos y′ =
1
r
x, nuevamente co-
mo r no depende de la eleccio´n de la direccio´n de L1 podemos efectuar
la misma construccio´n con rectas perpendiculares a L1, luego x
′ =
1
r
y.
Por lo tanto
1 = (x′)2 + (y′)2 =
1
R2
(x2 + y2),
y as´ı la curva C es un c´ırculo. 
3.2. Prueba 2
Teorema 3.2.1. Sea C una curva cerrada simple rectificable de longitud
L que limita una regio´n de a´rea A, entonces
L2 ≥ 4πA.
Adema´s la igualdad es alcanzada si y solamente si la curva C es un
c´ırculo.
Demostracio´n: Sea C una curva cerrada simple de clase C1 por
partes de longitud L que limita una regio´n de a´rea A, consideremos
una parametrizacio´n por longitud de arco γ˜(t) = (x˜(t), y˜(t)) podemos
reparametrizar nuevamente la curva C de tal manera que este´ definida
en el intervalo [0, 1] y as´ı x′2(t)+y′2(t) = L2 para todo t ∈ [0, 1] excepto
en un nu´mero finito de puntos.
Tomando la expansio´n en series de Fourier para cada una de las
funciones x e y,
x(t) =
a0
2
+
∞∑
n=1
(an cos 2nπt+ bn sen 2nπt),
y(t) =
c0
2
+
∞∑
n=1
(cn cos 2nπt+ dn sen 2nπt).
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Analogamente, las derivadas de estas funciones escritas en series de Fou-
rier.
x′(t) =
∞∑
n=1
2nπ(−an sen 2nπt+ bn cos 2nπt),
y′(t) =
∞∑
n=1
2nπ(−cn sen 2nπt+ dn cos 2nπt).
Aplicamos la identidad de Parseval a las funciones x′ y y′, obtenemos
∞∑
n=1
4n2π2(a2n + b
2
n) = 2
∫ 1
0
|x′(t)|2dt,
∞∑
n=1
4n2π2(c2n + d
2
n) = 2
∫ 1
0
|y′(t)|2dt.
sumando estas u´ltimas igualdades tenemos
∞∑
n=1
2n2π2(a2n + b
2
n + c
2
n + d
2
n) =
∫ 1
0
|x′(t)|2 + |y′(t)|2dt = L2.
Por otro lado, del Lema [3.1.1] el a´rea esta dado porA =
1
2
∫ 1
0
x(t)y′(t)dt,
esto implica que
A =
∞∑
n=1
nπ(andn − bncn).
luego,
L2 − 4πA
= 2π2
∞∑
n=1
(
(nan)
2 + (nbn)
2 + (ncn)
2 + (ndn)
2 − 2nandn + 2nbncn
)
= 2π2
∞∑
n=1
(
(nan − dn)2 + (nbn + cn)2 + c2n(n2 − 1) + d2n(n2 − 1)
) ≥ 0,
que es la desigualdad isoperime´trica.
Adema´s, si la igualdad es alcanzada, es decir L2 = 4πA si y sola-
mente si an = bn = cn = dn = 0 para n > 1, esto por la desigualdad
precedente.
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Por tanto la sumatoria es de la forma (a1 − d1)2 + (b1 + c1)2 = 0,
luego denotando con p = a1 = d1 y −q = b1 = −c1, las funciones x e y,
toman la forma
x(t) =
a0
2
+ p cos(2πt)− q sen (2πt),
y(t) =
c0
2
+ q cos(2πt) + p sen (2πt).
as´ı
(
x(t)− a0
2
)2
+
(
y(t)− c0
2
)2
= p2 + q2.
que corresponde a un c´ırculo centrado en (a0/2, c0/2) de radio
√
p2 + q2.

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Cap´ıtulo 4
Desigualdad isoperime´trica
en Rn
La pruebas dadas en el cap´ıtulo anterior debido a que utilizamos
propiedades del plano, no pueden extenderse al espacio euclidiano n-
dimensional Rn con n ≥ 3, en estos espacios necesitaremos de otras
herramientas ya que el problema se complica por ejemplo en la unicidad,
como cita M. Telichevesky y P. Klaser en [TK16] a M. Berguer [BER03].
El plano es la u´nica superficie donde la unicidad de la solucio´n del
problema isoperime´trico es fa´cil de probar. Existe una buena razo´n para
esperar esto: Solo en dimensio´n 3, la unicidad puede ser falsa. Imagine
una esfera en el espacio, y adicione a ella “cabellos”, osea, curvas (para
adentro o para fuera, da igual). El a´rea de la superficie no se altera,
tampoco el volumen encerrado por ella, y por tanto la esfera “cabellu-
da”tambie´n es solucio´n! Entonces la unicidad solo puede ser esperada
si adicionamos algunas hipo´tesis, como por ejemplo pedir la regularidad
o convexidad (ambas no son satisfechas por la esfera cabelluda).
M. Berguer concluye diciendo que de esta simple observacio´n pode-
mos entender las interrogantes que envuelven problemas isoperime´tricos
esta´n usualmente fuera de los curr´ıculos matema´ticos.
La prueba que daremos en esta seccio´n es debido al Teorema Federer-
Fleming y para el caso de la igualdad la hipo´tesis a considerar sera´ que
el dominio sea convexo con frontera de clase C1.
Es claro tambie´n que existen muchas otras pruebas para el caso n-
dimensional donde se usan diferentes herramientas. Nuestro resultado
principal a probar en este trabajo es el siguiente.
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Teorema 4.0.2. Sea Ω un dominio acotado en Rn, con frontera ∂Ω de
clase C1. Entonces
|∂Ω|
|Ω|1−1/n ≥
|Sn−1|
|Bn|1−1/n ,
donde Sn−1 = ∂Bn y Bn denota la bola unitaria n-dimensional de Rn.
Denotemos con ωn = |Bn| y cn−1 = |Sn−1|, tenemos la siguiente
relacio´n
cn−1 =
2πn/2
Γ(n/2)
, ωn =
cn−1
n
,
donde Γ(x) denota la funcio´n gamma, reescribiendo la desigualdad iso-
perime´trica en te´rminos de estas constantes obtenemos
|∂Ω|
|Ω|1−1/n ≥ nω
1/n
n .
En este cap´ıtulo daremos una prueba de esta desigualdad y mostraremos
tambie´n que bajo ciertas condiciones adicionales para el dominio Ω la
igualdad es alcanzada si y solamente si Ω es una bola n-dimensional en
R
n.
A lo largo de este cap´ıtulo, un dominio se referira´ a un conjunto
abierto y conexo, tambien´ hemos restringido el problema isoperime´trico
a dominios en Rn; pero si pudieramos resolver este problema, para un
nu´mero finito de dominios acotados seguira´ facilmente de la solucio´n
para los dominios individuales. De hecho, asumiendo que uno tiene la
desigualdad para dominios en Rn. Si
Ω = Ω1 ∪ Ω2 ∪ · · · ∪ Ωm,
donde cada Ωj es un dominio relativamente compacto (es decir, la ce-
rradura de Ωj es compacto) en R
n tal que
Ωj ∩ Ωk = ∅, para cualesquiera j 6= k,
entonces la desigualdad de Minkowski implica
|Ω|1−1/n ≤
m∑
j=1
|Ωj |1−1/n ≤ 1
nω
1/n
n
m∑
j=1
|∂Ωj | = 1
nω
1/n
n
|∂Ω|.
As´ı, la desigualdad isoperime´trica se extiende a una unio´n finita de do-
minios, observe que la igualdad implica que Ω sea un dominio. Debemos
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tener en cuenta tambie´n que para cualquier dominio Ω en Rn, su volu-
men es la n-medida dimensional de Lebesgue, y si ∂Ω ∈ C1, entonces
el a´rea de ∂Ω esta´ dada por la superficie de una hipersuperficie diferen-
ciable en Rn.
Daremos algunas definiciones y resultados previos que utilizaremos
ma´s adelante.
4.1. Federer - Fleming
Definicio´n 14. Se define la constante isoperime´trica J de Rn como
J = ı´nf
Ω
|∂Ω|
|Ω|1−1/n ,
donde Ω var´ıa sobre los dominios acotados en Rn con frontera de clase
C1.
Definicio´n 15. Se define la constante So´bolev G de Rn como
G = ı´nf
f
‖ ∇f ‖1
‖ f ‖n/(n−1)
,
donde f var´ıa sobre C∞c (R
n).
Teorema 4.1.1. (Federer-Fleming) Las constantes, isoperime´trica y
So´bolev son iguales, es decir.
J = G.
Demostracio´n: Sea Ω un dominio acotado en Rn con frontera de
clase C1. Para ǫ > 0 suficientemente pequen˜o consideramos la funcio´n
(Ver figura [4.1] ).
fǫ(x) =


1, si x ∈ Ω,
1− 1
ǫ
d(x, ∂Ω), si x ∈ Rn \ Ω, d(x, ∂Ω) < ǫ,
0, si x ∈ Rn \ Ω, d(x, ∂Ω) ≥ ǫ.
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Figura 4.1: La funcio´n fǫ para Ω = ]a, b[
Claramente fǫ es Lipschitz para cada ǫ > 0, y por Teorema [2.3.2]
podemos aproximar fǫ, por funciones φǫ,j ∈ C∞c (Rn) tal que
‖φǫ,j − fǫ‖n/(n−1) → 0, ‖∇φǫ,j −∇fǫ‖1 → 0,
cuando j →∞. Por otro lado, por definicio´n de G, tenemos
G ≤ ‖∇fǫ‖1‖fǫ‖n/(n−1)
,
y uno puede comprobar
l´ım
ǫ→0
∫
Rn
|fǫ|n/(n−1)dV = |Ω|, (4.1)
tambie´n, como ∂Ω es cerrado, existe x ∈ ∂Ω tal que d(x, ∂Ω) = d(x, x),
donde x = (x1, · · · , xn) luego dado j = 1, · · · , n tenemos
∂fǫ
∂xj
(x) = −1
ǫ
∂
∂xj
(xj − xj)
d(x, x)
,
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por tanto,
|∇fǫ| =


1
ǫ
, si x ∈ Rn \ Ω, d(x, ∂Ω) < ǫ,
0, en otro caso.
integrando y tomando l´ımite, tenemos
l´ım
ǫ→0
∫
Rn
|∇fǫ|dV = l´ım
ǫ→0
|{x 6∈ Ω : d(x, ∂Ω) < ǫ}|
ǫ
= |∂Ω|, (4.2)
observe que la u´ltima igualdad es debido a la definicio´n de a´rea Min-
kowski, para ma´s detalles ver [CHA93], as´ı de (4.1) y (4.2) tenemos
G ≤ l´ım
ǫ→0
‖∇fǫ‖1
‖fǫ‖n/(n−1)
=
|∂Ω|
|Ω|1−1/n ,
con respecto a todos los dominios Ω, del cual concluimos
G ≤ J ,
resta probar la desigualdad contraria, es decir J ≤ G o equivalentemente
∫
Rn
|∇f |dV ≥ J
{∫
Rn
|f |n/(n−1)dV
}1−1/n
, ∀f ∈ C∞c (Rn).
Para ello, sea f ∈ C∞c (Rn) y definimos los siguientes conjuntos
Ωt = {x : |f |(x) > t},
denotamos con |Ωt| el volumen de Ωt. Ahora utilizando la fo´rmula de la
co-a´rea, implica∫
Rn
|∇f |dV =
∫ ∞
0
||f |−1(t)|dt ≥ J
∫ ∞
0
|Ωt|1−1/ndt,
y por el Teorema de Fubini tenemos∫
Rn
|f |n/(n−1)dV = n
n− 1
∫ ∞
0
t1/(n−1)|Ωt|dt,
de estas u´ltimas igualdades es suficiente probar que
∫ ∞
0
|Ωt|1−1/ndt ≥
{
n
n− 1
∫ ∞
0
t1/(n−1)|Ωt|dt
}1−1/n
, (4.3)
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para esto consideremos
G(s) =
∫ s
0
|Ωt|1−1/ndt, F (s) =
{
n
n− 1
∫ s
0
t1/(n−1)|Ωt|dt
}1−1/n
,
claramente
G(0) = F (0),
tambie´n, puesto que |Ωt| es una funcio´n decreciente en la variable t,
tenemos
F ′(s) =
n− 1
n
[
n
n− 1
]1−1/n{∫ s
0
t1/(n−1)|Ωt|dt
}−1/n
s1/(n−1)|Ωt|,
≤
[
n
n− 1
]−1/n{∫ s
0
t1/(n−1)dt
}−1/n
s1/(n−1)|Ωt|1−1/n,
= |Ωt|1−1/n,
= G′(s).
Por tanto, para todo s ≥ 0, tenemos
F ′(s) ≤ G′(s) y F (0) = G(0) = 0,
luego
F (s) ≤ G(s), para todo s ≥ 0.
Tomando l´ımite s→ +∞ obtenemos
l´ım
s→+∞
F (s) ≤ l´ım
s→+∞
G(s),
por tanto (4.3) es va´lido y as´ı J ≤ G. 
Teorema 4.1.2. Dado cualquier φ ∈ C∞c (Rn), se cumple
|∇|φ|| = |∇φ|, (4.4)
para casi todo punto de Rn.
Demostracio´n: Primero, en el conjunto abierto {φ > 0} tenemos
|φ| = φ, y en el conjunto abierto {φ < 0} tenemos |φ| = −φ, luego en
ambos casos la igualdad (4.4) es va´lida.
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Adema´s, {φ = 0}∩{∇φ 6= 0} es una superficie (n−1)-dimensional de
R
n, esto implica que el volumen n-dimensional de {φ = 0} ∩ {∇φ 6= 0})
es cero, luego en este caso (4.4) nuevamente es va´lida.
Queda por considerar que´ sucede en el caso cuando φ = 0 y ∇φ = 0.
Consideremos para ǫ > 0, la funcio´n
φǫ =
√
φ2 + ǫ2,
entonces φǫ → |φ| cuando ǫ→ 0, y ∇φǫ → ±∇φ cuando ǫ→ 0 si φ 6= 0.
Cuando φ = 0, entonces ∇φǫ = 0; por tanto ∇φǫ → ∇φ cuando
φ = 0 y ∇φ = 0. Una integracio´n por partes implica que ∇φǫ converge
a la derivada de´bil de |φ| en W 1,1, que es ∇|φ|. 
Ahora estamos listos para mostrar el Teorema principal de este trabajo.
4.2. La desigualdad isoperime´trica
Teorema 4.2.1. Sea Ω un dominio acotado en Rn, con frontera ∂Ω de
clase C1. Entonces
|∂Ω|
|Ω|1−1/n ≥ nω
1/n
n =
|Sn−1|
|Bn|1−1/n , (4.5)
donde Sn−1 = ∂Bn y Bn denota la bola unitaria n-dimensional de Rn.
Demostracio´n: De las definiciones de constante isoperime´trica de
R
n y la constante So´bolev de Rn es suficiente mostrar que
‖∇f‖1 ≥ nω1/nn ‖ f ‖n/(n−1), para cualquier f ∈ C∞c (Rn). (4.6)
En efecto, si la desigualdad anterior es va´lida, entonces
‖∇f‖1
‖f‖n/(n−1)
≥ nω1/nn , para cualquier f ∈ C∞c (Rn)
luego, por el Teorema Federer-Fleming [4.1.1]
J = G ≥ nω1/nn ,
y por tanto
|∂Ω|
|Ω|1−1/n ≥ nω
1/n
n ,
para todo Ω dominio acotado en Rn con frontera ∂Ω de clase C1 que es
la desigualdad deseada.
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Consideremos primero C = [0, 1]n, el n-cubo unitario en Rn, y para
una funcio´n no negativa µ ∈ C1c (Rn), consideremos las funciones
uj : Rn → [0,∞[
definidos por
uj(x) =
∫ +∞
−∞
dξj
∫
Rn−j
µ(x1, · · · , xj−1, ξj , ξj+1, · · · , ξn)dξj+1 · · · dξn,
para j = 1, · · · , n.
Consideremos tambie´n la funcio´n η = (η1, · · · , ηn) : Rn → C defini-
das por
ηj(x) =
1
uj(x)
∫ xj
−∞
dξj
∫
Rn−j
µ(x1, · · · , xj−1, ξj , ξj+1, · · · , ξn)dξj+1 · · · dξn,
se cumple
∂ηj
∂xj
(x) =
uj+1
uj
(x),
y como una consecuencia de lo anterior tenemos
∂η1
∂x1
(x) =
∂η2
∂x2
(x) = · · · = ∂η
n
∂xn
(x),
donde consideramos un+1(x) = µ(x).
Por otro lado observamos que ηj depende de las variables x1, x2, · · · , xj−1
por lo que la matriz Jacobiana Jη(x) es triangular inferior, luego
detJη(x) =
n∏
j=1
∂ηj
∂xj
(x) =
un+1
u1
(x). (4.7)
Tambie´n,
u1(x) =
∫ +∞
−∞
dξ1
∫
Rn−1
µ(ξ1, · · · , ξn)dξ2 · · · dξn =
∫
Rn
µ(x)dx,
as´ı reescribiendo (4.7)
detJη(x) =
{∫
Rn
µ(x)dx
}−1
µ(x). (4.8)
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Consideremos un caso especial, Ω = Bn dominio convexo y acotado en
R
n con frontera de clase C1, µ = 1Ω la funcio´n caracter´ıstica del dominio
Ω y denotamos con Φ a su respectivo η definido anteriormente (Observe
que 1Ω 6∈ C1c (Rn) sin embargo tanto uj como ηj esta´n bien definidos
desde que Ω es un dominio acotado).
En general cuando Ω es un dominio convexo y acotado en Rn η ∈
C1(Ω) ∩ C0(Ω), derivando η y usando la convexidad tenemos que η es
Lipschitz por tanto C0(Ω)(Ver [KNO57]).
Ahora por (4.8) tenemos
detJΦ(x) =
{∫
Rn
1Ω(x)dx
}−1
1Ω(x) = ω
−1
n .
Claramente Φ es un difeomorfismo, as´ı Φ : B
n → C y η : Rn → C luego
ζ = Φ−1 ◦ η : Rn → Bn.
Es claro que |ζ| ≤ 1 y vamos a pensar ζ como una funcio´n de Rn en Bn,
entonces puesto que detJζ(x) = det JΦ−1 .det Jη y (4.8) tenemos
detJζ(x) = ωn
{∫
Rn
µ(x)dx
}−1
µ(x) ≤
{
divζ
n
}n
(x), (4.9)
observe que hemos aplicado aqu´ı la desigualdad aritme´tica-geome´tri-
ca (Proposicio´n [2.2.2]). Ahora vamos aplicar lo anterior para alguna
funcio´n no negativa f ∈ C∞c , consideremos
µ = fn/(n−1) = f1f1/(n−1) = fµ1/n,
esto es,
µ(x) = f(x)µ(x)1/n,
por otro lado de la desigualdad (4.9) despejamos µ(x) y obtenemos
µ(x) ≤ {nω1/nn }−1
{∫
Rn
µ(x)dx
}1/n
(fdivζ)(x),
=
‖ f ‖1/(n−1)n/(n−1)
nω
1/n
n
{divfζ −∇f · ζ}(x),
en la u´ltima igualdad hemos usado la identidad fdiv ζ+∇f ·ζ = div f ·ζ,
luego
‖ f ‖n/(n−1)≤
−1
nω
1/n
n
∫
Rn
∇f · ζdV ≤ 1
nω
1/n
n
∫
Rn
|∇f |dV, (4.10)
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esta es la desigualdad (4.6) para funciones no negativas f ≥ 0.
Demostraremos ahora para el caso general, dado f ∈ C1c (Rn) en-
tonces Lipschitz con soporte compacto, consideremos la funcio´n Fǫ =
jǫ ∗ |f | ≥ 0.. Entonces (4.10) implica
‖ Fǫ ‖n/(n−1)≤
1
nω
1/n
n
∫
Rn
|∇Fǫ|dV,
haciendo ǫ→ 0; y por el Teorema [2.3.2] obtenemos
‖ f ‖n/(n−1)≤
1
nω
1/n
n
∫
Rn
|∇|f ||dV.
Ahora por el Teorema [4.1.2] es decir |∇|f || = |∇f |, concluimos
‖ f ‖n/(n−1)≤
1
nω
1/n
n
∫
Rn
|∇f |dV.

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4.3. Caso de la igualdad
Ahora vamos a considerar el caso de la igualdad en la desigualdad
isoperime´trica, es decir en la ecuacio´n (4.5). Primeramente veamos co-
mo actua la funcio´n η definida anteriormente, para Ω = B3 que es un
dominio convexo y acotado en R3 con frontera de clase C1 y µ : R3 → R
como µ = 1Ω la funcio´n caracter´ıstica de este dominio Ω, luego
u1(x1, x2, x3) =
∫ +∞
−∞
dξ1
∫
R2
1Ω(ξ1, ξ2, ξ3)dξ2dξ3
=
∫
R3
1Ω(ξ1, ξ2, ξ3)dξ1dξ2dξ3
= V3(Ω)
η1(x1, x2, x3) =
1
u1(x1, x2, x3)
∫ x1
−∞
dξ1
∫
R2
1Ω(ξ1, ξ2, ξ3)dξ2dξ3
=
V3(Ω ∩ {(ξ1, ξ2, ξ3) ∈ R3; ξ1 < x1})
V3(Ω)
Figura 4.2: Las funciones η1 y u1
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u2(x1, x2, x3) =
∫ +∞
−∞
dξ2
∫
R1
1Ω(x1, ξ2, ξ3)dξ3
=
∫
R2
1Ω(x1, ξ2, ξ3)dξ2dξ3
= V2(Ω ∩ {(ξ1, ξ2, ξ3) ∈ R3;x1 = ξ1})
η2(x1, x2, x3) =
1
u2(x1, x2, x3)
∫ x2
−∞
dξ1
∫
R
1Ω(x1, ξ2, ξ3)dξ3
=
V2(Ω ∩ {(ξ1, ξ2, ξ3) ∈ R3;x1 = ξ1, x2 < ξ2})
V2(Ω ∩ {(ξ1, ξ2, ξ3) ∈ R3;x1 = ξ1})
Figura 4.3: Las funciones η2 y u2
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u3(x1, x2, x3) =
∫ +∞
−∞
dξ31Ω(x1, x2, ξ3)
=
∫
R
1Ω(x1, x2, ξ3)dξ3
= V1(Ω ∩ {(ξ1, ξ2, ξ3) ∈ R3;x1 = ξ1, x2 = ξ2})
η3(x1, x2, x3) =
1
u3(x1, x2, x3)
∫ x3
−∞
dξ31Ω(x1, x2, ξ3)
=
V1(Ω ∩ {(ξ1, ξ2, ξ3) ∈ R3;x1 = ξ1, x2 = ξ2, x3 < ξ3})
V1(Ω ∩ {(ξ1, ξ2, ξ3) ∈ R3;x1 = ξ1, x2 = ξ2})
Figura 4.4: Las funciones η3 y u3
Generalizando para Ω un dominio convexo y acotado en Rn con
frontera de clase C1, y µ = 1Ω la funcio´n caracter´ıstica del dominio Ω
u1(x) = Vn(Ω),
η1(x) =
Vn−1(Ω ∩ {ξ ∈ Rn : ξ1 < x1})
Vn(Ω)
,
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yu2(x) = Vn−1(Ω ∩ {ξ ∈ Rn; ξ1 = x1}),
η2(x) =
Vn−1(Ω ∩ {ξ ∈ Rn : ξ1 = x1, ξ2 < x2})
Vn−1Ω ∩ {ξ ∈ Rn; ξ1 = x1}) ,
y ma´s generealmente,
uj(x) = Vn−j+1(Ω ∩ {ξ ∈ Rn; ξ1 = x1, · · · , ξj−1 = xj−1}),
ηj(x) =
Vn−j+1(Ω ∩ {ξ ∈ Rn : ξ1 = x1, · · · ξj−1 = xj−1, ξj < xj})
Vn−j+1(Ω ∩ {ξ ∈ Rn; ξ1 = x1, · · · , ξj−1 = xj−1}) ,
Se prueba tambie´n η ∈ C1(Ω)∩C0(Ω), y podemos extender Jη(x) a
una matriz de funciones continuas en Ω.
Ya hemos visto como actua la funcio´n η en Bn, para ver el caso de la
igualdad vamos a repetir el argumento hecho para la desigualdad. Dado
x ∈ Ω, claramente puesto que µ(x) = 1Ω(x), la desigualdad (4.9) toma
la forma siguiente
1 ≤ |Ω|
1/n
nω
1/n
n
div ζ(x), (4.11)
integrando sobre Ω, usando Teorema de la Divergencia y el hecho que
|ζ| ≤ 1 tenemos
|Ω| ≤ |Ω|
1/n
nω
1/n
n
∫
∂Ω
ζ · νdA ≤ |Ω|
1/n
nω
1/n
n
|∂Ω|, (4.12)
que es la versio´n original de la desigualdad isoperime´trica.
Ahora, si tenemos la igualdad en (4.12), entonces tenemos la igual-
dad en (4.9) y en (4.11), luego
∂ζj
∂xj
=
{
ωn
|Ω|
}1/n
; j = 1, · · · , n, en todo Ω,
en efecto, de (4.9) tenemos que
detJζ = detJΦ−1detJη
= ωndetJη
luego
∂ζj
∂xj
= ωn
∂ηj
∂xj
,
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por tanto
∂ζ1
∂x1
=
∂ζ2
∂x2
= · · · = ∂ζ
n
∂xn
,
ahora usando (4.11) concluimos
∂ζj
∂xj
=
{
ωn
|Ω|
}1/n
.
Del mismo modo, nuevamente si tenemos la igualdad en (4.12) tenemos
ζ|∂Ω =
{
ωn
|Ω|
}1/n
ν; en todo ∂Ω.
Ahora por conveniencia vamos asumir que |Ω| = ωn y as´ı ωn/|Ω| = 1,
luego reescribiendo tenemos
∂ζj
∂xj
= 1; j = 1, · · · , n en todo Ω. (4.13)
ζ|∂Ω = ν; en todo ∂Ω. (4.14)
De la igualdad (4.13) y el hecho que la matriz jacobiana de ζ es trian-
gular inferior, tenemos
ζj = xj + α
j(x1, · · · , xj−1), para todo j = 1, · · · , n
donde observamos que para j = 1, α1 es constante.
Por otro lado en la frontera de Ω, puesto que ζ|∂Ω : ∂Ω → Sn−1,
tenemos
1 =
n∑
j=1
(ζj)2,
luego
0 =
n∑
j=1
ζjdζj ,
=
n∑
j=1
ζj
{
dxj +
j−1∑
k=1
∂αj
∂xk
dxk
}
,
=
n∑
j=1

ζj +
n∑
k=j+1
ζk
∂αk
∂xj

 dxj .
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Por otro lado de (4.14) tenemos
n∑
j=1
ζjdxj = 0, entonces
ζj +
n∑
k=j+1
ζk
∂αk
∂xj
= ζj , para todo j = 1, · · · , n.
Luego
n∑
k=j+1
ζk
∂αk
∂xj
= 0, para todo j = 1, · · · , n.
En particular para j = n− 1 tenemos ζn ∂α
n
∂xn−1
= 0, As´ı
∂αn
∂xn−1
= 0,
en los puntos de ∂Ω tal que ζn 6= 0, por tanto αn ahora solo depende
de x1, · · · , xn−2.
Vamos a fijar x1, · · · , xn−2 y reescribimos
ζ(x1, · · · , xn) = (x1, · · · , xn) + (α1, α2(x1), · · · , αn(x1, · · · , xn−2))
(4.15)
Esto implica que el lugar geome´trico
{xj = constante : j = 1, · · · , n− 2} ∩ ∂Ω
es un c´ırculo.
De la ecuacio´n (4.15) tenemos que la interseccio´n de todo 2-plano
con ∂Ω es una traslacio´n de un c´ırculo en la esfera (ver figura [4.5]).
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Figura 4.5: Interseccio´n de un 2-plano y ∂Ω.
As´ı la interseccio´n del dominio Ω con un 2-plano es un 2-disco de
radio menor o igual a 1.
Ahora puesto que la funcio´n ζ va de Ω en Bn, luego debe existir al
menos un 2-plano para que su interseccio´n con Ω sea un 2-disco de radio
igual a 1.
Elegimos dos puntos antipodales m1 y m2 en la frontera de este 2-
disco de radio igual a 1, entonces para todo 2-plano a travez de m1 y
m2 la interseccio´n de este nuevo 2-plano con Ω es un 2-disco, pusto que
este nuevo 2-disco contiene a m1 y m2, tambie´n debe tener radio igual
a 1 (Ver figura [4.6]).
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Figura 4.6: Interseccio´n de un 2-plano y Ω.
Concluimos que para cada 2-plano a travez de m1 y m2 la intersec-
cio´n del 2-plano con Ω es un 2-disco con radio igual a 1, pero entonces
Ω es una bola n-dimensional de radio igual a 1 y centrado en el punto
medio de m1 y m2.
Por tanto tenemos la igualdad en la desigualdad isoperime´trica si y
solamente si el dominio Ω es la bola n-dimensional.
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Cap´ıtulo 5
Comentario final
La desigualdad isoperime´trica tiene una gran variedad de aplicacio-
nes, muchas de tipo geome´trico que resultan ma´s complicados de resolver
usando solamente el ca´lculo como nos muestra [POL54].
Otras de las aplicaciones son las equivalencias que existen con otros
resultados como por ejemplo la desigualdad de Wirtinger:
Teorema 5.0.1 (Desigualdad deWirtinger). Sea f una funcio´n de clase
C1(Rn), perio´dica con periodo 2π tal que
∫ 2π
0
f(t)dt = 0. Entonces f
satisface la siguiente desigualdad∫ 2π
0
[f ′(t)]2dt ≥
∫ 2π
0
[f(t)]2dt.
O tambie´n el siguiente resultado
Teorema 5.0.2. Sea u ∈ C∞0 (Rn) se tiene la desiguladad
(∫
Rn
|u| nn−1dx
)n−1
n
≤ Cn
∫
Rn
|∇u|dx.
Entonces la mejor constante en esta desigualdad es la misma de la de-
sigualdad isoperimetrica en Rn.
Donde la mejor constante en esta desigualdad es el ı´nfimo de los Cn
tal que la desigualdad sigue siendo va´lida.
El mismo Teorema Federer-Fleming usado en este trabajo es un
resultado equivalente.
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La desigualdad isoperime´trica se plantea para espacios ma´s genera-
les, llamados variedades Riemannianas que podemos pensarlas como es-
pacios donde esta´ bien definida una nocio´n de a´rea ((n−1)-dimensional)
y volumen (n-dimensional).
Por ejemplo, tomemos la esfera S2 en R3 que tiene a´rea total 4π,
el problema isoperime´trico en esta superficie (subvariedad Riemanniana
de Rn) se formula como sigue:
¿Que´ curva en S2 de menor per´ımetro encierra una a´rea fija π?
En el plano, en Rn y en algunas variedades Riemannianas como las
esferas Sn y espacios hiperbo´licos Hn el problema isoperime´trico ha sido
solucionado, algunos recientemente como en el caso del paraboloide que
es una superficie de revolucio´n elaborada por I. Benjamini y I. Cao
[BC96].
Un resultado importante del problema isoperime´trico en estos es-
pacios generales, ma´s precisamente para las variedades Riemannianas
compactas fue resuelto por el matema´tico Olivier Druet en su art´ıcu-
lo Isoperimetric inequalities on compact manifolds [DRU02], para ma´s
detalles puede revisar tambie´n [TC15].
Ma´s au´n tenemos la siguiente
Conjectura. (Cartan-Hadamard) Dado (Mn, g) una variedad Rieman-
niana completa de dimensio´n n ≤ 2, simplemente conexa y de curvatura
seccional no positiva. Entonces dado cualquier subconjunto abierto Ω de
M con su cerradura compacta y frontera diferenciable, se cumple
|∂Ω|g
|Ω|
n−1
n
g
≥ K(n, 1)−1,
Los volu´menes indicados son con respecto a la medida Riemanniana y
K(n, 1)−1 =
|Sn−1|ξ
|Bn|1−1/nξ
,
donde ξ es la me´trica Euclidiana de Rn.
Esta conjetura por lo menos hasta el an˜o 2008 esta abierta para
dimensio´n n ≥ 5, Weil [WEI26] la demostro´ para dimensio´n n = 2.
Kleiner [KLE92] la demostro´ para dimensio´n n = 3 y Croke [CRO84] la
demostro´ para dimensio´n n = 4.
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Notaciones
Vectores y conjuntos
R
n es el espacio euclidiano n-dimesional.
ej = (0, · · · , 1, · · · , 0), con 1 en la posicio´n j es el vector cano´nico
de Rn.
x = (x1, · · · , xn) un punto en Rn.
diam U es el dia´metro del conjunto U .
‖x‖ = (x21 + x22 + · · ·x2n)
1
2 es la norma del vector x ∈ Rn.
〈x, y〉 es el producto interno de los vectores x e y en Rn.
B(x, r) = {y ∈ Rn; ‖x − y‖ < r} es la bola abierta con centro en
el punto x y radio r.
|Ω| es la medida de Lebesgue del conjunto Ω.
S
n = {(x1, x2, · · · , xn+1) ∈ Rn+1;x21 + x22 + · · ·+ x2n+1 = 1}.
B
n(a) es la bola abierta centrada en el origen de radio a.
B
n es la bola abierta centrado en el origen de radio 1.
wn es el volumen de la bola unitaria en R
n.
cn−1 es el volumen (n− 1)- dimensional de la esfera Sn.
Ω es la cerradura del conjunto Ω.
d(x,Ω) es la distancia del punto x al conjunto Ω.
∂Ω es la frontera del conjunto Ω.
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Vn(Ω) es el volumen n-dimensional del conjunto Ω.
[0, 1]n = [0, 1]× · · · × [0, 1] es el n-cubo de Rn.
Funciones y espacios de funciones
1Ω es la funcio´n caracter´ıstica del conjunto Ω.
C(U) = {f : U → R; f es continua }.
Ck(U) = {f : U → R; f es k-veces diferenciable y continua }.
C∞(U) = {f : U → R; f ∈ Ck(U) para todo k ∈ N}.
C∞c (U) = {f : U → R; f ∈ C∞(U) y soop(f) compacto}.
L1loc(U) = {f : U → R; f ∈ Lp(V ) para cada abierto V ⊂ U con V ⊂
U y V es compacto }.
Df es la derivada de la funcio´n f .
Lp(Ω) =
{
f : Ω→ R;
(∫
Ω
|f |pdx
)1/p
<∞
}
‖f‖p =
(∫
Ω
|f |pdx
)1/p
es la norma p de la funcio´n f .
∇f es el gradiente de la funcio´n f .
∂f
∂xj
es derivada parcial de f .
soop (f) es el soporte de la funcio´n f .
f ∗ g es el producto convolucio´n de las funciones f y g.
Jf es el Jacobiano de la funcio´n f .
det Jf es el determinante del Jacobiano de la funcio´n f .
ı´nf(f) es el ı´nfimo de la funcio´n f .
Dα es la derivada de orden α ∈ Nn.
sup(f) es el supremo de la funcio´n f .
f |U es la funcio´n f restringido a un subconjunto U .
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Otras notaciones
Hsδ es la medida aproximada s-dimensional Hausdorff.
Hs medida s-dimensional Hausdorff.
Ln medida n-dimensional de Lebesgue.
Hdim dimension de Hausdorff.
|Ω|g volumen Riemmaniano del conjunto Ω.
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