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Abstract 
A new class of multivariate Pad6 approximants is introduced. When dealing with two variables x and y, the approach 
consists in applying the Pad6 approximation with respect o y to the coefficients of the Pad6 approximation with respect 
to x. This technique has a natural extension to n variables, and is well adapted to programming in any usual language. 
The advantage of the method is that the algorithm uses only univariate Pad6 approximation. As a consequence, only small 
systems need to be solved, and the computation of the approximant is much faster: if M is the number of derivatives with 
respect o x and y, the algorithm requires O(M 4) operations instead of O(M 6) when matrix methods are used for solving 
the coefficients problem, or O(M 3 ) operations instead of O(M 4) if staircase methods are used. Another important feature 
is that the reliable methods which have been developed for choosing the degrees of the numerator and the denominator 
in the univariate case can be straightforwardly used in the multivariate case. 
Keywords." Pad6 approximants; Multivariate Pad6 approximants 
AMS classification: 65D15 
I. Introduction 
All the people who use Pad6 approximation know how difficult it is to obtain accurate results. Al- 
though very small, the linear system to be solved is ill-conditioned and suitable algorithms have 
been developed like the e-algorithm, the qd-algorithm, staircase algorithms and matrix methods 
[1-3, 14]. The situation becomes worse in the case of  multivariate Pad6 approximants. The choice 
of  the numerator and denominator degrees is a real problem, and the user has no guarantee against 
inaccurate results for the chosen degrees. Not only does the choice of  the degrees make problem, 
but also "no formal equation analogous to (the univariate case) gives the correct number of  linear 
equations to determine the ratios of  the coefficients in the approximation" [5]. Chisholm proposed 
a particular choice in [5], and Levin gave a generalization i  [16]. A few years later, Cuyt defined 
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another particular choice in [8], the so-called homogeneous approximants. These Pad6 approximants 
have nice algebraic and convergence properties [6, 9, 10], but they lead to a larger system than in 
the univariate case, which can be very unstable. The approximants introduced in [5, 8] are diagonal 
in the sense that they need a symmetric knowledge of the power series coefficients of the function 
to be approximated. This may be inconvenient in applications where the behaviour of the function 
is different with respect o each variable, and/or where the derivatives with respect o each variable 
do not have the same computational cost. The general approximants introduced in [ 16] do not suffer 
from this restriction, but it seems today not known in which cases they converge. 
Another class of Pad6 approximants was introduced by Chaffy-Camus in [4], consisting in comput- 
ing first a Pad6 approximant with respect to the variable x, and then computing the Pad6 approximant 
of the resulting function with respect o the variable y. The drawback of this method is "that the 
degrees of x increase at the last step" [4], making the method very difficult to implement with 
usual programming languages. The nested Pad6 approximant that we propose has the same starting 
point, that is, we first compute a Pad6 approximant with respect o the variable x. The difference 
lies in the second step. Instead of computing the Pad6 approximant of the result with respect o the 
variable y, we compute the Pad6 approximant of the coefficients of the result of the first step. There 
is no more increasing of the degrees in x at the second step when the approximant is written in the 
field C(y)(x) of all the fractions in x with coefficients in C(y). Moreover, we obtain in a natural 
way as many equations as the number of unknowns, as far as the function f to be approximated is 
known by a rectangular set of coefficients, i.e. the fT, 0 ~< i ~< M, 0 ~< j ~< N of the double power 
series 
f(x, y) = ~ f,j xiy j. 
i,j>~O 
This method has several advantages: 
• the algorithm uses only univariate Pad6 approximation, involving small systems. Hence it is less 
unstable than direct multivariate algorithms, and the reliable methods which have been developed 
for choosing the degrees of the numerator and the denominator in the univariate case can be 
straightforwardly used in the nested multivariate Pad6 approximation [11, 12, 14], 
• the algorithm is much faster in terms of computational cost. Due to the decomposition of the 
problem into sub-problems, there is like in FFT methods a significant improvement of the oper- 
ational count. For instance, if the f~j are used on a set {0, 1,... ,M} 2, the ratio cost of global 
method/cost of nested method is M 2 if matrix methods are used, and M/2 if staircase methods 
are used, 
• like in the Levin's approximation, it allows different degrees with respect o x and y, thus a func- 
tion with an asymmetric set of singularity can be well approximated. This happens often in 
applications where the variables x and y are of different nature, e.g. x is a frequency and y is 
a shape parameter in electromagnetics [15], 
• this method extends very naturally to n variables: substitute (y~ .... , Yn-~ ) for y in the precedent 
algorithm, and apply it recursively. The programming itself is easy in languages like Pascal, C or 
Fortran 90. 
The outline of this paper is as follows. In Section 2 we define the "nested" Pad6 approximants 
and describe an algorithm for computing them. We also give some elementary properties of these 
approximants. In Section 3 we give an account of some simple examples. 
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2. The nested multivariate Pad~ approximants 
In this section, the nested Pad6 approximants are introduced. First we recall some standard notation, 
and give the definition of the nested Pad6 approximant of a function f .  Next we describe its 
computation which is done in two steps, and give some properties of the nested multivariate Pad6 
approximants. 
The first step consists in calculating the Pad6 approximant of the function fy :x ~ f (x ,  y) with 
respect o the variable x. It is the same as the first step of Chaffy's Pad6 approximant [4], and gives 
a Taylor series expansion of the Pad6 coefficients with respect o y. 
The second step consists in computing a Pad6 approximant of each of these coefficients with 
respect o the variable y. If y itself is a multivariable, then the algorithm is applied recursively until 
obtainment of a univariable, which explains the term "nested" multivariate Pad6 approximation• 
2.1. Notation 
There are several definitions of a univariate Pad6 approximation. We will use the following one 
[2]. Consider a power series u(x) = ~i>~o ui xi, and two polynomials p(x) = ~im_o pix i and q(x) = 1 + 
~i"=l qi xi. If the following linear system 
q(x)u(x) - p(x) = O(x m+"+l )
has a unique solution, then the fraction p/q is irreducible and is called the [m, n] Pad6 approximant 
of the function u. This fraction is denoted by [m, n]u. The Hankel matrix corresponding to this system 
(cf. e.g. [37 13]) is denoted by H(u,m,n), and the right member by C(u,m,n): 
H(u,m,n)--- 
l Um--n+ • .. U m 
Urn • • • Urn+n-- 1 
C(u,m,n)-- 
I blm+l I 
Um+n 
where ui : = 0 if i < 0. Hence, the coefficients Q = (qn,...,q~)T are solution to the system 
H(u,m,n)Q = C(u,m,n), (1) 
and the coefficients of p are computed by taking the m + 1 first coefficients of the Taylor series 
expansion at x -- 0 of the product q(x) u(x). The solution is unique if and only if the determinant of 
H(u, re, n) is nonzero [2]. In this paper we shall only consider normal power series so that equations 
similar to Eq. (1) will always have a unique solution• 
2.2. Definition 
Let the function f (x ,  y) be holomorphic in (0,0) and meromorphic on the polydisc B(0,p~, P2)= 
{(x, y) E C2; Ix] ~< Pl, [Y[ < P2}. We assume that 
h(x, y) 
f (x, y) - 9(x, y~)' 
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where the function h is holomorphic on B(O,p~,p2) and 9 is a polynomial with 9(0,0)~0.  The 
function f is holomorphic around the origin, and has a power series expansion 
f (x ,y )= Z f J  xiyj" 
i,j >~O 
Consider a rational fraction R E C(y)(x) of the form 
R(x, y )  = P(x, y_.....~) __ ~'~im=On ri(y)xi , (2) 
Q(x, y) 1 + ~i=l rm+i(Y) xi 
where the ri(y) are also rational functions: 
r i (y ) -  Pi(Y) ~jm'=o Pij YJ 
q~(y~ -- 1 + ~'=l qij YJ 0 <~ i <~ n + m (3) 
with 
deg(Q(x, 0 ) )= n, deg(qi)--ni, 0 <~ i <~ n + m (4) 
m+n=M,  mi+n i=N,  O<~i<~m+n. (5) 
We denote by C(y)(x) the field of fractions in the variable x with coefficients in the field C(y) of 
complex fractions in the variable y. 
For ~ =(~1,~2)E ~2, let ~ the usual differential operator 0~= c31~l/~x~'Oy2 with [~1 = cq + ~2. Let 
E(M,N)= {0, 1,. . . ,M} × {0, 1, . . . ,N).  
Definition 1. Consider the following equation: 
0~R(0,0) = U f (0 ,0)  V~EE(M,N).  (6) 
If the fraction R is the unique solution to this equation satisfying conditions (2)-(5), it is called 
a nested Pad6 approximant of the function f and denoted by [m, n, (mi), (ni),x, y]f. 
Remark 1. The formation of the nested Pad6 approximants i not symmetric with respect o the 
variables x and y. It seems to be a good choice to take for the first variable the one for which 
the function f is the most singular. It can happen that the second step described below becomes 
unnecessary, and hence computational time is saved. 
Now we discuss the uniqueness of solutions to Eq. (6). In the univariate case, the coefficients 
of a fraction r(x)= p(x)/q(x) with q(0)= 1, deg(p)~< m and deg(q) --- n, are uniquely determined 
by the derivatives dkr/dxk(O), 0 <<. k <~ m + n if and only if the fraction r is irreducible (this is 
also true with the conditions q(0) = 1, deg(p) ~< m, deg(q) ~< n and (deg(p) - m)(deg(q) - n) = 0). 
This property does not extend naturally to C(x, y), which is the basic difficulty encountered in the 
general multivariate Pad6 approximations. However this property extends naturally to C(y)(x) in the 
following way. 
Definition 2. The fraction R is said irreducible if the fraction x ~-. R(x, 0) and the fractions ri, 0 <<. i
~< n + m, are irreducible. 
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Proposition 1. I f  the fraction R is a solution to Eq. (6) and is irreducible, then R & the unique 
solution to this equation satisfying conditions (2), (3), (5). 
This proposition is a direct consequence of the following lemma. 
Lemma 2. The coefficients p~j and q~j of R are uniquely determined by the derivatives O~R(0, 0), ~ E 
E(M,N) if R is irreducible. 
Proof. Let R = P/Q, P(x, y) = ~imo ri(y)x i, O(X, y) = 1 + ~i~=1 F,~+i(y)x i be another fraction where 
the fractions ~,- have the same form than 1-,. in (3). The conditions ~3~,~(0,0)= ¢3~R(0,0), V0¢ EE(M,N) 
are equivalent to the system c3~(PQ)(0, 0 )= O~(/3Q)(0, 0), Va ~ E(M,N), which can be put in the form 
F0 =r0, 
d k 
(AX-B)(O)=O, k=0, .  ,N, 
dyk ". 
where X(y)=(F,,+,,Fm+,_1,...,rl)T(y), and A(y) is the Sylvester matrix of the polynomials in x, 
-P ( . ,  y) and Q(.,  y). We have deg(Q(., 0 ) )= n, and the determinant of A(0) is the discriminant of 
the polynomials -P ( . ,  0) and Q(. ,0), which is nonzero if and only if the fraction P(.,  O)/Q(., 0) is 
irreducible. Hence, the first N÷ 1 derivatives of X(y)  at y - -0  are uniquely determined if and only if 
P(., O)/Q(., 0) is irreducible. If this condition is satisfied, then dkFi/dyk(O)= dkri/dyk(O), 0 <~ k <<. N, 
1 ~< i ~< m + n, and the rest of the proof is standard. [3 
Eq. (6) is a nonlinear system of (M + 1 )(N + 1 ) equations, with the same number of unknowns. 
However, the solution of this system is obtained in two steps by solving small linear systems. We 
describe now these two steps. They follow the diagram: 
c~x, y] - ,  Cly](x) ~ C(y)(x), 
f ~--~ {m,n]f, H [m,n,(mi),(ni),x, y]f 
where fy is the function fy :x~--~ f(x, y). The symbol AIx I denotes the ring of power series in the 
variable x with coefficients in the ring A, and A(x) denotes the field of rational fractions in the 
variable x with coefficients in A. 
2.3. First step 
We suppose that the holomorphic function w(y) := detH(fy, m,n) is not identically zero on 
B(O, p2). Let D =w-~({0}) be the discrete subset where w vanishes, and consider the open subset 
V2=B(O, p2)\D. We assume that 0E V2. For fixed yC V2, we can compute the Pad6 approximant 
[m,n]f, of the function fy 
m i ~i=o s i( y )x 
[m,n]f,(x)= 1 + ~ i' i~1 s,.+~(y)x 
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where the vector S(y)= (Sm+n(y),... ,Sm+l(y)) T is the unique solution to the linear system 
H( fy, m,n) S(y)=C(  fy, m,n). (7) 
Clearly, the vector-valued function S(y) is holomorphic around zero, hence it admits a power series 
expansion 
S(y)=ZS jy J ,  SjEC'.  
j>O 
The method of computation of the vectors Sj is very simple and is basically the same that the one 
we use in shape optimal design [15]. We shall see in the second step that only the first N + 1 
coefficients Ss are needed. We can write: 
H(fy, m,n)= Z HJ yJ, C(fy, m,n)= Z Cj yJ. 
j>0  j>0 
Then, So is obtained by solving (7) at y = 0: 
Hoso = Co. 
Because 0 E ~, we have det Ho ¢ 0 and Ho is invertible. Taking the derivative with respect o y in 
(7), we obtain the second coefficient: 
HoSI ---- -- H1So + CI. 
Similarly, using the Leibnitz formula or identifying the terms of degree k in (7), we have 
k 
Ho& = Hj&_; + 
j= l  
These systems have all the same matrix, and their solution can be computed by using standard 
algorithms for univariate Pad6 approximants [12, 14]. 
Thus, at the end of the first step, we have obtained the first N + 1 coefficients of the Taylor series 
expansion 
Sm+i(y)= ~'~ Sm+i j Y j, 1 <~ i <~ n 
j>~O 
with the numbering Sj =(Sm+,j,...,Sm+Ij) f. The coefficients of the other si(y), 0 ~ i <<, m are re- 
n i covered by considering the expansion of the product f(x, y)(1 + ~i=1Sm+i(y)x  at x, y = 0. 
2.4. Second step 
The informations on the function f are the derivatives 0~f(0,0), a EE(M,N). Hence only the 
matrices Hi, 0 ~< j ~< N are available, and at this stage we have computed the Nth-order Taylor 
series expansion at y = 0 of the coefficients si(y). We denote by T~(y) these polynomials: 
N 
T/(y) = ~ S,.; yJ. 
j=O 
A natural idea is then to compute a Pad6 approximant of each of these polynomials. 
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For 0 ~< i ~< M, degrees mi and n~ are chosen such that mi+n~ = N. A possible choice is to take them 
independent of i, e.g. equal to the degrees of the numerator and denominator of the Pad6 approximant 
which would have been chosen for the function y ---* f (0 ,  y). However, a better choice is to adapt the 
degrees to each case. This can be done by using the methods proposed in [1 1, 14], or the one propo- 
sed in [12] for the determination of the number of poles of a meromorphic function within a disk. 
We suppose here that the following Pad6 approximants 
r,.(y) = [mi, ni]T~ , 0 ~ i <. M, 
exist, that their denominators are of degree n~, and that rm+n(O)~ O. Let 
gn ~=0 r~( y ) x~ 
R(x, y) = n 1 + ~i=1 r~+i(Y) xi" 
Proposition 3. I f  the fraction R is irreducible in the sense of  Definition 2, then R is a nested PadO 
approximant of  the function f .  
Proof. It follows from the first step and from 0 E V2 that for small [y[ we have 
o)x(fy - [m,n]f,) >~ m + n + 1 -=M + 1, 
where Ogx denotes the valuation with respect o the x variable. It follows from the second step that 
Ogy(Si - [m,n]r,) ~> mi + ni + 1 =N + 1. 
Hence R satisfies Eq. (6). The uniqueness is a consequence of Proposition 1. [] 
2.5. Properties 
Due to the decomposition of the problem into sub-problems, there is a significant improvement of 
the operational count. We suppose here that M = N = 2n = 2ni in the nested Pad6 approximant, and 
we compare with a classical method using M2/2  = 2n 2 coefficients in the denominator (i.e. numerator 
and denominator have the same size). The computational cost in the latter is O(K(M2/2) 3) where 
the constant K depends on the type of factorization which is used. In the first step of the nested 
Pad6 approximation, there is one factorization of an n x n matrix and M + 1 systems to solve, hence 
O(Kn 3 + (M + 1)n 2) = O((K ÷ 2)M3/8) operations. In the second step, which represents the main 
part of the computation, there are m + n =M univariate Pad6 approximants with denominators of 
degree ni =M/2 to compute, hence O(MK(M/2) a) operations. Thus, we obtain 
cost o f  global method/cost o f  nested method =M 2. 
In the case of d variables Xl,X2,...,Xd, this ratio becomes M 2(d-l). 
Similarly, if staircase methods are used, we obtain for two variables 
M 
cost o f  global method/cost o f  nested method =- - .  
2 
The next proposition states some properties of the nested Pad6 approximants. The consistency is 
a direct consequence of Proposition 1, and the proof of the other properties is standard. 
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Proposition 4. The nested Padk approximant R=[m,n,(mi),(ni) ,x,y]f  of  the function f, i f  it 
exists, has the followin9 properties: 
(1) For x = 0 or y = O, the approximant R becomes a univariate Padd approximant for the function 
f w i thx=O or y=O. 
(2) Consistency: if  the function f has the form (2) - (5)  and if f is irreducible in the sense of  
Definition 2, then [m, n, (mi), (ni), x, y]f = f . 
(3) I f  m =n and mi =ni for 0 <<. i <<. m + n, then the formation of  the nested Padk approximants 
is invariant under all transformations of  the 9roup 
As Ct 
x -  1 +B~s' Y- -  1 +D~t' (A,C¢O).  
In particular, changes of  scale of  x and y are allowed 
3. Examples 
In this section, we present hree examples of nested Pad6 approximants. The first one permits a 
comparison with [8]. The second one shows the consistency of the approximant: when f itself is 
a rational function, then [m, n, (mi), (ni),x, y]f = f for m and n sufficiently large. The third example 
shows the convergence on compact subsets of the approximant when m and n increase. In all these 
examples, the degrees are determined by a method similar to the one described in [14]. 
3.1. First example 
The first example is the function f (x ,y )= 1 +x/(0.1 -y )+ sin(xy) [8]. We compute a nested 
Pad6 approximant in C(y)(x) and another one in C(x)(y). We obtain 
10 + y - 10y 2 
[3,0,(3,2, 3,3),(0, 1,O,O),x,y]f = 1 + 1 - 10y x - 0.167 y3x 3, 
1 + 10x + (x - 10)y - 10xy 2 - 0.167x3y 3 + 1.667x3y 4 
[4,1,t5~5 ~0 ~5 Ji=0,t Ji=o,y,x]f = 1 -  lOy 
In this particular case, there is no singularity with respect o x, which explains the fact that n = 0 in 
the first approximant, ni = 0 in the second approximant. Note that although the construction of the 
nested Pad6 approximants i not symmetric with respect o the variables x and y, we have in this 
special case [ . . . ,x ,y] f  = [. . . ,y,x]f  for the degrees above. 
We can observe that the same lower-order terms than in [8] are obtained. 
3.2. Second example 
The second example shows the consistency of the approximant. We consider here the function: 
1 1 1 1 
f (x ,  y) -- x~ + ~ y~ + y~ + • -~+@2-1  ~-+- -g -  1 4x 2+V-1  l -0 .2x -y  
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Fig. 1. Zeros of the denominator for (M,N)=(9 ,9) , (13 ,  13),(14, 15). 
Observe that if we put f under the form f = h/9, then 9 is a polynomial of  degree 7 with respect 
to each variable. Fig. 1 shows the singular sets of the nested approximants [m,n, (mi), (ni), y ,x] f  
for different values of M = m + n and N = m~ + n~. Like the first example, the degrees have been 
determined automatically. They are, respectively, n =2,  n =3,  n =7,  and for instance (n~)= (7, 7, 
7, 7, 7, 6, 6, 0, 3, 6, 7, 6, 7, 6, 6) in the last case. 
The singular set of the last approximant for which n equals the degree of 9, is exactly the same 
as for the function f except the two vertical lines in x = -4-3. These lines are due to the singularity 
of the approximant [m, n]f, at these points. One can also observe in the last case that for x = 0 we 
have a [7,7] Pad6 approximant of the function f (O ,y )  (because (m,n)=(7 ,7) ) ,  and that for y=0 
we have a [8, 7] Pad6 approximant of the function f (x ,  0) (because (m0, no)= (8, 7)). 
3.3. Third example 
The last example shows the convergence when M and N increase. We consider here the function: 
1 1 
f (x ,  y )  - _ff + 4y2 l x 2  + x 2.4_ "~- y24 --  1 + sin(xy). 
Fig. 2 shows the singular sets of the nested approximants [m,n , (mi ) , (n i ) ,y ,x ] f  for the values of 
M = m + n =N = mi  + ni----7, 9, 1 1, 13. Here again the degrees are determined automatically, and 
are respectively n = 2, n = 4, n = 4, n = 4. The singular set is the same as the one of the function f 
in the last two cases. 
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Fig. 2. Zeros of the denominator for M=N=7,9 ,  11, 13. 
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4. Final comments 
We did not prove the convergence of the nested Pad6 approximants in this paper. However, a 
Montessus de Ballore theorem can be obtained by using SaWs proof of the univariate case [17], and 
it will be presented in a forthcoming paper. 
The adjustment of the nested method to Padr-Hermite interpolation is actually under study. 
A rigorous analysis of the stability of the algorithm needs to be performed, and compared to the 
global approach. 
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