Abstract-Fairness amongst multiple users sharing a common resource has been an important criterion in the evaluation of scheduling algorithms in networks. Anonymous networking, where sources of transmitted packets are undecipherable to an eavesdropper, requires that packets from multiple sources are randomly reordered prior to transmission which works against the notion of fair scheduling. Consequently, it is important to understand the relationship between fairness and achievable anonymity in networking. In this paper, this relationship is characterized for the class of fair scheduling axioms defined by considering the equal treatment ex ante and demand monotonicity, under which the proportional method is known to be the unique scheduling algorithm that achieves the desired fairness. Using an information theoretic quantitative framework, the anonymity of this scheduling algorithm is characterized and proven to be asymptotically optimal with increase in buffer size. The anonymity achieved by the proportional method is also shown to be significantly better than conventional fair scheduling algorithms such as first come first serve and round robin, thus making a case for its application in data networks.
I. INTRODUCTION
Allocation and scheduling of shared resources to multiple users is a classical problem in engineering, and in particular has significant relevance to data networking. Allocating resources such as bandwidth, server processing time and memory to serve multiple demands is a critical component of network design. The typical criteria for evaluating scheduling algorithms are network throughput, latency, resource utilization, and fairness. More recently, the privacy or anonymity of scheduling algorithms has gained significant interest specifically in the context of shared routers that forward packets from multiple users. The anonymity of a scheduling algorithm refers to the protection of user identities of transmitted packets from being revealed to eavesdroppers monitoring network activities. In this context, the relationship or tradeoffs between anonymity and traditional quantitative metrics such as throughput, latency and utility have been studied analytically [1] , [2] . Fairness is, however, a qualitative criterion with different axiomatic definitions in the context of scheduling [3] - [5] . As a result, the relationship between anonymity and different fairness criteria has not been studied rigorously. In this work, we study the anonymity of one such axiomatic class of fair scheduling algorithms defined by the demand monotonic (DM) equal treatment of equal ex ante (ETEA) axioms [3] .
Equal treatment of equal ex ante refers to equal allocation of resources to users with equal demand, and demand monotonicity implies that an increase in a users demand cannot decrease a user's share of resources. For the fairness criterion defined by the DM, ETEA class of axioms, it was shown in [3] that the Proportional Method of allocating resources would uniquely satisfy these axioms in addition to being memoryless and future demand independent, both critical facets of fair scheduling. The proportional method, while a popular scheme in rationing goods to multiple users, has not found significant popularity in data networking. The primary reason is that users with lower traffic rates could potentially wait for indefinitely long periods. Consequently, the round robin scheduling algorithms [4] are more cited as achieving fairness at the cost of losing memorylessness. In this work, we demonstrate analytically that the proportional method achieves significantly higher anonymity than more popular fair scheduling schemes, thus making a case for its application in data networks as well. We consider, in particular, the source anonymity of transmitted packets from timing based analysis of transmission schedules. While encryption can be used to hide the contents of data packets, the transmission timing of packets of standard scheduling schemes such as First Come First Serve (FCFS) would easily reveal the sources of transmitted packets and consequently, can be used to create black-holes or jam a particular flow [6] , [7] . On the Internet, Chaum Mixes [8] are a popular solution to hide the timing information. A mix is a router or a proxy server that makes the outgoing data packets uncorrelated to the incoming packets using layered encryption and packet padding, so that an eavesdropper cannot get any information by observing the packet contents. It further reorders packets randomly to mask the timing correlation between incoming and outgoing streams of packets. It is in this context, that we study the anonymity of the reordering achieved using the proportional method of scheduling. Specifically, we use an entropy based metric for quantifying anonymity of a scheduling scheme. Using this metric, we characterize the anonymity of the scheduling method, and prove that with enough buffer size, the scheduling algorithm can achieve an anonymity arbitrarily close to the maximum possible, thus making a case for its extended application in networks. Further, we show that the additional delay incurred over and above the delay optimal FCFS scheduling algorithm is not significantly high especially in high traffic regimes. We also compare the anonymity of the proportional method with relaxed implementations of traditional fair queuing schemes such as FCFS and round robin (also referred to as Fair Queuing), and demonstrate the superiority of the proportional method.
A. Related Work
Timing analysis to detect traffic information has roots that go back to the early days of World War II. Its extensive usage in compromising privacy in computer networks is well documented in literature [9] , [10] . For example, the weaknesses of Internet protocols such as HTTP [9] and SSH [11] have been exposed through timing analysis. On the Internet, sender anonymity is achieved using networks of Chaum mixes [8] . The basic idea is that each sender picks a sequence of Mixes (deterministically [12] or randomly [13] ) to route its data to the destination. Subsequent to the original mixing idea by Chaum, many batching strategies have been proposed to deal with resource constraints such as memory and QoS limitations such as delay. These strategies, however, were not subject to a rigorous quantitative analysis. The metrics that had been proposed for anonymity, using either the size or Shannon entropy of the anonymity set (set of plausible sources of a packet) [14] , [15] , did not reflect the complete information available to an adversary (see [2] ). Furthermore, the limited scope of these previous definitions prevent the analysis of the metrics with regard to practical networking constraints.
In previous work [2] , we quantified anonymity of a Chaum mix under limitations on buffer and delay. In this work, we adapt the framework to quantify the anonymity of the mix under a fairness criterion. In addition to the proportional method of fair scheduling, two other important definitions of fairness include FCFS and max-min fairness. Max-min fairness refers to maximizing the minimum data rate that any active flow can face, and in a networking model, where all arrivals have identical service time, max-min fairness is achieved by the round-robin strategy. Both the round-robin and the FCFS do not achieve any anonymity as the scheduling strategies are deterministic. In [16] we demonstrate that by relaxing the fairness of FCFS, anonymity can be introduced into the system. Similarly, in [17] , we demonstrate that by relaxing the max-min fairness criterion, anonymity can be introduced into the round-robin scheduling algorithm as well.
The construction of paper is as follows: In Section II, we first briefly describe the axioms proposed in [3] that bring out the significance of the PM. In Section III, we present the system model which we use to study the PM. In Section IV, we characterize the anonymity of the proportional method analytically and prove its asymptotic optimality with increase in buffer size. In Section IV, we analyze the average delay faced by packets under this method. In Section V, we compare the anonymity of the proportional method to relaxed implementations of the FCFS and round robin fair queuing schemes and demonstrate the privacy gain of the method. Conclusions and ideas for future work are presented in section VI.
II. AXIOMATIC DEFINITION OF FAIRNESS
Consider a scheduler allocating resources to n users whose demands are x 1 , · · · , x n . Let the system have t units of resource and t < i x i . A scheduling method r(t, x) assigns a probability distribution for all possible schedules. Mathematically, r(t, x) generates random variables (Y 1 , · · · , Y t ) according to some joint probability distribution where Y i represents the user scheduled at i th position thus Y i ∈ {1, · · · , n}. If Z i is the random variable that represents the number of occurrence of i th user in a realization of (Y 1 , · · · , Y t ), then Z i ≤ x i . A dual of a scheduling method r * (t, x) assign deficit to users in the same manner r(t, x) assigns resource to users. For example, we have d = x i − t amount of deficit. r * (t, x) uses scheduling method r(t, x) to generate random variable
It schedules first deficit to user Y * 1 , second deficit to Y * 2 and so on. Based on the above notation, the axioms that are used to define the fairness in scheduling are as follows: Demand Monotonicity: An increase in a user i's demand, leaving other demands unchanged cannot deteriorate that user's share of the resource. Similarly, the user's share of the deficit does not reduce as his demand increases, all other parameters unchanged. Equal treatment of equal ex ante (ETEA): ETEA implies that if two users have equal demand, then they should have equal chance of getting a particular amount of resources.
The LC axiom restricts that the scheduling method be history independent. Assume that t < t amount of resource has been distributed among users and the unsatisfied demands of users are now changed into x 1 , · · · , x n . The criterion implies that scheduling of rest of the t−t unit of resource depends only on the new demand profile (x 1 , · · · , x n ) and not in the order in which the scheduling is done.
Upper Composition (UC):
The upper composition axiom is a counter-part of the lower composition axiom in terms of distributing deficit. A scheduling scheme satisfies the UC axiom iff the scheduling of the remaining deficit does not depend on the allocation of the past deficit. It is equivalent to say that the scheduling scheme is future blind.
A. The Proportional Method
It is shown in [3] that the proportional method is the method that uniquely satisfies the aforementioned axioms. Specifically, the method can be explained as follows. Suppose there are n users with demands x 1 , x 2 , · · · , x n , and we have available, a total t < i x i resources to distribute among these users. Let
T be a n-tuple representing the demand profile of users. The PM can then be described using the following analogy: Consider an urn having x i balls labelled i (corresponding to user i) ∀ i = 1, · · · , n. The PM is equivalent to drawing t balls from the urn without replacement, and using the order of drawn balls to decide the scheduling order.
In this work, we adapt the proportional method to a shared router in a network, and characterize the anonymity of this scheme, and show that it is asymptotically optimal with increase in buffer size.
III. MATHEMATICAL MODEL
Consider a mix/router receiving packets from k users and forwarding them to a subsequent node in a network. We analyze the anonymity of a single mix system implementing the proportional method; the extension of the analysis to network of mixes is straightforward as detailed in [2] , [18] . In the following, we define the characteristics of the mix and the adversary, and describe the quantitative measure of anonymity. Chaum Mix: A Mix receives encrypted packets from different users and stores them in its buffer (capacity B packets). It does packet padding and re-encryption such that packets in the outgoing stream are contentwise uncorrelated to incoming packets. The mix is allowed to randomly order the packets subject to the fairness restriction defined in the previous section. The buffer capacity of the mix is limited to a maximum of B packets (as an infinite buffer would imply that the mix could wait indefinitely to decide on a transmission [16] ). Arrival Process: We model the arrival process as a simple and orderly marked point process in temporal space and represent it as the ordered list of event times. The points are marked using the source of packets. For example, consider a mix receiving packets from two sources Red and Blue. A possible realization of the arrival process between time 0 and T can be ({Red, τ 1 }, {Red, τ 2 }, {Blue, τ 3 }); in other words, between time 0 and T , mix receives two red packets at time τ 1 and τ 2 respectively and a blue packet at time τ 3 . For the sake of analysis, we assume the point process to be a Poisson process. The Poisson assumption is not critical to the broad inferences of the paper as long as the point process is neither self-correcting nor self-exciting. Eavesdropper: The eavesdropper, Eve, observes the incoming and outgoing stream of packets and try to figure out the sources of packets in the outgoing stream. We consider a worst case scenario in which we assume that Eve knows the strategy that the mix uses to order the packets but does not know the realization of the randomness employed by the mix. Let the random variable Φ denotes Eve's complete observation. Anonymity: Let Y i be the random variable corresponding to the source of i th packet in the outgoing stream from Eve's perspective. In other words, the complete observation of Eve given the knowledge of the strategy would result in an a posterior distribution on the sources of outgoing packets from Eve's perspective. We define anonymity A as the entropy rate of this a posterior distribution:
n In the above metric, the entropy for every realization of arrival process is computed and averaged over the randomness of the arrival process. From the above definition, it is easy to see that, 0 ≤ A ≤ log k, where A = 0 implies that Eve perfectly determines the sources of all packets, and A = log k implies that the strategy has maximum anonymity-from Eve's perspective every packet is equally likely to have arrived from any one of the k sources. A general interpretation of this metric can be seen from Fano's inequality [19] ; the eavesdropper's probability of error in determining the source of the packet is lower bounded by the conditional entropy.
It is however, important to note that, although A ≤ log k, when users transmit with unequal rates in the proportion p 1 : p 2 : · · · : p n , the true upper bound for anonymity is
This is easily seen by considering the impractical strategy where the mix waits indefinitely and can transmit every possible permutation of the received packets. In this case, the entropy rate would converge to the entropy rate of the multinomial distribution with probabilities p 1 , · · · , p k , which is given by the above equation.
In the next section, we used the above defined metric to compute the anonymity of the proportional method.
IV. ANONYMITY OF THE PROPORTIONAL METHOD
The Proportional Method (PM) for a buffer constrained mix can be described as follows: The mix transmits a packet of a user with the probability that is directly proportional to the number of packets in the buffer belonging to that user. For an n source Mix with buffer size B, consider the following implementation of PM in scheduling:
1. The Mix transmits a packet only when a new packet arrives into a full buffer. When a packet arrives into a full buffer , let there be a i packets from the i th user in the buffer (including the newly arrived packet) ∀ i = 1, · · · , n. 2. The mix chooses user i with probability a i /(B +1). For the chosen user, the Mix transmits the longest waiting packet of that user, thus maintaining the FCFS policy within the packet queue of each user. For the proportional method, the following theorem characterizes the anonymity when 2 sources transmit to the mix. We identify the two sources as red and blue sources respectively for ease of presentation.
Theorem 1: Under PM, for a two source mix, if the probability of an incoming packet being red is p and blue is q respectively, the anonymity is given by
Proof: Lets assume that mix is in state (r, k − r) when there are r red packets and k − r blue packets in the buffer. Under this model, it can be shown using the LC and UC axioms of the proportional method that the states of the mix follow a Markov process as illustrated in Fig. 1 . We then compute the stationary distribution of the Markov chain to calculate the anonymity. The details of the proof can be found in [20] . 2 In the above theorem, μ r , the limiting probability of the buffer being in state (r, k − r) was shown to be the binomial distribution with parameter B and p. The anonymity was then computed by the expected sum of anonymity of departing packets from each state. Based on the binomial state distribution for a two user case, intuition suggests that for more than two users, the limiting probability would satisfy the multinomial distribution. This intuition is proven to be true in the following theorem, albeit using different techniques.
Theorem 2: Under PM, for an n source mix, if probability of a packet arriving to the mix belonging to i th source is
Proof: In the above theorem, (x 1 , · · · , x n ) represents the state that the mix has x i packets of i th user in its buffer respectively. We can show that the state follows a Markov process and characterize the transition probabilities. We then prove that the multinomial distribution satisfies the equations for stationarity of the Markov process. Since the Markov process is finite, irreducible and aperiodic for any buffer size B, the multinomial distribution is the unique stationary distribution, and consequently, the anonymity is as characterized in the statement of the theorem. The details of the proof are provided in [20] 2 Fig. 2 plots the variation of anonymity with respect to buffer size for different number of users. As it can be observed in Fig. 2a and 2b , the anonymity saturates with buffer size. This limiting anonymity of the strategy as buffer size increases is in fact the maximum achievable anonymity given in (1). This is proven in the following theorem.
Theorem 3: Under PM, for a mix with two users, if the probability of a red packet arrival is p and a blue packet is q, then asymptotic behaviour of anonymity with buffer size B is Proof: We know from the laws of large numbers that as the buffer size increases, the binomial distribution (limiting distribution) would concentrate around the ratio of arrival rates with a concentration factor of O(1/B). It is easy to see that the anonymity of a packet departing from the state with packet distribution matching the arrival rate ratio would be h(p). Using Sterling's approximation and the concentration factor, the limiting anonymity is proved. The details of the proof can be found in [20] .
2 The result in Theorem 3 shows that PM achieves the maximum possible anonymity as the buffer size increases thus demonstrating the asymptotic optimality of the scheduling scheme with regard to anonymity. It is important to note that the price paid to achieve this anonymity is the cost of added delay (due to the buffering prior to transmission). This additional delay is characterized in the following theorem.
Theorem 4: The average per packet delay of PM for buffer size B and arrival rate λ 1 and λ 2 for two users is D(B) = B λ 1 + λ 2 Proof: From standard queuing theory, we known that the average delay of packets for a FCFS scheduling algorithm would be B λ1+λ2 , if the Mix sends a packet only if the buffer is full. In the case of PM, the mix, instead of deterministically choosing the first arrived packet upon an arrival to a full buffer, it chooses a random packet present in the buffer. However, since a packet is transmitted upon every new arrival to a full buffer, the sum of the delays incurred by the packets and consequently the average delay would be no different from the FCFS scheduling.
2 Fig. 3 plots the variation of delay with buffer size for two sources having equal arrival rates. Although delay varies linearly with buffer size, Figure 2 shows that the achievable anonymity is fairly close to its maximum even at low buffer size. Therefore, the proportional method can be used to design a practical anonymous system without incurring a significant cost in delay. This will be further illustrated when the performance is compared with other fair scheduling schemes in the subsequent section.
V. COMPARISON OF PM WITH FCFS AND FAIR QUEUING
We proved in [16] , [17] that the FCFS does not provide any anonymity and the popular Fair Queuing (FQ) scheme provides very limited anonymity (never exceeds 0.5). From this perspective, the PM provides significant anonymity even for low buffer capacity, when compared to other popular scheduling schemes. These conventional schemes can, however, be modified to provide additional anonymity. In [16] , we studied the relaxation of the FCFS algorithm called k−fair algorithms: We call a scheduling strategy to follow k-fairness if no more than k packets from a user that arrived following a packet from another user are allowed to be transmitted prior to the packet from the second user (FCFS is 0−fair). In [17] we studied the relaxation of the fair queuing (round robin) algorithm, where we expanded the window of determining the min fairness and allowed randomization of packets within the window. Fig. 4 plots the anonymity of k-fairness for different values of k and compares it to the anonymity of PM. Fig. 4 shows that even a significant relaxation of FCFS (k = 8) provides relatively low anonymity compare to PM. Fig. 4 also shows that the round robin FQ scheme and its relaxation provides substantially less anonymity compared to PM, thus making a strong case for the use of proportional method in data networks.
VI. CONCLUSION AND FUTURE WORK In this work, we showed analytically that the proportional method, although thus far unpopular in the context of data networks, can, in fact, be a valuable fair scheduling scheme in anonymous networking systems. With a sufficient buffer size, the scheme can achieve an anonymity arbitrarily close to the maximum desired. Further, this works takes an important step in identifying the relationship of anonymity to fairness in the landscape of different metrics of evaluating scheduling strategies. Extension of this analysis to networks of mixes is an interesting and important step for the future.
