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Abstract 
 
Using quarterly Turkish data for the period 1987-2004, we first test the Export-Led-
Growth hypothesis in two alternative forms: while the test results are supportive of a 
bidirectional causal relationship between the “growth of export revenues” and “economic 
growth”, we have not found any evidence of a causal relationship between the “share of 
exports in GDP” and “economic growth”. On the other hand, we found evidence of 
bidirectional causality between the respective output shares of tradables, in general, and 
manufacturing, in particular, and economic growth. The Granger causality test results 
also produced evidence of a unidirectional causality running from the “share of mining in 
output” and “economic growth”. However, there is no evidence of causality between the 
respective output shares of tradables, in general, and each sub-sector of tradables, in 
particular, and the share of exports in domestic output.  
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Exports-Led Growth (ELG) hypothesis, which argued that export growth contributes 
positively to economic growth, has caused great deal of controversy in literature simply 
because the empirical evidence based on testing causality between exports and output is, 
at best, mixed and contradictory. Some of the studies approving ELG hypothesis include 
Michaely (1977), Balassa (1978), Chow (1987), Thornton (1996), Doyle (1998), and Xu 
(1996). Some other studies, particularly disapproving ELG hypothesis, include Granger 
(1969), Jung and Marshall (1985), Ahmad and Kwan (1991), Shan and Son (1998), 
Cuadros et al. (2001), and Sharma and Panagiotidis (2003). Islam (1998) and Konya 
(2000) are only two of the studies reporting mixed results for different countries.  
The contradictory nature of the empirical results is particularly noteworthy simply 
because the theoretical justifications that are been put forward for ELG hypothesis have 
been very convincing. The most important ones among these arguments have been listed 
by Hatemi and Irandoust (2000) as follows: (a) exports facilitate the exploitation of 
economies of scale; (b) exports relax the binding foreign exchange constraint to allow 
increases in imports of capital goods and intermediate goods; (c) exports enhance 
efficiency through increased competition; (d) exports promote the diffusion of technical 
knowledge, in the long-run, through foreign buyers' suggestions and learning by doing.  
The fact that some of the empirical results have not been supportive of ELG hypothesis 
for at least some countries suggest that one cannot categorically assume that marginal 
factor productivities are necessarily higher in export sector relative to non-export sector. 
In other words, the export promotion strategy may not represent a safe path for achieving 
higher growth rate for a developing economy. This view is also supported by the results 
of micro studies that investigated differences in productivity and economic behavior 
between exporting and non-exporting firms. For example, the basic finding of both 
Clerides et al. (1998) and Aw et al. (1998) is that individual firms, which choose to 
export in some sub-sectors of manufacturing industry of selected East Asian countries, 
were already more productive than non-exporting firms before they started to export. 
Thus, it may be the case that firms are first productive and then exporting rather than the 
other way around. 
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The inability of both macro and micro empirical studies to provide evidence in favor of 
ELG hypothesis has motivated some researchers to investigate the relationship and the 
nature of the causality between a particular kind of exports (namely manufacturing 
exports) and economic growth (see Abu-Qarn and Abubader (2000), Hossain and 
Karunaratne (2002), Bhattacharyya (2001), and Njikam (2003)). The implicit motivation 
behind this new line of research must have been the intuition that not all kinds of 
economic activity (aimed at exporting or not) have identically the same effects on 
economic growth. One important reason for this is the insight that “Learning Potential” is 
not the same in all activities. In other words, the marginal contribution of “one unit of 
learning” to total output, in a certain activity, may be higher than others because 
economic activities possess a large spectrum of opportunities for learning. Therefore, if 
exporting firms tend to specialize in performing these activities, which have relatively 
higher potential than others, aggregate growth rate of the economy is likely to be 
positively affected.  
Bhattacharyya (2001) has shown that, during the last decade, for most of the Asian 
countries, not only the export composition has been changing in favor of manufactures 
but also within manufacturing exports, an increasing proportion of the region's exports 
are being accounted for by products, which have a higher level of technology and 
science. For Asia as a whole, the export share of technology or science-based product 
categories rose from 42.5% in 1980 to 59.7% in 1994. However, as noted before, whether 
this trend is largely responsible or not, for the remarkable growth performance of most of 
the Asian countries over the same decade is an open question. The role played by 
manufacturing exports as an engine of growth has been analyzed using Granger causality 
tests for Bengladesh by Hossain and Karunaratne (2002) and for nine MENA (Middle 
East and North Africa) countries by Abu-Qarn and Abubader (2000). In the case of 
Bengladesh, the researchers found that, in addition to total exports, manufacturing 
exports were unidirectionally causing growth. However, the results of latter study not 
only rejected ELG hypothesis, for almost all the countries investigated, but also showed 
that there is no causality between manufacturing exports and growth for countries with 
relatively low shares of manufactured exports in total exports and for countries with 
relatively high shares of manufacturing exports they reported bi-directional causality. 
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These countries included Turkey, Morocco, and Tunisia. Only in the case of Israel, a 
country with the highest ratio of manufactured exports, they found that causality runs 
unidirectionally from manufactured exports to economic growth. Moreover, Abu-Qarn 
and Abubader (2000) indicated that manufactured exports may have a positive impact on 
economic growth once a minimal threshold of manufactured exports has been reached. In 
addition, they argued that their interpretation is in line with the observation that 
developed countries are characterized by a high share of manufacturing in total exports.  
The results regarding the possible impact of manufacturing exports on economic 
growth can provide important insights regarding the critical role that manufacturing 
industry could still have in determining the long-run economic growth. A study with U.S. 
data revealed that the productivity growth has been much faster in manufacturing sector 
relative to services, which to a large extent represents non-tradable sector of the economy 
particularly for developing countries (Weil (2005)). Such a study suggests that it could be 
more beneficial to relate the empirical results, regarding the potential growth enhancing 
effects of manufacturing exports, to the fundamental insights of growth theory. In fact, 
the empirical applications of Solow's growth model and most versions of endogenous 
growth theory have suggested that the technological progress and human capital 
accumulation are the most important engines of growth in the long-run (Sachs and 
McArthur (2002), Lucas (2000)). On the one hand, technological progress depends on the 
rate of innovation of new technologies and the rate of adoption or the rate of diffusion of 
new foreign technologies. On the other hand, Lucas (2000) argued that “learning on the 
job” seems to be the most important factor (as a determinant of the rate of human capital 
accumulation) leading to high rate of growth for a single country. Moreover, he argued 
that, for “learning on the job” to happen on a sustained basis, it is necessary that workers 
and managers continue to take on tasks that are new to them. Consequently, we can raise 
two fundamental questions: What are the sectors that are most likely to have relatively 
higher rate of human capital accumulation based on the process envisioned by Lucas? 
And, are these sectors part of tradable sector that produces exportables and importables, 
or non-tradable sector of the economy?  
The work of Rivera-Batiz and Romer (1991) has suggested that integration of an 
economy with the global economy (defined as knowledge spillovers or trade in goods or 
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both) is likely to have positive effects on growth by increasing the stock of knowledge 
available to that country. Consequently, this positive effect could be also interpreted as 
“learning by trading”. However, as noted earlier, “learning potential” may not be the 
same in all activities or sectors of the economy. Therefore, the growth effect of trade will 
particularly depend on the extent to which it leads to an increase in the relative size of the 
sector that has relatively high “learning potential” and “spillover effects” for the entire 
economy. For a typical developing country, which is “technological follower” instead of 
“technological leader”, the rate of technological progress will critically depend on the 
rate of adoption of new foreign technologies. Consequently, the sector with the highest 
potential of adoption (or diffusion) of new foreign technologies is likely to have higher 
rate of technological progress. This in turn means that the aggregate growth rate of the 
economy will critically depend on the relative size of the sector with the highest “learning 
potential” in the entire economy.  
Balassa (1988) argued that the positive technological effects of competition would be 
operational not only in case of exporting firms but also the competition created by 
imports for domestic firms in home markets. This would provide incentives for firms to 
try to improve their operations and keep up with modern technology. In addition to 
competitive pressure of imports for cost reduction, quality improvement and efficiency, 
the mere presence of imported products can simply contribute to the flow of new ideas 
and stock of accumulated knowledge leading to positive externalities in terms of 
production of new range of products both for home and global markets. Balassa's 
argument regarding the competitive effect of imports has been supported by two studies 
for Turkey where the higher import penetration resulting from substantial trade reforms 
in the 80's were found to be correlated with lower price-cost markups (Foroutan (1992), 
Levinsohn (1993)). Based on these insights, one can intuitively argue that the degree of 
integration of an economy with the global economy would be a function of not only the 
relative output share of its exports (or that of exports plus imports) but also the relative 
size of its tradable sector. In other words, the sector that produces exportables and 
importables can be considered to be relatively more integrated with the global economy 
since, by definition, these are the sectors that are facing the global competitive pressures 
both in global export markets and at home through the presence of imports. It follows that 
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one can intuitively expect to have a higher rate of flow of international knowledge and 
creation of new ideas in the tradable sector. And this factor is likely to affect both the rate 
of technological progress and the rate of human capital accumulation positively for the 
tradable sector. Hence, this may be one of the important reasons behind the empirical 
evidence that suggests that productivity growth has been historically higher in tradable 
sector relative to non-tradable sector (Gehrels, 1991). 
The results of the empirical studies investigating the nature of the causality between 
manufacturing exports and economic growth suggest that manufacturing activity may be 
the key engine of growth among all tradable sub-sectors. Previous literature on 
convergence of labor productivity levels of less developed countries to those of 
developed countries, suggested that the “rate of catching-up” will critically depend on the 
extent to which specialization structure of the country in question is similar to that of the 
countries operating at the technological frontier (Pasinetti (1981), Beelan and Verspagen 
(1994)). Besides, the empirical work of Soete and Verspagen (1993) has shown that, for 
almost all manufacturing sectors, specialization patterns of countries have been 
converging. This, in turn, underlines the significance of manufacturing sector in terms of 
accumulation of “stock of knowledge” of the entire economy through the flow of 
international knowledge. Beelan and Verspagen (1994) have later shown that Turkey was 
one of the countries in which manufacturing industry has been the driving force behind 
the increase in the “degree of specialization of the economy.  
The relationship between exports and growth has been tested for Turkey in a number of 
studies reporting contradictory results. While the empirical results of Xu (1996) and 
Greenway and Sapsford (1994) have supported the ELG hypothesis for Turkey, more 
recent studies by Abdulnasser and Manuchehr (2000), and Abu-Qarn and Abubader 
(2000) have not been supportive of a causal relation running from exports to economic 
growth. Therefore, the issue of a possible relationship between the “degree of openness” 
or the “degree of integration” and economic growth can still be taken as an open question 
for Turkey.  
The main motivation of our paper is to build on the insights of the earlier literature 
regarding not only the ELG hypothesis but also the likely interaction between the degree 
of integration, the accumulation of stock of knowledge through the flow of international 
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knowledge, and the growth rate of an economy. We postulate that the degree of 
integration with global economy, which has been traditionally measured by the ratio of 
exports to domestic output, can be alternatively (or even better) measured by the relative 
size of the tradable sector in domestic output. As explained earlier, our justification for 
this assumption is related to the fact that, by definition, this is the sector that is exposed to 
pressures of global competition both through the presence of imports at home, and export 
substitutes in export markets. This aspect of the tradable sector is likely to make 
relatively more dynamic and creative than non-tradable sector. In other words, one can 
intuitively expect the tradable sector to have relatively faster accumulation of stock of 
knowledge and therefore relatively faster creation of new ideas, due to the relatively 
faster inflow of international knowledge in this sector. Therefore, our theoretical 
expectation is that this sector is likely to have relatively higher rate of technological 
progress and hence its relative size in the economy could positively affect the aggregate 
growth rate of the economy.  
In light of the above discussion, we now briefly state the main goals of our study that 
utilizes quarterly data for Turkey spanning the time period 1987-2004: The first goal is to 
test ELG hypothesis for Turkey using two alternative specifications of the hypothesis; 
firstly we investigate the nature of the causality between the share of exports in GDP and 
economic growth (as measured by the growth rate of real GDP) and then do the same for 
the relationship between the growth rate of export revenues (in dollar terms) and 
economic growth. Our second goal is to investigate the existence of causality between the 
relative share of tradable sector in GDP and economic growth. Thirdly, we attempt to 
find out the direction of causality (if any) between the relative share of each sub-sector of 
tradables and economic growth. In particular, we are interested in testing our hypothesis 
that the relative share of manufacturing industry in GDP should be causing economic 
growth. Naturally, we also carry out the causality tests for the relationship between the 
respective relative shares of agriculture and mining in GDP and economic growth 
separately. Finally, we attempt to find out whether or not there is any kind of causality 
between the share of exports in GDP and the respective relative share of each sub-sector 
of tradables in GDP.  
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The organization of the rest of the paper is as follows: In Section 2 we describe the data 
and the empirical methodology on which we base the causality tests. Section 3 is devoted 
to the presentation of empirical results. The last section concludes with a summary and 
policy implications of the results.     
 
2. Data and Methodology 
A. Data 
The data consists of a set of Turkish macroeconomic variables obtained from 
DATASTREAM database. The dataset includes GDP, agriculture, manufacturing, 
mining, and exports and are expressed in U.S. dollars. The data are quarterly, seasonally 
adjusted and cover the period 1987:1 to 2004:1. All data points are transformed into 
logarithmic scale and used to compute GDP growth, percentage share of agriculture in 
GDP, percentage share of manufacturing in GDP, percentage share of mining in GDP, 
percentage share of exports in GDP, and export growth.  
Our empirical investigations are mostly related to a large body of empirical work on 
finding relations between macroeconomic fundamentals in terms of Granger causality. In 
most of similar works, and to examine the possible causality relations between the 
variables of interest, the statistical properties of the data must be first checked for 
stationarity and cointegration. The stationarity is diagnosed by conducting a unit root test 
and the cointegration is performed using Engle and Granger's (1987) and Johansen 
(1988) procedures. Our empirical work is organized around these tests.  
B. Methodology 
B.1. Unit Root Test 
The conventional wisdom tells that a unit root test is often necessary before conducting 
empirical studies on macroeconomic data. A first visual inspection of the data from 
Figure 1 shows that GDP growth and Exports growth display stationarity, as the mean is 
constant throughout the sample period, and a certain trend in the other series suggesting a 
possible unit root. In fact, since Nelson and Plosser's (1982) paper, the unit root property 
of macroeconomic data is proven to be widely accepted. Thus, the Augmented Dickey 
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and Fuller (1979) (ADF) test is generally used as in the following form: 
                                                                            (1) t
k
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where  is a macroeconomic variable such as GDP, t  is a trend variable, and ty tε  is a 
white noise term.  is said to have the unit root property if failing to reject ty 1:0 =ρH . 
In Table 1, we show the Augmented Dickey and Fuller unit root test on GDP growth, 
percentage share of agriculture in GDP, percentage share of manufacturing in GDP, 
percentage share of mining in GDP, percentage share of exports in GDP, and exports 
growth. The unit root hypothesis is rejected at 1% level for the GDP growth and Exports 
growth to confirm their stationarity. At the 5% level, the unit root is rejected for the 
percentage share of mining and the percentage share of exports in GDP. The remaining 
variables display the unit root property. These results suggest us to correct for such 
inconvenience by shifting the series to their first difference and hence lead to stationarity. 
 
Table 1: Results of the ADF Unit Root Tests 
t Value  p Value 
  
GDP growth  -8.282  0.000* 
Agriculture (% GDP)  -2.002             0.588 
Manufacturing (% GDP)  -3.092  0.116 
Mining (% GDP)  -3.910             0.017** 
Exports (%GDP)  -4.018             0.012** 
Exports growth  -4.394             0.004*  
 
 
* = 1 % significance level; ** = 5 % significance level. Mackinnon Critical values 
obtained from EViews output for rejection of hypothesis of a unit root are: -4.1013  





































































































































Figure 1: Quarterly data of GDP growth, Agriculture (\% of GDP), Manufacturing (\% of 
GDP), Mining (\% of GDP), Exports (\% of GDP), and Exports growth. Sample period 






































































































Figure 2: Quarterly data of the first difference of Agriculture (\% of GDP), 
Manufacturing (\% of GDP), Mining (\% of GDP), Exports (\% of GDP). Sample period 
















Figure 2 shows the stationary behavior of the first difference of percentage share of 
agriculture in GDP, percentage share of manufacturing in GDP, percentage share of 
mining in GDP, and percentage share of exports in GDP. It is worth to mention that the 
period of upswing of the growth of the GDP in Turkey is equivalent to the period of 
downswing of the both the agricultural sector (in % of GDP) and the mining sector (in % 
of GDP), and the period of upswing of the manufacturing sector (in % of GDP).  
 
B.2. Cointegration 
To test for possible cointegration effect between the macroeconomic series, we first use 
the Engle and Granger (1987) cointegration test and then the Johansen (1988) test for 
confirmatory purposes. The Engle-Granger test involves the regression of one variable, 
say , on another, say , to obtain the ordinary least squares (OLS) residuals, such as, ty tx
ttt uxy ++= βα                                                                                                                (2) 
A test of the null hypothesis of no cointegration is based on testing for a unit root in the 
regression residuals, , using the ADF test and simulated critical values which correctly 
take into account the number of variables in the cointegrating regression. As in Equation 
1, we use a constant, a trend variable, and selected number of augmenting lags based on 
the AIC+2 rule, which corresponds to reasonable beliefs about the longest time over 
which one of the variables could help predict the other (in our case the lag is found to be 
k=2). The t-values and the asymptotic p-values are computed using the coefficients in 
MacKinnon (1991). The ADF statistics of Engle-Granger cointegration test of the 
residuals are shown in Table 2 and suggest that the null hypothesis of no cointegration 
between each two variables can be rejected at the 1% level and the 5% level. There is 
thus strong evidence that we do have cointegrating relation between the variables of 
interest in our study. 
tu
Moreover, we use the Johansen (1988) cointegration test to validate the previous 
cointegration findings. In Johansen's procedure, we assume no deterministic trend and we 
first test the hypothesis that there are no cointegrating relations (number of cointegrating 
vectors r=0) and then the hypothesis of at most one cointegrating vectors. These 
hypotheses are tested by comparing the trace statistic with the 1% and the 5% critical 
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values. Table 3 confirms the existence of cointegration between these variables of interest 
in our study. We have also included the traded good sector, or tradables, as an additional 
variable. Tradables are defined as the sum of the shares of agriculture (in % of GDP), 
manufacturing (in % of GDP), and mining (in % of GDP).  
Consequently, in order to conduct the Granger causality tests, we need to use a model 
that introduces an error correction term that accounts for cointegration. This is referred as 
to use an Error Correction Model (ECM) of Johansen (1988).    
 
Table 2: Engle-Granger Cointegration Test Results 
 
Residuals obtained by regressing ADF  p Value 
 Statistic 
Level of Agriculture (% of GDP) on GDP growth -3.766 0.029** 
Level of Manufacturing (%of GDP) on GDP growth -5.524 0.000* 
Mining (% of GDP) on GDP growth -10.558 0.000* 
Tradables (% GDP) on GDP growth    -4.718        0.000* 
Exports growth on GDP growth    -4.4559    0.003* 
Exports (% of GDP) on GDP growth    -11.340    0.000* 
Exports (% of GDP) on Level of Agriculture   -4.967                0.000* 
Exports (% of GDP) on Level of Manufacturing  -3.759        0.000* 
Exports (% of GDP) on Mining    -5.539                0.000* 
Exports (% of GDP) on Tradables (% GDP)  -15.493    0.000* 
 
 
* = 1% significance level; ** = 5% significance level. Mackinnon 
(1981) Critical values obtained from EViews output for rejection of 
hypothesis of a unit root are: -4.1013 for 1%, -3.4779 for 5%, and  
-3.1663 for 10%. 
 
B.3. Granger Causality 
In general, the use of the standard Granger causality test when the series are 
cointegrated leads to invalid causal information. Therefore, the use of error-correction 
modeling in testing Granger causality is of paramount interest to get correct assessments.   
Adopting the bivariate ECM model to test the Granger Causality between  and , 
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Here 1δ and 2δ denote speeds of adjustment of the variables and , respectively, to the 
long-run equilibrium, and 
ty tx
t1μ  and t2μ  are serially uncorrelated errors. In this 
formulation, failing to reject 0: 2222101 ==== kH ααα L  and 01 =δ  implies that  
does not Granger cause , while failing to reject 
ty
tx 0: 2222102 ==== kH βββ L  and 
02 =δ indicates that  does not Granger cause . tx ty
 
3. Empirical Results 
The results of the pairwise Granger causality test are shown in Table 4. These results 
stand on their own as empirical facts. We observe that there is evidence of bidirectional 
causality between GDP growth and manufacturing, and GDP growth and export revenues 
(in dollar terms). Additionally, the changes in export growth and export revenues lead 
that in agriculture. Moreover, there is a significant relationship between tradables in 
general, especially manufacturing and mining, and GDP growth. Thus, it a confirmation 
of our previous hypothesis that there is a positive relationship running from the relative 
share of manufacturing in output and the relative size of tradable sector to economic 
growth. In addition, the ELG hypothesis is supported with export revenues (in dollar 
terms) but not with export as share of GDP. 
These results suggest a number of inferences that could have important implications for 
policy-makers. First, we notice evidence that growth in the traded good sector has 
engined the growth of the GDP, and that the growth in the agriculture sector has the least 
possibility of contributing to the growth of the GDP. In other words, a growth propelled 
by the agriculture sector is the slowest growth possible. Possibly, in the long-run, the 
Turkish economy is transforming from an agrarian to a service-oriented one. Moreover, 
any expansion in the traded good sector will produce a growth effect on GDP and vice 
versa. We can even speculate that the expansion in manufacturing and mining sectors will  
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Table 3: Johansen Cointegration Test Results 
 
  
Hypothesis        Trace  
                       Statistic 
  
[Level of Agriculture (% of GDP), GDP growth] HA 38.781*  
 HB 14.157 
  
[Level of Manufacturing (% of GDP), GDP growth] HA 54.326* 
 HB 24.829 
 
[Mining (% of GDP), GDP growth] HA 39.126* 
 HB 15.730 
 
[Tradables (% of GDP), GDP growth] HA 47.396* 
 HB 15.982 
 
[Exports growth, GDP growth]  HA 27.173* 
 HB 6.289 
  
[Exports (% of GDP), GDP growth] HA 20.723* 
 HB 2.134 
 
[Exports (% of GDP), Level of Agriculture (% GDP)] HA 22.436* 
 HB 1.266 
 
[Exports (% of GDP), Level of Manufacturing (% GDP)] HA 19.474* 
 HB 0.765 
 
[Exports (% of GDP), Mining] HA 28.241* 
 HB 2.548 
 
[Exports (% of GDP), Tradables] HA 26.294* 
 HB 1.452 
 
 HA: H0: r = 0 against H0: r =1   
 HВ: H0: r = 1 against H0: r =2  
r is the number of cointegration vectors based on Johanson’s 
method   
  
*= 1% significance level; **= 5% significance level, and hence 
reject the Null Hypothesis.Critical values are obtained from 
EViews output for rejection of hypothesis of: 20.04 for 1%, and 
15.41 for 5%. We are assuming a linear deterministic trend. 
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trigger this effect and can be larger than the growth effect produced by the agriculture 
sector. However, any expansion in the growth of the GDP will produce an effect of the 
growth of agriculture. For the Turkish economy, a growth fuelled by the growth in the 
traded good sector could be seen as a fast growth.  
Furthermore, we find that though the traded good sector is a much hyped sector of the 
economy, yet, it has to be proven whether it has large or very little impact upon the 
growth of the GDP. The service sector grows along with the growth in the GDP and may 
have very little potential to accelerate or even to retard the growth of the GDP. In 
addition, the manufacturing sector is indeed very important, while the non-traded good 
sector may or may not help in pushing up the GDP. This is merely due to the fact that 
Granger causality did not provide signs of causality relationships. If the services 
represent the new economy and the manufacturing represents the old economy, then it is 
still the old economy that holds things together when the new slip. Services may be the 
sector where growth is concentrated because the other opportunities have dried up, yet, 
should growth revive in the manufacturing sector, and then GDP growth will revive too. 
The industry should look more towards the growth of the manufacturing sector rather 
than towards the agricultural sector for the revival of the “aggregate demand”.  
 
4. Conclusions 
One of the goals of our work was to test the ELG hypothesis for Turkey. We tested the 
hypothesis using quarterly data in two alternative forms. When ELG hypothesis was 
expressed in terms of the relationship between the share of exports in GDP and economic 
growth, we found no evidence of causality between the two variables. However, when we 
investigated the nature of the causality between the growth of export revenues (in terms 
of U.S. dollars) and economic growth, the causality tests indicated the presence of a bi-
directional causality between the two variables and therefore supported the ELG 
hypothesis.  
One of the fundamental insights of our discussion in the first section of the paper was 
the argument that “degree of openness” of an economy can be alternatively measured by 
the relative share of tradable sector in economic activity. When we investigated the 
nature of causality between “openness” and economic growth using this measure of  
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Table 4: Pairwise Granger Causality tests 
 
Null Hypothesis (→implies does not Granger cause)   Wald p Value  
   Statistic     
  
Level of Agriculture (% of GDP) → GDP growth 2.961 0.227  
GDP growth → Level of Agriculture (% GDP) 2.266 0.118 
  
Level of Manufacturing (% of GDP) → GDP growth 11.165 0.003* 
GDP growth → Level of Manufacturing (% GDP) 10.742 0.004* 
 
Mining (% of GDP) → GDP growth 21.140 0.000* 
GDP growth → Mining (% GDP) 4.630 0.098 
 
Tradables (% of GDP) → GDP growth 11.040 0.004* 
GDP growth → Tradables (% GDP) 4.766 0.092 
 
Exports growth → GDP growth  10.950 0.006* 
GDP growth → Exports growth 8.697 0.012** 
  
Exports growth → Level of Agriculture (% GDP) 6.542 0.038** 
Level of Agriculture (% GDP) → Exports growth 0.134 0.934 
 
Exports growth → Level of Manufacturing (% GDP) 1.458 0.482 
Level of Manufacturing (% GDP) → Exports growth 3.185 0.203 
 
Exports growth → Mining (% GDP) 2.950 0.228 
Mining (% GDP) → Exports growth 4.114 0.127 
 
Exports growth → Tradables (% GDP) 2.760 0.251 
Tradables (% GDP) → Exports growth 0.333 0.846 
 
Exports (% GDP) → GDP growth 1.880 0.390 
GDP growth → Exports (% GDP) 0.274 0.871 
 
Exports (% GDP) → Level of Manufacturing (% GDP) 3.332 0.265 
Level of Manufacturing (% GDP) → Exports (% GDP) 2.653 0.189 
 
Exports (% GDP) → Level of Agriculture (% GDP) 8.543 0.014** 
Level of Agriculture (% GDP) → Exports (% GDP) 1.175 0.555 
 
Exports (% GDP) → Mining (% GDP) 4.257 0.119 
Mining (% GDP) → Exports (% GDP) 3.733 0.154 
 
Exports (% GDP) → Tradables (% GDP) 2.926 0.231 
Tradables (% GDP) → Exports (% GDP) 3.159 0.206 
 
* : Significant at 1 % level; ** : significant at 5 % level; *** : significant at 10 % 
level, and hence reject the Null Hypothesis. 
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openness, Granger causality tests have produced evidence of unidirectional causality 
running from the relative share of tradables in GDP to economic growth expressed in 
terms of growth rate of real GDP. When we investigated the nature of the causality 
between the relative output share of each sub-sector of tradables and economic growth, 
the test results have produced evidence of bi-directional causality between the relative 
output share of manufacturing and economic growth and unidirectional causality running 
from the relative output share of mining to economic growth. These results are 
particularly supportive of the argument that the rate of technological progress and 
therefore growth rate of total factor productivity are likely to be relatively higher in 
manufacturing sector and that any increase in the relative size of this sector is likely to 
positively affect the aggregate growth rate of the economy. Even though the relative 
output share of mining in Turkey is negligible (in the range of 2-3 percent only) and the 
scope of mining seems to be limited given the known mineral resources of the country, 
the test results suggest that industrial policies should focus on facilitating the transfer of 
resources from particularly agriculture and services into not only manufacturing but also 
mining industries.  
Furthermore, our examination of the data produced no evidence about the existence of 
causality between the share of exports in GDP and the relative share of tradables in GDP 
in general. Similarly, we found no evidence of the existence of causality between the 
share of exports in GDP and the respective relative shares of manufacturing and mining 
in GDP separately. In other words, producing relatively larger share of domestic output in 
tradable sector in general (or in manufacturing and mining industries separately) does not 
granger cause bigger share of exports in GDP. Likewise, increasing the share of exports 
in GDP does not granger cause an increase in the output share of neither tradables in 
general or that of manufacturing and mining separately. On the other hand, the tests 
produced evidence of unidirectional causality running from the share of exports in GDP 
to the share of agriculture in GDP. Similarly, our analysis of the data showed the 
existence of unidirectional causality running from growth of export revenues to the share 
of agriculture in GDP. However, we have not found evidence of any kind of causality 
between the growth of export revenues and the respective relative output shares of 
tradable sector in general, and manufacturing and mining industries individually. We find 
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this last result particularly peculiar since one would intuitively expect to see some kind of 
causality particularly between the share of manufacturing in GDP and growth of export 
revenues. In other words, producing relatively larger amount of tradables and therefore 
exportables could be expected to have some impact on export growth. However, the 
Turkish data did not support this argument. 
Future research may attempt to investigate the causality between the relative output 
shares of tradable sector in general and manufacturing in particular, and economic growth 
for other countries and see whether our results for Turkey can be generalized. If our 
results are supported by other studies for a variety of countries, which may include cases 
for which ELG hypothesis has not been supported by the data, this can provide new 
evidence for the hypothesis that “openness” positively affects economic growth, and 
provide new insights regarding the best way of measuring the “degree of openness” or 
“degree of integration of an economy with the global economy” particularly in terms of 
the “rate of flow of international knowledge and ideas”.    
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