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Abstract
In this paper, we consider a two-dimensional version of the on-line bin packing problem,
in which each rectangular item that should be packed into unit square bins is “rotatable” by
90
◦
. Two on-line algorithms for solving the problem are proposed. The second algorithm is an
extension of the 2rst algorithm, and the worst-case ratio of the second one is at least 2.25 and
at most 2.565. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The bin packing problem is one of the basic problems in the 2elds of theoretical
computer science and combinatorial optimization. It has many important real-world
applications, such as memory allocation and job scheduling, and is well known to be
NP-hard [4], that is a main motivation of the study and development of approximation
algorithms for solving the problem.
The classical (one-dimensional) on-line bin packing problem is the problem of, given
a list L of items 〈x1; x2; : : : ; xn〉 where xi ∈ (0; 1], packing all items in L into a minimum
number of unit-capacity bins. Note that term “on-line” implies that items in L are
consecutively input, and the packing of an item must be determined before the arrival
of the next item. In the literature, it is known that the worst-case ratio 1 of an optimal
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1A formal de2nition will be given in Section 2.
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on-line bin packing algorithm OPT , denoted by R∞OPT , is at least 1.5401 [7] and at
most 1.588 [6] if the number of active bins 2 used by the algorithm is unbounded, and
is exactly 1.69103 [5] if it is bounded by some constant k.
In this paper, we consider a two-dimensional version of the problem, in which
each rectangular item that should be packed into unit square bins is “rotatable” by
90◦. The goal of the problem we consider is to pack all items in L into a mini-
mum number of unit square bins in such a way that: (1) each item is entirely con-
tained inside its bin with all sides parallel to the sides of the bin, and (2) no two
items in a bin overlap. It should be worth noting that, in the “normal” setting of
higher-dimensional bin packing problems, it is further requested that (3) the orien-
tation of any item is the same as the orientation of the bin, i.e., each item must
not be rotated, and under such a setting, it is known that an optimal on-line algo-
rithm OPT ful2lls 1:9076R∞OPT62:85958 (= 1:69103
2) [1,3]. To the authors’ best
knowledge, the current paper is the 2rst one that studies the rotatable version of the
problem.
The two-dimensional on-line bin packing problem with rotatable items has several
interesting applications, e.g., job scheduling on two-dimensional mesh computers and
the Hoor planning of VLSI layouts, while the rotation of items is prohibited in some of
other applications, such as the assignment of newspaper articles to newspaper pages.
A naive conjecture is that the worst-case ratio could be improved by removing the
condition on the rotatability since there is an instance in which the removal of the
condition reduces an optimal number of bins to a half (e.g., consider a sequence of
items of height 38 and width
5
8 each, by rotating a half of items, we can pack four such
items into a bin, while each bin can accommodate at most two items without rotation).
Another conHicting conjecture is that it is not very easy to improve the ratio, since the
lower bound can also be improved by allowing rotations. In the following, we pro-
pose two Algorithms A1 and A2 such that 2:56246R∞A1 62:6112 and 2:256R
∞
A2 62:565,
where the second algorithm is an extension of the 2rst algorithm. The number of active
bins used by the proposed algorithms is not bounded by any constant, i.e., they are
unbounded algorithms.
This paper is organized as follows. Section 2 introduces some basic de2nitions in-
cluding the classi2cations of items and strips used in the proposed algorithms. Sec-
tions 3 and 4 describe the proposed algorithms. Section 5 concludes the paper with
some future directions of research.
2. Preliminaries
2.1. Worst-case ratio
Let A be an on-line bin packing algorithm, and A(L) the number of bins used by
Algorithm A for input sequence L. The asymptotic worst-case ratio (or simply, worst-
2 We consider a class of algorithms in which each bin becomes active when it receives its 2rst item, and
once a bin is declared to be inactive (or closed), it can never become active again.
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Fig. 1. Boundaries for the classi2cation of items by the values of x- and y-coordinate.
case ratio) of Algorithm A, denoted as R∞A , is de2ned as follows:
R∞A
def= lim sup
n→∞
RnA;
where
RnA
def= max
{
A(L)
OPT (L)
∣∣∣∣OPT (L) = n
}
;
where OPT (L) denotes the minimal number of bins needed for packing the input
sequence L of items.
2.2. Classi3cation of items
In the proposed algorithms, each bin is split into small strips, and a given item is
packed into a strip of an appropriate size. In this subsection, we describe the way of
classifying the set of items into subsets.
Let T be the set of all rectangular items, denoted as (x; y), such that 0¡x6y61,
where x and y represent the height and width of the rectangle, respectively. We 2rst
classify items in T into four subsets by the value of the x-coordinate, as follows:
T0 = {(x; y) | 23¡x61}, T1 = {(x; y) | 12¡x6 23}, T2 = {(x; y) | 13¡x6 12}, and T3 = {(x;
y) | 0¡x6 13}. See Fig. 1 for illustration. Subsets T2 and T3 are further partitioned into
subsets by the value of the y-coordinate, as follows:
Denition 1 (Partition of T3). Subset T3 is partitioned into four subsets T 03 ; T
1
3 ; T
2
3 ;
T 33 by the value of the y-coordinate, as follows: T
0
3 = {(x; y)∈T3 | 23¡y61}, T 13 =
{(x; y)∈T3 | 12¡y6 23}, T 23 = {(x; y)∈T3 | 13¡y6 12}, and T 33 = {(x; y)∈T3 | x6y6 13}.
942 S. Fujita, T. Hada / Theoretical Computer Science 289 (2002) 939–952
In order to de2ne a partition of T2, let us consider a sequence a0; a1; : : : of reals
de2ned as follows:
ai
def= 13 +
1
3(2i+3) for i = 0; 1; 2; : : : : (1)
For example, a1 = 13 +
1
9 =
4
9 , a2 =
1
3 +
1
15 =
2
5 , and a3 =
1
3 +
1
27 =
10
27 . Note that
1
3¡ai6
1
2
holds for any i¿0. Let  be a positive real that will be used as a parameter in the
analysis of our algorithms, and  a function from R+ to Z de2ned as follows:
(t) def= log2(2=(9t)− 1)	: (2)
By using above de2nitions, the partition of subset T2 is described as follows:
Denition 2 (Partition of T2). Given parameter ¿0, subset T2 is partitioned into three
subsets T 02 ; T
1
2 ; T
2
2 , as follows:
1T 02
def=
()−1⋃
j=0
{(x; y) | aj+1 ¡ x 6 aj; 1− aj ¡ y 6 1}
∪ {(x; y) | 13 ¡ x 6 a(); 1− a() ¡ y 6 1};
T 12
def=
()−1⋃
j=0
{(x; y) | aj+1 ¡ x 6 aj; 12 ¡ y 6 1− aj}
∪ {(x; y) | 13 ¡ x 6 a(); 12 ¡ y 6 1− a()};
T 22
def= {(x; y) ∈ T2 | 13 ¡ y 6 12}:
The overall partitioning of T into 9 subsets is also illustrated in Fig. 1. Note that, for
example, if the given item is ( 49 ;
4
10 ) then it belongs to subset T
2
2 since
1
3¡
4
96
1
2 and
1
3¡
4
106
1
2 . As for the minimum size of items in each subset, we have the following
two lemmas:
Lemma 1. If i¿ log2((2=9)− 1) then 13 × (1− ai)¿ 29 − (=2).
Proof. If i¿ log2((2=9)− 1), we have 2i¿(2=9)− 1. Hence
1
3
× (1− ai) = 29 −
1
3(6 · 2i−1 + 3) =
2
9
− 1
9(2i + 1)
¿
2
9
− 1
9(2=9)
=
2
9
− 
2
:
Hence the lemma follows.
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Lemma 2. (1) The size of items in T0 is ¿ 49 ; (2) the size of items in T1 is ¿
1
4 , and
(3) the size of items in T 02 is ¿
2
9 − (=2).
Proof. The 2rst two claims are trivial. Before proving the last claim, it is convenient
to show that (1− ai)× ai+1 = 29 holds for any i¿0 (note that we are now considering
the case in which the length of the sequence {ai} is not bounded). If i=0, this equality
holds since (1− a0)× a1 = 12 × 49 = 29 . For i¿1, by de2nition, we have
(1− ai)× ai+1 =
(
2
3
− 1
6 · 2i−1 + 3
)
×
(
1
3
+
1
6 · 2i + 3
)
=
2
9
+
2
9(2i+1 + 1)
− 1
9(2i + 1)
− 1
9(2i + 1)(2i+1 + 1)
=
2
9
+
2(2i + 1)− (2i+1 + 1)− 1
9(2i + 1)(2i+1 + 1)
=
2
9
:
Hence, the size of the smallest item in T 02 is at least min{ 29 ; 13 × (1 − a())}, and by
Lemma 1, the lemma follows.
2.3. Strips
Before describing the ways of splitting of each bin into strips, let us consider the
following in2nite set X of reals:
X def= { 1i×2j | i = 3; 4; 5; and j = 0; 1; 2; : : :}:
By using X , two (in2nite) sets of reals, Xlong and Xmed, are de2ned as follows:
Xlong
def= X ∪ { 12}; (3)
Xmed
def= X ∪ {a1; a2; : : : ; a()}; (4)
where ai = 13 +
1
6× 2i−1+3 for i¿1. In what follows, given 0¡x61, let x˜ denote the
smallest element in Xlong that is greater than or equal to x, and let xˆ denote the
smallest element in Xmed that is greater than or equal to x. Note that for any x¡ 13 ,
x=x˜ (= x=xˆ)¿ 34 .
Three types of strips used in the proposed algorithms are de2ned as follows (see
Fig. 2).
Denition 3 (Strips). A subregion of a bin is said to be a long strip if it has a 2xed
width 1 and a height that is drawn from set Xlong. A subregion of a bin is said to
be a short strip if it has a 2xed width 12 and a height that is drawn from set Xlong.
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Fig. 2. Three kinds of strips.
A subregion of a bin is said to be a medium strip if (1) it has a 2xed width (resp.
height) 23 and a height (resp. width) that is drawn from set X , or (2) it has a width
(resp. height) 1− ai and a height (resp. width) ai, for some 16i6().
3. The rst algorithm
3.1. Algorithm description
In this section we describe our 2rst on-line algorithm. The algorithm is described in
an event-driven manner, i.e., it describes the way of packing an input item (x; y) into
an active bin of an appropriate size.
Algorithm A1. If (x; y)∈T0 ∪T1, then open a new bin, put the item into the bin, and
close the bin, otherwise (i.e., if (x; y)∈T2 ∪T3) execute the following operations:
Case 1: if (x; y)∈T 02 ∪T 03 , then obtain an unused long strip of height x˜ (as an active
strip) by calling get long strip(x), put the item into the returned strip, and close the
strip.
Case 2: if (x; y)∈T 12 ∪T 13 , then obtain an unused medium strip of height xˆ (as an
active strip) by calling get medium strip(x), put the item into the returned strip, and
close the strip.
Case 3: if (x; y)∈T 22 ∪T 23 , then obtain an unused short strip of height x˜ (as an active
strip) by calling get short strip(x), put the item into the returned strip, and close the
strip.
Case 4: if (x; y)∈T 33 , then put the item into an active long strip of height x˜ if
such a strip with enough space is available. If there exist no such strips, after closing
all active long strips of height x˜, obtain an unused long strip of height x˜ by calling
get long strip(x), and put the item into the returned strip. Note that the strip is not
closed at this time.
Fig. 3 illustrates the correspondence of items with strips, in algorithm A1. The per-
formance of the algorithm, in terms of the occupation ratio of each closed strip, is
estimated as follows.
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Fig. 3. Correspondence of items with strips (items in the white region are packed into long strips).
Lemma 3 (Long strips). Any closed long strip of size S is occupied by items with
total size at least ( 49 − )S if the height of the strip is 12 , and with size at most S=2,
if the height is ¡ 12 .
Proof. By Lemma 2, a closed long strip of height 12 is 2lled with items of size at least
2
9 − =2, i.e., the occupation ratio of the bin is at least 49 − . On the other hand, by the
same lemma, it is shown that a closed long strip of height 1=i, for i¿3, is 2lled with
items of total size more than 23 × 1i+1 , that is at least 12 . Hence the lemma follows.
Lemma 4 (Short strips). Any closed short strip of size S is occupied by an item with
size at least 49S if the height of the strip is
1
2 , and with size at most S=2, if the height
is ¡ 12 .
Proof. Similar to the proof of the above lemma.
Lemma 5 (Medium strip). (1) A medium strip with height ai for 16i6(), is 3lled
with an item with size more than 16 (=
1
3 × 12 ), and (2) a medium strip with height 1=i,
for some i¿3, is 3lled with an item with size more than 1=2(i+1) (=1=(i+1)× 1=2).
Proof. Immediate by de2nition.
3.2. How to split a bin into strips?
Next, we consider the ways of splitting (unused) bins into strips. In the follow-
ing, we give a formal description of three procedures, get long strip, get medium
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Fig. 4. Packing into long, short and medium strips.
strip, and get short strip, that have been used in the proposed algorithm
(see Fig. 4).
Procedure get long strip(x)
1. Recall that x˜ denotes the smallest element in Xlong that is greater than or equal to x.
If there is no unused long strip with height x˜2j (¡1) for any j¿0, then execute
the following operations:
(a) Let j′ be an integer such that x˜2j
′
¡16x˜2j
′+1. Note that x˜2j
′
= 12 ;
1
3 , or
1
5 .
(b) Open an unused bin, and partition it into 1=x˜2j
′
long strips with height x˜2j
′
each.
2. Select one of the “lowest” strips, say Q, with height x˜2j (¡1) for some j¿0. Let
x˜2j
′′
be the height of strip Q.
3. If j′′=0 (i.e., if the height of Q is x˜) then return Q as an active strip, otherwise,
partition Q into j′′ + 1 strips of heights x˜2j
′′−1; x˜2j
′′−2; : : : ; x˜, and x˜, respectively,
and return a strip of height x˜ as an active one.
Procedure get short strip(x)
1. If there is an unused short strip of height x˜, then return it as an active one.
2. Otherwise, obtain an unused long strip with height x˜ by calling procedure get long
strip(x), partition the obtained one into two unused short strips with height x˜ each,
and return one of them as an active one.
Procedure get medium strip(x)
1. Recall that xˆ denotes the smallest element in Xmed that is greater than or equal to
x. If there is an unused horizontal medium strip with height xˆ (or, vertical medium
strip with width xˆ), then return it as an active one.
2. Otherwise, if xˆ¿ 13 , then open an unused bin, partition it into two horizontal medium
strips of height xˆ and two vertical medium strips of width xˆ as in Fig. 5(a), and
return one of the four strips as an active one.
3. Otherwise, i.e., if xˆ6 13 , execute the following operations:
(a) If there is no unused medium strip with height xˆ2j (¡1) for any j¿0, then
open an unused bin, partition it into 1=xˆ2j
′
horizontal medium strips of height
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Fig. 5. Partition of a bin into medium strips: (a) medium strips of thick type, and (b) medium strips of thin
type.
xˆ2j
′
and 1=3xˆ2j′ vertical medium strips of width xˆ2j′ as in Fig. 5(b), where
j′ is an integer such that xˆ2j
′
¡16xˆ2j
′+1.
(b) Select one of the “lowest” medium strips, say Q, with height xˆ2j (¡1) for
some j¿0. Let xˆ2j
′′
be the height of strip Q.
(c) If j′′=0 (i.e., if the height of Q is xˆ) then return Q as an active strip, otherwise,
partition Q into j′′ + 1 strips of heights xˆ2j
′′−1; xˆ2j
′′−2; : : : ; xˆ; xˆ, respectively,
and return a strip of height xˆ as an active one.
By Lemma 5 and get medium strip, we immediately have the following lemma.
Lemma 6. Any closed bin that is split into medium strips is 3lled with items with
total size at least 12 .
3.3. Analysis
Theorem 1. R∞A1 62:6112 +  for any ¿0.
Proof. Let L be a sequence of n items, containing n0 items in T0, n1 items in T1,
where n0 + n16n. Note that Algorithm A1 requires b0 (= n0) bins for items in T0
and b1 (= n1) bins for items in T1. Suppose that it also uses b2 (¿0) bins split
into long strips of height 12 , and b3 (¿0) bins split into medium strips of height
more than 13 . Let S be the total size of items in L, and S4 the total size of items
that are not packed into the above n0 + n1 + b2 + b3 bins, i.e., items of height at
most 13 .
If  is a constant, Algorithm A1 uses at most n0 + n1 + b2 + b3 + 2S4 + O(1) bins
and OPT requires at least max{n0 + max{n1; b2}; S} bins. Hence,
R∞A1 6
n0 + n1 + b2 + b3 + 2S4
max{n0 + max{n1; b2}; S} :
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Since
S4 6 S − 49 n0 −
(
4
9
− 
)
b2 − 23 b3 −
n1
4
by Lemmas 3, 4, and 6, we have
R∞A1 6
n0 + n1 + b2 + b3 + 2{S − 49 (n0 + b2)− 23b3 − n14 }
max{n0 + max{n1; b2}; S}
6
2S + 19n0 +
1
2n1 + (
1
9 + 
′)b2 − 13b3
max{n0 + max{n1; b2}; S} :
When n0 + max{n1; b2}¡S,
R∞A1 6 2 + (
1
S ){ 19n0 + (19 + ′)b2 + 12n1}:
If n16b2,
R∞A1 6 2 + (1=S){ 19n0 + (1118 + ′)b2}6 2 + 1118 + ′;
and if n1¿b2,
R∞A1 6 2 + (1=S){ 19n0 + (1118 + ′)n1}6 2 + 1118 + ′:
On the other hand, when n0 + max{n1; b2}¿S, it is at most
R∞A1 6 2 + { 19n0 + (19 + ′)b2 + 12n1}={n0 + max{n1; b2}}:
If n16b2,
R∞A1 6 2 + { 19n0 + (1118 + ′)b2}=(n0 + b2)6 2 + 1118 + ′
and if n1¿b2,
R∞A1 6 2 + { 19n0 + (1118 + ′)n1}=(n0 + n1)6 2 + 1118 + ′:
Hence the theorem follows.
Theorem 2. R∞A1 ¿2:5624.
Proof. Consider the following eight items:
A: ( 12 + ;
1
2 + ); B: (
1
3 + ;
2
3 − ); C: ( 13 + ; 13 + );
D: ( 111 + ;
1
2 + ); E: (
1
13 + ;
1
2 + ); F : (
1
11 + ;
1
11 + );
G: ( 111 + ;
1
13 + ); H : (
1
13 + ;
1
13 + );
where  is a suPciently small constant such that item B is in T 02 .
Let L be a sequence of items consisting of n copies of items A; C; F; H , and 2n
copies of items B;D; E; G. Note that, since 111 +
1
13 =
24
143 =
1
6 − 1853 , by selecting  to
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Fig. 6. A bad instance to give a lower bound.
be suPciently small, we can pack one copy of A; C; F; H and two copies of B;D; E; G,
as in Fig. 6. Hence OPT (L)= n.
On the other hand, in Algorithm A1: (1) n copies of item A require n bins; (2) 2n
copies of item B require n bins, since B is classi2ed into T 02 ; (3) n copies of item C
require n=4 bins, since C is classi2ed into T 12 ; (4) 2n copies of item D require 2n=13
bins; (5) 2n copies of item E require 2n=16 bins; (6) n copies of item F require n=100
bins; (7) 2n copies of item G require 2n=120 bins, and (8) n copies of item H require
n=144 bins. Hence, in total, it requires at least
n+ n+
n
4
+
2n
13
+
2n
16
+
n
100
+
2n
120
+
n
144
¿ 2:5624n
bins. Hence the theorem follows.
4. The second algorithm
In this section, we propose an extension of the 2rst algorithm. The basic idea behind
the extension is to pack an item in T1 and item(s) in T3 in the same bin, as much as
possible. Recall that under the “on-line” setting, we cannot use any knowledge about
the input sequence L in the algorithm.
4.1. Algorithm description
In our second algorithm, called Algorithm A2, when an item in T1 is packed into
a new bin, the bin is split into two subregions, as in Fig. 7; a square region of size
2
3 × 23 that will be 2lled with the item in T1, and the remaining “L-shaped” region that
is reserved for possible usage by items in T3 (note that the reserved L-shaped region
will never be used, in the worst-case). On the other hand, when an item in T3 is packed
950 S. Fujita, T. Hada / Theoretical Computer Science 289 (2002) 939–952
2/3
items in subset T3
items in subset T1
2/3
Fig. 7. Boundaries for the classi2cation of items by the values of x- and y-coordinate.
into a new bin, under a certain condition described below, the bin is partitioned into
two subregions, and as in Fig. 7 as well, and the square region of size 23 × 23 is reserved
for possible usage by items in T1 (note again that the reserved square region will never
be used, in the worst-case).
In order to balance the advantage and disadvantage of the above scenario, we parti-
tion 20% of bins devoted to items in T3 for the above use; the remaining 80% of bins
are used in the same manner to Algorithm A1. A formal description of the algorithm
is given as follows:
Algorithm A2.
Case 1: If (x; y)∈T0 ∪T2, then it acts as in Algorithm A1.
Case 2: If (x; y)∈T1, then put the item into an active bin if there is an active bin
that has been split into two subregions, and as in Fig. 7, and the small square region
has not accommodated any item, if there is no such bin, then open a new bin, split it
into two subregions, and as in Fig. 7, and pack the item into the small square region.
Case 3: If (x; y)∈T3, then it obtains a strip of height x˜ (= xˆ) by calling procedures
described in Section 3.2 with a minor modi2cation such that an unused L-shaped region
is a possible candidate for the splitting into strips, and pack the item into a strip to
satisfy the following conditions: 80% of bins dedicated to items in T3 are 2lled with
closed strips, and 20% of such bins are 2lled with strips in such a way that there
remains an available square region of size 23 × 23 .
4.2. Analysis
Theorem 3. R∞A2 62:565 +  for any ¿0.
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Proof. Let L be a sequence of n items. In this proof, we use the same symbols as in
the proof of Theorem 1, e.g., n0 and n1 denote the numbers of items in T0 and T1,
respectively.
Recall that Algorithm A1 uses at most n0 + n1 + b2 + b3 + 2S4 + O(1) bins and an
optimal algorithm OPT requires at least max{n0 + max{n1; b2}; S} bins.
If n16S4=2, then since all items in T1 are packed into bins that is split into small
square region and an L-shaped region, the “average” occupation ratio of every closed
bin can be increased from at least 14 to at least
4
9 (note that the average occupation
ratio of bins with strips of height at most 13 , on the other hand, reduces from
1
2 to
2
5 ),
i.e., the worst-case ratio is bounded by 52 = 2:5. Hence, in the following, we assume
that n1¿S4=2.
If n1¿S4=2, we can imaginally suppose that the number of bins split into strips of
height at most 13 each reduces from 2S4 to "S4 for some constant "¡2, by using the
splitting method illustrated in Fig. 7. If the number of (imaginal) bins used by items
in T3 is "S4, then by using a similar argument to Theorem 1, we have
R∞A2 6 2 +
11
36"
(note that if "=2, we have the same bound with Theorem 1). The number of (imagi-
nal) bins reduces from 2S4 to at most 2413 if all items are packed into strips of height
1
3 ,
at most 3017 (¡
24
13 ) if all items are packed into strips of height
1
4 , and at most
45
26 (¡
24
13 )
if all items are packed into strips of height at most 15 . Hence, we have "6
24
13 for any
sequence L, i.e.,
R∞A2 6 2 +
11
36 × 2413 = 2 + 2239 6 2:565:
Hence the theorem follows.
Finally, by using a similar technique to Theorem 2 we have the following theorem
(we may simply consider a sequence consisting of items A; B and C).
Theorem 4. R∞A2 ¿2:25.
5. Concluding remarks
In this paper, we proposed two on-line algorithms for solving the two-dimensional
bin packing problem with rotatable rectangular items.
The proposal of a nontrivial lower bound is an important open problem to be solved
(currently best lower bounds on the worst-case ratio of an optimal algorithm for “ro-
tatable” setting are the same as the one-dimensional case, i.e., it is at least 1.5401
for unbounded algorithms [7], and at least 1.69103 for bounded algorithms [5]). An
extension to higher dimensional cases (e.g., three-dimensional box packing) would also
be promising.
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