Abstract-In this paper we study congestion control and scheduling in communication networks. In contrast to standard protocol design where there is minimal communication between the scheduling and the congestion control, we argue that there are a number of benefits to jointly optimizing these algorithms, especially in wireless networks. The first benefit of the coordination is that we are able to do effective buffer sizing, even when channel rates are variable. The second benefit is that we can prevent conflict situations where the congestion control and the scheduler both try to assign bandwidth to the flows. The third benefit is that coordination allows us to prove theoretical utility maximization results that are not affected by possible oscillations.
Abstract-In this paper we study congestion control and scheduling in communication networks. In contrast to standard protocol design where there is minimal communication between the scheduling and the congestion control, we argue that there are a number of benefits to jointly optimizing these algorithms, especially in wireless networks. The first benefit of the coordination is that we are able to do effective buffer sizing, even when channel rates are variable. The second benefit is that we can prevent conflict situations where the congestion control and the scheduler both try to assign bandwidth to the flows. The third benefit is that coordination allows us to prove theoretical utility maximization results that are not affected by possible oscillations.
In the first part of the paper we discuss in detail why joint optimization of scheduling and congestion control can be beneficial. We then describe algorithms from the literature that accomplish this coordination, first in the context of stationary channel rates, second in the context of adversarially defined channel rates and traffic patterns.
I. INTRODUCTION
One principle of current internet design is that congestion control is largely separated from packet scheduling. Packet schedulers that are internal to the network make local decisions about which packet to forward, without explicit regard to the congestion control algorithm. In many cases extremely simple scheduling algorithms such as FIFO are used and the standard TCP congestion control algorithm makes its decisions at the source using only minimal information from the network such as packet loss information and round-trip time delay.
In this paper we argue than in many situations, we would benefit greatly by having a tighter interaction between the schedulers in the network and the congestion control algorithms. Through most of the paper we focus on wireless networks. We do this for two reasons. First, of the three arguments that we present as to why scheduling and congestion control should be combined, the first and second reasons only apply to wireless networks. Second, almost all current internet hosts run the TCP algorithm and all routers in the internet run scheduling algorithms that do not directly interact with TCP. Therefore, it would be an essentially impossible task to change the basic structure of congestion control and scheduling in the wide-area internet in such a way that would allow them to work jointly. However, in the case of wireless networks where we may have a group of wireless nodes forming a well-defined, selfcontained wireless ad-hoc network, we believe that there are possibilities to change the congestion control and scheduling in the network so that all the algorithms work in concert in order to get the maximum performance.
We now outline three reasons why we believe there are significant benefits to be obtained by performing congestion control jointly with scheduling.
• In a wireless network, if we do not coordinate the congestion control and the scheduling then buffer sizing becomes problematic. The standard rule for sizing buffers states that in order to keep a link fully utilized when the TCP congestion control is used, the buffer at the head of the link should equal the bandwidth-delay product (BDP) for the link. (By "delay" we mean the end-toend propagation delay for the TCP flows that use the link.) However, in a wireless network the bandwidth can be extremely variable, which means that it is difficult to size the buffer correctly. As we discuss in Section II-A, the normal solution is to size the buffer for the high link rates. However, this can cause delays to be unacceptable large when the bandwidth is low.
• In many wireless networks the link schedulers and TCP work against each other. This is because the design of TCP assumes that link scheduling is done in a flowoblivious manner (for example using FIFO schedulers). In this setting one of the goals of the congestion control algorithm is to make sure that bandwidth is shared in a fair manner. However, often in a wireless network it is the wireless link scheduler that determines how bandwidth is shared. Hence there are two entities that are both trying to allocated bandwidth for the flows. As we discuss in Section II-B, this conflict can lead to excessively large queues.
• There are benefits to putting the performance of the congestion control algorithm on a sound theoretical footing. In analysis first done by Kelly, Maulloo and Tan in [8] and later continued by many other authors (e.g. [10] , [11] , [6] , [15] , [14] , [9] ), it has been shown that many variants of TCP can be viewed as approximations of primal-dual algorithms that solve an underlying optimization problem. However, in most cases this analysis abstracts away some of the details of the scheduling problem. In Section II-C we describe some results of [3] which show that when the scheduling dynamics are fully modeled many of the primal-dual algorithms presented in the literature can oscillate in a suboptimal state. We believe that the best method for preventing such oscillations and ensuring system optimality is to jointly coordinate the scheduling and congestion control. The remainder of the paper is organized as follows. In Section II we elaborate on the benefits of combined scheduling and congestion control in more detail. In Section III we describe some possible methods for carrying out this joint optimization. We first briefly describe a scheme of Stolyar [12] that is appropriate when the channel conditions can be modeled by some stationary stochastic process. We then present methods for the solving the problem under worst-case adversarial channel conditions and traffic patterns.
II. BENEFITS OF COMBINED SCHEDULING AND CONGESTION CONTROL

A. Buffer sizing
As indicated in the Introduction, the standard rule for buffer sizing under the TCP congestion control algorithm is that the buffer size should equal the bandwidth-delay product (BDP). However, in a wireless network the bandwidth on a link can vary dramatically and so the BDP is not well-defined. This leads to a dilemma as to how big the buffer should be. One solution is to size the buffer for a smaller link bandwidth. However, in this case the buffer is not big enough when the link bandwidth is high and so we do not fully utilize the buffer. The alternative, which is often used in commercial networks, is to size the buffer for a larger link bandwidth. The drawback here is that when the link bandwidth the low, we get excessive queueing and so the data experiences too much delay.
As an example of how the delay can change, let us suppose that the channel can vary between 20kbps and 1Mbps. Figures 1-3 show results for downloading the CNN homepage over these two connection speeds. Figures 1 and  2 are scatter plots of packet latencies for the 1Mbps and 20kbps connections respectively. Figure 3 shows the amount of unacknowledged data (i.e. the amount of data in flight) for the 20kbps connection.
We use a 35KB buffer since for a 1Mbps connection that corresponds to about 280ms of buffering. Figure 1 shows that the packet latencies are never more than that amount. However, if the channel is 20kbps, then a 35KB buffer gives 14 seconds of buffering, far more than any reasonable BDP. Note from Figure 2 that the packet delay does get close to 10seconds. Hence TCP is creating a lot of unnecessary buffering. Note that around time 30s, there is more than 25KB still in flight. An examination of the sequence numbers (not shown) reveals that at that time, only 50KB of data had been transmitted. Hence at that point, half of the transmitted data is still in flight.
We note that excessive buffering is bad for a number of reasons. It causes extra delay for other flows that share the same queues. (In particular, other TCP connections have trouble getting synchronized which leads to unnecessary TCP timeouts.) Moreover, in takes a long time to recover from a 2 packet loss because the retransmitted packet has to wait for all the outstanding data to be served before it can be received. Even worse, in a wireless network with changing connectivity, we may reach a situation where the inflight data cannot reach the destination. Hence all that data will be lost and will need retransmitting.
Large queueing delays of the type described above have been observed in commercial networks. In [5] Chakravorty and Pratt report on measurements in a GPRS network in which they observed 30 seconds of queueing delay. This is far above what is typically expected in data networks.
As we shall see in Section III, by combining congestion control and scheduling we are able to keep queue sizes low even for variable rate links. Specifically, by employing a backpressure mechanism we can directly signal to the congestion control to reduce the sending rate if the link schedulers cannot serve all the data being sent.
B. Preventing conflicts between the scheduler and the congestion control
Another issue in wireless networks is that the congestion control and the link scheduler can sometimes work against each other. In particular, congestion control algorithms such as TCP implicitly make the assumption that there is not a fixed bandwidth assigned to each flow. That is, if the congestion control increases the amount of data being sent then the flow may get more service. This is the case for example with the FIFO scheduling protocol. In that case whenever the source is not seeing packet drops it makes sense to increase the sending rate since there is a potential to gain more bandwidth. Theoretical analyses of TCP show that for a fixed bandwidth link it leads to a fair allocation among flows. In contrast, in a wireless network we have to contend with time-varying and user-dependent channel conditions. Hence in order to obtain a fair allocation among user flows we need a link level scheduler that takes channel conditions into account.
For example, consider a single transmitter transmitting to a set of mobile users in a wireless system such as EV-DO [4] . In this system, each mobile user k tells the transmitter its current instantaneous channel rate r k (t). Let R k (t) be a current measure of the average throughput of user k. The aim of the widely used Proportional Fair scheduling algorithm [13] , [7] is to try and maximize k log R k (t). This is achieved by in each time step serving the user with the maximum value of r k (t)/R k (t). (In other words Proportional Fair tries to serve a user with a good instantaneous channel and low average throughput).
Note that if a scheduling algorithm such as Proportional Fair is used, it is the scheduler that determines how much service each flow gets. It is not the job of the congestion control to try and increase the sending rate to try and get more bandwidth. What typically happens in wireless networks therefore is that the congestion control keeps increasing the sending rate but the scheduler does not grant any more bandwidth. The end result is that we get large amounts of queueing which are not desirable for the reasons outlined earlier. A much better solution is for the congestion control to interact with the scheduler to try and discover how much bandwidth is available, and then try and match the sending rate to that available bandwidth. This can be done by a backpressure mechanism that reacts whenever a queue becomes large.
C. Prevention of oscillations
Starting with the seminal work of Kelly, Maulloo and Tan [8] there has recently been a great deal of work aimed at understanding the behavior of TCP as the solution to an underlying optimization problem. Specifically, consider a set of sessions (flows) each of which passes through a set of servers. Let P k be the path of session k. If server Q lies on this path then we say that Q ∈ P k . Let x k be the injection rate into session k and let µ Q be the capacity of server Q. Suppose that we wish to solve the problem, max k log x k subject to:
(1)
It is shown in [8] that this problem can be solved using a primal-dual type algorithm. In particular, let x k (t) be the value of x k at time t and suppose that the injection rates are updated according to:
for some parameters β, ε. For small values of ε the results of [8] state that this algorithm converges to the solution of the optimization problem (1). This algorithm can be viewed as an approximation of TCP due to the fact that the first term in (2) is an additive increase term and the second term is a multiplicative decrease term based on congestion at server Q. Hence the algorithm may be viewed as an additive-increase multiplicative-decrease algorithm in the spirit of TCP. A large body of subsequent work (e.g. [10] , [11] , [6] , [15] , [14] , [9] ), have extended these ideas to a large variety of contexts, including the performance of the TCP Vegas algorithm, the behavior of power control in wireless networks and the performance of internet routing algorithms. However, there is one feature of the above framework that means that it is not applicable in all situations. Note that the congestion term γ Q (t) = k:Q∈Pk x k (t) at server Q is a function of the injection rates of the sessions passing through the server. In reality however, the congestion is determined by the arrival rates of the sessions passing through the server. In some situations the arrival rate may be different from the injection rate due to the queueing dynamics in the network. Indeed, if the injection rate is suddenly increased it will take some time for this increase to pass through the queues in order to reach downstream servers. More importantly, it may be the case that the flow injection rates for flows passing through a server Q overload that server. However, due to congestion at an upstream server Q , it is possible that the arrival rates at server Q are less than the session injection rates and so we do not get a buildup of data at server Q.
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Since the actual queueing dynamics can affect the performance of a system, in [3] we studied how dramatic this effect can be. In particular, we were able to show that if congestion at a server is modeled as a function of the arrival rates then the optimality of algorithms such as (2) no longer hold. To be more precise, suppose that we treat data as a fluid and at each server we serve the fluid according to some scheduling rule (e.g. FIFO). If too much fluid arrives it starts to queue up and create delays.
We consider congestion control mechanisms of the following form. We say that a session is blocked if at least one server on its path has a nonzero amount of fluid queued up. We say that a session happy if all the servers on its path have zero fluid queued up. Associated with each session k we have two functions f k (α, t) and g k (t).
• f k (α, t) is the injection rate of session k at time t assuming that at time 0 session k becomes blocked and has injection rate α. As an example f k (α, t) could represent a multiplicative decrease, e.g. f k (α, t) = αe −δt for some parameter δ.
• g k (0, t) is the injection rate of session k at time t assuming that at time 0 session k becomes happy and has injection rate 0. As an example g k (t) could represent an additive increase, e.g. g k (t) = δt for some parameter δ.
The main result of [3] is: Theorem 2.1: For a wide class of functions f k (·, ·) and g k (·), there exists a network of servers and a set of sessions such that the system oscillates in states that are suboptimal with respect to the optimization problem (1) . Moreover, the injection rates are always such that no server is ever overloaded. Hence it is the queueing dynamics that cause the oscillations, not the transient behavior of the injection rates. Most of the servers in the example of [3] serve data according to FIFO. However, there are a small number of servers that classify sessions into two types and give data from one session type priority over the other. An interesting open problem is to remove these priorities and derive an oscillating example in which all servers are FIFO.
For the full details of the construction, the reader is referred to [3] . However, we give a brief outline here. The example consists of multiple rows of servers. Each row has a single horizontal session H that passes through all the servers in the row. Some of the servers in the row also have a single-hop session S that passes through one server only. We configure the system such that the maximum injection rate for each session gives the optimal solution to the problem (1). However, we can create an initial configuration such that the system persistently oscillates in suboptimal states.
To show how this can happen, suppose that a row starts with some fluid in its leftmost server. We construct the system so that this fluid passes through all the servers in a row. Specifically, for each server that has a single-hop session S, there is a time at which all of the session H fluid resides in that server. (See Figure 4. ) At that time the session S is blocked and so its injection rate decreases to zero. This is where the suboptimality arises in that there is always some session S that is not transmitting at its optimal rate.
It remains to say how we get the initial buildup at the beginning of row. We do this by having multiple vertical 4 sessions that pass through servers in multiple rows before finally passing through the first server of some row. The system is synchronized so that as the vertical session passes through its initial servers, some of its fluid gets delayed. Due to the fact that it gets delayed at multiple servers in different rows, a large amount of fluid from the vertical sessions is built up. Eventually this fluid is released at a high rate into the first server of some row. We make sure that multiple vertical sessions all release data into the same first server on a row at the same time. This causes the initial buildup of fluid for the row which can then (as described above), pass along the length of the row.
By using servers in a toroidal structure, we are able to repeat the above process indefinitely. This shows that by considering the queueing dynamics, we never converge to the optimal solution of problem (1).
III. METHODS FOR COMBINED SCHEDULING AND CONGESTION CONTROL
In this section we briefly outline some methods from the recent literature that allow us to combine scheduling and admission control in such a way as to alleviate the problems described in the previous sections. At a high level, the aim is to decide which data should be injected and how the data should be scheduled so that we obtain high "system utility". The main idea of all of these algorithms is that there is a direct communication between the scheduler and the congestion control as to when a flow is using too much bandwidth. In this case, as we show below, it is possible to obtain algorithms with theoretical performance guarantees. In particular, it allows the congestion control algorithm to stop sending data before there is an excessive queue buildup and hence we get smaller packet delays. One way in which this congestion communication can occur is to utilize backpressure between neighboring nodes so that if there is congestion at some node in the network there is backpressure all the way back to the source and so this prevents more data from being injected.
We begin this section by describing an elegant solution due to to Stolyar [12] for the case where channel conditions are modeled by a stationary stochastic process and the congestion control tries to optimize some utility function of the data served. We then describe some partial solutions for the case where either the traffic or the channel conditions are generated by an adversary.
A. The model
As in Section II we consider a fixed set of sessions in the network. Each session k follows a fixed path P k . We suppose that time is divided into slots and at each time slot, each node can only send data to one neighbor. If node i decides to send data to node j at time t then the amount of data that can be sent is denoted r ij (t). At each node i on the path P k we maintain a queue Q k i that consists of data for session k.
2 (In an abuse of notation we also let Q k i be the size of this queue.) We let n k i be the next node after node i on the path P k . The job of the scheduling algorithm is to decide which data should be transmitted by node i at each time step. We shall consider two situations, the static graph setting in which r ij (t) = 1 for all i, j, t and the dynamic graph setting in which r ij (t) can be arbitrary. For dynamic graphs there are two further options. In the first we can assume that there is some stationary Markov chain for the system such that if m(t) is the state of the chain at time t, the r ij (t) is completely determined by m(t). The second option is to assume that r ij (t) is given by an adversary.
The job of the congestion control algorithm is to decide how much data is introduced into the system at each time step. More formally let Q k begin be the first queue on the path of session k. At each time slot t the congestion control algorithm determines how much session k data is injected into the system. We denote this quantity by b k (t). This data then gets placed into the queue Q k begin . The overall goal of the combined scheduling and congestion control is to maximize some system utility subject to the condition that all queues remain bounded. For each session k we assume that we have a utility function U k (·). (The function U k (x) = log(x) is a common choice.) We also have a measure x k (t) of the amount of service that session k has received at time t. The simplest choice for this measure is a smoothed average which is updated by x k (t) = (1−β)x k (t−1)+βb k (t). The optimization problem that we wish to solve then becomes:
subject to all queues remain stable
B. Stationary model
We begin by considering a model in which the channel conditions are governed by a stationary Markov Chain. For simplicity we also assume that at each time step the amount of data that is injected into each session is either b or 0, for some parameter b. In this case, the optimization problem (3) was solved by Stolyar in [12] using a Greedy Primal Dual algorithm. In our context, the algorithm operates as follows. For each node i and for each session k we have an urgency weight defined by g
Note that the urgency is a function of the difference between neighboring queue heights weighted by the channel conditions. Suppose that at time t, session k * is the session with the maximum urgency at node i. In this case node i serves data from session k * at time t. The amount of data that is served is
The above rule describes the scheduling part of the algorithm. The congestion control algorithm is defined as follows. For the parameter β used in the smoothing calculation, we inject data of size b into session k if bU k (t) − βQ k begin (t) is positive and we do not inject data otherwise. It is shown in [12] that for small values of β, this algorithm solves the problem (3). (We remark that the paper [12] actually solves 5 a far wider class of problems. For example, we could impose constraints on the set of nodes that are allowed to transmit simultaneously.)
We now briefly describe why in this context the algorithm solves all of the potential problems described earlier. First, note that the scheduling algorithm and the congestion control work in concert to determine the bandwidth for each session and to ensure that we do not get excessive delays. Whenever there is congestion at a server we get a small queue buildup. By the scheduling rule this causes the queues all the way back to the source to also build up. This in turn means that according to the congestion control rule we are less likely to inject new data. Hence we do not get large queues due to persistent injections into the session. Moreover, we do not get the oscillation problems that occur in the example of Section II-C because the scheduling algorithm tends to even out the queues along the row session H. This means that the vertical session data suffers less delay which implies that it cannot create a queue buildup at the first server of a row.
C. Adversarial model
In the remainder of the paper we briefly mention some results from [2] that looked at worst-case adversarially-generated channels and traffic patterns. This paper is divided into two sections. The first looks at a scenario consisting of a single wireless transmitter and multiple mobile receivers. In this case the congestion control algorithm is extremely simple. It only has to at the transmitter whatever data is served. The main problem is to generate a schedule such that the total utility is maximized. As mentioned in Section II-B, in the case of stationary channels and logarithmic utility functions the way to maximize utility is to always schedule the user that maximizes r k (t)/R k (t) where r k (t) is the current instantaneous channel rate of user k and R k (t) is user k's average throughput. In contrast, it is shown in [2] that in the case of adversarial channels, there is no online scheduling algorithm that gives us the maximum utility possible with an offline scheduling algorithm. The best we can hope for in an n-user system is an algorithm that comes with an additive error of Ω(n log n). Moreover, simply serving a random user will achieve that bound. Hence there is not in general any benefit to knowledge of the channel conditions in the adversarial context.
The second section of [2] looks the problem of utility maximization in a static graph where the traffic pattern is governed by an adversary. In this case, we define utility differently from before. We assume that at each time step the adversary injects packets into the sessions and specifies a utility for each packet. The problem is to maximize the utility of packets that are routed. The first result is that if we can solve a linear program that determines the maximum fractional utility of packets that can be routed without overloading any link, then we can assign deadlines to the packets such that if the Earliest-Deadline-First scheduling algorithm is applied that the maximum utility is achieved. Moreover, a distributed algorithm for solving this linear program was presented that is a primal-dual algorithm that operates by exchanging congestion information between the sources and the links.
IV. DISCUSSION
In this paper we have presented three benefits for combining scheduling and congestion control in communication networks, with a particular emphasis on wireless networks. We then surveyed some results from the literature that describe how this joint optimization can be carried out. A number of open problems remain, in particular in relation to the adversarial model. First, is there any congestion control algorithm for adversarial traffic patterns that does not involve solving a linear program as in [2] ? In particular, how well does the Greedy Primal-Dual algorithm of [12] work in an adversarial setting. It is known [1] that in static networks in which all the injected packets can be scheduled, then an algorithm similar to Greedy Primal-Dual can guarantee queue stability. It would be interesting to know if this result can be extended to the case of dynamic graphs in which not all packets can be routed and we wish to maximize the total utility of packets served.
