Abstract
Introduction
Augmented Reality (AR) makes computer-generated virtual objects, scenes and system message be superimposed to the real scene. In recent years, its application is becoming more and more abroad [1] .
In 21st century, users will access Internet services over lightweight portable mobile devices rather than through the traditional PC [2] . According to IDC (International Data Corporation), mobile devices are becoming the new enterprise desktop for more than half of the workforce, and more and more people access Internet through a mobile device. Mobile devices are good terminals for outdoor AR applications. It has long been recognized that mobile hardware is necessarily resource-poor relative to static client and server hardware [3] . It is anticipated that the integration of cloud resources and mobile devices is a key problem for next-generation AR system.
For example, one important problem of AR applications is collision detection (CD) and collision response (CR). AR collision detection and collision response are different from Virtual Reality (VR) collision detection and collision response. It should process virtual objects with physical objects. AR collision detection and collision response of modelable objects can be processed using approximate models, such as partial rectangle, circle and sphere data [4] . In this way, AR CD and CR can be transformed to VR CD and CR. However, the computational complexity of AR CD and CR process is so large for normal devices without mention of mobile ones. So using cloud computing may be a good solution.
Some state-of-the-art architectures of mobile cloud have been proposed by [5] - [7] . For increasing of outdoor AR applications, computational complexity makes real-time registration difficult to be realized. Nokia Research Center [5] has developed a feasible system for bringing user-generated content to mobile augmented reality clients. But latency problem is not considered. Meanwhile, Taylor C. and Pasquale J. [6] develop a new architecture, called the Proximal Workspace architecture, to provide nearby computing power to the mobile devices. A temporary computing session running on computational resources is very close to the mobile terminals. But the result of their system does not achieve real-time. In 2011, the paper [7] presents a novel framework to perform distributed multimedia processing and storage. It focuses on large amounts of data. In fact, cloud computing is certainty good at it. But real-time AR registration always has not "enough" amounts of data. Mobile could execute a resource-intensive application on a remote high-performance computer server or computer clusters. However, long WAN latencies are a fundamental obstacle. Bandwidth-induced delay is also obstacle for real-time AR applications. And WAN latency is unlikely to be improved in the near future [3] . In order to solve the problem of latency, we propose AR Cloudlets architecture. The mobile devices can be addressed by using a nearby resource-rich cloudlet to achieve low-latency and high-bandwidth wireless access instead of the remote public cloud.
System Architecture

Natural Feature AR
Augmented reality, one of virtual reality, is a very interesting problem. And the key technology to construct a successful AR system is accurate three-dimensional tracking registration. According to the different circumstances of AR application, there are two major categories of tracking registration, marker-based case and markerless-based case. Marker-based approach has many limitations, such as physical markers in every frame, illumination, occlusion, and so on. Different from marker-based one, the markerless-based case, based on natural feature, can overcome these problems. So AR natural feature registration has become a research focus.
One popular implementation uses Scale-invariant feature transform (SIFT) key points to implement AR registration. SIFT is an algorithm in computer vision to detect and describe local features in images, proposed by David Lowe in 1999 [8] . The features are invariant to image scale, rotation, and partially invariant (i.e. robust) to changing viewpoints, and change in illumination.
The first phase of the traditional SIFT AR registration approach [9] is off-line phase. Frames, which are different viewpoint about the real scene, should be extracted. Then we can calibrate to establish 3D coordinate system. In this step, many ways can be achieve this aim. For example, we can first use marker in the real scene to get the camera projection matrix. We always select 8~10 frame as key frames. Then we can extract SIFT key points in these key frames [8] . Finally, we can obtain some data which consist of projection matrix and every SIFT key point feature vector.
The second phase is on-line phase. When real scene captures by the camera, the current frame first needs to be extracted SIFT key points. Then similarity between the current frame and key frames, which are acquired in the first off-line phase, is computed. According to the similarity factor, a closed key frame can be chosen as a reference frame. Once the reference frame is determined, viewpoint deviation of two frames can be computed using matched SIFT points. As camera internal parameters have been known, transformation matrix can be easily obtained by eight matched points. The reference frame has been calibrated, so the 3D coordinate of the current frame can be easily gotten.
Figure 1. A virtual cube on a real hand
As shown in the Fig. 1 , there is an instance of SIFT AR registration. And the relationship between world coordinates and the camera coordinates is estimated by image analysis [10] . A virtual cube is registered on a real hand. Its reference frame is shown in the lower-right corner. Experimental results [9] demonstrate the SIFT AR registration method is accurate and robust. However, the computation time is too long for the application which needs real time. For a 720*576 image, 974 SIFT key points may be extracted, and the computation time is 1.025 seconds. In order to improve the computing speed, cloud computing will be a good solution.
Figure 2. AR Cloudlets framework
AR Cloudlets
With the development of AR, users want not just to run the AR application on a computer. They wish running the AR applications anywhere. Meanwhile mobile devices are becoming the new enterprise desktop [11] . Almost anyone have a mobile device. So it will be a key for next-generation AR systems.
However, the portable devices are resource-limited. Although one mobile device is limited, sufficient storage and computing power could be obtained by other devices. Cloud computing is a good solution to be taken advantage of. It refers to the provision of computational resources on demand via a computer network. In cloud computing, the user's computer may operate almost a small program, others can be processed by the servers of the cloud. A mobile device could execute a resource-intensive application on a distant high-performance cloud infrastructure over the Internet.
Yet the current trajectory of Internet evolution unlikely makes latency improved [3] . Although bandwidth, security, energy efficiency and manageability will carry on improving over time, latency is unlikely to improve in the forseeable future, because the techniques used for these improvements hurt latency. For example, an energy-saving technique, always used in wireless networks, is to turn on the mobile device's transceiver only for short time. This increases average latency and jitter. Cloudlet is therefore proposed to reduce the amount of data sent across the network.
In this paper, we present AR Cloudlets architecture to solve the problems of real-time AR applications. The proposed AR Cloudlets architecture is illustrated in Fig. 2 . Smartphones, PDAs and other resource poverty mobile devices can transmit image data via wireless network. And private AR cloudlets handle the data instead of the distant public cloud on internet. The customization of cloudlet infrastructure has two levels AR cloudlets in our architecture. One is Pre-processing Cloudlets, and the other is Post-processing Cloudlets. The cloudlet can be large or small even one server. In this architecture, the public cloud is used if there are not AR cloudlets nearby, or the resource of AR cloudlets is not enough.
The AR application procedures always have different phases need to be processed. That means much more than one phase need to be processed using cloud computing. For instance, an AR collision detection and collision response procedure need a few phases need to use cloud computing, such as registration phase, CD phase. Pre-processing Cloudlets and Post-processing Cloudlets can offer different processing at the same time. And they can obtain their own data from Storage Cloudlets. Storing result data in a unified storage structure can make management data more convenient. Basic processing flow is as follows:
Step 1: The process of AR cloudlets is that data comes from a mobile device is transmitted into Preprocessing Cloudlets first.
Step 2: Pre-processing Cloudlets can process "Phase I" (i.e. the first phase of the program mentioned above) and transmit the result data to Storage Cloudlets to store.
Step 3: Post-processing Cloudlets can obtain the "Phase I" results from Storage Cloudlets and process "Phase II" (i.e. the next phase should be processed in the program). Pre-processing Cloudlets can simultaneously get data and process "Phase I" if necessary. When "Phase II" finishes, its results are also transmitted to Storage Cloudlets.
Step 4: If Pre-processing Cloudlets is free, it can process "Phase III" with the results of "Phase II", and store the "Phase III" in the Storage Cloudlets again.
Step 5: Pre-processing Cloudlets and Post-processing Cloudlets will process different phases in turn, like step 2~4.
Step 6: When all the phases are finished, the mobile device can obtain the result data from the Storage Cloudlets.
Pre-processing Cloudlets and Post-processing Cloudlets include many nodes. They will simultaneously work. Pre-processing Cloudlets and Post-processing Cloudlets also can be seen as two big nodes, they are working together at the same time as well. If the resource of AR Cloudlets is in short supply, Public Cloud will be adopted.
Storage Cloudlets
The specialized solution, like AR, is inappropriate to use the general cloud computing or cloud infrastructure. Because AR applications require real-time, existing architecture of cloud is difficult to deal with this problem.
In the cloud, data will be divided into blocks to optimize for delivering a high-throughput data, and this may be at the expense of latency. If the data is too small or the applications require low-latency access to data, the cloud will not work well. Unfortunately, the AR application is the one. If the image in AR applications is processed one by one real time, the data size may be not large enough. It will cost a lot of time to transmit data. So we present an initial delay processing framework as shown in Fig. 2 . We use a Storage Cloudlets to store some image date temporarily from Pre-processing Cloudlets for a period of time. Through this method, the data is large enough to be processed for cloud computing. Then these data will be transmitted to Post-processing Cloudlets. The processed data will be re-stored in the Storage Cloudlets to wait for display. Finally, the AR display will be only a little of constant latency which is caused by the initial delay processing method. 
Implementation
According to our novel AR Cloudlets architecture, we implement a natural features markerless AR registration. First, we capture real scene image by the camera of the mobile device and deliver it to the Pre-processing Cloudlets through Wi-Fi. Second, the Pre-processing Cloudlets extract SIFT feature points of the image P  . SIFT key points of objects are extracted from a set of reference images and stored in the Storage Cloudlets. Third, an object is recognized in a new image by individually comparing each feature from the new image to this database and finding candidate matching features based on Euclidean distance of their feature vectors in the Post-processing Cloudlets. Fourth, transformation matrix is computed and stored in the Storage Cloudlets again. Finally, the mobile device will get the render parameters from the Storage Cloudlets and render virtual objects on the real scene. The framework of it can be known by Fig. 3 .
Let   = [   , … ,    ] denote the set of points supporting the m-th n-dimensional SIFT feature vector, 1≤m≤N and  is the size of per image. Because each n-dimensional SIFT feature vector size is too small to take the advantage of cloud computing. Then, a sequence of F images' feature vector
 is stored in the Storage Cloudlets. When F is large enough, the data P will be delivered to Post-processing Cloudlets at once. In the Post-processing Cloudlets, Match process will be processed, and it is different from traditional direct approach. We use a framework, like MapReduce, to deal with the process. MapReduce is a patented software framework introduced by Google in 2004. MapReduce is a framework for processing huge datasets on certain kinds of distributable problems using a large number of computers (nodes), collectively referred to as a cluster or as a grid. MapReduce has two steps: Map step and Reduce step. In Map step, the master node takes the input, partitions it up into smaller sub-problems, and distributes those to worker nodes. A worker node may do this again in turn, leading to a multi-level tree structure. The worker node processes that smaller problem, and passes the answer back to its master node. In Reduce step, the master node then takes the answers to all the sub-problems and combines them in some way to get the output.
Our match and determination framework can be illustrated in Fig.4 .
 denote SIFT feature vector data P is separate into S even parts, according to the S match nodes of Postprocessing Cloudlets. The i-th SIFT feature vector [] will be processed, using data structure <Key, Then <Key, Value> will be delivered to the Match Node. In the match node, let match(, [0]) represent that the SIFT feature vectors P will be matched with the reference image data P[0], using Euclidean distance, where reference image data is front view of the actual scene. <Key, Similarity> will be the output data, where Similarity is the result of match(
. After that, <Key, Similarity> will be delivered to the Determination Node. The node will sort the data to make the data having same Key be the consensus cluster. If Nearest Distance divided by Next Nearest Distance is less than the threshold, we consider it is matched. <Key,    > is the final output data, where    is the match point. Finally, the parameter of virtual object will be computed based on <Key,    >, and stored in the Storage Cloudlets. Then one after another virtual object is transmitted to mobile devices to display.
In this AR registration case, Pre-processing Cloudlets procedure and Post-processing Cloudlets procedure work in double harness.
Experimental Results
This simulation experiment demonstrates the AR markerless registration. The AR cloudlets consist of nodes. The infrastructure includes HP-XW8200 workstations with two 3.2GHz Intel Xeon processors and 2GB RAM, connected by Gigabit Ethernet. Each AR cloudlets node is a Virtual Machine (VM) server, equipped with a processor and 1GB RAM. We assume the captured images are 640*480 and the average 128-dimensional SIFT feature vectors is about 2200, extracted from key frames. Each data size is about 1.9MB.
From table 1, for the three-node case we can achieve a 22.61 times computational gain over the traditional approach [8] , and for the nine-node case, 41.49 times computational gain can be obtained over the traditional method when 500 images are parallel processed in the AR cloudlets. Here, the frames, buffer frames, are the key frames which are stored in the Storage Cloudlets. They will process together in the AR cloudlets. As buffer frames increase, computational gain increases. When the number of buffer frames, stored in the Storage Cloudlets, is too small, for example only one frame, the performance of AR cloudlets is worse than the traditional approach. It results from the data-transmission cost whose proportion of the total cost is large. But the performance is improved with the frames' growth. When there are few buffer frames processed in AR cloudlets, the computational gain of different number of VM servers is similar. As buffer frames increase, Yet the number of buffer frames is latency in the beginning stage, resulting in delay display. For instance, 200 frames are equivalent to 8 seconds latency (frame rate is 25 fps). Fig. 5 presents the relationship between the latency and the number of VM servers in the AR cloudlets. It is clearly shown that the curve changes slowly when the AR cloudlets is big enough. If real-time process is achieved (25fps), the time to delay display is 8 seconds, using 7 VM servers in Fig.5 . And 7.2 seconds latency is got by 9 VM servers. When the process time is decreased, the latency also decreases.
A strategy is to reduce VM servers to save the infrastructure cost. If the frame rate is about 15fps, the delays will be 4.8 seconds, using 7 VM servers. It is close to 9-node case, shown in Fig.5 . The delays only can be perceived in the initial phase. And it is fluent during the program. When the camera does not move fast, it is tolerable for users in the mobile application. Another strategy is to improve the users' experience. In order to reduce the delays, more VM-servers should be added. As illustrated in Fig.6 , if we make the latency be one second and maintain 15 fps, the number of VM servers will be 13. And it will obtain good real-time interactive experience. 
Conclusion
In this paper, we present AR Cloudlets architecture. Mobile devices can obtain rich resource via cloud computing. And an initial delay processing method makes real-time AR markerless registration possible.
Experimental results demonstrate that the proposed AR Cloudlets is faster than the traditional approach. And we present two strategies, saving the infrastructure cost and improving the users' experience. The former strategy is to minimize the infrastructure. When the frame rate is about 15fps, the 7-node case can achieve 4.8 seconds latency. The latter one is to minimize the delays to make display more fluent. When we use 13-node case and maintain 15 fps, the latency will be only one second in the initial phase.
In future work, we intend to study the data size which need to be processed and the infrastructure performance, and to find the relationship between them and computational performance. And we are ready to research the dynamic nodes allocation. 
