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SUMMARY
We present a stochastic dynamical model for the transmission of dengue that considers
the co-evolution of the spatial dynamics of the vectors (Aedes aegypti) and hosts (human
population), allowing the simulation of control strategies adapted to the actual evolution of
an epidemic outbreak. We observed that imposing restrictions on the movement of infected
humans is not a highly effective strategy. In contrast, isolating infected individuals with high
levels of compliance by the human population is efﬁcient even when implemented with delays
during an ongoing outbreak. We also studied insecticide-spraying strategies assuming different
(hypothetical) efﬁciencies. We observed that highly efﬁcient fumigation strategies seem to be
effective during an outbreak. Nevertheless, taking into account the controversial results on the
use of spraying as a single control strategy, we suggest that carrying out combined strategies of
fumigation and isolation during an epidemic outbreak should account for a suitable strategy for
the attenuation of epidemic outbreaks.
Key words: Dengue fever, infectious disease control, mathematical modelling, outbreaks, spatial
modelling.
INTRODUCTION
Dengue is a disease caused by a virus of the family
Flaviviridae and is mainly transmitted by the mos-
quito Aedes aegypti, which is found in tropical and
subtropical regions worldwide [1, 2]. In recent years,
transmission has increased mainly in urban and semi-
urban areas and has become a major international
public health concern [3]. According to the WHO
[4], more than 2·5 billion people – representing over
40% of the world’s population – are at risk of dengue.
There are four distinct serotypes of dengue virus and
recovery from infection by one serotype confers im-
munity to that particular serotype [3]. There is cross-
immunity to other serotypes, but this is only partial
and temporary [3]. Subsequent infections with other
serotypes increase the risk of developing a more severe
form of dengue called severe dengue (formerly known
as dengue haemorrhagic fever) [3]. Currently there are
no speciﬁc treatments and there is no vaccine to pro-
tect against dengue, although there are ongoing trials
on vaccines which give partial protection against
some serotypes [5, 6]. The usual methods to control or
prevent the spread of the disease involve vector con-
trol interventions such as removal of artiﬁcial man-
made larval habitats, coverage of domestic water stor-
age containers and insecticide space spraying [3].
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All these control interventions are supplemented by
the use of personal household protection such as
tulles, coils and window screens to avoid contact
with mosquitoes [4]. Since the publication of the ﬁrst
model concerning dengue transmission [7], several
models have been developed involving different math-
ematical approaches or taking into account different
possible aspects of the disease: constant human popu-
lation and variable vector population [8], variable
human population size [9], vertical and mechanical
transmission in vectors [10], seasonal parameters and
presence of two simultaneous dengue serotypes [11],
age structure in the human population [12], presence
of multiple serotypes [13–19], use of remote-sensing
data [20], competition for female mating between
wild and released mosquitoes [21], spatial heterogen-
eity [22], mosquito dynamics [23], spatial dynamics of
the disease [24, 25], vaccination [26], implementation
of realistic distributions for the duration of the incu-
bation periods [27], human movement [28, 29] and
impact of vector control interventions [7, 30–32].
In this work we present an improvement of a pre-
vious model [29], in which the spatio-temporal
dynamics of the mosquito and humans are simulated
simultaneously. This improvement allows us to study
the impact of different health policies and vector
control interventions, applied during an epidemic
outbreak, as a result of its evolution. We consider
measures such as: restriction of human movement,
human isolation strategies, vector space spraying
and combined strategies.
METHODS
Model
Vector dynamics
From a biological point of view we consider six differ-
ent stages for the mosquito: three immature stages:
eggs E, larvae L and pupae P, and three adult stages:
adult females in their ﬁrst gonotrophic cycle (A1),
females in subsequent gonotrophic cycles (A2) and
ﬂyers (F). The model is spatially explicit being the
mosquito and human populations located in square
patches (blocks). We consider that mosquitoes dis-
perse in search of oviposition sites [33, 34]. Having
completed the gonotrophic cycle after a blood meal
the mosquito can ﬂy to adjacent patches following a
diffusion-like process [35].
From an epidemiological point of view we divide
the adult female vector population in three compart-
ments representing the disease status: susceptible (S),
exposed (E) and infectious (I). In this work we con-
sider that only one serotype of the dengue virus is
circulating.
The female mosquito requires a blood ingest to
complete its gonotrophic cycles. In this process a sus-
ceptible mosquito may ingest viruses with their blood
meal by biting an infectious human (vector conta-
gion). The mosquito becomes exposed and the viruses
develop within the vector during its extrinsic incu-
bation period (EIP). After an EIP of 10 days the
female mosquito becomes infectious and the viruses
are injected into the bloodstream of other humans
with the saliva of the mosquito in later blood meals
(human contagion).
According to the biological stages of the mosquito
and its status with respect to the disease, 28 different
subpopulations for the mosquito are taken into
account. Three immature subpopulations: eggs E, lar-
vae L and pupae P and 25 adult subpopulations: sus-
ceptible female adults not having laid eggs A1,
susceptible ﬂyers Fs, exposed ﬂyers during the ten
different days of the EIP, Fe(k) with 14k410, infec-
tious ﬂyers Fi, and female adults having laid eggs in
the three disease compartments: susceptible A2s,
exposed A2e(k), with 14k410 and infectious A2i.
Eggs, larvae, pupae and non-parus adults, A1, are
considered susceptible. After a blood meal A1 be-
comes a ﬂyer, susceptible Fs or exposed Fe(1) in the
ﬁrst day of EIP, depending on the disease status of
the host bitten.
The evolution of the 28 subpopulations is affected
by 68 different possible events, represented by arrows
in Figure 1. Events occur at rates that depend on sub-
population values and some of them also depend
on temperature, which is a function of time since it
changes over the course of the year seasonally [35,
36]. Hence, the dependence on temperature introduces
a time dependence in the event rates. Table 1 summar-
izes the events and rates related to mosquito dynamics.
Host dynamics
Humans are considered at the individual level, i.e.
with an individual based model (IBM) [27]. Epidemi-
ologically, humans follow a susceptible (HS), exposed
(HE), infectious (HI), recovered (HR) (SEIR) se-
quence. An individual becomes infected with the
virus via the bite of an infectious mosquito, and enters
the exposed stage during an intrinsic incubation period
(IIP) that ranges between 1 and 8 days with a
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probability distributed with Nishiura’s distribution for
DENV-1 [37]. Next, the individual becomes infectious
for a viraemic period (VP) of 5 days and if bitten by
susceptible mosquitoes he may infect the vector with
a probability that depends on the viraemic day [37].
Finally, the infectious human recovers and becomes
immune to dengue for the rest of the simulation.
In contrast with our previous works [27, 29], the evol-
ution time of the infection in each human is asynchro-
nous. This means that if someone is bitten at 14:00
hours and contracts the disease, a day is considered
to have elapsed at 14:00 hours the following day.
From the point of view of human mobility, humans
behave as in our previous work [29]: i.e. half the popu-
lation of each block stay at home all day, and the
remainder go to work from 09:00 to 17:00 hours
repeating the mobility pattern every day between the
home and workplace. The workplace (block) is chosen
at random at the beginning of the simulation from a
random uniform distribution or a truncated Levy dis-
tribution [equation (1)] with parameters r0=200 m,
β=2, κ=1500 m [29], which we will hereafter refer
to as Levy 2.
P(r)/(r+ r0)−βexp( − r/κ), (1)
where P(r) the probability of a human travelling a dis-
tance r and where r0, β and κ are parameters that
characterize the distribution. We take into account
two mobility patterns to assess whether the qualitative
results depend on the exact details of the mobility
patterns.
Mathematical description of the stochastic model
The evolution of the mosquito subpopulations is mod-
elled by a state-dependent Poisson process [38, 39],
where the probability of the state: [E, L, P, A1, A2s,
A2e(1), . . ., A2e(10), A2i, Fs, Fe(1), . . ., Fe(10), Fi]
evolves in time following a Kolmogorov forward
equation that can be constructed directly from the
information collected in Table 1. The numerical im-
plementation of the stochastic model is performed
with ﬁxed time steps of 2 h using a Poisson approxi-
mation [40]. The day is divided into twelve 2-h sub-
units, for each 2-h step the model updates all
mosquito subpopulations in each block according
to the actions prescribed by the events presented in
Table 1. The event of contagion of the vector is not
calculated in the same way since vector contagion
requires interaction between vectors and hosts.
The number of mosquito bites calculated is distrib-
uted randomly among all humans present at that time
in the block. The bites made by infectious mosquitoes
on a susceptible human may cause infection with a
probability pmh=0·75 (ﬁxed throughout the whole
simulation). Susceptible mosquitoes biting infected
humans acquire the virus with probability phm(j)
[37], where j is the viraemic day of the bitten hu-
man. It should be noted that mosquitoes are con-
sidered in compartments and we are unable to identify
which mosquito has bitten which human. In each 2-h
loop we count how many new exposed mosquitoes
have resulted and place them in the compartment
Fe(1).
It is important to note that the present model differs
from previous models [23, 27, 29] in that the vector
and host dynamics are modelled simultaneously. In
the previous models a mosquito dynamic simulation
was ﬁrst run without taking into account whether
the mosquitoes were infected or not. Other dengue
models directly do not include a description of the vec-
tor’s dynamics [7–20]. When mosquito dynamics are
simulated independently of the disease, or not simu-
lated at all, interventions on mosquito dynamics as a
consequence of epidemic evolution cannot be properly
simulated. An algorithmic description of the current
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Fig. 1 [colour online]. Mosquito dynamics. Subpopulations
and events of the stochastic model according to Table 1.
Modelling interventions during a dengue outbreak 547
https://doi.org/10.1017/S0950268813001301
Downloaded from https:/www.cambridge.org/core. Open University Library, on 28 Jan 2017 at 03:18:53, subject to the Cambridge Core terms of use, available at https:/www.cambridge.org/core/terms.
model is given in Appendix A and a detailed descrip-
tion of the parameters of the model is given in Table 2
and Appendix B.
Intervention measures
The use of insecticide spraying interventions (fumi-
gations) to reduce vector populations, and the use of
isolation strategies to reduce the number of individ-
uals capable of transmitting the disease are common
practices in dengue outbreaks [4]. We implemented
some human isolation strategies and vector fumi-
gations in our model in order to study the impact in
the spread and evolution of dengue disease.
Movement restriction strategy
The movement restriction strategy requires that infec-
tious people stay at home to recover and stop the 24-h
cycle with 8 h at work. Although individuals remain at
home, they may still be bitten by mosquitoes. Since
dengue presents its ﬁrst symptoms (fever) around the
third day of the infectious state (VP), we applied this
movement restriction strategy from the third day of
the infectious state until the last (ﬁfth) day. Since the
exposed time is measured from the moment of the
infective bite, people might become symptomatic
while they are at work. In such cases, we allow that
person to remain at work until returning home at
the usual time; when he then starts obeying the move-
ment restriction until the end of the infectious state.
Isolation strategy
It can be argued that the movement restriction strat-
egy might not be enough to reduce or avoid the evol-
ution of the disease, since vectors can still make
Table 1. Events related to mosquito dynamics. Event type and transition rates
for the developmental model
Event Transition rate
(1) Egg death me*E
(2) Egg hatching elr*E
(3) Larval death ml*L+α*L*(L− 1)
(4) Pupation lpr*L
(5) Pupal death (mp+par*(1−(ef/2)))*P
(6) Adult emergence par*(ef/2)*P
(7) Adults 1 death ma*A1
(8) I Gonotrophic cycle cycle1*A1
(9) Oviposition by susceptible ﬂyers ovr*Fs
(10–19) Oviposition by exposed ﬂyers ovr*Fe(k) with 14k410
(20) Oviposition by infected ﬂyers ovr*Fi
(21) II Gonotrophic cycle of susceptible adults 2 cycle2*A2s
(22–31) II Gonotrophic cycle of exposed adults 2 cycle2*A2e(k) with 14k410
(32) II Gonotrophic cycle of infectious adults 2 cycle2*A2i
(33) Susceptible ﬂyer death ma*Fs
(34–43) Exposed ﬂyer death ma*Fe(k) with 14k410
(44) Infectious ﬂyer death ma*Fi
(45) Susceptible adult 2 death ma*A2s
(46–55) Exposed adult 2 death ma*A2e(k) with 14k410
(56) Infectious adult 2 death ma*A2i
(57) Susceptible ﬂyer dispersal disp*Fs
(58–67) Exposed ﬂyer dispersal disp*Fe(k) with 14k410
(68) Infectious ﬂyer dispersal disp*Fi
The coefﬁcients [24] are me, mortality of eggs; elr, hatching rate; ml, mortality of
larvae; α, density-dependent mortality of larvae; lpr, pupation rate; mp, mortality
of pupae; par, pupae into adults development coefﬁcient; ef, emergence factor;
ma, mortality of adults; cycle1, gonotrophic cycle coefﬁcient (number of daily
cycles) for adult females in stages A1; cycle 2, gonotrophic cycle coefﬁcient (number
of daily cycles) for adult females in stage A2; ovr, oviposition rate by ﬂyers; disp,
dispersal rate of ﬂyers. A detailed description of the coefﬁcient values can be
found in Appendix B.
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contact with infectious humans and spread the infec-
tion. A better strategy would be the voluntary iso-
lation of every person with any symptom compatible
with dengue. In our model, people remained at
home from the third day of the infectious state, as in
the previous case, but on this occasion they were not
bitten by mosquitoes. In practice, this could be
achieved by keeping infectious people indoors and
using window and door screens, mosquito nets, tulles,
insecticide-treated bed nets, repellents containing
DEET, IR3535 or Icaridin, mosquito coils, household
insecticide aerosol products, insecticide vaporizers and
long-sleeved clothes [3, 4]. The model does not dis-
criminate between the different methods used to
achieve isolation or the manner in which these are
implemented, but accounts for the global effect as a
whole. The contribution of each method of isolation
is beyond the scope of this work. Although this strat-
egy is harder to apply than the movement restriction
strategy, it is still feasible. For this case, we performed
three different simulations based on the isolation of
infectious humans, i.e. 1 day only (day 3 of VP), 2
days (days 3 and 4) and 3 days (days 3–5).
Delayed measures. In the previous strategies we
applied the intervention measures even for the index
case. Nevertheless, control strategies cannot always
be started from the beginning of an epidemic outbreak.
Public health measures may follow the index case after
some delay that depends on the preparedness of the
society regarding the prevention of dengue outbreaks.
We explored the effect of a delay in applying the 3-day
isolation strategy. The delays considered are 14, 21, 60
and 120 days beginning from the day the index case
became infectious.
Efﬁciency of isolation. It is expected that not all
infected people will achieve isolation, either because
they choose not to obey the strategy or because they
do not know they were infected (subclinical cases
with mild or no symptoms). To study the impact of
such behaviour on the evolution of the disease, we
ran simulations with different efﬁciencies of isolation:
90%, 70%, 50% and 25%. More explicitly, at the
beginning of the simulation we selected randomly
for each speciﬁc efﬁciency which individuals would
be isolated or not regarding infectious cases.
Vector control interventions: fumigation
Interventions to control vector populations are a fre-
quent approach to the problem. The most common,
highly visible, method is the spraying of insecticides
or fumigation during an outbreak [4]. Fumigation tar-
gets the adult mosquito population. In our simulations
we considered that fumigation was effective over all
(n=25) adult mosquito subpopulations.
The procedure is as follows. Every time an infec-
tious human appears at home, if not already tagged,
his home block is tagged for spraying and is fumigated
effectively T days later, irrespective of the number of
new infectious humans that appear in that tagged
block during that period of time T. Once the block
has been fumigated, it is immediately untagged and
a new infectious human can trigger a new fumigation
in the same block.
It should be borne in mind that fumigation is not
the perfect solution because of a variety of reasons
[41]. We deﬁned a global efﬁciency of fumigation,
gef, for the simulations accounting for this fact. This
efﬁciency is the probability of an adult mosquito
dying immediately after a fumigation intervention
has been performed in the block it inhabits. The
adult surviving population was calculated considering
binomial distributions with probability P=(1−gef). It
should be noted that we do not consider any residual
effects of the insecticides, i.e. mosquitoes only die
during the fumigation. To study the sensitivity to gef
we used the following efﬁciencies 0·9, 0·5, 0·3, 0·1.
The time elapsed between the case determining that
the block should be fumigated (tagging) and the actual
fumigation was set to T∈{3, 7} days.
Combined strategies (fumigation+ isolation)
To maximize the effectiveness of the measures and to
make them possibly more realistic in relation to the
efﬁciencies needed to obtain useful results, we com-
bined two strategies: mosquito fumigation and 3-day
human isolation from the appearance of the index
case. The efﬁciency for human isolation was of 50%,
the fumigation efﬁciency was 50%, 30% and 10%
and the interval T=7.
Inﬂuence of subclinical cases
In dengue, subclinical cases are usual and their fre-
quency varies according to the geographical area,
the immunological status of the patients, the epide-
miological context and the circulating serotype [42].
Since subclinical cases cannot trigger a fumigation,
we studied how the presence of subclinical cases
affected the fumigation strategy and the evolution of
the disease. In our model all the subclinical cases
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were able to spread the disease, even though the role
of subclinical cases in the spread of dengue is not
clear [42]. We performed two sets of realizations
with two percentages of subclinical cases (50% and
90%). The ﬁrst set corresponds to fumigation strat-
egies with an efﬁciency of fumigation of 50% and
90% and the second set corresponds to combined
strategies (fumigation+ isolation) with 50% efﬁciency
of fumigation and 50% efﬁciency of isolation.
Analysis of the model output results
Five hundred realizations of the evolution of the model
were run for each strategy. The urbanization consisted
of a grid of 40×40 blocks with 100 humans living in
each block and a breeding site density of 150 sites/ha.
For all the strategies previously described, we calcu-
lated the ﬁnal size of epidemics (FSE) and the prob-
ability of epidemics (Pe). For FSE we included the
total number of susceptible humans who were infected
during the epidemic outbreak. The probability of epi-
demics, Pe, i.e. the probability of the development of
an epidemic outbreak was estimated by the frequency
of simulation runs with FSE >1, i.e. those showing
secondary infections. For all the interventions that
involved the use of insecticides we also calculated
the total number of fumigations (TNF).
Trying to characterize the spatial spread of the epi-
demics we computed the size of the biggest cluster of
infected people in relation to the size of all infected
clusters aggregated. We deﬁned a cluster as connected
blocks containing at least one infected human, where
the connection can be made through any of the
eight neighbours of the block. We calculated the pro-
portion of the number of infected humans in the big-
gest cluster in comparison to the infected humans in
the whole grid, and we also calculated the proportion
of the number of blocks that the biggest cluster occu-
pied in relation to the total number of blocks contain-
ing at least one infected human. We designated the
ﬁrst type mass clusters and the second type geometric
clusters.
RESULTS
Movement restriction and isolation strategies
Figure 2 shows the probability of epidemics, Pe, and
the box plots of FSEs of simulation runs with second-
ary infections for different strategies: (a) without any
measures undertaken (b, c, d) 1, 2 and 3 days of iso-
lation strategy, and (e) 3 days of movement restriction
strategy. In the case of the movement restriction strat-
egy, Pe did not change because we set the index case
not to move, and observed that this measure did not
signiﬁcantly affect the FSE distribution. Instead, in
the case of isolation strategies we observed that the
FSEs is greatly reduced in comparison to the epidemic
outbreaks without measures. The isolation strategies
are highly effective not only in reducing the ﬁnal epi-
demic size but also in reducing the probability of epi-
demics, e.g. from 0·8 (no measures undertaken) to
0·34 (3-day isolation, random uniform case).
Isolation strategies with different delays and efﬁciencies
Figure 3 shows the empirical distribution functions
(accumulated probability function) of the FSEs, for
simulations without intervention measures, and with
3-day isolation strategies with delays of 0, 14, 21, 60
and 120 days at the start of the measure. The inﬂuence
of the delay in FSE and in Pe is highly dependent on
the magnitude of the delay (see Discussion).
Table 3 shows, for different efﬁciencies, the prob-
ability of an epidemic outbreak Pe with its corre-
sponding errors, the mean of the FSE distribution
(taking into account only the simulations run with sec-
ondary infections) and the FSE sample standard devi-
ation. We observed that both the mean of the FSEs
and Pe decrease with the isolation efﬁciency. For
example, in the case of the Levy 2 pattern Pe was
reduced from 0·77±0·03 (under no intervention
measures) to 0·33±0·04 (3-day isolation strategy
with 100% efﬁciency), and in this last case the FSEs
was reduced to 3·2% of the mean FSE without iso-
lation strategies. In the case of the uniform pattern
Pe was reduced from 0·80 ±0·03 (under no interven-
tion measures) to 0·34±0·04 (3-day isolation strategy
with 100% efﬁciency), and the FSE in this last case
was reduced to 2·2% of the mean FSE without iso-
lation strategies.
Vector control interventions: fumigation
Table 4 shows the results of the fumigation simu-
lations with a 7-day interval between fumigations
and for different efﬁciencies (0%, 10%, 30%, 50%,
90%): the probability of an epidemic outbreak, Pe,
with its corresponding error, the mean of the FSE
taking only into account the simulation runs with sec-
ondary infections, the FSE sample standard deviation
and the mean of the total number of fumigations with
its standard deviation. We observed that the higher
the efﬁciency of the fumigation, the lower the ﬁnal
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size and the probability of epidemics. We observed
also that the use of low-efﬁciency insecticide spraying
involves a very high number of fumigations during the
epidemic outbreak (e.g. uniform pattern, 10% efﬁci-
ency, 7-day intervals between fumigations: mean
TNF=1114).
Combined strategies
Table 5 shows a comparison of several combined and
single strategies. Unlike previous tables, the FSEs are
not shown, but their percentage is compared to the
case under no intervention measures, in decreasing
order. In respect of the epidemic size, ﬁrst we note
that almost any strategy in this table is effective except
the 10% efﬁciency fumigation with 7-day intervals. If
we observe the probabilities of epidemics, it can be
seen that those involving isolation strategies are better,
but they have the disadvantage of requiring a high
level of human compliance.
Inﬂuence of subclinical cases
Table 6 shows the results of the fumigation strategies
and the combined strategies with different percentages
of subclinical cases (0%, 50%, 90%). The results of the
isolation strategy with 50% efﬁciency and the case
without intervention measures are also shown for
comparison. The existence of subclinical cases pro-
duces an increase in FSEs and the probability of an
epidemic outbreak without a signiﬁcant change in
the total number of fumigations.
Spatial analysis
For two of the strategies undertaken, the 7-day inter-
val fumigation with 50% efﬁciency and human iso-
lation with 70% efﬁciency, which have similar ﬁnal
epidemic sizes according to Table 5, we show two
curves in Figure 4. One curve represents the pro-
portion of the number of infected humans in the big-
gest cluster compared to the infected humans in the
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Fig. 2. Probability of epidemics (Pe) and box plot of ﬁnal size of epidemics (FSE) for (a) no measures, (b) isolation of 1
day, (c) isolation of 2 days, (d) isolation of 3 days, (e) 3-day movement restriction. Top panels: Levy 2; bottom panels:
uniform distribution.
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whole grid (mass cluster), and the other curve rep-
resents the proportion of the number of blocks that
the biggest cluster occupies in relation to the total
number of blocks containing at least one infected
human (geometric cluster).
For both strategies we observed that the proportion
of the biggest mass cluster is higher than the geometric
one (Fig. 4), but the proportional difference between
the curves of the biggest mass and geometric clusters
is appreciably different between the two measures.
This indicates that in the isolation case even though
the ﬁnal epidemic sizes might be similar, infected
people are less dispersed compared to the fumigation
case.
Table 2. Coefﬁcients for the enzymatic model of maturation [equation (2)],
where RD is measured in day
−1, enthalpies are measured in (cal/mol) and
temperatures T are measured in degrees Kelvin. A brief description of the
enzymatic model of maturation can be found in Appendix B
Development cycle (2) RD (T) RD (298K) ΔHA ΔHH T½
Egg hatching elr 0·24 10798 100000 14184
Larval development lpr 0·2088 26018 55990 304·6
Pupal development par 0·384 14931 −472379 148
Gonotrophic cycle (A1) cycle1 0·216 15725 1756481 447·2
Gonotrophic cycle (A2) cycle2 0·372 15725 1756481 447·2
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Fig. 3 [colour online]. Empirical distribution function of ﬁnal size of epidemics (FSE) for delayed isolation of 0, 14, 21, 60,
120 days. (a) Levy 2, (b) uniform distribution.
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DISCUSSION
The present model represents a balance between the
need to understand and quantify interventions and
our current knowledge. In general, and this paper is
not an exception, mathematical models allow the
extrapolation and integration of knowledge, but this
demands a hierarchical organization of the infor-
mation in somewhat complete levels. Lack of knowl-
edge at higher levels makes incorporation of details
at lower levels irrelevant. In the present case, for
example, it is known that A. aegypti activity is mostly
diurnal with peaks at sunrise and sunset [43] but intro-
ducing this knowledge would require a corresponding
detail on the time-interval spent by humans at work,
home and other places, and a detailed knowledge of
the mosquito populations at each of these places,
such information is not available and would be extre-
mely difﬁcult to obtain. Other matters like weather
ﬂuctuations that affect mosquito populations [44]
and heterogeneities in breeding sites and human popu-
lation can be incorporated but need to be done on a
particular basis and are expected to produce little
change in the average behaviour captured by the cur-
rent model. Thus incorporating them will result more
in an illusion of realism than in any real improvement
of the general analysis. Finally, under the pressures
created by a dengue epidemic outbreak, knowledge
of the immunological status of the population would
be required to gauge the number of severe dengue
cases that could overburden the health system.
However, these facts have no dynamic effects except
for the presence of a certain number of recovered/
immune people. The case we have considered corre-
sponds to a city like Buenos Aires, without any
records of any relevant dengue epidemic. In other
words, in our view, more accurate results can only
be given for particular cases and not in general.
The ﬁrst intervention measure analysed was the
movement restriction strategy. It was found, rather
unexpectedly, that this policy has little to no effect
on the FSEs and on its probability compared to the
no-measure scenario. In order to understand this
result, we compared these two strategies, i.e. no
measures and movement restriction. For this purpose
we counted how many mosquitoes were infected by
humans in each of the 5 days of the human VP, and
also which of those were infected by humans at
‘home’ or at ‘work’. We also performed the same cal-
culation taking into account only those mosquitoes
that were infected in a block free of infected/or
exposed mosquitoes (generation of new mosquito
foci of infection). A focus is said to start at the ith
day of viraemia, if infectious humans have failed to
establish the mosquito foci by days j<i, while those
which are bitten during the ith day of viraemia suc-
ceeded. The obtained results are shown in Table 7.
Under the no-intervention strategy the total number
of mosquitoes infected by humans at work between
Table 3. Probability of epidemics (Pe) and ﬁnal size of
epidemics (FSE) for different isolation efﬁciencies
Distribution Pe ΔPe Mean FSE σFSE
Levy2
0% 0·77 0·03 2145 1230
25% 0·67 0·04 1255 826
50% 0·56 0·04 628 473
70% 0·51 0·04 338 307
90% 0·39 0·04 121 112
100% 0·33 0·04 69 73
Uniform
0% 0·80 0·03 3080 2121
25% 0·69 0·04 1577 1165
50% 0·56 0·04 712 544
70% 0·51 0·04 344 280
90% 0·42 0·04 138 129
100% 0·34 0·04 69 70
ΔPe is the error of Pe, whereas σFSE is the sample standard
deviation of FSE.
Table 4. Probability of epidemics (Pe), ﬁnal size of
epidemics (FSE) and total number of fumigations
(TNF) for different fumigation efﬁciencies and 7-day
interval
Distribution Pe ΔPe
Mean
FSE σFSE
Mean
TNF σTNF
Levy 2
0% 0·77 0·03 2145 1230
10% 0·77 0·03 1253 720 551 280
30% 0·70 0·03 499 312 269 155
50% 0·60 0·04 199 136 122 79
90% 0·37 0·04 43 36 29 23
Uniform
0% 0·80 0·03 3080 2121
10% 0·76 0·03 1912 1308 1114 725
30% 0·66 0·04 652 465 416 289
50% 0·62 0·04 281 226 187 147
90% 0·40 0·04 52 50 36 34
ΔPe is the error of Pe, whereas σFSE is the sample standard
deviation of FSE and σTNF is the sample standard devi-
ation of TNF.
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days 3 and 5 of infection was only about 12% of the
total. However, this is a small percentage of the
total. Moreover, when considering the case in which
the restriction in movement is applied, it was found
that this 12% is transferred to the infections produced
at home between days 3 and 5 of human infection,
‘preserving’ in that way the total amount of infectious
bites.
Moreover, from our simulation (not shown in the
Tables) in the no-measures scenario, the creation of
new mosquito foci by humans at work between days
3 and 5 of infection is around 10% which we believe
is small enough not to affect the evolution of the epi-
demic if removed by the application of the movement
restriction strategy (there can not be new mosquito
foci created at work between the times on which we
restrict the human movement by deﬁnition). To
check whether the inefﬁciency of the movement re-
striction strategy was due to low breeding site density
(BS) used in the simulations or due to the distribution
of time between work and home, we tried several
other conditions and always observed the same
behaviour.
By contrast, we found the isolation strategy to be
quite effective. From Table 7 it can be seen that
almost 70% of the total infective bites in the
no-measures scenario were made on humans between
days 3 and 5 of infection, which we are isolating if
using the 3-day isolation strategy. We performed iso-
lation strategies of 1, 2 or 3 days of human isolation
during the infective period and observed that all the
isolation strategies are highly effective not only by
reducing the ﬁnal epidemic size but also by reducing
the probability of epidemics. This probability is
obviously lowered because in the case of isolation
strategies some of the ﬁve possible days for the index
case to infect a mosquito are removed. As expected,
both ﬁnal size and probability are lower when the dur-
ation of human isolation is increased. It can also be
seen that the median of the FSE and the probability
Pe are not linear with the duration or length of iso-
lation because the model is highly nonlinear and the
Table 5. Probability of epidemics (Pe), percentage of the ﬁnal size of epidemics (FSE) compared to the case under
no intervention measures and total number of fumigations (TNF) for different policies
Distribution Pe ΔPe % Mean FSE Mean TNF σTNF
Levy 2
Fumigation 10% – 7 days 0·77 0·03 58·4 551 280
Isolation 50% 0·56 0·04 29·2
Fumigation 30% – 7days 0·70 0·03 23·3 269 155
Isolation 50%/fumigation 10% 0·52 0·04 17·5 193 136
Isolation 70% 0·51 0·04 15·8
Fumigation 50% – 7 days 0·60 0·04 9·3 122 79
Isolation 50%/fumigation 30% 0·48 0·04 7·1 92 72
Isolation 90% 0·42 0·04 6·4
Fumigation 50% –3 days 0·57 0·04 4·8 81 60
Isolation 50%/fumigation 50% 0·45 0·04 3·6 49 39
Isolation 100% 0·34 0·04 3·2
Fumigation 90% – 7 days 0·37 0·04 2·0 29 23
Uniform
Fumigation 10% – 7 days 0·76 0·03 62·1 1114 725
Isolation 50% 0·56 0·04 23·1
Fumigation 30% – 7 days 0·66 0·04 21·2 416 289
Isolation 50%/fumigation 10% 0·52 0·04 15·8 296 260
Isolation 70% 0·51 0·04 10·2
Fumigation 50% – 7 days 0·62 0·04 9·1 187 147
Isolation 50%/fumigation 30% 0·52 0·04 6·7 133 119
Fumigation 50% – 3 days 0·60 0·04 4·5 112 86
Isolation 90% 0·42 0·04 4·5
Isolation 50%/fumigation 50% 0·44 0·04 3·2 67 62
Isolation 100% 0·34 0·04 2·2
Fumigation 90% – 7 days 0·40 0·04 1·7 36 34
ΔPe is the error of Pe; σTNF is the sample standard deviation of TNF.
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Table 6. Probability of epidemics (Pe), percentage of the ﬁnal size of epidemics (FSE) compared to the case under
no intervention measures and total number of fumigations (TNF) for different policies including two different
percentages of subclinical infected humans (50% and 90%)
Distribution Pe ΔPe % Mean FSE Mean TNF σTNF
Levy2
No measures 0·77 0·03 100
50% fumigation/0% subclinical 0·60 0·04 9·3 122 79
50% fumigation/50% subclinical 0·71 0·03 19 144 83
50% fumigation/90% subclinical 0·76 0·03 53·3 99 52
90% fumigation/0% subclinical 0·37 0·04 2·0 29 23
90% fumigation/50% subclinical 0·60 0·04 7·0 58 35
90% fumigation/90% subclinical 0·74 0·03 35 68 36
50% isolation 0·56 0·04 29·2
50% isolation/50% fumigation/0% subclinical 0·45 0·04 3·6 49 39
50% isolation/50% fumigation/50% subclinical 0·51 0·04 7·2 59 41
50% isolation/50% fumigation/90% subclinical 0·60 0·04 17·8 38 25
Uniform
No measures 0·80 0·03 100
50% fumigation/0% subclinical 0·62 0·04 9·1 187 147
50% fumigation/50% subclinical 0·68 0·04 21·2 255 182
50% fumigation/90% subclinical 0·78 0·03 62·2 179 120
90% fumigation/0% subclinical 0·40 0·04 1·7 36 34
90% fumigation/50% subclinical 0·60 0·04 7·8 96 76
90% fumigation/90% subclinical 0·77 0·03 43 123 79
50% isolation 0·56 0·04 23·1
50% isolation/50% fumigation/0% subclinical 0·44 0·04 3·2 67 62
50% isolation/50% fumigation/50% subclinical 0·49 0·04 5·8 76 59
50% isolation/50% fumigation/90% subclinical 0·55 0·04 14·5 45 33
ΔPe is the error of Pe; σTNF is the sample standard deviation of TNF.
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probabilities of infection for human–mosquito trans-
mission are not uniform [37].
Since in reality, isolation strategies cannot always
be started from the very beginning of an epidemic out-
break we ran simulations of the 3-day isolation strat-
egy for different days of delay from the appearance
of the index case (Fig. 3). It can be seen that with
delays from 0 to 14 days the probability of an epi-
demic grows but thereafter all consecutive delays
have the same probability. Note that in the 0-day
delay scenario we always isolate the last three infective
days of the index case. In the case of514-day delays,
whatever the length the exposition time of the index
case, there is no possibility of isolation, so the prob-
ability of an epidemic outbreak will be the same as
for the no-measure scenario.
We show that there are no differences between the
empirical distribution functions for 14-day and
21-day isolation strategies. To explain this observation
it should be noted that the EIP of the mosquitoes is
ﬁxed to 10 days, therefore we realize that if there is
going to be any difference between these two delays
it is because the ﬁrst secondary infected human ap-
pears in the interval between 14 and 21 days. If we
check all the possibilities with their probabilities we
realize that this seldom happens and that is why
these two cases are almost the same. These ﬁndings
are important because they mean that there exists a
window of time which is the same when we start the
isolation strategy. However, if we extend the delay
beyond a certain limit (e.g. 60 days), we see that the
distribution gets closer to that without measures but
still reduces the ﬁnal epidemic size. For a 120-day
delay (roughly at the peak of the epidemic) it can be
seen that the measure is no longer effective.
As explained previously, it is expected that not all
infected people are going to achieve isolation, either
because they decide not to obey the strategy or
because they do not know they are infected (subclini-
cal cases with mild or no symptoms). We ran simu-
lations with different efﬁciencies of isolation to study
their impact on the evolution of the disease. As we
have already noted the probability of epidemics de-
creases with the efﬁciency of the isolation (Table 3).
The difference between the probability of epidemics
under a no-measure strategy and the probability of
epidemics under an isolation strategy with 100%
efﬁciency (≃44% for the Levy 2 case) is due to the
possibility of the index case being bitten during the
last 3 days of the VP. If the efﬁciency were other
than the maximum, it is straightforward to see that
the probability of an epidemic would be
Pe = Pnomeasures ∗(1− efficiency) + P100% ∗efficiency ,
(the probability of the epidemic starting during those
last 3 days is linear with the efﬁciency of isolation
since it is decided at the start whether the index case
is isolated or not for the whole simulation). If we
check these probabilities (Table 3) taking into account
the errors then it is fulﬁlled. It can also be seen that the
mean of the FSEs decreases with isolation efﬁciency,
but not linearly.
Interventions to control mosquito populations are
perhaps the most common approach during dengue
epidemics; we considered the case of fumigation. We
observed that low-efﬁciency fumigations (efﬁciencies
of 10% and 30%) are capable of reducing the FSEs
but do not substantially decrease the probability of epi-
demics. Moreover, the use of low-efﬁciency fumi-
gation interventions requires a high number of
fumigations during the epidemic outbreak. By con-
trast, the model shows that high-efﬁciency fumigations
are effective in reducing both the FSEs and the prob-
ability of epidemics, requiring a smaller number of
Table 7. Number (percentage) of mosquitoes infected during two particular simulations with Levy 2 human
movement and similar FSE. The infected mosquitoes are classiﬁed by the viraemic day of the human from whom it
acquired the virus and whether this human was at home or work at the time of infection
Day 1 Day 2 Day 3 Day 4 Day 5
Levy2
Home 19068 (6%) 58155 (20%) 69925 (24%) 63670 (22%) 32023 (11%)
Work 4086 (1%) 12158 (4%) 14684 (5%) 13401 (5%) 6622 (2%)
Levy2
Home 23413 (6%) 72237 (20%) 100743 (28%) 94896 (26%) 47536 (13%)
Work 4985 (1%) 15123 (4%) 2324 (1%) 0 (0%) 0 (0%)
Top, No measures; bottom, movement restriction strategy.
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insecticide applications. Nevertheless, compared to
human isolation (Table 3), fumigation is less efﬁcient
at lowering the probability of epidemic outbreaks
even when the ﬁnal epidemics sizes are similar. We
also performed simulations with 3-day intervals (not
shown) which are, as expected, more efﬁcient both
in ﬁnal size and total number of fumigations, but
this shorter interval does not seem to affect the epi-
demic probability. This is to be expected because
between the index case and the second infected
human there can be only one fumigation regardless
of the interval chosen.
The effectiveness of peridomestic insecticide spray-
ing in reducing dengue transmission has not been
conclusively demonstrated [41]. Therefore, we studied
insecticide spraying in combination with human iso-
lation strategies as a possible form to increase effective-
ness in dealing with dengue outbreaks. Combined
strategies performed with the model (Table 5) have
the advantage of presenting low epidemic probabil-
ities, because of the isolation, and low epidemic sizes
even for low efﬁciencies both in isolation and in fumi-
gation. Moreover, the required amounts of insecticide
applications are lower compared to single measures of
fumigation with same efﬁciency. It is also worth not-
ing that the effect on the FSEs seems to be additive.
We are able to compare the percentage of FSEs
reached with each strategy, with regard to the case
under no-intervention measures. For example, in the
case of the Levy ﬂight pattern (Table 5) for the 50%
isolation strategy the percentage was 29%, for the
30% fumigation strategy it was 23%, when these
values are multiplied the result is close to the 7%
reached with the combined policy using the same
efﬁciencies. In a way, the isolation effect seems to be
independent of the fumigation effect.
We also studied the effect of subclinical cases
during an epidemic outbreak and observed that
the fumigation strategies were still effective in the
reduction of the FSEs. However, in the worst scenario
with a high proportion (90%) of subclinical cases, the
Pe almost reached the value under the no-intervention
measure. For example, in the case of a uniform pat-
tern during a fumigation strategy with an efﬁciency
of 50% and with 90% of subclinical cases (Table 6),
the Pe rises to 0·78 and the FSE reaches a value of
62% of the FSE under the no-intervention measure.
For the combined strategies the effect of the subclini-
cal cases on the FSE and Pe is similar, but in this case
it is preferable to compare it with the isolation strat-
egies and the combined strategies without subclinical
cases. For example, in the case of a uniform pattern
with an isolation efﬁciency of 50%, a fumigation
efﬁciency of 50% and with 90% of subclinical cases,
the Pe reaches 0·55, almost the Pe of the 50% isolation
measure (0·56) and the FSE reaches a value of 14·5%,
which is between the values reached with the com-
bined strategy (3·2%) and the isolation strategy
(23·1%) without subclinical cases.
Following the spatial analysis performed in our
previous work [29], several spatial analyses were con-
ducted in order to study the differences between each
of the individual strategies. Between pairs of strategies
leading to similar FSEs we computed three analyses:
the probability of ﬁnding at least one infected
human at distance R from the index case, the cluster
size distributions of infected people at different
moments of the outbreak, and the size of the biggest
cluster of infected people in relation to the size
of all the aggregated infected clusters at different
moments of the evolution of the epidemic. We failed
to ﬁnd any substantial differences between pairs of
strategies for the two ﬁrst analyses. Nevertheless,
regarding the third spatial analysis (Fig. 4), we
observed that the proportion of the biggest mass clus-
ter is higher than the geometric cluster; this occurs
because during the simulation several new human
foci are created when the temperature is decreasing
(autumn season) and these foci do not reach a size
as big as the earlier clusters, principally generated
during the summer season (in terms of number of
infected people). So, there are several blocks with
small numbers of infected humans compared to the
biggest cluster which is often the cluster where the
index case is. We also observed that the proportional
difference between the curves of the biggest mass and
geometric clusters is appreciably different between the
two policies represented as an example in Figure 4,
which indicates that under isolation even though the
ﬁnal epidemic sizes are similar, infected individuals
are less dispersed during the isolation strategy com-
pared to the fumigation case.
In conclusion, we have developed an improvement
of a previously published model [29], which couples
simultaneously the dynamics of humans with those
of mosquitoes, allowing the simulation of complex
control strategies acting on humans (e.g. movement
restriction, isolation strategies, etc.) and/or mosqui-
toes (e.g. insect spraying) depending on the evolution
of an epidemic outbreak.
Regarding isolation strategies, we studied those
with different efﬁciencies and different delays at the
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beginning of the measures and observed a peculiar
dependence of the FSE distribution on the delay at
the beginning of the isolation measures. There is a
ﬁrst window for which only the probability of an epi-
demic changes and the FSE distribution shape does
not change, and a second window for which the
FSE distribution changes but the Pe does not. The
ﬁrst window ensures that in that time span only the
Pe will grow and the maximum number of total
infected humans will be bounded by the maximum
of the FSE distribution. The second window shows
that from that time on, the Pe will be the same but
the FSE will depend on the delay at the beginning
of the isolation measure. That means that isolation
strategies could be implemented even if the outbreaks
are not recognized from the outset, even up to 60 days
after the arrival of the index case. In particular there is
a window of about 1 week (between 14 and 21 days
after the appearance of the index case) for which
both FSE and Pe are similar, which means that during
this period it does not matter when we start the
strategy.
We studied insecticide spraying strategies with
different efﬁciencies and with different proportions
of subclinical cases in the human population and ob-
served that highly efﬁcient fumigation strategies
seem to be effective during an outbreak. Nevertheless,
taking into account the controversial results of spatial
spraying as a single control strategy, the development
of insecticide resistance, the high costs of vector con-
trols, the high proportion of subclinical cases, and
ﬁnally, based on our simulation results, we suggest
that carrying out combined strategies of fumigation
and isolation during an epidemic outbreak represents
a suitable strategy for the attenuation of epidemic
outbreaks.
It should be noted that all results discussed are
qualitatively similar regardless of the human mobility
pattern used (random uniform and Levy 2).
APPENDIX A
Algorithmic description of the model
As we already described in the Methods section, 28
different subpopulations for the mosquito are con-
sidered. According to the biological stages of the mos-
quito and its disease status we considered three
immature subpopulations: eggs E, larvae L and
pupae P and 25 adult subpopulations: susceptible
female adults not having laid eggs A1, susceptible
ﬂyers Fs, exposed ﬂyers during the 10 different days
of the EIP, Fe(k) with 14k410, infectious ﬂyers Fi,
and female adults having laid eggs in the three disease
compartments: susceptible A2s, exposed A2e(k) with
14k410 and infectious A2i.
Eggs, larvae, pupae and non-parus adults, A1, are
considered susceptible. After a blood meal A1 be-
comes a ﬂyer, susceptible Fs or exposed Fe(1) in the
ﬁrst day of the EIP, depending on the disease status
of the host bitten.
The evolution of the 28 subpopulations is affected
by 68 different possible events (see Table 1 and
Fig. 1), and is modelled by a state-dependent
Poisson process [38, 39] where the probability of the
state [E, L, P, A1, A2s, A2e(1), . . ., A2e(10), A2i, Fs,
Fe(1), . . ., Fe(10), Fi] evolves in time following a
Kolmogorov forward equation which can be con-
structed directly from the information presented in
Table 1.
The numerical implementation of the stochastic
model is performed with a 2-h time step using a
Poisson approximation [40]. In each 2-h subunit the
model calculates for each block all mosquito subpopu-
lations and events presented in Table 1. The vector
contagion event is not calculated in the same way
since vector contagion requires the interaction
between vectors and hosts. The description of vector
and human contagion dynamics is presented in an
algorithmic way as follows:
(1) Start of the 2-h loop.
(2) Calculation of the number of each kind of event
(Table 1) which is approximated by independent
Poisson processes [24, 35, 36, 40].
(3) Random distribution of the bites performed by A1
and A2s between all humans (events 8 and 21,
respectively), and then computation of the number
of these bites on humans on each day (j) of their
infectious state, BI(j).
(4) Calculation of how many mosquitoes were actu-
ally exposed, MNE, using binomial distributions
for the BI(j)’s with phm(j) probabilities (the prob-
ability of human–mosquito contagion is depen-
dent on the human stage-day of the VP).
(5) Update of the state of Fe(1) subpopulations:
Fe(1)=Fe(1)+MNE.
(6) Random distribution of the bites performed by
A2i (event 32) between all humans and construc-
tion of a table of bitten individuals.
(7) Update of the human population and the rest of
the mosquito subpopulations.
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(8) Update of the exposed and infectious mosquito
subpopulations if the program is at the 12th time
subunit (end of the day):
Fe(k + 1) = Fe(k) if 14 k 4 9,
A2e(k + 1) = A2e(k) if 14 k 4 9,
Fi = Fi + Fe(10),
A2i = A2i + A2e(10),
Fe(1) = 0,
A2e(1) = 0.
(9) End of the 2-h loop.
Repetition of the loop again.
APPENDIX B
Model parameters
Developmental rate coefﬁcients
The developmental rates that correspond to egg hatch-
ing, pupation, adult emergence and the gonotrophic
cycles were evaluated using the results of the thermo-
dynamic model developed by Sharp & DeMichele [45]
and simpliﬁed by Schooﬁeld et al. [46]. In this model
the maturation process is controlled by one enzyme
which is active in a given temperature range and is
deactivated only at high temperatures. The develop-
ment is stochastic in nature and is controlled by a
Poisson process with rate RD(T), which takes the form
RD(T) =RD(298K)
× (T/298K)
∗exp ((ΔHA/R)(1/298K − 1/T))
1+ exp (ΔHH/R)(1/T1/2 − 1/T)) ,
(2)
where T is the absolute temperature, ΔHA and ΔHH
are enthalpies characteristic of the organism, R is
the universal gas constant, and T½ is the temperature
when half of the enzyme is deactivated because of high
temperatures.
Table 2 presents the values of the different coefﬁ-
cients involved in the events: egg hatching, pupation,
adult emergence and gonotrophic cycles. The values
are taken from [47] and are discussed in [36].
Mortality coefﬁcients
Egg mortality. The mortality coefﬁcient of eggs is me
=0·011/day, which is independent of temperature in
the range 278 K4T4303 K [48].
Larval mortality. The natural regulation of Aedes
aegypti populations is due to intra-speciﬁc competition
for food and other resources in the larval stage. This
regulation was incorporated into the model as a
density-dependent transition probability which intro-
duces the necessary nonlinearities that prevent a
Malthusian growth of the population. This effect
was incorporated as a nonlinear correction to the
temperature-dependent larval mortality. Larval mor-
tality can then be written as: ml*L+αL*(L–1) where
the value of α can be further decomposed as α=α0/
BS with α0 being associated with the carrying capacity
of one (standardized) breeding site and BS being the
density of breeding sites in the grid [35, 36].
The value of α0, associated with the carrying
capacity of a single breeding site, is α0=1·5 [36]. The
temperature-dependent larval death coefﬁcient is
approximated by ml=0·01+0·9725 exp(–(T–278)/
2·7035) and is valid in the range 278 K4T4303 K
[49–51].
Pupal mortality. The intrinsic mortality of a pupa has
been considered as mp=0·01+0·9725 exp(−(T−278)/
2·7035) [49–51]. Besides the daily mortality in the
pupal stage, there is an additional mortality associated
with the emergence of the adults. We consider a mor-
tality of 17% of the pupae at this event, which is added
to the mortality rate of pupae, hence the emergence
factor is ef=0·83 [52].
Adult mortality. Adult mortality coefﬁcient is ma=
0·091/day, which is considered independent of tem-
perature in the range 278 K4T4303 K [49, 53, 54].
Oviposition coefﬁcient
Females lay a number of eggs that is roughly propor-
tional to their body weight (46·5 eggs/mg) [55, 56].
Considering the mean weight of a 3-day-old female
is 1·35 mg [53] we estimate the average number of
eggs laid in one oviposition as 63.
The oviposition coefﬁcient ovr depends on breeding
site density BS and is deﬁned as:
ovr = θ/tdep if BS 4 150
1/tdep if BS . 150
{
(3)
where θ was chosen as θ=BS/150, a linear function
of the density of breeding sites [35] and tdep=0·229
days [53].
Dispersal coefﬁcient
The general rate of the dispersal event is given by:
disp*F, where disp is the dispersal coefﬁcient and
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disp=0·664. The implementation of ﬂyer dispersal has
been described elsewhere [35].
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