Brain evoked potential (EP) data consist of a true response ("signal") and random background activity ("noise"), which are observed over repeated stimulus presentations ("trials"). A signal that changes slowly from trial to trial can be estimated by smoothing across trials and over time within trials. We present a method for selecting the smoothing parameter by minimizing an estimate of the mean average squared error (MASE). We evaluate the performance of this method using simulated EP data, and apply the method to an example set of real flash evoked potentials.
Introduction
Evoked brain electrical potentials (EPs) are elicited by a stimulus and recorded by scalp electrodes. The recorded data consist of a true response ("signal") embedded in the background electroencephalogram (EEG "noise"). A single stimulus presentation and the subsequent recorded brain electrical activity constitute a "trial." The signal-to-noise ratio (SNR) is usually quite small (between .01 and 1). For this reason, researchers present the same evoking stimulus in repeated trials and estimate the signal using the average of the responses. The average is an unbiased estimator under the assumption that the signal is homogeneous (that is, the same response occurs in every trial). Because evoked responses are generated in fixed anatomical structures, signal homogeneity is, in many cases, a plausible assumption. In some situations, however, the signal changes slowly from trial to trial. For example, the frontal P300 response to novel stimuli is known to habituate, that is, the amplitude of the response gradually decreases from trial to trial . Certain drugs (and possibly the normal aging process) increase habituation to repeated stimulation (Davis et al., 1977) .
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The competing goals of minimizing bias and minimizing variance can be balanced by minimizing the mean average squared error (MASE), which is the sum of the average squared bias and the average variance. In this paper, we generalize a method of Rice ( 1984) and for choosing the smoothing parameter by estimating the MASE from the data. We investigate the performance of the method in an application to simulated cortical EP data, and also give an example of its use with real data. Although we developed the method specifically for the analysis of EP data, it can be used in other situations where smoothing procedures are applied to two-dimensional arrays with correlated errors in one of the dimensions.
We discuss each of the following types of smoothing: ( 1 ) onedimensional smoothing over trials, (2) onedimensional smoothing in each of two dimensions: over trials and over time within trials (tensor-product smoothing), and (3) two-dimensional smoothing over trials and time within trials. We illustrate the method of choosing the smoothing parameter using onedimensional local linear regression and two-dimensional kernel estimation.
Section 2 describes the statistical model. Section 3 describes the form of each of the three types of smoothing procedures, presents onedimensional local linear regression and twodimensional kernel estimation as particular examples, and discusses the lack of consistency of the estimators when applied to slowly changing EP signals. Section 4 formally defines the MASE, describes a method for estimating the noise autocovariance function, and describes the method for choosing the amount of smoothing. Section 5 presents simulation results and Section 6 an application to flash evoked potentials.
Statistical Model
The data are recorded potentials from a single electrode in each of J trials with T time points in each trial. We assume that the potential X( j , t ) in trial j at time t is the sum of a true deterministic signal p ( j , t ) and a stationary mean zero noise process N( j , t ):
X ( j , t ) = r ( j , t ) + N ( j , t ) , j = 1 , ..., J, t = l , ..., T.
The T time points are obtained by discrete sampling of a continuous waveform. The J trials are inherently discrete.
We assume that the noise is independent from trial to trial, so that E[N(j, t)N(k, u ) ] = 0, j # k, all t, u.
The within-trial autocovariance function is a(u) = E[N(j, t ) N ( j , t + u ) ] , u = 0, k l , &2, . . . , where a(-u) = a(u). The total noise power is a(0) and the signal-to-noise ratio is
The average evoked potential (AEP) is x(t) = (1/J) E, X ( j , t ) .
trial-to-trial changes are small. Specifically, we need the condition that We assume that the signal changes smoothly over the time (t) dimension and that the I r ( j + 1, t ) -d j , t ) l c, for allj, t, where c is a small nonnegative constant. We assume that if c > 0, then c e l p ( j , t ) -p(k, t ) l for l j -kl B 1.
This condition defines the "slowly changing signal" model of Miicks, Pham, and Gasser Estimation (1984b) . We do not need formal ca dimension, although such conditions
We assume that the minimum inte of one trial and the beginning of the E and that the trials can be considered B ulus interval is nearly constant, with plausible the assumption that the nu easily generalized to the case of trials
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We do not need formal conditions on the smoothness of p ( j , t ) in the time dimension, although such conditions could be defined as in .
We assume that the minimum interstimulus interval (the interval between the beginning of one trial and the beginning of the next trial) is greater than the duration of the response, and that the trials can be considered equally spaced. In most EP experiments the interstimulus interval is nearly constant, with a small random variation introduced to make more plausible the assumption that the noise is independent from trial to trial. Our results are easily generalized to the case of trials that are not equally spaced.
Smoothing Procedures
We use X as a generic symbol for the smoothing parameter. In the case of the tensorproduct and twodimensional smoothers, X represents a pair of values ( XI, X2). We consider only linear smoothers, that is, estimators that are linear functions of the observed data. Nonlinear procedures for robust estimation are described by Butz (1986), Hardle and Gasser (1984) , and others.
One-Dimensional Smoothers
Onedimensional linear smoothers smooth the data over the trials at each time point. The general form of the signal estimate is Hastie and Tibshirani, 1986; Muller, 1987) is a simple and computationally efficient smoothing procedure that automatically adjusts for boundary effects. This procedure fits straight lines by ordinary least squares within a window that moves across the data. The weights have the form where the smoothing parameter X is the span, that is, the number of points in the smoothing window (which is taken to be odd), the indices k, k' take,on the values of the trial index that are in the smoothing window, and J ( A) denotes the mean of these values.
We use the same span at the boundaries and at the middle of the data, so that the procedure is equivalent to an ordinary least squares linear fit when the span equals the number of trials. Hastie and Tibshirani (1 986) take the alternative approach of truncating the window near the boundaries. We use the constant span approach in order to avoid the large variance at the boundaries that results from truncating the window. This choice is necessitated by the low SNR commonly found in EP data.
Tensor-Product Smoot hers
A onedimensional smoother applied over trials at each time point will give better estimates if it is combined with another onedimensional smoother applied across time points within each trial, creating, in effect, a twodimensional smoother. The weights for the resulting two-dimensional smoother are obtained by computing the tensor product of the arrays of weights for each of the onedimensional smoothers. Thus, if weights g l ( j , k ; XI) are used to smooth the data in the trial dimension and gz(t, u; A*) in the time dimension, then the
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signal estimate has the form m, t ; = c 2 gl(L k; h ) g z ( t , u; X,)X(S u).
k u
Local linear regression would be a very poor method for smoothing over time points within trials, because it would tend to flatten the peaks and troughs that are known to exist in the evoked potential signal. Many researchers use bandpass filters with settings determined by prior knowledge of the frequencies at which the signal has power. Wiener and minimum mean squared error filters (Walter, 1968; de Weerd, 1981;  McGillem and Aunon, 1977) also have been applied to EP data.
Two-Dimensional Smoothers
The most general type of smoother is a true two-dimensional smoother, which computes estimates of the form i ( j , t ;
where the weights g ( j , k, t, u; X) cannot necessarily be expressed as products of weights for two onedimensional smoothers. An example is two-dimensional kernel estimation with weights of the form where w( j , t ) is a kernel function, and XI and X2 are the trial and time bandwidths. [Onedimensional kernel estimation was discussed in detail by . discussed estimation in higher dimensions.] We use a rotated inverted parabola kernel ofthe form w ( j , t ) = 1 -( j 2 + t 2 ) f o r i 2 + t 2 < 1.
Twodimensional kernel estimation is essentially equivalent to the two-dimensional digital filter that Sgro et al. ( 1985) used, except that the smoother weights are rescaled near the boundaries of the data.
Lack of Consistency
Many authors have demonstrated consistency of various nonparametric smoothing procedures in the regression context (e.g., . One condition for consistency in nonparametric regression is that the number of data points in the smoothing window tends to infinity and the smoothing parameter tends to zero as the number of data points tends to infinity. By analogy, we might try to demonstrate consistency in the EP context under the assumption that J -, 43. [As showed, increasing the number of time points is not sufficient for consistency.] This will not work, however, because we have defined the trial smoothing parameter in terms of the number of trials, so that it is impossible to require J + 00, h 3 0, and also insist that the number of trials in the smoothing window tends to infinity. For the sake of argument, suppose that we defined the trial smoothing parameter in terms of total elapsed time. For example, a smoothing parameter of 10 trials with an interstimulus interval of 2 seconds would be interpreted as a smoothing parameter of 20 seconds. Then, by decreasing the interstimulus interval at the appropriate rate, we could increase the number of trials in the smoothing window while decreasing the size of the window. For physiological reasons, however, different interstimulus intervals lead to different responses, even if the stimuli are otherwise identical (Callaway, 1973) . Furthermore, if the interstimulus interval is small, we can no longer Estimation mume that it is greater than the d Section 2 is inappropriate. Thus, the ametric regression does not apply to smoothers to finite EP data sets, as lo necessarily decrease as the number o
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hod for smoothing over time points s and troughs that are known to exist bandpass filters with settings deter-:h the signal has power. Wiener and Weerd, 198 1 ; McGillem and Aunon, ensional smoother, which computes 5 expressed as products of weights for .dimensional kernel estimation with
.he trial and time bandwidths. [Oneby assume that it is greater than the duration of the response, so that the model given in Section 2 is inappropriate. Thus, the argument used to demonstrate consistency of nonparametric regression does not apply to EP data. This does not invalidate the application of smoothen to finite EP data sets, as long as we remember that the estimation error does not necessarily decrease as the number of trials increases.
In other applications, we could demonstrate consistency by generalizing previous results from the study of nonparametric regression. For example, suppose that T measurements are taken over time on each of J individuals, and each individual has received a different dose of a drug, so that the J "trials" represent a discrete sample of a continuous range of doses. If we assume J + 00, impose additional conditions on the smoothness of p( j, t ) and g ( j , k; A), and specify the rate of change of A, then previous asymptotic results can be applied directly to onedimensional smoothen, which are simply nonparametric regression procedures applied separately to the data at each of the T time points. Consistency might be demonstrated in the tensor-product and two-dimensional cases by requiring that the smoothing parameter tend to zero in the time dimension. considered the asymptotic properties of the tensor-product estimator in the special case that the average is computed in the trial dimension and a onedimensional kernel smoother is applied in the time dimension.
Choosing the Smoothing Parameter
Mean Average Squared Error The mean average squared error (MASE) is
The MASE is the sum of the average squared bias and the average variance, that is,
The MASE is the mean over all possible data sets of the squared Euclidean distance of the signal estimate from the true signal. The actual distance of a particular signal estimate from the true signal is measured by the average squared error (ASE):
We use M(ave) and A(ave) to denote the MASE and ASE when the estimator is the average evoked potential, and we allow "ave" to be a possible value of X when estimating the MASE.
Both the MASE and the ASE depend on the unknown true signal p ( j , t). We suggest choosing the smoothing parameter by estimating the MASE from the data for various values of the smoothing parameter and choosing the value that minimizes the estimated MASE. The estimator of the MASE is a function of the estimated noise autocovariance Choosing the smoothing parameter on the basis of the estimated MASE gives equal weight to the average squared bias B(X) and average variance V(X). We give expressions for estimators of B(X) and V(X) that can be used to choose the smoothing parameter when a different balance between bias and variance is desirable.
Estimation of the Noise Autocovariance Function
When the signal is homogeneous, a natural estimator of the total noise power is (Callaway and Halliday, 1973;  Gasser et al., 1983; Raz, Turetsky, and Fein, 1988 
):
When the signal is heterogeneous, this estimator will have a large positive bias. A simple alternative is to estimate the noise power from the plus-minus average (Wong and Bickford, 1980) . Although the plus-minus estimator is nearly unbiased when the signal is slowly changing, it is very inefficient. [This issue is discussed by .] Better alternatives are estimators based on squared successive differences (Miicks, Gasser, and Pham, 1984a) or on the residuals from lines fit to successive triples of points. Rice (1 984) tried both methods in the context of nonparametric regression and reported that the successive difference method "was found to be more effective." We performed a preliminary study using simulated slowly changing EP data and found that the successive difference method had somewhat lower variance and very little bias, supporting Rice's finding.
We use the following generalization of the successive difference estimator for estimation of the noise autocovariance function:
where c is defined by (1). Thus, G(u) is nearly unbiased if the signal changes slowly.
Estimation of the Mean Average Squared Error
The estimators of the MASE and average variance are given in Table 1 for the AEP and each of the three types of smoothers. Note that the general form of the MASE estimator is The estimator &(A) for the onedimensional smoother has exactly the same form as Rice's (1984) equation (1.4) . Note that in this case &( A) depends on the estimated total noise power i ( O ) , but not on the estimated autocovariance function at lags other than zero.
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Simulation Study
We evaluated the performance' o potential data. The signal was gene single subject and modifying this s sampled from 1,500 vectors of spc the same subject at rest with e noise vectors are shown in Figure sample (without replacement) of 60 noise vectors, multiplying each noise vector by ar amplitude factor that determined the SNR, and adding a modified signal. For eact simulated data set, the number of trials was thus J = 60; the number of time point: was T = 1 12 (448 ms). Data sets were simulated according to three models of a slowly changing signal. Let M ( t : denote the unmodified smoothed AEP. The first model was the homogeneous signal model in which the same signal was present in all the trials: p ( j , t ) = ~( t ) .
The second model was the habituation model, in which the signal amplitude decreased exponentially acroa The method for choosing the smoothing parameter was applied to 50 simulated data sets for each of the three models of signal heterogeneity and each of three different values for the SNR: 1.0 (high), .6 (medium), and .2 (low). SNRs in this range are commonly found in cortical EP data. SNRs much less than .2 are also common, but our experience leads us to believe that signal heterogeneity in cortical EPs would be very difficult to detect 01 estimate when the SNR is less than .2.
Each data set was smoothed using (1) a one-dimensional local linear regression smoother Define the ratio R = A ( i ) / A ( L @ ) , which compares the error made using the chosen value to the error made using the optimal value; this ratio equals 1 when the chosen smoothing parameter equals the optimal smoothing parameter. We compared the 
Homogeneous signal
Amplitude varying signal
Latency varying signal
Estimation of smoothing parameter chosen using the ASE rather than the true MASE, becaus data set, not the mean over all possible Tables 2 and 3 give the frequency model and SNR level. The intervals Tables 1 and 2 ) and Rice ( I 984) . Estimation of Slowly Changing Signals 755 smoothing parameter chosen using the estimated MASE with that chosen using the true ASE rather than the true MASE, because the ASE is a measure of the error for the particular data set, not the mean over all possible data sets (see Hiirdle et al., 1988) . Tables 2 and 3 give the frequency distribution of the error ratio R for each signal model and SNR level. The intervals are those previously used by Hiirdle et al. (1988 ,  Tables 1 and 2 ) and Rice (1984) . Tables 4, 5, and 6 give the frequency distribution of the values of the chosen (I) and optimal ( Lpt) smoothing parameters.
For every signal made1 and SNR level, the error ratio R is less than or equal to 1.4 for more than 60% of the data sets, and less than or equal to 2 for more than, 75%. Thus, the chosen smoothing parameter usually works quite well, but in a substantial minority of the data sets the chosen parameter leads to considerable error in the signal estimate.
When the signal is homogeneous, the average is usually chosen, correctly, as the estimation procedure, but as shown in Tables 2 and 3 , the error ratio is usually large (greater than 2) in those cases where the wrong estimation procedure is chosen. In some cases, this results from an atypically small ASE for the average, rather than from an atypically large ASE for the chosen value of A.
When local regression is applied to the amplitude varying signal, the error ratios are much smaller for the low SNR data than for the medium and high SNR data ( Table 2 ). -
The small error ratios for the low SNR result from the fact that the AEP was both the chosen and optimal kstimator for most of the low SNR data sets ( Table 4 ), indicating that local linear regression simply could not give a satisfactory estimate, even with-the largest span. When the onedimensional smoother is applied to the medium SNR data, the chosen and optimal parameters are usually X = 55, X = 60, or "ave" (Table 4) . Thus, heterogeneit, was sometimes revealed by the method, but the details of the changes could not be resolved a straight line (A = 60) or nearly straight line (A = 5 5 ) is a rather poor approximation for the exponentially decreasing signal. In real applications, the bias can be reduced by under. smoothing, but this raises the problem of distinguishing between considerable residua variance and true heterogeneity. Tables 5 and 6 show a simple reiationship between the SNR and the bandwidths choser for the two-dimensional kernel smoother when it is applied to the amplitude or latenci varying signals. If the SNR is high, relatively small values of both the time and tria bandwidths are chosen. If the SNR is low, large bandwidths are chosen in both dimensions which can introduce considerable bias, but is necessary to reduce the high variance.
Our simulations with medium SNR are roughly comparable to those of Hardle et a1 (1988, Table 2) using the estimated MASE method of choosing the smoothing parametel (which tCey refer to as the " R method) and the "ASE" method of measuring error. Hardlc et 51. (1988) considered the problem of choosing the smoothing parameter for kerne regression estimation with a onedimensional explanatory variable and independent errors which is essentially the same as the problem of smoothing the EP across trials in the specia case that T = 1. They used an SNR of approximately .7 and 100 simulated data sets ead of size 75. The error ratios in our study are generally somewhat smaller, presumably becaua using 112 x 60 data points allowed for better estimates of the error variance (noise power and the expected residual sum of squares, and thus of the minimum of the MASE function We emphasize, however, that the noise in our simulations was highly correlated across timt points, sa that we were using far less than 112 x 60 independent data points. 
Estimation o
#. Application to Real Evoked pot en^
Ye applied the method to a single sut ccipital lobe referenced to an electrod vas a 3 x 4 checkerboard flash that timulus subtended a visual angle off dge displaced 2.8' lateral of central fir timulus iypically display a peak near 50 ms. The data consisted of 60 trial ,timulus onset. The data were smooth1 )f the smoothing parameter that were h i a s computed for each smoother and 4EP. The estimated average squared b oca1 linear smoother and the AEP. Figure 2 presents the estimated MP :ach span of the onedimensional loc minimum estimated MASE occurred iquared bias was negative for the sma sharply for spans greater than 47. R dimensional kernel smoother; each CUI The minimum estimated MASE w; time bandwidth of 8. Note that the ti We applied the method to a single subject's data recorded from an electrode over the left occipital lobe referenced to an electrode over the frontal lobe at the midline. The stimulus was a 3 x 4 checkerboard flash that was presented to the right visual hemifield. The stimulus subtended a visual angle of 3.7" vertically and 2.9" horizontally, with its medial edge displaced 2.8" lateral of central fixation. Average evoked potentials in response to this stimulus iypically display a peak near 100 ms, followed by a large trough at approximately 150 ms. The data consisted of 60 trials and 112 time points, encompassing 280 ins from stimulus onset. The data were smoothed using the same estimation procedures and values of the smoothing parameter that were used in the simulation study. The estimated MASE was computed for each smoother and value of the smoothing parameter, as well as for the AEP. The estimated average squared bias and average variance were also computed for the local linear smoother and the AEP. Figure 2 presents the estimated MASE, average squared bias, and average variance for each span of the one-dimensional local linear regression smoother and for the AEP. The minimum estimated MASE occurred when the span was 43 trials. The estimated average squared bias was negative for the small values of the smoothing parameter, but increased sharply for spans greater than 47. Figure 3 presents the estimated MASE for the twodimensional kernel smoother; each curve represents a different value of the tine bandwidth.
The minimum estimated MAS€ was obtained with a trial bandwidth of 24 and a time bandwidth of 8. Note that the trial bandwidth of 24 for the kernel smoother means that 48 trials were in the smoothing window (except at the boundaries), which is similar tc the span of 43 obtained for the local linear smoother. Figure 4 is an axonometric plot of the data (after prefiltering in the time dimension tc remove very high frequency noise). Figures 5 and 6 are plots of the two signal estimate! obtained using the chosen values of the smoothing parameters. The two signal estimate! look quite similar; the estimated MASE for the kernel estimate is .42 p V 2 , whereas that fot the local linear estimate is .84 pV2. The estimated MASE for the local linear estimate mighl have been smaller if we had prefiltered using a narrower bandpass in the time dimension before applying the onedimensional smoother. The estimated signal shows a marked i 50 and 100 ms, as well as of the troug potential becomes more negative; this c plots).
Discussion
We have presented a method for choa slowly changing EP signal by a nonpara kernel estimation. Previous authors ha missing or corrupt in some trials (Gas underlying signal is modified b y trial-spe 1967; Brillinger, 1981;  Pham et al., 198' 1987) . These approaches are quite diffei paper. By smoothing, we avoid the s Furthermore, we avoid the problem of is low . If the SNR is method usually correctly identifies the to trial-specific methods, though, when trial to trial.
The smoothing parameter can be s1 average squared error (MASE). We ha1 dimensional, tensor-product, and two-C dimensional smoother is simple and'rec MASE estimators for the tensor-producl of the noise autocovariance function. V and average squared bias; these are cc estimators.
The simulation study shows that tli Usually selects values that result in sma I boundaries), which is similar to tering in the time dimension to dots of the two signal estimates ieters. The two signal estimates nate is .42 pV2, whereas that for )r the local linear estimate might 3andpass in the time dimension 5 ).
The estimated signal shows a marked increase in amplitude of the peaks at approximately 50 and 100 ms, as well as of the trough at approximately 150 ms (that is, the negative potential becomes more negative; this change in the negative potential is hidden in these plots).
We have presented a method for choosing the smoothing parameter when estimating a slowly changing EP signal by a nonparametric procedure such as local linear regression or kernel estimation. Previous authors have discussed signal estimation when the signal is missing or corrupt in some trials (Gasser et al., 1983; Gevins et al., 1986) , or when an underlying signal is modified by trial-specific amplitude and/or latency parameters (Woody, 1967; Brillinger, 1981; Pham et al., 1987) or by trial-specific filters . These approaches are quite different from the smoothing approach discussed in this paper. By smoothing, we avoid the assumption of a parametric form for the signal.
Furthermore, we avoid the problem of estimating trial-specific parameters when the SNR is low . If the SNR is too low to estimate changes in the signal, then our method usually correctly identifies the average as the best estimate. Smoothing is inferior to trial-specific methods, though, when the signal is changing quickly or randomly from trial to trial. The smoothing parameter can be selected by minimizing an estimator of the mean average squared error (MASE). We have given the form of the MASE estimator for onedimensional, tensor-product, and twodimensional smoothers. The estimator for the onedimensional smoother is simple and requires estimation of only the total noise power. The MASE estimators for the tensor-product and two-dimensional smoothers require estimation of the noise autocovariance function. We also presented estimators of the average variance estimators.
The simulation study shows that the method for choosing the smoothing parameter Usually selects values that result in small error relative to the optimum value. However, in and average squared bias; these are computationally more complicated than the MASE
I'
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Biometrics, September 1989 some instances, as Hardle et al. (1988) also found, the chosen value results in error many times greater than the error for the optimal value. For the medium and low SNR simulations, both the optimal and chosen smoothing parameters tended to be close to the maximum amount of smoothing, indicating that resolving details of signal heterogeneity is very difficult. Nevertheless, in the application to real data, we estimated an apparently heterogeneous signal by using less than the maximum amount of smoothing.
Researchers in the field of evoked potentials have little prior knowledge about the type and degree of signal heterogeneity present in their data. If researchers choose the smoothing parameter subjectively, they may undersmooth the data and mistake residual variance for signal heterogeneity. On the other hand, if researchers assume that the signal is homogeneous and use the AEP as the signal estimate, then they will miss heterogeneity when it is actually present. The datadriven method for choosing the smoothing parameter proposed here should be a useful guide to choosing the correct smoothing parameter. Even though the method occasionally leads to serious errors, it seems greatly preferable to subjective methods.
We have not addressed the question of choosing among the three types of smoothers ( onedimensional, tensor-product, or two-dimensional) or choosing the particular smoothing algorithm (kernel, local linear, smoothing splines, etc.). In theory, a researcher could compute the estimated MASE for several values of the smoothing parameter for each of many different smoothing procedures and choose the one that gave the minimum value. However, this strategy is probably impractical, and other considerations suggest a different approach. Because researchers have very good prior information about the form of the signal across time points within trials, but almost no information about the form of heterogeneity across trials, we suggest designing a filtering procedure for the time dimension based on prior information, applying this filter to each trial, and then smoothing across trials using the estimated MASE (or other datadriven method) for selecting the smoothing parameter and a simple onedimensional smoother (such as local linear regression). Further research is needed to compare this strategy with two-dimensional or tensor-product smoothing where both smoothing parameters are chosen by a data-driven method.
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