Two local adaptive strategies for the synchronization of complex networks are discussed in this paper. One, termed as vertex-based, uses local adaptive coupling gains at each node in the network. The other, named edge-based, associates to each edge in the network an adaptive coupling gain, determined solely on the basis of local information. The global asymptotic stability of the synchronous evolution is proven for both strategies using appropriate Lyapunov-based techniques.
Synchronization of oscillations is a common phenomenon in nature and technology. Examples in nature include synchronized flashing of fireflies and constructive or destructive interferences between adjacent organ pipes, which, under certain conditions, can reduce each other to the silence or play in absolute unison. In technology, flocking is a typical synchronization problem, in which a group of mobile agents has to align their velocity vectors and stabilize their inter-agent distances using decentralized nearest-neighbor interaction rules. Another common example of synchronization is the rendez-vous problem, in which a set of agents meet each other at a given point in space using only information on the position of the nearest neighbors. This paper presents a novel strategy to synchronize networks of nonlinear oscillators where each oscillator in the network (or each pair of mutually coupled oscillators) negotiate the strength of their mutual coupling adaptively. The idea is to reproduce the behavior often observed in natural networks where the coupling gain between oscillators is time-varying, evolving in time according to changes in the environment or the network itself. By making the rate of change of the coupling dependent on the mismatch between the states of mutually coupled oscillators, we prove that synchronization naturally emerges as a global property of the network. In particular, we give a rigorous proof of asymptotic stability for the synchronous evolution and apply our results to a network of chaotic oscillators showing the effectiveness of the proposed techniques.
I. INTRODUCTION
The problem of making a network of dynamical systems synchronize onto a common evolution has been the subject of much ongoing research in the past few years. Typically, attention has been focused on networks of N identical nonlinear dynamical systems [1] , [2] .
Each system is described by a set of nonlinear ordinary differential equations (ODEs) of the formẋ = f (x), where x ∈ R n is the state vector and f : R n → R n is a sufficiently smooth nonlinear vector field describing the system dynamics. The coupling between neighboring nodes is assumed to be proportional to the difference between their output functions, say h.
Hence, the equations of motion for the generic i-th system in the network become:
where x i represents the state vector of the i-th oscillator, σ the strength of the coupling between neighboring nodes, h the output function through which the systems in the network are coupled and L ij the elements of the Laplacian matrix L describing the network topology.
In particular, L is such that its entries, L ij , are zero if node i is not connected to node j = i, while are equal to -1 if node i is connected to node j.
Synchronizing the network means finding the range of values of σ so that all systems in the network evolve asymptotically along the same evolution (unknown a priori), say x s (t),
i.e. the values of σ such that
for all pairs (i, j) of nodes such that i = j.
In general, the coupling gain σ is chosen to be identical for all edges in the network and constant in time. This is often an unrealistic assumption as many real-world networks are characterized instead by evolving, adapting coupling gains, which vary in time according to different environmental conditions. Examples include wireless sensor networks that gather and communicate data to a central base station [3] ; swarms or flocks of robots under varying environmental and working conditions (i.e. a robot sensor becoming faulty etc) [4] ; biological networks and insect colonies, as described, for example, in [5] . Motivated by these applications, a few adaptive approaches to synchronization have been recently proposed in the literature. Such approaches can be classified into two main classes: (i) global centralized strategies and (ii) local decentralized strategies. The former approach relies on a unique adaptive coupling gain, equal for all nodes in the network, which is estimated according to some global information on the network behavior (see for example [6] , [7] ). The latter uses instead a decentralized strategies where different adaptive gains are used for each node or edge in the network estimated on the basis of local information. For instance, in [8] , a strategy is proposed where an adaptive coupling gain is associated to each vertex in the network, modulating the strength of its coupling to all neighboring nodes. A different approach was presented in [9] , where each node updates its coupling gain at discrete time-instants on the basis of the order parameter of its neighbors using the scheme of gradient networks [10] .
This paper is concerned with the investigation of a novel decentralized strategy for network synchronization where the gains are estimated continuously on the basis of local information.
In particular, we study the so-called vertex-based and edge-based strategies first proposed in [11] . Here neighboring nodes negotiate the strength of their mutual coupling according to the distance between their output functions.
Despite being shown to be effective in achieving synchronization through numerical simulations, a pressing open problem is to prove analytically that such local decentralized adaptive strategies do guarantee asymptotic stability of the synchronous evolution. The aim of this paper is to address this open problem, finding a novel set of sufficient conditions to ensure the global asymptotic stability of both vertex-based and edge-based adaptive strategies. Our proof is based on the extension of the Lyapunov approach presented in [12] , [13] , [14] , [24] to the case of these two novel local adaptive schemes. We wish to emphasize that this approach was typically used to prove the stability of the synchronous evolution 
II. MODEL DESCRIPTION AND PRELIMINARIES

A. Model description
Let us denote with E the set of edges of the network, containing pairs of indeces associated to existing links between nodes, i.e. (i, j) ∈ E if there exists an edge connecting node i to node j. Moreover let us denote with E i ⊆ E the subset of edges starting from node i.
Throughout the paper, we will assume that the dynamics of each system in the network can be modelled as:
with i = 1, 2, . . . , N . Here, the coupling strength between neighboring nodes is now assumed to be a time varying scalar function σ ij which is estimated adaptively according to the following strategies.
For the vertex-based strategy, where each node has a different coupling gain, the adaptation law for σ ij is chosen as:
For the edge-based strategy, where each edge is associated to a different time-varying gain σ ij (t), the coupling gains are set to evolve according to the adaptation law:
B. Mathematical preliminaries
We introduce, now, some notation and give some definitions that will be used throughout the rest of the paper.
Definition 1. As in [6] , we say that a function f :
where ∆ is an arbitrary diagonal matrix of order n andω is a positive scalar.
Also we define Ξ = diag{ξ 1 , . . . , ξ n } and U = Ξ − ξξ T , where ξ = (ξ 1 , . . . , ξ n ) T is the normalized left eigenvector corresponding to the unique zero eigenvalue of L. Moreover, we shall always consider h(x i ) = x i and, in the vertex-based case, we define S = diag{σ 1 , . . . , σ N }.
III. MAIN RESULTS
In this section we expound the main results of the paper, leaving the proofs to sections V and VI below. Let us introduce the N dimensional row matrix Λ = [Λ ij ]:
where ⊗ is the Kronecker product. Notice that, in the vertex based case Λ = −SL. Now we can state the following theorem.
Theorem 1. If f is QUAD:
• if the matrix [L∆ + LΛ] is negative semidefinite for all t ≥ 0, then the vertex-based strategy guarantees synchronization.
• if the matrix [U∆ + UΛ] is negative semidefinite for all t ≥ 0, then the edge-based strategy guarantees synchronization.
Despite its formal correctness, theorem 1 is based on some hypotheses that might appear difficult to verify. Notice that, as stated in [6] , [15] , many chaotic systems are QUAD and, moreover, we can choose ∆ = 0 (see [15] ). We can then give the following corollary of theorem 1 which is much simpler to verify.
Corollary 1.
If f is QUAD with ∆ = 0, then both the edge-based and the vertex-based strategies guarantee synchronization.
Before giving the proofs of the corollary and theorem above we validate first the proposed strategies on a set of representative examples.
IV. NUMERICAL VALIDATION
We start with a network of integrators, which is of relevance in consensus problems in control theory and move then to a complex network of N Chua's circuits. We always refer to scale-free like networks. Nevertheless, the presented method works also for other topologies, like random and small-world one (for extensive numerical validation of the presented schemes on other topologies see [11] ). 
A. Adaptive consensus
Let's consider the simplest network of two integrators [14] . Notice that in this case the two adaptive strategies presented above (4), (5) coincide if we choose α = µ. In fact, we have just one scalar coupling gain σ and so the equations of the network are:
According to our notation, we have:
In this case we have f = 0, so we can obviously state that f is QUAD with ∆ = 0. Thus, the hypothesis of Corollary 1 is verified and so the synchronization manifold x 1 (t) = x 2 (t)
is GAS.
In our simulation, w.l.o.g., we choose α = 0.1 and σ(0) = 0, so that at the beginning the two systems are uncoupled. Moreover, we choose the initial conditions of the two oscillators randomly (in our case x 1 (0) = 1.08 and x 2 (0) = 0.50). As expected, the numerical simulations confirm that the synchronous state is asymptotically reached and σ settles to a constant value (see Fig. 1 ). We move now to a network of N integrators. In our simulations we consider N = 100 nodes connected through a scale-free like network, constructed using the Barabàsi-Albert model with N 0 = 5 starting nodes (for further details on this topology, see [1] , [2] , [16] ). The initial conditions are chosen randomly from a standard normal distribution. Adopting a vertex-based strategy, the equations of the network can be rewritten as
where µ is chosen equal to 0.1. As expected from Corollary 1, synchronization is asymptotically achieved (see Fig. 2 ) with the various σ i settling to constant values.
Adopting an edge-based straategy, the equations of the network become:
where α is chosen equal to 0.1. The simulation shown in Fig. 3 confirms the effectiveness of such strategy in achieving synchronization while guaranteeing that all coupling gains The synchronization of networks of Chua's circuits [17] has been widely investigated in existing literature (see for instance [18] [19] [20] [21] [22] and references therein). Thus, it is an interesting testbed to further validate our approach to analyze the case of local adaptive gains. In what follows, we consider a network of N Chua's chaotic circuits coupled through all the state variables. Each circuit is described by the vector field: starting nodes. Moreover, we select the initial conditions of the chaotic oscillators randomly from a normal distribution with mean equal to 0 and standard deviation equal to 40 and we choose µ = 0.1 in the vertex-based strategy and α = 0.1 in the edge-based one. As shown in [24] , the Chua's circuit is QUAD and so, Corollary 1 ensure that the synchronous state is globally asymptotically stable for both adaptive strategies. The simulations shown in Figs. 4 and 5 confirm that the synchronization manifold is asymptotically stable and that, for both strategies, the adaptive coupling gains settle to constant values. (For a more extensive numerical validation and comparision between the two strategies see [24] .)
V. PROOF OF THEOREM 1
In this section, we detail the proofs of Theorem 1 and the associated Corollary stated in Sec. III. It is worth mentioning here that the proof can be easily modified to encompass any vertex-based or edge-based adaptive strategy for synchronization, such as, for example, the decentralized vertex-based strategy presented in [8] .
The proof of Theorem 1 is organized in two steps:
1. an appropriate Lyapunov function, V , is introduced and proven to possess a seminegative time-derivative,V , along the system trajectories; 2.V is shown to be bounded in order to prove thatV is uniformly continuous and hence to prove the theorem.
A. Step 1
Using the definitions given in the previous sections and omitting the explicit dependence on t, the governing equation of network (3) can be recast as follows:
where
The adaptation law (embedded in the matrix Λ) is given as follows.
• In the case of a vertex-based strategy, we have:
where L i is the i-th row of the Laplacian matrix and σ 0 i ≥ 0, ∀i = 1, . . . , N .
• for the edge-based strategy, we choose:
where σ 0 ij ≥ 0, ∀{ij} ∈ E.
We consider the following candidate Lyapunov function:
where η is a positive scalar, c is an m-dimensional arbitrary vector and σ = {σ i } is defined as the vector whose elements are all the adaptive coupling gains, i.e. In the vertex-based case, we choose M = L, m = N and γ = µ, while in the edgebased one M = U, m = |E| and γ = α. Note that, obviously, in both cases, if we set e(t) = X T MX, then lim t→∞ e(t) = 0 iff (2) is verified.
We have:
Since f is QUAD, we can state, for both strategies, that
Thus, we can write:
Note that in the vertex based case, using Λ = −SL, (19) can be expressed as:
while in the edge-based case, we have:
In both cases, let us denote as W (X, σ) the right-hand side of inequality (19) and label as W 1 (X, σ), W 2 (X, σ) and W 3 (X, σ) the first, second and third addend of W (X, σ) respectively.
Clearly, W 1 (X, σ) and W 2 (X, σ) are negative semi-definite from the assumptions. It suffices, therefore, to show that the term
Tσi is also negative semidefinite. Obviously, if each σ i is upper bounded, then there exists a value of each arbitrary constant c i that guarantees asymptotic stability of systems (14)- (15) and (14)-(16).
Otherwise, if σ i were unbounded, as explained below, we would get a contradiction.
Indeed, both W 2 (X, σ) and W 3 (X, σ) are linear functions of the various σ i . Hence, if σ i diverged, both terms would also diverge linearly. Thus, it is possible to find a suitable value of the constant η so that, for all X and σ i , |W 2 (X, σ)| ≥ |W 3 (X, σ)|. As W 2 (X, σ) is negative semi-definite from the hypothesis, we would then get that for all X and σ i ,V ≤ 0 against the assumption that σ diverged. Hence, the various σ i are upper bounded andV ≤ 0 for all X ∈ R nN , σ i ∈ R, ∀i = 1, . . . , m and the synchronization error e = X T MX is bounded.
B. Step 2
Now, to prove that the error approaches zero as t → ∞, we have to verify thatV is bounded (see [25] , pp. 199-208). If we denote ∂F ∂X = J(X), we can write:
Simple algebraic manipulations then yield:
Therefore, using (23) and (24), from (22) we have:
We have now to specify the rest of the proof to the vertex-based and the edge-based cases respectively.
Vertex-based. Let us denote by
and say A i the i-th column of A. Furthermore, say A i : R nN → R nN the vector function
Then, we can write:
andV can be easily calculated (for the vertex-based strategy) as:
Edge-based strategy. We denote by Ψ p : R n → R n the vector function
Say Ψ :
Then,V can be calculated (for the edge-based strategy) as:
From (29) and (32), we see that, as σ and e are bounded,V is also bounded and thereforė V is uniformly continuous. So, as shown in [25] (pp. 199-208), we can state that the error goes asymptotically to zero, i.e. the synchronization manifold is GAS.
VI. PROOF OF COROLLARY 1
To prove Corollary 1, we need to start with some definitions and some preliminary lemmas.
Lemma 2. If we call M n the space of n-dimensional square matrix, the product of a positive definite matrix A ∈ M n and a Hermitian matrix B ∈ M n is a diagonalizable matrix, all of whose eigenvalues are real. The matrix AB has the same number of positive, negative and zero eigenvalues as B.
Proof. See [26] .
Lemma 3. The product of a positive semidefinite matrix A ∈ M n and a Hermitian matrix B ∈ M n is a diagonalizable matrix, all of whose eigenvalues are real. The matrix AB has no more positive eigenvalues and no more negative eigenvalues than B has, but it may have more zero eigenvalues.
Definition 2. Let M be a q-dimensional square matrix. According to [26] , the matrix M is said to be diagonally dominant if Proof. By Gershgorin's circle theorem [26] , for each eigenvalue λ of M an index i exists such that:
which implies, from Definition 2, that λ j ≥ 0, ∀j = 1, . . . , q.
Now we are ready to prove the corollary.
• In the vertex-based case, from the hypothesis we know that ∆ = 0. Thus, to prove the thesis it suffices to show that LSL is positive semidefinite. We know that S is positive definite and that L is positive semidefinite. Thus, applying 2, we have that SL has as many positive, negative and zero eigenvalues as L, ans therefore it has no negative eigenvalues. Moreover, applying 3 with A = L and B = SL, we find that LSL has only positive or zero eigenvalues. As shown in Appendix A, LSL is a real, symmetric matrix. Hence, it is also positive semidefinite and from theorem 1 the network globally, asymptotically synchronizes.
• In the edge-based case, as ∆ = 0, to prove the thesis it suffices to show that UΛ is negative semidefinite so that Theorem 1 then holds. Now, UΛ is a real but asymmetric matrix, therefore in order to assess if it is negative semidefinite, we can equivalently check the negative semidefiniteness of matrix UΛ + ΛU. From Definition 2, −(ΛU + UΛ) is diagonally dominant (for further details, see appendix B) and, having nonnegative diagonal entries, from lemma 4, we find that ΛU + UΛ is negative semidefinite. Thus, also UΛ is negative semidefinite and the corollary remains proved also in the edge-based case.
VII. CONCLUSIONS
We discussed the global asymptotic stability of two novel local adaptive strategies for synchronizing a network of nonlinear dynamical systems. We showed that when adaptive coupling gains are considered at either the nodes or the edges of the network, all systems in the network synchronize asymptotically on the same common evolution. The Lyapunovbased proof presented in this paper can be easily applied to any local adaptive synchronization strategy where, as it is the case for the vertex-based and edge-based adaptive laws, the coupling gains are estimated solely on the basis of local information (e.g. the mismatch between the output functions of two nodes at the endpoints of each edge in the network).
The theoretical results where validated on a network of N chaotic Chua's oscillators and to solve adaptively the typical consensus problem in control theory. Future work will address the case of synchronizing evolving networks with a time-varying topology. An adaptive approach to solve this problem was recently presented in [27] . The extension of Lyapunovbased tools to prove global asymptotic stability of the resulting synchronous state remains an open problem. Moreover, it is worth mentioning here that the proposed adaptive strategies can be used to develop novel synchronization strategies in a number of applications. In particular, local adaptive gains can be used to synchronize all those networks in applications characterized by uncertainties and noise. Typical examples include the synchronization of synthetic biological networks [28, 29] and consensus schemes for wireless sensor networks (see [30] and references therein).
APPENDIX A
The matrix M = LSL is real because it is the product of real matrices. To prove that M is also symmetric, it suffices to show that M ij = M ji . After some trivial algebraic manipulation, we can write:
Being L symmetric, clearly we can write:
and so LSL is a real symmetric matrix. Thus, also LSL = (LSL) ⊗ I n is real symmetric.
APPENDIX B
Firstly, notice that if −(UΛ + ΛU) is diagonally dominant, so is UΛ + ΛU. From the elementary properties of the Kronecker product, we can write that:
UΛ + ΛU = (U ⊗ I n )(Λ ⊗ I n ) + (Λ ⊗ I n )(U ⊗ Λ) = = (U Λ) ⊗ I n + (ΛU ) ⊗ I n = = (U Λ + ΛU ) ⊗ I n .
From (B1), it follows that if (U Λ + ΛU ) is diagonally dominant, −(UΛ + ΛU) also has this property. In what follows, we prove that (U Λ + ΛU ) is diagonally dominant. Firstly let us summarize the properties of the symmetric matrices U and Λ. U is such that U ij = −U ii /N = −U jj /N for all i, j = 1, . . . , N, i = j and U ii > 0 for all i = 1, . . . , N . Λ has nonnegative non diagonal elements and is such that l ii = − N j=1,j =i l ij . Therefore:
1. U and Λ have zero row and column sums; 2. They are both diagonally dominant.
Moreover, the diagonal entries Λ ii ≤ 0. Also, the matrix U Λ has zero row-sum and columnsum. In facts, we have: 
Obviously, the diagonal entries of U Λ are non positive, i.e.:
From (B2), (B3) and (B4), it follows that U Λ + ΛU := Ω has zero row-sums and zero column-sums, and moreover it has non positive diagonal entries. The final step is to show that all the non diagonal elements are nonnegative, so that Ω (and therefore −(UΛ + ΛU))
is diagonally dominant. Indeed, if we consider an arbitrary non diagonal element Ω ij of Ω,
we have:
Clearly the two addends of (B5) are either positive or null, then Ω ij ≥ 0. From (B2), (B3), (B4) (B5) we can deduce that Ω is diagonally dominant.
