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Abstract 
 
The face as a biometric provides a natural, direct, acceptable, friendly, convenient, 
and nonintrusive mean of human identification. Face recognition is therefore 
important for access control, security and surveillance, human computer interaction, 
and multimedia annotation. Due to unpredictable factors such as varying pose, 
illumination, and expression, recognizing faces in uncontrolled environments is very 
challenging. Using video instead of still images, recognition in such environments, 
can be improved. Video contains multiple observations and temporal coherence that 
can be exploited to increase robustness and accuracy of face recognition systems. 
This thesis aims to improve face recognition in video under the presence of large 
pose variations. 
 
The first step to achieve the improved recognition is examining cascaded shape 
regression for localizing facial landmarks and estimating head poses across multiple 
poses. Cascaded shape regression, which has successfully anticipated diverse facial 
shape variations, is examined further against variations induced by pose that may 
cause facial landmarks to be occluded. It is then observed that a single cascaded 
regression model is able to localize facial landmarks across the full range of left-right 
rotation. To further improve the regression, gradual training, which distributes shape 
increments more equally across the cascade, is proposed. Inspired by the finding that 
a single cascaded regression model is able to work across multiple poses, this thesis 
proposes to use cascaded shape regression for simultaneous facial landmark 
localization and head pose estimation. Experiments have shown that the model is 
able to estimate head poses accurately and achieves improved performance by 
employing gradual training. 
 
Having facial landmarks and head poses extracted successfully, the next step is 
examining probabilistic linear discriminant analysis for building client models of 
face appearances. In contrast to existing client models (e.g. linear subspaces, affine 
subspaces), the probabilistic linear discriminant analysis models feature distributions 
in a discriminative manner. While this method has successfully worked on still 
images, its application to video has not been investigated previously. Video differs 
from still images in the number of enrolment samples available for each individual. 
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The large number of samples provided by video opens an opportunity to learn 
different intra-class covariance matrices for different classes. This thesis formulates 
the heteroscedastic probabilistic linear discriminant analysis that allows each class to 
have its own intra-class covariance matrix. This heteroscedastic model has been 
observed to be more advantageous than the standard model when larger pose 
variations appear in video. 
 
While samples covering all the anticipated poses has helped the proposed system 
achieve maximum performance, there are situations where such samples are 
available in limited poses (e.g. frontal only). “Pose-mismatch” refers to a situation 
where probe faces appear in poses not covered by enrolment samples. Although 
methods addressing pose-mismatch exist in the literature, these methods have not 
been fully evaluated using video. This thesis examines different statistical classifiers 
of pose-mismatch face recognition using video as evaluation data. Apart from 
examining the classifiers individually, this thesis also examines fusion of multiple 
classifiers. Experiments have shown that fusion of multiple classifiers improves 
pose-mismatch face recognition given that the individual classifiers have similar 
performance. 
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1. Introduction 
 
1.1 Motivation and Background 
 
In the last several decades, face recognition has become an active topic in biometric 
studies
1
. Compared to other biometrics, faces provide a more natural, direct, 
acceptable, friendly, convenient, and nonintrusive mean of human identification. 
Faces also have the highest compatibility in terms of enrolment, renewal, machine 
requirements, and public perception, among the 6 biometrics evaluated in a machine 
readable travel documents system [2]. Face recognition technology is therefore 
important for access control [3], security and surveillance [4], human computer 
interaction [5], and multimedia annotation [6]. Apart from experimental prototypes, 
commercial systems have also adopted this technology. SmartGate [7], for example, 
verifies faces of eligible travelers against digital photographs stored in ePassports so 
that the travelers can “self-clear” the customs and immigration checks. 
 
Despite the fact that some automatic systems have outperformed humans in 
recognizing unfamiliar frontal faces across changes of illumination [8], achieving 
human performance in environments where pose, illumination, and expression 
cannot be strictly controlled is very difficult. Using video instead of still images, 
recognition in such environments, can be improved. Video contains multiple 
observations and temporal coherence that can be exploited to gain several advantages. 
First, multiple observations are helpful for solving ambiguity. Given a video as input, 
the cognition may proceed gradually via affirmation and negation, leading to a more 
definite decision. Second, multiple observations compensate uncontrolled viewing 
conditions. Quality frame selection, for instance, is useful for selecting the most 
suitable observations for recognition. As an implication, video allows recognition 
systems to be less intrusive. Third, the rapid advancement of digital technology has 
made video widely available and more naturally captured than images. Nowadays, 
videos have been massively collected in surveillance systems, handheld devices, and 
multimedia databases. 
 
                                                        
1
 Studies about determination of human identities based on physical characteristics (e.g. fingerprints, 
iris, and faces) or behavioral traits (e.g. voiceprints, typing, and handwritten signatures) [1] 
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Among the factors influencing face recognition, pose variations have become major 
issues for video-based face recognition systems. These variations induce non-convex 
facial shapes, self-occlusion, and non-linear changes of shapes and appearances that 
cause difficulties at different stages of recognition. This thesis focuses its 
investigation on improving face recognition in video under large pose variations. In 
the preprocessing stage, this thesis examines the application of cascaded shape 
regression to localization of facial landmarks across multiple poses. The method, 
which has successfully anticipated diverse facial shape variations, is examined 
further against variations induced by pose changes. The aim is to answer an 
important question: Can facial landmarks be localized across multiple poses without 
relying on pose information? Furthermore, this thesis also proposes the use of 
cascaded shape regression for simultaneous facial landmark localization and head 
pose estimation.  
 
Having facial landmarks and head poses extracted successfully, accurate 
classification is required to guarantee maximum performance. Recent approaches 
make use of video to build client models of face appearances to facilitate 
classification. Linear subspaces [9], affine spaces [10], mixtures of Gaussians, and 
piece-wise local linear manifolds are some notable examples of such models. Despite 
the variety of the models, very little research has applied feature distribution 
modeling [12, 13, 14, 15] to recognition of faces with varying poses in video. This 
thesis examines discriminative modeling of face distributions, more specifically the 
probabilistic linear discriminant analysis [16], for face recognition under large pose 
variations. While the method has successfully worked on still images, its application 
to video has not been investigated previously. Video differs from still images in the 
number of enrolment samples available for each individual. The large number of 
samples provided by video opens an opportunity to learn different intra-class 
covariance matrices for different classes during the application of discriminative 
modeling. 
 
While enrolment samples covering all the anticipated poses has helped recognition 
systems achieve maximum performance, there are situations where such samples are 
available in limited poses (e.g. frontal only). “Pose-mismatch” refers to a situation 
where probe faces appear in poses not covered by enrolment samples. The mug-shot 
 3 
  
database, for instance, contains face images that are strictly frontal or strictly profile. 
When criminals are to be identified from surveillance videos using this database, a 
lot of pose-mismatches will likely occur before pose-matches are obtained. The same 
situation happens when soccer players are to be identified from soccer videos using 
“line-up” photos. Although methods addressing pose-mismatch exist in the literature, 
most research evaluates the methods using still images. This thesis examines 
different statistical classifiers of pose-mismatch face recognition using video as 
evaluation data. As the experimental case is recognition of non-frontal faces using 
frontal faces as enrolment samples. Apart from examining the classifiers individually, 
this thesis also examines fusion of multiple classifiers. 
 
1.2 Problems and Objectives 
 
Building face recognition systems which work robustly in uncontrolled environments 
might be a long research avenue. Most of the influencing factors remain serious 
hindrances. To remedy this situation, this thesis has focused on proposing solutions 
towards pose-robust face recognition using video. More specifically, the following 
problems are investigated: 
 
(i) Can facial landmarks be detected across multiple poses without relying on pose 
information? Can facial landmarks and head poses be detected (estimated) 
simultaneously?  
(ii) How can discriminative modeling of feature distributions be adopted in 
recognition of faces with varying poses in video? 
(iii) How can pose-mismatch be handled more optimally in face recognition using 
video? 
 
Considering that the problem at hand is multi-faceted, a clear and systematic plan 
needs to be followed. For this purpose, the following objectives are determined: 
 
(i) Examine the application of cascaded shape regression to localization of facial 
landmarks across multiple poses; 
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(ii) Propose a method to detect (estimate) facial landmarks and head poses 
simultaneously; 
(iii) Examine the application of probabilistic linear discriminant analysis to 
recognition of faces with varying poses in video;  
(iv) Compare the standard and the heteroscedastic probabilistic linear discriminant 
analysis in recognition of faces with varying poses in video; 
(v) Examine statistical classifiers of pose-mismatch face recognition using video as 
evaluation data; 
(vi) Compare fusion of multiple classifiers and individual classifiers of pose-
mismatch face recognition. 
 
1.3 Original Contributions of Thesis 
 
In attempting to achieve the objectives, a number of solutions are proposed. These 
solutions, which constitute the original contributions of this thesis, include: 
 
Development of preprocessing methods which are capable of estimating head poses 
and localizing facial landmarks across multiple poses 
  
To facilitate practical face recognition, this thesis develops an automatic front-end 
which serves to localize facial landmarks and to estimate head poses across multiple 
poses. The front-end employs cascaded shape regression to perform both 
preprocessing tasks. This thesis shows that a single cascaded regression model is able 
to localize facial landmarks across the full range of left-right rotation, including to 
those where some part of the faces become occluded. Unlike most existing methods, 
the model does not require pose information known (estimated) in advance. Instead, 
by appending pose information to shape vectors, the model is able to estimate head 
poses at the same time as the localization of facial landmarks. This thesis also 
proposes gradual training of cascaded shape regression which distributes shape 
increments more equally across the cascade. Experiments show that gradual training 
improves the accuracy of cascaded regression models. 
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Examination of probabilistic linear discriminant analysis for recognizing faces with 
varying poses in video including the heteroscedastic formulation of the model 
 
Faces may appear in video with different amounts of pose variations. This thesis 
proposes to model these variations using probabilistic linear discriminant analysis 
[16]. Through experiments, the thesis show how pose variations affect recognition 
performance and how multiple images can be optimally employed using the model. 
Considering the fact that video provides numerous samples for individuals, this 
thesis attempts to learn different intra-class covariance matrices for different classes. 
Experiments show that the formulated model, the heteroscedastic probabilistic linear 
discriminant analysis, can be more advantageous than the standard model when 
larger pose variations are present. To demonstrate the merit of the proposed method, 
the thesis also presents a comparison between the method and existing solutions in 
the literature. 
 
Comparison of statistical classifiers of pose-mismatch face-recognition including 
fusion of multiple classifiers using video as evaluation data  
 
As face samples become less available, pose-mismatches are more likely to occur 
than pose-matches. Using videos as evaluation data, this thesis compares four 
statistical classifiers – eigen light-fields, tied factor analysis, and standard/tied 
probabilistic liner discriminant analysis – in recognition of non-frontal faces using 
frontal faces as enrolment samples. These four classifiers constitute simple yet 
powerful solutions for pose-mismatch situations. The thesis also examines fusion of 
multiple classifiers and shows that fusion improves recognition performance given 
that the individual classifiers have similar performance. The best combination of 
classifiers, however, varies from dataset to another dataset. To complete the 
investigation, the thesis also examines fusion across multiple images. 
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1.4 Scope of Thesis 
 
Given the limited time and resources, it is reasonable to limit the scope of the 
research without losing the significance of the findings. Such a scope will help keep 
the work focused at sufficient depth. Therefore, the work of this thesis is confined to 
the three assumptions outlined here.  
 
The variation of pose considered in the thesis is the left-right rotation: Left-right 
rotation is one of the variations which occur quite often in video. This rotation 
causes self-occlusion on faces but reveals more shape and texture information at 
the same time. The proposed front-end and classification methods are developed 
to anticipate such variations: frontal to left- or right-profile. As the other types of 
rotations occur less frequently and there is little training data available for them, 
they are not considered. 
 
Videos employed in the experiments have sufficient length and resolution, with 
pose as the only varying factor: Videos employed in the experiments are not 
those captured in low resolution. Faces appearing in the videos are expected to 
have resolution at least 8080. This is to ensure the distinctive appearance of 
facial landmarks and to a avoid lack of discriminative information. The videos 
should also be long enough for the application of feature distribution modeling. 
Hundreds of frames per video are expected. Pose of the face is the only factor 
assumed to vary. Other factors such as illumination, expression, occlusion, and 
time delay are not specifically addressed. 
 
Only closed-set identification is considered: In closed-set identification, 
recognition systems are probed only with identities that have been enrolled in the 
database. This scenario is simpler than open-set identification or verification 
where probe data can also be “rejected”. In closed-set identification, recognition 
performance is presented using rank-1 recognition rates (or rank-n to be more 
generic) and confusion matrices. In open-set identification and verification, the 
performance is presented using ROC curves. Recognition results in this latter case 
are categorized into true positives, true negatives, false positives, and false 
negatives. 
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2. Overview of Face Recognition 
 
2.1 Introduction 
 
Face recognition is a classical problem with a long track of research. Faces have been 
used as tokens of identity in criminal and bureaucratic affairs since around 1850. 
This includes the standardized police mug-shots proposed by Alphonse Bertillon [17] 
and photographic passports first issued around the time of World War I [18]. During 
this time, the lack of an effective indexing was realized as more and more photos 
were collected and retrieved. 
 
With the advent of computer technology in the 1950s, researchers began to develop 
computer-based face recognition systems. One of the earliest attempts was conducted 
in 1964 when Woodrow Wilson Bledsoe and colleagues [19] developed a man–
machine system to recognize face photographs. Human operators were asked to 
extract coordinates of facial features using graphics tablets (GRAFACON or RAND 
TABLET). These operators could process about 40 photos an hour. From the 
extracted coordinates, computers calculate 20 normalized distances based on which 
matching scores between photographs are obtained. Another similar man–machine 
system was built in the 1970s by Goldstein, Harmon, and Lesk [20]. This system 
employs manually extracted subjective markers such as hair color and lip thickness. 
 
Neural network approaches emerged in the late 1980s. Not long afterwards, Kirby 
and Sirovich [21] proposed face recognition using principal component analysis 
(PCA), later reintroduced by Turk and Pentland as eigen-faces [22]. This seminal 
work was considered somewhat of milestone, marking the beginning of 
contemporary research of face recognition. Since then, abundant techniques have 
been proposed and evaluated. One particular result in the late 1990s which boosts 
interest to this area is the success of rapid face detection in a cluttered background 
[23]. 
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Currently, face recognition has become a very active research area. Its wide potential 
applications attract researchers to continuously devise more effective solutions. Face 
recognition has been conducted in different scenarios which can be distinguished 
based on the following aspects. 
  
1. The form of data used in recognition 
Human faces can be captured as 2- or 3-dimensional data. The 2-dimensional (2D) 
data can be grayscale images, color images, thermal images, or videos which 
provide information about the projected face appearances. The 3-dimensional (3D) 
data can be laser-scanned images [212] or images obtained from stereo imaging 
[213]. These latter data contain information about face surfaces and, optionally, 
textures of the surfaces. Structural or 3D images are inherently robust to pose and 
illumination variations, but 2D images are easier to acquire and more widely 
available. 
 
2. The amount of data available for recognition 
Depending on the situation, samples of faces can be collected in small or large 
numbers. Surveillance video, for example, usually shows a particular person 
across a long span of frames. Broadcast video and 3D data, in contrast, provide 
relatively limited samples most of the time. Having more samples is advantageous: 
It enables more precise modeling, which may increase recognition accuracy. 
 
3. The number of persons to be recognized 
Different recognition systems may consider different numbers of persons to 
recognize. When more persons are to be identified, accurate recognition is harder 
to achieve and efficiency becomes more critical. 
 
4. The constraints assumed for the deployment of recognition systems 
Recognition systems may work in either controlled or uncontrolled environments. 
In controlled environments, target persons may need to cooperate and show their 
faces in a standard pose and expression with no interfering attributes. Factors such 
as lighting can also be prevented from varying too much. In real world systems, 
such constraints may not be possible to enforce and robust methods should be 
employed. 
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To push communal development of the technology, attempts have been made to 
standardize, test, and deploy face recognition systems. Most of these attempts are 
funded by governments or governmental agencies such as FBI, In-Q-Tel, and NSA. 
In the 1980s, biometrics was first established as a fully-fledged industry. With the 
support of the NSA, the first meeting of the Biometric Consortium was held in 1992. 
The US government started public evaluation of face recognition technology in 1993. 
A governmental initiative called Face Recognition Vendor Tests (FRVT) has also 
been convened every 2 or 4 years from 2000 to 2012. These evaluations are designed 
to seek information about how the technology can be deployed and how it can be 
potentially developed. 
 
Face recognition systems have been officially trialed at different places, such as the 
smart CCTV of the London Borough of Newham, the Rhein-Main airport’s border 
control of Frankfurt, SmartGate [7] in Australia and New Zealand, and the Viisage 
face recognition software operated during the Super Bowl XXXV in Tampa Bay, 
Florida. Despite many claims about successful development of face recognition 
systems, not many of these have really lived up to expectations. For example, six 
years of operation did not make the Newham smart CCTV come to a single positive 
identification [24]. It even failed to spot a Guardian journalist whose picture was 
already in the database when he walked around in front of cameras at two target 
zones of the system [25]. A system at Logan Airport, Boston was finally shut down 
since it had not recognized any persons from its database of suspects during a two-
year test period [26]. Manchester Airport has also temporarily stopped its face 
recognition scanners after the robot guard let through a couple who had swapped 
passports [27]. 
 
The remainder of this chapter presents an overview of fundamental knowledge of 2-
dimensional face recognition. The overview is organized according to a general face 
recognition framework. Parts and pipelines of the framework are first described 
(Section 2.3). Detailed discussion of individual parts as well as techniques closely 
related to this thesis is given in the sections following (Section 2.4 – Section 2.9). 
This chapter is closed by a summary. Before proceeding to the overview, a quick 
review of general factors influencing face recognition is presented in the following 
section. 
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2.2 Factors Influencing Face Recognition 
 
Since the earliest attempts of automatic face recognition, it has been realized that 
various factors affect recognition performance. This is reflected in Bledsoe’s report 
[28] of his experiment which said: 
 
This recognition problem is made difficult by the great variability in head 
rotation and tilt, lighting intensity and angle, facial expression, aging, etc. 
Some other attempts at facial recognition by machine have allowed for little 
or no variability in these quantities. Yet the method of correlation (or pattern 
matching) of unprocessed optical data, which is often used by some 
researchers, is certain to fail in cases where the variability is great. In 
particular, the correlation is very low between two pictures of the same person 
with two different head rotations. 
 
The problem that arises is the variability of face images of a particular person: the 
greater the variation, the worse the recognition performance. The standard correlation 
method only works on very little variation. This problem continues to challenge even 
after more than four decades of continuous research. 
 
Li and Jain [2] illustrate the complexity of face recognition using subspace analysis. 
Face data in this case are represented as vectors in a high dimensional space. Using 
principal component analysis, they reduce the dimension and plot the results on a 2-
dimensional plane. It appears that face data form a highly nonlinear and non-convex 
manifold. More than that, the person-specific face manifolds are also nonlinear and 
non-convex. 
 
Several major factors have caused difficulties in face recognition: 
 
1. Pose variation 
While there are recognition methods which work reasonably well on frontal or 
near frontal poses, only a few methods have been developed for half profile or a 
larger in-depth rotation. 
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2. Expression variation 
While small deviations (changes) from normal expression have little effect on the 
recognition, exaggerated expressions do affect performance severely. 
 
3. Occlusion 
Faces appearing in still images or videos are often partially occluded. This might 
be caused by other objects, accessories, or additional parts such as beard or 
moustache. Currently, very little work has addressed this issue specifically. 
 
4. Illumination variation 
There are many situations (e.g. outdoor surveillance) where face recognition 
systems need to be deployed in illumination-varying environments. These changes 
of illumination vary face appearances drastically, such that faces of the same 
person seem very different to recognition algorithms. 
 
5. Time delay 
Faces change over time and it is sometimes not easy to collect the most recent 
samples. Methods robust to time delay have to be developed further since issues 
around this situation have only recently been raised. 
 
6. Poor input resolution 
High quality input can often be obtained only by sensor devices of high standards 
well placed in the acquisition environments. These requirements may not be met 
in many situations, especially when the systems are supposed to work non-
intrusively. 
 
The current advance of face recognition technology is not yet able to fully handle 
these challenges. Most methods address only one or two challenges at the same time. 
 
In this thesis, pose variations become the focus of investigation. The term “pose” 
refers to rotation of the head relative to the viewer. There are two types of head 
rotation: in-depth rotation and in-plane rotation
2
. In-depth rotation can be left-right 
                                                        
2
 Other terms for in-plane rotation are roll or tilt 
 12 
  
rotation
3
, up-down rotation
4
, or the combination of the two (Figure 2.1). The look-
direction of camera, together with the perspective projection, may also induce pose-
like variations. To simplify matters, the look-direction of the camera is often assumed 
to be towards the center of the head. 
 
Left-right rotation generally induces more variation than up-down rotation. The 
former case causes more self-occlusion, which changes face appearances more 
drastically. In-plane rotation on the other hand induces linear variations and is mostly 
overcome during face normalization. Even though head rotation generates complex 
non-linear variations, several works have shown that variations induced by small 
rotation can be well approximated by linear models [29]. Based on this observation, 
techniques which divide pose space into partitions are developed. Three “discrete” 
poses are usually defined: frontal, half-profile, and profile. Samples of these poses 
are shown in Figure 2.2. 
 
 
 
 
 
 
 
 
 
 
Figure 2.1: Different rotations of the face: (a) in-plane rotation,  
(b) left-right rotation, and (c) up-down rotation. 
 
 
 
 
 
 
 
 
Figure 2.2: Three “discrete” poses. 
  
                                                        
3
 also known as yaw 
4
 also known as pitch 
(a) (b) (c) 
Profile Half profile Frontal 
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2.3 General Framework of Face Recognition 
 
Figure 2.3 shows a general framework of face recognition composed of two main 
phases (stages): offline stage and online stage. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3: General framework of face recognition. 
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The offline stage deals with the construction of the gallery and the training of 
recognition models. To construct a face gallery, face images are collected from the 
enrolled individuals. Virtual images might also be synthesized in the case that real 
images are not sufficient. Faces are then localized from these images and normalized. 
After feature vectors are extracted from the normalized faces, dimension reduction 
might be applied to obtain a more appropriate length. These feature vectors form a 
feature gallery which will be matched to probe data. The feature gallery normally 
serves the training of classification models. In some situations, however, the models 
are trained using separate training data. In the literature, the offline stage is also 
known as the training stage. 
 
The online stage is where the actual recognition takes place. It involves steps similar 
to those of the offline stage. Given a probe image or video, face localization, face 
normalization, and feature extraction are applied successively. The feature vectors 
obtained are then matched to the feature gallery. To compute matching scores, 
classification models constructed in the offline stage can be employed. Based on 
these scores, a decision regarding the identity of the appearing face is established. 
The online stage is also referred to as the test stage or the recognition stage. 
 
Face recognition systems may operate in at least two modes: face verification and 
face identification. 
 
In face verification, probe data are matched against one particular identity enrolled in 
the gallery. This identity is the one which is claimed by the person probed by the 
systems. The result of this one-to-one matching is “accept” or “reject”. 
 
In face identification, probe data are matched against all identities enrolled in the 
gallery. This one-to-many matching does not require any identity to be claimed. In 
closed-set identification, recognition systems are always probed by individuals who 
have been enrolled in the gallery. The systems thus need to return only the best 
matched identity. In open-set identification, it is possible that the probe individuals 
are not yet enrolled in the gallery. When such a situation occurs, a “reject” or 
“unrecognized” result should be returned. When the number of enrolled identities is 
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much smaller than the number of individuals potentially probed, open-set 
identification is referred to as watch-list check, for example in the detection of 
suspects. 
 
Comparing all the recognition modes, closed-set identification is quite a simplified 
situation. Face verification and open-set identification, which make use of a 
threshold of matching score to determine acceptance or rejection, are more realistic. 
The threshold itself needs to be set appropriately. Higher values reduce false 
positives
5
 but at the same time increase false negatives
6
. Lower values reduce false 
negatives but at the same time increase false positives. Depending on the application, 
one situation might be preferred over the other. False negatives are more preferred 
than false positives in access control. In multimedia tagging, false positives might be 
preferred over false negatives. 
 
The presented framework does not represent all actual face recognition systems. 
Some parts of the framework may not exist and some actual parts might be missed. 
In the sections following, parts of the framework are detailed. These include face 
detection and tracking, face normalization, feature extraction, dimension reduction, 
and classification. 
 
2.4 Face Detection and Tracking 
 
The first task to be accomplished in face recognition is locating facial regions of 
interest (ROIs) in input images. Face localization is compulsory. It removes most 
irrelevant information and provides later steps with a smaller image area to consider. 
To allow practical deployment of face recognition systems, such localization also 
needs to be quick and accurate. 
 
2.4.1 Approaches of face detection and tracking 
 
Faces in video can be localized through face detection and tracking. Face detection 
aims to determine the presence of faces and return their locations (Figure 2.4). 
                                                        
5
 acceptance of an unqualified (incorrect) individual 
6
 rejection of a qualified (correct) individual 
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Tracking aims to estimate the trajectory of an object as it moves around a video 
scene. In addition to a priori knowledge, tracking employs online information, such 
as locations and appearances in previous frames, to locate objects in the current 
frame. To track an object in video, its initial location has to be provided. Detection is 
therefore normally applied before tracking. 
 
There are several approaches to face detection: heuristic approaches, invariant-
feature approaches, and appearance-based approaches. Heuristic approaches 
employ human knowledge to perform the detection. The knowledge is manually 
encoded into recognition systems in the form of rule sets. Rules are arranged to 
systematically work from generic characteristics of faces to more specific ones. 
Methods of these approaches are presented in [30] and [31]. Despite the intuitiveness, 
formulating rules which characterize variations across large amounts of data is 
difficult. In this latter case, automatic learning is more suitable and often outperforms 
heuristic approaches.  
 
Invariant-feature approaches detect the presence of faces from the presence of 
facial parts (features) which are invariant to a number of changes. The idea has been 
motivated by the fact that humans can effortlessly detect faces despite variation in 
pose and lighting. Invariant-feature approaches employ a bottom-up strategy which 
relies on the quick and stable detection of the features. The approaches follow some 
common steps such as finding the features, grouping the features, hypothesizing the 
candidate regions, and the verifying candidate regions. 
 
 
 
 
 
 
 
 
 
 
Figure 2.4: Face images superimposed by results of face detection. 
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Various invariant features have been proposed for face detection. These include eye-
analogue blobs [32], edges [33], interest points [34], and spatially combined features 
called pre-attentive groups [35]. Textures and skin colors are other commonly 
employed invariant features [36-40]. Combinations of invariant features have been 
considered in face detection. The typical approach consists of detection of skin-like 
regions, connecting adjacent regions, detection of oval shapes, and verifying regions 
using local features [41, 42]. 
 
Invariant-feature approaches are developed on top of the established techniques of 
low-level image processing. These approaches, however, suffer from the difficulties 
of handling spurious detections and efficiently finding face candidates from the 
detected features.    
 
Appearance-based approaches, in contrast to invariant-feature approaches, 
consider image regions holistically and work on pixel intensities rather than invariant 
features. Under these approaches, faces are detected by scanning input images using 
sliding windows of different sizes and applying binary classifiers to the scanned 
regions. The detection thus relies on the classifiers, which are trained using a large 
number of face and non-face samples. 
 
Template matching is a classical method of appearance-based detection. Templates in 
this case are representative samples to which regions in input images are compared. 
Template matching has been performed using simple correlation, hierarchical 
correlation of sub-templates [43], and ratio templates [44]. Ratio templates represent 
brighter-darker relationships between sub-regions of faces. These sub-regions 
roughly correspond to facial features such as eyes, cheeks, and foreheads. An image 
region is classified as face if it meets all pair-wise brighter-darker constraints. 
 
Apart from template matching, different features and classifiers have been employed 
in appearance-based detection. The features include pixel intensities [14, 23, 45-48] 
and responses of linear filters [49]. The classifiers include discriminative classifiers 
such as hard-limit functions [45], support vector machines [47], neural networks [14, 
23, 49], and boosting [50] as well as generative classifiers such as Gaussian models 
[46] and hidden Markov models [48].  
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In 2001, Viola and Jones [50] proposed a rapid object detection framework 
employing a boosted cascade of rejectors. While most appearance-based methods 
spend much time in evaluating regions scanned by the multi-size windows, the 
cascaded model evaluates these regions in an efficient way. As shown in Figure 2.5, a 
region is declared as non-face the first time it is rejected by a classifier. In most cases, 
the majority of the regions will be rejected at the early stages. Since each classifier is 
very efficient, expensive computation can be avoided for most regions.  
 
The impressive speed of the Viola and Jones algorithm also stems from the use of 
“Haar-like” features. Appendix A shows different masks of the original and the 
extended set of such features. Haar-like features are computed by subtracting the sum 
of pixels within the dark region from the sum of pixels within the light region. This 
description is therefore similar to ratio templates proposed in [44]. The integral 
image [51] is the key of how “Haar-like” features can be computed extremely fast 
(see Appendix A for more details).  
 
Viola-Jones detectors are constructed by training weak classifiers to have a nearly 
100% detection rate (low false negatives) at the cost of a high (near 50%) false-alarm 
rate (high false positives). If each classifier has a 0.9998 detection rate and a 0.5 
false-alarm rate, a detector of 20 classifiers can obtain an overall detection rate of 
0.9998
20
 = 0.9960 with a false-alarm rate of 0.5
20
 = 9.5410–7. Viola and Jones [50] 
showed that a cascade of 200 classifiers can achieve a detection rate of 95% with 1 
false alarm out of 14,084 detections. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.5: Cascade of weak rejectors. 
 
 
Search region 
 
 
Face detected 
 
No face 
 
h1 
 
h3 
 
h2 
 
h20 
 19 
  
The Viola-Jones framework [50] has become the de facto solution of appearance-
based detection. This framework provides a solid foundation for a quick and accurate 
localization, imperative for video processing. Compared to previous detectors, the 
Viola-Jones face detector was 10 to 15 times faster. The detector has also been 
widely adopted and implemented in different computer vision packages. For these 
reasons, the Viola-Jones algorithm is chosen in this thesis to perform face detection. 
 
Once a face is detected in a video frame, tracking can be employed to obtain 
locations of the face in the subsequent frames. Object tracking has been performed 
either deterministically or stochastically. Deterministic approaches infer 
displacements of target objects via iterative optimization procedures. The KLT 
(Kanade-Lucas-Tomasi) tracker [52, 53] and the Horn-Schunck method [54] are 
examples of these approaches. The former tracks “salient” points of target objects 
while the latter seeks dense optical flow correspondences between two instances of 
the objects. The mean-shift algorithm [55] (lately extended into Camshift [56]) 
considers object tracking as finding local extrema within density distributions. This 
region-based tracker usually employs color histograms to estimate probabilities of 
image locations being resided by the tracked object. 
 
Stochastic approaches seek probabilistic estimates of object locations through a 
prediction and correction cycle. The Kalman filter [57, 58] and particle filter [59] are 
two prominent examples of stochastic approaches. In both filters, estimates from the 
previous frame are updated, based on a motion model, and corrected based on 
observation from the current frame. Compared to deterministic approaches, 
stochastic approaches are less susceptible to being trapped by local minima. 
 
Tracking is generally faster and more adaptive than detection. However, it is difficult 
to tell whether drift has occurred or not during the tracking. 
 
2.4.2 Multi-view localization and head pose estimation 
 
To recognize faces with varying poses, localization of faces across different views is 
necessary. Most tracking methods inherently account for large pose variations. 
Detection methods on the other hand rarely consider this issue. 
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There are two approaches to detecting faces across multiple views using Viola-Jones 
face detectors. The first approach constructs an array of face detectors, each of which 
is targeted to a particular discrete pose. Lucey and Sridharan [60], for example, 
execute such detectors in parallel and pick one of the returned results.  
 
The second approach constructs a single detector using the training data from 
multiple views. Kalal, Matas, and Mikolajczyk [61] construct such a detector using a 
huge training database containing samples of various poses. To make the training 
feasible, they propose a bootstrap strategy called “quasi-random weighted sampling 
+ trimming”. Li and Zhang [62] and Fleuret and Geman [63] change the simple 
cascade structure into a hierarchical tree structure. Higher level nodes anticipate 
faces appearing in a larger range of pose while lower level nodes are targeted to the 
more specific ones. Jones and Viola [64] introduce pose estimating nodes which 
direct input patterns to different pose-specific face detectors at the end of the cascade. 
Li et al. [65] employ a similar strategy using support vector machines instead of 
decision trees. A more complicated tree-structured detector is proposed in [66]. This 
detector makes use of the width-first-search strategy, the vector boosting algorithm, a 
domain-partition-based learning method, sparse features in granular space, and a 
heuristic search for feature selection. 
 
Head pose estimation is also important in the recognition of faces with varying poses. 
Pose information is useful in facilitating view-based recognition and pose-mismatch 
recognition. Head poses can be estimated either coarsely (i.e. as discrete poses) or 
finely (i.e. as continuous poses). Numerous methods have been proposed for such 
estimation [67]: appearance-based approaches, geometric approaches, and hybrid 
approaches. 
 
1. Appearance based approaches 
Head poses are estimated in these approaches from pixel intensities or the derived 
features. Template matching, support vector regressors [68], and neural networks 
have been employed to do such inference. Manifold embedding such as PCA, 
LDA, locally linear embedding [69], and Laplacian eigen-maps [70] have been 
applied to the features before the estimation takes place. Results of face detection 
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may also provide information about head poses [60]. Since each detector is 
attuned to a specific discrete pose, a successful detection also indicates the 
observed pose. 
 
2. Geometric approaches 
Geometric approaches employ the precise configuration of facial features to 
estimate head poses. Deviation from bilateral symmetry serves as the main cues. 
Figure 2.6 shows the application of the POSIT algorithm, which estimates head 
poses by aligning a generic 3D face model to face images. A set of 2D-3D point 
correspondences is required to conduct such an alignment. Head rotations have 
also been incorporated into parameters of non-rigid models such as active shape 
models [71, 72], active appearance models [73, 74], and 3D morphable models 
[75]. Head poses in this case are estimated through instantiation of such models. 
 
3. Hybrid and other approaches 
Hybrid approaches seek improved performance by combining two or more pose 
estimation methods. Examples of such combinations are manifold embedding 
refined by elastic graph matching [76] or template matching guided by geometric 
cues [77]. Head poses can also be tracked during the tracking of facial ROIs. Point 
trackers and 3D model fitting have been employed for this purpose. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.6: Head pose estimation using POSIT algorithm. A 3D face model is aligned to a face image 
by employing 3D-2D point correspondences. 
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Despite the numerous methods proposed for multi-view localization and head-pose 
estimation, no particular solution has been prominently successful in uncontrolled 
environments. This may because they are not robust against different situations 
encountered in the deployment. In Chapter 4, issues regarding face localization and 
pose estimation are further discussed and a solution which suits requirements of this 
thesis is also proposed. 
 
2.5 Face Normalization 
 
Facial ROIs returned by face detectors or trackers may still contain variations of size, 
position, illumination, and so on. Due to these variations, extracting features directly 
from the ROIs may end up with poor classification results. Face normalization might 
thus be required to reduce the effects of such variations. This normalization can be 
regarded as a generic and data-independent preprocessing step of face images. There 
are two types of normalization: photometric normalization and geometric 
normalization.  
 
Photometric normalization deals with the removal of effects caused by varying 
illumination. Histogram equalization is a normalization technique which aims to 
increase global contrast of the images. It maps pixel intensities using monotonic 
functions, such that the intensity distribution is more equally spread within the 
histogram. Gamma intensity correction, another technique which accounts for 
changes of global brightness by transforming pixel values through exponentiation, is 
developed based on the human vision property of perceiving light and color in a 
logarithmic manner. Other normalization techniques, such as the derivation of 
gradient images [78, 79], quotient images [80], wavelet preprocessing [81], are 
mostly derived using the weak illumination assumption and Lambertian reflectance 
model. 
 
Geometric normalization deals with the alignment of faces. The aim is to obtain good 
facial-part correspondences and meaningful comparison between faces. There are 
two main ways to perform face alignment: 
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1. Faces are rescaled, rotated, and moved using similarity transforms such that they 
have the same locations of eye centers. This method ensures that a common 
reference coordinate will be placed consistently over the entire images. An 
alternative to the similarity transforms, the affine transforms, can be computed 
based on eye centers and another point such as nose tip or center of mouth. 
 
2. Faces are warped to a common shape using a piece-wise triangular warp (Figure 
2.7). This method requires a lot of facial landmarks to be identified. This 
operation produces tight facial-part correspondences but at the same time 
reduces shape information. One important consideration is not to “over-warp” 
faces. Face contours especially should not be warped severely since shape 
information from these parts is helpful in discriminating persons [82]. 
 
These two alignment methods are employed in this thesis. Similarity transforms are 
employed in Chapter 5 during the construction of client models from faces with 
varying poses. A piece-wise triangular warp is employed in Chapter 6 to improve 
facial-part correspondences in pose-mismatch face recognition. 
 
Before face alignment can be executed, the required facial landmarks have to be first 
localized. With faces appearing across a large range of head poses, the localization 
becomes much more difficult. Issues such as self-occlusion and drastic changes of 
facial shapes and appearances need to be handled appropriately. Chapter 3 presents a 
more thorough discussion about localization of facial landmarks. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.7: Piece-wise triangular warp for alignment of face images. 
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2.6 Feature Extraction 
 
Feature extraction constitutes a very important part of face recognition systems. This 
step aims to obtain representations of faces which are suitable for classification. The 
extracted features are therefore expected to emphasize distinction between classes 
and to reduce irrelevant variations within each class. An ideal feature extraction will 
lead to a trivial classification task. This ideal is difficult to achieve since a lot of 
variants may exist simultaneously in face images. 
 
There are various sets of features proposed in the literature. In general, the features 
can be classified into three groups: geometric features, appearance features, and 
model-based features (Figure 2.8).  
 
1. Geometric features 
These features comprise geometric measurements of faces. The measurements can 
be related to dimensions, sizes, orientations, angles, or distances between facial 
features or landmarks. The use of geometric features has been motivated by the 
fact that face recognition can be performed at a very coarse resolution, where 
facial features are hardly visible in detail [83]. Line edge maps [84] and 
directional corner points [85] are examples of geometric features that have been 
proposed for face recognition. 
 
2. Appearance features 
Appearance features are derived from pixel intensities of face images. These 
features can be classified further into holistic and local features. Holistic features, 
extracted from the whole facial ROIs, include vectors of pixel intensities and 
responses of filtered ROIs, for example, gradient images, Gabor images, and LBP 
images. Holistic features are easy to extract but not robust to occlusion, pose, and 
expression changes. These features are normally obtained from “down-scaled” 
facial ROIs to ensure that the resulting feature vectors have reasonable lengths. 
Local features are extracted from local regions around particular facial landmarks. 
Accurate landmark localization is therefore required such that the extraction can 
be performed consistently across different images. Local features can be grouped 
into three categories [86]: distribution-based features such as histograms of 
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oriented gradients, SIFT, and LBP histograms; filter-based features such as Gabor 
jets, Haar-like features; and other features. Local features are more robust than 
holistic features are to occlusion, illumination, pose, and expression changes. 
 
3. Model-based features 
Model-based features are extracted from parameters of face models that are 
instantiated from the observed face image. Face models are normally constructed 
in advance from a set of face samples. Active appearance models [73, 87] and 3D 
morphable models [75] are two examples from which model-based features have 
been extracted. Model-based features can be related to either geometric or 
appearance features. Both AAMs and 3DMMs for example, have both shape and 
texture parameters. 
 
Appearance features have been widely adopted in visual recognition. The use of 
these features has been motivated by human perception studies. Appearance features 
are generally more discriminative than geometric features and are computationally 
less demanding than model-based features. For these reasons, appearance features 
are adopted throughout this thesis. Holistic features in particular are employed in 
most of the experiments. These latter features are simple to extract and require only a 
few facial landmarks for face normalization. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.8: Classification of appearance-based features. 
 
Features 
Geometric 
features 
Appearance features Model-based  
features 
Holistic features Local features 
Distribution-based 
features 
Filter-based  
features 
Other 
features 
 26 
  
Local binary patterns (LBPs) [88] are among the most influencing appearance 
features. These features are computationally simple and are invariant to monotonic 
illumination changes. Given a pixel of an image, the LBP code is computed by 
thresholding the neighboring pixels and treating the result as a binary number. To 
recognize faces using LBPs, Ahonen et al. [89] divide face images into local regions 
and construct LBP histograms from the regions independently. This region-based 
construction is used to avoid a complete loss of spatial information. Histograms of 
different local regions are concatenated to form descriptors of face images. These 
descriptors thus effectively contain three levels of locality: LBP codes at pixel-level, 
region-based histograms at regional level, and final descriptors at global level. 
Histogram intersection, log-likelihood statistic, and chi-square statistic have been 
proposed to measure similarities between the descriptors. In this thesis, local binary 
patterns become the main features for the recognition. A more detailed discussion 
about LBP features is given in Appendix B. 
 
2.7 Dimension Reduction 
 
It is quite common that feature vectors extracted from face images have high 
dimension. An 8080 grayscale image for example, gives a vector of pixel intensities 
with 6400 elements. Even local features such as Gabor jets [90] may consist of 40, 
80, or more values. High-dimensional data present a lot of mathematical challenges. 
In classification problems, the challenges come from the fact that inclusion of more 
dimensions drastically increases the space’s volume such that the data become very 
sparse. This sparseness is problematic since statistical learning requires dense 
samples in order to obtain statistically sound and reliable results. Given a training set 
of a particular size, there is a maximum length of feature vectors above which the 
classification will degrade rather than improve. Dimension reduction aims to 
alleviate this problem by mapping the data into a lower dimensional space. The 
mapped data are supposed to keep most relevant information while allowing learning 
methods to be applied successfully at the same time. 
 
Principal component analysis (PCA) pioneers the linear subspace methods for 
dimension reduction. PCA seeks an orthogonal transformation projecting data to a 
 27 
  
linear subspace such that the projected data are linearly uncorrelated. This linear 
subspace is called the principal subspace. PCA is classified as an unsupervised 
method which disregards additional information annotated to training samples. In 
terms of classification, PCA projection may not be optimal. This projection 
maximally preserves all variations regardless the factors the variations are associated 
to. 
 
Fisher discriminant analysis (FDA) is another linear subspace method for dimension 
reduction. This method belongs to supervised approaches which aim to suppress 
variations within a class while at the same time accentuating variations between 
classes. Figure 2.9 demonstrates the benefits of FDA in classification compared to 
PCA. Samples of two classes are synthetically generated in the figure to lay around 
two 1-dimensional linear subspaces respectively. Both PCA and FDA are used to 
project the samples from 2D down to 1D. It can be seen that PCA projection smears 
the classes together. While the PCA preserves variations of data maximally, the 
projected samples are no longer linearly separable in the projected space. FDA 
projection on the other hand yields projected samples which are more separable 
according to the classes (greater between-class variations). Appendix C provides a 
detailed description of how PCA and FDA projections are computed from training 
data.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.9: Subspace projection using PCA and FDA (adopted from [91]). 
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FDA projection coincides with the maximum likelihood solution of the “reduced 
rank” linear discriminant analysis (LDA).  LDA is actually a generative classifier 
which assumes that data are normally distributed in each class with an identical intra-
class covariance structure. In the reduced rank LDA, the generative model is 
constrained by restricting all class means to lie in a lower linear subspace. 
 
Apart from linear subspace methods, dimension reduction has also been performed 
using genetic algorithm, boosting, and SVM-based feature selection. These latter 
techniques select the most promising features by analyzing any classification errors 
returned during the training. 
 
This thesis does not explicitly employ dimension reduction. The reduction is instead 
implicitly applied during classification using probabilistic latent variable models. By 
limiting the dimension of the latent spaces, implicit dimension reduction is 
effectively achieved. 
 
2.8 Classification 
 
Classification is the final part of face recognition systems. In this part, probe data are 
matched to samples of individuals enrolled in the systems. In video-based face 
recognition, matching can be performed between features extracted from face images 
or between models learned from the features. Approaches such as point-to-point, 
point-to-model, and model-to-model matching are therefore known in the literature. 
Results of this operation are scores indicating how likely the matched data are 
coming from the same identity. Euclidean distances, cosine distances, and 
Mahalanobis distances are examples of scores used in point-to-point matching. Based 
on these scores, probe data are identified as belonging to one of the enrolled 
identities. 
 
Classification has been performed using generative and discriminative models. Given 
input x and label y, a generative classifier models the joint probability distribution 
p(x, y) and performs classification using p(y|x) according to the Bayes rule. The joint 
distribution p(x, y) is usually derived from class-conditional distributions p(x|y) and 
prior probabilities p(x) learned from training data. Discriminative classifiers on the 
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other hand do not attempt to model such distributions. These classifiers instead either 
infer the posterior p(y|x) directly from input data or learn a map from input data to 
labels y = f(x). Hidden Markov models (HMMs), linear discriminant analysis (LDA), 
and naïve Bayes classifiers are examples of generative models. K-nearest neighbors 
(k-NN), support vector machines (SVMs), neural networks, logistic regression, 
decision trees, random forests, boosting, and sparse representation [92] are examples 
of discriminative models. 
 
Other taxonomies of classification methods appear in the literature. Based on the 
functional forms, classifiers have been classified into parametric and non-parametric. 
Based on the criterion to make decisions, classifiers have been categorized into 
density-based and distance-based methods [93]. Based on the chosen representation, 
there is a dichotomy between structural and statistical pattern classification [94-96]. 
 
Recently, probabilistic linear discriminant analysis (PLDA) [16] has been 
successfully proposed in face recognition. PLDA is a generative classifier which 
assumes normal distributions of features. If the j-th observation of the i-th class is 
denoted as xij, the data generation process of the probabilistic linear discriminant 
analysis (PLDA) [16] can be expressed as 
 
xij =  + Fhi + Gwij + ij  
7
                                                (2.1) 
 
The model assumes that each data point xij in the observed space is generated from hi 
and wij, points in two lower dimensional latent spaces. The latent space of hi is called 
the inter-class space; that of wij is called the intra-class space. As indicated by the 
subscripts, observations from the same individual share the same value of h but have 
their own values of w. The term h is called the latent identity variable (LIV) since it 
is unique for each class. In the generation of xij, hi and wij are mapped to the 
observed space through linear transformations F and G respectively, and the obtained 
values are added together, along with the mean  and the residual noise ij. Note that 
x, h, w, and  are random variables with multivariate Gaussian distributions and (2.1) 
can be described in terms of conditional probabilities:  
                                                        
7
 F and G are D×U and D×V matrices respectively; hi and wij are U×1 and V×1 vectors respectively; 
xij ,  , and ij are D×1 vectors. 
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P(xij|hi, wij, ) = Gx[ + Fhi + Gwij, ]                                        (2.2) 
P(hi) = Gh[0, I]                                                              (2.3) 
P(wij) = Gw[0, I]                                                              (2.4) 
 
The term  = (, F, G, ) is the model parameters and  is the diagonal covariance 
matrix of the residual noise . 
 
There are two phases in using the PLDA models. In the first one, the training phase, 
the parameters  are learned from a set of training data {xij}. In the second one, the 
recognition phase, the trained models are used to recognize probe data. 
 
To learn the parameters  = (, F, G, ), the maximum-likelihood estimation method 
can be employed. For this purpose, the log-likelihood function is first specified 
 
l() = log ij P(xij, )                                                     (2.5) 
 
= log ij (2)
–D/2
|C|
–1/2
exp(−
1
2
(x
ij
− )C−1(x
ij
− ))                         (2.6) 
 
where D is the length of x and  C = [F G][F G]
T
 +  is derived from (2.1). It can be 
shown that (2.6) can be maximized by executing an expectation-maximization 
algorithm as follows [16]: 
 
(i) Compute  = (1/N)ij xij where N is the number of training samples 
and initialize F, G, . 
(ii) Repeat until converged: 
E-step: Compute E(zij) and E(zijzij
T
) where zij = [
 i
 ij
] for each 
training sample xij, given the current . 
M-step: Compute the new F, G, and  using values obtained 
from the E-step. 
 
  
 31 
  
In the E-step, two expectation values, E(zij) and E(zijzij
T
), are computed for each xij. 
In the PLDA, expectation values corresponding to samples of the same class are 
computed simultaneously. These values will thus be written as E(zij|xi) and 
E(zijzij
T
|xi) where xi represents all samples of class i. The values are computed by 
arranging the generative equations as follows 
 
 
 
 
,               (2.7) 
 
 
 
which can be rewritten as 
 
x' = ' + Ay + ',                                               (2.8) 
 
and evaluating 
 
E(y|xi) = (I + A
T' –1A)–1AT' –1(x' – ') ,                                       (2.9) 
 
E(yy
T
|xi) = (I + A
T' –1A)–1 + E(y|xi)E(y|xi)
T
 .                              (2.10) 
 
E(zij|xi) and E(zijzij
T
|xi) can be extracted from E(y|xi) and E(yy
T
|xi) respectively.  
 
In the M-step, F, G, and  are updated using the following equations:  
 
[Fnew Gnew] = (ij (xij – ) E(zij)
T
)(ij E(zijzij
T
))
–1
                                               (2.11) 
 
new = (1/N)diag{ij {(xij – )(xij – )
T
 – [Fnew Gnew]E(zij)(xij – )
T
}}.            (2.12) 
 
The detailed derivation of the above training procedure is presented in Appendix D.  
 
In the recognition phase, the trained models are used to recognize faces in probe data. 
Prince and Elder [16] propose a Bayesian model comparison approach to performing 
different recognition tasks. The main assumption of this approach is that data points 
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of the same class are generated from the same value of LIV. Figure 2.10a shows 
generation models for closed-set identification. Given a probe xp and samples of M 
classes x1, x2, … , xM, there will be M generation models M1, M2, … , MM to consider. 
Mm represents the case where xp and xm are bound to the same LIV, which is hm , 
while the other samples are bound to their own LIVs. The likelihood P(xp, 1 … M|Mm, 
) can then be expressed as 
 
P(xp, 1 … M|Mm, ) = P(xp, xm|Mm, ) i = 1 … M, i ≠ m P(xi|Mm, ),                   (2.13) 
 
Since the values of h and w which generate the observed data are not certainly 
known, h and w are marginalized over their prior distributions such that 
 
P(xp, xm|Mm, ) =  P(xp, xm|hm, wp, wm, ) dhmdwpdwm ,                            (2.14) 
 
P(xi|Mm, ) =  P(xi|hi, wi, ) dhidwi .                                                     (2.15) 
 
Integrals in the above equations are tractable because each probability distribution is 
assumed to be Gaussian. To evaluate P(xm, xp|Mm, ), the generative equations are 
first written as 
 
 
 
,                       (2.16) 
 
 
which is then rewritten as 
 
x' = ' + Ay + ',                                                                     (2.17) 
 
and 
  
P(xm, xp|Mm, ) = Gx'[', AAT + ']                                           (2.18) 
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where ' is the diagonal covariance matrix of '. Note that (2.16) can also be 
extended into 
 
 
 
 
.                      (2.19) 
 
 
 
 
This latter equation is generic and can be used to evaluate P(xi|Mm, ) or any cases 
with an arbitrary number of data points. The posterior of the generation model is 
obtained as 
                          
 
P(Mm| xp, 1 … M, θ) =                                                                                     (2.20) 
 
 
If the priors P(M1), P(M2), … , P(MM) are assumed to be uniform then 
 
P(Mm| xp, 1 … M, θ)  P(xp, 1 … , M|Mm, θ).                                     (2.21) 
 
The identity of the probe xp can then be inferred as argmaxi = 1 ... M P(Mm| xp, 1 … M, θ).  
 
Figure 2.10b and 2.10c show generation models for verification and open-set 
identification. 
 
The PLDA has been shown to outperform previous methods such as PCA, LDA, the 
Bayesian approach [97], S-LDA [98], and dual-space LDA [99]. This benchmark is 
conducted in [100] using the XM2VTS and Yale Face databases. In this thesis, 
PLDA is employed to model distributions of features extracted from faces with 
varying poses. Numerous samples are collected from video to train PLDA models. 
The constructed models are then employed to perform closed-set identification.  
  
P(xp, 1 … , M|Mm, θ)P(Mm) 
∑ 𝑃Mi=1 (xp, 1 … , M|Mi, θ)P(Mi) 
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Figure 2.10: Different model comparisons in PLDA: (a) closed-set identification, (b) verification, and 
(c) open-set identification. 
 
2.9 Representative Work of Still-Image Face Recognition 
 
The work in this thesis is focused on face recognition using video. It is, however, 
important to look at methods of still images as this can provide useful cues for 
recognition in video. Table 2.1 shows some representative methods of still-image 
face recognition. All the methods are designed to work on frontal or near-frontal 
faces. Their contributions lie at different parts of the recognition pipeline. Most of 
the early work focused on dimension reduction. PCA, FDA, and independent 
component analysis (ICA) are some notable examples of the proposed methods. 
Neural networks approaches such as convolutional neural networks [101], multilayer 
perceptron [101], probabilistic decision-based neural networks [49], and radial basis 
function networks [102] have been proposed to improve classification. While holistic 
appearance features have dominated face recognition methods, local intensities [103], 
Gabor jets [90], line edge map [84], directional corner points [85], parameters of 3D 
morphable models [75], and LBP histograms [89] have also been successfully 
proposed. Recent classification methods such as sparse representation [92] and 
probabilistic linear discriminant analysis [16] have also received much attention from 
researchers because of the prominent performance demonstrated by the methods. 
 
  
h1 h2 
x1 x2 xp 
M1 
h1 h2 
x1 x2 xp 
M2 M1 
h1 
x1 xp 
M0 
h1 hp 
x1 xp 
h1 h2 
x1 x2 xp 
M1 
h1 h2 
x1 x2 xp 
M2 
(a) (b) 
h1 h2 hp 
x1 x2 xp 
M0 
(c) 
 35 
  
Table 2.1: Representative work of still-image face recognition. 
Reference Feature 
Dimension 
Reduction 
Classification 
[21, 22] Pixel intensities PCA (eigen faces) Nearest neighbor 
[103] 
Pixel intensities from facial 
parts 
PCA Nearest neighbor 
[90] Gabor  jets n/a 
Face graph 
matching 
[91] Pixel intensities 
PCA + LDA (Fisher 
faces) 
Nearest neighbor 
[101] 
Pixel intensities processed by 
convolutional neural network 
PCA, SOM 
Nearest neighbor, 
multilayer 
perceptron 
[49] 
Pixel intensities in reduced 
resolution 
n/a PDBNN 
[102] Pixel intensities PCA, LDA RBF network 
[104] Pixel intensities PCA + ICA 
Nearest neighbor 
using cosine 
distances 
[105] Augmented Gabor features  
Kernel PCA using 
polynomial kernel 
Nearest mean 
neighbor 
[106, 107] 
Average values of pixel 
clusters;  
Pixel intensities 
Null-space LDA 
(discriminative 
common vectors, 
DCV) 
Nearest neighbor 
[75] 
Fitting parameters of 3D 
morphable model  
n/a Nearest neighbor 
[84] Line edge maps n/a 
Nearest neighbor 
using Hausdorff 
distances 
[85] Directional corner points n/a 
Nearest neighbor 
using Hausdorff 
distances 
[89] LBP histogram n/a 
Nearest neighbor 
using histogram 
intersection 
[92] Pixel intensities 
PCA, LDA, 
Laplacian faces 
Sparse 
representation  
[16] 
Pixel intensities from facial 
parts 
n/a PLDA  
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2.10 Chapter Summary 
 
This chapter presents fundamental knowledge about face recognition systems. It 
starts with a general framework of face recognition and explains each processing 
stage in more detail. Viola-Jones face detectors, LBP features, and probabilistic 
linear discriminant analysis have been given more attention since application of these 
methods will be investigated in subsequent chapters. Following this discussion, 
representative work of still image face recognition is briefly presented. The next 
chapter focuses on video-based face recognition and highlights challenges that will 
be addressed in the thesis. 
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3. Challenges of Video-Based Face Recognition 
 
3.1 Introduction 
 
While face recognition has achieved high accuracy in controlled environments, such 
recognition in uncontrolled environments remains an open problem. In the latter case, 
performance of recognition systems is severely degraded due to variations which 
change face appearances drastically. Pose changes are among the most frequent 
variations displayed by faces in video. These variations cause difficulties at different 
stages of face recognition systems. Two such stages will be investigated in this thesis. 
The first, the preprocessing of face images, comprises localization of facial 
landmarks and head pose estimation. “Front-end” refers to parts of face recognition 
systems which serve to detect faces, facial landmarks, and head poses. Classification 
of the extracted features is the second stage investigated in this thesis. Figure 3.1 
shows a simplified face recognition framework containing the two stages of interest. 
 
When large pose variations are present, the detection of facial landmarks and head 
poses becomes problematic. Facial landmarks in particular might be occasionally 
invisible due to self-occlusion of the faces. Faces looking to the left/right direction 
also have non-convex shapes. This makes their appearances harder to model [108]. 
Even though, based on head poses, self-occlusion can be predicted, estimating the 
poses under uncontrolled environments is challenging. 
 
Pose variations also make face classification less trivial. When pose variations exist, 
probe and sample images cannot be arbitrarily matched using distance measures such 
as Euclidean or cosine distances. These distances no longer accurately reflect the 
agreement of identity, especially when probe and sample images appear in 
significantly different poses (e.g. profile vs frontal). In the latter case, the two 
distance measures correspond more to pose similarities than to agreement of identity. 
 
Two situations might be encountered in the classification of faces with varying poses. 
The first is when samples of individuals are available in all the anticipated poses. 
Probe images in this case can possibly be matched to samples of the same pose. With 
video used in the recognition, statistical information (i.e. feature distributions) can 
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also be learned from a large number of face images collected from the video. 
Discriminative modeling of such distributions, however, is less frequently explored 
for faces with varying poses in video. The second situation is when samples are not 
always available in all the anticipated poses. Matching in this case often has to be 
conducted between face images of different poses (i.e. “pose-mismatch”). While 
methods to solve this problem have been proposed in the literature, the use of video 
has rarely been considered for this purpose. 
 
Three challenges are therefore the main focuses of this thesis. The first challenge, 
localization of facial landmarks and head pose estimation, the main concern is how 
to successfully perform these tasks in the presence of large pose variations. The 
second challenge is the adoption of feature distribution modeling for the recognition 
of faces with varying poses. The third challenge is finding how to recognize faces 
when “pose-mismatch” situations are encountered. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1: Some parts of face recognition systems affected by pose variations. 
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This thesis proposes solutions for these three challenges, towards achieving pose-
robust face recognition on video. As a basis for developing the solutions, a review of 
related methods is presented in this chapter. The review also highlights ideas for 
overcoming existing gaps. The proposed solutions are then thoroughly discussed and 
evaluated in the following three chapters (see Chapters 4 to 6). 
 
3.2 The Front-End of the Face Recognition System 
 
Front-end here refers to the initial stages of recognition systems: those that serve to 
detect faces, facial landmarks, and head poses. These preprocessing tasks are critical 
for the whole recognition pipeline. If they are poorly performed, recognition systems 
will be unable to achieve maximum performance. This phenomenon is known as the 
front-end effect. If d represents the accuracy of the front-end (in percentage), the 
overall classification rate of the system o can be expressed as o = dc , where c 
is the probability of correct classification, given that the front-end is 100% accurate 
[60]. The equation shows that o can be severely affected by d. The ideal situation 
for the front-end of face recognition systems is to achieve 100% of d. 
 
The Viola-Jones algorithm [50] has become the de facto solution for face detection. 
Two approaches can be employed to detect faces across multiple views using this 
algorithm. The first approach constructs a single face detector using training samples 
that contain all the anticipated poses. This single detector approach is efficient, but 
requires a complicated training procedure that makes use of complex structures of 
cascaded classifiers. The second approach is the application of multiple face 
detectors, each of which is trained for a specific discrete pose. This multiple-
detector approach is adopted in this thesis due to its implementation simplicity and 
to its effectiveness, given sufficient processing units to execute the detectors in 
parallel.  
 
Following the detection of faces, facial landmarks, which serve to facilitate face 
alignment, are localized within the detected ROIs. The importance of face alignment 
has been highlighted in various works. As shown in [109], face alignment increases 
performance by 0.95% to 4% of recognition rates. Experiments in [110] also show 
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that algorithms such as eigen-face [22] and Fisher-face [91] have their performance 
drop by an offset of 20% when eyes are located with 5% of point-to-point errors. A 
further drop of 20% is experienced when the error becomes 10%. Face alignment 
thus constitutes an important part of face recognition systems. Good alignment 
allows better description of faces, which in turn enables more accurate classification. 
 
While facial landmarks have been successfully localized within small pose 
variations (< 30), localization across larger variations remains an open problem. 
Things such as self-occlusion and drastic changes of shape and appearance have 
complicated the localization process. One possible solution for this problem is to 
employ multiple localization models, each of which handles some particular range of 
head pose. Given the pose of the face, the appropriate model can be selected and 
applied to the face image. One concern regarding this view-based approach is that 
pose estimation is a complex and non-trivial task by itself. In many cases, it requires 
face images to be aligned reasonably well. This situation may therefore end up as a 
“chicken-egg” problem, since face alignment also requires locations of facial 
landmarks. A solution which does not need prior information, other than rough face 
regions, is thus deemed to be important.   
 
In the remainder of this section, existing approaches to facial landmark localization 
are classified into three groups for review: (i) localization by detection, (ii) shape 
fitting based on local displacements, and (iii) shape fitting based on holistic face 
appearances. Following the review, potential methods which can be used to handle 
large pose variations are discussed.  
 
(i) Localization by detection 
 
Localization by detection searches for hypotheses of facial features over various 
locations of face images and takes some hypotheses to be the final predictions. 
Hypotheses in this case are often presented as maps of confidence scores or as 
response maps. Strong responses in the maps indicate the presence of facial features. 
By applying some heuristics, “good” predictions can be selected from the possible 
candidates of the features. 
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To detect facial features, early methods focus on analyzing edges and lines in face 
images. In [111], face photographs are filtered using the Laplacian operator and the 
resulting images are thresholded into binary maps. Facial features are located by 
analyzing profiles of active pixels over several horizontal and vertical scan lines of 
such maps. Lips and eyebrows are detected in [112] by executing a “line follower” at 
approximate locations of these features. To reduce spurious edges from the filtered 
images, a generalized symmetry operator is proposed in [113]. This operator is 
developed from the fact that frontal faces are generally symmetrical to the vertical 
axis. Methods employing edges and lines are applicable only in limited situations 
(e.g. to face photographs). The methods struggle with the spurious edges returned by 
the filters. With natural images, removing these spurious edges is indeed very 
challenging.  
 
Instead of extracting edges or lines, recent methods employ face appearance to detect 
facial features. Such appearance-based detection has been performed in two ways. 
The first approaches detect facial features using “filter-like” detectors. These 
detectors provide some response at a particular image location based on information 
from the location itself. Template matching is a simple example of this approach. A 
set of templates is cross-correlated to face images, and strong responses are recorded. 
This method is employed in [114] and [115] to locate eyes and eyebrows respectively. 
Template matching however can be very time consuming, since accurate detection 
usually needs a large number of templates. To overcome this issue, statistical 
methods have been employed to model such templates. Pentland, Moghaddam, & 
Starner [103] construct a linear subspace by applying PCA to sample images. 
Distances to the subspace (reconstruction errors) are used as indicators for the 
presence of these features. Gaussian mixture models (GMMs) have also been used to 
model landmark appearances in [116]. Responses of the detectors are derived using 
Bayesian inference rules. Neural networks are employed in [117] to detect eyes. 
 
The second appearance-based detection approaches (e.g. [118] and [119]) employ so-
called regression voting or the generalized Hough transforms [120]. With these 
approaches, information from a particular image location is also used to infer the 
presence of facial features at other locations. Spatial offsets are also predicted during 
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this detection. Most detectors are targeted to detect one particular facial feature; 
however, some detectors can detect multiple facial landmarks simultaneously.  
 
Although applying facial feature detectors exhaustively may work in some cases, this 
approach struggles with frequent false positives and false negatives. Facial feature 
detectors, which have been widely known to be not as reliable as face detectors, are 
plagued by problems of ambiguity due to insufficient local structures in the small 
local supports. To alleviate this difficulty, knowledge about spatial arrangement of 
facial features offers useful cues. 
 
A straightforward method of reducing detection ambiguity is to search facial features 
within the likely regions only. Vukadinovic & Pantic [121] divide facial regions into 
20 blocks, each of which being supposed to contain one facial landmark of interest. 
These landmarks are localized using GentleBoost detectors. Lucey and Sridharan [60] 
localize facial features sequentially starting from those which are most easily 
detected: in this case, eyes. Another hierarchical detection is introduced in [122, 123], 
where tree (pictorial) structures are followed to perform the search. Search regions of 
child features are derived from locations of parent features via posterior sampling or 
energy minimization. Multi-resolution detection is proposed in [124] by training 
SVM detectors for different image resolutions. Low resolution detectors are used to 
obtain rough locations of facial features that are refined using higher resolution 
detectors.  
 
At the end of the detection, there can be multiple hypotheses for some facial 
landmarks. A mechanism to select “good” hypotheses for final predictions is required. 
Knowledge about facial shapes (spatial arrangement) again serves as useful cues. 
Cristinacce & Cootes [125] propose a selection procedure favoring combinations of 
hypotheses with stronger individual responses and higher likelihoods of global 
spatial arrangement. In [126], Gu & Kanade employ an expectation-maximization 
method which treats a selection matrix as latent variables. In [127], pair-wise 
distributions are employed to compute the scores of the spatial arrangement of 
individual landmarks. Each detected facial landmark contributes to the scoring of 
every other facial landmark. Similar pair-wise spatial relationships are modeled in 
[128] as Markov random fields. 
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A branch and bound strategy has also been proposed to select good combinations of 
hypotheses. This strategy works by pruning a search tree to keep computational cost 
tractable. Roig, Boix, De la Torre, Serrat, & Vilella [129] perform a selective multi-
level aggregation where atomic pieces of detection are grouped incrementally by 
following a hierarchy of facial parts. In contrast to this method, Amberg & Vetter 
[130] divide the complete set of successful detections repetitively until individual 
landmarks are obtained. This latter method employs a parametric shape model to 
guide the division process. 
 
The RANSAC method [131] was employed in [132] to select “good” hypotheses 
using a large dictionary of facial shapes. The final predictions are those having the 
largest consensus with the shape dictionary. 
 
Most facial feature detection methods work on frontal faces, with some tolerance to 
small pose variations. To handle larger variations, Dantone et al. [133] construct 
multiple facial landmark detectors, each of which is targeted for a particular “discrete” 
pose. Each detector is a regression forest which predicts locations of multiple facial 
landmarks simultaneously. Before the detectors are applied, the pose of the face is 
estimated using a separate regression forest.  
 
Localization by detection requires a lot of time to obtain accurate localization. This is 
due to the process for selecting hypotheses, which needs to be conducted over a large 
search space.  
 
(ii) Shape fitting based on local displacements 
 
Another approach that is faster than localization by detection is shape fitting. Shapes 
in this case are vectors containing x and y coordinates of points corresponding to a 
number of predefined facial landmarks. This approach localizes facial landmarks by 
placing an initial shape on a face image and deforming the shape iteratively. The 
deformation is determined based on appearance cues around the current shape, with 
regard to some constraints of facial shapes. Upon successful localization, this process 
converges to a final shape that is close to the true locations of the features.  
 44 
  
Yuille, Hallinan, & Cohen [134] introduce a shape fitting approach by proposing 
deformable templates of eyes and labial contours using parametric curves. To fit the 
templates to face images, a cost function is minimized using the steepest descent 
algorithm. This cost function is evaluated based on intensity edges, valleys, and 
peaks around the boundary of the templates. Similar work is conducted in [135], 
where active contour models or “snakes” [136] are employed to locate eyes, 
eyebrows, nose, mouth, and face contours. Before the snakes are fitted, locations of 
those facial features are roughly predicted by applying a skin color filter and 
analyzing the projection of edge maps. 
 
“Constrained local models” (CLMs) refer to fitting methods which deform shapes by 
estimating displacements of individual points independently. In the classical work of 
active shape models (ASMs) [71], such displacements are found by applying 
landmark detectors exhaustively around the points of the shapes. The detectors make 
use of eigen patches and compute Mahalanobis distances within the subspaces as 
responses. To deform the current shape during the fitting, each point of the shape is 
moved towards the peak response. A point distribution model is used to regularize 
the deformation so that peculiar results can be avoided. Point distribution models 
(PDMs) are statistical representations of non-rigid shapes of a particular class of 
object. These models consist of orthogonal shape vectors that have been learned from 
aligned samples using principal component analysis. 
 
Various methods have been proposed to improve active shape models. Cristinacce & 
Cootes [137] propose template matching to find local displacements and apply the 
Nelder-Meade simplex algorithm to update the current shape. Saragih, Lucey, & 
Cohn [138] employ logistic regressors to detect facial landmarks and propose an 
expectation-maximization framework to compute shape deformation. This 
formulation leads to shape fitting via a regularized landmark mean-shift. Cootes, 
Ionita, Lindner, & Sauer [139] propose regression voting (the generalized Hough 
transforms) to obtain landmark detection responses. Regression forests are trained to 
map local appearances into spatial votes. 
 
Individual point displacements have been inferred directly from local appearances 
around the current shape. Wiskott, Fellous, Kuiger, & von der Malsburg [90] 
 45 
  
estimate local displacements based on the phase of the Gabor features. Cristinacce & 
Cootes [140] estimate the displacements using GentleBoost regressors that were 
trained using centered and shifted local patches.  
 
Shape fitting based on local displacements can give very accurate landmark 
localization, but this approach needs the initial shapes to be close enough to the true 
shapes. Since shapes are deformed based on individual point displacements, 
occlusion to facial landmarks can be problematic. This becomes more apparent when 
faces appear across large pose variations. 
 
(iii) Shape fitting based on holistic appearances 
 
Shapes have also been deformed based on holistic appearances. Active appearance 
models (AAMs) [73] construct linear subspaces from a set of registered faces and 
compute reconstruction errors from regions occupied by the current shapes. These 
reconstruction errors are used by linear regressors to predict “shape increments” 
required to deform facial shapes. The regressors are trained using an augmented 
training set that has been generated by systematically perturbing true facial shapes. 
Sánchez-Lozano, De la Torre, & González-Jiménez [141] use a continuous 
approximation of the augmented training set to train the regressors, showing that this 
training method improves generalization of the models. Matthews & Baker [142] 
employ a gradient descent strategy (i.e. the Lucas-Kanade algorithm [52, 143]) to fit 
shapes of active appearance models. A piece-wise triangular warp is used in the 
complex derivation of gradients. To avoid expensive re-computation of Hessians and 
Jacobians, inverse compositional methods are employed [142, 144].  
 
Linear regression is often insufficient for modeling relations between appearances 
and shape deformations [142]. The gradient descent strategy, on the other hand, 
biases towards the mean shape. More recently, non-linear methods have been 
employed to fit shapes. Sauer, Cootes, & Taylor [145] propose gradient boosting and 
random forests on Haar-like features for the fitting of active appearance models. 
Random forests in this case have been shown to outperform gradient boosting. Dollar 
et al. [146] and Xudong et al. [147] propose cascaded weak regressors to 
successively fit shapes to images. Each regressor takes intensity differences as inputs 
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and returns shape increments to deform shapes. Unlike active appearance models, 
this method does not make use of any explicit shape nor explicit appearance models. 
It has become state-of-the-art due to its robustness against real-world variations.  
 
Holistic appearances are better than local appearances at describing head poses. The 
cascaded regression [146, 147] in particular has demonstrated an ability to anticipate 
diverse shape variations. This thesis aims to employ cascaded shape regression to 
localize facial landmarks across multiple views. It will be interesting to see whether 
a single cascaded model is able to anticipate large pose variations. Another 
interesting question is whether the model can be used to estimate head poses. An 
investigation of these particular issues is presented in Chapter 4. 
 
3.3 Recognizing Faces with Varying Poses in Video 
 
In the recent decades, the use of video in face recognition has become more and 
more common. Video provides more information than is provided by still images. It 
contains both multiple observations as well as temporal coherence that can be useful 
for recognition. Different approaches have been proposed to employ such 
information in order to achieve improved recognition. 
 
Videos are normally collected in environments with little constraints. Such 
environments allow videos to capture different types of variations. Pose variations 
are among those encountered frequently in face recognition. While such variations 
may facilitate the construction of representative models, how to handle the variations 
effectively remains an open question. In the rest of this section, a small review of 
video-based face recognition approaches is presented. An idea of how to address 
pose variations is discussed afterwards. 
 
Based on how face samples are modeled, seven groups of approaches for recognizing 
faces in video are identified. 
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(i) Extending still image recognition methods by score fusion 
 
Recognition on still images is typically performed with two assumptions. First, the 
number of samples per individual is limited. This favors discriminative methods such 
as nearest neighbors, in performing the classification. Second, there is only a single 
probe image at any particular time. When video is used to recognize faces, this latter 
assumption changes since multiple probe images become available. In this case, each 
frame can be recognized separately and fusion can be applied to the recognition 
scores obtained. 
 
Unsang, Jain, & Ross [148] perform the fusion by applying the max rule. Three 
facial matchers – the FaceVACS from Cognitec [149], PCA, and cross correlation 
[150] – are employed to obtain recognition scores of individual frames. Eleyan, 
Ozkaramanli, & Demirel [151] propose the sum rule to fuse recognition scores across 
frames. They also propose adaptive scoring using PCA by removing “less likely 
matched” individuals from the gallery before the scores are computed. Fusion has 
also been performed using the weighted score accumulation [152, 153]. Illumination 
discrepancy [152] and recentness of the frames [153] have been employed to derive 
weights. PCA and SVMs are used in [152] and [153] respectively to obtain the scores 
of individual frames.  
 
There are also methods which perform in-advance selection to discard frames with 
“poor” qualities. Zhang [154] employs wavelet features to select frames of frontal 
faces only, while Berrani & Garcia [155] propose robust PCA to filter out frames 
with “large deviations” from the probe video. 
 
All the methods in this group employ small numbers of samples to recognize faces. 
In [148] for example, 7 samples are collected for each individual with the yaws 
differing by 20 from each other. These methods therefore do not utilize video for 
training to its full advantage. In the remaining groups, approaches that make use of 
large numbers of face samples from video will be discussed. 
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(ii) Recognition based on feature distribution modeling 
 
When face samples are available in large numbers, distributions of the samples can 
be learned to facilitate classification. Gaussian mixture modeling has become a 
standard approach for learning feature distributions. Stallkamp, Ekenel, & 
Stiefelhagen [156] use the models to represent face images extracted from videos 
captured at an entrance door. Due to the unconstrained setting, some variations of 
pose, illumination, and expression, as well as occlusion, are present. To reduce the 
effects of alignment errors, training images are augmented with virtual samples at 
different scales and at slight rotations. Y. Zhang & Martínez [157] build different 
Gaussian mixture models for different local regions of face images. Virtual samples 
are also generated for each local region. This is conducted by simulating errors of 
eye localization during the alignment of face images. 
 
Once the distributions are learned for all classes, recognition can be performed using 
maximum likelihood inference. Each frame of the probe video is used to estimate 
posterior likelihoods of the classes. These likelihoods can be fused together across 
multiple frames. Stallkamp, Ekenel, & Stiefelhagen [156] propose weighted 
accumulation to fuse log-likelihoods. Distance-to-model and distance-to-second-
closest are employed to derive the weights. Y. Zhang & Martínez [157] propose a 
similar weighted accumulation fusion that employs expression and pose similarities 
to derive the weights. 
 
Gaussian mixture modeling has also been employed in [158] to learn distributions of 
both enrolment samples and probe data. Recognition is performed by measuring the 
similarity between distributions using KL (Kullback-Leibler) divergence. Since KL 
divergence between Gaussian mixture models cannot be computed analytically, a 
Monte-Carlo method is proposed to obtain the similarities. 
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(iii) Recognition by matching non-parametric models of image sets 
 
Faces in video have also been recognized through matching between image sets. 
Each set in this case contains an individual’s face images that vary in pose, 
illumination, expression, and so on. Non-parametric models are used to represent 
face appearances within the set. Such representations are expected to be robust to 
outliers and able to model unseen faces of the corresponding individual. During the 
recognition, models learned from the probe video are matched to models learned 
from the training video. 
 
Yamaguchi et al. [9] propose the mutual subspace method (MSM), which makes use 
of linear subspaces to represents image sets. Dissimilarities between the subspaces 
are measured using canonical angles. Following this work, an online computation of 
linear subspaces is proposed in [159]. This computation employs incremental SVD 
and allows subspaces to be updated as more data become available. Subspace 
representations have also been analyzed in the framework of Grassmannian 
manifolds [160, 161]. Linear subspaces in this case are treated as data points on the 
manifolds.  
 
Cevikalp and Triggs [10] propose non-parametric representations of image sets, 
called affine hulls and convex hulls. They define dissimilarities between hulls as the 
closest distances that correspond to synthesizing the closest pair of examples. This 
method has been lately improved in [162] and [163] by regularizing and enforcing 
sparseness to coefficients of the closest pairs respectively. 
 
(iv) Recognition through manifold learning 
 
The notion of face appearance manifolds has long been proposed in video-based face 
recognition. Within this notion, appearances of a face are assumed to form a surface 
whose intrinsic dimension is much lower than the dimension of the feature space. 
The manifolds themselves are highly non-linear, due mainly to the large variations of 
pose and illumination. These manifolds have been commonly modeled as piece-wise 
local linear models. The main idea of this approach is to divide the complex and non-
linear face appearance manifolds into components which can be approximated 
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linearly. For this purpose, some clustering procedure is usually applied to the set of 
images. The discovered clusters are then treated as the components of the manifolds. 
 
Hadid and Pietikainen [164] find clusters of face images by executing locally linear 
embedding, K-means, and a self-organizing map. From each cluster, an exemplar is 
added to the training set of PCA/LDA classifiers. These classifiers are recently used 
to recognize faces in probe videos by applying a weighted score accumulation. 
Krueger and Zhou [165] select representative exemplars from a training video using 
an online version of radial basis function. These exemplars facilitate the computation 
of likelihoods during the simultaneous tracking and recognition. Lee et al. [166] 
apply K-means clustering to training videos and represent the obtained clusters as 
linear subspaces. Faces are recognized by computing L2–Hausdorff distances 
between frames of probe videos and face manifolds. These distances are accumulated 
probabilistically according to a graph of pose transition. Online learning is later 
introduced to this method in [167]. Fan and Yeung [168], who apply hierarchical 
clustering for discovering the local structures of face manifolds, represent local 
structures as linear subspaces and quantify similarities between subspaces using 
canonical angles. To measure similarities between face manifolds, majority voting is 
applied to similarities between local structures. 
 
Discriminative learning has also been used to model face appearance manifolds. 
Ruiping et al. [169] and Ruiping and Xilin [170] construct neighborhood graphs of 
local models of face manifolds. Using these graphs, projection matrices are trained to 
squeeze local models corresponding to a particular individual and to separate away 
local models of different individuals. A similar aim is pursued in [171] where non-
linear manifold embedding is employed. 
 
“Semantic clustering” has also been employed to cluster face images. Y. Li, Gong, & 
Liddell [172] split the feature space into partitions by dividing the pitch and yaw 
coordinates. The training data of each partition is then fitted by a hyper-plane such 
that hyper-planes of different partitions can be stitched together to form an identity 
surface. A probe video is recognized by projecting the frames to the surface and 
accumulating the projection distances. Arandjelovic and Cipolla [173] construct face 
manifolds by defining 3 pose clusters: frontal face, face left, and face right clusters. 
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Gamma intensity correction (GIC) is applied to the clusters to normalize the 
illumination. Similarities between manifolds are measured by computing center-to-
center distances between corresponding clusters and applying a Bayesian likelihood 
fusion to the obtained distances. 
 
(v) Recognition methods based on temporal dynamics 
 
Attempts to recognize faces in video using temporal dynamics have been somewhat 
motivated by a psychological finding that temporal dynamics can help people 
recognize unfamiliar faces. The dynamics themselves arise from the dense sampling 
of videos causing variations between two successive frames are small. Liu & Cheng 
[174] make use of HMMs to model sequences of face appearances in video. Each 
HMM computes likelihoods of the generation of probe videos during the recognition. 
A MAP adaptation technique is also proposed to update the HMMs every time a 
probe video is identified. Minyoung et al. [11] extend the HMMs by introducing a 
hidden state corresponding to the head pose and by employing pose-discriminant 
features obtained from LDA subspaces. Aggarwal et al. [175] propose a system 
identification approach that employs ARMA models to represent video sequences 
and formulate distances between such models for classification. 
 
(vi) Recognition by synthesis using 3D face models 
 
Recognition by synthesis matches probe videos to sequences of virtual images 
generated from the gallery. Generation of such sequences is performed to handle 
variations which are not seen in the face samples. Faces in probe videos are analyzed 
and virtual images are generated using the same appearance parameters (e.g. the 
same pose, illumination, and so on). Three-dimensional face models are normally 
required during the generation process.  
 
Unsang et al. [176] reconstruct a 3D face model of an individual by stitching five 
different 2.5 scans. The 3D model is used to render virtual images after frames of 
probe videos are analyzed. Poses and illumination are estimated from the frames 
using SVMs and are applied to the 3D model during the rendering. To obtain 
similarity scores between probe videos and sequences of virtual images, frame-to-
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frame matching is employed. Yilei, et al. [177] make use of 3D face models to 
synthesize virtual images online. Given a probe video, a 3D model is fitted to the 
first frame such that texture of the 3D face can be extracted. A bilinear illumination–
motion model is used to track the face as well as to estimate the position, pose, and 
illumination parameters. A robust metric is formulated to measure similarities 
between probe videos and the sequences of virtual images. 
 
(vii) Other methods 
 
Examples of other methods are those which “condense” information from multiple 
frames. Mian [178] extracts SIFT features across face images and combines the 
features into a representative template. Probe videos are recognized by matching 
each frame to the template and accumulating the obtained scores. There are also 
methods that perform fusion at feature level. Ke, Zhengming, Jidong, & Yue [179] 
and Xiaoou & Zhifeng [180] extract spatio-temporal features from training and probe 
videos and match the features during the recognition. 
 
The review shows that recent approaches treat video as a whole collection by 
constructing client models such as linear subspaces, affine spaces, mixture of 
Gaussians, and piece-wise local linear manifolds using face images provided by 
training videos. These approaches aim to employ discriminative information from 
higher order statistics, achieve robustness to outliers, or devise models which 
generalize better to unseen images. Despite various solutions proposed in the 
literature, only a small amount of attention has been paid towards discriminative 
modeling of feature distributions in the recognition of faces with varying poses. 
This thesis therefore focuses its investigation on this particular issue. 
 
While Gaussian mixture modeling has become the standard approach to learn 
feature distributions, this thesis examines the application of the probabilistic linear 
discriminant analysis (PLDA) in such distribution modeling. This adoption is 
motivated by the successful application of PLDA in still image face recognition [16]. 
In this thesis, this particular method is applied further to recognize faces in video. 
Compared to Gaussian mixture models, the PLDA has some interesting properties. 
First, despite being generative, the model demonstrates an ability to optimize 
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discrimination between classes. This property is very helpful in achieving invariance 
against variations displayed by training data. Second, the PLDA unifies different 
recognition tasks e.g. identification, verification, and identity-based clustering into a 
single framework. The introduction of the latent identity variable (LIV) has 
facilitated such unification. The PLDA is also equipped with a model comparison 
inference which has demonstrated high classification accuracy even in the absence of 
informative prior [16]. Third, the PLDA handles high dimensional data nicely 
without requiring explicit dimension reduction. In contrast to this property, Gaussian 
mixture models need in-advance dimension reduction which is prone to loss of 
discriminative information. Fourth, performance of PLDA can be improved by 
employing simple schemes of score fusion such as the product rule. 
 
As videos provide much more data than still images do, there are aspects which are 
interesting to investigate in the application of PLDA. First, the large number of 
samples provides an alternative in the modeling of intra-class distributions. While 
standard PLDA assumes a single global intra-class covariance matrix, this thesis 
attempts to learn the matrix separately for each class. The resulting model, which is 
called the heteroscedastic PLDA, is compared to standard PLDA in the recognition 
of faces with varying poses in video. Another aspect related to the application of 
PLDA to video is how to utilize multiple probe images in the recognition. This thesis 
examines different methods of employing such multiple observations, including the 
use of score fusion, and matching based on joint likelihood of the whole data. 
Chapter 5 is dedicated for the of adoption probabilistic linear discriminant analysis in 
the recognition of faces with varying poses in video. The standard and the 
heteroscedastic PLDA are compared to see which model has advantages over the 
other.  
 
3.4 Pose-Mismatch Recognition on Video 
 
Another difficulty also relating to pose variations is how to handle “pose-mismatch” 
situations. Pose-mismatch in this case means that faces in the probe video appear in 
different poses from in the samples. These situations are likely to happen when 
samples are available only in limited poses or numbers. Images of wanted criminals, 
for instance, are hard to collect. There might be only one or two photographs of their 
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faces, which are “strictly” frontal or “strictly” profile. With such limited samples, 
pose-mismatches will likely happen when the criminals are to be recognized from 
videos captured at airports. 
 
Although methods addressing pose-mismatch situations have been proposed in the 
literature, the use of video is rarely considered. In the following section, a small 
review of face recognition in multiple poses is presented. 
 
Face recognition in multiple poses has mainly been performed via two approaches: 
view-based approach and matching across poses. 
 
(i) View-based approach 
 
View-based approach is a direct extension of face recognition in the frontal pose. To 
anticipate pose variations, samples of an individual are collected in “all possible” 
poses. The pose space in this case is quantized into a number of “discrete” poses. 
Recognition can therefore be performed in each “discrete” pose independently, using 
the same techniques as recognition in the frontal pose. It has been reported that most 
techniques are able to handle small (within 15º) pose variations [29]. Before the 
recognition takes place, the pose to which the faces of probe images belong needs to 
be identified [67].  
 
Pentland et al. [103] collect samples of different poses to construct pose-specific 
eigen-spaces. Each eigen-space serves as the projection subspace for face images in 
the corresponding discrete pose.  Singh, Vatsa, Ross, & Noore [182] propose a 
compact representation of faces using mosaic images created from images of 
different poses. To match test images and the mosaic images, they employ log Gabor 
transforms, C2 feature extraction, and 2v-support vector machines. 
 
Collecting real samples of different poses is laborious, tedious, and time consuming. 
In some situations, such samples are not even available. Generating virtual samples 
automatically can be helpful and more feasible in this case. Beymer & Poggio [183] 
use a set of face prototypes (with point correspondences) to synthesize virtual face 
images from one example view. Yuxiao, Dalong, Shuicheng, Lei, & Hongjiang [184] 
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reconstruct 3D faces from frontal face images with normal illumination and neutral 
expression using a morphable shape model. Using the 3D faces, they generate virtual 
face images with different poses, illuminations, and expressions (based on MPEG-4 
based animation framework). 
 
(ii) Matching across pose 
 
What might be more interesting than view-based approach is recognizing faces in 
novel views for which no sample has been recorded. This “pose-mismatch” 
recognition is important since it deals with the lack of face samples, which is quite 
common. Solutions of this problem involve transformations which cancel out or 
compensate effects of pose differences between face images. Such transformations 
can be applied either in the image space or in the feature space. 
 
A straightforward approach for addressing pose-mismatch recognition is re-
synthesizing faces to a common pose and executing recognition techniques as usual. 
Face models, either 2D or 3D, have been employed to perform the re-synthesis. 
Gonzalez-Jimenez & Alba-Castro [72] construct active shape models that encode 
left-right and up-down rotations into one shape parameter respectively. With the 
model correctly fitted to a face image, the shape and texture of the face can be 
extracted. A novel face image can then be synthesized by setting the rotation 
parameter into the desired value and warping the texture to the deformed shape. As 
noted in [185], view-based AAMs [74] have also been used to re-synthesize face 
images into frontal pose. View-based AAMs comprise several shape and appearance 
models, each of which is targeted towards a specific pose. Textures are mapped from 
one model to the others by learning linear regressors. Another method employing 3D 
face models, proposed in [186], reconstructs 3D shape and texture from a face image 
and renders the 3D model obtained to a novel pose. To reduce distortion in the 
resulting images, Xiujuan, Shiguang, Xilin, & Wen [187] propose image patches to 
re-synthesize faces.  
 
Faces in unseen views have also been interpolated using purely statistical methods. 
Okada, Akamatsu, & Von der Malsburg [188] build person-specific parameterized 
manifold representation models (LPCMAP) using face images of different poses. 
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These models will generate virtual face images in novel poses to be matched to test 
images using the nearest neighbor classification. The piece-wise version of these 
models is proposed in [189]. Wallhoff et al. [190] synthesize profile faces from 
frontal face images using a technique based on neural networks and hidden Markov 
models. Statistical “re-synthesis” has also been applied to features and models of 
face appearances. Maurer and von der Malsberg [191] extract Gabor jets from 
several points of faces and learn the transformations which predict how the features 
would be in the frontal pose. Sanderson et al. [192] develop a classifier based on 
Gaussian mixtures for transforming parameters of the models for non-frontal views. 
 
Pose variations have also been handled by employing pose-invariant representations. 
Kim and Kittler [193] devise the locally linear discriminant analysis, which 
constructs a number of pose-specific subspaces, and seek the transformations that 
align the subspaces to each other. Jian et al. [194] propose the kernel Fisher 
discriminant analysis (KFDA), whose kernel parameters are automatically adapted to 
variations caused by pose. This kernel mapping helps to linearly separate data of 
different individuals despite the variations. Gross et al. [195] concatenate face 
images from different poses into a single vector called a light-field. Using light-fields 
of training samples, they compute eigen light-fields (the same concept as eigen-faces 
but applied to light-fields). Pose-mismatch recognition is performed by considering 
face images as light-fields with missing values. To project these light-fields into the 
eigen-space, least-square regression is applied. Another method, proposed by Prince 
et al. [196], has shown superior performance. This novel method, known as the tied 
factor analysis (TFA), assumes that there genuinely exists a multidimensional latent 
variable which uniquely represents the identity of an individual regardless of the 
pose of the observed faces. Using TFA models, the likelihoods that face images with 
different poses actually correspond to the same identity can be estimated. This work 
has been extended into the tied probabilistic linear discriminant analysis in [16]. 
 
As an alternative to these statistical methods, shape and texture parameters 
instantiated during the reconstruction of 3D face models can also be considered as 
pose-invariant representations. Blanz & Vetter [75] obtain such shape and texture 
features by fitting a 3D morphable model (3DMM) to face images. A complete copy 
of this model has been made available for public use [197]. 
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The use of video has rarely been considered in pose-mismatch face recognition. 
Previous work employs databases of still images to evaluate the proposed methods. 
These methods may, however, perform differently when video is used in the 
evaluation. Factors such as the number of samples and the sample density within the 
pose space can very be different between video and still images. This thesis aims to 
evaluate eigen light-fields and probabilistic latent variable models (i.e. tied factor 
analysis and standard/tied probabilistic linear discriminant analysis) in pose-
mismatch face recognition using video. These methods constitute representative 
examples of statistical approaches employing pose-invariant representations. They 
are adopted in this thesis due to their simplicity, especially compared to methods that 
employ 2D/3D face models. The evaluation of these methods, presented in Chapter 6, 
includes comparison of different classification models as well as fusion of the 
models. 
 
3.5 Chapter Summary 
 
This chapter reviews challenges in video-based face recognition and its related 
research. The three issues identified by the review are now outlined. 
 
(1) How can facial landmarks and head poses be detected across large pose 
variations? 
 
Detection of facial landmarks under large pose variations has not been 
completely solved by existing techniques. Cascaded shape regression, however, 
has demonstrated an ability to anticipate diverse shape variations. In Chapter 4, 
cascaded shape regression will be examined in the localization of facial 
landmarks across multiple views, including to those where some of the 
landmarks become occluded. The investigation aims to find out whether a single 
cascaded model is able to anticipate the full range of left-right rotation. The use 
of cascaded shape regression in head pose estimation will also be investigated. 
  
(2) How can faces with varying poses in video be recognized using the probabilistic 
linear discriminant analysis? 
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Video provides multiple observations which can be employed to improve 
recognition. A powerful approach for employing such observations is the feature 
distribution modeling. In Chapter 5, probabilistic linear discriminant analysis 
(PLDA) will be used to model distributions of faces with varying poses in video. 
The adoption of PLDA is motivated by its successful application in still image 
face recognition, as well as by its novel properties, such as the ability to 
optimize discrimination between classes, the ability to handle high dimensional 
data, the use of model comparison inference, and the applicability of simple 
schemes of score fusion. 
 
(3) How will pose-mismatch face recognition methods perform when they are 
applied to video? 
 
Pose-mismatch is a situation which commonly happens when face samples are 
available only in limited poses. Although methods addressing this problem have 
been proposed in the literature, the use of video has rarely been considered. In 
Chapter 6, a comparison of pose-mismatch recognition methods will be 
conducted using video as the data sources. The methods evaluated include eigen 
light-fields and probabilistic latent variable models (i.e. tied factor analysis and 
standard/tied probabilistic linear discriminant analysis). These methods are 
chosen in the comparison due to their simplicity and their appealing performance 
compared to those methods employing 2D/3D face models. 
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4. Face Preprocessing across Large Pose 
Variations 
 
4.1 Introduction 
 
Face and facial landmark localization is an important step in face recognition. If 
performed poorly, the whole recognition system can be severely affected. Accurate 
localization of facial landmarks, however, is challenging. Even manual work often 
gives inconsistent results [157]. This chapter investigates the development of face 
and facial landmark localization methods which work under large pose variations (i.e. 
left to right profile). Such methods are deemed to be crucial for achieving fully 
operational and pose-invariant recognition systems. An example of where the 
methods are required is the video-chat application. Video captured by devices such as 
smart phones and web cameras usually shows persons orienting their heads in 
different yaw, pitch, and roll angles. The large variations of pose in such video often 
cause traditional localization methods to fail. A single Viola-Jones detector or active 
shape model, for example, cannot cover the full range of left-right rotation. 
 
Cascaded shape regression [146, 147] has recently been successfully proposed for 
facial landmark localization [147]. This method belongs to shape fitting approaches 
that infer shape deformation based on holistic appearance features. A cascaded 
regression model comprises a large number of weak regressors which together are 
able to approximate non-linear mapping accurately. Some interesting properties have 
been demonstrated by this model. First, in contrast to most shape fitting techniques, 
cascaded shape regression does not make use of explicit shape models (e.g. PDMs) 
to regularize shape deformation. The method instead encodes a large amount of 
linear combinations of facial shapes within the map of the regression. This property 
has allowed cascaded regression models to anticipate shape variations with great 
flexibility. As shown in [147], the models are able to fit facial shapes nicely, despite 
their exaggerating facial expressions, using loosely specified initial guesses. Second, 
cascaded shape regression employs Haar-like appearance features which are easy to 
compute, are rotation-invariant, and are robust to changes of global illumination. 
This property allows cascaded regression models to be constructed using real-world 
 60 
  
images. The use of holistic appearance features also makes the models less affected 
by local occlusion. 
 
In this thesis, cascaded shape regression is examined further for localizing facial 
landmarks across the full range of left-right head rotation. This includes localization 
in views where some facial landmarks are occluded due to the pose. The focus of this 
investigation is to find out whether a single cascaded regression model is able to 
work across multiple views. One positive answer to this question is that of major 
advances in face preprocessing. Facial landmarks can be directly localized once 
facial ROIs have been detected, instead of relying on pose information to conduct 
view-based localization. 
  
Given that facial landmarks can be accurately localized across multiple views, a 
question which naturally follows is whether head poses can be estimated from such a 
process. Due to the consistent spatial arrangements of facial features, locations of 
facial landmarks provide strong cues about rotations of the head. This thesis 
investigates the possibility of using cascaded shape regression to estimate head poses. 
Although most geometric methods perform the estimation after facial landmarks are 
localized, cascaded regression models in this thesis are employed to perform 
simultaneous facial landmark localization and head pose estimation. This is achieved 
by appending pose information to shape vectors during the construction of the 
cascaded regression models. 
 
During experiments using cascaded shape regression, it is observed that facial shapes 
are deformed significantly only by regressors at the beginning of the cascade. The 
majority of the later regressors do not change the shapes noticeably. Another question 
arising from this observation is whether distributing shape increments more equally 
across the cascade is beneficial. A gradual training strategy is therefore proposed in 
this thesis. In contrast to standard training which trains all regressors using true 
shapes of the faces as targets, gradual training places intermediate targets (i.e. 
weighted averages of initial and true shapes) along the cascade and trains each 
regressor using the next closest intermediate targets. An analysis of such gradual 
training is one of the contributions of this thesis. 
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In summary, this chapter aims to answer three issues: (1) whether cascaded shape 
regression is able to localize facial landmarks across large pose variations; (2) 
whether head poses can be estimated using cascaded regression models, and (3) 
whether gradual training of cascaded shape regression has advantages over standard 
training. These three issues are thoroughly investigated throughout this chapter. 
Before proceeding to this investigation, a detailed description of cascaded shape 
regression is presented. 
 
4.2 Cascaded Shape Regression 
 
A cascaded regression model consists of T weak regressors (R
1
, ... , R
t
, ... , R
T
). Each 
regressor takes two inputs: a shape and an image where the shape is fitted. It returns 
a shape increment that can be used to deform the input shape. The ensemble of 
regressors determines the fitting of an initial shape S
0
 to an image I as follows: Given 
an initial shape S
0
 and an image I, the first regressor R
1
 computes a shape increment 
S0 based on appearance features x0 that are extracted from image I. During the 
extraction of these features, the shape S
0
 is used as the coordinate reference of image 
I (see Subsection 4.2.2). Once the increment S0 is obtained, it is added to the current 
shape S
0
 to produce S
1
. The shape S
1
 and the image I are then passed to the next 
regressor R
2
 that executes the same steps as R
1
. These steps are repeated until the last 
regressor R
T
 is reached. This successive process can be expressed as 
 
S
t
 = S
t – 1
  St – 1 = St – 1  Rt(I, St – 1),      for t = 1 … T                             (4.1) 
 
where the symbol  represents shape “addition”. The final shape ST can therefore be 
written as 
 
S
T
 = … ((S0  S0)  S1)  …  ST – 1                                             (4.2) 
 
Note that image I remains the same for all regressors. As suggested in [147], feature 
vector x is recomputed only once in a while (not at each t) to avoid unstable 
extraction of appearance features caused by the coordinate reference that keeps 
changing; the regressors in between can simply use the most recently computed 
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features. As the fitting proceeds, the shape S
t
 is expected to get closer to the true 
landmark locations.  
 
The weak regressors have parameters (e.g. the set of offset pairs, see Subsection 
4.2.2) that need to be estimated through a training process. To train the cascaded 
model, a set of face images {Ii.} and its corresponding sets of true shapes {Si
F
} and 
initial shapes {Si
0
} are required. True shapes are normally annotated manually, while 
initial shapes can be generated heuristically. Suppose that M regressors have already 
been trained successively and the set of initial shapes have been deformed into {Si
M 
} 
using (4.2). The training of regressor R
M + 1
 can be performed on {Ii.}, {Si
F
}, and {Si
M 
} 
as the minimization of i ||Si
F
 – Si
M + 1
|| that means R
M + 1
 = argmin
R
 i ||Si
F
 – (Si
M
  
R(Ii, Si
M 
))||. Figure 4.1 describes the standard training procedure of the cascaded 
shape regression [146, 147]. The term  represents the parameter set of the 
regressors.  
 
 
Algorithm to train the cascaded regression model 
 
input : {Ii.}, {Si
0
}, {Si
F
}, , and T 
output : (R
1
, R
2
, … , R
T
) 
procedure: 
For t = 0 to T – 1  
Train R
t + 1
 using {Ii.}, {Si
 t.
}, and {Si
F
} 
Apply R
t + 1
 to {Si
 t.
} to obtain {Si
 t + 1
} 
Return (R
1
, R
2
, … , R
T
)
 
 
 
Figure 4.1: Standard training procedure of the cascaded regression model. 
 
The algorithm shown in Figure 4.1 basically trains regressors in the cascade 
successively. Each time a regressor is trained, the initial shapes are deformed a step 
closer to the true shapes. To make the algorithm complete, several aspects need to be 
specified for the cascaded regression model: (i) the shapes and their corresponding 
shape operations, (ii) the appearance features, and (iii) the weak regressors. 
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4.2.1 Shapes and shape operations 
 
As noted, shapes in this context are defined as vectors containing x and y coordinates 
of points which correspond to a number of predefined facial landmarks. A shape S 
can thus be written as 
 
S = (S
1
, S
2, … , SN) = (Sx
1
, Sy
1
, Sx
2
, Sy
2, … , Sx
N
, Sy
N
)                                    (4.3) 
 
where N is the number of landmarks. These vectors contain two types of variations: 
(i) global positions, scales, and rotations, and (ii) non-rigid shape variations, 
including those due to changes of head poses. 
 
Two binary operations are defined for the shapes: “subtraction” and “addition”. 
Given two shapes S and S
 , the “subtract” operation S   S calculates a shape 
increment S required to deform S to S . Given a shape S and a shape increment S, 
the “add” operation S  S computes the resulting shape S  when the increment S is 
applied to S. These two operations are needed later by the cascaded model.  
 
One thing to note, the two operations should disregard any effects caused by the 
global shape transforms. One way to achieve this is to transform all rectangular facial 
ROIs (e.g. ones returned by face detectors) to have same sizes and positions. In this 
case, the “subtract” and “add” operations of the shapes can be defined as normal 
vector addition and subtraction respectively. Another method is to apply shape 
alignment based on a single reference shape. If TS is a transform aligning S to a 
reference shape R , S = S  S can be defined as TS(S) – TS(S) and S = S  S can 
be defined as TS
–1
(TS(S) + S). Similarity transform is employed in all parts of this 
thesis to perform such alignment. The transform is computed based on three points 
that correspond to the inner tips of the eyebrows and the center of the mouth. These 
particular points are chosen due to their visibility despite the large rotations of the 
heads. Given the locations of such points in two facial shapes, the least square 
method can be applied to obtain the similarity transform [71].  
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4.2.2 Appearance features 
 
Each regressor R
t + 1
 extracts appearance features x
t
 from image I using the current 
shape S
t
 as the coordinate reference. The intensity difference of two image pixels is 
the commonly adopted feature for the cascaded shape regression. This feature 
provides similar information as that of a Haar-like feature, though it is much cheaper 
and easier to compute. The feature vector x
t
 thus consists of a number of such 
features.  
 
To extract the feature vector, a set of offset pairs (jn
1
, xn
1
, yn
1
, jn
2
, xn
2
, yn
2
)n
F
= 1 is 
randomly generated. Given such a set, a shape S
t
, and an image I, the feature vector 
can be extracted by first “adding” offset pairs to St to obtain image coordinates (xxn
1
, 
yyn
1
, xxn
2
, yyn
2
)n
F
= 1 and then computing intensity differences  
 
x
t
(n)= I(xxn
1
, yyn
1
) – I(xxn
2
, yyn
2
),     n = 1 … F .                                  (4.4) 
 
The index j indicates to which point of the shape S
t
 the x and y offsets have to be 
added. To “add” offsets to the shape, the offsets are treated as if they are shape 
increments. Thus, adding (xn, yn) to (Sx 
jn, Sy 
jn) gives TS
–1
(TS(Sx 
jn, Sy 
jn) + (xn, yn)). 
Figure 4.2 shows image coordinates obtained from adding the same set of offset pairs 
to two facial shapes. It can be seen that the coordinates in the two images correspond 
to the same facial parts. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2: Image locations obtained from adding the same offset pairs to facial shapes (red dots) of 
two different faces. The coordinates in the two images (green dots) correspond to the same facial parts. 
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The feature extraction described here is invariant against global changes of position 
and scale. The use of individual pixels has also made the extraction invariant to 
rotation, in contrast to Haar-like features, where the sum of intensities within a freely 
rotated rectangle is not easy to compute. Also note that appearance features are not 
extracted at every t. 
 
4.2.3 Weak regressors 
 
Random fern is the weak regressor employed in the cascaded shape regression. A 
fern is a complete binary decision tree whose splitting nodes at the same level 
employ the same test function. Given that each test function evaluates a single 
feature, a fern of depth D will evaluate D features from the feature vector x. A 
random fern is therefore “weaker” than a common decision tree. Nevertheless, it has 
demonstrated better performance in problems such as key point recognition [198], 
and it is faster to train. At the bottom of the fern, there will be 2
D
 bins, each 
associated with a particular shape increment.  
 
Given a set of training cases {(xi, Si)}, each consisting of a feature vector x and a 
target value S, as well as a parameter set , the fern can be trained using the 
procedure described in Appendix E. The procedure basically generates a pool of 
ferns randomly and chooses the one which minimizes the training error (the entropy). 
This minimization is different from the standard training procedure of decision trees, 
where the entropy is minimized in the selection (construction) of test functions (the 
splits). Since the structures of ferns are fixed, a (recursive) tree-growing procedure is 
not required. To avoid over-fitting, shrinkage is often applied to the computation of 
Sd [147]. This is done by multiplying a shrinkage factor 1/(1 + /|d|) to Sd. The 
term  is the free shrinkage parameter. When the bin d has sufficient training 
samples, the shrinkage factor has little effect; otherwise the factor will reduce Sd to 
zero adaptively. 
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Note that the set of training cases {(xi
t
, Si
t
)} for fern R
t + 1
 is computed from the true 
shapes {Si
F
}, the deformed shapes {Si
 t.
}, and the images {Ii.}. Si
F
 and Si
t
 are used to 
obtain Si using the “subtract” operation  
 
Si
t
 = Si
F
  Si
t
                                                                 (4.5) 
 
while Ii, Si
t
, and the randomly generated offset pairs are used to obtain xi
t
 (see 
Subsection 4.2.2). For most ferns, however, xi
t
 is not re-computed but simply 
obtained from the previous step. The offset pairs have to be saved along with the 
ferns; they will be required in the fitting stage for the extraction of appearance 
features. 
 
4.3 Framework of the Proposed Methods 
 
As noted earlier, this chapter aims to develop a front-end of face recognition systems 
which work under large pose variations. Figure 4.3 shows the framework of the 
proposed methods. Given an input image, facial ROIs are localized using Viola-Jones 
face detectors. The Viola-Jones detectors employed are publicly accessible, are 
computationally fast, provide a generic framework applicable to different classes of 
objects, and have become the de facto solution for practical applications. To 
anticipate the full range of left-right rotation, a simple combination of multiple 
detectors is proposed. Upon successful localization of facial ROIs, the process 
continues with the search of facial landmarks. Cascaded shape regression is 
employed to successively fit facial shapes to the detected ROIs. As a result, locations 
of facial landmarks are identified simultaneously. The cascaded shape regression is 
also employed in this thesis to estimate head poses. Methods presented in this 
chapter thus deal with three preprocessing tasks – face detection, facial landmark 
localization, and head pose estimation – across the full range of left-right rotation. 
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Figure 4.3: Framework of the proposed methods. 
 
4.3.1 Multi-view face detection  
 
To detect faces across multiple views, a simple strategy is proposed. This strategy 
combines three Viola-Jones face detectors provided by the Open CV package. The 
detectors have been trained for three discrete poses: frontal, left profile, and right 
profile. The proposed strategy is similar to that devised in [60]. However, it allows 
multiple results to be returned from one particular face. Figure 4.4 describes the 
proposed multi-view detection method. 
 
As can be seen from the procedure in Figure 4.4, if the frontal detector successfully 
detects a face, the left- or right-profile detectors are applied to a small area only 
around the detected face. Note that only one of the left- and right-profile detectors is 
expected to be successful: when the left-profile detector has given a positive result, 
the right-profile detector is not executed. All these steps are basically to speed up the 
overall detection. When parallel processors are available, though, the three detectors 
can simply be applied simultaneously. Note that the procedure does not immediately 
stop after a frontal detection is obtained. It proceeds instead with the execution of the 
other detectors. Note also that ranges of the detectors are overlapping and that later 
processes will choose the “best” detection among the successful ones. 
Viola-Jones 
face detectors 
Cascaded shape 
regression 
Input 
images/ 
videos 
Facial ROIs Facial 
landmarks, 
head poses 
 
 
Face 
localization 
Facial 
landmark 
localization, 
head pose 
estimation 
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Algorithm to detect faces across different poses 
 
input : an image or video frame I, three Viola-Jones face detectors: 
D1 (for frontal), D2 (for left-profile), D3 (for right-profile)   
output : facial ROIs and their associated indices of the detectors 
procedure: 
Apply frontal detector D1 to I to detect frontal ROI I 1 
If I 1 is detected 
Set a new ROI Ix which is twice as big as I 1 and is centered at the 
center of I 1 
else 
Set Ix to be whole region of I 
Apply left-profile detector D2 to Ix to detect left-profile ROI I 2 
If I 2 is NOT detected  
Apply right-profile detector D3 to Ix to detect right-profile ROI I 3 
Return {(Ii, i)} where i  {1, 2, 3} and I i is a successfully detected 
facial ROI
 
 
 
Figure 4.4: The proposed algorithm for multi-view face detection using Viola-Jones detectors. 
 
 
4.3.2 Localization of facial landmarks 
 
After facial ROIs have been detected, facial landmarks are localized within the ROIs. 
Cascaded shape regression [147] is employed in this thesis to perform such 
localization. This thesis thus mirrors the work conducted in [147], except that it 
explores a question of whether a single cascaded model is able to anticipate multiple 
views (left to right profile). Faces appearing in those views are collected to evaluate 
the cascaded regression models. As the faces rotate away from frontal, some of their 
facial landmarks become occluded. A method dealing with training images with 
occluded facial landmarks is proposed. A localization strategy based on the fitting of 
multiple facial shapes is also devised. 
 
(i) Training of cascaded regression models 
 
To anticipate large pose variations, cascaded regression models are trained using face 
images of multiple poses. Due to head rotation, many of these images contain 
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occluded facial landmarks whose annotations are not available. This thesis proposes 
the adoption of the POSIT algorithm to predict locations of such landmarks, based on 
the visible ones. The POSIT algorithm employs a generic 3D face model and 3D-2D 
point correspondences to estimate the viewing parameters. Having these parameters 
solved appropriately, the 3D face model can be projected onto the 2D image such 
that locations of the landmarks can be obtained. Figure 4.5a shows a face with 
occluded facial landmarks. The predicted locations of these landmarks are shown in 
Figure 4.5c. These locations are obtained from the POSIT algorithm, which employs 
the 3D face model shown in Figure 4.5b. 
 
A set of face images {Ii.} and the corresponding sets of true shapes {Si
F
} and initial 
shapes {Si
0
} are required to train cascaded regression models (see Section 4.2). Face 
databases normally provide manual annotations of true shapes {Si
F
} in addition to 
face images {Ii.}. Initial shapes {Si
0
}, however, need to be generated heuristically. In 
this thesis, the averages of frontal facial shapes are used as initial shapes (Figure 4.6). 
These average shapes are placed in face images by centering them to ground-truth 
facial ROIs. To achieve better generalization, training data are augmented by 
randomly rotating, shifting, and rescaling initial shapes (Figure 4.7). This random 
perturbation simulates variations of initial shapes that may appear during the test 
stage.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.5: Predicting locations of missing landmarks using the POSIT algorithm. A face with 
missing landmarks (a), matched to a generic 3D face model (b), has the predicted locations of facial 
landmarks shown in (c). 
 
  
(a) (b) (c) 
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Figure 4.6: The average of frontal facial shapes placed within a facial ROI. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.7: An initial shape and some of its perturbed shapes, which are used to augment the training 
data. The first initial shape is the average facial shape centered within the ground-truth facial ROI. 
 
(ii) Multiple shapes fitting 
 
To localize facial landmarks in a face image, multiple facial shapes are fitted using 
cascaded shape regression (see Figure 4.14a and 4.14b). This multiple shapes fitting 
helps greatly to improve the accuracy of localization. In [147], the fitting results of 
each individual point are clustered and the median of the biggest cluster is taken as 
the final landmark location. There is, however, one problem regarding this clustering 
approach. Since clustering is applied to individual points independently, the resulting 
final shape may no longer be a linear combination of training shapes. Peculiar shapes 
may therefore be obtained at the end of the localization. To avoid this issue, this 
thesis applies clustering to facial shapes instead of individual points. 
  
Incremental agglomeration is proposed in this thesis for the clustering of facial 
shapes. This procedure starts with the instantiation of an empty set of facial shape 
clusters. Each time a shape S is fitted, the shape will be checked to see whether it is 
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“connected” to any clusters within the set. S is “connected” to a cluster C if C has a 
member Z with at least 100% of its points within a distance  from the 
corresponding points of S. In other words, S is connected to C if there is a Z  C and 
 
∑ h(||Si - Zi||,)Ni=1
𝑁
                                                                          (4.6) 
 
where S
i
 and Z
i
 refer to the i-th point of S and Z respectively and 
 
h(||S
i
 – Zi||, ) = {
1,   if ‖Si–Zi‖      
 0,   otherwise             
  .                                           (4.7) 
 
If some clusters are connected to S, these clusters and S are merged into one. 
Otherwise, S will form a new cluster within the set. 
 
This clustering procedure is not applied directly to the fitted shapes. It is instead 
applied to normalized shapes obtained by standardizing the position and scale of the 
fitted shapes based on the facial ROIs. This way, the clustering procedure is not 
required to handle scale variations and its parameters do not need to be adaptive. A 
rescaling factor r and shifts (x, y) which change facial ROIs to 320320 ROIs 
positioned at (0, 0) are computed. The normalization then moves each point (Sx
n
, Sy
n
) 
of a fitted shape S to ((Sx
n
 – x)r, (Sy
n
 – y)r). 
 
4.3.3 Head pose estimation 
 
As noted, in this thesis, a single cascaded regression model is expected to work 
across multiple views. Given that this hypothesis is valid (see Subsection 4.4.4 and 
4.4.5 for evaluation results), it is interesting to tailor this method for head pose 
estimation. One straightforward solution is applying geometric methods such as the 
POSIT algorithm to facial landmarks localized by the model. Using this POSIT 
algorithm, a generic 3D face model can be iteratively aligned to a 2D face image 
based on some known 3D to 2D point correspondences. The pose can then be 
inferred from the aligned 3D model. 
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The application of geometric methods such as the POSIT algorithm is appealing; 
however, the method does not make use of pose information annotated to training 
data. It also relies on the availability of a generic 3D face model. This thesis proposes 
the application of cascaded shape regression to directly predict head poses. This is 
accomplished by constructing cascaded regression models using training data 
containing pose information. In this thesis, shape vectors are simply appended by 
additional elements corresponding to head rotations. The new vector can therefore be 
written as  
 
S = (S
1
, S
2, … , SN, ) = (Sx
1
, Sy
1
, Sx
2
, Sy
2, … , Sx
N
, Sy
N
, )                         (4.8) 
 
where  represents elements containing pose information. In fact, only left-right 
rotations (yaws) are considered in the experiments. The “subtract” and “add” 
operations are defined on these elements as the normal subtraction and addition 
respectively. 
 
4.3.4 Gradual training of cascaded shape regression 
 
During the execution of cascaded shape regression, there is an interesting 
observation regarding the fitting of facial shapes. Despite the long sequence of the 
fitting, significant shape increments are modeled only by relatively few regressors at 
the beginning of the cascade (Figure 4.8). The majority of the later regressors do not 
change the shape noticeably. It is also obvious from the training that error drops 
significantly only during the training of the early regressors. This observation has 
motivated the idea to spread shape increments more equally across the cascade. It is 
then interesting to find out whether such a modification improves the localization. 
Since no work like this has been conducted previously, it would provide an 
understanding as to how distributions of shape increments affect the behavior of 
cascaded regression models. 
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Figure 4.8: A facial shape is fitted to a face image using the cascaded shape regression. From iteration 
500 to 1000 the shape is not significantly changed. 
 
In this subsection, a modification to the training procedure of cascaded shape 
regression is described. Normally, each regressor is trained using the true shapes of 
the faces {Si
F
} as targets. This results in a greedy learning where each regressor is 
aimed to model the most direct deformation of the fitted shapes leaving later 
regressors with little shape increments to model. In the modified procedure, 
intermediate targets are placed along the cascade before the true shapes {Si
F
} are 
placed as the final ones. Each regressor is then required to learn from the next closest 
intermediate targets. The proposed method is referred to in this thesis as gradual 
training.  
 
Suppose that there are C sets of intermediate targets. The c-th set {Si
Fc} can be 
computed as  
 
Si
Fc = ((C – c)/C) Si
I
 + (c/C) Si
F
                                                 (4.9) 
 
and c = 1 … C. In the standard procedure, regressor RM + 1 is trained using {Ii.}, {Si
F
}, 
and {Si
M 
}. The term {Ii.} here is the set of training images, {Si
F
} is the set of true 
shapes, and {Si
M 
} is the set of deformed initial shapes returned by regressor R
M
. In 
the modified procedure, regressor R
M + 1
 is trained using {Ii.}, {Si
Fc'}, and {Si
M 
} 
where c' = ⌈(M + 1)C/T⌉. This gradual training is summarized in Figure 4.9. Figure 
4.10 illustrates the difference between the standard and the gradual training.  
 
0 200 500 1000 
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The introduction of intermediate targets has some implications. First, since shape 
deformation to intermediate targets is less drastic than shape deformation to true 
shapes, the regressors are given less complex problems to learn than in the standard 
training. As such, training errors incurred by the regressors are also smaller than they 
normally are. Second, since shape deformation is directed to be around the 
intermediate targets, the “paths” of the deformation become less randomized than 
those modeled by the standard training. There cannot be, for example, drastic 
changes of facial shapes from frontal to profile during the fitting. The resulting fitted 
shapes are therefore more regularized. Unusual facial shapes, however, are less 
anticipated. 
 
Gradual training algorithm of the cascaded regression model 
 
input : {Ii.}, {Si
0
}, {Si
F
}, T, C, and  
output : (R
1
, R
2
, … , R
T
) 
procedure: 
For c = 1 … C compute {Si
Fc} using (4.9) 
For t = 0 to T – 1  
Train R
t + 1
 using {Ii.}, {Si
 t
}, and {Si
Fc'} where c' = ⌈(t + 1)C/T⌉ 
Apply R
t + 1
 to {Si
 t
} to obtain {Si
 t + 1
}  
If (t + 1)C/T = ⌈(t + 1)C/T⌉ perturb some shapes in {Si
 t + 1
}  
Return (R
1
, R
2
, … , R
T
)
 
 
 
Figure 4.9: The gradual training procedure of the cascaded regression model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.10:  Standard and gradual training of cascaded shape regression. In the standard training 
procedure (a), regressor R
M + 1
 is trained using deformed shapes {Si
M 
} and true shapes {Si
F
}. In the 
gradual training procedure (b), regressor R
M + 1
 is trained using deformed shapes {Si
M 
} and 
intermediate target shapes {Si
Fc' }. Both training procedures employ the same set of training images 
{Ii.}. 
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4.4 Experiments using Standard Cascaded Regression Models 
 
This section presents a number of experiments for the evaluation of the proposed 
methods. These comprise experiments of face detection, facial landmark localization, 
and head pose estimation. Training and test sets are created for these experiments by 
selecting images from the AFLW database. 
 
4.4.1 Database for evaluation 
 
To evaluate the proposed methods, the Annotated Facial Landmarks in the Wild 
(AFLW) database [109] is employed. This database has been constructed to address 
the shortages of existing datasets, which often (i) have only small numbers of 
annotated images or annotated facial landmarks, (ii) have mainly focused frontal 
images, and (iii) represent strictly controlled environments (e.g. uniform background, 
controlled lightning) that do not reflect real-world situations. The AFLW database 
provides multi-view and real-world data for facial feature localization as well as for 
other preprocessing tasks such as multi-view face detection and head pose estimation. 
Compared to other similar datasets, such as Labeled Faces in the Wild (LFW) [199] 
and Labeled Face Parts in the Wild (LFPW), the AFLW database is more 
comprehensive in terms of facial landmark localization. All these factors have made 
this database the choice for evaluation in this chapter. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.11: Images with imposed facial landmark annotations from the AFLW database. 
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The AFLW database contains 25,993 faces displayed in 21,997 images collected 
from Flickr
8
. These images exhibit a large variety of pose, lighting, expression, 
ethnicity, age, gender, clothing, hairstyles, backgrounds, and general imaging and 
environmental conditions. The collection thus captures typical real-world scenarios. 
Most of the images are color; a few of them are grayscale. Of the collected faces, 56% 
are tagged as female and 44% are tagged as male. A wide range of head pose is 
included, with the ratio of non-frontal faces reaching 66%. 
 
The AFLW database also provides a rich set of annotations. Up to 21 landmarks are 
annotated in each face, resulting in a total of 389,473 landmark annotations. These 
landmarks are annotated upon visibility. They are simply omitted if they are not 
visible (e.g. due to occlusion). In addition to locations of facial landmarks, face 
bounding boxes and ellipses are also provided by the database. These latter 
annotations are useful for the construction of multi-view face detectors or detectors 
of non-upright faces. All annotations are stored in a DBMS file, which enables quick 
and advanced retrieval. Last but not least, a rich set of annotation tools is provided, 
along with a database backend that enables import from other collections of data. 
Figure 4.11 shows some images of the AFLW database with the annotated facial 
landmarks imposed. 
 
4.4.2 Experimental setup 
 
Experiments of face detection make use of a single test set containing 3263 images 
showing faces of different poses. No training set is needed. Detection of the faces is 
performed using Viola-Jones face detectors provided by the Open CV package. 
 
Experiments of facial landmark localization employ three training sets and three test 
sets. Table 4.1 shows statistics of the training sets. The three training sets contain 
2878, 2536, and 2399 face images respectively, are mutually disjoint, and contain 
face images from five discrete poses. Table 4.2 shows statistics of the test sets. The 
three test sets contain 1703, 3127, and 3062 face images respectively, are mutually 
disjoint, and also contain face images from five discrete poses. Note that these sets 
collectively comprise a significant portion (60.42%) of the total faces of the AFLW 
                                                        
8
 http://www.flickr.com 
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database. The sizes of individual sets approximate those employed in [147]. Three 
rounds of experiments are conducted by pairing up the training and the test sets. 
Results from these experimental rounds are averaged to obtain the average 
performance and the standard deviation. The same training and test sets are also 
employed in experiments of head pose estimation. 
 
 
Table 4.1: Three training sets constructed from the AFLW database for the cascaded shape regression. 
Training 
Set 
Number of Face Images 
Total < -50 -50 –  -20 -20 – 20 20 – 50 > 50 
1 2878 544 720 885 379 350 
2 2536 375 471 839 521 330 
3 2399 361 423 841 473 301 
 
 
Table 4.2: Three test sets constructed from the AFLW database for the cascaded shape regression.  
Test Set 
Number of Face Images 
Total < -50 -50 –  -20 -20 – 20 20 – 50 > 50 
1 1703 110 255 824 332 182 
2 3127 679 732 880 392 444 
3 3062 609 491 812 548 602 
 
 
To localize facial landmarks using cascaded shape regression, initial guesses of facial 
shapes have to be provided. This thesis considers two scenarios for the derivation of 
such initial shapes. First, initial shapes for training and initial shapes for testing are 
both derived from ground-truth facial ROIs (manual annotations). Initial shapes in 
this case will lie in close proximity between the training and the test stages. This is 
also equivalent to assuming that facial ROIs are always found in a consistent position 
and scale relative to the faces. This scenario however is rather unrealistic since 
manual annotations are not available in the actual test stage. In the second scenario, 
initial shapes for training are derived from ground-truth ROIs while initial shapes for 
testing are derived from automatically detected ROIs. Since automatically detected 
ROIs are not precisely aligned to ground-truth ROIs (see Subsection 4.4.3), there will 
be more discrepancy between initial shapes used in the test stage and initial shapes 
used in the training stage. 
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4.4.3 Multi-view face detection 
 
The proposed multi-view detection method is evaluated in this subsection. Figure 
4.12 shows some results of the detection obtained from the test set constructed from 
the AFLW database. The red, yellow, and green rectangles are facial ROIs returned 
by the frontal, left-profile, and right-profile detectors respectively. The blue 
rectangles are ground-truth ROIs provided by the manual annotations. As can be seen 
from the figure, there can be up to two detectors giving positive results for a face 
image. This is because, as previously noted, the ranges of the detectors are 
overlapping. In the second column of Figure 4.12 for example, frontal faces have 
been detected by the right- or left-profile detectors. In the third row of the figure, the 
frontal detector has successfully detected faces which look considerably to the left 
and to the right. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.12: Results of multi-view face detection on faces with various poses. The left, middle, and 
right column correspond to faces facing to the right, front, and left respectively. The blue, red, yellow, 
and green rectangles correspond to the ground truths and results returned by the frontal, left-profile, 
and right-profile detectors respectively.    
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It is also noticeable that results of the detection are not precisely aligned to nor have 
the same size as the ground truths (manual annotations). To see how detection results 
are spatially distributed around the ground truths, three error values (dx, dy, sc) are 
computed from each result where 
 
 
(dx, dy) = 
left-top corner of the result – left-top corner of the ground truth
width of the ground truth
                    (4.10) 
 
sc = 
width of the result
width of the ground truth
                                                                      (4.11) 
 
 
Figure 4.13 plots in 3D and 2D errors of the frontal, left-profile, and right-profile 
detectors respectively. The distributions appear to resemble single mode multivariate 
Gaussians. Applying the standard ML estimation, the following distributions are 
obtained: 
 
 
G([
0.0343
−0.0617
0.9614
] , [
0.0055 0.0032 −0.0055
0.0032 0.0038 −0.0054
−0.0055 −0.0054 0.0122
]) for frontal, 
 
 
G([
−0.2154
−0.1494
1.1106
] , [
0.0129 0.0085 −0.0155
0.0085 0.0105 −0.0134
−0.0155 −0.0134 0.0241
]) for left-profile, and 
 
 
G([
0.1072
−0.1471
1.1045
] , [
0.0151 0.0056 −0.0095
0.0056 0.0125 −0.0145
−0.0095 −0.0145 0.0247
]) for right-profile. 
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For the frontal and right-profile detectors, left-top corners of the detected ROIs are 
generally a little bit above and to the right from left-top corners of the ground truths. 
For the left-profile detector, the corners are a little bit below and to the left. 
Regarding the scale, the frontal detector returns facial ROIs which are a bit smaller 
than the ground truths. The left- and right-profile detectors on the other hand return 
slightly bigger ROIs. As can be seen from the plots, error distributions of the three 
detectors have similar shapes and orientations. Inspecting the three covariance 
matrices, the signs of the corresponding elements are the same. Covariance matrices 
of the left- and right-profile detectors demonstrate magnitudes which are 
approximately twice those of the frontal detector. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.13: Misalignment distributions of the automatically detected facial ROIs relative to the 
ground truths on the AFLW database: (a) distribution for the frontal detector.  
  
sc 
dx 
dy 
dy 
dx 
dy 
sc 
(a) 
 81 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.13 (continued): Misalignment distributions of the automatically detected facial ROIs 
relative to the ground truths on the AFLW database: (b) distribution for the left-profile detector, (c) 
distribution for the right-profile detector. 
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To localize faces across video frames, this thesis proposes frame-by-frame detection 
instead of tracking. While tracking is generally faster and more adaptive, frame-by-
frame detection is preferred for two reasons. First, in pure tracking, it is hard to tell 
whether any drift has occurred. Second, with pure tracking, it is difficult to filter out 
faces which do not look towards the desired direction (e.g. looking backward). 
Frame-by-frame detection on the other hand has nothing to do with drift and always 
returns faces in the same poses as for the training data. 
 
The proposed method is able to detect faces across the full range of left-right rotation. 
It serves as a necessary step before facial landmarks are localized and appearance 
features are extracted. In the following section, the evaluation continues with 
localization of facial landmarks using cascaded shape regression. 
 
4.4.4 Facial landmark localization using ground-truth facial ROIs 
 
This subsection evaluates cascaded shape regression for localization of facial 
landmarks across multiple views. Three experimental rounds are conducted using the 
training and test sets described in Table 4.1 and Table 4.2. Cascaded regression 
models are constructed by setting the number of regressors to 1000, the depth of the 
ferns to 8, the number of appearance features to 400, and by setting the recalculation 
of these features at every 30 steps. To achieve better generalization, the training sets 
are augmented 11 times by perturbing initial shapes with up to 15 of rotation, 10% 
of shift, and 8% of scaling (Figure 4.7). 
 
To localize facial landmarks in a test image, initial shapes are generated in this 
subsection from the ground-truth facial ROI. The first initial shape is obtained by 
centering the average frontal shape to the ground truth. The other initial shapes are 
obtained by perturbing the first one, such as is performed during the training (Figure 
4.7). As previously mentioned, generating initial shapes using ground-truth facial 
ROIs is rather unrealistic, because ground truths are not known in reality. This 
evaluation can however reveal the capability of cascaded shape regression in an ideal 
situation. The results can also be used as a baseline for other scenarios that generate 
initial shapes from automatically detected facial ROIs. 
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To conduct the localization, 8 initial shapes are first fitted to a test image. The fitted 
shapes are then clustered using the procedure described in Subsection 4.3.2. If no 
cluster has 4 or more members, more initial shapes are fitted to the image until such a 
cluster is obtained or until 16 shapes have been fitted. Members of the biggest cluster 
are then averaged to get the final result of the localization. 
 
Figure 4.14a shows face images with the fitted facial shapes. Clusters formed from 
the fitted shapes are shown in Figure 4.14b. Final results of the localization (i.e. 
average shapes of the biggest clusters) are shown in Figure 4.14c. As can be seen 
from the figure, facial landmarks are successfully localized in the two different views. 
Both results are obtained using the same cascaded regression model. Figure 4.15 and 
4.16 show how facial shapes are deformed during the fitting process. The cascaded 
regression model is able to fit frontal initial shapes into non-frontal face images. 
 
To quantitatively evaluate performance of the localization algorithm, the number of 
successfully localized landmarks is counted. For each facial landmark, its point-to-
point error is defined as 𝑒 = ‖p− p̃‖s where p refers to the localized position, ?̃? 
represents the ground-truth position, and s is a normalizing factor. Traditionally, s is 
the inverse of the eye-to-eye (inter-occular) distance. In this work, however, s is 
chosen as the inverse of the true distance between inner tip of the eyebrow and center 
of the mouth. Note that the latter normalizing factor is also suitable for non-frontal 
faces where eyes might not both be visible. A facial landmark is said to be 
successfully localized if its point-to-point error is less than a threshold . Results of 
experiments are presented by varying the value of the threshold  and plotting 
percentages of successfully localized landmarks accordingly. 
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Figure 4.14: The application of cascaded shape regression using initial shapes generated from ground-
truth facial ROIs: (a) Fitting results of 8 facial shapes; (b) The same results which are color coded 
based on the formed shape clusters, where red color indicates the biggest component; (c) Final results.  
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(b) 
(c) 
 85 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.15: A facial shape is deformed by cascaded shape regression to fit a profile face. Numbers 
under the pictures show the iterations. 
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Figure 4.16: A facial shape is deformed by cascaded shape regression to fit a half-profile face. 
Numbers under the pictures show the iterations. 
 
 
Figure 4.17 shows results of the localization for different pairs of clustering 
parameters (, ). Each line in the graph corresponds to one particular pair. Sixteen 
pairs of (, ) are tested. These are the combinations of  = 14, 16, 18, 20 and  = 
0.6, 0.7, 0.8, 0.9. Note that  = 0.5 or less is not examined since this thesis restricts 
that facial shapes can be grouped into the same cluster only if the majority of their 
corresponding points are close to each other. For clarity, only results from the first 
experimental round (training set 1 + test set 1) are shown. As can be seen from the 
figure, the choice of (, ) determines localization accuracy. The best performance is 
achieved when  = 20 and  = 0.6 (the yellow line). Note that  = 20 is also a 
saturated value, given the fact  = 18 gives similar performance (sometimes better as 
shown later) to  = 20. 
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Figure 4.17: Results of fitting initial shapes generated from ground-truth ROIs for different pairs of 
clustering parameters (, ). The results are shown as percentages of successfully localized landmarks 
for different values of error threshold . 
 
Figure 4.18 show percentages of successfully localized landmarks for test images of 
different poses when  = 20 and  = 0.6. The plotted percentages are average results 
computed from the three experimental rounds. As well as these results obtained from 
all test images, the figure also shows results for three discrete poses separately. The 
three discrete poses are frontal (20  yaw < 20), half profile (20  yaw < 50 or -
50  yaw < -20), and profile (yaw < -50 or yaw  50), as described in Table 4.1 
and Table 4.2. As can be seen from the figure, localization performance decreases as 
faces rotate away from frontal. Localization in the profile view differs by up to 16.78% 
of performance from localization in the frontal view. 
 
Table 4.3 tabulates the numbers of successfully localized landmarks for different 
values of  when  = 20 and  = 0.6. The means and standard deviations are 
computed from the three experimental rounds. As can be seen from the table, the 
means vary from 26.34% to 38.04%, 57.82% to 74.60%, and 74.90% to 88.71% for  
equals 0.05, 010, and 0.15 respectively. The standard deviations vary from 2.01% to 
3.46%, 3.63% to 5.41%, and 3.17% to 4.58% for  equals 0.05, 010, and 0.15 
respectively. 
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Figure 4.18: Results of fitting initial shapes generated from ground-truth ROIs for test images of 
different poses. 
 
Table 4.3: The number of successfully localized facial landmarks when initial shapes are generated 
from ground-truth ROIs for  = 20 and  = 0.6. 
Test Set 
 
0.05 0.1 0.15 
Frontal 38.04  2.01 74.60  3.63 88.71  3.44 
Half profile 35.99  2.61 72.27  4.07 86.97  3.17 
Profile 26.34  3.23 57.82  4.08 74.90  3.73 
Overall 34.45  3.46 69.76  5.41 84.78  4.58 
 
 
Table 4.3 summarizes localization results from the whole set of test images. These 
results can be elaborated further by checking how the localization performs in 
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individual face images. Figure 4.19 shows distribution of test images across different 
numbers of successfully localized landmarks. To obtain the figure, all test images 
from the three experimental rounds are considered. It can be seen that the distribution 
is not uniform; it is instead concentrated at the middle part of the histogram. When  
= 0.08 is assumed, 68.20% of test images have 6 to 16 facial landmarks successfully 
localized. When  = 0.1 is assumed, 74.27% of test images have 7 to 18 facial 
landmarks successfully localized. 
 
Figure 4.20 shows point-to-point errors of some facial landmarks as they are seen on 
face images. Ground-truth locations are drawn as blue dots; results of localization are 
drawn as red dots.  As can be seen from the figure, predicted locations of facial 
landmarks seem to be close enough to the actual locations when the point-to-point 
errors are less than 0.05. When the point-to-point errors are bigger than 0.1, the 
predicted locations seem to deviate severely from the actual locations. Note that 
point-to-point errors are relative measures. These errors might translate to any pixel 
distances depending on the actual sizes of the faces. A 4040 facial ROI, for example, 
may contain a face whose distance between inner tips of its eyebrows and center of 
its mouth is around 24 pixels. Point-to-point errors of 0.1 and 0.15 in this image are 
equal to 2.4 pixels and 3.6 pixels respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.19: Distribution of test images across different numbers of successfully localized landmarks. 
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Figure 4.20: Point-to-point errors of several facial landmarks as they are seen on face images. 
 
As well as the number of successfully localized landmarks, localization performance 
can also be measured using the number of successfully fitted faces. For a face, 
successful fitting is concluded if all point-to-point errors of the final shape are less 
than a threshold . In this thesis however, point-to-point errors of landmark #13 and 
#17 are omitted, due to the large errors of both landmarks which potentially mask 
errors of other landmarks. Figure 4.21 plots percentages of successfully fitted faces 
for different values of  when  = 20 and  = 0.6. The displayed plot is obtained 
from results of the first experimental round only. The successful fitting reaches 
14.62%, 50.97%, and 77.98% for  equals 0.10, 0.15, and 0.20 respectively. Be 
remindful that every time successful fitting is reported, landmark #13 and #17 are 
omitted. 
 
Figure 4.22 shows point-to-point errors of individual facial landmarks summarized 
from the three experimental rounds using  = 20 and  = 0.6. Note that the errors are 
computed only from test images where the faces are successfully fitted for  = 0.2. 
As can be seen from the figure, landmark #13 and landmark #17 have the largest 
point-to-point errors (i.e. 0.1601 and 0.1597 respectively.) Both landmarks are 
located around joints of the jaw, and thus they are parts of the outer shape of the face. 
Error magnitudes of these landmarks are around twice to three times the error 
magnitudes of other landmarks. Following the two landmarks are landmark #1, #6, 
#15, and #21: the two outer tips of eyebrows, nose tip, and lower tip of the chin 
0.017 0.098 0.063 0.036 
0.079 
0.103 
0.104 
0.094 0.069 0.035 
0.109 
0.080 
0.034 
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respectively. These landmarks have point-to-point errors ranging from 0.073 to 0.086. 
The remaining landmarks have point-to-point errors less than 0.08. Landmark #9 and 
#10 (i.e. two inner corners of the eyes) have the lowest errors (i.e. 0.0476 and 0.0481 
respectively). The mean of point-to-point errors of all facial landmarks is 0.069 ( a 
standard deviation of 0.0018).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.21: The number of successfully fitted faces for  = 20 and  = 0.6. Landmarks #13 and #17 
are omitted. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.22: Point-to-point errors of individual facial landmarks obtained from fitting using ground-
truth facial ROIs ( = 20 and  = 0.6). 
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From experiments conducted in this subsection, it can be concluded that a single 
cascaded regression model is able to localize facial landmarks across multiple views. 
The performance decreases as faces rotate away from frontal. Localization in profile 
view differs by up to 16.78% of performance from localization in frontal view. The 
experiments assume that facial ROIs are well aligned between training and test 
stages (both stages employ ground-truth ROIs). In the following subsection, facial 
landmarks are localized by considering misalignments between facial ROIs used in 
training and facial ROIs used in testing. 
 
4.4.5 Facial landmark localization using automatically detected facial ROIs 
 
In the previous subsection, initial shapes are generated using ground-truth facial 
ROIs. Since ground truths are not known in reality, this procedure is rather 
unrealistic. In this subsection, a more realistic scenario in which initial shapes are 
generated from automatically detected ROIs is investigated. Such ROIs are obtained 
from the multi-view face detector developed in Subsection 4.3.1. Note that the 
automatically detected ROIs are employed during fitting of facial shapes only. The 
fitting itself is conducted using cascaded regression models constructed in the 
previous subsection. 
 
As discussed in Subsection 4.4.3, facial ROIs detected by the Open CV face 
detectors are generally not aligned to the ground-truth ROIs (manual annotations) 
provided by the AFLW database. Centering average shapes to these automatically 
detected ROIs will thus be unlikely to produce the initial shapes anticipated by the 
cascaded regression models (recall that the models are trained using facial shapes 
generated from ground-truth ROIs). To deal with this issue, how ground-truth ROIs 
are misaligned around the automatically detected ROIs is learned. The learned 
distributions are then used to assist the generation of initial shapes.  
 
Three distributions which model “the corrections” required to align the automatically 
detected ROIs to the ground truths are estimated. A correction consists of three 
values (dx, dy, sc) that correspond to horizontal shift, vertical shift, and rescaling 
factor respectively. The corrections are computed in the same way as errors in (4.10) 
and (4.11), except that the roles of the automatically detected and ground-truth ROIs 
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are interchanged. Figure 4.23 shows correction values extracted from face images 
used in Subsection 4.4.3. By applying the standard ML estimation, the following 
multivariate Gaussian distributions are obtained:  
 
G([
0.0343
−0.0617
0.9614
] , [
0.0055 0.0032 −0.0055
0.0032 0.0038 −0.0054
−0.0055 −0.0054 0.0122
]) for frontal, 
 
G([
−0.2154
−0.1494
1.1106
] , [
0.0129 0.0085 −0.0155
0.0085 0.0105 −0.0134
−0.0155 −0.0134 0.0241
]) for left-profile, and 
 
G([
0.1072
−0.1471
1.1045
] , [
0.0151 0.0056 −0.0095
0.0056 0.0125 −0.0145
−0.0095 −0.0145 0.0247
]) for right-profile. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.23: Conditional misalignment distributions of ground-truth facial ROIs – learned for (a) 
frontal detector, (b) left-profile detector, and (c) right-profile detector. 
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To generate initial shapes from the automatically detected ROIs, these distributions 
are utilized as follows: Suppose that a facial ROI has been detected by a face detector 
for a particular test image. A number of “corrected” ROIs are generated from the 
detected ROI by applying “random” corrections drawn from the corresponding 
distribution. Initial shapes are then obtained by centering the average frontal shapes 
to the “corrected” ROIs. Note that this procedure is different from the random 
perturbation employed in Subsection 4.3.2 and 4.4.4. Figure 4.24 shows some 
corrected ROIs along with the derived initial shapes. These ROIs are generated by 
correcting a detection result returned by the frontal face detector. 
 
 
 
 
  
 
 
 
 
 
Figure 4.24: Some “corrected” ROIs (yellow) and the derived initial shapes, shown together with the 
ground-truth ROIs (blue). 
 
After initial shapes have been generated, facial landmarks are localized using a 
procedure similar to that described in Subsection 4.3.2. For each facial ROI detected 
by the detector, 8 facial shapes are initially fitted. The fitted shapes are then clustered 
and if no cluster has 4 or more members, more facial shapes are fitted until such a 
cluster is obtained or 16 shapes have been fitted. Members of the biggest cluster are 
then averaged to obtain the final result of localization. In the case that two facial 
ROIs are returned by the multi-view face detector, two clustering strategies are 
considered. The first strategy clusters shapes generated from an ROI exclusively, 
from shapes generated from the other ROI. The second strategy clusters shapes 
generated from both ROIs together.  
 
Not all face images described in Table 4.2 can be used to conduct experiments with 
the automatically detected ROIs. This is because many of these images contain faces 
which cannot be detected by the multi-view face detector (e.g. when there is too 
much occlusion, when the pitch angle is large). Table 4.4 describes three test sets 
employed in this subsection. The three sets contain 1237, 1603, and 1721 
respectively and are subsets of the corresponding test sets described in Table 4.2. 
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Note that these sets contain only faces detectable by the multi-view face detector. 
The sets are paired up with cascaded regression models constructed in Subsection 
4.4.4 to conduct three rounds of experiments.  
 
Table 4.4: Three test sets constructed from the AFLW database containing faces detectable by the 
multi-view face detector.  
Test Set 
Number of Face Images 
Total < –50 –50 -  –20 –20 - 20 20 - 50 > 50 
1 1237 47 193 662 242 93 
2 1603 255 452 476 239 181 
3 1721 254 322 519 338 288 
 
 
Figure 4.25 shows localization results from the first experimental round (training set 
1 + test set 1) for 16 pairs of clustering parameters (, ). These pairs are the 
combinations of  = 14, 16, 18, 20 and  = 0.6, 0.7, 0.8, 0.9. Each line in the graph 
corresponds to one particular pair and the first clustering strategy is used to obtain 
the displayed results. It can be seen that plots in Figure 4.25 are more spread than 
plots in Figure 4.17. This means that the choice of (, ) has more effect on 
localization using automatically detected ROIs than on localization using ground-
truth ROIs. In the former case, the best performance is achieved when  = 18 and  = 
0.6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.25: Results of fitting initial shapes generated from automatically detected ROIs for different 
pairs of clustering parameters (, ). The results are shown as percentages of successfully localized 
landmarks for different values of error threshold .  
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Figure 4.26 shows results of localization on test images of different poses. The 
plotted graphs are average performances computed from the three experimental 
rounds using  = 18 and  = 0.6. The first clustering strategy is used to obtain these 
results. It can be seen that localization performance decreases as faces rotate away 
from frontal. Localization in profile view becomes the most difficult to perform 
differing by up to 22.77% of performance from localization in frontal view. Table 4.5 
tabulates the numbers of successfully localized landmarks for different values of  
when  = 18 and  = 0.6. As can be seen from the table, the means vary from 17.04% 
to 30.48%, 41.32% to 64.46%, and 56.45% to 81.08% for  equals to 0.05, 010, and 
0.15 respectively. The standard deviations vary from 1.50% to 3.35%, 2.79% to 
5.43%, and 2.62% to 5.23% for  equals to 0.05, 010, and 0.15 respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.26: Results of fitting initial shapes generated from automatically detected ROIs for test 
images of different poses. 
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Table 4.5: The number of successfully localized facial landmarks when initial shapes are generated 
from automatically detected ROIs for  = 20 and  = 0.6. 
Test Set 
 
0.05 0.1 0.15 
Frontal 30.48  2.52 64.46  3.71 81.08  3.28 
Half profile 25.14  1.65 56.15  2.79 71.91  2.62 
Profile 17.04  1.50 41.32  3.19 56.45  2.65 
Overall 26.12  3.35 57.22  5.43 73.23  5.23 
 
 
Compared to localization using ground-truth ROIs (see Subsection 4.4.4), 
localization using automatically detected ROIs has a significantly lower performance. 
This is due to the larger misalignments between facial ROIs used in training and 
facial ROIs used in testing. It can be seen from Table 4.3 and Table 4.5 that there is 
around 8% – 19% of performance difference between the two localization scenarios. 
Regarding localization in individual images, 62.40% of test images have 7 to 17 
facial landmarks successfully localized when  = 0.1 is assumed. This is similar to 
localization using ground-truth ROIs, where the distribution of test images over the 
numbers of successfully localized landmarks is concentrated at the middle part of the 
histogram. 
 
Figure 4.27 compares the two shape clustering strategies in terms of the numbers of 
successful fittings using  = 16 and  = 0.6. The comparison is conducted using 517 
face images taken from the first test set described in Table 4.4. Note that these 
images contain faces which are detected by more than one face detector. As can be 
seen from the figure, there is no significant difference between the two clustering 
strategies. The first strategy achieves 54.0%, 73.3%, and 80.5% and the second 
strategy achieves 53.8%, 72.7%, and 82.6% of successful fitting when  equals 0.20, 
0.25, and 0.30 respectively. In all the remaining experiments of this chapter, only the 
first shape clustering strategy is considered. 
 
Figure 4.28 shows point-to-point errors of individual facial landmarks summarized 
from the three experimental rounds using  = 18,  = 0.6. The errors are computed 
from only the successfully fitted images for  = 0.2. Similar to results presented in 
Subsection 4.4.4, landmark #13 and landmark #17 have the largest point-to-point 
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errors (i.e. 0.182 and 0.189 respectively). Coming at the third place is landmark #21 
(lower tip of the chin), which has a point-to-point error of 0.095. Note that this latter 
landmark is also a part of the outer shape of the face. Following this are landmark #1 
and landmark #6. The lowest error goes to landmark #9. The average point-to-point 
errors computed from all facial landmarks is 0.0737 ( a standard deviation of 
0.0016). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.27: Fitting results obtained from the two clustering strategies ( = 16 and  = 0.6). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.28: Means of point-to-point errors of individual landmarks resulted from the fitting of 
automatically detected ROIs ( = 18 and  = 0.6). 
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Experiments in this subsection show that localization using automatically detected 
ROIs is less accurate than localization using ground-truth ROIs. These results thus 
highlight the importance of alignment between the initial shapes used in training and 
the initial shapes used in testing. It can also be concluded that a larger discrepancy 
between such initial shapes leads to more degradation of the localization. 
 
4.4.6 Head pose estimation 
 
The proposed head pose estimation method is evaluated using training and test data 
described in Table 4.1 and Table 4.2. The same cascaded regression models are 
employed except that shape vectors are now appended by left-right rotations (yaws). 
Even though shape vectors have been modified, how to compute errors during the 
training of ferns is not changed. Only point locations are considered as sources of 
errors. The regressors are therefore not specifically attuned to head rotations during 
the training. 
 
Figure 4.29 shows results of the experiments. The figure is summarized from the 
three experimental rounds using  = 18 and  = 0.6. When ground-truth ROIs are 
employed, 78.59% of test data have the yaws estimated with less than 20 of rotation 
error. The mean of estimation errors is 15.39. Note that the mean is computed from 
all test data. When automatically detected ROIs are employed, 62.58% of test data 
have the yaws estimated with less than 20 of rotation error. The mean of estimation 
errors is 20.30. Table 4.6 tabulates the numbers of face images whose poses are 
successfully predicted for different values of threshold . 
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Figure 4.29: Results of yaw estimation using the cascaded shape regression. 
 
Table 4.6: The numbers of face images (in percentage) whose poses are successfully estimated for 
different values of threshold . 
Facial ROIs 
 (error threshold) 
10 20 30 
Ground truth 53.26  5.34 78.59  6.28 88.32  4.82 
Automatically 
detected 
38.64  4.09 62.58  6.90 77.12  4.47 
 
 
From these results, it can be concluded that cascaded shape regression can be used to 
estimate head poses. The estimation procedure requires only facial ROIs from face 
detectors and is performed at the same time as facial landmark localization. In 
Chapter 5, the proposed method is used to estimate head poses to facilitate view-
based recognition and normalization. 
 
4.5 Experiments using Gradually Trained Cascaded Regression Models 
 
In this section, the proposed gradual training is employed to repeat experiments 
conducted in Section 4.4. Results of the experiments will show whether the gradual 
training is able to improve localization of facial landmarks and estimation of head 
poses. 
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4.5.1 Training of cascaded regression models 
 
The gradual training is used to construct cascaded regression models from training 
sets described in Table 4.1. Initial shapes are generated by centering average frontal 
shapes to ground-truth facial ROIs. These initial shapes are perturbed 11 times to 
augment training data as described previously. The number of regressors is set to 
1000 and the depth of ferns is set to 8. A total of 400 appearance features are 
employed and recalculated every 30 steps. 
 
A number of cascaded regression models are constructed using different numbers of 
sets of intermediate targets. These include C = 1 (the standard training), 3, 5, and 7. 
During the construction, regressors in the cascade are trained successively. Every 
time a set of intermediate targets is passed, some of the deformed (initial) shapes are 
perturbed. 
 
Figure 4.30 shows averages of point-to-point errors as facial shapes are deformed 
during the training. As can be seen from the figure, more sets of intermediate targets 
both lead to slower decrease of errors and produce error plots which are more 
“linear”. This observation is relevant to the fact that more sets of intermediate targets 
distribute shape increments more equally across the cascade. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.30: Averages of point-to-point errors resulted from training using different numbers of sets 
of intermediate targets. 
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4.5.2 Facial landmark localization using ground-truth facial ROIs 
 
In this subsection, the gradually trained cascaded regression models are employed to 
conduct experiments similar to those of Subsection 4.4.4. Ground-truth ROIs are 
used to generate initial shapes for localization of facial landmarks. 
 
Figure 4.31a shows localization results from the first test set of Table 4.2 for different 
combinations of (, ) as well as for different values of C. As can be seen from the 
figure, plots given by the gradually trained models (C = 3, 5, 7) are more 
concentrated than plots given by the standard one (C = 1). This suggested that facial 
shapes fitted by the gradually trained models are more “clustered”, such that results 
of the clustering are less dependent on the choice of  and . To further confirm this 
deduction, averages of point-to-point errors are computed from the fitted shapes 
before the clustering is applied. The average errors turn out to be 0.0974, 0.0825, 
0.0805, 0.0833 for C = 1, 3, 5, and 7 respectively. Lower errors indeed go to the 
gradually trained models (C = 3, 5, and 7). Note that these values are computed only 
from successfully fitted images for  = 0.2. Figure 4.32 shows test images depicting 
this situation. 
 
Figure 4.31b shows a more observable comparison between different cascaded 
regression models. The graph is plotted for  = 20 and  = 0.6. It can be seen that 
models trained using C = 1, 3, 5 have performance very similar to each other. Model 
trained using C = 7 on the other hand has a noticeable lower performance. The same 
results can also be deduced from point-to-point errors of individual facial landmarks 
as shown in Figure 4.33. The errors are computed from successfully fitted images of 
the first test set for  = 0.2. It can then be concluded that using too many sets of 
intermediate targets degrades performance rather than improving it.  
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Figure 4.31: Results of fitting initial shapes derived from ground-truth ROIs using different cascaded 
regression models. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.32: Shapes fitted by gradually trained models (left) are “more clustered” than those fitted by 
the standard models (right). 
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Figure 4.33: Comparison between different cascaded regression models in terms of means of point-
to-point errors of individual facial landmarks when ground-truth ROIs are used in the localization.  
 
Summarizing the above results, it can be concluded that gradual training does not 
have much effect on facial landmark localization using ground-truth ROIs. Even 
though C = 3, 5 has demonstrated slightly better performance than C = 1, the 
superiority is hardly noticeable. The gradual training, however, improves the 
clustering of the fitted shapes. This helps the localization to be less dependent to the 
choice of clustering parameters. 
 
4.5.3 Facial landmark localization using automatically detected facial ROIs 
 
This subsection employs gradually trained cascaded regression models to repeat 
experiments conducted in Subsection 4.4.5. Automatically detected ROIs are used to 
generate initial shapes for localization of facial landmarks. 
 
Figure 4.34 shows localization results for different combinations of (, ) as well as 
for different values of C from the first test set of Table 4.2. The figure shows more 
clearly that plots given by the gradually trained models are more concentrated than 
plots given by the standard one. In terms of localization performance, the gradually 
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4.35, where the numbers of successfully localized landmarks are plotted for  = 20 
and  = 0.6, and from Figure 4.36, where means of point-to-point errors are 
displayed for individual facial landmarks. Both figures also show that the best 
performance has been achieved when C = 5. Note that all graphs in the figures are 
obtained from the first test set of Table 4.2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.34: Results of fitting initial shapes generated from automatically detected ROIs using 
different cascaded regression models for different pairs of (, ). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.35: Results of fitting initial shapes generated from automatically detected ROIs using 
different cascaded regression models 
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Figure 4.35 (continued): Results of fitting initial shapes generated from automatically detected ROIs 
using different cascaded regression models 
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Figure 4.36: Comparison between different cascaded regression models in terms of means of point-
to-point errors of individual landmarks when automatically detected ROIs are used in the localization. 
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4.5.4 Head pose estimation 
 
The gradually trained models are also used to repeat experiments described in 
Subsection 4.4.6. The aim is to evaluate performance of the models in terms of head 
pose estimation. Figure 4.37a and 4.37b show results of the estimation when ground-
truth ROIs are used to generate initial shapes. The figure is obtained from the first 
test set of Table 4.2. As can be seen from the figures, the gradual training gives only 
very slight improvement that is when C = 3 or C = 5. Using more numbers of sets of 
intermediate targets (C = 7) results in a worse performance than using the standard 
training. 
 
Figure 4.37c and 4.37d show head pose estimation when automatically detected 
ROIs are used to generate initial shapes. The figure is also summarized from the first 
test set of Table 4.2. Similar to experiments with facial landmark localization, the 
gradually trained models demonstrate more observable advantages over the standard 
one when automatically detected ROIs are employed. The best performance is 
achieved when C = 7 is followed by C = 5 and then C = 3. When C = 7, the 
performances achieved by the model for both estimation using ground-truth and 
automatically detected ROIs are similar. 
 
There is an interesting highlight regarding the use of automatically detected ROIs 
and the model with C = 7. While the model has given the best performance in head 
pose estimation, it does not perform as well as the other models in the facial 
landmark localization. It is therefore not possible to achieve best performance 
simultaneously in both tasks using the same cascaded regression model. A good 
trade-off is given by the model with C = 5. This model achieves the second-best 
performance in both head pose estimation and facial landmark localization. 
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Figure 4.37: Results of head pose estimation using different cascaded regression models when 
ground-truth ROIs (a, b) and automatically detected ROIs (c, d) are used to generate initial shapes.  
 
To wrap up this section, the experimental results are summarized in Table 4.7. The 
summary focuses on comparison between the standard and the gradually trained 
cascaded regression models. The means and standard deviations are calculated from 
the three experimental rounds as described previously. As can be seen from the table, 
the gradually trained models always outperform the standard models. The differences 
are small when ground-truth ROIs are used to generate initial shapes but become 
more apparent when automatically detected ROIs are used to generate initial shapes. 
These observations apply similarly to both the preprocessing tasks, head pose 
estimation and facial landmark localization. The results thus demonstrate the benefit 
of using gradual training in the construction of cascaded regression models. It is also 
worth noting that no extra computational cost is required to perform the gradual 
training. 
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Table 4.7: Different performance measures of the standard and gradually trained cascaded regression 
models for  = 16 and  = 0.6. 
Model 
Successfully Localized Landmarks 
from Ground-Truth ROIs (%) 
 = 0.05  = 0.10  = 0.15 
Standard model 34.45  3.46 69.76  5.41 84.78  4.58 
Grad. trained model (C = 5) 35.64  3.11 71.13  4.55 85.82  4.11 
Model 
Successfully Localized Landmarks 
from Automatically Detected ROIs (%) 
 = 0.05  = 0.10  = 0.15 
Standard model 25.50  3.17 56.89  5.35 73.38  5.27 
Grad. trained model (C = 5) 30.37  2.90 63.28  4.62 79.90  4.43 
Model 
Successfully Predicted Head Poses 
from Ground-Truth ROIs (%) 
 = 10  = 15  = 20 
Standard model 53.26  5.34 68.95  6.59 78.59  6.28 
Grad. trained model (C = 5) 54.51  6.84 69.78  7.22 79.25  6.09 
Model 
Successfully Predicted Head Poses 
from Automatically Detected ROIs (%) 
 = 10  = 15  = 20 
Standard model 38.64  4.09 52.88  6.02 62.58  6.90 
Grad. trained model (C = 5) 45.02  4.53 58.20  5.66 67.84  5.43 
Model 
Mean of Errors of Predicted Poses 
from Ground-Truth ROIs () 
Standard model 15.39 
Grad. trained model (C = 5) 14.92 
Model 
Mean of Errors of Predicted Poses 
from Automatically Detected ROIs () 
Standard model 20.30 
Grad. trained model (C = 5) 17.75 
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4.6 Chapter Summary 
 
Facial landmark localization is an important task in face recognition. It constitutes a 
leading part of the recognition pipeline that is useful for later processing. Due to 
variations of face appearances, the localization of facial landmarks is challenging. In 
real-world environments, the challenges become more difficult, since faces may 
appear in various poses under uncontrolled illumination. 
 
This chapter evaluates cascaded shape regression in the localization of facial 
landmarks across large pose variations. The localization in this case includes cases 
where some facial landmarks are occluded due to the poses (e.g. localization in half 
profile or profile views). To facilitate the training of cascaded regression models, the 
POSIT algorithm is employed to predict locations of the occluded facial landmarks. 
Two facial ROIs are considered in the generation of initial shapes required during the 
fitting. These include the manually annotated (ground-truth) ROIs and the 
automatically detected ROIs. Experiments are conducted on the Annotated Facial 
Landmarks in the Wild (AFLW) database. Results of the experiments have shown 
that a single cascaded regression model is able to localize facial landmarks across 
multiple views. The performance reaches 84.78% and 73.38% for  = 0.15 when 
ground-truth and automatically detected ROIs are employed respectively. 
 
Following the successful localization of facial landmarks, the cascaded shape 
regression is employed further to estimate head poses. This is accomplished in this 
thesis by appending elements containing pose information to shape vectors. The 
proposed method allows head poses to be estimated at the same time as localization 
of facial landmarks. Experiments on the AFLW database have shown that the method 
is able to estimate head poses with 15.39 and 20.30 of estimation error when 
ground-truth and automatically detected ROIs are employed respectively. 
 
Inspired by the fact that large shape increments are concentrated at the beginning of 
the cascade, this thesis proposes a gradual training strategy for cascaded shape 
regression. The strategy aims to spread shape increments more equally across the 
cascade by introducing intermediate targets for training of the regressors. These 
intermediate targets are the weighted averages of the initial and true shapes of 
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training faces. Experiments on the AFLW database have shown that the gradually 
trained models have apparent benefits over the standard models when automatically 
detected ROIs are used to generate initial shapes. The number of successfully 
localized facial landmarks improves from 73.38  5.27% to 79.90  4.43% for  = 
0.15 and the mean of head pose estimation errors decreases from 20.30 to 17.75. It 
can also be concluded that gradual training is more advantageous when there is more 
discrepancy between the initial shapes used in training and the initial shapes used in 
testing. 
 
This chapter also develops a multi-view face detector which combines multiple 
Viola-Jones face detectors, each of which is targeted for a specific discrete pose. The 
multi-view face detector and the cascaded regression models form a fully automatic 
front-end facilitating preprocessing of face images in subsequent chapters. 
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5. Probabilistic Linear Discriminant Analysis 
for Video-Based Face Recognition 
 
5.1 Introduction 
 
After faces, facial landmarks, and head poses have been detected from videos, the 
next steps to execute are feature extraction and classification. Faces collected from 
video have been used to construct client models such as linear subspaces, affine 
spaces, GMMs, piece-wise local linear manifolds, and HMMs to facilitate 
classification (see Chapter 3). Such models employ image collections to anticipate 
unseen faces and to achieve robustness against outliers. Despite the success of these 
approaches, there is much room for improvement, especially when the recognition is 
performed in uncontrolled environments. Feature distribution modeling in particular 
has rarely been used to model faces with unconstrained poses in video. This chapter 
investigates the adoption of the probabilistic linear discriminant analysis (PLDA) to 
model such distributions. Face samples are therefore collected in all the anticipated 
poses, in practice by asking people to move their heads according to some rotation 
pattern during the enrolment stage. 
 
Feature distribution modeling is a well-known pattern recognition approach. While 
Gaussian mixture modeling has become the standard framework for learning the 
distributions, the PLDA has successfully been employed for recognition of still face 
images [16]. The PLDA demonstrates some interesting properties. First, the method 
makes use of reduced rank covariance matrices and formulates means of intra-class 
distributions probabilistically. This enables the application of the EM algorithm and 
avoids the necessity of in-advance dimension reduction. Second, the PLDA provides 
a Bayesian model comparison approach, which serves as a unified framework for 
identification, verification, and identity-based clustering (see Section 2.8). Third, 
despite being generative, the PLDA has demonstrated an ability to maximize 
discrimination between classes [16, 100]. In contrast to most distribution modeling, 
which learns distributions of classes individually, the PLDA learns distributions of all 
classes simultaneously. Experiments conducted in [16, 100] also empirically show 
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that the PLDA does not require informative Bayesian priors and achieves improved 
performance when combined with simple schemes of score fusion.  
 
In this chapter, the PLDA is adopted to recognize faces with varying poses in video. 
Apart from the standard PLDA, a novel variant of the model, the heteroscedastic 
probabilistic linear discriminant analysis, is formulated. The fact that video provides 
many samples for individuals has motivated the development of this model. The 
heteroscedastic PLDA differs from the standard PLDA in how intra-class 
distributions are modeled. While the standard PLDA assumes a global intra-class 
covariance matrix for all classes, the heteroscedastic PLDA allows each class to have 
its own intra-class covariance matrix. Such heterogeneous modeling is likely to be 
better at describing a large quantity of data such as face images collected from video. 
Experiments in this chapter are therefore dedicated to comparing the two variants of 
PLDA. 
 
The three recognition schemes, considered in the comparison of PLDA models, 
comprise view-based recognition, recognition using data pooled from multiple views, 
and recognition using clustered face images. The aim is to find out which situations 
the PLDA models suit better. The three recognition schemes differ in how pose 
variations are subdued. In view-based recognition, multiple classification systems are 
constructed for each different discrete pose. Faces in this case are assumed to have 
their poses known. In each classification system, training and matching are 
conducted using data exhibiting small pose variations. In contrast to view-based 
recognition, face images can also be pooled together from multiple views to 
construct a single classification system. Information about head poses is therefore not 
required. As a consequence, the constructed classification system has to anticipate 
large pose variations. While face images can be used to train classification models 
directly, appearance-based clustering can also be applied to the images before the 
training is commenced. Such clustering is expected to help build classification 
models that better describe non-linearity induced by pose variations. This chapter 
conducts experiments by combining PLDA models and the recognition schemes 
outlined. Additionally, different computation methods of matching scores are also 
tested throughout the experiments. 
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5.2 Framework of the Proposed System 
 
Figure 5.1 presents a face recognition framework employing probabilistic linear 
discriminant analysis (PLDA). Sample images are collected from individuals to form 
the training set. From these images, appearance features are extracted by detecting 
faces, localizing facial landmarks, normalizing the faces, cropping facial ROIs, and 
applying a feature extraction procedure. The extracted features are used to construct 
PLDA models to facilitate classification. These models are employed in the 
recognition stage to match probe images to samples of individuals. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.1: Framework of the proposed system. 
 
5.2.1 Preprocessing and feature extraction 
 
Before appearance features are extracted, faces, facial landmarks, and head poses 
need to be detected from video frames. The front-end developed in Chapter 4 (i.e. the 
combination of Viola-Jones face detectors and the gradually trained cascaded 
regression model) is employed for this purpose. Two facial landmarks are used to 
compute similarity transforms aligning the detected faces to a reference shape. These 
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are the middle point between the two eyes and the center of the mouth. Note that 
these two landmarks are not only visible in frontal view but also in half profile and 
profile views. Since the cascaded regression model developed in Chapter 4 does not 
return the middle point between the two eyes, this point is approximated in this 
chapter as the crossing between: (i) the line connecting the two eye centers, and (ii) 
the line connecting the center of the mouth and the middle point between inner tips 
of the eyebrows (for frontal), or the line connecting the center of the mouth and the 
near inner tip of the eyebrow (for half profile and profile). After the similarity 
transforms are computed, they are applied to the detected faces producing 
normalized faces that are oriented upright with the two landmarks separated by 24 
pixels. 
 
Following the normalization of face images, cropping rectangles are placed around 
the normalized faces according to the arrangement shown in Figure 5.2. Note that the 
rectangles are placed differently in the three different views. The rectangles are also 
placed in a way that very little background is contained within them. The cropped 
faces are resized into 4141 before LBP features are computed from all non-border 
pixels (inside the 3939 regions). These LBP features are finally concatenated to 
produce feature vectors of 1521 elements. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2: Cropping rectangles for faces of three different view-points: frontal (a), half profile (b), 
profile (c). 
 
22 px 
22 px 
19 px 9 px 36 px 
36 px 38 px 
(a) (b) (c) 
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5.2.2 Classification 
 
Appearance features extracted from training images are used to construct the PLDA 
models that serve to facilitate classification (i.e. matching of probe images and 
samples of individuals). Two PLDA models are compared throughout this chapter. 
These are the standard and the heteroscedastic PLDA. The heteroscedastic PLDA is 
formulated in this thesis to discriminately model feature distributions of a large 
number of face images. As noted, this model is adapted from the standard PLDA by 
allowing each class to have its own intra-class covariance matrix.  
 
In this thesis, only closed-set identification is considered. Classification systems will 
not be probed by individuals who are not enrolled in the systems (impostors). 
Identity of a test image can thus be simply inferred as the class (individual) having 
the highest matching score to the test image. Suppose that a PLDA model  is 
employed for the classification. Given a test image xp, the matching score of xp and 
class i is computed in this chapter using one of the following methods: 
 
1. Matching to the nearest sample 
This method matches xp to every sample of class i and takes the maximum score 
 
S(xp, xi) =  maxj P(xp, xij| Mi, )P(xij|Mi, )–1                                   (5.1) 
 
The term xi represents the set of enrolment samples of class i. P(xp, xij|Mi, ) and 
P(xij|Mi, ) are computed as in (2.14) and (2.15) respectively. This method 
basically applies the nearest neighbor principle where the distance measure is 
equal to P(xp, xij|Mi, )–1P(xij|Mi, ).  
 
2. Matching to mean of samples 
This method matches xp to the sample mean of class i: 
 
S(xp, xi) = P(xp, mi| Mi, )P(mi |Mi, )–1                                       (5.2) 
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where mi = (1/Ni)jxij and Ni is the number of enrolment samples belonging to 
class i. 
 
3. Matching to all samples 
This method matches xp to all samples of class i simultaneously using the generic 
generative equation (2.19): 
 
S(xp, xi) = P(xp, xi1, xi2, … , xiNi| Mi, ) P(xi1, xi2, … , xiNi| Mi, )
–1
                (5.3) 
 
Experiments reported in this chapter combine PLDA models and these computation 
methods of matching scores under three recognition schemes, namely view-based 
recognition, recognition using data pooled from multiple views, and recognition 
using clustered face images. In the experiments, PLDA models are confronted to 
different amounts of pose variations typically encountered in such recognition 
schemes. This investigation is expected to reveal optimal ways of using PLDA in 
recognizing faces with varying poses. Before proceeding to the experiments, a 
detailed description of the heteroscedastic PLDA is presented in the following 
section. 
 
5.3 Heteroscedastic Probabilistic Linear Discriminant Analysis 
 
Probabilistic linear discriminant analysis (PLDA), similarly to linear discriminant 
analysis (LDA), models data generation according to some inter- and intra-class 
normal distributions. In both models, all classes are assumed to share a common 
covariance matrix of intra-class distributions. This assumption has helped the 
estimation of model parameters using samples of limited amounts. When large 
amounts of samples are available, however, such an assumption may not reflect the 
data accurately. This situation may happen for example when videos are used in face 
recognition. Figure 5.3 shows face images of two individuals which are projected to 
2-dimensional PCA and FDA subspaces. These subspaces are learned from training 
videos of 43 individuals. As can be seen from the figure, distributions of the two 
classes have different shapes. This observation has motivated the formulation of the 
heteroscedastic PLDA, which allows each class to have its own intra-class 
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covariance matrix. The idea of modeling intra-class covariance matrices separately 
for different classes in probabilistic linear discriminant analysis has been proposed in 
[181]. The heteroscedastic PLDA formulated in this thesis, however, is 
fundamentally different from that referred to in [181]. Some of the main differences 
are discussed at the end of this section. The formulated model is compared to the 
adopted PLDA in the recognition of faces with varying poses in video. 
 
The data generation process of the heteroscedastic PLDA can be described as 
 
xij =  + Fhi + Giwij + ij .                                                 (5.4) 
 
This equation is the same as the generative equation of the standard PLDA, except 
that G is now indexed by the corresponding class label i. The other terms in (5.4) 
have the same meaning as those in (2.1). The parameter set of the heteroscedastic 
model can be written as  = (, F, G1 … M, ) where M is the number of classes and  
is the diagonal covariance matrix of the residual noise . 
 
Figure 5.4 illustrates the difference between the standard and the heteroscedastic 
PLDA. Shapes of the intra-class distributions are identical in the standard PLDA but 
varied in the heteroscedastic PLDA. In both models, all classes stay on top of a 
single inter-class distribution. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.3: Samples of two classes are projected into a 2-dimensional PCA and FDA subspaces. It can 
be seen that the intra-class distributions have different shapes. 
 
 
PCA subspace FDA subspace  
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Figure 5.4: Shapes of the within-class distributions of the standard PLDA (a) and the heteroscedastic 
PLDA (b). In the standard PLDA, within-class covariance matrices are identical for all classes. In the 
heteroscedastic PLDA, the within-class covariance matrices may vary. 
 
5.3.1 Training procedure 
 
To learn parameters  of the heteroscedastic PLDA using a training set {xij}, the log-
likelihood function is first determined: 
 
l () =  log ij (2)
–D/2
|Ci|
–1
exp(–½ (xij – )Ci
–1
(xij – ))                       (5.5) 
 
where 
 
Ci = [F Gi][F Gi]
T
 +  .                                                    (5.6) 
 
The parameters can then be estimated by applying the expectation-maximization 
(EM) algorithm which maximizes the above function. The EM algorithm here is 
similar to that of the standard PLDA, except that it is derived to maximize (5.5) 
instead of (2.6). Similar to the method discussed in Section 2.8, the maximization of 
(5.5) can be done through the maximization of  
 
   ij E(hi, wij)  P(hi, wij| xi, old)[log P(xij|hi, wij, )]  
= ij E zij  P(zij| xi, old)[log P(xij|zij, )]  .               (5.7) 
 
which is equal to 
Class 2 Class 2 
G2G2
T
 
GG
T
 
FF
T
 
 
FF
T
 G1G1
T
 GG
T
 
Class 1 Class 1 
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ij E[–D/2 log(2) – ½ log|| – ½(xij –  – [F Gi]zij)
–1
(xij –  – [F Gi]zij)]       (5.8) 
 
By taking the partial derivatives of (5.8) with respect to F, Gi, and 
–1
 [214] and 
equating the results to zero, the following equations are obtained:  
 
ij{–
–1
F E(hihi
T
) + –1(xij – ) E(hi)
T
 + –1Gi E(wijhi
T
)} = 0                           (5.9) 
 
j{– 
–1
Gi E(wijwij
T
) +  
–1
(xij – )E(wij)
T
 +  
–1
F E(hiwij
T
)} = 0                     (5.10) 
 
     ij{ + (xij – )(xij – )
T
 + 2(xij – )E(zij)
T
[F Gi]
T
} – 
ij [F. E(hihi
T
)+Gi .E(wijhi
T
)
    
F.E(hiwij
T
)+Gi .E(wijwij
T
)][F Gi]
T
 = 0         (5.11) 
 
Equation (5.9) can be rearranged to obtain the following update rule of F: 
 
Fnew = ij{(xij – )E(hi)
T
 – Gi E(wijhi
T
)}(ijE(hihi
T
))
–1
,                                     (5.12) 
 
Similarly, (5.10) can also be used to derive the update rule of Gi: 
       
Gi new = j{(xij – )E(wij)
T
 – Fnew E(hiwij
T
)} (jE(wijwij
T
))
–1
,    for i = 1 ... M,  (5.13) 
 
The update rule of  can be yielded by rearranging (5.11), substituting (5.12) and 
(5.13) to the resulting equation, and constraining the result to be diagonal: 
 
new = (1/N)diag{ij{(xij – )(xij – )
T
 – [Fnew Gi new]E(zij)(xij – )
T
}}.               (5.14)     
 
N in the above equation is the number of samples in the training set. 
 
Note that (5.12) contains Gi s, the old parameter values of the model. It is possible to 
avoid using these values by substituting (5.13) to (5.12) to yield the following 
equation  
 
  
 121 
  
  Fnew  ijE(hihi
T
) = ij(xij – )E(hi)
T
  
                           – i{ j{(xij – )E(wij)
T
} (jE(wijwij
T
))
–1
 j E(wijhi
T
) } 
    + Fnew i{ j E(hiwij
T
) (jE(wijwij
T
))
–1 j E(wijhi
T
) }.                   (5.15) 
 
Putting all terms containing Fnew to the left side of the equation gives 
 
   Fnew ( ijE(hihi
T
) – i{ j E(hiwij
T
) (jE(wijwij
T
))
–1 j E(wijhi
T
) } ) =  
ij(xij – )E(hi)
T
 – i{ j{(xij – )E(wij)
T
} (jE(wijwij
T
))
–1
 j E(wijhi
T
) } ,     (5.16) 
 
and the update rule of F can be derived as 
 
    Fnew = { ij(xij – )E(hi)
T
 – i{ j{(xij – )E(wij)
T
} (jE(wijwij
T
))
–1
 j E(wijhi
T
) } }  
( ijE(hihi
T
) – i{ j E(hiwij
T
) (jE(wijwij
T
))
–1 j E(wijhi
T
) } )
–1
.             (5.17) 
 
As both update rules of F have been observed to give very similar results, equation 
(5.12) is chosen for all experiments discussed in this thesis. 
 
The training procedure of the heteroscedastic PLDA can then be summarized as 
follows 
 
(i) Compute  = (1/N)ij xij where N is the number of training samples 
and initialize F, G1 ... M, .  
(ii) Repeat until converged: 
E-step: Compute E(zij) and E(zijzij
T
) for each training sample xij, 
given the current . 
M-step: Compute the new F, G1 ... M, and  using equations 
(5.12)/(5.17), (5.13), and (5.14) and values obtained from the E-
step. 
 
Note that this procedure is only slightly different from that of the standard PLDA. All 
expectation values are computed with respect to the old parameters. In the same way 
as for the standard PLDA, these values are computed by writing the generative 
equations as 
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(5.18) 
 
 
which is then rewritten as 
 
x' = ' + Ay + '                                                  (5.19) 
 
and evaluating 
 
E(y|xi) = (I + A
T' –1A)–1AT' –1(x' – ') ,                                      (5.20) 
E(yy
T
|xi) = (I + A
T' –1A)–1 + E(y|xi)E(y|xi)
T
 .                            (5.21) 
 
E(zij|xi) and E(zijzij
T
|xi) are extracted from E(y|xi) and E(yy
T
|xi) respectively.  
 
5.3.2 Inference 
 
To match probe data and samples of individuals using the heteroscedastic PLDA, 
(2.16) is changed into  
 
 
 
 
(5.22) 
 
 
and (2.19) is changed into 
 
 
 
(5.23) 
 
 
Gm 
Gm 
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where c represents the common class of x1, x2, and so on. Other formulas related to 
computation of matching scores can then be adjusted accordingly. 
 
5.3.3 Connection with the standard PLDA 
 
The standard and the heteroscedastic PLDA actually have similar formulas for 
updating model parameters in the EM algorithm. This can be clearly seen by 
rewriting (2.11) as 
 
    Fnew = { ij(xij – )E(hi)
T
 – ij(xij – )E(wij)
T
 (ijE(wijwij
T
))
–1 ijE(wijhi
T
) } 
             ( ijE(hihi
T
) – ijE(hiwij
T
) (ijE(wijwij
T
))
–1 ijE(wijhi
T
) )
–1
 ,                     (5.24) 
  
Gnew = {ij(xij – )E(wij)
T  – Fnew ijE(hiwij
T
)}  (ijE(wijwij
T
))
–1
                       (5.25) 
 
and comparing these formulas with (5.17) and (5.13). In fact, (5.17) and (5.13) 
simplify into (5.24) and (5.25) respectively when all classes are assumed to share the 
same intra-class covariance matrix. 
 
5.3.4 Differences with the previous heteroscedastic PLDA 
 
As mentioned previously, the heteroscedastic PLDA is first proposed in [181] where 
the generation process of data is described as 
 
xij = hi + Giwij + ij ,                                                   (5.26) 
P(wij) = Gw[0, I] .                                                        (5.27) 
 
The term xij is the j-th observation of the i-th class; wij is a point in the latent intra-
class space, mapped to the observed space by Gi ;  is a class-dependent isotropic 
residual noise having a multivariate Gaussian distribution Gi [0, i 
–1
I]. 
 
There are major differences between the model proposed in [181] and the one 
formulated in this this thesis. First, the model proposed in [181] fixes a class mean hi 
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for class i while the model formulated in this thesis defines hi as a latent random 
variable lying in a lower dimensional space (follows that proposed [16]). These two 
formulations lead to different inference methods. In [181], the standard maximum a 
posteriori inference is implicitly assumed, while in this thesis, the model comparison 
approach
9
, which has shown its superiority, is adopted. Second, the residual noise 
term  is defined as class-dependent and isotropic in [181] but is defined as class-
independent with a diagonal covariance matrix in this thesis. Due to these 
fundamental differences, the heteroscedastic PLDA proposed in [181] is not 
discussed further in this thesis. 
  
One particular concern regarding the implementation of the standard and the 
heteroscedastic PLDA is the computation of expectation values in (2.9), (2.10), 
(5.20), or (5.21) and of the likelihoods in (2.14) or (2.15). Note that to compute the 
likelihood 
 
      Gx'[', AAT + '] =  
(2)–k/2|AAT + ' |–1/2exp(
1
2
(x' – ')T(AAT + ')–1(x' – ')),           (5.28) 
 
where k is the length of x', and the Woodbury matrix identity should be employed to 
obtain the power term 
 
(x' – ')T(AAT + ')–1(x' – ') =  
(x' – ')T'–1(x' – ') – ((x' – ')T'–1A)(I + AT' –1A)–1(AT'–1(x' – ')).   (5.29) 
 
When numerous data points are involved in the generative equations (2.7), (2.19), 
(5.18), or (5.23), the term (I + AT' –1A)–1 is difficult to compute directly due to the 
large size of the matrix. Fortunately, it is possible to simplify the computation by 
applying useful formulas from block matrix algebra. Chapter 6 provides the 
explanation of how such computation can be made scalable. 
 
  
                                                        
9
computing the likelihoods of different data generation models based on an assumption that data of a 
particular class are generated from the same point in the latent identity space 
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The rest of this chapter compares the formulated heteroscedastic PLDA against the 
standard PLDA in recognition of faces with varying poses. Depending on the 
adopted recognition scheme, different amounts of pose variations may be confronted 
by PLDA models. Pose variations can be isolated within a single discrete pose such 
as in view-based recognition or can span across a large range of head rotation such as 
in recognition using data pooled from multiple views. These variations are what 
actually encoded by PLDA models within the intra-class distributions. Since the 
standard and the heteroscedastic PLDA formulate intra-class covariance matrices 
differently, it is interesting to see whether the two models yield different results of 
recognition.  
 
While intra-class distributions are normally modeled using single mode Gaussians in 
the PLDA, multimodal distributions might also be employed as an alternative. In this 
thesis, multimodality is incorporated into the PLDA by clustering the face images 
before the PLDA models are constructed. The use of clustering is inspired by 
manifold learning methods which aim to approximate the non-linear structure of data 
distributions more accurately. Experiments are conducted to investigate whether such 
clustering is beneficial. In addition to this investigation, comparison to other methods 
proposed in the literature is also presented. 
 
5.4 Experiments 
 
In this section, experiments are conducted to evaluate PLDA models in recognition 
of faces with varying poses. The experiments include view-based recognition, 
recognition using data pooled from multiple views, and recognition using clustered 
face images.  
 
5.4.1 Database for evaluation 
 
This section describes briefly the video datasets employed in this chapter. These 
include the VidTIMIT [200], Honda UCSD [166], CMU MoBo [201], and Cohn-
Kanade [201] databases. 
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The VidTIMIT database [200] contains videos of 43 individuals who are asked to 
perform an extended sequence of head rotation. The rotation starts with the head 
facing forward, followed by facing to the right, to the left, back to forward, up, down, 
and finally return to forward. From each individual, three sequences are recorded in 
three sessions respectively. Images in the sequences are captured in a resolution of 
512384. 
 
The Honda UCSD database [166] consists of 61 videos capturing faces of 20 
individuals. The database contains mainly pose variations, although occlusion and 
expression changes also appear in some of the videos. The videos are recorded in 
several sessions and kept as sequences of 640480 images. A standard partition of 
training and test data has been specified for the Honda UCSD database. The standard 
training set consists of 20 videos of 20 individuals respectively. The remaining 41 
videos are all included in the standard test set. There are videos in the test set 
recorded from the same individuals. 
 
The VidTIMIT and the HondaUCSD databases exhibit different pose variations. In 
the former database, people rotate their heads in a regular pattern with the heads 
always upright. In the latter database, people rotate and move their heads irregularly. 
Apart from left-right rotations, faces in this database also appear with in-plane 
rotations (tilt) and scale changes. Despite the varying poses, the VidTIMIT and the 
Honda UCSD databases comprise face images of high resolution. Facial landmarks 
and head poses can therefore be reliably estimated from the images. For this reason, 
the two databases are selected for experiments of view-based recognition. 
 
The third dataset employed in this chapter is the CMU MoBo database [201], which 
is collected from 25 people who are asked to walk on a treadmill. Videos are 
recorded in a surveillance style where faces rotate irregularly. Cameras are installed 
at several viewpoints to record the scene simultaneously. Only videos captured from 
the front direction are employed in this chapter. The 99 such videos correspond to 
four walking patterns: slow, fast, inclined, and carrying a ball. Each person 
contributes four videos of the four walking patterns respectively. A video of carrying 
a ball is missing for the last person. 
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The CMU MoBo database contains faces appearing in low resolution. This makes the 
detection of facial landmarks and head poses very challenging. In this chapter, the 
CMU MoBo database, together with the previous two databases, are used to conduct 
recognition using data pooled from multiple views. Since all face images are simply 
processed by a single classification model, head poses are not necessarily detected 
from the images. The CMU MoBo database is also employed in recognition using 
clustered face images. This follows the common practice found in the literature 
where face clustering is applied to low resolution images. Due to the difficulty in 
estimating head poses, the CMU MoBo database is not used to perform view-based 
recognition. 
 
The Cohn-Kanade database is the last dataset employed in this chapter. This database 
contains 486 sequences collected from 97 people aged from 18 to 30 years old, with 
65% of them female, 15% African-American, and 3% Asian or Latino. Each person 
contributes up to 8 sequences, each of which is labeled by one of 6 emotion labels: 
angry, disgust, feared, happy, sad, and surprised. All faces in the sequences are facing 
forward and oriented upright. Each sequence is started with a neutral face and 
increasingly shows a particular emotion until the peak expression is reached. The 
sequences are captured in 640×480 or 640×490 resolution. In this chapter, the Cohn-
Kanade database is used to compare the standard and the heteroscedastic PLDA in 
recognition of faces with varying expressions. 
 
5.4.2  View-based recognition 
 
To perform view-based recognition, three discrete poses – frontal, half profile, and 
profile – are defined within the left-right rotation space. Three classification systems 
are constructed for the three discrete poses respectively. Recognition in a particular 
pose is performed independently from recognition in the other poses. To dispatch 
face images to the appropriate classification systems, head poses are detected from 
the images using the front-end developed in Chapter 4. Two video datasets are 
employed in this section: the VidTIMIT and the Honda UCSD databases. 
 
  
 128 
  
(ii) Experiments on the VidTIMIT database 
 
The VidTIMIT database is employed to conduct three rounds of experiments of 
view-based recognition. Training and test sets of the experiments are described in 
Table 5.1. As can be seen from the table, training and test sets of each experimental 
round contain images of different sessions. 
 
Table 5.1: Training and test sets of three experimental rounds obtained from the VidTIMIT database. 
Experimental Round Training Set Test Set 
1 Session 1 Session 2 
2 Session 2 Session 3 
3 Session 3 Session 1 
  
Face images are preprocessed using the front-end developed in Chapter 4. Note that 
the front-end is pre-trained using data collected from the AFLW database. Frontal, 
half profile, and profile are defined as rotation angle of 0 – 20, 20 – 50, and 50 – 
90 respectively. The three discrete poses cover the full range of left-right rotation 
since faces facing to the right direction are flipped horizontally. Appearance features 
are extracted from the detected faces using the procedure described in Subsection 
5.2.1. 
 
Figure 5.5 shows some results returned by the front-end. As can be seen from the 
figure, facial ROIs, facial landmarks, and head poses are detected by the front-end 
from face images of different poses. The detected head poses are translated into 
discrete poses based on which view-based recognition is performed. Three of the 
detected facial landmarks are used to facilitate normalization of face images. 
 
It should also be mentioned that the employed Viola-Jones detectors do not always 
work accurately. Figure 5.6 shows detection results which contain only small parts of 
faces or too much non-facial area. Such detection results produce poorly extracted 
appearance features which may become outliers in training and test data and obscure 
the actual performance of classification models. To obtain a more accurate 
comparison of classification models, manual inspection is performed in this thesis to 
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retain images where the intersections between the detected and the actual facial ROIs 
still constitute major portions (i.e. bigger than 60%) of both ROIs. It turns out that 
14.37% of the images are removed by this manual inspection. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.5: Results of detection obtained from the VidTIMIT database. The green and the yellow 
rectangles correspond to results returned by the frontal and the right-profile detectors respectively. 
 
 
 
 
 
Figure 5.6: Inaccurate detection results of Viola-Jones face detectors. 
1.66º 15.76º 38.97º 
49.34º 64.41º 74.43º 
3.48º 12.12º 35.81º 
44.64º 52.85º 69.62º 
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Figure 5.7 shows average recognition rates, computed from the three experimental 
rounds, in frontal, half profile, and profile views. The results are shown for different 
numbers of basis vectors and different computation methods of matching scores. As 
can be seen from the figure, the standard PLDA reaches better peak performance 
than the heteroscedastic PLDA in the three views. Recognition rates of the standard 
PLDA reach 95.71 ± 0.71%, 97.24 ± 0.07%, and 97.12 ± 0.47% for frontal, half 
profile, and profile respectively (Figure 5.8). Recognition rates of the heteroscedastic 
PLDA on the other hand reach 94.39 ± 2.29%, 96.02 ± 0.75%, and 96.58 ± 1.09% for 
frontal, half profile, and profile respectively (Figure 5.8). Appendix F presents in 
tabular form experimental results shown in Figure 5.7. To have a better 
understanding about these results, the experiments are repeated on the Honda UCSD 
database. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.7: Results of view-based recognition on the VidTIMIT database. 
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Figure 5.8: Peak performance of PLDA models on three “discrete” poses on the VidTIMIT database. 
 
A jump of performance is observed for both PLDA models when the number of basis 
vectors increases from 1 to 16. Adding more basis vectors over 16, however, leads to 
little or no improvement. It is interesting to note that the heteroscedastic PLDA 
outperforms the standard PLDA when small numbers of basis vectors are employed. 
The former model gets outperformed by the latter one as the number of basis vectors 
exceeds 24. 
 
Figure 5.7 also shows that similar performance has been achieved by the three 
computation methods of matching scores. A slight difference is observed when the 
standard PLDA is employed. Matching to the nearest sample in this case 
demonstrates a marginal superiority over the others computation methods of 
matching scores. 
 
(iii) Experiments on the Honda UCSD database  
 
The Honda UCSD database is also employed in this subsection to conduct three 
rounds of experiments of view-based recognition. The first experimental round is 
performed using the standard training and test data. Training and test data of the 
other experimental rounds are obtained by shuffling videos between the standard 
training and the standard test sets. Preprocessing of face images and extraction of 
appearance features are performed using the same procedure as in previous 
experiments. Note that 25.95% of the total images are removed by the manual 
inspection. Figure 5.9 shows some results returned by the front-end. 
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Figure 5.9: Results of detection obtained from the Honda UCSD database. 
 
Figure 5.10 shows results of recognition in frontal, half profile, and profile views. As 
can be seen from the figure, both models demonstrate similar peak performance in 
half profile and profile views. In frontal view however, the heteroscedastic PLDA 
demonstrates a clear superiority over the standard PLDA.  The standard PLDA 
reaches recognition rates of 88.30 ± 0.41%, 74.24 ± 5.53%, and 76.95 ± 1.79% for 
frontal, half profile, and profile respectively (Figure 5.11). The heteroscedastic 
PLDA on the other hand achieves recognition rates of 91.71 ± 0.35%, 75.39 ± 5.20%, 
and 77.39 ± 1.00% for frontal, half profile, and profile respectively (Figure 5.11). 
Results shown in Figure 5.10 are presented in tabular form in Appendix F.  
 
There are some results which have been similarly observed from experiments on the 
VidTIMIT and the Honda UCSD databases. First, a jump of performance is 
demonstrated by both PLDA models when the number of basis vectors increases 
from 1 to 16. The performance then appears to level off as the number of basis 
vectors passes 16. Second, similar performance has been achieved by the three 
computation methods of matching scores. When the standard PLDA is employed, 
matching to the nearest sample appears to be slightly better than the other 
computation methods.  
7.15º 36.82º 61.54º 
7.31º 27.91º 76.77º 
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Figure 5.10: Results of view-based recognition on the Honda UCSD database. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.11: Peak performance of PLDA models on three “discrete” poses on the Honda UCSD 
database. 
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The fact that the heteroscedastic PLDA outperforms the standard PLDA in the frontal 
view (Figure 5.10a) is interesting and quite different from results of previous 
experiments. Manual observation has suggested that this can be related to the amount 
of pose variations exhibited by the data. As previously mentioned, faces in the Honda 
UCSD database, especially those of the frontal pose, exhibit more pose variations 
than faces in the VidTIMIT database. In the next section, this hypothesis is 
investigated further by performing recognition using data pooled from multiple 
views.  
 
5.4.3 Recognition using data pooled from multiple views 
 
View-based recognition addresses pose variations by constructing multiple 
classification systems for different discrete poses respectively. This approach 
requires head poses to be estimated accurately from face images to find what poses 
the faces belong to. Another approach which depends less on accurate estimation of 
head poses is employing a single classification model for face images of different 
poses. The most simplistic scenario is pooling together all face images regardless of 
which poses the images belong to. Although this approach seems to be less powerful 
than view-based recognition, it can be useful when pose estimation is very noisy or 
head poses cannot be estimated accurately. In this section, the VidTIMIT, Honda 
UCSD, and CMU MoBo databases are employed to conduct such an approach of 
recognition. 
 
Two experimental setups are considered in this subsection. The first setup employs 
training and test data comprising face images of frontal and half profile poses. The 
second setup employs training and test data comprising face images of all discrete 
poses (including profile pose). The two experimental setups simulate two situations 
capturing different amounts of pose variations. The purpose of this investigation is to 
find out whether the amount of pose variations affects performance of the two PLDA 
models differently. 
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(i) Experiments on the VidTIMIT database 
 
The VidTIMIT database is employed in this subsection to perform face recognition 
using data pooled from multiple views. Three rounds of experiments are conducted 
for each experimental setup using training and test data described in Table 5.1. 
Preprocessing of face images and extraction of appearance features are performed in 
the same way as in previous experiments. Figure 5.12 shows distributions of the 
number of samples per individual obtained from the first training set of the two 
experimental setups. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.12: Distributions of the number of samples per individual in the experiments on the 
VidTIMIT database: (a) when images of frontal and half-profile poses are employed, (b) when all 
images – including those of profile pose – are employed. 
 
Figure 5.13a and 5.13b show recognition results obtained from the first and the 
second experimental setups respectively. As can be seen from the figure, similar peak 
performance is achieved by both PLDA models in the first experimental setup. The 
standard and the heteroscedastic PLDA in this case reach recognition rates of 94.15 ± 
0.42% and 95.59 ± 1.63% respectively. In the second experimental setup, the 
heteroscedastic PLDA achieves noticeably better performance than the standard 
PLDA. Recognition rates of 92.69 ± 1.23% and 96.26 ± 1.26% are achieved by the 
standard and the heteroscedastic models respectively. Comparing results presented in 
Figure 5.13a and Figure 5.13b, the heteroscedastic PLDA appears to be superior 
when face images of all poses are involved in the recognition. These results thus 
support the hypothesis given in Subsection 5.4.2 which conjectures that the 
heteroscedastic PLDA becomes more advantageous than the standard PLDA when 
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more pose variations are present in the collected data. Appendix G presents in tabular 
form experimental results shown in Figure 5.13. 
 
Figure 5.14 shows how successful recognition is distributed across different discrete 
poses. The presented graph corresponds to the peak performance of PLDA models in 
the second experimental setup. It can be seen from the figure that the three poses 
have been anticipated similarly by classification models. The number of basis vectors 
has made an impact on recognition performance similar to that in previous 
experiments. The performance of PLDA models begins to be saturated state when 16 
basis vectors have been included in the models. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.13: Recognition results on the VidTIMIT database involving face images of (a) frontal and 
half profile poses and (b) all poses including profile pose. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.14: Distributions of the successfully recognized frames of the VidTIMIT database according 
to the poses.  
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Among the three computation methods of matching scores, matching to the nearest 
sample has generally become the best performer. There is however an interesting 
observation regarding the use of means of samples in the computation of matching 
scores. The standard PLDA demonstrates noticeably lower performance when only 
the means of samples are used to recognize probe images. As for the heteroscedastic 
PLDA, matching to the mean of samples demonstrates similar performance as 
matching to the nearest sample. The heteroscedastic model therefore does not 
experience much of performance loss even when only the means of the samples are 
used in the recognition. This fact thus highlights the benefit of modeling intra-class 
covariance matrices individually rather than modeling the matrices homogeneously. 
The former method is proven to approximate data distributions more accurately. 
 
(ii) Experiments on the Honda UCSD database 
 
The Honda UCSD database is also employed in this subsection to perform face 
recognition using data pooled from mutliple views. Three rounds of experiments are 
conducted for each experimental setup using training and test data described in 
Subsection 5.4.2. Preprocessing and feature extraction are performed in the same 
way as in previous experiments. Figure 5.15 shows distributions of a number of 
samples per individual obtained from the first training set of the two experimental 
setups. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.15: Distributions of the number of samples per individual in the experiments on the Honda 
UCSD database: (a) when images of frontal and half-profile poses are employed, (b) when all images 
– including those of profile pose – are employed. 
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Figure 5.16a and 5.16b show recognition results obtained from the first and the 
second experimental setups respectively. As can be seen from the figures, the 
heteroscedastic PLDA becomes the better performer in both experimental setups. The 
standard and heteroscedastic PLDA achieve recognition rates of 82.74 ± 0.82% and 
89.57 ± 0.16% in the first setup respectively. The two models achieve recognition 
rates of 77.15 ± 0.51% and 87.68 ± 0.22% in the second setup respectively. The 
results thus show that the heteroscedastic PLDA demonstrates noticeably higher 
performance than the standard one. Compared to results obtained in Subsection 5.4.2, 
the heteroscedastic PLDA outperforms the standard PLDA by a much larger margin. 
Results shown in Figure 5.16 are presented in tabular form in Appendix G. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.16: Recognition results on the Honda UCSD database involving face images of (a) frontal 
and half profile poses and (b) all poses including profile pose. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.17: Distributions of the successfully recognized frames of the Honda UCSD database 
according to the poses. 
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Figure 5.17 shows how successful recognition is distributed across different discrete 
poses. The presented graph corresponds to the peak performance of PLDA models in 
the second experimental setup. Figure 5.17 is similar to Figure 5.11 in terms that 
better recognition is achieved for frontal images than for half profile or profile 
images. The number of basis vectors has demonstrated a similar impact on 
recognition performance as in previous experiments. Matching to the nearest sample 
has become the best computation method of matching scores for the standard PLDA. 
As for the heteroscedastic PLDA, the three computation methods of matching scores 
demonstrate similar performance. 
 
Summing up experiments on the VidTIMIT and Honda UCSD databases, 
performance of PLDA models has been shown to be affected by the amount of pose 
variations exhibited by the collected data.  Comparing Figure 5.7 and 5.10 and 
Figure 5.13 and 5.16, it can be concluded that the heteroscedastic PLDA works better 
than the standard PLDA in the presence of large pose variations. The standard PDLA 
on the other hand outperforms the heteroscedastic PLDA when limited pose 
variations are encountered. These results are intuitive. Shapes of distributions of 
different classes are not clearly distinguishable when data of those classes scatter 
only a little. The two PLDA models therefore favor different schemes of recognition. 
View-based recognition is favored by the standard PLDA. Recognition using data 
pooled from multiple views is favored by the heteroscedastic PLDA. Compared to 
the standard modeling of intra-class covariance matrix, the heterogeneous modeling 
has been shown to approximate data distributions more accurately. This is reflected 
by performance of the heteroscedastic PLDA, which does not degrade much when 
probe images are matched only to means of samples instead of to all samples. 
 
The VidTIMIT and the Honda UCSD databases comprise face images of high 
resolution. Despite the complex variations which might appear in the databases, 
facial landmarks are clearly visible and face normalization can be performed 
accordingly. In the next subsection, face recognition is conducted on a more 
challenging dataset where face images are captured in low resolution. It is interesting 
to see whether PLDA models are able to handle low resolution images. The CMU 
MoBo database is employed in the next subsection for this particular experimental 
purpose. 
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(iii) Experiments on the CMU MoBo database 
 
The CMU MoBo database is employed in this subsection to repeat experiments with 
the previous two databases. Due to the low resolution of the videos (640×480 or 
640×490 for the whole recording room), facial ROIs are not normalized before 
appearance features are extracted. The detected facial ROIs are resized directly into 
40×40 and partitioned into 25 blocks of 8×8. From every pixel, a uniform LBP code 
with circular (8, 1) neighborhoods is computed. An LBP histogram of 59 bins is then 
constructed from each block and histograms of different blocks are concatenated to 
produce feature vectors of 1475 elements. Compared to pixel based features, 
histogram based features are known to be more robust against the error of 
localization. 
 
Three experimental rounds are conducted on the CMU MoBo database. Videos of 
slow, fast, and inclined walking patterns are used as training data in these three 
rounds respectively. For each round, videos of the remaining three walking patterns 
are used as test data. Features extracted from training images are pooled together to 
construct a single classification model. Figure 5.18 shows the distribution of the 
number of samples per individual obtained from the first training set of the CMU 
MoBo database. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.18: Distribution of the number of samples per individual in the experiments on the CMU 
MoBo database.  
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Figure 5.19 shows recognition results of the standard and the heteroscedastic PLDA. 
Appendix G presents in tabular form experimental results shown in Figure 5.19. As 
can be seen from the figure, the heteroscedatic PLDA outperforms the standard 
PLDA when a small number (<16) of basis vectors is employed. The two models, 
however, demonstrate very similar performance when 16 or more basis vectors are 
included in the models. The standard and the heteroscedastic PLDA reach peak 
performance of 88.84 ± 0.98% and 89.12 ± 1.14% respectively. These results do not 
show any clear advantages of employing one particular PLDA model over the other. 
In the following subsection, the standard and the heteroscedastic PLDA are 
compared via fusion of matching scores across multiple frames. The obtained results 
exhibit a more noticeable difference between the two models in the recognition of 
faces over the CMU MoBo database. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.19: Recognition results on the CMU MoBo database. 
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matching scores obtained from individual images. This approach is also known in the 
literature as the decision level fusion. 
 
To perform the decision level fusion, four fusion methods are considered: 
 
1. Voting 
Voting works by counting the number of each identity after the identity of each 
image has been decided. The identity which appears most frequently will be 
returned by the classification system.  
 
2. Multiplying matching scores  
Given matching scores from multiple images, this method fuses the scores by 
multiplying them together. In the literature, this fusion is also known as the 
product rule. 
 
3. Summing up matching scores 
This method fuses matching scores from multiple images by summing them up. 
This fusion is also known as the sum rule. 
 
4. Set-to-set matching 
This method employs the generic generative equations (2.19) and (5.23) to 
compute matching scores from multiple probe images as well as from multiple 
enrolment samples simultaneously. This method can be expressed as 
 
S(xp, xi) = P(xp1, … , xpNp, xi1, … , xiNi| Mi, ) P(xi1, xi2, … , xiNi| Mi, )
–1
  (5.30) 
 
The fusion is applied to subsets of results obtained in Subsection 5.4.2 and 
Subsection 5.4.3. Note that these subsets are recognition scores returned by the 
combination of PLDA models with 16 basis vectors and matching to the nearest 
sample.  
 
For the VidTIMIT and the Honda UCSD databases, all fusion methods except the 
set-to-set matching reach 100% recognition rates. These results are achieved in both 
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view-based recognition and recognition using data pooled from multiple views using 
both the standard and the heteroscedastic PLDA. Based on these results and the 
results presented in Section 5.4.2 and 5.4.3, it can be concluded that fusion over 
video frames gives better performance than recognition using a single still image. 
The fourth fusion method achieves significantly lower performance than the other 
methods. The fourth method achieves recognition rates of 65.12% – 69.77% for the 
VidTIMIT database and 85.37% – 87.80% for the Honda UCSD database. 
 
Results of fusion for the CMU MoBo database are shown in Table 5.2. Fusion across 
video frames again demonstrates better performance than recognition using single 
still image (see Subsection 5.4.3). Regarding the classification models, the 
heteroscedastic PLDA outperforms the standard PLDA in all fusion cases. The 
highest recognition rate is achieved when the sum rule is applied to recognition 
scores returned by the heteroscedastic PLDA. Recall that results in Subsection 5.4.3 
show that the standard and the heteroscedastic PLDA demonstrate similar 
performance when recognition is performed on single still image. The fact that the 
standard PLDA is outperformed by the heteroscedastic PLDA when fusion is applied 
suggested that the former model produces a worse average performance across 
different videos. This outcome is related to the fact that homogeneous modeling of 
intra-class distributions is optimal for some classes only leaving intra-class 
distributions of other classes to be less accurately modeled. When recognition rates 
from different fusion cases are averaged, the result obtained from the CMU MoBo 
database is lower than those obtained from the VidTIMIT and Honda UCSD 
databases (94.59% vs 100% vs 100%). This outcome is attributed to the fact that the 
CMU MoBo database is captured in a more challenging environment than the other 
databases (i.e. less constrained head poses and lower image resolution). 
 
It is interesting that set-to-set matching turns out to be inferior compared to other 
fusion methods despite the strong foundation of its formulation. One possible 
explanation for this phenomenon is the whole observations of an individual may not 
be generated from strictly the same value of latent identity variable. There might be 
more than one values of latent identity variable that generate different subsets of 
observations of one individual. 
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Table 5.2: Results of fusion on the CMU MoBo database. 
Classification Model Fusion Method Successfully Recognized Videos 
Standard PLDA Voting 94.59 ± 2.71% 
Product rule 93.24 ± 4.06% 
Sum rule 93.24 ± 2.34% 
Set-to-set matching 89.19 ± 6.19% 
Heteroscedastic 
PLDA 
Voting 96.85 ± 2.07% 
Product rule 95.95 ± 1.36% 
Sum rule 98.20 ± 2.06% 
Set-to-set matching 95.50 ± 2.07% 
Average 94.59 ± 2.86% 
 
 
5.4.5 Recognition using clustered face images 
 
While single mode Gaussians have been used in previous experiments to model 
intra-class distributions of PLDA models, multimodality can also be incorporated 
into the PLDA by clustering face images before the training is commenced. Face 
clustering has been used in manifold learning to approximate non-linear structure of 
data distributions. Finding a cluster in this case corresponds to finding a particular 
mode of multimodal distributions. Face clustering has been commonly applied to low 
resolution images where head poses are hard to detect reliably. Modes in the image 
distributions are therefore found based on appearance similarity rather than based on 
pose similarity.  
 
Figure 5.20 shows how recognition using clustered face images is performed in this 
thesis. In the training stage, facial ROIs are detected from training videos using 
Viola-Jones face detectors. A set of LBP histograms are extracted as features from 
each facial ROI using the procedure described in part (iii) of Subsection 5.4.3. Note 
that the feature extraction does not make use of head poses and does not apply face 
normalization. The extracted features are clustered and the obtained clusters are used 
to construct PLDA models for classification. Note that a class in the training set may 
generate multiple intra-class covariance matrices in the constructed PLDA models. In 
the recognition stage, a test video is recognized by computing the matching score of 
every frame. Matching scores of individual frames are accumulated to obtain final 
matching score of the video. 
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Figure 5.20: Recognition using clustered face images. 
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b. If score is lower than a predefined threshold  : 
increase Ki by 1; 
create a new cluster Xi Ki for xij; 
else 
include xij to Xik' ; 
perform an iterative merging of clusters, that is while maxlm, l  m sim(Xil, 
Xim) >=  
decrease Ki by 1; 
merge two clusters with the highest similarity Xil' and Xim' i.e. l', m' = 
argmaxlm, l  m sim(Xil, Xim) into one cluster; 
 
(iii) For each cluster, if it has less than  members, merge the cluster to the one 
which is most similar to it and has more than  members. 
 
Similarities between clusters at the above steps are computed as 
 
sim(Xa, Xb) = P(Xa, Xb)(P(Xa)P(Xb))
–1
 ,                                   (5.31) 
 
where P(Xa, Xb), P(Xa), and P(Xb) are evaluated using the generic generative 
equation (2.19) and the constructed standard PLDA model. In experiments of this 
subsection, the threshold  is set to 0 and  is set to 4. 
 
In contrast to most clustering techniques which compute similarities (distances) 
between data-points in an unsupervised manner, the proposed technique computes 
the similarities in a supervised manner. PLDA models in particular are employed by 
the latter technique to facilitate computation of the similarities. Since PLDA models 
have been trained to be pose-invariant, clusters of features discovered by the 
proposed technique will tend to contain data exhibiting pose variations.  
 
Another aspect which also needs to be specified for the above recognition approach 
is how clusters of features are used in the construction of PLDA models. In this 
thesis, PLDA models are constructed by treating such clusters as if they are of 
different identities. Suppose that the training videos are denoted as X1, X2, … , XM. 
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After the clustering is applied, a set of clusters X11, X12, … , X1K1, X21, X22, … , X2K2, 
X31, … , XMKM is obtained. These clusters can be treated as if they are of different 
identities by re-indexing the clusters into X1, X2, … , XK = i Ki . After the training 
finishes, G1, G2, … , GK of the constructed model are re-indexed back into G11, G12, 
etc if necessary.  
 
The third important aspect of the above recognition approach is how matching scores 
of individual frames are accumulated. In this thesis, the accumulation of matching 
scores can be detailed into a number of steps. Assume that the probe video Xp has R 
frames xp1, xp2, … , xpR. The matching score between frame xpr and cluster Xik is 
computed as  
 
S(Xik, xpr) = P(Xik, xpr)(P(Xik))
–1
 .                                          (5.32) 
 
where P(Xik, xpr) and P(Xik) are evaluated using the same procedure as before. The 
matching score between xpr and the whole video Xi is obtained using the max rule: 
 
S(Xi, xpr) = maxk S(Xik, xpr).                                                (5.33) 
 
Finally, the matching score between probe video Xp and gallery video Xi is 
calculated using the sum rule: 
 
S(Xi, Xp) = r S(Xi, xpr) .                                                   (5.34) 
 
The identity can then be inferred as argmaxi S(Xi, Xp), the class which has the 
maximum fused score. 
 
(i) Experiments on the CMU MoBo database 
 
The CMU MoBo database is employed to perform recognition using clustered face 
images. Three experimental rounds are conducted using training and test data 
described in part (iii) of Subsection 5.4.3. After appearance features are clustered 
using the proposed technique, standard and heteroscedastic PLDA models are 
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constructed by setting the number basis vectors into 24. Figure 5.21 shows clusters of 
images obtained from the CMU MoBo database. The numbers of clusters vary 
between individuals (2 to 21 in experiments on the CMU MoBo database). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.21: Examples of clusters obtained from the execution of the incremental PLDA-based 
agglomerative clustering on the CMU MoBo database. Each row represents a cluster. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.22: Successfully recognized videos in experiments using clustered face images. 
 
 
Figure 5.22 shows recognition results obtained from the three experimental rounds. It 
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achieves better performance than the combination of face clustering and standard 
PLDA. Recognition rates of (94.59%, 95.95%, 95.95%) and (98.65%, 98.65%, 
97.30%) are achieved by the former and the latter combinations respectively. Note 
that these recognition rates are computed by counting the number successfully 
recognized videos. 
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By comparing Table 5.3 and Table 5.2, it can also be seen that clustering lead to 
marginal improvement for both PLDA models. When the clustering is not applied, 
the standard and the heteroscedastic PLDA return 94.59 ± 2.71% and 98.20 ± 2.06% 
of correctly recognized videos respectively. When the clustering is applied, the 
standard and the heteroscedastic PLDA return 95.50 ± 0.78% and 98.20 ± 0.78% of 
correctly recognized videos respectively. Note that for the heteroscedastic PLDA, the 
clustering only leads to a better (smaller) standard deviation; the mean performance 
remain the same. A possible reason for the lack of impact of the clustering, despite 
the irregularity of head poses, is the amount of variations exhibited by the appearing 
faces is not very large such that single mode of Gaussian is enough to represent the 
distribution of the extracted features. 
 
(ii) Comparison to other methods 
 
Experiments with the CMU MoBo database are also repeated using two other 
methods proposed in the literature, the mutual subspace method or MSM [9] and the 
sparse approximated nearest point or SANP [163]. Note that the SANP can be 
considered as state-of-the-art due to its outstanding recognition accuracy. For the 
MSM, the number of eigen vectors is chosen such that 98% of the total eigen values 
is retained. For the SANP, the standard parameter values suggested in [163] are 
employed. 
 
Table 5.3: Comparison of different recognition methods on the CMU MoBo dataset. 
Method Successfully Recognized Videos 
MSM [9] 95.95  2.34 
SANP [163] 98.20  1.56 
Standard PLDA + clustering 95.50  0.78 
Heteroscedastic PLDA + 
clustering 
98.20  0.78 
 
 
Table 5.3 compares recognition results of these methods against the combinations of 
face clustering and the PLDA. As can be seen from the table, the combination of face 
clustering and heteroscedastic PLDA achieves the same recognition rates as the 
SANP. Both methods become the best performers among those presented in Table 5.3. 
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The proposed method, though, has less standard deviation than the SANP. The results 
thus suggest the merit of the proposed method compared to other methods found in 
the literature. 
 
5.4.6 Recognition of faces with varying expressions 
 
Although the PLDA has been so far used in this thesis to model pose variations, it 
does not mean that the PLDA cannot be used to model other variations exhibited by 
faces. In this section, PLDA models are employed to recognize faces with varying 
expressions. Experiments are conducted using the Cohn-Kanade database [202]. It is 
interesting to see whether the results will be similar to recognition of faces with 
varying poses. 
 
(i) Experiments on the Cohn-Kanade database 
 
To train PLDA models, half the videos of each individual (randomly selected) are 
used as training data. The first L% of the total frames of these video are extracted and 
included in the training set. The remaining videos of each individual are used as 
probe data. Again, only the first L% of the total frames are extracted from the videos 
and included in the test set. Note that various emotions are present in both training 
and test sets. Distributions of the number of training images per individual are shown 
in Figure 5.23. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.23: Distributions of number of samples per individual obtained from the Cohn-Kanade 
database, when (a) 66% of total frames of the sequences are employed, (b) all frames are employed. 
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Appearance features are extracted from face images by first normalizing the images 
through rotation, rescaling, and shifting, using eye centers as reference points. 
Locations of eye centers are obtained from manual annotations provided in [203]. 
Results of the normalization are face images with inter-occular distances of 20 pixels. 
Facial ROIs are cropped from the normalized images and resized into 4141. 
Holistic appearance features are then extracted from each facial ROI. Local binary 
patterns are computed from all non-border pixels (inside the 3939 region) and 
concatenated into a feature vector of 1521 elements. 
 
 
 
 
 
b 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.24: Recognition results on the Cohn-Kanade database, when (a) 66% of total frames of the 
sequences and (b) 100% of total frames of the sequences are employed.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.25: Distributions of the successfully recognized frames according to their positions in the 
sequences.  
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Figure 5.24a and 5.24b show results of recognition when 66% and 100% of total 
frames (L = 66 and L = 100) are extracted from the videos respectively. Only 
individuals who have more than 2 videos are involved in the experiments. 
Recognition rates are plotted across different numbers of basis vectors included in F, 
G, and Gi. Note that F, G, and Gi are always set to have the number of basis vectors. 
As can be seen from the figures, the standard PLDA demonstrates better peak 
performance than the heteroscedastic PLDA. A jump of performance is observed for 
the former model when the number of basis vectors increases from 1 to 32. When 
more basis vectors are included, only slight improvement is achieved. The 
heteroscedastic PLDA demonstrates significantly better performance than the 
standard PLDA when the number of basis vectors is small. This performance 
however does not seem to increase with the inclusion of more basis vectors. For L = 
66%, the standard and the heteroscedastic PLDA reach peak performance of 97.56% 
and 92.74% respectively. For L = 100%, the two models reach peak performance of 
96.98% and 88.74% respectively. Regarding the computation of matching scores, 
matching to the nearest samples has outperformed the other two methods most of the 
time. 
 
Figure 5.25 shows how successful recognition is distributed over different positions 
within image sequences. The figure is obtained using matching to the nearest sample. 
Three ranges of relative positions are defined, with 0 representing the first frame of 
the sequence and 1 representing the last frame of the sequence. Note that later 
positions correspond to more exaggerating facial expressions. As shown in the figure, 
later positions correspond to lower recognition rates. These results are actually 
intuitive. Faces with more exaggerating expressions are less represented by 
distribution models and therefore are harder to recognize. 
 
From the above experiments, it can be concluded that heterogeneous modeling of 
intra-class distributions results in worse performance than homogeneous modeling of 
intra-class distributions when PLDA is used to recognize faces with varying 
expressions. One possible reason for this is expression changes do not induce large 
appearance variations that allow heteroscedastic modeling to gain advantages over 
the homogeneous one.  
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(ii) Recognition based on local features 
 
In this subsection, local features are employed to recognize faces with varying 
expressions. Compared to holistic features, local features are more stable against 
expression changes. Smiling faces for example are deformed significantly from 
neutral faces only around the mouths and the jaws. Other facial parts such as eyes, 
noses, and eyebrows change only a little. Experiments in this subsection thus aim to 
find out whether some facial areas are more important than others. Similar 
experiments have been performed for the task of automatic lip reading [204].  
 
Non-neutral faces are recognized in this subsection using neutral faces as enrolment 
samples. Note that there is a clear distinction between the training set and the gallery. 
The training set is used to construct classification models during the offline phase. 
This set contains images of different expressions as well as of different individuals. 
Once classification models have been built, they can be used in the online phase to 
recognize other individuals whose samples are enrolled in the gallery.  
 
Among the 97 individuals belonging to the Cohn-Kanade database, 49 are included 
in the training set. From each individual, 4 images per expression
10
 are collected as 
training data. The remaining 48 individuals are included in the test set. One neutral 
image per individual is chosen from the set as a gallery sample. Four images per non-
neutral expression per individual are also collected and used as probe data. All non-
neutral test images are of peak expressions.  
 
Local features are extracted from 29 facial landmarks as shown in Figure 5.26. 
Locations of these landmarks are obtained from the manual annotations of [203]. 
Before the features are extracted, face images are rescaled such that the eye-to-eye 
distance is 128-pixels. An 8181 patch is extracted from every landmark and 
converted to a feature vector. Note that these vectors consist of intensity values 
which are normalized to have zero mean and variance 1. From this feature extraction 
procedure, 29 training sets, 29 probe sets, and 29 galleries are obtained. A standard 
                                                        
10
 There are 6 non-neutral expressions appearing in the database.  
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PLDA model is then constructed from each training set. The numbers of basis 
vectors in F and in G are set to 16. 
 
Figure 5.26 shows results of recognition using individual local areas. As can be seen 
from the figure, areas around the mouths, jaws, and chins give the lowest recognition 
rates (31% – 46%). This indicates that these areas are highly affected by expressions. 
Areas around the cheeks on the other hand give the highest recognition rates (75% – 
82%). This indicates that these areas are less affected by and more reliable against 
expression variations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.26: Results of recognition using standard PLDA models based on individual local areas. 
There are 29 facial landmarks predefined on the face. 
 
 
Table 5.4. Recognition rates achieved by fusion across different subsets of local areas.  
Subset (Points 
on the) 
First-Match 
Correct Rate 
Subset (Points 
on the) 
First-Match 
Correct Rate 
All points 0.999 Nose 0.958 
Cheeks 0.973 Mouth 0.730 
Eye+eyebrows  0.987 Jaw+chin 0.626 
 
 
Matching scores from different local areas can also be fused during the recognition. 
The product rule is employed to perform the fusion. This rule effectively treats the 
scores (the likelihoods) as being independent of each other. Table 5.4 presents the 
experimental results. Six different combinations of local areas are tested. Fusion over 
upper regions such as eyebrows, eyes, nose, and cheeks gives better performance 
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than fusion over lower regions such as mouth, chin, and jaw. When the matching 
scores from the 29 local areas are fused altogether, 99.9% of test images can be 
correctly recognized. Compared to results using individual local features, the fusion 
has also clearly given improved recognition rates. This indicates that information 
from different local areas is complementary. 
 
5.5 Chapter Summary 
 
This chapter investigates the adoption of the probabilistic linear discriminant analysis 
(PLDA) in the recognition of faces with varying pose on video. Two variants of 
PLDA are compared: the standard and the heteroscedastic PLDA. The 
heteroscedastic PLDA is formulated in this thesis to allow each class to have its own 
covariance matrix of intra-class distributions. By doing so, the constructed models 
are supposed to approximate data distributions more accurately. To classify a test 
image using PLDA models, three matching strategies are evaluated: matching to the 
nearest samples of classes, matching to sample means of classes, and matching to all 
samples of classes using the generic generative equations of PLDA. 
 
When view-based recognition is performed on the VidTIMIT and Honda UCSD 
databases, the standard PLDA outperforms the heteroscedastic PLDA in most 
experimental configurations. For the Honda UCSD database however, the standard 
PLDA gets outperformed by the heteroscedastic PLDA in the frontal pose. Inspection 
of the results has indicated that this might be due to the larger pose variations 
encountered in the frontal pose of the Honda UCSD database. This hypothesis is 
investigated further by conducting recognition using data pooled from multiple poses 
on the VidTIMIT, Honda UCSD, and CMU MoBO databases. It has been observed 
that the heteroscedastic PLDA outperforms the standard PLDA in the conducted 
experiments (96.26 ± 1.26% vs 92.69 ± 1.23% for the VidTIMIT database, 87.68 ± 
0.22% vs 77.15 ± 0.51% for the Honda UCSD database, and 89.12 ± 1.14% vs 88.84 
± 0.98% for the CMU MoBo database). These results thus confirm the hypothesis 
that the heteroscedastic PLDA is more advantageous than the standard PLDA when 
more pose variations are present in the modeled data. 
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Comparing the three computation methods of matching scores, matching to the 
nearest sample has generally demonstrated better performance than the others. There 
is, however, an interesting observation when matching to means of samples is 
employed. While using only the means in the recognition results in lower 
performance than using all the available samples, the heteroscedastic model does not 
experience as much performance loss as the standard PLDA. This highlights the 
benefit of modeling intra-class covariance matrices individually rather than modeling 
the matrices homogeneously. The former method in this case is proven to approach 
data distributions more accurately.  
 
The experiments also evaluate fusion across multiple frames. Four fusion methods 
are tested: voting, product rule, sum rule, and set-to-set matching. Results of the 
experiments have shown that the fusion has produced better performance than 
recognition using single still images, except for set-to-set matching. This latter 
method turns out to be worse than recognition using single still images. Recognition 
rates after fusion reach 100% for the VidTIMIT and Honda UCSD databases. For the 
CMU MoBo database, the heteroscedastic PLDA demonstrates better performance 
than the standard PLDA in all fusion cases.  
 
The PLDA has also been combined with image clustering to simulate multimodal 
distribution modeling. To match test videos to the learned distributions, accumulation 
of matching scores between individual frames and the distributions
11
 is proposed. 
Experiments on the CMU MoBo database have shown that the clustering is better 
combined with the heteroscedastic PDLA than with the standard PLDA. The former 
combination achieves a recognition rate equal to the performance of the state-of-the-
art method, the sparse approximated nearest point (SANP) technique (98.20 ± 0.78% 
vs 98.20 ± 1.56%). 
 
In addition to recognition using data containing pose variations, PLDA models are 
also evaluated using data containing varied expressions. Experiments on the Cohn-
                                                        
11
 This technique is also called accumulation of “point-to-model” distances. “Point” here corresponds 
to an individual observation while “model” corresponds to a particular representation of training data 
(i.e. the distribution). 
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Kanade database have shown that the standard PLDA gives better performance than 
the heteroscedastic PLDA. Experiments using local appearance features have also 
shown that upper parts of faces are more important in the recognition of face with 
varied expressions.   
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6. Pose-Mismatch Face Recognition on Video 
 
6.1 Introduction 
 
In the previous chapter, recognition is performed by collecting samples in all the 
anticipated poses. In the view-based approach for instance, probe data are recognized 
based on the availability of samples of the same poses. There are, however, situations 
where samples are available in limited poses only. The passport database of the 
immigration office and the mug-shot database of the police department, for example, 
collect only face images of “strictly” frontal or “strictly” profile. Given probe images 
of half profile pose to the two databases, matching across different poses is the only 
option to undertake. In this thesis, this particular scenario is referred to as “pose-
mismatch” recognition. It exposes a harder challenge which requires much less 
constrained solutions.  
 
There are major benefits offered by successful pose-mismatch recognition. First, the 
task of collecting samples might be reduced. Since matching can be reliably 
performed across poses, frontal samples might be enough to recognize most of the 
probe data. Second, recognition systems can be made less intrusive and less 
demanding. Target persons in this case may appear in arbitrary poses and do not need 
to cooperate much with the systems. The deployed cameras may also be reduced to a 
minimum number. All these benefits help face recognition technology to be more 
pervasive and more practical. 
 
As mentioned in Section 3.4, statistical approaches have shown their merit in 
modeling the relationship between images of different poses. Unlike geometric 
approaches which employ 3D face models explicitly, statistical approaches elude 
explicit modeling of the 3D world and thus have advantages in speed and 
implementation complexity. Eigen light-fields [195] and probabilistic latent variable 
models [16, 100, 196] are two prominent statistical approaches for pose-mismatch 
face recognition. Both approaches aim to recover pose-invariant representations from 
observations with missing values. Complete observations in this case consist of face 
images of all the anticipated views. Using models constructed from complete 
observations, samples and probe data are matched by measuring their joint 
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likelihoods. Despite the success of these two approaches, evaluation of the 
approaches has not yet been performed using videos.  
 
This chapter compares eigen light-fields and probabilistic latent variable models (i.e. 
tied factor analysis and standard/tied PLDA) in pose-mismatch face recognition on 
video. As a particular focus is the recognition of non-frontal faces using frontal faces 
as samples. This chapter also investigates the use of fusion in the recognition. These 
include fusion across multiple frames as well as fusion of multiple algorithms. 
Before proceeding to the main discussion, eigen light-fields, tied factor analysis, and 
tied PLDA are briefly discussed in the following sections.  
 
6.2 Eigen Light-Fields 
 
A light-field is a function specifying the radiance of light in free space [28]. Ralph 
and Gross [195] model a light-field as the concatenation of normalized face images 
captured from a number of views. Different geometric and photometric methods can 
be used to normalize the images. One of the common methods is applying similarity 
transforms to align face images to some reference points and linearly transforming 
pixel values to have zero mean and standard deviation of 1. Figure 6.1 illustrates how 
a light-field is constructed. The light-field contains face images of K discrete poses. 
Note that there can be missing values in light-fields that is when face images of some 
particular poses are not available. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.1: A light-field is constructed from a number of images corresponding to different poses. 
Pose 
Normalize Vectorize and 
concatenate 
Light-field Face images Normalized images 
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Eigen light-fields [195] are analogous to eigen-faces except that light-fields are used 
as the observation vectors. Even though light-fields in general can have missing 
values, light-fields used for the construction of eigen light-fields are not allowed to 
contain missing values. In other words, all individuals in the training set must have 
complete face samples. Suppose that the training set is denoted as X = [x1 x2 … xH] 
where xi = [xi1
T
 xi2
T
 … xiK
T
]
T
 is the light-field of person i, xij is a feature vector of 
person i which corresponds to pose j, H is the number of persons, and K is the 
number of poses. The sample covariance matrix S can be computed as  
(1/H)i = 1 … H(xi – )(xi – )
T
 where  is the average of the training data. By applying 
eigen value decomposition to S, an orthogonal basis W = [w1 w2 … wD] can be 
obtained. This basis consists of D eigen light-fields which span a D-dimensional 
linear subspace (i.e. the principal subspace). 
 
Similar to recognition using eigen-faces, light-fields are projected to the principal 
subspace before they are matched to each other. Euclidean distances can be used as 
similarity measures between the projected light-fields. There is a problem regarding 
the projection in pose-mismatch recognition: both probe light-fields and sample 
light-fields contain missing values. Probe light-fields, for example, contain values 
corresponding to some non-frontal poses only while sample light-fields contain 
values corresponding to the frontal pose only. The standard inner-product projection 
thus cannot be applied to such light-fields. To address this problem, Ralph and Gross 
[195] propose the application of linear least square regression to perform the 
projection. Let us write the light-field as x. To project x into the principal subspace, 
the following equation is solved: 
 
W̃y=x̃ .                                                                           (6.1) 
 
The term y is the result of the projection obtained by applying the linear least square 
regression to the above equation [195]. W̃  and x̃  are obtained from W and x 
respectively by discarding rows which correspond to missing values in x. In this 
thesis, the projection is referred to as “LLS (linear least square) projection”. 
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6.3 Probabilistic Latent Variable Models 
 
Probabilistic latent variable models were firstly used to address pose-mismatch face 
recognition by Prince and colleagues [16, 100, 196]. These include the formulation 
of tied factor analysis [196] and of tied probabilistic linear discriminant analysis [16]. 
The two methods generalize the “original” factor analysis and probabilistic linear 
discriminant analysis by introducing pose-specific generative transformations on the 
single latent identity space. More explicitly, the tied factor analysis (tied FA) can be 
described as  
 
xijk = k + Fkhi + ijk  ,                                                                 (6.2) 
 
while the tied probabilistic linear discriminant analysis (tied PLDA) can be expressed 
as 
 
xijk = k + Fkhi + Gkwijk + ijk  .                                                   (6.3) 
 
The term xijk represents the j-th observation of class i in pose k. Associated to pose k 
are the mean k, the bases Fk and Gk, and the diagonal covariance matrix k. Figure 
6.2 illustrates data generation process of tied FA and tied PLDA. As can be seen from 
the figure, data points of an individual are generated from the same point in the latent 
identity space regardless the poses those data points fall into. 
 
Tied FA and tied PLDA models can be trained using the EM algorithm [16, 100, 196, 
205]. In the following discussion, only training algorithm of the tied PDLA will be 
described. The training algorithm of the tied FA can be derived in a similar manner. 
The EM algorithm executes two training steps iteratively. In the expectation step, the 
expected values of latent variables hi and wijk are calculated for each individual i 
using data of the individual from all poses xij. In the maximization step, model 
parameters Fk, Gk, and k are optimized for each pose k using data of the pose from 
all individuals xk. These steps are repeated until convergence in reached. 
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Figure 6.2: Data generation process of tied FA and tied PLDA. Face images of an individual are 
generated from the same point in the latent identity space. For clarity, the intra-class distributions of 
the tied PLDA are not shown. 
 
The training algorithm of the tied PDLA can then be summarized as follows: 
 
(i) For each pose k 
Compute k = (1/Nk)ij xijk where Nk is the number of training samples 
in pose k 
Initialize Fk, Gk , and k.  
(ii) Repeat until converged: 
E-step: Compute E(zijk) and E(zijkzijk
T
), zijk = [hi
T
 wijk
T
]
T
, for each 
training sample xijk, given the current parameters . 
M-step: Compute the new Fk, Gk, and k using values obtained 
from the E-step. 
 
The new Fk, Gk, and k are obtained using the following equations: 
 
[Fk new Gk new] = (ij (xijk – k) E(zijk)
T
)(ij E(zijkzijk
T
))
–1
                                           (6.4) 
 
k new = (1/Nk)diag{ij {(xijk – k)(xijk – k)
T
 – [Fk new Gk new]E(zijk)(xijk – k)
T
}}.   (6.5) 
 
The expectations E(zijk) and E(zijkzijk
T
) are extracted from the results of (2.9) and 
(2.10) but now the generative equations become 
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,              (6.6) 
 
 
 
 
 
 
It is important to mention that in this chapter, training sets are different from the 
galleries. To construct classification models during the offline phase, training sets 
need to contain images of different poses for each individual in the sets. Models 
constructed from these sets are assumed to generalize well to individuals enrolled in 
the galleries whose faces are only available in frontal pose. It is therefore clear that 
the constructed models are class-independent. For this reason, the heteroscedastic 
PLDA proposed in Chapter 5 is not applicable for pose-mismatch face recognition.  
 
6.4 Framework of the Proposed System 
 
Figure 6.3 shows framework of pose-mismatch face recognition conducted in this 
chapter. The framework consists of two processing modules, the front-end and the 
classifier. The front-end is used to localize faces, estimate head poses, extract 
features, and group the features according to the estimated poses. In this chapter, the 
front-end developed in Chapter 4 (the combination of Viola-Jones face detectors and 
the gradually trained cascaded regression model) is used to achieve this purpose. The 
classifier matches probe data to samples of frontal pose to infer subject identities. 
Note that probe data are assumed to be non-frontal (i.e. profile or half profile). To 
compute matching scores, the classifier employs classification models, eigen light-
fields and probabilistic latent variable models in this case, constructed in the training 
stage. The rest of this section describes an efficient way of constructing PLDA 
models using a large amount of sample data. 
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Figure 6.3: Framework of the proposed system. 
 
6.4.1 Scalable method for PLDA 
 
When numerous samples are used to train PLDA models, matrix A becomes very 
large (see Equations 2.9 and 2.10) and the computation of (I + AT' –1A)–1 is very 
demanding. Fortunately, the term (I + AT' –1A) has considerable structure that can 
be exploited to perform block matrix inversion. In this subsection, a scalable method 
of tied PLDA is briefly described. The idea is to employ useful formulas of matrix 
algebra such that (I + AT' –1A)–1 can be computed quickly and efficiently. The use 
of block matrix inversion for a more efficiently computed PLDA has been briefly 
mentioned in [206]. The scalable method for PLDA has been thoroughly discussed in 
[207]. Another derivation of the scalable method which makes use of tensor 
formulation is presented in [210]. 
 
To start the scalable formulation, A and ' are written in generic forms as 
 
 
 
 
 
                           
 
 
 
 
 
 
 
(6.7) 
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N11 
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Probe video 
Pose 1 
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2 
2 
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respectively. Accordingly, the term (I + AT' –1A) can be written as 
 
 
 
 
 
 
 
 
 
 
 
 
(6.8) 
 
 
Note that the above matrix is partitioned into four blocks. The bottom-left block is 
actually the transpose of the top-right block. By applying the Schur’s lemma: 
 
 
(6.9) 
 
 
 
to the partitioned matrix and defining several terms as follows 
 
Bij = Fi
Ti
–1
Gij (Gij
Ti
–1
Gij + I)
–1
,                                                                       (6.10)  
Aij = Fi
Ti
–1
Fi  – Bij  Gij 
Ti
–1
Fi ,                                                                         (6.11) 
P = (I + ij NijAij)
–1
,                                                                                            (6.12) 
Qij = –P Bij ,                                                                                                        (6.13) 
Sij, mn = – Qij 
T
Bmn ,                                                                                             (6.14) 
 
the inverse of (I + AT' –1A) is yielded as 
 
  
A     B 
C     D 
–1 
= 
(A – BD–1C)–1 
–D–1C(A – BD–1C)–1 
 
D
–1
 + D
–1
C(A – BD–1C)–1 BD–1 
 
–(A – BD–1C)–1BD–1 
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. 
 
 
 
 
 
(6.15) 
 
where GGij =  Gij
Ti
–1
Gij . 
 
As can be observed from the above procedure, (I + AT' –1A)–1 can be obtained by 
computing (Fi
Ti
–1
Gij), (Gij
Ti
–1
Gij + I)
–1
, Bij , (Fi
Ti
–1
Fi), Aij , P, Qij , and Sij, mn for all 
i, ij, and (ij, mn). The sizes of all these matrix terms correspond to the dimension of 
the latent variables which are normally low. The matrices can thus be computed 
quickly and efficiently. 
 
6.4.2 Computation of expectation values 
 
Recall that in the training of the PLDA, expectation values are obtained by 
computing (I + A
T' –1A)–1AT' –1(x' – '). Following notations in the previous 
subsection, (x' – ') and AT' –1(x' – ') can be written as  
 
 
 
 
 
 
 
(6.16) 
 
 
 
 
 
 
 
 
and 
T
 
T
 
T
 
T
 
N11 
N12 
N21 
N22 
N11 
N12 
N21 
N22 
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respectively. By multiplying (I + A
T' –1A)–1 and AT' –1(x' – ') and defining 
  
U  = ijk Fi
Ti
–1
(xijk – i) ,                                                                               (6.17) 
Vijk = Gij
Ti
–1
(xijk – i) ,                                                                                  (6.18) 
Wij = Qij 
T
U + mn (Sij, mn k Vmnk),                                                                  (6.19) 
 
the expectation values can be obtained as 
 
E(h) = P U + ij (Qij k Vijk)                                                                            (6.20) 
E(wijk) = Wij + (GGij + I)
–1 
Vijk                                                                       (6.21) 
 
 
6.4.3 Computation of log-likelihoods 
 
To obtain Gx'[', AAT + '] in the recognition stage, the power term of the normal 
distribution 
1
2
(x' – ')T(AAT + ')–1(x' – ') is computed as  
 
1
2
(x' – ')T'–1(x' – ') –  
1
2
((x' – ')T'–1A)(I + AT' –1A)–1(AT'–1(x' – '))   (6.22) 
 
which is the result of the Woodbury matrix identity. Similar to the computation of 
expectation values in the previous subsection, the second term of (6.22) can be 
obtained as 
 
U 
T 
P U  + ij U
  T
Qij (k Vijk
 
) + ij (k Vijk
T
 )Rij U  + ij, mn (k Vijk
T
 )Sij, mn(k Vmnk
 
). 
(6.23) 
 
The determinant |AA
T
 + '| of the normal distribution is equal to  
 
|'||(I + AT' –1A)|.                                                    (6.24) 
 
Since ' is block-diagonal, |'| can be easily obtained by multiplying the 
determinants of block entries: 
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|'| = ij|i|
Nij                                                          (6.25) 
 
The determinant |(I + AT' –1A) | can be computed by applying the determinant 
formula  
 
 
(6.26) 
 
to the partitioned matrix (6.8) to yield  
 
|(I + AT' –1A)| = |I + ij NijAij|ij|(Gij
Ti
–1
Gij + I)
–1
|
 Nij .                 (6.27) 
 
The determinant |AA
T
 + '| can thus be computed as  
 
ij|i|
Nij|I + ij NijAij|ij |(Gij
Ti
–1
Gij + I)
–1
|
 Nij .                        (6.28) 
 
It is also safer to compute the log-determinant without first computing the 
determinant itself. The log |AA
T
 + '| can be expressed as  
 
ij Nij logdet(i) + logdet(I + ij NijAij) + ij Nij logdet((Gij
Ti
–1
Gij + I)
–1
).     (6.29) 
 
To avoid overflow, the function “logdet” can be implemented by summing up 
logarithmic values instead of taking the logarithm of multiplication results.  
  
A     B 
C     D 
det( ) = det(A – BD–1C) det(D)  
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6.5 Experiments 
 
In this section, eigen light-fields and probabilistic latent variable models are used to 
conduct experiments of pose-mismatch face recognition. The aim is to compare the 
classification models as well as the fusion of multiple classifiers and the fusion 
across multiple images. 
 
6.5.1 Database for evaluation 
 
Pose-mismatch face recognition methods are compared in this chapter using the 
VidTIMIT [200] + UMIST [208] databases and the FERET database [209]. The latter 
two databases are briefly described in this subsection. 
 
The UMIST database contains 20 individuals each of whom appears in various poses 
ranging from profile to frontal views. Faces are captured as grey-scale images with a 
resolution of approximately 220220. Eighteen individuals from the UMIST 
database are merged with the VidTIMIT database to obtain 61 individuals for 
conducting experiments. From the merged data, three pairs of training and test sets 
are constructed. The training sets contain 10 individuals from the UMIST database 
and 24 individuals from the VIDTIMIT database (randomly selected). The test sets 
contain the remaining 8 individuals from the UMIST database and the remaining 19 
individuals from the VIDTIMIT database. 
 
The FERET database contains 1199 individuals captured within 256384 images. 
Each individual appear in 7 pose categories. These categories are frontal (fa/0), 
quarter left (ql/–22.5), quarter right (qr/22.5), half profile left (hl/–67.5), half 
profile right (hr/67.5), profile left (pl/–90), and profile right (pr/90). Among the 7 
images of each individual, three (ql/–22.5, fa/0, qr/22.5) are classified as “frontal”, 
two (hl/–67.5, hr/67.5) are classified as “half profile”, and the other two (pl/–90, 
pr/90) are classified as “profile”. Note that faces facing to the left direction (ql, hl, 
and pl) are flipped horizontally. From the 1199 individuals, 319 are selected to 
conduct experiments. Three pairs of training and test sets are constructed from the 
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selected data. The training sets contain 219 individuals (randomly selected) and the 
test sets contain the remaining 100 individuals. Images of these 100 individuals are 
divided further into enrolment samples and probe data. Note that the FERET 
database is actually not a video database. However, it still provides information 
which is relevant for comparison to the other employed databases.   
 
6.5.2 Experiments of the VidTIMIT + UMIST dataset 
 
In this subsection, pose-mismatch face recognition methods are evaluated using the 
VidTIMIT + UMIST databases. Note that the individuals used for testing are 
completely different from those used for training. The test data are divided into 
samples and probe data. The samples in this case consist of “frontal” images while 
the probe data consist of “half profile” and “profile” images. 
 
To detect faces, facial landmarks, and head poses from face images, the front-end 
developed in Chapter 4 is employed. Based on the detected poses, faces are classified 
into frontal, half-profile, and profile, which are defined as 0 – 20, 20 – 50, and 50 
– 90 of left-right rotation respectively. Note that faces facing to the left direction are 
flipped horizontally. Before appearance features are extracted, faces are aligned and 
cropped using the procedure described in Subsection 5.2.1. The cropped faces are 
resized into 5151 ROIs whose intensity values are concatenated to form feature 
vectors of 2601 elements. 
 
Figure 6.4 shows recognition results of “half profile” faces using “frontal” faces as 
samples. Matching scores are computed using the three computation methods 
explained in Subsection 5.2.2. As can be seen from the figure, the tied PLDA is the 
best performer, the PLDA the second best; the eigen light-fields appear to be the 
worst performer. Figure 6.5 shows recognition results of “profile” faces using 
“frontal” faces as samples. Similar to the previous results, the tied PLDA and the 
PLDA appear to be the top performers, with eigen light-fields again the worst 
performer. Recognition rates of the half profile and profile faces reach 58.14% and 
27.50% respectively. These recognition rates, however, are rather low. As shown in 
the following experiments, this performance can be improved by applying a piece-
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wise triangular warp in place of similarity transforms for normalization of face 
images. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.4: Recognition results of half profile faces using frontal faces as samples. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.5: Recognition results of profile faces using frontal faces as samples. 
 
 
One shortcoming of face normalization using similarity transforms is that the 
resulting correspondences of facial parts between face images are often poor. With 
such poor correspondences, pose-mismatch face recognition algorithms fail to 
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achieve optimal performance. In the next experiments, a piece-wise triangular warp 
is employed to register faces to a reference shape. Point distribution models (PDMs) 
are built to facilitate the registration. A point distribution model is a set of shape 
vectors: a mean vector S0 and a number of eigen vectors S1, S2, ... , SN, that is 
analogous to the eigen faces except that the vectors here represent shapes. Three 
PDMs are constructed for frontal, half profile, and profile faces respectively. The 
construction is performed using the procedure employed by active shape models [71] 
and training images collected from the Internet. In this thesis, point distribution 
models are used to generate facial meshes from coordinates of a number of facial 
landmarks. 
 
Figure 6.6 shows facial meshes generated using PDMs from coordinates returned by 
cascaded regression models (see Chapter 4). Note that these coordinates correspond 
to some vertices of the meshes thus they fill up some entries in shape vectors defined 
by the PDMs. If S denotes the partially filled shape vector, the facial mesh can be 
obtained by solving P̃c = S̃ − S̃0 where P̃, S̃, and S̃0 are obtained from [S1 S2 ...  SN], S, 
and S0 respectively by discarding rows which correspond to unfilled entries in S. The 
equation P̃c = S̃ − S̃0 is in fact similar to (6.1) and can be solved using the linear least 
square projection. Once the coefficients c are obtained, the mesh can be generated as 
S0 + [S1 S2 ...  SN]c. Piece-wise triangular warp is finally applied to face images and 
facial meshes to produce faces that are registered to the mean shape (Figure 6.6). 
Compared to similarity transforms, the piece-wise triangular warp produces better 
correspondences of facial parts, at the cost of losing facial shape information. 
 
Figure 6.7 and Figure 6.8 show results of experiments when a piece-wise triangular 
warp is used for face normalization. Compared to previous results, recognition 
reaches much higher recognition rates:  94.46 ± 0.71% vs 58.14% and 70.95 ± 2.68% 
vs 27.50% for half-profile and profile faces respectively. The best performance is 
demonstrated by tied FA. The tied PLDA and the PLDA are no longer the top 
performers. These two methods reach recognition rates of (88.81 ± 2.40%, 48.10 ± 
6.79%) and (85.67 ± 1.47%, 51.38 ± 11.87%) respectively (for half profile and 
profile faces respectively). The eigen light-fields continue to be the worst performer. 
Matching to the nearest sample has become the best method to compute matching 
scores. Although tied FA becomes the best individual classifier in this dataset, it is 
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not necessarily true for experiments on other datasets (as shown in experiments with 
the FERET database).  Thus, tied FA in this case has simply better captured statistical 
property than other classifiers for this particular dataset. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.6: Facial meshes generated using PDMs based on coordinates of a number of facial 
landmarks. The meshes facilitate the warp of face images to reference shapes. 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.7: Recognition results of half profile faces using frontal faces as samples when the faces are 
normalized using a piece-wise triangular warp. 
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Figure 6.8: Recognition results of profile faces using frontal faces as samples when the faces are 
normalized using piece-wise triangular warp. 
 
 
To obtain more elaborate results, the number of successfully recognized images 
(under peak performance) is also inspected for each individual. For recognition of 
half profile faces, all the 27 individuals have more than 50% of their face images 
correctly recognized. The percentages of successfully recognized images per 
individual vary from 66.67% to 100%. For recognition of profile faces, 20 of the 30 
individuals have more than 50% of their face images correctly recognized. The 
highest percentage of successfully recognized images per individual is 100%. The 
other 7 individuals have less than 50% of their face images correctly recognized. The 
lowest percentage of successfully recognized images per individual is 13.03%.  
  
In [16, 100, 196], high recognition rates have been achieved by fusing matching 
scores across different local areas. Inspired by this idea, the following experiments 
investigate the possibility of improving performance by fusing matching scores from 
different classifiers: PLDA, tied FA, and tied PLDA. As a requirement for the fusion 
to be successful is the fused classifiers are not redundant. The fact that tied FA 
outperforms tied PLDA in experiments of this subsection but the way around in [16] 
suggests that each model owns perspectives that are not captured by the other model.  
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The three classifiers also impose different conditions in modeling data distributions. 
The PLDA treats face images as separate observations irrespective of their poses. 
The tied FA and the tied PLDA on the other hand expect face images of different 
poses to be correlated and learn the joint distributions of such images. These two 
latter classifiers also differ from each other in how they model intra-class 
distributions. The tied FA makes use of diagonal covariance matrices for the 
distributions while the tied PLDA make use of low rank covariance matrices. Given 
that face appearances vary greatly with pose changes, it is likely that a model of 
intra-class distribution is optimal only for some parts of the observations. In this 
thesis, it is conjectured that the PLDA, the tied FA, and the tied PLDA capture 
statistical properties of data from different but complementary sides. Fusion of these 
classifiers is therefore expected to improve recognition performance. In the literature, 
fusion of multiple classifiers has been effectively applied to face recognition in [148] 
and to face verification in [211]. 
 
Four combinations of classifiers are tested and the product rule is employed to fuse 
matching scores (likelihoods) from individual classifiers. Figure 6.9 shows 
recognition results of half profile faces using individual classification models as well 
as their fusion. Matching to the nearest sample is used to compute matching scores 
since this has demonstrated the best performance in previous experiments. As can be 
seen from the figure, all fusion cases have better performance than the corresponding 
individual models, thus showing the finding that the fused models are indeed 
complementary. The highest recognition rate is achieved by the combination of the 
three classification models (95.57 ± 1.36%). The second highest recognition rate is 
achieved by the combination of the tied FA and the tied PLDA, which are actually 
the best two individual models (95.25 ± 1.93%). Compared to recognition using 
individual classification models, peak performance increases from 94.46 ± 0.71% to 
95.57 ± 1.36%. 
 
For recognition of profile faces (Figure 6.10), fusion outperforms individual 
classification models only when it combines the PLDA and the tied PLDA. When the 
fusion combines the tied FA (the best classification model) and other classification 
models, it hardly outperforms the individual models or even degrades the 
performance. These results therefore highlight the second requirement for a fusion to 
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be effective: The fused classifiers should have similar individual performance (as is 
the case with the PLDA and the tied PLDA). When there is too much discrepancy 
between the fused classifiers, the gain obtained from the fusion is not enough to 
compensate the discrepancy between the classifiers. Figure 6.10 shows that the best 
fusion case corresponds to the combination of the three classification models. This 
combination reaches peak performance of 72.13 ± 8.49%. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.9: Recognition results of half profile faces using individual classification models as well as 
their fusion. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.10: Recognition results of profile faces using individual classification models as well as their 
fusion. 
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6.5.3 Experiments on the FERET database 
 
In this subsection, the FERET database [209] is used to evaluate pose-mismatch face 
recognition methods. To extract appearance features, faces are segmented from the 
background using an iterative graph-cuts procedure. The segmented faces are 
registered to standard templates and placed against a mid-gray background. The 
registration is performed using a piece-wise linear warp based on 21 manually 
annotated facial landmarks. Following the registration, faces are cropped and resized 
into 7070 ROIs whose RGB values are concatenated to form feature vectors of 
14700 elements. 
 
Figure 6.11 shows the recognition results of “half profile” faces using “frontal” faces 
as samples. The tied PLDA has become the best performer with peak recognition rate 
of 81.50 ± 6.61%. The tied FA and the PLDA become the second and the third best 
performer respectively (demonstrating recognition rates of 73.67 ± 10.68% and 68.83 
± 2.47% respectively). These results are thus different from experiments on the 
VidTIMIT + UMIST databases where tied FA becomes the best performer followed 
by tied PLDA and PLDA. 
 
Figure 6.12 shows recognition results of “profile” faces using frontal faces as 
samples. Similar to previous results, the tied PLDA, the tied FA, and the PLDA have 
become the best, the second best, and the third best performers respectively. The tied 
PLDA achieves peak recognition rate of 55.50 ± 5.20%. The tied FA and the PLDA 
achieve peak recognition rates of 54.50 ± 6.93% and 50.17 ± 8.28% respectively. 
These results are again different from experiments on the VidTIMIT + UMIST 
databases where the tied FA, the tied PLDA, and the PLDA become the best, the 
second best, and the third best performers respectively. Regarding computation of 
matching scores, matching to the mean of samples has generally been superior to the 
other computation methods of matching scores. 
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Figure 6.11: Recognition results of half profile faces using frontal faces as samples on the FERET 
database. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.12: Recognition results of profile faces using frontal faces as samples on the FERET 
database. 
 
The next experiments evaluate fusion of different classifiers for pose-mismatch face 
recognition. Again, four combinations of classifiers are tested and the product rule is 
used to fuse matching scores (likelihoods) from individual classifiers. Figure 6.13 
shows recognition results of half profile faces using three individual classification 
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models as well as their fusion. Matching to the mean of samples is used to compute 
matching scores since it has demonstrated the best performance in previous 
experiments. As can be seen from the figure, all fusion cases give better performance 
than the corresponding individual models. The highest recognition rate is achieved 
by the combination of the three classification models (86.17 ± 3.82%). Figure 6.14 
shows similar situations for recognition of profile faces. All fusion cases have better 
peak performance than the corresponding individual models, with the combination of 
the three models becoming the best performer (63.00 ± 5.66%). These results again 
highlight the finding that the tested classification models are complementary. It 
should also be noted that the three individual models have similar performance, 
explaining why the fusion is effective. Compared to recognition using individual 
classification models, the fusion increases peak recognition rates from 81.50 ± 6.61% 
to 86.17 ± 3.82% for recognition of half profile faces and from 55.50 ± 5.20% to 
63.50 ± 5.66% for recognition of profile faces.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.13: Recognition results of half profile faces on the FERET database using individual 
classification models as well as their fusion. 
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Figure 6.14: Recognition results of profile faces on the FERET database using individual 
classification models as well as their fusion. 
 
From experiments on the VidTIMIT + UMIST databases as well as on the FERET 
database, it can be concluded that fusion of different classifiers effectively improves 
pose-mismatch face recognition. The combinations of classifiers, however, perform 
differently on different datasets. It appears that when the fused classifiers differ only 
slightly in performance, the fused classifiers have better performance than the 
individual classifiers. To choose the most optimal combination of classifiers for a 
particular deployment, the fusion can be tested on a validation data before it is 
employed in the real task. Another possibility is simply fusing the three classification 
models altogether. It has been observed that fusion of the three models outperform 
the three individual classifiers most of the time. 
 
6.5.4 Fusion across multiple images 
 
In this subsection, experiments are conducted to evaluate fusion across multiple 
images. Matching scores obtained from probabilistic latent variable models and their 
combinations are fused using the three methods described in Subsection 5.4.4: voting, 
product rule, and sum rule. Matching scores obtained from eigen light-fields are 
fused using voting, minimum of pair-wise distances (min rule), and sum of pair-wise 
distances. Suppose that sample light-fields of person i are denoted as xi and probe 
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light-fields are denoted as x
p
 , the minimum of pair-wise distances can be expressed 
as 
 
S(x
p
, xi) = minjk  d(x
p
k, xij) .                                                 (6.30) 
 
Similarly, the sum of pair-wise distances can be written as 
 
S(x
p
, xi) = jk  d(x
p
k, xij) .                                                     (6.31) 
 
Function d(., .) in the above equations computes Euclidean distances between the 
projected light-fields. Note that only values corresponding to the frontal pose are 
available in each xij and only values corresponding to the frontal pose are missing in 
each x
p
k. 
 
Table 6.1: Results of fusion on the VidTIMIT + UMIST dataset for recognition of half profile faces. 
Classification Model Fusion Method Recognition Rate 
Eigen Light-fields Voting 72.84 ± 9.32 
Min of p.w. distances 71.60 ± 7.71 
Sum of p.w. distances  70.37 ± 7.41 
PLDA Voting 85.19 ± 3.71 
Product rule 86.42 ± 2.14 
Sum rule 83.95 ± 5.66 
Tied FA Voting 97.53 ± 4.28 
Product rule 98.77 ± 2.14 
Sum rule 97.53 ± 4.28 
Tied PLDA Voting 95.06 ± 2.14 
Product rule 95.06 ± 2.14 
Sum rule 88.89 ± 6.41 
Tied FA + PLDA Voting 98.77 ± 2.14 
Product rule 98.77 ± 2.14 
Sum rule 95.06 ± 5.66 
Tied FA + Tied PLDA Voting 97.53 ± 2.14 
Product rule 98.77 ± 2.14 
Sum rule 97.53 ± 2.14 
PLDA + Tied PLDA Voting 96.30 ± 0.00 
Product rule 95.06 ± 2.14 
Sum rule 90.13 ± 5.66 
Tied FA + PLDA + Tied PLDA Voting 98.77 ± 2.14 
Product rule 97.53 ± 2.14 
Sum rule 93.83 ± 7.71 
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Table 6.2: Results of fusion on the VidTIMIT + UMIST dataset for recognition of profile faces. 
Classification Model Fusion Method Recognition Rate 
Eigen Light-fields Voting 48.15 ± 3.71 
Min of p.w. distances 53.09 ± 8.55 
Sum of p.w. distances  50.62 ± 4.28 
Tied FA Voting 55.56 ± 9.80 
Product rule 58.02 ± 13.01 
Sum rule 54.32 ± 4.28 
PLDA Voting 77.78 ± 9.80 
Product rule 79.01 ± 8.56 
Sum rule 75.31 ± 5.66 
Tied PLDA Voting 62.96 ± 11.11 
Product rule 62.96 ± 9.79 
Sum rule 59.26 ± 7.41 
Tied FA + PLDA Voting 79.01 ± 11.31 
Product rule 81.48 ± 11.11 
Sum rule 75.31 ± 7.71 
Tied FA + Tied PLDA Voting 72.84 ± 9.32 
Product rule 70.37 ± 9.80 
Sum rule 75.31 ± 5.66 
PLDA + Tied PLDA Voting 59.26 ± 12.83 
Product rule 62.96 ± 12.83 
Sum rule 69.13 ± 8.55 
Tied FA + PLDA + Tied PLDA Voting 75.31 ± 10.69 
Product rule 79.01 ± 11.31 
Sum rule 79.01 ± 7.71 
 
 
 
Table 6.1 and 6.2 show results of the fusion on the VidTIMIT + UMIST dataset. 
Probabilistic latent variable models are trained to include 42 basis vectors and 
matching to the nearest sample is used to compute matching scores of individual 
images. For recognition of half profile faces (Table 6.1), fusion across multiple 
images has given better peak performance than using a single still image (98.77 ± 
2.14% vs 95.57 ± 1.36%, see Subsection 6.5.2). The best recognition rate is achieved 
when tied FA or combinations of tied FA and other classifiers are employed together 
with the product rule. Note that tied FA seems to be dominant whenever it is 
combined with other classifiers. This can be seen from the performance of the 
combined classifiers that is identical to the performance of the tied FA alone. For 
recognition of profile faces (Table 6.2), fusion across multiple images has also given 
better peak performance than using a single still image (81.48 ± 11.11% vs 72.13 ± 
8.49%, see Subsection 6.5.2). The best performance is achieved by the combination 
of tied FA and PLDA coupled with the product rule. 
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Table 6.3: Results of fusion on the FERET database for recognition of half profile faces. 
Classification Model Fusion Method Recognition Rate 
Tied FA 
Product rule 74.33 ± 6.66 
Sum rule 66.33 ± 5.51 
PLDA 
Product rule 79.00 ± 11.53 
Sum rule 68.00 ± 15.10 
Tied PLDA 
Product rule 81.67 ± 4.93 
Sum rule 75.00 ± 11.36 
Tied FA + PLDA 
Product rule 88.67 ± 3.79 
Sum rule 78.67 ± 11.02 
Tied FA + Tied PLDA 
Product rule 88.33 ± 4.04 
Sum rule 77.00 ± 11.79 
PLDA + Tied PLDA 
Product rule 89.00 ± 1.00 
Sum rule 76.33 ± 6.35 
Tied FA + PLDA + Tied PLDA 
Product rule 91.33 ± 3.21 
Sum rule 83.00 ± 7.21 
 
Table 6.4: Results of fusion on the FERET database for recognition of profile faces. 
Classification Model Fusion Method Recognition Rate 
Tied FA 
Product rule 41.50 ± 12.02 
Sum rule 38.00 ± 5.66 
PLDA 
Product rule 50.00 ± 18.38 
Sum rule 45.00 ± 16.97 
Tied PLDA 
Product rule 54.50 ± 6.36 
Sum rule 44.50 ± 4.95 
Tied FA + PLDA 
Product rule 55.50 ± 6.36 
Sum rule 53.00 ± 8.49 
Tied FA + Tied PLDA 
Product rule 61.50 ± 9.19 
Sum rule 54.00 ± 12.73 
PLDA + Tied PLDA 
Product rule 60.50 ± 4.95 
Sum rule 53.00 ± 5.66 
Tied FA + PLDA + Tied PLDA 
Product rule 64.50 ± 3.54 
Sum rule 57.00 ± 12.73 
 
 
 
Table 6.3 and 6.4 show results of the fusion on the FERET database. Compared to 
recognition using a single still image (see Subsection 6.5.3), fusion across multiple 
images has given better peak performance: 91.33 ± 3.21% vs 86.17 ± 3.82% and 
64.50 ± 3.54% vs 63.50 ± 5.66% for half profile and profile faces respectively. The 
best recognition rate is achieved when the product rule is applied to matching scores 
obtained from the combination of the three classification models. The product rule 
has also been shown to outperform the sum rule. Voting is not tested on this database 
since there are only two probe images for each individual.  
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The improved performance given by fusion across multiple frames on the VidTIMIT 
+ UMIST and the FERET datasets highlights the advantages of using video over 
single still images. The multiple observations available in videos provide additional 
information which can be employed to solve ambiguity in recognition. 
 
6.6 Chapter Summary 
 
This chapter investigates the application of eigen light-fields and probabilistic latent 
variable models in pose-mismatch face recognition using video. Samples of frontal 
pose are used to recognize probe images of non-frontal pose. Three probabilistic 
latent variable models are compared: tied factor analysis, PLDA, and tied PLDA. 
The chapter also investigates fusion of multiple classifiers. Different combinations of 
PLDA models are tested using the product rule to fuse matching scores given by the 
models. 
 
Experiments are conducted on two datasets: the VidTIMIT + UMIST dataset and the 
FERET database. Among the evaluated models, eigen light-fields have performed 
worst. There is, however, no one superior model in all experiments. Fusion of 
classifiers gives better recognition performance than individual classifiers. For the 
VidTIMIT + UMIST dataset, the peak performance increases from 94.46 ± 0.71% to 
95.57 ± 1.36% for recognition of half profile faces. For the FERET dataset, the peak 
performance increases from 81.50 ± 6.61% to 86.17 ± 3.82% and for recognition of 
half profile faces and from 55.50 ± 5.20% to 63.50 ± 5.66% for recognition of profile 
faces. These results thus suggest that different probabilistic latent variable models 
capture statistical relationships from different but complementary sides. The optimal 
combination seems to vary from dataset to dataset. When performance of the fused 
classifiers only differs only slightly, the fusion seems to give improvement over 
individual classifiers. 
 
To employ multiple probe images during the recognition, fusion has also been 
applied across multiple images. Experiments have shown that fusion gives a better 
performance than using a single still image. For the VidTIMIT + UMIST dataset, the 
peak performance increases from 95.57 ± 1.36% to 98.77 ± 2.14% and from 72.13 ± 
8.49% to 81.48 ± 11.11% for recognition of half profile and profile faces respectively. 
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For the FERET database, the peak performance increases from 86.17 ± 3.82% to 
91.33 ± 3.21% and from 63.50 ± 5.66% to 64.50 ± 3.54% for recognition of half 
profile and profile faces respectively. The product rule also demonstrates better 
performance than the other fusion methods. 
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7. Conclusions and Future Work 
 
7.1 Summary of Contributions 
 
Despite several decades of continuous research, automatic face recognition continues 
to be a challenging problem. While systems such as SmartGate have achieved 
impressive progress, recognition under less controlled environments still remains 
problematic. Among the many factors which need to be handled in such 
environments, pose variation is encountered frequently. This variation causes issues 
at different stages of recognition including the detection of facial landmarks and head 
poses and the classification of the extracted features. 
 
To achieve improved performance in uncontrolled environments, video has been 
employed in face recognition. The aim is to employ rich information, specifically, the 
multiple observations and temporal coherence. Different methods have been 
proposed in the literature to make effective use of such information. Nevertheless, 
more effort is required since the current advance does not yet reach the desired level. 
 
In an attempt to propose solutions toward pose-robust face recognition using video, 
this thesis has examined three issues: 
 
(i) Development of a front-end which is capable of detecting faces, facial 
landmarks, and head poses across large pose variations; 
(ii) Analysis and comparison of the application of probabilistic linear discriminant 
analysis in the recognition of faces with varying pose in video;  
(iii) Analysis and comparison of classifiers as well as fusion of multiple classifiers in 
pose-mismatch face recognition using video.  
 
The major original contributions resulting from this work are summarized as follows: 
 
(i) In Chapter 4, cascaded shape regression was employed to localize facial 
landmarks across large pose variations. As faces get further from frontal, some 
facial landmarks might be occluded by other parts of the faces. Locations of 
such landmarks are estimated during the training using POSIT algorithm and a 
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generic 3D face model. It is then shown that a single cascaded regression model 
is able to anticipate the full range of left-right rotation (-90 to 90). Localization 
of facial landmarks can therefore be performed without relying on pose 
information. In experiments conducted using the AFLW database, the model 
reaches 84.78% and 73.38% of successfully localized landmarks for  = 0.15 
when ground-truth and automatically detected ROIs are employed respectively. 
 
(ii) In Chapter 4, the cascaded shape regression has also been used to estimate head 
poses simultaneously with localization of facial landmarks. The idea is 
motivated by the finding that a single cascaded regression model works across 
the full range of left-right rotation (-90 to 90). To construct cascaded 
regression models which predict head poses, pose information is appended to 
shape vectors during the training. Experiments on the AFLW database have 
shown that the method is able to estimate head poses with 15.39 and 20.30 of 
estimation error when ground-truth and automatically detected ROIs are 
employed respectively. 
 
(iii) A gradual training is proposed for the cascaded shape regression in Chapter 4. 
This training strategy is motivated by an observation that the long cascade of 
regressors changes facial shapes significantly only at the early stages of fitting. 
The majority of later regressors do not change facial shapes noticeably. It is 
therefore imperative to distribute shape increments more equally across the 
cascade. This is done by placing intermediate targets (i.e. weighted averages of 
initial and final shapes) along the cascade during the training. The gradual 
training then trains every regressor using the next closest intermediate targets 
instead of the final shapes. Experiments on the AFLW database have shown that 
the proposed training method produces models which are less variant to 
variations of initial shapes. As a result, shapes fitted by the gradually trained 
models are better clustered and less affected by the choice of clustering 
parameters. The gradually trained models increase the number of successfully 
localized facial landmarks from 73.38  5.27% to 79.90  4.43% for  = 0.15 
and decrease the mean of head pose estimation errors from 20.30 to 17.75. 
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(iv) In Chapter 5, variants of PLDA are compared in the recognition of faces with 
varying poses in video. PLDA is a recently proposed discriminative modeling 
of feature distributions that has been successfully applied to image-based face 
recognition. Apart from the standard PLDA, a variant called heteroscedastic 
PLDA is formulated in this thesis. While the standard PLDA employs a single 
global intra-class covariance matrix, the heteroscedastic PLDA allows each 
class to have its own intra-class covariance matrix. The experiments show that 
the heterogeneous modeling is more effective when more variations appear in 
the examined data. In view-based recognition, the standard PLDA has 
generally shown better performance than the heteroscedastic PLDA. When data 
from multiple poses such as frontal and half profile are pooled together, the 
heteroscedastic PLDA outperforms the standard PLDA (96.26 ± 1.26% vs 
92.69 ± 1.23% for the VidTIMIT database, 87.68 ± 0.22% vs 77.15 ± 0.51% 
for the Honda UCSD database, and 89.12 ± 1.14% vs 88.84 ± 0.98% for the 
CMU MoBo database). 
 
(v) Fusion of multiple classifiers has been proposed in Chapter 6 to improve 
performance of pose-mismatch face recognition in video. Three probabilistic 
latent variable models are tested and combined: tied factor analysis, 
probabilistic linear discriminant analysis (PLDA), and tied PLDA. It is shown 
that fusion gives better performance than individual classifiers when the fused 
classifiers differ only slightly in performance. For the VidTIMIT + UMIST 
dataset, the peak performance increases from 94.46 ± 0.71% to 95.57 ± 1.36% 
for recognition of half profile faces. For the FERET dataset, the peak 
performance increases from 81.50 ± 6.61% to 86.17 ± 3.82% and from 55.50 ± 
5.20% to 63.50 ± 5.66% for recognition of half profile and profile faces 
respectively.  This therefore suggests that different probabilistic latent variable 
models capture statistical relationships from different but complementary sides. 
It has also been shown that the optimal combination varies from dataset to 
dataset. 
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(vii) To infer identities using video, fusion has also been applied to recognition 
results of multiple images in Chapter 5 and Chapter 6. A number of fusion 
methods are evaluated: voting, product rule, and sum rule for probabilistic 
latent variable models; and voting, min rule, and sum rule for eigen light-fields. 
The experiments show that fusion across multiple images gives better 
performance than employing a single still image. At the end of Chapter 5, 
PLDA is used to model clustered face images. To recognize faces using this 
approach, the sum rule is applied to matching scores of individual images to 
obtained clusters. Experiments on the CMU MoBo database demonstrate that 
the proposed method works as well as the state-of-the-art sparse approximated 
nearest point method (98.20 ± 0.78% vs 98.20 ± 1.56%). 
 
7.2 Limitations and Future Work 
 
This thesis investigates solutions towards face recognition in uncontrolled 
environments using video. Pose variations become the focus of the investigation. 
Although this is a major problem, other issues such as illumination, expressions, and 
inter-session variations also need to be addressed. Solutions to all these issues are 
required if face recognition systems are to be deployed in real-world scenarios. 
 
In Chapters 4, cascaded shape regression has been employed to localize facial 
landmarks and to estimate head poses. The main strength of this algorithm is its 
capability to handle large pose variations. In this thesis, however, the implementation 
still does not run in real time. Future research therefore needs to speed up the 
implementation using for example more efficient shape operations or even parallel 
processing.  
 
In Chapter 5 and Chapter 6, VidTIMIT, Honda UCSD, CMU MoBo, and UMIST 
databases are employed in the experiments. These databases contain fewer than 50 
people and thus are not classified as large-scale datasets. Experiments on larger 
datasets are needed to measure how far the technology can be applied in real worlds. 
In addition to this, the capability to reject impostors is also important. Even though it 
is out of the scope of this thesis, the importance of investigation on the acceptance-
rejection threshold for open-set identification and verification is worth noting. 
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In Chapter 6, pose-mismatch face recognition is addressed using methods which 
recover pose-invariant representations from the observations. In addition to this 
approach, methods which re-synthesize faces into the desired views also exist for the 
same recognition task. Future research needs to compare both approaches to obtain 
clues about their suitability in video-based face recognition. 
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Appendices 
 
A. Integral Images 
 
An interesting idea of the Viola-Jones algorithm is the use of “Haar-like” features. 
Figure A.1 shows different masks of the original set as well as the extended set of 
such features. To compute Haar-like features, the sum of pixels within the dark 
region is subtracted from the sum of pixels within the light region. 
 
“Haar-like” features can be computed extremely quickly. The key to this technique is 
the integral image [51]. The upright integral image iiu at location (x, y) contains the 
sum of pixels in the original image i above and to the left of (x, y) inclusive:  
 
iiu(x, y) = ∑ i(𝑥′, 𝑦′)𝑥′≤𝑥,𝑦′≤𝑦 .                                             (A.1) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A.1: Original set (a) and extended set (b) of Haar-like features of Viola-Jones detectors 
 
 
 
 
 
 
 
 
 
 
Figure A.2: Different types of integral images used to compute Haar-like features 
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This integral image can be derived from the original image in one pass using iiu(x, y) 
= iiu(x, y – 1) + iiu(x – 1, y) + i(x, y) – iiu(x – 1, y – 1) where iiu(–1, y) = 0 and iiu(x, –1) 
= 0. Similarly, the rotated integral image iir which is required to compute rotated 
features can be derived using iir(x, y) = iir(x – 1, y – 1) + iir(x + 1, y – 1) – iir(x, y – 2) 
+ i(x, y) + i(x, y – 1) where iir(–1, y), iir(x, –1) and iir(x, –2) = 0. Figure A.2 shows 
how the integral image is used to compute the sum of pixels within a rectangular 
region specified by 4 points. Note that the value at point 1 is the sum of the pixels in 
A; point 2 is the sum of the pixels within A + B; point 3 is the sum of the pixels 
within A + C; and point 4 is the sum of the pixels within A + B + C + D. The sum of 
the pixels in rectangle D can be computed as 4 + 1 – (2 + 3). 
 
B. Local Binary Patterns 
 
Local binary patterns (LBPs) [88] are among the most influencial appearance 
features in face recognition. These features are highly discriminative, 
computationally simple, and invariant to monotonic illumination changes. LBP codes 
are assigned to image pixels by evaluating local spatial patterns and gray scale 
contrast. Given a pixel of an image, the original LBP operator uses its value to 
threshold the 33 neighbors and treats the result as a binary number. The operator 
then returns one of 2
8
 = 256 possible codes to be assigned to the pixel. Figure B.1 
shows how an LBP code is calculated. To describe regions of an image, LBP 
histograms can be employed. An LBP histogram is defined as  
 
Hi = ∑ (   ( ,  )=i)𝑥,𝑦  , i = 0, 1, … , n – 1                                (B.1) 
 
where i corresponds to a bin of the histogram, the values 0, 1, … , n – 1 are LBP 
codes, LBP(x, y) is the LBP code of pixel (x, y), and  is the Kronecker delta 
function. 
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Figure B.1: LBP code computed from 33 neighbors 
 
 
 
 
 
 
 
 
 
 
Figure B.2: Different circular neighborhoods for LBP 
 
The LBP operator has been extended to use neighborhoods of different sizes. A 
circular neighborhood is normally used and bilinear interpolation is employed to 
obtain pixel values at non-integer coordinates (Figure B.2). This allows the use of 
any radius of neighborhood and any number of sampling points. To express different 
types of LBP operators, the notation LBPP, R is used. P in this notation refers to the 
number of sampling points and R refers to the radius of the neighborhood circle. 
 
Another extension to the original LBP operator is the so-called uniform patterns. A 
local binary pattern is called uniform if it contains at most two bitwise transitions (0 
to 1 or vice versa) when the bit pattern is traversed circularly. The patterns 
00000000, 01110000, and 11001111 are uniform since they contain 0, 2, and 2 
transitions respectively. The patterns 11001001 and 01010010 on the other hand are 
not uniform since they contain 4 and 6 transitions respectively. It has been observed 
that texture images consist of mostly uniform patterns. This leads to the idea to 
encode non-uniform patterns using fewer bits than the uniform ones. In fact, the 
Threshold Multiply 
LBP code = 1 + 4 + 16 + 32 = 53 
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standard method uses one single code for all non-uniform patterns and gives each 
uniform pattern a separate code. The more complete notation for LPB operators is 
then LBPP, R
u2
 where the superscript u2 indicates the application of the later 
extension. This extension may reduce the length of feature vectors and implements a 
simple rotation-invariant descriptor. 
 
Ahonen et al. [89] propose a method to recognize faces using local binary patterns. 
Face images are divided into local regions and an LBP histogram is constructed 
independently from each region. Local regions do not need to be rectangular. They 
do not necessarily have the same size or shapes nor have to cover the whole area of 
the image. It is also possible to have local regions which overlap each other. It should 
be noted that constructing histograms from regions can avoid a complete loss of 
spatial information. The histograms obtained are concatenated to form a single 
histogram descriptor of the face. This descriptor effectively contains three levels of 
locality: the LBP codes on pixel-level, the region based histograms on regional level, 
and the final histogram on global level. The histogram intersection, the log-
likelihood statistic, and the chi-square statistic have been proposed as dissimilarity 
measures for these histogram descriptors. When comparing histograms from regions 
of different sizes, it is important to first normalize the histograms: 
 
Ni = Hi  j = 0 … n – 1Hj .                                                     (B.2) 
 
 
C. PCA and FDA 
 
If the set of samples is written as X = {x1, x2, x3, … , xN} where xk is a vector of 
length n (xk  R
n
), a linear projection can be written as a matrix W  Rnm (m < n) 
such that 
 
yk = W
T
xk         k = 1, 2, 3, … , N.                                            (C.1) 
 
The term yk  R
m
 are the projected data. In PCA, columns of W (basis vectors of the 
principal subspace) are mutually orthogonal and are chosen to maximize variances in 
their respective directions. This choice of W, denoted as WPCA, can be obtained 
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through the following optimization  
 
WPCA = argmax W tr(W
T
STW ) = [w1 w2 w3 … wm].                               (C.2) 
 
ST is the sample covariance matrix which is defined as 
 
ST =    ∑ (xk – )(xk – )
TN
k=1                                                   (C.3) 
 
where   Rn is the mean of samples. The matrix WTSTW in (2.2) can also be 
considered as the covariance matrix of the transformed samples {y1, y2, y3, … , yN}. 
 
Suppose that each sample xk belongs to one of C classes {X1, X2, X3, … , XC}. FDA 
projection can be obtained by through the following optimization 
 
WFDA = argmax W tr(W
T
SW 
–1
WW
T
SBW) =  argmax W tr(W
T
SW 
–1
SBW).                   (C.4) 
 
SW and SB are the within-class scatter matrix and the between-class scatter matrix 
respectively, which are defined as 
 
SW = ∑ ∑ (xk – i)(xk – i)
T
xk∈Xi
C
i=1  ,                                             (C.5) 
 
SB = ∑ Ni(i – )(i – )
TC
i=1
 
                                                      (C.6) 
 
where i is the mean of the samples of class Xi and Ni is the number of samples in 
class Xi. Notice that this optimization aims to spread the between-class scatter while 
at the same time squeeze the within-class scatter. 
 
The optimization in (C.2) is equivalent to finding eigen vectors of ST. The solution 
{w1, w2, w3, … , wm} thus consists of such eigen vectors which correspond to the m 
largest eigen values. It is expected that the principal subspace will correspond to 
interesting components of the data while the residual space will correspond to noise. 
Optimization in (C.4) can basically be solved by finding m eigenvectors of SW 
–1
SB , 
which correspond to the m largest eigen values. This procedure, however, is often 
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confronted with the difficult fact that SW is almost always singular. This singularity is 
caused by the number of samples, which is much smaller than the sample dimension 
(small sample size or SSS problem). One way to remedy this situation is to reduce 
the dimension to N – C using PCA before FDA is executed. 
 
D. Expectation-Maximization Algorithm for PLDA 
 
Recall that parameters of a PLDA model  = (, F, G, ) are learned by maximizing 
the log-likelihood function 
 
l() = log ij (2)
–D/2
|C|
–1/2
exp(−
1
2
(x
ij
− )C−1(x
ij
− ))                         (D.1) 
 
where D is the length of each vector in the training set {xij} and  C = [F G][F G]
T
 + 
. 
 
Finding solutions for the above optimization analytically is difficult. To solve this 
issue, Prince and Elder [16] propose to apply the expectation-maximization (EM) 
algorithm. This algorithm basically reformulates the problem by looking at the 
following relation 
 
l() = log ij  P(xij|hi, wij, )P(hi, wij|)dhidwij                                                       
(D.2) 
= log ij   ( i, ij|xi , old)
 (xij| i, ij, ) ( i, ij| )
 ( i, ij|xi , old)
dhidwij                                        2) 
 
= ij log   ( i, ij|xi , old)
 (xij| i, ij, ) ( i, ij| )
 ( i, ij|xi , old)
dhidwij                                        .2) 
 
 ij  ( i, ij|xi , old)log
 (xij| i, ij, ) ( i, ij| )
 ( i, ij|xi , old)
dhidwij (Jensen’s inequality)   (D.2) 
 
= ij  ( i, ij|xi , old) (log  (xij| i, ij, ) + log
 ( i, ij| )
 ( i, ij|xi , old)
)dhidwij        (D.2) 
 
 197 
  
= ij  ( i, ij|xi , old) (log  (xij| i, ij, ) + log
 ( i, ij)
 ( i, ij|xi , old)
)dhidwij  .     (D.2) 
 
Instead of maximizing (D.1) directly, the algorithm tries to maximize (D.2) with 
respect to . The term  represents the parameters to be tuned and old represents the 
current values of the parameters which are treated as constants. It can be shown that 
maximization of (D.2) guarantees that the likelihood (D.1) increases [205]. The 
function (D.2) can be simplified further by dropping terms that do not depend on or 
are constant with respect to the parameters . The simplified function can then be 
written as  
 
  ij P(hi, wij|xi , old)log P(xij|hi, wij, ) dhidwij                                (D.3) 
 
     = ij E(hi, wij)  P(hi, wij| xi, old)[log P(xij|hi, wij, )]                               (D.3) 
 
     = ij Ezij  P(zij| xi, old)[log P(xij|zij, )]                                        (D.3) 
 
= ij E[–D/2 log(2) – ½ log|| – ½(xij –  – [F G]zij)
T–1(xij –  – [F G]zij)] (D.3) 
 
where zij = [
 i
 ij
]. The subscript zij  P(zij|xi, old) indicates that the expectation E is 
with respect to zij drawn from P(zij|xi, old). The term xi refers to all samples of 
class i. 
 
The new values of the parameters  are then searched by taking the partial 
derivatives of (D.3) with respect to [F G] and –1 [214] and equating the results to 
zero. This results in two equations as follows 
 
ij{–
–1
(xij – )E(zij)
T
 + –1[F G]E(zijzij
T
)} = 0                                                    (D.4) 
 
ij{ + (xij – )(xij – )
T
 + 2(xij – )E(zij)
T
[F G]
T
 – [F G]E(zijzij
T
)][F G]
T
} = 0   (D.5) 
 
The value of  is fixed to the average of the training samples 
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 = (1/N)ij xij                                                                                                  (D.6) 
 
where N is the number of training data. Equation (D.4) can be rearranged and 
simplified to give the update rule of [F G] 
 
[Fnew Gnew] = (ij (xij – ) E(zij)
T
)(ij E(zijzij
T
))
–1
                                              (D.7) 
 
By substituting (D.7) to (D.5), rearranging, simplifying the resulting equation, and 
constraining the result to be a diagonal, the following update rule of  is yielded  
 
new = (1/N)diag{ij {(xij – )(xij – )
T
 – [Fnew Gnew]E(zij)(xij – )
T
}}.           (D.8) 
 
E. Random Fern Training 
 
Figure E.1 shows the standard training algorithm of random ferns proposed in [146]. 
The fern’s training error d id ||Si  – Sd|| is actually the entropy that needs to be 
minimized. 
 
 
Algorithm to train a random fern 
 
input : {(xi, Si)} and  
output : a trained random fern R 
procedure: 
 
min_error = highest_possible_value 
R = null 
 
repeat G times 
create a fern by randomly generating its test functions 
drop every training case (xi, Si) to the fern and let it traverse and come to one of the bins d   
assign an output Sd to every bin d, d = 1 … 2
D;  
Sd = (id Si)/|d| is the mean of target values computed from cases pooled by the bin d 
compute the fern’s training error as d id ||Si  – Sd||  
if the error is lower than min_error 
assign the fern to R,  
assign the error to min_error 
 
return R 
 
 
Figure E.1: Standard training procedure of a random fern. 
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F. Results of View-Based Recognition 
 
Results of experiments conducted in Subsection 5.4.2 are tabulated here. 
 
Table F.1: Results of view-based recognition on the VidTIMIT database (frontal). 
Classification method 
Number of basis vectors 
16 24 32 42 
Standard 
PLDA 
Match. to 
near. samp. 
90.86 ± 1.25 93.99 ± 1.10 95.12 ± 0.85 95.71 ± 0.71 
Match. to 
mean samp. 
83.65 ± 1.50 87.67 ± 1.38 89.44 ± 0.63 91.36 ± 0.52 
Match. to all 
samples 
80.59 ± 1.77 84.66 ± 2.08 86.99 ± 0.92 89.59 ± 1.14 
Heterosce-
dastic 
PLDA 
Match. to 
near. samp. 
94.17 ± 2.23 94.39 ± 2.29 93.99 ± 2.20 93.78 ± 2.12 
Match. to 
mean samp. 
93.92 ± 2.11 94.17 ± 2.06 93.86 ± 2.11 93.63 ± 2.04 
Match. to all 
samples 
93.15 ± 1.95 93.36 ± 1.95 93.41 ± 1.77 93.37 ± 1.88 
 
Table F.2: Results of view-based recognition on the VidTIMIT database (half profile). 
Classification method 
Number of basis vectors 
16 24 32 42 
Standard 
PLDA 
Match. to 
near. samp. 
94.05 ± 1.21 96.14 ± 0.44 96.94 ± 0.30 97.24 ± 0.07 
Match. to 
mean samp. 
92.28 ± 2.27 94.13 ± 0.48 95.36 ± 0.58 96.22 ± 0.31 
Match. to all 
samples 
90.59 ± 1.85 92.62 ± 0.77 93.72 ± 0.59 95.86 ± 0.49 
Heterosce-
dastic 
PLDA 
Match. to 
near. samp. 
96.02 ± 0.75 95.78 ± 0.60 95.32 ± 1.09 94.38 ± 53.27 
Match. to 
mean samp. 
95.85 ± 0.78 95.76 ± 0.89 95.30 ± 1.13 94.54 ± 53.37 
Match. to all 
samples 
95.33 ± 0.99 95.33 ± 1.22 94.91 ± 1.75 94.83 ± 54.60 
 
Table F.3: Results of view-based recognition on the VidTIMIT database (profile). 
Classification method 
Number of basis vectors 
16 24 32 42 
Standard 
PLDA 
Match. to 
near. samp. 
93.98 ± 0.75 96.18 ± 0.41 97.12 ± 0.48 96.95 ± 0.93 
Match. to 
mean samp. 
90.91 ± 0.70 93.92 ± 1.21 95.19 ± 0.50 96.28 ± 0.92 
Match. to all 
samples 
87.55 ± 2.84 92.31 ± 1.76 93.66 ± 0.79 96.24 ± 0.67 
Heterosce-
dastic 
PLDA 
Match. to 
near. samp. 
96.53 ± 1.16 96.49 ± 1.15 96.42 ± 1.21 95.82 ± 1.46 
Match. to 
mean samp. 
96.55 ± 1.05 96.55 ± 1.14 96.58 ± 1.09 96.03 ± 1.43 
Match. to all 
samples 
96.04 ± 1.35 96.35 ± 1.05 96.57 ± 1.18 96.20 ± 1.28 
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Table F.4: Results of view-based recognition on the Honda UCSD database (frontal). 
Classification method 
Number of basis vectors 
16 24 32 42 
Standard 
PLDA 
Match. to 
near. samp. 
85.56 ± 0.47 86.79 ± 0.36 87.75 ± 0.12 88.30 ± 0.41 
Match. to 
mean samp. 
82.26 ± 0.94 84.58 ± 0.21 86.11 ± 0.36 87.65 ± 0.67 
Match. to all 
samples 
81.97 ± 0.74 84.85 ± 0.31 85.99 ± 0.15 87.79 ± 0.35 
Heterosce-
dastic 
PLDA 
Match. to 
near. samp. 
89.25 ± 0.42 90.68 ± 0.23 90.94 ± 0.39 91.05 ± 0.63 
Match. to 
mean samp. 
89.55 ± 0.54 90.96 ± 0.30 91.32 ± 0.34 91.58 ± 0.55 
Match. to all 
samples 
90.19 ± 0.43 91.55 ± 0.45 91.45 ± 0.11 91.71 ± 0.35 
 
 
Table F.5: Results of view-based recognition on the Honda UCSD database (half profile). 
Classification method 
Number of basis vectors 
16 24 32 42 
Standard 
PLDA 
Match. to 
near. samp. 72.84 ± 5.23 71.93 ± 4.73 72.35 ± 4.72 72.52 ± 6.54 
Match. to 
mean samp. 72.50 ± 5.31 72.62 ± 6.40 72.85 ± 5.17 72.75 ± 5.86 
Match. to all 
samples 70.10 ± 6.22 74.01 ± 6.46 74.24 ± 5.53 73.85 ± 5.97 
Heterosce-
dastic 
PLDA 
Match. to 
near. samp. 72.12 ± 5.71 70.91 ± 5.62 70.00 ± 5.34 65.63 ± 6.31 
Match. to 
mean samp. 74.20 ± 5.26 72.61 ± 5.95 71.22 ± 5.36 66.59 ± 6.35 
Match. to all 
samples 75.39 ± 5.20 74.68 ± 8.03 73.74 ± 7.95 69.67 ± 9.49 
 
 
Table F.6: Results of view-based recognition on the Honda UCSD database (profile). 
Classification method 
Number of basis vectors 
16 24 32 42 
Standard 
PLDA 
Match. to 
near. samp. 
76.67 ± 1.10 75.65 ± 0.32 75.90 ± 1.34 76.65 ± 1.79 
Match. to 
mean samp. 
75.19 ± 2.61 76.95 ± 1.79 76.41 ± 1.58 76.83 ± 1.58 
Match. to all 
samples 
73.98 ± 3.51 76.78 ± 1.69 76.27 ± 1.97 76.22 ± 2.18 
Heterosce-
dastic 
PLDA 
Match. to 
near. samp. 
75.80 ± 2.75 73.96 ± 3.18 73.05 ± 2.66 65.54 ± 1.06 
Match. to 
mean samp. 
76.73 ± 2.51 75.07 ± 2.90 74.13 ± 2.65 66.31 ± 1.36 
Match. to all 
samples 
76.33 ± 2.75 77.39 ± 1.00 76.54 ± 1.08 68.74 ± 0.29 
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G. Results of Recognition of Faces using Data Pooled from Multiple Views 
 
Results of experiments conducted in Subsection 5.4.3 are tabulated here. 
 
Table G.1: Results of recognition using data pooled from multiple views on the VidTIMIT database 
(first setup). 
Classification method 
Number of basis vectors 
16 24 32 42 
Standard 
PLDA 
Match. to 
near. samp. 
90.03 ± 1.41 92.07 ± 1.89 93.40 ± 0.84 94.15 ± 0.42 
Match. to 
mean samp. 
83.90 ± 1.24 86.09 ± 1.84 87.52 ± 0.63 89.21 ± 1.33 
Match. to all 
samples 
81.24 ± 2.15 84.15 ± 2.44 86.12 ± 1.12 88.90 ± 1.17 
Heterosce-
dastic 
PLDA 
Match. to 
near. samp. 
95.00 ± 1.68 95.26 ± 1.65 95.46 ± 1.53 95.59 ± 1.63 
Match. to 
mean samp. 
94.51 ± 1.63 95.02 ± 1.61 95.28 ± 1.50 95.43 ± 1.52 
Match. to all 
samples 
93.93 ± 1.65 94.72 ± 1.49 94.85 ± 1.50 95.10 ± 1.50 
 
 
Table G.2: Results of recognition using data pooled from multiple views on the VidTIMIT database 
(second setup). 
Classification method 
Number of basis vectors 
16 24 32 42 
Standard 
PLDA 
Match. to 
near. samp. 
87.64 ± 1.73 90.56 ± 0.74 91.67 ± 1.05 92.69 ± 1.23 
Match. to 
mean samp. 
78.90 ± 1.86 82.26 ± 1.63 83.72 ± 1.55 84.95 ± 2.49 
Match. to all 
samples 
76.86 ± 1.88 80.82 ± 1.34 82.07 ± 0.89 84.83 ± 1.66 
Heterosce-
dastic 
PLDA 
Match. to 
near. samp. 
95.05 ± 1.00 95.75 ± 1.14 96.00 ± 1.19 96.26 ± 1.26 
Match. to 
mean samp. 
94.69 ± 1.02 95.50 ± 1.12 95.85 ± 1.19 96.10 ± 1.21 
Match. to all 
samples 
94.12 ± 1.37 95.02 ± 1.29 95.47 ± 1.25 95.63 ± 1.27 
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Table G.3: Results of recognition using data pooled from multiple views on the Honda UCSD 
database (first setup). 
Classification method 
Number of basis vectors 
16 24 32 42 
Standard 
PLDA 
Match. to 
near. samp. 
81.23 ± 0.51 82.61 ± 1.09 82.28 ± 0.90 82.74 ± 0.82 
Match. to 
mean samp. 
77.95 ± 1.06 80.01 ± 0.84 80.41 ± 0.70 81.27 ± 1.01 
Match. to all 
samples 
77.62 ± 0.99 80.38 ± 0.80 81.32 ± 0.72 82.22 ± 0.85 
Heterosce-
dastic 
PLDA 
Match. to 
near. samp. 
86.39 ± 1.16 87.76 ± 0.70 88.25 ± 0.45 88.54 ± 0.33 
Match. to 
mean samp. 
86.70 ± 1.27 88.10 ± 0.81 88.64 ± 0.53 88.95 ± 0.48 
Match. to all 
samples 
87.59 ± 0.99 88.66 ± 0.96 89.19 ± 0.43 89.57 ± 0.16 
 
 
Table G.4: Results of recognition using data pooled from multiple views on the Honda UCSD 
database (second setup). 
Classification method 
Number of basis vectors 
16 24 32 42 
Standard 
PLDA 
Match. to 
near. samp. 
75.83 ± 1.01 77.07 ± 0.38 77.15 ± 0.51 76.98 ± 0.90 
Match. to 
mean samp. 
71.63 ± 0.87 73.69 ± 0.70 74.14 ± 0.48 75.14 ± 0.85 
Match. to all 
samples 
71.65 ± 0.83 74.28 ± 0.34 75.69 ± 0.66 77.06 ± 0.50 
Heterosce-
dastic 
PLDA 
Match. to 
near. samp. 
83.74 ± 1.09 85.36 ± 0.95 85.96 ± 0.62 86.13 ± 0.19 
Match. to 
mean samp. 
84.31 ± 1.06 85.89 ± 1.08 86.38 ± 0.49 86.66 ± 0.33 
Match. to all 
samples 
85.11 ± 0.86 86.80 ± 1.17 87.30 ± 0.41 87.68 ± 0.22 
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Table G.5: Results of recognition using data pooled from multiple views on the CMU MoBo database. 
Classification method 
Number of basis vectors 
16 24 32 42 
Standard 
PLDA 
Match. to 
near. samp. 
86.63 ± 2.68 88.50 ± 1.26 88.84 ± 0.98 88.83 ± 0.89 
Match. to 
mean samp. 
83.63 ± 3.56 85.28 ± 2.76 87.23 ± 1.23 87.58 ± 0.87 
Match. to all 
samples 
83.62 ± 3.57 85.28 ± 2.76 87.23 ± 1.24 87.59 ± 0.87 
Heterosce-
dastic 
PLDA 
Match. to 
near. samp. 
87.92 ± 1.21 87.55 ± 0.44 87.64 ± 0.37 87.64 ± 0.21 
Match. to 
mean samp. 
88.17 ± 1.29 87.84 ± 0.57 87.91 ± 0.40 87.90 ± 0.17 
Match. to all 
samples 
88.49 ± 1.47 88.70 ± 0.96 89.03 ± 1.12 89.12 ± 1.14 
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