We propose a novel regularization technique for supervised and semi-supervised training of large models like deep neural network. By including into objective function the local smoothness of predictive distribution around each training data point, not only were we able to extend the work of (Goodfellow et al. (2015) ) to the setting of semi-supervised training, we were also able to eclipse current state of the art supervised and semi-supervised methods on the permutation invariant MNIST classification task.
Introduction
Over-fitting is one of the most serious challenges in the regression and classification problems. The problem tends to be especially dire for the models with large set of parameters, and it is known that the asymptotic difference between training error and testing error for the regular model grows proportionally with the number of parameters. One of the most popular countermeasure against the over-fitting is the smoothing of the predictive distribution on the input-space. For linear regression, one can achieve this by imposing restriction on the parameters, because the parameters directly determine the landscape of the distribution. L1 and L2 regularization of the parameters are the most prominent examples of this type of smoothing. For more complex family of models like deep neural networks, however, it is extremely difficult to assess the effect of the parameters on the predictive distribution. L1 and L2 regularization for deep neural network is therefore unintuitive, and it is unrealistic to seek new innovation of regularization in parameter space.
Dropout (Srivastava et al. (2014) ), on the other hand, is a regularization technique that introduces smoothness to the predictive distribution on the input space by averaging random models. In this paper, we propose even more direct approach to the regularization, in which we assess the part of the predictive distribution with highest need for smoothing at every step of the training. In particular, we include into our objective function the local smoothness of the predictive distribution around every training data point. A similar approach was taken in the work of Goodfellow et al. (2015) for the supervised training. We extended their work by directly targeting the predictive distribution instead of the likelihood, and made possible the application of the similar framework to the semi-supervised learning. With our method, we were able to achieve better performance than any other supervised and semi-supervised method on the classification of MNIST dataset.
The novelty of our methods can be summarized as follows.
1. Parameter unspecific regularization 2. Intuitive interpretation 3. Applicability to both supervised and semi-supervised training.
Method

Cost function with Distributional Smoothness
Let us consider training a model for regression or classification problem.
denote a given dataset and p(y|x, θ) denote a model where θ are model parameters. We formalize the extent of a smoothness of predictive distribution on each of input x as follows:
where
We call DS(x, θ) Distributional Smoothness and the perturbation r that maximize ∆ KL (r, x, θ) Virtual Adversarial Perturbation denoted by r vadv , and call the perturbed examples x+r vadv Virtual Adversarial Examples denoted by x vadv . Our proposal training method is optimizing the cost function including into negative log-likelihood Distributional Smoothness penalty as follows:
where α is a balanced factor. We call this training Virtual Adversarial training.
Fast approximation of Distributional Smoothness
Generally, it is difficult to obtain r vadv because ∆ KL (r,x, θ) is a complicated function, but if is sufficient small, ∆ KL (r,x, θ) can be approximated by 2nd-order Taylor expansion and then r vadv is written as follows:
where H r (x, θ) ≡ ∇∇ r * ∆ KL (r * , x, θ)| r * =0 and 1st-order term ∇ r * ∆ KL (r * , x, θ)| r * =0 is 0. H r (x, θ) is positive definite matrix, then we can derive r vadv as follows:
where u(x, θ) is the normalized 1st eigenvector of H r (x, θ).
We illustrate about r vadv in Figure 1 . Figure 1 : An illustration of virtual adversarial perturbation in x ∈ R 2 . Horizontal and vertical axes indicate space of r and contour indicates values of ∆ KL (r, x, θ) r T H r (x, θ)r (0 at the origin point). The red arrow is a direction of the 1st-eigenvector of H r (x, θ).
Here, the problem of computational complexity with respect to input dimension I for obtaining 1st eigenvector of H r (x, θ) arises, because calculation hessian H r (x, θ) require O(I 2 ) and obtaining its eigenvectors require O(I 3 ) computational complexity. So it is impractical to obtain the exact 1st-eigenvector for the training with high dimensional inputs. However, we can instead obtain approximated r vadv on O(I) computational complexity by the combination of the power iteration method (Golub and Van der Vorst (2000) ) and difference method we explain followings.
Here we need to obtain the direction of 1st-eigenvector u(x, θ) rather u(x, θ) itself, so the power iteration method we explain can be applied as follows. First we initialize d ∈ R I to a random vector which is not orthogonal vector to u(x, θ), and then iterative update as follows:
will make the direction of d converge to the direction of u(x, θ). Furthermore, H r d can be approximated by difference method as follows:
where ∇ r * ∆ KL (r * , x, θ)| r * =0 is 0. Thus, by eq 7, 8, we can obtain the direction of u(x, θ) only by iterative update of d:
where N (v) is the operator of normalizing vector v and this operating is for numerical stability. Note that the gradient ∇ r * ∆ KL (r * +ξd, x, θ)| r * =0 is efficiently calculated by backpropagation and GPU implementation, so this procedure is very practical. We summarize obtaining the approximated r vadv in Algorithm. 1. for n ← 1, N do 7:
Algorithm 1 Generating approximated Virtual Adversarial Perturbations
1: Function GenVAP(θ,{x (n) } N n=1 , ,I p ,ξ) 2: for n ← 1, N do 3: d (n) ← N (RandomVector ∈ R I ) // Initialize each d (n) tod (n) ← N (∇ r * ∆ KL (r * + ξd (n) , x (n) , θ)| r * =0 ) // Approximate 1st-eigenvector u(x, θ) by d (n) 8: end for 9: end for 10: return { d (n) } N n=1
Optimization of the cost with approximated Distributional Smoothness
We can efficiently train a model to be smooth by minimizing the cost obtained by replacing the term DS(x, θ) with ∆ KL (r vadv , x, θ) in eq 3, wherer vadv is the approximated by the procedure we explain in previous section. However, we found that using the modified regularization cost function R(r vadv , x, θ,θ) achieved better performance than using ∆ KL (r vadv , x, θ) itself, as follows:
wherex vadv ≡ x +r vadv , and we defined the modified cost function:
In the Section 3, Virtual Adversarial training indicate training with this cost function. Furthermore, we found that setting the balanced factor α = 1 is well work for all of our experiments. This result are similar to reported in Adversarial training (Goodfellow et al. (2015) ), which is introduced in Section 2.4. We summarize the optimizing procedure by mini-batch stochastic gradient decent in Algorithm 2.
Related works
Adversarial training (Goodfellow et al. (2015) ), are similar training procedure to our method but the basis concept are different. In Adversarial training, for each given input x and y, they trained neural networks models to be small following criterion:
We denote the perturbation which meets above criterion by r adv , then when linearizing − log p(y|x + r, θ) around r = 0, we can derive r adv with max norm constraint:
Algorithm 2 Training with approximated Distributional Smoothness
, norm constraint , balanced factor α, minibatch size M , learning rate γ i , the number of epochs T , small constant ξ = 1e − 6. 2: Initialize parameters updates counts i = 1.
end for 10: end for and with L2 norm constraint:
Then they trained the models with minimizing the following cost:
Thus we can consider that main objective of adversarial training is requesting for any small perturbation, models' predictions to be close to true targets, while the one of our method is requesting models' predictions to be close to models' distribution p(y|x, θ) itself. From this points, adversarial training objective is more similar to training of noise injection such as dropout rather than our method, because the noise injection training can be considered as the training models to be small −E p(r) [log p(y|x + r, θ)] where p(r) is noise generating distribution, instead of eq 12 and the balanced factor α → ∞ . Pseudo Ensembles Agreement(PEA) (Bachman et al. (2014) ) method penalize a model for variance between a model distribution of inputs and a model distribution of random perturbed inputs, or variance between model distributions different random perturbed inputs themselves. The difference between our method and PEA method is that the perturbation is random or not. In Section 3.1 and 3.2, for comparison with such a PEA approach, We experimented the training with the cost obtained by replacingr vadv (x, θ) withr ∼ U (− , ). We call this training method Noisy training.
Deep Contractive Network (Gu and Rigazio (2015) ) are penalized for smoothness from inputs to p(y|x, θ) with the layer-wise contractive penalty like introduced in Rifai et al. (2011b) ). This approach was able to make a model resist adversarial examples, but not to make generalization performance for original examples improve. Our purpose is to find the method which can achieve better generalization performance for original examples, so we did not experiment this method.
Expeliments and Results
All of our numerical experiments in the following sections are run on a GPU with Theano (Bergstra et al. (2010) , Bastien et al. (2012) ). Reproducing code is now preparing.
Supervised binary classification for synthetic datasets
For demonstrating effectiveness of our method, we synthesized two datasets and trained neural network models on our method and some regularization methods for these datasets. Figure 2 shows the samples of the each datasets in 2 dimension space. In actual datasets, the samples are embedded in 500 dimension space by normalized orthogonal vectors from 2 dimension space. We denote the dataset with two divided arcs by dataset A, and the another dataset with two divided circles that have different radiuses by dataset B. Samples of the each datasets are distributed uniformly indicated in Figure 2 . One dataset consists of 20 training samples, 100 validation samples and 1000 test samples. As we can see in Figure2, The number of training samples are quite few, thus it is critical to performances whether the models predict to be smooth or not. The neural networks's architecture we used had 1 hidden layer, 500 hidden nodes. We experimented two activation functions, ReLU (Jarrett et al. (2009) ) and Sigmoid functions. The weight parameters from input to hidden layer were initialized to random values sampled from the gaussian distribution in which mean is 0 and variance is 0.001 2 . The weight parameters from hidden to output layer were initialized to 0. The bias parameters were also initialized to 0.
We list experimented regularization methods and its searched hyper-parameters as follows.
• L2 decay, decay parameter λ = {0.0001, 0.0002, 0.0005, 0.001, . . . , 10, 20, 50}
• Dropout, dropout rate common with input and hidden layer p(z) = {0.1, 0.2, . . . , 0.9}
• Noisy training, = {0.05, 0.1, 0.2, 0.5, 1.0, 2.0, 5.0}
• Adversarial training(L2 norm constraint), = {0.05, 0.1, 0.2, 0.5, 1.0, 2.0, 5.0}
• Virtual Adversarial training, = {0.05, 0.1, 0.2, 0.5, 1.0, 2.0, 5.0}, I p = {1, 2, 4}
Note that the balanced factors α of Noisy, Adversarial and Virtual Adversarial training were all set to 1. We trained the models on each above regularization methods by batch gradient descent with momentum method. Momentum method is for accelerating training by using previous update ∆θ i−1 of parameters as follows:
where J(θ) is the cost function of each methods. We set µ i = 0.9 in this experiment. We also set initial learning rate γ 1 = {0.5, 1.0} which were selected by validation set performances on each methods and learning rate γ i is scheduled in exponential decay with 0.995 from 1.0. The times of parameters update were 1000. For confidential evaluation, we synthesized each dataset A,B 50 times with varying random seeds, then trained the models on above regularization methods for all of these synthesized datasets. Figure 3 shows processes of Virtual Adversarial training for comparison with no regularization training. we confirmed that Virtual Adversarial training made the models significant smooth compared with the no regularized models for both training and validation datasets. Furthermore, as we expected, generalization error rates of Virtual Adversarial training were lower than training on no regularization.
To compare on the test sets performances between the regularization methods, we summarize the test error rates of each methods on its best hyper-parameters in Table 1 . We selected each best hyper-parameters by validation set performances. we can see our method achieved better performance that L2 and Dropout and Noisy training and also achieved slightly superior or competitive performances to Adversarial training. Furthermore we can see that the number of power iteration I p did not affect generalization errors for both dataset A and B. This result suggests that the training with only 1 power iteration make sufficiently well performances for other dataset.
We visualize the trained models prediction p(y|x, θ) in Figure 4 and 5 , for demonstrating effectiveness of training explicitly a model to be smooth. In Figure 4 , No regularization method made worse decision boundary for the reason that appear to ReLU's linearity, and L2, dropout and noised training was not able to solve such as unsmooth prediction. On the other hand, Adversarial training and our method were able to make better decision boundary. Also in Figure 5 , we can also see the samely interpretable results as in Figure 4 .
Supervised classification for MNIST dataset
To test our method for benchmark dataset, We experimented supervised classification for hand-written digit MNIST dataset. MNIST dataset consists of 60000 training samples and 10000 test samples, whose input dimension is 784 and number of categorical label is 10. We randomly divided 60000 original traininng samples into 50000 training samples and 10000 validation samples for validation. The nerual networks models we used in this experiment had 2,3,4 hidden layers and each nodes are [1200-600], [1200-600-300], [1200-600-300-150]. Each of the architectures are denoted by H = {2, 3, 4}. The activation functions are ReLU function. We applied Batch-Normalization technique (Ioffe and Szegedy (2015) ) used in current state of the art method (Rasmus et al. (2015) ). This technique made training speed accelerate. The weight parameters were initialized to random values sampled from the gaussian distribution in which mean is 0 and variance is 0.001 2 except for The weights from last hidden layer to output layer which were initialized to 0. The bias parameters were also initialized to 0.
For not only comparison of the performances between our method and previous works, but also comparison of performances in our implementation, we experimented regularization effects on Noisy, Adversarial and Virtural Adversarial training, compared with baseline (Batch-Normalization method only). Adversarial training were experimented on both max and L2 norm constraint. We searched hyper-parameters = {0.25, 0.5, 0.75, 1.0} on Noisy training, = {0.025, 0.05, 0.075, 0.1} on Adversarial training and Virtual Adversarial training. Note that the balanced factors α of Noisy, Adversarial and Virtual Adversarial training were all set to 1 as well as in previous section. The number of power iteration I p in our method was set to 1.
We trained the models on each of the regularization methods by mini-batch stochastic gradient method with ADAM (Kingma and Ba (2015) ). We used default parameters of ADAM reported in the paper, except for the learning rate was scheduled in exponential decay with 0.9 from 0.002. Size of Mini-batches were 100, and the number of epochs was 100. Figure 6 shows the process of Virtual Adversarial training compared with training on baseline(only Batch Normalization) method such the same way as we give in Figure 3 . We confirmed our training method was able to train the model also to be smooth for MNIST dataset. We can also see validation errors on Virtual Adversarial training lower early of learning than on baseline. Final validation error rates are 1.24% on baseline and 0.69% on Virtual Adversarial training. For comparison validation performance on between our method and Adversarial training method, we showed the validation errors of the methods for different and H. We can see Virtual Adversarial training better performances on almost any the combinations of and H. Best and H for validation sets were 0.075 and 4 on Adversarial training and Virtual Adversarial training.
For checking the test set performances for MNIST, we trained the models on full 60000 training samples with best hyper-parameters for validation set on each of the regularization methods. We trained the models 20 times with varying random seeds for confidential evaluation. In Table 2 we summarize the test error rates on previous works and on Adversarial training and Virtual Adversarial training in our implementation. The best error rate of previous works was 0.684%, and our method achieved the superior performance of 0.644%, with no generative training or unsupervised pre-training used in MTC (Rifai et al. (2011a) ), DBM (Srivastava et al. (2014) ) and Rasmus et al. (2015) .
Semi-supervised classification for MNIST dataset
Our method is applicable to semi-supervised learning unlike Adversarial training or Dropout, because the regularization term of our objective function in eq 11 do not require information of targets y. So we experimented Virtual Adversarial training for semi-supervised classification on MNIST dataset with same experiment protocol in previous works as follows. For making the dataset for semi-supervised learning, We randomly divided original 60000 MNIST training samples into N l = {100, 600, 1000, 3000} labeled training samples, 1000 validation samples and all of the rest unlabeled samples. We created 30 dataset in the case of N l = 100 and 10 in the case of N l = {600, 1000, 3000} with varying random seeds. We trained the neural networks, whose hidden layer were 2, its nodes were 1200 and activation functions were ReLU. The weight parameters were initialized to random values (2013)) 0.94 MTC (Rifai et al. (2011a)) 0.81 DBM (Srivastava et al. (2014) 0.79 Adversarial training(Goodfellow et al. (2015) sampled from the gaussian distribution in which mean is 0 and variance is 0.001 2 except for The weights from last hidden layer to output layer which were initialized to 0. The bias parameters were also initialized to 0. We optimized hyper-parameter only in the range of {0.0075, 0.01, 0.0125, 0.025} for N l = 100 datasets and {0.025, 0.05, 0.075, 0.1} for N l = {600, 1000, 3000} datasets in validation. The balanced factor α and the number of power iteration I p were all set to 1. Note that, in semi-supervised learning, we calculate 1st term of the cost in eq 11 by only labeled samples and 2nd term by labeled and unlabeled samples unlike supervised learning. We optimized the model parameters by mini-batch stochastic gradient with momentum method explained in Section 3.1. Mini-batches sizes were 100 for labeled samples and 590 for the labeled and unlabeled samples. 1 epoch consists of 100 times of parameters updates and the number of epochs was 300. µ i was initialized to 0.5 and linearly increased to 0.8 in each epochs. The learning rate γ i was scheduled in exponential decay with 0.998 from 1.0.
We summarize comparison between our method and previous works in Table 3 . We can see Virtual Adversarial training achieved a state of the art performances for the all datasets of N l without any other regularization.
Conclusion
In this paper we introduced the new notion of local smoothness for the predictive distribution. By augmenting the standard objective function with the local smoothness, we were able to significantly improve the performance of the baseline method and were able to achieve better performance than current state of the art methods for both supervised and semi-supervised learning on MNIST dataset. Our result suggests the obvious but the essential fact that the modification of the objective function through predictive distribution benefits the predictive performance in most intuitive way. (Weston et al. (2012) ), Manifold Tangent Classifier (MTC) (Rifai et al. (2011a) ), Pseudo Label (PL) (Lee (2013) ), Pseudo Ensembles Agreement (PEA) (Bachman et al. (2014) ) and Deep Generative Model (DG) (Kingma et al. (2014) 
