This paper deals with semi-online scheduling on two parallel batch processing machines with jobs' nondecreasing processing times. Our objective is to minimize the makespan. A batch processing machine can handle up to B jobs simultaneously. We study unbounded model which means that B is sufficiently large. The jobs that are processed together construct a batch, and all jobs in a batch start and complete at the same time. The processing time of a batch is given by the longest processing time of any job in the batch. Jobs arrive over time. Let pj denote the processing time of job Jj. Given job Jj and its following job Jj+1, we assume that pj+1 ≥ αpj, where α ≥ 1 is a constant number. We propose an optimal algorithm with a competitive ratio ϕ such that ϕ 3 + (α − 1)ϕ 2 + (α 2 − α − 1)ϕ − α 2 = 0 (ϕ ≥ 1).
Introduction
Batch processing machine scheduling has been motivated by burn-in operations in the final testing stage of semiconductor manufacturing in [3] . Batch scheduling means that a machine can process up to B jobs simultaneously as a batch, and the processing time of a batch is equal to the longest processing time of the jobs assigned to it. Unbounded model means that B is sufficiently large and the bounded model means that B is a constant positive integer.
In recent years, one of the basic assumptions made in deterministic scheduling was that all the useful information of the problem instance was known in advance. However, this assumption is usually not realistic. This reason promotes the emergence of online scheduling. Three online models are commonly considered in [2] . The first one assumes that there are no release times and that the jobs arrive in a list (one by one). The online algorithm has to schedule (or assign) the first job in this list before it sees the next job in the list. The second model assumes that the running time of a job is unknown until the job finishes. The online algorithm online knows whether a job is still running or not. The third model assumes that jobs arrive over time. At each time when the machine is idle, the algorithm decides which one of the available jobs is scheduled, if any. When all information is available at the beginning (before scheduling), the problem is called offline.
algorithm A ON and C OP T (I) denote the objective value of the optimal schedule. We say that A ON is ρ-competitive if
We also say that ρ is the competitive ratio of A ON . An algorithm is called optimal if the competitive ratio of this algorithm matches the lower bound of competitive ratio for all online algorithms.
In this paper, we consider the third model where jobs arrive over time.
Zhang et al. [7] considered the problem of online scheduling on m parallel batch processing machines with jobs' equal processing time. In unbounded model, they provided an optimal online algorithm with a competitive ratio 1 + β m such that (1 + β m ) m+1 = β m + 2. Based on their results, we further study a semi-online problem by using additional jobs' information. We present an optimal semi-online algorithm with a competitive ratio no more than 1 + β m . Let p j denote the processing time of job J j . Given job J j and its following job J j+1 , we assume that p j+1 ≥ αp j , α ≥ 1 is a constant number in the problem with jobs' nondecreasing processing times.
Online scheduling on a single batch processing machine has been studied in the last decade. In the unbounded model, for the problem of online scheduling on a single batch machine to minimize the makespan, Zhang et al. [6] and Deng et al. [8] independently provided an online algorithm with a competitive ratio √ 5+1
2 . Poon et al. [9] showed that for the same problem in the bounded model, any FBLPT-based (Full Batch Longest Processing Time) algorithm is 2-competitive. Moreover, they presented an algorithm with a competitive ratio 7 4 for batch size B = 2. If a batch is allowed to restart, Fu et al. [10] showed that for minimizing makespan on an unbounded batch machine there is no algorithm with a competitive ratio less than
2 . Further, they provided an online algorithm with a competitive ratio 3 2 . For this problem, Fu et al. [11] further considered limited restarts which means that any batch containing a job has already been restarted once cannot be restarted any more. They present an optimal algorithm with a competitive ratio 3 2 . Recently, Nong et al. [12] considered family jobs constraint in the single batch machine scheduling problem. For the unbounded case, they provided an optimal online algorithm with a competitive ratio 2. For the bounded case, they gave an 2-competitive algorithm.
For online scheduling on m parallel batch processing machines, there are several results in the literature. For m machines, Zhang et al. [7] first considered the special case where jobs' processing time are the same. In bounded model, they proposed an optimal on-line algorithm with a competitive ratio √ 5+1
2 . In unbounded case, they presented an optimal online algorithm with a competitive ratio 1 + β m where β m is the positive solution of equation (1 + β m ) m+1 = β m + 2. Nong et al. [5] considered online scheduling on two parallel batch processing machines. They provided an algorithm with a competitive ratio √ 2. After that, Fu et al. [4] considered the same problem and presented a lower bound √ 2 which matches the competitive ratio given in the literature. They also proposed an optimal algorithm with a tighter structure.
For convenience, we use online algorithm to denote semi-online algorithm in the remainder. The rest of this paper is organized as follows. In section 2, we give the problem definition. In section 3, we present a lower bound ϕ such that
. In section 4, we use the lower bounds obtained in the above section to design algorithm A ∞ α . After that, we prove that this algorithm is optimal.
Problem definition
We are given two parallel batch processing machines, denoted by M 1 and M 2 , and an job instance I = {J 1 , ..., J n } (n ≥ 2) where each job J j is associated with a release time r j and a processing time p j . The jobs are to be processed by two batch processing machines of capacity B = ∞, i.e., we study unbounded model. The processing time of a batch is the longest processing time of any job in the batch. Jobs arrive over time, i.e., each job's character, such as processing time, becomes known at its arrival. Let p j denote the processing time of job J j . Let J i+1 denote the following job of J i . We assume that p j+1 ≥ αp j , where α ≥ 1 is a constant number. Our objective is to minimize the makespan. Using three field notations, our problems can be denoted by P 2|online, r j , B = ∞, nondecreasing|C max .
A Lower bound of competitive ratio
In this section, we deal with the problem of online scheduling on two batch processing machines with jobs' nondecreasing processing times. We study unbounded model, i.e., the batch's size is sufficiently large.
We first give a lemma which will be used in the following proof. Let ϕ ≥ 1 denote the positive solution of equation
We will use this notation in the remainder for simplicity.
2 denote a function of variable x, where α ≥ 1. We know that f (ϕ) = 0. We also know that the derivative df /dx = 3x
We have the desired result. The lemma follows.
Given an job instance I, let C ON and C OP T denote the makespan obtained by an online algorithm A ON and the value of an optimal (offline) schedule, respectively. by Lemma 1.
No job arrives in future. We know that C ON ≥ ϕ. An optimal scheme consists of scheduling J 1 at time 0, i.e., C OP T = 1. Therefore,
We further generate job J 2 with p 2 = α at time S 1 + ϵ. We assume that A ON schedules J 2 at time S 2 . Depending on S 2 , we discuss the following two subcases.
An optimal schedule consists of scheduling job J 2 at time S 1 + ϵ, i.e., C OP T = S 1 + ϵ + α. It follows that
We further generate job J 3 with p 3 = α 2 at time S 2 + ϵ. Due to Lemma 1 and α ≥ 1, we know
Considering Lemma 1 and S 1 < ϕ − 1, we obtain
By inequality (1), it follows that
. This is to say the starting time S 2 of J 2 is less than the completion time of J 1 . Thus, job J 2 is scheduled on M 2 . Therefore,
An optimal schedule consists of scheduling J 1 at time 0 on M 1 , scheduling J 2 at time 1 on M 1 and scheduling J 3 at time S 2 + ϵ on M 2 . Thus, C OP T = S 2 + ϵ + α 2 . We obtain
Due to the fact that ϕ
Considering inequality (2), we obtain
The theorem follows.
An optimal algorithm
Considering the proof of the lower bound, we realize that the algorithm should wait for a while rather than scheduling the jobs immediately after their arrivals.
Based on Modified-Sleepy Algorithm proposed in [4] , we develop a new algorithm. We first denote some notations. Let U (t) denote the set of all unscheduled available jobs at time t. Let J (t) denote the longest job in U (t) and ties are broken by choosing the job with the largest arrival time (or release time). If at time t, only one machine is running a batch, we use B * (t) to denote this batch, and suppose that it starts at time S * (t) . If at time t, both machines are idle, we define S * (t) = 0.
Algorithm A ∞ α works as follows.
Step 1: Wait until a decision point, where at least one machine is idle and at least one job is available (If all jobs have been scheduled, output the schedule). Suppose this happens at time t. Choose a job J j with the longest processing time in U (t).
Step 2.1: If t ≥ max{ϕS * (t) + (ϕ − 1)p j , r j }, schedule all jobs in U (t) as a single batch on one available machine;
Step 2.2: Otherwise, wait until a new job arrive or until time t ′ ≥ max{ϕS * (t ′ ) + (ϕ − 1)p j , r j }, whichever happens first.
Step 3: Go to Step 1.
In order to prove that the algorithm A ∞ α has a competitive ratio of ϕ by contradiction, we assume that there exists a smallest counterexample which consists of a minimum number of jobs. For this smallest counterexample, the competitive ratio of algorithm A ∞ α is greater than ϕ. In the following, we will show several properties of this smallest counterexample, denoted by I.
Let σ and π denote the schedule generated by the Algorithm A ∞ α and an optimal schedule (for the smallest counterexample), respectively. We use C max (σ) and C max (π) to denote their objective values, respectively. We assume that there are n batches in σ and they are indexed by nondecreasing completion times, denoted by B 1 , ..., B n . Ties are broken by considering the batch scheduled on small indexed machine to be smaller. For each i ∈ {1, ..., n}, the longest job in batch B i is denoted by J l(i) with processing time p l(i) and arrival time r l(i) . Let S i and C i be the starting time and the completion time of batch B i , respectively. It can be observed that S i < S j implies r l(j) > S i . The objective value is assumed (or determined) by batch B n , i.e., C max (σ) = C n . Without loss of generality, we assume that batch B n is scheduled on M 1 . We suppose that n ≥ 2. Because if n = 1, we have C max (σ) = max{(ϕ − 1)p 1 , r 1 
Lemma 2 There is only one job in each batch of σ.
Proof. If in batch B i there are two jobs J i1 and J i2 and J i1 is the longest job in B i , then deleting job J i2 in the smallest counterexample I neither decreases the objective value of the algorithm A ∞ α nor increases the optimal value. Because J i2 does not affect the starting time (or completion time) of each batch obtained the algorithm.
Claim 2 In schedule σ, there are no two batches which start at the same time.
Proof. By contradiction. We suppose that there are two batches which start at the same time t. Because the capacity of each batch is B = ∞ and the algorithm always schedules all jobs in U (t) as a single batch on one available machine, there is a contradiction. This completes the proof.
Due to Lemma 2 and the above claim, we know J l(j) = J j for j ∈ {1, ..., n}. Therefore, we use the set of n jobs {J 1 , ..., J n } to replace the set of n batches {B 1 , ..., B n } obtained by the algorithm. Job J i is running at time t if batch B i is running at that time in σ.
Corollary 1 For each
Proof. By contradiction. We suppose that r i ≤ S i−1 . Therefore, J i and J i−1 are scheduled in a single batch by the algorithm. This contradicts to Lemma 2.
Lemma 3 n ≥ 3.
Proof. By contradiction. If n = 2, we have
There is a contradiction.
The lemma follows.
We focus on the last three jobs J n−2 , J n−1 and J n . Note that C n−2 ≤ C n−1 ≤ C n . Since we have assumed that batch B n is scheduled on M 1 , we know that J n is scheduled on M 1 (See Figure 1) . Proof. By contradiction. We suppose that there is a K such that J n−2K+1 is scheduled on M 1 or J n−2K (if it exists) is scheduled on M 2 .
If K = 1, We know that J n−1 is scheduled on M 1 or J n−2 is scheduled on M 2 . If J n−1 is scheduled on M 1 , it follows that J n 's starting time S n ≥ C n−1 . By Step 2 of the algorithm, S n = max{(ϕ − 1)p n , r n } since both machines are idle. Therefore, we know that deleting J n−1 from the smallest counterexample If J n−2 is scheduled on M 2 , from the above analysis of J n−1 , we know that J n−1 and J n−2 are scheduled on M 2 . Similarly, deleting J n−2 does not affect the starting times (or completion times) of J n−1 and J n . This contradicts the minimality of I. Therefore, J n−2 is scheduled on M 1 .
For the same reason, we can recursively prove the rest part (K = {2, ..., ⌊ n 2 ⌋}) of this lemma. Therefore, the lemma follows.
Note that J n−1 is scheduled on M 2 and J n−2 is scheduled on M 1 .
Lemma 5 For each i ∈ {2, ..., n}, J i−1 is running at time S i .
Proof. By contradiction. We first prove that J n−1 is running at time S n . We suppose that J n−1 is not running at time S n . By Step 2 of the algorithm, S n = max{(ϕ − 1)p n , r n } since both machines are idle. Therefore, we know that deleting J n−1 from the smallest counterexample I neither decreases the objective value of algorithm A ∞ α nor increases the objective value of the optimal schedule. There is a contradiction.
For the same reason, we can prove J i−1 is running at time S i for each i ∈ {2, ..., n − 1}. This completes the proof.
Corollary 2 For each
Proof. By Corollary 1 and Lemma 5, we have the desired result.
A job J i is called regular if it is scheduled at time
Lemma 6 For each
i ∈ {1, ..., n}, S i ≥ (ϕ − 1)p i .
Proof. By
Step 2 of the algorithm, we have the desired result.
Proof. By Lemma 5, we know that J n−1 is running at time S n and therefore S n = max{ϕS n−1 + (ϕ − 1)p n , r n }. Note that r n > S n−1 . Thus, C max (π) ≥ r n + p n > S n−1 + p n . If S n = ϕS n−1 + (ϕ − 1)p n , we have C max (σ) = ϕ(S n−1 + p n ) and C max (σ)/C max (π) < ϕ. If S n = r n , we obtain C max (σ) = r n + p n ≤ ϕC max (π). The lemma follows.
In the following, we suppose that J n is a delayed job. Proof. Since J n−2 and J n are scheduled on M 1 and J n is a delayed job, we know that S n = C n−2 = S n−2 + p n−2 , and (considering Step 2.2 of the algorithm) S n > max{ϕS n−1 + (ϕ − 1)p n , r n }.
Therefore, we obtain that S n = S n−2 + p n−2 > max{ϕS n−1 + (ϕ − 1)p n , r n },
and C max (σ) = C n = S n−2 + p n−2 + p n .
Considering J n−1 , by Step 2 of the algorithm and Corollary 2, we obtain
By Corollary 1, we obtain r n > S n−1 ≥ r n−1 > S n−2 .
Considering C max (π) ≥ r n + p n and inequalities (6) and (5), we have C max (π) ≥ r n + p n > S n−1 + p n ≥ ϕS n−2 + (ϕ − 1)p n−1 + p n .
Due to the assumption p n−1 ≥ αp n−2 , the above inequality implies
Let y = S n−2 /p n−2 . Since p n ≥ αp n−1 ≥ α 2 p n−2 , we have By Lemma 6, we know y ≥ (ϕ − 1). Considering inequality (9), we obtain
By Claim 1, we have C max (σ)/C max (π) < ϕ.
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