gives the contribution of each data source to our final dataset. While Ward's has good coverage of vehicles after 1981, it has much lower coverage between 1971 and 1981, particularly for light-trucks, an no coverage before 1971. Automobile Catalogue provides data on many trims that are not found in Ward's-particularly in the period before 1981. The Automobile Catalogue data are of most value before 1978 and are especially useful in the prediction of the counterfactual fuel economy. Table A2 presents details on the full State Data System (SDS) accident data. For each state in the datset, it should the years that are available with VINs. It provides the raw counts of accidents and fatalities, as well as the final counts of accident and fatalities after the dataset is restricted to data that is useable for the analysis. In other words, the vehicles must include the VINs and the VINs must be decodable to give us the weight. Further we restrict the sample to accidents that have only 1, 2, or 3 vehicles in the accident. Table A3 presents further information on the SDS data and the cleaning of those data, only this time by year of the accident. It shows that most data with VINS are eliminated because they either are not for a car manufacturer, or the VIN cannot be decoded, which will include pre-1980 where VINS were not standardized. We also eliminate many vehicles that can be partially decoded but not with enough detail to allow for recovery of a vehicle weight. For example, we may be able to decode the manufacturer and class but not the model or trim.
Appendix B: Why Unconditional Quantiles?
B.1 Binning and Conditional Quantile Regression Approach
This appendix provides further intuition for the unconditional quantile regression approach by comparing it to two additional approaches: binning (kernel weighted OLS) and conditional quantile regression. In the binning approach, we perform OLS regressions on observations binned by weight. In other words, we divide up our data based on quantile of weight and run an OLS regression on each 1% (or more) sample. In the conditional quantile approach, we perform a traditional conditional quantile regression.
The fundamental intuition for using unconditional quantile regressions is that in order to understand the affect on fatalities, we are interested in how the equilibrium unconditional distribution over the entire fleet changes in response to CAFE standards. Using the binning approach or conditional quantile approach would miss important features of how the fleet adjusts.
We illustrate this intuition with a simple example with data generated from a Monte Carlo analysis. First, we generate an initial untreated population of vehicles consisting of two types: high and low. These vehicles are distributed over an outcome variable, such as weight. The vehicle type could refer to any covariate we wish to control for, such as the automaker or vehicle class. We then implement an illustrative treatment that affects only one of the two types of vehicles. Suppose the high type (e.g., luxury vehicles) is unaffected, but the low type (e.g., economy vehicles) shifts down 10 units in the outcome variable. Figure A1 illustrates this example. Each dot is a vehicle. The bottom row shows the untreated vehicles, with some overlap between the high and low types. The top row shows the vehicles after the treatment. The red dots have all been shifted left (e.g., the lighter vehicles were down-weighted). Note that within each vehicle type (i.e., conditional on vehicle type), the treatment does not generate dispersion. But the unconditional distribution does exhibit increased dispersion after the treatment.
Panel (a) of
The dotted blue lines show the unit difference between the treated and untreated populations for the 10th, 50th, and 90th unconditional quantiles of the distribution of the outcome variable. The lighter-colored line indicates the quantile after the treatment, while the darker line indicates the quantile before the treatment. Because the 10th quantile only contains the low type, it has shifted down by 10 units. The median drops by 5 units because it is a mix of the effect on the low and high types. The 90th quantile does not shift because it only contains the high type, which is unaffected by the treatment.
Panel (b) of Figure A1 shows the estimated effect of the treatment on each quantile of the outcome variable distribution using several approaches: binned OLS, conditional quantile regression, and RIF unconditional quantile regression. The estimations in all three approaches include the vehicle type as a control variable. Note that whenever there is a positive slope in this graph, there is increased dispersion. This is because the treatment reduces the outcome variable more where it is already low than where it is comparatively higher.
The binned OLS (kernel-weighted OLS) estimates are plotted in blue and suggest that treatment produces little change in the distribution except at the extreme lower quantiles. The lack of an estimated effect for most of the distribution is because all data outside of that bin are ignored. Within the bin, for most of the distribution, the treated and untreated observations have the same mean, roughly the center of the bin. This implies an estimated effect of zero.
A more interesting case are the estimates of the conditional quantile regression. Because we have conditioned on vehicle type, the plotted coefficient is the effect of treatment averaged across the high and low type. Thus we are averaging an effect of -10 for the low type and 0 for the high type resulting in a flat line at -5. The line connecting these coefficients has zero slope suggesting no change in the dispersion of the distribution (except at the very ends). In other words, conditional on type, there is no change to dispersion.
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In contrast, the RIF unconditional quantile regression presents results that describe the behavior that we are trying to capture. We see the substantial effect at the lower quantiles of the distribution of the outcome variable (e.g., a down-weighting) that one would expect based on the construction of the example, as shown in Panel (a). The top quantiles of the unconditional distribution are entirely unaffected by the treatment, and the the RIFregression coefficients show that the top quantiles remain unaffected. The middle quantiles of the unconditional distribution are only partly affected by the treatment (there are both high and low type vehicles and only the low type is affected) and accordingly, the middle is shifted down by 5 units. The lowest quantiles are affected the most (there are only low type vehicles), and we see the lowest ones shifted down by about 10 units.
This example illustrates the value in using the unconditional quantile regression approach for estimating the equilibrium change in the weight distribution for each fleet. Note that the performance of all three approaches is relatively poor at the edges. For this reason, we always omit the 3 highest and lowest quantiles in our results.
B.2 Panel Data Approach
Another potential alternative method to RIF-regression would be to build a panel dataset based on the vehicle model. This would allow us to examine within-model weight changes. Our concerns with this method are that it would involve excessive researcher discretion and would greatly reduce the size of the dataset, considerably reducing the usefulness of the analysis.
Determining when trims become separate models and what level of aggregation is needed involves considerable researcher discretion. As an example, there are cases where a model is a known successor to another (e.g., the Cadillac DTS is a known successor to the DeVille), but it has a different model name and has been changed in some ways. Thus, it is unclear if it should be counted as a continuation of the predecessor in the development of the panel. Conversely it is difficult to know if a vehicle can be redesigned to the point that, despite having the same name, it is a new model (e.g. Ford Taurus and Ford Taurus X). Even when models can cleanly be identified, the introduction and termination of models can be affected by the regulations we are studying, which would result in selection bias.
In Table A4 we present further summary statistics on the turnover in models. There is a pronounced increase in vehicle turnover in the period from 1975-1995 with more than 100 new models introduced and terminated in any 5-year window. While some of this behavior may be due to incomplete coverage of the Ward's database during this time period, inspection suggests this is not entirely a data issue. For example, many American Motors Corporation vehicles were discontinued in the late 70s and early 80s and many station wagons were also discontinued.
It is very likely that at least some of this increased turn-over was related to CAFE. In Table A5 we estimate a count model on the number of introductions and terminations on our preferred measure of CAFE stringency. Although these models are sensitive to specification, we view these results as suggestive evidence that an increase in stringency increases the turnover of light weight vehicles. In Row 1 we find that high stringency increases the introduction of new vehicle models and in Row 3 we find that high stringency increases the termination of models. Controlling for a time trend renders the results statistically insignificant. Regardless, but these regressions indicate to us that a panel of vehicle models would suffer from selection issues, and thus would be a problematic approach to estimate the effect of CAFE standards on weight.
Appendix C: Further Discussion of Stringency Measure
C.1 Alternate First Stage Regressions
The choice of variables used in predicting counterfactual fuel economy in our preferred stringency is somewhat arbitrary. Table A6 tests several other methods of predicting this stringency and shows the effects on our estimated coefficients for the domestic car fleet.
Row 1 repeats our baseline prediction method as a point of comparison. In this method fuel economy of vehicles is regressed on gasoline prices, GDP, and a trend separately by firm and fleet. Row 2 includes two additional lags of gasoline prices and GDP finding very little change in the estimated coefficients. Row 3 adds a squared trend to our baseline specification. This increases the point estimates near the median, but continues to suggest downweighting of low weight vehicles and dispersion in the domestic car fleet.
C.2 Credit Balance C.2.1 Credit Balance as a Measure of Stringency
Another possible stringency measure is to use the CAFE credit balance. Automakers are required to meet the sales weighted average for each model year. If they are above the standard for a particular model year, they can earn "credits" that can be carried-forward. If the automaker is below the standard and does not have sufficient credits, they must either submit a plan for making up the difference within three years or pay a penalty. The major benefit of using the credit balance as a stringency measure is that it provides firm-level variation and it provides variation during the period of time after CAFE was stable. One major drawback of the credits is that the changes to credits are often very small, thus incentivizing very small changes in weight and producing large standard errors. Another drawback is that they depend on firm expectations relative to outcomes in previous years as well as expectations going forward, so the credit balance in a single year may reflect economic conditions or firm forecasts over a long period of time, rather than act as a true measure of stringency for that particular model year.
Ideally changes to the balance would be due to demand shocks that were exogenous to the firms' strategies, which may not be the case, particularly in the early days of the standard.
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But once CAFE and gasoline prices stabilized in the 1990s there was no incentive for firms to carry large and changing balances and consequently they remained positive but close to zero.
3 Deviations from a constant balance should only have arisen from unanticipated shocks to demand. Therefore we use the credit balance after CAFE stabilized as a measure of stringency.
To construct the stringency based on credits over the previous three years, we normalize 2 In the early days of CAFE when gasoline prices were high and firms were overshooting required targets, they amassed fairly substantial credit balances. It seems unlikely that firms were directly reacting to these amassed balances in the early days of CAFE. For this reason we remove the period before 1990 from these regressions.
3 If demand were perfectly predictable the optimal balance would be zero but firms likely choose to carry a small positive balance due to uncertainty.
by the volume in that year, and multiply by -1.
4

C.2.2 Results of Credit Balance Estimation
The results of this estimation are given in Table A7 . Generally we find that the standard errors are too large to generate a statistically significant effect. This should not be surprising because the limited variation that there is in credit balances is from smaller decisions made by the automakers, many of which likely capture only small "tweaks" to vehicles, hence underestimating the true effect from large adjustments in the standard. Our standard controls are applied in row 1 where no coefficients are statistically significant. In row 2 we include lagged weight to consider the possibility that much of the fleet is preserved year to year and only a small portion is redesigned. In this case we find that some low quantiles indicated down-weighting and that the slope is positively sloped, indicating dispersion, for light weight vehicles. While these effects are fragile, they largely corroborate our findings using the other two measures.
Appendix D: Price Regressions
In this paper, we focused our efforts on examining the effect of CAFE stringency on vehicle weight, which differs from some of the recent literature that assumes that automakers respond to CAFE by changing relative prices. To get a sense of whether automakers have a substantial response in prices, we examine the vehicle manufacturer suggested retail price (MSRP).
In Table A8 we run a kernel-weighted OLS of MSRP on our preferred measure of stringency using a 10 quantile bandwidth with an Epanechnikov kernel. Rows 1 and 2 are run on the sample of domestic cars. We find that when stringency increases we observe price increases for the heaviest vehicles. This could possibly be due to a pricing strategy attempting to push sales away from these larger more inefficient vehicles, or it could be new technology being priced into the vehicle, which is consistent with our results showing that the automaker compliance with CAFE standards was not through the weight of the heavier vehicles. If drivers of these heavier vehicles are sensitive to attribute changes, firms may install new costly technology that improves fuel economy while preserving vehicle weight. We do not, however, observe these same dynamics for the domestic truck fleet given in rows 3 and 4. Generally these point estimates are statistically insignificant and small for all trucks.
Appendix E: Remaining Robustness Checks Table A9 presents several key robustness checks for the domestic car fleet. Row 1 introduces lagged fleet weight to control for the fact that many vehicles are not redesigned in a given year. Row 2 includes model year fixed effects. While this regression still shows down-weighting and dispersion for low weight vehicles there is some amount of up-weighting in the middle of distribution. Because time variation is removed, this is a measure of CAFE stringency differences at the inception of CAFE, based on which manufacturers were closest or furthest from meeting the standard. Row 3 adds a quadratic trend to the regression. Row 4 uses the level of the CAFE standard as the measure of robustness. Row 5 also uses the level of the standard, but in addition includes lagged fleet weight. Table A10 repeats these specification for the domestic truck fleet. Table A11 presents robustness checks for the Asian car fleet and Table A12 for the Asian truck fleet. Tables A13 and A14 present results for the European car and truck fleet. We generally use own stringency as these firms were not in compliance with CAFE and faced fines based on their shortfall. Some of our main checks cannot be run for these fleets because of insufficient data, or in the case of trucks because we do not have enough pre-CAFE data to generate own-fleet stringency measure. We note that for the European car fleet, increased stringency generally results in almost uniform downweighting. This is likely because all vehicles produced by these firms, including small vehicles, appeal to the same luxury demographic.
Appendix F: Details of Accident Fatality Estimation F.1 Econometric Specifications
We estimate the effect of vehicle weight on fatality risk using a linear probability model. The exact specification is based on the number of light-duty vehicles involved. Only slightly more than 7% of all fatal crashes involve multiple fatalities. Thus, following Anderson and Auffhammer (2014) we model the probability that one or more fatalities occur in a crash. Relaxing this assumption and modeling multiple fatality accidents would very slightly increase the number of lives saved, but should not substantially change our results.
For 1-vehicle accidents, we model the probability of a fatal accident as
where wt i is the weight, in 1,000s of lbs. In our preferred specification we control for vehicle footprint (in square feet), class (using an indicator for whether the vehicle is either an SUV or van and an indicator for the vehicle being a pickup truck), the model year, a time trend, and county fixed effects. An alternative specification also includes controls for the estimated speed at the time of crash and seat belt use, but including these controls dramatically decrease the number of observations. We view this alternative specification as a useful robustness check due to the possibility that driving safer vehicles induces riskier driving behavior (Peltzman 1975) . For 2-vehicle accidents we model the probability of a fatal accident as
where wt j,i is the weight, in 1,000s of lbs of vehicle j. The coefficient β 1 captures the effect of vehicle weight dispersion while β 2 captures the effect of the total weight involved in the crash. 5 Vector Z i contains similar controls to the 1-vehicle crashes: the minimum and maximum vehicle footprint, minimum and maximum model year, indicators for each potential pair of car, pickup truck, and SUV/van, a dummy for any individual in any vehicle not wearing a seat belt, a variable for the sum of vehicle speeds, and a variable for the difference in vehicle speeds.
For 3-vehicle accidents we model the probability of a fatal accident as
where sd is the standard deviation function. Controls in Z i include indicators for all 3-vehicle permutations of vehicle class, and the minimum and maximum across vehicles for footprint, model year, and speed. All standard errors are clustered on the county of crash. Table A15 presents the fatality regression results. Column IV is the preferred specification. Panel A presents the result for 1-vehicle crashes. The results indicate that a 1,000-pound decrease in vehicle weight will lower the probability of a fatality by 0.20%.
F.1.1 Estimates of the Effect of Vehicle Weight on Fatalities
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This positive relationship between fatalities and vehicle weight for 1-vehicle crashes will turn out to be important for our simulation.
7 Because CAFE lowers the mean weight of domestic vehicles in 1-vehicle crashes (about half of all crashes), this is a major force reducing fatalities.
The results also suggest that a larger footprint, newer model years, and cars (rather than trucks) all reduce fatalities. The addition of behavioral controls for speed and seat belt use do not change the results for weight but do change the results for the SUV/van indicator, likely due to a correlation between class and risky behavior.
Panels B and C present the results for 2-and 3-vehicle accidents. For both types of accidents the coefficient on total vehicle weight is roughly similar to the coefficient estimated for 1-vehicle crashes.
8 Decreasing the total weight involved in a crash decreases the number of fatalities. Increased dispersion, either measured by the absolute value of the difference in weights for 2-vehicle crashes or the standard deviation of weight for 3-vehicle crashes, increases fatalities. These two results together suggest that down-weighting low-weight vehi-5 Because all crashes involve two vehicles the effect of average vehicle weight can be determined by dividing β 2 by 2. We use this measure so that the effect of 1,000 lbs of down-weighting can be compared for the dispersion and mean.
6 In appendix tables A16 through A19 we extensively test the robustness of this result and find that the coefficient is consistently positive and statistically significant. Specifically, we examine subsamples with drivers between the ages of 25 and 65 to look at driver age-vehicle choice correlation, accidents without any intoxicated drivers, only daytime crashes, urban crashes, crashes where all drivers are insured, rollovers, and non-rollovers. We also examine the probability of a driver fatality and the sensitivity of the results to state population weights. In all regressions the coefficient on vehicle weight is positive.
7 Qualitatively similar results are shown by Anderson and Auffhammer (2014) and Jacobsen (2013) for 1-vehicle crashes. White (2004) does not control for vehicle weight but finds that light trucks are deadlier in 1-vehicle crashes, also suggesting a similar result.
8 In appendix tables A16 through A19 we test the robustness of this result and find that the coefficient is consistently positive.
cles will both lower the total weight, reducing fatalities, and increase dispersion, increasing fatalities. The net effect on fatalities depends on the characteristics of the fleet and the effect of CAFE on the full weight distribution.
We again find that a larger footprint is generally protective to occupants in the smaller vehicle. Model year controls have negative coefficients suggesting that safety technology has improved over time. In regressions controlling for speed and seatbelts, the time trend has a negative coefficient, possibly due to the influence of policy, road design, and safety programs.
We perform extensive robustness checks on these estimation results. Tables A16 through  ? ? present these robustness checks. In all regressions the dependent variable is an indicator for the presence of a fatality in any vehicle. We find these to be largely confirmatory of our primary results, giving us further confidence in the primary findings that increasing dispersion increases fatalities, while reducing the mean weight reduces fatalities. Table A20 shows the RIF-regression coefficients that enter the simulation. We examine three scenarios to explore the robustness of our results. In scenario 1 all coefficients are used. In scenario 2 all insignificnat coefficients are set to zero. In scenario 3 all non-Domestic (rows 3 through 6) are set to zero. Table A21 gives more information on the relationship between vehicle footprint and vehicle weight. In all regressions the log of vehicle footprint in square feet is regressed on vehicle weight. Robustness checks include controls for horsepower and fuel economy, firm fixed effects, and model year fixed effects. We also use subsamples of the domestic firms and changes in the time frame. We adopt 0.7 as the footprint-weight elasticity used for altering footprint in our simulations based on these regressions. Table A22 shows the coefficients of the regression that imputes the percent change in fatalities to the national level. Because our sample is relatively skewed towards Eastern and Midwestern states, some areas, such as the West, that have lower population density counties and a larger share of Asian manufactured vehicles are underrepresented. In these regressions the dependent variable is the county-level percent change in fatalities for the listed scenario in a world without CAFE. Positive coefficients indicate CAFE saves lives more in counties with that characteristic. We include county level fatalities (taken from FARS) as measure of driving intensity and dangerous behavior in a county and county level population from the U.S. Census. We also include state level values based on the NHTS 2009 survey of mean vehicle weight, fraction of vehicles that are light-duty trucks, mean vehicle age, and the fraction of the fleet in that state from Asian and Domestic manufacturers. For fatalities, population, mean vehicle weight, and age we use the Inverse Hyperbolic Sine transformation log(y i + (y 2 i + 1) 1/2 ). We use this transformation because population and fatalities are highly skewed and we would ideally use the ln transformation but some rural counties have zero fatalities. The benefit of this transformation is that it approaches the ln transformation for larger values but is also defined for zero (Burbridge et al. 1998 Notes: Prediction of counterfactual fuel economy includes a trend, trend-squared, gas price, and GDP. Quantiles coefficients plotted by vehicle weight within quantile. All regressions include firm fixed effects and controls for average gas price and GDP in 3 prior years, except for regressions 2 and 4 which only include gas price and GDP in the prior year. a . 
Appendix G: Counterfactual Fatalities
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