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Abstract
Owing to growth in the popularity of mobile phones, solutions for more efficient mobile
network resource management have been increasingly demanded by network operators.
Predicting the future state of the network and allocating the network resources based on the
predicted state has been proposed as an effective method for efficient management of the
network resources by the research community. One of the major factors that changes the
future state of network is changes in the behavior of users. As the result, to forecast the
future state of network, a major task is to predict the future behaviors of users. This task
is accomplished by User Behavior Prediction Models (UBPrMs). In order to maintain the
quality of the service, such methods are expected to provide sufficiently accurate prediction.
However, the existing methods often are not able to meet this performance requirement.
The accuracy of a predictive model is affected by two distinct sources of error, namely
Modeling Error (ME) and Sampling Error (SaE). As the result, one ought to consider both
sources of error while improving the performance of a model. To do this, this thesis aims
to study and alleviate the impact of the mentioned sources of error on the performance of a
UBPrM.
To treat the ME, we propose a novel group-level user behaviors prediction framework
as a more accurate alternative for population-level user behaviors prediction models and a
more computationally efficient alternative for individual-level user behaviors prediction. The
novel framework is called Event Profiling Method (EPM). To diminish the impact of ME, the
proposed event-based method takes advantage of similarities amongst users’ behavior and
the existing underlying patterns that repetitively occur in the network.
To evaluate the proposed framework, EPM method needs to be implemented in real-world
scenarios. Video popularity prediction is considered as a suitable use case for EPM. For this
purpose, this thesis utilizes the ideas of EPM framework to propose a novel approach for
enhancing the video popularity prediction models. Using the proposed approach, we enhance
three popularity prediction techniques that outperform the accuracy of the prior state-of-the-
art solutions. The major components of the proposed approach are three novel mechanisms
for "user grouping", "content classification" and "dominant-follower users identification".
The user grouping method is an unsupervised clustering approach that divides the users into
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an adequate number of user groups with similar interests. The content classification approach
identifies the classes of videos with similar early popularity trends. The dominant-follower
identification technique divides the users in each group into two distinct subgroups based on
their reaction time to the released videos. To predict the popularity of the newly-released
videos, our proposed popularity prediction model trains its parameters in each user group
and its associated video popularity classes and user subgroups. Evaluations are performed
through a 5-fold cross validation and on a dataset containing one month video request records
of 26,706 number of BBC iPlayer users. Our analysis shows that the accuracy of the proposed
solution outperforms the state-of-the-art including S-H, ML, MRBF models on average by
59%, 27% and 21%, respectively.
Afterwards, this thesis proposes a novel combination technique for multi-dimensional
user profiles that is able to treat the SaE. In doing so, the proposed technique considers the
samples of other users’ behavior (or in general, other items) as a biased approximation of
each user (or an item). The method utilizes two conditions on the magnitude and sign of the
estimated bias between two users to decide on combining their profiles or not. The proposed
technique is evaluated against synthesized and real-world datasets. Our results show that the
proposed method provides better estimations of the statistics of the synthesized datasets than
the standard method. To test the proposed method in the real world, we utilize one-month
content request records of 787 users of BBC iPlayer. We show that our proposed method
performs on average 15% better than the standard method.
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Chapter 1
Introduction
In the recent years, the number of telecommunication network users has experienced an expo-
nential growth and this has led to a significant growth in the demand for telecommunication
network services. For instance, the Cisco report has predicted that the mobile traffic that
users need will experience an increase by 700% from 2016 to 2021 [1].
As the result, one of the most important challenges in front of the next generation of
mobile networks is to manage the above-mentioned ever-growing demand. To address this
challenge, different solutions have been proposed in the literature. Cognitive networks
[2–4] and Software Defined Networking (SDN) [5–7] are two well-studied examples of the
proposed solutions. Despite the power of such solutions, they do not completely consider
the amount of the predictability of the next state of the network; so, they may not be able to
accurately estimate the next state and rely more on optimizing the network based on current
state. As a result, they may react to an emerging state of the network with some inaccuracy.
This can negatively affect the network performance and managing this is important especially
when the future state of the network drastically vary with the current state. To treat this
problem, researchers’ attempts have focused on proposing solutions that somewhat consider
future state of the network. In doing so, they have searched for major components that
explains the changes in the state of the network.
One of the major components of the telecommunication networks that affects the (future)
state of the network is how users interact with network. In this realm, all the persons that
utilize the telecommunication networks for any particular purpose are considered as the users
of the network. As the result, predicting the future behavior of users has been proposed as an
effective way to predict the future state of cellular networks. The user behaviors are defined
as all the actions that the users of a network perform when they are using the network. For
example, for the specific case of cellular networks, the set of user behaviors contains the
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spacial movements (which determines the location) of the users, and services , e.g. calls and
texts, that the users demand.
The predicted future state of network can be utilized by optimization and management
processes to optimize the performance of cellular networks and efficiently allocate the
network resources to the appropriate services. The performance of the described optimization
and management processes is directly dependent on the accuracy of estimating the future
state of network; and since the state of network is affected by user behaviors, the performance
of the mentioned processes directly depends on how accurate we can foresee the future
behavior of users.
The above-described task of predicting the users’ future behaviors is accomplished by
User Behaviors Prediction Models (UBPrMs). Any UBPrM can be considered under the
umbrella term of predictive profiling. To be more precise, we define the procedure of
extracting the underlying patterns, including similarities or underlying patterns, existing in
user behaviors as user profiling. When the extracted patterns are utilized to predict the next
behavior of users, the procedure is called predictive profiling.
The discussed dependency between the accuracy of the employed UBPrM and the
performance of the network optimization process has led to a great demand for more accurate
UBPrMs and searching for the factors that affect the accuracy of a UBPrM. The accuracy
of a UBPrM is affected by two major sources of error, including Modeling Error (ME) and
Sampling Error (SaE). In the next section, we discuss these two error sources that have
negative impact on the accuracy of a UBPrM.
1.1 Error sources affecting the accuracy of UBPrMs
The field of user behaviors analytics and modeling contains a wide range of models and
techniques. Mobility prediction [8], recommender systems [9], users’ activity recognition
[10] or activity tracking [11] are some of the most well-known models in this field. As the
ultimate goal, these studies aim to develop and propose more accurate models and algorithms.
As mentioned earlier, there are two different error sources that may affect the performance
of a model or algorithm developed for modeling user behaviors. The sources include the
Model Error (ME) and the Sampling Error (SaE). In [12], a complete mathematical discussion
on these sources of error can be found. In what follows, we separately discuss each source of
error.
• Model Error: The ME is the direct result of the lack of fitness of a model to the actual
behavior of the existing variables. This error can be decreased by proposing a more
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precise mathematical model that considers more complete set of factors that affect the
behavior of the parameters of a model. The factors enable the model to better capture
the actual exiting patterns in the behavior of the parameters.
The above factors are mostly the same for different user behaviors. For illustration,
the behavior of a user can be constrained by the behavior of the other users who are
in the social relationship with the target user (e.g. social mobility models [13, 14]
and social recommender systems [15, 16] benefit from this idea to improve their
results). However, the impact of each factor can differ from one behavior to another
one. Therefore, the first complexity to diminish the ME is to find the level of the impact
of each factor on a specific user behavior that is to be modeled by a UBPrM.
On the other hand, there are various techniques to equip a UBPrM with the above
factors. For example, researchers have proposed different techniques to utilize the
social ties of users or the similarities between user behaviors in their proposed UBPrM.
Due to the variety of the existing techniques, finding the most suitable technique for
integrating each factor into a UBPrM is the other complexity in front of alleviating
ME.
• Sampling Error: The SaE is the result of the limited number of the available samples
for a variable in a dataset. The reason behind this error can be explained by Central
Limit theorem. According to this theorem, the sample size can affect the accuracy of
the estimation of the actual value of a variable. When we are estimating the mean of
a variable, the Sampling Error, which also is called Standard Error (SE), is directly
proportional to the Standard Deviation of the sample and inversely proportional to the
square root of the size of the sample.
In the literature, the problem resulted from the effect of limited number of samples
on the performance of a model is called as the Small Sample Size (SSS) problem.
Researchers have proposed a number of different solutions to treat the SSS problem.
Three of the important ones are feature selection techniques [17–19], providing a set
of minimum requirements for the size of a sample [20–22] and proposing modified
formulas for finding statistics to reduce the error caused by SSS [23–26]. Principal
Component Analysis (PCA) [27] and Linear Discriminant Analysis (LDA) [28] are
examples of feature selection techniques. Mundfrom et al. [20] empirically studied the
minimum necessary sample size and provided a set of requirements to determine it.
Wan et al. [23] modified the mean formula by several terms that depend on the sample
size, median and quartiles. Maximum a Posteriori (MAP) adaptation technique has
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been proposed as another technique to modify the formulas of the statistical parameters
[24].
While, in some occasions, SaE can cause a relatively large error in the performance
of a predictive or classification model [29], most of the efforts in the field of the user
behaviors analytics and modeling have focused on reducing the ME. So, studying the
SaE and proposing a method to reduce it seems important for improving user behaviors
modeling.
Increasing the number of the unbiased samples can be considered as a straightforward
solution to reduce the SaE; but, it is sometimes impossible that we increase the number
of unbiased samples of user behaviors. Considering this, one of the main objectives
of this thesis is to study the negative impact of SSS problem on the performance of
UBPrMs and proposing a solution to alleviate its negative impact. To do this, this
thesis considers to answer the research question whether there is any situation in which
we can add information extracted from the samples about other users’ behavior to the
samples of a specific user’s behavior to obtain more accurate profile for the target user.
Apart from the accuracy of a UBPrM, the computational efficiency of a UBPrM is crucial
for telecommunication network optimization. The efficiency of a UBPrM depends on the
prediction approach that the model has used. There are two distinct approaches used in
the existing UBPrMs in the literature. The approaches include user-level and population-
level prediction models. Each of the mentioned approaches have their own computational
complexity and are suitable for a subset of applications in network and service management
domain. In addition, they are differently affected by the above-discussed error sources. The
next section first discusses the approaches that have been employed in existing UBPrMs.
After that, we compare the mentioned approaches in terms of their major error source and
computational complexity. Then, we discuss their main advantages and disadvantages in
telecommunication network management domain.
1.2 Approaches used in the existing UBPrMs
In this section, we describe both user-level and population-level approaches and discuss their
advantages and shortcomings in comparison with each other. We also provide a discussion
on the impact of the afore-explained error sources on these approaches. Next, we shed light
on the motivations of this research and their links to the mentioned shortcomings.
User-level modeling: The user-level predictive models contain all the UBPrMs that aim
to model and predict the behavior of each individual user. Some of the individual UBPrMs
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take a set of the behaviors of each individual user into consideration (e.g. item-based
recommender systems [30]); and extract the existing underlying patterns in this set of user
behaviors. while some others consider the behaviors of the similar users to each individual
user as the extra input information in addition to the information about the behavior of
individual users for the predictive model (e.g. collaborative filtering recommender systems
[31, 32]). The extra information makes the history of individual users more accurate. We call
the set of the user behaviors as the history of the users. The ultimate goal of the user-level
prediction models is to extract the hidden patterns existing in the users’ history and utilize
the extracted patterns to predict the next behaviors of users.
The user-level prediction models contain a wide range of studies. To name some of
them, the existing mobility prediction models that aim to predict the next location of the
individual users [33–35]; and users click-streams prediction models that aim to foresee
the next web-page that users may be interested in or request [36–38] are two well-studied
examples.
Population-level modeling: The population-level UBPrMs contains those predictive
models that aim to predict the behavior of a population of users. Therefore, one of the
statistics that this type of the predictive models have a focus on is to predict the number of
users that are going to perform a particular behavior. Content popularity prediction models
(C-PPMs) are the familiar examples of the population-level user behavior modeling [39–41].
There is a number of popularity prediction models that aim to predict the number of users
who are going to request a video [42, 43] or a number of other models that attempt to forecast
the number of users who are going to view an online news [44].
The above-discussed predictive approaches have advantages and disadvantages in compar-
ison with each other. To clarify these advantages and disadvantages, we provide a comparison
between them in the following.
• The population-level approach has more number of applications in the domain of the
telecommunication network resource management and allocation than the user-level
approach. This is down to the point that during the time periods in which network
receives a huge demand for a service, network resource management becomes more
important and essential. The population-level predictive models are able to predict
the mentioned time periods. To be more precise, the population-level models are
designed to directly predict the time in which a relatively large number of users request
a particular service.
• When there is enough historical data about users, the user-level prediction approach is
able to capture more patterns that exist in the behavior of users than population-level
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one. As the direct result, the user-level prediction models provides more accurate
predictions. The accuracy of the population-level models directly depends on the level
of the similarity between users. If all the users were completely similar, the accuracy
of population-level approach would be equal to the accuracy of the user-level approach.
However, since there is always dissimilarity in the behaviors of users, the predictions
made by population-level approach usually are less accurate than user-level approach.
• Since the user-level prediction approach requires to separately process the data of the
individual users to extract the patterns existing in the user behaviors, this approach is
more computationally complex than the population-level approach. The population-
level approach finds the hidden patterns existing in the behaviors of the population of
all users; so, this approach needs to perform the process for each users once. As the
result, this approach requires less computations when making its final predictions.
• The user-level prediction models provide more personalized results about users than
the population-level ones; so, the results can be analyzed to extract information about
the personal characteristics of users. The users’ personal characteristics can be utilized
to personalize the services offered to the users.
• Since the user-level prediction approach needs to have enough historical data about
each individual user, this approach is more sensitive to the SSS problem [12] than
the population-level approach. The SSS problem occurs when there is not enough
historical data about users and causes noise in the prediction results. For individual-
level models, the input data is the profile of each individual user. On the contrary, for
population-level models, the input is the collective profile of all users. The collective
profile consists of the profile of all individual users. In collective profile, insufficient
number of samples for an individual user may be compensated by samples of other
users. As the result, the probability of confronting a situation in which the profile of
a subset of individual users does not contain enough number of samples is greater
than the probability of confronting a situation in which the collective profile contains
insufficient number of samples.
• The error of the models with the population-level approach is resulted from ME more
than SaE; while, the SaE has bigger contribution in the error of the models equipped
with user-level approach. It does not mean that SaE does not affect the performance
of a population-level predictive model; while, it means that the performance of a
user-level predictive models is more affected by ME.
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• In some occasions, users may not follow their everyday behavioral patterns. For
instance, the behavior of users may change due to different emotions of users. The user-
level prediction models are more sensitive to the occasional variations or anomalies
in the user behaviors than population-level prediction models. This may cause some
inaccuracies in the prediction results of the user-level prediction models.
1.3 Motivation
Considering the discussed points until now, a UBPrM needs to have a number of properties
to be applicable in telecommunication network management. The properties can be listed as
follows.
• The UBPrM ought to be able to make accurate predictions.
• The UBPrM ought to be able to predict the situations in which there is a huge demand
for network services.
• The UBPrM ought to be able to make fast and efficient predictions.
The motivation of the present research is to develop a UBPrM that meets the above
requirements. In other words, the goal of the present research is to develop and test an
accurate and fast UBPrM that is able to predict the huge demands.
To respond to the demand for an accurate UBPrM, in this thesis, we search for the main
sources of error that affect the accuracy of a UBPrM. In doing so, we first search for the
factors that the user behaviours are correlated to. The factor can considerably reduce the ME.
Considering the found factors, one may develop a novel method that results in a significant
improvement in the prediction results in comparison with the current state-of-the-art models.
As the other source of error, we need to study the impact of SaE on the accuracy of UBPrMs,
To accurately predict the situations in which network confronts a huge volume of demand,
we propose group-level prediction approach as a more accurate alternative for the population-
level prediction models and a more computationally efficient alternative for the user-level
prediction models. A group-level prediction approach can be defined as a prediction approach
that aims to predict the behaviour of groups of users. The group-level prediction approach is
also able to make fast predictions in comparison with user-level approach.
1.4 Research approach
The research approach of this thesis is discussed in the following.
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• In order to make group-level prediction, this thesis proposes a general framework which
is called Event Profiling Method (EPM). As indicated above, one of the sources of error
that affects the performance of the population-level prediction models is dissimilarities
between the behavior of different users. We propose that grouping users based on the
similarities between their behaviors and finding the behavioral patterns in the group
behaviors can improve the performance of the population-level prediction models.
On the other hand, since each user group contains users with similar behaviors, the
group behaviors can be considered as a good estimation for the behavior of the individ-
ual users in that group. In this regard, the group-level approach provides quite accurate
results but requires less computations in comparison with the user-level approach.
To test and evaluate EPM, we choose video popularity prediction as a use-case for this
approach. To do this, we utilize the proposed group-level prediction framework to
develop a novel video popularity prediction model (V-PPM).
To accomplish the design of the video popularity prediction model based on the
group-level prediction approach, we develop three novel techniques. The techniques
include,
1. A method for enhancing the existing clustering techniques that finds the best
number of user groups such that the predictability of the user groups is maximized.
2. A classification technique that classifies the contents based on the existing under-
lying patterns in the popularity growth trends.
3. An identification method that identifies those users who request a content earlier
than other users in each user group.
The proposed group-level framework and the proposed V-PPM developed based on
this framework have a wide range of applications in the network resource management,
network optimization, content caching, content broadcasting and marketing industries.
The applications are discussed in chapter 6.
• To reduce the noise resulted from the SSS problem in the prediction results of a
UBPrM, we propose a novel combinational technique. According to the discussion
presented in the previous section, the SSS problem affects the accuracy of a user-
level predictive model more than a population-level one. As the result, although our
proposed combinational technique can be used to improve the accuracy of all types
of UBPrMs, it potentially results in greater improvements in the user-level UBPrMs.
Due to this, in chapter 5, we evaluate the impact of the combinational technique on the
accuracy of individual users’ profiles.
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In brief, the combinational technique considers other users as the biased samples for
each individual user. The technique benefits from two conditions. According to the
conditions, the proposed technique decides about the profile of which users can be
combined with a user to make the profile of that user more accurate and less noisy.
This process is able to diminish the effect of SSS problem in the prediction results
of a UBPrM. Since the SSS problem affects more on the performance of user-level
prediction models, the impact of the combinational technique on the prediction results
of user-level prediction models is more than this impact on the prediction results of
the population-level ones. Nevertheless, the proposed combinational technique can be
employed to improve the performance of the population-level prediction models, as
well.
1.5 Contributions
Based on the discussed points in this chapter up to now, Our contributions in this thesis can
be summarized as follows,
• We propose a general framework, called EPM, that can provide group-level prediction
results. EPM can be used to enhance almost all population-level UBPrMs and is
suitable to be used in all applications in the domain of network resource management
and optimization.
• Using the EPM framework, we propose a novel approach to enhance the existing Video
Popularity Prediction Models (V-PPMs). Regarding to this, this thesis has a number of
contributions that are listed below.
– The approach contains three novel steps:
* We propose to group users based on their interest as an effective factor for
predicting the group popularity of online videos. In doing so, we propose
an unsupervised technique to determine the optimal number of user groups.
The optimal number of user groups is determined such that the predictability
of the user behaviors in the constructed groups is maximized.
* We propose to classify videos into the classes with similar popularity growth
trends. For this purpose, we develop a novel content popularity classification
technique that minimizes the mean and range of the prediction errors.
* We propose to classify users based on their reaction time to the newly-
released videos. To identify these user classes, we propose a novel identi-
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fication technique that finds the underlying patterns existing in the users’
reaction time to the newly-released videos.
– We elaborate on our approach and show how the user grouping, user identification
and content classification techniques are used to enhance a popularity prediction
model by considering the parameters of the popularity prediction model as a
function of the user groups, user subgroups and popularity class number.
– We present an extensive evaluation to test the impact of the proposed approach
on the performance of the state-of-the-art popularity prediction models.
• We propose a novel combinational technique that is able to treat the SSS problem in
multi-dimensional datasets. The basic idea behind the combination method is that
this method considers other variables as a biased estimation of each variable. We
provide an extensive evaluation for the combination method through synthesized and
real-world datasets. We also show that how our proposed combinational technique is
able to improve a user-level predictive model.
1.6 Thesis structure
This thesis consists of 6 chapters. We initially provide an extensive state-of-the-art review.
Within our literature review, we compare our proposed models with the exiting models and
discuss the novelties of our models. Then, the Event Profiling Method (EPM) is introduced
as a framework for predicting the group behavior of users. EPM aims to find the factors
affecting the performance of a group-level UBPrM and utilizes the factors to improve its
performance. Next, we consider video popularity prediction as a use-case for EPM. Using
the EPM framework, we develop a novel approach for predicting the future popularity of
videos. After that, we focus on SSS problem and its contribution on the error of a UBPrM.
To treat the SSS problem, we propose a combinational technique. Finally, we conclude this
thesis in chapter 6. In the following, we provide more details on the contents of each chapter.
Chapter 2 Background and related works: This chapter is dedicated to discuss the
related studies to our proposed models. By reviewing the existing predictive models for
different kinds of user behaviors, we extract the factors that have impact on the behavior
of different users. The components are introduced as factors that can be used by a UBPrM.
Then, we discuss the connection between our proposed models and each factor.
After that, we review the existing content popularity prediction models. Through our
review, we discuss the existing methods for different types of contents. We also discuss the
novelties of our proposed approach in comparison with the existing models.
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The last part of chapter 2 is dedicated to discuss the existing techniques in the literature
to treat the SSS problem. A discussion on the novelties of our proposed combinational
technique is also provided.
Chapter 3 Event Profiling Method: In chapter 3, EPM is proposed as a general frame-
work for foreseeing the group behavior of users. EPM looks for more underlying patterns
in the group behavior of users and exploits them to make more accurate predictions. This
results in a reduction in the ME of UBPrM. Chapter 3 also discusses how the telecommunica-
tion networks can take advantage of EPM. In the last part, we introduce content popularity
prediction as a real-world use-case for EPM and explain how EPM can be utilized to develop
a model for predicting content popularity.
Chapter 4 Impact of EPM on the performance of V-PPMs: In chapter 4, we employ
EPM to develop a novel approach for predicting the popularity of online videos. In this
chapter, we also explain the above-explained techniques that are essential parts of the
proposed V-PPM. The techniques include
• A technique for finding the best number of clusters,
• A content classification technique for finding the popularity growth trend classes,
• A user identification technique for identifying those users who mostly request newly-
released videos before others.
To test the performance of our proposed approach, we utilize a real-world dataset con-
taining content requests of BBC-iPlayer. Through an extensive evaluation, we show the
improvements that are resulted from our approaches in the prediction results of three well-
known popularity prediction models.
Chapter 5 A combinational technique to improve users’ history: Chapter 5 focuses
the Sampling Error (SaE) as another important source of error in the final results of a UBPrM.
It discusses how SSS problem can cause error in the performance of a UBPrM. Then, a
combinational technique is proposed to alleviate the negative impact of SaE on a model’s
accuracy. Using both synthesized and real-world datasets, we evaluate the impact of the
proposed combinational technique on the improving the estimated statistics of a dataset.
Chapter 6 Conclusions: Chapter 6 provides a complete summary of the research and
discusses the limitations of our proposed models and future steps to extend the models and
continue this research.

Chapter 2
Background and related works
Researchers have utilized a wide range of approaches to efficiently predict the future be-
haviours of users. The term of user behaviour can be defined as all the actions that a user
does while interacting a system. Examples of actions of a user of the telecommunication
networks include moving to different locations, making calls, messaging and connecting to
the Internet. Similarly, examples of the actions of a user of the Internet include checking her
e-mail and requesting different videos. Such actions are performed by users and considered
as the behaviours of users. The approaches in developing more efficient User Behaviors
Prediction Models (UBPrMs) can be categorized into two distinct categories. The categories
include,
• Reducing the ME: In doing so, researchers have employed two approaches. The first
approach aims to search for a set of factors that shape or explain the user behaviors.
As the result, considering the factors has an impact on the performance of a UBPrM;
and they can be utilized to develop more accurate models. Therefore, the initial step
for developing a UBPrM is to search for a set of factors that influence the behavior of
users. The factors may affect some particular user behaviours and may be observed in
a number of studies; and so, we also call them as the proven observations affecting the
particular user behaviours.
The second approach used by researchers is to develop new techniques that are more
able to extract the underlying patterns in the user behaviors. The techniques are highly
dependent on the specific behavior that is to be modeled by a UBPrM. One of the
main objectives of this thesis is to propose a framework for predicting the aggregated
behaviors of users. We define the aggregated behavior of users as the behaviors
performed by a large number of users. The framework contains a number of novel
techniques that enables us to capture more underlying patterns in the users’ aggregated
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behaviors. To evaluate the proposed framework, we utilize the framework to develop a
C-PPM.
• Reducing the SaE: To do this, researchers have proposed a wide range of different
methods. The methods can be potentially employed to alleviate the SaE in the data
sets containing user behaviors.
Inspired by the above discussion, our literature review is divided into three main sections
that are listed in the following.
• Factors that can be employed as a starting point of any UBPrM: This section is
dedicated to review and explain the main factors that are exploited by existing UBPrMs
in the literature. The section also discusses how we have utilized the discussed factors
to develop our novel UBPrM as well as our novel combination method to treat the SSS
problem.
• Content popularity prediction models: The section provides a discussion on the
main methods utilized in the existing Content Popularity Prediction Models (C-PPMs).
In doing so, the section categorizes the existing UBPrMs into three categories. The
categorization is performed based on three distinct types of online contents that include
online videos, online news and online contents published on social networks (SNs).
In addition, the section also discusses the novelties of our proposed video popularity
prediction model in comparison with the existing works.
• Existing techniques to treat Small Sample Size problem: The third section dis-
cusses the existing solutions in the literature to treat the Small Sample Size (SSS)
problem. In the section, we present a discussion on the main novelties of our proposed
combination method in comparison with the existing methods in the literature.
2.1 Factors affecting UBPrMs
Similar to any other theory or model, a UBPrM lays its foundation on a number of factors.
The factors are considered as the starting point of the model; and as the result, the validity
of the model is entangled with how truely the factors have been found. Moreover, since
well-selected set of factors has a significant impact on the performance of a UBPrM, the
initial step of developing a UBPrM is to search for the most complete set of factors.
According to the above, we start our state-of-the-art review with a discussion on the
factors that are employed by existing UBPrMs or observed in different studies. Within the
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discussion, we present evidences to support each factor by discussing the improvements
resulted from considering the factor in different UBPrMs. Finally, we summarize the factors
that we have used in our proposed models, which are the group-level prediction model and
the combination method.
The scientifically observed factors that are used in the literature for modeling user
behaviors can be listed as follows.
• The user behaviors are predictable: The most basic factor behind all the UBPrMs
is that there are underlying repetitive patterns in the behaviors of users. The repetitive
patterns make the behavior of users predictable. The more repetitive patterns in the
user behaviors, the more predictable user behaviors. To develop a predictive model,
one needs to extract such repetitive patterns and utilize them to foresee the future
behaviors of users.
• There are underlying similarities in the behaviors of users: Recent studies have
proved that there are groups of users that perform quite similar behaviors. For instance,
users may move in groups with similar mobility patterns [14, 45] or have similar video
interest [46, 15].
Considering the above-discussed similarities, a UBPrM can monitor the behavior of
users who are similar to a specific user to obtain extra information about her. The
proposed models in this thesis both take the similarities between users into considera-
tion. The proposed group-level prediction model utilizes the similarities to foresee the
future aggregated behaviors of users. The proposed combination technique uses the
similarities to obtain more historical data about each user.
• Sometimes a group of users show an aggregated behavior: The previous factor
stated that there are groups of users that have similar behaviors. Therefore, the user
groups most of the time show similar behaviors in different occasions. In some
occasions, it is possible that the described user groups show a similar behavior in a
quite short time interval. We previously defined this kind of user behaviors as the
aggregated behaviors of users. Familiar examples of users’ aggregated behaviors are
crowd movements of users (e.g. see [47]) or requesting a specific video by a large
number of users (e.g. see [48, 49]).
According to the above, we propose that there are some situations in which user
groups perform aggregated behaviors. Our group-level prediction model considers the
mentioned factor to propose a novel technique for predicting the aggregated behaviors
of users.
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• The social ties between users constrain their behaviors: Recent studies have pro-
posed the social ties between users as one of the important factors that has a significant
impact on their behaviors. To be more specific, the behavior of a user is often in-
fluenced by those users who are in the social network of the user. As a result, any
UBPrM needs to take the social ties as a factor that constrains the user behaviors into
consideration 1.
• The user behaviors are time dependent: The behaviors of users may vary in different
times and different occasions. For illustration, a user’s search activities in the day hours
may be different from her activities in the nights. As a result of this, every UBPrM
needs to take the time dependency of users into consideration.
In the rest of this section, we provide supportive evidences from different studies to justify
the trueness of the above-discussed factors. In doing so, we review the models that have
utilized these factors to improve the accuracy of their predictions about the future behaviors
of users. In brief, to support the predictability of user behaviors, we provide the results of a
number of studies that show that the behaviors of users are highly repetitive and predictable.
Next, we discuss the existing similarities in the user behaviors and how existing UBPrMs
benefit from these similarities. After that, we review the studies that focus on the impact
of considering social ties on the performance of UBPrMs. Next, we discuss a number of
works that justify the time dependencies of the user behaviors. Finally, we discuss how our
proposed models in this thesis benefit from the discussed factors.
2.1.1 Predictability of user behaviors
In spite of all variations in the user behaviors [50, 51], their behaviors show repetitive and
periodic patterns. Recent studies have observed periodic patterns in the users’ mobility [52,
53] or their search activities [54, 55]. Observing many behavioral patterns that periodically
repeat in the user behaviors indicates that the behaviors are highly predictable. Any UBPrM
aims to extract the mentioned periodic patterns and employ them to propose a number of
factors that govern the user behaviors.
To find the underlying patterns in the user behaviors, researchers’ attempts can be
categorized into two different approaches. The approaches are,
• Studying the statistical properties of the user behaviors: In this approach, re-
searchers analyze and calculate the statistics of the user behaviors and sometimes,
1Due to the privacy concerns, access to real-world datasets containing social context of users is difficult.
This may limit developing a UBPrM that is able to utilize the social context of users.
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their attempts have focused on finding the probability distribution that is best fitted to
these statistics. For illustration, it has been shown that the popularity of online videos
approximately follows a power-law distribution [56]; or the distribution of jump 2 size
obeys a power-law distribution modified by an exponential cutoff [57]. The existence
of such distributions suggests that the user behaviors are not completely random and
can be constrained by a set of underlying factors. Extracting the underlying factors is
the objective of the second approach.
• Searching for a set of factors that have impact on the behavior of users: In this
approach, researchers attempt to find a set of factors that constrain the behaviors of
users. Examples of such factors include
– Users tend to move in groups [14],
– Users’ interest tend to be similar to the interests of users that are in social
relationships with them. [58].
The existence of the above factors on the one side constrains the user behaviors and on
the other side shows a relatively high level of predictability for user behaviors.
In what follows, we review main studies that utilize the above-mentioned approaches to
study the level of the predictability of different types of the user behaviors.
2.1.2 Predictability of the user spacial movements
• Statistical analysis: The statistical analysis of the users’ movements prove a high
degree of predictability in their mobility. As a good supportive evidence, studying
the entropy of the users’ mobility patterns of 50,000 users in macro cell scale, Song
et al. [59] showed that the next cell that the users will go to is 93% predictable. The
authors also proved that there is not any clear differences between various genders or
age groups as well as working days and weekends.
In another study, Cho et al. [53] performed an extensive analysis to find statistical
properties of users’ mobility. They showed that social relationships cause 10 to 30%
of the users’ movements and regular patterns in people’s movements can explain 50 to
70% of people’s movements. The authors also investigated what percentage of user
movements are for the purpose of meeting a friend. They found that this depends
2Jumps in users’ movements are those movements that are relatively longer than the usual movements. To
illustrate this, users’ long trips are considered as jumps that are relatively longer than commuting from home to
work.
18 Background and related works
on the length of the users’ travels and the probability of a movement for meeting a
friend is 2.5 times greater than meeting a new person. In addition, they studied users’
movement periodicity and showed that users often commute between home and work
sites.
As a quite different approach to study the statistical analysis of the users’ mobility,
researchers have also focused on finding the probability distributions that well explain
the statistical characteristics of user movements. Studies show that the displacements of
users can be well approximated by a power-law distribution truncated by an exponential
cut-off [57, 60, 61].
The most significant indication of the above findings is that the users’ mobility does
not follow a completely random (uniform) distribution; so, there should be a number
of underlying factors that constrain their mobility.
• Proposing a number of factors that limits user movements: Recent studies show
that the users’ spatial movements can be explained by a number of factors. The factors
can be summarized as follows.
1. Users mostly prefer to move in the short paths [62].
2. The next locations to be visited by users are correlated to their previously visited
locations [63, 64].
3. There are places that are frequently visited by users [65, 45]. The places are
called users’ locations or points of interest.
4. Users move in the groups [66–68].
5. The mobility and location of a user are constrained by the mobilities and locations
of the users that are in social relationship with the user [53, 14, 69].
6. Users are attracted to each other based on their social relationship strength
[70, 53, 14].
Each of the above-listed factors has their own impact on the movements of users; and
as the result, any user mobility prediction model ought to consider these factors to
make relatively accurate estimations about the next locations of users.
However, the recently-proposed mobility prediction models mostly consider a subset
of (not all of) the above factors. In what follows, we introduce the well-known mobility
models that consider all or a number of the above factors.
IM model: [63] IM model considers two of the above-listed factors that are
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1. Users’ movements are correlated to their previous locations
2. Users return preferentially to their formerly visited places
HMM [69]: HMM is a mobility model that considers the location of a user’s friends as
a factor that limits the destination of the user (Hermann’s model [71] is another model
that utilizes this factor to propose a more accurate mobility model).
Home Cell Mobility Model (HCMM) [62]: HCMM takes three of the above-listed
factors, including short path preferences, social and location attractions into consid-
eration. The HCMM model completes an old version called CMM [13] which just
assumes that people’s destination are only determined by social attraction.
General Social Mobility (GeSoMo) model [14]: GeSoMo is a mobility model that
considers more complete set of the realistic properties of users’ movements than the
above-presented mobility models. The properties considered by GeSoMo model can
be listed as,
1. Users are attracted to each other based on their social relationship strength.
2. Different anchor points have different attracting powers to different users.
3. Users prefer to move in groups.
4. Sometimes, users prefer to move to a location with less population.
All the above-introduced studies perform a simulation-based analysis to evaluate their
proposed mobility model and show that considering the above factors is able to better
model the statistical characteristics of users’ spatial movements. For example in [63],
the authors benchmarked their model against a real-world dataset consisting cell tower
records of mobile phone users and showed that the simulation results of their model
agrees with real statistical properties of the user movements. The success of these
models is a result of considering realistic factors for describing users’ mobilities.
According to the above, one can conclude that there is a quite high level of predictabil-
ity in the users’ movements. This conclusion is resulted from observing the above
governing factors in the mobility of users.
2.1.3 Predictability of the users’ activities in World Wide Web
At the following, we review some models that exploit the history of users’ activities in World
Wide Web (WWW) to extract the repetitive patterns in their activities. The history of users
contains all the searches and requests of a user and her location and time in which she does
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her search. Through our review, we also discuss how the findings of the presented studies can
be considered as supportive evidences for the predictability of the user activities in WWW.
• Statistical analysis: In the literature, various aspects of the statistical properties of
user activities in the WWW have been studied. The common initial step for this
analysis is to categorize the activities into a number of classes.
To categorize the activities, Kumar et al. [72] classified the user activities in WWW
into three main classes including content (e.g. news or videos), communication (e.g.
email or forums) and search (main search or item search).
Statistical analysis of the above classes shows that more than 50% of the user activities
belongs to content category [72]. Moreover, on average about 81% of the web-pages
that a user visits have been visited at least once before and most of the users visit two
web-pages more often than other pages [73]. The purpose of more than 60% of the
activities is to go to a specific web-page; while purpose of 25% of the activities is to
access to a specific data, e.g. weather related measurements, from any web-page [74].
Some other studies have limited their analysis to analyzing the statistics of the activities
of users in Social Networks (SNs). As a generic result, it has been shown that the users’
activities in SNs increases in the middle of day; however, users do not continuously
interact with their SNs in the long log-in periods (i.e. more than 30 mins) [75].
Similar to the above-mentioned studies, the studies on the user activities in the SNs
also categorized the activities into a number of categories [52, 75].
As an illustrative example, Benevenuto et al. [52] introduced 9 categories of customary
behaviors of users, namely Universal search, Scrapbook, Messages, Testimonials,
Videos, Photos, Profile & Friends, Communities and Others (e.g. account log in).
Firstly, Benevenuto et al. studied the session length, inter request time distribution
and inter session time. The authors showed that power-law distribution is well-fitted
to the aforementioned time distributions. The authors also investigated the statistics
of the sequential activities that are performed within and between categories. Their
findings showed that 77% of transitions from one activity to another one happen within
similar categories (which is in agreement with the findings of [75]). Schneider et al.
[75] proved the existence of the repetitive activity sequences in the interaction of users
with SNs.
The above-presented findings show that there exist a number of underlying patterns
that frequently repeat in the users’ activities in the WWW.
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• Proposing a number of factors that limits user activities in WWW: To predict the
user activities in WWW, some models benefit from a set of basic factors that are able
to explain the reasons behind of performing those activities by users. In what follows,
we discuss some of the well-known factors employed by existing works.
1. Graph theory provides a mathematical tool to represent and model the ac-
tivities of users in WWW and SNs. Graph theory based models has been
proposed as a powerful tool to represent and model the connections between
users and correlations between their activities in WWW, particularly in SNs. To
do this, researchers have employed two types of methods, namely undirected
graphs and directed graphs [76].
The first method makes an edge without specifying any direction between two
users; e.g. when there is a friendship [77] between them. While the second
one considers a directed edge to show a social interaction in SNs between two
users. For example, visiting the webpage of user 1 by user 2 is considered as an
interaction between them; and to represent the interaction, an edge with direction
from user 2 to user 1 is constructed between them.
For illustration, Wilson et al. [78] used undirected graph to construct a social
graph between users. The authors examined whether social links in users’ SNs
can be considered as a sign of interaction amongst users. Considering wall posts
and photo comments as a indicative sign for social interactions, the authors found
that users have interaction with only a small group of their friends.
Jiang et al. utilized the directed graph method to model the main graph theoretical
characteristics, e.g. average path length that connects two users and social degree
distribution, of SNs’ users. The authors considered visiting a user’s profile by
another one as an indicator for an interaction between users. The interactions
determine a directed edge in the constructed social graph.
Ghosh et al. [79] considered a bipartite graph theory model to represent and model
the evolution of inter-group relationships and spreading information amongst
users in different groups. They defined two different sets. One set consists of
popular social networks and the other set contains the users of the social networks.
Directed edges are created between a user and the social networks in which the
user is a member.
2. There is a correlation between the future activities of users to their previous
activities as well as their acquaintances’ activities: As the first example of the
models that utilize the mentioned consideration, Raghavan et al. [55] proposed a
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model that take advantage of a first order Markov model to correlate the future
activity of users to their previous behaviors and the current behaviors of the users.
The authors used a dataset collected from Tweeter to test their model. Their
results show that their proposed model is able to well describe the statistical
properties of inter-tweet durations.
As the second example, Tan et al. [80] presented a “noise tolerant time-varying
factor graph model” (NTT-FGM) that is able to model and predict users’ next
activities in SNs. The NTT-FGM model is a graph theory based model that corre-
lates each user’s activity to the attributes of the user and her previous activities
as well as other users’ current and previous activities. Tan et al. evaluated the
performance of their proposed model in predicting the future activities of users.
The findings reported in [80] show that NTT-FGM outperforms weighted-vote
relational neighbor (wvRN) and SVM-light models.
As the last example, using the impact of a user’s activity on the activity of other
users (i.e. correlation between), Trusov et al. [81] developed and empirically
tested a solution to identify active users. Active users are defined as the set
of those who keep a social network attractive and have impact on other users’
activities. More specifically, the authors investigated whether increase or decrease
in the active time of a user can cause changes in the time period of others’ activity
or not. Results in [81] show that the proposed model is able to identify active
users with accuracy of 92%.
In this section, we discussed the degree of predictability of the user behaviors by consid-
ering both their statistical properties and underlying factors governing their behaviors. In
doing so, we utilized two familiar examples, which are users’ mobility and user activities in
WWW. Since these examples cover relatively a big subset of user behaviors, the observed
predictability can be generalized to other kinds of the behaviors performed by users.
2.1.4 Underlying similarities between user behaviors
Recent studies have shown that there are groups of users that behave similarly in different
situations [82]. For illustration, there are groups of users who have similar visited locations
[45, 83], content preferences [84, 85], music taste [86], interactive behaviors [87] and so on.
Knowing the current behaviors of the users who have previously performed behaviors
similar to the behaviors of a specific user, one may increase the probability of guessing the
next behavior of the specific user.
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Such information can be utilized as the extra input data for a UBPrM to improve the
accuracy of the predictions made about user behaviors. For instance, the similarities between
users can be used to better estimate the preferences [32] and next locations [57] of users. In
what follows, we review a number of studies that take the similarities between users into
consideration to improve the performance of their proposed models.
Application of user similarities in estimating user preferences
Recommender systems are the most well-known predictive models that aim to estimate the
preferences of users. To do this task, most of recommender systems utilize Collaborative
Filtering (CF) technique. The CF-based techniques predict desirable items for a specific user
by looking at the consumed items by other users that have an analogous taste to the target
user. More specifically, the CF-based techniques employ the similarities between ratings
given by the users to different items to identify the users with analogous taste. Then, the
techniques estimate a user’s rating for an item by using the ratings of similar users to the
target user.
The CF-based methods can be classified into two types, including model-based and
history-based [9].
Using the history of the selected or consumed items by users in the past, the history-based
CF methods first find a set of users with similar taste for each individual user. After that, they
estimate the ratings of each user to the unrated items by direct aggregation of the ratings of
similar users to the items. The history-based models utilize various techniques to aggregate
the ratings.
The model-based methods first construct a user-item ranking matrix and use this matrix
to measure the similarity between users based on a similarity metric. Euclidean (EUC)
[88], Pearson Correlation [31], Cosine [89] and Spearman Rank Correlation [90] are some
well-known examples of the metrics that are used to measure the similarity between users.
After finding the similarities between users, the model-based CF methods fit a mathemat-
ical formula or model to relate the ratings of the users to each others. These methods usually
define a set of latent parameters and use them to correlate the ratings of similar users to each
other. They attempt to capture latent characteristics and dependencies between different
users’ ratings for items.
Matrix Factorization [91, 92] and random walk based methods [93] are two of the most
famous model-based CF recommender systems. The mentioned methods aim to find a
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function that gets the user-item matrix 3 as input and generates the unknown rating values for
each user.
Recently developed recommender systems utilize a sociological fact mentioning that
people who are in a social relationships are more similar than those who are not in a
relationship. This fact is used to better estimate the similarities between them [94, 15]. We call
the similarity that is calculated by using the social relationships of users as social similarity
and the recommender systems that utilize the social similarity as social recommender systems.
The social similarity based methods impose a condition on the ratings (or preferences) of
users that are in the same social group to have close ratings to each other [95]. The same as
before, the approaches used in the social recommender systems can be classified into history
and model based approaches.
SR1 [96], SR2 [96] and SoRec [97] are three model-based recommender systems that
take the social similarity into consideration. The evaluation of these three models shows
that all of them outperform the item-based recommender systems that do not consider the
similarity between users.
In addition to the above, TidalTrust [98], MoleTrust [99] and Trustwalker [100] are three
well-known history-based models that utilize social similarities to improve their recommen-
dations. The mentioned models use a trust matrix to determine the correlation between the
users’ ratings. Using the trust matrix, each model finds a set of trustable neighbors for each
user. TidalTrust, MoleTrust and Trustwalker models estimate the unknown ratings of the
users by looking at the set of their trustable users. Considering the social similarities between
users enables the TidalTrust, MoleTrust and Trustwalker models better estimate the user
ratings to items than item-based recommender systems [91].
2.1.5 Application of user similarities in foreseeing user locations and
movements
One of the well-studied aspects of the user movements, which is discussed in the present
section, is that there exist similarities in the mobility patterns of users. For illustration, there
are groups of users that move together (e.g. [67, 101, 102]) or have a common "location of
interest" [103].
Considering the common mobility paths or destinations, researchers have proposed a
number of group mobility models in which individuals follow quite similar paths or go to the
same destinations. It has been shown that the group mobility models are more able to capture
the realistic properties of user movements, particularly in the situations in which there is a
3The rows of a user-item matrix contain the ratings of a user to different items
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correlation between the decisions of users about their next locations [104]. In what follows,
we review some of the well-known group mobility models.
• Nomadic community mobility model (NC) [105]: In the NC model, users, which
are considered as mobile nodes, tend to move together and follow similar paths. The
model is suitable for the mobility of people in a conference or mobility of a number of
students visiting a museum.
• Pursue mobility model [105]: This model mimics the situations in which several
nodes (persons) track a specific node (person) to capture her. In this case, the nodes
have the same purpose or destinations for their movements.
• Reference point group mobility model (RPGM) [106]: In RPGM model, users
initially are assigned to a number of groups; next, a leader or logical center is selected
for the constructed user groups. The logical center determines the paths that the center
of her group should move on. Other individuals in that group move randomly around
the center of group. Both movements of the center of the user groups and individuals
in each group are implemented via the Random Waypoint Mobility Model [107].
• Community based mobility model [101]: This model divides nodes into friend
and non-friend communities and utilizes a probability distribution of nodes’ which
considers social relationships amongst them. The nodes need to have social interactions
with their friend community. To capture the social interactions, the model utilize an
interaction matrix. The social interactions impose users to select the paths that are
more probable to meet their friends.
• A general social mobility (GeSoMo) model [14]: The GeSoMo model considers
group movements and social attraction as the main factors affecting human mobilities.
The model determines certain locations called anchor points where nodes can have the
social interaction with others. The anchor points causes a social attraction to the users.
The direct result of this is that GeSoMo forces users to move in groups and have quite
similar destinations.
All the above-presented models better estimate the statistical characteristics of the user
movements. It can be concluded that observing better performance in estimating the statistics
of the users’ movement is a result of considering similarities in either the users’ paths and
destinations.
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2.1.6 Aggregated behaviors
The above-discussed similar behaviors of users sometimes happen in a specific short time
interval. As mentioned before, we refer to the behaviors that a large number of users perform
in a short time interval as aggregated behaviors. Predicting the location and time in which
an aggregated behavior occurs is important for optimizing resource-limited systems, e.g.
the mobile communication networks. Due to the limited amount of resources, the quality
of a service may be affected in the time of receiving a huge demand for the service. One
solution to treat it is to foresee the time in which future aggregated behaviors occur and
accordingly organize the network resources to decrease the effect of this huge demand on the
functionality of network.
One of the examples of the aggregated behaviors that has been extensively studied in the
literature is when a particular content, e.g. video or news, is requested by a large number
of users. For example, in a small time period, some of the Youtube videos may receive
more than one million requests [108]. In the literature, this field of research is called content
popularity prediction and modeling.
To discuss evidences for the trueness of the above factor considering the aggregated
behavior, we focus on the studies on content popularity prediction.
2.1.7 Content Popularity as an illustrative example of users’ aggre-
gated behaviors
4
The interest of users spread over various types of contents. The content types include
online videos [109, 49], online news articles [110] or the content in online social networks,
e.g. tweets on Twitter [111]. Depending on the type of the contents, users perform different
kinds of aggregated behaviors.
For instance, users show their interests to an news article by reading the article many times;
or they would request an interesting video a large number of times; or a popular post in a SN
would be liked by users many times [40]. As the result, an aggregated behaviors prediction
model ought to consider the discussed differences in the users’ aggregated behaviors. The
differences affect the selected approaches by the studies to model the popularity of different
content types. Considering the mentioned differences, we review the studies on modeling the
popularity of contents in what follows.
4In this section, we discuss the content popularity prediction models (C-PPM) in brief as examples for
aggregated behaviors. However, as content popularity prediction is considered as a use-case for EPM, we
extensively discuss the existing content popularity models in section 2.2.
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The initial attempts for modeling the mass reaction of users to a content were devoted to
find the distribution that well fits to the users’ reactions to different contents. For example,
recent studies have shown that the distribution of users’ requests for web pages can be
represented by a Zipf’s law and is highly skewed [112].
However, studies on modeling the view count of online videos have observed various
distributions. They have found log-normal [109], Zipf-like [113], power-law with exponential
cut-off [49], Gamma [56], and Weibull [108] distributions as the best-fitted distributions to
the video view counts.
Whatever the view count distribution is, it can show different levels of sharpness. Observ-
ing a high level of sharpness for the view count distribution of a specific content indicates
that a large number of users have reacted to this content in a quite short period of time.
In addition to the above findings, it has been shown that the popularity of the online
videos usually follow a power-law distribution [114, 49]. This points out that the users’
interest is only limited to a small number of videos.
Apart from the above-explained approach, researchers have also searched for the set
of factors that are correlated with the number of users who perform a specific aggregated
behavior. In the popularity prediction paradigm, requesting a video, reading a news article or
reacting to a post in SNs are examples of users’ aggregated behaviors. The factors are listed
in the following.
• The number of users who perform a specific aggregated behavior is correlated
to the number of users who have performed this aggregated behavior in the past:
There are a wide range of models that have been proposed to capture the correlation
between number of users who have performed a particular aggregated behavior in the
past and future. To take the discussed correlation into account, some of the proposed
models exploit a regression-based technique. Szabo and Huberman (S-H model) [42],
Multivariate Linear model (ML model) [43], Linear regression [115], Multivariate
Radial Basis Functions model (MRBF model) [43] and constant growth [54] are some
of the well-known C-PPMs that utilize regression-based models to correlate the number
of users requesting a video in the future to the number of users who have requested the
video till a specific time in the past.
Probabilistic based approaches are other well-known methods to capture the above-
discussed correlations. To name some of the approaches, Wu et al. [116] developed a
model based on Reservoir Computing (RC), which is a neural network technique, to
capture the correlations. The authors observed that there is a high correlation between
the number of users requesting a video in some definite time intervals in the past and
future. Tan et al. [117] proposed a model based on Pure Birth Process, which is a
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time-dependent Markov Chain model, to predict the accumulated future view count of
online videos. As the final example, Zaman et al. [118] proposed a model based on
Bayesian network to predict the popularity of Tweets.
• The social networks and social relationships of users provide valuable informa-
tion for foreseeing the aggregated behavior of users: One of the factors that has an
undeniable impact on the popularity of an aggregated behavior amongst users is the
social influence of other users. For example, the popularity of an online content (e.g.
video) can grow because of recommending the content by users to their acquaintances.
As a good illustrative example, Nwana et al. [119] developed a latent social approach
to foresee popular contents in a campus network. The dataset that the authors used for
evaluation contained YouTube traces in the University of Massachusetts. The authors
utilized S-I model (which is a virus diffusion model) with latent parameters to capture
user-user sharing probabilities. Moreover, it has been proved that there is a significant
correlation between the social influence of the uploader (or the number of followers)
of a video and the popularity of the uploaded video [120].
Social streams gathered from social networks, such as Twitter, can be used to foresee
the sudden growth in the popularity of videos [121]. The streams can be exploited as
an indicator of popular topics and also a criterion videos’ social prominence.
As the final example, Castillo et al. [122] proposed a method that utilizes the received
early attention for news articles on social networks to forecast the total number of
receive page views for that article on a news site.
• The content and topic of videos influence the decision of users about performing
or not performing an aggregated behavior: Recent studies have shown that the
genre and content of a video significantly affect the popularity of the video [123, 120].
Some genres are more popular than other genres and also in some periods of times
some topics are more popular than other topics. For illustrations, Xie et al. [123] used
image processing techniques to find those video that are related to two popular topics
in YouTube in 2009, namely swine flu and Iran election. The authors showed that this
information is much useful to predict the popularity of a new content.
2.1.8 Time dependency of the user behaviors
The behaviors that users do may vary in different times. For illustration, the visited locations
[124], activities in WWW [75] or call patterns of users [125] change in different hours of a
day (working or leisure hours). In what follows, we discuss the time dependency of users’
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movements and preferences, as well as time dependency of the content popularity growth.
The presented discussions are utilized to prove that the user behaviors vary over time.
• Time dependency of users’ spatial movements: The locations that users are inter-
ested in different hours of a day can vary. For example, the locations of interest during
leisure times differ from the locations of interest during working hours. In addition,
the distances that users travel during a day changes in different hours [126]. Inspired
by the mentioned points, a realistic user mobility prediction model needs to consider
different model parameters in different periods (as an example, see the mobility model
used in [127]).
Considering the above-mentioned points, Ekman et al. proposed a mobility model
that is suitable for modeling the users’ mobility in working hours [124]. The authors
showed that the inter-contact time distribution of their model is well-fitted with the
real inter-contact time distribution of users.
In [127], the authors proposed three distinct time intervals in a day to capture the
time dependency of users’ spatial movements. The proposed time intervals includes
working hours, leisure hours and home hours.
• Time-aware recommender systems: One of the most useful contextual dimensions
that can improve the performance of the RSs is time [128, 129]. Considering the
time as a contextual information for RS facilitates finding the evolution of the users’
preferences [130] as well as periodic patterns in their interests [131].
The class of recommender systems that consider time as a factor affecting users’
preferences is called Time Aware Recommender Systems (TARS). In the following,
we discuss some of the well-known techniques used in TARSs and how adding the
time dependency to a RS may improve their performance. Most of the TARSs utilize
collaborative filtering (CF) method in their core [129]. The existing TARSs employ
various time-aware approaches to include the time dependencies. The most well-known
approaches are splitting time into sub-intervals [132] and considering a decay formula
to old items [133]. The mentioned time aware approaches have been used in a number
of TARSs; to name some of them, we can name Time Decay (TD) [133], contextual
pre-filtering (PRF) [134] and contextual post-filtering (POF) [135].
In general, the TARSs outperform the conventional RSs.The main reason of the success
of TARSs is the time dependency of the user preferences.
• Time dependency of the video popularity growth: The majority of the existing
video popularity prediction models consider the release time of a video as the reference
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point of time. As mentioned before, one of the most ubiquitous techniques used for
video popularity prediction is to correlate the past and future popularities of a set
of videos (see e.g. [114, 43, 42]). This type of popularity prediction models define
a set correlation parameters to capture the correlation between the past and future
popularities. The design of the mentioned models allows the correlation parameters to
vary over time. Szabo and Huberman [42], ML model [43] and MRBF models [43] are
three of the famous popularity prediction models that consider time varying correlation
parameters.
On the other hand, recent studies have recognized four distinct video popularity
prediction growth trends [136, 137]. Each trend has a specific popularity growth trend
over time.
2.1.9 Social ties between users
The social aspect of users’ life is another major factor that shapes the behaviors and opinions
of users. Recent studies show that users’ social relationships and ties is an element that
constrains their behaviors.
Considering the above discussion, recently proposed UBPrMs take the information about
users’ social relationships into consideration to improve the accuracy of their predictions.
Researchers have proposed a number of social mobility models [62, 70, 14, 71]. The basic
idea behind of the social mobility models is that the current location and next movements of
users can be constrained by having knowledge about their friends’ locations [138, 53].
Moreover, it has been shown that users’ opinions can be affected by the opinion of social
groups which they are a member of [139]. Social recommender systems [16, 97, 96] are
well-known examples of UBPrMs that take this point into account to better estimate the
preferences of users.
The present section is dedicated to a discussion on the impact of considering the social
ties between users in predicting the mobility and preferences of the users in .
2.1.10 Social mobility models
To capture the social aspects of users’ mobility, researchers have recently proposed new
approaches that enhance the conventional users’ mobility prediction models. The approaches
contain one or more social aspects of users’ mobility. We review the existing approaches
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through discussing the most prevalent social aspects of the existing social mobility models in
the literature 5.
• The users’ movements and selected paths are attracted to their acquaintances:
GeSoMo [14], periodic social mobility model (PSMM) [53], HCMM [62] and SIMPS
[70] are a number of social mobility models that consider an attractive force between
the movements of users in the same social group. This attractive force results in an
attraction to the places where there are a large number of acquaintances.
The simulation based evaluation shows that the above-mentioned models can bet-
ter capture the social statistical properties, e.g. node degree distribution, of users’
movements.
• Users are repelled by their aligns: In addition to users’ attraction to the places with
more acquaintances, there is a repelling force that avoid them to go to the places where
there are a lot of align people. In the real life, people tend to go to the places in
which they have more common things with others while they do not prefer to be in the
places where the present people are different from them. This implies that a complete
mobility prediction model needs to take the described attractive and repulsive forces
into consideration.
SIMPS [70] is one of the models that takes the above forces into account. The force
causes that the paths taken by two align nodes (users) are different.
• The social effects on users’ mobility depend on the social relationship strength
between users: The social relationships amongst users have different strength; and
depending on the strength, their social relationships may have different levels of impact
on their movements. For example, users meet their close friends more frequent than
their other friends. So, the level of social attraction and repulsion, discussed in the two
previous social aspects, should be considered as a function of the strength of social
links between users.
One of the well-known mobility prediction models that has taken the above discussed
social point into consideration is the mobility model proposed by Fischer et al. [14].
The authors showed that their proposed models can provide a realistic inter-contact
meeting time distribution that was previously found in [140].
5Since some of the discussed aspects in this section can be also viewed as the evidence for other factors
discussed in previous sections, they may have overlap with the previous sections. For example, moving in
social groups can be also considered as a supportive evidence for the factor mentioning that users tend to move
in the groups.
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2.1.11 Social Recommender Systems
Information about the social relationships and interactions of users has been considered as an
effective tool to improve the performance of Recommender Systems (RSs) [141].
In what follows, we review some of the well-known social RSs. Since the social RSs
often utilize the information about social relationships of users to better find the similar users,
the models which are discussed in this section are mostly the same as the models that we
discussed in section 2.1.4. Nevertheless, our review in this section has a main difference with
the review in section 2.1.4. The difference is that this section focuses more on the social
parts of social RSs.
In brief, social RSs mostly have a collaborative filtering based core and utilize social
graph of users (which is also called user-user graph) as an extra input (in addition to the
user-item rating matrix). The rationale behind all of the social RSs is that users in a social
group tend to have similar taste and preferences. Considering this, social RSs use the social
graph of users to more accurately estimate the similarity between users’ interests. Then,
this type of RSs put users with similar interests in the same social communities [142, 16].
Finally, social RSs calculate correlations between the rating values of users in the same social
community and exploit them to estimate the unknown rating values of users.
The main difference between the existing social RSs is in the techniques that they use for
correlating the ratings of users in the same social community to each other. The evaluations
of the existing social RSs have been revealed that they mostly outperform the conventional
RSs (for a good survey on the evaluation of the performance of social RSs, see [15]).
The simplest existing social recommender method is to calculate the unknown users’
rating by aggregating the ratings of their direct neighbors in their social network. Similarity-
based Weighted Mean is an approach that utilizes the mentioned idea to extract the unknown
ratings.
In [143], Ye et al. utilized the similarity-based Weight Mean to develop a social RS,
called USG. USG provides recommendations regarding the geographical point of interest
(POI). This method performs a similarity-based weighted sum of check-in probabilities of
each user’s direct friends to predict the probability of visiting a place by the user. Ye et
al. showed that their method outperforms two conventional recommender systems, such as
user-based CF and Random Walk with Restart [144].
To employ the similarity amongst users in a social community, Ma et al. [96] proposed
two models, namely SR1 and SR2, that both are based on Matrix Factorization. These two
models consider the social similarity by adding a weighted regularization term that forces the
user-latent space of a user to be close to the latent space of the users in her social network.
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SR1 and SR2 models use the normalized similarity between users in the same social group
as weights in their regularization term but in the different ways.
In SR1, users’ tastes are imposed to be close to the weighted average of other users
in their social community; while in SR2, users’ tastes are constrained to be close to the
weighted taste of their individual friends, The weight parameters depend on the level of
similarity between users. A comparison between the methods proposed in [96] with several
state-of-the-art methods including RSTE [145] and PMF [92] revealed that SR1 and SR2
outperform the conventional RSs.
Wang et al. [146] developed a probabilistic matrix factorization model, namely Social
Regulatory Factor Regression Model (SRFRM), for estimating user-item rating matrix. The
key novelty of the proposed model in [146] is that this model defines user-item and trustor-
trustee linear transformation matrices. The first one linearly maps the latent feature matrix of
users to the latent feature matrix of items; and the second one linearly correlates the latent
feature matrix of users to the latent feature matrix of their trustees. The purpose of doing this
is to increase the accessible space for the latent feature and to find a better fit between these
matrices. Wang et al. showed that the SRFRM model outperforms SoRec [97] and SR [96]
which both outperform the conventional RSs.
The above-explained social RSs can be categorized as the model-based RSs. However,
there is another category of social RSs that is called history-based models. In what follows,
we discuss a number of main methods that belong to this category.
TidalTrust [98] and MoleTrust [99] are two well-known history-based social RSs. Both
models use a user’s trust to its neighbors to find a set of trustable neighbors for each user.
For finding the trust between user u and user v that are 1-hop away, Tidaltrust aggregates
the trust values of the users who are in the shortest path between two users u and v. This
model weights these trust values by user u’s trust to her direct neighbors. The aggregation
is done by multiplying the trust of user u to an intermediate user w’s trust to her neighbors
to obtain the trust of user u to the neighbors of user w. This process is repeated to find the
trust values between all users. Tidaltrust utilizes the calculated trust values as weights and
performs a weighted aggregation to obtain the unknown ratings of all users.
MoleTrust performs a similar procedure to find the trust values, but this model initially
removes the cycles in social trust graph. Next, it considers a predefined maximum-depth
parameter for constructing the trusted neighborhood set. MoleTrust performs a weighted
aggregation on the ratings of the trusted neighborhood set but considers the average ratings
of each user in its aggregation formula.
Trustwalker [100] is another history-based social RS. The model employs a random walk
based method to estimate the amount of influence received through a social graph by each
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user to find trust between every pair of users. This estimation is accomplished based on this
consideration that expresses ratings suggested by a high trustable neighbor on the similar
items is more acceptable than the ratings suggested by a low trustable neighbor on the same
item. Considering this, Trustwalker performs a random walk starting from a user u. The
random walk continues at each user v, which is one of the neighbors of user u in social
trust graph, with a probability that depends on the similarity between users u and v, and the
number of the random walk steps. The probability is an increasing function of the similarity
and the step number parameters. At each step that the random walk stops, it returns the
rating of a similar item to the target item. So, Trustwalker considers both social trust and
item similarity. Using a dataset gathered from Epinions, the authors of [100] compared their
proposed model with TidalTrust [98], MoleTrust [99] and the Item-based RS proposed in
[147]. The comparison showed that Trustwalker outperforms all the other models.
Apart from estimating the social similarities between users, information about social
relationships of users can be also utilized to identify the influential users in each social
community, whose behavior have more impact on others’ behaviors [148]. Since the identified
influential users more influence the preferences of other users, the social RSs consider greater
weights for their ratings.
In addition to the above, using the data about social relationships of users is able to
alleviate the major problems of RSs, that are cold-start [149] and data sparsity [150].
The above-described models in the present section were some of the most well-known
social RSs that take the social similarity into account. They employ the information about
social relationships of users to better estimate the users’ preferences. The success of these
models show that a complete user behaviors prediction models ought to consider the social
aspects of user behaviors as an important characteristic.
Fig. 2.1 summarizes the factors discussed up to now.
2.1.12 Factors used in EPM
In this thesis, we propose Event Profiling Method as a novel prediction method that aims
to predict the aggregated behavior of users. In brief, the event-based approach first aims to
find similarities among historical aggregated behaviors of users and utilizes these similarities
to cluster the users in a number of user groups. Similar aggregated behaviors are all the
behaviors that have been common amongst a group of users at a specific time, e.g. watching a
specific video or gathering in a specific location. This type of grouping enables us to consider
users as members of separate groups, in which members perform analogous behaviors.
Then, EPM finds the repetitive patterns that occur in various events. In doing so, EPM
effectively captures the time dependencies of the repetitive patterns and identifies the similar
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Fig. 2.1 Factors that are useful for building a UBPrM
patterns that happen in each event. As an example for the mentioned repetitive patterns,
the popularity of contents follow distinct growth patterns. The patterns can be employed to
classify the contents into a number of classes in terms of their popularity growth patterns.
The contents in each popularity class show different trends in their received request counts
over time.
In the last step, our proposed prediction method monitors which trend the aggregated
behaviors of users follow over time in different user groups. Using this trend, the proposed
event-based method predicts future trend of the aggregated behaviors.
To approach the limits of predictability of aggregated behaviors of users, EPM is designed
such that it takes more complete set of previously discussed factors into account. The factors
used in EPM can be listed as,
1. Similar to any other user behaviors prediction technique, the starting point of EPM is
that this method postulates that the user behaviors are predictable. As a result of this
factor, EPM searches for the most complete set of factors that govern the under-studied
aggregated behavior of users.
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2. EPM utilizes the observed factor mentioning that there are similarities both in the
behaviors of users and the way an event occur. The former is used to group users and
the latter is used to classify the events.
3. EPM is a prediction method designed to foresee the aggregated behaviors of users. As
a result, this method in the most basic level postulates that this type of behaviors exists.
4. EPM predicts the changes in the aggregated behaviors of users over time. As the result,
EPM captures time dependencies of user behaviors.
Finally, it is worth mentioning that as explained before the social context is one of the
major components that shapes the behavior of users. Nevertheless, the current version of
EPM does not consider this contextual information. The major reason of this is that access
to the datasets containing the social relationships and interactions is difficult due to privacy
concerns. Because of this, we could not get a dataset containing social information about
users. Nevertheless, EPM has to be extended such that it can utilize the information existing
in the social context which is considered as the future step of this research.
2.1.13 Factors used in the proposed combination method
Our proposed combination technique utilizes two conditions to find those variables that can
be combined with a target variable to improve our estimation of the statistics of the target
variable. The proposed method lays its foundation on two main factors that are discussed
below.
1. The most basic factor utilized by our proposed combination method is that there are
repetitive patterns that are observed in the behavior of different users. This enables us to
use the patterns in the behavior of other users for improving the historical information
about the behaviors of each individual user. As discussed before, the repetitive patterns
are equivalent with assuming a level of predictability for user behaviors.
2. The second factor employed by our combination method is that there are underlying
similarities between user behaviors. The similarities are showed by a parameter defined
as bias between different users. The smaller bias between users, the higher similarity
amongst users. The combination method utilizes this factor to find those users whose
histories can be combined to obtain more accurate user profiles.
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2.2 Popularity prediction: A use-case for EPM
The proposed Event Profiling Method (EPM) in this study needs to be evaluated in several
real-world scenarios. We introduce the content popularity prediction as a real-world use-case
for EPM. More specifically, the ideas of the proposed EPM is employed to develop a novel
popularity prediction technique. Then, the performance of EPM can be tested through
evaluating the accuracy of the proposed popularity prediction technique. Therefore, the
present section is dedicated to review the major studies presented in the literature in this
research area.
2.2.1 Content popularity prediction models
Internet users use the web content for different purposes including finding useful information,
entertaining or finding a business opportunity. This wide range of applications has made web
content the major component in the digital world and a valuable asset on the Internet.
Furthermore, the developments in the social media, the content creation as well as the
ease of content publishing have saturated the Internet with different types of web contents.
For instance, every minute, more than 360,000 tweets 6, more than 680,000 pieces of content
on Facebook 7, and more than 400 hours of video on YouTube 8 are shared by the Internet
users around the world.
Nevertheless, only around 10% of contents attract a relatively huge attention [48, 151].
Therefore, predicting which contents may become popular can be a challenging and in the
same time important task. The importance of the task roots in this point that identifying the
future popular contents is of great importance for supporting, designing and managing of
various services. For example, predicting the popular video contents before their release has
been proposed as an efficient method to improve the performance of the content caching
strategies [152, 153] or video delivery [154]. New methods for more efficient broadcasting
attempt to predict end users’ next request and fetch the popular contents before the actual
requests [155]. Direct benefits of this are a reduction in the latency to load contents (e.g.
videos) and efficient management of network traffic [156]. Apart from the mentioned
network-related applications, predicting which video contents may receive a large volume of
requests is important for marketing agencies. An advertisement can attract more number of
users if it is targeted to the most relevant audiences [157].
6http://www.internetlivestats.com/twitter-statistics/
7https://newsroom.fb.com/News
8https://www.statista.com/statistics/259477/hours-of-video-uploaded-to-youtube-every-minute/
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The efficiency of the above-mentioned applications depends on the accuracy of the
employed popularity prediction model [158]. As a result, finding new influential factors that
have impact on the performance of a popularity prediction model and proposing a model that
utilizes the factors to improve the accuracy of the predictions of the existing video popularity
prediction solutions is highly demanded. As a result, a large number of content popularity
prediction models have been proposed in the recent years. The aim of all of these models is
to propose a method to predict the contents that will attract a relatively large number of users.
The online contents can be categorized into different types. The types of online contents
include online videos [49], online news [110] and contents released in social networks (e.g.
see [118]). Depending on the type of the online contents, different definitions have been
considered for the content popularity [39]. For illustration, the popularity of online videos
is defined as the number of views that the videos receive over time; while the popularity of
online news is defined as the number of comments on the news items. In what follows, we
discuss in more details these different content types.
As the result of the existence of various types of online contents, different models have
been proposed for predicting the popularity of each type. One of the major factors that makes
the Content Popularity Prediction Models (C-PPMs) different from each other is the various
definitions of content popularity that are proposed for different types of online content.
In the following section, we discuss the main classes of online contents and for each
class, we present the definition of content popularity that has been used in the literature.
2.2.2 Types of web content
As discussed in the section 2.2.1, the online content can be classified into three main classes.
The classes are:
• Online videos: The online videos form the great proportion of the online content in
the Internet [159]. In the literature, the popularity of online videos is defined as the
number of views that the videos receive over time (e.g. [49, 109, 160]).
The online videos can be classified into two categories of User Generated Contents
(UGCs) and on-demand videos [39].
The UGCs are generated by users (e.g. YouTube videos). Those users who request a
specific UGC video often do not have any prior knowledge about their release. The
UGC videos are published on a number of platforms. The most popular platform is
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Youtube 9. In addition to Youtube, there are a number of other platforms, such as
Dutch TV10, Metacafe11, Veoh12, Vimeo13, DailyMotion14.
On the contrary to UGCs, on-demand videos are released on a regular-basis (e.g. TV
series) by content providers and users have a prior knowledge about these videos before
their release.
To model the popularity of the online videos, researchers have searched for the best
distribution function that provides a good estimation of the view count distribution
(or the number of views) over time. The findings of different studies have introduced
quite different distributions. To name some of them, log-normal [109], Zipf-like [113],
power-law with exponential cut-off [49], Gamma [56], and Weibull [108] distributions
have been proposed as the best-fitted distributions to the view count of online videos
in different studies.
Observing different distributions for view count can be due to the datasets that these
studies have used. Considering this point, Avramova et al. [114] studied the evolution
of popularity of online videos in three different datasets and showed that the popularity
evolution can be described as power-law or exponential distributions. Wu et al. [41]
considered two different driving forces in the evolution of the view count distribution.
They divided users based on those who are interested in a newly-released video and
those who receive the recommendation from the first group. Considering different
parameters for each group, Wu et al. modeled the trend of received popularity for a
newly-released video.
The major shortcoming of the above-discussed studies is that the above-mentioned
distributions only capture the general trend of the popularity growth of online videos.
However, there may be differences in the trends of the view count distributions of
videos. In [137] and [136], the authors found four distinct patterns for describing the
popularity growth of videos which were classified as: memoryless, junks, viral and
quality. Figueiredo [161] utilised these four classes and used a K-spectral clustering to
classify the view count distributions of videos over time to predict the popularity of
YouTube videos.
9www.youtube.com/
10www.dutchtvonline.com/
11www.metacafe.com/
12www.veoh.com/
13www.vimeo.com/
14www.dailymotion.com/gb
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• Online news: This type contains news articles that are massively disseminated through
social networking sites or published on news websites (e.g. see [110, 162]).
In the literature, the popularity of online news is usually defined as the number of
comments on the news items. The users’ attention to the news articles grows much
faster than the users’ interests in the videos [122, 163]. As the direct result, the
popularity of online news is highly skewed, and follow power-law [164, 110] or
log-normal [162] distributions.
• Content published in the online social networks: This type consists of published
posts, photos or videos on the social networks (e.g. see [165, 166]). Additionally, this
type contains tweets [111] and Digg’s stories [167] published on the social networking
sites.
This type of contents can easily spread through the social connectivity graphs in a
social network. The reason of this is that followers of a user can further share a content
with their own followers.
The popularity of the contents in social networks is usually defined as the number
of times that a content has been shared by users [168]. It has been showed that the
popularity of tweets is highly skewed and can be described by a power-law distribution
[111, 169].
In the rest of this section, we review the existing popularity prediction models in the
literature. Our review is divided into three parts. Each part discusses the popularity prediction
models that have been proposed for each content type introduced in this section.
2.2.3 Online video popularity prediction models
As explained before, the online videos form the greatest proportion of the volume in compar-
ison with the other two types of online contents. As a result of this, there are a wide rage
of studies that aim to develop a model to predict the popularity of online videos. In what
follows, we review most of the well-known models.
Some studies have focused on capturing and exploiting the correlation between the early
popularity and the popularity that will receive in the future. Szabo and Huberman [42] used
the mentioned correlation and proposed a linear regression model, called S-H model, that
relates the number of received requests until a given time in the future to the number of
requests received up to a given time before that. The S-H model can be written as,
N̂vt j = α
(
t j, ti
)
Nvti , (2.1)
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in which N̂vt j is the predicted number of requests in time t j for video v; N
v
ti is the actual
number of requests received up to the time ti for the video v; and α
(
t j, ti
)
s are the model
parameters that should be trained.
Minimizing Relative Squared Error (RSE) with respect to the α parameters can be
utilized to find the optimal value of the parameters [42]. Considering this, the RSE of the
predictions made by Eq. 2.1 is defined as,
RSE =
1
|V |∑v
(
N̂vt j
Nvt j
−1
)2
. (2.2)
The optimal value of α parameters by minimizing RSE is obtained as,
α
(
t j, ti
)
=
∑v
Nvti
Nvt j
∑v
(
Nvti
Nvt j
)2 . (2.3)
Szabo and Huberman showed that their proposed model outperforms the growth profiling
model [54] in predicting the future popularity of online videos.
Pinto et al. [43] extended the model proposed in [42] (Eq. 2.1) to a Multivariate Linear
model (ML model); the ML model correlates the number of requests received in a given
time to the number of requests received till several points of time in the past. The ML model
proposed in [43] is as,
N̂vt j =
j−1
∑
i=1
θ j,iXvti , (2.4)
where Xvti is the number of requests received for the video v and θ j,is are the model
parameters that need to be trained. In general, the ML model is able to capture more
dependencies than S-H model, and as the result, is more accurate than S-H model. To be
more accurate, it has been shown that the ML model improves the accuracy of S-H model by
15%.
Considering the differences in the trend of popularity growth, Pinto et al. also proposed
another model called Multivariate Radial Basis Function (MRBF) model that extends ML
model by a new term. The new term somewhat captures the similarities between the trends
of the popularity growth of different videos. The MRBF model can be written as,
N̂vt j = θ⃗ · X⃗vj +∑
v′
ωv′ ·RBFv
′
j (v) . (2.5)
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where, θ⃗ s and ωv′s are the model parameters, v′ is the set of other videos except a specific
video v and X⃗v is defined as,
X⃗vj =
(
Xvt1,X
v
t2, · · · ,Xvt j−1
)
, (2.6)
The RBF between two videos v1 and v2 in Eq.2.5 is defined as follows.
RBFv1j (v2) = exp
−
∥∥∥X⃗v2j − X⃗v1j ∥∥∥2
2σ2
, (2.7)
in which σ is a parameter that needs to be trained.
In Eq. 2.5, the first part is the Multivariate Linear regression model (i.e. ML model) and
the second part is the result of considering the similarity between the popularity distributions
of different videos.
In [43], it has been shown that the MRBF model significantly outperforms S-H model. For
illustration, MRBF model improves the prediction error by 14% in predicting the popularity
of videos after one month using data of one week in comparison with S-H model.
Gursun et al. [160] employed a time series prediction model that is called Autoregressive
Moving Average (ARMA) to predict the popularity of the videos that remain popular for a
long period of time (at least half a year). The ARMA model can be written as,
N̂v ( j) =
p
∑
i=1
αi · Nv ( j− i)+ ε j +
p
∑
j=1
θ j · εn− j, (2.8)
in which j determines the day number in which we want to predict the popularity of video
v, p and q show the data of the days that are going to be used as input for model, αs are the
parameters of the autoregressive model, εs are white noise terms and θs are the parameters
of moving average.
Despite a relatively good performance, the main drawback of ARMA model is that this
model is computationally expensive; as this model needs to train the model parameters
presented in Eq. 2.8 for every single video.
In a quite different approach with the above, Wu et al. [116] developed a model based
on Reservoir Computing (RC). More specifically, Wu et al. built a large recurrent neural
network that allows to find the nonlinear dependencies between future and past popularities.
The authors observed that there is a high correlation between some definite time intervals in
the past and future. Using a dataset including YouTube videos, this model shows a minor
improvement over the constant scaling model [42] in predicting the daily popularity.
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To predict the accumulated future view count of online videos, Tan et al. [117] proposed
a View Count Dynamic Model (VCDM) based on Pure Birth Process (PBP). PBP is a
time series Markov Chain model. The evaluation results presented in [117] show that the
performance of the VCDM is close to the performance of MRBF.
The above-explained models mostly consider the same set of parameters for all videos.
Additionally, these models disregard some of the important factors that have impact on
the trend of the popularity of online videos. As a result, they are not able to capture all
the characteristics of the popularity trend of different videos, which in return degrade the
prediction accuracy. To address this shortcoming, some studies have attempted to find
some other features that have impact on the popularity growth of videos which are called
cross-domain models.
For illustration, it has been shown that there is a noticeable correlation between the social
influence of uploader (defined as the number of followers) [119, 120], the popular topic
extracted from social streams [121], visual sentiments features [170, 123] of videos and the
popularity of a video. The above-mentioned features can be utilized to find the best model
(or distribution) that describes the popularity growth of different videos [120, 171] or the
sudden rises in the popularity of a video [121]. This type of popularity prediction models are
called cross-domain models and are explained in more details in the following.
To explain the sudden growth, Roy et al. [121] utilizes social streams gathered from
Twitter to estimate the time of the sudden changes in the popularity growth of online videos.
In [121], a transfer-learning algorithm is employed to relate the popular topics extracted
from Twitter to the video topics. Observing a high level of interest among Twitter users in
a specific video topic is interpreted as occurring a sudden rise for a video request in a near
future. The results show that Roy et al’s algorithm outperforms in predicting the sudden rises
by about 60% than Non-Transfer ones.
Another source that affects the amount of popularity received by a video is to recommend
a specific video content by users to others. Considering it, Nwana et al. [119] developed
a latent social approach to identify popular videos in a campus network. Their dataset
contained of YouTube traces in University of Massachussetts. The authors utilized S-I model
with latent parameters to capture user-user transmission probabilities.
Nwana et al. evaluated the impact of their proposed popularity prediction model on the
cache hit rate. Their evaluation showed that their proposed model can improve the cache hit
rate by 13% than the Combined Recency and Frequency (CRF) model (to find an explanation
on the CRF model, see [172]).
In [120], Ouyang et al. utilized 5 classes of features to predict the transitions in the video
popularities. The classes of the features are
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• User statistics features, e.g. number of followers or number of uploaded videos
• Video property feature, e.g. video category or duration
• Content topic features, e.g. number of title words
• Textual related features, e.g. fraction of English or Chinese letters in video titles
• Historical popularity features, e.g. Daily increase in view count or comment count
on videos in day 7
The above-listed features are utilized to estimate the time when a sudden rise occurs. The
proposed model in [120] switches from a multivariate linear regression model to a linear
regression model in the estimated times where sudden rises may occur. The evaluation results
show that Ouyang et al.’s model reduces the prediction errors by 32.25% and 19.82% in
comparison with S-H and ML models, respectively.
Table 2.1 summarizes key information about V-PPMs presented in this section.
Novelties of our proposed approach
As discussed in the previous chapter, in terms of telecommunication networks, modeling the
group behavior of users is more important than modeling the behavior of individual users.
Despite this, there is not any model that is able to model and predict the group behavior of
users of telecommunication networks. Considering this, this thesis proposes a framework,
called EPM, that can be employed to predict users’ group behavior. EPM is designed such
that it can capture more underlying patterns existing in the group behavior. In doing so,
the EPM framework needs a number of techniques. The techniques are dependent on the
application in which EPM is going to be used.
The framework can be used in different applications. As mentioned in chapter 1, content
popularity prediction is used to show the applicability of the framework. So, we utilize the
EPM framework to develop a novel approach to enhance the V-PPMs. The approach is able
to predict the user groups that are potentially interested in a video as well as the popularity
of the video in the user groups.
The proposed approach takes into account three factors that have not considered in the
previous V-PPMs. In doing so, our approach benefits from three novel techniques. In what
follows, the factors and techniques are discussed in detail.
First, the proposed algorithm is the first V-PPM that takes the interest of users into
consideration and predicts the popularity of each video in user groups instead of the whole
user population. As for finding user groups, we introduce a new entropy-based method for
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Table 2.1 Online video popularity prediction models
Model name Model type Key findings
S-H model Linear regression
Outperforms the growth profiling
model in predicting the future
popularity of online
videos
ML model
Multivariate
regression
Relatively improves the accuracy
of S-H model by 15%
MRBF model
Multivariate regression
+
Radial Basis Function
Improves the prediction error by
14% in predicting the popularity
of videos after one month using
data of one week in comparison
with S-H model
ARMA model
Time series
prediction model
Good performance in predicting
long time popularity
RC model Neural network Minor improvement in comparison
with S-H model
VCDM
Time series Markov
Chain model
The performance of the VCDM
is close to the performance
of MRBF
Roy et al.’s
model Cross domain
Outperforms in predicting the
sudden rises by about 60%
than Non-Transfer ones
Nwana et al.s
model
Susceptible-Infection
model
Improves the cache hit
rate by 13% than the
CRF model
Ouyang et al.’s
model
A switching model
between ML
and S-H models
Reduces the prediction errors
of S-H and ML models by
32.25% and 19.82% respectively
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estimating the optimal number of user groups. Justifications on the novelty of the proposed
method is provided in section 4.3.1.
Second, inspired by the findings of [137], the proposed algorithm considers the existence
of the different popularity classes of videos and leverage this information to improve the
accuracy of its predictions. To do this, the algorithm benefits from a novel content classifica-
tion technique to classify the videos into a number of classes. For this purpose, our algorithm
only utilizes the growth of the popularity of a video in the early times after release time to
identify the popularity class of the video.
Third, our algorithm is the first V-PPM that takes the underlying patterns in the user
reaction times to newly-released videos into consideration. The mentioned patterns are
utilized by a dominant-follower identification technique to classify users of each group into
subgroups of dominant and followers.
2.2.4 Online news
The lifetime of news articles by nature is short and their popularity grows much faster than
the popularity of videos. Therefore, predicting their popularity is more time sensitive than
predicting video popularities.
To address the above-mentioned time sensitivity problem, some studies proposed before
publication popularity prediction technique which aims to predict the popularity of news
articles before their publication.
As a good illustrative example, Tsakias et al. [162] employed random forest classifier to
develop a prediction method that consists of two-steps classification. The first step finds if a
news article would be popular or not; if yes, the second step estimates if the article would
receive high or low number of comments.
Using several datasets containing Dutch news sources, Tsakias et al. evaluated their
proposed popularity prediction method and showed that their method is able to accurately
estimate the level of popularity of news articles before their publication.
In another similar study, Bandari et al. [44] considered the number of Tweets as an
indicator of the news popularity. The authors proposed a regression-based method to predict
the number of Tweets received for a news article. The evaluations presented in [44] showed
that numerical prediction of the popularity of news can cause large errors.
Bandari et al. also utilized a number of classification techniques, such as SVM, to predict
the level of news popularity. Their proposed method is able to accurately predict if a news
article would receive small, medium or large number of Tweets (about 84% accurate).
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Kaltenbrunner et al. [54] developed a model called growth profile to predict the popularity
of the news stories in Slashdot 15. The proposed model in [54] assumes a constant popularity
growth that depends on the time of the news stories publication. The model utilizes the
following formula.
N̂c (ti, tr) =
Nc (ti)
P(ti, tr)
, (2.9)
in which ti is the present time, tr is the future time, P(ti, tr) is a scaling parameter and
represents the average rate of growth of a news story from ti to tr. So, P(ti, tr) can be
formulated as,
P(ti, tr) =
1
|C|
Nc (ti)
Nc (tr)
, (2.10)
Where, C is the set of all news stories in the training dataset.
Kaltenbrunner et al. tested their proposed method against a large dataset containing
Slashdot stories and showed that their method performs very well in predicting the popularity
of the news stories using the popularity of the stories after first day with average Mean
Relative Error of 36%.
In addition to the above models, the logarithmically transformed linear regression model
proposed By Szabo and Huberman in [42] has showed good performance in predicting
the popularity of news. The logarithmically transformed linear regression model has the
following form.
N̂c (ti, tr) = exp
(
lnNc (ti)+β0 (ti, tr)+
σ20 (ti, tr)
2
)
, (2.11)
In Eq.2.11, β0 is a model parameter that needs to be learned in the training set and σ20 is the
variance of the residuals of the prediction errors on a logarithmic scale.
The above-explained method (Eq. 2.11) has been tested in a number of datasets containing
news articles, e.g. Dutch online news articles [162] and news articles published on a French
news platform [40]. The evaluations in different studies show that the logarithmically
transformed linear regression model (Eq. 2.11) has a good performance in predicting the
popularity of news. For instance, using the number of comments received at the first ten
hours for each news article in the dataset containing Dutch online news articles, it has been
shown that the above model 2.11 has Mean Square Relative Error of 20%.
Table 2.2 presents the key remarks of the above-discussed models.
15https://slashdot.org/
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Table 2.2 Online news popularity prediction models
Model name Model type Key findings
Tsakias’s
model
Two-steps classification
method
Accurate estimation the level of popularity
of news articles before their publication
Bandari’s
model
Regression-based
method
Numerical prediction of the popularity
of news can cause large errors
Growth Profile
model
A constant growth
model
Predicting the popularity of the
news stories using the popularity
of the stories after first day with
average \textit{Mean Relative Error} of 36%
Logarithmically transformed
linear regression model Linear regression
Evaluations in different studies
proved a good performance for this
model in predicting the popularity
of online news.
2.2.5 Content published in the online social networks
With the noticeable increase in the number of users of social networks, predicting the
popularity of the online contents released on social networks, such as videos, news articles,
or posts on social networks, is increasingly becoming more important for many different
applications. The popularity of an online content in a social network is defined as the number
of users who have reacted, i.e., commented, liked, shared or retweeted, to a specific content.
In this context, the task of a C-PPM is to utilize the set of users who have reacted to a specific
content as input and predict the set of users who are going to react to the content in the future.
Below, we review the well-known techniques in the literature that have been proposed to
address the popularity problem for the contents published on the social networks.
One of the approaches that have been employed to predict the popularity of online content
in social network is to use a classification technique and predict the range of popularity
(instead of exact number of popularity). For example, Jamali et al. [173] introduced 2, 6
and 14 ranges of popularity for Digg 16 stories. The authors utilized the support vector
machines (SVM) [174], the nearest neighbor classifier [175], and decision tree classifier
[176] to classify the stories into the introduced popularity ranges. Their proposed technique
uses the number of comments received for each Digg story as input and predicts the final
popularity class of the story. The evaluations presented in [173] show that it is possible to
predict the final popularity class of the Digg stories with an accuracy of 80%, 64%, and 45%
when 2, 6 and 14 ranges of popularity are considered, respectively.
16 http://digg.com/
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In another study, which has similar objective with Jamali et al.’s, Hong et al. [111]
employed a logistic regression classification technique to predict the popularity range of
Tweets. The popularity of Tweets is defined as the number of retweets. Using some other
features, e.g. temporal features, Hong et al.’s proposed technique can find those tweets that
would be retweeted more than 10,000 times with accuracy of 98%.
In addition to the above-discussed approach, there have been some attempts to predict the
exact number of tweets. As a good example, Kong et al. [169] proposed an algorithm called
kSAIT (top-k Similar Author-Identical historic Tweets) that is able to estimate the future
exact popularity of tweets. The kSAIT algorithm works based on this assumption that the
popularity growth trend of a tweet depends on the characteristics of the author of the tweet
and the trend does not depend on any information about the content of the tweet. As the
result, kSAIT trains its model parameters for each individual user and consider them as the
users’ retweeting behavior. The model parameters describe the individual tweets published
by each user as a set of features, e.g. retweet depth and acceleration. The set of features are
derived time series representing the retweets published in the first hour after tweet publication
by the users in social graph of the tweet author, the characteristics of the users who retweeted
the original tweet, and the time of the tweet publication.
When a user posts a tweet, the kSAIT algorithm first finds the top-k most similar tweets
published by the user to the posted tweet. Then, the algorithm estimates the popularity of
the newly-posted tweet as the average of the popularity of the top-k most similar tweets of
the user. The evaluation results presented in [169] show that the kSAIT algorithm outper-
forms regression-based methods by up to 10% in terms of Mean of Absolute Error (MAE).
Nevertheless, kSAIT requires training for each individual user and so, is computationally
expensive.
Zaman et al. [118] utilized Bayesian inference technique to develop a probabilistic model
to forecast the popularity of Twitter messages. The model parameters depend on the social
graph of users but do not depend on the content of a tweet. The probabilistic model assumes
that the probability of retweeting a tweet is directly proportional to the number of followers
and indirectly proportional to the distance from the user that initially has published the tweet.
Zaman et al. showed that their proposed model has a good performance with an average
Mean Relative Error (MRE) of 40%.
Finally, Hoang et al. [165] proposed a novel framework for predicting the exact group-
level popularity of online contents in social networks. The proposed framework in [165] first
groups users based on the online contents that they were interested in. Next, the framework
employed the tensor decomposition coupled with a hierarchical structure among the user
groups to calculate the dependencies between past and future popularities in each group.
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Table 2.3 Popularity prediction models for predicting the popularity of online contents in
SNs
Model name Model type Key findings
Jamali et al.’s
model
Classification
technique
Predicts the final popularity class
of the Digg stories with an accuracy
of 80% 64% and 45% when 2,
6 and 14 popularity ranges are
considered, respectively
Hong et al.’s
model Logistic regression
Identifies tweets that would be
retweeted more than 10,000
times with accuracy of 98%
kSAIT model
K-nearest neighbor
method
Outperforms regression-based
methods by up to 10% in terms
of MAE
Zaman et al.’s
model
Bayesian inference
technique Shows an average MRE of 40%
Hoang et al.’s
model
Tensor decomposition
technique
Can improve the relative
prediction errors by more
than 10%
In the last step, the proposed framework predicts the popularity of contents in each group.
Comparing the proposed framework with a number of popularity prediction methods, Hoang
et al. showed that their method can improve the relative prediction errors by more than 10%.
Table 2.3 summarized the discussions presented in this section.
2.3 Techniques to treat Small Sample Size problem
There are two different error sources that can affect the performance of a model or an
algorithm developed for modeling human behaviors. The sources are the Model Error (ME)
and the Sampling Error (SaE) [12].
The former is the result of the lack of fitness of a model to the actual behavior of the
variables present in the system. This error can be decreased by proposing a more precise
mathematical model that is more able to capture the actual exiting patterns in the behavior
of the variables. The latter is the result of the limited number of the available samples for a
variable in a dataset. The reason behind this error can be explained by Central Limit theorem.
According to this theorem, the sample size can affect the accuracy of the estimation of the
actual value of a variable. When we are estimating the mean of a variable, the Sampling
Error, which can also be called Standard Error (SE), is directly proportional to the Standard
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Deviation of the sample and inversely proportional to the square root of the size of the sample.
SaE (or SE) can be reduced by increasing the size of the samples available for a variable. In
[12], a complete mathematical discussion on the above-discussed sources of error can be
found.
In the literature, the source of the error in the performance of a model due to the limited
number of samples is referred by the Small Sample Size (SSS) problem. Researchers have
proposed a number of different solutions to treat the SSS problem. Three of the important
ones are
• Providing a set of minimum requirements for the size of a sample [22, 20, 21]
• Feature selection techniques [19, 17, 18]
• Proposing modified formulas for statistics estimation to reduce the error caused by
SSS [25, 26, 24, 23]
In what follows, we discuss the above-listed techniques in more details.
2.3.1 Minimum requirements for the size of a sample
Increasing the size of a sample can be considered as the most straightforward technique
to treat the SSS problem. For this purpose, some studies have investigated the factors that
determine the sufficient sample size. The sufficient sample size is defined such that the
Sampling Error value does not exceed a predetermined constraint [177, 21].
One of the approaches that researchers have employed to put a lower bound on the
maximum limit on the sample size is Monte Carlo modeling. Using Monte Carlo based
approach to test different datasets, Boomsma [178] suggested that 200 can be a reasonable
lower bound for sample size. However, this lower bound can be inappropriate for some
situations. For illustration, the lower bound found by Boomsba may be problematic for
non-normal estimation methods [179].
Geweke et al. studied the effect of considering statistical conditions on the sample, e.g.
a specific distribution for sample, and showed that a statistical condition may considerably
decrease the sufficient size for a sample [180].
Despite the differences in the findings of Monte Carlo studies, there are a number of
overlapping points in their findings [181]. The overlapping points can be expressed as,
• The sufficient sample size depends on the ratio of the number of independent variables
to the number of available samples.
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• The sufficient sample size depends on the ratio of the number of model parameters to
be estimated to the number of available samples.
• Some models are more robust against SSS problem than other models. For example,
Maximum Likelihood (ML) technique is a good choice for non-normal samples.
However, the above-listed points can be used to construct a set of conditions on the
sample size [181].
Mundfrom et al. [20] considered 180 different population conditions and conducted a
simulation study to find a number of requirements for minimum sample size in factor analysis.
The major findings presented in [20] is that minimum sample size decreases when ratio of
the number of variables to the number of factors increases; and for the variables-to-factors
ratio greater than 6, the minimum sample size starts to become stable.
Although the above conditions can work quite well, they cannot be used in all situations.
The major drawback of the above studies is that having sufficient number of samples is not
always possible; so if it is the case, the above techniques are not useful. In these cases,
we need to find some alternatives to solve the SSS problem. The existing alternatives are
discussed in the following sections.
2.3.2 Feature selection techniques
The SSS problem happens when the number of available samples is comparable with its
dimensionality. The basic idea behind the feature selection techniques is to find a subspace
of data that is more informative and projecting all the data in that subspace [29]. By this, the
feature selection techniques remove the redundant dimensions to reduce the dimensionality
of the samples.
The most popular methods for finding this subspace are Principal Component Analysis
(PCA) [182] and its extensions [27, 18]. The PCA-based methods provide the Eigen-vectors
(directions) in data that we need to focus on more.
The PCA technique generally works as following. Suppose that m d-dimensional random
variables, represented by x1, x2, · · · , xm, are available. The objective of PCA is to find n < m
random variables, denoted by z j, which are a linear combination of xis and preserve as much
information existing in xis as possible. So, we have,
z j =
m
∑
i=1
w jixi, (2.12)
in which, j = 1,2, · · · ,n and n can be less than 10% of m.
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The most prevalent method to solve the above-mentioned information preservation
problem is the eigen-value decomposition of covariance matrix of random variable xis.
Covariance matrix is denoted by C whose components are Ci j = cov
(
xi,x j
)
. Cov
(
xi,x j
)
is
defined as,
cov
(
xi,x j
)
= E
(
xi,x j
)
= E (xi)E
(
x j
)
, (2.13)
where E (xi) is the expected value of xi.
From the definition presented in Eq. 2.13, it is evident that the covariance matrix is
symmetric, i.e. Ci j =C ji. A symmetric matrix can be decomposed as,
C =UDUT , (2.14)
in which, U is orthogonal, i.e. UUT = I, and D = diag(λ1,λ2, · · · ,λm) is diagonal. The
columns of U are the eigenvectors of C and λis are their corresponding eigenvalues.
The first principal component, which corresponds to the largest eigenvalue, contains the
highest amount of information. The second principal component, which is related to the
second largest eigenvalue, includes the second highest amount of information. Similarly, the
ith principal component corresponds to the ith eigenvalue and contains the ith highest amount
of information.
It can be shown that the ratio of information existing in each principal component
is proportional to the magnitude of its corresponding eigenvalue. Therefore, to select
appropriate number of components that preserve a desirable amount of information, we first
need to sort the eigenvalues. Then, the k first principal components ought to be selected such
that,
∑ki=1λi
∑Ni=1λi
< A prede f ined threshold, (2.15)
The other powerful tool to find the most discriminative subspace is Linear Discriminant
Analysis (LDA) based methods [183–185] and their extensions [186]. As the criterion that
LDA uses to find the discriminative subspace is different from the criterion used in PCA, the
subspace found by LDA is different from the subspace found by PCA.
Initially, LDA divides all samples, denoted by xis, into K classes that contains M samples.
Then, LDA finds the following transformation.
x˜km = Ax
k
m. (2.16)
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where, xkm is the d-dimensional random variable in k
th class and x˜km is its projection. By
optimally selecting the matrix A, the transformation in Eq. 2.16 projects the samples into a
subspace with acceptable amount of information.
The matrix A can be determined by Fischer criterion that is defined as,
F (q) =
qT Sbq
qT Swq
. (2.17)
in which, q ∈ Rn and, Sb and Sw are the between and within scatter matrices respectively. Sb
and Sw are defined as,
Sb =
K
∑
k=1
(
xk− x
)(
xk− x
)T
,
Sw =
M
∑
m=1
(
xkm− xk
)(
xk− xk
)T
.
(2.18)
where xk and x are the mean of all samples and mean of samples in kth class, respectively.
The columns of matrix A are chosen from the set of q˜s that are obtained from the
optimization below.
q˜ = argmax
q∈Rn
F (q) . (2.19)
To construct the set of q˜s, one can choose the set of eigenvectors corresponding to the largest
eigenvalues of S−1w Sb [187].
LDA may still suffer from the SSS problem, when the sample size is relatively so small.
When this happens, combining LDA with PCA has been proposed as a more effective
technique to better treat the SSS problem [187].
Since the above-mentioned methods have been widely used for Face Recognition, they
have been designed to be more suitable for this application. The major drawback of the
dimensionality reduction techniques is to ignore a subspace of data that in some situations
may contain a noticeable amount of information. Therefore, it may cause some inaccuracy in
the performance of the model.
2.3.3 Proposing new modified formulas for statistics estimation to re-
duce the error caused by SSS
The other possible technique to reduce the error resulted from SSS is to utilize additional
information to modify the conventional formulas for calculating the statistics of a sample.
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The additional information can be obtained from the sample size, median, quartiles, minimum
and maximum values. Different studies have used various subsets of the mentioned additional
information to modify the common formulas for estimating the statistics of a sample (e.g.
mean and standard deviation of the sample).
Considering the sample size, median, minimum and maximum, Hozo et al. [25] modified
the mean and standard deviation formulas. Their proposed formula for estimating the mean
of a sample has the following form.
mean =
a+2m+b
4
. (2.20)
in which, a, b and m are the minimum, maximum and median of the sample, respectively.
The authors also proposed the following formula to estimate the standard deviation of a
sample.
S2 ≈ 1
n−1
(
a2+m2+b2+
(n−3)
2
(a+m)2+(b+m)2
4
− n(a+2m+b)
2
16
)
. (2.21)
where, n is the sample size.
Bland [188] enhanced the Hozo et al.’s method by adding information about first quartile
and third quartile of a sample. Their proposed formulas for mean and standard deviation of a
sample are as following,
mean =
a+2q1+2m+2q3+b
4
. (2.22)
S2 ≈ 1
16
(
a2+2q21+2m
2+2q23+b
2)+ 1
8
(aq1+q1m+mq3+q3b)
− 1
64
(
a+2q1+2m+2q3+b2
)2
.
(2.23)
In [23], Wan et al. showed that Hozo et al.’s and Bland et al.’s methods are unstable and
overestimate the statistics of a sample in the large sizes. Wan et al.’s method considers a
more complex dependency to sample size and provides more stable and accurate estimation
for the statistics of a sample.
Kwon et al. [26] used the Approximate Bayesian Computation (ABC) method to ap-
proximate a likelihood function for the sample. The likelihood function for parameter θ
and observed data of D is denoted by f (D|θ) and can be used to estimate the posterior
distribution of θ by,
p(θ |D) ∝ f (D|θ) p(θ) . (2.24)
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where p(θ) is the prior distribution of θ . It needs to be noted that the Eq. 2.24 becomes
a complete equality when we consider the normalization term in the denominator of the
left side of this equation. The omitted term is p(D). Adding this term makes the Eq. 2.24
the same as the familiar Bayes rule formula. In brief, Eq. 2.24 states that the probability
of observing variable θ given D has been observed is equal to the ratio of the probabilities
of observing θ and D separately multiplied into the probability of observing D given θ
is observed. Probability of observing θ is considered as prior probability, probability of
observing variable θ given D is considered as posteror and probability of observing D given
θ is considered as likelihood.
Kwon et al. utilized the above formula to estimate the mean and standard deviation of a
sample.
For the situations in which the estimation of the likelihood can be problematic, Kown
et al. suggested that ABC [189] approach performs well when estimating the likelihood.
The authors conducted a simulation based study to test the performance of their proposed
technique and showed that their technique performs better than the above-mentioned methods
except Wan et al.’s [23] for normally-distributed samples.
Another useful information that can be utilized to correct the estimated values for mean
and standard deviation is the information about the statistics of the population. Maximum a
Posteriori (MAP) technique and this extra piece of information can be utilized to correct the
mean and standard deviation values [24]. In this method, the mean of a sample is modified
based on the following formula,
µ = α · µ̂+(1−α) · M̂, (2.25)
where, the parameter α is a weight parameter and its optimum value needs to be trained
in the training dataset; µ̂ is the actual mean of the sample with small size; and the µ is the
modified mean of a sample.
The proposed combination method in this thesis utilizes the information obtained from
other samples to correct the estimated statistics (e.g. mean and standard deviation); therefore,
the method belongs to the third class. In comparison with the current existing methods, the
proposed method has two major novelties.
1. For each variable and based on two conditions, the proposed method selects a subset
of variables that are more likely to cause statistical improvement and combines the
selected subset of variables with the targeted variable.
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2. The proposed method defines a bias parameter between every two variables and makes
its decision about combination of two variables by the bias parameter as well as the
sample size available for the two variables.
Although all the methods, discussed in this section, are able to reduce the SaE and can be
useful in the field of humans’ behavior modeling, almost none of them has been used in this
field. The present study has concentrated on reducing SaE for a model developed to predict
human behaviors. However, our proposed combination method can also be beneficial for
other fields of research in which the SSS problem can be relatively a big source of error.
2.4 Summary and discussion
In this chapter, we first discussed the main factors that have been used by researchers to
improve the performance of UBPrMs. Then, we discuss how these factors have been used by
the EPM and the combination method proposed in this thesis.
After that, we focused on content popularity prediction as a real-world use-case for EPM.
We reviewed and discussed the existing C-PPMs in the literature. Next, we discussed the
novelties of our proposed V-PPM in comparison with the existing models. The proposed
V-PPM is designed to capture the patterns in the users’ group behavior, users’ reaction
time to newly-released videos and the popularity growth of videos. To do this, the V-PPM
takes advantage on three novel techniques namely, a grouping grouping method, a content
classification technique and a DU_FU identification method.
Finally, we discussed the existing methods proposed to treat the SSS problem. We
explained how our proposed combination technique can alleviate the SSS problem for
UBPrMs.
The next chapter discusses the EPM framework and explains how this framework can be
utilized to develop a more accurate C-PPM.

Chapter 3
Event Profiling Method
The continuously growing number of services offered by telecommunication networks has
constrained the mobile network operators by limited resources. This problem in addition to
the efforts for improving the quality of the services has created one of the most challenging
problems that the mobile network operators have confronted [190].
To address the above-mentioned challenge, research community has proposed to predict
the future state of the network by utilizing the next behavior of users. This has sparked a
new wave of research for developing more accurate and efficient User Behaviors Prediction
Models (UBPrMs). In general, a UBPrM extracts the existing patterns in the historical data
of users and employ the extracted patterns to foresee the future behavior of users.
Using the future user behaviors, network can predict the services that are highly demanded
in the future. Accordingly, network allocates its resources to the highly demanded services.
This can significantly improve the network performance as well as the quality of services
received by end users [191].
As discussed in chapter 1, the user behaviors in a telecommunication network can be
viewed from two distinct perspectives. The perspectives include user-level and population-
level or group-level behaviors. We previously also referred to the group-level behaviors
of users as users’ aggregated behaviors. These perspectives divide the UBPrMs into two
different classes. The first class aims to model and predict the behavior of each individual
user; while the second one aims to model and predict the aggregated (or population) behaviors
of users.
In the network point of view, performing a specific behavior (e.g. requesting or not
requesting a service) by a relatively large number of users can significantly affect the
functionality of network. As the result, one may argue that predicting the time periods in
which a behavior is performed or not performed by a quite large number of users, can be
of great importance for network service management and optimization. Please note that
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according to this statement, we consider both performing or not performing a behavior as the
examples of the aggregated behaviours of users.
To address the above-discussed need, we have focused on modeling and predicting the
aggregated behaviors of users. In doing so, we propose a novel aggregated behavior predictive
model called Event Profiling Method (EPM). Herein, event is defined as the situations or
time periods in which an aggregated behavior is being performed by a quite large number of
users. Since the load on network considerably change while a large number of users perform
a particular behaviour, the occurrence of events is correlated to a noticeable change in the
network load. To give a more clearer definition for events in telecommunication networks,
suppose that the amount of the demand for the network services is available. The amount of
demand is correlated to the load needed for each network service. Suppose that we are able
to separate the normal states from abnormal ones. Normal states correspond to the situations
in which the load on network is normal; and in contrast, abnormal states correspond to the
situations in which the demanded load is not normal. The normal and abnormal situations
should be defined by network operators; after that, they can be utilized to identify normal
and abnormal states. For illustration, suppose that we wish to predict the population of users
who want to request a specific video, denoted by i. A high number of requests received for
the video may increase the needed load for the video and affect the network functionality.
This may degrade the quality of the provided services for users. An example of the abnormal
states in this case is the situations in which a high number of users request the video i or
network should allocate a high amount of traffic to the video. Another example for such
situations is the situations in which a low number of users request the video i. In this case,
network resources can be utilized for other videos or services.
Considering the above discussed points, event is defined as the situations in which
network confronts with am abnormal situation. This determines the set of events and after
identifying events, we consider {E1, E2, ..., El} as the set of events. As it is clear that the
definition of event is correlated to the users’ aggregated behaviour; therefore, predicting
events is correlated to predicting the number of users who perform an aggregated behaviour.
In the rest of the present chapter, we first present an overview of EPM. In doing so,
we discuss the ordered steps employed by EPM to predict the users’ aggregated behaviors.
Then, we explain the differences between EPM and the conventional user profiling models.
Next, we illustrate the application of EPM in the wireless networks. Finally, we discuss
content popularity prediction model as a well-known use-case of EPM to illustrate EPM in a
real-world scenario.
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3.1 Methodology of EPM
The main idea behind EPM is that in a system consisting of a number of users there are a
number of user groups that mostly show similar behaviors and participate in similar events.
The similarities can be utilized to divide the population of users into a number of user groups.
EPM is a method to predict the future behavior of the constructed user groups. The behavior
of the population of users can be estimated by averaging over the behavior of the groups.
On the other side, since the mentioned groups are constructed such that they contain the
users with similar behaviors, the aggregated behavior of each group can be viewed as the
approximate behavior of the users in that group.
To predict the group behaviors, EPM utilizes a number of steps. First, users who have
taken analogous actions in the previous events are categorized into the same group. For
example, users who have selected approximately similar paths to go to a location or have
downloaded similar contents are put in the same groups.
Next, the time dependent repetitive patterns existing in the behaviors of user groups
during different events as well as the repetitive patterns in the occurrence of events are
extracted. These patterns are extracted by monitoring the overall time dependent changes
in the statistics of aggregated behaviors of users. Examples of the statistics related to the
patterns can be the number of users in a user group who react to a content or the average
reaction time of users in different groups to their interesting contents. Changes in the number
of users who request a content in an area over time and how fast users in a specific group
react to the popular contents in the group are two examples of the discussed patterns.
It is expected that as the constructed user groups have behaved similarly in the past events,
they show quite similar behaviors in the future events too. To illustrate it, those users who
have been interested in the previous sessions of a TV series are interested in the next session
of the TV series. The extracted patterns from different events are also expected to repeat in
the similar future events. As the result, by identifying the currently happening event, we are
able to predict how the statistics will change; and consequently, which and how user groups
participate in the event.
The dynamicity of the aggregated behavior of users in each group are constantly mon-
itored by collecting and analyzing the statistics of different events. Whenever a familiar
pattern is recognized, EPM correlates the observed pattern to an event and by this way
forecasts that which known event is occurring at the moment. Since EPM previously has
learned that how each user group behaves during this event, the method is able to predict the
aggregated behavior of users in the future.
It is worth to be mentioned that events are defined based on the application in which
EPM is going to be used. If an aggregated behavior of users has significant impact on the
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performance of a specific application, the aggregated behavior is considered as an event by
EPM. For instance, downloading a piece of video by a large number of users in an area can
affect the network functionality and so, is considered as an event. Then, the parameters in
EPM are selected such that are suitable to monitor and predict the event.
3.1.1 Ordered steps of EPM
According to the discussion presented in the previous section, EPM has a number of steps.
These steps can be categorized into three distinct phases namely training phase, monitoring
phase and prediction phase. In what follows, we explain the steps of EPM that belong to
each phase.
• Training phase
1. Grouping users based on similar events in which they have participated in the
past (the events are correlated to the specific aggregated behaviors of users)
In this step, EPM utilizes the set of identified events, i.e. {E1, E2, ..., El} and
represents users by a binary l×1 dimensional vector. The kth component of the
vector determines if the user has participated in the kth event or not. So, for user
j, we have,
u j ≡
Event #1
Event #2
...
...
Event #l

0
1
...
...
1

, (3.1)
Then, the grouping process uses the above-defined vectors to find the distances
between users. After that, the distances are utilized to partition the set of all users
(i.e. U = {u1, u2, ..., un}) into a number of groups G f s. The partitioning process
is done such that,
∪all G f s =U and G f ∩G f ′ =∅, (3.2)
and a criterion f (ϕ) is satisfied. The criterion is called objective function of
the grouping algorithm and is usually written such that the sum of the distances
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between objects (herein, users) in a group is minimized and the sum of the
distances between objects in different groups is maximized.
2. Extracting the time-dependent patterns that are repeated in each event and labeling
the events by this patterns
According to the definition of event provided in the beginning of this chapter,
the event Ei in time t j corresponds to a number of groups and a set of the time-
dependent values for the network variables. The values of the variables can
change in different groups. Therefore, Ei can be represented as a number of
sub-events that occurred in each group, We denote the sub-event related to the
groups Gk as E
Gk
i . E
Gk
i in time t j can be represented as follows,
EGki
(
t j
)≡ {vGk1 (t j) , vGk2 (t j) , ..., vGkh (t j)}. (3.3)
There are a number sequences of the values of the network variables before
time t j that have resulted in the values of the variables at t j. Each sequence is
represented as below,

vGk1 (t1) v
Gk
1 (t2) . . . . v
Gk
1
(
t j−1
)
vGk2 (t1) v
Gk
2 (t2) . . . . v
Gk
2
(
t j−1
)
. . .
. . .
. . .
vGkh (t1) v
Gk
h (t2) . . . . v
Gk
h
(
t j−1
)

. (3.4)
The sequences can be a function of event number, group number and time, and
repeat in different occasions. Patterns related to the sub-event EGki is defined
as the set of the repeated sequences that have resulted in the event EGki . There
may be a model that explains the sequences or patterns related to the sub-event
EGki . The task of finding the optimal values of the parameters of this model is
accomplished by the next step.
3. Fitting a model to the observed patterns to find the optimal values of the model
parameters and recording the values of the parameters for each event
There can be a dependency between the values of the network variables in
group Gk at time t j (i.e. {vGk1
(
t j
)
, vGk2
(
t j
)
, ..., vGkh
(
t j
)}) and the values of these
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Fig. 3.1 Training phase
variables in the times before t j. The dependency can be captured by a model (that
needs to be suitably selected). The parameters of this model can depend on the
event number i, time j and group number k; so, we denote the model as Fi, j,k and
its parameters as pi, j,k. After the optimal values of the pi, j,k have obtained, they
are recorded for each event i. The found models (Fi, j,ks) correlate the values of
network variables in different times to each others. As the result, the models can
get the current and past values of the variables in each group and predict their
future values.
Fig. 3.1 summarizes the steps of training phase.
• Monitoring phase
1. Monitoring the value of the network variables in total and in each group and in
the known events over time
2. Monitoring changes in the value of the network variables in each group in different
times
Fig. 3.2 shows the main parts of monitoring phase.
• Prediction phase
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Fig. 3.2 Monitoring phase
1. Forecasting which event is currently taking place by comparing the value of the
network variables with the values related to each event
2. Predicting which user groups participate in the currently happening event by
comparing the value of the network variables in each group with the values
related to each sub-event
3. Using current and past values of network variables in each group as input for the
found model for each group (Fi, j,k) with the trained parameters pi, j,k to predict
the future values of the network variables. If the predicted values of variables
have the values related to the identified sub-events, we are able to predict the
future sub-event as well as the participating groups in the predicted sub-event.
Fig. 3.3 represents the main steps of prediction phase.
The steps listed above are generic and can be utilized to predict the aggregated behaviors
of users in different use-cases. In chapter 4, we consider content popularity prediction as a
real-world use-case for EPM and explain how the above steps are interpreted in modeling
and predicting the future popularity of contents. We also clarify the steps by explaining how
the steps can be employed in a C-PPM.
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Fig. 3.3 Prediction phase
3.1.2 EPM versus individual user prediction methods
This section clarifies the relationship between EPM and conventional individual user pre-
diction methods. As discussed previously, the UBPrMs can be categorized into two distinct
approaches including user and population-level prediction models. EPM method belongs to
the population-level prediction models; but, as EPM is a method for predicting the aggregated
(group) behavior of users, it is more precise if we consider EPM as a group-level UBPrM.
The differences that exist between the prediction approaches, i.e. group-level and user-
level, make EPM different from individual user prediction models. The differences are
explained below.
• EPM is more suitable for the applications in which group behavior of users are
important. One of the most familiar examples of such applications is network and
service management. The reason is that the performance of network can be affected
when a large number of users perform a specific behavior. For this purpose, the
network resources are optimized and allocated based on the aggregated behaviors that
are predicted to be performed by a relatively large number of users.
• The monitoring and prediction phases of EPM are computationally more efficient than
the monitoring and prediction phases of individual user behavior prediction methods.
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Individual-level UBPrMs need to monitor each individual user and foresee the future
behavior of each individual. In contrast, EPM monitors user groups and predicts the
group behaviors. Since the number of user groups is much less than the number of
users, EPM often requires less monitoring and prediction costs than the individual-level
predictive models.
It is worth to note that the training phase of the all UBPrMs can be conducted offline.
Therefore, the training phase does not affect the efficiency of online part, which
includes monitoring and prediction phase. Therefore, EPM produces its final results
faster than the conventional models.
• The individual-level UBPrMs are more susceptible to SSS problem. The SSS problem
causes error in the predictions whenever the sample size is small. As it is more probable
that the sample size of individual users’ profile are not big enough, the SSS problem
can cause a relatively large errors in the performance of an individual user prediction
model. The SSS problem is discussed in details in chapter 5.
3.2 EPM in wireless communication networks
As discussed before, one of the most important applications of EPM is in the wireless
networks (WNs) optimization and resource management. To utilize EPM for optimizing
WNs, we initially need to define the set of events that have impact on the performance of
WNs. Examples of these particular events include receiving a huge number of requests for a
specific video or telecommunication service in a relatively short interval. After defining the
set of desirable events, EPM can be employed to predict the future similar events.
To accomplish the above prediction task by EPM, WNs need to categorize users into a
number of groups such that those who have mostly participated in the same events in the past
are categorized into the same groups. By such user grouping, network also identifies the user
groups that participate in each particular event in the future.
Then, network ought to extract the repetitive patterns that exist in each event. The
repetitive patterns are defined as all the common and distinguishing aggregated behaviors
that happen in the network variables during similar events. To do this, network has to always
monitor the dynamic changes in the values of its variables and find their correlation to each
specific event. Then, the specific sequences of the values of the variables that result in
each event are identified. When all the sequences correlated with our desirable events are
identified, they are recorded and considered as the set of the repetitive patterns that define
each event. Then, a model and its variables that is able to explain the patterns is found.
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For illustration, network might have defined gathering users in a particular area as an
event. To find the repetitive patterns correlated with this event, network needs to monitor the
changes in the number of the users in the particular area and identifies the significant changes
in the number of users before the gathering event happens. Observing any significant growth
in the number of users who are connected to the network in the locations around the area of
our interest can be interpreted as the start of the gathering event.
After grouping users and finding the patterns related to each event, network can predict
the event which is going to take place in the near future by analyzing and identifying known
patterns (i.e. known changes in the network variables). According to EPM, user groups
who have involved in the similar events in the past would participate in the current event.
Therefore, after recognizing the occurring event, network is able to predict the user group(s)
that are involved. Moreover, utilizing the found models for the event, network can forecast
the changes in its variables in the near future.
We utilize the mobility and service demand as an illustrative example to further illustrate
how EPM can be used to predict the participating user group(s) in a specific event. Fig. 3.4
provides an overview of this procedure. As has been shown, the area is covered by a number
of cells. A time ordered sequence of events has been recognized. Each event is correlated to
• the user groups that are present in the area,
• how the groups are geographically distributed in the area.
• what telecommunication services are requested by the groups during the event.
For instance, three user groups with distinct spatial distributions and service demand
patterns have been emerged during event #1. Suppose that from the time instance of tn to time
instance tr, we observe quite similar patterns in the spatial distribution and service demand of
users that had occurred at the beginning of the previously-observed event #1. Therefore, at
the time instance of tr, we can predict that most probably event #1 is occurring again. As the
result, we are able to foresee that the previous three groups are participating in this event and
estimate the changes that happen in the spacial distribution and service demand of users in
the near future. Nevertheless, there might be a correlation between occurrence of events #1
and #2. Therefore, by recognizing the event #1, we can guess the probability of happening
event #2.
According to the predicted future changes in the network variables, WNs are able to
efficiently allocate their resources to different services. This can significantly improve the
performance of network and the quality of services provided for the end users.
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3.3 Content popularity prediction as an illustrative use-case
for EPM
In the previous sections, EPM was proposed as a general framework for predicting users’
aggregated behavior. We discussed the main hypotheses of EPM as well as its different steps.
As a general theory, EPM can be employed for predicting different types of users’ aggregated
behaviors. However, to show and evaluate the applicability of this theory, we need to focus
on a real-world use-case.
A required property of a use-case to be suitable for EPM is that concepts like event
and aggregated behaviors should be clearly definable within the use-case. Considering
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this, we suggest that content popularity prediction can be proposed as a suitable use-case
for EPM. A content becomes popular when a relatively large number of users request it.
Requesting a popular content by a large group of users is in agreement with the definition of
user aggregated behaviors. Similarly, the situation in which a content becomes popular can
be interpreted as an event.
We employ the ideas of EPM to develop a novel C-PPM. The same as EPM, our proposed
C-PPM contains three main parts, namely training, monitoring and prediction parts. In what
follows, these part are discussed in detail.
In the training part, our proposed C-PPM initially groups users based on the similarities
that exist in the previously-requested contents of the users. Then, the proposed C-PPM
extracts the repetitive patterns existing in the events. More specifically, using the underlying
similarities in the popularity growth patterns of contents in different groups, the proposed
C-PPM classifies contents into a number of classes. The classes are called content popularity
classes. The distinctive characteristics by which the popularity classes can be distinguished
are recorded for each class. After that, looking at the users’ reaction time to different contents
the proposed C-PPM divides users into two distinct subgroups. Herein, the reaction time of a
user to a specific content refers to the time interval from release time of the content till the
time when the user makes her first request for the content. Through final step of the training
part of the proposed C-PPM, the model parameters of the proposed C-PPM are adapted to
the constructed user groups and, their associated subgroups and content popularity classes.
In the monitoring part, the proposed C-PPM monitors the number of requests received
for newly-released contents in each user group and its associated subgroups. In addition to
this, our C-PPM monitors the popularity growth trend of each content.
In the prediction part, first, the popularity growth class of the newly-released contents are
identified by using the characteristics of the extracted popularity growth trends in the training
part. Then, the number of requests received for each newly-released content in different
subgroups, its popularity class and the trained model parameters are utilized to predict its
future popularity.
The above-presented C-PPM is discussed in more details and employed for predicting
the popularity of online videos in chapter 4.
3.4 Summary and discussion
In this chapter, we discussed the benefits that cellular networks can achieve from the outputs
of a UBPrM; moreover, the necessity of searching for more accurate and faster UBPrMs was
explained.
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Then, we introduced the situations in networking domain in which predicting the aggre-
gated behaviors of users is more useful than predicting individual user behaviors. However,
there is not an applicable and efficient framework for modeling and predicting the aggregated
behaviors of users of the cellular networks. On the other hand, any framework for modeling
and predicting users’ aggregated behaviors ought to be able to extract and use more underly-
ing patterns in the aggregated behaviors of users. To address these points, EPM was proposed
as a prediction method that can be employed to predict the aggregated behaviors of users.
EPM is able to capture,
• the underlying similarities amongst users,
• the underlying patterns in changes in the values of network variables during different
events.
In brief, EPM first groups users based on similar events in which they have participated
in the past. Next, EPM extracts the time-dependent patterns that have repeated in the user
groups during different events. Finally, EPM monitors the activity of user groups and predicts
which event is taking place at the moment. Considering the participating user groups and the
extracted patterns for each user group, EPM foresees the future behavior of the groups.
After that, we compared EPM with the existing individual user prediction models to
illustrate its advantages. In brief, EPM requires less computation and is less susceptible to
SSS problem in comparison with existing UBPrMs.
Finally, we introduced content popularity prediction as an illustrative use-case for EPM.
In doing so, the connection of content popularity prediction with EPM was clarified by
explaining what can be interpreted as users’ aggregated behaviors and event in the procedure
in which a content becomes popular. Then, by utilizing the EPM framework, we proposed a
novel C-PPM and provided an overview of the proposed C-PPM. The proposed C-PPM is
discussed in detail in the next chapter.

Chapter 4
Impact of EPM on the performance of
video popularity prediction models
Video Popularity Prediction Models (V-PPMs) are important tools for provisioning the
demand for videos and are widely used in networking paradigm. For example, predicting the
popularity of video contents before their release has been proposed as an efficient method to
improve the performance of content caching systems [152], Device to Device (D2D) caching
strategies [127] and broadcasting technologies [155]. Direct benefits of this are a reduction
in latency to load videos and efficient management of network traffic [156]. Apart from the
mentioned network-related applications, predicting which videos will receive a large volume
of requests is important for marketing agencies. An advertisement can attract more number
of users if it is targeted to the most relevant audience [157].
The efficiency of the above-mentioned applications depends on the accuracy of the
employed popularity prediction model [158]. As a result, finding new influential factors that
have impact on the performance of a popularity prediction model and proposing an approach
that utilizes the factors to improve the accuracy of the predictions of the existing V-PPMs is
highly demanded.
The proposed EPM can be employed to respond the above demand. In doing so, we
consider V-PPMs as a real-world use-case for EPM; and utilize the EPM framework to
develop a novel approach for improving Video Popularity Prediction Models (V-PPMs).
To start with, we need to clarify the connection between the EPM framework and our
proposed approach. In doing so, we present a discussion that is performed by defining
the new terms and components that are important in the proposed approach for enhancing
V-PPMs and clarify the relation between the defined terms and the main components of EPM.
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Relationship between EPM and video popularity prediction use-case
The main terms and components of the proposed approach, that need to be defined, are the
users’ aggregated behaviors, event, user groups and repetitive patterns. The mentioned terms
and components are discussed in the following.
Aggregated behaviors in the video popularity prediction paradigm: Requesting
video contents by individual users are considered as the user behaviors in the video popularity
prediction paradigm. A video becomes popular within network if it is requested by relatively
a large number of users. According to the definition of users’ aggregated behaviors, the
aggregated behavior in this paradigm is either requesting or not requesting a specific video
by a quite large number of users in a relatively short time interval. Therefore in this realm,
the task of predicting users’ aggregated behaviors is equivalent with predicting the popularity
of a video 1.
Based on the above definition, events are considered as a general term for the situations
in which a video is either requested or not requested by a large subset of users. Predicting
these events is the main task of a V-PPM.
User groups: User groups are defined as the subsets of users who have shown similar
video tastes in the past.
The first factor of our proposed approach identifies user groups with similar interests
and trains the prediction model parameters in each group. Considering user groups and the
trained parameters in each group, our proposed approach predicts the video popularity in the
user groups. Almost all of the existing V-PPMs predict the popularity of a video in the whole
population.
Studies on CF recommender systems [9] have proved that users organize themselves into
the groups with similar interests. Considering these user groups is the main reason for the
success of CF-based recommender systems.
In addition to the above, the objective of a V-PPM is to predict the number of requests
received for each video that is clearly equivalent with predicting the users’ reaction time to
the newly-released videos. Hereby, we refer to the time between video release and the first
request of the user as the user reaction time. In this thesis, we further hypothesize that there
is a correlation between the level of the user interest in a specific video and the user reaction
time.
Moreover, recent studies have proposed group-level user behaviors prediction as an
approach which is more effective than user-level and population-level predictions [165].
Group-level predictions are less noisy than user-level predictions and in the same time, more
accurate than population levels.
1As discussed in chapter 2, the popularity of a video is defined as the number of users who have requested it.
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A direct implication of the above discussion is that grouping users based on the similarity
of their previous video requests and customizing the popularity prediction model parameters
to the characteristics of each user group results in more accurate popularity predictions.
Repetitive patterns existing in the aggregated behaviors of users: The underlying
repetitive patterns can be divided into two categories. The categories are discussed in the
following.
• Patterns in the popularity growth of videos: Recent studies have shown that there
are distinct patterns in the popularity growth of videos [137]. The distinct patterns
can be utilized to classify videos into popularity classes. Therefore, the second factor
of the proposed approach identifies the popularity classes and adapts the popularity
prediction model parameters to these patterns. After that, the second factor identifies
the popularity class of the newly-released videos and exploits the trained parameters to
predict the popularity of the videos. Since different popularity classes follow distinct
trends, we claim that considering the popularity classes improves the accuracy of any
popularity prediction model.
• Patterns in the users’ reaction time to the videos: We argue that users in each
user group can have different levels of interest to the popular videos in the group.
Depending on the variances in the user interests, users react differently to the newly-
released videos. For illustration, users react faster to the videos that they are more
interested in. Considering the mentioned differences, the third component of our
proposed approach divides users in each user groups into two distinct subgroups and
trains the parameters of the popularity prediction model as a function of the identified
subgroups. The subgroups contain dominant and follower users that can be defined as
follows.
1. Dominant Users (DUs): DUs are recognized as a subgroup of each user group
that have relatively short reaction times to the popular contents in the user group.
2. Follower Users (FUs): FUs are those users in each user group who have longer
reaction times to the popular videos in the group in comparison with the reaction
time of DUs. After DUs are identified, the rest of users in each user group are
labeled as FU.
Considering the above-discussed points, we propose a novel approach for enhancing V-PPMs
which incorporates the user groups, the user subgroups and the video popularity classes to
model parameters. The proposed approach comprises the following processes:
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• Extracting the underlying similarities between the video requests of users and utilizing
it to put the users into different groups.
• Extracting the underlying similarities between the pattern of the popularity growth of
different videos and using it to assign the videos into classes with similar popularity
growth patterns.
• Extracting the underlying patterns existing in the users’ reaction time and using it to
label users in each group as dominant or follower.
• Training the optimal values of the parameters of the popularity prediction model in
each user group and, its associated video popularity classes as well as its associated
dominant and follower subgroups.
In section 4.2, we discuss the ordered steps of our proposed approach for enhancing V-PPMs.
We utilize our approach to enhance three well-known state-of-the-art popularity prediction
models, namely S-H, ML and MRBF models. It is worth to be emphasized that we employ
these models to present a proof-of-concept for applicability of the proposed approach;
however, the proposed approach can be used to enhance any popularity prediction model.
Figure 4.1 presents an overview of the proposed approach. The above-presented steps are
discussed in more details in the next few sections.
Fig. 4.1 Using the distance (dissimilarity) between users, first, a hierarchical tree is con-
structed. The horizontal links between every two different parts of the depicted tree show the
dissimilarity (distance) between these parts. Using the entropy-based measure, the maximum
acceptable dissimilarity is found and the tree is cut at this level; the latter process assigns
the users into several groups. Then, within each group, the proposed technique identifies
the dominant and follower users. Finally, the proposed technique finds different popularity
growth trends and their associated characteristic parameters in each group.
To study and evaluate the proposed approach, we utilize a dataset containing one-month
video request records of the users of BBC iPlayer2. The dataset is provided by the BBC
2http://www.bbc.co.uk/iplayer
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as a part of a collaboration with the 5G Innovation Center (5GIC) at the University of
Surrey. we compare the prediction errors resulted from the proposed model with the errors
of the conventional counterparts. Our results show that the proposed approach is able to
significantly improve the employed popularity prediction models.
The properties of our proposed approach and the presented findings in this study have
a number of implications for improving the network and service management applications
of a popularity prediction algorithm. The most familiar examples of the applications are
broadcasting, content caching, Device to Device caching and marketing industries. In brief,
the applications ought to consider the characteristics and spatial distribution of user groups,
population of users in each group, and content popularity classes to improve the performance
of the mentioned applications.
The rest of this chapter is organized as follows. Section 4.1 discusses why we should
expect that considering user groups and popularity classes improves the V-PPMs. An
overview of the proposed approach and a popularity prediction model enhanced by the
proposed approach is presented in section 4.2. Section 4.3 discusses our unsupervised
grouping method. The proposed content classification technique is explained in section 4.4.
Section 4.5 provides a discussion on the proposed dominant-follower identification technique.
In section 4.6, we present a detailed discussion on how our approach can be used to enhance
three V-PPMs. Discussion on the used dataset and the evaluation results are presented in
section 4.7. Finally, we conclude the present chapter in section 4.8 and discuss the open
issues.
4.1 Model justification
This section is dedicated to provide a discussion on why considering the user groups with
similar interests, underlying patterns existing in the users’ reaction time and popularity classes
of videos enables us to make a better estimation of the future popularity of a newly-released
video.
To foresee the number of requests received for a specific video in a future time, different
studies have proposed different models to estimate the distribution of the received requests.
We call the distribution of the received requests as the request count distribution and denote
the normalized aggregated request count distribution for video v by PvT (tv); where, tv is the
time passed since the video v has been released.
The majority of the V-PPMs try to directly estimate PvT (tv) for the whole population of
users. However, this may result in some inaccuracies specially when users have different
reaction time distributions to different videos. So, we argue that estimating the request count
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distribution in the subsets of users that have similar reaction time distributions and doing
weighted sum over the estimated request count distributions can provide a more accurate
estimation for PvT (tv).
To find the users with similar reaction time distributions, we take into account four
particularities of users’ content requests.
• Recent studies on Collaborative Filtering recommender systems [9] suggest that users
organize themselves into the groups with similar interests.
• Users usually show relatively consistent reactions to a newly-released video within
each user group [165].
• Users’ reaction times in each group are different from the reactions of users in the
other groups [192].
• Some users react to the popular contents earlier than others [121] and their activities
can be considered as a representer for others activities [193].
Inspired by the above discussion, we hypothesize that distinct groups of users that have
different reaction time distributions can be identified by looking at their interest in different
videos. In addition, within each user group, there are still sub-patterns in the reaction time.
As a result, we first put the users that have requested similar videos into the same groups
and claim that the formed user groups have quite different reaction time distributions. Then,
within each user group, we identify the users who mostly request popular contents in that
group earlier than others. The identified users form the dominant subgroup; and the remaining
of users construct follower users.
On the other hand, the studies in [136, 137] have shown that the popularity growth
patterns of videos can be classified into a number of popularity classes with distinct growth
patterns. Therefore, we further propose considering various video classes in training popular-
ity prediction model parameters improves the accuracy of the popularity predictions.
Finally, we propose that estimating the request count distribution in the dominant and
follower subgroups of each user group for each video popularity class and doing a weighted
sum over all the obtained distributions is a more accurate method than estimating the request
count distribution for the whole population of users.
According to this, the following expression can be written for estimating the total request
count distribution (denoted by P̂vT (tv)).
P̂vT (tv) =
|Gk|
∑
k=1
∑
Sk∈{Dk,Fk}
ωS
k
k P̂
k,h,Sk
T (tv) , (4.1)
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where, Gk denotes the kth user group and h denotes the hth video popularity class number.
PCkh represents the h
th popularity class of the videos in kth user group; Sk is a member
of
{
Dk,Fk
}
where Dk and Fk show dominant and follower subgroups of kth group; and
P̂k,h,S
k
T (tv) is the normalized request count distribution obtained in user group k and video
class h; ωSkk is a weight parameter and depends on the proportion of users in the subgroup S
k
of the kth group.
4.2 Overview of the proposed approach
Similar to EPM, the steps of the proposed approach can be divided into three distinct phases
including training phase, monitoring phase and prediction phase. In what follows, we discuss
these three parts in detail.
In the training part, we first find those users who have similar reaction time distributions
to the newly-released videos. The hypothesis discussed in section 4.1 implies that users
with similar interest may have quite similar reaction time distributions to the newly-released
videos. As the result, we put users who have requested similar videos into the same groups.
Then, in each user group, our proposed approach identifies the users who react earlier
than other to the popular videos in that group. Using this, users are divided into two distinct
subgroups.
Next, within the constructed user groups, our proposed solution finds the popularity
classes that have similar popularity growth trends. The maximum and minimum of the early
received popularities of each video popularity class are recorded as the characteristic features
for identifying the video classes. We define the early received popularity as the number of
requests that are received in each user group after the release of each video until a predefined
time parameter. The predefined time parameters is an input parameter that determines how
much time later we would like to make the first prediction about the popularity of videos.
In the next step, the parameters of the popularity prediction model are trained in the
dominant and follower subgroups of each user group as well as video popularity class. As a
result, the parameters of the models are a function of user group, subgroups in the user group
and video class numbers.
In the monitoring phase, our proposed solution monitors the number of users in each
subgroup that are reacting to the newly-released contents and the popularity growth trends of
the contents.
In the prediction part, first, the class of the newly-released videos is identified based on
the popularity class characteristics (which were explained above) of each user group. Next,
the model parameters related to each user subgroup and popularity class are employed to
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predict the future popularity of the videos. To evaluate our proposed popularity prediction
algorithm, we compare the accuracy of our popularity prediction model with its conventional
counterpart.
To summarize the above discussed parts, we explain the ordered steps of our proposed
approach below.
• Training phase
1. Grouping users based on similar videos that they have requested in the past
2. Identifying distinct popularity growth trends of videos in each user group and
classifying videos based on the identified trends
3. Extracting the characteristics that determine the popularity growth classes
4. Extracting the patterns existing in the reaction time of the users in each user
group and exploiting the patterns to divide the users into subgroups of dominant
and followers
5. Training the model parameters as a function of user subgroups of each user group
and content popularity classes
• Monitoring phase
1. Monitoring the number of users in each group who are requesting each newly-
released video
2. Monitoring the number of users in the subgroups of dominants and followers
who are requesting each newly-released video
• Prediction phase
1. Identifying the popularity growth class of each newly-released video based on
the characteristics found in the training phase
2. Predicting which user group(s) will be interested in each newly-released video
3. Predicting how the popularity of newly-released videos grows by using the trends
extracted in the training part
Figure 4.2 represents all the above-discussed steps of our proposed approach for predicting
the future popularity of newly-released videos.
The above-described approach until this stage can be used to enhance any popularity
prediction model. To illustrate how we can employ the steps to enhance a popularity
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Fig. 4.2 Different steps of the proposed approach for predicting the popularity of the released
videos
prediction model, we have chosen three well-known state-of-the-art models. The models are
S-H [42], ML [43] and MRBF [43].
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In the next few sections, we discuss three key parts of the training phase of our proposed
approach, i.e. user grouping, video classification and training model parameters as a function
of the user groups and popularity classes.
4.3 Grouping users based on their interests
4.3.1 Existing entropy-based grouping techniques
There are several clustering algorithms in the literature that have used entropy; however,
the majority of the algorithms still need an input parameter to determine the number of
clusters. One of the most well-known entropy-based clustering approaches is to add a entropy
based fuzzy membership to the clustering algorithm, e.g. [194] and [195]. This approach
adds a new entropy-based term to the objective function of k-means clustering. The new
entropy-based terms depend on the probability that a data point belongs to each cluster. Liao
et al. [196] developed a similar fuzzy membership clustering method with a weight parameter
on the membership entropy term for categorical data. Their method uses an input threshold
maximum dissimilarity to find the best number of clusters. In [197], Liang et al. used within
and between cluster entropy and proposed entropy-based measures to find the worst clusters
in a dataset containing both categorical and numerical attributes. The authors also proposed a
cluster validity index, which does not depend on entropy, to find the best number of clusters
in a dataset. However, except [197], the mentioned clustering method needs the number of
clusters as input. Shu et al. [198] proposed a measure based on marginal differential entropy
for n-dimensional datasets. The measure considers the probability distribution function of the
data points in each cluster alongside different dimensions and calculates the total marginal
differential entropy. The best number of clusters is where the derivative of the total marginal
differential entropy is less than a pre-determined threshold. The measure tries to find the
clusters that have denser distributions and is suitable for density-based clustering techniques.
Considering the shortcomings of the existing clustering algorithms, we search for a
method which has the following properties.
• The method should be able to find the best number of clusters.
• The method should be able to increase the predictability of the obtained user groups.
• The method should be general and be able to be employed for most of the existing
clustering algorithms.
Considering the above properties, we propose a novel method to find the optimum number
of clusters. The method benefits from an entropy-based measure. The proposed method can
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be used to enhance most of the existing clustering techniques and provides two main novel
advantages,
• As a common knowledge, if the total entropy of system 1 is smaller than the total
entropy of system 2, system 1 has less number of available states and is more pre-
dictable than system 2. As the result, the proposed entropy-based method determines
the best number of groups in a way that maximizes the predictability of the group
behaviors. Since predictability of user groups directly affects the performance of a
group-level prediction technique, our proposed method is suitable to be used in a
predictive algorithm.
• The other advantage of our proposed method is that this method can be directly used to
enhance almost all of the existing clustering techniques, including the above-explained
techniques. The method enables a clustering technique to determine the best number of
clusters. Different from the clustering techniques presented in [194–196], the proposed
method does not make any change in the objective function of the clustering algorithm.
4.3.2 Our proposed grouping technique
We group users based on the similarity between previously demanded videos. In the present
section, we elaborate on the grouping (clustering) technique that we utilize to group users.
In brief, the proposed grouping technique utilizes the Hamming distance, which is
the same as Manhattan distance [45] for binary vectors, to find the distance between user
interests and constructs a hierarchical tree. Then, the technique employs a novel entropy-
based measure, to find the best number of clusters. In the following, we discuss our grouping
method as well as the proposed entropy-based measure.
Suppose there is a set of users, denoted by {U}, and a dataset containing the requests
of the users for a set of m videos, denoted by {V}. We define a set of Request Vectors
{RV} containing m-dimensional binary Vectors (denoted by R⃗V is). A request vector R⃗V i is
assigned to the user ui ∈ {U}. Each element of R⃗V i determines whether user ui has requested
a particular video or not. In this regard, R⃗V
i
is a representation of each user’s interest. A
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typical R⃗V
i
is as follows:
R⃗V
i
=
Video #1
Video #2
...
Video #l
...
Video #m

1
0
...
1
...
1

, (4.2)
Using R⃗V
i
and R⃗V
j
, the distance between the interests of users ui and u j can be calculated.
There are many methods for calculating the distance. Euclidean, Manhattan, Hamming and
Cosine distances are four well-known examples of these methods. We select Hamming
distance to measure the distance between the interests of two users. The reason behind this
selection is that we have represented each user by a binary vector and the most suitable
distance function for such vectors is Hamming distance [199]. The Hamming distance
between two R⃗V
i
s is defined as follows,
Di j =∑
k
∣∣∣RV ik−RV jk∣∣∣ , (4.3)
in which, RV ik is the k
th component of R⃗V
i
. Hierarchical clustering [200] algorithm is then
utilized to cluster the users.
Hierarchical clustering technique constructs a hierarchical tree based on the distances
between users. The technique requires a cutting level as input to put users in different clusters.
We propose a method to use our entropy-based measure to find the optimum value of the
cutting level. Since the entropy is a measure of the predictability of an event in a system
(herein, requesting a video by users in a particular group), minimizing total entropy leads to
determining the number of groups (clusters) in which the events are more predictable. The
zero value for entropy corresponds to a deterministic system (which has only one available
state) and the large values of entropy correspond to a random system with large number of
available states. As a result, the method is suitable to be used in a predictive model. Below,
we explain our proposed method in detail.
First, our proposed method cuts the hierarchical tree in a level, denoted by L (step 1 in
Fig. 4.1). So, it results in some user groups denoted by Gks. Next, the proposed method
utilizes Shannon entropy to calculate the entropy of the video requests of the users in Gk.
Since in different cutting levels L there are different user groups, the calculated entropy will
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be a function of L. The entropy for each user group can be calculated by,
Hk (L) =− ∑
v∈{V}
Pkv (L) log2
(
Pkv (L)
)
. (4.4)
where, Pkv (L) is the probability that video v is requested in the user group Gk and can be
written as,
Pkv (L) =
Num o f users who Requested video v in Gk
Total Num o f users in Gk
. (4.5)
Calculating Pkv (L) in the user groups with only a small number of users can cause some
inaccuracies. Due to this, we select a threshold as the minimum acceptable number of users
in each group. This is to avoid small groups creation. A random behavior is considered
for those users who are in the groups that contain a number of users less than the threshold.
Random behavior in this context is equivalent to requesting the videos with the probability of
1
2 (i.e. P
k
v (L) =
1
2). The random behavior results in maximum entropy and considering this
penalizes the creation of the groups that fall below the minimum threshold size. The total
entropy of the resulted groups is formulated as,
HT (L) =
K
∑
k=1
ωk Hk (L) . (4.6)
where, K is the number of groups resulted in each cutting level (L) and ωk is the proportion
of all users in group k. The cutting level L (or equivalently, number of groups K) in which a
global minimum occurs is selected as the best number of groups. Searching for the optimal
value of the cutting level needs an upper bound on L values which is denoted as Lmax. A
reasonable guess for Lmax can be the maximum distance between users (maximum of Di j).
So, we have,
Cutting Level = argmin
L∈[0,Lmax]
HL. (4.7)
The pseudo-code of the proposed grouping technique is presented in the Algorithm 1.
4.4 The proposed content classification technique
This section discusses our proposed content classification technique. We utilize this method
to divide the videos into distinct popularity classes with similar popularity growth trend.
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Algorithm 1 User grouping technique
1: Input : Get set o f videos requested by users
2: Input : MNU ←Minimum number o f users in a group
3: Find {V}← Set o f all unique videos
4: Find |V | ← Number o f all unique videos
5: Construct the request vectors R⃗V
i
s
6: Calculate all Di j = ∑k
∣∣∣RV ik−RV jk∣∣∣
7: Using the Di js, construct a hierarchical tree
8: Set Lmax = Maximum o f Di js
9: Set i = 0
10: while i < Lmax do
11: Cut the hierarchical tree in level i
12: Calculate Hi = HT (L) (Eq.4.6)
13: i ← i + 1
14: end while
15: Find Lopt = argminL∈[0,Lmax]HL.
16: Cut the hierarchical tree in level Lopt and f ind the resulted groups
The proposed classification method needs a popularity prediction model in its heart. The
method trains a distinct set of the parameters of the selected popularity prediction model in
each popularity class. The method then utilizes the training dataset to find the Relative Square
Error (RSE) of the popularity model. Next, the method finds the popularity classes such that
the sum of total RSEs for all videos and total Standard Error (SE) of the RSEs are minimized.
The best choice for the popularity prediction model is to use the same model that we wish
to enhance. For example, when we want to enhance S-H model, the classification method
utilizes the same model (S-H model). Nevertheless, one may use one of the regression models
(e.g. S-H or ML) to classify the videos and consider it as the sub-optimal classification to be
used in other models.
In brief, the classification method starts with setting a number of thresholds on request
counts that we call popularity levels. By comparing the early popularity (as was defined
in section 5.2) of each video with these popularity levels, the method puts the videos
into a number of popularity classes. Next, the method calculates a Cost Function for the
current configuration of the popularity levels. The method changes the popularity levels and
calculates the Cost Function for each configuration. The Cost Function takes the errors as well
as the standard error of the predictions into consideration. The classification method repeats
this process with different configurations until the configuration of the popularity levels that
minimizes the Cost Function is found. Finally, the optimum values of the popularity levels
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are considered as the levels for classifying the videos. In what follows, the ordered steps of
the proposed classification method is explained in more details.
The video classification process utilizes the early popularity, denoted by EPkj as input.
As mentioned in section 5.2, the early popularity is defined as the number of requests that are
received in kth user group after the release of the jth video until a predefined time parameter.
The classification technique gets the maximum acceptable number of classes for the kth
user group, denoted by Nkc , as input.
In each repetition, which is labeled by i, the classification method randomly generates
the Nkc − 1 popularity levels, denoted by Pkl , for each user group. The popularity levels
are generated such that they belong to the interval
[
0,Pkmax
)
. Pkmax is the maximum early
popularity of all videos in group Gk. The classification process is repeated Imax times to find
the video popularity classes through a stochastic search. To give a criterion for selecting a
value for Imax, Imax should be at least equal to
(
Pkmax/N
k
c
)×Num o f videos.
Since we need enough number of videos to find the optimal values of model parameters,
our proposed classification technique imposes a minimum number of videos in each class.
So, the technique prevents the classes with small number of videos. If there is a popularity
class with the number of videos less than this minimum number, the classification technique
combines this class to the previous popularity class; unless it happens for the first class. In
this case, the class is merged to the next class. This reduces the total number of classes by
one (i.e. Nkc is updated as N
k
c ≡ Nkc −1). This procedure continues till the number of videos
in all classes are greater than the minimum number.
Next, the early popularity levels are sorted in an increasing order, i.e. Pk0 = 0 < P
k
1 <
Pk2 < · · · < PkNkc−1 < P
k
max. The content classification method assigns the videos to N
k
c
popularity classes, denoted by PCki . If the early popularity received for a video v j in group
Gk is in the interval
[
Pkh−1,P
k
h
)
, the video is assigned to the popularity class PCkh. So, the
popularity classes are defined as
PCkh =
{
∀ v j | Pkh−1 < EPkj ≤ Pkh
}
, (4.8)
According to Eq. 4.8, the popularity class PCkh is a function of user group Gk; and differs
from one group to another one.
Next, the classification technique finds the optimal values of the parameters of the
regression model in each user group and each popularity class such that the total RSE is
minimized. The total RSE actually determines how well the regression model has fitted to the
request count distribution of all videos. Then, the classification method puts the discussed
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RSEs for the videos in each popularity class (Nkc ) and a specific user group (Gk) into a set
denoted by RSEk,h.
In the next step, the proposed technique averages over the RSEk,hs in each popularity
class. We denote the mean of RSEk,hs by MRSEk,h. NT RSEk is the normalized total RSE
and is defined as,
NT RSEki =
Nkc
∑
h=1
MRSEk,h
max
(
MRSEk
)−min(MRSEk) , (4.9)
where, MRSEk is defined as,
MRSEk =
(
MRSEk,1, MRSEk,2, · · · , MRSEk,Nkc
)
, (4.10)
NT RSEki provides the mean of the RSEs associated to a particular classification given by Eq.
4.8.
According to the central limit theorem, the limited sample size (i.e. limited number
of RSEs in the RSEk,h set) causes an error in the estimation of the MRSEk,h. This error is
called Standard Error and is denoted by SE. We denote the SE o f MRSEk,h as SEk,h that is
calculated as,
SEk,h =
1√∣∣RSEk,h∣∣−1Std
(
RSEk,h
)
(4.11)
in which, Std
(
RSEk,h
)
and
∣∣RSEk,h∣∣ are the Standard Deviation and size of RSEk,h, respec-
tively. We define the normalized total Standard Error of MRSE as,
NT SEi =
Nkc
∑
h=1
SEk,h
max
(
SEk
)−min(SEk) , (4.12)
where SEk =
(
SEk,1, SEk,2, · · · , SEk,Nkc
)
. The reason why we normalize NT RSEki and
NT SEki is that all of their values have the same order of magnitudes. Since both of the
above-explained errors should be considered, hence, we define Cost Function (CoFu) below,
CoFui =
1
Nkc
(NT RSEi+NT SEi) . (4.13)
In order to obtain the best classification of videos, we need to find the number i in which
the Cost Function presented in Eq. 4.13 has the minimum value. The proposed technique
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finds the minimum value of the Cost Function and the associated popularity levels for each
group (i.e. Pki ). The found popularity levels are used in the prediction phase to assign the
newly-released videos to a suitable popularity class. The pseudo-code for the classification
technique is presented in the algorithm 2.
Algorithm 2 Content classification technique
1: Input : T he set o f requested videos f or each user
2: Input : T he time o f requests made by each user f or each video
3: Input : T he user groups
4: Input : Imax ← Maximum number o f times to repeat the process
5: Input : Mcmin ← Minimum acceptable number o f videos in each popularity class
6: Input : Nmax ← Maximum number o f popularity classes
7: for k from 1 to |Gk| do
8: Find the time o f requests received f or each video in Gk
9: Find Pkmax ← the maximum received early popularity in Gk
10: for i from 1 to Imax do
11: Randomly select Nmax−1 popularity levels (Pkh ) in the interval
[
0,Pkmax
)
12: Construct PCkh =
{
∀ v j | Pkh−1 < EPkj ≤ Pkh
}
13: while T here is a PCkh that
∣∣PCkh∣∣< Nmax, do
14: if h > 1 then
15: Combine this class with PCkh−1
16: Reduce the number o f all classes by one
17: else
18: Combine this class with PCkh+1
19: Reduce the number o f all classes by one
20: end if
21: end while
22: Fit the popularity model to the requests received f or videos in each Pkh
23: Find the set o f residuals
(
i.e. RSEk,h
)
24: Find the Standard Error o f MRSEk,h (i.e.SEk,h)
25: Find the NT RSEki as stated in Eq.4.9
26: Find the NT SEki as stated in Eq.4.12
27: Calculate cost f unction CoFuki =
1
Nkc
(NT RSEi+NT SEi)
28: end for
29: Find i = argminiCoFui
30: Generate the popularity classes corresponding to i
31: end for
90 Impact of EPM on the performance of video popularity prediction models
4.5 The proposed dominant-follower identification technique
Our proposed dominant-follower identification technique exploits the underlying regularities
in the users’ reaction times and divides users in each user group into the dominant and
follower subgroups. In doing so, the proposed technique first ranks users in each group based
on the number of times that the users has been in the subset of first users who have requested
the set of the most popular videos. Then, the technique utilizes a pre-defined threshold to
put users into subgroups of dominants and followers. The proposed identification technique
benefits an unsupervised process to find optimal values of the pre-defined thresholds that
minimizes the error of the predictions of a V-PPM.
Similar to the classification method, the proposed identification technique needs a popular-
ity prediction model in its heart. The method trains a distinct set of values for the parameters
of the selected popularity prediction model in each user subgroups. The technique finds the
Relative Square Error (RSE) of the popularity model by utilizing the training dataset. Next,
the technique exploits different values for the threshold rank and finds the associated RSE to
each threshold. The optimal value of the threshold is selected such that the sum of total RSEs
for all videos is minimized.
The same as before, the best option for popularity prediction model is the same V-PPM
that we wish to enhance. Nevertheless, one may select one of the V-PPMs (e.g. either S-H
or ML) to find the optimal value of the threshold and exploit it as a sub-optimal threshold
for other models. In what follows, we discuss in-detail both processes of ranking users and
finding the optimal values of the mentioned threshold.
The initial step of the proposed identification technique is to construct the set of most
popular videos with respect to each user group. The set of the most popular videos for each
user group contains those videos that have received a pre-defined fraction of the popularity
of the most popular video in that group. We have selected the pre-defined fraction to be
equal to 13 . Then, for each video in the set of the most popular videos, the identification
technique ranks the users who have belonged to the subset of first 10% of users. The ranking
is performed such that rank 1 is considered for the last user, rank 2 is considered for second
to the last user and so on. As the result, the users who have requested each video first get
higher ranks. In the next step, the identification technique sums over all ranks of each user
in each group to obtain her total rank. Using the total ranks of the users in each group, we
construct a Dominance Rank array, denoted as DR, whose ith component is the total rank of
ith user. So, we have,
DRi = total rank o f user i. (4.14)
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The technique divides users in each group into the dominant and follower users by
comparing the total rank of the users of the group with a threshold rank. The optimal value
of the threshold rank varies for different user groups and is trained through the following
process.
To find the optimal value of the threshold, the identification technique first selects an
integer value from [0 , Max_ DR]. Then, the technique labels those users in each user group
with total rank greater than the selected threshold as the DUs. The rest of the users in
each group are labeled as FUs. Next, the parameters of the selected V-PPM are separately
trained for the dominant and follower subgroups in the training dataset. Then, similar to the
classification technique, the identification technique calculates the associated total RSE to
the selected threshold by using the trained parameters.
The above-described process is repeated for all the integer numbers in the [0 , Max_ DR].
The associated total RSE to all the integer thresholds is calculated.
Each value of the threshold corresponds to a subgroup of dominant users. For each
subgroup of DUs, one can obtain the mean of dominance rank of dominant users, denoted by
Mean_DR_DUs.
Utilizing the above-discussed total RSE and Mean_DR_DUs, we define the following
Cost Function,
CF2 j =
RSE j
Mean_DR_DUs j
. (4.15)
In which, j is the repetition number. Finally, the threshold that is related to the minimum
Cost Function is selected as the optimum value for the threshold in each user group. The
algorithm 3 summarizes the above-discussed processes.
4.6 Training model parameters as a function of user groups,
subgroups and popularity classes
As discussed previously, we can use the user grouping, content classification and dominant-
follower identification techniques, presented in the sections 4.3, 4.4 and 4.5, to enhance any
popularity prediction method. To elaborate on how the proposed approach can be employed
to enhance a popularity prediction model, we have chosen three well-known popularity
prediction models, namely Szabo-Huberman (S-H) [42], Multivariate Linear (ML) [43] and
MRBF models [43].
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Algorithm 3 Dominant-Follower identification technique
1: Input : T he user groups
2: Input : T he videos requested by users
3: Input : T he time o f requests made by users
4: for k from 1 to |Gk| do
5: Construct the set o f the most popular videos in Gk
6: Find the subset o f f irst 10% o f users requested the most popular videos
7: Find the number o f times each user have been in the set o f f irst 10%
8: Construct the DR array de f ined in the Eq.4.15
9: Set i = 1 and j = 1
10: while i < Max_ DR do
11: Construct the dominant and f ollower subgroups f or threshold i
12: Fit the popularity model to the most popular videos in each subgroup
13: Find the sum o f all residuals (or RSEs)
14: Calculate CF2 j = RSE
i
Mean_DR_DUsi
15: Substitute i with i + 12
16: Substitute j with j + 1
17: end while
18: Find j that minimizes CF2 js and its corresponding i
19: Use the f ound threshold to construct the dominant and f ollower subgroups
20: end for
This section presents a discussion on how we utilize these models along with the user
groups, user subgroups and popularity classes to improve these popularity prediction models.
In what follows, we clarify how we train the parameters of the proposed popularity prediction
models as a function of the user group, user subgroup and popularity class numbers. For each
model, we also present a closed-form expression for the optimal values of their parameters.
4.6.1 Enhancing Szabo-Huberman model
Szabo and Huberman [42] proved that there is a significant linear dependency between
the log-transformed of the popularities of online videos in the present and future times.
According to the mentioned point, we linearly correlate the number of requests received for a
specific video (v) in t j to the number of requests that this video has received up to a specific
time in the past (i.e. ti ) in each user subgroup (Sk) of each user group (Gk) and popularity
class (PCkh). So, we have,
N̂v,k,S
k
t j = αk,h,Sk
(
t j, ti
)
Nv,k,S
k
ti , (4.16)
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in which, k represents the group number; v belongs to popularity class PCkh; S
k ∈ {Dk,Fk}
where Dk and Fk represent the dominant and follower subgroups of kth user group; N̂
v,k,SK
t j is
the predicted number of requests in time t j for video v (that is the request count distribution
discussed in section 4.1) in subgroup Sk; Nv,k,S
k
ti is the actual number of requests received up
to the time ti for video v in subgroup Sk; and αk,h,Sk
(
t j, ti
)
s are the model parameters that
should be trained. It is evident that αk,h,Sk
(
t j, ti
)
s are a function of user group, its associated
user subgroups and popularity class number that need to be trained in each user group and
popularity class.
Optimal values of αk,h,Sk parameters
Minimizing Relative Squared Error with respect to αk,h,Sk can be utilized to train the αk,h,Sk
parameter[42]. Considering this, the RSE of the predictions made by Eq. 4.16 in each
subgroup is defined as,
RSES
k
=
1∣∣v ∈ PCkh∣∣ ∑v∈PCkh
N̂v,k,Skt j
Nv,k,S
k
t j
−1
2 . (4.17)
where, Nv,k,S
k
t j is the actual number of unique users that have requested video v till time t j
in subgroup Sk. So, in calculating Nv,k,S
k
t j , if a specific user requests video v several times,
we count all of those requests once for that user.
∣∣v ∈ PCkh∣∣ is the number of videos in the
popularity class PCkh. Substituting Eq. 4.16 into Eq. 4.17 will lead us to,
RSES
k
=
1∣∣v ∈ PCkh∣∣ ∑v∈PCkh
αk,h,Sk (t j, ti)Nv,k,Skti
Nv,k,S
k
t j
−1
2 . (4.18)
The RSES
k
given by Eq. 4.18 is calculated in the user group k and its associated subgroup Sk
and video popularity class h. Similar to Szabo and Huberman [42], we provide the optimal
value of αk,h,Sk that minimizes RSES
k
by taking the derivative of the RSES
k
with respect to
αk,h,Sk and setting it to zero. The optimal value of αk,h,Sk is given by,
αk,h,Sk
(
t j, ti
)
=
∑v∈PCkh
Nv,k,S
k
ti
Nv,k,S
k
t j
∑v∈PCkh
(
Nv,k,S
k
ti
Nv,k,S
k
t j
)2 . (4.19)
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Eq. 4.19 can be utilized to find the optimal value of αk,h,Sk for the popularity class PCkh and
user subgroup Sk of user group Gk. Since the RSE is a second order equation the expression
Eq. 4.19 provides the optimal value of αk,h,Sk that globally minimizes RSE.
4.6.2 Enhancing Multivariate Linear (ML) model
Pinto et al. [43] extended the S-H model such that the number of requests received for
each video until a time t j is linearly correlated to the actual number of requests received for
that video in the all time intervals of [ti−1, ti] before t j. Considering the Multivariate linear
regression model and the proposed approach in this chapter, the model below can be written
for the number of requests received for each video in each user group,
N̂v,k,S
k
t j =
j−1
∑
i=1
θ k,h,S
k
j,i X
v,k,Sk
ti , (4.20)
where Xv,k,S
k
ti is the number of requests received for the video v in subgroup S
k of the kth group
and θ k,h,S
k
j,i s are the model parameters that are a function of user group Gk, user subgroup S
k
popularity class PCkh.
Optimal values of θ k,h,S
k
j,i parameters
Similar to the procedure we followed in the previous section, minimizing RSE with respect
to θ k,h,S
k
j,i may provide a method for learning θ
k,h,Sk
j,i parameters. It is worth to be mentioned
that RSE should be calculated in each video popularity class and user subgroups. So, we can
write the RSE in each subgroup as
RSES
k
=
1∣∣v ∈ PCkh∣∣ ∑v∈PCkh
∑ j−1i=1 θ k,h,Skj,i Xv,k,Skti
Nv,k,S
k
t j
−1
2 , (4.21)
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To obtain the optimum value of RSES
k
, we need to set its derivative with respect to θ k,h,S
k
j,i s
to zero. If we do this and define the following matrices,
θ⃗ k,h,S
k ≡
(
θ k,h,S
k
j,1 ,θ
k,h,Sk
j,2 , · · · ,θ k,h,S
k
j, j−1
)
,
Bk,h,S
k
i ≡ ∑
v∈PCkh
Xv,k,Skti
Nv,k,S
k
t j
 ,
Ak,h,S
k
li ≡ ∑
v∈PCkh
Xv,k,Sktl Xv,k,Skti(
Nv,k,S
k
t j
)2
 ,
(4.22)
in which, i, l < j. Using the above definitions, the optimal values of θ k,h,S
k
j,i s can be written
as,
⇒
(
θ⃗ k,h,S
k
)
=
(
Ak,h,S
k
)−1(
B⃗k,h,S
k
)
. (4.23)
Eq. 4.23 gives the final optimal values of θ k,h,S
k
j,i s by using the matrices defined in Eq. 4.22.
If the matrix A is not invertible; we need to reduce the dimension of θ⃗ which means that we
correlate the number of future requests to a fewer number of time intervals in the past.
4.6.3 Enhancing MRBF model
ML model considers the same set of parameters for all videos in each popularity class and
user groups. Pinto et al. [43] proposed another model called MRBF that enhances ML by
introducing a new term that is dependent on the similarities between the popularity growth
of different videos. The MRBF model still introduces some global parameters for all videos.
Pinto et al. utilized Gaussian Radial Basis Functions (RBFs) [201] to calculate the similarity
between two videos. RBF is defined as follows,
RBFv1,S
k
j (v2) = exp
−
∥∥∥X⃗v2,k,Skj − X⃗v1,k,Skj ∥∥∥2
2σ2
, (4.24)
in which, v1 and v2 have to be selected from the same popularity class; and σ is a parameter
that needs to be trained. For a specific time t j, X⃗v,k,S
k
is defined as,
X⃗v,k,S
k
j =
(
Xv,k,S
k
t1 ,X
v,k,Sk
t2 , · · · ,Xv,k,S
k
t j−1
)
, (4.25)
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where similar to the model based on Multivariate Linear regression, Xv,k,S
k
ti is the number
of requests received for video v in the time interval [ti−1, ti] in subgroup Sk of kth user
group. Using our proposed approach, the MRBF model can be enhanced such that its model
parameters are a function of user groups and popularity classes. So, we have,
N̂v,k,S
k
t j = θ⃗
k,h,Sk · X⃗v,k,Skj + ∑
v′∈PCkh
ωk,h,S
k
v′ ·RBFv
′,Sk
j (v) . (4.26)
where, θ⃗ k,h,Sks and ωk,h,S
k
v′ s are the model parameters. In Eq. 4.26, the first part is the
Multivariate Linear regression model and the second part is the result of considering the
similarity between the popularity distributions of different videos.
Optimal values of θ⃗ k,h,Sk and ωk,h,S
k
v parameters
To find coefficients θ⃗ k,h,Sk and ωk,h,S
k
v , we follow the similar procedure that was presented for
the previous models. To have a compact form of Eq. 4.25, one can define the below vectors,
X⃗v,k,S
k⋆
j ≡
(
X⃗v,k,S
k
j ,RBF
v,Sk
j (v1) ,RBF
v,Sk
j (v2) , · · · ,RBFv,S
k
j (vn)
)
,
θ⃗ k,h,S
k⋆ ≡
(
θ⃗ k,h,S
k
,ωk,h,S
k
v1 ,ω
k,h,Sk
v2 , · · · ,ωk,h,S
k
vn
)
.
(4.27)
In the above formulas, n is the number of videos in the training set. Using Eq. 4.27, the
model in Eq. 4.26 may be written as follows,
N̂v,k,S
k
t j = θ⃗
k,h⋆,Sk · X⃗v,k⋆,Skj . (4.28)
Similar to Eq. 5.10, one can obtain the RSES
k
of the predictions made by Eq. 4.26 in each
subgroup Sk of user group k and popularity class h. Minimizing RSES
k
with respect to the
components of θ⃗ ⋆ results in the optimal values of the coefficients in Eq. 4.26. Since the
number of parameters in MRBF model is larger than ML model, it is more likely that over-
fitting happens for this model in a given training set. To avoid this, Pinto et al. utilized Ridge
regression [201]. Ridge regression penalizes those solutions with large norms. Considering
this, a new term is added to RSES
k
; and the expression that should be optimized is written as,
RSES
k
=
1∣∣v ∈ PCkh∣∣ ∑v∈PCkh
N̂v,k,Skt j
Nv,k,S
k
t j
−1
2+α ∥∥∥θ⃗ k,h⋆,Sk∥∥∥2 . (4.29)
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We need to find the optimal values of α appeared in Eq. 4.29 and σ appeared in Eq. 4.24 in
the above-presented model. To do this, Pinto et al. tested a set of different values for these
parameters to find their best values in the set that give the smallest RSES
k
. In this thesis, we
use a similar approach. Testing a set of values in a stochastic process, we found that 0.0002
and 2 are the best values for α and σ , respectively.
For finding the other parameters of the model, we utilize the same method as the previous
model. Taking derivative of RSES
k
with respect to θ k,h,S
k⋆
i and doing some simplifications,
one may obtain the optimal values of θ k,h,S
k⋆
i s as follows,(
θ⃗ k,h
⋆,Sk
)
=
(
Ak,h
⋆,Sk
)−1(
B⃗k,h
⋆,Sk
)
, (4.30)
in which,
Bk,h
⋆,Sk
i ≡
1∣∣v ∈ PCkh∣∣ ∑v∈PCkh
Xv,k
⋆
ti
Nv,k,S
k
t j
,
Ak,h
⋆,Sk
li ≡
1∣∣v ∈ PCkh∣∣ ∑v∈PCkh
Xv,k⋆,Sktl Xv,k⋆,Skti(
Nv,k,S
k
t j
)2
+αδli.
(4.31)
In Eq. 4.31, δki is Kronecker delta and comes from the derivative of
∥∥∥θ⃗ k,h⋆,Sk∥∥∥ with respect
to θ k,h
⋆,Sk
i .
In this section, we explained how user grouping and video classification results are
integrated to enhance three existing popularity prediction methods. Through the next section
we benchmark the accuracy of the enhanced solutions with the standard popularity prediction
methods based on S-H, ML and MBRF.
4.7 Dataset and experimental results
This section describes the evaluation of the proposed solution. To do the evaluation, we
need a dataset of user requests made for a number of contents. In the following section, we
describe the dataset used in our evaluation.
Two of the main components of our proposed approach are the proposed user grouping
method and classification technique. Therefore, we initially discuss the results of the grouping
method and content classification technique.
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After that, we discuss the improvements in the accuracy of the popularity prediction
models that are resulted from using our proposed approach. In doing so, a 5-fold cross-
validation technique was utilized. The results are presented in section 4.7.5.
4.7.1 Dataset
We used a dataset of one-month video request records of BBC iPlayer users. In the dataset,
request time, video ID, anonymised user ID and duration of time that each user has spent
on each specific video have been recorded. The original dataset comprises more than 100
million distinct entries; to reduce the size and at the same time have a comprehensive subset,
56083 users were randomly selected amongst all users. After that, all the information about
requests made by this subset of users was extracted from the dataset.
The subset consists of 1,861,769 requests that have been made for 20,946 unique videos.
Since one needs to have sufficient history of user requests to build the user groups, we
removed those users who had made less than 10 requests within one month. Also, we
selected those videos that had been requested more than 40 times during this period. The
described process of data cleaning is common in user behavior modelling specially in the
studies that they want to use classification and clustering algorithms (see e.g, [202][203][204]
[205]). Nevertheless, in appendix A, we have discussed how important the data cleaning
process is and how it affects the results.
The subset after the elimination contains 26,706 unique users and 3018 unique videos.
The subset includes 793468 requests made for the remaining 3018 videos. The average
number of requests received for videos is∼250 and the most popular video is requested more
than 4500 times.
It is worth to be noted that we have randomly selected the above-mentioned number of
users from a much larger dataset which is more than ∼80 times larger than the used dataset
in our paper. As the process of user selection has been random, it can be concluded that if a
video is requested ∼250 times in the sub dataset, it is requested in the main dataset ∼20000
times. In addition, the random selection of users and the large number of selected users
indicate that exiting patterns in the main dataset and in the sub dataset are similar. As the
result, it is not expected that the presented improvements in this paper change a lot for the
main dataset.
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4.7.2 User groups
To present the results of the proposed user grouping and content classification techniques, we
used the data of first 25 days. The data of first 25 days contains approximately equal number
of videos with the data utilized in 5-fold cross validation.
According to the proposed technique in Section 4.3, a hierarchical tree was constructed
for our set of users. As explained in section 4.3, we need to set a lower bound for the number
of users in each group. We considered 100 as the minimum acceptable number of users in
each group to penalize the creation of the small groups in the clustering process.
We used MATLAB to construct hierarchical tree for our set of users. To link the users
(objects), we utilized "complete" 3 approach.
After that, the total entropy for different cutting levels in [0,Lmax] was calculated. The
results show a global minima when the maximum number of clusters equals 7.
To introduce a measure for testing how distinct the resulted groups are, a vector, called
representer vector, is assigned to each group. Representer vector, denoted by R⃗, of each group
is defined as the average of the R⃗V s of users in the group. Angles between the representer
vectors can be interpreted as a measure of distinction between the groups. If this angle
is close to 90 degrees, it can be concluded that there is a perfect distinction between two
groups. Equation (4.32) defines the angles between representer vectors of group i and group
j (denoted by R⃗i and R⃗ j, respectively).
γi j = cos−1
 R⃗i · R⃗ j∣∣∣R⃗i∣∣∣ ∣∣∣R⃗ j∣∣∣
 . (4.32)
For the obtained 7 groups, Fig. 4.3 shows the box plot of these angles. Each box represents
the range of the angles between the representer vectors of different groups. The median of
these angles, except for group 6, is always more than 70 degrees. This indicates a good
distinction between groups. Since angles between representer vector of group 7 and other
groups range all more than 80 degrees, this group shows the best separation from other
groups. In contrast, group 6 has relatively small distinction from other groups. This is due to
the point that the set of videos, that have been requested by users of group 6, have relatively
large overlap with the sets of videos requested by users of other groups. As the result, a large
range of the angles between representer vector of group 6 and other groups is observed.
3In the most basic level, the complete approach pairs an object to its nearest object. Then, the approach
considers the furthest distance between objects of two previously paired objects as the distance between that
two pairs.
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Fig. 4.3 Angles between representer vectors of different groups
The elements of representer vectors estimate the amount of interest to each video; so,
one can utilize them to identify the videos that have attracted a large number of users in each
group. Considering this, the set of the most popular videos for each user group have been
extracted. By analyzing the constructed set of most popular videos, we guess age group of
each user group 4. Table 4.1 presents the number of users, set of most popular videos and the
age group of the user groups.
According to table 4.1, group #5 contains the largest number of users. “The Apprentice”
and “EastEnders” (two high popular programmes in the UK) are the most popular videos to
the users of this group. Analyzing the set of the most popular videos reveals that group #5 are
interested mostly in the programmes prepared for adult people. Group #7 is the second largest
group that comprises 2164 users. Most of the users of this group are interested in “The white
Queen”. Five remaining groups contain users who are mostly interested in the programmes
prepared for children. As can be seen, most popular videos in group #6 intersects with the
most popular videos of group #3 (users in both groups are interested in “The Sarah Jane
Adventure”). Due to previously observed range of angles between representer vector of
group #6 and representer vectors of other groups, this intersection can be expected.
It is worth mentioning that all the above-discussed results have been obtained from
investigating the output of the proposed unsupervised grouping technique. Groups can be
separated to adult users and children by a quick investigation of the most popular videos
in each group. Additionally, deeper investigations can result in more useful information
the characteristics of users. This information have application in marketing industry. The
information can be utilized to target advertisements to the most relevant audiences.
4By further analysis, one can obtain more details about the characteristics of the user groups.
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Table 4.1 Groups’ characteristics
Group number Number of users Most popular videos Video age group
Group #1 130 League of Super Evil Child
Group #2 576 Arthur Child
Group #3 281
The Sarah Jane Adventure,
The Story of Tracy Beaker Child
Group #4 845 The Story of Tracy Beaker Child
Group #5 19343 The Apprentice,
EastEnders
Adult
Group #6 281
The Sarah Jane Adventure,
Tracy Beaker returns Child
Group #7 2164 The white Queen Adult
4.7.3 Content popularity classes
This section discusses the results of our proposed content popularity classification technique.
In the current section, we have used the same dataset that was utilized in the previous section.
The content popularity classification technique determines the popularity levels that
identify different content classes in each user group based on their received early popularities.
We set the minimum number of videos in each content class to 5 and the maximum
number of content classes for each user group to 2. The maximum number of content classes
was determined by considering the number of received requests in each user group. In all
user groups, there is at most one clear gap that separates the videos, corresponding to high
and low popular content.
Considering the above assumptions, the classification technique for 4 out of the 7 user
groups, discussed in the previous section, resulted in 2 content popularity classes and for the
other 3 user groups resulted in just one class.
4.7.4 5-fold cross validation results
We randomly split the data for all videos into 5 parts. Each time, we used 4 folds to train the
parameters of the proposed models and the remaining fold to test the models.
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In each folding, using the proposed grouping method, the users who had requested similar
videos in the past were assigned to the same group. Next, we used the classification technique
to find the above-explained popularity growth classes.
After that, parameters of the conventional S-H, ML and MRBF models are trained over all
users in the training set. Whereas the parameters of their enhancements are to be calculated
for the user subgroup Sk of each specific user group and popularity class. The trained
parameters are employed to forecast the number of requests in the test set. We repeated
all the described process 5 times. Finally, the final results presented in this section are the
average of the results in all folds.
We add all the number of requests that are predicted by each enhanced popularity
prediction method in each user subgroup till the time t j for a specific video v (i.e. N̂
v,k,Sk
t j ) to
find the total number of requests received for v. In the evaluation, the calculated total number
of requests is compared with the predicted number of requests by the conventional S-H, ML
and MRBF methods. To have a fair comparison, each model from the prior state-of-the-art is
compared against one of our newly developed models that is the enhancement of the same
conventional model.
It should be noted that the time of the first request can vary in different groups and this
difference should be considered when calculating the total number of received requests.
Finally, we compare the RSEs, defined in Eq. 4.17, of the predictions made to evaluate
the impact of the proposed approach on the performance of the V-PPMs.
User groups: To group users, we utilized the same settings introduced in section 4.7.2.
In different foldings, the proposed grouping technique found different number of clusters.
The obtained number of groups in different foldings ranges from 4 to 7. This is down to the
point that the best number of clusters may vary for different training datasets.
Video popularity classes: We used the same settings presented in section 4.7.3 for the
content classification technique. In different foldings, the classification technique resulted in
different number of popularity classes (1 or 2 classes) in different user groups.
4.7.5 Discussion
Evaluation settings
We need to pre-set the length of time intervals (i.e. [ti−1, ti].) for the mentioned models. For
user generated videos, the typical time interval that is used for the evaluations is about 1
day [43, 41]. However, since the used dataset in our study contains on-demand videos and
the popularity of the on-demand videos grows much faster than the UGC videos, we set
this length to 30 minutes. The maximum time in which we predict the number of received
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requests is set to 3 days after the released time of each video. In the next step, we normalized
all the points in the time axis by the maximum time; so, points 0 and 1 in the time axis show
time of the release time and 3 days after release time of the videos.
The evaluation of our proposed model
We use RSE to compare the accuracy of the predictions made by the baseline model and our
proposed solution.
Fig. 4.4 presents the box plot of the RSEs for all the predictions. It is evident that the
enhanced models by our approach result in a considerable reduction in the range of RSEs in
comparison with the conventional models. The highest improvement is related to the S-H
model. The median, in the graph related to S-H model, has been reduced from 0.0245 to
0.0084 (relatively, ∼66% improvement). For ML model, the median has been improved from
0.0114 to 0.0070 which is equivalent to ∼39% improvement. For MRBF model, we observe
the lowest reduction (∼29%) in the median (from 0.0125 to 0.0089). Table 4.2 summarizes
the improvements discussed above.
Table 4.2 Relative improvements in terms of median
S-H model ML model MRBF model
Baseline model 0.0245 0.0114 0.0125
Enhanced model 0.0084 0.0070 0.0089
Relative improvement 66% 39% 29%
The box plots presented in Fig. 4.4 shows that in total the enhanced models by our
proposed approach outperforms the conventional S-H, ML and MRBF models.
In Fig. 4.5, each panel shows the ratios of RSEs of the conventional techniques and their
enhancements by our approaches. Error ratios less than 1 imply that the RSEs have decreased
by applying the proposed approach. Through majority of the boxes (more than 70% of
them), it is evident that our proposed approach improves the performance of the conventional
models. The medians of the ratio of the errors for all the three models in different time
intervals are less than 1. For the S-H and ML-based models, these ratios are more stable than
the MRBF model and have the smallest ranges. The biggest ranges are related to MRBF
model. Hence, the proposed technique improves the S-H and ML models more than MRBF.
It can be due to the point that the MRBF model has much larger number of parameters with
respect to the other models.
To give an idea about the overall improvements of the predictive models, we propose to
calculate the average of the relative improvement as follows. For this purpose, we compute
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(a) S-H-based model
(b) ML-based model
(c) MRBF-based model
Fig. 4.4 Box plot of RSEs of the predictions. Each box plot compares the prediction results
of the enhanced popularity prediction models by our approach with its closest counterpart
(S-H, ML and MRBF, respectively).
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(a) Ratio of RSEs of our S-H-based model and S-H model
(b) Ratio of RSEs of our ML-based model and ML model
(c) Ratio of RSEs of our MRBF-based model and MRBF model
Fig. 4.5 Box plot of RSE ratios of all the predictions. The ratio is calculated as the RSE of
the enhance popularity prediction model by our proposed approach divided by the RSE of
conventional model.
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Table 4.3 Mean relative improvements
S-H model ML model MRBF model
Overall (relative
improvement) 59% 27% 21%
the mean of all error ratios presented in Fig. 4.5. After that, we find the relative improvement
by subtracting the mean from 1. So, we have
ORI = 1−MER. (4.33)
in Eq. 4.33, ORI and MER are Overall Relative Improvement and Mean of Error Ratios,
respectively. Table 4.3 presents the overall relative improvements of all the three models. As
expected, we observe the highest improvement in the accuracy of S-H-based model and the
lowest one in the accuracy of MRBF-based model.
Up to this point, the evaluation has not provided any information about the improvements
in the exact number of the mis-predicted requests until a certain point in time (i.e. exact error).
In the next section, we evaluate the above-discussed models based on the exact number of
the prediction errors.
4.7.6 Improvements in terms of cumulative error
The evaluation provided in this section is based on cumulative errors. Cumulative error is
defined as the number of requests that have been missed by a popularity prediction model. To
compute the cumulative error, in each folding, we accumulate the number of miss-predicted
requests up to a specific time and then take the average of the cumulative errors across
all 5 folds of cross validation. The graphs presented in the Fig. 4.6 shows the explained
accumulated mis-predicted requests for the proposed models based on our proposed approach
against the conventional models over time. As can be seen, the curves associated with the
proposed models are always below the curves related to the conventional models. This again
shows that by using the proposed technique, we have made more accurate predictions for the
popularity of the newly-released videos.
In terms of cumulated error, the highest improvement is observed for S-H model and
the lowest improvement is related to the ML model. Although MRBF model showed lower
improvements in comparison with ML model in terms of ORI, MRBF improves cumulated
errors significantly better than ML model.
Based on the evaluation presented above, we can conclude that the proposed solution
considerably outperforms the conventional V-PPMs.
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(a) S-H-based model
(b) ML-based model
(c) MRBF-based model
Fig. 4.6 Accumulated miss-predicted requests calculated as the sum of requests that did not
predicted by the popularity prediction models.
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4.8 Summary and discussion
In this chapter, we utilized the EPM framework to propose a novel approach for enhancing
the V-PPMs. The proposed approach takes the underlying similarities in the requested videos
by users, the reaction time of the users and in the received popularity growth trend for videos
into consideration. In doing so, we developed three processes including a grouping technique,
a content classification method and a dominant-follower identification technique.
The proposed approach was used to enhance three well-known popularity prediction
models, namely S-H, ML and MRBF models. The enhanced models initially build user
groups with similar interests. Then, the content are categorized into a number of content
classes with similar popularity growth trends. After that, the enhanced models divide users
in each group into the subgroups of dominant and followers. Finally, the model parameters
of the above-mentioned V-PPMs are adapted to the constructed user groups, content classes
and user subgroups.
In the evaluation part, we used a dataset containing user video requests gathered from
the users of BBC iPlayer. The evaluation was accomplished by 5-fold cross validation. The
proposed grouping technique was utilized to find user groups with similar taste in video.
Next, the associated popularity classes and subgroups to each user group were found. To
evaluate our proposed models, we compared the models with S-H, ML and MRBF models.
We compared the accuracy of the enhanced models with its conventional counterparts. On
average for the set of all videos, we observed that the proposed approach is able to improve
the S-H, ML and MRBF models by 59%, 27% and 21%, respectively. We also showed
that how our proposed solution improves the conventional methods in terms of accumulated
mis-predicted requests.
It is worth to mention that our proposed approach adds more computation complexity in
training phase but results in a better accuracy. The added complexity is performed offline
and does not affect the performance of the prediction phase of the proposed models.
Chapter 5
A combinational technique to improve
users’ profile
As discussed in section 1.1, there are some occasions in which SaE can cause a considerable
error in the final results of a UBPrM. Considering this, this chapter is dedicated to searching
for a solution to treat the negative effects of SaE on the performance of any UBPrM.
To do the above task, we propose a novel combination method that is able to reduce
the SaE. The proposed method utilizes an assumption stating that other variables provide
a biased estimation for a variable; and in the first order of approximation, the sign of the
bias between the variables does not change over different dimensions of the variables. The
translation of the mentioned assumption for the user behaviors modeling is that there can be
different levels of similarity between the behaviors of every two users; so, depending on the
level of similarity between the behavior of the users, one may consider the behavior of a user
as the biased estimation about the behavior of the other user.
The proposed combinational method employs two conditions to identify the variables that
can be combined to improve the accuracy of the statistics estimation. To do this, the method
considers the samples collected for other variables as the biased samples for the targeted
variable. Considering this, the first condition guarantees that the SaE after combination
decreases by considering the sample sizes and the value of the bias; while the second one
increases the probability of improving the accuracy of the estimation of statistics by removing
the sign of bias.
The last point about our proposed combination method is that the method is designed
for multi-dimensional datasets. In the real world, there are many types of datasets that have
more than one dimension. One of the examples of such datasets is the datasets containing
information about the watched movies or the customers’ ratings to bought items (e.g. see the
dataset used in [206]). In these examples, the data containing the information about each
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series, movie or item represents a dimension. Another example of such datasets is the dataset
containing the different activities of patients recorded by the activity sensors (e.g. see the
datasets introduced in [10] or [11]). The data related to each activity sensor is considered as
the samples for each dimension.
For evaluation, we show how successful our method is in improving the accuracy of
the estimation of the statistics of a sample which is presented as a proof-of-concept. The
evaluation is performed by using both simulated (synthesized) and real-world datasets. In
the first part of our evaluation, we generate a number of datasets that have binomial and
normal distributions. The binomially distributed dataset can be considered as an example
of the datasets containing discrete data about users’ behaviors, e.g. requested videos by
users; while, the normally distributed dataset can be considered as an example of the datasets
containing continuous data about users’ behaviors, e.g. users’ mobility. Our evaluation shows
that the proposed method outperforms the standard method for the estimation of statistics.
In the real-world scenario, we utilize a dataset containing the programmes records of
the 787 users of BBC iPlayer 1. We compare the proposed combination method with the
standard method for finding the statistics and show that the proposed method works ∼ 15%
better.
The rest of this chapter is organized as follows. A detailed discussion on the motivation
of the present study and why we can expect the proposed combination method improves our
estimation of the statistics of a dataset is provided in section 5.1. Section 5.2 discusses the
methodology for the proposed method. Section 5.3 presents the mathematical formulation
of the proposed combination method. In section 5.4, we evaluate the proposed method by
synthetic and real-world data. Section 5.5 clarifies the impact and limitations of the proposed
method. Finally, we conclude this chapter in section 5.6 and discuss the open issues.
5.1 The combinational model design
As discussed previously, if several unbiased samples for a random variable are available, a
straightforward way to reduce the effect of the SaE is to combine the samples to create a
bigger and more accurate sample. Nevertheless, it is not always possible that we can increase
the number of samples. Therefore, a natural question that can arise is that whether there is an
alternative solution to decrease this type of error while there is not a way for increasing the
number of samples.
1http://www.bbc.co.uk/iplayer
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We modify the above-mentioned research question in a more general expression in
statistics. The general statement is whether there is any situation in which combining the
biased samples with a sample is able to improve the statistical accuracy of the sample.
To clarify the statistical accuracy improvement term, it needs to be stressed that in
statistical analysis and modeling we are only able to increase the probability of obtaining
more accurate estimation of the true statistics of a sample; so, the statistical accuracy
improvement is defined as improving the probability of obtaining more accurate statistical
estimations.
Suppose there is a dataset containing a set of samples for a number of variables. We
assume that the samples of the variables except variable 1 provide a biased estimation for
variable 1. Combining the samples of other variables with the samples of variable 1 increases
the size of the samples of the variable which results in decreasing the statistical uncertainty
in the estimation of the statistics of the variable (i.e. decreasing SaE). On the contrary,
the introduced bias due to combination of the other variables with variable 1 increases the
statistical uncertainty of the estimation of the statistics of the variable.
Considering the above, there is a trade-off between effects of increasing the effect of
the sample size and the sample bias. Therefore, we propose a set of conditions that if
they are satisfied we observe an improvement in the statistical accuracy of the sample
(i.e. improvement in the probability of obtaining higher statistical accuracy). By using the
identified conditions, we develop a method that is able to decrease SaE of a dataset containing
different samples of a random variable that are biased with respect to each other. Figure 5.1
schematically represents the combination of two variables with different statistics and sample
sizes.
Fig. 5.1 Two variable that are biased with respect to each other and have different statistics
and sample size are combined to improve the accuracy of the statistics.
For the specific field of user behaviors modeling, we consider data from one individual
as biased samples for other individuals. We combine the data of a subset of the other users,
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that are selected by the above-described conditions, with the data samples from the targeted
user to better understand the behavior of each individual user.
5.2 The implementation
Assume a dataset containing a set of samples for a number of multi-dimensional random
variables is available; and the samples in the dataset are biased to each other. Our proposed
combination method is designed to reduce the SaE in such datasets. In doing so, the proposed
method utilizes two conditions. The first condition is a constraint on the absolute value of
the estimated bias between samples. The constraint depends on the absolute value of the
estimated bias, standard deviation and the size of the samples. The second condition puts
a constraint on the sign of the estimated bias by using the estimated sign of the true bias.
As discussed previously, the conditions are obtained such that the probability of statistical
improvements has higher value compared to no combination of the samples.
The second condition of the proposed combination method needs to find the true sign
of bias. For this purpose, the method considers a hypothesis which stresses that the sign
of the estimated bias using different features (dimensions) is able to provide a first order
approximation of the sign of the true bias between the samples. This approximation is more
accurate for the smaller values of bias. So, when the sample has several dimension, the
proposed combination method averages over all the values of the bias obtained from different
dimensions and considers the sign of the averaged bias as an estimation of the sign of actual
bias. It is worth mentioning that due to the sample size, the averaged bias is not necessarily
an accurate estimation of the true bias, so, we use the estimated biases in each dimension in
the first condition rather than the averaged bias.
In brief, the first step of the proposed combination method is to calculate the estimated
bias in different dimensions and to estimate the sign of the bias for every pair of random
variables. For each variable, the proposed method finds a set of other variables whose samples
satisfy the above-discussed conditions. The only remaining step is to find how much we
can rely on the other variables that is determined by a set of weight parameters. The weight
parameters need to be trained by the training dataset. So, the method finally combines the
identified set of variables with the main variable by the trained weights.
For evaluation, we test the method against both synthetic and real-world datasets. In
synthetic dataset, we generate samples with different sizes and different dimensions from
Gaussian and binary distributions. Then, we compare the difference between the true mean of
the distributions and the estimated mean obtained by the proposed method with the difference
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between the true mean of the distributions and the estimated mean obtained by the standard
method.
For real-world dataset, we use a dataset containing one month content request records of
787 users of BBC iPlayer. We evaluate the performance of the proposed method in estimating
the probability of watching a programme in the complete dataset. Using this dataset, we also
compare our method with an adaptation method based on the Maximum a Posteriori which is
designed to provide better estimations for the watching probability.
5.3 The proposed combination method
5.3.1 Notations
Table 5.1 defines notation and symbols that we use in the rest of this chapter.
Table 5.1 Notations and Symbols
Symbol Definition
ni Size of sample i
M Number of features (dimension) of sample i−→µ i A 1-by-M-dimensional vector containing true
mean of sample i−→̂
µ i A 1-by-M-dimensional vector containing
estimated values of variable A
PT (Â) PDF of Â around its true value−→
b i, j A 1-by-M-dimensional vector containing
bias of sample i with respect to sample j−→̂
σ i A 1-by-M-dimensional vector containing
estimated standard deviation of the statistical
parameter A in a sample
Am The mth element of vector A
{−→̂µ i,
−→̂
σ i,nmi ,M} Sample i with mean
−→̂
µ i, standard deviation−→̂
σ i, number of samples in mth dimension
nmi and dimension M
5.3.2 Mathematical formulation of the proposed method
This section is dedicated to a detailed discussion on our proposed combination method for
biased variables. We firstly discuss the previously-mentioned conditions that determine
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whether two biased variables can be combined or not. Next, a discussion on the technique
that we utilize to estimate the bias value between two variables is provided.
Conditions for combination
The discussion presented in this section is not sensitive to the number of variables and can
be easily generalized to more general cases. We initially consider the case of two biased
variables. After that, the conditions for the situations with any number of variables are
provided.
Suppose two samples 2 {−→̂µ 1,
−→̂
σ 1,nm1 ,M} and {
−→̂
µ 2,
−→̂
σ 2,nm2 ,M} are available; and sample
2 has a bias equals
−→
b 1,2 with respect to sample 1; so,
−→̂
µ 2 =
−→̂
µ 1+
−→
b 2,1. (5.1)
According to Central Limit Theorem, the estimated values
−→̂
µ i has a normal distribution
around true value −→µ i with standard deviation
−→̂
σ i√
nmi −1
. The value
−→̂
σ i√
ni−1 is also the Standard
Error of the
−→̂
µ i. So, we have,
−→̂
µ 1 ∼ N(−→µ 1,
−→̂
σ 1√
nm1 −1
),
−→̂
µ 2 ∼ N(−→µ 1+
−→
b 2,1,
−→̂
σ 2√
nm2 −1
),
(5.2)
If we combine the samples with distributions given by Eq. 5.2 with the weights w1 and w2
(= 1−w1), we obtain a combined sample that is represented as {
−→̂
µ C,
−→̂
σ C√
nmC−1
,nmC ,MC}. The
values of
−→̂
µ C,
−→̂
σ C√
nmC−1
,nmC and MC are determined as below,
−→̂
µ C = w1 .
−→̂
µ 1+w2 . (
−→̂
µ 1+
−→
b 2,1),
−→̂
σ C =
√
w12 .
−→̂
σ 1
2
+w22 .
−→̂
σ 2
2
,
nC = w1 .nm1 +w2 .n
m
2 ,
MC = M.
(5.3)
2The samples are the samples for either one variable or two different variables.
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Note that the expression given for
−→̂
σ C in Eq. 5.3 is correct just for the cases in which there
is no correlation between the distributions in Eq. 5.2 and is calculated without considering
bias between the variables.
Before combination, the error of estimating true mean by sample mean equals
−→̂
σ 1√
nm1 −1
.
After combination, the error of estimating true mean of sample 1 (−→µ 1) by the value of
combined mean (
−→̂
µ C) comes from two sources. The sources are the error rooted in SE
and the error due to the bias. The SE and the error because of the bias equal
−→̂
σ C√
nmC−1
and
w2 .
∣∣∣−→b 2,1∣∣∣, respectively. These errors need to be summed to obtain the total error, denoted
by T E(
−→̂
µ C), of
−→̂
µ C. Therefore, we have,
T E(
−→̂
µ C) = w2 .
∣∣∣−→b 2,1∣∣∣ + −→̂σ C√nmC −1 . (5.4)
The first condition for combining biased samples comes from the comparison between the
above-presented errors. The total error after combining the samples has to be less than the
total error before combining the samples. So, the first condition has the following form,
w2 .
∣∣∣−→b 2,1∣∣∣ + −→̂σ C√nmC −1 <
−→̂
σ 1√
nm1 −1
, (5.5)
The condition presented in Eq. 5.5 constrains the absolute value of the bias between two
samples. Since we do not know the actual value of the components of
∣∣∣−→b 2,1∣∣∣, we also
consider a coefficient α for this term in the Eq. 5.5. The coefficient α needs to be trained.
We found the value of α through a statistical process. So, the Eq. 5.5 is modified as,
α×w2 .
∣∣∣−→b 2,1∣∣∣ + −→̂σ C√nmC −1 <
−→̂
σ 1√
nm1 −1
, (5.6)
The utilized value for α in synthetic dataset was 1/3 and for real-world dataset was 1.
As mentioned before, the above condition is obtained for the case of two samples. If
we repeat all the steps above for any number of the biased samples, collected for a set of
variables, with respect to sample 1, we find a condition for this situation. This condition is
presented below,
α×−→b C +
−→̂
σ C√
nmC −1
<
−→̂
σ 1√
nm1 −1
, (5.7)
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in which,
−→
b C and
−→̂
σ C are the bias from true mean
−→µ 1 and standard deviation of the combined
sample.
−→
b C and
−→̂
σ C are calculated as,
−→
b C =
N
∑
j=2
w j .
∣∣∣−→b j,1∣∣∣ ,
−→̂
σ C =
√√√√ N∑
j=1
(
w2j .
−→̂
σ 2j
)
,
(5.8)
where N is the number of available samples. Eq. ??, similar to Eq. 5.6, puts constraint on
the absolute value of the biases.
On the other hand, the sign of bias is another useful factor in deciding whether two
samples should be combined or not. The second condition used in our proposed method
benefits from this additional information about the estimated sign of bias. In the following,
we discuss the information and how the second condition utilizes it to better find the situations
in which the probability of the statistical improvement is more.
The bias between two variables j and i is defined as
−→
b j,i =
−→µ j−−→µ i. The estimated
value of bias by using samples is calculated b̂ j,i =
−→̂
µ j−
−→̂
µ i.
When true sign of bias is positive (negative), Central Limit Theorem indicates that the
probability of obtaining a positive (negative) value for bias between samples is greater than
the probability of obtaining a negative (positive) bias value. This expression can also be stated
as when the estimated bias is positive (negative), the probability of happening
−→̂
µ j >
−→̂
µ i
(
−→̂
µ j <
−→̂
µ i) is greater than the probability of
−→̂
µ j <
−→̂
µ i (
−→̂
µ j >
−→̂
µ i).
However, we want to statistically cancel the destructive effect of bias. Since the positive
(negative) true bias statistically push the PDF of combined variable towards positive (negative)
direction, we need to select those variables that have negative (positive) estimated biases.
Considering this, we define the second condition such that the estimated biases that have
opposite sign with the true sign of bias are selected.
One remaining question is how to obtain a relatively accurate estimation of the sign of
the bias. To do this, we consider a hypothesis, which was discussed in section 5.2, on the
estimated bias between two variables in different dimensions. The next section discusses
how this hypothesis can be employed to estimate the bias between different samples..
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Bias estimation technique
Our bias estimation technique is suitable for multi-dimensional variables (variables with more
than one feature). Since each dimension (i.e. m) of a typical sample i (i.e. {−→̂µ i,
−→̂
σ i,nmi ,M})
contains nmi observations for that dimension, the sample contains M n
m
i -dimensional vectors.
Suppose that there are two multi-dimensional samples {−→̂µ 1,
−→̂
σ 1,nm1 ,M} and {
−→̂
µ 2,
−→̂
σ 2,nm2
,M}. To obtain an approximation for the bias between the variables 1 and 2, we hypothesize
that the biases between different dimensions of the samples of the variables do not change a
lot for small bias values. More precisely, in the first order approximation, we hypothesize
that the samples 1 and 2 have a constant difference for the small values of bias.
According to the proposed hypothesis, one can average over the values of biases calculated
for different dimensions to obtain a better approximation of the true bias. As the result, the
vector of bias and the approximated average bias are defined as following,
−→
b 2,1 =
−→̂
µ 2−
−→̂
µ 1,
b2,1 = mean(
−→
b 2,1).
(5.9)
Due to the limited number of dimensions, there is SaE in the value of b2,1. Therefore, we
use the above-proposed method to provide a quite accurate estimation of the true sign of
bias. The accuracy of this sign estimation depends on ratio of b2,1 and its standard deviation.
According to Central Limit Theorem, if this ratio is more than 1, we can be more than 63%
sure about the estimated sign.
Using a real-world dataset, we verify the above-proposed hypothesis. Our results show
that the proposed hypothesis causes a considerable improvement in the performance of our
proposed method for approximating the statistics.
5.3.3 The proposed combination method for biased samples
The proposed combination method needs to accomplish three steps to decide whether two
samples {−→̂µ 1,
−→̂
σ 1,nm1 ,M} and {
−→̂
µ 2,
−→̂
σ 2,nm2 ,M} can be combined or not. The three steps are
as below:
• In the first step, The proposed method finds an M-dimensional bias vector (i.e.
−→
b 2,1)
that is defined as the difference of
−→̂
µ 2 from
−→̂
µ 1. After that, the method calculates the
average of all components of
−→
b 2,1 and denotes it as b2,1. The method considers the
sign of b2,1 as an estimation of the true sign of bias.
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• In the second step, our proposed method considers the statistics of the samples 1 and 2
and bias vector as input. By utilizing the previously discussed conditions, the method,
that was discussed in section 5.3.2, finds whether the combination of the samples
improves the estimation of the statistics or not. The first condition depends on the SaE
of the mean of sample 1, the SaE of the mean of combined sample and the absolute
value of the bias of sample 2 in each dimension and checks if the uncertainty in finding
true mean in that dimension is statistically reduced by combining the samples or not.
The second condition attempts to select the situations that are more likely to cancel
the destructive effect of the bias by considering the sign of the average of biases in all
dimensions.
• The proposed method combines the samples that are likely to cause statistical improve-
ment. After the method made its decision about combining two samples, the method
estimates the statistics of each sample and reports them.
5.4 Evaluation results
This section is dedicated to evaluate the performance of the proposed combination method
for biased samples in the synthetic and real-world datasets.
5.4.1 Evaluation by synthetic data
In the first part of our evaluation, we utilize a number of generated datasets that have normal
or binomial distributions that can be considered as examples for real-world datasets. The
normally distributed datasets are examples of the continuous datasets, such as datasets
containing users’ mobility. The binomially distributed datasets can be considered as the
examples of the discrete datasets, such as datasets containing the video requests of users of a
content provider.
The datasets also have different sample sizes and different number of dimensions. Since
we already know the true statistics of the generated datasets, we are able to assess the
performance of the proposed combination method in terms of finding true statistics.
The Relative Error (RE), used in [23], is utilized to assess the performance of our
combination method. The RE is defined as,
RE =
|true mean− estimated mean|
true mean
, (5.10)
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To show the performance of our proposed model, we report the Percentage of Improvement
(denoted as PoI) with respect to the standard method of mean calculation. PoI is defined as,
PoI =
(
1−mean o f
(
REproposed method
REStandard method
))
×100, (5.11)
The values of PoI is represented in a graph against the absolute value of the true bias. In what
follows, we explain the process of the dataset generation and the results of our evaluation.
Evaluation by normally distributed dataset
For the normally distributed dataset, the process of data generation is performed under
different scenarios. Each scenario takes a set of fixed values for the bias, number of samples
and number of dimensions and is repeated 10000 times. To obtain the average performance,
we average over all the obtained results for each set of the values.
In every repetition, the parameters, i.e. mean and standard deviation (denoted by std), of
the normal distribution, which is used to generate samples, differ from the parameters in the
other repetitions. Similarly, the absolute value of the bias increases from 0 to 1.5 by 0.1 steps.
To take the sign of bias into account, the sign of the true bias changes in each repetition.
Table 5.2 summarizes all the information about the values of the simulation parameters used
for our evaluation.
Table 5.2 The range of the values of simulation parameters for normal distribution
Parameter Range of values
Numbero f repititions 10000
True mean o f samples1 Extracted from a N(20,50)
True value o f bias Increasing from 0 to 1.50
True mean o f samples 2 −→µ 1 + bias
True ST D o f samples 1 and 2 Extracted from a N(0,200)
Number o f samples 30 and 30
Number o f dimensions 20 and 40
The figure 5.2a presents the graph of PoI, defined in Eq. 5.11, for different values of
bias. As can be expected, the performance of the proposed combination model decreases
as the magnitude of bias grows. When the sample size and the number of dimensions equal
to 30 and 20 , respectively, the PoI is more than ∼ 45% for bias = 0.1 and then decreases
to ∼ 30% for bias = 1.5. The figure 5.2b shows that increasing the number of dimensions
to 40 in general improves the performance of model which is due to improvement on bias
estimation. For bias = 0.1, the performance of the proposed combination method is close to
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the 20-dimensional case; but as the bias increases, the performance of the proposed method
is better than the 20-dimensional case. For 40-dimensional case when bias = 1.5, the PoI is
∼ 36% which is ∼ 6% more than the 20-dimensional case.
(a) The PoI against bias for the sample size and
dimensions equal to 30 and 20, respectively.
(b) The PoI against bias for the sample size and
dimension equal to 30 and 40, respectively.
Fig. 5.2 Graphs represent PoI against different values of bias for two normally distributed
random variables.
Evaluation by binomially distributed dataset
In this section, we utilize a synthesized dataset containing a number of multi-dimensional
samples generated by a binomial distribution. The samples in each dimension are a sequence
of 0 and 1. The mean of each sequence gives the probability of observing 1. Similar to the
normally distributed dataset, we repeat our simulation 10000 times; and in each repetition,
consider different values for the main parameters of the samples. Table 5.3 summarizes the
range of values of the parameters,
Table 5.3 The range of the values of simulation parameters for binary distribution
Parameter Range of values
Numbero f repititions 10000
True value o f bias Increasing from 0 to 0.3
True mean o f samples1 Drawn from a U(0,1)
True mean o f samples2 1 + bias
Number o f samples 30 and 30
Number o f dimensions 20 and 40
Figures 5.3a and 5.3b show how the PoI changes as a function of bias for a binary sample.
The only difference between the synthesized datasets used for these graphs is the number
of dimensions (20 and 40). As can be seen, there is not a significant difference between the
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PoIs observed for these two samples. For both samples, the PoI equals ∼ 50% for bias =
0.02 and decreases to ∼ 15% for bias = 0.30.
(a) The PoI against bias for the sample size and
dimension equal to 30 and 20, respectively.
(b) The PoI against bias for the sample size and
dimension equal to 30 and 40, respectively.
Fig. 5.3 Graphs represent PoI against different values for two binomially distributed random
variables.
The discussion presented in this section shows that the proposed combination method for
estimation of statistics performs better in comparison with the standard method of statistics
estimation for samples that have binary and normal distributions. In the following section,
the proposed method is evaluated using a real-world dataset.
5.4.2 Evaluation by real-world data
In the second part of our evaluation, we use a dataset containing one-month content request
records of 787 users of BBC iPlayer. The raw dataset contained what episodes of the
programmes each user has watched during that month. Initially, the dataset was divided
into two parts. We randomly extracted 33% of the dataset and considered it as an input
sample with small size for the proposed combination method. Then, the method is utilized to
estimate whole statistics (for all 100%) of the dataset. Using this dataset, we extracted the
data related to each user which contained the set of the watched episodes and the set of the
episodes that could be watched in both mentioned datasets.
Each user in the smaller and whole dataset were represented as a vector whose elements
are either 0 or 1 and its dimension equals the total number of the existing episodes in
that dataset. If the episode had been watched by the user, the corresponding element in
the representator vector was considered as 1 and otherwise as 0. Then, the constructed
representator vector for the users can be considered as a binary random variable.
The probability of the occurrence of 1 in the representer vector of a user is defined as
the Interest, denoted by I, of that user in each programme. Then, the proposed combination
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method and the standard method for statistics calculation [24] are utilized to estimate the
Interest of the users by using 33% of the whole dataset. 300 users are used to train the model
parameters and the performance of the models is tested in the remaining users. We compare
the performance of the mentioned methods in terms of how successful they are in estimating
the interest of users obtained in whole dataset.
Comparison with the standard method
To compare the performance of two models 1 and 2, we divide the RE (defined in Eq.5.10)
of our proposed method by RE of the standard method for finding statistics. Comparing our
proposed method and the standard method reveals that the proposed method outperforms the
standard method. On average, our method improves the standard method by ∼ 15%.
In this section, we evaluated the proposed combination method in this chapter by a
real-world dataset. The presented evaluation shows that the proposed combination method in
this chapter performs very good in a real-world situation.
5.5 Impacts and limitations of the proposed technique
The evaluation results presented in the previous section indicate that the proposed combina-
tional method can be utilized to improve the statistics of the small size datasets. However, in
the use of this method, a number of points needs to be considered. These points are discussed
in the following.
• The first point that ought to be considered is a pre-assumption stating that two samples
can be combined only when we are sure that they are collected from similar phenomena
with quite similar actual distributions that are biased with respect to each other. It
means that although we do not know the actual distribution of the samples and we
wish to have a better estimation of their actual distributions, but we are able to assume
that they have quite similar (not completely similar) actual distributions up to a bias
term. For illustration, if the proposed method is going to be employed to improve the
estimation about the probability of requesting a video by a user, we need to use the
samples collected from the video requests of other users as input. As another example,
if we wish to utilize the proposed method for improving the process of recognizing
alphabets in an image, we ought to use the image taken from different alphabets.
The MAP adaptation technique presented in [24] also works based on this pre-
assumption. The UBM used in MAP adaptation for modifying the statistics of a
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phenomenon is in fact the aggregated distribution of all samples collected from similar
phenomena.
• The second point that is worth to be noted is that the condition on the bias, Eq. 5.7, can
be considered as a measure of similarity between two samples. The small values of the
bias between two samples means the samples are more similar. The condition selects
the samples that are more similar to each other and are more likely to have smaller
actual biases. In comparison, the MAP adaptation technique presented in [24] modify
the estimated statistics by the distribution of all other samples. This point is the reason
why we claim that our proposed method works better than the technique in [24].
• The third point that needs to be emphasized is that always there is a bias between the
other samples, selected to be combined with a sample, and the target sample. This puts
an upper bound on the performance of our proposed combinational method. In other
words, we are not able to continue the process of combining other samples with a target
sample and improve the target sample. The reason is that the bias always remains in
the combination of two samples and itself results in some errors in the final statistics.
With increasing the number of the other selected samples by the proposed method,
the contribution of the bias in the final estimation of statistics increases. In fact, by
combining more and more samples, we are considering the average distribution of
the combined samples as the estimated distribution of the target sample. Due to the
existence of bias between the samples, the average distribution is not the same as the
actual distribution of the target sample.
• Our evaluations were limited to only binary and normal distributions. So, the next step
for evaluating the proposed method is to test it for other distributions. The performance
of the method may change for other distributions.
• Finally, the present form of the conditions are not optimized and able to improve time
dependent statistics. This may cause some error in the performance of the proposed
combinational technique. As the result, the further step to strengthen this method is to
find the optimized form of the conditions and enhance the method such that it is able
to capture time dependency of statistics.
5.6 Summary and discussion
In this chapter, we studied and investigated the SSS problem in the multi-dimensional datasets.
We limited our discussions to the datasets containing user behaviors. As discussed, the SSS
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problem is the source of SaE in the performance of a user behavior predictive model. We
looked for a solution that is able to reduce the effect of SSS problem.
To solve the above-mentioned problem, we investigated a research question stating that
whether there are situations in which we are able to improve the statistical accuracy of a
sample by combining this sample with a set of other samples that are biased with respect
to the initial sample. We looked for a set of conditions on the characteristics (e.g. statistics
and size) of two samples that if they are satisfied, the statistical accuracy of the samples is
improved. By considering the mentioned conditions, we proposed a combination method for
biased random variables that provides better estimation of the statistics of the variables.
The first condition puts a constraint on the standard deviation of the samples, bias between
them and the number of samples for the variables. The second condition constraints the sign
of the biases.
Then, it was discussed that in the field of user behavior modeling, the data of other users
can be considered as the biased samples for a specific user. As the result, the proposed
combination method is able to reduce the Sampling Error of techniques developed to model
and predict users’ behavior.
The method was first evaluated against a number of synthetic datasets. To accomplish it,
we generated datasets with the normal and binary distributions that had different number of
dimensions and sample sizes. It was shown that in all cases our proposed method considerably
outperforms the standard method for finding statistics of a variable.
We also tested the proposed combination method in a real-world scenario. To do this, we
utilized a dataset containing the programmes watched by 787 users of BBC iPlayer in one
month. We compared our proposed method with the standard method. The results showed
that on average our method outperforms the standard by ∼ 15%.
Chapter 6
Conclusions
6.1 Key achievements
This thesis studied the major sources of error that affect the performance of the UBPrMs. The
error sources include modeling and sampling errors (denoted by ME and SaE, respectively).
ME is due to lack of accurate processes to identify and extract the underlying patterns existing
in the user behaviors. As the result, to diminish the ME error, one needs to search for more
accurate processes that are able to better identify and extract the underlying patterns existing
in the user behaviors. On the other side, SaE is due to lack of enough available samples
for user behaviors. To treat the SaE, this thesis proposed to exploit other users’ historical
information to overcome the SaE in user behaviors prediction.
To alleviate the ME, we developed EPM as a novel framework for users’ aggregated
behavior prediction. It was discussed that in telecommunication network optimization and
service management domain users’ aggregated prediction is more effective than individual
user’s behavior prediction. The EPM framework utilizes the underlying similarities amongst
users and the underlying patterns in the statistics of user behaviors during different events.
The similarities among users are employed to group users; and the patterns in the statistics
are utilized to classify different events. Next, EPM monitors users and the statistics of their
aggregated behaviors and predicts which event is going to occur in the future. Using the
trained information about events, EPM forecasts the future statistics related to the aggregated
behaviors of users.
EPM is a generic framework and needs a real-world use-case to be evaluated. Due
to its close relationship with content popularity prediction, we selected content popularity
prediction as a suitable use-case for this method. Utilizing the ideas of EPM, we proposed a
novel approach for enhancing the video popularity prediction models. The proposed approach
employs three novel techniques to extract the patterns in the users’ video request behavior.
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The techniques include grouping, content classification and dominant-follower identification
techniques. The user grouping technique is conducted through an unsupervised grouping
technique. The technique is based on hierarchical clustering and chooses its optimal cut-off
level by calculating the total entropy of video requests made by users in the resulted groups
for a set of videos.
Considering each user group, our proposed content classification technique finds an effec-
tive criteria to classify the videos into popularity growth classes. The criteria is determined
such that the prediction error of the V-PPM is minimized. Finally, using user groups and
content popularity classes, the dominant-follower identification technique divides users into
dominant and follower subgroups. The subgroups are built such that their users have quite
similar reaction times to the videos.
Afterwards, our proposed approach was employed to enhance three well-known popu-
larity prediction models, namely S-H, ML and MRBF models. Considering user subgroups
in each group and video popularity classes, the proposed popularity prediction models find
the dependencies between past and future popularity of the videos. Therefore, the optimum
values of the parameters of the models are a function of user group, user subgroups and video
popularity class numbers.
To evaluate the proposed V-PPM, a dataset containing one-month video requests of BBC
iPlayer users. The evaluation was performed through a 5-fold cross validation. Through
an extensive evaluation, we compared the enhanced S-H, ML and MRBF models with
the conventional S-H, ML and MRBF models. On average for the set of all videos, we
showed that our proposed approach results in an average improvement by 59%, 27% and
21% in the S-H, ML and MRBF models, respectively. In terms of accumulated mis-predicted
requests, our proposed solution showed a considerable improvement in the performance of
the conventional methods. In terms of this error, the highest improvement is related to S-H
model and the lowest improvement is related to ML model.
Then, we focused on the SaE as the other main error source that affects the performance
of a UBPrM. To treat the impact of SaE, we searched for the situations in which two biased
samples can be combined to increase their statistical accuracy. The result of our search was a
novel combinational technique for biased variable that composes of two conditions. To make
the proposed combinational technique applicable for the datasets containing user profiles, we
assumed other users as biased samples for each individual user. Using the conditions, the
combinational technique finds a subset of user profiles that can be combined with the profile
of a target user to improve the statistical accuracy of her profile.
To evaluate the proposed technique, we first used a number of synthetic datasets. In doing
so, a number of datasets with the normal and binary distributions with different number of
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dimensions and sample sizes were generated. In all situations, our proposed technique results
in significant improvement in the estimation of statistics of the datasets in comparison with
the standard method.
The impact of proposed combinational technique was also evaluated in improving user
profiles. For this purpose, a dataset containing the programmes watched by 787 users of
BBC iPlayer in one month was utilized. The evaluation results revealed that on average our
method outperforms the standard by ∼ 15%.
In the above, we summarized and discussed the key achievements of this research. The
proposed V-PPM, that is developed based on EPM, has a wide range of applications in the
domain of network and service management. The structure of proposed video popularity
prediction method and the improvements that it causes in prediction results has a number of
implications for improving the mentioned applications. In the following section, we discuss
these implications.
6.2 Implications to improve Potential Applications of V-
PPM
Our results confirm that considering user groups and their associated dominant and follower
subgroups, and content popularity classes has a significant impact on improving the accuracy
of the video popularity prediction models.
Based on our findings, we make a few recommendations on the deployment of V-PPMs
in its most popular applications in the network and service management domain. These appli-
cations include caching systems, advertisement mechanisms and broadcasting technologies.
• Implications for Wireless networks application: The implications of our results for
network operators can be listed as,
1. Our results imply that network and service management applications should
always consider to keep a limited information about previous content request of
users. Such information would then be sufficient to identify both content classes,
user groups and the subgroups within each group, which significantly improve
the accuracy of the predictions.
2. Our results show that dominant and follower subgroups in different user groups
follow distinct popularity patterns and reaction times. Therefore, caching mecha-
nisms at any moment should consider both the reaction times of different sub-
groups and their population to estimate the dynamic of the popularity of each
content before predicting the popular videos for cashing.
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Our results also imply that the subgroup of DUs react to the popular videos in
each user group earlier than others. As the result, to predict the popular videos,
caching mechanisms ought to first focus on monitoring the dominant subgroups
in different user groups.
3. Our results reveal that videos only get popular in a subset (either a group or a few
groups) of users instead of whole population. Using the knowledge about the
geographical distribution of the user groups, one can more accurately estimate
the spatial distribution of demand received for the popular videos. The estimated
distribution of the demand is a valuable input to improve Device to Device
caching systems. More specifically, decisions on caching or distributing video
contents should be taken based on the group-level geographical distribution of
future requests that will be received for popular videos.
4. To improve the efficiency of the broadcasting mechanisms, decisions on either
broadcast, multicast or unicast a video should be taken based on the popularity of
the video in each user group, the population and the geographical distribution of
users in the group.
5. As a result of observing at-least two content popularity classes, the employed
V-PPM in network ought to consider at-least two video popularity classes to
improve its predictions.
• Implications for marketing industries: Online advertisement is considered as a
valuable source of income for content providers. The group-level popularity predictions
of our approach and the characteristics of user groups can be utilized to find Better
advertisement strategies.
By analyzing the content and characteristics of the popular videos in each user group,
one can identify the collective characteristics, e.g. age or gender, of the users in each
group. By considering these collective characteristics of the users in different groups,
an advertisement can be targeted to the group of users who are potentially interested in
that advertisement.
Moreover, the knowledge about the characteristics of the user groups and content of
the newly-released videos can be also utilized to recommend the most appropriate
video for each advertisement. So, by this way, an advertisement may receive more
number of views that is an important factor for success of an advertisement.
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6.3 Future steps
In this section, future steps of this research are discussed. As mentioned earlier, the present
research aims to study the main sources of error that affect the performance of a UBPrM. As
the first step, a novel approach called Event Profiling Method (EPM), which benefits from
the underlying similarity between users and the underlying patterns existing in the events,
was proposed in order to reduce the impact of the ME. To implement and test EPM in a
real-world scenario, we selected video popularity prediction as the first use-case.
One of the next major steps of this research is to verify and evaluate the assumptions and
ideas of the EPM approach for other real-world scenarios. For this purpose, We propose the
service demand and spatial dispersion prediction of the users of telecommunication network
as the second use-case for EPM. According to this, this step aims to develop a model for
predicting the situations in which a large group of users request a service in a specific location
and a specific time. On the other side, as discussed in chapter 2, although exploiting social
ties amongst users is able to improve any UBPrM, the current version of EPM is not designed
to take advantage of this valuable information.
Then, we utilized the ideas of EPM to develop a novel approach for improving V-PPMs.
A V-PPM has a wide range of applications ranging from caching techniques to broadcasting
technologies to marketing industries. As the results, the next major step of this part of our
research is to evaluate the impact of the proposed approach on the applications of V-PPM.
Afterwards, we developed a combinational technique to improve the user profiles to
alleviate the impact of SaE on the performance of a user behavior predictive model. Despite
of the presented improvements, the conditions of the proposed technique are not optimal
and the technique does not consider the time dependencies of user behaviors. Therefore,
two of the main future steps for this part of our research is to enhance the combinational
technique such that the conditions have their optimal form and the technique capture the time
dependencies as well. In addition, the impact of the proposed technique on a UBPrM needs
to be tested.
Considering the above-discussed points, we can list the future steps of this research as
follows.
• Future steps of EPM
– One of the factors that affects a user’s behavior is the behavior of other users
who have a social relationship with the user. Our state-of-the-art review revealed
that using information about the social ties of users considerably improves the
predictive models. Furthermore, modeling and utilizing the social information
based on existing techniques is computationally expensive. As the result, they
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may not be suitable for applications that require fast predictions. In this regard, a
future challenge for this research is to find a solution for efficient integration of
social information into EPM.
– To justify the assumptions and ideas of EPM, we need to implement it in different
real-world use cases. In addition to the popularity prediction, service demand
and spatial dispersion modeling is proposed as another use-case. This use-case
has important applications in network optimization and service personalization.
To exploit the service demand and spatial dispersion as a use-case for EPM,
one needs to develop a method based on EPM to predict the spatial dispersion
of users and their aggregated service demand (which can be considered as an
event). The developed method may benefit from the presented techniques for user
grouping, dominant-follower identification and classification. The evaluation
of the accuracy of the service demand and spatial dispersion method requires
an empirical dataset. The dataset ought to contain the time and location (with
minimum granularity of BTS) of the services that have been demanded by users.
• Future steps of the proposed V-PPM
– Caching contents in network nodes to put the contents near to clients is a key
part of Content Centric Networking (CCN). The performance of the used caching
scheme is important for an efficient content delivery time. Recently, a number of
popularity-based content caching algorithms have been proposed to improve the
efficiency of the content caching in CCN. As the result, the performance of the
popularity-based caching algorithms depends on the accuracy of the employed C-
PPM. In chapter 4, we showed that our proposed approach results in a significant
improvement in the performance of V-PPMs. One of the remaining steps is to test
the impact of the improved prediction results on the performance of the existing
popularity-based caching schemes.
– Predicting the popularity of video contents is of great importance for broadcast
TV operators. On one side, broadcasting the popular programs results in a
reduction in the average time of finding the TV programs by users. This improves
users’ satisfaction and retention. On the other side, a broadcast TV operator
is able to manage and optimize the network resources in advance based on the
prediction results of a popularity prediction model. According to the presented
discussion, the efficiency of the broadcasting mechanisms is correlated to the
accuracy of the utilized content popularity prediction model. The other future
step for this research is to enhance the existing broadcasting mechanisms by
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the proposed V-PPM and evaluate its impact on the efficiency of the enhanced
mechanism.
– Targeted advertising is defined as an advertising in which advertisers target
the most appropriate audiences. The set of the most appropriate audiences is
found based on a number of certain traits of the audiences. The traits can be
demographic or psycho-graphic. Examples of demographic traits include sex and
age; and examples of psycho-graphic are personality and interests. As discussed
in the previous section, by analyzing the results of our proposed V-PPM, one
can obtain some demographic and psycho-graphic information about users. For
illustration, analyzing the most popular contents in each user group provides
information about sex, age and interest of users in the user group. According to
this discussion, a future step for this research is to develop a method to estimate
the demographic and psycho-graphic information about users. This step requires
multi-disciplinary research that links user behavior modeling to psycho-analysis
area.
• Future steps of the proposed combinational technique
As discussed in chapter 5, the present study is a proof-of-concept of practicality of the
proposed combinational technique that just attempted to verify the effectiveness of the
proposed technique. There are some future steps to improve this technique that are
presented in the following.
– The conditions are selected such that the statistical accuracy is improved; but
they are not the most optimal conditions that can maximize the improvement
in the statistical accuracy. In finding the conditions, we weighted more on their
practicality than their optimality. So, the next natural step of this study is to look
for the most optimal form of the conditions and in the same time, a practical form
of them.
– The proposed combinational technique is designed to improve the time indepen-
dent statistics, such as probability of watching a programme, of user profiles.
However, there are a number of useful time dependent statistics, such as users’
reaction time to different released videos and the popularity of the videos, for
user profiling models. As the result, one of the future steps for this part of our
research is to enhance the technique such that the technique is able to capture the
time dependent statistics.
– It was shown that the proposed combinational technique in this thesis is able
to reduce the SaE of user profiles. As the result, another future step of this
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research is to enhance the existing user behaviors predictive models, specially
our proposed V-PPM in chapter 4, by this method and evaluate the impact of this
method on their performance. The proposed combinational technique can also be
used to reduce the impact of SaE on the performance of the existing recommender
systems, users’ activity and mobility prediction models. Therefore, the impact of
the proposed technique on the performance of the mentioned predictive models
needs to be tested, as well.
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Appendix A
Data cleaning process
Why a data cleaning process is needed
In the field of users’ video request modeling (in recommender systems and video popularity
prediction), a common pre-processing step is to remove videos and users that we do not
have enough history about them [203][204]. The reasons behind the step can be discussed as
follows,
• As the first reason, it needs to be stressed that for extracting the existing patterns in the
behaviour of users, we need enough amount of historical data about the behaviour of
users. For illustration, it is difficult to guess the video interest of a user by knowing a
few number of videos requested by her. As the result, different studies first remove
this subset of users and then start to model the behaviour of the remaining users.
• As discussed in chapter 5, SaE and ME are two sources of error that affect the
performance of a UBPrM. A study aims to find the ME when evaluating the UBPrM.
It is clear that the users that we do not have enough information about their behaviour
introduce some noises to the system and therefore, increase SaE. The data cleaning
process is a common way to alleviate the SaE resulted from this users. By this way,
we can better estimate the ME of a UBPrM and assure about the evaluation.
• Finally, it needs to be noted that video streaming platforms or media service providers
are more interested in modeling the behaviour of users who regularly use a system
or videos that are usually requested by the users. More precise knowledge about the
behaviour of the users may help the providers to efficiently improve the quality of the
services offered to the users. This may cause that they remove the users that there is
not enough information about their behaviours.
The impact of data cleaning on the performance of a UBPrM
As discussed in the previous section, the removed users or items more contribute in the SaE
and as the result they have impact on the accuracy of a UBPrM. In this section, we discuss
the impact of the data cleaning process used in chapter 4 on the performance of S-H and
ML models. It ought to be noted that although the removed data through the data cleaning
process may decrease the accuracy of a UBPrM, the accuracy obtained after data cleaning
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provides a better estimation for the performance of a UBPrM. The reason is that ME is often
utilized to calculate the actual accuracy or performance of a model and by data cleaning we
can obtain a better estimation for ME.
To find the impact of the data cleaning process on the performance of S-H and ML
models, we have conducted a 5-fold cross validation experiment by utilizing the data for all
56083 users as input and compared the accuracy of S-H and ML models before and after
utilizing the data cleaning process. Table A.1 summarizes the information about the impact
in terms of median. Utilizing data cleaning process decreases the performance of S-H model
by 10% but it does not have impact on the performance ML model.
Table A.1 The impact of the data cleaning process on the performance of SH and ML models
in terms of median
S-H model ML model
After using data cleaning 66% 39%
Before using data cleaning 60% 39%
Relative Changes -10% 0%
At the end, we emphasize that although table A.1 shows some changes in the performance
of S-H and ML model, the performance of a model after data cleaning is a better estimation
for the error of a model (or ME).
