MLTreeMap - maximum likelihood placement of environmental DNA sequence reads into curated reference phylogenies by Stark, Manuel
MLTreeMap - Maximum Likelihood
Placement of Environmental DNA Sequence
Reads into Curated Reference Phylogenies
Dissertation zur Erlangung der
naturwissenschaftlichen Doktorwürde
(Dr. sc. nat.)
vorgelegt der
Mathematisch-naturwissenschaftlichen Fakultät
der
Universität Zürich
von
Manuel Stark
von
Erlen TG
Promotionskomitee:
Prof. Christian von Mering
(Vorsitz und Leiter der Dissertation)
Dr. Michael Baudis
Prof. Jakob Pernthaler
Dr. Alexandros Stamatakis
Dr. Thomas Wicker
Zürich 2011

Contents
1 Zusammenfassung 5
2 Abstract 7
3 Introduction 9
3.1 From taxonomy to phylogenetics . . . . . . . . . . . . . . . . . . . . 9
3.2 Molecular phylogenetics . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.3 Microbiology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.4 Metagenomics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4 The MLTreeMap algorithm 23
4.1 MLTreeMap - a short description . . . . . . . . . . . . . . . . . . . . 23
4.2 MLTreeMap - phylogenetic analysis . . . . . . . . . . . . . . . . . . . 25
4.2.1 Phylogenetic analysis I: protein-coding marker genes . . . . . 25
4.2.2 Phylogenetic analysis II: 16S & 18S rRNA . . . . . . . . . . . 25
4.3 MLTreeMap - functional analysis . . . . . . . . . . . . . . . . . . . . 29
4.3.1 RuBisCO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.3.2 Nitrogenase . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.3.3 Methane & ammonia monooxygenase . . . . . . . . . . . . . 30
4.3.4 Reverse dissimilatory sulte reductase . . . . . . . . . . . . . 30
4.3.5 Cryptochromes and Photolyases . . . . . . . . . . . . . . . . 30
5 Validating the MLTreeMap algorithm 37
6 MLTreeMap for users 41
6.1 The MLTreeMap web-server . . . . . . . . . . . . . . . . . . . . . . . 41
6.2 The MLTreeMap stand-alone version . . . . . . . . . . . . . . . . . . 45
6.2.1 The MLTreeMap core module . . . . . . . . . . . . . . . . . . 45
6.2.2 The MLTreeMap imagemaker . . . . . . . . . . . . . . . . . . 45
6.2.3 The MLTreeMap documentation I . . . . . . . . . . . . . . . 46
3
Contents
6.2.4 The MLTreeMap documentation II . . . . . . . . . . . . . . . 49
6.2.5 The MLTreeMap documentation III . . . . . . . . . . . . . . 52
7 Outlook 55
8 Acknowledgements 59
9 Appendix 61
9.1 MLTreeMap - accurate Maximum Likelihood placement of environ-
mental DNA sequences into taxonomic and functional reference phy-
logenies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
9.1.1 Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
9.1.2 BMC Genomics, 2010 . . . . . . . . . . . . . . . . . . . . . . 61
9.2 The STRING database in 2011: functional interaction networks of
proteins, globally integrated and scored . . . . . . . . . . . . . . . . 73
9.2.1 Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
9.2.2 Nucleic Acids Research, 2011 . . . . . . . . . . . . . . . . . . 73
9.3 RNAi screen of Salmonella invasion shows role of COPI in membrane
targeting of cholesterol and Cdc42 . . . . . . . . . . . . . . . . . . . 82
9.3.1 Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
9.3.2 Molecular Systems Biology, 2011 . . . . . . . . . . . . . . . . 82
References 103
4
Chapter1
Zusammenfassung
Bei der Erforschung von mikrobiellen Gemeinschaften in situ stösst die tra-
ditionelle Mikrobiologie an ihre Grenzen, weil nur ein verschwindend kleiner
Teil der Mikroben in Reinkultur gezüchtet werden kann. Die Idee diesen Eng-
pass zu umgehen, indem man DNA direkt aus aus der Umwelt extrahiert und
daraufhin sequenziert, führte zur Entstehung eines neuen Forschungsfeldes,
der Metagenomik. Mit Hilfe des metagenomischen Ansatzes ist es möglich,
objektive Informationen über alle in einer Probe präsenten Mikroben zu er-
halten. Ein gewichtiger Nachteil ist allerdings, dass die gewonnenen Sequenz-
daten nur fragmentiert vorliegen. MLTreeMap, das in dieser Dissertation
vorgestellt wird, ist ein Softwarepaket, welches in der Metagenomik Anwen-
dung findet. Es wurde entwickelt, um Einblicke in die phylogenetischen und
funktionellen Eigenschaften von Metagenomen und den ihnen zugrundeliegen-
den mikrobiellen Gemeinschaften zu gewinnen. Hierfür werden die zur Diskus-
sion stehenden DNA Sequenzen auf eine Reihe von relevanten Markergenen
hin durchsucht und deren wahrscheinlichste phylogenetische Herkunft ermit-
telt. Zu diesen Genen gehören proteinkodierende phylogenetische Marker, 16S
und 18S rRNA Gene und Marker für wichtige Stoffwechselwege. Beispiele für
letztere sind die Gene der Schlüsselenzyme der Photosynthese, Stickstofffixie-
rung, Methanfixierung und Ammoniakoxidation. MLTreeMap kann entweder
direkt über das Web benutzt werden (http://mltreemap.org) oder aber auf
einem lokalen Computer installiert werden. Wir veröffentlichten MLTreeMap
im Jahr 2010 im Journal BMC Genomics [1].
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Chapter2
Abstract
Traditional microbiology has proven to be insufficient for studying entire mi-
crobial communities in situ, because only a small fraction of microbes can be
grown in pure culture. The idea of circumventing this bottleneck by directly
sequencing DNA from the environment led to a new field of research, called
metagenomics. As a consequence of its approach, metagenomics provides a
very unbiased view of all organisms contained in a sample, but it also has
to cope with heavily fragmented sequence data. MLTreeMap, which is pre-
sented in this thesis, is a software framework designed to give insights into
phylogenetic and functional properties of metagenomes and of the underly-
ing microbial communities. It does so by detecting and phylotyping a series
of relevant marker genes on the submitted DNA fragments. Among these
genes are protein coding phylogenetic markers, 16S and 18S rRNA genes and
markers for important functional pathways. Examples of the latter are genes
coding for the key enzymes of photosynthesis, nitrogen fixation, methane fix-
ation and ammonia oxidation. MLTreeMap is available as a web-server at
http://mltreemap.org and also as a stand-alone version. It has been pub-
lished in BMC Genomics in 2010 [1].
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Chapter3
Introduction
3.1 From taxonomy to phylogenetics
Modern biological taxonomy began with Carl von Linné (1707-1778). He
hierarchically grouped organisms into species, genus, order and class. Further
taxonomic ranks have been added since then, but in its essentials Linnés
system is still in use today. Linné also invented the binomial nomenclature,
which requires a species name to consist of two words, the genus name followed
by a specific epitheton. He first applied his nomenclature to plants, the work
on which was published in 1753 [2]. Some years later, he adopted it for the
naming of animals in the 10th issue of his book systema naturæ (1758-1759) [3,
4]. Even though his classification system agrees well with the idea of evolution,
it is noteworthy that Linné still believed in the creation of life as described in
the Book of Genesis. For him, the observed biodiversity was static. It took
some years until paleontology, founded by Georges Cuvier (1769-1832), and its
fossil records of earlier life on earth, gave rise to the idea of evolution [5]. Jean-
Baptiste Lamarck (1744-1829) was the most famous predecessor of Darwin.
He presumed that species change, due to environmental influences. But in
contrast to what was later often said of him, he never claimed that these
changes are inflicted by direct induction of the environment [6]. One of the
main differences to our current view of evolution is that he believed it to
be directed towards complexity and perfection. Lamarck was aware that the
high prevalence of lower organisms stood in contrast to this belief, because
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according to it most of them should have evolved to higher organisms a long
time ago. Thus he further assumed spontaneous generation of new microbes.
Today he is mostly known for his long rejected idea that acquired traits can be
inherited. It is not without irony, that recent discoveries in epigenetics [7–9]
show that his concept was not as wrong as it might seem [10].
There is a number of important achievements in science, such as the de-
velopment of the periodic table [11, 12] or the establishment of the Hardy-
Weinberg law [13], which have been reached simultaneously and indepen-
dently by different researchers. Similar to this, Charles Darwin (1809-1882)
was not the only scientist to come up with the idea of evolution and nat-
ural selection. But he was the first one to work it out in a very thorough
and extensively documented way. More than twenty years passed between
his first drawing of an evolutionary tree entitled with ’I think’ in 1837 [14]
and the publication of his famous book ’On the Origin of Species’ [15]. With
other scientists accepting his concept, the stage was set for systematics, the
study of biodiversity and phylogenetic relationships between organisms. Tax-
onomy became a part of systematics, with an additional goal of reflecting the
phylogeny of organisms in their nomenclature.
Phylogenetic reconstruction in early systematics was mainly based on mor-
phological traits. In contrast to fossil organisms, where this constraint applies
until today, molecular data nowadays provide a vast amount of additional
information for living taxa [16,17]. Both reconstruction approaches, morpho-
logical and molecular, should be seen as complementary to each other, even
though conflicting results sometimes led to tensions among taxonomists [18].
In the case of microbes, systematics proved to be especially challenging, be-
cause neither the traditional species concepts nor morphological traits are of
much significance there [19, 20]. Thus it is commonly agreed that molecular
phylogenetics is the best available method for microbial systematics. DNA
similarity was defined as a criterion for establishing microbial species [21],
also called molecular operational taxonomic units (MOTUs) [22]. The gen-
erally accepted ’species’ threshold lies at a DNA-DNA hybridization value of
70% [21], resulting in average nucleotide identities of over 95% [23–25]. Con-
sidering its great importance for the taxonomy of all living organisms and its
near monopoly for microbes, it is obvious that molecular phylogenetics has
10
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become an integral and indispensable part of modern systematics.
3.2 Molecular phylogenetics
In the early stages of molecular phylogenetics, its supporters believed it to
be a much more direct and objective method than the morphology based
approach [26]. For the latter, external expertise is essential. Scientists have to
judge which morphological traits are relevant and how they are to be weighted
in respect to others. Molecular phylogenetics on the contrary was supposed
to be based on pure statistical analysis. Margoliash, an important supporter
of this idea, started conducting phylogenetic studies using Cytochrome c in
1963 [27, 28]. The field progressed further even though it became clear that
there was an increasing amount of methodological problems, which did not
conform with the ideal of a completely unbiased and unsupervised approach.
It was Carl R. Woese and his group who first suggested to organize all living
organisms into three domains of life: Bacteria, Archaea and Eukarya. Their
analysis was based on small subunit rRNA (SSU rRNA) molecules, which
were chosen because they occur in all self replicating systems, are evolutionary
stable and easily isolated [29]. In the years to come, the SSU rRNA became
one of the most important phylogenetic markers and the tree-of-life, which
Woese et al. constructed in 1990, made a lasting impact [30] (Figure 3.1).
Some obstacles in molecular phylogenetics have been anticipated early, such
as determining the number of mutations at a specific site, or the analysis of
organisms that are either very closely or only very distantly related. But
it was not expected that methodological problems should become as impor-
tant as biological ones [31]. Already the first step of a phylogenetic analysis,
the sequence alignment, leads to problems, which remain critical to this day.
Needlemann and Wunsch developed a dynamic alignment algorithm as early
as in 1970 [32], but even in the nineties, alignments by eyesight were still
reported to be popular with some researchers [33]. Notwithstanding the ar-
guments, which can be brought up in support of manual alignments, the
huge amount of sequence data generated today, makes a computer based
approach all but necessary. Another important advantage of alignment algo-
rithms is that they are more objective and reproducible. Unfortunately, they
11
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Thermotogales
flavobacteria
cyanobacteria
purple bacteria
Gram-positive bacteria
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microsporidia
Figure 3.1: Schematic view of the tree by Woese et al. The tree was the rst to
contain data from all three domains of life: Bacteria (blue), Achaea (green) and Eukarya
(red). Adapted from Woese et al. 1990 [30].
have their disadvantages too: Global alignments are suitable for closely re-
lated sequences, while local alignments work better with distant ones. There
are attempts to combine both methods in so called ’glocal’ alignment algo-
rithms [34], but until now it is still up to the researcher to decide, which
method works best for his data. Herein lies a potential of circularity, for this
decision is likely to be based on information available only after the anal-
ysis. The insertion of gaps into alignments, which is unavoidable, if more
than just very similar sequences are to be aligned, has its risks too: The
reason for this is that longer sequences are very likely to contain identical
passages just by chance. Excessive usage of gaps will bring these stretches
together and thus create false positive relations, which have no biological
significance [35]. Penalties are assigned to gaps and mismatches in order to
alleviate this problem, but the choice of criteria for weighting them is again
a matter of discussion. Depending on the point of view, some scientists fa-
vor the usage of subjective weightings, because they rate the benefits higher
than possible disadvantages [36], while others still prefer a purely statistical
approach [37]. To refine the weighting of mismatches in protein alignments,
substitution matrices have been developed. They contain probabilities for all
possible amino acid substitutions. Both, the PAM [38] and the BLOSUM [39]
12
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matrices, have been constructed by analyzing several sets of reference align-
ments. As a consequence they are not universal. Instead the appropriate
substitution table (e.g. BLOSUM62, BLOSUM80 etc.) has to be chosen ac-
cording to the overall similarity of the sequences, which are to be aligned.
Here we encounter the same problem as above, namely that the degree of
similarity is most likely not yet known when the decision has to be made.
While a pairwise alignment can be computed within a second, the computa-
tional costs increase exponentially with the number of additional sequences
in a multiple alignment [40, 41]. Attempts to reduce these costs led to the
development of a series of heuristic approaches [42–45], which of course are
not guaranteed to find the mathematically optimal solution. Thus the quality
of the input data is of even greater importance than in the case of pairwise
algorithms. This is also reflected by the fact that most of the multiple se-
quence alignment algorithms require sequences suitable for global alignments
(i.e. closely related sequences of roughly similar lengths). The algorithms
are often guided by reference phylogenies, which are calculated at the initial
steps of the alignment process. Obviously this is another case of circularity,
because the resulting alignments will then again serve as input for the tree
building programs.
The next step after sequence alignment is the construction of phylogenetic
trees. Early tree building algorithms such as the one by Fitch and Mar-
goliash [28] were based on simple distance matrices. Newer algorithms now
mostly rely on either maximum parsimony [46] or maximum likelihood [47,48]
approaches. Maximum parsimony methods assume that the reconstructed
phylogeny with the lowest number of required evolutionary steps (i.e. the
most parsimonious one), is the one which best reflects reality. An indis-
putable advantage of this method lies in its comparatively low computational
costs. Unfortunately there are often several trees which maximize parsimony,
and any decision between them is again dependent on external knowledge. A
second important drawback of maximum parsimony is that it is prone to an
artifact termed ’long branch attraction’ [31, 49, 50] (Figure 3.2). The maxi-
mum likelihood approach on the other hand has higher computational costs,
but is also assumed to be more reliable and accurate [51–53]. Maximum
likelihood algorithms almost always yield only a single best scoring tree. In
13
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Figure 3.2: Long branch attraction. In a given phylogeny, those sequences with high
substitution rates will be attracted to each other, independent of the actual relationships.
this respect, they get closer to the ideal of an unsupervised approach than
maximum parsimony. Nevertheless they are not entirely free of human expert
input either, for they need an explicit model of evolution and the choice of this
model is not trivial [54]. In case of both, maximum parsimony and maximum
likelihood, there is of course no guarantee that the ’best’ tree corresponds
to the true course of evolution. Due to the difficulties in choosing between
models and methods many scientists tend to use the available software pack-
ages without going into the technical and conceptual details, as Suárez-Díaz
and Anaya-Muñoz noted in their review of the topic [31]. Results from dif-
ferent methods are not necessarily weighted against each other, instead they
are often displayed together and emphasis is put on the statements in which
they agree (e.g. ref. [55–58]). Support for using human expertise, as opposed
to pure statistical correctness, also came from Brinkman et al. [51]. They
argued that a scientist, who is familiar with the data in his field, is often able
to recognize which sequences will not fit into an alignment. Pruning these
sequences from the dataset will enhance the analysis rather than invalidating
it. MLTreeMap, which is the focus of this thesis, goes into this direction. It
provides manually curated reference data and several analysis algorithms (e.g.
maximum likelihood, maximum parsimony and the possibility of bootstrap-
ping for both). Thus the user of MLTreeMap is able to conduct a comparison
14
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of maximum likelihood and maximum parsimony algorithms with the same
software tool and does not have to deal with many of the aforementioned
problems.
The last point that I would like to discuss here concerns some criticisms of
phylogenetics itself. If organisms pass on their genetic material solely from
parent to offspring, the reconstruction of their phylogeny is possible to a large
extent, albeit difficult as we have seen. But it is known since the studies of
Avery et al. on pneumococci bacteria in 1944, that organisms can also ex-
change genes via horizontal gene transfer (HGT) [59]. The crucial question
for systematics is, to what extent HGT takes place and whether it can ad-
versely affect phylogenetic reconstruction. Schwarz and Dayhoff assumed in
1978 that HGT is not an important issue and claimed that basic metabolic
genes have not been transferred horizontally [60]. This view has been chal-
lenged in the nineties by scientists, who postulated a web-of-life instead of
a tree-of-life [61–64]. The debate is not over yet, for other researchers rose
in defense of the tree-of-life [65, 66], while the rate of HGT is still under dis-
cussion [67]. Most likely, the extent of HGT is not equal across the various
gene families and cellular functions, and also not across the various parts of
a cell’s genetic material (e.g. plasmids vs. chromosomes) [68]. Independent
of what the result of this dispute will be, it already has direct consequences
in the field of phylogenetic reconstruction. Scientists working on marker gene
based algorithms have to take HGT into account and choose their markers
accordingly [69].
3.3 Microbiology
Microbiology has been an expanding field of research since its beginnings in
the late 17th century. It has given insights into a largely hidden ecosystem,
the importance of which cannot be overestimated. Microbes make up over
one third of biomass on earth [70] and they interact closely with all other
lifeforms, be it as symbionts or pathogens. The first scientist ever to see
bacteria, was Antoni van Leeuwenhoek (1632-1723) with his homemade mi-
croscopes in 1676 [71]. After his discoveries, progress in microbiology was
slow until the mid 19th century. It was Louis Pasteur (1822-1895) in 1864,
15
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who first demonstrated that microorganisms are not generated spontaneously
- a discovery which led to the development of sterilization methods, which are
essential until today. Another very important impact on the emerging field
of microbiology was made by Robert Koch (1843-1910), who was the first to
produce experimental evidence for the theory that microbes are responsible
for many diseases. He introduced three criteria (known as Koch’s postulates),
which have to be met if a specific microorganism is to be established as the
cause of a disease [72]:
1. The pathogen has to be present in each individual case of the disease
under discussion.
2. The pathogen does not appear in other diseases as accidental non-
pathogenic guest.
3. After being isolated and grown in pure culture, the pathogen can repro-
duce the disease in previously healthy individuals.
While this list had to be modified since then, because not all pathogens fulfill
all criteria (e.g. viruses cannot be grown in culture without hosts), it enabled
Koch and his followers to track down the causes of many human and animal
diseases. Not least due to the third of Koch’s postulates, the importance of
pure culture increased tremendously, and existing culturing methods were im-
proved and new ones developed. It was Martinus Beijerinck (1851-1931), who
started, using the enrichment culture technique he had invented, to isolate
and grow pure cultures of microbes from soil and water. The results of his
research were a major inspiration for Baas Beckings famous tenet ’everything
is everywhere, but the environment selects’ [73]. The methods and princi-
ples established by those scientists and their followers provided a vast body
of knowledge and paved the way for modern medicine. When in 1977 the
first genome was sequenced by Sanger et al. [74], genomics has appeared as
a new field of research. Yet until very recently, whole genome sequencing of
microbes has been restricted to those organisms, which are cultivable - and es-
timates indicate that they represent only a very small fraction of the microbial
world [75]. This results in an important bias of traditional microbiology, be-
cause the cultivable microorganisms are not necessarily representative of the
16
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whole community [76]. A second important bias arises from the frequently
quite anthropocentric research interests, which focus on human pathogens or
microorganisms providing useful services [77]. Microbiology has often been
said to be a ’method-limited’ science [78], but several recent developments
have greatly facilitated the transition from the study of model organisms in
the lab to environmental studies. Apart from environmental genomics (also
called metagenomics), which will be discussed in more detail below, other
culture independent techniques have been developed in order to extend the
limits of microbial research. Community proteomics for example transferred
the metagenomic approach to the protein world [79–81]. Fluorescent in situ
hybridization (FISH) [82, 83], which was invented in 1980 for detecting spe-
cific strands of DNA or RNA, was also adapted for environmental microbiol-
ogy [84–86]. The combination of FISH and secondary ion mass spectrometry
(SIMS) [87] (later improved to nanoSIMS [88, 89]) allows for simultaneous
detection of a cell’s identity and its functionalities. With this research on-
going, our knowledge on the microbial world is steadily growing and a new
frontier lies ahead already: There is an increasing number of indications that
extraterrestial bodies such as the planet Mars, or moons like Europa, Titan
and Encelaudus, might harbor microbial life as well [90]. Examining these
life forms if found, will be the next great challenge for microbiology and will
have a lasting impact on our view on life and evolution as such.
3.4 Metagenomics
Metagenomics has emerged as a powerful new branch of science, overcoming
the aforementioned biases of traditional microbiology by focusing on entire
microbial communities in situ, including their many uncultivable members.
The field was pioneered by Pace et al. [91, 92] , who first developed the idea
of sampling DNA directly from the environment and thus circumventing the
bottleneck of cultivation. The term ’metagenome’ was coined some years later
by Handelsman et al. for the collective genome of soil microorganisms [93]. It
was soon adopted by others working on similar projects [94], and in time it be-
came the name for this new branch of research. The interest in metagenomics
has been steadily growing since then, so that in September 2009 a total of
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200 metagenomic projects was registered at the Genomes On Line Database
(GOLD) [95]. Even though other culture independent methods, such as sin-
gle cell sequencing [96], are under development, metagenomics is very likely
to keep the competitive edge in terms of high throughput for the time be-
ing. This is a central aspect because high throughput is essential if microbial
communities are to be analyzed in their entirety. In a typical metagenomic
workflow, DNA is obtained directly from a desired environment. Afterwards,
the DNA fragments are either first cloned into bacterial vectors [93, 97] or
directly shotgun sequenced [98] (Figure 3.3). Any following assembly of the
sequence reads is usually limited or even impossible depending on sample
complexity [99]. Several characteristics of the underlying microbial commu-
nity can already be deduced from this fragmented sequence data, such as
predicted genome sizes [100, 101], recombination rates [102] or certain func-
tional properties [103]. Yet another important task, if one is to characterize
and understand the community, is to determine its phylogenetic composi-
tion [104]. Due to the fragmented state of metagenomic data, this task is far
from trivial.
There are two main classes of approaches to solve this problem: The first
is ’unsupervised’, which means that it does not require external reference in-
formation derived from fully sequenced genomes. Algorithms belonging to
this class learn to bin the sequences to taxonomic groups based on intrinsic
features, such as nucleotide usage patterns [105–107]. The (G+C)-content
of DNA sequences is an intuitive example for this. Binning of metagenomic
data based on this criterion, however, has been shown to be inferior to bin-
ning based on tetranucleotide patterns [108]. As a consequence of this result,
Teeling et al. have developed TETRA, which detects and scores the frequen-
cies of tetranucleotides [105]. Nevertheless the authors themselves state that
TETRA works best for relatively long sequences (40 kb) and is not suited
for sequences shorter than 1 kb. TETRA further encounters problems with
the analysis of high complexity samples [105]. PhyloPythia [107] follows a
similar approach, as it uses the oligonucleotide composition of DNA sam-
ples as binning criterion. Depending on sample complexity, 5-mers or more
complex 6-mers of consecutive nucleotides have been shown to provide best
results [107]. Similar to TETRA, PhyloPythia needs sequences longer than
18
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Obtaining metagenomic information
Extraction of genomic DNA
directly from the environment
a) Construction of bacterial
metagenomic libraries
b) 454 pyrosequencinga1) Gene expression analysis a2) Plasmid sequence analysis
Fragmented DNA
samples
Figure 3.3: A typical workflow in metagenomics. DNA is isolated directly from
the environment, resulting in sequence fragments of variable length. These fragments are
then either shotgun sequenced, usually through 454 pyrosequencing (b), or rst cloned into
suitable vectors and transformed into host bacteria (a). Bacterial metagenomic libraries
can either be used for gene expression analysis (a1) or for genomic analysis after plasmid
sequencing (a2). Adapted from Handelsman 2004 [97].
19
3 Introduction
1 kb to produce reliable results, which limits the value of both methods be-
cause the length of 454 pyrosequencing reads [109] still ranges only at about
400-500 bp [110]. The algorithm developed by Sandberg et al. makes use of
a naïve Bayesian classifier for analyzing motif frequency distributions and is
supposed to handle sequences shorter than 1 kb as well as longer ones [106].
Other algorithms belonging to the ’unsupervised’ class are based on self or-
ganizing maps (SOM) [111], interpolated Markov models [112] or sequence
similarity metrics [113]. Bayesian classifiers [106, 114] or the classifier used
by PhyloPythia [107] are sometimes not counted among the ’unsupervised’
approaches, because they can be trained with known sequences [115]. We do
not follow this argumentation because providing such an external reference is
not mandatory. The second class of approaches is ’supervised’, meaning that
it makes use of extensive reference data. A straightforward realization of this
approach is just to determine the lowest common ancestor (LCA) of the best
BLAST hits of a particular sequence, as implemented in the MEGAN software
package [116]. Prior to an analysis with MEGAN, the user has to provide
BLAST results for all query sequences. MEGAN then does the binning of the
sequences guided by a set of parameters that determine the number and the
minimum quality of the BLAST hits, which are to be taken into account for
detecting the LCA. The ensuing results are visualized by a very comprehen-
sive graphical user interface. MEGAN can be applied to entire metagenomes,
but also to restricted sets of specific markers, such as 16S and 18S rRNA
genes. While these two genes are still the most popular phylogenetic mark-
ers [97, 117], there is also a group of algorithms dedicated to phylotyping
metagenomic datasets based on protein-coding marker genes [118–120]. ML-
TreeMap, which is the main focus of this thesis, belongs to the ’supervised’
approach as well, because it uses a series of marker genes as a reference to
infer the species composition and selected metabolic properties of the query
datasets.
Both approaches, ’supervised’ and ’unsupervised’ have their advantages and
drawbacks: ’Unsupervised’ methods are better in clustering unknown taxa,
which may have only very distant relatives in the current reference phyloge-
nies, whereas ’supervised’ methods are superior in detecting organisms with
low abundances in the samples [115]. Summarizing this part of the intro-
20
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duction we can state that metagenomics provides a very broad and unbiased
view of the microbial world, but the fragmented sequence data also impose
new challenges for computional biology [121].
21
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The MLTreeMap algorithm
4.1 MLTreeMap - a short description
MLTreeMap is a software framework based on maximum likelihood that is
designed to give insights into phylogenetic composition and functional prop-
erties of microbial communities. Phylogenetic analysis of MLTreeMap relies
on a manually curated set of protein-coding marker genes, as well as on 16S
and 18S rRNA data, according to which the query sequences are placed within
externally provided tree-of-life phylogenies. MLTreeMap further searches the
query sequences for the key genes of fundamental functional pathways, such
as nitrogen fixation, photosynthesis and others. These genes, if present, are
then placed into the respective gene family phylogenies.
A run of MLTreeMap starts with a BLAST search for the marker genes
mentioned above. To prevent false positive hits, deep paralogs of the markers
are searched for as well and discarded if found. Identified marker genes are
then translated to protein sequences using Genewise [122]. The next steps
include alignment [123], concatenation and gap removal [124]. After that, the
sequences are phylotyped using RAxML [125], which employs full maximum
likelihood (Figure 4.1).
A preliminary version of MLTreeMap has been outlined by von Mering et
al. in 2007 [119] and already provided valuable results [126,127]. In contrast
to the new version presented in this thesis, the preliminary one was only
available online, contained no functional markers and could only process one
23
4 The MLTreeMap algorithm
1) Identify marker genes in raw
nucleotide sequence fragments
[BLAST, Genewise] [hmmalign, Gblocks] [RAxML]
Add detected genes to curated
reference alignments
2) Maximum Likelihood placement into
annotated reference phylogenies
3)
Figure 4.1: The MLTreeMap pipeline. MLTreeMap extracts informative marker genes
from the query sequences, aligns them to a set of reference genes and places them into
externally provided phylogenies (Stark et al. 2010 [1]).
query sequence at a time. One single placement in the reference tree-of-life
required about 2 hours, making the tool unsuitable for analyzing even small
metagenomic datasets, because they already contain thousands of sequences.
The new version of MLTreeMap is able to process a metagenomic dataset with
20’000 sequences in about 1 hour on our cluster HPC, and in approximately
12 hours on a single CPU. It is available as a web server and as a stand-alone
downloadable tool on http://mltreemap.org. We have published it in 2010 [1]
(see chapter 9.1).
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4.2 MLTreeMap - phylogenetic analysis
4.2.1 Phylogenetic analysis I: protein-coding marker genes
The first phylogenetic analysis of MLTreeMap is based on a set of 40 protein-
coding marker genes (table 4.1). They are universal, occur in very low copy
numbers per genome (preferably only once) and have undergone very few (or
no) horizontal transfers [69]. As can be seen in table 4.1, most of these genes
are ribosomal proteins, followed by tRNA synthetases.
COG0012 Predicted GTPase COG0016 PheS
COG0018 ArgS COG0048 Ribosomal protein S12
COG0049 Ribosomal protein S7 COG0052 Ribosomal protein S2
COG0080 Ribosomal protein L11 COG0081 Ribosomal protein L1
COG0085 RpoB COG0087 Ribosomal protein L3
COG0088 Ribosomal protein L4 COG0090 Ribosomal protein L2
COG0091 Ribosomal protein L22 COG0092 Ribosomal protein S3
COG0093 Ribosomal protein L14 COG0094 Ribosomal protein L5
COG0096 Ribosomal protein S8 COG0097 Ribosomal protein L6P/L9E
COG0098 Ribosomal protein S5 COG0099 Ribosomal protein S13
COG0100 Ribosomal protein S11 COG0102 Ribosomal protein L13
COG0103 Ribosomal protein S9 COG0124 HisS
COG0172 SerS COG0184 Ribosomal protein S15P/S13E
COG0185 Ribosomal protein S19 COG0186 Ribosomal protein S17
COG0197 Ribosomal protein L16/L10E COG0200 Ribosomal protein L15
COG0201 SecY COG0202 RpoA
COG0215 CysS COG0256 Ribosomal protein L18
COG0495 LeuS COG0522 RpsD
COG0525 ValS COG0533 QRI7
COG0541 Ffh COG0552 FtsY
Table 4.1: List of the protein-coding phylogenetic marker genes used by MLTreeMap.
Based on these genes, we have extended the tree-of-life by Ciccarelli et
al. [69], increasing the number of taxa included from 191 to 267 (Figure 4.2).
We further offer phylogenetic placements in the tree constructed by Wu et
al. [128].
4.2.2 Phylogenetic analysis II: 16S & 18S rRNA
The second phylogenetic analysis offered by MLTreeMap is based on 16S and
18S rRNA data. The corresponding tree-of-life phylogeny was constructed us-
ing RAxML, applying the settings recommended in chapter 5.1 of the RAxML
7.0.4 manual. As can be seen in Figure 4.3, we were able to retrieve most tax-
onomic classes described in literature [129, 130]. Nevertheless some of them,
such as the firmicutes or the delta proteobacteria, are not monophyletic in
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our tree, although their members cluster close together. This seems to be
an intrinsic problem of the annotated taxonomy, because other researchers
encountered similar problems with these classes [76,131].
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Figure 4.2: Tree-of-life phylogeny I. The tree is based on 40 protein-coding marker
genes and contains 267 species (green: Archaea, red: Eukarya, blue: Bacteria).
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Figure 4.3: Tree-of-life phylogeny II. The tree is based on 16S & 18S rRNA data. It
contains 217 species (green: Archaea, red: Eukarya, blue: Bacteria).
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4.3 MLTreeMap - functional analysis
In addition to the phylogenetic analysis described above, MLTreeMap also
searches for functionally important marker genes. For each of them a gene
family phylogeny has been constructed using RAxML (the settings again as
described in chapter 5.1 of the RAxML 7.0.4 manual). Afterwards these
phylogenies have been compared to literature, in order to annotate insights
into functional properties and peculiarities of distinct branches within them.
4.3.1 RuBisCO
RuBisCO is the key enzyme of photosynthesis and essential for the removal
of CO2 from the atmosphere [132]. Due to its low catalytic capacity, photo-
synthetically active organisms have to produce large amounts of RuBisCO,
making it likely to be the most abundant protein on earth [133]. There are
several forms of RuBisCO; the most distant one takes no part in photosyn-
thesis and is instead believed to be the evolutionary origin of the protein
family [134] (Figure 4.4). The sequences for the reference alignment were
obtained from the STRING database [135, 136] (cluster of orthologous genes
COG1850).
4.3.2 Nitrogenase
The ability to fix nitrogen from the environment is restricted to a widespread
but paraphyletic group of prokaryotes. All of them rely on the enzyme nitro-
genase, which is a complex of several subunits (NifH, NifD, NifK, NifE and
NifN), for the catalytic process [137,138]. Even though the nitrogenase gene
family has seen various duplications, fusions and horizontal gene transfers,
the overall nif operon structure is usually highly conserved [137]. Five phy-
logenetic groups of nif genes have been established, of which the first three
are functional nitrogenases (note that the labels of group II and III are in-
terchanged in Raymond et al. 2004 [137] and Dekas et al. 2009 [138]. We
follow the labeling of the former publication). MLTreeMap contains align-
ments for the subunits NifH and NifD. The sequences were taken from the
KEGG database [139] (orthology groups K02588 and K02586 respectively)
(Figures 4.5 and 4.6).
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4.3.3 Methane & ammonia monooxygenase
Methane monooxygenase (MMO) is the key enzyme of Methane fixation and
thus essential for methanotrophic bacteria [140]. After having constructed
a MMO tree based on the KEGG orthology group K08684, we replaced it
at the end of 2010 with a tree based on the corresponding sequences ob-
tained from the Functional Gene Pipeline / Repository (FGPR) (available
at http://fungene.cme.msu.edu/). This new tree contains sequences of the
particulate methane monooxygenase alpha subunit (pmoA) and the ammo-
nia monooxygenase (amoA) (Figure 4.7). The amoA sequences were added
because the enzymes are close homologs and both can use ammonium as well
as methane as a substrate [141–143]. Thus this phylogenetic tree stands for
two very important metabolic pathways: Methane fixation and nitrification
(ammonia oxidation).
4.3.4 Reverse dissimilatory sulfite reductase
The reverse dissimilatory sulfite reductase (DsrAB) is one of the key enzymes
of the sulfur circle [144]. There are two forms of DsrAB; the first is used by
sulfur-oxidizing prokaryotes (SOP) and the second by sulfite-reducing prokar-
yotes (SRP) for it catalyzes the opposite reaction. Our tree is based on the
sequences published by Loy et al. [145]. While we could reproduce the overall
tree structure established in their paper, we reject the grouping in ’bacterial’
and ’archaeal’ DsrAB, due to its internal inconsistency (Figure 4.8).
4.3.5 Cryptochromes and Photolyases
Cryptochromes are photoreceptors, which occur in bacteria and eukaroytes,
but have not yet been detected in archaea [146]. They are similar in sequence
and structure to the photolyases, which are a group of light activated DNA
repair enzymes. Both have been used in the ’subfamily approach’ by Singh et
al. 2009 [147] to detect functional novelty. The sequences were obtained from
the STRING database based on the information given in the aforementioned
publication. Of the four named gene families, we only used COG3406 and
COG0415. The sequences of COG4338 were too short to serve as suitable
markers and NOG16378 does not exist anymore in STRING 8.3.
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Figure 4.4: RuBisCO. Forms I - III of RuBisCO show carboxylase activity. Forms I and
II belong to the calvin cycle, and form III to the RuPP pathway. Form IV RuBisCO shows
no carboxylase activity and its function is not yet entirely clear, but at least some variants
are likely to take part in the methionine salvage pathway [134].
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Figure 4.5: NifH. Group I & II nitrogenase proteins are Mo-dependent. Group III is
Mo-independent and group IV uncharacterized [137].
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Figure 4.6: NifD. Group I & II nitrogenase proteins are Mo-dependent. Group III is
Mo-independent [137].
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Figure 4.7: Methane & ammonia monooxygenase. The tree contains sequences of
the particulate methane monooxygenase apha subunit (pmoA) and the ammonia monooxy-
genase (amoA).
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Figure 4.8: Reverse dissimilatory sulfite reductase (DsrAB). The two main groups
of DsrAB genes can be clearly distinguished: the rst belongs to sulfur-oxidizing prokary-
otes (SOP) and the second to sulte-reducing prokaryotes (SRP).
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Figure 4.9: Photolyoase & cryptochromes. We could recover the main groups of pho-
tolyases (CPD I and CPD II, the rst not monophyletically) and cryptochromes (cyryp-
tochromes and DASH). Additionally there is a large homologous group of not yet charac-
terized proteins (see also [147]).
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Validating the MLTreeMap algorithm
Validation of the MLTreeMap algorithm was an important task during all
stages of development. The results of the most thorough testing were in-
cluded in our publication (see chapter 9.1 for the details). As we have seen
in the introduction, most organisms in a metagenomic dataset are not anno-
tated and thus the actual species composition is unknown. This imposes a
general problem for all attempts to validate metagenomic algorithms, because
their accuracy is not directly measurable. Usually, this problem is solved by
creating artificial metagenomes with known phylogenetic origins for all se-
quences they contain [99]. We started to construct our own artificial datasets
by downloading the complete genomes of 85 organisms, which are part of
the reference set of MLTreeMap (11 archaea, 64 bacteria and 10 fungi). The
genomes were cut into sequences of 1’000 bp each (approximately the length
of a Sanger read) and then analyzed with MLTreeMap. As can be seen in
Figure 5.1, MLTreeMap produces highly accurate assignments in case of ar-
chaeal and bacterial sequences (93-97% of all assignments correctly identified
the phylogenetic sequence origin). In case of fungal sequences, the accuracy is
lower (57% correct assignments). Nevertheless, after concatenation of the re-
sults, the corresponding fungi emerged clearly, because the wrong assignments
were scattered all over the tree-of-life phylogeny with very small individual
placement weights (e.g. S. cerevisiae in Fig 5.1B).
Mavromatis et al. published three sets of artificial metagenomes, which
they proposed as benchmarking tools [99]. The datasets were constructed
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A B
C
Dataset n correct dist 1-2 dist 3 dist 4+
Archaea 503 97.81% 1.19% 0.20% 0.80%
Bacteria 2834 93.79% 4.02% 1.09% 1.10%
Fungi 849 57.60% 1.65% 1.18% 39.57%
simLC contigs 149 84.56% 8.05% 4.70% 2.69%
simMC contigs 210 78.10% 10.95% 9.52% 1.43%
simMC contigs 232 79.74% 9.91% 5.17% 5.18%
Figure 5.1: First MLTreeMap validation. A: Assignments of MLTreeMap were clas-
sied into four groups according to their node distance (i.e. the unweighted path length)
to the phylogenetic sequence origin. The rst group contained correct assignments, which
exactly matched the phylogenetic sequence origin (red marble). The second group con-
tained assignments with node distances of 1 and 2 (cyan marbles), and the third group
assignments with a node distance of 3 (yellow marbles). All other assignments (i. e. with
a node distance ≥ 4) were gathered in the last group. B: Assignments of S. cerevisiae
sequences within the tree-of-life phylogeny. The red circle highlights the correct assign-
ments. C: Analysis of the datasets according to the groups introduced in A. The number
of sequences, on which marker genes have been found, is shown in column 'n'.
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based on randomly selected sequencing reads from isolate genomes (available
through the IMG system [148]). Combining these sequencing reads allowed
for simulating metagenomes from microbial communities with various com-
plexity levels. The dataset simLC represents low complexity, simMC medium
complexity and simHC high complexity communities. Mavromatis et al. re-
ported that with tools like PhyloPythia [107], high quality assignments could
only be obtained for the low and medium complexity datasets with sequences
longer than 8 kb. For a first analysis, we downloaded and analyzed the con-
tig files of all three datasets, assembled with Phrap [149]. Only results for
sequences, which could be mapped to the MLTreeMap reference set at the
genus level or lower, were validated (98.7%, 99% and 93% of the simLC,
simMC and simHC assignments respectively). The results in Figure 5.1 C
show that MLTreeMap performs very well on all three datasets. The lengths
of the sequences, on which marker genes were detected, varied considerably,
the medians being 1297 bp (simLC), 1420 bp (simMC) and 1174 bp (simHC).
This preliminary and very straightforward analysis demonstrated that the
MLTreeMap pipeline produces highly accurate phylogenetic classifications of
metagenomic data. However, the constraint that all assessed sequences were
derived from organisms, which are part of the MLTreeMap reference set, had
two important disadvantages: The first was that this setting is highly artifi-
cial. As metagenomes are dominated by unannotated organisms, it is unlikely
that real environmental sequences have very close relatives in our reference
set. Second, BLAST based approaches are often more accurate than ML-
TreeMap if annotated sequences are among those that are to be phylotyped
(see e.g. in Figure 2 of our publication, shown in chapter 9.1). Thus we de-
signed a new test setting, which is closer to reality, and in which the advantage
of MLTreeMap over BLAST based approaches should become eminent: Prior
to the analysis of our own artificial metagenomes, we removed the corre-
sponding organisms from the MLTreeMap reference. As for the analysis of
the Mavromatis datasets, we now considered both singlet and contig data,
which increased the number of analyzed sequences and the underlying species
diversity. In case of the simMC dataset, the number of organisms in common
with our reference was now below 50%. As can be seen in Figures 2 and 3 of
our publication, MLTreeMap handles this more complex task very well and
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clearly outperforms MEGAN under these conditions.
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MLTreeMap for users
All resources on MLTreeMap are available at http://mltreemap.org.
6.1 The MLTreeMap web-server
The web-server of MLTreeMap provides a very intuitive user interface. Se-
quences can either be directly entered into the input box at the center of
the page or uploaded as a FASTA file (Figure 6.1). Optionally, each ML-
TreeMap run can be assigned a user-defined job identifier. After submission,
the web-server does some checks on the input (the most important being
whether it really contains DNA sequences). If the sequences pass this step,
the user will be guided to the ’submitted jobs’ page, where the ensuing re-
sults are displayed (Figure 6.2). They are listed according to job submission
time and labelled by a header in bold print (i.e. the optional job identifier
or ’unassigned’). Below each header follow the sequences, on which marker
genes have been detected. Clicking on the ’view results’ link of a job header
leads to a summary page, where the results can be downloaded as a zipped
tar repository (Figure 6.3). The corresponding link of a particular sequence
leads to a page with detailed information about the hit. While the user inter-
face of the web-server provides most relevant input options of MLTreeMap,
it also has some constraints to reduce server load: A job is limited to 50’000
sequences with maximum 100’000 bp each. For larger tasks, the MLTreeMap
stand-alone version has been developed.
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Figure 6.1: The MLTreeMap web-server I. Screenshot from http://mltreemap.org.
The interface contains a navigation bar, an input box for submitting sequences and an
information box with references and the version number.
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Figure 6.2: The MLTreeMap web-server II. Screenshot from the 'submitted jobs'
page of the MLTreeMap web server. The jobs are sorted according to their submission
time.
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Figure 6.3: The MLTreeMap web-server III. Screenshot of the results summary of a
completed MLTreeMap job. A visualization of the concatenated output is displayed below
the download link to the tar repository containing all results.
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6.2 The MLTreeMap stand-alone version
The first two parts of this section contain information on the downloadable
stand-alone modules of MLTreeMap and their motivation. We regard docu-
mentations as an essential part of any software and as an important service
to the user. Because of this we have written several extensive guides to ML-
TreeMap: two concern the downloadable modules and a third focuses on
modifications of the reference alignments. They are shown in the last three
parts of this section. Another more general description of the MLTreeMap
algorithm can be found at the documentation page of the web-server, but it
will not be reprinted here, since the information that it provides is covered in
this thesis.
6.2.1 The MLTreeMap core module
The core module of MLTreeMap is written in Perl with a special focus on
minimizing the number of dependencies. It works on Linux and MacOS sys-
tems. It is available on the download page of the MLTreeMap web-server
together with a detailed documentation (see also chapter 6.2.3). The module
already provides a series of pre-installed phylogenetic and functional marker
alignments, but it is easy to expand this reference set (see also chapter 6.2.4).
6.2.2 The MLTreeMap imagemaker
In contrast to the MLTreeMap web-server, which visualizes the results auto-
matically, this function is not a part of the stand-alone core module. Instead it
is provided by an independent program, called the MLTreeMap imagemaker.
This separation was made because of the imagemaker’s additional dependen-
cies, mainly resulting from the inclusion of the GD graphics library (available
at www.libgd.org). The MLTreeMap imagemaker supports all visualizations
known from the web-server, and further provides a mode for displaying differ-
ent datasets within the same phylogenetic tree, labelled with different colors
(see the documentation in chapter 6.2.5 for the details). The module and
its documentation are available on the download page of the MLTreeMap
web-server.
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6.2.3 The MLTreeMap documentation I
A guide to the stand-alone version of MLTreeMap
MLTreeMap is a software framework, designed for phylogenetic and functional analysis
of metagenomic data. It searches for instances of marker genes on nucleotide sequences
and deduces their most likely origin in a set of reference phylogenies. The current version
of MLTreeMap can be downloaded and installed individually. MLTreeMap runs on Mac
and Linux systems.
This guide can be downloaded from http://mltreemap.org/treemap_cgi/show_download_page.pl.
A) Installation of MLTreeMap
Step 1
Unzip and unpack the le 'MLTreeMap_package_2_04.tar.gz'.
Step 2
Enter the directory 'MLTreeMap_package_2_04/install/'.
Type 'make'.
The make program now creates the data structure of MLTreeMap (to be found in
'MLTreeMap_package_2_04/mltreemap_2_04/') and compiles most needed sub-
programs (hmmalign, Genewise and RAxML).
Step 3
BLAST and Gblocks have to be added manually. For this enter the directory
'MLTreeMap_package_2_04/install/sources/BLAST/'. Here you will nd a collection of
BLAST binaries. Choose the one appropriate for your system and copy it to the directory
'MLTreeMap_package_2_04/mltreemap_2_04/sub_binaries/'.
Repeat this for Gblocks
(to be found in 'MLTreeMap_package_2_04/install/sources/Gblocks/').
MLTreeMap is now ready to use. You can copy the directory mltreemap_2_04 to any
place you like (as well as renaming it). The only dependency of MLTreeMap is that you
must have Perl installed on your system.
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B) Usage of MLTreeMap
MLTreeMap has to be accessed on the command line.
An example for a valid input command is:
./mltreemap.pl i example_input/rubisco.txt
This will analyze the sequence in the le rubisco.txt and write the result to the output
directory 'mltreemap_2_04/output/'.
Further (optional) input parameters are:
-b number of bootstrap replicates (default: 0 i.e. no bootstrapping).
-c usage a computer cluster (0 = no cluster (default), s = sun grid).
-f RAxML algorithm (v = maximum likelihood (default), p = maximum parsimony).
-g minimal sequence length after Gblocks (default: 50).
-l long input les will be split into les of n sequences each (default: 2000).
-o output directory (default: output/).
-s minimum bitscore for the blast hits (default: 60).
-t phylogenetic reference tree (p = MLTreeMap tree (default), g = GEBA tree).
C) The MLTreeMap output
MLTreeMap searches for phylogenetic and functional marker genes. As soon as the re-
sults can be assigned to a specic marker gene, they are labelled accordingly by the rst
character of the output les.
Phylogenetic analysis:
a 16S rRNA reference tree
b 18S rRNA reference tree
g GEBA reference tree
p MLTreeMap reference tree
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Functional analysis:
c Photolyase & cryptochrome
d Reverse dissimilatory sulte reductase (DsrAB)
h NifH (K02588)
m Methane & ammonia monooxygenase
n NifD (K02586)
r RuBisCo (COG1850)
Additionally, each output le after the RAxML step gets a header line, providing this infor-
mation in words. In case of the RuBisCO example from above, the nal output le would
look as follows:
# Functional analysis, RuBisCO:
Placement weight 100%: Assignment of query to Acry 1067 (Acidiphilium cryptum) (6).
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6.2.4 The MLTreeMap documentation II
Adding new reference datasets to MLTreeMap
MLTreeMap is a software framework, designed for phylogenetic and functional analysis
of metagenomic data. It searches for instances of marker genes on nucleotide sequences
and deduces their most likely origin in a set of reference phylogenies. Part of this set
are tree-of-life phylogenies and several functionally important gene families. This guide
explains how to add further reference phylogenies to MLTreeMap.
This guide can be downloaded from http://mltreemap.org/treemap_cgi/show_download_page.pl.
To produce sequence placements in reference phylogenies, MLTreeMap needs 4 types of
reference les:
• Alignment files: these les contain the aligned reference sequences (proteins, not
DNA).
• Hmm files: a corresponding hmm le belongs to each alignment le.
• Tree files: these les contain the reference phylogenies in Newick-tree format.
• Translation files: sequence names within the alignment les and the tree les have
to be represented by numbers. The translation les allow MLTreeMap to change
those numbers back to names.
To create these les and integrate them into MLTreeMap follow the instructions below:
Step 1
Choose a name for your new alignment. It has to be 7 characters long. In the follow-
ing examples I will use 'markers' as name. You can exchange it with any wording (as long
as it is 7 characters long), but if lenames are concerned, the rest should be kept as it is
given in the guide.
Choose your marker genes. Create a le called tax_ids_markers.txt. In this le you
assign a number to each marker gene name (separate them with a tab).
e.g.
1 marker1
2 marker2
etc.
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Now rename your marker genes as follows:
marker1 becomes 1_markers (i.e. its number, followed by an underline and the name of
the entire alignment. MLTreeMap will need this information for parsing later on).
Step 2
Align the marker genes in FASTA format (we use MUSCLE to do so). As a result you
should get a le somewhat like this:
>1_markers
    MATNNVV    SELYQLA
>2_markers
   MMATTNVV     ELYQLA
etc.
Name the le according to the alignment name, which you have chosen in step 1 and
ad '.fa'. In our example the name would be 'markers.fa'.
Format this le using formatdb (available from NCBI). This is necessary for the BLAST
step of MLTreeMap.
./formatdb i markers.fa
Step 3
Use hmmbuild (available at http://hmmer.org/) to create the hmmle:
./hmmbuild s markers.hmm markers.fa
Step 4
Use a software (for consistency with the MLTreeMap pipeline preferably RAxML) to create
a phylogenetic tree based on your alignment. Save this tree in Newick format. Let us call
it 'markers_tree.txt'. It should look somewhat as follows:
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((1:0.333, 2:0.323), ...);
NOTE: The tree has to be rooted. If you have an unrooted tree, you can root it manually
(e.g. (A,B,C); becomes ((A,B),C);) or by using iTOL (http://itol.embl.de/upload.cgi).
NOTE 2: The sequence names within the tree should be represented by their numbers,
which you dened in step 1 (i.e. marker1 is 1, marker2 is 2 etc.).
Step 5
Copy the les to the following places in the MLTreeMap directory:
cp markers.fa MLTreeMap_home/data/alignment_data/
cp markers.fa MLTreeMap_home/data/geba_alignment_data/
cp markers.hmm MLTreeMap_home/data/hmm_data/
cp markers.hmm MLTreeMap_home/data/geba_hmm_data/
cp markers_tree.txt MLTreeMap_home/data/tree_data/
cp tax_ids_markers.txt MLTreeMap_home/data/tree_data/
Further, an entry is needed in the le MLTreeMap_home/data/tree_data/cog_list.txt.
To the last section (#functional_cogs) add a line similar to this (tab delimited):
markers y
This information tells MLTreeMap that there is an additional analysis to be done, based
on the 'markers' alignment. The names of the les containing results for this analysis will
begin with 'y_' (e.g. y_concatenated_RAxML_outputs.txt).
NOTE: This guide describes how to add a reference phylogeny, which is based on only
one alignment le. If you want to add a reference phylogeny based on several alignment
les (similar to our 'tree-of-life' phylogenies), it will be easiest to replace the phylogenetic
cogs in 'cog_list.txt' with your new cogs and thus to abolish the traditional 'tree-of-life'
analysis of MLTreeMap.
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6.2.5 The MLTreeMap documentation III
A guide to the MLTreeMap imagemaker
MLTreeMap is a software framework, designed for phylogenetic and functional analysis
of metagenomic data. It searches for instances of marker genes on nucleotide sequences
and deduces their most likely origin in a set of reference phylogenies. The MLTreeMap
imagemaker has been designed to visualize the placement results within the reference phy-
logenies. It is not part of the MLTreeMap stand-alone package and has to be installed
individually.
This guide can be downloaded from http://mltreemap.org/treemap_cgi/show_download_page.pl.
A) Installation of the MLTreeMap imagemaker
The MLTreeMap imagemaker consists of Perl scripts and has the following dependencies:
GD
Math::Trig
If these dependencies are satised, the MLTreeMap imagemaker is ready to use.
B) Usage of the MLTreeMap imagemaker
The MLTreeMap imagemaker has to be accessed on the command line and needs ML-
TreeMap output les as input.
An example for a valid input command is:
./mltreemap_imagemaker.pl i example_input
This will concatenate all les of the same analysis type into one le and then generate
the pictures (they will be written to the output directory
MLTreeMap_imagemaker_2_04/output/).
If you want to enter a single le as input, this is also possible:
./mltreemap_imagemaker.pl i example_input/p_E_coli_RAxML_parsed.txt
Optional input parameters are:
-b parameter for the size of the placement bubbles (default: 0.9).
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-d use dierent colors for dierent datasets (0: don't use this mode (default), 1: use
this mode). See below for a more detailed description.
-o use this option if you want to write the output to another directory than the default.
-r display 16S and 18S rRNA hits in dierent trees (default: 2) or in one tree-of-life
(1). Note: MLTreeMap treats the 16S and 18S rRNA reference data as two dierent
trees. But for displaying reasons it might make sense to print all results into a single
tree-of-life.
C) Detailed information about the –d input option.
The d option is designed to print the concatenated results from dierent datasets into
one single picture, while each dataset is represented by its own color. For the principle see
Figure 6.4.
This mode works only if you enter a directory as input e.g. i example_input (if you
enter only one le as input, the d option is irrelevant).
Currently the imagemaker supports up to 4 datasets. If your input directory contains
more than 4 les of the same type of analysis, the program will die with an error message.
You can expand the number of supported datasets by adding more colors in RGB format
to the le tree_data/available_dataset_colors.txt.
The input les are alphanumerically assigned to the content of this le.
E.g. Let us assume that the color list contains blue, green and red as follows:
0 0 255
0 255 0
255 0 0
Let us further assume that your input les are the same as in Figure 6.4. If that is the
case, then 'h_le_1...' will get the blue, 'h_le_2...' the green and 'h_le_3...' the red
color.
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Figure 6.4: The –d input option. Usage: ’./mltreemap_imagemaker.pl –i your_input –d 1’.
A: If you use the d option, each le in 'your_input' will be treated as an individual dataset
(as indicated by the colored bars). B: Before concatenating the les, each line is labelled
with a color code, representing its origin. C: The output picture is drawn according to this
color code. If several datasets have placements at the same nodes, pie chart bubbles are
drawn to represent the fractional weights.
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Outlook
The last decades have seen a tremendous increase of technical progress in all
areas. Metagenomics would not have been possible without the development
of high throughput techniques, and it has created the demand for a new gen-
eration of computational tools. The task of providing such tools has become
even more challenging due to the fact that the advances in sequencing speed
and cost effectiveness have far outpaced those in computer technology for over
five years now (i.e. sequencing technology moves considerably faster than
Moore’s law) [150]. A shared requirement for all tools in metagenomics is the
ability to handle large quantities of fragmented sequence data in a reasonable
amount of time. Several ways of reaching this goal have been developed, with
different focuses and standards of accuracy, speed and sequence coverage. We
have shown that MLTreeMap belongs to the high accuracy spectrum of tools,
at the cost of relatively low speed and coverage (MLTreeMap bases its anal-
yses on approximately only 1% of all sample reads). We consider this a very
acceptable trade-off, since most sequences do not contain a reliable phyloge-
netic signal. Future improvements of MLTreeMap can largely be divided into
two groups:
1. The direct scientific value of MLTreeMap: Regular updates and
extensions of the reference alignments are crucial, if MLTreeMap is to
continue to provide the scientific community with valuable and novel
insights into microbial communities.
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2. The MLTreeMap algorithm and code: Updates of the MLTreeMap
pipeline have to encompass more than just the reference alignments.
The source code has to keep pace with new technical developments and
requirements as well. There is considerable potential for further runtime
optimization and the recently implemented option for job handling on
a cluster HPC can also be refined.
The first task at hand concerns the output format of the MLTreeMap image-
maker and thus belongs to the second group of improvements. Our current
visualizations are delivered in the Portable Network Graphics (PNG) format,
which means that they are pixel-based. This has several disadvantages, even
though the pictures look very appealing: One of them is that locating spe-
cific species within the trees is very time-consuming because text searches
are impossible. It is further rather difficult to edit the pictures for display
on posters or in papers. The ratio between memory consumption and infor-
mation content is not ideal either: The high resolution images require about
3 MB of disk space, while the same images in a vector-based format would
need less than 300 KB. The most important drawback of the MLTreeMap
imagemaker is that it cannot display trees containing more than 300 leaves
properly with the current settings. As future trees will certainly exceed this
limit, this problem has to be solved. The most straightforward approach is
to increase the picture size, but if we take the points mentioned above into
account, this is not a good way of doing it. Using vector-based graphics on
the other hand would solve all these problems at once. Because of that, we
plan to switch the output format of the MLTreeMap imagemaker to Scalable
Vector Graphics (SVG). The recently published Newick utilities [151] appear
to be a very suitable framework for this. They are a bundle of shell programs,
capable of drawing tree visualizations in SVG. An important feature is that
they include CSS maps for modifying the appearance of the output trees.
The options provided by these maps include individual coloring of edges and
the possibility of adding ’ornaments’ to nodes. We can use the former for
labeling specific taxa and the latter for printing our sequence assignments
into the pictures. As a consequence the MLTreeMap imagemaker script will
be redesigned as a wrapper, which creates the CSS maps and launches the
Newick utilities. If their portability is good, we consider to include the re-
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vised MLTreeMap imagemaker and its functionalities into the MLTreeMap
core module. This would allow us to provide an automated visualization of
the results also in the stand-alone version, which would especially benefit the
computationally less experienced users.
As we have seen in the chapter on the MLTreeMap documentation, users
are encouraged to add their own phylogenies to the MLTreeMap reference set.
The task is not very difficult and has been successfully accomplished by sci-
entists from other labs, but it still requires a lot of manual work. To improve
this situation we plan to provide a novel ’tree automation pipeline’, which
is supposed to process and include a given set of sequences into both the
MLTreeMap core module and the imagemaker. As a first step, this implies
automating the procedure that is described in the second part of the ML-
TreeMap guide (see chapter 6.2.4). For properly prepared datasets with high
sequence identities, this should be relatively easy. The greater challenge is to
develop an additional algorithm, which is able to handle low quality datasets.
This is difficult because processing them requires searching and correcting
for minor annotation mistakes and, even more important, the pruning of se-
quences that do not align properly. The whole workflow has to be logged
and the user must be given the opportunity to influence the decisions made
by the algorithm (especially those regarding the pruning steps). The tree
automation pipeline further has to root the trees provided by RAxML at a
suitable place before they can be used by MLTreeMap. For this we intend to
provide two options: user-defined outgroup rooting and automated midpoint
rooting [152].
Another potential for improvement concerns the sequence examples, which
are available at the MLTreeMap web-server. Our log files indicate that they
are frequently used and that this often precedes the analysis of real datasets.
Thus we assume that many users check out the MLTreeMap algorithm first,
before they apply their data to it. Unfortunately our examples do not show
how MLTreeMap performs with whole metagenomes, because they contain
only one or two sequences each. The motivation for this was that they have
to be sufficient to demonstrate the main features of MLTreeMap without
causing much server load. To provide a more realistic example, we intend
to precompute several recent metagenomic datasets and make the results
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accessible on the web-server.
We have met an increasing interest in MLTreeMap since its publication in
2010. Some user requests were easy to answer, while others led to the de-
velopment of customized modes and algorithms. In one case, we designed
a special version of MLTreeMap: Instead of placing sequences into reference
phylogenies, this version constructs trees de novo that consist of our marker
genes and the query sequences which are mapped to them. In another case,
we designed a script to rank MLTreeMap results to taxonomic units, as we
did it in Figure 3 of our paper (chapter 9.1). The next reference alignment
that is to be added to MLTreeMap, has been suggested by a user of our
pipeline: It is the hydrazine oxidoreductase (HZO) gene [153,154]. HZO is an
important encyme in anammox bacteria, which do anaerobic ammonium ox-
idation. We further intend to add the hydroxylamine oxidoreductase (HAO)
to the alignment, because it is a member of the same gene family [155]. The
HZO/HAO tree will complement the information on functional properties of
microbial communities provided by our pmoA/amoA tree, because both HAO
and amoA are key enzymes in the nitrification reaction [156].
Recently, we have been approached by the developers of the SmashCommu-
nity software pipeline [157] for a very promising collaboration: They propose
to include MLTreeMap into SmashCommunity, a stand-alone tool for the
analysis of metagenomic data, which is also able to incorporate external soft-
ware. Contributing to this excellent software tool will be of great benefit for
MLTreeMap as it will increase its public use significantly.
Pursuing these tasks and keeping in touch with the users of MLTreeMap,
will ensure that our software pipeline is up to the challenges in metagenomics
for many years to come.
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Appendix
9.1 MLTreeMap - accurate Maximum Likelihood
placement of environmental DNA sequences into
taxonomic and functional reference phylogenies
9.1.1 Preface
We published MLTreeMap in BMC genomics in August 2010 [1]. I did the
(re-) implementation of the entire MLTreeMap pipeline and conducted the
validation testing. Due to the time gap between submission in April and
publication in August, the version of MLTreeMap described in the paper
(version 2.011) is not as advanced as the one on which the information given
in this thesis is based (version 2.04).
9.1.2 BMC Genomics, 2010
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MLTreeMap - accurate Maximum Likelihood
placement of environmental DNA sequences into
taxonomic and functional reference phylogenies
Manuel Stark1,2, Simon A Berger3, Alexandros Stamatakis3, Christian von Mering1*
Abstract
Background: Shotgun sequencing of environmental DNA is an essential technique for characterizing uncultivated
microbes in situ. However, the taxonomic and functional assignment of the obtained sequence fragments remains
a pressing problem.
Results: Existing algorithms are largely optimized for speed and coverage; in contrast, we present here a software
framework that focuses on a restricted set of informative gene families, using Maximum Likelihood to assign these
with the best possible accuracy. This framework (’MLTreeMap’; http://mltreemap.org/) uses raw nucleotide
sequences as input, and includes hand-curated, extensible reference information.
Conclusions: We discuss how we validated our pipeline using complete genomes as well as simulated and actual
environmental sequences.
Background
In the field of microbial genomics, successful laboratory
cultivation of naturally occurring microbes has become
a major bottleneck [1-3]; this limits and biases our
understanding of the biochemical capabilities and ecolo-
gical roles of microbes in their habitats. Since cultivation
is a prerequisite for standard genome sequencing
approaches, we are still lacking genomic information for
many important microbial lineages (including entire
phylum-level groups [4,5]). In addition, there is a
sequencing backlog even for those strains that have
been cultivated successfully; this however is being
addressed now by directed sequencing efforts that are
underway [6,7]. Nevertheless, the severe biases and the
large gaps in the worldwide collection of cultivated iso-
lates make it difficult to fully appreciate evolutionary
processes and microbial ecology, or to exploit the large
repertoire of microbial genes that might be relevant to
medicine and biotechnology. While techniques that ana-
lyze single cells, such as multiplexed microfluidics PCR
[8] or single-cell genome sequencing [9,10], can provide
unequivocal genomic data in the absence of cultivation,
these methods are still limited in terms of throughput
and usability. Thus, the approach that presently gener-
ates the largest amount of unbiased microbial genome
sequence data is ‘metagenomics’ ([11]; also termed
‘environmental sequencing’).
More than 200 metagenomics projects are currently
registered [5] at various stages of completion; these
address a wide variety of habitats and microbial lifestyles
[12-16]. Typically, in such projects, an environmental
sample is processed by lysing cells and indiscriminately
isolating genomic DNA; the latter is then fragmented
and shotgun-sequenced to a desired depth. However,
even when employing the latest next-generation, high-
throughput DNA sequencing technologies, the large
complexity and genomic heterogeneity of natural micro-
bial communities often preclude de novo assembly of
complete genomes from the data - instead, a large num-
ber of short to medium-sized sequence fragments are
obtained. From these, quantitative inferences can already
be made regarding genome sizes [17,18], recombination
rates [19], and functional repertoires [20,21], among
others. However, many of the perhaps more important
ecological questions require the assignment of the
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sequence fragments to the microbial lineage they origi-
nate from, a process called ‘binning’ [12,22].
An increasing number of algorithms have been
devised for this task; these can largely be divided into
two groups. The first consists of ‘unsupervised’
approaches [23-27], in which sequences are binned
using signature-based algorithms that focus on nucleo-
tide compositional signals (reflected in the relative fre-
quencies of short nucleotide ‘words’). These approaches
require no external reference information a priori;
instead, they learn to distinguish the major taxonomic
groups from the data itself (although subsequent assign-
ment to known taxonomic entities is often done). In
contrast, ‘supervised’ approaches [28-34] require exten-
sive, annotated, external reference information. For the
most part, these approaches interpret the results of
large-scale homology searches against sequence data-
bases, sometimes followed by phylogeny reconstruction;
the external reference information is usually derived
from the available fully sequenced microbial genomes.
For both types of approaches, the various implementa-
tions differ greatly in their speed, accuracy, coverage,
ease of installation and use, and in the interpretation
and visualization of the results. Owing to the size and
nature of the input data, formal phylogenetics algo-
rithms are relatively rarely used in these pipelines, with
three exceptions: Maximum Parsimony in [33], Neigh-
bor Joining in [29], and an approximate Maximum Like-
lihood approach in [34]. That the Maximum Likelihood
approach has not been applied more frequently is some-
what surprising, since it is arguably among the most
accurate and best-described techniques in phylogenetics
[35-38]. One reason for this is presumably the high
computational cost of this approach, which makes it dif-
ficult to execute for very large numbers of sequence
fragments.
Here, we describe a software framework ("MLTree-
Map”) that does employ full Maximum Likelihood, and
which is specifically designed for metagenomics
sequences. We significantly reduced the computational
costs through algorithmic improvements, as well as
through a focus on a restricted (but user-extensible) set
of informative gene families. The aim of the framework
is to cover the high-accuracy end of the tool spectrum,
with a particular focus on consistency across different
sources of input data. To achieve this, the package, a)
starts from raw nucleotide sequences to avoid inconsis-
tencies arising from different gene-calling strategies, b)
corrects for frame-shifts and other errors on the fly to
optimally extract marker genes, c) includes searches
against ‘off-target’ reference sequences to avoid the
detection of undesired deep paralogs, d) concatenates
marker genes when several of them are observed in a
given sequence fragment, and e) offers intuitive
visualization features, both via the command-line as well
as via the web-server. The framework contains hand-
curated reference phylogenies and alignments; in the
first full release that we describe here (MLTreeMap ver-
sion 2.011), these references encompass a total of 44
distinct gene families that have been selected to address
both taxonomic as well as functional aspects of micro-
bial assemblages.
Results and Discussion
We have previously outlined [31] and used [39,40] a
preliminary version of the MLTreeMap pipeline; how-
ever, this initial implementation was not designed for
deployment, only focused on phylogenetic information,
and was computationally very inefficient (it required up
to several hours of CPU time to assign a single nucleo-
tide sequence fragment). We have since achieved a
more than 100-fold speed-up, mainly by using more effi-
cient pipeline code, and by switching the employed
Maximum Likelihood phylogenetics engine from TREE-
PUZZLE [41] to RAxML [42,43]. This switch also
enabled us to deploy recent optimizations inside
RAxML that were specifically devised for this purpose
[Berger et al., submitted; preprint available at http://
arxiv.org/abs/0911.2852v1]. The basic work-flow of a
fully automated MLTreeMap run proceeds as follows
(Figure 1): First, a batch of input sequences (i.e., un-
annotated nucleotide sequences) are searched for the
presence of marker genes, by running BLASTX against
a curated collection of reference proteins (including ‘off-
target’ proteins where necessary). In a next step, all
detected instances of these marker genes are extracted
using GeneWise [44], based on Hidden Markov Models
(HMMs) that are provided as part of the MLTreeMap
pipeline; this establishes protein-coding open reading
frames and exhibits some tolerance to sequencing errors
such as frame-shifts or gaps. The query proteins are
then aligned to the corresponding reference proteins
using hmmalign [45], and the resulting alignments are
concatenated in case more than one marker gene is
located on a given fragment (this latter step only applies
to phylogenetic markers). Next, alignments are subjected
to mild gap-removal [46]; and subsequently they are
submitted to RAxML. There, the sequences are placed
in their most likely position within the corresponding
reference phylogeny. Importantly, RAxML is instructed
to fully maintain the input topology of the reference
phylogeny and to keep it fixed during the computations.
Upon launching, RAxML initially optimizes the Maxi-
mum Likelihood model parameters and computes all
branch-lengths of the reference tree, based on the align-
ment provided. Next, RAxML will insert (and subse-
quently remove again) the query sequence(s) one at a
time into every possible branch of the reference tree, re-
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optimizing the three branch lengths at the insertion
position for each attempt. The best-scoring position
(branch) for each query sequence is then reported.
Optionally, RAxML can use non-parametric bootstrap
to account for placement uncertainty. For the bootstrap
replicates, heuristics are deployed that only assess the
top 10% most promising placement branches as com-
puted on the original (non-bootstrapped) alignment and
thereby reduce run times for bootstrap placements by
one order of magnitude. Note that, under the settings
chosen for MLTreeMap, the actual likelihood computa-
tions in RAxML follow the standard Maximum Likeli-
hood approach under a standard protein evolution
model, for maximum accuracy. Finally, the results are
aggregated, reported in human-readable form and visua-
lized graphically in the context of the reference trees
(Figure 1). Currently, 40 of the reference protein families
that we provide are collectively used to assess the taxo-
nomic composition of the input sequences (these 40
families were selected based on universal occurrence in
all three domains of life, as near-perfect single-copy
genes [47]). Another four families serve as indicators for
the presence of crucial metabolic pathways (nitrogen
fixation, photosynthesis and methane assimilation). In
the current implementation, the processing of an
amount of DNA sequences that is equivalent to an aver-
age microbial genome takes about three to four hours
on a single CPU (more when bootstrapping is requested;
for example, the above runtime changes to 7 hours
when 10 bootstraps are done in each RAxML run). The
performance scales roughly linearly with the amount of
DNA to be processed; for example, a medium sized
metagenome (C1-oxidisers in lake water [48], at 37 Mb)
requires about 30 hours to compute on a single CPU; a
larger metagenome (220 Mb from a hot spring) requires
close to 200 hours. Since the individual DNA fragments
can be assessed independently, the pipeline can seam-
lessly be deployed onto a compute cluster (by splitting
the input, and aggregating the results afterwards).
To validate the performance of the MLTreeMap pipe-
line, we first tested its accuracy on short sequences of
known origin. These were generated by artificially
Figure 1 MLTreeMap: Placing anonymous sequence fragments into reference phylogenies. Top: overview of the procedure. Informative
marker genes (or fragments thereof) are automatically extracted from raw, un-annotated nucleotide sequence fragments, aligned to reference
sequences and then placed into externally provided gene trees using RAxML. Below: Overview of reference phylogenies that are currently
available in MLTreeMap.
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fragmenting fully sequenced genomes into non-
overlapping stretches of 1’000 base pairs each (this
length corresponds to current read lengths of the Sanger
sequencing technology, and it also matches the pro-
jected length of the upcoming next release of the 454
pyrosequencing technology). To avoid circularity, we
removed the corresponding genomes from our reference
alignments and pruned them from the trees. Thus, our
testing amounts to leave-one-out cross-validation. Note
that our phylogenetic reference tree is already non-
redundant at the genus level (with a few exceptions),
meaning that removal of the query genome usually
results in the next best relative to be available only at
the phylogenetic rank of ‘family’ or higher. The perfor-
mance of our approach was compared to that of two
widely used, previously published approaches, MEGAN
[28] and AMPHORA [33], which are based on BLAST
searches or Maximum Parsimony insertions, respec-
tively. The algorithmic challenge of our test varies from
query genome to query genome, depending on its phylo-
genetic position (depth) in the reference phylogeny. This
is illustrated, for two exemplary genomes, in Figure 2:
all three approaches deliver a good accuracy when the
query genome remains in the reference (i.e., 95% to
100% of correct placements, see top of Figure 2). How-
ever, when removing the query genome from the refer-
ence, together with increasingly distant relatives, the
accuracy of all three approaches decreases, as expected.
This is relevant, because actual environmental sequence
fragments will often be fairly unrelated to any fully
sequenced genome. Since in our test each query genome
is represented by 40 independent reference genes, the
resulting placements are spread out over the tree; this is
a good visual indication of the nature and extent of the
placement error (Figure 2). For the two arbitrary gen-
omes that we chose as examples in Figure 2, Maximum
Likelihood and Maximum Parsimony were both per-
forming significantly better than the BLAST-based heur-
istics implemented in MEGAN. Between the two,
Maximum Likelihood performed better in three
instances, whereas Parsimony insertion performed better
in one instance (note that all pre-processing steps and
reference sequences were kept exactly the same for the
latter two approaches, in order to facilitate their direct
comparison).
We next performed this test systematically, based on
85 complete genomes (11 Archaea, 64 Bacteria and 10
single-celled Eukaryotes (fungi); see Figure 3). This
involved testing 406’900 sequence fragments, of which
4’186 were found to contain at least one of our phyloge-
netic marker genes (i.e., our pipeline typically addresses
only about 1% of the sequences in any given sample, by
focusing on the most informative parts). We observed
that, overall, Maximum Likelihood placed 47.2% of the
query sequences at precisely the correct position in the
tree, and another 21.3% in close vicinity (i.e., at most
two nodes away in the tree). This compares favorably to
Maximum Parsimony insertion, using the exact same
sequence input (44.8% and 22.0%, respectively). This can
also be described in taxonomic terms: Maximum Likeli-
hood places 86.0% of the query sequences within the
correct phylum, and 61.2% even within the correct
order; these numbers are 83.8% and 55.6% for Maxi-
mum Parsimony, respectively. The gain in accuracy over
Maximum Parsimony is not dramatic, but it is statisti-
cally significant: when re-testing the fragmented bacter-
ial genomes in 1000 bootstrap runs (i.e., randomly
sampling genome fragments with replacement), the dis-
tributions of accuracy scores for the two approaches
were at least four standard deviations apart - testing
each of the levels ‘phylum’, ‘order’ and ‘family’. Overall,
there are notable differences with respect to the three
kingdoms of life: Bacteria are currently placed with the
highest accuracy, with Archaea being a close second,
whereas Eukaryotes are assigned with comparatively low
accuracy. The difficulties with Eukaryotes can be partly
attributed to the presence of more paralogs, and introns
(the latter can fragment marker genes), but presumably
also to mitochondria and other organelles, which intro-
duce non-eukaryotic versions of the marker genes we
employ.
We also assessed our procedure by applying it to
entire metagenomics datasets, both simulated [49] and
real [50]. For the latter, independent taxonomic infor-
mation is available, which is based on 16 S ribosomal
RNA genes that have been PCR-amplified and
sequenced from the very same sample [50]. As is sum-
marized in Figure 4, the results for both datasets are in
good quantitative agreement with the known (or mea-
sured) composition of the input data. In the case of the
simulated dataset [49], the task is necessarily somewhat
easier, since this set has been assembled by fragmenting
known genomes, and many of these genomes are also
contained in our reference phylogeny. Nevertheless, of
the 113 genomes that contributed to the ‘simMC’ data-
set [49], more than half (59) are not contained in our
reference; and of these, 7 are not even represented at
the genus level. In addition, the simulated set contains
genomes at widely differing levels of sequence coverage,
and the genome sizes are also quite variable (spanning
almost one order of magnitude). In spite of this, the
overall taxonomic composition is reliably recovered by
MLTreeMap, and none of the phyla known to be pre-
sent in the sample have been missed. For the real meta-
genomics dataset [50], the actual ‘target’ composition is
not known with much certainty, since the PCR-based
assessment that has been reported together with the
sample could itself exhibit intrinsic quantitative error.
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Figure 2 Leave-one-out validation: examples. Individual query genomes were fragmented (1’000 bp fragments) and then placed into
reference trees from which the corresponding genomes (or entire clades) had been removed. The assignments are shown graphically (small
circles). Note how the placements become increasingly scattered and imprecise upon removal of increasingly deep reference information.
MLTreeMap is shown compared to two popular approaches (note that MEGAN, while the least accurate, applies to a much larger fraction of
reads in a given sample and thus achieves the best coverage). Definitions of test success: *assignments are designated as correct when they are
no more than two nodes away from the target position in the tree. **for MEGAN, assignments are designated as correct when they are
mapping to the target phylum.
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Indeed, we observe that the MLTreeMap classification
appears somewhat more ‘balanced’ than the PCR-based
classification (see Figure 3C: the two most abundant
groups make up 88% in the PCR data, but only 67% in
the MLTreeMap data). This observation is of course not
conclusive: the actual composition of the original sample
could well be more biased than reflected in the meta-
genome. We do note that the distribution of 16 S genes
in the metagenome (not PCR-amplified) agrees some-
what better with the MLTreeMap classification than
with the PCR-amplified 16 S genes (data not shown), so
the observed discrepancy might at least partially be due
to the known amplification biases of PCR reactions on
mixed templates [51-53], or due to biases in cloning effi-
ciency [54].
Finally, we tested the MLTreeMap pipeline not only
with respect to taxonomic assignment, but also with
respect to the functional characterization of samples.
Currently, the pipeline covers four important enzyme
families (RuBisCO, Nitrogenase/NifD, Nitrogenase/NifH,
and Methane Monooxygenase). These families are repre-
sented by hand-curated alignments, and visualized in the
form of annotated protein trees. Future versions of
MLTreeMap will extend this set in order to cover a sig-
nificantly larger number of important diagnostic pro-
tein/enzyme families that are indicative of core
functions (metabolic and otherwise [55-59]). Figure 4A
shows a typical result of MLTreeMap for the functional
classification of a set of environmental sequence
samples. Three datasets are shown, that each contain
representatives of the RuBisCO enzyme family (Ribu-
lose-1,5-bisphosphate carboxylase oxygenase). The mere
presence of these genes in the sample could also have
been deduced from simple BLAST searches on the data;
however, the summary shown in Figure 4A reveals cru-
cial, additional information: first, the mapped sequences
Figure 3 Systematic validation. MLTreeMap is tested on three different types of input (fragmented genomes, as well as simulated and real
metagenomes). In all cases, the pipeline has been run with default settings, using the extended reference phylogeny based on Ciccarelli et al.
[47].
Stark et al. BMC Genomics 2010, 11:461
http://www.biomedcentral.com/1471-2164/11/461
Page 6 of 11
9.1 BMC Genomics, 2010
67
show a clear separation into distinct sub-families of
RuBisCO. The surface seawater sample is dominated by
subfamily #1, the plant surface sample by subfamily #4b,
and the distal human gut by subfamily #4a and other
unclassified parts of the tree (subfamilies are designated
according to [60]). Second, the functional placements
tend to corroborate the taxonomic assignments that
MLTreeMaps reports for the same samples (not shown);
this enables checks for consistency and/or unexpected
horizontal transfers. And third, the placements can be
seen to differ dramatically in their distance from the
root, that is, in their evolutionary ‘depth’ with respect to
previously known members of the family. For example,
in the case of the surface seawater, virtually all
sequences were very close to the tips of the tree, in
other words closely related to known examples of
RuBisCO (mainly from Cyanobacteria and alpha-
Proteobacteria). In contrast, instances of RuBisCO-like
proteins in the human gut were observed much closer
to the root, i.e., at a greater evolutionary distance from
previously known sequences and in non-canonical sub-
families. From this, it would be much harder to predict
their functions, and it is indeed conceivable that they
are not functioning in CO2 fixation, but rather in other,
possibly sulfur-related metabolic pathways (methionine
salvage or yet other, uncharacterized pathways [60-62]).
The standardization and ease of use provided by
MLTreeMap allow for consistent, semi-quantitative
analysis of the functional coding potential of entire
collections of metagenomics samples - as an example,
Figure 4B shows combined data for 11 distinct metagen-
omes. In this case, the coding capacities for nitrogen
fixation and CO2 fixation have been compared across
samples and sites. Large differences become apparent,
including the known paucity of nitrogen fixation genes
in some environments [63], but also surprises such as
nitrogenase-like genes in the distal human gut. Here
again, the availability of the annotated reference trees in
the MLTreeMap output is crucial: the sequences are
likely of a non-canonical, archaeal type, related to genes
in Methanobrevibacter smithii, and are thought to func-
tion in a process other than nitrogen fixation [64,65].
For both, functional as well as taxonomic assignments,
MLTreeMap offers a number of user-definable para-
meter settings. Users can chose which of two phyloge-
netic reference trees to use (modified from [7] or [47]),
Figure 4 Functional characterization of metagenomes. A) Three published environmental sequence datasets have been searched for
instances of the RuBisCo and RuBisCo-like enzyme families, using MLTreeMap. Colored spheres represent sequences mapping to a specific
position in the tree, whereby the area of each sphere indicates the relative amount of sequences. The resulting placements are largely non-
overlapping, suggesting distinct functional RuBisCo classes encountered/required at each of the environmental sites. B) Several datasets, as
available at [69] and [70], were assessed with respect to two metabolic functions (CO2 fixation, and nitrogen fixation, respectively). All counts
were normalized with respect to sampling depth, and are thus directly comparable.
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and whether to use Maximum Likelihood or Maximum
Parsimony (the latter works faster but is somewhat less
accurate; see Figures 2 and 3). When choosing Maxi-
mum Likelihood, users can also request bootstrap repli-
cates. However, bootstrapping will in most cases not be
necessary since the input data is already divided into
many independent sequence fragments (these constitute
‘bootstraps’ in some sense; the fragmentation is due to
the lack of assembly in most metagenomics projects).
Bootstrapping could of course be turned on for specific
cases of interest, but for assessing entire datasets it is
probably less advisable. This is because individual
RAxML runs using all the columns of a given sequence
alignment yield more accurate results than each indivi-
dual bootstrapping run in which columns have been re-
sampled [on average, only 65% of distinct input columns
are used in each bootstrap, Berger et al., submitted; this
becomes an issue particularly when input sequences are
rather short to begin with]. The overall accuracy of
MLTreeMap is fairly good already, but it could be
further enhanced by improving the coverage and even-
ness of the reference trees and also by optionally giving
deeply assembled contigs (i.e., those with high read cov-
erage) correspondingly more weight in the final aggrega-
tion step. Future versions of the pipeline could also
likely be optimized further with regards to computa-
tional speed - we note that currently much time is still
spent outside RAxML, in the pre-processing steps. If
further speed-ups can indeed be achieved, then the pipe-
line should cope well with further advances in sequen-
cing technology - perhaps even to a point in the future
when much of the raw data will be discarded immedi-
ately after sequencing, and only genes of interest (such
as the phylogenetically and functionally informative
genes assessed by MLTreeMap) will be kept.
Conclusions
MLTreeMap performs consistent and rapid placements
of metagenomics sequence fragments into high-quality,
manually curated reference phylogenies - with high
accuracy, albeit covering only a restricted fraction of any
given sample (around 1%). It focuses on phylogenetically
and functionally informative genes, thereby aiming to
capture and characterize core aspects of a microbial
community. MLTreeMap is one of only a few frame-
works that can address microbial eukaryotes on an
equal footing with prokaryotes, and it can easily be
extended by the user (with any specific gene family of
interest). The pipeline will likely be best put to use
when analyzing hundreds of samples in comparison: this
should ultimately reveal quantitative correlations
between certain taxonomic clades and certain functional
gene abundance profiles, thus helping to address the
classic question of ‘who does what’ in microbial
assemblages.
Materials and methods
Data Sources
Annotated protein-coding genes from fully sequenced
genomes were downloaded from STRING [66] and
RefSeq [67]. The phylogenetic ‘tree-of-life’ references
were obtained from [7] and [47], but were subsequently
modified: we removed genomes for which we were
unable to obtain sequences, at the time, and added
others. For the tree of [47], we made the representation
of organisms non-redundant at the genus level, with a
small number of exceptions for fast-evolving genera, and
recomputed the best Maximum Likelihood tree, while
keeping fixed the original topology of the published tree
(’constraints’ in RAxML). This computation was based
on concatenated alignments of the exact same 40 refer-
ence genes as used by MLTreeMap. Note that the pur-
pose of MLTreeMap is not to generate tree-of-life
phylogenies de novo; instead these trees are provided
externally [7,47], we therefore chose to maintain their
published topology. For the four functional reference
families, gene family information was obtained from
KEGG [68] (nifD: K02586, nifH: K02588, MMO:
K08684) and from STRING [66] (RuBisCO: COG1850).
In total, the current release 2.01 of MLTreeMap con-
tains 11,069 genes in the reference data; on average,
each gene family of interest is represented by 252 genes.
Implementation and Use
MLTreeMap is provided both online (albeit with input-
size limitations) as well as offline in form of a com-
mand-line executable. The latter is designed with as few
external runtime dependencies as possible: BLAST,
GeneWise, HMMER and RAxML. Visualization of the
results is optional, and a separate Perl-script (with addi-
tional dependencies) is provided for this purpose. When
using the pipeline, individual reports are generated for
each sequence fragment on which marker genes were
detected. Aggregated reports are also generated, but this
step may have to be repeated by the user (for example
when running the pipeline in parallel on separate
machines, or when re-weighting the fragments according
to additional, external information such as assembly
depth or sample size).
The MLTreeMap pipeline has only a few configurable
parameters (including: choice of phylogenetic placement
method, number of bootstraps, and choice of taxonomic
reference phylogeny); other settings are hardcoded with
the following default values: required significance of initial
BLASTX hits (e = 0.01; database size fixed at 1’000’000),
gap removal parameters for Gblocks (-t = p -s = y -u = n
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-p = t -b3 = 15 -b4 = 3 -b5 = h -b2 = [0.55 · #alignmen-
t_rows]), and required sequence length of the marker
genes after alignment and gap removal (50 amino acids).
Due to this latter threshold, the pipeline will not yield
much useful information for samples with typical read
lengths below 300 base pairs (indeed, 500 bp or longer is
recommended). The Maximum Likelihood insertion in
RAxML is typically done under the following settings:
“-f v -m PROTGAMMAWAG” (the WAG substitution
model yields the best likelihood scores on the phylogenetic
reference trees, compared to all other amino acid substitu-
tion models available in RAxML; this was assessed using
the RAxML “-f e” option for tree evaluation). For only 7 of
the 44 protein families, a substitution model other
than WAG is used (RTREV for COG0049, COG0090,
COG0092, COG0093 and COG0100; CPREV for
COG0201 and BLOSUM62 for Methane Monooxygenase).
RAxML works with unrooted trees; however, the MLTree-
Map pipeline reports all results in the context of rooted
trees, for convenience (the re-rooting is hardcoded for
each reference tree). Note that the actual Maximum Like-
lihood insertion step in MLTreeMap is clearly defined and
fairly generic - it could in principle be performed also by
software other than RAxML (for example by the PPLA-
CER program; Matsen et al., personal communication;
preprint at http://arxiv.org/abs/1003.5943). MLTreeMap
can be compiled and executed locally, and previous ver-
sions are maintained at our website, for reference
(together with the corresponding reference alignments
and trees). We plan to update MLTreeMap yearly - each
time updating the reference alignments with data from
newly sequenced genomes, and extending the repertoire of
functional reference families.
Validation
For the validation tests based on whole genomes, the
query genomes were artificially fragmented into non-
overlapping, consecutive stretches of 1’000 base pairs
each. Prior to each test, the respective genome was
removed from the reference phylogeny to avoid circular-
ity, and MLTreeMap placements were made using either
Maximum Parsimony or Maximum Likelihood (all other
settings were identical; bootstrapping was not used).
The resulting placements were then compared to the
known positions of the query genomes in the reference
tree, either by assessing the node distance or the taxo-
nomic assignment. For the latter, the newly placed frag-
ment was assigned to the highest taxonomic rank for
which all genomes in the clade below the placement
branch were in agreement. For the tests based on simu-
lated metagenomes, we chose the Phrap assembly of the
‘medium complexity’ simulated dataset, available at
http://fames.jgi-psf.org/. The expected target composi-
tion of this set is not simply defined by the list of
constituent genomes [49]; instead, since the relative gen-
ome representation depends on the read coverage of
each genome in the simulated set, we weighted all gen-
omes accordingly.
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9.2 The STRING database in 2011: functional interaction
networks of proteins, globally integrated and scored
9.2.1 Preface
Establishing protein networks is crucial for the understanding of cellular func-
tions. Nevertheless this is an extremely challenging task because there is a
multitude of possible functional connections between proteins and detecting
those interactions is not easy. STRING is a database dedicated to presenting
integrated information on annotated protein-protein interactions, as well as to
predicting them de novo. Even though I was mainly involved in the STRING
development during my master’s thesis [135], I kept supporting the STRING-
team during my work as a PhD student. For the 2011 paper I designed a
software module, which checked the 1’100 proteomes that were to be used in
STRING for the presence of our 40 phylogenetically relevant protein-coding
marker genes. As they are ubiquitous in most known organisms, their pres-
ence is also an indicator of the quality of the proteomes. Using this pipeline,
we detected one proteome, which we had to reject due to bad annotation
(Giardia intestinalis). There were two others that possessed only about 20
markers, but in these cases this was likely to reflect biological reality. The
reason for this was that these proteomes belonged to organisms, which are
obligate intracellular endosymbionts (Candidatus Carsonella ruddii PV and
Candidatus Hodgkinia cicadicola Dsem). In addition to this quality check I
also gave support to the people working on the confidence scoring system of
STRING.
9.2.2 Nucleic Acids Research, 2011
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ABSTRACT
An essential prerequisite for any systems-level
understanding of cellular functions is to correctly
uncover and annotate all functional interactions
among proteins in the cell. Toward this goal,
remarkable progress has been made in recent
years, both in terms of experimental measurements
and computational prediction techniques. However,
public efforts to collect and present protein inter-
action information have struggled to keep up with
the pace of interaction discovery, partly because
protein–protein interaction information can be
error-prone and require considerable effort to
annotate. Here, we present an update on the
online database resource Search Tool for the
Retrieval of Interacting Genes (STRING); it provides
uniquely comprehensive coverage and ease of
access to both experimental as well as predicted
interaction information. Interactions in STRING are
provided with a confidence score, and accessory
information such as protein domains and 3D struc-
tures is made available, all within a stable and con-
sistent identifier space. New features in STRING
include an interactive network viewer that can
cluster networks on demand, updated on-screen
previews of structural information including
homology models, extensive data updates and
strongly improved connectivity and integration
with third-party resources. Version 9.0 of STRING
covers more than 1100 completely sequenced
organisms; the resource can be reached at
http://string-db.org.
INTRODUCTION
Proteins can form a variety of functional connections with
each other, including stable complexes, metabolic
pathways and a bewildering array of direct and indirect
regulatory interactions. These connections can be
conceptualized as networks and the size and complex
organization of these networks present a unique oppor-
tunity to view a given genome as something more than just
a static collection of distinct genetic functions. Indeed, the
‘network view’ on a genome is increasingly being taken in
many areas of applied biology: protein networks are used
to increase the statistical power in human genetics (1,2), to
aid in drug discovery (3,4), to close gaps in metabolic
enzyme knowledge (5,6) and to predict phenotypes and
gene functions (7,8), to name just a few examples.
While clearly very useful, the annotation and storage of
protein–protein associations in databases is less straight-
forward than for other types of data (such as genomic
*To whom correspondence should be addressed. Tel: +49 6221 387 8526; Fax: +49 6221 387 8517; Email: bork@embl.de
Correspondence may also be addressed to Lars J. Jensen. Tel: +45 35 32 50 25; Fax: +45 35 32 50 01; Email: lars.juhl.jensen@cpr.ku.dk
Correspondence may also be addressed to Christian von Mering. Tel: +41 44 6353147; Fax: +41 44 6356864; Email: mering@imls.uzh.ch
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sequence data or taxonomy information). This is because
functional interactions between proteins can span a wide
spectrum of mechanisms and specificities, often have
high error rates and may depend on biological context
(such as environmental condition or tissue type).
Consequently, considerable information is needed to
describe the various aspects of a given protein–protein
association and a number of standards have been
developed for this purpose with distinct levels of expres-
sivity and specialization (9–13). Likewise, the actual
annotations and interaction records themselves are scat-
tered over a number of public resources. Experimental
data on physical protein–protein interactions are mostly
stored in a group of dedicated databases that together
form the International Molecular Exchange (IMEx)
consortium (14–21). Annotated pathway knowledge is
mostly kept in a separate set of resources (22–24) and
yet other interactions can be found in various organism-
specific databases (25,26) or text-mining resources (27,28).
Furthermore, a number of algorithms have been
devised that allow de novo prediction of functional
links between proteins (29–32), albeit usually with
considerable rates of false positives and without pro-
viding hints on the specificity and type of a predicted
interaction.
Given all these distinct types and sources of protein–
protein association information, it is highly desirable for
users to have an integration and re-appraisal that can be
easily searched and browsed, at one single site. The Search
Tool for the Retrieval of Interacting Genes (STRING)
database resource aims to provide this service, by acting
as a ‘one-stop shop’ for all information on functional links
between proteins. It is by no means the only such site:
related resources that are currently being actively
maintained include VisANT (33), GeneMANIA (34),
N-Browse (35), I2D (36), APID (37), bioPIXIE (38) and
ConsensusPathDB (39). Each of these sites has unique
features and distinct strengths and users should carefully
compare them for any specific task at hand. The main
strengths of STRING lie in its unique comprehensiveness,
its confidence scoring and its interactive and intuitive user
interface. STRING is the only site to cover hundreds (and
soon more than 1100) organisms—ranging from Bacteria
and Archaea to humans. This large number of organisms,
represented by their fully sequenced genomes, also enables
STRING to periodically execute interaction prediction
algorithms that depend on exhaustive genome sequence
information. The resource also transfers interaction infor-
mation between organisms where applicable, thereby
significantly increasing coverage particularly for poorly
studied organisms. The confidence scoring is another key
feature of STRING, giving guidance to users who want to
balance different levels of coverage and accuracy. Lastly,
the unique and compact user interface enables fast and
ad hoc use of the resource, with a quick learning curve
and no need for setup or installation.
Here, we briefly describe the content and procedures
currently used in STRING and describe new features
that have been added since our last update on the
resource (40).
User experience and content
Users enter STRING via its web portal (http://string-db
.org) and identify one or more proteins of interest. Various
types of identifiers are recognized by the system and a
full-text search on gene annotations is conducted in
parallel to aid in the identification. Using the search
results, STRING will either recognize automatically or
ask the user to disambiguate, the organism of interest.
The user is then presented with the input protein(s) in
the context of a graphical network of interaction
partners (Figure 1). From this network, pop-up windows
lead to detailed information on each node (or edge) in the
network, providing accessory information on a protein or
on the evidence behind a proposed connection. The
network display can be modified by adding or removing
proteins, changing the required confidence level and by
selecting or de-selecting certain evidence types (for
example, users might choose to filter out the results of
computational predictions).
The interactive network viewer in STRING has been
re-designed extensively. It is now based on Adobe’s
Flash Player (version 10 or better is recommended) and
allows users to freely reposition nodes in the network.
Optionally, this can be done while running a spring-
embedded layout algorithm in real time. Upon switching
to the ‘advanced’ mode of the viewer, users can also
apply clustering algorithms to the network (41–43),
which is then visually partitioned accordingly, in real
time. All of this can be done in the context of a
user-supplied background illustration; publication-ready,
high-resolution image files can then be exported. Search
results can also be saved in a number of abstract file
formats for later use elsewhere, including the proteomics
standards initiative-molecular interaction format
(PSI-MI) molecular interaction standard (9). The protein
information pop-up window (Figure 1, bottom) has also
been re-designed using the Flash framework and now
shows all available 3D structure information for a
protein in the context of its domain architecture, which
can be browsed interactively along the protein from N- to
C-terminus. Apart from PDB entries, the structure
information now also includes pre-computed homology
models, made available via a collaboration with the
SwissModel repository (44).
The current extent of protein–protein association
information in STRING is summarized in Figure 2.
The majority of associations actually derive from
predictions—either from prediction algorithms that are
based on analyzing genomic information (‘genomic
context’-methods) or from transferring associations/
interactions between organisms (‘interolog’-transfer).
Importantly, all associations in STRING are provided
with a probabilistic confidence score, which is derived
by separately benchmarking groups of associations
against the manually curated functional classification
scheme of the KEGG database (22). Each score represents
a rough estimate of how likely a given association
describes a functional linkage between two proteins that
is at least as specific as that between an average pair
of proteins annotated on the same ‘map’ or ‘pathway’
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in KEGG. The various major sources of interaction/
association data in STRING are benchmarked independ-
ently; a combined score is computed which indicates
higher confidence when more than one type of informa-
tion supports a given association. All scores and
association data in STRING are pre-computed and are
also available for wholesale download (free for non-profit
institutions). Fully sequenced genomes in STRING are
imported from RefSeq (45) and Ensembl (46), as well as
from a number of dedicated sites, and are hand-screened
for completeness and non-redundancy. For this large
space of complete genomes, STRING also stores the
results of exhaustive cross-genome homology searches,
in order to be able to transfer interactions among
organisms. As of version 9.0, this extensive body of
protein–protein similarity data is imported from and
cross-linked with the Similarity Matrix of Proteins
(SIMAP) project (47).
Figure 1. Protein network visualization on the STRING website. The figure shows a composite of two screenshots, illustrating a typical user
interaction with STRING (focused on a specific protein network in Saccharomyces cerevisiae). Upon querying the database with four yeast
proteins, the resource first reports a raw network consisting of the highest scoring interaction partners (upper left corner). This network can then
be rearranged and clustered directly in the browser window revealing tightly connected functional modules (arrow). For each interaction (or protein),
additional information is accessible via dedicated pop-up windows; the bottom part of the figure shows an exemplary pop-up with the information
regarding a specific yeast protein.
Nucleic Acids Research, 2011, Vol. 39, Database issue D563
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It should be stressed that interactions in STRING are
not limited to direct, physical interactions between two
proteins. Instead, proteins may also be linked because,
for example, they exhibit a genetic interaction or are
known to catalyze subsequent steps in a metabolic
pathway. Most associations, especially when derived
from one of the prediction algorithms, currently can
neither be specified with much precision in terms of their
mode of interaction, nor in terms of the cellular conditions
under which they occur (e.g. development time points,
environmental conditions, specific cell types, etc.).
Because of this, the fundamental unit stored in STRING
is the ‘functional association’, i.e. the specific and biologic-
ally meaningful functional connection between two
proteins. Within this definition, STRING aims to
uncover the entire space of ‘possible’ interactions for
any fully sequenced organism; it is likely that only a
subset of these interactions will be realized in any given
cell. The number of interactions stored in STRING has
grown considerably over the years and is projected to
grow further as more information becomes available.
Previous versions of the resource are kept accessible
online, such that studies that refer to a given version of
STRING can later be reproduced.
Integration with other resources
One central aim of the STRING project is to achieve and
maintain cross-connectivity and integration with other
public resources in a user-friendly manner. Apart from
making the entire SQL database back-end available for
download (free for non-profit institutions), this is mainly
achieved via the following routes:
First, the database maintains mutual HTML
cross-references with a number of widely used websites,
including UniProt (48), SMART (49), GeneCards (50)
and SwissModelRepository (44). Notably, such cross ref-
erences do not have to be limited to simple text-based
HTML links. Instead, partner websites can embed
minimized icon-previews of STRING networks within
their own web pages, using the capabilities of STRINGs
API interface (as described in the last update) (40).
The SMART and SwissModelRepository sites already
Figure 2. Association counts and data sources. The table shows the number of pair-wise protein–protein associations processed for STRING
(version 8.3), listed separately for three important model organisms as well as for the database as a whole. The associations are counted
non-directionally, i.e. protein pairs A–B and B–A are counted only once. Identical associations reported by different sources are counted separately
under each source, unless they can be traced to the very same publication record and have been imported from primary interaction databases (in case
several such databases agree on an interaction, it is arbitrarily counted for only one of them).
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use this option, requesting the network preview images—
when needed, at run time—based on pre-determined
name-space mappings. Such embedded previews do not
have to be limited to static images; external sites can
also provide pop-up windows for any protein of interest,
the content of the pop-up is then provided by STRING
[variants of this mechanism are currently used by the
resources Reflect (51) and ViralZone (http://expasy.org/
viralzone)]. As another new feature of the user interface,
permanent URLs can now be retrieved for almost all
pages served by STRING—this facilitates cross-linking
and archiving and also indexing by search engines and
meta-sites.
Second, partner websites can choose to embed the entire
STRING website into their own pages (52,53), for
example, using HTML inline frames (iframes). A notable
example for this is the BioGPS Community Gene Portal
System (53); this site provides ‘plugins’ through which
users can connect any number of external websites into
freely configurable screen layouts. A STRING plugin
has been established at BioGPS; it is currently among
the most frequently used plugins there.
Third, users can choose to work with STRING
networks from inside the Cytoscape software. Cytoscape
is a widely used open-source software framework for
network visualization and manipulation (54,55); it can
be very flexibly extended, with a rapidly growing
number of network-centered manipulation and analysis
tools. There are several options for loading STRING
data into Cytoscape: users can save a given network
from the STRING site to a local file, which can then be
opened by Cytoscape (preferably using the PSI-MI
format). Users can also query STRING directly from
within Cytoscape; this is made possible via a dedicated
plugin ‘StringWSClient’ that exposes much of the
STRING query interface, including organism disambigu-
ation. Lastly, the perhaps most important way to query
STRING from within Cytoscape is via the ‘PSICQUIC’
query interface (‘PSICQUIC Web Service Universal
Client’ in Cytoscape). PSICQUIC is a newly developed
Figure 3. Accessing STRING data from within Cytoscape. Two proteins from Escherichia coli were used as queries for the ‘PSICQUIC Web Service
Universal Client’ import-plugin of Cytoscape. Multiple databases have reported hits for these queries (upper left panel); in this case STRING has
reported the largest number of hits. The resulting four networks are largely non-overlapping, both in terms of name-spaces as well as in terms of the
actual interactors reported. The imported STRING network (right) is shown in detail; it can be used as the basis of further refinement,
post-processing and analysis in Cytoscape.
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standard that allows interaction queries across a growing
number of compliant database resources (56); STRING
has implemented this standard as of version 8.3 and can
thus now be queried directly alongside a number of other
resources (Figure 3).
Lastly, a new call-back interface allows STRING to be
‘branded’ by third-party resources, who may wish to
project their own information onto the STRING name
space and thereby onto the STRING network data
(Figure 4). This allows such resources to take advantage
of the extensive user-interface features of STRING, as
well as tapping into the existing user base, with very
little additional coding effort of their own. This mechan-
ism requires no specific setup on the STRING side—
instead, our resource is simply instructed to query the
third-party site at runtime, for any additional information
that is to be displayed alongside the STRING network.
Data updates at the STRING site are usually
accommodated automatically, since the name space itself
is changed only at the major release updates.
Published use cases
STRING has been used in projects of various scales—
both in large, organism-wide studies but also in focused
projects that are restricted to a few proteins or to a single
pathway only. Studies of the latter type often make use of
STRING as a discovery tool, taking advantage of the
pre-computed and confidence-scored association predic-
tions that it provides. Examples include the discoveries
of a missing enzyme in Bacillothiol biosynthesis in
Bacilli (57), of a previously unknown chaperone subunit
in Cytochrome C oxidase assembly (58) or of a missing
enzyme in uric acid degradation in mammals (59).
Another way to use STRING is to download and
extend its relational database schema; this can, for
example, be useful for projects dedicated to additional
types of information (e.g. small molecule interactors in
the case of our partner project STITCH) (60) or for
projects wishing to rely on a single source of completely
sequenced genomes with associated homology data (e.g. in
the case of the gene orthology resource eggNOG) (61).
Users not wishing to download and install the entire
database schema have the alternative to download
compact flat-files; these contain only the actual interaction
information or information regarding the interacting
proteins themselves (sequences, identifiers, etc.).
A unique strength of STRING lies in its comprehensive-
ness, albeit at the expense of considerable false-positive
rates. Because of this, organism-wide studies represent
perhaps the most interesting use cases and they are
probably best done when they involve integration of
orthogonal data types (since this may allow the noise in
both data sets to cancel out). Examples include the filter-
ing and extension of results from large-scale genetic
screens (62,63) or the annotation of large groups of
proteins having a specific post-translational modification
(64). Another intriguing application scenario is to use
STRING for search-space reduction in epistasis screens.
This is done under the assumption that gene loci showing
genetic epistasis should also often show up as functionally
linked in STRING. Indeed, this approach has been
demonstrated to work on human association mapping
data, providing the statistical power to link up loci that
show a non-additive effect when mutated together (1,2).
Approaches such as this are expected to gain further
power, as the information in STRING becomes even
more comprehensive and precise in future updates.
Figure 4. Projecting third-party data onto the STRING web-surface. STRING provides a consistent name space that encompasses genes, genomes,
protein and interaction networks, all of which can be easily searched and browsed. These features can now be employed by external web-resources,
via a simple call-back mechanism. External resources can provide cross-links to STRING, together with a call-back address capable of serving a
simple text-based interface protocol. At run-time, STRING will then automatically call the external site and project arbitrary ‘payload’ information
onto the protein network that is being browsed. The figure shows a fictitious example scenario, served from an in-house test server. As of version 9.0,
STRING will also be able to accept protein–protein connections as payload, showing them in a dedicated ‘evidence channel’ distinct from the seven
built-in channels. Implementation details are available in the online documentation.
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9.3 RNAi screen of Salmonella invasion shows role of COPI
in membrane targeting of cholesterol and Cdc42
9.3.1 Preface
Salmonella Typhimurium is a pathogen and notorious for causing diarrhea.
The mechanisms of host cell invasion are not fully understood, but certainly
encompass the following steps: a) docking of the pathogen at the host mem-
brane; b) effector translocation from pathogen to host; c) the folding of ’ruf-
fles’ by the host, which is induced by the effectors; d) host cell invasion by
the pathogen; e) maturation of the Salmonella-containing vacuole. To gain
further insights into these mechanisms the group of Wolf-Dietrich Hardt at
ETHZ conducted a siRNA screen comprising 6’978 genes. The knockdown
of 298 of these genes resulted in either an enhancement or a reduction of
invasion efficiency by a factor of more than 1.5. We were approached to
perform a cluster analysis of these candidate hits, as this might reveal func-
tional modules, which take part in the invasion process. Using hierarchical
clustering, we detected two clusters that showed a significant enrichment of
protein-protein interactions as annotated in the STRING database. The first
cluster contained a network around known regulators of membrane ruffling
(Cdc42, NckAP1) and the second contained genes belonging to the coatomer
complex, which is known to play an important role in membrane transloca-
tion. Together with their functionally already described members, the genes
contained within these clusters provide a suitable basis for future research,
which will further elucidate the process of bacterial host cell invasion.
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RNAi screen of Salmonella invasion shows role of
COPI in membrane targeting of cholesterol and Cdc42
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The pathogen Salmonella Typhimurium is a common cause of diarrhea and invades the gut tissue by
injecting a cocktail of virulence factors into epithelial cells, triggering actin rearrangements,
membrane ruffling and pathogen entry. One of these factors is SopE, a G-nucleotide exchange factor
for the host cellular Rho GTPases Rac1 and Cdc42. How SopE mediates cellular invasion is
incompletely understood. Using genome-scale RNAi screening we identified 72 known and novel
host cell proteins affecting SopE-mediated entry. Follow-up assays assigned these ‘hits’ to particular
steps of the invasion process; i.e., binding, effector injection, membrane ruffling, membrane closure
and maturation of the Salmonella-containing vacuole. Depletion of the COPI complex revealed a
unique effect on virulence factor injection and membrane ruffling. Both effects are attributable to
mislocalization of cholesterol, sphingolipids, Rac1 and Cdc42 away from the plasmamembrane into
a large intracellular compartment. Equivalent results were obtained with the vesicular stomatitis
virus. Therefore, COPI-facilitatedmaintenance of lipids may represent a novel, unifying mechanism
essential for a wide range of pathogens, offering opportunities for designing new drugs.
Molecular Systems Biology 7: 474; published online 15 March 2011; doi:10.1038/msb.2011.7
Subject Categories: membranes & transport; microbiology & pathogens
Keywords: coatomer; HeLa; Salmonella; siRNA; systems biology
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Noncommercial Share Alike 3.0 Unported License, which allows readers to alter, transform, or build upon
thearticle and thendistribute the resultingworkunder the sameorsimilar license to thisone. Theworkmust
be attributed back to the original author and commercial use is not permitted without specific permission.
Introduction
Salmonella enterica subspecies 1 serovar Typhimurium
(S. Typhimurium or S. Tm in this paper) is a common cause
of diarrhea in humans. Central to its pathogenicity is the ability
to invade gut epithelial cells (Patel and Galan, 2005;
Schlumberger and Hardt, 2006; McGhie et al, 2009). This
process is incompletely understood and requires an intricate
interplay of S. Typhimurium virulence factors and numerous
host cell factors. The whole range of host cell factors involved
in the invasion process has not been elucidated.
In order to invade epithelial cells, S. Typhimurium binds to
the host cell surface. This process can involve reversible
adhesion (e.g., via fimbriae) and irreversible docking via the
Type III secretion system 1 (T1; Misselwitz et al, 2011). Then,
T1 acts as a molecular syringe to inject virulence factors, so
called effectors (Figure 1A). Four key effectors, SopE, SopE2,
SopB and SipA, can trigger actin polymerization and mediate
epithelial cell invasion in a functionally overlapping manner
(Norris et al, 1998; Zhou et al, 1999; Schlumberger and
Hardt, 2006). Among the key effectors, SopE, a G-nucleotide
exchange factor for the Rho GTPases Rac1 and Cdc42 (Hardt
et al, 1998; Rudolph et al, 1999; Friebel et al, 2001), is the most
potent trigger of invasion. Both Rho GTPases signal to the
Arp2/3 complex, a powerful activator for actin polymerization
(Goley and Welch, 2006). Actin polymerization leads to the
formation of pronounced and characteristic ruffles on the
cellular surface (Finlay et al, 1991) facilitating invasion. Once
inside the host cell, S. Typhimurium is enclosed in a vacuole
which matures, acquires late endosomemarkers and positions
itself close to the nucleus (Guignot et al, 2004; Marsman et al,
2004). Inside this ‘Salmonella-containing vacuole’ (SCV),
S. Tm expresses a second set of virulence factors encoded on
the ‘Salmonella pathogenicity island 2’ (SPI-2) (Schlumberger
and Hardt, 2006).
While tremendous progress has been achieved toward
understanding the invasion of S. Typhimurium into host cells,
the picture is far from complete. Importantly, host cell factors
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required for S. Typhimurium invasion have never been
analyzed in a comprehensive and unbiased manner. RNAi
screening has recently been introduced to study host–patho-
gen interactions (Ramet et al, 2002; Agaisse et al, 2005;
Cheng et al, 2005; Pelkmans et al, 2005; Philips et al, 2005;
Derre et al, 2007; Kuijl et al, 2007; Cherry, 2008; Elwell
et al, 2008; Chong et al, 2009; Prudencio and Lehmann, 2009;
Hirsch, 2010). This systematic approach has significantly
advanced our understanding of the respective molecular
infection processes.
To better understand the mechanism of S. Typhimurium
entry, we performed a genome-scale RNAi screen for host
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proteins affecting SopE-mediated invasion into HeLa cells.
Our experiments identified actin cytoskeletal regulators and
proteins affecting host cell invasion, which were not pre-
viously implicated in this process. Systematic follow-up assays
revealed a novel functional link between the coatomer I (COPI)
complex, the maintenance of the membrane lipid composition
and the capacity of S. Typhimurium to manipulate its host cell.
This novel mechanism might be of general importance for
numerous bacterial and viral pathogens.
Results
An automated assay measuring S. Typhimurium
invasion into host cells
For large-scale screening of S. Typhimurium invasion, we used
a modified gentamycin protection assay. In our assay, HeLa
cells were infected for 20min with wild-type S. Typhimurium
(S. Tmwt (pM975); Supplementary Table SI) expressing GFP
under a SPI-2 promotor (pssaG). This GFP reporter is not
expressed by extracellular bacteria, but strongly inducedwhen
the pathogen resides within the SCV. After infection, medium
containing gentamycin (kills all extracellular bacteria) was
added, followed by a 4 h incubation step allowing for GFP
expression and maturation (Schlumberger et al, 2007).
Figure 1B shows specific GFP expression by intracellular
S. Tmwt (pM975; ‘green’) but not by bacteria remaining
extracellular (‘white’). The combination of gentamycin
protection and SPI-2-driven GFP expression resulted in a
specific and bright fluorescence signal of the intracellular
bacteria.
To establish a genome-wide screening system, we used
automatedmicroscopy and developed an automated algorithm
to identify and enumerate cells successfully invaded by
S. Typhimurium. The assay determines the fraction of infected
cells, as defined by the presence of at least one GFP-expressing
intracellular bacterium (Figure 1C, bottom right panel, red).
Preincubation of cells before the infection with medium
containing gentamycin reduced the fraction of infected cells
250- to 1000-fold (Figure 1D), confirming the high specificity of
the assay. In addition, toxins known to inhibit S. Typhimurium
invasion showed similar effects: Cytochalasin D and Latrun-
culin B, which disrupt the actin cytoskeleton, and Toxin B from
Clostridium difficile, which inactivates Rho GTPases, reduced
the fraction of infected cells by at least 90%. These
observations demonstrate that disruption of important host
cell signaling pathways yields pronounced signals in this
assay, validating the approach.
It should be noted that SPI-2 expression does not occur
immediately after Salmonella entry but requires a maturation
step of the SCV. Therefore, the modified gentamycin protection
assay would be sensitive to perturbations of S. Typhimurium
entry, the first steps of its intracellular life cycle, as well as SCV
fusion with the lysosome and can be considered as a global
assay probing Salmonella entry and SCV maturation.
Testing host cell genes for effects on
S. Typhimurium invasion
While a strain lacking the four key effectors SipA, SopE, SopE2
and SopB (S. TmD4 (pM975)) showed only marginal invasion,
an isogenic mutant lacking three key effectors with only SopE
remaining (S. TmSopE (pM975)) invaded almost as efficiently
as S. Tmwt (pM975) (Figure 1E). As expected, invasion of
the mutant without the Type III secretion system 1 (S. TmDT1
(pM975)) was negligible. On the basis of these observations,
we decided to use S. TmSopE (pM975) for our screen. This
circumvented any issues arising from the presence of SopE2,
SipAor SopB, as these functionally overlapping effectorsmight
mask phenotypes specific for SopE-induced host cell invasion.
To validate the assay, we screened a small targeted siRNA
library systematically depleting known actin nucleators,
including formins, the p21 subunit of the Arp2/3 complex
(ArpC3) as well as the Rho GTPase Cdc42 (Cdc42). Cells were
preincubated with siRNAs for 3 days and S. TmSopE (pM975)
invasionwas analyzed by automatedmicroscopy. Depletion of
ArpC3 reduced invasion by B95% (log2 median¼#4.2;
Figure 1F). A similar effect was observed after depletion of
Cdc42 (70%, log2 median¼#1.4). Depletion of Diaph1, Spire2
and Fmn2 resulted in only 32%, 26% and 25% reduced
invasion, respectively, and all other formins yielded even
weaker or no detectable effects on invasion at all. These data
are in line with the current model of S. Typhimurium host cell
invasion, which implicates that the activation of Rho GTPases
by SopE and subsequent activation of the Arp2/3 complex are
essential for SopE-mediated invasion (Schlumberger and
Hardt, 2006). In contrast, individual formins contribute
much less to S. Typhimurium entry. Overall, this experiment
confirmed that the image-based invasion assay is well
suited and sufficiently robust for performing a genome-scale
siRNA screen.
Figure 1 Establishment of an automated assay to analyze S. Typhimurium invasion. (A) Overview showing the invasion process of S. Typhimurium divided into five
major steps: (i) during the binding step, the bacteria attach to the cellular surface by reversible adhesion or irreversible docking; (ii) T1 is used as a molecular syringe to
inject effectors (shown in red) into the eukaryotic cell; (iii) these effectors in turn induce membrane ruffling; (iv) subsequently the cellular membrane encloses a bacterium
(membrane closure), thereby producing a Salmonella-containing vacuole (SCV, shown in blue); (v) after a maturation step, S. Tm genes important for intracellular
survival are induced (green). (B) Fluorescence image showing GFP expression of S. Tmwt (pM975) only after invasion into HeLa cells (green¼inside bacteria,
red¼actin, blue¼DAPI, white¼outside bacteria; scale bar¼20 mm). (C) Automated image analysis strategy: S. Tmwt (pM975) infection of HeLa cells followed by the
acquisition of nuclei (blue) and bacterial spots (green) using an automated microscope with a $ 10 objective. Images were analyzed using CellProfiler as follows:
recognition of nuclei, definition of cells, identification of bacterial spots and the allocation of these spots to cells (red outline¼infected cell, blue outline¼non-infected cell;
scale bar whole image¼100 mm, detailed image¼50 mm). (D) Verification of the automated assay testing inhibitors of Salmonella invasion. HeLa cells were infected with
S. Tmwt (pM975) and analyzed as described in (C). Pretreatment of HeLa cells with the inhibitors Cytochalasin D (Cyt. D), Latrunculin B (Lat. B), Toxin B (Tox. B) or the
antibiotic gentamycin prevents invasion. (E) Invasion efficiencies of various Salmonella strains into HeLa cells analyzed by the automated assay showing S. TmSopE
(pM975) invasion being as efficient as S. Tmwt (pM975). (F) Verification of the automated assay using siRNAs directed against different actin polymerization regulators.
Depletion of ArpC3 and Cdc42 reduces S. TmSopE (pM975) invasion (red line¼median of three siRNAs tested for each gene; log2 relative invasion¼% infected cells with
siRNA treatment divided by the median of % infected cells treated with control siRNA).
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A genome-scale screen for host cell proteins
affecting SopE-mediated invasion
To identify host cell genes affecting SopE-mediated invasion on
a genome scale, we used the ‘druggable genome’ siRNA library
(Version 2.0, Qiagen; Supplementary Table SII) covering 6978
human genes. The siRNAs were transferred into 384-well
dishes. Each dish included identical sets of controls for
siRNA transfection (Eg5 and Plk1 reduce cell number
significantly) and positive controls, including ArpC3 (known
negative effect on invasion) or gentamycin (kills bacteria
before invasion). These controls allowed direct comparison of
the data between the different plates and provided essential
quality controls.
SiRNA-transfected HeLa cells were infected with S. TmSopE
(pM975) at an m.o.i. of 64. In this screen, each gene was tested
with three independent siRNAs and each test was performed
in triplicates. The invasion efficiency was analyzed by the
modified gentamycin protection assay. For each plate, the
values were normalized to the median of all siRNAs on this
plate. In addition, z-score correction was performed, yielding
361 candidate hits from the uncorrected and 190 candidate hits
from the z-score corrected data (for details see Materials and
methods). ‘Hit’ genes encoding central subunits of the Arp2/3
complex (Actr2, Actr3) and Cdc42 showed strong inhibitory
effects, thus validating our approach (Figure 2A and B). On the
basis of the lists of candidate hits and possible interaction
partners not present in the original library, we assembled a
new library targeting 298 genes with four siRNAs per gene
(Supplementary Table SIII). This library also included siRNAs
to control for transfection efficiency (Eg5, Plk1 killing cells)
and effects on S. Tm invasion (ArpC3, Cdc42, Cfl1).
The library was tested in a confirmatory screen for SopE-
mediated invasion. S. Tm invasion was normalized using the
median of 12 control siRNAs targeting genes without effects on
S. Tm invasion in the druggable genome screen (Materials and
methods). This allowed normalization in spite of the highly
biased nature of the confirmatory library (i.e., containing hits
of the primary screen), which prohibited reliable threshold
calculation based on the screened library, itself. Therefore, a
hit was arbitrarily defined as a gene displaying a log2 of the
median of the 4 siRNAs p#0.5 or X0.3. The confirmatory
screen thus validated 72 hits (Figure 2A, insert; Supplementary
Table SIII). A subset of the results is represented in Figure 2C
and depletion efficiencies of these hits were verified (Supple-
mentary Figure 1). Some hits of the primary screen could not
be confirmed. This could be explained by off-target effects of
the oligos used in the initial screen. Additionally, in the
rescreen four instead of three oligos per gene were tested and
some of the oligos were newly designed by the company.
These slightly changed conditions could explain the different
results obtained in the initial and the confirmatory screen.
The list of confirmed hits included important regulators of the
actin cytoskeleton previously implicated in S. Typhimurium
host cell invasion (Figure 2B and C), as the heptameric Arp2/3
complex ofwhich both subunits tested in the druggable genome
screen showed strong inhibitory effects. Other examples include
Cdc42 (Chen et al, 1996) and the Nck-associated protein 1
(Nap1, nckp1; Shi et al, 2005; Hanisch et al, 2010), a component
of the Wave complex linking Rho GTPase activation to the
activation of the Arp2/3 complex (Goley and Welch, 2006).
In addition, we identified Profilin 1 (Pfn1), a well-characterized
actin binding protein which delivers actin monomers to sites
of actin polymerization (Pollard and Cooper, 2009), that has not
been studied before in the context of S. Typhimurium invasion.
Hits stimulating S. TmSopE (pM975) invasion efficiency included
adenylyl cyclase-associated protein 1 (Cap1; Balcer et al, 2003),
which mediates the breakdown of actin fibers and can affect
S. Typhimurium host cell invasion (Maciver and Hussey, 2002;
McGhie et al, 2004; Paavilainen et al, 2004). Therefore, these
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Figure 2 Genome-scale siRNA screen reveals host cell factors required for
Salmonella invasion. (A) Overview of relative invasion of S. TmSopE (pM975) into
HeLa cells transfected with siRNA of the druggable genome library. Values
represent the median of three siRNAs per gene. Median values above and below
1.5 times of the interquartile range were defined as positive (green) and negative
(red) hits, respectively. A confirmatory screen with 298 selected genes approved
72 hits from the genome-scale screen (inserted small graph). Positive (green)
and negative (red) hits were determined with median values above 0.3 and below
#0.5, respectively. (B) Example images of indicated hits from the screen
demonstrating reduced invasion of S. TmSopE (pM975) for Actr3- and Cdc42-
depleted cells and increased invasion in the absence of Itgb5 (blue¼nuclei,
green¼invaded bacteria; scale bar¼50 mm). (C) Relative invasion of S. TmSopE
(pM975) for selected hits from both screens (*P-valueo0.1, **P-valueo0.05,
NS¼not significant, Mann–Whitney U-test).
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hits confirm and extend the current model of SopE-mediated
host cell invasion. The screen also identified numerous novel
genes not previously linked to S. Typhimurium host cell
invasion. These hits include the sodium potassium ATPase 1
(Atp1a1; Kaplan, 2002), the ring box protein 1 (Rbx1), an
ubiquitin E3 ligase and essential partner for most of the proteins
of the Cullin family (Petroski and Deshaies, 2005) and subunits
of the heptameric COPI complex. Two subunits of the COPI
complex were present in the druggable genome library of which
COPB1 was missed. However, the depletion of all five subunits
in the confirmatory screen reduced Salmonella invasion.
Coatomer I is implicated in retrograde transport of vesicles
cycling between the Golgi apparatus and the endoplasmic
reticulum (Lee et al, 2002; Beck et al, 2009) and in anterograde
transport of some proteins (Pepperkok et al, 1993; Orci
et al, 1997). Two integrins, Itgb5 (Itgb5) and ItgaV (Itgav;
Shimaoka and Springer, 2003), were identified as strong
invasion-stimulating hits (Figure 2C). To the best of our
knowledge, the proteasome complex has not been implicated
in Salmonella invasion before. All seven a-subunits and five of
seven b-subunits were present in the genome-scale library, of
which two a- and two b-subunits were identified as hits, all of
which could be confirmed. The detailed composition of the
mediator complex implicated in protein splicing in various cell
types is still controversial (Conaway et al, 2005) but seems to
include more than 20 proteins, of which seven were present in
the initial library. Only Med4 was identified as a hit. It remains
unclear whether the remaining subunits were missed due to
experimental noise or whether an effect (if any) on Salmonella
invasion is restricted to Med4. Taken together, host factors
important for SopE-mediated S. Tm invasion comprise a
surprising variety of cellular components and are not limited
to well-established actin-regulating proteins.
Follow-up screen of candidate hits affecting host
cell binding
The modified gentamycin protection assay used in the screen
measures the presence of S.Tm in amature SCVand could thus
identify genes affecting any step of the invasion process. In
order to assign the hits to particular steps and enable
identification of functional links between the novel hits,
we developed step-specific secondary assays addressing S. Tm
binding, effector injection, cellular ruffling and membrane
closure.
Binding to the host cell is the first step of S. Typhimurium
invasion. Under the conditions used in the screen, binding is
mediated mainly by the T1 system itself (Lara-Tejero and
Galan, 2009; Misselwitz et al, 2011). In order to uncouple
binding from the subsequent steps of the invasion process,
we utilized the isogenic non-invasive strain S. TmD4 (Supple-
mentary Table SI). This strain encodes a fully functional T1
system, attaches via T1 to host cells and can efficiently insert
the T1 translocon conduit into the host cell membrane.
However, it lacks the four key effector proteins SipA, SopE,
SopE2 and SopB and is thus incapable of triggering the
subsequent steps of the invasion process, i.e., membrane
ruffling and invasion. To synchronize the binding process for
all cells of a well, we chose a short incubation time (6min) and
an m.o.i. of 82. The unbound bacteria were washed off, the
cells were fixed, and we stained the nuclei with DAPI and the
bound bacteria with an anti-LPS antibody (Materials and
methods). Automated microscopy and automated image
analysis were adapted to enumerate cells carrying bound
bacteria on the surface. Strikingly, mitotic cells always carried
much higher numbers of bound bacteria than non-mitotic
cells (Figure 3A and B, top panel). Cells neighboring mitotic
cells often displayed this phenotype aswell. The reason for this
increased binding phenotype is not understood. Nevertheless,
to increase the sensitivity of our assay, mitotic cells and their
direct neighbors were excluded from the analysis (Misselwitz
et al, 2010).
HeLa cells were seeded in 96-well dishes and transfected
with the siRNA library for the 298 candidate hits (four siRNAs
per gene), including siRNAs for quality control, i.e., Eg5, Plk1
(transfection controls), ArpC3, Cdc42, Cfl1 (strong effects on
infection) and the 12 siRNAs without detectable effect for
normalization. Binding was normalized to the control siRNAs
and a binding hit was defined as a gene displaying a log2 of the
median of four siRNAs p#0.5 or X0.3. By these criteria, 15
hits displayed increased binding and 38 hits displayed
decreased binding (Figure 3C; Supplementary Table SIII).
Several examples are shown in Figure 3D. By comparing the
binding phenotypes with the invasion hits, we made two
general observations:
(i) Numerous invasion hits were also identified as binding
hits (compare Figures 2C and 3D; Supplementary Table
SII). These included Atp1a1 and Rbx1, as well as numer-
ous actin regulators (Actr3, Pfn1, Nckap1) and several
integrins (Itgb5, Itgav). In these cases, the invasion
phenotype could for some genes partially, for others
completely be assigned to the binding step. These binding
hits might affect host cellular membrane stiffness, surface
charges/hydrophobicity or the binding site/receptor
availability on the host cell surface.
(ii) A significant number of invasion hits including Cdc42 and
Rab7a, a small GTPase involved in vesicular trafficking
did not show reduced binding; for components of the
COPI complex (CopB1, CopG), binding was even in-
creased. These genes must affect later steps of the
invasion process.
The effector injection assay reveals a specific role
of the COPI complex
Upon binding, S. Typhimuriummust inject T1 effector proteins
into the host cell (Figure 1A). Before host cell contact, the T1
system is preassembled, but inactive. Upon binding, a special
conduit termed ‘translocon’ is inserted into the host cell
membrane, thus activating the T1 system and initiating
effector protein injection into the host cell. Host signals
activating the T1 system are not well understood. Some hits
identified in the invasion screen might affect this step of the
infection process. To measure effector injection, we used an
assay based on a fusion protein between b-lactamase and the
T1 effector SipA (Figure 3E) (Charpentier and Oswald, 2004;
Schlumberger et al, 2007). After injection into cells, the b-
lactamase part of the fusion protein is able to cleave the
fluorescent dye CCF2 present within the cell, thereby changing
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its fluorescence properties. As cellular ruffles and invasion
might change the efficiency of effector translocation, we chose
the strain S. TmSipA for this assay (Supplementary Table SI).
This strain carried a fusion protein of SipA and b-lactamase
(S. TmSipA–TEM), but lacks SopE, SopE2 and SopB, does not
trigger ruffling and invades only very slowly and less
efficiently into HeLa cells (Schlumberger et al, 2005 and data
not shown). Infection of CCF2-loaded HeLa cells with S.
TmSipA–TEM resulted in a pronounced change in fluorescence
(Figure 3F). In contrast, S. TmSipA lacking b-lactamase did not
induce any change in fluorescence, confirming the specificity
of this assay.
A
–10
–8
–6
–4
–3
–2
–1
0
1
siRNA 1
siRNA 2
siRNA 3
siRNA 4R
el
at
ive
 
bi
nd
in
g 
(lo
g2
)
Ar
bi
tra
ry
 u
n
it
Detail of original image Analyzed image
Cell with bound S. Tm∆4
Cell without bound S. Tm∆4
Itgav
Actr3
Atp1a1
Odc1
Control
Mitotic cell with bound S. Tm∆4
Cell with bound S. Tm∆4,
next to a mitotic cell
Itg
av
Itg
b5
At
p1
a1
R
bx
1
Co
pG
Co
pB
1
Cd
c4
2
Ac
tr3
N
ck
ap
1
Pf
n1 Cf
l1
O
dc
1
R
ab
7a
Co
nt
ro
l
 
si
R
N
A
N
o 
ba
ct
er
iaD
F
E
S. 
Tm
Sip
A
No
n i
nf.
m
.o
.i. 
10
0
m
.o
.i. 
20
0
m
.o
.i. 
30
0
–5
NS
* * * * * * * * * *
NS
NS
* * * * * * * * * * * NS
NS
2.0
SipA–TEM
1.5
1.0
0.5
0.0
S. TmSipA-TEM
–4
–3
–2
–1
0
1
R
el
at
ive
 
CC
F2
 d
ye
 c
le
av
ag
e 
(lo
g2
)
siRNA 1
siRNA 2
Itg
av
Itg
b5
At
p1
a1
R
bx
1
Co
pG
Co
pB
1
Cd
c4
2
Ac
tr3
N
ck
ap
1
Pf
n1 Cf
l1
O
dc
1
R
ab
7a
Co
nt
ro
l
 
si
R
N
A
S.
 
Tm
∆T
1-
TE
M
C
–3
–2
–1
0
1
Stimulates binding
No effect
Inhibits bindingR
el
at
ive
 
bi
nd
in
g 
(lo
g2
)
Mitotic
cells
Next to
mitotic 
cells
Normal 
cells
20
40
60
80
100
S. Tm∆4
S. Tm∆T1
No bacteria
Ce
lls
 
w
ith
 
bo
un
d
 
ba
ct
er
ia
 (%
)
B
G
C
C
F
FC
FRET
FC
FRET
F
Genome-scale Salmonella invasion screen
B Misselwitz et al
6 Molecular Systems Biology 2011 & 2011 EMBO and Macmillan Publishers Limited
9 Appendix
88
Using this effector injection assay, we focused on a 90-gene
subset of the 298 candidate hits and analyzed only the two
siRNAs per gene, which had yielded the strongest signals in the
invasion assay (Figure 2C). This subset of genes included 72
confirmed hits of the invasion assay as well as genes with
effects close to our arbitrary threshold, which together could
be conveniently tested on three 96-well plates. HeLa cells were
seeded and transfected with siRNA as described for the
confirmatory screen (compare Figure 2). The fluorescence
signal of the injection assay was normalized to the 12 control
siRNAs. Several examples of the injection screen are shown
in Figure 3G (compare Supplementary Table SIII). A first
comparison with the data of the binding screen (Figure 3A–D)
allowed three global conclusions:
(i) Depletion of subunits of the COPI complex strongly
impaired effector translocation. In contrast, the depleted
cells showed increased binding (Figure 3D). Thus, lack of
the COPI complex seems to specifically inhibit effector
translocation (Figure 3G).
(ii) All remaining binding hits also displayed injection pheno-
types. Depletion of some proteins (e.g., Itgav, Itgb5,
Cfl1) enhanced binding and injection, whereas depletion
of others (e.g., Atp1a1, Rbx1, Actr3, Nckap1, Odc1) reduced
both phenotypes. In these cases, the altered binding
efficiency was sufficient to explain the altered injection
efficiency.
(iii) A number of invasion hits showed neither reduced
injection nor binding. These included the Rho GTPase
Cdc42 and Rab7a. These genes must affect later steps of
the invasion process.
The ruffling assay yielded a specific phenotype for
Cdc42
Upon binding and effector protein injection, HeLa cells
respond within minutes by pronounced actin rearrangements
and by forming membrane ruffles. SopE is a key effector
protein triggering actin rearrangements andmembrane ruffles.
To screen for ruffling phenotypes, HeLa cells were infected
for 6min at an m.o.i. of 250, fixed and nuclear DNA and the
actin cytoskeleton were stained. By fluorescence microscopy,
we observed that S. TmSopE triggered pronounced ruffles,
whereas the isogenic control strain S. TmD4 lacking SopE,
SopE2, SopB and SipA did not change the appearance of the
cells (Figure 4A, top left panels).
To analyze the ruffling efficiency in a quantitative manner,
an automated microscopy-based assay for the identification
of ruffling cells was developed. Starting from images
acquired by automated microscopy, nuclei and cells were
identified using the image analysis software CellProfiler
(Carpenter et al, 2006). With the recently released machine
learning tool, Enhanced CellClassifier (Misselwitz et al,
2010), sets of ruffling and non-ruffling cells were generated
to train a support vector machine (SVM) model algorithm
(Cortes and Vapnik, 1995) for automatic recognition of
ruffling and non-ruffling cells. Representative results of the
automatic classification are shown in the lower panels
of Figure 4A.
To screen for genes affecting the ruffling step, HeLa cells
were seeded in 96-well plates and transfected with the siRNA
library for the 298 candidate hits, or control siRNAs as
described above and were infected with S. TmSopE. Ruffling
was normalized using the control siRNAs and a ruffling hit was
defined as a gene displaying a log2 of relative rufflingp#0.5
or X0.3. Using this cutoff, 29 genes displayed increased
ruffling and 52 genes displayed decreased ruffling (Supple-
mentary Table SIII). Several examples are shown in Figure 4B.
We made the following observations:
(i) Some injection hits showed equivalent phenotypes in
the ruffling assay, e.g., reduced (e.g., Odc1) or enhanced
ruffling (e.g., Itgb5, Itgav, Cfl1; compare Figures 3Gand 4B).
(ii) For other hits (including CopB, CopG, Atp1a1, Actr3,
Nckap1, Pfn1), the phenotype was even stronger in the
ruffling assay than in the injection assay, suggesting an
additional role for these genes at this step.
(iii) A few ruffling hits (including Cdc42) had not shown a
significant effect in binding or injection assays (compare
Figures 3D, G and 4B). Therefore, these hits specifically
affected the ruffling step.
(iv) Other invasion hits such as Rab7a did not show a
significant phenotype in the ruffling assay, suggesting a
role in later steps of the invasion process.
An assay for hits affecting membrane closure
Finally, the actual entry step of S. Typhimurium into the host
cell was investigated. As the modified gentamycin protection
assay (Figures 1 and 2) measures S. Tm entry only after SCV
maturation, an assay was developed which measures the
membrane fusion event completing pathogen entry into the
Figure 3 Host cell factors affect Salmonella binding and effector injection. (A) Establishment of the binding assay for indicated siRNA-transfected HeLa cells (left) and
corresponding image analysis (right). To analyze binding independent of cell cycle state, mitotic cells and their neighbors (showing an increased binding phenotype;
indicated by yellow/white border) were excluded from the analysis using Enhanced CellClassifier. The remaining nuclei either had bound bacteria or not (nuclei with red/
blue border; gray¼nuclei, green¼S. TmD4, scale bar¼50 mm). (B) Differential quantification of S. TmD4 and S. TmDT1 binding for mitotic cells, neighbors of mitotic cells
and other cells. Each bar shows the median and standard deviation from 72 wells of two independent experiments. (C) Binding efficiency of S. TmD4 onto HeLa cells
transfected with the confirmatory siRNA library. Data are displayed as log2 relative binding corresponding to the percentage of cells with bound bacteria of siRNA-treated
cells and control siRNA-treated cells. (D) Binding efficiency of S. TmD4 for selected genes. The depletion of Atp1A1 and Rbx1 strongly inhibits binding of S. TmD4,
whereas the depletion of Itgav and Itgb5 stimulates adherence to HeLa cells. (E) Scheme of the effector injection assay. HeLa cells were loaded with CCF2-AM (green)
and infected with Salmonella carrying a fusion protein of SipA with b-lactamase (SipA–TEM). Translocated b-lactamase mediates cleavage of CCF2-AM inducing a shift
from green to blue fluorescence. Effector translocation is defined as the ratio between blue (460 nm) and green (435 nm) fluorescence. (F) Validation of the effector
injection assay: HeLa cells were infected with S. TmSipA or S. TmSipA-TEM, an increase of effector injection signal (arbitrary units) was observed with increasing m.o.i. of
the bacteria. (G) Effector injection analysis of selected genes. HeLa cells transfected with siRNAs directed against copG and copB1 and infected with S. TmSipA-TEM
showed a twofold reduction in effector injection efficiency. The ratio between blue and green fluorescence was normalized to control siRNAs and is displayed as log2 of
the relative translocation. Two siRNAs per gene have been analyzed (*Po0.1, NS¼not significant).
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Figure 4 Depletion of Atp1a1 and Rbx1 results in strong inhibitory effects on ruffling and membrane closure. (A) Functionality of the image analysis of ruffling cells.
Upper panels: details of the original automated microscopy images (blue¼nuclei, gray¼actin). Lower panels: results of the automated image analysis (red
outlines¼ruffling cells, blue outlines¼non-ruffling cells; scale bar¼20 mm). (B) Examples of the hits with a positive or a negative effect on ruffling induced upon
S. TmSopE invasion. Multiple test correction for 298 genes was performed to obtain the P-value (*P-value o0.1, **P-value o0.05, NS¼not significant).
(C) Fluorescence images showing cells treated either with control siRNAs or siRNAs directed against the indicated genes and infected with S. TmSopE (pM965) (red/
green double stain¼extracellular bacteria; blue¼nuclei; gray¼actin; green¼intracellular bacteria; scale bar¼20 mm). (D) Relative invasion of S. TmSopE into cells
transfected with siRNAs directed against the indicated genes. Multiple test correction for 60 genes was performed on the results (**P-valueo0.05; NS¼not significant).
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endocytic vacuole independently of subsequent events in
the eukaryotic cell. An automated quantification of intracel-
lular bacteria was not possible using the images acquired with
the available automated epifluorescence microscope (resolu-
tion: $ 20) due to the small size and spatial arrangements of
cell-associated bacteria. We therefore opted for a manual
quantification focusing on the 60 genes displaying the most
pronounced invasion phenotypes (two siRNAs per gene).
HeLa cells were infected with S. TmSopE (pM965), which
constitutively express GFP. After 20min, the cells were fixed
and stained with DAPI (nuclei), TRITC-phalloidin (actin) and a
S. Typhimurium LPS-specific antibody. Membrane closure was
assessed by fluorescence microscopy, using differential anti-
body staining to distinguish extracellular bacteria (GFPþ ,
LPSþ ) and internalized bacteria (GFPþ , LPS#, Figure 4C).
Overall, the results obtained with this assay were similar to
those obtained in the ruffling assay (compare Figure 4D and B;
Supplementary Table SIII). This indicated that none of the
tested genes were essential for membrane fusion or formation
of the early endocytic vacuole. Furthermore, the vast majority
of hits identified in our original invasion screen could be
assigned to early steps of the infection process, i.e., binding,
effector injection or ruffling, and did not seem to affect later
maturation steps of the SCV. A notable exception was Rab7a.
Rab7a depletion did not affect the membrane closure assay but
had a significant phenotype in the original invasion assay. This
is in line with its established role in maturation of the
SCV (Meresse et al, 1999). However, besides Rab7a we were
surprised to find only a few hits partially reducing SCV
maturation, including the trafficking protein Vps39 and a
subunit of the vacuolar ATPase (Atp6ap2, Supplementary
Table SIII).
Step-by-step comparison identifies hits affecting
multiple steps of the invasion process
With the large data sets available, wewere able to follow each hit
through the individual steps starting with binding, followed by
effector injection, ruffling, membrane closure and SCV matura-
tion, the readout of the modified gentamycin protection assay
(Figure 5A). Depletion of ornithin decarboxylase 1 (Odc1; http://
herkules.oulu.fi/isbn9514266315/) inhibited only the binding
step. The same negative effect could be observed in all
subsequent steps of the invasion process. Odc1 is therefore a
bona fide binding hit. Similarly, Cdc42 meets the definition of a
ruffling hit, as Cdc42 depletion did not affect binding or effector
injection, but yielded similar levels of attenuation in the ruffling
assay, the membrane closure assay and in SCV maturation.
Rab7a represents a bona fide SCVmaturation hit as the depletion
influenced only the last step of the invasion process.
Importantly, many genes affected multiple steps, for
instance binding and ruffling in the absence of subunits
of the Arp2/3 (Actr3). Similarly, depletion of members
of the COPI complex had a weak enhancing effect on binding
and a specific negative effect on effector injection, and an
additional negative effect on ruffling. Most likely, these
effects were specific for COPI depletion, as all five subunits
of the complex showed equivalent results (four oligos per
gene; Supplementary Figure S2). The specific effect on
injection is clearly illustrated by plotting the relative effect
on binding efficiency against the relative effect on injection
efficiency for each analyzed hit (Figure 5B). Thus, the COPI
complex is an effector injection and a ruffling hit (Figure 5B;
pink squares). Other examples of genes affecting more
than one specific step of invasion include Pfn1, Actr3, Atp1a1
and Rbx1 (see Supplementary Table SIII; Supplementary
Figure SIII).
Phenotypic clustering of the hits
To systematically analyze functional links between the 298
genes analyzed in detail (Supplementary Table SIII), we also
used an automated clustering algorithm. We reasoned that
(i) hits affecting the same cellular process should yield
similar patterns of phenotypes in the step-specific assays.
(ii) Hits affecting the same cellular process may interact
either directly or indirectly. This could reveal cellular
processes and molecular interactions, which may not have
been noticed so far.
Cluster analysis of the normalized step-specific phenotypes
yielded seven clusters (Figure 5C; Supplementary Table SV).
Within each cluster, we automatically annotated the known
functional interactions between the proteins/genes using the
STRING 8.3 data base (Jensen et al, 2009).
The clusters c (Figure 5D) and d (Figure 5E) significantly
enriched for known interactions, supporting the validity of our
approach (Po0.003 versus random clusters of equal size).
Cluster c, which harbors many binding and ruffling hits,
included known regulators of membrane ruffling (Cdc42,
NckAP1) as well as the ARF GTPase-activating factor Git2 (G-
protein-coupled receptor kinase interactor 2; Cat-2), the
proteasome, transcription factors (Myc, Max, Gtf2H1, Med4),
several trafficking regulators (Sec13, Stx5, Stx17, Rab5c),
proteins involved in cholesterol metabolism (Cyp27a1, TspO)
and numerous genes not previously implicated in membrane
ruffling (e.g., Tom1, CryZl1, Trim25). It will be of interest to
determine how these factors may interact and whether they
affect membrane ruffling directly or indirectly.
Cluster d harbors hits strongly affecting ruffling and vesicle
maturation, including well-established actin regulators
(ActR2, ActR3, Pfn1), as well as the NaK-ATPase (Atp1a1),
Rbx1 and the COPI complex, which have recently been linked
to regulation of the actin cytoskeleton (Valderrama et al,
2000; Wu et al, 2000; Barwe et al, 2005; Chen et al, 2009).
However, their functional importance and possible inter-
actions facilitating S. Tm invasion remain to be established.
In conclusion, the cluster analysis revealed important infor-
mation on established functional interactions (Figure 5D and
E; lines connecting different hits) and possible novel inter-
actions (no lines), thus providing a rich resource for future
research on the host cell signalingmodules driving each step of
the invasion process.
The COPI complex affects the localization of
cholesterol, gangliosid GM1 and the Rho
GTPases Rac1 and Cdc42
Among our hits the COPI complex was unique by affecting
effector injection and ruffling (Figure 5A). We therefore
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investigated the effects of the COPI complex depletion in
detail. COPI is a central regulator of vesicular transport
(Pucadyil and Schmid, 2009), suggesting that the depletion
of the COPI complexmight be explained by altered distribution
of proteins important for S. Typhimurium invasion. Prime
candidates for such proteins are the two Rho GTPases Cdc42
and Rac1 reported to have a role in SopE-mediated ruffling
(Hardt et al, 1998; Friebel et al, 2001). Moreover, direct binding
of Cdc42 to the g subunit of the COPI complex has been
observed (Wu et al, 2000). Redistribution of either Rho GTPase
would explain the ruffling phenotype of COPI.
We therefore generated stable cell lines expressing Cdc42–
GFP and Rac1–GFP, respectively. As shown in Figure 6A and
Supplementary Figure S4, both Rho GTPases localized to the
plasma membrane, to vesicles next to the nucleus and to
smaller degrees to the cytoplasm. Quantification showed an
enrichment of the GFP signal at the plasmamembrane. Plasma
membrane localization was even more pronounced for
Rac1–GFP than for Cdc42–GFP (Figure 6A and B and Supple-
mentary Figure S4A). After depletion of CopG or CopB1, both
Rho GTPases were no longer found enriched at the plasma
membrane, but accumulated instead in an intracellular
compartment (Figure 6A and B, Supplementary Figures S4
and S7). The latter is probably equivalent to the prominent
vesicular compartment accumulating markers for the trans-
Golgi network (TGN), the endoplasmatic reticulum–Golgi
intermediate compartment (ERGIC), the Golgi apparatus and
recycling endosomes, but not for early or late endosomes
or lysosomes, which had been identified recently in b-Cop
(CopB1)-depleted cells (Styers et al, 2008). Depletion of
several other proteins including Rbx1, Atp1A1, Actr3 did not
change the localization of the Rho GTPases (data not shown),
making this Rho GTPase relocalization phenotype unique
among the ‘ruffling’ hits.
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Figure 5 Classification of hits according to their profile in the different assays and cluster analysis of the results of the whole screen. (A) Overview showing the results
of the different assays describing Salmonella invasion steps for selected genes. While Odc1 shows a pure binding phenotype, Cdc42 and Rab7a are examples for pure
ruffling or maturation phenotypes. Several proteins show combined phenotypes: Actr3 depletion has effects on binding and ruffling, whereas depletion of CopB1 and
CopG have inhibitory effects on effector translocation and ruffling. For consistency only the results of the two strongest siRNAs are shown. (B) Scatter plot of relative
binding versus relative effector injection. A strong correlation between binding and effector injection is observed for most of the hits. The outliers CopB1 and CopG are
stained in purple. Each point indicates the median of the two strongest siRNAs. The results for 90 genes are shown. (C) Heatmap and clustering dendrogram based on
the 300 ‘candidate hits’ obtained in the initial screen. (D, E) Functional interactions within the clusters were annotated using the STRING database (confidence
cutoff¼0.4, additional white nodes: five in cluster c and one in cluster d).
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Next, it was tested whether altered lipid composition of the
plasma membrane might explain Rho GTPase relocation upon
COPI depletion. Cholesterol-enriched membrane domains are
known to bind activated Rho GTPases via their geranylgeranyl
anchors (Palazzo et al, 2004; del Pozo et al, 2004) and COPI
vesicles are implicated in membrane sorting of sphingolipids
and cholesterol. Membrane components such as the sphingo-
lipid GM1 and cholesterol can be visualized by staining with
the b-subunit of cholera toxin or filipin, respectively. Under
normal conditions, both markers mainly localized to the
plasma membrane and to some intracellular vesicles. In
contrast, after depletion of CopG, the cell membrane was no
longer stained by either of the dyes, but the signal accumulated
in a large intracellular compartment, colocalizing with Cdc42
and Rac1 (Figure 6C and D, Supplementary Figures S5 and S6).
These results suggest that cholesterol and GM1 are retained in
an atypical compartment formed after depletion of different
subunits of the COPI complex. This would lead to a
mislocalization of Rac1 and Cdc42, effectively depleting both
proteins from the cell membrane. In agreement with these
data, the size of the ruffles formed at the site of Salmonella
binding was significantly decreased after depletion of CopG
(Figure 7A).
To demonstrate that the injection and/or the ruffling defects
were attributable to altered membrane lipid composition, we
replenished cholesterol in COPI-depleted cells by adding
cholesterol complexed to methyl-b-cyclodextrin (MbCD) 5h
prior to the infection of the cells. We infected the cells and
non-complemented controls for 10min with S. TmSopE and
measured the diameter of the ruffles formed by a single
bacterium. Indeed, replenishing led to a significant increase in
the size of the ruffle compared with the CopG-depleted cells
not replenished with cholesterol (Figure 7B).
The central role of COPI in cholesterol and Rho GTPase
localization was also confirmed by inhibitor experiments.
Thereby, pretreatment of cells with either geranylgeranyltrans-
ferase inhibitor (GGTI, inhibits geranygeranylation of the Rho
GTPases thus dislocalizing them from the plasmamembrane) or
MbCD (depletes cholesterol from the plasma membrane)
decreased S. Typhimurium invasion (data not shown). Im-
portantly, both inhibitors could not further diminish S. Tm
invasion in CopG-depleted cells, suggesting that both cholester-
ol and Rho GTPases were already missing at the plasma
membrane due to COPI inactivation. This confirmed that the
ruffling defect of CopG-depleted cells was indeed attributable to
the mislocalization of the Rho GTPases and cholesterol. Further
work would be required to determine the exact molecular
mechanism explaining this defect, e.g., defective Rho GTPase
membrane localization in resting cells or reduced Rho GTPase
recruitment after pathogen binding. Taken together, our results
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Figure 6 Cdc42, sphingolipid GM1 and cholesterol are mislocalized after depletion of the COPI complex. (A) Confocal images showing the localization of Cdc42–GFP
in water-transfected cells (left), cells transfected with siRNA directed against copB1 (middle) or copG (right). The intensity plots along the lines indicated in yellow are
shown below the pictures; the position of the membrane is indicated by an asterisk; scale bar¼10 mm. (B) Quantification of the Cdc42–GFP signal on the membrane
relative to the cytosol (***Po0.005). (C) Confocal images showing the distribution of sphingolipid GM1 (left two panels) and cholesterol (right two panels) in the cells. For
each staining, water-transfected cells are shown on the left side and cells transfected with siRNA against copG on the right side; scale bar¼10 mm. (D) Quantification of
the relative cholera toxin b/filipin staining signal at the membrane compared with the cytosol (***Po0.005).
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suggest a novel role for the COPI complex in the localization of
cholesterol and Rho GTPases at the plasma membrane.
COPI-dependent membrane lipid composition
also affects vesicular stomatitis virus infection
Strikingly, a large number of bacterial and viral pathogens
share two phenotypes observed for SopE-mediated host cell
invasion, i.e., the requirement for cholesterol-enriched micro-
domains in the host cell membrane and reduced infection
efficiency upon COPI depletion. This includes Staphylococcus
aureus (Ramet et al, 2002; Potrich et al, 2009), Escherichia coli
(Ramet et al, 2002; Philips et al, 2005; Riff et al, 2005), Listeria
monocytogenes (Seveau et al, 2004; Agaisse et al, 2005; Cheng
et al, 2005; Gekara et al, 2005), Mycobacterium fortuitum
(Philips et al, 2005),Mycobacterium tuberculosis (Munoz et al,
2009), Chlamydia caviae (Derre et al, 2007), Chlamydia
trachomatis (Jutras et al, 2003; Elwell et al, 2008), influenza
virus (Hao et al, 2008; Konig et al, 2010) and hepatitis c virus
(Tai et al, 2009; Popescu and Dubuisson, 2010). However,
a functional link between both phenotypes had never been
established.
Our results suggest that the dependence on both COPI
and cholesterol membrane microdomains might be function-
ally linked. To test this hypothesis, we analyzed the effect of
COPI depletion and of replenishing cholesterol and sphingo-
lipids such as GM1 on host cell infection by the vesicular
stomatitis virus (VSV). VSV is an enveloped, single-stranded,
negative-sense RNA virus of the family Rhabdoviridae.
It infects a wide range of host cells and the existence of a
specific receptor is still not entirely clear (Schlegel et al, 1983;
Coil and Miller, 2004). Host cell entry occurs via clathrin-
dependent endocytosis, and low-pH-mediated alterations in
the virus glycoprotein lead to membrane fusion (Sun et al,
2005).
Indeed, CopG depletion significantly interfered with VSV
host cell invasion (Figure 7C). Moreover, the infection
efficiency could partially be restored by replenishing GM1;
this effect was even more pronounced after replenishing both,
GM1 and cholesterol. In contrast, replenishing just cholesterol
without GM1 was insufficient for rescuing VSV invasion into
CopG-depleted cells. Thus, some differences exist between the
host cell membrane lipid requirements for VSV and SopE-
dependent S. Typhimurium infection. Nevertheless, these data
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Figure 7 CopG depletion abolishes actin recruitment to the site of Salmonella binding and ruffling. (A) Confocal images showing the distribution of actin and Rho
GTPases upon S. TmSopE invasion for 10 min in stable Rac1- or Cdc42-GFP-expressing cell lines. The cells were transfected either with water (mock) or with siRNA
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indicate that COPI-dependent control of the membrane lipid
composition is of importance for vastly different pathogens.
Discussion
The genome-scale siRNA screen identified host cell factors
mediating SopE-dependent S. Typhimurium invasion into
epithelial cells. Step-specific follow-up assays detected at least
one important host factor for each step, except for membrane
closure. This step-specific analysis allowed the functional
classification of the respective host cell factors, confirming
well-established ones, revealing new ones and suggesting
novel functional links between them.
Many hits identified in our screen affected the binding
step. This was unexpected and suggested that binding was
rate-limiting under our experimental conditions. Among
the binding hits, we found numerous known regulators of
actin polymerization, including Pfn1, Cofilin 1 or the Arp2/3
complex, as well as other host cell proteins implicated in cell
shape or actin regulation (e.g., Itgb5, Itgav; Supplementary
Tables SIII and SIV). The actin cytoskeleton determines
cellular shape, membrane stiffness and the presentation of
surface proteins, three parameters likely to affect pathogen
binding. Therefore, genes identified as binding hits in the
screen might affect these three cellular characteristics. It
will be of interest to determine the underlying molecular
mechanisms.
The ruffling step was affected by numerous hits and allowed
us to refine the model of this key step of host cell invasion
(Figure 8). In the host cell, SopE activates Cdc42 and Rac1. The
presented data suggest that the Rho GTPases must be localized
at the plasma membrane in order to trigger ruffling. Together
with Nap1, Sra1 and Pir121 (reviewed in Schlumberger
and Hardt, 2006) they lead to activation of N-Wasp or WAVE
complex and subsequently to Arp2/3 complex-mediated actin
polymerization. Our data suggest that this is further enhanced
by Pfn1, a well-known factor delivering actin monomers to
sites of actin polymerization, but not previously implicated in
Salmonella infection (Pollard and Cooper, 2009). The actin
polymerization step is negatively regulated by actin-depoly-
merizing proteins such as cofilin 1 (Dai et al, 2004; McGhie
et al, 2004). Furthermore, it has been observed that Cap1 is an
additional factor stimulating the breakdown of actin fibers,
thus negatively regulating Salmonella invasion. This supports
that the induction of membrane ruffling is the result of
a complex cascade of actin polymerizing and depolymerizing
events.
In most cases, the ruffling defect led to a corresponding
defect in host cell invasion. However, in a few cases (e.g.,
proteasome complex, Rbx1), the ruffling defect was much
more pronounced than the invasion defect. This might be
explained by the existence of two independent modes of host
cell invasion by S. Typhimurium. Indeed, a ruffling-indepen-
dent mode of S. Typhimurium invasion has recently been
described (Hanisch et al, 2010). The former group of ruffling
hits might affect both modes of host cell invasion. In contrast,
the proteasome and Rbx1 might have specifically affected the
ruffling-mediated invasion, leaving the ruffling-independent
invasion process untouched. This will be an interesting topic
for future studies.
The COPI complex also affected membrane ruffling
which was at least partially attributable to the reduced
cholesterol/sphingolipid content of the plasma membrane
upon CopB or CopG depletion. Depletion of COPI compo-
nents resulted in cholesterol and GM1 relocalization to a large
intracellular structure, probably representing the ‘common
compartment’ observed in a recent study upon b-Cop-deple-
tion harboring TGN, ERGIC, Golgi and recycling endosome
membrane protein markers (Styers et al, 2008). To the best
of our knowledge, the drastic effect of COPI depletion on
cholesterol trafficking has not been reported previously.
Nevertheless, the COPI complex has been implicated in other
trafficking events. Its role for the retrograde transport from the
Golgi to the endoplasmic reticulum is best understood
(Bethune et al, 2006; Beck et al, 2009). However, the reason
for cholesterol relocalization in CopG-depleted cells is still
unclear. On the one hand, cholesterol is synthesized in the
smooth endoplasmic reticulum and has a complex trafficking
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Figure 8 Model for S. Typhimurium entry into HeLa cells. In order to invade, S. Typhimurium binds onto cells and injects a cocktail of effectors. This study investigates
the action of the key effector SopE. SopE mediates the GTP nucleotide exchange and thereby the activation of the Rho GTPases Rac1 and Cdc42. This leads to the
activation of the Arp2/3 complex, actin polymerization cellular ruffling and bacterial entry. The screen identified key regulators of this process, including Nap1, Cdc42,
Profilin 1 and the Arp2/3 complex, as well as proteins mediating actin depolymerization, a process probably counteracting the activity of Rac1 and Cdc42. The correct
localization seems to be as important as the activation of the Rho GTPases. Upon depletion of the COPI complex, cholesterol and Rho GTPases are mislocalized away
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route, involving vesicular and non-vesicular trafficking steps
(Ikonen, 2008). A deficient transport/sorting from the Golgi
apparatus to other compartments might thus explain the lack
of cholesterol and sphingolipids on the cell membrane and
its accumulation on the common compartment. On the other
hand, cholesterol is endocytosed at the cell membrane and
traffics to endosomes. Subsequently, certain lipids must leave
the path to the lysosome, as the cholesterol content of
lysosomal membranes is low. By trapping the recycling
endosomes in the common compartment, CopG depletion
might interfere with cholesterol resorting to the plasma
membrane. Defining the underlying mechanism of cholesterol
trafficking will be an important task for future work.
Upon CopG or CopB depletion, the Rho GTPases Cdc42 and
Rac1 were mislocalized in a similar manner as cholesterol
and GM1. These Rho GTPases are geranylgeranylated and this
modification localizes them to cholesterol-enriched lipid
microdomains (del Pozo et al, 2004; Palazzo et al, 2004). In
line with this hypothesis, disrupting geranylgeranylation of
Rho GTPases with a chemical inhibitor released Rac1–GFPand
Cdc42–GFP from the plasma membrane and prevented
relocalization to the ‘common compartment’ in COPI-depleted
cells (data not shown). On the basis of these observations, it is
tempting to speculate that cholesterol/sphingolipid relocaliza-
tion might result in the mislocalization of additional proteins,
i.e., of cholesterol/sphingolipid binding membrane proteins
such as Rho GTPases in COPI-depleted cells. Possibly, the
cholesterol/sphingolipid relocalization phenotype might help
to decipher proteins transporting these membrane lipids from
proteins that are transported passively by them.
The reduced effector protein injection into COPI-depleted
cells might be directly attributable to reduced cholesterol
levels in the plasma membrane. The S. Typhimurium protein
SipB, located at the tip of the translocon, is known to bind
cholesterol with high affinity in vitro (Hayward et al, 2005),
suggesting that cholesterol may directly activate bacterial
effector injection by T1. In line with this hypothesis, artificial
liposomes containing cholesterol and sphingolipids were
shown to activate the Type III secretion system of Shigella
flexneri, a closely related enteropathogenic bacterium (van der
Goot et al, 2004). In addition, the Shigella effector IpaB, a
homolog of SipB, could bind CD44 in cholesterol-enriched
microdomains (Lafont et al, 2002), pointing to a general role of
host cell membrane lipids in activating Type III secretion
systems. Thus, themislocalization of RhoGTPases, i.e., Cdc42,
together with reduced effector injection efficiency into
CopG-depleted cells provides satisfactory explanation for the
defect in S. TmSopE-induced ruffling.
In this study, five assays were used to quantify effects on
particular steps of S. Typhimurium invasion into HeLa cells.
Four of these assays could be performed in a high-throughput
format. A detailed discussion of the specificities of the assays
is available upon request. Owing to the combination of
gentamycin protection and intracellular GFP expression, the
modified gentamycin protection assay (Figures 1 and 2) has a
high specificity and a very robust performance, thus enabling
genome-scale experiments. The binding or the ruffle assays are
less robust, and require careful controls excluding the
presence of staining artifacts, which may yield ‘false positives’
(i.e., over-estimation of the number of affected cells). The
analysis of a large number of cells contributed to further
enhancing the robustness of these assays. In the case of the
ruffle assay, false positive might have occurred if the siRNA
affected ruffle-like changes in the actin cytoskeleton, even in
the absence of bacteria. However, the identification of step-
specific genes and the high concordance of all other genes in
the different subsequent assays (Supplementary Figure S2)
argues that all assays were reasonably robust.
Contrary to our expectations (Schlumberger et al, 2006), the
Rho GTPase Rac1 and N-WASP, linking Cdc42 and the Arp2/3
complex, have not been discovered by our initial genome-scale
screen. Most likely, they belong to the ‘false negatives’, which
are commonly encountered in genome-scale screens. When
four new and partially different siRNAs directed against each
gene were reordered, an inhibitory effect on S. Tm invasion
upon depletion could be demonstrated (data not shown).
Thus, due to an improved siRNA design and/or altered
experimental conditions in later experiments, we could correct
these false-negative genes (data not shown).
In conclusion, the presented genome-scale screen of
SopE-mediated invasion revealed an array of hits enhancing
the current model of triggered host cell invasion and a set of
proteins not associated with S. Tm invasion so far. In addition,
follow-up assays on S. Tm and VSV and published work
implicate the COPI-mediated control of cholesterol and
sphingolipid distribution to the host cell plasma membrane
as a common mechanism affecting infection by bacterial and
viral pathogens. Such host cellular functions required by
phylogenetically diverse groups of pathogens are of great
interest for understanding the evolution of infectious disease.
Moreover, they are of practical interest, as they might offer
starting points for developing novel anti-infective therapeutics
with a very broad range of biological activity.
Materials and methods
Bacterial strains and plasmids
All S. Typhimurium strains used were isogenic derivatives of
SL1344 (SB300) of S. enterica subspecies I serovar Typhimurium
(Supplementary Table SI; Hoiseth and Stocker, 1981). Strains M701
(Muller et al, 2009), M566 (Ewen et al, 1997), SB161 (Kaniga et al,
1994) and M1114 (Schlumberger et al, 2007) have been described
previously. M1128 was constructed by P22-phage transduction of
the sipAHsipA-M45-tem1 allele of strain 1104 into strain M713. M1104
has been described previously (Schlumberger et al, 2007) and strain
M713 was constructed by p22-phage transduction of the sseDH
aphT allele from MvP101 (S. Typhimurium ATCC 14028 derivate;
Medina et al, 1999) into strain M712 (Ehrbar et al, 2004). Plasmids
pM965 (Stecher et al, 2004), pM975 (Hapfelmeier et al, 2005) and
pEGFP-C3/Rac1WT (Hage et al, 2009) have been described previously.
Plasmid pEGFP-C1/Cdc42hsWT was kindly provided by Dr Klaudia
Giehl.
For the infection of HeLa cells, bacteria were grown in LB broth
supplemented with 0.3M NaCl and 50mg/l Streptomycin (Appli-
Chem) for 12 h at 37 1C and subcultured for 4 h.
Cell cultures
HeLa cells were grown in DMEM (PAA Laboratories) supplemented
with 10% FCS (Omnilab) and 50mg/l Streptomycin (AppliChem)
at 37 1C and 5% CO2. HeLa cells were stably transfected with
pEGFP-C3/Rac1WT or pEGFP-C1/Cdc42hsWT and clones were
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maintained in medium supplemented with 500mg/l Neomycin
(AppliChem).
siRNA transfection
For siRNAs a reverse transfection protocol was used. In 96-well plates
(m-clear bottom, Greiner Bio One), 2ml of 1mMsiRNAwas added to 8ml
Opti-MEM (Invitrogen) yielding a final siRNA concentration of 20nM
(after addition of cells). Lipofectamine 2000 (Invitrogen) was diluted
1:200 in Opti-MEM and incubated for 15min at room temperature.
A quantity of 10 ml per well were added and incubated for another
15min at room temperature. These plates, henceforth referred to as
cell plates, were either directly used or frozen at #80 1C. HeLa cells
were seeded using 1800–2000 cells in 80ml per well, followed by an
incubation of 3 days at 37 1C and 5% CO2. For half-size plates (m-clear
bottom, half area, Greiner Bio One), all numbers were reduced to 60%.
For the genome-scale screen, 384-well plates (m-clear bottom, Greiner
Bio One) were used. The volume of the different reagents was reduced
to 50%. The final siRNA concentration was changed to 50nM and
Lipofectamine was used at a concentration of 1:100.
siRNA libraries
SiRNAs were ordered from Qiagen. For the genome-scale screen the
‘druggable genome’ library (Version 2.0) comprising 6978 genes and 3
siRNAs per gene were used. Data were normalized platewise to the
median of all siRNAs on the respective plate. Experiments were
performed in triplicates and the median for each siRNA calculated,
either with or without platewise z-score correction. The median value
for the three siRNAs per genewas defined as the final read-out for each
gene. A hit was defined as 1.5 times the interquartile range from the
median of the entire data set.
For a confirmatory screen and secondary assays, another library
was assembled based on hits from the z-score corrected list (182
genes), with 80 additional hits from the uncorrected list as well as 38
additional genes with high biological probability according to our
screen results, but not present in the druggable genome library.
Altogether, this secondary library contained 298 genes and 4 siRNAs
per gene. To enable comparison of our data with the large screen,
six genes with the smallest deviation of all three siRNAs from
the median of the whole screen were selected as controls for the
secondary library. In total, 12 control siRNAs were used: Hs_RAB30_8,
Hs_RAB30_7, Hs_P53AIP1_5, Hs_P53AIP1_6, Hs_DNAJC6_1,
Hs_DNAJC6_5, Hs_ARNT2_1, Hs_ARNT2_3, Hs_FBXL2_1, Hs_FBXL2_2,
Hs_ANGPTL3_2 and Hs_ANGPTL3_1. If not otherwise indicated, the
median of these 12 siRNAs was used for platewise normalization of
secondary assays. In all siRNAexperiments, siRNAs against subunits of the
Arp complex (Arc21, ArpC3_3, ArpC3_5), CDC42 (CDC42_7, CDC42_10)
and CFL1 (CFL1_3, CFL1_5, CFL2_5) were used as additional controls of
siRNAeffects on S. Tm infection. In addition, siRNAswith knowncytotoxic
effects were used to control for siRNA-transfection efficiency (PLK1_2
and EG5).
Immunoblot analysis
HeLa Kyoto cells were seeded in 24-well plates and transfected as
described above, using a final siRNA concentration of 20nM. Cells of
two wells transfected with siRNAs against the same proteins were
lysed in 50 ml Laemmli sample buffer and incubated for 10min at 951C.
Whole samples were subjected to 6–16% SDS–polyacrylamide gel
electrophoresis. In order to confirm the depletion efficiency, the
following antibodies were used: anti-actin (Santa Cruz sc-1615 and
Sigma A3853), anti-calnexin (Santa Cruz sc-6465), anti-Cdc42 (BD
Laboratories 610929), anti-Cfl1 (Abcam ab11062), anti-CopB1 (Abcam
ab6323), anti-CopG (Gentex GTX105331), anti-Itgav (Santa Cruz sc-
9969), anti-Odc1 (Abcam ab50269), anti-Pfn1 (Abcam ab50667), anti-
Rab7a (Abcam ab50533) and anti-Rbx1 (anti-Roc1, Abcam ab2977).
The antibody against Atp1a1 was kindly provided by Dr Jack Kaplan.
Anti-Actr3 and anti-Nckap1 (Nap1) were kind gifts from Dr Klemens
Rottner. Proteins were detected using either goat anti-rabbit immuno-
globulin G-horseradish peroxidase (Jackson 111-035-003) or goat anti-
mouse immunoglobulin G-horseradish conjugates (Sigma A4416) and
using ECL substrate (Amersham), as recommended by the manufac-
turer. Densitometric analysis on blots was performed with the
QuantityOne software (Bio-Rad). The density in siRNA-treated groups
was normalized to the density of their actin or calnexin levels and to
corresponding control siRNA-treated groups.
Modified gentamycin protection assay
HeLa cells were infected with S. TmSopE using an m.o.i of 64 for the
genome-scale and 32 for the confirmatory screen. Bacteria were either
added using a 384-needle head of a robot (Tecan) or a multi-channel
pipette. After 22min, the medium was replaced with medium
containing gentamycin (400mg/ml; AppliChem) followed by 4h
of incubation at 371C, fixation using 4% paraformaldehyde (PFA)
and staining with DAPI (10mg/ml) in 0.1% Triton X-100. For the
computation of S. Tm infection, an assay using automated microscopy
and automated images analysis was employed: nine images per well
were acquired using a cellWoRx microscope (Applied Precision)
and a $ 10 objective. Images were analyzed using the open source
program CellProfiler (Carpenter et al, 2006) as well as customized
algorithms. In brief, nuclei were analyzed using the IdentifyPrimary
module of CellProfiler. Nuclei were expanded with the CellProfiler-
module IdentifySecondaryObjects. Spots were identified with the
IdentifyPrimary module using a fixed threshold for the intensity in the
GFP channel. Finally, cells and spots were superimposed and cells
containing at least one spot were counted as infected. In a
preprocessing step, the optimal threshold in the GFP channel
separating signal and noise best was automatically calculated by
comparing gentamycin pretreated wells and mock-treated (water
instead of siRNA) wells.
Binding assay
The binding assay has been described recently (Misselwitz et al, 2011).
Cells were pretreated with siRNAs as described for the confirmatory
screen (Figure 2). In brief, cells were infected with S. TmD4 (m.o.i. of
82) for 6min using a multi-channel pipette followed by three washing
steps in DMEM containing 10% FCS and PFA fixation using a
microplate dispenser (WellMate, Thermo Scientific). Subsequently,
bacteria were stained by indirect immunofluorescence using an anti-
LPS antibody and a FITC-coated secondary antibody. Nuclei were
stained using DAPI. Images were acquired on an Image Express
microscope (Molecular devices) using a $ 4 objective. Image analysis
followed similar algorithms as described for the modified gentamycin
protection assay. In a second analysis step, the Enhanced CellClassifier
(Misselwitz et al, 2010) was used for recognition of mitotic nuclei and
neighbors of mitotic nuclei. For the final analysis, nuclei were thus
purged from mitotic nuclei and their neighbors.
Ruffling assay
Cells were infected with S. TmSopE (m.o.i. 250) for 6min. Subse-
quently, cells were fixed with 4% PFA and stained with DAPI and
TRITC-Phalloidin (0.5mg/ml; Sigma). Images were subsequently
acquired on a BD Pathway microscope using a $ 20 objective in the
DAPI and the TRITC channel. For image analysis, nuclei and cells were
recognized as described for binding, except that for the definition of
cell borders the information of the actin channel was also used.
Subsequently, intensity and texture of cells and nuclei were measured
using predefined CellProfiler modules. In addition, customized
modules were designed detecting small areas with bright intensity in
the actin channel. Details of our customized features and the analysis
pipeline used are available upon request. After image analysis, data
were imported in the program Enhanced CellClassifier (Misselwitz
et al, 2010), which facilitates usage of a machine learning algorithm
(SVM with a radial basis function). Thereby, the user first needs to
label cells as either ruffling or non-ruffling. These labels as well as
measurements for the corresponding cells are recorded by the
program. Later each imaged cell can be assigned by the trained model
to a particular class (i.e., ruffling or non-ruffling). It should be noted
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that ruffle intensity cannot be scored by the Enhanced CellClassifier.
For each of the three replica of the screen, more than 10 000 cells were
trained as ruffling or non-ruffling. Mitotic cells were consistently
trained as non-ruffling. During training, we focused on correct
recognition of non-ruffling cells. After optimization of the critical
parameters C and gamma of the SVM algorithm, a fivefold cross-
validation accuracy of 94% was achieved.
Membrane closure assay using differential outside
staining
HeLa cells were infected with S. TmSopE carrying plasmid pM965 for
constitutive GFP expression (m.o.i. of 16–33) for 20min and
immediately fixed after infection. Bacteria were stained by indirect
immunofluorescence without permeabilization using an anti-LPS
antibody and an FITC-coated secondary antibody. Nuclei and actin
were visualized using DAPI and TRITC Phalloidin after permeabiliza-
tion. For each well, cell-associated extracellular and intracellular
bacteriawere quantified for 100–200 nuclei. Subsequently, the average
number of invaded S. TmSopE per cell was calculated. For normali-
zation, 7 of the 12 control siRNAs were evaluated for each plate.
Salmonella invasion was thus quantified for the strongest two siRNAs
of our 60 top hits by two independent observers. Key hits shown in the
diagrams were quantified in three independent experiments.
Effector injection assay
HeLa cells were infected with S. TmSipA–TEM (m.o.i. 125) for 6min,
followed by twowashing steps in Hank’s buffered salt solution (HBSS)
containing gentamycin and chloramphenicol and 30min incubation at
room temperature. A CCF2 loading kit was purchased from Invitrogen
and CCF2-AM was dissolved in DMSO at a 1mM concentration and
stored in aliquots at #801C. Immediately before the assay, substrate
loading solution was prepared by mixing the CCF2-AM stock solution
with proprietary solutions B and C (Invitrogen) at a ratio of 1:10:156.
Plates were emptied and 50 ml HBSS without antibiotics was added to
the cells, followed by the addition of 10ml substrate loading solution.
Luminescence was quantified 120min after addition of the loading kit
using a Victor3Multilabel Plate Reader (Perkin Elmer). The ratio of the
blue (450 nm) and the green signal (520 nm) was calculated after
platewise background correction using the average of three wells
without cells.
Post-processing analysis of data
GFP invasion, ruffling and binding experiments were performed in
three independent experiments. The effector injection assay was
carried out in triplicates in two independent experiments; therefore,
the data summarize six data points. In all experiments, siRNA controls
were also conducted as well as specific controls for the various assays
used. As effects mediated by S. Typhimurium (i.e., binding, ruffling,
effector injection) were stable for a wide range of cell densities (data
not shown), a correction for the number of nuclei or siRNA toxicity
was not necessary. Statistical analysis was carried out using theMatlab
implementation of the Mann–Whitney U-test, comparing the values
for each siRNA tested with the control siRNAs. Multiple test correction
was performed using the Matlab implementation of the Benjamini and
Hochberg (1995) method.
Fluorescence staining and image acquisition for
high-resolution microscopy
HeLa cells were seeded on coverslips 1 day before infection and then
fixed with 4% PFA (Sigma) for 15min and permeabilized with 0.1%
Triton X-100 (Sigma) for 5min. Cells were blocked with 3% BSA and
incubated with the appropriate antibodies (TRITC Phalloidin). The
coverslips were then mounted with Vectashield (Reactolab, SA) and
imaged with a $ 100 objective using a Zeiss Axiovert 200m inverted
microscopewith an Ultraview confocal head (Perkin Elmer), a krypton
argon laser (643-RYB-A01,Melles, Griot, Didam, TheNetherlands) and
a PLAN-Apochromat $ 100 oil objective with an aperture setting of
1.3 (Zeiss). Infrared, red and green fluorescence was recorded
confocally, whereas blue fluorescence (DAPI and filipin) was recorded
by epifluorescence microscopy. Images were then deconvolved with
Volocity 5.2.0 (Improvision, Conventry, UK) for 25 iterations.
Quantification of membrane localization of
different proteins
Lines were randomly drawn through images of the different channels,
and the intensity along these lines wasmeasured by using the Intensity
measurement tool of ImageJ. The data were analyzed using a MatLab
program with the following algorithm: On each line the first local
maximum was identified. This first maximum corresponds to the cell
membrane intensity. Next, to investigate the intracellular intensity, an
average over 75 pixels was calculated. To ensure a sufficient distance
from the cell membrane, the starting point was defined as the first local
minimum for which both adjacent local minima had a higher intensity.
Finally, the ratio of both intensities was compared. All maxima and
minima were visualized on the graphs and manually verified.
Treatment of cells with MbCD, GGTI and
replenishment of cholesterol and GM1
Cells were seeded in DMEM supplemented with 10% FCS at an
appropriate density (13 000 HeLa cells well of a 24-well plate or 2000
cells per well of a 96-well plate), subjected to siRNA treatment (20nM
siRNA, Lipofectamine in a dilution 1:200 in Opti-MEM medium) and
pretreated for 24 h with GGTI at a concentration of 10 mM or with
MbCD at 10mM for 1 h. For the replenishing experiments, cells were
incubated for 17 hwith 3.5–14mg/ml GM1 complexed to fatty acid-free
BSA and/or for at least 5 h with 15 mg/ml cholesterol complexed to
0.37mM MbCD.
Quantification of the ruffle size
Depletion of CopG and cholesterol replenishment was performed as
described above, and cells were infected with S. TmSopE at an m.o.i. of
60 for 10min. Only ruffles containing a single intra- or extracellular
bacterium were considered. Cells were then prepared for immuno-
fluorescence analysis as described above. Automated identification
and measurements of ruffles are challenging due to a cellular
variability of the signal of the actin channel, for instance, in different
stages of the cell cycle.We therefore opted for a manual quantification.
Stacks were acquired for all ruffles and the largest diameter of each
ruffle was measured in the xy-plane using ImageJ. Future develop-
ments allowingmore advanced image analysis techniquesmight allow
for automated and unbiased ruffle quantification for large numbers
of cells.
Infection with VSV
Depletion of CopG and cholesterol and GM1 replenishment was
performed as described above. The cells were infected with a VSV
strain overexpressing GFP (Pelkmans et al, 2005) for 5 h, fixed and
analyzed by automated microscopy. Images were acquired on
automated wide-field cellWoRx microscopes (Applied Precision) with
a $ 10 objective. Perwell, 5$ 5 directly adjacent imageswere taken for
all virus infection assays, covering over 85% of each well surface.
Image-based auto-focusing was performed on the DAPI signal for each
imaged site. The images were analyzed with CellProfiler combined
with a software published previously for supervised classification of
cellular phenotypes (Ramo et al, 2009), and image analysis methods
published elsewhere (Snijder et al, 2009). The CellProfiler image
analysis pipeline was used as follows: first, nuclei objects were
identified based on the DAPI stain. Next, cell boundaries were
estimated using nuclear expansion. Standard CellProfiler texture,
intensity, size and shape features were extracted from nucleus and cell
regions, as well as from complete images, for both the DAPI and virus
GFP signal. We next applied supervised machine learning using the
open source SVM learning tool CellClassifier (Ramo et al, 2009), to
identify virus-infected cells.
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Phenotypic clustering of the hits
For the clustering of the step-specific phenotypes, the R-implementa-
tion of the hierarchical method described by Ward (1963) has
been applied using an Euclidean distance metric. Partitioning of the
dendrogram into the clusters a–g was done manually. The number of
protein–protein interactions according to the STRING database within
the clusters was then compared with the number of protein–protein
interactions within randomly assembled clusters of the same size,
drawn from the same set of candidate genes. This step was repeated
300 times, the number of protein–protein interactions within clusters c
(25) and d (11) always being higher than within the corresponding
randomly assembled cluster (average 6.77 and 0.52, respectively;
Jensen et al, 2009).
Supplementary information
Supplementary information is available at the Molecular Systems
Biology website (www.nature.com/msb).
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