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RÉSUMÉ 
Le périphérique mobile est devenu l'objet indispensable dans la vie de plusieurs 
personnes. Cet outil aussi petit soit-il a réussi à convertir de nombreux déve-
loppeurs à l'adopter. Actuellement, l'une des plate-formes les plus prisées par 
ces derniers est Android. Néanmoins, les développeurs sont souvent confrontés à 
des contraintes de temps lors du développement de leurs applications. Ils sont 
donc forcés de développer rapidement les applications afin de respecter les délais 
de livraison et faire face à la concurrence. Par conséquent, les développeurs se 
focalisent plus sur les fonctionnalités attendues de l'application et négligent trop 
souvent des critères primordiaux tels que la performance, la consommation d'éner-
gie et l'expérience utilisateur. Dans le cadre de notre recherche, nous allons nous 
intéresser spécifiquement au volet de la consommation d'énergie des applications 
mobiles sous Android. En particulier, nous proposons d'identifier les défauts de 
code qui ont un impact néfaste sur la consommation énergétique. Notre travail de 
recherche consiste à évaluer l'impact énergétique des défauts de code Android et 
de les corriger automatiquement. Les défauts de code sont de mauvaises pratiques 
d'implémentation dans le code source des applications qui peuvent entraîner des 
dégradations de la qualité de ces dernières. Dans ce but, nous avons développé l'ap-
proche HOT-PEPPER qui actuellement est en mesure d'évaluer et de corriger trois 
types de défauts de code : InternalGetter/Setter (IGS), HashMapUsage (HMU) 
et Member lgnoring Method (MIM). L'approche HOT-PEPPER est basée sur deux 
outils : PAPRIKA pour la détection et la correction des défauts de code ainsi que 
NAGA VIPER pour l'évaluation de la consommation énergétique. Nous validons 
notre approche à travers les résultats obtenus lors de nos expérimentations réali-
sées sur cinq applications. Nous avons observé que la consommation d'énergie sur 
une application a baissé de 4.83% après la correction des trois défauts de code. 
MOTS CLES : Android, défauts de code, consommation d'énergie, applications 
mobiles, détection, correction. 
INTRODUCTION 
Le périphérique mobile (en anglais, Srnartphone) est incontestablement l'une des 
plus grandes innovations des dix dernières années. Ce dernier existe sous différents 
systèmes d'exploitation et est commercialisé par plusieurs constructeurs. Dans le 
cadre de nos recherches, nous avons opté pour le système d'exploitation proposé 
par Google : Android. Ce dernier connait un franc succès chez les utilisateurs et 
les développeurs (IDC, 2015). 
D'abord, passons brièvement en revue ces dernières années en matière de télépho-
nie mobile. Apple est le premier à avoir mis sur le marché la nouvelle génération de 
périphériques mobiles (GPS, appareil photo, écran tactile, ... ) : l'iPhone en 2007. 
En 2005 Android inc. est rachetée par Google. Dans un premier temps, Google 
ne pousse pas Android sur le devant de la scène, il faudra attendre 2007 pour que 
Google décide de promouvoir Android - son système d'exploitation mobile - sur 
le marché de la téléphonie afin d'obliger les autres compagnies à améliorer leurs 
propres systèmes mobiles. Android est un système d'exploitation pour plateforme 
mobile (tablette, téléphone, montre, etc.). Base sur un noyau Linux, Android est 
devenu la distribution la plus populaire 1 , avec plus de 50% des périphériques 
vendus et une hausse de 500% des ventes depuis 2011 (Statista, 2015). 
Comme le nombre de périphériques mobiles a augmenté, le nombre d'applications 
qui vient avec a aussi connu une forte croissance durant ces dernières années ainsi 
que le nombre de développeurs qui les conçoivent. Les applications mobiles sont gé-
1. https://goo.gl/ai2yUA 
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néralement écrites en utilisant des langages orientés objet comme Java, Objective-
C, Swift, ou encore C#. Néanmoins, le développement mobile n'est pas totalement 
similaire au développement traditionnel (Wasserman, 2010) et cet aspect a obligé 
les développeurs à prendre en compte les spécifications et les ressources proposées 
par la plate-forme mobile. Autre contrainte, la demande des utilisateurs qui ne 
cesse d'augmenter et qui force les développeurs à ajouter de nouvelles fonctionna-
lités et à maintenir leur application le plus rapidement possible afin de ne pas se 
faire devancer par d'autres applications similaires. Malheureusement, cette pres-
sion sur les développeurs les conduit souvent à travailler dans la hâte et à adopter 
involontairement des mauvaises pratiques d'implémentation aussi connues sous le 
nom de Défauts de code (Fowler et al., 1999). 
Il est estimé que plus de 18% des applications Android présentes sur les magasins 
en ligne contiennent des défauts de code (Liu et al., 2014). Les défauts de code 
peuvent facilement impliquer des problèmes au niveau de l'application comme 
par exemple des pertes de performance au niveau du processeur, de la mémoire, 
etc (Brylski, 2013). Ces pertes peuvent détériorer la qualité de l'application en 
terme de stabilité, réactivité, maintenabilité, etc. Des études ont été faites sur 
l'impact des défauts de code sur les performances d'une application et il en est 
ressorti que la c,0rrection des défauts de code améliore les performances (Hecht 
et al., 2016a), en particulier la correction de trois types de défauts de code : 
HashMap Usage (HMU), Internal Getter/Setter (IGS) et Member Ignoring Me-
thod (MIM) (Android, 2017b; Android-Doc, 2017a; Hecht et al., 2016a), que nous 
allons détailler dans les prochains chapitres. Un autre facteur critique au niveau 
des plate-formes mobiles est l'autonomie de la batterie 2 qui dépend de plusieurs 
paramètres dont la consommation énergétique des applications. 
2. https://developer.android.com/distribute/essentials/quality/core.html 
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Dans le cadre de notre étude, nous nous concentrons sur les défauts de code liés 
à la performance et leur impact au niveau de la consommation d'énergie d'une 
application Android. L'une des questions qui peut se poser est : Quel est le coût 
énergétique de ces .défauts de code au niveau des applications Android? 
Des études et approches existent afin de suivre la consommation des logiciels trar 
ditionnels (Noureddine et al., 2013; Noureddine et al., 2014) et applications 
mobiles (Dong et Zhong, 2012; Zhang, 2013; Wan et al., 2015). Cependant, peu 
de recherches ont été effectuées afin d'évaluer l'impact des défauts de code sur la 
consommation énergétique des applications Android. Les recherches se sont diri-
gées vers d'autres axes, comme par exemple la consommation énergétique des dif-
férentes machines virtuelles qu'a utilisé la plateforme Android tout au long de son 
évolution (Kundu et Paul, 2011), ou encore au niveau des patrons de conception 
et de leur impact sur la consommation d'énergie (Linares-Vâsquez et al., 2014). 
D'autres se sont concentrés sur les différentes implémentations d'algorithmes ou 
de structures de données, comme par exemple les collections Java (Samir et al., 
2015), et de mettre en avant leur influence au niveau de l'empreinte énergétique. 
Des études ont aussi été faites sur la performance des applications mobiles (Hecht 
et al., 2015a). Un suivi de leur évolution a été fait afin de comparer la performance 
des différentes versions et de voir les différentes conceptions des développeurs. 
Nos recherches visent à atteindre les objectifs cités ci-dessous : 
- Proposer une approche automatique pour corriger les défauts de code pré-
sents dans les applications Android ; 
- Proposer une approche automatique pour évaluer l'impact énergétique des 
défauts de code. 
À travers ce mémoire, nous investiguons les différentes études et méthodes utili-
sées dans l'évaluation énergétique des applications mobiles afin de proposer une 
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approche permettant d'évaluer et de mesurer l'impact des défauts de code liés à la 
performance sur la consommation énergétique d'une application Android. De plus, 
nous étendons l'outil existant PAPRIKA (Hecht et al., 2015b), initialement conçu 
pour la détection des défauts de code Android, avec l'ajout d'une phase de correc-
tion des défauts de code présents dans les applications. Le travail présenté a fait 
l'objet d'une publication dans la conférence international SANER 2017 (Interna-
tional Conference on Software Analysis, Evolution, and Reengineering) (Carette 
et al., 2017). L'approche développée dans cette recherche se nomme HoT-PEPPER 
et elle repose sur deux outils : PAPRIKA, pour le processus de détection et correc-
tion, et NAGA VIPER, pour la phase de mesure et d'évaluation de l'impact. Les 
contributions apportées par nos recherches dans ce mémoire sont les suivantes : 
- Une catalogue des défauts de code ayant un impact sur les applications 
Android au niveau de la consommation d'énergie; 
- Une approche automatique de correction des défauts de code présents dans 
les applications Android ; 
- Une approche d'évaluation automatique de l'impact énergétique des défauts 
de code liés à la performance dans les applications Android ; 
- Une étude empirique sur cinq applications Android pour évaluer les ap-
proches proposées et une étude de validation sur un cas industriel. 
Ce mémoire est structuré de la manière suivante. Le chapitre I décrit brièvement 
la plate-forme Android et introduit la notion de défauts de code. Le chapitre II 
est dédié à l'état de l'art réalisé lors de cette recherche. Par la suite, le chapitre 
III, introduit et explique le fonctiom1ement et l'implémentation de HOT-PEPPER, 
l'approche développée lors de cette étude. Dans le chapitre IV, nous décrivons les 
expérimentations réalisées et les résultats obtenus. Nous concluons ce mémoire 
par une synthèse du travail effectué et une présentation des travaux futurs. 
CHAPITRE I 
CONCEPTS PRÉLIMINAIRES 
Afin de mieux comprendre notre recherche, nous introduisons dans ce chapitre la 
notion de défauts de code qui sont les sujets étudiés à travers ce mémoire. De 
plus, nous présentons, brièvement, le système Android ainsi que l'architecture et 
· le cycle de vie d'une application. 
1.1 Les défauts de code 
Les défauts de code (Fowler, 1999), ou encore mauvaises odeurs (en anglais Code 
Smefü), sont des mauvaises pratiques d'implémentation pouvant dégrader la qua-
lité d'un logiciel et faire apparaître des problèmes au cours du temps. Ces derniers 
rendent généralement la maintenance et l'évolution du logiciel plus complexe. Par 
exemple, une méthode ou une classe trop longue et/ou complexe peut être consi-
dérée comme un défaut de code (Fowler, 1999; Pérez-Castillo et Piattini, 2014) 
car cette dernière deviendra difficile à comprendre et à maintenir. Autre exemple, 
du code mort, du code qui n'est jamais exécuté, peut être aussi considéré comme 
défaut de code (Ma:ntyla et Lassenius, 2006) car ce dernier aussi nuit à la com-
préhension du code et à sa maintenance. Il faut aussi noter que les défauts de 
code ne sont pas des problèmes mais des indicateurs de future désagréments, ce 
ne sont pas des bugs qui surviennent lors de la compilation de l'application ou 
encore lors de son exécution, mais plus des violations de normes et/ou principes 
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fondamentaux de conception ou d'implémentation (Girish et al., 2015). A ce jour, 
la notion de défauts de code reste encore très vaste et de nombreuses recherches et 
études sont encore à faire à fin de déterminer une définition ou une classification 
propre de ce concept. 
1.2 La plate-forme Android 
1.2.1 Architecture de la plate-forme 
Afin de mieux comprendre les défauts de code présents dans les applications An-
droid, nous devons d'abord introduire l'environnement ou elles sont exécutées, le 
système d'exploitation Android. Android est un système à code source ouvert, 
principalement développé pour les périphériques embarqués comme les téléphones 
et les montres intelligents. Le système Android est basé sur un noyau Linux. La 
dernière version en date du système est la version 7.1.1 (Nougat). Néanmoins, 
en raison du périphérique utilisé lors de nos expérimentations, nous avons été 
contraints d'opter pour la version 4.4.4 (KitKat) qui reste, cependant, assez ré-
pondue au niveau des périphériques mobiles avec plus de 20% de présence et 
représente la troisième distribution Android la plus utilisée après les versions 5.0, 
(Lolipop) et 6.0 (Marshmallow) 1 . 
L'architecture des systèmes Android peut être divisée en quatre couches comme 
illustré dans la figure 1.1. 
1. https://developer.android.com/about/dashboards/index.html 
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Figure 1.1 Architecture du système Android pour la version 4.4.4 (Kit Kat) 2 . 
La couche supérieure, Applications, regroupe les applications Android. Les appli-
cations développées sont installées au niveau de cette couche. Application Frame-
work, est la couche qui regroupe les services , sous forme de classes Java, proposés 
aux développeurs lors du développement de leur application. La couche inférieure 
regroupe les librairies offertes par Android en plus des librairies standards, équi-
valentes au J ava SE, qui sont localisées dans le Core Libraries. Au niveau de cette 
couche, plus précisément dans le A ndroid Rruntime, on retrouve aussi le cadre 
d'exécution de nos applications Android, Dalvik Virtual Machine. Dalvik est une 
implémentation de la machine virtuelle Java spécialement optimisée et conçue 
pour les systèmes Android. Dans la dernière couche, Linux Kernel, on retrouve le 
2. Source : http://elinux.org/ Android_Archi tecture 
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noyau Linux sur lequel le système Android est basé. 
1.2.2 Les applications Android 
Afin de mieux comprendre le fonctionnement des applications Android, nous allons 
introduire l'architecture d'une application Android ainsi que certains composants 
clefs. Les applications Android sont écrites en Java et sont distribuées sous forme 
de paquets compressés appelés APK (Android Package Kit). On retrouve dans 
cet APK le code source compilé de l'application, les ressources, les librairies et le 
manifest. 
Composants d'une application Android 
Une application Android est généralement formée d'un ou pllL'lieurs composants 
spécifiques à la plate-forme : activités ( Activities), services, des fournisseurs de 
contenus ( Content providers ), etc. L'activité est un composant Android qui four-
nit, dans une seule fenêtre, un affichage permettant à l'utilisateur d'interagir avec. 
La première activité que l'utilisateur aperçoit, au lancement de l'application, est 
appelée Main Activity. Les services eux sont des composants qui tournent pendant 
une longue durée en tâche de fond. Pour ce qui est des fournisseurs de contenlL'l 
( Content providers), ils sont en charge de gérer les accès à un certain ensemble 
de données liées à l'application et au périphérique mobile, comme par exemple 
fournir à l'application la liste des contacts présente sur le périphérique mobile. Un 
autre concept spécifique à Android et qui permet à plusieurs autres composants 
de communiquer entre eux, les Intents. Les Intents sont, de manière simplifié, des 
messages qui permettent aux composants de communiquer entre eux ou de faire 
une action définie, comme par exemple démarrer une activité, arrêter un service, 
etc. Les composants décrits ne représentent pas la totalité des composants dis-
ponibles sur une application Android, nous avons décrit ici certains composants 
formant le cœur d'une application. 
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Les ressources 
Les ressources d'une application représentent généralement les images, les textes 
traduits, les couleurs, les styles, etc. On retrouve aussi les layout qui définissent 
les interfaces utilisateur de l'application et qui sont déclarés sous forme de :fi-
chiers XML. Toutes ces ressources se trouvent dans le dossier res de l'application 
Android. Aussi, afin de pouvoir référer les ressources dans le code source d'une 
application, Android génère une classe R où chaque ressource est affiliée à un 
identifiant unique (ID). 
Android Manifest 
L'Android Manifest, présent sous la forme de Android11Janifest.xm~ est un fichier 
XML se situant au niveau de la racine de l'application. Il fournis les informations 
essentielles au système Android avant de pouvoir démarrer l'application : 
- le nom de l'application; 
- le nom de l'activité principale (Main Activity), elle représente le point 
d'entrée de l'application; 
- la liste des composants de l'application, les activités, les services, etc; 
- la liste des permissions qui permettent à l'application d'avoir accès à des 
,Pru;tics protégées .de l'API, comme par exemple pçrmettre à l'application , 
d'avoir accès à Internet; 
- la liste des librairies requises; 
- etc. 
Cycle de vie d'une activité 
Nous décrivons ici le cycle de vie des activités dans les applications Android. Les 
activités Android ont des états variables qui changent en fonction de l'environ-
nement (le système Android) ou des actions utilisateur. Ces changements d'état 
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sont illustrés dans la Figure 1.2 et expliqués, brièvement, ci-dessous : 
- onCreate() est la première méthode appelée au lancement, la création, 
d'une activité, elle initialise les layout de l'application en plus d'autres 
paramétrés. Il est généralement conSeillé aux développeurs d'implémenter 
leurs initialisations de départ au niveau de cette méthode, car elle n'est 
appelée qu'une fois durant le cycle de vie de l'activité; 
- onStart() est la méthode appelée quand l'activité passe à l'état Started. 
À ce moment là, l'activité devient visible pour l'utilisateur et se prépare à 
passer au premier plan et à devenir interactive ; 
- onResume() est appelée quand l'activité est dans l'état Resumed. L'acti-
vité est au premier plan et interagie avec l'utilisateur; 
- onPause() est la méthode appelée quand l'activité n'est plus au premier 
plan, elle passe donc à l'état de Paused. Plusieurs événements peuvent 
mettre l'activité dans cet état, comme par exemple l'ouverture d'une fenêtre 
de dialogue ; 
- onStop() est la méthode appelée quand l'activité passe à l'état Stopped. 
Cet état se produit quand l'activité n'est plus visible pour l'utilisateur, par 
exemple quand une autre activité est démarrée; 
- onDestroy() est appelée avant la destruction de l'activité. Cette méthode 
est appelée une fois l'activité terminée ou lors de la destruction de l'activité 
par le système. 
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Figure 1.2 Cycle de vie d'une application d'Android 3 • 
1.3 Conclusion 
Lors de ce chapitre, nous avons décrit la notion de défauts de code afin de pou-
voir mieux comprendre ce concept et notre axe de recherche. Nous avons aussi 
présenté et introduit le système d'exploitation Android qui représente le cadre 
d'exécution des applications étudiées lors de cette recherche. Aussi, afin d'avoir 
une idée globale sur le paradigme de programmation Android, nous avons expli-
qué, brièvement, la structure d'une application Android ainsi que certains de ces 
3. Source : https: //developer. android. com/guide/ components/acti vities 
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composants. Dans le prochain chapitre, nous allons présenter l'état de l'art que 
nous avons construit à travers les recherches effectuées sur : les défauts de code 
Android, l'aspect énergétique au niveau des applications mobile ( causes des pertes 
énergétique et méthode d'analyse) et la détection et correction des défauts de code 
Android. 
CHAPITRE II 
ÉTAT DE L'ART 
L'aspect énergétique commence à émerger dans le domaine du développement lo-
giciel, que ce soit dans les applications à client lourd, les applications web ou les 
applications mobiles. Nous abordons à travers cet état de l'art les principaux axes 
d'études qui nous permettent de construire et de présenter notre recherche. Nous 
commençons par présenter les différents défauts de code identifiés dans les appli-
cations mobiles Android ainsi que ceux ayant un impact connu sur la performance. 
Nous investiguons aussi les mauvaises pratiques d'implémentation qui conduisent 
aux fuites énergétiques dans les applications Android. Nous parcourons les études 
et méthodes d'analyse existantes sur la consommation énergétique des applica-
tions Android. Nous concluons cet état de l'art par une étude des différent(e)s 
recherchf',S et outils existant( e )s sur la détection et la correction des défauts de 
code. 
2.1 Défauts de code Android 
Les défauts de code sont des mauvaises pratiques qui apparaissent facilement lors 
du développement d'une application indépendamment de la plate-forme utilisée. 
Néanmoins, chaque plate-forme de développement peut être sujette à des types 
bien spécifiques de défauts de code qui ne peuvent apparaître qu'avec certaines 
spécificités ou éléments liés à la plate-forme. Dans le cas de la plate-forme Android, 
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les défauts de code liés au domaine de 1'00 (Orienté Objet) sont souvent retrouvé 
mais il en existe d'autres bien spécifiques aux composants de l'API (Interface de 
Programmation Applicative) ou aux optimisations faites par la machine virtuelle, 
les défa1Lts de code Android. Un catalogue des défauts de code An<lroid a été pro-
duit (Brylski, 2013) afin de répertorier ces derniers et de proposer leur ré-usinage. 
La catalogue répertorie 30 défauts de code catégorisés en cinq catégories : implé-
mentation, réseau, interface utilisateur (UI), base de donnée, et entrées/sorties. 
La majorité des défauts de code répertoriés sont des défauts d'implémentation. 
En partant de ce catalogue, de nombreuses recherches ont été effectuées sur l'im-
pact de ces défauts de code sur la performance des applications Android. La docu-
mentation d' Android a mis à disposition des développeurs une liste de mauvaises 
pratiques qui affectent négativement les performances des applications ( Android, 
2017b). Trois des défauts de code cités dans le catalogue sont présents dans la 
documentation: Intemal Getter/Setter {IGS}, Member Jgnoring Method {MIM), 
Slow Loop. La documentation d' Android met aussi en avant d'autres mauvaises 
pratiques pouvant avoir un impact non négligeable sur les performances : évi-
ter l'utilisation de flottants (An<lroid, 2017c), la façon d'utiliser les méthodes na-
tives (Android, 2017e), ou encore l'utilisation des ArrayMap à la place des HashMap 
connus aussi sous le nom de HashMap Usage {HMU). Une étude plus détaillée a 
été faite sur l'impacte des IGS, des HMU et des MIM sur la performance des ap-
plications (Hecht et al., 2016b). Il en est ressorti qu'avec la correction des MIM, 
il est possible d'améliorer les performances d'affichage de 12,4% et la performance 
globale de l'application jusqu'à plus de 3,6% lors de la correction des trois défauts 
de code. D'autres études, un peu plus générales, ont été faites sur les causes de la 
dégradation de la performance dans les applications Android (Liu et al., 2014; Li 
et Halfond, 2014) ou sur la différence de performance entre le développement 
traditionnel et le développement natif (Lin et al., 2011; Lee et Jeon, 2010). 
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Notre axe de recherche s'est orienté vers les défauts de code d'implémentation 
liés à la performance afin de corréler l'aspect de la performance avec l'aspect 
énergétique. Nous avons choisi d'investiguer les défauts de code suivants: Internal 
Getter/Setter {IGS), Member Ignoring Method {MIM) et HashMap Usage {HMU}. 
2.1.1 Interna! Getter /Setter 
Les IGS sont des défauts de code qui se produisent lorsqu'un attribut de classe 
est utilisé, dans la classe déclarante, via un accesseur {var = getField()) et/ou 
un mutateur (setField(var) ). Cet accès indirect à l'attribut peut diminuer les 
\ 
performances de l'application. L'utilisation d'IGS est une pratique courante dans 
des langages 00 tels que C ++, C# ou Java, car les compilateurs et/ou les ma-
chines virtuelles sont optimisés et peuvent linéariser ( opération d' inlining) l' ac-
cès. Cependant, la machine virtuelle d'Android ne fait que des optimisations ba-
siques {Ben, 2011), elle est donc incapable de linéariser les accès. Par conséquent, 
l'utilisation d'accesseur ou de mutateur trivial est souvent convertie en appel de 
méthode virtuelle, ce qui rend l'opération au moins trois fois {Android, 2017a) 
plus lente qu'un accès direct. L'IGS peut être corrigé en accédant à l'attribut de 
classe directement (var = this.MyField, this .MyField = var) ou en déclarant 
les méthodes d'accesseur et de mutateur dans une interface publique afin de sup-
primer l'appel virtuel (4"ndroid, 2017b; ijrylski, 201~). Néanmoins, les acœsseurs 
et mutateurs non triviaux, comme illustré dans Listing 2.1, ne sont pas considérés 
comme étant des IGS. 
- -- --------------------------------------------------
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Listing 2.1 Exemple d'un accesseur non trivial dans l'application SoundWaves 
Podcast étudiée. 
public String getURL() { 
String itemURL = ""; 
} 
if (this.url != null && this.url.length() > 1) 
itemURL = this.url; 
else if (this.resource != null && this.resource.length() > 1) 
itemURL = this.resource; 
return itemURL; 
2.1.2 Member Ignoring Method 
Dans les applications Android, lorsqu'une méthode n'accède pas à un attribut 
d'objet ou n'est pas un c.,onstructeur, il est recommandé d'utiliser une méthode 
statique pour augmenter les performances. Selon le guide de recommandations 
officielles d'Android (Android, 2017b), les invocations de méthodes statiques se-
raient plus rapide d'environ 15% à 20% que les invocations dynamiques (Android, 
2017b). De plus, l'utilisation d'une méthode statique est également considérée 
comme une bonne pratique pour la lisibilité du code, car elle garantit que l'appel 
de la méthode ne modifiera pas l'état de l'objet (Android, 2017b; Brylski, 2013). 
Cependant, il existe possiblement un effet de bord en termes d'héritage puisque 
toutes les classes étendues doivent déclarer ou se référer aux mêmes méthodes 
statiques. Listing 2.2 est un exemple de MIM dans une des applications étudiées. 
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Listing 2.2 Exemple de Member Ignoring Method dans l'application SoundWaves 
Podcast. 
private boolean animationStartedLessThanOneSecondAgo(long lastDisplayed) 
{ 
} 
return System.currentTimeMillis() - lastDisplayed < 1000 && 
lastDisplayed != -1; 
2.1.3 HashMap Usage 
L'API d'Android offre les ArrayMap et SimpleArrayMap en remplacement aux tra-
ditionnels HashMap fournis par Java. Selon la documentation d'Android {Android-
Doc, 2017a), ils sont supposés être plus efficaces sur le plan de la mémoire et 
déclenchent moins le ramasse-miettes ( Garbage Collector). De plus, leurs utilisa-
tions n'a aucun impact significatif sur les performances des opérations effectuées 
sur une Map contenant plus d'une centaines d'entrées (Android-Doc, 2017a). Ainsi 
l'utilisation de l' ArrayMap devrait être préférée à l'utilisation du HashMap pour 
les Map ne contenant pa..~ est un grand nombre d'éléments. Par conséquent, la 
création de petites instances HashMap peut être considérée comme un défaut de 
code (Android-Doc, 2017a; Haase, 2015). Cependant, une dégradation des perfor-
mances ·lors de l'utilisation d'un ArrayMap peut se produire en faisant face à une 
croissance imprévue du nombre d'éléments de la Map. Listing 2.3 est un exemple 
de HMU détecté dans une des applications étudiées. 
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Listing 2.3 Exemple de HMU dans l'application SoundWaves Podcast étudiée. 
if (itemMap == null) { 
itemMap = new HashMap<>(); 
for (inti= O; i < ItemColumns.ALL_COLUMNS.length; i++) 
itemMap.put(ItemColumns.ALL_COLUMNS[i], ItemColumns.ALL_COLUMNS[i]); 
} 
2.2 Analyse de la répartition de la consommation énergétiques au niveau des 
applications mobiles 
L'aspect énergétique est devenu un facteur clef dans le développement d'appli-
cations en tout genre et spécifiquement dans les applications mobiles, en raison 
de la faible capacité des batteries présentes sur ces périphériques. Plusieurs re-
cherches se sont donc focalisées sur les principaux composants des périphériques 
mobiles ayant un fort impact sur la consommation énergétique. L'une des princi-
pales causes trouvée est l'écran (Li et al., 2014), qui représente en moyenne plus 
de 60% de la consommation d'une application (Dong et Zhong, 2012). Une partie 
de la littérature scientifique a donc investigué l'impact de l'écran sur la consom-
mation des applications mobiles en proposant par exemple des moyens d'identifier 
les principales zones de l'écran d'une application ayant une haute consomma-
tion (Wan et al., 2015). Différentes recommandations et bonnes pratiques ont 
aussi été faites sur les couleurs à utiliser dans les applications en fonction du type 
d'écran du périphérique (Dong et Zhong, 2012; Zhang, 2013) : diode électrolumi-
nescente organique (DELo) ou écran à cristaux liquides (ACL, affichage à cristaux 
liquides). Il a été prouvé lors de ces études que les couleurs sombres consomment 
moins d'énergie que les couleurs vives dans le cas des écrans DELo et inversement 
dans les cas des écrans ACL. 
D'autres recherches ont été menées sur l'impact des communications réseaux ef-
19 
fectuées par les applications et il a été prouvé que les composants liés au réseau 
(carte Wi-Fi et données GSM) sont la plus grosse source de consommation d'éner-
gie, après l'écran, au niveau des applications mobiles (Li et al., 2014). A partir de 
ces résultats, des recherches se sont focalisées sur la façon dont les communications 
réseaux sont faites (Balasubramanian et al., 2009; Duribreux et al., 2014) afin 
de pouvoir proposer par la suite des modèles et des optimisations permettant de 
réduire le coût énergétique (Marcu et Tudor, 2011; Li et al., 2016). Plus spécifique 
à la plat&.forme Android, de nombreux travaux se sont concentrés sur les fuites 
énergétiques causées par l'utilisation excessive de certains services système comme 
les Wakelocks 1 (Banerjee et al., 2016; Gottschalk et al., 2012) ou l'intégration 
abusif des publicités (Gui et al., 2015; Gui et al., 2016) dans les applications. 
Néanmoins, il existe peu de ressources traitant de l'impact énergétique des défauts 
de code dans les applications Android. Deux études scientifique se sont dirigées 
vers le défauts de code Android répertoriés dans le catalogue cité dans la Sec-
tion 2.1. Pérz-Castillo et Piattini (Pérez-Castille et Piattini, 2014) ont étudié le 
contre-coup énergétique du ré-usinage des God Class 2 dans les applications An-
droid. Il s'est avéré que le ré-usinage des God Glass crée une augmentation de la 
consommation énergétique des applications testées allant jusqu'à 20,1%. L'origine 
principale de cette hausse est lié à l'augmentation du nombre de classes et de 
méthodes causée par le ré-usinage. 
L'équipe de Li (Li et Halfond, 2014) ont étudié l'impact de la correction des IGS 
1. Les Wakelocks est une permission attribuée aux applications afin que ces dernières puissent 
avoir accês au CPU et ce même aprês la mise en veille du périphérique, comme par exemple la 
synchronisation des mail'!. 
2. La God Glass, aussi connus sous le nom de Blob, est une grande classe avec un grand 
nombre de méthodes et attributs qui est fréquemment utilisée comme contrôleur dans un projet. 
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et MIM au niveau de la consommation des applications Android. Leur étude a 
démontré que la correction des IGS et des MIM peut réduire la consommation 
énergétique de 35% et 15%, respectivement. Dans notre cas, la correction des IGS 
et des MIM réduit la consommation énergétique de 2.08% et 3.86% respective-
ment. Toutefois, cet important écart avec nos résultats s'explique du fait de la 
différence du contexte expérimentale. De notre côté, nous avons exécuté nos tests 
sur un ensemble d'applications réelles disponibles en ligne tandis que leur expéri-
mentation est basée sur une application développée exclusivement pour leur essai. 
D'autre part, nous nous sommes basés sur des scénarios orientés utilisateur lors 
de l'exécution des applications alors que de leur côté ils stressent leur application 
avec une boucle de 50 millions d'itération..c;; sur l'appel des défauts de code. Par 
ailleurs, nous investiguons un défaut de code supplémentaire (HMU). Une autre 
publication a été réalisée sur l'amélioration de l'efficacité énergétique en utilisant 
des services de ré-usinage (Gottschalk et al., 2012) qui s'appliquent sur les défauts 
de code présents au niveau des applications Android. Cependant, les défauts de 
code qu'ils définissent sont différents des notre, à savoir des bugs de boucles, du 
code mort, de l'inlining de méthode et l'utilisation du cache 
2.3 Méthodes d'analyse de la consommation énergétique des applic,ations An-
droid 
Nous pouvons diviser les études effectuées sur les méthodes d'analyse en deux 
grandes familles: analyse statique et analyse dynamique. Les méthodes d'analyse 
statiques ne sont pas très nombreuses et sont généralement basées sur l'extrac-
tion d'informations à partir de structures de données coillille les API Invocation 
Tree (Li et al., 2016; Zhang et al., 2010) ou les function call groph (Guo et al., 
2013). L'équipe de Gue (Guo et al., 2013) ont développé Relda, un outil d'ana-
lyse statique qui permet de détecter les ressources (Wi-Fi, camera, audio, ... etc) 
ayant une forte consommation lors de l'exécution d'une application en se basant 
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sur un function call graph modifié qui récupère la gestion des événements faite 
par la plate-forme Android. L'analyse dynamique reste la méthode la plus cou-
rante dans la littérature scientifique. Ce genœ de méthodes calculent les métriques 
nécessaires à l'exécution de l'application via du profilage (Hao et al., 2012), l'uti-
lisation de scripts (Hindle et al., 2014; Li et Halfond, 2014; Li et al., 2013), la 
récupération d'appels système (Pathak et al., 2011), l'exécution d'applications 
ou services en fond (Zhang et al., 2010), ou encore de l'émulation (Mittal et al., 
2012; Marcu et Tudor, 2011) afin de récupérer les métriques à partir du moniteur 
de l'émulateur. Jabbarvand et son groupe (Jabbarvand et al., 2015) ont utilisé 
l'analyse statique et dynamique pour détecter les fuites énergétiques sur les ap-
plications afin de les classer par la suite. L'analyse statique a été effectuée afin 
d'annoter le graphe d'appels alors que l'analyse dynamique a été utilisée pour du 
profilage sur l'application. 
Au delà du type d'analyse effectuée pour évaluer la consommation énergétique 
d'une application, nous nous apercevons à travers les travaux réalisés sur le su-
jet qu'il est d'abord question de récupérer les métriques énergétiques et pour ce 
faire, nous répertorions deux techniques : l'utifü,ation de modèle énergétique (Hao 
et al., 2012; Pathak et al., 2011; Jabbarvand et al., 2015) ou l'utilisation d'ap-
pareils physiques de mesures (Duribreux et al., 2014; Linares-Vasquez et al., 
2014; Hindle et al., 2014). Les inconvénients des modèles énergétiques sont leur 
manque de précision et le risque potentiel de créer des effets de bord sur la consom-
mation lors du processus de récolte d'informations (construction du modèle). Les 
appareils de mesures physiques représentent la meilleure solution en terme de pré-
cision. Dans le cas de cette solution, Monsoon (Inc, 2017) est l'appareil de mesures 
qui apparaît le plus souvent dans les revues scientifiques. Néanmoins, le prix de ce 
dernier n'est pas forcément accessible ($829.00 USD au moment de la réalisation 
de nos expérimentations). Dans le cadre de notre recherche, nous avons choisi le 
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YOCTO-AMP 3 comme appareil de mesure afin de récupérer l'intensité du périphé-
rique au cours de l'exécution d'une application, puis d'analyser dynamiquement la 
consommation énergétique de cette dernière. Le YOCTO-AMP représente un bon 
compromis, car il nous permet de passer outre la limite financière tout en offrant 
une excellente précision (2 mA, 1%). 
2.4 Détection et correction des défauts de code Android 
A l'exception de LINT (Android, 2017d), proposé avec le Android Developer Tools 
(ADT), et de PAPRJKA, il n'existe pas d'outils dédiés à la plate-forme Android 
pour l'analyse et Ja correction des défauts de code. Pour ce qui est de la détection, 
en étudiant de plus proche la documentation de LINT, nous découvrons qu'il 
ne peut détecter qu'un seul type de défaut de code étudié (IGS). De son coté, 
PAPRIKA est en mesure de détecter 17 types de défauts de code différents, dont les 
trois défauts de code Android précédemment cités dans la Section 2.1. Par contre, 
à date, il n'existe pas d'outils de correction de ces défauts de code. Toutefois, les 
applications Android sont majoritairement écrites en Java qui est un langue 00. 
Il existe des outils et des recherches sur l'analyse et la correction du code Java. 
Pour effectuer la correction et l'analyse du code source des applications, nous 
recherchons des outils qui peuvent effectuer deux types d'actions: del' analyse de 
code et de la transformation de code. 
L'analyse de code est utilisée dans plusieurs spécialités : la compilation, le débo-
gage (Hovemeyer et Pugh, 2004), la détection de mauvaises pratiques (Binkley, 





permettent la détection de mauvaises pratiques. Or, la liste des défauts de code 
détectés par ces outils n'est pas très large et est plus orientée vers les mauvaises 
pratiques 00. Par exemple, ils peuvent détecter les God Glass, Long Method, Long-
Pamm List et Duplicated Code. Il existe également des environnements spécifiques 
et des plate-formes dédiées à l'analyse de logiciels comme IPlasma (Marinescu 
et al., 2005), qui est un environnement spécifique pour l'analyse qualitative de 
logiciels ou encore DECOR (Moha, 2007) pour la détection et la correction des 
anti:-patrons 00. 
La transformation de code est utilisée dans de nombreux domaines comme l'opti-
misation (Loveman, 1977) ou le ré-usinage de code source (Kniesel et Koch, 2004). 
Il existe des outils et des études sur le ré-usinage du code Java lié aux défauts 
de code. JDEODORANT (Fokaefs et al., 2011) est un plugin ECLIPSE qui détecte 
et corrige les défauts de code. Il est basé sur ASTPARSER et ASTRWRITER pré-
sent dans l'API de développement d'ECLIPSE. Néanmoins, JDEODORANT peut 
détecter et corriger seulement cinq défauts de code qui ne sont pas spécifiques à 
Android. D'autres travaux existent sur la transformation du code non spécifique 
aux défauts de code. Par exemple, Tatsubori et sont équipe ont développé ÜPEN-
JAVA (Tatsubori et al., 1999), un système de macro basé sut un méta-modèle pour 
représenter la structure du code source en utilisant le concept de réflexion. Borba 
lui a travaillé sur CODER (Borba, 2002), un outil. de génération, de mainten~c~ .. 
et de ré-usinage de programmes Java. De nombreux outils sont disponibles pour la 
génération et la transformation de code source Java comme Java Poet 6, le succes-




encore THE VELOCITY ENGINE 8, un des projets Apache Velocity, qui utilise des 
templates, codé avec leur propre langage, pour effectuer de la génération de code. 
Stratego 9, q1,1i fait maintenant partie du langage Spoofax Language Workbenchis, 
est un langage dédié à la transformation de code. Dans la transformation de by-
tecode Java, ASM (Bruneton et al., 2002) est un framework qui peut effectuer 
des analyses et des modifications directement sur le bytecode des applications. 
Zhang et son groupe ont développé DPartner (Zhang et al., 2012). C'est un outil 
destiné à analyser et transformer le bytecode d'application Android. Cet outil a 
été utilisé afin d'injecter des patrons spécifiques ayant pour objectif de permettre 
à l'application d'effectuer du computation offioading 10 . 
Dans le cadre de notre travail, nous avons opté pour PAPRIKA, car c'est le seul 
outil qui permet de détecter les défauts code Android cités dans la Section 2.1. 
Comme expliqué précédemment, les défauts de code IGS, MIM et HMU sont spéci-
fiques à Android. Or, tous les outils et travaux de recherche sur les défauts de code 
décrits, y compris DECOR et JDEODORANT, sont dédiés uniquement aux défauts 
de code orientés objet. Pour ce qui est de la transformation de code source, nous 
avons choisi SPOON (Pawlak et al., 2015), une librairie d'analyse et de transfor-
mation de code source. Nous décrivons SPOON plus en détail dans la Section 3.1 
du Chapitre 3. SPOON offre une compréhension et une manipulation aisées de 
l' AST des applications comparativement à ASM qui travaille sur le bytecode ou 
The Velocity Engine qui utilise un langage spécifique afin de manipuler le modèle 
de l'application. SPOON offre également des performances très intéressantes lors 
8. http://velocity.apache.org/ 
9. http://www.metaborg.org/en/latest/ 
10. La capacité de transférer une partie des tâches ou opérations à une plak>-forme distante, 
par exemple en cloud 
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de la construction de son modèle. Il lui faut moins d'une seconde pour construire 
les modèles d'applications comme Minecraft 11 (0.7s), JavaWriter (0.8s) ou encore 
Scribe Java 12 (0.5s). Néanmoins, il existe une corrélation entre la taille de l'ap-
plication, les fonctionnalités du langage Java et le temps prit par SPOON pour 
créer les modèles. Par exemple, il faut plus de temps à SPOON pour construire les 
modèles de JUnit 13 {2.5s) ou Joda Time 14 (5s) car les applications sont grandes 
et complexes. Cependant, les applications Android ne sont généralement pas aussi 
grandes que les applications à client lourd, SPOON est donc adéquat pour ce genre 
de programme. 
2.5 Conclusion 
En résumé, cet état de l'art met en avant les différentes recherches dans l'analyse 
des défauts de code Android ainsi que leur impact au niveau de la consommation 
énergétique des applications. Peu d'études exi'>tent sur les conséquences énergé-
tiques de la présence des défauts de code Android. Notre travail de recherche 
a donc pour objectif de pallier ce manque. Nous avons orienté nos travaux sur 
l'effet des IGS, HMU, et MIM dans la consommation des applications Android. 
De plus, nous avons opté pourJ'emploi d'analyses dynamiques et l'utilisation·de 
dispositif physique de mesure pour l'évaluation des défauts de code énergétiques. 






de code et l'avons étendu avec SPOON afin de pouvoir corriger ces derniers. Dans 
le prochain chapitre, nous introduirons HOT PEPPER, l'approche développée et 
utilisée dans notre recherche afin d'évaluer l'impact énergétique des défauts de 
code. 
CHAPITRE III 
HOT-PEPPER : AMÉLIORATION DE LA CONSOMMATION 
ÉNERGÉTIQUE DES APPLICATIONS ANDROID 
HoT-PEPPER est une approche que nous proposons visant à détecter et corri-
ger automatiquement les défauts de code présents dans les applications Android 
ainsi que d'évaluer l'impact énergétique de la correction appliquée. L'approche 
HüT-PEPPER repose sur deux outils : PAPRJKA (Hecht et al., 2015a) et NAGA 
VIPER (Carette et al., 2017) que nous présenterons successivement dans les deux 
sections suivantes. PAPRIKA est en charge de détecter et de corriger les défauts de 
code présents dans l'application, NAGA VIPER, quant à lui, est en charge de me-
surer et d'évaluer l'impact en terme de consommation énergétique de la correction 




















































































3.1 PAPRIKA : Détection et correction automatiques des défauts de code 
PAPRIKA est un outil d'analyse statique, développé à l'UQAM, qui permet la 
détection des défauts de code Android (Hecht et al., 2015a). PAPRIKA effectue 
son analyse directement sur l'APK de l'application. Dans cette étape, PAPRIKA 
prend comme entrée l'APK et exécute la phase d'analyse, qui consiste à détecter 
les défauts de code dans l'application. Pour effectuer son analyse, PAPRIKA doit 
construire un modèle de l'application basé sur huit entités : App, Class, Method, 
Attribute, Variable, ExternalClass, ExternalMethod et ExternalArgument. 
PAPRIKA est basé sur la plate-forme SOOT (Vallée-Rai et al., 1999) et son module 
DEXPLER (Bartel et al., 2012) pour analyser l'APK afin de construire le modèle 
de l'application. SooT convertit le bytecode des applications en une représentation 
interne, composée des entités précédentes, qui sont par la suite représentées sous 
forme d'un graphe NE04J (Neo4J, 2017) où chaque nœud du graphe représente 
une entité. PAPRIKA effectue des requêtes sur le graphe NE04J en utilisant le 
langage CYPHER (Query, 2017) (Listing 3.1) pour détecter les défauts de code 
présents dans l'application. 
Listing 3.1 Requête Cypher pour la détection des Interna! Getter/Setter (IGS). 
MATCH (m1:Method)-(:CALLS]->(m2:Method), (cl:Class) 




Une fois l'application analysée, PAPRIKA renvoie la liste des défauts de code dé-
tectés, leur proportion, leur type, et leur emplacement dans le code source de 
l'application. 
Nous avons par la suite étendu PAPRIKA afin que ce dernier puisse aussi corriger 
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automatiquement les défauts de code détectés. Dans le but d'offrir à PAPRIKA la 
possibilité d'effectuer des corrections au niveau du code source de l'application, 
nous avons utilisé SPOON (Pawlak et al., 2015}, une librairie d'analyse statique et 
de transformation de code source JAVA. Pour effectuer les transformations de code, 
SPOON utilise le code source de l'application afin de générer un méta-modèle qui 
peut être vu comme un AST (Abstract Syntax Tree) du code source de l'application 
et où chaque nœud correspond à un élément source du programme : Classe, 
Méthode, Attribut, Déclaration, Expression, Type, Annotation, ... etc. 
SPOON offre la possibilité de parcourir ses éléments à travers des processeurs 
SPOON (peuvent être vus comme des visiteurs de l'AST). 
Les processeurs SPOON permettent d'effectuer des analyses et des transformations 
sur le type d'éléments qu'ils parcourent : vérification de type, changement d'un 
type de variable, modification de la portée d'un attribut, ajout d'un bloc de code, 
etc. L'écriture des processeurs SPOON se fait en JAVA. Voir ci-dessous (Listing 3.2) 
un exemple de processeur SPOON parcourant les éléments de type CtMethod qui 
représentent les méthodes d'un programme et vérifiant si le corps de celles-ci est 
vide. 
Listing 3.2 Exemple de processeur Spoon permettant la détection de méthodes 
avec un corps vide. 
public class MethodBodyProcessor extends AbstractProcessor<CtMethod> { 
public void process(CtMethod element) { 
if(element.getBody().getStatements().size() == 0) 
} 
} 
{ getEnvironment().report(this, Level.WARN, element, 
element.getReference());} 
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En ce qui concerne la correction des défauts de code, nous avons intégré à PAPRIKA 
un processeur SPOON par type de défaut de code : 
-. Un processeur SPOON pour la correction des IGS ; 
- Un processeur SPOON pour la correction des HMU; 
- Un processeur SPOON pour la correction des MIM; 
En conclusion, pour une application donnée (APK et code source de l'application), 
PAPRIKA détecte les défauts de code présents en effectuant son analyse sur l'APK 
de l'application. À partir des informations récoltées lors de la phase de détection, 
PAPRIKA lance les trois processeurs de correction indépendamment afin de générer 
autant d' APK que de type de défaut de code présents dans l'application. Les 
différents APK de l'application permettent par la suite à NAGA VIPER d'évaluer 
l'impact énergétique de la correction de chaque type de défaut de code. PAPRIKA 
lance ensuite les trois processeurs de correction simultanément afin de générer une 
version de l'application sans aucun défaut de code. 
3.1.1 Correction de Interna! Getter/Setter (IGS) 
Afin de corriger les IGS présents dans l'application, le processus de correction pro-
cède au remplacement des appels aux accesseurs / mutateurs (this.myGetter() 
/ this .mySetter(arg1)) par des accès directs aux attributs de la classe. 
L'algorithme 1 représente le fonctionnement du processeur SPOON en charge de la · 
correction des IGS. L'implémentation de l'algorithme est disponible sur GitHub 1. 
Le processeur prend comme entrée le fichier d'analyse de PAPRIKA (Figure 3.2) 
contenant les classes et les invocations de méthodes faisant appel à un IGS en plus 




Figure 3.2 Exemple de fichier d'analyse de Paprika pour la détection des IGS 
répertoriant les noms des classes et méthodes contenant des IGS ( colonne 1) et le 
nom de l'accesseur/mutateur appelé (colonne 2). 
Le processeur de correction parcourt toutes les classes répertoriées dans le fichier 
d'analyse de PAPRIKA (Algorithme 1 : Ligne 1). Pour chaque classe, le processeur 
examine les invocations de méthodes ( appels de méthodes) de cette dernière afin 
de les comparer et de les faire correspondre avec le fichier d'analyse de PAPRIKA 
(Algorithme 1 Ligne 3). Par la suite, le processeur confirme si l'IGS rencontré fait 
appel à un accesseur ou à un mutateur. Pour cela, le processeur analyse la signature 
de la méthode invoquée afin d'évaluer le nombre de paramètres qu'elle possède. Si 
la méthode contient un ou plusieurs paramètres, la processeur l'identifie comme 
étant un mutateur (public void mySetter(arg1) ), dans le cas contraire elle 
est identifiée comme accesseur (public int myGetterO) (Algorithme 1 Lignes 
5-11). Une fois l'IGS correctement identifié, le processeur commence les trans-
formations. Dans le cas d'un accesseur, le processeur analyse le corps de l'acces-
seur et récupère la variable ( attribut de la classe) que renvoie ce dernier (return 
myField) en utilisant les filtres SPOON (Listing 3.3). 
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public boolean matches(CtReturn element) { 
} ) ; 
getField = element.getReturnedExpression().toString(); 
return super.matches(element);} 
Par la suite, le processeur transforme l'appel à l'accesseur par un accês direct à la 
variable précédemment récupérée (var = this .myGetterO -> var = myField) 
(Algorithme 1 Lignes 12-15, Listing 3.4). 
Listing 3.4 Replacement de l'accesseur par un accês direct à la variable. 
public void process(Ct!nvocation invok) { 
try{ 
} 
CtExpression igsGetter = 
getFactory().Code().createCodeSnippetExpression(getField); 
' '1 " - ... , 
invok.replace(igsGetter); 
Dans le cas d'un rnutateur, le processeur récupère la variable assignée dans le corps 
du rnutateur (this .myField = arg1). Le processeur récupère la valeur passée en 
paramètre dans l'appel du rnutateur et l'assigne directement à la variable précé-
demment récupérée (mySetter(var) -> myField = var) (Algorithme 1 Lignes 
16-19). 
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Entrée : Fichier d'analyse PAPRIKA, Code source de l'application 
Sortie : Code source de l'application sans la présence d'IGS 






















accesseur, mutateur +- faux; 
pour toutes les invocations de méthodes im dans c faire 
fin 
si im est présent dans le fichier d'analyse de PAPRIKA alors 
Lire la signature de la méthode im; 
fin 
Vérifier si im est un accesseur ou un mutateur; 
si le nombre de paramètres de la signature de im > 0 alors 
1 accesseur +- vrai 
sinon 
1 mutateur +- vrai 
fin 
si accesseur alors 
Récupérer la dernière expression du corps de l'acœsseur; 
Récupérer la variable que renvoie l'expression; 
Remplacer l'appel de l'accesseur par la variable; 
si mutateur alors 
Récupérer la V'ariable assignée dans le corps du mutateur; 
Récupérer la valeur passée _en paramètre dans l'appel du mutateur; 
Remplacer l'appel du mutateur par l'aI,signation de la valeur du 
paramètre à la variable; 
Algorithme 1 : Processus de correction de IGS. 
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3.1.2 Correction de HashMapUsage (HMU) 
Il est important de d'abord comprendre la différence entre HashMap et un ArrayMap 
en terme de fonctionnalités avant d'expliquer le processus de correction de HMU. 
Les deux classes implémentent l'interface Map<K, V> et offrent les mêmes fonction-
nalités (Android-Doc, 2017a; Android-Doc, 2017c). La différence entré les deux 
est que la classe HashMap implémente aussi l'interface Cloneable (A,ndroid-Doc, 
2017b) qui permet aux instanciations de la classe HashMap d'avoir accès à lamé-
thode clone. Cette méthode permet de créer une copie parfaite de l'instance de 
la classe. 
Au niveau de la structure, une HashMap est un tableau d'objets Map.Entry<K, V> 
où les paires clefs valeurs sont non-primitives. Lors de l'ajout d'un élément dans 
une HashMap, le hashCode de la clé est calculé et la méthode indexFor() est appelée 
afin de déterminer l'index de l'instance Entry créée et de la stocker dans le bucket 
(les buckets sont utilisés par les HashMap afin de stocker les paires clefs valeurs). 
L'opération d'insertion (put) est de 0(1). Il en va de même pour la méthode 
(get) (récupérer un élément) qui est elle aussi de 0(1). Concernant la structure 
des ArrayMap, ils utilisent deux tableaux, le premier pour stoker des entiers qui 
correspondent aux hashCode des clêfs et le deuxième pour stoker lès objets (pas 
d'objet de type Entry pour les ArrayMap). Lors de l'ajout d'un élément dans 
un ArrayMap, la clef de l'objet est placée dans la prochaine position disponible 
du tableau d'objet. La valeurs quant elle est placée juste après la clef dans le 
tableau d'objet. L'opération d'insertion (put) est donc de O(n). Afin de récupérer 
un élément de la collection, une recherche dichotomique est faite sur le tableau 
contenant les hashCode afin de récupérer le hash et par la suite récupérer la paire 
clef valeur équivalente dans le tableau d'objet. L'opération de récupération des 
éléments (get) est donc de O(log(n)). 
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Le principale problème des HashMap est au niveaux de la mémoire (les buckets et 
les Entry) et des appels au GO pour l'allocation et la désallocation de mémoire. 
Ces opérations peuvent ralentir et/ou stopper le fonctionnement de l'application 
mobile. La manière d'en sont conçus les ArrayMap (l'utilisation de deux tableaux 
pour stocker les hash et les paires clef valeurs) pallie au problème de mémoire. 
Néanmoins, le principale problème du ArrayMap est que ces performances sont 
proportionnelles au nombre d'éléments, plus il contient d'éléments est plus le 
temps d'insertion et de récupération augment, O(n) et O(log(n)), ce qui réduit 
fortement les performances de l'application lors des itérations sur un grand nombre 
d'éléments. Il n'y a pas de documentation officiel sur le nombre optimal d'éléments 
que doit contenir un ArrayMap, mais la communautés web s'accorde sur un nombre 
inférieur à 1000 éléments. 
Il est très important de noter que la détection effectuée par PAPRIKA est naïve 
et s'occupe juste de récupérer toutes les occurrences de HashMap présentes dans 
l'application. Aussi, il est impossible de détecter statiquement les HMU, car le 
nombre d'éléments que peut contenir une Map est variable selon l'exécution. Dans 
le cadre de notre étude, nous émettons l'hypothèse que les Map instanciées dans 
les applications testées sont relativement petites. Pour ce qui est donc de la cor-
rection des HMU, il s'agit de transformer toutes les occurrences de HashMap (type 
de variable, type de méthode, etc.) en ArrayMap. Par la suite, une analyse est ef-
fectuée afin de détecter les appels aux méthodes clone. Les méthodes clone sont 
remplacées par des nouvelles instanciations d'ArrayMap avec comme paramètre de 
construction l'instance de la Map qui appelle la méthode clone : myMap. clone() 
-> new ArrayMap<>(myMap). 
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L'algorithme 2 représente le fonctionnement du processeur SPOON en charge de 
la correction des HMU. Le processeur effectue les corrections sur trois niveaux : 
- Les instanciations de HashMap aux niveaux des attributs de classe ; 
- Les types; 
- Les appels aux méthodes clone ; 
L'implémentation de l'algorithme est disponible sur GitHub 2 • Le processeur prend 
comme entrée le fi.chier d'analyse de PAPRIKA {Figure 3.3) contenant les noms 
des classes correspondant à des HMU en plus du code source de l'application 
(Algorithme 2 Entrée). 
Figure 3.3 Exemple de fi.chier d'analyse de Paprika pour la détection des HMU 
répertoriant les noms des classes et méthodes contenant des HMU. 
Le processeur de correction parcourt toutes les classes de l'applic,ation répertoriées 
par PAPRIKA et vérifie les attributs de cette dernière (Algorithme 2 Ligne 1-2). 
Tout d'abord, le processeur récupère les instanciations des HashMap au niveau des 
attributs de la classe (anyField = new HashMap<>(arg1)) (Algorithme 2 Ligne 




Listing 3.5 Filtre Spoon pour la récupération des attributs instanciant des Hash-
Map. 
List<CtConstructorCall<?>> listConstrCall = ctClass.getElements(new 
AbstractFilter<CtConstructorCall<?>>(CtConstructorCall.class) { 
©Override 
public boolean matches(CtConstructorCall<?> element) { 
return element .getîypeO .getSimpleNameO .equals( 11 HashMap"); 
} 
} ) ; 
Ensuite, il récupère les arguments de l'instanciation, transforme l'instanciation 
du HashMap en ArrayMap, et réutilise les précédents arguments ( anyField = new 
ArrayMap<> (arg1)) (Algorithme 2 Lignes 5-7). Par la suite, le processeur vérifie 
le type de tous les éléments de la classe (Algorithme 2 Lignes 9) Le processeur 
récupère et remplace tous l('.,s éléments de types HashMap présents dans la classe 
en ArrayMap : type de retour des méthodes, paramètres des méthodes, variables 
locales des méthodes, variables locales des constructeurs, types de retour des mé-
thodes des classes anonymes, etc (Algorithme 2 Lignes 10-15, Listing 3.6). 
Listing 3.6 Transformations des HashMap en ArrayMap. 
private void HashMapToArrayMap(CtîypeReference<?> ref){ 




Le procédé de transformation est similaire à celui des transformations d'attributs. 
(HashMap<K,V> var1 -> ArrayMap<K,V> var1). Une fois que tous les HashMap 
ont été transformés en ArrayMap, le processeur va rechercher toutes les invocations 
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de la méthode clone dans la classe (myArrayMap.cloneO). Le processeur sauve-
garde d'abord le nom de variable du ArrayMap (myArrayMap) et va par la suite 
transformer l'invocation de la méthode en une nouvelle instanciation d'ArrayMap 
avec comme paramètre de construction la variable précédemment stockée ( new 
ArrayMap<>(myArrayMap)) (Algorithme 2 Lignes 17-22). 
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Entrée : Fichier d'analyse PAPRIKA, Code source de l'application 
Sortie : Code source de l'application sans la présence des HMU 























Vérifier les attributs; 
pour toutes les instanciations d'attributs ia dans c faire 
si ia est une instanciation de HashHap alors 
Récupérer les paramètres de l'instanciation; 
Remplacer l'instance HashMap en instance d'ArrayMap; 
Replacer les précédents arguments dans l'instanciation du ArrayMap; 
fin 
Vérifier les types; 
pour tous les types des éléments te dans c faire 
fin 
si te est de type HashHap alors 
Récupérer les paramètres de l'élément de type HashMap; 
Remplacer le type HashMap en type ArrayMap; 
Replacer les précédents arguments dans l'élément de type ArrayMap; 
Vérifier les invocations aux méthodes clone; 
pour toutes les invocations de méthodes im dans c faire 
fin 
si im est une invocation à la méthode done alors 
Sauvegarder le nom de variable de l'instance du ArrayMap; 
Supprimer l'invocation de méthode; 
Créer une instanciation d'ArrayMap et mettre en paramètre l'instance 
du précédent ArrayMap; 
Algorithme 2 : Processus de correction de HMU. 
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3.1.3 Correction de Member Ignoring Method (MIM) 
Le process.us de correction de MIM est relativement simple vu qu'il consiste à 
ajouter le mot clef static aux méthodes détectées par PAPRIKA. La seule vérifi-
cation effectuée par le processeur est faite sur les redéfinitions de méthodes qui ne 
doivent pas être modifiées. 
L'algorithme 3 représente la logique du processeur SPOON pour la correction de 
MIM. L'implémentation de l'algorithme'èst disponible sur GitHub 3• Le processeur 
prend comme entrée le fi.chier d'analyse de PAPRIKA (Figure 3.4) contenant les 
noms des classes et méthodes correspondant à des MIM. 
Figure 3.4 Exemple de fichier d'analyse de Paprika pour la détection des MIM 
répertoriant les noms des classes et méthodes contenant des MIM. 
Le processeur parcourt toutes les classes identifiées par PAPRIKA comme des 
MIM ( Algorithme 3 Ligne 1). Pour chaque classe de l'application, le processeur 
prospecte les méthodes de cette dernière afin de voir si elles sont répertoriées 
dans le fichier d'analyse de PAPRIKA ( Algorithme 3 Lignes 2-3). Si le processeur 
trouve une concordance, il va d'abord vérifier si la méthode trouvée n'est pas 
une redéfinition de méthode, car cette dernière ne doit pas être modifiée. Pour 
cela, le processeur examine l'annotation de la méthode (©Override public void· 




Listing 3. 7 Vérification de l'annotation de la méthode. 
private boolean checkAnnotation(CtMethod candidate){ 
for(CtAnnotation annotation: candidate.getAnnotations()){ 
} 
if (annotation. toString(). trimO .matches("(. *)©Override(. *) ") ){ 
return false; 
} 
Le processeur va à la fin ajouter le mot clef static à la signature de la méthode 
(public static void myMethod()) (Algorithme 3 Ligne 7). 
Entrée: Fichier d'analyse PAPRIKA, Code source de l'application 
Sortie : Code source de l'application sans la présence des MIM 












pour toutes les méthodes m dans c faire 
fin 
si m dans le fichier d'analyse de PAPRIKA alors 
Vérifier la redéfinition de la méthode; 
si l'annotation de m = "Override" alors 
1 Arrêter et passer à la prochaine méthode; 
Ajouter le mot clef static à la méthode m; 
sinon 
1 Passer à la prochaine méthode; 
fin 
Algorithme 3 : Processus de correction de MIM. 
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3.2 NAGA VIPER: Évaluation automatique de la consommation énergétique 
des applications Android 
Afin d'évaluer l'impact de la correction des défauts de code présents dans une ap-
plication, NAGA VlPER récupère l'APK original et celles générées par PAPRIKA 
afin de les comparer. NAGA VIPER est un outil d'analyse dynamique que nous 
avons développé afin d'analyser l'impact énergétique d'une application sur des 
scénarios utilisateurs. N AGA VIPER existe en deux versions : une version expé-
rimentale écrite en PYTHON et une version robuste et stable en JAVA. Les deux 
versions sont disponibles sur GitHub 4 5 • N AGA VIPER est basé sur deux étapes 
qui lui permettent par la suite de délivrer un comparatif des applications ainsi 
qu'un pack ("kit") contenant la version de l'application la plus optimisée et le 
code source de cette dernière. La première phase a pour but de récolter les dif-
férentes métriques pour chacune des versions de l'application corrigées ainsi que 
la version originale. La deuxième phase va calculer la consommation moyenne de 
chaque version de l'application afin d'identifier la meilleure version de l'applica-
tion et de renvoyer le kit. En plus de l'évaluation des applications, NAGA VIPER 
a la mission d'automatiser les tests de mesures. Il est en charge d'initialiser la 
connexion entre le périphérique mobile et le serveur, de configurer l'environne-
ment d'essai, de démarrer et arrêter les tests etc. Les détails de l'automatisation 
sont abordés dans le chapitre 4. · 
3.2.1 Récupération et calcul des métriques énergétiques 
La première étape de NAGA VIPER est de récolter les métriques de chaque version 




Pour cette phase, NAGA VIPER prend en entrée les différentes versions de l'ap-
plication et un scénario utilisateur qui va être utilisé pour l'automatisation des 
tests. De plus, NAGA VIPER utilise le YOCTO-AMP, un instrument physique de 
mesure afin de récupérer l'intensité du courant lors de l'exécution de l'application 
(Figure 3.5). Le YOCTO-AMP offre une API simple d'utilisation pour pouvoir 
récupérer différentes informations à propos du périphérique mobile. 
Figure 3.5 Branchement entre le Yocto-Amp, Naga Vipcr et le périphérique 
mobile. 
NAGA VIPER est en charge de récupérer trois métriques lors de l'exécution d'une 
version de l'application: La moyenne de l'intensité du courant lors de la durée du 
scénario (!moyenne), le temps d'exécution de chaque scénario (t) et le voltage de la 
batterie du périphérique mobile. La dernière métrique est constante, elle est donc 
configurée au niveau de NAGA VIPER avant le début des tests. Afin de réduire 
l'effet des facteurs externes (stabilité du débit de la connexion, activation du GC 
(Garbage Collector), ... etc), NA.GA VIPER effectue un nombre configurable de fois 
l'exécution de l'application et la récolte des métriques. Les métriques récupérées 
sont envoyées au serveur interne de N AGA VIPER afin de calculer la moyenne de 
chaque test. NA.GA VIPER effectue ces opérations pour chaque version de l'appli-
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cation. Une fois toutes les versions évaluées, le serveur de NAGA VIPER envoie les 
métriques récoltées pour chaque version de l'application à la prochaine étape. 
3.2.2 Évalu~tion de l'impact énergétique de la correction 
Avant d'expliquer plus en détails cette étape, il est important d'abord d'expliquer 
la façon pour calculer la consommation énergétique d'une application Android. 
Afin d'évaluer la consommation énergétique d'une application Android, nous nous 
sommes appuyés sur les recherches et le modèle énergétique élaboré par l'équipe 
de l'Université de Californie (Seo et al., 2007; Seo et al., 2008) pour éva-
luer la consommation d'énergie d'une application Java. Nous proposons d'évaluer 
la consommation d'énergie globale en mesurant l'intensité moyenne, la tension 
moyenne de l'appareil et le temps entre deux mesures de l'ampèremètre. L'in-
tensité et la tension sont le flux et la force de l'électricité par l'intermédiaire 
d'une ligne électrique, respectivement. La consommation d'énergie est exprimée 
en JOULES. L'intensité de la batterie est limitée, et la tension est constante tout 
au long de l'utilisation du périphérique mobile. Par conséquent, nous estimons la 
consommation d'énergie d'une application Android comme suit: 
Eglobal = 2)V * f:l.t * lmoyenne) (3.1) 
Où Eglobal représente la consommation d'énergie générale de l'application Android 
(joules), V la tension actuelle de la batterie (volts), f:l.t le temps d'exécution de 
l'application étudiée (secondes) et !moyenne l'intensité moyenne (A) de l'application 
mobile et du système d'exploitation. 
NAGA VIPER se sert des métriques récupérées de l'étape précédentë afin de cal-
culer la consommation énergétique de chaque version de l'application en utilisant 
l'équation 3.1. Par la suite, NAGA VIPER calcule le pourcentage d'énergie sauvé 
entre chaque version d'application corrigée et la version originale. NAGA VIPER 
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va par la suite récupérer la version de l'application avec le plus haut gain d'éner-
gie. Cette dernière va faire partie de kit généré par NAGA VIPER en plus du code 
source associé à la version de l'application et un fichier contenant les modifications 
effectuées sur le code source. 
3.3 Conclusion 
Dans ce chapitre, nous avons exposé l'approche HOT PEPPER ainsi que son im-
plémentation qui est basée sur PAPRIKA et NAGA VIPER. Nous avons étendu 
PAPRIKA avec SPOON afin de lui permettre d'effectuer la détection et la correc-
tion des défauts de code. Quant à NAGA VIPER, il a spécifiquement été développé 
dans le cadre de notre recherche. Ce dernier permet d'automatiser et de configu-
rer les jeux de tests. De plus, il est en charge de calculer et d'évaluer l'impact 
énergétique de chaque application testée. Dans le prochain chapitre, nous utilise-
rons HOT PEPPER sur plusieurs applications afin de valider notre approche et de 
répondre à nos questions de recherche. 
CHAPITRE IV 
EXPÉRIMENTATIONS ET RÉSULTATS 
Nous abordons dans ce chapitre les expérimentations effectuées afin de répondre 
à nos questions de recherches et de tester HOT PEPPER. Nous décrivons les appli-
cations utilisées et les spécifications de l'environnement dans lequel ces dernières 
ont été évaluées. Nous analysons les résultats obtenus lors des expérimentations et 
nous mettons en avant les obstacles à la validité concernant leur exactitude ainsi 
que la reproductibilité de notre protocole. 
4.1 Questions de recherche 
Nos expérimentations ont pour but de répondre aux questions de recherche (QR) 
suivantes: 
QR 1 : La correction de HashMap Usage {HMU} réduit-t-elle la consommation 
énergétique des applications Android? 
QR 2 : La correction de Internal Getter/Setter (IGS) réduit-t-elle la consomma-
tion énergétique des applications Android ? 
QR 3: La correction de Member Ignoring Method {MIM) réduit-t-elle la consom-
mation énergétique des applications Android ? 
QR 4 : La correction des trois types de défauts de code améliore-t-elle significa-
tivement la consommation énergétique comparativement à la correction d'un seul 
défaut de code ? 
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4.2 Sujets 
Les sujets de notre recherche reprf,scntent les trois défauts de code précédemment 
cités dans la Section 2.1 : HMU, IGS, et MIM. 
4.3 Objets 
Dans le but d'étudier l'impact énergétique des trois défauts de code, nous devions 
trouver des applications Android à code source ouverts/libres afin de permettre 
à PAPRIKA d'appliquer les correctifs nécessaires au niveau du code· source. Les 
applications ont été choisies selon les critères suivants : 
- La catégorie et l'utilité de l'application; 
- La popularité de l'application, en se basant sur le nombre de téléchargement 
et la notation ; 
- La présence de défauts de code, au minimum deux des trois types de défauts 
de code précédemment cités doivent être présents dans l'application. 
Nous avons lancé PAPRIKA sur plus de 1900 applications téléchargées à partir du 
magasin F-droid 1 . En s'appuyant sur les précédents critères, nous avons trouvé 34 
applications classées en six catégories différentes : musique, lecture, productivité, 
utilité, sport et éducation. Pour chaque catégorie, nous avons choisi l'application 
contenant le plus de défauts de code. De plus, pour chaque application choisie 
nous avons vérifié si cette dernière peut être assemblée (build) et compilée. Sur 
les 34 applications ressorties, cinq d'entre elles, de différentes catégories, ont été 
choisies (Tableaux 4.1 et 4.3). Nous n'avons pas choisi d'application appartenant 
à la catégorie sport car ces applications nécessitaient l'utilisation d'une montre ou 
d'un bracelet connecté. 














































































































































































































































































































Tableau 4.2 Versions expérimentales des applications Android corrigées. 
1 Version I Défaut de code corrigé 
Vo Version original 
Vj{MU HashMap Usage (HMU) 
Vies lnternal Getter /Setter (IGS) 
VMIM Member lgnoring Method (MIM) 
VALL Tous les défauts de code sont corrigés 
L'application Aizoban est un catalogue de mangas. Elle permet aux utilisateurs de 
lire, sauvegarder et télécharger leur manga préféré. La version testée de l'applica-
tion est la version 1.2.5. L'application Calculator est la calculatrice par défaut de 
CyanogenMod 2 • La version testée de l'application est la version 5.1.1. L'applica-
tion SoundWaves Podcast permet aux utilisateurs d'écouter et de télécharger des 
podcasts. La version testée de l'application est la version 0.130. Todo est une ap-
plication qui permet aux utilisateurs de créer des listes de notes. La version testée 
de l'application est la version 1.0. L'application Web Opac offre aux utilisateurs 
la possibilité d'accéder à un catalogue de plus de 500 librairies à travers 30 pays. 
Elle propose aux utilisateurs la possibilité de chercher une librairie, avoir accès au 
catalogue de livres d'une librairie et réserver un livre. La version testée de l'ap-
plication est la version 4.5.9. Le code source des applications citées est disponible 












































































































































































































































































































Une fois les applications choisies, nous avons corrigé ces dernières avec PAPRIKA 
afin d'obtenir différentes versions pour chaque application comme illustré dans le 
Tableau 4.2. Vo est la version originale de l'application, VHMU, Vras et VMIM sont 
dérivées de Vo en corrigeant respectivement HMU, IGS et MIM. Enfin, VALL est 
la version où. tous les défauts de code Android sont corrigés. 
4.4 Environnement 
Un environnement spécifique a été assemblé afin d'effectuer nos expérimentations 
dans les meilleures conditions possibles. Le périphérique mobile utilisé est un 
Google Nexus 4 avec comme système d'exploitation CyanogenMod 11 qui est 
basé sur la version 4.4.4 (KitKat) d'Android. Le Google Nexus 4 dispose d'un 
processeur Snapdragon 84 quad-core de 1,5 GHz, un écran HD IPS Plus de 4,7 
pouces (1280 x 768 pixels), 2 Go de RAM et une batterie de 2100 mAh. La 
différence entre la version Android 4.4.4 et CynogenMod 11 se situe au niveau des 
options développeurs proposées par CynogenMod 11, comme par exemple le mode 
super utilisateur qui est facilement activable et désactivable ( option indispensable 
pour nos expérimentations). 
De plus, CynogenMod 11 embarque, de base, moins d'applications et de services 
que les systèmes Android standards, ce qui nous permet d'avoir moins d'interfé-
rences lors du processus de mesure. Comme vu dans la Figure 3.5, le YocTo-AMP 
est directement branché à la batterie du périphérique mobile et afin de stabiliser 
ce branchement, nous avons utilisé un harnais, illustré dans la Figure 4.1, spécia-
lement conçu pour le périphérique mobile ( une des raisons de notre choix pour le 
Nexus 4) afin de fixer le branchement entre la batterie, le téléphone et le YOCTO-
AMP. 
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Figure 4.1 Montage de la batterie du périphérique mobile avec le harnais qui est 
relié au Yocto-Amp. 
4.5 Minimisation des facteurs externes 
Afin de réduire au maximum les interférences lors des mesures et de pouvoir re-
produire nos expérimentations, nous avons configuré un environnement spécifique 
avec un ensemble de règles à suivre. Tous d'abord, pour établir la communication 
entre NAGA VIPER et le périphérique mobile durant les expérimentations nous 
utilisons le port USB de ce dernier pour profiter de l' ANDROID DEBUG BRIDGE 
(ADB). L'ADB est un outil de ligne de commande qui permet de communiquer 
avec un périphérique (un émulateur ou un appareil Android connecté) et de facili-
ter une variété d'actions avec ce dernier, telles que l'installation et le débogage des 
applications. Pour ne pas biaiser nos mesures, N AGA VIPER désactive la charge 
du téléphone avant de commencer les expérimentations et la réactive à la fin. 
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Ci-dessous, les règles à suivre afin de pouvoir reproduire les expérimentations et 
obtenir les mêmes résultats : 
- pas d'utilisation des données SIM (3G, 4G LTE, etc ... ); 
- pas d'utilisation de fond d'écran dynamique/interactif; 
- les essais doivent être répétés le même nombre de fois qu'expliqués dans la 
sous Section 4.6.2; 
- le niveau de la batterie doit être en-dessous de 100% avant le début de 
chaque expérimentation afin de permettre à N AGA VIPER de désactiver la 
charge du périphérique mobile; 
- le niveau de la batterie du périphérique mobile ne doit pas être en-dessous 
de 50% durant les expérimentations, car nous avons noté des effets de bord 
au niveau de la consommation énergétique une fois ce seuil dépassé ; 
- il est recommandé d'éteindre le périphérique mobile après chaque jeu d'essai 
afin de le laisser refroidir ; 
- le Wi-Fi doit être désactivé si l'application testée ne nécessite pas d'accès 
Internet; 
- si le Wi-fi est requis, il est impératif d'assurer une connexion stable; 
- le Bluetooth doit être désactivé; 
- la luminosité et le volume du périphérique mobile doivent être au minimum. 
Aussi, il faut noter que pour les deux derniers points NAGA VIPER est en me-
sure de les configurer lui-même via l'utilisation de l' ADB. De plus, avant le début 
de chaque expérimentation nous devons nous assurer qu'aucune application ne 




Dans cette section, nous allons expliquer les procédures réalisées pour exécuter nos 
tests expérimentaux et récupérer nos résultats. Globalement, trois processus ont 
été appliqués sur les objets expérimentaux: (1) détection et correction des défauts 
de code, (2) réalisation et exécution des scénarios utilisateurs, et (3) récupération 
et calcul des métriques énergétiques. 
4.6.1 Détection et correction des défauts de code 
La première étape consiste donc à corriger les défauts de code présents dans la 
version originale de chaque application (Vo). D'abord, pour une application choisie, 
nous récupérons l'APK de la version originale (V0) et son code source afin de lancer 
la phase de détection des défauts de code de PAPRIKA. Après la phase de détection, 
PAPRIKA effectue la correction des défauts de code trouvés. Pour chaque type de 
défaut de code, PAPRIKA corrige ce dernier et génère la version corrigée (VHMU, 
VIGs, ou VMIM). A la fin, PAPRIKA lance la correction des trois défauts de code 
simultanément afin de tous les corriger et de générer la version corrigée adéquate 
(V4.LL)• 
Aussi, nous avons comparé la correction manuelle de l'application SoundWaves 
avec la correction automatique afin de valider le processus de correction automa-
tique de PAPRIKA. Nous avons comparé les versions corrigées automatiquement 
et manuellement sur trois critères : 
- La consommation énergétique : la consommation des deux versions sont 
similaires ; 
- Le comportement de l'application : lors de l'exécution des scénarios uti-
lisateurs, aucune interruption de l'application ou comportement anormale 
n'a été rapporté sur la version corrigée automatiquement. De plus, la durée 
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d'exécution des scénarios des deux versions est identique; 
- Le code source des applications : les codes sources des deux versions de 
l'application sont parfaitement identiques. 
4.6.2 Scénarios 
Une.fois la correction effectuée, NAGA VIPER prend en charge la partie exécu-
tion des tests et évaluation de la consommation énergétique. Pour les tests, NAGA 
VIPER exécute un nombre de fois le scénario donné pour chaque application. 
La réalisation des scénarios est faite avec CALABASH 3, une plate-forme de test 
pour application mobile écrit en Ruby. Pour chaque application, nous créons un 
scénario Calabash qui parcourt les fonctionnalités de cette dernière. Chaque scé-
nario Calabash est basé sur un nombre x d'étapes et y de temps d'attente. Les 
étapes représentent les actions de l'utilisateur : clique, défilement, entrée de texte, 
etc. (Figure 4.2) 
lhen(/AI tm.Œb oo settingsll) œ 
tm.Œb("~TmView 11mrted: •Sett1.ngs'll!) 
Figure 4.2 Exemple d'étapes Calabash définissant une action dans l'application 
SoundWaves. 
Les temps d'attente, en second, sont utilisés pour permettre d'assurer que les vues 
de l'application soient complètement chargées avant d'effectuer une action afin de 
ne pas faire planter l'application et donc le scénario de test. Comme rapporté dans 
les Tableaux 4.3 et 4.5, les scénarios couvrent un nombre représentatif de types 
de défauts de code et d'occurrences. 
3. http://calaba.sh 
57 
En plus des étapes et des temps d'attente, chaque scénario Calabash doit d'abord 
initialiser la communication avec le serveur NAGA VIPER afin de pouvoir lui in-
diquer le début des tests pour commencer les mesures et la fin du scénario pour 
arrêter les mesures et commencer le calcul des métriques (Figure 4.3). 
beginl/) do 
Ssook. 




Figure 4.3 Connexion avec le serveur Naga Viper et envoie de message pour le 
début et la fin des tests. 
Les scénarios pour les cinq applications sont disponible sur notre Github 4 • 
4.6.3 Récupération et calcul des métriques 
Chaque scénario a été exécuté 20 fois par version d'application. Le YOCTO-AMP 
est configuré pour récupérer 75 mesures par seconde durant le temps d'exécution 
d'un scénario. Les mesures récupérées sont associées à un timestamp qui permet 
à NAGA VIPER de calculer le temps d'exécution du scénario. Une fois les mesures 
d'intensité et le temps d'èxécution du scénario récupéré, NAGA VIPER calcule 
la consommation énergétique de chaque exécution comme expliqué dans la Sec-
4. https://github.com/SOMCA/hot-pepper-data/tree/master/scenarios 
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tion 3.2. Par la suite, la consommation énergétique de chaque exécution est utilisée 
pour calculer la consommation globale de l'application. De plus, nous exécutons 
les tests statistiques de Cliff's r5 afin de confirmer si la différence énergétique entre 
chaque version d'application est significative ou pas. 
4.7 Variables 
Variables indépendantes: Lors de nos expérimentations, les variables indépen-
dantes correspondent au nombre de défauts de code corrigés (HMU, IGS et MIM) 
dans chaque version d'application. 
Variables dépendantes : Dans nos expérimentations, les variables dépendantes 
correspondent aux métriques énergétiques précédemment citées dans la Section 3.2 : 
le temps d'exécution de l'application, le voltage du périphérique mobile et la 
moyenne d'intensité. 
4.8 Méthodes d'analyse 
Afin d'analyser nos résultats, nous exécutons un test non paramétrique afin d'éva-
luer l'exactitude de nos résultats, le test de taille d'effet Cliff's ô (Romano et al., 
2006). Ce dernier permet de comparer deux ensembles de données, A et B par 
exemple, et de savoir s'ils sont disjoints ou pas. Le test renvoie une valeur entre 
' ' ' 
+1 (si toutes les valeurs de A sont inférieures à celles de B) et -1 (si toutes les 
valeurs de A sont supérieures à celles de B). Le test renvoie O si les deux ensembles 
sont identiques (Cliff, 1993). 
Les tests sont exécutés avec un niveau de confiance de 99%. Une faible taille d'effet 
('5 > 0.147) représente une légère différence très difficilement visible, une moyemie 
taille d'effet ('5 > 0.330) représente une différence un peu plus notable et visible. 
Une forte taille d'effet (6 > 0.474) représente une différence significative et très 
facilement observable. 
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4.9 Explication des résultats obtenus 
Nous présentons et expliquons dans cette section les résultats obtenus lors de 
nos expérimentations effectuées sur les cinq applications Android, précédemment 
citées dans la Section 4.3, qui nous ont permis de répondre à nos questions de 
recherche. 
'lbus d'abord, en analysant les Tableaux 4.3 et 4.5, on remarque que le nombre 
d'appels de certains défauts de code est faible comparativement à leur présence 
dans les applications. Cela résulte du fait que les scénarios réalisés ne parcourent 
pas toutes les actions faisant appel aux défauts de code. En effet, les scénarios sont 
destinés à reproduire des actions courantes d'utilisateurs et non pas à stresser les 
applications avec des appels constants aux défauts de code. 
4.9.1 QRl : La correction de HashMap Usage (HMU) réduit-elle la consom-
mation énergétique des applications Android ? 
Pour les résultats concernant les HMU ils sont en faveur des versions corrigées 
des applications. Comme le montre le Tableau 4.4, la consommation énergétique 
globale des applications cç>rrigées, trois sur quatre, baisse significativement de 
2.00%, 2.40% et 2.06% pour les applications respectives de Aizoban, Todo et Web 
Opac. De plus, pour l'application Aizoban, VHltfU est la version qui consomme le 
moins comparativement aux autres versions corrigées de l'application. Une très lé-
gère baisse de 0.38% est aussi notée sur l'application SoundWaves mais elle n'est 
pas très· 'significative. Aussi, les' résultats des tests de Cliff's ô illustrés dans le 
Tableau 4.6 démontrent une forte taille d'effet supérieur à 0.474 pour les appli-
cations Aizoban (0.58) et Todo (0.66) ainsi qu'une moyenne taille d'effet de 0.43 
qui peut facilement être observée sur l'application Web Opac. En ce qui concerne 
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l'application SoundWaves, la taille d'effet récupérée est très faible, 0.08, et donc 
non significative. La faible différence de consommation d'énergie pour l'applica-
tion SoundvVaves peut-être sujette à question, tandis que cette dernière fait plus 
d'appels aux méthodes contenant des HMU que les autres applications. En ef-
fet, il est possible que la taille des ArrayMap ait fortement augmentée, pouvant 
dépasser une centaine d'éléments, durant l'exécution de l'application ce qui rend 
l'utilisation des ArrayMap moins efficace. 
Néanmoins, en vu des résultats reportés, nous considérons que la correction de 
HMU peut réduire la consommation énergétique d'une application Android. 
4.9.2 QR2: La correction de Interna! Getter/Setter (IGS) réduit-elle la consom-
mation énergétique des applications Android ? 
En observant le Tableau 4.4 on remarque une baisse de la consommation d'énergie 
sur toutes les applications corrigées ne contenant pas de IGS. Une forte baisse de 
2.04% et 2.08% pour les applications respectives Todo et Web Opac est constatée. 
Alors qu'une moins forte baisse de 1.09% et 1.43% est remarquée respectivement 
sur les applications Aizoban et SoundWaves. Toutefois, Vws reste la meilleure 
version des applications corrigées pour l'application SoundWaves. Une très faible 
baisse de 0.18% est remarquée pour l'application Calculator alors que cette der-
nière fait plus de 6100 invocations d'IGS durant l'exécution du scénario. En ana-
lysant le Tableau 4.6, les résultats des tests de Cliff's ô appuient les observations 
faites par rapport au Tableau 4.4. Une forte taille d'effet est reportée sur l'ap-
plication Todo alors qu'une moyenne taille d'effet, qui se rapproche d'une taille 
d'effet significative, est observée sur les applications Web Opac et Aizoban. Pour 
l'application SoundWaves, une faible taille d'effet de 0.26% est notée alors que les 
résultats pour l'application Calculator sont non significatifs avec une taille d'effet 
de 0.11%. La consommation d'énergie de toutes les applications corrigées s'est 
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améliorée. Néanmoins des questions, sans réponses pour le moment, se posent sur 
les résultats peu significatifs obtenus sur l'application Calculator alors que cette 
dernière invoque souvent le défaut de code. Aucune hypothèse ou supposition 
n'a pu être émise à ce nivt'..au de la recherche, d'autre tests et explorations sont 
nécessaires afin d'approfondir le sujet. 
Cependant, d'après les résultats obtenus, nous considérons que la correction d'IGS 
peut réduire la consommation énergétique d'une application Android. 
Tableau 4.4 La différence de consommation d'énergie de chaque version par 
rapport à la version Vo. 
1 Applications I VHMU VM"IM 
Aizoban -2.00% -1.09% +0.08% -1.38% 
Calculator - -0.18% -0.45% -1.69% 
SoundWaves -0.38% -1.43% +0.29% -1.29% 
Todo -2,40% -2,04% - -4,83% 
Web Opac -2.06% -2.08% -3.86% -3.50% 
4.9.3 QR3: La correction de Member Ignoring Method (MIM) réduit-t-elle la 
consommation énergétique des applications Android? 
En examinant le Tableau 4.4 on s'aperçoit que les résultats pour MIM sont as-
sez partagés. D'une part, nous avons une baisse de la consommation d'énergie de 
0.45% et 3.86% respectivement pour les applications de Calculator et Web Opac ( à 
noter que V MI M est la version qui consomme le moins parmi les versions corrigées 
de l'application Web Opac). D'autre part, nous avons 1une augmentation de la 
consommation d'énergie de 0.08% et 0.29% respectivement pour les applications 
de Aizoban et SoundWaves. Ces résultats sont aussi supportés par le Tableau 4.6. 
On peut facilement observer la forte et faible taille d'effet, concernant la baisse de 
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la consommation énergétique respectives sur les applications Web Opac et Calcu-
lator. Une autre faible taille d'effet est remarquée sur l'application SoundWaves 
mais qui est liée cette fois à l'augmentation de la consommation d'énergie. Pour 
l'application Aizoban, la taille d'effet est très faible et donc non significative. L'aug-
mentation de la consommation au niveau des applications Aizoban et SoundWaves 
n'est pas encore totalement expliquée. Pour le moment aucune hypothèse n'a pu 
être émise concernant cette augmentation. Une piste de solution, afin d'approfon-
dir l'étude de la hausse rencontrée, aurait été d'isoler les appels des MIM (corrigés 
et non corrigés), par exemple en élaborant des scénarios qui sollicitent uniquement 
ces derniers, afin d'étudier de manière plus granulaire la correction du défaut de 
code. 
Au vu des résultats, nous considérons que la correction de MIM peut réduire 
la consommation énergétique d'une application Android, néanmoins des inves-
tigations additionnelles doivent être menées sur ce défaut de code concernant 

















































































































































































































































































































































4.9.4 QR4 : La correction des trois types de défauts de code améliore-t-elle si-
gnificativement la consommation énergétique comparativement à la cor-
rection d'un seul défaut de code? 
Les résultats du Tableau 4.4 montrent que la consommation de toutes les applica-
tions baisse après la correction de tous les défauts de code. Pour les applications 
Calculator et Todo, VALL est la meilleure version avec une baisse respective de 
la consommation d'énergie de 1.69% et 4.83%. Néanmoins, pour les autres ap-
plications, on remarque que la différence entre la meilleure version et VALL est 
minime. Dès lors, la dernière colonne du Tableau 4.6 compare la meilleure ver-
sion de chaque application avec VALL· Avec des résultats de -0.01, 0 et 0.11 
respectivement pour les applications Aizoban, SoundWaves et Web Opac, nous 
ne remarquons aucune différence significative entre la meilleure version et VALL· 
Nous pouvons donc considérer VALL comme étant statistiquement la meilleure 
application. 
La correction de tous les défauts de code améliore significativement la consom-
mation d'énergie. Bien que VALL ne soit pas toujours la meilleure version, cette 
dernière reste une excellente version qui est très proche de la version optimale. 
Tableau 4.6 Résultats du test de Cliff's ô sur chaque version par rapport à 
la version Vo, en plus de la version Vu qui représente la meilleure version de 
l'ensemble et qui est comparée a V ALL· 
Apps Vo 'VHMU Vo , Vi-as Vo, Vu1u Vo 'VALL VM 'VALL 
Aizoban 0.58 0.46 -0.06 0.58 -0.01 
Calculator - 0.11 0.18 0.42 0 
SoundWaves 0.08 0.26 -0.24 0.26 0 
Todo 0.66 0.62 - 0.92 0 
Web Opac 0.43 0.46 0.69 0.60 -0.11 
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4.10 Menaces à la validité 
Dans cette section, nous mettons en avant les menaces à la validité concernant nos 
expérimentations en se basant sur le guide proposé par Wohlin (Wohlin et al., 
2012). 
Validité conceptuelle : La menace à la validité conceptuelle représente la rela-
tion entre l'aspect théorique et les observations effectuées. Dans nos expérimenta-
tions, cette menace peut être liée aux erreurs de mesure. Pour cette raison, nous 
avons exécuté 20 fois chaque scénario de chaque version d'applications et utilisé 
les valeurs moyennes plutôt que les valeurs instantanées. Nous avons aussi défini 
un nombre de règles à respecter dans la Section 4.5 afin de limiter l'impact de 
facteur externe durant le processus de mesure. Aussi, il est possible que les me-
sures de notre ampèremètre (YOCTO-AMP) ne soient pas exactes, car ce sont des 
mesures physiques. Néanmoins, afin de valider les mesures de notre YOCTO-AMP, 
nous avons utilisé un deuxième ampèremètre et il s'est avéré que les mesures des 
deux périphériques été équivalentes durant les tests effectués avec HoT-PEPPER. 
Validité interne : La menace à la validité interne représente la relation entre 
les changements effectués et les résultats obtenus. Les résultats ont été obtenus 
uniquement suite à la correction des défauts de code, il nous est donc possible de 
faire la relation entre le processus de correction et les interprétations effectuées 
sur nos résultats. De plus, nous avons manuellement vérifié le code source des 
applications après le processus de correction de PAPRIKA afin de s'assurer que les 
modifications ont été faites uniquement sur les parties contenant des défauts de 
code. 
Validité externe : La menace à la validité externe représente la possibilité de 
généraliser nos résultats. Les résultats obtenus durant nos expérimentations sont 
dépendants de l'environnement configuré (Section 4.4), des applications utili-
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sées (Section 4.3), des scénarios réalisés (Section 4.6), du nombre de défauts de 
code présents dans l'application et le nombre de leur occurrence durant un scé-
nario. Nous ne pouvons donc pas généraliser les résultats obtenus à travers nos 
expérimentations. Toutefois, nous avons varié les applications utilisées, les défauts 
de code détectés ainsi que les scénarios utilisateurs pour pouvoir appuyer nos ré-
sultats, qui ont prouvés que dans certains contextes la correction des défauts de 
code impact positivement la consommation d'énergie des applications Android. Il 
est donc possible que cet effet soit applicable sur un bon nombre d'applications. 
Néanmoins, l'investigation d'autre défauts de code ainsi qu'un registre d'applica-
tions plus vaste sont nécessaires afin de pouvoir approfondir le sujet de l'impact 
des défauts de code sur les applications Android. 
Validité à la fiabilité : La menace à la fiabilité représente la possibilité de 
pouvoir répliquer nos expérimentations. Nous avons essayé de détailler le plus 
possible notre étude et de fournir un maximum d'informations afin que cette 
dernière soit reproductible. Les applications, les scénarios et les résultats sont 
disponibles sur Github 5 • 
Validité des conclusions : La menace à la validité des conclusions appuie le 
fait que les conclusions déduites durant l'étude sont justes. Durant notre étude, 
nous avons respecté les suppositions faites par nos tests statistiques. Néanmoins, 
les données traitées sont continues et donc l'hypothèse que les mesures suivent 
la lois normale est validée. D'autre tests statistiques plus appropriés au contexte 
auraient pu donc être utilisés, comme le test de Student qui peut être utilisé pour 
déterminer si deux ensembles sont significativement différents l'un de l'autre (dans 




Lors de ce chapitre, nous avons présenté notre protocole expérimental ainsi que 
les résultats obtenus. Nous avons pu affirmer que la correction d'un des trois dé-
fauts de code peut réduire la consommation d'énergie d'une application Android. 
Aussi, nos résultats ont démontré que la correction de tous les défauts de code, 
simultanément, améliore la consommation d'énergie d'une application et est dans 
le pire des cas est équivalant à la correction d'un défaut de code ayant un impact 
significatif. Nous conseillons donc de corriger tous les défauts de code présents 
dans une application via l'utilisation de HoT-PEPPER et en particulier PAPRIKA. 
Dans le prochain chapitre, nous évaluons HoT-PEPPER dans un cas industriel afin 




La consommation d'énergie est devenue un facteur de qualité clef et critique dans le 
développement de logiciel particulièrement dans le développement des applications 
mobiles en raison de la limite d'énergie fournie par les batteries des périphériques 
mobiles. Autre contrainte du développement mobile, le temps de conception, très 
court, consacré au développement des applications, ce qui conduit facilement à 
l'apparition de défauts de code. De nombreuses études ont été réalisées afin de 
démontrer l'impact des défauts de code sur la performance des applications An-
droid, ce qui a conduit à l'avènement d'outils· permettant aux développeurs de 
détecter certains défauts de code durant leur développement. Néanmoins, peu de 
recherches ont été faites sur l'impact des défauts de code sur la consommation 
énergétique des applications Android. De plus, à date, il n'existe pas d'outils ou 
de plate-formes permettant d'évaluer l'impact des défauts de code sur la consom-
mation d'une application Android et de les corriger automatiquement. 
Notre approche HoT-PEPPER est basée sur deux outil.:, et permet d'évaluer l'im-
pact énergétique dans les applications Android de trois défauts de code liés à 
la performance : InternalGetter/Setter (IGS), HashMapUsage (HMU) et Mem-
ber Ignoring Method (MIM). Le premier outil se nome PAPRIKA, il a été conçu 
initialement pour détecter les défauts de code Android (Recht et al., 2015b) et 
nous l'avons étendu afin de lui permettre aussi d'effectuer la correction des trois 
défauts de code précédemment cités. Le deuxième outil se nomme NAGA VI-
PER, nous l'avons développé afin d'évaluer l'impact des défauts de code avant et 
après leur corrections dans les applications Android. De plus, NAGA VIPER per-
met l'automatisation de tous les tests d'évaluation via l'utilisation de scénarios 
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utilisateurs. Afin de valider notre approche, nous l'avons expérimentée sur cinq 
applications Android. Nous avons démontré à travers les résultats obtenus lors 
de nos expérimentations que la correction des défauts de code Android impac-
tée positivement la consommation d'énergie d'une application sur des scénarios 
utilisateurs. Néanmoins, comme expliqué dans la Section 4.10, les résultats sont 
dépendant de l'environnement utilisé, nous ne les généralisons donc pas. De plus, 
la version Android étudiée et la 4.4, il est donc probable que les défauts de code 
présentés lors de cette étude soient obsolètes sur les versions plus récentes. 
Nous avons aussi pu déployer HoT-PEPPER dans un contexte industriel via un 
partenariat 6 entre l'UQAM et l'entreprise Savoir-faire Linnx (SFL) 7 afin d'éva-
luer la consommation énergétique d'une de leurs application, Ring 8• Aussi, les 
travaux présentés dans ce mémoire ont fait l'objet cette année d'une publication 
dans la conférence SANER 2017 (International Conference on Software Analysis, 
Evolution, and Reengineering) ( Caret te et al., 201 7). 
Actuellement, plusieurs perspectives d'évolution sont projetées par notre équipe 
de recherche. La première perspective est d'investiguer plus de défauts de code 
afin d'augmenter la portée de HOT-PEPPER. Par la suite, il est question de tra-
vailler sur une méthode de récolte des métriques moins intrusive afin de pouvoir 
répliquer facilement le protocole expérimental. Aussi, nous planifions de déployer 
HOT-PEPPER sur le Clond afin de le rendre facilement accessible aux dévelop-
peurs. Finalement, nous espérons que cette recherche permettra aux développeurs 
d'éviter l'implémentation de défauts de code dans leurs applications et ainsi amé-
liorer la qualité de cette dernière. 
6. https://blog.savoirfairelinux.com/fr-ca/s/eco-conception/ 
7. https: //www.savoirfairelinux.com/ / 
8. https: //ring. ex/ 
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