ABSTRACT Understanding how cells acquire genetic mutations is a fundamental biological question with implications for many different areas of biomedical research, ranging from tumor evolution to drug resistance. While karyotypic heterogeneity is a hallmark of cancer cells, few mutations causing chromosome instability have been identified in cancer genomes, suggesting a nongenetic origin of this phenomenon. We found that in vitro exposure of karyotypically stable human colorectal cancer cell lines to environmental stress conditions triggered a wide variety of chromosomal changes and karyotypic heterogeneity. At the molecular level, hyperthermia induced polyploidization by perturbing centrosome function, preventing chromosome segregation, and attenuating the spindle assembly checkpoint. The combination of these effects resulted in mitotic exit without chromosome segregation. Finally, heat-induced tetraploid cells were on the average more resistant to chemotherapeutic agents. Our studies suggest that environmental perturbations promote karyotypic heterogeneity and could contribute to the emergence of drug resistance.
INTRODUCTION
Recent efforts in single-cell analysis of tumors revealed widespread genetic and nongenetic heterogeneity between cancer cells in spatially segregated areas of a given tumor mass (Gerlinger et al., 2012) , a phenomenon known as intratumor heterogeneity. Several studies correlated intratumor heterogeneity with drug resistance and poor prognosis (Swanton et al., 2009; Danielsen et al., 2016) . Indeed, genetic and phenotypic variation between different clones in the same tumor pose challenges for patient stratification and treatment success. On one hand, characteristic signatures of disease progression might be distinct in different clones in the same tumor, hampering the design of tailored therapies (Burrell et al., 2013) . On the other hand, phenotypic variation could contribute to the emergence of drug resistance by acting as a substrate for selection and clonal expansion of resistant clones (Nowell, 1976) . Therefore, understanding how eukaryotic cells acquire mutations is a fundamental question with important implications for reducing the emergence of chemotherapy resistance.
Cancer cell heterogeneity can come in the form of genetic, epigenetic, and karyotypic variation. Genetic heterogeneity has been widely recognized to contribute to tumorigenesis, and it has been linked to mutations in genes involved in DNA metabolism (Burrell et al., 2013) . Karyotypic variation, which encompasses wholechromosome and ploidy changes, is pervasive in cancer cells (Gerlinger et al., 2012) and has been recently listed as an "enabling characteristic" of tumorigenesis (Storchova and Pellman, 2004; Weaver and Cleveland, 2006; Hanahan and Weinberg, 2011) , suggesting that it may potentially promote different stages of cancer evolution. To support this notion, the presence of specific aneuploid chromosomes has been shown to increase genomic instability (Zhu et al., 2012; Nicholson et al., 2015) and drug resistance (Lee et al., 2011) as well as to provide increased growth and tumorigenic potential (Ben-David et al., 2014; Rutledge et al., 2016) . While karyotypic changes have been hypothesized to fuel cancer evolution by bringing about haploinsufficiency and triplosensitivity of tumor suppressors and oncogenes, respectively (Davoli et al., 2013) , chromosome instability has been show to promote tumor relapse and improved cellular fitness (Sotillo et al., 2010; Sheltzer et al., 2017) . At the same time, polyploidy has been shown to promote tumorigenesis (Fujiwara et al., 2005) , drug resistance (Kuznetsova et al., 2015) , and genome instability (Ganem et al., 2009; Silkworth et al., 2009; Kuznetsova et al., 2015) . While it comes as no surprise that karyotypic heterogeneity is an indicator of poor prognosis for cancer patients (Swanton et al., 2009; Danielsen et al., 2016) , the underlying mechanisms generating such variation have not been fully elucidated.
Karyotypic instability is known to result from mutations that increase mitotic defects (Bakhoum et al., 2009; Ganem et al., 2009; Silkworth et al., 2009) or prevent their correction (Cahill et al., 1998; Sotillo et al., 2010; Targa and Rancati, 2018) . In the latter case, alteration of the spindle assembly checkpoint (SAC) signaling cascade, an evolutionarily conserved mechanism that delays anaphase onset by preventing the activation of the anaphase-promoting complex/ cyclosome (APC/C) and the degradation of cyclin B1 (Musacchio, 2015) in response to spindle defects, was linked to chromosome instability in murine models, in a subset of colorectal cancers, and in a rare genetic disorder characterized by multiple mosaic aneuploidies (Cahill et al., 1998; Hanks et al., 2006; Giam and Rancati, 2015) . However, genetic mutations of SAC components other than BubR1 are uncommon in cancer cells (Kops et al., 2005; Solimini et al., 2012) , suggesting that other, perhaps nongenetic, mechanisms could promote karyotypic heterogeneity. Accordingly, karyotypic changes have been linked to exogenous factors, such as exposure to DNAdamaging agents (Bakhoum et al., 2014) , the presence of oxidative stress (Gentric et al., 2015) , viral infection (Machida et al., 2009) , or as a consequence of mitotic slippage in response to prolonged mitotic arrest (Rieder and Maiato, 2004) . In agreement with the idea that environmental stress could lead to karyotypic heterogeneity, unicellular eukaryotes were recently shown to undergo aneuploidization and loss of heterozygosity in response to heat stress or antifungal drug treatment (Forche et al., 2011; Chen et al., 2012a) .
Tumor microenvironments are notoriously stressful. Stresses include nutrient deprivation, hypoxia, acidic pH (Fukumura and Jain, 2007) , immune surveillance (Dunn et al., 2004) , and heat if hyperthermia is locally or systemically applied during chemotherapy (Wust et al., 2002; Jha et al., 2016) . In the last case, while several clinical trials and studies on bladder, head and neck, melanoma, sarcoma, esophageal, cervix, and rectal cancer have shown mixed results on potential cancer patient benefits (Cihoric et al., 2015; Jha et al., 2016) , several clinics currently offer hyperthermia treatment to cancer patients. In some cases, hyperthermia has been administered to younger cancer patients (Seifert et al., 2016) .
In this study, we tested whether in vitro tumor microenvironmental stresses can induce karyotypic changes and act as a route to karyotypic heterogeneity that does not involve mutations in gatekeeper genes. We provide experimental evidence that cells from multicellular organisms, such as chromosomally stable cancer lines, undergo karyotypic changes in response to cellular stresses. Hereafter we will refer to this phenomenon as stress-induced karyotypic instability. At the molecular level, we showed that hyperthermia, by simultaneously perturbing centrosome function and attenuating the SAC, induced mitotic exit in the absence of chromosome segregation, leading to genome doubling. Finally, we report that heat-induced tetraploid cells were on the average more resistant to a panel of commonly used chemotherapeutic compounds. Our results suggest that environmental perturbations could act as a nongenetic route for the generation of genetic and phenotypic variation in cells from multicellular eukaryotes. Also, they imply that therapeutic manipulations aiming to reduce tumor microenvironmental stresses could play an important role in curbing the emergence of drug resistance and aggressive phenotypes.
RESULTS
Hyperthermia, serum starvation, and hypoxia elicit stress in cancer cell lines
We hypothesized that exposure to environmental stress conditions present in the tumor microenvironment can promote ploidy changes resulting in the karyotypic heterogeneity observed within cancer samples. To test our hypothesis, we set out to define optimal environmental stress regimens for stressors such as hyperthermia, serum starvation, and hypoxic conditions in the karyotypically homogeneous and chromosomally stable pseudodiploid human colon carcinoma cell line HCT116 ( Figure 1A ). Ideal stress regimens should be long enough to elicit stress-specific cellular responses, while preventing selection of standing karyotypic variation that might have been present before the treatment. This would ensure that observed karyotypic changes resulted from mitotic errors occurred during the stress treatment. After a careful evaluation, the stress regimens detailed in Figure 1A were chosen, as they minimized the number of cell doublings and deaths (Supplemental Figure S1 , A and B) occurring during the treatment, while bringing about specific cellular stress. The different regimens elicited specific changes in cell shape (Supplemental Figure S1C ) and brought about expected transcriptional changes (up-regulation of HSP70 for hyperthermia, down-regulation of Ki67 for serum starvation, and up-regulation of BNIP3 for hypoxia; Supplemental Figure S1D ). These results showed that the treatment regimens used in this study elicit cellular stress and expected stress-specific responses.
Mitotic defects after exposure to environmental stressors
We then asked whether the above-described stress regimens could cause mitotic defects. Because cell proliferation during stress treatments was low (Supplemental Figure S1A) , mitotic defects were quantified in the cell cycle following release from stress (see Materials and Methods for details). This setup of stress and release mimicked the constant fluctuations in microenvironmental conditions predicted to occur in tumors and allowed us to test whether exposure to these stress conditions could have longer-term effects on cancer cells. Mitotic defects occurring in prometaphase/metaphase and/or in anaphase were significantly increased after exposure to hyperthermia and serum starvation (Figure 1 , B and C), suggesting that karyotypic changes could occur as a result of exposure to these stresses.
Stress-induced changes in chromosome number and structure
To quantify karyotypic changes generated during the stress treatment, we performed cytogenetics analyses (Figure 2A ) of cells retrieved in the cell cycle following release from the stress (see Materials and Methods for details). We found that hyperthermia significantly increased the number of tetraploid cells, while serum starvation and hypoxia caused an increase in aneuploid cells ( Figure 2B and Supplemental Figure S2 ). The number of distinct chromosome counts, as well as the percentage of cells with a nonmodal chromosome number, were significantly increased under the majority of the stress conditions from those for controls (Supplemental Figure S2B) , suggesting that stress induced karyotypic heterogeneity. In addition, more detailed cytogenetic analyses revealed the presence of specific defects in chromosome structure (Figure 2, C and D) . Similarly to previous reports (Manning et al., 2010; van Harn et al., 2010) , cohesion defects between sister chromatids were also significantly increased in serum-starved cells. Because cohesion defects have been linked to generation of aneuploidy (Holland and Cleveland, 2009) , this observation suggested that loss of sister chromatid cohesion could be one of the cellular mechanisms leading to the observed increase in aneuploid cells following serum starvation. At the same time, structural defects were specifically enriched after hyperthermia treatment, consistent with prior reports that hyperthermia impacts DNA integrity (Velichko et al., 2012) . DNA damage specifically was present after hyperthermia but not in response to the other treatments (Supplemental Figure S3 ). Taken together, these observations suggest that the tested environmental stresses induced a wide array of structural and numerical chromosome changes and support a model in which stress conditions found in the tumor microenvironment can act as a nongenetic route to karyotypic heterogeneity in cancer cells.
Hyperthermia causes polyploidization in different cancer cell lines
We were intrigued by the observation that hyperthermia caused polyploidization, as heat therapy has been proposed as a promising approach to improve clinical outcomes when combined with radiation and chemotherapy and has been used in several clinical trials (van der Zee, 2002; Cihoric et al., 2015) . As cancer cells display large interline variability (Gascoigne and Taylor, 2008) , we tested the generality of our findings by subjecting the chromosomally stable DLD1 and HCT15 cancer cell lines to the stress regimens described in Figure 1A . While hyperthermia increased the incidence of aneuploidy in DLD1 but not in HCT15 cells, it increased the fraction of tetraploid cells, as well as distinct and nonmodal karyotypes, in both cell lines (Supplemental Figure S4 ). At the same time, serum starvation and hypoxia treatment failed to increase the percentage of aneuploid cells in either DLD1 or HCT15 cells (Supplemental Figure  S4) . Collectively, among all tested stressors, hyperthermia reproducibly increased the percentage of tetraploid cells across three independent cancer cell lines.
Mitotic cells are susceptible to heat-induced polyploidization
Polyploid cells arising after hyperthermia treatment had a near-tetraploid chromosome count (Supplemental Figures S2 and S4 ), suggesting that polyploidization most likely arose from a one-step whole-genome doubling as opposed to a gradual increase from a diploid to a tetraploid state. To understand the mechanism(s) by which hyperthermia causes polyploidization, we tested whether HCT116 cells in different cell cycle phases are differentially sensitive to hyperthermia-induced polyploidization. G1-, S-, or M-(prometaphase) arrested cells (Supplemental Figure S5 ) were subjected to a single 4-h, 42°C hyperthermia pulse ( Figure 3A) , and chromosomes were counted in the cell cycle following release from the arrest. We found that hyperthermia applied to S-trityl-l-cysteine (STLC)-arrested M-phase cells, but not to G1-or S-phase cells, significantly increased the percentage of tetraploid cells ( Figure 3B ). Qualitatively similar polyploidization rates were also observed when heat was applied to nocodazole-arrested M-phase cells (Supplemental Figure S6 ). These results indicate that polyploidization in response to heat results from dysregulation of mitotic events.
Hyperthermia induces mitotic exit in the absence of chromosome segregation
To visualize the mitotic events leading to polyploidization in response to hyperthermia, chromosome condensation and dynamics were imaged in an H2B-GFP HCT116 cell line (Supplemental Figure S7 , A-D, and Supplemental Video S1). After ensuring that prolonged imaging did not affect mitotic length (Supplemental Figure S8A ) and that the desired sample temperatures could be reliably achieved and maintained during image acquisition (Supplemental Figure S8B) , we tracked cells as they were subjected to hyperthermia for 4 h and followed them for 12 h after stress release. We found that hyperthermia increased the duration of mitosis ( Figure 4A and Supplemental Figure S7B ), defined as the interval from nuclear envelope breakdown (NEB) to anaphase onset. While the mitotic length was most extended during heat treatment, mitotic lengthening was still significant 8 h after release from stress. Hyperthermia also significantly increased the proportion of cells that exited mitosis without chromosome segregation (p < 0.0001 Fisher exact test; Figure 4B , Supplemental Figure S7E , and Supplemental Video S2). These observations suggest that hyperthermia increases polyploidization by preventing chromosome segregation while licensing mitotic exit.
Hyperthermia attenuates the SAC leading to APC/C activation
Exit from mitosis in the absence of chromosome segregation could be caused either by SAC attenuation or by mitotic slippage, a process in which cyclin B1 is slowly degraded and cells exit mitosis in the presence of an active SAC. In the former case, mitotic exit is a relatively fast process, while mitotic slippage requires several hours to occur (Brito and Rieder, 2006; Sloss et al., 2016) . Therefore, to distinguish between these two possibilities, we first looked at the length of mitosis during heating. As shown in Figure 4C , the mean time required for mitotic exit was significantly longer when cells exited mitosis in the absence (∼256 min) than in the presence of chromosome segregation (∼60 min). However, on the average, exit from mitosis in the absence of chromosome segregation occurred faster than what previously observed in HCT116 cells undergoing mitotic slippage (∼500 min as shown in Gascoigne and Taylor, 2008) . Moreover, cells that exited mitosis without chromosome segregation during hyperthermia treatment showed large variability in mitotic length, with some entering the next G1 with relatively fast kinetics ( Figure 4C ). These two observations suggested that SAC might be attenuated. To further corroborate this idea, we compared mitotic exit between prometaphase-arrested control and heated cells by looking at the kinetics of cyclin B1 degradation and dephosphorylation of histone H3 at Ser10 (phospho-H3; Hendzel et al., 1997; Brito and Rieder, 2006) . To this end, cells were G2-/M-arrested with nocodazole for a total of 16 h. After 12 h of nocodazole treatment, "hyperthermia" cells were shifted to 42°C and sampled until the end of the experiment. While cyclin B1 and phospho-H3 were still detectable in control cells throughout the experiment, they were almost absent in heat-treated cells ( Figure 5A ). Cyclin B1 degradation was, however, comparable to control cells in hypoxia-treated or serum-starved cells (Supplemental Figure S9) , consistent with the observation that these regimens do not cause polyploidization. To test whether cyclin B1 degradation was mediated by APC/C activation, heat-treated cells were incubated in the presence of proTAME and Apcin, known APC/C inhibitors (Sackton et al., 2014) . As shown in Figure 5A , chemical inhibition of APC/C partially restores cyclin B1 and phospho-H3 stability, suggesting that mitotic exit is due to SAC attenuation and premature APC/C activation in heat-treated cells. This is not in disagreement with the observation that heat lengthens mitosis (Figure 4) . Indeed, because heat-induced SAC attenuation causes an active but rather slow cyclin B degradation, we expect heat to drive a relatively quick mitotic exit in cells with low cyclin B1 levels (for instance, due to prolonged mitotic arrest; Figure 5A ) while partially lengthening mitosis in cells with normal cyclin B1 levels ( Figure 4C ). Accordingly, localization of CENP-E and BubR1, proteins required for a full-strength mitotic checkpoint (Weaver et al., 2003; Guo et al., 2012) , was significantly decreased from centromeres in naturally occurring (Supplemental Figure S10 ) and nocodazole-arrested ( Figure 5 , B and C) mitotic cells when heat was applied. Loss of centromere localization of CENP-E and BubR1 was not due to generalized protein degradation, as their protein levels as well as those of other SAC and mitotic proteins, did not change substantially upon heat treatment (Supplemental Figure S11 , A and B). However, it has to be noted that CENP-E protein levels were slightly decreased during heat treatment. CENP-E levels as well as BubR1 phosphorylation have been shown to fluctuate during the cell cycle, peaking in G2/M and decreasing upon mitotic exit (Brown et al., 1994; Taylor et al., 2001; Huang et al., 2008) . Because heat treatment resulted in mitotic exit ( Figure 5A ), we argue that the decrease in CENP-E levels was due to mitotic exit rather than protein degradation. Consistently, a marked reduction in BubR1 phosphorylation appears concomitant with CENP-E protein-level reduction (Supplemental Figure S11A) . Heat-induced SAC attenuation was also not the result of generalized protein folding impairment, as the interaction between key SAC components, Mad1 and Mad2, was preserved after hyperthermia (Supplemental Figure S11C) . These results suggest that heat-induced mitotic exit without chromosome segregation results from attenuation of the SAC signaling cascade and APC/C-mediated cyclin B1 degradation. Figure S7E . (C) Scatterplot with mean ± SEM from three biological replicates of mitotic length of cells treated with hyperthermia. Data points are plotted based on the cellular fate from 0 to 8 h (during and after the release from hyperthermia). For all scatterplots, mitotic length was calculated as the interval from NEB to anaphase onset. p values (unpaired t test, two-tailed): **** < 0.0001.
Hyperthermia impairs centrosome function
In response to hyperthermia treatment, we noticed that many mitotic cells slowed their cell cycle in prometaphase with chromosomes positioned in a rosette during image analysis (Supplemental Figure S7C) , suggestive of bipolar spindle formation defects. While microtubules could still be substantially polymerized in interphase FIGURE 5: APC/C is activated in hyperthermia due to SAC attenuation. (A) Western blot of cyclin B1 and phospho-H3 on samples harvested at the indicated time points after nocodazole (100 ng/ml), APC/C inhibitors (12 μM proTAME and 25 μM Apcin) incubation, or hyperthermia treatment. Actin: loading control. (B, C) Cells were treated in nocodazole for 14 h prior to hyperthermia and were kept in nocodazole throughout the experiment. Left panels: representative IF images of kinetochore-bound CENP-E (B) or BubR1 (C) and phospho-H3, which was used to mark mitotic cells. Scale bars: 5 μm. Right panels: Quantification of CENP-E (B) or BubR1 (C) foci in mitotic cells over a 4-h time course. n > 25 phospho-H3-positive cells per condition per time frame. For all scatterplots, the median with interquartile range is shown. Only cells with a detectable staining are reported in the scatter plot. p values (Mann-Whitney t test, two-tailed): * < 0.05, ** < 0.01, *** < 0.001. and metaphase cells on exposure to heat (Supplemental Figures  S12 and S13) , the vast majority of mitotic cells exposed to heat assembled monopolar, multipolar, and other abnormal spindle conformations (Supplemental Figure S13) . We therefore tested whether the inability to form bipolar spindles was a result of centrosome defects by quantifying centrosomal localization of γ-tubulin, a protein required for bipolar spindle formation (Raynaud-Messina et al., 2004) , and dynamitin, a subunit of the dynactin complex required for microtubules organization (Echeverri et al., 1996) . Consistent with earlier reports (Hut et al., 2005; Vertii et al., 2015) , γ-tubulin and dynamitin localization were significantly reduced after application of hyperthermia to both interphase (Figure 6 , A-C) and mitotic cells (Figure 6, D-F) . Additionally, levels of Eg5, a motor protein required for the formation of bipolar spindles (Mayer et al., 1999) , were reduced on the spindles of mitotic cells during hyperthermia treatment ( Figure 6 , G and H). These hyperthermia-induced protein localization changes were protein-specific, as the levels of innerkinetochore components (CREST; Figure 6 , G and I) remained unchanged during heat. Again, they were not due to generalized protein degradation occurring at 42°C, as the protein levels of dynamitin, γ-tubulin, and Eg5 remained largely unchanged upon heat treatment (Supplemental Figure S11A) . The observation that G1 and S phase-arrested cells exposed to hyperthermia divided normally without chromosome segregation defects when released from heat stress ( Figure 3B ) suggested that centrosome damage can be reversed. Consistently, γ-tubulin localization was gradually recovered over time after heat release, reaching control levels in ∼60% of the analyzed interphase cells after 16 h (Supplemental Figure S14) . Taken together, these results suggest that hyperthermia causes polyploidization by preventing chromosome segregation while licensing mitotic exit.
Tetraploid cells show increased drug resistance
Because hyperthermia therapy has been proposed to elicit increased cell death when used in conjunction with chemotherapy or radiotherapy (Wust et al., 2002) , we tested whether tetraploid cells can contribute to the chemotherapeutic drug resistance often seen in tumor relapses. By quantifying DNA content and chromosome number per cell (unpublished data), we isolated three HCT116 tetraploid and diploid cell lines after exposure to hyperthermia and performed clonogenic assays after treatment with a panel of chemotherapeutic or antimitotic drugs. These clones were karyotypically stable, as they maintained their ploidy throughout the entire duration of the assays (Supplemental Figure S15) . Consistent with previous findings (Kuznetsova et al., 2015) , tetraploid lines were jointly and/or individually more resistant than diploid lines in some of the tested compounds (Figure 7 and Supplemental Figure S16 ). Moreover, clonogenic assays performed with naturally occurring HCT116 tetraploid cells against doxorubicin (Supplemental Figure S17) showed qualitatively similar results. Taken together, these observations suggest that hyperthermia-induced polyploidization could contribute to the emergence of drug resistance in cancer.
DISCUSSION

Stress-induced karyotypic instability and the generation of heterogeneity in cancer cells
Previous studies have indicated that tumor microenvironmental stresses can cause genetic instability in mammalian cells, such as DNA mutations and microsatellite instability (Reynolds et al., 1996; Chatterjee et al., 2015) . Our findings extend these observations to include large-scale genomic changes such as numerical and structural chromosomal aberrations and whole-genome doubling. We observed that while some stresses elicit different karyotypic changes in different cell lines, others such as heat treatment bring about similar genome changes regardless of the cellular genetic background. Because tumor masses are often composed of genetically heterogeneous cells, this observation suggests that even the presence of a single stress condition could have heterogeneous effects on the karyotypes of cancer cells. Moreover, the fact that aneuploidy and polyploidy themselves contribute to genomic instability (Ganem et al., 2009; Silkworth et al., 2009; Sheltzer et al., 2011; Nicholson et al., 2015) suggests that even a transient exposure to microenvironmental stresses could be sufficient to kick-start a vicious loop, generating further genetic and karyotypic variation. Last, mechanisms that increase genome instability in response to cellular stresses could represent optimal strategies for adaptation to fluctuating environments. Indeed, mutations in gatekeeper genes are predicted to cause genome instability regardless of external conditions. While this could promote adaptation to unfavorable conditions, it might also lead to a loss of fitness when the stress subsides (Chen et al., 2012c) . On the contrary, stress-induced genome instability is predicted to increase evolvability and thus adaptability under stressful environments while retaining genome stability and thus fitness when more favorable conditions return (Chen et al., 2012b; Berman, 2016) . Therefore, as proposed for single-cell eukaryotes (Chen et al., 2012b) , chromosome and ploidy variation after exposure to environmental stresses could also be a cellular mechanism for mammalian cells to adapt to fluctuating environments. The finding that heat-induced polyploidization is accompanied by attenuation of SAC signaling cascade suggest that cells could modulate their adaptive potential by temporarily altering pathways involved in genome stability. Identification and dissection of such mechanisms could provide novel therapeutic avenues to curb the emergence of drug resistance in cancer cells and eukaryotic pathogens alike.
Molecular mechanism of heat-induced polyploidization
Our findings suggest that hyperthermia has two effects on mitotic progression. First, hyperthermia impairs localization of dynamitin and γ-tubulin (Figure 6 , A-F), essential centrosome proteins, thereby affecting centrosome function and formation of a bipolar spindle (Supplemental Figure S13) . Second, in mitotic cells, hyperthermia impairs the centromeric localization of CENP-E and BubR1 ( Figure  5 , B and C, and Supplemental Figure S10 ), leading to SAC attenuation, unscheduled APC/C activation, and cyclin B1 degradation ( Figure 5A ). Therefore, SAC attenuation in the absence of a bipolar spindle drives cells out of mitosis and leads to polyploidization. At the molecular level, we hypothesize that heat-induced SAC attenuation is a consequence of kinetochore misfolding. As shown in Figure 5 and Supplemental Figure S11 , while CENP-E and BubR1 localization are impaired during heat treatment, their protein abundance is not dramatically affected, suggesting that SAC attenuation is due the inability of cells to correctly localize some SAC proteins rather than generalized protein degradation. Supporting our hypothesis, Hsp90 activity is required for inner kinetochore folding in both budding yeast (Stemmann et al., 2002; Chen et al., 2012b) and mammalian cells (Davies and Kaplan, 2010) . Therefore, we speculate that heat treatment titrates Hsp90 activity, leading to kinetochore misfolding, BubR1 and CENP-E mislocalization, and ultimately SAC attenuation.
We also would like to clarify that heat-induced polyploidization is likely not due to generalized protein degradation or failure to assemble the mitotic machinery. First, cells still retain their overall ability to assemble microtubules, mitotic structures, though aberrant, Figures  S12 and S13 and CREST localization in Figure 6, G and I) . Second, mitotic proteins and structures are still in their active conformations. Indeed, protein levels of many SAC and mitotic proteins (BubR1, CENP-E, Eg5, dynamitin, β-and γ-tubulin, Mad1, and Mad2) are largely unchanged during hyperthermia (Supplemental Figure S11 , A and B). Because denatured and nonactive proteins are targeted for degradation by the unfolded protein response (Tsai and Weissman, 2010) , this observation suggests that BubR1, CENP-E, Mad1, Mad2, Eg5, dynamitin, and β-and γ-tubulin maintain an active conformation under heat. Furthermore, Mad1 and Mad2 interaction is preserved under heat (Supplemental Figure S11C) , suggesting that the folding of SAC proteins is not affected by the treatment. Finally, APC/C is still assembled correctly and in its active conformation, as it promotes the degradation of its natural target cyclin B1 during hyperthermia exposure ( Figure 5A ). These observations support the idea that mitotic proteins and machinery are in their active conformation during hyperthermia and reaffirm that the ploidy changes are likely not the result of generalized degradation of the mitotic machinery.
Implications for cancer therapy
Our results suggest that harsh tumor microenvironmental conditions could favor the generation of intratumor heterogeneity, thereby promoting drug resistance and evolution of cancer cells toward more aggressive phenotypes. Nontransformed cells halt cell cycle progression in response to aneuploidization and polyploidization by activating the tumor suppressor p53 (Ganem and Pellman, 2007) . However, because the vast majority of solid tumors harbor inactivating mutations in p53 or in components of its signaling cascade (Rivlin et al., 2011) , aneuploid and polyploid cancer cells generated in response to environmental stresses will most likely be able to proliferate, increasing the complexity of intratumor heterogeneity. Moreover, recent evidence shows that perturbation of other oncogenes, such as cyclin D, is sufficient to restore the proliferation of tetraploid RPE cells (Potapova et al., 2016) , suggesting that cancer cells with an intact p53 signaling cascade have multiple routes to proliferate despite large-scale genome changes. Our data suggest that drug treatments aiming at increasing tumor microenvironmental stress conditions might actually lead to increased intratumor heterogeneity and promote the emergence of drug resistance. Mathematical models have suggested that harsh tumor microenvironments can promote the generation of invasive and aggressive traits (Anderson et al., 2006) . In addition, preclinical studies indicate that treatment with antiangiogenic therapy to exacerbate tumor hypoxic conditions could promote cancer aggressiveness and metastatic potential (PaezRibes et al., 2009; Cooke et al., 2012; Lu et al., 2012; Sennino et al., 2012; Vasudev and Reynolds, 2014) .
Regional or whole body hyperthermia has been utilized to increase cell death (Wust et al., 2002) and was used in 16 clinical trials as part of anticancer treatment in 2015 (Cihoric et al., 2015) . However, our results suggest that hyperthermia could instead increase intratumor heterogeneity and phenotypic variation and promote drug resistance. Clinical trials on a variety of several different cancer types have shown varying degrees of success of hyperthermia for cancer treatment (Jha et al., 2016) .The observation that heat-derived tetraploid cells are more resistant to DNA-damaging drugs but more sensitive to spindle-depolymerizing agents ( Figure 7B ) suggests that application of hyperthermia in clinical oncology should be combined with the use of antimitotic drugs that disrupt the microtubule spindle.
MATERIALS AND METHODS
Cell lines, cell culture, and chemicals
Colorectal carcinoma cell lines HCT116 (CCL-247), HCT15 (CCL-225), and DLD1 (CCL-221) were obtained from the American Type Culture Collection (Manassas, VA) and were cultured under standard conditions unless otherwise specified. Nocodazole (M1404; SigmaAldrich, St. Louis, MO) was used for G2/M arrest. KaryoMAX Colcemid (15212012; Life Technologies, Thermo Fisher Scientific, Waltham, MA) was used for metaphase spread preparation. proTAME (I-440-01M; R&D Systems, Minneapolis, MN) and Apcin (I-444-05M; R&D Systems) were used for APC/C inhibition. pBabe-H2B-GFP was obtained from P. Mathijs Voorhoeve.
For cell cycle arrest experiments, G1-, S-, or prometaphase arrests were achieved by incubating HCT116 cells in serum-deprived medium for 24 h, in 2 mM thymidine (T1895; Sigma-Aldrich) for 20 h, or with 5 µM STLC (164739; Sigma-Aldrich) for 14 h, respectively. Heated cells were then exposed to 42°C for 4 h while still arrested. Fluorescence-activated cell sorting (FACS) analysis was conducted before the arrest and during the arrest, both before and after stress (refer to Supplemental Methods in the Supplemental Material).
Stress regimens
For the different stress regimens, cells were plated as following: 5 × 10 4 for hypoxia, 5 × 10 5 for hyperthermia, and 1 × 10 6 for serum starvation. For hypoxia stress (0.5% O 2 , 5% CO 2 ), cells were incubated in a humidified hypoxia chamber (BioSpherix, Parish, NY). For hyperthermia stress, cells were shifted to a preheated incubator that was kept at a constant 42°C and 5% CO 2 . For serum starvation, cells were grown in their respective media devoid of FBS. Samples to assess mitotic defects or karyotypes were harvested 1 d after cells were returned to standard conditions. If cells were confluent at the end of the stress regimens, both control and stressed cells were passaged to ensure a higher mitotic index at the time of harvesting. In B and C, E and F, and H and I , p values at the bottoms of bar graphs refer to the absence of the indicated protein with respect to 0 min/control (Fisher's exact t test, two-tailed): * < 0.05, ** < 0.01, *** < 0.001, **** < 0.0001. For all scatterplots, the median with interquartile range is shown and p values on top of plots (Mann-Whitney t test, two-tailed): * < 0.05, ** < 0.01, **** < 0.0001. Only cells with a detectable staining are reported in the scatterplot. Experiments were performed in duplicates with qualitatively similar results. In D-I, cells were presynchronized in the S-phase using thymidine and released in fresh media 4 h before treatment to enrich for mitotic events. 
Microscopy
Metaphase spreads either were visualized with AxioImager Z1 (Carl Zeiss, Oberkochen, Germany) and images taken with either an AxioCam MRm (Carl Zeiss) or a CoolSNAP HQ2 CCD camera (Photometrics, Tucson, AZ), or were visualized with DM6000 B (Leica, Wetzlar, Germany) and images taken with CV-M2CL (JAI, Yokohama, Japan), or were visualized with Imager.Z2 (Carl Zeiss) and images taken with CoolCube 1 (MetaSystems). For each time interval and condition, images were captured from a field of view with clear 4′,6-diamidino-2-phenylindole (DAPI) (Sigma-Aldrich) staining and the cells were analyzed sequentially subsequently, starting from the first captured image, with noise manually excluded, until the specified number of cells to minimize bias was achieved.
Live-cell imaging
Live-cell imaging was performed on an IX83 (Olympus, Tokyo, Japan) that was fitted with a Tokai Hit INUG2E-ZILCS (stage top heater and CO 2 controller) and an INUB-SFBP (stage heater) to maintain 5% CO 2 concentration and perform the temperature changes. Images were taken at 3-min intervals. For the live-cell imaging experiments reported in Figure 4 , heat-treated cells do not form a metaphase plate, as their chromosomes are arrayed in a doughnut shape typical of cells arrested with microtubule motor inhibitors. Mitotic exit without Heat map of the relative mean IC50 of heat-induced diploid or tetraploid clones after the indicated drug treatments. N = 2 biological replicates. Each row was normalized independently and displayed using Morpheus software (Broad Institute; https://software.broadinstitute.org/morpheus/). Group significance per drug was calculated using a two-tailed t test (* < 0.05, ** < 0.01) based on the average IC50 of all tetraploid versus all diploid clones and displayed to the left of the drug name. Individual tetraploid clone significance was calculated as Z-scores with respect to the IC50 mean of all diploid clones per drug. In the case of paclitaxel, individual diploid clone significance was calculated as Z-scores instead. A Z-score > 3 was considered statistically significant and is represented as * in the box. IC50 values of individual clones are available in Supplemental Figure S16 . chromosome segregation is scored for mitotic cells that underwent chromosome decondensation without any sign of chromosome segregation. Because we were unable to observe any distinct and apparent chromosome movement during the imaging, chromosome segregation defects were not included in the analysis.
Immunofluorescence analysis
ImageJ was used for analysis and Imaris 8 software (Bitplane, Belfast, UK) was used for three-dimensional visualization and quantification. The Imaris Contour Surface tool was first used to create surfaces based on local contrast thresholds (including surface smoothing and background subtraction). Surfaces were then filtered based on volume (voxels) to further minimize noise, and the total fluorescence intensity (sum pixel intensity) was quantitated for each cell. To remain unbiased, the same thresholding was used in each experiment. Cells in which the immunofluorescence signal was below the set threshold were classified as "cells w undet." corresponding protein in Figure 6 and Supplemental Figures S10 and S14.
Clonogenic assay
To generate heat-induced clones, cells were first incubated at 42°C for 4 h over three consecutive days and then single-cell sorted (FACSAria II; BD Biosciences) based on cell size into individual wells in 96-well plates with 50% conditioned media. After ∼2-3 wk of incubation, colonies were harvested and their ploidy was analyzed by FACS and metaphase spreads. For each drug treatment, two biological replicates with two technical replicates per clone was conducted. Four hundred cells/well were plated a day before they were subjected to the indicated drug treatments for 3 h. After 1 wk of incubation under standard conditions, cells were ethanolfixed and stained using 0.05% crystal violet (C3886; Sigma-Aldrich). Counting was performed manually. Drugs: bleomycin (ab142977; Abcam), cisplatin (ab141398; Abcam), daunorubicin (D0125000; Sigma-Aldrich), doxorubicin (D1515; Sigma-Aldrich), oxaliplatin (ab141054; Abcam), STLC (164739; Sigma-Aldrich), paclitaxel (T7402; Sigma-Aldrich), vinblastine (V1277; SigmaAldrich). All drugs were dissolved in dimethyl sulfoxide (DMSO) (D2650; Sigma-Aldrich) except cisplatin, which was dissolved in saline.
Metaphase spreads
Cells were harvested by trypsinization and washed once in phosphate-buffered saline (PBS). Cells were resuspended gently in ∼100 µl of PBS, and 75 mM potassium chloride (Kanto Chemical, Tokyo, Japan) was added slowly up to a volume of 10 ml. The samples were then incubated for 10 min in a 37°C water bath. Following that, 1 ml of Carnoy solution (3:1 methanol:acetic acid) was added to each sample, and samples were centrifuged for 10 min at 1000 rpm. Supernatant was discarded and cells were gently resuspended in a small amount of the remaining supernatant. Carnoy solution (10 ml) was added slowly to the samples and cells were fixed for at least 1 h at room temperature (RT). Samples were centrifuged for 10 min at 1000 rpm, supernatant was discarded, and cells were fixed again with 10 ml of fresh Carnoy for at least 1 h at RT. Samples were then centrifuged and pellets were resuspended in a suitable volume (∼0.5-1.5 ml) of Carnoy solution. A sample of 20 µl of this suspension was drawn up and dropped from a height (10-30 cm) onto glass slides and allowed to air-dry. DNA was then stained with Giemsa (Life Technologies, Thermo Fisher Scientific).
Western blot
Cells were harvested through trypsinization and washed 1× with PBS, and cell pellets were snap-frozen in liquid nitrogen. Cells were then lysed with RIPA buffer (Thermo Fisher Scientific) supplemented with cOmplete protease inhibitors (Roche, Basel, Switzerland) and phosphatase inhibitors (Nacalai Tesque). Total protein was measured with a Quick Start Bradford assay (Bio-Rad, Hercules, CA) and boiled at 95°C for 5 min before being resolved in 4-15% Mini-PROTEAN TGX Precast Gel (Bio-Rad) at 100 V, 100 min. Resolved proteins were then transferred onto 0.2 µm nitrocellulose membrane (Thermo Fisher Scientific) at 100 V, 60 min. Membranes were blocked in Odyssey Blocking Buffer (Li-Cor) and probed with respective primary antibodies, overnight at 4°C. Membranes were washed three times for 5 min with Trisbuffered saline (1st Base) + 0.05% Tween 20 (Sigma-Aldrich). IRDye 680RD and 800CW IgG (H+L) (Li-Cor) were used as secondary detection reagents, and imaging was done on an Odyssey Infrared Imaging System (Li-Cor). Images were cropped in Adobe Photoshop and levels were minimally adjusted. A quantity of 30 µg of protein was loaded per well.
Immunofluorescence preparation and image acquisition
Cells cultured on 22 × 22 mm glass coverslips (Paul Marienfeld, Lauda-Königshofen, Germany) in six-well plates (Nunc, Thermo Fisher Scientific) were washed with PBS and fixed either with 4% freshly made formaldehyde for 30 min at RT or with 100% ice-cold methanol for 10 min. Formaldehyde-fixed cells were then permeabilized with 0.25% Triton X-100 in PBS for 10 min at RT; no further permeabilization was performed for methanol-fixed cells. All cells were then washed and incubated in blocking buffer (5% normal goat serum [Santa Cruz], 2% bovine serum albumin [PAA Laboratories, Austria], 0.1% Triton X-100 [USB Corporation, Cleveland, OH] in PBS) for 1 h and incubated with the respective primary antibodies in blocking buffer overnight at 4°C. Following washing, cells were incubated with conjugated secondary antibodies in blocking buffer for 1 h at RT, washed, and mounted with 1 µg/ml DAPI. α-Tubulin images were captured using a FV3000 RS inverted confocal microscope with UPLSAPO 60× NA 1.35 objective (all from Olympus) at zoom level 1.0 and step size 0.55 µm. All other images were captured using an FV1000 confocal laser scanning microscope either with PLAPO 100× NA 1.45 or with UPLSAPO 100× NA 1.40 objective (all from Olympus) at 1.3 zoom level. Optical sections were taken sequentially for each channel along the z-axis using a step size of 0.52 µm.
Statistical analysis
Prism or Excel was used for statistical analyses. Biological replicates are referred to as "N"; number of cells analyzed within each experiment is referred to as "n." Experimental data are represented as mean ± standard error of the mean (SEM). The median with interquartile range is shown in scatterplots. The two-tailed Student's t test or Fisher exact t test was used as indicated. Results were considered statistically significant if the p value < 0.05.
