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APPROXIMATING L2-INVARIANTS AND HOMOLOGY
GROWTH
LU¨CK, W.
Abstract. In this paper we consider the asymptotic behavior of invariants
such as Betti numbers, minimal numbers of generators of singular homology,
the order of the torsion subgroup of singular homology, and torsion invariants.
We will show that all these vanish in the limit if the CW -complex under
consideration fibers in a specific way. In particular we will show that all these
vanish in the limit if one considers an aspherical closed manifold which admits
a non-trivial S1-action or whose fundamental group contains an infinite normal
elementary amenable subgroup. By considering classifying spaces we also get
results for groups.
0. Introduction
In this paper we consider the asymptotic behavior of invariants such as Betti
numbers, minimal numbers of generator of singular homology, the order of the
torsion subgroup of singular homology, and torsion invariants. We will use the
following setup.
Setup 0.1. Let G be a group together with an inverse system {Gi | i ∈ I} of normal
subgroups of G directed by inclusion over the directed set I such that [G : Gi] is
finite for all i ∈ I and
⋂
i∈I Gi = {1}. Let K be a field.
We want to study for a G-covering X → X of a connected finite CW -complex
X the nets(
bn(Gi\X ;K)
[G : Gi]
)
i∈I
,
(
ln
(∣∣tors(Hn(Gi\X))∣∣)
[G : Gi]
)
i∈I
,
(
d(Hn(Gi\X))
[G : Gi]
)
i∈I
,
(
d(Gi)
[G : Gi]
)
i∈I
,
(
ρ(2)(Gi\X;N ({1}))
[G : Gi]
)
i∈I
, and
(
ρZ(Gi\X)
[G : Gi]
)
i∈I
,
where d denotes the minimal number of generators, bn(Gi\X ;K) the nth Betti
number with coefficients in the field K, tors(Hn(Gi\X)) the torsion subgroup of
the abelian group given by the nth singular homology with integer coefficients,
ρ(2)(Gi\X;N ({1})) the L2-torsion (with respect to the trivial group) and ρZ(Gi\X)
the integral torsion.
Of particular interest is the sequence
ln(|tors(Hn(Gi\X))|)
[G:Gi]
for which most of the
known results are restricted to infinite cyclic fundamental groups (see for instance [4,
29, 30]). The other sequences have already been studied intensively in the literature,
see for instance [1, 2, 3, 6, 7, 8, 10, 16, 17, 18, 20, 24, 28].
We will concentrate on cases, where we can show that these sequences converge
to zero, for instance, when X is a closed aspherical manifold, G = pi1(X), Φ = idG,
X = X˜ and we assume either that X carries a non-trivial S1-action or G contains
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a non-trivial elementary amenable normal subgroup (see Corollary 1.13). Thus
we can prove in this special case the Approximation Conjectures of Subsection 1.4
which present one of the basic motivation for this paper.
If one considers X = EG, one obtains statements about the group G itself as
explained in Subsection 1.5.
We briefly discuss the related notions of rank gradient and cost in Subsection 1.6.
This paper is financially supported by the Leibniz-Preis of the author. Many
thanks of the author go to Nicolas Bergeron and Roman Sauer for fruitful discus-
sions on the topic.
1. Statement of results
1.1. Main result. Next we state our main technical result. All other results are
essentially consequences of it. Explanations follow below.
Theorem 1.1 (Fibrations). Let F
j
−→ X
f
−→ B be a fibration of connected CW -
complexes. Consider a homomorphism φ : pi1(X) → G. Let p : X → X be the
associated G-covering. Let G1(F ) ⊆ pi1(F ) be Gottlieb’s subgroup of the fundamen-
tal group of F (see Definition 1.6.) Suppose that the image of G1(F ) under the
composite φ ◦ pi1(j) : pi1(F )→ G is infinite.
If d is a natural number such that the (d+ 1)-skeleton of X is finite, then:
(1) We get for all n ≤ d
lim
i∈I
d
(
Hn(Gi\X)
)
[G : Gi]
= 0;
(2) We get for all n ≤ d
lim
i∈I
ln
(∣∣tors(Hn(Gi\X))∣∣)
[G : Gi]
= 0;
(3) We get for all n ≤ d
b(2)n
(
X ;N (G)
)
= lim
i→∞
bn(Gi\X ;K)
[G : Gi]
= 0;
(4) Suppose that X is a connected finite CW -complex. Then
lim
i∈I
ρ(2)
(
Gi\X;N ({1})
)
[G : Gi]
= lim
i∈I
ρZ
(
Gi\X
)
[G : Gi]
= 0;
(5) Suppose that both F and B are connected finite CW -complexes and that
ρ(2)(F ;N (H)) = 0, where H is the image of the composite pi1(F )
pi1(j)
−−−→
pi1(E)
φ
−→ G and F is the covering associated to the induced epimorphism
pi1(F )→ H. Then the L2-torsion ρ(2)
(
X ;N (G)
)
is defined and satisfies
ρ(2)
(
X;N (G)
)
= 0.
Remark 1.2. We emphasize that we do not require in Theorem 1.1 that the fibre
transport of the fibration f : X → B is trivial or that F , B or G1(F ) satisfy any
finiteness assumptions except in assertion (5).
Remark 1.3. Some of the assertions appearing in Theorem 1.1 imply one another.
For instance , we have the following facts which are all consequences of the Universal
Coefficients Theorem and Lemma 2.13
If we have limi∈I
d(Hn(Gi\X))
[G:Gi]
= 0 for all n ≤ d, then we get for all n ≤ d
lim
i∈I
bn(Gi\X;K)
[G : Gi]
= 0.
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If n ≤ d and we have both limi∈I
ln(| tors(Hn(Gi\X))|)
[G:Gi]
= 0 and limi∈I
bn(Gi\X;Q)
[G:Gi]
=
0, then
lim
i∈I
d
(
Hn(Gi\X)
)
[G : Gi]
= 0.
For the notions of L2-Betti number b
(2)
n
(
X ;N (G)
)
and L2-torsion ρ(2)
(
X ;N (G)
)
we refer for instance to [25].
Definition 1.4 (Integral torsion). Define for a finite Z-chain complexD∗ its integral
torsion
ρZ(D∗) :=
∑
n≥0
(−1)n · ln
(∣∣tors(Hn(D∗))∣∣) ∈ R,
where
∣∣tors(Hn(D∗))∣∣ is the order of the torsion subgroup of the finitely generated
abelian group Hn(D∗).
Given a finite CW -complex X , define its integral torsion ρZ(X) by ρZ(C∗(X)),
where C∗(X) is its cellular Z-complex.
Remark 1.5 (Integral torsion and Milnor’s torsion). Let C∗ be a finite free Z-chain
complex. Fix for each n ≥ 0 a Z-bases for Cn and for Hn(C)/ tors(Hn(C)). They
induce Q-basis for Q⊗ZCn and Hn
(
Q⊗ZC∗) ∼= Q⊗Z
(
Hn(C)/ tors(Hn(C)
))
. Then
the torsion in the sense of Milnor [27, page 365] is ρZ(C∗).
Definition 1.6 (Gottlieb’s subgroup of the fundamental group). Let F = (F, x0)
be a pointed CW -complex. Let G1(F, x0) ⊆ pi1(F, x0) be the subgroup of elements
[w] ∈ pi1(F, x0) for which there exists a homotopy h : F × [0, 1] → F such that
h(x, 0) = h(x, 1) = x holds for x ∈ F and the loop at x0 given by t 7→ H(x0, t)
represents [w].
1.2. Connected Lie groups as fibers. We give an example, where the conditions
about G1(F ) are automatically satisfied.
Corollary 1.7 (Connected Lie group as fiber). Let L
j
−→ X
f
−→ B be a fibration
with a connected Lie group L as fiber and connected CW -complexes B as basis and
X as total space. Consider a homomorphism φ : pi1(X) → G such that the image
of pi1(L)
pi1(j)
−−−→ pi1(X)
φ
−→ G is infinite. Then all assumptions in Theorem 1.1 are
satisfied and all the assertions (1), (2), (3), (4) and (5) hold.
Proof. Lemma 2.1 (3) implies G1(L) = pi1(L). Because of Theorem 1.1 it remains
to show ρ(2)(L;N (H)) = 0, where H is the image of pi1(L)
pi1(j)
−−−→ pi1(X)
φ
−→ G and
L→ L is the covering associated to the induced epimorphism pi1(L)→ H .
Let T ⊆ L be a maximal torus. Then we have the fibration T
i
−→ L
p
−→ L/T .
Again by Lemma 2.1 (3) we have G1(T ) = pi1(T ). Hence by Theorem 1.1 (5) it
suffices to show ρ(2)(T ;N (H)) = 0, where T → T is the covering associated to the
epimorphism pi1(T )
pi1(i)
−−−→ pi1(L)
pi1(j)
−−−→ pi1(X)
φ
−→ H . (This is an epimorphism as
pi1(T )→ pi1(L) is surjective.). Since H is by assumption infinite, we can write H as
a product of subgroups Z×A and T as the product of the Z-space S˜1 and of a finite
free A-CW -complex Y . Then we conclude from [25, Theorem 3.93 on page 161]
ρ(2)(T ;N (H)) = ρ(2)
(
S˜1 × Y ;N (Z ×A)
)
= ρ(2)
(
S˜1;N (Z)
)
· χ(A\Y )
= 0,
since ρ(2)
(
S˜1;N (Z)
)
vanishes by [25, (3.24) on page 136]. 
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Example 1.8. Let L
j
−→ X
f
−→ B be a fibration with a connected Lie group L
as fiber and connected CW -complexes B as basis and X as total space. Suppose
that pi2(B) vanishes and that pi1(L) is infinite. Consider the case G = pi1(X),
φ = idG and X = X˜. Then all assumptions in Theorem 1.1 are satisfied and all
the assertions (1), (2), (3), (4) and (5) hold. This follows from Corollary 1.7 and
the long exact homotopy associated to the fibration above.
1.3. S1-actions.
Corollary 1.9 (S1-action). Let X be a connected finite S1-CW -complex. Sup-
pose that for one (and hence all) base points x ∈ X the composite pi1(S1)
pi1(evx)
−−−−−→
pi1(X)
φ
−→ G has infinite image, where the evaluation map evx : S1 → X sends z
to zx. (This implies that the S1-action has no fixed points.) Then all the asser-
tions (1), (2), (3), (4) and (5) appearing in Theorem 1.1 hold.
Corollary 1.9 follows directly from Corollary 1.7 provided that the action is free
and hence we obtain a fibration S1
evx−−→ X → S1\X over the finite CW -complex
S1\X . We omit the proof of the general case, where one only have to modify
Lemma 3.24 a little bit, namely, one uses induction over the skeletons of the S1-
CW -complex X .
Corollary 1.10 (S1-action on an aspherical closed manifold). Let M be an aspher-
ical closed manifold with an S1-action which is non-trivial, i.e., there exists x ∈M
and z ∈ S1 with zx 6= x. Now take G = pi1(X) and φ = idpi1(X).
Then all the assertions (1), (2), (3), (4) and (5) appearing in Theorem 1.1 hold
for this choice of φ.
Proof. The evx : S
1 → X induces an injection on the fundamental groups [25,
Theorem 1.43 on page 48]. Now apply Corollary 1.9. 
1.4. Approximation Conjectures. The following two conjectures are motivated
by [4, Conjecture 1.3] and [25, Conjecture 11.3 on page 418 and Question 13.52 on
page 478]. We will prove them in a special case in Corollary 1.13.
Conjecture 1.11 (Approximation Conjecture for L2-torsion). Let X be a finite
connected CW -complex and let X → X be a G-covering.
(1) If the G-CW -structure on X and for each i ∈ I the CW -structure on Gi\X
come from a given CW -structure on X, then
ρ(2)(X;N (G)) = lim
i→∞
ρ(2)(Gi\X;N ({1}))
[G : Gi]
;
(2) If X is a closed Riemannian manifold and we equip Gi\X and X with the
induced Riemannian metrics, one can replace the torsion in the equality
appearing in (1) by the analytic versions;
(3) If b
(2)
n (X;N (G)) vanishes for all n ≥ 0, then
ρ(2)(X ;N (G)) = lim
i→∞
ρZ(Gi\X)
[G : Gi]
.
Conjecture 1.12 (Homological growth and L2-torsion for aspherical closed man-
ifolds). Let M be an aspherical closed manifold of dimension d and fundamental
group G = pi1(M). Then
(1) For any natural number n with 2n 6= d we have
b(2)n (M˜ ;N (G)) = lim
i→∞
bn(Gi\M˜ ;Q)
[G : Gi]
= 0.
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If d = 2n is even, we get
b(2)n (M˜ ;N (G)) = lim
i→∞
bn(Gi\M˜ ;Q)
[G : Gi]
= (−1)n · χ(M) ≥ 0;
(2) For any natural number n with 2n+ 1 6= d we have
lim
i∈I
ln
(∣∣tors(Hn(Gi\M˜))∣∣)
[G : Gi]
= 0.
If d = 2n+ 1, we have
lim
i∈I
ln
(∣∣tors(Hn(Gi\M˜))∣∣)
[G : Gi]
= (−1)n · ρ(2)
(
M˜ ;N (G)
)
≥ 0.
For a brief survey on elementary amenable groups we refer for instance to [25,
Section 6.4.1 on page 256ff]. Solvable groups are examples of elementary amenable
groups. Every elementary amenable group is amenable, the converse is not true in
general.
Some evidence for the two conjectures above comes from
Corollary 1.13. Let M be an aspherical closed manifold with fundamental group
G = pi1(M). Suppose that M carries a non-trivial S
1-action or suppose that G
contains a non-trivial elementary amenable normal subgroup. Then we get for all
n ≥ 0
lim
i→∞
bn(Gi\M˜ ;K)
[G : Gi]
= 0;
lim
i∈I
d
(
Hn(Gi\M˜)
)
[G : Gi]
= 0;
lim
i∈I
ln
(∣∣tors(Hn(Gi\M˜))∣∣)
[G : Gi]
= 0;
lim
i∈I
ρ(2)
(
Gi\M˜ ;N ({1})
)
[G : Gi]
= 0;
lim
i∈I
ρZ
(
Gi\M˜
)
[G : Gi]
= 0;
b(2)n (M˜ ;N (G)) = 0;
ρ(2)(M˜ ;N (G)) = 0.
In particular Conjecture 1.11 and Conjecture 1.12 are true.
Proof. The case of a non-trivial S1-action has already been taken care of in Corol-
lary 1.10.
Now suppose that G contains a non-trivial elementary amenable normal sub-
group. We conclude from [15, Corollary 2 on page 240] that there is a non-trivial
normal abelian subgroup A of G. Since G and hence A are torsionfree, A is infinite.
We obtain an exact sequence of groups 1→ A→ G→ Q for Q = G/A. Since M is
aspherical and hence a model for BG, we obtain a fibration BA→M → BQ. We
conclude pi1(BA) = G1(BA) from Lemma 2.1 (2). Hence we can apply Theorem 1.1
in the case φ = idG and therefore all claims follow except ρ
(2)(M˜ ;N (G)) = 0 (since
we do not know whether BQ is finite.) But ρ(2)(M˜ ;N (G)) = 0 has already been
proved in [31], see also [19].

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1.5. Homological growth of groups. For a groupG we writeHn(G) := Hn(BG)
and bn(G;K) := bn(BG;K) for the classifying space BG.
Theorem 1.14. Consider a natural number d and a residually finite group G such
that there is a model for BG with finite (d + 1)-skeleton. Assume either that G
contains a normal infinite solvable subgroup or that G is virtually torsionfree with
finite virtual cohomological dimension and contains a normal infinite elementary
amenable subgroup. Then we get for all n ≤ d
lim
i∈I
d(Hn(Gi))
[G : Gi]
= 0;
lim
i∈I
ln
(∣∣tors(Hn(Gi))∣∣)
[G : Gi]
= 0;
lim
i∈I
bn(Gi;K)
[G : Gi]
= 0.
Proof. Let S ⊆ G be an infinite normal solvable subgroup. The commutator sub-
group of a group is a characteristic subgroup. Hence S contains an infinite charac-
teristic subgroup S′ whose commutator [S′, S′] is finite. The subgroup S′ is normal
in G. Since G is residually finite and [S′, S′] is finite, we can find a normal sub-
group H ′ ⊆ G of finite index with H ′ ∩ [S′, S′] = {1}. Let H :=
⋂
µ∈aut(G) µ(H
′).
Obviously H is a characteristic subgroup of G. Since G is finitely generated and
hence contains only finitely many normal subgroup of index [G : H ′], H has finite
index in G. The intersection A := H∩S′ is an infinite normal subgroup of G. Since
H ∩ [S′, S′] = {1}, the projection S′ → S′/[S′, S′] is injective on A. Hence A is an
infinite abelian normal subgroup of G.
Put Q = G/A. We obtain a fibration of connected CW -complexes BA→ BG→
BQ. We conclude G1(BA) = pi1(BA) from Lemma 2.1 (2). Now we can apply
Theorem 1.1 to the fibration BA → BG → BQ for the canonical isomorphism
φ : pi1(BG)→ G.
Let G′ ⊆ G be a torsionfree subgroup of finite index whose cohomological di-
mension is finite. There is an index i0 ∈ I such that Gi ⊆ G
′ holds for i ≥ i0.
Put G′i := Gi ∩ G
′. Since [G : Gi] = [G : G
′] · [G′ : G′i] holds for i ≥ i0, it suffices
to prove the claim for G′ and the system {G′i | i ∈ I}. The group G
′ contains a
normal infinite abelian subgroup H ′ ⊆ G′ by [15, Corollary 2 on page 240]. Now
the claim follows for G′ and hence for G from the argument above. 
1.6. Rank gradient and cost. Let G be a finitely generated group. Let H ⊆ G
be a subgroup of finite index [G : H ]. Then d(H)−1[G:H] ≤ d(G) − 1. Therefore the
following limit exists and is called rank gradient (see Lackenby [16])
RG(G; (Gi)i∈I) := lim
i∈I
d(Gi)− 1
[G : Gi]
.(1.15)
It is not known in general whether this limit is independent of the choice of the
system (Gi)i∈I .
We have (cf. Lemma 2.13 (3))
b1(BGi;K) ≤ d(Gi);
d(H1(BGi)) ≤ b1(BGi;Q) +
ln
(
| tors(H1(BGi))|
)
ln(2)
.
Question 1.16. For which finitely generated groups G, sequences (Gi)i∈I with⋂
i∈I Gi = {1} and fields K, do we have
RG(G; (Gi)i∈I) = lim sup
i∈I
b1(Gi;K)
[G : Gi]
?
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Question 1.17. For which groups G, does the limit limi∈I
b1(Gi;K)
[G:Gi]
exist for all
systems (Gi)i∈I with
⋂
i∈I Gi = {1} and fields K and is independent of the choice
of (Gi)i∈I and K?
Abe´rt-Nikolov [2, Theorem 3] have shown for a finitely presented residually finite
groupG which contains a normal infinite amenable subgroup thatRG(G; (Gi)i∈I) =
0 holds for all systems (Gi)i∈I (with trivial intersection). Hence the answer to the
Questions 1.16 and 1.17 above is yes for such groups.
The questions above is related to questions of Gaboriau (see [11, 12, 13]), whether
every essentially free measure preserving Borel action of a group has the same cost,
and whether the difference of the cost and the first L2-Betti number of a measurable
equivalence relation is always equal to 1.
The answer to the Questions 1.16 and 1.17 is negative in general if we drop the
condition that the system {Gi | i ∈ I} has non-trivial intersection, as the following
example shows.
Example 1.18. Consider a group H . Put G = Z ∗H . For a natural number n let
Gn ⊆ G be the preimage of n · Z under the projection pr : G = Z ∗ H → Z. We
obtain a inverse system of subgroups {Gi | i = 1, 2, 3, . . .} directed by the property
i1 divides i2 satisfying
⋂
i≥1Gi = ker(pr). Let BGi → BG be the covering of BG
associated to Gi ⊆ G. Then BGi is homeomorphic to S1 ∨
∨i
j=1 BH . We have
Gi ∼= pi1(BGi) ∼= pi1(S
1 ∨
i∨
j=1
BH) ∼= Z ∗ ∗ij=1H.
Since d(A∗B) = d(A)+d(B) holds (see [9, Corollary 2 in Section 8.5 on page 227],
we conclude
H1(Gi;K) = K ⊕
i⊕
j=1
H1(H ;K);
H1(Gi) = Z⊕
i⊕
j=1
H1(H);
d(Gi) = 1 + i · d(H);
lim
i→∞
b1(Gi;K)
i
= b1(H ;K);
lim
i→∞
d(H1(Gi))
i
= d(H1(H));
R(G; (Gi)i≥1) = d(H).
Let q be a prime different from p. Put H = Z/p ∗ Z/q ∗ Z/q. Then b1(H ;Q) = 0,
b1(H ;Fp) = 1, d(H1(H)) = 2, and d(H) = 3. Hence we obtain
lim
i→∞
b1(Gi;Q)
i
< lim
i→∞
b1(Gi;Fp)
i
< lim
i→∞
d(H1(Gi))
i
< R(G; (Gi)i≥1).
Obviously BH can be chosen to be of finite type. Let BH(2) be its two-skeleton.
Put X = S1 ∨ BH(2). This is a finite 2-dimensional CW -complex. By Maun-
der’s short proof of the Kan-Thurston Theorem (see [26]), we can find a group Γ
with a finite 2-dimensional model for BΓ together with a map f : BΓ → X such
that for any local coefficient system M of X the map f induces an isomorphism
f∗ : Hn(BΓ; f
∗M)
∼=
−→ Hn(X ;M) and the map pi1(f) : pi1(BΓ) = Γ→ G = pi1(X) is
surjective. If Z is a connected CW -complex, H ⊆ pi1(Z) is a subgroup,K[pi1(Z)/H ]
is the obvious coefficient system on Z, and Z → Z is the H-covering associated to
the subgroup H ⊆ pi1(Z), then Hn(Z;K) ∼= Hn(Z;K[pi1(Z)/H ]). Let Γi ⊆ Γ be
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the preimage of Gi under the epimorphism pi1(f) : pi1(BΓ) = Γ→ G := pi1(X). We
conclude
b1(Γi;K) = b1(Gi;K);
d(H1(Γi)) = d(H1(Gi));
d(Γi) ≥ d(Gi).
Hence we get
lim
i→∞
b1(Γi;Q)
i
< lim
i→∞
b1(Γi;Fp)
i
< lim
i→∞
d(H1(Gi))
i
< R(Γ; (Γi)i≥1).
The advantage of the more elaborate construction using Maunder’s result is that
there is a finite 2-dimensional model for BΓ and Γ is in particular torsionfree. On
the other hand we have no idea what the group Γ is.
Other examples of this kind can be found in [3, 10].
2. Preliminaries
In this section we present some preliminaries for the proof of our main Theo-
rem 1.1.
2.1. Gottlieb’s subgroup of the fundamental group. We have definedG1(F, x0) ⊆
pi1(F, x0) in Definition 1.6. We collect some basic properties.
If v is a path in F from x0 to x1, then the associated isomorphism cw : pi1(F, x)→
pi1(F, y) given by [w] 7→ [v−∗w∗v] induces an isomorphism c′w : G1(F, x)
∼=
−→ G1(F, y)
which is the identity in the case x = y. Therefore we can and will suppress the base
point x0 ∈ F .
The subgroup G1(F ) was originally defined by Gottlieb [14]. The elementary
proof of the next lemma can be found in [14] and [22, Proposition 4.3].
Lemma 2.1. Let F be a connected CW -complex. Then:
(1) An element g ∈ pi1(F ) belongs to G1(F ) if and only if it belongs to the
center of pi1(F ) and the map lg : F˜ → F˜ on the universal covering given by
multiplication with g is pi1(F )-homotopic to the identity;
(2) G1(F ) is contained in the center of pi1(F ). If F is aspherical, G1(F ) agrees
with the center of pi1(F );
(3) If F is a connected Lie group, or more generally a connected H-space, then
G1(F ) = pi1(F );
(4) If F ′ is another connected CW -complex, then we obtain a canonical iso-
morphism
G1(F × F
′)
∼=
−→ G1(F )×G1(F
′);
(5) If f : F → F ′ is a pointed homotopy equivalence of connected CW -complexes,
then it induces an isomorphism
G1(F )
∼=
−→ G1(F
′);
(6) F is homotopy equivalent to S1 × F ′ for some CW -complex F ′ if and only
there exists an isomorphism f : Z×H → pi1(F ) for some group H such that
f(Z) ⊆ G1(F ).
2.2. Relating L2-torsion and Z-torsion. Let C∗ be a finite based free Z-chain
complex, for instance the cellular chain complex C∗(X) of a finite CW -complex. Let
H
(2)
n (C
(2)
∗ ) be the L
2-homology of C
(2)
∗ with respect to the von Neumann algebra
N ({1}) = C. The underlying complex vector space is the homologyHn(C⊗CC∗) of
C⊗ZC∗(X) but it comes now with the structure of a Hilbert space. For the reader’s
convenience we recall this Hilbert space structure. Recall that C⊗ZCn(X) inherits
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from the cellular Z-basis on Cn(X) and the standard Hilbert space structure on C
the structure of a Hilbert space and the resulting L2-chain complex is denoted by
C
(2)
∗ . Let
∆(2)n =
(
c(2)n
)∗
◦ c(2)n + c
(2)
n+1 ◦
(
c
(2)
n+1
)∗
: C(2)n → C
(2)
n
be the associated Laplacian. Equip ker(∆
(2)
n ) ⊆ C
(2)
n with the induced Hilbert
space structure. Equip H
(2)
n (C
(2)
∗ ) with the Hilbert space structure for which the
obvious C-isomorphism ker(∆
(2)
n )→ H
(2)
n (C
(2)
∗ ) becomes an isometric isomorphism.
This is the same as the Hilbert quotient structure with respect to the projection
ker
(
c
(2)
n
)
→ H
(2)
n (C
(2)
∗ ), if we equip ker
(
c
(2)
n
)
⊆ C
(2)
n with the Hilbert subspace
structure.
Notation 2.2. If M is a finitely generated abelian group, define
Mf := M/ tors(M).
Choose a Z-basis on Hn(C∗)f . This and the standard Hilbert space structure
on C induces a Hilbert space structure on C ⊗Z Hn(C∗)f . We denote this Hilbert
space by
(
Hn(C∗)f
)(2)
. We have the canonical C-isomorphism
αn :
(
Hn(C∗)f
)(2) ∼=−→ H(2)n (C(2)∗ ).(2.3)
Now we can consider the logarithm of the Fuglede-Kadison determinant
ln
(
detN ({1})
(
αn :
(
Hn(C∗)f )
(2) → H(2)n (C
(2)
∗ )
))
∈ R.
It is independent of the choice of the Z-basis of Hn(C∗)f , since the absolute value
of the determinant of an invertible matrix over Z is always 1.
Lemma 2.4. Let C∗ be a finite based free Z-chain complex. Then
ρZ(C∗)− ρ
(2)
(
C
(2)
∗ ;N ({1})
)
=
∑
n≥0
(−1)n · ln
(
detN ({1})(αn)
)
.
Proof. Since Z is a principal ideal domain and C∗ is a finite free Z-chain complex,
Hn(C∗)f is finitely generated free and tors(Hn(C∗)) is a finite product of finite
cyclic groups. Denote by n
[
Hn(C∗)f
]
the Z-chain complex which is concentrated
in dimension n and has as nth chain module Hn(C∗)f . In the sequel we equip
Hn(C∗)f with some Z-basis. For every n ≥ 0, one can find finite based free Z-chain
complexes Fn,i∗ for i = 1, 2, . . . , rn such that F
n,i
∗ is concentrated in dimensions
(n + 1) and n, its (n + 1)th differential is given by multiplication Z
ln,i
−−→ Z with
some integer ln,i ≥ 2 and there is an isomorphism
ηn : Hn(C∗)f ⊕
rn⊕
i=1
Hn(F
n,i
∗ )
∼=−→ Hn(C∗)
of abelian group such that the composite of the inverse of ηn and the canonical pro-
jection Hn(C∗)f ⊕
⊕rn
i=1Hn(F
p,i
∗ )→ Hn(C∗)f agrees with the canonical projection
Hn(C∗)→ Hn(C∗)f . Using the exact sequence of Z-modules Cn+1
cn+1
−−−→ ker(cn)→
Hn(C∗)→ 0 one constructs a Z-chain map
f∗ :
⊕
n≥0
(
n
[
Hn(C∗)f
]
⊕
rn⊕
i=1
Fn,i∗
)
→ C∗
such that Hn(f∗) is the isomorphism ηn. Since the source and the target of f∗
are free Z-chain complexes, f∗ is a Z-chain homotopy equivalence. The L
2-torsion
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t(2)
(
f
(2)
∗
)
of f
(2)
∗ is defined in [25, Definition 3.31 on page 141]. We conclude
from [25, Theorem 3.35 (5) on page 142])
(2.5) t(2)
(
f
(2)
∗
)
= ρ(2)
(
C
(2)
∗
)
− ρ(2)
⊕
n≥0
(
n
[
Hn(C∗)f
]
⊕
rn⊕
i=1
Fn,i∗
)
+
∑
n≥0
(−1)n · ln
(
det
(
Hn(f
(2)
∗ )
))
.
Since f∗ is a Z-chain homotopy equivalence and hence its Whitehead torsion is an
element in {±1}, we get
t(2)
(
f
(2)
∗
)
= ln(| ± 1|) = 0.(2.6)
We obtain an equality of maps of finitely generated Hilbert N ({1})-modules
Hn
(
f
(2)
∗
)
= αn.(2.7)
One easily checks
(2.8) ρ(2)
⊕
n≥0
(
n
[
Hn(C∗)f
](2)
⊕
rn⊕
i=1
(
Fn,i∗
)(2))
=
∑
n≥0
rn∑
i=1
ρ(2)
((
Fn,i∗
)(2)
;N ({1})
)
;
ρZ(C∗) =
∑
n≥0
rn∑
i=1
ρZ
(
Fn,i∗
)
.(2.9)
Because of (2.5), (2.6), (2.7), (2.8) and (2.9) it suffices to show
ρ(2)
((
Fn,i∗
)(2))
= ρZ
(
Fn,i∗
)
.
This is done by the following calculation.
ρ(2)
(
(Fn,i∗ )
(2)
)
= (−1)n · ln
(
detN ({1})
(
ln,i : C→ C
))
= (−1)n · ln(li,n)
= (−1)n · ln
(∣∣tors(Hn(Fn,i∗ ))∣∣)
= ρZ
(
Fn,i∗
)
.
This finishes the proof of Lemma 2.4. 
Notation 2.10. Let A be a finitely generated free abelian group and let B ⊆ A
be a subgroup. Define the closure of B in A to be the subgroup
B = {x ∈ A | n · x ∈ B for some non-zero integer n}.
Lemma 2.11. Let u : Zr → Zs be a homomorphism of abelian groups. Let jk : ker(u)→
Zr be the inclusion and prc : Z
s → coker(u)f be the canonical projection. Choose
Z-basis for ker(u) and coker(u)f .
Then detN ({1})
(
j
(2)
k
)
and detN ({1})
(
pr
(2)
c
)
are independent of the choice of the
Z-basis for ker(u) and coker(u)f , and we have
detN ({1})(u
(2)) = detN ({1})
(
j
(2)
k
)
·
∣∣tors(coker(u))∣∣ · detN ({1})(pr(2)c ),
and
1 ≤ detN ({1})(j
(2)
k ) ≤ detN ({1})(u
(2));
1 ≤ detN ({1})
(
pr
(2)
c
)
≤ detN ({1})(u
(2));
1 ≤
∣∣tors(coker(u))∣∣ ≤ detN ({1})(u(2)).
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Proof. Because of [25, Lemma 13.12 on page 459] the trivial group satisfies the
Determinant Conjecture. This implies 1 ≤ detN ({1})(u
(2)) and 1 ≤ detN ({1})
(
pr
(2)
c
)
and that for any isomorphism j : Zl → Zl we have detN ({1})(j
(2)) = 1. The latter
together with [25, Theorem 3.14 (1) on page 128] implies that the Z-basis for ker(u)
and coker(u)f do not matter and that it suffices to show the equation
detN ({1})(u
(2)) = detN ({1})
(
j
(2)
k
)
·
∣∣tors(coker(u))∣∣ · detN ({1})(pr(2)c ).
Let u be the map of finitely generated free abelian groups Zr/ ker(f) → im(u)
induced by u. Equip Zr/ ker(f) and im(u) with Z-basis. Let prk : Z
r → Zr/ ker(u)
be the canonical projection and ji : im(u) → Zs be the inclusion. We conclude
from [25, Theorem 3.14 (1) on page 128]
detN ({1})(u
(2)) = detN ({1})
(
j
(2)
i
)
· detN ({1})
(
u(2)
)
· detN ({1})
(
pr
(2)
k
)
.
Hence it remains to show
detN ({1})
(
j
(2)
i
)
= detN ({1})
(
pr(2)c
)
;
detN ({1})
(
pr
(2)
k
)
= detN ({1})
(
j
(2)
k
)
.
This follows from Lemma 2.4 applied to the 2-dimensional acyclic based free finite
Z-chain complexes ker(u)
jk−→ Zr
prk−−→ Zr/ ker(u) and im(u)
ji
−→ Z1
prc−−→ coker(u)f .
This finishes the proof of Lemma 2.11. 
2.3. Minimal numbers of generators.
Definition 2.12 (Minimal numbers of generators). Let G be a finitely generated
group. Denote by d(G) ∈ N the minimal numbers of generators of G, where we put
d({1}) = 0.
If M is an abelian group, then d(M) is the minimum over all natural numbers
n for which there exists an epimorphism of abelian groups Zn →M .
Lemma 2.13. (1) Let r ≥ 0, s ≥ 0 and d1 ≥ 2, d2 ≥ 2, . . . , ds ≥ 2 be integers
with d1|d2|d3| · · · |ds and M ∼= Zr ⊕
⊕s
i=1 Z/di. Then
d(M) = r + s;
(2) Let M be a finitely generated abelian group. For any prime p we can write
the p-Sylow subgroup tors(M)p of the finite abelian group tors(M) as a
direct sum
tors(M)p ∼=
sp⊕
i=1
Z/pki
for integers ki ≥ 1 and sp ≥ 0. Then
d(M) = dimQ(Q⊗Z M) + max{sp | p prime}.
In particular
d(M) = d(M/ tors(M)) + d(tors(M));
(3) If K is any field, we have
dimQ(Q⊗Z M) ≤ dimK(K ⊗Z M) ≤ d(M) ≤ dimQ(Q ⊗Z M) +
ln
(
| tors(M)|
)
ln(2)
;
(4) If 0 → M0 → M1 → M2 → 0 is an exact sequence of finitely generated
Z-modules, then
d(M1) ≤ d(M0) + d(M2).
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If M is a submodule of the finitely generated Z-module M , then
d(M) ≤ d(N);
If N is a quotient module of the finitely generated Z-module M , then
d(N) ≤ d(M).
Proof. (1) Consider any epimorphism f : Zn →M . We have to show n ≥ r+s. The
kernel of f is a finitely generated free Z-module of rank m ≤ n. Hence we obtain
an exact sequence 0 → Zm
j
−→ Zn
f
−→ M → 0. By composing i with appropriate
Z-isomorphisms from the left and the right we can arrange that there are integers
c1 ≥ 1, c2 ≥ 1, . . . , cm ≥ 1 such that c1|c2|c3| . . . |cm, and j sends the element ei,
whose entries are all zero except the ith entry which is 1, to ci ·ei for i = 1, 2 . . . ,m.
Let t ∈ {0, 1, 2, . . . ,m} be the integer for which ci = 1 for i ≤ t. Then
M ∼= Zn−m ⊕
m⊕
i=t+1
Z/ci.
From the structure theorem for abelian groups we conclude n−m = r andm−t = s.
This implies
r + s = n−m+m− t ≤ n.
(2) and (3) These follow from assertion (1).
(4) Let 0 → M0
j
−→ M1
q
−→ M2 → 0 be an exact sequence of finitely generated
Z-modules. Choose epimorphisms fi : Z
d(Mi) → Mi for i = 0, 2. Choose a ho-
momorphism f˜2 : Z
d(M2) → M2 with q ◦ f˜2 = f2. Define the Z-homomorphism
f1 : Z
d(M0)+d(M2) = Zd(M0)⊕Zd(M2) →M1 by (j ◦ f0)⊕ f˜2. One easily checks that
f1 is surjective. Hence
d(M1) ≤ d(M0) + d(M2).
Let M be a submodule of the finitely generated Z-module N . Choose an epimor-
phism f : Zd(N) → N . Then f induces an epimorphism f−1(M)→M and f−1(M)
is isomorphic to Zm for some integer m ≤ d(N). Hence d(M) ≤ m ≤ d(N). The
claim for quotient modules is obvious. 
Remark 2.14. Notice that the minimal number of generators is not additive under
exact sequences, actually it is not even additive under direct sums. Namely, if p
and q are different prime numbers, then d(Z/p ⊕ Z/q) = d(Z/p) = d(Z/q) = 1.
Moreover, for non-abelian groups it is not true that d(H) ≤ d(G) holds for a
subgroup H ⊆ G, e.g., this fails for G the free group of two generators and H any
proper subgroup of finite index.
Remark 2.15. The main reason why Betti numbers and the number of minimal
generators are easier to handle than the order of the torsion in homology is that
the minimal number of generators satisfies assertion (4) of Lemma 2.13 and the
dimension of K-vector spaces satisfies the analogous statement. This is not true
for the order of the torsion in a finitely generated abelian group. Passing to the
quotient of a finitely generated abelian group may increase the order of the torsion
submodule as the example Z→ Z/n shows.
Lemma 2.16. Let G be a finite group. Let M be a ZG-module which is finitely
generated as abelian group. Consider n ≥ 1. Let dn be an integer such that there
is a free ZG-resolution F∗ of the trivial ZG-module Z satisfying dimZG(Fn) ≤ dn.
(F∗ may depend on n.)
Then Hn(G;M) is annihilated by multiplication with |G| and we get
d(Hn(G;M)) ≤ dn · d(M);
|Hn(G;M)| ≤ |G|
dn·d(M).
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Proof. Fix n ≥ 1. Then Hn(G;M) is annihilated by multiplication with |G| by [5,
Corollary 10.2 on page 84]. By definition Hn(G;M) = Hn(M⊗ZGF∗). We conclude
from Lemma 2.13 (4)
d
(
Hn(G;M)
)
= d
(
Hn(M ⊗ZG F∗)
)
≤ d(M ⊗ZG Fn
)
= d
(
MdimZG(Fn)
)
≤ dimZG(Fn) · d(M) ≤ dn · d(M).
Consider an epimorphism f : Zl → Hn(G;M). Since multiplication with |G| an-
nihilates Hn(G;M), it induces an epimorphism f : (Z/|G|)l → Hn(G;M). This
implies |Hn(G;M)| ≤ |G|l. We conclude
|Hn(G;M)| ≤ |G|
d(Hn(G;M)) ≤ |G|dn·d(M).

2.4. Nilpotent modules.
Definition 2.17 (Nilpotent ZG-module). We call a ZG-module M nilpotent, if
there exists an integer r ≥ 0 and a filtration {0} = M0 ⊆ M1 ⊆ M2 ⊆ . . . ⊆ Mr =
M such that the G-action on Mi/Mi−1 is trivial for i = 1, 2, . . . , r. The minimal
number r for which such a filtration exists is called the filtration length of M .
A ZG-module is trivial if and only if it is nilpotent of filtration length 0. The
G-action on an ZG-module M is trivial if and only if it is nilpotent of filtration
length at most 1. The elementary proof of the next lemma is left to the reader.
Lemma 2.18. Let G be a group. Then:
(1) A ZG-submodule of a nilpotent ZG-module of filtration length r is again
nilpotent and has filtration length ≤ r;
(2) A ZG-quotient module of a nilpotent ZG-module of filtration length r is
again nilpotent and has filtration length ≤ r;
(3) Let 0→M0 →M1 →M2 → 0 be an exact sequence of ZG-modules. If two
of them are nilpotent, then all three are nilpotent and the filtration length
of M1 is less or equal to the sum of the filtration length of M0 and M2;
(4) If {Mi | i ∈ I} is a family of nilpotent ZG-modules of filtration length ≤ r
for some index set I, then
⊕
i∈I Mi is a nilpotent ZG-module of filtration
length ≤ r.
3. Proof of the main Theorem 1.1
In this section we present the proof of Theorem 1.1.
The following Subsections 3.1, 3.2 and 3.3 deal with the problem to give estimates
of our invariants of interest for a ZG-chain complex C∗ with nilpotent homology in
terms of their values for Z ⊗ZG C∗, where G is a finite abelian group. The main
result will be Proposition 3.13.
3.1. Passage from Z⊗ZG Hn(C∗) to Hn(Z⊗ZG C∗).
Lemma 3.1. Let G be a finite group. Let C∗ be a finitely generated free ZG-chain
complex. Let νn = νn(C∗) : Z⊗ZG Hn(C∗)→ Hn(Z⊗ZG C∗) be the canonical map.
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Then ∣∣ker(νn)∣∣ ≤ n∏
p=1
∣∣Hp+1(G;Hn−p(C∗))∣∣;
∣∣coker(νn)∣∣ ≤ n∏
p=1
∣∣Hp(G;Hn−p(C∗))∣∣;
∣∣d(Z⊗ZG Hn(C∗))− d(Hn(Z⊗ZG C∗))∣∣ ≤ n∑
p=1
d
(
Hp(G;Hn−p(C∗))
)
+
n∑
p=1
d
(
Hp+1(G;Hn−p(C∗))
)
.
Proof. The map νn : Z ⊗ZG Hn(C∗) = Tor
ZG
0 (Hn(C∗),Z) → Hn(Z ⊗ZG C∗) is the
edge homomorphism in the universal coefficient spectral sequence whose E2-term is
TorZGp (Hq(C∗),Z) = Hp(G;Hq(C∗)) and which converges to Hn(Z⊗ZG C∗). From
this spectral sequence we obtain an exact sequence of abelian groups
0→ A→ Z⊗ZG Hn(C∗)
νn−→ Hn(Z⊗ZG C∗)→ B → 0,
where the modules A and B have filtrations {0} ⊆ A1 ⊆ · · · ⊆ An = A and {0} ⊆
B1 ⊆ · · · ⊆ Bn = B such that An is a sub-quotient of Hp+1(G;Hn−p(C∗)) and Bn
is a sub-quotient of Hp(G;Hn−p(C∗)) for each p ∈ {1, 2, . . . , n}. In particular we
get from Lemma 2.13 (4)
|A| ≤
n∏
p=1
∣∣Hp+1(G;Hn−p(C∗))∣∣;
|B| ≤
n∏
p=1
∣∣Hp(G;Hn−p(C∗))∣∣;
d(A) ≤
n∑
p=1
d
(
Hp+1(G;Hn−p(C∗))
)
;
d(B) ≤
n∑
p=1
d
(
Hp(G;Hn−p(C∗))
)
;
d(A) ≥ d
(
Z⊗ZG Hn(C∗)
)
− d
(
Hn(Z⊗ZG C∗)
)
;
d(B) ≥ d
(
Hn(Z⊗ZG C∗)
)
− d
(
Z⊗ZG Hn(C∗)
)
.
Now Lemma 3.1 follows. 
3.2. Passage from M to Z⊗ZG M .
Lemma 3.2. Let G be a finite group. Let M be a nilpotent ZG-module. Let r ≥ 1
be an integer such that the filtration length of M is less or equal to r. Then the
kernel of the canonical epimorphism µ = µ(M) : M → Z ⊗ZG M is finite and we
have ∣∣ker(µ(M))∣∣ ≤ |G|(r−1)·d(G)·d(M);
d(M) ≤ r · (d(G) + 1)r−1 · d(Z⊗ZG M).
Proof. We use induction over the filtration length r ofM . The induction beginning
r = 1 is obviously true. The induction step from r − 1 to r ≥ 2 is done as follows.
Choose an exact sequence of ZG-modules 0 → M ′ → M → M ′′ → 0 such that
M ′ is nilpotent of filtration length ≤ r − 1 and G acts trivially on M ′′. We have
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the following commutative diagram with exact rows
0 // M ′ //
µ(M ′)

M //
µ(M)

M ′′ //
µ(M ′′)∼=

0
H1(G;M
′′) // Z⊗ZG M ′ // Z⊗ZGM // Z⊗ZGM ′′ // 0
It induces the exact sequence
0→ ker(µ(M ′))→ ker(µ(M))→ im
(
H1(G;M
′′)→ Z⊗ZG M
′
)
→ 0.(3.3)
Let {s1, s2, . . . , sd(G)} be a finite set of generators of G with minimal numbers of
generators. We obtain an exact sequence of ZG-modules
ZGd(G)
(s1−1,s2−1,...,sd(G)−1)
−−−−−−−−−−−−−−−→ ZG→ Z→ 0,
which can be extended to the left to a free ZG-resolution of the trivial ZG-module
Z. Because of Lemma 2.13 (4) this implies
(3.4) d
(
H1(G,M
′′)
)
≤ d
(
ZGd(G) ⊗ZG M
′′
)
≤ d(G) · d(M ′′)
= d(G) · d(Z⊗ZG M
′′) ≤ d(G) · d(Z⊗ZG M).
As multiplication with G annihilates H1(G,M) we get
|H1(G,M
′′)| ≤ |G|d(Z⊗ZGM)·d(G).(3.5)
This implies
|H1(G,M
′′)| ≤ |G|d(M)·d(G).(3.6)
By induction hypothesis∣∣ker(µ(M ′))∣∣ ≤ |G|(r−2)·d(G)·d(M ′).(3.7)
We conclude from (3.3), (3.6) and (3.7) using Lemma 2.13 (4)∣∣ker(µ(M))∣∣ ≤ ∣∣ker(µ(M ′))∣∣ · |H1(G;M ′′)|
≤ |G|(r−2)·d(G)·d(M
′) · |G|d(M
′′)·d(G)
≤ |G|(r−2)·d(G)·d(M) · |G|d(M)·d(G)
= |G|(r−1)·d(G)·d(M).
Next we estimate using Lemma 2.13 (4), (3.3) and (3.4)
d(M) ≤ d
(
ker(µ(M))
)
+ d(Z⊗ZG M)(3.8)
≤ d
(
ker(µ(M ′))
)
+ d(H1(G;M
′′)) + d(Z ⊗ZGM)
≤ d
(
ker(µ(M ′))
)
+ d(G) · d(Z⊗ZG M) + d(Z⊗ZG M)
≤ d(M ′) + (d(G) + 1) · d(Z⊗ZG M).
We estimate using (3.4) and Lemma 2.13 (4)
d(Z⊗ZG M
′) ≤ d(H1(G;M
′′)) + d(Z⊗ZG M)(3.9)
≤ d(G) · d(Z⊗ZGM) + d(Z⊗ZG M)
= (d(G) + 1) · d(Z⊗ZG M).
By induction hypothesis
d(M ′) ≤ (r − 1) · (m(G) + 1)r−2 · d(Z⊗ZG M
′).(3.10)
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We conclude from (3.8), (3.9) and (3.10)
d(M) ≤ d(M ′) + (d(G) + 1) · d(Z⊗ZG M)
≤ (r − 1) · (m(G) + 1)r−2 · d(Z⊗ZGM
′) + (d(G) + 1) · d(Z⊗ZGM)
≤ (r − 1) · (m(G) + 1)r−2 · (d(G) + 1) · d(Z⊗ZG M)
+(d(G) + 1) · d(Z⊗ZG M)
=
(
(r − 1) · (m(G) + 1)r−2 + 1
)
· (d(G) + 1) · d(Z⊗ZG M)
≤ r · (m(G) + 1)r−2 · (d(G) + 1) · d(Z⊗ZGM)
= r · (m(G) + 1)r−1 · d(Z⊗ZG M).
This finishes the proof of Lemma 3.2. 
Lemma 3.11. Let G be a finite abelian group. Then there exists a free ZG-
resolution F∗ of the trivial ZG-module Z satisfying for n ≥ 0
dimZG(Fn) =
(
n+ d(G) − 1
d(G)− 1
)
.
Proof. Put m = d(G). Then we get decomposition
G =
m⊕
i=1
Z/di
as direct sum of finite cyclic groups from Lemma 2.13 (1). There is a free Z[Z/di]-
resolution F
(i)
∗ of the trivial Z[Z/di]-module Z such that dimZ[Z/di](F
(i)
n ) = 1 for all
n ≥ 0. Then F∗ =
⊗m
i=1 F
(i)
∗ is a free ZG-resolution of the trivial ZG-module Z.
Obviously dimZG(Fn) is the number of weak compositions of n into m non-negative
integers, i.e., the number of k-tuples (i1, i2, . . . , im) of non-negative integers such
that i1 + i2 + · · ·+ im = n. Hence
dimZG(Fn) =
(
n+m− 1
m− 1
)
.

Remark 3.12. Lemma 3.11 is the reason why we often assume the existence of
an infinite normal subgroup A ⊆ G which is abelian. The estimate we get and will
need is polynomial in d(G). There is an obvious polynomial estimate in terms of
|G| coming from the bar resolution which works for all finite groups, but it is not
sufficient for us.
3.3. Relating Hn(C∗) to Hn(Z⊗ZG C∗).
Proposition 3.13. There exists functions
C0, C1, D0, D1 :
{
(r, n, p) ∈ N3 | p ≤ n
}
→ R,
such that the following is true:
Let G be a finite abelian group. Let C∗ be a finitely generated free ZG-chain
complex. Suppose that Hp(C∗) is a nilpotent ZG-module of filtration length ≤ r for
p = 0, 1, 2, . . . , n. Then:
(1) We have
d(Hn(C∗)) ≤
n∑
p=0
C0(r, n, p) · d(G)
C1(r,n,p) d
(
Hp(Z⊗ZG C∗)
)
;
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(2) We have
ln
(∣∣ker(Hn(pr∗))∣∣) ≤ n∑
p=0
D0(r, n, p) · ln(|G|) · d(G)
D1(r,n,p) · d
(
Hp(Z⊗ZG C∗)
)
;
ln
(∣∣coker(Hn(pr∗))∣∣) ≤ n∑
p=0
D0(r, n, p) · ln(|G|) · d(G)
D1(r,n,p) · d
(
Hp(Z⊗ZG C∗)
)
,
where pr∗ : C∗ → Z⊗ZG C∗ is the canonical projection.
Proof. (1) Fix a natural number r. We define C(r, n, p) for p ∈ {0, 1, 2, . . . , n} by
induction over n. In the sequel we abbreviate m = d(G).
Firstly we explain the induction beginning n = 0. Then ν0 : Z ⊗ZG H0(C∗) →
H0(Z ⊗ZG C∗) is an isomorphism since we always assume Cn = 0 for p ≤ −1. We
conclude from Lemma 3.2
d(H0(C∗)) ≤ r · (m+ 1)
r−1 · d
(
Z⊗ZG H0(C∗)
)
= r · (m+ 1)r−1 · d
(
H0(Z⊗ZG C∗)
)
≤ r · 2r−1 ·mr−1 · d
(
H0(Z⊗ZG C∗)
)
.
So we put C0(r, 0, 0) = r · 2r−1 and C1(r, 0, 0) = r − 1.
The induction beginning from (n− 1) for n ≥ 1 is done as follows. We conclude
from Lemma 3.2
d(Hn(C∗)) ≤ r · (m+ 1)
r−1 · d
(
Z⊗ZG Hn(C∗)
)
(3.14)
≤ r · 2r−1 ·mr−1 · d
(
Z⊗ZG Hn(C∗)
)
.
We estimate using Lemma 2.16, Lemma 3.1, and Lemma 3.11
d
(
Z⊗ZG Hn(C∗)
)
(3.15)
≤ d
(
Hn(Z⊗ZG C∗)
)
+
n∑
p=1
d
(
Hp(G;Hn−p(C∗))
)
+
n∑
p=1
d
(
Hp+1(G;Hn−p(C∗))
)
≤ d
(
Hn(Z⊗ZG C∗)
)
+
n∑
p=1
(
p+m− 1
m− 1
)
· d
(
Hn−p(C∗))
)
+
n∑
p=1
(
p+m
m− 1
)
· d
(
Hn−p(C∗))
)
= d
(
Hn(Z⊗ZG C∗)
)
+
n−1∑
p=0
((
n− p+m− 1
m− 1
)
+
(
n− p+m
m− 1
))
· d
(
Hp(C∗))
)
.
Putting (3.14) and (3.15) together yields
(3.16) d
(
Hn(C∗)
)
≤ r · 2r−1 ·mr−1 · d
(
Hn(Z⊗ZG C∗)
)
+
n−1∑
p=0
r · 2r−1 ·mr−1 ·
((
n− p+m− 1
m− 1
)
+
(
n− p+m
m− 1
))
· d
(
Hp(C∗))
)
.
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We estimate for p = 0, 1, 2 . . . , n(
n− p+m
m− 1
)
=
(n− p+m)!
(m− 1)! · (n− p+ 1)!
(3.17)
≤ (n− p+m) · (n− p+m− 1) · · · · ·m
≤ (n− p+m)n−p+1
≤ (n+m)n+1
≤ nn+1 ·mn+1.
Analogously we get for p = 0, 1, 2 . . . , n(
n− p+m− 1
m− 1
)
≤ nn+1 ·mn+1.(3.18)
We conclude from (3.16), (3.17) and (3.18)
(3.19) d
(
Hn(C∗)
)
≤ r · 2r−1 ·mr−1 · d
(
Hn(Z⊗ZG C∗)
)
+
n−1∑
p=0
r · 2r−1 ·mr−1 · 2 · nn+1 ·mn+1 · d
(
Hp(C∗))
)
.
By induction hypothesis we get for p = 0, 1, 2, . . . , (n− 1)
d(Hp(C∗)) ≤
p∑
i=0
C0(r, p, i) ·m
C1(r,p,i) · d
(
Hi(Z⊗ZG C∗)
)
.(3.20)
Putting (3.19) and (3.20) together yields
d
(
Hn(C∗)
)
≤ r · 2r−1 ·mr−1 · d
(
Hn(Z⊗ZG C∗)
)
+
n−1∑
p=0
r · 2r−1 ·mr−1 · 2 · nn+1 ·mn+1 ·(
p∑
i=0
C0(r, p, i) ·m
C1(r,p,i) · d
(
Hi(Z⊗ZG C∗)
))
≤ r · 2r−1 ·mr−1 · d
(
Hn(Z⊗ZG C∗)
)
+
n−1∑
p=0
n−1∑
i=p
r · 2r · nn+1 · C0(r, i, p) ·m
n+r+C1(r,i,p)

· d
(
Hp(Z⊗ZG C∗)
)
≤ r · 2r−1 ·mr−1 · d
(
Hn(Z⊗ZG C∗)
)
+
n−1∑
p=0
n−1∑
i=p
r · 2r · nn+1 · C0(r, i, p)

·mn+r+max{C1(r,i,p)|p≤i≤n−1)} · d
(
Hp(Z⊗ZG C∗)
)
.
Define
C0(r, n, p) :=
{∑n−1
i=p r · 2
r · nn+1 · C0(r, i, p); if 0 ≤ p ≤ n− 1;
r · 2r−1 if p = n;
C1(r, n, p) :=
{
n+ r +max{C1(r, i, p) | p ≤ i ≤ n− 1)}; if 0 ≤ p ≤ n− 1;
r − 1 if p = n.
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Then we get
d(Hn(C∗)) ≤
n∑
p=0
C0(r, n, p) ·m
C1(r,n,p) · d
(
Hn(Z⊗ZG C∗)
)
.
This finishes the proof of assertion (1).
(2) We estimate using Lemma 2.16, Lemma 3.1, Lemma 3.11, and (3.18)
| coker(νn(C∗))| ≤
n∏
p=1
∣∣Hp(G;Hn−p(C∗))∣∣
≤
n∏
p=1
|G|(
p+m−1
m−1 )·d(Hn−p(C∗))
= |G|
∑n
p=1((
p+m−1
m−1 )·d(Hn−p(C∗))
≤ |G|
∑n
p=1 n
n+1·mn+1·d(Hn−p(C∗)).
This implies together with assertion (1)
(3.21)
ln
(
| coker(νn(C∗))|
)
≤ ln(|G|) ·
n∑
p=1
nn+1 ·mn+1 · d(Hn−p(C∗))
≤ ln(|G|) ·
n∑
p=1
nn+1 ·mn+1 ·
(
n−p∑
i=0
C0(r, n− p, i) ·m
C1(r,n−p,i) d
(
Hi(Z⊗ZG C∗)
))
= ln(|G|) ·
n−1∑
p=0
(
n−p∑
i=1
nn+1 ·mn+1 · C0(r, n− i, p) ·m
C1(r,n−i,p)
)
· d
(
Hp(Z ⊗ZG C∗)
)
=
n−1∑
p=0
(
n−p∑
i=1
nn+1 · C0(r, n− i, p) · ln(|G|) ·m
n+1+C1(r,n−i,p)
)
· d
(
Hp(Z⊗ZG C∗)
)
.
Analogously we get
(3.22)
ln
(
| ker(νn(C∗))|
)
≤
n−1∑
p=0
(
n−p∑
i=1
nn+1 · C0(r, n− i, p) · ln(|G|) ·m
n+1+C1(r,n−i,p)
)
· d
(
Hp(Z⊗ZG C∗)
)
.
We estimate using Lemma 3.2 and assertion (1).
(3.23)
ln
(∣∣ker(µ(Hn(C∗))∣∣)
≤ ln(|G|) · (r − 1) ·m · d(Hn(C∗))
≤ ln(|G|) · (r − 1) ·m ·
n∑
p=0
C0(r, n, p) ·m
C1(m,n,p) · d
(
Hp(Z⊗ZG C∗)
)
≤
n∑
p=0
(r − 1) · C0(r, n, p) · ln(|G|) ·m
1+C1(m,n,p) · d
(
Hp(Z⊗ZG C∗)
)
.
Since the canonical map Hn(pr∗) : Hn(C∗)→ Hn(Z⊗ZG C∗) agrees with the com-
position νn(C∗) ◦ µ(Hn(C∗)) and µn(Hn(C∗)) is surjective, we obtain an exact
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sequence
0→ ker
(
µ(Hn(C∗))
)
→ ker(Hn(pr∗))→ ker
(
ν(C∗))
)
→ 0,
and an isomorphism
coker(Hn(pr∗))
∼= coker
(
ν(C∗))
)
.
We conclude
ln
(∣∣ker(Hn(pr∗))∣∣) ≤ ln (∣∣ker(µ(Hn(C∗)))∣∣)+ ln (∣∣ker(νn(C∗)))∣∣) ;
ln
(∣∣coker(Hn(pr∗))∣∣) = ln (∣∣coker(νn(C∗)))∣∣) .
This together with (3.21), (3.22), and (3.23) implies
ln
(∣∣ker(Hn(pr∗))∣∣)
≤
n∑
p=0
(r − 1) · C0(r, n, p) · ln(|G|) ·m
1+C1(m,n,p) · d
(
Hp(Z⊗ZG C∗)
)
+
n−1∑
p=0
(
n−p∑
i=1
nn+1 · C0(r, n− i, p) ·m
n+1+C1(r,n−i,p)
)
· ln(|G|)
· d
(
Hp(Z⊗ZG C∗)
≤
n∑
p=0
(r − 1) · C0(r, n, p) · ln(|G|) ·m
1+C1(m,n,p) · d
(
Hp(Z⊗ZG C∗)
)
+
n−1∑
p=0
(
n−p∑
i=1
nn+1 · C0(r, n− i, p)
)
· ln(|G|)
·mn+1+max{C1(r,n−i,p)|i=1,...n−p} · d
(
Hp(Z⊗ZG C∗)
)
,
and
ln
(
| coker(Hn(pr∗))|
)
≤
n−1∑
p=0
(
n−p∑
i=1
nn+1 · C0(r, n− i, p)
)
· ln(|G|)
·mn+1+max{C1(r,n−i,p)|i=1,...n−p} · d
(
Hp(Z⊗ZG C∗)
)
.
Now assertion (2) follows for the obvious choices of D0(r, n, p) and D1(r, n, p). This
finishes the proof of Proposition 3.13. 
3.4. Nilpotent homology. In this subsection we explain how the condition that
our CW -complex under consideration fibers in a specific way enters the proof. Es-
sentially the condition about Gottlieb’s subgroup of the fundamental group ensures
that later we get on each level nilpotent homology groups what will be needed in
order to apply Proposition 3.13.
Lemma 3.24. Let F
j
−→ X
f
−→ B be a fibration, where F and B are connected CW -
complexes. Let d be the dimension of B. Consider an epimorphism φ : pi1(X)→ G.
Let A ⊆ G be the image of G1(F ) under the composite φ ◦ pi1(j) : pi1(F ) → G. Let
p : X → X be the G-covering associated to φ.
Then A is a normal abelian subgroup of G and the induced A-action on X turns
Hn(X) into a ZA-module which is nilpotent of filtration length ≤ d+ 1.
Proof. We use induction over d. The induction beginning d = −1 is trivial since
then X is empty. The induction step from (d− 1) to d ≥ 0 is done as follows. Since
B is connected, it is homotopy equivalent to a finite CW -complex with precisely
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one 0-cell. Hence we can assume without loss of generality that each skeleton Bd
is connected. Choose a pushout
∐
i∈I S
d−1
∐
i∈I qi
//

Bd−1
∐
i∈I D
d
∐
i∈I Qi
// B
Since f is a fibration and p is a G-covering, we obtain by the pullback construction
a G-pushout with a cofibration as left vertical arrow (see [23, Lemma 1.26])
∐
i∈I q
∗
iX
∐
i∈I qi
//

(f ◦ p)−1(Bd−1)
∐
i∈I Q
∗
iX
∐
i∈I Qi
// X
Let w ∈ pi1(X). Then the pointed fiber transport along w yields a pointed homo-
topy equivalence σ(w) : F → F which is unique up to pointed homotopy equiva-
lence (see [21, Section 6]). The induced map pi1(σ(w)) sends G1(F ) to G1(F ) by
Lemma 2.1 (5). The following diagram commutes
pi(F )
pi1(σ(w))
//
pi1(j)

pi1(F )
pi1(j)

pi1(X)
cw
// pi1(X)
where cw is conjugation with w. Since φ : pi1(X)→ G is by assumption surjective,
this implies that A ⊆ G is normal.
Let H be the image of φ ◦ pi1(j) : pi1(F )→ G. Obviously A ⊆ H . Let F → F be
the covering associated to the epimorphism pi1(F )→ H induced by φ◦pi1(j). Since
Dd is contractible, we obtain for each i ∈ I a G-homotopy equivalence of pairs(
Q∗iX, q
∗
iX
) ≃
−→ G×H F × (D
d, Sd−1).
Hence we obtain a long exact sequence of ZG-modules
· · · →
⊕
i∈I
ZG⊗ZH Hk(F )→ Hd+k
(
(f ◦ p)−1(Bd−1)
)
→ Hd+k(X)
→
⊕
i∈I
ZG⊗ZH Hk(F )→ · · · .
Now we view this as an exact sequence of ZA-modules. By induction hypothesis
Hn
(
(f ◦p)−1(Bd−1)
)
is nilpotent of filtration length ≤ d for all n. The A-operation
on Hl(F ) is trivial for all l, since for each w ∈ pi1(F ) the pi1(F )-map lw : F˜ → F˜
given by multiplication with w is pi1(F )-equivariantly homotopic to the identity
because of Lemma 2.1 (1). Hence the left A-action on ZG ⊗ZH Hn(F ) is trivial
since A is normal in G. This implies that ZG⊗ZHHn(X) is a nilpotent ZA-module
of filtration length ≤ 1. We conclude from Lemma 2.18 that Hn(X) is a nilpotent
ZA-module of filtration length ≤ (d+ 1) for all n. 
3.5. A priori bounds. If the sequences under consideration converge, they have
to be bounded what we prove next.
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Notation 3.25. Let C∗ be a finite based free chain complex with differential
c∗. Denote by (C[i]∗, c[i]∗) the finite based free Z-chain complex Z ⊗ZGi C∗ =
Z[G/Gi]⊗ZG C∗.
Lemma 3.26. Consider a finite based free ZG-chain complex C∗. Then there is a
constant Λ > 0 satisfying:
(1) For all i ∈ I and n ≥ 0 we have
0 ≤
d(Hn(C[i]∗))
[G : Gi]
≤ Λ;
(2) For all i ∈ I and n ≥ 0 we have
0 ≤
ln
(
detN ({1})
(
c[i]
(2)
n
))
[G : Gi]
≤ Λ;
(3) For all i ∈ I and n ≥ 0 we have
d
(
Hn(C[i]∗)
)
≤ Λ,
and
0 ≤
ln
(∣∣tors(Hn(C[i]∗))∣∣)
[G : Gi]
≤ Λ;
(4) For all i ∈ I and n ≥ 0 we have
−Λ ≤
ln
(
detN({1})(α[i]n)
)
[G:Gi]
≤ Λ.
where α[i]n is the map associated to C[i]∗ in (2.3).
Proof. We conclude from [25, Lemma 13.33 on page 466] that for every natural
number n there exists a constant Kn ≥ 0 such that
||c[i](2)n || ≤ Kn(3.27)
holds for each i ∈ I. Put
Λ0 :=
dim(C∗)∑
n=0
max{ln(Kn), 1} · dimZG(Cn);
Λ = 4 · Λ0.
Now we can prove the various assertions appearing in Lemma 3.26.
(1) We conclude from Lemma 2.13 (4)
d(Hn(C∗))
[G : Gi]
≤
dimZ
(
dimZ(C[i]n)
)
[G : Gi]
= dimZG(Cn)
≤ Λ0.
(2) We conclude from from (3.27)
detN ({1})
(
c[i](2)n
)
≤ ||c[i](2)n ||
dimN({1}(C[i]
(2)
n )
≤ (Kn)
dimZ(C[i]n).
We have 1 ≤ detN ({1}
(
c[i]
(2)
n
)
since the trivial groups satisfy the Determinant
Conjecture because of [25, Lemma 13.12 on page 459]. Hence we get
1 ≤ detN ({1})
(
c[i]
(2)
n
)
≤ (Kn)dimZ(C[i]n).
Since dimZG(Cn) =
dimZ(C[i]n)
[G:Gi]
, this implies for all i ∈ I and n ≥ 0
0 ≤
ln(detN({1})(c[i]
(2)
n ))
[G:Gi]
≤ Λ0 ≤ Λ.(3.28)
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(3) We conclude from Lemma 2.11 and (3.28)
ln
(∣∣tors(Hn(C[i]∗))∣∣)
[G : Gi]
=
ln
(∣∣tors(coker(c[i]n+1))∣∣)
[G : Gi]
(3.29)
≤
∣∣∣ln(detN ({1})(c[i](2)n+1))∣∣∣
[G : Gi]
≤ Λ0.
This implies for all i ∈ I and n ≥ 0
0 ≤
ln
(∣∣tors(Hn(C[i]∗))∣∣)
[G : Gi]
≤ Λ.
(4) Let ∆n : Cn → Cn be the combinatorial Laplacian of the finite based free ZG-
chain complex C∗. Then ∆[i]n : C[i]n → C[i]n is the combinatorial Laplacian of the
finite based free Z-chain complex C[i]∗, and ∆[i]
(2)
n : C[i]
(2)
n → C[i]
(2)
n is the same as
the Laplacian on the N ({1})-Hilbert chain complex C[i]
(2)
∗ . Let j[i] : ker(∆[i]n)→
C[i]n be the inclusion. It induces a map j[i]
(2) : ker(∆[i]n)
(2) → C[i]
(2)
n whose image
is contained in ker
(
∆[i]
(2)
n
)
.
Obviously we have ker(c[i]n) ∩ ker
(
c[i]∗n+1
)
⊆ ker(∆[i]n). If k · x ∈ ker(c[i]n) ∩
ker
(
c[i]∗n+1
)
for k ∈ Z, k 6= 0 and x ∈ ker(∆[i]n), then x ∈ ker(c[i]n) ∩ ker
(
c[i]∗n+1
)
since C[i]∗ is free as Z-module. Since ker
(
∆[i]
(2)
n
)
= ker
(
c[i]
(2)
n
)
∩ ker
(
(c[i]
(2)
n+1)
∗
)
(see [25, Lemma 1.18 on page 24]), the finitely generated free abelian groups
ker(c[i]n) ∩ ker
(
c[i]∗n+1
)
and ker(∆[i]n) have the same rank. This implies
ker(∆[i]n) = ker(c[i]n) ∩ ker
(
c[i]∗n+1
)
.(3.30)
Let u[i] : ker(∆[i]n) → Hn(C[i]∗)f be the composite of the inclusion ker(∆[i]n) →
ker(c[i]n) with the obvious projection ker(c[i]n)→ Hn(C[i]∗)f . Let v[i] : ker
(
∆[i]
(2)
n
)
→
H
(2)
n
(
C[i]
(2)
∗
)
be the composite of the inclusion ker
(
∆[i]
(2)
n
)
→ ker
(
c[i]
(2)
n
)
and the
projection ker
(
c[i]
(2)
n
)
→ H
(2)
n
(
C[i]
(2)
∗
)
. The following diagram of isomorphisms of
N ({1})-Hilbert modules commutes
ker(∆[i]n)
(2)
j[i](2)
//
u[i](2)

ker
(
∆[i]
(2)
n
)
v[i]
(
Hn(C[i]∗)f
)(2) α[i]n
// H
(2)
n
(
C[i]
(2)
∗
)
We conclude from [25, Theorem 3.14 (1) on page 128]
detN ({1})(α[i]n) · detN ({1})(u[i]
(2)) = detN ({1})(v[i]) · detN ({1})(j[i]
(2)).(3.31)
Since v[i] is by definition an isometric isomorphism, we have
detN ({1})(v[i]) = 1.(3.32)
We conclude from Lemma 2.11
1 ≤ detN ({1})(j[i]
(2)) ≤ detN ({1})
(
∆[i]
(2)
n
)
;(3.33)
detN ({1})(u[i]
(2)) = | coker(u[i])|.(3.34)
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The following diagram commutes
ker(c[i]n) ∩ ker
(
c[i]∗n+1
) k[i]1
//
l[i]1

ker(c[i]n)
q[i]1
//
l[i]2

ker(c[i]n)/im(c[i]n+1)
l[i]3

ker
(
c[i]∗n+1
) k[i]2
// C[i]n
q[i]2
// C[i]n/im(c[i]n+1)
where the maps k[i]m and l[i]m are inclusions and the maps q[i]m are projections
and im(c[i]n+1) has been introduced in Notation 2.10. An easy diagram chase using
im(c[i]n+1) ⊆ ker(c[i]n) shows that l[i]3 induces a map l[i]3 : coker
(
q[i]1 ◦ k[i]1) →
coker(q[i]2 ◦ k[i]2
)
such that l3 is injective. This implies
|coker(q[i]1 ◦ k[i]1))| ≤ |coker(q[i]2 ◦ k[i]2)| .(3.35)
The map u[i] agrees with q[i]1 ◦ k[i]1. We conclude from (3.34) and (3.35)
detN ({1})(u[i]
(2)) = | coker(u[i])|(3.36)
= |coker(q[i]1 ◦ k[i]1)|
≤
∣∣coker(q[i]2 ◦ k[i]2)∣∣ .
Let ι[i] : ker(c[i]∗n+1) ⊕ im(c[i]n+1) → C[i]n be the inclusion, k[i]3 : im(c[i]n+1) →
C[i]n be the inclusion, and q[i]3 : C[i]n → C[i]n/ ker(c[i]∗n+1) be the projection. The
maps ι[i] and q[i]3 ◦ k[i]3 are injective and have finite cokernels. We conclude from
Lemma 2.11 ∣∣coker(q[i]2 ◦ k[i]2∣∣ = ∣∣ coker(ι[i])∣∣(3.37)
=
∣∣coker(q[i]3 ◦ k[i]3)∣∣
= detN ({1})
((
q[i]3 ◦ k[i]3
)(2))
.
The map c[i]∗n+1 : C[i]n → C[i]n+1 induces an injection c[i]
∗
n+1 : C[i]n/ ker(c[i]
∗
n+1)→
C[i]n+1. Let c[i]n+1 : C[i]n+1 → im(c[i]n+1) be the map induced by c[i]n+1. Then
the composite
C[i]n+1
c[i]n+1
−−−−→ im(c[i]n+1)
k[i]3
−−−→ C[i]n
q[i]3
−−−→ C[i]n/ ker(c[i]
∗
n+1)
c[i]∗n+1
−−−−→ C[i]n+1
agrees with the composite c[i]∗n+1◦c[i]n+1. We conclude from [25, Theorem 3.14 (1)
on page 128 and Lemma 3.15 (4) on page 129](
detN ({1})
(
c[i]
(2)
n+1
))2
= detN ({1})
(
(c[i]
(2)
n+1)
∗ ◦ c[i]
(2)
n+1
)
= detN ({1})
((
c[i]∗n+1 ◦ c[i]n+1
)(2))
= detN ({1})
((
c[i]∗n+1 ◦ (q[i]3 ◦ k[i]3) ◦ c[i]n+1
)(2))
= detN ({1})
((
c[i]∗n+1
)(2)
◦
(
q[i]3 ◦ k[i]3
)(2)
◦
(
c[i]n+1
)(2))
= detN ({1})
((
c[i]∗n+1
)(2))
· detN ({1})
((
q[i]3 ◦ k[i]3
)(2))
· detN ({1})
((
c[i]n+1
)(2))
.
Since 1 ≤ detN ({1})
((
c[i]∗n+1
)(2))
and 1 ≤ detN ({1})
((
c[i]n+1
)(2))
, this implies
detN ({1})
((
q[i]3 ◦ k[i]3
)(2))
≤
(
detN ({1})
(
c[i]
(2)
n+1
))2
.(3.38)
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We derive from (3.36), (3.37) and (3.38)
1 ≤ detN ({1})
(
u[i](2)
)
≤
(
detN ({1})
(
c[i]
(2)
n+1
))2
.(3.39)
We conclude from (3.31), (3.32), (3.33), and (3.39)(
detN ({1})
(
c[i]
(2)
n+1
))−2
≤ detN ({1})(α[i]n) ≤ detN ({1})
(
∆[i]
(2)
n
)
.(3.40)
We conclude from [25, Lemma 1.18 on page 24 and Lemma 3.15 (4) and (7) on
page 129 and 130] (see also the proof of [25, Lemma 3.30 on page 140])
(3.41) ln
(
detN ({1}(∆[i]
(2)
n )
)
= 2 ·
(
ln
(
detN ({1}(c[i]
(2)
n )
)
+ ln
(
detN ({1}(c[i]
(2)
n+1)
))
.
Now (3.28) and (3.41) imply for all n ≥ 0
ln
(
detN ({1}(∆[i]n)
)
[G : Gi]
≤ Λ;
ln
(
detN ({1}(c[i]n)
−2
)
[G : Gi]
≥ −Λ.
This implies together with (3.40) for all i ∈ I and n ≥ 0
−Λ ≤ ln
(
detN ({1})(α[i]n)
)
≤ Λ.
This finishes the proof of Lemma 3.26. 
3.6. The maps α[i]n. In this subsection we deal in a slightly more general context
with the maps α[i]n. Notice that in the lemma below the group N is not required
to be abelian, the condition about the N -action is on homology with Q-coefficients
and the number n is fixed.
Remark 3.42 (Strategy). The proof of the next result will reveal our main strategy
and idea. We will consider the quotient Q = G/N . We will use the a priori bounds
above applied to everything on the Q-level for the system {Qi | i ∈ I}, where Qi
is the image of Gi under the projection G → Q. We will show that the values on
the G-level and Q level differ in a controlled manner. Finally we use the facts that
[G : Gi] = [N : (N ∩Gi)] · [Q : Qi] and limi→∞[N : (N ∩Gi)] =∞.
Lemma 3.43. Let C∗ be a based free ZG-chain complex. Fix n ≥ 0. Assume
that there is an infinite normal subgroup N ⊆ G and an index i0 such that N acts
trivially on Q⊗Z Hn(C[i]∗) for every i ≥ i0. Then:
lim
i∈I
∣∣∣∣∣ ln
(
detN ({1})(α[i]n)
)
[G : Gi]
∣∣∣∣∣ = 0.
Proof. We can assume without loss of generality G = Gi0 and that N operates
trivially on Hn(Q ⊗Z C[i]∗) for all i ∈ I, since C[i]∗ agrees as based free Z-chain
complex with Z[Gi0/Gi] ⊗Z[Gi0 ] C∗ and [G : Gi] = [Gi0 : Gi] · [G : Gi0 ] holds for
i ≥ i0 and N ∩Gi0 is an infinite normal subgroup of Gio .
Put Q = G/N . Let pr: G → Q be the projection. Put Qi = pr(Gi). Then we
obtain an exact sequence of finite groups 1→ N/(N ∩ Gi)→ G/Gi → Q/Qi → 1.
This implies for every i ∈ I
[G : Gi] = [N : (N ∩Gi)] · [Q : Qi].(3.44)
Define the finite based free ZQ-chain complex D∗ by D∗ = ZQ ⊗ZG C∗. Define
the based free finite Z[Q/Qi]-chain complex D[i]∗ by D[i]∗ = Z[Q/Qi] ⊗ZQ D∗ =
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Z[Q/Qi]⊗Z[G/Gi] C[i]∗. We get D[i]∗ = Z⊗Z[N/(N∩Gi)] C[i]∗ as based free Z-chain
complexes.
Let pr[i]∗ : C[i]∗ → D[i]∗ be the canonical projection. Let j[i]∗ :
(
C[i]∗
)N/(N∩Gi) →
D[i]∗ = Z ⊗Z[N/(N∩Gi)] C[i]∗ be the obvious chain map. Let E[i]∗ be its cokernel.
Each E[i]n is annihilated by multiplication with |N/(N ∩ Gi)|. Since we obtain
a short exact sequence of Z-chain complexes 0 →
(
C[i]∗
)N/(N∩Gi) j[i]∗−−−→ D[i]∗ →
E[i]∗ → 0, we conclude by considering the associated long homology sequence,
that the kernel and the cokernel of the map Hn(j[i]∗) : Hn
(
(C[i]∗)
N/(N∩Gi)
)
→
Hn
(
D[i]∗
)
is annihilated by multiplication with |N/(N ∩ Gi)|. Since N/(N ∩ Gi)
acts trivially on Q⊗Z Hn
(
C[i]∗
)
, the canonical map Q⊗Z Hn
(
(C[i]∗)
N/(N∩Gi)
)
→
Q⊗ZHn(C[i]∗) is bijective. Hence the map Hn(pr[i]∗)f : Hn(C[i]∗)f → Hn(D[i]∗)f
is injective and its cokernel is annihilated by multiplication with |N/(N∩Gi)|. This
implies together with Lemma 2.4 applied to Hn(pr[i]∗)f viewed as 1-dimensional
finite free Z-chain complex
1 ≤ detN ({1}
((
Hn(pr[i]∗)f
)(2))
=
∣∣tors(coker(Hn(pr[i]∗)f ))∣∣
≤ |N/(N ∩Gi)|
rkZ(Hn(D[i]∗)f ).
This together with (3.44) shows
0 ≤
ln
(
detN ({1}
((
Hn(pr[i]∗)f
)(2)))
[G : Gi]
≤
ln
(
[N : (N ∩Gi)]
)
[N : (N ∩Gi)]
·
rkZ(Hn(D[i]∗)f )
[Q : Qi]
≤
ln
(
[N : (N ∩Gi)]
)
[N : (N ∩Gi)]
·
rkZ(D[i]n)
[Q : Qi]
≤
ln
(
[N : (N ∩Gi)]
)
[N : (N ∩Gi)]
· rkZQ(Dn).
Since limi∈I [N : (N ∩Gi)] =∞ and hence limi∈I
ln
(
[N :(N∩Gi)]
)
[N :(N∩Gi)]
= 0, we conclude
lim
i∈I
ln
(
detN ({1}
((
Hn(pr[i]∗)f
)(2)))
[G : Gi]
= 0.(3.45)
The following diagram commutes
(
C[i]
(2)
n
)N/(N∩Gi) (∆[i](2)n )N/(N∩Gi)
//
k[i]n

(
C[i]
(2)
n
)N/(N∩Gi)
k[i]n

C[i]
(2)
n
∆[i](2)n
//
pr[i](2)n

C[i]
(2)
n
pr[i](2)n

D[i]
(2)
n
∆[i,D](2)n
// D[i]
(2)
n
where k[i]n is the inclusion, ∆[i]
(2)
n is the nth Laplacian of C[i]
(2)
∗ and ∆[i,D]
(2)
n is
the nth Laplacian of D[i]
(2)
∗ .
Recall that we equip C[N/(N ∩Gi)] and C⊗C[N/(N∩Gi)]C[N/(N ∩Gi)] with the
Hilbert space structure coming from the obvious C-basis. Hence N/(N ∩ Gi) and
{1 ⊗ e} are Hilbert basis for C[N/(N ∩ Gi)] and C ⊗C[N/(N∩Gi)] C[N/(N ∩ Gi)].
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We equip C[N/(N ∩ Gi)]N/(N∩Gi) ⊆ C[N/(N ∩ Gi)] with the sub Hilbert space
structure. Let N =
∑
k∈N/(N∩Gi)
k ∈ C[N/(N ∩ Gi)] be the norm element. Then
{N/
√
[N : (N ∩Gi)]} is a Hilbert basis of the Hilbert space C[N/(N∩Gi)]N/(N∩Gi).
The obvious composite
C[N/(N ∩Gi)]
N/(N∩Gi) → C[N/(N ∩Gi)]→ C⊗C[N/(N∩Gi)] C[N/(N ∩Gi)]
sends N/
√
[N : (N ∩Gi)] to an element of norm
√
[N : (N ∩Gi)]. This implies
that the composite pr[i]
(2)
n ◦ k[i]n :
(
C[i]
(2)
n
)N/(N∩Gi) → D[i](2)n satisfies
||x||L2 ≤
∣∣∣∣pr[i](2)n ◦ j[i]n(x)∣∣∣∣L2 for x ∈ (C[i](2)n )N/(N∩Gi).
We conclude that the induced map
pr[i](2)n ◦ k[i]n|ker((∆[i](2)n )N/(N∩Gi)) : ker
((
∆[i](2)n
)N/(N∩Gi))→ ker(∆[i,D](2)n )
satisfy the corresponding inequality. Notice that
(
∆[i]
(2)
n
)N/(N∩Gi)
can be viewed
as the nth Laplacian of the Hilbert chain complex
(
C[i]
(2)
n
)N/(N∩Gi)
. Hence the
map
H(2)n
(
pr[i]
(2)
∗ ◦ k[i]∗
)
: H(2)n
((
C[i]
(2)
∗
)N/(N∩Gi))→ H(2)n (D[i](2)∗ )
satisfies
||y||L2 ≤
∣∣∣∣H(2)n (pr[i](2)∗ ◦ k[i]∗)(y)∣∣∣∣L2 for y ∈ H(2)n ((C[i](2)∗ )N/(N∩Gi)) .
since the obvious maps ker
((
∆[i]
(2)
n
)N/(N∩Gi)) → H(2)n ((C[i](2)∗ )N/(N∩Gi)) and
ker
(
∆[i,D]
(2)
n
)
→ H
(2)
n
(
D[i]
(2)
∗
)
are isometries. This implies that the norm and
hence also the Fuglede-Kadison determinant of the inverse of H
(2)
n
(
pr[i]
(2)
∗ ◦k[i]∗
)
is
bounded by 1. Since both H
(2)
n (pr[i]
(2)
∗ ) and H
(2)
n (k[i]∗) are invertible, we conclude
from [25, Theorem 3.14 (1) on page 128]
1 ≤ detN ({1})
(
H(2)n (pr[i]
(2)
∗ )
)
· detN ({1})
(
H(2)n (k[i]∗)
)
.(3.46)
The projection C[N/(N ∩ Gi)] → C ⊗C[N/(N∩Gi) C[N/(N ∩ Gi)] sends each
element in N/(N ∩ Gi) to an element of norm 1. Hence the operator norm of
pr[i]
(2)
n : C[i]
(2)
n → D[i]
(2)
n is bounded by [N : (N ∩ Gi]. This implies that the
operator norm of H
(2)
n (pr[i|
(2)
∗ ) : H
(2)
n (C[i]∗)→ Hn(D[i]∗) is bounded by [N : (N ∩
Gi]. We conclude
detN ({1})
(
H(2)n (pr[i|
(2)
∗ )
)
≤ [N : (N ∩Gi]
dimC(H
(2)
n (D[i]
(2)
∗ ).(3.47)
Since k[i]∗ is an isometric embedding, the norm of the induced map H
(2)
n (k[i]∗) is
bounded by 1. Hence
detN ({1})
(
H(2)n (k[i|∗)
)
≤ 1.(3.48)
Putting (3.46), (3.47) and (3.48) together yields
1 ≤ detN ({1})
(
H(2)n
(
pr[i]n
)
≤ [N : (N ∩Gi)]
dimC(H
(2)
n (D[i]
(2)
∗ ).
The same argument as in the end of the proof of (3.45) shows
lim
i∈I
ln
(
detN ({1}
(
H
(2)
n (pr[i]
(2)
∗ )
))
[G : Gi]
= 0.(3.49)
We obtain from Lemma 3.26 (4) applied to Q, {Qi | i ∈ I} and D∗ that there exists
a constant Λ independent of i ∈ I such that for all i ∈ I
ln
(
detN ({1}(α[i,D]n)
)
[Q : Qi]
≤ Λ.(3.50)
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Since limi∈[N : (N ∩Gi)] =∞, we derive from (3.44) and (3.50)
ln
(
detN ({1}(α[i,D]n)
)
[G : Gi]
= 0.(3.51)
The following diagram of isomorphisms of N ({1})-Hilbert modules commutes(
Hn(C[i]∗)f
)(2) α[i]n
//(
Hn(pr[i]∗)f
)(2)

H
(2)
n
(
C[i]
(2)
∗
)
H(2)n
(
pr[i](2)∗
)
(
Hn(D[i]∗)f
)(2)
α[i,D]n
// H
(2)
n
(
D[i]
(2)
∗
)
where α[i]n and α[i,D]n respectively is the map associated to the finite based
free Z-chain complex C[i]∗ and D[i]∗ respectively in (2.3). We conclude from [25,
Theorem 3.14 (1) on page 128]
ln
(
detN ({1}(α[i]n)
)
= ln
(
detN ({1}(α[i,D]n)
)
+ ln
(
detN ({1}
((
Hn(pr[i]∗)f
)(2)))
− ln
(
detN ({1}
(
H(2)n (pr[i]
(2)
∗ )
))
.
This together with (3.45), (3.49), and (3.51) implies
lim
i∈I
∣∣∣∣∣ ln
(
detN ({1})(α[i]n)
)
[G : Gi]
∣∣∣∣∣ = 0.
This finishes the proof Lemma 3.43. 
Example 3.52. Let X be a connected CW -complex with fundamental group G =
pi1(X). Since G acts trivially on H0(Gi\X˜) for all i ∈ I, Lemma 3.43 implies
lim
i∈I
∣∣∣∣∣ ln
(
detN ({1})(α[i]0)
)
[G : Gi]
∣∣∣∣∣ = 0.
Let M be a closed manifold of dimension d with fundamental group G = pi1(X).
Let G0 be the subgroup of index 1 or 2 of those elements in G which act orientation
preserving on M˜ . Then G0 acts trivially on Hd(Gi\M˜) for all i ∈ I. We conclude
from Lemma 3.43
lim
i∈I
∣∣∣∣∣ ln
(
detN ({1})(α[i]d)
)
[G : Gi]
∣∣∣∣∣ = 0.
If we additionally assume that Gi\M˜ is a rational homology sphere for all i ∈ I,
then Lemma 2.4 implies
lim
i∈I
ρ(2)
(
Gi\M˜)
[G : Gi]
−
ρZ
(
Gi\M˜)
[G : Gi]
= 0.
3.7. Proof of a chain complex version. In this subsection we prove
Proposition 3.53. Let C∗ be a finite based free ZG-chain complex. Consider a
natural number d. Assume that there is an infinite abelian normal subgroup A ⊆ G,
an index i0 and a natural number r such that Hn(C[i]∗) is a nilpotent Z[A/(A∩Gi)]-
module of filtration length ≤ r for every i ≥ i0 and n ≤ d. Then:
(1) We get for all n ≤ d
lim
i∈I
d(Hn(C∗[i]))
[G : Gi]
= 0;
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(2) We get for all n ≤ d
lim
i∈I
dimK
(
Hn(C∗[i];K)
)
[G : Gi]
= 0;
(3) We get for all n ≤ d
lim
i∈I
ln(| tors(Hn(C∗[i]))|)
[G : Gi]
= 0;
(4) We get for all n ≤ d
lim
i∈I
∣∣ln(detN ({1})(α[i]n))∣∣
[G : Gi]
= 0;
(5) We get
lim
i∈I
ρ(2)
(
C[i]∗;N (G/Gi)
)
= lim
i∈I
ρZ(C[i]∗)
[G : Gi]
= 0.
Proof. We can assume without loss of generality G = Gi0 and that Hn(C[i]∗)
is a nilpotent Z[A/(A ∩ Gi)]-module of filtration length ≤ r for all i ∈ I and
p ≥ 0, since C[i]∗ agrees as based free Z-chain complex with Z ⊗Z[Gi] C∗ and
[G : Gi] = [Gi0 : Gi] · [G : Gi0 ] holds for i ≥ i0, and A ∩ Gi0 is an infinite normal
subgroup of Gi0 .
Put Q = G/A. Let pr : G → Q be the projection. Put Qi = pr(Gi). Then we
obtain an exact sequence of finite groups 1 → A/(A ∩ Gi) → G/Gi → Q/Qi → 1.
This implies for every i ∈ I
[G : Gi] = [A : (A ∩Gi)] · [Q : Qi].(3.54)
Define the finite based free ZQ-chain complex D∗ by D∗ = ZQ ⊗ZG C∗. Define
the based free finite Z[Q/Qi]-chain complex D[i]∗ by D[i]∗ = Z[Q/Qi] ⊗ZQ D∗ =
Z[Q/Qi]⊗Z[G/Gi] C[i]∗. We get D[i]∗ = Z⊗Z[A/(A∩Gi)] C[i]∗ as based free Z-chain
complexes.
Let pr[i]∗ : C[i]∗ → D[i]∗ be the canonical projection. We conclude from Propo-
sition 3.13 (applied to the finite abelian group A/(A∩Gi)) that there are functions
C0, C1, D0, D1 :
{
(r, n, p) ∈ N3 | p ≤ n
}
→ R,
such that the following is true for every n ≥ 0 and i ∈ I
d(Hn(C[i]∗)) ≤
n∑
p=0
C0(r, n, p) · d
(
A/(A ∩Gi)
)C1(r,n,p)
(3.55)
· d
(
Hp(D[i]∗
)
;
ln
(∣∣ker(Hn(pr[i]∗))∣∣) ≤ n∑
p=0
D0(r, n, p) · ln
(
|A/(A ∩Gi)|
)
)(3.56)
· d
(
A/(A ∩Gi)
)D1(r,n,p) · d(Hp(D[i]∗));
ln
(∣∣coker(Hn(pr[i]∗))∣∣) ≤ n∑
p=0
D0(r, n, p) · ln
(
|A/(A ∩Gi)|
)
)(3.57)
· d
(
A/(A ∩Gi)
)D1(r,n,p) · d(Hp(D[i]∗)).
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We obtain from Lemma 3.26 applied to Q, {Qi | i ∈ I} and D∗ that there exists a
constant Λ independent of i ∈ I such that for all i ∈ I and p ≥ 0 we get
d
(
Hp(D[i]∗)
)
[Q : Qi]
≤ Λ;(3.58)
ln
(
tors(Hp(D[i]∗))
)
[Q : Qi]
≤ Λ.(3.59)
We conclude from (3.54), (3.55), (3.56), (3.57), (3.58), and (3.59)
d(Hn(C[i]∗))
[G : Gi]
≤
n∑
p=0
Λ · C0(r, n, p) ·
d
(
A/(A ∩Gi)
)C1(r,n,p)
[A : (A ∩Gi)]
;(3.60)
(3.61)
ln
(∣∣ker(Hn(pr[i]∗))∣∣)
[G : Gi]
≤
n∑
p=0
Λ ·D0(r, n, p) ·
ln
(
|A/(A ∩Gi)|
)
· d
(
A/(A ∩Gi)
)D1(r,n,p)
[A : (A ∩Gi)]
;
(3.62)
ln
(∣∣coker(Hn(pr[i]∗))∣∣)
[G : Gi]
≤
n∑
p=0
Λ ·D0(r, n, p) ·
ln
(
|A/(A ∩Gi)|
)
) · d
(
A/(A ∩Gi)
)D1(r,n,p)
[A : (A ∩Gi)]
.
One shows for every natural number m by induction over m using L’Hospital’s rule
lim
x→∞
ln(x)m
x
= 0.(3.63)
We conclude from Lemma 2.13 (3)
d
(
A/(A ∩Gi)
)
≤
ln
(
[A : (A ∩Gi)]
)
ln(2)
.(3.64)
Since A is infinite and
⋂
i∈I Gi = {1}, we have
lim
i→∞
[A : (A ∩Gi)] = ∞.(3.65)
We conclude from (3.63), (3.64) and (3.65)
lim
i→∞
d
(
A/(A ∩Gi)
)C1(r,n,p)
[A : (A ∩Gi)]
= 0;(3.66)
lim
i→∞
ln
(
|A/(A ∩Gi)|
)
) · d
(
A/(A ∩Gi)
)C1(r,n,p)
[A : (A ∩Gi)]
= 0.(3.67)
Now (3.60), (3.61),(3.62), (3.66) and (3.67) imply
lim
i∈I
d(Hn(C[i]∗))
[G : Gi]
= 0;(3.68)
lim
i∈I
ln
(∣∣ker(Hn(pr[i]∗))∣∣)
[G : Gi]
= 0;(3.69)
lim
i∈I
ln
(∣∣coker(Hn(pr[i]∗))∣∣)
[G : Gi]
= 0.(3.70)
Now assertion (1) follows from (3.68). Since by the universal coefficient theorem
we have
dimK
(
Hn(C[i]∗;K)
)
≤ d(Hn(C[i]∗) + d(Hn−1(C[i]∗)
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assertion (2) follows from assertion (1).
We conclude from (3.69) and (3.70)
lim
i∈I
∣∣∣∣∣ ln
(∣∣tors(Hn(C[i]∗))∣∣)
[G : Gi]
−
ln
(∣∣tors(Hn(D[i]∗))∣∣)
[G : Gi]
∣∣∣∣∣ = 0.(3.71)
We conclude from (3.54) and (3.59)
lim
i∈I
ln
(∣∣tors(Hn(D[i]∗))∣∣)
[G : Gi]
= 0.(3.72)
We derive from (3.71) and (3.72)
lim
i∈I
ln
(∣∣tors(Hn(C[i]∗))∣∣)
[G : Gi]
= 0.(3.73)
Now assertion (3) follows from (3.73).
Assertion (4) is a special case of Lemma 3.43 since A/(A∩Gi) is finite and hence
for a nilpotent Z[A/(A∩Gi)]-moduleM the A/(A∩Gi)-action on Q⊗ZM is trivial.
Assertion (5) follows from assertions (3) and (4) together with Lemma 2.4.
This finishes the proof of Proposition 3.53. 
3.8. Proof of a CW -complex version. In this subsection we prove
Theorem 3.74 (CW-version). Let X be a connected CW -complex. Consider an
epimorphism φ : pi1(X) → G. Let p : X → X be the associated G-covering. Con-
sider a natural number d. Assume that there is an infinite abelian normal subgroup
A ⊆ G, an index i0 and a natural number r such that Hn(Gi\X) is a nilpotent
Z[A/(A ∩ Gi)]-module of filtration length ≤ r for every i ≥ i0 and n ≤ d and that
the (d+ 1)-skeleton of X is finite. Then:
(1) We get for all n ≤ d
lim
i∈I
d
(
Hn(Gi\X)
)
[G : Gi]
= 0;
(2) We get for all n ≤ d
lim
i∈I
ln
(∣∣tors(Hn(Gi\X))∣∣)
[G : Gi]
= 0;
(3) We get for all n ≤ d
0 = b(2)n
(
X;N (G)
)
= lim
i→∞
bn(Gi\X ;K)
[G : Gi]
= 0;
(4) Suppose that X is a finite connected CW -complexes. Then
0 = lim
i∈I
ρ(2)
(
Gi\X;N (G/Gi)
)
= lim
i∈I
ρZ
(
Gi\X
)
[G : Gi]
.
Proof. Assertions (1), (2) and (3) follows from Proposition 3.53 applied to the
cellular ZG-chain complex of X truncated in dimensions greater or equal to (d+2),
since this truncation does does not change the homology in dimension ≤ d, and
from [24, Theorem 0.1]. Assertion (4) follows from Proposition 3.53 applied to the
cellular ZG-chain complex of X itself. 
Remark 3.75. Notice that in the situation of Theorem 3.74 we do not claim
limi∈I
ln(det(cn[i]))
[G:Gi]
= 0. A counterexample comes from S1×Y for a simply connected
CW -complex Y whose homology contains no torsion but whose differentials do not
all have trivial Fuglede-Kadison determinant.
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3.9. Finishing the proof of Theorem 1.1. In this section we finish the proof of
Theorem 1.1. For this purpose we will need
Lemma 3.76. Consider the situation of Theorem 1.1. Let Ĝ ⊆ G be the image
of φ : pi1(X) → G. Let φ̂ : pi1(X) → Ĝ be the epimorphism induced by φ and let
i : Ĝ→ G be the inclusion. Put Ĝi := Ĝ ∩Gi. Suppose that Theorem 1.1 holds for
φ̂ and the directed system {Ĝi | i ∈ I}.
Then Theorem 1.1 holds for also for φ and the directed system {Gi | i ∈ I}.
Proof. Recall that X → X is the G-covering associated to φ : pi1(X) → G. Let
X̂ → X be the Ĝ-covering associated to φ̂ : pi1(X) → Ĝ. Then there is a G-
homeomorphism G×Ĝ X̂
∼=
−→ X. There is an obvious G/Gi-homeomorphism
Gi\
(
G×Ĝ X̂
)
∼=
−→ G/Gi ×Ĝ/Ĝi Ĝi\X̂.
Hence we obtain a G/Gi-homeomorphism
Gi\X
∼=
−→ G/Gi ×Ĝ/Ĝi Ĝi\X̂.
Since Ĝ/Ĝi is a subgroup of G/Gi, this yields a homeomorphism
Gi\X
∼=
−→
[G/Gi:Ĝ/Ĝi]∐
i=1
Ĝi\X̂.
This implies
ln
(∣∣ tors(Hn(Gi\X))∣∣)
[G : Gi]
=
[G/Gi : Ĝ/Ĝi] · ln
(∣∣ tors(Hn(Ĝi\X̂))∣∣)
[G : Gi]
(3.77)
=
ln
(∣∣ tors(Hn(Ĝi\X̂))∣∣)
[Ĝ : Ĝi]
.
and analogously using Lemma 2.13 (4)
bn(Gi\X;K)
[G : Gi]
=
bn(Ĝi\X̂;K)
[Ĝ : Ĝi]
;(3.78)
d
(
Hn(Gi\X)
)
[G : Gi]
≤
d
(
Hn(Ĝi\X̂)
[Ĝ : Ĝi]
.(3.79)
We conclude from (3.77)
ρZ
(
Gi\X
)
[G : Gi]
=
ρZ
(
Ĝi\X̂
)
[Ĝ : Ĝi]
.(3.80)
We conclude from [25, Theorem 1.35 (10) on page 38 and Theorem 3.93 (6) on
page 162]
b(2)n
(
X,N (G)
)
= b(2)n
(
X̂,N (Ĝ)
)
;(3.81)
ρ(2)
(
X,N (G)
)
= ρ(2)n
(
X̂,N (Ĝ)
)
,(3.82)
ρ(2)
(
Gi\X,N (G/Gi)
)
= ρ(2)n
(
Hi\X̂,N (Ĝ/Ĝi)
)
.(3.83)
Now Lemma 3.76 follows from (3.77), (3.78), (3.79), (3.80), (3.81), (3.82), and (3.83).

Proof of Theorem 1.1. Because of Lemma 3.76 we can assume in the sequel that
φ : pi1(X)→ G is surjective.
(1), (2), (3), and (4) Let A be the image of G1(F ) under the composite φ ◦
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pi1(j) : pi1(F ) → pi1(X) → G. We apply for i ∈ I Lemma 3.24 to the fibration
F → p−1(Bd+1)→ Bd+1 and the map
φi : pi1(p
−1(Bd+1))
pi1(id+1)
−−−−−→ pi1(X)
φ
−→ G
pri−−→ G/Gi
where id+1 : p
−1(Bd+1)→ X is the inclusion and pri is the projection. Since id+1 is
(d+1)-connected, we conclude for n ≤ d that the Z[A/(A∩Gi]-module Hn(Gi\X)
is nilpotent of filtration length (d + 2) for n ≤ d. Now we apply Theorem 3.74
taking r = d+ 2.
(5) In the case that pi1(j) : pi1(F )→ pi1(X) is injective, G = pi1(X), and φ : pi1(X)→
G is the identity, the claim follows from [25, Theorem 3.100 on page 166] provided
that that b
(2)
n
(
F˜ ;N (pi1(F ))
)
= 0 holds for n ≥ 0 and that ρ(2)
(
F˜ ;N (pi1(F ))
)
= 0 is
valid. The proof carries directly over to the general case provided that b
(2)
n
(
F ;N (H)
)
=
0 for n ≥ 0 and ρ(2)
(
F ;N (H)
)
= 0 holds for the image H of φ ◦ pi1(j) : pi1(F ) →
pi1(X)→ G. We conclude b
(2)
n
(
F ;N (H)
)
= 0 for n ≥ 0 from assertion (3) applied
to the case of the fibration F → F → {•} and the epimorphism pi1(F ) → H . We
have ρ(2)
(
F ;N (H)
)
= 0 by assumption. This finishes the proof of Theorem 1.1. 
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