Abstract. We prove that the expectation of the logarithm of the condition number of each of the zeros of the characteristic polynomial of a complex standard Gaussian matrix is Ω(n). This may provide an explanation for the common wisdom in numerical linear algebra that advises against computing eigenvalues via root-finding for characteristic polynomials.
Our goal in this paper is to show that in this setting characteristic polynomials of typical matrices are ill-conditioned for the computation of their zeros.
In order to precisely state the result, we recall that the condition of a complex polynomial f at its zero ζ ∈ C is defined as the worst possible magnification of the error in the returned zero ζ with respect to the size of a perturbation f of f . In the relative normwise setting these errors are measured normwise for the polynomial f and they are relative for both f and ζ (see e.g., [8, §3] ). That is, cond(f, ζ) := lim
In what follows we assume that the norm above is with respect to the standard monomial basis. We also denote by χ A the characteristic polynomial of a complex matrix A ∈ C n×n , and we say that A is standard Gaussian when the real and imaginary parts of its entries are independent standard Gaussian random variables. A result by Kostlan (Theorem 3 below) shows that for such a matrix we can individualize its n different eigenvalues by the distribution of their moduli.
The main result of this paper is the following.
Theorem 1 Suppose that A ∈ C n×n is standard Gaussian and λ 1 , . . . , λ n are the eigenvalues of A. For 1 ≤ i ≤ n we have E ln cond(χ A , λ i ) ≥ 1 2 (n − 1) ln i − 0.79 n − 0.5 i.
Moreover, there exists K > 0 such that for all n we have min 1≤i≤n E ln cond(χ A , λ i ) ≥ 0.05 n − K.
For the average logarithm of the condition number we obtain
The third bound in Theorem 1 can be interpreted in terms of the so called standard distribution on the solution manifold. The latter is the set
and the standard distribution on V amounts to drawing A from the standard Gaussian and then drawing one of its (almost surely) n different eigenvalues from the uniform distribution. We denote this standard distribution on V by ρ std . The third bound can then be written as
Note that this implies, via Jensen's inequality, that
The following result is a small improvement on this lower bound.
Theorem 2 E
After laying down some preliminaries, we prove these results in Section 3. Then, in Section 4, we discuss the robustness of Theorem 1 with respect to (some) changes in the way errors are measured for conditioning, and show some computer simulations. The latter are consistent with our findings.
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Preliminaries

Condition of univariate polynomials
The Euclidean norm of a complex polynomial f ∈ C[X], f (X) = a n X n + a n−1
is given by
For a simple zero ζ ∈ C of f the condition number cond(f, ζ) in (1) then takes the following form (see, e.g., in [5, §14.
We won't use the following result in the proof of Theorems 1 and 2. But as we have not seen it anywhere and it has an interest per se, we offer here a proof.
Write r = |ζ| so that we have
Assume f is as in (2) . Then
≤ (a n , a n−1 , . . . , a 1 ) · (nζ n−1 , (n − 1)ζ n−2 , . . . , 2ζ, 1)
≤ f (nr n−1 , (n − 1)r n−2 , . . . , 2r, 1) ≤ f n (r n−1 , r n−2 , . . . , r, 1) , the first line by Cauchy-Schwartz. It follows that
Distribution of eigenvalues of Gaussian matrices
Let A = (z ij ) ∈ C n×n be a random matrix such that for all i, j, the real part ℜ(z ij ) and the imaginary part ℑ(z ij ) of z ij are independent standard Gaussian random variables. Note that E |z ij | 2 = 2. The resulting distribution of matrices is sometimes called the complex Ginibre ensemble. We will also say that A is standard Gaussian and write A ∼ N (0, Id) for this. Ginibre [9] showed that the density of the joint probability distribution of the eigenvalues λ 1 , . . . , λ n of A is given by
where
π n n k=1 k!. Based on Ginibre's formula, Eric Kostlan [14] observed that, surprisingly, the squared absolute values |λ i | 2 of the eigenvalues λ i of a standard Gaussian matrix A are distributed like independent χ 2 random variables. This insight will be crucial for our analysis.
Theorem 3 For a standard Gaussian A ∈ C n×n with eigenvalues λ 1 , . . . , λ n , the set {|λ 1 | 2 , . . . , |λ n | 2 } is distributed like the set {χ 2 2 , . . . , χ 2 2n }, where χ 2 2 , . . . , χ 2 2n are independent χ 2 random variables with 2, . . . , 2n degrees of freedom, respectively.
Some useful bounds
We collect here some known facts related to χ 2 -distributions needed for the proof of the main result.
The psi function, also called the logarithmic digamma function, is defined as the logarithmic derivative of the gamma function:
It satisfies the recursion ψ(x + 1) = ψ(x) + 1 x for x > 0, and ψ(1) = −γ ≈ −0.577, where γ denotes the Euler-Mascheroni constant. Therefore, for positive m, n ∈ N,
We say that a nonnegative random variable X is χ-distributed with n degrees of freedom, written X ∼ χ n , if X 2 ∼ χ 2 n .
Lemma 1 Suppose that r 1 , r 2 , . . . is a sequence of independent χ-distributed random variables, where r i ∼ χ 2i . Then we have for i, j ≥ 1
and hence
Moreover, if j ≥ 2, we have
Proof.
The density of χ 2 n is given by ρ(q) = 2
where we used [11, 4.352-1] for the last equality. This shows the first assertion.
For the second assertion we use ln
has the law of an F-distribution with parameters 2i and 2j, whose expectation is known [13, p. 326 ] to be equal to 2j/(2j − 2). Therefore
Lemma 2 Suppose that r 1 , r 2 , . . . is a sequence of independent χ-distributed random variables, where r i ∼ χ 2i . Then we have for i ≥ 2 and j ≥ 1
Proof.
We first note that for i ≥ 2 and j ≥ 1:
Indeed, this means
, which by (5) is equivalent to
which is obviously true. Using Lemma 1 and inequality (6) we deduce that
Now we use the fact
Proofs of the Main Results
Proof of Theorem 1.
We denote by χ A the characteristic polynomial of a complex matrix A ∈ C n×n and by {λ 1 , . . . , λ n } the multiset of its eigenvalues, so that χ A = (X − λ 1 ) · · · (X − λ n ). We rely on Theorem 3 to associate the index i to the eigenvalue satisfying |λ i | 2 ∼ χ 2 2i . In a first step we provide a lower bound for the condition of the pair (χ A , λ i ) as characterized in (3). Since (−1) n det(A) is the constant term of χ A , we have
We also use the facts that, for each 1
Replacing the last three relations in (3) we obtain, for each 1 ≤ i ≤ n,
the last by the triangle inequality.
In what follows we write r j := |λ j |, for j = 1, . . . , n. Recall, these are independent random variables with r j ∼ χ 2j . From (8) 
To bound the first term in the right-hand side, we combine Lemma 1 with (5) to obtain
We bound the second term in the right-hand side of (9) using that (
Using Lemma 1 and (5) one more time, we deduce
Replacing this bound and (10) in (9), we obtain
We can further bound the last term in the right-hand term by exchanging the order of summation. For fixed 1 ≤ k ≤ i + n − 1 we have at most k choices of j, since 1 ≤ j ≤ k. Therefore, 1 2
We thus obtain from (11)
which proves the first assertion. Averaging this over i = 1, . . . , n, we obtain
where we have used that
which proves the third assertion. Note that the general lower bound (12) is not useful for small values of i. This is why the proof of the second assertion on the minimum of the expectations over 1 ≤ i ≤ n needs an extra argument.
We first consider the case where i = 1. Lemma 1 tells us that E ln r 1 > 0.057 and
provided j ≥ j 1 := 20410, which implies in that case E ln r 1 r j r 1 + r j = E ln r 1 + E ln r j r 1 + r j ≥ 0.057 − 0.007 = 0.05.
If we denote by K 1 the sum of E ln r 1 +r j r 1 r j over 1 ≤ j ≤ j 1 − 1, then we obtain with (9) that, for all n ≥ j 1 ,
We study now the case where 2 ≤ i ≤ n. Combining (9) with Lemma 2 we get
We have E ln r 2 − . Using again Lemma 1 we obtain, for j ≥ j 2 ,
we conclude that for all 2 ≤ i ≤ n and all n ≥ j 2 ,
The second assertion of the theorem follows from this bound and (13) taking K := max{0.05
Proof of Theorem 2.
The joint density of the eigenvalues of a Gaussian matrix A given in (4) is invariant under permutations of the λ i s. Hence, for all
We will therefore compute the expectation for i = n (note that this is just for notational convenience: λ n now is not the eigenvalue whose modulus squared is χ 2 2n -distributed). We know that
Then, because the density of (λ 1 , . . . , λ n ) is (4),
|λn| 2 dλ n .
The first integral yields
because of Theorem 3 and the fact that
The second integral yields
where we changed variables r = |λ| and u = r 2 /2 in the first and second equalities, respectively. The result follows.
Numerical simulations and additional remarks 4.1 Numerical simulations
We have performed some computer experiments to gauge the actual behavior of conditioning for the characteristic polynomials of typical matrices. Specifically, for each n = 2, . . . , 100, we have generated 10,000 Gaussian matrices in C n×n and computed, in each case, the average of the logarithms of the following two quantities:
Then, to visualize the growth of these averages with n we have plotted (smoothed curves corresponding to) the graphs of the following functions of n,
The resulting figure looks as follows. We observe that, on the average, ln cond min (χ A ) n stabilizes on a value around 0.05 whereas
grows in what appears to be a logarithmic manner. We therefore plotted the curve for
and still observed a very gentle growth.
So we finally did so for
Avg(ln condmax(χ A )) n ln(n) ln(ln n) (and n ≥ 4) and obtained the following figure. The value of
appears to stabilize at around 0.25 but we note that the numerical results here are not enough to determine whether E log cond max (χ A ) grows as n ln(n) or as n ln(n) ln(ln n).
The condition number we have considered in all the previous development is defined in a relative normwise manner. It measures errors in the approximation f of a polynomial f by the quotient
. It should come as no surprise that in the case of χ A with A Gaussian, the condition number cond(χ A , λ) will be large for each λ. After all, we are allowing errors proportional to | det(A)| in coefficients which we expect to be much smaller than this determinant. A different way to measure the error in f is the componentwise. If f = a n X n + · · · + a 1 X + a 0 then we measure the error of an approximation f by max 0≤i≤n | a i −a i | |a i | . This leads to the componentwise condition number
It turns out that this condition number has a simple characterization (take
We have used this expression to perform some computations, similar to the preceding ones (10,000 Gaussian matrices in C n×n for each of n = 2, . . . , 100), to gauge the average behavior of
The following picture, plotting
Avg(ln Cwmax(χ A )) ln n , suggests that Cw max (χ A ) has a sublinear (or maybe linear) growth. The good behavior of Cw max (χ A ) stands in contrast with the numerical instability observed when computing the zeros of characteristic polynomials. The most likely explanation is that the algorithms that compute χ A from A produce forward-errors that are not componentwise small. We have browsed the literature in search of some bound for this forward-error (for some algorithm) and have found none. The closest result we found is in a paper by Ipsen and Rehman that gives upper bounds (Theorem 3.3 and Remark 3.4 in [12] ) for componentwise errors in χ A due to normwise measured perturbations on A. These upper bounds are absolute (i.e., not relative to the moduli of the coefficients of χ A ). The corresponding relative bounds are small for the "extreme" coefficients (corresponding to large and small degree) but may be large for the "middle" coefficients. But it is unclear whether this is so because the relative condition number for these coefficients are large or because the upper bounds in [12] are not sharp.
Additional remarks
Condition numbers depend on the way errors (for both input data and output) are measured. When norms are used to do so, the choice of a particular norm plays a role as well. In all our previous development we have used the Euclidean norm in the space of polynomials. For reasons to be explained soon, another common choice in this space is the Weyl norm, which, for f as in (2), is given by
Again, for a simple zero ζ ∈ C of f , the condition number cond W (f, ζ) induced by the Weyl norm is shown (see, e.g., [5, §14.1.1]) to have the form
