Abstract -Reliable control of superheated steam temperature is necessary to ensure high efficiency and high load-following capability in the operation of modern power plant. This is often difficult to achieve using conventional PI controllers, due to the nonlinearities and uncertainties. A nonlinear generalized predictive controller based on neuro-fuzzy network (NFGPC) is proposed in this paper, which consists of local GPCs designed using the local linear models of the neuro-fuzzy network. The proposed nonlinear controller is applied to control the superheated steam temperature of a 200MW power plant. From the experiments on the plant and the simulation of the plant, much better perform-ance than the traditional cascade PI controller or the linear GPC is obtained.
I. INTRODUCTION
Continuous process in power plant and power station are complex systems characterized by nonlinearity, uncertainty and load disturbance [1] . The superheater is an important part of the steam generation process in the boiler-turbine system, where steam is superheated before entering the turbine that drives the generator. Not only the steam generation process is highly nonlinear, the temperature and the pressure in the super-heater are extremely high. Therefore, controlling superheated steam temperature is not only technically challenging, but also economically important [2] . From Fig. 1 , the steam generated from the boiler drum passes through the low-temperature superheater before it enters the radiant-type platen superheater. Water is sprayed onto the steam to control the superheated steam temperature in both the low and high temperature superheaters. Proper control of the superheated steam temperature is extremely important to ensure the overall efficiency and safety of the power plant, as the temperature in the high temperature superheater is the highest in the plant. It is undesirable that the steam temperature is too high, as it can damage the superhea-ter and the high pressure turbine, or too low, as it will lower the efficiency of the power plant. Therefore, the superheated steam temperature is to be controlled by adjusting the flow of spray water to within ±10°C during the transient states, and ±5°C at the steady state. It is also important to reduce the temperature fluctuations inside the superheater, as it helps to minimize mechanical stress that causes micro-cracks in the unit, in order to prolong the life of the unit and to reduce maintenance costs. As the GPC is derived by minimizing these fluctuations, it is amongst the controllers that are most suitable for achieving this goal. The multivariable multi-step adaptive regulator has been applied to control the superheated steam temperature in a 150t/h boiler [2] , and generalized predictive control was proposed to control the steam temperature [3] . A nonlinear long-range predictive controller based on neural networks is developed in [4] to control the main steam temperature and pressure, and the reheated steam temperature at several operating levels.
In practice, the complex power plant is often controlled manually by experienced operators based on their knowledge of the plant, when the range of the load change is large. Fuzzy logic is capable of incorporating human experiences via the fuzzy rules. Nevertheless, the design of fuzzy logic controllers is somehow time consuming, as the fuzzy rules are often obtained by trials and errors. In contrast, neural networks not only have the ability to approximate nonlinear functions with arbitrary accuracy, they can also be trained from experimental data. However, the training of neural networks is computing intensive, restricting their online applications. The neurofuzzy networks (NFNs) developed recently have the advantages of model transparency of fuzzy logic, and learning capability of neural networks [5] . The NFNs have been used to develop self-tuning control [6] , and is therefore a useful tool for developing nonlinear predictive control. Since NFNs can be considered as a network that consists of several local regions, each of which contains a local linear model, nonlinear predictive control based on NFNs can be devised with the network incorporating all the local generalized predictive controllers (GPC) designed using the respective local linear models. Following this approach, the nonlinear generalized predictive controllers based on the NFNs, or simply, the neuro-fuzzy generalized predictive controllers (NFGPCs) are derived here. The proposed controller is then applied to control the superheated steam temperature of the 200MW power unit. Experimental data obtained from the plant are used to train the NFN model, and from which local GPCs that form part of the NFGPC is then designed. The proposed controller is tested first on the simulation of the process, before applying it to control the power plant.
II. NEURO-FUZZY NETWORK MODELLING
A. Structure of the Nonlinear NFN Model Consider the following general single-input single-output nonlinear dynamic system: 
where
, the backward shift operator. Note that the coefficients of these polynomials are a function of the operating point O(t). The nonlinear system (1) is partitioned into several operating regions, such that each region can be approximated by a local linear model. Since NFNs is a class of associative memory networks with knowledge stored locally [5] , they can be applied to model this class of nonlinear systems. A schematic diagram of the NFN is shown in Fig. 2 , where the membership functions are given by B-spline basis functions. The input of the network is the antecedent variable ] , [
, and the output, ) ( t y , is a weighted sum of the output of the local linear models ) ( t y i . A property of the NFNs is that the network stores information and learns locally, and that a-priori knowledge of the process can be incorporated into the design of the network. B-spline functions are used as the membership functions in the NFNs for the following reasons. First, Bspline functions can be readily specified by the order of the basis function and the number of inner knots. Second, they are defined on a bounded support, and the output of the basis function is always positive, i.e.,
. Third, the basis functions form a partition of unity, i.e.,
fourth, the output of the basis functions can be obtained by a recurrence equation.
he membership functions of the fuzzy variables derived from the fuzzy rules can be obtained by the tensor product of the univariate basis functions, as follows,
where n is the dimension of the input vector x, and p, the total number of weights in the NFN, is given by,
where i k and i R are the order of the basis function and the number of inner knots respectively. The properties of the univariate B-spline basis functions described previously also apply to the multivariate basis functions, which is defined on the hyper-rectangles, ) ( 
where ŷ is the network output, and y is the plant output. The
, the local linear model are updated proportional to the negative gradient of I, as given below. 
where 0 > g is the learning rate, a n l ≤ ≤ 1
, and
. In the on-line learning law (7) and (8), the initial value of the weights should be chosen to ensure a fast convergence of the estimated parameters to some constant values. To achieve this, a-priori information and experiences about the plant should be used as far as possible. Define the performance index
where W is the number of data. This index will be used later to evaluate the performance of the models.
III. NEURO-FUZZY NETWORK PREDICTIVE CONTROL
The GPC is obtained by minimizing the following cost function [7] ,
where j q and j λ are respectively the weighting factors for the prediction error and the control, ) ( j t y r + is the jth step ahead reference trajectory, d is the minimum costing horizon, N and M are respectively the maximum costing horizon for the prediction error and the control. The control computed from the NFGPC is the weighted sum of the control obtained from p local GPC controllers:
is defined previously in (4) . Note that the weights in the NFGPC are identical to that in the NFN that models the process. Since switching between local controllers is achieved through fuzzy logics, the control can be smooth if the weights ) (x a i are suitably selected. From the NFN (5) and the control (11), J given by (11) can be rewritten as:
Because of the interactions between the sub-systems, minimizing this cost function requires tremendous computation. To reduce the amount of computation, the cost function is simplified first using the Cauchy inequality. Since 
Equation (14) shows that minimizing i J is essentially the same as that of minimizing J. From (15), a set of local generalized predictive controllers is obtained, which forms part of the NFGPC. The local GPC in the unconstraint case is given by an analytical least-squares solution [7] ,
The optimized M steps ahead control is computed, and only the first step ahead control is implemented, using a receding horizon principle, giving
where 
IV. COORDINATED CONTROL IN STEAM-BOILER GENERATION
Let θ be the superheated steam temperature, and θ μ , the flow of spray water to the high temperature superheater. The response of θ can be approximated as [8] :
The linear model (18) is, however, only a local model for the selected operating point. As discussed previously, a number of these linear models are used in the neuro-fuzzy model given by (3) .
Since load is the unique antecedent variable, it is used to select the division between the local regions in the NFN. Based on this approach, the load is divided into five regions, using also the experience of the operators, who regard a load of 200MW as high, 180MW as medium high, 160MW as medium, 140MW as medium low and 120MW as low. The power plant is operated usually near the low end of the load at 140MW during the night and the high end at 200MW during the day. Since a load less than 120MW occurs only during the start-up and the run-down of the power plant, it is therefore not included in the modeling. This type of partitioning ensures that any change in the real-valued input signal will be reflected by a change in the degree of membership.
The data for training the neuro-fuzzy model should ideally contain as much information as possible on the dynamics of the process, as the generalization ability of the NFN depends on the quality of the training data. For this reason, it is important that the experiments should be designed to cover sufficiently the full operation region of the power plant. Sufficiently reliable estimate of the parameters of the plant model can be obtained from step changes in the input. In order that the neurofuzzy model of the plant can approximate the plant, the experiment is repeated over the full operating range of the plant. The NFN that models the power plant is then trained by the gradient method (8) from the training data. For a sampling interval of 30s, the estimated linear local models
used in the NFN are shown in Table 1 . Table I , the NFGPC is determined. In the simulation, the sampling interval is selected to be 30 seconds. For the NFGPC, the time delay d, which is also the minimum cost horizon, is set to 30secs, I Q = , and I × = 1 . 0 λ . To investigate the effect of the control horizon M on the performance of NFGPC, several values of M are chosen with the prediction horizon N set to a relatively large value of 10. For small M, the closed-loop response is sluggish. Reasonably good performance is obtained for M = 6. There is, however, little improvement when M is increased further. This NFGPC is used later to control the actual power plant.
Cascade control scheme as shown in Fig. 4 is used to control the superheated steam temperature. Feedfoward control, with the steam flow and the gas temperature as inputs, can be applied to provide a faster response to large variations in these two variables. The control scheme also prevents the faster dynamics of the plant, i.e., the spray water valve and the water/steam mixing, from affecting the slower dynamics of the plant, i.e., the high temperature superheater. Denote the set-point and the measurement of the superheated steam temperature respectively by ) ( 0 t θ and ) (t θ . The NFGPC consists of five local GPC controllers, each
as its inputs. The local property of NFN implies only two local controllers are activated each time, determined by the load signal through five triangular membership functions. Consider the load changes, where the load increases from 140 MW to 195 MW at a rate of between 1% and 2.5%/min. around 20 minutes, and decreases gradually to 160MW from 60 minutes. When the load increases, more fuel is consumed by the furnace, leading to an increase in the gas temperature and thus an increase in the superheated steam temperature. The flow of the water spray to the superheater is adjusted. From Fig. 5 -a, good control of the superheated steam temperature is achieved by the NFGPC, as the temperature fluctuations for both the upward and downward load changes are within C°±7 . This result is comparable to that presented in [3] , which is tested on a 380MW unit, under coal mill stop disturbance. In contrast, the fluctuations in the superheated steam temperature is much larger using the conventional cascade PI controller, as shown in Fig. 5-b . As a further illustration, the power plant is simulated using the NFN model given in Table I , and is controlled respectively by the NFGPC, the conventional linear GPC controller, and the cascaded PI controller while the load changes from 160MW to 200MW. The conventional linear GPC controller is the local controller designed for the "medium" operating region. The results are shown in Fig.6 , showing that the best performance is obtained from the NFGPC as it is designed based on a more accurate process model. This is followed by the conventional linear GPC controller, as the plant is nonlinear. The performance of the conventional cascade PI controller is the worse, indicating that it is unable to control satisfactory the superheated steam temperature under large load changes. This may be the reason for controlling the power plant manually when there are large load changes. In practice, the control u(t) of the GPC is usually computed by (11) and (17). However, if u(t) exceeds the physical limits of the actuator, then actuator saturation occurs. In this case, the performance of the NFGPC will be affected. The constraint optimization by quadratic programming algorithm can be incorporated to optimize the cost functions of the local GPCs subject to the actuator limits. Let the change in the rate of the spray water valve be limited to:
The performance of the NFGPC taking into account the rate limits of the actuator given by (10) for a load disturbance of 40MW is shown in Fig.7 , where the control of spray water valve is normalized to [0,1]. The control signal for the constrained NFGPC seems to be better in anticipating the effect of the actuator limits. When Δu exceeds the constraints, a new set of control signals is obtained, anticipating the control is going to exceed the limits. IV. CONCLUSION The modeling and control of a 200MW power plant using the neuro-fuzzy approach is presented in this paper. The NFN consists of five local CARIMA models, and the output of the network is the interpolation of the local models using memberships given by the B-spline basis functions. The proposed NFGPC is similarly constructed, which consists of five GPCs, each of which is designed from the CARIMA models in the NFN. The NFGPC is most suitable for processes with smooth nonlinearity, such that its full operating range can be partitioned into several local linear operating regions. The proposed approach has been successfully applied to model the 200MW power plant, from which the NFGPC is designed. The NFGPC is applied first to the simu-lated power plant before applying it to the actual power plant. Much better performance is obtained from NFGPC than from the traditional cascade PI controller in con-trolling the actual power plant under large load changes. Comparison with the cascade PI controller and the linear GPC is also made on the simulated power plant. As ex-pected, NFGPC outperforms the other two control schemes. The proposed NFGPC therefore provides a useful alternative for controlling this class of nonlinear power plants, which are formerly difficult to be controlled using traditional methods.
