In this paper. kernel function methods are considered for estimating the intensity function of a nonhomogeneous Poisson process.
Introduction
Let Xl' X2'.· ..~be ordered observations on the interval [O.T] from a nonstationary Poisson process with intensity function~(x). In this paper, we consider estimation of the intensity function~ (x) . N.
the number of observations that occur in the interval [O,T] . has a T Poisson distribution with E[N] = f O~( u) du. See Cox and Isham (1980) . Ripley (1981) . and Diggle (1983) for further information regarding point processes.
Rosenblatt (1956) introduced a kernel density estimator for independent identically distributed observations, Xl' X 2 .... ,X n , from an unknown probability distribution f(x). The kernel density estimator is defined as: where~(x) = h K(x/h). The kernel function. K(.). is the "shape" of the weight that is placed on each data point. The smoothing parameter, h. also known as the bandwidth, quantifies the smoothness of fh(x).
Using the same motivation, a natural estimate for~(x) is the kernel estimator:
The kernel function is assumed here to be a
where~(x) = h K(x/h).
XE,[O,T] (1.2)
symmetric probability density function, and h is the smoothing parameter for~(x). Both of these estimators are appealing since they take on large values in areas where the data are dense and small values where the data are s~rse. The kernel density estimator includes a -1 normalization factor. n so that fh(x) is a probability density function; this adjustment is not needed for estimating an intensity function. Theoretical properties of the kernel intensity estimator have been developed by Devroye and Gyorfi (1984) . Leadbetter and Wold (1983) .
and Ramlau-Hansen (1983a) . Aalen (1978) . is frequently used to model counting processes. See Anderson and Borgan (1985) for an overview of these models. Diggle (1985) studied the kernel intensity estimator.~(x). under the stationary Cox process A model. He calculated the mean square error of~h(x) using empirical Bayesian methods and then estimated the "optimal" bandwidth by minimizing an estimate of the MSE over h. When Ah(X) is used with a uniform kernel, Diggle and Marron (1988) proved that Diggle's (1985) minimum MSE method and the least-squares cross-validation bandwidth selection method choose the same bandwidth.
For the related setting of kernel density estimation, Hall (1983) , Burman (1985) , and Stone (1984) have proven that the least-squares cross-validation bandwidth is asymptotically optimal. In this paper, we
show that the least-squares cross-validation method is also asymptotically optimal for intensity estimation under both models. In Section 2, we discuss the two intensity models. Section 3 contains the main result regarding the asymptotic optimality of the least-squares cross-validation bandwidth. Finally, the proof of the theorem is presented in Section 4.
The Mathematical Models for the Intensi ty Function
We focus on two mathematical models for the intensity function: a simple multiplicative intensity model and a stationary Cox process model.
The simple multiplicative intensity model is a specific form of Aalen's (1978) multiplicative intensity model. Suppose that Xl' X2'···~are observations from a nonhomogeneous Poisson process with intensity
where c is a constant, and a(x) is an unknown nonnegative deterministic See Cox and Isham (1980) for a discussion of doubly stochastic Poisson processes. We also assume that:
This model is identical to the stationary Cox process model used in Diggle (1985) . The kernel estimate of A (x) in the Cox process model is the same as Ah(x) in the multiplicative intensity model for estimating the intensity function from a data set. The difference between the two models is only seen when the estimators are evaluated mathematically.
Under the Cox process model, N is a random variable such that
Asymptotic analysis provides a powerful tool for understanding the behavior of the kernel intensity estimator. Letting T~00 is not 
For kernel density estimates, Rudemo (1982) and Bowman (1984) suggested using the method of least-squares cross-validation for selecting the bandwidth. In the intensity estimation setting. the cross validation 6 score function is defined as:
where Xhi(x) is the leave-one-out estimator.
is independent of h, CVX(h) is a reasonable unbiased
and fb X(x)2dx estimate of the terms in IS~(h) that depend on h. Therefore, the bandwidth that minimizes CVX(h) should be close to the bandwidth that minimizes IS~(h).
In the density estimation setting, Hall (1983) . Stone (1984) and Burman (1985) proved that when the true density function, f(x). is continuous. the ISE obtained with the cross-validation bandwidth converges almost surely to the minimum ISE. This result gives a sense in which the least-squares cross-validation method is asymptotically optimal for choosing the bandwidth to estimate a density with any amount of underlying smoothness.
Let h o be any bandwidth that minimizes IS~(h) and h cv any bandwidth that minimizes CVX(h) (these minima always exist since IS~(h)
and CVX(h) are continuous and bounded functions). Assume that:
a) The kernel function. K (.) . is a compactly supported probability density function
b) The true intensity function. X(.). has two continuous bounded derivatives. under the simpLe muLtipLicative intensity modeL.
ISF_ (h )
-" cv -+ 1 a.s. as c --+ 00 (3.4) and under the stationary Cox process modeL,
The mean integrated square error (MISE).
is another error criterion that is used to evaluate bandwidth selection In order to prove Theorem 1. we use arguments similar to the martingale methods employed by HardIe, Marron and Wand (1990) to prove the asymptotic optimality of density derivatives. In addition. a martingale inequality given by Burkholder (1973) is used several times.
Details of the proof are presented in Section 4.
Proof of Theorem 1
In this section, we outline the proof of Theorem 1. First consider the simple multiplicative intensity model. That is. the underlying a(x). and the kernel intensity estimate intensity
Assume that assumptions a). b) and c) hold.
Using Taylor eXPansion methods similar to those in Silverman (1986. p. 39-40) , it is straight forward to show that the mean integrated square error (MISE) of~is
as h --+ O. c --+ 00 and hc --+ 00. Hence. the asymptotic mean integrated square error (AMISE) is (4.2) The two lemmas below are used to prove statement (3.4) . Poisson process with intensity X(x). the Y.·s are i.i.d. random 1 variables with density a(x). As a result. kernel density methods developed by HardIe. Marron and Wand (1990) can be used to study a(x).
Define:
-2 -2 Hence. ISEa(h) = c IS~(h). and AMISEa(h) = c AMIS~(h). It is not difficult to show that
Thus. it suffices to prove the following:
a.s. as c~00 (4.4) Define: 
(4.7) (4.8) Since N is a Poisson random variable with expectation equal to c.
where A is constant for each m.
. m
Hence.
. Following a similar procedure. statement (4.6) can be verified.
Therefore. we have proven Lemma 2. is the probability density function of the unordered occurrence times, 
