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INTRODUCTION
This paper is devoted to the weighted polynomial approximation problem on the real
line.
Let w(x) be a nonnegative function of real values x , such that for each n = 0, 1, 2, . . .,
xnw(x) is bounded. In 1924 S.Bernstein [10] asked for conditions on w such that the
algebraic polynomials P are dense in the space C0w of all functions f continuous on
R , satisfying w(x)f(x) → 0 as |x| → +∞ , where C0w is equipped with the seminorm
||f ||w := sup
x∈R
w(x)|f(x)| (for a more explicit survey see [1, 30, 32, 40, 41]).
In 1937 S. Isumi and T. Kawata [20] showed that if functions w(x) and − logw(ex)
are even and convex on the real line, respectively, then algebraic polynomials P are dense
in the space C0w if and only if ∫
R
logw(x)
1 + x2
dx = −∞ . (1)
In 1947 N. Akhiezer and S. Bernstein (see [32, 1]) proved that a necessary and sufficient
condition for the density of P in C0w is that
sup
P∈Mw
∫
R
log |P (x)|
1 + x2
dx = +∞ , (2)
where Mw := {P ∈ P | w(x)|P (x)| ≤ 1 + |x| ∀ x ∈ R } . It was shown in 1956 by
S. Mergelyan [32] that condition (2) is equivalent to
∫
R
log
[
sup
P∈Mw
|P (x)|
]
1 + x2
dx = +∞ . (3)
In 1959 L. de Branges [12] obtained a remarkable theorem for functions w which are
positive and continuous on the real line. He proved that P is dense in C0w if and only if
for any real entire function F of exponential type all whose zeros ΛF are real and simple
and which satisfies: ∫
R
log+ |F (x)|
1 + x2
dx < +∞ , (4)
where log+ x := max{0, log x} , x ≥ 0 , the following relation holds:∑
λ∈ΛF
1
w(λ)|F ′(λ)| = ∞. (5)
In 1989 B.Ja.Levin [30] extended conditions (2) and (3) to all spaces Lp(R, dµ) ,
1 ≤ p <∞ , where µ is a positive Borel measure on the real line with finite moments of
any order: ∫
R
|x|n dµ(x) < ∞ ∀ n = 0, 1, 2, . . . ,
2
and unbounded support. He proved that each of the conditions (2) and (3) represents a
necessary and sufficient condition for polynomials to be dense in Lp(R, dµ) where Mw
is replaced by
Mp :=
P ∈ P |
∫
R
|P (x)|p
(1 + |x|)p dµ(x) ≤ 1
 .
It should be noted here that the condition (3) for p = 2 coincides with M. Riesz’s theorem
(1922) in classical moment theory [35; 36; 2, Th. 2.4.1].
In 1996 M. Sodin and P. Yuditskii [41] found a simpler proof of de Branges theo-
rem and proved its validity assuming only the upper semicontinuity w on R . More-
over, in de Branges condition (5), they have replaced the function F by an arbitrary
real entire function B of minimal exponential type with only simple real zeros ΛB ⊆
{x ∈ R | w(x) > 0 } . In 1998 M. Sodin and A. Borichev [11] established a criterion simi-
lar to (5) for polynomial density in all spaces Lp(R, dµ) , 1 ≤ p <∞ , under the condition
that measure µ is discrete and for some positive number a :∑
λ∈ suppµ
1
(1 + |λ|)a < ∞ .
In the first part of that paper we will extend de Branges condition (5) to all spaces
Lp(R, dµ) , 1 ≤ p <∞ , without any additional assumption about measure µ , and in the
second part, obtain a new analytical proof of these conditions, showing their real nature
from the point of view of extremal problems theory.
In the first Chapter for an arbitrary function w : R → [0, 1] , we give a complete
description of the Banach space B0w associated with the seminormed space C
0
w (Theorem
1.1). This description, under the condition that P is dense in C0w , makes it possible in
Theorem 1.2 to characterize all functions f : { x ∈ R | w(x) > 0 } → R which can be
approximated in the seminorm ||·||w by polynomials. That is why Theorem 1.2 represents
a supplement to S. Mergelyan’s theorem [32, Th.7 ] in those cases when polynomials are
dense in the space C0w . Besides that, the weighted analog of the Weierstrass polynomial
approximation theorem is derived from Theorem 1.2 when the set { x ∈ R | w(x) > 0 }
is bounded.
In the Chapter II, Hamburger criterion of polynomial density, known in the classical
theory of moments, has been extended to all spaces Lp(R, dµ) , 1 ≤ p <∞ , and C0w .
Chapter III contains a new version of M. Krein’s theorem about the partial fraction
decomposition of the reciprocal of an entire function (Theorem 3.1). Its Corollaries 3.1
and 3.2 give a new characterization of the Hamburger and Krein classes of entire functions.
Strictly normal polynomial families are introduced in section 3.4 and sufficient conditions
to have such property are found in the Theorem 3.3.
Chapter IV includes the main result of this paper (Theorem 4.1), which allows us to
formulate conditions similar to (5) in all spaces Lp(R, dµ) , 1 ≤ p <∞ .
Acknowledgements. The author thanks Professors Christian Berg, Matts Esse’n,
Iossif V. Ostrovskii and Mikhail Sodin for the discussions and informational help which
initiated that investigation.
This work was done in the framework of the INTAS research network 96-0858 ”New
methods on theory of entire and subharmonic functions and their applications to proba-
bility theory.”
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CHAPTER I. Banach space associated with seminormed space C0w
1.1. Notations. Everywhere below in this Chapter, only real linear spaces and
spaces of real-valued functions are considered. It is worth to remind [13, 1.10.2] that the pair
X = (L(X), ‖·‖X) is called a seminormed space if L(X) is a linear space and ‖·‖X is defined
on L(X) seminorm. We will write X instead of L(X) , i.e. X = (X, ‖·‖X) . Denote by X∗
the Banach space [13, 1.10.6] of all linear continuous functionals L on the seminormed space
X , equipped with norm ‖L‖ := sup{|L(x)| | x ∈ X, ‖x‖X ≤ 1} . For two seminormed spaces
X and Y notation X ≡ Y indicates that X and Y coincide identically, i.e. X = Y and
‖x‖X = ‖x‖Y ∀x ∈ X . For two normed spaces X and Y notation X ∼= Y means that
X and Y are isometric, i.e. there exists such linear transformation U : X → Y , that: a)
U(X) = Y ; b) ‖U(x)‖Y = ‖x‖X ∀x ∈ X . If X = (X, ‖·‖X) is a seminormed space then the
normed factor space X \NX =
(
X \NX , ‖·‖X\NX
)
whose elements are classes pi(x) := x+NX ,
‖pi(x)‖X\NX := ‖x‖X ∀x ∈ X and NX := { x ∈ X | ‖x‖X = 0} is said to be [13, 1.10.2] a
normed space associated with seminormed space X .
Let A ⊆ R . The closure of A is denoted by A , and χA(x) :=
{
1, x ∈ A;
0, x /∈ A. Let C(A)
denote the linear space of all continuous on A functions f : A→ R ; C0(A) :=
(
C0(A), ‖·‖C(A)
)
- Banach space of such bounded on A , i.e. ‖f‖C(A) := sup
x∈A
|f(x)| < ∞ , functions f ∈ C(A)
that lim
x∈A, |x|→∞
f(x) = 0 , if A is unbounded; Z0 - the set of all nonnegative integers. Function
f ∈ C(R) is called compactly supported if it’s equal to zero outside of some compact subset of
the real line.
For A ⊆ B ⊆ R and h : B → R symbol h ↾A denotes the function h ↾A: A → R ,
h ↾A (x) = h(x) ∀ x ∈ A . For every n ∈ Z0 , let Pn := Pn[R] and Pn[C] denote the sets of
all algebraic polynomials of degree at most n with real and complex coefficients, respectively,
and let also P := ⋃n∈Z0 Pn , P [C] := ⋃n∈Z0 Pn[C] . If ϕ : R→ R then the function Mϕ(x) :=
lim
δ↓0
sup
y∈(x−δ,x+δ)
ϕ(y) is called an upper Bair function of ϕ , and δ ↓ 0 means δ → 0 and δ > 0 .
To shorten expressions the following notations will be used:
I := [−1, 1]; I0 := (−1, 1); J := (−∞,−1) ∪ (1,+∞), IR := R · I, JR := R · J, R > 0 .
For nonnegative function F : R→ R+ := [0,+∞) let SF := { x ∈ R | F (x) > 0} .
Let B(R) denote the family of Borel subsets of R , M(R) - linear space of finite Borel
measures on R and Lp(µ) := Lp(R, dµ) , ‖f‖pLp(µ) :=
∫
R
|f(x)|p dµ(x) , 1 ≤ p < ∞ . It should
be reminded that every measure µ ∈ M(R) is regural [6, VI, Def.8.2, Ex.8.16] and therefore for
any positive µ ∈ M(R) and arbitrary A ∈ B(R) there exists [6, VI, (8.14)] such sequence of
compactly supported continuous functions ψn[A,µ] : R→ [0, 1] , n ≥ 1 , that
lim
n→∞
‖ χA − ψn[A,µ] ‖Lp(µ) = 0 ∀ 1 ≤ p <∞ . (1.1.1)
For every µ ∈ M(R) Hahn expansion of the space (R,B(R)) with respect to the measure µ
will be denoted by R = R+µ ⊔ R−µ , where A ⊔B denotes union of disjoint sets A and B [6, I,
Th.16.2]. For the expansion of the measure µ ∈ M(R) in the sense of Jordan we will use the
following notations: µ = µ+ − µ− , µ+(A) := µ(A ∩ R+µ ) , µ−(A) := µ(A ∩ R−µ ) , ∀A ∈ B(R) ,
and ‖µ‖ := |µ| (R) , where |µ| := µ+ + µ− [6, I.16].
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1.2. Background. For arbitrary w : R→ [0, 1] consider the seminormed space
C0w :=
({
f ∈ C(R) | lim
|x|→∞
w(x)f(x) = 0
}
, ‖·‖w
)
, (1.2.1)
where ‖f‖w := ‖w · f‖C(Sw) ∀ f ∈ C0w . An obvious inequality ‖f‖w ≤ ‖f‖C(R)
∀ f ∈ C0(R) implies inclusions C0(R) ⊆ C0w ⊂ C(R) and validity of the continuous
embedding C0(R) →֒ C0w [13, 0.2.9]. Since [13, IV, Ex.4.45] for every L ∈ C0(R)∗ there
exists such µ ∈ M(R) that L(f) = ∫
R
f(x) dµ(x) ∀ f ∈ C0(R) , indicated embed-
ding means that for any element L of the Banach space (C0w)
∗
with norm ‖L‖w :=
sup{|L(f)| | f ∈ C0w, ‖f‖w ≤ 1} there exists such µL ∈M(R) that
L(f) =
∫
R
f(x) dµL(x) ∀ f ∈ C0(R) . (1.2.2)
In this Chapter, we describe the Banach space B0w being a completion of the normed
space N0w associated [13, I.10.2] with seminormed space C
0
w , give a supplement to
S. Mergelyan’s Theorem [32, Th.7], formulate the weighted analog of the Weierstrass
polynomial approximation theorem and establish a general form of any functional in
(C0w)
∗
, i.e. in view of (1.2.2) find a complete description of the subspace {µL}L∈(C0w)∗ ⊆M(R) .
Remark 1.1. ( Mergelyan’s regularity. ) Studying the polynomial approx-
imation problem in C0w S. Mergelyan suggested [32] to change the weight function w by
its upper Bair function Mw . Let us clarify what does that suggestion mean in terms of
the seminormed spaces. It is known [33] that an upper Bair function Mw be an upper
semicontinuous function [17] and the following relations hold:
0 ≤ w(x) ≤ Mw(x) ≤ 1 ∀ x ∈ R ; Sw ⊆ SMw ⊆ Sw = SMw , (1.2.3)
Besides that for any open set G ⊆ R :
‖f · χG‖w = ‖f · χG‖Mw ∀ f ∈ C(Sw) . (1.2.4)
Therefore the seminormed spaces C0w and C
0
Mw coincide identically, i.e. C
0
w ≡ C0Mw . In
spite of the available possibility to consider everywhere below only upper semicontinuous
functions w , i.e. w = Mw , we will not do so and will examine a general case w 6= Mw
using notation:
h := Mw .
1.3. Associated normed space N0w . One can easily conclude from known
criterion [13, 1.10.1] of the separability of locally convex spaces and from the continuity
of functions in C0w that seminormed space C
0
w is a normed one if and only if Sw = R .
Denote by N0w := C
0
w \NC0w (see 1.1) the normed space associated with C0w . Introduce
the normed space
C0w(Sw) :=
({
f ∈ C(Sw) | lim
x∈Sw, |x|→∞
w(x)f(x) = 0
}
, ‖·‖w
)
(1.3.1)
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and corresponding two normed ones of the restrictions: C0w(Sw)↾Sh:= ( { f ↾Sh | f ∈
∈ C0w(Sw)
}
, ‖·‖w
)
, C0w(Sw) ↾Sw :=
({
f ↾Sw |f ∈ C0w(Sw)
}
, ‖·‖w
)
. Due to (1.2.1), (1.2.4)
C0w(Sw) ≡ C0h(Sh) and hence, C0w(Sw)↾Sh≡ C0h(Sh)↾Sh . It’s evident, that transformations
f → f ↾Sh , f → f ↾Sw ∀ f ∈ C0w(Sw) determine isometric relations C0w(Sw) ≃ C0h(Sh)↾Sh
and C0w(Sw) ≃ C0w(Sw)↾Sw , respectively. Besides that defined by formula V (π(f)) = f ↾Sw∀ f ∈ C0w transformation
V : N0w → C0w(Sw) , (1.3.2)
determines linear isometry (see 1.1 and [3, IV.1.3 ]) of the spaces N0w and C
0
w(Sw) . Really,
equality ‖V (π(f))‖w = ‖π(f)‖N0w ≡ ‖f‖w is obvious and relation V (N0w) = C0w(Sw)
follows from known continuity [33, IV.4, Lemma 2] of the linear extension fc to the
whole real line of some continuous on the closed set F ⊂ R function f . In addition if
[4, IV.5, Th.21] interval of the kind (−∞, b) or (a,+∞) is a part of R \ F then we will
regard:{
fc(b− θ) := θf(b) ∀ θ ∈ (0, 1);
fc(b− λ) := 0 ∀ λ ≥ 1 ;
{
fc(a+ θ) := θf(a) ∀ θ ∈ (0, 1);
fc(a+ λ) := 0 ∀ λ ≥ 1 ; (1.3.3)
respectively. Therefore
N0w
∼= C0w(Sw) ≡ C0h(Sh) ∼= C0h(Sh)↾Sh∼= C0w(Sw)↾Sw , (1.3.4)
i.e. associated with C0w normed space N
0
w can be identified with arbitrary indicated in
(1.3.4) isometric normed spaces.
1.4. Banach space B0w .
Definition 1.4.1. Let w : R → [0, 1] , h := Mw is an upper Bair function of
w and Sh := {x ∈ R | h(x) > 0 } . The space B0w is called a Banach space associated
with the seminormed space C0w if B
0
w is equipped with norm ‖f‖h := sup
x∈Sh
h(x)|f(x)|
and consists of all functions f : Sh → R , which satisfy the following three conditions:
(1.4.1) function f is continuous on the set E1/ δ(h) := h
−1([δ, 1]) =
= {x ∈ R | h(x) ≥ δ} for any δ ∈ (0, 1] ;
(1.4.2) lim
h(x)→0
h(x)f(x) = 0 , i.e.
∀ε > 0 ∃ δ > 0 : {x ∈ R | 0 < h(x) < δ } ⊆ {x ∈ Sh | h(x)|f(x)| < ε } ;
(1.4.3) h(x)f(x)→ 0 , x ∈ Sh , |x| → ∞ .
If lim
|x|→∞
h(x) = 0 , then property (1.4.2) implies (1.4.3) and in that case property
(1.4.3) can be excluded from Definition 1.4.1.
Verify now correctness of the Definition 1.4.1.
Since h is an upper semicontinuous function then [17] all sets E1/ δ(h) for δ ∈ (0, 1] ,
are closed and so for any f ∈ B0w and ε = 1 one can find such R > 0 in (1.4.3) and
δ > 0 in (1.4.2) that ‖h · f‖C(JR) ≤ 1 , ‖h · f‖C(h−1(0,δ)) ≤ 1 , getting on the supplement
6
compact Sh \ [JR ∪ h−1(0, δ)] = IR ∩ E1/ δ(h) the uniformly boundedness f by property
(1.4.1). That’s why ‖f‖h <∞ ∀ f ∈ B0w .
If now {fn}n≥1 ⊂ B0w is a fundamental sequence in B0w then by known scheme [4,
V.5] one can easily obtain an existence of such F : Sh → R that limn→∞ ‖fn − F‖h = 0 .
Function F obviously satisfies conditions (1.4.2) and (1.4.3). Since for every m ≥ 1
and x ∈ Em(h) : h(x) ≥ 1m , then ‖fn − F‖h ≥ 1m ‖fn − F‖C(Em(h)) , i.e. the sequence
fn ↾Em(h)∈ C(Em(h)) , n ≥ 1 , uniformly on the set Em(h) converges to F ↾Em(h) and
therefore [4, IV.2] F ↾Em(h)∈ C(Em(h)) . That’s why F ∈ B0w and introduced in Definition
1.4.1 normed space be in fact Banach one.
It should be noted at last that as well as C0w (see Remark 1.1 ) Banach space B
0
w
posseses the property B0w ≡ B0Mw . Let now formulate the basic result of that section.
Theorem 1.1. Let w : R→ [0, 1] , h := Mw is an upper Bair function of w and
Sh := {x ∈ R | h(x) > 0 } . Linear operator
T : C0w → B0w ,
defined by formula
Tf = f ↾Sh ∀ f ∈ C0w (1.4.4)
isometrically and tightly embeds seminormed space C0w into the Banach space B
0
w , i.e.
(1.4.5a) ‖Tf‖h = ‖f‖w ∀ f ∈ C0w ;
(1.4.5b) T (C0w) is a dense subspace of the Banach space B
0
w .
In addition T (C0w) coincides with the subspace of those functions f ∈ B0w , which can be
extended to the continuous on Sh function.
Validity of the following implication (see 1.7.2):
∃ {xn}n≥0 ⊆ Sh : limn→∞xn = x0 ∈ R, limxn→x0 h(xn) = 0 ⇒
⇒ ∃F ∈ B0w : ‖F‖C(Sh∩(x0−δ,x0+δ)) = +∞ ∀ δ > 0
(1.4.6)
allows us to characterize the following partial cases of Theorem 1.1.
Corollary 1.1. Let w : R→ [0, 1] , h :=Mw . Then
(1.4.7) C0w is a normed space if and only if Sh = R ;
(1.4.8) The following statements are equivalent:
(1.4.8a) C0w is a Banach space ; (1.4.8b) B
0
w = C
0
w ;
(1.4.8c) Sh = R and B
0
w ⊆ C(R) ; (1.4.8d) inf
x∈[−R,R]
h(x) > 0 ∀ R > 0 ;
(1.4.9) The following statements are equivalent:
(1.4.9a) N0w is a Banach space ; (1.4.9b) B
0
w = C
0
w(Sw) ;
(1.4.9c) Sh = Sh and B
0
w ⊆ C(Sh) ; (1.4.9d) inf
x∈Sh∩[−R,R]
h(x) > 0 ∀ R > 0 ;
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where inf ∅ := +∞ .
The following application of the Theorem 1.1 gives some explanation why everywhere
above we have not assumed the upper semicontinuity of w .
Corollary 1.2. Let w : R→ [0, 1] andM is some dense subset of the seminormed
space C0w . Function f : Sw → R can be approximated by elements of M , i.e.
∀ε > 0 ∃ mε ∈M : w(x) |f(x)−mε(x)| < ε ∀ x ∈ Sw (1.4.10)
if and only if ∃g ∈ B0w : g ↾Sw= f .
1.5. Supplement to S.N. Mergelyan’s Theorem . In [32, Th.7] S. Mergelyan
proved that for the weight function w : R→ [0, 1] satisfying condition
‖xnw‖C(R) < +∞ ∀ n ∈ Z0 , (1.5.1)
either algebraic polynomials P are dense in C0w or they can approximate only those
functions f : Sw → R which can be extended from their domain of definition Sw into the
whole complex plane as an entire function of minimal exponential type. I. Hachatryan [14]
gived the description of the indicated in the Mergelyan’s theorem class of entire functions.
Corollary 1.2 implies the following supplement to the Mergelyan’s theorem when algebraic
polynomials P are dense in C0w .
Theorem 1.2. Let w : R → [0, 1] satisfies conditions (1.5.1), Mw be an upper
Bair function of w and algebraic polynomials P are dense in C0w . Then the function
f : Sw → R can be approximated by polynomials, i.e.
∃ {Pn}n≥1 ⊂ P : limn→∞ supx∈Sw
w(x) |Pn(x)− f(x)| = 0 ,
if and only if that function can be extended into the set SMw as a function
f : SMw → R , satisfying the following conditions:
(1.5.2) for every m ≥ 1 f is a continuous function on the closed set{
x ∈ R | Mw(x) ≥ 1m
}
;
(1.5.3) limMw(x)→0 Mw(x) · f(x) = 0 , i.e. ∀ ε > 0 ∃ δ > 0 :
{x ∈ R | 0 < Mw(x) < δ} ⊆ {x ∈ SMw | Mw(x) · |f(x)| < ε} .
If Sw is a bounded set then conditions (1.5.1) are obviously true and by Weierstrass
approximation theorem algebraic polynomials P are dense in C0w . That’s why for arbi-
trary weight w : R→ [0, 1] with bounded set Sw conditions (1.5.2) and (1.5.3) give the
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weighted analog of the Weierstrass polynomial approximation theorem. It is interesting to
note also that for the weight w(x) =
√
1− x2 ·χ[−1,1](x) conditions (1.5.2) and (1.5.3) are
equivalent to f ∈ C((−1, 1)) and lim
|x|→1
√
1− x2f(x) = 0 . This fact is known and can be
found in [28] where according to these two conditions the subspaces of known spaces Br
were introduced.
1.6. General form of the functionals in (C0w)
∗
. To prove the main theorem
of that section the following version of known M. Krein’s lemma will be necessary [37].
Lemma 1.1. Let (X, p) be a seminormed space and K ⊂ X is a normal cone, i.e.
convex set K satisfies: λ · K ⊆ K ∀λ ≥ 0 and p(x) ≤ p(x + y) ∀ x, y ∈ K . If X∗
is a Banach space conjugate to X then for K∗ := {x∗ ∈ X∗ | x∗(x) ≥ 0 ∀x ∈ K } the
following equality holds:
K∗ − K∗ = X∗
It should be noted that in [5] a necessary and sufficient condition for the validity of
more general equality (K1∩K2)∗ = K∗1 +K∗2 has been established and a notion of normal
pair of cones (K1, K2) of transfinite order α has been introduced. Now we can formulate
the main theorem of this section.
Theorem 1.3. Let w : R → [0, 1] , Mw is an upper Bair function of w and
SMw := {x ∈ R | Mw(x) > 0 } . If L is a linear continuous functional on the seminormed
space C0w then there exists such measure µ ∈M(R) , that |µ|(R \ SMw) = 0 and
L(f) =
∫
R
Mw(x)f(x) dµ(x) ∀ f ∈ C0w . (1.6.1)
For arbitrary µ ∈M(R) defined by formula (1.6.1) functional L is linear and continuous
on the seminormed space C0w with ‖L‖ = |µ|(SMw) (see 1.1).
1.7. Proofs.
1.7.1. Proof of Theorem 1.1. Equality (1.4.5a) follows from (1.2.4). Prove
now that T (C0w) ⊆ B0w , where T (C0w) ≡ {f ↾Sh | f ∈ C0w } =: C0w ↾Sh . If g = f ↾Sh ,
f ∈ C0w , then conditions (1.4.1) and (1.4.3) for function g are realized. Let us prove
that g satisfies property (1.4.2). For given ε > 0 one can find by (1.4.3) such R(ε) > 0
that: ‖hg‖C(Sh∩JR(ε)) < ε . Denote C(ε) := ‖g‖C(Sh∩IR(ε)) ≤ ‖f‖C(Sh∩IR(ε)) < ∞ . Then
the number δ(ε) := ε/C(ε) > 0 in view of ‖hg‖C(h−1(0,δ(ε))∩IR(ε)) ≤ δ(ε)C(ε) = ε will
be required for the validity of (1.4.2), i.e. g ∈ B0w . In addition proved in 1.3 equality
C0w ↾Sh= C
0
w(Sh) yields
T (C0w) ≡ C0w ↾Sh= C0w(Sh)↾Sh⊆ B0w , (1.7.1.1)
and to finish the proof it is remained to show that C0w ↾Sh is dense in B
0
w .
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Consider an arbitrary f ∈ B0w , ε > 0 and prove that there exists such fε ∈ C0w that
‖f − fε‖h ≤ 2ε . Property (1.4.2) admits to find such positive integer m ≥ 1 that{ {
x ∈ R | 0 < h(x) < 1
m
} ⊆ {x ∈ Sh | h(x)|f(x)| < ε} ;
m >
‖f‖h
ε
, Em 6= ∅ , (1.7.1.2)
where (see (1.4.1)) Ep := Ep(h) ∀ p ≥ 1 .
Since f is a continuous function on the set Em2 , then by means of indicated in 1.2
method we extend f into the whole real line obtained fε ∈ C0w . Let us prove that
‖f − fε‖h ≤ 2ε . (1.7.1.3)
Since for x ∈ Sh \ Em2 : 0 < h(x) < 1m2 ≤ 1m , then by (1.7.1.2): ‖f − fε‖h =‖h(f − fε)‖C(Sh\Em2 ) ≤ ε+ ‖hfε‖C(Sh\Em2 ) and therefore for the validity of (1.7.1.3) it is
sufficient to prove that
‖hfε‖C(R\E
m2 )
≤ ε . (1.7.1.4)
Inequality (1.7.1.4) is trivial if Em2 = R . But if R \ Em2 6= ∅ then R \ Em 6= ∅ and by
(1.7.1.2) R \ Em 6= R . Consider an arbitrary x ∈ R \ Em2 ⊆ R \ Em . Such x belongs
to one of the forming [4, IV.5, Th.21] open set R \ Em interval (a, b) and moreover
x ∈ (ak, bk) ⊆ (a, b) \ Em2 , where (a, b) \ Em2 =
⊔Q
k=1(ak, bk) , ak, bk ∈ Em2 ∪ {±∞} ,
1 ≤ Q ≤ ∞ .
Assume that (ak, bk) is a bounded interval. Then ∃θ ∈ (0, 1) : x = θak + (1 − θ)bk,
and
h(x)|fε(x)| ≤ θh(x)|f(ak)|+ (1− θ)h(x)|f(bk)| . (1.7.1.5)
If ak > a , then ak ∈ R \ Em , h(x) < 1m2 ≤ h(ak) < 1m and by (1.7.1.2) h(x)|f(ak)| ≤
h(ak)|f(ak)| ≤ ε . If ak = a then ak ∈ Em and h(x) < 1m2 ≤ h(ak)m , whence in view
of (1.7.1.2): h(x)|f(ak)| ≤ 1mh(ak)|f(ak)| ≤ ‖f‖hm ≤ ε . Performing the same estimate for
h(x)|f(bk)| we obtain from (1.7.1.5) h(x)|fε(x)| ≤ ε .
Assume now that (ak, bk) = (ak,+∞) . Then by (1.3.3) for x = ak + θ , θ ∈ (0, 1) :
h(x)|fε(x)| = θh(x)|f(ak)| , and for x ≥ a + 1 : fε(x) = 0 . Since Em 6= ∅ , then
(a, b) 6= R and hence, in that case (a, b) = (a,+∞) . Estimated h(x)|f(ak)| as well as it
has been done above for the case of bounded interval (ak, bk) we will get h(x)|fε(x)| ≤ ε
again.
The case (ak, bk) = (−∞, bk) can be considered in just the same way. That’s why
inequality (1.7.1.4) together with Theorem 1.1 is proved.
1.7.2. Proof of implication (1.4.6). Without loss of generality one can
consider that the sequences 1
λn
:= h(xn) > 0 , and |xn− x0| , n ∈ Z0 , are decreasing. Let
as in 1.7.1 Eλ := Eλ(h) for λ ∈ [1,+∞) . Since xn+1 ∈ R \ Eλn ∀n ∈ Z0 , it is possible
to find such sequence {δn}n≥1 of positive real numbers that xn+1 + δn+1I0 ⊂ R \ Eλn
∀n ∈ Z0 and the sets {xn + δnI}n≥1 are disjoint. Set
F (x) :=
∑
k≥1
√
λk−1αk(x) , αk(x) =
(
1−
∣∣∣∣x− xkδk
∣∣∣∣)χI (x− xkδk
)
, k ≥ 1 . (1.7.2.1)
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Equalities F (xk) =
√
λk−1 ∀k ≥ 1 imply ‖F‖C(Sh∩(x0−δ,x0+δ)) = +∞ ∀δ > 0 . It remains
to prove that F ∈ B0w . Since xn+1+p + δn+1+pI0 ⊆ R \Eλn+p ⊆ R \Eλn ∀n, p ∈ Z0 then
for every n ≥ 1 :
F (x)↾Eλn=
n∑
k=1
√
λk−1αk(x)↾Eλn ∈ C(Eλn) ,
and consequently, property (1.4.1) for F is fulfilled. Validity of (1.4.3) is obviuos. Let us
show that F satisfies (1.4.2). Really for any n ≥ 1 inequalities 0 < h(x) < 1
λn
yield
h(x)F (x) ≤
∑
k≥1
αk(x)min
{
1√
λk−1
,
√
λk−1
λn
}
≤ 1√
λn
,
what means the validity of (1.4.2). That is why F ∈ B0w and implication (1.4.6) is
proved.
1.7.3. Proof of Corollary 1.1. Correctness of (1.4.7) was proved in
1.2. Implications (1.4.8b)⇒(1.4.8a), (1.4.8c)⇒(1.4.8b), (1.4.9c)⇒(1.4.9b) are evident and
(1.4.9b)⇒(1.4.9a) follows from (1.3.4).
(1.4.8a)⇒(1.4.8c). Since C0w is a normed space then by (1.4.7) R = Sw = Sh
(see (1.2.3)). Besides that by Theorem 1.1 T (C0w) = C
0
w ↾Sh= B
0
w . Then assumption
Sh \ Sh 6= ∅ together with upper semicontinuity h and (1.4.6) leads to a contradiction.
That’ why R = Sh = Sh and B
0
w = C
0
w ⊂ C(R) .
(1.4.8c)⇒(1.4.8d). If ∃R > 0 : infx∈[−R,R] h(x) = 0 , then (1.4.6) yields Sh 6= R or
B0w \ C(R) 6= ∅ in the case Sh = R .
(1.4.8d)⇒(1.4.8c). If for any R > 0 : 1/λ(R) := infx∈IR h(x) > 0 , then Sh = R
and IR ⊆ Eλ(R)(h) ∀R > 0 . Therefore for arbitrary f ∈ B0w : f ∈ C(IR) ∀R > 0 , and
hence, B0w ⊂ C(R) .
(1.4.9a)⇒(1.4.9c). Due to (1.3.4) and (1.7.1.1): B0w = C0w(Sh) ↾Sh . An upper
semicontinuity of h and (1.4.6) give Sh = Sh and hence, B
0
w = C
0
w(Sh) ⊆ C(Sh) .
(1.4.9c)⇒(1.4.9d). If ∃R > 0 : Sh ∩ IR 6= ∅ and infx∈Sh∩IR h(x) = 0 , then Sh 6= Sh
or B0w \ C(Sh) 6= ∅ in the case Sh = Sh by the property (1.4.6).
(1.4.9d)⇒(1.4.9c). Let 1/λ(R) := infx∈IR∩Sh h(x) > 0 ∀R ≥ R0 , where Sh ∩ IR0 6=
∅ . Then for such values of R : IR ∩ Sh ⊆ Eλ(R)(h) and by the closure of Eλ(R)(h) :
IR ∩ Sh ⊆ Eλ(R1)(h) ⊆ Sh ∀R1 > R ≥ R0 . Therefore Sh = Sh and for any f ∈ B0w :
f ∈ C(IR ∩ Sh) ∀R > R0 . That is why B0w ⊆ C(Sh) and Corollary 1.1 is proved.
1.7.4. Proof of Corollary 1.2.
Necessity. If some f : Sw → R satisfies (1.4.10) then for ε = 1p , p ≥ 1 , we obtain
from there fundamental sequence
{
m1/p
}
p≥1
⊆ C0w ≡ C0h , h := Mw , being mapped by
transformation (1.4.4) onto the fundamental sequence in Banach space B0w whose limit
g ∈ B0w due to (1.2.3) satisfies: g ↾Sw= f .
Sufficiency. Assume that ∃g ∈ B0w: g ↾Sw= f . Then by Theorem 1.1 the set
M↾Sh≡ T (M) will be dense in Banach space B0w . That is why those elements ofM↾Sh
which approximate g in B0w in view of (1.2.3) will approximate f on Sw ⊆ Sh in the
sense of (1.4.10). Corollary 1.2 is proved.
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1.7.5. Proof of Lemma 1.1. It is easy to verify that the closure K in X will
be a normal cone and (K)∗ = K∗ . That is why we may consider that K is a closed cone.
Following well-known scheme of [37, I, Ex.2a] let us examine any subspace Y ⊂ X
which is an algebraic complementary subspace to N := {x ∈ X | p(x) = 0 } and for
arbitrary x ∈ X in its representation x = n + y , n ∈ N , y ∈ Y , denote PY x := y . It
follows from the closure of K and an obvious equality
p(x+ n) = p(x) ∀ n ∈ N ∀x ∈ X , (1.7.5.1)
that
PY (K) = K ∩ Y , K = N +K ∩ Y , (1.7.5.2)
and cone K ∩Y is a normal one in the normed space (Y, p) . Thus, by M. Krein’s lemma
(see[37])
Y ∗ = (Y ∩K)∗ − (Y ∩K)∗ . (1.7.5.3)
Now for any L ∈ X∗ equality ‖L‖X∗ := sup{|L(x)| | x ∈ X, p(x) ≤ 1} implies L(x) = 0
∀ x ∈ N and so defined by formula l(y) := L(y) ∀ y ∈ Y functional l will be an element
of Y ∗ . According to (1.7.5.3) l = l1− l2 , li ∈ Y ∗ , li(Y ∩K) ≥ 0 , i ∈ {1, 2} . Extending
each functional li onto the whole space X by formula Li(x) := li(PY x) with the help of
(1.7.5.1) we get Li ∈ X∗ and 0 ≤ Li(Y ∩K) = Li(N + Y ∩K) (1.7.5.2)= Li(K) , i ∈ {1, 2} .
That is why L = L1 − L2, L1, L2 ∈ K∗ , as was to be proved.
1.7.6. Proof of Theorem 1.3. Since C0w ≡ C0Mw then it is sufficient to prove
the statement of theorem only in the case when function w is upper semicontinuous on
R .
Let L ∈ (C0w)∗ and K be a cone of all nonnegative on the real line functions from
C0w , which is a normal one in the seminormed space C
0
w . Using Lemma 1.1 we can find
such L+, L− ∈ (C0w)∗ , that
L = L+ − L− , L+(K) ≥ 0, L−(K) ≥ 0 . (1.7.6.1)
Formula (1.2.2) allows us to find measures µL, µ
+
Lµ
−
L ∈M(R) , relevant to the functionals
L, L+, L− . Exploiting regularity of the measures in M(R) and density of all compactly
supported continuous functions in the spaces L1(ν) , ν ∈
{
µ+L , µ
−
L , µ
+
L + µ
−
L
}
(see 1.1),
it is easy to verify that µL = µ
+
L − µ−L and measures µ+L , µ−L are positive.
Consider now an arbitrary measure ν ∈ {µ+L , µ−L} and corresponding functional Lν ∈
{L+, L−} , that for any f ∈ C0(R):
Lν(f) =
∫
R
f(x)dν(x); ‖Lν‖ := sup{|Lν(f)|
∣∣f ∈ C0w, ||f ||w ≤ 1} <∞. (1.7.6.2)
Since for arbitrary ε > 0 function 1/(ε + w(x)) is lower semicontinuous then using the
known fact from [17, I, Th.1.4] we get a nondecreasing sequence of positive and continuous
on the whole real axis functions ϕεn(x), n ≥ 1 : limn→∞ ϕεn(x) = 1/(ε+ w(x)) ∀x ∈ R .
Setting
wεn(x) := e
−x
2
n ϕεn(x) , n ≥ 1, x ∈ R , (1.7.6.3)
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and taking into account ‖ϕεn‖C(R) ≤ 1/ε , we obtain wεn ∈ C0(R) , ‖wεn‖w ≤ 1 ,
0 < wεn(x) ≤ wεn+1(x) ≤
1
ε+ w(x)
∀ n ≥ 1 ; lim
n→∞
wεn(x) =
1
ε+ w(x)
∀x ∈ R . (1.7.6.4)
By (1.7.6.2)
∫
R
wεn(x) dν(x) ≤ ‖Lν‖ ∀n ≥ 1 ∀ε > 0 , and according to Beppo-Levi theorem
ν(R \ Sw) = 0 , 1/w ∈ L1(ν) , ‖1/w‖L1(ν) ≤ ‖Lν‖ . That is why measure
ρ(A) :=
∫
A
1
w(x)
dν(x) ∀A ∈ B(R) (1.7.6.5)
will be positive measure inM(R) , ρ(R\Sw) = 0 and ‖ρ‖ ≤ ‖Lν‖ . An evident inequality
ν(A) ≤ ρ(A) ∀A ∈ B(R) due to Radon-Nikodym theorem means that there exists such
α ∈ L1(ρ) that
ν(A) =
∫
A
α(x) dρ(x) ∀ A ∈ B(R) , (1.7.6.6)
and also 0 ≤ α(x) ≤ 1 almost everywhere with respect to measure ρ . Using changes of
variables theorem [6, V.3], (1.7.6.5), (1.7.6.6) we get ν(A) =
∫
A
α(x)
w(x)
dν(x) ∀ A ∈ B(R) ,
from where α(x) = w(x) almost everywhere with respect to measure ν , and by mutual
absolute continuity of the measures ν and ρ : α(x) = w(x) almost everywhere with
respect to measure ρ . Therefore ν(A) =
∫
A
w(x)dρ(x) ∀ A ∈ B(R) and due to (1.7.6.2):
Lν(f) =
∫
R
w(x)f(x) dρ(x) ∀ f ∈ C0(R) . That equality in view of density C0(R) in the
seminormed space C0w and according to the continuity of both its sides can be extended
to the whole C0w :
Lν(f) =
∫
R
w(x)f(x) dρ(x) ∀ f ∈ C0w ; ρ(R \ Sw) = 0 . (1.7.6.7)
Denoting constructed measures ρ by µ+ and µ− when ν equals to µ+L and µ
−
L ,
respectively, and setted µ := µ+ − µ− , we will get the required representation (1.6.1)
taking into account |µ|(R \ Sw) = 0 .
Since the inverse statement of the theorem and inequality ‖L‖ ≤ |µ|(Sw) are evident
to finish the proof one need to show only that ‖L‖ ≥ |µ|(Sw) .
Taking a Hahn expansion R = R+µ ⊔R−µ with respect to measure µ (see 1.1) and any
R > 0 we rename introduced in (1.1.1) functions by:
κ+n,R := ψn[IR ∩ R+µ , µ] ; κ−n,R := ψn[IR ∩ R−µ , µ] , n ≥ 1 .
Then in view of (1.7.6.3),(1.7.6.4): wεm ·(κ+n,R−κ−n,R) ∈ C0(R) ,
∥∥wεm · (κ+n,R − κ−n,R)∥∥w ≤ 1∀ n,m ≥ 1 , R, ε > 0 , and by definition of the norm (see (1.7.6.2) and 1.1):
‖L‖ ≥
∫
R
w(x)wεm(x)(κ
+
n,R(x)− κ−n,R(x)) dµ(x) ∀ n,m ≥ 1 , R, ε > 0 . (1.7.6.8)
13
Passages to the limit in (1.7.6.8) as n→∞ with regard to (1.1.1) and then as m→∞
and ε ↓ 0 using Beppo-Levi theorem, give us (see 1.1): ‖L‖ ≥ |µ|(IR ∩ Sw) ∀ R > 0 ,
i.e. ‖L‖ ≥ |µ|(Sw) . Theorem 1.3 is proved.
CHAPTER II. Hamburger criterion of the polynomial density in C0w
and Lp(µ) , 1 ≤ p <∞
2.1. Notations. Let C∗(R) denote the collection of all nonnegative upper semicon-
tinuous on the whole real line functions w satisfying condition ‖xnw‖C(R) < +∞ ∀ n ∈ Z0
and M∗(R) – the set of all positive measures µ ∈ M(R) which have all finite moments∫
R
|x|n dµ(x) <∞ ∀n ∈ Z0 and unbounded support suppµ := {x ∈ R | µ(x− δ, x + δ) > 0
∀ δ > 0 } .
In order to abridge notations in this chapter introduce R∗ := {∗} ∪ [1,+∞) and for µ ∈
C∗(R) rename introduced in (1.2.1) C0µ =
(
C0µ, ‖·‖µ
)
by L∗(µ) :=
(
L∗(µ), ‖·‖L∗(µ)
)
. That is
why consideration Lα(µ) for 1 ≤ α <∞ will mean that µ ∈ M∗(R) , but for α = ∗ it will signify
under our stipulation that µ ∈ C∗(R) . For every α ∈ R∗ complex spaces in contrast to the real
ones Lα(µ) will be denoted by L
c
α(µ) . As well as in Chapter I: Sµ = {x ∈ R| µ(x) > 0 } for
µ ∈ C∗(R) .
Denote for α ∈ R∗ and z ∈ C :
Mαn (µ, z) := sup
{
|p(z)|
∣∣∣ ‖p‖Lα(µ) ≤ 1, p ∈ Pn[C] } , n ∈ Z0 , (2.1.1)
ραn(µ, z) := inf
{
‖p‖Lα(µ)
∣∣∣ |p(z)| = 1, p ∈ Pn[R] } , n ∈ Z0 , (2.1.2)
Mα(µ, z) := lim
n→∞
Mαn (µ, z) ; ρα(µ, z) := limn→∞
ραn(µ, z) . (2.1.3)
It easy to verify that
1
ραn(µ, z)
= sup
{
|p(z)|
∣∣∣ ‖p‖Lα(µ) ≤ 1, p ∈ Pn[R]} , 1ραn(µ, z) ≤Mαn (µ, z) ≤ 2ραn(µ, z) . (2.1.4)
Introduce{
dµα(x) :=
1
(1+|x|)αdµ(x) ; dµ
(2)
α (x) :=
|x|α
(1+|x|)αdµ(x) ; 1 ≤ α <∞, µ ∈ M∗(R) ;
µ∗(x) :=
1
1+|x|µ(x) ; µ
(2)
∗ (x) :=
|x|
1+|x|µ(x) ; µ ∈ C∗(R) .
(2.1.5)
Restricting the polynomial class in (2.1.1) and (2.1.4) to the vanishing at zero polynomials we
get for z ∈ C , n ≥ 1 and α ∈ R∗ :{
Mαn (µα, z) ≥ |z| Mαn−1(µ(2)α , z) ; ραn−1(µ(2)α , z) ≥ |z| ραn(µα, z) ;
Mα(µα, z) ≥ |z| Mα(µ(2)α , z) ; ρα(µ(2)α , z) ≥ |z| ρα(µα, z) .
(2.1.6)
2.2. Background. Functions ρn(z) :=
1
M2n(µ,z)
, n ∈ Z0 , were introduced by
H. Hamburger [15] in connection with the investigation of an indeterminate moment
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problem. These functions were used by M. Riesz [35] to obtain the criterion of the
polynomial density in L2(µ) . For α = ∗ and discrete set Sµ function M∗(µ, z) was
introduced by T. Holl [19] and for an arbitrary µ ∈ C∗(R) - by S. Mergelyan in [32].
B.Ja.Levin [30] generalized these results in the following statement a simpler proof of
which was found recently by Ch. Berg [8].
Proposition 2.1.([30]) Let α ∈ R∗ . If P[C] is dense in Lcα(µ) then Mα(µα; z) =
∞ ∀ z ∈ C \ suppµ . If ∃z ∈ C \ suppµ : Mα(µα; z) = ∞ , then P[C] is dense in
Lcα(µ) .
Denote by CloseLα(µ)A the closure of A ⊆ Lα(µ) in the space Lα(µ) . It is known and
it can be easily seen from the Proposition 2.1 and (2.1.4) that P[C] is dense in Lcα(µ) if
and only if P[R] is dense in Lα(µ) . That is why everywhere below we will examine only
real case and use the following statement.
Proposition 2.2. ([30; 2, Th.2.3.2]) Let α ∈ R∗ . The following statements are
equivalent:
(2.2.1a) CloseLα(µ)P = Lα(µ); (2.2.1d) ∃z ∈ C \ suppµ : ρα(µα, z) = 0;
(2.2.1b) CloseLcα(µ)P[C] = Lcα(µ); (2.2.1e) ρα(µα, z) = 0 ∀z ∈ C \ suppµ ;
(2.2.1c) 1
x+i
∈ CloseLcα(µ)P[C] ; (2.2.1g) 11+x2 , x1+x2 ∈ CloseLα(µ)P .
H.Hamburger in [15] established another criterion of the indeterminacy of a moment
problem a simpler proof of which was given by M. Riesz [36]. This criterion can be
formulated as follows:
CloseL2(µ)P 6= L2(µ) ⇔ ρ2(µ2, 0) > 0 and ρ2(µ(2)2 , 0) > 0 . (2.2.2)
Succeeding Berg’s proof [8] of the Proposition 2.1 and using Theorem 1.3 we will extend
here criterion (2.2.2) to all spaces Lα(µ) , α ∈ R∗ , designated
ραn(µ) := ρ
α
n(µ, 0) , n ∈ Z0 ; ρα(µ) := ρα(µ, 0) , α ∈ R∗ . (2.2.3)
2.3. Main Theorem.
Arbitrary change of zeros of some polynomial p ∈ P[C] by the complex conjugate
ones gives the polynomial set π(p) containing only one polynomial p∗ ∈ π(p) all zeros
of which lie in the lower complex halfplane C− := {z ∈ C | Imz ≤ 0} . It is evident that
|q(x)| = |p(x)| ∀x ∈ R ∀ q ∈ π(p) , and therefore for any α ∈ R∗ : ‖q‖Lα(µ) = ‖p‖Lα(µ)∀ q ∈ π(p) . Besides that for arbitrary a ∈ R and y ≥ 0 : |p∗(a + iy)| ≥ |q(a + iy)|
∀ q ∈ π(p) , and |p∗(a + iy)| is a nondecreasing function of y ≥ 0 . That is why for any
α ∈ R∗ , n ∈ Z0 , a ∈ R and y ≥ 0 :
Mαn (µ, a+ iy) = sup
{
|p∗(a+ iy)|
∣∣∣ ‖p‖Lcα(µ) ≤ 1 , p ∈ Pn[C]} , (2.3.1)
and Mαn (µ, a + iy) is a nondecreasing function of y ≥ 0 . Thus, an obvious equality
Mαn (µ, z) = M
α
n (µ, z) ∀z ∈ C implies validity of the following statement.
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Proposition 2.3. For arbitrary α ∈ R∗ , a ∈ R and n ∈ Z0 functions Mαn (µ, a+
iy) , Mα(µ, a+ iy) of the variable y ∈ R are even on R and nondecreasing on [0,+∞)
and, in particular,
1
ρα(µ, x)
≤Mα(µ, x) ≤ Mα(µ, x+ iy) ∀ x, y ∈ R, α ∈ R∗ , (2.3.2)
where 1
0
:= +∞ and +∞ ≤ +∞ .
The following criterion of the polynomial density in Lα(µ) , α ∈ R∗ , is the main result
of that Chapter.
Theorem 2.1. (Hamburger local criterion) Let α ∈ R∗ . Algebraic polynomials P
are not dense in Lα(µ) if and only if
ρα(µα) > 0 and ρα(µ
(2)
α ) > 0 , (2.3.3)
where µα , µ
(2)
α are defined in (2.1.5) and (see 2.1)
ρα(ν) = inf
{
‖p‖Lα(ν) | p(0) = 1, p ∈ P
}
, ν ∈ {µα, µ(2)α } , (2.3.4)
2.4. Proof of Theorem 2.1.
2.4.1. Sufficiency. Let α ∈ R∗ and (2.3.3) is valid. Then µ(2)α 6≡ 0 and consequently,
Sµ \ {0} 6= ∅ , if α = ∗ , and suppµ \ {0} 6= ∅ , if α ∈ [1,+∞) . Due to (2.1.4)
|p(0)| ≤ ‖p‖Lα(µα)
ρα(µα)
; |p(0)| ≤
‖p‖
Lα(µ
(2)
α )
ρα(µ
(2)
α )
∀ p ∈ P . (2.4.1)
By Hahn-Banach theorem, (2.4.1) and Theorem 1.3 there exist such fα ∈ Lβ(µα) \ {0} ,
gα ∈ Lβ(µ(2)α ) \ {0} , if α ∈ [1,+∞) where α , β are dual exponents, and such κ, γ ∈
M(R) , |κ|(Sµ) > 0 , |κ|(R \ Sµ) = 0 , |γ|(Sµ \ {0}) > 0 , |γ|(R \ ( Sµ \ {0}) ) = 0 , if
α = ∗ , that respectively to the considered cases:
p(0) =
∫
R
p(t)fα(t) dµα(t) =
∫
R
p(t)gα(t) dµ
(2)
α (t) ∀ p ∈ P , (2.4.2)
p(0) =
∫
R
µ∗(t)p(t) dκ(t) =
∫
R
µ(2)∗ (t)p(t) dγ(t) ∀ p ∈ P . (2.4.3)
Consider at first the case α = ∗ . According to the notations (2.1.5) equality (2.4.3) can
be rewritten in the following way:
p(0) =
∫
R
µ(t)p(t) dκ1(t) =
∫
R
µ(t)p(t) dγ
(2)
1 (t) ∀ p ∈ P , (2.4.4)
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where, obviously, κ1, γ
(2)
1 ∈ M(R) . Applying left equality (2.4.4) to the polynomials
vanishing at zero we get:
0 =
∫
R
µ(t)p(t) d κ˜(t) ∀ p ∈ P , d κ˜(t) := t
1 + |t|dκ(t) .
If |κ|(Sµ \ {0}) > 0 then by Theorem 1.3 κ˜ ∈ L∗(µ)∗ \ {0} and therefore CloseL∗(µ)P 6=
L∗(µ) . If |κ|(Sµ \ {0}) = 0 , then 0 ∈ Sµ and |κ|(R \ {0}) = 0 but by (2.4.3)
dκ = (1/µ(0))δ0 , where δ0 - Dirac’s measure [13, 4.4.1] at the point 0 . That is why it
follows from (2.4.4) that
0 =
∫
R
µ(t)p(t) d(κ1(t)− γ(2)1 (t)) ∀ p ∈ P ,
and in addition (κ1 − γ(2)1 )({0}) = 1/µ(0) . This means due to Theorem 1.3 and 0 ∈ Sµ
that κ1 − γ(2)1 ∈ L∗(µ)∗ \ {0} and hence, CloseL∗(µ)P 6= L∗(µ) .
Let now α ∈ [1,+∞) . Applying left equality (2.4.2) to the vanishing at zero polyno-
mials we get ∫
R
p(t)
tfα(t)
(1 + |t|)α dµ(t) = 0 ∀ p ∈ P .
If (see 1.1) µ(S|fα| \{0}) > 0 then tfα(t)(1+|t|)α ∈ Lβ(µ)\{0} and consequently, CloseLα(µ)P 6=
Lα(µ) . But if µ(S|fα| \ {0}) = 0 then µ({0}) > 0 , 0 ∈ S|fα| and by (2.4.2): µ({0}) =
1/fα(0) > 0 . Equalities (2.4.2) yield:
0 =
∫
R
p(t)ϕα(t) dµ(t) ∀ p ∈ P , ϕα(t) = fα(t)− |t|
αgα(t)
(1 + |t|)α .
It is easy to verify that ϕα ∈ Lβ(µ) and if dµ0 := dµ− 1fα(0) · δ0 then for arbitrary ε > 0 :
‖ϕα‖βLβ(µ) ≥
+ε∫
−ε
|ϕα(t)|β dµ0(t) + 1
fα(0)
|ϕα(0)|β ≥ fα(0)β−1 > 0 ,
if α > 1 , and ‖ϕ1‖L∞(µ) ≥ fα(0) > 0 , if α = 1 , i.e. ϕα ∈ Lβ(µ) \ {0} and hence,
CloseLα(µ)P 6= Lα(µ) .
2.4.2. Necessity. Let α ∈ R∗ and CloseLα(µ)P 6= Lα(µ) . Then by Hahn-
Banach theorem and Theorem 1.3 for α ∈ [1,+∞) there exists such gα ∈ Lβ(µ) \ {0} ,
1/α+ 1/β = 1 , that: ∫
R
p(t)gα(t) dµ(t) = 0 ∀ p ∈ P , (2.4.5)
and if α = ∗ then ∃γ ∈M(R) , |γ|(Sµ) > 0 , |γ|(R \ Sµ) = 0 :∫
R
µ(t)p(t) dγ(t) = 0 ∀ p ∈ P . (2.4.6)
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Under these conditions function
ϕα(z) :=
∫
R
gα(t)
t− z dµ(t), if 1 ≤ α < +∞ ; ϕ∗(z) :=
∫
R
µ(t)
t− z dγ(t), if α = ∗ ; (2.4.7)
is analytic on C \ R and not identically zero. Thus, ∃λα ∈ [1, 2] : ϕα(iλα) 6= 0 . Besides
that it is easy to derive from (2.4.5) and (2.4.6) that for any z ∈ C \ R and p ∈ P[C] :
p(z)ϕα(z) :=
∫
R
p(t)gα(t)
t− z dµ(t), 1 ≤ α < +∞ ; p(z)ϕ∗(z) :=
∫
R
p(t)µ(t)
t− z dγ(t), α = ∗ ;
(2.4.8)
Setted in (2.4.8) z = iλα we get for α ∈ [1,+∞) :
|p(iλα)| ≤
‖gα‖Lβ(µ)
|ϕα(iλα)|
∫
R
|p(t)|α
|t− iλα|α dµ(t)
1/α ≤ √2 ‖gα‖Lβ(µ)|ϕα(iλα)| ‖p‖Lα(µα) , (2.4.9)
and for α = ∗ :
|p(iλα)| ≤
‖p‖L∗(µ∗)
|ϕ∗(iλ∗)|
∫
R
1 + |t|
|t− iλ∗| d|γ|(t) ≤
√
2 ‖γ‖
|ϕ∗(iλ∗)| ‖p‖L∗(µ∗) . (2.4.10)
Thus, Mα(µα, iλα) < ∞ and by (2.3.2): 1/ρα(µα) ≤ Mα(µα, iλα) < ∞ , what together
with arised from (2.3.2) and (2.1.6) inequality
1
ρα(µ
(2)
α )
≤Mα(µ(2)α , iλα) ≤
1
|iλα|Mα(µα, iλα) < ∞ ,
gives validity of the inequalities (2.2.2). Theorem 2.1 is proved.
CHAPTER III. Hamburger and Krein classes of entire functions
3.1. Notations and Definitions. A function f : C→ C is said to be of exponential
type if |f(z)| ≤ Ceσ|z| ∀z ∈ C for some σ,C > 0 , and of minimal exponential type if
∀ε > 0 ∃ Cε > 0 : |f(z)| ≤ Cεeε|z| ∀ z ∈ C . (3.1.1)
Let E , E1, E0 denote the sets of all entire functions, entire functions of exponential type and
entire functions of minimal exponential type, respectively; Λf – the set of all zeros f ∈ E ;
CloseEA – the closure A ⊆ E with respect to topology τE of the uniform convergence on all
compact subsets of C ; CloseLα(µ)A – the closure A ⊆ Lα(µ) in the space Lα(µ) , α ∈ R∗ (see
2.1); degP – degree of the polynomial P ∈ P[C] ; a ∨ b := max {a, b} , a, b ∈ R ; coA – convex
hull of A ⊆ C ; cardB ∈ Z0 ∪ {∞} – number of elemens in the set B . Function f ∈ E is said
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to be real if f(R) ⊆ R . For n ∈ Z0 and X ∈ {Pn,P, E , E1, E0} let X(R) denote the set of real
functions from X with real zeros only and X∗(R) – the set of real functions f ∈ X all zeros
of which are real, simple and f(0) = 1 . The sets of real functions from P, E with only real and
simple zeros will be denoted by Ps(R), Es(R) , respectively.
Let us remind that [30, VIII.1] the set A ⊆ E is said to be normal if CloseEA is a compact
set with respect to the topology τE or, what is the same [26, IV.41, II.20; 37, I.6.1], if any
sequence in A contains the convergent subsequence with respect to the same topology τE .
3.1.1. Cartwright class. The set of entire functions f ∈ E1 satisfying inequality∫
R
log+ |f(t)|
1 + t2
dt <∞ , log+ x := 0 ∨ log x, x ≥ 0 , (3.1.2)
is called the Cartwright class and will be denoted by Cartwright . Each f ∈ Cartwright is an
element of so-called (A) class of entire functions, i.e.
∑
λ∈Λf\{0}
∣∣Im 1λ ∣∣ < ∞ , and satisfies [29,
V.4, Th.7] the stronger inequality: ∫
R
|log |f(t)||
1 + t2
dt <∞ . (3.1.3)
It is known also [29, V.6, Th.13] that f ∈ Cartwright ∩ E(R) has the following representation:
f(z) = c · zm lim
R→+∞
∏
λ∈(−R,R)∩(Λf\{0})
(
1− z
λ
)
, z ∈ C, c ∈ R \ {0} , m ∈ Z0 , (3.1.4)
and there exist the finite limits: lim
R→+∞
card(Λf∩[0,R])
R = limR→+∞
card(Λf∩[−R,0])
R ,
δf := lim
R→+∞
δf (R) ; δf (R) :=
∑
λ∈(−R,R)∩(Λf\{0})
1
λ
. (3.1.5)
It is worth to remind that Lindelof and Hadamard’s [29, I] theorems for any f ∈ E0(R) give an
existence of the finite limit (3.1.5), equality δf = 0 and validity of the representation (3.1.4).
3.1.2. Krein class. According to [2, III] and [25] (see also [8, 9, 7, 39]) function f ∈ Es(R)
is said to be a function of Krein class K if its reciprocal can be represented as a series of simple
fractions:
1
f(z)
= A+
B
z
+
∑
n≥1
An
z
λn(z − λn) , z ∈ C \ {λn}n≥1 ;
where λn 6= 0, A,B,An, λn ∈ R ∀ n ≥ 1 and
∑
n≥1
|An|
λn
2 < ∞ .
3.1.3. Related to the Krein class definitions. For every f ∈ Es(R) define
df := inf
q ∈ Z | ∑
λ∈Λf\{0}
1
|f ′(λ)| · |λ|q+1 < ∞
 , (3.1.6)
considering inf ∅ := +∞ . If f ∈ Es(R) and df < +∞ , then for every p ∈ Z0 , p ≥ df one can
introduce entire function:
∆pf (z) :=
1
f(z)
− χΛf (0)
f ′(0) · z −
∑
λ∈Λf\{0}
zp
λpf ′(λ)(z − λ) , z ∈ C , (3.1.7)
and meromorphic function:
mpf (z) :=
χΛf (0)
f ′(0) · z +
p−1∑
k=0
zk
k!
(
1
f(z)
− χΛf (0)
f ′(0) · z
)(k)
(0)+
∑
λ∈Λf\{0}
zp
λpf ′(λ)(z − λ) , z ∈ C , (3.1.8)
where
−1∑
k=0
:= 0 .
3.1.4. Hamburger class. Hamburger in [16] defined the class H of entire functions
f ∈ Es(R) , satisfying the following two conditions:
(3.1.9a) 1f(z) =
∑
λ∈Λf
1
f ′(λ)(z−λ) , z ∈ C \ Λf ;
(3.1.9b)
∑
λ∈Λf
|λ|n
|f ′(λ)| < ∞ ∀ n ∈ Z0 .
3.1.5. Laguerre-Po´lya class. We will consider below a certain subclass of the well-
known second Laguerre-Po´lya class [21, p.336; 18, III.3, Def.3.1; 29, VIII; 27]:
LPII :=
beaz−c2z2 ∏
n≥1
(1− z
λn
)e
z
λn | a, c ∈ R, b, λn ∈ R \ {0} ∀n ≥ 1,
∑
n≥1
1
λ2n
<∞
 ,
namely,
LP0II :=
beaz ∏
n≥1
(1− z
λn
)e
z
λn | a ∈ R, b, λn ∈ R \ {0} ∀n ≥ 1,
∑
n≥1
1
λ2n
<∞
 . (3.1.10)
3.2. Normal polynomial families in Lp(µ) .
3.2.1. It follows from the definition of Mα(µ, z) that for every α ∈ R∗ the following
implication holds:
p ∈ P[C] , ‖p‖Lcα(µ) ≤ 1 ⇒ |p(z)| ≤Mα(µ, z) ∀ z ∈ C . (3.2.1)
Inequality (3.2.1) become essential when CloseLα(µ)P 6= Lα(µ) . It is known that in this
case (2.4.8), (2.4.9) and (2.4.10) imply the uniform boundedness of Mα(µ, z) on any
segment of the form ia + b · I , a ∈ R \ {0} , b > 0 , which also does not include any
zero of the defined in (2.4.7) function ϕα(z) . In view of the Proposition 2.3 this means
the uniform boundedness of Mα(µ, z) on any compact subset of the complex plane C .
Thus, by virtue of Vitali’s classical compactness theorem and (3.2.1) we deduce that each
subset
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Pα(µ) :=
{
p ∈ P | ‖p‖Lα(µ) ≤ 1
}
, Pcα(µ) :=
{
p ∈ P[C] | ‖p‖Lcα(µ) ≤ 1
}
, (3.2.2)
is normal and so their closures Eα(µ) := CloseEPα(µ) , E cα(µ) := CloseEPcα(µ) are compact
sets in the topology τE and moreover
|f(z)| ≤Mα(µ, z) ∀ z ∈ C ∀ f ∈ E cα(µ) . (3.2.3)
Inequality (3.2.1) for α = 2 was indicated in [38, Th.2.5] where also the problem
about the complete description of the set E cα(µ) was raised. In addition, known
M. Riesz’s theorems [2, Th.2.4.1,2.4.3] assert that the function Mα(µ, z) for α = 2
is of minimal exponential type and inequality (3.1.2) holds for f(t) = Mα(µ, t) there.
These two properties of Mα(µ, z) were proved for α = ∗ by S. Mergelyan in [32] and for
arbitrary α ∈ R∗ - by B.Ja.Levin in [30].
Observe, that for arbitrary α ∈ R∗ condition (3.1.2) for f(t) = Mα(µ, t) in view of
the evident lower bound:
Mα(µ, z) ≥ 1‖µ‖α
∀ z ∈ C , ‖µ‖α :=
{ |µ|(R) , 1 ≤ α <∞;
‖µ‖C(R) , α = ∗; (3.2.4)
is equivalent to the condition (3.1.3) with the same f(t) . In the next item 3.2.2 we will
prove the following statement using proofs from [32, item 13] and [2, Th.2.4.3].
Proposition 3.1. ([30, 32, 36, 2]) Let α ∈ R∗ and CloseLα(µ)P 6= Lα(µ) . Then
function Mα(µ, ·) : C → (0,+∞) is of minimal exponential type and inequality (3.1.3)
holds for f(t) = Mα(µ, t) .
That is why Proposition 3.1 together with inequality (3.2.3) shows that for arbitrary
α ∈ R∗ incompleteness of P in Lα(µ) means that
E cα(µ), Eα(µ) ⊆ E0 ∩ Cartwright (3.2.5)
and therefore in that case polynomials can approximate in the space Lα(µ) only those
functions which from their domain of definition in Lα(µ) can be extended into the whole
complex plane as an entire function of minimal exponential type from the Cartwright
class.
3.2.2. Proof of Proposition 3.1.
Let α ∈ R∗ . Since Mα(λ · µ, z) = 1λMα(µ, z) ∀λ > 0 , then without loss of generality
one may consider ‖µ‖α = 1 . By Proposition 2.3 and (3.2.4) to prove inequality (3.1.1) it
is sufficient to show that:
∀ε > 0 ∃Cε > 0 : log |Mα(µ, z)| ≤ Cε + ε|y| ∀ z = x+ iy ∈ A , (3.2.6)
where A := {z ∈ C | y ≥ 2 + |x| } . But defined in (2.4.7) function ϕα(z) is uniformly
bounded in Imz ≥ 1 and so by known corollary of Jensen theorem [22, IV.D, VI.C]:∫
R
| log |ψ(t)| |
1 + t2
dt <∞ , (3.2.7)
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for ψ(t) = ϕα(1 + it) , t ∈ R . Using the similar to (2.4.9) and (2.4.10) estimates one can
easily obtain an existence of such constant Cα > 0 that:
|p(1 + it)| ≤ Φ(t) ∀ t ∈ R ∀ p ∈ Pcα(µ) , (3.2.8)
where:
Φ(t) :=
Cα
|ϕ(1 + it)| ∀ t ∈ R . (3.2.9)
Since (3.2.7) is valid and for ψ = Φ , then using the Poisson formula [29, V.2, Th.4] for
the harmonic in Imz ≥ 1 function log p∗(z) (polynomial p∗ ∈ π(p) ⊆ Pcα(µ) has been
defined at the beginning of the section 2.3.) we will get from the formulas (2.1.4), (2.3.1)
for z = x+ iy ∈ A the following inequalities:
log |Mα(µ, z)| = sup
p∈Pcα(µ)
log |p∗(z)| = sup
p∈Pcα(µ)
y − 1
π
∫
R
log |p∗(i+ t)|
(t− x)2 + (y − 1)2 dt ≤
≤ y − 1
π
∫
R
γ(t)
(t− x)2 + (y − 1)2 dt ,
where γ(t) := | log Φ(t)| , t ∈ R . Since for all z ∈ A : (t − x)2 + (y − 1)2 ≥ 1
2
(1 + t2)
∀ t ∈ R , then validity for arbitrary T > 0 and z ∈ A of the following relations (cf. [2,
Th.2.4.3, Proof]):∫
|t|≥T
γ(t)
(t− x)2 + (y − 1)2 dt ≤ 2
∫
|t|≥T
γ(t)
1 + t2
dt; lim
y→+∞
T∫
−T
γ(t)
(t− x)2 + (y − 1)2 dt = 0 ,
implies a correctness of (3.2.6).
To prove (3.1.3) for f(t) = Mα(µ, t) , observe, at first, that due to (2.1.4):
1
4
Mα(µ, x)
2 ≤ sup
p∈Pα(µ)
(1 + p(x)2) = sup
p∈Pα(µ)
|p−(x)|2 ∀ x ∈ R ,
where the polynomial p− ∈ P[C] contains all zeros of the polynomial 1 + p(z)2 lying
in H− := {z ∈ C | Imz < 0 } and 1 + p(x)2 = |p−(x)|2 ∀ x ∈ R . But ‖p−‖Lcα(µ) ≤√
2 ‖1 + |p|‖Lα(µ) ≤ 2
√
2 and so
1 ≤Mα(µ, x) ≤ 2 sup
q∈P−α (µ)
|q(x)| ∀ x ∈ R , (3.2.10)
where P−α (µ) :=
{
q ∈ P[C] | Λq ⊂ H−, ‖q‖Lcα(µ) ≤ 2
√
2, |q(x)| ≥ 1 ∀ x ∈ R
}
. Since
P−α (µ) ⊆ 2
√
2Pcα(µ) , then denoting for the introduced in (3.2.9) function Φ : τ(t) :=
| log 2√2Φ(t)| , t ∈ R , we can state that for arbitrary q ∈ P−α (µ) function log |q(z)|
is a harmonic function in 0 ≤ Imz ≤ 1 and in view of (3.2.8) it satisfies inequality:
log |q(1 + it)| ≤ τ(t) ∀ t ∈ R . But (3.2.7) is true for ψ = 2√2Φ and that is why
application of the Poisson formula to log |q(z)| gives possibility to continue inequality
(3.2.10) as follows:
log
Mα(µ, x)
2
≤ sup
q∈P−α (µ)
1
π
∫
R
log |q(1 + it)|
1 + (t− x)2 dt ≤
1
π
∫
R
τ(t)
1 + (t− x)2 dt, ∀ x ∈ R . (3.2.11)
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Using Fubini theorem and equality
∫
R
(1+x2)−1[1+ (t−x)2]−1 dx = 2π(t2+4)−1 , we get
from (3.2.11) the required inequality:∫
R
log |Mα(µ, x)|
1 + x2
dx ≤ π log 2 + 4
∫
R
τ(t)
1 + t2
dt < ∞ .
Proposition 3.1 is proved.
3.3. New version of M.G.Krein’s Theorem and its corollaries.
3.3.1. Setting of a problem and M. Krein’s theorem.
Let f ∈ E∗(R) and Λf = {λn}n≥1 . By Mittag-Leffler theorem [31, v.II] there exists
such sequence {pn}n≥1 ⊂ Z0 that∑
n≥1
|z|pn
|λn|1+pn|f ′(λn)| < ∞ ∀ z ∈ C (3.3.1)
and function
1
f(z)
−
∑
n≥1
zpn
λpnn f ′(λn)(z − λn)
is an entire function, where for λ, z ∈ C and positive integer p : (z/λ)p(z − λ)−1 =
(z − λ)−1 + 1
λ
+ z
λ2
+ . . .+ z
p−1
λp
. Assumptiom (see (3.1.6)) df < +∞ gives possibility to
set in (3.3.1) pn = p ≥ 0 ∨ df ∀ n ≥ 1 and consider an entire function ∆pf (z) defined
by (3.1.7). Just such assumption about the entire functions from more wide class (A)
(see 3.1.) have been made by M. Krein in [24]. But everywhere below we will consider
M. Krein’s results only on the set of real entire functions all zeros of which are real.
So, for f ∈ E∗(R) M. Krein in [24] made an assumption df < +∞ and considered
the problem of the description of all those functions f ∈ E∗(R) entire function ∆pf(z) of
which for some p ≥ 0 ∨ df is a polynomial.
M. Krein in [24] proved theorem which is described detally in [29], has a self-contained
proof in [23] and has been discussed also in [34, 25, 9, 11]. We will use the following its
version given in [9, Th.6.1].
Proposition 3.2. Let f ∈ Es(R) and the following relations hold:∑
λ∈Λf
1
|f ′(λ)| <∞ ;
1
f(z)
=
∑
λ∈Λf
1
f ′(λ)(z − λ) , ∀ z ∈ C \ Λf .
Then f ∈ Cartwright .
Such form of M. Krein’s theorem requires some additional comments. It was proved
in [9, Lemma 6.3] that if f ∈ Es(R) , df < +∞ and for some p ≥ 0 ∨ df entire function
∆pf (z) is a polynomial then for any polynomial Q ∈ Ps(R) , satisfying ΛQ ∩ Λf = ∅ ,
degQ > p ∨ deg∆pf , function g := Q · f has the property ∆0g(z) ≡ 0 . That is why
under these conditions using Proposition 3.2 we get also f ∈ Cartwright . So, taking into
23
account that remark from the paper [9] and also indicated in 3.1 possibility to substitute
inequality (3.1.2) by (3.1.3) we can reformulate Proposition 3.2 as follows.
M. Krein Theorem.([24]) Let f ∈ Es(R) and df < ∞ . If for some p ≥ 0 ∨ df
entire function ∆pf (z) is a polynomial then the following two properties hold:
(3.3.2a) f ∈ E1(R) ; (3.3.2b)
∫
R
|log |f(t)||
1+t2
dt <∞ .
Note the following evident properties of the quantity df for f ∈ Es(R) :
(3.3.3a) df ·Q = df − dQ ∀ Q ∈ Ps(R) : ΛQ ∩ Λf = ∅ ;
(3.3.3b)d f
Q
= df + dQ ∀ Q ∈ Ps(R) : ΛQ ⊂ Λf ;
In the paper [9] the following Akhiezer’s [2, III.11] remark was considered: if f ∈ Es(R) ,
df ≤ 1 and ∆1f (z) is a polynomial then deg∆1f = 0 . In the Corollary 6.4 from [9] the
more general result was proved: if f ∈ Es(R) , df <∞ and ∆pf ∈ P for some p ≥ 1∨df ,
then deg∆pf ≤ p−1 , and for p = 0 ≤ df : ∆0f (z) ≡ 0 . Using this fact, Phragmen-Lindelof
principle and possibility to differentiate series (3.1.7) it is easy to derive the validity of
the following statement given here without proof.
Proposition 3.3. Let f ∈ Es(R) , df < +∞ and for some p0 ≥ 0 ∨ df entire
function ∆p0f (z) is a polynomial. Then (see (3.1.8))
(3.3.4a) 1
fa(z)
= mpfa(z) ∀z ∈ C \ Λfa ∀p ≥ 0 ∨ df ∀a ∈ R ;
(3.3.4b) 1
f(z)Q(z)
= mpf ·Q(z) ∀z ∈ C \ Λf ·Q ∀p ≥ 0 ∨ (df − degQ) ∀ Q ∈ Ps(R) :
ΛQ ∩ Λf = ∅ ;
(3.3.4c) Q(z)
f(z)
= mpf
Q
(z) ∀z ∈ C\Λ f
Q
∀p ≥ 0∨(df+degQ) ∀ Q ∈ Ps(R) : ΛQ ⊂ Λf .
where fa(z) := f(z + a) , a ∈ R , z ∈ C .
That is why the following property of functions f ∈ Es(R) : df <∞ and ∃p ≥ 0∨df :
∆pf ∈ P , is invariant with respect to the translation f(z+ a) , a ∈ R , multiplication and
division on the pointed out in (3.3.4b) and (3.3.4c) polynomials.
3.3.2.Main results.
Continuing consideration of the simple properties of the functions from the class E(R)∩
Cartwright , being started in [9, Th.6.2], we establish the following statement.
Lemma 3.1. Let f ∈ E1(R) and∑
λ∈Λf\{0}
1
|λ| <∞ . (3.3.5)
Then the following statements hold:
(3.3.5a) if df < +∞ and coΛf = R then f ∈ E0(R) ;
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(3.3.5b) if f ∈ Cartwright then f ∈ E0(R) ;
(3.3.5c) if f ∈ Cartwright and coΛf 6= R then
∑
λ∈Λf\{0}
log+ |λ|
|λ|
<∞ .
Proof of Lemma 3.1. By Hadamard’s theorem f(z) = e−azP (z) , a ∈ R , z ∈ C ,
P (z) =
∏
λ∈Λf
(1 − z
λ
) where without loss of generality we assume 0 /∈ Λf . If a 6= 0
then change of variables z by −z allows us to consider only the case a > 0 . It is known
[42, 8.6.4., Ex.8.15] that P ∈ E0 and therefore ∃C > 0: |P (z)| ≤ Cea2x ∀ z = x + iy,
y ∈ I , x ≥ 0 . Then |f(x)|, |f ′(x)| ≤ Ce− a2 (x−1) ∀ x ≥ 1 . Such inequalities lead to a
contradiction with df <∞ , if coΛf = R and with inequality (3.1.3), if f ∈ Cartwright .
So, f ≡ P ∈ E0(R) and (3.3.5a), (3.3.5b) are proved. Prove at last (3.3.5c). Change of
variables f(b±x) , b ∈ R , allows us to assume Λf = {λn}n≥1 ⊂ [1,+∞) . Then according
to (3.3.2b) for arbitrary N ≥ 1 :
∫
R
|log |f(x)||
1 + x2
dx ≥
0∫
−∞
logP (x)
1 + x2
dx ≥
N∑
n=1
∞∫
0
log(1 + x
λk
)
1 + x2
dx ≥ (log 2) ·
N∑
n=1
log λk
λk
,
what was to be proved. ✷
Since the Lindelof’s theorem [29, I] implies validity of (3.3.5) for f ∈ E1(R) with
coΛf 6= R , then due to Lemma 3.1 we have validity of the following implication:
f ∈ E(R) ∩ Cartwright, coΛf 6= R ⇒ f ∈ E0(R) . (3.3.6)
The following statement represents another version of M.G. Krein’s theorem.
Theorem 3.1. Let f be non-constant real entire function with only real and simple
zeros and
df := inf
q ∈ Z | ∑
λ∈Λf\{0}
1
|f ′(λ)| · |λ|q+1 < ∞
 < +∞. (3.3.7)
The following statements are equivalent:
(3.3.8a) There exists such integer p ≥ 0 ∨ df that entire function
1
f(z)
− χΛf (0)
f ′(0) · z −
∑
λ∈Λf\{0}
zp
λpf ′(λ)(z − λ)
is a polynomial.
(3.3.8b) Function f is an entire function of exponential type and∫
R
| log |f(t)| |
1 + t2
dt <∞ .
(3.3.8c) If coΛf = R , then f is an entire function of exponential type, but if
coΛf 6= R , then f is an entire function of minimal exponential type.
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Implication (3.3.8a) ⇒ (3.3.8b) coincides identically with M. Krein’s theorem. Im-
plication (3.3.8b) ⇒ (3.3.8a) has been proved by L.de Branges in his famous paper [12,
Lemma 2], where one need to take G ∈ P and observe that |F (iy)| tends to infinity faster
than any exponential function. Implication (3.3.8b) ⇒ (3.3.8c) follows from (3.3.6).
Implication (3.3.8c) ⇒ (3.3.8a) for the entire functions of minimal exponential type
was proved in the master’s thesis of Henrik L. Pederson at University of Copenhangen
and can be found in [9] as Theorem 6.6. In view of Lemma 3.1 it is remained to prove
only those part of (3.3.8c) ⇒ (3.3.8a) where f ∈ E1(R) \ E0(R) , coΛf = R and so by
(3.3.5a)
∑
λ∈Λf\{0}
1
|λ|
= ∞ . This part can be easily derived from the following theorem
which will be proved in 3.5.
Theorem 3.2. Let real entire transcendental function f has only real zeros and
taking into account their multiplicity {λk | Q < k < P } := Λf \{0} , P,Q ∈ Z∪{±∞} ,
λk ≤ λk+1 ∀ Q < k < P − 1 . Let also exist such increasing sequences of positive real
numbers Rn, rn , n ≥ 1 , that Rn, rn → +∞ , n→∞ , and
f(z) = zm
f (m)(0)
m!
· lim
n→∞
∏
λ∈(Λf \{0})∩(−rn,Rn)
(
1− z
λ
)
∀ z ∈ C , (3.3.9)
where m ∈ Z0 .
Then f ∈ LP0II and there exist such sequences of integers pN , qN : Q < qN < pN < P ,
N ≥ 1 , that the polynomial divisors of the function f which have the following form:
PN(z) :=
f (m)(0)
m!
· zm ·
pN∏
k=qN
(
1− z
λk
)
(3.3.10)
converge to f(z) uniformly on any compact subset of C and satisfy conditions:
(3.3.11a) (−N,N) ∩ Λf ⊆ {λk}pNk=qN ;
(3.3.11b) |PN(x)| ≥ 1e · |f(x)| ∀ x ∈ [λqN , λpN ] ;
(3.3.11c) |P (mk)N (λk)| ≥ 1e · |f (mk)(λk)| ∀ qN ≤ k ≤ pN ,
where mk ≥ 1 denotes the multiplicity of zero λk ∈ Λf \ {0} ∀ Q < k < P (in terms of
the set Λf this means that mk is a number of the equal to λk elements in Λf ).
Remark 3.1.(Sense of the condition (3.3.8c)) Representation (3.3.9) means in par-
ticular that function f can be obtained not only as a limit of some sequence of real
polynomials with real zeros but as a limit of its polynomial divisors. Consider an arbi-
trary f ∈ Es(R) ∩ E1 with df < +∞ and clarify in what cases that function cannot be
represented as a limit of its polynomial divisors. If f ∈ E0 then (3.3.9) is a corollary of
Lindelof’s theorem. Let f ∈ E1 \ E0 .
If
∑
λ∈Λf\{0}
1
|λ|
= ∞ then once more by Lindelof’s theorem coΛf = R ,
∑
λ∈Λf ,λ>0
1
|λ|
=∑
λ∈Λf ,λ<0
1
|λ|
= +∞ and using the Hadamard’s theorem we get for some a ∈ R , m ∈ Z0
and any R, r > 0 :
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m!f(z)
f (m)(0)zm
= e−az ·
∏
λ∈Λf\{0}
(
1− z
λ
)
e
z
λ = e(δf (r,R)−a)z · fr,R(z) ·
∏
λ∈(Λf\{0})∩(−r,R)
(
1− z
λ
)
,
where fr,R(z) :=
∏
λ∈Λf\(−r,R)
(
1− z
λ
)
e
z
λ , δf (r, R) :=
∑
λ∈(Λf \{0})∩(−r,R)
1
λ
. Choosing two
sequences rn, Rn , n ≥ 1 , so that rn, Rn → +∞ , δf(rn, Rn) → a , n → ∞ , we get
representation (3.3.9).
If now
∑
λ∈Λf\{0}
1
|λ|
< ∞ then by (3.3.5a) coΛf 6= R and by virtue of Hadamard’s
theorem f(z) = eazf0(z) , f0 ∈ E0 , a ∈ R \ {0} . Our condition df < +∞ for functions
of such kind indicates only that a > 0 , if sup Λf = +∞ , and a < 0 , if inf Λf = −∞ .
But in both cases f of this kind cannot be represented as a limit of some its polynomial
divisors. Just that class of entire functions has been excluded by condition (3.3.8c).
That is why any f ∈ Es(R) which satisfies (3.3.8c) and df < +∞ can be represented
in the form of (3.3.9). ✷
Proof of Theorem 3.1. As it was noted above it is remained to prove only
implication (3.3.8c) ⇒ (3.3.8a) where in view of Remark 3.1 one can apply to the
considered function f the Theorem 3.2. But firstly we multiply f on the polynomial
Q satisfying (3.3.3a) in order to obtain dg ≤ −1 for g := f · Q . Approximating g by
polynomials PN from Theorem 3.2 we will get by (3.3.11c) for arbitrary z ∈ C \Λg and
R > 0 : ∣∣∣∣∣∣ 1PN (z) −
∑
λ∈ΛPN∩(−R,R)
1
P ′N(λ)(z − λ)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
λ∈ΛPN \(−R,R)
1
P ′N(λ)(z − λ)
∣∣∣∣∣∣ ≤
≤ e
 ∑
λ∈Λg\(−R,R)
1
|g′(λ)|
 · sup
λ∈Λg\(−R,R)
1
|z − λ| (3.3.12)
and passing to the limit as N →∞ , we obtain for every z ∈ C \ Λg :∣∣∣∣∣∣ 1g(z) −
∑
λ∈Λg∩(−R,R)
1
g′(λ)(z − λ)
∣∣∣∣∣∣ → 0, R → +∞ , (3.3.13)
from where with the help of Proposition 3.3 we derive the required property (3.3.8a) for
the function f . ✷
Theorems 3.1, 3.2 and Remark 3.1 give possibility to characterize Hamburger and
Krein classes of entire functions (see 3.1) in terms of the behavior of the derivative
numbers {f ′(λ)}λ∈Λf of the entire function f .
Corollary 3.1.
1. Entire function f(z) belongs to the Krein class K if and only if it has the following
properties:
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(3.3.14a) f is a real function with only real and simple zeros Λf ;
(3.3.14b) if coΛf = R then f is of exponential type, but if coΛf 6= R then f is of
minimal exponential type ;
(3.3.14c)
∑
λ∈Λf
1
(1+λ2)|f ′(λ)|
< ∞ .
2. Entire function f(z) belongs to the Hamburger class H if and only if it has the
following properties:
(3.3.15a) f is a real function with only real and simple zeros Λf ;
(3.3.15b) if coΛf = R then f is of exponential type, but if coΛf 6= R then f is of
minimal exponential type ;
(3.3.15c) lim
|λ|→∞
λ∈Λf
|λ|n
|f ′(λ)|
= 0 ∀ n ∈ Z0 . △
It should be noted that entire functions satisfying conditions (3.3.14a) and (3.3.14b)
form a sufficiently large subset of the second Laguerre-Po´lya class LPII of entire functions
and each of them can be represented as follows:
f(z) =

c · zq · ∏
k≥1
(
1− z
λk
)
;
∑
k≥1
1
|λk|
<∞ , if co {λk}k≥1 6= R ;
c · zq · eaz · ∏
k≥1
(
1− z
λk
)
e
z
λk ; a ∈ R, ∑
k≥1
1
λ2
k
<∞ , if co {λk}k≥1 = R ;
(3.3.16)
where c, λk ∈ R \ {0} ∀ k ≥ 1 , λk 6= λm , if k 6= m , k,m ≥ 1 , q ∈ Z0 . But if we
impose on the function f from that class only one condition on their derivative numbers:
df < +∞ , or, what is the same,
lim
|λ|→∞
λ∈Λf
log+ 1
|f ′(λ)|
log |λ| < +∞ , (3.3.17)
then by Theorem 3.1 we can conclude that this function f will be an element of
Cartwright class, what in the case co {λk}k≥1 6= R means by virtue of Lemma 3.1 that∑
λ∈Λf\{0}
log+ |λk|
|λk|
< ∞ and in the case co {λk}k≥1 = R gives an existence of the limit
δf := lim
R→+∞
∑
λ∈(−R,R)∩(Λf\{0})
1
λ
, equality a+ δf = 0 and also an existence and equality
of two finite limits: lim
R→+∞
card(Λf∩[0,R])
R
= lim
R→+∞
card(Λf∩[−R,0])
R
(see [29, V.4, Th.11]).
Besides that Theorem 3.2 and Remark 3.1 allow us to establish direct and inverse
polynomial approximation theorem for the entire functions from Hamburger and Krein
classes. It should be noted here that since both classes H and K are subsets of the second
Laguerre-Po´lya class LPII then every function from these classes can be approximated
[18, III, Th.3.2] by real polynomials with real zeros only with respect to the topology τE .
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Corollary 3.2.
1. Entire function f(z) belongs to the Krein class K if and only if there exists the
sequence of real polynomials {Pn}n≥1 with only real and simple zeros {ΛPn}n≥1 which
uniformly on any compact subset of the complex plane converges to the function f and
for some does not depending on n constant C > 0 the following inequality holds:∑
λ∈ΛPn
1
(1 + λ2)|P ′n(λ)|
≤ C ∀ n ≥ 1 . (3.3.18)
2. Entire function f(z) belongs to the Hamburger class H if and only if there exists
the sequence of real polynomials {Pn}n≥1 with only real and simple zeros {ΛPn}n≥1 which
uniformly on any compact subset of the complex plane converges to the function f and
for some does not depending on n function w : R → (0,+∞) , sup
x∈R
|x|nw(x) < +∞
∀ n ∈ Z0 , the following inequality holds:
|P ′n(λ)| ≥
1
w(λ)
∀ λ ∈ ΛPn ∀ n ≥ 1 . (3.3.19)
Moreover, in both items the approximating polynomial sequence can be chosen as the subset
of all polynomial divisors of the function f(z) .
Proof of Corollary 3.2. Necessity follows easily from the Theorems 3.1, 3.2
and Remark 3.1.
Sufficiency. 1. Multiplying each polynomial Pn , n ≥ 1 , on the polynomial of the
second degree Q2 ∈ Ps(R) satisfying ΛQ2 ∩ Λf = ∅ we by Hurwitz’s theorem obtain
ΛQ2 ∩ ΛPn = ∅ for sufficiently large n . Resulting polynomial sequence converges to
g := Q2 · f , where dg ≤ −1 . Performing similar to (3.3.12) estimate with R > 2|z| we
get after passage to the limit as n→∞ relation (3.3.13) which by Proposition 3.3 yields
f ∈ K .
2. Here one need to use Po´lya-Laguerre [29, VIII.1, Th.3] theorem according to which
for some does not depending on n constant M > 0 :
∑
λ∈ΛPn
1
1+λ2
≤ M ∀ n ≥ 1 . We
can perform a similar to (3.3.12) estimate from where taking into account the following
corollary of (3.3.19):∑
λ∈ΛPn\(−R,R)
1
|Pn′(λ)| ≤
∑
λ∈ΛPn\(−R,R)
(1 + λ2)w(λ)
1 + λ2
≤M ∥∥(1 + x2)w∥∥
C(R)
,
one can easily obtain for R > 2|z| (3.3.13) and then by (3.3.19) f ∈ H . ✷
3.4. Strictly normal polynomial families.
3.4.1. Main results. Recall (see 3.1) that P∗(R) denotes the set of real polynomials
P with only real and simple zeros and P (0) = 1 .
Let G ⊆ P∗(R) be a normal family of polynomials (see 3.1). Making use a proof
by contradiction it is easy to derive succeeding the proof of Po´lya-Laguerre [18, III,
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Th.3.3] theorem that λ1(G) := supP∈G |P ′(0)| = supP∈G
∣∣∑
λ∈ΛP
1
λ
∣∣ < ∞ and λ2(G) :=
supP∈G (P
′(0)2 − P ′′(0)) = supP∈G
∑
λ∈ΛP
1
λ2
< ∞ . Conversely, if these quantities
are finite then an obvious inequality |(1− z)ez| ≤ e 12 |z|2 ∀ z ∈ C implies |P (z)| ≤
exp
(
M1|z|+ 12M2|z|2
) ∀ z ∈ C , i.e. by Vitali’s classical compactness theorem G is a
normal set. Thus, we have proved the following statement (see also [29, VIII.1]).
Proposition 3.4. Polynomial family G ⊂ P∗(R) is a normal set if and only if
the following two conditions hold:
(3.4.1a) λ1(G) := sup
P∈G
∣∣∣∣∣ ∑λ∈ΛP 1λ
∣∣∣∣∣ <∞ ; (3.4.1b) λ2(G) := supP∈G ∑λ∈ΛP 1λ2 <∞ .
By well-known Po´lya-Laguerre theorem [18, III, Th.3.3] the closure of normal set
G ⊂ P∗(R) denoted as CloseEG is a compact subset of the second Laguerre-Po´lya class
of the entire functions LPII [18, III, Def.3.1].
Definition 3.1. Normal family G ⊂ P∗(R) is said to be a strictly normal
polynomial family if for any convergent with respect to the topology τE sequence {Pn}n≥1 ⊆
G satisfying lim
n→∞
degPn =∞ an entire function lim
n→∞
Pn(z) is transcendental.
In terms of the introduced by P. Painleve [26, II.29] notion of upper limit of the
sequence {An}n≥1 of subsets of some topological space with topology τ :
Lsn→∞An :=
⋂
n≥1
Closeτ
(⋃
k≥n
Ak
)
,
where CloseτA denotes the closure of A in the considered topological space, Definition
3.1 means that G ⊂ P∗(R) is a strictly normal polynomial family if and only if G ∩
Lsn→∞ (Gn+1 \Gn) = ∅ , or, what is the same,
G ∩
[⋂
n≥1
CloseE (G \Gn)
]
= ∅ , Gn := {P ∈ G | degP ≤ n} , n ≥ 1 . (3.4.2)
It is easy to verify that the closure CloseEG of the strictly normal polynomial family G
aside from the compactness property have one more characteristic one: the set G being
considered as a subset of the topological space CloseEG with induced topology (from the
whole space of all entire functions with topology τE ) is an open set, i.e.
CloseE ((CloseEG) \G) = (CloseEG) \G . (3.4.3)
In other words (3.4.3) means that any convergent sequence of the transcendental entire
functions {fn}n≥1 ⊆ CloseEG can have in capacity of its limit only also transcendental
entire function or, what is the same, the set (CloseEG) \ G of all transcendental entire
functions from CloseEG is a closed and hence, compact set. That is why the closure of
any strictly normal polynomial set G with respect to topology τE generates at once two
compact sets: CloseEG and (CloseEG) \G .
30
In contrast to normality criterion of the Proposition 3.4 we will be interested here in
those sufficient conditions for the normality and strictly normality of the polynomial set
G ⊂ P∗(R) which can be formulated in terms of derivative numbers {P ′(λ)}λ∈ΛP of the
polynomials from that set and which would give possibility to exclude condition of the
type (3.4.1a) at all and to make condition of the type (3.4.1b) a little weaker.
Lemma 3.2. For arbitrary finite constants α, β, γ, δα, δβ > 0 the set{
P ∈ P∗(R) |
∑
λ∈ΛP
e−α|λ| ≤ δα ; |P ′(λ)| ≥ δβe−β|λ||λ|−1−γ ∀ λ ∈ ΛP
}
(3.4.4)
is normal with respect to topology of the uniform convergence on all compact subsets of
the complex plane (see 3.1).
The sequence of polynomials {1− nx}n≥1 shows that the set (1) for γ = 0 is not
normal. Denote by C∗+(R) the family of all positive functions from C
∗(R) (see 2.1), i.e.
the set of all upper semicontinuous functions µ : R → (0,+∞) , satisfying conditions:
‖xn · µ‖C(R) <∞ ∀ n ∈ Z0 .
Theorem 3.3. For any µ ∈ C∗+(R) and arbitrary finite constants α, γ, δα > 0 the
set {
P ∈ P∗(R) |
∑
λ∈ΛP
e−α|λ| ≤ δα ; |P ′(λ)| ≥ 1
µ(λ)|λ|1+γ ∀ λ ∈ ΛP
}
(3.4.5)
is a strictly normal polynomial set (see Definition 3.1).
Let H∗ := {f ∈ H | f(0) = 1} (P∗(R) ⊂ H∗ ) and for µ ∈ C∗+(R) , γ, Cγ ∈ (0,+∞) ,
denote
P∗H(Cγ, µ) :=
{
P ∈ P∗(R) |
∑
λ∈ΛP
e−|λ| ≤ Cγ ; |P ′(λ)| ≥ 1
µ(λ)|λ|1+γ ∀ λ ∈ ΛP
}
.
(3.4.6)
The set (3.4.6) by Theorem 3.3 is a strictly normal polynomial set. In addition, by virtue
of Corollary 3.2: H∗(Cγ, µ) := CloseEP∗H(Cγ , µ) ⊆ H∗ and so:
H∗(Cγ, µ) =
f ∈ H∗ | ∑
λ∈Λf
e−|λ| ≤ Cγ ; |f ′(λ)| ≥ 1
µ(λ)|λ|1+γ ∀ λ ∈ Λf
 . (3.4.7)
The set (3.4.7) being a compact subset of the Hamburger class of entire functions H
possesses due to (3.4.3) the following property.
Corollary 3.3. Let H∞ denote the set of transcendental entire functions from
the Hamburger class H and for µ ∈ C∗+(R) , γ, Cγ ∈ (0,+∞) :
H∗∞(Cγ, µ) := H∞ ∩H∗(Cγ, µ) . (3.4.8)
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Then the set H∗∞(Cγ, µ) is a compact subset of H∞ and
H∗∞(Cγ, µ) =
f ∈ H∞ | f(0) = 1,∑
λ∈Λf
e−|λ| ≤ Cγ; |f ′(λ)| ≥ 1
µ(λ)|λ|1+γ ∀λ ∈ Λf
 .
(3.4.9)
It should be noted at last that the statements of Lemma 3.2, Theorem 3.3 and Corol-
lary 3.3 remain valid if we substitute the conditions on the derivative numbers of the
entire functions f in (3.4.4, 5, 6, 7, 9) by the following ones:∑
λ∈Λf
1
µ(λ)|λ|β|f ′(λ)|γ ≤ C(β, γ) , β > γ > 0 . (3.4.10)
Such substitution is possible because for any µ ∈ C∗+(R) : (µ)α ∈ C∗+(R) ∀ α > 0 ,
and an arbitrary subset of normal or strictly normal polynomial set possesses also the
corresponding property.
3.4.2. Proof of Lemma 3.2. LetM ≥ α+β+1 and P be an arbitrary polynomial
of the defined by (3.4.4) polynomial family. Since for z ∈ C \ {αn}n≥1 , αn := piM (n− 12) ,
n ∈ Z , the following equality holds:
1
cosh(Mz)
= 1 +
∑
n≥1
(−1)n
M · αn
(
z
z + iαn
+
z
z − iαn
)
,
then, denoting {λk}nk=1 := ΛP , 0 < |λ1| ≤ |λ2| ≤ . . . ≤ |λm| ≤ 1 ≤ |λm+1| ≤ . . . ≤ |λN | ,
0 ≤ m ≤ N , (m = 0 , if |λ1| > 1 ) we obtain for z ∈ C \
(
ΛP ∪ {αn}n≥1
)
:
Φ(z) :=
1
P (z) · cosh(Mz) =
N∑
k=1
1
P ′(λk) cosh(Mλk)
1
z − λk +
i
M
∑
n≥1
(−1)n×
×
[
1
P (iαn)(z − iαn) +
1
P (−iαn)(z + iαn)
]
. (3.4.11)
Differentiating equality (3.4.11) we have Φ′(0) = −P ′(0) , Φ′′(0) = 2P ′(0)2−P ′′(0)−M2
and
P ′(0) =
N∑
k=1
1
λ2k · P ′(λk) cosh(Mλk)
+
i
M
∑
n≥1
(−1)n
α2n
(
1
P (−iαn) −
1
P (iαn)
)
,
P ′′(0) +M2 − 2P ′(0)2 =
N∑
k=1
1
λ3k · P ′(λk) cosh(Mλk)
+
1
M
∑
n≥1
(−1)n
α3n
[
1
P (iαn)
+
1
P (−iαn)
]
,
from where taking into account |P (iλ)| ≥ 1 ∀ λ ∈ R and ∑
n≥1
1
(n−0,5)3
< pi
3
2
, we derive
|P ′(0)| ≤ M +
N∑
k=1
1
λ2k · |P ′(λk)| cosh(Mλk)
, (3.4.12a)
2P ′(0)2 − P ′′(0) ≤ 2M2 +
N∑
k=1
1
|λk|3 · |P ′(λk)| cosh(Mλk) . (3.4.12b)
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If m = 0 , then equalities (3.4.12a), (3.4.12b) and conditions (3.4.4) give estimates of
|P ′(0)| =
∣∣∣∣ N∑
k=1
1
λk
∣∣∣∣ and P ′(0)2 − P ′′(0) = N∑
k=1
1
λ2
k
depending on five constants of Lemma
3.2 only.
If m ≥ 1 then (3.4.12a) and (3.4.4) yield:∣∣∣∣∣
N∑
k=1
1
λk
∣∣∣∣∣ ≤M + 2δβ
m∑
k=1
1
|λk| |λk|
γe−(1+α)|λk | +
2
δβ
N∑
k=m+1
|λk|γ−1e−(1+α)|λk | ≤
≤M + 2δα
δβ
1
|λ1| + 2
δα
δβ
(γ
e
)γ
and therefore, using inequality log(1 + x) ≤ x ∀ x > −1 , we get:
δβe
−β
|λ1|1+γ ≤ |P
′(λ1)| = 1|λ1|
N∏
k=2
(
1− λ1
λk
)
≤ e|λ1|e
−λ1
(
N∑
k=1
1
λk
)
≤
≤ e|λ1|exp
[
M + 2
δα
δβ
(
1 +
(γ
e
)γ)]
.
That is why there exists such constant δ > 0 depending on constants (3.4.4) only that
|λ1| ≥ δ . Since among all zeros of P zero λ1 has a minimal absolute value then it
follows from (3.4.12a), (3.4.12b) and conditions (3.4.4) that there exist the estimates of∣∣∣∣ N∑
k=1
1
λk
∣∣∣∣ and N∑
k=1
1
λ2
k
depending on α, β, γ, δα, δβ > 0 only. This means that conditions of
the Proposition 3.4 are fulfilled and so the set (3.4.4) is normal.
3.4.3. Proof of Theorem 3.3. Denote defined in (3.4.5) set by G . Since µ is
uniformly bounded on the whole real axis then by Lemma 3.2 G is normal and due to
Proposition 3.4 : M := λ1(G) ∨ λ2(G) < +∞ .
Consider an arbitrary convergent to some entire function f polynomial sequence
{Pn}n≥1 ⊆ G , with limn→∞ degPn = ∞ . Denote
{
λ
(n)
k
}rn
k=1
:= ΛPn ,
1
M
≤ |λ(n)1 | ≤
|λ(n)2 | ≤ . . . ≤ |λ(n)rn | < ∞ ∀ n ≥ 1 . By Hurwitz’s theorem for arbitrary p ≥ 1 the
sequence
{
λ
(n)
p
}
n≥np
, rnp ≥ p , has finite or infinite limit. Let for n ≥ np :
Pn,p(x) :=
Pn(x)
∆n,p(x)
, ∆n,p(x) :=
(
1− x
λ
(n)
1
)(
1− x
λ
(n)
2
)
· . . . ·
(
1− x
λ
(n)
p−1
)
,
where p ≥ 2, ∆1,n(x) ≡ 1. Then for all p ≤ k ≤ rn , n ≥ np :
|P ′(λ(n)k )| =
∣∣∣∆p,n(λ(n)k )∣∣∣ · ∣∣∣P ′n,p(λ(n)k )∣∣∣ ≤ (1 +M |λ(n)k |)p−1 · ∣∣∣P ′n,p(λ(n)k )∣∣∣ .
Using (3.4.5) and decomposition formula of Pn,p(z)
−1 on the simple fractions we get:
1 ≤
rn∑
k=p
1
|P ′n,p(λ(n)k )|
1
|λ(n)k |
≤
rn∑
k=p
µ(λ
(n)
k )|λ(n)k |γ ≤
M
|λ(n)p |
∥∥x1+γ(1 + x2)pµ∥∥
C(R)
.
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That is why for arbitrary p ≥ 1 the sequence
{
λ
(n)
p
}
n≥np
has a finite limit λp ∈ Λf and
since by (3.4.5) function f has only simple zeros then all numbers {λp}p≥1 are distinct
and hence, f is a transcendental entire function.
3.5. Proof of Theorem 3.2. It is easy to verify that existence of the indicated
by theorem polynomials is invariant with respect to the change of variables of the kind
f(a ± x) , a ∈ R , and inequality (3.3.11c) can be obtained from (3.3.11b) by division
it on
(
1− x
λk
)mk
. Thus, to prove the theorem it is sufficient to show the validity of
(3.3.11a), (3.3.11b) under conditions 0 /∈ Λf , f(0) = 1 and if coΛf 6= R then without
loss of generality Λf ⊂ (0,+∞) . That is why in the case coΛf 6= R (3.3.9) implies∑
λ∈Λf
1
λ
< ∞ , f ∈ E0(R) and for N > min Λf polynomials PN(x) :=
∏
λ∈Λf∩(0,N)
(
1− x
λ
)
satisfy all conditions of the theorem.
Let now coΛf = R . Then (3.3.9) for z = i means
∑
λ∈Λf
1
λ2
<∞ and then it is easy to
derive from the (3.3.9) at some z ∈ R \ {0} , f(±z) 6= 0 , an existence of finite limit a :=
lim
p→∞
∑
λ∈Λf∩(−rp,Rp)
1
λ
and the following representation:
f(z) = e−az
∏
λ∈Λf
(
1− z
λ
)
e
z
λ . (3.5.1)
So, f ∈ LP0II . Rename zeros of f by: {λk}k≥0 ∪ {−λ−l}l≥1 := Λf , 0 < λk ≤ λk+1 ,
0 < λ−k−1 ≤ λ−k−2 ∀ k ∈ Z0 , and for arbitrary n ≥ 0 , m ≥ 1 set:
S(n,m) := lim
p→∞
 n+(p)∑
k=n+1
1
λk
−
n−(p)∑
l=m+1
1
λ−l
 = a− n∑
k=0
1
λk
+
m∑
l=1
1
λ−l
, (3.5.2)
where n+(p) := max {k ∈ Z0 | λk < Rp} , n−(p) := max {l ≥ 1 | λ−l < rp} , p ≥ 1 . Then
for
Rn,m(z) := lim
p→∞
 n+(p)∏
k=n+1
(
1− z
λk
) n−(p)∏
l=m+1
(
1 +
z
λ−l
) ,
using inequality log(1 + x) ≤ x ∀ x > −1 , we get the following estimate:
0 < Rn,m(x) ≤ e−xS(n,m) ∀ x ∈ [−λ−m, λn], n ≥ 0, m ≥ 1 . (3.5.3)
For fixed arbitraryN ≥ 1 let us find now such positive integers pN , qN that polynomial
PN(z) :=
pN∏
k=0
(
1− z
λk
) qN∏
l=1
(
1 +
z
λ−l
)
will satisfy conditions of the theorem.
Choosing subsequences of {RN}N≥1 and {rN}N≥1 and reindexed them we can consider
that RN > λn+
f
(N)+1 , rN > λn−
f
(N)+1 ∀ N ≥ 1 , where n+f (N) := max {k ∈ Z0 |
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λk < N } , n−f (N) := max {l ≥ 1 | λ−l < N } . Therefore inequalities pN ≥ n+(N) ,
qN ≥ n−(N) yield validity of (3.3.11a).
Denote S(q) := S(n+(q), n−(q)) , q ≥ 1 , and observe that lim
q→∞
S(q) = 0 .
Let S(N) = 0 . Setting pN := n+(N) , qN := n−(N) we get from (3.5.3) validity of
(3.3.11b).
Let S(N) > 0 . Since function ϕ+(n) := S(n+(N) + n, n−(N)) , n ∈ Z0 , decreases
from S(N) to −∞ ≤ −
∞∑
l=1+n−(N)
1
λ−l
< 0 , then it is possible to find such r ∈ Z0 that
ϕ+(1+ r) ≤ 0 < ϕ+(r) , where ϕ+(1+ r) = ϕ+(r)−1/λ1+r+n+(N) . It follows from (3.5.3)
that
Rn+(N)+r+1,n−(N)(x) ≤
{
1, ∀ x ∈ [−λ−n−(N), 0] ;
exp
(
−xϕ+(r) + xλ1+r+n+(N)
)
≤ e , ∀ x ∈ [0, λ1+r+n+(N)] ,
i.e. (3.3.11b) will be true for pN := 1 + r + n+(N) and qN := n−(N) .
Let S(N) < 0 . Since the function ϕ−(m) := S(n+(N), n−(N) + m) , m ≥ 0 ,
increases from S(N) < 0 to 0 <
∑
k≥1+n+(N)
1
λk
≤ +∞ , then one can find such r ∈ Z0
that ϕ−(r) < 0 ≤ ϕ−(r + 1) and, obviuosly, ϕ−(r + 1) = ϕ−(r) + 1/λ−(r+1+n−(N)) . As
well as in the previous case using inequality (3.5.3) we obtain validity of (3.3.11b) for
pN := n+(N) , qN := 1 + r + n−(N) .
Observe now that according to our choice lim
N→∞
S(pN , qN) = 0 and therefore by (3.5.2)
we get:
pN∑
k=0
1
λk
−
qN∑
l=1
1
λ−l
= a− S(pN , qN)→ a , N →∞ ,
i.e. due to (3.5.1) for arbitrary z ∈ C :
PN(z) := e
−(a−S(pN ,qN ))z ·
pN∏
k=0
(
1− z
λk
)
e
z
λk ·
qN∏
l=1
(
1 +
z
λ−l
)
e
z
λ−l → f(z) , N →∞ ,
and moreover, that convergence is uniform on any compact subset of C . Theorem 3.2 is
proved.
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CHAPTER IV. Criterion of the polynomial density in Lp(µ)
4.1. Representation Theorem. Let w(x) be a positive and continuous function
of real x such that for each n = 0, 1, 2, . . ., xnw(x) is bounded on the whole real line. In
1924 S. Bernstein [10] asked for conditions on w that algebraic polynomials P are dense
in the space C0w . In 1959 L.de Branges [12] gived the following its solution.
De Branges Theorem.([12]) If w : R→ (0,+∞) , w ∈ C(R) and ‖xnw‖C(R) <∞
∀ n ∈ Z0 , then CloseC0wP 6= C0w if and only if there exists a real entire function F of
exponential type all whose zeros ΛF are real and simple and which satisfies:∫
R
log+ |F (x)|
1 + x2
dx < +∞ ,
∑
λ∈ΛF
1
w(λ)|F ′(λ)| < ∞.
It should be noted that conditions on w in that theorem in view of Corollary 1.1
mean that C0w is a Banach space, and by Theorem 3.1 and Corollary 3.1 conditions on
F signify in fact that F ∈ H .
In 1996 M. Sodin and P. Yuditskii [41] found a simpler proof of de Branges theorem
and gived its version with weakened conditions on w .
Sodin-Yuditskii Theorem.([41]) Let w : R → [0, 1] is an upper semicontinuous
function on R and ‖xnw‖C(R) < ∞ ∀ n ∈ Z0 . Algebraic polynomials P are not
dense in C0w if and only if there exists such B ∈ H ∩ E0 with zeros ΛB ⊆ Sw :=
{x ∈ R | w(x) > 0 } that ∑
λ∈ΛB
1
w(λ)|B′(λ)| < ∞. (4.1.1)
Observe, that if (4.1.1) is valid for some B ∈ H then according to the established by
Hamburger [16, 2] property of such functions:
∑
λ∈ΛB
λn
B′(λ)
= 0 ∀ n ∈ Z0 , we obtain that
defined by equality dµ :=
∑
λ∈ΛB
δλ
B′(λ)
measure µ , where δλ denotes Dirac’s measure
at the point λ , belongs to M(R) and evaluates (see Th. 1.3) on C0w linear continuous
functional
∫
R
f(x)dµ(x) vanishing at all exponential functions. That is why in that case
P is not dense in C0w and taking into account indicated in Chapter I coincidence of
the seminormed spaces C0h and C
0
Mh
for arbitrary h : R → [0, 1] , we can reformulate
aforementioned theorems as follows.
Proposition 4.1.([12, 41]) Let h : R → [0, 1] , ‖xnh‖C(R) < ∞ ∀ n ∈ Z0 , Mh
is an upper Bair function of h and SMh := {x ∈ R | Mh(x) > 0 } . Then the following
statements hold:
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(1) if algebraic polynomials P are not dense in C0h then there exists such B ∈ H∩E0
that
ΛB ⊆ SMh and
∑
λ∈ΛB
1
Mh(λ)|B′(λ)| <∞ (4.1.2)
(2) if there exists satisfying (4.1.2) B ∈ H , then algebraic polynomials P are not
dense in C0h .
For any positive integer N let P∗N denote the set of real algebraic polynomials P of
degree N with real and simple zeros only and P (0) = 1 . Note that the proof of Theorem
3.3 shows that the closure of intersection (3.4.5) and P∗N is a compact set in the topology
τE . Using the Theorems 3.2, 3.3 and Corollary 3.2 it is easy to get the validity of the
following assertion.
Lemma 4.1. Let w : R → [0, 1] , ‖xnw‖C(R) < ∞ ∀n ∈ Z0 , w is an upper
semicontinuous function on R , σ := χSw(0) ∈ {0, 1} and function θ : [0,+∞) → R
for some finite constants C, c, α > 0 satisfies ce−αx ≤ θ(x) ≤ C
1+x
∀x ≥ 0 . Algebraic
polynomials P are dense in C0w if and only if :
lim
N→∞
min
P∈P∗
N
(∑
λ∈ΛP
θ(|λ|)
|λ| +
∑
λ∈ΛP
1
w(λ)|λ|σ|P ′(λ)|
)
= +∞ (4.1.3)
Calling to mind (see 1.1) that B(R) denotes the family of Borel subsets of R we
formulate now (see also Proposition 2.2) the main result of this paper.
Theorem 4.1. Let 1 ≤ p < ∞ and µ be a positive Borel measure on R with
all finite moments:
∫
R
|x|n dµ(x) < ∞ ∀ n ∈ Z0 , and unbounded support: suppµ :=
{x ∈ R | µ(x− δ, x+ δ) > 0 ∀ δ > 0} .
Algebraic polynomials P are dense in the space Lp(R, dµ) if and only if the measure
µ can be represented in the following form:
µ(A) =
∫
A
w(x)p dν(x) ∀ A ∈ B(R) , (4.1.4)
where ν is some finite positive Borel measure on R and w is some upper semicontinuous
on R function w : R→ [0, 1] , ‖xnw‖C(R) <∞ ∀ n ∈ Z0 , for which algebraic polynomials
P are dense in the seminormed space C0w , i.e. w satisfies (4.1.3).
It is interesting to note that by Theorem 1.3 representation (4.1.4) for the measure µ
holds if and only if L(f) :=
∫
R
f(x) dµ(x) is a linear continuous functional on the semi-
normed space C0wp . Another equivalent to Theorem 4.1 statements and their important
corollaries will be given in the second part of that paper.
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4.2. Preliminary Lemmas.
4.2.1. Formulations.
For arbitrary function f : R→ [−∞,+∞] , denote
domf := {x ∈ R | f(x) < +∞ } , epif := {(x, y) ∈ R2 | y ≥ f(x) } . (4.2.1)
Lemma 4.2. Let µ be a positive Borel measure on R and function α : R →
[0,+∞] is lower semicontinuous on R with µ(domα) > 0 . Then there exists such lower
semicontinuous on R function β that:
(4.2.2a) β(x) ≥ α(x) ∀ x ∈ R ; (4.2.2b) µ (x ∈ R | β(x) 6= α(x) ) = 0 ;
(4.2.2c) µ (y ∈ R | |x− y|+ |β(x)− β(y)| < ε) > 0 ∀ ε > 0 ∀ x ∈ domβ .
Denote by KR the class of entire functions f satisfying conditions:
(3.3.14a) f is a real function with only real and simple zeros Λf ;
(3.3.14b) if coΛf = R then f is of exponential type, but if coΛf 6= R then f is of
minimal exponential type ;
(3.3.17) lim sup
|λ|→∞, λ∈Λf
log+ 1
|f ′(λ)|
log |λ|
< +∞ .
As it was noted after the Corollary 3.1 every function f ∈ KR can be restored by its
zeros up to a constant factor:
f(z) = f (q)(0) · zq · lim
R→+∞
∏
|λ|<R, λ∈Λf\{0}
(
1− z
λ
)
, q ∈ {0, 1} , z ∈ C . (4.2.3)
Lemma 4.3. Let X ∈ {KR,K,H} . For arbitrary B ∈ X with zeros {an}n≥1 := ΛB
there exist such constant C > 0 and such sequence of real positive numbers {δn}n≥1 that
for any sequence of real numbers {bn}n≥1 satisfying condition:
|bn − an| ≤ δn ∀ n ≥ 1 (4.2.4)
it is possible to find such D ∈ X that ΛD = {bn}n≥1 and
|B′(an)| ≤ C · |D′(bn)| ∀ n ≥ 1 . (4.2.5)
4.2.2. Proof of Lemma 4.2.
For arbitrary A ⊆ R2 denote P [A] := {x ∈ R | ∃y ∈ R : (x, y) ∈ A} and let Eα
denote the set of those points x := (x, y) ∈ epiα , for which one can find such ε(x) > 0
that:
µ (P [ ( x+ ε(x)V ) ∩ epiα ]) = 0, (4.2.6)
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where V := {(x, y) ∈ R2 | |x|+ |y| < 1 } . The known property of separable metric spaces
[3, I.5, Lemma 2] means that from the open covering of the set
G :=
⋃
x∈Eα
(x+ ε(x)V ) (4.2.7)
it is possible to extract the countable subcovering: G =
⋃
n≥1Gn , Gn := xn + ε(xn)V ,
xn ∈ Eα ∀ n ≥ 1 . That is why equality (4.2.6) and countable semiadditivity of the
measure µ imply : µ(P [G ∩ epiα]) =µ (⋃n≥1 P [Gn ∩ epiα]) ≤ 0 , i.e.
µ(P [ G ∩ epiα ]) = 0 . (4.2.8)
Since every point in G∩ epiα possesses the property (4.2.6) then the set B := (epiα) \G
contains all those points x ∈ epiα for which
µ(P [ ( x+ εV ) ∩ epiα ]) > 0 ∀ ε > 0 . (4.2.9)
In addition an evident inclusion P [(x+ εV )∩ epiα] ⊆ P [(x+(0, t)+ εV )∩ epiα] ∀ t ≥ 0 ,
ε > 0 , x ∈ R2 , yields B + (0, t) ⊆ B ∀ t ≥ 0 . Therefore the set B coincides with
epigraph epiβ of the lower semicontinuous on R function β defined by formula:
β(x) :=
{
+∞ , x /∈ P [B] ;
min {y ∈ R | (x, y) ∈ B} , x ∈ P [B] .
Validity of (4.2.2a) follows from epiβ ⊆ epiα . Due to (4.2.8): µ(P [epiα \ epiβ]) =
µ(P [G ∩ epiα]) = 0 , and so (4.2.2b) is also true. Since by (4.2.9) for any ε > 0 and
x ∈ epiβ :
0 < µ(P [(x+ εV ) ∩ epiα]) = µ (P [(x+ εV ) ∩ epiβ] ∪ P [(x+ εV ) ∩ (epiα \ epiβ)]) ≤
≤ µ(P [(x+ εV ) ∩ epiβ]) ,
then the property (4.2.2c) is fulfilled. That is why β satisfies all required conditions and
Lemma 4.2 is proved.
4.2.3. Proof of Lemma 4.3. Since the Lemma’s statement is invariant with
respect to the substitution x by x+ a, a ∈ R , we can without loss of generality consider
0 /∈ ΛB . Assuming 0 < |a1| ≤ |a2| ≤ . . . ≤ |an| ≤ . . . , let us set
ρk := min {1, |ak|, { | |ak| − |am| | | m ≥ 1, |am| 6= |ak|} } , k ≥ 1 . (4.2.10)
An elementary reasonings show that for real constants α, β, ρ,∆ , satisfying
α ∈ R \ {0} ; 0 < ρ < |α|, 0 < ∆ ≤ 1
2
ρ , |α− β| ≤ ∆ , (4.2.11)
the following inequality holds:∣∣∣∣∣(1− xα) ·
(
1− x
β
)−1∣∣∣∣∣ ≤ 1 + 4∆ρ ∀x ∈ R : |x− α| ≥ ρ . (4.2.12)
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As for every k ≥ 1 function Bk(x) := (1− xak )−1B(x) is continuous on R and B′(ak) =−akB′(ak) , then there exists such αk > 0 that
|Bk(x)| ≥ 1
2
|ak| |B′(ak)| ∀ x ∈ R : |x− ak| ≤ αk . (4.2.13)
Let us set
δk := min
{
αk,
ρk
4(1 + a2k)
}
∀ k ≥ 1 , (4.2.14)
and consider an arbitrary sequence {bk}k≥1 satisfying inequalities (4.2.4). Since∑
k≥1
1
|ak|1+ε
< ∞ ∀ε > 0 and
∣∣∣ 1bk − 1ak ∣∣∣ ≤ 2a2k ∀ k ≥ 1 , then due to (4.2.3) one can
determine an entire function of exponential type by the folowing equality:
D(z) := lim
R→+∞
∏
|bk|<R, k≥1
(
1− z
bk
)
, (4.2.15)
which, obviously, possesses properties (3.3.14a) and (3.3.14b). It is easy to verify that
(4.2.10) and (4.2.14) give possibility to choose such tending to infinity sequence of positive
real numbers Rp , p ≥ 1 , that interval (−Rp, Rp) for every p ≥ 1 will include the same
number Np of zeros of the functions D(z) and B(z) . Therefore the following relation
holds:
Bk(bk)
(−bk)D′(bk) = limp→∞
Np∏
m=1, m6=k
(
1− bk
bm
)−1(
1− bk
am
)
, k ≥ 1 . (4.2.16)
Applying estimate (4.2.12) we get:
∣∣∣∣(1− bkbm)−1 (1− bkam)
∣∣∣∣ ≤ 1 + 4 δmρm ≤ 1 + 11+a2m ,
k,m ≥ 1 , m 6= k , and so by (4.2.13) and (4.2.14):
C := 8 · exp
{∑
m≥1
1
1 + a2k
}
≥ 4 |ak||bk|
|B′(bk)|
|D′(bk)| ≥
|B′(ak)|
|D′(bk)| ∀ k ≥ 1 . (4.2.17)
Since defined in (4.2.17) constant C does not depend on choice of the sequence {bk}k≥1
then (4.2.17) represents the required inequality (4.2.5), from where by the Theorem 3.1
and Corollary 3.1 we will have D ∈ X for any indicated in Lemma 4.3 choice of the class
X . Lemma 4.3 is proved.
4.3. Proof of Theorem 4.1.
Sufficiency. Since 1
w
∈ Lp(µ) then the density in Lp(µ) of all compactly supported
continuous on R functions and an evident inequality ‖f‖Lp(µ) ≤ ‖f‖w ·
∥∥ 1
w
∥∥
Lp(µ)
∀ f ∈ C0w
by virtue of the Proposition 2.2 means the density P in Lp(µ) .
Necessity.
4.3.10. By (2.2.1c) density of P in Lp(µ) is equivalent to the existence of such
sequence of polynomials Pn ∈ P[C] , n ≥ 1 , that
αn :=
∥∥∥∥ 1x+ i − Pn
∥∥∥∥p
Lp(µ)
→ 0 , n→∞ , (4.3.1)
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where without loss of generality we can assume that
∑
n≥1 αn ≤ 1 . Then nondecreasing
sequence of nonnegative continuous on R functions
ϕN(x) :=
N∑
n=1
∣∣∣∣ 1x+ i − Pn(x)
∣∣∣∣p , N ≥ 1 (4.3.2)
satisfies ‖ϕN‖L1(µ) ≤ 1 ∀ N ≥ 1 and by Beppo-Levi theorem has a limit ϕ ∈ L1(µ) :‖ϕ‖L1(µ) ≤ 1 . It is easy to see also that ϕ is a lower semicontinuous function and
µ(domϕ) > 0 .
4.3.20. Under conditions of the Theorem 4.1: 0 < sn :=
∫
R
|x|n dµ(x) <∞ ∀ n ∈ Z0 .
Therefore the function
h(x) := 2s0 ·
∑
n≥0
1
2n+1
|x|n
sn
, x ∈ R ,
has the following properties: h ∈ C(R) , h(x) ∈ [1,+∞) ∀ x ∈ R , 2s0 =
∫
R
h(x) dµ(x)
and infx∈R(1 + x
2n)−1 · h(x) > 0 ∀ n ∈ Z0 . Let
a(x) := h(x) + ϕ(x) , x ∈ R . (4.3.3)
Then for f = a the following conditions hold:
(4.3.4a) f(x) ≥ 1 ∀ x ∈ R ; (4.3.4b) inf
x∈R
(1 + x2n)−1 · f(x) > 0 ∀ n ∈ Z0;
(4.3.4c) f is lower semicontinuous on R ; (4.3.4d) f ∈ L1(µ) .
4.3.30. By (4.3.4a) and (4.3.4d) with f = a , the sequence of positive numbers
tn :=
∫
|x|>n
a(x) dµ(x) , n ∈ Z0 ,
tends to zero as n→∞ , and therefore one can find such subsequence {nk}k∈Z0 , n0 := 0 ,
that
∑
k≥0
√
tnk <∞ and tnk+1 < tnk ∀ k ∈ Z0 . Then for the function
1
θ(x)
:=
√
t0
(
χ{0}(x)√
t0
+
∑
k≥0
χ(nk ,nk+1](|x|)√
tnk
)
we have θ(x) → 0 , |x| → +∞ , θ(x) is an even lower semicontinuous on R function,
which does not increase as x ≥ 0 , θ(x) ∈ (0, 1] ∀ x ∈ R and∫
R
a(x)
θ(x)
dµ(x) = a(0) · µ({0}) +
∑
k≥0
tnk − tnk+1√
tnk
< ∞ .
That is why all properties (4.3.4a-d) are valid and for f = α0 , where α0(x) :=
a(x)
θ(x)
,
x ∈ R . Applying Lemma 4.2 to the function α0 we obtain the function α for which all
conditions (4.3.4a-d) with f = α will be true and also:
(4.3.4e) α(x) ≥ a(x)
θ(x)
∀ x ∈ R ;
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(4.3.4g) µ ( y ∈ R | |x− y|+ |α(x)− α(y)| < ε) > 0 ∀ ε > 0 ∀ x ∈ domα .
4.3.40. In view of (4.3.1) and (4.3.4a) with f = α we can apply known Riesz’s theorem
to the convergent to zero in the space L1(µ) sequence
1
α(x)
∣∣ 1
x+i
− Pn(x)
∣∣p , n ≥ 1 (we
consider here 1/ +∞ := 0 ). That is why taking into account µ(R \ domα) = 0 we can
find such A ⊆ R , µ(A) = 0 , and such subsequence {nk}k≥1 that
lim
k→∞
1
α(x)
∣∣∣∣ 1x+ i − Pnk(x)
∣∣∣∣p = 0 ∀ x ∈ R \ A ; R \ A ⊆ domα . (4.3.5)
On the other hand for arbitrary T > 0 , x ∈ domα and k ≥ 1 properties (4.3.4e), (4.3.3)
and (4.3.2) yield:
1
α(x)
∣∣∣∣ 1x+ i − Pnk(x)
∣∣∣∣p ≤
∣∣ 1
x+i
− Pnk(x)
∣∣p
a(x)
θ(x) ≤ θ(T ) ∀ |x| ≥ T ,
from where
lim
T→+∞
sup
|x|≥T
1
α(x)
∣∣∣∣ 1x+ i − Pnk(x)
∣∣∣∣p = 0 . (4.3.6)
By virtue of the Proposition 2.2 established properties (4.3.5), (4.3.6) mean that for any
countable set Λ ⊆ R \A , which has not finite limit points the following statement holds:
P is dense in C0β , where β(x) :=
χΛ(x)
α(x)1/p
, x ∈ R . (4.3.7)
4.3.50. Let us exhibit that in fact more strong than (4.3.7) statement is valid:
P is dense in C0w , where w(x) :=
χsuppµ(x)
α(x)1/p
, x ∈ R . (4.3.8)
Assuming a contrary we by Proposition 4.1 can find such B ∈ H ∩ E0 , that ΛB ⊆
suppµ ∩ domα and ∑
λ∈ΛB
α(λ)1/p
|B′(λ)| < ∞ . (4.3.9)
Applying Lemma 4.3 to the function B ∈ H , we can find also corresponding to that
function constant C > 0 and the sequence of positive real numbers {δλ}λ∈ΛB . Determine
now the numbers bλ , λ ∈ ΛB , satisfying |bλ − λ| ≤ δλ ∀ λ ∈ ΛB .
If µ({λ}) > 0 , then λ /∈ A and let bλ = λ in that case. If µ({λ}) = 0 then choose
an arbitrary bλ from the nonempty by (4.3.4g) set:
{y ∈ R | y 6= λ, |y − λ|+ |α(y)− α(λ)| ≤ δ∗λ } \ A , (4.3.10)
where δ∗λ := min {α(λ), δλ} .
Then α(bλ) ≤ 2α(λ) ∀ λ ∈ ΛB and constructed by such sequence {bλ}λ∈ΛB entire
function D ∈ H in Lemma 4.3 will satisfy inequality: |B′(λ)| ≤ C|D′(bλ)| ∀ λ ∈ ΛB . In
view of (4.3.9) this means that ∑
λ∈ΛB
α(bλ)
1/p
|D′(bλ)| < ∞ . (4.3.11)
42
Since the sequence {bλ}λ∈ΛB ⊆ R \ A and has not the finite limit points then obtained
inequality (4.3.11) contradicts (4.3.7) with Λ = {bλ}λ∈ΛB . Thus, statement (4.3.8) has
been proved.
It remains to observe that defined in (4.3.8) function w in view of (4.3.4a-d) with
f = α is upper semicontinuous on R and satisfies : ‖xnw‖C(R) < ∞ ∀ n ∈ Z0 ,
0 ≤ w(x) ≤ 1 ∀ x ∈ R , 1
w
∈ Lp(µ) . That is why defined by the following equality
ν(A) :=
∫
A
1
w(x)p
dµ(x) ∀ A ∈ B(R) ,
measure ν will be finite positive Borel measure on the real axis. Since the bounded
function w(x)p is Borel we by known change of variables theorem in the Lebesgue integral
get the required representation of the measure µ : µ(A) =
∫
A
w(x)p dν(x) ∀ A ∈ B(R) .
Theorem 4.1 is proved.
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