This paper is concerned with robotic herding of a swarm of birds by another adversarial agent, referred to as the pursuer. The objective of herding is to prevent the birds from entering a specified volume of space, such as the air space around an airport. The n-Wavefront algorithm was introduced by the authors in a prior paper to enable herding of a swarm of birds using a robotic unmanned aerial vehicle. In this paper, the performance and stability characteristics are analyzed using tools from linear and nonlinear stability theory, with the aim of proving its performance and identifying the permissible and optimum values of the control parameters. It is shown that, using the n-Wavefront algorithm, a pursuer can successfully maneuver the birds around the prescribed perimeter while ensuring that the swarm does not undergo fragmentation as a result of its response to the presence of the pursuer.
Nomenclature

∆(.)
Diagonal matrix with the diagonal elements being equal to the argument M (n×p) Space of (n × p) real matrices. B C Incidence matrix of the graph G L(G)
Laplacian of the graph G L e (G)
Edge Laplacian of the graph G Γ Edge input matrix of the graph (G) Γ p
Pursuer edge input matrix of the graph (G) and a pursuer δ Perturbation by a pursuer θ p
Relative angle of approach for pursuer D FD 
Flock diameter R Fear
Fear distance for the birds ACTN Set of birds (Active Nodes) to be influenced by the pursuer [ 
1] R Comm
Communication radius for birds R, R Safe Desired inter-agent distance at equilibrium for flock N i
Neighborhood set of agent i K m,n
Complete bipartite graph with m + n vertices and mn edges an increasing use of active as well as passive methods for preventing birds from entering the airspace around airports [6, 7] . Figure 1 shows a broad idea about the flock control solution proposed by the authors. A novel herding algorithm for bird control for airports that witness organized bird activity, using unmanned aerial vehicles (UAVs), was presented in prior work by the authors [1] . The control technique, called the nwavefront algorithm, enables even single UAVs to herd a flock of birds around a prescribed perimeter about the airport while preventing intrusion of the perimeter. This has been depicted schematically in Figure 2 (a).
The most general objective of herding algorithms is to move a flock of agents in a certain prescribed manner using an external agent, much like shepherding [13] . The earliest shepherding algorithms used geometric principles to identify the relative position and posture of the shepherd with respect to the flock [14, 15, 16, 17] with the objective of first confining the flock within a well-defined spatial zone and imposing trajectory tracking on the confined flock. These algorithms have been compared with, and even motivated by, observed behavior in animals, and have also been demonstrated experimentally [13, 16, 15] . On the other hand, it is generally well-known that these algorithms may perform poorly when a single shepherd is employed [15] . Strombom et al. [18] analyzed "heuristics" in shepherding strategies used by sheep dogs with emphasis on single herding agents, and designed a strategy which successively enforces confinement and tracking to achieve herding. However, the design was not analyzed rigorously, which leaves open the question of its limitations and performance guarantees.
An interesting limitation of the aforementioned algorithms is that they were never designed to prevent perimeter intrusion. This objective is in addition to that of herding the flock, and can impose significant constraints on the algorithm. The n-wavefront algorithm (NWA) [1] is meant to achieve herding along with perimeter protection. The NWA splits the herding problem into two distinct tasks -the first one being perimeter protection and the second being the more traditional tracking objective. We start by modelling the flock [1, 19, 20, 21, 22, 23] followed by modelling the interaction between the pursuer and individual members of the flock [24] . Next, for each of the two objectives, using the interaction model and the underlying communication topology of the flock, the NWA identifies a set of agents on the boundary of the flock whose pursuit would lead to the successful achievement of the objective. The two objectives of perimeter defense and driving are pursued successively, and confinement is achieved as a result of a combination of the flock's internal dynamics and the pursuer's actions to achieve the two aforementioned objectives.
The objective of this paper is to examine the stability of NWA rigorously. Towards that end, the paper is organized as follows. Some graph theoretic preliminaries are collected in Sec. 2. Flock dynamics and the NWA algorithm are described in Sec. 3. Stability analysis of the flock is presented in Sec. 4. Stability of the n-Wavefront algorithm is presented in Sec. 5 and some simulation results are presented in Sec. 6. 
Preliminaries
Let R Comm denote the communication range or interaction distance between two birds. For a uniform circular disc sensor model, the neighborhood of the i th boid is defined as,
A limited field of view model can also be adopted, which restricts the sensing to a sector of a circle (in 2D) and to a cone (in 3D). We will use the uniform circular disc (in 2-D) and a uniform sphere (in 3D) for simplicity. The neighborhood sets together can be represented as a graph. In the case of uniform circular disc (or uniform sphere) sensor model this graph is an undirected graph, whereas using a limited field of view model creates a directed graph. A selective foundation for graph theory and a few definitions are presented below. [25, 26, 27, 28] A graph G consists of a vertex set V and an edge set E, where an edge is an ordered pair of distinct vertices in set V. The number of vertices/nodes in a graph are naturally given by N |V| and the number of edges in a graph is given by P |E|. If x, y ∈ V, and (x, y) ∈ E then an edge exists that points form x to y. In such a scenario x and y are said to be adjacent or neighbors. The incidence matrix of a graph, denoted by B C (G) is a N × P matrix such that i, j entry of B C (G) is equal to 1 if the j th edge is incoming at i, -1 if outgoing at i and 0 otherwise. A graph is called a bidirectional graph if (x, y) ∈ E implies (y, x) ∈ E, ∀ x, y ∈ V. The graph Laplacian is defined as
T . The graph Laplacian captures several structural properties of a graph [25, 26] . The graph Laplacian is a positive semi-definite matrix with the algebraic multiplicity of zero eigenvalue being directly equal to the number of connected components in the graph. In a connected graph, the second smallest eigenvalue (algebraic connectivity [29] ) is shown to be the speed of convergence of a linear consensus protocol [19] . The edge Laplacian of an arbitrarily oriented graph is defined as
It is an edge variant of the graph Laplacian and has some immediate properties, the non-zero eigenvalues of L e (G) and L(G) are same, and that the non-zero eigenvalues of L(G) and L e (G) are square root of the singular values of the incidence matrix B C (G) [30] . The edge Laplacians of tree or star graphs are non-singular [27] . Following are a few types of graphs and other definitions used in the paper.
Definition 1.
A bipartite graph is a graph whose vertices can be divided into two disjoint sets A and B, such that, every edge connects a vertex in A to a vertex in B. A complete bipartite graph is a special bipartite graph where every vertex in set A is connected to every vertex in set B. A complete bipartite graph with |A| = m and |B| = n is denoted by the notation K m,n .
Definition 2.
A tree is a connected acyclic graph. An out tree, is an orientation of a tree having the root of in-degree 0 and every other node has in-degree exactly 1. An out-tree by definition is a directed graph. Definition 3. A star graph, S P , is a complete bipartite graph K 1,P . It is also characterized as a tree with one root node and P leaves. It is easy to see that a connected star graph with P edges, has P + 1(= N ) nodes and is acyclic. [28] Definition 4. The edge input matrix (Γ) for a graph (G) with N vertices and P edges, a N × P matrix, is a means of representing the edge-wise information flow.
A directed edge e j (∈ E) from any vertex l to vertex i (information is transmitted from l to i) is said to be incident on vertex i (written as e j : l → i). The edge input matrix is defined as follows:
Definition 5. The pursuer edge input matrix (Γ p ) for a graph (G) and a pursuer, is a means of representing the pursuer interaction with the flock. It codifies effect of the pursuer on the active nodes (influenced nodes) of the graph. Let us consider a pursuer-flock interaction scenario between graph (G) and a pursuer (p). If the pursuer interacts with P p birds in the flock (i.e. there exist P p edges between the pursuer and graph vertices, with the edge set denoted by E p ) then Γ p is a N × P p matrix. A directed pursuer-boid edge e pj is a incident on vertex i (written as e pj : p → i) if vertex i is influenced by the pursuer (i.e. i receives information from p). The pursuer edge input matrix is defined as follows:
Remark 6. The matrix product Γ p Γ T p is a diagonal matrix with exactly P p entries along the diagonal are equal to 1 while the rest are zero. The diagonal entries corresponding to the birds that are influenced by the pursuer are equal to 1.
The edge input matrix and the pursuer edge input matrix for a flock pursuer pair shown in Figure 2 (b) are given below. Remark 6 is also verified for the case shown in Figure 2 
The presence of a leader in a flock induces a partition in the incidence matrix [31] . For a directed graph (incidence matrix, B C ) with one leader (labeled as 1) we have B T C1 ∈ M P ×1 that represents the incidence relations corresponding to the leader and B T C2 ∈ M P ×N −1 represents the incidence matrix for the followers in the flock,
3 Problem Statement and n-Wavefront Algorithm
Problem Statement
The typical herding problem involves the control of a flock, herd or a group of entities (referred to as the "flock") by another set of entities (each of which is called a "pursuer"). Herding is an outcome of controlled predatorprey interaction between the flock and the pursuer. In this paper, the objective of the herding problem is to divert a flock of birds away from a well-defined region such as an airport, within its path, using a robotic aerial vehicle. In a practical setting, the UAV should herd the flock away from a protected zone around the airport with typical altitude of landing or climbing aircraft. The specific objectives of herding can be formulated as -
Divert the flock to a safe point away from the airport, such that if the flock to its own thereafter, it will not enter the demarcated zone around the airport. Moreover, the flock should be outside the demarcated zone at all times during the herding process.
Goal 2: Avoid fragmentation of flock. This point is particularly important when the flock is spread out and sparse, such as the V-formations of ducks and geese.
Goal 3: Avoid collision of the UAV with the flock. This objective is met partly by planning the path of the UAV as part of the algorithm, and partly using collision-avoidance protocols built into its onboard control law.
The aforementioned objectives are quantified using the following metrics [1] : (i) location of the flock centroid (X C ); ii) flock diameter (D FD ); iii) flock centrality; and (iv) distance and bearing of the flock centroid from the airport.
Flocking Model
The birds fly in a 3−dimensional Euclidean space with double integrator dynamics given bẏ
where x i ∈ R 3 is the position of the i th bird, v i ∈ R 3 is its velocity vector, and u i ∈ U ⊂ R 3 is the control input. The pursuer is also modeled using a double integrator dynamics with the position of the k th pursuer is given by x p k and the velocity by v p k . The vector pointing from any bird i to bird j is denoted by r ij = x j − x i and similarly the vector pointing from bird i to pursuer k is denoted by r
The set of birds in the neighborhood of bird i is denoted by N i . The set of all pursuers that are in the neighborhood/vicinity is denoted by N p i . Guiding steers from Reynolds model [32] , augmented with predatorprey dynamics, together form the flocking dynamics [1] :
where, α ij and β ij are state dependent gains corresponding to the consensus terms; c 1 , c 2 are gains for the tracking error with respect to a virtual leader; γ ik is the gain of the fear term between boid i and pursuer k which depends on the pair of interacting species. The term s i is a bounded state dependent gain and c f is the weight between the out-turning and radial escape behaviors. For more details, the reader is referred to Ref.
[ [1] ]. Flocking in multi-dimensional spaces in the absence of a pursuer can be easily modeled since the dynamics along each dimension are decoupled. If a swarm of birds moving in a 3-dimensional space is governed by
, for some state-dependent weight matrices W and W 2 ; then we can re-write it using Kronecker product notation,
where x, y and z are the stacks of x co-ordinates, y co-ordinates and z co-ordinates (for all agents) correspondingly.
n-Wavefront Algorithm
The n-wavefront algorithm is a boundary based algorithm, involving pursuit and interaction with agents only on the boundary of the flock. 1. Maintain Distance -This primitive relates to maintaining a separation from the flock. The flocking dynamics is at least asymptotically stable and hence utilization of this primitive results in stable system behavior.
2. Sideways Push -This family of primitives involves a sideways approach of the pursuer. The flock responds in an evasive manner to this sideways approach and the direction of flock motion gets influenced.
For the sideways push, the n-wavefront strategy selects n birds on the boundary that need to be influenced (pushed or controlled) by the UAV using Eq. (9) to herd a flock of birds. These birds are selected from the convex hull of the flock, thereby ensuring that the pursuer neither collides with the bird and nor does it cause flock fragmentation. The selection of the n boundary agents is based on user selected policies like "boundary keeping", "herding" or a combination of these policies. Figure 4 shows three scenarios with "herding", "boundary keeping" and a combination of both with equal weights to each of them. It can be written mathematically as -
where 'target' denotes a selected target point, r p,target = x target − x p , R Fear denotes the fear radius (distance after which the birds react to the pursuer as per Eq. (7)) and V p max is the maximum permissible speed of the pursuer. The target point could be an actual boid (such as when the target is the central boid in the flock) or a point in space (such as when the target is the center of mass of the flock). The threshold distance is a design parameter, R Fear , of the birds. The gains k p,1 and k p,2 are currently prescribed on a case-by-case basis. It is worth noting that k p,2 is usually much smaller than the gain k p,1 , since keeping distance from the flock is essential. Severe breaches of this distance criteria may result into flock fragmentation and result into unacceptable flock sizes (too large).
Stability of the Unstimulated Flock
The communication model in a flock of birds induces a graph. Unstimulated flocking involves pure flocking based on inter-agent interaction and some global steers. We do not assume any pursuer-bird interaction in this section. We show conditions for exponential stability among unstimulated flocking models in this section.
Single Integrator, Directed Communication Graph
We can rewrite the flock dynamics (in 2-dimensional space) in matrix form as,
where,Ŵ
This model can be trivially extended to 3-dimensional space. We know from the definition of incidence matrix, that the length of any edge i, can be denoted by by (B Proof: Let us consider a star graph (S n ) with n nodes. Let the first node be the root node and rest n − 1 nodes (labeled as 2, 3, · · · , n) be the leaf nodes. The incidence matrix for S n is given by,
The B T C2 matrix is obtained by deleting the column corresponding to the leader from B
Proof: Let us consider a graph with n nodes. Let the leader be labeled as the first node, further more, let the nodes connected to the leader be labeled as 2, 3, · · · , m 1 . Let a breadth first labelling procedure be followed, i.e. the nodes connected to node 2 be labeled as m 1 + 1, · · · , m 1 + m 2 and the nodes connected to node 3 be m 1 + m 2 + 1, · · · , m 1 + m 2 + m 3 and so on. There exists a permutation of edges that allows us to write the incidence matrix as given above. The incidence matrix for the graph can be written as,
It can be seen from the matrix that B T C2 will have one on all its diagonal entries and it will be a lower triangular matrix.
Theorem 1.
A system governed by flocking laws given in Eq. (10), under a out tree or a directed star communication graph, has a globally exponentially stable equilibrium formation, B T C x = R Safe 1.
Proof: Let us consider a vector, e i = ∆( (B
; while the matrix K ∈ M (P ×P ) . We know from Claim 1 that for a star directed graph, B T C2 is an identity matrix. This makes matrix K, an identity matrix. This follows from the fact that ∆( (B 
Single Integrator, Bidirectional Communication Graph
The incidence matrix of a bidirectional graph can be written as B C = B −B .B matrix is the incidence matrix a directed graph with the same vertex set V and with an edge set comprising of unique pairs of adjacent nodes from edge set E. Single integrator flocking dynamics can be described by the dynamic equation,
where B C is the incidence matrix and W = [w ii ] is the weight matrix for the edges. The edge weights are similar to the ones used in previous section. For a bidirectional graph the edge weight matrix can be written
. The matrixŴ is edge weight matrix corresponding to directed graph with incidence matrix B.
Claim 3. In a star/tree bidirectional graph, with the incidence matrix of it subgraph that is a star or out-tree graph denoted byB, the matrixB∆(B T x) has empty null-space.
Proof: We know the general structure ofB from Eqs. (12) and (13) . We also know that ∆(B T x) is a diagonal matrix. Hence, the structure ofB∆(B T x) is similar toB with the ones replaced by corresponding entries of B T x. The columns ofB are linearly independent due to the identity/triangular like nature ofB
. Hence, columns ofB∆(B T x) will also be linearly independent (column space is full rank). Thus we have proved that the matrixB∆(B T x) has an empty null space.
Theorem 2.
A system governed by flocking laws given in Eq. (14), under a out tree or a directed star communication graph, has a globally exponentially stable equilibrium, B T C x = R Safe 1.
Proof: Let us consider a vector
and L e being the edge Laplacian defined as L e =B TB . We should note that
T (B∆(B T x)) 0 using matrix property that for any real matrix X, X T X ≥ 0 and null(B∆(B T x)) is empty from Claim 3. Same argument holds for ∆(B T y)L e ∆(B T y) 0. Hence the flock with the first-order dynamics under a bidirectional graph reaches the equilibrium exponentially fast.
Double Integrator, Directed Communication Graph
Let us look at double integrator system Eq. (4) where the flocking dynamics is given by,
where
2 ) − I P are nonlinear weight matrices for position and velocity consensus loops; and Γ is the edge input matrix.
Claim 4. For a star graph, S P with all edges pointing towards the leaf nodes B T C Γ = I P (an identity matrix).
Proof: We know that a star graph S P is a tree with P leaves. It is easy to see that for a star graph with edges incident from the root node towards the leaf nodes, the edge input matrix and incidence matrix can be written as,
This quite easily gives us, B T C Γ = I P .
Theorem 3. A system of agents governed by flocking dynamics given by Eq. (15) with a directed star communication graph, will shrink or grow to a ball around the equilibrium ( B T C x = R Safe 1) exponentially fast if the matrix (W 2 + I P ) is positive definite at all time instants.
Proof: Let us consider a vector, s = (B
It is easy to see that when the flock is in perfect formation, the vector s decreases to 0. The vector s goes to zero exponentially fast, if the matrix (W 2 + I)
2 ) has positive eigenvalues. The matrix (W 2 +I) is positive definite if either the whole flock is contracting to the equilibrium or the whole flock is expanding to the equilibrium. A flock contracting to equilibrium implies all edges in the corresponding graph have a length greater than R and all lengths are decreasing. In this case the matrices (I − W 
Stability of n-Wavefront Algorithm
Let us consider a flock of N birds moving in a 2-dimensional Euclidean space (R 2 ). This analysis can very easily be also done for a 3-dimensional Euclidean space, however, we choose a 2-D space due to ease of visualization of the results. The x-coordinates (and y-coordinates correspondingly) of birds are stacked together and denoted by x (and y). It is an objective of the robotic pursuer UAV to herd the flock to the safe point or herding goal denoted by (X S , Y S ). The x-coordinates (and y-coordinates correspondingly) of birds from a transformed frame centered at (X F , Y F ) are denoted by (x,ỹ). Equilibrium formation (X F , Y F ) is constructed around the safe point such that the centroid of the equilibrium formation coincides with (X S , Y S ). Similarly pursuer location in the new frame is represented by (x p ,ỹ p ) while the goal location for the flock is given by (x G ,ỹ G ). For the sake of simplicity, and with abuse of notation we will denote dot product with the inner product notation (i.e. dot(a, b) =< a, b >). These definitions can be summarized as,
The location of birds is denoted byq = x y (and correspondinglyq,q G ,q F andq p are defined). The flocking dynamics for a flock of single integrator birds is given by,
where, k 1 = K sep , k 2 = K goal and k 3 = k fear are constant gains similar to the gains in Eq. (5).
Theorem 4. For a flock governed by dynamics given in Eq. (20), there exists a n-Wavefront strategy, specified by,
and θ p such thatx i (x p −x i )+ỹ i (ỹ p −ỹ i ) > 0 ∀ i ∈ ACTN, that asymptotically herds the flock to an equilibrium formation centered at safe point/herding goal.
Proof: We start with a Lyapunov function V (q) = 1/2 (q
For the system to be asymptotically stable, i.e. the flock to move to an equilibrium formation around the safe point/herding goal, we will have to show thatV (q) < 0, ∀q = 0 2N ×1 .
V (q) =x
Tẋ +ỹ
A wavefront based control strategy interacts only with boundary birds. Presence of a pursuer close to the boundary introduces a stress in some of the flock edges, since as the boundary agents are repelled from the pursuer they start pushing into the flock. This causes some of the terms in diagonal W matrix to become negative. We will assume the worst case scenario, i.e. the stress propagates to the entire flock instantaneously.
Hence, we get the first term in Eq. (22) to be less than zero. We can bound the second term in Eq. (22) . Since (X F , Y F ) is an equilibrium formation it is easy to see (B
The last term will in Eq. (22) will be negative if <q,q p −q >< 0. This implies that the pursuer should be in the intersection of set of halfspaces H i . These halfspaces are created by drawing supporting hyperplanes (∂H i {s ∈ R 2 :<s−q i ,q i >= 0}) at each of the boundary agent, such that the pursuer and the flock centroid are on opposite sides of the hyperplanes. Typically the value of k 3 is much larger than k 2 . Also, wavefront algorithm interacts with several birds on the boundary at the same time it essentially adds to the last term. We also know thatq G is a bounded quantity (cannot grow arbitrarily large) and typically will depend on the visibility of birds. It is then easy to see that for k 3 >
2δk1q
T 1+k2q
Tq G q T (q−q p )
, the last three terms in Eq. (22) will sum to be negative.
Using the above arguments, it is easy to see thatV (q) < 0 everywhere. Utilizing Lyapunov theorem for asymptotic stability (Theorem 4.1 in [ [34] ]) we show that the flock converges asymptotically to an equilibrium formation q F centered at herding goal/safe point.
Since the choice of δ is bounded, we know that the closest that the pursuer can go to boid is (R Fear − δ). It is easier to move to a polar coordinate frame (centered at the flock centroid) to extract and visualize a pursuit law given in the above theorem. Figure 5 (a) shows the definition of pursuer push (δ) and angle of approach
(r p , θ p ) is the pursuer location with respect to the flock centroid, where r p = R Fear + Φ F D /2 − δ and θ p is bounded by halfspaces (H i ) discussed in the proof above. The above proof guarantees that we herding the flock to a specific point (Goal 1). The NWA algorithm involves a bounded push to the flock, moreover the interaction is based on both the push distance and the flock diameter. This property essentially ensures that we satisfy Goal 2 and Goal 3. Figure 5 (b) shows a test scenario. The flock is bounded in the blue circle, with the blue dots denoting the boundary agents. The flock centroid needs to be herded to the herding goal given by location (0, 0) denoted by a green circle. The flock is pushed towards a target equilibrium formation shown by a green circle, with green dots. The pursuer interacts with the set of boundary nodes, selected using the n-Wavefront strategy [1] , shown by blue asterisk. A visualization for the possible pursuer positions (trajectory) by using conditions from Theorem 4. This feasible zone is denoted by a magenta track. We know from Theorem 4, that as long as the pursuer lies on the magenta track, it will herd the flock asymptotically to the equilibrium formation.
Simulation Results
Numerical simulations are performed to see flock stability based on Theorems 1, 2, 3. We start with a static tree/star graph and N = 7 birds with P = 6 edges in the flock. The flock is initialized with random edge length. The desired inter-agent separation in the flock is set to 10 units. Figure 6 shows the initial and final locations of the birds and the edge error propagation over time. In each of the edge error plots we can bound the error by an exponential upper bound, thus verifying exponential stability. Note that in the case of double integrator system with directed star graph ( Figure 6(f) ), the system goes exponentially fast to a ball around the equilibrium, and hence the error does not go down exactly to zero.
We also present numerical simulation for robotic herding. We consider a system with single integrator agents moving under a static bidirectional graph and N = 7 birds with P = 24 edges in the flock. The flock is initialized at a formation with slightly perturbed edge length. The ACTN set at each timestep is selected based on NWA with herding goal heuristic. The flocking parameters (in Eq. (20) ) are set to be, R = 2 units, k 1 = 1, k 2 = 0.1, and k 3 = 5. Two problem scenarios are considered; Case -1: The herding goal is set at (X S , Y S ) = (0, 0) and the global goal is set at (X G , Y G ) = (0, 10), Case -2: The herding goal is set at (X S , Y S ) = (0, 10) and the global goal is set at (X G , Y G ) = (0, 0). The pursuer location is just the midpoint of the feasible set (magenta track represents the feasible pursuer location in Figure 5(b) ). We select δ to be 0.8 times of the bound from Sec.5 i.e. δ = 0. Figure 7 shows the successful herding of the flock in both cases. The simulation is terminated after 10000 steps with each time step being equal to 0.01. The flock reaches very close to the desired equilibrium formation. The pursuit trajectory, shown as a magenta line in Figures 7(a) and 7(b) , shows the collect and drive behavior seen in NWA based pursuit [1] . Figures 8(a) and 8(b) show the trajectories of the flock centroid as a function of time while Figures 8(e) and 8(f) represent the flock diameter. Together both metrics show that the flock remains away from the protected zone. An increase in the flock diameter is seen in Case 1 simulation, however note that it does not grow unbounded and it settles to a smaller value quickly. Figures 8(c) and 8(d) show the distance to the protected zone as a function of time. Performance of the NWA algorithm as characterized by the herding metrics is visualized in Figure 8 , and it shows successful herding of the flock.
Conclusions
This paper addressed the problem of diverting flocks of birds away from stipulated areas such as airports. The paper examined the stability of the flock under as well as without excitation by the pursuer. It was shown that flocks with first order dynamics and directed star/tree communication topologies converge to a formation exponentially fast. It was also shown that a flock with second order dynamics under a directed star communication topology will contract or expand to a formation exponentially fast. Numerical simulation results were used to verify the exponential convergence of flocks. It was shown that the n-Wavefront algorithm herds the flock to the herding goal (an equilibrium formation around it) asymptotically. We provide an upper bound on the push/intrusion stimulus of the pursuer and bounds on the collecting motion of the pursuer that guarantee stable herding using the n-Wavefront algorithm. Stable herding behavior was shown in numerical simulation using the NWA and the stability conditions derived in Theorem 4. 
