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Abstrat
This paper onsiders a formulation of a dierential game with onstrained dynamis, where
one player selets the dynamis and the other selets the appliable ost. When the game is
onsidered on a nite time horizon, its value satises an HJB equation with oblique Neumann
boundary onditions. The rst main result is uniqueness for visosity solutions to this equation.
This uniqueness is applied to obtain the seond main result, whih is a unique harateriza-
tion of the value funtion for a orresponding innite time problem. The motivation omes
from problems assoiated with queueing networks, where the games appear in several ontexts,
inluding a robust approah to network modeling and optimization and risk-sensitive ontrol.
Key words: Dierential games, visosity solutions, the Skorokhod problem, projeted dynamis,
queueing networks
1 Introdution and motivation
Queueing and servie networks are used as models in many important appliation areas, inluding
teleommuniation, manufaturing, omputer networks and vehile traÆ. The ontrol of suh
networks is diÆult and important, and is one of the major hallenges faing modern systems
theory.
For many problems of this sort it an be diÆult to aurately estimate a system model.
Servie distributions may be ompliated and orrelated, arrival rates may vary over time, and

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so on. In suh a ase one may wish to onsider a robust approah to ontrol design. The goal
of the present paper is to prove foundational results for suh an approah, and in partiular to
develop some analyti mahinery for the haraterization and onstrution of value funtions for
robust formulations of queueing network optimization problems. These results are also useful for
analyzing a number of related problems, inluding risk-sensitive ontrol of queues and design of
ordinary (rather than robust) stabilizing ontrols.
The formulation we use to design robust ontrols is an analogue of the H
1
formulation for
unonstrained linear and nonlinear systems. See, for example, Appendix B of [3℄. We onsider a
dynami model whose evolution an be aeted by two ontrols. One ontrol attempts to keep the
system in a good operating region (e.g., bounded queue lengths). Suh a ontrol may inuene the
system through servie or routing poliies. The other ontrol, analogous to the \disturbane" in
H
1
ontrol, determines the value of various system parameters, suh as servie and arrival rates.
This ontrol will attempt to degrade system performane, and the optimization problem is posed
as a game.
When formulating a game of this type one must speify the exat form of the dynamis as
well as the ost struture. We have two goals in mind regarding the formulation that is used in
this paper. The rst is to formulate a lass of network optimization problems for whih expliit
solutions may be possible. The seond is to hoose a ost that will allow one to prove an analogue
of the small gain theorem from H
1
ontrol. The small gain theorem, whih is a key result in
the robust ontrol literature, preisely quanties the robustness of ontrols designed using robust
riteria against model perturbations. With the rst goal in mind, we use the Skorokhod Problem to
dene the systemmodel. This is the simplest dynamial model whih preserves the essential features
of a ontrolled network, and in fat the Skorokhod Problem often arises when one onsiders a law
of large numbers approximation to a more detailed (e.g., disrete state) desription of a queueing
network. A onsequene of using this model is that the value funtion of the dierential game
satises a rst order, nonlinear partial dierential equation (PDE) with linear Neumann boundary
onditions (see Setion 2). With both the rst and seond goals in mind, we have hosen a ost
funtion that is essentially a \weighted" version of the time till the system state reahes the origin.
The qualitative properties of unonstrained (e.g., linear system) and onstrained (e.g., Skorokhod
Problem) models are fundamentally dierent, and the standard sort of ost strutures used in H
1
ontrol do not yield an analogue of the small gain theorem. The ost we use appears to be the
proper replaement in the setting of onstrained proesses for the familiar quadrati ost used for
unonstrained proesses. The robust properties that result from the use of this ost are disussed
briey in Setion 5, and a full disussion and proof of an analogue of the small gain theorem may
be found in [1℄.
Very little is known regarding robust approahes to the ontrol of queues. To the authors'
knowledge, the only other work of this type is due to Ball, Day and Kahroo [2℄, whih is motivated
primarily by problems of automobile traÆ ontrol. Although the methods of analysis and ost
struture of [2℄ are dierent from ours, there are many similarities in the system models.
As noted above, the value funtion for our dierential game satises (in a visosity sense) a
rst order nonlinear PDE with oblique linear derivative boundary onditions. For several reasons,
inluding ease of implementation, we fous on osts that yield ontrols that are independent of
2
time. Our main interest is therefore in a stationary optimization problem. Just as in the ase
of unonstrained proesses ([17℄) this PDE has poor uniqueness properties (even in the visosity
sense). In order to uniquely haraterize the value funtion among all the possible solutions to the
PDE, we relate the value funtion for this problem to the solution of an assoiated time dependent
problem. As shown in Setion 4, under appropriate onditions one an onstrut a solution to the
time dependent problem from the solution to the stati problem, and onversely. When the visosity
haraterization of the unique solution to the time dependent problem is properly interpreted, it
provides a analyti haraterization of the partiular solution to the stati PDE that equals the
value funtion for the dierential game.
The organization of the paper is as follows. In the next setion we disuss the onditions
required for uniqueness of the time dependent partial dierential equation, and state and prove
the omparison priniple. Setion 3 introdues the Skorokhod Problem and denes a game whose
upper value solves the PDE of Setion 2. Various speial ases of this game have the same value
as the games from queueing network optimization problems that are our main motivation, and
this relation is made preise in Setion 5. In Setion 4 we introdue the stati game, indiate its
onnetion to the time dependent game, and haraterize its value funtion. We lose in Setion
5 with examples. The analyti haraterizations of Setions 2 and 4 inlude as speial ases other
problems besides robust ontrol, and we illustrate this feature by inluding a problem onerned
with existene of stabilizing ontrols for a network and an optimization problem that arises in
risk-sensitive ontrol.
2 Formulation of a PDE
As noted in the introdution, the aim of this paper is to establish uniqueness results for visosity
solutions to a lass of PDE. These PDE haraterize the value funtions of ertain dierential games
that appear in problems of robust and risk-sensitive ontrol of queueing networks. It turns out that
just as in analogous problems involving unonstrained proesses, one annot prove uniqueness
results for these stati (time independent) PDE in the standard visosity sense. However, there
are some interesting features of the lass of problems we study whih allow us to irumvent this
diÆulty. In partiular, we an dene a nite time problem for whih there is uniqueness, and
under an additional ondition obtain a simple set of neessary and suÆient onditions that must
be satised by the value funtion for the time independent game.
We rst dene the lass of time dependent PDE. To simplify the exposition we use assumptions
that are muh stronger than neessary and onsider as andidate solutions only Lipshitz ontinuous
funtions. The intended use of these results is in the onstrution of solutions, and for the problems
we have in mind the value funtions will be Lipshitz ontinuous.
The domain of interest is the set IR
d
+
:
= fx 2 IR
d
: x
i
 0; i = 1; :::; dg, where d 2 IN is xed.
For eah i 2 f1; :::; dg we assoiate with the fae F
i
:
= fx 2 IR
d
+
: x
i
= 0g of IR
d
+
a vetor 
i
. It is
assumed that (
i
)
i
> 0, and we further assume (without loss) that (
i
)
i
= 1. There is also an index
set f1; :::; Jg, whih in the ontrol problem will orrespond to the dierent possible \pure" servie
assignments (f. the examples in Setion 5).
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We next state the time dependent PDE and related boundary and terminal onditions. For
notational simpliity we onsider only the time interval [0; 1℄. For a funtion V : [0; 1℄ IR
d
! IR
with independent variables (t; x) 2 [0; 1℄ IR
d
, DV (t; x) denotes the gradient with respet to the
spatial variables x, and V
t
(t; x) denotes the partial derivative with respet to t. For reals a and b
a ^ b denotes the smaller of a and b and a _ b denotes the larger. Let
H(p)
:
= ^
J
j=1
H
j
(p): (2.1)
The funtion H dened in the last display will be the Hamiltonian for the PDE on the interior of
IR
d
+
. Boundary onditions will also be needed, and these turn out to be linear oblique derivative
onditions dened in terms of the vetors 
i
. Let e
i
denote the unit vetor in oordinate diretion
i for i = 1; :::; d.
We use the following regularity onditions.
Condition 2.1 For eah j 2 f1; :::; Jg the funtion H
j
: IR
d
! IR is onvex. The funtions
f : IR
d
+
! IR and g : [0; 1℄ IR
d
+
! IR are bounded and ontinuous.
Note that Condition 2.1 implies H
j
(p) is nite for all j 2 f1; :::; Jg and p 2 IR
d
.
For a point x 2 IR
d
+
let I(x)
:
= fi : x
i
= 0g. We an now dene (in formal terms) the PDE of
interest:
maxf V
t
(t; x) H(DV (t; x));V (t; x)  g(t; x)g= 0; t 2 (0; 1); x 2 (IR
d
+
)
Æ
; (2.2)
hDV (t; x); 
i
i = 0; t 2 (0; 1); i2 I(x); x 2 IR
d
+
(2.3)
V (t; 0) = 0 if t 2 [0; 1℄; (2.4)
V (1; x) = f(x) for x 2 IR
d
+
nf0g: (2.5)
The maximization in equation (2.2) is due to the fat that in the orresponding game we allow the
minimizing player to stop the game and pay a stopping ost of g. This stopping ost an depend
on the time and state of the ontrolled proess.
Let a bounded Lipshitz ontinuous funtion w : [0; 1℄ IR
d
+
! IR be given. We say that w is
a visosity subsolution [resp., visosity supersolution℄ to (2.2)-(2.5) if the following onditions hold.
Let  : (0; 1)IR
d
+
! IR be a ontinuously dierentiable funtion, and let (s; y) 2 (0; 1)

IR
d
+
nf0g

be a loal maximum [resp., loal minimum℄ of w   . Then
max
( 
[ 
t
(s; y) H(D(s; y))℄^ min
i2I(y)
[ hD(s; y); 
i
i℄
!
;w(s; y)  g(s; y)
)
 0 (2.6)
[resp.,
max
( 
[ 
t
(s; y) H(D(s; y))℄_ max
i2I(y)
[ hD(s; y); 
i
i℄
!
;w(s; y)  g(s; y)
)
 0℄; (2.7)
w(t; 0) = 0 if t 2 [0; 1℄; (2.8)
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w(1; x)  f(x) [resp.; w(1; x) f(x)℄ if x 2 IR
d
+
nf0g: (2.9)
If w is both a visosity subsolution and supersolution, then it is alled a visosity solution.
Now of ourse we will need some onditions on the vetors 
i
that appear in the oblique boundary
onditions. We will use the following two onditions. The rst ondition is intimately onneted
with the uniqueness theory for the underlying ontrolled proesses (f. [7, 11℄ and Setion 3). We
refer to [11℄ for detailed information on when Condition 2.2 is satised. A set B  IR
d
is alled
symmetri if x 2 B )  x 2 B.
Condition 2.2 Let vetors 
i
; i 2 f1; :::; dg that satisfy h
i
; e
i
i = 1 be given. There exists a om-
pat, onvex, and symmetri set B with 0 2 B
Æ
, suh that if z 2 B and if n is an outward normal
to B at z, then for all i 2 f1; :::; dg
hz; e
i
i   1 implies h
i
; ni  0 and hz; e
i
i  1 implies h
i
; ni  0:
Condition 2.3 The vetors 
i
; i 2 f1; :::; dg are linearly independent.
Remark Condition 2.2 is equivalent to the main ondition of [7, 11℄, where it is used to study
the Skorokhod Problem that is related to these boundary onditions (f. Setion 3). As phrased
in these referenes, the ondition requires that if z 2 B and jhz; e
i
ij  1 then h
i
; ni = 0 for all
outward normals n to B at z. Clearly Condition 2.2 implies this latter ondition. To prove the
reverse impliation, it suÆes to show that hz; e
i
i < 0 implies h
i
; ni  0. We use the fat that a
set whih satises the ondition of [11℄ is automatially invariant under the oblique projetion
Lx
:
= x  hx; e
i
i
i
[11, Setion 2.5 of part I℄. Thus y
:
= Lz = z   hz; e
i
i
i
2 B. Sine n is an outward normal to B at
z, this implies  hz; e
i
ihn; 
i
i = hy   z; ni  0. Hene if hz; e
i
i < 0 then h
i
; ni  0, as required.
As is well known, in order to prove a omparison priniple for visosity solutions we need a
suitable family of test funtions. Our onstrution of the test funtions is similar to that of [8℄,
though muh simpler. The test funtions are onstruted from the set B. As a preliminary step,
we note that if B satises Condition 2.2 then so does the onvex set
^
B =
1
1  Æ
fx : minfkx  yk : y 2 Bg  Æg
for small Æ > 0. However, this set always has a smooth boundary, in the sense that if ^n(z) is the
set of outward unit normals to
^
B at z 2 
^
B, then ^n(z) is single valued, and if z
i
2 
^
B ! z 2 
^
B,
then with an abuse of notation ^n(z
i
) ! ^n(z). We an therefore assume without loss of generality
that B has a smooth boundary, and we do so for the remainder of the paper.
The test funtion is onstruted so that its level sets are all multiples of B. This will fore the
gradient of the funtion to inherit ertain properties of the outward normals of B. In addition, we
will need the funtion to grow in a quadrati fashion.
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Lemma 2.1 Assume Condition 2.2, and for  2 [0;1) let
(x) = , x 2 (B):
Then there exist 0 < m
1
< M
1
< 1 suh that if x 6= 0 and y = x 2 B for some  2 (0;1),
then D(x) = bn(y) for some b 2 [m
1
;M
1
℄ (where b an depend on x and n(y) is the outward
normal to B at y). Dene the ontinuously dierentiable funtion (x)
:
= ((x))
2
. Then there exist
0 < m < M < 1 and a funtion b : IR
d
! [m;M ℄ suh that D(x) = b(x)(x)n(y), and suh that
mkxk
2
 (x) Mkxk
2
.
Proof Sine 0 2 B
Æ
and B is bounded and onvex,  is well dened. The properties of  and 
then follow diretly from the denitions.
Note that  has linear growth along eah radial diretion. If we extend the denition of n by
letting n(x) = n(y) if x = y,  > 0, and y 2 B, then the expression D(x) = b(x)(x)n(x) is
valid for all x 2 IR
d
.
In addition to the test funtion, we also need the following.
Lemma 2.2 Assume Conditions 2.2 and 2.3. Then there exists a ontinuously dierentiable fun-
tion  : IR
d
+
! [0; 1℄ suh that
hD(x); 
i
i < 0
for all x 2 IR
d
+
and all i 2 I(x), and suh that sup
x2IR
d
+
kD(x)k <1.
Proof This lemma would be a speial ase of [8, Lemma 3.2℄, exept that the lemma in [8℄ assumes
a bounded domain. (Conditions (B.1), (B.4) and (B.5) of [8, Lemma 3.2℄ hold trivially in our setup,
and Conditions (B.6) and (B.8) are equivalent in our setup to Conditions 2.3 and 2.2, respetively.)
However, given any ompat set K  IR
d
+
, the proof of [8, Lemma 3.2℄ diretly implies the existene
of a ontinuously dierentiable funtion  : IR
d
+
! [0;1) with the following properties:
  has ompat support,
 Given any x 2 K, hD(x); 
i
i < 0 for all i 2 I(x),
 Given any x 2 IR
d
+
, hD(x); 
i
i  0 for all i 2 I(x).
We an guarantee that the range of  is ontained in [0; 1℄ by multiplying  by an appropriate
onstant. Hene if Æ
i
2 IR; i 2 IN satisfy Æ
i
> 0 and
P
1
i=1
Æ
i
 1, then
(x)
:
=
1
X
i=1
Æ
i
(Æ
i
x)
satises all the onlusions of Lemma 2.2.
Theorem 2.3 Assume Conditions 2.1, 2.2, 2.3, and let u (resp., v) be a visosity subsolution
(resp., supersolution) to (2.2){(2.5). Then u  v on [0; 1℄ IR
d
+
.
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Remark Sine a visosity solution is by denition both a sub and a supersolution, the omparison
priniple stated in Theorem 2.3 implies uniqueness of visosity solutions.
Proof The general layout of the proof follows the standard arguments [6℄, while the treatment of
the boundary onditions uses ideas from the proofs of [8℄ and [9℄. Fix  2 (0; 1), and for Æ > 0 and
 > 0 let
U(t; x) = u(t; x)  Æ
(1  )
2
(t  )
  (x);
V (t; x) = v(t; x) + Æ
(1  )
2
(t  )
+ (x);
where  is the funtion desribed in Lemma 2.2. To prove the theorem it suÆes to show that for
all Æ 2 (0; 1) there is 
0
2 (0;1) suh that
U(t; x)  V (t; x) (2.10)
if  2 (0; 
0
) and (t; x) 2 (; 1℄ IR
d
+
. Let L < 1 denote the larger of the Lipshitz onstants of u
and v. Given Æ > 0 we an nd ! 2 (0; 1) suh that
jH(p+ v
1
) H(p+ v
2
)j  Æ=2 if kpk  L+ 1 and kv
1
k _ kv
2
k  !: (2.11)
Let

M = sup
x2IR
d
+
kD(x)k. We then let 
0
:
= (Æ=4) ^ (!=4

M), and assume heneforth that
 2 (0; 
0
).
We will use the usual argument by ontradition, and so assume that

:
= sup
(t;x)2(;1℄IR
d
+
[U(t; x)  V (t; x)℄ > 0: (2.12)
For " 2 (0; 1) let
(t; s; x; y)
:
= U(t; x)  V (s; y) 
1
"
(x  y) 
1
2"
(t  s)
2
:
Owing to the boundedness of u and v and the non-negativity of Æ
(1 )
2
(t )
,  and ,  is bounded
from above. We also observe that  tends to  1 as either s or t tends to  , at a rate that is
independent of (x; y) 2 (IR
d
+
)
2
. Let the parameter  2 (0; 1) satisfy
 <  ^ (Æ=4)^ (!=4M); (2.13)
where M is a onstant assoiated with  in Lemma 2.1. Sine  > 0 there exist (t

; s

; x

; y

)
whih satisfy
(t

; s

; x

; y

)  sup
(t;s;x;y)2((;1℄IR
d
+
)
2
(t; s; x; y)       > 0:
We then dene the funtion


(t; s; x; y)
:
= (t; s; x; y) 

2
h
(t  t

)
2
+ (s  s

)
2
+ (x  x

) + (y   y

)
i
:
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Note that if

(t  t

)
2
+ (s  s

)
2
+ (x  x

) + (y   y

)

> 2 then


(t; s; x; y) < (t; s; x; y)  
 (t

; s

; x

; y

)
= 

(t

; s

; x

; y

):
We onlude that the supremum in sup
(t;s;x;y)2((;1℄IR
d
+
)
2


(t; s; x; y) is ahieved, and label the
point at whih it is attained (

t; s; x; y). It follows from 

(

t; s; x; y) > 0 that
1
2"
(

t  s)
2
+
1
"
(x  y)  sup
(t;s;x;y)2([0;1℄IR
d
+
)
2
(ju(t; x)j+ jv(s; y)j)<1:
Sine (x)  mkxk
2
, this implies

t   s! 0 and x  y ! 0 as "! 0. Aording to (2.8) and (2.9),
u(t; x)  v(t; x) for
(t; x) 2 
:
= [[0; 1℄ f0g℄ [
h
f1g  IR
d
+
i
:
We laim that for suÆiently small " > 0 neither (

t; x) nor (s; y) an be in . Indeed, if this is
not true then there exists a subsequene along whih both (

t; x) and (s; y) onverge to the same
point in . Using the ontinuity of u and v, this would violate the stritly positive lower bound
( ) on 

at (

t; s; x; y), sine the limit superior of 

(

t; s; x; y) along suh a subsequene would
be bounded above by zero.
We now onsider the mapping
(t; x)! u(t; x) 
"
1
"
(x  y) +
1
2"
(t  s)
2
+ Æ
(1  )
2
(t  )
+ (x) +

2
(t  t

)
2
+

2
(x  x

)
#
:
Sine this funtion ahieves its maximum at (

t; x) 62  and u is a subsolution, equation (2.6) must
hold. Letting
(t; x)
:
=
1
"
(x  y) +
1
2"
(t  s)
2
+ Æ
(1  )
2
(t  )
+ (x) +

2
(t  t

)
2
+

2
(x  x

);
we ompute

t
(

t; x) =
1
"
(

t  s)  Æ
(1  )
2
(

t   )
2
+ (

t  t

)
D(

t; x) =
1
"
b(x  y)(x  y)n(x  y) +

2
b(x  x

)(x  x

)n(x  x

) + D(x):
Now onsider i suh that x
i
= 0, i.e., i 2 I(x). Sine y 2 IR
d
+
, it follows that hx   y; e
i
i  0
for all suh i, and thus by Condition 2.2 that h
i
; n(x   y)i = h
i
; n(z)i  0 for i 2 I(x) (where
z = (x   y);  > 0, and z 2 B). The same argument also shows that h
i
; n(x   x

)i  0 for
i 2 I(x). Sine by Lemma 2.2 h
i
; D(x)i < 0, it follows that h
i
; D(

t; x)i < 0 for all i 2 I(x).
Aording to (2.6), it must be true that
 
t
(

t; x) H(D(

t; x))  0 (2.14)
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and u(

t; x)  g(

t; x). An analogous argument whih uses the fat that v is a supersolution shows
that either
 
s
(s; y) H(D(s; y))  0; (2.15)
with

s
(s; y) =
1
"
(

t  s) + Æ
(1  )
2
(s  )
2
  (s  s

)
D(s; y) =
1
"
b(x  y)(x  y)n(x  y) +

2
b(y

  y)(y

  y)n(y

  y)  D(y)
or else v(s; y)  g(s; y). Suppose that in fat v(s; y)  g(s; y) ours innitely often as " ! 0.
Sine u(

t; x)  g(

t; x), g is ontinuous, and x   y ! 0 and

t   s ! 0, this would imply along the
subsequene that
lim sup

(

t; s; x; y)  lim sup [u(

t; x)  v(s; y)℄
 lim sup [g(

t; x)  g(s; y)℄
 0:
Sine this ontradits the lower bound 

(

t; s; x; y)    > 0, we onlude that (2.14) and (2.15)
hold for all suÆiently small " > 0.
We now subtrat (2.14) and (2.15), and use j

t  t

j _ js  s

j  2 and (2.13) to obtain
H(D(

t; x)) H(D(s; y))   
t
(

t; x) + 
s
(s; y)  2Æ   4  Æ: (2.16)
Reall that L < 1 serves as a Lipshitz onstant for u and v. Hene the haraterization of (

t; x)
and (s; y) as maximizing and minimizing points implies kD(

t; x)k _ kD(s; y)k  L. Let
p
:
=
1
"
b(x  y)(x  y)n(x  y)
v
1
:
=

2
b(x  x

)(x  x

)n(x  x

) + D(x)
v
2
:
=

2
b(y

  y)(y

  y)n(y

  y)  D(y):
Reall that  = 
2
, where  and  are dened in Lemma 2.1. Then (x   x

)  2 implies
(x  x

)  2, and therefore k

2
b(x  x

)(x  x

)n(x  x

)k  M . In a similar fashion one an
show k

2
b(y

  y)(y

  y)n(y

  y)k  M . Also, sine   !=4

M , where

M is an upper bound
on kD(x)k, kD(x)k _ kD(y)k  

M  !=4. Together with (2.13) and the fat that ! < 1,
these bounds imply
kv
1
k  !
kv
2
k  !
kpk  L+ kv
1
k  L+ 1:
Hene (2.11) holds. Sine this ontradits (2.16) we onlude that equation (2.12) annot be true.
This implies (2.10), whih ompletes the proof.
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3 The Dierential Game
In this setion we formulate a dierential game whose value funtion is a solution to the PDE of the
last setion. This is done for two reasons. One is to show existene of solutions. The seond is so
that ertain saling properties of the solution may be veried. In partiular, it will show that the
solution is linear in radial diretions. However, it should be noted that the game we use for these
purposes is not the game that motivates our study. The results of this paper will be used elsewhere
to onstrut and analyze optimal servie poliies in a queueing network, where the optimization
problem will be formulated as a game. For any given PDE there are a variety of games whose
value funtion will dene a solution to the PDE. We formulate here what seems to be the simplest
possible game that will suit our needs. Examples of games that are diretly related to queueing
network optimization problems an be found in Setion 5.
The game will be formulated in the Elliot-Kalton sense [13℄. We rst give an informal desrip-
tion. In order to properly dene the dynamis of the ontrolled proess we must introdue the
Skorokhod Problem, whih is also known in some ontexts as the reetion mapping. The mapping
dened by the solution to the Skorokhod Problem, whih will be referred to as the Skorokhod Map,
will allow us to onstrut ontrolled, onstrained proesses that are onsistent with the boundary
onditions used in Setion 2. Of ourse in the queueing problems that motivate the PDE of Setion
2 it is the onstraints on the state spae of the network that dene the boundary onditions for
the PDE, and not the other way around. We give here the simplest formulation of the SP that will
over our needs. For a more general formulation see [11℄.
Let
C
IR
d
+
([0; 1℄ : IR
d
) _= f 2 C([0; 1℄ : IR
d
) :  (0) 2 IR
d
+
g;
where C([0; 1℄ : IR
d
) is the usual spae of ontinuous funtions with the sup norm metri. Let a set
of vetors that satisfy Condition 2.2 be given. For eah point x on the boundary of IR
d
+
let
d(x)
:
=
8
<
:
X
i2I(x)
a
i

i
: a
i
 0;






X
i2I(x)
a
i

i






= 1
9
=
;
;
where as in Setion 2 I(x)
:
= fi : x
i
= 0g. The Skorokhod Map assigns to every path  2
C
IR
d
+
([0; 1℄ : IR
d
) a path  that starts at (0) =  (0), but is onstrained to IR
d
+
as follows. If  is
in the interior of IR
d
+
then the evolution of  mimis that of  , in that the inrements of the two
funtions are the same until  hits the boundary of IR
d
+
. When  is on the boundary a onstraining
\fore" is applied to keep  in the domain, and this fore an only be applied in one of the diretions
d((t)), and only for t suh that (t) is on the boundary. The preise denition is as follows. For
 2 C([0; 1℄ : IR
d
) and t 2 [0; 1℄ we let jj(t) denote the total variation of  on [0; t℄ with respet to
the Eulidean norm on IR
d
.
Denition 3.1 Let  2 C
IR
d
+
([0; 1℄ : IR
d
) be given. Then (; ) solves the SP for  (with respet
to IR
d
+
and 
i
; i = 1; :::; d) if (0) =  (0), and if for all t 2 [0; 1℄
1. (t) =  (t) + (t),
10
2. (t) 2 G,
3. jj(t)<1,
4. jj(t) =
R
[0;t℄
1
f(s)2IR
d
+
g
djj(s),
5. There exists a Borel measurable funtion  : [0; 1℄ ! IR
d
+
suh that djj-almost everywhere
(t) 2 d((t)), and suh that
(t) =
Z
[0;t℄
(s)djj(s):
Note that  hanges only when  is on the boundary, and only in the diretions d().
Under Condition 2.2 the Skorokhod Map is Lipshitz ontinuous on the subset of C
IR
d
+
([0; 1℄ :
IR
d
) for whih solutions exist [7, 11℄. The following ondition is suÆient for this subset to be
all of C
IR
d
+
([0; 1℄ : IR
d
). This ondition, whih is rather weak, is known in the literature as the
ompletely S ondition ([19℄). Within the setup of the present paper this ondition is also neessary
for the existene of solutions ([4℄, [11, Setion 4 of part I℄). Note that Condition 3.1 implies Condition
2.3 of Setion 2.
Condition 3.1 Given   f1; :::; dg there exist b
i
 0; i 2  suh that if 
:
=
P
i2
b
i

i
, then
h; e
i
i > 0 for all i 2 .
We next dene a onstrained ordinary dierential equation. As is proved under Conditions 2.2
and 3.1 in [7℄, one an dene a projetion  : IR
d
! IR
d
+
that is onsistent with the onstraint
diretions f
i
; i = 1; :::; dg, in that (x) = x if x 2 IR
d
+
, and if x 62 IR
d
+
then (x)  x = r, where
  0 and r 2 d((x)). Figure 1 illustrates the projetion for a two dimensional problem.
1
2
pi(  )
pi(  )
pi(  )
x
γ
γ
x
x
x
G
1
2x
x
Figure 1: The disrete projetion
With this projetion given, we an now dene for eah point x 2 IR
d
+
and eah v 2 IR
d
the
projeted veloity ([5℄)
(x; v)
:
= lim
#0
(x+v)  (x)

:
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For details on why this limit is always well dened and further properties of the projeted veloity
we refer to [5, Setion 3 and Lemma 3.8℄. Let  : [0; 1℄! IR
d
have the property that eah omponent
of  is integrable over eah interval [0; T ℄; T <1. Then the ODE of interest is given by
_
(t) = ((t); (t)): (3.1)
An absolutely ontinuous funtion  : [0; 1℄! IR
d
+
is a solution to (3.1) if the equation is satised
in an a.e. sense in t. By using the regularity properties of the assoiated Skorokhod Map, one an
prove that all the standard qualitative properties (existene and uniqueness of solutions, stability
with respet to perturbations, et.) hold [7, 10℄. In fat, beause of the partiularly simple nature
of the right hand side (i.e., ((t); (t)) rather than ((t); b((t)) + (t)) for some funtion b),
one an show that  solves (3.1) if and only if  is the image of  (t)
:
=
R
t
0
(s)ds + x under the
Skorokhod Map, in whih ase all suh issues beome trivial.
The ODE (3.1) will dene the dynamis in the game we onsider. In order to omplete this
formal desription of the game, we must also desribe a ost struture. Assoiated with eah of the
onvex funtions H
j
; j = 1; :::; J , is its Legendre transform, whih is dened for eah  2 IR
d
by
L
j
()
:
= sup
p2IR
d
[h; pi  H
j
(p)℄ :
As is well known ([20℄), eah funtion L
j
: IR
d
! IR [ f1g is never equal to  1, onvex on the
set f : L
j
() < 1g, and lower semiontinuous. The maximizing player in the game will selet
a measurable ontrol (t), whih will ontrol the dynamis through (3.1). The minimizing player
will selet a measurable ontrol k(t), whih will take values in the set f1; :::; Jg. This ontrol will
not diretly aet the dynamis, but instead hooses whih of the osts L
k
() will be applied to
the maximizing player. If ever (t) = 0 then play is stopped and a stopping ost of zero is paid. In
addition, the minimizing player will hoose a ontrol (t) that takes values in f0; 1g. If t is the rst
time that (t) = 1, then play is stopped and a stopping ost of g(t; (t)) is inurred. If at time 1
play has not been stopped either by the minimizing player or by hitting the origin, then a terminal
ost of f((1)) is paid. Hene the ost funtion for ontrols (; k; ) and initial ondition (t) = x
at time t is dened as
C
t
(x; ; k; )
:
=

 
Z
^^1
t
L
k(s)
((s))ds+ 1
f<;<1g
g(; ())+ 1
f1;>1g
f((1))

;
where 
:
= inffs : (s) = 0g and 
:
= inffs : (s) = 1g.
Although this ompletes the desription of the dynamis and the ost struture, it does not
fully desribe the game, sine we have not indiated whih player has the \information advantage,"
nor have we indiated how that will be modeled. For the game we are interested in it is the
maximizing player that is given the advantage [13℄. Hene we onsider the orresponding upper
game. (Interestingly, for the games that are diretly related to queueing optimization problems the
value for the upper and lower games often oinide, and both equal the value of this upper game.)
Let
J
t
:
= fk : [t; 1℄! f1; :::; Jg : k is Borel measurableg
and
B
t
:
= f : [t; 1℄! IR
d
:  is Borel measurableg:
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A strategy for the maximizing player at time t is a map  : J
t
! B
t
with the property that  is
nonantiipating: if k
1
(t) = k
2
(t) for a.e. t 2 [s; r℄, then [k
1
℄(t) = [k
2
℄(t) for a.e. t 2 [s; r℄. Let

t
be the set of mappings from [t; 1℄ to f0; 1g. Owing to the nonantiipating nature of strategies
it would make no dierene if we allowed the strategy for the maximizing player to also depend
on the minimizing player's stopping ontrol, and so to simplify this dependene is omitted. Let  
t
denote the olletion of all strategies for the maximizing player at time t. Then the value funtion
for the game is dened by
V (x; t)
:
= sup
2 
t
inf
k2J
t
;2
t
C
t
(x; [k℄; k; ): (3.2)
In this paper we onsider only Lipshitz ontinuous solutions. We therefore assume a ompat-
ibility ondition between the stopping ost and the terminal ost, whih is that f(x) = g(1; x) for
x 2 IR
d
+
. This ondition will be satised by the time dependent problems used to analyze the time
independent problem in Setion 4.
Theorem 3.2 Assume Conditions 2.1, 2.2, and 3.1, and that f(x) = g(1; x). Let V (x; t) be dened
by (3.2), and assume that V is Lipshitz ontinuous. Then V (x; t) is the unique visosity solution
to (2.2){(2.5).
As is the usual ase, the proof of this theorem follows from a dynami programming priniple.
The following theorem an be proved using standard arguments [14℄.
Theorem 3.3 Assume Conditions 2.1, 2.2 and 3.1, and that f(x) = g(1; x). Let V (t; x) be dened
by (3.2), and assume that V is Lipshitz ontinuous. Let 0  t < 1 and onsider any point
x 2 IR
d
+
nf0g for whih V (t; x) < g(t; x). Then there exists Æ
0
2 (0; 1   t) suh that for any
Æ 2 (0; Æ
0
)
V (t; x) = sup
2 
t
inf
k2J
t
"
 
Z
t+Æ
t
L
k(s)
((s))ds+ V (t + Æ; (t+ Æ))
#
;
where  solves (3.1) with (t) = x.
Proof of Theorem 3.2. Properties (2.8) and (2.9) follow diretly from the denition of V (t; x).
Thus we need only onsider onditions (2.6) and (2.7).
We rst show that (2.7) holds. Let  : (0; T )  IR
d
+
! IR be a ontinuously dierentiable
funtion, and let (s; y) 2 (0; T )

IR
d
+
nf0g

be a loal minimum of V   . We an assume without
loss that V (s; y) = (s; y). If V (s; y)  g(s; y) then (2.7) is satised, and so we must only onsider
the ase when V (s; y) < g(s; y). If (2.7) is not true, then there must be a > 0 suh that

t
(s; y) +H(D(s; y))  a (3.3)
and
hD(s; y); 
i
i  a (3.4)
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for all i 2 I(y). Let Æ
0
satisfy the onlusion of Theorem 3.3 for (t; x) = (s; y).
The denition of H and (3.3) imply

t
(s; y) + ^
J
j=1
sup
2IR
d
[h;D(s; y)i   L
j
()℄  a:
For j 2 f1; :::; Jg hoose


j
2 IR
d
so that

t
(s; y) +

h


j
; D(s; y)i   L
j
(


j
)


a
2
: (3.5)
These vetors are used to dene a strategy (in  
s
) for the maximizing player by setting
[k℄(t) =


k(t)
for any ontrol k 2 J
s
. Let  denote the ontrolled dynamis when this strategy is used and the
initial ondition is (s) = y. Sine the mapping y ! I(y) is upper semiontinuous (i.e., given any
z 2 IR
d
, there is " > 0 suh that I(y)  I(z) for all y 2 IR
d
satisfying ky   zk  "), we an assume
that I((r))  I(y) for all r 2 [0; Æ
0
℄. Suppose for a given r 2 [0; Æ
0
℄ that k(r) = j. In this ase


j
an be related to
_
(r) in a variety of ways, depending on the value of I((r)). However, sine in
all ases I((r))  I(y), the denition of the Skorokhod Problem implies that
_
(r) =


j
+
X
i2I(y)
a
i

i
for some numbers a
i
 0; i 2 I(y). Hene by (3.4),

t
(s; y) + hD(s; y);


j
i+
X
i2I(y)
hD(s; y); a
i

i
i  
t
(s; y) + hD(s; y);


j
i:
When ombined with (3.5) and the smoothness of , the last display implies
d(r; (r))
dr
  L
k(r)
(


k(r)
) 
a
4
for almost all r 2 [0; Æ℄ if Æ 2 (0; Æ
0
) is suÆiently small. Hene for suÆiently small Æ 2 (0; Æ
0
) and
any ontrol k
(s+ Æ; (s+ Æ))  (s; y) 
Z
s+Æ
s
L
k(r)
([k℄(r))dr 
aÆ
4
(3.6)
However, by Theorem 3.3
V (s; y)  inf
k2J
s
"
 
Z
s+Æ
s
L
k(r)
((r))dr+ V (s+ Æ; (s+ Æ))
#
:
Hene there is a ontrol k 2 J
s
suh that
V (s; y)   
Z
s+Æ
s
L
k(r)
((r))dr+ V (s+ Æ; (s+ Æ)) 
aÆ
8
:
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Subtrating the last display from (3.6) and using V (s; y) = (s; y) gives
V (s+ Æ; (s+ Æ))  (s + Æ; (s+ Æ))   
aÆ
8
for all suÆiently small Æ 2 (0; Æ
0
). This ontradits the fat that (s; y) is a loal minimum of V  ,
and so it follows that (2.7) is valid.
To omplete the proof we must show that (2.6) holds. Let  : (0; T ) IR
d
+
! IR be ontinuously
dierentiable, and let (s; y) 2 (0; T )

IR
d
+
nf0g

be a loal maximum of V   . One again we
an assume that V (s; y) = (s; y). Sine the minimizing player an always stop the game it follows
that
V (s; y)  g(s; y)  0:
Thus if (2.6) is not true then there is a > 0 suh that

t
(s; y) +H(D(s; y))  a (3.7)
and
hD(s; y); 
i
i   a (3.8)
for all i 2 I(y). Let Æ
0
satisfy the onlusion of Theorem 3.3 for (t; x) = (s; y).
Let

j 2 f1; :::; Jg be a minimizer in ^
J
j=1
H
j
(D(s; y)). We dene a ontrol for the minimizing
player by setting k(r) =

j for all r 2 [0; Æ
0
℄. Sine this ontrol is onstant, a strategy for the
maximizing player is just an open loop ontrol (r) (whih an depend on x and

j). Aording to
(3.7),

t
(s; y) + hD(s; y); (r)i   L
k(r)
((r))   a (3.9)
for almost all r 2 [0; Æ
0
℄.
Let " > 0 be suh that ky   zk < " implies I(z)  I(y). First assume that k(r)  yk  " for
some r 2 [0; Æ℄. Sine H

j
() <1 for all  2 IR
d
, L

j
grows superlinearly:
lim inf
!1
inf
:kk=
L

j
()= =1:
Also, there is M <1 suh that for all x 2 IR
d
+
and v 2 IR
d
k(x; v)k M(1 + kvk):
Elementary estimates using the last two displays show that if Æ 2 (0; Æ
0
) is suÆiently small then
whenever  travels more than " away from y in time Æ,
(s + Æ; (s+ Æ))  (s; y) 
Z
s+Æ
s
L
k(r)
([k℄(r))dr   
aÆ
4
(3.10)
Next onsider the ase k(r)  yk < " for all r 2 [0; Æ℄, where Æ 2 (0; Æ
0
). Then for almost every
suh r there exist numbers a
i
 0; i 2 I(y) suh that
_
(r) = (r) +
X
i2I(y)
a
i

i
:
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By hoosing Æ 2 (0; Æ
0
) smaller if need be, the smoothness of , (3.9) and (3.8) imply
d(r; (r))
dr
  L
k(r)
(


k(r)
) = 
t
(r; (r))+ hD(r; (r));


j
i
+
X
i2I(y)
hD(r; (r)); a
i

i
i   L
k(r)
(


k(r)
)
  a=2:
Hene for suÆiently small Æ 2 (0; Æ
0
) and all () (3.10) holds. Arguing as before, this estimate
and Theorem 3.3 ontradit the fat that (s; y) is a loal maximum of V   .
4 A Simple Charaterization of the Value of an Innite Time
Game
In the previous setions we proved a uniqueness result and representation theorem for the PDE
assoiated to a nite time game. In this setion we onsider an innite time analogue of this game.
The value funtion for this game is of prime interest, in that it will play a key role in haraterizing
optimal robust servie poliies for ertain network problems. It is analogous to the ost potential
or storage funtion in standard deterministi robust ontrol.
One an formally write down a PDE that should be satised by value funtions of this sort
simply by deleting the V
t
term in the PDE of Setion 2 and assuming that g is independent of t.
However, it turns out (as is also the ase in the usual robust ontrol setting, see [17℄) that suh
equations have poor uniqueness properties, even in the visosity sense. Hene we take a dierent
tak. Let V (x) denote the value for the innite time problem, and let V (t; x) denote the value
dened in the last setion. We will use the fat that if t < 1 is xed, then V (x) and V (t; x) oinide
as funtions of x for all x in a neighborhood of the origin. Under onditions stronger than those
of the last two setions, we will prove (for an appropriate hoie of the stopping ost g) that V (x)
is entirely haraterized by V (t; x), and, in partiular, by V (0; x). This will allow the fat that
V (t; x) is the unique solution to a PDE to be brought into onsideration, and ultimately lead to a
simple analyti haraterization of V (x).
We begin by dening the innite time game. As in Setion 2, the dynamis of the game are
dened by the onstrained ODE (3.1), exept that solutions are now onsidered on the innite time
interval [0;1). We wish to dene a game where play is not stopped until the state of the proess
hits the origin. Even though there is no xed time by whih the origin should be hit, we onsider
only ontrols for the minimizing player that will fore this to happen. In partiular, and in ontrast
with the game of Setion 3, there is no other way for the minimizing player to stop the game.
The game whih satises these requirements an be dened as follows. Let
J
:
= fk : [0;1)! f1; :::; Jg : k is Borel measurableg
and
B
:
= f : [0;1)! IR
d
:  is Borel measurableg;
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and let   denotes the set of non-antiipating maps from J to B. We then dene
V (x)
:
= sup
2 
inf
k2J :<1
C

0
(x; [k℄; k); (4.1)
where  is dened by (3.1),
C

0
(x; ; k)
:
=

 
Z

0
L
k(t)
((t))dt

;

:
= infft : (t) = 0g, and where the inmum over the empty set is 1.
One an easily verify by a time resaling argument that V is linear in radial diretions, whih
means that for all x 2 IR
d
+
and all  > 0
V (x) = V (x):
In this setion we use the following additional ondition.
Condition 4.1 Eah funtion L
j
; j 2 f1; :::; Jg takes the form
^
L
j
()  1, where
^
L
j
()
:
=
(
0 if x 2 C
j
1 otherwise,
with eah C
j
a losed nonempty onvex set.
This ondition is satised by Examples 1 and 2 of Setion 5, but not by Example 3. At the
present time it is not known if one an generalize Theorem 4.3 to over Example 3 as well. The
game that denes V (x) has a partiularly simple interpretation when Condition 4.1 holds. The ost
^
L
j
() = 1 for  62 C
j
ats as a onstraint on the maximizing player, foring (t) 2 C
j
whenever
the minimizing player hooses k(t) = j. Given that this onstraint is satised a.s. in t, the ost
C

0
(x; ; k) is simply the time that it takes to hit the origin, given a starting position x. Hene
the goal of the maximizing player is to delay this event for as long as possible. The minimizing
player wishes for this time to be as small as possible, and attempts to ahieve this by seleting the
onstraint on (t) appropriately.
We have observed that V (x) represents the optimal time till the origin is reahed. Let g(x; t)
:
=
(1   t) and R
:
= fx : V (x)  1g. We laim that when the stopping ost g is used in the game of
Setion 3 the solution is given for t 2 [0; 1℄ by
V (t; x) =
(
V (x) if x 2 (1  t)R;
(1  t) otherwise.
(4.2)
The preise statement is as follows.
Theorem 4.1 Let g(t; x)
:
= (1   t) and f(x)
:
= 0. Assume that V dened by (4.1) is nite and
Lipshitz ontinuous, and that Conditions 2.1, 2.2, 3.1 and 4.1 are satised. Then V (t; x) dened
by (4.2) is the unique visosity solution to (2.2){(2.5).
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Proof We give the proof for t = 0. The general ase uses the same argument. Fix x 2 R
Æ
and let
" > 0 be given. In the denition of V (x), hoose  suh that
inf
k2J :<1
C

0
(x; [k℄; k) V (x)  ":
This means for all k 2 J that   V (x) ". We adapt  in the obvious way for use in the denition
of the nite time problem V (0; x). Beause  is non-antiipating this adaptation is well dened. If
the minimizing player in V (0; x) never uses the stopping ontrol, then they pay at least V (x)   "
if   1 and 1 if  > 1. If they do stop play at some time s 2 [0; 1℄, then the ost will be at
least s + g(s; (s)) = s + (1   s) = 1. Sine x 2 R, the radial linearity of V (x) and the denition
of R imply 1  V (x), and so in all ases the ost is at least V (x)   ". Sine " > 0 is arbitrary,
V (0; x)  V (x).
Next let  be any strategy that appears in the denition of V (0; x). Given " > 0 we must nd
a ontrol (k; ) for the minimizing player suh that
C
0
(x; [k℄; k; ) V (x) + ": (4.3)
Sine x 2 R
Æ
we an nd " > 0 suh that V (x)+" < 1. Let  be any non-antiipating extension of 
to trajetories k 2 J that are dened on the interval [0;1). Choose k 2 J in the denition of V (x)
suh that   V (x) + ", and by abusing notation let k also denote the orresponding restrition to
[0; 1℄. Note that   V (x) + " implies  < 1. By hoosing to never exerise the stopping ontrol,
the minimizing player obtains (4.3). Sine " > 0 is arbitrary we nd that V (0; x) V (x).
Finally we must onsider x 62 R
Æ
. Sine the minimizing player an always stop play immediately,
V (0; x)  1. On the other hand, the same argument as in the ase x 2 R
Æ
shows that V (0; x)  1,
and so V (0; x) = 1.
The denition of visosity solutions in setion 2 is phrased in terms of test funtions. An
alternative denition in terms of sub- and superdierentials is standard (see [3, 15℄). The following
result from [3℄ provides a link between the two denitions. It is stated in [3, Lemma II.1.7℄ for an
open domain, but the proof of the following version is idential.
Lemma 4.2 Let 
 denote (0; 1) 

IR
d
+
n f0g

and let w 2 C(
). Then p 2 D
+
w(x) [resp.,
p 2 D
 
w(x)℄ if and only if there exists  2 C
1
(
) suh that D(x) = p and w    has a loal
maximum [resp., minimum℄ at x.
As a result, the following statement is equivalent to the denition of Setion 2. A bounded Lipshitz
ontinuous funtion w : [0; 1℄ IR
d
+
! IR is a visosity subsolution [resp., supersolution℄ to (2.2){
(2.5) if the following onditions hold. If (a; p) 2 D
+
V (s; y); s 2 (0; 1); y 2 IR
d
+
n f0g then
max
( 
[ a H(p)℄^ min
i2I(y)
[ hp; 
i
i℄
!
;w(s; y)  g(s; y)
)
 0 (4.4)
[resp., if (a; p) 2 D
 
V (s; y); s 2 (0; 1); y 2 IR
d
+
n f0g then
max
( 
[ a H(p)℄_ max
i2I(y)
[ hp; 
i
i℄
!
;w(s; y)  g(s; y)
)
 0℄: (4.5)
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Moreover, (2.8) and (2.9) hold.
The following analyti haraterization of V follows from Theorem 4.1. Note that even when V
is smooth the set of sub and superdierentials is multivalued on IR
d
+
. In partiular, if p 2 D
+
V (x)
[resp., p 2 D
 
V (x)℄ and x 2 IR
d
+
, then p +
P
i2I(x)
a
i
e
i
2 D
+
V (x) [resp., p  
P
i2I(x)
a
i
e
i
2
D
 
V (x)℄ for all a
i
 0; i 2 I(x).
Theorem 4.3 Assume that V dened by (4.1) is nite and Lipshitz ontinuous, and that Condi-
tions 2.1, 2.2, 3.1 and 4.1 are satised. Then V satises the following onditions:
p 2 D
 
V (x); x 2 R
d
+
nf0g ) H(p)^ min
i2I(x)
hp; 
i
i  0; (4.6)
V (0) = 0; (4.7)
p 2 D
+
V (x); x 2 R
d
+
nf0g; and b 2 [0; 1℄) [H(bp)  (1  b)℄_ max
i2I(x)
hbp; 
i
i  0; (4.8)
Conversely, suppose that a Lipshitz ontinuous and radially linear funtion V : IR
d
+
! IR is given
that satises onditions (4.6){(4.8), and suh that the level set R
:
= fx : V (x)  1g is bounded.
Then V equals the value funtion dened by (4.1).
Proof Assume that the funtion V (x) dened by (4.1) is nite and Lipshitz ontinuous. Property
(4.7) follows diretly from the denition of V . Dene V (t; x) by (4.2). Equations (4.6) and (4.8) will
be proved by applying Theorems 3.2 and 4.1, and then using the alternative phrasing of onditions
(2.6){(2.9) in terms of sub and superdierentials.
First assume that x 2 [(1  t)R℄
Æ
, where t 2 (0; 1). For suh points the denition of R implies
that V (t; x) < g(t; x). If p 2 D
 
V (x) and x 2 IR
d
+
nf0g, then by (4.2) (0; p) 2 D
 
V (t; x). Inserting
this into equation (4.5) and using V (t; x) < g(t; x) gives (4.6). Next let x 2 [(1 t)R℄ and t 2 (0; 1)
be given. Then
D
+
V (t; x) =

( (1  b); bp) : p 2 D
+
V (x); b 2 [0; 1℄
	
:
Together with (4.4), the last display gives (4.8).
To prove the last sentene of the theorem, let V (x) be a Lipshitz ontinuous funtion and
radially linear funtion that satises onditions (4.6){(4.8). Dene V (t; x) by (4.2). We will verify
the sub and superdierential forms of (2.6){(2.9). Conditions (2.8) and (2.9) follow diretly from
(4.7), the fat that f(x) = 0, and the denition of V (t; x) via (4.2). Next suppose that (a; p) 2
D
+
V (s; y), with s 2 (0; 1) and y 2 IR
d
+
nf0g. If y 2 ((1   s)R)
Æ
then the denition of V (t; x)
implies V (s; y) < g(s; y), a = 0, and p 2 D
+
V (y). In this ase (4.8) with b = 1 implies (4.4). If
y 2 ((1  s)R) then V (s; y) = g(s; y) and (a; p) = ( (1  b); bq) for some q 2 D
+
V (y), and again
(4.8) implies (4.4). If y 62 (1   s)R then V (s; y) = g(s; y) and (a; p) = ( 1; 0), and (4.4) follows
from the fat that under Condition 4.1
H(0) = ^
J
j=1
sup
2IR
d
 L
j
() = 1:
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Lastly we turn to ondition (4.5). Suppose that (a; p) 2 D
 
V (s; y), with s 2 (0; 1) and y 2
IR
d
+
nf0g. If y 2 ((1 s)R)
Æ
then V (s; y) < g(s; y), and so a = 0 and p 2 D
 
V (y). In this ase (4.6)
implies (4.5). If y 62 (1  s)R then V (s; y) = g(s; y), and so (4.5) holds as well. Having veried all
of onditions (2.6){(2.9), the proof of the theorem is omplete.
5 Three Examples From Queueing Network Optimization
In this setion we present three examples. The aim is to show how the game dened in Setion 3
an be used to formulate and study problems in the optimal ontrol of queueing networks. The
examples all onsider the same 4 lass, 2 station queueing network, but with dierent ost riteria,
motivations, and interpretations. Although we fous here on servie ontrol, the ideas an be
applied to problems with routing ontrol as well.
We rst desribe the dynamial model that will be used for all three examples. The queueing
system onsists of four queues, labeled 1, 2, 3 and 4, and two servers, labeled A and B (see Figure
2). Customers enter queue 1 at rate  2 [0;1). Queues 1 and 4 (resp., 2 and 3) are served by
server A (resp., B). Queue i is served at rate 
i
when the respetive server serves only this queue.
The ontrol in this problem is the hoie of whih lass is served, and hene the ontrol takes 4
values. It will turn out that this ontrol problem has the same value as the orresponding \relaxed"
version, whih allows that server to split servie eort between ustomer lasses.
A B
4 3
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Figure 2: A system with four queues and two servers
For partiular xed hoies of the ontrol poliy, this system is studied for a deterministi
model in [16℄ and for a stohasti model in [18℄. It has been shown that this system an experiene
instability for non-idling servie poliies, even if the usual load onditions are satised. This non-
trivial behavior with regard to stability riteria makes the example interesting from the point of
view of ontrol and robust stabilization.
We next desribe the Skorokhod Problem model that is appropriate for this system. Our
\derivation" of the Skorokhod Problem is intended only as a heuristi. A more areful analysis an
be applied to relate a variety of more detailed models to the model we use via a law of large numbers
type approximation. At the level of modeling we onsider (whih is sometimes alled the \uid"
level), the system is desribed by a ontinuous time, ontinuous state dynamial model. The state
 2 IR
4
+
represents the queue lengths at sites 1, 2, 3 and 4. The role of the Skorokhod Problem is
to apply the proper ompensation to the state when a servie is attempted at an empty queue. A
key observation here is that this is the only role the Skorokhod Problem will play. In partiular,
the Skorokhod Problem will not be required to enfore non-idling behavior. In the setting of
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multilass problems, it is ommon when onsidering issues of performane analysis to restrit to a
xed non-idling servie poliy, whih then must be reeted in the form of the Skorokhod Problem
[12℄. Unfortunately, this an lead to a Skorokhod Problem that is not well dened, in that there
an be multiple solutions for a single input  [18℄. In the present paper we allow the servie to
be a ontrol, whih turns out to be extremely onvenient in that it always leads to a well dened
Skorokhod Problem. We will return to this point after the desription of the Skorokhod Problem
is omplete.
Sine the state spae has been identied, all that remains in dening the Skorokhod Problem
is to identify the vetors 
i
. To see how this an be aomplished, we rst onsider the evolution
of the system away from any of the boundaries, i.e., at points where all queues are nonempty. The
dynamis will of ourse depend on the urrent ontrol. Let U
:
= f(1; 2); (1; 3); (4; 2); (4; 3)g denote
the ontrol spae. Hene if the ontrol u = (s
A
; s
B
) 2 U is hosen, the server A serves s
A
and server
B serves s
B
. Suppose, for example, that u = (1; 3). Then the dynamis away from the boundary
with this hoie of ontrol are
_
 = e
1
+ 
1
(e
2
  e
1
) + 
3
(e
4
  e
3
) = (  
1
; 
1
  
2
; 
2
; 0):
The interior dynamis with the other hoies of the ontrol are obvious analogues.
We next onsider the behavior when one of the queues is empty. For i = 1; 2; 3; 4, the onstraint
mehanism on the fae fx 2 IR
4
+
: I(x) = figg must ompensate for any servie that is attempted
when the queue is empty. As noted previously we will not assume, a priori, that the ontrols are
restrited to non-idling servie poliies. In fat, the ontrols that appear in the denition of the
value funtions are \open loop," whih simply means that they are funtions of time but not of
the state of the system (see Setion 3). It is ertainly possible that some of these ontrols will
allow parts of the system to idle even when there is work to be done. We will rely on optimality
to indiretly eliminate suh ontrols when they are not appropriate. Hene if ontrol u = (1; 3) is
seleted, and if queues 1 and 3 are empty, the servers ontinue to (attempt to) serve queues 1 and
3, and ignore queues 2 and 4. Suppose that 
1
is zero, and that all other queues are nonempty.
Then regardless of the urrent state of the ontrol, if a servie were attempted to queue 1 then
the ompensating ation is to inrease queue 1 in proportion to the erroneous servie, and to also
redue the length of queue 2 by the same amount. Thus the diretion of onstraint on this fae is

1
= e
1
  e
2
. A similar argument applies at the faes whih orrespond to queues 2 and 3 being
empty, and so 
2
= e
2
  e
3
and 
3
= e
3
  e
4
. Sine the output of queue 4 is not fed into any other
queue, 
4
= e
4
.
Those familiar with the Skorokhod Problem will reognize that we have obtained the same
Skorokhod Problem as the one used to model a single lass tandem queueing network with four
stations. This means that by optimizing over the servie poliy and by using open loop ontrols, we
eetively deouple the dierent ustomer lasses, at least from the point of view of the Skorokhod
Problem and related analyti mahinery (e.g., the PDE of Setions 2 and 4). This signiantly
simplies the analysis, and to the authors' knowledge this fat has not been observed previously.
The situation is very muh analogous to the lassial theory of ontrolled unonstrained ODEs.
Here the system might be modeled by the ODE
_
 = b(; u), with b(; ) a smooth funtion of its
arguments and u the ontrol. If one onsiders a xed feedbak ontrol then u may not be smooth,
and there an be diÆulty in assoiating a well dened dynamial model. If one uses open loop
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ontrols then there is no diÆulty at all in dening quantities suh as the system dynamis and
the value funtion. Of ourse if one is primarily interested in feedbak ontrols then in a sense the
diÆulty is only deferred, sine one must eventually onstrut a feedbak ontrol that performs in
at least a nearly optimal fashion. Nonetheless, the use of open loop ontrols (or open loop ontrols
and strategies in the game ase) is important, sine quantities suh as the value funtion an be
properly dened and used to study the problem further.
With the diretions of onstraint now identied, the system dynamis are now dened as in
Setion 3 through equation (3.1). Conditions 2.2 and 3.1 are easily veried for this model. See, for
example, [7, 11℄. All that remains is to speify the ost struture, and it is here that our examples
dier. We begin with the simplest example.
Example 1: Optimal Stabilizing Servie Poliy. We wish to dene a problem in whih the
arrival and servie rates have xed values, and the issue is to design a ontrol strategy suh that for
any given nonzero initial state, the proess  is returned to the origin as quikly as possible. The
index set f1; :::; Jg of the previous setions is now f(1; 2); (1; 3); (4; 2); (4; 3)g, orresponding to the
4 \pure" servie assignments. Here and for the examples to follow, it is easy to prove that the value
funtions and related PDE are the same as those one would obtain by allowing appropriate onvex
ombinations of the ontrols, whih an be interpreted as a splitting of eort between dierent
queues.
This problem an be inluded in the general model of Setions 2 and 4 via an appropriate hoie
of the L funtions. The veloities away from all boundaries for the 4 ontrols are


(1;2)
= (  
1
; 
1
  
2
; 
2
; 0);


(1;3)
= (  
1
; 
1
; 
3
; 
3
);


(4;2)
= (; 
2
; 
2
; 
4
);


(4;3)
= (; 0; 
3
; 
3
  
4
):
If u = (s
A
; s
B
), then we dene
L
u
()
:
=
(
 1  =


(s
A
;s
B
)
1 else.
Note that sine the ost eetively onstrains  one the minimizing ontrol u is hosen, this
problem is not atually a game. With this hoie the total ost to be minimized is the time to hit
the origin, and so V (x) gives the minimal time to reah 0, given the initial state x. Even this simple
problem is interesting, sine the existene of a nite solution to the PDE of Setion 4 indiates
the existene of a globally stabilizing poliy, and in addition suggests a poliy that is optimal with
regard to the design riteria (returning a perturbed state to zero as quikly as possible).
The PDE in this ase takes a very simple form. We have
H
(s
A
;s
B
)
() = 1 + h;


(s
A
;s
B
)
i;
and so H() = ^
(s
A
;s
B
)2U
H
(s
A
;s
B
)
() is a onave funtion, with polyhedral level sets.
Example 2: Robust Stabilization. We next onsider an extension of the previous example. In
this problem the rates , 
1
; : : : ; 
4
will not be xed, and so the problem will be a genuine game.
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We assume that the rates are restrited to intervals as follows:
 2 [a; A℄
:
= B
0
; 
i
2 [m
i
;M
i
℄
:
= B
i
; i = 1; : : : ; 4:
As in the previous example, away from the boundaries there is a well dened veloity assoiated
with eah hoie of the rates. We wish to onsider a game in whih the maximizing player will
hoose the rates, subjet to these onstraints, in suh a way as to delay hitting the origin for as
long as possible. Suh a game an be obtained by hoosing the funtions L
u
() to be  1 if  is in
the range of veloities allowed by the servie assignment (s
A
; s
B
), and 1 otherwise. For example
L
(1;2)
() =
(
 1 if  = (  
1
; 
1
  
2
; 
2
; 0) for some  2 B
0
; 
1
2 B
1
; 
2
2 B
2
;
1 otherwise
Note that Condition 4.1 holds for these funtions.
The Hamiltonians assoiated with eah assignment are the Legendre transforms of the L fun-
tions. We adopt the onvention that the operations _ and ^ preeed addition and subtration, and
sueed multipliation. Then
H
(1;2)
() = + a
1
_A
1
+m
1
(
2
  
1
) _M
1
(
2
  
1
) +m
2
(
3
  
2
) _M
2
(
3
  
2
)
H
(1;3)
() = + a
1
_A
1
+m
1
(
2
  
1
) _M
1
(
2
  
1
) +m
3
(
4
  
3
) _M
3
(
4
  
3
)
H
(4;2)
() = + a
1
_A
1
+m
2
(
3
  
2
) _M
2
(
3
  
2
) +m
4
( 
4
) _M
4
( 
4
)
H
(4;3)
() = + a
1
_ A
1
+m
3
(
4
  
3
) _M
3
(
4
  
3
) +m
4
( 
4
) _M
4
( 
4
):
Hene
H() = ^
(s
A
;s
B
)2U
H
(s
A
;s
B
)
()
= + a
1
_ A
1
+ [m
1
(
2
  
1
) _M
1
(
2
  
1
)℄ ^ [m
4
( 
4
) _M
4
( 
4
)℄
+ [m
2
(
3
  
2
) _M
2
(
3
  
2
)℄^ [m
3
(
4
  
3
) _M
3
(
4
  
3
)℄:
The assumptions of Theorem 4.3 apply. Hene a funtion V satisfying (4.6){(4.8) will provide
the optimal time till the origin is reahed. In partiular, suppose one an identify a set of optimizing
servie ontrols. With these ontrols, the time till the origin is reahed will be bounded by V (x)
for any rates  and 
i
that stay within B
0
and B
i
, i = 1; : : : ; 4. A more detailed disussion of the
sense in whih suh a servie poliy is optimally robust is given in [1℄.
Example 3: A Risk-sensitive Problem. As our nal example we onsider a problem in risk-
sensitive ontrol. Consider a set of nominal onstant rates

; 
1
; : : : ; 
4
and a parameter  > 0. For
z 2 IR dene
`(z) =
(
z log z   z + 1 if z  0
1 otherwise,
with the onvention 0 log 0 = 0. As in the previous example, the rates of the system will be hosen
by the maximizing player. In ontrast to that example, the onstraints will not be \hard", although
there will be a penalty for any deviation from the nominal rates. The form of the penalty is the one
23
that would be assoiated with a risk-sensitive ontrol problem, and this point is disussed below.
For example, if the servie assignment is (s
A
; s
B
) = (1; 3) then
L
(1;3)
() =   + inf


`(=

) + 
1
`(
1
=
1
) + 
3
`(
3
=
3
) :  = (  
1
; 
1
; 
3
; 
3
)
	
:
The obvious analogous denitions apply in the other ases. With h(a) dened to be the Legendre
transform (e
a
  1) of `, one an alulate
H() = +

h(
1
) + 
1
h(
2
  
1
) ^ 
4
h( 
4
) + 
2
h(
3
  
2
) ^ 
3
h(
4
  
3
):
The struture of the ost reets a entering around the nominal system as measured via
the funtion `. This funtion is signiant from the point of view of large deviations theory,
and the game struture allows for a link to related questions in stohasti risk sensitive ontrol
theory. Consider a stohasti model in whih inter-arrival and servie times are exponential random
variables with rates

; 
1
; : : : ; 
4
. Let the time be resaled by the proportion n and the spae by
n
 1
, and denote by 
n
the (random) time till the origin is reahed starting at the xed point x in
the resaled spae. If a servie ontrol is applied so as to minimize the ost logEe
n
n
, then the
limit of n
 1
logEe
n
n
as n ! 1 is formally given by the value V (x) of the game above. As in
Example 2, one an prove a robust optimality for a servie poliy that is designed in this way. This
issue is disussed further in [1℄
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