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1. Introduction
The present paper deals with some partial differential inclusions that are investigated by stochastic methods connected
with diffusion properties of weak solutions to stochastic differential inclusions considered in the author’s paper [9]. In
particular, the paper contains further much more precise idea dealing with connections between weak solutions of stochastic
differential inclusions and solutions to some partial differential inclusions.
In the last years some properties of partial differential inclusions have been investigated by G. Bartuzel and
A. Fryszkowski (see [1–3]) as applications of some general methods of abstract differential inclusions. Partial differential
inclusions considered by G. Bartuzel and A. Fryszkowski have the form Du ∈ F (u), where D is a partial differential operator
and F is a given lower semicontinuous (l.s.c.) multifunction. In the present paper we consider partial differential inclusions
of the form u′t(t, x) ∈ (LFGu)(t, x) + c(t, x)u(t, x) and ψ(t, x) ∈ (LFGu)(t, x) + c(t, x)u(t, x), where c and ψ are given continu-
ous functions, u denotes an unknown function and LFG is a set-valued partial differential operator generated by given l.s.c.
set-valued mappings F and G . Partial differential inclusions, considered in the paper are investigated together with some
initial and boundary conditions. Solutions to such initial and boundary valued problems are characterised by weak solutions
to stochastic differential inclusions. This approach leads to natural methods of solving some optimal control problems for
systems described by partial differential equations depending on control parameters. These methods are consequence of the
weak compactness with respect to distributions of the set of distributions of all weak solutions to stochastic differential
inclusions (see [8] and [9]).
In what follows we shall denote by C1,20 (R
n+1) and C20(Rn) the spaces of all functions h˜ ∈ C1,2(Rn+1,R) and h ∈
C2(Rn,R), respectively with compact supports. By ∂D and ∂U we denote the boundaries of given domains D ⊂ Rn
and U ⊂ Rn+1, respectively. By PF we shall denote a complete ﬁltered probability space (Ω,F ,F, P ) with a ﬁltra-
tion F = (Ft)0t<∞ satisfying the usual conditions, i.e., such that F0 contains all A ∈ F such that P (A) = 0 and
Ft = ⋂ε>0 Ft+ε for t ∈ [0,∞). We shall deal with set-valued mappings F : [0,∞) × Rn → Cl(Rn) and G : [0,∞) ×
R
n → Cl(Rn×m), where Cl(Rn) and Cl(Rn×m) denote the space of all nonempty closed subsets of Rn and Rn×m , respec-
tively. Given the above set-valued mappings F and G we shall denote by C(F ) and C(G) sets of all continuous selectors
f : [0,∞)×Rn → Rn and g : [0,∞)× Rn → Rn×m , of F and G , respectively. For a given n-dimensional continuous stochastic
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dimensional stochastic process deﬁned on PF by Ys,x = (Ys,x(t))0t<∞ , where Ys,x(t) = (s+ t, Xs,x(s+ t)) for 0 t < ∞. For
given above stochastic processes, T > 0 and a domain D ⊂ Rn we can deﬁne the ﬁrst exit times τ sD and τ sU of Xs,x and Ys,x
from D and U = (0, T ) × D , respectively, i.e., τ sD = inf{r > s: Xs,x(r) /∈ D} and τ sU = inf{t > s: Ys,x(t) /∈ U }. It can be veriﬁed
(see [11, p. 226]) that τ sU = τ sD − s.
In what follows we shall need some continuous selection theorem. We recall it (see [9, Theorem 3]) in the general form.
Let (X,ρ), (Y , | · |) and (Z ,‖ · ‖) be Polish and Banach spaces, respectively. Similarly as above by Cl(Y ) we denote the space
of all nonempty closed subsets of Y .
Theorem 1. (See [9, Theorem 3].) Let λ : X × Y → Z and u : X → Z be continuous and H : X → Cl(Y ) be l.s.c. such that
u(x) ∈ λ(x, H(x)) for x ∈ X. Assume λ(x, ·) is aﬃne and H takes convex values for every x ∈ X. Then for every ε > 0 there is a
continuous function fε : X → Y such that fε(x) ∈ H(x) and ‖λ(x, fε(x))− u(x)‖ ε for x ∈ X.
The paper is organized as follows. In Section 2 we recall the basic notions dealing with stochastic differential inclusions
and introduce set-valued partial differential operators generated by such inclusions. Some properties of the ﬁrst exit times
of continuous stochastic processes are given in Section 3, whereas Section 4 contains some results dealing with stochastic
representations of solutions to partial differential equations by weak solutions to non-autonomous stochastic differential
equations. Section 5 is devoted to existence and representation theorems for solutions of initial and boundary values prob-
lems for partial differential inclusions. Its results are based on the results of two previous sections. In particular, the results
of Sections 3 are essential in the proofs of the existence and representations theorems for boundary values problems,
whereas the existence and representation theorems for initial values problems are connected with results of Section 4.
2. Stochastic differential inclusions and set-valued partial differential operator
Given set-valued measurable and bounded mappings F : [0,∞) × Rn → Cl(Rn) and G : [0,∞) × Rn → Cl(Rn×m) by a
stochastic differential inclusion SDI(F ,G) we mean a relation
xt − xs ∈ clL2
( t∫
s
F (τ , xτ )dτ +
t∫
s
G(τ , xτ )dBτ
)
(1)
that has to be satisﬁed for every 0 s t < ∞ by a system (PF, X, B) consisting of a complete ﬁltered probability space PF ,
the n-dimensional F-nonanticipative stochastic process X = (X(t))0t<∞ and an m-dimensional F-Brownian motion B =
(Bt)0t<∞ , where clL2 denotes the closure in the L2(Ω,Rn)-norm topology. In the particular case, when F and G take
convex values, then the above SDI(F ,G) takes the form
xt − xs ∈
t∫
s
F (τ , xτ )dτ +
t∫
s
G(τ , xτ )dBτ .
If a system (PF, X, B) satisﬁes (1) then the process X possesses a continuous modiﬁcation. It can be treated as a random
variable X : (Ω,F) → (C, β(C)), where C = C([0,∞),Rn) and β(C) denotes the Borel σ -algebra on C . We call the above
system (PF, X, B) a weak solution to SDI(F ,G). A weak solution (PF, X, B) to SDI(F ,G) is said to be unique in law if for
every other its weak solution (P ′
F′ , X
′, B ′) one has P X−1 = P (X ′)−1, where P X−1 and P (X ′)−1 denote the distributions
of X and X ′ , respectively deﬁned by (P X−1)(A) = P (X−1(A)) and (P (X ′)−1)(A) = P ′((X ′)−1(A)) for A ∈ β(C). In what
follows we shall consider stochastic differential inclusions (1) together with the initial condition Xs = x, a.s., for ﬁxed
(s, x) ∈ [0,∞)× Rn .
Let us observe that on the family of all weak solutions to (1) satisfying the above initial condition, we can deﬁne an
equivalence relation “∼” by setting (PF, X, B) ∼ (P˜F˜, F˜ , P˜ ) if and only if P X−1 = P X˜−1 for every weak solutions (PF, X, B)
and (P˜
F˜
, F˜ , P˜ ) satisfying Xs = X˜s = x a.s. In what follows we shall denote by Xs,x(F ,G) the family of all “∼”-equivalence
classes deﬁned by all such weak solutions to (1). If [(PF, X, B)] ∈ Xs,x(F ,G) we shall identify the class [(PF, X, B)] with
an “∼”-equivalence class [X] of all n-dimensional continuous processes Z such that P X−1 = P Z−1. It is clear that we can
associate with every [X] ∈ Xs,x(F ,G) exactly one probability measure P X−1. The space of all such probability measures
corresponding to all classes belonging to the family Xs,x(F ,G) will be denoted by X Ps,x(F ,G). We shall consider SDI(F ,G)
with F and G satisfying some with the following conditions.
Conditions (A).
(i) F : [0,∞)× Rn → Cl(Rn) and G : [0,∞)× Rn → Cl(Rn×m) are bounded and take convex values.
(ii) F and G are l.s.c.
(iii) G is diagonally convex-valued, i.e., for every (t, x) ∈ [0,∞) × Rn the set l(G)(t, x) =: {g · gT : g ∈ G(t, x)} is convex,
where gT denotes the transposition of g ∈ G(t, x).
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σ ∈ C(D) there is g ∈ C(G) such that σ = g · gT .
(v) F and G are continuous.
Observe that l(C(G)) ⊂ C(D) and (iv) implies that C(D) ⊂ l(C(G)). Then (iv) can be formulate that G is such that every
continuous selector σ of a multifunction D = l(G) is uniformly positive deﬁned and C(D) = l(C(G)). Let us note that the
above conditions (i)–(iv) could be written in a weaker form by requiring: F and G satisfy conditions (i) and (ii), are such
that LFG is uniformly parabolic, i.e. that for every σ ∈ l(G) there is a positive number M such that Σσi j(t, x)ξiξ j  M|ξ |2
for all (t, x) ∈ R+ × Rn and ξ ∈ Rn , and G is diagonally convex and such that C(D) = clC [l(C(G))], where clC denotes the
closure in a topology of the uniform convergence of continuous functions on R+ × Rn . Some suﬃcient conditions implying
the hypothesis (iv) are given in [9, Lemma 11]. Similarly as in [9], by the above conditions we obtain the following results.
Theorem 2. (See [9, Theorem 1].) Assume conditions (i), (iii)–(v) of (A) are satisﬁed. Then for every (s, x) ∈ [0,∞) × Rn the family
Xs,x(F ,G) is nonempty and X Ps,x(F ,G) is weakly compact with respect to the convergence in distributions.
Theorem 3. Assume conditions (i)–(iv) of (A) are satisﬁed. For every ( f , g) ∈ C(F )× C(G) and (s, x) ∈ [0,∞)×Rn there is a unique
class [X f gs,x] ∈ Xs,x(F ,G) such that the process Y f gs,x = (Y f gs,x(t))0t<∞ with Y f gs,x(t) = (s + t, X f gs,x(s + t)) for 0  t < ∞ is an Itô
diffusion such that Y f gs,x(0) = (s, x) a.s.
Proof. Let ( f , g) ∈ C(F )× C(G) and (s, x) ∈ [0,∞)×Rn be ﬁxed. By virtue of [6, Theorem IV.6.1] and Stroock and Varadhan
uniqueness theorem (see [12]) there is a unique in law weak solution (PF, X f gs,x, B) to the stochastic differential equation
xt = x+
∫ t
s f (τ , xτ )dτ +
∫ t
s g(τ , xτ )dBτ . Let a f = (1, f T )T and bg = (0, g1, . . . , gn)T with 0, gi ∈ R1+m , where 0= (0, . . . ,0)
and gi denotes the ith row of g for i = 1, . . . ,n. Similarly as in [9, p. 1044] we can verify that the process Y f gs,x deﬁned above
is a unique in law weak solution to the stochastic differential equation yt = (s, x)+
∫ t
0 a f (yτ )dτ +
∫ t
s bg(yτ )dBτ . Therefore,
similarly as in [9], we can see that Y f gs,x is an Itô diffusion on PF satisfying Y f gs,x(0) = (s, x) a.s. 
Immediately from [11, Theorem 7.3.3] it follows that by the assumptions of Theorem 3 for every ( f , g) ∈ C(F ) × C(G)
and h˜ ∈ C1,20 (Rn+1) the limit
lim
t→0
Es,x˜h(Y f gs,x(t))− h˜(s, x)
t
(2)
exists for every (s, x) ∈ [0,∞)×Rn , where Es,x denotes the mean value operator with respect to a probability measure Q s,x
such that Q s,x[Y f gs,x(t1) ∈ E1, . . . , Y f gs,x(tk) ∈ Ek] = P [Y f gs,x(t1) ∈ E1, . . . , Y f gs,x(tk) ∈ Ek] for every 0  ti < ∞ and Ei ∈ β(Rn+1)
with 1 i  k for every k  1. Then the set D f g(Rn+1) of all h˜ : R+ × Rn → R such that the limit (2) exists is nonempty.
In what follows the above limit will be denoted by (LCf g h˜)(s, x). The operator L
C
f g deﬁned by (2) on D f g(Rn+1) is called
the inﬁnitesimal generator of Y f gs,x . Similarly as in [11, Theorem 7.3.3] we can verify that for every h˜ ∈ C1,20 (Rn+1) and
(s, x) ∈ [0,∞)× Rn one has
(
L
C
f gh˜
)
(s, x) = h˜′t(s, x)+
n∑
i=1
f i(s, x)˜h
′
xi (s, x)+
1
2
n∑
i, j=1
(
g · gT )i j(s, x)˜h′′xi x j (s, x).
Hence for h ∈ C20(Rn) and (s, x) ∈ [0,∞) × Rn we get (LCf gh)(s, x) =
∑n
i=1 f i(s, x)h′xi (x) + 12
∑n
i, j=1(g · gT )i j(s, x)h′′xi x j (x).
Similarly as in [11, Theorem 7.4.1] we obtain the following Dynkin’s formula
Es,x
[
h˜
(
Y f gs,x(τ )
)]= h˜(s, x)+ Es,x[ τ∫
0
(
L
C
f g h˜
)(
Y f gs,x(t)
)
dt
]
for h˜ ∈ C1,20 (Rn+1), (s, x) ∈ [0,∞) × Rn and a stopping time τ such that Es,x[τ ] < ∞. In particular, for h ∈ C20(Rn) one
obtains E0,x[h(X f g0,x(τ ))] = h(x)+ E0,x[
∫ τ
0 (L
C
f gh)(t, X
f g
0,x(t))dt] for x ∈ Rn .
Given the above set-valued mappings F and G we can deﬁne on C1,20 (R
n+1) a set-valued partial differential operator LFG
by setting
(LFGh˜)(s, x) =
{
(Luvh˜)(s, x): u ∈ F (s, x), v ∈ G(s, x)
}
, (3)
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(Luvh˜)(s, x) =
n∑
i=1
uih˜
′
xi (s, x)+
1
2
n∑
i, j=1
(
v · vT )i j h˜′′xi x j (s, x) (3′)
for (s, x) ∈ [0,∞)× Rn . Immediately from Theorem 1 the following result follows.
Theorem 4. Assume F and G satisfy conditions (i)–(iv) of (A), letR+ = [0,∞) and u, v : R+ ×R+ ×Rn → R be continuous such that
u(t, ·) ∈ C1,20 (Rn+1) and v(t, s, x) ∈ (LFGu(t, ·))(s, x) for (s, x) ∈ [0,∞)×Rn and t ∈ [0,∞). Then for every ε > 0 there is ( fε, gε) ∈
C(F ) × C(G) such that gε · gTε is uniformly positive deﬁned and |v(t, s, x) − (L fε gεu(t, ·))(s, x)| ε for every (s, x) ∈ [0,∞) × Rn
and t ∈ [0,∞).
Proof. Let X = R+ × R+ × Rn , Y = Rn × Rn×n , λ((t, s, x), (z, σ )) =∑ni=1 ziu′xi (t, s, x) + 12 ∑ni, j=1 σi ju′′xi x j (t, s, x), F˜ (t, s, x) =
F (π(t, s, x)) and G˜(t, s, x) = G(π(t, s, x)) for (t, s, x) ∈ X , where π denotes the orthogonal projection of R × R × Rn onto
R × Rn . By the properties of v one has v(t, s, x) ∈ λ((t, s, x), H˜(t, s, x)) for (t, s, x) ∈ X , where H˜(t, s, x) = F˜ (t, s, x) ×
l(G˜)(t, s, x). By virtue of Theorem 1 for every ε > 0 there is a continuous selector h˜ε of H˜ such that |v(t, s, x) −
λ((t, s, x), h˜ε(t, s, x))|  ε for every (t, s, x) ∈ X . By the deﬁnition of H˜ and (iv) there are continuous selectors f˜ε and g˜ε
of F˜ and G˜ , respectively such that h˜ε = ( f˜ε, g˜ε · g˜Tε ). Hence it follows that there are continuous functions fε and gε , selec-
tors of F and G , such that f˜ε = fε ◦ π and g˜ε = gε ◦ π . Immediately from (iv) it follows that gε · gTε is uniformly positive
deﬁned. 
3. Some properties of the ﬁrst exit times
Let D be a domain in Rd and (s, x) ∈ R+ × D . Assume X = (Xt)t0 and Xn = (Xnt )t0 are continuous stochastic processes
on a stochastic base PF = (Ω,F ,F, P ) such that X(s) = Xn(s) = x for n = 1,2, . . . and supt0 |Xn(t) − X(t)| → 0 a.s. as
n → ∞. We shall show that τn → τ a.s. as n → ∞, whenever τn < ∞ a.s. for n  1, where τ = inf{r > s: X(r) /∈ D} and
τn = inf{r > s: Xn(r) /∈ D} for n = 1,2, . . . . Similarly as in [4, Theorem VI.5.1] it can be veriﬁed that if Xn are for every n 1
weak solutions to SDI(F ,G) satisfying initial condition Xn(s) = x a.s., then for appropriate taken F and G we have τn < ∞
a.s. for n  1. Let us observe that for the above processes Xn and X we also have τ < ∞ a.s., whenever τn < ∞ a.s. for
n = 1,2, . . . . Furthermore, if T : Ω → R+ is such that T max(τn, τ ) a.s. for n  1 then τn = inf{r ∈ (s, T ]: Xn(r) /∈ D} and
τ = inf{r ∈ (s, T ]: X(r) /∈ D} a.s. for n 1.
For a given sequence (An)∞n=1 of subsets of a metric space (X ,ρ) by Limsum An and Lim inf An we shall denote its
limits superior and interior, respectively. Similarly, by Li An and Ls An we denote its Kuratowski extremal limits. Recall, that
by the deﬁnition x ∈ Li An and z ∈ Ls An if and only if there is a sequence (xn)∞n=1 of Rd such that limn→∞ xn = x and
xn ∈ An for n  1 and there is a subsequence (Ank )∞k=1 of (An)∞n=1 and a sequence (xk)∞k=1 of Rd such that limk→∞ xk = z
and xk ∈ Ank for k  1, respectively. The properties of the above limits can be ﬁnd among others in W. Hildenbrand [5], K.
Kuratowski [10] and M. Kisielewicz [7]. In particular, it can be proved (see [5, Theorem B.1]) that if (X ,ρ) is a compact
metric space then a sequence (An)∞n=1 of nonempty subsets of (X ,ρ) converges to A ⊂ X in the Hausdorff distance if and
only if Li An = A = Ls An .
Lemma 5. Let D be a domain in Rd and (s, x) ∈ R+ × D. Assume X = (Xt)t0 and Xn = (Xnt )t0 are d-dimensional con-
tinuous stochastic processes on a stochastic base PF = (Ω,F ,F, P ) such that X(s) = Xn(s) = x a.s. for n = 1,2, . . . and
supt0 |Xn(t)− X(t)| → 0 a.s. as n → ∞. Then Li X−1n (D∼) = X−1(D∼) = Ls X−1n (D∼) a.s., where D∼ = Rd \ D.
Proof. For simplicity assume that X(·)(ω) and Xn(·)(ω) are continuous and limn→∞ supt0 |Xn(t)(ω) − X(t)(ω)| = 0 for
every ω ∈ Ω and n = 1,2, . . . . For every ω ∈ Ω and ε > 0 there exists Nε(ω)  1 such that Xn(t)(ω) ∈ X(t)(ω) + εB
and X(t)(ω) ∈ Xn(t)(ω) + εB for t  s and n  Nε(ω), where B is the closed unit ball of Rd . Then X−1n ({Xn(t)}) ⊂
X−1n ({X(t)(ω)+εB}) and X−1({X(t)}) ⊂ X−1({Xn(t)+εB}) a.s. for n Nε(ω). Let us observe that for every A ⊂ R+ and C ⊂
R
d one has A ⊂ X−1n (Xn(A)), A ⊂ X−1(X(A)), Xn(X−1(C)) ⊂ C +εB and X(X−1(C)) ⊂ C for n = 1,2, . . . . Taking in particular
in the above inclusions, A = X−1(D∼) and C = D∼ we obtain X−1(D∼) ⊂ X−1n (Xn(X−1(D∼))) ⊂ X−1n (X(X−1(D∼)) + εB) ⊂
X−1n (D∼ + εB) a.s. for n Nε(ω). Similarly, taking A = X−1n (D∼) and C = D∼ we obtain X−1n (D∼) ⊂ X−1(D∼ + εB) a.s. for
n Nε(ω). Hence it follows
X−1(D∼) ⊂
∞⋂
k=0
X−1k+Nε (D
∼ + εB) ⊂
Nε−1⋃
n=1
∞⋂
k=0
X−1k+n(D
∼ + εB)∪
∞⋂
k=0
X−1k+Nε (D
∼ + εB)∪
∞⋃
n=Nε+1
∞⋂
k=0
X−1k+n(D
∼ + εB)
=
∞⋃ ∞⋂
X−1k+n(D
∼ + εB) = Lim inf X−1n (D∼ + εB)n=1 k=0
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X−1(D∼) ⊂ Li X−1n (D∼) a.s. In a similar way we get
⋃∞
k=0 X
−1
k+Nε (D
∼ + εB) ⊂ X−1(D∼ + εB) a.s. Then
Nε−1⋂
n=1
∞⋃
k=0
X−1k+n(D∼)∪
∞⋃
k=0
X−1k+Nε (D
∼)∪
∞⋂
n=Nε+1
∞⋃
k=0
X−1k+n(D∼) ⊂ X−1(D∼ + εB)
a.s. for every ε > 0. Hence, by virtue of [10, IV.8] it follows that
Ls X−1n (D∼) =
∞⋂
n=1
∞⋃
k=0
X−1k+n(D∼) ⊂ X−1(D∼ + εB)
a.s. for every ε > 0. Then Ls X−1n (D∼) ⊂
⋂
ε>0 X
−1(D∼ + εB) = X−1(D∼) a.s. From the above inclusions we obtain
X−1(D∼) ⊂ Li X−1n (D∼) ⊂ Ls X−1n (D∼) ⊂ X−1(D∼) a.s. Then Ls X−1n (D∼) ⊂ X−1(D∼) ⊂ Li X−1n (D∼), which by [10, V.1] im-
plies that Li X−1n (D∼) = Ls X−1n (D∼) = X−1(D∼) a.s. 
In a similar way we can prove the following lemma.
Lemma 6. Let D be a domain in Rd and (s, x) ∈ R+ × D. Assume X = (Xt)t0 and Xn = (Xnt )t0 are d-dimensional con-
tinuous stochastic processes on a stochastic base PF = (Ω,F ,F, P ) such that X(s) = Xn(s) = x a.s. for n = 1,2, . . . and
supt0 |Xn(t) − X(t)| → 0 a.s. as n → ∞. If there is a mapping T : Ω → R+ such that max(τ , τn) T a.s. for n = 1,2, . . . , where
τ = inf{r > s: X(r) /∈ D} and τn = inf{r > s: Xn(r) /∈ D} then (X−1(D∼))∩ [s, T ] = Li(X−1n (D∼) ∩ (s, T ]) = Ls(X−1n (D∼)∩ (s, T ])
a.s.
Lemma 7. Let D be a domain in Rd and (s, x) ∈ R+ × D. Assume X = (Xt)t0 and Xn = (Xnt )t0 are d-dimensional con-
tinuous stochastic processes on a stochastic base PF = (Ω,F ,F, P ) such that X(s) = Xn(s) = x a.s. for n = 1,2, . . . and
supt0 |Xn(t) − X(t)| → 0 a.s. as n → ∞. If max(τn, τ ) < ∞ a.s. for n = 1,2, . . . , where τn = inf X−1n (D∼) and τ = inf X−1(D∼),
then there is a mapping T : Ω → R+ such that max(τn, τ ) T a.s. for n 1, where D∼ = Rd \ D.
Proof. By virtue of Lemma 5 we have τ = inf(Li X−1n (D∼)) a.s. Then for every ε > 0 there is tε ∈ Li X−1n (D∼) such that
tε < τ +ε a.s., which implies that for every n 1 there is tn ∈ X−1n (D∼) such that tn → tε as n → ∞. Therefore, limsupτn 
tε < τ + ε a.s. for every ε > 0, which implies that limsupτn  τ a.s. Then for a.e. ω ∈ Ω there exists a positive integer
N(ω)  1 such that τn(ω) < τ(ω) for n  N(ω). Taking T (ω) = max{τ1(ω), τ2(ω), . . . , τN(ω)(ω), τ (ω)} for a.e. ω ∈ Ω , we
can deﬁne a mapping T : Ω → R+ such that max(τn, τ ) T a.s. for n 1. 
Now we can prove the following convergence theorem.
Theorem 8. Let D be a domain in Rd and (s, x) ∈ R+ × D. Assume X = (Xt)t0 and Xn = (Xnt )t0 are d-dimensional con-
tinuous stochastic processes on a stochastic base PF = (Ω,F ,F, P ) such that X(s) = Xn(s) = x a.s. for n = 1,2, . . . and
supt0 |Xn(t) − X(t)| → 0 a.s. as n → ∞. If τn = inf{r > s: Xn(r) /∈ D} < ∞ a.s. for n = 1,2, . . . then limn→∞ τn = τ , where
τ = inf{r > s: X(r) /∈ D} a.s.
Proof. It is easy to see that τ < ∞ a.s. Then max(τn, τ ) < ∞ a.s. for n = 1,2, . . . . Therefore, by virtue of Lemma 7
there is a mapping T : Ω → R+ such that max(τn, τ )  T a.s. for n = 1,2, . . . . Then τn = inf(X−1n (D∼) ∩ [s, T ])
and τ = inf(X−1(D∼) ∩ [s, T ]) a.s. for n = 1,2, . . . . Therefore, by virtue of Lemma 6 and [5, Theorem B.1] we get
limn→∞ h(X−1n (D∼) ∩ [s, T ], X−1(D∼) ∩ [s, T ]) = 0 a.s., where h is the Hausdorff metric on Cl([s, T (ω)]) for every ﬁxed
ω ∈ Ω .
Let ε > 0 and tε ∈ X−1(D∼)∩[s, T ] be such that tε < τ +ε a.s. By the above property of a sequence (X−1n (D∼)∩[s, T ])∞n=1
and the deﬁnition of the Hausdorff metric h we have dist(tε, X−1n (D∼)∩[s, T ]) → 0 a.s. for every ε > 0 as n → ∞. Therefore,
there exists a sequence (tnε)
∞
n=1 such that tnε ∈ X−1n (D∼) ∩ [s, T ] for n 1 and |tnε − tε| → 0 as n → ∞. Hence it follows that
τn  tnε  |tnε − tε| + tε < |tnε − tε| + τ + ε for ε > 0 and n  1. Therefore, limsupn→∞ τn  τ , a.s. Similarly, for every ε > 0
and n 1 we can select tnε ∈ X−1n (D∼) ∩ [s, T ] and t¯nε ∈ X−1(D∼) ∩ [s, T ] such that tnε  τn + ε and |t¯nε − tnε| → 0 as n → ∞.
Hence it follows τ  t¯nε  |t¯nε − tnε| + tnε  |t¯nε − tnε| + τn + ε for ε > 0 and n  1. Therefore, τ  lim infn→∞ τn a.s. Then
limsupn→∞ τn  τ  lim infn→∞ τn a.s., which implies that limn→∞ τn = τ a.s. 
Lemma 9. Let D ⊂ Rn be a bounded domain, (X(t))0tT and ( X˜(t))0tT be continuous n-dimensional stochastic processes on
(Ω,F , P ) and (Ω˜, F˜ , P˜ ), respectively such that X(0) = X˜(0) = x a.s. and P X−1 = P X˜−1 . For every bounded continuous function
ψ : [0, T ] × Rn → R one has E[ψ(σD , X(σD))] = E˜[ψ(σ˜D , X˜(σ˜D))] and E[
∫ σD
0 ψ(t, X(t))dt] = E˜[
∫ σ˜D
0 ψ(t, X˜(t))dt], where σD =
inf{t ∈ (0, T ]: X(t) /∈ D} ∧ T and σ˜D = inf{t ∈ (0, T ]: X˜(t) /∈ D} ∧ T .
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is a Borel σ -algebra on CT =: C([0, T ],Rn), one has P (Φ ◦ X)−1 = P (Φ ◦ X˜)−1. Taking in particular, Φ(x) = (η(x),Ψ (η(x), x))
for x ∈ CT , where η(x) = inf{t ∈ (0, T ]: x(t) /∈ D}∧T and Ψ (t, x) = x(t), we obtain P (σD , X ◦σD)−1 = P (σ˜D , X˜ ◦ σ˜D)−1. Hence,
by the deﬁnitions of functions η and Φ the above results follow. 
4. Initial and boundary value problems for partial differential equations
We consider here some initial and boundary valued problems for partial differential equations generated by partial dif-
ferential operators LCf g for ( f , g) ∈ C(F ) × C(G) with F and G satisfying Conditions (A). To begin with let us recall that
if Conditions (A) are satisﬁed, then for a given T > 0, (s, x) ∈ [0, T ) × Rn and a weak solution X f gs,x to the stochastic dif-
ferential equation dxt = f (t, xt)dt + g(t, xt)dBt with initial condition xs = x, we can deﬁne the diffusion process Y f gs,x =
(s + t, X f gs,x(s + t))0tT−s with the inﬁnitesimal generator LCf g and such that Y f gs,x(0) = (s, x). Similarly as in [11, Theo-
rem 8.2.1] we obtain the following theorem.
Theorem 10. Assume conditions (i)–(iv) of (A) are satisﬁed, T > 0 and let c ∈ C([0, T ] × Rn) be bounded. Then for every ( f , g) ∈
C(F ) × C(G) and (s, x) ∈ [0, T ) × Rn there is a unique in law solution X f gs,x to SDE( f , g) satisfying X f gs,x(s) = x a.s., and such that the
function v deﬁned by
v(t, s, x) = Es,x
[
exp
(
−
t∫
0
c
(
Y f gs,x(τ )
)
dτ
)˜
h
(
Y f gs,x(t)
)]
for h˜ ∈ C1,2(Rn+1), (s, x) ∈ [0, T ) × Rn and t ∈ [0, T − s] satisﬁes{
v ′t(t, s, x) = (LCf g v(t, ·))(s, x)− c(s, x)v(t, s, x) for (s, x) ∈ [0, T ) × Rn and t ∈ [0, T − s],
v(0, s, x) = h˜(s, x) for (s, x) ∈ [0, T ) × Rn.
(4)
Proof. The existence and law uniqueness of X f gs,x follow immediately from [6, Theorem IV.6.1] and the uniqueness theorem
of Stroock and Varadhan (see [12]). Fix s ∈ [0, T ) and let Ust = h˜(Y f gs,x(t)) and V st = exp(−
∫ t
0 c(Y
f g
s,x(τ ))dτ ) for t ∈ [0, T − s].
Then v(t, s, x) = Es,x[Ust V st ], dV st = −V st · c(Y f gs,x(t))dt and
Ust = h˜(s, x)+
t∫
0
(
L
C
f g h˜
)
(s, x)ds +
t∫
0
n∑
i, j=1
(
g · gT )i, j(s, x)dBs.
Hence it follows d(Ust V
s
t ) = Ust dV st + V st dU st , since dU st · dV st = 0. Then (Ust V st )0tT is an Itô process and by Itô’s formula
Es,x
[
Ust V
s
t
]= h˜(s, x)+ Es,x[ t∫
0
V sτ ·
(
L
C
f g h˜
)(
Y f gs,x(τ )
)
dτ
]
− Es,x
[ t∫
0
Usτ · c
(
Y f gs,x(τ )
)
V sτ dτ
]
for t ∈ [0, T − s]. Hence it follows that v(·, s, x) is differentiable for ﬁxed (s, x) ∈ [0, T ) × Rn . Similarly as in the proof of
[11, Theorem 8.2.1] we obtain
1
r
[
Es,x
[
v
(
t, Y f gs,x(r)
)]− v(t, s, x)]
= 1
r
[
Es,x
{
EY
f g
s,x (r)
[
V st h˜
(
Y f gs,x(t)
)]− Es,x[V st h˜(Y f gs,x(t))]}]
= 1
r
Es,x
{
Es,x
[˜
h
(
Y f gs,x(t + r)
)
exp
(
−
t∫
0
c
(
Y f gs,x(τ + r)
)
dτ
)∣∣∣∣Fr
]
− Es,x[V st h˜(Y f gs,x(t))∣∣Fr]
}
= 1
r
Es,x
[
V st+rh˜
(
Y f gs,x(t + r)
)
exp
( r∫
0
c
(
Y f gs,x(τ )
)
dτ
)
− V st h˜
(
Y f gs,x(t)
)]
= 1
r
Es,x
[
V st+rh˜
(
Y f gs,x(t + r)
)− V st h˜(Y f gs,x(t))]+ 1r Es,x
{
V st+rh˜
(
Y f gs,x(t + r)
)[
exp
( r∫
0
c
(
Y f gs,x(τ )
)
dτ
)
− 1
]}
.
But
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r→0
1
r
[
V st+rh˜
(
Y f gs,x(t + r)
)− V st h˜(Y f gs,x(t))]= lim
r→0
1
r
[
v(t + r, s, x)− v(t, s, x)]= v ′t(t, s, x)
and
lim
r→0
1
r
[
V st+rh˜
(
Y f gs,x(t + r)
)[
exp
( r∫
0
c
(
Y f gs,x(τ )
)
dτ
)
− 1
]]
= Es,x
{˜
h
(
Y f gs,x(t)
)
V st · lim
r→0
1
r
[
exp
( r∫
0
c
(
Y f gs,x(τ )
)
dτ
)
− 1
]}
= Es,x
{˜
h
(
Y f gs,x(t)
)
V st lim
r→0
1
r
[
c
(
Y f gs,x(r)
)
exp
( r∫
0
c
(
Y f gs,x(τ )
)
dτ
)]}
= v(t, s, x) · c(s, x).
Therefore (LCf g v(t, ·))(s, x) = v ′t(t, s, x)+ v(t, s, x) · c(s, x) and v(0, s, x) = Es,x˜h(Y f gs,x(0)) = h˜(s, x). 
For given T > 0, f ∈ C(F ), g ∈ C(G) and (s, x) ∈ [0, T ) × Rn , by X f gs,x and X f g0,x we shall denote unique in law weak
solutions to stochastic differential equations
xt = x+
t∫
s
f (τ , xτ )dτ +
t∫
s
g(τ , xτ )dBτ (5)
and
xt = x+
t∫
0
f (τ , xτ )dτ +
t∫
0
g(τ , xτ )dBτ , (6)
respectively. Similarly as in [11, p. 108] we can verify that the process Y f g0,x = (t, X f g0,x(t))0tT is time homogenous.
Lemma 11. Assume conditions (i)–(iv) of (A) are satisﬁed, T > 0 and let ( f , g) ∈ C(F ) × C(G). For every (s, x) ∈ [0, T ) × Rn there
are unique in law solutions X f gs,x and X
f g
0,x to (5) and (6), respectively such that the processes Y
f g
s,x = (Y f gs,x(t))0tT−s and Y f g0,x =
(Y f g0,x(t))0tT with Y
f g
s,x(t) = (s + t, X f gs,x(s + t)) and Y f g0,x(t) = (t, X f g0,x(t)) have the same distributions.
Proof. The existence of unique in law solutions X f gs,x and X
f g
0,x for every (s, x) ∈ [0, T ) × Rn follows immediately from
[6, Theorem IV.6.1] and the uniqueness theorem of Stroock and Varadhan (see [12]). Similarly as in [11, p. 108] we can
verify that Y f g0,x and Y
f g
s,x have the same distributions for every (s, x) ∈ [0, T ) × Rn . 
Corollary 1. If conditions (i)–(iv) of (A) are satisﬁed then for every T > 0, ( f , g) ∈ C(F ) × C(G) and h ∈ C20(Rn) the inﬁnitesimal
generator of the diffusion process Y f g0,x = (Y f g0,x(t))0tT is deﬁned by
(
L
C
f gh
)
(t, x) =
n∑
i=1
f i(t, x)h
′
xi (x) +
1
2
n∑
i, j=1
(
g · gT )i j(t, x)h′′xi x j (x)
for every (t, x) ∈ [0, T ] × Rn.
Indeed, let h˜ ∈ C1,20 (Rn+1) be deﬁned by h˜ = h ◦ π , where π denotes the orthogonal projection of Rn+1 onto Rn . By
virtue of Lemma 11 we have E0,x[h(Y f g0,x(t))] = E0,x [˜h(Y f g0,x(t))] = Es,x [˜h(Y f gs,x(t))]. Hence, by [9, Theorem 7.3.3] one obtains
lim
t→0
E0,x [˜h(Y f g0,x(t))] − h˜(0, x)
t
= lim
t→0
Es,x [˜h(Y f gs,x(t))] − h˜(s, x)
t
=
n∑
i=1
f i(t, x)h
′
xi (x)+
1
2
n∑
i, j=1
(
g · gT )i j(t, x)h′′xi x j (x)
for every (t, x) ∈ [0, T ] × Rn .
As a special case of Theorem 10 we obtain the following theorem.
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C(F ) × C(G) and x ∈ Rn there is a unique in law solution X f g0,x to SDE( f , g) satisfying X f g0,x(0) = x a.s., and such that the function v
deﬁned by
v(t, x) = E0,x
[
exp
(
−
t∫
0
c
(
Y f g0,x(τ )
)
dτ
)
(h ◦π)(Y f g0,x(t))
]
for h ∈ C20(Rn) and (t, x) ∈ [0, T ] × Rn satisﬁes{
v ′t(t, x) = (LCf g v(t, ·))(t, x) − c(t, x)v(t, x) for (t, x) ∈ (0, T ] × Rn,
v(0, x) = h(x) for x ∈ Rn.
Similarly as in [11, Theorem 8.2.1] we can also prove the following theorem.
Theorem 13. Assume conditions (i)–(iv) of (A) are satisﬁed, T > 0 and let c ∈ C([0, T ]×Rn,R) and v ∈ C1,1,2([0, T ]× [0, T ]×Rn)
be bounded and such that{
v ′t(t, s, x) = (LCf g v(t, ·))(s, x)− c(s, x)v(t, s, x) for (s, x) ∈ [0, T ) × Rn and t ∈ [0, T − s],
v(0, s, x) = h˜(s, x) for (s, x) ∈ [0, T ) × Rn
for ( f , g) ∈ C(F )×C(G) and h˜ ∈ C1,20 (Rn+1). Then for every (s, x) ∈ [0, T )×Rn there is a unique in law solution X f gs,x to the stochastic
differential equation (5) such that
v(t, s, x) = Es,x
[
exp
(
−
s+t∫
s
c
(
τ , X f gs,x(τ )
)
dτ
)˜
h
(
s + t, X f gs,x(s + t)
)]
for every (s, x) ∈ [0, T ) × Rn and t ∈ [0, T − s].
Remark 1. If the assumptions of Theorem 10 are satisﬁed, w ∈ C1,2([0, T ] × Rn,R) and u ∈ C([0, T ] × Rn,R) are bounded
and such that the function v deﬁned by v(s, x) = w(T − s, x) for 0 s < T , satisﬁes{
v ′s(s, x)+ (LCf g v)(s, x) = −u(s, x) for (s, x) ∈ [0, T )× Rn,
v(0, x) = h˜(T , x) for x ∈ Rn
then for every (s, x) ∈ [0, T )×Rn there is a unique in law weak solution X f gs,x to the stochastic differential equation (5) such
that
w(T − s, x) = Es,x[ h˜(T , X f gs,x(T ))]+ Es,x
[ T∫
s
u
(
τ , X f gs,x(τ )
)
dτ
]
for every (s, x) ∈ [0, T ) × Rn .
We shall consider now some generalized Dirichlet–Poisson problems with partial differential operators generated by
( f , g) ∈ C(F ) × C(G) with F and G satisfying Conditions (A). Similarly as in [11, Theorem 9.1.1] we obtain the following
results.
Theorem 14. Assume conditions (i)–(iv) of (A) are satisﬁed, T > 0 and let D be a bounded domain in Rn. Let u ∈ C([0, T ] × Rn,R)
and Φ ∈ C((0, T ) × ∂D,R) be bounded and ( f , g) ∈ C(F )× C(G). If v ∈ C1,20 (Rn+1) is bounded and such that{
u(t, x) = (LCf g v)(t, x) for (t, x) ∈ [0, T ) × D,
limDx→y v(t, x) = Φ(t, y) for (t, y) ∈ (0, T ) × ∂D
(7)
then for every (s, x) ∈ [0, T ) × D there is a unique in law weak solution X f gs,x to the stochastic differential equation (5) such that
v(s, x) = Es,x[Φ(τD , X f gs,x(τD))]− Es,x
[ τD∫
s
u
(
t, X f gs,x(t)
)
dt
]
for every (s, x) ∈ [0, T ) × D, where τD = inf{r ∈ (s, T ]: X f gs,x(r) /∈ D} ∧ T .
600 M. Kisielewicz / J. Math. Anal. Appl. 353 (2009) 592–606Proof. By virtue of [6, Theorem IV.6.1] and the uniqueness theorem of Stroock and Varadhan (see [12]) for every (s, x) ∈
[0, T ) × D there is a unique in law weak solution X f gs,x to the stochastic differential equation (5). Similarly as in [9] we
can verify that the process Y f gs,x = (s + t, X f gs,x(s + t))0tT−s is an Itô diffusion with the inﬁnitesimal generator LCf g deﬁned
above. Let Uk = (0, T ) × Dk and τ sUk = inf{r ∈ (0, T − s]: Y
f g
s,x(t) /∈ Uk} ∧ (T − s), where (Dk)∞k=1 is an increasing sequence
of open sets Dk such that Dk ⊂ D and D = ⋃∞k=1. It can be veriﬁed (see [11, p. 226]) that τ sUk = τ sk − s, where τ sk =
inf{r ∈ (s, T ]: X f gs,x(r) /∈ Dk} ∧ T . By Dynkin’s formula for every k = 1,2, . . . we get
Es,x
[
v
(
Y f gs,x
(
τ sUk
))]= v(s, x)+ Es,x[
τ sUk∫
0
(
L
C
f g v
)(
Y f gs,x(t)
)
dt
]
for every (s, x) ∈ [0, T ) × D . By (7) we have u(s + t, X f gs,x(s + t)) = (LCf g v)(Y f gs,x(t)). Hence, by the deﬁnition of Y f gs,x and the
equality τ sUk = τ sk − s, for every k = 1,2, . . . we obtain
v(s, x) = Es,x[v(τ sk , X f gs,x(τ sk ))]− Es,x
[ τ sk∫
s
u
(
t, X f gs,x(t)
)
dt
]
.
On the other hand by (7) and the boundedness of the function u we get
lim
k→∞
Es,x
[
v
(
τ sk , X
f g
s,x
(
τ sk
))]= Es,x[Φ(τD , X f gs,x(τD))]
and
lim
k→∞
Es,x
[ τ sk∫
s
u
(
t, X f gs,x(t)
)
dt
]
= Es,x
[ τD∫
s
u
(
t, X f gs,x(t)
)
dt
]
for (s, x) ∈ [0, T ) × D . Then
v(s, x) = Es,x[Φ(τD , X f gs,x(τD))]− Es,x
[ τD∫
s
u
(
t, X f gs,x(t)
)
dt
]
for every (s, x) ∈ [0, T ) × D . 
Theorem 15. Assume conditions (i)–(iv) of (A) are satisﬁed, T > 0, D is a bounded domain in Rn and let c,u ∈ C([0, T ]×Rn,R) and
Φ ∈ C((0, T ) × ∂D,R) be bounded. If v ∈ C1,20 (Rn+1) is bounded and such that{
u(t, x) = (LCf g v)(t, x) − c(t, x)v(t, x) for (t, x) ∈ (0, T ] × D,
limDx→y v(t, x) = Φ(t, y) for (t, y) ∈ (0, T ) × ∂D
(8)
then for every ( f , g) ∈ C(F ) × C(G) and (s, x) ∈ [0, T ) × D there is a unique in law weak solution X f gs,x to the stochastic differential
equation (5) such that
v(s, x) = Es,x
[
Φ
(
τD , X
f g
s,x(τD)
)
exp
(
−
τD∫
s
c
(
t, X f gs,x(t)
)
dt
)]
− Es,x
{ τD∫
s
[
u
(
r, X f gs,x(r)
)
exp
(
−
s+r∫
s
c
(
r, X f gs,x(t)
)
dt
)]
dr
}
for every (s, x) ∈ [0, T ) × D, where τD = inf{r ∈ (s, T ]: X f gs,x(r) /∈ D} ∧ (T − s).
Proof. Similarly as in the proof of Theorem 14 we can verify that for every ( f , g) ∈ C(F ) × C(G) and (s, x) ∈ [0, T ) × D
there is a unique in law weak solution X f gs,x to the stochastic differential equation (5) such that the process Y
f g
s,x =
(s + t, X f gs,x(s + t))0tT−s is an Itô diffusion with the inﬁnitesimal generator LCf g deﬁned above. Let U = (0, T ) × D and
τ sU = inf{r ∈ (0, T − s]: Y f gs,x(t) /∈ U} ∧ (T − s). It can be veriﬁed that τ sU = τD − s. Fix (s, x, z) ∈ [0, T ] × R × Rn and deﬁne
Z st = z +
∫ t
0 c(Y
f g
s,x(τ ))dτ and H
s
t = (Y f gs,x(t), Z st ). It can be veriﬁed that (Hst )0tT−s is an Itô diffusion with the inﬁnitesi-
mal generator (LHψ)(s, x, z) = (LCf gψ)(s, x, z) + ψ ′z(s, x, z)c(s, x) for ψ ∈ C1,20 ([0, T ] × Rn+1). Hence by Dynkin’s formula it
follows
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[
ψ
(
Hsτ sU∧τR
)]= ψ(s, x, z)+ Es,x,z[ τ
s
U∧τR∫
0
(LHψ)
(
Hsr
)
dr
]
,
where τR = inf{t ∈ (0, T − s]: |Hst | R}. Taking ψ(s, x, z) = e−z v(s, x) we get
Es,x,z
[
ψ
(
Hsτ sU∧τR
)]= Es,x,z[exp(− τ
s
U∧τR∫
0
c
(
Y f gs,x(r)
)
dr
)
v
(
Y f gs,x
(
τ sU ∧ τR
))]
and
(LHψ)
(
Hsr
)= exp(− r∫
0
c
(
Y f gs,x(τ )
)
dτ
)[(
L
C
f g v
)(
Y f gs,x(r)
)− c(Y f gs,x(r))v(Y f gs,x(r))].
Hence and by (8) it follows
e−z v(s, x) = Es,x,z
[
exp
(
−
τ sU∧τR∫
0
c
(
Y f gs,x(r)
)
dr
)
v
(
Y f gs,x
(
τ sU ∧ τR
))]
− Es,x,z
[ τ sU∧τR∫
0
exp
(
−
r∫
0
c
(
Y f gs,x(τ )
)
dτ
)
u
(
Y f gs,x(r)
)
dr
]
.
Taking z = 0 and passing to the limit when R → ∞ one obtains
v(s, x) = Es,x
[
exp
(
−
τ sU∫
0
c
(
Y f gs,x(τ )
)
dτ
)
Φ
(
Y f gs,x
(
τ sU
))]− Es,x[ τ
s
U∫
0
exp
(
−
r∫
0
c
(
Y f gs,x(τ )
)
dτ
)
u
(
Y f gs,x(r)
)
dr
]
because limR→∞ v(Y f gs,x(τ sU ∧ τR)) = Φ(Y f gs,x(τ sU )). Hence by the deﬁnition of Y f gs,x(t) = (s + t, X f gs,x(s + t)) it follows
v(s, x) = Es,x
[
exp
(
−
s+τ sU∫
s
c
(
τ , X f gs,x(τ )
)
dτ
)
Φ
(
s + τ sU , X f gs,x
(
s + τ sU
))]
− Es,x
[ s+τ sU∫
s
exp
(
−
s+r∫
s
c
(
τ , X f gs,x(τ )
)
dτ
)
u
(
r, X f gs,x(r)
)
dr
]
.
Therefore
v(s, x) = Es,x
[
Φ
(
τD , X
f g
s,x(τD)
)
exp
(
−
τD∫
s
c
(
t, X f gs,x(t)
)
dt
)]
− Es,x
{ τD∫
s
[
u
(
r, X f gs,x(r)
)
exp
(
−
s+r∫
s
c
(
r, X f gs,x(t)
)
dt
)]
dr
}
for every (s, x) ∈ [0, T ) × D , because s + τ sU = τD . 
Corollary 2. If the assumptions of Theorem 15 are satisﬁed and v ∈ C1,20 (Rn+1) is bounded and such that{−v ′t(t, x) = (L f g v)(t, x) − c(t, x)v(t, x) for (t, x) ∈ [0, T ) × D,
limDx→y v(t, x) = Φ(t, y) for (t, y) ∈ (0, T ) × ∂D
then for every (s, x) ∈ [0, T ) × D there is a unique in law weak solution X f gs,x to the stochastic differential equation (5) such that
v(s, x) = Es,x
[
Φ
(
τD , X
f g
s,x(τD)
)
exp
(
−
τD∫
s
c
(
t, X f gs,x(t)
)
dt
)]
for every (s, x) ∈ [0, T ) × D.
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Let F and G satisfy conditions (i)–(iv) of (A) and LFG be a set-valued partial differential operator on C
1,2
0 (R
n+1) deﬁned
by (3) above. Furthermore, by LCFG we shall denote a family L
C
FG = {LCf g : ( f , g) ∈ C(F )×C(G)}. For every ( f , g) ∈ C(F )×C(G)
and h˜ ∈ DFG :=⋂{D f g(Rn+1): ( f , g) ∈ C(F ) × C(G)} one has (LCf g h˜)(t, x) ∈ (LCFGh˜)(t, x) for (t, x) ∈ [0, T ] × Rn . Immediately
from the above existence and representation theorems the following results follow.
Theorem 16. Assume conditions (i)–(iv) of (A) are satisﬁed, T > 0, h˜ ∈ C1,20 (Rn+1) and let c ∈ C([0, T ] × Rn,R) be bounded. For
every (s, x) ∈ [0, T )×Rn there is a weak solution Xs,x to SDI(F ,G)with the initial condition xs = x a.s., deﬁned on a probability space
(Ω,F , P ) such that the function
v(t, s, x) = Es,x
[
exp
(
−
s+t∫
s
c
(
τ , Xs,x(τ )
)
dτ
)˜
h
(
s + t, Xs,x(s + t)
)]
satisﬁes{
v ′t(t, s, x) ∈ (LCFGv(t, ·))(s, x) − c(s, x)v(t, s, x) for (s, x) ∈ [0, T )× Rn and t ∈ [0, T − s],
v(0, s, x) = h˜(s, x) for (s, x) ∈ [0, T )× Rn.
(9)
Proof. By virtue of Michael’s continuous selection theorem (see [7]) there are f ∈ C(F ) and g ∈ C(G). Then, by [6, Theo-
rem IV.6.1] and the uniqueness theorem there is a unique in law weak solution X f gs,x to the stochastic differential equation
dxt = f (t, xt)dt + g(t, xt)dBt with initial condition xs = x a.s. such that the process Y f gs,x = (s + t, X f gs,x(s + t))0tT−s is an
Itô diffusion with inﬁnitesimal generator LCf g ∈ LCFG . By virtue of Theorem 10 the function
v(t, s, x) = Es,x
[
exp
(
−
t∫
0
c
(
Y f gs,x(τ )
)
dτ
)˜
h
(
Y f gs,x(t)
)]
deﬁned for h˜ ∈ C1,20 (Rn+1), (s, x) ∈ [0, T ) × Rn and t ∈ [0, T − s] satisﬁes conditions (4). But (LCf g v(t, ·))(s, x) ∈
(LCFGv(t, ·))(s, x) for (s, x) ∈ [0, T ) × Rn and t ∈ [0, T − s]. Therefore conditions (9) are also satisﬁed. It is easy to see that
v(t, s, x) = Es,x
[
exp
(
−
s+t∫
s
c
(
τ , Xs,x(τ )
)
dτ
)˜
h
(
s + t, Xs,x(s + t)
)]
. 
Theorem 17. Assume conditions (i), (iii)–(v) of (A) are satisﬁed, T > 0 and let h˜ ∈ C1,20 (Rn+1). Suppose c ∈ C([0, T ] × Rn,R) and
v ∈ C1,1,2([0, T ] × [0, T ] × Rn,R) are bounded and such that{
v ′t(t, s, x)− v ′s(t, s, x) ∈ (LFGv(t, ·))(s, x)− c(s, x)v(t, s, x) for (s, x) ∈ [0, T ) × Rn and t ∈ [0, T − s],
v(0, s, x) = h˜(s, x) for (s, x) ∈ [0, T ) × Rn. (10)
Then for every (s, x) ∈ [0, T ) × Rn there exists [ X˜s,x] ∈ Xs,x(F ,G) such that
v(t, s, x) = E˜
[
exp
(
−
s+t∫
s
c
(
τ , X˜s,x(τ )
)
dτ
)˜
h
(
s + t, X˜s,x(s + t)
)]
for every (s, x) ∈ [0, T ) × Rn and t ∈ [0, T − s].
Proof. By virtue of Theorem 4, for every k 1 there are fk ∈ C(F ) and gk ∈ C(G) such that∣∣v ′t(t, s, x)− v ′s(t, s, x)− [(L fk gk v(t, ·))(s, x)− c(s, x)v(t, s, x)]∣∣ 1/k (11)
for every (s, x) ∈ [0, T ) × Rn and t ∈ [0, T − s], where L fk gk is deﬁned by (3′). But (LCfk gk v(t, ·))(s, x) = v ′s(t, s, x) +
(L fk gk v(t, ·))(s, x). Then an inequality (11) can be written in the form∣∣v ′t(t, s, x)− [(LCfk gk v(t, ·))(s, x)− c(s, x)v(t, s, x)]∣∣ 1/k (12)
for (s, x) ∈ [0, T ) × Rn and t ∈ [0, T − s]. By virtue of [6, Theorem IV.6.1] and the uniqueness theorem of Stroock and
Varadhan (see [12]) for every (s, x) ∈ [0, T ) × Rn and k = 1,2, . . . there is a unique in law weak solution Xks,x to the
M. Kisielewicz / J. Math. Anal. Appl. 353 (2009) 592–606 603stochastic differential equation dxt = fk(t, xt)dt + gk(t, xt)dBt with initial condition xs = x, a.s., such that a process Yks,x =
(s + t, Xks,x(s + t))0tT−s is an Itô diffusion with the inﬁnitesimal generator LCfk gk ∈ LCFG . We have [Xks,x] ∈ Xs,x(F ,G) for
k  1. By the weak compactness of the set X Ps,x(F ,G) and [6, TheoremI.2.1] there is an increasing subsequence (nk)∞k=1 of
(k)∞k=1, a probability space (Ω˜, F˜ , P˜ ) and continuous processes X˜nks,x , X˜s,x on (Ω˜, F˜ , P˜ ) such that P (Xnks,x)−1 = P ( X˜nks,x)−1
for k = 1,2, . . . and sup0tT | X˜nks,x(t) − X˜s,x(t)| → 0, P˜ -a.s. as k → ∞. By the Stroock and Varadhan uniqueness theorem
it follows that X˜nks,x is a weak solution to a stochastic differential equation dxt = fnk (t, xt)dt + gnk (t, xt)dBt with an ini-
tial condition xs = x a.s., because Pnk ({Xnks,x(s) = x}) = P˜ ({ X˜nks,x(s) = x}) for k = 1,2, . . . , where PnkFnk = (Ωnk ,Fnk ,Fnk , P
nk )
is a ﬁltered probability space such that (Pnk
Fnk
, Xnks,x, B
nk ) is a weak solution to the above stochastic differential equa-
tion. Then [ X˜nks,x] ∈ Xs,x(F ,G) which by the weak compactness of X Ps,x(F ,G) implies that [ X˜s,x] ∈ Xs,x(F ,G), too. De-
note Yks,x = (s + t, Xks,x(s + t))0tT−s , Y˜ ks,x = (s + t, X˜ks,x(s + t))0tT−s and Y˜ s,x = (s + t, X˜s,x(s + t))0tT−s . Let σ kr =
inf{t ∈ (0, T − s]: Yks,x(t) /∈ Kr} ∧ T , σ˜ kr = inf{t ∈ (0, T − s]: Y˜ ks,x(t) /∈ Kr} ∧ T and σ˜r = inf{t ∈ (0, T − s]: Y˜ s,x(t) /∈ Kr} ∧ T ,
where Kr = {y ∈ Rn: |y| < r}. Similarly as in [9, p. 1051] we can see that limr→∞ σ˜r = T a.s. Hence in particular, it follows
that limr→∞
∫
{σ˜rt} v(t − σ˜r, Y˜ s,x(σ˜r))dP˜ = 0 for s ∈ [0, T ) and t ∈ [0, T − s). By virtue of Lemma 9 and the properties of
Ynks,x and Y˜
nk
s,x we have
Es,xnk
[
exp
(
−
t∧σ kr∫
0
c
(
Ynks,x(τ )
)
dτ
)
v
(
t0 − t ∧ σ kr , Ynks,x
(
t ∧ σ kr
))]
= E˜
[
exp
(
−
t∧σ˜ kr∫
0
c
(
Y˜ nks,x(τ )
)
dτ
)
v
(
t0 − t ∧ σ˜ kr , Y˜ nks,x
(
t ∧ σ˜ kr
))]
for ﬁxed t0 ∈ (0, T − s], 0 t < t0 and s ∈ [0, T ). By Itô’s formula we obtain
Es,xnk
[
exp
(
−
t∧σ kr∫
0
c
(
Ynks,x(τ )
)
dτ
)
v
(
t0 − t ∧ σ kr , Ynks,x
(
t ∧ σ kr
))]− v(t0, s, x)
= Es,x
t∧σ kr∫
0
exp
(
−
τ∫
0
c
(
Ynks,x(τ )
)
dτ
)[(
L
C
fnk gnk
v(t0 − τ , ·)
)(
Ynks,x(τ )
)
− v ′t
(
t0 − τ , Ynks,x(τ )
)− c(Ynks,x(τ ))v(t0 − τ , Ynks,x(τ ))]dτ .
Similarly as above, by the properties of Ynks,x and Y˜
nk
s,x and Lemma 9 we also have
Es,xnk
t∧σ kr∫
0
exp
(
−
τ∫
0
c
(
Ynks,x(τ )
)
dτ
)[
L
C
fnk gnk
v
(
t0 − τ , Ynks,x(τ )
)− v ′t(t0 − τ , Ynks,x(τ ))− c(Ynks,x(τ ))v(t0 − τ , Ynks,x(τ ))]dτ
= E˜
t∧σ˜ kr∫
0
exp
(
−
τ∫
0
c
(
Y˜ nks,x(τ )
)
dτ
)[
L
C
fnk gnk
v
(
t0 − τ , Y˜ nks,x(τ )
)− v ′t(t0 − τ , Y˜ nks,x(τ ))− c(Y˜ nks,x(τ ))v(t0 − τ , Y˜ nks,x(τ ))]dτ .
Therefore
E˜
[
exp
(
−
t∧σ˜ kr∫
0
c
(
Y˜ nks,x(τ )
)
dτ
)
v
(
t0 − t ∧ σ˜ kr , Y˜ nks,x
(
t ∧ σ˜ kr
))]− v(t0, s, x)
= E˜
t∧σ˜ kr∫
0
exp
(
−
τ∫
0
c
(
Y˜ nks,x(τ )
)
dτ
)[
L
C
fnk gnk
v
(
t0 − τ , Y˜ nks,x(τ )
)− v ′t(t0 − τ , Y˜ nks,x(τ ))− c(Y˜ nks,x(τ ))v(t0 − τ , Y˜ nks,x(τ ))]dτ
for k = 1,2, . . . , s ∈ [0, T ) and 0 t < t0. Hence and by (12) it follows
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[
exp
(
−
t∧σ˜ kr∫
0
c
(
Y˜ nks,x(τ )
)
dτ
)
v
(
t0 − t ∧ σ˜ kr , Y˜ nks,x
(
t ∧ σ˜ kr
))]− v(t0, s, x)
∣∣∣∣∣
 sup
x∈Rn
E˜
t∧σ˜ kr∫
0
exp
(
−
τ∫
0
c(s + τ , x)dτ
)∣∣(LCfnk gnk v(t0 − τ , ·))(s + t, x)
− v ′t(t0 − τ , s + t, x)− c(s + t, x)v(t0 − τ , s + t, x)
∣∣dτ
 1
nk
T∫
0
exp
(
−
s+τ∫
s
c(u, x)du
)
dτ  T
nk
for k = 1,2, . . . and s ∈ [0, T ). Therefore
lim
k→∞
E˜
[
exp
(
−
t∧σ˜ kr∫
0
c
(
Y˜ nks,x(τ )
)
dτ
)
v
(
t0 − t ∧ σ˜ kr , Y˜ nks,x
(
t ∧ σ˜ kr
))]= v(t0, s, x)
uniformly with respect to (t, s, x). Hence, by virtue of Theorem 8 and the properties of a sequences (Y˜ nks,x)
∞
k=1 and (σ˜
k
r )
∞
k=1,
it follows that
E˜
[
exp
(
−
t∧σ˜r∫
0
c
(
Y˜ s,x(τ )
)
dτ
)
v
(
t0 − t ∧ σ˜r, Y˜ s,x(t ∧ σ˜r)
)]= v(t0, s, x)
for (s, x) ∈ [0, T ) × Rn , t ∈ [0, t0] and r = 1,2, . . . which can be written in the form
v(t0, s, x) =
∫
{σ˜rt}
[
exp
(
−
σ˜r∫
0
c
(
Y˜ s,x(τ )
)
dτ
)
v
(
t0 − σ˜r, Y˜ s,x(σ˜r)
)]
dP˜
+
∫
{σ˜r>t}
[
exp
(
−
t∫
0
c
(
Y˜ s,x(τ )
)
dτ
)
v
(
t0 − t, Y˜ s,x(t)
)]
dP˜ .
Hence, similarly as in the proof of [9, Theorem 14], it follows that
E˜
[
exp
(
−
t∫
0
c
(
Y˜ s,x(τ )
)
dτ
)
v
(
t0 − t, Y˜ s,x(t)
)]= v(t0, s, x)
for (s, x) ∈ [0, T ) × Rn and t ∈ [0, t0). Passing to the limit in the last equality when t0 → t and then taking t0 = t we obtain
v(t, s, x) = E˜
[
exp
(
−
t∫
0
c
(
Y˜ s,x(τ )
)
dτ
)
v
(
0, Y˜ s,x(t)
)]
which by (10) can be written in the form
v(t, s, x) = E˜
[
exp
(
−
s+t∫
s
c
(
τ , X˜s,x(τ )
)
dτ
)˜
h
(
s + t, X˜s,x(s + t)
)]
for every (s, x) ∈ [0, T ) × Rn and t ∈ [0, T − s]. 
Theorem 18. Assume conditions (i), (iii)–(v) of (A) are satisﬁed, T > 0, D is a bounded domain in Rn and let Φ ∈ C((0, T ) × ∂D,R)
and u ∈ C((0, T ) × D,R) be bounded. If v ∈ C1,20 (Rn+1) is bounded and such that{
u(t, x)− v ′t(t, x) ∈ (LFGv)(t, x) for (t, x) ∈ (0, T ) × D,
limDx→y v(t, x) = Φ(t, y) for (t, y) ∈ (0, T ] × ∂D (13)
then for every (s, x) ∈ [0, T ) × D there exists [ X˜s,x] ∈ Xs,x(F ,G) such that
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[ τ˜D∫
s
u
(
t, X˜s,x(t)
)
dt
]
for every (s, x) ∈ [0, T ) × D, where τ˜D = inf{r ∈ (s, T ]: X˜0,x(r) /∈ D} ∧ (T − s).
Proof. By virtue of Theorem 4 for every k  1 there are fk ∈ C(F ) and gk ∈ C(G) such that |u(t, x) − v ′t(t, x) −
(L fk gk v)(t, x)|  1/k for (t, x) ∈ (0, T ) × D . Similarly as in the proof of Theorem 17 we can verify that for every
(s, x) ∈ [0, T ) × D and k  1 there is a unique in law weak solution Xks,x to the stochastic differential equation dxt =
fnk (t, xt)dt + gnk (t, xt)dBt with initial condition xs = x a.s., such that the process Yks,x = (s + t, Xks,x(s + t))0tT−s is an
Itô diffusion with inﬁnitesimal generator LCfk gk such that (L
C
fk gk
v)(t, x) = v ′t(t, x) + (L fk gk v)(t, x) for v ∈ C1,20 (Rn+1). Then
|u(t, x) − (LCfk gk v)(t, x)| 1/k for (t, x) ∈ (0, T ) × D . By the weak compactness of X Ps,x(F ,G) and [6, Theorem I.2.1] there is
an increasing subsequence (nk)∞k=1 of (k)
∞
k=1, a probability space (Ω˜, F˜ , P˜ ) and continuous processes X˜nks,x , X˜s,x on (Ω˜, F˜ , P˜ )
such that P (Xnks,x)
−1 = P ( X˜nks,x)−1 for k = 1,2, . . . , and supstT | X˜nks,x(t) − X˜s,x(t)| → 0, P˜ -a.s. as k → ∞. By the unique-
ness Stroock and Varadhan theorem it follows that X˜nks,x is a weak solution to the above stochastic differential equation,
because Pnk ({Xnks,x(s) = x}) = P˜ nk ({ X˜nks,x(s) = x}) for k = 1,2, . . . , where PnkFnk = (Ωnk ,Fnk ,Fnk , P
nk ) is a ﬁltered probability
space such that (Pnk
Fnk
, Xnks,x, B
nk ) is a weak solution to the above stochastic differential equation. Then [ X˜nks,x] ∈ Xs,x(F ,G)
which, by the weak compactness of X Ps,x(F ,G) implies that also [ X˜s,x] ∈ Xs,x(F ,G). Let τ kU = inf{r ∈ (0, T − s]: Ynks,x(t) /∈
(0, T ) × D} ∧ (T − s), τk = inf{r ∈ (0, T − s]: Xnks,x(t) /∈ D} ∧ (T − s), τ˜k = inf{r ∈ (0, T − s]: X˜nks,x(t) /∈ D} ∧ (T − s) and τ˜D =
inf{r ∈ (s, T ]: X˜s,x(r) /∈ D} ∧ (T − s). We have Es,xnk [τk] < ∞ and τ kU = τk − s for k = 1,2, . . . . Let uk(t, x) = (LCfnk gnk v)(t, x) for
(t, x) ∈ (0, T ) × D and k = 1,2, . . . . Similarly as in the proof of Theorem 14 by Dynkin’s formula, for every k = 1,2, . . . , we
obtain
Es,xnk
[
v
(
Y
fnk gnk
s,x (τk)
)]= v(s, x)+ Es,x[ τ
k
U∫
0
(
L
C
fnk gnk
v
)(
Y
fnk gnk
s,x (t)
)
dt
]
which, by the deﬁnition of Y f gs,x and the equality τ
k
U = τk − s, can be written in the form
v(s, x) = Es,xnk
[
v
(
τk, X
fnk gnk
s,x (τk)
)]− Es,x[ τk∫
s
(
L
C
fnk gnk
v
)(
t, X
fnk gnk
s,x (t)
)
dt
]
.
By the properties of the processes X
fnk gnk
s,x and X˜
fnk gnk
s,x and Lemma 9 hence it follows
v(s, x) = E˜[v(τ˜k, X˜ fnk gnks,x (τ˜k))]− E˜
[ τ˜k∫
s
(
L
C
fnk gnk
v
)(
t, X˜
fnk gnk
s,x (t)
)
dt
]
.
But |u(t, X˜ fnk gnks,x (t))− uk(t, X˜ fnk gnks,x (t))| 1/nk P˜ -a.s. Therefore,∣∣∣∣∣v(s, x)− E˜[v(τ˜k, X˜ fnk gnks,x (τ˜k))]+ E˜
[ τ˜k∫
s
u
(
t, X˜
fnk gnk
s,x (t)
)
dt
]∣∣∣∣∣
 E˜
[ τ˜k∫
s
∣∣uk(t, X˜ fnk gnks,x (t))− u(t, X˜ fnk gnks,x (t))∣∣dt
]
 1
nk
.
Then
lim
k→∞
E˜
[
v(s, x)− v(τ˜k, X˜ fnk gnks,x (τ˜k))+ τ˜k∫
s
u
(
t, X˜
fnk gnk
s,x (t)
)
dt
]
= 0
uniformly with respect to (s, x) ∈ [0, T )× D . Hence, by Theorem 8 and (13), it follows that
v(s, x) = E˜[Φ(τ˜D , X˜s,x(τ˜D))]− E˜
[ τ˜D∫
s
u
(
t, X˜s,x(t)
)
dt
]
for every (s, x) ∈ [0, T ) × D . 
Quite similarly we obtain the following result.
606 M. Kisielewicz / J. Math. Anal. Appl. 353 (2009) 592–606Theorem 19. Assume conditions (i), (iii)–(v) of (A) are satisﬁed, T > 0, D is a bounded domain in Rn and let Φ ∈ C((0, T )× ∂D,R),
c ∈ C([0, T ] × D,R) and u ∈ C((0, T ) × D,R) be bounded. If v ∈ C1,20 (Rn+1) is bounded and such that{
u(t, x)− v ′t(t, x) ∈ (LFGv)(t, x) − c(t, x)v(t, x) for (t, x) ∈ (0, T ) × D,
limDx→y v(t, x) = Φ(t, y) for (s, y) ∈ (0, T ] × ∂D
then for every (s, x) ∈ [0, T ) × D there exists [ X˜s,x] ∈ Xs,x(F ,G) such that
v(s, x) = E˜
[
Φ
(
τ˜D , X˜s,x(τ˜D)
)
exp
(
−
τ˜D∫
s
c
(
t, X˜s,x(t)
)
dt
)]
− E˜
{ τ˜D∫
s
[
u
(
t, X˜s,x(t)
)
exp
(
−
s+t∫
s
c
(
z, X˜s,x(z)
)
dz
)]
dt
}
for every (s, x) ∈ [0, T ) × D, where τ˜D = inf{r ∈ (s, T ]: X˜s,x(r) /∈ D} ∧ (T − s).
Remark 2. The results of the paper are also true for T = ∞, because by the boundedness of D we have τD < ∞ a.s., which
implies that limT→∞ τD ∧ T = τD a.s. The case T < ∞ is much more compatible with practical applications.
Remark 3. The results of the paper are also true if instead of C(l(G)) = l(C(G)) in (iv) we take C(l(G)) = clC [l(C(G))].
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