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Duality and Lipschitzian Selections in 
Best Approximation from Nonconvex Cones* 
VASANT A. UHHAYA 
Duality relationships in finding a best approximation from a nonconvex cone in 
a normed linear space in general, and in the space of bounded functions in 
particular. are investigated. The cone and the dual problems arc dcftncd in terms 
of positively homogeneous super-additive functionals on the space Conditions are 
dcvclopcd on the cone so that the duality gap between a pair of primal and dual 
problems does not exist. In addition. Lipschitz continuous selections of the metric 
projection are identified. The results arc spccializcd to a conwx cont. Applications 
are indicated to approximation problems. 1.‘ 199: 4udemlc Pm\. Inc 
Duality in a normed linear space A’ refers to a relationship between a 
pair of extremum problems a primal problem on X and a dual problem 
on the dual space X* of continuous linear functionals on X, or more 
generally, a bigger space J? of nonlinear functionals on X. Given a noncon- 
vex (i.e., not necessarily convex) cone KC X, which is defined by positively 
homogeneous super-additive functionals in d, the primal problem is to find 
a best approximation to .f in X!,,K from K. In this article. dual problems 
corresponding to this primal arc defined in terms of functional in X* and 
y. Some basic duality results in X arc established to obtain lower bounds 
on d(f, K). When X is the space of bounded functions with weighted 
uniform norm, conditions arc developed on K so that the “duality gap” 
between a pair of primal and dual problems does not exist; i.e., the optima! 
values of the two problems are equal. In addition, a best approximation .j” 
to each j’ is identified so that the selection operator mapping .f to j” 
*This research was supported by the National Science Foundation under grant 
RII8610675. 
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is Lipschitzian. Some results are derived for the space of continuous 
functions. Examples from approximation theory illustrating the results are 
given. 
We consider a real normed linear space X with norm II .I: and its 
real dual X* which is a Banach space with the norm Ilx*ll = 
sup{ ls*(~‘)l : J-E X, 111’11 d 1 ), x* E X *. A nonempty subset K of X is called 
a cone (with vertex 0) if ~.JE K whenever .f~ K and E. 20. A convex cone 
is a cone which is convex. It is easy to verify that a cone K is convex if and 
only if f + ge K whenever J ge K. If K is a cone. then d(f, K) = 
inf( IIf- KI!: gg Kj < 111‘11, since OE K. To motivate the discussion, we first 
state some basic duality results for a convex cone K. Duality in approxima- 
tion has been investigated in detail in [3]. The dual. polar. or conjugate 
cone K” of K is defined by 
K’ = { ,Y* E ,I’* : x*(1’) < 0, /-E K}. 
It is known that K” is convex and weak* closed. A well known duality 
result is 
d(J K)=max(x*(/)/l(s*)l:.u*~K~\,{O*}}, JE X\K, 
where 0* is the zero functional. (See, e.g., [3, Corollary 5.3(a)]; see also 
[S. 12. 17, 18 J and other references given there.) Suppose now that f. c X* 
and L # {O* ). Define a convex cone K by 
Then Kn = E(L) and K # %. where cC( L) is the smallest weak* closed 
convex cone containing L. In particular, L and its convex hull co(L) are 
in K’ and, hence, 
d(J; K) >, sup(x*(/):l,x* I : x* E co(L)\{O*} ) 
3sup{x*(j’)!l(x*II:,~*EL’\{O*)), fE X\,K. (1.1) 
When / is fixed, the first term a(/; K) = inf{ Il,f- gll : K E K} in (I .l) defines 
a primal problem on X, and the middle and the last terms define two dual 
problems on the space X*. In [ 181, we investigated necessary and sufficient 
conditions so that equalities hold throughout (1.1). When equalities hold. 
d(,l; K) may be easily computed from L using the last term. 
Suppose now that Lc X is a nonempty set of real nonlinear functionals 
on X. We deline a cone K by 
K= {~‘EX:.~(/‘)<O,~.EL}. 
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We assume that each ,t in L is a pointwise inlimum of a set of functiomds 
in X*. This constraint is motivated by applications to approximation 
problems. Then each f is positively homogeneous and super-additive and, 
hence, concave (see Section 2). Clearly, K is not necessarily convex. In 
Section 2, analogous to (l.l), we develop dual problems on X* and 2 
which give lower bounds on n(f, K). In Section 3, we apply the results to the 
space of bounded functions 11 with weighted uniform norm and obtain con- 
ditions on K so that the duality gaps do not exist. We identify Lipschitzian 
selection operators T mapping j’ to one of its best approximations ,f’ so 
that 1i.f’ - h’ll d c jlf‘ - hll for some c > 0 and all f; h E B. We also specialize 
the treatment to a convex cone and the space C of continuous functions. 
In Sections 4 and 5, we illustrate the results for nonconvex and convex 
cones by examples of approximation problems. In Section 5 we consider 
more complex cones. Our previous work on Lipschitzian selections 
[22. 231 required that K be closed under translation by constant functions 
and that the uniform norm have unity weight function. Such constraints 
arc not required in this article. In particular, the convex cone of 
sub-additive functions in Example 4.3 is not closed under translation by 
constant functions. For additional work on continuous and Lipschitz 
continuous selections in approximation see [4$ 5, 6, 10, 131. 
2. DUALITY IN NORYED LINEAR SPACES 
In this section we derive lower bounds on d(j; K). 
A real-valued nonlinear functional .f on X is said to be positively 
homogeneous if a(1.j’) = G(f) for all j in X and all I > 0. Hence a(O) = 0. 
Let Ii% = sup{ Ii(f)1 : fg X, I.fl’ 6 1 }. By positive homogeneity we have 
Ia( < Ijill i!f’l for all f in X. WC say f is bounded if //,?!i < 3~. We call 
.< super-additive if ~?(f + g) > -t(J) + -f(g) for all ,f; g in X. 
PROPOSITION 2.1. Suppose that J? is a positively homogeneous super- 
additive .functional on X. 
(a) The ,following hoids,for all f, g in X and all 0 d L d 1. 
(i) -t(i.+ (1 - j.)g) > E.i-(f) + (1 - j.)-<(g); i.e., 2 i.Y concave on X. 
(ii) 3 -.I‘) d -3.f ). 
(iii) Ii(i(g)1 <max{ -.lz(f‘- g), --<(g-f)} 6 I!.?;! IIf‘- gll. 
(b) The following three conditions are equivalent. 
(if .? is continuous at 0. 
(ii) i i.7 continuous everywhere. 
(iii) .? is bounded. 
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Proec To prove (a), WC observe that (i) follows by positive 
homogeneity and super-additivity. Again, by super-additivity, we have 
0 = a(O) b i(f) + a( -f), which gives (ii). Writing f = (1‘ - g) + g, WC 
obtain a(f) >.?(f- g) +-i(g). Interchanging f and g we obtain (iii). To 
show (b) we note that by positive homogeneity, if i is continuous at 0, 
then it is bounded. The rest of (b) follows from (a)(iii). The proof is 
complete. 
We remark that if 2 denotes the set of all positively homogeneous 
bounded functionals on X, then 2 is a linear subspace with norm 11.?‘/1, 
and X* c J?. 
Let P and Qpr p E P, be index sets. For each p in P: let {x&: q E Q,} be 
a set of nonzero functionals in X*. Define the pointwise inlimum of 
b$tq: 4) by 
and 
i,=inf{xz,,:qEQP}, p E p, (2.1) 
K= {k~X:i.,(k)do, PEP). (2.2) 
Clearly, K is a cone which is not necessarily convex. We then have the 
following. 
PROPOSITION 2.2. (a) For each p in P, <p is positively homogeneous and 
super-additive with 
lFpll = SUP{ I$,,ll : 4 E Q,>, p E P. (2.3) 
All properties stated in Proposition 2.1 apply to i.p. 
(b) ~K,,,=(k~X:xp:~,(k)~O}, then K,,q is a convex conefor all 
p,q. If Q,, is jinite for all PEP, then K=n{IJ{K,,,:qEQp}:pEP}, 
li.i?pll < x for all p E P and K is closed. 
Proof: (a) Clearly, iP is positively homogeneous. To show super- 
additivity, let PEP and f,g~X. Then x,*,,,(f+g)=x,*.,(f)+x,:,(g)> 
&,(f')+i,(g). Hence i,(f+g)~i,,(f)+i,(g). 
To establish (2.3), let E > 0, p E P, and c = supy( Ilx;,ll} G x. If 0 <p CC, 
then there exists q E Q,, such that IIx,*.,~I > 1. Again, there exists g in X with 
!gil = 1 such that x,*.,(g) 6 - :Ix,*.,ll +E. Hence, i,,(g) G - ‘Ix;J +c. It 
follows that lliPII > -.j?,,( g) > I,x&ll - E > ,U - c, which gives 112,II 3 c. 
If c = z then (2.3) is shown to hold. Otherwise, let f E ,I' with jlfll = 1. 
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Then ,i!/,(j’) < .$,(f‘) < I:.Y~,~ I G C. Also there exists q E Q, such that 
x,*.,(,f) -c<i,(/). Hence, 
-i,(f) < -x,*.,(.f) + & ,< Ix;.,1 + Ed c + c. 
We conclude that lz?,(j’)l <c + c and :I.j?,,:i 6 C. Thus (2.3) holds. 
(b) If Qp is finite then, by (2.3) I-C,, < r;. By Proposition 2.1(b), .G,, 
is continuous for each p and: hence, K is closed. The remaining assertion 
about K follows immediately. 
The proof is complete. 
PROPOSITION 2.3. Let Ki, iE I, he an arhitrar), collection of nonempt~’ 
.subsets of X and ,f E X. Then thcl following holds. 
(a) d(f; IJ, K,)=inf{d(/; Ki): iEl), 
(b) 4L f-i K,) 2 w{d(.L 4): in I). 
Pro@ To prove (a), denote its right-hand side by p1 let K’ = U K,. and 
let E > 0. Then there exists some j~1 such that d(f. K,) < p + e/2. Again 
there exists kg K, such that Iif - kl <d(j; K,)+ci2<p +E. Since krs K’ 
we have d(.f, K’) d ljf- X-11, which gives d(,J; K’) 6~. Now, if k E K’ then 
ke Ki for some i. and IIf--kll 3 d(,j; K,) >p. Hence d(J K’)>,p and (a) is 
established. The proof for (b) is simpler. The proof is complete. 
THEOREM 2.1 (Duality bounds for nonconvcx cone K). Assume Q, is 
$nitc for each p E P. Let .f  E X and dgfinc 
Then d(.f; K) 3 x(f) 2 /l(f) for ,f E X’;,K. Iffor each PEP: Ilipli = ,Ix;,,il fin 
all qEQ,, then d(A K)>r(,f)=jl(,f) for f  E X\,,K. 
WC first establish the following lemma. 
LEMMA 2.1. Assume Q, is j?nite for each p E P. Then the following are 
equioulen 1. 
(a) .JE X\K. 
(b) r(f) > 0. 
(c) B(f) > 0. 
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Proof: By Proposition 2.2(b), Ili’pll < x for all PEP. Hence, by the 
definition of K, (a) and (c) are equivalent. Now (b) holds if and only if 
x,*.,(f) > 0 for some p E P and all q E Q, which is equivalent to (c). The 
proof is complete. 
Proof of Theorem 2.1. We first establish that x(f) 2 p(J), f~ X\K. By 
Lemma 2.1: it suffices to consider PEP with a,,(j) > 0. For such p, if 
qE QpF we have x,*.,(,f)>~-,(f) >O. Since, by (2.3) lix,*.,ll < il-)ipil < co, WC 
find that x,*,(f)/!ix,*,ii >, a,,(f)/ii.?J, which establishes a(f) > /I(f). 
To show d(f, Kj> x(j), let kE K,.,, which is defined in Proposi- 
tion 2.2(b). Then xz.,(k)<O. Hence, I x:,11 Ilf-.kll axz,,(f-k)>,x&(f’), 
which gives Ilf- kll 3 $,,U’Mlx~,,l = c,,.~, say. Thus, d(S, K,,,) 2 c,,,~. 
(This inequality also follows from (1.1) by letting L be the singleton set 
{x,*,,,}.) We now use Proposition 2.3. If Kp = lJ { Kp,4: q E Q,} then we have 
d(f,K,)=min,{d(f,K,,,)jZmin,{c,,,). Since K=n{K,:p~l’}, welind 
that d(f; K) 2 sup,, { 4f, K,)} = x(f). 
Finally to show X(S) = /(f‘) under the stated condition /11,/l = Ilxz,, 1, we 
obtain a,(j)/IIi,J = inf{x&(f)/llx~,jl : qE Q,} for each p from the delini- 
tion of i,,. It follows that a(f) = P(.f). The proof is complete. 
3. DUALITY AND LIPSCHITZIAK SEI.ECTIONS IN UNIFORM APPROXIMATION 
In this section, we consider the problem of uniform approximation and 
obtain conditions under which d(.A K) = cc(f) for f E X\K in Theorem 2.1. 
We also identify Lipschitzian selections as defined in Section 1. We con- 
sider two cases when K is a nonconvex cone and a convex cone. In later 
sections we apply the results to problems in approximation theory. The 
following example will show that, in general, d(f, K) > b(f) for j‘~ X\K, 
however, under certain conditions we will establish that cl(,f, K) = 
a(f) = P(f). Let X be the real line and s:,(f) = 2f, xTz(f) =h where ,f~ X, 
and i=min{xr,,x&}. Then K=(- a, 01, llfll = Ilx:, II = 2 and IIx~~II = 1. 
If f‘= 1, then 1 = d(f, K) = x(f) > o(f) = 4. 
Let S be any set and 0 < w(s) < x for all s in S be a weight function on 
S. Let B denote the set of all real functions f on S such that llfll = IlSll~ = 
suP{i4.v) If( : SE S} < cc. Then B is a Banach space with norm II. 11, 
which is called the weighted uniform norm. Note that an f in B is not 
necessarily bounded on S. Let .rQ be the set consisting of certain nonempty 
countable subsets of S. Suppose there is a mapping r: .d -+ 2’\{ 0) such 
that $A) n A = 0 for all A E&‘. Let S’ denote lJ (T(A): A E A$}, i.e., all the 
elements of S in the range of r. For A in .d, let q = q, denote a non- 
negative function on A such that 141 =C(q(t)/~(t): tE A} < co. Let 
P={(A,s):AE.~, SET(A)} and Q,,, for each p=(A,s)~p, be a-set of 
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above defined functions q on A with iq1 < X. We define linear functionals 
indexed by p = (A, s) E P and q E Q, as follows. 
.$,(f)=f(s)-C {y(t)/(t): te A). (3.1 ,I 
We use the notation of Section 2 with X= B and define F,, and K by i2.1 j 
and (2.2). respectively. Clearly, I,, may be written as 
.<,(.f)=.f‘(.s)-sup q(t)f‘(t):qEQ, 1 (3.2) 
I 
LEMMA 3.1. Suppose that G c K is nonempty. and for al! g in G, g <.f’ 
holds ,for some/in B. Let k(s) = sup{ g(.r): go G ), s E S. Then k E K. 
Proyf: Clearly, k E B. Now, for all g in G we have g <k and .f,, (g) < 0 
forallpEP.SupposesES’.Then,foranyp=(A.s)EP,qEQ,,andgEG. 
it follows from (3.2) by the nonnegativity of q that 
Hence k(s) < sup9 {x q(t) k(r) i which is i,(k) < 0. Thus k E K. The proof is 
complete. 
Next we establish the existence of a best approximation when Q, is finite 
for each p. A best approxmation f’ of f is called the maximai best 
approximation if f’ > g for all best approximations g to J 
PROPOSITIOI\; 3.1. Suppose that Q, is $nite fi)r each p. Then, ecery f i/z 
B bus a muximul best upproximation from K. 
Prooj: For convenience let d(jl K) = p, u=,/-- pjw, and v = 
,f-t (p + 1 )/IV. Clearly, uz c’ E B. Now for each n, there exists f,l E K such 
that Il.f-.f,,;l dp+ l.:‘ir=pn, say. Then f- ~,,/a'< f, <,f+ prl;w< 1: since 
p,I<p+I. Define g,=sup(f,:nz>n). Then g,>g,,! ,: and, by 
Lemma 3.1, g,, c K. Since g,, >f,,, for all m 3 II and p,- I 6 p,,, we have 
f- pnr;:~~. <f, Q g, <,f+ c),,!M; for all m > II. Letting in -+ r;c. we obtain 
for all 11. If g(s) = lim g”(s), s E S, then WC conclude that ,f -- p/w < g < 
.f+ p/it’ which is ~!.f‘- gl dp. We show that gE K; this will establish that 
g is a best approximation. As shown above, we have u< g, < c. Now 
x:A q(t) !u(!)l d i!uI/ Iql < cc and x,f q(t) Iv(t)1 < !It’ll 141 < cc. Hence, by the 
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bounded convergence theorem [ 71, z:A q(t) g,,(t) + z:A q( t ) g(t) as n -+ cc:. 
We conclude that xg,(g,,) + x;,~( g) for all qE Q,,. Since Q, is finite we 
have f,, ( g,) + a,,( g). Again since g, E K we have z?,,( g,) < 0 and, hence, 
i,,(g) < 0 for all p. Thus g E K and is a best approximation. Now if G is 
the set of all best approximations, then g<f+ p;iti for all g in G. Since 
f+ P/~VE B, by Lemma 3.1, y(s) =sup{ g(s): ge G} is in K. It is easy to 
verify that f’ is a best approximation. Clearly, it is the maximal best 
approximation. The proof is complete. 
PROPOSITION 3.2. Let p = (A, s) und q E Qp. 
(a) Ilxg,.l = l/i+(s)+~{q(t)/w(t): t15A) = l/w(s)+ 191. 
(b) ll~,ll=l/~~(s)+sup{lql:q~Q,}=sup{Il~~,,li:q~Q,}. 
ProoJ: (a) If SE B and lfll < I, then IJ’(u)l d l+(u) for all u in S. 
Hence, 
IX,T.(,(f)l < lf(.s)l + c q(t) If( < W(.~) + c q(t)h(t) = VW(S) + 141. 
Now, define g on S by g(s) = - l/w(s), g(f) = l/w(t) for t in A, and 0 
elsewhere. Since s E S\A, this is possible. Clearly, 11 gll = 1. Then 
xp*.y( g) = l/i~(s) + 141 and the result follows. 
(b) This follows at once from (a) and (2.3). 
The proof is complete. 
For each f in B, let K,= {k~K:k<f} and ,f(s)=sup{k(s):k~K,.}, 
SE S. If TE K, then f is called the greatest K-minorant of J Similarly, 
!etting Kj= {k~ K: kaf}, define J”(s)=inf{k(s): kE Kj}, YES. Iffe K, it 
is called the smallest K-majorant off: 
PROPOSITION 3.3. Suppose ,f E B. Then the following (a)-(c) are equitia- 
lent and imply (d). 
(a) K/+0. 
(b) .feK. 
(c) 3(s) > - 00 for all s in S. 
(d) f<fandf(s)=f(s)ifsES\S’. Hence, ifs,= {s~S:f(.s)>J(s)), 
then S/c S’. 
Prooj: If (a) holds then by Lemma 3.1 with G = Kf we have that 3~ K, 
which is (b). If (b) holds, then 3~ B and (c) holds. If K/=0, then 
.f= -co. Hence (c) implies (a). If (b) holds then define g on S by 
g(s) =f(.r) for s E s’, and g(s) =J(s), otherwise. Then g is in B and satisfies 
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a,,(g) Q 0 for all p. Thus g:~ K, and, consequently, gd,f: This gives 
J‘(s) =.f(.s) for SE S\\,,S’ which is (d). The proof is complctc. 
We let P,Y = {p = (A, s): p E P}, s E S’. One may easily verify that P,, # E 
for all .r in S’ and P = IJ {P,, : s E S’}. For h E B define h” by 
h”(.s)=min{h(s),h(s)-sup{.<,(h):p~P,,}), .s E S’, 
= h(s), s E s ‘\,, S’. (3.3! 
Substituting for ,f,, from (3.2) in (3.3) we obtain 
h”(s) = min ( .t ) { { ,* h( .) inf sup c s(t) h(t): q E Q, 
Note that if k, h E B and k < h, then (3.4) shows that k” < h’. Moreover, if 
ke K, then -e,(k) 60 for all p, and hence by (3.3) we have k0 = k. For each 
,f in B’\,$K, define h, =.f + r(,j’)!r~, where x(,f) is defined in Theorem 2.1. 
Then llhfil d lifl + r(f) G Ilf‘il + 4.L K) and II,-E B. This 12, will play an 
important role in the following analysis. Letting h = II,- for convenience, we 
define ho = h; by (3.3). 
PROPOSITION 3.4. Assume that Q,, is finite for each p E P. fff E B\K then 
ho = hy E B with Ilh - ho I <2x(j). Jf ho E K, then ho= h, where h ii- thr 
greatest K-minorant of h = h,.. Consequently, Ilh - hiI < 2r(f) and 
q(t) h(r): q E Q, : p E P } 
= h(s), s E S’,S’. (3.5) 
CORG'LLARY. If‘ h = f + piw, where r(f) 6 p < m and ho is dejined hy 
(3.3) for this h, then the above proposition hoids with r(f ), h,, and h./” there 
replaced respectively by p, 11, and ho. 
Proof Since Q, is linitc, by Proposition 2.2(b): we have Il,Cpll < CC. For 
convenience, let 6, = r(f ). Also let s E S’ and p E P,. Then, by the definition 
of 0, we have O3min{x~,,(f)!llx~.,l! : YE Q,). Hence, there exists YE Q, 
such that 0 2 .x,*.., (f )/llxz,, I , which gives 0 ll,r,*.,,! L .$.,(f ). By substituting 
f = h - O/w WC obtain 
et II& il +-$,(1!~2:))~-$.,(h). 
Again, iIxz,,ll = l/w(s) + 191 by Proposition 3.2(a), and xz.,( I/IV) = 
I/w(s) - /q] as may be easily verified. Hence ~O/W(.S)>,X~~,(/~), which gives 
2B/rt’(.s) B i,,(h) for all p E P,. Then by (3.3) we have h(sj 3 h”(s) >, 
h(s) -20/~(s). Also, ho(s) = h(s) if s E S\,S’. Thus ho E B with Ii/? - h”ii G 20. 
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We now show that if k E K and k d h then k 6 ho. Since, by assumption 
12” E K, this will establish that ho = h. Let s E S’ and p = (A, s) E P,. Then, by 
(3.2), there exists q E Qp such that 
a,(k)=k(s)-Cy(t)k(t). 
A 
Also, 
Hence, 
i-,(h) d WY) -C q(f) h(t). 
A 
a,(h)-l,(k)<(h-k)(s)-xq(t)(h(t)-k(r)). 
,I 
Since k 6 /z and Z,,(k) d 0 as k E K, we obtain from the above inequality 
that k(s) d h(s) - i,,(h) for all p E P,y. Now, since k d h, we conclude from 
(3.3) that k(s)< ho(s), SES’. For SES\,S), we have k(s)< h(s)= h”(s). 
Hence k < h” and hO= 15 as asserted. From (3.4) we obtain (3.5). The 
corollary may bc proved exactly as above. The proof is complete. 
The above proposition is fundamental in establishing our next theorem. 
THEOREM 3.1 (Duality for nonconvex K). Assume that Q, is ,finite .for 
each p E P and h’ = hj E K .for each J‘ E B \ K. Then 
4f, K)=a(f‘)=su~~min{x~,(f)ll’x~,ll:q~Q,}: PEP), f E B\K. 
(3.6) 
Furthermore, f’ = h is the maximal best approximation to f’ bvith Ilh - hll d 
24f ). 
COROLLARY. Under the hypothesis of the theorem, $ for each p in P, 
/Ii,l’ = [lx,*.,1 holdsfor all qE Qp, then 
4L K) = a(f) = P(f), .f EX\K. 
ProojI Let 8 =,x(f) for convenience. By Proposition 3.4 we have ho= h 
and Ilh - hll < 28. This gives h - h < 2t?!w. Now since f = h - 6)/w, we obtain 
f - h = h - h - O/M? < (I/w, Again, since h 2 h, we have f - h > - O,/bv. Thus 
Il.f- h!l d 8. Now, R E K: and by Theorem 2.1, d(f; K) B 0. We conclude that 
d(j; K) = I,f‘- 1511 = 0. 
If g is any best approximation to f then Il.{- gj, = 0 and hence, 
f - O/w < g <f + O/IV. Since g E K and h is the greatest K-minorant of h, we 
have g <h and h is the maximal best approximation. 
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The corollary follows immediately since, by Theorem 2.1, r(j) = fi(.f‘) 
under the condition on the norms. The proof is complete. 
We remark that the condition, h’ = h)) E K for each f E B\K. of the above 
theorem may be replaced by the stronger condition, ho E K for each ir E B. 
Note that (3.6) allows us to compute d(.f; K) easily using the defining 
functionals xg,, of the cone K. 
THEOREM 3.2 (Alternative forms of duality for nonconvex K). Supposc~ 
that the hypothesis of Theorem 3.1 holds. Let .J‘E B’\.K and 
~,,=min{x~,i!ix~.,(l:q~Q~j, p E p, 
.T(.s)=suP(p,(.~):PEP,}, s E S'. 
Then j,, is a positicely homogeneous super-udditive ,functional or) B u’ith 
I) f,il = 1 und the ,following duality holds: 
d(.f, K)=sup{j,>(f‘):p~P~=sup{~(~):~~S’j, f E B’\K. 
Proof Define yllly = .~~,~~~ixp*.~,(. Then :‘J$,\ = 1 for all p, q and 
j,,=min{J:p*,,:q >. As in Proposition 2.2, j,, is positively homogeneous 
super-additive and by (2.3), ‘~j,,i’ = 1. The duality is simply a restatement 
of Theorem 3.1. The proof is complete. 
We now investigate Lipschitzian selections. For each p = (A, s) E P and 
q 6 Qp3 let cp.4 =)l{q(t):teA). Define 
a=sup{o,,: pEP,qsQJ. 
THEOREM 3.3 (Lipschitzian selections for nonconvex K). Suppose that 
the hypothesis of Theorem 3.1 holds and o- < XC. Let f’ be the maximal best 
approximation to f in B. (If‘f E K then f’ ==f ) Then the selection operator 
T: B -+ K. defined by T(f) =,r, is Lipschitzian satis~ving j! T(f) - T( g)lI < 
c IIf--g,1for al1.J; DEB, where c=2max{l,a!. 
Proqf!f: First assume that 11 g E B\,K. Let E > 0, h =.f‘+ cr(f‘)/~, and 
k = g + r( g)j~‘. Then by Theorem 3.1 we have j” = /i and g’ = L. Let s E Sk, 
where Sk is as defined in Proposition 3.3(d), and E’ = c/u’(s). By (3.5) we have 
xq(t)k(t):qEQ 
A 
Hence, there exists p E P, such that 
R(.s)>max Cq(t)k(t):q~Q~ 
A 
(3.7) 
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Then, by (3.5) we have 
4s) 6 max 
i 
C q( 2) h(t) : q E Q, 
A 1 
(3.8j 
Again, there exists qE Q,, such that h(s) <x y(t) h(t). Then k(s) > 
x y(t) k(t) - c’. We obtain, therefore, I;(s) - E(X) < x q(r)(h(tf --- k(t)) + 6. 
Multiplying both sides by )v(s) we have 
w(s)(h(s)-R(.s))~a,,, .1/z-k’+-c<cJ Ilh-kl +E, 
for all s E S,. If s E S\Sk, then by Proposition 3.3(d), we have k(s) = k(s). 
Since h(s) 6 h(s) we obtain ~v(s)(/$.s) -k(s)) d ! II - kll. We then have 
~;(s)(I;(s) -L(s)) < c’ ‘lh - kll + E for all .r in S whcrc c’ = c;2. Interchanging 
Iz and k we obtain llh --RI d c’ Ilh - kli. By Theorem 3.1. r(f) = d(fi K) and 
z(g) = d( g, K), and also Id(f; K) - d( g, K): d I;.G gi , by a well known 
result. We conclude that 
whence we have Ilh - R!I <c I.f‘- g I. 
Now suppose that .f’~ K and g E B’j,K. Then we let k = g + z(g) as before 
and h = h =f‘ (i.e., consider r(f) = 0). Suppose s E S,. Then (3.7) ho!ds as 
before. Since .f‘~ K: we find that Z,,(f) < 0 for p = (,4. s), where s and /i are 
as in (3.7). This is equivalent to (3.8) with h = iz =./I The rest of the 
argument may be carried out as above to show that ir(s)(l;(s) --R(s)) ,< 
g I!h - kll. Now k(s) < k(s) and I?(S) = h(s) =.f‘(s). Hence, lu(s)(R(.sj -R(s)) < 
lib - kll. Thus, w(s) It;(s) - &)I QC’ Ilh-k for all s~S,. IfsES‘\,,S,, then 
we argue as above: and noting that z(g) d ,,f’- gl:, we complete the proof 
of I h-Eli d c Ilf- g/l. If J; go K then the result hoIds. The proof is 
complete. 
We now consider special cases of K. Define F(M.) = sup{ K(S): .s E .Sl and 
i(t<)= info+(s): SES}. 
LEMMA 3.2. Assume that cp.4 = 1 ,for ail p E P and q E Q,. 
(a) [ f  p(w) < m, then UN constant ,functions are in K and K is ciosed 
under translation by these functions. 
(b) Jf 0 < /I(w) < p(w) < x, then K bus properties as stated in (a). 
fe Kfor allf in B, and IzZJ < 2//1( M,) < x ,fbr ali p in P. 
(c) If  MI= 1, then conclusions of (a) und (h) hold, und I’,i,jl! = 
Il$J = 2 jiw ull p E P and q E Qp. 
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Prooj: (a) The condition p(w) < x shows that all constant functions 
are in B. Since CJ~,~ = 1, substitution in (3.2) verifies that a,,(.(+ X) = .t,D(.f‘) 
for all real x and f~ B. Hence, K is translation-invariant as stated. Since 
0 E K. all constant functions are in K. 
(b) We. have j’> - Ilfl//w 2 - !If‘lii:;.(M;) = p, say. Since ~(11.) < X, by 
(a) we have that p E K and hence K, # a. By Proposition 3.3, f~ K. Also, 
by Proposition 3.2, li.+?pll d 2/i(i~) for all p. 
(c) This follows from Proposition 3.2. 
The proof is complete. 
Next we apply Theorems 3.1 3.3 to nonconvex K under special condi- 
tions. 
PROPOSITION 3.5. Suppose that the hypothesis of‘ Theorem 3.1 holds. Also 
assume that p( IV) < ,CC and np,‘, = 1 ,for all p E P and q E Q,. Then the conclu- 
sions of Theorems 3.1-3.3 hold with Ilh - hi! = 21( f‘) ctnd c = 2. 
Prooj: By Theorem 3.1, ;,.f’-~%ll =r(.f)=o, say. By Lemma 3.2(a)? K is 
translation-invariant as stated there. Hence, given c > 0, there exists .Y E 5 
with IV(.F)(~(.Y) - h(s)) > 0 -E. Now k =.f + O/w and hence 
w(s)(h(.s) -h(s)) = w(s)(.f(.s) - h(s)) + B > 20 - E. 
Hence, II/z - /?:I = 24j’). Clearly, (T = 1 and, hence, (‘= 2. The proof is 
complete. 
Recall that 9, and .7(s) are defined in Theorem 3.2. 
PROPOSITION 3.6. Suppose that the hypothesis qf Theorem 3.1 holds. 
Suppose al.w that w = 1 und r~,,~ = 1 jbr all p E P and q E Q,, . Then, 
4.f. W = HS) = P(f‘) = II.Fflli2 
xq(t).f(r):qEQp /2. f~ B;,,K, (3.9) 
A 
where .f is the greatest K-minorant of’f and the supremum is taken over ail 
p = (A, s) E P. Also, .f(s) -f(s) = 2 max { y(s). 0 1 jbr all s E S’. 
Proof Since w  = 1 we have i.(w) = p(w) = 1. Then, Lemma 3.2(c) 
applies showing that K is closed under translation by constant functions. 
.[E K for allfin B, and Ii,,11 = Ilx& II = 2 for all p, q. Since h =.f + r(fj. by 
translation-invariance WC have h =f+ a(f), Hence, Ih - h]I = Iif-1.1. 
By Proposition 3.5 we find that Ilf-yII = ii/r --hi! = 2r(f‘). Since the 
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hypothesis of the corollary to Theorem 3.1 is satisfied, (3.9) follows. The 
last equality in (3.9) is obtained by substitution in b(J) for i.p from 
(3.2). To show j’(s) -f(s) = 2 max{T(.r), 01: we note that 3, = a,:/2 and 
hence f(s)=sup{~,,(f‘): PEP,<}/~. Since h=f’+z(f) and I;=f+a(f), 
substituting for h and h in (3.5) we observe that (3.5) holds when h and h 
there are replaced by f and 3. This latter equation may easily be shown to 
be equivalent to f(s) = min { f‘(s), f‘(s) - 27(s)} from which the required 
result follows. The proof is complete. 
We remark that the equality d(,f, K) = Ilf-.1’11/2 is obtained in [22, 231 
under different assumptions. To make an observation on translation by 
constant functions considered in Lemma 3.2 and Propositions 3.5 and 3.6, 
let 0 < IV < x bc a function on S. Instead of (3.1) define xz., by 
where, for all p = (A, s) and q E Q,,, we have u,,,~ = 1 and 
En q(t)/(i.(t) w(t))< co. Then the cone K, defined as before with these new 
functionals, will be closed under translation by functions of the form 21, 
where o! is real. Considering a new weight function w’ = irv, norm :lfl;’ = 
sup{ w’(s) [“&)I: SES), space B’= {,f;‘i.:feB), cone K’= {k/i:kEK), 
one may show that the above problem of finding a best approximation to 
f~ B from K relative to l(.I, is equivalent to finding a best approximation 
to .f = f/j. E B’ from K’ relative to I; .(I’. Note that \lfll = Ilf“II’. Clearly, K 
is closed under translation by constant functions, since it is defined, as 
before, by functionals of the form (3.1) with B,,~ = 1. Thus sometimes K 
may be transformd to K’ which is translation-invariant by constant func- 
tions. However, the convex cone K of sub-additive functions in Example 4.3 
cannot be so transformed to K’. 
We now consider the case when K is a convex cone. Let x;,~ be given by 
(3.1) and define K by 
K={k~B:x;.,(k)<0,p~P,q~Q/,j, (3.10) 
where Q,,, p E P, is not necessarily finite. It is easy to verify that K is a 
closed convex cone and K= n ( Kp,q: p E P, qE Q,}, where K,,, is as in 
Proposition 2.2. To place this problem in our earlier format for a noncon- 
vex cone: deline a set R of ordered pairs by R = ( (p, q) : p E P, q E Q,>. For 
each r = (p, 4) E R, we let i’r = xZ.~ = xp*.., and Q, = { 9 1. We may then write 
.?,=min{xF,: qEQ,} and K= (f~B:i,(f)<O, PER}, and derive the 
delinitions and results for the convex cone as a special case of the non- 
convex cone K. In particular, we obtain from (3.3) and (3.4), respectively, 
the following: 
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II’(S) = min(h(s), h(s) - sup{$,(h): p E P,, q E Q,}? .s E S’, 
= h(s), s E s ,,, S’. (3.11 ) 
h”(s)=min h(s),inf Cq(f)h(t):pEP,s,qEQ,, . 
i i 1 
s E S’. (3.12) 
A i 
Also a(f) = B(f) = sUp{Sp*..y(f)/I’Xp*.y’, : all p, q}, With these observations 
and recalling that Q, may bc infinite, we have the following theorem. 
THEOREM 3.4 (Duality and Lipschitzian selections for convex K). 
Assume that h” = 11: E K jk each f E B’:K with h” dlfined hi, (3.11 ). Then 
ho = I; and 
d(,f; K)=r(j’) =sup{~;ll,(J’)!~l-r~,I~ : JJE Pt qgQpj. (3.:3’ 
Furthermore, f“ = I; is the maximal best approximation to .f with 
!!h -- h I G h(f.j. i2t 
?‘,, = sup{x,T,lIJ.u;.,l! : q E Qp j, p E P, 
.7(.~)=sup{3,AJ’): fE P,}> .I E S’. 
Then F,, is a positicely homogeneous sub-udditice .functionul on B with 
I; .<,;i = I und the following duality holds: 
d(,fi K)=~~~{~,(~‘):~EP;=su~{,~(.~):sES’J, ,f‘~ B\ K. 
The conclusions of the Lipschitzian selection Theorem 3.3 and Proposi- 
tions 3.5 and 3.6 apply under the hypothesis stated there. in particulur, (3.9) 
becomes 
d(f; K) =x(f) = ,\.f-{,I:;2 
=sup .f‘(s)-Cy()t)J’(t):P=(A,.~)EP,yEQ,, 12, 
1 1’ 
,f~ B’,,:K. 
A 
(3.14) 
and f(s) -f(s) = 2 max{,T(s). 0) holds .for all s E S’. 
ProqJ: These results may be easily derived from Theorems 3.1-3.3 and 
Propositions 3.43.6 using the argument given above. As in Proposition 2.2, 
j,> is sub-additive. Note that the condition of finiteness of Q,, assumed in 
these results automatically holds. The proof is complete. 
We note that by [ 18, corollary to Theorem 11, (3.13) implies that the 
three equivalent conditions (a), (b), and (c) of that theorem hold with 
L = {xp*y: all p, q). 
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Let S be topological and w  > 0 be a continuous function on S. Let C 
denote the space of continuous functions f‘ on S with Il,fll,+ < m. We 
remark on the applicability of the earlier results when JE C. Since Cc B, 
the duality (3.6) and Theorem 3.2 hold under the hypothesis of 
Theorem 3.1 when f‘~ C. Now assume additionally that SE C whenever 
ftz C. Since h = h,= f + r(j)+ E C, by the above assumption, 
j” =h~ K n C. Consequently, h is the maximal best approximation to .f 
from K n C in Theorem 3.1. In Theorem 3.3, T: C + K n C is Lipschitzian 
with II T(f) - T(g)11 G W- gll f or all f, g E C. Similar remarks may be 
made on Propositions 3.5 and 3.6 and Theorem 3.4. 
4. APPROXIMATION PROBLEMS 
In this section WC apply the previous results to approximation problems. 
For A c S we denote by I Al the cardinality of A. 
EXAMPLE 4.1 (Approximation by quasi-convex functions). Let S be a 
nonempty convex subset of a vector space. A real function j’ on S is said 
to be quasi-convex if 
(4.1) 
holds for all s, t E S and all 0 d i. < 1 [2, 141. Without loss of generality we 
may assume that s # t in (4.1). Let K be the set of all quasi-convex func- 
tions in B. It is easy to verify that K is a closed cone which is not convex. 
Let co(A) denote the convex hull of A c S. By induction or otherwise, it 
may be easily shown that f is quasi-convex if and only if for every noncmpty 
finite set A c S and s E co(A) we have 
f(s) < max(j’(f): t E A}. (4.2) 
Clearly, we may assume that s 4 A in (4.2). In that case I Al > 2. 
To place this problem in our earlier format of Section 3, let .d be the set 
of all finite subsets of A of S with IAJ 22 and T(A) =co(A)\A. It is easy 
to verify that S’ = S\E, where E is the set of extreme points of S [ 143. For 
each u E A, define functions q, on A as follows: qu (t) = 1 if t = U, = 0 if t E ,4 
and tfu. Then, if p=(A,s) where s~co(A)\A, we let Qp= (q”:uEA} 
and define x,*,,, and .?.p by (3.1) and (3.2), respectively. We then have 
q.,(f) =J‘@) - c Y,(l)f(l) =f(s) -f(u), if q=q,, 
ISA 
a,(f)=f(s)-max{S(u):uEA}. 
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Clearly, K= {k E B: i,,(k) d 0, p E P}. By Proposition 3.2 we obtain 
Ilx,*.,l = l;w(s) + I/M(U) if q= qu, and :Iii-, I Ii = I;w(s) + maxi lj~~ju): 21 E k j 
< x. Since qp,9 =lforallp,qwehavea=l. 
To establish the next lemma, note that P,V is the set of all p = (A, s) suc!~ 
that s~co(A)jA. For any he B, we define h” by (3.3) or (3.4), i.e., 
hO(s)=min{h(s),inf{maxjh(u):u~A~:pEP,}j. s E S’, 
= h(s), .s E s: S’ / (4.3 ) 
Clearly, Irod h < x. Note that, in general, h”> -CC is not true even if 
h E B. Since we are only interested in real functions, we impose the condi- 
tion h” > - z in the next lemma. However, it may be easily shown that h” 
satisfies (4.1) even if ho(x) = -x for some s E S. Similar comments apply to 
corresponding lemmas for other examples in this article. 
LEMMA 4.1. Jf 11’ defined bJ (4.3) sati&.r h” > - x, then if i.v quo.+ 
convex. 
ProqjY For convenience denote ho by k. Let s, t E S with s # f, 
x=is+ (1 -E.)t where O<i< 1, and E>O. Note that x cannot be an 
extreme point of S and hence XE S’. We show that k satisfies 
max(k(s), k(t)] >k(x), which is (4.1). 
Suppose first that s, t E S’. Then there exist (A, .Y) E P, and (D, !j E P, 
such that 
k(s)bmin(h(s),max{h(u):uEAj-c:;, (4.4) 
k(r)>min{h(t),max{h(u):uED}--(:I. (4.5) 
Suppose that the minimum in each of (4.4) and (4.5) is attained at the 
second term on its right-hand side. Then with F= A u D we have 
max{k(.s), k(t)} amax{h(u):uEk‘}-c=M, (4.6 j 
say. Clearly, XE co(F). We now have two cases. If XE F. then 
M>h(x)-~>,k(x)--E. If, on the other hand, x~co(F)‘\F, then (F, X)E P, 
and M 3 k(x) -E by the definition of k. Now suppose that the minimum in, 
say, (4.4) is attained at the second term on its right-hand side, and in (4.5) 
at h(t). Then k(t) B h(z) and hence k(t) = h(t). In this case again (4.6) holds 
with F= A u {t}. Now considering the two cases x E F and .r +! F as above, 
WC conclude that A43 k(x) - E. If in (4.4) and (4.5), the minimum is 
attained at h(s) and h(r), respectively, then k(s) = h(s) and k(t) = h(t) as 
above. If F= {s, t), then clearly, x~co(F)\,F and, hence, (F,~)E P,. We 
then have max{k(s), k(r)} = max{ h(u): UE F) 2 k(x). We have shown that 
(4.1) holds if s, YES’. The remaining cases for which SE S’, IES?,,S = E. 
and s, t E E may be analyzed as above. The proof is complete. 
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A special case of the above lemma occurs when h = hr=f+ r(.f‘)/~: for 
f E B\K. Since by Proposition 3.4, ho = hj E B for all f E B\K, we conclude 
that h”E K and ho= h. Consequently, Theorems 3.1 3.3 apply with 0 = 1 
and c = 2. In particular, using the values of Ix;J, we obtain from (3.6) the 
duality 
d(f; K) = a(f) = sup 
where the supremum is taken over all (A, s) with A l d and s E co( A)\A. 
If MT = 1, then Proposition 3.6 applies and, by (3.9), we have 
d(j; K)=Q)=b(j’)=sup{f(s)-max(f(t): t~A}}!2 
= I J-m, f‘~ B/K, 
where the supremum is taken as above. Other forms of duality may be 
obtained from Theorem 3.2. 
An explicit expression for the greatest K-minorant h of a bounded func- 
tion h on S (i.e., with )I:= 1) is obtained in [21]. This expression is valid 
when h E B, as may be easily shown. See also [23] in this connection. Note 
that (4.3) gives another expression for i;. Rewriting (4.3) we obtain h(s) = 
inf{max{h(t)}: f~O}j, SE S, where the infimum is taken over all finite 
subsets D of S such that IDI >, 1 and s~co(D). We now consider a convex 
SC R” and obtain stronger results using the well-known Caratheodory’s 
Theorem. 
PRW~SITION 4.1. Zf SC R”, then it suf)ces to consider A c S with 
2 < /Al < n + 1 in the abow analysis, and, in particular, in (4.3). 
Proof. Clearly, we may take IAl dn + 1 in (4.2) and, hence, in the 
definition of xz,, and i.p. Now consider (4.3) and let s E S’. For convenience 
let ,~=inf{max{h(u):u~A}:p~P,,}. Let p=(A,s)gP,. Since s~co(A), 
by Caratheodory’s Theorem [ 151, there exists D c A with IDI d n + 1 
such that s~co(D). Then (D,.T)EP,~ and p<max{h(u):uED}< 
max{h(u): UE A}. It follows that we may consider only those A E .01 with 
) A\ < n + 1 in (4.3). The proof is complete. 
Recall that the space C is defined at the end of Section 3. If SC R” is 
compact and h is in C, then is its greatest K-minorant h is in C. A proof 
of this is as in [23]. Consequently, the remarks made at the end of 
Section 3 are applicable. 
EXAMPLE 4.2 (Approximation by convex functions). Let S be a non- 
empty convex subset of a vector space. A real function f of S is said to be 
convex if 
f(is+(l-E.)t)<iJ(s)+(l-I.)f(t) 
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holds for all s, I ES and all 0 < ). < 1. Without loss of generality, let s f t in 
the above definition. Let K be the set of all convex functions in B. It is easy 
to verify that K is a closed convex cone. By induction or otherwise it may 
be easily shown that k is convex if and only if for every nonempty finite set 
.4 c S and every positive real function (I on ,4 with x {q(t): t E A ) = 1 and 
.s=x(q(t)t: reA} we have 
f‘(s)<~ (y(t)f(t): [GA;. (4.7) 
See, e.g., [ 14, 151. 
LEMMA 4.2. It suffices to assume that s 4 A in definition (4.7 ). 
Proc/!l: We show that (4.7) with s& A implies (4.7) with SE A. Assume 
that s E A, s = x,, y(t) t for some y(t) > 0 for all t in A with CA q(t) = I. Let 
n = A ‘.,,{s) and p = q(s). If q’(r) = q(r):( 1 - p), t E D, then y’(t) > 0 and 
CD y’(t) = 1. Since s = x,, q(t)t, a minor rearrangement of terms shows 
that s = En y’(t)t. Again, since s 4 D, we have .f(.~) < x,, y’(t) .f(t). Now ir 
is easy to verify that 
~dw-(~)=(1 -~)CY’(f)f(f)+~f(.s)~(l -~)J‘(.~)+~f(s)=S(.s). 
A L) 
The proof is complete. 
Let .d be the set of all finite subsets A of S with 1 Al > 2. As justified by 
Lemma 4.2, we assume that s 4 A, and hence I Al 2 2. Let A E .d. We say 
that SE S is a positive convex combination of all elements in n if 
s=E~ q(t)t where q(t)>0 for all SEA and CA y(t)= 1. Let PO(A) denote 
the set of all positive convex combinations of all elements in A. Then, 
clearly pa(A) is convex and pa(A) c co(A). Let T(A) = po(A)\,A. We assert 
that S’ = S\E, where E is as in Example 4.1. This follows because u E S\E 
if and only if there exist s, I E S and 0 < i < 1 with u = is + ( 1 - i) I. and 
then u~t(A) where A = {s, t} E,&. For each p= (A, s) with .s~po(A)‘\A, 
define Q, to be the set of all functions y on A with q > 0, CA q(t) = 1: and 
s = CA q(r) z. Recall that Qp may be allowed to be infinite for a convex cone 
K. Define x,*.., by (3.1). Then, K= {f~B:x~~,(j‘)bO for all p, q}. By 
Proposition 3.3, we obtain, Ilx&ll = l/~;(s) + 141. Again CT,,~ = 1 for all p, q 
and, hence, (T = 1. Note that P,Y is the set of all p = (A, s) with s E po( A) \,A. 
Recall the remarks preceding Lemma 4.1. 
LEMMA 4.3. !f‘ ho defined by (3.11) or (3.12) sarisfies h” > - x, then ir 
is comex. 
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Proof We let k =hO for convenience. Let s, ~E.S with s# t, 
x=%s+(l -i)t where O<A<l, and E>O. As in Example4.1, XES’. We 
show that l-k(s) + (1 - i) k(t) > k(x). The various cases to be considered in 
this proof are as in Lemma 4.1. We omit similar details while emphasizing 
the differences. 
Suppose first that s, t ES’. Then, by (3.12), there exist p= (A, S)E P,s, 
p’=(D, t)EPr, qeQpr and q’ E Qp (p = p’) such that s = x,1 q(u)u, 
t = CD q’(u)u, and 
k(s)>min h(s),xq(u)h(u)--E 
A 
k(t)>min h(t),Cq’(u)h(u)--E 
D 
Suppose first that the minimum in each of the above two inequalities is 
attained at the second term on its right-hand side. Let F= A u D and 
define T(U) for u E F by 
r(u) = 3.q(u) + (1 - i.) q’(u), if MEA~D, 
= Mu), if UEA\D, 
= (1 - %)q’(u), if MED\A. 
Then r > 0, XI; r(u) = 1, and x = Z, r(u)u. Clearly, x E po( F) and we have 
%k(s) + (1 - i) k(r) >c r(u) h(u) -E = M, 
say. If x E po(F)\F, then (F, x) E P, and M > k(x) - E by the delinition 
of k. Now suppose that XE F. Define G= F\(x), p = r(x), and 
r’(u)=r(u)/(l -p) for UEG. Then r’>O, &r’(u)= I, and x=&r’(u)u. 
Since XE po(G)\G, we find that (G, X)E P, and & r’(u) h(u) 3 k(x). Now 
a minor computation as in Lemma 4.2 combined with h(x) 3 k(x) gives us 
T r(u) h(u) = (I- P) z r’(u) h(u) + ph(x) 3 (1 - p) k(x) + pk(x) = k(x). 
Hence M 2 k(x) -s. The remaining cases are as in Lemma 4.1 and their 
proof is as given above. The proof is complete. 
A special case of the above lemma occurs when h = h,.=f+ SL(~)/M? for 
fe B\K. By a version of Proposition 3.4 as applied to convex K, we 
conclude that h0 = h: E K for all fg B\K, and hence h” = i;. Consequently 
DUALITY IN APPROXIMATION 335 
Theorem 3.4 applies with (r = 1 and c = 2. In particular, using the value of 
;!x,*.,ll we obtain from (3.13) the duality 
4f. K) = NJ‘) 
= sup 
i 
f(s) -CA c!(O.l’(t) 
l!IV(S) + 141 
:p=(A,.~)EP,qEQ,, , 1 
J 
.f e B’,,K. (4.8) 
If M:= 1. we obtain from (3.14) the following for ,f E B:,,,K: 
4.f; K) = 4.f) 
,f(s)-xq(l).f(t):p=(A,.~)EP,qEQ~, ‘2= If--.i‘i;2. (4.9; I 
A J 
The equality, d(j; K) = IiS-.fil/2, appearing in (4.9) is established in 
[22, 231 by different methods. This equality and [ 15, Theorem 5.61 with 
the substitution j’=f and J;=,f give an alternative proof of (4.9). 
An explicit expression for the greatest K-minorant h of h E B may be 
obtained as below. The epigraph E(h) of h is defined by 
E(h)=((s,~)ESxR:~3il(s)l. (4.10) 
Then 
h(s) = inf(p: (s, p) fz co(E(k))}. 
For a proof see [ 15, p. 361. Another expression for h may be based on 
(3.12) or [ 15, Theorem 5.61 as observed above. 
We now obtain stronger results for a convex SC R”. 
hOPOSITION 4.2. If‘ SC R”, then it suffices to consider A with 
2 < ! Al <n + 1 in the aboLe analysis ad, it? particular. in the definition 
(3.11) or (3.12) ofhO. 
Proof: Clearly, we may take iAl <n + 1 in (4.7) and hence in the 
definition of x,*..,. Now consider (3.12). Let YES’, PEP,, and qE Q,,. For 
convenience, let O=x,,q(l)h(t) and p=inf{~:,q(r)h(t):pEP,~,qEQ,j. 
We then have p GO and (s, O)~po(,4’) c co(A’), where (s, 8) E R”-’ and 
A’={(t,h(r)):t~A}cR”-‘I. By Caratheodory’s Theorem [ 15, Corollary 
17.1.11, there exists EC A’ with IEl <n+2 such that points in E are 
afftnely independent and (s, 0) E co(E). Then co(E) is a simplex in R” ’ !, 
We now argue as in the proof of [ 15, Coroliary 17.1.3). Since (s. 0) is m 
the simplex, there is a minimal 0’ d 8 such that (s, 0’) is in the same sim- 
plex. Then, as in that proof, we may find D c A with IDI <II + 1 such that 
if D’ = {(I, h(t)): f E II) then (s, 0’) E co(D’). Thus, co(D’) is a subsimplex 
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of co(E). Then s=C,j,(t)l, &=~Di.(t)h(t) for some i.(t)>0 and 
x.n A(t)= 1. (If j.(t)=0 for some t, then we may delete that pint from D.) 
Since .Y $ A, s 4 D. Thus (0, s) E P, and ,U < 0’ ,< 0. It follows that we may 
include only those A in (3.12) such that IA 1 < n + 1. The proof is complete. 
If S c R” is a polytope and h is in C, then its greatest K-minorant h is 
in C. (A polytope is a convex hull of a finitely many points and hence, is 
compact.) This assertion may be proved as in [23]. Consequently, the 
remarks made at the end of Section 3 are applicable here. The problem of 
this section on C when n = 1 and \V = 1 is considered in [25]. 
We make a remark on Example 4.1. It may be easily shown that J’ is 
quasi-convex if and only if (4.2) holds for every finite set A c S and 
s~po(A)\A. Hence, we may define r(A)=po(A)\A and replace co(A) by 
PO(A) everywhere in that example. 
EXAMPLE 4.3 (Approximation by sub-additive functions). Let S = (0, h), 
where 0 < b < CI:, be a real interval. A real function ,f on S is said to be 
sub-additive if 
holds for all .r, t E S with s+ t E S [9, 163. Let K be the set of all sub- 
additive functions in B. It is easy to verify that K is a closed convex cone. 
A function y on a subset of S is called positive integral if its range is 
positive integers. By induction or otherwise it may be easily shown that f 
is sub-additive if and only if for every nonempty finite set A c S and 
positive integral function y on A with s = CA q( t)t E S WC have 
We may assume that s$ A in the above definition. Because if SE A, then 
s = xA q(t)r implies that A = {s} and q(s) = 1. Since 0 is sub-additive but 
- 1 is not, we conclude that K is not closed under translation by constant 
functions. The remarks following Proposition 3.6 are applicable here. 
We say that s E R is a positive integral combination of all elements in A 
if s = CAq(f) t for some positive integral function q on A. Let pi(A), called 
the positive integral hull of A, denote the set of all positive integral com- 
binations s of all elements in A such that YES. This set corresponds to 
PO(A) in Example 4.2. Let .d be the set of all nonempty finite subsets A of 
S such that pi(A)\A # 0. Note that if A in d is a singleton and equals (l} 
then 2t E S, otherwise pi(A)\A = 0. If I Al 2 2, then the sum of elements in 
A is in S. Let r(A)=pi(A)\A. We assert that S’=S. To see this for s in 
S, let A = {t }, where r = s/2. Then SE r(A) and S’ = S. For each 
p= (A, S)E P with SE pi(A)\,A, define Qp to be the set of all positive 
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integral functions y on A such that s = & y(t)r. By the above stated condi- 
tion on .4, we have Qp # @: since, if IAl 3 2, then Q,) contains the unit4 
function y = I on .4, otherwise, if 1 Al = 1, then Q, contains the function 
q=2 on A. Define s T,, by (3.1). Then K= {f~B:x~,~,(f)<O. ail p, y).. 
Clearly, flp I, 3 2 for all p, y and. hence, (r 3 2. It is easy to show that 0 = x 
LEMMA 4.4. If’h” defined by (3.1 1 ) or (3.12) satisfies h” > - 3~. than it 
is sub-addilicc. 
Proof: The proof is similar to that of Lemma 4.3, however, much 
simpler. For example, if s. t and x= s + t are in S: and A and D are 
sets corresponding to s and t as in Lemma 4.3, then it may be easily seen 
that x $ F= A v D. Hence x E pi(F)‘+ and the case .V E F does not occur. 
WC omit further details. The outline of the proof is complete. 
Arguing as in Example 4.2, we conclude that the duality in Theorem 3.4 
applies. In particular, (4.8) and (4.9) hold with appropriate interprctatior?s 
of P and Q,,. Since c = 0 = s, the Lipschitzian selection of Theorem 3.4 
does not apply. 
We now obtain an explicit expression for the greatest K-minorant i; of 
!? E R. We first introduce some difinitions. A subset H of Sx R is tailed 
integral if whenever (s, i.), (t, P)E H and s + t E S, then (s+ rz i+/O E H. 
The next lemma justifies this terminology. Let .%? denote all the integral 
subsets H of S x R. Clearly, Sx R E .%‘. It is easy to see that .X is closed 
under arbitrary intersections. Hence, given G c S x R there exists a smallesi 
set in X containing G, which is the intersection of all the sets in ,I# con- 
taining G. It is called the integral hull of G and is denoted by in (G). The 
results of the next lemma are similar to those in convexity theory [14]; aE 
integral set corresponds to a convex set and in(G) to the convex hull co(G). 
LEMMA 4.5. (a) A subset H of‘ S x R i.s inregral [j’ and only if the 
,foliowing ho& For every finite subsel [ (s,. ii) : I < i < n 1 c H und positiw 
inleggers m,: 1 <i&n, if~m,.s,~S, then (~m,.s,.Cm,i.,)~H. 
(b) Suppose G c S x R, Then (sl i.) E in(G) if‘ and only if there exists a 
ji’nite .suh.set { (.s,, ii): 1 < i < n} c G und positicc intt>gers mi such that 
s = z /nisi and i =x m,i.,. 
Prooj: The proof follows directly from the definitions as in convexity 
theory. See, e.g., Theorems B and D of [14, p, 753. Part (i) may be proved 
by induction on n and (ii) by using (i). The outline of the proof is complete. 
Recall that the epigraph of a function is defined by (4.10). 
LEMMA 4.6. A jitnction f in B is sub-additive if and only i/ its epigraph 
E(f) is integrul. 
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ProoJ Let f be sub-additive and (s,, ;.i) E E(f), 1 < i<n, with 
x mii.i E S for some positive integers m,. Then iVi >f‘(s;). Now j’(C m,s,) < 
Z mjf(Si) dm,;l,. Hence, (x m,si, C mid,) E E(f) and E(f) E ,ti by 
Lemma 4.5. Conversely, let E(f) E Z and s, t E S with s+ t E S. Then 
(s, f(s)), (t, j’(t)) E E(f). Hence (s + t, f(s) +f(t)) E E(f) which implies that 
,fs) +,f(r) >f(s + t). The proof is complete. 
PROPOSITION 4.3. If h is the greatest K-minorant of h E B, then 
h(s)=inf{%: (.F, >“)~in(E(h))j, s E s. 
Proof: Let k(s) denote the right-hand side of (4.11). We show that 
h= k. By definition. hi Kc B. Since h d h we have E(h) 3 E(h). By 
Lemma 4.6, E(h) E X’. Hence E(h) 2 in(E(h)) 3 E(h). It follows that 
h< k < h and, hence, k E B. Since in(E(h))EX’, by Lemma 4.6, k is sub- 
additive, and hence ke K, By the definition of trr we have k Gh and thus 
k = h. The proof is complete. 
Another expression for I; may be obtained from (3.12). 
5. EXTF.NSIONS AND APPLICATIONS 
In this section, we extend previous results to more complex cones and 
indicate applications lo approximation problems. 
Let K= (f~ B: .<,(f‘)<O, PEP} as in Section 3 with finite Q, for each 
PEP, and K’= {feB:xz.,(f)<O, PEP’, qcQ;}, where P’ and Qb, 
PEP’, are index sets and f& may be infinite. We arc interested in finding 
a best approximation from the cone K n K’. The results for this case may 
be easily obtained by arguing as for the convex cone in Section 3. Specili- 
tally, ho equals the minimum of the right-hand sides of (3.3) and (3.11) 
with the change that P, and Qp in (3.11) are respectively replaced by P,:. 
and QL, Similarly, a(f) equals the maximum of the right-hand sides of 
(3.6) and (3.13), again, with P and Qp in (3.13) replaced by P’ and Qb, 
respectively. Obvious simplifications may be made in both expressions. 
Modifications for other results are similar. Now suppose that EC S, 
K” = {.f E B: f(s) < 0, s E E} and approximation is from Kn K’ n K”. We 
may then let x:(f) = f(s), s E B. This functional may be considered as a 
special case of x;,, where p = (A, s) and q is the zero function on A. As in 
Proposition 3.2 we have IIx,JI( = l/w(s). This functional may be handled by 
letting ho(s) d 0 for all s E E. 
EXAMPLE 5.1. To illustrate an application, we let S be any set with 
partial order <. A partial order on S is a reflexive and transitive relation 
on S which is not necessarily anti-symmetric 171. If s, t E S and s d t but 
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s # I then WC write s < t. Let E and I; be subsets of S and K be the set of 
all .f in B satisfying 
.I’(.s) G./It)> s, tESand.s<r. 
f0 1 d 0, s E E. 
j‘(.F 1 3 0, .s E F. 
(S.! ) 
(5.2) 
(5.3: 
The problem is to find a best approximation to j’ from K. If 
G= js~S:.s<t for some t~Ej and H= {t~S:.s<t for some .sEF)-, then 
(5.2) and (5.3) are respectively equivalent to 
f(s) d 0. s E G. (5.4) 
f’(s) 3 0: SEH. j5.5) 
It is easy to show that K is a closed convex cone. We consider the special 
cases of K later. This problem has been considered by diffcrcnt methods in 
[ 193. We show that it falls in the framework of this article. We also identify 
Lipschitzian selections which are not considered in [ 193. For the purpose 
of analysis, we define K, (resp. K2) to be the set of all j’ in B satisfying (5. I ) 
and (5.4) (resp. (5.5)). Both K, and K, are closed convex cones and 
K=K,nK,. 
To apply the results of Section 3 to K,, Ict ,al consist of all the singleton 
subsets A = {I} of S such that there exists SE S with s < 1. Then 
let r({f})= (.s~.~:.s<t}. Define P= {({t),.s): {r}~.cf’, s~r({fj)j. if 
p=({t},.s)~P, then let Q,=(y), where y(t)=l. This gives -r,*,(J)= 
,f(s) -f( t), which corresponds to (5.1). As observed before, (5.4) gives the 
functional x,:(f) =f(s) < 0, s E G. By Proposition 3.2, these two functionals 
have the norms I/r+(s) + l!ir’(r) and l;:w(s) respectively. Similarly, Kz may 
be analyzed by symmetric methods by considering the inequalities 
.~p*.,,(f) 2 0 instead of s,*.,(j’) GO. In the following proposition, h0 is 
obtained by applying (3.11) or (3.12) to K, and letting k”(s) d 0 on G. 
Similarly, k’ is obtained from a symmetric version of (3.11) as applied to 
K,. Note that g= 1. We denote the characteristic function of a set D by j:o, 
and let 0 . CC = 0 ( - XI ) = 0. 
LEMMA 5. I. Let 11, k E B und dejine 
h’(.s)=min(inf{h(t):tES,.~~t), =(I--%(;(s))}, SE S, (5.6) 
k”(s)=max{sup{lz(c): YES, Ids), -r;(l -~F,(.s)j}, .FES. (5.7) 
If ho > - x. then ho satisfies (5.1 ) and (5.4). Similarly, tf k” < x, then kc’ 
suti&s (5.1) and (5.5). 
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Proof The proof is straightforward and hence omitted. 
Define, 
0, u-1 = sup 
i . 
~;~;):ll~.~)l,(.f(.s)-/(f)):.s,ttS,S<t}, 
o,(f)=sup{w(s),~(s):sEG}, 
&(.f)=sup{ -w(S)f(S):SEH}. 
The above three numbers are sup{x*(,f)/ljx*Il} corresponding to (5.1), 
(5.4). and (5.5) respectively. Let x(J) = max(Oi(f‘): 1 <id 3}, a,(f) = 
maxPA (fh b(f)h and z2(f) = max(8, (f), 03(f‘)}. Note that cri(.f) 
corresponds to Ki as in (3.13), 1 < i d 2. 
PKOPOSITION 5.1. Let f E B\K, h = f + r(.f)/w, and k = f - x(,f)lw. Let 
also hn und k0 he dejined by (5.6) and (5.7) respectively for these h and k. 
Then h = h” and k = k”, where h is the greatest K-minorant of‘h und k is the 
smallest K-mujorant of k. The duality, d( j; K) = r( f ). holds, and h and k ure, 
respectively, the muximul and minimal best approximation to ,f w+th k < h. 
For ,f E K, let h = k = f: Then g E K is u best upproximution to f E B if and 
only if‘k < g < h. If 0 < i. < I, then f ‘ = ih + (1 - i)k is a best upproximu- 
tion to ,f E B und the operator T;.: B + K dejined by T, (f) = f’ is Lipschit- 
zian with c = 2 for ull 0 < i. d 1. 
Proof: Since r(f) 2 a, (f ), by Lemma 5. I and the corollary to Proposi- 
tion 3.4 as applied to the convex cone K, we conclude that h = h”, where 
h is the greatest K,-minorant of h and 1 h - hll <2x(f). Similarly, since 
x(f) > z2 (f ): by Lemma 5.1 and a symmetric version of the corollary 
applied to K,, we conclude that _k = k”, where k is the smallest K,-majorant 
off and Ilk - kll d 2r(f ). It is easy to establish by some simple computa- 
tions that _k d Ii. Hence _k < 0 on G and I; 3 0 on H. It follows that k, R E K. 
Since Kc K,, we find that h is the greatest K-minorant of h. Similarly, 
_k is the smallest K-majorant of k. Clearly, d(fT K,) 3 2, (f) and 
d(f, KJ > zz(f). (Using Theorem 3.4 WC may show that equalities hold 
here.) Hence, by Proposition 2.3, d(j; K) >, max{ d(j; Ki) : 1 < i < 2 > >, cr(f ). 
Since f = h - x(f )/w, by arguing as in Theorem 3.1, we have II f - h I < 
x(f). Hence, h is a best approximation to J It is the maximal best 
approximation because h is the greatestt K-minorant of h. Similarly, _k is 
the minimal best approximation to f: The remaining statements follow 
easily. Since c = 1 WC have c = 2. The proof is complete. 
We now consider special cases of Example 5.1. If S= x { [ai, bi] : 
1 < I’ < H} is a rectangle in R” and the partial order on S is the usual order 
on R”, then the problem is the monotone approximation problem with 
DUALITY IN APPKOXIMATIOS 341 
constraints (5.2) and (5.3). Let S= [0, h] be a real interval. A function j 
on S is called star-shaped if f‘(rs) < rf‘(s) for ail 0 <s < h and 0 6 x d t 
[ 1, 111. It can be easily shown that j’ is star-shaped if and only if S(O) d 0 
and f(s)/s Gf(t)/t for all 0 <s< t < h. As shown in [ 191, this problem is 
a special case of Example 5.1. 
We now obtain the duality result for the problem of approximation by 
quasi-convex functions (Example 4.1) on a real interval I. It has a richer 
structure than that of Example 4.1 on R” for n 22. See [21] for details. 
This problem with MJ = 1 on a compact real interval was considered in 
[20], however, the arguments for any interval arc similar. WC use the nota- 
tion of [20] applied to an arbitrary I. We consider I with the partial order 
P; (resp. P” ) for each x E I and apply Proposition 5.1 to convex cones 
K., (resp. KJ ) to obtain the following duality results. Let j?r(s. i) = 
tt,(.r) rc( r)!( kc(s) + I). Then, 
Since K=U{K; UK::. Y E I}, Proposition 2.3 gives us the duality for K as 
follows. 
d(,f; K)=inf{min{U, ,Q;}:.YE!~. (5.8) 
Now, the results for Example 4.1 applied to this specia! case show that h: 
the greatest K-minorant, is the maximal best approximation. When bt‘= 1, 
(5.8) is essentially included in [20, Theorem 4.21. If f6 C, then 0 K. = (1,: , 
and the duality takes a simpler form. This case with bv = 1 is considered 
in [24]. 
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