For the Hermitian inexact Rayleigh quotient iteration (RQI), we present general convergence results, independent of iterative solvers for inner linear systems. We prove that the method converges quadratically at least under a new condition, called the uniform positiveness condition. This condition can be much weaker than the commonly used one that at outer iteration k, requires the relative residual norm ξ k (inner tolerance) of the inner linear system to be smaller than one considerably and may allow ξ k ≥ 1. Our focus is on the inexact RQI with MINRES used for solving the linear systems. We derive some subtle and attractive properties of the residuals obtained by MINRES. Based on these properties and the new general convergence results, we establish a number of insightful convergence results. Let r k be the residual norm of approximating eigenpair at outer iteration k. Fundamentally different from the existing results that cubic and quadratic convergence requires ξ k = O( r k ) and ξ k ≤ ξ ≪ 1 with ξ fixed, respectively, our new results remarkably show that the inexact RQI with MINRES generally converges cubically, quadratically and linearly provided that ξ k ≤ ξ with ξ fixed not near one, ξ k = 1 − O( r k ) and ξ k = 1 − O( r k 2 ), respectively. Since we always have ξ k ≤ 1 in MINRES for any inner iteration steps, the results mean that the inexact RQI with MINRES can achieve cubic, quadratic and linear convergence by solving the linear systems only with very low accuracy and very little accuracy, respectively. New theory can be used to design much more effective implementations of the method than ever before. The results also suggest that we implement the method with fixed small inner iteration steps. Numerical experiments confirm our results and demonstrate much higher effectiveness of the new implementations.
Introduction
We consider the problem of computing an eigenvalue and the associated eigenvector of a large and possibly sparse Hermitian matrix A ∈ C n×n . We assume that a good approximation to the desired eigenvector is already available, so that its Rayleigh quotient is also a good approximation to the desired eigenvalue. This kind of problem typically arises in structural mechanics, where the highest or lowest eigenfrequency and the corresponding eigenmode need to be recomputed as material parameters change. There are a number of methods for solving this kind of problem, such as the inverse iteration, the preconditioned inverse iteration [20, 23, 24] , the Rayleigh quotient iteration (RQI) [11, 29] , the Lanczos method and its shift-invert variant [29] , the Davidson method [5] and the Jacobi-Davidson method [32] . The inverse iteration converges linearly, while RQI has the locally cubic convergence property [29] . However, except the standard Lanczos method, these methods and shift-invert Lanczos require the exact solution of a possibly ill-conditioned linear system at each iteration. This is generally very difficult and even impractical by a direct solver as a factorization of a shifted A may be too expensive due to excessive memory and/or high computational cost. So one generally resorts to iterative methods to solve the linear systems involved, called inner iterations. We call updates of approximate eigenpairs outer iterations. A combination of inner and outer iterations yields an inner-outer iterative solver, also called an inexact solver, for the eigenproblem.
Among the inexact solvers available, the inexact inverse iteration and the inexact RQI are the simplest and most basic ones. They not only have their own rights but also are a key ingredient of many more sophisticated and practical inexact solvers. So one must first analyze the convergence of inexact inverse iteration and of the inexact RQI. This is the first step towards understanding and analyzing those more practical inexact solvers.
For A Hermitian or non-Hermitian, the inexact inverse iteration, the preconditioned inverse iteration and the inexact RQI have been considered, and numerous convergence results have been established in, e.g., [1, 2, 3, 8, 9, 12, 15, 21, 23, 26, 31, 34, 37] . Either eigenvalue errors or error angles between approximate eigenvectors and a desired eigenvector or residual norms of approximate eigenpairs have been studied. For the Hermitian eigenproblem, let ξ k be the relative residual norm (inner tolerance) of the linear system and r k the residual norm of the approximate eigenpair at outer iteration k. Several authors, e.g., Berns-Müller and Spence [1] , Smit [34] and van den Eshof [37] , establish general convergence results on the inexact RQI independent of iterative solvers. They prove that the inexact RQI converges cubically if ξ k = O( r k ) and quadratically if ξ k ≤ ξ with a fixed ξ < 1 considerably. Supposing that the linear systems are solved by the minimal residual method (MINRES) [28, 30] , mathematically equivalent to the conjugate residual method [30] , Simoncini and Eldén [31] prove the cubic and quadratic convergence of the inexact RQI with MINRES and present a number of important results under the same assumption on ξ k . However, these conditions, though seemingly natural and commonly used, are generally too stringent. The author [17] studies the convergence of the inexact RQI with the Lanczos method used for solving inner linear systems and proves that quadratic convergence allows ξ k ≤ ξ with a constant ξ > 1 as outer iterations proceeds. These results are fundamentally different from all existing ones and can be exploited to implement the method much more effectively than ever before, so that much computational cost is saved.
The Lanczos method, the Davidson method and the Jacobi-Davidson (JD) method [32] are more popular and practical methods for computation of eigenvalues and eigenvectors. The former two are Krylov subspace methods and have a number of attractive properties that the latter two do not enjoy. The JD method expands the subspace in which the eigenvectors are sought just as the Davidson method does, and the expansion vector is obtained from the solution of a correction linear system. It has been applied to various eigenproblems; see [4, 7, 14] and the references therein. Except for the use of subspace acceleration, one of the most attractive features of the JD method is that experimentally convergence is not greatly retarded even if the correction linear system is solved quite inaccurately [38] . An approximate solution of the correction linear system is constructed by an iterative method, e.g., MINRES in the Hermitian case and GMRES in the nonHermitian case [30, 38] . The convergence of the inexact JD without subspace acceleration has been discussed in a number of papers [15, 16, 25, 27, 31, 37] .
RQI and the inexact RQI are closely related to the simplified exact JD method without subspace acceleration and its inexact version for Hermitian and non-Hermitian cases, respectively; see, e.g., [27, 31, 33, 35, 37] . It is proved that the two exact versions are mathematically equivalent, e.g., [31, 33] , and the two inexact versions are equivalent too if an m + 1-step and m-step Galerkin-Krylov type method without preconditioner, e.g., the conjugate gradient method and the Lanczos (Arnoldi) method, is used to solve the linear systems arising in the inexact RQI and the inexact JD method at each outer iteration [31] , respectively. The simplified inexact JD method with a preconditioned Galerkin-Krylov solver is equivalent to the inexact RQI when the preconditioner is modified by a rank one matrix [3, 10] . This equivalence is generalized to the exact and inexact two sided RQI and the simplified exact and inexact two-sided JD method [15] if the biconjugate gradient (BiCG) method without preconditioner is used to solve the linear systems.
In this paper we first study the convergence of the inexact RQI, independent of iterative solvers for inner linear systems. We present new general quadratic convergence results under a certain uniform positiveness condition. Fundamentally different from the common condition that ξ k ≤ ξ ≪ 1 in, e.g., [1, 31, 34, 37] , it appears that the uniform positiveness condition can be much weaker and allows ξ k ≈ 1 and even ξ k > 1. Meanwhile, we investigate how the inexact RQI converges if this condition fails to hold. We justify our theory by numerical experiments. This part is a prelude and background to what follows.
We then focus the inexact RQI with MINRES used for solving the inner linear systems. MINRES is a most popular and efficient Krylov iterative solver for Hermitian indefinite linear systems [11, 28, 30] . Although several results have been established for the inexact RQI with MINRES in literature, one usually treats the residuals obtained by MINRES as general ones and simply takes their norms but ignores their directions. As will be seen from our general convergence result, however, residual directions play a crucial role in convergence. We expect that the existing convergence results should have lost some key effects of residual directions on convergence.
We first establish a few subtle and attractive properties of the residuals obtained by MINRES for the linear systems. By fully exploiting them, we take a different analysis approach to considering the convergence of the inexact RQI with MINRES. We derive a number of new insightful and elegant results that are not only much stronger than but also fundamentally different from the ones available in the literature. We show how the inexact RQI with MINRES meets the uniform positiveness condition and how it behaves if the condition fails to hold. In terms of a priori sines of the angles between a desired eigenvector and approximate eigenvectors and a posteriori computable r k , we present novel results on the cubic, quadratic and linear convergence of the inexact RQI with MINRES.
Keep in mind that we trivially have ξ k ≤ 1 in MINRES for any inner iteration steps. The first most remarkable result we will prove is that the inexact RQI with MINRES generally converges cubically if the uniform positiveness condition holds. This condition is shown to be equivalent to ξ k ≤ ξ with ξ fixed not near one for MINRES, but the inexact RQI with MINRES now has cubic convergence rather than usual quadratic convergence. That is, fundamentally different from the existing cubic convergence results that require to solve the linear system with decreasing tolerance ξ k = O( r k ), the inexact RQI with MINRES generally has cubic convergence as the exact RQI does once the inner linear systems are solved with very low accuracy. We will see that ξ = 0.1 is enough and ξ = 0.5, 0.8 works very well; a smaller ξ is not necessary, cannot gain faster convergence and causes much waste. The second most remarkable result is that quadratic convergence allows ξ k = 1 − O( r k ), which is very near one and much weaker than the condition ξ k ξ with a fixed ξ ≪ 1 required by the existing quadratic convergence results. The third most remarkable result is that linear convergence allows ξ k = 1 − O( r k 2 ), closer to one than 1 − O( r k ). So when the uniform positiveness condition fails to hold, the inexact RQI with MINRES can still achieve quadratic and linear convergence provided that ξ k = 1 − O( r k ) and ξ k = 1 − O( r k 2 ), respectively. Keep in mind a basic fact that the smaller ξ k is, the more costly MINRES is. Compared with the conditions required by the existing results and prevailing implementations of the method, achieving the same convergence rate for outer iterations is much easier as the method converges cubically, quadratically and linearly when the linear systems are solved only with fixed very low accuracy and very little accuracy, respectively. Our results not only give insights into the method itself but also have strong impacts on effective implementations of the method. They allow us to design practical criteria to best control inner tolerance to achieve a desired convergence rate and to implement the method much more effectively than ever before. Numerical experiments demonstrate that, in order to achieve cubic convergence, our new implementation is at least twice as fast as the method with decreasing inner tolerance ξ k = O( r k ).
Our results suggest that simply running the inexact RQI with MINRES for fixed small inner iterations steps may guarantee convergence since ξ k very near one can guarantee its linear convergence at least while fixed small inner iteration steps can be generally expected to achieve this. Numerical experiments indeed demonstrate that the method converges very quickly for fixed small inner iteration steps. As a consequence, remarkably, these results eliminate a common worry that one must generally solve the linear systems with some moderate accuracy ξ k < 1 at least to ensure the convergence of the inexact RQI. So, whether or not the inexact RQI with MINRES converges should not be a big concern any more and should not be worried much in general. Our results also perfectly explain an experimental observation by Simoncini and Eldén [31] that the inexact RQI with MINRES may still converge well even if ξ k almost does not decrease further.
Meanwhile, we establish lower bounds on the norms of approximate solutions w k+1 of the linear systems obtained by MINRES. We show that they are of O(
) and O(1) when the inexact MINRES converges cubically, quadratically and linearly, respectively. So w k+1 can reflect how fast the inexact RQI converges. Making use of these bounds, as a by-product, we present a simpler but weaker convergence result on the inexact RQI with MINRES. It and the bound for w k+1 are simpler and interpreted more clearly and easily than those obtained by Simoncini and Eldén [31] . However, we will see that our by-product and their result are much weaker than our main results described above. An obvious drawback is that the cubic convergence of the exact RQI and of the inexact RQI with MINRES cannot be recovered when ξ k = 0 and ξ k = O( r k ), respectively.
Compared with the results available on the inexact inverse iteration, the inexact RQI and shift-invert Lanczos type methods [1, 3, 8, 9, 12, 13, 21, 22, 34] where the linear systems must be solved more and more accurately as outer iterations proceed, our results in this paper indicate that the inexact RQI with MINRES solves the linear systems with fixed or increasing inner tolerance ξ k if cubic or quadratic and linear convergence is required.
The paper is organized as follows. In Section 2, we review RQI and the inexact RQI and present the general quadratic convergence results on the inexact RQI under the uniform positiveness condition, independent of iterative solvers for inner linear systems. We analyze this condition in detail and report numerical examples. In Section 3, we briefly describe MINRES for solving inner linear systems. In Section 4, we present convergence results on the inexact RQI with MINRES and make a detailed analysis. We perform numerical experiments to confirm our results in Section 5. Finally, we end up with some concluding remarks in Section 6 and point out some possible extensions of the results and applications of the analysis approach proposed in this paper. Particularly, we mention that the results hold for computing any eigenpair of A rather than only the smallest eigenpair.
Throughout the paper, the eigenvalues of A are labeled as λ 1 < λ 2 ≤ · · · ≤ λ n and the corresponding unit length eigenvectors are x 1 , x 2 , . . . , x n . For brevity of statements, suppose the smallest eigenpair (λ 1 , x 1 ) is required, denoted by (λ, x) for brevity. Denote by the superscript * the conjugate transpose of a matrix or vector, by I the identity of order n, and by · the vector 2-norm and the subordinate matrix norm.
RQI and the inexact RQI
In Section 2.1, we review RQI and the inexact RQI and present new general convergence results, independent of iterative solvers for inner linear systems. In Section 2.2, we verify the theory by numerical experiments.
The methods and convergence analysis
RQI is a famous iterative algorithm and its locally cubic convergence for Hermitian problems is very attractive [29] . It plays a crucial role in some practical effective algorithms, e.g., the QR algorithm, [11, 29] . Assume that the unit length u k is a reasonably good approximation to x. Then the Rayleigh quotient θ k = u * k Au k is a good approximation to λ too. RQI computes a new approximation u k+1 to x by solving the inner linear system
and updating u k+1 = w k+1 / w k+1 and iterates in this way until convergence. It is known [26, 29] that if θ 0 < (λ + λ 2 )/2 then RQI (asymptotically) converges to λ and x cubically. This process is summarized as Algorithm 1. 
Solve (A − θ k I)w k+1 = u k 5:
If convergence occurs, stop. 7: end for An obvious drawback of RQI is that at each iteration k we need the exact solution w k+1 of (A − θ k I)w = u k . For a large A, it is generally very expensive and even impractical to accurately solve it by a direct solver due to excessive memory and/or computational cost. So we must resort to iterative solvers to get an approximate solution of it. This leads to the inexact RQI. The inner linear system in (1) is solved by an iterative solver inexactly and an approximate solutionw k+1 satisfies
with 0 < ξ k ≤ ξ, where ξ k d k with d k = 1 is the residual of (A − θ k I)w = u k and ξ k is the relative residual norm (inner tolerance) and may change at every outer iteration k. In the sequel, we only study the inexact RQI, sow k+1 andũ k+1 are written as w k+1 and u k+1 without ambiguity. This process is summarized as Algorithm 2.
Note that the right-hand side u k of (A − θ k I)w = u k has length u k = 1. In the literature, it is always assumed that ξ < 1 considerably when making a convergence analysis, that is, (A − θ k I)w = u k should be solved with some accuracy (relative residual norm or inner tolerance) ξ k ≤ ξ < 1 considerably to ensure the convergence of the inexact RQI. As might be expected, this requirement seems very natural. Van 
Solve (A − θ k I)w = u k for w k+1 by an iterative solver with
5:
If convergence occurs, stop. 7: end for convergence results on the inexact RQI have also been proved in some other papers, e.g., [1, 31, 34] , under the same condition that ξ < 1 considerably. To see a fundamental difference between the existing results and ours (cf. Theorem 2), we below take the result of [37] as an example and restate it in our notation.
to be the acute angle between u k and x, and assume that w k+1 is such that
Then letting φ k+1 = ∠(u k+1 , x) be the acute between u k+1 and x, the iexact RQI converges quadratically:
We comment that van den Eshof used the assumption ξ ≪ 1 in his proof, though he does not state it explicitly in the theorem; other similar quadratic convergence results also use this assumption either explicitly or implicitly. However, it appears surprisingly that the common condition (3) can be too stringent and unnecessary for quadratic convergence. The key cause is that the analysis approaches used hitherto simply take the residual norm ξ k but ignore the residual direction d k . In fact, d k itself has some fundamental effects and impacts on convergence. Taking d k into account, more insightful and general results are possible.
To see this, we decompose u k and d k into the orthogonal direct sums
with e k = f k = 1 and
Here we should stress that cos ψ k is either positive or negative depending on d k . Then (2) can be written as
Inverting A − θ k I gives
We now revisit the convergence of the inexact RQI and prove that it is the size of 
is satisfied with c > 0 independent of k, then
that is, the inexact RQI converges quadratically at least for uniformly bounded ξ k ≤ ξ with ξ some constant.
Proof. Note that (8) is an orthogonal direct sum decomposition of w k+1 since for a Hermitian A the second term is orthogonal to x. We then have
As A is Hermitian and e k ⊥ x, it is easy to verify (cf. [29, p. 77] ) that
we get
Note that φ k is uncomputable and Theorem 2 is of major theoretical value. However, we can present an alternative of (11) in terms of the a posteriori computable r k .
Theorem 3. If the uniform positiveness condition (9) holds, then
Proof. Note from (13) that
Substituting it and the upper bound of (13) into (11) establishes (14).
We make comments on the above two theorems. Remark 1. If ξ k = 0 for all k, then the inexact RQI reduces to the exact RQI and Theorems 2-3 show cubic convergence: tan φ k+1 = O(sin 3 φ k ) and r k+1 = O( r k 3 ). Remark 2. If the linear systems are solved with decreasing tolerance
. Such cubic convergence also appears in [1, 37] and is implicit in [34] .
Remark 3. If cos ψ k is positive, the uniform positiveness condition holds for any uniformly bounded ξ k ≤ ξ. So ξ can be considerably bigger than one. If cos ψ k is negative, the uniform positiveness condition | cos φ k + ξ k cos ψ k | ≥ c means that
is required and
In either case, when the uniform positiveness condition holds, we may have ξ k ≈ 1 and even ξ k > 1 considerably, depending on c and cos ψ k . As a result, ξ ≪ 1 is stringent and unnecessary for the quadratic convergence of the inexact RQI, independent of iterative solvers for the linear systems. Up to now, however, nothing has been theoretically known to the inexact RQI without and with special iterative solvers used for linear systems for ξ k ≈ 1 and ξ k ≥ 1. In [17] , we study the inexact RQI with the Lanczos method used for solving inner linear systems and give a detailed convergence analysis. By exploring and exploiting attractive properties of d k 's, we establish a number of insightful convergence results, showing that the inexact RQI with Lanczos converges quadratically provided that ξ k ≤ ξ is uniformly bounded with ξ = O(
) that can be bigger than one considerably. So ξ k is allowed to be significantly bigger than one during outer iterations.
Remark 4. If | cos φ k +ξ k cos ψ k | is near zero, that is, the uniform positiveness condition fails to hold, then cos ψ k must be negative and ξ k ≈ 1 or ξ k > 1 as cos φ k ≈ 1 and − cos ψ k ≤ 1. We look at three typical cases.
Case I:
The inexact RQI converges quadratically if sin ψ k = O(sin φ k ), that is, d k is roughly of the same quality as u k as an approximation to x; if ψ k is arbitrary, it may converge linearly or disconverge. So the uniform positiveness condition is a sufficient but not necessary condition for quadratic convergence of the inexact RQI if d k is roughly of the same quality as u k as an approximation to x.
There are two possibilities: (1) u k+1 may not converge to x and instead may misconverge to some other eigenvector, say x 2 , when sin ψ k is aribitray; (2) u k+1 may converge to x linearly or may not converge if sin (8) that w k+1 has a small component in x but has relatively big components in the other eigenvectors. This may cause misconvergence. Particularly, if cos φ k + ξ k cos ψ k = 0, then w k+1 = (A − θ k I) −1 (e k sin φ k + ξ k f k sin ψ k ) has no component in x and the inexact RQI will compute λ 2 and x 2 rather than λ and x, assuming that e k sin φ k + ξ k f k sin ψ k has a substantial component in x 2 .
We will come back to this remark and establish definite and quantitative results on sin ψ k , cos ψ k and convergence in Section 4.
Numerical experiments
Throughout the paper, we perform numerical experiments on an Intel Pentium (R) 4 with main memory 1 GB and CPU 2.4GHz using Matlab 7.1 with the machine precision ǫ = 2.22 × 10 −16 under the Microsoft Windows XP operating system.
We test the matrix CAN1054 of order 1054 [6] and compute the smallest eigenpair (λ, x) of A. As a reference, we first use the Matlab function eig.m to compute all the eigenvalues of A and x. The starting vector u 0 is then taken to be x plus a reasonably small random perturbation in a uniform distribution and sin φ 0 = 0.09948. The Rayleigh
2 , so RQI converges to λ and x. The outer iteration stops when
We use normalized d k generated randomly in a uniform distribution. RQI converges cubically and uses three iterations. We have tested many fixed ξ k ∈ [10 −2 , 6] and found that the inexact RQI converges quadratically and uses at most seven outer iterations. So the inexact RQI converges quadratically even for ξ k > 1 considerably. For the fixed ξ k = 7, we have tested it several times and observed that it either converges quadratically or misconverges to the second smallest eigenpair. The reason is that random d k 's vary for each test and some of d k 's satisfy the uniform positiveness condition while others do not.
We take a more accurate u 0 with sin φ 0 = 0.01 and θ 0 = u * 0 Au 0 = −4.5129. We find that RQI converges cubically and uses two outer iterations and for ξ k = 10 −3 the inexact RQI also uses two outer iterations and converges cubically. For ξ k = 1 it converges quadratically in three outer iterations, and for fixed ξ k = 10, 20, 30 it converges quadratically in four, four and five outer iterations, respectively. If a fixed ξ k > 30, the inexact RQI does not work reliably, and it either converges correctly or misconverges. So for more accurate u 0 's, both RQI and the exact inexact RQI use fewer outer iterations and ξ k can be loosed further.
The above examples indicate that the inexact RQI can work very well and converge quadratically for random d k 's even for fixed ξ k > 1 considerably. We have tested some other matrices, e.g., those matrices in Section 5, and achieved similar conclusions.
MINRES for inner linear systems
The previous results and discussions are for general purpose, independent of iterative solvers for the inner linear system in (1). As is well known, the MINRES method is a most popular and efficient Krylov subspace based iterative method for solving Hermitian indefinite linear systems and it has a very attractive residual monotonic decreasing property [28, 30] . The method fits into our purpose nicely and is most commonly used to solve (1), leading to the inexact RQI with MINRES. As it appears in the next section, d k by MINRES has some attractive features and we can precisely get subtle bounds for sin ψ k and cos ψ k . They play a crucial role in analyzing the convergence of the inexact RQI with MINRES. Consequently, based on them and the general convergence results in Section 2, it is desirable to derive much better and more insightful convergence results on the inexact RQI with MINRES.
We briefly review MINRES for solving (1) . At outer iteration k, taking the starting vector v 1 to be u k , the m-step Lanczos process on A − θ k I can be written as
where the columns of V m = (v 1 , . . . , v m ) form an orthonormal basis of the Krylov subspace
V m is the (m + 1) × m tridiagonal matrix whose first m rows are T m and last row only has a possible nonzero entry t m+1m in position (m + 1, m) [29, 30] .
Taking the zero vector as an initial guess to the solution of (A−θ k I)w = u k , the MINRES method [11, 28, 30] extracts the approximate solution
, whereŷ is the solution of the least squares problem min e 1 −T m y with e 1 being the first coordinate vector of dimension m + 1.
By the residual monotonic decreasing property of MINRES, we trivially have ξ k ≤ u k = 1 for all k and any inner iteration steps m. Here we should naturally take m > 1; otherwise it is then easily verified thatŷ = 0 and thus w k+1 = 0 and ξ k = 1 by noting that
is undefined and the inexact RQI with MINRES breaks down if m = 1.
Convergence of the inexact RQI with MINRES
In this section we present convergence results on the inexact RQI with MINRES, which are fundamentally different from the existing ones. First of all, we present the following results which play a key role in the sequel. holds uniformly for an angle ϕ independent of k, i.e.,
Then we have
In particular, if ξ k is near one, then
Proof. Note that for MINRES its residual
Then we obtain from (5) and (6) 
By assumption and θ k < λ+λ 2 2 , we get
Using (12), we obtain from (22)
Therefore, (18) holds. Note that (18) means sin ψ k = O(sin φ k ). So we get
by dropping the higher order term O(sin 4 φ k ). Now we prove that if ξ k is near one then cos ψ k and cos φ k must have opposite signs, so cos ψ k must be negative. Since the MINRES residual
by the residual minimization property of MINRES we know that (A − θ k I)w k+1 is just the orthogonal projection of
So if ξ k is near one, then (A − θ k I)w k+1 must be small. Note that
is an orthogonal direct sum decomposition of (A − θ k I)w k+1 . Therefore, we have
So when (A − θ k I)w k+1 ≈ 0, we must have ξ k cos ψ k ≈ − cos φ k , meaning that cos ψ k and cos φ k must have opposite signs and thus cos ψ k must be negative. Hence, it follows from (19) that (20) holds if ξ k is near one. Combining (19) with (6) and (18) gives (21) .
Clearly, how general this theorem is up to how general assumption (16) is. We now justify that the assumption is very reasonable and holds very generally as follows.
Note that by definition we have
We now justify the generality of e k and f k . In the proof of cubic convergence of RQI, which is the inexact RQI with ξ k = 0, Parlett [29, p. 78-79] proves that e k will start to converge to x 2 only after u k has converged to x and e k → x 2 holds for large enough k. In other words, e k is a general combination of x 2 , x 3 , . . . , x n and does not start to converge before u k has converged. Following his proof path, we have only two possibilities on e k in the inexact RQI with MINRES: One is that e k , at best, can start to approach x 2 possibly only after u k has converged under some additional requirements on size of ξ k ; the other is that e k is nothing but just still a general combination of x 2 , x 3 , . . . , x n and does not converge to any specific vector for any ξ k . In either case, e k is indeed a general combination of x 2 , x 3 , . . . , x n before u k has converged. Expand the unit length e k as
α j x j with n j=2 α 2 j = 1. Then, based on the above arguments, no specific α j is small generally. Note that
Since θ k is already an approximation to λ, λ j − θ k , j = 2, 3, . . . , n are not small and (A − θ k I)e k is a general combination of x 2 , x 3 , . . . , x n .
Let p m (z) be the residual polynomial of MINRES applied to (1) . Then it is known [28] that p m (0) = 1, its m roots are the harmonic values of A − θ k I with respect to K m (A, u k ) and |p m (λ j − θ k )| ≤ 1, j = 1, 2, . . . , n. Remember (5) and (6) that u k = x cos φ k + e k sin φ k and d k = x cos ψ k + f k cos ψ k . Then we can write the residual ξ k d k as
Noting that f k = 1, we have
Since K m (A, u k ) contain very little information on x 2 , x 3 , . . . , x n , all harmonic Ritz values are generally poor approximations to the eigenvalues λ 2 − θ k , λ 3 − θ k , . . . , λ n − θ k of the matrix A − θ k I unless m is large enough, possibly up to the order n of A. As a consequence, by continuity, p m (λ j − θ k ), j = 2, 3, . . . , n are generally not near zero. This means that usually f k is a general combination of x 2 , x 3 , . . . , x n , which is the case, in particular for ξ k not very small. In view of the above, it is very unlikely for f k and (A − θ k I)e k to be orthogonal, i.e., ϕ k is rarely 90 0 . So, | cos ϕ k | should be uniformly away from zero in general. (16) 
We now present cubic, quadratic and linear convergence results on the inexact RQI with MINRES. 
it converges quadratically:
if ξ k is near one and bounded by
with η a modest constant; it converges linearly at least:
with a constant ζ < 1 independent of k if ξ k is near one and bounded by
Proof. Based on Theorem 4, we have
by dropping the higher order term O(sin 2 φ k ). Therefore, the uniform positiveness condition holds provided that ξ k ≤ ξ with a fixed ξ not near one. Combining (10) with (18) and (19), we get
which is just (24) and shows the cubic convergence of the inexact RQI with MINRES if ξ k ≤ ξ with a fixed ξ not near one.
Next we prove the quadratic convergence result. Since ξ k < 1 and β ≥ 1, it follows from (18) and (29) that
So from (10) the inexact RQI with MINRES converges quadratically and (25) holds if
for a modest constant η independent of k. Solving this inequality for ξ k gives (26) . Finally, we prove the linear convergence result. Analogously, we have
So it follows from (10) that the inexact RQI with MINRES converges linearly at least and (27) holds when
with a constant ζ independent of k. Solving the above inequality for ξ k gives (28).
As justified previously, assumption (16) is of wide generality. Note that Theorems 2-3 hold as we always have cos φ k + ξ k cos ψ k ≥ 1 − ξ k , independent of ϕ k . Therefore, in case | cos ϕ| is occasionally near and even zero, the inexact RQI with MINRES converges quadratically at least provided that ξ k ≤ ξ with a fixed ξ not near one. A striking point of Theorem 5 is that the cubic convergence of the inexact IRQI with MINRES is unaffected by ξ k once it is not near one and | cos ϕ| is not near zero; the inexact RQI with MINRES converges at the same cubic rate and uses (almost) the same outer iterations as the exact RQI does for greatly varying ξ k , say, ranging from 10 −8 to 0.8.
Theorem 5 presents the convergence results in terms of the a priori uncomputable sin φ k . We next derive their counterparts in terms of the a posteriori computable r k , so that they are of practical value as much as possible and can be used to control inner-outer accuracy and to guide us to design a practical algorithm to achieve a desired convergence rate. 
with η a modest constant; it converges linearly at least: (27) holds and
with a constant ζ < 1 independent of k and meanwhile r k converges at linear factor ζ at least:
with a constant ζ < 1 independent of k.
Proof. From (13) we have
So (30) is direct from (24) by a simple manipulation. Next we prove the other assertions. We use (13) to denote sin φ k = r k C with
for a modest constant η independent of k, it is from the proof of Theorem 5 that the inexact RQI with MINRES converges quadratically. Solving the above inequality for ξ k gives
Note that
So, if ξ k satisfies (32), then it satisfies (37) too. Therefore, the inexact RQI with MINRES converges quadratically if (32) holds. Furthermore, from (13) we have
λn−λ ≤ sin φ k+1 ≤ tan φ k+1 . As a result, from (25) we obtain
proving (31). Analogously, we have
with a constant ζ independent of k. It follows from (10) that if ξ k satisfies (38) then the inexact RQI with MINRES converges linearly at least, (27) holds and (33) is true by noting
Solving (38) for ξ k gives
Combining the above with condition (32) for quadratic convergence establishes linear convergence condition (34) for (27) . In order to make r k monotonically converge to zero linearly, by (30) we simply set
with ζ independent of k. Solving it for ξ k gives
Combining it with (32) proves (35) and (36) .
Under condition (34) we have proved (27) and (33) . Bound (27) means that sin φ k monotonically converges to zero linearly, this makes r k tend to zero too. However, r k may not converge monotonically under this condition. For the same ζ, bound (35) is smaller than (34) . This indicates that making r k monotonically converge linearly may be harder than doing the same for sin φ k .
This theorem and Theorem 5 show how to use r k and sin φ k to control ξ k suitably in order to achieve a desired convergence rate. For cubic convergence, at each outer iteration we only need to solve the linear system (1) by MINRES with a fixed low accuracy ξ k = ξ. It is safe to do so with ξ = 0.1, 0.5 and even with ξ = 0.8, 0.9. A smaller ξ is not necessary and may be much more costly at each outer iteration. Thus, we may save much computational cost, compared with the inexact RQI with MINRES with decreasing tolerance ξ k = O(sin φ k ) = O( r k ). This is one of the most attractive aspects of our theory on the inexact RQI with MINRES, and it has a strong impact on understanding and correctly implementing the method. Compared with Theorem 1, another fundamental distinction is that our quadratic convergence results only require to solve the linear system with very little accuracy ξ k = 1 − O(sin φ k ) = 1 − O( r k ) ≈ 1 rather than with ξ k ≤ ξ ≪ 1. They indicate that the inexact RQI with MINRES converges quadratically when the uniform positiveness condition fails to hold, provided that cos
The results also illustrate that the method converges linearly provided that
. In this case, we have cos
. This confirms remark 4 of Section 2. So ξ k can be increasingly closer to one as the method converges when quadratic and linear convergence is required; ξ k can be closer to one for linear convergence than for quadratic convergence. These results allow us to design effective criteria on how to best control inner tolerance ξ k in terms of the outer iteration accuracy r k to achieve a desired convergence rate.
Our results also suggest that simply running the inexact RQI with MINRES for fixed small inner iterations steps may guarantee convergence since ξ k very near one can guarantee its linear convergence at least while fixed small inner iteration steps can generally be expected to achieve this. As a consequence, remarkably, the results presented in this paper may clear up a common worry that one must solve the linear systems with ξ k < 1 considerably to ensure the convergence of the inexact RQI and the faster it converges, the more accurately the linear systems should be solved. Whether or not the inexact RQI with MINRES converges should not be a big concern any more in general.
In order to judge cubic convergence more clearly and quantitatively, we should rely on Theorem 2 and Theorem 5 (equivalently, Theorem 3 and Theorem 6)), in which cubic convergence precisely means sin φ k+1
for RQI and sin φ k+1
for the inexact RQI with MINRES. Bounds (39)-(40) do not affect the cubic convergence rate itself, and a big bound merely affects reduction amount in each iteration. We make some comments to better understand cubic convergence. First, the bigger β is, the worse conditioned x is. Second, two bounds are always bigger than one once λ n = λ 2 , and bound (40) is bigger than bound (39) if ξ k = 0. Third, the bigger bound (39) is, the more times big is bound (40) than it. Fourth, the bigger β is, the more times bigger is bound (40) than bound (39) too if ξ k is not near zero. Fifth, if bound (39) is not big, bound (40) differs not much with bound (39) provided ξ k is fixed not near one. Sixth, it is very important to remind that (40) is an estimate in the worst case, so it may be too conservative and not be attainable. Seventh, as commented previously, the inexact RQI with MINRES may essentially behave more like quadratically than cubically in case | cos ϕ| is occasionally very small or even zero.
Below we estimate w k+1 in (2) obtained by MINRES, and using w k+1 we present more results. Note that the exact solution of (A − θ k I)w = u k is w k+1 = (A − θ k I) −1 u k , which corresponds to ξ k = 0 in (8) . Therefore, we have from (8) , (12) and (13) 
As a by-product of the proof of Theorem 4, we can derive how large w k+1 is for MINRES and how the outer iteration accuracy r k+1 is related to inner tolerance ξ k and w k+1 .
The following theorem answers these questions and includes a new quadratic convergence result.
Theorem 7. It holds that
Thus, the inexact RQI with MINRES converges quadratically at least, as long as ξ k is not near one.
Proof. By using (8) , (12), (13) and (29) in turn, we obtain
which proves (41). It follows from (23) and u k+1 = w k+1 / w k+1 that
So from the optimality of Rayleigh quotient we obtain
which proves (42). Substituting (41) into it establishes (43).
Simoncini and Eldén has also given (42), see Corollary 5.2 of [31] . We comment that lower bound (41) can be sharp as it is seen from (8) and (18) that we only drop a smaller term O(sin φ k ) in the numerator when deriving (41) in the last step.
In our notation, one of the main results of Simoncini and Eldén [31] is [31] ; refer to [28] for more on ε m . Note that how ξ k and ε m affect each other is unclear and at least not so apparent. In contrast, the quadratic convergence result (43) does not involve ε m and is both simpler and understood more easily than (45). However, compared with Theorems 5-6, both (43) and (45) are obviously much weaker as quadratic convergence requires ξ k < 1 considerably and the cubic convergence of RQI and the inexact RQI with MINRES cannot be recovered from them when ξ k = 0 and ξ k = O( r k ), respectively. The reason is that both the proofs use (42), which may not be sharp. Particularly, it is worth noting that (43) and (45) cannot tell us anything when ξ k ≈ 1.
From (41) and Theorems 5-6, it is instructive to observe the following remarkable facts: w k+1 increases as rapidly as O( ), respectively, if the inexact RQI with MINRES converges cubically and quadratically; but it is O(1) if the method converges linearly. As (41) is sharp, large w k+1 's can reveal cubic and quadratic convergence of the inexact RQI with MINRES. So we may use w k+1 to design stopping criteria for inner iterations to make the inexact RQI with MINRES converge quadratically and cubically, respectively. However, it is unlikely to do so for linear convergence as the inexact RQI may converge linearly or disconverge when w k+1 remains O(1). This is a remarkable distinction with w k+1 obtained by the Lanczos method, where w k+1 is always at least as large as O( 1 r k 2 ) no matter how fast the inexact RQI with Lanczos converges [17] . Simoncini and Eldén [31] also present an important estimate on w k+1 and get
which involves ε m and is less easily interpreted than (41), see Proposition 5.3 there. When ε m is not near one, w k+1 is bounded by O(
2 ) from below. Based on this estimate, Simoncini and Eldén have designed a stopping criterion for inner iterations.
Numerical experiments
We report numerical experiments on five symmetric matrices: BCSPWR08 of order 1624, CAN1054 of order 1054, DWT2680 of order 3025, LSHP3466 of order 3466 and ZENIOS of order 2873 [6] . Note that the bigger β = λn−λ λ 2 −λ is, the worse conditioned x is. For a bigger β, Theorem 2 and Theorems 5-6 show that RQI and the inexact RQI with MINRES may converge more slowly though they can still converge cubically or quadratically and linearly. Also, we should remind that the bigger β is, the more difficult it is to solve the inner linear system by a Krylov subspace method for the same ξ k and more inner iteration steps are needed. As a reference, we use the Matlab function eig.m to compute β. We find that DWT2680 and LSHP3466 are considerably more difficult than the three other matrices.
Keep in mind the cubic convergence of RQI and the inexact RQI with MINRES with decreasing ξ k = O( r k ) when updating (θ k , u k ) to get (θ k+1 , u k+1 ). We take
as decreasing inner tolerance for the latter in experiments. We first test the inexact RQI with MINRES for a few fixed ξ k 's not near one and illustrate its cubic convergence. We construct the same initial u 0 for each matrix that is x plus a reasonably small perturbation generated randomly in a uniform distribution, such that θ 0 < λ+λ 2 2 . The algorithm stops whenever r k = (A − θ k I)u k ≤ A 1 tol, and we take tol = 10 −14 unless stated otherwise. In experiments, we use the Matlab function minres.m to solve the inner linear systems. Tables 1-5 list the computed results, where iters denotes the number of total inner iteration steps and iter (k−1) is the number of inner iteration steps when computing (θ k , u k ), the * denotes the stagnation of MINRES at the iter (k−1) -th step, n.c signals a failure of MINRES after running inner iteration steps n, and res (k−1) is the actual relative residual norm of the inner linear system when computing (θ k , u k ). Clearly, iters is a reasonable measure of the overall efficiency of the inexact RQI with MINRES. We comment that in minres.m the output iter (k−1) = m − 1, where m is the m in the m-step Lanczos process described in Section 3.
Before explaining and commenting our experiments, we should remind that in finite precision arithmetic r k / A 1 cannot decrease further whenever it reaches a modest multiple of ǫ = 2.2 × 10 −16 . Therefore, assuming that the algorithm stops at outer iteration k, if r k−1 / A 1 is at the level of 10 −6 or 10 −9 , then the algorithm cannot continue converging cubically or quadratically at the final outer iteration k.
To judge cubic convergence more clearly and quantitatively, we keep in mind criteria (39) and (40) for RQI and the inexact RQI with MINRES. We observe from the tables that the inexact RQI with MINRES for the given fixed ξ k 's converges cubically and behaves like RQI and the inexact RQI with MINRES with decreasing inner tolerance; it uses (almost) the same outer iterations as the latter two do. The results clearly indicate that cubic convergence is generally insensitive to ξ k , confirming our theory. Furthermore, we see that the method with a fixed ξ k not near one is much more efficient than the method with ξ k = O( r k ) and is generally about one and a half to three times as fast as the latter. The former uses much fewer inner iteration steps than the latter at each outer iteration k ≥ 2.
Since (A − θ k I)w = u k becomes increasingly ill conditioned as outer iterations proceed, we need more inner iteration steps to solve the inner linear system with the same accuracy ξ k with increasing k, though the right-hand side u k is richer in the direction of x for a bigger k. For ξ k = O( r k ), inner iteration steps are a few times more than those for a fixed ξ k not near one with increasing k. Particularly, for ZENIOS, the inexact RQI with MINRES with ξ k = O( r k ) uses much more iters because MINRES does not achieve the required accuracy for k = 3 after performing n inner iterations. This non-convergence should be due to some instability in finite precision arithmetic, as MINRES should find the exact solution of the inner linear system in exact arithmetic and the residual norm should be zero after n iteration steps. We have tested this matrix for several u 0 's and such a phenomenon always happened.
For the above numerical tests, we pay special attention to the ill conditioned DWT2680 and LSHP3466. At first glance, the exact RQI and the inexact RQI with MINRES seems to exhibit quadratic convergence. However, it indeed converges cubically in the sense of (39) and (40). With ξ k = 0.5, 0.8, sin φ k and r k decrease more slowly than those obtained 5  23  115  10  10  100  15  7  85  20  6  120  30  4  120   Table 1 : BCSPWR08, β = 40.19, sin φ 0 = 0.1134, c 1 = c 2 = 1000. k (iter (k−1) ) denotes the number of inner iteration steps used by MINRES computing (θ k , u k ). 5  27  135  10  14  140  15  9  135  20  6  120  30  4  120   Table 2 : CAN1054, β = 88.28, sin φ 0 = 0.0995, c 1 = c 2 = 1000. k (iter (k−1) ) denotes the number of inner iteration steps used by MINRES when computing (θ k , u k ). 5  17  85  10  7  70  15  4  60  20  3  60  30  3  90   Table 3 : ZENIOS, β = 30.08, sin φ 0 = 0.1077, c 1 = c 2 = 1000. k (iter (k−1) ) denotes the number of inner iteration steps used by MINRES computing (θ k , u k ). 10  118  1180  20  43  860  30  23  690  40  17  720  50  16  800  60  12  720   Table 4 : DWT2680, tol = 10 −12 , β = 2295.6, sin φ 0 = 0.0952, c 1 = c 2 = 1000. k (iter (k−1) ) denotes the number of inner iteration steps used by MINRES computing (θ k , u k ). with ξ k = 10 −1 and the exact RQI as well as the inexact RQI with decreasing tolerance and use one more outer iteration. This is because both (39) and (40) are big and the latter with ξ k = 0.5, 0.8 is considerably bigger than with others, but the method with ξ k = 0.5, 0.8 uses fewer iters and the overall performance is more efficient. Our experiments are in accordance with the theory that the inexact RQI with MINRES is generally insensitive to ξ k not near one. So it is really advantageous to use the inexact RQI with MINRES with relatively big ξ k 's so as to achieve the same convergence rate but use possibly fewer iters, especially for difficult problems, e.g., DWT2680 and LSHP3466. Such a new implementation gains much and is considerably more efficient than the method with ξ k = O( r k ).
From the experiments, we observe that | cos ϕ k |'s are indeed far away from zero and no very small one was met. The numerical results support the generality of assumption (16) .
Next we confirm Theorems 5-6 and verify quadratic convergence and linear convergence when conditions (32) and (34) are satisfied, respectively. Note that β and | cos ϕ| in the upper bounds for ξ k are uncomputable a priori during the process. However, by their forms we can take
and
for reasonable c 1 and c 2 , respectively, and use them to test if the inexact RQI with MINRES converges quadratically and linearly. It is seen from (32) and (34) that we should take c 1 and c 2 bigger than one as β ≥ 1, | cos ϕ| ≤ 1 and ζ < 1. The bigger β is, the bigger c 1 and c 2 should be. Note that ξ k defined so may be negative in the very beginning of outer iterations if u 0 is not good enough. In our implementations, we take
with 100 ≤ c 1 , c 2 ≤ 3000 for quadratic and linear convergence, respectively. As remarked previously, the inexact RQI with MINRES for ξ k = 0.8 generally converges cubically though it may reduce r k and sin φ k not as much as that for smaller ξ k at each outer iteration. We take it as a reference for cubic convergence. We will enter (47) and (48), respectively, after very few outer iterations as long as the algorithm starts converging. They must approach one as outer iterations proceed. Again, we test the above five matrices. In the experiments, we have taken several c 1 , c 2 's ranging from 100 to 3000. The bigger c 1 and c 2 are, the safer are bounds (49) and (50) for quadratic and linear convergence, and the faster the algorithm converges. We report the numerical results for c 1 = c 2 = 1000 in Tables 1-5 . Figure 1 draws the convergence curves of the inexact RQI with MINRES for the five matrices for the fixed ξ k = 0.8 and c 1 = c 2 = 1000. Figure 1 has clearly exhibited the typical behavior of quadratic and linear convergence of the inexact RQI with MINRES. Precise data details can be found in Tables 1-5 . As outer iterations proceed, ξ k is increasingly closer to one but the method steadily converges quadratically and linearly; see the tables for a report on ξ k 's for quadratic convergence. It is seen from the tables and Figure 1 that for the difficult DWT2680 and LSHP3466 the method converges linearly but more slowly than it does for the three other relatively easy problems. The tables and figure indicate that our conditions (49) and (50) are conservative for c 1 = c 2 = 1000 and the inexact RQI works very well for them. For quadratic convergence, ξ k becomes increasingly closer to one, but on the one hand iter (k−1) still increases as outer iterations proceed and on the other hand it is considerably smaller than that with a fixed ξ k . In contrast, for linear convergence, iter (k−1) varies not much with increasing k except for the first two outer iterations, where iter (k−1) is no more than five.
For other c 1 and c 2 , we have done experiments in the same way. We observe similar phenomena for quadratic convergence and find that the method is not sensitive to c 1 , but this is not the case for c 2 . For different c 2 , the method still converges linearly but the number of outer iterations may vary quite a lot. This should be expected as c 2 critically affects the linear convergence factor ζ that uniquely determines convergence speed, while c 1 does not affect quadratic convergence rate and only changes the unimportant factor η in the quadratic convergence bounds (25) and (31) . Also, we should be careful when using (50) in finite precision arithmetic. If
is at the level of ǫ or smaller for some k, then (50) gives ξ k = 1 in finite precision arithmetic. The inexact RQI with MINRES will break down and cannot continue the (k + 1)-th outer iteration. A adaptive strategy is to fix ξ k to be a constant smaller than one when r k is so small that ξ k = 1 in finite precision arithmetic. In this case, ξ k = 1 − 10 −8 is a reasonable choice. We have tested this strategy for the five matrices to continue the inexact RQI with MINRES and find that it works well. However, it may use more iters than the method with cubic and quadratic convergence. Still, we observe | cos ϕ k |'s for quadratic and linear convergence. it appears that | cos ϕ k |'s are far away from zero. We list | cos ϕ k |'s for quadratic convergence in Tables 1-5 . For linear convergence, due to many more data, we do not list them, but our records reveal that | cos ϕ k |'s are considerably bigger than those listed in the tables for cubic and quadratic convergence and they range from 0.01 to 0.95. This may be because ξ k 's are closer to one for linear convergence and approximate solutions of the inner linear systems have little accuracy, so that (A−θ k I)e k and f k are genuinely general and are hardly nearly orthogonal.
We have done similar experiments using various starting vectors u 0 . No essential difference has been observed.
Since linear convergence conditions depend on an a prior β and convergence is sensitive to c 2 , it is hard to design an effective and practical criterion. However, for quadratic and linear convergence, noting that ξ k approaches to one as outer iterations proceed, we may not care ξ k 's themselves, instead we simply implement the inexact RQI with MINRES for fixed small inner iteration steps m. It is expected that fixed inner iteration steps can make resulting ξ k 's not approach to one too quickly and naturally satisfy linear and even quadratic convergence conditions, so that the method may work well. We have tested several fixed inner iteration steps m's for each test matrix; see Tables 1-5 for details. Figure 2 draws the convergence curves for the five test matrices.
We find that the method with MINRES for fixed inner iterations steps m's works very well and robustly. Except for m = 5 for BCSPWR08, CAN19054 and ZENIOS and m = 10 for DWT2680 and LSHP3466, it is seen from the tables that the overall efficiency of the inexact RQI with MINRES for fixed m's is comparable to that of the method with those given fixed ξ k 's. We observe that, for the first three general matrices, the inexact RQI with MINRES for quite small m's converges almost as fast as RQI and, for the latter two difficult matrices, we need to use relatively bigger m's to achieve very fast convergence. As expected, it is not strange from the figure that a five step and at most ten step Lanczos method for the inner linear systems is enough to ensure the convergence of the inexact RQI with MINRES. Finally, as seen from the tables, although the method with a fixed smaller m usually produces bigger ξ k 's and thus uses more outer iterations than the method with a fixed bigger m does, the total inner iteration steps iter's used are not necessarily the case.
These experiments suggest that we implement the method with fixed small inner iteration steps m. In this way, we can make the method converge fast and achieve an overall high efficiency.
Summarizing the numerical experiments done up to now, to be practical, faster and predictable, one can choose ξ k by our theory to make the inexact RQI with MINRES converge either cubically or quadratically; another choice is to simply implement the method with fixed relatively small inner iteration steps.
We mention that we have done similar numerical tests on some other symmetric matrices [6] using the inexact RQI with MINRES. Similar convergence behavior has been observed. These tests have indicated that whether or not the RQI with MINRES converges is generally not a big concern and should not be worried much as it generally converges for given small inner iteration steps.
Concluding remarks
We have considered the convergence of the inexact RQI without and with MINRES in detail and have established a number of results on cubic, quadratic and linear convergence. These results clearly show how inner tolerance affects convergence of outer iterations and provide practical criteria on how to best control inner tolerance to achieve a desired convergence rate. It is the first time to appear surprisingly that the inexact RQI with MINRES generally converges cubically and quadratically for ξ k fixed not near one and for ξ k increasingly near one, respectively. They are fundamentally different from the existing results and have essential impacts on understanding and correctly implementing the method to reduce the computational cost very considerably. They also show that it is a good choice to implement the method with fixed small inner iteration steps to achieve fast convergence. We have done extensive numerical experiments, confirming our theoretical results and their practical value and demonstrating that our new implementations are much more efficiently than the method with decreasing inner tolerance.
In the paper, we have only considered computation of the smallest eigenvalue λ and the corresponding eigenvector x. However, we should comment that the multiplicity of λ itself is irrelevant. In case λ is multiple, we simply label λ 2 as the second smallest eigenvalue of A that is not equal to λ. Then all the results can be trivially modified to hold and u k converges to an eigenvector in the eigenspace associated with the multiple λ. More importantly, it is worth pointing out that the inexact RQI can be used to compute any other eigenvalue and its corresponding eigenvector of A, and all the results established hold accordingly. To see this, assume that we are required to compute the eigenvalue closest to a shift (target) σ and the corresponding eigenvector. DefineÂ = A − σI. Then the eigenvalues ofÂ arê λ i = λ i − σ, i = 1, 2, . . . , n, and the corresponding eigenvectors are the same as those of A. Assume that the eigenvalue closest to σ is simple and the eigenvalues ofÂ are labeled as λ 1 − σ < λ 2 − σ ≤ · · · ≤ λ n − σ.
Then (λ 1 , x 1 ) is the desired eigenpair and the (λ 1 , x 1 ) is the smallest eigenpair ofÂ. Applying the inexact RQI toÂ and assuming that the initial unit length vector u 0 satisfieŝ θ 0 = u * 0Â u 0 <λ 1 +λ 2 2 = λ 1 + λ 2 − 2σ 2 , then all the results on the exact RQI and the inexact RQI are trivially true and the method can compute the desired eigenpair (λ 1 , x 1 ). Using the same analysis approach in this paper, we have considered the convergence of the inexact RQI with the Lanczos method for solving inner linear systems [17] , where quadratic and linear convergence remarkably allows ξ k to be much bigger than one, that is, approximate solutions of the inner linear systems have no accuracy at all in the sense of solving linear systems. By comparisons, we find that the inexact RQI with MINRES is preferable in robustness and efficiency.
Perspectively, since the inexact RQI has intimate relations with the simplified JacobiDavidson method and the former is mathematically equivalent to the latter when a GalerkinKrylov type solver is used for solving the linear systems, we may use the convergence theory developed in [17] for the inexact RQI with Lanczos to deeply understand the inexact simplified JD method and implement it with fixed small inner iteration steps. Meanwhile, the inexact inverse iteration is a simpler variation of the inexact RQI, where varying θ k 's are fixed to be a constant, causing different convergence behavior. Thus, a specific analysis is needed. It is likely to exploit the analysis approach used in this paper to study the inexact inverse iteration. Although we have restricted to the Hermitian case, the analysis approach can be used to develop convergence results on the inexact RQI with Arnoldi and GMRES for the non-Hermitian eigenvalue problem [18, 19] . Also, the analysis approach might be applied to study the convergence of the inexact shift-and-invert Lanczos (Arnoldi) method and others for eigenvalue problems. All these will be future work.
Finally, we have found that even for ξ k near one we may still need quite many iters to achieve a prescribed outer accuracy for difficult problems. This indicates that, in order to improve the overall performance, preconditioning is still necessary to speed up MINRES. Some efficient preconditioning techniques have been proposed, see, e.g., [1, 31] . How to extend the theory in this paper to the inexact RQI with the preconditioned MINRES is certainly worth pursuing and is of great theoretical and practical value.
