Carbon Dioxide Sequestration in Sedimentary Reservoirs: Fundamental and Applied Considerations by Tutolo, Benjamin
Carbon Dioxide Sequestration in Sedimentary
Reservoirs: Fundamental and Applied
Considerations
A DISSERTATION
SUBMITTED TO THE FACULTY OF THE GRADUATE SCHOOL
OF THE UNIVERSITY OF MINNESOTA
BY
Benjamin Michael Tutolo
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE OF
Doctor of Philosophy
William E. Seyfried, Jr. and Martin O. Saar, Advisers
May, 2015
c© Benjamin Michael Tutolo 2015
ALL RIGHTS RESERVED
Acknowledgements
This thesis represents four and a half very enjoyable years that I have spent as
a PhD student in the Department of Earth Sciences at the University of Minnesota.
Many people have helped to make this experience so fantastic, and I would like to
acknowlege a number of them here. First and foremost, I would like to recognize
the support of my wife, Julia Tutolo, whose love, personality, and companionship
have always been the perfect complement to my own, and our daughter, Carlotta
Francesca Tutolo, for so commonly leaving me in total awe. I would also like to express
my most sincere and honest gratitude to my parents, Michael and Jeri Tutolo, for
providing me with everything I have ever needed to succeed. I am additionally grateful
to my brothers, Christopher and Nicholas Tutolo, and my many other wonderful
family members for their encouragement and support. Of the many excellent friends
I have been surrounded with in Minneapolis, I would particularly like to acknowledge
Brian and Tiffany Bagley, Scott Bressers, the Burnetts, Annia Fayon, the Hansens,
Andrew Haveles and Kit Resner, the Iredale-Foxes, Megan Kelly, Tim Kiesel, Xiang-
Zhao Kong, Sharon Kressler, Anna Lindquist and Joe Myre, Andrew Luhmann, Will
Nachlas, Paul McKinney, Amy Myrbo and Charles Gillett, Nicholas Pester, Peter
Scheuermann, Drew Syverson, Laura Vietti, and Johnny Zhang.
I would additionally like to thank my advisers, Martin Saar and Bill Seyfried, for
making this work possible. In particular, I thank Martin for granting me the freedom
to explore an incredible spectrum of the Earth Sciences during my time at UMN, and
Bill for exposing me to the fascinating field of geochemistry.
Chapter 2 Acknowledgements
Co-authors of this chatper include Xiang-Zhao Kong, Martin O. Saar, and William
E. Seyfried, Jr. We gratefully acknowledge support from the Department of Energy
(DOE) Geothermal Technologies Program under Grant Number EE0002764 for this
contribution and related research. W.E.S. wishes to acknowledge funding from NSF
i
MGG-OCE under grant numbers 0751771 and 0813861. M.O.S. also thanks the
George and Orpha Gibson endowment for its generous support of the Hydrogeology
and Geofluids Research Group. The authors also thank the anonymous reviewers,
Associate Editor Gleb Pokrovski, and Executive Editor Marc Norman for their helpful
comments and handling of this manuscript.
Chapter 3 Acknowledgements
Co-authors of this chapter include Adam T. Schaen, Martin O. Saar, and William
E. Seyfried, Jr. We gratefully acknowledge support for this publication and related
research from the National Science Foundation (NSF) MGG-OCE program under
Grant Numbers 0927615 and 1232704, from the U.S. Department of Energy (DOE)
under Grant Number DE-EE0002764, and by a grant from the Initiative for Renew-
able Energy and the Environment (IREE), a signature program of the Institute on
the Environment (IonE) at the University of Minnesota (UMN). Any opinions, find-
ings, conclusions and/or recommendations expressed in this material are those of the
authors and do not necessarily reflect the views of the NSF, DOE, IREE, IonE, or
UMN. M.O.S. also thanks the George and Orpha Gibson endowment for its generous
support of the Hydrogeology and Geofluids Research group in the Department of
Earth Sciences, UMN. We additionally thank the guest editors of this Special Issue of
Applied Geochemistry, “Geochemical Speciation Codes and Databases: Present Sta-
tus and Future Needs” for inviting us to contribute this manuscript, which benefited
considerably from the intelligent and thorough review of an anonymous reviewer.
Chapter 4 Acknowledgements
Co-authors of this chapter include Andrew J. Luhmann, Xiang-Zhao Kong, Mar-
tin O. Saar, and William E. Seyfried, Jr. We gratefully acknowledge support from
the Department of Energy (DOE) Geothermal Technologies Program under Grant
Number EE0002764 and from the Initiative for Renewable Energy and the Environ-
ment (IREE), a signature program of the Institute on the Environment (IonE) at
the University of Minnesota (UMN) for this contribution and related research. XPS
analyses were carried out by Dr. Bing Luo and SEM images were obtained by Nick
Seaton, both of whom are part of the UMN Characterization Facility, which receives
partial support from NSF through the MRSEC program. Kevin Roberts of the UMN
ii
Nanofabrication Center assisted with the FIB-SEM analyses, and Rick Knurr per-
formed the ICP-OES and IC analyses. Use of the Advanced Photon Source (APS)
was supported by the U. S. Department of Energy, Office of Science, Office of Ba-
sic Energy Sciences, under Contract No. DE-AC02-06CH11357. We are grateful to
beamline scientist Dr. Xianghui Xiao for assistance with APS tomographic data, and
Glenn Hammond of Sandia National Laboratories for his assistance with PFLOTRAN
applications. XRCT data processing and PFLOTRAN simulations were carried out
in part using computing resources and software at the University of Minnesota Super-
computing Institute and software available through the UMN XRCT Laboratory. We
also thank Anthony Runkel for providing the Eau Claire samples. WES would like to
acknowledge support from NSF MGG-OCE under grant numbers 0927615, 1232704,
and 1426695 for this contribution and related research. MOS also acknowledges sup-
port for this and related research from an NSF Sustainable Energy Pathways (SEP)
grant, NSF SEP-1230691, and is grateful for the support of the Hydrogeology and
Geofluids research group by the George and Orpha Gibson Endowment. BMT would
also like to acknowledge the organizers and attendees of the NSF “Expanding the Role
of Reactive Transport Models (RTMs) in the Biogeochemical Sciences” workshop for
their interesting discussions of the data needs for successful application of RTMs.
Any opinions, findings, conclusions, or recommendations in this material are those of
the authors and do not necessarily reflect the views of the DOE, NSF, IREE, IonE,
UMN, or ETH. The authors thank Associate Editor Carl Steefel, Nicholas Pester
(LBNL), and two anonymous reviewers for their thorough, thoughtful reviews of this
manuscript, which significantly improved its clarity and strengthened its impact.
Chapter 5 Acknowledgements
Co-authors of this chapter include Andrew J. Luhmann, Xiang-Zhao Kong, Mar-
tin O. Saar, and William E. Seyfried, Jr. We gratefully acknowledge support from the
Department of Energy (DOE) Geothermal Technologies Program under Grant Num-
ber EE0002764, from the National Science Foundation (NSF) under Grant Number
CHE-1230691, and from the Institute on the Environment (IonE) at the University
of Minnesota (UMN) through its Initiative for Renewable Energy and the Environ-
ment (IREE). XRCT and SEM data were obtained at the X-ray Computed Tomogra-
phy Laboratory and LacCore, respectively, at UMN. Opinions, findings, conclusions
and/or recommendations expressed in this material are those of the authors and do
iii
not necessarily reflect the views of the NSF, DOE, IREE, IonE, or UMN. MOS also
thanks the George and Orpha Gibson Foundation for its support of the Geofluids
Research Group. The authors thank two anonymous reviewers for their helpful com-
ments and suggestions.
Chapter 6 Acknowledgements
Co-authors of this chapter include Xiang-Zhao Kong, William E. Seyfried, Jr.,
and Martin O. Saar. We gratefully acknowledge support from the Department of En-
ergy (DOE) Geothermal Technologies Program under Grant Number EE0002764 and
from the Initiative for Renewable Energy and the Environment (IREE), a signature
program of the Institute on the Environment (IonE) at the University of Minnesota
(UMN) for this contribution and related research. MOS also acknowledges support
for this and related research from an NSF Sustainable Energy Pathways (SEP) grant,
NSF SEP-1230691, and is grateful for the support of the Hydrogeology and Geofluids
research group by the George and Orpha Gibson Endowment. MOS also thanks the
Werner Siemens Foundation for its support of the Geothermal Energy and Geofluids
group in the Institute of Geophysics, Department of Earth Sciences, ETH-Zu¨rich,
Zu¨rich, Switzerland. BMT acknowledges receipt of the UMN Doctoral Dissertation
Fellowship, which provided funding for a portion of this research. This work was
carried out using computing resources at the University of Minnesota Supercomput-
ing Institute (MSI). Any opinions, findings, conclusions, or recommendations in this
material are those of the authors and do not necessarily reflect the views of the DOE,
NSF, IREE, IonE, MSI, ETH-Zu¨rich, or UMN. Glenn Hammond and Peter Lichtner
are additionally acknowledged for their assistance with PFLOTRAN input files. As-
sociate Editor Jens Birkholzer and two anonymous reviewers are gratefully thanked
for their handling and helpful comments, which helped to improve the quality and
impact of this manuscript.
Disclaimer
Dr. Martin Saar has a royalty and equity interest in, and serves as the Chief
Scientific Officer for, TerraCOH, Inc., a company which may commercially benefit
from the results of this research. Dr. Saar and the University of Minnesota have
financial interests arising from the rights to receive royalty income under the terms of
a license agreement withTerraCOH, Inc. These relationships have been reviewed and
iv
managed by the University of Minnesota in accordance with its conflict of interest
policies.
v
Contents
Acknowledgements i
List of Tables x
List of Figures xi
1 Introduction 1
2 Internal consistency in aqueous geochemical data revisited: applica-
tions to the aluminum system 2
2.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.2 Background and motivation . . . . . . . . . . . . . . . . . . . . . . . 3
2.2.1 Internally consistent thermodynamic data . . . . . . . . . . . 3
2.2.2 The aluminum problem . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Objectives and strategy . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4.1 Minerals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4.2 Aqueous species and fluid speciation . . . . . . . . . . . . . . 10
2.4.3 Least squares data optimization . . . . . . . . . . . . . . . . . 11
2.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5.1 Anchor minerals: quartz, kaolinite, K-feldspar, and andalusite 14
2.5.2 K-feldspar, muscovite, pyrophyllite . . . . . . . . . . . . . . . 20
2.5.3 Albite, paragonite . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5.4 Albite, K-feldspar . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5.5 Pyrophyllite, diaspore . . . . . . . . . . . . . . . . . . . . . . 24
2.5.6 Important phases not included in the optimization: boehmite,
gibbsite, dawsonite . . . . . . . . . . . . . . . . . . . . . . . . 26
2.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
vi
2.6.1 Internal consistency in aqueous geochemical thermodynamic data 29
2.6.2 Estimated uncertainties on derived data . . . . . . . . . . . . 29
2.6.3 Implications for neutral species activity coefficients . . . . . . 30
2.6.4 Future Needs . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3 Implications of the redissociation phenomenon for mineral-buffered
fluids and aqueous species transport at elevated temperatures and
pressures 35
3.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3.1 Ionic strength and cation-chloride complexing . . . . . . . . . 37
3.3.2 Modeling the aqueous speciation of cation-chloride complexes 38
3.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4.1 Aqueous Speciation . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4.2 Activity coefficients of charged aqueous species . . . . . . . . . 40
3.5 Implications of neutral complex redissociation for mineral solubilities 43
3.5.1 Aqueous chemistry of mineral-buffered systems . . . . . . . . 43
3.5.2 An example: the albite-paragonite-quartz system . . . . . . . 43
3.5.3 Extension to other systems and trace element transport . . . . 48
3.6 Uncertainties and future work . . . . . . . . . . . . . . . . . . . . . . 49
3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4 CO2 sequestration in feldspar-rich sandstone: Coupled evolution of
fluid chemistry, mineral reaction rates, and hydrogeochemical prop-
erties 51
4.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2.1 Numerical simulation of CCUS in sandstones . . . . . . . . . . 53
4.2.2 Rate laws for K-feldspar dissolution and secondary mineral pre-
cipitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3.1 Experimental Configuration . . . . . . . . . . . . . . . . . . . 56
4.3.2 Characterization Methods . . . . . . . . . . . . . . . . . . . . 60
vii
4.3.3 Reservoir Sample . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3.4 Numerical Methods . . . . . . . . . . . . . . . . . . . . . . . . 63
4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.4.1 Fluid chemistry and reaction progress . . . . . . . . . . . . . . 66
4.4.2 K-feldspar dissolution . . . . . . . . . . . . . . . . . . . . . . . 67
4.4.3 Secondary phase precipitation . . . . . . . . . . . . . . . . . . 69
4.4.4 Physical property evolution . . . . . . . . . . . . . . . . . . . 69
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.5.1 K-feldspar dissolution . . . . . . . . . . . . . . . . . . . . . . . 78
4.5.2 Metal release from sandstones . . . . . . . . . . . . . . . . . . 79
4.5.3 Alteration mineral precipitation . . . . . . . . . . . . . . . . . 80
4.5.4 The effect of experimental alteration on hydrogeochemical prop-
erties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.5.5 The coupled evolution of fluid chemistry, mineral reaction rates,
and hydrogeochemical properties . . . . . . . . . . . . . . . . 84
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5 Experimental observation of permeability changes in dolomite at
CO2 sequestration conditions 91
5.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.3 Experimental Design . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.4 Geochemical Formulation . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.5 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.5.1 CO2 Solubility and Exsolution Capacity . . . . . . . . . . . . 102
5.5.2 Dolomite Solubility and Precipitation Capacity . . . . . . . . 104
5.6 Implications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6 High performance reactive transport simulations examining the ef-
fects of thermal, hydraulic, and chemical (THC) gradients on fluid
injectivity at carbonate CCUS reservoir scales 107
6.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.3.1 Model Formulation . . . . . . . . . . . . . . . . . . . . . . . . 113
viii
6.3.2 Physical properties . . . . . . . . . . . . . . . . . . . . . . . . 114
6.3.3 Chemical properties . . . . . . . . . . . . . . . . . . . . . . . . 116
6.3.4 Model runs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
6.4.1 Thermal perturbation . . . . . . . . . . . . . . . . . . . . . . 119
6.4.2 Magnitude and spatial distribution of the CO2 plume and min-
eral precipitation . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.4.3 Delineating the effects of temperature, pressure, injection rate,
and reservoir size . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.5.1 The effect of parameter choice on simulation results . . . . . . 135
6.5.2 Comparison with experimental results . . . . . . . . . . . . . 138
6.5.3 The utility of reactive transport simulations at reservoir scales 142
6.6 Conclusions and general implications for CCUS reservoirs . . . . . . . 142
7 Conclusion 144
References 146
Appendix A. Overview of data examined during the composition of
Chapter 2 184
Appendix B. Validation of the activity coefficient formulation utilized
in Chapter 3 189
Appendix C. Supporting information for Chapter 4 191
Appendix D. Supporting Information for Chapter 5 192
D.1 Experimental Details . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
D.2 Analytical Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
D.3 Relative Permeability Calculations . . . . . . . . . . . . . . . . . . . 194
D.4 Fluid Chemistry Calculations . . . . . . . . . . . . . . . . . . . . . . 194
ix
List of Tables
2.1 Mineral names and abbreviations . . . . . . . . . . . . . . . . . . . . 8
2.2 Revised Helgeson-Kirkham-Flowers (HKF) equation of state parame-
ters and standard state thermodynamic properties used in this study. 12
2.3 Reaction data utilized in the least squares optimization. . . . . . . . . 15
2.4 Mineral thermodynamic parameters and heat capacity coefficients de-
rived and utilized in this study. . . . . . . . . . . . . . . . . . . . . . 16
4.1 Chemical and Physical Properties of Eau Claire Arkose Samples . . . 59
4.2 Recycling Experiment Fluid Chemistry . . . . . . . . . . . . . . . . . 73
4.3 Single-pass experiments fluid chemistry . . . . . . . . . . . . . . . . . 74
4.4 XPS analyses of pristine and experimental samples . . . . . . . . . . 75
4.5 Potential Reactions Governing Fluid Composition . . . . . . . . . . . 75
4.6 Summary of parameters measured on the three cores before and after
the experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.7 Rate parameters utilized in analysis and reactive transport simulations. 84
4.8 Summary of reactive transport simulations . . . . . . . . . . . . . . 86
6.1 Fluid and Heat Flow Parameters . . . . . . . . . . . . . . . . . . . . 115
6.2 Reservoir Composition . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.3 Summary of model runs . . . . . . . . . . . . . . . . . . . . . . . . . 119
6.4 Effect of injecting 50 kg/s of CO2 at 50
◦C versus 100◦C into a 100◦C,
200 bar calcite reservoir. . . . . . . . . . . . . . . . . . . . . . . . . . 127
A.1 Experimental studies considered . . . . . . . . . . . . . . . . . . . . . 186
C.1 K-feldspar dissolution rates . . . . . . . . . . . . . . . . . . . . . . . 191
D.1 HKF equation of state (aqueous species) and Maier-Kelley heat capac-
ity (minerals) parameters and standard state thermodynamic proper-
ties used in this study. . . . . . . . . . . . . . . . . . . . . . . . . . . 197
x
List of Figures
2.1 Pore water chemical compositions utilized by Helgeson et al. (1978) to
constrain the thermodynamic properties of kaolinite based on calori-
metrically determined thermodynamic properties of gibbsite. . . . . 5
2.2 Kaolinite solubility values collected by Devidal et al. (1996) and taken
from the literature compared with calculations performed using ther-
modynamic properties obtained and adopted in this study. . . . . . . 19
2.3 Comparison of experimental data for the width of the muscovite stabil-
ity field with calculations performed using parameters derived in this
study. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4 Comparison between experimentally measured values of Na/H in fluids
coexisting with albite, paragonite, and quartz and lines calculated with
thermodynamic properties derived in this study. . . . . . . . . . . . . 25
2.5 Na+/K+ ratios calculated using mineral thermodynamic data produced
in this study compared with data presented by Merino (1975). . . . 26
2.6 Comparison between aluminosilicate mineral phase relations calculated
from thermodynamic properties retrieved in this study and experimen-
tal data from Hemley et al. (1980). . . . . . . . . . . . . . . . . . . . 27
2.7 Ratio of the activity coefficients for the components KCl and HCl re-
quired to bring mineral solubilities calculated using high-precision con-
ductance data for the aqueous species into agreement with the experi-
mental measurements of Sverjensky et al. (1991). . . . . . . . . . . . 31
3.1 Activity diagram showing silicate mineral buffering of fluid composi-
tions at 350◦C and steam saturation pressure. . . . . . . . . . . . . . 44
3.2 Fraction of total NaCl in solution present as NaCl(aq) in 0-4.5 molal
NaCl solutions at a range of temperature and pressure conditions. . . 46
3.3 Molality and activity of Na+ in 0-4.5 molal NaCl solutions up to 350◦C
at steam saturation pressures. . . . . . . . . . . . . . . . . . . . . . . 47
xi
3.4 Calculated pH in equilibrium with an albite-paragonite-quartz assem-
blage at a range of salinity, temperature, and pressure conditions. . . 49
4.1 Hydrothermal flow system used for recycling and single-pass experiments. 59
4.2 SEM image of a sample taken from the pristine sandstone. . . . . . . 64
4.3 Saturation indices calculated for the recycling and single-pass experi-
ments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.4 Evolution of fluid chemistry components with reaction progress. . . . 68
4.5 K-feldspar rate calculated through time during the recycling and single-
pass experiments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.6 K-feldspar rate plotted as a function of chemical affinity for the three
whole-rock arkose experiments. . . . . . . . . . . . . . . . . . . . . . 70
4.7 FIB-SEM and SEM images of samples taken from the upstream face
of the recycling core. . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.8 SEM images of samples taken from the upstream face of single-pass
experiment 2, post-experiment. . . . . . . . . . . . . . . . . . . . . . 72
4.9 Imagery showing core mineralogy, porosity, and grain-binding cement
dissolution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.10 Total specific surface area and porosity calculated from synchrotron
XRCT imagery. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.11 Permeability evolution during the recycling experiment. . . . . . . . . 77
4.12 Results of reactive transport simulations run in order to explore the
coupled evolution of fluid chemistry, mineral reaction rates, and hy-
drogeochemical properties during the single-pass experiments. . . . . 87
5.1 Logarithm of permeability, k, through time during a temperature series
experiment on a dolomite rock core. . . . . . . . . . . . . . . . . . . . 98
5.2 Post-experiment XRCT reconstruction and quantification of the largest
connected flow passage formed during the experiment . . . . . . . . . 99
5.3 Post-experiment electron micrographs of the Madison dolomite core. 101
5.4 Calculations of CO2 solubility and exsolution capacity and dolomite
solubility and precipitation capacity. . . . . . . . . . . . . . . . . . . 103
6.1 Reactive transport simulations illustrate the effects of cool CO2 injec-
tion into 100◦C calcite and dolomite CCUS reservoirs at a range of
background hydraulic head gradients. . . . . . . . . . . . . . . . . . . 112
xii
6.2 Snapshots of a simulated dolomite CCUS reservoir with a hydraulic
head gradient of 0.05 m/m at 0.5, 2.5, 5, 7.5, 10, and 50 years. . . . . 121
6.3 Total volumes of calcite and dolomite dissolution and precipitation
resulting from CO2 injection into CCUS reservoirs. . . . . . . . . . . 122
6.4 Measure of the horizontal distance between the injection well and cen-
ter of mass of mineral and supercritical CO2 plumes for simulated
calcite and dolomite reservoirs. . . . . . . . . . . . . . . . . . . . . . 123
6.5 Two-dimensional slice parallel to the dominant flow direction along
the center of a 200 bar reservoir with a hydraulic head gradient of 0.05
m/m after 5 years of injecting 100◦C CO2 at 50 kg/s. . . . . . . . . . 126
6.6 Calcite reservoir simulations were run with simulated injection temper-
atures of 50◦C and 100◦C in order to delineate the effect of cool CO2
injection into geothermally warm reservoirs. . . . . . . . . . . . . . . 128
6.7 Two-dimensional slice parallel to the dominant flow direction down
the center of a 200 bar reservoir with a hydraulic head gradient of 0.05
m/m after 5 years of injecting 50◦C CO2 at 50 kg/s. . . . . . . . . . . 129
6.8 Comparison between 200 bar calcite reservoir simulations performed
at a lower injection rate (4 kg/s) and those presented in Figs. 6.3 and
6.4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.9 Comparison of volumes of dolomite dissolved and precipitated for sim-
ulations run using higher input porosity and surface area than the
default parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.10 Calculation illustrating the effect of dolomite and calcite precipitation
on the porosity of a rock with an initial porosity of 0.07. . . . . . . . 141
B.1 Comparison between calculations of mean ionic activity coefficients for
0.5, 1, 3, and 6 molal NaCl solutions. . . . . . . . . . . . . . . . . . . 190
D.1 Experimental setup used in the variable T experiments. . . . . . . . . 192
D.2 XRCT image indicating the sampling location for the precipitated ma-
terial analyzed using X-ray Diffraction (XRD) and XRD pattern of
mineral precipitate recovered from within the Teflon orifice. . . . . . . 193
D.3 Separator concentration and concentration of fluid exiting the reaction
vessel calculated using the kinetic model . . . . . . . . . . . . . . . . 196
xiii
Chapter 1
Introduction
Greenhouse gas emissions and their associated changes to Earth’s climate, hydro-
logic, and ecological systems are amongst the most pressing issues facing society in
the twenty-first century. In this thesis, I explore fundamental and applied aspects
of one of the proposed methods for transitioning from a fossil fuel-burning, green-
house gas emitting society to a renewable energy-based society: Carbon Capture,
Utilization, and Storage (CCUS). CCUS involves capturing carbon dioxide (CO2)
from point sources, such as coal-fired power plants, injecting it deep underground
into permeable, porous geologic formations, and, potentially, utilizing the injected
CO2 to extract geothermal energy from the subsurface. CCUS is an inherently multi-
faceted problem, with researchers and practioners ranging in fields from the Earth
sciences to engineering, economics, and public policy, amongst other fields. Within
the Earth sciences alone, researchers must focus on a variety of processes, includ-
ing (but not limited to): the thermodynamics and kinetics of geochemical reactions;
the flow and transport of CO2, reservoir brines, dissolved solutes, and heat; and
the evolution of porosity and permeability with the progression of geochemical re-
actions and mechanical stresses. Here, my co-authors and I offer perspectives and
advancements within these sub-fields of the Earth sciences. Specifically, Chapters 2
and 3 focus on the thermodynamics of relevant chemical reactions; Chapters 4 and
5 focus on experimental observations of coupled fluid flow, chemical reactions, and
porosity/permeability changes; and Chapter 6 focuses on placing laboratory-scale ob-
servations of these coupled processes into the reservoir scale. Together, these chapters
offer a glimpse of the immensely multi-faceted nature of CCUS research.
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Chapter 2
Internal consistency in aqueous geochemical data
revisited: applications to the aluminum system
2.1 Summary
Internal consistency of thermodynamic data has long been considered vital for
confident calculations of aqueous geochemical processes. However, an internally con-
sistent mineral thermodynamic data set is not necessarily consistent with calcula-
tions of aqueous species thermodynamic properties due, potentially, to improper or
inconsistent constraints used in the derivation process. In this study, we attempt
to accommodate the need for a mineral thermodynamic data set that is internally
consistent with respect to aqueous species thermodynamic properties by adapting
the least squares optimization methods of Powell and Holland (1985). This adapted
method allows for both the derivation of mineral thermodynamic properties from fluid
chemistry measurements of solutions in equilibrium with mineral assemblages, as well
as estimates of the uncertainty on the derived results. Using a large number of phase
equilibria, solubility, and calorimetric measurements, we have developed a thermody-
namic data set of 12 key aluminum-bearing mineral phases. These data are derived
to be consistent with Na+ and K+ speciation data presented by Shock and Helgeson
(1988), H4SiO4 data presented by Stefa´nsson (2001), and the Al speciation data set
presented by Tagirov and Schott (2001). Many of the constraining phase equilibrium
measurements are exactly the same as those used to develop other thermodynamic
data, yet our derived values tend to be quite different than some of the others’ due to
our choices of reference data. The differing values of mineral thermodynamic proper-
ties have implications for calculations of Al mineral solubilities; specifically, kaolinite
solubilities calculated with the developed data set are as much as 6.75 times lower
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and 73% greater than those calculated with Helgeson et al. (1978) and Holland and
Powell (2011) data, respectively. Where possible, calculations and experimental data
are compared at low T , and the disagreement between the two sources reiterates the
common assertion that low-T measurements of phase equilibria and mineral solubil-
ities rarely represent equilibrium between water and well-crystallized minerals. As
an ancillary benefit of the derived data, we show that it may be combined with high
precision measurements of aqueous complex association constants to derive neutral
species activity coefficients in supercritical fliuds. Although this contribution is spe-
cific to the aluminum system, the methods and concepts developed here can help to
improve the calculation of water-rock interactions in a broad range of earth systems.
2.2 Background and motivation
Ongoing research in the fields of equilibrium and kinetic geochemistry and their
applications to many geologic processes, including hydrothermal crustal alteration
(Seyfried et al., 2011), equilibrium isotope fractionation (Syverson et al., 2013), geo-
logic CO2 utilization (Randolph and Saar, 2011a) and storage (DePaolo et al., 2013),
soil formation (Brantley and White, 2009), and others, have illustrated the vital im-
portance of accurate calculations of equilibrium solubilities of rock-forming minerals.
In turn, accurate calculations of mineral solubilities are important for modeling ki-
netically controlled mineral-fluid reactions, particularly in the region very close to
equilibrium where most natural systems exist over geologic time scales (Lasaga et al.,
1994; White and Brantley, 2003; Maher et al., 2009). Importantly, because mineral
solubility calculations require computation of both the thermodynamic properties of
the mineral phases and aqueous species, mineral thermodynamic data must be con-
sistent with calculations of aqueous species thermodynamic properties in order to
ensure accurate aqueous geochemical simulations.
2.2.1 Internally consistent thermodynamic data
Extensive development of geochemical thermodynamic data since at least the
1960s has resulted in increasingly confident calculations of mineral solubilities, stabil-
ities, and saturation indices in aqueous fluids. Since the derivation of the first large
geochemical thermodynamic data sets, internal consistency has been a vital attribute
for confident geochemical calculations (Robie and Waldbaum, 1968; Helgeson, 1969;
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Robie et al., 1978; Helgeson et al., 1978; Halbach and Chatterjee, 1984; Nordstrom
and Munoz, 1994; Gottschalk, 1997; Berman, 1988; Holland and Powell, 1998, 2011;
Wolery and Sutton, 2013). Nonetheless, a particular data set can be consistently in-
correct due to improper calorimetric constraints, misinterpreted phase relationships,
or unknown crystal ordering (Helgeson et al., 1978; Robie and Hemingway, 1995).
Moreover, internal consistency of a mineral data set does not imply consistency with
aqueous species thermodynamic data because their respective derivation processes do
not guarantee overarching consistency between the two data types. Likewise, mineral
thermodynamic data assembled from different internally consistent data sources are
not necessarily mutually consistent.
While internal consistency is of great importance, it is also important for geo-
chemists to estimate uncertainties on calculations of fluid-mineral interaction. Com-
pilers of thermodynamic data sets intended for metamorphic and petrologic applica-
tions have repeatedly emphasized the importance of estimating uncertainty on geo-
chemical calculations (Powell and Holland, 1985; Holland and Powell, 1990; Powell
and Holland, 1993; Robie and Hemingway, 1995), yet the concept has not pervaded
the field of aqueous geochemistry. In this contribution, we intend to exhibit a method
for deriving internally consistent thermodynamic data with estimates of uncertain-
ties from aqueous geochemical data. The method is set apart from other methods
because it: a) exclusively employs aqueous solution analyses to constrain mineral
thermodynamic properties, thereby ensuring accurate calculations of fluid-mineral
equilibria; and b) incorporates the thermodynamic properties of aqueous species in
the derivation process, thereby ensuring internal consistency with respect to both
mineral and aqueous species. To illustrate this method, we have chosen to correct
longstanding inconsistencies in the aluminum mineral thermodynamic data reported
by Helgeson et al. (1978) (referred to here as “the aluminum problem”), which has
long been the subject of critical comments and revisions due to inconsistencies noticed
by several researchers (Hemley et al., 1980; Hemingway et al., 1982; Sverjensky et al.,
1991; Pokrovskii and Helgeson, 1995; Haselton et al., 1995; Arno´rsson and Stefa´nsson,
1999).
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Figure 2.1: Pore water chemical compositions utilized by Helgeson et al. (1978) to
constrain the thermodynamic properties of kaolinite based on calorimetrically deter-
mined thermodynamic properties of gibbsite. The equilibrium silica activity accepted
by Helgeson et al. (1978) is shown (dashed line), as well as the activity predicted using
the thermodynamic data set from this study (solid line).
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2.2.2 The aluminum problem
Helgeson et al. (1978) utilized the reaction:
kaolinite + H2O
 2 gibbsite + 2 SiO2(aq) (2.1)
to calculate the standard Gibbs free energy of formation, ∆G◦f , of the mineral kaolinite
based on known values of ∆G◦f for gibbsite and SiO2(aq). Kaolinite is an important
mineral in this regard, because it can transition the Al reference state from gibb-
site, a pure Al hydroxide, to kaolinite, an aluminosilicate which has been studied in
a large number of phase equilibria experiments. Helgeson et al. (1978) calculated
∆G◦f of gibbsite based on enthalpy and entropy values reported by Hemingway and
Robie (1977) and Robie and Waldbaum (1968), respectively. The standard molal
Gibbs free energy at 1 bar and 25◦C for the reaction in Eqn. 2.1 was obtained from
Jamaican bauxite (Hill and Ellington, 1961) and weathered Hawaiian basalt (Pat-
terson and Roberson, 1961) pore water compositions (Fig 2.1). These samples were
interpreted by Bricker and Garrels (1967) and Garrels and Mackenzie (1967) to be in
equilibrium with the minerals kaolinite and gibbsite, which permits calculation of the
gibbsite/kaolinite equilibrium based on the buffered activity of SiO2(aq). Helgeson
et al. (1978) emphasized that by employing the gibbsite/kaolinite reaction, they could
ensure that the thermodynamic properties of aluminosilicates anchored by these data
are consistent with both experimental (Hemingway and Robie, 1977; Robie and Wald-
baum, 1968) and geologic (Patterson and Roberson, 1961; Hill and Ellington, 1961)
observations. However, this approach placed disproportionate weight on these low-T
field measurements by defining the aluminum reference state based on the Reaction
2.1, and a number of researchers have suggested that the silica concentrations shown
in Fig. 2.1 are too high to represent kaolinite-gibbsite equilibrium (Pacˇes, 1978; Hem-
ley et al., 1980; Hemingway et al., 1982). It is likely that the silica concentration in the
examined pore fluids could have developed a metastable equilibrium with amorphous
silica, or was simply not equilibrated with the coexisting mineral assemblage.
Because the properties of kaolinite derived from the Reaction 2.1 were used as an
Al reference in the evaluation of a large number of reactions, the thermodynamic data
for many Helgeson et al. (1978) Al minerals are likely systematically offset from ac-
tual values (Hemingway et al., 1982). The questionable nature of the Helgeson et al.
(1978) Al reference state has led researchers to devote significant effort to altogether
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replacing this data set in geological applications (Holland and Powell, 1985, 1990,
1998, 2011; Berman, 1988; Hemingway and Haselton, 1994; Robie and Hemingway,
1995; Oelkers et al., 1995; Hemingway and Sposito, 1996; Arno´rsson and Stefa´nsson,
1999), and to adjusting the Al minerals to bring them into consistency with exper-
imental observations (Hemingway et al., 1982; Sverjensky et al., 1991; Saccocia and
Seyfried, 1994). Hemingway et al. (1982) suggested a correction of -6.5 kJ/mol of Al
(1.6 kcal/mol) to all Helgeson et al. (1978) Al minerals (except gibbsite) would bring
them into agreement with collected experimental data. Similarly, Sverjensky et al.
(1991) recommended subtracting 236 cal/mol from the Helgeson et al. (1978) K- and
Na- bearing aluminum minerals, and Saccocia and Seyfried (1994) suggested subtract-
ing 817 cal/mol from the Na-bearing Al minerals to bring the data into agreement
with their respective experimental results. These corrections do not directly deal
with the task of developing a new, internally consistent Al mineral data set, however,
and errors with the erroneous kaolinite reference persist. Moreover, Hemingway and
Haselton (1994) conclude that corrections of the type suggested by Sverjensky et al.
(1991) are unwarranted based on calorimetric observations. Nonetheless, even with
the widespread acknowledgment of these pervasive inconsistencies in the Helgeson
et al. (1978) data set, the original Al mineral data are still being applied to a range of
geologic systems, likely due to their inclusion in the data sets provided with popular
geochemical simulation programs (e.g., Geochemist’s Workbench (Bethke and Yeakel,
2012) and TOUGHREACT (Xu et al., 2006)).
2.3 Objectives and strategy
Aqueous geochemists require a database that provides an internally consistent
means of calculating aluminum mineral and aqueous species thermodynamic proper-
ties over the wide range of crustal T and P , including not only the steam saturation
curve, but also at the extreme conditions present in phase separation and hydrother-
mal alteration systems. In this study, we begin to develop this data set by taking
advantage of both new and existing calorimetric measurements, phase equilibria, and
aqueous species thermodynamic data. Throughout this study, we use the phrase
“phase equilibria” to indicate measurements of an aqueous fluid in equilibrium with
at least two mineral phases and “solubility” to indicate measurements of an aque-
ous fluid in equilibrium with a single mineral phase. We have strategically chosen
anchor species so that the mineral thermodynamic properties derived here remain
7
Table 2.1: Mineral names and abbreviations, after Whitney and Evans (2010).
albite NaAlSi3O8 Ab
andalusite Al2SiO5 And
boehmite AlO(OH) Bhm
diaspore AlO(OH) Dsp
gibbsite Al(OH)3 Gbs
K-feldspar KAlSi3O8 Ksp
kaolinite Al2Si2O5(OH)4 Kln
muscovite KAl2(AlSi3O10)(OH)2 Ms
paragonite NaAl2(AlSi3O10)(OH)2 Pg
pyrophyllite Al2Si4O10(OH)2 Prl
quartz SiO2 Qz
consistent with other thermodynamic data collections as well as aqueous Al speci-
ation data presented by Tagirov and Schott (2001) and H4SiO4(aq) data presented
by Stefa´nsson (2001). All phase equilibria chosen to constrain the relative thermo-
dynamic properties of the produced data set rely on measurements of aqueous fluid
concentrations and therefore can also be used to ensure agreement between aque-
ous speciation calculations and measured mineral-solution equilibria. Although the
method of using experimental or field measurements of aqueous fluid concentrations
has its complications–e.g., experimental artifacts, ion activity and aqueous speciation
models, availability of high T ,P speciation data– it should allow for more realistic
calculations of fluid-mineral interaction because all constraining data is derived from
measurements of fluid-mineral equilibria. Lastly, because a least squares optimiza-
tion of mineral phase relations is employed to calculate standard state thermodynamic
properties, the method enables estimation of uncertainties on derived properties and
advances the ability of aqueous geochemists to estimate the accuracy of calculations
of fluid-mineral interactions.
2.4 Methods
The standard states adopted in this study are a unit activity of an aqueous species
in a hypothetical one molal solution referenced to infinite dilution, unit activity of
pure minerals, and unit activity of pure liquid H2O at all temperatures and pressures.
Mineral abbreviations utilized in this study follow the recommendations of Whitney
and Evans (2010) (Table 2.1).
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2.4.1 Minerals
In the compilation of mineral thermodynamic data sets, it is often justifiably
assumed that measurements or estimates of mineral heat capacities, C◦Pr , standard
molar volumes, V ◦, and third law entropies, S◦, are obtained with suitable precision
and accuracy to allow for accurate calculation of the T and P dependence of mineral
standard state thermodynamic properties (Helgeson et al., 1978; Powell and Holland,
1985; Robie and Hemingway, 1995). However, calorimetric measurements of mineral
enthalpies carry a more significant degree of uncertainty due to the means by which
they must be calculated, even if the measurements themselves are exceedingly precise
(Powell and Holland, 1985). Therefore, a reasonable and often chosen method to
determine mineral standard state enthalpies, ∆H◦f , and Gibbs free energies of forma-
tion, ∆G◦f , is to derive them from measurements of phase equilibria at a range of T
and P conditions through the relationship,
∆G◦r,P,T = −RT lnK, (2.2)
where ∆G◦r,P,T is the standard molal Gibbs free energy of reaction at the subscripted P
and T , R is the ideal gas constant, and T is the temperature in Kelvin. By accepting
known values of V ◦, C◦Pr , and S
◦ and inserting them into the equation:
∆ G◦f,P,T −∆ G◦f,Pr,Tr = −S◦PrTr(T − Tr) +
∫ T
Tr
C◦PrdT − T
∫ T
Tr
C◦Prd lnT +
∫ P
Pr
V ◦T dP,
(2.3)
the well-known T and P dependence of mineral thermodynamic properties can be
subtracted from high-T experimental measurements, leaving only the contribution of
∆G◦f,Pr,Tr , the Gibbs free energy of formation from the elements at Tr (298.15 K) and
Pr (1 bar).
We have chosen to use the Robie and Hemingway (1995) formulation for the
calculation of heat capacity:
C◦Pr = A1 + A2T + A3T
−2 + A4T−0.5 + A5T 2, (2.4)
where A1 through A5 are mineral-specific fitting parameters included in the Robie and
Hemingway (1995) compilation. If desired, heat capacities can be calculated according
to another polynomial (Robie and Hemingway, 1995; Nordstrom and Munoz, 1994).
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Where required, ∆H◦f , can be calculated according to
∆H◦f = ∆G
◦
f + T∆S
◦
f , (2.5)
where ∆S◦f is the standard entropy of formation from the elements, whose properties
are obtained from Robie and Hemingway (1995).
The treatment of Al-Si disorder contributions to K-feldspar thermodynamic prop-
erties are dealt with by simply adopting heat capacity parameters from Helgeson et al.
(1978), which allow for calculation of the thermodynamic properties of K-feldspar in
its stable ordering state at all T relevant to this study. Accordingly, the value ob-
tained for K-feldspar at Tr and Pr is that of maximum microcline, which is the ordered
end-member of K-feldspar. To calculate standard state thermodynamic properties of
sanidine, the disordered K-feldspar end-member, the corresponding entropy, enthalpy,
and Gibbs free energy of disorder must be added and sanidine heat capacity coeffi-
cients must be adopted, as in, e.g., Helgeson et al. (1978) or Robie and Hemingway
(1995). Because the only albite phase relations used to constrain albite’s thermody-
namic properties in this study correspond to low albite, the heat capacity coefficients
for low albite were adopted directly from Robie and Hemingway (1995). Properties
of albite in its stable state of order at elevated T and P can be calculated using the
heat capacity and phase transition parameters from Helgeson et al. (1978), if desired.
2.4.2 Aqueous species and fluid speciation
Calculation of aqueous species thermodynamic properties relies on the revised
Helgeson-Kirkham-Flowers (HKF) equations of state (Table 2.2), except for: 1)
HCl(aq), KCl(aq), and KOH(aq), whose dissociation constants are calculated us-
ing both the parameters in Table 2.2 and empirical density-temperature relationships
reported by Ho et al. (2001) and Ho and Palmer (1997) (see Sect. 2.5.2); and 2)
NaCl(aq) and NaOH(aq) whose properties are calculated using only the equations
of Ho et al. (1994) and Ho and Palmer (1996) (see Sect. 2.5.3). We utilize HKF
parameters for H4SiO4(aq) from Stefa´nsson (2001), and parameters for AlOH
−
4 pre-
sented by Tagirov and Schott (2001). The H4SiO4(aq) parameters were obtained
using quartz thermodynamic data from Robie and Hemingway (1995) and updated
quartz (Rimstidt, 1997) and amorphous silica (Gunnarsson and Arno´rsson, 2000) sol-
ubility measurements, and parameters for the Al system were derived from boehmite
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and gibbsite solubility experiments (Wesolowski, 1992; Palmer and Wesolowski, 1992;
Be´ne´zeth et al., 2001). To remain consistent with the derived formulations, Robie and
Hemingway (1995) data for quartz were used to anchor the least squares optimization
(Sect. 2.5.1), and boehmite and gibbsite were not adjusted in the present study. This
provision should allow for integration of the derived mineral thermodynamic data set
and the Tagirov and Schott (2001) data set.
The B-dot extended Debye-Hu¨ckel equation (Hu¨ckel, 1925) is utilized in all spe-
ciation calculations for the calculation of charged species activity coefficients. At
T ≥ 300◦C, activity coefficients calculated with the Debye-Hu¨ckel equation deviate
negligibly from measured values, and therefore the deviation factor, B-dot, is set
equal to zero (Helgeson, 1969). Although activity coefficients of neutral molecules
are likely to be increasingly important at elevated ionic strengths, they are assumed
to be unity here, as suggested by a number of researchers (e.g., Garrels and Christ,
1965; Helgeson, 1969; Helgeson et al., 1981), due to the lack of available data. Where
required, fluid speciation calculations are facilitated by a Matlab implementation of
the EQBRM package (Anderson and Crerar, 1993).
2.4.3 Least squares data optimization
Powell and Holland (1985) developed a method for optimizing mineral phase re-
lations in the least squares sense to produce internally consistent thermodynamic
data sets with estimates of uncertainties. Following the Powell and Holland (1985)
method, standard state thermodynamic properties of minerals can be obtained from
a least squares solution of the equation,
b = Rg, (2.6)
where R is a matrix of reaction coefficients (Table 2.3, Columns 1-13), g is a vector of
∆G◦f,Pr,Tr values for the minerals involved in the reactions, and b is a vector of ∆G
◦
r,P,T
values for the reactions in R (Table 2.3, Column 15). Because, in the application
pertaining to the present study, the number of reactions able to be written between
the minerals in vector g is limited, the least squares optimization requires “anchor
minerals”, or input values for certain members of g, to reduce the number of unknowns
and ensure accurate results. For the vector of anchor minerals, c, to be included in the
least squares solution, a matrix of synthetic, “identity” reactions, S, must be written.
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For example, the row of S corresponding to kaolinite is:
[0 1 0 0 0 0 0 0 0 0 0 0 0], (2.7)
and its corresponding value in c is -907,624.3 cal/mol (Robie and Hemingway, 1995).
The uncertainty on experimental measurements and anchor values can be written
into two matrices, W1 and W2, respectively, to provide weights for the measured and
anchored values. Here, as in Powell and Holland (1985), W1 is a diagonal matrix of
values equal to the inverse of a quarter of the reported or calculated uncertainty on
each of the individual reactions in b (Table 2.3, Column 16), and W2 is a diagonal
matrix of the inverse of the uncertainties on the anchor minerals, water, and aqueous
species. Continuing with the kaolinite example, its corresponding value in W2 is
2.79×10-3 mol/cal, which is the inverse of the uncertainty reported by Robie and
Hemingway (1995). Because the thermodynamic properties of aqueous species and
water are fixed without refitting of equations of state, their weights are set to be large
(0.21 mol/cal). Including the anchors and weights into the equation yields the final
form,
g = (RTW21R + S
TW22S)
−1(RTW21b + S
TW22c). (2.8)
The uncertainties of the solution can be estimated from
Vg = (R
TW21R + S
TW23S)
−1, (2.9)
where Vg is the covariance matrix, and W3 is the same as W2, except with realistic
values for the uncertainty of the aqueous species and water substituted into it. Un-
certainties of aqueous species thermodynamic properties calculated using the HKF
equations of state are variable dependent upon the T and P conditions of the cal-
culation and the charge of the aqueous ion, but we estimate an average uncertainty
of ±500 cal/mol to calculate values for aqueous species in W3 (Shock and Helgeson,
1988; Manning, 2013). Uncertainties on ∆H◦f of H2O calculated using the Haar et al.
(1984) equation of state, which is implemented in SUPCRT92, were estimated by
Haar et al. (1984) to be on the order of 20 cal/mol. Because the uncertainty on ∆G◦f
of water is expected to be on the same order of that of ∆H◦f , we adopt this value as an
estimate of the uncertainty of ∆G◦f of H2O when calculating estimates of uncertainty
of properties optimized in the least squares solution. By including the matrix W3
into Eqn. 2.9, the minerals can first be optimized to be internally consistent with
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respect to the aqueous species through Eqn. 2.8, and then realistic estimates of the
uncertainties on all derived values can be obtained from Eqn 2.9. The estimated un-
certainty on the Gibbs free energy, σ∆G◦f , is equal to the square root of the diagonal
of Vg.
2.5 Results
2.5.1 Anchor minerals: quartz, kaolinite, K-feldspar, and an-
dalusite
Holland and Powell (1990) have shown that, for very large data sets, the relative
size of the reaction matrix, R, and number of phases included in the vector g will
reach a condition in which anchoring the matrix solution with input properties be-
comes unnecessary. However, the size of these data sets are much larger than the one
presented here (e.g, >123 end-member phases (Holland and Powell, 1990)) and we
therefore must employ anchor phases, as in their early studies (Powell and Holland,
1985; Holland and Powell, 1985). It is expected that additional reactions, such as:
corundum + quartz = andalusite, could be added to the matrix in order to approach
the critical relative size. However, until some critical number of phases was included,
each additional reaction would require the inclusion of an additional phase (in this
example, corundum) in the optimization. It is worth noting that, although anchor
minerals have specified values in the vector c, which help to constrain the matrix
solution, their final values in the vector g varies based on the optimization of the
least squares solution. The choice of the number of anchor minerals and their ther-
modynamic properties has a significant weight on the outcome of the least squares
optimization.
To determine the optimum anchor minerals, a solution to Eqn. 2.8 was attempted
with a number of different anchor combinations. Quartz thermodynamic data from
Robie and Hemingway (1995) is employed to anchor the data set so that the derived
data may remain consistent with other data sets and the Stefa´nsson (2001) H4SiO4(aq)
data. For the rest of the data set, it is clear that, to produce an acceptable solution
of the reaction matrix, at least one K-containing or Na-containing mineral must be
used to anchor the solution. For this purpose, ∆G◦f from Holland and Powell (1998)
for K-feldspar was adopted. The decision to anchor the data with this value, which
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is within the reported uncertainty but slightly different than that of Robie and Hem-
ingway (1995), was made because it appears to accommodate the constraining data
more effectively. This may be related to the small size of the reaction matrix, the
Helgeson et al. (1978) K-feldspar heat capacity parameters, or order/disorder in the
muscovite and K-feldspar samples, but investigations into this problem would require
a larger produced data set or a more thorough characterization of the ordering states
of experimental reaction minerals for sufficient resolution. Although the Holland
and Powell (1998) value is accepted, we employ the uncertainty reported by Robie
and Hemingway (1995), which is more characteristic of a calorimetric uncertainty, to
weight its value.
Because kaolinite can exist in stable equilibrium with a large number of aluminum
minerals, the choice of kaolinite thermodynamic properties can have a large effect on
the calculated properties of the other minerals. Kaolinite has a long history of exper-
imental and field data in the disciplines of high- and low- T geochemistry (A; Barany
and Kelley (1961); Garrels and Christ (1965); Kittrick (1966); Hess (1966); Kittrick
(1970); Hem and Lind (1974); Robie et al. (1978); Helgeson et al. (1978); Bassett
et al. (1979); Hemley et al. (1980); Kittrick (1980); Hemingway et al. (1982); Halbach
and Chatterjee (1984); Chatterjee et al. (1984); May et al. (1986); Berman (1988);
Nagy et al. (1991); Robie and Hemingway (1995); Devidal et al. (1996); Hemingway
and Sposito (1996); De Ligny and Navrotsky (1999); Fialips et al. (2001, 2003); Yang
and Steefel (2008); Kiseleva et al. (2011)), and thermodynamic data derived from
these data tend to differ considerably. Values of ∆G◦f,Pr,Tr from data sets intended
for use in metamorphic petrology applications tend to be more negative than those
derived from low-T solubility studies. Holland and Powell (2011) present ∆G◦f,r =
-908.6 kcal/mol (virtually identical to that given by Holland and Powell (1998)), and
Berman (1988) presented a value of -908.1668 kcal/mol1. Low-T solubility measure-
ments yield a large range of values (Fig. 2.2)–most notably, Helgeson et al. (1978)
derived a value of -905.614 kcal/mol from the data plotted in Fig. 2.1. The recent
molten lead borate calorimetric measurements of De Ligny and Navrotsky (1999),
Fialips et al. (2001), and Fialips et al. (2003) on both natural and synthetic crystals
yield values converging on that of Chatterjee et al. (1984) (-907,624.3 cal/mol), which
was also adopted by Robie and Hemingway (1995) and used here as an anchor value.
1 Both of these values were derived from the unpublished data for the reaction kaolinite + quartz

pyrophyllite from D.C. McPhail at the University of British Columbia), which, as noted by Berman
(1988), underwent only minor amounts of reaction in most experiments.
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The derived value (-907,874.6 cal/mol) is in excellent agreement with a large num-
ber of solubility and phase equilibria studies (Fig. 2.2), but yields a gibbsite/kaolinite
equilibrium silica activity of 10−4.9 (Fig. 2.1), suggesting that, indeed, the water sam-
ples utilized by Helgeson et al. (1978) tended towards disequilibrium and were likely
influenced by another silica-donating source. Fig. 2.2 additionally illustrates the
difference between calculations performed using the presented data, Helgeson et al.
(1978) data, and Holland and Powell (2011) thermodynamic data. Because the kaoli-
nite solubility reaction was not employed in the reaction matrix (Table 2.3), this
comparison offers a method for testing the results of our optimization. The line cal-
culated using our optimized thermodynamic values for kaolinite (Table 2.4) combined
with the requisite aqueous species thermodynamic properties and HKF parameters
from Table 2.2 is in better agreement with the majority of the solubility studies than
both of the other sources. Note that the width of the plotted line is proportional to
the uncertainty on the calculated equilibrium constant, indicating that neither the
Helgeson et al. (1978) nor the Holland and Powell (2011) calculations fall within the
limits of the reported uncertainty. The agreement between the Helgeson et al. (1978)
data and the low-T solubility studies illustrates the complications associated with the
derivation of thermodynamic data from low-T solubility measurements. Although the
low temperature kaolinite solubility measurements plotted in Fig. 2.2 tend to be in
reasonably good agreement, they are all in substantial disagreement with solubilities
calculated from the Holland and Powell (2011) data and our own. This disagreement
has been noted by several researchers (e.g., Devidal et al., 1996; Oelkers et al., 1995),
and it has therefore been suggested that solubility measurements at low tempera-
ture may be complicated by the formation of metastable Al hydroxide or Si-bearing
phases, or the slow precipitation kinetics of kaolinite at low temperatures (Devidal
et al., 1996).
A solution of Eqn 2.8 using only quartz, kaolinite, and K-feldspar as anchor min-
erals yielded acceptable results for all minerals, except andalusite, which was approx-
imately 3 kcal/mol less negative than the calorimetric data reported by Robie and
Hemingway (1995). This likely results from the tenuous connection between the an-
chor aluminosilicate phase, kaolinite, and andalusite. We therefore decided to anchor
the solution with thermodynamic data for both kaolinite and andalusite from Robie
and Hemingway (1995).
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Figure 2.2: Kaolinite solubility values collected by Devidal et al. (1996) and taken
from the literature compared with calculations performed using thermodynamic prop-
erties obtained and adopted in this study. Identical calculations performed using
kaolinite data from Helgeson et al. (1978) and Holland and Powell (2011) are shown
for comparison. The width of the line corresponding to this study is proportional to
the uncertainty on the calculation.
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2.5.2 K-feldspar, muscovite, pyrophyllite
The relative stability of muscovite in quartz-bearing systems compared to the alu-
minosilicates (pyrophyllite, kaolinite, andalusite), and K-feldspar has been the sub-
ject of a number of studies (A; Hemley (1959); Garrels and Howard (1959); Althaus
et al. (1970); Usdowski and Barnes (1972); Shade (1974); Kerrick (1972); Montoya
and Hemley (1975); Wintsch et al. (1980); Gunter and Eugster (1980); Haselton et al.
(1988); Sverjensky et al. (1991); Haselton et al. (1995); Frank et al. (1998); Frank and
Vaccaro (2012)) at various T , P , and chloride molalities. We have chosen to use data
in this system provided by Sverjensky et al. (1991) because their experiments were
almost entirely sampled using extraction techniques, as opposed to measurements on
quenched fluids or determination of fluid compositions based on speciation calcula-
tions. Other sources, particularly Usdowski and Barnes (1972), Montoya and Hemley
(1975), and Haselton et al. (1995), tend to be in agreement with the Sverjensky et al.
(1991) measurements, but do not present measurements spanning as large of a T -P
range. As suggested by Sverjensky et al. (1991), the natural muscovite sample used
in their experiments shows signs of partial Al-Si disorder, and we have therefore set
S◦ for muscovite to 69.80 cal/mol/K (Holland and Powell, 2011).
Sverjensky et al. (1991) presented values of equilibrium constants for the reactions:
muscovite + H+ 
 1.5 andalusite + 1.5 quartz + 1.5 H2O + K+ (2.10)
and
1.5 K-feldspar + H+ 
 0.5 muscovite + 3 quartz + K+. (2.11)
Aqueous species can be entirely eliminated from Reactions 2.10 and 2.11 by “sum-
ming” the reactions to yield (Sverjensky et al., 1991):
1.5 K-feldspar + 1.5 andalusite + 1.5 H2O = 1.5 muscovite + 1.5 quartz, (2.12)
which corresponds to the width of the stability field of muscovite in T - log K
H
activity
space (Fig. 2.3). Because the experimental fluid in Sverjensky et al. (1991) is a 1
molal chloride brine, the contribution of minor changes in Ktot and Htot to solution
ionic strength and ion activity coefficients are negligible and the widths of the mus-
covite stability field in Ktot/Htot and log(aK
+/aH+) space are therefore equivalent
(Sverjensky et al., 1991).
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Similar to Reaction 2.10, equilibrium constants provided by Sverjensky et al.
(1991) for the reaction,
muscovite + H+ + 1.5 H2O
 1.5 kaolinite + K+ (2.13)
can be combined with Reaction 2.11 to yield,
1.5 K-feldspar + 1.5 kaolinite
 1.5 muscovite + 3 quartz + 1.5 H2O. (2.14)
Lastly, Sverjensky et al. (1991) presented values for the reaction:
muscovite + H+ + 3.0 quartz
 1.5 pyrophyllite + K+, (2.15)
which can be combined with Reaction 2.11 to yield:
1.5 K-feldspar + 1.5 pyrophyllite
 1.5 muscovite + 6 quartz. (2.16)
For Reaction 2.12, Sverjensky et al. (1991) included multiple measurements of
equilibrium solution compositions. We have included all reported measurements in
the least squares optimization by subtracting away the T -P contributions to the
thermodynamic properties of the phases in the reactions through an appropriate
statement of Eqn. 2.3, which leaves only the contribution of ∆G◦f,Pr,Tr of the minerals
to ∆G◦r. We then calculate the mean and standard deviation of these values of ∆G
◦
r
at Tr and Pr. The calculated values are included in Table 2.3.
Experimentally measured values for Reactions 2.12, 2.14, and 2.16 at 1 kbar are
plotted in Fig 2.3A. As shown in Figs. 2.3B and C, Reaction 2.13 is metastable com-
pared to Reaction 2.15 at 300◦C and 1 kbar, and therefore the calculated equilibrium
constant for Reaction 2.14 is shown as a dashed line in Fig. 2.3A. This metastability
is consistent with the nearly identical values of log(Ktot/Htot) determined by Sverjen-
sky et al. (1991) for Reactions 2.13 (1.90 ± 0.15) and 2.15 (1.94 ± 0.15) at 300◦C,
but refinement of the boundary requires further determination of equilibrium ratios
for these reactions in the range 250-350◦C at 1 kbar.
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Figure 2.3: A. Width of the muscovite stability field in log(K/H)-temperature space,
as measured by Sverjensky et al. (1991) at 1 kbar. The dashed line represents the
metastable extension of the kaolinite-muscovite-quartz reaction. B. Calculations of
equilibrium activity ratios, log(aK+ /aH+) (dashed lines), performed using the derived
mineral thermodynamic data and equilibrium concentration ratios, log(Ktot/Htot)
(solid lines), calculated using association constants derived from high-precision con-
ductance data. C. Dashed lines are the same as in B, but solid lines indicate equi-
librium log(Ktot/Htot) ratios calculated using aqueous complex data compiled and
derived by Sverjensky et al. (1991).
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2.5.3 Albite, paragonite
Analogous to muscovite, experimental measurements of compositions of fluids in
equilibrium with paragonite and albite, quartz, and/or aluminosilicate minerals can
constrain the relative stabilities of albite and paragonite using the anchor minerals
andalusite, kaolinite, and quartz (Sverjensky et al., 1991). Equilibrium fluid concen-
trations for the reaction:
1.5 albite + H+ 
 0.5 paragonite + 3 quartz + Na+ (2.17)
have been reported by a number of researchers (A; Montoya and Hemley (1975);
Woodland and Walther (1987); Saccocia and Seyfried (1994); Tagirov et al. (2002)).
This data, combined with measurements of solutions in equilibrium with paragonite,
quartz, and an aluminosilicate phase can be used to create a system of “summed”
reactions corresponding to the width of the paragonite field, analogous to that for
the muscovite field. Unfortunately, however, results of only a limited number of
phase equilibria studies are available to constrain the stability of paragonite relative
to any of the aluminosilicates (Hemley and Jones, 1964; Ivanov and Gusynin, 1970;
Chatterjee, 1972; Montoya and Hemley, 1975; Popp and Frantz, 1980; Shinohara and
Fujimoto, 1994). Of these, Montoya and Hemley (1975) seems the most promising for
the derivation of thermodynamic data. However, Sverjensky et al. (1991) suggest that
the Montoya and Hemley (1975) phase boundaries may not reflect equilibrium mea-
surements, due to problems with experimental equipment. The questionable accuracy
of the Montoya and Hemley (1975) data has therefore forced us to abandon the parag-
onite field method, and utilize only the 300◦C, 500 bar Saccocia and Seyfried (1994)
albite-paragonite-quartz equilibrium measurement. Saccocia and Seyfried (1994) uti-
lized a relatively low ionic strength fluid at relatively low P and T , which allows
for more confident calculations of fluid speciation in the absence of detailed knowl-
edge of the activity coefficients of NaCl(aq) and HCl(aq). The albite sample used in
Saccocia and Seyfried (1994) was identified to be ordered albite by x-ray diffraction
measurements, and we have therefore utilized heat capacity and entropy parameters
for ordered albite from Robie and Hemingway (1995) here. Al-Si disorder in parag-
onite, on the other hand, was not reported, and we have therefore adopted S◦ for
ordered paragonite from Robie and Hemingway (1995), consistent with other inter-
nally consistent datasets (Helgeson et al., 1978; Berman, 1988; Holland and Powell,
23
2011).
2.5.4 Albite, K-feldspar
Although the experimental measurements discussed in Sections 2.5.2 and 2.5.3
can suffice to produce accurate data for their individual systems, it is important to
tie the involved minerals together with a coupling reaction. For this purpose, we have
chosen the reaction:
albite + K+ 
 K-feldspar + Na+ (2.18)
which has been studied by a number of researchers (e.g., Orville (1963); Kharaka
(1971); Fournier and Truesdell (1973); Kharaka and Berry (1974); Merino (1975);
Arno´rsson et al. (1983); Giggenbach (1988)). Helgeson et al. (1978) used 100◦C,
150 bars Na+/K+ ratios calculated by Merino (1975) from fluid chemistry samples
presented by Kharaka (1971) to constrain the relative properties of low albite and
K-feldspar. We have chosen to utilize the same data set here in order to incorporate
field measurements without introducing conditions where alkali metal-chloride com-
plexing becomes significant. The mean and standard deviation of the 41 equilibrium
aNa+/aK+ values reported by Merino (1975) are 2.087 and 0.31, respectively.
2.5.5 Pyrophyllite, diaspore
A number of studies have been performed to constrain the relative thermodynamic
properties of minerals in this system (Kerrick, 1968; Haas and Holdaway, 1973; Hem-
ley et al., 1980; Theye et al., 1997). Of these, Hemley et al. (1980) presents the most
complete set of measurements that fall in the range of applicability of this study. We
use the Hemley et al. (1980) equilibria for the reactions:
pyrophyllite + 5 H2O
 kaolinite + 2 H4SiO4(aq), (2.19)
kaolinite + 3 H2O
 2 diaspore + 2 H4SiO4(aq), (2.20)
andalusite + 3 H2O
 2 diaspore + H4SiO4(aq), (2.21)
and
pyrophyllite + 5 H2O
 andalusite + 3 H4SiO4(aq) (2.22)
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Figure 2.4: Equilibrium ratios of Na/H in fluids coexisting with albite, paragonite,
and quartz measured by Saccocia and Seyfried (1994) at 500 bars and 3.2 wt% NaCl.
The dashed line represents activity ratios calculated using the mineral thermodynamic
data in Table 2.4 and the solid line represents calculations of Natot/Htot based on the
mineral data in Table 2.4 and aqueous complexing data for HCl, NaCl, and NaOH
from Ho et al. (2001), Ho et al. (1994), and Ho and Palmer (1996), respectively.
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Figure 2.5: Na+/K+ ratios calculated using mineral thermodynamic data produced
in this study compared with data presented by Merino (1975).
to constrain the relative properties of pyrophyllite, diaspore, kaolinite, and andalusite.
For all of these reactions, Hemley et al. (1980) reported measurements at several
T -P conditions. We have included all reported measurements in the least squares
optimization using the method outlined for Reaction 2.12 above.
2.5.6 Important phases not included in the optimization:
boehmite, gibbsite, dawsonite
Boehmite, gibbsite, and dawsonite may be important Al-bearing minerals in a
range of geological settings (e.g., Apps et al., 1989; Kaszuba et al., 2011), but they
were excluded from the reaction matrix because few accurate experimental measure-
ments of phase equilibria exist to constrain their thermodynamic properties relative
to other minerals examined in this study. Boehmite and gibbsite phase equilibria
measurements are often questionable due to the metastability of Al hydroxides at
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Figure 2.6: Mineral phase relations calculated from thermodynamic properties re-
trieved in this study are shown as lines (with the dashed line indicating the kaolinite-
boehmite phase boundary). Experimentally determined values of equilibrium aqueous
silica concentrations from Hemley et al. (1980) are shown as symbols.
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various T and P (Kennedy, 1959; Hemley et al., 1980; Huang, 1993; Ko¨nigsberger
et al., 2011), and dawsonite has only recently begun to be studied in solubility exper-
iments (Be´ne´zeth et al., 2007; Hellevang et al., 2010). Furthermore, optimizing the
thermodynamic properties of boehmite and gibbsite in the present study may have
the unwanted consequence of producing mineral thermodynamic properties that are
inconsistent with respect to the adopted Al aqueous speciation data set. Nonetheless,
the respective thermodynamic properties of boehmite and gibbsite (Parks, 1972; Apps
et al., 1988; Palmer and Wesolowski, 1992; Pokrovskii and Helgeson, 1995; Tagirov
and Schott, 2001), and, to a lesser degree, dawsonite (Ferrante et al., 1976; Be´ne´zeth
et al., 2007) appear to be relatively well constrained (A). Because of the lack of phase
equilibria, and the apparent agreement between calculations employing the values
listed in Table 2.4 and experimental measurements, the inclusion of thermodynamic
data for these three phases in the present study is justified. Dawsonite thermody-
namic properties were taken from Be´ne´zeth et al. (2007) and Ferrante et al. (1976),
boehmite properties were taken from Robie and Hemingway (1995), and gibbsite ther-
modynamic properties were taken from Robie and Hemingway (1995) and Robie and
Waldbaum (1968).
It is important to point out that, although reactions between boehmite and kaoli-
nite reported by Hemley et al. (1980) were excluded from the solution of Eqn. 2.8,
calculations performed using the accepted and derived data are still in excellent agree-
ment with the experimental measurements (dashed line in Fig. 2.6). Moreover, the
decision to accept the gibbsite and boehmite data directly from the literature does
not appear to affect the internal consistency of the presented data set with respect to
the Tagirov and Schott (2001) Al speciation data set, as exemplified by the agreement
between calculated and measured kaolinite solubilities shown in Fig. 2.2.
2.6 Discussion
At its most basic level, the aluminum problem is truly a kaolinite problem, due to
the improper reference state adopted by Helgeson et al. (1978) through Reaction 2.1
and the data shown in Fig. 2.1. By deriving and adopting thermodynamic data for 12
key Al minerals, including kaolinite, we have attempted to correct this longstanding
problem. The ∆G◦f we derive for kaolinite is 2.3 kcal/mol more negative than that
reported by Helgeson et al. (1978), and, compared to the data provided here, the
Helgeson et al. (1978) kaolinite data predict equilibrium Al concentrations 6.75 times
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higher at 25◦C (Fig. 2.2). The Holland and Powell (2011) data set yields predictions in
much better agreement with those derived in this study, at most 73% less soluble than
our calculations. From this analysis, it is clear that use of the Helgeson et al. (1978)
thermodynamic data will yield calculations of Al mass fluxes and mineral alteration
that are at serious odds with experimental measurements. These significantly higher
calculated solubilities likely persist across calculations performed with many of the
Helgeson et al. (1978) Al minerals because of the improper reference state, and,
therefore, continued use of their Al mineral data is discouraged.
2.6.1 Internal consistency in aqueous geochemical thermo-
dynamic data
Interestingly, many of the phase equilibria adopted in this study to constrain the
relative thermodynamic properties of the minerals (e.g., data plotted in Figs. 2.5
and 2.6) are exactly the same as those employed by Helgeson et al. (1978). Yet, the
adoption of key Al reference values here has resulted in the derivation of dramatically
different derived thermodynamic properties, which are more consistent with calcu-
lations of mineral solubilities. This conclusion–that calculations using a particular
mineral thermodynamic data set can be in excellent agreement with measurements
of mineral-mineral-fluid phase equilibria yet in substantial disagreement with mea-
surements of mineral solubilities–is a key reason for adopting the methods and data
developed in this study. Furthermore, as has been noted elsewhere, equilibrium is
more easily demonstrated at higher temperatures, particularly with Al-bearing min-
erals, and higher temperature equilibrium measurements should be given preference
over lower temperature measurements. Although we have only demonstrated this
phenomenon for the mineral kaolinite, it is expected, based on the differing proper-
ties of much of the mineral thermodynamic data derived here, that such discrepancies
pervade the Al system.
2.6.2 Estimated uncertainties on derived data
As shown in Figs. 2.2-2.6, agreement between solubility and phase equilbria cal-
culations performed with thermodynamic properties accepted and derived in this
study are in excellent agreement with a large number of experimental and field mea-
surements. Because all equilibria included in the least squares optimization were
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specifically related to measurements of fluid compositions, the presented method and
data are specifically suited to aqueous geochemical applications. The values derived
here are additionally in overall agreement with calorimetrically derived properties
compiled by Robie and Hemingway (1995), as well as the feldspar solubility data set
collected by Arno´rsson and Stefa´nsson (1999). As was to be expected, the error on
individual mineral phases is closely linked to the error reported for its accompany-
ing phase relations. Some uncertainties, particularly those calculated by averaging
and taking the standard deviations of reactions at a range of pressures, are much
lower than those where only one experimental measurement was employed. Ideally,
all of the reaction values could be made more certain by combining reactions in this
way; however, it could become complicated if the mineral samples used within the
experiments have differing states of order.
2.6.3 Implications for neutral species activity coefficients
Based on the analysis conducted in this contribution, it appears that phase equi-
libria, mineral thermodynamic data, and high-precision measurements of association
constants can be used to constrain aqueous species activity coefficients. Fig. 2.3A
shows some of the data we used to constrain the relative thermodynamic properties
of the minerals exclusive of those of the aqueous species through Reactions 2.12, 2.14,
and 2.16. The fact that the mineral thermodynamic data, which is in excellent agree-
ment with the experimental measurements (Fig. 2.3A), is independent of the aqueous
speciation model enables comparison between calculated and measured fluid compo-
sitions and examination of the effects of aqueous complex association constants on
speciation calculations. The calculations of Ktot/Htot in Figs. 2.3B and C differ quite
significantly due to the difference between association constants calculated using equa-
tions consistent with recent high-precision conductivity measurements (Fig. 2.3B),
and those derived and utilized by Sverjensky et al. (1991) (Fig. 2.3C). It appears that,
at least for the specific 1 molal chloride system represented by the Sverjensky et al.
(1991) data, the two sources of association constants can be brought into approximate
mutual agreement using a simple density-activity coefficient relationship (Fig. 2.7),
where the effective activity coefficient of the KCl component becomes increasingly
greater than that of the HCl component with decreasing fluid density. Such behav-
ior is not at all unrealistic, and differing neutral species-specific activity coefficients
have long been acknowledged (Randall and Failey, 1927; Markham and Kobe, 1941;
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Figure 2.7: Ratio of the activity coefficients for the components KCl and HCl required
to bring mineral solubilities calculated using high-precision conductance data for the
aqueous species into agreement with the experimental measurements of Sverjensky
et al. (1991).
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Garrels and Christ, 1965; Drummond, 1981; Ding and Seyfried Jr., 1990; Oelkers
and Helgeson, 1991; Pokrovskii and Helgeson, 1997), although calculations of neutral
species activity coefficients in supercritical solutions remain uncertain (Oelkers and
Helgeson, 1991; Seyfried et al., 1991).
Fig. 2.7 illustrates that a new model is required to simulate mineral solubilities
and chemical speciation in supercritical H2O. Although this development cannot be
effectively resolved in the present contribution, we can discuss a few important notes,
particularly regarding the HCl(aq) complex, which can dramatically affect the pH and
hence speciation of supercritical fluids. Ho et al. (2001) presented high-precision con-
ductance measurements of dilute (10-5-10-3 molal) HCl solutions with densities from
0.27 to 0.96 g/cm3 over the range 100 to 410◦C, along with an equation calibrated
using their presented data and that of Franck (1956) and Wright et al. (1961) to
calculate the association of HCl(aq) to 600◦C. Association constants calculated with
this equation are in good agreement with most experimental results at densities >0.5
g/cm3, but up to 2.5 log units lower than those measured by Frantz and Marshall
(1984) or calculated using the equation of state parameters presented by Sverjensky
et al. (1991) and Pokrovskii (1999) (Ho et al., 2001). The HCl(aq) dissociation con-
stants presented by Sverjensky et al. (1991), on the other hand, were derived from
high ionic strength fluids (Cl molality = 1) assuming that activity coefficients for
all neutral species are unity, which, by definition, makes them “effective” association
constants (Pokrovskii and Helgeson, 1997). Moreover, the Sverjensky et al. (1991)
HCl(aq) association constants are only internally consistent with the association con-
stants for KCl(aq) and KOH(aq) they use in their fluid speciation calculations. These
observations may be able to explain the discrepancy between the Sverjensky et al.
(1991) and Ho et al. (2001) association constants and hence the discrepancy be-
tween the calculations in Figs. 2.3A and B, but it implies that the Sverjensky et al.
(1991) data is only specifically applicable to KCl system from which it was derived.
Calculations of mineral solubilities in hydrothermal fluids with lower or higher ionic
strengths (e.g., subseafloor, phase separated vapors and brines) require more general
values of the association constants and the ability to calculate species-specific activ-
ity coefficients to adapt the data to the particular system. Figs. 2.3 and 2.7, along
with the above discussion, illustrate one potentially promising method for developing
such an activity model. This method, combined with a recently developed set of
high-precision conductivity measurements of association constants (Ho et al., 1994;
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Ho and Palmer, 1996, 1997; Ho et al., 2001) and new and existing measurements of
mineral-fluid equilibria, may be able to provide the generality and accuracy required
to improve our ability to model these systems.
2.6.4 Future Needs
It has been shown here (Figs. 2.1 and 2.2) and elsewhere (e.g., Freyer and Voigt,
2003) that measurements of low-T fluids coexisting with minerals rarely represent
equilibrium with well-crystallized mineral phases . Therefore, it is important that
low-T aqueous solubility data are not employed in the derivation of mineral ther-
modynamic properties. Instead, a great wealth of phase equilibria data at elevated
T -P conditions exits, and this data can be confidently employed in the derivation
of mineral and aqueous species thermodynamic data. In this regard, several exper-
imental equilibria used in this study could be made more robust with the addition
of new experimental results. Specifically, a systematic experimental approach to the
“paragonite field” system similar to the contributions of Sverjensky et al. (1991) for
the “muscovite field” system would improve the strength of the derived data for Na-
bearing aluminosilicates. New experimental measurements in this system, as well as
a systematic observation of mineral phase equilibria and aqueous speciation in su-
percritical fluids with a range of compositions can help in the examination of neutral
species activity coefficients in concentrated supercritical solutions.
2.7 Conclusion
Ongoing aqueous geochemical research has shown the critical significance of accu-
rate calculations of rock-forming mineral solubilities, which, in turn, form the foun-
dation of models of kinetically controlled mineral-fluid reactions. These calculations
require a thermodynamic data set that is internally consistent with respect to both
minerals and aqueous species. In this contribution, we have exhibited a method
for deriving internally consistent thermodynamic data with estimates of uncertain-
ties from aqueous geochemical data. Because we exclusively employ measurements
of fluids coexisting with minerals to constrain the derivation process, the method
is optimized to produce data for aqueous geochemical applications. To illustrate
this method, we have applied it to the aluminum system, which has had a long
history of experimental and theoretical advances in the field of geochemistry. The
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developed data set includes derived and adopted thermodynamic properties and un-
certainties for 12 key aluminum-bearing mineral phases, which are consistent with
calculations of thermodynamic properties for a large number of aqueous species (e.g.,
Na+ and K+ from Shock and Helgeson (1988), H4SiO4 from Stefa´nsson (2001), and Al
species from Tagirov and Schott (2001)). Many of the constraining phase equilibrium
measurements are exactly the same as those used to develop other thermodynamic
data sets, yet our derived values tend to be quite different than theirs due to our
choices of anchor phases from the literature. The differing absolute values of mineral
thermodynamic properties can strongly affect the calculation of mineral solubilities.
Specifically, we have demonstrated that kaolinite solubility predicted with the de-
veloped data set is more consistent with experimental measurements at T > 50 ◦C
than two other popular data sets. The calculations and experimental data at T ≤
25 ◦C significantly disagree, however, which reiterates the assertion that low-T phase
equilibria and mineral solubilities rarely represent equilibrium between water and
well-crystallized Al-bearing mineral phases. By inference, the observed trends in cal-
culations of kaolinite solubility should apply to calculations of the solubilities of many
of the other Al minerals, due to the prevalence of kaolinite as a reaction mineral in
phase equilibria experiments used to constrain internally consistent data sets. As an
ancillary benefit of the derivation process, we have shown that our data set may be
combined with high precision measurements of aqueous complex association constants
to derive neutral species activity coefficients in supercritical fluids.
The methods and data developed in this study can form the foundation for a
new standard in aqueous geochemical calculations. As we refine our models for aque-
ous speciation, mineral solubility, and phase equilibria in many earth systems, it is
likely that discrepancies between mineral thermodynamic data and aqueous specia-
tion models will continue to be discovered. For example, Be´ne´zeth et al. (2013) have
recently shown that geochemical simulators mispredict dolomite solubility in elevated
T solutions. At the same time, Stefa´nsson et al. (2013) have begun to develop new
thermodynamic data for carbonate speciation, which may hold the key to the resolu-
tion of this miscalculation. Thus, although the current contribution is specific to the
aluminum system, the methods and concepts developed here can help to improve the
calculation of water-rock interactions in a broad range of earth systems.
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Chapter 3
Implications of the redissociation phenomenon for
mineral-buffered fluids and aqueous species
transport at elevated temperatures and pressures
3.1 Summary
Aqueous species equilibrium constants and activity models form the foundation of
the complex speciation codes used to model the geochemistry of geothermal energy
production, extremophilic ecosystems, ore deposition, and a variety of other processes.
Recently, researchers have shown that a simple three species model (i.e., Na+, Cl−,
and NaCl(aq)) can accurately describe conductivity measurements of concentrated
NaCl and KCl solutions at elevated temperatures and pressures (Sharygin et al.,
2002). In this model, activity coefficients of the charged species (e.g., Na+, K+,
Cl−) become sufficiently low that the complexes must redisocciate with increasing
salt concentration in order to meet equilbrium constant constraints. Redissociation
decreases the proportion of the elements bound up as neutral complexes, and thereby
increases the true ionic strength of the solution. In this contribution, we explore the
consequences of the redissociation phenomenon in albite-paragonite-quartz (APQ)
buffered systems. We focus on the implications of the redissociation phenomenon on
mineral solubilities, particularly the observation that, at certain temperatures and
pressures, calculated activities of charged ions in solution remain practically constant
even as element concentrations increase from <1 molal to 4.5 molal. Finally, we note
that redissociation has a similar effect on pH, and therefore aqueous speciation, in
APQ-hosted systems. The calculations and discussion presented here are not limited
to APQ-hosted systems, but additionally apply to many others in which the dominant
cations and anions can form neutral complexes.
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3.2 Motivation
High-temperature hydrothermal systems embody many scientifically, societally,
and economically important processes. These systems can host a variety of ex-
tremophilic organisms (Jørgensen and Boetius, 2007); are proposed to be exploited
for both CO2- and water-based geothermal energy (Barbier, 2002; Fridleifsson and
Elders, 2005; Pruess, 2006; Randolph and Saar, 2011a); and concentrate significant
amounts of valuable metals (Simmons and Browne, 2000; Yardley, 2005; Williams-
Jones and Heinrich, 2005; Williams-Jones et al., 2012). The aqueous fluids involved
in these processes generally contain chlorine as their dominant anion, and many com-
mon cations tend to form charged and/or neutral complexes with chlorine at elevated
temperatures and pressures. Because cation-chloride complexing tends to increase the
solubility of minerals and elements in geological fluids, it is one of the most funda-
mental processes controlling mass transfer in high temperature hydrothermal systems
(e.g., Helgeson, 1964; Quist and Marshall, 1968; Helgeson, 1969; Gunter and Eugster,
1980; Helgeson, 1992; Sverjensky et al., 1997; Ho et al., 1994; Ho and Palmer, 1997;
Ho et al., 2001; Yardley and Bodnar, 2014, and sources therein).
One of the most striking examples of the importance of cation-chloride complexing
in geologic systems is the control that complex formation exerts on solution pH. Mea-
surements of in situ pH in seafloor hydrothermal vents on the Juan de Fuca Ridge and
East Pacific Rise indicate “near-neutral” values of 4.35-5.4, but measurements of the
pH of these fluids at ambient temperatures indicate much more acidic fluids, in the
range of 3.2-3.9 (Ding et al., 2005). The difference between these in situ and ambient
values (up to 2 orders of magnitude in the activity of H+) can be attributed almost
entirely to the complete dissociation of the HCl(aq) complex at ambient temperature.
The fact that the in situ values are only weakly acidic places constraints on mineral
solubilities and elemental speciation and fluxes through these systems. In turn, these
effects play a role in the formation of ore deposits (Reed, 1997; Yardley and Bod-
nar, 2014) and development of diverse, geologically-fueled ecosystems (Jørgensen and
Boetius, 2007).
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3.3 Background
3.3.1 Ionic strength and cation-chloride complexing
Because of their ability to regulate mineral and gas solubility and transport pro-
cesses in a wide range of geological solutions, the association constants of certain
chloride complexes (e.g., NaCl, KCl, HCl) and their activity coefficients and those
of their constituent ions have been extensively studied (Quist and Marshall, 1968;
Helgeson, 1969; Helgeson et al., 1981; Frantz and Marshall, 1984; Pitzer and Pa-
balan, 1986; Pabalan and Pitzer, 1987; Sverjensky et al., 1991; Archer, 1992; Oelkers
and Helgeson, 1993a,b; Pokrovskii and Helgeson, 1997; Ho and Palmer, 1997; Tagirov
et al., 1997; Pokrovskii, 1999; Ho et al., 2001; Sharygin et al., 2002; Zimmerman et al.,
2012; Tutolo et al., 2014a). Commonly, chloride complex association constants are
obtained using conductance measurements in static or flow-through cells (e.g., Quist
and Marshall, 1968; Frantz and Marshall, 1984; Ho and Palmer, 1997; Ho et al., 2001;
Sharygin et al., 2002; Zimmerman et al., 2012), although some researchers have at-
tempted to use mineral-fluid equilibria to extract association constants and activity
coefficients from supercritical solutions (e.g., Frantz and Popp, 1979; Gunter and Eu-
gster, 1978; Popp and Frantz, 1979, 1980; Sverjensky et al., 1991; Xie and Walther,
1993; Aranovich and Newton, 1996, 1997; Walther, 1997; Tutolo et al., 2014a). Over-
all, measurements and calculations indicate substantial association of the chloride
complexes at elevated temperature, although the degree to which these complexes
form is dependent upon the temperature and pressure and concentration of the solu-
tion.
Ionic strength is the measure of the amount of charged solutes dissolved in a
solvent. There are two methods for calculating ionic strength: “stoichiometric ionic
strength”, I, which assumes that all complexes in solution are completely dissociated,
and “true ionic strength”, I¯, which takes speciation and complex association into
account. I¯ is calculated according to:
I¯ =
1
2
∑
i
miz
2
i , (3.1)
where mi and zi are the molality and charge, respectively, of the i
th charged species.
Because the formation of neutral chloride complexes tends to decrease the number of
charged species in solution, I¯ is typically considerably smaller than I. Importantly,
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however, calculations and experimental measurements indicate that, at certain tem-
peratures and pressures, I¯ actually begins to increase relative to I with increasing
NaCl molality such that the two can become nearly equivalent.
3.3.2 Modeling the aqueous speciation of cation-chloride com-
plexes
Extensive effort has been devoted towards developing and utilizing thermody-
namic models to understand and predict the behavior of cation-chloride complexing
at elevated temperatures and pressures. The goal of these models is to utilize a sim-
plistic microscopic description to capture important macroscopic phenomena, such as
the effects of cation-chloride interactions on solution pH, ionic strength, fluid density,
and boiling and freezing points. In the case of the NaCl(aq) system, there are an
infinite number of individual species that may exist in solution at the molecular scale
(e.g., NaCl(aq), Na+, Cl−, Na2Cl+, NaCl−2 , ...), but it is both impractical and unnec-
essary to produce measurements and thermodynamic descriptions of the behavior of
each of these individual species. Indeed, researchers have shown that the behavior
of NaCl in solution can be accurately modeled at many commonly encountered tem-
peratures, pressures, and NaCl concentrations using only three species (NaCl(aq),
Na+, and Cl−) and an appropriate activity model. Thus, thermodynamic models
are a “useful fiction” in this regard, because, although they may not necessarily cap-
ture the molecular-scale phenomena occurring in a system, they can be calibrated to
reproduce and accurately predict processes occurring in natural systems.
Although they have been studied in extensive detail, several aspects of the ther-
modynamics of chloride complex association remain uncertain. One specific example
relates to the neutral and charged species activity model and the number of species
that need to be included in the model in order to capture the relevant processes.
Based upon examination of a large volume of experimental conductance data, Oelk-
ers and Helgeson proposed, in the early 1990s, a model for cation-chloride complexes
at elevated temperatures and pressures that involved substantial activity coefficients
of the neutral complex and formation of polynuclear and triple ion complexes (e.g.,
Na2Cl
+, NaCl-2) (Oelkers and Helgeson, 1990, 1991, 1993a,b). Additionally, Dries-
ner et al. (1998) presented molecular dynamics simulation results that support the
extensive multi-ion clustering proposed by Oelkers and Helgeson. In the latter case,
the authors note that their study is somewhat preliminary, and Sharygin et al. (2002)
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have pointed out that the modeling results hinge on potentially uncertain parameters.
Furthermore, it is important to note that the Oelkers and Helgeson analysis was based
upon data obtained at chloride molalities <0.1 molal, and therefore calculations at
higher ionic strengths had to be based upon model extrapolations.
The advent of field and experimental devices for measuring the in situ speciation
and pH of hydrothermal solutions has increasingly provided the requisite data for
discerning the thermodynamics of chloride complexes at elevated temperatures, pres-
sures, and concentrations. A more recent reexamination of the Oelkers and Helgeson
model by Sharygin et al. (2002) indicates that the observed phenomena can po-
tentially be explained using a simpler model than that suggested by Oelkers and
Helgeson. Notably, Sharygin et al. (2002) suggest that: a) based upon statistical me-
chanical calculations, the high neutral chloride complex activity coefficients proposed
by Oelkers and Helgeson (1991) yield distances of closest approach that are physically
unrealistic, and b) the Oelkers and Helgeson speciation model involving a number of
multi-ion complexes cannot match their (Sharygin et al., 2002) conductance measure-
ments of NaCl and KCl solutions up to 4.5 molal without the use of the unphysically
large salting out coefficients. Based on this analysis, they suggest that the activity
coefficient of the neutral complex can be assumed equal to 1 and a simple specia-
tion model involving only Na+, Cl-, and NaCl(aq) can fit the measurements within
the experimental uncertainty, except in solutions with exceptionally low dielectric
constants. Their proposed speciation model uses the extended Debye-Hu¨ckel equa-
tion (Helgeson et al., 1981) with extended parameters calculated using the revised
Helgeson-Kirkham-Flowers (HKF) equation of state (Tanger and Helgeson, 1988) by
Oelkers and Helgeson (1990) to calculate the charged species (Na+, K+, Cl−) activity
coefficients.
At certain temperatures and pressures, this aqueous speciation model calculates
low charged species activity coefficients, which, combined with constraints placed
upon the fluid by aqueous species association constants, yields an increasing degree of
redissociation of the chloride complexes with increasing chloride molalities. Sharygin
et al. (2002) show that their model is able to fit their conductivity measurements with
a high degree of accuracy for all but one of their measurements, which was obtained
at an extreme condition where the fluid was very close to phase separation behavior
(397◦C, 280 bar) and the solute interactions are calculated to be the strongest. The
overall agreement of their proposed model with their experimental data indicates that
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it has robust capacity for calculating charged species activity coefficients and fluid
speciation over a wide range of conditions. Nonetheless, the effects of redissociation
processes on geochemical fluxes have not been thoroughly examined, likely because of
the historical uncertainty surrounding their occurrence. Here, we attempt to stimulate
thought and continued experimental study by producing calculations and hypotheses
that explore the consequences of redissociation in geological systems.
3.4 Methods
3.4.1 Aqueous Speciation
Sharygin et al. (2002) only reported association constants at a number of discrete
points and did not produce a parameterization for extrapolating their measurements
to other conditions. Nonetheless, their reported association constants are in good
agreement with those calculated according to the Ho et al. (1994) density model, sug-
gesting that the latter (which was calibrated using considerably more dilute solutions)
has robust calculation capabilities. Therefore, we use the Ho et al. (1994) model to
calculate NaCl association constants in the present study. Density is calculated us-
ing a Matlab implementation (Junglas, 2009) of the IAPWS-95 formulation (Wagner
and Pruss, 2002). Additionally, although their effects are minor compared with those
of NaCl association, the association constants of water and HCl(aq) are calculated
according to Marshall and Franck (1981) and Ho et al. (2001), respectively. Mineral
hydrolysis constants are calculated according to the Tutolo et al. (2014a) thermody-
namic data set. Where required, speciation calculations are performed using a Matlab
implementation of the EQBRM package (Anderson and Crerar, 1993).
3.4.2 Activity coefficients of charged aqueous species
Activity coefficients are typically utilized to account for departures from the ther-
modynamic reference state resulting from increasing ionic strength of the solvent.
The activity coefficient of an aqueous species, γi, may be defined as:
γi =
ai
mi
, (3.2)
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where ai and mi are its activity and molality, respectively. Two main types of models
exist for calculating activities of solutes in geological fluids: “Pitzer-style” formula-
tions, which are based on specific ion interaction approaches (e.g., Pitzer, 1973; Harvie
et al., 1984), and formulations based on Debye-Hu¨ckel theory and its extensions (e.g.,
Helgeson, 1969; Helgeson et al., 1981). Both styles of models have their limitations,
but, generally, “Pitzer-style” formulations are better suited to the calculation of ion
activities in concentrated electrolyte solutions. Nonetheless, the “Pitzer-style” mod-
els are typically characterized by their complexity, and large amounts of data are
required for their implementation. Due to the relative lack of the requisite data to
parameterize “Pitzer-style” models at elevated temperatures and pressures, their ap-
plications in geochemical modeling are generally limited to near-ambient conditions
(e.g., Harvie et al., 1984; Møller, 1988; Duan and Sun, 2003; Zhang et al., 2006).
Thus, because of its generality and versatility, many geochemical models utilize
the extended Debye-Hu¨ckel equation to calculate the activity coefficients of charged
aqueous species. The mean ionic activity coefficient1 of a charged ion in an electrolyte
solution, γ∗±, can be approximated according to Helgeson et al. (1981):
log γ∗± = −
z2iAγ I¯
1/2
1 + a˚Bγ I¯1/2
+ bγ,iI¯ + Γγ, (3.3)
where zi is the charge of the i
th electrolyte, a˚ is the ion size parameter for the solution,
Γγ is mole fraction to molality conversion factor:
Γγ = − log(1 + 0.180153m∗), (3.4)
wherem∗ is the sum of molalities of all species in solution, Aγ andBγ are T -, P -specific
constants, and bγ,i is an electrolyte-specific “extended term parameter”. Values of
Aγ and Bγ can be calculated according to (Helgeson and Kirkham, 1974):
Aγ ≡ (2piN)
1/2e3ρ1/2
ln (10)(1000)1/2(kT )3/2
=
1.825× 106ρ1/2
(T )3/2
, (3.5)
and
Bγ ≡
(
8piNρe2
1000kT
)1/2
=
5.029× 109ρ1/2
(T )1/2
, (3.6)
1 The “mean” ionic activity coefficient represents the activity coefficients of all charged species in
the NaCl solutions considered here (Helgeson et al., 1981; Oelkers and Helgeson, 1990). In mixed
electrolytes, other forms of this equation must be employed (Helgeson et al., 1981).
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where N is Avogadro’s number, e is the absolute electron charge, k is the Boltzmann
constant, and ρ and  are the density and dielectric constant of pure water, respec-
tively, at the T and P of the calculation. Here, values of  are calculated according
to equations Johnson and Norton (1991) implemented in SUPCRT92, and the ion
size parameter is calculated according to the HKF equation of state (Oelkers and
Helgeson, 1990; Shock et al., 1992). For NaCl solutions, a˚ is calculated as the sum
of the effective electrostatic radii of Na+ and Cl-, which can be calculated according
to equations and parameters presented by Shock et al. (1992). At most pressures,
values of the electrostatic radii of both Na+ and Cl- in liquid water remain constant
to at least 300◦C, and therefore a˚ differs negligibly from 3.72 A˚ at these conditions
(Shock et al., 1992). Nonetheless, a˚ does deviate slightly from this value at some of
the conditions considered here (Shock et al., 1992), and we have therefore included a
provision to calculate its value using the HKF equation of state here.
Due to the high probability that most geologic solutions contain NaCl as the dom-
inant electrolyte, bγ,i is often taken equal to bγ,NaCl. Versions of Eq. 3.3 for NaCl
solutions have been parameterized by several researchers. For example, Helgeson
(1969) utilized a simplified version of Eq. 3.3) in which Γγ was assumed to be equal
to 0 to calculate activity coefficients of charged aqueous species. Helgeson (1969)
calculated values of bγ,i from 0-300
◦C based upon data and extrapolations and the
assumption that γ for NaCl(aq) could be taken as equal to values of γ calculated
from experimental measurements of CO2 solubility in NaCl solutions (thus putting it
at odds with the Sharygin et al. (2002) model). Helgeson (1969) suggested that solu-
tions deviate negligibly from Debye-Hu¨ckel theory at T>300◦C and that bγ,i should
therefore be set to 0. Values of bγ,NaCl over the entire range of applicability of the
HKF were later recalculated by Helgeson et al. (1981) using a full implementation of
Eq. 3.3. More recently, Oelkers and Helgeson (1990) recalculated values of bγ,NaCl
to reflect revisions to the HKF equation of state (Tanger and Helgeson, 1988; Shock
et al., 1992). A validation of the implementation of our activity coefficient model
is included in Appendix B. In this study, we employ Eq. 3.3 with bγ,NaCl values
presented by Oelkers and Helgeson (1990) parameters for all relevant calculations.
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3.5 Implications of neutral complex redissociation for min-
eral solubilities
3.5.1 Aqueous chemistry of mineral-buffered systems
The redissociation phenomenon can affect the evolution of water-rock-gas inter-
actions and elemental fluxes in a variety of geologic settings. One important example
(and the one that we will rely upon here) involves silicate-fluid interactions, which are
ubiquitous throughout Earth’s crust and upper mantle. Geologic formations contain-
ing felsic mineral assemblages such as those plotted in Fig. 3.1 (i.e., alkali feldspar-
mica-quartz) host a plethora of geothermal energy and hydrothermal ore deposition
systems (e.g., Hemley, 1959; Hemley and Jones, 1964; Montoya and Hemley, 1975;
Merino, 1975; Giggenbach, 1988; Sverjensky et al., 1991; Yardley and Bodnar, 2014).
When these assemblages interact with chloride brines, Na+ and K+ are the dominant
cations and Cl− is the dominant anion. Based on charge balance constraints, there-
fore, Na+ + K+ = Cl−, and the total solubility of the alkali feldspar-mica-quartz
assemblage is fixed by the chlorinity of the fluid. Furthermore, dependent upon the
equilibrium mineralogical assemblage, the ratio of the activities of Na+ and/or K+
relative to the activity of H+ will be fixed by the equilibrium constants forming the
boundaries of the stability fields in Fig. 3.1. Thus, because the equilibrium constant
is fixed by the temperature and pressure conditions, the pH should decrease with
increasing Cl concentration. Furthermore, because pH fixes the speciation and fluxes
of many of the more minor solutes, this combined chlorinity-activity constraint plays
an important role in the fluxes of elements through many geological systems.
3.5.2 An example: the albite-paragonite-quartz system
Importantly, the “chlorinity constraint” discussed above fixes Na and K concen-
trations, but the “equilibrium constant constraint” fixes Na+, K+, and H+ activities.
The difference between these values is affected not only by the departures from ideal-
ity resulting from the elevated ionic strength of the solution (accounted for by activity
coefficients), but also by the degree of association of neutral ion pairs. As redisso-
ciation processes increasingly dominate the speciation of the system, the activity of
Na+ becomes increasingly independent of the NaCl concentration. In other words, at
certain temperatures and pressures, the activity of Na+ remains virtually constant,
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Figure 3.1: Activity diagram showing silicate mineral buffering of fluid compositions
at 350◦C and steam saturation pressure, calculated using the thermodynamic data
set presented by Tutolo et al. (2014a).
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even when the Na molality is greatly increased. We can examine the temperature
and pressure conditions at which this behavior will occur by using the example of the
albite-paragonite-quartz equilibrium:
1.5 albite + H+ 
 0.5 paragonite + 3 quartz + Na+, (3.7)
which is not only a common fluid-buffering assemblage in the field but is also com-
monly employed to fix pH in hydrothermal experiments (e.g., Woodland and Walther,
1987; Saccocia and Seyfried, 1994; Tagirov et al., 2002). The fact that this reaction
may be metastable at some of the conditions examined here is irrelevant for the
purposes of the present discussion; we could have just as easily used any reaction
represented in Fig. 3.1 to portray these phenomena.
In order to exhibit the redissociation phenomenon, we calculate the fraction of
NaCl in solution present as neutral complexes, αNaCl(aq), according to:
α ≡ mNaCl(aq)
mNaCl,tot
, (3.8)
where mNaCl(aq) is the calculated molality of the neutral complex and mNaCl,tot is the
total NaCl molality. Accordingly, the fraction of NaCl in solution that does not exist
as a charged species is equivalent to one minus α. At steam saturation pressures and
NaCl concentrations from 0-4.5 molal (the limit of the Sharygin et al. (2002) mea-
surements), the redissociation phenomenon is only evident (i.e., α peaks and begins
to decline within our modeled range of concentrations) at temperatures greater than
∼300◦C (Fig. 3.2a). However, at 1 kbar pressure and those same NaCl molalities,
redissociation processes begin to dominate NaCl speciation at significantly higher
temperatures, greater than ∼400◦C. Furthermore, below these temperature cutoffs in
both scenarios, the molality of Na+ in solution increases with a near-constant slope
with increasing NaCl molality. However, above this temperature, the calculated Na+
molalities demonstrate increasingly positive slopes with increasing NaCl molality,
with higher temperatures exhibiting more dramatic slope increases (Fig. 3.3a,b).
Unlike their molalities, the activities of Na+ and Cl− remain linear with increasing
NaCl molality at all modeled temperatures and pressures. This behavior results from
the constraints placed upon the activities of these individual ions by the equilibrium
constant for NaCl association, which is only a function of temperature and pressure,
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Figure 3.2: Fraction of total NaCl in solution present as NaCl(aq) (α, see Eq. 3.8) in
0-4.5 molal NaCl solutions at: a) 25◦C-350◦C and pressures along the steam saturation
curve, and b) 250-550◦C and 1 kbar. Lines colors represent temperature and pressure
conditions where redissociation does (black) or does not (gray) occur.
and not NaCl concentration. Importantly, in the solutions where significant redisso-
ciation is calculated to occur, the activities of these ions remain virtually constant
with increasing NaCl molality.
The calculations presented in Figs. 3.2 and 3.3 demonstrate that the redissociation
phenomenon is a result of the competing effects of activity coefficient decreases and
molality increases. The high NaCl molalities, combined with the fact that a larger
proportion of the total NaCl in solution is present as the charged ions Na+ and Cl−,
lead to elevated values of I¯ and therefore lower values of the activity coefficient (Eq.
3.3). Nonetheless, it is additionally apparent that the redissociation phenomenon is
not only tied to the salinity of the fluid, but also closely linked to both temperature
and pressure (Figs. 3.2 and 3.3). Based on the experimental observations of Sharygin
et al. (2002) and the calculations performed here, redissociation predominantly occurs
in solutions with relatively low densities and dielectric constants. As these values
decrease, the salinity at which the fluid begins to demonstrate redissociation behavior
also becomes lower, such that, at 350◦C and steam saturated pressure, where the
density of pure water is 0.57 g/cm3, redissociation begins to occur at ∼0.5 molal
NaCl (Fig. 3.2a). However, at 1 kbar, the redissociation phenomenon does not occur
in 0-4.5 molal NaCl solutions at this same temperature (Fig. 3.2b). At 1 kbar and
550◦C, where the density of pure water is 0.44 g/cm3 however, solutions under 0.5
molal NaCl are very strongly associated and become increasingly dissociated with
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Figure 3.3: Molality (a,b) and activity (c,d) of Na+ in 0-4.5 molal NaCl solutions up to
350◦C at steam saturation pressures calculated using the speciation model discussed
in Section 3.4. The panels on the left side (a,c) illustrate calculations performed at
25◦C-350◦C at pressures along the steam saturation curve, and the panels on the right
side (b,d) illustrate calculations performed at 250-550◦C at 1 kbar.
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increasing NaCl concentration.
If we now assume, as discussed above, that the fluids plotted in Figs. 3.2 and 3.3
are in equilibrium with the mineral assemblage represented by Reaction 3.7, we can
examine how the pH may vary as a function of salinity at these temperatures and
pressures. As may be expected from a direct relationship between NaCl concentra-
tion and fluid pH, fluids at relatively low temperatures generally decrease in pH as
salinity increases (Fig. 3.4). This style of behavior occurs in fluids at steam saturated
pressures and temperatures up to ∼250◦C, and in fluids at 1 kbar at temperatures up
to ∼400◦C. However, at elevated temperatures, where redissociation begins to have a
major effect on the fluid speciation, the increasing salinity has very little, and, for the
most part, immeasurable effect on pH, even as NaCl molality increases from <0.25
to 4.5 molal NaCl.
The concept that solutions with cation-chloride concentrations up to (and likely
greater than) 4.5 molal can have approximately the same activity of their dominant
cation, and, in our example, pH, as a solution containing <1 molal of the same
elements (Fig. 3.3) is counter-intuitive if redissociation processes are not considered.
These calculations suggest that solutions existing along any of the mineral-mineral
boundaries in Fig. 3.1 can have concentrations of [Na + K] and Cl anywhere over the
range from <1 to >4.5 molal and still have virtually the same pH. These calculations
therefore suggest that, in instances where substantial redissociation is calculated to
occur, the solubility of the aluminosilicate assemblages plotted in Fig. 3.1 and others
is, indeed, dependent upon the concentration of the Cl ligand, but pH is not. Thus,
in situations where a phase-separated vapor and brine equilibrate with an equivalent
mineral assemblage at temperatures and pressures where redissociation is calculated
to occur, it is likely that both fluids will have equivalent pH. This has implications
for the chemistry of fluids sampled at seafloor hydrothermal vents (e.g., Ding et al.,
2005; Pester et al., 2014) as well as in active geothermal systems (e.g., Reed, 1997;
Simmons and Browne, 2000).
3.5.3 Extension to other systems and trace element trans-
port
Although we have specifically focused on the albite-paragonite-quartz equilibrium,
it is likely that analogous considerations apply to the K-feldspar-muscovite-quartz sys-
tem and many others in which redissociation can affect the speciation of the dominant
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Figure 3.4: Calculated pH in equilibrium with an albite-paragonite-quartz assemblage
(Reaction 3.7) in 0-4.5 molal NaCl solutions at: a) 250-350◦C and steam saturation
pressures, and b) 250-550◦C and 1 kbar.
cations and anions in solution. Furthermore, the speciation of many geologically im-
portant trace elements, such as Al and B, is strongly pH-dependent. Therefore, the
considerations discussed above regarding the pH-independent nature of redissociated
solutions can affect the transport and flux of these elements in geological environ-
ments.
3.6 Uncertainties and future work
Although the redissociation phenomenon has a number of important implications
for describing elemental fluxes through geologic systems, its effects and applicabil-
ity vary depending on the temperature and pressure conditions of the system. It
must therefore be emphasized that the results reported here are dependent upon the
accuracy of the model that we have employed. The experimental measurements of
Sharygin et al. (2002) show that this model can effectively match the conductivities
that they have observed experimentally. However, they also provide measurements at
temperature and pressure conditions where the model employed here cannot account
for the behavior of the solution. Considering that Sharygin et al. (2002) made this
observation based upon conductivity measurements of solutions with up to 1.0 molal
NaCl at 397◦C, 280 bar, where the density and dielectric constant of water are calcu-
lated to be 0.3 g/cm3 and ∼5, respectively, indicates that some relationship between
density, dielectric constant, and model applicability must exist. Tutolo et al. (2014a)
offer further evidence of regions where the transition from single ion pair to multiple
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ion association may occur. Using measurements of mineral-buffered solutions at ele-
vated temperatures and pressures, Tutolo et al. (2014a) have shown that the single
ion pair model with the assumption of γKCl(aq)=γHCl(aq)=1 cannot reproduce the mea-
sured solubilities to an increasing degree with increasing temperature and decreasing
density. Notably, the solutions that deviate most significantly from the single ion pair
model have similar densities and dielectric constants to the measurement by Sharygin
et al. (2002), suggesting that similar processes (i.e., multiple ion clustering or salt-
ing out/in of neutral species) are governing solution chemistry. Further experimental
work will be required to improve our ability to model these processes. The approaches
advocated by both Sharygin et al. (2002) and Tutolo et al. (2014a) can likely be used
in tandem to further advance our understanding of redissociation processes.
3.7 Conclusion
Consideration of the experimental measurements of Sharygin et al. (2002) and
the simple calculations that we have performed here suggest the redissociation phe-
nomenon is important to consider in a variety of geological systems. Specifically,
because, at certain temperatures and pressures, calculated activities of ions in so-
lution remain practically constant even as element concentrations increase from <1
molal to 4.5 molal, this phenomenon could significantly affect mineral and gas solu-
bilities as well as elemental fluxes. In turn, these effects play a role in the formation
of ore deposits (Reed, 1997; Yardley and Bodnar, 2014) and development of diverse,
geologically-fueled ecosystems (Jørgensen and Boetius, 2007). Nonetheless, the full
region of applicability of the types of calculations performed here is not yet clear. Our
hope is that the calculations and hypotheses included herein will stimulate continued
experimental and numerical study examining the limits of the the speciation model
employed here in order to improve the certainty with which geochemical speciation
codes may be applied to geological problems.
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Chapter 4
CO2 sequestration in feldspar-rich sandstone:
Coupled evolution of fluid chemistry, mineral
reaction rates, and hydrogeochemical properties
4.1 Summary
To investigate CO2 Capture, Utilization, and Storage (CCUS) in sandstones, we
performed three 150◦C flow-through experiments on K-feldspar-rich cores from the
Eau Claire formation. By characterizing fluid and solid samples from these exper-
iments using a suite of analytical techniques, we explored the coupled evolution of
fluid chemistry, mineral reaction rates, and hydrogeochemical properties during CO2
sequestration in feldspar-rich sandstone. Overall, our results confirm predictions that
the heightened acidity resulting from supercritical CO2 injection into feldspar-rich
sandstone will dissolve primary feldspars and precipitate secondary aluminum min-
erals. A core through which CO2-rich deionized water was recycled for 52 days de-
creased in bulk permeability, exhibited generally low porosity associated with high
surface area in post-experiment core sub-samples, and produced an Al hydroxide
secondary mineral, such as boehmite. However, two samples subjected to ∼3 day
single-pass experiments run with CO2-rich, 0.94 mol/kg NaCl brines decreased in bulk
permeability, showed generally elevated porosity associated with elevated surface area
in post-experiment core sub-samples, and produced a phase with kaolinite-like sto-
ichiometry. CO2-induced metal mobilization during the experiments was relatively
minor and likely related to Ca mineral dissolution. Based on the relatively rapid
approach to equilibrium, the relatively slow near-equilibrium reaction rates, and the
minor magnitudes of permeability changes in these experiments, we conclude that
CCUS systems with projected lifetimes of several decades are geochemically feasible
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in the feldspar-rich sandstone end-member examined here. Additionally, the observa-
tion that K-feldspar dissolution rates calculated from our whole-rock experiments are
in good agreement with literature parameterizations suggests that the latter can be
utilized to model CCUS in K-feldspar-rich sandstone. Finally, by performing a num-
ber of reactive transport modeling experiments to explore processes occurring during
the flow-through experiments, we have found that the overall progress of feldspar
hydrolysis is negligibly affected by quartz dissolution, but significantly impacted by
the rates of secondary mineral precipitation and their effect on feldspar saturation
state. The observations produced here are critical to the development of models of
CCUS operations, yet more work, particularly in the quantification of coupled disso-
lution and precipitation processes, will be required in order to produce models that
can accurately predict the behavior of these systems.
4.2 Introduction
Greenhouse gases, predominantly carbon dioxide (CO2), emitted to the atmo-
sphere at currently projected rates for the duration of the twenty-first century will
cause immense changes to Earth’s climate, hydrologic, and ecologic systems and will
lead to dramatic reductions in the quality of life for many of its human inhabitants
(IPCC, 2014). As society increasingly embraces these facts, researchers and policy-
makers are exploring CO2 Capture, Utilization, and Storage (CCUS) as a method
of reducing anthropogenic CO2 emissions while transitioning to more efficient and
less polluting energy sources. CCUS involves capturing CO2 from point sources and
injecting it deep underground into geological formations (DePaolo and Cole, 2013).
Researchers have additionally proposed to utilize the injected CO2 as a working fluid
to extract geothermal heat from the subsurface and offset some of the costs of the
capture and injection operations (e.g., Pruess, 2006; Randolph and Saar, 2011a).
Because of their favorable flow and storage properties and relative abundance,
siliciclastic reservoirs comprise a significant proportion of the reservoirs proposed for
CCUS operations (e.g., U.S.G.S., 2013). As CO2 is injected into these reservoirs, it
will dissolve into formation fluids, form carbonic acid, lower solution pH, and react
with the reservoir minerals (e.g., Kaszuba et al., 2003; Andreani et al., 2008; Busch
et al., 2008; Luquot et al., 2012; Carroll et al., 2011; Karamalidis et al., 2012; Liu et al.,
2012; Carroll et al., 2013b; Tutolo et al., 2014b; Luhmann et al., 2014). The acidi-
fication process will lead to an associated evolution of important hydrogeochemical
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parameters (e.g, porosity, permeability, and reactive surface area). Most researchers
performing CCUS studies on feldspar and clay mineral-bearing sandstones note pri-
mary silicate and (if present) carbonate cement dissolution coupled to secondary
mineral growth (Gunter et al., 1997; Andreani et al., 2008; Fu et al., 2009; Kampman
et al., 2009; Scislewski and Zuddas, 2010; Lu et al., 2010, 2011; Luquot et al., 2012;
Liu et al., 2012; Luhmann et al., 2013; Carroll et al., 2013b; Lu et al., 2013; Kirsch
et al., 2014). Generally, this progression of reactions (i.e., primary feldspars weather-
ing to clays) is expected to reduce CCUS reservoir injectivity, but these effects have
been difficult to quantify over laboratory time scales.
4.2.1 Numerical simulation of CCUS in sandstones
Researchers have developed and applied increasingly sophisticated simulators to
investigate and predict the long-term, coupled chemical and physical response of
siliciclastic reservoirs to CO2 injection (Xu et al., 2003; Johnson et al., 2004; Gaus
et al., 2005; Zerai et al., 2006; Xu et al., 2006, 2007; Gaus et al., 2008; Hangx and
Spiers, 2009; Balashov et al., 2013; Carroll et al., 2013b). These reactive transport
simulators–i.e., those that couple fluid and heat flow and kinetically controlled geo-
chemistry to predict reservoir behavior at a range of spatial and temporal scales–carry
with them unique and difficult-to-quantify sources of uncertainty. One of the most sig-
nificant sources of these relates to the reactive surface area parameter, which is used to
constrain rates of mineral dissolution and precipitation. Mineral reactive surface ar-
eas within natural geologic samples are generally poorly constrained (Helgeson et al.,
1984; White and Peterson, 1990; Nagy et al., 1999; Washton et al., 2008; Peters, 2009;
Landrot et al., 2012; Luhmann et al., 2014) and potentially incomparable to surface
areas measured on laboratory samples (White and Peterson, 1990; Hajash et al., 1998;
Li et al., 2014; Luhmann et al., 2014). However, because laboratory-measured rates
are typically normalized to reactant mineral surface areas using gas sorption methods
(e.g., B.E.T. (Brunauer et al., 1938)) or geometric measurements (e.g., White and
Peterson, 1990), modelers must know natural samples’ reactive surface areas in order
to simulate kinetically controlled mineral-fluid reactions. Furthermore, although a
plethora of studies focuses on mineral-specific dissolution rates (see e.g., the Palandri
and Kharaka (2004) compilation), significantly fewer laboratory studies examine min-
eral precipitation rates, and even fewer yet have explored the complexities of whole
rock reaction kinetics in the context of previously published, mineral-specific kinetic
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studies (e.g., White et al., 1999; White and Brantley, 2003; Gong et al., 2012; Tutolo
et al., 2014b; Li et al., 2014; Luhmann et al., 2014). Notably, in whole rock samples,
quantifying surface area of the reacting minerals is particularly challenging due to the
heterogeneous distribution of minerals and pore space.
4.2.2 Rate laws for K-feldspar dissolution and secondary min-
eral precipitation
Feldspars are one of the more reactive groups of minerals present in siliciclastic
formations. Rates of feldspar dissolution have been repeatedly shown to be a com-
plex function of solution pH and composition, temperature, chemical affinity, and
secondary mineral precipitation rate (Lagache, 1965; Aagaard and Helgeson, 1982;
Helgeson et al., 1984; Knauss and Wolery, 1986; Schweda, 1990; Rafal’skiy et al.,
1990; Burch et al., 1993; Hellmann, 1994; Gautier et al., 1994; Blum and Stillings,
1995; Alekseyev et al., 1997; White and Brantley, 2003; Maher et al., 2009). Mineral
dissolution rates are typically calculated using a rate law of the form:
r = ATKe
(
∆H‡
RTK
)
anH+(1− Ωp)q, (4.1)
where A is a pre-exponential factor and ∆H‡ is the activation enthalpy1 of feldspar
dissolution, aH+ is the activity of H
+ in solution, n describes the pH dependence of
the dissolution rate, p and q are empirical parameters describing the dependence of
the dissolution rate on the saturation index (Ω), which is calculated according to:
Ω =
(
IAP
Keq
)
, (4.2)
where IAP and Keq represent the ion activity product and equilibrium constant,
respectively.
The pH dependence of feldspar dissolution rates has been studied extensively
(Helgeson et al., 1984; Schweda, 1990; Knauss and Wolery, 1986; Hellmann, 1994;
Blum and Stillings, 1995; Fenter et al., 2014), but consensus has not been reached
regarding the value of n in Eqn. 6.4. Because aH+ can range up to ∼5 orders of
magnitude in the region where acidic rate laws apply (Helgeson et al., 1984), the value
of n can contribute up to several orders of magnitude of uncertainty to a calculated
1 ∆H‡ may be related to activation energy (EA) by: EA = RTK + ∆H‡ (Helgeson et al., 1984;
Hellmann, 1994)
54
rate, especially at very low solution pH. Fortunately, in the pH range attributed to
most natural and engineered systems (e.g., pH & 3), the value of n has less of an
effect than at lower pH. Hellmann (1994) reports values of n ranging from 0.2 to
0.6, based on experimental calibration over the range of 100-300◦C; Schweda (1990)
reports values of 0.52 and 0.45 for microcline and sanidine at 25◦C, respectively;
Blum and Stillings (1995) give 0.5 (which was adopted in the Palandri and Kharaka
(2004) compilation); and Helgeson et al. (1984) and Knauss and Wolery (1986) both
give values of n = 1, calibrated over a range of temperatures (25◦-200◦C and 25◦-
70◦C, respectively). More recently, Fenter et al. (2014) presented x-ray reflectivity
measurements that indicate a transition from n=1 at acidic pH > 2.5 to n = 0.37 at
pH <2.5, which suggests that the range of reported values of n may be attributed to
the pH range over which the formulations were calibrated.
Considerable scatter also exists for derived values of the activation energy (EA),
which is used to approximate the temperature dependence in Eqn. 6.4. Helgeson
et al. (1984) and Hellmann (1994) derive values in remarkably close agreement with
each other, yet both values are in substantial disagreement with studies deriving EA
from lower temperature experiments (Knauss and Wolery, 1986; Bevan and Savage,
1989; Sverdrup, 1990; Schweda, 1990; Blum and Stillings, 1995). Importantly, how-
ever, in spite of the lack of inter-study similarity in these important rate parameters,
these various formulations tend to calculate high temperature rates within reasonable
agreement with each other. The latter consideration indicates that calibration of EA
is subject to uncertainties associated with the rate law formulation, particularly in
the value of n, and that values of EA should only be used with the rate law and
parameters with which they were derived.
The final important parameters for calculating the feldspar dissolution rate are
related to the chemical affinity, which has been studied for feldspars mostly in the
basic region (Burch et al., 1993; Gautier et al., 1994; Alekseyev et al., 1997; Hellmann
and Tisserand, 2006). All of these studies indicate that the classical Transition State
Theory formulation, in which p and q are assumed equal to 1, tends to overestimate
near-equilibrium rates. Essentially, when values of p=q=1 are utilized, calculated
rates are only affected by chemical affinity in the region very close to equilibrium,
which is generally inconsistent with laboratory and field observations (e.g., Lasaga
et al., 1994; Alekseyev et al., 1997; Kampman et al., 2009; Lu et al., 2013).
In addition to these direct, solution controls on feldspar dissolution rates, several
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researchers (Alekseyev et al., 1997; Maher et al., 2009; Zhu and Lu, 2009) have noted
that sluggish secondary Al mineral precipitation rates may help to fix the feldspar
saturation state close to equilibrium and, consequently, slow down the dissolution
rate of primary feldspars. This mechanism is difficult to explore, however, because
rate laws for secondary Al mineral precipitation are relatively sparse. One of the
most important–and perhaps the most difficult to quantify–parameters required to
investigate the rates of secondary mineral formation is the reactive surface area of
the secondary phase (Nagy and Lasaga, 1993; Nagy et al., 1999). The surface area
of secondary phases is difficult to quantify both because it will start at or near zero
and increase exponentially and also because measurable changes in surface area must
somehow be separated to account for both secondary phase growth and primary
phase dissolution. Some researchers employ the bulk surface area of all minerals in
the system (e.g., Zhu et al., 2010) as an estimate of precipitating mineral surface area,
or simply normalize rates to the fluid volume (e.g., Alekseyev et al., 1997), both of
which yield lower bound estimates of mineral precipitation rates.
In this study, we experimentally observe CO2-induced dissolution and precipita-
tion reactions in three K-feldspar-rich sandstone cores at 150◦C. We monitor perme-
ability changes, analyze fluid and solid chemistry, and evaluate mineral volume and
surface area evolution using synchrotron X-Ray Computed Tomography (XRCT)-
based methods. Because our core samples were cut to preserve the naturally complex
spatial distribution of mineral grains and flow pathways, they allow for comparison
between previously published, laboratory-measured reaction rates and whole rock dis-
solution kinetics. Importantly, we compare the products of experiments run under
both single-pass and recirculating flow regimes with each other and “pristine” sam-
ples from the same rock in order to evaluate CO2-water-sandstone interactions as a
function of solution composition and reaction progress.
4.3 Methods
4.3.1 Experimental Configuration
Three CO2-charged flow-through experiments were conducted at 150
◦C with an
outlet pressure of 200 bar using a flow-through apparatus previously employed in
a number of complementary studies (Luhmann et al., 2013; Tutolo et al., 2014b;
Luhmann et al., 2014). The experimental apparatus (Fig. 4.1) makes use of four
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pumps: Pumps A, B, and C are Teledyne ISCO 260D pumps, and Pump D is a 500D
pump. The apparatus can be run in either “recycling” (RC, Fig. 4.1A) or “single-
pass” (SP, Fig. 4.1B) mode, and both configurations were employed in this study. To
prevent brine corrosion of the interiors of the syringe pumps, recycling mode requires
the use of deionized water as a reaction fluid. In single-pass mode, however, titanium
separators described by Luhmann et al. (2014) isolate the experimental fluid from the
pumps and therefore allow for high ionic strength reaction fluids to simulate reservoir
brines. Due to these differences, the two configurations yield the unique opportunity
to examine the effects of fluid saturation state (i.e., “far-from-equilibrium” (SP) versus
approaching equilibrium (RC)) and solution composition (i.e., deionized water (RC)
vs. high ionic strength brine (SP)). The confining pressure in all experiments was set
at 240 bar.
During the single experiment run in recycling mode, a 0.86 mol CO2/kg, deionized
H2O solution was continually circulated through the core sample for 52 days. This
CO2 concentration is ∼74% of saturation at these temperature, pressure, and ionic
strength conditions (Duan et al., 2006). A flow rate of 0.1 mL/min was used for
the first 19 hours, but was then increased to 0.5 mL/min for the remainder of the
experiment in order to improve the resolution of real-time permeability measurents.
During several brief periods, flow rates were additionally cycled to obtain improved
permeability measurements (gray points in Fig. 5.1). The recycling experiment began
with ∼510 mL of fluid, but finished with ∼460 mL due to sample collection. During
the two experiments run in single-pass mode, a 0.75 mol CO2/kg brine solution (0.94
mol NaCl/kg) was injected into each core at a constant flow rate of 0.1 mL/min.
This CO2 concentration is ∼80% of saturation at these temperature, pressure, and
ionic strength conditions (Duan et al., 2006). The two single-pass experiments lasted
3.20 (SP1) and 2.74 days (SP2), yielding total injected volumes of 460 and 395 mL
of CO2-charged brine, respectively.
In the recycling experiment, either Pump A or B continuously pumped fluid into
the core while the other refilled. Computerized valves alternated the roles of the
pumps as they became full/empty. It is not possible for the refilling pump to refill
in a constant pressure mode in the dual-pump configuration mode. For this reason,
Pump C operated in a constant pressure capacity to set the outlet pore-fluid pressure.
The refill rate in either Pump A or B was twice the flow rate to facilitate mixing of
experimental fluid. Pump C was sufficiently full at the beginning of each cycle to
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provide half of the fluid volume to the pump that was refilling. During the first
half of each cycle, Pump C was partially emptied as Pump A or B was refilled;
during the second half of each cycle, Pump C partially refilled as Pump A or B
paused after becoming full. This experimental provision allows for homogenenization
of the reaction fluid after successive passes through the core and therefore permits
calculation of full-core mineral reaction rates based upon flow rates and measured
concentrations.
In the single-pass experiments, the 0.94 mol NaCl/kg solution was injected from
the upstream titanium separator into the core and then either sampled or collected
in the downstream titanium separator (Fig. 4.1B). In order to simulate the reducing
brines that may be encountered in CCUS reservoirs (e.g., Lammers et al., 2015),
oxygen was purged from the upstream separator before the brine solution was added.
This was done by opening the separator to three cycles of ∼60 bar of CO2 pressure
that was later released. Additionally, nitrogen was bubbled through the brine for more
than two hours to purge oxygen before it was pumped into the separator. CO2 was
then added to attain the desired CO2 concentration. As noted previously (Luhmann
et al., 2014), the Teflon sheaths in which the cores are housed during experimental
reaction, while non-reactive, are susceptible to CO2 diffusion from the pore fluids
into the confining fluid. Therefore, we wrapped 0.005 cm stainless steel foil around
the Teflon sheaths in all three experiments. Nontheless, CO2 concentration in the
sampled solutions evolves somewhat over the course of the experiments, particularly
during the initial stages when the confining fluid surrounding the core is CO2-free.
In all experiments, pressure transducers placed in the fluid circulation line just
upstream and downstream of the core permit determination of in situ bulk perme-
ability through Darcy’s Law. However, due to the relatively high permeability of the
sandstone samples and the relatively small, and thus difficult to measure, pressure
gradients resulting from our fixed injection rates, the in situ permeability data is
relatively noisy. Therefore, we produced more precise permeability measurements by
cycling through a series of injection rates at periodic intervals during the recycling
experiment and before and after the single-pass experiments while deionized water
flowed through the cores at experimental temperature and pressure.
58
AC B D
sample
Fluid
A DB C
Separator
vessel
Pressure
pressure
Confining
Fluid sample
pump
B
Manual valve
Heating band
Electric valve
Pressure transducer
vessel
Pressure
pressure
Confining
pump
A
C D
Figure 4.1: Hydrothermal flow system used for recycling (A) and single-pass (B)
experiments. Fluid-rock reaction occurs in the pressure vessel (C) and the cone in
PEEK retainer rings (shown in both 2D and 3D) allows fluids to access and exit all
potential flow paths in experimental cores (D).
Table 4.1: Chemical and Physical Properties of Eau Claire Arkose Samples
Oxide§ Al2O3 BaO CaO Fe2O3 K2O MgO Na2O SiO2 TiO2 total
Wt. % 12.1 0.119 0.261 0.67 10.0 0.217 0.125 75 0.32 99
Mineral‡ Orthoclase Quartz Total Specific Surface Area[ (m-1) Porosity[ (%)
Wt. % 50.7±6.6 49.3±4.3 2.36×105 21
§Analyzed by ICP-OES, ‡Analyzed by XRD, [Calculated from XRCT, subject
to uncertainties discussed in Sect. 4.3.2.
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4.3.2 Characterization Methods
The Eau Claire arkose sample (Table 4.1) and the fluid samples listed in Tables 4.2
and 4.3 were analyzed using inductively coupled plasma-optical emission spectrome-
try (ICP-OES) for major dissolved cations and major oxides, and ion chromatography
was used for anions. Experience dictates that 2σ accuracies are generally better than
3%, and the number of significant figures given for individual analyses in Tables
4.1-4.3 is indicative of their individual precision. Core masses were measured before
and after the experiment by drying at 60◦C and repeatedly weighing until no change
in core mass was detected. Mineral abundances of a powdered sample of the Eau
Claire taken adjacent to the experimental cores were determined by X-ray diffraction
(XRD). X-ray Photoelectron spectroscopy (XPS) was performed on four samples (the
upstream face of the three experimental cores and a pristine sample) using an SSX-
100 (Surface Science Laboratories, Inc.) system equipped with a monochromated
Al Kα X-ray source, a hemispherical sector analyzer, and a resistive anode detector.
XPS system base pressure was 5.3 ×10-8 Pa and ∼1.3 ×10-6 Pa during data collec-
tion. XPS was performed using a 1 × 1 mm2 spot size (corresponding to an X-ray
power of 200 W) to determine elemental abundances of the materials to a maximum
depth of ∼10 nm. Atomic percentages were calculated using the ESCA 2005 software
provided with the XPS system. Both the XRD and XPS analyses were performed
in the Characterization Facility at the University of Minnesota. A Quanta 200 3D
DualBeam Focused Ion Beam-Scanning Electron Microscope (FIB-SEM) housed in
the Minnesota Nano Center, employing both a scanning electron beam and a Ga ion
beam, was used to image (electron and Ga beam) as well as mill into (Ga beam)
samples from the recycling experiment core. Additional SEM imagery was obtained
in the UMN Characterization Facility on a JEOL 6700F Field Emission Gun Scan-
ning Electron Microscope (FEG-SEM). Samples for FIB-SEM and FEG-SEM imaging
were adhered to carbon tape and coated in Au-Pd to reduce charging and improve
image quality.
Full-core X-ray Computed Tomography (XRCT) imaging was performed pre- and
post-experiment at 8 µm voxel size at the University of Minnesota XRCT laboratory.
The small size of the sediment particles prevented imaging of individual grains, but
larger features, such as the presence and absence of shells, were observable. Higher
resolution, smaller sample size, XRCT imaging was performed on post-experiment
sub-samples at the Advanced Photon Source (APS) at Argonne National Laboratory
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at the 2-BM-B beamline. Images were reconstructed at 0.75 µm voxel size. Each
tomographic volume is 2048 x 2048 x 2048 voxels, allowing for maximum imaged
sample sizes on the order of 1.5 mm x 1.5 mm x 1.5 mm. The cylindrical cores were
initially sawed length-wise to create two half cylinders. One of these half cylinders was
further subsectioned to provide samples within the allowable size range for the high
resolution, synchrotron XRCT imaging. These samples, along with several pristine
samples, were prepared for imaging by mounting ∼4 mm x 1.5 mm x 1.5 mm sub-
samples to wooden toothpicks using epoxy to prevent sample shifting during the
imaging process.
The reconstructed higher resolution XRCT images provide 3D observations of
pore-scale mineral orientations and therefore allow for calculation of specific surface
area and sample porosity. Reconstructed samples were analyzed using the Avizo R©
software package. All data sets were cropped to remove edge artifacts introduced by
the imaging and reconstruction procedure, then passed through a non-local means
filter to reduce image noise. The data sets were then thresholded to separate pore
space from solid grains using a watershed filter. In order to attempt to remove ar-
tifacts introduced by the sample preparation, imaging, or reconstruction processes,
“holes” in the solid less than 6 total voxels (2.5 µm3) were filled in on a slice-by-slice
basis, and “solid particles” less than 40 total voxels (17 µm3) were removed on a 3D
basis. Note that these “holes” and “particles” may actually be holes or particles,
but may also be artifacts or noise that were not removed during the cropping and
filtering procedure or were inadvertently assigned to solid or pore space during the
thresholding procedure. In either case, holes in the solid would not be accessible to
flowing fluids and therefore do not represent reactive surface area or effective poros-
ity. The decision to employ the slice-by-slice and 3D artifact removal operations was
made for computational efficiency and not necessarily for improved accuracy, which
did not vary greatly between 3D and 2D methods. For each data set, this thresholding
method yielded one large connected object (i.e., the sandstone) and numerous, much
smaller (e.g., >1×105 smaller), disconnected “particles”, which may be the result
of slight disaggregation during preparation, artifacts, or noise. After this procedure
was completed, the resulting image data set was a binary representation of the bulk
rock, and all analyses were based upon calculations performed on this binary data
set. Specific surface area in units of m−1 was calculated by summing the pore-solid
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interfacial area of the large, connected object and dividing by its volume. The uncer-
tainty in the actual surface area calculation (i.e., the summation step) is estimated
to be less than a few percent, based on similar calculations performed upon digitized
objects of known dimensions. The uncertainty on the entire XRCT analytical pro-
cess (i.e., from imaging through thresholding and artifact removal) is more difficult to
constrain, however, because analogous samples of known dimensions have not been
imaged at the APS and surface area is, of necessity, a relative parameter subject to
the size of the “ruler” used for the measurement (e.g., White and Peterson, 1990).
Notably, Porter and Wildenschild (2010) calculate absolute errors of <1.5% and <10-
40% on porosity and surface area, respectively, relative to “spherical cap” analytical
estimates of these properties generated through several XRCT processing schemes
performed on capillary tube XRCT data sets with around an order of magnitude
lower resolution. These researchers additionally suggest that improvements in accu-
racy could potentially be made with enhanced filtering and thresholding techniques,
which we have attempted to employ here. For comparison, the standard deviations of
all specific surface area and porosity analyses presented in this study (including both
pristine and post-experiment samples) are 5.3×104 m−1 and 3%, respectively, which
represent 22% and 15% of the pristine values.
4.3.3 Reservoir Sample
The feldspar-rich arkose sandstone used in this study was sampled from drill
core obtained in the city of St. Paul, Minnesota, USA (Minnesota Unique Well
Number 185810). In order to preserve predominant permeability encountered by
flowing basin fluids in CCUS reservoirs, experimental cores (12.8 mm diameter ×
24.9 mm length) were extracted from the 246 m borehole interval by drilling parallel
to bedding. All three cores were obtained within 30 mm of stratigraphic depth in
order to facilitate comparison between experimental results. Clay-rich sections of
the Eau Claire formation have been studied as a caprock for the underlying Mt.
Simon formation (Liu et al., 2012; Carroll et al., 2013b; Swift et al., 2014; Shao et al.,
2014), yet the samples used here are considerably more permeable, feldspar-rich,
and clay/mica-poor and were chosen to serve as a reduced-complexity analogue for
CCUS injection formations. Arkose sandstones generally contain a maximum of∼60%
feldspar (greater contents would require a source in which feldspar was more abundant
than quartz (Selley, 1982)), and XRD analyses indicate that the cores used in our
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experiments are near the top of this range, with 50.7±6.6% orthoclase and 49.3±4.3%
quartz, and mica contents less than a few percent. Therefore, these samples are ideal
for studying the role of K-feldspar dissolution in CCUS environments without the
added complexity of clays and other accessory phases. Electron microprobe (EMP)
analyses show that the feldspar is K-rich (96% K-feldspar), with approximately 4%
albite and trace amounts of anorthite (Luhmann et al., 2013). SEM, XRCT, and
petrographic observations indicate that a variety of types and morphologies of micas
are present within the sample. Small grains of TiO2, identified by EMP, are also
seen in small proportions in XRCT and SEM imagery. XRCT and SEM images
additionally reveal minor amounts of shells within the bedding layers, and EMP
analyses show that these shells are predominantly composed of CaPO4, consistent
with other researchers’ analyses of the Eau Claire formation (Klemic and Mrose,
1972). The initial porosity and surface area of the Eau Claire arkose (Table 4.1) were
obtained by calculating these parameters for two “pristine” samples that were not
exposed to the experimental fluid. The two measured samples yielded porosities that
agreed within less than 0.5% and specific surface areas that agreed within less than
0.02%. The values included in Table 4.1 are the average of the two measured values
for each parameter, which are assumed to be representative of the pristine sandstone.
Imagery of the pristine arkose sample indicates that the K-feldspar and quartz grains
are relatively unweathered (Fig. 4.2).
4.3.4 Numerical Methods
The Geochemist’s Workbench (GWB, Bethke and Yeakel, 2012) version 9.0.9 with
a 150◦C, 200 bar database created using the DBCreate software package (Kong et al.,
2013) was employed for speciation calculations, and PFLOTRAN (Hammond et al.,
2012; Lichtner et al., 2013), outfitted with an appropriately formatted thermody-
namic database containing identical equilibrium constants, was utilized for reactive
transport analyses of the single-pass experimental results. The Drummond (1981)
formulation was used to calculate activity coefficients of CO2(aq), and internally con-
sistent thermodynamic data presented by Tutolo et al. (2014a) was employed for
Al-bearing minerals and aqueous species, quartz, and H4SiO4(aq). Silicic acid ion-
ization constants and SiO2(am) thermodynamic data came from Busey and Mesmer
(1977) and Gunnarsson and Arno´rsson (2000), respectively. Data for the remaining
aqueous species and minerals are consistent with the standard SUPCRT92 (Johnson
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Figure 4.2: SEM image of a sample taken from the pristine sandstone near where the
experimental cores were drilled. Note the relatively smooth grain surfaces and lack
of fibrous secondary minerals.
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et al., 1992) data set. At the temperatures, pressures, and ionic strengths relevant to
this study, the extended Debye-Hu¨ckel formulation (Helgeson, 1969), which was used
in both GWB and PFLOTRAN calculations, is able to accurately calculate charged
species activity coefficients (Tutolo et al., 2015b). In calculations of saturation in-
dices for the single-pass experiments, Cl concentrations were set equal to analytical
Na concentrations, which is consistent with brine preparation by NaCl addition to
deionized water. The chemical affinity, ∆Gr, was calculated according to:
∆Gr = −RTK ln(Ω), (4.3)
where R is the ideal gas constant (8.314 kJ/mol/K) and TK is the temperature in
Kelvin. In the one-dimensional PFLOTRAN simulations, the experimental core,
which was assumed to be composed of 50% K-feldspar and 50% quartz, was divided
into 15 elements, and fluid flowed through the core at a uniform velocity equivalent
to the fixed 0.1 mL/min flow rate in these experiments. The core temperature was
set to 150◦C, and fluid flow was only allowed through its upstream and downstream
faces.
The reaction rate, r, in units of mol/cm2/s for the dissolution of K-feldspar in a
well-mixed, flow-through reaction system may be calculated according to (e.g., Dove
and Crerar, 1990; Hellmann, 1994; Tutolo et al., 2014b):
r =
∆CQ
νPSksp
, (4.4)
where ∆C is the measured change in concentration in mol/kg, Q is the flow rate in
kg/s, ν is the stoichiometric number of the element in the K-feldspar structure, P is
the integer number of passes through the core that the fluid has undergone between
fluid sampling (calculated by multiplying the experimental time by the fluid flow rate
and dividing by the fluid volume), and Sksp is the K-feldspar surface area in cm
2,
calculated according to:
Sksp = Stot(1− φ)VcoreXksp, (4.5)
where Stot is the XRCT-calculated total specific surface area, φ is the XRCT-calculated
porosity (both obtained from the pristine samples), Vcore is the core volume, and Xksp
is the XRD-determined K-feldspar volume fraction. The decision to employ a con-
stant value of Sksp in Eqn. 4.4 introduces some uncertainty into the calculated value
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of r, but a lack of knowledge about the temporal evolution of this parameter com-
bined with an inability to effectively separate primary and secondary phases within
the post-experiment images and the already potentially large uncertainty on the sur-
face area measurement itself precludes a more specific, time-dependent quantification
(see Sect. 4.5.5). The average calculated absolute change in total (i.e., all minerals in
the sample) surface area in post-experiment samples relative to the pre-experiment
samples is 22%.
In all plots of rates versus time, the rates are plotted at the mid-point between
each successive sampling time. In calculations of recycling experiment K-feldspar
dissolution rates between 15.8 and 45.7 hours and 353.5 and 695.5 hours, the 15.8
and 526.3 hour samples were smoothed using a cubic spline interpolation that was
fit to all data except those at 15.8 and 526.4 hours in order to prevent calculation of
negative and/or unrealistic rates of K-feldspar dissolution. The sample at 15.8 hours
contains comparatively high concentrations due to the slower flow rate (0.1 mL/min)
and longer fluid residence time in the preceding time, but no explanation for the high
Al, Si, and K concentrations measured at 526.3 hours is known. Details of these
calculations are included in Appendix C. Based upon the error in the surface area
calculations, XRD measurements, and ICP-OES measurements discussed above, the
uncertainty in the calculated rates is expected to be less than several tens of percent
(the symbols in Figs. 4.5 and 4.6 are roughly ±5%), with the largest portion of the
uncertainty attributed to the surface area calculation. More precise estimation of this
parameter would have benefited from acquisition of tomographic images of analogous
materials of known surface area and porosity at the APS.
4.4 Results
4.4.1 Fluid chemistry and reaction progress
Fluid chemistry samples taken from both the recycling and single-pass experiments
exhibit higher rates of element release during the initial stages relative to later stages
(Tables 4.2 and 4.3). In all samples, measured Al concentration is much lower (.5%)
than would be expected from stoichiometric K-feldspar dissolution (i.e., [Al] = [K] =
[Si]/3). Saturation indices (Ω) calculated from these analyses indicate that the outlet
fluids were very close to equilibrium with respect to quartz (-0.4 < Ω < 0.1) through-
out all experiments, and generally undersaturated with respect to primary K-feldspar
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Figure 4.3: Saturation indices (Ω) calculated for the recycling (A) and single-pass (B
and C) experiments.
and supersaturated with respect to both kaolinite and boehmite (Fig. 4.3) and a
suite of other Al-bearing secondary phases (e.g., paragonite, muscovite, gibbsite, and
diaspore). Because of the large supersaturations of these minerals, the trace micas
present within the experimental cores are not expected to have contributed to disso-
lution processes occurring within the core. Ca concentrations in the sampled fluids
increase initially and either reach a steady state (recycling) or drop off substantially
(single-pass) as the experiments progress. Changes in trace metal concentrations tend
to be correlated with these changes in Ca concentrations. Fluids sampled from the
single-pass experiments indicate an overall approach to a Si/K ratio of 2, whereas
the recycling experiment tends to have Si/K ratios between 3 and 3.5 (Fig. 4.4A).
All samples from all experiments are within the kaolinite stability field (Fig. 4.4B),
although single-pass fluid samples progressively move further into the kaolinite sta-
bility field and recycling fluid samples tend to approach the K-feldspar stability field.
4.4.2 K-feldspar dissolution
Rates of K-feldspar dissolution calculated using Eqn. 4.4 are plotted in Figs.
4.5 and 4.6 and included as a supplementary file. In all three experiments, reaction
rates decrease with reaction progress. All samples obtained from all experiments have
approached equilibrium with respect to K-feldspar relative to the initial solution com-
position, and demonstrate chemical affinities ranging from -22 kJ/mol to -1.2 kJ/mol
(Fig. 4.6). In the recycling experiment, the K-feldspar dissolution rate approached
a mean (i.e., average of K- and Si-based rates) value of 1.2×10−14 mol/cm2/s from
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Figure 4.5: K-feldspar rate calculated through time during the recycling (A) and
single-pass (C) experiments. Rates are calculated for both K and Si release from
the K-feldspar structure. Importantly, the recycling experiment utilized a CO2-rich,
deionized H2O solution and the single-pass experiments utilized a CO2-rich, 0.94 mol
NaCl/kg brine. Darker symbol colors represent samples taken later in the experiment.
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an initial mean value of 2.5×10−13 mol/cm2/s as the fluid was repeatedly passed
through the sandstone core. The single-pass experiments yield a final mean K-based2
K-feldspar dissolution rate of 4.0×10−13 mol/cm2/s, which is similar in magnitude
to the initial rates calculated from the recycling experiment. Interestingly, these
samples also have aK+/aH+ ratios and silica activities similar to the initial sample
taken from the recycling experiment (Fig. 4.4B), although their Si/K molal ratios
are considerably lower (Fig. 4.4A).
4.4.3 Secondary phase precipitation
FIB-SEM, SEM, and XRCT imagery reveal significant changes in mineral surface
area and core porosity in post-experiment samples relative to their pristine counter-
parts (Figs. 4.2, 4.7, 4.8, 4.9, 5.2). Images of the upstream face of the recycling core
show both etching of grain surfaces as well as significant growth of secondary phases
(Fig. 4.7). By milling into the surface of one of the grains using the focused Ga ion
beam on the FIB-SEM (Fig. 4.7B), we determined that the alteration/precipitation
coating on a single sandstone grain from the recycling experiment, which is charac-
terized by a round, massive texture, is approximately 500-600 nm thick. Significantly
less precipitation is apparent in SEM images of the single-pass experiments (Fig. 4.8),
which were run for considerably less time (∼3 days vs. 52 days). In these images,
clay-type minerals with needle-like morphology appear to have formed in discrete
clusters, and nano-scale nuclei appear to have formed on many mineral surfaces. It
additionally appears that certain lamellae within the K-feldspar crystal structure pref-
erentially dissolved. XPS analyses of the upstream faces of all experiments indicate
increases in the relative amount of Al and depletion of K relative to identical analyses
performed on a pristine sample (Table 4.4). The Si/K and Si/Al ratios from the XPS
data can potentially be helpful for the identification of the precipitating phases, par-
ticularly in the case of the recycling experiment where the secondary phase appears
to coat the entire grain surface for a considerable thickness.
4.4.4 Physical property evolution
Core mass and bulk permeability decreased in both the recycling and single-pass
experiments (Table 4.6). Mass decreased by approximately the same amount (∼2.1%)
2 In the single-pass experiments, the K-based rate is likely a more accurate representation of the
rate of K-feldspar dissolution due to the precipitation of a Si-containing phase (see Sect. 4.5.3).
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Figure 4.6: K-feldspar rate plotted as a function of chemical affinity for the three
whole-rock arkose experiments. Chemical affinities and rates for the experimental
samples are calculated according to methods presented in Sect. 4.3.4. Symbol colors
are the same as in Fig. 4.5, but only the final, “steady-state” rates are plotted for the
single-pass experiments. Dashed lines are calculated using the pH- and temperature-
dependent alkali feldspar rate formulation presented by Helgeson et al. (1984) and
chemical affinity parameters p=0.16 and q=1.4 (Alekseyev et al., 1997) (see Sect.
4.2.2) at pH values of 3.2-4.1, which approximately corresponds to the range of pH
calculated for the sampled fluids (Tables 4.2 and 4.3). Dotted line is the rate calcu-
lated using the Helgeson et al. (1984) formulation and p = q = 1 in Eqn. 6.4 at pH
= 4, which is the pH calculated for the final 5 samples of the recycling experiment.
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A B
C D
Figure 4.7: FIB-SEM (A, B) and SEM (C, D) images of samples taken from the up-
stream face of the recycling core. A) Secondary mineral coating on a sandstone grain;
B) Image showing thickness of the altered layer, revealed by milling into the grain
with the FIB- note that the lighter-colored material on the grain surface, considered
to be an alteration/precipitation layer, was measured to be 500-600 nm thick; C)
fibrous secondary phases coating unetched sandstone grains; D) Fibrous secondary
phase within the pore space.
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A B
C D
Figure 4.8: SEM images of samples taken from the upstream face of single-pass ex-
periment 2 post-experiment. A) Deeply etched feldspar grain sparsely covered by
clusters of secondary minerals; B) One of the secondary phase clusters and ubiqui-
tous, nanometer-size nuclei on a pitted feldspar surface; C) Preferential dissolution
of certain lamellae within the feldspar structure as well as secondary phase clusters
on the mineral surface; D) Large secondary mineral bundle near a deeply etched and
relatively unaltered mineral.
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Table 4.4: XPS analyses of pristine and experimental samples
Element Ratio Pristine RC SP1 SP2
Si/K 6.8 55 10. 15
Si/Al 5.1 3.3 1.9 2.0
Table 4.5: Potential Reactions Governing Fluid Composition
Reaction Si(aq)/K(aq) Si(aq)/Al(aq)
(4.6) K-feldspar + 4 H+ + 4 H2O → Al+++ + K+ + 3 H4SiO4(aq) 3 3
(4.7) K-feldspar + H+ + 6 H2O → boehmite + K+ + 3 H4SiO4(aq) 3 -
(4.8) K-feldspar + H+ + 4.5 H2O → 0.5 kaolinite + K+ + 2 H4SiO4(aq) 2 -
(4.9) 1.5 K-feldspar + H+ + 6 H2O→ 0.5 muscovite∗ + K+ + 3 H4SiO4(aq) 3 -
∗Note that muscovite is not expected to form in our experiments (too low of temperature (Montoya and Hemley,
1975; Aja et al., 1991)), but is used here to represent idealized clay stoichiometry.
in both cores for which measurements are available, even though these cores were
subjected to significantly different experimental durations and solution compositions
((i.e., 52 days, deionized water, approaching equilibrium (recycling) vs. ∼3 days,
far-from-equilibrium NaCl brine (single-pass)). Permeability decreased by about a
third in all three experiments, with the permeability reduction in the recycling exper-
iment, the only one for which real-time measurements are available, being the most
dramatic and tending to mostly occur during the initial stages of the experiment (Fig.
5.1). Calculations of porosity along the length of the experimental cores give values
that are both greater than and less than the pristine value (Fig. 5.2). Interestingly,
measurements of local core porosity are generally greater than the pristine value in
the single-pass experiment samples and generally less than the pristine value in the
recycling experiment samples. The single-pass experiment cores show their highest
XRCT-calculated specific surface areas near their upstream faces, where the exper-
imental fluid was farthest from equilibrium and most capable of dissolving primary
minerals and producing secondary phases (Fig. 4.8, 4.9). The greater specific surface
area values tend to be associated with larger calculated porosities, although several of
the single-pass analyses indicate higher surface area linked to lower porosity. The low-
est porosities in the recycling experiment core were calculated from samples obtained
near its upstream face; however, in this core, nearly all measurements demonstrate
low porosity associated with high surface area. Unfortunately, the XRCT image
grayscale contrast between primary and secondary phases does not allow for separa-
tion and quantification of the relative amounts of primary versus secondary phases
(Fig. 4.9).
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A B
DC
Figure 4.9: Imagery showing core mineralogy, porosity, and grain-binding cement
dissolution. A) Backscatter SEM image showing distribution of K-feldspar (light),
quartz (dark), and micas (sheets) in the sample prior to experiment. Note that
individual sediment particles are made up of both K-feldspar and quartz. Comparing
the SEM image with synchrotron XRCT images of the pristine sandstone sample
(B) and samples taken near the upstream faces of cores taken from the recycling
experiment (C) and single-pass experiment 2 (D) reveals that minerals separated
along grain boundaries (indicated by arrows) as a result of experimental dissolution.
Note that the dissolution appears to occur between K-feldspar and quartz grains.
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Table 4.6: Summary of parameters measured on the three cores before and after the
experiments
Mass Permeability
(g) (10-14 m2)
Experiment Pre Post Change Pre Post Change
recycling 5.632 5.509 -2.2% 5.7 3.6 -37%
single-pass 1 - - - 2.3 1.6 -30%
single-pass 2 5.659 5.538 -2.1% 4.7 3.5 -26%
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Figure 4.10: Total specific surface area (SSA) and porosity calculated from syn-
chrotron XRCT imagery of ∼1.5 × 1.5 × 1.5 mm3 sandstone subsamples (full-core
diameter = 12.8 mm) that were subjected to recycling (A) and single-pass (B,C)
experiments. For comparison, values of SSA and porosity calculated from pristine
samples are 2.36 m-1 and 21%, respectively.
Figure 4.11: Permeability evolution during the recycling experiment. Data has been
smoothed by taking an hourly average of the measured values. Gray symbols represent
permeabilities obtained by cycling through a series of flow rates.
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4.5 Discussion
4.5.1 K-feldspar dissolution
K-feldspar dissolution rates plotted as a function of chemical affinity are in rel-
atively good agreement with rates calculated using the Helgeson et al. (1984) rate
constant formulation and affinity parameters p = 0.16 and q = 1.4 reported by Alek-
seyev et al. (1997) (Fig. 4.6). Although the chemical affinities plotted in Fig. 4.6 were
calculated from fluids sampled after exiting the reaction vessel and therefore repre-
sent the nearest-to-equilibrium status exhibited by the fluid, the agreement between
the calculated lines and experimental measurements tends to be quite good, partic-
ularly when considering the uncertainty associated with calculating rates from our
experiments. In particular, it appears that the shape of the K-feldspar dissolution
curve plotted for the recycling experiment is approximated well by the Alekseyev
et al. (1997) parameters. For comparison, we have additionally plotted a form of
Eqn. 6.4 assuming that p=q=1 for pH = 4 (the calculated pH for the final 5 recycling
experiment samples (Table 4.2)) in Fig. 4.6. This form of the equation tends to
considerably overestimate the reaction rates calculated from not only the recycling
experiment, but also the single-pass experiments: an equivalent curve calculated at
pH = 3.6 (the calculated pH for the final single-pass experiment samples (Table 4.3))
would be around twice as fast as the K-based rates plotted in Fig. 4.6, and an equiv-
alent curve calculated at pH = 3.4 (the inlet solution pH) would be around 4 times
as fast. It is important to note here that, although the K-feldspar dissolution rate
data that we have collected appear to provide an opportunity for regression of new
parameters for use in Eqn. 6.4, we have chosen not to perform such a regression due
to the uncertainty in the rate calculations.
The relatively good agreement between these measured and calculated K-feldspar
dissolution rates is interesting because our values were measured on full rock cores
rather than powdered samples. Conventional wisdom may have postulated that they
would differ from laboratory values by several orders of magnitude due to the clas-
sic “field-lab rate discrepancy,” problems with quantifying reactive surface area, and
potential controls of secondary mineral precipitation on surface area and chemical
affinity. However, it appears that our combined XRCT/XRD method of surface area
quantification yields one potential method of avoiding these classic problems. It is
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important to note, however, that the sandstone employed here is composed of abun-
dant, well-connected pores surrounded by relatively well-mixed minerals. Other, more
carbonate-rich samples, such as the monomineralic limestone (Luquot and Gouze,
2009; Gouze and Luquot, 2011), dolomite (Luhmann et al., 2014), and the dual min-
eral calcite-dolomite (Smith et al., 2013; Hao et al., 2013; Carroll et al., 2013a) and
quartz-magnesite systems (Salehikhoo et al., 2013; Li et al., 2014) typically appear
to be less well-behaved. This discrepancy may be due to the fact that carbonates
tend to have relatively high reaction rates and heterogeneous distributions of pores
and minerals. Nevertheless, the XRCT methods employed here can likely aid in the
resolution of this problem by examining, in 3D, the dimensions of connected pore
space.
4.5.2 Metal release from sandstones
Mobilization of trace metals has been noted as a potential concern in CCUS reser-
voirs (e.g., Siirila et al., 2012; Karamalidis et al., 2012; Navarre-Sitchler et al., 2013;
Kirsch et al., 2014; Shao et al., 2014). The initially rapid rates of Ca addition to
the experimental fluids and subsequent leveling off or absence of Ca in fluid samples,
suggests that Ca-bearing materials (i.e., carbonate cement or shells) dissolve predom-
inantly during the initial stage of both the single-pass and recycling experiments. The
elevated fluid concentrations of Ca, Mg, Mn, Ni, Sr, Ba, Co, Cu, and Fe in the early
phases of the single-pass experiments (Table 4.3) suggest that CO2 injection into the
subsurface can mobilize metals trapped within reservoir minerals. The association of
the mobilization of these metals with the elevated concentrations of Ca suggests that
these elements are likely included in the structure of the carbonate cements within the
sample, which is in agreement with other studies of CO2-H2O-sandstone interactions
(e.g., Kirsch et al., 2014). The short duration of their appearance in the experimental
fluid and the rapid decline in calcite saturation state suggests that the mobilization
of these metals is unlikely to be a major concern in sandstone reservoirs over the time
scale of CCUS operations. Nonetheless, fluid concentrations of Zn show the opposite
trend of other measured metals, suggesting that perhaps mobilization of this element
is related to a different dissolution process that may be of concern over longer time
scales.
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4.5.3 Alteration mineral precipitation
A summary of potential reactions governing fluid composition are listed in Ta-
ble 4.5. These end-member reactions assume the dissolution and precipitation of
pure, stoichiometric phases, which inherently ignores the formation of Al- or Si-rich
leached layers and the various phyllosilicates (e.g., illites, smectites) for which reli-
able thermodynamic data and accurate formulas are unavailable. Furthermore, these
reactions suggest that K-feldspar, and not quartz, is dominating the fluid chemistry
during the experiments. We show below that this is a reasonable approximation and
that the reactions in Table 4.5 can accommodate the non-stoichiometric nature of the
experimental fluid concentrations.
By simultaneously considering the solid and fluid chemical data sets presented in
Tables 4.2, 4.3, and 4.4 and the potential reactions listed in Table 4.5, we can attempt
to discern the stoichiometry and mineralogy of the alteration phases precipitating in
our experiments. Specifically, in the recycling experiment, a Si/K ratio of slightly
more than 3 persists throughout all chemistry samples (Fig. 4.4A). This observation,
alongside the consideration that aluminum concentrations are invariably low in the
analyzed fluids (Table 4.2), suggests either Reaction 4.7 or 4.9 is controlling the evo-
lution of the fluid chemistry in the recycling experiment. In the case of the recycling
experiment, where the secondary mineralization appears to fully coat the grain sur-
faces to a depth of a few hundred nm (Fig. 4.7), the XPS measurements can help to
discern the composition of the precipitated phase. The XPS data show enrichment of
Al and Si and strong depletion of K in the post-experimental measurements (Table
4.4), which can effectively preclude the formation of a K-rich (i.e., muscovite-like)
phase according to Reaction 4.9. We therefore assume that boehmite, which is more
stable than gibbsite at 150◦C (Tutolo et al., 2014a), is the dominant alteration phase
formed during the recycling experiment, according to Reaction 4.7. Boehmite has
been shown elsewhere to form from feldspars at similar temperatures in pure water,
KCl-bearing, and HCl-bearing solutions (Lagache, 1965; Fu et al., 2009; Lu et al.,
2015, respectively).
Unlike the recycling experiments, the single-pass experiments do not approach
stoichiometric, 3:1 release of Si and K from K-feldspar at any point during the exper-
imental runs (Fig. 4.4A). Initially, the solution chemistry indicates that K is being
released at a rate significantly faster than Si (Fig. 4.4A, 4.5), which is consistent
with the approach to steady-state feldspar hydrolysis rates shown elsewhere (e.g.,
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Schweda, 1990; Hellmann, 1994). After approximately 25-30 hours of the experi-
mental run, fluid samples asymptotically approach a Si/K value of 2, indicating a
tendency towards Reaction 4.8 governing fluid chemistry. The apparent immobility
of Al and Si compared to K during the early time of the single-pass experiments sug-
gests that initial acidic brine attack of the feldspar surface preferentially leaches K+
ions. As the experiments progress, the rate of K release slows to a similar rate in both
experiments, as Si release increases (Figs. 4.5B,C) to approach a Si/K release rate
of 2:1, consistent with the production of kaolinite according to Reaction 4.8. Other
researchers have experimentally demonstrated a Si/K ratio of ∼2:1 in NaCl-bearing
K-feldspar dissolution experiments at similar conditions (Rafal’skiy et al., 1990; Alek-
seyev et al., 1997), and Rafal’skiy et al. (1990) suggest that kaolinite precipitation
was coupled to feldspar hydrolysis in their experiments.
The morphological characteristics of the precipitates formed in each experimental
style tend to agree with the conclusion that different minerals are forming in the two
experiments (Figs. 4.7, 4.8). Specifically, the recycling experiment tends to exhibit
small, rounded minerals that coat the entire grain surface (Fig. 4.7 A,B), whereas
the single-pass experiments form both discrete clusters of lath-shaped minerals as
well as nano-scale, surface-coating nuclei (Fig. 4.8). Clay minerals can manifest
themselves in an array of morphologies, which makes positive identification by these
image data sets difficult. However, the dominance of the rounded precipitates in
the recycling experiment and lath-shaped crystals in the single-pass experiments is
generally consistent with the formation of boehmite and kaolinite, respectively, in
these two experiments.
All samples from all experiments are continually supersaturated with respect to
both kaolinite and boehmite (Fig. 4.3) and remain within the kaolinite stability field
throughout the experimental runs (Fig. 4.4B). However, the recycling experiment
appears to have precipitated boehmite metastably, whereas the single-pass experi-
ments appear to have produced kaolinite, the more supersaturated phase. Several
factors differ between the single-pass and recycling experiments, but it appears that
the addition of 0.94 mol/kg NaCl, which substantially increases the ionic strength of
the experimental solution, may be the main driving force causing the difference in
precipitating phases. Specifically, although one may hypothesize that this difference
was related to either the flow rate or duration of the two experiment styles, these
seem to be less likely to be able to explain the difference. The first sample from the
81
recycling experiment, which was obtained after 15.8 hours of flowing at 0.1 mL/min,
has a Si/K ratio in excess of 3, whereas both single-pass experiments, which were
both run at 0.1 mL/min, had asymptotically approached a Si/K ratio of ∼2 after
a similar amount of run time. Thus, it appears unlikely that the difference in flow
rates or experimental durations can account for the difference in precipitating phases.
Furthermore, other aspects of solution chemistry, such as pH and CO2 concentration,
were in fact quite similar between the two experimental types. Thus, we suggest that
the NaCl concentration, which is very different between the two experimental types,
is the most likely reason for the difference in precipitating phases.
The mechanism by which the addition of NaCl to the experimental solution can
enhance the formation of kaolinite relative to boehmite is not entirely clear, but some
research suggests that NaCl may have an effect on the strength of Si-bearing bonds
at the feldspar surface. Particularly, Strandh et al. (1997) used quantum chemical
studies to show that NaCl strengthens the siloxane bonds within dissolving silicate
minerals. Therefore, we suggest that, as K was being released from the feldspar
structure during our NaCl-bearing single-pass experiments, the greater strength of
the siloxane bonds relative to the K-bonds allow K to be preferentially released to
the solution and for the remaining Al-Si-O-bearing feldspar structure to be converted
to kaolinite. Alternatively, the precipitation of kaolinite could potentially be cat-
alyzed by the presence of NaCl, which has been shown to catalyze kaolinite dissolu-
tion (Kline and Fogler, 1981). Both of these proposed mechanisms are admittedly
tenuous extrapolations that would benefit from a more focused mechanistic study
of the coupled dissolution and precipitation process. Nonetheless, both mechanisms
could potentially account for the difference in the Si/K ratios observed in the fluids
sampled from the single-pass and recycling experiments.
4.5.4 The effect of experimental alteration on hydrogeochem-
ical properties
The measured mass and permeability decrease in all cores supports the net eﬄux
of certain mobile elements (e.g., K and Si) and the production of the Al-rich sec-
ondary phases deduced above. The similar measured changes in mass between the
two experiment types (Table 4.6) suggests that approximately the same amount of
dissolution and precipitation occurred in all experiments in spite of their different du-
rations. This similarity is consistent with the fact that the single-pass brine remained
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far from equilibrium and highly reactive over the entire experimental runs, and the
recycling experiment fluid became gradually less reactive as the experiment went on.
Local porosity generally increased in the single-pass experiments and decreased in
the recycling experiments, which suggests a transition from a dissolution-dominated
regime to a precipitation-dominated regime with reaction progress.
Qualitatively, the porosity and permeability data show that porosity decreases in
certain areas of the core have the ability to decrease the bulk permeability of the entire
core, regardless of porosity increases in other sections of the core. This finding is con-
sistent with the concept that the bulk permeability of materials in series is dominated
by the lowest permeability layer and may be calculated according to the harmonic
mean of their individual permeabilities (e.g., Saar and Manga, 2004; Alexander and
Saar, 2012). Considerable scatter does exist, however, in the XRCT-based calcula-
tions, and it is therefore important to reiterate that the data plotted in Fig. 5.2 were
calculated on XRCT data sets obtained from samples <1.5×1.5×1.5 mm3, and thus
represent a small sub-sample of the full-core cross section (core diameters are 12.8
mm). Ideally, several samples would have been analyzed at each interval such that the
averaged result would be more representative of the full-core cross section. However,
due to the limited synchrotron beamtime and the large quantities of data involved in
these calculations (each of the points plotted in Fig. 5.2 represents ∼40 GB of data),
we were unable to produce such a rich data set. The calculated porosity changes may
have been caused solely by coupled dissolution and precipitation reactions, but it is
also possible that the flow rates utilized here (which are considerably higher than
those which the core samples would have experienced in situ in the sample reservoir)
caused fine particles within the sample to migrate into pore throats during the initial
stages of the experiment. In either case, each of the three experiments only demon-
strated about a one third total reduction in permeability, and the majority of the
permeability changes in the 52-day recycling experiment occurred during the initial,
far-from-equilibrium stage of reaction, where natural and engineered systems are only
expected to exist for relatively brief periods of time. Therefore, based on these ob-
servations, it seems likely that CO2-induced feldspar weathering will negligibly affect
fluid injectivity at CCUS reservoir scales.
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Table 4.7: Rate parameters utilized in analysis and reactive transport simulations.
Mineral log10(k25)† EA n p q Ref.
(mol/cm2/s) (kJ/mol)
K-Feldspar -8.39∗ - 1 0.16 1.4 1 + 2
Kaolinite] -15.31 65.9 0.777 3
Quartz -17.40 90.9 3
1: Helgeson et al. (1984) 2: Alekseyev et al. (1997) 3: Palandri and Kharaka (2004)
∗In order to avoid confusion between ∆H‡ and EA (see Sect. 4.2.2), we report the value
calculated at 150◦C
†k25 = Mineral dissolution rate constant computed at pH=0 and 25◦C (see,
e.g., Palandri and Kharaka (2004)).
]We have approximated the kaolinite precipitation rate constant as being
equivalent to its dissolution rate due to the lack of an appropriate parame-
terization at our pH and temperature conditions.
4.5.5 The coupled evolution of fluid chemistry, mineral reac-
tion rates, and hydrogeochemical properties
The primary mineral surface area that is created and destroyed by dissolving along
grain boundaries, forming etch pits, or precipitating secondary phases will affect the
overall reactivity of sandstone minerals. Furthermore, as evidenced by the gradient
in solid phase changes along the length of the experimental cores (Fig. 5.2), and the
observed evolution of reaction rates and saturation states with reaction progress (Fig.
4.6), the core-scale reaction rates we calculate above and the sampled fluid chemistry
are a bulk average of processes that occur as the experimental fluid is transported
through and partially equilibrates with the experimental core. Parameterization of
the coupled effects of dissolution and precipitation reactions on the evolution of poros-
ity, permeability, and specific surface area in our Eau Claire samples for incorporation
into continuum-scale models will require direct, in situ observations of the coupled
evolution of these parameters. Time-resolved techniques such as “4D” XRCT ex-
periments or pore-scale reactive transport simulations based upon 3D data sets of
the type presented here will be particularly useful in the development of these pa-
rameterizations (e.g., Navarre-Sitchler et al., 2009; Molins et al., 2012; Steefel et al.,
2013).
In spite of their inability to produce these direct parameterizations, simple, continuum-
scale reactive transport simulations can help us to gain a better understanding of the
progression of reaction rates and fluid chemistry as the fluid travels along the length
of the experimental core. To this end, we have conducted five reactive transport
simulations to examine the effects of quartz reactivity and kaolinite surface area
on K-feldspar dissolution rate, fluid chemistry, and core porosity during the single-
pass experiments (Table 6.3). For these numerical experiments, we have chosen to
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only simulate the single-pass experiments in order to avoid the added complications
brought about by the recycling process. Nonetheless, the general observations pro-
duced from these numerical simulations additionally apply to the analysis of the pro-
gression of reactions and solution chemistry as the fluid flowed through the recycling
experiment core.
The first of the five simulations was performed to validate our PFLOTRAN model
implementation by using the average K-based K-feldspar dissolution rates from the
two single-pass experiments, and the other four utilize the Helgeson et al. (1984) pH-
dependent K-feldspar dissolution rate parameterization coupled to the Alekseyev et al.
(1997) affinity factors (Table 4.7), which we have shown above to be in reasonably
good agreement with our experimental values. In all simulations, core porosity was
assumed to be the average, pristine value measured by synchrotron XRCT (Table 4.1),
and rate parameters for quartz and kaolinite were obtained from the literature (Table
4.7). One set of two simulations was run by assuming that kaolinite surface area was
equivalent to K-feldspar surface area (a conservative overestimate), and a second set
of two simulations was run assuming that kaolinite covers 10% of the surface area
of the K-feldspar. This value (10%) is an arbitrary approximation that is simply
intended to test the effect of imposed reactive surface area changes on outlet fluid
chemistry. It is made even more arbritrary by the fact that we are approximating
the kaolinite precipitation rate constant as being equivalent to its dissolution rate
constant (Table 4.7), which is potentially an overestimate (Nagy et al., 1991; Devidal
et al., 1997). Furthermore, the starting mineral composition in all simulations is
fixed at 50% K-feldspar and 50% quartz, which, in practice, means that, in these
reduced surface area simulations: 1) 10% of the K-feldspar surface is non-reactive; 2)
kaolinite is effectively allowed to precipitate over 10% of the K-feldspar surface; but
3) kaolinite is not present at the beginning of the simulation. In each simulation set,
quartz was either “reactive” (i.e., quartz surface area = 50% of the total core surface
area) or completely inert. As with the kaolinite surface area, these two end members
were chosen arbitrarily to test the effect of quartz reactivity on fluid chemistry. All
simulations were run for 72 hours, which is approximately the average duration of
the two single-pass experiments, in order to evaluate the effect of these steady-state
reactions on core-scale porosity.
A number of observations can be made based upon the results of these five numer-
ical experiments (Fig. 4.12). The simulation employing the rate derived in this study
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Table 4.8: Summary of reactive transport simulations
ksp SA qz SA kln SA
# Description† 105 m−1 105 m−1 105 m−1
1 kln SA = ksp SA Derived Rate 1.18 1.18 1.18
2 kln SA = ksp SA H84+A97 1.18 1.18 1.18
3 kln SA = 10% ksp SA H84+A97 1.062 - 0.118
4 kln SA = ksp SA, qz inert H84+A97 1.18 1.18 1.18
5 kln SA = 10% ksp SA, qz inert H84+A97 1.062 - 0.118
†kln = kaolinite; ksp = K-feldspar; qz = quartz; H84 = Helgeson et al. (1984); A97 = Alekseyev et al. (1997)
produces outlet K concentrations in excellent agreement with those measured at the
conclusion of both single pass experiments (diamonds in Fig. 4.12C). However, the
outlet Si/K ratios (∼2.4), and the outlet Al concentration (∼4 µmol/kg) are greater
than and less than, respectively, those measured during the experimental runs, which
suggests that Si-donating quartz and Al-sequestering kaolinite are reacting faster in
the simulation than in the experiments. Furthermore, as noted above, this derived
rate is the bulk average of processes occurring along the length of the core and in-
herently ignores the effect of pH increases and chemical affinity decreases caused by
K-feldspar dissolution, which clearly have the capacity to influence the K-feldspar
dissolution rate (Figs. 4.6, 4.12A).
The simulations that incorporate the pH and chemical affinity dependency into
the K-feldspar rate calculations all produce outlet K concentrations in relatively good
agreement with the experimentally measured values. However, similar to the simu-
lation run with the derived rate, these simulations produce Si/K ratios higher than
measured if quartz is allowed to react and Al concentrations lower than measured if
kaolinite surface area is assumed to be equivalent to K-feldspar surface area. Notably,
quartz reactivity has practically no effect on K-feldspar reaction rate (Fig. 4.12A).
However, if kaolinite is assumed to cover 10% of the K-feldspar surface as discussed
above, both K-feldspar and kaolinite are slower to react. K-feldspar’s reaction rate
along the core is slower partially because its surface area is 10% blocked3, but mostly
because sluggish kaolinite precipitation rates allow more Al and Si to remain in solu-
tion and maintain the solution closer to K-feldspar saturation. The slower reaction
rate causes the outlet K concentration to be ∼25% lower than in the higher surface
3 An additional simulation run with kln surface area = 10% ksp surface area, but ksp SA = 50%
core surface area (1.18×105m−1), yielded an outlet K concentration and Si/K ratio that were very
similar to simulations with Ksp surface area = 40% core surface area (1.062 ×105m−1), but outlet
Al concentrations that were ∼10 µmol higher. This simulation was not included in Fig. 4.12 for
clarity. Nonetheless, the relatively small effect of a 10% reduction in K-feldspar surface area on
measured K concentrations suggests that our decision to employ the pristine surface area for all rate
calculations above is a reasonable approximation.
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Figure 4.12: Five reactive transport simulations were run in order to explore the
coupled evolution of fluid chemistry, mineral reaction rates, and hydrogeochemical
properties during the single-pass experiments. One simulation was run using the
average K-based K-feldspar dissolution rate derived from the two single-pass experi-
ments presented in this study. Four other simulations were run using the temperature-
and pH-dependent feldspar rate parameterization presented by Helgeson et al. (1984)
(H84) and affinity factors (p and q in Eqn. 6.4) presented by Alekseyev et al. (1997)
(A97). These four scenarios were designed to test the effect of quartz (qz) reactivity
and kaolinite precipitation rate on the K-feldspar dissolution rate and composition of
the sampled fluids. We have plotted K-feldspar dissolution rate (A), porosity (B), Al
and K concentrations in the fluid (C), and Si/K ratio (D) as a function of distance
along the core from inlet to outlet. Measured “steady-state” concentrations of K
(diamonds) and Al (triangles) from the single-pass experiments are plotted in C for
comparison.
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area simulations, and therefore in excellent agreement with the measured results.
The outlet concentrations of Al in these reduced surface area simulations are also
in better agreement with our measured values. Together, these observations suggest
that, at steady state in the single-pass experiments, the kaolinite reaction rate and
the effect of kaolinite precipitation on K-feldspar surface area and reaction rates are
more similar to this scenario. Thus, these numerical experiments show that kaolinite
precipitation during the single-pass experiments is occurring fast enough such that
>95% of the Al liberated from the feldspar structure is precipitated before exiting
the core, but slow enough such that it cannot be approximated as instantaneous. The
kaolinite precipitation rate clearly has a large effect on the calculated K-feldspar sat-
uration state and dissolution rate and therefore suggests that renewed effort into the
quantification of Al mineral precipitation rates is warranted. In particular, a more
advanced understanding of the association between secondary mineral precipitation
rates and primary feldspar dissolution rates will greatly benefit from targeted isotope
spiking of experimental materials (e.g., Gruber et al., 2013; Oelze et al., 2015).
The simulations run under the assumption that quartz is completely inert both
produce Si/K concentrations in considerably better agreement with the experimental
results than those run assuming that quartz is highly reactive. Therefore, these nu-
merical experiments demonstrate that the imposed quartz rate constant and reactive
surface area combine to produce a reaction rate that is higher than occurred during
our experiment. The quartz reaction rates employed in these simulations were de-
rived from measurements performed in pure water, which should allow for reasonable
approximation of the rates observed in our experiments because quartz is apparently
independent of cation concentration below pH ≈ 4 (Dove, 1995). Nonetheless, quartz
is very unlikely to be fully non-reactive within our samples, and the fact that the
observed Si/K ratio is slightly more than 3 in the recycling experiments (Fig. 4.4A)
does suggest that quartz can contribute Si to the experimental solutions at these
temperatures. All samples from all experiments, however, were close to equilibrium
with respect to quartz (Fig. 4.3) and, therefore, it is likely that an appropriate affin-
ity relationship for quartz dissolution would produce outlet fluid chemistry in better
agreement with the experimental results.
In all five simulations, the core porosity increases along the entire length of the
core, with the most dramatic changes occurring near the upstream face (Fig. 4.12).
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These results qualitatively agree with the XRCT analyses of the single-pass experi-
ments discussed above. Nonetheless, the fact that no porosity reductions are calcu-
lated to occur suggests that some of the porosity-reducing processes are not being
captured in this simplfied model. Therefore, the classical porosity-permeability re-
lationships implemented in many reactive transport models would in fact predict
permeability increases in the single-pass experimental cores. As noted above, the
porosity reductions that occurred during our flow-through experiments may have
been a function of coupled dissolution/precipitation processes, or, alternatively, the
mechanical transport of grains within the sandstone matrix. The model is incapable
of simulating this latter process, and the tentative nature of the kaolinite precipita-
tion parameterization used in these experiments precludes a definitive analysis as to
which of these two processes is dominating the observed permeability reductions.
4.6 Conclusions
In this study, we have presented single-pass and recirculating flow-through exper-
iments conducted on K-feldspar-rich sandstone cores at 150◦C and 200 bar. By char-
acterizing fluid and solid samples from these experiments using a suite of analytical
and numerical techniques, we have explored the coupled evolution of fluid chemistry,
mineral reaction rates, and hydrogeochemical properties during CO2 sequestration
into feldspar-rich sandstone. In general, our experimental, analytical, and numerical
results confirm predictions that the heightened acidity resulting from supercritical
CO2 injection into feldspar-rich sandstone will dissolve primary feldspars and precip-
itate secondary aluminum minerals. A core through which CO2-rich deionized water
was recycled for 52 days decreased in bulk permeability, exhibited generally lower
porosity associated with higher surface area in post-experiment core sub-samples,
and produced an Al hydroxide secondary mineral, such as boehmite. However, two
samples subjected to ∼3 day single-pass experiments run with CO2-rich, 0.94 molal
NaCl brines decreased in bulk permeability, showed generally elevated porosity asso-
ciated with elevated surface area in post-experiment core sub-samples, and produced
a phase with kaolinite-like stoichiometry. Notably, boehmite remained two orders of
magnitude less supersaturated than kaolinite in all samples from all experiments, and
we have proposed that the presence of NaCl in the single-pass experimental fluids is
the most likely explanation for the difference in precipitating phases. In the single-
pass experiments, we observed only limited CO2-induced metal mobilization, which
89
we have suggested is most likely related to Ca mineral dissolution. By considering the
relatively rapid approach to equilibrium, the relatively slow near-equilibrium reaction
rates, and the minor magnitudes of permeability changes in these experiments, we
can conclude that CCUS systems with projected lifetimes of several decades are geo-
chemically feasible, even in the feldspar-rich sandstone end-member examined here.
An overall goal of this study was to use our experiments to assess and improve the
certainty with which reactive transport models may be applied to CCUS systems. To
do this, we calculated K-feldspar dissolution rates using changes in K and Si concen-
trations sampled from our experiments and K-feldspar surface area calculated from
synchrotron X-Ray Computed Tomography (XRCT) analyses. The observation that
these full-core rates are in relatively good agreement with literature parameterizations
suggests that the latter can be confidently utilized to model CCUS in K-feldspar-
rich sandstone. This realization is especially evident when one considers the overall
uncertainty involved in applying reactive transport simulations to geologic systems,
particularly related to thermodynamic data, diffusion/dispersion effects, and hydro-
geochemical heterogeneities. Finally, by performing a number of reactive transport
modeling experiments to explore processes occurring as the fluids traveled through
the experimental cores, we have found that the overall progress of feldspar hydrolysis
is negligibly affected by quartz dissolution, but more strongly impacted by the rates
of secondary mineral precipitation and their effect on K-feldspar saturation state.
The observations produced here are critical to the development of models of CCUS
operations, yet more work, particularly in the quantification of coupled dissolution
and precipitation processes, will be required in order to produce models that can
accurately predict the behavior of these systems.
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Chapter 5
Experimental observation of permeability changes
in dolomite at CO2 sequestration conditions
5.1 Summary
Injection of cool CO2 into geothermally warm carbonate reservoirs for storage
or geothermal energy production may lower near-well temperature and lead to mass
transfer along flow paths leading away from the well. To investigate this process,
a dolomite core was subjected to a 650-hour , high pressure, CO2 saturated, flow-
through experiment. Permeability increased from 10−15.9 to 10−15.2 m2 over the ini-
tial 216 hours at 21 ◦C, decreased to 10−16.2 m2 over 289 hours at 50◦C, largely due
to thermally-driven CO2 exsolution, and reached a final permeability of 10
−16.4 m2
after 145 hours at 100◦C due to continued exsolution and the onset of dolomite pre-
cipitation. Theoretical calculations show that CO2 exsolution results in a maximum
pore space CO2 saturation of 0.5, and steady state relative permeabilities of CO2 and
water on the order of 0.0065 and 0.1, respectively. Post-experiment imagery reveals
matrix dissolution at low temperatures, and subsequent filling-in of flow passages at
elevated temperature. Geochemical calculations indicate that reservoir fluids sub-
jected to a thermal gradient may exsolve and precipitate up to 200 cm3 CO2 and
1.5 cm3 dolomite per kg of water, respectively, resulting in substantial porosity and
permeability redistribution
5.2 Background
Deep geologic storage of the increasingly prevalent greenhouse gas carbon dioxide,
CO2, is a proven technology with promising prospects for mitigating the damaging
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effects of climate change Bachu (2003); Lackner (2003); Pacala and Socolow (2004);
McGrail et al. (2006); Friedmann (2007); Oelkers and Cole (2008); Benson and Cole
(2008). In order for this technology to meaningfully impact global atmospheric green-
house gas concentrations, however, the global population will need to dramatically in-
crease the quantity of subsurface CO2 injection operations Pacala and Socolow (2004).
Of the geologic formations considered for geologic carbon storage (GCS), siliciclastic
and carbonate basins have received the majority of the attention due to their size,
abundance, flow properties, and storage capabilities Benson and Cole (2008). Both
reservoir types have significant potential for storing CO2, but carbonate reservoirs,
which are typically composed of limestone or dolomite, abundant, and prevalent as
depleted hydrocarbon reservoirsLi et al. (2006); Jobard et al. (2013), will be the focus
of the present study.
Injection of surface-temperature CO2 into geothermally warm reservoirs for GCS
or geothermal energy production may result in depressed temperatures near the in-
jection well and thermal gradients and mass transfer along flow paths leading away
from the well Randolph and Saar (2011a). GCS reservoirs may develop a range of
thermal gradients, depending on the temperature of injected CO2, background reser-
voir temperature, and reservoir permeability Lu and Connell (2008); Andre´ et al.
(2010); Rayward-Smith and Woods (2011). Operations that inject low-temperature
CO2 into warm reservoirs (e.g.,&100◦C), are especially likely to develop severe thermal
gradients. Of particular concern are CO2-based geothermal systems (e.g., CO2-based
Enhanced Geothermal Systems (CO2-EGS)Pruess (2006) or CO2 Plume Geothermal
(CPG) systems Randolph and Saar (2011a)), where lowering the heat rejection tem-
perature for power generation increases heat extraction efficiencies Randolph and Saar
(2011a).
A number of studies have highlighted the effects of temperature, partial pressure
of CO2, and salinity on the solubilities of both CO2 and carbonate minerals. Partic-
ularly, experiments and theoretical calculations illustrate the heightened solubility of
carbonates in high pCO2 solutions and the inverse dependence of CO2 and carbonate
solubility on temperature (Duan and Sun, 2003; Allen et al., 2005; Spycher and Pruess,
2005; Noiriel et al., 2009; Luquot and Gouze, 2009; Gouze and Luquot, 2011; Andre´
et al., 2007; Smith et al., 2012; Jobard et al., 2013). Additionally, the reservoir salin-
ity has been noted as a factor affecting the solubilities of both CO2 and carbonates
in reservoir fluids (Duan and Sun, 2003; Allen et al., 2005; Drummond, 1981). The
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inverse solubility of CO2 and carbonates is expected to dissolve primary carbonates
and increase permeability in the cool, near-well region and re-precipitate carbonates
and decrease permeability as CO2 and carbonates are exsolved and precipitated, re-
spectively, in the geothermally heated reservoir Andre´ et al. (2010); Jobard et al.
(2013). These chemical processes can affect reservoir intrinsic permeability through
redistribution of solid phase volume, as well as the relative permeabilities of water
and CO2 through the evolution of free phase CO2. As the pore space continuously
fills with CO2, the relative permeabilities of water and CO2 with respect to to the
intrinsic permeability will decrease and increase, respectively. The magnitudes of the
relative permeability changes are rock- and regime-dependent, and changes in relative
permeabilities resulting from thermally-driven CO2 exsolution in GCS reservoirs has
only been discussed in a limited number of studies Luhmann et al. (2013).
To date, research has primarily focused on the dissolution regime, but the pre-
cipitation and exsolution of carbonates and CO2 as reservoir fluids flow up thermal
gradients are similarly important Oldenburg (2007); Han et al. (2010); Rayward-Smith
and Woods (2011). Because little experimental data regarding the precipitation of
carbonate phases in high pCO2 solutions exists, simulations of the formation of solid
carbonate phases and the resulting flow property changes in GCS reservoirs remain
uncertain. Precipitation rates of some carbonates have been measured at a variety
of temperatures applicable to geologic CO2 sequestration Plummer et al. (1979); Shi-
raki and Brantley (1995); Lebron and Suarez (1998); Teng et al. (2000), but data
for dolomite precipitation remain considerably more sparse Arvidson and Mackenzie
(1997, 1999), and experimental confirmation of dolomite precipitation in high pCO2
fluids at temperature and pressure relevant to GCS has not been demonstrated. While
the data presented by Arvidson and Mackenzie Arvidson and Mackenzie (1999) in-
dicate that a dolomite-equilibrated fluid traveling away from the low-temperature,
near-well region may overcome the substantial activation energy required to precip-
itate dolomite, their range of investigated concentrations needs to be expanded to
determine the applicability to GCS. Experimental observations of the relationship
between temperature, mineral volume changes, CO2 dissolution/exsolution, and flow
properties are required to address the long-term security and sustainability of GCS
and CO2-based geothermal energy reservoirs.
In this study, we used a flow-through experiment to observe the permeability and
porosity effects of dolomite dissolution and precipitation and CO2 exsolution at GCS
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and CO2-based geothermal energy reservoir conditions. We measured permeability
changes in a dolomite rock core at a series of temperatures encountered in GCS reser-
voirs and examined, using high resolution X-Ray Computed Tomography (XRCT)
and Scanning Electron Microscopy (SEM), the in situ development of flow pathways
and precipitation of dolomite crystals within the experimental core. To expand upon
the experimental results, we performed theoretical calculations to show the exsolution
and precipitation capacities for a variety of geologic CO2 storage conditions.
5.3 Experimental Design
The experiment described here is unique in that the reacting fluid was continu-
ally recirculated through a cylindrical (3.6 cm length × 1.31 cm diameter) Madison
dolomite core, allowing it to approach equilibrium with the core mineralogy at each
imposed temperature condition, unlike other, single-pass experiments, which main-
tain a fixed input fluid concentration (e.g., Noiriel et al. (2009); Luquot and Gouze
(2009); Gouze and Luquot (2011); Jobard et al. (2013)). Although the flow rates
employed in the experiment are somewhat elevated relative to natural flow rates (see
SI) to facilitate accurate permeability measurement, recirculation of the reaction fluid
allows for cumulative fluid-mineral reaction times that are more consistent with those
encountered in field settings. The comparably long reaction times therefore allow the
system to more closely approximate long-term CO2 injection reservoir behavior. The
flow-through experimental apparatus (Fig. S1) has previously been used to show
thermally-induced exsolution processes in rock and sediment samples Luhmann et al.
(2013). The experimental setup approximates an open thermodynamic system with
respect to CO2 by recirculating the fluid through a room temperature (21
◦C), high
pressure (110-126 bars) separator containing H2O and supercritical CO2 before each
pass through the reaction vessel. Stainless steel screened Teflon endcaps at each end
of the core prevent solid material from migrating into or out of the core, and a set of
two computer-controlled Teledyne Isco syringe pumps recirculat ∼400 mL of deion-
ized water through the core. Two additional syringe pumps maintain the pressure
vessel assembly at a confining pressure of 200 bars and an outlet pressure of 110 bars,
respectively.
To explore a range of temperatures that may reasonably be encountered in geologic
CO2 sequestration and geothermal energy production reservoirs, the experiment was
sequentially run at 21, 50, and 100◦C. The experiment proceeded at room temperature
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(21◦C) for the first 216 hours. The pressure vessel was then heated to 50◦C from
216-505 hours and to 100◦C from 505-650 hours using four independently controlled
Watlow band heaters surrounding the pressure vessel. The abrupt transition from
21◦C to the elevated experimental temperatures are somewhat more dramatic than
those encountered in GCS reservoirs where heat can travel through advective and
diffusive processes, but more gradual gradients would be difficult to apply on the
small core sample employed here. Fluid flow rates were fixed at a series of constant
values (see SI) and two high-precision Heise pressure transducers allowed for real-time
measurement of pressure differential across the sample. Together, these two values
provide the requisite data for calculation of permeability using Darcy’s Law.
5.4 Geochemical Formulation
A module with a similar structure to SUPCRT92 Johnson et al. (1992) was assem-
bled and employed in the calculation of equilibrium constants for reactions between
dolomite, CO2, and H2O. Where required, a Matlab implementation of the EQBRM
code Anderson and Crerar (1993) enabled speciation calculations at the temperature
and pressure of interest based on equilibrium constant and mass balance constraints
for the dolomite system. We included an explicit provision for the calculation of
temperature-, pressure-, and ionic strength-dependent activity and fugacity coeffi-
cients in the speciation code. CO2 solubility calculations performed with this assem-
bled model are in good agreement with independent calculations performed using the
virial equations of Duan and Sun Duan and Sun (2003). The Matlab scripts employed
in the fluid chemistry calculations are included in the Supporting Information.
5.5 Results and Discussion
Permeability changes throughout the experiment were distinctly tied to the geo-
chemical processes of CO2 exsolution and dolomite dissolution and precipitation (Fig.
5.1). Permeability changes throughout the 21◦C stage can be divided into three dis-
tinct periods: 1) a 5-hour period during which permeability rapidly increased from
∼10-15.9 m2 to ∼10-15.5 m2; 2) a 100-hour period during which permeability gradually
increased to ∼10-15.2 m2, and 3) a stabilized period that lasted until temperature was
raised. The rapidly increasing period suggests that initial exposure of the dolomite
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to the experimental fluid dissolved material along critical pathways and likely short-
circuited portions of the core. The limited permeability increases during the subse-
quent, gradually increasing period suggests that further exposure to the experimental
fluid only continued to enlarge preexisting flow pathways, but did not cause further
critical path breakthroughs. The final, stabilized period indicates that any further
dissolution that occurred had no measurable effect on permeability. Although the
reaction regime may have evolved as the flow rate was cycled through a range of
values during this period, theoretical considerations and a fluid sample taken near
the end of the 21◦C stage indicate that the experimental fluid remained far from
dolomite saturation during the 21◦C stage of the experiment (Fig. S3). At the end
of the 21◦C stage of the experiment, the concentration of fluid being injected into the
reaction vessel was nearing the 50◦C dolomite saturation concentration, ∼12 mmolal
(see SI for modeled 21◦C concentration), and it therefore likely reached equilibrium
with respect to the Madison dolomite at 50◦C. These theoretical calculations suggest
that dissolution primarily occurred before core temperature was raised above room
temperature, removing approximately 7% (0.8 g) of the core mass, if stoichiometric
dissolution of crystalline dolomite is assumed.
Post-experiment, X-ray Computed Tomography (XRCT) imagery of the core re-
veals the development of large dissolution passages during the 21◦C stage (Fig. 5.2).
As shown in Fig. 5.2A, two connected, ∼1 cm long, conical passages were formed at
the upstream end of the core. The total volume of these two passages calculated from
the XRCT data is ∼0.066 cm3 (∼ 2% mass, assuming well-crystallized dolomite),
which is in agreement with the mass removal calculations described above when con-
sidering the proportion of the post-experiment pore volume they occupy (Fig. 5.2B).
Figure 5.2B shows that the volume of the identified passages drops rapidly within the
initial 0.2 cm of the core, then remains at 0.8×10−4 cm3 for about 0.75 cm, and finally
drops quickly to zero approximately one third of the way through the core. Similarly,
the total pore volume drops dramatically and reaches a stable value of 0.5×10−4 cm3
approximately one third of the way through the core. The spatial profiles of pas-
sage volume and total pore volume suggest that dissolution mainly occurred near the
injection point. However, permeability is mainly determined by the narrowest pore
throat along the flow pathways, such that these much larger passages have only minor
contributions to the bulk permeability. By recalling the three periods of permeability
changes at 21◦C, it seems likely that these passages at the upstream end of the core
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were predominantly enlarged during the third, stable period.
Upon raising core temperature to 50 ◦C, permeability rapidly fell to ∼10-15.9 m2
, approximately the initial permeability, within 20 hours. As temperature was main-
tained at 50◦C for 289 hours, permeability continued to fall to a minimum of ∼10-16.2
m2. From 21◦C to 50◦C, the theoretical CO2 exsolution capacity for CO2-saturated
deionized water calculated using the methods described in the CO2 Solubility and
Exsolution Capacity section below is 34.4 cm3/kg. The total pore volume calculated
from the XRCT data is 0.23 cm3, which is equivalent to a porosity of φ ≈ 0.047.
This implies that each pass of fluid through the core will generate ∼8×10−3 cm3
of free phase CO2, and, if it remains within the core, CO2 will totally fill the pore
space in approximately 2 hours. Therefore, because both phases continued to flow
through the core for the entirety of the experiment, most of the exsolved CO2 must
pass out of the core. By assuming that exsolved CO2 and water within the core be-
haves according to the modified Darcy’s law for two-phase flow Stauffer et al. (2009),
and that water relative permeability behaves according to the Brooks-Corey model
(Brooks and Corey, 1966), the relative permeabilities of water (krw) and CO2 (krCO2),
the Leverett function, and the capillary pressure can be calculated (see SI). Results
of these calculations show that both CO2 saturation and relative permeability reach
quasi-steady state within 10 hours of raising core temperature (Inset (b) of Fig. 5.1).
Researchers have demonstrated similar behavior for a number of rock types and ex-
solution scenarios Luhmann et al. (2013); Zuo et al. (2012). At steady state, the
calculated values for free-phase CO2 saturation of the pore space (SCO2), krw, and
krCO2 reach ∼0.5, ∼0.1, and ∼0.0065, respectively. Inset (a) in Fig. 5.1 shows the
relative permeabilities as a function of pore space water saturation, Sw, which are in
general agreement with values measured in similar exsolution experiments Zuo et al.
(2012).
Temperature was raised once more to 100◦C, causing dolomite and CO2 to pre-
cipitate and exsolve, respectively, and reduce permeability to ∼10-16.4 m2, half of an
order of magnitude lower than the initial measured permeability. The calculated CO2
exsolution capacity for the fluid flowing from the room temperature separator into
the 100◦C core is ∼146 cm3/kg, but due to the combined effects of CO2 exsolution
and dolomite precipitation, it is not possible to examine relative permeabilities, as
was done above for the 50◦C period. Nonetheless, because the drop in permeability
seems to occur directly after raising the core temperature to 100◦C, it is likely that
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the majority of the observed permeability decrease can be attributed to further CO2
exsolution within the core.
At 100◦C, dolomite precipitation from a CO2-saturated fluid equilibrated with
dolomite at 50◦C is thermodynamically (Fig. 5.4) and kinetically Arvidson and
Mackenzie (1999) favorable and can lead to substantial crystal growth, on the order
of 0.44 cm3/kg. X-Ray Diffraction measurements confirm that crystalline dolomite
indeed formed during the experiment (see SI), but calculations of the total volume
of dolomite precipitated in the largest passage (Fig. 5.2A), which should comprise
the majority of the overall precipitated volume, is only 0.04 cm3. It is not expected
that the entire precipitation capacity could be met during the experiment due to
the kinetics of dolomite precipitation at low degrees of supersaturation; however, the
calculated precipitation capacity is on the same order of magnitude as the pore vol-
ume within the core and, therefore, supersaturation of both CO2 and dolomite can
dramatically affect sample permeability.
Figure 5.1: Logarithm of permeability, k, through time during a temperature series
experiment on a dolomite rock core. Temperature was increased from 21◦C to 50 ◦C
at 216 hours and from 50◦C to 100◦C at 505 hours. Inset (a) Measured water relative
permeability (krw) and calculated CO2 relative permeability (krCO2), as a function of
water saturation (Sw). Inset (b) Calculated CO2 saturation (SCO2), krw, and krCO2
as a function of time for the 50◦ stage.
The comparison between SEM micrographs of the host dolomite and the precipi-
tated dolomite within the experimental sample (Fig. 5.3) allows further interpretation
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Figure 5.2: A) Post-experiment XRCT reconstruction of the upstream end of the
Madison dolomite core (total core length is 3.6 cm). The largest connected flow path
has been extracted, and precipitated dolomite within this passage is colored yellow.
B) Total pore volume, passage volume, and the volume of the precipitated phase
within the passage shown in A.
of the style of dissolution and precipitation dominating at different stages of the ex-
periment. Notably, large crystals are apparent within a finer, cemented matrix in
the sample prior to the experiment, and it appears that large dissolution passages
formed by dissolving both the large crystals and fine-grained cement from selective
flow pathways (Figs. 5.2, 5.3(a), and 5.3(c)) during the low-temperature stage of
the experiment. These passages have been repeatedly shown to form and increase
the permeability of carbonate samples exposed to acidic fluids Hoefner and Fogler
(1988); Luquot and Gouze (2009); Gouze and Luquot (2011); Smith et al. (2012).
The crystals shown in Fig. 5.3(c) must have become deeply etched during the lower
temperature stage, because dolomite solubility dramatically decreases with increas-
ing temperature. The lack of signs of growth on the crystal surface therefore suggest
an absence of nucleation sites on the etched surface, or, alternatively, CO2 trapped
in the surrounding pore space prevented the supersaturated fluid from crystallizing
dolomite in that region.
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Although the crystals imaged in Fig 5.3(c) appear to have only experienced ex-
tensive dissolution and no subsequent growth, large, unetched dolomite crystals ap-
pear throughout the dissolution passage (Fig. 5.3(a), (d)-(f)). These crystals show
signs characteristic of growth, including micron-scale dolomite crystals on their faces
(e.g., Fig. 5.3 (a), (d)-(f)) and potential growth planes at step dislocations (e.g., Fig.
5.3(f)). Some of the crystals near the flow passage walls may have grown by enlarging
preexisting dolomite crystals, but dolomite precipitation in the Teflon orifice down-
stream of the stainless steel screen (Fig. S2) and in the central parts of the enlarged
flow passages requires that a significant portion of the dolomite crystals nucleated
and grew from the supersaturated fluid. Areas of large voids separating precipitated
dolomite, such as the one visible near the top of the right flow passage in Fig. 5.2A,
suggest that dolomite growth is sensitive to the duration of fluid-mineral contact.
This is emphasized by Fig. 5.2B, which shows that the precipitated dolomite almost
entirely fills the final 0.5 cm of the dissolution passage, where the fluid than in up-
stream portions of the passage. Over the passage length, the precipitated volume and
passage volume tend to covary, showing a tendency to decrease in total volume as the
fluid travels away from the injection point. However, the fraction of the passage vol-
ume occupied by the precipitated dolomite tends to increase over this same distance
as the fluid approaches the passage termination, again highlighting the dependency
of dolomite growth on the duration of fluid-mineral contact. The substantial growth
that occurred during the experiment suggests a potential rate-enhancing effect asso-
ciated with the exsolution of CO2 from carbonate-saturated fluids. In such a reaction
regime, dolomite supersaturation and precipitation rate would be enhanced not only
by the decreasing dolomite solubility with increasing temperature, but also by the
evaporation of a portion of the water into the free CO2 phase. In the presented ex-
periment, this mechanism would be further exacerbated by the continued exsolution
of fresh, water-undersaturated CO2 as 21
◦C, CO2-saturated fluid is pumped into the
core. The concentration of precipitated dolomite near the upstream end of the core,
where the bulk of the CO2 exsolution is expected to occur, lends support to this hy-
pothesis. However, a more systematic study of dolomite precipitation rates at these
conditions is required for accurate measurement and simulation of these processes.
In a similar experiment performed on a limestone rock core, Luquot and Gouze
Luquot and Gouze (2009) noted a dependence of the rate of change of bulk permeabil-
ity on proximity to the sample’s critical porosity threshold, φc. Below this percolation
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threshold, sample porosity is disconnected at the scale of the sample and the sample
is effectively impermeable Saar and Manga (1999). Although the change in intrinsic
permeability (as opposed to relative permeability effects during two-phase flow) with
time in the presented experiment appears to evolve more gradually, dolomite forma-
tion in selective portions of the previously formed flow passages suggests that these
considerations may be important at the sub-core scale. Progressive dolomite growth
in certain locations within the bulk material may, as suggested by Luquot and Gouze
Luquot and Gouze (2009) , lead to formation clogging over longer timescales asso-
ciated with GCS and CO2-based geothermal energy operations. Nonetheless, such
effects were not directly observed in the present experiment, and the most dramatic
permeability decreases appear to result from the relative permeability effects of CO2
exsolution. The relatively small effect of dolomite precipitation on measured perme-
ability is likely related to the fact that the majority of the precipitation occurred in
the large dissolution passages that formed during the lower-temperature stages of the
experiment, consequently allowing the porosity to remain far above φc.
Figure 5.3: Post-experiment electron micrographs of the Madison dolomite core. (a)
One of the large flow passages filled in with precipitated dolomite; (b) A minimally
altered section of the core, between flow passages; (c) Deeply etched dolomite crystal
at the edge of one of the flow passages; (d) Extensive crystal growth extending from
the edge of a passage; (e) Large crystals showing signs of growth; and (f) Micron-scale
crystals growing on the surface of a large crystal at the edge of the flow pathway.
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5.5.1 CO2 Solubility and Exsolution Capacity
The experiment illustrates processes that may occur in GCS and CO2-based
geothermal energy reservoirs as a result of an induced thermal gradient, but is limited
to one set of temperature-pressure conditions. To expand upon this experiment, we
calculate CO2 exsolution and dolomite precipitation capacities for a range of reservoir
conditions. These calculations, because they are derived from equilibrium solubility
data, represent theoretical maxima. For the kinetically rapid CO2 system, these cal-
culations can be reasonably applied to natural systems; however, for the kinetically
controlled dolomite system, the calculations may overestimate the amount of material
that will precipitate over the lifetime of a CO2 injection reservoir.
Because the Henry’s Law constant and activity and fugacity coefficients are temperature-
and pressure-, and in the case of activity coefficients, ionic strength- dependent, and
PCO2 is set by the reservoir pressure, the solubility of CO2 in the subsurface is ulti-
mately set by reservoir temperature, pressure, and fluid ionic strength. Figure 5.4A-C
shows CO2 solubility and exsolution capacity in 0.01 and 1 molal NaCl fluids at tem-
perature and pressure conditions applicable to GCS The 0.01 molal curves are shown
to illustrate the effect of ionic strength and salting out on CO2 solubility. In real-
ity, reservoirs with such low salt concentrations (i.e., <10,000 ppm) would not be
considered for GCS Benson and Cole (2008); U.S.G.S. (2013).
It is apparent that CO2 solubility slightly increases with pCO2. For each inves-
tigated pressure (100, 150, and 200 bars), CO2 solubility shows two temperature-
dependent segments: a low-temperature, rapidly decreasing segment, and a high-
temperature, increasing segment. The corresponding temperature at minimum CO2
solubility decreases from ∼140◦C for 100-bar pCO2, to ∼130◦C for 150-bar pCO2, and
to ∼120◦C for 200-bar pCO2. Furthermore, for higher pCO2, CO2 solubility appears
to more strongly increase in the high-temperature stage. This diverging behavior
mostly results from the increased nonideality and resulting low fugacity coefficients
of CO2 at the higher pressure and low temperature conditions Duan et al. (1992).
This behavior, combined with the relatively high molar volume of CO2 at 100 bars
and all calculated temperatures leads to a dramatic difference in the calculated “CO2
exsolution capacity”, or the volume of CO2 that will exsolve from a 25
◦C or 50◦C
solution during transfer to a higher temperature. The CO2 exsolution capacity at
100 bars is significantly larger than at 150 and 200 bars, and thus would likely cause
the most dramatic permeability reductions due to the presence of a nonaqueous CO2
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phase, similar to our experimental observations. The 200 bar exsolution capacities
are relatively minor and will likely result in substantially less CO2 exsolution and per-
meability reduction. This is an important consideration, because pressures >200 bars
may commonly be encountered in conjunction with the high reservoir temperatures
required for CO2-based geothermal energy production Randolph and Saar (2011a).
These calculations provide a useful conceptualization of the CO2 concentration
of a fluid in a reservoir with an induced temperature gradient. Because fluids in
regions near CO2 injection wells will likely be saturated with respect to CO2, CO2 and
carbonate mineral solubility are closely linked through the range of CO2 sequestration
conditions. If a fluid reaches equilibrium with respect to CO2 at low temperature
and then only experiences temperature increases along its flow path, the maximum
concentration at a higher temperature will likely be the equilibrium solubility at that
temperature, except in high pressure systems at temperatures & 100 ◦C, where the
solubility reaches a minimum and can only increase if the fluid remains in contact
with a nonaqueous CO2 phase.
Figure 5.4: Calculations of CO2 solubility and exsolution capacity (A-C) and dolomite
solubility and precipitation capacity (D-F) at CO2 sequestration and CO2-based
geothermal energy extraction temperatures and pressures of 100, 150, and 200 bars.
Lines for 0.01 molal and 1.0 molal NaCl are plotted to illustrate the effects of ionic
strength.
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5.5.2 Dolomite Solubility and Precipitation Capacity
Another useful measure of potential permeability effects on GCS reservoirs is
the calculation of dolomite solubility and precipitation capacity. Although the pre-
cipitation capacities are theoretical maxima, because dolomite growth is kinetically
controlled, these calculations are useful to conceptualize the degree to which dolomite
precipitation may affect permeability in GCS reservoirs. We assume stoichiometric
dissolution/precipitation of dolomite:
dolomite + 4H+ = Ca++ + Mg++ + 2CO2(aq) + 2H2O, (5.1)
which may not occur in all systems due to kinetic constraints and the formation of,
e.g., magnesian calcite Arvidson and Mackenzie (1999). The dolomite precipitation
capacity is calculated by assuming that all of the reduction in dolomite solubility
between the near-injection well temperature and the elevated reservoir temperature
is accommodated by precipitating stoichimetric, crystalline dolomite with a molar
volume of 64.365 cm3/mol Robie and Waldbaum (1968). Precipitation capacity is
calculated per kg of fluid, and these calculations again assume that the fluid is at
CO2 saturation at the temperature and pressure of the calculation. The results of
these calculations are illustrated in Fig. 5.4D-F.
For all considered values of pressure (100, 150, and 200 bars), dolomite solubility
increases with increasing ionic strength over the entire temperature range, whereas,
under the same conditions, CO2 is increasingly salted out of solution with increasing
ionic strength. Dolomite’s higher solubility in the higher ionic strength fluids results
from lower ion activities and metal-chloride complexing in solution. Dolomite solu-
bility is also proportional to pressure over the modeled conditions, consistent with
higher CO2 solubilities at elevated pressure (Fig. 5.4). The 200
◦C dolomite solubili-
ties are less than 5 mmolal for all considered pressures, which, for all cases, results in
maximum precipitation capacities in the range ∼0.7-∼1.5 cm3/kg, with the precipi-
tation capacity increasing with increasing pressure. Therefore, in reservoirs where a
significant thermal gradient is allowed to develop, this precipitation capacity, coupled
with the exsolution capacity discussed above, can result in redistribution of system
permeability and altered injectivities due to the substantial transfer of mass away
from the injection well region.
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5.6 Implications
These experimental results, considered alongside other researchers’ numerical and
laboratory results Allen et al. (2005); Pokrovsky et al. (2005, 2009); Luquot and Gouze
(2009); Andre´ et al. (2010); Gouze and Luquot (2011); Luhmann et al. (2013); Jobard
et al. (2013); Yoo et al. (2013) illustrate the importance of considering carbonate-fluid
and CO2-fluid interactions in GCS and CO2-based geothermal energy reservoirs, par-
ticularly thermal gradient effects on carbonate and CO2 solubilities and reservoir flow
properties. In natural systems with less abrupt thermal gradients than exhibited in
our experiment, the CO2 will exsolve more progressively, such that the total volume
represented by the “exsolution capacity” (Fig. 5.4) would be accommodated over a
larger spatial domain than in our experiment. Therefore, permeability decreases in
natural systems will likely occur more gradually, and potentially lead to smaller over-
all permeability reductions than those shown here. Nonetheless, we have illustrated
that dolomite may be produced in abundant proportions provided that fluid supersat-
uration and temperature are sufficiently high. The substantial dolomite growth that
occurred during the experiment suggests that further experimental investigation of
carbonate precipitation from high pCO2 solutions is warranted, particularly because
the mechanisms of dolomite precipitation have been notoriously difficult to determine
Land (1998); Arvidson and Mackenzie (1999). In particular, future research will need
to examine carbonate precipitation rate enhancements unique to the CO2 exsolution
regime, such as rapid pH increases associated with CO2 exsolution and the poten-
tially elevated supersaturations created by water evaporating into supercritical CO2.
Moreover, the observed 100◦C dolomite precipitation points to substantial possibili-
ties for permanent storage of CO2 as solid carbonate phases in reservoirs where the
heightened pCO2 causes primary silicates to contribute cations to the reservoir fluid.
Equilibrating a fluid with cation-donating silicates near a low-temperature injection
well and transporting the fluid to higher temperature may enhance the kinetics of
mineral precipitation in such a way as to overcome the substantial activation energy
required for permanent CO2 storage as a solid carbonate phase. Furthermore, geo-
chemical calculations of dolomite and CO2 solubility and exsolution capacity at GCS
and CO2-based geothermal conditions indicate substantial mass transfer resulting in
increased and decreased porosity/permeability near to and away from the injection
well, respectively. At pressures >200 bars, however, CO2 exsolution capacity is minor,
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indicating that conditions commonly encountered in conjunction with the high reser-
voir temperatures required for CO2-based geothermal energy production Randolph
and Saar (2011a) will result in minor contributions of CO2 exsolution to decreases in
CO2 injectivity.
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Chapter 6
High performance reactive transport simulations
examining the effects of thermal, hydraulic, and
chemical (THC) gradients on fluid injectivity at
carbonate CCUS reservoir scales
6.1 Summary
Carbonate minerals and CO2 are both considerably more soluble at low tem-
peratures than they are at elevated temperatures. This inverse solubility has led a
number of researchers to hypothesize that injecting low-temperature (i.e., less than
the background reservoir temperature) CO2 into deep, saline reservoirs for CO2 Cap-
ture, Utilization, and Storage (CCUS) will dissolve CO2 and carbonate minerals near
the injection well and subsequently exsolve and re-precipitate these phases as the flu-
ids flow into the geothermally warm portion of the reservoir. In this study, we utilize
high performance computing to examine the coupled effects of cool CO2 injection
and background hydraulic head gradients on reservoir-scale mineral volume changes.
We employ the fully coupled reactive transport simulator PFLOTRAN with calcula-
tions distributed over up to 800 processors to test 21 scenarios designed to represent
a range of reservoir depths, hydraulic head gradients, and CO2 injection rates and
temperatures. In the default simulations, 50◦C CO2 is injected at a rate of 50 kg/s
into a 200 bar, 100◦C calcite or dolomite reservoir. By comparing these simulations
with others run at varying conditions, we show that the effect of cool CO2 injection
on reservoir-scale mineral volume changes tends to be relatively minor. We conclude
that the low heat capacity of CO2 effectively prevents low-temperature CO2 injection
from decreasing the temperature across large portions of the simulated carbonate
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reservoirs. This small thermal perturbation, combined with the low relative perme-
ability of brine within the supercritical CO2 plume, yields limited dissolution and
precipitation effects directly attributable to cool CO2 injection. Finally, we calculate
that relatively high water-to-rock ratios, which may occur over much longer CCUS
reservoir lifetimes or in materials with sufficiently high brine relative permeability
within the supercritical CO2 plume, would be required to substantially affect injec-
tivity through thermally-induced mineral dissolution and precipitation. Importantly,
this study shows the utility of reservoir scale-reactive transport simulators for test-
ing hypotheses and placing laboratory-scale observations into a CCUS reservoir-scale
context.
6.2 Introduction
Geological Carbon Capture, Utilization, and Storage (CCUS) has the potential to
prevent large volumes of the heat-trapping greenhouse gas carbon dioxide (CO2) from
entering the atmosphere and exacerbating global climate change (e.g., Pacala and
Socolow, 2004; IPCC, 2005; Benson and Cole, 2008; DePaolo et al., 2013; IPCC, 2014).
Although deep geologic CO2 storage has been considered for some time as a tactic for
mitigating the detrimental effects of climate change, the scale of its implementation
has been largely limited by its high associated costs (Eccles et al., 2009; Randolph
and Saar, 2011b). Researchers have suggested that both its economic feasibility and
degree of implementation can be dramatically improved if the stored CO2 is utilized
for ancillary benefits, such as Enhanced Oil Recovery (EOR, e.g., Gozalpour et al.
(2005); Saar et al. (2014b)), CO2-based hydraulic fracturing (e.g., Tao and Clarens
(2013); Zhou and Burbey (2014)), and/or energy extraction (e.g., CO2-Enhanced
Geothermal Systems (CO2-EGS, e.g., Brown (2000); Pruess (2006); Lo Re´ et al.
(2014)) and CO2 Plume Geothermal (CPG, Randolph and Saar (2011a); Saar et al.
(2012, 2013, 2014a,b)).
A range of reservoir lithologies are considered for CCUS installation. To date, hy-
drocarbon reservoirs comprised of siliciclastics and/or carbonate minerals have been
a large focus of CCUS research, particularly because of their widespread occurrence,
known ability to securely trap light, non-aqueous phases, and the economic benefits of
CO2-EOR (e.g., Blunt et al., 1993; Malik et al., 2000). Moreover, researchers have pro-
posed combined CPG and EOR in feasible reservoirs, which could offset some of the
CO2 emissions associated with hydrocarbon extraction and refining processes while
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producing heat and/or electricity (Randolph, 2011; Freifeld et al., 2013; Adams et al.,
2014). Nonetheless, if CCUS is going to make an impact on global CO2 emissions,
all feasible reservoirs–including those that did not previously contain an economically
viable hydrocarbon resource– must be considered for CCUS installation.
Because CCUS reservoir temperatures are inherently elevated with respect to sur-
face conditions (e.g., Saar, 2011), thermal gradients are likely to develop as cool CO2
is injected (Lu and Connell, 2008; Andre´ et al., 2010; Han et al., 2010; Rayward-
Smith and Woods, 2011; Randolph and Saar, 2011a; Singh et al., 2012; Jobard et al.,
2013; Luhmann et al., 2013; Ruan et al., 2013; Tutolo et al., 2014b; Garapati et al.,
2015). Although cool CO2 may exchange energy with the geothermally warm mate-
rial surrounding the well casing as it flows down the injection borehole and undergo
Joule-Thomson heating and cooling upon compression and decompression, respec-
tively, calculations show that bottomhole CO2 temperatures typically remain signif-
icantly depressed relative to the reservoir (Oldenburg, 2007; Lu and Connell, 2008;
Rayward-Smith and Woods, 2011; Garapati et al., 2015). Moreover, in some instances,
particularly in the case of CO2-based geothermal energy systems, lower injection well-
head CO2 temperatures are actually sought in order to boost system power output
(e.g., Pruess, 2006; Randolph and Saar, 2011a; Adams et al., 2014). In all cases,
the lower temperatures near the injection well can lead to solubility gradients and
coupled redistribution of reservoir porosity and permeability (e.g., Luhmann et al.,
2013; Jobard et al., 2013; Tutolo et al., 2014b).
Deep, geothermally-heated, subsurface reservoirs are characterized by a range
of background hydraulic head gradients and groundwater flow velocities (e.g., Saar,
2011). The magnitude, direction, and length scales of these natural flow regimes are
dependent upon the permeability, porosity, and pressure and temperature structure
of the particular reservoir. The presence of background hydraulic head gradients in
subsurface aquifers can also determine the effectiveness of supercritical CO2 storage,
particularly by the capillary trapping mechanism (MacMinn et al., 2010). Further-
more, where required, CO2-based geothermal energy reservoir operators may also
engineer hydraulic head gradients by pumping fluids into or out of the reservoir to
manage the flow of CO2 in the subsurface and its thermal exchange with the reservoir
(Buscheck et al., 2011, 2012; Elliot et al., 2013).
Ideal CCUS reservoirs have optimized permeability structures that will allow for
sufficient CO2 injectivities and/or promote efficient extraction of geothermal heat
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from the subsurface. Ideal reservoirs for CO2-based geothermal operations will main-
tain high enough permeabilities to ensure sufficient CO2 injectivities and heat ex-
traction from the subsurface without creating short-circuit, high permeability flow
paths between injection and production wells (e.g., Harlow and Pracht, 1972; Ran-
dolph and Saar, 2011c; Tutolo et al., 2015a). However, as cool CO2 is injected into
CCUS reservoirs, it will displace and dissolve into formation waters, reduce reservoir
temperature and pH, and enhance mineral reactivity (Kharaka et al., 2006; Benson
and Cole, 2008; Kong and Saar, 2013). In CCUS formations containing carbonate
minerals, their unique quality of decreasing solubility with increasing temperature,
combined with similar behavior for CO2 solubility, will tend to redistribute porosity
and permeability as formation waters flow away from the injection well (Andre´ et al.,
2010; Tutolo et al., 2014b). Depending on the spatial distribution of these mass and
flow property changes, they may lead to positive or negative feedbacks on geothermal
energy production from a particular reservoir (Adams et al., 2014).
A number of experimental studies have been conducted in order to examine the
effects of low-temperature CO2 injection into CCUS reservoirs (e.g., Luhmann et al.,
2013; Jobard et al., 2013; Tutolo et al., 2014b). Experimental results generally illus-
trate that thermally-induced changes in CO2 and carbonate solubility can substan-
tially reorganize porosity and permeability in laboratory-scale samples. Reductions in
CO2 solubility appear to have a more pronounced effect, and can lead to considerable
(i.e., up to several orders of magnitude in unconsolidated sediments (Luhmann et al.,
2013)) reductions in permeability as a result of CO2 exsolution, grain displacement,
and the onset of two-phase flow. Reductions in carbonate solubility and the resultant
precipitation tend to have a markedly less pronounced effect, with porosity typically
being reduced by several percent (Jobard et al., 2013; Tutolo et al., 2014b).
Although these studies suggest a potentially significant impact of cool CO2 injec-
tion on CCUS reservoir injectivity, the effects of injection, dissolution, precipitation,
and exsolution, when coupled at the reservoir scale, may differ from the results of these
studies conducted at much smaller scales, particularly in the context of CO2-EOR,
CO2-EGS, and CPG. For example, in the experiments presented by both Luhmann
et al. (2013) and Tutolo et al. (2014b), CO2-rich H2O was injected into experimental
cores, and their observed permeability reductions were predominantly the result of
thermally-driven CO2 exsolution. In CCUS reservoirs, only a small fraction of the
injected CO2 will dissolve into the reservoir brine, and much of it will remain in the
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supercritical phase, with the specific dissolution behavior depending on the perme-
ability heterogeneity structure of the reservoir (Farajzadeh et al., 2011; Kong and
Saar, 2013). Any CO2 exsolution from the water phase will therefore likely occur
in close proximity to the free CO2 phase, and CO2 will be able to coalesce with the
larger CO2 plume, depending on the capillary forces it experiences. In consequence,
the permeability reduction associated with the transition from one- to two-phase flow
observed in the core-scale experiments of Luhmann et al. (2013) and Tutolo et al.
(2014b), which was the result of thermally-driven CO2 exsolution, may be less signif-
icant at the CCUS reservoir scale.
Several numerical investigations have attempted to place the effects of cool CO2
injection into a reservoir-scale context (e.g., Andre´ et al., 2010; Singh et al., 2012;
Zhao and Cheng, 2014). Specifically, Andre´ et al. (2010) used the reactive transport
simulator TOUGHREACT (Xu et al., 2006) in order to explore the effect of low-
temperature CO2 injection into the Dogger Aquifer, France. Their simulations illus-
trated the sensitivity of carbonate mineral and CO2 solubilities to cool CO2 injection,
and showed that significant amounts of carbonates may dissolve and re-precipitate
in CCUS reservoirs. They attributed much of their observed precipitation to desic-
cation processes (i.e., H2O dissolution into supercritical CO2), rather than thermal
processes, however. Their simulations employed a three-dimensional (3D) but radially
symmetric domain, which allowed for reduced, two-dimensional computational com-
plexity but, unfortunately, lacked the ability to capture processes such as background
hydraulic head gradients and changes in parameters (e.g., mineral composition and
volume, porosity, permeability) in the third dimension.
Until recently, the computationally intensive nature of large-scale, 3D simula-
tions of CCUS reservoirs has effectively prohibited researchers from performing them.
The recent development of the massively parallel reactive transport simulator PFLO-
TRAN (Hammond et al., 2012; Lichtner et al., 2013) for simulating CCUS reservoirs
has made such simulations increasingly feasible, particularly whenever researchers
have access to high-performance supercomputing clusters (e.g., Lu and Lichtner, 2005;
Mills et al., 2009; Navarre-Sitchler et al., 2013). In this study, we slightly modify and
utilize PFLOTRAN to examine the hydrogeochemical effects of thermal and hydraulic
head gradients in carbonate CCUS reservoirs. We specifically focus on the effects of
cool (50◦C) CO2 injection into geothermally warm (100◦C) reservoirs with uniform
111
Inject 50 kg of 50˚C CO2 
per second for 10 yrs.
Reservoir T = 100˚C
Figure 6.1: Reactive transport simulations illustrate the effects of cool CO2 injection
into 100◦C calcite and dolomite CCUS reservoirs with background hydraulic head
gradients of 0.01, 0.05, and 0.1 m/m. All simulated reservoirs have a constant per-
meability of 10−13 m2, which translates to Darcy velocities of 1.1, 5.5, and 10.9 m/yr,
respectively, for these hydraulic head gradients. Here, a schematic demonstrates the
dimensions of the simulated reservoir for the 0.05 and 0.1 m/m hydraulic head gradi-
ent scenarios. Due to broader CO2 plume dimensions caused by lower flow velocities,
the dimensions of the reservoir in the 0.01 m/m hydraulic head gradient scenario are
more square-shaped, at 1600 m in the primary flow direction and 1500 m in the direc-
tion perpendicular to flow. Although we indicate that 50 kg of 50◦C CO2 is injected
per second into this schematic reservoir, simulations employing lower injection rates
(4 kg/s) and higher injection temperatures (100◦C) are also presented (Table 6.3). In
all simulations presented in this study, the reservoir volume is 3.6×108 m3. Scenarios
with an injection rate of 50 kg/s employ 90,000 20 m x 20 m x 10 m elements and
simulations with an injection rate of 4 kg/s employ 48,000 20 m x 20 m x 18.75 m
elements (See Sect. 6.3.1).
background hydraulic head gradients. We quantify the volumes and spatial distribu-
tion of carbonate mineral dissolution and precipitation as well as the coupled spatial,
temporal, and thermal evolution of the injected supercritical CO2 plume and reser-
voir fluid. The simulations presented here allow us to place prior experimental and
numerical observations into a reservoir-scale context while constraining the poten-
tial impacts of both thermal and hydraulic head gradients on important reservoir
hydrogeochemical parameters.
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6.3 Methods
6.3.1 Model Formulation
The simulations we present here utilize the reactive transport simulator PFLO-
TRAN (Hammond et al., 2012; Lichtner et al., 2013), which employs the integrated
finite volume approach to discretize the spatial domain and fully-implicit backward-
Euler time differencing (Hammond et al., 2007). In all simulations, the domain volume
is set to 3.6×108 m3, which is divided into 90,000 elements with horizontal dimensions
of 20 m x 20 m and vertical dimensions of 10 m for the 50 kg/s injection simulations
(Fig. 6.1). In the 4 kg/s injection simulations, the number of elements is reduced to
48,000 by changing the vertical grid spacing to 18.75 m. Reservoir thickness in all
simulations is fixed at 150 m along the vertical coordinate, but the horizontal coordi-
nates are varied to accommodate CO2 plume flow paths and shapes characteristic of
the applied hydraulic head gradient. Specifically, because their higher flow velocities
tend to significantly elongate the CO2 plume in the down-gradient direction, the 0.1
m/m and 0.05 m/m simulations contain 100 elements in the dominant flow direction
and 60 elements perpendicular to flow. Likewise, because the 0.01 m/m simulations
tend to yield CO2 plumes that expand both latitudinally and longitudinally through-
out the reservoir, they contain 80 elements in the dominant flow direction and 75
elements perpendicular to flow. In addition, the injection well is placed according
to the hydraulic head gradient employed, in order to attempt to prevent injected
CO2 from escaping through the upstream boundary of the reservoir. This provision
is necessary because the boundary conditions employed here dictate that once CO2
exits the system, it will not return. In the 0.01, 0.05, and 0.1 m/m hydraulic head
gradient reservoirs, CO2 is injected 700, 400, and 200 m from the upstream boundary,
respectively. The upper and lower domain boundaries are assigned no-flow boundary
conditions to simulate impermeable caprock layers, but fluid and heat are allowed to
flow through the hydrostatically equilibrated side boundaries of the modeled domain.
Several dolomite reservoir simulations (not presented here) were additionally per-
formed with 10 m x 10 m grid spacing in the horizontal direction to ensure that rel-
evant processes could be captured using the coarser grid spacing. These simulations
are in general agreement with the results presented here, except for slight differences
in the calculated volumes of minerals dissolved and precipitated. We conclude that,
because these differences likely arise from the accumulation of very small differences
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in mineral volume changes over the many thousands more time steps required by the
high-resolution simulation, the grid spacing that we have chosen is adequate for the
objectives of the present study.
Simulations were mostly run on Itasca, an HP Linux cluster maintained by the
University of Minnesota Supercomputing Institute (MSI). A small proportion of the
simulations were additionally run on the MSI “lab” Linux clusters. Individual sim-
ulations were run on up to 800 cores and took on the order of 5-10 CPU-years (i.e.,
the number of processors employed multiplied by the amount of calendar time re-
quired to complete the simulations) to reach 50 years of simulated time. In total, the
simulations performed here generated over 1 TB of output files, with dolomite simu-
lations requiring generally shorter timesteps than calcite simulations and simulations
with lower hydraulic head gradients typically requiring smaller timesteps than higher
hydraulic head gradient simulations.
6.3.2 Physical properties
Physical properties of reservoir materials are representative of material properties
measured for carbonate reservoir rocks (Table 6.1). In our simulations, capillary
pressure is calculated according to (Van Genuchten, 1980):
Pc =
1
α
(
(sl,e)
1/m − 1
)(1−m)
, (6.1)
where α and m are fitting parameters and sl,e is the effective saturation of the wetting
phase, defined by:
sl,e =
sl − sl,r
1− sl,r , (6.2)
where sl,r is the residual saturation of the liquid phase. Relative permeability of the
liquid phase, kr, is then calculated according to the Mualem (1976) relative perme-
ability function:
kr =
√
sl,e
(
1− (1− s1/ml,e )m
)2
. (6.3)
Relative permeability properties are approximated to be those of the Dogger aquifer
presented by Andre´ et al. (2007), except residual CO2 saturation is set to 0, instead
of the reported value of 0.05. The different residual CO2 saturation is used here both
because PFLOTRAN time steps become prohibitively small when a residual CO2
saturation greater than 0 is employed, and because the nature of our study dictates
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that fresh brine will flood CO2-saturated zones relatively rapidly and redissolve CO2
trapped in large pores. Permeability is set to 1×10-13 m2, which is approximately
two orders of magnitude higher than core-scale dolomite permeabilities measured by
Tutolo et al. (2014b) and Luhmann et al. (2014), in order to account for the fact that
carbonate aquifers deemed feasible for CCUS operations are likely considerably more
permeable at the simulated scale (e.g., Andre´ et al., 2007, 2010; Randolph and Saar,
2011c; U.S.G.S., 2013).
Table 6.1: Fluid and Heat Flow Parameters
Parameter Value
Permeability (m2) 1×10-13
Aqueous species diffusion coefficient (m2/s) 1×10-9
Porosity 0.07§
Van Genuchten m 0.6†
Van Genuchten α 1.9×10-6†
H2O Resid. Sat. (sl,r) 0.2
†
CO2 Resid. Sat. 0
∗
Max. Pc (bar) 100
†
Formation Density (g/cm3) 2.65]
Formation Thermal Conductivity (W/(m.K)) 2.5†
Rock specific Heat (kJ/(kg.K) 1.0]
§Computed from XRCT data (Luhmann et al., 2014) and only
accounts for pores &8µm in diameter
†Andre´ et al. (2010). Dry and wet values are assumed to be identical
∗See Sect. 6.3.2
]Randolph and Saar (2011a)
For all simulations, an initially uniform temperature of 100◦C is assigned to the
simulated domain. This fixed temperature corresponds to a relatively high geothermal
gradient of ∼50◦C/km for a 200 bar reservoir pressure and an extreme geothermal
gradient of ∼100◦C/km for a 100 bar pressure, although we show below that mineral
solubilities are relatively pressure-independent. Thus, to reduce further expansion of
the parameter space, we have decided to maintain the same temperature for both
simulated pressures. For reference, the continental average geotherm is ∼25-30◦C,
and geothermal reservoir locales range from ∼24-76◦C/km (Tester et al., 2006). The
designated reservoir pressure (e.g., 100 or 200 bars) is assigned to the top row of
elements at the furthest upstream end of the simulated reservoir and the rest of
the reservoir is allowed to hydrostatically equilibrate according to the designated
hydraulic head gradient prior to initialization. At these temperatures and pressures,
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CO2 is in a supercritical state and therefore has a more liquid-like density than
at surface temperatures and pressures (e.g., Benson and Cole, 2008) and a more
gas-like dynamic viscosity, resulting in a considerably higher mobility (i.e., lower
kinematic viscosity) than water (Randolph and Saar, 2011a). These properties allow
supercritical CO2 to more efficiently fill subsurface pore space and more efficiently
extract heat from the subsurface, respectively (Randolph and Saar, 2011a; Adams
et al., 2014). It is important to note here that temperature and pressure both increase
according to the regional geothermal gradient, such that real-world CCUS reservoirs
at different depths are very likely to have different temperatures.
6.3.3 Chemical properties
In PFLOTRAN, equilibrium between the solution and supercritical CO2 is as-
sumed in elements where supercritical CO2 exists, which is reasonable due to the
rapid kinetics of CO2 dissolution and exsolution at the modeled temperature and
pressure conditions (Hirai et al., 1997; Takemura and Yabe, 1999). Likewise, the
distribution of aqueous species is assumed to be kinetically rapid and at equilibrium
according to the aqueous species equilibrium constants within the thermodynamic
database. Simulated reservoir brines contain 1 mol/kg NaCl, which allows for sim-
ulation of the effects of reservoir ionic strength on aqueous species transport while
remaining within the limits of applicability of the extended Debye-Hu¨ckel equation
employed by PFLOTRAN (Tutolo et al., 2015b). In addition, the reservoir brines
are equilibrated with the host mineralogy prior to initalizing the simulations. Initial
compositional conditions for the calcite and dolomite reservoirs are listed in Table
6.2.
Kinetic considerations
Classically, carbonate dissolution and growth rates have been fit to the empirical
relation (Lasaga, 1981; Shiraki and Brantley, 1995; Arvidson and Mackenzie, 1999;
Teng et al., 2000):
r = k(Ω− 1)n, (6.4)
where r is the reaction rate, k is the reaction rate constant, Ω is saturation index (i.e.,
the ratio of ion activity product to the equilibrium constant for the specified reaction),
and n is the affinity factor, set by the reaction mechanism (Lasaga, 1981; Nielsen,
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Table 6.2: Reservoir Composition
Dolomite Calcite
Component Conc. (mol/kg)
Ca 1.539×10-4 4.52×10-4
Cl 1.0 1.0
CO2(aq) 3.089×10-4 4.52×10-4
Mg 1.539×10-4 -
Na 1.0 1.0
pH 8.24∗ 8.35∗
Mineral volume fraction 0.93 0.93
Reactive surface area (cm2/g) 70.5 70.5
Porosity 0.07 0.07
∗pH is set by equilibrium with respect to
reservoir mineral
1984; Shiraki and Brantley, 1995). The temperature dependence of k is approximated
according to the Arrhenius relationship (e.g., Lasaga, 1981):
k = k25 exp
(
− EA
R
(
1
TK
− 1
298.15
))
, (6.5)
where EA is the activation energy, k25 is the 25
◦C reaction rate constant, and TK
is absolute temperature in Kelvin. Because one of the focus minerals in the present
study is dolomite, the often-made approximation in which mineral dissolution rate
constants are equivalent to their precipitation rate constants cannot be employed.
By comparing calculated results with the experimental dolomite precipitation rate
data of Arvidson and Mackenzie (1999), Hellevang et al. (2013) have shown that
this approximation dramatically overestimates dolomite precipitation rates at CCUS
reservoir temperatures, especially at relatively high dolomite saturation indices. To
accommodate this behavior, we modified the PFLOTRAN source code to accept
separate values of r, EA, and n for both the dissolution and precipitation regimes,
and the Arvidson and Mackenzie (1999) parameterization of Eqn. 6.4 is employed to
describe dolomite precipitation rates. Specifically, we set k25 = 4.48×10-19 mol/m2/s,
EA = 133.47 kJ/mol, and n = 2.26. At the elevated temperatures investigated in this
study, calcite dissolution and precipitation and dolomite dissolution are sufficiently
rapid (see, e.g., Pokrovsky et al., 2009; Hellevang et al., 2013) such that the fluid
and mineral equilibrate between time steps, and kinetics therefore do not need to be
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explicitly considered. However, because PFLOTRAN requires kinetic parameters for
each phase included in the simulations, we set rate parameters for these reactions
to be sufficiently high such that equilibrium is achieved during each time step. In
practice, absolute values of Ω for these reactions never deviate more than a few tenths
of a percent from unity.
In order to facilitate the separation of “primary” calcite and dolomite from“reprecipitated”
calcite and dolomite (i.e., minerals that precipitated as a result of the system per-
turbation by CO2 injection), the PFLOTRAN thermodynamic database we employ
contains a secondary mineral with identical thermodynamic properties to the primary
phase. The primary phase is given an extreme affinity threshold in order to effectively
prevent its re-precipitation. The secondary phase, however, is allowed to dissolve if
it becomes undersaturated during the course of the simulation.
Specific surface area for both calcite and dolomite is assumed to be 70.5 cm2/g,
which is the value determined by Tutolo et al. (2014b) for whole-core dolomite dis-
solution rates, based on low-T dissolution rate parameters provided by Pokrovsky
et al. (2009). For the kinetically rapid reactions listed above, the magnitude of this
parameter is insignificant. However, surface area plays a major role in the calculated
volumes and rates of dolomite precipitation, as discussed in Sect. 6.5.1. The value we
employ (70.5 cm2/g) is approximately half of the geometric surface area calculated by
Pokrovsky and Schott (2001) for powdered dolomite, which is consistent with the fact
that Tutolo et al. (2014b) derived this value from intact dolomite cores, where pref-
erential flow paths prevent homogenously distributed reactions. Similarly, Li et al.
(2014) have shown that mineral effective surface area can be orders of magnitude
lower than measured specific surface area.
6.3.4 Model runs
A total of 21 simulations designed to examine the effect of thermal and hydraulic
head gradients in carbonate CCUS reservoirs are presented in this contribution (Table
6.3). Three hydraulic head gradients (0.01, 0.05, and 0.1 m/m, corresponding to
Darcy velocities of 1.1, 5.5, and 10.9 m/yr, respectively, for the permeability utilized
in this study) are examined for both calcite and dolomite reservoirs with an initial
temperature of 100◦C. In each of these scenarios, 50 kg/s (1.6 MT/year) of 50◦C
CO2 is injected into the 100
◦C reservoir for 10 years and the reservoir is allowed to
recover for an additional 40 years. The effect of pressure (i.e., depth) is investigated
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by repeating simulations at reservoir pressures of both 100 and 200 bars. The three
200 bar calcite reservoir simulations are additionally repeated with a CO2 injection
temperature identical to the reservoir temperature in order to delineate the effects of
thermal perturbations on calculated mineral volume changes. In addition, the effect
of CO2 injection rate is examined by repeating the three 200 bar calcite reservoir
simulations with an injection rate of 4 kg CO2/s (0.13 MT CO2/yr). Finally, we
present the results of three simulations that examine the effects of reactive surface
area and porosity on our presented conclusions (Sect. 6.5.1).
Table 6.3: Summary of model runs
Mineral Reservoir T Injection T Injection Rate Reservoir P Hydraulic Head Gradient
(◦C) (◦C) (kg/s) (bar) (m/m)
Calcite 100 50 50 100 0.1
0.05
0.01
200 0.1
0.05
0.01
4 0.1
0.05
0.01
100 50 0.1
0.05
0.01
Dolomite 100 50 50 100 0.1
0.05
0.01
200 0.1∗
0.05
0.01
∗An additional 3 simulations are run at this condition in order to examine the effects of reactive
surface area and porosity on the calculated results (Sect. 6.5.1.)
6.4 Results
6.4.1 Thermal perturbation
The thermal evolution of the simulated carbonate CCUS reservoirs over the 10
years of injection time illustrate that injected CO2 tends to thermally equilibrate
with the host reservoir before traveling large distances from the injection well (Fig.
6.2). This is indicated by the fact that the region outlined by the translucent gray
in these figures, which represents the portion of the reservoir containing >1% CO2
saturation, is, for the most part, outside of the depressed-temperature, near-well
region. At the early stages of injection, as the CO2 plume is approaching its steady-
state configuration, the injected CO2 approaches thermal equilibrium with respect to
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the background reservoir temperature before it is transported more than a few meters
away from the injection well. CO2 dissolution into the reservoir brine is an exothermic
process, which tends to increase the temperature in elements at the plume boundary
by up to ∼2◦C. The small magnitude of this temperature increase is consistent with
the results of other researchers (e.g., Andre´ et al., 2010). Joule-Thomson cooling is
less apparent than the exothermic dissolution reactions, but is documented below in
Sect. 6.4.3. Once the plume is established, the lower relative permeability of water
resulting from the increased CO2 pore space saturation allows the injected CO2 plume
to “self-insulate” against the advecting, high-temperature fluids, such that the region
of the reservoir with temperatures lower than the initial temperature expands slowly
with time. Nonetheless, even at the end of the ten-year injection period, the region
in which the injection of cool CO2 appreciably decreases (i.e., >10
◦C lower than
the initial reservoir temperature) the reservoir temperature is confined to a near-well
region that grows to a maximum of several tens of meters in diameter over the 10-
year injection period. After the conclusion of the 10-year CO2 injection period, the
CO2 migrates down-gradient out of the reservoir. During this period, the reservoir is
relatively quick to recover to its initial, unperturbed temperature, as illustrated by
the temperature distribution after 50 years of simulated time (Fig. 6.2). During this
recovery period, the low-temperature region is attenuated as it advects down-gradient.
Although we have only illustrated the thermal perturbation for the 0.05 m/m
hydraulic head gradient scenario, these conclusions are largely representative of all
simulations performed in this study. In all simulations, the actual thermal depression
created by injecting the 50◦C CO2 at 50 kg/s in the reservoir is limited to this near-
well region.
6.4.2 Magnitude and spatial distribution of the CO2 plume
and mineral precipitation
The magnitudes and spatial distributions of the CO2 plume and mineral precip-
itation are affected by the pressure and hydraulic head gradient present within the
reservoir. In order to quantify the spatial distribution of the precipitated minerals
as well as the CO2 plume, we calculate the horizontal distance between each of their
centers of mass and the location of the injection well. It is important to reiterate that
the injection wells in the 0.01, 0.05, and 0.1 m/m hydraulic head gradient reservoirs
are placed 700, 400, and 200 m, respectively, from the upstream boundary. For this
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50 kg/s of 50°C CO2 injected for 10 years 
Temperature (°C)
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Figure 6.2: Snapshots of a simulated dolomite CCUS reservoir with a hydraulic head
gradient of 0.05 m/m at 0.5, 2.5, 5, 7.5, 10, and 50 years showing the evolution
of temperature as a result of injecting 50 kg of 50◦C CO2 per second into a 100◦C
reservoir for 10 years and allowing the reservoir to recover for an additional 40 years.
Temperature isosurfaces are cut half way through the simulated reservoir in order to
show internal temperatures, and the isosurface for CO2 saturation >1% is shown in
translucent gray. Note that the simulated reservoir is 2 km in length but has been
cut off in these images for clarity.
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Figure 6.3: Total volumes of calcite (a,b) and dolomite (c,d) dissolution (left col-
umn) and precipitation (right column), respectively, resulting from CO2 injection
into CCUS reservoirs. 50◦C CO2 is injected into the simulated 100◦C reservoirs at a
rate of 50 kg/s for the first 10 years and the reservoirs are then allowed to recover for
40 subsequent years. Simulations are run for three hydraulic head gradients at both
100 and 200 bar reservoir pressures in order to illustrate the effect of pressure (i.e.,
depth) on CCUS reservoir evolution. Importantly, the volumes of carbonate minerals
that dissolve are several orders of magnitude greater than the volumes of carbonate
minerals that precipitate in all simulations. To place these figures in perspective, the
element volume employed in these simulations is 4000 m3 and the reservoir volume is
3.6×108 m3.
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Figure 6.4: Measure of the horizontal distance between the injection well and center of
mass (C.O.M) of mineral (a,c) and supercritical CO2 (b,d) plumes for simulated calcite
(a,b), and dolomite (c,d) reservoirs. Simulations are run for three hydraulic head
gradients at both 100 and 200 bar reservoir pressures in order to illustrate the effect
of pressure (i.e., depth) on CCUS reservoir evolution. Because calcite precipitates at
equilibrium and dolomite precipitation is kinetically controlled, the centers of mass
of the precipitated calcite “plumes” are considerably closer to the injection well than
the analogous dolomite “plume” centers of mass. The supercritical CO2 plumes tend
to establish steady-state configurations during the first several years of injection and
gradually exit the reservoir once the injection periods have ended.
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reason, the distance downstream from the injection well at which the CO2 plume cen-
ter of mass exits the reservoir is different for the 0.01, 0.05, and 0.1 m/m hydraulic
head gradient reservoirs (Figs. 6.4, 6.6, and 6.8).
As CO2 is injected into the reservoir, a small fraction dissolves into the reservoir
brine and lowers its pH from the initial, carbonate-buffered value of ∼8.2 to ∼4.4.
This lower pH, combined with the higher activity of CO2(aq) in the CO2-saturated
brine, increases the solubility of the reservoir carbonates such that Mg and Ca con-
centrations reach ∼12 mmol/kg in the dolomite simulations and Ca concentrations
reach ∼34 mmol/kg in the calcite simulations. The region affected by these processes
generally follows the outline set by the injected CO2 plume, except tends to extend
further in the downstream direction. In all presented simulations, the volumes of
carbonate phases that dissolve as a result of CO2 injection are much greater than
the volumes that precipitate (Fig. 6.3), although the fact that these dissolved vol-
umes are relatively widespread throughout the reservoir suggests that local changes
in reservoir porosity will generally not have a significant effect on reservoir permeabil-
ity. In the cases of both calcite and dolomite, the maximum volume of the mineral
that can dissolve is limited by the volume of brine available in the pore space for
reaction, the saturation state of that brine with respect to both CO2 and carbonate
phases, and the rate at which the brine is refreshed by non-equilibrated brine. Be-
cause the dissolution rates of both phases dictate that the pore fluids equilibrate with
the reservoir mineralogy during each time step, the volume of solid that dissolves is
transport-limited. In general, the simulated results indicate that the volumes of the
carbonate minerals that dissolve during the 10 year injection stage are very similar
across all hydraulic head gradient and pressure conditions (Fig. 6.3).
During the CO2 injection period, an initial, several-year period is required for the
supercritical CO2 plume to reach its steady-state configuration and stabilize (Figs.
6.4, 6.6, and 6.8). Once the CO2 plume reaches this configuration, it maintains
approximately the same shape (except for elongation in the downstream direction)
for the duration of the CO2 injection period and would presumably maintain this
configuration as long as the constant CO2 injection rate persists. After CO2 injection
is halted, the CO2 plume migrates out of the reservoir such that it exits the reservoirs
after ∼ 22 years in the 0.1 m/m head gradient scenario and ∼33 years in the 0.05
m/m scenario. In the 0.01 m/m scenario, the CO2 plume remains within the simulated
reservoirs for the entire 50 years of simulated time.
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As the CO2 plume is reaching its steady-state configuration, carbonate minerals
are dissolving and precipitating throughout a large fraction of the reservoir. However,
as the CO2 plume stabilizes, the region where the minerals precipitate begins to
concentration in a region close to the well on the downstream side. Notably, the faster
rates of calcite precipitation translate to a relatively stable location of the precipitated
calcite plume centers of mass at a distance of ∼100-300 m downstream from the
injection well. However, in the case of the dolomite reservoir, the centers of mass
of the precipitated dolomite plumes are consistently farther downstream from the
injection well, and considerably less stable in their locations. The distance between
the centers of mass and the injection well in the 0.1 m/m and 0.05 m/m lines plotted
in Fig. 6.4 peak two separate times, the first of which is associated with the initial
CO2 injection and the second of which is associated with CO2 migration out of the
system.
After CO2 injection ceases and the CO2 begins to migrate out of the reservoir,
the volume of mineral that dissolves is largely dependent upon the residence time
of the CO2 and the associated low-pH, high-CO2 brines in the simulated reservoir.
In the high hydraulic head gradient (0.1 m/m and 0.05 m/m) calcite reservoirs, the
supercritical CO2 is quickly pushed out of the reservoir by inflowing fluid and the
dissolution process is virtually halted approximately 10 and 20 years, respectively,
after the injection is stopped. In the analogous dolomite simulations, as well as the
0.01 m/m head gradient scenarios, the migration of the CO2 plume out of the reservoir
is accompanied by a re-dissolution of a portion of the dolomite that had previously
precipitated (Fig. 6.3d).
6.4.3 Delineating the effects of temperature, pressure, injec-
tion rate, and reservoir size
Temperature effects
In general, the fraction of our 100◦C reservoirs where 50◦C CO2 significantly de-
presses the temperature is limited to a small region in close proximity to the injection
well (Fig. 6.2). The fact that such a minor portion of the reservoir is thermally
affected by the cool CO2 injection suggests that, in actuality, only small portions
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Figure 6.5: Two-dimensional slice parallel to the dominant flow direction along the
center of a 200 bar reservoir with a hydraulic head gradient of 0.05 m/m after 5 years
of injecting 100◦C CO2 at 50 kg/s. The CO2 injection location is outlined in a dashed
rectangle. Exothermic CO2 dissolution raises temperature where fresh brine contacts
the CO2 plume and Joule-Thomson cooling lowers temperature in the vicinity of the
injection well. Exothermic dissolution is most clearly visible at the upstream edge of
the plume, where the majority of fresh brine-CO2 equilibration is occurring.
of the reservoir experience the enhanced carbonate solubility associated with low-
temperature fluid injection. To quantify the volume of mineral dissolution and pre-
cipitation that can be directly attributed to the injection of 50◦C CO2 versus 100◦C
CO2 into the 100
◦C reservoirs, we present a second set of 200 bar calcite simulations
run at all three hydraulic head gradients with CO2 injection at this higher temper-
ature. Under these conditions, it is possible to observe the effects of exothermic
CO2 dissolution and Joule-Thomson cooling on reservoir temperature (Fig. 6.5). In
the 100◦C injection scenarios, Joule-Thomson cooling depresses temperature near the
injection well by ∼2-3◦C, and exothermic heating increases temperature by ∼1-2◦C
near the edges of the supercritical CO2 plume. Similar processes occur in the 50
◦C in-
jection scenarios, but it is more difficult to delineate the cooling effects. The changes
in carbonate solubility associated with these temperature changes (<3◦C in all sim-
ulations) are considerably smaller than those associated with a transition from 50◦C
to 100◦C.
In general, the comparison between the 50◦C and 100◦C injection scenarios il-
lustrate that the actual mineral volume changes directly attributable to cool CO2
injection are relatively minor (Fig. 6.6). During the first three years of injection in
the 0.1 and 0.05 m/m hydraulic head gradient scenarios and for the entire duration
of injection in the 0.01 m/m hydraulic head gradient scenario, the volumes of calcite
precipitation are very similar. This is consistent with dessiccation as the major mode
of precipitation during this period and the minor thermal impact that cool CO2 in-
jection has on the reservoir temperature before the steady-state plume configuration
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Table 6.4: Effect of injecting 50 kg/s of CO2 at 50
◦C versus 100◦C into a 100◦C, 200
bar calcite reservoir.
Calcite dissolved (m3)† Calcite precipitated (m3)†
Hydraulic head gradient 50◦C Inj. 100◦C Inj. Difference] 50◦C Inj. 100◦C Inj. Difference]
0.01 21750 21400 1.6 % 481 346 39 %
0.05 13080 13300 -1.7 % 471 320 47 %
0.1 10670 10500 1.6 % 454 281 62%
†Values calculated at end of simulation (50 years).
]Difference is calculated as the 50◦C injection results minus the 100◦C injection results.
is established (Fig. 6.2). However, once the steady-state plume configuration has
been established, the effect of the thermal perturbation on mineral dissolution and
precipitation becomes slightly more apparent (Fig. 6.6a,b).
After 50 years of simulated time, the volume of calcite dissolved in both the 50◦C
and 100◦C injection simulations are within ±1.7% of each other (Table 6.4), with
the 50◦C injection scenario tending to dissolve more calcite, except during the later
stages of the 0.05 m/m hydraulic head gradient scenario1. The difference in the
volumes of calcite dissolved between the 50◦C and 100◦C injection scenarios tends to
approximately correspond toto the additional volumes of calcite precipitated in each
scenario. Therefore, thermally-induced calcite precipitation approximately doubles
the volume of calcite precipitated in the reservoir. However, because the volume of
calcite precipitated is, in all cases, less than 5% of the volume of calcite dissolved,
the mineral volume redistribution is strongly dissolution-dominated and permeability
changes resulting from calcite precipitation are likely to be practically negligble in
both the 50◦C and 100◦C injection scenarios.
Although it is counter-intuitive to find that cool CO2 injection does not dramat-
ically impact the volumes of calcite dissolved and precipitated in these comparative
simulations, the reason for this behavior becomes clear upon closer examination of the
velocity profile within the reservoir (Fig. 6.7). The CO2-brine relative permeability
parameters that we employ dictate that once the CO2 pore space saturation reaches
∼0.4, the brine relative permeability drops below ∼0.1. In our simulations, where the
maximum CO2 pore space saturation ranges from 0.5 to 0.6, the brine relative perme-
ability becomes sufficiently low such that the calculated brine velocities are ∼0.01%
of the background brine velocity (Fig. 6.7). Because of these low brine velocities,
CO2-equilibrated brine is very slow to travel into and out of the CO2 plume region.
1 The slightly greater calculated percentage of calcite dissolution in the 100◦C reservoir is likely due
to boundary effects and the timing of CO2 exit from the simulated reservoir.
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Figure 6.6: Calcite reservoir simulations were run with simulated injection temper-
atures of 50◦C and 100◦C in order to delineate the effect of cool CO2 injection into
geothermally warm reservoirs. Injection rate (50 kg/s), duration (10 years, with 40
years of recovery time), and reservoir temperature (100◦C) and pressure (200 bars)
were held constant through all simulations. The volumes of calcite dissolved and
precipitated (a and b, respectively) as well as the horizontal distances between the
centers of mass (C.O.M.s) of the CO2 and precipitated calcite plumes (b and c, respec-
tively) are plotted for comparison. The volumes of calcite dissolved at both injection
temperatures are very similar, however the volume of precipitated calcite tends to be
higher in the low-temperature injection simulations.
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Figure 6.7: Two-dimensional slice parallel to the dominant flow direction down the
center of a 200 bar reservoir with a hydraulic head gradient of 0.05 m/m after 5 years
of injecting 50◦C CO2 at 50 kg/s. Low brine speeds result from relative permeability
effects associated with supercritical CO2 saturation of pore space.
Pressure effects
The effect of pressure (depth) is examined by running all simulations for both
reservoir types at both 100 and 200 bars of pressure, which correspond to approximate
depths of ∼1 and ∼2 km, respectively. At temperatures below ∼200◦C, pressure has a
negligible effect on the thermodynamics of mineral-fluid and aqueous species reactions
(e.g., Helgeson, 1969; Sverjensky et al., 1991; Tutolo et al., 2014a, 2015b). Tutolo et al.
(2014b) caculated the solubility of dolomite in CO2-saturated solutions at pressures
from 100 to 200 bar and temperatures from 21 to 200 ◦C and showed that the effect
of pressure on dolomite solubility at these conditions is negligible. Because similar
processes govern their solubility, calcite is expected to behave similarly. Therefore, we
utilize the same thermodynamic database for simulations at both 100 and 200 bars.
Nevertheless, CO2 solubility in aqueous fluids, as well as CO2 density, are pressure-
dependent at the conditions considered here (e.g., Duan and Sun, 2003). PFLOTRAN
calculates CO2 solubility using a subroutine implementation of the Duan and Sun
(2003) model, which allows us to examine the particular effects of pressure on CO2
solubility, CO2 transport in the aqueous phase, and its effect on mineral solubilities.
Similar to other reservoir simulators (e.g., TOUGH2-ECO2N (Pruess and Spycher,
2007)), PFLOTRAN utilizes a database of thermophysical properties in order to
calculate other properties of CO2 such as enthalpy, density, and viscosity.
The density of supercritical CO2 is strongly pressure-dependent at the tempera-
tures of interest in this study. At low pressure and high temperature, CO2 density
tends to be more gas-like, while at higher pressures it tends to be more liquid-like.
An equivalent mass of CO2 at lower density will tend to fill a greater fraction of the
pore space (Tutolo et al., 2014b), which, when substituted into Eqn. 6.3, will yield
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higher relative permeabilities of the CO2 phase. Therefore, the simulated aquifers are
more permeable to CO2 at the lower pressures considered in this study even though
the same mass of CO2 is injected into the reservoirs in both scenarios. In the higher-
pressure scenarios, CO2 is both more soluble and less mobile, and therefore tends to
affect the solubility of the carbonate phases to a greater extent. Overall, the effect of
pressure on CO2 and mineral soubilities is more pronounced at lower hydraulic head
gradients and related lower flow velocities (Fig. 6.3a,c).
Effects of CO2 injection rate and reservoir size
An additional set of 200 bar calcite reservoir simulations that were run with an
order of magnitude lower CO2 injection rate (4 kg/s) allows us to explore the effect
of injection rate on carbonate CCUS reservoir processes. Because the solubility of
CO2 in the reservoir brines is virtually the same for the 50 kg/s and 4 kg/s injection
rate scenarios (ignoring the increased pore-fluid pressure that results from injecting
CO2 into the reservoir), a significantly greater fraction of the injected CO2 dissolves
into the reservoir brine at the lower injection rate. The fact that a smaller volume of
CO2 is being injected leads to even less pronounced thermal perturbations associated
with CO2 injection compared to the 50 kg/s injection rate scenarios.
In general, simulations run with a CO2 injection rate of 4 kg/s show very similar
trends to those run at 50 kg/s. The higher injection rate scenarios tend to dissolve
more calcite (Fig. 6.8a), which is consistent with the higher solubility of calcite in
CO2-saturated solutions that are occupying a greater proportion of the reservoir.
However, the calculated volumes of calcite precipitation show some interesting trends
(Fig. 6.8b). In the 0.01 m/m hydraulic head gradient scenario, the volume of calcite
precipitated during the final stages of the 4 kg/s injection period is considerably higher
than that precipitated in the 50 kg/s injection scenario. Upon closer examination, it
seems likely that this behavior is actually an artifact of the simulated domain size.
In the 50 kg/s scenario, the supercritical CO2 phase reaches the domain boundary
sooner than in the 4 kg/s scenario, and, because much of the precipitation is actually
occurring through dessiccation at the interface between the injected CO2 and the
reservoir brine, the precipitation is not captured in the higher injection rate scenario.
A similar process appears to be occurring in the 0.05 m/m hydraulic head gradient
scenarios. Although these results indicate that at least some of the carbonate mineral
precipitation is not captured in the presented simulation, it is important to note that
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these precipitation processes are occurring in a region far removed from the CO2
injection well and therefore will be unlikely to impact CO2 injectivity.
The precipitated calcite and CO2 plumes tend to behave similarly in regards to
their spatial distributions (Fig. 6.8c,d). The precipitated calcite “plume” generally
stabilizes in a location further down-gradient from the injection well in the low injec-
tion rate scenario (Fig. 6.8c), which is consistent with the behavior of the CO2 plume
(Fig. 6.8d). As might be expected from consideration of the lower total volume of
supercritical CO2 injected into the reservoir, the injected supercritical CO2 tends to
completely exit2 the simulated domain earlier in the lower injection rate scenarios,
as evidenced by the fact that the lines plotted for the 4 kg/s injection rate scenarios
tend to end at slightly earlier times than those for the 50 kg/s scenarios (Fig. 6.8d).
Because the CO2 plume stabilizes farther down-gradient in the lower injection rate
scenario and much of the calcite dissolution and precipitation generally occurs at the
CO2/brine interface, calcite precipitates closer to the well in the lower injection rate
scenario. The 4 kg/s, 0.01 m/m hydraulic head gradient scenario behavior tends to
differ from the behavior observed at other hydraulic head gradients, particularly in
the calculation of the distance between the calcite plume center of mass and the in-
jection well. This behavior is likely an artifact of the domain size and the timing of
the exit of the CO2 plume, and would likely be more similar to the other scenarios
if the domain was of sufficient size. Overall, we can conclude that minor effects of
mineral dissolution/precipitation on injectivity are seen for both the 4 kg/s and 50
kg/s CO2 injection rate scenarios.
6.5 Discussion
Although we present a large number of simulations here, several general processes
are characteristic to all of them. Firstly, the magnitude of the thermal perturbation
caused by cool CO2 injection is relatively limited in all scenarios. This limited thermal
perturbation is consistent with the fact that the heat capacity of CO2 is approximately
half that of water (Randolph and Saar, 2011a) and it therefore takes a relatively
minor amount of the reservoir’s geothermal energy to heat the CO2 up to reservoir
temperature. Importantly, this property of CO2, combined with its higher mobility
(i.e., inverse kinematic viscosity), lengthens the period of time that it takes CO2 to
2 Note that the reason that the CO2 plume completely exits the simulated reservoirs is an artifact
of our usage of 0 for the residual CO2 saturation (See Sect. 6.3.2).
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Figure 6.8: Comparison between 200 bar calcite reservoir simulations performed at a
lower injection rate (4 kg/s) and those presented in Figs. 6.3 and 6.4. Similar to these
figures, the summed volume of calcite dissolved (a) and precipitated (b) as well as
the horizontal distance between the injection well and centers of mass of precipitated
calcite (c) and CO2 (d) are presented. The higher injection rate simulations tend to
both dissolve and precipitate more calcite than the lower injection rate simulations.
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deplete a reservoir’s heat and allows CO2-based geothermal energy extraction to be
longer-lived and more efficient than water-based (e.g., Randolph and Saar, 2011a;
Garapati et al., 2015).
Upon CO2 injection, the reservoir brine is displaced and the buoyant CO2 rises
towards the low-permeability cap rock, where it pools and expands areally throughout
the reservoir. Except for a region that is a maximum of several tens of meters in
diameter surrounding the injection well, most of the CO2 is located in a pooled
plume beneath the impermeable upper boundary of the simulated reservoir. The
vertical extent of this CO2 plume is generally less than about twenty meters, and
therefore much of the 150 m depth of the simulated reservoir contains only single
phase brine which may or may not be saturated with respect to the supercritical
CO2. However, in thinner reservoirs (e.g., 50 m), CO2 injection may cause more
widespread displacement throughout the reservoir, similar to plug flow (Garapati
et al., 2015).
In general, thermally-induced CO2 exsolution, which was shown to dramatically
affect brine relative permeability in a number of laboratory experiments (e.g., Luh-
mann et al., 2013; Tutolo et al., 2014b) is not readily apparent in any of our simu-
lations. This result is predominantly due to the fact that increases in temperature
that affect the CO2-equilibrated brine occur in close proximity to the much larger
supercritical CO2 plume (Fig. 6.2), and the exsolved CO2 therefore simply coalesces
with the larger plume. The presence of free-phase supercritical CO2 within the pore
space leads to low brine phase velocities within regions with appreciable CO2 satura-
tions (Fig. 6.7), and therefore the reservoir brine tends to create velocity streamlines
that flow around the injection well region and CO2 plume. The displacement of the
brine flow pathways around the CO2 plume prevents much of the flowing brine from
ever thermally equilibrating with the cool, near-well region. Nonetheless, because
our results show that the thermally-impacted region of the reservoir grows over the
duration of the injection period (Fig. 6.2), it is likely that long-term CCUS opera-
tions with low CO2 injection temperatures relative to the reservoir temperature will
become increasingly thermally perturbed over their lifetime.
Another general characteristic of the presented simulations is that dissolution and
precipitation tend to occur in the cells near the interface between the CO2 plume
and the reservoir brine. Consistent with the discussion in Sect. 6.4.3, much of the
carbonate growth occurs in regions of the reservoir greater than 90◦C. This is generally
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consistent with the assertion of Andre´ et al. (2010) that dessiccation, not thermal
processes, accounts for the majority of precipitation when cool CO2 is injected into
carbonate reservoirs. Moreover, the majority of the dissolution processes occur at
temperatures slightly greater than 100◦C. In these locations, CO2 is dissolving into the
brine and lowering pH, which enhances carbonate solubility, while, at the same time,
exothermic heating is raising the brine temperature and thereby slightly counteracting
the increase in carbonate solubility.
A final characteristic trait consistent across all presented simulations is the very
small magnitudes of mineral volume changes. Even in the simulation with the largest
volume of primary mineral dissolution (200 bar, calcite, 0.01 m/m head gradient,
see Fig. 6.3), the grid block-averaged porosity across the entire reservoir never in-
creases by more than ∼0.6%. Furthermore, mineral precipitation reactions tend to
account for a maximum of ∼0.01% and 0.0001% porosity decreases for the calcite and
dolomite scenarios, respectively. The rapid equilibration between the injected CO2,
reservoir brine, and the host mineralogy leads to much of the simulated reservoirs
being characterized by a strong transport limitation (i.e., high Damko¨ler number),
wherein the extent of dissolution and precipitation and the associated porosity in-
creases and decreases, respectively, are strongly limited by the rate at which pore
space brine is refreshed by a far-from equilibrium fluid (e.g., Steefel and Lasaga,
1990; Steefel et al., 2013; Luhmann et al., 2014). The only exception is dolomite pre-
cipitation, which occurs considerably more slowly than calcite precipitation. The slow
dolomite precipitation kinetics yield a somewhat lower Damko¨ler number and lead
to dolomite supersaturation in fluids that dissolve dolomite at low temperature and
travel to the higher-temperature portion of the reservoir. Nonetheless, the fact that
calcite dissolves and precipitates at equilibrium in all presented simulations shows
that this rate limitation does not dramatically affect our overall conclusion that the
pore space-filling potential of the carbonate precipitation reactions are generally quite
limited. However, the varied style and extent of these changes could potentially have
implications for flow, permeability, porosity, and thermal regimes not considered here
(see Sect. 6.5.1).
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6.5.1 The effect of parameter choice on simulation results
Geochemical kinetics
A number of approximations have been made in the chemical model formulation
that may contribute to the overall uncertainty of the simulations presented here.
Firstly, although Arvidson and Mackenzie (1999) have made significant strides to-
wards quantifying the rates of dolomite precipitation at conditions relevant to this
study, the general process of quantifying precipitation rates is subject to significant
uncertainty. The dolomite growth rate parameters we employ were calibrated at dis-
similar conditions from those presented here, and the effects of high pCO2 fluids on
dolomite precipitation have not yet been quantified. Furthermore, we ignore crystal
nucleation rates and assume a constant mineral specific surface area throughout all
runs. The magnitude of the errors introduced due to these approximations are diffi-
cult to estimate. Moreover, mineral reactive surface areas are a perpetual source of
uncertainty. The value utilized here, while much lower than those measured using
B.E.T. measurements (Luhmann et al., 2014), is utilized due to its agreement with
the laboratory dissolution experiment of Tutolo et al. (2014b). To test the effect of
our chosen value of surface area, additional dolomite simulations were run by input-
ing the B.E.T. specific surface area reported by Luhmann et al. (2014) for dolomite
rock cores, 1020 cm2/g (Fig. 6.9). Because the rates of geochemical reactions are
equivalent to the value of r calculated through Eqn. 6.4 multiplied by the specific
surface area, using this higher value effectively increases the dolomite precipitation
rates by around fifteen-fold.
In spite of these limitations associated with dolomite growth kinetics, the simu-
lated reservoir remains transport-limited and the solubility of dolomite in the reservoir
fluid still places low upper bound limits on the volume of dolomite that can possi-
bly precipitate. In other words, because the dolomite rapidly dissolves and the fluid
reaches equilibrium with respect to dolomite, the volume of dolomite that precipi-
tates is predominantly limited by the amount that dissolves and not necessarily the
precipitation rate. Even using these high B.E.T. surface areas and associated higher
reaction rates cannot dramatically affect the volume of dolomite that precipitates for
the range of investigated model parameters.
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Figure 6.9: Comparison of volumes of dolomite dissolved (a) and precipitated (b) for
simulations run using higher input porosity and surface area than the default parame-
ters utilized in all other simulations. The higher porosity increases the instantaneous
water-to-rock ratio and therefore more dolomite must dissolve in order for the fluid
to equilibrate. This higher dissolved volume has the effect of increasing the volume of
dolomite that precipitates, particularly when a higher surface area of the secondary
phase is employed (See Sect. 6.5.1.)
Porosity, permeability, and relative permeability
The default porosity that we utilize in our simulations (0.07) is at the lower end
of the range of carbonate porosities measured in natural formations (e.g., Schwartz
and Zhang, 2003). To examine the effect that porosity, and hence water-to-rock ratio,
has on the dissolution and precipitation of carbonate minerals, we present results for
the 200 bar, 50◦C, 50 kg/s injection dolomite reservoir simulations with a porosity
of 0.15 utilizing both the default specific surface area as well as the B.E.T.-measured
dolomite specific surface area reported by Luhmann et al. (2014) (Fig. 6.9). As dis-
cussed above, the rate of dolomite dissolution is sufficiently rapid at our simulated
temperatures that the fluid equilibrates with dolomite between timesteps. Therefore,
the higher specific surface area has no effect on the volume of dolomite dissolved dur-
ing the simulation (Fig. 6.9a). However, the larger porosities increase instantaneous
water-to-rock ratios so that more dolomite must dissolve before equilibrium can be
reached. The higher porosity therefore has the effect of increasing the volume of
dolomite that dissolves and precipitates in the reservoir (Fig. 6.9). Because dolomite
precipitation is kinetically limited, the higher surface area has a measurable effect on
the precipitated volume of dolomite. However, the volume of dolomite precipitated is
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still considerably less than the volume of calcite that precipitates in analagous, lower-
porosity simulations (Fig. 6.3), which would therefore be unlikely to affect reservoir
injectivity. Notably, a considerable amount of the precipitated dolomite re-dissolves
in these simulations, beginning approximately ten years after CO2 injection stops. At
this time, the CO2 plume has begun to migrate out of the reservoir and the lower
brine relative permeability effects associated with the presence of supercritical CO2
begin to diminish. This higher brine relative permeability and changes in the distri-
bution of the CO2 plume allow more brine to equilibrate with the CO2 plume and
enhance the solubility of the previously precipitated dolomite.
It is clear from this discussion, and the discussion about velocity profiles in Sect.
6.4.3 above, that the relative permeabilities of the brine and CO2 phase have a con-
siderable effect on the hydrogeochemical evolution of the simulated CCUS reservoirs.
We chose to utilize the relative permeability parameters presented by Andre´ et al.
(2007), but a considerable body of literature has demonstrated the considerable range
of relative permeability parameters associated with different rock types and CO2-brine
flow regimes (e.g., Bennion et al., 2008; Mu¨ller, 2011; Krevor et al., 2012; Zuo et al.,
2012; Falta et al., 2013; Tutolo et al., 2014b). In particular, a number of studies have
shown that exsolved CO2 can cause interesting and dramatic relative permeability
effects (e.g., Luhmann et al., 2013; Falta et al., 2013; Tutolo et al., 2014b). However,
variations in the CO2 and brine relative permeability functions would generally only
impact our conclusions if they allowed for high relative permeability of the brine phase
even in regions with significant CO2 saturation, which is generally not the case.
All simulations performed in the present study utilize a single, isotropic value
of permeability for the entire simulated reservoir. However, in real carbonate CCUS
reservoirs, the geologic history of the reservoir will likely result in significantly anisotropic
and heterogeneous permeability fields. The effect that such heterogeneities have on
the conclusions of this study are difficult to quantify. However, regardless of the
reservoir’s permeability structure, the fact that carbonate mineral dissolution and
precipitation processes in our simulated reservoirs tend to be strongly transport lim-
ited suggests that the calculated volumes of minerals dissolved and precipitated would
only be affected if the reservoir permeability were greater than the value we employ.
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Mineralogical heterogeneities, well geometry, and reservoir size
Generally, carbonate reservoirs are not entirely composed of dolomite or calcite,
and instead are more likely to contain varying abundances of these and other carbon-
ate and silicate minerals. Nonetheless, our results also apply to these mineralogically
variable reservoirs. Because calcite never becomes supersaturated in the dolomite
simulations we can hypothesize that thermally-induced calcite precipitation is likely
to be more prominent than dolomite precipitation in reservoirs containing variable
abundances of both calcite and dolomite. This is especially true when one consid-
ers the relatively slow rate of dolomite precipitation. Furthermore, variable reservoir
thickness and alternate geometry of the injection well(s) may additionally impact the
distribution of carbonate mineral dissolution and precipitation in CCUS reservoirs
(e.g., MacMinn et al., 2010). If, for example, the reservoir was considerably thin-
ner and a vertical injection well were used, the injected CO2 would likely occupy a
greater proportion of the reservoir than in the presented simulations (Garapati et al.,
2015). The more widespread distribution of CO2 would likely impact the location
and quantity of mineral dissolution and precipitation such that greater porosity and
permeability changes would occur. If, on the other hand, a horizontal CO2 injection
well drilled perpendicular to the dominant flow direction were utilized, the super-
critical CO2 would likely be less concentrated in the reservoir and correspondingly
lower porosity changes would likely occur. In any case, the 21 scenarios that we
have presented sample a range of parameters that are likely representative of typi-
cal CCUS reservoirs and emphasize that the porosity effects resulting from cool CO2
injection and coupled carbonate dissolution/precipitation reactions are unlikely to
impact CCUS reservoir injectivity.
6.5.2 Comparison with experimental results
A significant amount of research effort has been directed towards quanitfying the
porosity and permeability effects of CO2 injection into carbonate-bearing aquifers.
However, in this study, and elsewhere (e.g., Johnson et al., 2004; Xu et al., 2004;
Kharaka et al., 2006; Tre´mosa et al., 2014), the magnitude of these chemical reactions
has been put into a more realistic perspective by simultaneously considering the many
coupled processes occurring in CCUS reservoirs as CO2 is introduced and removed
from the aquifer. A number of important aspects of the reactive transport approach
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utilized in this study allow for these previous results to be put into a more realistic
perspective. Specifically, we illustrate that porosity increases and decreases associated
with carbonate dissolution and precipitation in our simulated CCUS reservoirs tend
to be less substantial than the majority of experimental studies suggest.
As we discuss above, the relatively small mineral volume changes observed in our
simulations are mostly related to transport limitations that characterize our simu-
lated CCUS reservoirs. Intuitively, as fluids approach equilibrium with respect to
reservoir minerals, their capacity for further reaction diminishes. Luhmann et al.
(2014) showed that relatively high water-to-rock mass ratios, on the order of 10 to
50, are required to impact dolomite core permeability through dissolution reactions
when the reaction fluid is far-from-equilibrium with respect to dolomite. However, it
is important to note that many of their sampled fluids were relatively close to equi-
librium with respect to dolomite, the mineral comprising their experimental cores.
Therefore, over a length scale of ∼ 2.5 cm, a high-temperature experimental fluid was
able, in some cases, to reach zero reactivity. If this fluid were then to continue to travel
through a much larger-scale dolomite reservoir, it would do so with negligible reactiv-
ity and therefore would not be able to dramatically impact the reservoir’s injectivity.
These processes are characteristic of the transport-limited, high-Damko¨ler number
processes we have investigated in our simulations. As we have illustrated, even our
highest flow rates did not refresh the reservoir with enough far-from-equilibrium brine
to overcome this transport limitation over our simulated time scales, mostly due to
the characteristically low relative permeability of the brine phase within the CO2
plume.
Tutolo et al. (2014b) present a similar experiment to those presented by Luh-
mann et al. (2014), wherein porosity and dissolution pathways were created as a
far-from-equilibrium experimental solution approaches equilibrium with respect to a
dolomite core at 21◦C and 60◦C. However, in the Tutolo et al. (2014b) experiment,
the experimental temperature was raised such that the fluid that had been equili-
brated with CO2 at 21
◦C and dolomite at 60◦C was allowed to exsolve CO2 and
precipitate dolomite within the previously created pore space. The fluid was contin-
ually recycled through the core, such that, by the time the experiment concluded,
a considerable amount of dolomite had re-precipitated in the dissolution pathways
previously created at the lower temperatures. In thermodynamic calculations, Tutolo
et al. (2014b) suggest that a 1 molal NaCl fluid equilibrated with dolomite and CO2
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at 50◦C and 200 bar has the capacity to precipitate ∼0.58 cm3 dolomite per kg if
it is instantaneously transferred to 100◦C. Similar calculations show that a 1 molal
NaCl fluid equilibrated with calcite and CO2 at 50
◦C and 200 bar has the capacity
to precipitate ∼0.83 cm3 calcite per kg. In Fig. 6.10, we plot two simple calculations
designed to quantify how these 50◦C, carbonate-saturated fluids would impact the
porosity of a 100◦C rock with an initial porosity of 0.07. These calculations suggest
that ∼100 pore volumes would be required to lower the porosity of the reservoir by
several percent, with dolomite taking a larger number of pore volumes than calcite.
These calculations are lower-bound estimates because they ignore both the transport
distance required to increase the fluid temperature from 50◦ to 100◦C and the kinetics
of carbonate precipitation. Nonetheless, if these estimates are put into the context
of our reservoir-scale simulations, we can begin to see why the impact of cool CO2
injection is so minor.
At our highest hydraulic head gradient, 0.1 m/m, the Darcy velocity is ∼10.4
m/yr. If, for simplicity, we consider a fully brine-saturated representative elementary
volume (REV) of 1 m3, we can calculate that it would refill approximately 150 times
per year at this flow rate. If subjected to the mineral precipitation as calculated in
Fig. 6.10, the porosity and permeability would be dramatically lowered within several
years. If, on the other hand, the REV contained &40% supercritical CO2, relative
permeability effects discussed above would cause the REV to be refilled less than
once a year. At this rate, it would take hundreds or thousands of years for mineral
precipitation to have a substantial effect on porosity. Therefore, the transport limita-
tion associated with relatively fast carbonate reaction rates is made even more severe
in CCUS reservoirs by the fact that the relative permeability, and hence velocity of
the brine phase in contact with supercritical CO2, tends to be relatively low. The
permeability change resulting from these porosity-reducing reactions would therefore
probably not take effect until after the relevant injection period. Even relatively
minor amounts of precipitation can potentially negatively impact formation perme-
ability, however, if they concentrate in pore throats. In this specific case, these minor
precipitated volumes could potentially impact permeability over a CCUS reservoir
lifetime.
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Figure 6.10: Calculation illustrating the effect of dolomite and calcite precipitation
on the porosity of a rock with an initial porosity of 0.07. The fluid is assumed to
instantaneously transfer from 50◦C to 100◦C at 200 bar of pressure and deposit 0.58
cm3/kg (dolomite) or 0.83 cm3/kg calcite (Tutolo et al., 2014b). Porosity evolution
is taken into account such that pore volumes become considerably smaller as the
porosity is decreased by mineral precipitation. Note that we utilize pore volumes,
which decrease as the volume of precipitated mineral increases, instead of water-to-
rock ratios in order to preserve the non-dimensionality of the associated equations.
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6.5.3 The utility of reactive transport simulations at reser-
voir scales
A major conclusion of this study is the benefit of employing reactive transport
simulations to upscale experimental results and equilibrium thermodynamic calcula-
tions to the field scale. As has been emphasized here, the coupled processes of brine
and CO2 flow, CO2 dissolution into and exsolution out of brine, mineral dissolution
and precipitation, and the transport of solutes and heat are necessary to consider
when examining CO2 injection into carbonate CCUS reservoirs. Only careful exami-
nation of all relevant processes in coupled form over (close-to) actual reservoir scales
in three dimensions at realistic time scales can reveal these complex processes and
their interdependencies. This ultimately requires reactive transport simulations that
can put laboratory experiments, that are necessarily conducted over small spatial and
temporal scales, as well as field data, which often provide spatially limited informa-
tion and only a temporal “snapshot”, in a more realistic, reservoir-scale framework,
both spatially and temporally. Because of their ability to observe the coupled pro-
cesses of fluid, heat, and aqueous species transport and coupled chemical reactions,
reactive transport simulators are a vital tool for the evaluation of CCUS reservoirs.
We could not have arrived at the unique conclusions of this study regarding the effect
of cool CO2 injection and CO2-brine-carbonate mineral reactions in CCUS reservoirs
without using this fully coupled, reactive transport approach.
6.6 Conclusions and general implications for CCUS reser-
voirs
Because carbonate minerals and CO2 are considerably more soluble at lower tem-
peratures, researchers have hypothesized that cool CO2 injection can effectively re-
distribute reservoir porosity and permeability and affect injectivity by dissolving car-
bonates where cold fluids are injected into the reservoir and precipitating carbonates
as the injected fluids heat up during flow away from the injection well. In this study,
we examine the coupled effects of cool CO2 injection and background hydraulic head
gradients on reservoir-scale mineral volume changes using the fully coupled, massively
parallel reactive transport simulator PFLOTRAN. We examine the effects of temper-
ature, pressure, hydraulic head gradient, and CO2 injection rate on dissolution and
precipitation processes in monomineralic calcite and dolomite CCUS reservoirs. Based
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on the 21 low-temperature and isothermal CO2 injection simulations we present, we
provide the following general conclusions:
1. The low heat capacity of CO2 effectively prevents low-temperature CO2 injec-
tion from decreasing the temperature across large portions of the simulated
carbonate reservoirs.
2. The small observed thermal perturbation and generally low relative permeability
of brine within supercritical CO2-saturated pore space result in limited mineral
dissolution and precipitation directly attributable to cool CO2 injection.
3. Relatively high water-to-rock ratios would be required to substantially affect
fluid injectivity through thermally-induced mineral dissolution and precipita-
tion, which may occur over much longer CCUS reservoir lifetimes or in mate-
rials that maintain sufficiently high brine relative permeability within the CO2
plume during the CO2 injection period.
4. Fully coupled, reservoir-scale reactive transport simulations are an effective
means of placing laboratory- and field-scale observations into a reservoir-scale
context, both spatially and temporally.
Furthermore, in order to examine the effect of our chosen porosity and mineral spe-
cific surface area on our conclusions, we present an additional set of simulations run
with higher porosity and mineral surface area. Nonetheless, even these simulations
illustrate the minor effect that low-temperature CO2 injection has on reservoir poros-
ity.
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Chapter 7
Conclusion
Greenhouse gas emissions and their associated changes to Earth’s climate, hydro-
logic, and ecologic systems remain some of the foremost issues facing society in the
twenty-first century. In this thesis, I have explored fundamental and applied aspects
of one of the proposed methods for transitioning from a fossil fuel-burning, greenhouse
gas-emitting society to a renewable energy-based society: Carbon Capture, Utiliza-
tion, and Storage (CCUS). During this process, several important themes have de-
veloped, and these themes tend to pervade many geoscientific persuits. In particular,
I have shown that understanding and predicting the processes that may occur dur-
ing CCUS operations–and many other geological systems–requires the combination
of fundamental data sets from many disparate sources. Successful use of these funda-
mental data sets, particularly those dealing with the thermodynamics and kinetics of
mineral-fluid interactions, necessitates that their users critically examine them prior
to incorporating them into their conceptual models. Furthermore, I have emphasized
the complexity of the coupling between geochemical processes and hydrogeochemi-
cal properties and its importance for understanding how CCUS reservoirs will evolve
over their lifetimes and determining the ultimate potential success of such operations.
In addition, I have explored the interesting and complex feedbacks between mineral
dissolution and precipitation processes, particularly the effect of secondary mineral
precipitation rates on primary mineral dissolution rates. This specific and pervasive
process remains difficult to predict, and future work should continue to focus on this
coupling. Finally, I have repeatedly stressed the vital utility of reactive transport
models for producing fully coupled predictions and analyses of relevant processes at
the wide range of spatial and temporal scales applicable to CCUS. These simulators
show incredible promise for the future of many geoscientific disciplines.
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Overall, I have illustrated that CCUS in sandstone and dolomite reservoirs appears
to be geochemically feasible from the standpoint of long-term reservoir injectivity
and storativity. When considering reservoir-scale results, neither the sandstone nor
dolomite reservoirs appear to evolve in such a way as to prevent successful CCUS
operations over the time scale of several decades. Nonetheless, the stability of the
sealing formations has not been discussed here and future research will be required
to examine the potential effects of CO2 leakage through these formations.
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Appendix A
Overview of data examined during the
composition of Chapter 2
In composing this study, a large number of experimental and field measurements of
mineral solubilities, phase equilibria, heat capacities, and enthalpies were considered.
We have included a list of the studies considered during preparation of the presented
data set in Table A.1. The studies are classified as 1) “calorimetry”; 2) “solubility,”
which indicates measurements of equilibrium between only the listed mineral and
the experimental fluid; and 3) “phase equilbria,” which indicates measurements of
equilibrium between the listed mineral, the experimental fluid, and at least one other
mineral. See the referenced studies for details on experimental conditions and mineral
phases. Final decision on whether to include thermodynamic data from a particular
study were based on the following criteria:
1) Has equilibrium been demonstrated between the focus mineral, an aqueous
solution, and at least one other mineral in the reaction matrix?
2) Are experimental parameters (temperature, pressure, ionic strength) amenable
to the derivation of thermodynamic properties without introducing undue uncer-
tainty?
3) Are the results of the study in reasonable agreement with other studies at
similar conditions?
4) Can “summed” reactions, such as those described in Sect. 2.5.2, be employed
using the experimental data?
Preference was given to experimental datasets where equilibrium was demon-
strated at multiple T-P conditions in order to provide decreased uncertainty on cal-
culated results. Note that the criteria for inclusion in the present study require that
data be obtained from measurements of solution composition and not, for example,
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T-P bracketing of crystal growth. Quartz is excluded from this table because its ther-
modynamic properties and solubility have been studied in extensive detail and it was
accepted as an anchor mineral here. For a review of these solubility measurements,
see the recent reviews of Rimstidt (1997) or Stefa´nsson (2001). The solubilities of
boehmite and gibbsite have been examined in a much larger number of studies than
are included in this table; however, examination of the majority of these references
reveals that they are all in relatively clear agreement. Reviews of Al hydroxide solubil-
ity studies can be found in Parks (1972), Apps et al. (1988), Pokrovskii and Helgeson
(1995), Tagirov and Schott (2001). For minerals where no calorimetric study is given,
the analysis relied upon Robie and Hemingway (1995) and references therein.
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Table A.1: Experimental studies considered
Reference Method T-P Range
Albite
Burch et al. (1993) Solubility 80◦C, Psat
Arno´rsson et al. (1983) Phase Equilibria 21-250◦C, Psat
Merino (1975) Phase Equilibria 100◦C, 150 bars
Montoya and Hemley (1975) Phase Equilibria 25-500◦C, 1000 bars
Saccocia and Seyfried (1994) Phase Equilibria 300-500◦C, 500 bars
Woodland and Walther (1987) Phase Equilibria 350-500◦C, 1000-2500 bars
Tagirov et al. (2002) Phase Equilibria 400-350◦C, 500-1000 bars
Orville (1963) Phase Equilibria 350-700◦C, 2000 bars
Popp and Frantz (1980) Phase Equilibria 500-700◦C, 1000 bars
Shinohara and Fujimoto (1994) Phase Equilibria 600◦C, 400-2000 bars
Andalusite
Hemley et al. (1980) Phase Equilibria 340-500◦C, 1000-2000 bars
Sverjensky et al. (1991) Phase Equilibria 400-550◦C, 1000-2000 bars
Montoya and Hemley (1975) Phase Equilibria 400-500◦C, 1000 bars
Haselton et al. (1995) Phase Equilibria 400-500◦C, 1000 bars
Frank et al. (1998) Phase Equilibria 400-550◦C, 250-600 bars
Shinohara and Fujimoto (1994) Phase Equilibria 600◦C, 400-2000 bars
Boehmite
Hemingway et al. (1991) Calorimetry 25◦C,1 bar
Majzlan et al. (2000) Calorimetry 25◦C, 1 bar
Palmer et al. (2001) Solubility 100-290◦C, Psat
Be´ne´zeth et al. (2001) Solubility 100-290◦C, Psat
Ko¨nigsberger et al. (2011) Solubility 95◦C, 1 bar
Be´ne´zeth et al. (2007) Phase Equilibria 150-200◦C, Psat
Hemley et al. (1980) Phase Equilibria 200-300◦C, 1000 bars
Hemley (1959) Phase Equilibria 400◦C, 1000 bars
Dawsonite
Ferrante et al. (1976) Calorimetry 25-204◦C, Psat
Be´ne´zeth et al. (2001) Phase Equilibria 25-200◦C, Psat
Diaspore
Apps et al. (1989) Solubility 25-350◦C, Psat
Hemley et al. (1980) Phase Equilibria 200-390◦C, 1000-2000 bars
Gibbsite
Frink and Peech (1962) Solubility 25◦C, 1 bar
May et al. (1979) Solubility 25◦C, 1 bar
Palmer and Wesolowski (1992) Solubility 30-70◦C, 1 bar
Wesolowski and Palmer (1994) Solubility 50◦C, Psat
Nagy and Lasaga (1992) Solubility 80◦C, Psat
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Helgeson et al. (1978) Phase Equilibria 25◦C, 1 bar
Muscovite
Montoya and Hemley (1975) Phase Equilibria 25-500◦C, 1000 bars
Usdowski and Barnes (1972) Phase Equilibria 30-300◦C, Psat
Wintsch et al. (1980) Phase Equilibria 200-500◦C, 2000 bars
Sverjensky et al. (1991) Phase Equilibria 300-550◦C, 1000-2000 bars
Haselton et al. (1995) Phase Equilibria 400-500◦C, 1000-6000 bars
Shade (1974) Phase Equilibria 400-500◦C, 1000 bars
Frank et al. (1998) Phase Equilibria 400-550◦C, 250-600 bars
Gunter and Eugster (1980) Phase Equilibria 600-670◦C, 1000-2000 bars
K-feldspar
Arno´rsson et al. (1983) Phase Equilibria 21-250◦C, Psat
Merino (1975) Phase Equilibria 100◦C, 150 bars
Usdowski and Barnes (1972) Phase Equilibria 30-300◦C, Psat
Wintsch et al. (1980) Phase Equilibria 200-500◦C, 2000 bars
Sverjensky et al. (1991) Phase Equilibria 300-600◦C, 1000-2000 bars
Haselton et al. (1995) Phase Equilibria 400-500◦C, 1000-6000 bars
Shade (1974) Phase Equilibria 400-500◦C, 1000 bars
Frank et al. (1998) Phase Equilibria 400-550◦C, 250-600 bars
Gunter and Eugster (1980) Phase Equilibria 600-670◦C, 1000-2000 bars
Kaolinite
De Ligny and Navrotsky (1999) Calorimetry 25◦C
Fialips et al. (2001) Calorimetry 25◦C
Fialips et al. (2003) Calorimetry 25◦C
Kiseleva et al. (2011) Calorimetry 25◦C
Barany and Kelley (1961) Calorimetry 25◦C
Hemingway et al. (1978) Calorimetry 25-800◦C
Robie and Hemingway (1991) Calorimetry 25-107◦C
Yang and Steefel (2008) Solubility 22◦C, 1 bar
Polzer and Hem (1965) Solubility 25◦C, 1 bar
Reesman and Keller (1968) Solubility 25◦C, 1 bar
Huang and Keller (1973) Solubility 25◦C, 1 bar
May et al. (1986) Solubility 25◦C, 1 bar
Kittrick (1966) Solubility 25◦C, 1 bar
Kittrick (1980) Solubility 25◦C, 1 bar
Devidal et al. (1996) Solubility 60-170◦C, Psat
Nagy et al. (1991) Solubility 80◦C
Mukhamet-Galeev and Zotov (1992) Solubility 200-300◦C, Psat
Zotov et al. (1998) Solubility, Phase Equilibria 150-300◦C, Psat
Helgeson et al. (1978) Phase Equilibria 25◦C, 1 bar
Montoya and Hemley (1975) Phase Equilibria 25-300◦C, Psat and 1000 bars
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Huang et al. (1993) Phase Equilibria 200-275◦C
Sverjensky et al. (1991) Phase Equilibria 300◦C, 1000 bars
Hemley et al. (1980) Phase Equilibria 200-300◦C, 1000, 2000 bars
Hemley (1959) Phase Equilibria 200-300◦C, 1000 bars
Orville (1963) Phase Equilibria 350-700◦C, 2000 bars
Paragonite
Montoya and Hemley (1975) Phase Equilibria 200-500◦C, 1000 bars
Saccocia and Seyfried (1994) Phase Equilibria 300-500◦C, 500 bars
Tagirov et al. (2002) Phase Equilibria 400-450◦C, 500-1000 bars
Pyrophyllite
Hemley et al. (1980) Phase Equilibria 200-450◦C, 1000-2000 bars
Montoya and Hemley (1975) Phase Equilibria 300-400◦C, 1000 bars
Sverjensky et al. (1991) Phase Equilibria 300-400◦C, 1000 bars
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Appendix B
Validation of the activity coefficient formulation
utilized in Chapter 3
To test the accuracy and correct implementation of Debye-Hu¨ckel activity coefficient models
in the present study, we compare them with another published, calibrated model (Archer, 1992).
Because it is based on a modified form of the Pitzer ion-interaction model (Pitzer, 1973; Archer,
1991), the Archer (1992) model is formulated based upon I, the stoichiometric ionic strength of the
solution and we must therefore derive a relationship between the two ionic strength scales in order
to yield a meaningful comparison.
In NaCl-dominated solutions where H+ and OH− contribute negligibly to ionic strength, we can
assume:
I¯ = mNa+ (B.1)
and
I = mNa. (B.2)
Further, by defining γ± as the activity coefficient on the stoichiometric ionic strength scale (i.e.,
those reported by Archer (1992)) and keeping in mind that aNa+ must be consistent regardless of
whether the activity model is employing I or I¯, we can write:
γ∗±mNa+ = γ±mNa. (B.3)
Lastly, by plugging Eqs. B.1 and B.2 into Eq. B.3, we have:
γ±I = γ∗±I¯ , (B.4)
which allows us to compare values of γ∗± calculated using Eq. 3.3 with values of γ± calculated using
the Archer (1992) model.
Comparisons between values calculated from Eq. 3.3 using both the Helgeson (1969) and Oelkers
and Helgeson (1990) parameters and those calculated from the parameterization of Archer (1992)
indicate varying degrees of agreement and disagreement over the range of calculated temperatures
and ionic strengths (Fig. B.1). At lower temperatures, the Helgeson (1969) formulation agrees well
with the Archer (1992) formulation up to NaCl molalities of ∼1, and the Oelkers and Helgeson (1990)
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Figure B.1: Comparison between calculations of mean ionic activity coefficients for
0.5, 1, 3, and 6 molal NaCl solutions using extended Debye-Hu¨ckel equations param-
eterized by Helgeson (1969) (A) and Helgeson et al. (1981) (B) (lines) and Archer
(1992) (symbols) for equivalent true ionic strengths (see text).
parameters are in agreement up to NaCl molalities of ∼3. At higher temperatures, both formulations
are in better agreement with the Archer (1992) calculations, and the Oelkers and Helgeson (1990)
parameters appear to be in very good agreement with the Archer (1992) calculations up to 6 molal
NaCl. This conclusion is in accord with the assertion by Helgeson and Kirkham (1974) that the
dielectric constant of water and values of parameters in Eq. 3.3 change in such a way as to extend
the region of applicability of Debye-Hu¨ckel theory to progressively more concentrated solutions with
increasing temperature and/or decreasing pressure.
The Helgeson (1969) calibration of Eq. 3.3, which is implemented in many geochemical speciation
codes (e.g., EQ3/6 (Wolery, 1992), PFLOTRAN (Hammond et al., 2012), and the Geochemist’s
Workbench (Bethke and Yeakel, 2012)), was limited by the relatively few experimental measurements
available at the time it was produced. The Helgeson (1969) calibration was therefore superceded
by the Oelkers and Helgeson (1990) formulation, which employed experimental data acquired over a
much wider range of temperature, pressure, and concentration conditions. Nonetheless, although the
Oelkers and Helgeson (1990) formulation yields activity coefficients in significantly better agreement
with the Archer (1992) formulation and is therefore more accurate, it has been shown that the error
in mineral solubility calculations resulting from even the relatively large inter-model variations in γ∗±
shown in Fig. B.1 is relatively minor (e.g., Manning, 2013). Therefore, either the Helgeson (1969)
or Oelkers and Helgeson (1990) parameters may be used without introducing undue uncertainty in
speciation calculations. In this study, we employ the Oelkers and Helgeson (1990) parameters for
all relevant calculations.
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Appendix C
Supporting information for Chapter 4
Table C.1: K-feldspar dissolution rates
Time ∆Grxn Rate (K) Rate (Si) Average Rate
(min) (kJ/mol) (mol/cm2/s) (mol/cm2/s) (mol/cm2/s)
Recycling Experiment
496 -22.1 2.4×10−13 2.5×10−13 2.5×10−13
1,871 -19.2 2.2×10−13 2.1×10−13 2.1×10−13
4,139 -15.8 1.1×10−13 1.2×10−13 1.2×10−13
9,050 -10.7 6.1×10−14 6.6×10−14 6.4×10−14
16,894 -7.3 4.2×10−14 4.3×10−14 4.3×10−14
26,404 -6.2 3.3×10−14 3.5×10−14 3.4×10−14
36,664 -6.5 2.2×10−14 2.1×10−14 2.2×10−14
46,771 -6.0 1.6×10−14 1.3×10−14 1.4×10−14
61,110 -2.0 8.8×10−15 2.3×10−14 1.6×10−14
72,505 -1.2 1.0×10−14 1.5×10−14 1.2×10−14
Single Pass 1
”steady state” -18.35 4.1×10−13 2.7×10−13 3.4×10−13
Single Pass 2
“steady state” -18.35 3.8×10−13 2.3×10−13 3.1×10−13
Average 4.0×10−13 2.5×10−13 3.2×10−13
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Appendix D
Supporting Information for Chapter 5
D.1 Experimental Details
The experimental rock core was cut from an outcrop sample collected in Layton Canyon, South
Dakota, USA. Prior to the experiment, the core was placed in an ultrasonic bath for ∼5 seconds
to remove loose particles, rinsed with deionized water, and dried at 60◦C. Deionized water flowed
through the core for three days at 21◦C and experimental pressures to measure the core’s initial,
pre-experiment permeability. During the experiment, the fluid was recirculated through the core at
a flow rate of 0.05 mL/min from 0-75, 168-190, and 198-650 hours and 0.1 mL/min from 75-148 and
151-168 hours. Flow rate was 0.4 mL/min from 148-151 hours during fluid sample collection and
0.1, 0.15, 0.2, or 0.25 mL/min from 190-198 hours to confirm laminar flow. The changes in flow rate
at lower T do not affect the conclusions of this study because they all occurred during the low-T
portion of the experiment, which only served as a fluid-rock equilibration step.
Figure D.1: Experimental setup used in the variable T experiments (after Luhmann
et al. Luhmann et al. (2013)).
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Figure D.2: A. XRCT image indicating the sampling location for the precipitated
material analyzed using X-ray Diffraction (XRD). B. XRD pattern of mineral precip-
itate recovered from within the Teflon orifice in the dolomite experiment. Standard
patterns from Eberl (2003) for calcite and dolomite are shown for reference.
D.2 Analytical Methods
X-ray Computed Tomography (XRCT) data and imagery were obtained at the University of
Minnesota (UMN) XRCT facility, using a 3073 x 3889 pixel Dexela detector. A total of 900 radio-
graphs were obtained at 0.6 frames per second with a 50 kV beam and 496 µA tube current. The
imaged volume was reconstructed at 11.5 µm3 voxel size with the efXCT software package from
North Star Imaging. Pore volumes, porosity, and precipitate volume were calculated by separating
each individually from the reconstructed volume and summing them to obtain a total voxel volume.
Post-experiment, the core was prepared for Scanning Electron Microscopy (SEM) by sawing hor-
izontally across the core at a distance of 2.5 mm from the upstream end. The saw was operated
without water to limit disruption of internal structure of the core. The sample was subsequently
sprayed with pressurized air before entering the SEM chamber to ensure that any dust was removed
from the sample face.
With the aid of the XRCT imagery, a precipitated phase (dolomite) was located within the
Teflon endcap on the upstream end of the core (Fig. D.2 A). The precipitated phase was carefully
extracted from within the endcap orifice to avoid contamination from the rock core, and prepared
for X-Ray Diffraction (XRD) analysis on a Rigaku Miniflex XRD instrument in the UMN X-ray
Mineralogy Laboratory.
The fluid sample shown in Fig. D.3 and a sample of the Madison dolomite were analyzed using
inductively coupled plasma optical emission spectrometry (ICP-OES) for major dissolved cations
and major oxides. The Mg-Ca ratio measured for Madison dolomite sample (0.96) indicates that
the sample is nearly stoichiometric dolomite. Cation 2σ accuracies are generally better than 3%.
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D.3 Relative Permeability Calculations
The modified Darcy equations for both water and CO2 Stauffer et al. (2009),
Qw
A
=
kkrw
µw
∆Pw
L
(D.1)
and
QCO2
A
=
kkCO2
µCO2
∆Pw + Pc
L
, (D.2)
can be combined to yield,
Qw
QCO2
=
krw
kCO2
µCO2
µw
∆Pw
∆Pw + Pc
, (D.3)
where Qi(i = w,CO2) is the volumetric flow rate, µi is the dynamic viscosity, kri is the relative
permeability, ∆Pw is the pressure difference for water phase, Pc is the capillary pressure, k is
the intrinsic permeability, and A and L are the cross-sectional area and the length of the core,
respectively. By assuming that exsolved CO2 and water within the core behave according to the
modified Darcy’s law for two-phase flow Stauffer et al. (2009), and that water relative permeability
behaves according to the Brooks-Corey model (Brooks and Corey, 1966), the relative permeabilities
of water (krw) and CO2 (krCO2), the Leverett function, J , and the capillary pressure, Pc, can be
calculated Leverett (1940):
krw = S
3+2/λ
w , (D.4)
J = S−1/λw , (D.5)
and
Pc = σ
√
φ
k
J(Sw), (D.6)
respectively, where Sw is water saturation, σ is the interfacial tension (set here to 0.03 N/m Chiquet
et al. (2007), λ is pore size distribution index (set here to 4) and φ is the porosity. Given the
measured values of Qw and ∆Pw, Sw can be calculated using Eqns. (D.1) and (D.4). The mass
balance equation for CO2 can be written as
(QwECO2 −QCO2) dt = −∆SwVpore, (D.7)
where ECO2 is the unitless (volume/volume) CO2 exsolution capacity, Vpore is the total pore volume,
and ∆Sw is the water saturation difference during time step dt. This mass balance, together with
Eqns. (D.3) and (D.6), allows for calculation of krCO2 .
D.4 Fluid Chemistry Calculations
The revised Helgeson-Kirkham-Flowers (HKF) equations of state were employed in the calcula-
tion of standard molal thermodynamic properties of aqueous species Tanger and Helgeson (1988),
and H2O thermodynamic properties were calculated according to the algorithms implemented in
SUPCRT92 Johnson et al. (1992). Thermodynamic properties utilized in speciation and solubility
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calculations performed in this study are included in Table D.1. Shock and Helgeson Shock and
Helgeson (1988) standard state thermodynamic properties and equation of state parameters were
chosen for CO2(aq) because they produced solubility predictions in significantly better agreement
with an independent, calibrated model Duan and Sun (2003) than the newer HKF parameters re-
ported by Schulte et al. Schulte et al. (2001) and Plyasunov and Shock Plyasunov and Shock (2001).
Other aqueous species properties and parameters represent the most up-to-date properties from the
literature (Table D.1).
Charged species activity coefficients are calculated according to the “B-dot” extended Debye-
Hu¨ckel equation, which provides a reasonable approximation of activity coefficients in solutions
of ionic strengths up to several molal for NaCl-dominated fluids Helgeson (1969); Helgeson and
Kirkham (1974). Neutral species (including CO2(aq)) activity coefficients are calculated according
to the Drummond Drummond (1981) formulation, which is parameterized for CO2 solubility in
solutions up to 6 molal NaCl over the range 0◦C - 400◦C. CO2 fugacity coefficients are calculated
according to the Duan et al. Duan et al. (1992) equation of state, which was shown by Allen et al.
Allen et al. (2005) to be more accurate for predicting CO2 fugacities over the range of pressure and
temperature conditions applicable to geologic CO2 storage than the Spycher and Reed Spycher and
Reed (1988) equation.
Changes in fluid concentration of the elements Ca and Mg during passes through the core, ∆C,
can be modeled according to:
∆C ×Q = A× r, (D.8)
where Q is the fluid flow rate, A is the total reacting surface area, and r is the rate constant
for the stoichiometric dissolution of dolomite. In order to model the low-T core-fluid interactions,
the far from equilibrium, 25◦C, 50 bar pCO2 value of r (10-9.4 mol/cm2/s) calculated using the
equation presented by Pokrovsky et al. Pokrovsky et al. (2009) was used. The use of this rate
constant is justified by the low dependence of 25◦C dolomite dissolution rates on pCO2 at pCO2 & 5
atmPokrovsky et al. (2009) and the far from equilibrium nature of the measured fluid concentrations
(Fig. D.3 A). The Ca and Mg concentrations in Fig. D.3 A were determined by analyzing a fluid
sample taken from the line downstream of the pressure vessel (Fig. D.1 ). The reacting surface
area parameter was then adjusted to ensure agreement between the modeled concentration and the
sampled concentration (Fig. D.3 B) The initial core mass was 11.6 g, and this requires a reacting
surface area of ∼70.5 cm2/g in order to match the sampled concentration (Fig. D.3). Although
this number is small compared with measured dolomite physical surface areas, it is consistent with
whole-rock dissolution kinetics Wunsch et al. (2013) in that only a small portion of the rock is
expected to react with the flowing fluid, particularly after flow pathways are short-circuited.
The 400 mL of reaction fluid were circulated through the reaction vessel from Pump A, through
the separator and reaction vessel, and into Pump B (Fig. D.1). Once Pump B became full, the
electronic valves were switched so that fluid from Pump B was injected into the separator while
Pump A was refilled. The separator contained 140 mL of CO2-saturated water until 169 hours,
when some of the CO2 within the separator was bled off to leave 180 mL of water in the vessel. Note
that, because the experimental fluid is injected directly from the separator into the reaction vessel,
the reacting fluid remains far from dolomite saturation (∼ 19 mmolal Mg) during the 21◦C stage
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Figure D.3: A. Separator concentration and B. Concentration of fluid exiting the
reaction vessel, both calculated using the kinetic model. Symbols labled Ca and Mg
in B. represent analyzed concentrations.
of the experiment (Fig. D.3A). Rapid changes in the modeled exit concentration result from the
different flow rates used during this portion of the experiment, and more gradual changes result from
the modeled change in total surface area. Surface area is assumed to be removed proportional to
the mass of stoichiometric dolomite removed, i.e., the specific reactive surface area is kept constant
but the total surface area decreases somewhat over the modeled time period. The kinetic model
assumes that the fluid in all vessels is well mixed, which is allowable due to the low concentrations
and slow flow rate through the separator. Although we have not performed the calculations here,
50◦C reaction rates are rapid enough to allow for total equilibration of all reaction fluid during the
50◦C portion of the experiment Pokrovsky et al. (2009).
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