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SINGULAR MASAS AND MEASURE-MULTIPLICITY INVARIANT
KUNAL MUKHERJEE
Abstract. In this paper we study relations between the left-right-measure and properties of singular
masas. Part of the analysis is mainly concerned with masas for which the left-right-measure is the
class of product measure. We provide examples of Tauer masas in the hyperfinite II1 factor whose
left-right-measure is the class of Lebesgue measure. We show that for each subset S ⊆ N, there exist
uncountably many pairwise non conjugate singular masas in the free group factors with Puka´nszky
invariant S ∪ {∞}.
1. Introduction and Preliminaries
Throughout the entire paper,M will denote a separable II1 factor equipped with its faithful normal
tracial state τ . This trace gives rise to a Hilbert norm on M, given by ‖x‖2 = τ(x
∗x)
1
2 , x ∈ M. The
Hilbert space completion of M with respect to ‖·‖2 is denoted by L
2(M). Let M act on L2(M) via
left multiplication. Let A ⊂M be a maximal abelian self-adjoint subalgebra (masa). Dixmier in [5]
defined the group of normalizing unitaries (or normalizer) of A to be the set
N(A) = {u ∈ U(M) : uAu∗ = A} ,
where U(M) denotes the unitary group of M. He called
(i) A to be regular (also Cartan) if N(A)′′ =M,
(ii) A to be semiregular if N(A)′′ is a subfactor of M,
(iii) A to be singular if N(A) ⊂ A.
Two masas A,B of M are said to be conjugate, if there is an automorphism θ of M such that
θ(A) = B. If there is an unitary u ∈ M such that uAu∗ = B, then A and B are called unitarily
(inner) conjugate. One of the most fundamental problem regarding masas is to decide the conjugacy
of two masas. The most successful invariant so far in this regard is the Puka´nszky invariant [22].
Nevertheless, it is not a complete invariant.
The measure-multiplicity invariant of masas in II1 factors was studied in [8, 12, 14]. It was used
in [8] to distinguish two masas with the same Puka´nszky invariant. It is a stronger invariant than
the Puka´nszky invariant. It has two main components, a measure class (left-right-measure) and
a multiplicity function, which together encode the structure of the standard Hilbert space as an
associated bimodule. In this paper, we study analytical relations between the left-right-measure and
properties of singular masas. We focus on the following question: To what extent does the standard
Hilbert space as a natural bimodule remember properties of the masa. In [12], we established that
left-right-measure has all information to measure the size of N(A) (see Thm. 5.5 [12]).
In this paper, we consider different kinds of singular masas. We introduce a condition on masas
which forces vigorous mixing properties. Such masas are automatically strongly mixing [9] (for a proof
see Thm. 9.2 [1]) and consequently singular. We show that if A is such a masa in M with singleton
multiplicity, then the Hilbert space L2(M) ⊖ L2(A) as a natural A,A-bimodule is a direct sum of
copies of L2(A)⊗L2(A), i.e., we show that its left-right-measure is the class of product measure. We
also present a converse to the foresaid statement. The arguments required to prove this statement
show that, if B ⊂ A is diffuse, then L2(M) ⊖ L2(B′ ∩M) as a B,B-bimodule is a direct sum of
copies of submodules of L2(B)⊗ L2(B). There is an abundance of such masas in the hyperfinite II1
factor, but there are fewer examples of such masas, if in addition we demand that such a masa has
a bicyclic vector. We also study the left-right-measure of Γ and non-Γ singular masas. In particular,
we show that under certain extra assumption on central sequences, the presence of central sequences
in a masa can be related to rigid measures. Examples of such masas come from Ergodic theory.
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The following question asked by Banach is a long standing open problem in Ergodic theory. Does
there exist a simple measure preserving (m.p.) automorphism with pure Lebesgue spectrum? It is
implicit in the above question that one is asking about an action of Z. Translated to operator algebras
this means (see for instance [14]), whether there is a way to construct the hyperfinite II1 factor as
L∞(X,µ)⋊Z, where L(Z) is a simple masa whose left-right-measure is the class of product measure.
The term ‘simple’ of course means simple multiplicity or equivalently, the existence of a bicyclic
vector of A.
We provide an example of such a Tauer masa in the hyperfinite II1 factor. All Tauer masas are
simple [32]. We do not know if this example arises from an action of integers or any other group
action. But quite surprisingly Banach’s problem has an easy and affirmative answer if we change the
group. Using the methods developed in [8], we show that for each subset S ⊆ N (could be empty),
there are uncountably many pairwise non conjugate singular masas in the free group factors with
Puka´nszky invariant S ∪ {∞}.
This paper is organized as follows. We provide the background material in this section itself. In
§2, we study masas for which the left-right-measure is the class of product measure. §3 is devoted to
Tauer masas. §4 contains partial results regarding the left-right-measure of Γ and non-Γ masas. In
§5, we exhibit examples of singular masas in free group factors.
Let J denote the Tomita’s modular operator on L2(M), obtained by extending the densely defined
map J : M 7→ M by Jx = x∗. The image of a L2 vector ζ under J will be denoted by ζ∗. Let
eA : L
2(M) 7→ L2(A) be the Jones projection associated to A. Denote A = (A ∪ JAJ)′′. It is
known that eA ∈ A (Thm. 3.1 [21]). Let EA denote the unique, normal, trace preserving conditional
expectation from M on to A. The conditional expectation EA and the trace extends to L
1(M) in a
continuous fashion (see §B.5 [27]). With abuse of notation, we will write eA(ζ) = EA(ζ) for L
1 and
L2 vectors. Similarly, we will use the same symbol τ to denote its extension. This will be clear from
the context and will cause no confusion. This work relies on direct integrals. For standard results
on direct integrals we refer the reader to [6]. Throughout the entire paper N∞ will denote the set
N ∪ {∞}. For a set X, we will write ∆(X) to denote the diagonal of X ×X.
Definition 1.1. Given a type I von Neumann algebra B, we shall write Type(B) for the set of all
those n ∈ N∞ such that B has a nonzero component of type In.
Definition 1.2. [22] The Puka´nszky invariant of A ⊂ M, denoted by Puk(A) (or PukM(A) when
the containing factor is ambiguous) is Type(A′(1− eA)).
Definition 1.3. [8, 12, 14] The measure-multiplicity invariant of A ⊂ M, denoted by m.m(A), is
the equivalence class of quadruples (X,λX , [η|∆(X)c ],m|∆(X)c) under the equivalence relation ∼m.m,
where,
(i) X is a compact Hausdorff space such that C(X) is an unital, norm separable, w.o.t dense subal-
gebra of A,
(ii) λX is the Borel probability measure obtained by restricting the trace τ on C(X),
and,
(iii) η|∆(X)c is the measure on X ×X concentrated on ∆(X)c, and
(iv) m|∆(X)c is the multiplicity function restricted to ∆(X)c,
obtained from the direct integral decomposition of L2(M) ⊖ L2(A), so that A(1 − eA) is the al-
gebra of diagonalizable operators with respect to this decomposition, the equivalence ∼m.m being,
(X,λX , [η|∆(X)c ],m|∆(X)c) ∼m.m (Y, λY , [η|∆(Y )c ],m|∆(Y )c), if and only if, there exists a Borel isomor-
phism F : X 7→ Y such that,
F∗λX = λY ,
(F × F )∗[η|∆(X)c ] = [η|∆(Y )c ],
m|∆(X)c ◦ (F × F )−1 = m|∆(Y )c , η|∆(Y )c a.e.
It is easy to see that the Puka´nszky invariant of A ⊂ M is the set of essential values of the
multiplicity function in Defn. 1.3. The measure class [η|∆(X)c ] in Defn. 1.3 is said to be the left-right-
measure of A. Both m.m(·) and Puk(·) are invariants of the masa under automorphisms of the factor
M. Given a pair of masas, the mixed Puka´nszky invariant was introduced in [33]. Analogous to the
mixed Puka´nszky invariant, one can define the joint-measure-multiplicity invariant for pair of masas
A and B, by considering the direct integral decomposition of L2(M) with respect to (A ∪ JBJ)′′.
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For details check Ch. V [11]. Such invariants play a role in questions concerning unitary conjugacy
of masas.
In some cases, it is necessary to have a direct integral decomposition of L2(M). These are situations
when one considers tensors of masas. In these cases, the information on the diagonal ∆(X) is to be
supplied. Following §2.3 of [12] note that
L2(M) ∼=
∫ ⊕
X×X
Ht,sd(η|∆(X)c + ∆˜∗λX)(t, s),
where ∆˜ : X 7→ X × X by t 7→ (t, t), Ht,t = C for λX almost all t, Ht,s depends on the Puka´nszky
invariant and A is diagonalizable with respect to this decomposition. In such cases, we will also call
[η|∆(X)c + ∆˜∗λX ] to be the left-right-measure of A. It is to be understood that, when we consider
direct integrals or make statements about diagonalizability, we need to complete the measures under
consideration.
For a masa A ⊂ M, fix a compact Hausdorff space X such that C(X) ⊂ A is an unital, norm
separable and w.o.t dense C∗ subalgebra. Let λ denote the tracial measure on X. For ζ1, ζ2 ∈ L2(M),
let κζ1,ζ2 : C(X)⊗ C(X) 7→ C be the linear functional defined by,
κζ1,ζ2(a⊗ b) = 〈aζ1b, ζ2〉, a, b ∈ C(X).
Then κζ1,ζ2 induces an unique complex Radon measure ηζ1,ζ2 on X ×X given by,
κζ1,ζ2(a⊗ b) =
∫
X×X
a(t)b(s)dηζ1,ζ2(t, s),(1.1)
and ‖ηζ1,ζ2‖t.v = ‖κζ1,ζ2‖, where ‖·‖t.v denotes the total variation norm of measures.
We will write ηζ,ζ = ηζ . Note that ηζ is a positive measure for all ζ ∈ L
2(M). It is easy to see
that the following polarization type identity holds:
4ηζ1,ζ2 = (ηζ1+ζ2 − ηζ1−ζ2) + i (ηζ1+iζ2 − ηζ1−iζ2) .(1.2)
Note that the decomposition of ηζ1,ζ2 in Eq. (1.2) need not be its Hahn decomposition in general,
but
4 |ηζ1,ζ2 | ≤ (ηζ1+ζ2 + ηζ1−ζ2) + (ηζ1+iζ2 + ηζ1−iζ2) = 4(ηζ1 + ηζ2).(1.3)
So
|ηζ1,ζ2 | ≤ ηζ1 + ηζ2 .(1.4)
To understand the relation between properties of masas and their left-right-measure, disintegration
of measures will be used, for which we refer the reader to §2 of [2]. Let T be a measurable map from
(X,σX ) to (Y, σY ), where σX , σY are σ-algebras of subsets of X,Y respectively. Let β be a σ-finite
measure on σX and µ a σ-finite measure on σY . Here β is the measure to be disintegrated and µ is
often the push forward measure T∗β, although other possibilities for µ is allowed.
Definition 1.4. [2] We say that β has a disintegration {βt}t∈Y with respect to T and µ or a (T, µ)-
disintegration if:
(i) βt is a σ-finite measure on σX concentrated on {T = t} (or T
−1{t}), i.e., βt({T 6= t}) = 0, for
µ-almost all t,
and, for each nonnegative σX -measurable function f on X:
(ii) t 7→ βt(f) is σY -measurable.
(iii) β(f) = µt(βt(f))
defn
=
∫
Y
βt(f)dµ(t).
If β in Defn. 1.4 is a complex measure, then the disintegration of β is obtained by decomposing
it into a linear combination of four positive measures, using the Hahn decomposition of its real and
imaginary parts.
Notation: The disintegrated measures are usually written with a subscript t 7→ βt in the litera-
ture. But in this paper, we will use the superscript notation t 7→ βt to denote them. The (π1, λ)-
disintegration of measures on X ×X will be indexed by the variable t and the (π2, λ)-disintegration
will be indexed by the variable s, where πi : X ×X 7→ X, i = 1, 2, are the coordinate projections.
We will only consider the (πi, λ)-disintegrations of the measures ηζ , ηζ1,ζ2 defined in Eq. (1.1). These
disintegrations exist from Thm. 3.2 [12] (also see Thm. 1 [2]). The measure ηtζ is concentrated on
{t} × X and the measure ηsζ is concentrated on X × {s} for λ almost all t, s respectively. We will
denote by η˜tζ the restriction of the measure η
t
ζ on {t} ×X. Similarly define η˜
s
ζ . Thus, η˜
t
ζ , η˜
s
ζ can be
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regarded as measures on X.
The left-right-measure [η] of A has the following property. If θ : X ×X 7→ X ×X is the flip map
i.e., θ(t, s) = (s, t), then θ∗η ≪ η ≪ θ∗η (see Lemma 2.9 [12]). In fact, it is possible to obtain a choice
of η for which θ∗η = η. So in most of the analysis, we will only state or prove results with respect to
the (π1, λ)-disintegration. An analogous statement with respect to the (π2, λ)-disintegration is also
possible. We will only work with finite or probability measures.
2. The Product Class
It is not always easy to describe the properties of a singular masa based on its left-right-measure.
However, we can write interesting properties of masas when the left-right-measure is the class of
product measure. Such masas are singular Thm. 5.5 [12]. Examples of such masas are easy to obtain
in many situations and many known masas, for example, the single generator masas in the free group
factors, the masas that arise out of Bernoulli shift actions of countable discrete abelian groups belong
to this class. In this section, we shall give analytical conditions for the left-right-measure of a masa
to be the class of product measure.
Let λ denote the Lebesgue measure on [0, 1] so that A ∼= L∞([0, 1], λ). Then λ is the tracial
measure. Let [η] denote the left-right-measure of A. We assume that η is a probability measure on
[0, 1] × [0, 1] and η(∆([0, 1])) = 0.
‘The left-right-measure of any masa in the free group factors contains a part of λ⊗λ as a summand’.
This statement of Voiculescu is one of the most important theorem in the subject (Cor. 7.6 [30] applied
to a system of free semicirulars does the job.) This is the precise reason for the absence of Cartan
subalgebras in the free group factors. In many cases, the left-right-measures are difficult to calculate.
So we need conditions in terms of operators that characterize the Lebesgue class. The following is
the main result of this section. It will be proved later in this section.
Theorem 2.1. The left-right-measure of a masa A ⊂ M is the class of product measure, if there
exists a set S ⊂M such that EA(x) = 0 for all x ∈ S and
(i) the linear span of S is dense in L2(M)⊖ L2(A),
(ii) there is an orthonormal basis {vn}
∞
n=1 ⊂ A of L
2(A) such that
∞∑
n=1
‖EA(xvnx
∗)‖22 <∞ for all x ∈ S,
(iii) there is a nonzero vector ζ ∈ L2(M)⊖L2(A) such that EA(ζu
nζ∗) = 0 for all n 6= 0, where u is
a Haar unitary generator of A.
We do not know whether the conditions in Thm. 2.1 are necessary for the same conclusion to hold.
In Thm. 2.7, we provide an analogous condition which is necessary for the left-right-measure to be of
the product class. In general, it is of interest to know whether there exist masas for which η ≪ λ⊗λ
but [η] 6= [λ ⊗ λ]. Note that the sum in Thm. 2.1 is independent of the choice of the orthonormal
basis. This just follows by expanding elements of one orthonormal basis with respect to another.
Hence by making similar arguments, (iii) in Thm. 2.1 holds for any Haar unitary generator of A, if
it holds for one Haar unitary generator. Conditions (i) and (ii) in Thm. 2.1 forces that η ≪ λ⊗ λ.
To assure λ ⊗ λ ≪ η we need condition (iii) (Cor. 2.8). As it will become clear, these conditions
are analogous to knowing a measure from the information of its Fourier coefficients. Condition (iii)
is an analogue of the fact that the Fourier coefficients of λ are 0 except for the zeroth coefficient.
In this sense the operators EA(xvnx
∗) can be thought of as the ‘Fourier coefficients of the bimodule
AxA
‖·‖2 ’.
In order to motivate the conditions in Thm. 2.1, we cite some examples. Conditions (i) and (ii)
first appeared in the study of radial masas in the free group factors (see Thm. 3.1 [25]). In this case,
the natural choice of the orthonormal basis is vn =
χn
‖χn‖2 , n ≥ 0, where χn =
∑
w:|w|=nw. The set S
consists of w − EA(w), 1 6= w ∈ Fk, k ≥ 2. Single generator masas in the free group factors clearly
satisfies all the three conditions. In fact, for all masas exhibited in §6 there is a nonzero vector for
which (iii) in Thm. 2.1 is satisfied. However, in those examples (i) won’t be satisfied.
The second class of examples comes from inclusion of groups. Suppose Γ is a countable discrete icc
group with Λ < Γ, such that L(Λ) ⊂ L(Γ) is a singular masa. Assume further that Λ is malnormal
in Γ. It is obvious that (i), (ii) and (iii) hold (Thm. 9.5, Cor. 9.8 [1]). Similar class of examples
consists of freely complemented masas.
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Next class of examples comes from ergodic theory. Consider a countable infinite abelian group Γ
acting on
∏
Γ(X,µ) by Bernoulli shift, where (X,µ) is a probability space with at least two points.
Then L(Γ) ⊂ L∞(
∏
Γ(X,µ)) ⋊ Γ is a singular masa whose left-right-measure is the class of product
Haar measure on Γ̂ × Γ̂ (Prop. 3.1 [14]). For any function f on the γ-th copy, γ ∈ Γ, such that
µ(f) = 0 one has
EL(Γ)(fuγ′f
∗) = τ(fαγ′(f∗))uγ′ , γ′ ∈ Γ,
where uγ′ are the canonical group unitaries in the crossed product, τ is the tracial state and αγ′
denotes the automorphism corresponding to γ′. It follows that
∑
γ′∈Γ
∥∥EL(Γ)(fuγ′f∗)∥∥22 is finite. It
is now clear that (i) and (ii) of Thm. 2.1 hold. Since the maximal spectral type of the Bernoulli
action is the normalized Haar measure on Γ̂, any function f ∈ L2(
∏
Γ(X,µ)) for which the maximal
spectral type is attained, satisfies EL(Γ)(fuγf
∗) = 0 for all γ 6= 1. The last statement is equivalent
to (iii).
In order to prove Thm. 2.1, we need to prove some auxiliary lemmas.
Lemma 2.2. Let ζ1, ζ2 ∈ L
2(M) be such that EA(ζ1) = 0 = EA(ζ2). Let ηζ1,ζ2 denote the Borel
measure on [0, 1] × [0, 1] defined in Eq. (1.1).
1◦. Then ηζ1,ζ2 admits (πi, λ)-disintegrations [0, 1] ∋ t 7→ η
t
ζ1,ζ2
and [0, 1] ∋ s 7→ ηsζ1,ζ2, where πi,
i = 1, 2, denotes the coordinate projections. Moreover,
ηtζ1,ζ2([0, 1] × [0, 1]) = EA(ζ1ζ
∗
2 )(t), λ a.e.
2◦. Let f ∈ C[0, 1]. Then the functions [0, 1] ∋ t 7→ ηtζ1,ζ2(1 ⊗ f), [0, 1] ∋ s 7→ η
s
ζ1,ζ2
(f ⊗ 1) are in
L1([0, 1], λ).
If ζi ∈ M for i = 1, 2, then [0, 1] ∋ t 7→ η
t
ζ1,ζ2
(1⊗ f), [0, 1] ∋ s 7→ ηsζ1,ζ2(f ⊗ 1) are in L
∞([0, 1], λ).
3◦. Let b, w ∈ C[0, 1]. If EA(ζ1wζ∗2 ) ∈ L
2(A), then
‖EA(bζ1wζ
∗
2 )‖
2
2 =
∫ 1
0
|b(t)|2
∣∣ηtζ1,ζ2(1⊗ w)∣∣2 dλ(t).
Proof. 1◦. That ηζ1,ζ2 admits the stated disintegrations follows from Eq. (1.2), Lemma 5.7 [8] and
Lemma 2.9 [12]. The next statement in 1◦ follows from an argument similar to the proof of Lemma
6.1 [12].
2◦. From Eq. (1.3), |ηζ1,ζ2 | admits (πi, λ)-disintegrations. Use Hahn decomposition of measures and
Lemma 3.6 [12] to see that |ηζ1,ζ2 |
t =
∣∣∣ηtζ1,ζ2∣∣∣ for λ almost all t. The function t 7→ ηtζ1,ζ2(1 ⊗ f) is
clearly measurable from Defn. 1.4, and from Eq. (1.4) we have∫ 1
0
∣∣ηtζ1,ζ2(1⊗ f)∣∣ dλ(t) ≤ ‖f‖
∫ 1
0
∣∣ηtζ1,ζ2∣∣ ([0, 1] × [0, 1])dλ(t)
≤‖f‖
(∫ 1
0
ηtζ1([0, 1] × [0, 1])dλ(t) +
∫ 1
0
ηtζ2([0, 1] × [0, 1])dλ(t)
)
= ‖f‖ (‖EA(ζ1ζ
∗
1 )‖1 + ‖EA(ζ2ζ
∗
2 )‖1) <∞.
When ζi ∈ M a similar argument shows that the stated functions are in L
∞([0, 1], λ).
3◦. Since
∞ > sup
a∈C[0,1],‖a‖2≤1
∣∣∣∣
∫ 1
0
a(t)b(t)EA(ζ1wζ
∗
2 )(t)dλ(t)
∣∣∣∣ = sup
a∈C[0,1],‖a‖2≤1
|τ(abEA(ζ1wζ
∗
2 ))|
= sup
a∈C[0,1],‖a‖2≤1
|τ(abζ1wζ
∗
2 )|
= sup
a∈C[0,1]
‖a‖2≤1
∣∣∣∣
∫ 1
0
a(t)b(t)ηtζ1,ζ2(1⊗ w)dλ(t)
∣∣∣∣
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and t
g
7→ b(t)ηtζ1,ζ2(1⊗ w) is in L
1(λ), so g is in L2(λ) and
‖EA(bζ1wζ
∗
2 )‖
2
2 =
∫ 1
0
|b(t)|2
∣∣ηtζ1,ζ2(1⊗ w)∣∣2 dλ(t).

Let w := {wn}
∞
n=1 ⊂ C[0, 1] be an orthonormal basis of L
2(A).
Proposition 2.3. Let xi ∈ M for i = 1, 2, be such that EA(xi) = 0. Let us suppose that
∞∑
n=1
‖EA(x1wnx
∗
2)‖
2
2 <∞.
If w′ := {w′n}∞n=1 be an orthonormal sequence in L
2(A) with w′n ∈ C[0, 1] for all n, then there is a
set F (w,w′) ⊂ [0, 1] which depends on w,w′ such that λ(F (w,w′)) = 0 and for all t ∈ F (w,w′)c,
∞∑
n=1
∣∣ηtx1,x2(1⊗ w′n)∣∣2 ≤
∞∑
n=1
∣∣ηtx1,x2(1⊗ wn)∣∣2 <∞.
Proof. Note that the hypothesis implies that for any a ∈ C[0, 1],
∞∑
n=1
‖EA(ax1wnx
∗
2)‖
2
2 <∞
and this sum is independent of the choice of the orthonormal basis. Therefore, for all a ∈ C[0, 1],
∞∑
n=1
∥∥EA(ax1w′nx∗2)∥∥22 ≤
∞∑
n=1
‖EA(ax1wnx
∗
2)‖
2
2 .
Let r ∈ A be a nonzero projection. Identify r with a measurable subset Er of [0, 1]. We can assume
Er is a Borel set. We claim that∫
Er
∞∑
n=1
∣∣ηtx1,x2(1⊗ w′n)∣∣2 dλ(t) ≤
∫
Er
∞∑
n=1
∣∣ηtx1,x2(1⊗ wn)∣∣2 dλ(t).(2.1)
If the claim is true, then by standard measure theory arguments we are done.
First assume Er is a compact set. Choose a sequence of continuous functions fl such that 0 ≤ fl ≤ 1
and fl ↓ χEr pointwise as l →∞. Therefore by Lemma 2.2 and monotone convergence theorem, for
all l we have,∫ 1
0
f2l (t)
∞∑
n=1
∣∣ηtx1,x2(1⊗ w′n)∣∣2 dλ(t) =
∞∑
n=1
∥∥EA(flx1w′nx∗2)∥∥22
≤
∞∑
n=1
‖EA(flx1wnx
∗
2)‖
2
2 =
∫ 1
0
f2l (t)
∞∑
n=1
∣∣ηtx1,x2(1⊗ wn)∣∣2 dλ(t).
Passing to limits, we see that Eq. (2.1) is true whenever Er is compact. Now use regularity of λ
to see that Eq. (2.1) is true for all Borel sets of positive measure. 
Let X =
∏∞
n=1C[0, 1]. Equip X with the product topology. Then X is known to be separable and
metrizable. Every f ∈ X is a infinite tuple f = (f1, f2, · · · ). Also for a sequence f
(n) ∈ X, f (n) → f
as n→∞ implies that f
(n)
k → fk in ‖·‖∞ for all k ∈ N.
Let O =
{
f ∈ X : {fk}
∞
k=1 is an orthonormal sequence in L
2([0, 1], λ)
}
. Then O ⊂ X is a closed
set. Note that O is separable in the product topology.
Proposition 2.4. Let x ∈ M be such that EA(x) = 0. Let us suppose that
∞∑
k=1
‖EA(xwkx
∗)‖22 <∞.
Then ηx ≪ λ⊗ λ.
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Proof. Let {w(m)}∞m=1 ⊂ O be any countable dense set. From Prop. 2.3 and Lemma 2.2, it follows
that there is a set F ⊂ [0, 1] with λ(F ) = 0 such that for t ∈ F c, ηtx is a finite measure and
∞∑
k=1
∣∣∣ηtx(1⊗ w(m)k )∣∣∣2 ≤
∞∑
k=1
∣∣ηtx(1⊗ wk)∣∣2 <∞
for all m ∈ N. Let v = {vk}
∞
k=1 ∈ O. There exists a subsequence {w
(mj)}∞j=1 such that w
(mj ) → v as
j →∞. Therefore for t ∈ F c,
∞∑
k=1
∣∣ηtx(1⊗ vk)∣∣2 = ∞∑
k=1
lim
j
∣∣∣ηtx(1⊗ w(mj )k )∣∣∣2 (by Dominated convergence)
=
∞∑
k=1
lim inf
j
∣∣∣ηtx(1⊗ w(mj )k )∣∣∣2
≤ lim inf
j
∞∑
k=1
∣∣∣ηtx(1⊗ w(mj )k )∣∣∣2 (by Fatou’s Lemma)
≤
∞∑
k=1
∣∣ηtx(1⊗ wk)∣∣2 <∞ (as t ∈ F c).
Therefore for each t ∈ F c,
sup
f∈O
∞∑
k=1
∣∣ηtx(1⊗ fk)∣∣2 ≤ ∞∑
k=1
∣∣ηtx(1⊗ wk)∣∣2 <∞.(2.2)
Fix t ∈ F c. If η˜tx contains a nonzero part which is singular with respect to λ, then the supremum on
the left hand side of Eq. (2.2) is infinite. Indeed, for simplicity assume η˜tx ⊥ λ. Choose a compact set
K ⊂ [0, 1] of almost full η˜tx measure such that λ(K) = 0. Fix a large positive numberN . By regularity
of λ, there is an open set U containing K such that λ(U) < 1
N8
. Using compactness of K, we can find
a finite number of open intervals (ai, bi) and small positive numbers δi for i = 1, 2, · · · ,m, such that
the open intervals {(ai− δi, bi+ δi)}
m
i=1 are disjoint and K ⊂ ∪
m
i=1(ai, bi) ⊂ ∪
m
i=1(ai− δi, bi+ δi) ⊂ U .
Define
fi(s) =


N if ai ≤ s ≤ bi,
N
δi
(s− ai) +N if ai − δi ≤ s ≤ ai,
−N
δi
(s− bi) +N if bi ≤ s ≤ bi + δi,
0 otherwise.
Then f =
∑m
i=1 fi is continuous and ‖f‖2,λ = O(
1
N3
). Now consider g = f‖f‖2,λ . Inductively
construct an orthonormal sequence in C[0, 1] with the first function as g, orthogonal with respect to
the λ measure. It is now clear that in this way the supremum in Eq. (2.2) can be made to exceed
any large number.
Consequently, it follows that for all t ∈ F c,
η˜tx ≪ λ.(2.3)
Finally from Lemma 3.6 of [12], it follows that ηx ≪ λ⊗ λ. 
Remark 2.5. Note that the proof of Prop. 2.4 actually shows that η˜tx ≪ λ with
dη˜tx
dλ
∈ L2([0, 1], λ) for
λ almost all t.
The set of finite signed measures on the measurable space (X,σX ) is a Banach space equipped
with the total variation norm ‖·‖t.v, also called the L1-norm, which is defined by ‖µ‖t.v = |µ| (X),
where |µ| denotes the variation measure of µ. It is well known that for probability measures µ and ν,
(2.4) ‖µ− ν‖t.v = 2 sup
B∈σX
|µ(B)− ν(B)| =
∫
X
|f − g| dγ
where f, g are density functions of µ, ν respectively with respect to any σ-finite measure γ dominating
both µ, ν (see for instance Eq. (1.1) of [16]). We are now in a position to prove Thm. 2.1.
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Proof of Thm. 2.1. Fix a set S ⊂M such that EA(x) = 0 for all x ∈ S, span S
‖·‖2 = L2(A)⊥ and
∞∑
k=1
‖EA(xukx
∗)‖22 <∞
for all x ∈ S, where {uk}
∞
k=1 ⊂ C[0, 1] is an orthonormal basis of L
2(A). There is a vector ζ ∈ L2(A)⊥
such that ‖ζ‖2 = 1 and ηζ = η. Choose a sequence xn ∈ span S such that ‖xn‖2 = 1 and xn → ζ in
‖·‖2 as n→∞. Then (see Lemma 3.10 [12]), we have ηxn → ηζ = η in ‖·‖t.v. Write xn =
∑kn
i=1 ci,nyi,n
with yi,n ∈ S, ci,n ∈ C for all 1 ≤ i ≤ kn and n ∈ N. As yi,n ∈ S, so for all n ∈ N and 1 ≤ i ≤ kn,
∞∑
k=1
∥∥EA(yi,nuky∗i,n)∥∥22 <∞.
From Prop. 2.4 we have ηyi,n ≪ λ⊗ λ. But
ηxn =
kn∑
i=1
|ci,n|
2 ηyi,n +
kn∑
i 6=j=1
ci,ncj,nηyi,n,yj,n .
For 1 ≤ i 6= j ≤ kn, the measures ηyi,n,yj,n are possibly complex measures, but from Eq. (1.4),∣∣ηyi,n,yj,n∣∣ ≤ ηyi,n + ηyj,n ≪ λ⊗ λ. Therefore ηxn ≪ λ⊗ λ. Since ηxn is a probability measure so from
Eq. (2.4),
1
2
‖ηxn − ηxm‖t.v =
∫
[0,1]×[0,1]
|fn(t, s)− fm(t, s)| d(λ⊗ λ)(t, s)→ 0
as n,m→∞, where fn =
dηxn
d(λ⊗λ) . Thus there is a function f ∈ L
1([0, 1] × [0, 1], λ ⊗ λ) such that∫
[0,1]×[0,1]
|fn(t, s)− f(t, s)| d(λ⊗ λ)(t, s)→ 0
as n → ∞. As ηxn is a probability measure for each n, so ‖fn‖L1(λ⊗λ) = 1 for all n. Therefore
‖f‖L1(λ⊗λ) = 1 and ηxn → fd(λ⊗ λ) in ‖·‖t.v. By uniqueness of limits η = fd(λ⊗ λ).
We will now use condition (iii) of Thm. 2.1 to show that λ ⊗ λ ≪ η. Let v ∈ A be the Haar
unitary corresponding to the function t 7→ e2piit. As noted after the statement of Thm. 2.1, we can
assume u = v in statement (iii) of Thm. 2.1. There is a nonzero vector ξ0 ∈ L
2(M) ⊖ L2(A) such
that EA(ξ0v
nξ∗0) = 0 for all n 6= 0. By 3
◦ of Lemma 2.2 we have
ηtξ0(1⊗ v
n) = 0 for all n 6= 0 and for λ almost all t.
Thus, the Fourier coefficients of the measure η˜tξ0 are η˜
t
ξ0
(n) = 0, n 6= 0 for λ almost all t. Thus η˜tξ0 is
equal to a multiple of λ, for λ almost all t. The scalar above is the total mass of the measure and in
this case is EA(ξ0ξ
∗
0)(t) for λ almost all t (see Lemma 2.2). A straight forward calculation shows that
ηξ0(a⊗ b) =
∫
[0,1]×[0,1]
a(t)b(s)EA(ξ0ξ
∗
0)(t)d(λ ⊗ λ)(t, s), a, b ∈ C[0, 1].
Thus
dηξ0
d(λ⊗λ) = EA(ξ0ξ
∗
0) ⊗ 1. Using Defn. 1.4 it is obvious that λ ⊗ λ ≪ ηξ0 as well. Thus
[λ⊗ λ] = [ηξ0 ].
Note that Aξ0A
‖·‖2 ⊆ L2(M) ⊖ L2(A) and Aξ0A
‖·‖2 ∼=
∫ ⊕
[0,1]×[0,1]Ct,sdηξ0 , where Ct,s = C and
associated statement about diagonalizabilty ofA holds. There are two cases to consider. IfAξ0A
‖·‖2 =
L2(M)⊖L2(A), then ηξ0 is indeed the left-right measure of A. In this case there is nothing to prove.
If there is a nonzero vector ξ1 ∈ L
2(M)⊖ L2(A)⊖Aξ0A
‖·‖2 , then by Lemma 5.7 [8]
either Aξ0A
‖·‖2 ⊕Aξ1A
‖·‖2 ∼=
∫ ⊕
[0,1]×[0,1]
Ht,sd(ηξ0 + ν), 0 6= ν ⊥ ηξ0 ,
or Aξ0A
‖·‖2 ⊕Aξ1A
‖·‖2 ∼=
∫ ⊕
[0,1]×[0,1]
Ht,sdηξ0 ,
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for a ηξ0 + ν (or ηξ0) measurable field of Hilbert spaces Ht,s, along with associated statement about
the diagonalizable algebra. In the first case, use direct integrals to conclude that there is a nonzero
vector ξ˜1 ∈ L
2(M) (which is off course orthogonal to L2(A) ⊕ Aξ0A
‖·‖2) such that η
ξ˜1
= ν. But
by an argument analogous to the first part of the proof it follows that ν ≪ λ ⊗ λ. This forces that
Aξ0A
‖·‖2 ⊕Aξ1A
‖·‖2 ∼=
∫ ⊕
[0,1]×[0,1]Ht,sdηξ0 . Since we have to repeat this argument at most countably
many times to exhaust L2(M)⊖L2(A) (and in the process the multiplicity function will only change
from Lemma 5.7 [8]), the proof is complete. 
Remark 2.6. The sum in (ii) of Thm. 2.1 is the square of the Hilbert Schmidt norm of the operator
EA(x ·x
∗). This is precisely the reason the sum is independent of the choice of the orthonormal basis.
Note that if
∑
n∈Z ‖EA(xv
nx∗)‖22 < ∞ and
∑
n∈Z ‖EA(yv
ny∗)‖22 < ∞, where x, y ∈ M, EA(x) =
0,EA(y) = 0 and v is the standard Haar unitary generator of A, then
∑
n∈Z ‖EA(xv
ny∗)‖22 <∞. To
see this, one has to use the facts
dηx,y
d(λ⊗λ) ,
dηx
d(λ⊗λ) ,
dηy
d(λ⊗λ) ∈ L
2(λ⊗ λ). Thus conditions (i), (ii) in Thm.
2.1 can be strengthened as: There exists a set D ⊂M such that EA(x) = 0 for all x ∈ D, the set D
is dense in L2(A)⊥ and
∞∑
k=1
‖EA(x1vkx
∗
2)‖
2
2 <∞ for all x1, x2 ∈ D,
for some orthonormal basis {vk} ⊂ C[0, 1] of L
2(A). One choice of D is span S.
When the left-right-measure of a masa is the class of product measure, the masa satisfies conditions
very close to the ones described in Thm. 2.1. This is the content of the next theorem.
For N∞ ∋ n ∈ Puk(A), let En ⊆ [0, 1] × [0, 1] \ ∆([0, 1]) denote the set where the multiplicity
function in m.m(A) takes the value n. It is well known that En is η-measurable. Then
L2(M)⊖ L2(A) ∼= ⊕
n∈Puk(A)
L2(En, η|En)⊗ C
n ∼= ⊕
n∈Puk(A)
∫ ⊕
[0,1]×[0,1]
Cnt,sdη|En(t, s),(2.5)
where Cnt,s = C
n for (t, s) ∈ En when n <∞, and C
∞ = C∞t,s = l2(N). Under this decomposition one
has
A′(1− eA) ∼= ⊕
n∈Puk(A)
L∞(En, η|En)⊗Mn(C),
where M∞(C) is to be interpreted as B(l2(N)). Consequently, it follows that for N∞ ∋ n ∈ Puk(A)
the projections χEn ⊗ 1n lie in Z(A
′) = A, where 1n denotes the identity of Mn(C) if n < ∞
and 1∞ = 1B(l2(N)). For n ∈ Puk(A) choose vectors ζ
(n)
i , 1 ≤ i ≤ n (1 ≤ i < ∞ if n = ∞) so
that the projections P
(n)
i : L
2(M) 7→ Aζ
(n)
i A
‖·‖2
are mutually orthogonal, equivalent in A′, and∑n
i=1 P
(n)
i = χEn ⊗ 1n.
Theorem 2.7. Let A ⊂M be a masa. Let the left-right-measure of A be the class of product measure.
Then there is a set S ⊂ L2(M)⊖ L2(A) such that span S is dense in L2(A)⊥,
∞∑
n=1
‖EA(ζwnζ
∗)‖22 <∞ for all ζ ∈ S
for some orthonormal basis {wn}
∞
n=1 ⊂ A of L
2(A), and there is a nonzero ξ ∈ L2(M)⊖L2(A) such
that EA(ξv
nξ∗) = 0 for all n 6= 0, where v is a Haar unitary generator of A.
Proof. We will first consider the case Puk(A) = {1}. In this case,
L2(M)⊖ L2(A) ∼= L2([0, 1] × [0, 1] \∆([0, 1]), λ ⊗ λ),
the left and the right actions of A being given by
(af)(t, s) = a(t)f(t, s), (fb)(t, s) = b(s)f(t, s)
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where f ∈ L2(A)⊥ and a, b ∈ A.
Let 0 6= ζ ∈ L2(A)⊥ be a continuous function. Then for a, b ∈ C[0, 1],
〈aζb, ζ〉L2(M) = 〈aζb, ζ〉L2(λ⊗λ) =
∫
[0,1]×[0,1]
a(t)b(s)ζ(t, s)ζ(t, s)dλ(t)dλ(s)
=
∫
[0,1]×[0,1]
a(t)b(s) |ζ(t, s)|2 dλ(t)dλ(s).
Therefore
dηζ
d(λ⊗λ) = |ζ|
2 which is bounded, in particular in L2(λ ⊗ λ). We claim that EA(ζbζ
∗) ∈
L2(A) for any b ∈ C[0, 1]. Fix a ∈ C[0, 1]. Then as τ extends to L1,∫ 1
0
a(t)EA(ζbζ
∗)(t)dλ(t) = τ(aEA(ζbζ∗)) = τ(aζbζ∗) =
∫
[0,1]×[0,1]
a(t)b(s)dηζ(t, s)(2.6)
=
∫
[0,1]×[0,1]
a(t)b(s) |ζ|2 (t, s)dλ(t)dλ(s)
=
∫ 1
0
a(t)λ(|ζ|2 (t, ·)b)dλ(t).
Now consider the function [0, 1] ∋ t
g
7→ λ(|ζ|2 (t, ·)b). It is clearly λ-measurable and∫ 1
0
∣∣∣λ(|ζ|2 (t, ·)b)∣∣∣2 dλ(t) = ∫ 1
0
∣∣∣∣
∫ 1
0
|ζ|2 (t, s)b(s)dλ(s)
∣∣∣∣
2
dλ(t) ≤ ‖b‖2
∫ 1
0
(∫ 1
0
|ζ|2 (t, s)dλ(s)
)2
dλ(t)
≤ ‖b‖2
∫ 1
0
∫ 1
0
|ζ|4 (t, s)dλ(t)dλ(s) <∞.
Therefore from Eq. (2.6) we get,
sup
a∈C[0,1],‖a‖2≤1
∣∣∣∣
∫ 1
0
a(t)EA(ζbζ
∗)(t)dλ(t)
∣∣∣∣ = sup
a∈C[0,1],‖a‖2≤1
∣∣∣∣
∫ 1
0
a(t)λ(|ζ|2 (t, ·)b)dλ(t)
∣∣∣∣
=
(∫ 1
0
∣∣∣λ(|ζ|2 (t, ·)b)∣∣∣2 dλ(t))
1
2
<∞.
Consequently, it follows that EA(ζbζ
∗) ∈ L2(A) and
‖EA(ζbζ
∗)‖22 =
∫ 1
0
∣∣∣λ(|ζ|2 (t, ·)b)∣∣∣2 dλ(t).
Let v ∈ A be the Haar unitary corresponding to the function t 7→ e2piit. Then {vn}n∈Z is an
orthonormal basis of L2(A) and by Parseval’s theorem,∑
n∈Z
‖EA(ζv
nζ∗)‖22 =
∑
n∈Z
∫ 1
0
∣∣∣λ(|ζ|2 (t, ·)vn)∣∣∣2 dλ(t) = ∫ 1
0
∑
n∈Z
∣∣∣λ(|ζ|2 (t, ·)vn)∣∣∣2 dλ(t)
=
∫ 1
0
∫ 1
0
|ζ|4 (t, s)dλ(s)dλ(t) <∞.
Thus {ζ ∈ L2(A)⊥ :
∑
n∈Z ‖EA(ζv
nζ∗)‖22 <∞} is dense in L
2(A)⊥.
In the general case, write
L2(M)⊖ L2(A) = ⊕
n∈Puk(A)
(
n
⊕
i=1
Aζ
(n)
i A
‖·‖2
)
,
where ζ
(n)
i are vectors defined prior to the proof. For each n ∈ Puk(A) and 1 ≤ i ≤ n (or 1 ≤ i < n
as the case may be), we consider the left and right actions of A on Aζ
(n)
i A
‖·‖2
to reduce the problem
to a case similar to having one bicyclic vector. In this case, one works with bounded measurable
functions.
Finally, let ζ ∈ L2(M) correspond to the function χ{(t,s):t6=s}. Then ηζ = λ ⊗ λ. By arguments
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exactly similar to the first part of the proof, conclude that EA(ζaζ
∗) ∈ L2(A) for all a ∈ A. But by
3◦ of Lemma 2.2 we get,
‖EA(ζv
nζ∗)‖22 =
∫ 1
0
∣∣ηtζ(1⊗ vn)∣∣2 dλ(t) = 0 for all n 6= 0.

The proof of Thm. 2.1 and Thm. 2.7 yield the following corollary.
Corollary 2.8. For a masa A ⊂ M, the left-right-measure of A contains the product class as a
summand, if and only if, there is a nonzero ξ ∈ L2(M) ⊖ L2(A) such that EA(ξv
nξ∗) = 0 for all
n 6= 0, where v is a Haar unitary generator of A.
Proof. ⇒ By Lemma 5.7 [8], the left-right-measure of A is of the form [λ⊗ λ+ ν] where either ν = 0
or ν ⊥ λ⊗ λ. In any case, there is a nonzero vector ξ ∈ L2(A)⊥ such that ηξ = λ⊗ λ. Now use the
argument of last part of Thm. 2.7. The reverse direction follows from the proof of Thm. 2.1. 
Remark 2.9. The proof of the previous theorem shows that if A ⊂ M is a masa satisfying the
conditions of Thm. 2.1 or the left-right-measure of A is the product class, then there is a measurable
partition {En}n∈Puk(A) of ∆([0, 1])c such that
AL
2(M)⊖ L2(A)A ∼= ⊕
n∈Puk(A)
⊕ni=1 AL
2(En, λ⊗ λ)A
with the natural actions on the right hand side.
Note that the measure-multiplicity invariant can be defined for any diffuse abelian subalgebra of
M in exactly the similar way defined in Defn. 1.3. If the diffuse abelian algebra is not a masa, then
the diagonal will correspond to the L2 completion of the relative commutant of the abelian algebra,
so the multiplicity function along the diagonal will not be constantly 1. All other properties of the
invariant will remain the same. We will use this observation in the following result.
Theorem 2.10. Let A ⊂ M be a masa such that the left-right-measure of A is the class of product
measure. Then for any diffuse algebra B ⊂ A, the left right-measure of B restricted to the off-diagonal
is the class of product measure and N(B)′′ = B′ ∩M = A.
Proof. Since the left-right-measure of A is [λ ⊗ λ], so by Thm. 2.7, there is a set S orthogonal to
L2(A), such that span S is dense in L2(A)⊥,
∑
n∈Z ‖EA(ζv
nζ∗)‖22 < ∞ for all ζ ∈ S, where v is the
standard Haar unitary generator of A. Moreover, the proof of Thm. 2.7 shows that we can assume
dηζ
d(λ⊗λ) is bounded λ⊗ λ almost everywhere.
Arguments similar to the proof of Thm. 2.7 show that EA(ζ ·ζ
∗) defines a Hilbert Schmidt operator
on L2(A). Fix a diffuse subalgebra B ⊂ A. Let w ∈ B be a Haar unitary generator of B. Since
EA(ζ · ζ
∗) is Hilbert Schmidt, so
∑
n∈Z ‖EA(ζw
nζ∗)‖22 <∞ and since ‖EB(·)‖2 ≤ ‖EA(·)‖2 so∑
n∈Z
‖EB(ζw
nζ∗)‖22 <∞, for all ζ ∈ S.
Assuming B = L∞([0, 1], λ) where λ is Lebesgue measure and using arguments required to prove
Prop. 2.4, one finds ηζ,B ≪ λ ⊗ λ for all ζ ∈ S. The extra suffix refers to the fact that we are
considering measures with respect to B. (It should be noted that the proof of Prop. 2.4 nowhere
uses the fact that A is a masa.) Thus EB′∩M(ζ) = 0 for all ζ ∈ S. Indeed, write ζ = ζ1 + ζ2 with
EB′∩M(ζ) = ζ1 and EB′∩M(ζ2) = 0. For a, b ∈ B one has
〈aζ1b, ζ2〉 = τ(aζ1bζ
∗
2 ) = τ(EB′∩M(aζ1b)ζ
∗
2 ) = 0.
Thus ηζ,B = ηζ1,B + ηζ2,B . But ηζ1,B ≪ ∆˜∗λ (for ∆˜ see §1) with the Radon-Nikodym derivative given
by EB(ζ1ζ
∗
1 ). Consequently, ζ1 = 0. Thus S ⊂ L
2(B′ ∩M)⊥ and hence L2(A)⊥ ⊆ L2(B′ ∩M)⊥. It
follows that B′ ∩M = A.
By arguments similar to the proof of Thm. 2.1, it follows that any member in left-right-measure
of B restricted to the off-diagonal is dominated by λ⊗ λ.
There is a vector 0 6= ξ ∈ L2(A)⊥ such that EA(ξvnξ∗) = 0 for all n 6= 0. It follows that
EA(ξaξ
∗) = 0 for all a ∈ A with τ(a) = 0. Consequently, EA(ξwnξ∗) = 0 and hence EB(ξwnξ∗) = 0
for all n 6= 0. By arguments made in the last part of the proof of Thm. 2.1, it follows that the
left-right-measure of B restricted to the off diagonal is the class of product measure.
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Finally, if 0 6= ζ0 ∈ L
2(N(B)′′), then Bζ0B
‖·‖2 ∈ Cd(B) (Prop. 3.11 [12]). Thus by using Lemma
5.7 [8], it follows ηζ0,B must be supported on the diagonal; equivalently EB′∩M(ζ0) = ζ0. Thus
ζ0 ∈ L
2(A). This completes the proof. 
3. Tauer Masas in the Hyperfinite II1 Factor
In this section, we will calculate the left-right-measures of certain Tauer masas in the hyperfinite
II1 factor R. The examples of Tauer masas in which we are interested are directly taken from [23].
Definition 3.1. (White) A masa A in R is said to be a Tauer masa, if there exists a sequence of
finite type I subfactors {Nn}
∞
n=1 such that,
(i) Nn ⊂ Nn+1 for all n,
(ii)(∪∞n=1Nn)
′′ = R,
(iii) An = A ∩ Nn is a masa in Nn for every n.
This allows one to write the structure of every Tauer masa A in R with respect to the chain
{Nn}
∞
n=1 as follows. Switching to the notation of tensor products, the above definition means that
we can find finite type I subfactors {Mn}
∞
n=1 such that, Nn =
n
⊗
r=1
Mr for every n. For m > n, the
m-th finite dimensional approximation of A can be written in terms of the n-th one as,
(3.1) Am =
⊕
e∈P(An)
e⊗A(e)m,n,
where the direct sum is over the set of minimal projections P(An) in An and A
(e)
m,n is a masa in
m
⊗
r=n+1
Mr. Note that the Cartan masa arising from the infinite tensor product of diagonal matrices
inside the hyperfinite II1 factor is a Tauer masa. In Thm. 4.1 [32], White had shown that the
Puka´nszky invariant of every Tauer masa is {1}. In fact, it follows from his proof that the bicyclic
vector for any Tauer masa can be chosen to be an operator from R itself.
Sinclair and White [23] has exhibited a continuous path of singular masas in R, no two of which
can be connected by automorphisms of R. We are interested in two masas that correspond to the
end points of this path. For all Tauer masas, it is clear that the Cantor set is the natural space
where we have to build the measures. For ease of calculation, we need to index the minimal projec-
tions in the approximating stages in an appropriate fashion. It is now time to introduce some notation.
1◦ Notation : If Nn =
n
⊗
r=1
Mkr(C), then the minimal projections of An will be denoted by
(n)ft(n) ,
where t(n) = (t1, t2, · · · , tn) with 1 ≤ ti ≤ ki, 1 ≤ i ≤ n. The convention that we follow is
(n)f(t1,t2,··· ,tn) =
(n−1)f(t1,t2,··· ,tn−1) ⊗
(n)e
(t1,t2,··· ,tn−1)
tn
,
where (n)e
(t1,t2,··· ,tn−1)
tn
are the minimal projections of the algebra A
(t1,t2,··· ,tn−1)
n,n−1 , in accordance with
Eq. (3.1). The matrix units corresponding to this family of minimal projections will be denoted
by (n)ft(n), s(n) and we will understand
(n)ft(n), t(n) =
(n)ft(n). For two tuples (t1, t2, · · · , tn) and
(s1, s2, · · · , sn) such that ti = si for 1 ≤ i ≤ n − 1 and tn 6= sn, we will write
(n)ft(n), s(n) =
(n)f(·,tn),(·,sn).
2◦ Notation: For any two subsets S, T ⊆ M, we will denote by S · T the set span{ab : a ∈ S,b
∈ T}. The normalized trace of Mn(C) will be denoted by trn. The unique normal tracial state of
the hyperfinite factor R will be denoted by τR. This trace τR when restricted to A gives rise to a
measure on a Cantor set which will also be denoted by τR.
Recall from [19] that two subalgebras B,C in a finite factor N are called orthogonal with respect
to the unique normal tracial state τN , if τN (bc) = τN (b)τN (c) for all b ∈ B, c ∈ C. The next lemma
is very well known but we record it for convenience.
Lemma 3.2. If A, B are two masas in Mn(C) orthogonal with respect to the normalized trace trn,
then A ·B =Mn(C).
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3.1. Tauer Masa of Product Class.
Following Sinclair and White [23], we shall calculate the measure-multiplicity invariant of a Tauer
masa A, whose description is elaborated below. The Γ invariant of this Tauer masa is 0 (A is totally
non-Γ [23]). We will show that its left-right-measure belongs to the product class. This example is
important, as, it is an example of a masa in R with simple multiplicity whose left-right-measure is
the class of product measure. Such masas are rare in R. We do not know whether it arises from a
dynamical system.
Let k1 = 2, and for each r ≥ 2, let kr be a prime exceeding k1k2 · · · kr−1. SetMr to be the algebra
of kr × kr matrices. By Thm. 3.2 [19], there is a family {
(r)Dt(r−1)}t(r−1) of pairwise orthogonal
masas in Mr. Let Nn =
n⊗
r=1
Mr. There is a natural inclusion x 7→ x ⊗ 1 of Nn inside Nn+1 and
one works in the hyperfinite II1 factor R, obtained as a direct limit of these Nn with respect to the
normalized trace. With respect to the chain {Nn}
∞
n=1 of finite type I subfactors of R, the masa A is
constructed as follows.
Let A1 = D2(C) ⊂M1 be the diagonal masa. Having constructed An, one constructs An+1 as,
(3.2) An+1 =
⊕
t(n)
(n)ft(n) ⊗
(n+1)Dt(n).
That (∪∞n=1An)
′′ is a masa in R, follows from a theorem of Tauer (see Thm. 2.5 [29]). This Tauer
masa is singular from Prop. 2.1 [23].
We denote by P
(n)
t(n),s(n) the orthogonal projection from L
2(R) onto the subspace (n)ft(n)L
2(R)(n)fs(n),
and let,
(3.3) P =
∞∑
n=1
∑
t(n), s(n):
t1=s1,··· ,tn−1=sn−1,tn 6=sn
P
(n)
(t1,··· ,tn),(s1,··· ,sn).
Clearly, P
(n)
t(n),s(n) =
(n)ft(n)J
(n)fs(n)J and is in A. At the first sight, it might not be clear that the
sum in Eq. (3.3) makes sense, but, the projections involved in the sum are orthogonal and sums to
1−eA. Indeed, since eA is the limit in strong operator topology of eA′n∩R =
∑
t(n) P
(n)
(t1,t2,··· ,tn),(t1,t2,··· ,tn)
(§5.3 [24], Lemma 1.2 [17]), that P = 1− eA follows by rearranging terms in Eq. (3.3).
The following lemma, part of which was recorded by Sinclair and White [23], will be crucial for
our calculations.
Lemma 3.3. For each n ∈ N, let R = Nn
⊗
Rn, where Rn = (
∞⊗
r=n+1
Mkr(C))
′′. Then
(3.4) A =
⊕
t(n)
(n)ft(n) ⊗A
t(n)
∞,n+1, where
A
t(n)
∞,n+1 are Tauer masas in Rn and whenever t(n) 6= s(n) we have
(i) A
t(n)
∞,n+1 and A
s(n)
∞,n+1 are orthogonal in Rn,
(ii) (A
t(n)
∞,n+1 · A
s(n)
∞,n+1)
−‖.‖2 = L2(Rn).
Moreover, for each t(n) if {A
t(n)
m,n+1}
∞
m=1 denote the m-th approximation of A
t(n)
∞,n+1 in Rn, then
(3.5) A
t(n)
1,n+1 =
(n+1)Dt(n), and,
(3.6) A
t(n)
m+1,n+1 =
⊕
e∈P(At(n)m,n+1)
e⊗(m+1) D
t(n)
e,n+1,
where for each fixedm and t(n), the family {(m+1)D
t(n)
e,n+1}e are pairwise orthogonal masas inMkn+m+1(C).
Proof. It should be understood that in (ii) of the statement, the closure is taken with respect to the
faithful normal tracial state of Rn. We only have to prove (ii). The rest of the statements are just
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rephrasing of Lemma 5.6 of [23].
Use Lemma 3.2, (i) and Eq. (3.5) to conclude that
Mkn+1 ⊆ (A
t(n)
∞,n+1 · A
s(n)
∞,n+1)
−‖·‖2 .
Since A
t(n)
∞,n+1 and A
s(n)
∞,n+1 are orthogonal, so is A
t(n)
m,n+1 and A
s(n)
m,n+1 for all m ≥ n + 1. Use Lemma
3.2 to conclude that
m⊗
r=n+1
Mkr(C) ⊆ (A
t(n)
∞,n+1 · A
s(n)
∞,n+1)
−‖·‖2 for all m ≥ n + 1. Now use density of
algebraic tensor product of matrix algebras in L2(Rn) to finish the proof. 
For each n, let Xn = {x
(n)
1 , x
(n)
2 , · · · , x
(n)
kn
} denote a set of kn points. Let Y
(n) =
n∏
k=1
Xk, X
(n) =
∞∏
k=n+1
Xk and X =
∞∏
k=1
Xk, so that for each n, X = Y
(n)×X(n). Therefore, X = lim∞←−nY
(n) and C(X)
is norm separable and w.o.t dense in A. The identification is a standard one and we omit the details.
Write B = C(X). Therefore,
(3.7) B =
⊕
t(n)
(n)ft(n) ⊗B
t(n)
∞,n+1,
B
t(n)
∞,n+1 ∼= C(X
(n+1)) and is a w.o.t dense, norm separable C∗ subalgebra of At(n)∞,n+1.
Lemma 3.4. For each n and t(n) 6= s(n),
(i)(A(n)ft(n),s(n)A)
−‖.‖2 = (n)ft(n)L2(R)(n)fs(n),
(ii) for a, b ∈ B,
〈a(n)ft(n), s(n)b,
(n)ft(n), s(n)〉τR = k1k2 · · · kn
∫
X
∫
X
(n)ft(n)(t)
(n)fs(n)(s)a(t)b(s)d(τR ⊗ τR)(t, s).
Moreover, (A(n)ft(n),s(n)A)
−‖.‖2 is orthogonal to (A(n)ft′(n),s′(n)A)−‖.‖2 whenever t(n) 6= s(n), t′(n) 6=
s′(n) and (t(n), s(n)) 6= (t′(n), s′(n)).
Proof. For a, b ∈ A, using Eq. (3.4) write
a = ⊕
q(n)
(n)fq(n) ⊗ aq(n) and b = ⊕
p(n)
(n)fp(n) ⊗ bp(n)
for aq(n) ∈ A
q(n)
∞,n+1, and bp(n) ∈ A
p(n)
∞,n+1. By direct multiplication, we get
a((n)ft(n), s(n) ⊗ 1Rn)b =
(n)ft(n), s(n) ⊗ at(n)bs(n).
Therefore (i) follows from (ii) of Lemma 3.3. Moreover, for a, b ∈ B,
〈a((n)ft(n), s(n) ⊗ 1Rn)b,
(n)ft(n), s(n) ⊗ 1Rn〉τR
= tr∏n
i=1 ki
((n)ft(n))τRn(at(n)bs(n))
=
1
k1k2 · · · kn
τRn(at(n)bs(n))
= k1k2 · · · knτR(a((n)ft(n) ⊗ 1))τR(b((n)fs(n) ⊗ 1)) (by orthogonality, Lemma 3.3 (ii))
= k1k2 · · · kn
∫
X
∫
X
a(t)((n)ft(n) ⊗ 1)(t)b(s)(
(n)fs(n) ⊗ 1)(s)d(τR ⊗ τR)(t, s)
= k1k2 · · · kn
∫
x
(1)
t1
×···×x(n)tn ×X(n)
∫
x
(1)
s1
×···×x(n)sn ×X(n)
at(n)(t)bs(n)(s)d(τR ⊗ τR)(t, s)
= k1k2 · · · kn
∫
X×X
(n)ft(n)(t)
(n)fs(n)(s)a(t)b(s)d(τR ⊗ τR)(t, s),
where the indicators of (x
(1)
t1
× · · · ×x
(n)
tn
)×X(n) and (x
(1)
s1 × · · · × x
(n)
sn )×X
(n) corresponds to (n)ft(n)
and (n)fs(n) respectively. This proves (ii). Clearly the final statement follows from (i) and the fact
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that (n)ft(n)J
(n)fs(n)J and
(n)ft′(n)J
(n)fs′(n)J are orthogonal projections in L
2(R) if (t(n), s(n)) 6=
(t′(n), s′(n)). 
Remark 3.5. The following observation will be used in the next proof. On every occasion below,
where we add direct integrals, Lemma 5.7 [8] is invoked. For ti = si, 1 ≤ i ≤ n− 1 and tn 6= sn, the
projection P
(n)
(t1,··· ,tn),(s1,··· ,sn) ∈ A
′ and hence is in A, as A is maximal abelian in B(L2(R)). Therefore,
P
(n)
(t1,··· ,tn),(s1,··· ,sn) is decomposable (see Ch. 14 [10]). Denote
E(·,tn),(·,sn) = (x
(1)
t1
× · · · × x
(n−1)
tn−1
× x
(n)
tn
×X(n))× (x
(1)
t1
× · · · × x
(n−1)
tn−1
× x(n)sn ×X
(n)).
¿From Lemma 3.4, it follows that the range P
(n)
(t1,··· ,tn),(s1,··· ,sn)(L
2(R)) is the direct integral of complex
numbers over the set E(·,tn),(·,sn) with respect to τR ⊗ τR, and, AP
(n)
(t1,··· ,tn),(s1,··· ,sn) is the diagonal-
izable algebra with respect to this decomposition. For t(n − 1) 6= t′(n − 1), the direct integrals of
P
(n)
(t(n−1),tn),(t(n−1),sn) and P
(n)
(t′(n−1),t′n),(t′(n−1),s′n) with tn 6= sn and t
′
n 6= s
′
n rest over disjoint subsets of
X×X. Therefore, the range of P (n) =
∑
t(n), s(n):
t1=s1,··· ,tn−1=sn−1,tn 6=sn
P
(n)
(t1,··· ,tn),(s1,··· ,sn) is the direct integral of
complex numbers with respect to τR⊗τR over the set En = ∪k1t1=1 · · ·∪
kn−1
tn−1=1
∪kntn 6=sn=1E(·,tn),(·,sn), and
associated statements about diagonalizability of AP (n) hold. It is important to note that En∩Em = ∅
for all n 6= m.
Let cn =
n∏
r=1
kr for n ≥ 1 and c0 = 1.
Proposition 3.6. The vector
∞∑
n=1
∑
t(n)
1√
cn
(n)f(·,tn),(·,sn) is a cyclic vector of A(1− eA) and
(1− eA)(L
2(R)) ∼=
∫ ⊕
X×X
Ct,sd(τR ⊗ τR)(t, s), where Ct,s = C.
Moreover, A(1− eA) is the algebra of diagonalizable operators with respect to this decomposition.
Proof. Fix n ∈ N. For each 1 ≤ ti ≤ ki, 1 ≤ i ≤ n − 1, and 1 ≤ tn 6= sn ≤ kn, working with vectors
1√
cn
(n)f(·,tn),(·,sn), one finds (using Lemma 3.4) a positive measure η
(n)
(t1,··· ,tn),(s1,··· ,sn) supported on
E(·,tn),(·,sn) such that
dη
(n)
(t1,··· ,tn),(s1,··· ,sn) =
(n)f(t1,··· ,tn) ⊗
(n)f(s1,··· ,sn)d(τR ⊗ τR).
By making arguments similar to Rem. 3.5, for each n find a positive measure η(n) on En such that
η(n) = χEnd(τR ⊗ τR) and
P (n)(L2(R)) =
∑
t(n), s(n):
t1=s1,··· ,tn−1=sn−1,tn 6=sn
P
(n)
(t1,··· ,tn),(s1,··· ,sn)(L
2(R)) ∼=
∫
X×X
⊕
Ct,sdη
(n)(t, s),
where Ct,s = C and AP
(n) is diagonalizable with respect to this decomposition. Note that
(3.8) η(n)(X ×X) =
cn−1(k2n − kn)
c2n
=
1
cn−1
−
1
cn
.
From Rem. 3.5, note that the measures η(n) are supported on disjoint sets. Hence by Lemma 5.7
[8],
(1− eA)(L
2(R)) ∼=
∫ ⊕
X×X
Ct,sdη(t, s), where Ct,s = C, η =
∞∑
n=1
η(n).(3.9)
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Moreover, A(1− eA) is diagonalizable with respect to the decomposition in Eq. (3.9). Clearly,
η(X ×X) = lim
N→∞
N∑
n=1
η(n)(X ×X) = lim
N→∞
1
c0
−
1
cN
= 1.
Finally, η = τR ⊗ τR. Indeed, for a, b ∈ C(X),∫
X×X
a(t)b(s)dη(t, s)
=
∞∑
n=1
∫
X×X
a(t)b(s)dη(n)(t, s)
=
∞∑
n=1
∑
t(n), s(n):
t1=s1,··· ,tn−1=sn−1,tn 6=sn
∫
X×X
a(t)b(s)(n)f(t1,··· ,tn)(t)
(n)f(s1,··· ,sn)(s)d(τR ⊗ τR)(t, s).
But
N∑
n=1
∑
t(n), s(n):
t1=s1,··· ,tn−1=sn−1,tn 6=sn
(n)f(t1,··· ,tn)(t)
(n)f(s1,··· ,sn)(s) ↑ χ∆(X)c pointwise τR ⊗ τR almost ev-
erywhere. Use dominated convergence theorem and the fact (τR ⊗ τR)(∆(X)) = 0 to conclude
η = τR ⊗ τR. This completes the proof. 
For A, the operator x =
∞∑
n=1
∑
t(n)
1√
cn
(n)f(·,tn),(·,sn) gives rise to a choice of a vector in (iii) of
Thm. 2.1. In order to get an appropriate vector one has to apply an appropriate transformation
between the Cantor set and [0, 1], which will induce a unitary in B(L2(R)) preserving the bimodule
structure. Since the Puka´nszky invariant of every Tauer masa is {1}, we have computed the measure-
multiplicity invariant of A. Note that AxA is dense in L2(R)⊖L2(A). For a ∈ A and any orthonormal
basis {vn}
∞
n=1 ⊂ A of L
2(A), one has
∑
n ‖EA(xavnx
∗)‖22 =
∑
n
∫
X
∣∣ηtx(1⊗ avn)∣∣2 dτR(t) = ‖a‖22, as
ηx = τR⊗ τR (see Lemma 3.6 [12]). This shows that the Tauer masa above satisfy conditions (i) and
(ii) of Thm. 2.1 with S = AxA. The above Tauer masa was denoted by A(0) in [23]. There is a
Tauer masa of exactly opposite flavor, which we call the alternating Tauer masa.
3.2. Alternating Tauer Masa.
The alternating Tauer masa A(1) is a singular Tauer masa in the hyperfinite II1 factor R, con-
structed by White and Sinclair [23]. It contains nontrivial centralizing sequences of R. In fact, its
Γ-invariant is 1. This masa will play a role in §5. In §4, we will describe its left-right-measure.
The chain for this masa is exactly similar to the masa of the product class described before. Let
A(1)1 = D2(C) ⊂ M1 be the diagonal masa. Having constructed A(1)n ⊂ Nn, one constructs
A(1)n+1 as,
(3.10)
A(1)n+1 =


A(1)n ⊗
(n+1)Dn+1, n even,
(n+1)Dn+1 is the diagonal masa in Mkn+1(C),⊕
t(n)
(n)ft(n) ⊗
(n+1)Dt(n), n odd , (n+1)Dt(n) pairwise orthogonal in Mkn+1(C).
We will prove that the left-right-measure of A(1) is singular with respect to the product measure.
Having understood the left-right-measures of A(0) and A(1), we can describe the same for the entire
path of masas exhibited in [23].
4. Γ and Non Γ Masas
In this section, we study properties of left-right-measures of masas that possess nontrivial central-
izing sequences of the factor. We also study properties of left-right-measures that prevent a masa to
contain nontrivial centralizing sequences. This section contains partial answers. Some results in this
section can be proved by bringing in the notion of strongly mixing masas [9]. To keep this paper in
a reasonable size, we postpone the notion of strong mixing to a future paper.
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Definition 4.1. A centralizing sequence in a II1 factor M is a bounded sequence {xn} ⊂ M such
that ‖xny − yxn‖2 → 0 as n → ∞ for all y ∈ M. The centralizing sequence {xn} is trivial, if there
exists a sequence λn ∈ C such that ‖xn − λn‖2 → 0 as n→∞.
For a masa A ⊂M, the Γ invariant of A is defined by
Γ(A) = sup{τ(p) :p ∈ A is a projection and Ap contains nontrivial centralizing sequences of pMp}.
It is immediate that Γ(A) = Γ(θ(A)), where θ is an automorphism of M [23]. If Γ(A) = 0, then A
is said to be totally non-Γ. We continue to assume that A = L∞([0, 1], λ), where λ is the Lebesgue
measure.
Proposition 4.2. Let A ⊂ M be a masa. Let the left-right-measure of A be [(λ ⊗ λ) + µ], where
µ ⊥ λ⊗λ and µ is finite. Then A cannot contain non trivial centralizing sequences of M. Moreover,
Γ(A) = 0.
Proof. Write [0, 1] × [0, 1] \∆([0, 1]) = E ∪ F , where (λ ⊗ λ)(E) = 0 and µ(F ) = 0. There exists a
nonzero vector ζ ∈ L2(M)⊖ L2(A) such that for a, b ∈ C[0, 1],
ηζ(a⊗ b) = λ(a)λ(b).
The direct integral of ζ is supported on F .
If possible, let {an} ⊂ A be a non trivial centralizing sequence. By making a density argument, we
can assume that an = a
∗
n ∈ C[0, 1] and τ(an) = 0 for all n. Also assume that lim sup
n
‖an‖2 = α > 0.
A triangle inequality argument shows that ‖anζ − ζan‖2 → 0 as n→∞. However,
‖anζ − ζan‖
2
2 =〈anζ, anζ〉 − 〈ζan, anζ〉 − 〈anζ, ζan〉+ 〈ζan, ζan〉(4.1)
=2λ(a∗nan).
Eq. (4.1) shows that ‖anζ − ζan‖
2
2 6→ 0 as n→∞, which is a contradiction.
The last statement follows from the above argument by considering compressions of M by projec-
tions in A, because, for any nonzero projection p ∈ A, identifying p as the indicator of a measurable
set Ep, it follows that the left-right-measure of the inclusion Ap ⊂ pMp will be the class of the
restriction of λ⊗ λ+ µ to Ep × Ep. 
The next result is a generalization of Prop. 4.2. We skip its proof, as the proof is similar to the
proof of Prop. 4.2.
Proposition 4.3. Let A ⊂M be a masa. Let the left-right-measure of A restricted to the projection
pJqJ contain the product measure as a summand, where p and q are nonzero projections in A. Then:
(i) Γ(A) < 1.
(ii) If r ≥ p, q is any projection in A, then Ar cannot contain nontrivial centralizing sequences of
rMr.
Proposition 4.4. Let A ⊂M be a masa. Let the left-right-measure of A be [ν+µ], where µ ⊥ λ⊗λ,
ν ≪ λ ⊗ λ, ν and µ are finite and ν 6= 0. Then A cannot contain any centralizing sequence of M
consisting of weakly null unitaries.
Proof. Without loss of generality, we can assume that f = dν
d(λ⊗λ) ∈ L
2(λ⊗ λ). Write [0, 1] × [0, 1] \
∆([0, 1]) = E ∪F , where ν(E) = 0 and µ(F ) = 0. There exists a nonzero vector ζ0 ∈ L
2(M)⊖L2(A)
such that for a, b ∈ C[0, 1],
ηζ0(a⊗ b) =
∫
[0,1]×[0,1]
a(t)b(s)f(t, s)dλ(t)dλ(s).
The direct integral of ζ0 is supported on F . Arguing as in the proof of Thm. 2.7, we conclude that
EA(ζ0bζ
∗
0 ) ∈ L
2(A) for all b ∈ C[0, 1] and
∑
k∈Z
∥∥EA(ζ0vkζ∗0 )∥∥22 <∞, where v ∈ A is the Haar unitary
generator corresponding to the function t 7→ e2piit.
Suppose to the contrary, there is a sequence {an} ⊂ C[0, 1] ⊂ A of weakly null unitaries that
centralize M. Given ǫ > 0, choose k0 ∈ N such that
∑
|k|≥k0
∥∥EA(ζ0vkζ∗0 )∥∥22 < ǫ2. Therefore on one
hand,
‖EA(ζ0anζ
∗
0 )‖1 =
∥∥∥∥∥
∑
k∈Z
τ(anv
−k)EA(ζ0vkζ∗0 )
∥∥∥∥∥
1
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≤
∥∥∥∥∥∥
∑
|k|<k0
τ(anv
−k)EA(ζ0vkζ∗0 )
∥∥∥∥∥∥
1
+
∥∥∥∥∥∥
∑
|k|≥k0
τ(anv
−k)EA(ζ0vkζ∗0 )
∥∥∥∥∥∥
1
≤
∑
|k|<k0
∣∣∣τ(anv−k)∣∣∣ ∥∥∥EA(ζ0vkζ∗0 )∥∥∥
1
+
∑
|k|≥k0
∣∣∣τ(anv−k)∣∣∣ ∥∥∥EA(ζ0vkζ∗0 )∥∥∥
2
≤
∑
|k|<k0
∣∣∣τ(anv−k)∣∣∣ ∥∥∥EA(ζ0vkζ∗0 )∥∥∥
1
+

 ∑
|k|≥k0
∣∣∣τ(anv−k)∣∣∣2


1
2

 ∑
|k|≥k0
∥∥∥EA(ζ0vkζ∗0 )∥∥∥2
2


1
2
≤
∑
|k|<k0
∣∣∣τ(anv−k)∣∣∣ ∥∥∥EA(ζ0vkζ∗0 )∥∥∥
1
+ ǫ.
Since an
w.o.t
→ 0 and ǫ is arbitrary, so ‖EA(ζ0anζ
∗
0 )‖1 → 0. On the other hand, ‖a
∗
nζ0anζ
∗
0 − ζ0ζ
∗
0‖1 → 0
as n → ∞ and consequently ‖a∗nEA(ζ0anζ∗0 )− EA(ζ0ζ
∗
0 )‖1 → 0. So ‖EA(ζ0anζ
∗
0 )‖1 → ‖EA(ζ0ζ
∗
0 )‖1.
This is a contradiction as ζ0 is nonzero. 
Corollary 4.5. The left-right-measure of A(1) is singular with respect to the product class.
Proof. By construction A(1) contains a centralizing sequence of weakly null unitaries. 
Corollary 4.6. Every strongly stable (McDuff) factor contains a singular masa whose left-right-
measure is singular with respect to the product class.
Proof. For existence of a singular masa in a II1 factor see [20]. The statement follows by tensoring
any singular masa in the factor by the alternating Tauer masa in R (see [20, 28], Prop. 5.2 [8] and
Lemma 3.5 [12]). 
It is now natural to ask the following question. If M = M1⊗M2, where both M1,M2 are II1
factors then does M contain a (singular) masa whose left-right-measure is singular with respect to
the product class?
Definition 4.7. A finite measure µ on [0, 1] (or S1) is called α-rigid for |α| = 1, if and only if, there
is a subsequence µ̂nk of µ̂n =
∫ 1
0 e
−2piintdµ(t) (or µ̂n =
∫
S1
z−ndµ(z)) that converges to αµ([0, 1]) (or
αµ(S1)) as k →∞. A 1-rigid measure is called rigid or a Dirichlet measure.
We now recall some properties of α-rigid measures. For details check Ch.7 [13]. Let µ be a α-rigid
measure on [0, 1]. Any sequence nk along which µ̂nk converges to αµ([0, 1]) is said to be a sequence
associated with µ. It is easy to see that, µ is α-rigid, if and only if, the sequence of functions
[0, 1] ∋ t 7→ e−2piinkt converges to α in µ-measure. Thus ν is α-rigid with associated sequence nk for
any ν ≪ µ. So α-rigidity is a property of equivalence class of measures, and hence can be thought of
as a property of unitary operators, by considering appropriate Koopman operators. Atomic measures
are always rigid.
To motivate what follows, we consider rigid m.p. transformations. Let T be a m.p. automorphism
of a standard probability space (X,µ). Let UT denote the associated Koopman operator on L
2(X,µ).
The transformation T is said to be rigid if 1 ∈ {UnT }n∈Z\{0}
s.o.t
[14].
Assume further that T is weakly mixing. Then L(Z) ⊂ L∞(X,µ) ⋊T Z is a singular masa [15]
(also see Thm. 2.1 [14]). Let UnkT
s.o.t
→ 1 as k →∞. A simple calculation shows that L(Z) contains a
centralizing sequence of the crossed product factor consisting of powers of the standard Haar unitary
generator. It is not known whether this is always the case for Γ-masas. Let ν (which is a measure on
Ẑ = S1) denote the maximal spectral type of the action T . Then there is a unit vector f ∈ L2(X,µ)
such that ν̂n = 〈U
n
T f, f〉 for all n ∈ Z. It follows that ν is a Dirichlet measure. The relationship
between the maximal spectral type of an action and the left-right measure of the associated masa
appeared in Prop. 3.1 [14]. Thus by general theory of α-rigid measures (see Ch. 7 [13]), it follows
that for λ almost all t (λ is Haar measure), the measure η˜t is α-rigid for all α ∈ S1.
In the general case, when A contains a nontrivial centralizing sequence of M, one can choose a
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central sequence consisting of trigonometric polynomials without constant term. We do not know
whether we can choose a central sequence of the form t 7→ e2piinkt. In case we can, results analogous
to the crossed product situation hold.
Making appropriate changes to the proof of Lemma 2.2, we get the following result. Its proof uses
basic facts about L1 spaces associated to finite von Neumann algebras. We omit its proof.
Lemma 4.8. Let ζ ∈ L2(M) be such that EA(ζ) = 0. Let ηζ denote the measure on [0, 1] × [0, 1]
defined in Eq. (1.1). Let b, w ∈ C[0, 1]. Then
‖EA(bζwζ
∗)‖1 =
∫ 1
0
|b(t)|
∣∣ηtζ(1⊗ w)∣∣ dλ(t).
Theorem 4.9. Let A ⊂M be a singular masa. Let v ∈ A be a Haar unitary generator of A. Suppose
there exists a subsequence nk (nk < nk+1 for all k) such that for all y ∈M,
‖vnky − yvnk‖2 → 0 as k →∞.
Then the measure η˜t is β-rigid for all β ∈ S1, λ almost all t, where [η] is the left-right-measure of A.
Proof. Let w be the Haar unitary generator of A that corresponds to the function [0, 1] ∋ t 7→ e2piit.
The map from L∞([0, 1], λ) to itself, which sends vn to wn for n ∈ Z, implements a m.p. Borel
isomorphism T : [0, 1] 7→ [0, 1]. Then T × T implements an unitary U : L2(M) 7→ L2(M), which
preserves the structure of L2(M) as the natural A,A-bimodule (see Defn. 1.3). Standard density
arguments show that if ξ ∈ L2(M), then
‖vnkξ − ξvnk‖2 → 0 as k →∞.
So, we can assume v = w.
We know that there is a nonzero vector ζ ∈ L2(M) ⊖ L2(A) such that η = ηζ . Therefore
‖EA(v
−nkζvnkζ∗)− EA(ζζ∗)‖1 → 0 as k → ∞. Consequently, using similar arguments that are
needed to prove Lemma 4.8, we have,∥∥EA(v−nkζvnkζ∗)− EA(ζζ∗)∥∥1 =
∫ 1
0
∣∣e−2piinktηt(1⊗ vnk)− EA(ζζ∗)(t)∣∣ dλ(t)→ 0
as k →∞. Hence, there exists a further subsequence nkl and a subset E ⊂ [0, 1] such that λ(E) = 0,
and for t ∈ Ec,
e−2piinkl tηt(1⊗ vnkl )− EA(ζζ∗)(t)→ 0 as l→∞.(4.2)
Note that EA(ζζ
∗)(t) = η˜t([0, 1]) <∞ (see Lemma 2.2) almost everywhere λ.
It is known that for almost every β ∈ [0, 1] (with respect to λ), the set of limit points of the
sequence e−2piinklβ contains a point of the form e2piiα with α irrational (see Ch. 7 [13]). Thus by
enlarging the null set E and renaming it to be E again, we conclude that e
−2piinklm t → e2piiαt for
t ∈ Ec, αt irrational. The subsequence in the last statement depends on t. By a diagonal argument,
it follows that for t ∈ Ec, the measure η˜t is β-rigid for all β ∈ S1 (see Ch. 7 [13]). 
Remark 4.10. Examples of singular masas in the hyperfinite II1 factor can be constructed that satisfy
the hypothesis of Thm. 4.9. There exist weakly mixing actions of a stationary Gaussian process that
has the desired properties (check §5 [31]). In fact, if A is Cartan in R, then there is a centralizing
sequence in A consisting of powers of some Haar unitary generator. This follows from Thm. 5.5 [12],
Prop. 3.1 [14], Thm. 4 [31] and [4]. For example, consider the Cartan masa in the hyperfinite II1
factor which arises from a irrational rotation along the direction of the group.
5. Examples of Singular Masas in the Free Group Factors
In this section, we show that given any subset S of N, there are uncountably many pairwise non
conjugate singular masas in L(Fk), k ≥ 2, with Puka´nszky invariant S∪{∞}. All examples exhibited
in this section are constructed from examples appearing in [8, 26]. For any masa A considered in this
section, we assume A = L∞([0, 1], λ), where λ is the Lebesgue measure. If A ⊂ M is a masa and
[η] is its left-right-measure, then we will most of the time assume that η(∆[0, 1]) = 0. There are few
exceptions to this assumption in this section, in which case we shall notify accordingly. The next two
corollaries are direct applications of results in [8] (see Lemma 3.1, Thm. 3.2, Lemma 5.7 and Prop.
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5.10 of [8]). The singularity of a masa A ⊂M ⊂M ∗N (M,N are diffuse) as deduced in this section
from results in [12], can also be deduced from Thm. 2.3 [8] or [19].
Corollary 5.1. Let k ∈ N∞ and k ≥ 2. Let A ⊂ L(Fk) be a masa. If A is freely complemented
then Puk(A) = {∞} and its left-right-measure is the class of product measure. In particular, A is
singular.
Proof. Follows directly from Lemma 5.7 and Prop. 5.10 [8]. Singularity follows from Cor. 3.2 in
[21]. 
Corollary 5.2. Let k ∈ N∞ and k ≥ 2. Let A ⊂ L(Fk) be a masa. Let A  B  L(Fk), where B is
a subalgebra and B is freely complemented.
(i) If the left-right-measure [ηB ] of the inclusion A ⊂ B is singular with respect to λ ⊗ λ, then
PukL(Fk)(A) = PukB(A)∪{∞} and the left-right-measure of the inclusion A ⊂ L(Fk) is [ηB+λ⊗λ].
(ii) If the left-right-measure [ηB ] of the inclusion A ⊂ B is [λ⊗λ], then PukL(Fk)(A) = {∞} and the
left-right-measure of the inclusion A ⊂ L(Fk) is [λ⊗ λ].
Proof. Follows from Lemma 5.7 and Prop 5.10 [8]. 
Let T be a nonempty subset of N. Let T = {nk} with n1 < n2 < · · · . Define
PT =

α = {αnk}|T |k=1 : αnk > αnk+1 , 0 < αnk < 1 for all k,
|T |∑
k=1
αnk = 1

 .(5.1)
For α, β ∈ PT , we say α 6= β if αnk 6= βnk for some k.
Theorem 5.3. Let B ⊂ R be a singular masa such that the left-right-measure [ηR] of the inclusion
B ⊂ R is singular with respect to λ⊗ λ. For each α ∈ PN, there exists a singular masa Bα ⊂ L(F2)
with PukL(F2)(Bα) = PukR(B) ∪ {∞}. If α 6= β are any two elements of PN, then Bα and Bβ are
not conjugate.
Proof. Fix α ∈ PN. Let Rα = ⊕
∞
n=1R. Equip Rα with the faithful trace
τRα(·) =
∞∑
n=1
αnτR(·),
where τR denotes the unique normal tracial state of R.
Then Bα = ⊕
∞
n=1B is a singular masa in the hyperfinite algebra Rα and the latter is separable.
The projections (0 ⊕ · · · ⊕ 0 ⊕ 1 ⊕ 0 ⊕ · · · ), where 1 appears at the n-th coordinate, is a central
projection pn of Rα and it belongs to Bα. The projections pn correspond to the indicator function of
measurable subsets Fn ⊂ ([0, 1], λ) respectively, so that Fn ∩Fm is a set of λ measure 0 for all n 6= m.
By applying appropriate transformations, the left-right-measure of B ⊂ R can be transported to
each Fn × Fn, which we denote by [ηn]. We also assume ηn(Fn × Fn) = 1 for all n. Note that by
factoriality of R it follows that ηn(E × F ) > 0 for all measurable rectangles E × F ⊂ Fn × Fn such
that λ(E) > 0, λ(F ) > 0 (Lemma 2.9 [12]).
Consider (M, τM) = (Rα, τRα)∗(R, τR). ThenM is isomorphic to L(F2) by a well known theorem
of Dykema [7]. Then Bα ⊂ L(F2) is a singular masa by Thm. 2.3 [8]. The left-right-measure of the
inclusion Bα ⊂ L(F2) is
[λ⊗ λ+
∞∑
n=1
1
2n
ηn]
and PukL(F2)(Bα) = ∪nPuk(R∗R)(B) ∪ {∞} = PukR(B) ∪ {∞} from Cor. 5.2 and Thm. 3.2 [8].
Since automorphisms of II1 factors preserve the trace and orthogonal projections, the non conjugacy
of Bα and Bβ for α 6= β follows by considering the left-right-measures. Indeed, if Bβ = φ(Bα) for some
automorphism φ of L(F2) and α, β ∈ PN, then Bα and Bβ would have identical bimodule structure.
Therefore, there is a Borel isomorphism φ˜ : [0, 1] 7→ [0, 1] such that φ˜∗λ = λ and (φ˜× φ˜)∗[ηBα ] = [ηBβ ],
where ηBα , ηBβ denote the left-right-measures of Bα and Bβ respectively.
Let Fn, En, n = 1, 2, · · · , be the measurable partitions of [0, 1] associated to the left-right-measures
of Bα and Bβ (as described above) respectively. Clearly, the class of the singular part of ηBα will be
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pushed forward to the class of the singular part of ηBβ . If we let χE′n = φ(χFn), then E
′
n = Ekn mod
λ for some kn. But the λ-measure of Fn and hence Ekn are strictly decreasing as n increases. Thus
kn = n for all n. This completes the proof. 
Now we construct non conjugate singular masas in the free group factors which have the same
multiplicity. We will give a case by case argument.
Case: {1,∞}: In Thm. 5.3, let B be the alternating Tauer masa A(1).
Case: {1, n,∞}, n 6= 1: Consider the matrix groups
Gn =
{
( f x
0 1
)
| f ∈ Pn, x ∈ Q
}
, Hn =
{
( f 0
0 1
)
| f ∈ Pn
}
⊂ Gn, where(5.2)
P∞ =
{
p
q
| p, q ∈ Z, p, q odd
}
and Pn =
{
f2kn | f ∈ P∞, k ∈ Z
}
if n <∞,
are subgroups of the multiplicative group of nonzero rational numbers. Then L(Gn) is the hyperfinite
II1 factor R and L(Hn) ⊂ L(Gn) is a singular masa with Puka´nszky invariant {n}. The left-right-
measure of the inclusion L(Hn) ⊂ L(Gn) is the class of product Haar measure λĤn⊗λĤn on Ĥn×Ĥn,
where Ĥn denotes the character group of Hn (see Example 5.1 [26] and Example 6.2 [8]).
As R⊗R ∼= R, so L(Hn)⊗A(1) is a singular masa in R from [28] (see also [3] and Thm. 5.15 [12]).
Let A(1) = L∞([0, 1], λ). The Puka´nszky invariant of the inclusion L(Hn)⊗A(1) ⊂ R is {1, n} from
Thm. 2.1 [26]. The left-right-measure of the inclusion L(Hn)⊗A(1) ⊂ R is the class of
λ
Ĥn
⊗ λ
Ĥn
⊗ η + ∆˜∗λĤn ⊗ η + λĤn ⊗ λĤn ⊗ ∆˜∗λ,
on Ĥn×Ĥn× [0, 1]× [0, 1], where [η] is the left-right-measure of the alternating Tauer masa restricted
to the off diagonal and ∆˜ is the map, that maps a set to its square by sending x 7→ (x, x) (see Prop.
5.2 [8]). In this case, we need to specify the measures on the diagonals as they are necessary. Given
α ∈ PN, replace the role of B in Thm. 5.3 by L(Hn)⊗A(1) to construct a masa Aα,n ⊂ L(F2).
Case: {n,∞}, n 6= 1: Let Hn ⊂ Gn and H∞ ⊂ G∞ be as in the previous case. Then L(Hn ×H∞)
is a singular masa in L(Gn ×G∞) whose measure-multiplicity invariant is the equivalence class of
(Ĥn × Ĥ∞, λĤn ⊗ λĤ∞ , [η],m),
where η is the sum of
(i) Haar measure on (Ĥn × Ĥ∞)× (Ĥn × Ĥ∞);
(ii) Haar measure on the subgroup
D∞ = {(α, β1, α, β2) | α ∈ Ĥn, β1, β2 ∈ Ĥ∞};
(iii) Haar measure on the subgroup
Dn = {(α1, β, α2, β) | α1, α2 ∈ Ĥn, β ∈ Ĥ∞};
and where the multiplicity function on the off-diagonal is given by
m(γ) =
{
n, γ ∈ Dn \∆(Ĥn × Ĥ∞),
∞, otherwise.
This was calculated in §6, [8]. Note that η contain singular summands, singular with respect
to product Haar measure off the diagonal ∆(Ĥn × Ĥ∞). For each α ∈ PN, make a construction
analogous to Thm. 5.3 with B replaced by L(Hn)⊗L(H∞), to construct a masa Aα,n ⊂ L(F2). Note
that PukL(F2)(Aα,n) = {n,∞} from Thm. 3.2 and Lemma 5.7 [8]. The left-right-measure of the
inclusion Aα,n ⊂ L(F2) is of the same form as discussed in the previous cases. Use Lemma 3.6, Thm.
3.8 of [12] to decide non conjugacy of Aα,n, Aβ,n whenever α 6= β ∈ PN.
Case: S ∪ {∞}, S ⊆ N, 1 ∈ S and |S| ≥ 2: Write S = {nk : 1 = n1 < n2 < · · · }. Let Pn and P∞
be the subgroups of the multiplicative group of rational numbers as before. Let Gn, n ≥ 1, be the
matrix group
Gn =
{(
1 x y
0 f 0
0 0 g
)
: x, y ∈ Q, f ∈ Pn, g ∈ P∞
}
and Hn the subgroup consisting of the diagonal matrices in Gn. Then as noted in Example 5.2 of
[26], Gn is amenable and L(Gn) ∼= R. It is also true that L(Hn) is a singular masa in L(Gn) with
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Puka´nszky invariant {n,∞} (see Prop. 2.5 [8]). Consider Mn = L(Gn)⊗R ∼= R and consider the
masa An = L(Hn)⊗A(1). Then An ⊂Mn is a singular masa with PukMn(An) = {1, n,∞} (see Thm.
2.1 [26]). Fix α ∈ PS. Now consider
Mα = ⊕n∈SMn and Aα = ⊕n∈SAn, where τMα(·) =
∑
n∈S
αnτMn(·),
where τMn denotes the faithful normal tracial state of Mn. Then Mα ∗ L(Z) =Mα ∗ L(F1)
∼= L(F2)
[7], Aα is a singular masa in L(F2) and PukL(F2)(Aα) = S ∪ {∞} from Thm. 3.2 [8].
There exist orthogonal projections {pn}n∈S ⊂ Aα with the property that
∑
n∈S pn = 1 and
τL(F2)(pn) = αn, such that the left-right-measure of the inclusion Aα ⊂ L(F2) has λ ⊗ λ as a
summand and measures singular with respect to λ ⊗ λ on the squares pn × pn (here by abuse of
notation we think of pn as a measurable set which corresponds to the projection pn). The singular
part on pn × pn has the property that its (π1, λ), (π2, λ) disintegrations are non zero almost every-
where on pn. Non conjugacy of Aα and Aβ for α 6= β follows easily from Lemma 3.6, Thm. 3.8 of [12].
Case: S ∪ {∞}, S ⊆ N, 1 6∈ S and |S| ≥ 2: Let Gn,Hn for n ∈ N∞ be the groups defined in Eq.
(5.2). Let Mn = L(Gn ×G∞) and An = L(Hn ×H∞) for n ∈ S. Fix α ∈ PS. Let Mα,S = ⊕n∈SMn
and Aα,S = ⊕n∈SAn, where Mα,S is equipped with the trace τMα,S(·) =
∑
n∈S αnτMn(·), where τMn
denotes the faithful normal tracial state of Mn. Replace the role of the masa Aα in the previous case
by Aα,S . We omit the details.
Case: {∞}: Consider the hyperfinite II1 factor R with a singular masa A such that PukR(A) = {∞}.
Consider the inclusion B = ⊗∞n=1A ⊂ ⊗
∞
n=1R. Since up to isomorphism, there is one hyperfinite II1
factor, so B ⊂ R is a masa from Tomita’s theorem on commutants. Since Puk(B) = {∞} from
Lemma 2.4 [33], so B is singular from Cor. 3.2 [21]. Clearly, Γ(B) = 1. The left-right-measure of the
inclusion B ⊂ R is singular to the product class from Thm. 4.4. Now apply Thm. 5.3.
The above constructions lead to the following theorem.
Theorem 5.4. Let S be an arbitrary (could be empty) subset of N. Let k ∈ {2, 3, · · · ,∞} and let
Γ be any countable discrete group. There exist uncountably many pairwise non conjugate singular
masas in L(Fk ∗ Γ) whose Puka´nszky invariant is S ∪ {∞}.
Proof. We have already proved that there exist uncountably many pairwise non conjugate singular
masas {Aα}α∈I , where I is some indexing set, in L(F2) whose Puka´nszky invariant is S ∪ {∞}. One
has isomorphisms [7]
L(F2) ∗ L(Fk−2 ∗ Γ) ∼= L(Fk ∗ Γ) for k ≥ 2.
For k ≥ 2, each Aα is a singular masa in L(Fk ∗ Γ) [8]. Use Lemma 5.7, Prop. 5.10 [8] to decide the
non conjugacy of Aα and Aβ when α 6= β, in the free product. 
Theorem 5.5. There exist non conjugate singular masas A,B in L(Fk), 2 ≤ k ≤ ∞, with same
measure-multiplicity invariant.
Proof. Let R = L∞(
∏
n∈Z
({0, 1}, µ)) ⋊ Z, where µ({0}) = µ({1}) = 12 and the action is Bernoulli
shift. Then the copy of Z gives rise to a masa A ⊂ R whose multiplicity is {∞} and whose left-
right-measure is the class of product measure. This follows from the fact that the maximal spectral
type of Bernoulli action is Lebesgue measure and its multiplicity is infinite on the orthocomplement
of constant functions and Prop. 3.1 [14]. Consequently, for k ≥ 2, A ⊂ R ∗ (
k−1
∗
r=1
R) ∼= L(Fk) [7]
is a singular masa whose left-right-measure is the class of product measure and whose multiplicity
function is m ≡ ∞, off the diagonal. Let B be any single generator masa of L(Fk). The same holds
for the single generator masas as well due to malnormality of group inclusions. A is not conjugate to
B, as the former is not maximally injective, while the single generator masas are maximally injective
from Cor. 3.3 [18]. 
Remark 5.6. We end this paper with the following observation. The following example was con-
structed by Smith and Sinclair in Example 5.1 of [26]. It produces an example of a m.p. dynamical
system which solves Banach’s problem with the group under consideration being Q×. Consider the
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matrix groups G =
{
( f x
0 1
) : f ∈ Q×, x ∈ Q
}
and H the subgroup of G consisting of diagonal matri-
ces. Then L(G) is isomorphic to the hyperfinite II1 factor, and, L(H) is a singular masa in L(G).
Note that H is a malnormal subgroup of G and G = N ⋊ H, where N = {( 1 x0 1 ) : x ∈ Q}. Matrix
multiplication shows that ( 1 10 1 ) is a bicyclic vector of L(H). The left-right-measure of L(H) ⊂ L(G)
is the class of product measure (see Example 6.2 [8]).
Acknowledgements: I thank Ken Dykema, my advisor, and Roger Smith for many helpful discus-
sions. I am also indebted to Stuart White for valuable conversations on Tauer masas.
References
[1] Jan Cameron, Junsheng Fang, and Kunal Mukherjee. Mixing subalgebras of finite von Neumann algebras.
arXiv:1001.0169v1, 2009.
[2] J. T. Chang and D. Pollard. Conditioning as disintegration. Statist. Neerlandica, 51(3):287–317, 1997.
[3] Ionut Chifan. On the normalizing algebra of a masa in a II1 factor. arXiv:math/0606225v2 [math.OA], 2007.
[4] A. Connes, J. Feldman, and B. Weiss. An amenable equivalence relation is generated by a single transformation.
Ergodic Theory Dynamical Systems, 1(4):431–450 (1982), 1981.
[5] J. Dixmier. Sous-anneaux abe´liens maximaux dans les facteurs de type fini. Ann. of Math. (2), 59:279–286, 1954.
[6] Jacques Dixmier. von Neumann algebras, volume 27 of North-Holland Mathematical Library. North-Holland Pub-
lishing Co., Amsterdam, 1981.
[7] Ken Dykema. Free products of hyperfinite von Neumann algebras and free dimension. Duke Math. J., 69(1):97–119,
1993.
[8] Kenneth J. Dykema, Allan M. Sinclair, and Roger R. Smith. Values of the Puka´nszky invariant in free group factors
and the hyperfinite factor. J. Funct. Anal., 240(2):373–398, 2006.
[9] Paul Jolissaint and Yves Stalder. Strongly singular MASAs and mixing actions in finite von Neumann algebras.
Ergodic Theory Dynam. Systems, 28(6):1861–1878, 2008.
[10] Richard V. Kadison and John R. Ringrose. Fundamentals of the theory of operator algebras. Vol. II, volume 16.
American Mathematical Society, Providence, RI, 1997.
[11] Kunal Mukherjee. Masas and Bimodule Decomposition of II1 factors. PhD thesis, Texas A&M University, 2009.
[12] Kunal Mukherjee. Masas and Bimodule Decompositions of II1 Factors. Quart.J. Math., doi:10.1093/qmath/hap038:
1–36 (electronic), 2009.
[13] M. G. Nadkarni. Spectral theory of dynamical systems. Birkha¨user Advanced Texts: Basler Lehrbu¨cher. Birkha¨user
Verlag, Basel, 1998.
[14] Sergey Neshveyev and Erling Størmer. Ergodic theory and maximal abelian subalgebras of the hyperfinite factor.
J. Funct. Anal., 195(2):239–261, 2002.
[15] Ole A. Nielsen. Maximal Abelian subalgebras of hyperfinite factors. II. J. Functional Analysis, 6:192–202, 1970.
[16] K. R. Parthasarathy and Ton Steerneman. A tool in establishing total variation convergence. Proc. Amer. Math.
Soc., 95(4):626–630, 1985.
[17] Sorin Popa. On a problem of R. V. Kadison on maximal abelian ∗-subalgebras in factors. Invent. Math., 65(2):269–
281, 1981/82.
[18] Sorin Popa. Maximal injective subalgebras in factors associated with free groups. Adv. in Math., 50(1):27–48, 1983.
[19] Sorin Popa. Orthogonal pairs of ∗-subalgebras in finite von Neumann algebras. J. Operator Theory, 9(2):253–268,
1983.
[20] Sorin Popa. Singular maximal abelian ∗-subalgebras in continuous von Neumann algebras. J. Funct. Anal.,
50(2):151–166, 1983.
[21] Sorin Popa. Notes on Cartan subalgebras in type II1 factors. Math. Scand., 57(1):171–188, 1985.
[22] Lajos Puka´nszky. On maximal abelian subrings of factors of type II1. Canad. J. Math., 12:289–296, 1960.
[23] Allan Sinclair and Stuart White. A continuous path of singular masas in the hyperfinite II1 factor. J. Lond. Math.
Soc. (2), 75(1):243–254, 2007.
[24] Allan M. Sinclair and Roger R. Smith. Hochschild cohomology of von Neumann algebras, volume 203 of London
Mathematical Society Lecture Note Series. Cambridge University Press, Cambridge, 1995.
[25] Allan M. Sinclair and Roger R. Smith. The Laplacian MASA in a free group factor. Trans. Amer. Math. Soc.,
355(2):465–475 (electronic), 2003.
[26] Allan M. Sinclair and Roger R. Smith. The Puka´nszky invariant for masas in group von Neumann factors. Illinois
J. Math., 49(2):325–343 (electronic), 2005.
[27] Allan M. Sinclair and Roger R. Smith. Finite von Neumann algebras and masas, volume 351 of London Mathematical
Society Lecture Note Series. Cambridge University Press, Cambridge, 2008.
[28] Allan M. Sinclair, Roger R. Smith, Stuart A. White, and Alan Wiggins. Strong singularity of singular masas in II1
factors. Illinois J. Math., 51(4):1077–1084, 2007.
[29] Rita Jean Tauer. Maximal abelian subalgebras in finite factors of type II. Trans. Amer. Math. Soc., 114:281–308,
1965.
[30] D. Voiculescu. The analogues of entropy and of Fisher’s information measure in free probability theory. III. The
absence of Cartan subalgebras. Geom. Funct. Anal., 6(1):172–199, 1996.
[31] Peter Walters. Some invariant σ-algebras for measure-preserving transformations. Trans. Amer. Math. Soc.,
163:357–368, 1972.
[32] Stuart White. Tauer masas in the hyperfinite II1 factor. Q. J. Math., 57(3):377–393, 2006.
24 KUNAL MUKHERJEE
[33] Stuart White. Values of the Puka´nszky invariant in McDuff factors. J. Funct. Anal., 254(3):612–631, 2008.
Department of Mathematics, Texas A&M University, College Station TX 77843–3368, USA
E-mail address: kunal@imsc.res.in;kunal@neo.tamu.edu
