MalcolmのCascading Accumulatorを改良した高速無誤差加算を含む高精度計算用Javaツールパッケージの開発 by 八尋 秀一
九州女子大学紀要 第51巻2号 13 
Ma1colmのCascadingAccumulatorを改島した
高謹無誤差加算を含む高轄産計算賭Javaツー ルパッケー ジの開発
八尋秀一
九州女子大学人間科学部人開発達学科、北九州市八幡西区自由ヶ丘1-1 (〒807-8586)
(2014年11月13日受付、 2014年12月18日受理)
要旨
通常の数値計算において、計算誤差の問題は大きな問題である。計算のアルゴリズムに
よっては誤差が拡大し、誤った計算結果を出す場合があり、結果の検証に多大な時間を要す
る乙ともある。信頼できる計算結果を出すためには、高精度で素早く検証で古る計算システ
ムが要求されている。 ゐ般の様々な数値計算を含む計算システム、たとえば、分子軌道昔!算
システム、流体計算システム、天体の運動シミュレーションなどにおいては、ますます大規
模計算化しつつあり、果たして結果がどとまで信頼できるのか疑問視する声もある。マルコ
ムのCascadingAccumulator (カスケーディングアキュームレータ)から発展させた高速
無誤差加算を含む高精度国定小数点方式の計算システムを紹介する.計算の基本はf倍精度浮
動小数点計算 (double)であり、計算にも適していると評価されているJava言語上で構築
した。
1 序論
現代の数値計算の世界において、計算誤差の問題は重要な問題として認識されているa 特
に、加算や減算を繰り返して総事1を求めるときに発生する情報落ちゃ桁落ちの問題は、時に深
刻な問題を引き起とすととで知られている。現代の数値計算の主流は倍精度浮動小数点計算で
あるが、単純化のため7桁の有効精度を持つ10進数での四捨五入計算で説明するととにする。
これはほとんど単精度浮動小数点言|算(有効精度約7桁)と同じと考えてよい司大きな数億同士
の差を求める計算、たとえば、 900000.8-900000.7=0.1の計算の場合、有効桁7桁の数値から
1桁の有効精度しかない計算結果が得られる。これを桁落ちという。太古な数値と小さな数値の
和を計算した場合、たとえば、 900000.8+0.04440022=900000.84440022となるはずである
が、計算結果は900000.8であり、 0.04440022の小さな数値情報が銭け落ちてしまう。これを
情報落ちという。これらの計算の組み合わせとして、 900000.8+0.04440022+0.0444∞22
+0.04440022一世00000.7=0.23320066となるはずであるが、計算結果は0.1となり、計算
誤差は深刻な状況になってしまう@との計算は、倍精度で計算すれば何の問題もなく正しく
計算できるが、約倍の桁数(15から16桁}以上の数値の場合に同様なことが起こる。 10'"
+0.5一1020の計算は単精度でも倍精度でも針算結果は自になり、正しく計算できない。
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とのような問題を解決するための様々な工夫が行なわれ
てきた[1，2， 3]0近年、 distillation法と呼ばれる計算法[4，5]が空襲場し、最も高速と言われて
この方法は、総和 S=2:;乙Xiの計算を行なうにあたり、 a)b)Oとして、
過去の数値計算の歴史において、
x = Il(a+b) 
官=1(α-x) +b) 
いる畠
を求めると、
x+百=α+b
が厳密に成立することを利用する。ここで自は、浮動小数点演算により計算することを意味
し、桁落ちゃ情報落ちさらに桁数繰上げ時に起こる丸め誤差などを含む計算である。
誤差変換の原理に基づいて、
この無
N N N 
LXi = LX~ = Ex? =… 
ぬの百"~Jデータのどこかに正確な加算結果が蓄積されるよのように変換を繰り返すことで、
うになる。それゆえ、蒸留 (distillation)によって有用なデータが凝縮されるような意味合
との方法の原理を理解すればすぐにわかるととであるいでdis抗日a討on法と呼ばれる[3，4， 5]0 
が、総和を求めるための数値データは配列で保持していなければならない。行列計算などの
ような配列を基本とする計算には最適の計算法と言える。しかし、配占有jを使用しないが、膨
大なデータの加算をするような計算、たとえば、ある区間の数値積分を台形公式などのよう
な方法で求める場合、加算すべき中間データを加算置前にその都度計算しながち加算を縁昭
返して総和を求めるのが普通である島 distillation法を使うことは可能であるが、分割数個の
配~Jを用意しなければならず、メモリ使用量の問題から膨大な分割数を指定できない， ?
た、総和を求める個数があらかじめ決まっていない場合もあり、配列を利用することのメ
とのような場合、 Malco1mのカスケーディングアキュームリットがあまりないとともある。
レータ法が有用である。加算データの配91を用意する必要がないので、膨大な量の加算デー
タ告処理することが可能である。近年のdistillation法の方がMalcolmの方法より高速である
と報告されているカす[5J、この方法でも十分高速に総和を求めることができる[7lo
本研究において、 Javaプログラム言語上でMalcolmのカスケーディングアキュームレータ
との方法は機種依存性が高いというととから一時期敬
適されていたが、近年、 McN出羽田がC言語上で構築した[6]0IEEE754標準規格が制定され
た経緯もあり、機種依存牲の問題;まなくなりかけているため、その有用性が再認識されつつ
法による加算プログラムを製作した.
あると思われる.
近年のコンピュータは倍精度浮動小数点数の高速処理を目的とした専用プロセッサを内蔵
するようになった.ぞれゆえ、整数化して論理該算を繰り返すよりも、倍精度浮動小数点数
のまま計算したほうが速い場合があると言われている。そこで、本研究ではさらに、カス
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ケーディングアキュームレータそのものを活用して高精度計算に応用できないか検討した.
そして、倍精度浮動小数点計算を基本ロジックとして動作する応用プログラムをJava言語上
に構築したので報告する.
2 概念上の基本原理と実質原理
cas回 dingAccumulator (カスケーディングアキュームレータ CA)は、図1に示すよ
うに、固定小数点2進データを適切なサイズの区切りピット数ndで分割し、 N個のレジスター
(倍精度浮動小数点数)に分配されることを概念上の基本原理とする.実際の計算は浮動小
数点演算プロセッサを使用して高速処理し、最終計算結果が正しければ、計算途中の各レジ
スターの中身については情報の欠落が起きない範囲で概念上の原理の枠からはみ出して高速
化される。それゆえ、概念上の基本原理はアキュームレータの理解の一助となるが、実際と
は大きく異なる.
あるアキュームレータ型データをAで表し、それを構成するレジスターを向で表すと、
R司ister1 -R司包包， 2
Regislzr N-l 
R司臨加 N
A=乞向 (1) 
包~1
011凹111申 1111醐叫11…..111，10011凹阻11…目，000011001叩 101醐111~0101101旭川… ./ ./ 
、、小量点の世置
1t千桁11511<万精@閏E小思慮2量11<デタu切りピヲト徴毎にE切り、対応するレラスタ に格制
し、高僧綱度実懲罰唖を高遣に行うことを目的Eする.
小散点の位置やE切りピ，ト敵陣笹意仁量Eでeる1、置常、量量値E自'量定される.
それぞれのレラスタ-Il倍精度.".小散点プ口包，サにより高速処置される.
上位のレジスタ 思ど巨大1<11<.を.い、下位のレヲスタ ζυ〈思ど微小な数値を担う己と仁怠
る.信精置の限界を超えて、橿嶋仁小さな数値や橿踊E大きな11<値も取り畢うことIfできるように置
定することもできる1，-般的に肱倍繍鹿の限界肉で事足りること1多υ.
図1カスケーディングアキュームレータの概念上の基本原理
と記述できる。概念上の基本原理は常に成立しなくてもよいが、乙の式は常に成立するよう
にしているので実質原理と言える。各レジスターは符号が一致していなくてもよく、格納さ
れているデータの大小関係も順番どおりでなくてもよい。 0のピットデータが並んだ部分に
対応するレジスターもあるので、数値的にzeroとなっているレジスターも存在している。
通常、プログラム言語においてdoub!eで記述される倍精度浮動小数点数は、図2のような形
式で表現されている。 Java言語はとのIEEE754規格に従っているo (以降は、倍精度浮動小
数点数のことをdoub!eで表現する。)
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|舷ponent1刷也
Ir 
fraction 52bit5 
図2 IEEE754規格の倍精度浮動小数点数 (64ピット浮動小数点数)
(八尋)
仮数部(fraction)の先頭ピットは常に 1になるよう正規化されているため、このピットは省略され、次の
ピットから表現されている。そのため、実質53ピットの情報を持つ。
正規化数1.110111x 2eの場合、小数部 110111を仮数部へ、 eを指数部に表すが、 e+1023のバイアスさ
れた値が実際には格納される。
正規化数の場合、指数部(e沼)()nent)は1から2046の正値を持ち、1.110111・ x2exponent-1023 
のように1023のバイアスをかけた数値を表す。このときの小数点以降の値が仮数部に記述さ
れる。指数部がOの場合は非正規化数となり、 0.0010111・ X2-1022のように数値を表し、
小数部0010111・・・が仮数部に記述される。指数部、仮数部、両方ともに0の場合、
数値的O(zero)を意味する。この表現からわかるように、 doubleの最小値は、
00000000000000000000000000000000000000000000000000000000000001であり、
1.0 X 2-1074である。最大値は、0111111111101111111111111111111111111111111111111111111111111111
であり、1.1111111111111111111111111111111111111111111111111111X 21023 ~ 21024なので、
2-1074三doubleく 21024 (2) 
が取りうる値の範囲である。指数部がすべて1(2047)の場合、無限大もしくはNaNを意味
し、もはや数値を意味しないことになっている。正規化数に限定すれば、
2-1022三normαlized_doubleく 21024 (3) 
このdoubleの数値範囲を超えてアキュームレータを使用する場合、スケーリングファクター
Sを設定している。
A=乞S仇 (4) 
i=l 
しかし、各レジスター毎にスケーリングファクターを設定するのはメモリ上の無駄が大きい
ので、 1023の指数単位でスケーリングファクターをレジスターブロックごとに増減するこ
とで対応している。具体的には、
Num_of _block Nblock 
A= 玄 21023Xblock-BiasL a~lock (5) 
block=l i=l 
のような対応となる。現在のところ、スケーリングファクターを使用しないバージョンと使
用するバージョンが存在しているが、 doubleの数値範囲で十分であるプロジェクトが多いの
で、スケーリングファクターを必要とする計算問題は少ないであろう。以下の議論はスケー
リングファクターを使用しない場合を想定している。
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3 高速無誤差加算
3.1 高速無誤差加算とは
倍精度浮動小数点数(double)の加算を繰り返し行なうと誤差が発生するが、加算回数が少
ない場合はさほど問題になることはない。 doubleは10進表現でおから16桁の有効精度があ
り、加算回数が数千程度なら十分な精度の計算結果が得られるのが普通である.しかし、膨
大な個数の加算を繰り返すと、しだいに誤差が堆積し、無視できなくなる場合がある。た、
性質の惑い数列の計算においては、たとえ加算回数が少なくても、計算結果がまったく信じ
られない健を示すようになるとともしばしば発生する。そのような場合、通常、多f倍精度計
算に切り替えて計算を行なうようにすると事態が改善されるが、計算時間はどんどん膨ら
み、計算結果を得るのに時間がかかりすぎることになる@ここで紹介するのは、 double型
データの加算を繰坦返して総和を求める場合に高速処理する無誤差加算プログラムである，
Cascading Accumu1ator (CA)の機能の一つであり、 doubleのデータを無誤差加算方式で
加算を繰り返すため、一切の加算による誤差は発生しない。
N 
s=工Xi (6) 
i=l 
のどんな膨大なNにも対応し、無誤差加算による計算結果を得る。(ただし、計算途中の各
レジスターの値が210'A田 10酬を超えた場合の結果は保証されないので、とのような膨大な数
値が発生するととが想定される場合は、数値全体をスケーリングするなどの回避策が必要に
なるo )、もともとの訴はdoubleなので合計値はdoubleの有効精度以上に精度が上がること
はないと恩われるが、不必要な毒2豊の導入は避けられる。特に、積分計算において絶大な威
力を発揮する@表1は次の積分を台形公式により計算したものである。との積分は7rを与え
るので、計算結果の正しさが確認できる@
s= 10'占ぬ (7) 
表1式(η申倍精度計算出結果 π= 3.1415宮26535897932・.
n d開 Casc油引開制加((JJ¥)!臨gD配 im叫(ロ脳旬)j
2出2144 3.1415盟26535873995 3.1415926535873680 3.141592653587368日
1048576 3.14159265358世6660 3‘1415926535896417 3.141592653589品417
4194304 3.1415宮265358骨793日 3.1415926535897840 3.1415926535897840 
16777216 3.1415926535903624 3.1415926535897百27 3.1415926535897古27
67108864 3.1415骨26535890550 3.1415宮26535897930 3.1415926535897宮3臼
268435456 3.1415926535898740 3.1415926535897930 3.1415926535897930 
1073741824 3.1415926535宮01244 3.14159265358宮7930 3.1415926535897骨30
4294967296 3.141592653589767日 3.1415926535自由7930
17179869184 3.1415926535895213 3マ1415由26535897盟30
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分割数nを増やすと計算精度は上がるはずであるが、 doubleの計算では誤差が堆積し最後
の数桁が一致しない。不思議なととだが、 n=41百4304のとき、たまたま正しい憶と一致し
ているが、分割数をさらに増やすと最後の5桁が微妙に振動して収束しない。しかし、 CAを
使用すると、きれいに正しい僚に収束していることがわかる。分割数を増やしすぎても計算
時間が膨大になるだけであまり意味があるとも怒えないが、収束状況を見て正しい結果が得
られているかどうかが判断できるととは、大変重要な意味を持つ@最後の桁がむとなって真
の値と微妙に異なっているのは、 64ピット浮動小数点数の有効桁を趨えているためであり、
この植がdoub1eでの最適値となっている。ついでに、 Java言語に用意されている
BigDec並lal(128bits)を使用したときの結果も載せている。ぴったりとCAと一致しているこ
とがわかり、 CAの計算処理が正しく行なわれているととが確認できる。 BigDeclmalの最後
の2つが欠けているのは、計算時間があま哲にも膨大になり途中で計算を打ち切ったためで
ある。
次の式の計算は、大きな値が混在し、かつ土の値が入り乱れ、さらに計算結果が小さな値
になる、 「性質の惑い計算式Jである。
???????????????????
?
????? (8) 
色=0
ここで、 α=1020、f(n)= 0.1お45678901234567/払 g(n，i) = (4.567鈎012345678官。/n)X i 
である。計算が正しければよ nの値に関係なく計算結果は常に0.12345678君。1234567とな
るようになっている。表2は乙の式を順序どおりに計算した場合の計算結果を示している。
議2 式 (8)の倍精度計算出結果
n CA 幅削(1蜘臼)1
1 。 0.12345時789012345暗告 乱12345678901230000
4 。 0.123456789012345由自 立12345678901240000
16 。 0.12345678901234566 0.12345678901280000 
64 。 0.12345678901234566 0.12345678901120000 
256 。 0.12345678901234566 0.12345678宮01770000
1024 。 0.12345678901234566 乱123456788書官190000
4096 。 0.12345678901234566 0.12345678889010000 
4294967296 0.123456789012345自信
doubleは、最初の段階から計算結果はむで、このような計算にはまったく対応できていな
い， BigDec卸lal(128bi回)(4倍精度に相当)はある程度対応できているが、誤差が非常に大
きい。それにも関わらず、 CAはとのような性質の惑い計算式でも正確に計算できているとと
がわかる。 CAの計算時聞はたかだかdoubleの7.8僚であ明、 BigDecimalの約100倍に比べる
とたいへん実用的である.
CAを使った無誤差加算のJavaプログラムは、以下の回mp1e1、
program sample 1 
cl酪 ss悶 plel{ 
九州女子大学紀要 第51巻2号
副aticdouble func(long i，double x， ..){ 1/国田 deftnedfunction 
return .; 
public static void main(String町 gs日){
long N =100000000; 
double X; 
long i; 
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Accumulator a =問wAccum叫品目。;1 generat朗朗 Accum由加ro切.
for(i=O;i<N;i++) { 
} 
x=func(i，…。);
a.add(x); 
double S = a.g'叫SumO;1/回 ractsa 8U血叫.uefrom Accumulator a 
System.ouιprintln(" Sum =叫S+"N四="+N); 
のようになる.このプログラムはユーザ関数が未定義なのでこのままでは実行できないが、
intやdoubleの型宣言と同じようにAccumulatorクラスオブジエクトを生成し、用意されて
いるメソッドを呼び出すだけで容易にCAが利用できるようになっている。 CAには他にも
様々なメソッ戸が用意されているe
3.2 無誤差加算の原理
Malcolmのカスケーディングアキュームレータ法[2Jは有用な計算法としてあったが、デー
タの指数部を直接調べることが必要なためコンビュータの機種依存性が高いことからしばら
く敬遠されていた。 IEEE754国際標準規格が制定され、ほとんどのコンピュータがこの規格
に準拠するようになってから、その有用性を認めようとする動きがあり、 McNameef立
Mal∞，1mの方法をC言語で作成し、他の方法より最も高速であるととを示した[5J。しかし、
公表されたC プログラムは完全ではなかったため、 yahiroはその改良肢をJava言語で作成
し、無誤差加算を実現した[610今回作成したものは、このMalcolmの流れを汲む針算法を改
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良し、誤差が全く発生しない無誤差加算をJava言語で実現したものである。そして、さらに
とのCascadingAccumulatorそのものを高倍精度固定小数点数として他の計算に活用で古る
ように拡張を行っている。
さて、無誤差加算の原理を簡単に説明する。 S= 2:;':， Xiにおける右辺のぬが加算される
デー タであり、 d仁油le裂の浮動小数点で与えられる。A=EEr叫立加算に使用するアキュー
ムレータを表し、Nacc個のレジスター叫で構成されるアキュームレータAに叫が次々と加算
され、加算結果がアキュームレータAに香毒殺される。各レジスター向はdouble型の浮動小数
点であるが、加算時にはぬは2個のデータに分割され、それぞれの指数部の値から対応する
レジスターを決定し、加算処理される。このと昔、無誤差加算が保障された形で加算が行わ
れる。加算したレジスターの結果がある一定値以上になると上位レジスターにデータを移動
し、無誤差加算が常に実現するよう r夫がしである@まず， double型のデータZの仮数部52
ピットを上26ピット下26ピットに分割する関数Splitを以下のように定義する。(実質的には
53ビット情報の分割なので27ピットと26ピット情報に分割され、それぞれ先頭iビットが省
略されて仮数部がセットされる。)
関数Split:(xupper，x/醐 er)= Split(x)・
Z也.p唱r=xAND“FFFFFFFFFCOOOOOOO" ; 
Xlower =忽 -x匂，pperJ
プログラムコードは単にピット操作のANDを用いて21闘のデータに分離するe しかし、実
際にはJavaは直接のピット操作を許していないので、他の代用方法で行っているe
無誤差加算のメソッl"addは、以下のようなロジックで処理されるe
メソッド add:A=A+x =A.add(x) 
(Xupper，Xl側 er)= Split(x); 
i=Ex阿 lent.JJj.:cupper/nd; j = Exp叩 entρf.x，叩 er/nd;
ai=ai+X叩 'perjα-j= α;+x/開 Jer)
k = Expanent.of 向/nd;1 = ExponenLof -11j/nd; 
repeat while (k > i+gap) 
(p，哩)= Split(叫;
αk=αk十Pia色=q;
包=k;k=E却 m開花古 ρf-"'k/nd; 
rep間七 while(1 > j+gap) 
(p， q) = Split(αj)・
a/=a/+p; α~j = q i 
j = 1; 1 = Expanent.1Jf _al/nd ; 
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Java言語はC言語と異なり、浮動小数点計算の計算ロジックは丸め処理時に最近接催に
ピット億を割り当てる手訟のみがサポートされているので、計算結果の仮数部最後のピット
がC言語と異なる場合があり、従来のdistila旺on法で採用されている計算ロジックが使えな
い。それゆえ、本研究で採用したロジックはdis世la世on法と一部異なり、直接ピット情報を
操作するロジッタを含んでいる。しかし、それでも十分高速性を保った計算が可能となって
いる@本研究で開発したJava高精度計算ツールパッケージの詳しい解説は、別の論文で言及
する予定であるa また、 ztlZzugのベクトルの内積 (dotproduct)を求める無誤差計算
も行えるようにしている。
4 CAを使った高精度計算の例
CAには様々な演算機能があり、それらを使った計算伊jのいくつかを紹介する@次のように
指数関数は級数展開で昔、
抑制=:L>kjkl (事)
k=O 
となるととは、数学では常識であるが、実際に計算できるのかとなると別問題である。 Zが
小さい場合は容易に収束するが、 Z が大きくなると急激に膨大な数値が計算途中に発生する
ようになり、すぐに計算一千:能になる。
ム(x)=志向k! (10) 
k=O 
として、仰を大きくすれば悶'p(めに近づくはずであるが、実際にどうなるのかdoubleとCA
を使った計算で比較すると、表3のようになる。 aを増やすと途中までは同じ計算結果を示し
ているが、 n=1024のあたりから計算結果が大きく異なるようになり、 doubleの計算結果は
極端に大きなとんでもないイ憶のまま変化しなくなったが、 CAはn=4096付近で正しい解1:
収束しているととがわかる@とれは、極端に大きな数値と小さな数値の加算時と極端に大吉
な数値同士の蒸をとる時の情報落ちゃ桁落ちの問題が大きな要因となり、 doubleでは正しい
計算値に収束しないo CAにも限界があ哲、 zの絶対値が800を越えたあたりから正しい答え
を出さなくなる。一般的には、 x= na; +OXと置君、 exp(x)=♂'" X eOwとして、 ed"，を7から
8項の級数展開で計算するのが普通であり、上述のような計算は行わない。しかし、物理や
数学の世界では級数展開は大変重要な数学的アイテムであり、様々な数理理論において活用
されているので、 CAは様々な数理理論の検証において強力なカを発揮すると思われる.もち
ろん、他の様々な高精度計算プログラムが世の中存在しているので、 CAが特にと言うわけで
はないが、 Java言語を活用している多くの利用者ゐにとっては、容易に使えるという点で有用
であろう。 sinやcosなどの様々な関数の級数展開も同様に計算できるが、計算限界も同様で
ある，
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表3ム(x)= L:~~o x' Ik!の計算。 x=-600、叫p(-600) = 2，6503965530叫3108X 10-261 
「円
4 
呂
16 
32 
64 
128 
256 
512 
1024 
204畠
4096 
8192 
]6384 
であり、
とすると、
double CA 
-3，5820599000000000e+07 -3，582059事000000000e+07
-5，4901283501063130e十15 -5049012日l3501063130e+15
-3，507744畠931788916e+29 -3，5077448931788920e+29 
-1，53375139224870720+52 -L533751392248707Oe十回
-4，81800407144911700+87 -4，81800407144911畠0e+87
回1's31348229328664Oe+ 139 Lー83134822932866350+139 
-5，616259833664917Oe十203 -5，616259833664910Oe十203
-3，432221285058614Oe+255 -3，4322212850586055e+255 
-9，2042661989186100e+242 -7，812890466081866自e十204
-9，2042暗61989186100e+242 -2，08350214098197630-205 
即日 204266198918自100e+242 2，65039655300431080-261 
-9，2042661989186100e+242 2，6503965530043108←261 
-9，2042661989]8610Oe十242 2，6503965530043]08か261
制 X= L( _1)kx2k+l /(2k +叩
k=O 
C国 x= L( _l)kx"!(制
ん(x)= L(ー1)kX2kH/(2k +叩
k=O 
判的君主(-1)'x2k/(2k)!
何回2
Fn(x) = LO一一一二一一
2n(2n十1)
x2乃+l(X)Fj(x) = LO一一一一一一，- 2j(2j + 1)
/n(X) = xF1(x) 
の後退漸化式を使うと便利である。とれは、紙数展開の数値計算において一般的に使われて
いるホーナー法を漸化式にしたものである。同様に、
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である。とれらの漸化式を使うと、 zの絶対値が1400ぐらいまでCAによる計算が可能とな
る xの値によって最適のn値が変わり、おおよそ、 n= 1.41xl + 30とするとよいようであ
る。 sin.cosは周期関数なのでこのような針算は実際的ではないが、級数展開をまともに計算
することがかな9可能であることを示した。
5 各種組み込みメソッド{組み込み関数)
各種組み込みメソッドは生成したアキュームレータオブジェクトと密接に関係している臨
アキュームレータ同士の和や積が登場すると混乱をきたすため、それらを明確にlAi持するた
めにせlIS表現を使用しているが、 Aをとの生成したインスタンスthisに対応したアキューム
レータオブジェクトとしている。
A=A+x 
は、 add(doublex)メソッドの働きを示している。また、
A=A+XxY 
は、 muladd(Accu血u1atorX. Accumulator Y)メソッドの働吉を表している。
5.1 add(double x) 
double型の実数僚xを無誤差加算方式でアキュームレータthisに加算する。工立1X-iの無
誤差計算をサポートする。加算する舗数に限界は定めていないが、総和が限界値(2'幽}を超
えた場合は結果は保証されない。
使い方例:IAcc問団i品ora=new Accumul叫orO;
a.l函tO;
a.add(1O.25678901112); 
double s醐 =a.getS叫);
5.2 muladd(double x. double y) 
d∞.ble型の実数値X.Yの積をとってアキュームレータthisに無誤差加算する。 ε;L1Z似
のベクトルの内積を求める無誤差計算をサポートする。積をとる場合、 64ピットの限界を超
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えて情報の欠落が起きないようにしてあるので、無誤差積和計算を保障する。総和の限界は
addと同じである。
使い方例:I Accu皿ulatora=new Accumulatぽ 0;
a.initO; 
a.m'叫国.dd(1O.25678ゆ0l1l2，O.0012沼05903812);
double sum=a.g戸tS醐 0;
5.3 mul(double x) 
double裂の実数xとアキュームレータ出isの績をとり、アキュームレータ世l!Sに保存する。
A=xxA 
5.4 dv制 r由
int型の整数mでアキュームレータ出isを害事jり、アキュームレータ吐lISに保存する。
A=Ajm 
5.5 iritO 
アキュームレータ吐世話のすべてのレジスタをOに初期化するe
5.6 double getSumO 
アキュームレータ出i~ のすべてのレジスタの合計f置を求め、 double 型の実数値を返す。
5.7 add(Accumulator X) 
アキュームレータXをアキュームレータ吐誼sに加算する。 A=A+X
5.8 mua成:(Ac乱lrnuatorX， Acc日明uatorY) 
アキュームレータXとアキュームレータYの積をとり、アキュームレータ世世sに保存する。
A=A十XxY
5.9 その他のメソッド
現在、整数による除算はあるが、 XjYのようなアキュームレータ問土の除算が未完成と
なっている。とれが完成すれば、加減乗除の基本演算はすべて揃う乙とになる。現在、計算
ロジックの設計は完了し、あとはプログラム製作のみであるが、完成は数カ丹後の見込みで
ある，また、他の有用なメソッ戸も順次揃えていく予定にしている。
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Abstract 
It is a big problem that副伽netice汀orsmust冊目1Iin scientific calculations for 
various fields， Sometimes世lesCcrrors enlar富ethemselves at some calculation 
algorithms， and cause important problems， and may re凱1tin enormous time 
consuming for verification， lt is re屯)Jiredfor many scient:isぬ theverification syst四 1
wluch calculate仕le虹1世田letice江.uationof concem exactiy and rapidiy， For ex出nple，
mole<刈紅 orbi胞l叩lculationsyste叫 fluldCa1Cl叫.ations'卵胞rnand the sintulation of 
酪廿ologi田 1phenomenon are increasing世lC廿sizesof calculation and仕letrustability of 
them may not be gu虹割前札1introduce the high precision calculation syst，叩1which is 
devised by improving Malcolm' s cascading accumulator and produce very lugh 
preci盟国1computa世onsof fixed 拠出土 anせlmeticnurnber忍Thissystem is consせucted
by the basic山田puta世onsof double predsion floa出 gpoints肌 ddeveloped on Java 
language regarded general1y ぬ beappropriate for scien世ficca1c叫a百.ons
