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A DIRECTED PERSISTENT HOMOLOGY THEORY FOR DISSIMILARITY
FUNCTIONS
DAVID ME´NDEZ AND RUBE´N J. SA´NCHEZ-GARCI´A
Abstract. We develop a theory of persistent homology for directed simplicial complexes which detects
persistent directed cycles in odd dimensions. In order to do so, we introduce a homology theory with
coefficients in a semiring: by explicitly removing additive inverses, we are able to detect directed cycles
algebraically. We relate directed persistent homology to classical persistent homology, prove some stability
results, and discuss the computational aspects of our approach.
1. Introduction
Persistent homology is one of the most successful tools in Topological Data Analysis [2], with re-
cent applications in numerous scientific domains such as biology, medicine, neuroscience, robotics, and
many others [18]. In its most common implementation, persistent homology is used to infer topological
properties of the metric space underlying a finite point cloud using two steps [10]:
(1) Build a filtration of simplicial complexes from distances, or similarities, between data points.
(2) Compute the singular homology of each of the simplicial complexes in the filtration, along with
the linear maps induced in homology by their inclusions. The resulting persistence module can
normally be represented using a persistence diagram or a persistence barcode.
A fundamental limitation of persistent homology, and in fact homology, is its inability to incorporate di-
rectionality, which can be important in some real-world applications (see examples below). For instance,
homology cannot in principle distinguish between directed and undirected cycles (Figure 1). Although
the definition of homology, namely the differential or boundary operator, requires a choice of orientation
for the simplices, the resulting homology is independent of this choice. Previous attempts have had some
partial success at this issue (see ‘Related work’ below), however, as far as we know, there is no homology
theory able to exactly detect directed cycles up to boundary equivalence.
The main difficulty occurs at the algebraic level: opposite orientations on a simplex correspond to
additive inverse elements in the coefficient ring or field. Our key insight is to explicitly prevent additive
inverses at the algebraic level, by extending homology to coefficients in appropriate semirings without
additive inverses, in particular cancellative zerosumfree semirings such as N or R+. Despite the con-
siderable weakening of the coefficient algebraic structure, we are able to retain most of the necessary
homological algebra, and define a homology theory that detects homology classes of directed 1-cycles
(Fig. 1). Furthermore, our homology theory generalises simplicial homology (which we recover when
the coefficient semiring is a ring), and admits persistent versions (undirected, and directed), for which
we are able to prove natural stability results. Our directed persistent homology is closely related to the
standard one and has a natural interpretation (see Fig. 5). For example, directed barcodes are simply a
subset of undirected barcodes with possibly later birth (Figs. 2, 5, 6).
Although we set up to define 1-homology only, our homology theory can be defined in all dimensions,
even if it is less clear what a directed n-cycle for n > 1 is. Perhaps unsurprisingly, our homology theory
is zero in all even dimensions for cancellative zerosumfree semirings (Proposition 4.27).
Our motivation to develop directed persistent homology is the applications to real-world data sets
where asymmetry or directionality, in particular the presence of directed cycles, plays a fundamental
role. Examples include biological neural networks (directed synaptic connections), time series data
(directed temporal connections) or biological molecular networks such as protein-protein interaction
networks (inhibitory and excitatory connections). Mathematically, we can model these situations using
a finite set V of data points, and an arbitrary function dV : V × V → R, which we call dissimilarity
function (Section 2.2) and which, crucially, may not be symmetric. Our main example of directed
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Figure 1. Two examples of directed simplicial complexes X (left) and Y (right). Our
homology theory over a zerosumfree semiring Λ detects directed 1-cycles: H1(X,Λ) = 0
while H1(Y,Λ) = Λ generated by the 1-cycle [w1, w2] + [w2, w3] + [w3, w1].
simplicial complex is therefore the directed Rips complex (Definition 5.13) of such pair (V, dV ), which
becomes the input of our directed persistent homology pipeline.
Related work. A first approach to incorporating directions would be to modify step (1) above so that we
encode the asymmetry of a data set in the simplicial complex built from it. In [23], the author uses ordered
tuple complexes or OT-complexes, which are generalisations of simplicial complexes where simplices are
ordered tuples of vertices. Similar ideas have been successfully used in the field of neuroscience to show
the importance of directed cliques of neurons [21], showing that directionality in neuron connectivity
plays a crucial role in the structure and function of the brain.
In [7], the authors use so-called Dowker filtrations to develop persistent homology for asymmetric
networks, and note [7, Remark 35] that a non-trivial 1-dimensional persistence diagram associated to
Dowker filtrations suggests the presence of directed cycles. However, they also note that such persistence
diagram may be non-trivial even if directed cycles are not present.
Further progress can be achieved by modifying both steps (1) and (2). Namely, the ideas above can
be used in combination with homology theories that are themselves sensitive to asymmetry. In [8], the
authors develop persistent homology for directed networks using the theory of path homology of graphs
[13]. This persistent homology theory shows stability with respect to the distance between asymmetric
networks in [3], and is indeed able to tell apart digraphs with isomorphic underlying graphs but different
orientations on the edges. Nonetheless, cycles in path homology do not correspond to directed cycles,
see [8, Example 10].
Another significant contribution can be found in [23], where four new approaches to persistent homol-
ogy are developed for asymmetric data, all of which are shown to be stable. Each approach is sensitive
to asymmetry in a different way. For example, one of them uses a generalisation of poset homology to
preorders to detect strongly connected components in digraphs, a feature our implementation does not
have (see Proposition 4.19).
More interestingly for our purposes, in [23, Section 5] the author introduces a persistent homology
approach that builds a directed Rips filtration of ordered tuple complexes associated to dissimilarity
functions dV : V × V → R. This modification of step (1) is indeed sensitive to asymmetry and yields
a persistent homology pipeline that is stable with respect to the correspondence distortion distance,
a generalisation of the Gromov-Hausdorff distance to dissimilarity functions (see [23, Section 2] and
Section 2.2). However, the information we want to capture is lost in this approach as homology over
rings is used for step (2).
Overview of results. Our starting point on the theory of chain complexes of semimodules and their
corresponding homology developed by Patchkoria [19, 20]. We introduce homology over semimodules
for directed simplicial complexes (Definition 4.6) and show that it satisfies some desirable properties.
Furthermore, we prove that for certain coefficient semirings, closed paths will only have non-trivial
homology in dimension 1 when their edges form a directed cycle, as desired (Proposition 4.26). It is
worth mentioning that, however, our homology theory does not seem suited to detect directed information
in even dimensions, as it is zero in even dimensions (Proposition 4.27) except dimension 0 where it is
only able to detect weakly connected components.
We then extend our homology theory to the persistence setting. We cannot use semimodules as
their lax algebraic structure means that persistence semimodules may not have persistence diagrams
or barcodes. Instead, we use the module completion of the considered semimodules. This allows us to
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Figure 2. A filtration of a directed simplicial complexes and corresponding undirected
(bottom, left) and directed (bottom, right) persistence barcodes.
introduce, for each dimension, two persistence modules associated to the same filtration: an undirected
persistence module (Definition 5.2), which is analogous to the one introduced in [23, Section 5], and
the submodule generated by directed classes, which we call the directed persistence module (Definition
5.5). The directed persistence module gives raise to barcodes associated to homology classes that can
be represented by directed cycles, as illustrated in Fig. 2 and Examples 5.9 to 5.12.
We also establish a relation between the undirected and directed persistence barcodes of the same
filtration. Indeed, in Proposition 5.8 we show that every bar in the directed barcode corresponds to a
unique undirected barcode that dies at the same time. The directed barcode may, however, be born
later, and some undirected barcodes may be left unmatched (see Figs. 2, 5 and 6).
Having all the necessary ingredients, we can provide a complete pipeline for directed persistence
homology: given a dissimilarity function dV on a finite set V , we construct its directed Rips filtration
(Definition 5.13), and take the corresponding undirected and directed n-dimensional persistence modules,
denoted Hn(V, dV ) respectively H
Dir
n (V, dV ) (Definition 5.14). Both of these persistence modules have
persistence diagrams and barcodes (Definition 5.16) and the associated persistence modules are stable
with respect to the correspondence distortion distance (Section 2.2 and Theorem 5.20).
We finish this article by briefly looking at possible algorithmic implementations for directed persistent
homology. We show that the Standard Algorithm can be adapted to this context, allowing for the
efficient computation of the barcodes associated to the undirected persistence modules (see Algorithm
1). However, we also give some reasons why the computation of the 1-dimensional directed persistence
modules seems more challenging.
Outline of the paper. In Section 2, we introduce the necessary background in persistence modules (2.1)
and dissimilarity functions (2.2). Section 3 is devoted to the necessary algebraic background on semirings
and semimodules (3.1) and chain complexes of semimodules and their homologies (3.2). In Section 4, we
introduce the homology over semirings of directed simplicial complexes, show its functoriality, and study
some of its properties. We then use this homology theory to introduce directed persistent homology
in Section 5, where we also show our stability results. Finally, in Section 6, we make some comments
regarding the algorithmic implementation of directed persistent homology and lay some future research
directions.
2. Persistence modules and dissimilarity functions
Our goal is to extend persistent homology to directed simplicial complexes such as those constructed
from a dissimilarity function. In this section, we introduce the necessary background regarding persistent
homology (Section 2.1) and dissimilarity functions (Section 2.2).
2.1. Persistence modules, diagrams and barcodes. In this section we introduce persistence mod-
ules and their associated persistence diagrams and barcodes. We follow the exposition in [8], as it is
simple and focused on persistence modules arising in the context we are interested in: that of persistent
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homology of finite simplicial complexes. Many of the results below hold with much more generality [5]
and could be used to extend the results in this paper to infinite settings, although we chose to keep the
exposition simple.
Let R be a ring with unity and let T ⊆ R be a subset.
Definition 2.1. A persistence R-module over T , written V =
(
{V δ}, {νδ
′
δ }
)
δ≤δ′∈T
, is a family of R-
modules {V δ}δ∈T and homomorphisms ν
δ′
δ : V
δ → V δ
′
, whenever δ ≤ δ′ ∈ T , such that
(1) for every δ ∈ T , νδδ is the identity map, and
(2) for every δ ≤ δ′ ≤ δ′′ ∈ T , νδ
′′
δ′ ◦ ν
δ′
δ = ν
δ′′
δ .
Let V =
(
{V δ}, {νδ
′
δ }
)
δ≤δ′∈T
and W =
(
{W δ}, {µδ
′
δ }
)
δ≤δ′∈T
be two persistence R-modules over T .
A morphism of persistence R-modules f : V → W is a family of morphisms of R-modules {f δ : V δ →
W δ}δ∈T such that for every δ ≤ δ
′ ∈ T we have a commutative diagram
V δ V δ
′
W δ W δ
′
.
νδ
′
δ
µδ
′
δ
f δ f δ
′
Let us assume that R is a field, thus V =
(
{V δ}, {νδ
′
δ }
)
δ≤δ′∈T
is a persistence vector space, and that
V δ is finite-dimensional, for every δ ∈ R. Furthermore, we suppose that there exists a finite subset
{δ0, δ1, . . . , δn} ⊆ T for which
(1) if δ ∈ T , δ ≤ δ0, then V
δ = 0,
(2) if δ ∈ T ∩ [δi−1, δi) for some 1 ≤ i ≤ n, the map ν
δ
δi−1
is an isomorphism, while νδiδ is not, and
(3) if δ, δ′ ∈ T , δn ≤ δ < δ
′, then vδ
′
δ : V
δ → V δ
′
is an isomorphism.
Remark 2.2. When R is a field, either of these restrictions (namely, each V δ being finite-dimensional
or the existence of a finite subset {δ0, δ1, . . . , δn} as above) is enough to associate a persistence barcode
and a persistence diagram to V [5, Theorem 2.8]. We nevertheless assume both restrictions since they
hold for persistence diagrams associated to finite simplicial complexes, and make the exposition simpler.
Let us now introduce persistence barcodes and diagrams. First, for simplicity, we consider V indexed by
the naturals:
V =
(
{V δi}, {ν
δi+1
δi
}
)
i∈N
,
where V δk = V δn for all k ≥ n and νδlδk is the identity whenever k, l ≥ n. (This clearly contains all of the
information in V.)
By [11, Basis Lemma], we can find bases Bi of the vector spaces V
δi , i ∈ N, such that
(1) νδi+1δi (Bi) ⊆ Bi+1 ∪ {0},
(2) rank(νδi+1δi ) = |v
δi+1
δi
(Bi) ∩Bi+1|, and
(3) each w ∈ Im
(
vδi+1δi
)
∩Bi+1 is the image of exactly one element v ∈ Bi.
Such bases are called compatible bases. Elements in Bi that are mapped to an element in Bi+1 correspond
to linearly independent elements of V δi that ‘survive’ until the next step in the persistence vector space.
Similarly, elements in a basis Bi which are not in Bi−1 are considered to be ‘born’ at index i. Formally,
we define
L := {(b, i) | b ∈ Bi, b 6∈ Im(ν
δi
δi−1
), i > 0} ∪ {(b, 0) | b ∈ B0}.
Given (b, i) ∈ L, we call i the birth index of the basis element b. This element ‘survives’ on subsequent
basis until it is eventually mapped to zero. When this happens, the number of steps taken until the class
dies is its death index of b. Formally, the death index of (b, i) is
ℓ(b, i) := max{j ∈ N | (ν
δj
δj−1
◦ · · · ◦ νδi+2δi+1 ◦ ν
δi+1
δi
)(b) ∈ Bj}.
We allow ℓ(b, i) = ∞, if b is in every basis Bj for all j ≥ i, so that the death index takes values in
N = N ∪ {+∞}. Using this information, we can introduce the persistence barcode of V. We call a pair
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(X,m) a multiset if X is a set and m : X → N = N ∪ {+∞} a function. We call m(x) the multiplicity
of x ∈ X.
Definition 2.3. Consider a persistence vector space V =
(
{V δi}, {ν
δi+1
δi
}
)
i∈N
as above. The persistence
barcode of V is then defined as the multiset of intervals
Pers(V) :=
{
[δi, δj + 1) | ∃(b, i) ∈ L s.t. ℓ(b, i) = j
}
∪
{
[δi,+∞) | ∃(b, i) ∈ L s.t. ℓ(b, i) = +∞
}
,
the multiplicity of [δi, δj + 1) (respectively [δi,+∞)) being the number of elements (b, i) ∈ L such that
ℓ(b, i) = j (respectively ℓ(b, i) = +∞).
Thus, persistence barcodes encode the birth and death of elements in a family of compatible bases.
Crucially, and even though compatible bases are not unique, the number of birthing and dying elements
at each step is determined by the rank of the linear maps ν
δi+1
δi
and their compositions, and it is thus
independent of the choice of compatible bases. Furthermore, the persistence barcode of a persistence
vector space completely determines both the dimension of the vector spaces V δi and the ranks of the
linear maps between them, hence it determines the persistence vector space up to isomorphism.
Each interval in Pers(V) is called a persistence interval. Persistence barcodes can be represented by
stacking horizontal lines, each of which represents a persistence interval. The endpoints of the line in the
horizontal axis correspond to the endpoints of the interval it represents, whereas the vertical axis has no
significance other than being able to represent every persistence interval at once. Persistence bars can
be stacked in any order, although they are usually ordered by their birth. This representation is what
gives persistence barcodes their name.
An alternative characterisation of a persistence vector space is its persistence diagram. Let us write
R = R ∪ {−∞,+∞} for the extended real line.
Definition 2.4. The persistence diagram of the persistence vector space V is the multiset
Dgm(V) :=
{
(δi, δj + 1) ∈ R
2
| [δi, δj + 1) ∈ Pers(V)
}
∪
{
(δi,+∞) ∈ R
2
| [δi,+∞) ∈ Pers(V)
}
.
The multiplicity of a point in Dgm(V) is the multiplicity of the corresponding interval in Pers(V).
A crucial property for applications of persistent homology to real data is that small perturbations of
the input (a data set, encoded as filtration of simplicial complexes) results in a small perturbation of
the output (its persistent module). Algebraically, this amounts to proving that a small perturbation of
the persistence diagram results in a small perturbation of the associated persistence module. In order
to state this stability result, we therefore need to introduce distances between persistence diagrams, and
persistence modules, respectively.
In order to measure how far apart two persistence diagrams are, we can use the bottleneck distance
between multisets of R
2
. Let ∆∞ denote the multiset of R
2
consisting on every point in the diagonal
counted with infinite multiplicity. A bijection of multisets ϕ : (X,mX) → (Y,mY ) is a bijection of sets
ϕ : ∪x∈X ⊔
mX(x)
i=1 x → ∪y∈Y ⊔
mY (y)
i=1 y, that is, a bijection between the sets obtained when counting each
element in both X and Y with its multiplicity.
Definition 2.5. Let A and B be two multisets in R
2
. The bottleneck distance between A and B is
defined as
dB(A,B) := inf
ϕ
{
sup
a∈A
‖a− ϕ(a)‖∞
}
,
where the infimum is taken over all bijections of multisets ϕ : A ∪∆∞ → B ∪∆∞.
We also need a distance between persistence vector spaces. To that purpose, we use the interleaving
distance, introduced in [4].
Definition 2.6. Let V =
(
{V δ}, {νδ
′
δ }
)
δ≤δ′∈R
and W =
(
{W δ}, {µδ
′
δ }
)
δ≤δ′∈R
be two persistence vector
spaces, and ε ≥ 0. We say that V and W are ε-interleaved if there exist two families of linear maps
{ϕδ : V
δ → W δ+ε}δ∈R, {ψδ : W
δ → V δ+ε}δ∈R
such that the following diagrams are commutative for all δ′ ≥ δ ∈ R:
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V δ V δ
′
W δ+ε W δ
′+ε,
W δ W δ
′
V δ+ε V δ
′+ε,
νδ
′
δ
µδ
′+ε
δ+ε
ϕδ ϕδ′
µδ
′
δ
νδ
′+ε
δ+ε
ψδ ψδ′
V δ V δ+2ε
W δ+ε,
W δ V δ+2ε
W δ+ε.
νδ+2εδ
ϕδ ψδ+ε
µδ+2εδ
ψδ ϕδ+ε
The interleaving distance between V and W is then defined as
dI(V,W) = inf{ε ≥ 0 | V and W are ε-interleaved}.
The authors in [4] show that interleaving distance is a pseudometric (a zero distance between distinct
points may occur) in the class of persistence vector spaces. Moreover, they show the following Algebraic
Stability Theorem.
Theorem 2.7 ([4]). Let V =
(
{V δ}, {νδ
′
δ }
)
δ≤δ′∈R
and W =
(
{W δ}, {µδ
′
δ }
)
δ≤δ′∈R
be two persistence
vector spaces. Then,
dB
(
Dgm(V),Dgm(W)
)
≤ dI(V,W).
2.2. Dissimilarity functions and the correspondence distortion distance. Our objective is to
define a theory of persistent homology able to detect directed cycles modulo boundaries. Therefore,
instead of building filtrations (of simplicial complexes) from finite metric spaces, we are interested in
filtrations (of directed simplicial complexes) built from arbitrary dissimilarity functions. We will follow
[23], where they receive the name of set-function pairs, and [3, 7, 8], where they are referred to as
dissimilarity networks or asymmetric networks.
Namely, in this section, we introduce the necessary background on dissimilarity functions, and the
correspondence distortion distance between them, which is a generalisation of the Gromov-Hausdorff
distance to the asymmetric setting. We finish with a reformulation of this distance, established in [3],
which we will need to prove our persistent homology stability result.
Definition 2.8. Let V be a finite set. A dissimilarity function (V, dV ) on V is a function dV : V ×V → R.
The value of dV on a pair (v1, v2) may be interpreted as the distance or dissimilarity from v1 to v2. Note
that no restrictions are imposed on dV , thus it may not be symmetric, the triangle inequality may not
hold, and the distance from a point to itself may not be zero.
These functions are also referred to as asymmetric networks [3, 7, 8] since they may be represented as
a network with vertex set V and an edge from v1 to v2 with weight dV (v1, v2) for every (v1, v2) ∈ V ×V .
We would like to build (directed) simplicial complexes and, ultimately, persistence diagrams from
dissimilarity functions. In order to check the stability of our constructions, we need a way to measure
how close two such objects are. When comparing networks with the same vertex sets, a natural choice
is the ℓ∞ norm. However, we are interested in comparing dissimilarity functions on different vertex sets.
To that end, we consider the ℓ∞ norm over all possible pairings (quantified by a binary relation) between
vertex sets, following similar ideas behind the Gromov-Hausdorff distance definition.
Definition 2.9. Let (V, dV ) and (W,dW ) be two dissimilarity functions and let R be a non-empty binary
relation between V and W , that is, an arbitrary subset R ⊆ V ×W . The distortion of the relation R is
defined as
dis(R) := max
(v1,w1),(v2,w2)∈R
|dV (v1, v2)− dW (w1, w2)|.
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A correspondence between V and W is a relation R between these sets such that πV (R) = V and
πW (R) = W , where πV : V ×W → V is the projection onto V , and similarly for πW . That is, R is a
correspondence if every element of V is related to at least an element of W , and vice-versa. The set of
all correspondences between V and W is denoted R(V,W ).
The correspondence distortion distance [23] between (V, dV ) and (W,dW ) is defined as
dCD
(
(V, dV ), (W,dW )
)
=
1
2
min
R∈R(V,W )
dis(R).
We will use a reformulation of this distance that can be found in [7]. In order to introduce it, we need
to define the distortion and co-distortion of maps between sets endowed with dissimilarity functions.
Definition 2.10. Let (V, dV ) and (W,dW ) be any two dissimilarity functions and let ϕ : V → W and
ψ : W → V be maps of sets. The distortion of ϕ (with respect to dV and dW ) is defined as
dis(ϕ) := max
v1,v2∈V
∣∣dV (v1, v2)− dW (ϕ(v1), ϕ(v2))∣∣.
The co-distortion of ϕ and ψ (with respect to dV and dW ) is defined as
codis(ϕ,ψ) := max
(v,w)∈V ×W
∣∣dV (v, ψ(w)) − dW (ϕ(v), w)∣∣.
Note that codistortion is not necessarily symmetrical, namely, codis(ϕ,ψ) and codis(ψ,ϕ) may be dif-
ferent if either of the dissimilarity functions are asymmetric.
Finally, we have the following reformation of the correspondence distortion distance.
Proposition 2.11 ([7, Proposition 9]). Let (V, dV ) and (W,dW ) be any two dissimilarity functions.
Then,
dCD
(
(V, dV ), (W,dW )
)
=
1
2
min
ϕ : V→W,
ψ : W→V
{
max {dis(ϕ),dis(ψ), codis(ϕ,ψ), codis(ψ,ϕ)}
}
.
3. Chain complexes of semimodules
In this section we introduce the necessary algebraic background to define directed homology. Namely,
in Section 3.1, we introduce semigroups, semirings and semimodules, along with some of their basic
properties. Then, in Section 3.2, we present the theory of chain complexes of semimodules and their
associated homologies due to Patchkoria [19, 20].
3.1. Semirings, semimodules and their completions. Let us begin by introducing the algebraic
structures that we need, for which our main reference is [12].
Definition 3.1. A semiring Λ = (Λ,+, ·) is a set Λ together with two operations such that
• (Λ,+) is an abelian monoid whose identity element we denote 0Λ,
• (Λ, ·) is a monoid whose identity element we denote 1Λ,
• · is distributive with respect to + from either side,
• 0Λ · λ = λ · 0Λ = 0Λ, for all λ ∈ Λ.
A semiring Λ is commutative if (Λ, ·) is a commutative monoid, and cancellative if (Λ,+) is a can-
cellative monoid, that is, λ+λ′ = λ+λ′′ implies λ′ = λ′′ for all λ, λ′, λ′′ ∈ Λ . A semiring Λ is a semifield
if every 0Λ 6= λ ∈ Λ has a multiplicative inverse. A semiring is zerosumfree if no element other than 0Λ
has an additive inverse.
Example 3.2. Every ring is a semiring. The non-negative integers, rationals and reals with their usual
operations, respectively denoted N, Q+ and R+, are cancellative zerosumfree commutative semirings
which are not rings.
Definition 3.3. Let Λ be a semiring. A (left) Λ-semimodule is an abelian monoid (A,+) with identity
element 0A together with a map Λ×A→ A which we denote (λ, a) 7→ λa and such that for all λ, λ
′ ∈ Λ
and a, a′ ∈ A,
• (λλ′)a = λ(λ′a),
• λ(a+ a′) = λa+ λa′,
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• (λ+ λ′)a = λa+ λ′a,
• 1Λa = a,
• λ0A = 0A = 0Aλ.
A non-empty subset B of a left Λ-semimodule A is a subsemimodule of A if B is closed under addition
and scalar multiplication, which implies that B is a left Λ-semimodule with identity element 0A ∈ B. If
A and B are Λ-semimodules, a Λ-homomorphism is a map f : A→ B such that for all a, a′ ∈ A and for
all λ ∈ Λ,
• f(a+ a′) = f(a) + f(a′),
• f(λa) = λf(a).
Clearly, f(0A) = 0B .
A Λ-semimodule A is cancellative if a + a′ = a + a′′ implies a′ = a′′, and zerosumfree if a + a′ = 0
implies a = a′ = 0, for all a, a′, a′′ ∈ A.
The direct product of Λ-semimodules is a Λ-semimodule. The direct sum of Λ-semimodules can also
be defined analogously to that of the direct sum of modules, and a finite direct sum is isomorphic to the
corresponding direct product. Quotient Λ-semimodules can be defined using congruence relations.
Definition 3.4. Let A be a left Λ-semimodule. An equivalence relation ρ on A is a Λ-congruence if, for
all a, a′ ∈ Λ, and all λ ∈ Λ,
• if a ∼ρ a
′ and b ∼ρ b
′, then (a+ b) ∼ρ (a
′ + b′), and
• if a ∼ρ a
′, then λa ∼ρ λa
′.
If ρ is a Λ-congruence relation on A and we write a/ρ for the class of an element a ∈ A, then A/ρ = {a/ρ |
a ∈ A} inherits a Λ-semimodule structure by setting (a/ρ) + (a′/ρ) = (a + a′)/ρ and λ(a/ρ) = (λa)/ρ,
for all a, a′ ∈ A and λ ∈ Λ. The left Λ-semimodule A/ρ is called the factor semimodule of A by ρ. Note
that the quotient map A→ A/ρ is a surjective Λ-homomorphism.
If B is a subsemimodule of a Λ-semimodule A, then it determines a Λ-congruence ∼B by setting
a ∼B a
′ if there exist b, b′ ∈ B such that a+ a′ = b+ b′. Classes in this quotient are denoted a/B, and
the factor semimodule is denoted A/B.
Clearly, if Λ is a semiring then it is a Λ-semimodule over itself. The idea of free Λ-semimodules comes
about naturally just as in the case of rings, and we will make extensive use of these objects.
Definition 3.5. Let Λ be a semiring, A a left Λ-semimodule and V = {v1, v2, . . . , vn} a finite subset of
A. The set V is a generating set for A if every element in A is a linear combination of elements of V .
The rank of a Λ-semimodule A, denoted rank(A), is the least n for which there is a set of generators of
A with cardinality n, or infinity, if not such n exists.
The set V is linearly independent if for any λ1, λ2, . . . , λn ∈ Λ and µ1, µ2, . . . , µn ∈ Λ such that∑n
i=1 λivi =
∑n
i=1 µivi, then λi = µi, for i = 1, 2, . . . , n, and it is called linearly dependent otherwise.
We call V is a basis of A if it is a linearly independent generating set of A.
The Λ-semimodule A is a free Λ-semimodule if it admits a basis V . We denote a free Λ-semimodule
with basis {v1, v2, . . . , vn} by Λ(v1, v2, . . . , vn).
Remark 3.6. It is easy to check that free Λ-semimodules over a cancellative semiring Λ are themselves
cancellative, as are subsemimodules of cancellative Λ-semimodules. The quotient of a cancellative Λ-
semimodule over any of its subsemimodules is also cancellative, see [12, Proposition 15.24].
Note that if Λ is a ring, free Λ-semimodules are just free Λ-modules. Thus, as not every module over
a ring is free, clearly not every Λ-semimodule is free. On the other hand, Λn (the direct sum, or product,
of n copies of Λ) is clearly a free Λ-semimodule, for every n ≥ 1. Another key property is that if A is a
free Λ-semimodule with basis V and B is another Λ-semimodule, each map V → B uniquely extends to
a Λ-homomorphism A→ B, see [12, Proposition 17.12].
Remark 3.7. If Λ is a commutative semiring and A is a Λ-semimodule admitting a finite basis, every
basis has the same cardinality, which coincides with the rank of A, [22, Theorem 3.4]. In fact, for
every integer n > 0, every finitely generated subsemimodule of Nn has a unique basis, whereas basis for
semimodules of (R+)n are unique up to non-zero multiples, see e.g. [15, Theorem 2.1].
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We finish this section by extending the Grothendieck construction from abelian monoids to semirings
and semimodules.
Definition 3.8. Let M be an abelian monoid. Consider the equivalence relation ∼ in M ×M defined
as
(u, v) ∼ (x, y)⇔ there exists z ∈M such that u+ y + z = v + x+ z.
Let [u, v] denote the equivalence class of (u, v). ThenM×M/ ∼ becomes a group with the componentwise
addition. This group is called the Grothendieck group or group completion of M . There is a canonical
homomorphism of monoids kM : M → K(M) defined as kM (x) = [x, 0]. If M is a cancellative monoid,
then kM is injective.
Given an element [u, v] ∈ K(M) we can interpret u as its positive part and v as its negative part, and
the relation ∼ becomes the obvious one. The identity element is then 0 = [x, x] for any element x ∈M ,
and the inverse of [x, y] is [y, x] for any x, y ∈M .
If f : M → N is a morphism of monoids, there is a morphism of groups K(f) : K(M) → K(N) that
takes [u, v] to [f(u), f(v)]. In fact, K is a functor from the category of abelian monoids to the category
of abelian groups. Furthermore, K(f) ◦ kM = kN ◦ f .
It is easy to check that K(N) ∼= Z and that K(R+) ∼= R. Crucially for us, this construction can be
extended to semirings and semimodules.
Definition 3.9. Let Λ be a semiring. The group completion K(Λ) becomes a ring with the operation
[x1, x2] · [y1, y2] = [x1y1 + x2y2, x2y1 + x1y2], and kΛ : Λ → K(Λ) is in fact a morphism of semirings,
which is injective if Λ is cancellative. We call K(Λ) the ring completion of Λ. K(f) is also a morphism
of rings, and K is a functor from the category of semirings to the category of rings.
If A is a Λ-semimodule, then the abelian group K(A) together with the operation K(Λ) ×K(A) →
K(A) given by [λ1, λ2][a1, a2] = [λ1a1+λ2a2, λ1a2+λ2a1] is aK(Λ)-module, theK(Λ)-module completion
of A. Again, if f : A→ B is a Λ-morphism,K(f) : K(A)→ K(B) becomes a morphism ofK(Λ)-modules.
Furthermore, if A is a free Λ-semimodule with basis {vi | i ∈ I}, it becomes immediate that K(A) is a
free K(Λ)-module with basis
{
[vi, 0] | i ∈ I}.
3.2. Chain complexes of semimodules. Now that we have introduced the necessary algebraic struc-
tures, we move on to chain complexes of semimodules over semirings, following [20]. This theory is a
natural generalisation of the classical theory of chain complexes of modules and, in fact, they give raise
to the same cycles, boundaries and homologies when the semimodules are modules over a ring.
In order to introduce chain complexes in the context of semimodules an immediate problem arises:
alternating sums cannot be defined as elements in a semimodule may not have inverses. The solution is
to use two maps, a positive and negative part, for the differentials.
Definition 3.10. Let Λ be a semiring and consider a sequence of Λ-semimodules and homomorphisms
indexed by n ∈ Z
X : · · ·⇒ Xn+1
∂+n+1
−−−−−−⇒
∂−n+1
Xn
∂+n
−−−−⇒
∂−n
Xn−1 ⇒ · · · .
We say that X = {Xn, ∂
+
n , ∂
−
n } is a chain complex of Λ-semimodules if
∂+n ∂
+
n+1 + ∂
−
n ∂
−
n+1 = ∂
+
n ∂
−
n+1 + ∂
−
n ∂
+
n+1.
As in the classical case, chain complexes of Λ-semimodules give raise to a Λ-semimodule of homology.
Definition 3.11. Let X = {Xn, ∂
+
n , ∂
−
n } be a chain complex of Λ-semimodules. The Λ-semimodule of
cycles of X is
Zn(X,Λ) = {x ∈ Xn | ∂
+
n (x) = ∂
−
n (x)}.
The nth homology of X is then the quotient Λ-semimodule
Hn(X,Λ) = Zn(X,Λ)/ρn(X,Λ)
where ρn(X,Λ) is the following Λ-congruence relation on Zn(X,Λ):
x ∼ρn(X,Λ) y ⇔ ∃u, v ∈ Xn+1 s.t. x+ ∂
+
n+1(u) + ∂
−
n+1(v) = y + ∂
+
n+1(v) + ∂
−
n+1(u).
We will omit from now on the coefficient semiring Λ from the notation when it is clear from the context.
10 DAVID ME´NDEZ AND RUBE´N J. SA´NCHEZ-GARCI´A
Remark 3.12. The definition of cycle is a direct generalisation of the classical definition. For the
boundary relation, note that we may need two different chains u and v in order to establish two classes
as homologous. Intuitively, these two classes are the ‘positive’ and ‘negative’ part of w, where x = y+∂(w)
in the classical setting.
Remark 3.13. If X = {Xn, ∂
+
n , ∂
−
n } is a chain complex of Λ-semimodules, then
· · · −→ K(Xn+1)
K(∂+n+1)−K(∂
−
n+1)
−−−−−−−−−−−−→ K(Xn)
K(∂+n )−K(∂
−
n )
−−−−−−−−−→ K(Xn−1) −→ · · ·
is a chain complex of K(Λ)-modules. If furthermore the Λ-semimodules Xn are cancellative for all n,
the converse is also true.
If Λ is a ring, then K(Λ) = Λ and the functor K acts as the identity on Λ-modules. Therefore,
X = {Xn, ∂
+
n , ∂
−
n } is a chain complex of Λ-semimodules if and only if
· · · −→ Xn+1
∂+n+1−∂
−
n+1
−−−−−−−→ Xn
∂+n −∂
−
n−−−−−→ Xn−1 −→ · · ·
is a chain complex of Λ-modules. In this case, it is clear that the homology semimodules introduced in
Definition 3.11 are precisely the usual homology modules of X.
We now turn our attention to maps between complexes.
Definition 3.14. Let X = {Xn, ∂
+
n , ∂
−
n } and X
′ = {X ′n, ∂
+
n , ∂
−
n } be two chain complexes of Λ-
semimodules. A sequence f = {fn} of Λ-homomorphisms fn : Xn → X
′
n is said to be a morphism
from X to X ′ if
∂+n fn + fn−1∂
−
n = ∂
−
n fn + fn−1∂
+
n .
It is clear that for such map fn
(
Zn(X)
)
is a Λ-subsemimodule of Zn(X
′). Furthermore, if Xn and X
′
n
are cancellative Λ-semimodules, f is also compatible with the congruence relations ρn(X) and ρn(X
′),
so it induces a map
Hn(f) : Hn(X)→ Hn(Y ).
It is then easy to check that homology H∗ is a functor from the category of chain complexes of cancellative
Λ-semimodules and morphisms to the category of graded Λ-semimodules.
Remark 3.15. Let Λ be a semiring and let {Xn, ∂
+
n , ∂
−
n } be a chain complex of Λ-semimodules.
The family of canonical maps kXn : Xn → K(Xn) gives raise to a morphism from {Xn, ∂
+
n , ∂
−
n } to{
K(Xn),K(∂
+
n ),K(∂
−
n )
}
and, therefore, to a morphism of Λ-semimodules
H(kX) : Hn(X)→ Hn
(
K(X)
)
,
which takes the class of x to the class of [x, 0]. Furthermore, if the Λ-semimodules Xn are cancella-
tive, Hn(kX) is injective, which in particular implies that Hn(X) is a cancellative Λ-semimodule.
Also note that, by Remark 3.13, the homology of
{
K(Xn),K(∂
+
n ),K(∂
−
n )
}
and the usual homology
of
{
K(Xn),K(∂
+
n )−K(∂
−
n )
}
are isomorphic as K(Λ)-modules.
Finally, we discuss chain homotopies.
Definition 3.16. Let f = {fn} and g = {gn} be morphisms from X = {Xn, ∂
+
n , ∂
−
n } to X
′ =
{X ′n, ∂
+
n , ∂
−
n }. We say that f is homotopic to g if there exist Λ-homomorphisms s
+
n , s
−
n : Xn → X
′
n+1
such that
∂+n+1s
−
n + ∂
−
n+1s
+
n + s
−
n−1∂
+
n + s
+
n−1∂
−
n + gn
= ∂+n+1s
+
n + ∂
−
n+1s
−
n + s
+
n−1∂
+
n + s
−
n−1∂
−
n + fn,
for all n. The family {s+n , s
−
n } is called a chain homotopy from f to g, and we write (s
+, s−) : f ≃ g.
We then have the following result.
Proposition 3.17. [20, Proposition 3.3] Let f, g : X → X ′ be morphisms between chain complexes of
cancellative Λ-semimodules. If f is homotopic to g, then Hn(f) = Hn(g).
Homotopy equivalences are defined in the usual way and they induce isomorphisms on homology. We
finish with a remark that the homotopy of maps behaves well with respect to semimodule completion.
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Remark 3.18. If a morphism f : X → X ′ is homotopic to g : X → X ′, then K(f) : K(X) → K(X ′) is
homotopic to K(g) : K(X)→ K(X ′). Furthermore, if both Xn and X
′
n are cancellative Λ-semimodules,
for all n, and Xn is a free Λ-semimodule for all n, the converse is also true.
4. Directed homology of directed simplicial complexes
In this section, we introduce a theory of homology over semirings which, by using semirings which are
not rings, is able to detect directed cycles (Fig. 1). We cannot do so by using (undirected) simplicial
complexes, as they cannot encode directionality information of the simplices. One approach is to use
the so-called ordered-set complexes, where simplices are sets with a total order on the vertices. They
generalise simplicial complexes, which can be encoded as fully symmetric ordered-set complexes, that is,
ordered-set complexes where if a set of vertices forms a simplex, it must do so with every possible order.
However, persistent homology of ordered-set complexes is not stable (Remark 5.21).
To achieve stability, we use one further generalisation, called ordered tuple complexes or OT-complexes
in [23], and directed simplicial complexes in this article (Definition 4.1). The only difference is that
arbitrary repetitions of vertices are allowed in the ordered tuples representing simplices. Clearly, any
ordered-set complex is a directed simplicial complex. Furthermore, a (undirected) simplicial complex can
be encoded as a fully symmetric (as above) directed simplicial complex where every possible repetition
of vertices is also included. When doing so, the (undirected) simplicial complex and its associated
directed simplicial complex have isomorphic homologies over rings (Remark 4.7), and morphisms of
simplicial complexes can be lifted to morphisms between their associated directed simplicial complexes
(Remark 4.13). Finally, and crucially for us, using homology over semimodules for directed simplicial
complexes, the corresponding directed persistent homology for dissimilarity functions is stable (Section
5). Note that, as ordered-set complexes are directed simplicial complexes, the results stated here apply
to homology computations on ordered-set complexes as well.
Throughout this section, we assume that Λ is a cancellative semiring. This allows us to simplify many
of the proofs by making use of Grothendiek’s completion of semirings and semimodules. Nonetheless,
many of the results in this section hold for arbitrary semirings.
4.1. Chain complexes of semimodules of directed simplicial complexes. In this section we intro-
duce directed simplicial complexes and their associated chain complexes of semimodules and homology
semimodules.
Definition 4.1. A directed simplicial complex or ordered tuple complex is a pair (V,X) where V is a finite
set of vertices, and X is a family of tuples (x0, x1, . . . , xn) of elements of V such that if (x0, x1, . . . , xn) ∈
X, then (x0, x1, . . . , x̂i, . . . , xn) ∈ X for every i = 0, 1, . . . , n. Note that arbitrary repetitions of vertices
in a tuple are allowed.
We will denote the directed simplicial complex (V,X) just by X, and assume that every vertex belongs
to at least one directed simplex (so that V is uniquely determined from X). Elements of X of length
n+ 1 are called n-simplices, and the subset of the n-simplices of X is denoted by Xn.
We make use of the following terminology when dealing with simplicial complexes. Elements of X
of length n + 1 are called n-simplices, and the subset of the n-simplices of X is denoted by Xn. An n-
simplex obtained by removing vertices from an m-simplex, n ≤ m, is said to be a face of the m-simplex.
Such face is called proper if n < m. A directed simplicial complex is said to be n-dimensional, denoted
dim(X) = n, if Xn+1 is trivial (empty) but Xn is not. A collection Y of simplices of X that is itself a
simplicial complex is said to be a directed simplicial subcomplex (or, simply, subcomplex ) of X, denoted
Y ⊆ X. Note that the vertex set of Y may be strictly smaller than that of X.
We now introduce chain complexes of semimodules associated to a directed simplicial complex.
Definition 4.2. The n-dimensional chains of X are defined as the elements of the free Λ-semimodule
generated by (i.e. with basis) the n-simplices,
Cn(X,Λ) = Λ
(
{[x0, x1, . . . , xn] | (x0, x1, . . . , xn) ∈ X}
)
.
We call the elements [x0, x1, . . . , xn] ∈ Cn(X,Λ), (x0, x1, . . . , xn) ∈ X, elementary n-chains.
Remark 4.3. Note that if Λ is a cancellative semiring, the Λ-semimodule Cn(X,Λ) is cancellative for
every n, as it is a free semimodule over a cancellative semiring.
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We now define the positive and negative differentials on Cn(X,Λ).
Definition 4.4. Let X be a directed simplicial complex. For each n > 0, we define morphisms of
Λ-semimodules ∂+n , ∂
−
n : Cn(X,Λ)→ Cn−1(X,Λ) by
∂+n ([x0, x1, . . . , xn]) =
⌊n
2
⌋∑
i=0
[x0, x1, . . . , x̂2i, . . . , xn], and
∂−n ([x0, x1, . . . , xn]) =
⌊n−1
2
⌋∑
i=0
[x0, x1, . . . , x̂2i+1, . . . , xn].
For n = 0, let ∂+0 , ∂
−
0 : C0(X,Λ)→ {0} be the trivial maps, by definition.
Proposition 4.5. Let X be a directed simplicial complex and Λ be a cancellative semiring. Then
{Cn(X,Λ), ∂
+
n , ∂
−
n } is a chain complex of Λ-semimodules.
Proof. By Remark 4.3, the Λ-semimodule Cn(X,Λ) is cancellative for every n. Thus, by Remark 3.13,
it is enough to prove that
{
K
(
Cn(X,Λ)
)
,K(∂+n )−K(∂
−
n )
}
is a chain complex of K(Λ)-modules. Note
that K
(
Cn(X,Λ)
)
is a free K(Λ)-module whose basis is given by elements
[
[x0, x1, . . . , xn], 0
]
such that
[x0, x1, . . . , xn] is an elementary n-chain. Thus, it suffices to show that the composition
(
K(∂+n ) −
K(∂−n )
)
◦
(
K(∂+n−1)−K(∂
−
n−1)
)
is trivial (zero) on these elements. Since
(
K(∂+n )−K(∂
−
n )
)[
[x0, x1, . . . , x̂i, . . . , xn], 0
]
=
n∑
i=0
(−1)i
[
[x0, x1, . . . , xn], 0
]
,
the proof is now a straightforward computation analogous to the standard one for chain complexes in
simplicial homology. 
Proposition 4.5 allows us to define the homology of a directed simplicial complex with coefficients on
a semimodule.
Definition 4.6. Let X be a directed simplicial complex and n ≥ 0. The n-dimensional homology of X,
written Hn(X,Λ), is the nth homology Λ-semimodule of the chain complex {Cn(X,Λ), ∂
+
n , ∂
−
n }.
Remark 4.7. If Λ is a ring, by defining ∂ = ∂+ − ∂+, {Cn(X,Λ), ∂} is a chain complex in the usual
sense. Furthermore, if X is an (undirected) chain complex, we can define an ordered-set simplicial
complex XOT where (x0, x1, . . . , xn) ∈ X
OT whenever {x0, x1, . . . , xn}, after removing any repetition of
vertices, is a simplex in X. The chain complex C∗(X
OT,Λ) receives the name of ordered chain complex
of X in [17], and its homology is isomorphic to the singular homology of X over Λ.
The following result will become useful later on, so we recorded it here.
Proposition 4.8. Let Λ be a cancellative semiring and X a directed simplicial complex. The chain
complexes of K(Λ)-semimodules
{
K
(
Cn(X,Λ)
)
,K(∂+n ),K(∂
−
n )
}
and
{
Cn
(
X,K(Λ)
)
, ∂+n , ∂
−
n
}
are iso-
morphic.
Proof. Take n ≥ 0 an integer. By definition, Cn
(
X,K(Λ)
)
is the freeK(Λ)-module over the elementary n-
chains [x0, x1, . . . , xn]. Similarly, K
(
Cn(X,Λ)
)
is a free K(Λ)-module with a basis given by the elements[
[x0, x1, . . . , xn], 0
]
where [x0, x1, . . . , xn] is an elementary n-chain. Consider the K(Λ)-morphisms
αn : Cn
(
X,K(Λ)
)
−→ K
(
Cn(X,Λ)
)
[x0, x1, . . . , xn] 7−→
[
[x0, x1, . . . , xn], 0
]
,
βn : K
(
Cn(X,Λ)
)
−→ Cn
(
X,K(Λ)
)[
[x0, x1, . . . , xn], 0
]
7−→ [x0, x1, . . . , xn].
Immediate computations show that the families of K(Λ)-morphisms {αn} and {βn} are morphisms of
K(Λ)-semimodules which are inverses of each another, and the claim follows. 
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4.2. Functoriality of directed homology. In this section, we prove that homology is a functor from
the category of directed simplicial complexes to the category of graded Λ-semimodules. We also show
that two morphisms allowing for the construction of the prism operator must induce the same map
on homology, a result we will need to prove our persistent homology stability result. We begin by
introducing morphisms of directed simplicial complexes.
Definition 4.9. A morphism of directed simplicial complexes, written f : (V,X) → (W,Y ) or just
f : X → Y , is a map of sets f : V → W such that if (x0, x1, . . . , xn) ∈ X is a simplex in X, then(
f(x0), f(x1), . . . , f(xn)
)
∈ Y .
Remark 4.10. This definition is stricter than the classical notion of morphism of simplicial complexes,
where morphisms are allowed to take simplices to simplices of lower dimension, as directed simplicial
complexes can intrinsically account for vertex repetitions. However, note that ifX and Y are (undirected)
simplicial complexes, a map f : X → Y is a morphism of simplicial complexes if and only if f : XOT →
Y OT (see Remark 4.7) is a morphism of directed simplicial complexes.
Definition 4.11. Let f : X → Y be a morphism of directed simplicial complexes. Then f induces
morphisms of Λ-semimodules C(f) = {Cn(f)},
Cn(f) : Cn(X,Λ) −→ Cn(Y,Λ)
[x0, x1, . . . , xn] 7−→ [f(x0), f(x1), . . . , f(xn)].
We will often abbreviate Cn(f) = fn.
Proposition 4.12. If f : X → Y is a morphism of directed simplicial complexes, the family of maps
{Cn(f)} is a Λ-homomorphism of chain complexes. Therefore, it induces a map Hn(f) : Hn(X,Λ) →
Hn(Y,Λ).
Proof. Let [x0, x1, . . . , xn] ∈ Cn(X,Λ) be a simplex. We need to prove that fn−1∂
+
n = ∂
+
n fn and that
fn−1∂
−
n = ∂
−
n fn.
fn−1
(
∂+n ([x0, x1, . . . , xn])
)
= fn−1
⌊n2 ⌋∑
i=0
[x0, x1, . . . , x̂2i, . . . , xn]

=
⌊n
2
⌋∑
i=0
[f(x0), f(x1), . . . , f̂(x2i), . . . , f(xn)],
and
∂+n
(
fn([x0, x1, . . . , xn])
)
= ∂+n ([f(x0), f(x1), . . . , f(xn)])
=
⌊n
2
⌋∑
i=0
[f(x0), f(x1), . . . , f̂(x2i), . . . , f(xn)],
This shows that fn−1∂
+
n = ∂
+
n fn, and the proof that fn−1∂
−
n = ∂
−
n fn is analogous. 
Remark 4.13. Using Proposition 4.8, it is clear that the map Cn(f) : Cn
(
X,K(Λ)
)
→ Cn
(
Y,K(Λ)
)
is precisely K
(
Cn(f)
)
: K
(
Cn(X,Λ)
)
→ K
(
Cn(Y,Λ)
)
. Also, note that if X and Y are (undirected)
simplicial complexes and Λ is a ring, the map induced on homology by a morphism f : X → Y is the
same as the map induced on homology by the morphism f : XOT → Y OT (see Remark 4.7).
Corollary 4.14. Homology is a functor from the category of directed simplicial complexes to the cate-
gory of graded Λ-semimodules. In particular, isomorphic directed simplicial complexes have isomorphic
homologies.
We finish this section by showing a sufficient condition for two morphisms to induce the same map on
homology. We will need this result to prove that our definition of persistent homology is stable.
Lemma 4.15. Let Λ be a cancellative semiring. Let X and Y be two directed simplicial complexes and
let f, g : X → Y be morphisms of directed simplicial complexes such that if (x0, x1, . . . , xn) ∈ X, then(
f(x0), f(x1), . . . , f(xi), g(xi), . . . , g(xn)
)
∈ Y for every i = 0, 1, . . . , n. Then, Hn(f) = Hn(g) for every
n ≥ 0.
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Proof. For x = [x0, x1, . . . , xn] ∈ Cn(X,Λ) an elementary n-chain, define
s+n [x0, x1, . . . , xn] =
⌊n
2
⌋∑
i=0
[f(x0), . . . , f(x2i), g(x2i), . . . , g(xn)], and
s−n [x0, x1, . . . , xn] =
⌊n−1
2
⌋∑
i=0
[f(x0), . . . , f(x2i+1), g(x2i+1). . . . , g(xn)],
Now recall that since Λ is cancellative, the canonical map kn : Cn(X,Λ)→ K
(
Cn(X,Λ)
)
is injective for
all n. We will show that (s+, s−) : C(f) ≃ C(g) by proving that both sides of the equality in Definition
3.16 have the same images through kn. We will also make use of the isomorphism K
(
Cn(X,Λ)
)
∼=
Cn
(
X,K(Λ)
)
established in Proposition 4.8, and that for any Λ-morphism h : Cn(X,Λ) → Cn(X,Λ),
kn ◦ h = K(h) ◦ kn.
By abuse of notation, we write kn(x) = x = [x0, x1, . . . , xn] ∈ Cn
(
X,K(Λ)
)
. Denote ∂n = K(∂
+
n ) −
K(∂+n ) and sn = K(s
+
n )−K(s
−
n ). Then,
∂n(x) =
n∑
i=0
(−1)i[x0, x1, . . . , x̂i, . . . , xn], sn(x) =
n∑
j=0
(−1)j
[
f(x0), f(x1), . . . , f(xj), g(xj), . . . , g(xn)
]
.
Note that, by appropriately grouping the terms in the equality in Definition 3.16, it suffices to show that
K(gn)−K(fn) and ∂n+1sn + sn−1∂n have the same image on x. On the one hand,
sn−1∂n(x) =
n∑
i=0
(−1)i
 i−1∑
j=0
(−1)j
[
f(x0), f(x1), . . . , f(xj), g(xj), . . . , ĝ(xi), . . . , g(xn)
]
+
n∑
j=i+1
(−1)j+1
[
f(x0), f(x1), . . . , f̂(xi), . . . , f(xj), g(xj), . . . , g(xn)
] .
(4.1)
On the other hand,
∂n+1sn(x) =
n∑
j=0
(−1)j
[
j∑
i=0
(−1)i
[
f(x0), f(x1), . . . , f̂(xi), . . . , f(xj), g(xj), . . . , g(xn)
]
+
n∑
i=j
(−1)i+1
[
f(x0), f(x1), . . . , f(xj), g(xj), . . . , ĝ(xi), . . . , g(xn)
] .
By exchanging the roles of the indices in this last equation, we obtain that
∂n+1sn(x) =
n∑
i=0
 i∑
j=0
(−1)i+1(−1)j
[
f(x0), f(x1), . . . , f(xj), g(xj), . . . , ĝ(xi), . . . , g(xn)
]
+
n∑
j=i
(−1)i(−1)j
[
f(x0), f(x1), . . . , f̂(xi), . . . , f(xj), g(xj), . . . , g(xn)
] .
(4.2)
Now, adding Equations (4.1) and (4.2),
∂n+1sn(x) + sn−1∂n(x) =
n∑
i=0
[f(x0), f(x1), . . . , f(xi−1), g(xi), . . . , g(xn)]
−
n∑
i=0
[
f(x0), f(x1), . . . , f(xi), g(xi+1), . . . , g(xn)
]
.
It is now straightforward to check that this sum amounts to
[g(x0), g(x1), . . . , g(xn)]− [f(x0), f(x1), . . . , f(xn)] = K(gn)(x)−K(fn)(x),
and we are done. 
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4.3. Basic computations and examples. In this section we explore some basic properties of this
homology theory. We begin by studying the relation between homology and connectivity.
Definition 4.16. Let (V,X) be a directed simplicial complex and v,w ∈ V be two vertices. A path
from v to w in X a sequence of vertices v = x0, x1, . . . , xn = w such that either (xi, xi+1) or (xi+1, xi) is
a simplex, for all 1 ≤ i ≤ n− 1. The (weakly) connected components of X are the equivalence classes of
the equivalence relation v ∼ w if there is a path in X from v to w. We call X (weakly) connected if it
has only one connected component, that is, every pair of vertices can be connected by a path.
Note that this notion of connectedness ignores the direction of the edges (1-simplices). The next
result shows that we can compute the homology of each connected component independently. The proof
follows by observing that the chain complex Cn(X,Λ) is clearly the direct sum of the chain complexes
associated to each of the (weakly) connected components of X.
Proposition 4.17. The homology Λ-semimodules of a directed simplicial complex X are isomorphic to
the direct sum of the homology Λ-semimodules of its (weakly) connected components.
We next show that the 0th homology counts the number of (weakly) connected components of a
directed simplicial complex X. We start with a lemma.
Lemma 4.18. Let Λ be a cancellative semiring and X be a directed simplicial complex. For any vertex
v and any λ, µ ∈ Λ, λ[v] and µ[v] are 0-cycles which are homologous if and only if λ = µ.
Proof. It is clear that both are cycles, as both their differentials ∂+0 and ∂
−
0 are trivial. Assume that X
has n+1 vertices, namely V = {x0 = v, x1, . . . , xn}. Then if λ[x0] and µ[x0] are homologous, there exist
1-chains
x =
n∑
i,j=0
λij[xi, xj] and y =
n∑
i,j=0
µij[xi, xj ]
such that λ[x0] + ∂
+(x) + ∂−(y) = µ[x0] + ∂
−(x) + ∂+(y), where we are assuming that λij = µij = 0
whenever [xi, xj ] is not a 1-chain. By computing the differentials,
λ[x0] +
n∑
i,j=0
λij [xj ] +
n∑
i,j=0
µij [xi] = µ[x0] +
n∑
i,j=0
λij[xi] +
n∑
i,j=0
µij[xj ].
Now, since
{
[x0], [x1], . . . , [xn]
}
is a basis of C0(X,Λ), the coefficients of each element in the basis must
be equal in both sides of the equality. Namely, for each j 6= 0,
∑n
i=0(λij + µji) =
∑n
i=0(λji + µij), and
λ+
∑n
i=0(λi0 + µ0i) = µ+
∑n
i=0(λ0i + µi0). Adding these equations, we obtain
λ+
n∑
i,j=1
λij +
n∑
i,j=1
µij = µ+
n∑
i,j=0
λij +
n∑
i,j=0
µij.
Since Λ is cancellative, this implies that λ = µ, and the result follows. 
Proposition 4.19. Let X be a directed simplicial complex and let Λ be a cancellative semiring. Then
H0(X,Λ) = Λ
k, where k is the number of (weakly) connected components of X.
Proof. By Proposition 4.17 we only need to show that if X is connected, then H0(X,Λ) ∼= Λ. Let v,
w be any two vertices and let us show that [v] and [w] are homologous 0-cycles. Indeed, since X is
connected, we can find vertices v = v0, v1, . . . , vm = w such that either [vi, vi+1] or [vi+1, vi] are 1-chains,
for all i = 0, 1, . . . , n − 1. If [vi, vi+1] is a chain, then [vi] + ∂
+
(
[vi, vi+1]
)
= [vi+1] + ∂
−
(
[vi, vi+1]
)
,
so [vi] is homologous to [vi+1]. On the other hand, if [vi+1, vi] is a chain, then [vi] + ∂
−
(
[vi+1, vi]
)
=
[vi+1] + ∂
+
(
[vi+1, vi]
)
, so again [vi] is homologous to [vi+1]. As this holds for every i = 0, 1, . . . ,m− 1,
[v] is homologous to [w].
Now, if
∑n
i=1 λi[xi] is any 0-cycle, and given that being homologous is a Λ-congruence relation, we
deduce that
∑n
i=1 λi[xi] is homologous to
∑n
i=1 λi[v]. Finally, by Lemma 4.18, λ[v] is not homologous to
µ[v] whenever λ 6= µ, thus H0(X,Λ) = {λ[v] | λ ∈ Λ} ∼= Λ. 
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Remark 4.20. For some semirings, Λ2 ∼= Λ (thus Λn ∼= Λ for any n ≥ 1), resulting in the 0-homology
being unable to detect the connected components of X. If Λ is commutative, Λn ∼= Λm if and only if
n = m (a consequence of Remark 3.7), so for such semirings the 0th homology counts the number of
(weak) connected components of X.
Remark 4.21. The fact that 0th-homology ignores edge directions seems counter-intuitive, as we set
up this framework to detect directed features, namely directed cycles. Note that this is a consequence
of the Λ-congruence relation defining boundaries (Definition 3.11) being an equivalence relation, hence
symmetric. Namely, vertices u and v are necessarily homologous if either either [u, v] or [v, u] (or both)
are 1-chains, since
u+ ∂+([u, v]) = v + ∂−([u, v]) or
u+ ∂−([v, u]) = v + ∂+([v, u]).
However, this only occurs in dimension 0, as a consequence of 0-chains always being cycles. Thus,
when working with 1-simplices, the symmetry in the homology relation does not affect the detection
of asymmetry in the data, as such asymmetry is encoded in the cycles themselves. It is also worth
mentioning that a persistent homology able to detect strong connected components in directed graphs
has been introduced in [23].
We now show that the homology of a point is trivial for positive indices.
Example 4.22. Let Λ be a non-trivial cancellative semiring and let X be the directed simplicial complex
with vertex set V = {x0} and simplices X = {(x0)}. Then,
Hn(X,Λ) =
{
Λ, if n = 0,
0, if n > 0.
Indeed, X is connected, thus H0(X,Λ) = Λ by Proposition 4.19. For n ≥ 1, there are no n-chains, hence
Hn(X,Λ) = 0.
Directed simplicial complexes whose homology is isomorphic to that of the point are called acyclic.
Definition 4.23. A directed simplicial complex X is acyclic if
Hn(X,Λ) =
{
Λ, if n = 0,
0, if n > 0.
Next, we show that a directed simplicial complex consisting on one m-dimensional simplex along with
all of its faces (note that this is an ordered-set complex) is acyclic.
Proposition 4.24. Let X be the directed simplicial complex consisting on the simplex (x0, x1, . . . , xm)
and all of its faces. Then X is acyclic.
Proof. As a consequence of how X is defined, if x ∈ Cn(X,Λ) is a chain so that x0 does not participate
in any of its elementary n-chains (as there are no repetitions in the simplices of X), then x0 can be
added as the first element of every elementary n-chain in x, giving us an (n+ 1)-chain which we denote
x0x ∈ Cn+1(X,Λ). Simple computations show that
∂+(x0x) = x+ x0∂
−(x) and ∂−(x0x) = x0∂
+(x).
Now take x ∈ Zn(X,Λ) any cycle and decompose it as x = x0y + z, where x0 does not participate in
any of the chains in either y or z. Using the formula above,
∂+(x) = ∂+(x0y + z) = y + x0∂
−(y) + ∂+(z),
∂−(x) = ∂−(x0y + z) = x0∂
+(z) + ∂−(z).
Since x is a cycle, ∂+(x) = ∂−(x). In particular, the chains in which x0 does not participate must be
equal, namely y + ∂+(z) = ∂−(z).
Now consider the chain x0z. We have that
∂+(x0z) = z + x0∂
−(z) = x0y + z + x0∂
+(z)
∂−(x0z) = x0∂
+(z).
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Figure 3. Directed homology over a zerosumfree semiring Λ detects directed 1-cycles
modulo boundaries. In these examples, H1(X,Λ) = 0 while H1(Y,Λ) = H1(Z,Λ) = Λ
generated by [w1, w2] + [w2, w3] + [w3, w1] respectively [u1, u2] + [u2, u4] + [u4, u1] (or
[u1, u2] + [u2, u3] + [u3, u4] + [u4, u1]). To be a 1-cycle over a zerosumfree semiring, the
directions of the involved 1-simplices must form circuit. This does not hold for a ring
(note that a zerosumfree semiring is not a ring).
As a consequence (recall that x = x0y+z), we deduce that x+∂
−(x0z) = ∂
+(x0z), thus x is homologous
to the trivial cycle. That is, any cycle x ∈ Zn(X,Λ) is homologous to zero, and the result follows. 
We now illustrate the ability of this homology theory to detect directed cycles. We do so through
some simple examples.
Example 4.25. Let Λ ∈ {N,Q+,R+}, so that Λ is a cancellative, commutative, zerosumfree semiring.
Let X, Y and Z be the directed simplicial complexes represented in Figure 3. These three complexes
are connected, so their 0th homology is Λ. Furthermore, neither X nor Y have k-simplices for k ≥ 2,
so Hk(X,Λ) and Hk(Y,Λ) are trivial (zero) for every k ≥ 2. Although Z has one 2-simplex, it is not a
2-cycle, thus Hk(Z,Λ) is also trivial. To compute the first homology, we need to consider the 1-simplices
and their differentials. We list them below.
X ∂+ ∂− Y ∂+ ∂− Z ∂+ ∂−
[v1, v2] v2 v1 [w1, w2] w2 w1 [u1, u2] u2 u1
[v2, v3] v3 v2 [w2, w3] w3 w2 [u2, u3] u3 u2
[v1, v3] v3 v1 [w3, w1] w1 w3 [u3, u4] u4 u3
[u4, u1] u1 u4
[u2, u4] u4 u2
Note that λ1[v1, v2] + λ2[v2, v3] + λ3[v1, v3], λ1, λ2, λ3 ∈ Λ, is a cycle for X if and only if λ2 + λ3 =
λ1 + λ3 = 0. Since Λ is cancellative and zerosumfree, this is equivalent to λ1 = λ2 = λ3 and, hence,
H1(X,Λ) = {0}.
For Y , note that µ1[w1, w2] + µ2[w2, w3] + µ3[w3, w1], µ1, µ2, µ3 ∈ Λ, is a cycle if and only if µ1 =
µ2 = µ3. Since there are no 2-simplices in Y , different 1-simplices cannot be homologous. We deduce
that H1(Y,Λ) = Λ. Note that this distinction is a consequence of Λ being a zerosumfree semiring: over
a ring, X and Y have isomorphic homology.
Finally, for Z, similar computations show that Z1(Z,Λ) is the free Λ-semimodule generated by x1 =
[u1, u2] + [u2, u3] + [u3, u4] + [u4, u1] and x2 = [u1, u2] + [u2, u4] + [u4, u1]. However, in this case, we have
a 2-simplex, y = [u2, u3, u4], for which ∂
+(y) = [u3, u4] + [u2, u3] and ∂
−(y) = [u2, u4]. Consequently,
x1 + ∂
−(y) = x2 + ∂
+(y), which implies that x1 and x2 are homologous. Therefore, H1(Z,Λ) = Λ,
generated by either x1 or x2. In particular, the homology of Y and Z are isomorphic and we can see
how 2-simplices can make directed cycles equivalent, as expected.
More generally, if Λ is a cancellative zerosumfree semiring, a polygon will only give raise to a non-
trivial homology class in dimension 1 if, and only if, the cycle can be traversed following the direction
of the edges. Namely, only directed cycles are detected in homology.
Proposition 4.26. Let Λ be a cancellative, zerosumfree semiring. Let X be a 1-dimensional directed
simplicial complex with vertex set {v0, v1, . . . , vn}, n ≥ 1, and with 1-simplices e0, e1, . . . , en where either
ei = (vi, vi+1) or ei = (vi+1, vi), i = 0, 1, . . . , n, and where vn+1 = v0. Then, H1(X,Λ) = Λ is non-trivial
if and only if either ei = (vi, vi+1) for all i or ei = (vi+1, vi) for all i, and H1(X,Λ) = {0} in any other
case.
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v1 v2
Figure 4. Directed simplicial complexes with two vertices can have non-trivial 1-cycles.
Proof. Let [ei] denote the elementary 1-chain associated to ei. Let x =
∑n
i=0 λi[ei] be any non-trivial
1-cycle. We can assume without loss of generality that λ0 6= 0. If e0 = (v0, v1), then λ0[v1] is a non-trivial
summand in ∂+(e0). Since Λ is zerosumfree, such summand does not have an inverse, thus λ0[v1] must be
a summand in ∂−(x). Now note that e1 is the only other simplex involving the vertex v1. Furthermore,
[v1] appears in ∂
−[e1] if and only if e1 = (v1, v2), in which case ∂
−[e1] = λ1v1. We further deduce that
λ1 = λ0.
By proceeding iteratively, we deduce that if x is non-trivial, necessarily ei = (vi, vi+1) and λ0 = λ1 =
· · · = λn = λ, in which case x =
∑n
i=0 λ[vi, vi+1]. Simple computations show that such x is indeed a cycle,
and since there are no 2-simplices, it cannot be homologous to any other cycle. Thus H1(X,Λ) = Λ.
Symmetrically, if we assume that e0 = (v1, v0), we would deduce that x can only be non-trivial if
ei = (vi+1, v1) for all i and x =
∑n
i=0 λ[vi+1, vi], which simple computations exhibit as a cycle. Thus, in
this case we also have that H1(X,Λ) = Λ. The result follows. 
Note that Proposition 4.26 applies to polygons with only two vertices v1 and v2 (see Figure 4),
which are allowed in a directed simplicial complex. Indeed, an immediate computation shows that
[v1, v2] + [v2, v1] is a 1-cycle.
We end this section by remarking that, although this homology theory successfully detects directed
cycles when computing it over cancellative, zerosumfree semirings, the use of such semirings does not
seem appropriate to detect directed structures in dimension two or, more generally, in even dimensions
other than 0. Indeed, we prove the following result.
Proposition 4.27. Let X be a directed simplicial complex. If Λ is a cancellative, zerosumfree semiring,
then H2n(X,Λ) = {0}, for every n ≥ 1.
Proof. We will show that no non-trivial cycles may exist. In order to do so, consider the morphism of
Λ-semimodules
ϕn : Cn(X,Λ) −→ Λ
[x0, x1, . . . , xn] 7−→ 1.
Thus, if x =
∑k
i=0 λixi where xi is an elementary n-chain, ϕn(x) =
∑k
i=0 λi.
Now assume that xi is an elementary 2n-chain, for some n ≥ 1. In this case, ∂
+(λixi) = λi∂
+(xi),
where ∂+(xi) consists on the sum of ⌊
2n
2 ⌋ = n elementary n-chains. Thus, ϕ2n−1
(
∂+(λixi)
)
= nλi. On
the other hand, ∂−(λixi) = λi∂
−(xi), where ∂
−(xi) consists on the sum of ⌊
2n−1
2 ⌋ = n − 1 elementary
n-chains. Therefore, ϕ2n−1
(
∂−(λixi)
)
= (n− 1)λi.
We now use ϕ2n−1 to show that Z2n(X,Λ) must be trivial. Thus, let x =
∑k
i=0 λixi ∈ Z2n(X,Λ) be
a cycle. Then, ∂+(x) = ∂−(x), thus ϕ2n−1
(
∂+(x)
)
= ϕ2n−1
(
∂−(x)
)
. However,
ϕ2n−1
(
∂+(x)
)
=
k∑
i=0
ϕ2n−1∂
+(λixi) =
k∑
i=0
nλi,
ϕ2n−1
(
∂−(x)
)
=
k∑
i=0
ϕ2n−1∂
−(λixi) =
k∑
i=0
(n− 1)λi.
Now, since Λ is cancellative,
∑k
i=0 nλi =
∑k
i=0(n − 1)λi implies that
∑k
i=0 λi = 0, and given that Λ is
zerosumfree, this implies that λ0 = λ1 = · · · = λk = 0. Consequently, any 2n-cycle is necessarily trivial,
thus H2n(X,Λ) = 0. 
Remark 4.28. The proof is based on the fact that the positive boundary of an elementary n-chain
has a different number of elementary (n − 1)-chains that its negative boundary, if n is even. This may
also be related to the fact that there is no obvious way to define directed n-cycles for n > 1, and this
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may not be possible in even dimensions. For the purposes of this article, it suffices to consider 1-cycles
and H1(X,Λ). However, note that non-trivial (homological) cycles do exist in all odd dimensions (for
example, the elementary (2n− 1)-chain obtained by repeating a vertex 2n times is always a cycle).
5. Persistent directed homology
In this section, we introduce a theory of persistent homology for directed simplicial complexes which
comes in two flavours: one takes into account the directionality of the complex, whereas the other one is
analogous to persistent homology in the classical setting. We thus have, associated to the same filtration
of directed simplicial complexes, two persistence modules which produce two different barcodes. Both
persistent homology theories show stability (see Theorem 5.20) and, furthermore, they are closely related.
Indeed, directed cycles are undirected cycles as well, thus every bar in a directed persistence barcode
can be univocally matched with a bar in the corresponding undirected one, although the undirected bar
may be born sooner, see Proposition 5.8.
5.1. Persistence modules associated to a directed simplicial complex. Let us begin by intro-
ducing filtrations of directed simplicial complexes.
Definition 5.1. Let X be a directed simplicial complex. A filtration of X is a family of subcomplexes
(Xδ)δ∈T , T ⊆ R, such that if δ ≤ δ
′ ∈ T , then Xδ is a subcomplex of Xδ′ , and such that X = ∪δ∈TXδ.
Note that for δ ≤ δ′, the inclusion iδ
′
δ : Xδ → X
′
δ is a morphism of directed simplicial complexes.
In order to introduce the persistence modules associated to such a filtration we need to steer away
from semimodules. Indeed, although homology with coefficients in semimodules proves useful to detect
features that can only be traversed with an appropriate direction, the lack of algebraic structure makes
the definition of barcodes cumbersome. Namely, the structure theorem for finitely generated modules is
required in order to be able to define persistence barcodes, but such result does not have an analogue in
the framework of semimodules.
This can be overcome by using the semimodule completion of the homology semimodules of directed
simplicial complexes. Indeed, by using the semimodule completion we are able to detect the submodule
of the classical homology over rings corresponding to directed classes. Furthermore, we can exploit the
properties of the canonical homomorphisms associated to the semimodule completions to keep track of
how these semimodules of interest behave through maps induced by morphisms of directed simplicial
complexes.
We begin by introducing undirected persistence modules.
Definition 5.2. Let (Xδ)δ∈T be a filtration of a directed simplicial complex X and let Λ be a cancellative
semiring. The n-dimensional undirected persistence K(Λ)-module of X is the persistence K(Λ)-module(
{Hn(Xδ,K(Λ))}, {Hn(i
δ′
δ )}
)
δ≤δ′∈T
.
The functoriality of Hn makes this a persistence module.
Now, in order to retain the information on directionality, we take the submodule of directed classes. Re-
call from Remark 3.15 that the family of canonical maps kXn : Xn → K(Xn) gives raise to a morphism of
Λ-semimodulesH(kX) : Hn(X)→ Hn
(
K(X)
)
, which takes the class of x to the class of [x, 0]. Recall from
Proposition 4.8 that the chain complexes
{
Cn
(
X,K(Λ)
)
, ∂+n , ∂
−
n
}
and
{
K
(
Cn(X,Λ)
)
,K(∂+n ),K(∂
−
n )
}
are isomorphic. In particular, we may regard Hn
(
X,K(Λ)
)
as the homology of the chain complex of
K(Λ)-semimodules
{
K
(
Cn(X,Λ)
)
,K(∂+n ),K(∂
−
n )
}
.
Definition 5.3. Let X be a directed simplicial complex and Λ be a cancellative semiring. The n-
dimensional directed homology of X over K(Λ) is the K(Λ)-submodule of Hn
(
X,K(Λ)
)
generated by
ImHn(kX). We denote it by H
Dir
n
(
X,K(Λ)
)
.
Equivalently, HDirn
(
X,K(Λ)
)
is the submodule of Hn
(
X,K(Λ)
)
generated by the classes of elements
[x, 0] where x ∈ Zn(X,Λ). We then have the following.
Proposition 5.4. Let f : X → Y be a morphism of directed simplicial complexes and Λ be a cancellative
semimodule. For every n ≥ 0, the morphism of K(Λ)-modules Hn(f) : Hn
(
X,K(Λ)
)
→ Hn
(
Y,K(Λ)
)
restricts to a morphism
HDirn (f) : H
Dir
n
(
X,K(Λ)
)
→ HDirn
(
Y,K(Λ)
)
.
20 DAVID ME´NDEZ AND RUBE´N J. SA´NCHEZ-GARCI´A
Proof. Take a representative of a class
∑s
i=1[λ
i
1, λ
i
2] · [x
i, 0] ∈ HDirn
(
X,K(Λ)
)
, where xi ∈ Zn(X,Λ) and
λi1, λ
i
2 ∈ Λ for i = 1, 2, . . . , s. By Remark 4.13 and since since K
(
Cn(f)
)
is a morphism of K(Λ)-modules,
the image of this class through Hn(f) is the homology class of
s∑
i=1
[λi1, λ
i
2] ·K
(
Cn(f)
)
[xi, 0] =
s∑
i=1
[λi1, λ
i
2] · [Cn(f)(x
i), 0].
Finally, given that xi ∈ Zn(X,Λ) and {Cn(f)} is a morphism of chain complexes of Λ-semimodules,
Cn(f)(xi) ∈ Zn(Y,Λ) and the result follows. 
Consequently, we can define the following.
Definition 5.5. Let (Xδ)δ∈T be a filtration of a directed simplicial complex X and let Λ be a cancellative
semiring. The n-dimensional directed persistent K(Λ)-module of X is the persistence K(Λ)-module(
{HDirn (Xδ,K(Λ))}, {H
Dir
n (i
δ′
δ )}
)
δ≤δ′∈T
.
We can now introduce persistence diagrams and barcodes associated to filtrations of directed simplicial
complexes. As these were only introduced for fields in Section 2.1, from this point on, we will assume
that Λ is a semiring such that K(Λ) is a field.
Definition 5.6. Let (Xδ)δ∈T be a filtration of a directed simplicial complex X where T ⊆ R is fi-
nite. Let Λ be a cancellative semiring such that K(Λ) is a field. The persistence diagrams asso-
ciated to the n-dimensional undirected and directed persistence K(Λ)-modules of X are respectively
denoted Dgmn(X,Λ) and Dgm
Dir
n (X,Λ). Similarly, the respective barcodes are denoted Persn(X,Λ) and
PersDirn (X,Λ).
Remark 5.7. Note that HDir0
(
Xδ,K(Λ)
)
∼= H0
(
Xδ,K(Λ)
)
for every δ ∈ T . Indeed, every 0-simplex is
in Z0(X,Λ), thus its class is in H
Dir
n
(
Xδ,K(Λ)
)
. As a consequence, the 0-dimensional directed and undi-
rected persistence K(Λ)-modules of a directed simplicial complex X are isomorphic. In particular, they
have the same persistence barcodes and diagrams, and they measure the connectivity of the simplicial
complex at each stage of the filtration.
The next result establishes the relation between the undirected and directed persistence barcodes and
diagrams of a persistence module, and it is thus key to understanding the directed persistence barcodes.
Proposition 5.8. Let (Xδ)δ∈T be a filtration of directed simplicial complexes. Then, there is a one-
to-one matching of the bars in PersDirn (X,Λ) with the bars in Persn(X,Λ). Furthermore, matching bars
must die at the same time.
Proof. Clearly, the injections {
HDirn (Xδ,K(Λ)) →֒ Hn(Xδ ,K(Λ))
}
δ∈T
give raise to a monomorphism of persistence modules. The result is then an immediate consequence of
[1, Proposition 6.1]. 
Note that a bar in the directed persistence barcode of a filtration may be born after the one it is
matched with in the undirected one, and some bars in the undirected barcode may remain unmatched.
Equivalently, PersDirn (X,Λ) can be obtained from Persn(X,Λ) by selecting the appropriate bars and
possibly ‘delaying’ their births (see Examples below and Figures 5 and 6).
We now introduce some examples to illustrate Proposition 5.8 and the general behaviour of the directed
persistence barcodes.
Example 5.9. Let us illustrate how undirected and directed persistence modules and their barcodes
can be different. First, consider the directed simplicial complexes X and Y in Figure 3 (see Example
4.25). No matter the filtration chosen for X, the lack of directed cycles means that the 1-dimensional
directed persistence module is trivial. However, at the end of the filtration, there is a cycle in homology,
thus there is a bar in the undirected persistence barcode. In the case of Y , the only 1-cycle is directed,
so the undirected and directed persistence modules associated to any filtration of Y are isomorphic, and
different from that of X.
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v1 v2
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Z0
v1 v2
v4 v3
Z1
v1 v2
v4 v3
Z2
v1 v2
v4 v3
Z3
0 1 2 3 0 1 2 3
Figure 5. A filtration of the directed simplicial complex Z in Example 4.25 (Figure 3)
and its associated undirected (bottom, left) and directed (bottom, right) 1-dimensional
persistence barcodes. The shorter undirected barcode is also directed, while the longer
undirected barcode becomes directed at δ = 2.
Example 5.10. Consider now the directed simplicial complex Z in Figure 3 (see Example 4.25). Let
T = {0, 1, 2, . . . } and consider the filtration of Z given by (Zδ)δ∈T , as illustrated in Figure 5, where
Zδ = Z for every δ ≥ 3. The undirected and directed 1-dimensional persistence modules of this filtration
are not isomorphic. Indeed, in Z1 there is clearly an undirected cycle, whereas Z1(Z1,Λ) is trivial,
thus HDir1
(
Z1,K(Λ)
)
= {0}. However, H1
(
Z2,K(Λ)
)
∼= HDir1
(
Z2,K(Λ)
)
, as both vector spaces are
generated by the classes of [v1, v2] + [v2, v3] + [v3, v4] + [v4, v1] and [v2, v4] + [v4, v1] + [v1, v2]. These two
classes become equivalent in Z3. The undirected and directed 1-dimensional persistence barcodes of this
filtration, shown in Figure 5, illustrate how undirected classes may become directed.
The last example also shows an important difference between classical and directed persistence modules
and barcodes. Namely, in the undirected setting, the addition of one simplex to the filtration can either
cause the birth of a class in the dimension of the added simplex, or can kill a class in the preceding
dimension. (This simple idea is in fact the basis of the Standard Algorithm for computing persistent
homology, see Section 6). However, the addition of only one simplex to a directed simplicial complex
can cause the birth of several classes in directed homology, as shown in the previous example at δ = 2,
and also in the following example.
Example 5.11. Let T = {0, 1, 2, . . . } and consider the filtration of simplicial complexes (Xδ)δ∈T illus-
trated in Figure 2 in the Introduction, where Xδ = X3 for every δ ≥ 3.
It is clear that Z1(Xj ,Λ) is trivial for j = 0, 1, 2, whereas undirected cycles appear as early as X1.
However, by adding the edge from v5 to v1, several directed cycles are born at once. Namely, Z1(X3,Λ)
is generated by the cycles
[v1, v2] + [v2, v3] + [v3, v4] + [v4, v5] + [v5, v1],
[v1, v2] + [v2, v4] + [v4, v5] + [v5, v1],
[v1, v2] + [v2, v3] + [v3, v5] + [v5, v1],
[v1, v3] + [v3, v4] + [v4, v5] + [v5, v1],
[v1, v3] + [v3, v5] + [v5, v1].
Straightforward computations show that H1
(
X3,K(Λ)
)
= K(Λ)4, the direct sum of four copies of K(Λ).
And, when taking the semimodule completion of Z1(X3,Λ), we observe that four of those five cycles
are linearly independent. Therefore, HDir1
(
X3,K(Λ)
)
= K(Λ)4, thus at δ = 3 every class (including the
birthing one) becomes directed.
Our last example shows an undirected homology class that never becomes directed.
Example 5.12. Let T = {0, 1, 2, . . . } and consider the filtration of simplicial complexes (Xδ)δ∈T illus-
trated in Figure 6, where Xδ = X2 for δ ≥ 2. Clearly, Z1(Xj ,Λ) = 0 for j = 0, 1, whereas Z1(X2,Λ)
is the free Λ-semimodule generated by the cycle [v1, v2] + [v2, v4] + [v4, v1]. The undirected class repre-
sented by this element is thus directed, but there is a linearly independent class in undirected homology,
[v3, v2] + [v2, v4]− [v3, v4], which never becomes directed. Its bar in the barcode is thus unmatched.
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Figure 6. A filtration of directed simplicial complexes and its associated undirected
(bottom, left) and directed (bottom, right) 1-dimensional persistence barcodes. The
shorter undirected barcode is also directed, while the longer undirected barcode never
becomes directed.
5.2. Directed persistent homology of dissimilarity functions. In this section, we introduce the
persistence diagrams and barcodes associated to dissimilarity functions. In order to be able to define
them using the standard persistence setting (Section 2.1), we assume that Λ is a cancellative semiring
for which K(Λ) is a field. Let us begin by introducing the directed Rips filtration of directed simplicial
complexes associated to a dissimilarity function, [23, Definition 16].
Definition 5.13. Let (V, dV ) be a dissimilarity function. The directed Rips filtration of (V, dV ) is the
filtration of simplicial complexes
(
RDir(V, dV )
)
δ∈R
where (v0, v1, . . . , vn) ∈ R
Dir(V, dV )δ if and only if
dV (vi, vj) ≤ δ, for all 0 ≤ i ≤ j ≤ n. It is clearly a filtration with the inclusion maps i
δ′
δ : R
Dir(V, dV )δ →
RDir(V, dV )δ′ for all δ ≤ δ
′.
Let us now introduce the persistence homology modules associated to such a filtration.
Definition 5.14. Let (V, dV ) be a dissimilarity function and consider its associated directed Rips fil-
tration
(
RDir(V, dV )
)
δ∈R
. For each n ≥ 0, the n-dimensional undirected persistence K(Λ)-module of X
is
Hn(V, dV ) :=
(
{Hn(R
Dir(V, dV )δ ,K(Λ))}, {Hn(i
δ′
δ )}
)
δ≤δ′∈R
.
Similarly, the n-dimensional directed persistence K(Λ)-module of X is defined as
HDirn (V, dV ) :=
(
{HDirn (R
Dir(V, dV )δ,K(Λ))}, {H
Dir
n (i
δ′
δ )}
)
δ≤δ′∈R
.
Remark 5.15. The persistence module Hn(V, dV ) associated to the directed Rips filtration of (V, dV )
is precisely the persistence module studied in [23, Section 5] for the field K(Λ), hence the remarks
made there hold for the undirected persistence module. In particular, if (V, dV ) is a (finite) metric space,
RDir(V, dV ) is the (classical) Vietoris-Rips filtration of (V, dV ). Furthermore, in this case, it can easily be
seen that Hn(V, dV ) = H
Dir
n (V, dV ). Thus, these persistence modules generalise the persistence modules
associated to the Vietoris-Rips filtration of a metric space.
As K(Λ) is a field and since V is finite, both of these persistence modules fulfil the assumptions
in Section 2.1. Namely, their indexing sets can be chosen to be finite, corresponding to the threshold
values where new simplices are added to the simplicial complex. Furthermore, no simplex is added to
the filtration until the threshold value reaches the minimum of the images of the dissimilarity function.
Finally, and even though the directed simplicial complex RDir(V, dV )δ may have infinite simplices due
to arbitrary repetitions of vertices being allowed, it always has a finite number of simplices in a given
dimension n, thus its n-dimensional homology its always finite-dimensional. As a consequence, we can
introduce the following.
Definition 5.16. Let (V, dV ) be a dissimilarity function. For each n ≥ 0, the n-dimensional persistence
diagrams associated to the persistence K(Λ)-modules Hn(V, dV ) and H
Dir
n (V, dV ) are respectively de-
noted by Dgmn(V, dV ) and Dgm
Dir
n (V, dV ). Similarly, their associated persistence barcodes are denoted
by Persn(V, dV ) and Pers
Dir
n (V, dV ).
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Of course, Proposition 5.8 holds for these barcodes, namely, every bar in PersDirn (V, dV ) can be univo-
cally matched with one in Persn(V, dV ) which dies at the same time, although the directed bar may be
born later.
We now use results from Section 2.2 to show that both these persistence homology constructions are
stable. The proof is split in several lemmas. Let (V, dV ) and (W,dW ) be two dissimilarity functions on
respective sets V and W and define η = 2dCD
(
(V, dV ), (W,dW )
)
. By Proposition 2.11, we can find maps
ϕ : V → W and ψ : W → V such that dis(ϕ),dis(ψ), codis(ϕ,ψ), codis(ψ,ϕ) ≤ η. To simplify notation
in the proofs below, denote RDir(V, dV )δ = X
δ
V and R
Dir(W,dW )δ = X
δ
W , for all δ ∈ R.
Lemma 5.17. For each δ ∈ R, the maps ϕ and ψ induce morphisms of directed simplicial complexes
ϕδ : X
δ
V −→ X
δ+η
W
x 7−→ ϕ(x),
ψδ : X
δ
W −→ X
δ+η
V
x 7−→ ψ(x).
Proof. Let us prove the statement for ϕδ (the proof is analogous for ψδ). Let (x0, x1, . . . , xn) be an
n-simplex in XδV . Then dV (xi, xj) ≤ δ for all 1 ≤ i ≤ j ≤ n. Since dis(ϕ) ≤ η, we have that, for all
v1, v2 ∈ V , ∣∣dV (v1, v2)− dW (ϕ(v1), ϕ(v2))∣∣ ≤ η.
Choosing v1 = xi and v2 = xj, we have
dW
(
ϕ(xi), ϕ(xj)
)
≤ η + dV (xi, xj) ≤ δ + η for all 1 ≤ i ≤ j ≤ n.
Consequently,
(
ϕ(x0), ϕ(x1), . . . , ϕ(xn)
)
∈ Xδ+ηW and the result follows. 
Lemma 5.18. For δ ≤ δ′ ∈ R consider the inclusion maps iδ
′
δ : X
δ
V →֒ X
δ′
V and j
δ′
δ : X
δ
W →֒ X
δ′
W . The
following are commutative diagrams of morphisms of directed simplicial complexes.
XδV X
δ′
V
Xδ+ηW X
δ′+η
W ,
XδW X
δ′
W
Xδ+ηV X
δ′+η
V .
iδ
′
δ
jδ
′+η
δ+η
ϕδ ϕδ′
jδ
′
δ
iδ
′+η
δ+η
ψδ ψδ′
Proof. We prove that the first diagram is commutative (the proof for the second diagram is analogous).
Let x ∈ V . Since iδ
′
δ is an inclusion, (ϕδ′ ◦ i
δ′
δ )(x) = ϕδ′(x) = ϕ(x). Similarly, since j
δ′+η
δ+η is an inclusion,
(jδ
′+η
δ+η ◦ ϕδ)(x) = j
δ′+η
δ+η
(
ϕ(x)
)
= ϕ(x). 
Lemma 5.19. With the same notation as in Lemmas 5.17 and 5.18, for every δ ∈ R, the following
diagrams of morphisms of directed simplicial complexes induce commutative diagrams on homology.
XδV X
δ+2η
V
Xδ+ηW ,
XδW X
δ+2η
V
Xδ+ηW .
iδ+2ηδ
ϕδ ψδ+η
jδ+2ηδ
ψδ ϕδ+η
Proof. Again, we only prove the result for the first diagram, as the proof for the second diagram is
analogous. We show that it is commutative up to homotopy by showing that the maps iδ+2ηδ and
ψδ+η ◦ ϕδ satisfy the hypothesis of Lemma 4.15.
Take a simplex σ = (x0, x1, . . . , xn) ∈ X
δ
V , thus dV (xi, xj) ≤ δ, for all 1 ≤ i ≤ j ≤ n. On the one hand,
iδ+2ηδ is an inclusion, so i
δ+2η
δ (σ) = σ. On the other hand, since ψδ+η ◦ ϕδ is a morphism of directed
simplicial complexes (Definition 4.9),
(
ψ(ϕ(x0)), ψ(ϕ(x1)), . . . , ψ(ϕ(xn))
)
∈ Xδ+2ηV . This implies that
dV
(
ψ(ϕ(xi)), ψ(ϕ(xj))
)
≤ δ + 2η, for all 1 ≤ i ≤ j ≤ n.
24 DAVID ME´NDEZ AND RUBE´N J. SA´NCHEZ-GARCI´A
Now recall that codis(ϕ,ψ) ≤ η, thus for all v ∈ V and w ∈W ,∣∣dV (v, ψ(w)) − dW (ϕ(v), w)∣∣ ≤ η.
Then, for 1 ≤ i ≤ j ≤ n, by taking v = xi and w = ϕ(xj),
dV
(
xi, ψ(ϕ(xj))
)
≤ η + dW
(
ϕ(xi), ϕ(xj)
)
≤ δ + 2η.
As a consequence of the inequalities above, we have shown that for every 0 ≤ i ≤ n,(
x0, x1, . . . , xi, ψ(ϕ(xi)), ψ(ϕ(xi+1)), . . . , ψ(ϕ(xn))
)
∈ Xδ+2ηV .
Therefore, the maps iδ+2ηδ and ψδ+η ◦ ϕδ satisfy the hypothesis of Lemma 4.15, thus they induce the
same map on homology. The result follows. 
We now have everything we need to prove the stability results.
Theorem 5.20. Let Λ be a cancellative semiring such that K(Λ) is a field. Let (V, dV ) and (W,dW ) be
two dissimilarity functions on finite sets V and W . Then, for all n ≥ 0,
dB
(
Dgmn(V, dV ),Dgmn(W,dV )
)
≤ 2dCD
(
(V, dV ), (W,dW )
)
and
dB
(
DgmDirn (V, dV ),Dgm
Dir
n (W,dV )
)
≤ 2dCD
(
(V, dV ), (W,dW )
)
.
Proof. Define η = 2dCD
(
(V, dV ), (W,dW )
)
. By Theorem 2.7, it suffices to show that the persistence
modules Hn(V, dV ) and Hn(W,dW ) (respectively H
Dir
n (V, dV ) and H
Dir
n (W,dW )) are η-interleaved. Com-
paring Definition 2.5 (for ε = η) and Lemmas 5.17, 5.18 and 5.19, the result follows by using the
functoriality of homology and, in the directed case, Proposition 5.4. 
Remark 5.21. Recall from Remark 5.15 that the persistence module Hn(V, dV ) associated to the
directed Rips filtration of (V, dV ) is the persistence module studied in [23, Section 5] for the field K(Λ).
Thus, the remarks made in [23, Section 5.2] hold for these persistence modules, meaning that a result
analogous to Theorem 5.20 would not hold if we were using ordered-set complexes instead of directed
simplicial complexes, as mentioned at the beginning of Section 4. This justifies our definition of directed
simplicial complex (Definition 4.1).
6. Algorithmic implementation of directed persistent homology
Let (V, dV ) be a dissimilarity measure in a set V . In this section we show that the Standard Algo-
rithm for computing persistent homology is applicable to Hn(V, dV ). We also discuss the computational
challenges for calculating HDirn (V, dV ).
6.1. The Standard Algorithm for (undirected) persistence. The Standard Algorithm for the
computation of persistent homology was first introduced in [9] for the field F2 and later generalised to
arbitrary fields in [24]. It was the first algorithm suited for the computation of persistence homology, and
although newer (sometimes only heuristically) faster algorithms have been introduced throughout the
years, they generally require for additional results not yet established in the framework of semimodules
and directed simplicial complexes, such as the use of cohomology or discrete Morse Theory (see [18] for
a nice review and comparison of different algorithms for the computation of persistent homology).
In this section, as a first approach to an algorithmic implementation that could later be extended
to the directed case, we show that the Standard Algorithm can be adapted to the computation of the
persistence diagrams and barcodes of the undirected persistent homology introduced in Section 5. We
use [10, Chapter VII] as our main reference, including for the associated terminology.
Let k be a field and (V, dV ) a dissimilarity function. Write R
Dir(V, dV )δ = X
δ
V , δ ∈ R for the directed
Rips filtration (Definition 5.13). As V is finite, there exists λ ∈ R such that iδ
′
δ : X
δ
V → X
δ′
V is an
isomorphism, for every δ, δ′ ≥ λ. That is, XλV is the final stage of the filtration, and no new simplices
are added when increasing the filtration parameter.
Assume that we want to compute the persistence barcodes of Hk(V, dV ) up to a certain dimension
n ≥ 0. Then, we only need to consider simplices up to dimension n + 1. As V is finite, the number
of simplices in XδV up to dimension n + 1 is finite, say N . We can list them {σ1, σ2, . . . , σN} in such
a way that i < j if σi is a (proper) face of σj, or if σj appears ‘later’ in the filtration. Formally, we
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call the sequence σ1, σ2, . . . , σN a compatible ordering of the simplices if the following two conditions are
satisfied:
(1) if σi is a proper face of σj , then i < j,
(2) if σi ∈ X
δ
V , σj ∈ X
δ′
V \X
δ
V , and δ < δ
′, then i < j.
With a compatible ordering, the set {σ1, σ2, . . . , σk} is always a subcomplex of X
λ
V , for every k ≤ N .
Also, if we represent the differential using a sparse N ×N matrix M over k, where the (i, j)-entry Mij
is the coefficient of σj in the differential of σi, M becomes an upper-triangular matrix: the simplices in
the differential of σi are faces of σi, thus they are represented in rows that come ‘earlier’ than i.
Finally, for each i = 1, 2, . . . , N , we define ai = min{δ ∈ R | σi ∈ X
δ
V }, that is, the index at which
the simplex σi enters the filtration. Equivalently, this is the maximum of the pairwise distances in the
simplex, ai = max{dV (xj , xk) | xj, xk ∈ σi, j ≤ k}. Note that there may be indices i < j such that
ai = aj .
Now recall that, since we are working with coefficients on the field k, Hn(X
λ
V ,k) = ker ∂n/ Im ∂n+1.
The key observation used in the Standard Algorithm is that upon the addition of the simplex σj of
dimension k only one of two things may happen:
• The jth column of M is linearly independent of the preceding columns. As this column corre-
sponds to ∂k(σj), written with respect to the preceding simplices, ∂k(σj) is linearly independent
of the remaining terms in Im∂k, namely, the addition of σj increases the dimension of Im ∂k by
one. As the dimension of ker ∂k−1 remains unchanged, the dimension of the (k − 1)-dimensional
homology is reduced by one. That is, the cycle ∂k(σj) is made trivial, and no further changes
are made to the homology. We say that σj is a negative simplex.
• The jth column of M is linearly dependent of the preceding columns. In this case, the dimension
of ker ∂k increases by one. Indeed, there is a linear combination of columns of M which includes
column j giving raise to a zero column. But since the ith column of M encodes the differential
of σi, this means that there is a chain containing simplex σj with a trivial differential, that is,
there is a cycle containing the elementary chain associated to σj. Equivalently, the entrance of
σj causes the birth of a homology class in dimension k. We say that σj is a positive simplex.
The Standard Algorithm (Algorithm 1) computes the persistent homology at once by reducing the
matrix M using column operations. Let Mj denote the jth column of the matrix M , and write Mj =
(m1j ,m2j , . . . ,mNj) ∈ k
N . Define low(Mj) = max{i = 1, 2, . . . , N | mij 6= 0}, that is, the index of the
lowest (in terms of the matrix representation) non-trivial element in Mj . The reduction is performed
by so-called reducing column operations. Namely, a column operation Mi ←Mi + λMj, λ ∈ k is called
reducing if j < i and low(Mi) = low(Mj), and a matrix is reduced if no reducing operations are possible.
The reduction algorithm goes as follows, where Rj denotes the jth column of R, Rj = {r1j , r2j , . . . , rNj}.
Algorithm 1: Standard persistent homology algorithm
1 Procedure StandardPersistentHomology(M )
2 R←M
3 L← [0, 0, . . . , 0] // L ∈ kN
4 for j = 1, 2, . . . , N do
5 while Rj 6= 0 and L[low(Rj)] 6= 0 do
6 Rj ← Rj − (rlow(Rj),j/rlow(Rj),L[low(Rj)])RL[low(Rj)]
7 if Rj 6= 0 then
8 L[low(Rj)]← j
9 return R
Of course, Algorithm 1 is only one of many possible ways of obtaining a reduced matrix from M ,
and different algorithms may give raise to different reduced matrices. Nonetheless, any reduced matrix
obtained from M provides the necessary information to compute the persistence diagram of Hk(V, dV ),
for every k ≤ n. Indeed, the discussion in [10, VII.1] applies here, showing that low(Rj) is independent
on the reduced matrix R obtained from M . Furthermore, we have the following:
• If Rj is zero, σj is a positive simplex.
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• If Rj is non-zero, the entrance of σj in the complex causes the death of the class created upon
the entrance of σi, where i = low(Rj).
Thus, Dgmk(V, dV ) is obtained from R simply as follows.
• If σi is a k-dimensional simplex and Ri is a zero column such that there exist j for which
i = low(Rj), then (ai, aj) ∈ Dgmk(V, dV ).
• If σi is a k-dimensional simplex and Ri is a zero column but there is no j for which i = low(Rj),
then (ai,+∞) ∈ Dgmk(V, dV ).
Remark 6.1. The time complexity of the Standard Algorithm is cubic in the number of simplices of
the complex. Note however that the number of simplices of a given dimension in a directed simplicial
complex over a fixed vertex set can be significantly higher than it would be possible on a (undirected)
simplicial complex over the same vertex set. It is also worth mentioning that many of the modifications
making this algorithm more efficient, such as those in [10, VII.2] and [6], can be used in this framework.
6.2. On the computation of the directed persistence diagrams. The key idea behind the Stan-
dard Algorithm cannot unfortunately be applied in the directed case. Indeed, as we have seen in Example
5.11, the addition of one single simplex to the filtration may cause the birth of several directed cycles
at once, giving raise to different classes on homology. This seems to indicate that in order to effectively
compute the directed persistence diagram associated to a filtration, it may necessary to compute the
directed cycles that appear whenever a positive simplex is added to the filtration.
In the 1-dimensional case, computing directed cycles reduces to computing lineal combinations of the
elementary circuits in the simplicial complex regarded as a directed graph. The most efficient algorithms
to this purpose are variations of one due to Johnson [14]. Their algorithmic complexity is O
(
(n+e)(c+1)
)
,
where n is the number of vertices, e the number of edges and c the number of elementary circuits.
Preprocessing algorithms for the reduction of the size of the simplicial complexes such as that in [16]
are also not applicable verbatim in the context of semirings. This poses significant challenges on the
computation of the persistence diagrams associated to directed persistence modules which are beyond
of the scope of this paper, and motivate future research directions, such as the ones sketched below.
• Find ways to effectively compute a basis of the vector space of directed cycles that do not require
for the computation of the entire set of elementary circuits.
• Develop preprocessing algorithms to reduce the size of the directed simplicial complexes in the
filtration without changing their homology. Such a task may require the generalisation of toolsets
such as discrete Morse theory or Hodge Theory to semirings, if possible.
• Use these tools to provide a complete efficient implementation of a directed persistent homology
pipeline, and use it to provide new insights in the study of asymmetric data.
We are hopeful that, having provided the necessary groundwork for the study of persistent directed
homology, we are opening up a exciting new area for future research into the topological properties of
asymmetric data sets.
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