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SUMMARY
The idea of stochastic ordering forms a general nonparametric alternative hypothe-
sis in comparative studies, indicating that the two distributions of random variables
X and Y are separated from each other. In the two-sample problem, a measure of
stochastic ordering is theMann-Whitneymeasure, θ = Pr {X > Y }−Pr {X < Y }, which
is a natural probability index for the degree of separation of two distributions. One of
the aims of this thesis is to provide a simple semi-parametricmethod for constructing
boundary-respecting confidence intervals for θ in the case that X and Y are indepen-
dent. The Mann Whitney measure is of interest in stress-strength models, receiver
operating characteristic curves, and non-parametrics generally.
The usual estimate of θ is thewell-knownWilcoxon-Mann-Whitney (WMW) statis-
tic. Previous confidence intervals are based on the Wald formulation, and are not
boundary-respecting. The problem is typical of non-parametric situations where
xi
Summary xii
structural parameters like θ are of interest, but where the appealing exact distribu-
tions of non-parametric theory hold only for one null parameter value, preventing
the formulation of true distribution-free inference for non-null values.
Here, the rankmethod setting, and a result stating that stochastic ordering is equiv-
alent to monotone transformation of location shift, are used to justify assuming that
data derive from a smooth location shift family. Consideration of a number of loca-
tion shift families indicates a suitable class of shapes to model the asymptotic vari-
ance, leading to a rapidly converging iterative confidence interval method based on
roots of quadratics. Results of a simulation study show that the proposed boundary-
respecting confidence interval method, essentially of score type, is superior to other
existing nonparametric interval estimations in the sense that for general continuous
distributional forms, over the entire range of θ, our approach generally yields values
of coverage much closer to the nominal level, with shorter interval lengths.
This proposed two-sample semi-parametric scheme is also adapted to paired data,
where two random variables X and Y are not independent, but collected in pairs.
Here, the counterpart of stochastic ordering is stochastic positiveness, which forms
a general nonparametric alternative hypothesis in paired testing. A natural measure
of stochastic positiveness is introduced as the Wilcoxon sign measure. In this con-
text, we establish a parallel result to the transformation of location shift result for
two sample stochastic ordering, referred to above: a stochastically positive random
variable and its negative can be transformed, by a smooth monotone odd function,
to a symmetric location shift model. This result justifies the assumption in the rank
methods to be developed that the difference variable between pairs, and its negative,
derive from a smooth symmetric location shift model. Moveover, we give a central
Summary xiii
place to the logistic location shift model in developing the boundary-respecting in-
terval procedure for this measure. It is shown that a particular variance-controlling
transformation is an effective device to indirectly manipulate the variance function
of the nonparametric estimate of the theWilcoxon signmeasure to create quadratics,
hence easy calculations for boundary-respecting intervals. Simulation results sug-
gest that this method is reliable and accurate, producing confidence intervals with
coverage close to the nominal levels for any true measure within (−1,+1). This good
performance holds even for Cauchy distributed data.
In this thesis, we also generalize a distribution family from the logistic distribu-
tion, calling it the extended logistic distribution family (ELF), covering a wide range
of symmetric unimodal continuous distribution shapes, from the heavy-tailed side,
the Cauchy distribution, to the light-tailed side, the Uniform distribution. This family
is later used as a starting point to model the asymptotic variance factor of the WMW
statistic in building boundary-respecting confidence intervals for theMann-Whitney
measure. Based on its convenient statistical properties, we develop rank procedures
for one-sample location problems, which can always retain high efficiency for com-
mon symmetric distributions by tuning a parameter based onobservations, reflecting
the tail behavior of underlying distributions. This use of the ELF is further illustrated
by two real data sets.
CHAPTER 1
Introduction
One of the most commonly encountered statistical testing problems is that of de-
termining whether one of two distinct procedures or populations is better than the
other one. This kind of comparative study arises in many different contexts such as
medicine, engineering, economics, biological and sociological research. Does a new
drug fight a disease more effectively than a commonly used drug for patients suffer-
ing hypertension? Is the service life of electric bulbs prolonged by a new technique?
Or, is internet teaching less effective than classical school teaching? All these ques-
tions lead to two-sample statistical tests for scientific interpretations. Manymethods
of two-sample testing have been developed from either parametric or nonparametric
perspectives. A typical parametric method is the well-known t-test in which normal-
ity is assumed and the difference between population means is examined. On the
other hand, for robustness considerations, nonparametric tests are also widely used.
1
2Among these nonparametric procedures, the most frequently used method is the
Wilcoxon rank sum test or equivalently the Mann-Whitney U test in which the usual
aim is to test H0 : the two random variables X and Y being compared have the same
distribution functions, FX = FY . This equality of X and Y in distribution naturally
leads to a general nonparametric alternative H1 : X is stochastically larger than Y .
Such an alternative is of great importance in testing the equality of two procedures
or populations since it allows them to differ in more than one aspect. The idea of
stochastic ordering is that X is larger than Y in a very general way.
Stochastic ordering is defined as follows. The random variable X is stochastically
larger than Y if
FX (t )≤ FY (t ) for all t , with strict inequality for at least some t .
This relation between two distribution functions indicates that X will lead to high
values more frequently than Y and to low values less frequently. Stochastic ordering
assumption is a more general way of modeling "X is better than Y " than the classical
location-shifted model in which one believes that X tends to exceed Y through the
addition of a location shift.
In addition to testing stochastic equality of X and Y , an important issue is how to
measure the degree of stochastic ordering of the two random variables X and Y . In
view of the fact that the larger the degree, the further the distributions FX and FY are
separated, a straightforward measure is defined by θ = Pr {X > Y }−Pr {X < Y }, the
probability that a randomly selected member of population X will exceed an inde-
pendent randomly selected member of population Y , and vice-versa. This is called
3the Mann-Whitney measure because its sample version is the well-known Mann-
Whitney statistic. As we can see, an immediate consequence of X being stochastically
larger than Y is
θ = Pr {X > Y }−Pr {X < Y }> 0
since
Pr {X > Y }=
∫
FY (t ) dFX (t )≥
∫




Pr {X < Y }=
∫
FX (t ) dFY (t )≤
∫
FY (t ) dFY (t )= 1
2
.
More importantly, it is seen that the further away the two distributions are from each
other, the greater are the absolute values of θ. Therefore, under a stochastic ordering
alternative, θ or its one-sided version Pr {X < Y } serve as a quantity for evaluating the
degree of separation of two distributions, and hence the degree of stochastic order-
ing. The use of θ and Pr {X < Y } as measures of stochastic ordering has been recog-
nized in many papers concerning θ; see for example, Vargha & Delaney (2000). Since
FX = FY corresponds to θ = 0, the general nonparametric hypothesis H0 : FX = FY
against H1 : X is stochastically larger than Y can also be investigated through test-
ing H0 : θ = 0 against H1 : θ > 0. Compared with the difference between locations,
which has meaning only to the extent that the scale of measurements has meaning,
the probability θ remains explainable no matter whether there is a reasonable scale
and what scale is used, and is invariant to any monotonic transformations.
As pointed out by Wolfe & Hogg (1971), θ or Pr {X < Y } make more sense to prac-
titioners than the equivalent statements about the difference between means under
the assumption of normality. Using θ allows us to avoid the trap of using normal dis-
tributions when they are obviously inappropriate, due to the availability of estimates
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of θ without distributional assumptions. Also, Halperin et al. (1987) provided a sim-
ilar point of view by emphasizing the ability of Pr {X < Y } to compare two samples
embracing the possibility that two populations of interest may differ in one or more
parameters. In view of these advantages, θ and Pr {X < Y }, as general measures of the
difference between two populations, are of considerable interest throughout Applied
Statistics.
1.1 Applications of Measures of Stochastic Ordering
The considerable interest in θ shown within Applied Statistics may reflect the di-
verse, meaningful applications which it has. For example, an application of Pr {X <
Y } is in assessing the reliability of a component, introduced by Birnbaum (1956) in
workingwith the stress-strengthmodel, anddevelopedbyBirnbaum&McCarty (1958)
and Church & Harris (1970). Suppose, for example, X is the stress affecting a manu-
factured item and Y is the strength of the item overcoming the stress. The reliability
of the component will be determined by the probability θ = Pr {X > Y }−Pr {X < Y }. It
is often of importance to appropriately evaluate θ very close to 1 to ascertain a really
"useful" life of a device.
Another important application of θ is related to the analysis of receiver operating
curves (ROC) which is a popular topic in clinical trials of biomedicine. Let X and
Y be the results of a continuous-scale diagnostic test for a non-diseased and a dis-
eased subject respectively. The ROC curve is a plot of sensitivity, Pr {Y ≥ c}, against
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1-specificity, Pr {X ≥ c}, as the cutoff point c runs through the real line, which is de-
fined by
R(t )= 1−FY (F−1X (1− t )); 0≤ t ≤ 1
where F−1X denotes the inverse function of FX . It can be shown that the area under the
R(t ) curve is exactly Pr {X < Y }, which is themost commonly used summary index of
diagnosis accuracy.
Recently, θ and Pr {X < Y } have been applied more and more in other fields, for
example, to assess psychological stress and determine discriminatory power of rating
systems in finance. See Kotz et al. (2003) for discussion about the usefulness and
interpretability of θ, and further detailed applications. A succinct and comprehensive
review can be found in Zhou (2007).
1.2 StatisticalMethods forMeasuresof StochasticOrder-
ing
The first step forward to analyzing θmust be traced back to the fundamental work
of Wilcoxon (1945), and Mann & Whitney (1947). These authors considered com-
parison of two independent random variables X and Y by testing the hypothesis
H0 : Pr {X < Y }−Pr {X > Y } = 0. Sparked by their work, a series of papers appeared
studying point and interval estimation of θ, spreading across diverse application dis-
ciplines. In these papers, it was common tomake certain parametric assumptions on
the distributions of X and Y .
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Historically, the first underlying distribution family considered in parametric in-
ference for θ is the normal distribution family. Owen et al. (1964) constructed confi-
dence bounds for Pr {X < Y } when random variables X and Y are dependent or inde-
pendent normally distributed. The maximum likelihood estimators (MLE) and uni-
formly minimum variance unbiased estimators (UMVUE) of Pr {X < Y } for this case
were then derived by a number of researchers, among them Church & Harris (1970),
Mazumdar (1970), Downton (1973), Rukhin (1986) and Ivshin & Lumelskii (1995). By
the end of the 1980’s, efficient estimators of θ and Pr {X < Y } had been obtained for
the majority of other common distributions such as exponential by Tong (1974), ex-
ponential families by Tong (1977), Pareto by Beg & Singh (1979) and gamma by Con-
stantine et al. (1986), among others. Recently, some new, less familiar distributions
were considered as well, such as Burr type X by Ahmad et al. (1997), skew-normal by
Gupta & Brown (2001), and generalized gamma by Pham & Almhana (1995). As Kotz
et al. (2003) remarked, it seems that this field of parametric estimation has reached
its maturity.
On the other hand, nonparametric methods have been almost irresistible in de-
veloping statistical inference for θ. This kind of nonparametric method for θ is quite
appealing and important not only because it precedes historically the parametric for-
mulation of the problem in the original work of Wilcoxon (1945) and Mann & Whit-
ney (1947), but also because only trivial distributional assumptions on X and Y are
required so that θ can be studied when the distributions of X and Y are unknown.
It implies that these methods can be used in a number of applications of θ with un-
specified underlying distributions of X and Y .
The development of nonparametric point and interval estimation of θ is mainly
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focused on rankmethods. The initial result of a rank-based approach is theWilcoxon-
Mann-Whitney (WMW) statistic proposed by Wilcoxon (1945) and Mann & Whitney
(1947). This statistic is defined by counting the number of times X precedes a Y in
the combined sample. As the rank estimator of Pr {X < Y }, properties of the WMW
statistic have been discussed by a number of researchers. VanDantzig (1951) demon-
strated that the estimator is the UMVUE of Pr {X < Y } with the variance of the order
O(1/min(m,n)), where m and n are the sample sizes of two samples from X and Y .
Furthermore, Yu andGovindarajulu (1995) showed that the estimator possesses other
important features: it is admissible andminimax under a wide class of loss functions
which can be expressed by the product of the square of the bias and a positive func-
tion of FX and FY .
To assess the quality of rank estimators and derive statistical inference about θ,
several methods have been suggested to estimate the variance of the WMW statistic
and construct interval estimations for Pr {X < Y }. Sen (1967) provided an unbiased
estimator of the variance of the WMW statistic which only depends on the ranks of X
and Y . Another consistent variance estimator was proposed by Govindarajulu (1968)
based on empirical distributions. A Jackknife variance estimator was originally in-
troduced by Cheng & Chao (1984). It was further studied by Shirahata (1993). Gen-
erally speaking, all these estimators are distribution free but somewhat laborious for
practical purposes. Although Fligner & Policello (1981) proposed an alternative, user-
friendlyUMVUE variance estimator, it was subsequently only applied to the Behrens-
Fisher problem in testing the difference betweenmedians.
Utilizing these variance estimates of the WMW statistic, asymptotic confidence
intervals for θ or Pr {X < Y } can be constructed based on normal approximations,
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which are generally of Wald type and given by θˆ± zα/2
√
ˆVar(θˆ), where zα/2 is the α/2
quantile of the standard normal distribution. We refer the reader to Cheng & Chao
(1984) for comparison of the various types of confidence intervals generated by this
technique. Another two alternatives for interval estimations are those based on piv-
otal quantities and the bootstrap method. Halperin et al. (1987) was the first to con-
struct confidence intervals based onpivotal quantities. Bymeans of implicitly assum-
ing a symmetric quadratic curve for the variance function of the WMW statistic, con-
fidence bounds are solved from two equations in terms of Pr {X < Y }. Construction
of confidence intervals has been considered by bootstrapping samples of X and Y as
well. In Cheng & Chao (1984), the percentile method is applied to construct boot-
strap confidence intervals for Pr {X < Y }. Recently, Edgeworth expansion and boot-
strapmethods were also considered by Zhou (2007), in which the confidence interval
is accurate to the order of o((m+n)−1/2) as the combined sample sizem+n→∞.
1.3 Two Problems Existing in RankMethods
As evidenced by the large number of published articles, rank methods have be-
come an important research area not only to evaluate the parameter θ or Pr {X > Y },
but also for investigating non-parametrically other important interpretable parame-
ters in statistics, say, location shift in two-sample problems and concordance mea-
sures such as Kendall’s tau for bivariate data. But statistical inference methods based
on ranks still suffer from some problems, which are not well settled in the literature,
especially the two addressed below.
1.3 Two Problems Existing in RankMethods 9
1.3.1 Non-Null Inference for Measures of Stochastic Ordering
Although only trivial distributional assumptions are necessary for rank methods,
the question of inference for the parameters behind them is clouded by the fact that
exact distribution-free testing may be available only for one single null parameter
value, where permutation or sign-change arguments are valid. Typically, the approx-
imate distributions of estimates for non-null values require knowledge of underlying
distributions, in contrast to the natural desire to derive non-null inference for θ in a
nonparametric fashion. As already reviewed in the previous section, some effort has
been exerted to non-parametrically estimate the variance of the WMW statistic, and
hence construct a Wald-type confidence interval.
Unfortunately, the performance of this type of confidence interval for θ is quite
poor unless sample sizes are very large. Generally, more reliable interval procedures
for bounded parameters are those confidence intervals which respect boundaries in
the sense that confidence limits are always contained in the permissable range of
the parameter of interest–which cannot be ensured for Wald-type intervals. A typi-
cal example of boundary-respecting intervals is the score-type interval for a binomial
proportion; see Brown et al. (2001). However, under nonparametric settings, uncer-
tainty concerning the variance function of the WMW statistic, θˆ, for non-null values
of θ, always prevents formulating score type boundary-respecting intervals. Although
the interval procedure delivered by Halperin et al. (1987) is of score type, it may not
be accurate enough for general distributions since the unknown variance function is
simply assumed, in an implicit way, to be a symmetric quadratic function of the pa-
rameter Pr (X < Y ). More reasonable ways to manage the form of variance of θˆ need
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to be found so that confidence intervals of the meaningful parameters behind rank
methods can be constructed more precisely. For this purpose, a semi-parametric
scheme to construct boundary-respecting intervals will be proposed in the present
thesis.
1.3.2 RankMethods Efficient for a General Class of Distributions
The ability to retain relatively high efficiency, compared to corresponding para-
metricmethodswhose underlying assumptions apparently deviate from the true pat-
tern, is one of the main reasons for applying rank methods in practice. Nevertheless,
it is not always the case that a single rank method can attain high efficiency for every
distribution, nor even for a class of distributions. For example, in one-sample loca-
tion problems, the Wilcoxon signed rank statistic is the most efficient among linear
rank statistics for the logistic distribution; whereas it can be much worse than the
sign test statistic for the double exponential and Cauchy distributions. If the Cauchy
distribution is of interest, the Wilcoxon signed rank test should be replaced by the
sign test for efficiency considerations. It is hence an important issue in Statistics to
develop rank procedures optimal to a type of distribution for specific purposes.
However, it is clearly contradictory to the nonparametric nature of rank methods
to turn to distinct rank procedures for possibly different underlying distributions in
order to gain efficiency. How to improve efficiency without losing flexibility is an in-
teresting problem in building rank methods. A semi-parametric idea to solve this
dilemma is to establish rank methods attaining high efficiency not only for a sin-
gle type of distribution, but for a general class of distributions. While there exist
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many distribution families which can be used, such as the t−distribution family, the
construction of optimal rank procedures may be hampered by their awkward statis-
tical properties, thus creating major obstacles to the implementation of this semi-
parametric plan. In this thesis, we shall, by generalizing the logistic distribution, in-
troduce a class of distributions which covers symmetric distributions from the heavy-
tailed side, the Cauchy, to the light-tailed side, the uniform. Mathematical formula-
tions related to this family are shown to be convenient enough to realize the semi-
parametric aim, particularly for one-sample location problems.
1.4 Main Objectives of The Thesis
The present study was conducted with two aims. The overall aim was to provide
a semi-parametric scheme for statistical inference of the Mann-Whitney measure for
evaluating stochastic ordering where the creation of inference methods for non-null
values is often of interest. The proposed scheme is to be first applied to the situ-
ation where the two random variables X and Y being compared are independent.
For this semi-parametric method, the difficulty is to find a simple but effective way
to manipulate the variance function of the WMW statistic, v(θ) = Var(θˆ). It leads
to a score type interval procedure of solving confidence bounds from the inequality
(θˆ−θ)2/v(θ)≤ z2α/2. To this end, we need:
(1) to nonparametrically estimate the non-null variance of θˆ in an user-friendly
style;
(2) to derive the non-null asymptotic distribution of θˆ;
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(3) to put forward a general class of distributions encompassing both common
symmetric and asymmetric distributions; and
(4) to seek a simple approximation to the variance function of θˆ for the nominated
distribution family.
Then an idea to simplify the processes required above is to justify an assumption of
location-shift models, which we show can be derived from stochastic ordering mod-
els through a monotone transformation. This result is useful in the context of rank
methods, which are invariant to monotone transformation of data. In light of this re-
sult, a general class of distributions defined by the shape of variance functions of θˆ
can be proposed to suggest a simple quadratic-like approximation to v(θ) and hence
easy calculations to construct boundary-respecting confidence intervals for θˆ.
As an extension of this objective, we are also concernedwithmeasuring stochastic
ordering when X and Y are collected in pairs. For this case, we aim to propose a rea-
sonablemeasure for stochastic ordering by assessing whether the difference between
X and Y is stochastically positive. We shall show that a stochastically positive ran-
dom variable can be transformed to a symmetric location-shift model. Additionally,
when applying the semi-parametric scheme introduced for two independent sam-
ples to this measure for paired data, we expect, through a variance transformation,
to give a central position to the logistic distribution in the procedure of producing
boundary-respecting intervals, implying asymptotically full efficiency for the logistic
location shift model.
Within the objectives outlined so far, another goal of the present thesis has been to
seek a class of mathematically tractable distributions, covering a wide range of sym-
metric distributions, amendable to analysis by rank methods. The idea is to generate
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the family from a "standard" distribution in nonparametrics, chosen here to be the
logistic distribution. In addition to its optimality for the well-known Wilcoxon rank
methods, the logistic distribution is preferred because of the closed form expressions
in µ for both θ and v(θ) in the logistic location-shifted model F (x) = G(x −µ), sim-
plifying statistical inference for θ when starting discussions based on the logistic. To
illustrate the uses of the introduced distribution class, which we call the extended lo-
gistic distribution family (ELF), rank procedures for one sample location problems
are to be derived based on it. By fitting underlying distributions to the ELF, the pro-
cedures can be tuned to have high efficiency.
Our focus in this thesis is limited to continuous distributions, whose probability
density functions are of generally regular inverted U shape. Categorical data pre-
senting in some practical situations are not considered. While this implies that all
the methodologies derived in this thesis are directly applicable only to continuous
data, our methods are very generally applicable since continuous numerical mea-
surements are the most common cases in the field of measuring stochastic ordering.
1.5 Organization of the Thesis
The rest of the thesis is organized into four chapters. In the next chapter, Chapter
2, we first introduce a class of symmetric distributions, the extended logistic distribu-
tion family, which will be utilized as an auxiliary tool to derive non-null inference for
θ. The central member of the ELF is the logistic distribution, whose other members
range from the uniform at the light-tailed end to the Cauchy at the heavy-tailed end.
Althoughwewouldmainly take advantage of the capability of the ELF to approximate
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symmetric distributions, the ELF itself is of intrinsic interest, in view of another statis-
tical characteristic, that of generating efficient rank methods for location problems.
In Chapter 3, a semi-parametric scheme is proposed to carry out non-null infer-
ence for those structural parameters behind rank methods, which is applied to the
two sample Mann-Whitney measure θ, whose natural estimator is the WMW statis-
tic. Asymptotic theory of θˆ for non-null values of θ is provided. Also, a simplemethod
for estimating the variance of θˆ is suggested. By analyzing various distributions in the
ELF, a general class of distributions is suggested, whose variance functions canbe eas-
ily approximated by a quadratic-like function. This leads to a score-type boundary-
respecting interval estimation method for the MannWhitney measure.
An important but relatively overlooked issue is how tomeasure stochastic ordering
when two treatments X and Y are compared in pairs. In Chapter 4, the formulation
for this problem is developed through the argument that the differenceD between X
and Y is stochastically positive. A general probabilisticmeasure forD is subsequently
established. Furthermore, it is shown that a stochastically positive randomvariable X
can be transformed by a smooth odd function g to a symmetric location shift model
constituted by g (X ) and g (−X ). Then, through the use of a variance-controlling
transformation for the logistic distribution, the semi-parametric assumption of lo-
cation shift models based on the ELF produces an easily-implemented boundary-
respecting confidence interval procedure for this measure of stochastic positiveness.
Finally, Chapter 5 gives the summary and conclusions of the thesis. Some possible
directions of further research are also discussed.
CHAPTER 2
Extended Logistic Distribution Family
2.1 Introduction
In non-parametric statistics, many appealingmethods are built upon the assump-
tion that the underlying distributions are symmetric. Examples include the well-
known Wilcoxon signed rank test and the Hodges-Lehmann estimate of location in
one sample location models. Among these rank methods, high efficiency is always
related to the logistic distribution. Nevertheless, if normal distributions are consid-
ered, then Wilcoxon methods are not optimal, even asymptotically; see Randles and
Wolfe (1979) for a summary. Therefore, for robustness and efficiency considerations,
other rank tests, asymptotically optimal for different symmetric density functions, are
suggested by various researchers. For instance, the van der Waerden test was intro-
duced and studied by van der Waerden (1952/1953) for the densities of normal type.
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Recently, a rank test of location optimal for the diffuse tailed hyperbolic secant dis-
tribution was also developed by Kravchuk (2005). However, in general it would be
desirable to preserve high efficiency without specifying symmetric distributions in
practice. To this end, an intuitive idea is to make rank procedures constructed to be
adaptive in the sense that they are self-tuning to be optimal in efficiency for a class of
symmetric distributions. Furthermore, they would be expected also to achieve high
efficiency for other symmetric distributions out of the class. Therefore, it is of great
interest for this purpose to seek a general distribution family which covers, as wide as
possible, a range of symmetric distribution shapes.
A suitable symmetric distribution family is the generalized secant hyperbolic dis-
tribuion (GSH), introduced by Vaughan (2002). However, this family is based on the
hyperbolic secant distribution, which is uncommon in rank methods, and was fur-
ther applied to rank methods by Kravchuk (2005) and Kravchuk (2006), only concen-
trating on this family itself. The performance of the suggested procedures for other
symmetric distributions outside the family was never discussed and is unknown.
In this chapter, we aim to examine further this general class of GSH symmetric
distributions, and show how it is generated from the logistic distribution, which is an
important distribution in rank methods because of its full efficiency for well-known
Wilcoxon methods. This family shares a simple common form of probability den-
sity function, with the logistic as the central member, and contains distributions with
longer or shorter tails than the logistic. Thus we call the class the extended logis-
tic distribution family (ELF), including the logistic, hyperbolic secant, Cauchy and
uniform distributions as special cases. In Section 2, some interesting properties of
the class are presented. They all indicate that the proposed family is convenient for
2.2 Extended Logistic Distribution Family 17
mathematical derivations and easily handled in statistical applications. Based on the
ELF, Section 3 develops a rank test of one sample location, which is optimal in effi-
ciency for the proposed class. Furthermore, it is shown to be efficient for other sym-
metric distributions out of the class, and hence greatly improves efficiency compared
to common nonparametric tests. Section 4 suggests a rank estimate of location shift
based on the test in Section 3. The asymptotic and robustness properties of the esti-
mate are also discussed. We further illustrate the proposed class and rank methods
through two examples in Section 5.
2.2 Extended Logistic Distribution Family
For the purpose of generalizing the logistic distribution, we rewrite the probability
density function (pdf) f1 of the standardized logistic as
f1(x)= 1
ex +e−x +2
and observe that this function would remain symmetric even if the constant 2 is
changed to another suitable constant. Therefore, it would be quite reasonable to
think of the constant 2 here as a possible value of a shape parameter, and define a
class of symmetric distributions as follows. Let X be a random variable having abso-
lutely continuous cumulative distribution function (cdf) FK over the real line (−∞,∞)
where K is an index parameter with−1<K <∞. Denote the pdf of FK by fK . Nowwe
say X has an extended logistic distribution if fK is given by
fK (x)= CK
ex +e−x +2K , −∞< x <∞. (2.1)
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whereCK is the normalizing factor.
By assuming K = cosα for −1 < K ≤ 1 and K = coshα for K > 1, the pdf of the




α(ex +e−x +2cosα) , −pi<α≤ 0
sinhα
α(ex +e−x +2coshα) , 0<α≤∞,
(2.2)
where we call α a shape parameter. The index parameter K and the shape param-
eter α are essentially equivalent parameters. It is easy to see that distributions with
different shape parameters in the ELF are all symmetric about 0. Specially, the distri-
bution is the logistic distribution when K = 1 or α= 0 and it becomes the hyperbolic
secant distribution when K = 0 or α = −pi/2. The following theorem shows that the
ELF also includes two special symmetric distributions as limiting cases: the uniform
and Cauchy distributions.
Theorem 2.1 Suppose that X is a random variable having a distribution from the ELF
family with the index parameter K and the shape parameter α. Then we have:
(I ) for K > 1, i.e., α > 0, fα will be the pdf of the convolution between the standard






f1(x− t ) dt , (2.3)
(I I ) X /α converges in distribution to the uniform distribution on (−1,1) as α→∞,
α−1X D−→U (−1,1) as α→∞, (2.4)
and
(I I I ) X converges in distribution to the Cauchy distribution with a scale−sinα asα→
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−pi,
(−sinα)−1X D−→Cauchy(0, 1) as α→−pi. (2.5)
The proof of Theorem 2.1 is given in the Appendix.
Because of the continuity of fα in α, the shape of the pdf of X changes, as α
changes from −pi to ∞, from the extremely heavy-tailed side, the Cauchy distribu-
tion, to the extremely light-tailed side, the uniform distribution, showing that the ELF
includes a very wide range of symmetric distributions.
Remark 2.1 It is worth mentioning that for the case of −1<K ≤ 1, i.e., −pi<α≤ 0, in
comparison to (2.3) in Theorem 2.1, fα(x) can also be expressed by a convolution-like






f1(x− t ) dt . (2.6)
This form of the density function of the ELF simplifies mathematical derivations re-
lated to the family. Some uses of this expression can been seen in deriving statistical
properties of the ELF below.
Applying the convolution-like expressions of the pdf (2.2), it is not hard to obtain
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These two analogous forms of the distribution function for K > 1 and −1 < K ≤ 1










Clearly, this simple inverse function of the cdf Fα is useful for simulation purposes to
generate data following the ELF with given shape parameter α, by inputting a set of
generated Uniform distribution values.
Themoment properties of the ELF can also beworked out by elementary but quite
intensive calculations. Condensed details in the Appendix give the following result.




















































































By the properties of the Riemann zeta function ζ(s) = ∑∞n=11/ns , Theorem 2.2
shows that all the moments and cumulants of the ELF are finite, in contrast to the
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Figure 2.1 Pearson’s kurtosis excess in α for the ELF
nonexistence of higher order moments of t-distributions. In particular, we have












where k2 and k4 are respectively the second and fourth cumulants.
It can be verified that the excess kurtosis γ2(α) is a decreasing function of α for
α > −pi. For −pi < α ≤ 0, it decreases from∞, for the Cauchy distribution, to 1.2, for
the logistic distribution, and for α > 0, it further decreases to −1.2, for the uniform
2.2 Extended Logistic Distribution Family 22
distribution. Since the excess kurtosis is irrelevant to locations and scales of distribu-
tions, the shape parameter α is determined by a univariate monotone function of γ2.
With an ELF-type underlying distribution, a unique member of the ELF can be fitted
to the sample values simply by solving for the shape parameter α from the equation
γ2(α)= kˆ4/kˆ22 (2.12)
where kˆ4 is an unbiased estimator of the fourth cumulant, kˆ2 is the sample vari-
ance or the second sample cumulant and the function γ2(α) takes the form 1.2(pi4−
α4)/(pi2−α2)2 if 1.2 ≤ kˆ4/kˆ22 <∞, otherwise 1.2(pi4−α4)/(pi2+α2)2 if −1.2 < kˆ4/kˆ22 <













In view of the wide range of possible shapes of the ELF and the continuity of the
excess kurtosis function, one would expect to describe the tail behavior of any type of
continuous unimodal symmetric distribution roughly by a member of the ELF. This
indicates that any such distribution could be uniquely matched to a member of the
ELF, due to the monotonicity of the excess kurtosis. For instance, normal distribu-
tions could be associatedwith anELFwithα=piby solving (2.12) at the normal excess
kurtosis of zero. This application of the ELF is of use for the inference, for example,
of rank methods of location, which mainly rely on the type of the distribution, rather
than its scale.
So far, we have discussed a general class of symmetric distributions aswell as some
of its properties. While other statistical properties of the family can be explored, our
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focus in this chapter is the applications of the ELF to rank methods for estimating or
testing location.
Calculations in the Appendix show that the score function f ′α/ fα of the ELF can be











Denote the score function above by ϕ(Fα). We see that ϕ depends on the variable X
only through its cdf Fα. In view of the natural link between empirical distributions
and ranks of observations, we can utilize this simple form of the score function, for
both theoretical derivations and practical uses, when applying ranks in statistical in-
ference. From this standpoint, this form of the score function in an ELF family is
particularly appealing for developing rank methods.
2.3 An Efficient Rank Test of Location Based on ELF
Using the properties of the ELF demonstrated in the previous sections, an asymp-
totically efficient rank test in the one-sample location problem is developed naturally
in this section. It is shown that this test can retain high efficiency for general contin-
uous symmetric distributions. Suppose that X1, ...,Xn is a random sample having the
common cdf of the form Fα(
x−µ
σ
), where µ and σ are location and scale parameters
respectively, i.e., (X−µ)/σ has an ELF(α) distribution. Without loss of generality, tests
of the hypothesis H0 : µ= 0 against the location alternative H1 : µ> 0 are considered.
Let R+i be the rank of |Xi | among |X1|, ..., |Xn |. We consider a simple linear signed rank
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i ) sgn(Xi ), (2.13)
where sgn(x)= 1 if x ≥ 0, otherwise −1, and an(i ) are called scores for location prob-
lems.
Let U (i )n be the i th order statistic of a set of independent observations U1, ...,Un ,
each distributed uniformly over (0,1). As shown by Hájek et al. (1999), an optimal



















whereϕ(·) is the score function of the underlying distribution F andφ∗(u) is the score



















Although φ∗(u) looks quite simple, the optimal an(i ) could not be expressible in
terms of simple algebraic functions due to the nonlinearity of an(i ) inU
(i )
n . Therefore,


























i ) sgn(Xi ). (2.16)
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According to Hájek et al. (1999), the optimal an(i ) approximately equals a∗n(i ) for
sufficiently large n and sufficiently smooth φ∗(·). This implies that the proposed test
would be always an asymptotically optimal rank test for the ELF. In particular, for the







Remark 2.2 Another possible approximation could be





















Observe that a∗n(i ) and a∗∗n (i ) are asymptotically equivalent. But obviously, a∗n(i ) is
preferable because of its simpler expression.













2α(1−cos2α) , −pi<α≤ 0
n(2α− sinh2α)
2α(1−cosh2α) , α> 0.
(2.17)
Note that ϕ(u) is always decreasing in u for any α > 0 and sin(2αu −α), the key
factor in ϕ(u), is increasing in 0 ≤ u ≤ 1 if −pi/2 ≤ α < 0. Furthermore, although
sin(2αu −α) is not monotone in µ if −pi < α < −pi/2, it can be expressed as a fi-
nite sum of square integrable monotone functions. One possible such expression
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for sin(2αu−α) can be found in an Appendix. Thus, by the finite Fisher information
of the ELF for a given α, we obtain the following asymptotic property of S+n from the
application 2 of the theorem 6.1.7.1 in Hájek et al. (1999), that
Theorem 2.3 Let S+n be the statistic defined in (2.16). Denote the variance of S+n by




has a limiting standard normal distribution.
Thus, by the theory of simple linear signed rank statistics, the proposed test with the
critical region {S+n/
√
Var S+n > zα} is the asymptotically optimal rank test for testing
H0 whenever the underlying density is of ELF type, where zα is the upperα percentile
of the standard normal.
However, the reason for introducing the ELF into rankmethods is not only because
of the full efficiency for a given ELF distribution, but because it could allow rank tests
to retain high efficiency for other general, continuous symmetric distributions. Be-
cause of the common simple form and the inclusive range of shapes in the ELF family,
one could expect to approximate any unimodal symmetric distribution by an ELF in-
dexed by the shape parameter. By estimating α from the data at hand, the proposed
rank test promises to be highly efficient even if the true density is not exactly of ELF
type. Therefore, the test constructed based on the ELF would have themost desirable
features of a test in the sense of retaining high efficiency along with robustness. For
practical use, the moment method for estimating α described in Section 2 can pro-
vide an estimate of α to characterize the tail behavior of the underlying distribution.
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Depending on the estimated α, either the linear sine or sinh signed rank test can be
performed. Despite the fact that this moment estimator of α might not be the best
estimate to use to fit the possible underlying distribution for small samples, the test
is robust against misspecification of the true density for a wide range of α, and good
efficiency is expected. With increasing size n, the test is asymptotically fully efficient
for the ELF due to the consistency of the moment estimate of α, and achieve high
efficiency even for non-ELF distributions, as the following discussion shows.
As an illustration, we may compare the proposed sinh(sin) signed rank test (S+)
with the Wilcoxon signed rank test (W +), the sign test (B) and the van der Waerden
test with normal scores Φ−1(1/2+µ/2) (NS) by considering the Pitman relative effi-
ciency (ARE) for several common distributions: the normal, logistic, hyperbolic se-
cant, Laplace (double exponential) and Cauchy distributions. For the normal and
Laplace distributions, ELF distributions given by α = pi and α =−2 are suggested re-
spectively by the kurtosis excess function. As for the Cauchy, we simply use α=−pi to
approximate the Pitman ARE, though the scores could exist only for an α close to−pi.
According to Pratt & Gibbons (1981), the Pitman ARE for the tests of interest can be
provided in terms of the score functions,
ARE=
[∫ 1














where ϕ(u) is the score generating function for the test to be compared with the pro-
posed test and
ϕ(u, f )= − f







The numerator in the ARE expression, commonly called the efficacy of S+, can be




−4αp−α∫∞−∞ cosα(2F (t )−1) f 2(t ) dtp









According to Pitman (1949), a value of ARE larger than 1 indicates that one should
prefer the proposed test to another one. The values of ARE are shown in Table 2.1. As
Table 2.1 ARE of the test with respect to some common nonparametric tests
ARE(S+,W +) ARE(S+,B) ARE(S+,NS)
Normal 1.019 1.528 0.973
Logistic 1.000 1.333 1.047
HSD 1.015 1.234 1.112
Laplace 1.124 0.843 1.327
Cauchy 1.645 1.234 2.323
we can see, the performance of the proposed test is generally much better than the
other tests for ELF distributions. For the two non-ELF distributions: the normal and
Laplace, the efficiency of the test is also close to those of the normal-scores and sign
procedures, which correspond to LMPRT for these two distributions respectively. It is
worthmentioning that for the normal case, the change in efficiency for the test is very
slight when α ranges from 2.5 to pi. Therefore, we still suggest α= pi for approaching
problems in an unified way, although the efficiency is not the highest one among
those with α ∈ [2.5,pi]. In addition, we note that the test statistic is not monotonic in
location for α < −pi/2. As a regular test for this case, the sign procedure for medians
can be used as an alternative at this time.
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2.4 Rank Estimate of Location Shift
In what follows we are concerned with R-estimates of location for shift families
with symmetric densities. Let R+i be the rank of |Xi−µ| among |X1−µ|, ..., |Xn−µ| and
let Sn(µ)=∑ni=1 an(R+i )sgn(Xi−µ) be a general linear signed rank statistic withmono-
tonic nonconstant scores 0 = an(0) ≤ an(1) ≤ an(2) ≤ ... ≤ an(n). Then, it is known
that (1) Sn(µ) decreases by a jump of 2{an( j − i +1)− an( j − i )} at each µi , j = {X(i )+
X( j )}/2, 1 ≤ i ≤ j ≤ n; and (2) its distribution is symmetric about zero if µ is the true
location of X , with Sn(−∞) = −∑ni an(i ) and Sn(∞) =∑ni an(i ); see Hettmansperger
(1984). According to Hájek et al. (1999), an optimally efficient R-estimate of location
µ, can be constructed based on Sn with scores given by (2.14), essentially by solving
Sn(µ)= 0. Therefore, the optimal R-estimate of location for the ELF is defined by
µˆs = 1
2
[sup{µ : S+n (µ)> 0}+ inf{µ : S+n (µ)< 0}] (2.20)






i )sgn(Xi −µ) and a∗n(i ), 1 ≤ i ≤ n, are the optimal scores
defined in Section 2.3.
We see that the estimator is well defined for α ≥ −pi/2, because of the mono-
tonicity of a∗n(·), implying that S+n (µ) is a decreasing step function in µ. However,
for −pi < α < −pi/2, there could exist potential problems in estimating µ due to the
non-monotonicity of a∗n(·). Thus, we discuss the regular case for α ≥ −pi/2 first and
then the behaviour of the estimating function S+n (µ) for −pi<α<−pi/2.




ωi , j sgn(µi , j −µ), (2.21)
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where ωi , j = {a∗n( j − i +1)− a∗n( j − i )}, which can be viewed as a weight assigned to
the pair i ≤ j . Recall the Hodges-Lehmann estimate of location, which is the median
of the Walsh averages {µi , j }, 1≤ i ≤ j ≤ n. The proposed rank estimates are weighted
medians of the Walsh averages, where µi , j is accorded weight ωi , j . This makes sense
if a∗n is monotone increasing and all the weights ωi , j are nonnegative. Here, differ-
ent α values, applied in scores a∗n(i ), 1 ≤ i ≤ n, correspond to different weighting
schemes, each being optimal for a particular underlying distribution. We summarize
them below.
Forα> 0,ωi , j is increasing in j−i , showing that the further apart the pair i < j are,
themore the weight assigned to µi , j . As α increases to infinity, the scores in S+n (µ) die
away to zero quickly, indicating that for large α, the estimate µˆs tends towards {X(1)+
X(n)}/2, the MLE of location for the uniform distribution. This is expected in view
of Theorem 2.1 (I I ). For the special case α = 0, equal weights (n+1)−1 are assigned
to every pair, leading to the Hodges-Lehmann estimate. For −pi/2 ≤ α < 0, ωi , j is
decreasing in j−i , showing that the further apart the pair i < j are, the less the weight
assigned to µi , j .
However, for−pi<α<−pi/2, S+n (µ) can benon-monotonic andhence does not sat-
isfy Pitman regularity, because of the non-monotonicity of a∗n(i ) for 0≤ i ≤ n, which
is increasing for values less than−0.5{(n+1)pi/α}, but decreasing after that point. This
indicates thatωi , j could result in jumps upward in S+n (µ) at µi , j when i and j are sep-
arated far from each other. Theoretically, there could exist more than one solution
of S+n (µ)= 0, all consistently converging to the true location parameter. However, we
can always expect a nearly unique solution in practice due to the intensively center-
ing pattern of heavy-tailed distributions and the triangular frequency distribution of
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j − i , implying that lots of jumps downward occur around the locations µi , j for small
j − i ’s, and few jumps upward occur at µi , j for large j − i ’s. In addition to there be-
ing many more downward than upward jumps, the size of the downward jumps are
largest for small j − i , where their frequency is greatest. These effects make the es-
timating function move downward in a general way and cross the line zero sharply
with some bumps only around both ends of S+n (µ) values. In fact, unique solutions
always occurred in the following numerical study.
We consider the Cauchy distribution with the location µ= 5 and the scale param-
eter σ = 1 and three different sample sizes 20, 50 and 100. For each case, 10,000
random samples are generated. To compare the estimate µˆs with some commonnon-
parametric estimates of shift, the ratios of themean square errors (MSE) of the sample
median, the Hodges-Lehmann estimate and the trimmed mean estimate suggested
by Vaughan (1992), to the MSE of the proposed rank procedure as the denominator,
are computed and listed in Table 2.2. Note that generally iterative methods, e.g., lin-
ear searches, are necessary to look for µˆs : no general exact expression exists for µˆs ,
as the counting form of the Hodges-Lehmann estimate. Simulation results show that
Table 2.2 Simulation results on the relative efficiency of the proposed R-estimate µˆS
with respect to the samplemedian (M), the Hodges-Lehmann estimate (H-L) and the
trimmedmean estimate (T) for the Cauchy distribution
n M H-L T
20 1.015 1.613 1.090
50 1.148 1.607 1.115
100 1.184 1.596 1.174
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the proposed rank estimate greatly outperforms the Hodges-Lehmann estimate and
improves over the median estimate and the trimmed mean estimate for heavy-tailed
distributions.
To assess the robustness properties of the estimator, we consider the influence
curve (IC) developed by Hampel (1974) from the theory of Von Mise differentiable
functions, as a measure of stability of inference procedures to outliers. A bounded IC
value of an estimate implies it is resistant when a single outlier is introduced. Accord-
ing to Hettmansperger andMcKean (1998), for a symmetric distribution F with pdf f ,
the influence curve for the proposed rank estimator of location µ based on the signed
rank statistic is
IC(x;F )= ϕ(F )∫
ϕ










cosh{α(2F (x)−1)} f 2 dx , α> 0.
(2.22)
See also Huber (1981) for the connections between the Gaˆteaux derivative of a func-
tional and the influence function. Since the influence function is bounded provided
the score function is bounded, the rank estimator proposed based on the ELF is ro-
bust for a given α value.
For the rank estimator (2.20) generated from a monotone score-generating func-
tion φ∗ with α ≥ −pi/2, the asymptotic breakdown point can be calculated to fur-
ther evaluate its robustness quantitatively, which gives the limiting fraction of data
corruption the estimator can cope with. As derived by Hettmansperger and McKean
(1998), the asymptotic breakdown value, ε∗, of the estimate, based on the signed rank
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statistic, can be solved from∫ 1−ε∗
0

























which will be ε∗ = 1− 1/p2 as α→ 0, the breakdown of the Hodges-Lehmann esti-
mate. A figure 2.2 shows that for α < 10, the estimate based on the sinh (sin) scores













Figure 2.2 Asymptotic breakdown points for the proposed rank estimator with α≥
−pi/2
has breakdown which is positive throughout α>−2 but nearly zero for large α. Note
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that the special case of α=pi, implied by a normal distribution, has breakdown 0.196
and bounded influence function, in contrast to the unbounded influence curve of
the normal scores. Since the normal scores estimate loses its high efficiency very
quickly due to only a small amount of contamination, the rank estimator proposed
in this section is recommended to replace the normal scores, without much loss in
efficiency, for practical use.
From the fact that the rank estimate µˆs is derived from the proposed one sample
test based on linear rank statistics, it can be denoted as a statistical functional T (Fα)
evaluated at the empirical cdf. Following the asymptotic results about R-estimates in
Huber (1981), we obtain
Theorem 2.4 Let F be the true symmetry cdf of X with pdf f . Suppose µˆs is the rank
estimate (2.20) of location µ of X for a given α. Then, it follows that
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cosh{α(2F (x)−1)} f 2(x) dx]2 , α> 0.
(2.27)
Since S+n (µ) is nonincreasing in µ for α ≥ −pi/2, a (1−δ)100% confidence interval
(µˆL , µˆU ) can be constructed by inverting S+n (µ),
µˆL = inf{µ : S+n (µ)< c} (2.28)
µˆU = sup{µ : S+n (µ)> c} (2.29)
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where c is determined by Pr {|S+n | < c} = 1−δ. As for the case of −pi < α < −pi/2, we
couldmodify S+n (µ) as suggested by Kravchuk (2005), replacing it by S˜+n (µ), so that the









Statistical inference for extremely heavy-tailed distributionsmight be carried out based
on S˜+n (µ). Once a confidence interval for θ is obtained by inverting the Pitman reg-
ular estimating function S+n (µ) or Pitman-regularized estimating function S˜+n (µ), the





where L is the length of the confidence interval, and zα/2 is the corresponding normal
critical value. See Hettmansperger andMckean (1998) for a proof of this result.
Under the natural symmetric distributional assumption of location problems, one
can expect that the efficiency results for testing, as shown in Section 2.3, will carry
over to this estimation method, for which the estimating functions are automatically
adjusted by self-tuning the parameter α to fit an ELF. For data drawn from an ELF,
this estimate will have high efficiency even with minor misspecification of α. For
data drawn from non-ELF distributions, the efficiency result for testing in Section 2.3
suggest that the ELF-based estimates proposed here will still have good efficiency. In
addition, the proposed estimates are robust. They constitute an appealing alternative
to the popular parametric and nonparametric estimators at present.
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2.5 Examples
To illustrate the uses of the ELF in rank methods, two real data sets are analyzed
in this section. For comparisons, the results are presented together with some other
existing methods in one sample problems, e.g., the Wilcoxon signed-rank method.
Example 1. The Consumer Expenditure Survey, published by the U.S Bureau of Labor
Statistics, shows that the mean consumer expenditure for entertainment was $1422
in 1990. A group of data with size 50 on the expenditures for entertainment in 1996
was collected and listed in Weiss (1997, page 560). The main question is whether the
mean expenditure for entertainment has changed from the 1990 mean.
As suggested byWeiss (1997), the normal probability plot and histogram show that
it is reasonable to presume that the distribution of the expenditures for entertainment
X is non-normal and approximately symmetric. Thus, a robust procedure for testing
location shift would be preferred although the z-test based on normal distributions
could be used here because of the large sample size. TheWilcoxon signed rank test is
definitely a good choice for this situation, yielding the test statistic valueW = 682.5.
The corresponding p-value 0.6675 indicates that there is not a significant change in
the average expenditure for entertainment in 1996 from the 1990 mean.
However, the sample kurtosis coefficient 2.05 suggests that the shape parameterα
of the population distribution is less than 0. Further, themomentmethod in section 3
gives an approximate α value −1.607, which implies that the underlying distribution
might be not close to a logistic distribution. Consequently, the Wilcoxon method is
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perhaps not highly efficient. To improve the efficiency, the proposed testing proce-
dure could be performed. By applying the moment estimator −1.607 of α, the linear
sine signed rank statistic S+n can be readily computed under the null hypothesis. Also,
the variance of S+n in (2.17) can be estimated by replacing α with −1.607. The result-
ing value S+n = 2.768 together with V̂ar(S+n )= 25.595 results in a p-value 0.584 from its
asymptotic properties.
Note that the estimator of α is quite close to −pi/2, implying that the distribution
of interest is approximately hyperbolic secant. For convenience of computation, αˆ
may be taken as −pi/2 without much loss of efficiency.
Example 2. We consider Darwin’s data on the differences in height between cross-
and self-fertilized Zea May Plants for the proposed rank estimate of location. The fif-
teen differences in inches are displayed in Figure 2.3(a). By assuming normality, this
data set was discussed and summarized by its arithmetic mean X¯ = 20.93 in Fisher
(1971). However, from the distribution of the data points, the normal distribution as-
sumption is questionable. See also an analysis of this data set by Box & Tiao (1968)
for techniques to detect outliers.
For a robust estimate, Tiku et al. (1986) applied the 10% trimmed mean to this
data set by removing the 10% largest and the 10% smallest observations. The trimmed
mean of the remaining values is 27.71 given by Tiku et al. (1986). Vaughan (2002) also
analyzed this data using the modified maximum likelihood estimate (MMLE) based
on the GSH. The author suggests using the GSH with the usual coefficient of kurto-
sis EX 4 = 5, i.e., the Pearson’s kurtosis coefficient 0.72, to fit the data. The MMLE
is then applied to this GSH distribution to give a parametric estimate of location,
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Figure 2.3 The Darwin’s data: (a) univariate sample of fifteen differences and (b) six
location estimates. X¯ = arithmetic mean; M = median; µˆS = linear sinh signed rank
estimator; H-L = Hodges-Lehmann estiamtor; µˆV = modified maximum likelihood
estimate by Vaughan; and 10%= 10% trimmedmean.
which is µˆV = 25.12. The other two well known robust estimators: sample median
and Hodges-Lehmann (1963) estimator, are also computed and presented in Figure
2.3(b).
To yield a more robust estimate of location µ with high efficiency, we shall apply
the proposed estimating equation (2.20) derived from the ELF to the Darwin data.
By the sample kurtosis coefficient 0.606 and the moment method for estimating α,
we may approximate the tail behavior of the underlying distribution by an ELF with
αˆ= 1.802. This leads to the linear sinh signed rank estimate equation for estimation of
location in (2.20). Regular iteration can quickly provide the solution to the estimating
equation, giving µˆS = 24.06.
Summarizing the various estimates above, we note that the arithmetic mean is
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clearly separated from the other results. As a parametric estimate, µˆV greatly im-
proves the estimation by assuming a GSH distribution although it may not be resis-
tant to outliers. In contrast, the robust procedures result in quite different estimates,
indicating different extent of robustness provided by them. Affected by the large value
56, the 10% trimmed mean lies far away from the other robust estimators. It is seen
that the linear sinh signed rank estimator is rather close to the median and located
to the left of the Hodges-Lehmann estimator. This could show that the proposed es-
timate gives less emphasis to large values on both sides than the Hodges-Lehmann
estimator.
2.6 Summary
The proposed extended logistic family is technically equivalent to the generalized
secant hyperbolic family suggested by Vaughan (2002). However, we generate it from
the logistic distribution, which has central importance in rank methods. Also, the
convolution-like expression of the pdf of the family in terms of the logistic pdf greatly
simplifies mathematical derivations for the ELF as well as statistical inference based
on it, and hence makes it sensible to refer to the logistic distribution. The availabil-
ity of the moment estimate of the shape parameter αmakes rank procedures based
on the ELF become self-adjusted in the sense that they are not only fully efficient for
a given ELF, but also an improvement over other rank methods of location by tun-
ing α to be the one highly efficient for the underlying distribution, even for non-ELF
distributions. This provides robust methods having high efficiency.
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The estimation of and inference about a location parameter are among the most
common one-dimensional problems. By focusing on this simple framework, appli-
cations of the ELF are explored as a first steppingstone to understanding the ad-
vantages of the proposed class of rank methods, with the purpose of generalizing
the methods obtained to more complex problems. The approaches constructed for
one-dimensional location show their value in higher-ordermodels andmulti-sample
problems. However, it is beyond the scope of this thesis to discuss these possibilities
further. In the next chapter, we shall apply the ELF class of symmetric distributions to
the problemofmeasuring theMann-WhitneymeasurePr {X < Y } nonparametrically,
where the detailed distributions of two variables X ,Y to be compared are generally
unknown.
CHAPTER 3
Non-Null Inference for The Mann-Whitney Measure
3.1 Introduction and Outline
An appealing and sometimes overlooked feature of non-parametric methods is
that the parameters which arise naturally often have a direct, interpretable meaning.
Examples are location shifts, some concordance measures occurring in rank corre-
lation, and the probability index of the present chapter, θ = Pr {X > Y }−Pr {X < Y },
where X ,Y are random observations from two populations being compared.
As reviewed in Chapter 1, both θ and its equivalent one-sided version Pr {X > Y }
are of substantial interest and usefulness in various subfields of scientific disciplines.
They thus have been studied extensively in different contexts andwith different titles.
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For example, "stress-strength" models in modern psychology and reliability of engi-
neering, area under Receiver Operating Characteristic (AUROC) curves in medicine,
recently size of treatment effect in clinical trials, not tomention purely statistical two-
sample problems in which θ is called the Mann-Whitney measure.
The natural nonparametric estimate θˆ of θ, is the well-known Wilcoxon-Mann-
Whitney statistic. Except for those papers devoted to testing null hypothesis H0 : θ =
0 for the aim of testing H0 : FX = FY , justifying permutation theory in rank meth-
ods, a recent focus in the literature has been on non-null inference for θ; see for
example, Halperin et.al (1987), Mee (1990), Hamdy (1995), Edwardes (1995), Bakl-
izi (2006) or Newcombe (2006a, 2006b), and references therein. This is due to the
fact that an interval estimation of θ provides much more information for practical
use. Before proceeding to discuss these specific methods, it is desirable to keep in
mind the fact, as commented by Harris & Soms (1983), that in very many applica-
tions, it is values of θ near to +1 or −1 which are of particular interest, well away
from the region near θ = 0 where the permutation assumptions of distribution-free
testing are valid. Hamdy (1995) extended Halperin et al. (1987), based on an im-
plicit quadratic assumption for the variance of a pivotal quantity (3.1), and Zhou
(2007) applied bootstrap and Edgeworth expansion methods. But in other papers
confidence intervals are usually of Wald-type, namely with end-points of the form
est imate ± (z − value)× (standard er ror ), which may stray outside the interval
(−1,+1) of permissible θ values, and which, therefore, are not boundary-respecting.
Generally speaking, confidence procedures with boundary considerations tend to be
more reliable and accurate, as pointed out by Efron & Tibshirani (1993), in which this
property is referred to as the range-preserving property. See also the comments in
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Brown et al. (2001) about score-type confidence intervals for a binomial proportion.
In a completely non-parametric setting, to be able to construct boundary-respecting
confidence intervals, bootstrap-based percentile methods might be applied. Baklizi
(2006) showed, via simulations, that the bias corrected and accelerated interval (BCa)
appeared to have the best performance among the asymptotic and resampling-based
intervals considered for Pr {X < Y }. However, percentile methods including the BCa
interval still suffer frompoor coverage accuracy for small samples, not tomention the
trouble caused by the intensive computation, which can be seen in Baklizi (2006) as
well as the simulation results presented in Section 3.7 of this Chapter. In the present
chapter, a semi-parametric scheme is therefore proposed to establish a boundary-
respecting interval for θ in the spirit of score-type intervals for bounded parameters
in parametric analysis. It is much simpler than bootstrap-based methods in compu-
tation, and also more precise in coverage accuracy than the other existing interval
methods, even for small samples.
The difficulty for the method is that nothing is known about the function v(θ) =
Var(θˆ) apart from at the specific null value θ = 0. Yet some knowledge of v is needed




for θ, where the standard normal z-value controls the coverage level. A fundamental
assumption is that the two underlying distributions of X and Y are all continuous.
To deal with this difficulty we start in Section 3.2 with a result that stochastic or-
dering is equivalent to amonotone transformation of location shift. The resulting dis-
cussion continues in Section 3.5, and leads to a proposed family of plausible shapes
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for the function v , based on location shift families, i.e., this transformation result jus-
tifies considering location-shifted families. A method of fitting these curves, and the
consequent iterative confidence interval solution to (3.1), are contained in Sections
3.5 and 3.6, with a bootstrap-based remedy to further improve the proposed inter-
val method for θ around the origin point. Section 3.7 provides simulation results to
compare the performance of different confidence intervals in terms of attainment of
the nominal coverage level and expected length. We further illustrate the proposed
method through an example in Section 3.8. Sections 3.3 and 3.4 contain necessary
pre-cursor material on non-null asymptotic theory and estimation of components of
v(θ), needed to carry on the discussion.
3.2 Transformations of Location Shift
In order to formulate some reasonable semi-parametric assumptions to facilitate
measuring the degree of stochastic ordering between two variables, in other words
the extent of a generally smooth monotone movement from one distribution func-
tion to another, we here consider only strict stochastic ordering, formally defined as
follows. If X ,Y are random variables with distribution functions F,G respectively,
then X is stochastically larger than Y if F (x) < G(x) for all x. This consideration is
quite natural particularly when we focus on high values of θ indicating a clear sepa-
ration of two distributions.
Other situations, exemplified by an observation order like X X X Y Y Y Y Y Y X X X,
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suggest possiblemixturemodels, and are excluded. This stochastic ordering assump-
tion means that the case θ = 0 implies identical distributions for X ,Y , the usual null
hypothesis behind the exact distribution-free tests of non-parametric Statistics.
Next, appeal ismade to a result, stated as Theorem3.1, and proved in anAppendix,
that,
Theorem 3.1 two-sample stochastic ordering is equivalent to amonotone transforma-
tion of location shift.
This result is useful in the context of rank methods, which are invariant to monotone
transformations of data. Thus in using rank methods we may assume that the two-
sample data derive from a location shift model.
The simplicity of the location shift model suggests using location shifts, and the
consequent differences in extent of stochastic ordering, to model how to generate a
range of different θ-values, and the accompanying values of the variance function v .
It should be emphasized that this is an arbitrary conceptual step, relying on the
intuitive appeal of the location shift model as a way of generating a continuum of
stochastic orderings both stronger and weaker than the one reflected in the data.
Strictly speaking, it is only this one true location shift, which generates the data, about
which any statistical information is really available.
As shown in Section 3.3, a symmetric location shift family yields a variance func-
tion v which is symmetric on (−1,+1). Equal sample sizes also produce symmetric v .
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However, a combination of unequal sample sizes and skewed location shifted distri-
bution will yield an asymmetric shape for v .
Thus the sample sizes and the form of the underlying location shifted distribu-
tion determine the functional form of v . To consider the possibilities, we shall start
by considering the extended logistic family introduced in Chapter 2, whose central
member is the logistic distribution, and whose other members range from the uni-
form at the light-tailed end, through the logistic to the Cauchy at the heavy-tailed
end. Having the logistic distribution as the central member is appropriate because it
is canonical for rankmethods, being the distribution of errors for which linear model
Mann-Whitney rank methods achieve full efficiency.
Section 3.5 discusses the form of the variance function v for this representative
family, and for other skew shapes such as the Gumbel extreme-value distribution and
Beta distributions. Over these and other cases v can be well-approximated by the
family of shapes represented by (3.19), which is then used in later Sections to develop
the confidence interval method.
3.3 Non-null Asymptotic Properties
This Section states the key non-null large sample result for the estimated Mann-
Whitney measure, and representations of its variance.
Let X -sample observations be X1, . . . ,Xm and Y -sample observations be Y1, . . . ,Yn ,
where the continuous distribution functions for the two sampled populations are F,G
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respectively. The Mann-Whitney measure is θ = Pr {X1 > Y1}−Pr {X1 < Y1}. It is esti-
mated by the Mann-Whitney statistic, θˆ = (mn)−1∑i , j sgn(Xi −Y j ).








Theorem 3.2 Let m,n → ∞, with m/(m + n) → p, where 0 < p < 1, and let ω21 =
VarF (G) =
∫
G2dF − (∫ GdF )2,ω22 = VarG (F ) = ∫ F 2dG − (∫ FdG)2. Then pm+n(θˆ−








The result is well-known and the proof is a routine application of Hajek’s projection
method; see Hettmansperger &McKean (1998).
Suppose that F,G are related by location shift, i.e., that F (x)=G(x−µ) for all x and
some µ. Then, allowing the shift µ to vary generates different values of θ and hence
of ω21 and ω
2
2. If we write ω
2(θ)=ω21, it follows that ω2(−θ)=ω22, from replacing µ by
−µ, or equivalently by swapping the roles of F,G .
Theorem 3.3 Suppose that F,G are both symmetric distribution functions, and are re-
lated by location shift. Then ω21 =ω22 =ω2, and the asymptotic variance s2 in (3.3) has
the form s2 = 4ω2/{p(1−p)}.
Proof. Under the location shift model, VarF (G) =
∫
F 2(x +µ)dF − {∫ F (x +µ)dF }2,
while the expression VarG (F ) is the same with µ replaced by −µ. In the expression for
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VarG (F ), use the symmetry of f = F ′ to replace x by −x, and then apply F (−x −µ) =
1−F (x +µ). Simple manipulations then show that VarF (G) = VarG (F ) = ω2, and the
Theorem follows from (3.3).
3.4 Variance Estimates










= (mn)−1{4ω21(n−1)+4ω22(m−1)+ (1−θ2)}; (3.4)
see Halperin et al. (1987) for example. In the proof of Theorem 3.2, the projection
method shows that S =∑i E(θˆ|Xi )+∑ j E(θˆ|Y j ) is asymptotically equivalent to θˆ, and,
being a sum of independent, identically distributed random variables, is asymptoti-
cally normal.
Themain contributors to the terms in Var(θˆ)= v(θ) areω21 andω22, proportional to
the variances of E(θˆ|Xi ) and E(θˆ|Y j ), whose sample versions are the observable quan-
titiesUi = n−1∑ j sgn(Xi−Y j ) andV j =m−1∑i sgn(Xi−Y j ); note that U¯ = V¯ = θˆ. Thus
it seems that the sample variances among the {Ui } and {V j } may lead to estimates of
ω21,ω
2
2 and hence v(θ). This is true, although care is needed because the {Ui }, {V j } are
not independent. This dependence, and the subsidiary end term in (3.4) need to be
considered. Then, an elementary calculation based on (3.4) establishes
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It can be verified that the variance estimators proposed in Lemma 3.1 are asymp-
totically equivalent to the corresponding empirical estimates, derived by replacing
the distributions in these parameters with the empirical ones. It is therefore consis-
tent and asymptotically as efficient as the variance estimator suggested by Fligner &
Policello (1981). However, our estimator is unbiased, and hence comparable with the
UMVUE estimator of the variance given in Zaremba (1962), but clearlymuch easier to
handle. More importantly, our estimator depends only on ranks, which implies that
it is applicable even after monotonically transforming the data.
Combining the variance estimate and the asymptotic property of θˆ would natu-




However, our aim is to developboundary-respecting confidence intervals, in the spirit
of score-type confidence intervals first discussed by Wilson (1927), whose limits are
always contained in the permissible range of θ, which is a property that Wald inter-
vals do not necessarily have. To this end, we shall start from considering the extended
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logistic family in the next section to approach this problem, and generalize the result
to a family including both common symmetric and asymmetric continuous distribu-
tions.
3.5 Estimated Variance Functions
3.5.1 Extended Logistic Family and the Variance Factor
As discussed in Section 3.2, it is reasonable to envisage two-sample data as mono-
tone transformations of observations froma location shiftmodel, where the common
location-shifted distribution has a smooth, regular shape. Hence, the advantages of
the extended logistic family introduced in Chapter 2, for our present purpose, lie in
the fact that the family covers a wide range of continuous symmetric unimodal dis-
tributions, from the uniform as the extreme of light tailed behavior to the Cauchy at
the other extreme of heavy tailed behavior. The representative special cases, for in-
stance, the logistic, the hyperbolic secant, the uniform and the Cauchy distributions,
are analytically tractable enough for the form of the asymptotic variance factor ω2 as
a function of θ to be derived.
Generally for two ELF distributions F andG related by location shift µ, i.e., F (x)=
G(x−µ) for all x and some µ, we have, by means of the convolution form of the ELF,
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t dt , named as Dilogarithmsis, is a special function which
is not expressible in terms of elementary functions. See also Andrews (1999) for more
details. Connecting (3.9) with (3.2), θ is a function of µ, and hence ω2 can be a con-
tinuous function of θ. However, ω2(θ) will usually be complicated for symmetric dis-
tributions including the ELF. An approach to this problem is to express both θ andω2
as functions of the location shift µ, after which ω2 can be expressed as a function of
θ.
In particular, we have














• for the hyperbolic secant distributionG(x)= 1− 2
pi
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, −1≤µ≤ 0 (or −1≤ θ < 0)
−3µ4+8µ3−6µ2+1
12
, 0<µ≤ 1 (or 0≤ θ ≤ 1).
(3.17)
Among these distributions, ω2(θ) cannot be expressed as an elementary function of
θ, nor even of µ except for the logistic and uniform distributions, and has to be cal-
culated by numerical integration. The logistic distribution is thus endowed with spe-
cial meaning in this area because of its closed-form expressions for both θ and the
asymptotic variance factor ω2. The corresponding curves of ω2(θ) for these distribu-
tions from the ELF are then shown in Figure 3.1.
These curves are smooth, symmetric, and nearly, but not strictly quadratic with
some departures from concavity around endpoints. By noting that ω2(0) = 1/12, an
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Figure 3.1 ω2(θ) for the Logistic, Cauchy, Uniform and Hyperbolic secant distribu-
tions
immediate idea to approximate these curves is to tune the power 1 of the purely sym-
metric quadratic to other values so as to change the concavity-convexity properties
of the curves. This suggests a simple algebraic form of the variance factor ω2, which
is the key to score-type intervals shown in Section 3.6,
ω2(θ)= 1
12
(1−θ2)c ; c > 0 (3.18)
Different values of c correspond to different shapes of v(θ)= Var(θˆ) for the location-
shifted models based on the ELF.
Since the tail-behavior of any unimodal continuous symmetric distribution can
be reasonably described by the ELF, which covers a wide range of tail-shapes for sym-
metric distributions from the extreme light side, the Uniform, to the extreme heavy
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(1 − x2)c 12;c=(1.2,0.8,1.4,1.15,1.3)
Figure 3.2 Fitted variance factors for the Cauchy, hyperbolic secant, logistic, uni-
form and normal distributions
side, the Cauchy, one can expect to fit (3.18) to other unimodal symmetric distribu-
tions out of the family through approximating an ELF to the underlying distribution,
for example, the normal location-shifted model. The fitted lines are shown in Fig-
ure 3.2. See also, in Figure 3.3, an approximation of the proposed function to ω2 for
the Laplace (double exponential) distribution, which has been used quite commonly
as an alternative to the normal distribution in robustness studies; for example, see
Andrews et al. (1972).
Symmetric distributions including the extended logistic family and others lead to
symmetric ω2. On the other hand, a non-symmetric location-shifted F will lead to
3.5 Estimated Variance Functions 55














ω2 for the Laplace distribution
(1 − x2)1.1 12
Figure 3.3 Fitted variance factor for the Laplace (double exponential) distribution
non-symmetricω2. As an illustration of a typical skew shape, the curve when F is the
Gumbel extreme-value distribution is plotted in Figure 3.4, given by ω2 = (1−θ2)(1+
θ){4(3+θ)}−1. It shows an inverted U-shape, with different extent of departures from
concavity on the ends of the range of θ values.
In view of the very good fit of (3.18) to variance curves for symmetric distributions,
where the same departures from concavity at both ends is controlled by one param-
eter c, it is therefore reasonable to generalize the approximation (3.18) by controlling
the changes of concavity-convexity with different parameters on different ends of θ.
This naturally leads to a plausible family of shapes for ω2, given by the expression
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where c1,c2 > 0. Here, the cases c1 <,= or> c2 correspond to a shape which is skewed
to the left, nearly symmetric, or skewed to the right, respectively.
It can be seen from Figure 3.5, that ω2(θ) for the Gumbel distribution is well fitted
by (3.19). Applying the regularized incomplete beta function, we can also present the
approximations for someBeta distributions, which are shown in Figure 3.6. Generally
speaking, the family whose variance factor can be approximated by (3.19) covers a
quite wide range of distributions, including both common symmetric and common
asymmetric distributions, for which the requirement is only the regular inverted U-
shape of the variance function. As exceptions, the Beta distributions whose densities
are U- or J-shapes are not considered in this family, in that the associated variance
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ω2 for the Gumbel distribution
fitted line by(1 + x)1.8(1 − x)1.1
Figure 3.5 Fitted variance factor for the Gumbel distribution
functions are not governed by (3.19).
3.5.2 Estimation of the Variance Factor
In order to fit (3.19) to the observed data, use estimated values ωˆ21 = ωˆ2(θ) and






log(1+ θˆ) log(12ωˆ21)− log(1− θˆ) log(12ωˆ22)
log2(1+ θˆ)− log2(1− θˆ) (3.21)
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Figure 3.6 Fitted variance factors for Beta distributions
and
cˆ2 =
log(1− θˆ) log(12ωˆ21)− log(1+ θˆ) log(12ωˆ22)
log2(1− θˆ)− log2(1+ θˆ) (3.22)
But for embedding the special case (3.18) for symmetric distributions into (3.19),








where i− can be viewed as a parameter indicating themagnitude of asymmetry of the
variance factor, and i− = 0 implies a symmetric location-shifted model. This, con-
necting with (3.21) and (3.22), leads to the following estimates of i+ and i−, which are
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2{log(1+ θˆ)− log(1− θˆ)} . (3.25)
The resulting estimated expression for v(θ), and its use in deriving a confidence in-
terval for θ, is described in Section 3.6.
3.5.3 A Bootstrap-Based Improvement
There can be some numerical problems in the fitting procedure proposed in the
previous subsection if θˆ is too close to 0, and the estimated v differs too much from
the null value v(0)= (3mn)−1(m+n+1). This can happenwhen the estimates ωˆ21 or ωˆ22
exceed the null value 1/12, and the closeness of θˆ to 0 leads to inaccurate estimates of
c1 and/or c2. The chief cause of this effect seems to be expressed in departures from
strict stochastic ordering between the X and Y samples. This can happen very easily
when θ is small.
The existence of this problem is not of major concern, because it occurs typically
when θˆ is not significantly different from zero. In contrast, as stated in Section 3.1,
the focus of the present study is when θ clearly known to differ from zero, when
boundary-respecting confidence intervals more accurate than Wald intervals, for θ-
values near to ±1, are of interest.
However, there are some possible approaches towards this difficulty. For exam-
ple, for small samples, a remedy is to make the minimum number of changes in the
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combined X ,Y ordering, through the use of ties, to preserve the estimated θˆ value
while making the X ,Y samples stochastically ordered. This is easy to carry out if the
departure from strict stochastic ordering is minor. However, to describe the proce-
dure formally, in a way that covers all possible patterns of non-stochastic-ordering,
would entail much extra technical mathematical detail. For this reason, and because
the issue is aminor one, the suggestion is left simply as an informal idea in this thesis.
Here, a further approach is proposed for this case, which in fact is also applica-
ble for general cases to improve the performance of the interval method developed
in this chapter. This bootstrap-based improvement is simple conceptually, but does
require extra computation. It is to bootstrap both X and Y samples independently,
and for each pair of re-samples, calculate the resulting pairs (θˆ,ωˆ21) and (−θˆ,ωˆ22) as de-
scribed above. The bootstrap procedure yields a cloud of many points, and to these
the curve in the form (3.19) is easily fitted by linear regression, through taking logs on
the ω2 scale, creating a linear function in c1 and c2. The coverage probabilities of the
resulting confidence interval method do improve in the region near θ = 0, which are
shown in simulation studies in Section 3.7.
In general, we recommend the use of this bootstrap-based improvement for small,
or even moderate θ values on both directions if statistical inference is based on very
small samples. But if sample sizes are large enough, the original estimates of c1 and c2
are reasonably reliable for θ values not very close to the origin. The extra computation
caused by bootstrapping datasets brings only slight benefits, and hence application
of the improvement procedure is generally unnecessary.
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Figure 3.7 A demonstration of the bootstrap-based improvement
3.6 ABoundary-RespectingConfidence IntervalMethod
The method proposed, yielding a boundary-respecting confidence interval for θ,
consists of solving (3.1) iteratively, using the approximation to the variance function
v obtained by substituting (3.23) into (3.4), i.e.,
v(θ)= (mn)−1{4(n−1)ω2(θ)+4(m−1)ω2(−θ)+ (1−θ2)}. (3.26)
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Let the kth iterates for the end-points be denoted by (θ(L)k ,θ
(U )
k ). For initial values, let
θ(L)0 = θ(U )0 = 0.
To progress from the (k − 1)th iterate to the kth, proceed as follows. Use (3.26)
and (3.27) to write v(θ) = v0(θ)λ(θ). Note that if λ is constant, then v is a quadratic,
and there are exact solutions to (3.1) which are roots of another quadratic, as in the
Wilson confidence intervals for a binomial proportion; see Agresti (2002), Brown et
al. (2001), and Wilson (1927). This observation suggests evaluating (θ(L)k ,θ
(U )
k ) as the




where θk−1 stands for either θ(L)k−1 or θ
(U )





where c = (3mn)−1(m+n+1) and λ=λ(θk−1).
This method converges rapidly, and the end-points are always within (0,1). It is
well-suited to spreadsheet calculations, based on columns of values of θk ,1−θ2k , (1−
θ2k)
i+ , {(1+θk)/(1−θk)}i− , and the quadratic roots given in (3.29). The procedure is
illustrated in Section 3.8.
3.7 Simulation Studies
In this section, we report three simulation studies to investigate the performance
of the newly proposed method for constructing two-sided CIs for θ by comparing
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it with several other commonly used confidence interval procedures. These Monte
Carlo studies are conducted under three different distributional assumptions with
the two nominal confidence levels taken to be 0.9 and 0.95. For each set of distribu-
tional assumptions, 10,000 repetitions are performed for different combinations of
sample sizesm, n = 20,60,100 and for different values of θ for two purposes: θ =−0.7,
0.8, −0.9, +0.95 for evaluating the proposed boundary-respecting interval procedure
for high θ values, and θ =−0.05, 0.1 for evaluating the bootstrap-based improvement
for θ values close to the origin. Each repetition yields six types of confidence intervals
described below which are all constructed based on θˆ. Two criteria are used to com-
pare the performance of these confidence intervals: the actual coverage accuracy and
average length. Attainment of the nominal coverage is important because otherwise
our conclusion for the existing interval of θ can be misleading, and are therefore not
trustworthy for practical uses. But, clearly, the shortest confidence interval among
the intervals having the same coverage is to be preferred.
Before introducing the interval procedures included in these simulation studies,
an issue about |θˆ| = 1 needs to be clarified. Theoretically, for this case, nothing could
be done purely based on ranks to establish reasonable confidence intervals for θ, un-
less we overestimate the variance of θˆ. But a tentative interval for this extreme case
might be used, based on the proposed boundary-respecting interval method (CIBR),
by assuming a purely symmetric quadratic variance factor, i.e., lettingω2 = (1−θ2)/12
for robustness considerations. It suggests the estimated variance function (3.27).
The continuity assumption implies θ = 1−2Pr {X < Y } and hence a Wald type in-
terval, like (3.8), of θˆ, inwhich the variance estimate of Sen (1967) for pˆ = 1mn
∑
i , j I (Xi <
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Ri (S j ) is the rank of X (i )(Y ( j )) in the combined sample, where X (i )(Y ( j )) is the i ( j )th
order statistic from the X (Y ) sample. These intervals are referred to as CIS in the
studies. See also the comparisons of CIS with another Wald type interval based on
the variance estimate of Govindarajulu (1968) in Halperin et al. (1987).
Newcombe (2006b) studied and compared eight interval methods, invariant on
monotonic increasing transformation of scale, for p = Pr{X < Y }. The method 5
was concluded to be the best among these intervals including the Halperin (1987)




where V2(p)= p(1−p)[1+n∗(1−p)/(2−p)+m∗p/(1+p)]/mn andm∗ = n∗ = (m+
n)/2−1. This, again with the continuity assumption, establishes a score type interval
for θ, given by [1−2pˆU ,1−2pˆL] and expressed byCIM5 in the present study.
Since the parameter θ is restricted to [−1,+1], a range-preserving confidence in-
terval is naturally associated with Fisher z’s transformation for correlations, given by
τF = log 1+θ
1−θ = 2tanh
−1θ
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Applying the delta method gives asymptotic confidence limits for τF ,
τLF = log
1+ θˆ




1− θˆ2 , (3.34)
τUF = log
1+ θˆ




1− θˆ2 . (3.35)
















Denote these intervals by CIF . Note that if |θˆ| = 1, both the lower and upper confi-
dence limits ofCIF have to be θˆ itself. See also the study conducted by Pepe (2003) to
construct confidence intervals for AUROC using a logit transformation of pˆ.
Because bootstrap confidence intervals usually are of great improvement over the
Wald type intervals, we calculate the bootstrap-t interval, and the bias corrected and
accelerated bootstrap interval (BCa) in the simulation studies. Call these two inter-
valsCIt andCIp respectively. In the former, the critical values ∓zα/2 in the Wald type
intervals are respectively replaced by the (α/2)th and (1−α/2)th percentiles of boot-
strapped pivotal quantity (θˆ− θ)/
√
ˆVar(θˆ). Note that, in the latter, the acceleration





, where θˆ∗(α) indicates the 100αth percentile of generated B
bootstrap replications of θˆ∗. The BCa interval of intended coverage 1−α/2 is given
by (θˆ∗(α1), θˆ∗(α2)), where α1 =Φ(zˆ0+ zˆ0+zα/21−aˆ(zˆ0+zα/2) ), α2 =Φ(zˆ0+
zˆ0+z1−α/2
1−aˆ(zˆ0+z1−α/2) );Φ(·) is the
standard normal cdf, zα is theα quantile of the stand normal distribution. The values
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Figure 3.8 Lognormal densities for logX ∼N (0,1) and logY ∼N (1,1)
where θˆ(k) is the jackknife value of θˆ by excluding the kth observation and θˆ(·) is the
average of the jackknife estimators. The motivation and the rationale behind this
adjusted percentile method are given in Davison & Hinkley (1997). Compared with
the bootstrap-t method, the BCa method is boundary- and transformation respect-
ing. See also the comments in Hall (1992) and Efron & Tibshirani (1993) on these two
methods for constructing intervals for a correlation coefficient.
In the first simulation study, the underlying distributions F and G are chosen to
be the normal distribution with common standard deviation σ= 2 and location shift
µ obtained from the given θ values. For X ∼N (0,4), Y ∼N (−µ,4), we have θ = erf µ4 ,
where erf is the error function. In the second study, F = G(x −µ) is chosen to be
the Gumbel distribution with standard deviation σ = 1. For this case, the location
shift µ can be calculated from given θ values by means of µ = log 1−θ1+θ . In the third
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study, we choose two lognormal distributions, logX ∼ N (0,1), and logY ∼ N (−µ,1),
which originally are not, but can be transformed to be, a location-shifted model. The
computation results are presented in Tables 3.1-3.6.
Tables 3.1-3.6 indicate that the proposed boundary-respecting interval CIBR has
much better coverage accuracy than the standard Wald confidence interval (CIS). In
particular, for high values of θ on both sides, CIBR greatly outperforms CIW . Under
any simulation settings, the coverage properties ofCIS are poor as expected even if θ
is not near the boundaries ±1. For small samples, a significant decrease in coverage
probability occurs as θmoves toward endpoints, so that CIS cannot be trusted at all.
For a nominal coverage of 95%, the actual coverage probabilities of CIS are generally
smaller than 0.95 for even large samples.
The unpredictable and unsatisfactory coverage properties of the standard Wald
confidence interval for the Mann-Whitney measure could come from two sources:
discreteness and skewness of the true underlying distribution of the WMW statistic
for non-null values. For small and even moderately large sample sizes, the error may
be mainly due to skewness. As for the extremely unacceptable performance of Wald
intervals around ±1, this can be explained clearly by the fact that Wald type intervals
are designed regardless of boundaries for bounded parameters.
The score type interval CIM5 proposed by Newcombe (2006b) has good coverage
accuracy for the normal distributions. Although it appears to over-cover the true θ
values, this method is generally applicable in this case for even small samples. How-
ever, for the distributions far away from normal distributions, the performance of
CIM5 is unsatisfactory. The excessive over-coverage of CIM5 makes it sometimes too
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conservative to be really useful in practice. For large θ values,CIM5 has the longest in-
terval length for all the distributional assumptions in our simulation studies. The rea-
son for these properties ofCIM5 is due to the fact that thismethod is developed based
on the exponential distributions, whose variance function of θˆ is symmetric and very
close to that of the normal distributions. For those situations in which Var(θˆ) cannot
bewell-approximated by the one of the exponential distributions, the performance of
CIM5 can be erratically poor for even large samples, showing excessive over-coverage
or under-coverage, depending on the relative location of the true variance function
of θˆ with respect to that of the exponential distributions.
The confidence interval CIF based on Fisher z’s transformation has good perfor-
mance, which are comparable with our proposed method CIBR in most situations of
the simulation studies, including both actual coverage and expected length. FromTa-
bles 1-6, it is seen thatCIF takes account of boundaries as well. However, ourmethod
is much better than CIF for small samples. In particular,under the skewed Gumbel
distribution setups, CIBR outperforms CIF for even moderately large samples. The
possible reason for the unreliable performance of CIF for small samples lies in the
fact that the nature ofCIF is still of Wald-type.
In comparison to the bootstrap confidence intervals, the proposed intervalsCIBR
have very similar coverage accuracy to the BCa intervals CIp under almost all the
settings considered. Nevertheless, CIBR has noticeably shorter lengths than CIp . We
also found that for extremely high values of θ (|θ| ≥ 0.9), CIBR is better than CIp for
small samples; whereas,CIp is slightly better thanCIBR for large samplesm,n = 100.
Compared with CIBR , the bootstrap-t method generally over-covers the true θ val-
ues and has bigger coverage error in all three setups considered. In addition, the
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bootstrap-t intervals may perform erratically in small-sample, nonparametric set-
tings, which can be seen particularly in our simulation results for skewed Gumbel
distributions. For example, whenm = 20,n = 100, the expected length of CI dramati-
cally increases, but the coverage remains quite poor. As it is themost computationally
intensive method among all the CI procedures, and it fails to respect the range of θ, it
seems thatCIt needs to be applied carefully.
In summary, our simulations suggest that the proposedboundary-respectingmethod
is a reliable and precise procedure of choice to obtain confidence intervals for the
Mann-Whitney measure when the underlying variance function is either symmetric
or of asymmetric regular inverted U-shape, and may be used for sample sizes as low
as 20. Although the Wald interval is easy to understand and convenient to compute,
it is just too risky to use it in practical applications in view of its unacceptable perfor-
mance. Based on the simulation results, some other methods, say, the Fisher trans-
formation and BCa methods, do perform well for some cases, but their performance
is not consistent for all situations. In addition, the bootstrap-based improvement, for
small θ values close to 0, works very well. From Table 3.1-3.6, it is clearly seen that
for θ =−0.05 and 0.1, this method not only arrives the nominal levels always, but also
results in second shortest intervals, only slightly longer thanCIM5 intervals.
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3.8 Data Analysis: Dermatoscopy Data Set
We apply the proposed interval method to the data set studied by Venkatraman &
Begg (1996) on the accuracy of dermatoscopy in distinguishing patients with malig-
nant melanoma from those without malignant melanoma. Malignant melanoma is
the most serious skin-cancer, which is curable when found early and treated quickly,
but can be fatal if allowed to progress and spread. Therefore, clinical evaluation is
always required for dermatologists to determine which ones warrant a biopsy exam-
ination, the gold standard of diagnosis of a pigmented lesion suspected of being a
melanoma. Stolz et al. (1994) studied the use of dermatoscopy to clarify observable
features of the lesion, such as asymmetry, border irregularity, coloration and diame-
ter, in detecting malignant melanoma.
In this example, 21 patients with malignant melanoma and 51 patients with be-
nign melanocyte lesions were examined using a dermoscopic scoring scheme. Let X
and Y denote the clinical scores for a patient without and with malignant melanoma
respectively. The purpose of our analysis is to determine the area under the receiver
operating characteristic curve (AUROC), which is themost commonly used summary
measure of diagnostic accuracy for a diagnostic test in clinical trails. According to
Bamber (1975) among others, AUROC is expressed by Pr {X ≥ Y }, and hence equal
to (1+θ)/2 with continuous distributions of X and Y , where θ is the Mann-Whitney
measure.
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Figure 3.9 Empirical cdfs of X and Y for patients with and without malignant
melanoma
The stochastic ordering shown by the empirical cdfs of X and Y samples in Fig-
ure 3.9 suggests the boundary-respecting interval procedure. The Wilcoxon-Mann-
Whitney statistic θˆ = 0.800, indicating AUROC=0.900, and the estimated variance fac-
tors, by applying (3.5) and (3.6), ωˆ21 = 0.010, ωˆ22 = 0.035. Using the fitting method in
Section 3.5 to approximate to the variance curve v gives cˆ1 = 1.177 and cˆ2 = 1.746
from (3.21) and (3.22) (or i+ = 1.462 from (3.24) and i− = −0.285 from (3.25)). All
this information, with the unequal sample sizes, implies a skewed variance function
of θˆ. Then, implementation of the iterative method described in Section 3.6, with
zα/2 = 1.96 for an approximate 95% interval of θ, gives the following results.
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≥ 4 0.5939 0.8926
The confidence limits for AUROC are further displayed in Table 3.7, together with
the confidence intervals by someothermethods. We see that the boundary-respecting
intervalCIBR is shorter than the two bootstrap confidence intervals and method 5 in
Newcombe (2006b), but longer than the interval based on Fisher z’s transformation
and the standard Wald interval. It is not a surprise in view of the generally slight
over-coverage property of the bootstrap intervals and under-coverage property of the
Wald-type intervals for small samples. We also know from the simulation studies that
Table 3.7 Confidence intervals for AUC in Dermatoscopy Data Set.
Method CIBR CIS CIM5 CIF CIt CIp
Lower Limit 0.797 0.831 0.783 0.807 0.800 0.803
Upper Limit 0.946 0.970 0.955 0.951 0.954 0.954
Length 0.149 0.139 0.172 0.144 0.154 0.151
CIBR are the most accurate among these interval procedures. Therefore, we are 95%
confident that the index of diagnostic accuracy of dermatoscopy in detecting patients
with malignant melanoma is between 0.797 and 0.946. It indicates that the discrimi-
natory power of dermatoscopy is quite high, but may not be higher than 0.95.
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3.9 Discussion
Stochastic ordering is themost general nonparametric alternative in the two-sample
rank tests, for example, the Wilcoxon rank test, the Fligner-Policello test and the rank
Welch test. By defining strictly stochastic ordering and showing that stochastic order-
ingmodels canbe reduced to location-shiftedmodels by amonotone transformation,
we have established a simple but effective boundary-respecting interval procedure
for the Mann-Whitney measure θ, which is more reliable than traditional procedures
for high values of θ for both small and large samples. Since the zero value of θ corre-
sponds to stochastic equality of two distributions being compared, an effective inter-
val estimation of θmakes more sense for practitioners than just a hypothesis test.
The method is applicable for a general class of distributions including both com-
mon symmetric and asymmetric distributions. But due to the nature of score-type
intervals, continuous distributions with U- or J-shape variance functions of θˆ are not
considered for ensuring that there are two and only two roots deriving from (3.1), as
confidence limits. It also permits common iteration algorithms to be applied, in ad-
dition to the iterative method provided in this chapter.
By considering the sign function, ties possibly occurring in real data are naturally
addressed. Under the continuity assumption, the interval for θ can immediately lead
to an accurate interval for its one-sided version Pr {X < Y }, which is also important
in very many applications.
CHAPTER 4
Measuring Stochastic Positiveness for Paired Data
4.1 Introduction
A realistic, but less common problem is the measurement of stochastic ordering
when the two variables X and Y being considered are related. Although the defini-
tion of two variables being stochastically ordered does not require any independence
assumption, frequently in practice measurements occur in pairs which are related in
some way. The most common form is the so-called matched-pair design, in which
treatments to be compared are each applied to homogeneous or similar experimen-
tal units of size two. The extent to which one of the two variables exceeds the other
one needs to be evaluated. Generally speaking, ignoring the pairing would result in
improper statistical procedures andmisleading conclusions.
80
4.1 Introduction 81
For n pairs of (Xi ,Yi ); 1 ≤ i ≤ n, convenient approaches to analyzing this type of
data are based on the difference variablesDi = Xi −Yi ; 1≤ i ≤ n. Let the distribution
function of D be FD . The general nonparametric model of X being stochastically
larger than Y implies that the larger the separation of the two variables X and Y , the
further the difference D stochastically exceeds zero. In contrast, stochastic equality
of X and Y corresponds to symmetry of D about zero. This observation suggests
measuring stochastic ordering for paired data by measuring the extent to which D
tends to be stochastically positive rather than negative, or vice-versa.
A random variableD is said to be stochastically positive, if
FD (x)+FD (−x)≤ 1 (4.1)
for all x, with strict inequality for at least some x. Suppose D˜ is independent ofD and
distributed as −D , with distribution function FD˜ . The inequality in (4.1) is equiv-
alent to FD (x) ≤ FD˜ (x) since FD (x) = 1− FD˜ (x), which means that D is stochasti-
cally larger than D˜ . Therefore, “being stochastically positive" for paired data, is es-
sentially generalized from the idea of stochastic ordering for two independent sam-
ples, and means that a difference D is stochastically larger than its negative D˜ . From
the discussion in Chapter 1, it is reasonable to measure stochastic positiveness by
θ = Pr {D > D˜}−Pr {D < D˜}> 0, or equivalently
θ = Pr {D1+D2 > 0}−Pr {D1+D2 < 0}> 0.
Clearly, if D is stochastically positive, FD tends to be centered on positive values;
Also, θ becomes larger as FD is centered on the values further from zero; see Bickel &
Lehmann (1975). Thus, the parameter θmeasures the extent to whichD is stochasti-
cally positive, ie. the extent to which X tends to be stochastically larger than Y , within
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pairs. Due to its relation to theWilcoxon signed rank statistic discussed in Section 4.2,
θ will be called the Wilcoxon sign measure throughout the rest of this chapter.
Since θ = Esgn(D1+D2)=
∫ ∫
sgn(d1+d2)dFD (d1)dFD (d2) as a functional, a rank







sgn(Di +D j ). (4.2)
Also, from U -statistic theory, it is easy to show that this estimate is a UMVUE of θ.
The limiting null distribution theory of θˆ and the associated distribution-free test can
then be readily established. The approach to theMann-Whitneymeasure introduced
in Chapter 3 can also be used to construct boundary-respecting confidence intervals
for the Wilcoxon sign measure by considering D and D˜ . However, there are some
additional matters of interest or difficulty for semi-parametric inference on paired
data. The aim of this chapter is therefore to seek a semi-parametric scheme specific
to θ for paired data.
The transformation result for stochastic ordering models stated in Theorem A.1
for two independent samples, suggests a corresponding result in Corollary A.1, for a
stochastically positive randomvariableD . This result states that there exists a smooth,
monotone, odd function g (x) such that g (D) is symmetric about g (m), wherem > 0
is themedian ofD . This result greatly facilities the development of approaches based
on ranks for paired data because of the monotone-transformation-invariant prop-
erty of rankmethods. It therefore justifies the assumption thatD and D˜ derive from a
symmetric location-shifted model, where rank methods are to be used. It is a notice-
able step forward to be able to make such a structural assumption, when using rank
methods.
4.1 Introduction 83
The extended logistic family introduced in Chapter 2, whose symmetric shapes
range from the uniform at the light-tailed end, through the logistic to the Cauchy
at the heavy-tailed end, are a natural choice of a class of distributions from which
underlying location shifted symmetric distributions are drawn. By introducing the
extended logistic family, the resulting functional form of the variance of θˆ can be de-
termined or approximated to a great extent.
When applying the boundary respecting interval procedure proposed in Chapter 3
to the Wilcoxon sign measure for paired data, in Section 4.5.1, we suggest a variance-
controlling transformation approach to centralize the logistic location-shiftedmodel.
The method is explained in Section 4.5.2 and illustrated in Section 4.7. We have only
symmetric variance functions for paired data, and this circumstance makes it possi-
ble to connect different symmetric location shift models with the logistic distribution
through a single simple function, a simplification which is not possible in the two in-
dependent samples case. The reasons for applying this transformation are twofold.
First, using this transformation, the procedure produces a simple quadratic variance
function, with which it is asymptotically fully efficient for the logistic shift model,
according with the efficiency results for the Wilcoxon rank methods and the central
position of the logistic in the ELF. Secondly, the interval procedure remains boundary-
respecting after the transformation.
For completeness of discussion, the statistical properties of large-sample limit dis-
tributions and hence the form of variance of θˆ for non-null values of θ are derived
before presenting the material referred to above. In addition, a simple method for
estimating the variance of θˆ is provided for large and small samples. These results are
outlined in Sections 4.3 and 4.4.
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4.2 Transformations of Stochastic Positiveness to Sym-
metric Location Shift
A frequently used simplification in analyzing differences of paired data is the sym-
metric distributional assumption. Although D is distributed symmetrically about
zero under the null hypothesis, under the alternative H1 : D is stochastically posi-
tive, it is not necessarily symmetric. However, we show in Theorem A.1 that for two
stochastically ordered random variables X and Y with continuous increasing distri-
bution functions F and G , satisfying G{F−1(t )}+F {G−1(1− t )} = 1 for every 0 ≤ t ≤ 1,
there exists a monotone transformation g such that g (X ) and g (Y ) constitute a sym-
metric location shift model. Then, application is made to a stochastically positive
randomvariableD , yielding Corollary A.1 in an Appendix, which states that a stochas-
tically positive random variable X can be transformed by a smooth monotone odd
function g to a symmetric location shift model given by g (X )
D= g (−X )+C , for some
constant location shift C and where the distributions of g (X ) and g (−X ) are both
symmetric. Thus, due to the invariance property of rankmethods tomonotone trans-
formations, wemay assume that the differenceD and its negative derive from a sym-
metric location shift model.
The simplicity of the symmetric location shift model suggests developing semi-
parametric inference for θ based on location shifts and the ELF family which covers a
wide range of symmetric unimodal distributions as discussed in Chapter 2. This facil-
itates generating a range of different θ-values, and approximating the accompanying
variance function v(θ)=Var(θˆ).
4.3 Non-null Asymptotics 85
As we have seen from Chapter 3, a symmetric location shift family yields a vari-
ance function v which is symmetric on (−1,+1). Thus the form of the underlying
location shifted distribution uniquely determines the functional form of v . The ap-
proximation (3.18) to symmetric variance functions of θˆ can be applied to construct
boundary-respecting confidence intervals for the Wilcoxon sign measure by regard-
ing D and D˜ as two independent variables. Furthermore, a logistic transformation
to make v(θ) for the logistic location shift model to be exactly quadratic is proposed
and derived. It recognizes the logistic distribution, in the boundary-respecting inter-
val approach, as having a central position in rank methods and the ELF family. The
details are given in Section 4.5.
4.3 Non-null Asymptotics
Since θ is the difference in probability that D1 exceeds −D2 and vice versa, a nat-







sgn(Di +D j ). (4.3)
Let p = Pr{D1+D2 > 0,D2+D3 > 0}. From U-statistic theory, the expectation of this
estimator is θ, and Var(θˆ)∝ n−1(n−1)−1[2(n−2){4p−(1+θ)2}+1−θ2]→ 0, indicating
that it is consistent, that is, for every ε> 0,
Pr
{|θˆ−θ| > ε}→ 0 as and n→∞. (4.4)
Suppose that there aren+ positive values andn− negative values in {Di ; 1≤ i ≤ n}. Let
W + =∑i Rank(|Di |)I (Di > 0) be theWilcoxon signed rank statistic for positive values.
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It is not hard to verify that
n(n−1)θˆ = 4W +−4n+−n(n−1). (4.5)
Since n+ is the number of pairs for which the treated subject exceeds the control,
θˆ is given by the difference between the Wilcoxon signed rank statistic and the test
statistic of the sign test.
The asymptotic distribution theory can then be readily established by applying
the Ha´jek projection method, see Ha´jek et al. (1999), and noting that
θ = 2
∫
FD˜ dFD −1= 1−2
∫
FD dFD˜ . (4.6)
Theorem 4.1 Let







)2 = ∫ F 2D dFD˜ − (∫ FD dFD˜)2. (4.7)
Then
p
n(θˆ−θ) D−→N (0,v2), where
v2 = 4
{∫











Connectingwith the transformation result above, and the invariance of θˆ to smooth
monotone transformations, we have that for a stochastically positive randomvariable
D , this asymptotic result still holds after transforming both D and −D observations
through the function g described in Section 4.2, where FD and FD˜ are replaced by
the symmetric distributionsG(t )= FD (g−1(t )) andG(t −µ)= FD˜ (g−1(t )) respectively,
forming a location shift model.
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4.4 Variance Estimates
To ensure the procedures to be developed are invariant formonotone transforma-
tions, in this section we shall establish an unbiased and consistent estimate of the
variance of θˆ based only on ranks, which can be applied even for small samples. For
this purpose, the exact expression of the variance of θˆ is first derived in terms of θ.
It is straightforward to compute the variance of the actual estimate by calculat-
ing the second moments of sign functions in θˆ. The results are summarized in the
following Lemma 4.1.
Lemma 4.1 The second-order moments of sign functions in θˆ are
Var{sgn(D1+D2)} = 1−θ2 (4.9)
Cov{sgn(D1+D2),sgn(D1+D3)} =
∫
(2FD˜ −1)2 dFD −θ2, (4.10)














Hence, to drive an unbiased rank estimate of Var(θˆ), it is sufficient to find unbiased
estimates of θ2 and ω2 based on ranks, which are outlined below. Note that combin-
ing the covariance (4.10) and the quantity ω2 in (4.7) leads to
4ω2 = Esgn(D1+D2)sgn(D1+D3)−θ2,
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in which the unobservable expectation Esgn(D1+D2)sgn(D1+D3) can be estimated






j 6= j ′ 6=i
sgn(Di +D j )sgn(Di +D j ′).
Thus, an unbiased estimator θ˜2 of θ2 comes from the above estimator of Esgn(D1+





i 6= j 6=i ′ 6= j ′
sgn(Di +D j )sgn(Di ′ +D j ′).
Intuitively, it is seen that both of the estimators above are related to, and proba-
bly expressed by, Ui = (n− 1)−1∑ j 6=i sgn(Di +D j ). This implies that Var(θˆ) can also
be estimated by the observable {Ui ; i = 1, ...,n}, but some care is needed because
{Ui ; i = 1, ...,n} are not independent. Note that the average of {Ui ; i = 1, ...,n} is θˆ.
The following Lemma 4.2 shows that:














where SUU denotes n−1
∑
i (Ui −U¯ )2.
Proof : Elementary but substantive calculations on decomposition of θˆ2 establishes
the result.
Lemma 4.1 immediately leads to
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Using normal approximations, this variance estimate naturally leads to a Wald-
type confidence interval for θ, with endpoints of the form θˆ± zα/2
√
ˆVar(θˆ). However,
a more reliable and precise confidence interval is of score-type, discussed in Chapter
3 and established for the Mann-Whitney measure for two independent samples by
approximating variance factors through (3.19). Because of the independence of D
and D˜ , this strategy is certainly applicable to the case of paired data, for constructing
boundary-respecting confidence intervals for the Wilcoxon sign measure. Using the
argument in Section 4.2, justifying the symmetric location shift model, we can simply




(1−θ2)c ; c > 0. (4.15)
However, the distribution corresponding to the exact quadratic form of the ap-
proximation ω2(θ)= (1−θ2)/12, as the central member of the approximate distribu-
tion family with c = 1, is theoretically unknown, and almost certainly unusual. This
is inconsistent to the central standing of the logistic distribution in the ELF family,
along with its fully efficiency for the Wilcoxon signed rank method for paired data.
Therefore, we shall propose a transformation-based approach to centralize the lo-
gistic location shift model in the boundary-respecting interval procedure, allowing
the transformed variance function of θˆ for the logistic distribution to be the simple
quadratic given by (4.15) with c = 1. Then, the boundary-respecting interval proce-
dure will be developed based upon this transformation.
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4.5 A Logistic-centered Interval Procedure
4.5.1 A Logistic Variance-controlling Transformation
From Theorem 4.1, the asymptotic variance of θˆ is given by
Var(θˆ)∼ 16
n
ω2(θ) as n→∞. (4.16)
For the logistic case, the availability of both θ andω2 as functions of location shiftµ, as
shown in Chapter 3, makes it possible to seek a variance-controlling transformation
f such that setting τ= f (θ), hence τˆ= f (θˆ), yields
Var(τˆ)∼ 16λ
n
(1−τ2) as n→∞, (4.17)
where λ is a constant. The reason for choosing this form is that the result will yield
a new parameter τ on (−1,+1), like θ, but with Var(τˆ)→ 0 as |τ| → 1, as is needed
for a boundary-respecting method. The chosen quadratic form yields an asymptoti-
cally exact confidence interval expression for the logistic case, resembling theWilson
score confidence interval for a binomial probability; see Agresti(2002). Thus, using









where ω0 = [sinh2(µ/2)− (µ/2)2]/[4sinh4(µ/2)] is the variance factor for the logistic
distribution, as derived in Chapter 3. Choosing f to be an odd function about f (0)=
0, integrating, and changing variables on the right-hand side of (4.18) from θ to µ
























and hence the natural choice
p








as a function of µ. Expressing µ as a function of θ through (3.10) enables the con-
struction of Table 4.1 below, listing values of τ= f (θ) for 0≤ θ ≤ 0.99. For values of θ










where η= log{2/(1−θ)}, can be used.
In order to apply this transformationmethod to anymember of the ELF, and hence
possibly to any continuous symmetric distributions, we may express ω2 for the ELF
as a function, not of θ, but of the new variable τ = f (θ). DenoteW 2(τ) = ω2(θ) and
compare this to that of the logistic W 20 (τ) = ω20(θ). In Figure 4.1, the ratios of the
asymptotic variance factor ω2 to ω20 as functions of τ are shown, for representative
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Table 4.1 Values of τ= f (θ)
θ .00 .01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
.0 0.0000 0.0087 0.0173 0.0260 0.0346 0.0433 0.0520 0.0606 0.0693 0.0780
.1 0.0867 0.0953 0.1040 0.1127 0.1214 0.1301 0.1388 0.1475 0.1563 0.1650
.2 0.1737 0.1825 0.1913 0.2000 0.2088 0.2175 0.2263 0.2351 0.2440 0.2528
.3 0.2616 0.2705 0.2793 0.2882 0.2971 0.3060 0.3149 0.3239 0.3328 0.3418
.4 0.3508 0.3598 0.3689 0.3779 0.3870 0.3961 0.4052 0.4144 0.4235 0.4327
.5 0.4419 0.4512 0.4605 0.4698 0.4791 0.4885 0.4979 0.5073 0.5168 0.5263
.6 0.5358 0.5454 0.5550 0.5647 0.5744 0.5841 0.5939 0.6038 0.6137 0.6237
.7 0.6337 0.6437 0.6539 0.6641 0.6743 0.6847 0.6951 0.7056 0.7162 0.7268
.8 0.7376 0.7484 0.7594 0.7705 0.7817 0.7930 0.8045 0.8161 0.8279 0.8399
.9 0.8521 0.8645 0.8772 0.8902 0.9035 0.9172 0.9314 0.9463 0.9620 0.9791
Table 4.2 Values of ω2(θ) for the logistic distribution
θ .00 .01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
.0 0.0835 0.0833 0.0833 0.0832 0.0832 0.0831 0.0830 0.0828 0.0827 0.0825
.1 0.0823 0.0821 0.0819 0.0816 0.0814 0.0811 0.0808 0.0805 0.0801 0.0797
.2 0.0793 0.0789 0.0785 0.0781 0.0776 0.0771 0.0766 0.0761 0.0756 0.0750
.3 0.0744 0.0738 0.0732 0.0726 0.0719 0.0712 0.0705 0.0698 0.0691 0.0684
.4 0.0676 0.0668 0.0660 0.0652 0.0643 0.0635 0.0626 0.0617 0.0608 0.0599
.5 0.0590 0.0580 0.0571 0.0561 0.0551 0.0541 0.0530 0.0520 0.0509 0.0498
.6 0.0487 0.0476 0.0465 0.0454 0.0442 0.0431 0.0419 0.0407 0.0395 0.0383
.7 0.0371 0.0359 0.0346 0.0334 0.0321 0.0308 0.0296 0.0283 0.0270 0.0257
.8 0.0244 0.0231 0.0218 0.0205 0.0192 0.0178 0.0165 0.0152 0.0139 0.0126
.9 0.0113 0.0100 0.0088 0.0075 0.0063 0.0051 0.0039 0.0028 0.0018 0.0008
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Fitted lines by(1 − x2)−c
Figure 4.1 ω2(θ)/ω20(θ) as a function of τ, for the Cauchy, Uniform and Hyperbolic
secant distributions
for some constant c. The quadratic-like form (1−τ2)−c is chosen here to be consistent
with the transformed quadratic variance of the logistic suggested above in (4.17).
Thus the ultimate semi-parametric model proposed is to assume that data are a
monotone transformation of observations from a symmetric location-shift model,
where the common location-shifted distribution comes from an distribution fam-
ily whose member distributions are indexed by a constant c, and satisfy (4.22). The
case c = 0 is the logistic distribution. The specified family would be a little different
from, but qualitatively similar, to the extended logistic family introduced in Chapter
2, whose forms of the asymptotic variance factorω2 in Figure 4.1 suggested the defin-
ing relationship (4.22). For this new ELF family, c ranges from −0.3, for the Uniform,
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to 0.45, for the Cauchy, calculated by applying logarithm transformation to both sides
of (4.22), and fitting the subsequent linear regression to the 100 points of those four
curves, for τ from 0.01 to 1.00. But c is only required to be less than 1 for ensuring the
existence of confidence interval endpoints, shown in the next section, to be quadratic
roots of (4.26).
4.5.2 Constructing Boundary-respecting Confidence Intervals
When a parameter θ with estimate θˆ exists only for a finite interval, Wald form
confidence intervals with end-points θˆ± zα/2× se(θˆ) may stray outside the interval,
and hence fail to be boundary-respecting. Amore precise confidence interval formu-




v(θ) and θˆ−θ =−n−1/2zα/2
√
v(θ), (4.23)
where the z-value determines the approximate coverage level, and the asymptotic
variance of θˆ ∼ n−1v(θ). When the form of the asymptotic variance v is simple, exact
solutions exist. For the resulting confidence interval to be boundary-respecting, it is
only necessary that v→ 0 as θ approaches the ends of its range.
In view of the fact that v(θ) is generally not expressible in θ itself for the ELF distri-
butions even as simple as the logistic, we apply the idea above to construct score-type
interval estimation for τ first, instead of the parameter θ directly, since a simple form
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of v(τ)=Var(τˆ), expressible in τ, has been fitted. Applying the delta method, we have












by applying (4.18), (3.11) and (4.16). Using (4.13) to estimate the asymptotic variance
factor ω2 leads to a semi-parametric estimate cˆ of c in (4.22). Then the method pre-






Using Table 4.1 to re-transform back to the θ-scale would give a boundary-respecting
interval estimation for θ. Note that it is possible that cˆ ≥ 1 because of errors in es-
timating variances, particularly for small τ values and heavy-tailed distributions. As
a matter of convenience, we recommend referring large cˆ ≥ 1 back to 0.99 without
much loss in efficiency.
Except for the special case c = 0 for the logistic, iterative procedures are neces-
sary to seek confidence bounds. However, there is an easy way to obtain solutions to
(4.23). Denote (1−τ2)−c by λ(τ) and the kth iterates for the confidence bounds by
(τLk ,τ
U
k ). Let τ
L
0 = τU0 = τˆ be the initial values. When proceeding iterations from the
(k−1)th step to the kth step, it is seen that if λ is a constant, the procedure suggested
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where A = 1+ z2α/2n−1λ(τk−1).
The quadratic structure in each interation step guarantees unique solutions of
confidence bounds and iterative convergence. It is demonstrated by simulations and
examples that starting from τˆ, this iteration method converges rapidly and as the
sample size n increases, it converges faster, eventually almost as fast as Newton-
Raphson.
It is worth mentioning a special case when θˆ, and hence τˆ, may equal +1 or −1 in
practice if the differences {Di ; i = 1, ...,n} all have same direction. Unless we overes-
timate Var(θˆ), nothing can be done, based entirely on ranks, to produce a justifiable
interval estimation for θ. Intuitively, we could set c = 0, i.e., using the variance func-
tion of τˆ for the logistic because of its central position among the ELF, to provide a









In this section, we report results of three simulation studies for evaluating cover-
age accuracy and interval length of the proposed transformation-based boundary-
respecting confidence interval for the Wilcoxon sign measure for paired data. For
each simulation study, 10,000 repetitions are performed for different sample sizes
n = 20,60 and 100 and for different values of θ taken to be−0.7,−0.8,+0.9 and+0.95.
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For comparison, in addition to the proposedmethod, denoted byCIBR in these simu-
lation studies, each repetition yields also four other types of confidence intervals with
the two-sided nominal confidence levels taken to be 0.9 and 0.95, which are all based
on θˆ and outlined below.
The Wald type confidence interval for θ can be established using the estimated
variance of θˆ in (4.14), as discussed in Section 4.4. Call this CIW . Due to the good
performance of the interval procedure based on the Fisher z’s transformation for the
Mann-Whitney measure, we consider it as well, as a range-preserving confidence in-
terval in the simulation studies. Denote this by CIF . The two bootstrap methods
including the bootstrap-t method and the BCa method calculated in Chapter 3 are
also considered here, and denoted byCIt andCIp respectively.
In the first simulation study, the distribution function FD is chosen to be the lo-
gistic distribution with standard deviation σ = 1 and location shift µ obtained from
given true θ values. In the second study, FD is chosen to be the normal distribution
N(µ,2), where µ can also be derived from θ. In the third study, an extremely heavy-
tailed distribution, the Cauchy, is used to generate D samples where the estimated
c is probably larger than 1. For simplicity, the scale factor σ is taken to be 1. For all
these simulations, the D samples are generated from the corresponding distribution
with mean equal to µ/2. The computational results are tabulated in Tables 4.3-4.5.
From Tables 4.3-4.5, we can draw the following conclusions.
1. In almost all the cases, CIBR has the best performance among the interval pro-
cedures compared. Also, it is competitive with the BCa method for large samples
with noticeably shorter average interval length. In particular, for high values of θ
4.6 Numerical Studies 98
with small samples, CIBR greatly outperforms the other methods and has actual
coverage probabilities very close to the nominal level required.
2. Generally, CIF and CIp have good performance for moderate or large samples.
However, for small samples, their improvement over the Wald interval is too lim-
ited to move them really close to the nominal levels. In addition, CIF needs a
longer interval to get the same coverage as CIBR . As for the bootstrap-t method,
over-coverage for moderately large samples is still a problem.
3. For the third simulation, where the Cauchy distribution is considered, all the inter-
valmethods except forCIBR fail to be trustworthy for evenmoderate samples. The
extremely unacceptable behavior for high θ values shown in this study is partially
due to the fact that zero-width interval results occur frequently for these interval
methods since the intensively centered pattern of the Cauchy distribution results
in a large number of |θˆ| = 1. In contrast, the proposed CIBR can always provide
an interval estimation for θ of sufficient accuracy. This shows that our approach is
effective for most situations, even including the extreme Cauchy case.
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4.6.2 An Application to Bivariate Normal Data
When the two random variables X and Y being compared are dependent in pairs,
statistical inference for the probability Pr {X < Y } has been generally discussed un-
der some parametric assumptions. For example, Owen et al. (1964) considered this
problem for paired observations from a bivariate normal distribution, where confi-
dence limits were derived based on the noncentral t-distribution. Generally speak-
ing, parametric inference directly about Pr {X < Y } is complicated when X and Y are
related in some way, and sensitive to deviations from the assumed pattern. There-
fore, we introduce here the Wilcoxon sign measure to evaluate the degree to which X
is stochastically larger than Y in a numerical dataset, of size n = 50, generated from
a bivariate normal vector (X ,Y ), where X ∼ N (1,1), Y ∼ N (0,1) and the correlation
between X and Y set to be 0.6. Note that there is not necessarily an exact relation-
ship between the Mann-Whitney measure and the Wilcoxon sign measure except for
a generally increasing pattern.
Let di = xi − yi ; 1 ≤ i ≤ 50. The generated data is summarized as: x¯ = 0.9874(sx =
0.9119), y¯ = 0.0391(sy = 0.9938) and d¯ = 0.9483(sd = 0.9627). This gives θˆ = S¯ =
0.8237. From Table 4.1 and 4.2, τˆ = 0.7635 and ωˆ20 = 0.0213. Thus, using (4.13) to
estimate the asymptotic variance factor gives ωˆ2 = 0.0176. To estimate the semi-
parametric constant c in (4.22), substitute estimated values to give c log(1−0.76352)=
log(0.0213/0.0176), hence cˆ =−0.2203.
Then, applying the iteration method suggested in Section 4.5.2 to solve the score
type formulation in (4.26) leads to a boundary-respecting interval for τ. Details of
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≥ 3 0.5386 0.8769
the calculation are listed in Table II. Starting from τˆ, the iteration process converges
rapidly to the final interval (0.5386,0.8769). Using Table 4.1 to re-transform back to
the θ-scale gives the 95% confidence interval for θ as (0.6029,0.9197).
This result is consistent with the parametric confidence interval for Pr {X > Y }−
Pr {X < Y } based on the bivariate normal assumption, and given by (0.5042,0.7864).
They all indicate that X leads to higher values than does Y . However, our approach
of measuring stochastic ordering throughmeasuring stochastic positiveness is appli-
cable for a class of distributions more general than bivariate normal cases.
4.7 Discussion
As we have discussed in this chapter, the Wilcoxon sign measure is a general and
widely applicable measure of stochastic positiveness. Also, if stochastically ordered
X and Y are compared in pairs, it can serve as an appropriate simplemeasure of sep-
aration of X and Y . This provides a promising possibility for nonparametric evalua-
tion of stochastic ordering when X and Y are not independent, and where statistical
inference for Pr {X > Y }−Pr {X < Y } is complex and difficult to develop.
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For the purpose of manipulating Var(θˆ) for the logistic location shift model, a
variance-controlling transformation (VCT) is introduced and derived. The reason
for not choosing the more straightforward variance-stabilizing transformation (VST)
is that the transformation stabilizing Var(θˆ) for the logistic distribution projects θ ∈
[−1,+1] into another bounded range, which clearly violates our aim of constructing
boundary-respecting confidence intervals for θ. In contrast, the VCT is shown to be a
natural choice for our purpose since the transformed quadratic form coincides with
the spirit of score type intervals, and the special form of the variance approximation
(4.15) with c = 0.
Finally, we emphasize that if X is stochastically larger thanY , then X−Y is stochas-
tically positive but that the converse is not necessarily true even for independent
cases; see Lehmann (1975). Therefore, any conclusion of stochastic ordering from
nonzero θ values needs to be drawn carefully. Unless we know clearly from expe-
rience or observations that X is stochastically larger or smaller than Y , θ can only
be interpreted as the extent to which the difference between X and Y leads to posi-
tive values rather than negative values. Examples of such a circumstance can include
some experimental situations fromwhich wemay know that the effect of a treatment
can only be a monotone shift of the control distribution, making stochastic ordering
arguments both relevant and natural.
CHAPTER 5
Conclusions and Further Work
5.1 Conclusions
Stochastic ordering is a general nonparametric concept in comparative studies,
indicating that two distribution functions of observable random variables X and Y
are separated from each other. In this thesis, we have presented the Mann-Whitney
measure as a reasonable measure of the degree of separation of two distributions,
and hence of stochastic ordering. When two independent samples are considered,
we have introduced, for the first time, a simple but effective method to approximate
the variance function of theWilcoxon-Mann-Whitney statistic under non-null condi-
tions, thus leading to a reliable and precise boundary-respecting interval procedure
for theMann-Whitneymeasure. The proposed semi-parametric scheme is applicable
for a wide variety of circumstances, including cases where the underlying structure is
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based on both symmetric and asymmetric continuous distributions.
Results of simulation studies show that the proposed boundary-respecting con-
fidence interval method, essentially of score type, is superior to any other existing
nonparametric interval estimation, in the sense that over the entire range of θ, our
approach generally yields values of coverage much closer to the nominal level, for
general continuous distributional forms. In addition, the interval procedure based
on the formulated quadratic-like approximation to the variance function of theWMW
statistic is by modern computing standards quite easy to implement.
Another significant contribution in this thesis is that we have shown theoretically
that a strict stochastic ordering model can be simplified to a location shift model by
a monotone transformation. Due to the invariance of rank methods to monotone
transformations of data, this allows rank methods for two sample problems to be
studied in a general framework in which the unknown distributionsmay differ in one
or more parameters. As a further application of this theorem, we found that a con-
tinuous stochastically positive random variable X can be transformed by a smooth
odd function g to a symmetric location shift model constituted by g (X ) and g (−X ).
This finding is of considerable importance since it suggests that one-sample or paired
rank methods may not necessarily rely on symmetric distributional assumptions.
Applying the transformation result on stochastically positive random variables
above, we have also extended the proposed two-sample semi-parametric scheme to
paired data, where the two random variables X and Y are not independent, but col-
lected in pairs. By investigating if the difference D = X −Y is stochastically positive,
we have suggested the use of the Wilcoxon sign measure to evaluate the degree of
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stochastic ordering in this special context. We further give a central position to the
logistic location shift model in the implementation of the boundary-respecting in-
terval procedure for the Wilcoxon sign measure, which is generalized from the confi-
dence interval method for the Mann-Whitney measure. We have also shown that the
proposed variance-controlling transformation is an effective device to transform the
variance function of the WMW statistic to a simple quadratic form. It turns out, via
simulations, that this method is reliable and accurate for a wide variety of sampling
distributions, even including the Cauchy distribution.
In connection with the confidence interval methods for both measures above, we
have generalized a distribution family from the logistic distribution, calling it an ex-
tended logistic family (ELF), which covers awide class of symmetric unimodal contin-
uous distributions, ranging from the Cauchy at one end, to the Uniform at the other.
Based on its good statistical properties, we develop rank procedures for one-sample
location problems, whichwill always retain high efficiency when sampling from sym-
metric distributions, by tuning a parameter to the ELF, reflecting the tail behavior of
underlying distributions.
However, even thoughwehave sought to present a general semi-parametric scheme
to construct boundary-respecting confidence intervals for measures of stochastic or-
dering and stochastic positiveness, the proposedmethods are only directly applicable
for continuous distributions. Also, the effort to develop non-parametric boundary-
respecting interval estimations for the Mann-Whitney measure has to be carried out
in an approximate manner, and hence the efficiency of the methods could be lower
than that of the corresponding parametric methods with correctly specified distri-
butions. But this is an inherent problem of rank methods and is not peculiar to the
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approaches suggested. Once the underlying distributions are not known for sure, ro-
bustness and comparatively high accuracy of the proposed methods are deemed to
be worth the slight cost in efficiency.
5.2 FurtherWork
Wehave demonstrated that the boundary-respecting interval procedure proposed
in this thesis can produce reliable and precise interval estimation for measures of
stochastic ordering when the two random variables X and Y are collected indepen-
dently or in pairs. Despite the extensive research on these two situations, little at-
tention has been paid to measuring stochastic ordering between two random vari-
ables in clustered data, where replicate measurements are available for each individ-
ual within a group and the usual independence assumption of rank methods is al-
ways violated by the possible correlations within clusters. Although rankmethods for
between-group comparisons in clustered data have stimulated a new line of research,
the studies devoted to this problem mainly concentrated on testing the hypothesis
P (X < Y )= 1/2 by generalizing the Wilcoxon rank sum test. See, for example, Rosner
& Grove (1999) and Datta & Satten (2005). As far as we know, no contributions have
been made to formally define measures of stochastic ordering for clustered data and
to theoretically derive reasonable rank estimates for them. It seems likely the present
work can be extended to provide a framework for the development of nonparamet-
ric inference for comparative studies of clustered data. We expect that any scheme
which results should be able generate boundary-respecting interval estimation for
5.2 FurtherWork 109
indices of stochastic ordering in this context. There are many possible complex de-
pendence structures within clusters, but we believe that even for the simplest case of
exchangeable correlation structures, there is much useful further work to be done.
Moreover, we point out here that not only is it of interest to investigate interval es-
timation for P {X > Y } for two random variables X and Y , estimation of the transitive
ordering P {X > Y > Z } for three random variables X , Y and Z is also an avenue of
future research work. Although various point estimators of P {X > Y > Z } have been
suggested by a number of researchers, e.g., Singh (1980) and Ivshin (1998), among
others, the properties of these estimators are generally unclear. Statistical inference
for orderings like P {X > Y > Z }, based on ranks, could be studied using some of the
methods in this thesis. It is possible that results obtained could be used to set up post
hoc statements regarding orderings between treatments, following 3-sample ANOVA,
and would therefore be a rank-contribution to multiple comparisons methods.
REFERENCES
Agresti, A. (2002) Categorical Data Analysis, 2nd Ed. New York: Wiley.
Ahmad, K. E., Fakhry, M. E., and Jaheen, Z. F. (1997) Empirical Bayes estimation of
P (y < x) and characterization of Burr-type X model. Journal of Statistical Inference
and Planning, 64, 297–308.
Andrews, D. F., Bickel, P. J., Hampel, F. R., Huber, P. J., Rogers, W. H., and Tukey, J. W.
(1972) Robust Estimates of Location. Princeton, New Jersey: Princeton University
Press.
Andrews G. E., Askey R., and Roy R. (1999) Special Functions. New York: Cambridge
University Press.
Baklizi, A. (2006) Asymptotic and resampling-based confidence intervals for P (X <
Y ). Communications in Statistics: Simulation and Computation, 35, 295–307.
Bamber, D. (1975) The area above the ordinal dominance graph and the area below
110
References 111
the receiver operation characteristic graph. Journal of Mathematical Psychology,
12, 387–415.
Beg, M. A. and Singh, N. (1979) Estimation of P (X < Y ) for the Pareto distribution.
IEEE Transactions on Reliability, 28, 411–414.
Bickel, P. J. and Lehmann, E. L. (1975) Descriptive statistics for nonparametricmodels
II. location. Annals of Statistics, 3, 1045–1069.
Birnbaum, Z. W. (1956) On a use of Mann-Whitney statistics. Proc. Third Berkeley
Symp. in Math. Statist. Probab. Berkeley, CA: University of California Press, Vol.1,
13–17.
Birnbaum, Z. W. and McCarty, B. C. (1958) A distribution-free upper confidence
bounds for Pr (Y < X ) based on independent samples of X and Y . Annals of Math-
ematical Statistics, 29, 558–562.
Box, G. E. P. and Tiao, G. C. (1968) A Bayesian approach to some outlier problems.
Biometrika, 55, 119–129.
Brown, L. D., Cai, T. T., and Gupta, A. D. (2001) Interval estimation for a binomial
proportion. Statistica Sinica, 16, 101–133.
Cheng, K. F. and Chao, A. (1984) Confidence intervals for reliability from stress-
strength relationships. IEEE Transactions on Reliability, 33, 246–249.
Church, J. D. and Harris, B. (1970) The estimation of reliability from stress-strength
relationship. Technometrics, 12, 49–54.
References 112
Constantine, K., Karson, M., and Tse, S.-K. (1986) Estimators of P (Y < X ) in the
gamma case. Communications in Statistics: Simulation and Computation, 15, 365–
388.
Darwin, C. (1876) The Effects of Cross- and Self-Fertilization in the Vegetable Kingdom.
London: JohnMurray.
Datta, S. and Satten, G. A. (2005) Rank-sum tests for clustered data. Journal of the
American Statistical Association, 471, 908–915.
Davison, A. C. and Hinkley, D. V. (1997) Bootstrap Methods and Their Application.
Cambridge: Cambridge University Press.
Downton, F. (1973) On the estimation of Pr (Y < X ) in the normal case. Technomet-
rics, 15, 551–558.
Edwardes, M.D. deB. (1995) A confidence interval for Pr (Y < X )−Pr {X > Y } esti-
mated from simple cluster samples. Biometrics, 51, 571–578.
Efron, B. and Tibshirani, R. J. (1993) An Introduction to the Bootstrap. New York:
Chapman & Hall.
Fisher, R. A. (1971) The Design of Experiments. 8th Ed., New York: Hafner.
Fligner, M. A. and Policello, II, G. E. (1981) Robust rank procedures for the Behrens-
Fisher problem. Journal of the American Statistical Association, 76, 323–327.
Govindarajulu, Z. (1968) Distribution-free confidence bounds for P (X < Y ). Annals
of the Institute of Statistical Mathematics, 20, 229–238.
References 113
Gupta, C. G. and Brown, N. (2001) Reliability studies of the skew-normal distribu-
tion and its application to a strength-stress model. Communications in Statistics:
Theory and Methods, 30, 2427–2445.
Hájek, J., S˘idák, Z., and Sen, P. K. (1999) Theory of Rank Tests, 2nd Ed. San Diego:
Academic Press.
Hall, P. (1992) The Bootstrap and Edgeworth Expansion. New York: Springer-Verlag.
Halperin, M., Gilbert, P. R., and Lachin, J. M. (1987) Distribution-free confidence in-
tervals for Pr (X1 < X2). Biometrics, 43, 71–80.
Hamdy, M. I. (1995) Distribution-free confidence intervals for Pr (X < Y ) based on
independent samples of X and Y . Communications in Statistics: Simulation and
Computation, 24, 1005–1017.
Hampel, F. R. (1974) The influence curve and its role in robust estimation. Journal of
the American Statistical Association, 69, 383–393.
Harris, B. and Soms, A. P. (1983) A note on a difficulty inherent in estimating reliability
from stress-strength relationships. Naval research logistics quarterly, 30, 659–662.
Hettmansperger, T. P. (1984) Statistical Inference Based on Ranks. New York: Wiley.
Hettmansperger, T. P. and McKean, J. W. (1998) Robust Nonparametric Statistical
Methods. New York: Wiley.
Hodges, J. L. Jr. and Lehmann, E. L. (1963). Estimates of location based on rank tests.
Annals of Mathematical Statistics, 34, 598–611.
Huber, P. J. (1981) Robust Statistics. New York: Wiley.
References 114
Ivshin, V. V. and Lumelskii, Ya. P. (1995) Statistical Estimation Problems in “Stress-
Strength" Models. Perm, Russia: Perm University Press.
Ivshin, V. V. (1998) On the estimation of the probabilities of a double linear inequality
in the case of uniform and two-parameter exponential distributions. Journal of
Mathematical Sciences, 88, 819–827.
Joanes, D. N. and Gill, C. A. (1998) Comparing measures of sample skewness and
kurtosis. Journal of the Royal Statistical Society: Series D, 47(1), 183–189.
Kotz, S., Lumelskii, Y., and Pensky, M. (2003) The Stress-Strengh Model and its Gener-
alizations. Singapore: World Scientific Publishing.
Kravchuk, O. Y. (2005) Rank test of location optimal for hyperbolic secant distribution.
Communications in Statistics: Theory and Methods, 34, 1617–1630.
Kravchuk, O. Y. (2006) R-estimator of location of the generalized secant hyperbolic
distribution. Communications in Statistics: Simulation and Computation, 35, 1–
18.
Lehmann, E. L. (1975) Nonparametrics: Statistical Methods Based on Ranks. San
Francisco: Holden-Day.
Mann, H. B. and Whitney, D. R. (1947) On a test of whether one of two random vari-
ables is stochastically larger than the other. Annals of Mathematical Statistics, 18,
50–60.
Mazumdar, M. (1970) Some estimates of reliability using interference theory. Naval
research logistics quarterly, 17, 159–165.
References 115
Mee, R. W. (1990) Confidence intervals and tolerance regions based on a generalisa-
tion of the Mann-Whitney statistic. Journal of the American Statistical Association,
85, 793–800.
Newcombe, R. G. (2006a) Confidence intervals for an effect sizemeasure based on the
Mann-Whitney Statistic. I: general issues and tail area based methods. Statistics in
Medicine, 25, 543–557.
Newcombe, R. G. (2006b) Confidence intervals for an effect sizemeasure based on the
Mann-Whitney Statistic. II: general issues and tail area basedmethods. Statistics in
Medicine, 25, 559–573.
Owen, D. B., Craswell, K. J., and Hanson, D. L. (1964) Nonparametric upper confi-
dence bounds for P (Y < X ) and confidence limits for P (Y < X ) when X and Y are
normal. Journal of the American Statistical Association, 59, 906–924.
Pepe, M. S. (2003) Statistical Evaluation of Diagnostic Tests and Biomarkers. Oxford:
Oxford University Press.
Pham, T. and Almhana, J. (1995) The generalized gamma distribution: its hazard rate
and stress-strength model. IEEE Transactions on Reliability, 44, 392–397.
Pitman, E. J. G. (1949) Lecture notes on nonparametric statistical inference (Unpub-
lished). Columbia University, New York, NY.
Pratt, J. W. and Gibbons, J. D. (1981) Concepts of Nonparametric Theory. New York:
Springer-Verlag.
Randles, R. H. and Wolfe, D. A. (1979) Introduction to the Theory of Nonparametric
Statistics. New York: Wiley.
References 116
Rosner, B. and Grove, D. (1999) Use of the Mann-Whitney U-test for clustered data.
Statistics in Medicine, 18, 1387–1400.
Rukhin, A. (1986) Estimating normal tail probabilities. Naval Research Logistics
Quart., 33, 91–99.
Sen, P. K. (1967) A note on asymptotically distribution-free confidence intervals for
pr (x < y) based on two independent samples. Sankhya¯, Series A, 29, 95–102.
Shirahata, S. (1993) Estimation of variance ofWilcoxon-Mann-Whitney statistic. Jour-
nal of the Japanese Society of Computational Statistics, 6, 1–10.
Singh, N. (1980) On the estimation of Pr (X1 < Y < X2). Communications in Statistics:
Theory and Methods, 9, 1551–1561.
Stolz,W., Riemann, A., Cognetta, A. B., Pillet, L., Abmayr,W., Ho¨lzel, D., Bilek, P., Nach-
bar, F., Landthaler, M. and Braun-Falco, O. (1994) ABCD rule of dermatoscopy:
a new practical method for early recognition of malignant melanoma. European
Journal of Dermatology, 7, 521–527.
Tiku, M. L., Tan, W.-Y., and Balakrishnan, N. (1986) Robust Inference. New York: Mar-
cel Dekker.
Tong, H. (1974) A note on the estimation of P (Y < X ) in the exponential case. Tech-
nometrics, 16, 625. Errata: Technometrics, 17, 395.
Tong, H. (1977) On the estimation of P (Y < X ) for exponential families. IEEE Trans-
actions on Reliability, 26, 54–56.
References 117
Van Dantzig, D. (1951) On the consistency and power of Wilcoxon’s two-sample test.
Koninklijke Nederlandse Akademie van Wetenschappen Proceedings, Series A, 54,
1–8.
Van derWaerden, B. L. (1952/1953) Order tests for the two-sample problem and their
power. I, II, III. Indagationes math. 14 (Proc. Kon. Nederl. Akad. Wet 55), 453–458;
Indag. 15 (Proc. 56), 303–310; Correction: Indag. 15 (Proc. 56), 80.
Vargha, A. and Delaney, H. D. (2000) A Critique and Improvement of the "CL" Com-
mon Language Effect Size Statistics of McGraw and Wong. Journal of Educational
and Behavioral Statistics, 25, 101–132.
Vaughan, D. C. (1992) On the Tiku–Suresh Method of Estimation. Communications
in Statistics: Theory and Methods, 21, 451–469.
Vaughan, D. C. (2002) The generalized secant hyperbolic distribution and its proper-
ties. Communications in Statistics: Theory and Methods, 31, 219–238.
Venkatraman, E. S. andBegg, C. B. (1996) A distribution-free procedure for comparing
receiver operating characteristic curves from a paired experiment. Biometrika, 83,
835–848.
Weiss, N. A. (1997) Introductory Statistics, 4th Ed. Massachusetts: Addison-Wesley
Publishing.
Wilcoxon, F. (1945) Individual comparisons by rankingmethods. Biometrical Bulletin,
1, 80–83.
Wilson, E. B. (1927) Probable inference, the law of succession, and statistical infer-
ence. Journal of the American Statistical Association, 22, 209–212.
References 118
Wolfe, D. A. and Hogg, R. V. (1971) On constructing statistics and reporting data. The
American Statistician, 25, 27–30.
Yu, Q. Q. and Govindarajulu, Z. (1995) Admissibility and minimaxity of the UMVU
estimator of P {X < Y }. Annals of Statistics, 23, 598–607.
Zaremba, S. K. (1962) A generalization of Wilcoxon’s test. Monatshefte fu¨r Mathe-
matik, 66, 359–370.
Zhou, W. (2008) Statistical inference for P (X < Y ). Statistics in Medicine, 27, 257–279.
APPENDIX
Auxiliary Results on the Extended Logistic Distribution Family
Appendix 1. Proof of Theorem 2.1.















Since the logistic cumulative distribution function is F1(x) = (1+ e−x)−1, leading to








f1(x− t ) dt
where f1(x) is the pdf of the standard logistic distribution. By the convolution for-
mula, X is the sum of two independent variables X1 and αU , where X1 is a random
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variable with the standard logistic distribution andU is a random variable with uni-
form distribution on (−1, 1). Thus, we have







which gives the conclusions (I) and (II). Hence, we can say that the approximate dis-
tribution of X isU (−α, α), for large α.
Now, we consider the behavior of fK (x) when K → −1. We will show that Fα(x)
approaches the Cauchy distribution when α goes to −pi. Note that for this case of














(ex +cosα)2+ sin2α .
By means of a transformation of z = ex +cosα, this becomes










Let Y =−X /sinα. Then, the cdf of Y is










Note that α→−pi can be expressed by α = −pi+δ, with δ→ 0. Then replacing α by
−pi+δ in FY (t ) implies














Applying the Taylor expansions of e t sinδ, sinδ, and cosδ in (cosδ−e t sinδ)/sinδ gives
e t sinδ−cosδ
sinδ
=−t +O(δ) as δ→ 0, for all fixed t .









which shows that Y
D−→ Cauchy(0, 1), as α→−pi. Thus, X ∼ Cauchy(0, −sinα) ap-
proximately, for K near to −1, with K = cosα and α near to −pi. This completes the
proof.
Appendix 2. Proof of Theorem 2.2.
Proof. Note that the moment generating function of the standard logistic isMX1(s)=
Γ(1− s)Γ(1+ s) = pis/sin(pis) and the moment generating function of the uniform
U (−α,α) is MU (s) = sinh(αs)/αs. By the convolution result of fK (x) in Theorem 2.1,
it immediately follows that the moment generating function of the ELF for K > 1 is




, K > 1.
Similar techniques by means of (2.6) show that the moment generating function of
the ELF for −1<K ≤ 1 is

















fromMX (s) for −1<K ≤ 1, the cumulant generating function of the ELF for −1<K ≤
1 can be written as

































The Taylor expansion of the logarithm functions gives further that
































Similarly, the fact of sinh(α) = −i sin(iα) implies that the cumulant generating func-

































Appendix 3. The score function of the ELF
Let X be a random variable with the extended logistic distribution. For−1<K ≤ 1,
we have, from the cdf Fα(x) of X , ex + cosα = (sinα)/tan{α(1−Fα(x))}. Hence, the















































Appendix 4. Expressing sin(2αu−α) as a finite sum of square integrable monotone
functions:
Let sin(2αu−α) be defined in 0< u < 1 and−pi<α<−pi/2. Then sin(2αu−α) can
be expressed by the sumof the following three square integrablemonotone functions,
g1(u) =

sin(2αu−α)−1, 0< u < (2α+pi)/(4α)
0, (2α+pi)/(4α)< u < 1,
g2(u) =

1, 0< u < (2α+pi)/(4α)
sin(2αu−α), (2α+pi)/(4α)< u < (2α−pi)/(4α)
−1, (2α−pi)/(4α)< u < 1,
g3(u) =

0, 0< u < (2α−pi)/(4α)
sin(2αu−α)+1, (2α−pi)/(4α)< u < 1.
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Auxiliary Results on Transformations of Stochastic Ordering
Appendix 5.
Theorem 3.1 Continuous stochastic ordering is equivalent to a smooth monotone
transformation of location shift.
Proof. It is obvious that a smooth monotone transformation of a location shift model
is sufficient for stochastic ordering between two distributions. For necessity, let X ,Y
be random variables with continuous distribution functions F , G respectively, such
that F (x) < G(x) for all x, ie X is stochastically larger than Y . For any h0 < h1 for
whichG(h0)= F (h1), recursively define {h j } for j > 1 or j < 0 byG(h j−1)= F (h j ). Let
ξ be any strictly monotone, continuous function on [h0,h1] for which ξ(h0) = 0 and
ξ(h1) = c > 0, where c is arbitrary. Thus for any h∗0 ∈ [h0,h1], there exists λ such that
ξ(h∗0 ) = λc, where 0 ≤ λ ≤ 1. Recursively define {h∗j } by G(h∗j−1) = F (h∗j ), and define
ξ outside [h0,h1] by ξ(h∗j ) = c + ξ(h∗j−1), so that ξ(h∗j ) = (λ+ j )c. Now, for x = ξ(h∗j ),
Pr {ξ(X ) ≤ x} = Pr {ξ(X ) ≤ ξ(h∗j )} = Pr {X ≤ h∗j } = F (h∗j ) = G(h∗j−1) = Pr {Y ≤ h∗j−1} =
Pr {ξ(Y )≤ ξ(h∗j−1)= ξ(h∗j )− c}= Pr {ξ(Y )≤ x− c}. This shows that ξ(X )
D= ξ(Y )+ c, as
required.
Appendix 6.
Theorem A.1 Suppose X , Y are random variables with continuous increasing distri-
bution function F and G respectively, such that F (x)<G(x) for all x. Then there exists
a monotone transformation ξ such that ξ(X ) and ξ(Y ) form a symmetric location shift
model, if G{F−1(p)}+F {G−1(1−p)}= 1 holds for every 0≤ p ≤ 1.
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Proof. It has been shown that continuous stochastic ordering is equivalent to a smooth
monotone transformation of location shift. Let one of these transformations be ξ for
which ξ{G−1(1/2)}=−c and ξ{F−1(1/2)}= 0. For convenience of discussion, h0 and h1
will be used to denoteG−1(1/2) and F−1(1/2) in the sequel. From the condition of the
theorem, G(h1)+F (h0)= 1. It implies that when p increases from F (h0) to 1/2, 1−p
decreases from G(h1) to 1/2. By the monotonicity of F and G , F−1(p) is a function
of p continuously increasing from h0 to h1 andG−1(1−p) is a function of p continu-
ously decreasing from h1 to h0. Therefore, there exists a point p∗ ∈ [F (h0),1/2] such
that h0 < F−1(p∗) = h∗ = G−1(1− p∗) < h1. Let ξ(h∗) = −c/2. We can further define
ξ{G−1(1− p)} = −c − ξ{F−1(p)} for any p ∈ [F (h0),F (h∗)], ie h ∈ [h0,h∗]. Note that ξ
is well defined in [h0,h1]. For ξ outside [h0,h1], it can be recursively defined by ex-
tending the values of ξ within [h0,h1] such that ξ(p2)− ξ(p1) = c for any two values
p1 and p2 with Pr {Y ≤ p1} = Pr {X ≤ p2}. Since G{F−1(p)}+F {G−1(1− p)} = 1 indi-
cates that G{F−1(p)}− p = 1− p − F {G−1(1− p)}, we obtain that ξ(h∗1 )+ ξ(h∗2 ) = −c
implies F (h∗1 )+G(h∗2 ) = 1 by the definition of ξ. This shows that Pr (ξ(Y ) ≤ t − c) =
Pr (ξ(X ) ≥ −t ) holds together with Pr (ξ(Y ) ≤ t − c) = Pr (ξ(X ) ≤ t ). Thus, it follows
that ξ(X )
D= ξ(Y )+ c, and that ξ(X ) is distributed symmetrically about 0, ie ξ(X ) and
ξ(Y ) follow the symmetric location shift model. This completes the proof.
Since G{F−1(p)}+F {G−1(1−p)} = 1 is always satisfied for Y = −X , we obtain im-
mediately the following corollary.
Corollary A.1 A stochastically positive random variable X can be transformed by a
smooth monotone odd function g to a symmetric location shift model given by g (X )
and g (−X ).
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