By JEFFREY A. SMITH AND PETRA E. TODD* There is a long-standing debate in the literature over whether social programs can be reliably evaluated without a randomized experiment. This paper summarizes results from a larger paper (Smith and Todd, 2001 ) that uses experimental data combined with nonexperimental data to evaluate the performance of alternative nonexperimental estimators. The impact estimates based on experimental data provide a benchmark against which to judge the performance of nonexperimental estimators. Our experimental data come from the National Supported Work (NSW) Demonstration and the nonexperimental data from the Current Population Survey (CPS) and the Panel Study of Income Dynamics (PSID). These same data were used in influential papers by Robert LaLonde (1986), James Heckman and Joseph Hotz (1989) , and Rajeev Dehejia and Sadek Wahba (1998, 1999) .
We focus on a class of estimators called propensity-score matching estimators, which were introduced in the statistics literature by Paul Rosenbaum and Donald Rubin (1983) . Traditional propensity-score matching methods pair each program participant with a single nonparticipant, where pairs are chosen based on the degree of similarity in the estimated probabilities of participating in the program (the propensity scores). More recently developed nonparametric matching estimators described in Heckman et al. (1997 Heckman et al. ( , 1998a use weighted averages over multiple observations to construct matches. We apply both kinds of estimators in this paper. Heckman et al. (1997 Heckman et al. ( , 1998a evaluate the performance of matching estimators using experimental data from the U.S. National Job Training Partnership Act (JTPA) Study combined with comparison group samples drawn from three sources. They show that data quality is a crucial ingredient to any reliable estimation strategy. Specifically, the estimators they examine are only found to perform well in replicating the results of the experiment when they are applied to comparison group data satisfying the following criteria: (i) the same data sources (i.e., the same surveys or the same type of administrative data or both) are used for participants and nonparticipants, so that earnings and other characteristics are measured in an analogous way, (ii) participants and nonparticipants reside in the same local labor markets, and (iii) the data contain a rich set of variables relevant to modeling the program-participation decision. If the comparison group data fails to satisfy these criteria, the performance of the estimators diminishes greatly.
More recently, Dehejia and Wahba (1998, 1999) have used the NSW data (also used by LaLonde) to evaluate the performance of propensity-score matching methods, including pairwise matching and caliper matching. They find that these simple matching estimators succeed in closely replicating the experimental NSW results, even though the comparison group data do not satisfy any of the criteria found to be important in Heckman et al. (1997 Heckman et al. ( , 1998a . From this evidence, they conclude that matching approaches are generally more reliable than traditional econometric estimators.
In this paper, we reanalyze the NSW data in an attempt to reconcile the conflicting findings (September 2000) , and at the University of North Carolina. We thank James Heckman for comments on this paper, and we thank Robert LaLonde for comments and for providing us with the data from his 1986 study. We thank Rajeev Dehejia for providing us with information helpful in reconstructing the samples used in the Dehejia and Wahba (1998, 1999) studies. Jingjing Hsee and Miana Plesca provided excellent research assistance. on the performance of matching estimators. In particular, we examine the sensitivity of the Dehejia and Wahba (1998, 1999) results to their choice of sample, the choice of variables for the propensity-score model, and the choice of matching method. We find that the exclusion of about 40 percent of LaLonde's observations by Dehejia and Wahba in order to incorporate one additional variable into their propensity-score model has a strong effect on their results. In fact, most conventional econometric estimators applied to their particular subsample exhibit lower bias values. The finding of low bias in Dehejia and Wahba (1998, 1999) is also sensitive to which set of variables is included in the propensity-score model. In contrast, their results (and ours) are not particularly sensitive to the details of the matching procedure used, as long as a common support condition (described below) is imposed.
Overall, our findings here, and those in Smith and Todd (2001) , serve to reconcile the seemingly conflicting findings in the existing literature. Except in the special case of Dehejia and Wahba's sample and their propensity-score specification, the matching estimators applied to the NSW data often exhibit substantial biases. This finding is consistent with the fact that the NSW data combined with LaLonde's nonexperimental comparison groups do not place nonparticipants in the same local labor markets as participants, do not measure the dependent variable (earnings) in the same way across samples, and do not include a particularly rich set of covariates for matching.
I. The Evaluation Problem
Assessing the impact of any intervention requires making an inference about the outcomes that would have been observed for program participants had they not participated. Denote by Y 1 the outcome conditional on participation and by Y 0 the outcome conditional on nonparticipation, so that the impact of participating in the program is ⌬ ϭ Y 1 Ϫ Y 0 . For each person, only Y 1 or Y 0 is observed, which leads to a missing-data problem. Let D ϭ 1 for individuals who applied and got accepted into the program, for whom Y 1 is observed, and let D ϭ 0 for persons who do not enter the program, for whom Y 0 is observed. Let Z denote a vector of observed individual characteristics used as conditioning variables. The most common evaluation parameter of interest is the mean impact of treatment on the treated (TT):
This parameter estimates the average impact among participants. It is the parameter on which LaLonde (1986) and Dehejia and Wahba (1998, 1999) focus, and it is a central parameter in many evaluations.
1 Data on program participants identify the mean outcome in the treated state, E(Y 1 ͉Z, Dϭ1). In a social experiment, where persons who would otherwise participate are randomly denied access to the program, the randomized-out control group provides a direct estimate of E(Y 0 ͉Z, Dϭ1). However, in nonexperimental (or observational) studies, no direct estimate of this counterfactual mean is available.
II. Matching Estimators
For simplicity, let P ϭ Pr(D ϭ 1͉Z) denote the probability of participating in the program (the propensity score). Cross-sectional matching estimators assume
along with the condition P Ͻ 1. The latter condition ensures that matches can be found for each program participant. Under these assumptions, the mean impact of the program is given by
The second term can be estimated from the mean outcomes of the matched (on P) comparison group.
2 A typical matching estimator takes the form
is the matched outcome. I 1 denotes the set of program participants, I 0 the set of nonparticipants, S P the region of common support (see below), and n 1 denotes the number of persons in the set I 1 പ S P . The match for each participant i ʦ I 1 പ S P is constructed as a weighted average over the outcomes of nonparticipants, where the weights W(i, j) depend on the distance between P i and P j . Define a neighborhood C(P i ) for each i in the participant sample. Neighbors for i are nonparticipants j ʦ I 0 for whom P j ʦ C(P i ).
The persons matched to i are those people in set A i where
Alternative matching estimators differ in how the neighborhood is defined and in how the weights
That is, the nonparticipant with the value of P j that is closest to P i is selected as the match and A i is a singleton set. This estimator is often used in practice due to its ease of implementation.
Recently developed nonparametric matching estimators construct a match for each program participant using a kernel-weighted average over multiple persons in the comparison group. Heckman et al. (1997 Heckman et al. ( , 1998a describe in detail the local linear matching estimator that we use in this paper.
3 To implement the matching estimator given by equation (1), the region of common support, S P , needs to be determined. To determine this region, we use a method described in Heckman et al. (1997) and Smith and Todd (2001) , which is based on direct nonparametric estimation of the density within the D ϭ 0 and D ϭ 1 samples.
III. When Does Bias Arise in Matching?
The success of a matching estimator depends on the availability of observable data to construct the conditioning set Z, such that the identifying conditions are satisfied. Suppose only a subset Z 0 of the variables required for matching is observed. The propensity score matching estimator based on Z 0 then con- Heckman et al. (1998a) show that which variables are included in the propensity score matters in practice for the estimated bias. They found that the lowest bias values were obtained when the Z data included a rich set of variables relevant to modeling the program-participation decision.
Higher bias values were obtained for a cruder set of Z variables.
IV. Using Data on Randomized-Out Controls and Nonparticipants to Estimate Bias
With only nonexperimental data, it is impossible to disentangle the treatment effect from the evaluation bias associated with any particular estimator. Data on a randomized-out control group make it possible to separate out the bias. First, randomization ensures that the control group is identical to the treatment group in terms of the pattern of self-selection. Second, the randomizedout control group does not participate in the program, so the impact of the program on them is known to be zero. Thus, a nonexperimental estimator applied to the control-group data combined with the nonexperimental comparison group data should, if consistent, produce an estimated impact equal to zero. Deviations from zero are interpretable as evaluation bias. Therefore, the performance of nonexperimental estimators can be evaluated by applying them to data from a randomized-out control group and a nonexperimental comparison group and then checking whether the resulting estimates equal zero.
V. The Data
The NSW Demonstration was a transitional, subsidized work experience program that provided work in a sheltered training environment and assisted in job placement. Robinson Hollister et al. (1984) provide a detailed description of the NSW Demonstration, which operated from April 1975 to August 1977 in 10 cities as a randomized experiment, with some applicants randomly assigned to a control group that was not allowed to participate in the program. LaLonde (1986) shows that male NSW participants were almost all minorities (mostly black), high-school dropouts, and unmarried. The earnings variables for the NSW experimental samples all derive from self-reported earnings measures from surveys. Following LaLonde (1986), all of the earnings variables (for all of the samples) are expressed in 1982 dollars. Mean earnings in the male NSW sample prior to random assignment were quite low. They also fall from 1974 to 1975, another example of the common pattern denoted "Ashenfelter's dip" in the literature (see e.g., .
In this study, we consider three experimental samples and two nonexperimental comparison groups. All of the samples are based on the male samples from LaLonde (1986). The first experimental sample, which consists of 297 treatment-group observations and 425 controlgroup observations, is the same as that employed by LaLonde (1986) . The experimental impact estimate for this group is $886, which is statistically significant at the 10-percent level. The second experimental sample is that used by Dehejia and Wahba (1998, 1999) . In order to include two years of pre-program earnings in their model for program participation, Dehejia and Wahba omit about 40 percent of LaLonde's original sample for which that information was missing. In particular, they include all persons randomly assigned in January through April of 1976. For these persons, the variable in LaLonde's data set that gives earnings in months 13-24 before random assignment roughly corresponds to earnings in 1974 (the variable is labeled "real earnings in 1974" in their papers). They also include persons randomly assigned after this date, but only if they have zero earnings in months 13-24 before random assignment. The justification for including this latter group is somewhat unclear. The effect of differentially including persons with zero earnings in months 13-24 prior to random assignment is to reduce the extent of Ashenfelter's dip in the experimental sample. Smith and Todd (2001) show that for this particular subsample, most conventional regression-based nonexperimental estimators have low bias values. The experimental impact estimate for the Dehejia and Wahba sample is $1,794, almost twice as large as that for the LaLonde sample.
The third experimental sample we examine is not used in the previous studies. It excludes all persons who were randomized after April 1976, so as to include earnings in months 13-24 but not just include those with positive earnings in later months (the Dehejia and Wahba restriction). This third experimental sample includes 108 treatment-group members and 142 controlgroup members and is a proper subset of the Dehejia and Wahba sample. Ashenfelter's dip is stronger for this sample (a drop of about $1,200 rather than one of about $700) than for the Dehejia and Wahba sample, as is to be expected given that it drops the large contingent of persons with zero earnings in months 13-24 prior to random assignment (RA). The $2,748 experimental impact for this last ("early RA") sample is the largest among the three experimental samples.
The comparison-group sample we use in this paper is the CPS sample also used by LaLonde (1986) and Dehejia and Wahba (1998, 1999) . It is based on Westat's matched Current Population Survey-Social Security Administration file. This file contains male respondents from the March 1976 Current Population Survey (CPS) with matched Social Security earnings data. The sample excludes persons with nominal own incomes greater than $20,000 and nominal family incomes greater than $30,000 in 1975. Men over age 55 are also excluded. LaLonde (1986) shows that the full CPS comparison-group sample is much older, much less likely to be a minority, better educated (70 percent completed high school), and much more likely to be married than any of the NSW experimental samples.
The earnings measures for the CPS sample are individual-level administrative annual earnings totals from the U.S. Social Security system. The CPS comparison-group sample had, on average, much higher earnings than the NSW experimental sample in every year. (The "Real Earnings in 1974" variable for the CPS comparison group corresponds to calendar-year 1974.) There is a slight dip in the mean earnings of the CPS comparison group from 1974 to 1975, which is consistent with the imposition of maximum individual and family income criteria in 1975 for inclusion in the sample, along with some level of meanreversion in earnings. The very substantial differences between this comparison group and the NSW experimental group poses a tough problem for any nonexperimental estimator to solve. In addition, because the CPS sample is a national one, only a very small number of comparisongroup members will be in the same local labor markets as the NSW participants.
VI. Empirical Results
We now present our estimates of the bias obtained when we apply matching estimators to the experimental NSW data and the CPS comparison groups. Our estimation strategy differs somewhat from that of LaLonde (1986) and Dehejia and Wahba (1998, 1999) in that we obtain direct estimates of the bias by applying matching to the randomized-out control group and nonexperimental comparison group, whereas the other papers obtain the bias indirectly by applying matching to the treatment and comparison groups and comparing the experimental and the nonexperimental estimates. Another difference is that we match on the log-odds ratio rather than on the propensity score itself, so that our estimates are robust to choice-based sampling (see Smith and Todd, 2001 ). We present matching estimates based on two alternative specifications of the propensity score. The first specification is that of Dehejia and Wahba (1998, 1999) , and the second specification is that of LaLonde (1986) . Estimated coefficients and standard errors for the propensity-score models are reported in Smith and Todd (2001) .
Estimates of the bias associated with crosssectional matching appear in Table 1 . The outcome variable is earnings in calendar-year 1978, where January 1978 is at least five months after random assignment for all of the controls. The first row of Table 1 gives the simple mean difference in 1978 earnings between each experimental control group and the CPS comparison group. The remaining rows present estimates of the bias associated with different matching estimators. The first three columns of the table refer to estimates using the Dehejia and Wahba propensity-score specification, while the final column refers to the LaLonde propensity-score specification. We present bias estimates for each experimental sample, along with the percentage of the experimental impact estimate for that sample that the bias estimate represents. These percentages are useful for comparisons of different estimators within each column, but are not useful for comparisons across columns, given the large differences in experimental impact estimates among the three experimental samples.
The second through the fifth rows give various estimates based on nearest-neighbor matching, using either the one nearest or ten nearest neighbors, with and without imposing the common- Dehejia and Wahba (1998, 1999) . Second, when Dehejia and Wahba's propensity-score model is applied to the LaLonde sample or to the early RA sample, the bias estimates are substantially higher. Indeed, the bias estimates for the Dehejia and Wahba scores as applied to the early RA sample are among the largest in the table. Third, the imposition of the common-support condition has little effect on the estimates for LaLonde and Dehejia-Wahba samples, but it does result in a substantial bias reduction for the early RA sample. Fourth, increasing the number of nearest neighbors reduces bias in the relatively small early RA sample but does little to change the bias estimates for the other two experimental samples. Fifth, when the LaLonde propensity-score model is applied to the LaLonde sample, it does quite poorly in terms of bias, though not as poorly as the DehejiaWahba scores in the early RA sample. Thus, the results obtained by Dehejia and Wahba (1998, 1999) using simple nearest-neighbor matching on their sample are highly sensitive both to changes in the sample composition and to changes in the variables included in the propensity-score model.
The last two rows present estimates obtained using local linear matching methods with two different bandwidths. In general, increasing the bandwidth will increase the bias and reduce the variance associated with the estimator by putting a heavier weight on the information provided by more distant observations in constructing the counterfactual for each D ϭ 1 observation. Interestingly, both the variance and the overall average bias usually decrease when we increase the bandwidth.
In Smith and Todd (2001) , we present additional results obtained using comparison-group samples drawn from the PSID and using difference-in-difference matching estimators applied to both the CPS and PSID data. Inference from the PSID is generally similar to that obtained from the CPS samples, revealing extreme sensitivity of the impact estimates to changes in the sample and to changes in the specification of the propensity-score model. Again, we only find low bias estimates for the Dehejia-Wahba subsample. In comparing the performance of the cross-sectional matching methods to the difference-in-difference methods, we find that the difference-in-difference matching estimators generally exhibit better overall performance. The bias estimates are lower in most cases for the Dehejia-Wahba scores and the early RA sample and in all cases with the LaLonde scores applied to the LaLonde sample.
The implications of our findings for evaluation research are clear. When matching methods are applied to high-quality data, they have been found to perform reasonably well. In Heckman et al. (1997 Heckman et al. ( , 1998a , matching methods applied to the data from the JTPA experiment yield biases of roughly the same order of magnitude as the experimental impact estimates. However, the CPS and PSID comparison groups in LaLonde's (1986) and Dehejia and Wahba's (1998, 1999 ) studies using the NSW data suffer from the problem of geographic mismatch and from the dependent variable being measured in different ways in the participant and nonparticipant samples. Our findings using the NSW data show that the finding of low bias for matching estimators using the NSW data is very sensitive to both the experimental sample employed and to the set of variables included in the matching. A more general analysis finds biases substantially larger, relative to the experimental impact estimates, in the NSW data than in the JTPA data. This finding is consistent with the conclusions regarding the importance of data quality drawn by Heckman et al. (1997 Heckman et al. ( , 1998a .
