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　現実社会においても、ビッグデータに象徴されるような ICT 技術・AI 解析
の活用領域は拡大している。広義の刑事法という文脈においては、ビッグデー
タ解析とその結果を、警察活動（ポリシング）において活用する試みが生じて
きている。平成 28 年 10 月には、京都府警が「予測型犯罪防御システム」を
導入し、過去のデータに基づく犯罪予測を参考に、パトロール等に役立てると
ビッグデータ・ポリシングは何をもたらすか？46
いう試みがはじまっている。また、平成 30 年 4 月には、警視庁の有識者会議
において、『犯罪・交通事象・警備事象の予測における ICT 活用の在り方に関
する提言書』が示された。そこでは、「私たちを取り巻く ICT（情報通信技術：






















法的留意点」知財管理 68 巻 6 号（2018 年）730 頁参照。
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たり、原告が職務質問を受けたという事案について、東京地判平成 21 年 2 月
17 日（判時 2052 号 53 頁）は、最初の職務質問の後、その後 9 時間近くの間、
当該登録を解除しなかったことについて、当該県警による過失による不法行為
に該当するものと認めた。そして、原告に対して行われた職務質問の回数や態
様等から、Ｇ県に対して、国家賠償法 1 条 1 項に基づき、原告の被った精神
的損害として 10 万円の損害賠償を認めている。
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び AI による解析をしたところ、「50 歳前後の細面の男性が、Ａ地区で、毎週























　2016 年に採択された EU 一般データ保護規則（GDPR）では、プロファイリ
ング規制についても関心が持たれており、それに関する規定が置かれている 25）。
同規則 21 条 1 項は、「データ主体は、自己の特別な状況と関連する根拠に基
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心の AI 社会原則検討会議」において AI の基本７原則が提案され、その第６原則と
して「AI の利用によって差別があってはならない。AI の動作について可能な限り説
明責任を果たす」とする「公平性、説明責任、透明性の原則」がうたわれている。
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指摘する。Ferguson, supra note （5）, at 410. アメリカでの議論については、他日に
論ずる機会を得たい。
