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Quantum supermaps are a higher-order generalization of quantum maps, taking quantum maps
to quantum maps. It is known that any completely positive, trace non-increasing (CPTNI) map
can be performed as part of a quantum measurement. By providing an explicit counterexample
we show that, instead, not every quantum supermap sending a quantum channel to a CPTNI map
can be realized in a measurement on quantum channels. We find that the supermaps that can be
implemented in this way are exactly those transforming quantum channels into CPTNI maps even
when tensored with the identity supermap.
One of the most puzzling aspects of quantum mech-
anics has always been the need to consider probabil-
istic processes to describe the observation of physical
systems. The development of quantum information the-
ory has turned this puzzling feature into a resource for
many protocols. Think, for instance, of the implement-
ation of quantum computation through measurements
(measurement-based quantum computation) [1, 2], of
quantum cryptographic protocols [3–6], or of the gen-
eration of random numbers [7].
Specializing our attention to finite-dimensional
quantum systems, the most general quantum measuring
device can be described by a set of linear maps that are
completely positive and trace non-increasing (CPTNI).
The maps in this set must sum to a quantum channel,
namely to a completely positive and trace-preserving
(CPTP) linear map [8–10]. This situation is described
by a quantum instrument [10–13], a quantum channel
that takes a quantum system as input, and outputs a
a classical-quantum system, where the classical system
represents the “meter” read by the experimenter. From
the classical outcome read on the meter, one can infer
which CPTNI map occurred during the experiment. This
characterization of quantum experiments, in conjunction
with the fact that quantum channels with trivial (i.e.
1-dimensional) input represent states [14], singles out
channels as the fundamental objects of quantum theory,
encapsulating all the other processes.
For this reason, it is important to understand how to
manipulate quantum channels. The study of such manip-
ulations, initiated in [14–16], has both practical [14, 17–
28] and foundational consequences [16, 17, 25, 29–31],
and has led to the development of new research areas,
such as resource theories of quantum processes [28, 32–
54]. The manipulation of quantum channels is imple-
mented by supermaps [14–16, 38, 55, 56], which are lin-
ear transformations sending linear maps to linear maps.
In this setting, superchannels [14, 38] represent the way
a channel can evolve deterministically, in the same way
as channels represent the deterministic evolution of a
quantum state. Superchannels are the supermaps that
take quantum channels to quantum channels even when
tensored with the identity supermap [16]. Measurements
on channels are then described by a set of supermaps
that sum to a superchannel, giving rise to the notion of
a quantum super-instrument.
In this letter we focus on measurements performed on
quantum channels, and we show that a naive application
of a condition similar to CPTNI in quantum theory is
not enough to single out physical supermaps, viz. those
that can arise in an experiment performed on quantum
channels.
We will adopt the following notation.
Notation. B (H) denotes the set of bounded linear oper-
ators on the finite-dimensional Hilbert space H, Bh (H)
the set of bounded hermitian operators on H, and D (H)
the set of density matrices on H. Every letter without a
subscript denotes a pair of systems A := A0A1, where A0
is usually regarded as an input system, and A1 as an out-
put system. Thus EA := EA0→A1 denotes a linear map
with input A0 and output A1, and LA := LA0→A1 is the
set of such linear maps, from B
(HA0) to B (HA1). |A0|
denotes the dimension of HA0 . A supermap ΘA→B takes
elements of LA to elements of LB , and its action on a lin-
ear map EA is denoted with square brackets: ΘA→B [EA].
Finally, a tilde over a system, like in A0A˜0, indicates that
we are considering two identical copies of a system (in this
case A0). We adopt the following convention concern-
ing partial traces: if MAB is a matrix on A0A1B0B1,
MAB0 denotes the partial trace on the missing system
B1: MAB0 := TrB1
[
MAB
]
. In summary, when a super-
script is missing, we have taken the partial trace over the
missing system of the original matrix.
The first condition one must require of physical super-
maps is that they be completely CP-preserving (CPP):
they should send CP maps to CP maps even when
tensored with the identity supermap. In formula, a
supermap ΘA→B is CPP if for all bipartite CP maps
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2ERA ∈ LRA, we have that(
1R ⊗ΘA→B) [ERA] , (1)
where 1R := 1R→R is the identity supermap, is still a CP
map. This is analogous to the CP condition for quantum
maps.
The second condition, analogous to being TNI for
quantum maps, is that a physical supermap should send
CPTNI maps to CPTNI maps. If a supermap is CPP,
demanding this is equivalent to requiring that it should
take CPTP maps to CPTNI maps (see Appendix A).
More precisely, a supermap ΘA→B is CPTNI-preserving
if it is CPP and
Tr
[
ΘA→B
[NA] (ρB0)] ≤ 1, (2)
for any CPTP map NA ∈ LA and any ρB0 ∈ D (HB0).
A measurement on quantum channels (called a super-
measurement) is described by a set of CPTNI-preserving
supermaps
{
ΘA→Bx
}
x∈X , indexed by the outcome x of
the measurement, such that
∑
x∈X Θ
A→B
x is a superchan-
nel. This gives rise to the super-instrument
ΥA→X1B
[EA] = ∑
x∈X
|x〉 〈x|X1 ⊗ΘA→Bx
[EA] , (3)
for every CP map EA, where system X1 represents the
classical meter and
{
|x〉X1
}
is an orthonormal basis of
X1.
Our main result is that, surprisingly, not all CPTNI-
preserving supermaps can arise in a quantum super-
measurement, therefore not all CPTNI-preserving super-
maps are physical. An example is the supermap ΘA→B
whose action on a generic CP map EA is
ΘA→B
[EA] (ρB0)
= Tr
[
EA0→B0 (uA0)Y B0 (ρB0)T Y B0]uB1 (4)
where all systems are qubits, u is the maximally mixed
state, and Y is the Pauli Y matrix (ρB0 is a generic dens-
ity matrix, used to define the action of the CPTNI map
ΘA→B
[EA] on its input). Note that, if EA is CPTP, one
has indeed Tr
[
ΘA→B
[EA] (ρB0)] ≤ 1, because ρB0 is a
density matrix. This means that the supermap ΘA→B is
CPTNI-preserving (cf. Eq. (2)). Full details are presen-
ted in Appendix C.
We find that the right condition to ensure that a
CPTNI-preserving supermap ΘA→B is physical is that
it be completely CPTNI-preserving. This means that it
is CPTNI-preserving even when tensored with the iden-
tity supermap:
Tr
[(
1R ⊗ΘA→B) [NRA] (ρR0B0)] ≤ 1, (5)
where NRA is a CPTP map, and ρR0B0 ∈ D (HR0B0).
The example in Eq. (4) highlights that, in general, not
all CPTNI-preserving supermaps are completely CPTNI-
preserving.
For superchannels the situation is different: it is suf-
ficient to demand that they be CPP and TP-preserving
(TPP), without requiring that they be TPP in a complete
sense [38]. The situation of generic supermaps is also dif-
ferent from linear maps acting on quantum states. In the
latter case, to have a physical CP map, it is enough to re-
quire that it be TNI, without demanding it in a complete
sense. The ultimate reason for these different behaviors
is related to causality and no-signaling [57], and it is fully
examined in Appendix F.
Following [15, 38], we work in the Choi picture for
quantum maps and supermaps. A summary of useful
facts is presented in Appendix B 1. Let JABΘ be the Choi
matrix of a supermap ΘA→B , and JAE the Choi matrix
of a linear map EA ∈ LA. Then ΘA→B is a CPTNI-
preserving supermap if and only if JABΘ ≥ 0 (since it is
CPP), and it satisfies the additional condition deriving
from Eq. (2):
Tr
[
JAB0Θ
(
JAN ⊗ ρB0
)T] ≤ 1, (6)
for every CPTP map NA ∈ LA, and every ρB0 ∈
D
(HB0) (see Appendix B 1). In a similar spirit, we can
express the requirement of complete CPTNI preservation
in Eq. (5) in the Choi picture as JABΘ ≥ 0 plus the re-
markably simple additional constraint
Tr
[
JAB0Θ
(
MAB0
)T] ≤ 1, (7)
for every positive semi-definite matrix MAB0 with mar-
ginal MA0B0 = IA0 ⊗ρB0 , for some ρB0 ∈ D (HB0). The
technical details are provided in Appendix B 2.
It is not hard to check that all the matrices of the form
JAN ⊗ ρB0 , with NA CPTP, are a strict subset of the
matrices MAB0 , confirming that complete CPTNI pre-
servation is at least as strict a condition as CPTNI pre-
servation. In fact, it is stricter, as our counterexample
in Eq. (4) shows: the supermap in Eq. (4) is CPTNI-
preserving but not completely CPTNI-preserving. Con-
sequently, the set of completely CPTNI-preserving super-
maps is strictly contained in the set of CPTNI-preserving
supermaps. The situation is illustrated in Fig. 1.
To obtain our main result, namely the characteriza-
tion of which CPTNI-preserving supermaps are physical,
we consider a semi-definite program (SDP) inspired by
Eq. (7):
Find α = max
M
Tr
[
JAB0Θ
(
MAB0
)T]
Subject to: MAB0 ≥ 0
MA0B0 = IA0 ⊗ ρB0 . (8)
3c-CPTNI
CPTNI
CPP
Figure 1. Inclusions between sets of supermaps. Here c-
CPTNI denotes completely CPTNI-preserving supermaps.
If we consider the dual of the SDP (8)
Find β = |A0|min r
Subject to: r |A0|JA0B0Φ ⊗ uA1 ≥ JAB0Θ
JA0B0Φ ≥ 0
JA1B0Φ = I
A1B0
r ≥ 0
r ∈ R
Φ superchannel,
we convert Eq. (8) from an SDP having a constraint on
MAB0 into one having an explicit condition on JAB0Θ .
This condition is exactly what we need to derive our main
result.
Theorem 1. A CPTNI-preserving supermap can be
completed to a superchannel if and only if it is completely
CPTNI-preserving.
The full proof is presented in Appendix D.
Using the Choi picture, we can re-obtain a result of
[14, theorem 2], namely that every completely CPTNI-
preserving supermap can be expressed in terms of a
CPTP pre-processing map and a CPTNI post-processing
map, as depicted in Fig. 2. In formula, if ΘA→Bx is a com-
pletely CPTNI-preserving supermap, associated with the
outcome x of a quantum super-instrument, its Choi mat-
rix JABΘx can be expressed in the following form:
JABΘx =
(
IAB0 ⊗ ΓA˜1E0→B1postx
)
◦
(
IA1A˜1B0 ⊗ ΓB˜0→A0E0pre
)(
φB0B˜0+ ⊗ φA1A˜1+
)
(9)
where IAB0 is the identity channel on AB0 and φB0B˜0+ =∑
j,k |jj〉 〈kk|B0B˜0 is the unnormalized maximally en-
tangled state of B0B˜0. Here ΓB˜0→A0E0pre is the CPTP
pre-processing map, and ΓA˜1E0→B1postx is the CPTNI post-
processing map. Being that ΘA→Bx is part of a quantum
super-instrument, we also have that
∑
x Γ
A˜1E0→B1
postx
is a
Figure 2. Representation of a completely CPTNI-preserving
supermap. Here, a bipartite input map ERA is inserted
between a CPTP pre-processing map and a CPTNI post-
processing map. The output is a bipartite CPTNI map.
Note the presence of the ancillary system E, which acts
as a “memory” between the pre-processing and the post-
processing. This realization of a supermap is called a quantum
1-comb [19].
CPTP map. The proof of this result is reported in Ap-
pendix E. Note that the pre-processing ΓB˜0→A0E0pre is in-
dependent of x, therefore it can be chosen to be the same
for all the supermaps in the same super-instrument.
To summarize, for the first time we exactly pinned
down the necessary and sufficient conditions determ-
ining which supermaps can appear in quantum super-
instruments. Specifically, we found that only com-
pletely CPTNI-preserving supermaps can be imple-
mented in a quantum super-instrument. Addition-
ally, we showed an explicit example of a supermap
that is CPTNI-preserving, but not completely CPTNI-
preserving (Eq. (4)). Viewing CPTNI preservation as
a higher-order generalization of the CPTNI condition
for quantum maps, we cannot fail to note the differ-
ence between the theory of quantum supermaps—where
CPTNI maps are regarded as states—and quantum the-
ory. Indeed, in quantum theory, all CPTNI maps EA are
also completely CPTNI, the latter meaning
Tr
[(IR0 ⊗ EA) (ρR0A0)] ≤ 1, (10)
for every ρR0A0 ∈ D (HR0A0). The ultimate reason for
this difference is that the theory of quantum supermaps
does not satisfy the fundamental property of causality
[57].
Axiom 2 (Causality). The probability of a transform-
ation occurring in an experiment is independent of the
choice of experiments performed on its output.
Loosely speaking, causality means that information
cannot “come back from the future”. One of its con-
sequences is that all bipartite states are non-signaling.
The existence of signaling bipartite channels [58, 59] is a
clear signature that causality does not hold in the theory
of quantum supermaps. Moreover, we can get an intuit-
ive grasp of the failure of causality from the realization
of physical supermaps expressed in Eq. (9) and in Fig. 2.
4Consider a super-measurement
{
ΘA→Bx
}
performed on a
CPTNI map EA, which means that the measurement oc-
curs after EA is prepared in a laboratory or in a quantum
circuit. The presence of a pre-processing in the realiz-
ation of every ΘA→Bx implies that ΘA→Bx acts on the
input of EA too, meaning, in some sense, that part of
ΘA→Bx also acts before EA. Somehow in this situation
there is not a well-defined notion of what comes “before”
and “after”, so causality cannot hold; for it would se-
lect a clear “arrow of time” in information processing. A
rigorous proof of this, and of the implications of the fail-
ure of causality for the theory of quantum supermaps, is
presented in Appendix F.
The results we obtained in this letter improve our un-
derstanding of the operational viewpoint in quantum the-
ory, and more generally in physics. In particular, we
showed that the correct conditions to impose on a lin-
ear transformation to guarantee its physicality, be it a
quantum map or a quantum supermap, must always be
formulated in a complete sense. This means that they
must always involve the tensor product with the iden-
tity transformation. Thus, for quantum supermaps we
have the CPP condition and the complete CPTNI pre-
servation condition. For quantum maps we have the CP
condition and the complete TNI condition of Eq. (10).
Since quantum theory satisfies causality, Eq. (10) be-
comes equivalent to the TNI condition we impose ordin-
arily on quantum maps (see Appendix F 2). However,
the fundamental requirement is still the one expressed by
Eq. (10). In other words, the existence of signalling bi-
partite states in the theory of quantum supermaps is the
reason for the gap between CPTNI preservation and com-
plete CPTNI preservation; in the very same way as the
existence of entangled states in quantum theory creates
a gap between positive and completely positive maps,
which are instead the same notion in classical physics.
The fact that conditions expressed in a complete sense
are the right thing to demand is apparent if one ad-
opts the framework of operational probabilistic theories
[57, 60–62], presented in Appendix F. This is an opera-
tional approach to physical theories based on the notion
of circuits, and of composition of physical transforma-
tions occurring in experiments. Our results confirm and
strengthen the validity of this approach to the study of
the fundamental operational properties of physical the-
ories.
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Appendix A: General facts about quantum maps and supermaps
Quantum maps describe the evolution of quantum systems, in both the deterministic and the probabilistic case
(e.g. when a measurement is performed). To be consistent with the interpretation of mixed states as probabilistic
ensembles, a quantum map EA must be linear, EA ∈ LA . This is not enough, because a quantum map must send
quantum states to quantum states even when applied only to half of a bipartite state. For this reason we first demand
that it be completely positive (CP): for every ρR0A0 ∈ D (HR0A0) it must be(IR0 ⊗ EA) (ρR0A0) ≥ 0,
where IR0 is the identity map on system R0. This means that EA sends positive semi-definite operators to positive
semi-definite operators even when tensored with the identity. We also require that a map EA be trace non-increasing
(TNI):
Tr
[EA (ρA0)] ≤ 1,
for every ρA0 ∈ D (HA0). In particular, if the trace is preserved, that is Tr [EA (ρA0)] = 1, for every ρA0 ∈ D (HA0),
we say that the map is trace-preserving (TP). The allowed quantum maps are those that are both CP and TNI
(CPTNI). CPTP maps are also called quantum channels and represent the most general deterministic evolutions a
quantum system can undergo. CPTNI maps that are not CPTP represent non-deterministic transformations. This is
what happens in a quantum measurement, which can be seen as a collection of CPTNI maps
{EAx }, indexed by the
outcomes x of that measurement, such that
∑
x EAx is a CPTP map. If we know the outcome x of the measurement,
then we know that the system evolved under the CPTNI map EAx . We can therefore construct a quantum instrument
EA0→X1A1 =
∑
x
|x〉 〈x|X1 ⊗ EAx , (A1)
where
{
|x〉X1
}
is an orthonormal basis of system X1. EA0→X1A1 is a quantum channel with classical-quantum output.
Here X1 is the classical system, recording the measurement outcome. As such it represents the meter read by the
experimenter performing the quantum measurement
{EAx }.
These notions can be easily generalized to quantum supermaps [14, 15, 55], namely to transformations sending
quantum maps to quantum maps. Again these are linear maps, and an easy translation of the requirements of CP and
TNI leads to the requirement of CPP (Eq. (1)) [14, 38] and TNI preservation. Specifically, a map is CPTNI-preserving
if it is CPP, and sends CPTNI maps to CPTNI maps:
Tr
[
ΘA→B
[EA] (ρB0)] ≤ 1, (A2)
for any CPTNI map EA and any ρB0 ∈ D (HB0). In fact, if ΘA→B is CPP, it is enough to require that inequality (A2)
be satisfied by quantum channels EA, namely by CPTP maps.
7Figure 3. Realization of a superchannel. Here an input quantum channel is inserted between a CPTP pre-processing map and
a CPTP post-processing map. The output is another quantum channel. The ancillary system E plays the role of a quantum
memory between the pre- and the post-processing.
To see it, let EA be a CPTNI map. We can always find another CPTNI map E ′A such that EA +E ′A is CPTP. Now
assume that ΘA→B is CPP, and sends CPTP maps to CPTNI maps. Then, for every ρB0 ∈ D (HB0),
1 ≥ Tr [ΘA→B [EA + E ′A] (ρB0)] = Tr [ΘA→B [EA] (ρB0)]+ Tr [ΘA→B [E ′A] (ρB0)] .
Since ΘA→B is CPP, then Tr
[
ΘA→B
[EA] (ρB0)] ≥ 0 and Tr [ΘA→B [E ′A] (ρB0)] ≥ 0, therefore we conclude that it
must be
Tr
[
ΘA→B
[EA] (ρB0)] ≤ 1,
which means that ΘA→B satisfies Eq. (A2).
A CPTNI-preserving supermap ΘA→B is called superchannel if it sends CPTP maps to CPTP maps [38]. The
original definition in [16] required that it should send quantum channels to quantum channels in a complete sense,
i.e. even when tensored with the identity supermap. In other words,
Tr
[(
1R ⊗ΘA→B) [NRA] (ρR0B0)] = 1. (A3)
for any CPTP map NRA and any ρR0B0 ∈ D (HR0B0), where 1R is the identity supermap on R. Actually, in [38,
theorem 1], using the Choi picture, it was proved that we need not consider this requirement in a complete sense: a
CPTNI-preserving supermap ΘA→B is a superchannel if and only if
Tr
[
ΘA→B
[NA] (ρB0)] = 1,
for any CPTP map NA and any ρB0 ∈ D (HB0). In Appendix F 2 we will prove this result in an alternative way,
without using the Choi isomorphism.
Superchannels are intimately related to channels: it was proved that all superchannels can be represented in terms
of a pre- and a post-processing CPTP map [14, 38], as depicted in Fig. 3. Such a representation is called a quantum
1-comb [14].
Superchannels play an important role because they represent all physical ways a quantum channel can evolve in an
open system, and provide a framework for measurements on quantum operations, called super-measurements. These
are described by a set
{
ΘA→Bx
}
of CPTNI-preserving supermaps such that
∑
x Θ
A→B
x is a superchannel. Then we
can construct a quantum super-instrument as the generalization of the quantum notion (see Eq. (3)):
ΥA→X1B
[EA] = ∑
x
|x〉 〈x|X1 ⊗ΘA→Bx
[EA] ,
where system X1 again represents the classical meter, like in Eq. (A1), and EA is any CP map. The main result
of this letter is that, unlike CPTNI quantum maps, not all CPTNI-preserving supermaps can be part of a quantum
super-instrument. In Appendix F we link this fact to the failure of causality [57] in the theory of quantum supermaps.
Appendix B: The Choi picture for quantum maps and supermaps
In this Appendix we collect some results about the Choi representation of quantum maps and supermaps. Specific-
ally, Appendix B 1 provides the general background information and some basic results about the Choi isomorphism.
Appendix B 2 instead focuses on the derivations related to complete CPTNI preservation in the Choi form, and in
particular on obtaining Eq. (7).
81. Choi matrices of quantum maps and supermaps
The first ingredient to define the Choi isomorphism is to consider the super-normalized maximally entangled state
|φ+〉A0A˜0 =
∑|A0|
j=1 |j〉A0 |j〉A˜0 , where
{
|j〉A0
}
is a fixed orthonormal basis of HA0 (and therefore of HA˜0 too, since A˜0
is just another copy of A0). The Choi matrix of a linear map EA ∈ LA is defined as
JAE :=
(
IA0 ⊗ EA˜0→A1
)(
φA0A˜0+
)
,
where φA0A˜0+ := |φ+〉 〈φ+|A0A˜0 , and IA0 is the identity channel. Again, since A˜0 is just another copy of A0, the linear
map EA˜0→A1 is well defined.
In particular, EA is CP if and only if JAE ≥ 0. EA is CPTP if and only if in addition one has JA0E = IA0 . Instead,
EA is CPTNI if and only if, besides JAE ≥ 0, one has JA0E ≤ IA0 . The Choi matrix JAE encodes all the information
about EA because one can reconstruct the action of EA on quantum states from its Choi matrix:
EA (ρA0) = TrA0 [JAE ((ρA0)T ⊗ IA1)] , (B1)
for every ρA0 ∈ D (HA0).
To define the Choi matrix of a supermap ΘA→B , we follow the approach presented in [38]. Let us consider the
following basis of the space LA:
EAjklm
(
ρA0
)
= 〈j|ρ|k〉A0 |l〉 〈m|A1 ,
for j, k ∈ {1, . . . , |A0|} and l,m ∈ {1, . . . , |A1|}. The Choi matrix of the supermap ΘA→B can be defined as
JABΘ :=
∑
j,k,l,m
JAEjklm ⊗ JBΘ[Ejklm].
Again, JABΘ encodes all the information about Θ
A→B . For instance, ΘA→B is CPP if and only if JABΘ ≥ 0. Moreover,
we can express the action of a supermap on a quantum map EA using their Choi matrices: if FB = ΘA→B [EA], we
have [38]
JBF = TrA
[
JABΘ
((
JAE
)T ⊗ IB)] . (B2)
A full characterization of superchannels from their Choi matrices was given in [38]: ΘA→B is a superchannel if and
only if JABΘ ≥ 0, and one has JAB0Θ = JA0B0Θ ⊗ uA1 and JA1B0Θ = IA1B0 . Here uA1 = 1|A1|IA1 is the maximally mixed
state. Combining Eqs. (B1) and (B2) for a CPTP map NA, we have
ΘA→B
[NA] (ρB0) = TrAB0 [JABΘ ((JAN ⊗ ρB0)T ⊗ IB1)] ;
therefore,
Tr
[
ΘA→B
[NA] (ρB0)] = TrB1 {TrAB0 [JABΘ ((JAN ⊗ ρB0)T ⊗ IB1)]} = Tr [JAB0Θ (JAN ⊗ ρB0)T] (B3)
Hence, by Eq. (A3) ΘA→B is a superchannel if and only if
Tr
[
JAB0Θ
(
JAN ⊗ ρB0
)T]
= 1.
Similarly, we can characterize CPTNI-preserving supermaps in the Choi picture. By Eq. (2), a supermap is CPTNI-
preserving if Tr
[
ΘA→B
[NA] (ρB0)] ≤ 1, for every CPTP map NA and every density matrix ρB0 . By Eq. (B3) we
can rewrite this condition in the Choi picture as
Tr
[
JAB0Θ
(
JAN ⊗ ρB0
)T] ≤ 1.
This proves Eq. (6).
92. Some technical derivations about completely CPTNI-preserving supermaps
Now we will focus on expressing the complete CPTNI preservation condition in the Choi picture. Looking at Eq. (5)
tells us that we need to find an expression for Tr
[(
1R ⊗ΘA→B) [NRA] (ρR0B0)] in the Choi picture. Note that the
identity supermap does not change the systems it acts on. Therefore, to express Eq. (5) in the Choi form, we only
consider how NRA is acted on by the supermap ΘA→B , representing the action of the identity superchannel with the
identity matrix IR. Therefore, combining Eqs. (B1) and (B2) this time yields
Tr
[(
1R ⊗ΘA→B) [NRA] (ρR0B0)] = Tr [(IR ⊗ JABΘ ) ((JRAN )TA ⊗ IB)((ρR0B0)T ⊗ IR1AB1)]
= TrR0AB0
{
TrR1B1
[(
IR ⊗ JABΘ
) ((
JRAN
)TA ⊗ IB)((ρR0B0)T ⊗ IR1AB1)]}
= TrR0AB0
[(
IR0 ⊗ JAB0Θ
)((
JR0AN
)TA ⊗ IB0)((ρR0B0)T ⊗ IA)] . (B4)
Now let us define
MAB0 := TrR0
[(
ρR0B0 ⊗ IA)((JR0AN )TR0 ⊗ IB0)] , (B5)
and let us calculate
Tr
[
JAB0Θ
(
MAB0
)T]
= TrR0AB0
[(
IR0 ⊗ JAB0Θ
)((
JR0AN
)TR0 ⊗ IB0)T (ρR0B0 ⊗ IA)T]
= Tr
[(
IR0 ⊗ JAB0Θ
)((
JR0AN
)TA ⊗ IB0)((ρR0B0)T ⊗ IA)] .
As we can see, this coincides with Eq. (B4). Therefore Tr
[(
1R ⊗ΘA→B) [NRA] (ρR0B0)] = Tr [JAB0Θ (MAB0)T],
where MAB0 is defined in Eq. (B5). Now the complete CPTNI preservation condition of Eq. (5) becomes
Tr
[
JAB0Θ
(
MAB0
)T] ≤ 1 (B6)
for every MAB0 of the form (B5). Note that Tr
[
JAB0Θ
(
MAB0
)T] ≥ 0 for every CPP supermap ΘA→B , whence MAB0
is positive semi-definite. Furthermore,
MA0B0 = TrR0A1
[(
ρR0B0 ⊗ IA)((JR0AN )TR0 ⊗ IB0)] = TrR0 [ρR0B0]⊗ IA0 = IA0 ⊗ ρB0 ,
where we have used the fact that TrR0A1
[(
JR0AN
)TR0]
= TrR0A1
[
JR0AN
]
, and that TrA1
[
JR0AN
]
= TrR1A1
[
JRAN
]
=
IR0 ⊗ IA0 because N is CPTP (cf. Appendix B 1). So MAB0 has marginal MA0B0 = IA0 ⊗ ρB0 .
Now we prove a key result, namely that every positive semi-definite matrixMAB0 with marginalMA0B0 = IA0⊗ρB0 ,
where ρB0 is any density matrix, can be written as in Eq. (B5). In this way, instead of stating complete CPTNI
preservation as in Eq. (B6) for MAB0 of the form (B5), we will state it in a remarkably simpler way: ΘA→B is
completely CPTNI-preserving if and only if Eq. (B6) is satisfied for any positive semi-definite MAB0 with marginal
MA0B0 = IA0⊗ρB0 . This technical result will be crucial for the main finding of this letter, namely the characterization
of physical supermaps (see Appendix D).
Lemma 3. Let MAB0 ≥ 0 such that MA0B0 = IA0 ⊗ ρB0 , for some ρB0 ∈ D (HB0). Then
MBC0 = TrR0
[(
ρR0B0 ⊗ IA)((JR0AN )TR0 ⊗ IB0)] ,
where NAB is some CPTP map and ρR0B0 ∈ D (HR0B0).
Proof. Let φA0A˜0+ ⊗ϕE0B0 be a purification of MA0B0 = IA0 ⊗ρB0 , where ϕE0B0 ∈ D
(HB0E0) is a purification of ρB0 .
Now let τAB0F0 be a purification of MAB0 , so τAB0F0 is also a purification of MA0B0 . Thus, these two purifications
can be related by an isometry channel VA˜0E0→A1F0 such that [63]
τAB0F0 =
(
IA0B0 ⊗ VA˜0E0→A1F0
)(
φA0A˜0+ ⊗ ϕE0B0
)
.
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Performing the partial trace on system F0 yields
MAB0 =
(
IA0B0 ⊗ ΓA˜0E0→A1
)(
φA0A˜0+ ⊗ ϕE0B0
)
(B7)
where ΓA˜0E0→A1 := TrF0 ◦ VA˜0E0→A1F0 is a CPTP map. The action of ΓA˜0E0→A1 on a generic state χA˜0E0 ∈
D
(
HA˜0E0
)
can be written in terms of its Choi matrix as
ΓA˜0E0→A1
(
χA˜0E0
)
= TrA˜0E0
[
J A˜0E0A1Γ
((
χA˜0E0
)T
⊗ IA1
)]
. (B8)
Let us substitute Eq. (B8) into Eq. (B7). Note that the identity map does not change the systems it acts on.
Therefore, to express Eq. (B7) in the Choi form, we only consider how φA0A˜0+ ⊗ ϕE0B0 is acted on by the map
ΓA˜0E0→A1 , representing the action of the identity channel with the identity matrix IA0B0 . Thus Eq. (B7) becomes
MAB0 = TrA˜0E0
[(
IA0B0 ⊗ J A˜0E0A1Γ
)((
φA0A˜0+
)TA˜0 ⊗ (ϕE0B0)TE0 ⊗ IA1)] .
Expanding φA0A˜0+ , and using the cyclic property of the trace, we get
TrA˜0E0
[(
IA0B0 ⊗ J A˜0E0A1Γ
)((
φA0A˜0+
)TA˜0 ⊗ (ϕE0B0)TE0 ⊗ IA1)] =
=
∑
x,y
|x〉 〈y|A0 ⊗ TrE0
[(
IB0 ⊗
〈
x
∣∣∣J A˜0E0A1Γ ∣∣∣y〉A˜0
)((
ϕE0B0
)TE0 ⊗ IA)] .
Since A˜0 is a copy of A0, ∑
x,y
|x〉 〈y|A0
〈
x
∣∣∣J A˜0E0A1Γ ∣∣∣y〉A˜0 =: JE0AΓ
where we have replaced system A˜0 with system A0, and we have set A := A0A1 as usual. Now Γ is regarded as a
channel from A0E0 to A1. With this in mind, we can write
MAB0 = TrE0
[(
JE0AΓ ⊗ IB0
)((
ϕE0B0
)TE0 ⊗ IA)] .
Taking the transpose on E0, this expression can be rewritten as
MAB0 = TrE0
[(
ϕE0B0 ⊗ IA)((JE0AΓ )TE0 ⊗ IB0)] .
Now rename E0 as R0, and define JR0AN := J
R0A
Γ , and ρ
R0B0 := ϕR0B0 . We find that MAB0 can be written in the
form of Eq. (B5).
This means that once we require MAB0 to be positive semi-definite with marginal MA0B0 = IA0 ⊗ ρB0 , for some
density matrix ρB0 , this automatically implies that MAB0 has the special form of Eq. (B5). Consequently, we can
express the requirement of complete CPTNI preservation in the Choi form as follows: ΘA→B is complete CPTNI-
preserving if and only if JABΘ ≥ 0 and Tr
[
JAB0Θ
(
MAB0
)T] ≤ 1 for every positive semi-definite MAB0 with marginal
MA0B0 = IA0 ⊗ ρB0 , where ρB0 ∈ D (HB0). This is Eq. (7). In particular, ΘA→B is a superchannel, which is a
completely CPTP-preserving supermap if and only if Tr
[
JAB0Θ
(
MAB0
)T]
= 1 for every MAB0 as above.
Note that, among these MAB0 ’s we can find matrices of the form JAN ⊗ ρB0 , where NA is a CPTP map. These
matrices are those used to check the CPTNI preservation condition (cf. Eq. (6)). Indeed, JAN ⊗ ρB0 ≥ 0, and the
marginal is
TrA1
[
JAN ⊗ ρB0
]
= TrA1
[
JAN
]⊗ ρB0 = IA0 ⊗ ρB0
because JAN is the Choi matrix of a CPTP map (see Appendix A). Therefore, as it must be, we recover in the Choi
picture that CPTNI preservation is not stronger than complete CPTNI preservation. In fact, it is strictly weaker, as
shown in Appendix C.
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Appendix C: A supermap that is CPTNI-preserving, but not completely CPTNI-preserving
In this Appendix we present the concrete counterexample of a supermap ΘA→B that is CPTNI-preserving, but
not completely CPTNI-preserving. In this construction we take |A0| = |A1| = |B0| = 2. Consider a supermap
ΘA→B that has a Choi matrix with marginal JAB0Θ = I
A0 ⊗ ψA1B0− , where ψA1B0− = |ψ−〉 〈ψ−|A1B0 , and |ψ−〉A1B0 =
1√
2
(
|01〉A1B0 − |10〉A1B0
)
is the singlet state. Given this marginal, a possible Choi matrix of the supermap ΘA→B is
JABΘ = I
A0 ⊗ ψA1B0− ⊗ uB1 , where uB1 is the maximally mixed state of B1. Now we will prove that this supermap is
CPTNI-preserving, but not completely CPTNI-preserving.
To this end, we first show that JABΘ satisfies Eq. (6). If NA is a CPTP map and ρB0 is a density matrix, we have
Tr
[
JAB0Θ
(
JAN ⊗ ρB0
)T]
= Tr
[(
IA0 ⊗ ψA1B0−
) (
JAN ⊗ ρB0
)T]
.
Now we express ψA1B0− in terms of the super-normalized maximally entangled state φ
A1B0
+ :
ψA1B0− =
1
2
(
IA1 ⊗ Y B0)φA1B0+ (IA1 ⊗ Y B0) , (C1)
where Y B0 is the Pauli Y matrix. Then
Tr
[
JAB0Θ
(
JAN ⊗ ρB0
)T]
=
1
2
Tr
[(
IA0 ⊗ (IA1 ⊗ Y B0)φA1B0+ (IA1 ⊗ Y B0)) (JAN ⊗ ρB0)T]
=
1
2
TrA1B0
{
TrA0
[(
IA0 ⊗ (IA1 ⊗ Y B0)φA1B0+ (IA1 ⊗ Y B0)) (JAN ⊗ ρB0)T]}
=
1
2
TrA1B0
[
φA1B0+
((
JA1N
)T
⊗ Y B0 (ρB0)T Y B0)] ,
using the cyclic property of the trace. Now let us expand φA1B0+ .
1
2
Tr
[
φA1B0+
((
JA1N
)T
⊗ Y B0 (ρB0)T Y B0)] = 1
2
Tr
[∑2
x,y=1 |xx〉 〈yy|A1B0
((
JA1N
)T
⊗ Y B0 (ρB0)T Y B0)]
=
1
2
Tr
[∑2
x,y=1
〈
y
∣∣∣∣(JA1N )T∣∣∣∣x〉A1 |x〉 〈y|B0 Y B0 (ρB0)T Y B0
]
=
1
2
Tr
[∑2
x,y=1
〈
x
∣∣∣JA1N ∣∣∣y〉A1 |x〉 〈y|B0 Y B0 (ρB0)T Y B0]. (C2)
Here the expression
∑2
x,y=1
〈
x
∣∣∣JA1N ∣∣∣y〉A1 |x〉 〈y|B0 means considering NA with its output system transformed from
A1 to B0. With this simplification, Eq. (C2) reads
Tr
[
JAB0Θ
(
JAN ⊗ ρB0
)T]
=
1
2
Tr
[
JB0N Y
B0
(
ρB0
)T
Y B0
]
.
Now, both 12J
B0
N and Y
B0
(
ρB0
)T
Y B0 are density operators, therefore
Tr
[
JAB0Θ
(
JAN ⊗ ρB0
)T]
= Tr
[(
1
2
JB0N
)(
Y B0
(
ρB0
)T
Y B0
)]
≤ 1.
Hence JAB0Θ satisfies Eq. (6); therefore Θ
A→B is a CPTNI-preserving supermap.
Now we show that ΘA→B violates Eq. (7). To this end, let us take MAB0 =
(
JAB0Θ
)T
. This choice of MAB0
complies with the two requests on MAB0 in Eq. (7). Since JAB0Θ = I
A0 ⊗ ψA1B0− ,
(
JAB0Θ
)T
is positive semi-definite;
and its marginal
MA0B0 = TrA1
[(
JAB0Θ
)T]
=
(
TrA1
[
JAB0Θ
])T
=
(
IA0 ⊗ uB0)T = IA0 ⊗ uB0
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is of the form IA0 ⊗ ρB0 , with ρB0 density matrix. Then
Tr
[
JAB0Θ
(
MAB0
)T]
= Tr
[(
IA0 ⊗ ψA1B0−
)(
IA0 ⊗ ψA1B0−
)]
= Tr
[
IA0 ⊗
(
ψA1B0−
)2]
= TrA1B0
{
TrA0
[
IA0 ⊗ ψA1B0−
]}
= 2Tr
[
ψA1B0−
]
= 2 > 1.
This is in contrast with Eq. (7), therefore the supermap ΘA→B is not a completely CPTNI-preserving supermap,
despite being CPTNI-preserving.
We conclude this Appendix by reconstructing ΘA→B from its Choi matrix JABΘ = I
A0⊗ψA1B0− ⊗uB1 . By Eqs. (B1)
and (B2), we have, if EA is a generic CP map,
ΘA→B
[EA] (ρB0) = TrAB0 [JABΘ (JAE ⊗ ρB0 ⊗ IB1)T]
= TrAB0
[(
IA0 ⊗ ψA1B0−
) (
JAE ⊗ ρB0
)T]
uB1
= TrA1B0
{
TrA0
[(
IA0 ⊗ ψA1B0−
) (
JAE ⊗ ρB0
)T]}
uB1
= Tr
[
ψA1B0−
(
JA1E ⊗ ρB0
)T]
uB1 .
Recalling Eq. (C1), we get
ΘA→B
[EA] (ρB0) = 1
2
Tr
[
φA1B0+
((
JA1E
)T
⊗ Y B0 (ρB0)T Y B0)]uB1 ,
and using an argument similar to the one in Eq. (C2), we finally obtain
ΘA→B
[EA] (ρB0) = 1
2
Tr
[
JB0E Y
B0
(
ρB0
)T
Y B0
]
uB1 . (C3)
By Eq. (B1), EA0→B0 (uA0) = 12TrA0 [JA0B0E IA0B0] = 12JB0E . An equivalent form of Eq. (C3) is therefore
ΘA→B
[EA] (ρB0) = Tr [EA0→B0 (uA0)Y B0 (ρB0)T Y B0]uB1 .
This is exactly Eq. (4).
Appendix D: The main result
In this Appendix we prove the main result of this letter, namely that a supermap can be part of a super-instrument
if and only if it is completely CPTNI-preserving. To this end, it is useful to consider the SDP (8), reported here for
the reader’s convenience.
Find α = max
M
Tr
[
JAB0Θ
(
MAB0
)T]
Subject to: MAB0 ≥ 0
MA0B0 = IA0 ⊗ ρB0 .
Theorem 4. Suppose ΘA→B is CPTNI-preserving supermap. Then there exists another CPTNI-preserving supermap
Θ′A→B such that ΘA→B + Θ′A→B is a superchannel if and only if ΘA→B is completely CPTNI-preserving.
Proof. First we will show sufficiency, namely that any completely CPTNI-preserving supermap ΘA→B can be com-
pleted to a superchannel. Following [64], let us write the SDP (8) in a different form. To do so, consider the linear
map L : Bh
(HAB0)→ R⊕Bh (HA0B0), defined as
L (MAB0) := (Tr [MAB0] ,MA0B0 − uA0 ⊗MB0)
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for every hermitian matrix MAB0 . We are working with with positive semi-definite matrices MAB0 with marginal
MA0B0 = IA0 ⊗ ρB0 , where ρB0 ∈ D (HB0), whence
Tr
[
MAB0
]
= TrA0B0
{
TrA1
[
MAB0
]}
= Tr
[
MA0B0
]
= Tr
[
IA0 ⊗ ρB0] = |A0| .
In addition,
MB0 = TrA
[
MAB0
]
= TrA0
[
MA0B0
]
= TrA0
[
IA0 ⊗ ρB0] = |A0| ρB0 .
Using L, we can replace the condition MA0B0 = IA0 ⊗ ρB0 with L (MAB0) − (|A0| , 0A0B0) = (0, 0A0B0). Rewriting
the SDP (8) in terms of L one obtains
Find α = max
M
Tr
[
JAB0Θ
(
MAB0
)T]
Subject to: L (MAB0)− (|A0| , 0A0B0) = (0, 0A0B0)
MAB0 ≥ 0.
We can now construct the associated dual problem as follows. The dual map of L is L∗ : R⊕Bh
(HA0B0)→ Bh (HAB0)
such that
L∗ (r, σA0B0) = (rIA0B0 + σA0B0 − uA0 ⊗ σB0)⊗ IA1 ,
where
(
r, σA0B0
) ∈ R⊕Bh (HA0B0). The dual problem is then
Find β = min
〈(
r, σA0B0
)
, (|A0| , 0)
〉
Subject to:
(
rIA0B0 + σA0B0 − uA0 ⊗ σB0)⊗ IA1 − JAB0Θ ≥ 0
r ∈ R
σA0B0 ∈ Bh
(HA0B0) ,
where the inner product
〈(
r, σA0B0
)
,
(
s, τA0B0
)〉
is defined as〈(
r, σA0B0
)
,
(
s, τA0B0
)〉
= rs+ Tr
[
σA0B0τA0B0
]
.
With this in mind, the dual problem simplifies to
Find β = |A0|min r
Subject to:
(
rIA0B0 + σA0B0 − uA0 ⊗ σB0)⊗ IA1 ≥ JAB0Θ (D1)
r ∈ R
σA0B0 ∈ Bh
(HA0B0) .
Notice that the matrix rIA0B0 +σA0B0−uA0⊗σB0 must be positive semi-definite, otherwise the first constraint could
not be satisfied. In particular this implies r ≥ 0. Indeed, if r < 0, for some σA0B0 the matrix rIA0B0+σA0B0−uA0⊗σB0
would have negative eigenvalues. Factoring r |A0| out of the first term of the constraint in Eq. (D1), we get(
rIA0B0 + σA0B0 − uA0 ⊗ σB0)⊗ IA1 = r |A0| (uA0 ⊗ IB0 + σ′A0B0 − uA0 ⊗ σ′B0)⊗ IA1 ,
where σ′A0B0 := 1r|A0|σ
A0B0 if r 6= 0. Note that this does not alter the constraint on the dual SDP, so we can forget
the primes, and rewrite Eq. (D1) as
Find β = |A0|min r
Subject to: r |A0|
(
uA0 ⊗ IB0 + σA0B0 − uA0 ⊗ σB0)⊗ IA1 ≥ JAB0Θ
r ≥ 0
σA0B0 ∈ Bh
(HA0B0) .
In particular this implies that uA0 ⊗ IB0 + σA0B0 − uA0 ⊗ σB0 ≥ 0. Now let us define
JAB0Φ :=
(
uA0 ⊗ IB0 + σA0B0 − uA0 ⊗ σB0)⊗ IA1 . (D2)
14
Note that JAB0Φ = J
A0B0
Φ ⊗ uA1 because
JA0B0Φ = TrA1
[
JAB0Φ
]
= |A1|
(
uA0 ⊗ IB0 + σA0B0 − uA0 ⊗ σB0) .
Moreover,
JA1B0Φ = TrA0
[
JAB0Φ
]
=
(
IB0 + σB0 − σB0)⊗ IA1 = IA1B0 .
Since JA0B0Φ ≥ 0, by Appendix B 1 JAB0Φ is the marginal Choi matrix of a superchannel ΦA→B . Eq. (D2) can be taken
as the definition of the marginal JAB0Φ of the Choi matrix of any superchannel. This is because any such marginal
JAB0Φ can be written as in Eq. (D2) for some hermitian matrix σ
A0B0 : it is enough to take σA0B0 to be 1|A1|J
A0B0
Φ .
Indeed, substituting σA0B0 = 1|A1|J
A0B0
Φ in the right-hand side of Eq. (D2) yields
|A1|
(
uA0 ⊗ IB0 + 1|A1|J
A0B0
Φ −
1
|A1|u
A0 ⊗ JB0Φ
)
⊗ uA1 =
(
|A1|uA0 ⊗ IB0 + JA0B0Φ − uA0 ⊗ JB0Φ
)
⊗ uA1
=
(
|A1|uA0 ⊗ IB0 + JA0B0Φ − uA0 ⊗ TrAB1
[
JABΦ
])⊗ uA1
=
(
|A1|uA0 ⊗ IB0 + JA0B0Φ − uA0 ⊗ TrA1
{
TrA0B1
[
JABΦ
]})⊗ uA1
=
(
|A1|uA0 ⊗ IB0 + JA0B0Φ − uA0 ⊗ TrA1
[
JA1B0Φ
])
⊗ uA1
=
(
|A1|uA0 ⊗ IB0 + JA0B0Φ − uA0 ⊗ TrA1
[
IA1B0
])⊗ uA1
=
(
|A1|uA0 ⊗ IB0 + JA0B0Φ − |A1|uA0 ⊗ IB0
)
⊗ uA1
= JA0B0Φ ⊗ uA1 .
Therefore, in the light of these remarks, the dual SDP can be equivalently formulated in the following terms:
Find β = |A0|min r
Subject to: r |A0|JA0B0Φ ⊗ uA1 ≥ JAB0Θ
JA0B0Φ ≥ 0
JA1B0Φ = I
A1B0
r ≥ 0.
Strong duality states that the primal and dual problem have the same optimal solution, therefore α = β. Since
ΘA→B is completely CPTNI-preserving, α = maxM Tr
[
JAB0Θ
(
MAB0
)T] ≤ 1. Hence β ≤ 1. Clearly taking r |A0| = β
satisfies the constraint r |A0|JA0B0Φ ⊗ uA1 ≥ JAB0Θ , and we have
JA0B0Φ ⊗ uA1 ≥ βJA0B0Φ ⊗ uA1 ≥ JAB0Θ
because β ≤ 1. Now define Θ′A→B to be a new supermap such that JAB0Θ′ := JA0B0Φ ⊗ uA1 − JAB0Θ . By construction
JAB0Θ′ ≥ 0; and by substituting JAB0Θ′ into the left-hand side of Eq. (6) one obtains
Tr
[
JAB0Θ′
(
JAN ⊗ ρB0
)T]
= Tr
[(
JAB0Φ − JAB0Θ
) (
JAN ⊗ ρB0
)T]
= Tr
[
JAB0Φ
(
JAN ⊗ ρB0
)T]− Tr [JAB0Θ (JAN ⊗ ρB0)T]
= 1− Tr
[
JAB0Θ
(
JAN ⊗ ρB0
)T]
,
where we have used the fact that ΦA→B is a superchannel (see Appendix B 1). Now, Tr
[
JAB0Θ
(
JAN ⊗ ρB0
)T] ≥ 0
because ΘA→B is CPP. Therefore Tr
[
JAB0Θ′
(
JAN ⊗ ρB0
)T] ≤ 1 for every JAN ⊗ ρB0 , thus Θ′A→B is CPTNI-preserving.
To conclude the proof, let us prove necessity. Assume that ΘA→B is a CPTNI-preserving supermap such that
ΦA→B = ΘA→B + Θ′A→B is a superchannel, where Θ′A→B is another CPTNI-preserving supermap. We will prove
that ΘA→B must be completely CPTNI-preserving. In the Choi picture we have
JAB0Θ + J
AB0
Θ′ = J
AB0
Φ . (D3)
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Let us multiply both sides of Eq. (D3) by the transpose of any matrix MAB0 ≥ 0 with marginal MA0B0 = IA0 ⊗ ρB0 ,
ρB0 ∈ D (HB0), and then take the trace.
Tr
[
JAB0Θ
(
MAB0
)T]
+ Tr
[
JAB0Θ′
(
MAB0
)T]
= Tr
[
JBC0Φ
(
MAB0
)T]
(D4)
By the results in Appendix B 2, the right-hand side is 1 because ΦA→B is a superchannel. Thus Eq. (D4) becomes
Tr
[
JAB0Θ
(
MAB0
)T]
+ Tr
[
JAB0Θ′
(
MAB0
)T]
= 1,
which implies Tr
[
JAB0Θ
(
MAB0
)T] ≤ 1 for all MAB0 because ΘA→B is CPP. Therefore ΘA→B satisfies Eq. (7), which
means that it is completely CPTNI-preserving. This concludes the proof.
Applying the statement of this theorem to Θ′A→B , we get that Θ′A→B is completely CPTNI-preserving too.
Appendix E: Quantum super-instruments
In this section we re-derive one of the results of [14], but in a different way. This new proof is based on our main
result: every completely CPTNI-preserving supermap can be completed to a superchannel. Specifically, we show that
each completely CPTNI-preserving supermap ΘA→Bx in a super-measurement
{
ΘA→Bx
}
can be expressed in terms of
a CPTP pre-processing channel, independent of x, and a CPTNI post-processing map, as depicted in Fig. 3.
Proposition 5. The Choi matrix JABΘx of each completely CPTNI-preserving supermap Θ
A→B
x in a super-measurement{
ΘA→Bx
}
x∈X can be written in terms of a common CPTP pre-processing map Γ
B˜0→A0E0
pre , and a CPTNI post-processing
map ΓA˜1E0→B1postx as
JABΘx =
(
IAB0 ⊗ ΓA˜1E0→B1postx
)
◦
(
IA1A˜1B0 ⊗ ΓB˜0→A0E0pre
)(
φB0B˜0+ ⊗ φA1A˜1+
)
.
Proof. Define ΘA→B :=
∑
x∈X Θ
A→B
x , which we know to be a superchannel. In the Choi picture this is translated
into JABΘ =
∑
x J
AB
Θx
. In [38, theorem 1] one of the authors showed that the Choi matrix of a superchannel can be
written in terms of its pre-processing ΓB0→A0E0pre and post-processing Γ
A1E0→B1
post as
JABΘ =
(
IAB0 ⊗ ΓA˜1E0→B1post
)(
ψA0B0E0 ⊗ φA1A˜1+
)
,
where ψA0B0E0 :=
(
IAB0 ⊗ ΓB˜0→A0E0pre
)(
φB0B˜0+
)
. ψA0B0E0 can be shown to be a purification of 1|A1|J
A0B0
Θ [38]. Now,
summing over all outcomes x ∈ X, let us construct the matrix ∑x∈X |x〉 〈x|X1 ⊗ JABΘx , where {|x〉X1}|X1|x=1 is an
orthonormal basis of HX1 . Let ϕX1ABF0 be a purification of∑x |x〉 〈x|X1 ⊗JABΘx . Note that ϕX1ABF0 is a purification
of JABΘ too, because
TrX1F0
[
ϕX1ABF0
]
= TrX1
{
TrF0
[
ϕX1ABF0
]}
= TrX1
[∑
x
|x〉 〈x|X1 ⊗ JABΘx
]
=
∑
x
JABΘx = J
AB
Θ .
If we take the isometry VA˜1E0→B1G0 to be a Stinespring dilation of ΓA˜1E0→B1post , namely ΓA˜1E0→B1post = TrG0◦VA˜1E0→B1G0 ,
then
χABG0 :=
(
IAB0 ⊗ VA˜1E0→B1G0
)(
ψA0B0E0 ⊗ φA1A˜1+
)
is another purification of JABΘ . Indeed,
TrG0
[
χABG0
]
= IAB0 ⊗
(
TrG0 ◦ VA˜1E0→B1G0
)(
ψA0B0E0 ⊗ φA1A˜1+
)
=
(
IAB0 ⊗ ΓA˜1E0→B1post
)(
ψA0B0E0 ⊗ φA1A˜1+
)
= JABΘ .
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Since both ϕX1ABF0 and χABG0 are purifications of JABΘ , they are related by an isometry channel UG0→X1F0 such
that
ϕX1ABF0 =
(IAB ⊗ UG0→X1F0) (χABG0)
=
(IAB ⊗ UG0→X1F0) (IAB0 ⊗ VA˜1E0→B1G0)(ψA0B0E0 ⊗ φA1A˜1+ )
=:
(
IAB0 ⊗WA˜1E0→B1X1F0
)(
ψA0B0E0 ⊗ φA1A˜1+
)
,
where we have defined WA˜1E0→B1X1F0 := UG0→X1F0 ◦ VA˜1E0→B1G0 , which is another isometry channel, and another
Stinespring dilation of ΓA˜1E0→B1post . Now let us trace out system F0, recalling that TrF0
[
ϕX1ABF0
]
=
∑
y |y〉 〈y|X1⊗JABΘy ,
where we have changed the index from x to y for convenience. We get∑
y
|y〉 〈y|X1 ⊗ JABΘy =
(
IAB0 ⊗ Γ˜A˜1E0→B1X1
)(
ψA0B0E0 ⊗ φA1A˜1+
)
, (E1)
where Γ˜A˜1E0→B1X1 := TrF0 ◦ WA˜1E0→B1X1F0 is a CPTP map. To get JABΘx we apply the projector |x〉 〈x|
X1 to both
sides of Eq. (E1), tracing over X1.
JABΘx = TrX1
[
|x〉 〈x|X1
(
IAB0 ⊗ Γ˜A˜1E0→B1X1
)(
ψA0B0E0 ⊗ φA1A˜1+
)]
=
[
IAB0 ⊗
(
TrX1 |x〉 〈x|X1 ◦ Γ˜A˜1E0→B1X1
)](
ψA0B0E0 ⊗ φA1A˜1+
)
. (E2)
Now let us define ΓA˜1E0→B1postx := TrX1 |x〉 〈x|
X1 ◦ Γ˜A˜1E0→B1X1 , which is a CPTNI map whose action on a density matrix
ρA˜1E0 is
ΓA˜1E0→B1postx
(
ρA˜1E0
)
=
〈
x
∣∣∣Γ˜A˜1E0→B1X1 (ρA˜1E0)∣∣∣x〉X1 .
Therefore Eq. (E2) becomes
JABΘx =
(
IAB0 ⊗ ΓA˜1E0→B1postx
)(
ψA0B0E0 ⊗ φA1A˜1+
)
.
Recalling ψA0B0E0 =
(
IAB0 ⊗ ΓB˜0→A0E0pre
)(
φB0B˜0+
)
, where ΓB˜0→A0E0pre is the pre-processing of the superchannel ΘA→B ,
we get the thesis
JABΘx =
(
IAB0 ⊗ ΓA˜1E0→B1postx
)
◦
(
IA1A˜1B0 ⊗ ΓB˜0→A0E0pre
)(
φB0B˜0+ ⊗ φA1A˜1+
)
.
Therefore we can realize every completely CPTNI-preserving supermap ΘA→Bx that is part of a quantum super-
instrument as a quantum 1-comb, like in Fig. 3. More precisely we have
ΘA→Bx =
B0
Γpre
A0 A1
Γpostx
B1
E0
, (E3)
where ΓB0→A0E0pre is the CPTP pre-processing of the superchannel ΘA→B =
∑
x Θ
A→B
x . The pre-processing of a
completely CPTNI-preserving supermap is therefore independent of x and common to all the supermaps in the
same quantum super-instrument. In fact, even the post-processing is almost shared by all supermaps in the same
super-instrument: it is given by ΓA1E0→B1postx = TrX1 |x〉 〈x|
X1 ◦ Γ˜A1E0→B1X1 , namely by a reading performed on the
classical output X1 of Γ˜A1E0→B1X1 . Γ˜A1E0→B1X1 depends only on the superchannel ΘA→B , so it is common to all
the supermaps in the same super-instrument. Eq. (E3) then becomes
ΘA→Bx =
B0
Γpre
A0 A1
Γ˜
B1
E0 X1 x
.
From the proof of proposition 5 we have
TrX1 ◦ Γ˜A1E0→B1X1 = TrX1F0 ◦WA1E0→B1X1F0 = ΓA1E0→B1post (E4)
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because WA1E0→B1X1F0 is a Stinespring dilation of ΓA1E0→B1post . Therefore if we forget the outcome x of the super-
measurement, Eq. (E4) yields ∑
x
ΓA1E0→B1postx = TrX1 ◦ Γ˜A1E0→B1X1 = Γ
A1E0→B1
post ,
and we recover the post-processing channel ΓA1E0→B1post of ΘA→B .
Appendix F: OPT interpretation of the result
The theory of quantum supermaps, where generic evolutions of quantum maps are described by supermaps, can be
analyzed using the framework of operational-probabilistic theories (OPTs) [57, 60–62, 65–67], which is a formalism
to describe arbitrary physical theories admitting probabilistic processes. OPTs differ from the convex set approach
to general probabilistic theories [68–70] in that they take the composition of physical processes and systems as a
primitive. Mathematically, this is based on the graphical language of circuits [71–74] and probability theory.
1. The general framework
OPTs describe the experiments that can be performed on a given set of systems by a given set of physical processes.
The framework is based on a primitive notion of composition, whereby every pair of physical systems A and B can
be combined into a composite system AB. Physical processes can be connected in sequence or in parallel to build
circuits, in the very same way as the corresponding devices are connected in a laboratory to build an experiment. For
instance,
ρ
A A A′ A′ A′′ a
B B B′ b
. (F1)
In this example, A, A′, A′′, B, and B′ are systems, ρ is a bipartite state, A, A′ and B are transformations, a and b
are effects. Note that inputs are on the left and outputs on the right.
For generic systems A and B, we denote by
• St (A) the set of states of system A,
• Eff (A) the set of effects on A,
• Transf (A,B) the set of transformations from A to B,
• B ◦ A (or BA, for short) the sequential composition of two transformations A and B, with the input of B
matching the output of A,
• IA the identity transformation on system A, represented by the plain wire A ,
• A ⊗ B the parallel composition (or tensor product) of the transformations A and B.
Among the list of valid physical systems, every OPT includes the trivial system I, corresponding to the degrees of
freedom ignored by theory and to the lack of input (or output) system. States (resp. effects) are transformations with
the trivial system as input (resp. output).
A circuit with no external wires, like in Eq. (F1), is identified with a real number in the interval [0, 1], interpreted as
the probability of the joint occurrence of all the transformations present in the circuit. We will often use the notation
(a|ρ) to denote the circuit
(a|ρ) := ρ A a ,
and the notation (b|C|ρ) to mean the circuit
ρ A C B b .
Let us clarify these concepts in quantum theory.
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Example 6. In quantum theory we associate a Hilbert space HA with every system A. States are positive semi-
definite operators ρ with Tr [ρ] ≤ 1. The reason why we also consider states with trace less than 1 will be explained
in example 8. An effect is, instead, represented by a positive semi-definite operator E, with E ≤ I, where I is the
identity operator. The pairing between states and effects is given by the trace: (E|ρ) = Tr [Eρ].
The fact that some circuits represent real numbers induces a notion of sum for transformations, so that the sets
St (A), Transf (A,B), and Eff (A) become spanning sets of real vector spaces. We will denote the vector space of states
as StR (A) and the vector space of transformations as TransfR (A,B). Effects become linear functionals on StR (A),
and transformations in Transf (A,B) are linear transformations from StR (A) to StR (B).
If we restrict ourselves to linear combinations of states with non-negative coefficients (conical combinations), we
obtain a proper convex cone [57], called the cone of states St+ (A). Note that effects take non-negative values on the
cone of states. Indeed if ξ ∈ St+ (A), then ξ is a conical combination of some states ρi: ξ =
∑
i λiρi, where λi ≥ 0 for
every i. Therefore when an effect a acts on ξ, we have
(a|ξ) =
∑
i
λi (a|ρi) ≥ 0
as λi ≥ 0, and 0 ≤ (a|ρi) ≤ 1, because an effect yields a probability when applied to a state.
Example 7. In quantum theory, StR (A) is the vector space of hermitian matrices on HA, and St+ (A) is the cone of
positive semi-definite matrices.
In general, an experiment in a laboratory can be non-deterministic, i.e. it can result into a set of alternative
transformations applied to the input system, heralded by different outcomes, which can (at least in principle) be
accessed by an experimenter. General non-deterministic processes are described by tests: a test from A to B is a
collection of transformations {Cx}x∈X from A to B, where X is the set of outcomes. If A (resp. B) is the trivial system,
the test is called a preparation-test (resp. observation-test). If the set of outcomes X contains a single element, we
say that the test is deterministic, because only one transformation can occur, and we can predict the outcome of the
experiment. We refer to deterministic transformations as channels. If we sum over all the transformations in a test we
get a deterministic transformation, viz. a channel: C := ∑x∈X Cx. This is because the sum of all the transformations
arising in a test can be viewed as the full coarse-graining over all outcomes [57], resulting in a new, deterministic,
test.
Example 8. In quantum theory, a channel from A0 to A1 is a CPTP map from B
(HA0) to B (HA1). A test from
A0 to A1 is a collection of CPTNI maps from B
(HA0) to B (HA1) summing to a CPTP map. Note that this is
consistent with the fact that the sum over all the transformations in a test yields a channel.
Deterministic states are positive semi-definite operators ρ with Tr [ρ] = 1. A non-deterministic preparation-test is a
collection of positive semi-definite operators ρi with Tr [ρi] < 1 (non-deterministic states) that sum to a deterministic
state ρ. This is essentially a random preparation: a state ρi is prepared with a probability given by Tr [ρi]. This is
why we consider all positive semi-definite operators ρ with Tr [ρ] ≤ 1 as states.
Observation-tests are POVMs. In quantum theory there is only one deterministic effect: the identity I (more
precisely it is the functional Tr [I•]). This is not a coincidence, but it follows from the fact that quantum theory is a
causal theory (see definition 9).
Among all theories, causal theories [57] are particularly important: in these theories, loosely speaking, information
cannot come back from the future. They are particularly simple in their structure, and generally speaking they are
well understood. Causality can also be shown to imply no-signaling in space-like separated systems [57]. The formal
statement of the property of causality is as follows.
Axiom 9 (Causality [57]). For every state ρ, take two observation-tests {ax}x∈X and {by}y∈Y . One has∑
x∈X
(ax|ρ) =
∑
y∈Y
(by|ρ) .
Causality can be equivalently characterized in terms of deterministic effects: an OPT is causal if and only if, for
every system A, there is a unique deterministic effect uA [57]. This characterization is very practical to work with.
Example 10. In quantum theory there is only one deterministic effect, the identity operator (or the trace functional).
Hence quantum theory is causal.
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Causal theories enjoy an important property: the unique deterministic effect for a composite system AB always
factorizes as the parallel composition of the deterministic effects on A and on B. In symbols, uAB = uA ⊗ uB. This
is because if uA and uB are the deterministic effects of A and B, then uA ⊗ uB is a deterministic effect on AB. Since
the theory is causal, there is a unique deterministic effect on AB, so uA ⊗ uB is the deterministic effect of AB.
Moreover in causal theories there is a nice characterization of channels: a transformation C ∈ Transf (A,B) is a
channel if and only if [57]
uBC = uA. (F2)
In quantum theory, since u is the trace, this condition amounts to saying that channels are trace-preserving.
Let us conclude this section showing how the theory of quantum supermaps fits into the OPT formalism.
Example 11. In the theory of quantum supermaps, every system A is a pair of input and output quantum systems
A = (A0, A1); deterministic states are CPTP maps, and non-deterministic ones are CPTNI maps. The cone of states
is given by all CP maps. Transformations in this theory are supermaps [14, 16, 38, 55, 56]. As our results show, it is
not immediate to pin down the mathematical properties that make a generic linear supermap from A to B physical.
We will analyze this issue from the OPT perspective in the next subsection.
Now let us show that the theory of quantum supermaps is not causal. Suppose we want to construct a deterministic
effect in this theory. According to [14, 15, 19], to this end it is enough to consider a 1-comb made of deterministic
quantum operations, which means a circuit fragment of the form
B0
A0
A0 A1
A1
B1
S
,
where both A0 and A1 are deterministic quantum operations. Since this comb must output a probability, its pre-
processing A0 must be a deterministic bipartite quantum state ρ ∈ St (A0S), and its post-processing A1 must be a
deterministic bipartite quantum effect u ∈ Eff (A1S), for some system S:
ρ
A0 A1
u
S
.
Now recall that in causal theories the deterministic effect of a bipartite system A1S factorizes as uA1 ⊗ uS, and that
u is nothing but the trace (cf. example 8). Then
ρ
A0 A1
u
S
= ρ
A0 A1 Tr
S Tr
= ρ′ A0 A1 Tr ,
where ρ′ = TrS [ρ]. In this way, for any choice of ρ ∈ D
(HA0S) we obtain all quantum states ρ′ ∈ D (HA0). Therefore
the generic deterministic effect on system A = (A0, A1) of the theory of quantum supermaps is of the form
uρ = ρ
A0 A1 Tr ,
for any quantum state ρ ∈ D (HA0). This means that there is a whole family of deterministic effects, labelled by
quantum states. Therefore the theory of quantum supermaps is not causal, a fact that is confirmed by the presence
of signalling bipartite quantum channels [58]. The failure of causality implies here that there are some deterministic
effects for a bipartite system AB = (A0, A1) (B0, B1) that do not factorize. Indeed, if we take a non-product bipartite
quantum state ρ ∈ D (HA0B0), the associated deterministic effect is
uρ = ρ
A0 A1 Tr
B0 B1 Tr
, (F3)
which does not factorize. This fact will play an important role in Appendix F 2, and it is ultimately the reason why
we need the CPTNI preservation condition in a complete sense.
2. Necessary conditions for physical transformations
In the OPT approach, however we construct a diagram, this represents a physical object: a valid state, a valid
transformation, a valid effect. Specializing our analysis to transformations from a system A to a system B, a linear
20
map A from StR (A) to StR (B) is a valid physical transformation if and only if
ρ
A A B
S
(F4)
is a valid state of system BS, for every choice of ρ and S. Here we will derive some necessary conditions to guarantee
this. In particular if (F4) is a valid state, for every bipartite effect E ∈ Eff (BS) we have
0 ≤ ρ
A A B
E
S
≤ 1, (F5)
because this is the probability of E occurring on (A⊗ IS) ρ.
Remark 12. Condition (F5) is only necessary, but in general not sufficient to guarantee that (F4) represents a valid
physical state. Indeed, the theory may have additional restrictions on the allowed states, as it happens in the presence
of superselection rules [75–79]. If the theory is completely unrestricted, like quantum theory or the theory of quantum
supermaps, condition (F5) is sufficient as well.
Let us analyze the two inequalities in (F5) separately. If (A⊗ IS) ρ is in the cone of states of BS, then we immediately
have
ρ
A A B
E
S
≥ 0,
for every effect E ∈ Eff (BS).
Definition 13. We say that a transformation A in TransfR (A,B) is completely positive if, for every system S and
every element ξ ∈ St+ (AS), we have (A⊗ IS) ξ ∈ St+ (BS).
In words, a completely positive transformation is a linear transformation that maps elements in the input cone of
states to elements in the output cone of states in a complete sense, i.e. even when there is an ancillary system S. This
is clearly a necessary condition for a transformation to be physical.
Note that it is equivalent to define complete positivity just on states in St (AS), instead of on generic elements
of ξ ∈ St+ (AS): A is completely positive if and only if, for every system S and every state ρ ∈ St (AS), we have
(A⊗ IS) ρ ∈ St+ (BS). To see the non-trivial implication, recall that if ξ is a generic element of St+ (AS), it can be
written as a conical combination of states ρi of AS: ξ =
∑
i λiρi, with λi ≥ 0 for every i. Then, if we know that
(A⊗ IS) ρ ∈ St+ (BS) for every ρ ∈ St (AS), we have
(A⊗ IS) ξ =
∑
i
λi (A⊗ IS) ρi ∈ St+ (BS) ,
because St+ (BS) is closed under conical combinations.
Example 14. In quantum theory, the cone of states is the cone of positive semi-definite operators; therefore completely
positive transformations in the sense of definition 13 are exactly CP maps.
In the theory of quantum supermaps, the cone of states is the cone of CP maps. In this case, completely positive
transformations are CPP supermaps [14, 38].
Now let us analyze the second inequality in (F5), namely
ρ
A A B
E
S
≤ 1, (F6)
for every effect E ∈ Eff (BS). Assume A is completely positive. Then, demanding the validity of inequality (F6) for
every state ρ ∈ St (AS) and every effect E ∈ Eff (BS) is equivalent to demanding its validity when ρ is any deterministic
state and E any deterministic effect. To see the non-trivial implication, recall that if ρ is non-deterministic, it arises
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in a preparation-test {ρ, ρ′}. Similarly, if E is non-deterministic, it arises in an observation-test {E,E′}. Clearly
ρ˜ = ρ+ ρ′ is a deterministic state, and E˜ = E + E′ is a deterministic effect. Then
1 ≥ ρ˜
A A B
E˜
S
= ρ
A A B
E
S
+ ρ
A A B
E′
S
+ ρ′
A A B
E
S
+ ρ′
A A B
E′
S
.
Now, each term in the right-hand side is non-negative because A is completely positive. It follows that each term is
also less than or equal to 1, and specifically
ρ
A A B
E
S
≤ 1.
We summarize these necessary requirements in the following theorem.
Theorem 15. Let A ∈ TransfR (A,B). Then A is a physical transformation only if both these conditions are satisfied:
1. (A⊗ IS) ρ ∈ St+ (BS) for every system S and every state ρ ∈ St (AS);
2.
ρ
A A B
u
S
≤ 1,
for every system S, every deterministic state ρ ∈ St (AS), and every deterministic effect u ∈ Eff (BS).
Note that in particular, condition 2 implies that
ρ A A B u ≤ 1, (F7)
for it is enough to take S to be the trivial system I. However, in general, this condition is weaker than condition 2,
such as in the theory of quantum supermaps. Let us analyze the role of conditions 1, 2, and (F7) in this theory.
Example 16. First of all, since the theory of quantum supermaps has no restrictions, the conditions in theorem 15
become sufficient as well. We have already examined condition 1. Let us focus on condition 2, and unfold its meaning.
In this case, ρ is actually a bipartite channel N , and A acts as a supermap Θ on half of N . Recalling Eq. (F3),
condition 2 becomes TrB1S1
[(
ΘA→B ⊗ 1S) [NAS] (ρB0S0)] ≤ 1. This is nothing but requiring that Θ be completely
CPTNI-preserving (cf. Eq. (5)).
In conclusion, the two conditions of theorem 15 are exactly the two conditions we found in this letter. Note that
condition (F7), expressing CPTNI preservation (but not in a complete sense), is weaker than condition 2, as there is
no way to recover condition 2 from condition (F7). This is essentially because not all bipartite deterministic effects
can be reduced to single-system deterministic effects (cf. Eq. (F3)). Thus condition (F7) cannot be used to assess
whether a candidate supermap is physical or not, and CPTNI preservation is not enough.
If theorem 15 is valid in all physical theories, why do we not need to impose the trace non-increasing condition in
a complete sense in quantum theory? This is because the theory is causal. Indeed in all causal theories, condition 2
becomes equivalent to condition (F7).
Proposition 17. In a causal theory with deterministic effect u, one has
ρ
A A B
u
S
≤ 1,
for every system S and every deterministic state ρ ∈ St (AS), if and only if
ρ A A B u ≤ 1.
for every deterministic state ρ ∈ St (A).
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Proof. We have already seen one implication (necessity), now let us focus on the other. Assume condition (F7) holds.
Take an arbitrary system S and an arbitrary deterministic state Σ ∈ St (AS). Then
Σ
A A B
u
S
= Σ
A A B u
S u
= ρ A A B u ≤ 1,
where we have used the fact that the deterministic effect of a composite system factorizes, and that
Σ
A
S u
=: ρ A
is a deterministic state.
In other words, for causal theories condition 2 can be formulated only for single systems, without the need of an
ancillary system S. Recall that in quantum theory u is the trace, so condition (F7) means that A is trace-non-
increasing. Proposition 17 is the ultimate reason why in quantum theory it is enough to require that a CP map be
TNI (on single system) rather than completely TNI. In conclusion, the ultimate origin of the unexpected behavior of
the theory of quantum supermaps is the failure of causality.
However, in [38] one of the authors showed that for a CPP map to be a superchannel, instead, it is not necessary
to demand that it be completely TPP, but it is enough that it be TPP. Why do we not need CPTP preservation in a
complete sense for superchannels? Let us understand it using the OPT formalism.
Clearly, a superchannel ΘA→B must send channels to channels in a complete sense: for any bipartite quantum
channel NAB , 1R ⊗ΘA→B [NRA] =MRB , whereMRB is still a quantum channel. By Eq. (F2), this is true if and
only if
(TrR1 ⊗ TrB1) ◦
(
1R ⊗ΘA→B [NRA]) = TrR0 ⊗ TrB0 , (F8)
where we have denoted the deterministic effect u explicitly as the trace. Now let us try to prove Eq. (F8) knowing
that ΘA→B is just TPP. Now consider the following channel
A0 N ′ A1 :=
ρ0 R0
N
R1 Tr
A0 A1
, (F9)
where ρ0 is some density matrix on R0. Since ΘA→B is TPP, we have thatM′B := ΘA→B
[N ′A] is still a quantum
channel. In other words
TrB1 ◦ΘA→B
[N ′A] = TrB0 .
Then if we take a density matrix σ0 ∈ D
(HB0), we have
TrB1 ◦ΘA→B
[N ′A] (σB00 ) = TrB0 [σB00 ] = 1.
Now, recalling the definition of N ′A in Eq. (F9), we have
TrR1TrB1
(
1R ⊗ΘA→B [NRA]) (ρR00 ⊗ σB00 ) = 1, (F10)
for any ρ0 ∈ D
(HR0) and any σ0 ∈ D (HB0). If we manage to prove that
TrR1TrB1
(
1R ⊗ΘA→B [NRA]) (τR0B0) = 1
for every bipartite state τR0B0 , then the validity of Eq. (F8) is shown. Now, recall that in quantum theory every
bipartite state can be written as an affine combination of product states. Therefore τR0B0 =
∑
j λjρ
R0
j ⊗ σB0j , with∑
j λj = 1. Therefore
TrR1TrB1
(
1R ⊗ΘA→B [NRA]) (τR0B0) = TrR1TrB1 (1R ⊗ΘA→B [NRA])
∑
j
λjρ
R0
j ⊗ σB0j

=
∑
j
λjTrR1TrB1
(
1R ⊗ΘA→B [NRA]) (ρR0j ⊗ σB0j )
=
∑
j
λj
= 1,
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where we have used Eq. (F10). This proves Eq. (F8), so for quantum superchannels it is indeed enough to require that
they be TPP. Note that this proof does not use any quantum feature except causality, which allows us to characterize
quantum channels as CPTP maps, and local tomography [57, 67], a property that guarantees that every deterministic
bipartite state can be written as an affine combination of deterministic product states.
The same proof also shows that any attempt to adapt it to supermaps transforming quantum channels to
CPTNI maps is bound to fail: even if TrR1TrB1
(
1R ⊗ΘA→B [NRA]) (ρR00 ⊗ σB00 ) ≤ 1, we cannot conclude that
TrR1TrB1
(
1R ⊗ΘA→B [NRA]) (τR0B0) ≤ 1 for every bipartite state τR0B0 . The reason is that we are only dealing
with an affine combination, possibly even containing negative terms. This does not allow us to conclude anything
about
∑
j λjTrR1TrB1
(
1R ⊗ΘA→B [NRA]) (ρR0j ⊗ σB0j ).
We conclude this Appendix with an interesting remark: sometimes, even with a non-causal theory, the weaker
condition (F7) is enough to characterize which completely positive transformations are physical, in that it becomes
equivalent to the stronger condition 2 in theorem 15. This happens when the only deterministic states of the theory
are separable [57, 80]: i.e. they can be written as a convex combination of product deterministic states. In this case,
suppose we know that condition (F7) holds. Let us assess (u|A ⊗ IS|Σ), where S is an arbitrary system, Σ ∈ St (AS)
is an arbitrary deterministic state, and u ∈ Eff (BS) is an arbitrary deterministic effect. We have
Σ
A A B
u
S
=
∑
j
pj
αj A A B
u
σj S
=:
∑
j
pj αj
A A B uj ,
where {pj} is a probability distribution, αj and βj are deterministic states, and uj is the deterministic effect defined
as uj := uBS (IB ⊗ σj,S). Now, each term (uj |A|ρj) ≤ 1 by condition (F7), so any convex combination of them will
yield a number less than or equal to 1. In this case we were able to prove that condition (F7) implies condition 2 of
theorem 15.
We can follow the same argument when, dually, all deterministic effects are separable. Again, let us assume
condition (F7) holds, and let us assess (u|A ⊗ IS|Σ), where S is an arbitrary system, Σ ∈ St (AS) is an arbitrary
deterministic state, and u ∈ Eff (BS) is an arbitrary deterministic effect, as above. One has
Σ
A A B
u
S
=
∑
j
pj Σ
A A B uj,B
S uj,S
=:
∑
j
pj σj
A A B uj,B ≤ 1,
where {pj} is a probability distribution, uj,B and uj,S are deterministic effects, and σj is a deterministic state, defined
as σj := (IA ⊗ uj,S) Σ. The inequality follows again from condition (F7).
