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Resumo
Neste trabalho, é estudado o modelo de Potts unidimensional incluindo
desordem, com interações ferromagnéticas decaindo com a distância
r na forma 1/r1+σ. Na primeira parte deste trabalho, tratamos este
modelo dentro grupo de renormalização de campo médio para tran-
sições contínuas em q = 2 e q = 3 estados sob diferentes valores de
σ; utilizando a expansão em primeira ordem na magnetização, foram
obtidas estimativas para o acoplamento crítico e ambos os expoentes
yt e yh. Estas estimativas são extrapoladas para o limite termodinâ-
mico, usando os chamados processos de extrapolações BST e VBS.
Além disso, o grupo de renormalização de campo médio estendido foi
aplicado no caso homogêneo, permitindo obter os expoentes de campo
de superfície yhs .
Na segunda parte, simulações de Monte Carlo utilizando o algoritmo
de Wolff modificado possibilitaram obter resultados numéricos sob
diferentes tamanhos de redes. As análises dos dados foram feitas
pelos métodos de histogramas simples e múltiplos, permitindo que o
método de escala de tamanho finito fosse utilizado para a determinação
dos expoentes críticos. Considerando diferentes valores de q e σ, foi
investigado o efeito de diluição nas interações de longo alcance; foi
verificado que no modelo de 3 estados para σ = 0, 5 no caso homogêneo
o sistema exibe transição de primeira ordem, enquanto que a introdução
de diluição leva o sistema para transição de segunda ordem. Para o
modelo de 2 estados, os casos analisados de transição de segunda ordem,
foram obtidos os expoentes críticos α, β, γ e ν no caso homogêneo e
diluído.
Palavras-chave: Modelo de Potts, interações de longo-alcance, grupo
de renormalização de campo médio, Monte Carlo.

ix
Abstract
In this work, we study the one-dimensional Potts model including
disorder, with ferromagnetic interactions decaying with distance r as
1/r1+σ. In the first part of this work, we analyzed this model using
the mean field renormalization group for continuous transitions in
q = 2 and q = 3 states under different values of σ; using the first
order expansion in the magnetization, estimates were obtained for the
critical coupling and for both exponents yt and yh. These estimates
are extrapolated to the thermodynamic limit, using the so-called BST
and VBS extrapolation processes. In addition, the extend mean field
renormalization group was applied in the homogeneous case, in order
to obtain the surface field exponent yhs .
In the second part, we performed Monte Carlo simulations, using the
modified Wolff algorithm in order to obtain numerical results under
different lattice sizes. Data analysis was performed using simple and
multiple histograms methods, allowing the finite size scale method
to be used for the determination of critical exponents. Considering
different values of q and σ, the dilution effect on the long range
interactions was investigate; it was verified that in the 3-state model
for σ = 0.5, in the homogeneous case, the system exhibits a first
order transition, while the introduction of dilution leads the system
to a continuous transition. For the 2-state model, the studied cases of
continuous transition, we obtain the critical exponents α, β, γ and ν
for the homogeneous and for the diluted case.
Keywords: Potts model, long range interactions, mean field renor-
malisation group, Monte Carlo.
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11 Introdução
Em muitos problemas físicos, a busca para se obter uma
forma matemática adequada em descrever tais processos nem sempre
se torna uma tarefa fácil. Muitas vezes, apenas soluções aproximadas
podem ser encontradas. Em outros casos é necessário ainda recorrer a
soluções numéricas. O avanço computacional nos últimos anos permitiu
um desenvolvimento importante e crescente nas pesquisas científicas,
sendo à Física amplamente aplicados os recursos computacionais.
Uma das áreas que despertaram e ainda tem atraído aten-
ção de pesquisas na Física é a que está relacionada aos fenômenos
magnéticos. Poucos desses sistemas dispõem de soluções exatas e não-
triviais; como exemplo, podemos citar o modelo de Ising (ISING, 1925;
BRUSH, 1967), resolvido analiticamente por Ernst Ising em 1925 em
uma dimensão e por Lars Onsager em duas dimensões em 1944 na
ausência de campo magnético (ONSAGER, 1944). Entretanto, devido
à complexidade de casos mais gerais, há uma limitação para se obter
soluções exatas(BAXTER, 2007). Com o desenvolvimento tecnológico
fornecendo melhores processadores e a introdução de novos algoritmos
o uso de simulações e análises numéricas tem-se tornado uma impor-
tante ferramenta no estudo de sistemas de muitos corpos, fornecendo
resultados dos modelos matemáticos.
Além disso, teorias e aproximações foram desenvolvidas para
explicar os fenômenos físicos, e uma delas é a teoria do grupo de
renormalização (STANLEY, 1971; YEOMANS, 1992). K. G. Wil-
son introduziu o formalismo do grupo de renormalização(WILSON,
1971a; WILSON, 1971b), baseado na ideia de invariância de escala,
introduzido por Widom(WIDOM, 1965b; WIDOM, 1965a), e na não
analiticidade da energia livre no ponto crítico, ou seja, na vizinhança
de uma transição de fase contínua. É uma eficiente ferramenta para
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tratar problemas teóricos em vários campos da física, sendo aplicado
em muitos casos na Mecânica Estatística.
Na natureza, diversos sistemas de muitas partículas, na condi-
ção de equilíbrio, apresentam diversas fases termodinâmicas, de acordo
com as condições externas impostas a ele. Uma fase é um estado de
agregação da matéria caracterizada pela densidade, estrutura crista-
lina, mobilidade, etc. Como exemplos, temos as fases sólida, líquida
e gasosa da água e outras substâncias. Há também compostos que
podem assumir fases magnéticas, como o ferromagneto, no qual os
spins se alinham em uma determinada direção dando origem a uma
magnetização macroscópica. Cada uma dessas fases possui caracterís-
ticas próprias que diferem umas das outras. Ao realizar uma mudança
em algum parâmetro externo, como temperatura ou campo magnético,
por exemplo, de modo que ocorra transição entre uma fase e outra
num mesmo sistema, essa transição se dá em geral de forma abrupta,
num ponto, linha ou superfície. Um exemplo é o de uma substância
ferromagnética que, quando aquecida, perde sua imantação, tornando-
se paramagnética. Nessa fase paramagnética a substância só adquire
magnetização quando se aplica um campo magnético externo e na
ausência desse campo a magnetização se anula. Na fase ferromagnética,
uma magnetização permanece mesmo depois na ausência do campo
magnético.
Para a descrição das transições de fases, uma grandeza im-
portante é o parâmetro de ordem, o qual assume o valor nulo na fase
desordenada (T > Tc) e valores não nulos na fase ordenada (T < Tc)
ao considerar a variação do parâmetro T . Um exemplo de parâmetro
de ordem é a magnetização em alguns sistemas magnéticos. Quanto à
classificação das transições de fases, elas são classificadas como sendo
contínuas ou descontínuas, conforme as primeiras derivadas da energia
livre sejam contínuas ou descontínuas, respectivamente. A transição
de fase de primeira ordem é caracterizada por uma descontinuidade no
parâmetro de ordem e neste caso o sistema apresenta coexistência de
fases. Já para transições contínuas (chamada também de transição de
3segunda ordem), o parâmetro de ordem se modifica de forma contínua.
Um fato verificado experimentalmente é que, nas proximida-
des da transição de fase contínua, as grandezas termodinâmicas podem
ser bem representadas por certos expoentes, de modo a obedecer leis de
potência. Os expoentes dessas grandezas recebem o nome de expoentes
críticos. A tabela 1 mostra algumas grandezas termodinâmicas e seus
respectivos expoentes críticos nas proximidades do ponto crítico para
sistemas magnéticos, onde foi introduzida a notação conveniente da
temperatura reduzida t:
t ≡ T − Tc
Tc
. (1.1)
Tabela 1 – Grandezas termodinâmicas e leis de potência com os res-
pectivos expoentes críticos. Em todas as definições, temos
t→ 0.
Quantidade Física Lei de potência
Calor específico a campo nulo c ∼ |t|−α
Susceptibilidade isotérmica a campo nulo χT ∼ |t|−γ
Magnetização a campo nulo m ∼ |t|−β , t < 0
Comprimento de correlação ξ ∼ |t|−ν
Função de correlação Γ(~r)∼ 1
rd−2+η , r  1
Um resultado interessante observado, sobre o conceito de
universalidade, é que sistemas aparentemente diferentes apresentam o
mesmo comportamento crítico. Este comportamento de universalidade
depende de poucas propriedades do modelo, como número de compo-
nentes do parâmetro de ordem, dimensão do sistema, e se as interações
são de curto ou longo alcance (HOHENBERG; HALPERIN, 1977). As-
sim, sistemas diferentes, que apresentam os mesmos expoentes críticos
são ditos que possuem a mesma classe de universalidade.
Dentre as formulações desenvolvidas na tentativa de explicar
fenômenos físicos sob uma descrição matemática, pode-se citar o
modelo de Potts. Ele foi proposto por Domb(DOMB, 1974) e foi tema
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de estudo no doutoramento de Renfrey B. Potts (1952). Trata-se de um
modelo mais geral, quando comparado ao modelo de Ising (que possui
apenas dois estados possíveis); no modelo de Potts, considera-se que
há q estados diferentes, (0, 1, · · · , q − 1). Ele tem despertado grande
interesse ao apresentar diferentes tipos de transições para diferentes
valores de q em distintas dimensões e também pela grande variedade
de aplicações; várias substâncias e sistemas podem ser considerados
como realizações do modelo de Potts (JONGH, 1978; WU, 1982). Uma
revisão sobre o modelo de Potts pode ser encontrada em (WU, 1982).
O hamiltoniano do modelo de Potts, na ausência de campo
magnético, é definido por:
H = −
∑
〈i,j〉
Jijδsi,sj , (1.2)
onde
∑
〈i,j〉 refere-se à soma feita sobre os primeiros vizinhos de uma
dada rede e
δsi,sj =
{
0 , se si 6= sj
1 , se si = sj ,
(1.3)
com si = 0, 1, · · · , q − 1 sendo o valor do estado atribuído ao sítio i.
O valor de Jij pode variar ao longo da rede e também em diferentes
direções. O caso mais simples é considerar Jij = J0: J0 > 0 representa
o caso ferromagnético e J0 < 0 o caso antiferromagnético.
Quanto aos valores atribuídos de q, em q = 1, por exemplo,
temos o caso de percolação por ligações (WU, 1982), já para q = 2
ele recai sobre o modelo de Ising, fazendo-se a substituição δsi,sj =
(sisj + 1)/2 e J = J0/2 em que si = ±1 e J representa a constante
de interação dos sítios no modelo de Ising. Outra consideração que
pode ser feita, além do caso uniforme, é o tratamento de interações
aperiódicas1, considerada, por exemplo, para d = 2 e diferentes valores
de q(GIRARDI; BRANCO, 2011).
1 Sequências aperiódicas são formadas através de regras determinísticas. Con-
tudo, nenhuma sub-sequência apresenta algum período de repetição.
5Sobre o modelo de Potts homogêneo ainda, pode-se destacar
alguns resultados: existe um valor de qc para o qual, para valores de q
acima desse valor qc, as transições de fase são de primeira ordem, e para
valores abaixo de qc as transições são contínuas. Devemos mencionar
que este valor de qc depende da dimensão d do sistema(NIENHUIS;
RIEDEL; SCHICK, 1981). Em duas dimensões para q ≤ 4, o modelo
exibe transição contínua e para q > 4 a transição é de primeira
ordem (BAXTER, 2007; BAXTER; TEMPERLEY; ASHLEY, 1978).
Considerando três dimensões, com q > 2 as transições são de primeira
ordem (WU, 1982). Para uma dimensão, no caso uniforme de interação
entre primeiros vizinhos, o valor de Tc, para todo q, é Tc = 0 (TSALLIS;
MAGALHÃES, 1996). O hamiltoniano (1.2) torna essa descrição
matemática muito rica nas análises de diversos sistemas físicos. Através
deste modelo, um efeito adicional que pode ser levado em conta, de
extrema importância, são interações de longo alcance.
Modelos microscópicos com interações de longo alcance do
tipo 1/rd+σ têm despertado um grande interesse durante as últimas
décadas. Além da relevância de se entender os problemas fundamen-
tais, eles desempenham um papel importante para uma grande classe
de modelos físicos, biológicos ou químicos. As interações de longo
alcance começaram a atrair um interesse na modelagem microscópica,
abrangendo um número cada vez maior de sistemas. Do ponto de vista
teórico, esses modelos são importantes para se estudar a influência de
interações de longo alcance no comportamento crítico.
Dentro da descrição teórica dos modelos de estudo, estamos
interessados no caso de uma dimensão para o modelo de Potts de dois
e três estados. Seu comportamento crítico apresenta características
interessantes, variando a classe de universalidade entre a de campo
médio e a de sistemas com interações de curto alcance. De forma geral,
para modelos de Potts unidimensional e com interação de troca de-
caindo com a distância como uma lei de potência (BISKUP; CHAYES;
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CRAWFORD, 2006), o termo de acoplamento considerado é dado por:
J(r) =
J0
r1+σ
, (1.4)
com J0 constante e J0 > 0.
Sob esta consideração, o modelo de Potts de q estados em
uma dimensão com interações de longo alcance foi estudado analitica-
mente (AIZENMAN et al., 1988; AIZENMAN; FERNÁNDEZ, 1988;
IMBRIE; NEWMAN, 1988) e numericamente (GLUMAC; UZELAC,
1993; CANNAS; MAGALHÃES, 1997) e na aproximação de campo
médio na rede de Bethe (BERNARDES; Goulart Rosa, 1994). Esses
modelos têm relevância em várias situações físicas: sistemas com inte-
ração RKKY (FORD, 1982), fenômenos críticos em sistemas iônicos
(PITZER; De Lima; SCHREIBER, 1985), segregação de fases em
ligas (GIACOMIN; LEBOWITZ, 1996), reconhecimento de padrões
(STOŠIĆ; FITTIPALDI, 1997), etc.
Para diferentes valores de σ há comportamentos diversos
(CANNAS; MAGALHÃES; TAMARIT, 2000; CANNAS; MAGA-
LHÃES, 1997). Estudos do modelo de Potts para q = 2 unidimensional
para interações 1/r1+σ foram realizados em (RUELLE, 1968; DYSON,
1969a; DYSON, 1969b), onde verificaram que não há temperatura
crítica finita para σ > 1, e foi provado a existência de transição de fase
com temperaturas diferente de zero para 0 < σ < 1. Este resultado
se mostra diferente de quando se considera o caso para interações de
primeiros vizinhos, onde Tc = 0. Considerando o caso σ > 1, para
q ≥ 1, o comportamento crítico é o de um modelo de curto alcance, ou
seja, não há fase ordenada a temperatura finita e a temperatura crítica
é nula (CANNAS; MAGALHÃES, 1997; BREZIN; ZINN-JUSTIN;
GUILLOU, 1976; DYSON, 1969a; FRÖHLICH; SPENCER, 1982; RU-
ELLE, 1968; THOULESS, 1969). Para σ ≤ 0, o sistema se torna não
extensivo e o limite termodinâmico não está definido.
Nos primeiros trabalhos utilizando o grupo de renormaliza-
ção para interações de longo alcance (FISHER; MA; NICKEL, 1972),
analisando as classes de universalidade do modelo de q = 2 unidimen-
7sional, dois regimes foram identificados: no intervalo 0 < σ < 1, a
temperatura crítica é finita e para σ ≤ 0, 5 os expoentes críticos são de
tipo campo médio para o modelo em questão; para σ > 0, 5 os expo-
entes variam com σ e não são conhecidos exatamente (FISHER; MA;
NICKEL, 1972). Estas suposições foram parcialmente confirmadas
(NAGLE; BONNER, 1970), mais tarde, em simulações de Monte Carlo
(LUIJTEN; BLÖTE, 1996; LUIJTEN; BLÖTE, 1997; LUIJTEN, 1999;
KRECH; LUIJTEN, 2000; BLÖTE; HERINGA; LUIJTEN, 2002). Es-
tes resultados confirmam que os modelos de longo alcance possuem uma
diversidade nas classes de universalidade com a variação de σ. Resul-
tados numéricos para o expoente yt indicam que o regime 1/2 < σ ≤ 1
pode ser dividido em duas partes: yt > 1/2 para 1/2 < σ . 0, 65 e
yt < 1/2 para o intervalo restante, que corresponde a interações que
decaem rápido(KRECH; LUIJTEN, 2000). Já no modelo de Potts
de três estados, dependendo do valor de σ considerado, a transição
pode ser de primeira ordem ou contínua (GLUMAC; UZELAC, 1998;
UZELAC; GLUMAC; BARIŠIĆ, 2008).
Uma das questões recorrentes no caso de longo alcance é a
possível existência de σc(q), que indica o valor crítico de σ em que
ocorre a separação da transição de primeira para segunda ordem. Re-
sultados numéricos apontam a existência de um valor σc(q), fornecido
pela primeira vez por Glumac e Uzelac (GLUMAC; UZELAC, 1998)
para o modelo de Potts de 3 estados unidimensional, utilizando simula-
ções de Monte Carlo com base no algoritmo de ilhas desenvolvido por
Erik Luijten e Henk W. J. Blöte (LUIJTEN, 2000; LUIJTEN; BLÖTE,
1995), determinando que σc(q) situa-se entre 0,6 e 0,7, Krech e Luijten
encontraram σc(q) = 0, 7, isto é, valores de σ < σc(q) ainda pertencem
ao regime de primeira ordem, enquanto a transição de segunda or-
dem ocorre para valores de σ maiores que σc(q) (KRECH; LUIJTEN,
2000). Reynal e Diep (REYNAL; DIEP, 2004) consideraram outros
valores de q no modelo de Potts, para a determinação de σc(q), em
que foram obtidos σc(3) = 0, 72(1), σc(5) = 0, 88(2), σc(7) = 0, 94(2) e
σc(9) = 0, 965(20). Em geral, há indicação de que σc(q) aumenta com
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q(REYNAL; DIEP, 2004).
Em d = 1, o caso de σ = 1 representa a interação com o in-
verso do quadrado da distância. O trabalho de Dyson (DYSON, 1969a),
no modelo de Ising, mostrou que este caso representa o limite entre o
caso em que há transição de fase à temperatura diferente de zero (σ ≤ 1)
e o caso em que Tc = 0 (σ > 1). Anderson e Yuval(ANDERSON; YU-
VAL, 1971) estudaram o modelo de Ising unidimensional relacionando
ao problema de Kondo. Em 1982, Fröhlich e Spencer(FRÖHLICH;
SPENCER, 1982) provaram rigorosamente a existência de transição de
fase para σ = 1 no modelo de Ising. Para este valor de σ, a mudança
da ordem da transição de fase de um sistema de segunda ordem para
a primeira ordem ocorre em q ≥ 9 (BAYONG; DIEP; DOTSENKO,
1999). Outro resultado obtido foi de que a temperatura de transição é
dependente de q (LUIJTEN; MESSINGFELD, 2001). Neste trabalho,
não será estudado este caso.
Além de incluir interações de longo alcance no modelo de
Potts unidimensional, neste trabalho há também o interesse de analisar
efeitos de desordem na rede. Do ponto de vista experimental, não é
incomum que na natureza sistemas físicos sejam encontrados com
impurezas; além disso, técnicas modernas de preparação de amostras
permitem que estas impurezas, em várias situações, sejam construídas
de modo controlado, a fim de obter mudanças adequadas no comporta-
mento físico do sistema. Mais especificamente, sistemas com interação
de longo alcance e desordem têm relevância na modelagem de sistemas
ferroelásticos (VASSEUR et al., 2012).
Sob o enfoque teórico, o estudo de modelos com impurezas
tem interesse claro, no que se refere à possibilidade de estas mudarem
a classe de universalidade de sistemas que sofrem transições de fases.
Quando esses sistemas, em sua versão uniforme, apresentam transi-
ções contínuas, uma indicação da influência das impurezas é dada
pelo critério de Harris (HARRIS, 1974). O efeito da desordem leva
a modificação da temperatura crítica quando comparada com o sis-
tema homogêneo e, em sistemas em que ocorrem transições contínuas,
9havendo uma mudança na classe de universalidade a introdução da
desordem é denominada de relevante. Contudo, se a transição for de
primeira ordem, o efeito da desordem pode conduzir o sistema a uma
transição de fase de segunda ordem(IMRY; WORTIS, 1979).
Dessa forma, o propósito deste trabalho, no modelo de Potts,
é adicionar diluição ao sistema nas interações de longo alcance, consi-
derando diferentes valores de q e σ no modelo unidimensional.
O restante deste trabalho está organizado da seguinte forma:
No capítulo 2 é feita uma revisão sobre o método do grupo de renor-
malização de campo médio, os métodos de extrapolação utilizados e
em seguida são apresentados os resultados obtidos. Além disso, utiliza-
remos ainda uma versão mais atualizada do grupo de renormalização
de campo médio ao modelo puro. No capítulo 3, é apresentado o
método de Monte Carlo utilizando algoritmo de ilha para a aplicação
do modelo de Potts com interações de longo alcance com introdução
de diluição. Para o tratamento dos dados numéricos, descrevem-se
os métodos de histograma e da análise de escala de tamanho finito.
Posteriormente, são apresentados os resultados obtidos considerando
diferentes valores de q e σ. Finalmente, no capítulo 4 apresentamos as
conclusões e perspectivas futuras.
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2 Método do Grupo de Renor-
malização de Campo Médio
No desenvolvimento dos estudos de fenômenos críticos, mui-
tos modelos físicos foram criados para tentar descrever o comporta-
mento desses fenômenos, sendo que muito deles se deparam com a
impossibilidade de se obter resultados exatos. Deste fato, métodos
de aproximação e técnicas computacionais são de grande ajuda para
tratar estes modelos.
Neste capítulo é realizada uma extensão do modelo de Potts
unidimensional, considerando o caso de interações de longo alcance,
para diferentes valores do decaimento σ dessas interações. Além disso,
adiciona-se também efeitos de diluição de sítios na rede linear. Neste
caso, os cálculos numéricos envolvidos se tornam mais complexos
quando comparados com o caso homogêneo e de interações de primeiros
vizinhos, devido ao grande número de interações que se deve levar
em conta e também devido às diversas configurações associadas a
diluição, ocorrendo assim, um aumento no tempo computacional para
as realizações destes processamentos. A primeira abordagem a ser
considerada para interações de longo alcance no modelo de Potts com
diluição foi empregar o grupo de renormalização de campo médio.
Revisaremos brevemente este método a seguir.
2.1 O Grupo de Renormalização
Proposto por K. G. Wilson em 1971, quando publicou o pri-
meiro artigo descrevendo o grupo de renormalização(WILSON, 1971a;
WILSON, 1971b), seu trabalho revolucionou a área de fenômenos
críticos e ele recebeu o prêmio Nobel em Física por este desenvolvi-
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mento em 1982. A teoria do grupo de renormalização se baseia na não
analiticidade da energia livre na proximidade do ponto crítico e na
invariância por escala do modelo.
A técnica do grupo de renormalização se divide em duas clas-
ses: uma denominada no espaço recíproco, por tratar as quantidades
descritas no espaço ~k, e a outra denominada de espaço real, que trata
ao envolver quantidades que dependem da posição no espaço das coor-
denadas usual. Nesta teoria, uma das características da criticalidade é
que o comprimento de correlação é infinito e sistemas nesta condição
são invariantes por qualquer transformação de escala1.
Widom(WIDOM, 1965a; WIDOM, 1965b) formulou a hipó-
tese de escala de que, nas proximidades do ponto crítico, a energia livre
pode ser escrita como a soma da parte analítica, considerada como
constante na região crítica, mais a parte que contém as singularidades
da função. Essa parte singular é uma função homogênea descrita como
f(λat, λbh) = λf(t, h) por exemplo. Dessa forma, pode-se obter as
derivadas da energia livre, obtendo o comportamento assintótico nas
vizinhanças do ponto crítico e as relações de escala.
O grupo de renormalização utiliza-se da mudança do compri-
mento de escala do sistema removendo graus de liberdade. O primeiro
passo é definir o grupo de renormalização e introduzir o conceito de
pontos fixos que descrevem sistemas na criticalidade. O modelo inicial,
descrito por um hamiltoniano H , é renormalizado para um novo
sistema, descrito por um novo hamiltoniano H ′ (YEOMANS, 1992):
H ′ = RH . (2.1)
O operador R do grupo de renormalização diminui o número
de graus de liberdade de N para N ′. Kadanoff considerou que, pró-
ximo ao ponto crítico, o comprimento de correlação possui um valor
muito grande, ξ →∞, e assim, detalhes de curto alcance já não são
1 Uma função invariante por escala f(λx), dita homogênea generalizada de
grau p, é descrita na forma f(λx) = λpf(x).
2.1. O Grupo de Renormalização 13
relevantes. Dessa forma, pode-se fazer uma substituição do conjunto
de sítios, denominados blocos de Kadanoff, por um único sítio efetivo,
correspondendo à eliminação de graus de liberdade. Deste modo, H e
H ′ são equivalentes e a função de partição deve ser a mesma, a menos
de uma constante, sob esta transformação
ZN (H ) = Z ′N′(H ′), (2.2)
e a parte singular da energia livre é escrita na forma
fs(H ) = l
−dfs(H
′), (2.3)
onde l = (N/N ′)1/d é o fator de escala, que define como são transfor-
madas as escalas de comprimento da rede ~r → ~r′, ~r′ = l−1~r. Kadanoff
supôs que cada bloco se comporta como um sítio efetivo com interações
simples e após sucessivas renormalizações, pode-se então encontrar os
pontos fixos, isto é, pontos onde H ′ = H = H ∗. Neste ponto fixo,
devemos ter a invariância do comprimento de correlação: ξ = ξ′ = ξ∗.
Esta igualdade é respeitada, sob uma transformação de escala, se
ξ = ξ′ =∞ (pontos críticos) ou ξ = ξ′ = 0 (atratores da transforma-
ção do grupo de renormalização, os quais caracterizam a fase a que
pertencem os pontos na bacia de atração). Próximo do ponto fixo, a
energia livre pode ser escrita em termos de ui e u′i, denominados de
campos de escala lineares. Assim,
fs(u1, u2, · · · , ) ∼ l−dfs(u′1, u′2, · · · ) = l−dfs (ly1u1, ly2u2, · · · ) , (2.4)
onde u′i = lyiui. Ao se repetirem várias iterações da transformação
de renormalização, o sistema será conduzido para longe do ponto fixo
quando yi > 0. Neste caso, a variável yi é dita variável relevante.
Se yi < 0, corresponde a campos de escala lineares os quais, após
repetir as iterações do grupo de renormalização, movem o sistema
para próximo do ponto fixo; denominamos yi de variável irrelevante.
Para o caso de yi = 0 trata-se do caso denominado marginal e ordens
maiores dos termos se tornam importantes(YEOMANS, 1992). Assim,
a estabilidade dos pontos fixos depende do número de campos escalares
lineares relevantes e irrelevantes associados ao sistema. Em sistemas
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magnéticos, por exemplo, a temperatura e o campo magnético são
os campos revelantes com as seguintes notações utilizadas u1 = t e
u2 = h, respectivamente. Na criticalidade, devemos ter u1 = u2 = 0
ou t = 0 e h = 0. Dessa forma a energia livre pode ser escrita na forma
fs(t, h) = l
−dfs(t
′, h′) = l−dfs(l
ytt, lyhh), (2.5)
em que os expoentes yh e yt são dados por:
h′ = lyhh, (2.6)
t′ = lytt. (2.7)
Uma implementação específica do grupo de renormalização,
é o método do grupo de renormalização de campo médio(INDEKEU;
MARITAN; STELLA, 1982), que é uma técnica simples e eficiente que
permite calcular as propriedades críticas de determinados sistemas. O
grupo de renormalização de campo médio surgiu dentro do chamado
grupo de renormalização fenomenológico e será definido a seguir. O mé-
todo consiste em comparar dois blocos finitos de diferentes tamanhos,
tratando as interações entre os sítios de cada bloco exatamente, sendo
os sítios do restante da rede considerados como um campo efetivo
agindo na mesma.
2.2 Grupo de Renormalização de Campo Médio
Este método foi introduzido por Indekeu et al. (INDEKEU;
MARITAN; STELLA, 1982) na década de 80, e permite calcular as pro-
priedades críticas do sistema. O método se baseia na comparação das
magnetizações dos sistemas, considerando diferentes tamanhos (finitos)
do sistema em questão e foi aplicado a diversos modelos(DE’BELL,
1983; DE’BELL; LOOKMAN, 1984; RIERA, 1984; DROZ; MARI-
TAN; STELLA, 1982; DROZ; PEKALSKI, 1985; EVANGELISTA;
SAXENA, 1985; PLASCAK; FIGUEIREDO; GRANDI, 1999). Fixado
um tamanho de bloco finito, analisa-se as interações exatamente entre
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os sítios presentes neste bloco. Com relação aos sítios restantes (fora
do bloco), pela aproximação de campo médio, são substituídos por
um valor efetivo b correspondendo a N e b′ para N ′.
Para dois blocos, de tamanhos N e N ′ (N ′ < N), a relação
entre as magnetizações é obtida, utilizando (2.6),
mN = −∂f(H )
∂h
= − ∂
∂h
(
l−df(H ′)
)
,
= ld
∂h′
∂h
∂
∂h′
(
f(H ′)
)
,
= l−dlyh
∂f(H ′)
∂h′
,
mN = l
yh−dmN′ , (2.8)
em que d é a dimensão do sistema considerado. De forma análoga,
para os campos b e b′, considera-se que escalam da mesma forma que
mN e mN′(INDEKEU; MARITAN; STELLA, 1987), ou seja
b′ = ld−yhb. (2.9)
Para se obter a magnetização, pode-se expandir em termos
de primeira ordem nos parâmetros b e h. Desta forma, o método se
adequa ao estudo de transições contínuas. A equação (2.8) se torna
então
B′N (K
′)b′ + C′N (K
′)h′ = ld−yh [BN (K)b+ CN (K)h] (2.10)
onde
BN (K) =
∂mN (K,h,b)
∂b
∣∣∣
h=0,b=0
, B′N (K
′) = ∂mN′ (K
′,h′,b′)
∂b′
∣∣∣
h′=0,b′=0
,(2.11)
CN (K) =
∂mN (K,h,b)
∂h
∣∣∣
h=0,b=0
, C′N (K
′) = ∂mN′ (K
′,h′,b′)
∂h′
∣∣∣
h′=0,b′=0
(2.12)
e K = 1/T .
Pela relação de escala em b dada por (2.9), a expressão (2.10),
a campo nulo, conduz a
BN′(K
′) = BN (K), (2.13)
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e
CN′(K
′)h′ = ld−yhCN (K)h. (2.14)
Estas duas expressões podem ser interpretadas como as equa-
ções de renormalização para K e h, respectivamente. Dessa forma
através da equação (2.13), é possível determinar o ponto fixo, denomi-
nado de K∗, com K′ = K = K∗,
BN′(K
∗) = BN (K
∗). (2.15)
Uma vez obtido o ponto fixo K∗, pode-se obter o expoente
crítico yt pela equação(INDEKEU; MARITAN; STELLA, 1987)
yt =
lnλt
ln l
, (2.16)
onde λt é definido por
λt =
dK′
dK
∣∣∣∣
K∗
. (2.17)
Utilizando a equação (2.13),
dBN (K)
dK
=
dBN′(K
′)
dK′
dK′
dK
, (2.18)
dK′
dK
∣∣∣∣
K∗
=
dBN (K)
dK
dBN′ (K′)
dK′
∣∣∣∣∣
K∗
. (2.19)
Retornando à equação (2.16), substituindo (2.19), temos
yt =
1
ln (N/N ′)
ln
[
dBN (K)
dK
dBN′ (K′)
dK′
]∣∣∣∣∣
K∗
. (2.20)
Para o cálculo de yh, utiliza-se a equação (2.14), combinada
com a relação de escala do campo h dada em (2.6) e do campo b dada
em (2.9). Dessa forma temos,
lyhhCN′(K
∗) = ld−yhhCN (K
∗), (2.21)
ld−2yh =
CN′(K
∗)
CN (K∗)
, (2.22)
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isolando yh temos
yh =
d
2
+
1
2
ln
[
CN (K
∗)
CN′ (K∗)
]
ln (N/N ′)
. (2.23)
Portanto, obtendo o ponto fixo K∗ e respectivamente a tem-
peratura crítica dada por Tc = 1/K∗, pode-se determinar os expoentes
críticos yt e yh pelas equações (2.20) e (2.23) respectivamente. Uma
vez determinados os expoentes yt e yh, os demais expoentes α, β, γ, δ, η
podem ser obtidos pelas relações (HUANG, 1987):
α =
2yt − d
yt
,
β =
d− yh
yt
,
γ =
2yh − d
yt
. (2.24)
Além disso, o comprimento de correlação varia de acordo
com o fator de escala, ξ′ = l−1ξ, e como ξ escala da forma ξ ∼ |t|−ν ,
segue então que, utilizando (2.7):
ξ′
ξ
=
(
t′
t
)−ν
= l−νyt , (2.25)
ou seja, comparando com a expressão ξ′ = l−1ξ com (2.25), obtemos
a relação do expoente crítico ν com o expoente yt:
ν =
1
yt
. (2.26)
2.3 Interação de Longo Alcance no Modelo de Potts
Unidimensional
O objetivo dessa primeira parte do trabalho é aplicar o grupo
de renormalização de campo médio ao modelo de Potts unidimensional,
na análise do comportamento crítico, com interação de longo alcance
no caso puro e também sob a adição de diluição. A figura 1 ilustra os
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Figura 1 – Ilustração do modelo de Potts unidimensional para o caso
puro (a) e o caso diluído (b). Cada sítio interage com os
demais sítios da rede e a constante de acoplamento é dada
por J(r) = 1/r1+σ com r sendo a distância entre os sítios.
casos considerados: o sistema homogêneo e o diluído. Nesta figura, o
tamanho do bloco considerado é N = 3 e os sítios dentro do bloco em
(a), denotados por sítios pretos, representam o caso homogêneo. Já em
(b), há diluição no bloco: há apenas um sítio presente (preto) e dois
ausentes. Em ambos os casos ilustrados, fora do bloco, considera-se
uma cadeia de sítios infinita (em cinza) e atribui-se, pelo método do
grupo de renormalização de campo médio, que seu estado é dado pelo
valor médio b.
O hamiltoniano que descreve este modelo é definido por
−βH =H0 +Hh +H1D, (2.27)
onde β = 1/kBT e
H0 = K
N∑
i,j, i>j
J(rij)δsisj ij = K
N∑
i,j, i>j
δsisj ij
r1+σij
, (2.28)
representa a parte de interação dos sítios i e j dentro do bloco consi-
derado, si = 0, 1, · · · q− 1, J(rij) é o valor do acoplamento dos sítios i
e j, definido por J(rij) ≡ J0/r1+σij , onde
rij ≡ |i− j|, (2.29)
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mede a distância entre os sítios i e j. Por simplicidade, a seguinte
consideração é feita: kB = J0 = 1, K = 1/T . A variável i assume o
valor 1 com probabilidade p para o sítio presente e 0 com probabilidade
1-p para o caso de ausência do sítio. Para H1D
H1D = Kb
N∑
i=1
( ∞∑
n=N−i+1
1
n1+σ
+
∞∑
l=i
1
l1+σ
)
δsi,1i, (2.30)
inclui a interação dos sítios presentes no bloco com todos os outros
sítios fora do bloco, representados pelo valor médio b. O valor do estado
utilizado em δsi,1 é arbitrário dentre todos os estados de Potts. Para
o termo representando o campo externo, Hh, considera-se a seguinte
forma,
Hh = h
N∑
i=1
δsi,1i. (2.31)
Assim, no modelo de Potts, similar ao cálculo da magneti-
zação no modelo de Ising, o parâmetro de ordem (“magnetização") é
dado por (WU, 1982):
mN =
Tr
[(
qδs˜,1−1
q−1
)
s˜e
−βH
]
Tr (e−βH )
, (2.32)
onde Tr representa a soma de todas as configurações do bloco consi-
derado e a notação s˜ representa o sítio localizado no centro do bloco.
Aqui, optamos por utilizar o sítio central no cálculo de mN devido à
simetria do problema.
No método do grupo de renormalização de campo médio,
considera-se que os campos envolvidos são muito pequenos (b 
1, h  1). Utilizando (2.27), mN pode ser obtido expandindo em
termos de primeira ordem nos parâmetros b e h:
mN '
Tr
[(
qδs˜,1−1
q−1
)
s˜e
H0 (1 +ANb+DNh)
]
s˜
Tr [eH0 (1 +ANb+DNh)]
, (2.33)
em que definimos AN ≡H1D/b e DN ≡Hh/h. Dessa forma, temos
mN '
Tr
[(
qδs˜,1−1
q−1
)
s˜e
H0
]
+bTr
[
AN
(
qδs˜,1−1
q−1
)
s˜e
H0
]
+hTr
[
DN
(
qδs˜,1−1
q−1
)
s˜e
H0
]
Tr(eH0)+bTr(ANeH0)+hTr(DNeH0)
.(2.34)
20 Capítulo 2. Método do Grupo de Renormalização de Campo Médio
O primeiro termo de (2.34) do numerador é zero, pois repre-
senta a média sobre os estados que compõem o bloco, a campo nulo, e
todos os estados obtidos são equiprováveis. Dessa forma, expandindo
em primeira ordem (2.34) nos parâmetros de b e h, obtém-se
mN '
bTr
[
AN
(
qδs˜,1−1
q−1
)
s˜e
H0
]
+ hTr
[
DN
(
qδs˜,1−1
q−1
)
s˜e
H0
]
Z0 ,(2.35)
em que
Z0 = Tr
(
eH0
)
. (2.36)
Portanto, mN pode então ser escrito da seguinte forma
mN ' bBN (K) + hCN (K), (2.37)
onde define-se
BN (K) =
Tr
[
AN
(
qδs˜,1−1
q−1
)
s˜e
H0
]
Z0 , (2.38)
CN (K) =
Tr
[
DN
(
qδs˜,1−1
q−1
)
s˜e
H0
]
Z0 . (2.39)
Assim, com os hamiltonianos H1D e Hh dados em (2.30) e
(2.31) respectivamente, os termos AN e DN são descritos por
AN = K
N∑
i=1
( ∞∑
n=N−i+1
1
n1+σ
+
∞∑
l=i
1
l1+σ
)
δsi,1i, , (2.40)
DN = K
N∑
i=1
δsi,1i. (2.41)
Então, com BN (K) dado em (2.38), utilizando (2.40) e le-
vando em conta a diluição, sendo p a probabilidade de um dado sítio
do bloco estar presente, BN (K) é escrito como
BN (K) =
N∑
n=0
Tr
[
pN−n(1− p)nAN
(
qδs˜,1−1
q−1
)
s˜e
H0
]
Z0 , (2.42)
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e para CN (K) dado em (2.39), utilizando (2.41) e incluindo a proba-
bilidade p de diluição do sistema, temos
CN (K) =
N∑
n=0
Tr
[
pN−n(1− p)nDN
(
qδs˜,1−1
q−1
)
s˜e
H0
]
Z0 . (2.43)
Deste modo, utilizando a equação (2.15),BN (K∗) = BN′(K∗),
determinou-se os valores de K∗ para diferentes tamanhos de blocos,
considerando sempre tamanhos ímpares de N ′ e N e diferentes valores
de σ. Após determinar os valores de K∗, foram obtidos os valores de yt
e yh através das equações (2.20) e (2.23) respectivamente. Para o mo-
delo de Potts com q = 2, foram realizados cálculos de blocos iniciando
em N ′ = 3 e N = 5 até tamanhos N ′ = 15 e N = 17. Já para q = 3,
também se iniciou em N ′ = 3 e N = 5 e foram realizados cálculos
até os tamanhos N ′ = 13 e N = 15. À medida que se aumentam os
tamanhos dos blocos, maior é o tempo computacional requerido para
se obter K∗.
2.4 Métodos de extrapolação
Para a determinação das quantidades de interesse no limite
termodinâmico e devido à limitação em se utilizar tamanhos finitos
de blocos para a obtenção de K∗ e os respectivos expoentes yt e
yh, métodos de extrapolação oferecem um auxílio na obtenção das
quantidades de interesse para uma rede infinita. Através dos resultados
obtidos para diferentes tamanhos de blocos finitos considerados, em
conjunto com os métodos de extrapolação, é possível obter o valor das
grandezas no limite termodinâmico.
2.4.1 Método BST
Um dos métodos utilizados para realizar a extrapolação, é o
método conhecido como BST (BULIRSCH; STOER, 1964; HENKEL;
SCHUTZ, 1988), devido a Bulirsch e Stoer, para se obter yt e yh e
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também Kc no limite termodinâmico. Neste método, pode-se deter-
minar a convergência de uma grandeza f , que é uma função do tipo
f(hN ), na qual hN deve ser uma sequência qualquer que converge a
zero quando se tem N →∞. Dessa forma, através dos dados iniciais
obtidos, o valor extrapolado é obtido como mostra, por exemplo, a
sequência a seguir em que f (0)3 é o valor final.
f
(0)
0
f
(0)
1
f
(1)
0 f
(0)
2
f
(1)
1 f
(0)
3
f
(2)
0 f
(1)
2
f
(2)
1
f
(3)
0
Os elementos f (N)m são determinados da forma:
f
(N)
−1 = 0, (2.44)
f
(N)
0 = f(hN ), (2.45)
f
(N)
m = f
(N+1)
m−1 +
(
f
(N+1)
m−1 − f (N)m−1
)[(
hN
hN+m
)ω (
1− f
(N+1)
m−1 −f
(N)
m−1
f
(N+1)
m−1 −f
(N+1)
m−2
)
− 1
]−1
, (2.46)
em que ω é um parâmetro a ser determinado, que minimiza o erro

(N)
m = 2|f (N+1)m − f (N)m | ao realizar a extrapolação.
Com isso, pode-se identificar f(hN ) como sendo a tempera-
tura Tc e também os expoentes críticos yt e yh, e a variável hN como
1/N em que N é o tamanho do bloco considerado.
2.4.2 Método VBS
Para comparar com o método descrito na seção anterior, foi
utilizado também o chamado método VBS. Ele é devido a Van den
Broeck e Schartz (BROECK; SCHWARTZ, 1979; HENKEL; SCHUTZ,
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1988; HAMER; BARBER, 1981). Inicialmente, é introduzido a nota-
ção an que indica os valores dos dados obtidos pelos blocos finitos,
colocados em ordem crescente de acordo com cada tamanho do bloco
utilizado, de modo que
[n, 0] = an. (2.47)
O valor extrapolado que se deseja obter é descrito por a∞ =
[n, l]. l representa as colunas que são geradas ao utilizar método até
atingir a∞. Como exemplo, o seguinte diagrama ilustra os estágios
realizados até se obter, neste caso, a∞ = [3, 3].
[0, 0]
[1, 0] [1,1]
[2, 0] [2,1] [2,2]
[3, 0] [3,1] [3,2] [3,3]
[4, 0] [4,1] [4,2]
[5, 0] [5,1]
[6, 0]
A (l + 1)-ésima coluna é gerada através da l-ésima coluna,
formada por [n, l] e determinada por
1
[n,l+1]−[n,l] +
αl
[n,l−1]−[n,l] =
1
[n+1,l]−[n,l] +
1
[n−1,l]−[n,l] ,(2.48)
com a imposição de que [n,−1] = ∞. O valor de αl utilizado foi
αl = − (1−(−1)
l)
2
(KHOO; SY, 2001). O cálculo do erro é realizado
multiplicando o fator
(
1 + 
N′
)
nos dados entrada [n, 0], obtidos pelos
blocos finitos, onde  ∈ [−1, 1] e N ′ é o tamanho do menor bloco
utilizado (N ′ < N). Em seguida, determina-se a região onde o valor
extrapolado possui valores aproximadamente constante e é obtido a
média e desvio padrão desse conjunto de dados.
Além desses métodos usados para extrapolar os dados, outro
tipo de ajuste realizado foi utilizar, para as grandezas de Kc, yt e yh
uma função do tipo
f(N) = f(∞) + aN−b, (2.49)
24 Capítulo 2. Método do Grupo de Renormalização de Campo Médio
realizado no programa gnuplot(CRAWFORD, 2006). A seguir, mostram-
se os resultados obtidos para o caso de q = 2 e q = 3 para o caso puro
e também incluindo a diluição de sítios.
2.5 Resultados
Considerando o modelo com q = 2, foram estudados os
casos σ = 0, 2, σ = 0, 5, σ = 0, 7 e σ = 0, 9. Para o modelo puro
(p = 1), os resultados obtidos são exibidos na tabela 2, comparando
com os resultados reportados em (GLUMAC; UZELAC, 1993). Para
tamanhos de blocos utilizados com a extrapolação BST e VBS, nossos
resultados estão em ótima concordância quando comparados com os
resultados obtidos pelo método FRS2. Considerando já o caso p 6= 1
junto com o caso puro, na figura 2 mostramos os resultados obtidos
para a temperatura crítica em função de p. À medida que a diluição
incluída é aumentada, a temperatura crítica diminui, sendo conduzida
a zero em todos os casos e quanto maior valor de σ considerado, mais
rapidamente a temperatura crítica diminui.
Outra questão proposta foi a tentativa de se obter pelo grupo
de renormalização de campo médio para os casos estudados, um
possível valor de pc dependente de q e σ. pc representa a situação que
valores p ≤ pc a temperatura crítica é zero. Os resultados obtidos
mostrados nas figuras 2 e 3 dão indício de que este valor de pc seja
zero. Foram realizados cálculos tomando o limite Tc → 0 (Kc →
∞) nas expressões de BN′(∞) = BN (∞) em (2.15). A medida que
tamanhos maiores de blocos foram considerados, o valor de pc obtido foi
diminuindo, mas não se anulou em nenhum caso (para blocos finitos).
Entretanto, generalizações para o valor de pc no limite termodinâmico
mostram que ele se anula para todos os valores de σ considerados. As
expressões obtidas de BN e BN′ forneceram uma indicação de que o
valor de pc seja zero. Essa é ainda uma questão em aberto que requer
2 Do inglês finite range scaling. Este método consiste em truncar as interações
de longo alcance até um determinado valor de N , que representa a N−ésima
interação, de forma que Jr = 0 para r > N .
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uma análise mais detalhada ou outro método seja aplicado para a
obtenção de pc.
Tabela 2 – Valores obtidos paraKc = 1/Tc no caso puro para o modelo
de Potts com q = 2.
σ BST VBS Ajuste (2.49) FRSa VBSb
0,2 0,18507(2) 0,184592(9) 0,18496(4) 0,1831 0,184469(1)
0,5 0,45843(2) 0,45935(4) 0,4564(1) 0,4590 0,458334(6)
0,7 0,687319(1) 0,6829(4) 0,68783(8) 0,6833 0,682488(2)
0,9 0,99933(1) 0,9953(1) 1,00029(4) 0,9973 0,999204(9)
a Finite range scaling, (GLUMAC; UZELAC, 1993) .
b (KHOO; SY, 2001) .
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Figura 2 – Dados da temperatura crítica Tc em função de p (porcen-
tagem de sítios presentes) obtidos pelo grupo de renormali-
zação de campo médio considerando diferentes valores de
σ para o modelo de Potts com q = 2.
Para o caso de q = 3, realizamos os cálculos para três valores
distintos de σ sob a consideração de transição contínua: σ = 0, 7,
σ = 0, 8 e σ = 0, 9 como mostra a figura 3. Primeiramente no caso
homogêneo, nos três casos de σ considerados, obteve-se valores de Tc
bem próximos dos valores obtidos nas referências (GLUMAC; UZE-
LAC, 1993; MONROE, 1999) como mostra a tabela 3. Apenas no
ajuste realizado na forma de (2.49) em σ = 0, 7 e σ = 0, 8, os valores
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obtidos em todos os casos se mostraram com maior diferença entre os
valores obtidos na literatura e pelos métodos VBS e BST. Novamente,
nos três casos considerados, à medida que a diluição passa a aumentar,
assim como no caso de q = 2, o valor de Tc decresce em direção à
temperatura nula.
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(a) VBS
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Figura 3 – Dados da temperatura crítica Tc em função de p (porcen-
tagem de sítios presentes) obtidos pelo grupo de renormali-
zação de campo médio considerando diferentes valores de
σ para o modelo de Potts com q = 3.
Tabela 3 – Valores obtidos para Tc no caso puro para o modelo de
Potts com q = 3.
σ BST VBS Ajuste (2.49) VBSa FRSb
0,7 1,19971(1) 1,1947(1) 1,218(1) 1,1968 1,194
0,8 1,02186(5) 1,02483(7) 1,093(3) 1,023
0,9 0,873541(2) 0,87386(2) 0,87290(7) 0,8785 0,874
a (MONROE, 1999).
b Finite range scaling, (GLUMAC; UZELAC, 1993).
Para o expoente yh, obtido por (2.23), verificamos que, adi-
cionando efeitos de diluição, não há uma alteração significativa nos
valores dos expoentes para diferentes valores de σ considerados, como
mostra a figura 4 no caso q = 2. Com exceção de σ = 0, 9 para a
extrapolação BST, estes resultados sugerem que yh não muda com
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a diluição. Para o caso puro, a tabela 4 mostra nossos resultados
comparados com os resultados obtidos na referência (KHOO; SY,
2001). Novamente, nossos resultados estão em boa concordância para
os valores de σ considerados quando comparados com os resultados
obtidos nesta referência.
Tabela 4 – Valores obtidos para o expoente yh no caso puro para o
modelo de Potts em q = 2.
σ BST VBS Ajuste VBSa 1Exato ou
(2.49) 2Monte Carloa
0,2 0,60000566(1) 0,600020(1) 0,59967(3) 0,600041(38) 0,601
0,5 0,750422(3) 0,750383(6) 0,7487(1) 0,75085(51) 0,751
0,7 0,8507648(2) 0,85022(4) 0,8469(3) 0,85085(51) 0,848(3)2
0,9 0,94359(1) 0,9418(1) 0,9340(8) 0,9446(15) 0,9508(10)2
a (KHOO; SY, 2001).
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Figura 4 – Dados do expoente crítico yh em função p (porcentagem
de sítios presentes) obtidos pelo grupo de renormalização
de campo médio considerando diferentes valores de σ para
o modelo de Potts com q = 2.
Para o caso de q = 3, os casos de σ = 0, 8 e σ=0,9, os valores
de yh apresentaram uma oscilação para alguns valores de p utilizados.
Já em σ = 0, 7 não houve uma alteração significativa nos valores
dos expoentes yh como mostra a figura 5 para diferentes valores de p
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considerados. A tabela 5 apresenta os resultados obtidos para o caso de
(p=1) comparados com outros resultados obtidos na literatura exibindo
boa concordância nos casos de σ = 0, 8 e σ = 0, 9. Em σ = 0, 7, esse
valor está próximo da região de separação entre a transição de fase de
primeira para segunda ordem e a concordância entre nossos resultados
e da referência (BAYONG; DIEP; DOTSENKO, 1999) é menor.
Tabela 5 – Valores obtidos para o expoente yh no caso puro para o
modelo de Potts em q = 3.
σ BST VBS Ajuste (2.49) MCa MCb
0,7 0,851830(6) 0,85137(3) 0,8482(4) 0,90(1)
0,8 0,902137(9) 0,90029(7) 0,8956(6) 0,899(5)
0,9 0,94878(3) 0,94458(1) 0,9380(8) 0,947(5)
a Monte Carlo. (REYNAL; DIEP, 2004).
b Monte Carlo. (BAYONG; DIEP; DOTSENKO, 1999).
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Figura 5 – Dados do expoente crítico yh em função de p (porcentagem
de sítios presentes) obtidos pelo grupo de renormalização
de campo médio considerando diferentes valores de σ para
o modelo de Potts com q = 3.
Considerando o expoente yt, para o caso puro, as tabelas 6 e
7 apresentam os resultados obtidos com 2 e 3 estados, respectivamente,
e outros resultados obtidos na literatura. Para q = 2, obteve-se para
σ = 0, 2 um valor bem próximo aos resultados obtidos na literatura e
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no caso de σ = 0, 9 o resultado obtido pelo método BST está de acordo
com o resultado obtido por Monte Carlo em (KHOO; SY, 2001). Já
para outros valores de σ considerados, nossos valores apresentaram
uma pequena diferença dos resultados obtidos nas referências (KHOO;
SY, 2001; GLUMAC; UZELAC, 1993). Em σ = 0, 5 a diferença pode
ser devida a correções logarítmicas(FISHER; MA; NICKEL, 1972).
Ainda sob p = 1, todos os valores de σ considerados, os valores obtidos
de yt pelos métodos de extrapolação utilizados são menores que 1/2.
Tabela 6 – Valores obtidos para o expoente yt no caso puro para o
modelo de Potts com q = 2.
σ BST VBS Ajuste VBSa Exato1ou FRSb
(2.49) 2MCa
0,2 0,201192(3) 0,19855(4) 0,1946(3) 0,200022(65) 0,201 0,202
0,5 0,458651(6) 0,4598(2) 0,415(1) 0,463(13) 0,501 0,430
0,7 0,48627(3) 0,4676(2) 0,463(1) 0,50134(24) 0,491(10)2 0,518
0,9 0,378507(4) 0,4274(2) 0,4438(8) 0,4093(32) 0,379(15)2 0,405
a Monte Carlo,(KHOO; SY, 2001).
b Finite range scaling,(GLUMAC; UZELAC, 1993).
Para q = 3, em σ = 0, 8 e σ = 0, 9 nossos resultados ficaram
bem próximos aos da referência (GLUMAC; UZELAC, 1993) como
mostra a tabela 7. Já em σ = 0, 7, houve uma certa diferença compa-
rado com este artigo. Na referência (REYNAL; DIEP, 2004), não foi
realizado o cálculo de yt, pois este trabalho obtém que σc = 0, 72(1),
tais que valores de σ > σc correspondem a transições contínuas. As-
sim, apesar de termos estudado o caso σ = 0, 7, não está claro que a
transição para este valor de σ seja contínua. Se for de primeira ordem,
o método usado nesse trabalho não se aplica.
O critério para verificar se a presença de desordem é capaz
de alterar o comportamento crítico de sistemas e ocorrer uma mu-
dança na classe de universalidade do sistema puro foi introduzido
por Harris(HARRIS, 1974). Considera-se um sistema que possa ser
dividido em partes, e digamos que uma dessas partes seja de tamanho
ξ, onde ξ é o comprimento de correlação e seu volume seja dado por
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Tabela 7 – Valores obtidos para o expoente yt no caso puro para o
modelo de Potts em q = 3.
σ BST VBS Ajuste (2.49) FRSa MCb
0,7 0,6522(1) 0,5602(3) 0,5719(3) 0,636
0,8 0,5756(1) 0,5699(2) 0,5510(9) 0,574 0,624(6)
0,9 0,51031(5) 0,5072(2) 0,5194(4) 0,491 0,54(1)
a Finite range scaling,(GLUMAC; UZELAC, 1993).
b Monte Carlo, (REYNAL; DIEP, 2004).
ξd, sendo d a dimensão do sistema. O número de ligações deste bloco
é proporcional ao seu volume ξd e ao inserir efeitos de desordem neste
bloco, pode haver alteração local da temperatura crítica. Essa alte-
ração pode ser quantificada pelas flutuações presentes no subsistema
de tamanho ξ, de modo que as flutuações estatísticas δTc em Tc são
inversamente proporcionais a raiz quadrada do número de ligações, ou
seja, δTc ∼ ξ−d/2. Para o sistema uniforme, o comprimento de correla-
ção ξ escala na forma ξ ∼ |T −Tc|−ν , ou ainda, T −Tc = ∆T ∼ ξ−1/ν .
Assim, dizemos que a desordem será irrelevante se as flutuações locais
diminuírem mais rapidamente do que ∆T , quando se tem ξ →∞,
δTc
∆T
∼ ξ
−d/2
ξ−1/ν
= ξ1/ν−d/2 → 0, (2.50)
ou seja, se 2− νd < 0. Quando a desordem é irrelevante, ela não altera
a classe de universalidade do sistema. Para o caso onde 2 − νd >
0, a desordem é então relevante e os expoentes críticos no sistema
desordenado são diferentes dos do sistema puro, mudando assim a
classe de universalidade. Na situação de 2 − νd = 0, temos o caso
marginal e o critério de Harris não é conclusivo. No modelo de estudo,
para uma dimensão, sendo ν = 1/yt, devemos ter yt > 12 .
Para o caso de q = 2 e os valores de σ considerados, como
mostra a tabela 6, o critério de Harris sugere que a desordem seja
irrelevante em todos os casos, com possível exceção de σ = 0, 7, onde
pelo método de extrapolação VBS utilizado na referência (KHOO; SY,
2001), yt =0,50134(24), indicando que ainda não há uma conclusão
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sobre a relevância deste caso. Já nossos resultados indicam que em
σ = 0, 2 o valor de yt não sofre alteração em seu valor, comparado com
o caso puro (veja figura 6). Para outros valores de σ, yt no caso diluído
não é o mesmo que o caso puro. Este resultado contradiz o critério de
Harris de modo que métodos mais precisos são então necessários e por
essa razão utilizamos simulações numéricas no estudo deste modelo.
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Figura 6 – Dados do expoente crítico yt em função de p (porcentagem
de sítios presentes) obtidos pelo grupo de renormalização
de campo médio considerando diferentes valores de σ para
o modelo de Potts com q = 2.
Para o modelo de Potts de 3 estados, os dados obtidos de yt
são mostrados na figura 7. Pelo critério de Harris, yt é maior do que
1/2 nos três casos de σ considerados como mostra a tabela 7, ou seja,
a desordem é relevante. Vemos ainda que yt cai para um valor menor
que o do caso puro já para p = 0, 9. Isto, junto com o contraste dos
resultados para q = 2, σ ≥ 0, 5, indicam que esses dois casos sejam
relevantes, no contexto do grupo de renormalização. O mesmo não
pode ser prontamente concluído para σ = 0, 7; note, entretanto, que
não é certo que este valor de σ apresente uma transição contínua.
Nossos resultados para q = 2 indicam então que yh não
mudam com a desordem, enquanto yt sofre alteração para σ = 0, 5,
σ = 0, 7 e σ = 0, 9. Este resultado, para σ = 0, 5 e σ = 0, 9 está em
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desacordo com o critério de Harris.
Para q = 3, espera-se que a desordem seja relevante para os 3
valores de σ estudados e nossos resultados obtêm este comportamento,
com uma mudança clara de yt para o caso diluído, em relação ao
modelo puro. Entretanto, não fomos capazes de prever os valores de
yt para o modelo desordenado.
O estudo mais preciso destas questões faz necessário o uso
de um método numérico, o que será discutido adiante.
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Figura 7 – Dados do expoente crítico yt em função p (porcentagem de
sítios presentes) obtidos pelo grupo de renormalização de
campo médio considerando diferentes valores de σ para o
modelo de Potts com q = 3.
2.5.1 Grupo de renormalização de campo médio estendido
Além do grupo de renormalização de campo médio, outro
método foi aplicado no caso homogêneo a fim de se estudar o com-
portamento crítico do sistema: o chamado grupo de renormalização
de campo médio estendido(INDEKEU; MARITAN; STELLA, 1987;
PLASCAK; FIGUEIREDO; GRANDI, 1999). Neste método, os sítios
fora do bloco atuam como um campo externo na borda do sistema,
agindo como um campo de superfície e este campo escala da seguinte
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forma:
b′ = lyhs b, (2.51)
onde yhs é o expoente crítico do campo de superfície. Com a inser-
ção desta nova quantidade é necessário agora comparar 3 blocos de
tamanhos finitos, de modo que N > N ′ > N ′′, sendo b′ = lyhsNN′b e
b′′ = l
yhs
N′N′′b
′, com lNN′ ≡
(
N
N′
)1/d e lN′N′′ ≡ ( N′N′′ )1/d. Dessa forma,
a equação (2.13) é escrita agora nas seguintes formas
BN′(K
′) = l
d−yh−yhs
NN′ BN (K), (2.52)
e
BN′′(K
′′) = l
d−yh−yhs
N′N′′ BN′(K
′). (2.53)
O expoente d − yh − yhs é determinado impondo que as
equações (2.52) e (2.53) conduzam ao mesmo ponto fixo, denominado
K∗,
BN′(K
∗) = l
d−yh−yhs
NN′ BN (K
∗) e BN′′(K
∗) = l
d−yh−yhs
N′N′′ BN′(K
∗).(2.54)
Desse modo, são determinados, para cada conjunto de blocos
considerados, dois diferentes valores para as grandezas ν = 1/yt, yh
e yhs pelas equações (2.52) e (2.53) e o método empregado para a
obtenção da extrapolação foi o BST.
Para q = 2 foram realizados cálculos de blocos variando desde
N = 3 até N = 17. Já em q = 3, os blocos variaram entre 3 até 15. Os
resultados obtidos de Kc para q = 2 nos quatro valores de σ utilizados
são apresentados na primeira coluna da tabela 8 e concordam com os
valores obtidos na literatura e também com os valores obtidos pelo
método do grupo de renormalização de campo médio.
Nas tabelas 9 e 10 são apresentados os valores de yh e yhs
respectivamente. Novamente, os valores obtidos concordam com os
resultados disponíveis na literatura. O valor calculado em σ = 0, 2
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Tabela 8 – Valores obtidos paraKc = 1/Tc no caso puro para o modelo
de Potts com q = 2.
σ BSTa BSTb VBSb Ajuste FRSc VBSd
(2.49)
0,2 0,18443(9) 0,18507(2) 0,184592(9) 0,18496(4) 0,1831 0,184469(1)
0,5 0,454852(2) 0,45843(2) 0,45935(4) 0,4564(1) 0,4590 0,458334(6)
0,7 0,681516(9) 0,687319(1) 0,6829(4) 0,68783(8) 0,6833 0,682488(2)
0,9 1,024449(8) 0,99933(1) 0,9953(1) 1,00029(4) 0,9973 0,999204(9)
a Grupo de renormalização de campo médio estendido.
b Grupo de renormalização de campo médio.
c (GLUMAC; UZELAC, 1993) .
d (KHOO; SY, 2001) .
concorda com o valor exato. Já para σ = 0, 5 o valor obtido é menor
do que o valor determinado por Monte Carlo e isso pode ser devido a
existência de correções logarítmicas (FISHER; MA; NICKEL, 1972).
Os valores de yhs determinados sob os valores de σ considerados, são
os primeiros obtidos para interações de longo alcance.
Tabela 9 – Valores obtidos para yh no caso puro para o modelo de
Potts em q = 2.
σ yh1 - BST yh2 - BST VBS
a 1Exato ou 2Monte Carloa
0,2 0,598968(7) 0,6004762(1) 0,600041(38) 0,601
0,5 0,74097(2) 0,746562(3) 0,75085(51) 0,751
0,7 0,84131(2) 0,84321(1) 0,85085(51) 0,848(3)2
0,9 0,961133(3) 0,960792(8) 0,9446(15) 0,9508(10)2
a (KHOO; SY, 2001).
Tabela 10 – Valores obtidos para o expoente yhs no caso puro para o
modelo de Potts em q = 2.
σ yhs1 - BST yhs2 - BST
0,2 0,399613(4) 0,393997(6)
0,5 0,237514(3) 0,237602(2)
0,7 0,140645(2) 0,140356(7)
0,9 0,0805(1) 0,072289(7)
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Já para o expoente térmico yt, obtido para os valores de σ
considerados em q = 2 não há o mesmo nível de concordância com
os demais cálculos (ver tabela 11). Além disso, os valores de yt1 e yt2
obtidos para cada valor de σ apresentaram uma diferença maior do que
os valores obtidos para yh1 e yh2. O valor para σ = 0,5 é menor do que
o resultado de Monte Carlo e em σ = 0,7 , o valor de yt é consistente
com o simulações de Monte Carlo (KHOO; SY, 2001), enquanto que
para σ= 0,9 nossa estimativa é consistente com a referência (GLUMAC;
UZELAC, 1993) e com o grupo de renormalização de campo médio
(KHOO; SY, 2001), como é apresentado na tabela 11.
Tabela 11 – Valores obtidos para o expoente yt no caso puro para o
modelo de Potts em q = 2.
σ yt1 - BST yt2 - BST VBS
a 1Exato ou FRSb
2Monte Carloa
0,2 0,19043(2) 0,2046269(7) 0,200022(65) 0,201 0,202
0,5 0,3991(1) 0,46538(7) 0,463(13) 0,501 0,430
0,7 0,444832(2) 0,4893939(6) 0,50134(24) 0,491(10)2 0,518
0,9 0,41094(2) 0,40368(9) 0,4093(32) 0,379(15)2 0,405
a (KHOO; SY, 2001).
b (GLUMAC; UZELAC, 1993).
Considerando agora o caso de q = 3, nossos valores para as
temperaturas críticas do modelo estão em boa concordância com os
resultados disponíveis apresentados na tabela 12. Até agora, os valores
obtidos para os expoentes yh e yhs nas tabelas 13 e 14, respectiva-
mente, são os primeiros obtidos na literatura. Observamos que as duas
estimativas fornecidas pelo método que empregamos concordam até a
terceira casa decimal.
Na tabela 15, pode-se notar que o valor calculado para yt
e σ = 0, 9 concorda com o obtido na referência (REYNAL; DIEP,
2004), mas é consideravelmente maior do que o calculado na referência
(GLUMAC; UZELAC, 1993). Para σ = 0, 8, as duas referências citadas
anteriormente e nossos resultados não concordam um com o outro.
No entanto, a maior diferença entre os valores estimados ocorre para
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Tabela 12 – Valores obtidos para Tc no caso puro para o modelo de
Potts com q = 3.
σ BST VBSa FRSb
0,7 1,199840(2) 1,1968 1,194
0,8 1,0268921(4) 1,023
0,9 0,870778(2) 0,8785 0,874
a (MONROE, 1999).
b (GLUMAC; UZELAC, 1993).
Tabela 13 – Valores obtidos para o expoente yh no caso puro para o
modelo de Potts em q = 3.
σ yh1 - BST yh2 - BST
0,7 0,82606(2) 0,829236(2)
0,8 0,88435(1) 0,88429(2)
0,9 0,950832(6) 0,950870(4)
Tabela 14 – Valores obtidos para o expoente yhs no caso puro para o
modelo de Potts em q = 3.
σ yhs1 - BST yhs2 - BST
0,7 0,11972(1) 0,120001(1)
0,8 0,07767(3) 0,077986(4)
0,9 0,05079(4) 0,05035(1)
σ = 0, 7. Este valor está na borda das transições contínuas e de
primeira ordem e pode ser o caso de blocos maiores serem necessários
para permitir uma extrapolação mais precisa ao limite termodinâmico.
Tabela 15 – Valores obtidos para o expoente yt no caso puro para o
modelo de Potts em q = 3.
σ yt1 - BST yt2 - BST FRS
a MCb
0,7 0,52205(5) 0,5272(2) 0,636
0,8 0,51521(2) 0,52332(1) 0,574 0,624(6)
0,9 0,52717(2) 0,531394(4) 0,491 0,54(1)
a (GLUMAC; UZELAC, 1993).
b (REYNAL; DIEP, 2004).
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Nota-se que de forma geral, a utilização do grupo de renor-
malização de campo médio estendido não melhora os resultados, em
relação ao grupo de renormalização de campo médio. Esta foi a razão
de não termos utilizado o grupo de renormalização de campo médio
estendido nos cálculos dos modelos diluídos.
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3 Método de Monte Carlo em
sistemas de longo alcance
com diluição
Com o surgimento de computadores, as simulações computa-
cionais tornaram-se uma ferramenta de grande relevância, desempe-
nhando um papel importante no desenvolvimento científico, fornecendo
uma ligação entre a teoria e experiência. Um dos métodos desenvolvidos
que podemos destacar é o método de Monte Carlo. Ele foi introduzido
por Nicholas Metropolis, Enrico Fermi, John Von Newmann, entre
outros, para tratar de problemas probabilísticos envolvendo difusão
aleatória de neutrons em elementos radioativos. Metropolis e Ulam, em
1949, publicaram um artigo(METROPOLIS; ULAM, 1949) que ficou
conhecido como o início do método de Monte Carlo. O método consiste
em obter uma estimativa da média de uma determinada grandeza
de interesse 〈Q〉. Ao realizar simulações, gera-se um número finito
de estados de acordo com a probabilidade P (s) = exp{−βH(s)}∑
s exp{−βH(s)} e a
média é obtida sobre o conjunto desses n estados gerados, na forma
1
n
n∑
i
Q(si), (3.1)
onde i rotula os estados gerados na simulação.
Esta média será a estimativa para 〈Q〉 e, à medida que n
aumenta, melhor será esta estimativa. Para gerar esses n estados,
é utilizado o processo de amostragem por importância(NEWMAN
MARK E. J. E BARKEMA, 1999) considerando que o processo seja
markoviano, onde o estado s′ é gerado pelo estado anterior s de acordo
com a taxa de transição w(s → s′) que depende unicamente dos
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estados inicial s e final s′(NEWMAN MARK E. J. E BARKEMA,
1999). A equação mestra que descreve a evolução temporal de P (s, t)
é dada por
dP (s, t)
dt
=
∑
s′ 6=s
{
P (s′, t)w(s′ → s)− P (s, t)w(s→ s′)} , (3.2)
onde w(s′ → s) é a taxa de transição do estado s′ ir para o estado
s e w(s → s′) é a taxa de transição do estado ir de s para s′. Desse
modo, o processo estocástico para a probabilidade estacionária do
sistema, denotada por P (s, t → ∞) = P (s), é obtida sob a seguinte
consideração:
P (s′, t)w(s′ → s) = P (s, t)w(s→ s′), (3.3)
denominada de balanço detalhado. Note que essa condição é suficiente
para a equação (3.2) mas não necessária. Outra condição levada em
conta é de que o processo seja ergódico, ou seja, qualquer estado do
sistema pode ser acessado pelo método. Além disso, para a realização do
método é necessário dispor de um gerador de números aleatórios ditos
equiprováveis. Inicialmente, esses números eram gerados manualmente
ou mecanicamente, mas com o desenvolvimento de computadores
tornou-se possível gerar números, que na realidade, são ditos pseudo-
aleatórios, ou seja, um algoritmo gera uma sequência de números que
podem ser considerados aproximadamente aleatórios.
No estudo de fenômenos críticos e transições de fases, a
análise do comportamento do modelo de estudo se dá na região próxima
de Tc denominada de região crítica. Próximo dessa região, o tempo
de correlação τ pode ser associado com o tamanho da rede L na
forma τ ∼ Lz. Diferentes algoritmos empregados produzem diferentes
valores dos tempos de correlações para uma dada temperatura e esse
tempo de correlação cresce quando se aproxima de Tc. Esse efeito é
conhecido como “critical slowing down” e é uma importante questão
relacionada à eficiência do algoritmo aplicado. Dessa forma, é possível
que determinados algoritmos sejam menos afetados pelo chamado
“critical slowing down”. Quanto maior o valor de z maior será o tempo
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computacional para realizar uma simulação para uma dada rede de
tamanho L. Dentre os algoritmos empregados em simulações de Monte
Carlo, pode-se citar o algoritmo de Metropolis(NEWMAN MARK
E. J. E BARKEMA, 1999) e o algoritmo de Wolff(WOLFF, 1989;
NEWMAN MARK E. J. E BARKEMA, 1999), sendo este baseado na
construção de ilhas, de modo que o novo estado do sistema é obtido ao
mudar o estado de todos os sítios da ilha construída, chegando a uma
nova configuração do sistema. Para o modelo de Ising bidimensional
com interações entre primeiros vizinhos, por exemplo, o valor de z
obtido pelo algoritmo de Metropolis é z ≈ 2, 17(NEWMAN MARK E.
J. E BARKEMA, 1999) enquanto que o algoritmo de Wolff fornece
z ≈ 0, 25(NEWMAN MARK E. J. E BARKEMA, 1999). Quando
se leva em conta interações de longo alcance, no algoritmo de Wolff,
após sortear um sítio inicial aleatório, seria necessário testar todos
os seus vizinhos da rede, já que a interação é de longo alcance e
cada sítio da rede interage com todos os outros, ocasionando um
processo extremamente custoso computacionalmente. Uma maneira de
contornar isso é utilizar uma versão do algoritmo de Wolff modificado
para tratar sistemas com interações de longo alcance, introduzida por
Erik e Henk(LUIJTEN; BLÖTE, 1995). Este método possui em sua
essência o algoritmo de Wolff, porém não será necessário testar, a
partir de um sítio inicial, todos os seus vizinhos, como será visto a
seguir.
A ideia do algoritmo de Wolff modificado, para a construção
de ilhas com interações de longo alcance, é dada pela seguinte forma:
inicialmente, sorteia-se aleatoriamente um sítio da rede, denotado pela
posição i. As ligações ativas, ou seja, sítios que podem ser adicionados
a ilha são verificados por
p(si, sj) = δsi,sj
(
1− e−Jij
)
, (3.4)
onde Jij = β/|i−j|1+σ. O fator
(
1− e−Jij ) representa a probabilidade
de ativação da ligação entre os dois sítios de mesmo estado separados
pela distância |i− j|, em unidades de espaçamento da rede. Cada vez
que o sítio selecionado pertence a uma ligação ativa, o sítio é adicionado
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Figura 8 – Ilustração do algoritmo de Wolff modificado. A partir do
sítio s0 (↑), são determinados quais sítios serão incluídos
na ilha e após esse processo a ilha é transformada em um
novo estado (↓).
à ilha. Dessa forma, este sítio é colocado em uma pilha. Essa pilha,
é uma lista que contém os sítios que foram adicionados à ilha, e os
sítios são removidos dela uma vez que tenham sido utilizados. Quando
todos os vizinhos do primeiro sítio i forem considerados segundo o
algoritmo de Wolff modificado, o próximo a ser considerado é o que
se encontra na pilha e repete-se o processo de inclusão de sítios na
ilha. O sítio que está ativando ligações é denominado de sítio atual,
e sempre será designado por s0 como mostra a figura 8. Este ciclo
termina quando a pilha está vazia, ou seja, todos os sítios da pilha
forem considerados. Neste algoritmo, uma vez selecionado o sítio atual,
os sítios que podem ser incluídos na ilha não são testados um a um
em relação a s0, como no algoritmo de Wolff padrão. Para determinar
de que forma selecionam-se sítios que poderão ser adicionados à ilha,
é utilizado a probabilidade acumulada, C(j), definida por
C(j) ≡
j∑
n=1
P (n), (3.5)
onde
P (n) =(1− p1)(1− p2)(1− p3) · · · (1− pn−1)pn
=
[
n−1∏
m=1
(1− pm)
]
pn. (3.6)
P (n) é a probabilidade de que os primeiros (n− 1) sítios não sejam
adicionados à ilha mas o n-ésimo seja, e pj ≡
(
1− e−Jj ) é a notação
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abreviada para p0j =
(
1− e−J0j ). Assim, um número aleatório é
gerado g ∈ [0, 1), de tal forma que j − 1 sítios são ignorados se
C(j − 1) ≤ g < C(j). Se s0 = sj , adiciona-se sj à ilha, caso contrário
sj não é adicionado. Após esta etapa, prosseguindo com a mesma ideia,
o próximo sítio a ser adicionado a ilha, digamos sk em relação a s0, é
determinado por novo número aleatório de forma que agora deseja-se
que k > j (independente se sj foi ou não adicionado a ilha). Dessa
forma, a probabilidade Pj(k) de que após o sítio j os k − 1 não sejam
adicionados à ilha e o k-ésimo sítio seja, é dada por
Pj(k) =
[
k−1∏
m=j+1
(1− pm)
]
pk, (3.7)
e a probabilidade acumulada agora é escrita na forma
Cj(k) =
k∑
n=j+1
Pj(n). (3.8)
A equação (3.8) pode ser reescrita na seguinte forma,
Cj(k) =
k∑
n=j+1
[
n−1∏
m=j+1
(1− pm)
]
pn
=pj+1 + (1− pj+1)pj+2 + (1− pj+1)(1− pj+2)pj+3 + · · ·+
(1− pj+1) · · · (1− pk−2)pk + (1− pj+1) · · · (1− pk−1)pk
=(1− e−Jj+1) + e−Jj+1(1− e−Jj+2) + e−Jj+1e−Jj+2(1− e−Jj+3)+
· · ·+ e−Jj+1 · · · e−Jk−2(1− e−Jk−1) + e−Jj+1 · · · e−Jk−1(1− e−Jk )
=1− e−Jj+1 + e−Jj+1 − e−Jj+1e−Jj+2 + e−Jj+1e−Jj+2−
e−Jj+1e−Jj+2e−Jj+3 + · · ·+ e−Jj+1 · · · e−Jk−2−
e−Jj+1 · · · e−Jk−2e−Jk−1 + e−Jj+1 · · · e−Jk−1 − e−Jj+1 · · · e−Jk
Cj(k) =1− e−
∑k
n=j+1 Jn = 1−
k∏
n=j+1
(1− pn). (3.9)
A equação (3.9) representa a probabilidade de adicionar um sítio dentro
da distância [j + 1, k]. Essa equação possui a mesma forma de (3.5),
apenas foi alterada a soma sobre as constantes de acoplamento Jn no
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intervalo [j + 1, k]. Independente se o sítio sj foi ou não adicionado à
ilha, ao gerar um novo número aleatório, o próximo sítio a ser testado,
seria identificado pela relação Cj(k − 1) ≤ g < Cj(k) fornecendo o
índice k. Isso implicaria em calcular Cj(k) dado em (3.9). Dessa forma,
seria sempre necessário ficar calculando termos como Cj(k) para testar
os sítios em relação a s0 que poderiam ser adicionados à ilha após
a primeira tentativa e isso tornaria o processo muito trabalhoso e
lento do ponto de vista computacional. Entretanto, há uma modo de
resolver este obstáculo.
Uma maneira de se determinar os sítios que podem ser adi-
cionados à ilha partindo apenas do sítio atual é então construir uma
tabela finita de pesquisa, que consiste das probabilidades acumula-
das C(m) que variam de 1 até um valor limitante M previamente
fixado, formando a tabela cujos elementos são colocados em ordem
(C(1), · · · , C(M)) e cada um sendo determinado por (3.5). A cada
número aleatório gerado, pode-se determinar através dessa tabela qual
sítio pode ser adicionado a ilha pela relação C(m − 1) ≤ g < C(m)
identificando o valor de m distante do sítio atual s0. Pela definição de
(3.5), escrevendo na forma de (3.9), temos
C(k) = 1− e−
∑k
n=1 Jn
= 1−
j∏
i=1
k∏
l=j+1
(1− pi)(1− pl)
= 1−
[
j∏
i=1
(1− pi)
]
[1− Cj(k)] , (3.10)
sendo
C(j) = 1− e−
∑j
n=1 Jn = 1−
j∏
i=1
(1− pi), (3.11)
a equação (3.10) se torna
C(k) = 1− (1− C(j)) (1− Cj(k))
= C(j) + [1− C(j)]Cj(k), (3.12)
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ou seja,
Cj(k) =
C(k)− C(j)
1− C(j) . (3.13)
Dessa forma, Cj(k) é determinado diretamente por C(k). Uma vez
que o sítio j é testado para ser adicionado a ilha, gera-se um novo
número aleatório g, e o próximo sítio a ser testado é determinado por
Cj(k − 1) ≤ g < Cj(k), (3.14)
ou ainda, utilizando (3.13)
C(k − 1)− C(j)
1− C(j) ≤ g <
C(k)− C(j)
1− C(j) , (3.15)
que pode ser reescrita como
C(k − 1) ≤ g [1− C(j)] + C(j) < C(k). (3.16)
Isso equivale a reescalar g para g′ definindo
g′ ≡ g [1− C(j)] + C(j), (3.17)
e assim, elimina-se o problema de calcular explicitamente Cj(k) ao
reescalar g para g′. Compara-se então g′ com a tabela de pesquisa
(C(1), · · · , C(M)) para se determinar qual o próximo sítio a ser testado
através de C(k − 1) ≤ g′ < C(k) fornecendo o valor de k em relação
ao sítio atual s0.
Portanto, basta ao início do processo construir a tabela de
pesquisa (C(1), · · · , C(M)) apenas uma única vez. Sendo essa tabela
limitada, denotada de tamanho M , algumas considerações devem
serem feitas quando distâncias superiores a M são consideradas.
Após a tabela pesquisa, a soma (3.9) pode ser aproximada
por uma integral de forma que
Cj(k) = 1− e−
∑k
n=j+1
1
Tn1+σ → 1− exp
(
−
∫
x−(1+σ)
T
dx
)
, (3.18)
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onde foi feita a substituição Jn = 1/(Tn1+σ). Realizando essa integral
da menor ligação j até k temos
Cj(k) = 1− exp
[
− 1
Tσ
(
1
jσ
− 1
kσ
)]
. (3.19)
O índice j refere-se ao último sítio testado para incluir na ilha e o
próximo a ser testado, denotado por k sempre será k > j. Igualando a
equação (3.19) ao número aleatório g, o valor de k fica determinado
por
k =
[
j−σ + σT ln (1− g)]−1/σ . (3.20)
Nesta etapa, não é mais necessário reescalar os novos números aleató-
rios gerados. A primeira vez que ocorrer do número aleatório gerado
estar entre [C(M), C(∞)), o próximo sítio a ser testado é determinado
por uma versão modificada da equação (3.20), dada por
k =
[(
M +
1
2
)−σ
+ σ
(
T ln (1− g) +
M∑
n=1
1
n1+σ
)]−1/σ
. (3.21)
O fator 1/2 na primeira parte da equação garante que, quando g =
C(M) = 1− exp
[
−1/T∑Mn=1 1n1+σ ], k = M + 1/2, que é o menor k
após a tabela de tamanho M . Após o primeiro sítio determinado estar
além da tabela pesquisa, todos os próximos sítios a serem testados, são
determinados pela equação (3.20) gerando sempre um novo número
aleatório. O último caso a ser considerado é quando ocorrer de g
∈ [Cj(∞), 1), onde
Cj(∞) = 1− exp
[
− 1
Tσj−σ
]
. (3.22)
Neste caso, considera-se que o próximo sítio a ser testado
estaria no infinito. Dessa forma, nenhum sítio é mais testado em
relação ao sítio atual. O processo de incluir sítios a ilha é encerrado,
o sítio atual é removido da pilha, o próximo sítio da fila da pilha
tornar-se o sítio atual e o processo é reiniciado até que todos os sítios
da pilha sejam utilizados. Ao final deste processo, a ilha total é então
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formada e seu estado é alterado para um novo estado de Potts escolhido
aleatoriamente.
A substituição da soma por uma integral na equação (3.22),
para k > M , equivale a mudar a interação entre os sítios sem, entre-
tanto, modificar a simetria do modelo. Assim, a temperatura crítica
pode variar, quando comparada com a de um modelo no qual tal subs-
tituição não tenha sido feita, mas, por universalidade, os expoentes
críticos serão os mesmos.
3.1 Correlação no modelo de Potts unidimensional
com diluição
Para a realização das simulações numéricas, o cálculo do
parâmetro de ordem m foi determinado por
m =
qmax(ρ)− 1
q − 1 , (3.23)
onde max(ρ) representa, dentre todos os estados possíveis (0,1,..,q− 1)
para os sítios na rede, a maior densidade de estados observada. Já
para energia total, ela é determinada por
E = − 1
2
∑L
i,j
[∑∞
n=0
1
||i−j|−nL|1+σ +
∑∞
n=0
1
|L(n+1)−|i−j||1+σ
]
δsisj ij ,(3.24)
onde si = 0, 1, · · · q − 1, i assume o valor 1 para o sítio presente e 0
para o caso de ausência do sítio. As somas entre colchetes representam
contribuições sob a consideração de condição de contorno periódica.
No algoritmo empregado neste trabalho, cada passo de Wolff
corresponde a criar uma ilha de tamanho no máximo L, e mudar o
estado dessa ilha para um novo estado (arbitrário e diferente do estado
anterior) de Potts. Esta nova configuração, evidentemente foi gerada
a partir da configuração anterior, sendo aquela considerada como
dependente da anterior. Dessa forma, para analisar o erro das grandezas
consideradas, é preciso utilizar dados ditos descorrelacionados. Para
isso, a cada passo de Wolff, o programa grava os dados de m e da
48
Capítulo 3. Método de Monte Carlo em sistemas de longo alcance com
diluição
energia total E total do sistema em uma tabela e através desses valores
é possível determinar a correlação do sistema pela função de correlação
ϕ(t) (NEWMAN MARK E. J. E BARKEMA, 1999), definida por
ϕ(t) =
∫ [
m(t′)− 〈m(t)〉] [m(t+ t′)− 〈m(t)〉] dt′, (3.25)
ou, escrita na forma discreta,
ϕ(t) =
1
tmax − t
tmax−t∑
t′=0
m(t′)m(t′ + t)−
(
1
tmax − t
tmax−t∑
t′=0
m(t′)
)(
1
tmax − t
tmax−t∑
t′=0
m(t′ + t)
)
,
em que tmax é o número total de dados obtidos para m. A correlação
entre os dados gerados obedece o decaimento da forma exponencial
decrescente, como mostra a figura 9, em que a função de correlação é
descrita aproximadamente por
ϕ(t) ∼ e−t/τ , (3.26)
onde τ é denominado de tempo de correlação do sistema. Deve-se
mencionar que a correlação de um dado sistema depende de vários
fatores, como o algoritmo utilizado, modelo em estudo, tamanho do
sistema, temperatura utilizada, grandeza estudada, etc.
O tempo de correlação também poderia ser determinado
com a utilização dos dados obtidos pela energia do sistema, optamos
utilizar apenas a magnetização pois esta possui um tempo de correlação
superior ao tempo obtido pela energia para este algoritmo.
Para se determinar τ , foi realizado o ajuste linear fazendo
o gráfico semi-log da função de correlação ϕ(t) em função do tempo
t como mostra a figura 10. Pode-se notar pela figura que não é para
toda região do tempo t que o ajuste linear pode ser realizado na escala
semi-log. À medida que t aumenta, há poucos dados para o cálculo da
correlação, conduzindo a uma estatística ineficiente.
Após determinado τ , considera-se que dados obtidos no in-
tervalo ∆t = 2τ são considerados estatisticamente descorrelacionados
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Figura 9 – Gráfico função de correlação ϕ(t)/ϕ(0) em função de t
para o modelo de Potts de 3 estados de uma rede linear de
tamanho L=25000.
(NEWMAN MARK E. J. E BARKEMA, 1999). Dessa forma, primei-
ramente é determinado o tempo que o sistema leva para chegar ao
equilíbrio, as simulações contidas nessa região são descartadas, apenas
com o restante dos dados após o equilíbrio que se determina o valor
de τ . Os valores obtidos pela energia e pela magnetização do sistema
são coletados a cada 2τ para então realizar o tratamento dos dados
que será abordado a seguir ao utilizar os métodos de histogramas no
caso homogêneo e diluído.
3.2 Métodos de histograma
Através dos dados obtidos pelo método de Monte Carlo, os
métodos dos histogramas, simples e múltiplo, são uma útil ferramenta
para tratar os dados e fornecer valores precisos de grandezas de inte-
resse, dentro de um intervalo de temperatura próximo das temperaturas
simuladas. Estes métodos são baseados na ideia de (VALLEAU, 1972)
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Figura 10 – Gráfico semi-log da função de correlação ϕ(t) em função
de t para o modelo de Potts de 3 estados de uma rede
linear de tamanho L=25000. O valor de τ é obtido pelo
inverso da inclinação da reta (laranja).
e (FERRENBERG; SWENDSEN, 1989) que serão abordadas a seguir.
3.2.1 Método do histograma simples
O método do histograma simples permite extrapolar, com
apenas uma temperatura simulada, resultados para outras temperatu-
ras próximas da temperatura original.
Dessa forma, utilizar o método do histograma simples requer
um tempo computacional muito inferior comparado a simular em
diferentes temperaturas. Para uma grandeza de interesse, o valor
médio de Q na temperatura T0 é dada por
〈Q〉T0 =
∑
{s}Q
−E/T0
e∑
{s} e
−E/T0 , (3.27)
o valor médio do mesmo observável em outra temperatura T é dado
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por
〈Q〉T =
∑
{s}Qe
−E/T∑
{s} e
−E/T , (3.28)
que pode ser reescrita na forma
〈Q〉T =
∑
{s}Qe
−(1/T+1/T0−1/T0)E∑
{s} e
−(1/T+1/T0−1/T0)E
=
∑
{s}
[
Qe−(∆K)E
]
e−E/T0∑
{s} [e
−∆KE ] e−E/T0
=
〈
Qe−∆KE
〉
T0
〈e−∆KE〉T0
, (3.29)
onde ∆K = (1/T − 1/T0). Suponha que são obtidos, através de
simulações de Monte Carlo, n medidas de uma grandeza Q. Para esse
conjunto de n estados estatisticamente independentes, pode-se estimar
a média do observável Q dada por
〈Q〉 = 1
n
n∑
i=1
Qi. (3.30)
Assim, a equação (3.29) pode ser reescrita, na forma aproxi-
mada, por
〈Q〉T =
∑n
i=1 Qie
−∆KEi∑n
i=1 e
−∆KEi , (3.31)
em que Qi e Ei são valores obtidos para o estado i pela simulação de
Monte Carlo à temperatura T0. Essa equação (3.31) permite obter o
valor médio de alguma grandeza Q na temperatura T próxima de T0.
A equação (3.31) é uma aproximação, e a estimativa de 〈Q〉T pode ser
boa dependendo do valor de T e também da quantidade de dados da
simulação. À medida que T difere de T0 a qualidade de 〈Q〉T é afetada.
Pode-se ainda escrever (3.31) em termos da quantidade N(Q,E), que
é o número de vezes que é obtido um estado com valor Q e energia E
na simulação, de forma que
〈Q〉T =
∑
{Q,E}QN(Q,E)e
−∆KE∑
{Q,E}N(Q,E)e
−∆KE . (3.32)
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Essa equação ainda pode ser escrita na forma
〈Q〉T =
∑
{Q,E}
QWT (Q,E) (3.33)
onde
WT (Q,E) =
N(Q,E)e−∆KE∑
{Q,E}N(Q,E)e
−∆KE (3.34)
é a estimativa da probabilidade do estado possuir o valor Q e energia
E na temperatura T. Em nosso trabalho, temos interesse no caso
em que Q = E, para determinar as distribuições das energias para
verificar qual a ordem da transição no caso sem e com diluição.
Com o histograma de E, a partir de uma temperatura simu-
lada T0, é possível estimar qual o valor do intervalo ∆T ≡ |T − T0|
em que pode-se empregar o histograma simples obtendo um resultado
confiável. Para isso, considera-se a distribuição W (E) centrada em
〈E〉. Se representarmos o intervalo permitido pelo desvio padrão σE ,
então o critério é dado por
|〈E〉T − 〈E〉T0 | ≤ σE . (3.35)
O valor σ2E da largura do histograma é proporcional ao calor específico
c na temperatura T0(NEWMAN MARK E. J. E BARKEMA, 1999),
de forma que o critério pode ser reescrito na forma
[〈E〉T − 〈E〉T0 ]2 ≤ T 20 c(T0). (3.36)
Fazendo a aproximação de que
〈E〉T − 〈E〉T0 '
dE
dT
∣∣∣∣
T0
(T − T0) = c(T0)∆T (3.37)
e combinando as equações (3.36) e (3.37),o valor confiável de ∆T que
se pode considerar é obtido pela equação
∆T =
T0√
c(T0)
. (3.38)
Dessa forma, a partir de T0, determina-se o valor limite de
T que pode ser utilizado para a aplicação do método do histograma.
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3.2.2 Múltiplo histograma
O método do histograma simples é uma ferramenta que não
demanda muito processamento computacional quando se considera
o caso de Q = E. Contudo, a precisão do histograma simples nos
extremos do intervalo considerado diminui e, se estamos interessados
em obter o valor de Tc para várias grandezas com uma precisão melhor,
o método tem suas limitações. Dessa forma, para se obter resultados
dos valores de Tc(L) em várias grandezas termodinâmicas, e outros
parâmetros desejados, o método do múltiplo histograma é indicado.
A ideia do múltiplo histograma é trabalhar com várias simu-
lações realizadas em diferentes temperaturas, para gerar um intervalo
“contínuo” de uma determinada grandeza de interesse (em função da
temperatura, por exemplo).
Para cada simulação realizada em uma temperatura Ti, pode-
se obter uma estimativa da densidade de estados associada a esta
simulação através de (NEWMAN MARK E. J. E BARKEMA, 1999)
ρi(E) =
Ni(E)
ni
Zi
e−E/Ti
, (3.39)
em que ni é o número de dados independentes obtidos na simulação i.
Com os valores obtidos de ρi(E), o interesse é tentar obter a melhor
estimativa de ρ(E) onde ρ(E) é a densidade de estados que depende
somente do sistema em estudo e não da temperatura. Para isso, é
feita uma média ponderada sobre os ρi(E), em que o peso é dado
pelo inverso da variância σ2i (E) da estimativa ρi(E), o qual minimiza
ρ(E)(NEWMAN MARK E. J. E BARKEMA, 1999), de forma que
ρ(E) =
∑
i ρi(E)/σ
2
i∑
i 1/σ
2
i
. (3.40)
Considerando que as medidas obtidas da energia do sistema
são independentes, o erro ∆Ni(E) do histograma dos dados de cada si-
mulação deve ser Poissoniano (NEWMAN MARK E. J. E BARKEMA,
1999), de forma que
∆Ni(E) =
√
Ni(E), (3.41)
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onde Ni(E) é a média na temperatura Ti realizada sobre infinitas
medidas (NEWMAN MARK E. J. E BARKEMA, 1999). Desse modo,
pode-se escrever a densidade de estados ρ(E) da forma
ρ(E) =
Ni(E)
ni
Zi
e−E/Ti
. (3.42)
Evidentemente, essa densidade seria possível de se obter
ao realizar infinitas simulações em Ti, o que torna-se impraticável.
Contudo, esta equação permitirá obter uma forma simplificada para o
método do múltiplo histograma. O erro assumido da equação (3.39) é
devido a Ni(E) e pode-se escrever
σi = ∆ρi(E) =
∆Ni(E)
ni
Zi
e−E/Ti
=
√
Ni(E)
ni
Zi
e−E/Ti
(3.43)
e a variância é dada por
σ2i =
Ni(E)
n2i
[ Zi
e−E/Ti
]2
=
ρ(E)Zi
nie−E/Ti
. (3.44)
Combinando (3.44) com (3.40), a melhor estimativa de ρ(E),
é descrita por
ρ(E) =
∑
i
{
ρi(E)
[
nie
−E/Ti
ρ(E)Zi
]}
∑
j
[
nje
−E/Tj
ρ(E)Zj
] , (3.45)
e pela equação (3.39), a equação (3.45) se torna
ρ(E) =
∑
iNi(E)∑
j Z−1j nje−E/Tj
. (3.46)
Esta última expressão ainda não é muito útil, pois não se
conhece as funções de partição Zj para cada temperatura simulada
Tj . Para contornar esse problema, note que a função de partição a
temperatura Tk é dada por
Zk =
∑
E
ρ(E)e−E/Tk =
∑
E
∑
iNi(E)∑
j Z−1j nje(1/Tk−1/Tj)E
. (3.47)
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Utilizar então o múltiplo histograma implica em resolver a
equação (3.47) iterativamente para a função de partição Zk na tempe-
ratura Tk. Para isso, atribui-se valores iniciais as funções de partição
Zj e utiliza-se a equação (3.47) para se obter primeiramente as funções
de partição Zj referentes às temperaturas simuladas. Repetindo esse
processo iterativo, espera-se que ele convirja para um ponto fixo das
equações, que fornece os valores corretos das funções de partição Zj .
Foi considerado como condição inicial em que todos Zj = 1; esse
valor não é importante, mas é crucial que Zj seja maior que zero
(NEWMAN MARK E. J. E BARKEMA, 1999). Para o critério de
convergência, foi calculado a cada iteração a fração da variação de
cada Zj através do parâmetro ∆2 definido por (NEWMAN MARK E.
J. E BARKEMA, 1999)
∆2 =
∑
k
(
Z(m)j −Z(m−1)j
Z(m)j
)2
, (3.48)
onde o índice m se refere a m-ésima iteração. Neste trabalho, foi
fixado ∆ = 10−7 como critério para a convergência de cada Zj . De
modo prático, para se obter os Zj a equação (3.47) pode ser escrita
em termos dos valores obtidos da energia Ei,s na i-ésima simulação
e no s-ésimo estado gerado. Dessa forma, fazendo a substituição de∑
i
∑
E Ni(E) =
∑
i
∑
s(1) em (3.47), tem-se
Zk =
∑
i,s
1∑
j Z−1j nje(1/Tk−1/Tj)Eis
. (3.49)
Uma vez obtidos os Zj referentes a cada simulação, pode-se
determinar a função de partição para outros valores de temperatura
T . Assim, a equação que determina Z(T ) é dada por
Z(T ) =
∑
i,s
1∑
j Z−1j nje(1/T−1/Tj)Eis
. (3.50)
Com a função de partição Z(T ) determinada, pode-se tam-
bém obter o valor médio de grandezas termodinâmicas de interesse na
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temperatura T , dado pela seguinte equação
〈Q〉T = 1Z(T )
∑
i,s
Qis∑
j Z−1j nje(1/T−1/Tj)Eis
. (3.51)
A figura 11 mostra os gráficos obtidos utilizando o múltiplo
histograma para a construção da curva do calor específico c e da
susceptibilidade magnética χ. O método dos múltiplos histogramas
utiliza uma função contínua, mas para gerar os gráficos, a aplicação do
método requer que sejam utilizados valores discretos de temperatura.
Nas figuras em que aparecem gráficos utilizando o múltiplo histograma,
os valores de T utilizados são muito próximos, formando a curva
visivelmente contínua.
Para a determinação da barra de erro, foi utilizado no cálculos
dos erros das grandezas o método dos blocos (NEWMAN MARK E. J.
E BARKEMA, 1999). Ele consiste em dividir cada tabela obtida das
simulações para a energia E e magnetização m em blocos de mesmo
tamanho (cada bloco contém o mesmo número de dados). Dessa forma,
para cada bloco, implementa-se o método do múltiplos histogramas e
em seguida o erro relativo a uma determinada grandeza é determinado
por
∆Qnb =
√
〈Q2〉nb − 〈Q〉2nb
nb − 1 , (3.52)
em que nb é o número de blocos utilizados, 〈Q〉nb =
∑nb
i=1 Qi/nb e
〈Q2〉nb =
∑nb
i=1 Q
2
i /nb. No caso homogêneo, a equação (3.52) fornece a
barra de erro das grandezas consideradas. Já no caso diluído, devemos
levar em conta dois tipos de erros: o erro de cada amostra e o erro
sobre as amostras consideradas. Neste caso, executamos o método dos
múltiplos histogramas para cada amostra e em seguida, o erro total
∆Q associado a uma grandeza Q, é determinado por
∆Q = ma´x(∆Q)nb +
√
〈Q2〉na − 〈Q〉2na
na − 1 , (3.53)
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em que na é o número de amostras consideradas no caso diluído, e
ma´x(Q)nb é o maior erro obtido utilizando o método dos blocos nas
amostras.
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Figura 11 – Resultados obtidos pelas simulações (quadrado) realiza-
das para o caso diluído p = 0, 7 de q = 3. As curvas
representam os valores obtidos pelo método dos múltiplos
histogramas
3.2.3 Derivadas de grandezas termodinâmicas
Para a determinação dos expoentes críticos, ou também
para a determinação da temperatura de transição, é necessário obter
derivadas de algumas grandezas termodinâmicas. Para isso, com o
auxílio do método do múltiplos histogramas, pode-se obter as derivadas
dessas grandezas através da expressão
d〈Q〉K
dK
=
d
dK
[
Tr
(
Qe−KE
)
Tr (e−KE)
]
= 〈E〉K〈Q〉K − 〈EQ〉K . (3.54)
em que Tr representa a soma sobre todos os estados do sistema e
K = 1/kbT . Por exemplo, utilizando (3.54) a derivada de G = ln〈m〉
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é dada por
d ln〈m〉K
dK
=
1
〈m〉K
d〈m〉K
dK
=
1
〈m〉K [〈E〉K〈m〉K − 〈Em〉K ]
= 〈E〉K − 〈Em〉K〈m〉K . (3.55)
Além de derivadas de primeira ordem obtidas pela equação
(3.54), pode-se também obter derivadas de segunda ordem, utilizando
o mesmo processo realizado em (3.54). Isso é útil quando há interesse
em se obter a temperatura de transição. No que se refere ao calor es-
pecífico e a susceptibilidade, por exemplo, para estimar a temperatura
de transição, basta calcular a derivada primeira dessas grandezas e
determinar qual valor de K tal que d〈Q〉K
dK
∣∣∣
K
= 0. Já para ln〈m〉, 〈m〉
e o cumulante de Binder definido por U4 = 1− 〈m
4〉
3〈m2〉2 , por exemplo,
é necessário obter a segunda derivada para se estimar a temperatura
de transição. A figura 12 mostra o gráfico das derivadas de 〈m〉 e de
ln〈m〉em função de T , construídas pelo método dos múltiplos histogra-
mas. Para determinar o pico, que corresponde ao valor da temperatura
de transição, foi utilizado o método da bisseção. A única condição para
se utilizar esse método é que a temperatura esteja dentro do intervalo
das temperaturas simuladas. Esse método da bisseção é realizado em
conjunto com o método do múltiplo histograma, e o erro relativo
a cada iteração é determinado pela diferença entre a temperatura
obtida na n-ésima iteração com a iteração anterior, dado pelo fator
ε = T
n−Tn−1
Tn
. Como critério de convergência, foi utilizado ε < 10−7
para todas as grandezas termodinâmicas consideradas.
Dessa forma, é possível determinar as temperaturas de tran-
sição Tc(L) de cada grandeza termodinâmica de interesse. Deve-se
observar que, por tratarmos de tamanhos finitos de redes, os valores
dessas temperaturas para diferentes grandezas não serão iguais, porém
são próximos. À medida que se aumenta o tamanho da rede, essa dife-
rença das temperaturas para diferentes grandezas tende a se reduzir,
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(a) Gráfico da derivada de 〈m〉 em rela-
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(b) Gráfico da derivada de ln〈m〉 em rela-
ção a K em função da temperatura T ,
numa rede linear de tamanho 30000.
Figura 12 – Resultados obtidos pelas simulações (quadrado) realiza-
das para o caso diluído p = 0, 7 de q = 3. As curvas,
representam os valores obtidos pelo método dos múltiplos
histogramas
aproximando o valor entre elas.
3.3 Resultados
Neste trabalho, foram realizadas simulações para os casos de
2 e 3 estados no modelo de Potts com interações de longo alcance. Para
realizar as simulações, foi utilizado como gerador de números pseudo-
aleatórios o “Mersenne− Twister” (MATSUMOTO; NISHIMURA,
1998). Todas as simulações foram realizadas utilizando condições de
contorno periódicas e como condição inicial foi estabelecida si=0 em
todas as redes.
O primeiro caso considerado foi de q = 3 e o valor de σ
utilizado foi de σ = 0, 5. Nesta situação, o caso de p = 1 (sem
diluição) trata-se de uma transição de primeira ordem. Com a inclusão
da diluição, o interesse é verificar se há uma mudança na ordem da
transição e, se houver, qual será a nova classe de universalidade obtida.
Outro caso considerado foi o modelo de Potts de 2 estados.
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Nesta situação, para valores de σ com 0 < σ < 1, a transição de
fase é de segunda ordem. Neste caso, foram realizadas simulações no
caso homogêneo e diluído com σ = 0, 7 para verificar se a inclusão da
diluição causa uma mudança na classe de universalidade do sistema.
3.3.1 Determinando a ordem da transição
Nesse modelo de estudo, um modo para se determinar a ordem
da transição de fase é utilizar o método desenvolvido por (CHALLA;
LANDAU; BINDER, 1986). Esse método consiste em analisar os dados
obtidos pelas simulações sobre a energia do sistema. A cada tamanho
de rede, realizam-se simulações em diferentes temperaturas e a energia
associada a cada simulação obedece uma distribuição de energia PL(E),
que é considerada da forma
PL(E) =
a√
c
exp
[
− (E − E¯)
2Ld
2kBT 2c
]
, (3.56)
onde kB é a constante de Boltzmann, d é a dimensão do sistema, c
o calor específico, a é o fator de normalização, L é o tamanho da
rede e E¯ é o valor da energia média da rede infinita. Quando se trata
de transições contínuas (de segunda ordem), a distribuição de PL(E)
possui um pico apenas, pois a passagem da fase ordenada para a fase
desordenada ocorre de forma contínua. Já para transições de primeira
ordem, o sistema apresenta coexistências de fases e não há mais essa
passagem contínua durante a transição. Neste caso, a distribuição de
probabilidade apresenta dois picos correspondendo ao estado ordenado
e desordenado. Dessa forma, PL(E) pode ser escrita como a soma de
duas Gaussianas
PL(E) =
ao√
co
exp
{
− [E − (Eo + co∆T )]
2 Ld
2kBT 2co
}
+
ad√
cd
exp
{
− [E − (Ed + cd∆T )]
2 Ld
2kBT 2co
}
, (3.57)
onde Eo representa a energia do sistema no caso ordenado, Ed a energia
no caso desordenado, ao e ad as constantes de normalização e co e cd
o calor específico dos casos ordenado e desordenado respectivamente.
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Com o aumento da rede L, Lee e Kosterlitz (LEE; KOS-
TERLITZ, 1990) consideraram que a energia livre em função de E
dependia do tamanho da rede, e definiram a grandeza
FL(E) = − lnPL(E). (3.58)
Dessa forma, uma maneira de saber se a transição é de
primeira ou segunda ordem, para L ξ, em que ξ é o comprimento
de correlação do sistema, FL(E) apresenta dois mínimos e um máximo
que separa os mínimos, indicando ser uma transição de primeira ordem.
Já para a distribuição de energia, haverá dois máximos com um mínimo
entre os máximos.
A figura 13 mostra o caso homogêneo, obtido para diferentes
tamanhos de redes lineares utilizadas. Primeiramente, para cada ta-
manho de rede, foram realizadas simulações próximas à temperatura
de transição e depois estimado o valor da temperatura de transi-
ção pelo método dos múltiplos histogramas(NEWMAN MARK E. J.
E BARKEMA, 1999). Após isso, uma nova simulação foi realizada
utilizando este valor da temperatura estimada. Feito esta simulação,
foi utilizado o método do histograma simples (NEWMAN MARK E. J.
E BARKEMA, 1999) para se obter um ajuste que forneça os picos de
mesma altura. À medida que os tamanhos das redes são aumentados,
a distância desses picos em relação a seu respectivo mínimo aumenta,
caracterizando uma transição de primeira ordem.
Já a figura 14 mostra o caso diluído, para diferentes redes
lineares consideradas para uma configuração de desordem. Note que
para o menor tamanho de rede considerada não há mais o padrão
de duas Gaussianas como do caso homogêneo, há dois picos muito
próximos e o padrão de duas Gaussianas já não se torna tão evidente.
Mesmo para outros tamanhos de redes utilizados os picos que aparecem
são muito próximos e não aumentam em relação ao mínimo entre eles.
Neste caso, a inclusão da diluição muda de forma significativa já em
redes menores, levando o sistema a uma transição contínua.
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Figura 13 – Gráfico da distribuição da energia para redes lineares no
caso homogêneo (p=1), obtido pelas simulações no modelo
de Potts de 3 estados para σ = 0, 5 .
Portanto, considera-se que quando os dois máximos possuem
a mesma amplitude, o sistema encontra-se na temperatura de transição
Tc(L). A partir disto, define-se ∆F como a razão entre o máximo e o
mínimo obtidos de PL(E), ou seja,
∆F = ln
[
PL(Ema´x)
PL(Emi´n)
]
. (3.59)
Para o caso em que ∆F aumenta com o aumento da rede
L, trata-se de uma transição de primeira ordem; caso contrário, a
transição será de segunda ordem.
A figura 15 mostra os resultados obtidos para os casos ho-
mogêneo e diluído (p = 0, 7) no modelo de Potts de 3 estados com
σ = 0, 5. No limite termodinâmico (L → ∞ ou 1/L → 0), pode-se
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Figura 14 – Gráfico da distribuição da energia para redes lineares no
caso diluído (p=0,7) obtidos pelas simulações no modelo
de Potts de 3 estados para σ = 0, 5.
notar que, no caso homogêneo, ∆F aumenta com o tamanho da rede,
caracterizando uma transição de primeira ordem. A linha tracejada
representa o ajuste exponencial realizado. Para o caso diluído, foram
utilizadas 5 configurações de desordem e obtido um ∆F médio dessas
cinco configurações. Neste caso, esta grandeza não possui um cresci-
mento no seu valor à medida que se aumentam os tamanhos das redes,
seus valores ficam muito próximos de zero, representando assim uma
transição contínua.
Uma vez que foi determinada a ordem da transição, há tam-
bém o interesse em obter quais os valores dos expoentes críticos para
estes sistemas que apresentam transição contínua. A seguir, apresenta-
se o método de escala de tamanho finito como ferramenta para se
obter os valores dos expoentes.
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Figura 15 – Gráfico da barreira da energia ∆F em função do inverso
do tamanho da rede linear 1/L para o modelo de Potts de
3 estados com σ = 0, 5 para os casos homogêneo (p = 1)
e diluído (p = 0, 7). No caso diluído, as barras de erro são
menores que os símbolos.
3.3.2 Escala de tamanho finito
As singularidades das funções termodinâmicas associadas ao
ponto crítico ocorrem somente no limite termodinâmico e, devido à
limitação de se realizarem simulações numéricas com tamanhos finitos
de redes, o método de escala de tamanho finito (“finte size scaling”-
FSS)(CARDY, 2012; NEWMAN MARK E. J. E BARKEMA, 1999)
é necessário a fim de fornecer uma maneira de obter os expoentes
críticos no limite citado acima, partindo das propriedades de sistemas
finitos. Neste método, os expoentes críticos são determinados pelos
valores obtidos de grandezas termodinâmicas para diferentes tamanhos
de redes lineares L, realizando simulações nas proximidades de Tc(L).
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Para um sistema finito de tamanho L considerado nas si-
mulações de Monte Carlo, o comprimento de correlação não chega
a divergir. Assim, a susceptibilidade por exemplo, também irá ser
limitada (não diverge). Matematicamente, nas simulações de Monte
Carlo, as grandezas termodinâmicas também podem ser representadas
por leis de potências, de forma que na região próxima de Tc (|t| ≈ 0),
as grandezas escalam com o tamanho linear L da rede considerada.
É claro que para cada tamanho de rede, é obtida uma temperatura
pseudo crítica Tc(L) e esta temperatura também varia de acordo com
a grandeza termodinâmica utilizada. À medida que tamanhos maiores
de rede são utilizados, os valores de Tc(L) tendem a se aproximar do
valor de Tc.
O valor de Tc(L) é obtido ao localizar, por exemplo, o máximo
de χ para o tamanho linear da rede L, utilizada como foi descrito
anteriormente empregando o método do múltiplo histograma (figura
11b ). Dessa forma, por exemplo, utilizando o valor máximo obtido para
cada tamanho de rede linear L, χ escala na forma χ(Tc(L)) ∝ Lγ/ν
e é realizado o ajuste para se obter os expoentes críticos. De forma
similar, este processo é aplicado a outras grandezas.
As relações a seguir mostram como essas grandezas são rela-
cionadas com os expoentes críticos obtidos pelo método de escala de
tamanho finito (NEWMAN MARK E. J. E BARKEMA, 1999):
χ ∝ Lγ/ν , (3.60)
c ∝ Lα/ν , (3.61)
m ∝ L−β/ν , (3.62)
dU4
dK
∝ L1/ν , (3.63)
d ln〈m〉
dK
∝ L1/ν . (3.64)
A seguir, determinam-se os expoentes críticos para diferentes
valores de q e σ considerados aplicando o método de escala de tamanho
finito.
66
Capítulo 3. Método de Monte Carlo em sistemas de longo alcance com
diluição
10000 25000 40000 55000
L
20
100
180
260
340
420
D
e
ri
va
d
a
U4
ln m
Figura 16 – Gráfico log-log dos máximos obtidos da derivada de log〈m〉
e de U4 em relação a K para caso de q = 2 e p = 1.
3.3.3 Determinando os expoentes críticos: caso q=2, σ = 0, 7 e
p=1
Para o caso de q = 2 e p = 1 já é conhecido que as transições
de fase são de segunda ordem na região de 0 < σ ≤ 1 (DYSON,
1969a). Inicialmente, para a obtenção do expoente ν, foi determinado
o máximo da derivada em relação a K = 1/T do ln〈m〉 e do cumulante
de Binder U4 para diferentes tamanhos de redes. O ajuste realizado
para a determinação de 1/ν foi feito pelas relações (3.63) e (3.64).
A figura 16 mostra o ajuste linear realizado para a obtenção de ν.
Combinando os valores obtidos por νU4 e νlnm foi obtido ν = 1, 99±
0, 05 e 1/ν = 0, 50 ± 0, 01. Este resultado está de acordo com o
resultado obtido por Monte Carlo em (UZELAC; GLUMAC; ANIČIĆ,
2001): 1/ν = 0, 51 ± 0, 02. Para a determinação do expoente β, foi
utilizada a relação (3.62). Dessa forma, com ν = 1, 99 ± 0, 05, foi
obtido β = 0, 269± 0, 009. A figura 17 mostra o ajuste realizado para
a determinação de β. Este resultado está de acordo com β = 0, 26
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Figura 17 – Gráfico log-log de 〈m〉(Tc(L) obtido em função do tama-
nho linear da rede L, para o caso de q = 2 e p = 1. O
valor de ν utilizado foi ν = 1, 99± 0, 05.
obtido em (NAGLE; BONNER, 1970).
Para o expoente γ, foi feito o ajuste pela relação (3.60)
para os diferentes tamanhos de redes. A figura 18 mostra o ajuste
realizado fazendo uso de ν = 1, 99 ± 0, 05. O valor obtido de γ foi
γ = 1, 42± 0, 04. Este resultado também está de acordo com γ = 1, 42
obtido em (NAGLE; BONNER, 1970).
Para a determinação de α, foi realizado o ajuste com o
máximo do calor específico obtido para cada tamanho de rede através
da relação (3.61). A figura 19 mostra o ajuste realizado para a obtenção
de α, com ν = 1, 99 utilizado, de forma que foi obtido α = 0, 157±0, 007.
Pela relação de Rushbrooke, encontramos α+ 2β + γ = 2, 12± 0, 07
e a combinação das relações de Rushbrooke com a de Josephson,
2β
ν
+ γ
ν
= d, nos fornece γ
ν
+ 2β
ν
= 0, 98± 0, 05, indicando que o valor
de α apresenta ser o expoente mais sensível em se obter com melhor
exatidão.
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Figura 18 – Gráfico log-log dos máximos obtidos da susceptibilidade
χ em função do tamanho linear da rede L, para o caso de
q = 2 e p = 1. O valor de ν utilizado foi ν = 1, 99± 0, 05.
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Figura 19 – Gráfico log-log dos máximos obtidos do calor específico
em função do tamanho linear da rede L, para o caso de
q = 2 e p = 1. O valor de ν utilizado foi ν = 1, 99± 0, 05.
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3.3.4 Determinando os expoentes críticos: caso q=2, σ = 0, 7 e
p = 0, 7
Para a determinação dos expoentes críticos no caso diluído,
o procedimento realizado foi semelhante ao caso homogêneo. Porém,
foram considerados 20 configurações de desordem para cada tamanho
de rede linear utilizada para a determinação dos erros das grandezas
obtidos pela equação (3.53). Primeiramente, foi determinado o valor
de ν com o ajuste realizado pelo máximo obtido de log〈m〉 para cada
tamanho de rede linear utilizada como mostra a figura 20a. O valor de
ν determinado foi ν = 2, 21± 0, 09. Este valor apresentou ser maior
do que para o caso puro (p = 1).
Para o expoente β, foi estimado o valor de Tc(L) ao determi-
nar o máximo da derivada de 〈m〉 em relação a K = 1/T . O ajuste
linear é mostrado na figura 20b, onde encontramos β = 0, 29± 0, 03.
Para o expoente γ, pela relação (3.60), foi realizado o ajuste
considerando redes lineares variando de tamanho 10000 até 50000.
O valor obtido foi γ = 1, 59 ± 0, 07. A figura 20c mostra os valores
obtidos para os máximos da susceptibilidade e também o ajuste linear
realizado.
Para o expoente α, realizando o ajuste linear com os tamanhos
das redes lineares consideradas utilizando o máximo do calor específico
obtido para cada rede pela relação (3.61), foi obtido α = 0, 08± 0, 03.
Pela relação de Rushbrooke, encontramos α = 2−γ−2β = −0, 17±0, 09
e a relação de Josephson nos fornece α = 2 − νd = −0, 21 ± 0, 09.
Esses valores negativos obtidos por essas relações são mais consistentes
com a teoria do grupo de renormalização, indicando novamente que α
apresenta ser o expoente menos preciso de se obter.
A tabela 16 mostra a comparação entre os expoentes obtidos
no caso homogêneo e diluído no modelo de Potts de dois estados.
Pode-se notar que os expoentes γ e ν mudam ao incluir diluição. Já o
expoente β ainda possui valor próximo do caso homogêneo e o expoente
α sofre alteração com a inclusão da diluição. Deste modo, o sistema
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(a) Gráfico log-log dos máximos obtidos
da derivada de log〈m〉 em relação a K
obtidos em função do tamanho linear
da rede L.
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(b) Gráfico log-log de 〈m〉(Tc(L)) obtidos
em função do tamanho linear da rede
L. O valor de ν utilizado foi ν = 2, 21.
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(c) Gráfico log-log dos máximos obtidos
da susceptibilidade χ em função do
tamanho linear da rede L. O valor de
ν utilizado foi ν = 2, 21.
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(d) Gráfico log-log dos máximos obtidos do
calor específico em função do tamanho
linear da rede L. O valor de ν utilizado
foi ν = 2, 21.
Figura 20 – Resultados dos expoentes obtidos pelas simulações reali-
zadas para o caso diluído p = 0, 7 de q = 2 com σ = 0, 7.
diluído apresenta possuir uma nova classe de universalidade. Contudo,
o valor de α apresenta ser um desafio em se obter de forma precisa
pelo método utilizado.
Note ainda que, se o panorama obtido com o grupo de renor-
malização de campo médio está correto (isto é, o mesmo valor de yh
para os modelos puro e diluído e yt diferente), os expoentes da versão
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desordenada seriam diversos dos do caso puro, mas β/γ seria o mesmo
para ambas as versões. Aqui obtemos β/γ = 0, 19± 0, 01 para o caso
puro e β/γ = 0, 18 ± 0, 03 para o caso diluído (com p = 0, 7), que é
consistente com o que foi encontrado com o grupo de renormalização
de campo médio.
Tabela 16 – Comparação dos expoentes obtidos no caso homogêneo e
diluído no modelo de Potts de dois estados com σ = 0, 7.
p α β γ ν
1 0, 157± 0, 007 0, 269± 0, 009 1, 42± 0, 04 1, 99± 0, 05
0,7 0, 08± 0, 03 0, 29± 0, 03 1, 59± 0, 07 2, 21± 0, 09
3.3.5 Determinando os expoentes críticos: caso q = 3, σ = 0, 5
e p = 0, 7
Como verificado na seção 3.3.1, este caso apresenta transição
contínua e o primeiro expoente a ser obtido foi ν, que foi determinado
com o máximo da derivada em relação a K = 1/T do ln〈m〉 e do
cumulante de Binder U4 para diferentes tamanhos de redes. O ajuste
realizado para a determinação de 1/ν foi feito pelas relações (3.63) e
(3.64). A figura 21a mostra o ajuste linear realizado para a obtenção
de ν. Combinando os valores obtidos de ν para ln〈m〉 e U4 foi obtido
ν = 1, 3± 0, 2.
Para o expoente β, foi utilizado a relação (3.62), e obtidos
os valores dos máximos de 〈m〉 na temperatura crítica estimada pelo
método do múltiplo histograma. Para o conjunto de redes consideradas,
foi obtido β = 0, 25(4). A figura 21b mostra os dados obtidos pelas
simulações, onde foram considerados 20 configurações de desordem
para cada tamanho de rede linear.
Para o expoente γ, com os máximos determinados pelo mé-
todo dos múltiplos histogramas, foi utilizada a relação (3.60) para
realizar o ajuste como mostra a figura 21c. O valor de γ obtido foi
γ = 0, 9(2).
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Utilizando a combinação das relações de Rushbrooke com a
de Josephson, 2β
ν
+ γ
ν
= d, com os valores dos expoentes determinados,
foi obtido 2β
ν
+ γ
ν
= 1, 1±0, 3. Para o expoente α, foi realizado o ajuste
pela relação (3.61), obtendo o valor α = 0, 4 ± 0, 1. A figura (21d)
mostra o ajuste realizado considerando redes lineares de tamanho 10000
até 50000. Pela relação de Rushbrooke, encontramos α = 2− γ− 2β =
0, 6±0, 2 e pela relação de Josephson nos fornece α = 2−νd = 0, 7±0, 2.
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(a) Gráfico log-log dos máximos obtidos da
derivada de log〈m〉 e de U4 em relação
a K para caso de q = 3 e p = 0, 7.
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(b) Gráfico log-log de 〈m〉(Tc(L) obtidos
em função do tamanho linear da rede
L. O valor de ν utilizado foi ν = 1, 3.
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(c) Gráfico log-log dos máximos obtidos
da susceptibilidade χ em função do
tamanho linear da rede L, para o caso
de q = 3 e p = 0, 7. O valor de ν
utilizado foi ν = 1, 3.
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(d) Gráfico log-log dos máximos obtidos do
calor específico em função do tamanho
linear da rede L, para o caso de q = 3
e p = 0, 7. O valor de ν utilizado foi
ν = 1, 3.
Figura 21 – Resultados dos expoentes obtidos pelas simulações reali-
zadas para o caso diluído p = 0, 7 de q = 3 com σ = 0, 5.
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Nesta situação considerada para a obtenção dos expoentes crí-
ticos, foi verificado que os valores de q e σ afetam de modo significativo
os valores do tempo de correlação. Mesmo utilizando 20 configurações
de desordem, os erros dos expoentes obtidos foram maiores do que os
do modelo com q = 2 e σ = 0, 7 como foi visto anteriormente. Para
tentar melhorar o erro, talvez fosse necessário utilizar redes maiores,
ou até mesmo mais configurações de desordem. Contudo, os valores do
tempo de correlação se mostraram bem superiores aos do caso de q = 2
e σ = 0, 7, tanto para o caso homogêneo como diluído. Outro fato
também verificado foi a necessidade de realizar simulações numa faixa
maior de temperaturas para uma dada rede linear utilizada. Isso foi
devido ao fato de se utilizar 20 configurações de desordem e os valores
de Tc(L) para uma dada grandeza de interesse apresentaram grandes
variações de uma configuração de desordem para outra, ocasionando
maior tempo de simulação.
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Nesse trabalho foi considerado o modelo de Potts com q = 2
e 3 unidimensional com interações de longo alcance na forma J(r) =
1/r1+σ com e sem efeitos de diluição. Para tratar este modelo, utilizou-
se primeiramente o grupo de renormalização de campo médio. Desta
forma, foram construídos blocos de tamanhos ímpares para se deter-
minar a temperatura crítica e outras quantidades relevantes. Um fato
observado foi que, devido à interação de longo alcance, juntamente
com efeitos de diluição, o tempo computacional para os cálculos en-
volvidos se tornam grandes quando comparado ao caso sem diluição
(caso puro).
Verificamos que para a temperatura crítica Tc em ambos
os casos de q = 2 e q = 3, à medida que se aumenta a diluição
(p→ 0), o valor de Tc decresce indo ao valor nulo (o que é esperado)
em p = 0. Também, na análise do expoente crítico yh em ambos os
casos considerados, verificamos que não há uma alteração significativa
nos valores dos expoentes do caso puro, p = 1, para o caso diluído,
p 6= 1. Com relação a yt, foi utilizado o critério de Harris para verificar
se ao introduzir efeitos de diluição haveria uma mudança na classe
de universalidade do sistema. Para q = 2, o critério de Harris indica
que não há uma mudança na classe de universalidade para todos os
valores de σ considerados, com possível exceção para σ = 0, 7. Já em
q = 3, para σ = 0, 7, σ = 0, 8 e σ = 0, 9 deve haver uma mudança na
classe de universalidade. Pelos resultados obtidos o expoente yt varia
com a introdução da diluição mas yh parece permanecer no mesmo
valor do caso puro.
Na segunda parte do projeto, implementamos o método de
Monte Carlo para interações de longo alcance unidimensional sob o
efeito de desordem aleatória. Abordamos os casos de 2 e 3 estados no
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modelo de Potts variando σ e p. Primeiramente, analisou-se o caso do
modelo de Potts de três estados com σ = 0, 5, para determinar se a
inclusão de diluição ocasionaria uma mudança na ordem da transição
de fase. Para p = 1, foi verificado que a transição é de primeira
ordem e a inclusão da diluição, onde considerou-se o valor de p=0,7,
ocasionou uma mudança para a transição contínua. Ainda neste caso,
foram determinados os valores dos expoentes críticos considerando
20 configurações de desordem para cada tamanho de rede linear.
Verificamos ainda que os valores de q e σ afetam o tempo de correlação
além dos cálculos dos erros dos expoentes obtidos serem maiores
quando comparados ao caso de q = 2. Já para o caso de q =2, foram
analisados dois casos: o caso homogêneo (p=1) e o caso diluído (p=0,7)
ambos para σ = 0, 7. Ambos os casos apresentaram transição contínua
com valores dos tempos de correlação próximos nos dois casos. No
caso homogêneo, o valor dos expoentes ν, β e γ estão em concordância
com resultados obtidos na literatura. No caso diluído, utilizamos 20
configurações de desordem a fim de manter o erro das grandezas na
mesma ordem do caso homogêneo. Os resultados indicam que há uma
mudança na classe de universalidade com o resultado sendo compatível
com o mesmo valor de yh que o modelo puro mas yt mudando com a
introdução de diluição.
Como perspectiva futura, uma questão interessante é consi-
derar valores menores de σ para o modelo de Potts de três estados,
como por exemplo σ = 0, 2. Nesta situação o caso homogêneo exibe
transição de primeira ordem, mas para alguns valores de p 6= 1 tam-
bém continua exibindo transição de primeira ordem, de acordo com
cálculos preliminares. O interesse nesse caso, seria tentar obter um
valor de pc que descreveria a divisão da transição de primeira para
a de segunda ordem. No caso considerado neste trabalho, σ = 0, 5,
algumas simulações foram realizadas para p = 0, 9 e também p = 0, 99
indicando que o sistema já apresentava transição contínua. Isto indica
que qualquer valor infinitesimal de desordem já extingue a transição
de primeira ordem. A diminuição de σ possibilitaria incluir diluição no
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sistema e ainda manter a transição de primeira ordem até algum valor
pc. Pretendemos ainda estudar os casos σ ≥ 0, 7 para o modelo de
Potts de 3 estados para os quais a transição é contínua e outros valores
de σ (6= 0, 7) no modelo de Potts de 2 estados, a fim de estabelecer a
validade do critério de Harris.
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