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in strokovne nasvete. Za hitre odgovore bi se zahvalila tudi as. dr. Klemnu Grmu.
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Superresolucija je postopek, katerega cilj je iz slike nizke ločljivosti (angl. Low-
Resolution – LR) pridobiti sliko visoke ločljivosti (angl. High-Resolution – HR).
Superresolucija se uporablja na več področjih, npr. za izbolǰsanje kakovosti sli-
kovnih podatkov pri detekciji objektov na sliki, razpoznavo obrazov v nadzornih
posnetkih, medicinskih slikah, astronomskih slikah in forenziki. Superresolucija je
še vedno težaven in odprt problem računalnǐskega vida. Superresolucija je slabo
pogojen inverzni problem, saj lahko več različnih slik visoke ločljivosti enako do-
bro razloži izbrano sliko nizke ločljivosti. Težavnost problema narašča z večanjem
faktorja povečanja. Poleg tega je težko oceniti kakovost izhoda, saj številske me-
trike ne povzemajo popolnoma človeške percepcije.
Najnapredneǰsi modeli na tem področju temeljijo na učenju iz parov LR in HR
slik. Ker je takšno učenje odvisno od karakteristik podatkov, obstoječi modeli
niso nujno enako uspešni na vseh vrstah slik in posledično izkazujejo določeno
vrsto pristranskosti. V magistrskem delu analiziramo pristranskost petih postop-
kov za superresolucijo, ki temeljijo na nedavnih superresolucijskih modelih. Za
merjenje uspešnosti delovanja modelov uporabimo različne metrike iz literature.
Poleg pristranskosti analiziramo tudi vpliv uporabe superresolucije na uspešnost
delovanja detektorja na zelo majhnih obrazih, ki jih obdelamo z mrežo za super-
resolucijo. Na koncu preverimo, kako dobro delujejo razpoznavalniki v primeru
uporabe slik z izbolǰsano ločljivostjo in kako vpliva na delovanje uporaba realnih
LR slik, ki jim izbolǰsamo ločljivost z mrežami za superresolucijo.
Ugotovimo, da glede na izbrani nereferenčni metriki večinoma ni velikih razlik
med lastnostmi, ki jih analiziramo. Večje razlike med nekaterimi lastnostmi se
pojavijo, če jih primerjamo z referenčnimi metrikami. Manǰse razlike se poja-
vijo, ko analiziramo pristranskost glede na spol, kjer so malo bolǰsi rezultati za
v
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predstavnike moškega spola. Glede na raso najbolj konsistentne rezultate dajejo
slike Azijcev, največji razpon pa imajo slike črncev. Pri starosti so bolǰsi rezultati
glede na referenčni metriki za starostno skupino 30–49 let, slabši za 90 let in več.
Pri analizi vpliva zornega kota na uspešnost delovanja postopkov superresolucije
ugotovimo, da modeli delujejo bolje, bolj ko obraz odstopa od frontalne lege.
Večje razlike se pojavijo, ko gre za neko vrsto prekrivanja obraza, kjer zakritost
obraza vpliva na uspešnost delovanja superresolucijskih mrež. V večini primerov
gre za minimalne razlike med lastnostmi. Razlika pa je opazna, če primerjamo le
obraze, na katerih so lastnosti, ki nam vrnejo bolǰse rezultate, in jih primerjamo
z obrazi, na katerih so lastnosti, ki nam vrnejo slabše rezultate.
Rezultati kažejo, da postopki superresolucije ne pripomorejo k uspešneǰsi de-
tekciji nizko-resolucijskih obrazov. Pri analizi delovanja razpoznavalnika rezultati
kažejo, da mreži, ki glede na metrike dosegata najbolǰse rezultate, dajeta slike,
ki zagotavljajo večjo uspešnost razpoznavanja obrazov. Vseeno pa se slike z iz-
bolǰsano ločljivostjo ne približajo delovanju razpoznavalnika s HR-HR slikami.
Delovanje razpoznavalnika na realnih slikah z izbolǰsano ločljivostjo je slabše kot
na podvzorčenih slikah, a je tudi precej odvisno od tipa nadzorne kamere.
Ključne besede: superresolucija, halucinacija obrazov, pristranskost, detekcija
obraza, razpoznavalnik obraza
Abstract
The goal of super-resolution is to obtain a high-resolution (HR) image from a
low-resolution image (LR). Super-resolution is used in several areas, e.g. to im-
prove the quality of image data for object detection in images, face recogni-
tion in surveillance images, medical images, astronomical images, and forensics.
Super-resolution is still a difficult and open problem of computer vision. Super-
resolution is inherently ill-posed. Instead of one solution, there are several HR
images that equally well explain a given LR image. The severity of the prob-
lem increases with an increasing scale factor. In addition, it is difficult to assess
the quality of the output, as numerical metrics do not correspond completely to
human perception.
The most advanced models in this field are based on learning from pairs of
LR and HR images. Because such learning depends on the characteristics of
the data, existing models are not equally successful in all types of images and
consequently exhibit a certain type of bias. In this thesis, we analyze the bias
of five state-of-the-art super-resolution models. We use various metrics from the
literature to measure the performance of the models. In addition to the bias
analysis, we also analyze the impact of use of super-resolution techniques on the
performance of a face detector on very small facial images that were enhanced
with super-resolution models. Finally, face recognition performance is studied on
super-resolved images.
Our experimental results show that, given the selected non-reference metrics,
there are mostly no large differences between the attributes we analyze. Larger
differences between some characteristics occur when compared using reference
metrics. Minor differences occur when we analyze bias by gender, where there
are better results for males. According to the race the most consistent results are
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in images showing Asians and the maximum range in images with black people.
The best results are in the age group 30-49 and the worst for people aged 90 years
or more. In the analysis of the influence of the view-angle on the performance
of super-resolution techniques, it was found that the models work better, the
more the face deviates from the frontal position. The biggest differences occur in
cases of facial occlusion. We observe the weakest results when multiple attributes
are present in the face images that also have worse performance when examined
individually.
The results show that super-resolution procedures do not contribute to a more
successful detection of low-resolution faces. When analyzing face recognition, the
results show that the super-resolution networks, which achieve the best results in
terms of metrics, provide images that ensure greater performance of face recogni-
tion. However, hallucinated images do not come close to the results observed with
HR-HR image comparisons. The face recognition performance on hallucinated
real images is worse than on subsampled images, but it also depends on the type
of surveillance camera used for image capture.
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3.4.1 Referenčni metriki PSNR in SSIM . . . . . . . . . . . . . . 23
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V pričujočem zaključnem delu so uporabljene naslednje kratice:
Kratica Angleško Slovensko
AP Average Precision povprečna natančnost




CNN Convolutional Neural Network konvolucijska nevronska mreža
GAN Generative Adversarial Network generativno nasprotnǐska mreža
HR High-Resolution visoka ločljivost
LR Low-Resolution nizka ločljivost
MISR Multi-Image Super-Resolution superresolucija več slik
MSE Mean Squared Error srednja kvadratna napaka




NMS Non-Maximal Suppression odstranjevanje nemaksimalnih
vrednosti
NSS Natural Scene Statistic naravnosti scenske statistike
ILR Interpolated Low-Resolution interpolirana nizka ločljivost
PSNR Peak Signal-to-Noise Ratio največje razmerje med signalom
in šumom
ReLU Rectified Linear Unit usmerjena linearna enota
ROC Receiver Operating Characteri-
stic
SISR Single Image Super-Resolution superresolucija ene slike
SSIM Structural Similarity strukturna podobnost
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1 Uvod
Superresolucija je postopek, katerega cilj je iz slike nizke ločljivosti (angl. Low-
Resolution – LR) pridobiti sliko visoke ločljivosti (angl. High-Resolution – HR).
Obstoječe metode superresolucije delimo na: 1) metode, ki temeljijo na eni sliki
(angl. Single Image Super-Resolution – SISR), in 2) metode, ki temeljijo na več
slikah (angl. Multi-Image Super-Resolution – MISR). SISR je v primerjavi z
MISR bolj priljubljen zaradi svoje visoke učinkovitosti. Primer delovanja super-
resolucije je na sliki 1.1.
Slika 1.1: Primer delovanja superresolucije. Superresolucijska mreža sprejme LR
sliko kot vhodni podatek, izhodna slika ima izbolǰsano ločljivost.
Superresolucija se uporablja na več področjih, npr. za detekcijo objektov na
sliki [1, 2], razpoznavo obrazov v nadzornih posnetkih [3], pri medicinskih slikah
[4], astronomskih slikah [5] in v forenziki [6, 7]. Proces izbolǰsanja ločljivosti obra-
znih slik z modeli superresolucije pogosto imenujemo tudi haluciniranje obrazov,
saj modeli ≫halucinirajo≪ visokoločljive podrobnosti na podlagi LR slik obrazov.
Superresolucija je klasični problem računalnǐskega vida, ki je težaven in odprt
zaradi sledečih razlogov. Superresolucija je slabo pogojen inverzni problem, saj
obstaja več HR slik, ki enako dobro razložijo LR sliko. Ko se mreže učijo na
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parih LR-HR slik, je hkrati z načinom podvzorčenja določen tudi tip LR slik, ki
jih bo model sposoben uspešno halucinirati na vǐsjo ločljivost. Seveda bo mreža
še vedno sposobna halucinirati, če bo LR slika podvzorčena drugače kot tiste, na
katerih je bila mreža učena, a se bo uspešnost mreže znižala. Da se omeji prostor
rešitve, je potrebno v postopku učenja superresolucijskih modelov uporabiti smi-
selne apriorne informacije ter optimizacijske omejitve, ki zagotovijo, da naučeni
modeli generirajo smiselne in prepričljive slike visoke ločljivosti. Prav tako pred-
stavlja problem faktor želene povečave LR slik. Večja je razlika med ločljivostjo
LR slik in želeno ločljivostjo HR slik, slabše rezultate dajejo superresolucijski
modeli. Poleg tega je težko oceniti kakovost izhoda, saj številske metrike, s kate-
rimi merimo uspešnost delovanja superresolucijskih modelov, ne ustrezajo nujno
človeškemu zaznavanju kakovosti slik [8].
SISR je pomemben za vizualne aplikacije in v preteklosti so se pojavili številni
algoritmi za rešitev problema superresolucije. Superresolucija je lahko namenjena
tudi uporabi na zgolj določeni vrsti slik, npr. na slikah obrazov [9]. Za najnapre-
dneǰse postopke superresolucije trenutno veljajo konvolucijske nevronske mreže
(angl. Convolutional Neural Network – CNN) [10, 11, 12, 13, 14].
Za raziskovalce je področje haluciniranja obrazov zanimivo predvsem zaradi
potenciala uporabe za bolǰse in hitreǰse detektiranje in razpoznavanje obrazov iz
podatkov slabše kakovosti, kar bi se lahko uporabilo pri varnostnih in nadzornih
aplikacijah. Superresolucija se pogosto predstavi kot regresijski problem, ki je
učen iz podatkov in zaradi tega ni mogoče zagotoviti, da bo model deloval po-
polno v vseh razmerah, čemur se s strukturirano analizo posvečamo v tem delu.
Najnapredneǰsi modeli na tem področju namreč temeljijo na učenju iz parov slik
nizke in visoke ločljivosti. Ker je takšno učenje odvisno od karakteristik podat-
kov, obstoječi modeli niso nujno enako uspešni na vseh vrstah slik in posledično
izkazujejo določeno vrsto pristranskosti.
1.1 Cilji naloge
V okviru magistrske naloge smo si zadali naslednje cilje:
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 Udejanjiti pet postopkov za superresolucijo, ki temeljijo na nedavnih super-
resolucijskih modelih, ki veljajo za najnapredneǰse (angl. state-of-the-art).
Uporabljeni so štirje že naučeni postopki za superresolucijo, enega pa smo
naučili sami.
 Sistematično preizkusiti učinkovitost modelov za superresolucijo glede na
različne atribute obraza, kot so tip obraza, tip pričeske, barva las, spol, rasa
ipd. Modeli so preizkušeni na različnih podatkovnih zbirkah, s katerimi
analiziramo pristranskosti. Mreže so namreč naučene na učnih podatkih in
če v učnih podatkih neka lastnost prevladuje, se lahko pojavi pristranskost
glede na lastnost, ki je slabše zastopana. Prav tako imajo mreže različne
arhitekture, ki lahko vplivajo na haluciniranje katere od lastnosti. Npr., ko
je del obraza zakrit, lahko to vpliva na učinkovitost delovanja mreže.
 Preveriti, kako vpliva superresolucija na delovanje detektorja na slikah z zelo
majhnimi (manǰsimi od 10 slikovnih pik) oz. majhnimi (10–50 slikovnih pik)
velikostmi obrazov [15]. To so tako majhni obrazi, da se izgubi že veliko
podrobnosti, hkrati pa se tu vidi uporabnosti superresolucijskih modelov,
ki bi izbolǰsali ločljivost obrazov, da bi se jih posledično lažje detektiralo in
kasneje razpoznalo.
 Preučiti vpliv superresolucije na delovanje razpoznavalnika obrazov. Za-
nima nas, ali je mogoče z uporabo superresolucijskih postopkov zagotoviti
učinkoviteǰse razpoznavanje iz slik nizke ločljivosti, npr. nadzornih kamer.
Pri tem eksperimentiramo tako s podvzorčenimi slikami, kot tudi z realnimi
slikovnimi podatki nizke ločljivosti. Problem superresolucij se pojavi pred-
vsem, ko imamo realne LR slike, saj so mreže učene na podvzorčenih slikah
in se med učenjem naučijo preslikave iz podvzorčene slike v HR sliko. Ko
so šumi, artefakti, kompresije slike drugačni, kot so bili na slikah, ki so se
jih mreže naučile, se njihova učinkovitost poslabša.
1.2 Struktura dela
Magistrsko delo je razdeljeno na pet poglavij. V prvem si ogledamo motivacijo
za delo, cilje naloge in strukturo dela.
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V drugem poglavju pogledamo sorodna dela na temo superresolucije. Najprej
predstavimo pristope, ki so bili razviti na področju superresolucije, predstavimo
superresolucijske postopke, ki temeljijo na konvolucijskih nevtronskih mrežah, na
koncu pa povzamemo še študije, ki se ukvarjajo z razumevanjem superresolucije.
V tretjem poglavju si ogledamo metodologijo uporabljeno v tem delu, naj-
prej predstavimo pet mrež, namenjenih postopku superresolucije, mrežo CNN,
uporabljeno za detekcijo obrazov, in mrežo CNN za računanje značilk za na-
men razpoznavalnika. V poglavju 3.3 sledi pregled podatkovnih zbirk, na katerih
opravimo analizo pristranskosti superresolucijskih mrež, delovanja detektorja in
delovanja razpoznavalnika. Kot zadnje si v tem poglavju pogledamo metrike,
uporabljene za vrednotenje uspešnosti delovanja superresolucijskh modelov.
V četrtem poglavju so predstavljeni eksperimenti in rezultati. Najprej v po-
glavju 4.3 pokažemo analizo pristranskosti na različne lastnosti. Sledi analiza
delovanja detektorja obrazov na slikah v poglavju 4.4, ki vsebujejo predvsem
majhne obraze, ki smo jih zamenjali z obrazi, pridobljenimi s superresolucijsko
mrežo. Kot zadnji eksperiment si v poglavju 4.5 pogledamo delovanje razpozna-
valnika na slikah, ki so halucinirane iz pomanǰsanih HR slik, in na slikah iz realnih
primerov – posnetkov z nadzornih kamer.
V petem poglavju še enkrat povzamemo rezultate eksperimentov, poudarimo
glavne zaključke magistrske naloge in podamo predloge za nadaljnje delo.
2 Sorodna dela
Postopki superresolucije so z razvojem postajali vedno učinkoviteǰsi in trenutno
najnapredneǰsi modeli temeljijo na konvolucijskih nevronskih mrežah. Ker je
takšno učenje preslikav odvisno od karakteristik podatkov, obstoječi modeli niso
nujno enako uspešni na vseh vrstah slik in posledično izkazujejo določeno vrsto
pristranskosti. V tem poglavju najprej predstavimo pristope, ki so bili razviti na
področju superresolucije, nato vpeljemo superresolucijske mreže, končamo pa z
obstoječimi deli, ki se ukvarjajo z razumevanjem delovanja postopkov superreso-
lucije.
2.1 Pristopi k superresoluciji
Skozi leta se je razvilo več pristopov k superresoluciji. V [16] Yang in drugi
algoritme superresolucije razdelijo v naslednje štiri tipe pristopov: 1) prediktivni
modeli, 2) metode, ki temeljijo na robovih, 3) statistične metode in 4) metode,
ki temeljijo na osnovi manǰsih slikovnih področij.
Prediktivni modeli HR sliko generirajo iz LR slike z definirano matematično
formulo, brez učne množice. Primeri takšnih metod so interpolacijske metode,
ki generirajo intenziteto HR slikovnih pik z interpolacijo slikovnih elementov iz
LR slik (npr. bikubična interpolacija [17], bilinearna interpolacija, Lanczos).
Ker so interpolirane intenzitete lokalno podobne sosednjim slikovnim pikam, te
algoritmi generirajo dobre gladke regije, a imajo nezadovoljive rezultate pri velikih
gradientih vzdolž robov in v visokofrekvenčnih regijah. V [18] Irani in Peleg
izbolǰsata postopek z vnaprej določenim modelom podvzorčenja in zemljevidom
razlik, ki izbolǰsa kontrast robov.
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Pri metodah, ki temeljijo na robovih (angl. edge based methods), se algoritmi
naučijo verjetnostne porazdelitev značilk robov za rekonstrukcijo HR slike. V ta
namen je bilo predlaganih več vrst značilk robov. Fattal je v [19] predlagal globino
in širino robov, v [20] pa so Sun in drugi predlagali parametre gradientnega
profila. Zaradi učenja porazdelitev na robovih imajo rekonstruirane HR slike
visokoločljive robove in omejene artefakte, a so značilke robov manj učinkovite
za modeliranje ostalih visokofrekvenčnih struktur, kot so teksture.
Pri statističnih metodah (angl. statistical methods) se različne lastnosti slike
uporabijo kot verjetnostne porazdelitve za predvidevanje HR slik iz LR slik. Za
zmanǰsanje časovne zahtevnosti Kim in Kwon v [21] uporabita lastnost redko-
sti velikih gradientov, v [22] Xiong in drugi to uporabijo za regulacijo vhodnih
LR slik. Regularizacijo popolne variacije (angl. total variation regularization)
uporabita Aly in Bubois v [23].
Za metode, ki temeljijo na osnovi manǰsih slikovnih področij (angl. patch
based methods), se za pare LR in HR slik za učenje izreže manǰsa področja za
učenje funkcij preslikave. Vzorčna področja se lahko ustvarijo iz zunanjih zbirk
podatkov, kot so to v [24] naredili Freeman in drugi ter v [25] Chang in drugi, iz
vhodne slike, kot so to v [26] uporabili Glasner in drugi, oz. iz obeh virov, kot
Yang in drugi v [27]. Predlagane so bile različne metode učenja funkcij preslikave,
med drugim so Chang in drugi v [25] predlagali uteženo povprečje, Kim in Kwon
v [21] jedrno regresijo (angl. kernel regression), Ni in Truong v [28] regresijo
podpornih vektorjev, He in Siu sta v [29] uporabila regresijo Gaussovega procesa
(angl. Gaussian process), Yang in drugi so v [30] uporabili redko predstavitev
slovarja (angl. sparse dictionary representation).
2.2 Mreže za superresolucijo
Za razliko od klasičnih pristopov, ko so funkcije izbrane ročno glede na strokovno
domensko znanje, je namen algoritmov globokega učenja samostojno učenje pre-
slikave med vhodom in izhodom neposredno iz podatkov. Takšni algoritmi so
doživeli razcvet s povečanjem računalnǐske moči in razvojem naprednih algorit-
mov [31].
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Dong in drugi v [32, 33] predstavijo superresolucijsko nevronsko mrežo (angl.
Super-Resolution Convolutional Neural Network – SRCNN), kjer tudi dokazujejo,
da se lahko tradicionalne metode superresolucije, ki temeljijo na redkem kodira-
nju (angl. sparse-coding-based superresolution methods), obravnava kot CNN.
SRCNN sestavljajo trije deli: del, ki je namenjen izrezovanju podoken slike in
predstavitvi podoken (angl. patch extraction and representation), del, ki je na-
menjen nelinerani preslikavi, in del, ki rekonstruira HR sliko. Izgubna funkcija
za učenje modela je srednja kvadratna napaka (angl. Mean Square Error – MSE)
med HR okni in HR rekonstrukcijami na izhodu modela. V [34] Dong in drugi
objavijo izbolǰsano mrežo, imenovano hitra superresolucijska nevronska mreža
(angl. Fast Super-Resolution Convolutional Neural Network – FSRCNN), kjer
uporabijo na koncu mreže dekonvolucijsko plast, preslikave se uči neposredno od
prvotne LR slike (brez inteprolacije) do HR slike. Nova mreža doseže večje hitro-
sti in bolǰso kakovost. V [35] Shi in drugi z učinkovito konvolucijsko nevronsko
mrežo podslikovnih pik (angl. Efficient Sub-Pixel Convolutional Neural Network
– ESPCN) uvedejo konvolucijsko plast podslikovnih pik (angl. sub-pixel convo-
lutional layer), ki se nauči niza filtrov za nadvzorčenje končnega LR zemljevida
značilk za HR izhod. S tem nadomestijo ročno izdelani bikubični filter in hkrati
zmanǰsajo računsko zapletenost celotnega modela.
He in drugi v [36] predstavijo residualno mrežo (angl. ResNet), ki vsebuje
delno residualno učenje in rešuje problem globokih mrež, ki jih je težko učiti.
Temu principu sledijo tudi Kim in drugi v [14] z zelo globoko konvolucijsko mrežo
za superresolucijo (Super-Resolution Using Very Deep Convolutional Networks –
VDSR). LR sliko vzamejo kot vhod v mrežo, ki po interpolaciji postane ciljne
velikosti (angl. Interpolated LR – ILR) in predstavlja vhod v mrežo. Na koncu
dodajo ILR-ju residual, ki je naučen z mrežo, in dobijo končni izhod.
Tai in drugi predstavijo zelo globoko rekurzivno residualno mrežo (angl. Deep
Recursive Residual Network – DRRN) v [37], kjer uporabijo tako lokalni kot glo-
balni residual ter rekurzivno učenje za nadzor parametrov modela ob povečevanju
globine. Še vedno pa ostaja problem velikih faktorjev nadvzorčenja (npr. 8×),
za reševanje katerega so v [38] Lai in drugi uporabili superresolucijsko mrežo
z Laplaceovo piramido (angl. Laplacian Pyramid Super-Resolution Network –
LapSRN) za postopno rekonstrukcijo podpasovnih (angl. sub-band) residualov
HR slik. Na vsaki ravni piramide model vzame za vhod zemljevid značilk grobe
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ločljivosti (angl. coarse-resolution), napove visokofrekvenčne residuale in uporabi
transponirane konvolucije za nadvzorčenje za natančneǰse ravni. Vsaka raven
dvakrat poveča velikost slike in pridobi rezultat z dodanim residualom.
Ledig in drugi so v [39] uporabili generativno nasprotnǐsko mrežo za superre-
solucijo (angl. Generative Adversarial Network for Super-Resolution – SRGAN).
SRGAN za učenje modela uporablja zaznavno izgubno funkcijo (angl. perceptual
loss function) in je sposoben ustvarjanja naravnih slik visoke ločljivosti.
2.3 Razumevanje superresolucije
Več raziskav se je v preteklosti ukvarjalo tudi z razumevanjem obstoječih modelov
za superresolucijo. Kot navajajo Yang in ostali v [31], še vedno ostajajo izzivi
na področju superresolucije. Kljub visoki natančnosti najnapredneǰsih superre-
solucijskih modelov je te težko uporabljati v resničnih scenarijih, kar je posledica
velikega števila parametrov in računske zahtevnosti takšnih modelov. Stremi se
torej k oblikovanju lahkih globokih modelov ali zmanǰsevanju obstoječih z manj
parametri in izračuni. Za superresolucijske modele je še vedno velika težava ne-
znana popačitev slike. Grm in drugi v [40] med drugim preučujejo neusklajenost
med načinom podvzorčenja na LR-HR parih učenja in LR slikah, uporabljenih
za testiranje, ter testirajo uspešnost prepoznavanja obrazov s haluciniranimi sli-
kami. Potrebno se je zavedati, da se globoko učenje obravnava kot črno skrinjico.
Članki se osredotočajo predvsem na to, ali nek model deluje, ne pa na to, zakaj
in kako nek model deluje. Manjkajo teoretične raziskave na tem področju. V tem
delu prispevamo k bolǰsemu razumevanju superresolucijskih modelov z analizo
pristranskosti.
3 Metodologija
V tem poglavju predstavimo metodologijo, uporabljeno v magistrskem delu. Naj-
prej pogledamo uporabljene superresolucijske modele in modele za detekcijo in
razpoznavanje obrazov, nato podatkovne zbirke in na koncu metrike, ki so upo-
rabljene za merjenje uspešnosti superresolucijskih mrež.
3.1 Uporabljeni superresolucijski modeli
V tem razdelku pregledamo superresolucijske modele, ki smo jih uporabili za
izbolǰsanje ločljivosti LR slik. Na podlagi slik z izbolǰsano ločljivostjo je v nada-
ljevanju izvedena analiza pristranskosti, prav tako pa so te slike uporabljene tudi
za analizo delovanja detektorja in razpoznavalnika. Superresolucijski modeli, ki
smo jih uporabili v delu, imajo različne arhitekture in se med seboj razlikujejo
tudi v drugih karakteristikah, ki vplivajo na končne rezultate.
3.1.1 Konvolucijska nevronska mreža z dodanimi atributi
Konvolucijska nevronska mreža z dodanimi atributi (angl. Attribute Augmented
Convolutional Neural Network – AACNN) [11] za pomoč pri halucinaciji obraza
izkorǐsča obrazne atribute. Atributi so lastnosti, ki se pojavljajo na obrazu, npr.
tip obrvi (visok lok, goste obrvi), tip brade (brke, španska brada, brez brade),
spol, tip pričeske (frufru, ravni, valoviti lasje), barva las itd. Bločna shema
AACNN je prikazana na sliki 3.1. AACNN kot vhodne podatke sprejme LR
sliko obraza in ustrezne atribute. Izhodna slika (H) je povečana (angl. upscaled)





































Slika 3.1: Shema mreže AACNN.
slike. Mreža je sestavljena iz treh delov: generatorske mreže, mreže za luščenja
značilk in diskriminatorne mreže. Generativna mreža je uporabljena za učenje
preslikav iz LR slike v HR sliko. Mreža za luščenje značilk je uporabljena za
luščenje značilk, zlivanje dveh različnih domen značilk (LR slik in atributov) in
vodenje generatorja v smeri ciljne HR slike, da se nauči značilk slike in atributov.
Diskriminator je odgovoren za razlikovanje dejanskega (HR) od haluciniranega
(H) vhodnega obraza in se uporablja zgolj med učenjem. Vhodni podatki dis-
kriminatorja so generirane in referenčne slike, izhod pa verjetnost, da je vhodna
slika realistična.
3.1.2 Globoki model za superresolucijo s kaskadno arhitekturo in z
uporabo informacije o identiteti
Haluciniranje obraza z uporabo kaskadne arhitekture globokega modela za super-
resolucijo in z uporabo informacije o identiteti (angl. Cascaded Super Resolution
with Identity Priors – C-SRIP) je predstavljeno v [10] in je sestavljeno iz dveh
delov: kaskadne superresolucijske mreže, ki poveča LR slike obrazov, in sku-
pine modelov za razpoznavanja obrazov, ki služijo kot vir informacij o identiteti
oseb na slikah (angl. identity priors) za superresolucijsko mrežo med učenjem.
Celotna shema mreže je prikazana na sliki 3.2. C-SRIP za povečavo uporablja




























Slika 3.2: Shema mreže C-SRIP.
kaskado več superresolucijskih modelov, ki LR slike postopoma povečujejo s ko-
rakom 2×. To omogoča uporabo nadzornih signalov (angl. supervision signals)
pri različnih ločljivostih in vključevanje omejitev ujemanja na več skalah (angl.
multiple-scales). Modeli za razpoznavanje obrazov so naučeni, da se odzivajo le
na halucinirane visokofrekvenčne dele superresolucijskih slik in zagotavljajo, da
so dodane obrazne podrobnosti čim bolj podobne resničnim. Za verodostojnost
podatkov je uporabljena izguba na več skalah (angl. multi-scale loss), ki izhaja
iz indeksa strukturne podobnosti SSIM. Mreža, 52-plastni CNN, lahko halucinira
neporavnane 24 × 24 slikovnih pik velike LR slike in jih poveča za faktor 8 (H
je halucinirana slika). Superresolucijska mreža je popolnoma konvolucijska (angl.
fully-convolutional).
3.1.3 Konvolucijska mreža z zaznavnimi izgubami za prenos stila in
superresolucijo v realnem času
Uporabljena konvolucijska nevronska mreža z zaznavnimi izgubami za prenos stila
in superresolucijo v realnem času (angl. Perceptual Losses for Real-Time Style
Transfer and Super-Resolutition – lfeat) [12] sloni na dveh konceptih: učenju
usmerjene (angl. feed-forward) nevronske mreže z uporabo izgube na slikovnih
pikah (angl. per-pixel loss) med izhodnimi in referenčnimi slikami ter definiranju
in optimiziranju funkcije zaznavne izgube, ki temelji na visokonivojskih značilkah,
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Slika 3.3: Shema mreže lfeat.
bljena je funkcija zaznavne izgube za učenje usmerjene mreže za transformacijo
slike. Za superresolucijo s faktorjem nadvzorčenja (angl. upsampling) f je iz-
hodna HR slika (H) oblike 3 × 288 × 288, vhodna LR slika pa 3 × 288/f ×
288/f . Za nadvzorčenje je uporabljenih več residualnih blokov (angl. residual
blocks). Za učenje modela je uporabljeno minimiziranje izgube rekonstrukcije
značilk (angl. feature reconstruction loss). V poprocesni fazi je izvedeno še uje-
manje histograma med izhodom mreže in LR vhodno sliko. Ker je mreža za
transformacijo slik popolnoma konvolucijska, lahko v fazi testiranja uporabimo
slike katere koli ločljivosti. Mreža je namenjena splošni uporabi in ni namenjena
le superresoluciji obrazov.
3.1.4 Diskriminatorna generativna mreža za superresolucijo
Diskriminatorna generativna mreža za superresolucijo (angl. Ultra-Resolution
Discriminative Generative Networks – UR-DGN) [13] slike obrazov nizke reso-
lucije, 16 × 16 slikovnih pik, poveča za 8-krat. Zasnova je idejno podobna ge-
nerativno nasprotnǐski mreži (angl. Generative Adversarial Network – GAN),
ki je sestavljena iz dveh topologij: generativne mreže in diskriminatorne mreže.
Generativna mreža se nauči distribucije učnih vzorcev in generira nov vzorec, ki
je podoben učnim vzorcem. Diskriminatorna mreža oceni verjetnost, da vzorec
prihaja iz učne množice in ne iz generativne mreže. Shema mreže je prikazana na
sliki 3.4. LR slika je vhod v diskriminatorno generativno mrežo, ki generira HR
sliko (H). Za uveljavitev podobnosti med generirano HR in referenčno HR sliko
je vsiljena slikovna l2 regularizacija za razlike med referenčno in generirano sliko.
Med učenjem diskriminatorna mreža posreduje povratno informacijo generativno
mreži za razlikovanje, ali je slika, ki jo obravnava, klasificirana kot resnična (ostra)
















Slika 3.4: Shema mreže UR-DGN.
ali generirana (gladka). V testni fazi je uporabljen le generativni del mreže, ki je
na sliki 3.4 označen črtkano. Zaradi usmerjene topologije mreža ne potrebuje po-
ravnanih slik obraza in nima omejitev glede poze, osvetlitve ali izraza obraza, je
robustna na translacije, a občutljiva na rotacije. Zahteva le frontalne in približno
bližnje lokacije oči v učnih slikah.
3.1.5 Zelo globoka konvolucijska mreža za natančno superresolucijo
Zelo globoki CNN za natančno superresolucijo (angl. Accurate Image Super-
Resolution Using Very Deep Convolutional Networks – VDSR) [14] je zelo globok
v smislu, da vsebuje dolgo zaporedje konvolucijskih plasti. Ima d plasti, ki so,
razen prve in zadnje, enakega tip: 64 filtrov velikosti 3 × 3 × 64, kjer filter
deluje na 3 × 3 prostorskih regijah na 64 kanalih (zemljevidih značilk), shema je
prikazana na sliki 3.5. Prva plast deluje na vhodni sliki, zadnja plast, uporabljena
za rekonstrukcijo slike, je sestavljena iz filtra velikosti 3 × 3 × 64. Ker se pri zelo
globokih nevronskih mrežah ob vsaki konvolucijski operaciji velikost zemljevida












Slika 3.5: Shema mreže VDSR.
z velikostjo dovzetnega polja (angl. receptive field) n× n izhodna slika velikosti
1 × 1), zapolnijo okolico slike z ničlami (angl. pad zeros) pred konvolucijami.
Izguba pri učenju se računa z evklidsko razdaljo med rekonstruirano sliko (vsota
vhoda in izhoda iz mreže – H) in referenčno sliko. Mreža je namenjena splošni
uporabi in ne le superresoluciji obrazov.
3.2 Modeli za detekcijo in razpoznavanje obrazov
V tem poglavju pogledamo modela za detekcijo in razpoznavanje obrazov. Pr-
vega uporabimo za detekcijo malih obrazov na slikah, drugega pa za pridobivanje
značilk iz slik, ki so uporabljene za razpoznavanje obrazov.
3.2.1 Model za detekcijo obrazov
Mreža You Only Look Once – YOLO [41] je namenjena detekciji objektov na






Slika 3.6: Shema mreže YOLO.
YOLO sprejme sliko in na njej zazna različne razrede, za katere je naučena, ter
jih vrne skupaj z lokacijo (x, y, vǐsina (v), širina (š)) in mero zaupanja v detekcijo.
Naša mreža je naučena le za razred obrazov. Primer detektiranih obrazov je na
sliki 3.7.
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Slika 3.7: Primer detektiranih obrazov z detektorjem YOLO na sliki iz zbirke
WIDER Face z lokacijami in vrednostmi.
3.2.2 Model za razpoznavanje obrazov
VGG-Very-Deep-16 CNN je opisan v [42] in ga uporabimo za računanje značilk
pri razpoznavanju obrazov, shema je prikazana na sliki 3.8. Mreža, uporabljena za
računanje značilk, ne vsebuje plasti linearnega napovedovanja (angl. linear class
predictor) in ≫softmax≪ plasti ter tako na izhodu da vektor dolžine 4.096. Pri
razpoznavanju obrazov značilke testnih slik primerjamo z značilkami referenčnih
slik in na podlagi primerjave sklepamo o identitete oseb na slikah. Primerjavo
izvedemo s kosinusno razdaljo. Kosinusna podobnost je podana v enačbi (3.1),













kjer je x · y = ∑︁n1 xiyi = x1y1 + x2y2 + · · · + xnyn skalarni produkt vektorjev.
Podobnost dveh vektorjev merimo s kotom med vektorjema in je proporcionalna
kosinusu kota. Večji je kot med vektorjema, manǰsa je podobnost vektorjev, bolj
sta si sliki različni in obratno. Normaliziran kot med vektorjema je metrika raz-
dalje in se izračuna iz vrednosti kosinusne podobnosti podane zgoraj. Kosinusno












uporabimo za primerjavo slik. Primeri primerjave slik istih in različnih oseb ter
vrednosti kosinusne razdalje so prikazani na sliki 3.9.
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HR VGG-16	CNN značilke
Slika 3.8: Shema pridobivanja značilk iz slik za analizo delovanja razpoznavalnika.
Slika 3.9: Primeri primerjave slik istih in različnih osebe iz zbirke LFW ter vre-
dnosti kosinusne razdalje.
3.3 Podatkovne zbirke
V delu uporabimo štiri podatkovne zbirke, od katerih vsaka vsebuje slike z eno
ali več lastnosti, ki jih želimo analizirali. Ena zbirka je uporabljena za detekcijo
obrazov in ena za razpoznavanje obrazov. Uporabljene podatkovne zbirke so
predstavljene v nadaljevanju.
3.3.1 CelebFaces Attributes
Zbirko CelebFaces Attributes – CelebA [43] sestavlja 202.599 slik znanih oseb,
pri čemer ima vsaka 40 pripisanih atributov. Zbirka je izbrana zaradi velikega
števila različnih atributov (barva las, tip obraza, tip ust, rasa, spol ...), ki jih lahko
primerjamo pri analizi. Osebe na slikah zavzemajo različne pozicije in različne
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vrste ozadja (angl. clutter). V celotni zbirki je 10.177 različnih identitet, vsaka
slika ima podanih pet točk obraza (angl. landmark locations). Na sliki 3.10 so
prikazani primeri slik iz te zbirke.
Slika 3.10: Primeri slik iz zbirke CelebA.
3.3.2 Disguised Faces in the Wild
Zbirko Disguised Faces in the Wild [44, 45] sestavlja 11.157 slik oseb, ki pred-
stavljajo 1.000 različnih identitet. Zbirka je izbrana zaradi zakrinkanih, prekritih
slik, ki jih želimo analizirati in primerjati z nezakritimi. Vsaka identiteta lahko
vsebuje normalno, validacijsko, zakrinkano in imitatorsko sliko, mi uporabimo
le prve tri razrede. Zakrinkane slike so slike, kjer osebe nosijo očala, pokrivalo,
imajo frufru, brado, porisan obraz ipd. Podan je tudi dokument z lokacijami
obrazov na slikah. Na sliki 3.11 so prikazani primeri slik iz te zbirke.
3.3.3 Surveillance Cameras Face
Zbirka Surveillance Cameras Face – SCface [46], ki jo je ustvarila Univerza v
Zagrebu, Fakulteta ze elektrotehniko in računalnǐstvo, vsebuje 4.160 statičnih slik
obrazov 130 oseb. Zbirka je izbrana zaradi slik z različnimi rotacijami obraza za
analizo, kako rotacija vpliva na učinkovitost SR mrež, ter slik z nadzornih kamer
za analizo delovanja razpoznavalnika na realnih primerih. Uporabljene so kamere
različnih kakovosti in ločljivosti, slike so zajete z nenadzorovano osvetlitvijo in z
različnih razdalj (4,20 m, 2,60 m, 1,00 m). Nadzorni posnetki so zajeti s kamero, ki
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Slika 3.11: Primeri slik iz zbirke Disguised Faces in the Wild. V vsaki vrsti je
najprej normalna slika, sledi validacijska, nato še zamaskirane.
je postavljena nekoliko vǐsje, kot je značilno za komercialne nadzorne posnetke, ti
so prikazani na sliki 3.12. Drugi del zbirke vsebuje 9 različnih poz obraza, zajetih
z nadzorovano osvetlitvijo (standardna osvetlitev v zaprtih prostorih, uporaba
bliskavice, visoka ločljivost slik). Slike so posnete od levega do desnega profila
v enakih korakih po 22,5◦, kot je prikazano na sliki 3.13. V zbirko je vključen
dokument s štirimi točkami obraza (levo oko, desno oko, konica nosu, sredina ust)
za slike z nadzornih kamer ter frontalne slike.
Slika 3.12: Primeri slik iz zbirke SCface, leva je frontalna slika z nadzorovano
osvetlitvijo. Nato si sledijo slike nadzornih kamer od kamere 1 do kamere 5 pri
nenadzorovani osvetlitvi na razdalji 4,20 m.
3.3.4 UTKFace
Zbirko UTKFace [47] sestavlja več kot 20.000 slik obrazov s starostnim razponom
od 0 do 116 let. Zbirka je izbrana zaradi velikega starostnega razpona za analizo
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Slika 3.13: Primeri slik iz zbirke SCface od levega do desnega profila po enakih
korakih 22,5◦.
učinkovitosti mrež pri različnih starostnih skupinah, pa tudi velikega števila ras.
Za vsako sliko so pripisani atributi: starost, spol, rasa. Slike imajo velike razlike
v pozi, izrazu obraza, osvetlitvi, okluziji, ločljivosti ipd. V zbirki je 10.318 slik
moških in 10.313 slik žensk. V tabeli 3.1 je podano število slik v posamezni
starostni skupini, v tabeli 3.2 pa število slik posamezne rase. Pod značko ostale
rase so hispanci, Latinoameričani, rase Bližnjega vzhoda ipd. Primeri slik iz
zbirke UTKFace so prikazani na sliki 3.14.
Tabela 3.1: Število slik v posamezni starostni skupini v zbirki UTKFace.
Starostna skupina [leta] 0–9 10–19 20–29 30–39 40–49 50–59
Število slik 2979 1452 6294 6294 1873 1832
Starostna skupina [leta] 60–69 70–79 80–89 90–99 100+
Število slik 1113 588 412 111 24
Tabela 3.2: Število slik posamezne rase v zbirki UTKFace.
Rasa Belci Črnci Azijci Indijci Ostale rase
Število slik 9162 4194 3313 2313 1645
3.3.5 WIDER Face
Zbirko WIDER Face [15] sestavlja 32.203 slik, na katerih je označenih 393.703
obrazov z veliko raznolikostjo v merilu, pozi in okluziji. Zbirka je izbrana, ker
vsebuje več oseb na posamezni sliki in velik razpon velikostnih razredov obrazov
na slikah ter je uporabljena za analizo delovanja detektorja. Zbirka je organizirana
na 61 razredov dogodkov. Iz vsakega dogodka je izbranih 40 %/10 %/50 % slik
kot učna, validacijska in testna množica. Za tesno zbirko ni dostopnih podatkov
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Slika 3.14: Primeri slik iz zbirke UTKFace, kjer je v vsakem stolpcu predstavljena
ena rasa – v prvem stolpcu so belci, drugem črnci, tretjem Azijci, predzadnjem
Indijci in v zadnjem ostale rase. V zgornji vrstici so osebe ženskega, v spodnji
pa moškega spola. Osebam od levo zgoraj do desno spodaj po vrsticah narašča
starost.
o koordinatah nahajanja obrazov na slikah (angl. bounding box ground truth).
Primeri slik iz zbirke so na sliki 3.15.
3.3.6 Labeled Faces in the Wild
Zbirka Labeled Faces in the Wild – LFW [48] vsebuje 13.233 slik obrazov 5.749
oseb, zbranih s spleta. Zbirka se pogosto uporablja za testiranje razpoznavalnikov
obraza in je zato tudi izbrana. Vsak obraz je označen z imenom osebe, ki je na
sliki. 1.680 od predstavljenih oseb ima v zbirki dve ali več različnih fotografij.
Primeri slik iz zbirke so na sliki 3.16.
3.3.7 Primerjava uporabljenih zbirk
Uporabljene so različne zbirke, saj ima vsaka izmed njih vsaj eno od lastnosti,
ki jih želimo analizirati, v tabeli 3.3 je podan pregled uporabljenih podatkovnih
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Slika 3.15: Primeri slik iz zbirke WIDER Face.
baz. CelebA je največja zbirka, ki vsebuje veliko število atributov in ima že po-
ravnane slike. Ta zbirka je tudi edina, ki je lahko uporabljena na mreži AACNN,
saj ima listo vseh zahtevanih atributov. Zbirko UTKFace uporabimo tako za
analizo vpliva starosti na učinkovitost mrež, saj vsebuje starosti od 0 do 116 let,
kot za analizo vpliva rase, saj vsebuje štiri velike razrede ras in še manǰsega,
v katerem se nahajajo ostale rase. Zbirka Disguised Faces in the Wild vsebuje
manǰse število slik, a poleg neprikritih vsebuje tudi veliko prekritih obrazov, s
katerimi lahko analiziramo vpliv prikritosti na učinkovitost mrež. Zbirka SCface
je sicer med manǰsimi, a vsebuje slike devetih poz obraza z rotacijami, s katerimi
lahko analiziramo vpliv rotacije na učinkovitost mrež. Poleg teh vsebuje tudi
slike nadzornih kamer, ki omogočajo analiziranje delovanja razpoznavalnika na
primerih, ko so slike povečane s superresolucijskimi modeli in predstavljajo bolj
realne probleme. Pogosteje pa se za nalogo ugotavljanja delovanja razpoznaval-
nika uporablja zbirka LFW, ki jo uporabimo tudi mi. Ta zbirka ima zagotovljeno
listo za razdelitev za testiranje. Zbirka WIDER Face ima slike z več osebami na
eni sliki, pri čemer so obrazi na slikah različnih velikosti, najmanǰse uporabimo
za analiziranje delovanja detektorja obrazov.
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Slika 3.16: Primeri slik iz zbirke LFW, kjer sta v zgornji vrstici predstavljena
dva ujemajoča se para iz testnega dela zbirke, v spodnji pa dva neujemajoča se
para iz testnega dela zbirke.








CelebA 202.599 20.000 veliko število atributov
Disguised Faces
in the Wild
11.157 4.050 prekriti in neprikriti obrazi
SCface 4.160 1.170 nadzorovani pogoji, 9 poz obraza z
rotacijami
780 posnetki z varnostnih kamer in HR
frontalni posnetki
UTKFace 23.708 20.633 velik starostni razpon, veliko število
ras
WIDER Face 32.203 1.530 več oseb na eni sliki, različni veliko-
stni razredi




Za vrednotenje kakovosti izhodnih slik iz superresolucijskih modelov smo v ana-
lizi posegli tako po referenčnih, uporabljenih v [40, 10, 31, 49, 16, 33], kot tudi
nereferenčnih metrikah, uporabljenih v [50, 51, 52]. Pri referenčnih metrikah pri-
merjamo dve sliki, kjer prva predstavlja generirano HR sliko in druga referenčno
HR sliko. Pri nereferenčnih pa izračunamo vrednost le iz generirane HR slike.
3.4.1 Referenčni metriki PSNR in SSIM
Referenčne metrike se uporabljajo za merjenje podobnosti med dvema slikama.
Pri superresoluciji želimo izhod iz mreže, ki je čim bolj podoben referenčni HR
sliki. Tej sliki zmanǰsamo ločljivost in jo kot LR sliko uporabimo za vhod v mrežo,
na izhodu pa dobimo halucinirano sliko. Želimo torej čim večjo podobnost HR
in halucinirane slike. Podobnost merimo z referenčnimi metrikami.
Uporabljeni referenčni metriki sta PSNR (angl. Peak-Signal-to-Noise Ratio)
in SSIM (angl. Structural Similarity Index Measure). Če imamo referenčno sliko
y in testno sliko ŷ, obe velikosti M × N, je PSNR med slikama y in ŷ, definiran
kot je podano v enačbi (3.3).
PSNR(y, ŷ) = 10log10(255
2/MSE(y, ŷ))[dB], (3.3)








(yij − ŷij)2. (3.4)
PSNR upošteva le napake med individualnimi slikovnimi pikami in transformira
mero kvadratne napake v logaritemski prostor. Ko se vrednost PSNR-ja približuje
neskončnosti, se MSE približuje vrednosti 0. Vǐsja vrednost PSNR-ja pomeni
večjo podobnost z referenčno sliko. Na drugi strani skale nižja vrednost PSNR-ja
pomeni visoko številsko razliko med slikama.
SSIM je metrika kakovosti, ki meri podobnost med slikama in je v korelaciji
s percepcijo kakovosti slike človeškega vizualnega sistema. SSIM se odziva na
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vsakršno izkrivljanja slike (angl. image distortion) in se računa na podlagi treh
faktorjev: izgube korelacije (angl. loss of correlation), popačenosti svetilnosti
(angl. luminance distortion) in kontrastnega popačenja (angl. contrast distor-
tion). Za mero kakovosti slike je v uporabi srednja vrednost SSIM indeksa, ki







kjer sta yj in ŷj vsebini slike j-tega lokalnega okna, M pa število lokalnih oken
na sliki. s(y, ŷ) je podan z enačbo (3.6) in je lokalna funkcija, ki meri strukturno
podobnost med M deli slike yj in ŷj,
s(yj, ŷj) =









pri čemer sta c1 = (0, 01× 255)2 = 6, 5025 in c2 = (0, 03× 255)2 = 58, 5225, kot
so ju določili avtorji v [53]. Ta izraz je izpeljan iz naslednjih funkcij, ki definirajo
indeks SSIM, pri čemer velja c3 = c2.
l(yj, yĵ) je funkcija primerjave svetlosti (angl. luminance comparison) dela
slike, enačba (3.7). Meri bližino srednje vrednosti (µyj in µŷj) svetilnosti dveh








c(yj, ŷj) je funkcija primerjave kontrasta (angl. contrast comparison), enačba
(3.8). Meri bližino kontrasta dveh delov slik, kontrast je merjen s standardnima








s(yj, ŷj) je funkcija primerjave strukture (angl. structure comparison), enačba
(3.9). Meri korelacijski koeficient med dvema deloma slik yj in ŷj. σyj ŷj je kova-
rianca med yj in ŷj,
s(yj, ŷj) =
σyj ŷj + c3
σyjσŷj + c3
. (3.9)
Pozitivne vrednosti SSIM-a so med 0 (med slikama ne obstaja nobene korelacije)
in 1 (ko velja yj=ŷj) [54].
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3.4.2 Nereferenčni metriki BRISQUE in NIQE
Nereferenčne metrike oceno kakovosti izračunajo brez poznavanja referenčne slike.
Kar pomeni, da lahko na sliki zaznavamo artefakte brez poznavanja referenčne
slike.
Uporabljeni nereferenčni metriki sta BRISQUE (angl. Blind/Referenceless
Image Spatial Quality Evaluator) [55] in NIQE (angl. Natural Image Quality
Evaluator) [56]. BRISQUE uporablja statistiko scen lokalno normaliziranih koe-
ficientov svetilnosti za ovrednotenje morebitnih izgub naravnosti na sliki zaradi
prisotnih popačenj. BRISQUE uporablja okvir modela naravnosti scenske stati-
stike (angl. Natural Scene Statistic – NSS) lokalno normaliziranih koeficientov in
kvantitativno opredeli naravnost z uporabo parametrov modela. Bolǰso percep-
cijsko kakovost ima slika, nižja je ocena BRISQUE. Ocene se gibljejo od 0 do 100.
Metrika BRISQUE spada med t. i. mnenjsko ozaveščene modele (angl. opinion-
aware), saj je naučena na zbirki podatkov glede na človeške ocene popačenih slik
in ima zato subjektivne ocene. Medtem ko NIQE uporablja funkcije NSS samo
iz zbirke naravnih podob, je BRISQUE naučen na značilkah tako iz naravnih
kot izkrivljenih slik, upošteva pa tudi človeško oceno kakovosti slik. Zato je me-
trika BRISQUE omejena na vrste popačenj, za katera je bila naučena (artefakti
stiskanja (angl. compression artifacts), zamegljenost, šum ...).
NIQE je osnovan na zbirki statističnih značilnostih, ki temeljijo na modelu
prostorske domene naravnosti scenske statistike. Kakovost slike je izražena
kot razdalja med NSS temelječimi značilkami, izračunanimi s podane slike, in
značilkami, pridobljenimi iz slikovne baze, na kateri je naučen model. Značilke so
modelirane kot večvariantne Gaussove porazdelitve (angl. multivariate Gaussian
distributions). Nižja vrednost NIQE pomeni bolǰso zaznavno kakovost slike glede
na vhodni model.
3.5 Krivulja ROC
Za evalvacijo pri eksperimentih razpoznavanja je uporabljena krivulja ROC (angl.
Receiver Operating Characteristic), kot v [42], ki je pogosto uporabljena za vizu-
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alizacijo uspešnosti razvrščevalnikov.
Krivulja ROC se uporablja za evalvacijo uspešnosti razvrščanja pri binar-
nih oz. dvo-razrednih problemih in prikazuje delovanje razvrščevalnika pri vseh
pragovih razvrščevalnika. Na osi x se navadno nahaja delež napačno razvrščenih
pozitivnih vzorcev (angl. False Positive Rate – FPR), npr. obe sliki predstavljata





Na osi y pa se nahaja delež pravilno razvrščenih pozitivnih vzorcev (angl. True
Positive Rate – TPR), npr. obe sliki predstavljata isto osebo in sta razpoznani
kot ista oseba, enačba (3.11),




V enačbah (3.10) in (3.11) predstavlja FP (angl. False Positive) napačne pozitivne
vzorce, TN (angl. True Negative) predstavlja pravilne negativne vzorce, TP
(angl. True Positive) predstavlja pravilne pozitivne vzorce in FN (angl. False
Negative) napačne negativne vzorce. Zgornji levi kot grafa predstavlja idealno
točko razpoznavalnika, delež napačno razvrščenih pozitivnih vzorcev bi bil 0,
delež pravilno razvrščenih pozitivnih vzorcev pa 1.
EER (angl. Equal Error Rate) je točka na grafu, kjer sta deleža napačno
pozitivnih in napačno negativnih vzorcev enaka [57].
3.6 Povprečna natančnost
Za merjenje uspešnosti detekcije obrazov je uporabljena povprečna natančnost
(angl. Average Precision – AP), kot v [58, 15].
Natančnost (angl. precision) izmeri, kako natančna so predvidevanja, npr.
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Priklic (angl. recall) izmeri, kako dobro detektiramo vse pozitivne objekte, in je
enak TPR, enačba (3.11).
Razmerje preseka z unijo (angl. Intersection over Union – IoU) meri prekri-
vanje dveh območij. Uporablja se za merjenje, koliko predvidevanega območja





Nastavimo lahko prag IoU in razvrstimo, ali je detekcija pravilno pozitivna (če
je IoU vǐsji od praga) ali napačno pozitivna.
Za AP detekcije razvrstimo glede na vrednost zaupanja v predvidevanje glede
na nastavljen prag IoU. Vrednost priklica se vǐsa, ko se premikamo po razvrstitvi
navzdol – vedno več vseh pozitivnih detekcij je izbranih. Vrednost natančnosti
pa se dviga in spušča, glede na to, kolikšen delež izbranih detekcij je pozitiven.
Pred računanjem AP se graf zgladi z 11-točkovno interpolacijo (angl. 11 point







pinterpolirana(r) = max˜︁r≥r p(˜︁r), (3.15)
ali interpolacijo v vsaki točki (angl. every point interpolation). Pri 11-točkovni
interpolaciji povprečne natančnosti povprečimo natančnosti pri 11 vrednostih pri-
klica (0, 0,1 ... 1). Za interpolirane vrednosti natančnosti so vzete maksimalne
vrednosti natančnosti, katerih vrednost priklica je večja od trenutne vrednosti
priklica. Ta metoda daje preveč grobe ocene, da bi lahko razlikovala med meto-
dami z nizkimi vrednostmi AP. Po letu 2008 [58] so zato za merjenje AP prevzeli
drugačno izračunavanje, ki vzorči krivuljo pri vseh edinstvenih (angl. unique)
vrednostih priklica (r1, r2 ...), kadar maksimalna vrednost natančnosti pade. S
to spremembo merimo natančno površino pod krivuljo natančnosti in priklica.
Namesto da bi vzorčili 11 točk, vzamemo vzorce p(ri) vsakič, ko se natančnost
zniža, in izračunamo AP kot vsoto pravokotnikov, enačbi (3.16) in (3.17),
AP =
∑︂
(rn+1 − rn)pinterpolirana(rn+1), (3.16)
pinterpolirana(rn+1) = max˜︁r≥rn+1 p(˜︁r). (3.17)
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4 Eksperimenti in rezultati
V tem razdelku predstavimo rezultate analize pristranskosti, delovanja detektorja
in delovanja razpoznavalnika. Najprej z analizo pristranskosti razǐsčemo različne
lastnosti, ki so lahko prisotne na slikah obrazov, in kako vplivajo na učinkovitost
različnih superresolucijskih modelov. Sledi pregled delovanja detektorja obrazov
na slikah, ki vsebujejo predvsem majhne obraze, ki so zamenjani z obrazi, prido-
bljenimi z mrežo C-SRIP. Sledi analiza delovanja razpoznavalnika na slikah, ki so
halucinirane iz pomanǰsanih HR slik, in na slikah iz realnih primerov – posnetkov
z nadzornih kamer.
4.1 Implementacija
Mreže C-SRIP, lfeat, UR-DGN in VDSR so naučene na zbirki CASIA WebFace
[59]. Uporabljene so implementacije mrež z naučenim modelom1. Vse mrežo so
implementirane v programskem jeziku Python in s programskim paketom Keras
[60]. Mreža AACNN2 je naučena na polovici (100.000) poravnane (angl. aligned)
učne množice zbirke CelebA, ki ima zahtevano listo atributov, kot v [11]. Porav-
nava je izvedena s transformacijo podobnosti (angl. similarity transformation)
glede na lokacijo oči. Uporabljenih je 38 od 40 atributov, saj preostala dva nista
vidna na sliki po obrezu. Mreža je učena tri epohe, za kar potrebuje približno
tri dni. Spremenjena sta parametra modela, izhodna velikost slike (192 × 192
slikovnih pik), da so izhodne slike primerljive s slikami iz ostalih mrež, ter para-
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RAM-a na računalniku. Zaradi posebnih zahtev (liste atributov) je ta mreža upo-
rabljena le, ko testiramo na zbirki CelebA. Za učenje in testiranje mreže AACNN
je uporabljen procesor Intel® Core i7-6700HQ, CPU s 16 GB RAM pomnilnika.
Za ostala testiranja je uporabljen procesor Intel® Core M, CPU z 8 GB RAM
pomnilnika. Mreža C-SRIP potrebuje okoli 3,5 s/sliko, lfeat 0,9 s/sliko, UR-DGN
0,8 s/sliko, VDSR pa 1,2 s/sliko.
Za izračun metrik je uporabljeno programsko orodje MATLAB® [61], ki ima
implementirane funkcije za izračun metrik PSNR, SSIM in BRISQUE, za metriko
NIQE je uporabljena skripta avtorjev postopka [56].
Za detektor YOLO je uporabljena implementacija3 z modelom, naučenim na
zbirki WIDER Face, evalvacija pa je podana z izračunom povprečne natančnosti
s kodo, pripadajočo članku o pregledu metrik učinkovitosti za algoritme detekcije
objektov [62].
Pri analizi razpoznavalnika je za računanje VGG-Face CNN značilk s slik
uporabljena CNN implementacija4 z VGG-Very-Deep-16 CNN arhitekturo. Poleg
≫softmax≪ plasti sta odstranjeni še dve plasti, da dobimo 4096 značilk.
4.2 Uspešnost modelov
Najprej poglejmo, kakšne rezultate metrik lahko pričakujemo od različnih su-
perresolucijskih mrež, kar nam predstavlja referenčne vrednosti, s katerimi lažje
ovrednotimo prihodnje eksperimente. Na sliki 4.1 je primerjava rezultatov metrik
PSNR, SSIM, BRISQUE in NIQE na superresolucijskih modelih C-SRIP, lfeat,
UR-DGN, VDSR in AACNN na zbirki CelebA. Rezultati so prikazani s škatlo z
brki – mediano, prvim in tretjim kvartilom, najmanǰso in največjo vrednostjo ter
brez osamelcev.
Glede na metriko PSNR daje najbolǰse rezultate mreža AACNN, dobre rezul-
tate pa dajeta tudi mreži C-SRIP in lfeat, njihove mediane znašajo 26,89, 26,47
in 26,51. Mediani VDSR 25,79 in UR-DGN 25,473 sta nekoliko nižji. Mediana
3Dostopno na: https://github.com/sthanhng/yoloface
4Dostopno na: https://www.robots.ox.ac.uk/ vgg/software/vgg face/
4.2 Uspešnost modelov 31
mreže UR-DGN je nižja od prvega kvartila mreže AACNN (25,54), prav tako je
tretji kvartil mreže UR-DGN (26,77) nižji od mediane mreže AACNN. Najmanǰse
vrednosti so večje od 20, medtem kot najmanǰsa vrednost mreže AACNN presega
21. Največje vrednosti za mreže z najbolǰsimi rezultati so vǐsje od 32, medtem
ko za UR-DGN znaša 30,53, za VDSR pa 31,00. Mreža UR-DGN ima najmanǰsi
kvartilni (2,51) in variacijski (10,04) razmik.
Glede na SSIM daje najbolǰse rezultate mreža C-SRIP, katere mediana znaša
0,920 in ima tudi najmanǰsi kvartilni (0,052) in variacijski (0,183) razmik.
Največje vrednosti vseh mrež so vǐsje od 0,994. Največji kvartilni in variacij-
ski razmik ima mreža UR-DGN, ki ima najnižjo vrednost mediane (0,908).
Glede na metriko BRISQUE najbolǰse rezultate daje mreža lfeat z mediano
42,14 in največji kvartilnim (7,32) in variacijskim (29,10) razmikom. Najmanǰsi
kvartilni (3,62) in variacijski (14,45) razmik ima mreža UR-DGN, ki ima najvǐsjo
vrednost mediane (56,33). Glede na metriko BRISQUE mreža lfeat dosega veliko
bolǰse rezultate od drugih mrež, saj so vrednosti prvih kvartilov vseh mrež vǐsji
od tretjega kvartila omenjene mreže.
Tudi glede na metriko NIQE mreža lfeat dosega najnižjo vrednost mediane
(8,21), sledi ji C-SRIP z vrednostjo mediane 8,84. Vrednost tretjega kvartila
mreže lfeat (9,00) je nižji od prvega kvartila mreže UR-DGN (9,29) oz. enak
prvemu kvartilu mreže AACNN. Najmanǰsi kvartilni (0,98) in variacijski (3,92)
razmik ima mreža AACNN. Podobno majhna razmika ima tudi mreža VDSR,
katere kvartilni razmik znaša 0,98, variacijski pa 3,92. Najvǐsjo mediano ima
mreža UR-DGN (9,80). Največji kvartilni (1,74) in variacijski (6,71) razmik ima
mreža C-SRIP.
Na sliki 4.2 je prikazana kvalitativna primerjava s HR slikami in haluciniranimi
slikami iz mrež ter vrednostmi PSNR, SSIM, BRISQUE in NIQE.
Če povzamemo ugotovitve, pri metriki PSNR najbolǰse rezultate dosega mreža
AACNN, ki ji sledita lfeat in C-SRIP, najslabše dosega mreža UR-DGN, kar velja
tudi za vse druge metrike. Glede na metriko SSIM najbolǰse rezultate dosega
mreža C-SRIP, ki ima tudi najmanǰsa razmika. Pri metriki BRISQUE najbolǰse
rezultate dosega mreža lfeat, ki ima tudi največja razmika, najmanǰsa razmika pa
ima mreža UR-DGN. Pri metriki NIQE vidimo, da ima mreža lfeat najnižjo vre-































































































Slika 4.1: Primerjava superresolucijskih mrež z metrikami PSNR, SSIM, BRI-
SQUE in NIQE na zbirki CelebA.
dnost mediane, a ima mreža AACNN najmanǰsa razmika. Glede na kvalitativno
primerjavo pa vidimo, da najbolj kvalitetne slike dobimo iz mrež C-SRIP in lfeat,
ki jima z večjo zamegljenostjo sledi mreža AACNN, najbolj zamegljene slike pa
dajeta mreži UR-DGN in VDSR.















































































Slika 4.2: Kvalitativna primerjava slik na zbirki CelebA. Po stolpcih si sledijo HR
slika, nato izhodne slike iz mreže. Pod haluciniranimi slikami so podani rezultati
metrik PSNR (P), SSIM (S), BRISQUE (B) in NIQE (N).

















Slika 4.3: Shema pridobivanja metrik za analizo pristranskosti.
4.3 Analiza pristranskosti
Najprej preizkusimo, če so nevronske mreže pristranske, občutljive na katero od
lastnosti, ki jih je mogoče določiti s podobe obraza – spol, rasa, starost, zakritost,
poza, tip obraza, barva las, pričeska, tip ust, brada. Pričakuje se namreč lahko,
da če vhodna LR slika ne vsebuje nobene informacije o tem, da oseba npr. nosi
očala, se ta ne bodo pojavila na halucinirani sliki. Mreže namreč težje halucinirajo
visokofrekvenče informacije. Učinkovitost mreže je odvisna tudi od podatkov, na
katerih je bila mreža naučena. Če učni podatki ne vsebujejo reprezentativnega
vzorca neke lastnosti, ki se pojavlja na slikah obrazov, bo mreža manj uspešna pri
produciranju haluciniranih slik iz LR slik s to lastnostjo. Seveda pa je pomembna
tudi arhitektura mreže, ki vpliva na uspešnost delovanja.
4.3.1 Protokol
Shema za pridobivanje metrik za analizo pristranskosti je prikazana na sliki 4.3.
Uporabljene so mreže, ki slike velikosti 24 × 24 slikovnih pik povečajo za faktor
8.
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Kot izhodǐsče za predobdelavo slik je uporabljena skripta5, ki del slike z obra-
zom obreže glede na podane koordinate in jih nato podvzorči (angl. down-sample)
na velikost 192 × 192 slikovnih pik z Gaussovim glajenjem (angl. Gaussian blur)
in bikubično interpolacijo. 192 × 192 slikovnih pik velike slike predstavljajo re-
ferenčno HR sliko. Na enak način se izvede tudi podvzorčenje HR slike na 24 ×
24 slikovnih pik LR slike.
Zbirke v osnovi vsebujejo različne informacije, zato je pred uporabo skripte
za predobdelavo potrebnih še nekaj dodatnih korakov. Zbirka CelebA, kjer je
uporabljen le testni del zbirke za testiranje in polovica učne zbirke za učenje
mreže AACNN, že zagotavlja poravnane obraze in pet točk na obrazu (levo in
desno oko, konica nosu, levi in desni kotiček ust). Iz zbirke Disguised Faces
in the Wild so uporabljene le normalne, validacijske in prekrite slike obrazov
testnega dela zbirke. Zbirka vsebuje tudi podatke o lokaciji obraza na sliki. Zbirka
SCface vsebuje informacije o petih točkah obraza le za pogled naravnost. Zato
je ročno ustvarjena zbirka petih koordinat še za vsako sliko rotacije. Zbirka
UTKFace sicer zagotavlja poravnane obraze in 68 točk obraza, a so te preozko
obrezane glede na slike, na katerih so bile mreže naučene. Zato slike najprej
poravnamo in zagotovimo zbirko 68 koordinat na obrazu z uporabo knjižnice
dlib6. S poskušanjem na nekaj obrazih iz posamezne zbirke ugotovimo najbolǰso
velikost obraza za obrez. Slike obrežemo tako, da je obraz na sliki različno velik,
in nato izberemo za celo zbirko tisti obrez, ki daje najbolǰse rezultate (kjer so
bile najbolj vidne podrobnosti) glede na uporabo mreže C-SRIP. Nato iz LR slik
z mrežami C-SRIP, lfeat, UR-DGN in VDSR pridobimo halucinirane slike.
Pristranskost merimo z dvema referenčnima in dvema nereferenčnima metri-
kama ter primerjamo rezultate med mrežami in med lastnostmi.
5Dostopno na: https://lmi.fe.uni-lj.si/en/research/fh/
6Dostopno na: http://dlib.net/
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4.3.2 Rezultati analize pristranskosti glede na spol
Za ženske obraze lahko pričakujemo, da imajo pogosteje lase čez obraz (frufru)
in nanesena ličila, medtem ko imajo moški lahko brade, kar bi lahko vplivalo
na učinkovitost mreže pri generiranju slike izbolǰsane ločljivosti. Učinkovitost
mreže je odvisna tudi od učnih podatkov. Pri tem eksperimentu nas zanima,
če se pojavlja pristranskost glede na spol osebe na sliki. Uporabljena je zbirka
UTKFace, ki je opisana v poglavju 3.3.4 in ima označene osebe glede na spol.
Pri referenčnih metrikah, rezultati so prikazani na slikah 4.4 in 4.5, ni velikih
razlik med spoloma, ne glede na uporabljeno mrežo. Glede na metriko PSNR je
razlika median med spoloma pri mreži C-SRIP 0,17, pri mreži lfeat 0,13, pri mreži
VDSR pa 0,08. Pri mreži UR-DGN imajo vǐsjo vrednost mediane predstavnice
ženskega spola, za 0,07. Pri vseh mrežah imajo slike s predstavniki moškega spola
večji kvartilni in variacijski razmik. Rezultati ne glede na spol so nekoliko nižji,
kot so pri pregledu uspešnosti modelov.
Glede na metriko SSIM imajo slike s predstavniki moškega spola vǐsjo vrednost
mediane kot ženski spol, vendar je razlika zopet majhna (pri C-SRIP in lfeat 0,006,
pri UR-DGN 0,001 in pri VDSR 0,004). Poleg tega imajo slike s predstavnicami
ženskega spola tudi večji kvartilni in variacijski razmik. Najvǐsje vrednosti za oba
spola dosegajo slike, halucinirane z mrežo C-SRIP. Rezultati ne glede na spol so
nekoliko nižji, kot so pri pregledu uspešnosti modelov.
Enako kot pri referenčnih tudi pri nereferenčnih metrikah ni večjih razlik med
spoloma. Metrika BRISQUE, prikazana na sliki 4.6, ocenjuje nekoliko večjo na-
ravnost na slikah s pripadniki moškega spola glede na metriki C-SRIP (razlika
med medianama znaša 0,79) in lfeat (razlika median znaša 1,03). Pri mrežah
UR-DGN je razlika median 0,42 in pri VDSR 0,02. Pri slednjih ima sicer medi-
ana slik s predstavnicami ženskega spola nižjo vrednost, a je razlika median še
manǰsa kot pri prvih dveh mrežah. Najbolǰse rezultate je dosegla mreža lfeat.
Najslabše rezultate je dosegla mreža UR-DGN, a ima najmanǰso razpršenost po-
datkov. Rezultati ne glede na spol so skladni z rezultati pri pregledu uspešnosti
modelov.
Na sliki 4.7 so prikazani rezultati primerjave metrike NIQE med spoloma.







































Slika 4.4: Primerjava superresolu-
cijskih mrež glede na spol z metriko

































Slika 4.5: Primerjava superresolu-
cijskih mrež glede na spol z metriko
SSIM na zbirki UTKFace.
Razlike med spoloma so majhne, a so na vseh mrežah, razen UR-DGN (razlika
median je 0,12), bolǰse rezultate dosegle slike s predstavniki moškega spola (raz-
lika median C-SRIP je 0,29, lfeat 0,21 in VDSR 0,17). Najnižje vrednosti median
je dosegla mreža lfeat. Zopet je razlika vrednosti median med spoloma nižja, če
je nižja vrednost mediane za ženski spol. Imajo pa slike s predstavniki moškega
spola večji kvartilni in variabilni razmik.
Ugotovimo, da imajo glede na metriko PSNR predstavniki moškega spola
večinoma bolǰse rezultate glede na mediano, a imajo večjo razpršenost rezulta-
tov, na kar kažeta večji kvartilni in variacijski razmik. Glede na metriko SSIM
bolǰse rezultate dosegajo predstavniki moškega spola. Glede na metriko BRI-
SQUE so pri dveh mrežah nižje vrednosti mediane dosegle slike s predstavniki
moškega spola, pri dveh pa s predstavnicami ženskega spola, a je pri slednjih
razlika med vrednostmi median manǰsa. Pri NIQE velja podobno, kjer so imele
slike s predstavnicami ženskega spola nižjo vrednost mediane, je bila razlika med
vrednostmi mediane med spoloma manǰsa.







































Slika 4.6: Primerjava superresolu-
cijskih mrež glede na spol z metriko





































Slika 4.7: Primerjava superresolu-
cijskih mrež glede na spol z metriko
NIQE na zbirki UTKFace.
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4.3.3 Rezultati analize pristranskosti glede na raso
Pri tem eksperimentu nas zanima, če obstaja pristranskost glede na raso osebe na
sliki. Mreže so namreč lahko pristranske na raso, če v učni množici nimajo dovolj
velikega vzorca predstavnikov neke rase, kar povzroči, da so manj uspešne pri
generiranju slik z osebami te rase. Uporabljena je zbirka UTKFace, ki je opisana
v poglavju 3.3.4 in ima označene osebe glede na raso.
Nereferenčni metriki PSNR (slika 4.8) in SSIM (slika 4.9) ne kažeta večjih
razlik med rasami. Najmanǰsi kvartilni in variacijski razpon glede na metriko
PSNR imajo mreže pri slikah Azijcev, največjega pa pri slikah črncev. Razlika
kvartilnega razpona med slikami črncev in Azijcev znaša med 0,24 (VDSR) in 0,33
(C-SRIP), variacijskega pa med 0,85 (VDSR) in 1,24 (C-SRIP). Slike Azijcev
dosegajo najbolj konsistentne rezultate. Najbolǰsi rezultati so pri mreži lfeat,
najvǐsjo vrednost mediane pa dosegajo ostale rase, razen pri mreži VDSR, kjer
jo dosegajo belci.






































Slika 4.8: Primerjava superresolucijskih mrež glede na raso z metriko PSNR na
zbirki UTKFace. Vrste ras: B (belci), Č (črnci), A (Azijci), I (Indijci) in O (ostale
rase).
Metrika SSIM kaže najmanǰso vrednost median za slike črncev (C-SRIP 0,89,
40 Eksperimenti in rezultati
lfeat 0,88, UR-DGN 0,87, VDSR 0,88). Razlike med vrednostmi median med
rasami so okoli 0,01. Pri vseh mrežah opazimo, da imajo slike Azijcev, Indijcev in
ostalih ras manǰsi kvartilni in variacijski razpon (razlike med kvartilnimi razponi
ras ne presežejo vrednosti 0,004 oz. 0,008 za variacijski razpon) kot slike belcev
in črncev (razlike med kvartilnimi razponi ras ne presežejo vrednosti 0,002 oz.
0,003 za variacijski razpon). Prve torej dosegajo bolj konsistentne rezultate.












































Slika 4.9: Primerjava superresolucijskih mrež glede na raso z metriko SSIM na
zbirki UTKFace. Vrste ras: B (belci), Č (črnci), A (Azijci), I (Indijci) in O (ostale
rase).
Metrika BRISQUE (na sliki 4.10) ne kaže večjih razlik naravnosti pri različnih
rasah. Mreži C-SRIP in lfeat imata najnižjo vrednost mediane pri slikah belcev
(C-SRIP 50,36, lfeat 43,72), UR-DGN pri slikah ostalih ras (52,16), VDSR pa pri
slikah Azijcev (51,26). Najvǐsje vrednosti mediane imata mreži C-SRIP (50,98) in
lfeat (44,23) pri slikah Indijcev, mreža UR-DGN (55,28) pri slikah črncev in mreža
VDSR (51,63) pri slikah Indijcev. Pri mrežah lfeat in VDSR imajo največji kvar-
tilni in variacijski razmik slike Azijcev. Rezultati ne glede na raso so primerljivi
s tistimi pri pregledu uspešnosti modelov.
Pri nereferenčni metriki NIQE (na sliki 4.11) ni velike razlike med rasami.
Najvǐsjo vrednost mediane imajo na mrežah C-SRIP (9,36), lfeat (9,20) in VDSR
4.3 Analiza pristranskosti 41






































Slika 4.10: Primerjava superresolucijskih mrež glede na raso z metriko BRISQUE
na zbirki UTKFace. Vrste ras: B (belci), Č (črnci), A (Azijci), I (Indijci) in O
(ostale rase).
(9,45) črnci, na mreži UR-DGN pa belci (9,90), a imajo črnci le za 0,03 nižjo.
Črnci imajo tudi največjo vrednost kvartilnega in variacijskega razmika glede na
mreži C-SRIP (2,26, 8,37) in VDSR (1,38, 5,21). Poleg tega imajo slike črncev
pri vseh mrežah najvǐsje vrednosti tretjega kvartila in maksimalnih vzorcev. Naj-
manǰsi kvartilni in variacijski razmik glede na mreže lfeat (1,74, 6,78), UR-DGN
(1,33, 5,18) in VDSR (1,12, 4,27) imajo slike Indijcev, ki imajo na mreži C-SRIP
najmanǰsi kvartilni razmik (2,00), variacijski razmik (7,21) pa je za 0,10 vǐsji od
variacijskega razmika slik ostalih ras. Rezultati ne glede na raso so primerljivi
s tistimi pri pregledu uspešnosti modelov, le mreža lfeat dosega nekoliko vǐsje
vrednosti na zbirki UTKFace.
Ugotovimo, da so minimalne razlike med rasami glede na metriki PSNR in
SSIM. Najmanǰsa razmika glede na metriko PSNR imajo slike Azijcev, največjega
pa slike črncev. Glede na metriko SSIM to razmerje ostaja enako, le da se črncem
pridružijo še belci, Azijcem pa preostale rase. Črnci imajo najnižjo vrednost me-
diane. Glede na referenčni metriki najbolj konsistentne rezultate dajejo slike
Azijcev, največji razpon pa imajo slike črncev. Iz tega bi lahko zaključili, da
42 Eksperimenti in rezultati




































Slika 4.11: Primerjava superresolucijskih mrež glede na raso z metriko NIQE
na zbirki UTKFace. Vrste ras: B (belci), Č (črnci), A (Azijci), I (Indijci) in O
(ostale rase).
mreže črnce bolj različno kakovostno halucinirajo kot Azijce, kjer je kakovost ha-
luciniranja bolj konstantna, a so razlike minimalne. Pri nereferenčnih metrikah
bi težje povzeli rezultate, še posebej glede na metriko BRISQUE, saj so rezultati
zelo različni med seboj glede na mrežo, ki jo analiziramo. Ne glede na to, katero
mrežo vzamemo, pa so razlike med rasami majhne. Pri metriki NIQE črnci glede
na mediano dosegajo v splošnem najslabše rezultate, ravno tako glede na vredno-
sti tretjega kvartila in maksimalnih vzorcev. Največjo razpršenost pa imajo slike
Indijcev.
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4.3.4 Rezultati analize pristranskosti glede na starost
Pri tem eksperimentu nas zanima, če se pojavlja pristranskost glede na starost
osebe na sliki. Na obrazih starostnikov lahko pričakujemo več gub kot na mlaǰsih
osebah, gube pa pogostno niso vidne na LR slikah, zato je pričakovati, da bodo
imele mreže manǰso učinkovitost pri generiranju haluciniranih slik. Druga pro-
blematična skupina so otroci, ki so redko zastopani v zbirkah in imajo drugačno
obliko obraza kot odrasle osebe, kar lahko vpliva na učinkovitost mrež, če te niso
bile učene tudi na dovolj velikem vzorcu otroških obrazov. Uporabljena je zbirka
UTKFace, predstavljena v poglavju 3.3.4, ki ima slike označene s starostjo osebe
na sliki. Mi jih za lažjo analizo razporedimo v razrede v razponu 10 let, pri čemer
so vsi stareǰsi od 100 let v istem razredu. Vhodne in izhodne slike so prikazane
na slikah 4.16 in 4.17.
Pri vseh mrežah so mediane referenčnih metrik PSNR (na sliki 4.12) in SSIM
(na sliki 4.13) najvǐsje za slike ljudi iz starostnih skupin od 30 do 49 let, pred in za
tem pa vrednost mediane pada. Pri metriki PSNR so mediane skupin, ki dosegajo
najvǐsje vrednosti, za mrežo C-SRIP 25,91 (za skupino 30–39 let) in 25,87 (za
skupino 40–49 let), za mrežo lfeat 26,01 in 25,94, za mrežo UR-DGN 25,14 in
25,25 ter za mrežo VDSR 25,58 in 25,71. Največji kvartilni in variacijski razmik
pri mrežah C-SRIP in lfeat imajo skupine med 10 in 59 leti, vse ostale skupine
imajo manǰsi razmik. Največji kvartilni razmik pri mrežah UR-DGN (3,30) in
VDSR (3,48) ima starostna skupina 70–79 let. Najnižja vrednost mediane (C-
SRIP 22,10, lfeat 22,58, UR-DGN 22,53, VDSR 22,92) je za starostno skupino
100 in več let. Ta skupina ima tudi najmanǰsi variacijski in kvartilni razpon.
Rezultati so primerljivi s tistimi pri pregledu uspešnosti modelov.
Pri metriki SSIM so mediane skupin, ki dosegajo najvǐsje vrednosti, za mrežo
C-SRIP 0,907 (za skupino 30–39 let) in 0,908 (za skupino 40–49 let), za mrežo
lfeat 0,897 in 0,900, za mrežo UR-DGN 0,886 in 0,889 ter za mrežo VDSR 0,896
in 0,899. Pred temi skupinami in po njih mediane padajo, a se za starost 0–
9 let zopet dvignejo (C-SRIP 0,890, lfeat 0,882, UR-DGN 0,878, VDSR 0,886).
Najnižjo vrednost mediane ima starostna skupina 100 in več let (C-SRIP 0,801,
lfeat 0,787, UR-DGN 0,785, VDSR 0,804). Največji kvartilni in variacijski razpon
(C-SRIP 0,075 in 0,211, lfeat 0,100 in 0,331, UR-DGN 0,117 in 0,327, VDSR 0,105































































































































































Slika 4.12: Primerjava superresolucijskih mrež glede na starostno skupino z me-
triko PSNR na zbirki UTKFace.
in 0,328) ima starostna skupina 100 in več let pri vseh mrežah razen pri C-SRIP,
kjer ima večja razpona starostna skupina 90–99 let (0,084 in 0,306). Najmanǰsi
kvartilni in variacijski razpon (C-SRIP 0,058 in 0,196, lfeat 0,068 in 0,234, UR-
DGN 0,064 in 0,232, VDSR 0,062 in 0,223) ima starostna skupina 40–49 let pri
vseh mrežah razen pri lfeat, kjer ima manǰsi razpona starostna skupina 30–39 let
(0,068 in 0,240). Rezultati so pri slikah ljudi med 20 in 59 leti primerljivi s tistimi
pri pregledu uspešnosti modelov, za druge starosti pa so nekoliko nižji.
Na sliki 4.14 vidimo, da so si v metriki BRISQUE rezultati po starostnih
skupinah iste mreže podobni. Pri mreži C-SRIP se mediane razlikujejo za največ
1,11, največji variacijski razmiki pa so pri starostnih skupinah 40–79 let in znašajo
od 24,01 do 25,63. Najnižje vrednosti dosega mreža lfeat, katere mediane se med
seboj razlikujejo za največ 8,23, najnižja mediana je za starostno skupino 0–9 let
(42,02), najvǐsja pa za starostno skupino 100 in več let (50,26). Najbolj podobni
rezultati so za starostne skupine 20–99 let, kjer je razlika med medianami 1,50.
Pri mreži lfeat se vrednost metrike vǐsa z vǐsanjem starosti. Tudi pri mrežah UR-
DGN (razlika median je največ 1,63) in VDSR (razlika median je največ 1,32) je
podobno kot pri mreži C-SRIP majhna razlika med medianami. Razen pri mreži





























































































































































Slika 4.13: Primerjava superresolucijskih mrež glede na starostno skupino z me-
triko SSIM na zbirki UTKFace.
lfeat, ki ima najbolǰse rezultate, ni večjih razlik v metriki BRISQUE glede na
starost. Rezultati so primerljivi s tistimi pri pregledu uspešnosti modelov.
Metrika NIQE, prikazana na sliki 4.15, kaže, da ni velikih razlik med me-
dianami glede na starost pri rezultatih iste mreže (največja razlika median pri
C-SRIP je 0,57, pri lfeat 1,20, pri UR-DGN 1,30 in pri VDSR 0,33). Rezultati so
nekoliko vǐsji, če jih primerjamo s tistimi pri pregledu uspešnosti modelov.
Ugotovimo, da so mediane pri vseh mrežah referenčnih metrik PSNR in SSIM
najvǐsje za slike ljudi iz starostnih skupin 30–49 let, pred in za tem pa vrednost
mediane pada. Pri obeh metrikah ima najnižjo vrednost mediane starostna sku-
pina 100 in več let. Iz tega lahko sklepamo, da so mreže najbolj učinkovite na
starostnih skupinah 30–49 let, najmanj pa na starostni skupini 100 in več let.
To gre verjetno pripisati učni množici, na kateri so bile mreže učene, in visoko-
frekvenčnim detajlom gub, ki se pogosteje pojavljajo pri stareǰsih ljudeh. Pri
metriki BRISQUE najbolj konstantne rezultate glede na vrednost mediane daje
mreža C-SRIP, podobno tudi UR-DGN in VDSR. Pri mreži lfeat pa vrednost
metrike BRISQUE narašča z vǐsanjem starosti. Razen pri mreži lfeat, ki ima



































































































































































Slika 4.14: Primerjava superresolucijskih mrež glede na starostno skupino z me-
triko BRISQUE na zbirki UTKFace.
najbolǰse rezultate, ni večjih razlik pri metriki BRISQUE glede na starost. Tudi
pri metriki NIQE ni večjih razlik med medianami glede na starost pri rezultatih
iste mreže. Glede na kvalitativne rezultate opazimo, da so otroški obrazi slabše
halucinirani kot ostali. Stareǰse osebe pa na haluciniranih slikah izgledajo mlaǰse.





























































































































































Slika 4.15: Primerjava superresolucijskih mrež glede na starostno skupino z me-
triko NIQE na zbirki UTKFace.
48 Eksperimenti in rezultati
LR C-SRIP lfeat UR-DGN VDSR HR
Slika 4.16: Primeri vhodnih slik iz zbirke UTKFace (levi stolpec LR), nato si
sledijo po stolpcih izhodne slike iz mreže C-SRIP, lfeat, UR-DGN in VDSR ter
referenčna slika (HR). Starostne skupine po vrsticah od vrha navzdol: 0–9 let,
10–19 let, 20–29 let, 30–39 let, 40–49 let, 50–59 let, 60–69 let.
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LR C-SRIP lfeat UR-DGN VDSR HR
Slika 4.17: Primeri vhodnih slike iz zbirke UTKFace (levi stolpec LR), nato si
sledijo po stolpcih izhodne slike iz mrež C-SRIP, lfeat, UR-DGN in VDSR ter
referenčna slika (HR). Starostne skupine po vrsticah od vrha navzdol: 70–79 let,
80–89 let, 90–99 let, 100 in več let.
50 Eksperimenti in rezultati
4.3.5 Rezultati analize pristranskosti glede na zakritost
Pri tem eksperimentu nas zanima, če se pojavlja pristranskost glede na zakritost
osebe na sliki. Mreže težje halucinirajo visokofrekvenčne lastnosti. Če oseba nosi
očala, ta lastnost morda ni vidna, ko imamo LR sliko. Možno je tudi, da obraz
pokrivajo temna očala, ki sicer bodo vidna tudi na LR sliki, a je za mrežo zelo
zahtevna oz. nemogoča naloga halucinirati identično obliko očal. Pomembno je
tudi, na kakšnih podatkih je bila mreža učena in če je imela dovolj vzorcev z
neko lastnostjo. Uporabljena je zbirka Disguised Faces in the Wild, ki je opisana
v poglavju 3.3.2, nekaj primerov vhodnih in izhodnih slik iz mrež in referenc je
prikazanih na sliki 4.22.
Na sliki 4.18 vidimo, da so nezakriti halucinirani obrazi dosegli vǐsjo vrednost
mediane kot zakriti obrazi ter večje kvartilne razmike. Razlika med medianama
zakritih in nezakritih obrazov je pri mreži C-SRIP 1,10, pri lfeat 1,08, UR-DGN
0,59 in VDSR 0,47. Rezultati so nekoliko nižji, če jih primerjamo s tistimi pri
pregledu uspešnosti modelov.
Rezultati metrike SSIM, prikazani na sliki 4.19, so enaki rezultatom metrike
PSNR, le da so nekoliko večje razlike med medianami zakritih in nezakritih obra-
zov posamezne mreže. Pri mreži lfeat vidimo, da je vrednost tretjega kvartila za-
kritega obraza (0,904) skoraj enaka vrednosti mediane nezakritega obraza (0,899).
Do podobnih, a vseeno večjih razlik pri teh dveh vrednostih pride tudi pri dru-
gih mrežah. Rezultati so nekoliko nižji, če jih primerjamo s tistimi pri pregledu
uspešnosti modelov.
Iz slike 4.20 je razvidno, da nezakriti obrazi z mrežami C-SRIP, lfeat in UR-
DGN (pri tej mreži so minimalne razlike, a je kvartilni razpon večji pri zakritih
obrazih) glede na metriko BRISQUE dosegajo bolǰse rezultate mediane kot za-
kriti. Medtem ko je to ravno obratno za mrežo VDSR. Vrednosti razlik median so
pri C-SRIP 2,75, lfeat 1,082, UR-DGN 0,06 in VDSR 1,62. Pri mreži C-SRIP je
vrednost mediane zakritih obrazov (49,40) nižja od vrednosti tretjega kvartila ne-
zakritih (49,44). Rezultati zakritosti obraza, ki imajo glede na posamezno mrežo
slabše rezultate, so podobni tistim pri pregledu uspešnosti modelov, medtem ko
imajo tisti, ki imajo bolǰse rezultate, nekoliko nižje vrednosti.







































Slika 4.18: Primerjava superreso-
lucijskih mrež glede na zakritost
obraza z metriko PSNR na zbirki Di-
sguised Faces in the Wild. Zakritost






































Slika 4.19: Primerjava superreso-
lucijskih mrež glede na zakritost
obraza z metriko SSIM na zbirki Di-
sguised Faces in the Wild. Zakritost
je označena z N (nezakrit) in Z (za-
krit).
Na sliki 4.21 vidimo, da glede na nereferenčno metriko NIQE izhodne slike iz
mrež C-SRIP, UR-DGN in VDSR dosegajo bolǰse rezultate, če so na njih zakriti
obrazi, medtem ko je pri mreži lfeat ravno obratno. Največje razlike mediane
so pri mreži lfeat, ki edina doseže nižje vrednosti za nezakrite obraze. Razlika
median zakritosti obrazov pri mreži C-SRIP je 0,37, lfeat 0,54, UR-DGN 0,20
in VDSR 0,11. Rezultati zakritosti obraza, ki imajo glede na posamezno mrežo
bolǰse rezultate, so podobni tistim pri pregledu uspešnosti modelov, medtem ko
imajo tisti, ki imajo slabše rezultate, nekoliko vǐsje vrednosti.
Nezakriti halucinirani obrazi so z metriko PSNR dosegli vǐsjo vrednost medi-
ane kot zakriti obrazi ter večje kvartilne razmike. Pri metriki SSIM so še večje
razlike pri primerjavi zakritosti obrazov. V grobem lahko rečemo, da vrednosti,
ki jih doseže 75 % nezakritih obrazov, doseže le 50 % zakritih obrazov. Glede na
referenčni metriki lahko trdimo, da zakritost obraza vpliva na uspešnost delovanja











































Slika 4.20: Primerjava superreso-
lucijskih mrež glede na zakritost
obraza z metriko BRISQUE na
zbirki Disguised Faces in the Wild.






































Slika 4.21: Primerjava superreso-
lucijskih mrež glede na zakritost
obraza z metriko NIQE na zbirki Di-
sguised Faces in the Wild. Zakritost
je označena z N (nezakrit) in Z (za-
krit).
mrež. Kar je pričakovano, saj mreže težko natančno halucinirajo oblike zakrivanj
obrazov, če gre npr. za očala, tančico, porisanost obraza, tatuje, prekrivanje z
rokami ipd. Posledično so rezultati referenčnih metrik nižji, kot če so obrazi ne-
zakriti. Iz česar bi lahko sklepali, da so bile mreže učene na pretežno nezakritih
obrazih, potrebno pa je upoštevati tudi dejstvo, da so si prekrivajoči detajli med
seboj zelo raznoliki. Glede na metriko BRISQUE ima večina mrež nižje vrednosti
mediane za nezakrite obraze. Glede na metriko NIQE bolǰse rezultate dosegajo
slike z zakritimi obrazi, a je največja razlika med medianama zakritosti pri mreži,
ki bolǰse rezultate dosega za slike nezakritih obrazov. Rezultati nereferenčnih
metrik kažejo manǰse razlike in bolj neenotne prevladujoče razrede za različne
mreže (pri neki mreži bolǰse rezultate dosežejo zakriti, pri drugi nezakriti obrazi,
pri tretji so razlike minimalne). Če pogledamo slike, ugotovimo da mreže vseeno
zadovoljivo halucinirajo tudi prekrivajoče predmete.
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LR C-SRIP lfeat UR-DGN VDSR HR
Slika 4.22: Primeri vhodnih slik iz zbirke Disguised Faces in the Wild. Stolpci
od leve proti desni: LR, izhodne slike iz mrež C-SRIP, lfeat, UR-DGN in VDSR
ter referenčna slika (HR). V prvi vrsti je prikazan nezakrit, v ostalih pa zakrit
obraz.
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4.3.6 Rezultati analize pristranskosti glede na pozo obraza
Pri tem eksperimentu nas zanima, če se pojavlja pristranskost glede na pozo
obraza na sliki. Čeprav so v bazah navadno slike obrazov s frontalnim pogledom,
se v realnosti, če imamo slike s kamer, pogosto zgodi, da ljudje ne gledajo na-
ravnost v kamero, ampak imajo glavo obrnjeno drugam. Zato nas zanima, ali se
učinkovitost mrež zmanǰsa, če obrazi nimajo frontalne usmeritve. Uporabljena je
zbirka SCface, ki je opisana v poglavju 3.3.3 in vsebuje zasuke obraza z rotacijo
od 90 ◦ v levo do 90 ◦ v desno stran. Primer referenčnih HR slik je na sliki 4.23,
vhodne slike pa so prikazane na sliki 4.24. Izhodne slike iz mrež so prikazane na
slikah 4.25, 4.26, 4.27 in 4.28.
Slika 4.23: Referenčne predobdelane slike iz zbirke SCface, rotacije v zgornji
vrsti: -45◦, -22,5◦, 0◦, 22,5◦, 45◦, rotacije v spodnji vrsti: -90◦, -67,5◦, 67,5◦, 90◦.
Slika 4.24: Vhodne slike iz zbirke SCface, rotacije v zgornji vrsti: -45◦, -22,5◦,
0◦, 22,5◦, 45◦, rotacije v spodnji vrsti: -90◦, -67,5◦, 67,5◦, 90◦.
Na grafu 4.29 z metriko PSNR primerjamo superresolucijske mreže glede na
rotacijo/pozo obraza. Pri vseh mrežah vidimo, da so največje razlike med refe-
renčno in izhodno sliko iz mreže, ko je obraz obrnjen naravnost (0◦), nato pa se
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Slika 4.25: Izhodne slike iz mreže C-SRIP za slike iz zbirke SCface, rotacije v
zgornji vrsti: -45◦, -22,5◦, 0◦, 22,5◦, 45◦, rotacije v spodnji vrsti: -90◦, -67,5◦,
67,5◦, 90◦.
Slika 4.26: Izhodne slike iz mreže lfeat za slike iz zbirke SCface, rotacije v zgornji
vrsti: -45◦, -22,5◦, 0◦, 22,5◦, 45◦, rotacije v spodnji vrsti: -90◦, -67,5◦, 67,5◦, 90◦.
razlike manǰsajo, ko se kot rotacije veča. Razlike median med najvǐsjo in najnižjo
vrednostjo glede na posamezno mrežo znašajo za C-SRIP 3,22, lfeat 2,23, UR-
DGN 3,36 in VDSR 4,33. Rezultati metrike za pogled naravnost imajo podobne
vrednosti median kot pri pregledu uspešnosti modelov.
Podobne rezultate da tudi druga referenčna metrika SSIM, kot vidimo na
grafu 4.30. Opazimo, da imajo največji kvartilni razmik slike s pogledom na-
ravnost (C-SRIP 0,037, lfeat 0,039, UR-DGN 0,035, VDSR 0,037), ki imajo tudi
najnižjo vrednost mediane (C-SRIP 0,930, lfeat 0,925, UR-DGN 0,902, VDSR
0,913). Mediana se za rotacijo -22,5◦ in 22,5◦ nekoliko dvigne, za nadaljnje rota-
cije v levo oz. desno pa se sicer še nekoliko dvigne, a se ustali. Razlike median
med 45◦ in 90◦ v levo oz. desno smer so za C-SRIP 0,006, lfeat 0,005, UR-DGN
0,005 in VDSR 0,008. Rezultati metrike za pogled naravnost imajo podobne oz.
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Slika 4.27: Izhodne slike iz mreže UR-DGN za slike iz zbirke SCface, rotacije
v zgornji vrsti: -45◦, -22,5◦, 0◦, 22,5◦, 45◦, rotacije v spodnji vrsti: -90◦, -67,5◦,
67,5◦, 90◦.
Slika 4.28: Izhodne slike iz mreže VDSR za slike iz zbirke SCface, rotacije v
zgornji vrsti: -45◦, -22,5◦, 0◦, 22,5◦, 45◦, rotacije v spodnji vrsti: -90◦, -67,5◦,
67,5◦, 90◦.
nekoliko vǐsje vrednosti median kot pri pregledu uspešnosti modelov. Na sliki
4.23 vidimo, da bolj ko je obraz obrnjen, večji del slike predstavlja ozadje.
Na grafu 4.31 so rezultati metrike BRISQUE, kjer pri večini mrež dosegajo
slike bolǰse rezultate, če obraz ni obrnjen naravnost naprej, izjema je mreža C-
SRIP. Sicer pa ni vzorca, ki bi se pojavil na vseh mrežah. Rezultati metrike imajo
podobne vrednosti median kot pri pregledu uspešnosti modelov, pri mreži lfeat
pa je vrednost median nižja za okoli 10. Ta mreža ima najnižje vrednosti metrike
BRISQUE.
Na grafu 4.32 vidimo, da izhodne slike iz mrež glede na metriko NIQE
večinoma dosegajo najnižje vrednosti mediane, ko je obraz obrnjen naravnost























































































































Slika 4.29: Primerjava superresolucijskih mrež glede na rotacijo obraza z metriko
PSNR na zbirki SCface.
(C-SRIP 10,04, lfeat 7,22, UR-DGN 9,58, VDSR 9,55), medtem ko mreža VDSR
najnižjo vrednost mediane doseže pri zasuku obraza za -22◦ (9,52). Najmanǰsi
kvartilni razmiki so pri zasuku za 90◦ (C-SRIP 1,60), -90◦ (lfeat 1,11, UR-DGN
0,88) oz. 0◦ (VDSR 0,82). Rezultati metrike imajo podobne (UR-DGN) oz.
večinoma slabše (ostale mreže) vrednosti median kot pri pregledu uspešnosti mo-
delov.
Da bi se izognili problemu, ki se je pokazal pri referenčnih metrikah, ko je bil
bolǰsi rezultat, ko je večji del slike predstavljalo ozadje, smo s slike vzeli le tisto
polovico, kjer se nahaja obraz (prikazano na sliki 4.33) in vse metrike izračunali
še za polovične slike.
Na grafu 4.34 vidimo, da so se vrednosti metrike PSNR znižale za vse rotacije
razen za 0◦, kar pomeni, da so polovične slike iz mrež manj podobne referenčnim
polovičnim slikam. Vseeno ostajajo vrednosti mediane najnižje (C-SRIP 26,67,
lfeat 27,01, UR-DGN 25,33, VDSR 25,80), ko je obraz obrnjen naravnosti, čeprav
je sedaj to edina slika, ki ima prisotno ozadje, a je ta slika tudi najbolj razno-
lika (nima velikih enobarvnih površin kože/las). Razlike median med najvǐsjo in















































































































Slika 4.30: Primerjava superresolucijskih mrež glede na rotacijo obraza z metriko
SSIM na zbirki SCface.
najnižjo vrednostjo glede na posamezno mrežo so se znižale in znašajo za C-SRIP
1,71, lfeat 1,46, UR-DGN 2,48 in VDSR 2,98, torej so se skoraj prepolovile.
Pri metriki SSIM, na grafu 4.35, so vrednosti mediane ob pozi obraza narav-
nost ostale približno enake (C-SRIP 0,933, lfeat 0,927, UR-DGN 0,906, VDSR
0,916), znižale pa so se vrednosti median drugih rotacij. Povečali so se kvartilni
razmiki.
Pri metriki BRISQUE, kot vidimo na sliki 4.36, so ostale mediane za pogled
naravnost približno enake, so se pa pri vseh mrežah, razen C-SRIP, precej zvǐsale
vrednosti median pri drugih kotih. Največje razlike med mediano pri celi in
polovični sliki pri mreži lfeat znaša 8,05 (kot 22
◦), pri UR-DGN 6,93 (kot -90◦)
in pri VDSR 7,90 (kot 45◦). Vrednosti median so pri vseh mrežah najnižje pri
pogledu naravnost (C-SRIP 49,35, lfeat 32,60, UR-DGN 55,13, VDSR 53,43).
Pri metriki NIQE, graf je podan na sliki 4.37, so se izhodnim slikam iz vseh
mrež zvǐsale vrednosti mediane. Še vedno pri vseh mrežah najnižje vrednosti
dosegajo slike, kjer obraz ni obrnjen (C-SRIP 11,00, lfeat 8,17, UR-DGN 10,07,
VDSR 10,30).



























































































































Slika 4.31: Primerjava superresolucijskih mrež glede na rotacijo obraza z metriko
BRISQUE na zbirki SCface.
Glede na referenčni metriki ugotovimo, da so najvǐsje vrednosti, ko je obraz
obrnjen za 90◦ v levo ali desno smer. Na slikah vidimo, da bolj ko je obraz obrnjen,
večji del slike predstavlja ozadje, zato za izračun metrike vzamemo le polovico
slike, na kateri se nahaja obraz. Na polovičnih slikah ugotovimo, da se vrednosti
median referenčnih metrik za slike s pogledom naravnost skoraj ne spremenijo, se
pa zato vrednosti median pri drugih zasukih znižajo. Predpostavljamo, da na to
vpliva zgled obraza, saj je slika, ko je obraz obrnjen naravnost, najbolj raznolika
(nima velikih enobarvnih površin kože/las), čeprav je sedaj to edina slika, ki ima
prisotno ozadje po razrezu slike. Pri nereferenčnih metrikah so glede na metriko
BRISQUE večinoma nižje vrednosti median, če obraz ni obrnjen naravnost naprej,
medtem ko pri metriki NIQE velja ravno obratno. Glede na nereferenčni metriki
so pri polovičnih slikah najnižje vrednosti median, ko je obraz obrnjen naravnost.
Kvalitativni rezultati kažejo, da ni vidnega poslabšanja kvalitete slik z večanjem
kota rotacije.



















































































































Slika 4.32: Primerjava superresolucijskih mrež glede na rotacijo obraza z metriko
NIQE na zbirki SCface.
Slika 4.33: Referenčne polovične predobdelane slike iz zbirke SCface, rotacije v
zgornji vrsti: -45◦, -22,5◦, 0◦, 22,5◦, 45◦, rotacije v spodnji vrsti: -90◦, -67,5◦,
67,5◦, 90◦.























































































































Slika 4.34: Primerjava superresolucijskih mrež glede na rotacijo obraza (po-















































































































Slika 4.35: Primerjava superresolucijskih mrež glede na rotacijo obraza (po-
lovičnih slik) z metriko SSIM na zbirki SCface.



























































































































Slika 4.36: Primerjava superresolucijskih mrež glede na rotacijo obraza (po-



















































































































Slika 4.37: Primerjava superresolucijskih mrež glede na rotacijo obraza (po-
lovičnih slik) z metriko NIQE na zbirki SCface.
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4.3.7 Rezultati analize pristranskosti glede na tip obraza
Pri tem eksperimentu nas zanima, če se pojavlja pristranskost glede na tip obraza
na sliki. Kot smo že omenili, je učinkovitost mreže odvisna tudi od učnih podat-
kov. Če vzorcev katerega od tipov obrazov ni bilo dovolj, bi se to lahko izrazilo
s slabšimi rezultati izhodnih slik. Uporabljena je zbirka CelebA, opisana v po-
glavju 3.3.1. Za tipe obraza so vzete slike z ovalnimi, okroglimi, naličenimi obrazi
in obrazi s podbradkom.
Glede na metriko PSNR, prikazano na sliki 4.38, ni velikih razlik med tipi
obrazov. Pri vseh mrežah najvǐsje vrednosti mediane dosegajo slike z ovalnimi
obrazi (C-SRIP 26,61, lfeat 26,66, UR-DGN 25,49, VDSR 25,79, AACNN 27,03),
najnižje pa slike z okrogli obrazi (C-SRIP 26,11, lfeat 26,07, UR-DGN 25,15,
VDSR 25,53, AACNN 27,43).
























































Slika 4.38: Primerjava superresolucijskih mrež glede na tip obraza z metriko
PSNR na zbirki CelebA. Tipi obraza: OV (ovalen), OK (okrogel), P (s podbrad-
kom) in N (naličen).
Glede na metriko SSIM, prikazano na sliki 4.39, tudi ni velikih razlik med
rezultati. Najvǐsje vrednosti median imajo ovalni obrazi (C-SRIP 0,920, lfeat
0,913, UR-DGN 0,901, VDSR 0,908, AACNN 0,910), najslabše pa okrogli obrazi
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(C-SRIP 0,914, lfeat 0,910, UR-DGN 0,894, VDSR 0,903, AACNN 0,905), ki
imajo tudi največji kvartilni razmik. Na sliki 4.40 so prikazani primeri slik z
ovalnimi in okroglimi obrazi.

















































Slika 4.39: Primerjava superresolucijskih mrež glede na tip obraza z metriko
SSIM na zbirki CelebA. Tipi obraza: OV (ovalen), OK (okrogel), P (s podbrad-
kom) in N (naličen).
Glede na metriko BRISQUE, prikazano na sliki 4.41, ni velikih razlik med
rezultati. Najvǐsjo ali drugo najvǐsjo vrednost mediane imajo okrogli obrazi (C-
SRIP 50,53, lfeat 42,84, UR-DGN 56,53, VDSR 53,84, AACNN 54,86). Glede na
metrike lfeat, VDSR in AACNN najbolǰse rezultate dosegajo ovalni (lfeat 41,68,
VDSR 52,40, AACNN 54,08) in naličeni obrazi (lfeat 41,68, VDSR 52,17, AACNN
53,95).
Na sliki 4.42 so prikazani rezultati metrike NIQE za različne tipe obraza.
Mreža C-SRIP najnižje vrednosti mediane dosega za obraze s podbradkom (8,65)
in naličene obraze (8,63), mreži lfeat in VDSR pa za ovalne (lfeat 7,97, VDSR
9,15) in naličene obraze (lfeat 7,88, VDSR 9,13). Za ta dva tipa obraza mreži UR-
DGN (ovalni 9,81, naličeni 9,86) in AACNN (ovalni 9,49, naličeni 9,49) dosegata
najslabše rezultate.
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LR C-SRIP lfeat UR-DGN VDSR AACNN HR
Slika 4.40: Primeri slik iz zbirke CelebA za različne tipe obrazov. V prvih dveh
vrstah so prikazani primeri slik z ovalnimi, v zadnjih dveh z okroglimi obrazi.
Zaporedje slik po stolpcih od leve proti desni: LR, C-SRIP, lfeat, UR-DGN,
VDSR, AACNN in HR.
Ugotovimo, da glede na referenčni metriki najbolǰse rezultate dajejo slike
ljudi z ovalnimi obrazi, najslabše pa slike z okroglimi obraz. Vendar so razlike
minimalne. Večje razlike se pojavijo pri nereferenčnih metrikah, a so neenotne
preko različnih mrež. Oblika obraza ne vpliva znatno na učinkovitost mrež, čeprav
ovalni obrazi dosegajo nekoliko bolǰse rezultate. Verjetno je več vzorcev ovalnih
obrazov v učni zbirki.
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Slika 4.41: Primerjava superresolucijskih mrež glede na tip obraza z metriko
BRISQUE na zbirki CelebA. Tipi obraza: OV (ovalen), OK (okrogel), P (s pod-
bradkom) in N (naličen).







































Slika 4.42: Primerjava superresolucijskih mrež glede na tip obraza z metriko
NIQE na zbirki CelebA. Tipi obraza: OV (ovalen), OK (okrogel), P (s podbrad-
kom) in N (naličen).
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4.3.8 Rezultati analize pristranskosti glede na barvo las
Pri tem eksperimentu nas zanima, če se pojavlja pristranskost glede na barvo
las osebe na sliki. Lasje so sicer visokofrekvenčni detajl na sliki, v tem poglavju
pa se osredotočimo le na barvo las. So mreže sposobne bolje rekonstruirati neko
barvo las kot drugo? Možno bi bilo, da je katero od barv las lažje rekonstruirati
od druge, ker je v splošnem bolj uniformne barve, kar bi se poznalo pri rezultatih
metrik. Istočasno se je potrebno zavedati, da lasje navadno predstavljajo manǰsi
del slike. Uporabljena je zbirka CelebA, opisana v poglavju 3.3.1. Analizirane so
slike obrazov s štirimi barvami las: črno, blond, rjavo in sivo.
Glede na metriko PSNR, na sliki 4.43, najvǐsje vrednosti mediane skoraj
pri vseh mrežah dosežejo črnolasci (C-SRIP 26,93, lfeat 26,80, UR-DGN 25,57,
AACNN 27,12), pri mreži VDSR pa sivolasci (26,01). Najnižje vrednosti pri vseh
mrežah pa dosežejo blondinci (C-SRIP 25,98, lfeat 26,13, UR-DGN 25,27, VDSR
25,62, AACNN 26,64), čeprav med rezultati ni velikih razlik.
























































Slika 4.43: Primerjava superresolucijskih mrež glede na barvo las z metriko PSNR
na zbirki CelebA. Barva las: Č (črna), B (blond), R (rjava) in S (siva).
Glede na metriko SSIM, na sliki 4.44, najvǐsje vrednosti mediane dosegajo
blondinci (C-SRIP 0,934, lfeat 0,930, UR-DGN 0,923, VDSR 0,925, AACNN
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0,931), najnižje pa črnolasci (C-SRIP 0,913, lfeat 0,904, UR-DGN 0,890, VDSR
0,900, AACNN 0,897).

















































Slika 4.44: Primerjava superresolucijskih mrež glede na barvo las z metriko SSIM
na zbirki CelebA. Barva las: Č (črna), B (blond), R (rjava) in S (siva).
Pri metriki BRISQUE, na sliki 4.45, ni večjih razlik med barvami las. Pri
vseh mrežah najnižje vrednosti mediane dosežejo črnolasci (C-SRIP 50,06, lfeat
40,99, UR-DGN 55,97, VDSR 51,60, AACNN 53,61). Najvǐsje vrednosti imajo
pri mrežah C-SRIP (51,21), UR-DGN (57,22) in AACNN (55,54) sivolasci, pri
lfeat (43,97) in VDSR (54,42) pa blondinci.
Na sliki 4.46 je primerjava slik po barvi las glede na metriko NIQE. Najnižje
vrednosti mediane večinoma dosežejo blondinci (C-SRIP 8,58, lfeat 8,92, AACNN
9,43), pri mrežah UR-DGN (7,92) in VDSR (9,12) pa črnolasci. Znotraj mrež
sicer so razlike v rezultatih glede na razrede, a ti ne dajejo enotnih rezultatov
preko vseh mrež.
Ugotovimo, da glede na metriko PSNR najslabše rezultate dosežejo blondinci,
ki glede na metriko SSIM dosežejo najbolǰse rezultate. Pri nereferenčnih metrikah
ni enotnih rezultatov preko vseh mrež glede na razrede, na katere smo razvrstili
slike.
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Slika 4.45: Primerjava superresolucijskih mrež glede na barvo las z metriko
BRISQUE na zbirki CelebA. Barva las: Č (črna), B (blond), R (rjava) in S
(siva).







































Slika 4.46: Primerjava superresolucijskih mrež glede na barvo las z metriko NIQE
na zbirki CelebA. Barva las: Č (črna), B (blond), R (rjava) in S (siva).
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4.3.9 Rezultati analize pristranskosti glede na tip pričeske
Pri tem eksperimentu nas zanima, če se pojavlja pristranskost glede na pričesko
osebe na sliki. Če ima oseba frufru, ta navadno pokriva del obraza, kar bi lahko
vplivalo na učinkovitost delovanja mrež, gre namreč za eno od prekrivanj. V
primeru pleše slika ne vsebuje visokofrekvenčnih detajlov las, kar bi lahko vplivalo
na bolǰso učinkovitost, medtem ko bi ravno nasprotno lahko ravni, valoviti oz.
razredčeni lasje vplivali na slabšo učinkovitost. Uporabljena je zbirka CelebA,
opisana v poglavju 3.3.1. Za različne tipe pričeske so uporabljene slike s plešo, z
razredčenimi lasmi, s frufrujem, z ravnimi in valovitimi lasmi.
Glede na metriko PSNR, na sliki 4.47, ni večje razlike med tipi pričesk. Naj-
bolǰse rezultate dosegajo slike ljudi z ravnimi lasmi (vrednosti median znašajo
za C-SRIP 26,96, lfeat 26,98, UR-DGN 25,69, VDSR 26,03, AACNN 27,28), naj-
slabše pa s frufrujem (vrednosti median znašajo za C-SRIP 25,93, lfeat 26,02,
UR-DGN 25,22, VDSR 25,47, AACNN 26,49).
























































Slika 4.47: Primerjava superresolucijskih mrež glede na tip pričeske z metriko
PSNR na zbirki CelebA. Tip pričeske: P (pleša), R (razredčeni lasje), F (frufru),
S (ravni lasje) in V (valoviti lasje).
Podobne rezultate poda tudi metrika SSIM, na sliki 4.48, kjer najvǐsje vre-
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dnosti mediane dosežejo slike ljudi z ravnimi lasmi (C-SRIP 0,928, lfeat 0,923,
UR-DGN 0,909, VDSR 0,916, AACNN 0,918), najnižje pa zopet slike ljudi s fru-
frujem (C-SRIP 0,910, lfeat 0,902, UR-DGN 0,895, VDSR 0,900, AACNN 0,903).
Na sliki 4.49 so prikazani primeri ljudi z ravnimi lasmi in s frufrujem.

















































Slika 4.48: Primerjava superresolucijskih mrež glede na tip pričeske z metriko
SSIM na zbirki CelebA. Tip pričeske: P (pleša), R (razredčeni lasje), F (frufru),
S (ravni lasje) in V (valoviti lasje).
Glede na metriko BRISQUE, na sliki 4.50, ni velikih razlik med tipi pričesk.
Najnižjo vrednost mediane dosežejo slike ljudi s plešo (C-SRIP 49,69), z ra-
zredčenimi lasmi (lfeat 41,29), s frufrujem (UR-DGN 55,90, AACNN 53,85) oz.
s valovitimi lasmi (VDSR 51,90), najvǐsjo pa slike ljudi s frufrujem (C-SRIP
51,17, lfeat 43,68), plešo (UR-DGN 57,21) oz. z razredčenimi lasmi (VDSR 54,76,
AACNN 55,35).
Na sliki 4.51 je prikazano, da najvǐsji vrednosti mediane mreži C-SRIP (9,11)
in VDSR (9,27) dosegata na slikah ljudi z razredčenimi lasmi, mreža lfeat (8,58) na
slikah ljudi s plešo, mreža UR-DGN (9,88) na slikah ljudi z valovitimi lasmi, mreža
AACNN (9,52) pa na slikah ljudi z ravnimi lasmi. Najnižje vrednosti mediane pa
so dosežene na slikah ljudi s frufrujem (C-SRIP 8,55, lfeat 8,08, VDSR 9,12) oz.
plešo (UR-DGN 9,53, AACNN 9,30).
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LR C-SRIP lfeat UR-DGN VDSR AACNN HR
Slika 4.49: Primeri slik iz zbirke CelebA za različne tipe pričesk. V prvih dveh
vrstah so prikazani primeri ljudi z ravnimi lasmi, v zadnjih dveh pa s frufrujem.
Zaporedje slike po stolpcih od leve proti desni: LR, C-SRIP, lfeat, UR-DGN,
VDSR, AACNN in HR.
Najnižje vrednosti mediane glede na referenčni metriki imajo slike ljudi s
frufrujem, najvǐsje pa slike ljudi z ravnimi lasmi, a tudi ostali tipi pričesk nimajo
veliko slabših rezultatov. Frufru prekriva del obraza, kar vpliva na uspešnost
delovanja mrež. Če pogledamo slike, so rezultati vseeno zadovoljivi. Zavedati
se moramo, da se nekatere mreže osredotočajo predvsem na izbolǰsanje detajlov
obraza, ne pa ozadja in las. Poleg tega so lasje visokofrekvenčni detajl, ki ga
je nemogoče popolnoma rekonstruirati. Ko pogledamo nereferenčne metrike, ni
enotnosti glede na razred pričeske.
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Slika 4.50: Primerjava superresolucijskih mrež glede na tip pričeske z metriko
BRISQUE na zbirki CelebA. Tip pričeske: P (pleša), R (razredčeni lasje), F
(frufru), S (ravni lasje) in V (valoviti lasje).







































Slika 4.51: Primerjava superresolucijskih mrež glede na tip pričeske z metriko
NIQE na zbirki CelebA. Tip pričeske: P (pleša), R (razredčeni lasje), F (frufru),
S (ravni lasje) in V (valoviti lasje).
74 Eksperimenti in rezultati
4.3.10 Rezultati analize pristranskosti glede na tip ust
Pri tem eksperimentu nas zanima, če se pojavlja pristranskost glede na tip ust na
sliki. Če so usta v nasmehu in se vidijo zobje, je to še eden od visokofrekvenčnih
detajlov, ki jih je težje rekonstruirati, kar lahko vpliva na učinkovitost mrež.
Uporabljena je zbirka CelebA, opisana v poglavju 3.3.1. Za tipe ust so uporabljene
slike obrazov z veliki usti, rahlo odprtimi usti, usti v nasmehu in našminkanimi
usti.
Glede na sliko 4.52, kjer so prikazani rezultati za metriko PSNR, so zelo
majhne razlike med rezultati. Najvǐsjo vrednost mediane dosegajo usta v na-
smehu (C-SRIP 26,46, lfeat 25,52, VDSR 25,69, AACNN 26,89) oz. našminkana
usta (UR-DGN 25,41). Vse mreže najnižje vrednosti mediane dosegajo za slike
z veliki usti (C-SRIP 26,12, lfeat 26,18, UR-DGN 25,21, VDSR 25,50, AACNN
26,59).
























































Slika 4.52: Primerjava superresolucijskih mrež glede na tip ust z metriko PSNR
na zbirki CelebA. Tipi ustnic: V (velika usta), O (rahlo odprta usta), N (usta v
nasmehu) in Š (našminkana usta).
Glede na metriko SSIM, na sliki 4.53, so zelo majhne razlike med vrednostmi.
Najvǐsjo vrednost mediane dosegajo slike ljudi z usti v nasmehu (C-SRIP 0,920,
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lfeat 0,913, AACNN 0,911) oz. z rahlo odprtimi usti (UR-DGN 0,902, VDSR
0,908), najnižjo vrednost pa zopet slike ljudi z velikimi usti (C-SRIP 0,915, lfeat
0,908, UR-DGN 0,898, VDSR 0,904, AACNN 0,905).

















































Slika 4.53: Primerjava superresolucijskih mrež glede na tip ust z metriko SSIM
na zbirki CelebA. Tipi ustnic: V (velika usta), O (rahlo odprta usta), N (usta v
nasmehu) in Š (našminkana usta).
Glede na metriko BRISQUE, ki je prikazana na sliki 4.54, so minimalne razlike
med tipi ustnic. Različne mreže niso enotne glede na razrede, ki bi dosegali
vǐsje/nižje vrednosti. Razlike median med najvǐsjo in najnižjo vrednostjo znotraj
mreže so majhne (C-SRIP 0,14, lfeat 0,63, UR-DGN 0,06, VDSR 0,51, AACNN
0,28).
Metrika NIQE, podobno kot BRISQUE, daje zelo majhne razlike med rezul-
tati, ki so vidni na sliki 4.55. Pri različnih mrežah ni enotnosti glede na razrede,
ki bi dosegali vǐsje/nižje vrednosti. Razlike median med najvǐsjo in najnižjo vre-
dnostjo znotraj mreže so majhne (C-SRIP 0,08, lfeat 0,12, UR-DGN 0,08, VDSR
0,02, AACNN 0,09).
Ugotovimo, da najbolǰse rezultate glede na referenčni metriki dosegajo slike
z usti v nasmehu, najslabše pa velika usta, a so razlike minimalne. Lahko skle-
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Slika 4.54: Primerjava superresolucijskih mrež glede na tip ust z metriko BRI-
SQUE na zbirki CelebA. Tipi ustnic: V (velika usta), O (rahlo odprta usta), N
(usta v nasmehu) in Š (našminkana usta).
pamo, da je v učni množici največ slik ljudi z nasmehom. Če pogledamo slike iz
drugih analiz, lahko opazimo, da tudi če je oseba na HR sliki brez nasmeha, ga
na halucinirani sliki v večini primerov dobi. Glede na referenčni metriki pa ni
enotnosti glede na razred znotraj mrež, ki bi vračal vǐsje/nižje vrednosti.
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Slika 4.55: Primerjava superresolucijskih mrež glede na tip ust z metriko NIQE
na zbirki CelebA. Tipi ustnic: V (velika usta), O (rahlo odprta usta), N (usta v
nasmehu) in Š (našminkana usta).
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4.3.11 Rezultati analize pristranskosti glede na tip brade
Pri tem eksperimentu nas zanima, če se pojavlja pristranskost glede na prisotnost
in tip brade osebe na sliki. Brada predstavlja visokofrekvenčni detajl na sliki, je
pa tudi ena od možnosti prekrivanja obraza, kar lahko vpliva na uspešnost rekon-
strukcije modelov za izbolǰsanje ločljivosti slike. Uporabljena je zbirka CelebA,
opisana v poglavju 3.3.1. Za tipe brad so uporabljene slike s špansko brado, z
brki in brez brade.
Glede na metriko PSNR, ki je prikazana na sliki 4.56, ni večjih razlik med tipi
brad, a za vse mreže najvǐsje vrednosti mediane vračajo slike brez brade (C-SRIP
26,54, lfeat 26,58, UR-DGN 25,53, VDSR 25,85, AACNN 26,97), najnižje pa tiste

























































Slika 4.56: Primerjava superresolucijskih mrež glede na tip brade z metriko PSNR
na zbirki CelebA. Tipi brade: Š (španska brada), B (brki) in BB (brez brade).
Metrika SSIM daje podobne rezultate kot PSNR, kar vidimo na sliki 4.57.
Najvǐsje vrednosti median dajejo slike oseb brez brade (C-SRIP 0,921, lfeat 0,915,
UR-DGN 0,905, VDSR 0,911, AACNN 0,912), najnižje pa slike oseb z brki (C-
SRIP 0,908, lfeat 0,898, UR-DGN 0,884, VDSR 0,895, AACNN 0,892). Na sliki
4.58 so prikazani primeri slik brez brade in z brki.


















































Slika 4.57: Primerjava superresolucijskih mrež glede na tip brade z metriko SSIM
na zbirki CelebA. Tipi brade: Š (španska brada), B (brki) in BB (brez brade).
Glede na metriko BRISQUE so zelo majhne razlike med različnimi tipi brade,
kot je vidno na sliki 4.59. Najvǐsjo vrednost mediane na vseh mrežah, razen
UR-DGN (najvǐsja vrednost za ljudi brez brad je 56,36), dosežejo slike ljudi s
špansko brado (C-SRIP 50,82, lfeat 42,37, VDSR 52,93, AACNN 54,51). Med
razredi največje razlike median znašajo za C-SRIP 0,31, lfeat 0,21, UR-DGN
0,32, VDSR 0,47 in AACNN 0,32.
Na sliki 4.60 lahko razberemo, da tudi pri metriki NIQE ni velikih razlik
med tipi brad. Glede na mediane metrike dosežejo mreže C-SRIP (8,85 in 8,60),
UR-DGN (9,82 in 9,60), VDSR (9,19 in 9,08) in AACNN (9,49 in 9,28) najvǐsje
vrednosti za slike ljudi brez brade, najnižje pa za slike ljudi z brado. Mreža lfeat
daje najvǐsjo vrednost mediane za slike s špansko brado (8,52), najnižje pa za
slike brez brade (8,17).
Glede na referenčni metriki najvǐsje vrednosti median dosežejo slike oseb brez
brade, najnižje pa slike oseb z brki. Če ima oseba na sliki brke, ima lahko tudi
špansko brado, kar pojasnjuje podobne rezultate za ta dva razreda. Kot smo
omenili v uvodu, je brada visokofrekvenčni detajl, ki tudi prekriva del obraza in
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LR C-SRIP lfeat UR-DGN VDSR AACNN HR
Slika 4.58: Primeri slik z različnimi tipi brad iz zbirke CelebA. V prvih dveh
vrstah so prikazani primeri slik brez brade, v zadnjih dveh pa z brki. Zaporedje
slik po stolpcih od leve proti desni: LR, C-SRIP, lfeat, UR-DGN, VDSR, AACNN
in HR.
vpliva na učinkovitost delovanja mrež. Glede na nereferenčni metriki so manǰse
razlike med razredi, rezultati metrik pa so neenotni za posamezne razrede preko
mrež.



















































Slika 4.59: Primerjava superresolucijskih mrež glede na tip brade z metriko









































Slika 4.60: Primerjava superresolucijskih mrež glede na tip brade z metriko NIQE
na zbirki CelebA. Tipi brade: Š (španska brada), B (brki) in BB (brez brade).
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4.3.12 Rezultati analize pristranskosti glede na izbrane lastnosti
Na koncu smo preverili, ali se glede na referenčni metriki pojavijo večje razlike,
če analiziramo le obraze, na katerih so lastnosti, ki nam vrnejo bolǰse rezultate,
in jih primerjamo z obrazi, na katerih so lastnosti, ki nam vrnejo slabše rezultate.
Zbirka CelebA ima označenih največ atributov, zato smo na tej zbirki naredili
analizo glede na izbrane lastnosti. Izbrane so bile tiste lastnosti, ki so glede na
referenčni metriki dale najbolǰse oz. najslabše rezultate, saj so bila pri referenčnih
matrikah odstopanja večja in bolj usklajena glede na različne mreže kot pri nere-
ferenčnih. Najbolǰse rezultate (D) dobimo za sledeče lastnosti: ravni lasje, ovalen
obraz, obraz brez brade, predstavnik moškega spola, brez očal, najslabše (S) pa
za: frufru, velika usta, ne ovalen obraz z očali, predstavnica ženskega spola.
Na sliki 4.61 so prikazani rezultati za metriko PSNR in na sliki 4.62 za metriko
SSIM. Če vzamemo skupek lastnosti, ki prinašajo slabe rezultate (S), in tiste, ki
prinašajo dobre (D), vidimo razlike v uspešnosti glede na metriki PSNR in SSIM.
Glede na sliko, ki prikazuje rezultate metrike PSNR, vidimo, da je pri večini mrež
vrednost prvega kvartila dobrih lastnosti vǐsja od tretjega kvartila slabih. Razlike
median znašajo za C-SRIP 3,06, lfeat 2,86, UR-DGN 2,15, VDSR 2,19 in AACNN
2,73. Na sliki 4.63 so prikazani primeri S in D lastnosti ter kakšni so rezultati iz
mrež.
Podobne rezultate kaže tudi slika metrike SSIM, razlike med medianami
znašajo za C-SRIP 0,033, lfeat 0,033, UR-DGN 0,040, VDSR 0,040 in AACNN
0,041. Če primerjamo dobljena grafa z grafom 4.1, ki kaže rezultate metrik na
celotni zbirki CelebA, lahko vidimo, da slabe lastnosti nižajo vrednosti metrik,
medtem ko dobre lastnosti dosežejo vrednosti mediane, vǐsje od vrednosti median
pri pregledu uspešnosti modelov.
Ugotovimo, da čeprav so razlike glede na posamezno lastnost majhne, se raz-
lika med razredi poveča, če izberemo slike, ki vsebujejo pretežno dobre lastnosti,
in jih primerjamo s slikam s pretežno slabimi lastnostmi.

























































Slika 4.61: Primerjava superresolucijskih mrež glede na izbrane lastnosti z me-
triko PSNR na zbirki CelebA. Lastnosti so označene s S (frufru, velika usta, ne
ovalen obraz z očali, ženski spol) in z D (ravni lasje, ovalen obraz, brez brade,
moški spol, brez očal).


















































Slika 4.62: Primerjava superresolucijskih mrež glede na izbrane lastnosti z me-
triko SSIM na zbirki CelebA. Lastnosti so označene s S (frufru, velika usta, ne
ovalen obraz z očali, ženski spol) in z D (ravni lasje, ovalen obraz, brez brade,
moški spol, brez očal).
LR C-SRIP lfeat UR-DGN VDSR AACNN HR
Slika 4.63: Rezultati iz mrež ter vhodne LR slike in referenčne slike visoke
ločljivosti (HR) za primerjavo glede na izbrane lastnosti iz zbirke CelebA. V prvi
in drugi vrstici sta prikazana rezultata S lastnosti, v zadnjih dveh vrsticah pa D
lastnosti.
4.3 Analiza pristranskosti 85
4.3.13 Diskusija
Ugotovimo, da glede na izbrani nereferenčni metriki večinoma ni velikih razlik
med lastnostmi, ki jih analiziramo. To gre verjetno pripisati temu, da čeprav na
halucinirani sliki niso zadeti detajli, je slika še vseeno videti naravno in mreže ne
halucinirajo artefaktov, ki bi jih izbrani nereferenčni metriki zaznali.
Večje razlike med nekaterimi lastnostmi se pojavijo, če jih primerjamo z refe-
renčnimi metrikami. Glede na tip obraza ni velikih razlik, najbolǰso podobnost z
referenčnimi slikami dosežejo ovalni obrazi, medtem ko najslabšo okrogli. Glede
barve las ni večjih razlik. Zadnja lastnost predstavlja le manǰsi, obrobni del slike.
Ko analiziramo pristranskost glede na spol, so nekoliko bolǰsi rezultati za pred-
stavnike moškega spola. Glede na raso najbolj konsistentne rezultate dajejo slike
Azijcev, največji razpon pa imajo slike črncev.
Pri starosti so bolǰsi rezultati glede na referenčni metrike za starost med 30
in 49 let, slabši za 90 let in več. To gre verjetno pripisati učni množici, na
kateri so bile mreže učene, in pa visokofrekvenčnim detajlom gub, ki se pogosteje
pojavljajo pri stareǰsih ljudeh. Glede na kvalitativne rezultate opazimo, da so
otroški obrazi slabše halucinirani kot ostali. Stareǰse osebe pa na haluciniranih
slikah izgledajo mlaǰse.
Pri pozi obraza so večje podobnosti z referenčno sliko, bolj ko je obraz obr-
njen (večji del slike predstavlja ozadje), kar se sicer nekoliko spremeni, ko za
analizo vzamemo le tisto polovico slike, kjer se nahaja obraz. Vseeno imajo
slike s kotom rotacije 0◦ najnižje vrednosti glede na referenčni metriki. To
lahko pripǐsemo temu, da so te slike najbolj raznolike (nimajo velikih enobarv-
nih površin kože/las). Glede na kvalitativne rezultate ni vidnega poslabšanja
kvalitete slik z večanjem kota rotacije.
Večje razlike se pojavijo, ko gre za neko vrsto prekrivanja obraza – pričeska
(najslabši rezultati so v primeru frufruja), brada (na obrazih brez brade so bili
doseženi bolǰsi rezultati), zakritost (maske na obrazih, očala, porisan obraz), ve-
lika usta. Pri zbirki Disguised Faces in the Wild velja omeniti, da so kot zakrin-
kani označeni obrazi, kjer so ljudje zakriti, močno naličeni, imajo brado, očali
ipd. A če je ta oseba v resničnem življenju naličena, ima brado, frufru, očala,
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ima to tudi na slikah, ki so označene kot nezakrite. Zakritost obraza vpliva na
uspešnost delovanja mrež. Kar je pričakovano, saj mreže težko natančno haluci-
nirajo oblike zakrivanj obraza, če gre npr. za očala, tančico, porisanost obraza,
tatuje, prekrivanje z rokami ipd. Gre za visokofrekvenčne detajle, ki jih je ne-
mogoče popolnoma rekonstruirati. Če pogledamo slike, ugotovimo, da mreže
vseeno zadovoljivo halucinirajo tudi prekrivajoče predmete.
Glede na referenčni metriki se pojavijo večje razlike, če analiziramo le obraze,
na katerih so lastnosti, ki nam vrnejo bolǰse rezultate, in jih primerjamo z obrazi,
na katerih so lastnosti, ki nam vrnejo slabše rezultate.
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4.4 Analiza delovanja detektorja
V literaturi se pogosto argumentira uporabo superresolucijskih modelov za iz-
bolǰsanje delovanja drugih komponent računalnǐskega vida, kot sta detekcija in
razpoznavanje. Na tem mestu želimo preveriti, če se delovanje detektorja obrazov
izbolǰsa z uporabo superresolucijskih modelov, pri čemer se osredotočamo na slike
obrazov, ki so na prvotni sliki manǰsi od 100 × 100 slikovnih pik (angl. pixel –
px). Če imamo realne slike, so na njih ljudje pogosto majhni oz. zamegljeni. Če
bi imeli detektor, ki bi zaznal zelo veliko področij, na katerih se morda nahajajo
obrazi, bi vsa potencialna področja s superresolucijo povečali in nato vrnili na
sliko. Po tem bi prǐsel na vrsto drugi korak, ki je prikazan v tem poglavju. S
tem, ko bi potencialne obraze povečali, bi morda izbolǰsali delovanje detektorja.
4.4.1 Protokol
Uporabljena je zbirka WIDER Face, opisana v poglavju 3.3.5. Izberemo le slike,
na katerih so vsi obrazi manǰsi od 100 × 100 px, zaradi omejitev delovanja
računalnika za računanje haluciniranih obrazov večje velikosti, pa tudi ker imajo
detektorji večje težave z razpoznavanjem manǰsih obrazov. Obraze razdelimo v
tri velikostne razrede, 0–9 px, 10–49 px in 50–99 px, ter analiziramo, kako do-
bro mreža YOLO, opisana v poglavju 3.2.1, detektira obraze. V članku zbirke
[15] so ravno tako uporabili tri razrede, 10–50 px, 50–300 px, več kot 300 px.
Mi dodamo še najmanǰsi velikostni razred, saj nas zanima predvsem delovanje
na majhnih obrazih in učinek uporabe nevronskih mrež za superresolucijo, poleg
tega ne analiziramo največjega velikostnega razreda zaradi prej omenjenih razlo-
gov ter znižamo najvǐsjo mejo za srednji velikostni razred. Ker za testni del zbirke
ni podanih koordinat obrazov na slikah, uporabimo validacijski del zbirke, ki ima
te koordinate podane. Od 1530 slik, jih 30 uporabimo za validacijo. Detektor
YOLO slabo zaznava najmanǰsi velikostni razred, nas pa zanima, ali bi detektor
deloval bolj učinkovito na manǰsih obrazih, če bi imeli večje število potencialnih
področij in bi te izbolǰsali s superresolucijo. Kot število vseh potencialih področij
vzamemo koordinate vseh obrazov na sliki.
Shema pridobivanja slik za analizo delovanja detektorja je prikazana na sliki
88 Eksperimenti in rezultati
4.64. Iz izbranih slik na podlagi koordinat obrazov, ki so podane v zbirki, izrežemo
ta področja, pri čemer koordinate prilagodimo tako, da so izrezani obrazi kvadra-
tne oblike in podobni tistim, s katerimi so bile mreže naučene. Vsak obraz nato
haluciniramo na 2-, 4- in 8-kratno velikost, kar je možno z mrežo C-SRIP, ki je
polnokonvolucijska in sprejema slike, ki niso nujno velikosti 24 × 24 px. Sliko z
detekcijami predhodno povečamo z bikubično interpolacijo na 2-, 4- in 8-kratno
velikost in na teh povečanih slikah obraze nadomestimo s haluciniranimi obrazi
ustrezne povečave. Za primerjavo uporabimo slike, ki so povečane le z bikubično
interpolacijo.
Sledi uporaba detektorja YOLO. Spreminjamo vrednost praga zaupanja v
predvidevanje (angl. confidence threshold) in vrednost praga odstranjevanja ne-
maksimalnih vrednosti (angl. Non-Maximal Suppression threshold – NMS thre-
shold). Izberemo praga, ki dajeta največjo vrednost AP na originalnih slikah.
Prag zaupanja v predvidevanje nastavimo na 0,2, kar pomeni, da obdržimo le
detekcije, ki imajo vrednost zaupanja v predvidevanje večje od 0,2, s čimer od-
stranimo detekcije, ki imajo manǰso vrednost zaupanja. Prag NMS nastavimo na
0,5, s čimer odstranimo odvečne prekrivajoče detekcije z manǰsim zaupanjem.
Za evalvacijo uporabimo izračun povprečne natančnosti, kot v [58, 15]. Re-
zultat detekcije je označen kot pozitiven, če je razmerje preseka detektiranega
območja s podanim obraznim območjem večje od 0,5, kot v [15]. Detekcijam
in koordinatam obrazov glede na velikost y določimo razred, v katerega spadajo
glede na svojo velikost.
4.4.2 Rezultati eksperimenta
Na sliki 4.65 so prikazani rezultati povprečne natančnosti delovanja detektorja
pri različnih povečavah slik in faktorjih halucinacij obrazov. Detekcija je bolǰsa
na slikah, ki so deležne le bikubične interpolacije kot na slikah, ki so poleg te
deležne še halucinacije obrazov na sliki. Pri bikubični interpolaciji se povprečna
natančnost detektiranja ne spreminja veliko z večanjem faktorja povečave. Pri
slikah, kjer obraze povečamo s superresolucijskimi modeli, povprečna natančnost
rahlo pada, če pogledamo vse velikostne razrede. Za najmanǰsi razred 0–9 px je
povprečna natančnost pri vseh obdelavah zelo nizka (od 0,63 do 0,91).














Slika 4.64: Shema pridobivanja slik za analizo delovanja detektorja.
Na slikah, na katerih povečane obraze nadomestimo s haluciniranimi, se vidijo
robovi slik, ki nastanejo pri halucinaciji obrazov, kot je vidno na sliki 4.66, kar
lahko vpliva na detekcijo. Poleg tega so to, tako kot kasneje v poglavju 4.5, realne
slike, mreža pa je naučena na podvzorčenih LR slikah, kar vpliva na uspešnost
delovanja modelov. Glede na sliko 4.66 mreža vseeno zadovoljivo deluje.
Za analizo detekciji pripǐsemo razred glede na velikost y. Če je velikost y blizu
meje razreda, je možno, da je podano obrazno področje razvrščeno v drug razred
kot detektirano območje. To povzroči, da je detekcija razvrščena kot napačno
pozitivna, kar pa vpliva na nižjo vrednost AP, kot bi bila v resnici. Je pa res, da
je to enako za vse načine obdelave.
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Slika 4.65: Graf povprečne natančnosti delovanja detektorja YOLO pri različnih
povečavah (2-, 4- in 8-krat) in faktorjih halucinacij obrazov (2-, 4-, 8-krat). Slike
niso deležne nobene obdelave, le bikubične interpolacije (B) ali bikubične inter-
polacije in halucinacije obraza z mrežo C-SRIP (C-SRIP + B) ter povečave za
nek faktor na zbirki WIDER face.
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Brez obdelave B 2× C-SRIP + B 2× B 4× C-SRIP + B 4× B 8× C-SRIP + B 8×
Slika 4.66: Primeri slik iz zbirke WIDER face. V prvi vrsti za razred 0–9 px,
v drugi vrsti za razred 10–49 px, v zadnji vrsti za 50–99 px, po stolpcih so
slike, ki niso deležne nobene obdelave, le bikubične interpolacije (B) ali bikubične
interpolacije in halucinacije obraza z mrežo C-SRIP (C-SRIP + B) ter povečave
za nek faktor.
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4.4.3 Diskusija
Detekcija je najbolǰsa na slikah, ki so obdelane le z bikubično interpolacijo. Po-
trebno je tudi upoštevati, da detektor YOLO ni specializiran za zaznavanje malih
objektov, vsaj ne velikostnega ranga, kot ga gledamo mi. Detekcije in obrazna po-
dročja najprej razporedimo v razrede, nato izračunamo AP. Uvrstitev v napačni
razred lahko vpliva na nižjo AP, ampak to velja za vse načine obdelave. Možno je,
da slabša detekcija za povečave s superresolucijsko mrežo od bikubične interpo-
lacije velja le za to mrežo in ne velja v širšem pomenu. Mreže namreč generirajo
slike, ki so sicer za ljudi kakovostneǰse na pogled, niso pa nujno kakovostneǰse slika
za detektor. Kar bi lahko pojasnilo, da z večanjem faktorja povečave s superre-
solucijskim modelom pada AP, saj mreža z vsakim povečanjem na sliko doda več
detajlov. Za bikubično interpolacijo večinoma AP raste s faktorjem skaliranja.
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4.5 Analiza delovanja razpoznavalnika
Kot je omenjeno že v poglavju o analizi delovanja detektorja, se v literaturi pogo-
sto argumentira uporaba SR modelov za izbolǰsanje delovanja drugih komponent
računalnǐskega vida, kot sta detekcija in razpoznavanje. Zanima nas torej, kako
dobro deluje razpoznavalnik, če namesto HR slik vzamemo halucinirane slike in
jih primerjamo s HR slikami.
4.5.1 Protokol
Uporabljene so implementacije mrež C-SRIP, lfeat, UR-DGN in VDSR ter skripta
za predobdelavo slik, kot je navedeno v poglavju o analizi pristranskosti 4.3.1.
Uporabljene so poravnane slike iz zbirke LFW, ki so dostopne na strani zbirke
[63]. Slike z nadzornih kamer z razdalje 4,20 m iz zbirke SCface so podane skupaj
s štirimi točkami obraza (levo in desno oko, konica nosu in sredina ust). Slike
z nadzornih kamer so velikosti 75 × 100 slikovnih pik, obraz pa je velikosti pri-
bližno 35 × 45 slikovnih pik. Pri obrezovanju obrazov s poskušanjem ugotovimo
najbolǰsi obrez. Slike obrežemo tako, da je obraz na sliki različno velik, in nato
izberemo za celo zbirko tisti obrez, ki daje najbolǰse rezultate (kjer so najbolj vi-
dne podrobnosti) glede na uporabo mreže C-SRIP na nekaj slikah iz zbirke. Nato
iz LR slik z mrežami C-SRIP, lfeat, UR-DGN in VDSR pridobimo halucinirane
slike. Da dobimo bolǰsi pregled, česa so mreže zmožne, iz LR slik pridobimo še
nadvzorčene slike z bilinearno interpolacijo. Za slike iz zbirke LFW imamo tudi
referenčne HR slike, medtem ko te za zbirko SCface ne obstajajo, imamo pa HR
slike obrazov, slikanih pod nadzorovanimi pogoji (uporabljene so že v poglavju o
analizi pristranskosti 4.3.1, ko so osebe obrnjene naravnost).
Ker so slike že poravnane in se vsi obrazi nahajajo na enaki lokaciji na sliki,
slike le ustrezno obrežemo, da spominjajo na tiste, zaznane z detektorjem in na
katerih je mreža VGG-Face naučena. Pridobljene značilke primerjamo s kosinusno
razdaljo, kot v [64, 65]. Shema pridobivanja kosinusne razdalje je prikazana na
sliki 4.67.
Za zbirko LFW uporabimo razdelitev po parih, ki je objavljena na strani












Slika 4.67: Shema pridobivanja kosinusnih razdalj za analizo delovanja razpozna-
valnika.
zbirke, medtem ko pare za zbirko SCface oblikujemo sami – polovico parov sesta-
vljata sliki iste osebe, polovico pa sliki različnih oseb. Za zbirko LFW primerjamo
značilke HR slike z značilkami haluciniranih slik, za bazno vrednost izračunamo
primerjavo značilk HR slik z značilkami HR slik. Za zbirko SCface primerjamo
značilke HR slik iz prvega dela, s pogledom naravnost in značilke haluciniranih
slik z nadzornih kamer. Rezultate ovrednotimo glede na krivuljo ROC.
4.5.2 Rezultati eksperimenta
Najprej testiramo slike iz zbirke LFW. Glede na graf na sliki 4.68 se nobena
od mrež ne približa HR slikam, a dajeta mreži C-SRIP in lfeat bolǰse rezultate
od mrež UR-DGN in VDSR na zbirki LFW. Najslabše rezultate dajejo slike, ki
so nadvzorčene z interpolacijo. Na sliki 4.69 so prikazani primeri pravilnih in
napačnih parov, ki so uporabljeni pri eksperimentu.
Nato testiramo še na zbirki SCface. Glede na grafe na sliki 4.70 vse mreže
na resničnih slikah z nadzornih kamer dosežejo slabše rezultate kot na slikah, ki
jim naknadno znižamo ločljivost. Na nadzornih slikah so ljudje slikani od zgoraj
navzdol, pod kotom, medtem ko so na primerjalnih slikah slikani frontalno. Mreži
C-SRIP in lfeat dajeta bolǰse rezultate od mrež UR-DGN in VDSR, ki imata slabše
rezultate tudi od slik, ki so bile le nadvzorčene z interpolacijo. Najbolǰsi rezultati
so s kamere 1, kjer so že na LR sliki za človeške oči najbolj vidni detajli. Mreže
so manj učinkovite od nadvzorčenja z interpolacijo pri kameri 5, kjer mreže med
seboj dajejo zelo podobne rezultate. Na sliki 4.71 so prikazane slike pravilnih
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Slika 4.68: Primerjava krivulje ROC za štiri mreže, nadvzorčene slike z interpo-
lacijo (označene z Nadvzorčeno) in referenčne HR slike na zbirki LFW.
parov s slabimi rezultati ter na sliki 4.72 tiste z dobri rezultati. Mreže so bile
naučene na podvzorčenih LR slikah, slike z nadzornih kamer pa so realne slike,
kar vpliva na uspešnost delovanja halucinacije.
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HR LR C-SRIP lfeat UR-DGN VDSR nadvzorčeno HR
Slika 4.69: Primeri vhodnih in izhodnih slik iz mrež iz zbirke LFW. Prva slika na
levi je HR slika, nato LR slika za primerjavo, sledijo izhodne slike iz mrež C-SRIP,
lfeat, UR-DGN, VDSR, nadvzorčene slike ter na koncu še HR slika. V prvih dveh
vrstah so primeri slik pravilnih parov, v prvi vrsti so najbolǰsi rezultat glede na
HR-HR primerjavo, v drugi vrsti pa najslabši glede na HR-HR primerjavo. V
zadnjih dveh vrstah so primeri slik napačnih parov, v tretji vrsti z najmanǰso
razdaljo med slikama glede na HR-HR sliki, v zadnji vrsti pa z največjo razdaljo
glede na HR-HR sliki.
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Slika 4.70: Krivulje ROC za različne nadzorne kamere (1–5) z uporabo različnih
mrež za haluciniranje in z nadvzorčenjem slik z interpolacijo iz zbirke SCface.
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HR LR C-SRIP lfeat UR-DGN VDSR Nadvzorčeno
Slika 4.71: Primeri slik z veliko podobnostjo pravilnih parov iz zbirke SCface.
Slike kamer si sledijo od zgoraj navzdol od kamere 1 do kamere 5 iz zbirke SCface.
Prva slika na levi je HR slika z nadzorovano osvetlitvijo, nato je slika z nadzorne
kamere (LR), potem si sledijo izhodne slike iz mrež C-SRIP, lfeat, UR-DGN in
VDSR, zadnja je nadvzorčena slika z interpolacijo.
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HR LR C-SRIP lfeat UR-DGN VDSR Nadvzorčeno
Slika 4.72: Primeri slik z majhno podobnostjo pravilnih parov iz zbirke SCface.
Slike kamer si sledijo od zgoraj navzdol od kamere 1 do kamere 5 iz zbirke SCface.
Prva slika na levi je HR slika z nadzorovano osvetlitvijo, nato je slika z nadzorne
kamere (LR), potem si sledijo izhodne slike iz mrež C-SRIP, lfeat, UR-DGN in
VDSR, zadnja je nadvzorčena slika z interpolacijo.
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4.5.3 Diskusija
Slike, generirane s superresolucijskimi modeli, imajo slabše rezultate pri razpo-
znavanju kot referenčne HR slike. Pri tem so najbolǰsi rezultati iz mreže C-SRIP,
ki ji sledi lfeat. To sta mreži, ki dajeta rezultate, na pogled najbolj podobne HR
slikam. Pri uporabi resničnih LR slik z nadzornih kamer se rezultati poslabšajo.
LR slike so zajete pod drugačnim kotom kot HR slike, s katerimi jih primerjamo,
poleg tega mreže niso naučene na slikah, kjer so obrazi slikani od zgoraj in pod
kotom, zato so nejasne predvsem v spodnjem delu obraza. Poleg tega so barve, ki
se pojavijo na slikah nadzornih kamer, drugačne od barv na primerjalnih frontal-
nih slikah. Uspešnost delovanja razpoznavalnika je odvisna tudi od tipa nadzorne
kamere. Največji faktor, ki vpliva na slabo učinkovitost mrež pri haluciniraju slik
iz realnih LR slik, je, da mreže niso bile naučene na takih podatkih in ne znajo
učinkovito halucinirati HR slike. Mreži C-SRIP in lfeat tudi pri tej analizi dajeta
večinoma bolǰse rezultate. Če uporabimo podvzorčene slike, dosegajo slike, nadv-
zorčene z interpolacijo, slabše rezultate, kot če uporabimo mreže za izbolǰsanje
ločljivosti. To ne velja v primeru realnih slik z nizko ločljivostjo, kjer imajo slike,
nadvzorčene z interpolacijo, bolǰse rezultate od nekaterih mrež.
5 Zaključek
V tem magistrskem delu smo analizirali pristranskost petih postopkov za su-
perresolucijo, ki temeljijo na nedavnih superresolucijskih modelih. Pri tem smo
uporabili referenčni in nereferenčni metriki. Nato smo analizirali delovanje de-
tektorja na zelo majhnih obrazih, ki smo jih obdelali z mrežo za superresolucijo.
Za konec smo pogledali, kako dobro delujejo razpoznavalniki v primeru uporabe
haluciniranih slik in kako vpliva na delovanje uporaba realnih LR slik, ki jih z
mrežami za superresolucijo haluciniramo na velikost HR slik.
Ugotovimo, da glede na izbrani nereferenčni metriki večinoma ni velikih razlik
med lastnostmi, ki jih analiziramo. Večje razlike med nekaterimi lastnostmi se
pojavijo, če jih primerjamo z referenčnimi metrikami. Manǰse razlike se pojavijo,
ko analiziramo pristranskost glede na spol, kjer so nekoliko bolǰsi rezultati za
predstavnike moškega spola. Glede na raso najbolj konsistentne rezultate dajejo
slike Azijcev, največji razpon pa imajo slike črncev. Pri starosti so bolǰsi rezultati
glede na referenčni metriki za starostno skupino 30–49 let, slabši za 90 let in več.
Pri pozi obraza so večje podobnosti z referenčno sliko, bolj ko je obraz obrnjen.
Večje razlike se pojavijo, ko gre za neko vrsto prekrivanja obraza, kjer zakritost
obraza vpliva na uspešnost delovanja mrež. V večini primerov gre za minimalne
razlike med lastnostmi, ki pa se povečajo, ko testiramo na obrazih, s skupkom
lastnosti, ki dosegajo bolǰse rezultate, s tistimi, ki dosegajo slabše rezultate.
Pri analizi detektorja obrazov se je pokazalo, da so najbolǰsi rezultati AP, če je
uporabljena le bikubična interpolacija. Rezultati se niso izbolǰsali, če smo obraze
na sliki nadomestili s haluciniranimi obrazi iz mreže C-SRIP. Superresolucijske
mreže generirajo slike, ki so za ljudi kakovostneǰse na pogled, ni pa nujno, da so
tudi kakovostneǰse za detektor.
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Pri analizi delovanja razpoznavalnika so rezultati pokazali, da mreži C-SRIP
in lfeat, ki tudi glede na metrike dosegata najbolǰse rezultate, dajeta slike, ki
zagotavljajo večjo uspešnost razpoznavanja obrazov. Vseeno pa se halucinirane
slike ne približajo delovanju razpoznavalnika s HR-HR slikami. Delovanje razpo-
znavalnika na haluciniranih realnih slikah je še slabše, a je tudi precej odvisno od
tipa nadzorne kamere.
V prihodnje bi bilo zanimivo pogledati, kakšen tip zakritosti najbolj vpliva
na uspešnost mreže, in pri tem uporabiti zbirko, ki bi imela označene obraze
glede na različne vrste prekritosti, saj se je to pokazalo kot eden večjih vplivov
na uspešnost glede na referenčni metriki. Pri razpoznavalniku vidimo priložnost
predvsem na učenju mreže za haluciniranje na realnih slikah, kar bi verjetno
izbolǰsalo učinkovitost razpoznavalnika.
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