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Abstract
The distinguishing number D(G) of a graph G is the smallest number of colors that is
needed to color the vertices of G such that the only color preserving automorphism is the
identity. For infinite graphs D(G) is bounded by the supremum of the valences, and for
finite graphs by ∆(G) + 1, where ∆(G) is the maximum valence. Given a finite or infinite
tree T of bounded finite valence k and an integer c, where 2 ≤ c ≤ k, we are interested in
coloring the vertices of T by c colors, such that every color preserving automorphism fixes
as many vertices as possible. In this sense we show that there always exists a c-coloring
for which all vertices whose distance from the next leaf is at least dlogc ke are fixed by any
color preserving automorphism, and that one can do much better in many cases.
1 Introduction
This paper is concerned with automorphism breaking of finite and infinite trees of bounded
valence by vertex colorings. 1977 Babai [2] showed that the vertices of every k-regular tree,
where k ≥ 2 is an arbitrary cardinal, can be colored with two colors such that only the identity
automorphism preserves the coloring. For trees that are not regular such a 2-coloring need not
be possible. This raises the question of how many colors are needed to break all automorphisms
of a given tree T , that is, of finding the smallest cardinal d to which there exists a d-coloring of
the vertices of T that is only preserved by the identity automorphism.
Another question is to find, for a given c ≥ 2, c-colorings of the vertices of a given tree T
such that the color-preserving automorphisms fix subtrees of T that are maximal in some sense.
This is the problem, which we consider here.
Our note is related to [5], where both questions were answered for connected graphs of
maximum valence 3. That paper, in turn, was motivated by the general problem of determining
the distinguishing number of graphs and the Infinite Motion Conjecture of Tucker.
The distinguishing number D(G) of a graph G is the smallest cardinal number d such that
there exists a d-coloring of the vertices of G which is only preserved by the identity automor-
phism. We also say that such a coloring breaks Aut(G) and that G is d-distinguishable. These
concepts were introduced 1996 by Albertson and Collins [1] and have spawned a series of related
papers. In two of them, by Collins and Trenk [3] and Klavzˇar, Wong and Zhu [7], it is shown
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that the distinguishing number D(G) of any finite connected graphs G of maximal valence k is
at most k, unless G is Kk, Kk,k or C5. Then D(G) = k + 1. In [6] this was extended to infinite
graphs. In that case D(G) is bounded by the supremum of the valences of the vertices.
Despite the fact that the distinguishing number can be arbitrarily large, it is 1 for asymmetric
graphs. As almost all finite graphs are asymmetric, this means that almost all graphs have
distinguishing number 1. Furthermore, almost all finite graphs that are not asymmetric have
just one non-identity automorphisms, which is an involution1. One can break it by coloring one
selected vertex black and all others white. Clearly such graphs are 2-distinguishable.
For infinite graphs we have the Infinite Motion Conjecture [9]. It says that all connected,
locally finite, infinite graphs are 2-distinguishable if every non-identity automorphism moves
infinitely many vertices. Despite the fact that it is true for many classes of graphs, for example
for graphs of subexponential growth, see Lehner [8], the conjecture is still open. Until recently
it was not even clear whether it holds for graphs of maximum valence 3, but in [5] it was shown
that all connected infinite graphs of maximal valence 3 are 2-distinguishable and that no motion
assumption is needed.
In the case of connected finite graphs G of maximum valence 3 it is even enough to require
that every automorphism moves at least three vertices to ensure 2-distinguishability, unless G
is the cube or the Petersen graph. In fact, with the exception of K4, K3,3, the cube and the
Petersen graph, all connected finite graphs G of maximum valence 3 admit a 2-coloring where
every automorphism that preserves the coloring fixes all vertices, with the exception of at most
one pair of interchangeable vertices. We say the 2- coloring fixes all but this pair of vertices.
For example, consider three copies of K1,3, select a vertex of valence 1 in each copy and identify
them. The resulting tree has distinguishing number 3, and it is easy to find a 2-coloring that
fixes all but two vertices.
In this note we generalize this to trees T of maximal valence k and an arbitrary number of
colors c. We wish to find c-colorings that fix as many vertices as possible, that is, we wish to
maximize the sets of vertices that are fixed by each color preserving automorphism. As this is
hard to control, we look for the smallest number r(c, k) such that there exists a c-coloring of
T that fixes in the worst case at least all vertices of T whose distance from the next leaf is at
least r(c, k) = dlogc ke. This is made more precise in Section 5, where one can see that in a lot
of cases this number will be significantly smaller.
2 Preliminaries
2.1 Graph representation
Let G = (V (G), E(G)) be a connected graph, V (G) its set of vertices and E(G) its set of edges.
To simplify the notation we write V and E if the graph is clear by the context. If the vertices
of G have maximal valence 3, then G is called subcubic. As usual we call the number of edges
on a shortest path between two vertices u and v be the distance d(u, v) between u and v.
Definition 1. Let v ∈ V . The ball of radius n with center v is defined as the set B(n, v) = {u ∈
V | d(u,w) ≤ n}. The sphere of radius n around v is the set S(n, v) = {u ∈ V | d(u, v) = n},
that means it is the set of all vertices of distance n from v, see Figure 1.
In this paper, we mostly represent a graph G by an arrangement of spheres with a common
center v ∈ V (G), and say that G is rooted in v. In that context, a down-neighbor, a cross-
neighbor and an up-neighbor of u ∈ S(n, v) is a neighbor w of u that it is in S(n − 1, v),
1Florian Lehner, private communication.
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S(n, v) or S(n+1, v) respectively; see Figure 1. The corresponding edges are called down-edges,
cross-edges and up-edges.
Definition 2. Two vertices z, z′ are siblings if they have the same down-neighbor. We call a
vertex w an only child of a vertex u if w is the only neighbor of u of valence 1.
S(2, v)
vS(0, v)
S(1, v)
S(3, v)
S(4, v)
S(n− 1, v)
S(n, v)
S(n+ 1, v)
w
z z′
y
x
up-neighbours of w: z, z′
cross-neighbor of w: y
down-neighbor of w: x
Figure 1: Decomposition of a graph into spheres centered at a vertex v. Each vertex in S(i, v)
has distance i from v.
2.2 Ends and rays
A subgraph of a graph G = (V (G), E(G)) is a graph H = (V (H), E(H)) such that V (H) ⊆ V (G)
and E(H) ⊆ E(G). If E(H) contains all edges between vertices of V (H) that are also in E(G),
we say H is an induced subgraph of G and denote it by 〈V (H)〉. If S ⊂ V (G), then G \ S is the
subgraph of G induced by the vertices of the set V (G) \ S.
Definition 3. A ray is an infinite graph R = (V,E), with V = {v0, v1, v2, ...} and E =
{v0v1, v1v2, v2v3, ...} where the vi are pairwise different. If a ray R1 = (V1, E1) is a subgraph of
a ray R2 = (V2, E2), then R1 is called a tail of R2.
Two rays R1 and R2 in a graph G = (V (G), E(G)) are equivalent, in symbols R1 ∼ R2, if
for every finite set S ⊂ V (G) there exists a connected component of G \ S containing a tail of
both R1 and R2. One can show that ∼ is an equivalence relation. The equivalence classes of ∼
are called ends of G.
If T = (V,E) is an infinite tree, then the set of vertices in V such that T − vi = 〈V \ vi〉
contains at least two infinite components is denoted by V C = {v1, v2, . . . }. We call the induced
subgraph 〈V C〉 the trunk of T and denote it by TC .
2.3 Automorphisms and Colorings
An isomorphism ϕ : V (G) → V (H) between two graphs G and H is a bijection such that
uv ∈ E(G) if and only if ϕ(u)ϕ(v) ∈ E(H). The isomorphisms of G onto itself are called
automorphisms. They form a group A(G). The stabilizer of a vertex v ∈ V (G) is the set
A(G)v = {α ∈ A(G) |α(v) = v}.
Definition 4. A d-coloring c : V → {1, ..., d} of a graph G is a map that gives each vertex of
G a color i ∈ {1, ..., d}. We say that an automorphism preserves a coloring c, if c(v) = c(ϕ(v))
for all v ∈ V . Otherwise, we say that the coloring breaks the automorphism.
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The set A(G)c of all automorphisms preserving c forms a group. If v ∈ V (G) and A(G)c ⊆
A(G)v, we say that c fixes v. As mentioned in the introduction our aim is to construct graph
colorings that fix as many vertices as possile. The minimal number of colors needed to fix all
vertices is called the distinguishing number.
Definition 5. The distinguishing number D(G) of a graph G is the the smallest d for which
there exists a d-coloring c of G such that the only automorphism preserving c is the identity.
Definition 6. The center of a finite graph is a vertex for which the greatest distance from v
to any other vertex of the graph is minimal.
In a finite tree T the center is either a single vertex or an edge. If the center of T is a vertex
w, then A(T )w = A(T ). If the center is an edge uv, any automorphism α ∈ A(T ) satisfies either
α(v) = v and α(u) = u or α(v) = u and α(u) = v. We define a subtree Tw of the tree T rooted
in v, with w ∈ S(n, v), as the tree induced by w and all the vertices in S(m, v), m > n, for
which there exists a path to w in T not containing v.
3 Coloring locally finite infinite trees
In this section we prove that every locally finite infinite tree with maximal valence k has distin-
guishing number k − 1. For the proof we need the following two lemmas.
Lemma 1. Let T be a tree with maximal valence k. If T has a vertex v of valence 1 ≤ val(v) ≤
k − 1 then D (A(T )v) ≤ k − 1. In other words, there is a (k − 1)-coloring c of T that breaks all
automorphisms of A(T )v.
Proof Let v be a vertex of valence 1 ≤ val(v) ≤ k− 1. We color v with an arbitrary color and
all its neighbors with different colors. This coloring fixes B(1, v) in A(T )v. We prove that for
all i > 0 there is a k − 1-coloring of B(i, v) that breaks all automorphisms of A(B(i, v))v. To
show this, it suffices to extend a given coloring c(i) of B(i, v) with k − 1 colors to B(i + 1, v).
We do this as follows. Every vertex in S(i, v) has at most k − 1 up-neighbors. Each of them
can be colored with a different color. If we continue to color the tree in this way, we obtain a
coloring that breaks all automorphisms of A(T )v but the identity.
The second result that we need is Ko¨nigs Lemma, see for example [4].
Lemma 2 (Ko¨nig’s Lemma). Let V0, V1, V2, . . . be an infinite sequence of non-empty, disjoint
sets. Let V = ∪i≥0 denote their union. If G = (V,E) is a graph such that for all v ∈ Vn, n ≥ 1,
there exits a vertex f(v) ∈ Vn−1 adjacent to v, then there exists an infinite path v0v1 . . . in G
with vn ∈ Vn for all n ≥ 0.
Note that parts of the next result (namely the finite case) can be extracted from a recent clas-
sification result from [5]. Here we provide a direct and constructive proof which also generalizes
to trees with maximal valence k.
Theorem 1. Every locally finite, infinite tree with maximal valence k has distinguishing number
D(G) ≤ k − 1.
Proof Let T be a locally finite infinite tree. It is well known that such a tree without vertices
of valence 1 is 2-distinguishable, see for example [10]. Hence, we can assume that T has at least
one vertex of valence 1.
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By Ko¨nig’s Lemma, T has at least one end. We first treat the case, where T has exactly one
end, say e. Let R ∈ e be a ray with origin v0, where v0 is a vertex of valence 1.
We color all vertices of R with color 1. Thus every automorphism that stabilizes R also fixes
all vertices of R. Consider a vertex z in R and its j neighbors that are not in R. Since j ≤ k−2
we can color these vertices with different colors without using color 1. We proceed by doing
this for all neighbored vertices of R. Let v be one neighbor of z not in R and let Tv be the
component of T − z that contains v. Now, color Tv as in Lemma 1. Continue by coloring the
neighbors of all vertices in R in the same way. If w is another vertex of T of valence 1, then the
unique ray Rw in e with origin w contains at least one vertex which is not colored with 1. Hence,
independently of how the coloring of T will be finished, any color preserving automorphism α
of T will satisfy α(v0) 6= w. Because this holds for all vertices of valence 1 that are different
from v0 we infer that α(v0) = v0 and that α fixes every vertex of R. Because the vertices in R
are fixed also the neighbors and finally all finite trees connected to R are fixed.
We now treat the case when T has two or more ends. Consider the trunk TC of T which is
a locally finite, infinite tree without leaves. Since it is unique any automorphism of T leaves TC
invariant. By [10] we know that TC is 2-distinguishable. Any vertex z of TC has at most k − 2
neighbors not in TC that can be fixed by coloring them with different colors. Again, for each of
these neighbors vi of z we consider the underlying tree Tvi of T − z that contains vi as before
and apply Lemma 1.
The following example shows that Theorem 1 cannot be generalized to finite trees.
Example 2. Consider a finite tree with center v where every vertex is of valence 3 or 1 and
every leaf has the same distance from v. The distinguishing number of such trees is 3. For any
2-coloring of such a tree, there remains a pair of leaves that is indistinguishable, see Figure 2.
An other easy example is the K1,3.
v
Figure 2: Example of a finite tree T with D(T ) = 3. With a 2-coloring, two leaves are inter-
changeable.
4 Finite trees
We begin with the analog of Theorem 1 for finite trees.
Lemma 3. Let T be a finite tree with maximal valence k. Then there is a k− 1-coloring, which
fixes all vertices, with the possible exception of two sibling leaves.
Proof If the center of T consists of a single vertex v, assign v an arbitrary color and color
its neighbors v1, v2, . . . with as many different colors as possible. Only in the case where v has
valence k we have to use one color twice. As before let Tvi be the component of T −v containing
vi. We extend the coloring of Tvi as in Lemma 1 for all i. In the case where v has k neighbors it
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is possible that there is an automorphism that interchanges the two subtrees, say Tvm and Tvn
(with vm and vn of the same color). We take an endpoint a of Tvm and change its color so that
Tvm and Tvn are indistinguishable.
However, now there might be a color preserving automorphism that moves a. This is only
possible if there is another vertex of valence 1, say b, that has a common neighbor with a. This
is the only pair of that kind in T .
We still have to consider the case where the center of T is an edge, say uv. In that case
we color u and v with different colors, and consider the components Tu and Tv of T − uv that
contain u or v, respectively. We now obtain a distinguishing k− 1-coloring by applying Lemma
1 to Tu and Tv.
It is known from Babai [2] that each (infinite) homogeneous tree of valence k > 2 is 2-
distinguishable. This result cannot be adapted to the finite case, but note that we can fix all
vertices except the leaves by a 2-coloring.
Lemma 4. Let T be a finite tree where every vertex has valence 1 or k. Then there exist a
2-coloring of T that fixes all vertices except (some of) the leaves.
Proof Suppose the center of T consists of the single vertex v. This vertex is then automatically
fixed by any automorphism. Let v be a white vertex and color all k neighbors of v black.
Figure 3: Example of the coloring algorithm given in the proof of Lemma 4 with k = 4.
To avoid that they can be changed we assign different colorings to the next k−1 up-neighbors.
Since the number of different 2-colorings of k−1 indistinguishable vertices is k, each of the black
vertices can be fixed. We proceed with this coloring process until we reach the leaves. Then, all
vertices except the leaves are fixed. See Figure 3 for an example.
If the center of T is an edge, say uv, we color u white, v black and continue with a coloring
for the subtrees Tu respectively Tv as before.
5 Main Theorem
Given a tree T with maximal valence k, we now construct a c-coloring of T which fixes all
vertices of T that are sufficiently far away from the next leaf, respectively all vertices if there
are no leaves.
Main Theorem. Let T be a finite or infinite tree of maximal valence k <∞. Suppose we are
given c colors, 2 ≤ c ≤ k, to color the vertices of T and that r is an integer that satisfies
3 < k ≤ 2r−1 for c = 2, or
3 < k ≤ cr(c− 1) + 2 for c > 2.
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Then there exists a c-coloring of T which fixes all vertices of T whose distance from the next
leaf is at least r.
Furthermore, r = 0 for c = k and r = 1 for c = k − 1.
The proof of the main theorem is based on the following proposition, which actually contains
more information than the main theorem. In the proposition we let T be a tree rooted in a
vertex v. If T is finite, then we define Tu as the vertex u together with the components of T −u
that do not contain v. In the infinite case Tu consists of the vertex u together with all finite
subtrees of T − u, see Figure 4.
u
Tu
T
Figure 4: After removal of u, all remaining finite trees are attached to u in Tu.
Proposition 3. Let T be a finite or infinite tree of maximal valence k <∞. We assume T to
be rooted in a fixed vertex v (the center of the tree in the finite case) and choose a number c ≥ 2.
Then, for every pair c, k, there exists a number r(c, k) and a c-coloring of T that fixes all vertices
u ∈ V (T ), for which there exists a leaf w in Tu such that d(u,w) ≥ r(c, k). If k ∈ {0, 1, 2} or
c ≥ k, then r(c, k) = 0, which means that the entire graph is fixed. If k ≥ 3 and c = k − 1, then
r(c, k) = 1. Otherwise
r(c, k) :=
{
log2(max {3, k − 2}) + 1 for k ≥ 4 and c = 2.
logc
(
max
{
3,
⌈
k−2
c−1
⌉})
for k ≥ 4 and 2 < c ≤ k − 2. (1)
For the values of dr(c, k)e compare Table 1, which is based on Lemma 3, Proposition 3, and
summarized in the Main Theorem. In particular, it shows that, whenever the entry in the table
is 1, we find a c-coloring that fixes all vertices of the tree with the possible exception of leaves.
The strategy to prove this proposition the following. First we introduce an explicit coloring
algorithm and then we show two of its properties (see Lemmas 5 and 6).
We start by considering a finite tree T with maximal valence 4 ≤ k < ∞. We assume that
we have 2 ≤ c ≤ k − 2 colors. For simplicity we write {0, 1, 2, 3, ..., c − 1} for the c different
colors (in the following figures, 0 is white, 1 black and 2 gray).
Furthermore, a c-coloring of a set of siblings optimal if the maximal number of vertices with
the same color is minimal. Moreover, a vertex u is said to satisfy the distance condition if there
exists a leaf w in Tu of distance d(u,w) ≥ r(c, k).
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ck
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
2 0 1 3 3 3 4 4 4 4 5 5 5 5 5 5
3 - 0 1 1 1 1 1 2 2 2 2 2 2 2 2
4 - - 0 1 1 1 1 1 1 1 1 1 1 2 2
5 - - - 0 1 1 1 1 1 1 1 1 1 1 1
6 - - - - 0 1 1 1 1 1 1 1 1 1 1
7 - - - - - 0 1 1 1 1 1 1 1 1 1
Table 1: Values of dr(c, k)e according to Proposition 3.
5.1 Coloring Algorithm
We first assume that the center of T consists of a single vertex v. We root T in v and color
v with color 0. Let n′ ∈ N be the maximal radius such that S(n′, v) 6= ∅. Now consider the
following steps, each of which maybe processed several times..
Step 0: If there exist indices ` in {1, . . . , n′} such that there still exist uncolored vertices in
S(`, v), then let n be the minimum of these indices and continue with Step 1.
Otherwise stop the coloring algorithm2.
Step 1 : If there exists an uncolored vertex in S(n, v) call it u and go to Step 2. Otherwise
go back to Step 0.
Step 2: If the vertex u does not fulfill the distance condition, color u with 0 and go back to
Step 1. Otherwise continue with Step 3.
Step 3: Note that the vertex u satisfies the distance condition. Consider u and all of its
uncolored siblings {v1, . . . vr} which fulfill the distance condition. If this set is not empty, then
color them optimally. If there are no indistinguishable vertices within {u, v1, . . . vr} with the
same color, go back to Step 1. Otherwise continue the coloring in the following way (which is
still part of Step 3):
Main Line Coloring: Let Vj be the set of vertices among {u, v1, . . . vr} with color j, where
at least two vertices have color j, i.e. |Vj | > 1 (vertices with a color that appears only once are
clearly fixed).
We can assume that for all v ∈ Vj , and for all j, there exists a leaf w in Tv of distance
d(v, w) ≥ r(c, k). Let Vj = {vj1, vj2, . . . , vjmj} for each of the colors j = 1, . . . , ` ≤ c and do the
following:
Consider (one of) the longest path(s) Ri from v
j
i to a leaf in Tvji
for each of these vertices
vji , i = 1, ...,mj . We call the chosen paths Ri main lines. To distinguish {vj1, vj2, . . . , vjmj} we
color the main lines Ri with pairwise different finite sequences of colorings.
For example, if c = 2, we color the paths with different “reverse binary colorings”. That
means R1 will be colored with 00000..., R2 with 10000..., R3 with 01000..., R4 with 11000...
and so on. If c = 3, we use “reverse ternary colorings”, meaning that R1 will be colored with
00000..., R2 with 10000..., R3 with 20000..., R4 with 01000... and so on, see Figure 5.
In general we use a reversed coloring based on the number system with base c. Having done
this for all j ∈ {1, . . . , `} continue with Step 4.
2In this step we always look after the lowest sphere where there are uncolored vertices, such that in the end
we can guarantee that we colored all vertices.
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v1 v2 v3 v4 v5 v6
R1 R2 R3 R4 R5 R6
Figure 5: Coloring of main lines for c = 3.
Step 4: We consider all vertices {w1, . . . , wr} produced in Step 3 that are part of one of the
main lines and have valence ≥ 3. That means we consider vertices that have at least one second
up-neighbor, which is not in the main line. Consider a vertex wi. For simplicity we denote its
up-neighbors (it has at least two) by v1, v2, . . . , v`. By construction only one vertex is in a
main line, let it be v1. Therefore, v1 is already colored, whereas v2, . . . , v` are uncolored. Let
a be the color of v1. We consider two cases:
Case 1: ` = 2.
Then color v2 with (a+ 1) mod c, see Figure 6 for an example, where c = 3.
Ri
Figure 6: How to color unique siblings of vertices in a main line for c = 3.
If c > 2 continue with Step 4 for the next wi. Otherwise do the following:
If the subtree Tv2 contains only vertices of valence one or two (we say if there is no branching),
color all vertices of Tv2 − v2 with 1. Now, consider the case in which there is a branching in Tv2 .
Color all vertices up to the branching in Tv2 − v2 with 1. If there are 2 or 3 sibling vertices in
that branching, color them all with 1. If the branching consists of four or more vertices, then
assign them an optimal coloring, see Figure 7. Restart Step 4 for the next wi.
Rj
wi
v1 v2 v1 v2 v1 v2
Rj
wi
Rj
wi
Figure 7: Coloring of secondary lines for c = 2.
Case 2: 3 ≤ ` ≤ k − 1.
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Color v2, v3, . . . , v` with an optimal coloring considering two additional restrictions:
First, we do not use the color a. Second, if there exists j ∈ {2, . . . , `} such that vj has the
color b ∈ {0, . . . , c−1}\{a}, then there exists j′ ∈ {2, . . . , `}, j 6= j′, such that vj′ also has color
b. This means that a color is always used at least twice, see Figure 8. Note that v1 is the only
vertex among the siblings whose color appears just once.
Having done this for all w1, ..., wk check whether there are indistinguishable vertices of the
same color satisfying the distance condition (as an example consider the case that there is a
branching in the subtree Tv2 when c = 2 or within {v2, v3, . . . , v`}), then repeat the Main Line
Coloring method and apply Step 4 to these vertices. If there are no colored indistinguishable
vertices, continue with Step 1.
Rj
wi
v1
v2 v3 v4
Rj
wi
v1
v2 v3 v4 v5 v6
Figure 8: Examples of how to color the four (left) or the six (right) up-neighbors of a vertex in
some main line, with c ≥ 3.
This completes the algorithm for the case that the center of T is a single vertex.
Now, assume that the center of T is not a vertex but a an edge uv. Let Tu be the tree
containing u in T − v and Tv be the tree containing v in T − u. Color u with 1, v with 0, and
proceed with the coloring of Tu and Tv as explained above for trees whose center consists of a
single vertex.
5.2 Proof of the Main Theorem
Lemma 5. Let V be a set of t vertices. Assume they are colored with an optimal coloring
consisting of j colors, with the additional restriction that every color appears at least twice.
Then, the maximal number p of vertices with the same color in V is max
{
3,
⌈
t
j
⌉}
.
Proof If t is even and j ≥ t2 , then there are enough colors such that the vertices are colored
pairwise differently, meaning that p = 2. If t is even but j < t2 , we are forced to use every possible
color, and every color has to be used at least twice. Thus, the restriction is automatically fulfilled
and p =
⌈
t
j
⌉
.
Now, consider the case when t is odd. We first ignore one vertex and proceed as in the even
case for the remaining t− 1 vertices. The ignored vertex then has to get the same color as one
of the remaining vertices due to the additional restriction. That means
if j ≥ t− 1
2
, then p = 2 + 1 = 3, and
if j <
t− 1
2
, then p =
⌈
t− 1
j
⌉
+ 1.
The +1 arises from the vertex that was first ignored. It is needed in the case where each color
is used equally often. It is easy to verify that
⌈
t
j
⌉
≥
⌈
t−1
j
⌉
+ 1 for every possible pair of t and
j. Therefore an upper bound for p is always max
{
3,
⌈
t
j
⌉}
.
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Lemma 6. Let T be a finite tree with maximal valence 0 < k <∞. If T is colored as described
in the Coloring Algorithm where c ≥ 2, then the largest number of sibling vertices fulfilling the
distance condition and having the same color that can appear is max
{
3,
⌈
k−2
c−1
⌉}
.
Proof Within our Coloring Algorithm there are three situations in which sibling vertices with
the same color fulfilling the distance condition might appear.
Situation 1: If we apply an optimal coloring to m vertices, we obtain a maximum of
⌈
m
c
⌉
vertices with the same color. For a tree with maximal valence k it is bounded by s1 =
⌈
k
c
⌉
.
Situation 2: In Step 4 case 2 of the Coloring Algorithm, we use an optimal coloring with
c − 1 colors such that each color appears at least twice. By applying Lemma 5, we obtain a
maximum number s2 = max
{
3,
⌈
k−2
c−1
⌉}
of sibling vertices with the same color in that case.
Situation 3: Consider the case c = 2 in Step 4 Case 1 of the algorithm where we are in the
branching situation. There are at most s3 = max{3, dk−12 e} vertices with the same color. We
see that s2 ≥ s3 for c = 2 and k ≥ 4.
It remains to compute the maximum of s1 and s2. Straight forward calculations show that
k < 2c ⇐⇒ k − 2
c− 1 <
k
c
< 2.
Therefore, for k < 2c the maximum is 3, while for k ≥ 2c it is k−2c−1 . Thus, the maximum of s1
and s2 is max
{
3,
⌈
k−2
c−1
⌉}
.
We are now able to prove Proposition 3.
Proof [Proposition 3] The cases k ∈ {0, 1, 2} and c ≥ k are trivial. For c = k − 1, we refer to
Lemma 3 in Section 4. So, assume that we have 2 ≤ c ≤ k − 2 and k ≥ 4.
First, we consider a finite tree T and apply the Coloring Algorithm. Assume that the center
of T consists of a single vertex v. This vertex is fixed by each automorphism of T . Thus, it
remains to show that for all n ∈ N the vertices with the same color in S(n, v) which satisfy the
distance condition are indistinguishable due to our algorithm.
The distance r(c, k) is built upon the maximal number of indistinguishable vertices with
the same color that can appear in the same sphere and the given Main Line Coloring in the
algorithm. The aim of these main lines is to fix indistinguishable siblings that have the same
color and the vertices on these main lines themselves.
Let n′ ∈ N be the smallest index such that there exist indistinguishable sibling vertices with
the same color v1, . . . , vm, m ≥ 2, in S(n′, v) which fulfill the distance condition.
Consider v1, . . . , vm and their main lines Ri given by Step 3 of the algorithm. We see that
if each vi has distance at least logcm to a leaf in Tvi , then the main lines Ri are colored
pairwise differently. Due to Lemma 6 this distance is bounded by logc max
{
3,
⌈
k−2
c−1
⌉}
. Since
this coincides with our distance condition regarding the given r(c, k), for any color-preserving
automorphism α of T with α(vi) = vj and α(Ri) = Rj for some i, j ∈ {1, . . . ,m}, we see that
i = j. This means that the main lines are not interchangeable.
Next we argue why a main line Ri cannot be mapped to any other string of some Tvj . By
a string we mean a path, that has at most one vertex of each sphere. Therefore we show that
there is no automorphism α such that α(Tvi) = Tvj for any i, j ∈ {1, . . . ,m}.
Without loss of generality we consider Tvi and Tvj , i 6= j and assume that there exists at least
one vertex in Ri resp. Rj with at least two up-neighbors (otherwise Tvi and Tvj are stabilized
by the Main Line Coloring method).
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Case 1: There exists a vertex w0 in Ri with one up-neighbor w1 in Ri and at least two
more up-neighbors, called w2, . . . , w`, ` ≥ 3. Let us assume that there exists a color-preserving
automorphism α of T that maps Tvj to Tvi . By the Main Line Coloring method we know that
α(Ri) 6= α(Rj). Thus, there exists a vertex w˜ ∈ Rj (in the same sphere as w1, . . . , w`) and
k ∈ {2, . . . , `} such that α(w˜) = wk. See Figure 9.
Ri Rj
w1
w2 w3 w˜
w0
vi vj
Figure 9: Example of w0 in Ri with three up-neighbors. The vertex w˜ has the same color as w2
and w3.
Due to Step 4, Case 2, in the algorithm, w˜ does not have a sibling vertex with the same
color, whereas wk for sure has. So, α cannot map w˜ to wk, and we have a contradiction. We
conclude that α does not exists.
Case 2: There exists a vertex w0 in Ri with one up-neighbor w1 in Rj and exactly one
additional up-neighbor, called w2.
Let us again assume that there exists a color-preserving automorphism α of T that maps
Tvj to Tvi . By main line coloring we know that α(w1) /∈ Rj . Thus there exits a vertex w˜ ∈ Rj
such that α(w2) = w˜.
Case 2.1: Let c ≥ 3. If α swaps w˜ and w2, then α also swaps w1 and the unique sibling of w˜.
But if w˜ and w2 have the same color, their siblings do not, because of the shifting of the colors
modulo c in Case 1 of Step 4 of the algorithm. Thus, such an α does not exist. Note, here it is
important that we assume that c ≥ 3. For c = 2, we only have the color pairs (0, 1) and (1, 0)
which cannot be distinguished.
Case 2.2: Let c = 2. If the subtree Tw2 contains only vertices of valence one or two (no
branching), all vertices of Tw2 (except maybe w2) are colored with 1. In contrast to this, at least
the last vertex of Rj (the leaf) is colored with 0. This is due to the given r(2, k), see Figure 8
(here we need the +1 in the case where r(c, k) = log2(max{3, k−2})+ 1). Thus, such an α does
not exist.
Ri Rj
w0
w1 w2
w˜
vi vj
Figure 10: The distance r(2, k) guarantees that the last vertex of a main line is always white if
c = 2.
Now, assume there is a branching in Tw2 . By our algorithm, we have avoided that there
exist single vertices of a certain color in such a branching (see the left and the right picture in
Figure 7) while in every branching in the main line of Rj there exist a vertex (the vertex in the
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main line itself) with color d that is the only vertex with this color in that branching3.
All in all, we showed that v1, . . . , vm are fixed. Now, we can use a final inductive argument.
Assume that all vertices with the same color up to the sphere S(n, v) are fixed. Consider
indistinguishable sibling vertices that fulfill the distance condition in the sphere S(n+ 1, v). At
this point, we can apply the same argument as above to ensure that they have to be fixed. Note
that here it is important to assume that everything below these vertices is already fixed.
If the center of T consists of an edge uv, color u with 0 and v with 1. Then u and v are fixed
by the properties of a tree and we can apply the Coloring Algorithm to the remaining vertices
in the two subtrees containing u and v after removing the edge uv rooted in, respectively, u and
v. Then, we use the same reasoning as above. This completes the proof for the finite case.
Now, let T be an infinite, locally finite tree. We first assume that T has at least two ends.
In that case consider the trunk TC of T which is a locally finite, infinite tree without leaves.
Since it is unique any automorphism of T leaves TC invariant. By [10] we know that TC is 2-
distinguishable. Now, for every vertex u in the trunk we consider the subtree Tu that contains,
as explained above, the vertex u together with all finite subtrees of T−u. We apply the Coloring
Algorithm to each of these subtrees and fix all vertices which fulfill the distance condition.
If T has only one end, then there exists a vertex v with valence 1. Let R be the ray with
root v. We color all vertices of R with 0. For each vertex in R we color the maximal k − 2
neighbors not in R with an optimal coloring with the c− 1 colors different from 0. Thus, there
are at most dk−2c−1 e vertices with the same color. If there are indistinguishable vertices we apply
the Coloring Algorithm from above to fix all vertices which fulfill the distance condition.
Proof [Main Theorem] If c = k, we have enough colors to fix all vertices of the tree, so r = 0.
If c = k−1, we refer to Theorem 1 and Lemma 3 in Section 4. Assume now that c = 2 and that
we have an integer r satisfying 3 < k ≤ 2r−1. Then log2 k ≤ r − 1. Since 3 < k, we conclude
that log2(max {3, k − 2}) + 1 < r. The claim of the Theorem follows then by Proposition 3.
Consider now the remaining case that c > 2 and r is an integer such that 3 < k ≤ cr(c− 1) + 2.
Then we have k−2c−1 ≤ cr. Since cr is an integer, it follows that logcdk−2c−1 e ≤ r. If dk−2c−1 e ≥ 3
the claim follows by Proposition 3. Furthermore we have logc
1
c−1 < r, since 3 < c
r(c− 1) + 2,
which implies 1 < r. Thus logc 3 < r and the claim follows again by Proposition 3.
We end with an example that shows that the given constant r(c, k) in (1) is tight in some
special cases.
Example 4. Consider a tree as in Figure 11 with maximal valence k = 10, which we would like to
color with c = 3 colors. Without a coloring the vertices in the first sphere are indistinguishable.
Using an optimal coloring for these vertices there are d 103 e = 4 vertices v1, . . . , v4 with the same
color. Thus in our algorithm they are starting points of main lines of length two and we can
distinguish them in that way, see Figure 11. Clearly, it is not possible to distinguish v1, . . . , v4
by using only 3-colors in the next sphere, but we can fix them by coloring all vertices of the next
two spheres. That is what the upper bound r(3, 10) = log3 max{3, 10−22 } ≈ 1.26 yields, which
means we need at least distance 2.
One easily deduces that the number of vertices which can be distinguished by the given
coloring in Proposition 3 depends on the structure of the graph. Especially it depends on the
number and the distribution of the leaves. Of course there are enough cases where it is possible
to distinguish considerably more vertices through a coloring than provided by our theorem (e.g.
if a lot of vertices are fixed by the structure of the tree). But for a general result one has to
consider the critical cases as in Example 4 where we have seen that the bound is tight.
3Coloring the neighbors of a vertex in Rj we excluded the use of the color of this particular vertex.
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v1 v2 v3 v4
R1 R2 R3 R4
Figure 11: Example of a 3-colored tree with maximal valence k = 10.
We always considered the center of a finite tree as a fixed starting vertex in our Coloring
Algorithm. But one also could take another vertex of the graph, that is fixed by all automor-
phisms. In some cases this may lead to colorings, that fix more vertices of the graph than in
the case where we start the coloring algorithm in the center.
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