In this paper, we consider the particle swarm optimization (PSO). In particular, we focus on an improved PSO called the CPSO-VQO, which uses a perturbation-based chaotic system and a threshold-based method of selecting from the standard and chaotic updating systems for each particle on the basis of the difference vector between its pbest and the gbest. Although it was reported that the CPSO-VQO performs well, it is not easy to select an amplitude of the perturbation and a threshold appropriately for an effective search. This is because the bifurcation structure of the chaotic system depends on the difference vector, and the difference vector varies widely between different stages of the search and between different problems. Therefore, we improve the CPSO-VQO by proposing a modified chaotic system whose bifurcation structure is irrelevant to the difference vector, and show theoretically desirable properties of the modified system. We also propose a new stochastic method that selects the updating system according to the ratio between the components of the difference vector for each particle, and restarting and acceleration techniques to develop the standard updating system used in the proposed PSO model. The proposed methods can maintain an appropriate balance between the identification and diversification aspects of the search. Moreover, we perform numerical experiments to evaluate the performance of the proposed PSOs: PSO-TPC, PSO-SPC, PSO-SDPC, IPSO-SPC and IPSO-SDPC. In particular, we demonstrate that the IPSO-SDPC finds high-quality solutions and is robust against variations in its parameter values.
Introduction
Particle swarm optimization (PSO) is a metaheuristic method for global optimization which is inspired by the behavior of a swarm of birds or fish [7] . The PSO searches for solutions by simultaneously updating a number of candidate solutions called particles. This method is very simple and performs well at finding desirable solutions, but it is known to sometimes prematurely converge to an undesirable local minimum. In order to improve the diversity of the search in the PSO, various kinds of models have been investigated [4, 19] . In this paper, we focus on variants of the PSO which exploit a chaotic system in order to improve their ability to explore. Many of these methods use chaotic sequences to update the positions of the particles, in which particles search for solutions extensively because of the chaoticity. It has been reported that these PSO variants have a more diverse search than does the standard PSO [1, 3, 10, 17] .
In this paper, we focus on the chaotic PSO exploiting a virtual quartic objective function based on the personal and global best solutions(CPSO-VQO) [17] . This model uses a perturbation-based chaotic system that is derived from a quartic tentative objective function by using the steepest descent method with a perturbation. The function is determined for each particle, and it has two global minima at the pbest of the particle and the gbest. In CPSO-VQO, each component of the position of the particle is updated by either the chaotic system or the updating system of the standard PSO; if the absolute value of a component of the difference vector between the gbest and pbest of the particle is greater than a threshold, then the corresponding component of the position is updated by the chaotic system; otherwise, it is updated by the standard one. It was reported that CPSO-VQO is able to maintain a diverse search due to the chaotic nature of the search, and thus it performs better than do the other PSOs. Moreover, in [17] , Tatsumi et al. presented a sufficient condition for chaoticity of the system used in CPSO-VQO and showed that the parameter values in the system can be selected by utilizing its bifurcation diagram. In particular, the numerical experiments showed that it is important to select an appropriate amplitude of the perturbation so that the chaotic system generates a sequence which moves around the gbest and pbest without being trapped at undesirable local minima. Such a behavior arises when the chaotic system has a strange attractor that includes the gbest and pbest.
However, CPSO-VQO has some drawbacks. In this paper, we first point out them. In CPSO-VQO, it is not easy to select an appropriate amplitude because the bifurcation structure of the system depends heavily on the difference vector between the gbest and pbest, and the difference vector varies widely between different particles, between different stages of the search and between different problems. In addition, it is important to balance the intensification and the diversification of the search, and in CPSO-VQO, the balance is determined by the chaotic updating rate, which indicates the rate of the total number of components of positions of particles updated by the chaotic systems, to the total number of components of positions of all the particles. However, the only way for adjusting the rate is through the selection of the threshold value, which, as mentioned, is difficult to choose due to the variations in the difference vectors.
Therefore, we propose a chaotic system with a modified perturbation term whose amplitude and angular frequency are proportional and inversely proportional, respectively, to the corresponding component of the difference vector. We then show theoretically the sufficient conditions for the modified system to be chaotic. Moreover, we verify, both theoretically and experimentally, that the bifurcation structure of the modified system does not depend on the difference vector between the gbest and pbest; this property makes it easier to select suitable parameter values in the system for global optimization. We also propose a new PSO called the PSO with threshold-based selection for perturbation-based chaotic updating system (PSO-TPC), which uses the modified chaotic system and a threshold-based selection method that is similar to that of CPSO-VQO. Next, we propose a new method for the stochastic selection of the updating system; in this method, the updating system for each component of the position of each particle is selected according to the ratio of the absolute value of the corresponding component to the maximal absolute value in all components of the difference vector. In this model, the chaotic updating rate can be more explicitly controlled, which is expected to make it easier to keep an appropriate balance between intensification and diversification. The PSO with the modified chaotic system and the proposed selection method is called the PSO with stochastic selection for perturbationbased chaotic updating system (PSO-SPC). Furthermore, we add a technique to the PSO-SPC that uses a high chaotic updating rate during the early stages of the search, and then decreases it exponentially. This model, which is expected to maintain a better balance between intensification and diversification than the PSO-SPC, is called the PSO with stochastic selection and decreasing chaotic updating rate for perturbation-based chaotic updating system (PSO-SDPC). In addition, we develop the standard updating system used in the proposed PSO by introducing techniques of reinitializing the particle's velocity and accelerating the convergence of the search. The proposed PSOs, PSO-SPC and PSO-SDPC, using the developed updating system are called IPSO-SPC and IPSO-SDPC. Finally, through numerical experiments, we evaluate the performance of the proposed PSOs and compare them with the existing PSOs, and, in particular, we show that the IPSO-SDPC has an advantage in finding desirable solutions for various large-scale benchmark problems. This paper is organized as follows: in Section 2, we introduce the standard PSO, the improved PSOs, and the CPSO-VQO. In Section 3, we modify the perturbation term of the chaotic system and show theoretically its desirable properties, and we also propose new stochastic selection methods, acceleration and reinitialization techniques. In Section 4, we use numerical experiments to verify the performance of the five proposed PSOs for some benchmark problems. Finally, we present our conclusions in Section 5.
Chaotic particle swarm optimization

Particle swarm optimization
In this paper, we focus on the following global optimization problem, which has many local minima and a rectangular constraint:
In order to solve this problem with PSO, a number of candidate solutions, called particles, are simultaneously updated by exchanging information with each other. At each iteration t, particle i moves toward a linear combination of two tentative solutions, pbest p i (t) and gbest g (t) , where the former is the best solution obtained by particle i until iteration t and the latter is the best one obtained by all particles until iteration t. The formula for updating the jth components of position x i (t) and velocity v i (t), j ∈ {1, . . . , n} of particle i ∈ I p := {1, . . . , l} is given by (t + 1), (2) where w, c 1 , and c 2 are positive constant weights; and r 1 and r 2 are randomized numbers uniformly selected from (0, 1). In addition, the upper and lower bounds of the velocity and position of each particle are set in order to prevent the particle from going outside the feasible region. The velocity v i (t + 1) obtained by (1) is updated with a constant V max ∈ R as
and, moreover,
In this paper, the system (1)- (4) is called standard updating system (SP). This extremely simple approach is so effective that PSO have been applied to many optimization problems arising in various fields of science and engineering [7] . However, if the selection of parameter values is not appropriate, the particles sometimes converge quickly to an undesirable local minimum, which makes it difficult to find a desirable solution. Thus, the ability of this method to explore other areas for better solutions is crucial to find high-quality solutions, and thus various improvements have been investigated [4, 19] . One of the most popular of them is called the inertia weight approach (PSO-IWA) [5] , which, as the search progresses, linearly reduces w in (1) of (SP) in order to strengthen the diversification in the early stages and its intensification in the final stages of the search, as follows:
where w s and w f denote w in the first and last iterations, respectively, and T max is the maximum number of iterations. The parameters in (5) are often selected as (w s , w f , c 1 , c 2 ) = (0.9, 0.4, 2.0, 2.0). Moreover, another popular method based on the same idea, which is called the self-organizing hierarchical PSO with time-varying acceleration coefficients (HPSO-TVAC) [13] , was proposed. In this method, c 1 increases and c 2 decreases as the iteration proceeds as follows:
where c u and c l denote the maximal and minimal values of c 1 or c 2 , respectively. It was shown that c l = 0.5 and c u = 2.5 are appropriate values through numerical experiments. Moreover, in HPSO-TVAC, the inertia term of (1) is removed, namely w = 0, and if a component of the velocity of a particle is zero, it is reset by randomized value. This technique can accelerate the convergence of the search, while at the same time, it can avoid being trapped at an undesirable local minimum. It was reported that the HPSO-TVAC is superior to the PSO-IWA or the original PSO. On the other hand, recently, other many kinds of PSOs have been improved by exploiting chaotic systems. In this paper, we focus on these PSOs, and in subsequent sections, we will explain the detail of some models of them.
Chaotic particle swarm optimization
In the field of optimization, chaotic systems have been exploited in some metaheuristic methods to solve global optimization problems that have a large number of local minima. Those methods search extensively for solutions and avoid being trapped at an undesirable local minimum by making use of chaotic behaviors, which are expected to find a desirable solution within a practical time. Recently, various PSOs that make use of chaotic systems have been investigated [1, 3, 8, 10] . Most of these methods use a chaotic sequence generated by a well-known function, such as a logistic function. Alatas et al. used numerical experiments to demonstrate many kinds of PSO models with chaotic systems called the chaos-embedded PSO algorithms (CEPSOA) for the benchmark problems [1] , where all the combinations of the twelve sorts of updating systems and eight sorts of chaotic maps were compared. On average, the following model (8) was reported to be superior to the other models for most of the problems, in which the jth component of the velocity of particle i is updated by
and (3), and its position is updated by (2) and (4) in (SP). Here, s 1 (t) and s 2 (t) denote chaotic sequences {u k } that are generated by a Zaslavskii map defined as
It was reported that, compared to the standard PSO, these approaches strengthen the diversification of the search. However, since, for any optimization problem, these methods often use only a single kind of function to generate the chaotic sequences, they are not necessarily suitable for application to many kinds of global optimization problems. On the other hand, metaheuristic methods exploiting a chaotic system based on the steepest descent method have been investigated [15, 18, 20] ; these methods normally search for a solution along the steepest descent direction of the objective function, but they can also execute an extensive search by exploiting the chaotic nature of generated sequences. Most models derive a chaotic system by transforming the original constraint problem into an unconstrained one with a diffeomorphic function, such as a sigmoid function, and then applying the steepest descent method with a large step-size to the unconstrained problem, for which it is well known that the derived system is chaotic if the step-size is sufficiently large [6] . Besides, there is another method of generating a chaotic sequence, the gradient model with sinusoidal perturbations (GP) [16] . This method makes use of the property that the system derived from the steepest descent method with a perturbation can be chaotic even if the step-size is small. The GP method works better than do methods with the transformation and a larger step-size [16] . Recently, a combination of the PSO and GP methods, CPSO-VQO, was proposed [17] . In this PSO, the GP method is applied to virtual quartic objective functions that are constructed for each particle, and the derived chaotic system then allows particles to search intensively for solutions around its pbest and the gbest, without being trapped at any local minimum. Moreover, in [17] , authors theoretically showed a sufficient condition under which the updating system used in CPSO-VQO is chaotic, and through computational experiments, demonstrated that CPSO-VQO performs well when applied to some global optimization problems [17] . However, CPSO-VQO still has some drawbacks. In the next subsection, we give the detail of CPSO-VQO and point out its drawbacks, and in Section 3, we propose how these can be overcome.
CPSO-VQO
In this subsection, we introduce the chaotic PSO exploiting a virtual quartic objective function based on the personal and global best solutions (CPSO-VQO). In this method, each particle searches intensively for a solution around its pbest and the gbest, and the chaotic nature of its search allows it to avoid being trapped at any local minimum. In this method, each component of the position of a particle is updated by the chaotic system or the standard updating system, and the system is selected by using the absolute values of the components of the difference vector between its pbest and the gbest.
First, for particle i at iteration t, the difference vector r i (t) and a set of subscripts J i (t)⊂ {1, . . . , n} are defined as
where r min is an appropriate positive constant. Note that J i (t) is not changed until p i (t) or g(t) is updated. In addition, for a vector u ∈ R n ,ū represents the vector which consists of u j , j ∈ J i (t). Then, the method for selecting the updating system is summarized as follows. If j ∈ J i (t), then x j (t) is updated by the chaotic system:
where · denotes the Euclidean norm, and the perturbation term ν (ω,g,p) 
for any j ∈ J i (t). Here v denotes the smallest integer not less than v, and m is an appropriate positive integer which gives the minimum periodicity of the perturbation within |r i j (t)|. Then, unlike in (SP) and in order to increase the diversity of the search,v i
is not restricted by (3), whilex i is restricted by (4) . Otherwise, if j ∈ J i (t), then x i (t) and v i (t) are updated by the standard updating system (SP). Since there exists at least one particle whose pbest is equal to the gbest, all the components of the position of the particle are updated by (SP), which guarantees that the detailed search is always performed around the gbest. The system (C1) can be considered to be a special version of (SP), where randomized numbers r 1 and r 2 are replaced with 1/2, c 1 and c 2 are 2 , respectively, and, in addition, the perturbation term are added. Thus, this model can be regarded as an improved PSO.
To simplify the discussion, we define the terms as follows: The first term, the chaotic updating rate at iteration t, is defined as the rate of the total number of components of positions updated by the chaotic systems at iteration t, to the total number of components of positions of all particles. The rate can be regarded as an index that represents the diversification of the search.
In addition, if at least one component of the position of a particle is updated by the chaotic system, we call the particle chaotic; otherwise, if all components are updated by (SP), it is called a standard particle.
The chaoticity of system (C1) is guaranteed by the property that a system derived by using the steepest descent method with a perturbation can be chaotic [16] , and it is summarized as follows. First, for each particle i at iteration t, the minimization problem of a virtual quartic function ofx ∈ R J i (t) :
is introduced, which is constructed by making use ofp i (t) andḡ(t). The problem (VP) has only two global minima atp i (t) and g(t), and has no local minimum. Here, note that f
v (ḡ(t)) = 0, while in most cases, with respect to the original
). By applying the steepest descent method with the perturbation term (11) to the virtual objective function f
v , (C1) is obtained, and the inertia term can be added in the same way as (SP). Moreover, the system (C1) is chaotic under appropriate conditions, as shown in the following theorem. (13) 2π ≤ βω 2 , (14) where λ m is defined by
and ω denotes the minimal angular frequency of the perturbation, which is given by
then the global minimaḡ(t) andp i (t) of (VP) are snap-back repellers of (C1).
A snap-back repeller is a kind of unstable fixed point, and its existence guarantees that the system (C1) is chaotic in the sense of Li-Yorke. Then, it is well-known that there are an infinite number of orbits which are repelled by the snap-back repeller but which are attracted to its neighborhood [12] . Here, note that the selection of ω i j (t), j ∈ J i (t) based on (12) ensures that |r i j (t)| is an integral multiplication of ω i j (t), which means thatḡ(t) andp i (t) of (VP) are snap-back repellers of (C1). In addition, if |J i (t)| = n, then gbest g(t) and pbest p i (t) of particle i are also snap-back repellers. Therefore, CPSO-VQO can be expected to search intensively for solutions around p i (t) or g(t) on the basis of (C1) and (SP), but due to the chaotic nature of its search, it will not become trapped at a local minimum. Moreover, Theorem 1 gives us the relations between parameters, α, β, and ω for the chaoticity of (C1) with w d = 0, which also provides a criterion of selecting parameter values in the system (C1) in CPSO-VQO. Furthermore, it was reported that CPSO-VQO outperforms the existing improved PSOs, such as PSO-IWA and CEPSOA, when solving certain benchmark optimization problems. In typical trials of CPSO-VQO, the chaotic updating rate is almost equal to one during the early stages, and as the search progresses, it decreases rapidly to less than 0.1, while the chaotic system (C1) plays an important role in CPSO-VQO throughout all stages of the search.
However, CPSO-VQO has some drawbacks; there are two difficulties in using the chaotic system (C1) for an effective search, and moreover, in the threshold-based method of selecting the updating system, it is not easy to select an appropriate threshold value to maintain a balance between the diversification and the intensification of the search. Therefore, we point out the detail of these drawbacks in the latter half of this section, and in Section 3, we propose a new chaotic system with a modified perturbation term and new stochastic methods for selecting the updating system.
The first difficulty with the chaotic system (C1) is because not only does its bifurcation structure depend on the selection of (w, α, β, ω), but so does the difference vectorr i (t) betweenḡ(t) andp i (t). When (C1) is chaotic, there exists a strange attractor in the neighborhood of each snap-back repeller,ḡ(t) orp i (t), within which a chaotic particle moves around. Thus, two snap-back repellers should be included in the same strange attractor so that a chaotic particle searches aroundḡ(t) andp i (t) by using (C1), and thus, the merging of the two strange attractors is important for an effective search. However, due to the dependence of the bifurcation structure on the difference vector and the wide variation between the difference vectors of different stages of the search and different problems, it is difficult to select a set of appropriate parameter values (w, α, β, ω), which can be verified by the numerical experiments, as shown below. , and α ∈ {0.05, 0.35}, ω = ω = 15π , r ∈ {1, 4}, and n ∈ {1, 100}. In this figure, we can see that the gbest and pbest, x = −r and x = r, are fixed points for a sufficiently small β, and there exist two strange attractors around the two fixed points if β is small, but they merge to a single strange attractor at a critical value β. In addition, we can see that the critical value β is very different for different distances r. Thus, since r varies widely in the process of solving a problem with the CPSO-VQO, it is difficult to select an appropriate β for the problem, for which a chaotic particle updated by (C1) searches for solutions around the gbest and pbest. As a countermeasure, a large inertia weight w d of (C1) was selected in [17] ; this can reduce the amount of change of the critical value β that is caused by the variation in r. However, this is not an essential solution because the change remains. In addition, the existence of the large inertia term makes it difficult to analyze the system (C1).
The chaotic system can also have difficulty in updating the position of a particle. Since in CPSO-VQO, ω is selected so that the gbest and pbest are snap-back repellers of (C1) when w d = 0 and |J i (t)| = n, as mentioned above, the selection can cause the following problem. If particle i updates p i (t) or g(t), which means that the current position of the particle is at the fixed point, then the particle cannot move until g(t) is updated by another particle. The result can cause the search to stall. Nevertheless, since w d is selected to be nonzero in CPSO-VQO from the reason mentioned above, almost all particles are able to search for solutions without becoming trapped, and such a behavior was not observed in the numerical experiments [17] . Since the new methods proposed in Section 3 select ω so that the snap-back repellers are not equal to the pbest or gbest, and the distances between them are sufficiently small, such a difficulty does not arise.
Finally, let us discuss the threshold-based method of selecting the updating system. Although it is important to tune the chaotic updating rate in the CPSO-VQO so that the intensification and diversification of the search are balanced, the tuning is not easy. This is because the rate can only be tuned by the selecting a constant threshold value r min for the difference vector, which varies widely, as discussed above. Hence, such an indirect control can make it difficult to select an appropriate threshold value.
Improved CPSO-VQO
In this section, we first propose a new chaotic system by modifying the perturbation term of (C1). We then show a sufficient condition under which the proposed system is chaotic and a sufficient condition under which each chaotic particle searches intensively around its pbest and the gbest. These results can be used for estimating the condition under which a single strange attractor includes the gbest and pbest. Next, in order to improve CPSO-VQO, we propose new methods for selecting the standard updating system or chaotic system for each component of the position of a particle. In addition, we develop the proposed PSO by introducing techniques of reinitializing the particle's velocity and accelerating the convergence of the search into the standard updating system in the similar way to the HPSO-TVAC.
Modified chaotic updating system
In this subsection, we focus on a chaotic system for updating the position of a particle i, and suppose that |J i (t)| = n, which means that the chaotic system is n-dimensional. First, for a particle i at iteration t, we propose a modification of the perturbation term of the chaotic system (C1) whose the jth component is given by
where the amplitude is proportional to |r i j (t)|, the angular frequency is inversely proportional to |r i j (t)|, and ω is a positive constant. Then, the proposed chaotic system is given by
and x i (t) is updated by (4), similarly to CPSO-VQO. The modification of the amplitude and angular frequency of (C2) can overcome the first drawback of the system (C1) which was discussed in the previous section. The sufficient condition for the modified system to be chaotic is independent of r i (t), similarly to the case for (C1), while the condition under which a single strange attractor includes the gbest and pbest is also independent of r i (t), unlike the case for (C1). They are shown in the theorems of this section, and numerical experiments of Section 4. Moreover, in the proposed system, ω is selected as the sum of a sufficiently large integral multiplication of 2π and a sufficiently small positive constant, which avoids the second drawback of (C1). This is because the selection guarantees that the gbest and pbest are not equal to the snap-back repeller of the chaotic system, respectively, and that the distances between them are sufficiently small, as shown in the theorems of this section. Now, we will show the sufficient conditions under which system (C2) is chaotic in the sense of Li-Yorke. To prepare this, we first introduce the following notation and theorem. Let us consider a discrete-time system: (16) where x(t) ∈ R n , t = 1, 2, . . ., and F is a map from R n to itself. Let F (p) denote the composition of F with itself p( > 0) times. 
Then, system (16) is chaotic in the sense of Li-Yorke.
Here, the points z and x 0 , and the sequence {F (m) (x 0 )} are called the snap-back repeller, the homoclinic point, and the homoclinic orbit of F, respectively. Theorem 2 is an improved version of the original theorem by Marotto [11] , which was proved by Li and Chen [9] . Although they also derived a theorem with conditions other than the symmetry of ∇F(x), in this paper, we discuss systems with the symmetry, and thus we use Theorem 2.
In this subsection, since we will consider a particle i in an interval in which neither pbest p i (t) nor gbest g(t) is updated, in the following, we will omit the superscript i and t unless it is necessary for clarification. For example, x i (t), p i (t), and r i (t) are more simply notated as x(t), p, and r, respectively. We can assume without loss of generality that g(t) + p i (t) = 0 and g(t) < p i (t); then pbest p and gbest g are equal to r and −r. Furthermore, we will assume that w d = 0 in order to show theoretically the sufficient condition under which (C2) is chaotic. These assumptions are summarized as follows: Assumption 1.
The gbest g(t)
and pbest p i (t) of particle i are not updated, 2. The inertia weight w d of (C2) is zero,
g(t) + p i (t) = 0 and g(t) < p i (t).
From the definition of (VP), f v , ∇f v , and ∇ 2 f v are represented by
Then, we have r > 0 from Assumption 1, and in addition, (C2) can be rewritten as
Due to the properties of the proposed perturbation term ρ (p, g) (x), we can derive the following relation for (C2). Since for any u ∈ R, we have that
we obtain
Here, we focus on the following one-dimensional system:
and we will show the existence of a homoclinic orbit {u (l) } of (Cs) because the existence of {u (l) } ensures that of homoclinic orbit {u (l) r} of (Cm), and the chaoticity of (Cm). Now, we define γ (u) by
Then, we obtain
Next, let us consider ω, which, on the basis of the above discussion, is selected as the sum of an integral multiplication of 2π and a small positive constant ε c . Although any small constant ε c can be used, in this subsection an upper bound, ε c ≤ π 6 , is added to simplify the discussion.
Assumption 2.
There exists an integer m ≥ 2 such that
We now assume the following relations between α, β, γ , and ω, under which we will show that (Cs) and (Cm) are chaotic.
Assumption 3. Suppose that positive parameters α, β, and ω satisfy the following inequalities:
Note that the condition (26) in Assumption 3 is naturally derived from the viewpoint that α is the step-size of the steepest descent method and all eigenvalues of ∇ 2 f v (r) are 2. Now, we shall introduce some lemmas. 
(28)
Moreover, we have
Proof. From (22) and (26) in Assumption 3, we can obtain that 0 < α ≤ 1 and −αγ (u) has the maximum value at u = 0 and the minimum value at u = −1 or 1 on [ 
On the other hand, since −αγ (u) is concave on [0, 1] and has the minimum value 0 at u = 0 or 1, the inequality 0
ω ), the following inequality can be derived:
Then, we can show the existence of fixed points of h s near x = ±1.
Lemma 2. If Assumptions 2 and 3 are satisfied, then there exist fixed points of h s in (Cs
Proof. First, we consider the existence of fixed points z (2m) and z (2m−1) such that (31) and (32). From (23) and (29) in Lemma 1, we have
From (23), (26), and (27) in Assumption 3, (29), and the fact that sin ( − π /2 − 0.4) < −8/9, we can derive
In addition, in a similar way, we can obtain that
Then, since h s is continuous, there exist fixed points z (2m−1) and z (2m) of h s such that (31) and (32). Furthermore, since the function h s is odd, the existence of z (−2m) satisfying (33) can be shown in a similar way as was done for z (2m) .
Moreover, from (27), (28) in Lemma 1, (31) and (32) in Lemma 2, and a property of the cosine function, for any u 
Proof. First, we show that there exists a point
Now, from (23), (27) in Assumption 3, (29) in Lemma 1, (31) and (32) in Lemma 2, and the fact that sin (π /2 + 0.
Then, by using the continuity of h s , we can show the existence of a point η satisfying (37).
Secondly, we show that there exists a point
From (31), (32), and (37), we have
and from (23), (27), (29), and (37), we can derive the inequality
which means that there exists a points ξ satisfying (38).
Here, the result of Lemma 2, 
. Therefore, for any ε > 0, if we select a sufficiently large integer l and u 0 : 
and Next, let us consider the eigenvalues of the matrix ∇h, which are represented by
from the definitions of h(x) and (Cm). Now, since the eigenvalue of the matrix rr / r 2 is 0 or 1, and by using (19), ∇ 2 f v (ur) can be represented by 
Therefore, from (30) in Lemma 1 and (39), for any u ∈ (
which, together with (42), yields that all eigenvalues of ∇h(ur) are negative for any u ∈ (
(26) in Assumption 3 and (40), we have that
Therefore, all eigenvalues of ∇h(ur) are greater than one on the interval. Now, we can show the existence of the snap-back repellers of h. Proof. Relation (20) and Lemma 2 yield that h(z (2m) r) = h s (z (2m) )r = z (2m) r, which means that z (2m) r is a fixed point of h. Next, we show that for the point u 0 ∈ N ε (z (2m) ) shown in Lemma 3, u 0 r is a homoclinic point of h. From (20) and Lemma 3, we have that x 0 := u 0 r = z (2m) r and that for any ε > 0, there exists an integerl > 1 such that u 0 ∈ N ε (z (2m) ) and
In addition, since Lemma 4 means that all the absolute values of the eigenvalues of ∇h(z (2m) r) are greater than 1, by selecting ε as a sufficiently small positive constant and definingr := ε r , we obtain that x 0 = u 0 r ∈ Nr(z (2m) r) and all the absolute values of the eigenvalues of ∇h(x) are also greater than 1 for any x ∈ Nr(z (2m) r). Moreover, from Lemma 4, we have that ∇h(ur) is nonsingular for any u ∈ ( (2m−1) ), which, together with (35) and (36) in Lemma 3, guarantees that ∇h(x) is nonsingular at any points h (l) (x 0 ), l = 0, . . . ,l − 1. The results indicate that ∇h (l) (x 0 ) is also nonsingular. Now, since all conditions of Theorem 2 are satisfied, z (2m) r is a snap-back repeller of (Cm), and furthermore, in a similar way, we can show that z (−2m) r is also a snap-back repeller of (Cm). If Assumptions 1, 2, and 3 are satisfied for particle i, then there exist snap-back repellers z (i,g) and z (i,p) z (i,g) and z (i,p) close to the gbest and pbest, respectively, and the distances between them are small if ω is sufficiently large. Moreover, if the upper bound of ε c is set to be smaller than π 6 in Assumption 2, the distances become even smaller. Therefore, if (α, β, ω) satisfy the inequalities (26) and (27) in Assumption 3, a chaotic particle, which is updated by (C2), searches for a solution around its pbest or the gbest without being trapped.
Corollary 1.
Next, we would like to consider the condition under which two strange attractors, including snap-back repellers, merge to form a single one. However, since it is difficult to derive the strict condition of merging, alternatively, we discuss a sufficient condition under which there exists a path between these two strange attractors, which is a necessary condition for merging. Now, we suppose the following assumption instead of Assumption 3.
Assumption 4.
Suppose that positive parameters α, β, and ω satisfy the following inequalities:
Here, note that if (25) in Assumption 2, (45), and (46) are satisfied, then all the inequalities in Assumption 3, (26), and (27) hold. Therefore, under Assumptions 2 and 4, Lemmas 1-4 and Theorem 3 hold. Then, as in Theorem 3, by showing the existence of an orbit in (Cs), we will prove that an orbit between the neighborhoods of two snap-back repellers of (Cm) exists under Assumptions 2 and 4. First, we will present some lemmas.
Lemma 5. If (45) of Assumption 4 is satisfied, then
α for any u ∈ (0, 1),
α ≤ −αγ (u) < 0 for any u ∈ ( − 1, 0). 
Moreover, for k = 1, . . . , m, we have 
and similarly, we can obtain
Thus, from (24) and (28) in Lemma 1, we finally obtain inequalities:
which, together with the continuity of h s , means that there exist minimal points μ (k) for k = 1, . . . , m such that (51) holds and
Similarly, we can show that there exist minimal points μ (−k) for k = 1, . . . , m such that (52).
Next, we show inequality (53). First, (51) means that
In addition, from (28) in Lemma 1, (55), and a property of the cosine function, we have
Then, (46) in Assumption 4, (56), (57), and the monotonic decreasing of the arccosine function yield that
Therefore, from the relation that arccos (1/π) > π /2 − 0.33, the following inequality is obtained:
In a similar way, we can derive inequality (54).
Theorem 4. If Assumptions 2 and 4 are satisfied, then there exists a point vr
Proof. We show that there exists a point v ∈ (μ (m) , z (2m) ) such that h
. Then, the result of this lemma is obtained from (20) .
First, we prove that for any k = 2, . . . , m and for any x ∈ (μ (k−1) , z (2k−2) ), there exists at least one point y ∈ (μ (k) , z (2k) ) such that h s (y) = x, and for any x ∈ (μ (−1) , z (0) ), there exists at least one point y ∈ (μ (1) , z (2) ) such that h s (y) = x. Now, since for any k = 1, . . . , m, h s (z (2k) ) = z (2k) > z (2k−2) , and from (23), (46) in Assumption 4, (47) in Lemma 5, (53) in Lemma 7, and the minimality of μ (k) , we can derive the following inequality:
In addition, when k = 1, from (54) in Lemma 7, we have that
. (2) 
. . , m, and h s (μ (1) ) < μ (−1) < z (0) < h s (z
Thus, we can show the above statement.
Thirdly, we prove the existence of a point y ∈ (μ (−m) , z (−2m+2) ) such that h s (y) = z (−2m) . From (58), we obtain h s (μ (−m) ) < z (−2m) , and in addition, we have h s (z (−2m+2) ) = z (−2m+2) > z (−2m) . Thus, there exists a point y satisfying the above conditions. Finally, by making use of the results shown above, we can show that there exists a point v ∈ (μ (m) , z (2m) ) such that h
Finally, we can show the following corollary about (C2).
Corollary 2. If Assumptions 1, 2 and 4 are satisfied for particle i, then there exist points
and 
Proof. By applying Corollary 1 and Theorem 4, there exists a point ζ (i, p) := vr i (t) ∈ (μ (m) r i (t), z (i, p) ) that satisfies (59). In addition, since p i (t) = r i (t),
ω )r i (t), z (i,p) ).
Furthermore, since h s (u) is odd, the existence of ζ (i, g) can be shown similarly.
Corollary 2 guarantees that, for a sufficiently large ω, there exists an orbit which starts in the neighborhood of p i (t) and ends in that of g(t), and that its reverse orbit also exists, and that these are both orbits between two strange attractors including the respective snap-back repellers. Here, we note that although the result shows a sufficient condition for the existence of this kind of orbit, it is only a necessary condition for the merging of two strange attractors, which is also verified in the numerical experiments of Section 4.1. However, the results can be used to narrow down the range of parameter values in (C2) at which two strange attractors merge, and thus it is useful for selecting parameter values for an effective search. Moreover, in Theorems 3 and 4, and Corollaries 1 and 2, we proved the chaoticity of (C2) and (Cm) and the existence of an orbit between two strange attractors by making use of the properties of a one-dimensional system (Cs), and thus none of the conditions in Assumptions 2-4 includes r i (t). The fact indicates that the bifurcation structures of (C2) and (Cm) and their critical β values are independent of the difference vector, which is also verified in the numerical experiments of Section 4.1. Finally, we can conclude that the proposed chaotic system (C2) overcomes all the drawbacks of (C1) that were pointed out in Section 2.3.
PSO models with the proposed chaotic system
In this subsection, we discuss the PSO models that use (SP) and the modified chaotic system (C2), and propose two kinds of methods for selecting the updating system. The first method is similar to the method used in the CPSO-VQO: If for particle i, , of its position and velocity are updated by the chaotic system (C2) and (4); otherwise, they are updated by the standard updating system (SP). This model is called the PSO with threshold-based selection for perturbation-based chaotic updating system (PSO-TPC). Note that in this model, r min is simply used as a threshold for selecting the updating system, and thus there is no relation between r min and ω, unlike the relations (12) and (15) in CPSO-VQO. This model is summarized as follows:
PSO-TPC
Step 0. Set t := 0. For each particle i ∈ I p , randomly set an initial position x i (0) and an initial velocity v i (0). Calculate p i (0), i ∈ I p , and g(0). Step 1. If t = 0 or g(t) was updated at the previous step, then J i (t) is updated by (10) for all i ∈ I p . Otherwise, for all i ∈ I p such that p i (t) was updated by (10) at the previous step, J i (t) is updated.
Step 2. For all particles i ∈ I p , update their positions and velocities. For any j ∈ J i (t), update v i j (t) and x i j (t) by using (C2) and (4), and for any other j, update v i j (t) and x i j (t) by using (SP).
Step 3. For all i ∈ I p , calculate f (
)), then update pbest p i (t + 1) := x i (t + 1). Otherwise, p i (t + 1) := p i (t). In addition, if there exists an i such that f (p i (t + 1)) < f (g(t)), then update gbest g(t + 1) := p i (t + 1). Otherwise, g(t + 1) := g(t).
Step 4. If t = T max , then terminate. Otherwise, t = t + 1, and go to Step 1.
In PSO-TPC, the chaotic updating rate is also controlled indirectly by selecting a constant threshold in the similar way as in CPSO-VQO. Hence, it can be also difficult to select an appropriate threshold r min for any problems due to the variation of r i (t).
Therefore, we propose a new method that selects stochastically the updating system on the basis of the ratio of |r i j (t)| to max j |r i j (t)|, j = 1, . . . , n for each particle i. The PSO using the proposed selection method is called the PSO with stochastic selection for perturbation-based chaotic updating system (PSO-SPC). In PSO-SPC, if |r i j (t)| for a particle i is less than a sufficiently small positive constant ε 0 , then x i j (t) is always updated by (SP) because a chaotic search is not necessary when the distance between p i j (t) and g j (t) is sufficiently small. Here, note that ε 0 is used for a different purpose from that for which r min is used in CPSO-VQO, and thus it is set to be considerably smaller than r min . Now, we introduce a stochastic selection method. If either the gbest or the pbest of a particle i is changed at iteration t − 1, then at iteration t, the updating systems for all the components of its position are selected; the jth components of x i (t) and v i (t) such that |r i j (t)| ≥ ε 0 are updated by the chaotic system (C2) and (4) with probability
where σ is a positive constant. Namely, the standard updating system (SP) is selected with the probability 1 − P i j (t). Note that when the proposed method selects the updating systems for particle i, it makes use of only the relations between components of its difference vector r i (t). Thus, the method can control the chaotic updating rate more explicitly, and it can keep the rate within a certain range by the constant σ , independently to the variation of r i (t). Therefore, we can expect that it will be easier to select an appropriate σ than a suitable r min for an effective search.
In addition, this method reselects the updating systems as follows. Once the updating system of each component of the position of a particle is selected, the selection is normally not changed until the gbest or pbest is updated. However, if the selected updating systems for the particle are kept the same for T u successive iterations, then the updating systems are selected again with probability (61) for all components of its position. The reselection is performed to avoid the following undesirable behavior of a particle. In this method, there is a possibility that the chaotic updating systems are selected for only a few components of the position of a particle i, even though most of |r i j (t)|, j = 1, . . . , n are not too smaller than max j |r i j (t)|, and moreover, that neither its pbest nor the gbest is updated during a large number of iterations. Since in this case, the diversity of the search can be reduced, the reselection is added to the proposed stochastic method.
Furthermore, we modify the PSO-SPC, which varies σ in (61) as the iteration progresses. The modified model is called the PSO with stochastic selection and decreasing chaotic updating rate for perturbation-based chaotic updating system (PSO-SDPC). Since in [17] it was reported that the diversity of the search was more significant during the early stages in the numerical experiments for CPSO-VQO, in this model, the initial value of σ (t) is set to be large and is decreased exponentially, as follows:
where T max denotes the maximum number of iterations, σ s and σ f are the initial and final values of σ (t), respectively, and c d is constant that are used to adjust the decreasing rate of σ (t). The proposed model with a varying σ (t) can be expected to maintain a more suitable balance between the diversification and intensification at each stage of the search.
Finally, we develop the proposed PSOs by introducing techniques of reinitializing the particle's velocity and accelerating the convergence of the search for the standard updating system (SP) used in the proposed PSOs. Since (SP) is the same system used in the original PSO, it has the same drawbacks. Thus, we strengthen mainly the intensification ability of (SP) because the diversification can be achieved to a considerable degree by using the chaotic updating system. We set w = 0 in (SP), and if the absolute value of jth component of the velocity of a particle i is sufficiently small, |v i
is reset by a randomized number uniformly selected from ( − V max , V max ) to avoid being trapped at undesirable local minimum similarly to HPSO-TVAC [13] . However, c 1 and c 2 are set to be constants such that c 1 > >c 2 , which is more simple than HPSO-TVAC. Therefore, we can expect to accelerate the convergence to the gbest. Through numerical experiments, we selected them such as c 1 = 1.494 and c 2 = 0.3. The system (1)- (4) with w = 0 and the reinitialization and acceleration techniques, is called the improved standard updating system (ISP). The PSO-SPC and PSO-SDPC with (ISP) and (C2) are called the improved PSO-SPC (IPSO-SPC) and improved PSO-SDPC (IPSO-SDPC), respectively. As a result, IPSO-SPC and IPSO-SDPC can be expected to maintain a suitable balance between the diversification and intensification at each stage of the search.
The PSO-SPC, PSO-SDPC, IPSO-SPC and IPSO-SDPC can be summarized as follows, where t i s denotes the number of successive iterations at which the position of particle i is updated by the same updating systems, and I(t) denotes the set of particle numbers for which the updating systems are selected at iteration t. see a bifurcation structure similar to that of (C1), which also does not depend on n similarly to that of (C1). We can also observe that, unlike (C1), the bifurcation structure does not depend on r, and that the critical β in (C2) is almost the same for different r.
The results mean that the drawback of (C1) is overcome. Moreover, Fig. 2(c) shows that there exists an orbit between two strange attractors around β = 0.002582, which coincides with (46) in Assumption 4. On the other hand, the two strange attractors do not merge to become one near β = 0.002582, which means that the condition is just a necessary condition for merging. Next, we evaluate the critical β of a 100-dimensional system (C2) with w d ∈ {0.0, 0.5} for each pair (α, ω) ∈ {0.1, 0.2, . . . , 0.8} × {10.001π , 20.001π , . . . , 80.001π }, as shown in Fig. 3 . Here, note that since it is difficult to determine the critical β accurately even when using the bifurcation diagram, it can be only roughly estimated; we increased β gradually from a small value, and at each β, we updated some points x ∈ R n from different initial points selected randomly, during a sufficient number of iterations, by using (C2) with severalβ ∈ [β − δ, β + δ], where δ was a sufficiently small constant. If a certain number of points were observed at eachβ ∈ [β − δ, β + δ] within a certain distance of zero, then the β was regarded as critical. Fig. 3 (a) shows the estimated critical β of (C2) when w d = 0, where the graph of the critical β is symmetric and its value is the largest at α = 0.5. This result can be explained as follows: Since we have ∇ 2 f v (r) = ∇ 2 f v ( − r) = (1 − 2α)I from (19) , the absolute value of the eigenvalue of ∇ 2 f v (r) or ∇ 2 f v ( − r) is the smallest at α = 0.5. Thus, the largest critical values are needed to widen the sizes of the strange attractors sufficiently for merging. On the other hand, when w d = 0, as shown in Fig. 3(b) , the critical β generally increases as α increases, which is because the mean movement distance of particles is larger than that when w d = 0, due to the inertia term. These results enable us to narrow down the range for the parameter β in (C2) for use in the proposed PSOs: If β is considerably larger than the critical value, the perturbation with a too large amplitude may obstruct the detailed search, while if β is considerably smaller than the critical value, the particle will move around only one of the two snap-back repellers, even if (C2) is chaotic. Since these two cases will not produce an effective search, it is rational to select α and β for the proposed PSOs from the region close to the critical values given by Fig. 3 . In addition, since these results do not depend on n or r, the above discussion is valid for any dimensional system (C2).
Application to benchmark problems
In this subsection, we show the results of numerical experiments in which the standard PSO (PSO), the four existing improved PSOs, PSO-IWA, CEPSOA [1] , CPSO-VQO [17] and HPSO-TVAC [13] , and the five proposed PSOs, PSO-TPC, PSO-SPC, PSO-SDPC, IPSO-SPC and IPSO-SDPC, were applied to the following 50, 200, and 400-dimensional benchmark problems: Rastrigin, Rosenbrock, Griewank, Levy No. 5, 2n-minima, and Schwefel functions. They are shown in Table 1 , and their optimal values are all zero. In the nine PSOs, the number of particles was 80, and the maximum numbers of iterations T max were set to be 5000, 20000, and 40000 for the 50, 200, and 400-dimensional problems, respectively.
For the standard PSO, we used (w, c 1 , c 2 ) =(0.729, 1.494, 1.494), as suggested in [5] . These values were also used for the standard updating system (SP) used in CPSO-VQO, PSO-TPC, PSO-SPC, and PSO-SDPC. For HPSO-TVAC, we set (c u , c l ) = (2.5, 0.5) based on the paper [13] . For CPSO-VQO, we used (w d , α, β, m, r min , d F ) =(0.9, 0.35, 0.045, 30, 4.0, 40.0), as shown in [17] , where the width of the rectangular feasible region of each problem in Table 1 0.25, . . . , 0.25)
x i sin |x j | + 418.98n
the parameter values selected for PSO-TPC, PSO-SPC, and PSO-SDPC satisfy the inequalities in Assumptions 2-4, which guarantees that (C2) is chaotic and that there exists an orbit between two strange attractors by Corollaries 1 and 2. Moreover, (α, β) that were selected for PSO-TPC, PSO-SPC, and PSO-SDPC are close to critical values shown in Fig. 3 . In addition, since we observed that PSO-SPC and PSO-SDPC are able to have a diverse search even with w d = 0, the number of parameter values to be selected is four and six for PSO-SPC and PSO-SDPC, respectively, neither of which is greater than that of CPSO-VQO. In addition, we used Furthermore, we applied the self-adaptive differential evolution (SADE) [2] to the six benchmark problems, which is one of the differential evolution (DE) [14] , a popular metaheuristic method for the continuous global optimization. In the SADE, the parameters F and CR were randomly selected from (0.1, 1.0) and (0, 1), respectively, and we used DE/rand/1/bin strategy, which was based in the paper [2] . The population size was 100, and the number of evaluating function values in a trial of the SADE for each problem was set to be the same as that of each PSO.
Comparison of solutions obtained by seven PSOs
In this subsection, we compare the relatively simple PSOs, PSO, PSO-IWA, CEPSOA, CPSO-VQO, with three proposed PSOs, PSO-TPC, PSO-SPC, PSO-SDPC, in order to evaluate the improvement of the search ability by the modified chaotic system. Table 2 shows the mean objective function values and their standard deviations that were obtained by the seven PSOs in 50 trials for 50, 200, and 400-dimensional versions of the six kinds of benchmark problems, and Table 3 shows the best and worst function values obtained in these same 50 trials. In Table 2 , the upper and lower rows of each cell indicate, respectively, the mean and standard deviations of the function values, and in Table 3 , similarly, the upper and lower rows of each cell indicate, respectively, the best and worst function values in the 50 trials. In both tables, the bold and italic numbers in each row denote, respectively, the first and second smallest values for the same problem, and any function value not greater than 1.000e-07 is represented by 1.000e-07.
In Table 2 , we can observe that, except for in five cases, at least one of the PSOs that use the perturbation-based chaotic system (CPSO-VQO, PSO-TPC, PSO-SPC, and PSO-SDPC) found the first or second smallest values. This means that the use of chaotic systems can contribute to the diversification of the search without a loss in the ability to intensify when solving more difficult problems. In particular, the total number of the smallest means and the smallest standard deviations obtained by the PSO-SDPC is larger than that obtained by any of the other six PSOs, and the mean function values obtained by PSO-SDPC for the 2n-minima function are less than 0.3% of those obtained by the standard PSO. These results show that PSO-SDPC is more effective than the other PSOs.
In Table 3 , we can see results that are similar to those in Table 2 . However, as for the best function value, PSO-IWA and CEPSOA found the smallest value for the 400-dimensional Griewank function, and CEPSOA found the smallest value for the 400-dimensional Levy No. 5 function. These results imply that the intensification abilities of the three proposed PSOs are not always superior to those of PSO-IWA and CEPSOA. At the same time, the worst function values obtained by the three proposed PSOs are less than those of the PSO-IWA and CEPSOA for most of the functions, which means that the proposed PSOs can consistently find smaller values than can the existing PSOs. Next, let us compare CPSO-VQO and the three proposed PSOs. First, we focus on CPSO-VQO and PSO-TPC, which use similar threshold-based methods. On average, their performances are similar, which implies that, as with (C1), the modified chaotic system (C2) is useful for global optimization. Next, we compare PSO-SDPC, PSO-SPC, and PSO-TPC. In Tables 2 and 3 , we see that PSO-SPC achieves better results than does PSO-TPC for most of the Rastrigin, 2n-minima, and Schwefel functions, while PSO-TPC performs better than the PSO-SPC for the Rosenbrock and Levy No. 5 functions. This means that the stochastic selection method with a constant σ can improve the diversification of the search, and it is inferior to the threshold-based method when it comes to the detailed search. In addition, the performance of the PSO-SDPC is approximately equal to or better than those of the two PSOs for almost all functions. In particular, the fact that the PSO-SDPC obtains high-quality solutions for the 2n-minima and Schwefel functions, which have relatively long distances between their local minima, demonstrates that the model can strengthen the diversification of the search due to its modified chaotic system and the proposed stochastic selection method with a varying σ .
Comparison of solutions obtained by four PSOs and SADE
In 4.2.1, we verified that the PSO-SDPC obtained better solutions than the other six PSOs on average. Therefore, in this subsection, we compare the PSO-SDPC, IPSO-SPC and IPSO-SDPC with more effective existing methods, HPSO-TVAC and SADE. Tables 4  and 5 , similarly to 4.2.1, show the mean objective function values and their standard deviations, and the best and worst function values obtained by the four methods in 50 trials for benchmark problems. In both tables, the bold and italic numbers in each row denote, respectively, the first and second smallest values for the same problem. In addition, we verified the significant difference of the Welch's t-test (two-tailed analysis, p < 0.05) in the mean of obtained function values between IPSO-SPC or IPSO-SDPC and HPSO-TVAC or SADE, which are shown in Tables 6 and 7 . In the tables, the method name indicates that the t-value is significant by the two-tailed test between the method and the corresponding comparison method, and the mean of function values obtained by the former is smaller than that of the latter. The minus sign "-" denotes that all obtained function values obtained by two methods are same, and ns means no significant difference.
First, we evaluate the improvement by introducing the proposed accelerating and reinitializing techniques into the PSO-SPC and PSO-SDPC. For all functions except the Rosenbrock one, IPSO-SPC and IPSO-SDPC obtained less function values than PSO-SPC and PSO-SDPC did. This result shows that the proposed technique for the standard updating system cooperates with the modified chaotic updating system for an effective search. However, for Rosenbrock function, the function values obtained by IPSO-SPC and IPSO-SDPC are larger than those by PSO-SPC and PSO-SDPC, respectively. The reason can be considered as follows: Since the Rosenbrock function does not have so many local minima, and has a local minimum the basin of which is greatly curved, which is widely different from other five functions, the acceleration of convergence might not work effectively. Secondly, we compare the IPSO-SPC, -SDPC with SADE, HPSO-TVAC. From Table 4 , we can observe that the SADE obtained the smallest mean for many 50-dimensional functions except Rastrigin function, while the mean function values obtained by SADE is not less than those by HPSO-TVAC, IPSO-SPC or IPSO-SDPC for all 200 and 400-dimensional functions except the Griewank one. In regards to the 400-dimensional functions, IPSO-SPC or IPSO-SDPC obtained the first or second smallest mean value for almost all functions, and IPSO-SPC and IPSO-SDPC inherits a high search ability for Rastrigin and 2n-minima functions from of PSO-SPC and PSO-SDPC,which are shown in Tables 2 and 3 . In particular, IPSO-SDPC can find less mean function values for all problems on average than IPSO-SPC, which can be considered to be due to the technique of varying σ . These results coincide with results in Tables 6 and 7 .
As a result, we can conclude that for large-scale problems with many local minima, the IPSO-SDPC shows the best performance among nine PSOs and SADE, which means that the proposed technique for the standard updating system and modified chaotic updating system can keep more appropriate balance between the diversification and intensification of the search for large-scale problems.
Function values of the proposed PSOs with varied α and β
In the preparatory experiments for the PSO-TPC, PSO-SPC, and PSO-SDPC, we observed that the selection of (α, β) has a sig- Finally, let us consider the relation of the critical β shown in Section 4.1 to these diagrams. The PSO-TPC obtained smaller function values around the critical β for all functions, while PSO-SPC and PSO-SDPC obtained smaller function values around the critical β when α was small. This implies that the critical β is useful for selecting appropriate parameter values for the three PSOs for global optimization. In fact, as mentioned before, the parameter values (α, β) that were selected in the preparatory experiments for the PSO-TPC, -SPC, -SDPC and IPSO-SPC, -SDPC, are all close to the critical values.
Transition of chaotic updating rate and function value in each trial
In this subsubsection, we report the transitions of the objective function values at the gbest and the chaotic updating rates in typical trials of PSO-TPC, PSO-SPC, PSO-SDPC, IPSO-SPC and IPSO-SDPC for the four 400-dimensional functions which are shown in Tables 2-5. In Fig. 5 , we observe that the transition of the chaotic updating rate is different for each problem with the PSO-TPC: for Rosenbrock and Levy No. 5 functions, the chaotic updating rate decreases during the early stages and then increases monotonically to asymptotically approach a constant value, while for the Rastrigin and Schwefel functions, it monotonically decreases. In addition, the final value is different for each function: it is almost zero in the Schwefel and Rastrigin functions, and it is greater than 0.1 in the Rosenbrock function. On the other hand, in general, the chaotic updating rates in the PSO-SPC and PSO-SDPC are similar, and those of the IPSO-SPC and IPSO-SDPC are also similar for the same function, and the variations of their final values are smaller than those of the PSO-TPC. In the PSO-SDPC and IPSO-SDPC, the chaotic updating rate is large at t = 0, and it then decreases exponentially to a nearly constant value for all functions because of the varying σ (t). These results mean that the stochastic selection method for the updating system can control the chaotic updating rate more directly than can the threshold-based method. Even though the chaotic updating rates of the IPSO-SPC and IPSO-SDPC are smaller than those of the PSO-SPC and PSO-SDPC, the good performance of the two PSOs in Tables 4 and 5 indicates that the chaotic system used in them works usefully for the search. Fig. 6 shows that the PSO-SDPC and IPSO-SDPC find better solutions than PSO-SPC and IPSO-SPC on average for many functions, respectively, and we can observe that the large chaotic updating rate in the early stages contributes to a decrease in the function value at the gbest for the Rosenbrock and Rastrigin functions, while it does not do so for the Schwefel function; this matches the results in and diversity of the search in order to find high-quality solutions. Next, we compare PSO-SPC with IPSO-SPC, and compare PSO-SDPC with IPSO-SDPC, respectively, which means comparison of the difference between updating systems (SP) and (ISP). The function value at the gbest decreases rapidly in IPSO-SPC and IPSO-SDPC than in PSO-SPC and PSO-SDPC for all problems. The proposed reinitializing and accelerating technique is considerably efficient to improve the convergence of the search, which can be considered to cause a wide reduction of function values obtained by IPSO-SPC and IPSO-SDPC, as shown in Tables 4 and 5 .
Conclusion
In this paper, we have improved the CPSO-VQO, which uses a perturbation-based chaotic system derived from the steepest descent method with a perturbation for a function whose optima are the gbest and the pbest of each particle, and which uses a threshold-based method for selecting the updating systems for particles on the basis of the difference vector between the gbest and pbest. First, we proposed a new chaotic system by modifying its perturbation term in order to overcome the difficulty in selecting parameter values in CPSO-VQO. The difficulty arises from the property that the bifurcation structure of the chaotic system heavily depends on the difference vector in CPSO-VQO, and in the modified system, however, its bifurcation structure is independent of the difference vector. Secondly, we theoretically showed the sufficient conditions of the chaoticity of the modified system and the existence of an orbit between the neighborhoods of the gbest and pbest, which are important properties when the chaotic system is used for the global optimization. We also demonstrated that the theoretical results are valid by drawing the bifurcation diagrams of the modified chaotic system. In addition, we derived a new PSO, the PSO-TPC, which uses a threshold-based selection and the modified chaotic system. Thirdly, we proposed a new selection method of updating the system for particles; it stochastically selects the updating system by using the ratio between the components of the difference vector between the gbest and pbest. The proposed method can be expected to control more directly the chaotic updating rate. Then we obtained a new PSO, the PSO-SPC, which uses the proposed selection method and the modified chaotic system, and moreover, we derived an improved model, the PSO-SDPC, by adding a technique of varying the chaotic updating rate to the PSO-SPC in order to achieve a more effective search. Fourthly, we introduced techniques of reinitializing the particle's velocity and accelerating the convergence of the search for the standard updating system (SP) used in the proposed PSOs. The PSO-SPC and PSO-SDPC with the techniques are called the IPSO-SPC and IPSO-SDPC, respectively. Through numerical experiments, we verified that the proposed PSOs, PSO-TPC, PSO-SPC, and PSO-SDPC, are superior to the relatively simple existing PSOs and CPSO-VQO in finding high-quality solutions for various benchmark problems, and that the step-size and amplitude of the perturbation in the modified chaotic system, which need to be selected the most carefully for an effective search, can be easily determined by using bifurcation diagrams of the system. Next, we compared IPSO-SPC and IPSO-SDPC with more effective methods, HPSO-TVAC and SADE, and observed that the former methods have an equivalent or higher search ability than the latter methods for many large-scale problems. In particular, in the five proposed PSOs, the IPSO-SDPC finds the smallest function values on average for almost all problems, and it is robust against variations in the parameter values. Moreover, IPSO-SDPC can maintain an appropriate balance between diversification and intensification due to its direct control of the chaotic updating rate. These results demonstrate that the proposed methods work effectively to solve global optimization problems, such as the modified chaotic system, stochastic selection method, technique of varying the chaotic updating rate, and techniques of reinitialization and acceleration.
As an area of future work, we can point out strengthening the diversification in the search of the proposed PSOs. Since the chaotic system used in these PSOs is based on the gbest and pbest, the search is mainly restricted around the two points in spite of its chaoticity. Therefore, we would like to derive a chaotic system based on not only the gbest and pbest but also other promising points, and propose a method which can make use of the chaotic system to improve the diversification of the search without a loss of the intensification. 
