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Abstract
Title: Churn prediction with machine learning methods
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Churn rate affects all businesses, from the smallest to the largest companies.
It has a big role in the CRM strategy, where it is usually used for analyz-
ing the return on marketing investments. In the gambling industry, it is
important to analyze and compare the detected churners, so the marketeers
can cleverly use the marketing efforts. Predicting churn rate will not only
minimize the outflow of customers, but will also increase their time spent at
the casino. In order to be able to determine it, it is essential to understand
each individual customer better. In this thesis, we analyze the gathered
data on casino players, define a churn definition and use supervised learning
methods for predicting customer churn. We focus on gradient boosted trees,
more precisely XGBoost (eXtreme Gradient Boosting trees), and explore how
their structure and parameters affect the prediction. Through analysis, we
proved that by using demographic and visiting information of customers, it
is possible to successfully predict the potential churn customers.




Naslov: Napovedovanje odhodov strank z metodami strojnega učenja
Avtor: Blagica Angelovska
Stopnja odhodov strank vpliva na vsa podjetja. Ima veliko vlogo v strate-
giji odnosov s strankami, saj je pomembno analizirati stopnjo odhodov in
vzroke za odhode, da lahko tržniki pravilno usmerijo trženjska prizadevanja.
V igralnǐski industriji napovedovanje odhodov strank ne bo samo zmanǰsalo
njihovega odliva, temveč bo lahko tudi povečalo čas, preživet v igralnici. Da
lahko odhode napovemo vnaprej, je nujno, da vsako posamezno stranko bolje
razumemo. V diplomski nalogi obravnavamo podatke o strankah v igralnicah,
definiramo ciljno spremenljivko, ki določi kdaj se je zgodil odhod stranke, in
uporabimo nadzorovane metode strojnega učenja za napovedovanje ciljne
spremenljivke. Poudarek je na odločitvenih drevesih, natančneje algoritmu
XGBoost, kjer smo preučili kako drevesna struktura in parametri algoritma
vplivajo na kvaliteto napovedi. Z analizo ugotavljamo, da je mogoče z
uporabo demografskih podatkov in informacij o obiskih dokaj uspešno napove-
dati odhode strank.




Z naraščajočim zanimanjem za podatke in zmožnostjo njihovega analiziranja
danes veliko podjetij hrani ogromne količine podatkov. Strojno učenje v zad-
njih letih pridobiva na popularnosti, kar se odraža v vse večjem številu ap-
likacij v tako znanstvenem kot poslovnem svetu, raziskave na tem področju
pa predstavljajo obetavne poslovne priložnosti. Splošni cilj je odkrivanje
novih znanj iz obstoječih podatkov [10]. Podobno je tudi v igralnǐski indus-
triji, kjer ima dandanes vsaka igralnica zbrane velike količine podatkov, ki bi
jih lahko uporabila za bolǰse razumevanje igralca in izbolǰsanje uporabnǐske
izkušnje. Pomembno področje analiz je trženje, kjer je cilj izbolǰsati mar-
ketinške strategije z razumevanjem na katere stranke je treba ciljati in v
katerem času. Da lahko igralnice tekmujejo v visoko konkurenčni industriji,
je pomembno razumeti igralce in njihove zahteve. To postane še bolj pomem-
bno zaradi širokega spektra iger, ki jih ponuja skoraj vsaka igralnica, različnih
volatilnosti strank (ang. volatility) in lastnosti dobitkov. Strojno učenje
omogoča podjetju, da spozna svoje stranke in sprejema odločitve, ki temeljijo
na podatkih, kar je ključno pri ustvarjanju bolj prilagojene igralne izkušnje.
Pomemben del gibanja proti bolǰsi poslovni strategiji je tudi privabljanje in
zadrževanje strank. Namen te diplomske naloge je uporabiti pristop stro-
jnega učenja za razvoj in oceno modela, ki se v igralnǐstvu lahko uporabi
za izbolǰsanje tržne učinkovitosti in znižanje odhodov strank. Osredotočamo
se na zmožnost predvidevanja odhodov igralcev s pomočjo nadzorovanega
učenja. Nabor podatkov, ki smo jih zbrali, vsebuje podatke posameznih
obiskov vsakega igralca v igralnici. Pred izdelavo same metodologije smo
testirali različne nabore podatkov. Izbrali smo triletne podatke, kjer sta
začetek in konec časovnega obdobja določen mesec v letu. V tem primeru
smo imeli na voljo meritve o pogostosti obiskov in iger, ki se igrajo v ra-
zličnih časovnih obdobjih. Takšni podatki bi nam lahko kasneje pomagali
pri posamičnem obravnavanju gostov, ki obiskujejo igralnice le sezonsko, ali
ob točno določenem času. Po pripravi podatkov smo opravili opisno anal-
izo s ciljem raziskati možne povezave med spremenljivkami in pomembnimi
značilnostmi za izbiro dobrih napovednih spremenljivk. S pomočjo dodat-
nih spremenljivk smo dodatno pojasnili volatilnosti in ostale preračunali
v dodatne statistike o zadnjih obiskih v preteklih mesecih. Poskusili smo
več napovedovalnih algoritmov na predhodno obdelanih podatkih. Upora-
bili smo nabor klasifikatorjev z njihovimi privzetimi vrednostmi, izvedli de-
setkratno navzkrižno preverjanje in nato primerjali dobljene rezultate. Ugo-
tovili smo, da model XGBoost prekaša ostale algoritme z vǐsjo oceno AUC
in natančnostjo. Prav tako smo naredili prilagoditev hiper-parametrov za
bolǰso natančnost. Analizirali smo rezultate najbolǰsega modela, pri čemer
smo primerjali natančnost (ang. precision), priklic (ang. recall) in har-
monično povprečje priklica in natančnosti (ang. F1-score). Model je s pri-
bližno 80% natančnostjo napovedal možnost odhoda strank. Z oceno pomem-
bnosti značilk smo določili najbolǰse napovedovalce in pogledali kako se raz-
likuje njihov nabor vrednosti v dejanskih in napovedanih podatkih.
Končni rezultati pomenijo, da je algoritmu uspelo naučiti vzorce obnašanja
gostov in napovedati, kateri bodo nehali prihajati v prihodnosti. Nasled-
nji korak bi bil treniranje in testiranje modelov nekaj tednov zapored, pri
čemer bi po primerjavi rezultatov, določili teden, ko bi verjetnost odhoda
posamezne stranke bila največja. Nato bi izvedli primerno tržno dejanje s
ciljem, da stranko obdržimo.
Model se lahko uporablja na vseh strokovnih področjih, kjer definicija
odhodkov strank ni natančno določena. Kot nadaljevalno delo lahko to defini-
cijo prilagodimo temi problematike, ki jo želimo rešiti na podlagi razpoložljivih
podatkov in opisne analize. Poleg tega se lahko velikost nabora podatkov




Customer churn rate is one of the most important metrics in every business
analysis. This metric shows the percentage of customers who stopped using
one of the company’s products or services [20]. For example, if a company
starts its business with 200 customers and after some years it ends up with
180, the churn rate will be 10%, because the company has lost 10% of the
customers. That percentage gives the hard truth about the company’s cus-
tomer retention. Decreasing the churn rate could add more to the company’s
revenue than acquiring the same percentage of customers. This does not
require any operating costs, that the company usually has when trying to
acquire a new customer, so the only investment would be in building strate-
gies for strengthening the relationship with the current ones. It is also easier
to offer new products and services to customers that already have your trust.
It is of great value for the company to know which customers are the ones
that are ‘bringing the greatest happiness’. If keeping the majority of that
group prompts a great number of benefits for the company, then this group
could be a target group in the retention process. Through analysis, we de-
tect the reasons why a group of people churns, which kinds of changes would
potentially bring them back and how to improve their customer experience.
Customer retention strategies can be developed in several ways. One of the
best approaches is to try to predict if one customer will churn or not by using
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the powers of predictive modeling techniques. Predictive modeling may stir
associations such as machine learning, pattern recognition, and data mining,
but in general, it defines the process of developing a model in a way that we
can understand and quantify its prediction accuracy on future, yet-to-be-seen
data [2]. The main focus of the thesis is to analyze casino customer data and
build a prototype model for predicting their churn rate. We have taken into
consideration that in companies such as tourist agencies, casinos etc., even if
a customer is absent for a long time, we cannot conclude that the customer
is churn or not. On account of that, we will track each customers’ behavior
since their first visit and detect behavior that might cause the cancellation
of the services.
1.1 Customer retention
Customer retention is described as the process of maintaining the existing
customers of a company. Customer switching occurs when a customer aban-
dons a product or service in favor of some other competitor. Every company’s
goal is to improve its customer retention as much as it can so that the per-
centage of customer switching will be minimized. Marketing, public relations,
and advertising are the greatest assets in the counteraction of this behavior.
In order to improve each of these segments, every service provider should fol-
low and analyze the behaviour of its customers. The most frequent reasons
for customer switching are better prices, quality, service agreements, product
selections or features. If the service provider succeeds to gain and sustain
customer satisfaction within those areas, then it directly stops a potential
churn rate increase [21].
1.2 Data Mining and machine learning tech-
niques for customer retention
To minimize the outflow of customers, it is really important for a company
to be able to find some patterns in their customers’ behavior. The best
approach for discovering the patterns is extracting as much information as
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possible from a set of previously collected data. That data usually contains
valuable information, which can be transformed into characteristics /behav-
ior (predictors). This can be achieved by applying machine learning learning
techniques on past data to discover potential reasons for customer defection.
Data mining and machine learning allow us to extract the hidden relation-
ships in the data.
Data mining can be defined as the process of discovering patterns in
various types of data. More precisely, it is an interactive and iterative process
in which many steps need to be repeatedly refined to provide an appropriate
solution to the data analysis problem [7].
Machine learning algorithms build mathematical models that are based
on some sample data, known as ”training data”, which are used to make
predictions and automatic decisions. Machine learning is represented by
three types of learning, which differentiate based on what kind of data they
input and output, and what kind of a problem they are trying to solve [1].
• Supervised learning is defined as the process of mapping an input
to an output, where the process learns from previously gathered data
structured as examples of pairs consisting of an input vector and an
output vector. A set with M training examples defined with feature
vector xi and output vector yi:
{ (x1, y1), (x2, y2), ...(xM , yM) },
where xi is the feature vector of the ith example and yi is the label
vector of the ith example, enters the supervised algorithm, which seeks
to find a function
g : X → Y
where X is the input space and Y is the output space [22].
• Unsupervised learning is a learning process, where particular char-
acteristics of the learning examples are discovered in order to divide
them in relevant groups. The most common algorithms that have the
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unsupervised models characteristics are: clustering algorithms, algo-
rithms for anomaly detection and algorithms for building latent vari-
able models [5].
• Reinforcement learning is a group of computational methods, where
the agent, in order to win the biggest award, learns its next actions
by itself. The award or the punishment encourage the agent to build
its own policy, that would lead to winning the greatest award. The
most important steps include exploration and exploitation. Exploita-
tion leads to winning greater award - maximizing the one that was
already won and exploration seeks for finding another unknown states
to explore [8] .
Churn prediction problems usually require input data with already calcu-
lated/known targets, as the main idea is to recognize some type of behavior.
This directly refers to supervised learning, which by analyzing previous re-
search (explained in Section 1.3) has been proved as a trustworthy strategy.
1.3 Related work
Churn prediction is a challenge, which analysts from different areas of exper-
tise are trying to tackle in order to improve their marketing strategy. Before
looking into the methodology of our approach, it is necessary to examine pre-
vious studies related to the topic. We will briefly explain several approaches
to churn prediction and in more detail explain two approaches, which we
based our work on.
In [23] authors examine the behavioral patterns of visitors in retail store.
Through data analysis different features were selected, based on visitors’ pro-
file of transactions, profile of visits and usage frequency. Data describing the
sales was also analyzed and then transformed to features. The final pre-
diction was performed with several algorithms: Logistic Regression, kNN,
Decisio Tree Classifier, Random Forest and XGBoost. The XGBoost algo-
rithm outperformed the others with accuracy of 73% and AUC of 80.5%
.
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The study [13] examines customer churn prediction in banking industry.
It uses the SVM algorithm to predict churn with data containing demographic
variables and behavioral variables extracted from the pattern of credit and
debit transactions over 12 months period. The true positives gained higher
accuracy (9̃5%) than the true negatives (7̃0%). From the point of view of
the bank, these results are acceptable, so that the bank can take proactive
action in order to retain customers.
In [12], authors use a cognitive learning based technique to predict churn
in an attempt to improve the results obtained by using a combination of
supervised learning methods, with cognitive unsupervised learning methods.
The authors have used growing self-organizing maps and kernel methods,
where succeed to reach final score of 71% .
In what follows, we discuss two approaches to churn prediction in de-
tail. The first study uses supervised learning to predict churn from online
casino data, whereas the second one concentrates on service contract churn
prediction of an industrial company.
1.3.1 Customer Retention: Reducing Online Casino
Player Churn Through the Application of Pre-
dictive Modeling [24]
1.3.1.1 Study goals
This study examines whether the possible player churn could be pre-
dicted through an application of a decision tree algorithm called Exhaustive
CHAID (E-CHAID). It mostly focuses on the classification rules that could
be extracted from the model and their importance in the identification of the
players selected as our potential churners.
1.3.1.2 Data set
The data set used for the modeling consists of 17 months of data ob-
served for each customer which consists of the visits and variables defining
the visiting behavior. The churn status was based on whether or not a player
had some gaming record in a 4 month period of time after those 17 months.
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The prediction generally relies on the customer’s demographic data and mea-
sures that could possibly define his/her past behavior. The input variables
derived from the data consisted of continuous, binary and categorical vari-
ables representing the recency, frequency and monetary value of play. Other
variables included inter-purchase time, length of the relationship, availabil-
ity of promotional playing funds, and demographic characteristics such as
language, the region of origin and gender. The recency variable has shown
higher importance as a predictor than the frequency and monetary value.
1.3.1.3 The model
The model produced by the E-CHAID decision tree algorithm has a tree
with 5 levels, 16 predictors and 47 terminal nodes. There are 16 significant
variables encompassing the length of relationship, last playing dates as well
as the RFM-related variables.
Figure 1.1: [24] Conceptual Model for Churn Predictions.
1.3.1.4 Accuracy
The model succeeded to classify 2,119 out of 2,639 customers accurately,
which is 80% accuracy and the AUC value of the model is 0.88 (possible
range is 0.5 - 1).
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Figure 1.2: [24] Classification Accuracy.
1.3.2 Predicting service contract churn with decision
tree models [15]
1.3.2.1 Study goals
The study focuses on developing and analyzing suitable models for pre-
dicting service contract churn risks of a global industrial company. It ex-
amines previously gathered data to identify which service contracts have the
characteristics that belong to the churners. The author has tested the data
with different decision tree algorithms like CART, RF, ERT, and XGB.
1.3.2.2 Dataset
The data set used for the study consists of events such as customer com-
plaints and satisfaction. The data was collected from several different sources
and considering the possible human errors, additional care was taken. All
features used in the modeling were grouped into 5 groups: operational, cus-
tomer, costs, portfolio and contractual data. All together, they form 30
different variables, where 21 are continuous and 9 are binary or flag vari-
ables. For the time period covered in the data set, there are 28 600 contracts
and 9 500 customers.
Figure 1.3: Distribution of churned and non-churned service contracts
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1.3.2.3 The model
A sample of the training data was taken and K-fold cross-validation was
applied to it. After discovering the best parameters, the whole training set
was used to train a complete model. More precisely, algorithms RF and ERT
were set to 500 iterations (trees) and XGB to 400. The testing set was used
for evaluation.
1.3.2.4 Accuracy
The following figure shows F-score, LogLoss and AUC measures when
algorithms were trained with different depths.
Figure 1.4: Algorithms measures when interacted with different parameters
from [15].
We can conclude that the XGB algorithm outperformed the other algo-
rithms in almost all of the instances across all metrics.
Chapter 2
Methodology
When building a model based on data, which possibly contain important in-
formation about the customer and their churn likelihood, we can use super-
vised machine learning and pose churn prediction as a classification problem.
It is not necessary to use supervised techniques only, but in this thesis, we
explore their strengths for solving similar problems.
In our case, which is based on customer attrition in the gambling indus-
try, churn is not strictly defined, so our first goal is to find an appropriate
definition. In the next step, we explore the available data. When the data is
pre-processed, through feature selection process, we extract the most valu-
able attributes in order to define each individual customer’s behavior. The
data is then divided into train and test data, and the XGBoost algorithm is
used to predict churn. We evaluate the algorithm using standard evaluation
metrics.
2.1 Churn definition
When it comes to churn in the gambling industry, one of the most important
indicators, showing customer behaviour, is the frequency of visits. Figure 2.1
represents an example of weekly visiting sequences (red color) and weekly
non-visiting sequences (green color). Each column of the table represents
one week from the selected time frame in the data set. Each row represents
9
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an individual visitor where the light-green color indicates the weeks where
there are no historical records - the visitor has not visited the casino.
It is obvious that there will be visitors who have visited the casino only
once or twice, so we need to exclude them from the training data set since this
information is not helping us in the ’customer behavior recognition’ process.
Figure 2.1: Examples of visits made by different customers
If we choose a time (a week in the observed data set) and explore what
has happened with the visits before and after the chosen time, we can analyze
gaps in previous visits and define if the visitor is a churn at the moment of
observation. The final algorithm should be able to predict if the visitor is a
potential churn at any point in time (see Figure 2.2).
Figure 2.2: Visits of different customers observed at one point in time (black
vertical line)
The table below shows information about the visits in the previous ex-
amples. Since every visitor is unique, we have to find a definition of churn —
the target variable that is not related to a fixed time-period of absence but
includes the frequencies of each visitor separately. The longest sequence of
absent weeks is not always a reliable metric since we might have long periods
of absence caused by accidents, holidays and various exceptional cases. For
example, Visitor A has the biggest gap (5), which compared to the other
gaps is not that surprising and we can use it as a comparison metric for the
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churn definition. On the other side, the visitor B has the longest gap 15 that
is much larger than the other gaps but can be both - a good indicator for our
churn definition and a risky one at the same time, because we don’t know if
the gap was accidental.
Visits Analysis
Visitor Gap1 Gap2 Gap3 Recency tillNext
A 5 4 3 6 1
B 15 3 1 1 11
C 5 3 1 8 0
D 12 3 2 5 2
E 11 3 3 0 0
F 10 4 4 3 4
Because of that, we take a 95 percentile of all sequences of absent weeks
as our measure defining the maximum time of visitor’s absence that is not
yet considered as churn. Therefore the churn definition implying the target
variable looks like the following:
CHURN =
1 if R +X > Q950 Otherwise
where:
R = number of absent weeks between the last visit and the observation
date (recency)
X = number of absent weeks between the observation date and the
next visit in the future
Q95 = 95% percentile of all gap weeks
2.2 Data preparation
Usually, one of the most time-consuming parts of tackling a machine learning
problem is data preparation. This process can also easily destroy usable in-
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formation in the data and represent the difference between success and failure
[17]. In particular problems, the missing data can represent a big challenge.
In our case, the data consists of information about unique customers and
already existing or derived measures of their customer behaviour. We did
not have significant missing values and much need for inter/extrapolation.
2.2.1 Selected attributes
In classification and regression problems, learning examples are represented
through attributes. An attribute is a variable that has a determined set of
possible values. Every learning example contains vectors of attribute values.
We used a data set that had been collected in a casino company for over a
decade. The data set consists visitors’ personal data, daily visit information,
daily theoretical wins, club state, awards earned and records showing any
changes made during their visiting time. By following the example from the
customer retention study [24], the attributes were categorized into 5 main
groups:
Demographic - Attributes describing demographic information of a visitor
RFM - Attributes describing how recently a visitor has visited (recency),
how often has visited (frequency), and how much is the expected house
win for a player (monetary)
Club cards changes - Last changes of club cards (indicating the customer
loyalty) described as a positive change or negative change
Inter days - Descriptive attributes of the inter days between plays (the
absent days)
Target - Attribute representing the target which in our case is labeled as
churn (representation of customers labeled as churn and non-churn)
Additionally, we derived lags of time series for the last 1, 3 and 6 months,
which explain the descriptive statistic of the visits, casino win values and
awards won, between the selected time range.
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The data is not normally distributed and in account of that, we calculated
the Spearman’s correlation between the numerical attributes.
Figure 2.3: Correlations between the attributes.
Most positive correlations are between
− means of visits/plays and the expected win for the last 1-6 months;
− the visiting frequency and volatility measure;
while most negative correlations are between
− mean of inactive weeks and the means of visits/plays;
− mean/number of inactive weeks and the expected win for the last
month;
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To find the relationship between the attributes and the target variable,
we have calculated the Point-Biserial Correlation. It represents the value of
Pearson’s product moment correlation when one of the variables is dichoto-
mous and the other variable is metric [9].
Figure 2.4: Correlations between the attributes and the target variable
The number of weeks from the last active days, shows high positive cor-
relation with the target variable. Not surprisingly, it will turn out to be the
best predictor as well.
2.2.2 Training and test set
When constructing the training and test data sets, it is important to under-
stand the data’s relevance for the learning procedure. Since we chose our
target to be related to previous and future gaps, we need data observed at
different time points. Theoretically, we want to learn patterns of visitors that
come only seasonally. In account of that, we have chosen three years worth
of data in the past and have cut it at the beginning of every month (Figure
2.5).
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Figure 2.5: Data set preparation
The data set consists of 61654 different customer behaviors, from which
30688 (49%) are labeled as non-churn and 30966 (51%) are labeled as churn.
70% of the data was used as the training set and 30% as the test set. Si-
multaneously, we balanced both sets, so we have almost the same quantity
of churners and non-churners.
2.3 Selected algorithms
Since our problem is defined as a classification problem, it is essential to look
over the algorithms we have in front of us. The most common classification
algorithms are decision trees, decision rules, Naive Bayes Classifier, Bayesian
Probability Networks, Nearest Neighbor, Logistic Regression, SVM (support
vector machine) classifier and neural networks.
In this thesis, we are going to focus on the ensemble learning algorithm
using gradient boosting trees - XGBoost, as it achieved good results in similar
studies. The figure below shows the evolution of tree-based algorithms over
time.
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Figure 2.6: Evolution of tree-based algorithms over the time
A Decision tree is represented with internal nodes, branches and leafs
corresponding to the values of the attributes, their subsets and the classes,
sequentially [19].
The term bagging comes from “bootstrap aggregating”, which is a method
of reproducing learning examples. If the training set has examples with size n,
the algorithm generates m new training sets with the same size, by sampling
from the original set. Each sample enters a learning process and thenceforth
we get different hypotheses, which predict the dependent variable. The result
is a combination of their predictions [18].
Random forest is a bagging-based algorithm, which chooses a random
set of variables and creates a forest or collection of decision trees [8].
Boosting is weighting the learning examples according to their difficulty.
The process is identical to bagging, only the technique of choosing the at-
tributes is different. Examples with higher weight have a greater probability
to be chosen. That is how the models are built sequentially, by minimizing
the errors of the previous models [18].
Gradient boosting algorithm applies a gradient descent algorithm to
minimize the errors in the sequential models [8].
The theory besides boosted trees algorithm [3], is briefly explained as
follows:
1. New tree is added at each iteration
2. At the beginning of the iteration we calculate the Taylor expansion of
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the objective








i = i-th training example
t = training round t
ŷi = prediction score
ŷi
(t−1) = keeps functions added in previous round
l(yi, ŷi
(t−1)) = training loss measures how well the model fits to the
training data
∂ŷi(t−1)l(yi, ŷi
(t−1)) = first derivative of loss function
∂2ŷi(t−1)l(yi, ŷi
(t−1)) = second derivative of loss function
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• Usually it is done like this:
y(t) = y(t−1) + εft(xi) (2.4)
• Where ε is step-size, usually set to 0.1
• The reason of adding ε is to avoid overfitting, by performing a
small optimization for each round
XGBoost (eXtreme Gradient boosted trees) [26] is an optimized gra-
dient boosting algorithm and one of the most used ensemble methods for
predictive modelling. The most important features behind its success are
parallel processing, tree-pruning, handling of missing data and regulariza-
tion to avoid overfitting/bias.
The main task of XGBoost, in order to improve the GBT performance, is
to consider the potential loss when all splits of the features are created. When
there are great amounts of features, XGBoost examines their distribution
across all data points in a leaf and gains knowledge for the possible reduction
of the feature splits [25].
2.4 Hyper-parameter tuning
To choose the best hyper-parameters for a particular XGBoost model, we
perform hyper-parameter tuning. What are we trying to achieve, is to mini-
mize overfitting, deal with imbalanced data, or prove the correctness of the
cross-validation results.
We control overfitting with the ”Bias-Variance Tradeoff” and ”Accuracy-
Simplicity Tradeoff” by tuning the following parameters: max depth, min
child weight, gamma, subsample and colsample bytree. On the other
side, by balancing the positive and negative weights ( scale pos weight pa-
rameter), we can handle imbalanced data and with tuning max delta step
we can help the convergence [4].
To find the best parameters for fitting our model, we used the Random-
izedSearchCV search strategy. Firstly, we imported RandomizedSearchCV
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class from the sklearn.model selection library in Python. Then we formed
the grid with the parameters and values we wanted to test, then pass the
grid into the class. The “fitting” is performed in a way that random possible
combinations of parameter values are evaluated and the best combination is
retained [14].
The following parameters and values are showing the grid we constructed
for the tuning.
min child weight : [1, 5, 10]
gamma : [0.5, 1, 1.5, 2, 5]
subsample : [0.6, 0.8, 1.0]
colsample bytree : [0.6, 0.8, 1.0]
max depth : [3, 4, 6]
The grid search cross-validation outputted the following hyper-parameters
as the best ones:
subsample value set to 0.5, means that XGBoost will randomly sample
50% of the training data prior to growing trees.
min child weight value set to 1 means that this is the minimum sum
of instance weight loss during a tree partition step.
max depth set to 5 means that 5 is the maximum depth of a tree
gama set to 1.5 means that this is the minimum loss reduction that is
required for performing further partition on a leaf node of the tree.
colsample bytree set to 0.8 means that 80% of the columns will be




The first approach in the process of building the predictive model was to try
several baseline algorithms to build models with the pre-processed data. We
have used a set of classifiers with their default values and performed 10-fold
cross validation. The set contained selected boosting algorithms followed by









XGBoost 86.90 0.60 78.98 0.50
Random Forest 86.19 0.71 78.48 0.74
AdaBoost 85.61 0.54 77.59 0.57
Decision Tree
Classifier
71.13 0.73 71.15 0.72
Accuracy represents the ratio of all correctly predicted results to all
predictions made.
AUC - the area under the ROC (Receiver Operating Characteristic)
curve, is widely recognized as the measure of a diagnostic test’s discrimina-
tory power. It helps us analzye the ratio of the relative number of incorrectly
predicted negative examples (X on Figure 3.1) to the relative number of
correctly predicted positive examples (Y on Figure 3.1) [8].
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Figure 3.1: Example of typical ROC AUC curve.
The maximum value for the AUC is 1.0, indicating the perfect test and the
minimum is 0.5, indicating no discriminative value, represented by straight
diagonal line [6].
In the figures below [3.2, 3.3] is shown accuracy and AUC ROC means
comparison between the tested algorithms.
Figure 3.2: Accuracy comparison
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Figure 3.3: ROC AUC comparison
The XGBoost algorithm outperformed the other algorithms with the best
ROC AUC and accuracy scores. In further, we discuss which combination of
parameters affects the algorithm in order to perform better.
3.1 Evaluation measures
In 2-class classification problems, two evaluation measures are often used for
evaluation of the model [8, 16]. They are precision and recall. To be able
calculate them, we need to calculate the following measures:
TP (true positives) - number of correctly classified positive examples.
FP (false positives) - number of incorrectly classified positive examples.
TN (true negatives) - number of correctly classified negative examples.
FN (false negatives) - number of incorrectly classified negative examples.
In our case, positive examples are those with corresponding target vari-
able 1 (churn) and negative examples with target variable 0 (non-churn).
Interpreting the table above, we get the following results: TP = 6684 (36%),
FP = 2707 (15%), TN = 7968 (43%), FN = 1138 (6%).
The precision scores the percentage of correctly classified examples of all






Recall scores the percentage of correctly classified positive examples of





The other term for Recall is sensitivity. Along with precision and recall,
there is one more important metric for evaluation, called F1-score.





The output of RandomizedSearchCV determined the best estimator hav-
ing best normalized gini score of 0.75, for 3-fold search with 5 parameters.
Furthermore, the estimator was used for the training procedure of the XG-
Boost model.
During the parameter tuning, we did not take into account the param-
eters n estimators and learning rate, but did an additional training and
testing, to observe their influence on the model’s performance. The mean ac-
curacy of the model, when using the default parameters was 78.98%, where
n estimators=1000 and learning rate=0.02. The table below shows that
the accuracy increases, if we decrease the number of estimators (trees) to
500. So far, this combination of parameters along with the parameters from
the hyper-parameter tuning, produced the model with the best accuracy.
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Figure 3.4: Models performances with different parameters
The accuracy score of the selected model is 79.51%, which means that
we improved the accuracy by 0.53%. The ROC AUC and classification error
curves along the increment of the number of iterations tell us that after the
500th iteration, we cannot observe significant accuracy increase nor error de-
crease. The evaluation of our model values precision, recall and F1-score
(Figure 3.4) are also indicating that we have almost balanced predictions for
both 0’s and 1’s (non-churn and churn).
The numbers of correctly/incorrectly predicted examples are presented in
the contingency table below.
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Figure 3.5: The number of correctly and incorrectly predicted classifications.
1:churn, 0:non-churn
3.2 Feature importance
There are three options for measuring feature importance in XGBoost [11] :
1. Weight represents the relative number of times a particular feature
occurs in the trees.
2. Cover is the relative number of observations related to a particular
feature.
3. Gain is the average training loss reduction gained when using a feature
for splitting.
To interpret and compare the feature importance of our predictors, we
plotted graphs showing the best 5 features.
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Figure 3.6: Feature importance of top 5 features - weight
As noticed on the Figure 3.6, the LAST ACTIVITY feature seems to
dominate the other features and currently represents the best predictor. We
cannot take into account the relevance of this measure, because of the XG-
Boost’s nature. We also have to consider measures, that provide information
about the number of times a feature is used in the classifiers (trees), infor-
mation about the weights and the loss reduction. For example, if we have
a variable employed with its possible values Yes/No, it would definitely be
less important than other predictors with more possible values. Although, it
might be less important when it comes to frequency/weight based metric, it
can have greater importance on gain or coverage metric.
Theoretically, gain stands as the most relevant attribute to interpret,
because of its property to improve the accuracy brought by a feature to the
branches it is on.
Since weight was the default parameter in figure 3.6, let us look into the
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plots of gain and cover to make the final conclusion. The top 5 predictions
with feature importance calculated by the average training loss reduction
gained, are the recency variable and the earned awards in the last 1 to 6
months. When it comes to the number of observations related to a particular
feature, there are some that stand out more than others, among the top 5
are: CASINO CARD POS (the type of casino card indicates the loyalty to
the casino, POS - more loyal, NEG - less loyal), LAST ACTIVITY (the
recency variable), the used awards for the last month as well as EXTREMES
(indicating the number of extreme gaps of absence).
Figure 3.7: Feature importance type - gain
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Figure 3.8: Feature importance type - cover
The feature importance metrics (3.6, 3.7, 3.8) performed on our results
infer that feature LAST ACTIVITY (recency) has the greatest feature
importance of all predictors.
In the figures below we can see how actual and predicted results match
when we explore particular feature. Since we got best feature importance ac-
cording to gain, for the features LAST ACTIVITY and EARNED AW
1M PTS (average of the award points earned for the last month), we de-
cided to observe their characteristics in the actual and the predicted data.
As expected, the churn customers have more skewed recency distribution,
due to the fact that there are customers that last visited the casino a long
time ago. When observing the awards, the figures show that people who did
not get higher amount of awards last month are predicted as our potential
churn. Theoretically, both of the observations are reliable.
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Figure 3.9: Recency - churn
Figure 3.10: Recency - non-churn
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Figure 3.11: Last month awards - churn
Figure 3.12: Last month awards - non-churn
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The accuracy and the AUC value of our model, when compared to the
accuracy achieved in the study about reducing online casino churn [24], show
in general similar scores. Since we cannot directly compare those models,
because of the different data structure, we can conclude that same content
data can be pre-processed differently, but still show behavioral paths, strong
enough to detect churn. If we set the model to output the churn likelihood,
we can measure the results each subsequent week and see how the measure
changes. Based on that, we can perform an additional customer ranking in
order to improve their satisfaction and decrease the possibility of attrition.
Chapter 4
Conclusion
The evaluation of our model and its importance measures prove that XG-
Boost is one of the most suitable algorithms for solving churn prediction
problems. The final results imply that the algorithm succeeded to learn cus-
tomer behavioral patterns and predict which customers are potential churn.
After training and predicting the model a couple of weeks in a row, we are
able to compare the results and determine the week when an individual cus-
tomer would churn. In account of that, we select the churn-marked customers
and perform a marketing action in order to retain them.
This model prototype is not valuable merely for companies in the gam-
bling industry, but also in other similar industries like gaming, food and
clothes factories and other businesses where the customer attrition time is
not precisely defined.
4.1 Suggestions for future work
In addition to classification, the problem could also be solved with time
series forecasting methods. Instead of predicting the churn, the problem can
be converted to a regression problem where the absence gap is predicted. The
data is constructed as a time series of records for each customer, starting from
their first visit and ending with their last. One of the possible solution could
involve a sliding box model, which predicts whether an event will happen
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within a particular time frame (sliding box). Another possible solution would
be to use recurrent neural networks to predict the gap to the next event.
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