I. INTRODUCTION
Accurate atomic data such as radiative lifetimes and transition probabilities are of great interest in many fields of physics. From a theoretical point of view, they are sensitive to the electronic coupling schemes and to configuration interaction, and are thus important for testing the theoretical models [1] . In astrophysics, evaluation and extraction of information from observed stellar spectra heavily rely on the availability of atomic data [2, 3] . In laser physics, lifetimes and transition probabilities are decisive for predictions of potential laser action in specific media [4] . The radiative properties of atoms and ions are also of great importance in plasma physics and in laser chemistry. In addition, atomic data of some elements, for example, of cadmium and zinc, are needed for development of high-quality and efficient light sources including metal-halide arc lamps and metal vapor lasers.
Among the methods available for lifetime measurements, very reliable ones are those based on selective excitation of the levels of interest, using, for example, a tunable laser. In contrast with collisional excitation methods, these techniques are free of cascading effects or of possible blends, which can lead to systematic errors in lifetime measurements. However, rather few experimental lifetimes for Cd I and Cd II obtained using such techniques are, so far, available. Even the 4d 10 5s5p
1 P o 1 resonance state of Cd I has not been investigated by selective excitation techniques.
Starting with the pioneering work of Zemansky [5] and of Koening and Ellett [6] , the 5s5p 1 P o 1 and 5s5p 3 P o 1 levels of Cd I have been frequently investigated. In the early experimental work, the techniques adopted for lifetime measurements of low lying Cd I states included the Hanle effect method [7] [8] [9] [10] , the double resonance technique [11] , the phase-shift approach [12, 13] , and the beam-foil method [14] . The lifetime of the 5s5d 1 D 2 state and the transition probabilities of the 5p 1 P o 1 -nd 1 D 2 transitions have been measured in an argon inductivity coupled plasma [15] . Radiative lifetimes of levels belonging to the 5sns 1 S 0 , nd 1 D 2 , ns 3 S 1 , np 3 P o , and nd 3 D Cd I series have been investigated in a delayed-coincidence experiment with pulsed electron excitation [16, 17] . A Hanle effect experiment with electron excitation was carried out by Frasinski and Duhnalik [18] . Only one measurement is available for the upper state of the resonance np 1 [12] . In the only experiment carried out with selective excitation, the lifetimes of the ns 3 S 1 and nd 3 D excited states were investigated [19] while cascade-free measurements, obtained with an electron-photon coincidence technique, were performed for the 6, 7s
1 S 0 , and 5d 1 D 2 levels [20] . Experimental transition probabilities in Cd I were obtained with an emission technique [21] , eventually combined with the hook method [22] . Precise oscillator strength values of the 5s 2 1 S 0 -5snp 1 P o ͑n =8-13͒ transitions were measured by a magneto-optical rotation method [23] and the sumfrequency mixing in Cd vapor was considered for determination of matrix elements along the Cd I resonance series [24] . *Electronic address: kblagoev@issp.bas.bg Theoretical work in the same atom includes the use of different methods such as the scaled Thomas-Fermi-Dirac approach [25] , the Coulomb approximation [26] , the extended Bates-Damgaard (nodal boundary condition) method [27] , a relativistic "quantum orbital" [28] , or a HF method [29] . Core-polarization effects were considered within the framework of a multiconfigurational Hartree-Fock method for s-p and p-d transitions [30] . The effect of configuration interaction and of core-polarization on the spin-allowed 5s 2 [31, 32] .
Radiative lifetimes of Cd II excited states have been measured using different experimental methods: beam-foil spectroscopy [14, 33] , the level-crossing approach [34] [35] [36] [37] , the phase-shift method with electron excitation [12] , and the delayed-coincidence technique with electron excitation [16, 38, 39] . In these experiments, the low lying 5p 2 D 3/2,5/2 spectral lines were calculated with a relativistic Hartree-Fock approach taking core-polarization effects into account [45] while a Coulomb approximation and a quasiclassical approximation did allow the calculation of ns 2 S 1/2 ͑n = 6-10͒ radiative lifetimes [39] . The Coulomb approximation was used [46] , taking into account core polarization for calculation the oscillator strengths of resonance lines of Cd II. From this survey of the available data for radiative lifetimes and transition probabilities of Cd I and Cd II excited states, it turns out that, although many lifetime measurements have been performed, only one paper has been published in which selective laser excitation was considered for triplet states of Cd I [19] . In addition, laser measurements were performed only for the 5p 2 P o 1/2,3/2 levels of Cd II (beam-laser method) [33] . As a consequence, the purpose of the present study is to obtain new accurate data for radiative lifetimes and transition probabilities of Cd I and Cd II excited states and to evaluate the accuracy of the data available in the literature. An additional purpose of the present work is to compare experimental work with theory for testing the adequacy of the theoretical models in relation with the increasing importance of the relativistic and core-polarization effects and with the progressive transition from LS and jj coupling in heavy elements. A theoretical approach has also been employed for generating transition probabilities or oscillator strengths from a combination of experimental lifetime measurements and theoretical branching fraction determinations. In addition, in Cd II these results have been compared with experimental values obtained considering branching fractions measured in a laser induced breakdown spectroscopy (LIBS) experiment.
In recent years, the development of laser spectroscopy techniques both in the time and wavelength domains has made laser measurements of radiative lifetimes in highenergy atomic or ionic levels feasible. In the current study, radiative lifetimes of excited states (up to 90 000 cm −1 ) have been measured in Cd I and Cd II by time-resolved laserinduced fluorescence (LIF) using single or two-step excitations of atoms and ions produced in a laser-induced plasma. The results of this experiment are compared to a theoretical calculation of the lifetimes using multiconfigurational relativistic Hartree-Fock calculations, taking core-polarization effects into account. In addition, as transition probabilities and oscillator strengths available in the literature for Cd I and Cd II concern only a limited number of transitions, generally connecting levels of low excitation (see, e.g., Ref. [7] ), transition probabilities and oscillator strengths have been deduced from the combination of experimental lifetimes and both theoretical and experimental branching fractions.
II. EXPERIMENT

A. Lifetime measurements
The ground states of Cd I and Cd II are ͓Kr͔4d 10 5s 2 1 S 0 and ͓Kr͔4d 10 5s 2 S 1/2 , respectively. Radiative lifetimes of 11 levels of Cd I belonging to the 5snp ͑n =5͒, 5snd ͑n =6-9͒, 5sns ͑n =7,8͒ series, and of 5 levels of Cd II belonging to the 4d 10 5p, 4d 10 6s, and 4d 10 5d configurations have been measured. The levels studied are shown in Fig. 1 with the relevant excitation schemes including single-step and two-step excitation processes.
The experimental setup used in the lifetime measurements is schematically shown in Fig. 2 . Free neutral and singly ionized cadmium atoms were obtained by laser ablation. A 532-nm pulse, emitted from a Nd:YAG laser (Continuum Surelite) (laser A) with 10 ns pulse duration was focused onto a rotating cadmium foil located in a vacuum chamber with 10 −6 -10 −5 mbar background pressure. Plasma containing neutral, as well as ionized atoms in different ionization stages was produced by the laser pulse and expanded from the foil for subsequent laser excitation. The plasma cloud of cadmium was intersected at right angles by a linearly polarized, pulsed-laser beam tuned to a resonant transition of the upper state of interest. A temporal compressor was used to shorten the laser pulse, emitted from a seeder injected Nd:YAG laser (Continuum NY-82) (laser B), with 8 ns pulse duration and 400 mJ pulse energy at 532 nm. The design and construction of the Stimulated Brillouin Scattering (SBS) compressor, similar to the one described in Ref. [47] , is shown in Fig. 3 . The pulse duration of the output from the SBS temporal compressor was approximately 1 ns and the loss in pulse energy was about 50%. The compressed pulse was used to pump a dye laser (Continuum Nd-60), operated with a DCM dye. The radiation from the dye laser was frequency doubled in a KDP crystal and then mixed with the fundamental frequency in a BBO crystal, to generate the third harmonic of the dye laser frequency. The spectral range was expanded by focusing the second or the third harmonic of the dye laser beam into a H 2 cell at 10 bar, in which different orders of stimulated Stokes scattering were obtained. Depending on the excitation requirement, the appropriate beam component was selected with a CaF 2 Pellin-Broca prism.
For the 5snd 3 D 1,2 ͑n =6-9͒ and 5sns 3 S 1 ͑n =7,8͒ series of Cd I, and 6s 2 S 1/2 and 5d 2 D 3/2,5/2 levels of Cd II, two-step excitation processes have been applied. In this case, the compressed-pulse laser system was used as the second-step excitation. Another laser system with 8 ns pulse duration was employed as the first-step excitation source.
A second Continuum NY-82 Nd:YAG laser (laser C) was used to pump another Continuum Nd-60 dye laser, which was also operated with a DCM dye. For Cd I measurements, the dye laser was tuned to 652.22 nm. The second harmonic of the dye radiation was obtained in a KDP crystal and was used in the first step to excite the 5p 3 34 nm, and then its third harmonic, produced in a BBO crystal, could be utilizd to reach the level for the first step excitation. All three Nd:YAG lasers (A, B, C) used in this experiment were externally triggered by a digital pulse generator (Stanford Research Systems Model DG535), which was used for temporal synchronization of the two laser pulses for the first and second step excitations and also for a free variation of the delay time between the excitation and ablation pulses.
Photons emitted in the spontaneous decay of the excited levels were recorded by a detection system, which included a fused-silica lens, a 1 / 8 m monochromator For the 5snd 3 D 1,2 ͑n =6-9͒ and 5sns 3 S 1 ͑n =7,8͒ longlived levels of Cd I ͑ Ͼ 15 ns͒, the lifetimes were evaluated using a least-square exponential fitting procedure (see Fig.  4 ). For the other short-lived excited states, the temporal shape of the exciting laser pulses was recorded after the ablation beam was blocked. The decay curves were treated by deconvolution of the observed signal and of the laser pulse (see Fig. 5 ).
Measurements under different conditions were performed to avoid systematic errors. The occasional signal contribution due to the scattered light from the excitation laser was eliminated by subtraction of the signal observed without an ablation pulse.
No observable effects of quantum beats due to the laboratory magnetic field were observed in the experiment. In order to remove any possible influence on the longer lifetimes a magnetic field of about 100 Gauss, provided by a pair of Helmholtz coils, was also added.
The possible influence of the radiation trapping on the signal from the resonance 5s5p 1 P o 1 level in Cd I and from the 5p 2 P o 1/2,3/2 levels in Cd II was investigated by considering small delay times between the ablation and excitation pulses. When the delay time is short, the radiation trapping can possibly influence the lifetime values. When the delay time gets longer, the concentration of atoms and ions decreases and the radiation trapping effects can be neglected. In the present experiment, for the 5p 1 P o 1 level of Cd I, the measurements were carried out at delay times t =30-40 s and, for the levels 4p 2 P 1/2,3/2 of Cd II, at t =6-12 s. At these values of the delay, no effect of radiation trapping was observed. The dependence of lifetime values on the delay time between ablation and excitation laser pulses was studied in Ref. [49] . The possible influence of saturation of the transitions was also checked by carrying out the measurements at different energies of the excitation laser pulses.
All experimental lifetime results are summarized in Tables I-IV same tables, the theoretical lifetime values obtained according to the procedure described below.
B. Transition probability determination
A plasma produced by laser ablation was employed as a source of Cd II ions. A focused Nd:YAG laser beam was used to generate the plasma on the surface of a cadmium target in a controlled argon atmosphere ͑ϳ8 Torr͒. A 1064 nm Nd:YAG laser generated 240 mJ pulses of 7 ns duration at a frequency of 20 Hz. The light emitted by the laser-produced plasma was focused on the input slit of 1-m grating CzernyTurner monochromator (resolution 0.03 nm). The spectra were recorded by a time-resolved optical multichannel analyzer (OMA III, EG&G), that allowed recording of spectral regions at different delays after the laser pulse and during a selected time interval (Fig. 6) .
The calibration of the spectral response of the experimental system was made, before the experiment, using a standard deuterium lamp in the wavelength range 200 to 400 nm, and a standard tungsten lamp in the range 350 to 600 nm. The final calibration was a result of overlapping of several joint regions of the deuterium and tungsten lamps employing a least-square fitting procedure. The calibration of the system was also checked by measurements of branching fractions of well known Ar I and Ar II spectral lines. The two types of calibration were in agreement within an error limit of 5%. In order to check the time evolution of the response of the OMA photodiode array, the calibration of the system was repeated regularly and was compared with the response of the photodiode array using the 431.6 nm Kr I spectral line, which is measured by different channels of the detector (50 channel steps in a 1024 array). The difference, due to time evolution of the calibration, is around 2%. The error due to the calibration is estimated around 6%.
Detection was made in synchronization with the electronic trigger of the Q-switched laser. During data acquisition, a subtraction was made of the background.
The method is based on the fact that there is an optimized delay time after laser ablation for recording the spectrum of the selected ion. In this way, the measurements are made at several delay times after the laser pulse, more precisely after 0.1, 0.2, 0.3, and 0.5 s delay time. The measurements of branching ratios for the determination of transition probabilities have been made on the spectra obtained at a delay of 0.3 s because the lines were better resolved and narrower than those obtained with shorter delays, on the one hand, and were more intense than those corresponding to longer delays, on the other hand (Fig. 7) . The measured branching fractions did not depend on the delay time.
The spectra were stored in a computer and treated by a software which is able to separate close or overlapping lines and to determine their relative intensities. The relative intensities were obtained by a fitting procedure based on the use of Voigt profiles, after subtraction of the background. In the present experiment, there is no overlapping of the investigated spectral lines with other spectral lines of cadmium ions or of Ar I, Ar II spectral lines. The final intensity of each line was the average of eight different measurements. To prevent self-absorption effects, several alloys of cadmium and zinc have been used instead of pure cadmium. The content of cadmium in these alloys ranged from 5 to 10 % and it was verified that the branching ratios were not depending upon concentration. Using these alloys, it turned out that the spectral line of Cd II at 226.5 nm ͑5s
2 S 1/2 -5p 2 P 1/2 o ͒ was blended with the spectral line of Zn II at 226.55 nm. In this case, for estimating the real intensity of the 226.50 nm line, the second order spectrum was used.
In a first step, relative experimental transition probabilities were obtained and then, in a second step, they were put on an absolute scale using the measured branching ratios and the radiative lifetimes of the upper states. These data are presented as the column Exp. 1 in Table IV . The total errors were determined from the radiative lifetimes errors, from the uncertainties affecting the calibration (6%) and from statistical errors, which, for the different lines, were ranging from 5.9 to 10 %. The transition probabilities of the lines emitted from the 4d 8 5s 2 2 D 3/2 level were normalized using a theoretical estimate of the radiative lifetime; the error shown for this state in column Exp. 1 of Table IV is resulting from calibration and statistical errors.
Assuming LTE and a value of the electron density, one can estimate the self-absorption of the emitting plasma, which can influence measured branching ratios. The electron density was estimated from the Stark broadening of the Cd II line at 226.502 nm. The value of N e = 1.1ϫ 10 17 cm −3 has been deduced using the Stark broadening parameter [48] , which is = 0.0061 nm (FWHM). This value is sufficient to assume that the LTE assumption is justified for the population of the investigated levels according to the criterion of Ref. [50] :
where N e is the electron number density, ⌬E is the energy difference between both configurations, and T is the plasma temperature. The plasma temperature was deduced by assuming local thermodynamic equilibrium (LTE). This temperature was determined from the slope of a Boltzmann plot of the line intensities of transitions with known transition probabilities. The temperature under the present experimental conditions was determined to be 15500± 1800 K. In our case ⌬E = 2.6 eV and the lower limit given by this expression is N e = 3.5ϫ 10 15 cm −3 . The absorption coefficient was calculated from the Cd II density and from the populations of Cd II excited states. Integrating along the line profiles, it is assumed that the plasma is optically thin when the selfabsorption is less than 3% [51] . In the present experiment, for a plasma thickness of 1 mm, the line intensity absorption, integrated along the line profile, was less than 2.4% for the line 231.2 nm of Cd II. For the other lines, this absorption coefficient was even lower.
The transition probabilities can also be determined from comparison of the line intensities with those with known transition probabilities and plasma temperature in LTE conditions. In particular, the transition probabilities of the lines emitted from the 5p 2 P 1/2,3/2 o , 5d 2 D 5/2 , and 4d 9 5s 2 2 D 5/2 levels (at 214.4, 226.5, 231.2, and 441.6 nm; see Fig. 1 , Table  IV) were calculated in this way, as well. The temperature was determined from the slope of a Boltzmann plot. The experimental errors in this case have been estimated to reach 12%, and were obtained as the sum of the above mentioned uncertainties and of an uncertainty resulting from the temperature determination (10%). These results are presented in Table IV in the column Exp. 2. Results of both experiments agree in the error limit. 
III. THEORY
A. HFR calculations in Cd I
As noted above the ground state configuration of Cd I is 4d 10 5s 2 1 S 0 . The energy levels reported in the NBS compilation [52] , based on early analyses of this spectrum, are generally given with one decimal and it is claimed in the introduction to the NBS tables that "the accuracy of the present data could be greatly improved with modern observations, particularly in the infrared region." Below the first ionization limit, the levels quoted belong to the configurations 5s 2 , 5sns ͑n =6-16͒, 5snp ͑n =5-11͒, 5snd ͑n =5-19͒, and 5snf ͑n =4,5͒. Above the ionization limit, a number of levels belonging to 4d 10 5p 2 and 4d 9 5s 2 nl ͑n ഛ 14, l = p , f͒ have also been determined experimentally. In the present calculations and, particularly in the least-squares fitting procedure hereafter described, we used only the levels given below the ionization limit.
The calculations were performed in the framework of the pseudorelativistic Hartree-Fock (HFR) method with help of the Cowan suite of computer codes [53] modified for consideration of core-polarization (CP) effects (see, e.g., Ref. [54] ). This approach, although based on the Schrödinger equation, does include the most important relativistic effects such as the mass-velocity corrections and Darwin contribution.
In the first calculation (calculation A), made with help of the Cowan suite of computer codes [53] modified for consideration of core-polarization (CP) effects (see, e.g., Ref. [54] ), the following configurations are considered along the Rydberg series: CP effects, which are expected to be important in this heavy neutral element, were introduced in the calculations in the following way. The static dipole polarizability of Cd II is that computed by Fraga et al. [55] , i.e., ␣ d = 23.619 a 0 3 , where a 0 is the value of the first Bohr orbit of the hydrogen atom. The cutoff radius r c was chosen equal to 2.779 a 0 and corresponds to the mean value ͗r͘ of the outermost orbital 5s in the configuration 4d 10 5s. As we were interested in Rydberg states, the configuration sets were extended to high members of the series (in fact up to n =12).
The calculated eigenvalues of the Hamiltonian were optimized to the observed energy levels via a least-squares fitting procedure. In fact, all the levels up to n = 12, below the ionization limit, were included in the fitting procedure. Intermediate coupling and scaled Thomas-Fermi-Dirac wave functions [25] . e Quasirelativistic Hartree-Fock with relativistic corrections method [30] . f Experiment-arc discharge in Cd vapor [21] .
g Nodal boundary condition method [27] . Table I . In a second calculation (calculation B), the following configurations were considered: 5d 2 + 5sns ͑n = 6 -12͒ + 5snd ͑n = 5 -12͒ + 5p 2 + 5pnp ͑n = 6 -8͒ + 5pnf ͑n = 4 -8͒ + 5d 2 + 5dns ͑n = 6 -8͒ + 5dnd ͑n = 6 -8͒ and 5snp ͑n = 5 -12͒ + 5snf ͑n = 4 -12͒ + 5pns ͑n = 6 -8͒ + 5pnd ͑n = 5 -8͒ + 5dnp ͑n = 6 -8͒ + 5dnf͑n = 4 -8͒.
Core-polarization effects were incorporated in the calculations by considering the dipole polarizability of the core corresponding to Cd III as computed by Fraga et al. [55] but increased by about 10% (in order to obtain a smooth curve when plotting the dipole polarizability vs the ionization degree for the different ions of Cd quoted in the tables of Fraga et al.) , i.e., ␣ d = 8.098a 0 3 . Adopting the value of ␣ d as computed by Fraga et al. [55] , would lead to a marginal decrease of the lifetime values (a decrease in fact smaller than 4.5%). The cutoff radius has been calculated as equal to r c = 1.240. The scaling factor adopted for the Slater integrals was also 0.75. Delayed coincidence method [16] . c Beam-laser, beam foil (ANDC) [33] . Phase-shift method [12] . e Delayed coincidence method [38] . f Hanle theory [36] . Hanle [34] .
h Electron-photon delayed coincidence method [41] . Hanle [35] . j Hanle [37] . k Quasiclassical theory [39] . The corresponding results are given in Table I under the heading B. The calculated results appear systematically lower (but in a uniform way) than the experimental results. This could be due to an underestimation of the corepolarization effects in the calculation B.
We give in Table II , the weighted transition probabilities and oscillator strengths of the lines depopulating the levels for which the lifetimes have been measured in the present work. We report also the transition probabilities and oscillator strengths (NORM) obtained using the experimental lifetimes and the HFR branching fractions calculated in the present work.
B. HFR calculations in Cd II
The ground state configuration of Cd II is 4d 10 5s 2 S 1/2 . The energy levels reported in the NBS compilation [52] are taken essentially from old analyses by von Salis [56] , and by Shenstone and Pittenger [57] . They belong to the configurations 4d 10 ns ͑n =5-13͒, 4d
10 np ͑n =5-13͒, 4d 10 nd ͑n =5-14͒, 4d 10 nf ͑n =4-11͒, 4d 10 ng ͑n =5-11͒, 4d 9 5s 2 , and 4d 9 5s5p. Several calculations have been performed for Cd II transition probabilities. We used the HFR method as coded by Cowan [53] .
In the first calculation (calculation C) the following configurations were considered along the Rydberg series: Core-polarization (CP) effects were introduced in the calculations in the following way. The static dipole polarizability of Cd III was that computed by Fraga et al. [53] , i.e., ␣ d = 5.668 a 0 3 . The cutoff radius r c was chosen equal to 1.240 a 0 and corresponds to the mean value ͗r͘ of the outermost orbital 4d in the configuration 4d ␣ d = 3.914a 0 3 and the cutoff radius has been calculated as equal to r c = 1.190.
The corresponding results are given in Table III under the heading D. Theory and experiment agree within the errors if we except the level 5d 2 D 3/2 for which the theoretical result is somewhat smaller than the experiment.
The theoretical f values deduced in the calculation D are reported in Table IV . We report also in the same table the oscillator strengths and transition probabilities normalized by considering the experimental lifetimes as obtained in the present work and the HFR branching fractions. They are quoted in Table IV (calculation E).
IV. DISCUSSION OF THE RESULTS
The radiative lifetimes for Cd I, Cd II excited states, measured and calculated in the present work, are presented in Tables I and III. In Tables II and IV, results for 
A. Cd I
Our lifetime for the 5s5p 1 P o 1 Cd I level is in a good agreement with the data obtained by beam-foil spectroscopy with multiexponential decay curve analysis [14] and by the Hanle effect method [7] . For the 5sns 3 S 1 series, our results agree well with those derived by the delayed-coincidence method with pulsed electron excitation [17] .
Radiative lifetimes of unresolved nd 3 D terms have been determined using the beam-foil spectroscopy [14] and the delayed-coincidence method with pulsed electron excitation [16, 17] . Our results for nd 3 D 1,2 Cd I states are in a good agreement with these experimental data. Lifetime values for ns 3 S 1 and nd 3 D 1,2 levels measured by the LIF method [19] are, however, systematically smaller than our measurements. In this experiment a stepwise excitation was realized. Electron excitation of the 5p 3 P o 0,2 Cd I metastable states in a cw discharge was used as a first step, while the laser excitation from these metastable states was performed as a second step. The difference between our data and the experimental results of Ref. [19] might possibly be due to collisional deexcitation in the discharge, used in Ref. [19] .
When considering the numerical values of cept for the higher members of the nd series.
B. Cd II
The Cd II radiative lifetimes are reported in Table III , where they are compared with previous results. Our result for the 6s 2 S 1/2 level of Cd II is in a good agreement with the value measured by beam-foil spectroscopy, with multiexponential treatment of decay curves [14] . The lifetime of the same level determined by the delayed-coincidence method [16] with nonselective electron excitation is more than twice larger than our result. There is no information available about this experiment but it can be supposed that the time resolution of the setup was not sufficient for measurement of short lifetimes. This hypothesis is confirmed by the fact that our result for 6s 2 S 1/2 agrees well with the single-channel quasiclassical theoretical value [39] .
The 5p 2 P o 1/2,3/2 Cd II excited states have been measured by the beam-foil method [14] and the electron-photon coincidence technique [41] . In both experiments, measurements were carried out using an unresolved multiplet. These values are larger than those measured in the present work. The phase-shift method was also used in Ref. [12] for the determination of radiative lifetimes of the 5p 2 P o 1/2,3/2 levels. In this experiment, the cascades from the 4d 9 5s 2 2 D levels were taken into account, but not from 6s 2 S 1/2 , 5d 2 D 3/2,5/2 levels (see Fig. 1 ) from which the main cascade repopulation does occur. This could explain why the radiative lifetimes of Ref. [12] are larger than our results. This is confirmed by the good agreement between our results and those obtained either by the Hanle method applied to cadmium ions produced in a discharge of He-Cd mixture [36] or by the level-crossing method on a fast ion beam (measurement of radiative lifetime of 5p 2 P o 3/2 excited state) [34] . The beam-foil method was also used for life time measurement of 5p 2 P o 1/2,3/2 levels [33] with a multiexponential or an ANDC treatment of the decay curves. The cascades from 6s 2 S 1/2 and 5d 2 D 3/2,5/2 levels were adequately taken into account. Laser excitation was also employed in the same experiment. Both the results deduced using nonselective and selective excitation agree within the error limits with our measurements. The data from Ref. [33] presented in Table III , correspond to selective excitation.
An unresolved multiplet was used in a beam-foil experiment to measure radiative lifetimes of 5d 2 D 3/2,5/2 levels [14] . Cascade repopulation is the possible explanation for the discrepancy observed between the value of Ref.
[14] and our measurement. A level crossing experiment on a fast ion beam was applied for measurement of radiative lifetimes of 5d 2 D 3/2 and of the unresolved term 5d 2 D [34] . These results agree, within the error bars, with our measurements. The beam-foil method was applied for measurements of radiative lifetimes of 5d 2 D 3/2,5/2 states, using multiexponential treatment of decay curves [33] . These results were included in the ANDC analysis of the decay of 5p 2 P o 1/2,3/2 levels, performed in this work.
The agreement theory (i.e., HFR method) experiment for Cd II radiative lifetimes obtained in the present work is good;
the theoretical result appears, however, somewhat smaller than the experimental one for the 5d 2 D 3/2 level. In Table IV , oscillator strengths and transition probabilities of 5s-5p, 5p-6s, 5p-5d, and 5p-4d 9 5s 2 transitions, calculated and measured in the present work as well as normalized by experimental lifetimes are presented and compared with previous results. The experimental transition probability data, obtained in the present work, presented under the headings "Exp. 1" and "Exp. 2" agree very well, with the exception of transitions from 5d 2 D 3/2 state. In Ref. [45] , several theoretical approaches were used for oscillator strength calculation of resonance 5s 2 S 1/2 -5p 2 P o 1/2,3/2 spectral lines but, in Table IV , we report only the RHFϩCP results. Similar considerations apply to the results of Ref. [42] (5p-5d and 5p-6s transitions) and the results reported in Table IV were obtained with the quasirelativistic quantum defect orbital formalism with polarization effects included. In both cases, large discrepancies are observed when comparing these results with our experimental and theoretical values. This emphasizes the difficulty to perform accurate calculations of radiative parameters in the heavy neutral or singly ionized atoms.
V. CONCLUSIONS
The results of the present experiment are compared with theoretical calculations of lifetimes using a multiconfigurational relativistic Hartree-Fock method, taking corepolarization effects into account. A good agreement between the measured and the calculated lifetime values is obtained. As both in Cd I and Cd II, transition probabilities and oscillator strengths available in the literature concern only a limited number of transitions, generally connecting levels of low excitation (see, e.g., Ref. [7] ), we have deduced in the present work a set of transition probabilities and oscillator strengths for the transitions depopulating the levels of interest. For that purpose, we have combined, for Cd I the experimental lifetimes and the theoretical branching fractions and, for Cd II, the experimental lifetimes and measured branching fractions. The agreement observed between the normalized Cd II transition probabilities and those deduced from LIBS measurements strongly supports the new set of results proposed in the present paper.
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