Abstract. In this note we extend to the quasi-reflexive setting the result of F. Baudier, N. Kalton and G. Lancien concerning the non-embeddability of the family of countably branching trees into reflexive Banach spaces whose Szlenk index and Szlenk index from the dual are both equal to the first infinite ordinal ω. We also gather results linking these notions with the spreading models of the space.
A Banach space X is quasi-reflexive if the quotient X * * /X is of finite dimension or equivalently if there is a finite dimensional space E such that X * * = X ⊕ E. For every N ≥ 1 let T N = {∅} ∪ N n=1 N n . If s = (s 1 , . . . , s n ) ∈ T N for some 1 ≤ n ≤ N , we denote s |k = (s 1 , . . . s k ) for every 1 ≤ k ≤ n and s |0 = ∅. Also, we write s − = s |n−1 the predecessor of s. There is a natural graph structure on T N obtained by putting edges between each sequence s and its predecessor s − . Equipped with the induced hyperbolic or graph distance d, T N is called countably branching tree with N steps. If s, t ∈ T N , we write s ≤ t whenever the sequence t is an extension of the sequence s. This defines an ordering on T N and allows us to introduce the greatest common ancestor of s and t denoted a s,t . For every s ∈ T N , let |s| be the length of the sequence s. The distance d on T N is also defined by the formula 1 , . . . , s n , t n ) if m = n. We say that a subset T of T N is a full subtree of T N if ∅ ∈ T and if every sequence t in T of length at most N − 1 has an infinite number of direct successors in T that is to say T ∩ {t n : n ∈ N} is infinite.
d(s, t) = d(a s,t , s) + d(a s,t , t) = |s|
For every infinite subset M of N and for every k ≥ 1 let
Let us mention two versions of Ramsey's theorem we will need in the sequel (see for example [8] ).
Theorem 2.1. Let k ≥ 1 and A ⊂ [N]
k . Assume that for every infinite subset M of N, the set [M] k has a non-empty intersection with A. Then we can find a infinite subset M of N such that [M] k ⊂ A.
Theorem 2.2. Let (K, ρ) be a compact metric space and let k ≥ 1. For every map f : [N]
k → K and for every ε > 0, there is an infinite subset M of N such that diam f [M] k ≤ ε.
Let X be a Banach space, let K be a weak * -compact subset of the dual space X * and fix ε > 0. Denote V the set of all weak * -open subsets V of K satisfying diam V ≤ ε and let s ε (K) = K\ V ∈V V . We define inductively subsets s [20] in order to prove that there is no separable reflexive universal Banach space for the class of separable reflexive Banach spaces. An extensive study of the properties and applications of the Slzenk index can be found in [13] .
Our main tools are asymptotic uniform properties of norms. Following V. Milman [17] , we introduce two moduli: for all t ≥ 0, let
where Y runs through all closed linear subspaces of X of finite co-dimension (and S X denotes the unit sphere of X) and
where E runs through all weak * -closed subspaces of X * of finite co-dimension. We say that . X is asymptotically uniformly smooth (in short AUS) if lim t→0 ρ X (t) t = 0 and we say that . X * is weak * asymptotically uniformly convex (in short AUC
There is a nice duality result concerning these moduli (see for example [7] In [12] , the following renorming theorem was proved.
Theorem 2.4. Let X be a separable space. The following assertions are equivalent.
(1) The space X admits an equivalent AUS norm.
(2) The space X admits an equivalent p-AUS norm for some p ∈ (1, ∞).
Now, let us introduce some inequalities using the asymptotic uniform moduli we introduced above. Let X be a Banach space. First, we have a well known result concerning δ * X . Proposition 2.5. Fix x * ∈ S X * , σ ≥ 0 and ε > 0. There is a weak * -neighborhood V of 0 such that
Proof. Fix η ∈ (0, 1) and take a finite η-net (σ i ) 1≤i≤n in [0, M ] containing 0. Applying the preceding proposition we get a weak * -neighborhood V of 0 such that
Applying the preceding inequality we get
Similar results exist for ρ X (with weak-neighborhoods of 0) but in fact, we can do a bit better. The following improvement was given in [15] . Proposition 2.7. Fix x ∈ S X , σ ≥ 0 and ε > 0. There is a weak
In the same way as before, we deduce.
In particular, we will consider standard weak * -neighborhoods of 0 in X * * of the form
* and ε > 0 To finish this section, let us give some results coming from [10] using the theory of Orlicz sequence spaces. The modulus ρ X is an Orlicz function that is to say a continuous non-decreasing and convex function satisfying ρ X (0) = 0 and ρ X (t) > 0 for every t > 0. We define by induction functions N 
there is a constant a > 0 such that:
Main result
This section is devoted to the proof of the main result. In order to prove our result, let us consider a quasi-reflexive Banach space X. We suppose that the family (T N ) N ≥1 equi-Lipschitz embeds into X. Me may assume that there is a constant c > 0 and functions
. Considering the closed linear span of N ≥1 f N (T N ) in X, we may assume that X and therefor all its iterated duals are separable. Now suppose that X satisfies S Z (X) ≤ ω and S Z (X * ) ≤ ω. By the renorming theorem 2.4, we may assume that . X is p − AU S and that the dual space X * admits an equivalent q * − AU S norm |.| for some p, q * ∈ (1, ∞). As mentioned we get that the dual norm |.| on X * * is q − AU C * where q is the conjugate exponent of q * . We may assume that |.| ≤ . ≤ e |.| for some constant e > 0 on X * * . We will be considering the functions f N as functions with values in X * * . For all
Note that z(t) ≤ c for every t ∈ T N . Therefor, using weak * -compactness and passing to a full subtree, we may assume that for all 1 ≤ j ≤ N and for all ∀t ∈ T N −j , the iterated weak * -limit
is well defined. We also denote ∂ 0 z(t) = z(t). Note that ∂ j z(t) ≤ c by lower semi-continuity of the norm. For all 1 ≤ j ≤ k ≤ N and for all t ∈ T N of length |t| ≥ j, we introduce
Note that z k,j (t) only depends on the j first coordinates of the sequence t and that z k,j (t) ≤ 2c. Moreover, we have the following properties. The proof of these results is straightforward but we will apply them often in the sequel.
Proposition 3.2.
For all t ∈ T N , t = ∅, we have:
We consider block functions w k,r defined on the roof of the tree T N by
Our goal in the sequel will be to give upper and lower estimates of the quantity
in a certain full subtree in order to get a contradiction when Q and M are sufficiently big.
In the reflexive case, it is possible to get such estimates using a result from [12] were the space is embedded into a Banach space admitting a finite dimensional decomposition in which nice upper and lower ℓ p and ℓ q estimates holds. We will replace this result in our setting by the two following propositions.
and a is the constant obtained by our considerations about the Orlicz function δ in the second section (lemma 2.9).
. . . ) belongs to T , where B l is the block function defined by
and A is the constant obtained by our considerations about the Orlicz function ρ X in the second section (lemma 2.9).
The proof of these two propositions will be done in the next section to make the reading lighter. We turn to the proof of the main result.
Proof of 3.1. Fix η > 0 and assume that the two propositions are satisfied respectively on the whole T N and T 2N for this constant.
First, we apply 3.3 for every 1 ≤ k ≤ N to the block functions w k,r with r running from 1 to M k . We get
is of norm at most c. Then assuming that η ≤ c and using Hölder's inequality, we get
if Q is was chosen bigger than 6ce a . Second, we want to get an estimate from below. To do that, we will use some computation tricks. We start with an easy lemma.
Note that the condition l ≥ Q m is crucial in order to ensure that the w k,r appearing in the sums are well defined.
Proof. Let us remind that z k,j only depends on the j first coordinates of the sequence. So if we take s, t ∈ T N satisfying the properties of the lemma and if we take
and thus, we get
Moreover, we have
Combining the two facts, we get the desired result.
For every 0 ≤ n ≤ Q − 1 and for every t ∈ T N of length N , we have 
p * where p * is the conjugate exponent of p. Combining this an the lemma, we get that whenever we take s, t ∈ T N of length N satisfying |a s,t | = l we have
and thus at least one of the quantities
Then, using Ramsey's theorem, it is easy to get a full subtree of T N where this inequality holds for every sequence of length N .
Consequently, we can assume up to the successive extraction of finitely many full subtrees that for all t ∈ T N of length N , for all 1 ≤ m ≤ M and for all Q m ≤ l ≤ N we have
Using the preceding inequality and summing over γ we get
Thus, by triangular inequality,
Finally, let us remind that k ≥ Q m implies M k > m. Thus, after reordering, we obtain
Gathering the two estimates, we get that if Q is bigger than some constant depending only on a, A, e, c and p * , we have
This gives a contradiction for M large enough.
4. The upper ℓ p and lower ℓ q estimates in the trees.
In this section, we prove the two propositions stated in the last section giving us estimates on the norm of the sum of block functions acting on the upper stages of the trees. Even if there is more quantifiers than usual, the first proposition is not really new and it does not require quasi-reflexivity. It is indeed a standard thing now to extract a full subtree with lower ℓ q estimates of a weak-null tree in an asymptotically uniformly convex space (or from a weak * -null tree in a q − AU C * dual). Similar extractions can be done for upper ℓ p estimates in weak-null trees in asymptotically uniformly smooth spaces but this cannot be used here because we are looking in a way at weak * null trees in the bi-dual of a p − AU S space. We give the proof of the first proposition below for completeness and because the structure of the proof, similar to the one of the proof coming after will be easier to get since there is less technical arguments.
Proof of proposition 3.3.
We will show by induction on L that for all ξ > 0, there is a full subtree T of T N such that for all 1 ≤ L ≤ N and for all choice of block functions B 1 , . . . , B L as in the statement of the proposition, we have 
From this, we easily deduce using the inequality for L block functions, the definition of N δ L+1 and our choice of ν that
whenever x * * ∈ V and |x * * | ≤ M . Our goal now is to extract a full subtree over the sequence t which is fully contained in the weak * -neighborhood V . We know that w * − lim z k,jL+1 (t n) = 0 for every N ≥ k ≥ j L + 1. Thus we can find some N 1 ≥ 1 such that
Then fix some n 1 ≥ N 1 . Again, we know that w * − lim z k,jL+2 (t (n 1 , n)) = 0 for every N ≥ k ≥ j L + 2. Thus we can find some N 2 (n 1 ) ≥ 1 such that
Iterating this procedure, we obtain a full subtree T (t) of T N −jL such that
Consequently, this subtree satisfies: for all choice of block function B L+1 , for all
Note that B l (t) = B l (t s) for all 1 ≤ l ≤ L because the block function B l only depends on the j l ≤ j L first coordinates of a sequence. Thus, by "gluing" every T (t) over the corresponding point t, we get a full subtree T of T N satisfying the required property for our initial choice of block functions
Since choosing L block functions is equivalent to choosing integers 
whenever s, t ∈ T N are of length |t| = |s| ≥ j L and satisfies s ∝ t = (s 1 , t 1 , s 2 , . . . ) ∈ T , where D l (s, t) is defined as the difference B l (s) − B l (t). Note that these objects are all of norm at most M = 4N c.
Again, this is clear for L = 1. Suppose that the property is satisfied for all choice of ξ for some 1
For our later use, we assume that ν ≤ η 4 . Again, we may assume that the inequalities for L differences of block functions are satisfied for every s, t ∈ T N of same length for the constant ν.
Since X is quasi-reflexive, there is a space E of finite dimension such that: the projections of the functions D l respectively on X and on E. By Ramsey's theorem, we may assume after passing to a full subtree that for all 1 ≤ j ≤ k ≤ N and for all u, v ∈ T N of length N we have
Note that this inequality holds in fact whenever e k,j (u) and e k,j (v) are defined since they only depends on the j first coordinates of u and v.
Again, assuming that
(s, t) = 0 and applying lemma 2.8 there is a weak
Now, we have
whenever x * * ∈ V and |x * * | ≤ M using the inequality for L difference functions, the definition of N ρ X L+1 and the choice of ν. Using the same arguments as in the proof of the first theorem, we can find a full subtree
Noting that the function D l only depends on the j l ≤ j L first coordinates of both sequences, and considering the full subtree T (w) 2 of T 2(N −jL) for which each sequence of even length is obtained by interlacing two sequences of T (w) , we can conclude in the same way as in the preceding proof.
Application to the non-embeddability into James spaces.
Let p ∈ (1, ∞) of conjugate exponent p * . The subspace of c 0 composed of all sequences of finite p-variation endowed with the p-variation norm is called p-James space and we denote it J p . Let us remind that the p-variation of a sequence x = (x n ) n≥1 is the quantity
It is a well known fact that J p is a quasi-reflexive Banach space admitting an equivalent p-AUS norm and such that J * p admits an equivalent p * -AUS norm. It is also known that J * * p admits an equivalent p-AUS norm. The reader can consult [14] for more informations and for references. As a consequence of our main result, we get the following: 
Spreading models
In this section we investigate the links between spreading models, equi-Lipschitz embeddability of the family of countably branching trees and asymptotic properties of the space and of it's dual space. Let us first recall the definition of a spreading model. Let X be a Banach space. By using Ramsey's theorem, one can show that for every bounded sequence (x n ) n≥1 ⊂ X there a subsequence (y n ) n≥1 such that for all k ≥ 1 and for all a 1 , . . . , a k ∈ R the limit lim n1<···<n k k i=1 a i y ni exists. Let (e i ) i≥1 be the canonical basis of c 00 . If the sequence (y n ) n≥1 is not convergent the quantity
defines a norm on c 00 . The completion of the space (c 00 , . ) is called spreading model associated to the fundamental sequence (e i ) i≥1 and generated by the sequence (y n ) n≥1 . Note that the fundamental sequence is spreading in the sense that for all k ≥ 1, for all a 1 , . . . , a k ∈ R and for all 1 ≤ n 1 < · · · < n k we have the norm equality
If E is another Banach space we shall say that X has an E-spreading model if X has a spreading model isomorphic to E. A detailed presentation of the theory of spreading models can be found in [5] or in [9] . In particular, all the facts and properties concerning spreading models mentioned later are proved in these books.
In [3] , F. Baudier, G. Lancien and Th. Schlumprecht showed the following result. In a very similar way, we can prove that. The proof of this proposition is based on the following classical fact about ℓ 1 -spreading models. 
Moreover if X has an ℓ 1 -spreading model then for every ε ∈ (0, 1) one can find a normalized sequence (x n ) ⊂ X satisfying ( * ) with the constant c = (1 − ε).
We give the construction of the embeddings bellow for completeness.
Proof. Assume that X has an ℓ 1 -spreading model. Pick any constant c ∈ (0, 1) and any normalized sequence (x n ) n≥1 ⊂ X satisfying property ( * ) from the lemma 6.3. Fix N ≥ 1 and consider a one to one map Φ from
Then for every s, t ∈ T N we have:
Since Φ is one to one, we can write, after reordering,
. Using property ( * ) on one side and the triangular inequality on the other side, we get:
To summarize, these two propositions show that the existence of a c 0 or an ℓ 1 -spreading model implies the equi-Lipschitz embeddability of the family of countably branching trees into the space. The converse is not true even in the reflexive case. We have the following counter-example. Proposition 6.4. Let (p n ) n≥1 be a strictly decreasing sequence of integers converging to 1 and let us consider the reflexive space Y = ( n≥1 ℓ pn ) ℓ2 . Then:
The space Y has neither c 0 -spreading models nor ℓ 1 -spreading models.
To prove this, we will need the following result. We admit this result for now and turn to the proof of the first proposition.
Proof of proposition 6.4 . For the first part of the assertion, fix N ≥ 1. Since (p n ) n≥1 goes to 1, we can find some n 0 ≥ 1 such that r 
for all s, t ∈ T N . By the assumption on p n0 and the fact that d(s, t) ≤ 2N , we obtain
Thus T N Lipschitz embeds in Y with Lipschitz distortion 2. This gives the desired conclusion. For the second part, it is known that if a space E is a spreading model of a space X then E is finitely representable in X that is to say that for all ε > 0 every subspace of E of finite dimension embeds into X trough a linear map T satisfying T T −1 ≤ (1 + ε). Since Y has a non-trivial cotype, the space c 0 is not finitely representable in Y and thus Y has no c 0 -spreading model.
Finally, the fact that Y has no ℓ 1 -spreading model comes easily from the proposition 6.5 above and the fact that the spreading models of the space ℓ p are all isomorphic to ℓ p itself when 1 ≤ p < ∞. Now let us prove the second proposition.
Proof of proposition 6.5. Assume that S has an ℓ 1 -spreading model. First, we show that there is an integer K ≥ 1 such that 
Proof. Suppose that this is false. Using a gliding hump like procedure we can find a strictly increasing sequence (K i ) i≥1 of integers and a strictly increasing function ϕ : N → N such that:
Then put
We have:
Thus if we take k ≥ 1, a 1 , . . . , a k ∈ R and k ≤ n 1 < · · · < n k . We have by triangular inequality:
Since ϕ is strictly increasing, we have: k ≤ ϕ(n 1 ) < · · · < ϕ(n k ) and thus, by using ( * ), we get As a consequence, the sequence (e i y i ) i≥1 generates an ℓ 1 -spreading model in ℓ p . A contradiction.
We go back to the proof of the proposition.The assumption on c allows us to take some constant θ satisfying 2(1 − c p ) < θ < c p . Apply the preceding fact with this constant θ. Using the same ideas as in the proof above we easily get that: Take c > 1 − 1 K 1 p and take (x n ) ⊂ S satisfying property ( * ) from the lemma 6.3 for this constant. Using the pigeon-hole principle, we find some 1 ≤ l ≤ K and some strictly increasing function ψ : N → N such that:
Put z i = x ψ(i) (l). Again, we get:
To conclude this section, let us recall Kalton's result from [10] giving estimates on spreading models generated by weak-null sequences in Banach spaces enjoying asymptotic properties. It is not known to me wether the preceding results hold only for weak-null generated spreading models or can be extended to general spreading models. In particular, finding a non-quasi-reflexive Banach space X satisfying S Z (X) ≤ ω and S Z (X * ) ≤ ω in which there is either a c 0 or an ℓ 1 spreading model would provide a counter example to a possible extension of our main result to an even more general setting.
