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Abstract
In this work we establish new sharp inequalities of Poincaré or log-Sobolev type, on
geodesically-convex weighted Riemannian manifolds (M,g, µ) whose (generalized) Ricci
curvature Ricg,µ,N with effective dimension parameter N ∈ (−∞,∞] is bounded from be-
low by a constant K ∈ R, and whose diameter is bounded above by D ∈ (0,∞]. When this
condition holds we say thatM satisfies the CDD(K,N,D) condition (CDD for Curvature-
Dimension-Diameter). Specifically, we derive lower bounds for the Poincaré, p-Poincaré
and log-Sobolev constants, depending on the parameters K, N and D.
To this end we establish a general method which complements the ‘localization’ Theo-
rem which has recently been established by B. Klartag. Klartag’s theorem is based on
optimal transport techniques, leading to a disintegration of the manifold measure into
marginal measures supported on geodesics of the manifold. This leads to a reduction of
the problem of proving a n-dimensional inequality into an optimization problem over a
class of measures with 1-dimensional supports. In this work we firstly develop a general
approach which leads to a reduction of this optimization problem into a simpler optimiza-
tion problem, on a subclass of measures, which will be referred to as ‘model measures’.
This reduction is based on functional analytic techniques, in particular a classification of
extreme points of a specific subset of measures, and showing that the solution to the op-
timization problem (which is over a non-linear function) is attained on this set of extreme
points. This reduction is not restricted to the optimization problems associated with the
three inequalities mentioned; it is general and can be in principle applied to many other
functional inequalities not studied here.
By employing ad-hoc analytical techniques we solve the optimization problems associ-
ated with the Poincaré, p-Poincaré and the log-Sobolev inequalities subject to specific
Curvature-Dimension-Diameter conditions. Notably, we prove new sharp Poincaré in-
equalities for N ∈ (−∞,0], and quite unexpectedly we find that for N ∈ (−1,0] the char-
acterization of the sharp lower bound on the Poincaré constant is of completely different
nature, an observation which hints on a new phenomena; in addition we derive new lower
bounds on the log-Sobolev constant under CDD(K,∞,D) conditions where K ∈ R and
D ∈ (0,∞], which up to numeric constants are best possible.
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Common Abbreviations:
a.c. - Absolutely Continuous
a.e. - Almost Everywhere
BC - Boundary Conditions
BVP - Boundary Value Problem
C.S. - Cauchy-Schwarz
CWRM- Convex Weighted Riemannian Manifold
diam - Diameter
IVP - Initial Value Problem
LS - Log-Sobolev
MESI- Monotonic Exhausting Sequence of Intervals
resp. - Respectively
RHS/LHS - Right/Left Hand Side
s.t. - Such That
supp - Support
t.v.s. - Topological Vector Space
u.s.c. - Upper semi-continuous
w.l.o.g. - Without Loss of Generality
WRM- Weighted Riemannian Manifold
w.r.t. - With Respect To
Remarks about Notation :
• We denote by R+ (resp. R∗+) the set of non-negative (resp. positive) real numbers. We denote by
N the set of natural numbers, and by N0 the set N ∪ {0}.
• We denote by Bx() the open ball of radius  around x (when the metric should be clear from the
context).
• We denote the interior of a set A either by A˚ or int(A). The complement of A is denoted by Ac.
• Given two sets A,B ≠ ∅, we denote by d(A,B) the distance between them (the metric should be
understood from the context).
• Given  > 0 we will write A for the set {x ∶ d(x,A) < } (for points x, y on a Riemannian manifold,
d(x, y) stands for the Riemannian distance).
• ν in the proper context stands for the unit outer normal on the boundary of a manifold.
• UTM stands for the unit tangent bundle of a manifold M .
• In the proper context, the symbols Ds and ∂s stand for derivative dds and
∂
∂s
w.r.t. the variable s.
• Given a domain Ω we denote by C(Ω) (resp. Ck(Ω)/C∞(Ω)) the continuous (resp. k-smooth/∞-
smooth) functions f ∶ Ω→ R. We denote by C(Ω;F ) the functions of C(Ω) whose image is contained
in F .
• We denote by C∞c (Ω) the functions f ∈ C∞(Ω) s.t supp(f) is a compact subset of Ω. We denote
by Cb(Ω) the set of bounded functions on Ω. We interpret Ck(Ω) as the set C(Ω) ∩Ck(Ω).
• We denote by AC(Ω) (resp. ACloc(Ω)) the space of a.c. (resp. locally a.c.) real-valued functions
on Ω.
• We denote by ∇gf the gradient of a function f associated with the Riemannian metric g. We
denote by Hessg[f] or ∇2gf the Hessian of f (calculated w.r.t. the metric g).
• We define I(x; ) to be the open interval (x − , x + ).
• Throughout this work we mostly use Greek letters for measures. We denote the Lebesgue measure
by µLeb, however for the Lebesgue measure on R we exclusively use the letter m.
• When µ is a measure and f is a µ measurable function, we define µ(f) ∶= ∫ fdµ.
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• We denote by M(I) the set of all non-negative Radon measures on an interval I, and define the
set of bounded (resp. probability) measures ξ ∈M(I) byMb(I) (resp. P(I)).
• The letter ξ will exclusively be used to denote measures on R.
• The support of a (signed) measure ξ on R is defined by
supp(ξ) = {x ∈ R ∶ ∣ξ∣(I(x; r)) > 0, ∀r > 0} .
It is always a closed set. Similarly for a weighted Riemannian manifold with a measure µ we define
supp(µ) = {x ∈M ∶ µ(Bx(r)) > 0, ∀r > 0} .
• We say ξ is supported ‘on’ (resp. ‘in’) I if I = supp(ξ) (resp. supp(ξ) ⊂ I).
• The support of a continuous function f ∶ R→ R is defined as {∣f ∣ > 0}. The support of a measurable
function f ∶ R→ R∪ {±∞}, denoted by supp(f), is defined as the support of the measure ξ defined
by dξ = fdm.
• For a measurable function f ∶ R→ R ∪ {+∞} we define supp(f) ∶= supp(f ⋅m) ∩ supp(f−1 ⋅m).
• We write 1A(x) for the indicator function associated with a set A.
• Integration without any specification of domain should be interpreted as integration over R.
• Given two points x0, x1 ∈ R (resp. sets A0,A1 ⊂ R), for any t ∈ [0,1] we define xt ∶= (1 − t)x0 + tx1
(resp. At = (1 − t)A0 + tA1 ∶= {(1 − t)x0 + tx1 ∶ x0 ∈ A0, x1 ∈ A1}).
• P(R) stands for the class of Borel probability measures on R.
• Given two functions f, g ∶ B → R∗+ defined on some domain B, we write f ≲ g (resp. f ≳ g) if for
some constant c > 0 it holds that that f ≤ cg (resp. f ≥ cg) on B. We write f ≂ g if f ≲ g and g ≲ f .
3
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Chapter 1
Introduction
1.1 Curvature-Dimension-Diameter conditions
We denote by (Mn,g) a smooth connected complete n-dimensional Riemannian mani-
fold, with (possibly empty) boundary ∂M . We say ∂M is locally convex if the second
fundamental form Π∂M is non-negative on ∂M . M is called geodesically convex if any
two points in M are connected by some length minimizing geodesic of M . We remark
that geodesic convexity of int(M) implies geodesic convexity of M , and hence (according
to [14]) local-convexity of ∂M . We denote by µg and by Ricg the natural Riemannian
measure and the Ricci tensor associated with g respectively.
Lower bound on the Ricci tensor, i.e. a bound of the form Ricg ≥ K for some K ∈ R
(which means Ricg ≥ K ⋅ g as 2 tensors), has many geometric, topological as well as
analytic implications. In this work we focus on the analytic aspects, specifically functional
inequalities on manifolds, under the additional assumption that the manifold’s diameter
diam(M) is bounded above by D ∈ (0,∞]. The setting of Riemannian manifolds has
been extensively studied; in this work we consider the more general setting of Weighted
Riemannian Manifolds (WRM), which for the purposes of this introduction are defined
to be triples (M,g, µ), where (M,g) is a smooth Riemannian manifold and µ = e−V µg
is a finite measure on M where V ∈ C∞(M ;R). Many results pertinent to the class of
Riemannian manifolds with Ricg ≥ K extend mutatis-mutandis to the class of weighted
Riemannian manifolds which satisfy Ricg,µ,N ≥K, where Ricg,µ,N is the generalized Ricci
tensor associated with a parameter N ∈ (−∞,0] ∪ [n,∞]. In general for N ∈ (−∞,∞] we
define Ricg,µ,N as follows:
Ricg,µ,N ∶= Ricg +Hessg[V ] − 1
N − n∇gV ⊗∇gV ,
where the last term is zero by definition when N =∞, and in addition the only case where
N = n is when V = const. This object encapsulates data which is attributed to the metric
as well as to the measure. The development of this object as well as the realization of
its role is attributed to Bakry and Émery [4, 5], who where inspired by previous works of
Lichnerowicz [65,66].
We say that (Mn,g, µ) satisfies CD(K,N) (Curvature-Dimension conditions) if Ricg,µ,N ≥
K. If in addition diam(M) ≤D whereD ∈ (0,∞], we say (Mn,g, µ) satisfies CDD(K,N,D)
(Curvature-Dimension-Diameter conditions).
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Examples of spaces satisfying CD(K,N)
1. CD(0, n): (M, ∣ ⋅ ∣, dx) which corresponds to a bounded open convex set M ⊂ Rn
with Lebesgue measure dx.
2. CD(K,∞): (Rn, ∣ ⋅ ∣, (K2pi)n2 e− 12K∣x∣2dx) (K > 0) Rn equipped with a Gaussian mea-
sure.
3. CD(n − 1, n): (Sn,gSn , µgSn ) the canonical n-sphere.
4. CD(−(n − 1), n): (Hn,gHn , µgHn ) the hyperbolic n-space. Notice that µgHn is not
a finite measure (an assumption which we included in the definition of a weighted
Riemannian manifold), yet the CD(K,N) condition is still meaningful.
5. CD(0,−α): (Rn, ∣ ⋅ ∣, Jn,α(x)dx) where Jn,α(x) ∶= 1(1+∣x∣2)n+α2 (with α > 0). These are
‘heavy tailed measures’ (for which 1(Jn,α(x)) 1n−N is convex).
6. CD(n − 1 − n+14 ,−1): (Sn,gSn , 1−∣x0∣2∣y−x0∣n+1dµgSn (y)) where ∣x0∣ < 1 and n ≥ 2. ‘Harmonic
measures’. See [84] for a proof.
1.1.1 Functional inequalities
Subject to these conditions we study the following 3 types of functional inequalities:
• Poincaré inequality: For some C > 0:
C ∫
M
f(x)2dµ(x) ≤ ∫
M
∣∇gf(x)∣2dµ(x) ∀f ∈ FPoi(M,µ) , (1.1)
where FPoi(M,µ) ∶= {0 /≡ f ∈ C∞c (M) s.t. ∫M f(x)dµ(x) = 0}.
• p-Poincaré inequality: For p ∈ (1,∞), for some C(p) > 0:
C(p) ∫
M
∣f(x)∣pdµ(x) ≤ ∫
M
∣∇gf(x)∣pdµ(x) ∀f ∈ F(p)Poi(M,µ) , (1.2)
where F(p)Poi(M,µ) ∶= {0 /≡ f ∈ C∞c (M) s.t. ∫M ∣f(x)∣p−2f(x)dµ(x) = 0}.
• Log-Sobolev inequality: For some CLS > 0:
CLS
2
⋅ ∫
M
f(x)2 log (f(x)2)dµ(x) ≤ ∫
M
∣∇gf(x)∣2dµ(x) ∀f ∈ FLS(M,µ) , (1.3)
where FLS(M,µ) ∶= {f ∈ C∞(R) ∶ f2 = 1 + g where g ∈ FPoi(M,µ)} .
We may equivalently express it as
CLS
2
Entµ(f2) ≤ ∫
M
∣∇gf(x)∣2dµ(x) ∀f ∈ F˜LS(M,µ) , (1.4)
where
Entµ(f2) ∶= ∫
M
f(x)2 log(f(x)2)dµ(x)−∫
M
f(x)2dµ(x) log (∫ f(x)2dµ¯(x)) µ¯ ∶= 1
µ(1)µ
is the Entropy of f2 w.r.t. µ, andF˜LS(M,µ) ∶= {f ∈ C∞(M) ∶ f2 = c + g where c > 0, g ∈ FPoi(M,µ)} .
Note that whenever M is compact there is no distinction between F˜LS(M,µ) and {f ∈
C∞(M) ∶ ∫ f2dµ > 0}.
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We define the Poincaré, p-Poincaré and log-Sobolev constants :
ΛPoi(M,g, µ) ∶= inf
f∈FPoi(M,µ) ∫M ∣∇gf(x)∣2dµ(x)∫M f(x)2dµ(x) , (1.5)
Λ
(p)
Poi(M,g, µ) ∶= inf
f∈F(p)Poi(M,µ)
∫M ∣∇gf(x)∣pdµ(x)∫M ∣f(x)∣pdµ(x) , (1.6)
ΛLS(M,g, µ) ∶= inf
f∈FLS(M,µ)
2 ∫M ∣∇gf(x)∣2dµ(x)∫ f(x)2 log(f(x)2)dµ(x) . (1.7)
These are the best (meaning largest possible) constants C,C(p) and CLS for which the
above corresponding inequalities are satisfied.
Remark 1.1.1. The following abbreviations will be assumed throughout:
• We write Λ∗ when we generally refer to any of the above constants.
• Whenever M = R and g is the Euclidean metric ∣ ⋅ ∣, we abbreviate and write Λ∗(µ)
instead of Λ∗(R,g, µ). When (M,g) is a Riemannian manifold and the measure is
the Riemannian volume measure µg, we abbreviate and write Λ∗(M,g) instead of
Λ∗(M,g, µg).
For many purposes it is beneficial to know how large are these constants, since these
constants can quantify properties such as stability, or the rate of convergence to equilibrium
values of certain processes (such as the variance or the entropy under the heat flow; more
on that in the next chapter), measure concentration, etc.
In this work our main goal is to derive lower bounds for these three constants, depending
on the parameters K, N and D. As it turns out, sharp lower bounds for these constants
can be identified as the respective constants Λ∗(ξ) of measures ξ supported on R. In
order to clarify this statement we consider the following two estimates for ΛPoi(M,g)
(when µ = µg):
Theorem 1.1.2 (Li-Yau 1980, Zhong-Yang 1984). Let (Mn,g) be a compact connected
Riemannian manifold of dimension n ≥ 1, with (possibly empty) locally convex boundary,
and assume Ricg ≥ 0 and that diam(M) ≤D ∈ (0,∞); then ΛPoi(M,g) ≥ pi2D2 .
Theorem 1.1.3 (Lichnerowicz 1958). Let (Mn,g) be a compact connected Riemannian
manifold of dimension n > 1, with (possibly empty) locally convex boundary, and assume
Ricg ≥K > 0 ; then ΛPoi(M,g) ≥K nn−1 .
Denote bym the Lebesgue measure on R. The Euler-Lagrange equation which is associated
with the calculation of the Poincaré constant ΛPoi(R, ξ) for measures ξ = p ⋅m supported
on [a, b] ⊂ R gives rise to the Sturm-Liouville problem (pf ′)′ = −λpf with BC f ′(a) =
f ′(b) = 0. For reasons which will be immediately clarified we recast these two estimates
into an equivalent form:
• The Li-Yao/Zhong-Yang estimate can be written as ΛPoi(M,g) ≥ λ0,n,D, where
λ0,n,D = ΛPoi(1[D
2
,D
2
] ⋅m); indeed pi2D2 is the first non-zero eigenvalue of the Sturm-
Liouville equation f ′′ = −λf with BC f ′(−D2 ) = f ′(D2 ) = 0.
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• The Lichnerowicz estimate can be written as ΛPoi(M,g) ≥ λK,n,pi, where λK,n,pi =
ΛPoi(cosn−1(√δx)1[− pi
2
√
δ
, pi
2
√
δ
](x) ⋅m) with δ ∶= Kn−1 ; indeed Knn−1 is the the first non-
zero eigenvalue of the Sturm-Liouville problem (cosn−1(√δx)f ′)′ = −λ cosn−1(√δx)f
with BC f ′(− pi
2
√
δ
) = f ′( pi
2
√
δ
) = 0 (as can be verified by substitution of the eigen-
function f1(x) ∶= sin(√δx)). We remark that although no diameter bound was
specified in the Lichnerowicz estimate (which amounts to D =∞), a diameter bound
essentially exists as implied by the Bonnet-Myers theorem, which states that under
Ricg ≥K with K > 0 it holds that diam(M) ≤ pi√
δ
.
1.1.2 A unified framework: comparison with 1-dimensional problems
These results can be incorporated into a unified general framework. To this end we define
for K ∈ R, N ∈ (−∞,0] ∪ (1,∞) and D ∈ (0,∞]:
δ ∶= K
N − 1 and Dδ ∶= ⎧⎪⎪⎨⎪⎪⎩
min{D, pi√
δ
} if δ > 0
D otherwise
,
and
sδ(x) ∶= ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
sin(√δx)/√δ δ > 0
x δ = 0
sinh(√−δx)/√−δ δ < 0 and cδ(x) ∶= sδ(x)′ =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
cos(√δx) δ > 0
1 δ = 0
cosh(√−δx) δ > 0 .
Notice that cn−1δ (x) coincides with the function 1 when δ = 0 and with cosn−1(√δx) when
δ = KN−1 > 0; these are the densities of the measures on R which we encountered in the
equivalent formulations of the Li-Yau/Zhong-Yang and the Lichnerowicz estimates. The
following theorem unifies the previous estimates into a single framework, which incorpo-
rates also weighted Riemannian manifolds. It was firstly proved for compact Riemannian
manifolds (i.e. N = n) by P. Kröger [61], and was later extended to the setting of weighted
Riemannian manifolds which satisfy CDD(K,N,D) with N ∈ (1,∞] by D. Bakry and Z.
Qian [8].
Theorem 1.1.4 (Kröger 1992, Bakry-Qian 2000). Let (Mn,g, µ) be a compact WRM
of dimension n ≥ 1, with (possibly empty) locally-convex boundary, and which verifies
CDD(K,N,D) where K ∈ R, 1 < N ∈ [n,∞] and D ∈ (0,∞). Then
ΛPoi(M,g) ≥ λK,N,D ,
where
• If N ∈ [n,∞) then λK,N,D = ΛPoi(cN−1δ (x)1[−Dδ
2
,
Dδ
2
](x) ⋅m),
• If N =∞ then λK,∞,D = ΛPoi(e−Kx22 1[−D
2
,D
2
](x) ⋅m) .
Moreover, these estimates are sharp.
We remark that the proofs of these theorems rely on gradient estimates of the eigen-
functions. Our first goal in this work is to fill the gap regarding the range N ∈ (−∞,0].
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Throughout we will assume that D < pi√
δ
if K < 0 and N ≤ 0; this proviso will be clarified
later on in this work (note that D ≤ pi√
δ
automatically if K > 0 and N ≥ n > 1 by a gen-
eralization of the Bonnet-Meyers theorem [113]). Since in general we permit D = ∞, we
prefer not to work with eigenfunctions estimates (the spectral-gap might not correspond
to an eigenfunction). We employ a fundamentally different approach, using tools which
are based on optimal transport techniques and functional analysis. The optimal transport
core of this approach has been developed in a recent work of B. Klartag [55], and we
complement his work by a development of the functional analysis ingredient (specifically,
characterization of extreme points of a certain set of probabilities). The first main result
we aim to prove is the following theorem :
Theorem 1.1.5. Let (M,g, µ) be a WRM of dimension n ≥ 1, s.t. int(M) is geodesically-
convex, and which verifies CDD(K,N,D) where K ∈ R, N ∈ (−∞,0]∪[max(n,2),∞] and
D ∈ (0,∞]. Then:
ΛPoi(M,g) ≥ λK,N,D ,
where
• If N ∈ (−∞,−1] ∪ [max(n,2),∞) then λK,N,D = ΛPoi(cN−1δ (x)1[−Dδ
2
,
Dδ
2
](x) ⋅m),
• If N =∞ then λK,∞,D = ΛPoi(e−Kx22 1[−D
2
,D
2
](x) ⋅m),
• If N ∈ [−1,0] then λK,N,D = lim→0+ ΛPoi(sN−1δ (x)1[+0,+D](x) ⋅m) , subject to the
proviso that D < pi√
δ
when K < 0.
Moreover, these estimates are sharp.
While for N ∈ (−∞,−1) our estimates are in the spirit of Kröger-Bakry-Qian (KBQ), for
N = −1, the threshold point, we have seemingly two different characterizations of the same
sharp estimate, and when N ∈ (−1,0] the KBQ type of estimates are no-longer valid,
what indicates on a new-phenomena, and we refer to the latter domain as anomalous.
Some hints for irregularity in the domain N ∈ (−1,0] actually could be found even prior
to this result. The Lichnerowicz estimate, which states that when a compact Riemannian
manifold (M,g) of dimension n ≥ 2 satisfies Ricg ≥ K then ΛPoi(M,g) ≥ Knn−1 , was gener-
alized to the setting of weighted Riemannian manifolds; for a proof when N ∈ (1,∞] the
reader is referred to [6, p.215]; extension to N ∈ (−∞,0) can be found in [89] and [58];
specifically it is proved that if (M,g, µ) is compact with either empty or locally-convex
boundary which satisfies Ricg,µ,N ≥K with N ∈ (−∞,0)∪[n,∞] then ΛPoi(M,g, µ) ≥ KNN−1 .
However in [58] sharpness could be proved only for N ∈ (−∞,−1] ∪ [n,∞]. It was shown
in [83] that the Lichnerowicz estimate is no longer sharp as N < 0 tends to 0.
The main tools which we employ for the proof of this theorem are not restricted to the
problem of estimating ΛPoi(M,g, µ), but will apply also to the estimates of Λ(p)Poi(M,g, µ)
and ΛLS(M,g, µ), and can easily extend to many other types of functional inequalities of
similar flavor.
More general than the Poincaré inequality is the p-Poincaré inequality, with p ∈ (1,∞)
(where p = 2 corresponds to the classical Poincaré inequality). Our derivation of the sharp
lower bounds relies on Sturm-Liouville properties of the eigenvalue problem associated
with the p-Poincaré constant in dimension 1, similar to the case p = 2. In Chapter 6 we
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list relevant properties of the ‘p–Sturm-Liouville’ theory’. These properties are crucial
for our analysis; most of them were verified for our specific ‘p-Sturm–Liouville problem’,
however we have not found a reference for one of the properties detailed in Subsection
6.1.1. Therefore the following result is stated in a conditioned manner.
Theorem 1.1.6. Let (M,g, µ) be a WRM of dimension n ≥ 1, s.t. int(M) is geodesically-
convex, and which verifies CDD(K,N,D) where K ∈ R and N ∈ [max(n,2),∞] and
D ∈ (0,∞]. Then under the technical assumption detailed in Chapter 6, for all p ∈ (1,∞):
Λ
(p)
Poi(M,g) ≥ λ(1,p)K,N,D ,
where
• If N ∈ [n,∞) then λ(1,p)K,N,D = Λ(p)Poi(cN−1δ (x)1[−Dδ
2
,
Dδ
2
](x) ⋅m),
• If N =∞ then λ(1,p)K,∞,D = Λ(p)Poi(e−Kx22 1[−D
2
,D
2
] ⋅m) .
Moreover, these estimates are sharp.
This type of estimate is reminiscent to the lower bounds we proved for ΛPoi(M,g, µ), yet
by the time constraints of this work we have not managed to get into conclusions pertinent
to the domain N ∈ (−∞,0]. The case N = n and K ≤ 0 has already been proved by A.
Naber and D. Valtorta [87,115].
For the log-Sobolev constant we derive the following estimates:
Theorem 1.1.7. Let (M,g, µ) be a WRM of dimension n ≥ 1, s.t. int(M) is geodesically-
convex, and which verifies CDD(K,∞,D) where D ∈ (0,∞]. Then
ΛLS(M,g, µ) ≳ ΛLS(e−Kx22 1[−D
2
,D
2
](x) ⋅m) ≂
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
max{K, 1
D2
} K > 0
1
D2
K = 0
max{√∣K ∣, 1D}( ∣K∣D
e
∣K∣D2
8 −1 ) K < 0 .
Moreover, these estimates are best possible, up to universal numeric constants.
We remark that for the log-Sobolev constant we only provide estimates up-to numeric
constants since the Euler-Lagrange equation, which is associated with the log-Sobolev
constants ΛLS(ξ) for measures ξ supported on R, is not linear nor even half-linear, hence
imposes more difficulties in comparison to the calculation of ΛPoi(ξ) and Λ(p)Poi(ξ).
1.1.3 The localization paradigm
All these results are proved by following a procedure which begins with the following reduc-
tion: rather than estimating from below the constant Λ∗(M,g, µ) of the respective inequal-
ity on a manifold of dimension n, estimate from below infξ∈P[K,N,D] Λ∗(ξ) where P[K,N,D]
is a class of probability measures ξ supported in R and satisfy certain generalized con-
cavity conditions. Conceptually this shares resemblance to the Kröger-Bakry-Qian proofs
which were also relying on bounding from below ΛPoi(M,g, µ) by infξ∈P[K,N,D] ΛPoi(ξ);
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however on a technical level the methods which lead to this comparison are fundamen-
tally different. We approach the problem via a method which conceptually dates back to
the 1960’s, in the work of Payne and Weinberger on estimating the Poincaré constant on
convex domains in Euclidean space, where they applied iterative bisections of a convex
body in order to reduce the problem from dimension n to dimension 1 (‘localization’).
The localization paradigm gained further development notably in the works of Gromov
and V. Milman [46], and Kannan-Lovasz-Simonovits [52, 75]. Recently B. Klartag [55]
has established an extension of the localization paradigm to the (weighted) Riemannian
setting using optimal transport techniques.
We firstly state the Payne-Weinberger result and provide an elaborated sketch of its proof,
since it serves as the prototype problem which inspired our approach.
Theorem 1.1.8 (Payne-Weinberger [93]). Let K ⊂ Rn be a convex open set of diameter
D ∈ (0,∞), and µ the Lebesgue measure on K, then for any f ∈ C1(K;R) s.t. ∫K fdµ =
0 it holds that:
pi2
Diam(K)2 ∫K f2dµ ≤ ∫K ∣∇f ∣2dµ .
Proof. The proof relies on iterative bisections defined inductively, and a statement regard-
ing the Poincaré constant of the limit objects. Goal: Show that for any f ∈ C∞(K;R) s.t.∫K fdµ = 0 holds:
pi2
Diam(K)2 ∫K f2dµ ≤ ∫K ∣∇f ∣2dµ .
• Step 1: Find a hyperplane H passing through the barycenter of K s.t. ∫K∩H+ fdµ =∫K∩H− fdµ = 0.
• It suffices now to prove pi
2
Diam(K∩Hi)2 ∫K∩Hi f2dµ ≤ ∫K∩Hi ∣∇f ∣2dµ for i ∈ {+,−}. In-
deed if this holds then:
pi2
Diam(K)2 ∫K f2dµ ≤ mini∈{+,−}{ pi2Diam(K ∩Hi)2} ∑i∈{+,−}∫K∩Hi f2dµ
≤ ∑
i∈{+,−}
pi2
Diam(K ∩Hi)2 ∫K∩Hi f2dµ ≤ ∑i∈{+,−}∫K∩Hi ∣∇f ∣2dµ = ∫K ∣∇f ∣2dµ .
• Step k: bisect the current 2k−1 convex bodies through their barycenter; obtain 2k
convex bodies {Kj}j=1..2k s.t. ∫Kj fdµ = 0 for all j ∈ {1, ...,2k}. It is now sufficient
to prove ΛPoi(Kj ,gEuc) ≥ pi2diam(Kj)2 for each of the bodies {Kj}j=1..2k .
• In the limit k →∞ we get :
– A partition of K into segments: {Kq}q∈Q (Q is a set of representative points).
– A disintegration of the measure: probability measures {µq}q∈Q and a measure
ζ on Q s.t. µ = ∫q∈Q µqdζ(q).
– For ζ a.e. q ∈ Q: µq is supported on Kq, dµq = pqdm with p 1n−1q a concave
function, and ∫Kq fdµq = 0.
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Indeed, if we fix coordinates so that Kq coincides with the line (0, l) along the e¯1 axis of
Rn, then
• We can identify pq(t) as the limit (as j →∞) of p(j)q (t) ∶= µn−1(Kj∩{x∈Rn∶x1=t})µn(Kj) .
• p(j)q (t) 1n−1 is concave by the Brunn-Minkowski theorem.
The final ingredient is a 1-dimensional lemma. We define by Pn,D the class of probability
measures ξ = p ⋅m supported on I = [a, b] ⊂ R s.t. ∣b − a∣ ≤ D and s.t. p 1n−1 is concave on
its support I. We define PMn,D to be the subclass of Pn,D of ‘model’ measures ξ = p ⋅m s.t.
p
1
n−1 is affine on I (i.e. convex as well as concave).
Lemma 1.1.9. If ξ ∈ Pn,D then for any smooth function f on I s.t. ∫I fdξ = 0:
pi2
D2
∫
I
f(x)2p(x)dm(x) ≤ ∫
I
∣∇f(x)∣2p(x)dm(x)
In order to prove the lemma one shows that the lowest non-zero eigenvalue of any Sturm-
Liouville Neumann problem
(pf ′)′ + λpf = 0 f ′(a) = f ′(b) = 0 ,
with b−a ∈ (0,D], which can also be identified as ΛPoi([a, b], ∣ ⋅ ∣, pdm), is at least pi2D2 , the
lowest non-zero eigenvalue of the Sturm-Liouville problem
(f ′)′ + λf = 0 f ′(−D
2
) = f ′(D
2
) = 0 ,
which is associated with p ≡ 1D and b = −a = D2 . This can be shown by simple ODE
arguments, which we do not give here. Clearly the normalized Lebesgue measure dξ∗ ∶=
1
Ddm is in the class PMn,D. Therefore the lemma literally states that
inf
ξ∈Pn,D ΛPoi(ξ) = infξ∈PMn,D ΛPoi(ξ) = ΛPoi(ξ∗) = pi
2
D2
,
and we conclude that ΛPoi(K, ∣ ⋅ ∣,m) ≥ infξ∈Pn,D ΛPoi(ξ) = pi2D2 .
This proof provides the conceptual basis for our approach. Since we consider general
weighted Riemannian manifolds, hyperplane bisections are no longer meaningful, and the
localization is established by optimal transport methods using Klartag’s ‘Localization
Theorem’ from which it follows that
Λ∗(M,g, µ) ≥ inf
ξ∈P[K,N,D] Λ∗(ξ) , (1.8)
where the densities of ξ ∈ P[K,N,D] satisfy a concavity property analogous to the 1n−1
concavity of the densities of the measures ξ ∈ Pn,D.
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1.1.4 The solution to the optimization problem (1.8)
Our main results concentrate around the reduction of problem (1.8) into a simpler op-
timization problem, and eventually obtaining the sharp constants associated with the 3
functional inequalities mentioned above (i.e. Theorems 1.1.5, 1.1.6 and 1.1.7).
1. We show that
inf
ξ∈P[K,N,D] Λ∗(ξ) = infξ∈PM[K,N,D] Λ∗(ξ) , (1.9)
where the relation between PM[K,N,D], the subclass of ‘model’ measures, and P[K,N,D],
is analogous to the relation between PMn,D and Pn,D. The proof of this step is within
the lion-share of this work. We achieve it by establishing an abstract framework,
which will make it feasible to apply functional analytic techniques. Most importantly,
we identify the extreme points of (a certain subset of) P[K,N,D] with (a certain
subset of) PM[K,N,D], and conclude from standard theorems (specifically the Krein-
Milman/Bauer’s theorems) the identity (1.9). This approach is inspired by the work
of M. Fradelizi and O. Guédon [42], who treated the case K = 0 on Rn. Below we
further elaborate on this step.
2. We solve the following optimization problems:
• infξ∈PM[K,N,D] ΛPoi(ξ) (using primarily results from Sturm-Liouville theory);
• infξ∈PM[K,N,D] Λ(p)Poi(ξ) (using Prüffer transformation, specific ODE techniques,
and some ‘p–Sturm-Liouville’ theory as detailed in Chapter 6; we remark that
the validity of a specific result of the theory to our specific problem needs to
be verified);
• infξ∈PM[K,N,D] ΛLS(ξ) (using a result of S. Bobkov and F. Götze about estimates
of the log-Sobolev constant).
As we mentioned above the solution to the log-Sobolev problem is only up to uni-
versal numeric constants.
3. It turns out that up to scaling and translations operations (i.e. J(x)dm ↦ cJ(x +
r)dm with r ∈ R and c > 0) a measure ξ = J ⋅m ∈ MM[K,N,D] can be represented
as dξh,d = JK,N,h(x)1[− d
2
, d
2
](x)dx where JK,N,h ∶ R → R+ ∪ {+∞}, and [−d2 , d2] ⊂
supp(JK,N,h), is such that JK,N,h(0) = 0 and J ′K,N,h(0) = h ∈ R. Therefore due
to invariance of Λ∗(ξ) under the stated scaling and translation operations, we
can parametrize the image set Λ∗(MM[K,N,D]) with only two parameters: (h, d) ↦
Λ∗(ξ(h,d)). While the dependence d ↦ Λ∗(ξ(h,d)) is rather clear, it is highly non-
trivial for the parameter h. We complement the results of KBQ pertaining to ΛPoi(ξ)
and of Naber-Valtorta pertaining to Λ(p)Poi(ξ) by showing that h ↦ ΛPoi(ξ(h,d)) and
h ↦ Λ(p)Poi(ξ(h,d)) depend monotonically on ∣h∣. From this monotonicity we conclude
the explicit solutions to the optimization problems, which are essentially Theorems
1.1.5 and 1.1.6. The anomalous nature of the rangeN ∈ [−1,0] manifests in a reversal
of the direction of monotonicity, when compared to the range N ∈ (−∞,−1]∪ [n,∞]
(where N = −1 signifies a threshold point, at which h ↦ ΛPoi(ξ(h,d)) and h ↦
Λ
(p)
Poi(ξ(h,d)) are independent of h).
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Characterization of extreme points
We stress that the identity (1.9) is very general, it is not exclusive to the 3 inequalities
which were mentioned above. It basically relies on the following properties:
1. The constant Λ∗(ξ) is defined by an optimization problem of the form
Find: inf
f∈F∗(ξ)Φ∗[f](ξ) ,
where Φ∗[f](ξ) is the ratio between two non-negative bounded linear functionals in
ξ which depend on f : ξ ↦ u∗f(ξ) ∶= ∫ ufdξ and ξ ↦ v∗f (ξ) ∶= ∫ vfdξ (for example for
the Poincaré constant ΛPoi(ξ) we set u∗f(ξ) = ∫ f ′(x)2dξ and v∗f (ξ) = ∫ f(x)2dξ).
2. The function space F∗(ξ) can be expressed as F∗(ξ) = {f ∈ Fa∗ ∶ h∗f(ξ) = 0},
where Fa∗ is an auxiliary function space independent of ξ, and ξ ↦ h∗f(ξ) ∶= ∫ hfdξ,
for some hf ∈ C∞c (R) associated with f (for example, for the calculation of ΛPoi(ξ)
we set Fa∗ ∶= {0 /≡ f ∈ C∞c (R)} and h∗f(ξ) = ∫ fdξ ).
Conditioned that certain relations hold between the supports of uf , vf and hf , these
properties allow us to make the following minimization reordering:
inf
ξ∈P[K,N,D] Λ∗(ξ) = infξ∈P[K,N,D] inff∈F∗(ξ)Φ∗[f](ξ) = inff∈Fa∗ infξ∈P[K,N,D](Ih)
h∗f (ξ)=0
Φ∗[f](ξ) , (1.10)
where Ihf ∶= conv(supp(hf)) and P[K,N,D](Ihf ) ∶= {ξ ∈ P[K,N,D] ∶ supp(ξ) ⊂ conv(supp(hf))}.
Given a (not necessarily convex) set A in a linear space, we define Ex (A) to be the set
of extreme points of A. The main result on which all estimates are based is the following
characterization theorem, which is formulated in a simplified form, prioritizing clarity over
preciseness:
Theorem 1.1.10. For K ∈ R, N ∈ (−∞,0] ∪ [2,∞] and hf ∈ C∞c (R):
Ex ({ξ ∈ P[K,N,D](Ihf ) ∶ h∗f(ξ) = 0}) = {ξ ∈ PM[K,N,D](Ihf ) s.t. ∫ x−∞ hfdξ ≠ 0 for any x ∈ int(supp(ξ))} .
As we previously mentioned, the case K = 0 was proved by Fradelizi-Guédon in [42] and
we extend their approach. Using functional analysis arguments we conclude the following
corollary from Theorem 1.1.10:
Corollary 1.1.11. For K ∈ R, N ∈ (−∞,0] ∪ [2,∞] and hf ∈ C∞c (R):
inf
ξ∈P[K,N,D](Ih)
h∗f (ξ)=0
Λ∗(ξ) = inf
ξ∈PM[K,N,D](Ih)
h∗f (ξ)=0
Λ∗(ξ) .
This corollary followed by a second reordering of (1.10) yields the identity (1.9).
The structure of this work
Chapter 2: We provide background on consequences of lower bounds on the Ricci curvature.
We discuss about the 3 functional inequalities mentioned above, in particular im-
plications and previous results; lastly we give mathematical background to some of
the main tools which underlie the derivation of our results, specifically localization
via optimal transport and the Bobkov-Götze estimates.
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Chapter 3: We develop the abstract framework which is necessary for the extreme points char-
acterization theorem. To this end we provide background to CDD(K,N,D) con-
ditions, formulate Klartag’s Localization theorem, then after a discussion about
equivalent forms of the CDD(K,N,D) conditions we formulate ’synthetic condi-
tions’ which are essentially CDD(K,N,D) conditions in the absence of smoothness;
we define the synthetic classes, prove important properties, then we reformulate the
problem in an abstract manner; lastly we prove the extreme points characterization
theorem.
Chapter 4: This chapter can be considered as a prelude to the following 3 chapters. In this
chapter we recast the main problems into a convenient general setting, and also
prove a general diameter monotonicity lemma which we will need for Chapters 5-7.
Chapter 5: We derive sharp lower bounds for the Poincaré constant of a WRM. We will mostly
rely on classical results from the theory of Sturm-Liouville boundary value problems,
which arise from the Euler-Lagrange equation associated with ΛPoi(ξ).
Chapter 6: We derive sharp lower bounds for the p-Poincaré constant of a WRM. We will again
approach the optimization problem via the Euler-Lagrange equation associated with
Λ
(p)
Poi(ξ); however since the equation is not linear but only half-linear, we will prove
the claims using Prüffer-transformations into polar functions.
Chapter 7: We derive lower bounds for the log-Sobolev constant under CDD(K,∞,D) con-
ditions, which are sharp up to universal numeric constants. To this end we use
a method developed by Bobkov-Götze [20], which is fundamentally different from
the methods we used for ΛPoi(ξ) and Λ(p)Poi(ξ). Except for establishing this lower
bound we prove new results regarding the existence of minimizers (i.e. functions
f ∈ FLS(ξ)) realizing ΛLS(ξ)), as well as equivalences of the worst Poincaré and
log-Sobolev constants under CDD(K,∞,D).
Chapter 8: We briefly discuss about the main contributions of this work.
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Chapter 2
Background
2.1 Bounded Ricci Curvature
The goal of this section is to give a panoramic overview of how measure and geometry are
intertwined in certain inequalities, and how a single notion - ‘generalized Ricci curvature’,
embodies these two seemingly distinct notions. Our presentation is rather classical, and
ignores the modern ‘synthetic’ definitions of bounded Ricci curvature which applies not
only to manifolds but also to general metric measure spaces without assuming any differ-
ential structure. This introduction is based mainly on [91], and partially on [30] and [116].
The interested reader is referred to these sources for a deeper exposition to the subject.
Throughout this brief review basic knowledge of Riemannian geometry is assumed.
The classical Brunn-Minkowski (BM) inequality in Rn states that for any two compact
sets A,B ⊂ Rn:
m((1 − t)A + tB) 1n ≥ (1 − t)m(A) 1n + tm(B) 1n .
More generally it is possible to show that a weighted Euclidean space (Rn, µ = e−Vm)
(here V ∈ C∞(Rn)) satisfies the following BM analogue for sets A,B ⊂ Rn:
µ((1 − t)A + tB) 1N ≥ (1 − t)µ(A) 1N + tµ(B) 1N ,
with N ∈ (n,∞) iff for all v ∈ Tx(Rn)
Hess[V ](x)(v, v) − ⟨∇V (x), v⟩2
N − n ≥ 0 , (2.1)
where Hess[V ] stands for the Hessian of V . We refer to N as generalized (or effective)
dimension since it turns-out that this is the right parameter which characterizes also
similar inequalities, replacing the role of the dimension n.
Let us consider now Riemannian manifolds, or even more generally weighted Riemannian
manifold (Mn,g, µ = e−V µg), where (Mn,g) is a n-dimensional Riemannian manifold, and
µ is a finite measure on M with a smooth strictly positive density e−V . The information
about its curvature is encapsulated in the Riemann tensor Rg. This is the (3,1) tensor
defined by
Rg(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z ,
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for every three smooth vector fields X,Y,Z on M (in local coordinates Rg(∂i, ∂j)∂k =∇∂i∇∂i∂k − ∇∂j∇∂i∂k ∶= Rlijk∂l). Accordingly, the Ricci tensor is the (2,0) tensor defined
by
Ricg(X,Y ) = Trace (Z ↦ Rg(Z,X)Y )
(in local coordinates Rij ∶= Ricg(∂i, ∂j) = ∑ni=1Riijk), or equivalently if e1, ..., en−1 is an
orthonormal frame spanning X:
Ricg(X,X) = n−1∑
i=1 K(X,ei)
where K(X,Y ) ∶= ⟨Rg(X,Y )Y,X⟩∣X ∣2∣Y ∣2−⟨X,Y ⟩ are the sectional curvatures of the 2-plane Span(X,Y ).
Intuitively while sectional curvatures quantify distance convergence/divergence of neigh-
boring geodesics, Ricci curvature quantifies volume distortion along a geodesic. Indeed
for a Riemannian manifold (Mn,g, µ = µg) it emerges as the coefficient of the first non-
constant term in the expansion of
√
det(gij) in geodesic polar coordinates. The simple
condition
Ricg ≥Kg (2.2)
(in the sense of quadratic forms) is known to have many implications of either ana-
lytic, geometric or even topological nature. For a general weighted Riemannian manifold(Mn,g, µ = e−V µg) it was realized that an object which encapsulates the interaction of
curvature with measure is the generalized Ricci tensor defined by
Ricg,µ,N(v) ∶= ⎧⎪⎪⎨⎪⎪⎩Ricg(v) +Hessg[V ](v, v) −
⟨∇gV, v⟩2
N−n if N ∈ (n,∞)
Ricg(v) if N = n , (2.3)
where the case N = n is possible only for V = const (i.e. a non-weighted Riemannian
manifold). As it turns out, the two conditions (2.1) and (2.2) can be unified into a single
condition
Ricg,µ,N ≥Kg ,
which applies to general weighted Riemannian manifolds, and not just to the marginal
cases of Riemannian manifolds (signifying pure geometric effects) or weighted Euclidean
spaces (signifying pure measure effects). Here as before we interpret N as a generalized
dimension. This condition reduces to conditions (2.1) and (2.2) in the respective mentioned
marginal cases; however, when we consider the general setting of weighted Riemannian
manifolds, this condition leads to extensions of many previously known results which were
known to be correct for the marginal cases.
As an instructive example of such a mixed measure-geometry result, one can show that the
following generalized form of BM inequality holds on (Mn,g, µ = e−V µg) if Ricg,µ,N ≥Kg
with N ∈ (n,∞): if A,B ⊂M are such that µ(A)µ(B) > 0, t ∈ [0,1], and Zt(A,B) is the
set of points γ(t), where γ ∶ [0,1]→M is a length minimizing geodesic with γ(0) ∈ A and
γ(1) ∈ B, then
µ(Zt(A,B)) 1N ≥ τ (1−t)K,N (θK(A,B)) 1N µ(A) 1N + τ (t)K,N(θK(A,B)) 1N µ(B) 1N .
Here θK(A,B) ∈ [0, diam(M)] are functions which depend on K and the geometry of
the sets, and τ (t)K,N(d) are some functions which for fixed K ∈ R and N ∈ (n,∞) depend
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continuously on t ∈ [0,1] and d ∈ [0, diam(M)]; in addition τ (t)0,N(d) 1N = t, τ (0)K,N(d) =
1 − τ (1)K,N(d) = 0. This suggests that the tensor Ricg,µ,N accounts for both the measure µ
and the curvature volume distortion effects. Moreover, one should notice that definition
(2.3) actually makes perfect sense for any N ∈ (−∞,∞] as long as we consider N = n only
for measures µ = e−V ⋅µg where V is constant, and we identify 1∞ as 0. We remark that it
is common to refer to the 2-tensor Ricg,µ,∞ ∶= Ricg+Hessg[V ] as the Bakry-Émery tensor
[5].
We provide one more example (of historical importance) where the role of Ricg,µ,N is
manifested. We define Lg,µ to be the linear operator for which the following integration
by parts formula holds
∫
M
Lg,µ(f)hdµ = ∫
M
g(∇gf,∇gh)dµ ∀f, h ∈ C∞0 (M) . (2.4)
If µ = e−V µg then Lg,µ = −(∆g − g(∇gV,∇g)) where ∆g is (the non-positive) second-order
diffusion operator known as the Laplace-Beltrami operator. In the particular case of µ = µg
we get Lg,µg = −∆g which is known to satisfy the Bochner identity
1
2
∆g(∣∇gf ∣2) = g(∇gf,∇g(∆gf)) + ∣∣Hessg(f)∣∣2HS +Ricg(∇gf,∇gf) .
Using this identity Lichnerowicz [64] proved that if (M,g) is a compact and connected
manifold, Ricg(⋅, ⋅) ≥Kg(⋅, ⋅) withK > 0, and ΛPoi(M,g, µg) is the first non-zero eigenvalue
of (minus) the Laplacian −∆g, then ΛPoi(M,g, µg) ≥ Knn−1 , which amounts to the Poincaré
inequality
∫
M
(f − −∫
M
fdµg)2 dµg ≤ n − 1
Kn
∫
M
∣∇gf ∣2dµg ∀f ∈ C∞(M) .
His estimate generalizes naturally to the framework of compact weighted manifolds (M,g, µ)
satisfying Ricg,µ,N(⋅, ⋅) ≥ Kg(⋅, ⋅). We will briefly show how the condition on Ricg,µ,N
emerges.
With respect to Lg,µ the following form of the Bochner identity holds
−1
2
Lg,µ(∣∇gf ∣2) = −g(∇gf,∇g(Lg,µf)) + ∣∣Hessg(f)∣∣2HS +Ricg,µ,∞(∇gf,∇gf) .
SinceHij(f) ∶= [Hessg(f)]ij satisfies the inequality Tr(H(f))2 = ( n∑
i=1Hii(f))
2 ≤ n∣∣H(f)∣∣2HS ,
and Tr(H(f)) = ∆g(f) = −Lg,µ(f) + g(∇gV,∇gf) satisfies (∆gf)2n ≥ (Lg,µf)2N − g(∇gf,∇gV )2N−n
due to the inequality
(a + b)2
n
= a2
N
− b2
N − n + N(N − n)n ( aN + bN − n)2 ≥ a2N − b2N − n ,
we can conclude the inequality
−1
2
Lg,µ(∣∇gf ∣2) ≥ −g(∇gf,∇g(Lg,µf)) + (Lg,µf)2
N
+Ricg,µ,N(∇gf,∇gf) .
integration over M followed by usage of identity (2.4) gives:
0 ≥ −(1 − 1
N
)∫
M
(Lg,µf)2dµ + ∫
M
Ricg,µ,N(∇gf,∇gf)dµ . (2.5)
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Let f1 be a normalized eigenfunction of Lg,µ, corresponding to its first non-zero eigenvalue
ΛPoi(M,g, µ). For f = f1 holds the identity
∫
M
(Lg,µf1)2dµ = ΛPoi(M,g, µ)∫
M
f1 ⋅Lg,µf1 dµ = ΛPoi(M,g, µ)∫
M
g(∇gf1,∇gf1)dµ .
Therefore if Ricg,µ,N ≥K ⋅ g substitution of f = f1 into (2.5) gives
(N − 1
N
)ΛPoi(M,g, µ)∫
M
∣∇gf1∣2dµ ≥K ∫
M
∣∇gf1∣2dµ ,
from which follows the Lichnerowitz’ estimate: ΛPoi(M,g, µ) ≥ KNN−1 .
In order to get a better feeling of Ricci curvature it is worth to complement the previous
presentation by a local one, which concentrates on infinitesimally small volumes. Let
p ∈ M and let e1, ..., en be an orthonormal basis for TpM ; it determines a chart N ,
referred to as ‘Riemannian normal coordinates’, given by N j(q) = ⟨exp−1p (q), ej⟩. Denote
by γ(t) = expp(tv) the geodesic with γ(0) = p and γ′(0) = v = n∑
j=1 vjej ∈ UTpM . In
these coordinates γ’s j’th coordinate component is N j ○ γ(t) = tvj and γ′(t) = ∑
j
vj∂j ∣γ(t).
Assume γ ∶ [0, l] → M where l is taken so that γ(t) is not conjugate to p for t ∈ (0, l].
w.l.o.g. we may assume that en = v = γ˙(0). Along γ there is a Jacobi field X with
X(0) = 0 and ∇γ˙X(0) = w. A geodesic variation γs(t) which generates X can be chosen
to be γs(t) = expp(t(v + sw)) with s ∈ (−, ) for some  > 0, and X(t) is explicitly given
by ∂γs∂s (0, t) = t(d expp)tvw (see [30] p.88-89). The n − 1 vectors e1, ..., en−1 determine
n − 1 Jacobi fields {Xj(t)}j=1..n−1 along γ(t) determined by the condition Xj(0) = 0 and∇γ˙Xj(0) = ej . These are given explicitly by the relation
∂j ∣expp(tv) = (d expp)∣tv(ej) = t−1Xj(t) .
Along γ(t) it holds that ⟨Xj , γ˙⟩ = 0 (due to Gauss’ lemma) and ⟨∇γ˙Xj , γ˙⟩ = 0 (since∇γ˙ ⟨∇γ˙Xi, γ˙⟩ = ⟨∇2γ˙Xi, γ˙⟩ = − ⟨Rg(Xi, γ˙)γ˙, γ˙⟩ by the Jacobi equation, and the latter term
is identically zero). For t ∈ (0, l) the Jacobi fields X1, ..,Xn−1,Xn ∶= γ˙(t) form a basis for
Tγ(t)M . We get the following relation between the metric and the Jacobi fields correlation
matrix A˜jk ∶= ⟨Xj , Xk⟩1≤j,k≤n−1 :
gjk(exp(tv)) = t−2A˜jk(t) j, k = 1..n .
The following expansion is easily verified; it follows from standard Taylor expansion of
Jacobi fields (see [30] p.90):
A˜ij(t) = t2 ⟨ej , ek⟩ − t4
3
⟨Rg(v, ej)v, ek⟩ +O(t5) .
Therefore gjk(expp(tv)) = t−2A˜ij(t) = δjk − t23 ⟨R(v, ej)v, ek⟩ + O(t3). Thus using the
matrix identity det(A˜(t)) = 1 + tT r(A˜′(0)) +O(t2) we conclude that as t→ 0:
det(gjk(expp(tv))) = 1 − t2
3
Ricg(v, v) +O(∣t∣3) .
Thus in the specified coordinates we can express the volume form around 0 as dµg =√
det(gij)dµEucl = (1 − 16Rjkvjvk +O(∣v∣3))dµEucl, where Rjk stand for the components
21
of Ricg. Therefore Ricg quantifies to leading order the distortion of the volume form
from being Euclidean. However for applications this relation is not very useful, and it is
preferable to study the (n − 1) × (n − 1) matrix valued function Ajk(t) ∶= ⟨Xi, Xj⟩ (t); in
addition we introduce two more matrix valued functions: Ujk ∶= 12(A′A−1)jk and Rjk ∶=⟨Rg(Jj , γ˙)γ˙, Jk⟩.
Starting from the identity (detA)′ = Tr(adj(A)A′) = (detA)Tr (A−1A′) we conclude that
[(detA) 12(n−1) ]′ = 1
n − 1(det(A)) 12(n−1)Tr(U) .
By taking a second derivative we get the identity:
[(detA) 12(n−1) ]′′ = 1(n − 1)2 (det(A)) 12(n−1)Tr(U)2 + 1n − 1(det(A)) 12(n−1)Tr(U ′) .
One can show that U is symmetric [91]; then by the Cauchy-Schwarz inequality Tr(U2) ≥
Tr(U)2
n−1 it follows that
[(detA) 12(n−1) ]′′ ≤ 1
n − 1(det(A)) 12(n−1) (Tr(U2) + Tr(U ′)) . (2.6)
To interpret the RHS, note that it can be verified [91] that U satisfies the Riccati type
matrix equation U ′+U2+RA−1 = 0. A is the matrix representation for the restriction g¯ of g
to γ˙, which is spanned by the basis {Xj}j=1..n−1. Hence we can identify Tr(R(t)A−1(t)) =
Tr(g¯−1Rjk) = Ricg(γ˙), whence (trU)′ + tr(U2) +Ricg(γ˙) = 0.
If Ricg ≥K ⋅g then according to (2.6) the function J(t) ∶= √detA(t) satisfies the following
differential inequality
d2
dt2
[J 1n−1 ] ≤ −Ricg(γ˙)
n − 1 J 1n−1 ≤ − Kn − 1J 1n−1 J(0) = 0, J ′(0) = 1 . (2.7)
If sK,n is the solution to the equation
d2
dt2
[sK,n] = − K
n − 1sK,n sK,n(0) = 0, s′K,n(0) = 1 ,
then we can conclude that J
1
n−1
sK,n
is non-increasing, which is a way of expressing the
change in
√
det(gij) along γ (geometrically - expansions/contractions orthogonal to γ˙).
Many other insights can be obtained from (2.7), in particular one can derive the Brunn-
Minkowski inequality.
A more general analysis (see [116, p.383] or [113]) which incorporates a general measure
µ = e−V µg and effective dimension N ∈ (−∞,∞] (with the usual interpretation when
N = n), shows that a variant Jµ(t) ∶= J(t) ⋅ e−V (γ(t))+V (γ(0)) of the previous determinant
satisfies the following analogous inequality:
d2
dt2
[J 1N−1µ ] ≤ − K
N − 1J 1N−1µ , (2.8)
where Jµ(0) = 0, J ′µ(0) = Id. These determinants and their ODEs are paramount to this
work, however in subsequent chapters they will appear in a rather axiomatic form, without
referring to their origins and their geometric interpretation.
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2.1.1 Functional Inequalities
Before embarking with the principle methods and results we provide some background re-
garding the functional inequalities which will be studied in this manuscript. Our objective
is to survey past developments, interesting implications and finally our contributions.
Throughout this section we assume (Mn,g) denotes a connected, smooth n-dimensional
Riemannian manifold whose boundary ∂M is either empty or locally-convex (i.e., the
second fundamental form II(X,Y ) ∶= g(∇Xν, Y ), where ν is the exterior unit normal to
∂M , is positive semi-definite on ∂M), and µ is a finite measure on M , with smooth
positive density e−V w.r.t. the Riemannian measure µg. As we stated in the introduction
the main results of this work concern with three types of functional inequalities on weighted
manifolds (M,g, µ) (and respectively their optimal constants):
1. Poincaré inequality;
2. p-Poincaré inequality for p ∈ (1,∞);
3. Log-Sobolev inequality.
The Poincaré inequality is a particular case of a p-Poincaré inequality, yet for general
p ∈ (1,∞) ∖ {2} certain methods do not apply, hence we employ different directions,
which are still productive but at the price of less generality. As we previously mentioned
to each of these inequalities we can associate constants ΛPoi(M,g, µ),Λ(p)Poi(M,g, µ) and
ΛLS(M,g, µ) (the Poincaré, p-Poincaré and Log-Sobolev constants respectively) which
are maximal among the constants for which these inequalities hold. From a panoramic
viewpoint the main goals can be simply stated: given K and N s.t. Ricg,µ,N ≥ K and
diameter Diam(M) ≤ D where 0 < D ≤ ∞, find the maximal lower bounds for the Λ∗
constants. These lower bounds will naturally be functions of K, the effective dimension
N and the diameter bound D. The discussion below will render this goal into a more
concrete problem. The main sources for this presentation are [32], [6] and also [115].
Poincaré Inequalities
We say that (M,g, µ) satisfies a Poincaré (or spectral-gap) inequality with constant C,
and denote this by Poi(C), if
C ⋅ V arµ¯(f) ≤ ∫
M
∣∇f(x)∣2dµ¯(x) ∀f ∈ C∞c (M) , (2.9)
where µ¯ ∶= 1µ(M)µ and V arµ¯(f) ∶= ∫M f2(x)dµ¯(x) − (∫M f(x)dµ¯(x))2. Equivalently
C ∫
M
f2(x)dµ(x) ≤ ∫
M
∣∇f(x)∣2dµ(x) ∀f ∈ FPoi(M,µ) (2.10)
where FPoi(M,µ) ∶= {0 /≡ f ∈ C∞c (M) s.t. ∫
M
f(x)dµ(x) = 0} .
If C1 > C2 then clearly Poi(C1) implies Poi(C2). We define ΛPoi(M,g, µ) to be the least
upper bound for the set of C s.t. Poi(C) is valid. It is characterized as the solution to
the following variational problem:
ΛPoi(M,g, µ) = inf {∫M ∣∇gf(x)∣2dµ(x)∫M ∣f(x)∣2dµ(x) ∶ f ∈ FPoi(M,g, µ)} .
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The name spectral-gap inequality stems from its relation to the bottom of the spectrum
of the natural operator Lg,µ = −∆g,µ ∶= − (∆g − ⟨∇gV, ∇g⟩) presented before; the Euler-
Lagrange equation for (2.9) is Lg,µf = λf (λ can be identified as a Lagrange multiplier).
It is a positive semi-definite symmetric operator on the dense subset C∞c (M) ⊂ D(Lg,µ) ⊂
L2µ(M), where D(Lg,µ) is the maximal domain for Lg,µ. It admits a self-adjoint extension,
but this need not be unique. When the extension is unique, namely the closure (w.r.t.
the graph norm), we refer to it as essentially-self-adjoint (e.s.a). With D0 = C∞c (M) e.s.a
is guaranteed when ∂M = ∅ and M is complete; the same is true if M is compact with
boundary ∂M ≠ ∅ with D0 = C∞c,Neu(M) ∶= {f ∈ C∞(M) ∶ ∂νf = 0 on ∂M} (cf. [114] ch.8).
Being e.s.a its self-adjoint extension is unique, and therefore we can unequivocally speak of
its spectrum σ. However in the latter case the minimizer of (2.9), due to the free boundary
conditions, belongs to C∞c,Neu(M), hence the spectrum of the operator Lg,µ encapsulates
the best constant in the inequality (2.9) despite that the test functions are taken from
C∞c (M). Lg,µ is self-adjoint and non-negative hence σ(Lg,µ) ⊂ R+. Under Poi(C) it holds
that σ(Lg,µ) ⊂ {0} ∪ [C,∞); this is why we interpret Poi(C) as a gap in the spectrum
of Lg,µ. The spectrum is divided into two disjoint sets σd(Lg,µ) and σess(Lg,µ). The
former is the discrete spectrum, constituted of isolated eigenvalues with corresponding
finite-dimensional eigenspaces; the latter, which contains all other points of the spectrum,
is the essential spectrum. The spectrum is said to be discrete if σess(Lg,µ) = ∅. This is the
case for compact manifolds, where we can identify C with λ1, the first non-zero eigenvalue
of Lg,µ. Due to our assumption on finiteness of the measure µ, the constant function 1
is an eigenvector for Lg,µ corresponding to the eigenvalue 0, and therefore Poi(C) indeed
implies a gap in the spectrum.
We mention a few consequences of Poi(C) with C > 0 (following [6]):
1. Exponential measure concentration The following concentration inequality holds:
for any Lipschitz function f with Lipschitz constant ∣∣f ∣∣Lip:
µ¯(∣f − ∫
M
fdµ¯∣ ≥ r) ≤ 6e−r√C∣∣f ∣∣Lip ∀r ≥ 0 .
Therefore Lipschitz functions ‘mostly’ don’t deviate much from their expectation.
2. Exponential integrability For every 1-Lipschitz function f and every s < √4C:∫M esfdµ¯ <∞ .
3. Exponential variance decay If (Pt)t≥0, where Pt ∶= e−tLg,µ¯ , is the semi-group of
operators generated by Lg,µ¯ then for every f ∈ L2(µ¯) and every t ≥ 0:
V arµ¯(Ptf) ≤ e−2CtV arµ¯(f) .
Therefore, ΛPoi(M,g, µ¯) quantifies the convergence rate to ‘equilibrium’.
We mention a few examples of known Poincaré inequalities ([6]):
1. On (R+, µ(x) = e−xm) holds Poi(14).
2. On (Rn, µ = e−Vm) with µ a log-concave probability measure, holds Poi(C) for some
C > 0. In particular if RicgEuc,∞ =Hess[V ] ≥K ⋅ Id with K > 0 then Poi(K) holds.
3. On Sn(rK,n) (the n-dimensional sphere in Rn+1 of radius rK,n ∶= √n−1K , so that
Ricg = K ⋅ g) holds Poi(Knn−1), and this is sharp. Since on Sn(1) all sectional
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curvatures equal 1, so that Ricg = (n − 1) ⋅ g, the Lichnerowicz estimate implies
ΛPoi(Sn(1),gSn(1)) ≥ n. This shows that the Lichnerowicz estimate is sharp. More-
over a theorem of Obata states that up to isometries the sphere is the only compact
manifold for which the Poincaré constant and the Lichnerowicz lower bound coincide.
4. In general if Ricg,µ,N ≥K with K > 0, 1 ≠ N ∈ (−∞,0)∪ [n,∞], then the generalized
Lichnerowicz estimate ΛPoi(M,g, µ) ≥ KNN−1 holds [58, 89]; in [58] it is shown that
sharpness of the constant holds also when N ∈ (−∞,−1]. As we mentioned for
1 < n ∈ N the number Knn−1 stands for ΛPoi(Sn(rK,n)).
The parameters which determine the estimates above are essentially the Ricci lower bound
K and the effective dimension N . With additional data finer estimates can be derived.
This motivates the inclusion of a third parameter, D, which stands for an upper bound on
the diameter of M . This is the most natural parameter to add, considering our knowledge
of the spectrum of a 1d string or a 2d membrane. More generally, a classical result of
Payne and Weinberger from the 60’s [93] states that if A ⊂ Rn is a convex domain whose
diameter is bounded by D > 0, then ΛPoi(A,gEuc, µLeb) ≥ pi2D2 ; it is optimal since it is
approached by a sequence of parallelepipeds Ai, which degenerate into an interval by the
shrinkage along all their dimensions but one.
We remark that we could have concluded Poi(C) on A for some C > 0 even without the
theorem just by considering the log-concave measure µ = e−Vm with V (x) = 1 if x ∈ A, and
V (x) =∞ otherwise, however this gives no information on how large can the spectral-gap
be.
For general compact manifolds (Mn,g, µg) (i.e. N = n) such that Ricg ≥Kg lower bounds
for ΛPoi(M,g, µg) are abundant. Table 4.1 should give quite a comprehensive overview of
the development of these estimates under different assumptions on the pertinent parame-
ters.
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Author Year Lower Bound Conditions Parameters
A. Lichnerowicz
[64]
1958 Kn ∶= K1− 1
n
= nKn−1 =
ΛPoi(Sn(1)) K > 0
P.H. Berard, G.
Besson,S. Gallot
1985 n( ∫ pi/20 cosn−1(x)dx∫ D/20 cosn−1(x)dx)
2
n
K = n − 1 > 0
P. Li,S.T.Yau [71] 1980 pi
2
2D2
K ≥ 0
J.Q. Zhong,H.C.
Yang [123]
1984 pi
2
D2
K ≥ 0
D.G. Yang 1999 pi
2
D2
+ K4 K ≥ 0
P. Li,S.T.Yau [71] 1980 1
D2(n−1)exp[1+√1+16α2] K ≤ 0 α = 12D√∣K ∣(n − 1)
K.R. Cai 1991 pi
2
D2
+K K ≤ 0
D. Zhao 1999 pi
2
D2
+ 0.52K K ≤ 0
H.C. Yang,F. Jia 1990/1 pi
2
D2
e−α n ≥ 5, K ≤ 0 α = 12D√∣K ∣(n − 1)
H.C. Yang,F. Jia 1990/1 pi
2
2D2
e−α′ 2 ≤ n ≤ 4, K ≤ 0 α′ =
1
2D
√
min{∣K ∣(n − 1),2}
M. Chen,E. Scac-
ciatelli,L. Yao [34]
2002 pi
2
D2
+ K2 K ∈ R
Table 2.1: Notable lower bounds for ΛPoi(Mn,g, µg).
The Lichnerowicz estimate is sharp but is independent of D. The Zhong-Yang estimate
is also sharp but is independent of K ≥ 0 and the dimension. Clearly an estimate which
incorporates all the available data is ideal. The last estimate, which clearly improves some
of the previous results, was derived (with the assistance of a computer) by substitution
of very complicated test functions into the Chen-Wang formula (1997) [35] (for manifolds
with convex boundary and Neumann boundary conditions):
λ1 ≥ sup
f∈F infr∈(0,D)
4f(r)∫ r0 c(s)−1ds ∫ Ds c(x)f(x)dx ∶= β1 ,
where c(x) = coshn−1 ( r2√ −Kn−1) (r ∈ (0,D),K ∈ R) and F = {f ∈ C([0,D]) ∶ f >
0 on (0,D)}. Surprisingly, the representative test function has a quite simple form [32]:
f(r) = (∫ c(s)−1ds)γ (γ ≥ 0). If Ricg ≥K, with no further assumption on K (i.e. K ∈ R),
the coefficient 12 in the last estimate corresponds to the optimal estimate we can get from
estimates of the form λ1 ≥ pi2D2 + tK with t ∈ R [32] (a linear interpolation between the
Lichnerowicz estimate to the Zhong-Yang estimate) .
In addition Chen (2000) [33] showed that 4A−1 ≥ β1 ≥ A−1 where
A = sup
r∈(0,D)(∫ r0 c(x)−1dx)(∫ Dr c(x)dx) .
The lower and upper bound correspond to γ = 12 and γ = 1 respectively.
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In 1992 a major progress in deriving estimates was established by P. Kröger [61] for
compact manifolds (M,g, µg) satisfying Ricg ≥ K. To understand this approach we go
back to the work of Payne and Weinberger (1960) [93]. Their estimate ΛPoi(K,m) ≥ pi2D2
for convex bodies K in Rn emerged by comparison with an eigenvalue of a 1d vibrating
string with fixed ends at two points a distance D apart (the ends are fixed because they
applied a Liouville transformation turning the problem from Neumann to Dirichlet). Using
a gradient comparison approach as in [71] Kröger showed that (sharp) lower bounds for
ΛPoi(M,g, µg) can be identified as eigenvalues of associated SL problems. In 2000 Kröger’s
results were extended by Bakry and Qian [8] to weighted manifolds (M,g, µ) with N ∈(n,∞] satisfying Ricg,µ,N ≥ K. These new estimates are sharp, i.e. best possible, and
can all be expressed as ΛPoi(M,g, µ) ≥ λK,N,D where λK,N,D stands for the first positive
eigenvalue of a Sturm-Liouville eigenvalue problem
f ′′(x) + J ′K,N(x)
JK,N(x)f ′(x) = −λf(x) f ′(−DK2 ) = f ′(DK2 ) = 0 ,
where DK =D if K ≤ 0 and to min{ pi√ K
N−1 ,D} if K > 0, and JK,N(x) is a smooth positive
function on (−DK2 , DK2 ) which for N ∈ [n,∞) satisfies the equation (cf. (2.8))
d2
dt2
[J 1N−1K,N ] = − KN − 1J 1N−1K,N JK,N(0) = 1 . (2.11)
The case N =∞ also fits naturally to this framework, but for simplicity we don’t discuss
it in this introductory section. For each K ∈ R and N ∈ [n,∞) there are many solutions to
(2.11), distinguished by the specification of J ′K,N(0); the ‘right’ specification of J ′K,N(0)
for the spectral-gap problem is the outcome of the Kröger and Bakry-Émery analysis, who
showed that the ‘worst’ case (i.e. a minimal gap) we can obtain from the class of densities
which satisfy (2.11), is attained when J ′K,N(0) = 0; a case which is characterized by that
JK,N(x) being symmetric around the origin (J(x) = J(−x) for every x ∈ (−DK2 , DK2 )).
As we mentioned this viewpoint incorporates the previous sharp estimates of Lichnerow-
icz and Zhong-Yang according to the identifications specified in the introduction section
(specifically the discussion after stating Theorems 1.1.2 and 1.1.3). Notice that when
Ricg ≥ K the Lichnerowicz classical estimate emerges as the first non-zero eigenvalue of
the SL problem above with JK,n(x) = cosn−1( xrK,n ) where rK,n = √n−1K (as defined above),
which solves (2.11) with initial conditions JK,n(0) = 1, J ′K,n(0) = 0 andD ≥ pirK,n = pi√n−1K
(the maximal diameter according to the Bonnet-Myers theorem, whence DK = pi√n−1K ),
while if K ≥ 0 the Zhong-Yang estimate emerges with J0,n(x) = 1 which solves (2.11)
with initial conditions J0,n(0) = 1, J ′0,n(0) = 0, and DK = D. At present a generalization
of these estimates to weighted manifolds with Ricg,µ,N ≥ K and N ∈ (−∞,0] is missing.
As we mentioned in the introduction, we close this gap by introducing a general method
which will also be applied to study the two other functional inequalities.
p-Poincaré Inequalities
The classical Poincaré inequality discussed before is a particular case of a general class
of inequalities to which we refer as p-Poincaré inequalities, whose ‘optimal’ constant
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Λ
(p)
Poi(M,g, µ) is related to the ‘eigenvalues’ of a non-linear operator known as the p-
Laplacian. Let p ∈ (1,∞), then we refer to the inequality
C ∫
M
∣f(x)∣pdµ(x) ≤ ∫
M
∣∇gf(x)∣pdµ(x) ∀f ∈ C∞c (M) s.t. ∫
M
∣f(x)∣p−2f(x)dµ(x) = 0 ,
(2.12)
as a p-Poincaré inequality with constant C, and denote it by Poi(p)(C). The p-Poincaré
constant Λ(p)Poi(M,g, µ) is defined as
Λ
(p)
Poi(M,g, µ) = inf
f∈F(p)Poi(M,µ)
∫M ∣∇f(x)∣pdµ(x)∫M ∣f(x)∣pdµ(x) ,
where
F(p)Poi(M,µ) ∶= {0 /≡ f ∈ C∞c (M) s.t. ∫
M
∣f(x)∣p−2f(x)dµ(x) = 0} .
When p = 2 we will refer to the p-Poincaré constant and to the domain simply by
ΛPoi(M,g, µ) and FPoi(M,µ) respectively. In case (M,g, µ) = (R, ∣ ⋅ ∣, ξ) (i.e. µ = ξ is
a measure supported in R) we abbreviate and write ΛPoi(ξ) and FPoi(ξ).
By considering the Euler-Lagrange equation, Λ(p)Poi(M,g, µ) can be identified as the smallest
positive number λ for which there is a non-zero f ∈W 1,p which satisfies the following half-
linear equation in the weak sense
∆p,µf(x) ∶= p(x)−1∇ ⋅ (p(x)∣∇f ∣p−2∇f(x)) = −λ∣f(x)∣p−2f(x) on M∇f(x) ∈ (Tx(∂M))
where p(x) = e−V (x) = dµdµg .
Unlike the case p = 2, explicit lower bounds for the p-Poincaré under Ricg ≥K are scarce.
In table 2.2 below several important known results are listed.
Author Year Lower Bound Conditions
A.M.Matei [76] 2000 Λ(p)Poi(Sn(rK,n)) K > 0
S. Kawai, N.
Nakauchi [54]
2003 1p−1 ( pip4D)p K = 0, p ≥ 2
H. Zhang [122] 2007 (p − 1) ( pip2D)p K = 0 but ∃x ∈M ∶
Ricg(x) > 0
Valtorta [115] 2012 (p − 1) pippDp K = 0
Table 2.2: Notable lower bounds for Λ(p)Poi(Mn,g, µg) where p > 1.
where pip = 2pip sin(pi/p) and rK,n ∶= √n−1K . We remark that in [76] it is also proved that for
K > 0 a generalized Obata theorem holds, which states that
Λ
(p)
Poi(M,g, µg) = Λ(p)Poi(Sn(rK,n),gSn(rK,n), µg) iff M is isometric to Sn(rK,n). In the same
work it is also proved that Λ(p)Poi(M,g, µg) ≥ (hChep )p, where hChe stands for the Cheeger
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isoperimetric constant of M defined by hChe ∶= infE⊂M ∶0≤µg(E)≤ 12µg(M) µn−1g (∂E)µg(E) (the clas-
sical Cheeger inequality corresponds to p = 2 ).
The last estimate by Valtorta is also sharp (i.e. best possible). More generally it was
proved by Naber and Valtorta [87] that for K ≤ 0 and D ∈ (0,∞) the sharp estimate
Λ
(p)
Poi(M,g, µg) ≥ λK,n,D holds, where λK,n,D stands for the first positive Neumann eigen-
value on [−D2 , D2 ] of the eigenvalue problem
d
dx
(∣f ∣p−2(x)f(x)) + J ′K,n(x)
JK,n(x) ∣f ′∣p−2(x)f ′(x) = −λ∣f ∣p−2(x)f(x) ,
where JK,n(x) = cosh(√− Kn−1x)n−1. For K < 0 this lower bound (despite being sharp) is
not attained [87]. The formulation of these estimates clearly resembles the Kröger-Bakry-
Qian estimates.
Generalization of these estimates to weighted manifolds with N ∈ (−∞,0] ∪ [n,∞] is still
missing. We present an approach which is useful to study the range N ∈ (n,∞] (with the
potential of being generalized to N ≤ 0).
Log-Sobolev inequalities (LSI)
These type of inequalities were firstly introduced by L.Gross [47] in order to simplify the
proof of previous hypercontractive estimates derived by E. Nelson [88].
Define by µ¯ ∶= 1µ(M) ⋅µ the normalization of µ to a probability measure. For all non-negative
µ-integrable functions f on M such that ∫M ∣f log f ∣dµ <∞ we define the Entropy of f :
Entµf ∶= ∫
M
f(x) ⋅ log f(x)dµ(x) − ∫
M
f(x)dµ(x) ⋅ log (∫
M
f(x)dµ¯(x)) (f ≥ 0) .
(2.13)
We take the following as the definition of a Logarithmic Sobolev inequality: a triple(M,g, µ) satisfies a logarithmic Sobolev inequality LS(C) with constant C ≥ 0 if
∫
M
∣∇gf(x)∣2dµ(x) ≥ C
2
⋅Entµ(f(x)2) , (2.14)
for all f ∈ F˜LS(M), where:
F˜LS(M,µ) ∶= {f ∈ C∞(M) ∶ f2 = c + g where c > 0, g ∈ FPoi(M,µ)} .
Equivalently by 2-homogeneity of f → Entµ(f2):
∫
M
∣∇gf(x)∣2dµ(x) ≥ C
2
⋅ ∫ f(x)2 log(f(x)2)dµ(x) , (2.15)
for all f ∈ FLS(M,µ), where:
FLS(M,µ) ∶= {f ∈ F˜LS(M,µ) ∶ ∫ f2(x)dµ¯(x) = 1} .
We denote by ΛLS(M,g, µ) > 0 the maximal (‘optimal’) constant for which the inequality
holds for all f , and refer to it as the LS constant (which makes the inequality sharp).
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When (M,g, µ) = (R, ∣ ⋅ ∣, ξ), where µ = ξ is a measure supported in R, then we abbreviate
and refer to the log-Sobolev constant by ΛLS(ξ) and to the functions domain by F˜LS(ξ)
and FLS(ξ).
We remark that there are several other alternative, yet equivalent, ways to introduce LSIs.
For conciseness we avoid discussing them here, and refer the interested reader to [6].
Proving LSI is more delicate than Poincaré inequalities, as the latter are spectral, and
as such spectral methods (such as eignenfunction expansions ) can be applied in order to
prove them. Therefore examples of LSI together with their LS constants are more scarce.
Always LS(C) implies Poincaré inequality Poi(C). This follows simply by applying the
LSI to f = 1 + g, where g ∈ C∞c (R) such that ∫ gdµ = 0. As → 0
Entµ(f2) = 22∫ g2dµ + o(2)⇒ C ∫ g2dµ ≤ ∫ g′(x)2dµ . (2.16)
We mention a few consequences of LS(C) with C > 0 (following [6]):
1. Gaussian concentration For every Lipschitz function f and every r ≥ 0
µ¯(∣f − ∫
M
fdµ¯∣ ≥ r) ≤ 2e− Cr22∣∣f ∣∣2Lip .
Thus LSI implies stronger concentration than Poincaré inequalities.
2. Gaussian integrability For every 1-Lipschitz function f and every 0 ≤ σ < C:∫M e 12σf2dµ <∞. This result gives a necessary condition for a LSI to hold.
3. Exponential decay in entropy For every f ∈ L1(µ) positive with finite entropy
Entµ(Ptf) ≤ e−2CtEntµ(f) .
4. Gross’ hypercontractivity For every f ∈ Lp(µ) (1 < p <∞) it holds that ∣∣Ptf ∣∣q ≤∣∣f ∣∣p for every t ≥ 0 whenever 1 < p < q < ∞ and √ q−1p−1 ≤ eCt, so the operators Pt
‘improve integrability’. In fact this property is equivalent to LS(C).
The exponential measure is known to satisfy a Poincaré inequality; according to (2) it
cannot satisfy a logarithmic Sobolev inequality. We also remark that the standard Gaus-
sian measure satisfies LS(1) hence the integrability condition in the proposition is optimal
(consider the function f(x) = x to justify the statements).
The following result is reminiscent of the Lichnerowicz estimate for ΛPoi(M,g, µ) under
CD(K,N).
Theorem 2.1.1 (Bakry-Émery [5]). If M is compact and Ricg,µ,N ≥ K with K > 0 and
N > 1 then ΛLS(M,g, µ) ≥ KNN−1 .
For example the standard sphere Sn(1) ⊂ Rn+1 satisfies CD(n − 1, n) hence LS(n);
however since the optimal Poincaré constant is ΛPoi(Sn,gSn , µg) = n, it follows that
ΛLS(Sn,gSn , µg) = n as well. Mind that the case n = 1 corresponds to the 1-dimensional
torus (or equivalently to the circle [0,2pi]0∼2pi) which satisfies sharp Poi(1) (as can be ver-
ified by considering the corresponding Sturm-Liouville operator) as well as sharp LS(1)
[120]; in this case K = 0 by definition, and the convention KNN−1 = 1 makes sense.
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Up to this point we can summarize that when M is compact, K > 0 and N > 1 then
ΛPoi(M,g, µ) ≥ ΛLS(M,g, µ) ≥ KN > 0, where KN ∶= K1− 1
N
. Rothaus established in [104]
an interesting interpolation, by showing that when Ricg ≥ K (N = n) where K ∈ R, then
[69,104]
ΛLS(M,g, µg) ≥ tnΛPoi(M,g, µg) + (1 − tn)Kn ,
where tn = 4n(n+1)2 . Thus in the case of non-negative curvature ΛPoi(M,g, µg) and ΛLS(M,g, µg)
are of the same (dimension-dependent) order.
In [108] Saloff-Coste proved an important rigidity result for Riemannian manifolds, show-
ing that if (M,g, µg) has a finite volume, Ricg ≥K for some K ∈ R, and ΛLS(M,g, µg) > 0,
then M must be compact. The analogue statement for ΛPoi(M,g, µg) > 0 is false.
In this work we will study LSI on weighted manifolds with Ricg,µ,N ≥ K, where K ∈ R,
N =∞ and D ∈ (0,∞]. The lower bounds which we prove will depend on K and D (but
not on N) and will apply to N ∈ (n,∞].
The previous best known estimate was derived by E. Milman in [82], where it was shown
that under CDD(K,∞,D):
ΛLS(M,g, µ) ≥ c1(∫ c2D0 e−K2 t2dt)2 ,
where c1, c2 are some positive constants. Dimension independent lower bounds of different
functional form were also proved in [119] by F.Wang.
At present no sharp estimates are known. Our results close the gap being sharp in the
following sense: up to universal numeric constants they are equal to the sharp lower bound.
2.2 Main Tools
In this section we discuss two powerful methods which underlie the derivation of our
results. This presentation attempts to balance simplicity with completeness, and we refer
the reader to the relevant references at the end of each topic for further information.
2.2.1 The localization method
This method dates back to the work of Payne and Weinberger from 1960 [93] where a
sharp lower bound for the Poincaré constant was derived by comparison with the first
non-zero eigenvalue of a vibrating string. As explained in the introduction, the reduction
to comparison with a 1d problem is achieved by iterated bisections of a convex body, such
that the limit convex body is effectively a 1d interval equipped with a log-concave measure.
Such a technique was also implemented and developed by Gromov and Milman (1987) [46]
and Kannan, Lovasz, Simonovits (1993/5) [52, 75]. We refer to this dimensional reduc-
tion and its application to the study of inequalities as ‘localization’. Recently there has
been a major progress in the theory and implementation of optimal transport techniques.
Inspired by these developments B.Klartag [55] established in 2014 a general localization
theorem which applies to weighted Riemannian manifolds. Essentially the theorem guar-
antees a partition of the manifold measure into marginal measures supported on geodesics
(‘needles’); moreover under the condition Ricg,µ,N ≥K the densities of these measures ver-
ify inequalities of a familiar form (2.8), extending the notion of log-concavity. We remark
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that the localization theorem was also generalized to Finsler manifolds [90] and to general
metric measure spaces [29]. We will present a brief introduction to the method; a formal
formulation of the theorem will be given in the subsequent chapter. Our introduction is
based on [27], [90],[26] and [39].
2.2.2 Localization via optimal transport
In order to provide a simple overview of how optimal transport ideas fuse into a localization
theorem we consider the most basic problem, so called the Monge problem, where the
manifold is Rn and the cost function is the Euclidean distance.
Problem 1 (Monge) Let µ+ = f+dµLeb and µ− = f−dµLeb be two Borel probability
measures.
Denote by T (µ+, µ−) the set of 1-1 Borel maps T ∶ Rn → Rn such that T♯dµ+ = dµ−
(also known as the set of rearrangements or transport maps), i.e. ∫Rn φ(T (x))dµ+(x) =∫Rn φ(y)dµ−(y) for every φ ∈ C(Rn). Consider the following problem: find T∗ ∈ T (µ+, µ−)
which minimizes the distance-cost, that is
I[T∗] = min
T ∈T (µ+,µ−) I[T ] where I[T ] = ∫Rn ∣∣T (x) − x∣∣dµ+(x) .
T (µ+, µ−) was defined by the condition T♯dµ+ = dµ−, which is equivalent to f+(x) =
f−(T (x))detDT (x), and this constraint is highly non-linear, and therefore with the ex-
ception of a few particular cases, T (µ+, µ−) is a set which is very difficult to work with. In
the 1940’s Kantorovich proposed several pioneering ideas, which significantly relaxed the
minimization problem. Rather than considering the set T (µ+, µ−) he decided to consider
the set Π(µ+, µ−) of ‘transport plans’ defined by:
Π(µ0, µ1) ∶= {pi ∈ P (Rn ×Rn) ∶ p1 ♯pi = µ+, p2 ♯pi = µ−} ,
where pi ∶ Rn×Rn → Rn is the projection onto the i-th component (pi(A×Rn) = µ+(A) and
pi(Rn ×B) = µ−(B) for Borel sets A,B ⊂ Rn). By definition piT ∶= (Id, T )♯µ+ ∈ Π(µ+, µ−);
indeed for a Borel set E ⊂ Rn ×Rn : piT (E) = ∫{x∶ (x,T (x))∈E} dµ+(x) and
∫
Rn
∣∣x − T (x)∣∣dµ+(x) = ∫
Rn×Rn ∣∣x − y∣∣dpiT (x, y) .
Rather than considering Problem 1 he considered the following (infinite dimensional) linear
programming minimization problem over the weakly compact convex set Π(µ+, µ−) :
Problem 2 (Kantorovich) Find a measure pi∗ ∈ Π(µ+, µ−) solving
F [pi∗] = min
pi∈Π(µ+,µ−)J[pi] where J[pi] = ∫Rn ∫Rn ∣∣x − y∣∣dpi∗(x, y) .
The first important observation is that such a problem admits at least one solution. Fur-
thermore he also observed that such a problem admits an associated dual maximization
problem:
Problem 3 Consider f ∶= f+ − f−. Find a function φ∗ ∈ Lip1 such that
K[φ∗] = sup
φ∈Lip1K[φ] where K[φ] = ∫Rn φ(x)f(x)dµLeb(x) ,
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where Lip stands for the space of Lipschitz functions on Rn, and Lip1 stands for the
subspace of Lipschitz functions having Lipschitz constant at most 1. Under appropriate
conditions on µ+ and µ−, a maximizer is known to exist [26].
The optimality condition translates into the identity
min
pi∈Π(µ+,µ−)J[pi] = maxφ∈Lip1K[φ] .
Definition 2.2.1. Any function φ ∈ Lip1 which maximizes K[φ] will be referred to as a
Kantorovich potential.
Let φ be a Kantorovich potential. In addition Kantorovich concluded that :
pi ∈ Π(µ+, µ−) is optimal ⇐⇒ pi (Γ) = 1 where Γ ∶= {(x, y) ∈ Rn ×Rn ∶ φ(x) − φ(y) = ∣x − y∣} .
This says something about the support of the transport plan, and under appropriate
conditions one can conclude that it is actually concentrated on the graph of a Borel map
T, which is equivalent to pi = (Id, T )♯µ+. This is the content of the following proposition
(proved in [26]) which applies to f+ and f− being compactly supported:
Proposition 2.2.2. Fix φ ∈ Lip1(Rn, d) and let T ∈ T (µ+, µ−). If
φ(x) − φ(T (x)) = ∣∣x − T (x)∣∣ for µ+ a.e. x ∈X , (2.17)
then
1. φ is a Kantorovich potential maximizing K (Problem 3).
2. T is an optimal map in the Monge Problem 1.
3. infT ∈T (µ+,µ−) I[T ] = supu∈Lip1 K[u].
4. Every other optimal map T˜ and Kantorovich potential φ˜ will also satisfy (2.17).
Definition 2.2.3. A set S ⊂ Rn ×Rn is ∣∣ ⋅ ∣∣ cyclically monotone iff for any finite subset{(x1, y1), ..., (xN , yN)} ⊂ S the following holds
∑
1≤i≤N ∣∣xi − yi∣∣ ≤ ∑1≤i≤N ∣∣xi − yi+1∣∣ (yN+1 = y1) .
The set Γ is cyclically monotone, and whenever (x, y) ∈ Γ, then considering zt = tx+(1−t)y
it holds that (zs, zt) ∈ Γ for any s ≤ t. This suggests that Γ partitions into equivalence
classes which are lines {Lq}q∈Q and points {za}a∈A in Rn. One calls the set T ∶= ⋃q∈QLq
the transport set (the points which move under the optimal map) and Z ∶= ⋃a∈A za.
Via measure disintegration theorem [41] we have a decomposition of the marginal measures
µ+ = ∫Q µ+qdζ(q) and µ− = ∫Q µ−qdζ(q). When Q satisfies a certain measurablity condition
[27], the conditional measures µ+q and µ−q are supported on the straight lines Lq.
The Monge problem can be stated and solved in a much broader framework of separable
metric measure spaces X. One distinct difference between the general case and Rn, is that
the space is decomposed into sets T ∪Z, where Z are as before, the points stabilized by
the transport map, and T is the transport set which is partitioned, up to a measure zero,
into a family of geodesics {Lq}q∈Q.
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In R there is a simple construction for the optimal transport map, which is the monotone
rearrangement transport. By the measure decomposition the original Monge problem re-
duces to a family of 1-dimensional problems: for each q ∈ Q find
minpi∈Π(µ+q ,µ−q) ∫Lq×Lq d(x, y)dpi(x, y), which is essentially equivalent to the Euclidean prob-
lem, since the geodesics are isometric to intervals in R, and since µ+q contains no atoms,
the monotone rearrangement Tq exists, and one defines T to be Tq on Lq. This overview
gives the conceptual basis for the optimal transport approach to the needle decomposi-
tion. With a conceptually similar approach follows the needle decomposition on weighted
manifolds (M,g, µ) (or even general measure spaces); under the assumption that M is
complete or at least geodesically-convex we get in an analogous manner a partition of
M into length minimizing geodesics {γq}q∈Q, and measures {µq}q∈Q on M supported on
these geodesics. Moreover given that Ricg,µ ≥ K one can also conclude additional impor-
tant properties of the marginals dµq. For applications (e.g functional and isoperimetric
inequalities), we are usually given a guiding function - a non-zero f ∈ Cc(M) such that∫M f(x)dµ(x) = 0. A Monge problem of finding an optimal rearrangement between the
measures dµ+ ∶= f+dµ and dµ− ∶= f−dµ is naturally associated with f . f satisfies the con-
dition ∫M ∣f(x)∣d(x,x0)dµ(x) <∞ which guarantees a Kantorovich potential φ ([55, 90]).
Following the concepts we have previously introduced, we obtain a decomposition of the
measure into marginals {µq}q∈Q (the ‘needles’). A complete formulation of Klartag’s nee-
dle decomposition theorem on weighted Riemannian manifolds will be given in the next
chapter.
For further reading: [27,29,39,55,90].
2.2.3 Estimates of the Poincaré and the log-Sobolev constants on R
In subsequent chapters we will see that application of the localization theorem to functional
inequalities, reduces the problem of characterizing the sharp constant of the functional
inequality, to a one-dimensional analogous problem for a class of measures supported in
R. The Muckenhoupt condition [6,86] provides a useful necessary and sufficient condition
for the validity of the Poincaré inequality for such measures, as well as some important
quantitative estimates of their Poincaré constant. The condition as well as the estimates
were extended to Log-Sobolev inequalities by Bobkov and Götze [20]. It will play a very
important role in subsequent chapters, therefore we provide an elaborated discussion about
its origins. Specific steps of its proof allow some flexibility; small modifications to these
steps can yield equivalent formulations of the condition (or even further extensions) .
2.2.4 Poincaré Inequalities on R
The classical Hardy inequality on the line
∫ ∞
0
∣f(x)
x
∣p dx ≤ ( p
p − 1)p∫ ∞0 ∣f ′(x)∣p dx f ∈ C1c ([0,∞)) s.t. f(0) = 0, p > 1 ,
was extended to the following form, called weighted Hardy inequality, by B.Muckenhoupt
(1972) [86]:
∫ ∞
0
∣f(x)∣pdξ ≤ A∫ ∞
0
∣f ′(x)∣pdν, f ∈ C1c ([0,∞)) s.t. f(0) = 0 , (2.18)
where ν,µ are non-negative Borel measures on R+ satisfying the Muckenhoupt condition.
This is its most general form in dimension 1.
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2.2.5 The Muckenhoupt Condition
The following result on the optimal constant in the weighted Hardy inequality with p = 2
is due to M. Artola, G. Talenti, and G. Tomaselli (cf. Muckenhoupt [86]); it is valid for
general non-negative Borel measures ξ and ν, which for our purposes we assume dξ(x) =
pξ(x)dm(x) and dν(x) = pν(x)dm(x). We will write that Har(A) is verified if (2.18) is
verified with constant A = A(ξ, ν). We will show the relation of this type of inequality to
the Poincaré and LS inequalities. To this end it will be useful to introduce new definitions:
• We denote by η the median of ξ.
• I+ ∶= [0,∞) and I− ∶= (−∞,0].
• h+ ∶= ∫ x0 1pν(t)dt and h− ∶= ∫ 0x 1pν(t)dt.
• r+(x) ∶= √ξ([x,+∞)) and r−(x) ∶= √ξ((−∞, x]).
• Given i ∈ {−,+} and a function f we define the ± components of f by: fi(x) ∶=
f(x)1Ii(x).
Theorem 2.2.4. If {Ai(ξ, ν)}i∈{+,−} are the optimal constants in the inequalities
∫
I± f
2(x)dξ(x) ≤ Ai(ξ, ν)∫
I± f
′(x)2dν(x), f ∈ C1c (Ii), f(0) = 0 , (2.19)
then Bi(ξ, ν) ≤ Ai(ξ, ν) ≤ 4Bi(ξ, ν) where for i ∈ {+,−}:
B+ ∶= sup
x>0 r+(x)2h+(x) , B− ∶= supx<0 r−(x)2h−(x) .
Proof of Theorem 2.2.4. We firstly show that B+ < ∞ implies Har(4B+). Starting with
the CS inequality :
f(x)2 = (∫ x
0
f ′(t)dt)2 = (∫ x
0
f ′(t)k(t) 12k(t)− 12dt)2 ≤ ∫ x
0
f ′(t)2k(t)dt∫ x
0
1
k(t)dt ,
where k(x) is a yet undetermined positive function on [0, x]. Write the RHS as(∫ x0 f ′(t)2k(t)dt)2g(x) where g(x) ∶= 12 ∫ x0 1k(t)dt; then by Fubini’s theorem
∫ ∞
0
f(x)2dξ = ∫ ∞
0
f(x)2pξ(x)dx ≤ 2∫ ∞
0
pξ(x)g(x) (∫ x
0
f ′(t)2k(t)dt)dx
Fubini= 2∫ ∞
0
f ′(t)2k(t) (∫ ∞
t
g(x)pξ(x)dx)dt .
Notice that by definition g′(x) = 12k(x) , so k(x) is determined directly by g′(x). Take
g(x) = √h+(x) then g(x) ≤ √B+r+(x) by definition of B+, and since −2r′+(x) = pξ(x)r+(x) we get
the inequality
∫ ∞
0
f(x)2pξ(x)dx ≤ −4√B+ ∫ ∞
0
f ′(t)2k(t) (∫ ∞
t
r′+(x)dx)dt = 4√B+ ∫ ∞
0
f ′(t)2k(t)r+(t)dt .
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Notice that k(t) = 12g′(t) = √h+(t)pν(t) implying that k(t)r+(t) = √h+(t)pν(t)r+(t) ≤√
B+pν(t). By definition r+(t)√h+(t) ≤ √B+ whence
∫
I+ f(x)2pξ(x)dx ≤ 4B+∫I+ f ′(x)2pν(x)dx , (2.20)
implying that A+ ≤ 4B+. We apply the same argument to the term ∫I− f(x)2dξ using B−
instead of B+ to conclude A− ≤ 4B−.
The opposite direction, i.e. Har(A+) implies B+ ≤ A+ < ∞, is proved by substitution of
proper test functions ([6, p. 197]).
The following theorem, known as the Muckenhoupt condition, is a corollary of the previous
theorem:
Theorem 2.2.5. Let ξ be a Borel probability measure on R with dξ(x) = pξ(x)dm(x). Let
η be a median of ξ (i.e. min (ξ([η,+∞)), ξ([−∞, η))) ≥ 12). Define
B+ ∶= sup
x>η ξ([x,+∞))∫ xη 1pξ(t)dt B− ∶= supx<η ξ((−∞, x])∫ ηx 1pξ(t)dt .
Then ΛPoi(ξ) > 0 iff B = B+ +B− <∞. Moreover we can then estimate 14B ≤ 1ΛPoi(ξ) ≤ 4B.
Proof. Notice that V arξ(f) ≤ ∫ [f(t)−f(η)]2dξ(t) since the variance minimizes distance to
constants in L2(ξ), while the integral ∫ f ′(x)2dξ(x) is invariant under f(t)↦ f(t)−f(η).
By a change of coordinates we may further assume that η = 0 and then f(0) = 0 as
well. Hence in order to show ΛPoi(ξ) > 0 it is sufficient to show that for some A < ∞:∫ f(t)2dξ(t) ≤ A ∫ f ′(t)2dξ(t) for any f ∈ C∞c (R) s.t. f(η) = 0. According to Theorem
2.2.4 any such f satisfies ∫I± f(x)2dξ(x) ≤ A±(ξ) ∫I± f ′(t)2dξ(x), where the constants
A+(ξ) ∶= A+(ξ, ξ) and A−(ξ) ∶= A−(ξ, ξ) verify the following estimates Bi(ξ) ≤ Ai(ξ) ≤
4Bi(ξ). Thus in particular ΛPoi(ξ)−1 ≤ A ∶= A+ + A−. We conclude that ξ verifies a
Poincaré inequality with constant [4(B− +B+)]−1 (i.e. Poi( 14B )).
For the converse, still under the assumption that η = 0, one uses the fact that un-
der Poi(ΛPoi(ξ)) for any function which vanishes outside I+ (alternatively outside I−):∫ f2(x)dµ(x) ≤ 2ΛPoi(ξ) ∫ f ′(x)2dµ(x) ([6, p.182]). Substitution of proper test functions
shows B+,B− ≤ 2ΛPoi(ξ) , hence B = B+ +B− ≤ 4ΛPoi(ξ) (for the details see [6, p.197]).
One should notice that whenever B <∞ then 1pξ must be locally integrable and supp(ξ)
must be a connected set. In addition the median is unique, since the measure of any open
interval inside supp(ξ) is strictly positive.
2.2.6 Log-Sobolev inequalities on R
LS inequalities as Poincaré inequalities in Orlicz spaces [20]
Let (Ω, µ) be a probability space. Given a Young function (i.e. an even convex function
N ∶ R → [0,+∞) with N(0) = 0,N(x) > 0 for x > 0), the Orlicz space LN(Ω, µ) consists
of all measurable functions with ∣∣f ∣∣N = sup{λ > 0 ∶ ∫ N(f/λ)dµ ≥ 1} < ∞. Since N
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strictly increases on [0,∞) it admits an inverse N−1 ∶ [0,∞) → [0,∞). When N(x) = ∣x∣p(1 ≤ p < ∞), LN(Ω, µ) is the usual Lebesgue Lp(µ) space which corresponds to the
norm ∣∣f ∣∣p. We will now discuss how LS inequalities can be interpreted as Poincaré -type
inequalities. Recall (2.13) for the definition of the Entropy.
The LS inequality
Entµ(f2) ≤ Λ−1LS(Ω, µ)∫ f ′(x)2dµ(x) ,
can clearly be strengthened to
L(f) ∶= sup
a∈R Entµ((f + a)2) ≤ Λ−1LS(Ω, µ)∫Ω f ′(x)2dµ(x) ,
since (f + a)′ = f ′ for all a ∈ R. In [20] Bobkov and Götze proved that with respect to the
Young function N1(x) ∶= x2 log(1 + x2), for any f ∈ LN1(Ω, µ):
∣∣f − ∫
Ω
fdµ∣∣2N1 ≂ L(f) ,
where A ≂ B iff there are numeric constants c1, c2 > 0 s.t. c2B ≤ A ≤ c1B. This implies
that the LS inequality can be written as a Poincaré-type inequality1 with constant Λ′LS
∣∣f − ∫
Ω
fdµ∣∣N1 ≤ Λ′−1LS ∫
Ω
f ′(x)2dµ . (2.21)
In addition they observed that when (Ω, µ) = (R, ξ), where ξ is a probability measure
supported in R, (2.21) can be reduced into a Hardy-type inequality for the Orlicz space
norm ∣∣ ⋅ ∣∣N2 where N2(x) ∶= ∣x∣ log(1 + ∣x∣). Specifically they showed that for any f ∈
LN1(R, ξ) :
1. ∣∣f ∣∣1 ≤ ∣∣f ∣∣2 ≤ C2,N1 ∣∣f ∣∣N1 (with 0 < C2,N1 ≤ √52 some constant).
2. L(f) ≂ ∣∣f − ∫ fdξ∣∣N1 ≲ ∣∣f ∣∣N1 .
However for the ± components of a function f , (2) can be improved: ∣∣fi − ∫ fidξ∣∣N1 ≂∣∣fi∣∣N1 . Indeed by the Cauchy-Schwarz inequality ∣ ∫ fidξ∣ = ∣ ∫ fi1Iidξ∣ ≤ ∣∣fi∣∣2 1√2 ≤
C2,N1√
2
∣∣fi∣∣N1 . Using the triangle inequality
∣∣fi∣∣N1 ≤ ∣∣fi − ∫ fidξ∣∣N1 + ∣∫ fidξ∣ = ∣∣fi − ∫ fidξ∣∣N1 + ∣ ∫ fidξ∣N−11 (1)≤ ∣∣fi − ∫ fidξ∣∣N1 + √5
2
√
2
∣∣fi∣∣N1 ,
whence ∣∣fi∣∣N1 ≲ ∣∣fi − ∫ fidξ∣∣N1 . In view of this inequality, if we apply (2.21) to the ±
components of a function f , and use the relation ∣∣f ∣∣2N1 = ∣∣f2∣∣N2 , we get the inequalities
∣∣f2i ∣∣N2 = ∣∣fi∣∣2N1 ≲ ∣∣fi − ∫ fidξ∣∣2N1 ≂ L(fi) ≲ Λ−1LS ∫Ii f ′(x)2dξ(x) i ∈ {+,−} . (2.22)
1We remark that one can also identify LSI as limits of Sobolev inequalities (or more specifically Beckner-
type inequalities) with norm ∣∣ ⋅ ∣∣2+ where → 0; the reader is referred to [6, p.312] for further details.
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The Bobkov-Götze condition for LS inequalities
Denote by Xi (i ∈ {+,−}) the Banach spaces LN2(Ii, ξ). Let A(Xi, ξ) be the ‘optimal’
(smallest) constants for the inequalities
∣∣f2∣∣N2 ≤ A∫
Ii
f ′(x)2dξ(x), f ∈ C1(Ii), f(0) = 0, i ∈ {+,−} .
By (2.22) we can conclude that Λ−1LS(ξ) ≥ A(X±, ξ). In particular
Λ−1LS(ξ) ≥ 12 (A(X+, ξ) +A(X−, ξ)). On the other hand
L(f) ≂ ∣∣f − ∫ fdξ∣∣2N1 ≤ (∑
i=± ∣∣fi − ∫ fidξ∣∣)
2 ≲ ∣∣f2+ ∣∣N2 + ∣∣f2− ∣∣N2
≲ (A(X+, ξ) +A(X−, ξ))∫ f ′(x)2dξ(x) ,
implying that A(X+, ξ) + A(X−, ξ) ≳ Λ−1LS . Therefore we may write Λ−1LS ≂ A(X+, ξ) +A(X−, ξ). The constants A(X±, ξ) can be easily estimated using the following observation:
the spacesXi belong to a class of Banach spaces which are called ‘ideal’ (see [53] for further
details); the norms of these spaces admit a useful representation formula:
∣∣f ∣∣ = sup
g∈Gi ∫Ii ∣f(x)∣g(x)dξ(x) i ∈ {+,−} , (2.23)
where Gi is some family of non-negative Borel measurable functions g on Ii with Borel
measure ξ. Now, apply Theorem 2.2.4 to the pairs (ξg, ξ) where dξg(x) ∶= g(x)dξ(x)
for g ∈ G±. The theorem shows that A±(ξg, ξ) is equivalent to B±(ξg, ξ); specifically:
B±(ξg, ξ) ≤ A±(ξg, ξ) ≤ 4B±(ξg, ξ). A(Xi, ξ) (i ∈ {+,−}) (being optimal) can be expressed
as A(Xi, ξ) = supg∈Gi Ai(ξg, ξ) in view of the representation formula (2.23). If B(Xi, ξ) ∶=
supg∈Gi Bi(ξg, ξ), then B(Xi, ξ) ≤ A(Xi, ξ) ≤ 4B(Xi, ξ) .
Recall that Xi (i ∈ {+,−}) were defined as the Banach spaces LN2(Ii, ξ); their norm∣∣ ⋅ ∣∣ ∶= ∣∣ ⋅ ∣∣N2 verifies (2.23); by this representation formula we may write:
B(X+, ξ) = sup
g∈G+ supx>0 (∫ 1[x,+∞)dξg)h+(x) = supx>0 ∣∣1[x,+∞)∣∣h+(x) .
Since ∣∣1[x,∞)∣∣N2 = 1N−12 (1/ξ([x,∞)) , and since N−12 (t) ≂ tlog t (see [20, p.25]) we conclude
that
B(X+, ξ) ≂ sup
x>0
1
N−12 (1/ξ([x,∞))h+(x) ≂ supx>0(1 − F (x)) log( 11 − F (x))h+(x) ,
where F (x) ∶= ξ((−∞, x]) stands for the distribution function of ξ. Similar arguments
show that
B(X−, ξ) ≂ sup
x<0
1
N−12 (1/ξ((−∞, x])h−(x) ≂ supx<0 F (x) log( 1F (x))h−(x) .
These estimates give the Bobkov-Götze condition.
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Theorem 2.2.6. Let ξ be a Borel probability measure on R with dξ(x) = pξ(x)dm(x). Let
η be a median of ξ (i.e. min (ξ([η,+∞)), ξ([−∞, η) ≥ 12). Define
B+ ∶ = sup
x>η ξ([x,+∞)) log( 1ξ([x,+∞)))∫ xη 1pξ(t)dt and
B− ∶ = sup
x<η ξ((−∞, x]) log( 1ξ((−∞, x]))∫ ηx 1pξ(t)dt .
Then ΛLS(ξ) > 0 iff B = B+ + B− <∞. Moreover 1ΛLS(ξ) ≂ B.
For the exact multiplicative constants which give this equivalence the reader is referred
to [20]. As we previously mentioned, modifications/improvements to this condition are
possible. For example from [7,9] it follows that Λ−1LS(ξ) ≤ 4 max(Bθ−,Bθ+), where for θ ∈ R:
Bθ+ ∶ = sup
x>θ ξ([x,+∞)) log(1 + e2ξ([x,+∞)))∫ xθ 1pξ(t)dt and
Bθ− ∶ = sup
x<θ ξ((−∞, x]) log(1 + e2ξ((−∞, x]))∫ θx 1pξ(t)dt ,
yet for θ = η we also have max(Bη−,Bη+) ≤ 4Λ−1LS(ξ).
For further reading see [6, 20,86].
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Chapter 3
The extreme points characterization
theorem
3.1 Definitions
The following definitions will be utilized through the rest of this work. Mind that these
definitions were adapted for this work, however the same terminology might be used
differently by other authors, in other contexts or for different purposes.
Definition 3.1.1 (Convex Weighted Riemannian manifolds). A weighted Riemannian
manifold (WRM) is a triple (Mn,g, µ), where
• (Mn,g) is a smooth, connected, complete n-dimensional Riemannian manifold (with
or without boundary ∂M) where n ≥ 1.
• µ is a measure on M having density U(x) = e−V (x) with respect to µg (the standard
Riemannian measure), which is smooth and positive on M .
We say (Mn,g, µ) is a convex weighted Riemannian manifold (CWRM) if in addition
• int(M) is geodesically-convex.
We remind the reader that a set A is said to be geodesically convex if any two points
x, y ∈ A are connected by at least one distance minimizing geodesic in A.
Our results pertain to convex weighted Riemannian manifolds, therefore from this point
on whenever we refer to a general triple (Mn,g, µ) with no further specification, we will
assume it is a CWRM.
Definition 3.1.2 (Curvature-Dimension-Diameter conditions). Given K ∈ R and N ∈(−∞,∞], we say that (Mn,g, µ) satisfies
• CD(K,N) (Curvature-Dimension conditions) if
Ricg,µ,N ≥K ⋅ g (as symmetric 2-tensors on M) ,
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where Ricg,µ,N is the generalized Ricci tensor which is defined by
Ricg,µ,N ∶ = Ricg +∇2gV − 1N − n∇gV ⊗∇gV = Ricg − (N − n)∇2gU
1
N−n
U
1
N−n ,
with the conventions 1∞ = ∞ ⋅ 0 = 0. Here Ricg denotes the ordinary Ricci tensor.
Following the above conventions the case N = n is possible only when U is constant
(∇gV = 0). Evidently Ricg,µg,n = Ricg and Ricg,µ,∞ = Ricg +∇2gV .
• CDD(K,N,D) (Curvature-Dimension-Diameter conditions) if in addition to CD(K,N)
also diam(M) ∶= supx,y∈M d(x, y) ≤D where D ∈ (0,+∞].
• CDb(K,N) (resp. CDDb(K,N,D)) if in addition to CD(K,N) (resp. CDD(K,N,D))
also µ(M) <∞.
For early works which motivate this definition the reader is referred to [4, 5, 25, 81]. For
most of this work the pertinent range of N is (−∞,0] ∪ [n,∞]; in this range occurrences
of 1N (resp.
1
N−n) when N = 0 (resp. N = n) should be interpreted as −∞ (resp. +∞),
as one would expect by considering limits. For many purposes it could have been more
natural to accept 1N as the significant parameter; for example, one should observe that
the CD(K,N) condition is monotone in 1N when 1N ∈ [−∞, 1n] in the following sense
CD(K,N1)⇒ CD(K,N2) if 1
N2
≤ 1
N1
. (3.1)
In particular this shows that CD(K,0) is the weakest. Notwithstanding, considering
other purposes, as well as tradition, we have accepted N as the significant parameter
for the formulation of statements and definitions. The range [n,∞] has been extensively
studied and is well understood, while at present much less is known about the range(−∞,0]. Nevertheless, this gap is quickly filled; first results on the subject appeared in
[58,59,83,89,92].
Definition 3.1.3 (The symbols δ and lδ). Whenever K ∈ R, N ∈ (−∞,∞], we define
δ = δ(K,N) ∶= ⎧⎪⎪⎨⎪⎪⎩
K
N−1 if N ≠ 1
0 otherwise
, lδ = lδ(K,N) ∶= ⎧⎪⎪⎨⎪⎪⎩
pi√
δ
if δ > 0+∞ if δ ≤ 0 .
Remark 3.1.4. The dependence of lδ on 1N will be important for certain statements.
Consider the variable 1N on the domain
1
N ∈ [−∞,1) (i.e. N ∈ (−∞,0] ∪ (1,∞]). It is
immediate to verify that on [−∞,1), for K > 0 the function 1N → lδ is non-increasing,
while for K < 0 it is non-decreasing. Notice that for 1N = 0 it holds that lδ =∞ no matter
what is the sign of K.
Throughout this work we assume the following definition of the support:
Definition 3.1.5 (The supports supp and supp).
• Given a (signed) measure ξ on R we define its support supp(ξ) to be the set defined
by:
supp(ξ) = {x ∈ R ∶ ∣ξ∣(I(x; r)) > 0, ∀r > 0} ,
where I(x; r) ∶= (x − r, x + r).
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• Given a [m]-measurable function f ∶ R→ R∪{±∞}, we define supp(f) ∶= supp(f dm)
and supp(f) ∶= supp(f dm) ∩ supp(f−1 dm).
Definition 3.1.6 (The class MC∞[K,N,D](I)). Given K ∈ R, N ∈ (−∞,∞], D ∈ (0,∞], and
I ⊂ R a closed interval, we say that a measure ξ on R is of classMC∞[K,N,D](I), if it satisfies
the following conditions:
1. ξ is finite.
2. supp(ξ) ⊂ I.
3. supp(ξ) is an interval Iξ s.t. diam(Iξ) ≤D.
4. dξ = Jdm, where
(a) J ∈ C∞(int(Iξ)) is strictly-positive on int(Iξ).
(b) J satisfies the following differential inequality on int(Iξ)
−LogHessN−1J ≥K , (3.2)
where
LogHessN−1J ∶= (logJ)′′ + 1
N − 1((logJ)′)2 ⎛⎝⇐⇒ (N − 1)(J
1
N−1 )′′
J
1
N−1 , for N ∉ {1,∞}⎞⎠ ,
with the usual interpretation when N = 1 or N =∞.
When I = R we refer to this class simply by MC∞[K,N,D].
Remark 3.1.7. The condition (3.2) should be compared with Definition 3.1.2, as it can
be interpreted as a CDDb(K,N,D) condition of the 1 dimensional space (R, ∣ ⋅ ∣, µ = J ⋅m).
We remark that this condition is closely related to the Heintze-Karcher theorem and its
generalizations (Heintze-Karcher [49], Bayle [11], Morgan [85], and E.Milman [83] for neg-
ative N) for smooth hypersurfaces in S ⊂M . For N = n the condition can be conceptually
interpreted as the equation satisfied by the square-root of a matrix determinant of Jacobi-
fields orthogonal to a specified geodesic emanating from the hypersurface. For further
details about generalizations of the Heintze-Karcher theorem to the setting of WRM the
reader is referred to [82,83].
Following [82,83] we introduce:
Definition 3.1.8 (The z− and z+ delimiters, f+). Given a continuous function f ∈ C(R)
with f(0) ≥ 0, we set z−(f) ∶= sup{x ≤ 0 ∶ f(x) = 0} and z+(f) ∶= inf{x > 0 ∶ f(x) = 0} and
we define f+ ∶= f ⋅ 1[z−(f), z+(f)].
Definition 3.1.9 (f∨). Given a function f ∶ R→ R ∪ {±∞} we define f∨ ∶= max{f,0}.
Definition 3.1.10 (Model-space densities). Given K ∈ R, N ∈ (−∞,∞] and h ∈ R, we
define JK,N,h ∶ R→ R+ ∪ {+∞} as the functions
JK,N,h(x) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(cδ(x) + hN−1sδ(x))N−1+ if N ∉ {1,∞}
exp(hx − K2 x2) if N =∞
1 if N = 1 , (3.3)
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where
sδ(x) ∶= ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
sin(√δx)/√δ δ > 0
x δ = 0
sinh(√−δx)/√−δ δ < 0 cδ(x) ∶=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
cos(√δx) δ > 0
1 δ = 0
cosh(√−δx) δ < 0 , (3.4)
where δ = δ(K,N) is defined in Definition 3.1.3. Notice that JK,N,h(0) = 1 and for N ≠ 1
J ′K,N,h(0) = h.
Remark 3.1.11. One should notice the following:
• ForN ≠ 1 JK,N,h satisfies the equation −LogHessN−1JK,N,h =K on int(supp(JK,N,h))
(cf. (3.2) with J(0) = 1, J ′(0) = h).
• diam(supp(JK,N,h)) is exactly lδ (see Definition 3.1.3).
• When N < 0 and K < 0 then JK,N,h is not integrable at the boundary points of
supp(JK,N,h).
• It is easy to check that for fixed K, h ∈ R it holds that JK,N,h(x) N→∞Ð→ JK,∞,h(x).
Definition 3.1.12 (The model class MM[K,N,D]). We define MM[K,N,D] as the set of finite
absolutely continuous measures dξ = Jdm, s.t. J(x + r) = cJK,N,h(x)1I(x), where c > 0,
r ∈ R and I ⊂ supp(JK,N,h) is an interval s.t. 0 < diam(I) ≤D.
Notice that MM[K,N,D] ⊂MC∞[K,N,D].
3.2 The localization theorem and functional inequalities
As discussed in the introduction, the localization theorem [55] of B. Klartag is the main
tool we use to estimate the constants associated with functional inequalities on manifolds.
We present it here in a convenient form. Notice that throughout we use the notion of
Lebesgue measurability on a manifold M , meaning measurability with respect to the
completion of the Borel σ-field (see [55] for further details).
Theorem 3.2.1 (The localization theorem with a guiding function, B. Klartag [55]; see
also [29, 90]). Assume (Mn,g, µ = e−V ⋅ µg) (with n ≥ 2) is a geodesically-convex WRM
with µ(M) < ∞ and s.t. ∂M = ∅. Assume h ∶ M → R is a µ-integrable function such
that ∫M hdµ = 0 and h(⋅)d(x0, ⋅) ∈ L1(M ;µ) for some x0 ∈ M . Then there exists a
decomposition M = T ⊍Z, a measure space (Q,ΣQ, ζ) and a set of Lebesgue measures{µq}q∈Q on M such that:
1. h = 0 [µ]-a.e. on Z.
2. T = ⋃q∈QXq where
• Xq is the image of a positive-length unit-speed length-minimizing geodesic γq ∶
Iq →M , where Iq ⊂ R is an open interval.
• Up to a [µ] null-set this is a partition of T .
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3. For any Lebesgue measurable set A ⊂M :
• The map q ↦ µq(A) is well defined [ζ] a.e. and is [ζ] measurable.
• µ(A ∩ T ) = ∫q∈Q µq(A)dζ(q).
4. For [ζ] a.e. q ∈ Q:
(a) supp(µq) ⊂Xq.
(b) ∫Xq h(x)dµq(x) = 0 and ∫Xq dµq(x) = 1.
(c) If (M,g, µ) is of class CDDb(K,N,D) where N ∈ (−∞,1) ∪ [n,∞], then µq =
γq ♯ (Jq ⋅m) where Jq ⋅m ∈MC∞[K,N,D].
Here we denoted by γq ♯ the pushforward defined by γq, so the condition µq = γq ♯ (Jq ⋅m)
amounts to ∫R φ(γq(x))Jq(x)dm(x) = ∫M φ(y)dµq(y) for any φ ∈ C(M).
Notice that by rescaling of the measure ζ we can assume any other convenient normaliza-
tion of {µq}q∈Q in 4.b. We refer to the measures µq as ’CDDb(K,N,D)-needles’, and to
the set {(Xq, µq)}q∈Q as a needle decomposition of (M,g, µ) associated with the guiding
function h.
3.2.1 Functional inequalities on geodesically convex domains
Following Klartag [55], we now derive the main variational formulas for the estimates
which we wish to study through the rest of this work. These formulas can also be found
(in a possibly different form) in [55] and [29]. Recall (1.1) and (1.3) for the definitions of
the function spaces FPoi(M,µ) and FLS(M,µ), and to (1.6) and (1.7) for the definitions
of Λ(p)Poi(M,g, µ) and ΛLS(M,g, µ).
Theorem 3.2.2 (A p-Poincaré inequality). [B.Klartag [55]] Assume (Mn,g, µ) is a CWRM,
which satisfies CDDb(K,N,D) with K ∈ R, N ∈ (−∞,1) ∪ [n,∞] and D ∈ (0,∞]. Then
Λ
(p)
Poi(M,g, µ) ≥ λ(1,p)K,N,D, (3.5)
where
λ
(1,p)
K,N,D ∶= inf
0≠ξ∈MC∞[K,N,D] inf {∫ ∣f
′(t)∣pdξ(t)∫ ∣f(t)∣pdξ(t) ∶ f ∈ F(p)Poi(ξ)} . (3.6)
For p = 2 we abbreviate and identify λK,N,D ∶= λ(1,2)K,N,D.
Theorem 3.2.3 (A Log-Sobolev inequality). Assume (Mn,g, µ) is a CWRM, which sat-
isfies CDDb(K,N,D) with K ∈ R, N ∈ (−∞,1) ∪ [n,∞] and D ∈ (0,∞]. Then
ΛLS(M,g, µ) ≥ ρK,N,D, (3.7)
where
ρK,N,D ∶= inf
0≠ξ∈MC∞[K,N,D] inf { 2 ∫ f
′(t)2dξ(t)∫ f(t)2 log (f(t)2)dξ(t) ∶ f ∈ FLS(ξ)} . (3.8)
The two theorems are proved using the same approach, via Klartag’s localization theorem.
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Proof of Theorem 3.2.2. For the case n = 1 the statement follows directly from the defini-
tion of λ(1,p)K,N,D. We proceed under the assumption that n ≥ 2.
Let f ∈ F(p)Poi(M,µ). Define
h˜f(x) ∶= f(x)∣f(x)∣p−2 .
Then by definition of F(p)Poi(M,µ):
• h˜f ∈ Cc(M), hence h˜f ∈ L1(M ;µ) and moreover h˜f(⋅)d(x0, ⋅) ∈ L1(M ;µ) for any
x0 ∈M .
• ∫M h˜f dµ = 0.
Let us firstly assume ∂M = ∅. According to Theorem 3.2.1 M = T ⊍Z and
1. T = ⋃q∈QXq where {Xq}q∈Q being the images of unit-speed length-minimizing
geodesics γq ∶ Iq →M (notice that this implies that diam(Iq) ≤D).
2. µ∣T = ∫q∈Q µqdζ(q) where µq = (γq ♯)Jq ⋅m is a CDDb(K,N,D)-needle.
3. h˜f = 0 for [µ]-a.e. x ∈ Z.
We set fq ∶= f(γq(t)) and define hfq(t) ∶= h˜f(γq(t)) = fq(t)∣fq(t)∣p−2; evidently∫ hfq(t)Jq(t)dm(t) = 0, and by definition of λ(1,p)K,N,D it follows that for all q ∈ Q :
λ
(1,p)
K,N,D ∫ ∣fq(t)∣pJqdm(t) ≤ ∫ ∣f ′q(t)∣pJqdm(t) .
Hence using the inequality ∣f(γq(t))′∣ C.S.≤ ∣∇f(γq(t))∣∣γ′q(t)∣ ∣γ′q(t)∣=1= ∣∇f(γq(t))∣ we con-
clude for p ∈ (1,∞):
∫
M
∣∇f ∣p(x)dµ(x) ≥ ∫T ∣∇f ∣p(x)dµ(x) = ∫q∈Q dζ(q)∫T ∣∇f ∣p(x)d[γq ♯(Jq ⋅m)] (3.9)= ∫
q∈Q dζ(q)∫Iq ∣∇f ∣p(γ(t))Jq(t)dm(t) ≥ ∫q∈Q dζ(q)∫Iq ∣f ′q(t)∣pJq(t)dm(t)≥ λ(1,p)K,N,D ∫
q∈Q dζ(q)∫Iq ∣fq(t)∣pJq(t)dm(t) = λ(1,p)K,N,D ∫T ∣f(x)∣pdµ(x) = λ(1,p)K,N,D ∫M ∣f(x)∣pdµ(x) ,
where the last inequality is a consequence of h˜f = 0 for [µ] a.e. x ∈ Z. Therefore
Λ
(p)
Poi(M,g,µ) ≥ λ(1,p)K,N,D.
If ∂M ≠ ∅ we get the same conclusions by applying the localization Theorem 3.2.1 to
int(M) =M ∖∂M , which by assumption is geodesically-convex; indeed, since ∂M is a [µ]
null-set, all integrals over M in (3.9) coincide with integrals over int(M).
Proof of Theorem 3.2.3. Considering the proof for ΛPoi, it is sufficient to prove the state-
ment under the assumption that n ≥ 2. Let f ∈ FLS(M,µ). Define
h˜f(x) ∶= f2(x) − 1 .
Then by definition of FLS(M,µ):
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• h˜f ∈ C∞c (M), hence h˜f ∈ L1(M ;µ) and moreover h˜f(⋅)d(x0, ⋅) ∈ L1(M ;µ) for any
x0 ∈M .
• ∫M h˜f dµ = 0.
The rest of the proof is identical to the proof of Theorem 3.2.2 subject to the replacement
of λ(1,p)K,N,D with ρK,N,D, ∣∇f ∣p with ∣∇f ∣2, and ∣f ∣p with f2 log (f2).
3.3 The ‘synthetic’ CDDb(K,N,D) condition on R
In order to discuss about the ‘synthetic’ definition mentioned in the title, we introduce
additional definitions.
3.3.1 Distorted means and their properties
Let K ∈ R, N and N such that N + 1,N ∈ (−∞,0]∪ [1,∞). Following [112,113] we define
the distortion coefficients σ(t)K,N (θ), τ (t)K,N(θ) for every θ ∈ R+ and t ∈ [0,1] by:
σ
(t)
K,N (θ) ∶=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∞ if KN θ2 ≥ pi2 ,
sin(tθ√KN )
sin(θ√KN ) if 0 < KN θ2 < pi2 ,
t if KN θ2 = 0 or N = 0 ,
sinh(tθ√−KN )
sinh(θ√−KN ) if KN θ2 < 0 ,
and τ (t)K,N(θ) ∶= t 1N σ(t)K,N−1(θ)1− 1N .
(3.10)
In addition for t ∈ [0,1] we define the ‘distorted-means’ M (t)K,N [⋅](⋅, ⋅), M˜ (t)K,N [⋅](⋅, ⋅) ∶
R+ ×R2+ → R+ ∪ {+∞} as follows: whenever a ⋅ b > 0
M
(t)
K,N [d](a, b) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
if KN d2 < pi2, N ≠ 0: ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(σ(1−t)K,N (d)a 1N + σ(t)K,N (d)b 1N )N if N ∈ (−∞,−1] ∪ (0,∞)
a1−tbteKt(1−t)d22 if N =∞ ,
if KN d2 ≥ pi2,N ≠ 0: ⎧⎪⎪⎨⎪⎪⎩+∞ if K > 0,N > 00 if K < 0,N ≤ −1
if N = 0 max (a, b) .
(3.11)
M˜
(t)
K,N [d](a, b) ∶=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
if K
N−1d2 < pi2, N ≠ 0: ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(τ (1−t)K,N (d)a 1N + τ (t)K,N(d)b 1N )N if N ∈ (−∞,0) ∪ [1,∞)
a1−tbteKt(1−t)d22 if N =∞ ,
if K
N−1d2 ≥ pi2,N ≠ 0: ⎧⎪⎪⎨⎪⎪⎩+∞ if K > 0,N ≥ 10 if K < 0,N < 0
if N = 0 min((1 − t)(σ(1−t)K,−1 (d))−1a, t(σ(t)K,−1(d))−1b) .
(3.12)
We set M (t)K,N [d](a, b) = 0 (resp. M˜ (t)K,N [d](a, b) = 0) by definition if a ⋅ b = 0 (for every
value of d). Whenever K = 0 these functions are independent of the parameter d; in this
case we abbreviate M (t)0,N (a, b) and M˜ (t)0,N(a, b) .
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Remark 3.3.1. The marginal values (at N ,N =∞ or N ,N = 0) correspond to the limits
of these functions when N ,N →∞ or N → 0+ and N → 0−; the identity ([3, Prop. 5.5]):
σ
(t)
K,N (θ) = t + K6 t(1 − t2)( θ√N )
2 +O(( θ√N )4) , for N > 0 (3.13)
is useful for the evaluation of these limits when N,N →∞. In addition the cases KN d2 ≥ pi2
or N = 0 follow from the definition of the functions σ(t)K,N (θ) (Definition 3.10).
Remark 3.3.2. Notice that for N ≠ 1 the condition KN−1d2 ≥ pi2 can be satisfied only
if δ > 0 and d ≥ lδ, where δ and lδ are the functions of K and N which were defined in
Definition 3.1.3.
Remark 3.3.3 (Relation to the class MM[K,N,D]). Recall that for N ≠ 1 the densities of
ξ ∈MM[K,N,D] are positive solutions to the equation −LogHessN−1J =K (see (3.2)), which
for N ≠∞ can be written as:
(J 1N−1 )′′(x) + K
N − 1J 1N−1 (x) = 0 , x0 < x < x1 .
If x0 < x < x1 we may write x = (1− t)x0+ tx1 for some t ∈ (0,1), thus defining d ∶= ∣x1−x0∣
we may rewrite the equation in the t parametrization as
(J˜ 1N−1 )′′(t) + Kd2
N − 1 J˜ 1N−1 (t) = 0 , 0 < t < 1 ,
where J˜(t) ∶= J((1−t)x0+tx1). One can verify directly that the solution J˜ to the equation
which satisfies J˜(0) = J(x0) and J˜(1) = J(x0) is given by:
J˜(t) =M (t)K,N−1[d](J(x0), J(x1)) .
Important properties of the distorted means
The following proposition is essential to the results presented in the next section.
Proposition 3.3.4 (Elementary properties of the distorted means). Assume a1, a2, b1, b2 >
0, K ∈ R, N ∈ (−∞,0] ∪ (1,∞], t ∈ (0,1) and d ∈ (0, lδ). Then
1. M (t)K,N−1[d](a1, b1)M (t)0,1(a2, b2) ≥ M˜ (t)K,N [d](a1a2, b1b2) with equality if and only if⎛⎝(σ(1−t)K,N−1(d)1−t )N a NN−11 ,(σ(t)K,N−1(d)t )N b NN−11 ⎞⎠ is proportional to (aN2 , bN2 ).
2. For K ≥ 0 (resp. K ≤ 0) the function θ ↦ M˜ (t)K,N [θ](a1, b1) is non-decreasing (resp.
non-increasing) on [0, lδ).
3. The functions r ↦ M˜ (t)K,N [d](r, b1) and r ↦ M˜ (t)K,N [d](a1, r) are non-decreasing on
R+.
4. (a) The function 1N ↦M (t)K,N−1[d](a1, b1) is non-decreasing on [−∞,1).
(b) The function 1N ↦ M˜ (t)K,N [d](a1, b1) is non-decreasing on [−∞,1).
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5. When δ = KN−1 > 0 and d0 ∈ (0,+∞):
(a) if K > 0,N ∈ (1,∞): limd↑d0 M˜ (t)K,N [d](a, b) = M˜ (t)K,N [d0](a, b) (∞ if d0 ≥ lδ).
(b) if K < 0,N ∈ (−∞,0]: limd↓d0 M˜ (t)K,N [d](a, b) = M˜ (t)K,N [d0](a, b) (0 if d0 ≥ lδ).
Proof. 1. Let p ∈ [−∞,∞]. The classical weighted-means M(t)p (a, b) ∶ R2+ → R+ are
defined as follows: whenever a, b > 0
M(t)p (a, b) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
((1 − t)ap + tbp) 1p if p ∈ (−∞,∞] ∖ {0} ,
a1−tbt if p = 0 ,
max{a, b} if p = +∞ ,
min{a, b} if p = −∞ ,
(3.14)
and M(t)p (a, b) = 0 by definition if a ⋅ b = 0.
The theorem will follow as a direct consequence of the following lemma which we
quote without proof (see [43] p.20 Lemma 10.1 and also [48] p.24):
Lemma 3.3.5. Assume t ∈ (0,1) and a1, a2, b1, b2, d ∈ R+. If p + q ≥ 0
M(t)p (a1, b1)M(t)q (a2, b2) ≥M(t)s (a1a2, b1b2) , where s = ⎧⎪⎪⎨⎪⎪⎩
pq
p+q if ∣p∣ + ∣q∣ > 0
0 otherwise .
.
The inequality is strict unless (a ps1 , b ps1 ) and (a qs2 , b qs2 ) are proportional.
We will use this lemma in order to prove the assertion on the pertinent range N ∈(−∞,0]∪ (1,∞]. Define p = 1N−1 and q = 1 (here we set p = 0 if N =∞). Notice that
p+ q = NN−1 ≥ 0 since N ∈ (−∞,0]∪ (1,∞]. With s = 1N (s = −∞ if N = 0) we have by
Lemma 3.3.5 the following inequality:
M
(t)
K,N−1[d1](a1, b1)M (t)0,1(a2, b2)=M(t)1
N−1 (((1 − t)−1σ(1−t)K,N−1(d1))N−1a1, (t−1σ(t)K,N−1(d1))N−1b1)M(t)1 (a2, b2)≥M(t)1
N
(((1 − t)−1σ(1−t)K,N−1(d1))N−1a1a2, (t−1σ(t)K,N−1(d1))N−1b1b2) = M˜ (t)K,N [d1](a1a2, b1b2) .
The equality case corresponds to
⎛⎝(σ(1−t)K,N−1(d1)1−t )N a NN−11 ,(σ(t)K,N−1(d1)t )N b NN−11 ⎞⎠ being
proportional to (aN2 , bN2 ).
2. Throughout we assume N <∞, since M (t)K,∞[d](a1, b1) = limN→∞M (t)K,N−1[d](a1, b1),
hence by continuity arguments, showing the statement for N < ∞ will imply it is
valid for 1N ∈ (−∞,1).
It was noted in Remark 3.3.3 that the functions [0,1] ∋ t ↦M (t)K,N−1[d](a, b) can be
identified as solutions J˜(t) to the equation:
(J˜ 1N−1 )′′ + Kd2
N − 1 J˜ 1N−1 = 0 J˜(0) = a, J˜(1) = b ,
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which can also be rephrased as
(log J˜)′′ + 1
N − 1((log J˜)′)2 = −Kd2 J˜(0) = a, J˜(1) = b . (3.15)
We will give a simple proof of (2) using (3.15). Assume d1 > d2. We will also assume
d1 < lδ, since otherwise the claim follows directly from the definition of the distorted
means. Define
J˜1(t) =M (t)K,N−1[d1](a1, b1) and J˜2(t) =M (t)K,N−1[d2](a1, b1) ,
and set u1(t) ∶= log J˜1(t) and u2(t) ∶= log J˜2(t).
If K > 0 then:
−Kd21 = u′′1 + 1N − 1(u′1)2 u1(0) = log a1, u1(1) = log b1−Kd21 < −Kd22 = u′′2 + 1N − 1(u′2)2 u2(0) = log a1, u2(1) = log b1 .
Define u(t) ∶= u2 − u1, notice that it satisfies the equation
u′′ + 1
N − 1u′ (u′2 + u′1) > 0 u(0) = u(1) = 0 . (3.16)
Assume by contradiction that u is positive at some point in (0,1). Since u(0) = u(1)
there must be t∗ ∈ (0,1) which is a local maximum. However according to (3.16)
since t∗ is a critical point: u′′(t∗) > 0, hence there can be no such t∗, and we
conclude that u ≤ 0 on [0,1], implying that J˜1 ≥ J˜2 on [0,1]. For K < 0 it holds that−Kd21 > −Kd22 and the implications are reversed, hence the same argument gives
J˜1 ≤ J˜2 on [0,1].
3, 5. The statements follow directly from the definition of the function M˜ (t)K,N [d](a, b).
4. Notice that 1N−1 = 1N1− 1
N
, hence for 1N ∈ (−∞,1) ∖ {0}: 1N1−1 ≥ 1N2−1 ⇔ 1N1 ≥ 1N2 .
(a) We prove the claim using arguments similar to the proof of (2). Define
J˜1(t) =M (t)K,N1−1[d](a1, b1) and J˜2(t) =M (t)K,N2−1[d](a1, b1) .
We will also assume d < min{lδ(K,N1), lδ(K,N2)}, since otherwise, considering
Remark 3.1.4 (about the dependence of lδ on the parameters) and the definition
of the distortion means, the statement would trivially hold.
Set u1(t) ∶= log J˜1(t) and u2(t) ∶= log J˜2(t). Assume 1N1−1 > 1N2−1 . Further-
more we will assume N1,N2 ≠ ∞ and with the same sign, considering that
M
(t)
K,∞[d](a1, b1) = limN→∞M (t)K,N−1[d](a1, b1), by continuity arguments it will
follow that the statement holds for 1N ∈ (−∞,1).
u1 and u2 satisfy the following ODEs on [0,1]:
u′′1 + 1N1 − 1(u′1)2 = −Kd2 u1(0) = log a1, u1(1) = log b1 (3.17)
u′′2 + 1N2 − 1(u′2)2 = −Kd2 u2(0) = log a1, u2(1) = log b1 .
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Define u(t) ∶= u2 − u1. Assume by contradiction that u(t) > 0 at some point
of (0,1). Hence there is a maximum point t∗ ∈ (0,1) at which u(t∗) > 0. By
subtracting the equations we get the identities:
0 = u′′2 − u′′1 + 1N2 − 1 ((u′2)2 − (u′1)2) − ( 1N1 − 1 − 1N2 − 1) (u′1)2 (3.18)
0 = u′′2 − u′′1 + 1N1 − 1 ((u′2)2 − (u′1)2) + ( 1N2 − 1 − 1N1 − 1) (u′2)2 .
From the first equation we conclude that at t∗ (since u′2(t∗)2 − u′1(t∗)2 =
u′(t∗)(u′2(t∗) + u′1(t∗)) = 0)
u′′2(t∗) − u′′1(t∗) = ( 1N1 − 1 − 1N2 − 1) (u′1(t∗))2 ≥ 0 ,
where we used that 1N1−1 > 1N2−1 . Since t∗ is a local maximum by assumption,
we conclude that u′′2(t∗)−u′′1(t∗) = 0, whence, considering equations (3.17) and
(3.18), u′1(t∗) = u′2(t∗) = 0 and u′′1(t∗) = u′′2(t∗) (=−Kd2). Then if 1N1−1 >
1
N2−1 > 0 the functions y1 ∶= u′1 and y2 ∶= u′2 satisfy
y′1 = F1(t, y1) where F1(t,w) = − 1N1 − 1w2 −Kd2
y′2 ≥ F1(t, y2) ,
and if 1N2−1 < 1N1−1 < 0 they satisfy
y′1 ≤ F2(t, y1) where F2(t,w) = − 1N2 − 1w2 −Kd2
y′2 = F2(t, y2) .
By standard comparison of first order ODEs [13, p.29] we conclude that y2 ≥ y1
on (t∗,1], which amounts to u′2(t) ≥ u′1(t) on (t∗,1]. However since u2(t∗) >
u1(t∗), then u2(t) > u1(t) on (t∗,1], in contradiction to that u2(1) = u1(1).
(b) We will show that if 1N2 ≤ 1N1 then
M˜
(t)
K,N1
[d](a, b) ≥ M˜ (t)K,N2[d](a, b) .
Let us firstly assume that max{ KN1−1d2, KN2−1}d2 < pi2. Let t ∈ (0,1), a, b > 0,
and 1N1 ≥ 1N2 with 1N1 ∈ (−∞,1). According to property 1 of Proposition 3.3.4
for a1, a2, b1, b2 ∈ R+ it holds that
M
(t)
K,N−1[d](a1, b1)M (t)0,1(a2, b2) ≥ M˜ (t)K,N [d](a1a2, b1b2) ,
with equality if and only if
⎛⎜⎜⎝
⎛⎜⎝σ
(1−t)
K,N−1(d)
1 − t ⎞⎟⎠
N
a
N
N−1
1 ,
⎛⎜⎝σ
(t)
K,N−1(d)
t
⎞⎟⎠
N
b
N
N−1
1
⎞⎟⎟⎠ is proportional to (aN2 , bN2 ) .
(3.19)
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Given a, b > 0 and fixed t ∈ (0,1), we set:
a1 ∶= ⎡⎢⎢⎢⎢⎢⎣a
⎛⎜⎝ 1 − tσ(1−t)K,N1−1(d)
⎞⎟⎠
⎤⎥⎥⎥⎥⎥⎦
N1−1
N1
, b1 ∶= ⎡⎢⎢⎢⎢⎢⎣a
⎛⎜⎝ tσ(t)K,N1−1(d)
⎞⎟⎠
⎤⎥⎥⎥⎥⎥⎦
N1−1
N1
,
a2 ∶= a 1N1−11 ⎛⎜⎝σ
(1−t)
K,N1−1(d)
1 − t ⎞⎟⎠ , b2 ∶= b
1
N1−1
1
⎛⎜⎝σ
(t)
K,N1−1(d)
t
⎞⎟⎠ .
Notice that a1a2 = a and b1b2 = b and these numbers satisfy the proportionality
condition (3.19) with N = N1. Hence:
M
(t)
K,N1−1[d](a1, b1)M (t)0,1(a2, b2) = M˜ (t)K,N1[d](a, b) ,
while
M
(t)
K,N2−1[d](a1, b1)M (t)0,1(a2, b2) > M˜ (t)K,N2[d](a, b) .
Since M (t)K,N1−1[d](a1, b1) ≥ M (t)K,N2−1[d](a1, b1) whenever 1N1 ≥ 1N2 (as follows
from part (a)) this implies that M˜ (t)K,N1[d](a, b) ≥ M˜ (t)K,N2[d](a, b) as asserted.
We consider now the case max{ KN1−1 , KN2−1}d2 ≥ pi2, or equivalently (see Remark
3.3.2) d ≥ min{lδ(K,N1), lδ(K,N2)}. By Remark 3.1.4 for any fixed K ∈ R the
function 1N → lδ(K,N) is non-increasing in 1N if K > 0, and non-decreasing if
K < 0. Since by assumption 1N1 ≥ 1N2 :
• IfK > 0 then d ≥ min{lδ(K,N1), lδ(K,N2)} = lδ(K,N1), whence M˜ (t)K,N1[d](a, b) =+∞.
• IfK < 0 then d ≥ min{lδ(K,N1), lδ(K,N2)} = lδ(K,N2), whence M˜ (t)K,N2[d](a, b) =
0.
Thus in either case M˜ (t)K,N1[d](a, b) ≥ M˜ (t)K,N2[d](a, b).
3.3.2 Equivalences of the CDDb(K,N,D) condition on R
The following theorem can be considered as a ‘distorted’ extension of the Prékopa-Leindler
[70,97,98], Borell [15,16] and Brascamp-Lieb [23] equivalences pertaining to 1N (resp.
1
N−1)
concave measures (resp. densities) on R, i.e. measures of class CDb(0,N). The reader is
also referred to [2] for a similar extension. In the works of Sturm [111–113] and Lott-Villani
[74], an alternative, ‘synthetic’, definition of the CDb(K,N) condition was formulated.
This ‘synthetic’ definition requires no smoothness assumption, as it relies on concavity of
certain entropy functional. The crucial observation is that while for weighted Riemannian
manifolds this new definition turns out to be equivalent to Definition 3.1.2 (which assumes
a smooth structure), the synthetic definition applies also to general metric measure spaces.
Similarly, for absolutely continuous measures on R with sufficiently smooth densities,
the following theorem will show that the CDb(K,N) condition can be defined in several
equivalent ways. However one definition can be more general than another, if it applies to a
larger class of measures. Under such circumstances we refer to the alternative definitions as
‘synthetic’. The next theorem encapsulates these equivalences. Proving it could have been
omitted since most statements and their proofs can be found elsewhere (e.g [28, Appendix
A] or [2, 113, 117]) in a wider generality; yet, since some of the equivalences were proved
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using the sophisticated optimal transport machinery which was developed by Sturm, Lott-
Villani and others, it seems to be worth presenting a complete proof, based on very
elementary arguments.
Theorem 3.3.6. Assume K ∈ R and N ∈ (−∞,0] ∪ (1,∞], and let J ∈ L1loc(R) be a non-
negative function supported on an interval I (int(I) ≠ ∅). Define a measure dξJ = J dm.
Then the following conditions are equivalent:
1. For any two compact subsets A0,A1 ⊂ R and t ∈ [0,1]
ξJ(At) ≥ M˜ (t)K,N [θK(A0,A1)](ξJ(A0), ξJ(A1)) , (3.20)
where
θK(A0,A1) = ⎧⎪⎪⎨⎪⎪⎩infx∈A0, y∈A1 ∣y − x∣ if K ≥ 0supx∈A0, y∈A1 ∣y − x∣ if K < 0 .
2. ξJ = ξJ˜ where J˜ ∈ L1loc(R) and satisfies:
J˜(xt) ≥M (t)K,N−1[∣x1 − x0∣](J˜(x0), J˜(x1)) ∀x0, x1 ∈ R, ∀t ∈ [0,1] . (3.21)
Moreover, if J ∈ C2(int(I)), then any of the previous two conditions is also equivalent to
the following condition:
3. The following differential inequality holds on int(I):
(−LogHessN−1J ∶=) − (logJ)′′ − 1
N − 1((logJ)′)2 ≥K , (3.22)
with the usual interpretation when N =∞. Equivalently for N ≠∞:
(N − 1)(J 1N−1 )′′ ≤ −K J 1N−1 . (3.23)
Remark 3.3.7. Notice that by continuity of the addition operation +, compactness of
A0 × A1 implies that At is compact, in particular it is [m] measurable. In addition one
should notice that 2 (resp. 1) trivially holds if J(x0)J(x1) = 0 (resp. ξJ(A0)ξJ(A1) = 0)
by definition of the distorted means.
Remark 3.3.8. The fundamental fact which underlies the equivalence of conditions 2 and
3 is that the functions f¯0(t) ∶=M (t)K,N−1[∣x1 −x0∣](J(x0), J(x1)) 1N−1 (N ∈ (−∞,0]∪ (1,∞))
and g¯0(t) ∶= logM (t)K,∞[∣x1 − x0∣](J(x0), J(x1)) satsify the following ODEs on (0,1):
f¯ ′′0 (t) + KN − 1(x1 − x0)2f˜0(t) = 0 f¯0(0) = J(x0) 1N−1 , f¯0(1) = J(x1) 1N−1 ,
and
g¯′′0 +K(x1 − x0)2 = 0 g¯0(0) = J(x0), g¯0(1) = J(x1) .
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These are fundamentally related to the model densities presented in Definition 3.1.10. This
was briefly discussed in Remark 3.3.3, but for completeness we elaborate further about
these types of ODEs from a general standpoint.
Assume x0, x1 ∈ R, β ∈ R are s.t. (x1 − x0)2β ≤ pi2, and let f0, g0 ∈ C2([x0, x1],R+) be
non-negative solutions to the equations f ′′0 (x) + βf0(x) = 0 and g′′0 (x) + β = 0. Assume
y0, y1 ∈ [x0, x1], and write yt = (1− t)y0 + ty1. The t-parametrized solutions f¯0(t) ∶= f0(yt)
and g¯0(t) ∶= g0(yt) solve the boundary value problems
f¯0(t)′′ + (y1 − y0)2βf¯0(t) = 0 f¯0(0) = f0(y0), f¯0(1) = f0(y1) (3.24)
g¯0(t)′′ + (y1 − y0)2β = 0 g¯0(0) = g0(y0), g¯0(1) = g0(y1) ,
and vice-versa, any of these boundary value problems determine solutions f¯0(t) = σ(1−t)β,1 (∣y1−
y0∣)f(y0) + σ(t)β,1(∣y1 − y0∣)f(y1) and g¯0(t) = (1 − t)g(y0) + tg(y1) + βt(1−t)2 (y1 − y0)2; these
after changing the parametrization from t to x, correspond to the same solutions f0(x)
and g0(x).
Under the same assumptions, when one turns from equations to inequalities, if f, g ∈
C2([0,1],R+) then the following equivalence holds: if (x1 −x0)2β < pi2 then for all y0, y1 ∈[x0, x1]:
f ′′(t) + (y1 − y0)2βf(t)⎧⎪⎪⎨⎪⎪⎩≤ 0≥ 0 on [0,1] ⇔ f(yt)
⎧⎪⎪⎨⎪⎪⎩≥ f¯0(t)≤ f¯0(t) ∀t ∈ [0,1]
where f¯0(t) = σ(1−t)β,1 (∣y0 − y1∣)f(y0) + σ(t)β,1(∣y0 − y1∣)f(y1) .
Similarly
g′′(x) + (y1 − y0)2β ⎧⎪⎪⎨⎪⎪⎩≤ 0≥ 0 0 on (x0, x1) ⇔ g(yt)
⎧⎪⎪⎨⎪⎪⎩≥ g¯0(t)≤ g¯0(t) ∀t ∈ [0,1]
where g¯0(t) = (1 − t)g(y0) + tg(y1) + βt(1 − t)
2
(y0 − y1)2 .
For a proof of the ′′ ≤′′⇔′′≥′′ inequalities the reader is referred to [116, p. 409,398]. The
second implication ′′ ≥′′⇔′′≤′′ can be proved by similar arguments; we refer the reader to
[89].
Furthermore in the first equivalence (′′ ≤′′⇔′′≥′′) f = 0 if (x1 − x0)2β > pi2 and f(t) =
c sin(pit) (for some constant c ≥ 0) if (x1 − x0)2β = pi2 (see [116, p. 409]). The proofs of
these inequalities rely on comparison with the solutions to (3.24). These elementary ODE
facts can be useful in understanding the local geometry of densities which satisfy (3.23)
and will also be essential for the proof of Theorem 3.3.6 (2⇔3).
A useful and important consequence is the following lemma:
Lemma 3.3.9. Under the same assumptions of Theorem 3.3.6, if I ∶= supp(ξJ) then any
of the three conditions (3.20), (3.21) or (3.22) (henceforth referred to as conditions 1,2
and 3 respectively) of Theorem 3.3.6 implies independently that when δ > 0 and K > 0 then
diam(I) ≤ pi√
δ
= lδ .
Moreover if {x′0, x′1} = ∂I, then from condition 2 it follows that J˜(x′0) = J˜(x′1) = 0, and
from condition 3 it follows that J can be extended to J ∈ C(I) s.t. J(x′0) = J(x′1) = 0.
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Proof. We discuss separately how this follows from the conditions of Theorem 3.3.6:
• Condition 1: If we had diam(I) > lδ, then we can pick two compact sets I0, I1 ⊂ I
s.t. ξJ(I0)ξJ(I1) > 0 and θK(I0, I1) > lδ, then by assumption
ξJ((1 − t)I0 + tI1) ≥ M˜ (t)K,N [θK(I0, I1)](ξJ(I0), ξJ(I1)) =∞ ,
and this contradicts the assumption that J ∈ L1loc(R).
• Condition 2: Since ξJ = ξJ˜ we justify the claim for J˜ . If diam(I) > lδ then there are
points x0, x1 ∈ I s.t. ∣x1 −x0∣ ≥ lδ and J˜(x0)J˜(x1) > 0, whence J˜(xt) ≥M (t)K,N−1[∣x1 −
x0∣](J˜(x0), J˜(x1)) = ∞, which contradicts our assumption that J˜ ∈ L1loc(R). We
conclude that diam(I) ≤ lδ. The same argument shows that if diam(I) = ∣x′1−x′0∣ = lδ
then J˜(x′0)J˜(x′1) = 0. However we can further conclude that J˜(x′0) = J˜(x′1) = 0.
Indeed, if, say, J˜(x′1) > 0, let x ∈ (x′0, x′1), then x = (1 − t)x′0 + tx′1 for some t ∈ (0,1).
Let x(n)0 → x′0 be a sequence, and assume w.l.o.g. x ∈ (x(n)0 , x′1) for all n ∈ N. Let
tn ∈ (0,1) be defined so that x = (1 − tn)x(n)0 + tnx′1. Then by assumption
J˜(x) = J˜((1−tn)x(n)0 +tnx′1) ≥M (tn)K,N−1[∣x′1−x(n)0 ∣](J˜(x(n)0 ), J˜(x′1)) ≥ (σ(tn)K,N−1(∣x′1 − x(n)0 ∣))N−1 J˜(x′1) .
Since tn → t, and ∣x′1−x(n)0 ∣→ pi√δ andN > 1 by definition σ(tn)K,N−1(∣x′1−x(n)0 ∣)N−1 →∞,
hence the RHS diverges; since x was an arbitrary point this contradicts J˜ ∈ L1loc(I).
• Condition 3: Assume by contradiction that diam(I) > lδ = pi√δ .
The function F (x) ∶= J 1N−1 (x) satisfies the differential inequality
F ′′ + δ F ≤ 0 , on int(I) .
We can then pick x0, x1 ∈ int(I) s.t. x1 − x0 > lδ and F ∈ C2([x0, x1]). Any
x ∈ (x0, x1) can be expressed as xt = (1 − t)x0 + tx1 with t ∈ (0,1); then in this
parametrization f(t) ∶= F (xt) satisfies the inequality
f ′′ + (x1 − x0)2δ f ≤ 0 , on (0,1) .
Since (x1 − x0)2δ > pi2, according to Remark 3.3.8, this implies that f ≡ 0 on [0,1],
or equivalently that F ≡ 0 on [x0, x1]; this contradicts the assumption x0, x1 ∈ int(I)
(which is an interval by assumption).
We consider now the case diam(I) = ∣x′1 − x′0∣ = pi√δ . For J ∈ C(I) ∩ C2(int(I))
which extends J we have J(x′0) = J(x′1) = 0 due to Remark 3.3.8. In order to define
such a continuous extension, we notice that by the above F (x) ∶= J 1N−1 (x) satisfies
F ′′ ≤ −δ F ≤ 0 on int(I) , hence F is concave on int(I). Any concave function
F ∶ int(I)→ R can be extended to a continuous concave function F ∶ I → R∪ {−∞};
taking into account that F is non-negative on int(I) and hence on I, it follows that
the same holds for J = FN−1. Therefore J can be continuously extended to the
entire I concluding the proof.
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We will now begin to prove several important results which will eventually lead to the
proof of Theorem 3.3.6.
The following lemma can be considered as a 1-dimensional distorted version of Borell’s
lemma [16,17] (see also [43]):
Lemma 3.3.10. Let K ∈ R, N ∈ (−∞,0] ∪ (1,∞], and assume 0 ≤ f ∈ L1(R). Define
dξf = fdm and assume ξf is supported on an interval I. Then the following two statements
are equivalent
1. ξf = ξf˜ where f˜ ∈ L1loc(R) satisfies
f˜(xt)at ≥ M˜ (t)K,N [∣x1−x0∣](f˜(x0)a0, f˜(x1)a1) ∀x0, x1 ∈ R, ∀t ∈ [0,1], ∀a0, a1 ∈ R+ .
2. ξf(At) ≥ M˜ (t)K,N [θK(A0,A1)] (ξf(A0), ξf(A1)) for all compact sets A0,A1 ⊂ R and
every t ∈ [0,1].
Proof. (1⇒ 2)AssumeA0,A1 ⊂ R are two compact sets; we will assume int(A0), int(A1) ≠∅ because otherwise (2) trivially holds. Assume first that θK(A0,A1) < lδ. Fix t ∈ (0,1).
For i ∈ {0,1, t} we define the normalized densities f˜i ∶= ξf˜(Ai)−1f˜ 1Ai . Then it is enough
to show
f˜t(xt)at ≥ N˜ (t)K,N [∣x1 − x0∣](f˜0(x0)a0, f˜1(x1)a1) , ∀ x0, x1 ∈ R, and ∀a0, a1 > 0⇒ 1 ≥ N˜ (t)K,N [θK(A0,A1)](1,1) ,
where
N˜
(t)
K,N [r](ξ0, ξ1) ∶= ξf˜(At)−1M˜ (t)K,N [r] (ξf˜(A0)ξ0, ξf˜(A1)ξ1) .
For i ∈ {0,1} we define ui ∶ [0,1] → Ai by ui(s) ∶= inf{w ∈ Ai ∶ Fi(w) = s} where
Fi(w) ∶= ∫ w−∞ f˜i(x)dx. The functions ui(s) are strictly increasing (possibly discontinuous)
hence differentiable a.e. Thus for a.e. s ∈ [0,1] it holds that (f˜i ○ ui)(s)u′i(s) = 1. Set
w(s) = (1 − t)u0(s) + tu1(s). Then by hypothesis for a.e. s ∈ [0,1]:
f˜t(w(s))w′(s) ≥ N˜ (t)K,N [∣u1(s) − u0(s)∣](f˜0(u0(s))u′0(s), f˜1(u1(s))u′1(s)) (3.25)= N˜ (t)K,N [∣u1(s) − u0(s)∣](1,1) .
Being a composition of the two monotonically increasing functions Ft and w, the function
G = (Ft ○ w)(s) is monotonically increasing in s and differentiable a.e., with derivative
G′(s) = f˜t(w(s))w′(s); moreover (see [106, p.96]) G′ is a measurable function which
satisfies the inequality:
(∫ 1
0
f˜t(w(s))w′(s)ds =) ∫ 1
0
G′(s)ds ≤ G(1) −G(0) (= ∫ w(1)
w(0) f˜t(y)dy) .
Then by integrating over the inequality (3.25) we conclude that
1 = ∫ f˜t(y)dy ≥ ∫ w(1)
w(0) f˜t(y)dy ≥ ∫ 10 f˜t(w(s))w′(s)ds ≥ ∫ 10 N˜ (t)K,N [∣u1(s) − u0(s)∣](1,1)ds≥ N˜ (t)K,N [θK(A0,A1)](1,1) .
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We now verify the statement when θK(A0,A1) ≥ lδ (which is possible only when δ > 0).
If K < 0 there is nothing to prove since M˜ (t)K,N [θK(A0,A1)](⋅ , ⋅) vanishes by definition;
if however K > 0 and if ξf˜(A0)ξf˜(A1) > 0 then, since θK(A0,A1) = d(A0,A1), there are
points x0, x1 ∈ {f˜ > 0} s.t. ∣x1 − x0∣ > lδ. By hypothesis for every t ∈ [0,1] and a0 = a1 = 1:
f˜(xt) ≥ M˜ (t)K,N [∣x1 − x0∣](f˜(x0), f˜(x1)) = +∞ , (3.26)
contradicting that f ∈ L1(R). Therefore when K > 0 for any compact sets A0,A1 ⊂ R s.t.
θK(A0,A1) ≥ lδ it holds that ξf˜(A0)ξf˜(A1) = 0 and then (2) holds by definition.(2⇒ 1) The claim will follow from the following Lemma:
Lemma 3.3.11. Let I be a closed interval and assume 0 ≤ f ∈ L1loc(I). Assume I ′ ⊂ int(I)
is s.t. m(I ∖ I ′) = 0. Assume f satisfies the inequality
f(xt)at ≥ M˜ (t)K,N(f(x0)a0, f(x1)a1) ∀a0, a1 ≥ 0 and ∀x0, x1 ∈ I ′, ∀t ∈ [0,1] s.t. xt ∈ I ′ .
(3.27)
Then there is a function f˜ ∈ L1loc(I) s.t.
• ξf = ξf˜ .
• f˜ satisfies the inequality
f˜(xt)at ≥ M˜ (t)K,N(f˜(x0)a0, f˜(x1)a1) ∀a0, a1 ≥ 0 and ∀x0, x1 ∈ I, t ∈ [0,1] .
(3.28)
Proof of Lemma 3.3.11. Define f˜ as follows:
f˜(x) ∶= ⎧⎪⎪⎨⎪⎪⎩f(x) if x ∈ I
′
lim infI′∋y′→x f(y′) otherwise .
Notice that f˜ is well defined on I, as I ′ is dense in I, and f˜ ∈ L1loc(I).
Let x0, x1 ∈ I s.t. f˜(x0)f˜(x1) > 0 (if f˜(x0)f˜(x1) = 0 then M˜ (t)K,N(f˜(x0)a0, f˜(x0)a1) = 0
and there is nothing to prove) and let a0, a1 > 0. Define I0 ∶= [x0, x1] and set I ′0 ∶= I0 ∩ I ′.
Let us firstly assume that ∣x1 − x0∣ < lδ.
Given fixed t ∈ (0,1) we define x ∶= xt = (1 − t)x0 + tx1 ∈ int(I0).
Denote by φ ∶ [0,1]×I ′0×I ′0 → I0 the function φ(s, y′0, y′1) = (1−s)y′0+sy′1. Given x ∈ int(I0)
define
Ex0,x,x1 ∶=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
φ−1(x) (i) if (x0, x1) ∈ (I0 ∖ I ′0) × (I0 ∖ I ′0)
φ−1(x) ∩ ([0,1] × {x0} × I ′0) (ii) if (x0, x1) ∈ I ′0 × (I0 ∖ I ′0)
φ−1(x) ∩ ([0,1] × I ′0 × {x1}) (iii) if (x0, x1) ∈ (I0 ∖ I ′0) × I ′0
φ−1(x) ∩ ([0,1] × {x0} × {x1}) (iv) if (x0, x1) ∈ I ′0 × I ′0 .
By definition of Ex0,x,x1 for every (s, y′0, y′1) ∈ Ex0,x,x1 : (1 − s)y′0 + sy′1 = x.
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Let us firstly assume that x ∈ I ′0. Then in case (iv) inequality (3.28) follows directly from
(3.27) and the definition of f˜ . It remains to verify (3.28) for cases (i)-(iii). By definition
of Ex:
f˜(x) = f(x) = f((1 − tn)y′(n)0 + tny′(n)1 ) for all (tn, y′(n)0 , y′(n)1 ) ∈ Ex . (3.29)
Therefore, considering continuity of M˜ (t)K,N [d](a, b) in the variables on the domain t ∈ [0,1],
d ∈ (0, lδ) and a, b > 0, on which it is also monotone in a, b separately (see Proposition
3.3.4 property 3):
f˜(x) (3.29)(3.27)≥ lim sup
Ex∋(tn,y′(n)0 ,y′(n)1 )→(t,x0,x1) M˜
(tn)
K,N [∣y′(n)1 − y′(n)0 ∣](f(y′(n)0 ) a0atn , f(y′(n)1 ) a1atn )
≥
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
M˜
(t)
K,N [∣x1 − x0∣](a0at lim infI′∋y′(n)0 →x0 f(y′(n)0 ), a1at lim infI′∋y′(n)1 →x1 f(y′(n)1 )) in case (i)
M˜
(t)
K,N [∣x1 − x0∣](a0at f(x0), a1at lim infI′∋y′(n)1 →x1 f(y′(n)1 )) in case (ii)
M˜
(t)
K,N [∣x1 − x0∣](a0at lim infI′∋y′(n)0 →x0 f(y′(n)0 ), a1at f(x1)) in case (iii)= M˜ (t)K,N [∣x1 − x0∣](f˜(x0)a0at , f˜(x1)a1at ) .
Assume now x ∈ I0∖I ′0, then there is a sequence I ′ ∋ z′k k→∞→ x s.t. f˜(x) = lim infI′∋z′→x f(z) =
limk→∞ f˜(z′k); w.l.o.g. we assume (z′k)k∈N ⊂ int(I0) ∩ I ′. According to what we showed,
since z′k = (1 − tk)x0 + tkx1 for some tk ∈ [0,1], at each z′k the following inequality is
satisfied:
f˜(z′k) = f(z′k) ≥ M˜ (tk)K,N [∣x1 − x0∣](f˜(x0) a0atk , f˜(x1) a1atk ) ,
hence
f˜(x) = lim
k→∞ f(zk) ≥ limk→∞ M˜ (tk)K,N [∣x1 − x0∣](f˜(x0) a0atk , f˜(x1) a1atk ) = M˜ (t)K,N [∣x1 − x0∣](f˜(x0)a0at , f˜(x1)a1at ) .
This completes the proof of (3.28) for ∣x1 − x0∣ < lδ.
Let us consider now the case ∣x1 − x0∣ ≥ lδ; this is only possible if δ > 0 (because otherwise
lδ =∞). Then under the assumption that δ > 0:
• If K < 0 then M˜ (t)K,N [d](⋅ , ⋅) ≡ 0 for d ≥ lδ and the stated inequality clearly holds.
• If K > 0 then f˜(x0)f˜(x1) = 0, since for a.e. t ∈ (0,1) it holds that xt = (1−t)x0+tx1 ∈
int(I0) ∩ I ′, by what we previously showed it follows that:
f(xt) ≥ M˜ (t)K,N [∣x1 − x0∣](f˜(x0)a0at , f˜(x1)a1at ) =∞ for a.e. t ∈ (0,1) ,
which contradicts f ∈ L1loc(I).
We conclude that f˜ satisfies the inequality on I and by definition ξf˜ = ξf .
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We proceed with the proof of the direction (2 ⇒ 1). Define I ′ to be the set of Lebesgue
points of f in I ∶= R. For any x′ ∈ I ′ it holds that lim→0 ξf ((x′− 2 ,x′+ 2 ))m((x′− 
2
,x′+ 
2
)) = f(x′). We will
show that f(x) satisfies
f(xt)at ≥ M˜ (t)K,N(f(x0)a0, f(x1)a1) ∀a0, a1 ≥ 0 and ∀x0, x1 ∈ I ′, ∀t ∈ [0,1] s.t. xt ∈ I ′ .
(3.30)
Assume x0, x1 ∈ I ′ are such that f(x0)f(x1) > 0. Let t ∈ [0,1] be s.t. xt ∈ I ′. For i ∈ {0,1}
and  > 0 we set Ai ∶= xi + (−12ai, 12ai) where ai > 0 are fixed.
Let us assume first that ∣x1 − x0∣ < lδ; then we can assume that for some 0 > 0 it holds
that θK(A0,A1) < lδ for every 0 <  < 0.
Then by hypothesis
ξf(At) ≥ M˜ (t)K,N [θK(A0,A1)] (ξf(A0), ξf(A1)) .
By assumption f(x0)f(x1) > 0 hence we may further assume that ξf(A0)ξf(A1) > 0 for
every 0 <  < 0. We may thus divide the inequality by m(At):
ξf(At)
m(At) ≥ M˜ (t)K,N [θK(A0,A1)] ( ξ(A

0)
m(At) , ξf(A

1)
m(At) ) .
Then by Lebesgue differentiation theorem, by taking → 0 it follows that
f(xt) ≥ M˜ (t)K,N [∣x0 − x1∣] (a0at f(x0), a1at f(x1)) . (3.31)
Assume now ∣x1 − x0∣ ≥ lδ. This is only possible when δ > 0. If K < 0 the RHS is
0 and the inequality trivially holds at xt; if K > 0 then since as  → 0 it holds that
lim→0 θK(A0,A1) ≥ lδ while ξf (Ai)m(At) → f(xi) > 0, the RHS approaches ∞, implying that
f(xt) =∞. Since for a.e. t ∈ [0,1] the point xt ∈ I ′, this contradicts f ∈ L1loc(R). Therefore
whenever ∣x1 − x0∣ ≥ lδ then f(x0)f(x1) = 0 and inequality (3.31) is still valid. We can
thus conclude that inequality (3.30) is satisfied. By Lemma 3.3.11 it holds that ξf = ξf˜
where f˜ satisfies:
f˜(xt)at ≥ M˜ (t)K,N(f˜(x0)a0, f˜(x1)a1) ∀a0, a1 ≥ 0 and ∀x0, x1 ∈ I, t ∈ [0,1] .
Proof of the equivalences Theorem 3.3.6
Proof. (2⇒ 1) Assume ξJ(A0)ξJ(A1) > 0 (otherwise there is nothing to prove). Through-
out we will assume θK(A0,A1) < lδ, since lδ =∞ when δ < 0, and for δ > 0: if K < 0 then
M˜
(t)
K,N [θK(A0,A1)](⋅, ⋅) ≡ 0 whenever θK(A0,A1) ≥ lδ, while for K > 0 by Lemma 3.3.9
diam(supp(ξJ)) ≤ lδ, and considering that ξJ is a.c. and ξJ(A0)ξJ(A1) > 0, we conclude
that θK(A0,A1) = d(A0,A1) < lδ.
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From Proposition 3.3.4 we conclude that for every x0, x1 ∈ I, a0, a1 > 0 and t ∈ [0,1]:
J˜(xt)at ≥M (t)K,N−1[∣x1 − x0∣](J˜(x0), J˜(x1))M (t)0,1(a0, a1) ≥
M˜
(t)
K,N [∣x1 − x0∣](J˜(x0)a0, J˜(x1)a1) .
By Lemma 3.3.11 it follows that for any t ∈ [0,1] and A0,A1 ⊂ R compact the following
inequality holds:
ξJ(At) ≥ M˜ (t)K,N [θK(A0,A1)](ξJ(A0), ξJ(A1)) .(1⇒ 2) By Lemma 3.3.11 there exists J˜ s.t. ξJ = ξJ˜ where
J˜(xt)at ≥ M˜ (t)K,N [∣x1 − x0∣](J˜(x0)a0, J˜(x1)a1) ∀x0, x1 ∈ I, t ∈ [0,1] and a0, a1 ≥ 0 .
(3.32)
The statement trivially holds if ∣x1 − x0∣ ≥ lδ, since then when δ > 0 and K < 0 it implies
that M (t)K,N−1[∣x1 − x0∣](⋅ , ⋅) = 0, while when δ > 0 and K > 0 we know (see Lemma 3.3.9)
that J˜(x0)J˜(x1) = 0 whence M (t)K,N−1[∣x1 − x0∣](J˜(x0), J˜(x1)) = 0.
Therefore we assume throughout that ∣x1 − x0∣ < lδ. Fix t ∈ (0,1). If N ∈ (−∞,0] ∪ (1,∞)
we pick a0 ∶= J˜(x0) 1N−1 σ(1−t)K,N−1(∣x1−x0∣)1−t and a1 ∶= J˜(x1) 1N−1 σ(t)K,N−1(∣x1−x0∣)t then by (3.32) it
follows that
J˜(xt) ≥
⎛⎜⎜⎜⎝τ
(1−t)
K,N
(∣x1 − x0 ∣)J˜(x0) 1N + 1N(N−1) ⎛⎜⎝σ
(1−t)
K,N−1(∣x1−x0 ∣)
1−t ⎞⎟⎠
1
N + τ(t)
K,N
(∣x1 − x0 ∣)J˜(x1) 1N + 1N(N−1) ⎛⎜⎝σ
(t)
K,N−1(∣x1−x0 ∣)
t
⎞⎟⎠
1
N ⎞⎟⎟⎟⎠
N
(1 − t)J˜(x0) 1N−1 σ(1−t)K,N−1(∣x1−x0 ∣)1−t + tJ˜(x1) 1N−1 σ(t)K,N−1(∣x1−x0 ∣)t=M(t)
K,N−1[∣x1 − x0 ∣] (J˜(x0), J˜(x1)) ,
where we used the identity τ (t)K,N(θ) ∶= t 1N σ(t)K,N−1(θ)1− 1N . If N = ∞ we set a0 = a1 = 1,
and we conclude from (3.32) that J˜(xt) ≥ M˜ (t)K,∞[∣x1 − x0∣] (J˜(x0), J˜(x1)) = M (t)K,∞[∣x1 −
x0∣] (J˜(x0), J˜(x1)).
(2⇔ 3) If N ∈ (−∞,0] ∪ (1,∞) then according to Remark 3.3.8 the following equivalence
holds (N − 1)(J 1N−1 )′′ +KJ 1N−1 ≤ 0 on I⇔ J(xt) ≥M (t)K,N−1[∣x1 − x0∣](J(x0), J(x1)) ∀x0, x1 ∈ I and ∀t ∈ (0,1)
(notice that by definition the direction (3) → (2) holds whenever δ > 0, K < 0 and∣x1 − x0∣ ≥ lδ ).
while if N =∞(logJ)′′ +K ≤ 0 on I
⇔ (logJ)(xt) ≥ (1 − t)(logJ)(x0) + t(logJ)(x1) + Kt(1 − t)
2
(x0 − x1)2 ∀x0, x1 ∈ I and ∀t ∈ (0,1) ,
whence
J(xt) ≥ J1−t(x0)J t(x1)eKt(1−t)2 (x0−x1)2 =M (t)K,∞[∣x1 − x0∣](J(x0), J(x1)) .
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We conclude our discussion about the equivalences with a useful proposition. It shows
that for a measure ξJ = J ⋅m (J ∈ L1loc(R)) which satisfies either of the hypotheses (1) or
(2) of Theorem 3.3.6, we can further assume that J is locally-Lipschitz on int(supp(ξJ)).
Proposition 3.3.12. Let K ∈ R and N ∈ (−∞,0] ∪ (1,∞]. Assume that 0 ≤ f ∈ L1loc(R)
and set I ∶= supp(f). If
f(xt) ≥M (t)K,N−1[∣x1 − x0∣](f(x0), f(x1)) ∀x0, x1 ∈ int(I), ∀t ∈ [0,1] . (3.33)
Then
1. f is locally bounded on int(I) away from 0 and ∞.
2. f is locally Lipschitz continuous on int(I).
Proof. 1. Fix a point x ∈ int(I), we will show that f is bounded from below and from
above by positive constants in some neighborhood of x. Fix two points x0, x1 ∈ int(I)
s.t.
• x0 < x < x1,
• f(x0), f(x1) ∈ (0,∞).
Since for every t ∈ [0,1] it holds that f(xt) ≥M (t)K,N−1[∣x1−x0∣](f(x0), f(x1)) > 0 we
conclude that f(x) > 0 on [x0, x1]. Furthermore, since MK,N−1(a, b) ≥ MK,−1(a, b)
for every N ∈ (−∞,0]∪(1,∞] and a, b > 0 (see Proposition 3.3.4 (4a)), it is sufficient
to prove the statement under the assumption that N = 0 and 0 < ∣x0−x1∣ < lδ0 where
lδ0 ∶= ⎧⎪⎪⎨⎪⎪⎩
pi√−K if K < 0+∞ if K ≥ 0 .
To see that it is actually bounded away from zero by a positive constant notice that
for any t ∈ [0,1]:
1
f(xt) ≤ σ(1−t)K,−1 (∣x0 − x1∣)f(x0)−1 + σ(t)K,−1(∣x0 − x1∣)f(x1)−1≤ max{σ(1−t)K,−1 (∣x0 − x1∣)f(x0)−1, σ(t)K,−1(∣x0 − x1∣)f(x1)−1}≤ max
t′∈[0,1]σ(t
′)
K,−1(∣x0 − x1∣)max{f(x0)−1, f(x1)−1} ∶=mK,x0,x1 <∞ .
We will now show that f(x) is bounded from above in some neighborhood of x.
Assume by contradiction that this is not the case. Define r = min(∣x1 − x∣, ∣x − x0∣)
and let (rn)n∈N be a sequence such that 0 < rn+1 < rn < r and rn → 0 as n→∞, and
for any n ∈ N let yn ∈ Bx(rn) such that f(yn) > n.
Notice that for some tn ∈ [0,1] we may write x = (1−tn)yn+tnx0 or x = (1−tn)yn+tnx1
depending on whether yn is to the right or left of x respectively. As n →∞ (which
implies yn → x) tn → 0. For simplicity of notation we will assume yn > x. Considering
that σ(t′)K,−1() → 0 as t′ → 0 and  → 0, we may pass to a sub-sequence {nk}k∈N s.t.
for every k ∈ N:
(a) f(ynk) ≥ nk.
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(b) σ(tnk)K,−1 (∣x0 − ynk ∣) ≤ 1k .
Then
f(x)−1 ≤ σ(1−tnk)K,−1 (∣x0 − ynk ∣)f(ynk)−1 + σ(tnk)K,−1 (∣x0 − ynk ∣)f(x0)−1≤ σ(1−tnk)K,−1 (∣x0 − ynk ∣) 1nk + 1k ⋅ f(x0)−1 k→∞Ð→ 0 .
Therefore f(x) =∞. In such a case if zt = tx0 + (1 − t)x ∈ [x0, x] (t ∈ (0,1)) then:
f(zt)−1 ≤ σ(t)K,−1(∣x0 − x∣)f(x0)−1 + 0⇒ f(zt) ≥ σ(t)K,−1(∣x0 − x∣)−1f(x0) .
Therefore,
∫ x1
x0
f(z)dz ≥ ∫ 1
0
σ
(t)
K,−1(∣x0 − x∣)−1f(x0)(x1 − x0)dt→∞ ,
since in a neighborhood of 0 it holds that σ(t)K,−1(∣x0 −x∣)−1 ∼ 1t . This contradicts our
assumption that J ∈ L1loc(R).
2. As before it is sufficient to prove the statement for the case N = 0. Let x ∈ int(I).
As we showed we may assume 0 < M−1K,x,r ≤ f(y) ≤ MK,x,r < ∞ for every y in the
open ball Bx(r) for some 0 < r < lδ. Let x1, x2 ∈ Bx( r2) and set x¯1 = x2 + s(x2 − x1)
where s = r2∣x2−x1∣ (notice that x¯1 ∈ Bx(r)). Then x2 = 1s+1 x¯1 + ss+1x1.
Consider the identity (see (3.13)):
σ
(t)
K,−1(θ) = s−K(tθ)s−K(θ) = t [1 − K3! θ2(1 − t2) +O(θ4)] .
Using Taylor’s theorem with remainder, for some θ1, θ2 ∈ (0, ∣x¯1 −x1∣) ⊂ (0,2r) holds
the identity:
f(x2)−1 − f(x1)−1 ≤ σ( 1s+1 )K,−1 (∣x¯1 − x1∣)f(x¯1)−1 + (σ( ss+1 )K,−1 (∣x¯1 − x1∣) − 1) f(x1)−1
= ( 1
s + 1)[1 − K6 (1 − ( 1s + 1)2) θ21] f(x¯1)−1 + ( ss + 1)[1 − K6 (1 − ( ss + 1)2) θ22] f(x1)−1 − f(x1)−1 .
Hence
f(x2)−1 − f(x1)−1≤ ( 1
s + 1) f(x¯1)−1 + (( ss + 1) − 1) f(x1)−1
− K
6(s + 1) {(1 − ( 1s + 1)2) θ21f(x¯1)−1 + s(1 − ( ss + 1)2) θ22f(x1)−1}
≤ ( 1
s + 1) ∣f(x¯1)−1 − f(x1)−1∣ + ∣K ∣6(s + 1) ∣(1 − ( 1s + 1)2) θ21f(x¯1)−1 + s(1 − ( ss + 1)2) θ22f(x1)−1∣
≤ ( 1
s + 1)(f(x¯1)−1 + f(x1)−1) + ∣K ∣(2r)26(s + 1) max(f(x¯1)−1, f(x1)−1) [( s2 + 2s(s + 1)2 ) + ( 2s2 + s(s + 1)2 )]
≤ 1
s + 1 [2MK,x,r + ∣K ∣4r26 MK,x,r ⋅ 3] s=
r
2∣x2−x1 ∣≤ CK,x,r ∣x2 − x1∣
for some constant CK,x,r > 0, where we used the estimate [( s2+2s(s+1)2 ) + ( 2s2+s(s+1)2 )] ≤ 3
for every s > 0.
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Repeating the argument, with the roles of x2 and x1 exchanged, we conclude that
f−1(y) is Lipschitz continuous in a neighborhood Bx( r2) of x for some r > 0. Con-
sidering that
∣f(x2)−1 − f(x1)−1∣ = ∣f(x1) − f(x2)∣
f(x1)f(x2) ≥ ∣f(x1) − f(x2)∣M2K,x,r ,
we conclude that f(y) is Lipschitz on Bx( r2).
3.4 Measures satisfying ‘synthetic’ CDDb(K,N,D) conditions
and their properties
For applications it is beneficial to work with classes of measures which are closed under
weak convergence. The class MC∞[K,N,D] was defined using the differential condition 3.22
appearing in (3) of Theorem 3.3.6, which is not preserved under weak convergence (the
limit might not have a C∞ nor C2 density); a class of measures which satisfies condition(2) (which is more general than (3)) is also not weakly closed (since it can’t accommodate
singular measures). Fortunately condition (1), which is the most general, can incorporate
singular measures as well. We will accept it as the ‘synthetic’ curvature-dimension con-
dition; it will define a new class, which can be considered as an extension of MC∞[K,N,D].
Worthy of note, this new class is closed under weak convergence; this property makes
it more natural for applications of convex optimization methods. We will now make a
digression into defining this new extended class, and prove some of its essential properties.
3.4.1 The classes M[K,N,D](I) and MM[K,N,D](I)
We denote by M± the set of all Radon signed measures on R, and by M the subset of all
non-negative Radon measures on R. By the Riesz representation theorem we can identifyM as the space of positive bounded linear functionals on Cc(R). Since for any ξ1, ξ2 ∈M
and any two numbers α1, α2 ≥ 0 it holds that α1ξ1 + α2ξ2 ∈M, it is a convex cone. We
also define
Mb = {ξ ∈M ∶ ξ(R) <∞} and P = {ξ ∈M ∶ ξ(R) = 1} .
When we consider sets of measures supported in a subset I ⊂ R we denote byM(I),Mb(I),P(I)
the respective sets of measures.
We now present the classes of measures which will replace the former class MC∞[K,N,D](I).
Definition 3.4.1 (The classM[K,N,D](I)). Let K ∈ R, N ∈ (−∞,0]∪(1,∞], D ∈ (0,+∞],
and let I ⊂ R be a closed interval. We set M[K,N,D](I) to be the cone of measures
ξ ∈Mb(R) such that
1. supp(ξ) ⊂ I.
2. For any two compact sets A0,A1 ⊂ R and every t ∈ [0,1]:
ξ(At) ≥ M˜ (t)K,N [θk(A0,A1)](ξ(A0), ξ(A1)) , (3.34)
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where
θK(A0,A1) = ⎧⎪⎪⎨⎪⎪⎩infx∈A0, y∈A1 ∣x − y∣ if K ≥ 0supx∈A0, y∈A1 ∣x − y∣ if K < 0 .
3. diam(supp(ξ)) ≤D.
We refer to the class M[K,N](I) as the members of the class M[K,N,∞](I). We denote
the subclass of probability measures in M[K,N,D](I) (resp. M[K,N](I)) by P[K,N,D](I)
(resp. P[K,N](I)).
Remark 3.4.2. If ξ ∈M[K,N,D](I) then subject to the proviso that D < lδ if δ > 0 and
K < 0, it holds that diam(supp(ξ)) ≤ lδ. Indeed, lδ =∞ if δ ≤ 0, and if δ > 0 andK > 0 then
according to Lemma 3.3.9 diam(supp(ξ)) ≤ pi√
δ
= lδ (a constraint which is expected in view
of the generalized Bonnet-Myers theorem [113], which states that if a CWRM (M,g, µ),
with µ locally finite, satisfies CD(K,N) with K > 0,N ≥ n, then diam(M) ≤ pi√
δ
).
An important sub-class of measures is the set of ‘model-space measures’. We define it in
analogy to Definition 3.4.1 of the class M[K,N,D](I).
Definition 3.4.3 (The model class MM[K,N,D](I)). Let K ∈ R, N ∈ (−∞,0] ∪ (1,∞],
D ∈ (0,+∞], and let I ⊂ R be a closed interval. We define the class MM[K,N,D](I) to be
the set of a.c. measures 0 ≢ ξ = J ⋅m ∈Mb(R) s.t.
1. IJ ∶= supp(J) ⊂ I.
2. J satisfies: for all x0, x1 ∈ int(IJ) and every t ∈ [0,1]:
J(xt) =M (t)K,N−1[∣x1 − x0∣](J(x0), J(x1)) . (3.35)
3. diam(IJ) ≤D.
Evidently from the equivalences of Theorem 3.3.6 it follows thatMM[K,N,D](I) ⊂M[K,N,D](I).
Remark 3.4.4. According to this definition J ∈ C∞(int(IJ)), and according to Remark
3.3.8 J satisfies the differential equation −(logJ)′′ − 1N−1((logJ)′)2 = K on int(IJ); the
solutions J to this ODE are indeed smooth on int(IJ), and can be identified as restrictions
of scaling and translations of the functions JK,N,h (for some h ∈ R) which were defined
in (3.1.10). In view of this, for N ∈ (−∞,0] ∪ (1,∞] there is no ambiguity between this
definition and Definition 3.1.12. Yet, one should note that the ODE condition in Definition
3.1.12 applies to N ∈ (−∞,∞] ∖ {1}.
The following theorem is a natural analogue of the statement that for N ∈ (−∞,0]∪(1,∞]
it holds that CDD(K,N1,D)⇒ CDD(K,N2,D) whenever 1N1 ≥ 1N2 .
Theorem 3.4.5. Let I ⊂ R be a fixed closed interval, and let K ∈ R, N1,N2 ∈ (−∞,0] ∪(1,∞] and D ∈ (0,∞]. If 1N1 ≥ 1N2 then M[K,N1,D](I) ⊂M[K,N2,D](I).
63
Proof. The statement is a straightforward consequence of Proposition 3.3.4 (4b).
In general ξ ∈ M[K,N,D](R) admits a Lebesgue decomposition ξ = ξac + ξs into absolute
continuous and singular parts. Since ξ is a finite Radon measure, dξac = J dm for some
function J ∈ L1(R). In [16] Borell showed that there are restrictions on the Lebesgue
decomposition of ‘ 1N -concave’ (i.e. M0,N(R)) measures. Following his arguments we
show that the same restrictions apply also to general M[K,N,D](R) measures.
Theorem 3.4.6. Assume ξ ∈ M[K,N,D](R) where K ∈ R, N ∈ (−∞,0] ∪ (1,∞] and
D ∈ (0,∞]. Then, subject to the proviso D < lδ if δ > 0 and K < 0, it holds that:
1. supp(ξ) is connected.
2. Either
(a) supp(ξs) contains a single point and ξac ≡ 0.
(b) supp(ξs) = ∅, i.e. dξ = Jdm where J ∈ L1(R).
Remark 3.4.7. The proviso ‘D < lδ if δ > 0 and K < 0’ is necessary for the validity of
this simple characterization of supp(ξ) under any Curvature-Dimension conditions within
the pertinent range of the parameters K and N . The necessity of this proviso will also
emerge later on, when we discuss about the identification of the model-space measures as
extreme points of a subset of P[K,N,D](R). Recall that the model-space measures have
densities which are up to translations and rescalings are just restrictions of the function
JK,N,h(x). When δ > 0 and K < 0, i.e. K < 0 and N ∈ (−∞,0], then JK,N,h(x) is of the
form cos(√δx)N−1; since N − 1 ≤ −1 the function JK,N,h(x) is not integrable around the
points − pi
2
√
δ
= − lδ2 and pi2√δ = lδ2 ; hence if ξ0 ∈ MM[K,N,D](R) is supported on an interval
I0 then diam(I0) < lδ. However, without this proviso a member ξ of M[K,N,D](R) (δ > 0
and K < 0) might have the following undesirable properties:
• diam(supp(ξ)) > lδ.
For example, assume N1 ∈ (−∞,0]. Let dξ0 ∶= e ∣K∣x22 1I0(x)dm ∈MM[K,∞,∞](R) be a
measure supported on an interval I0. Measures fromMM[K,∞,∞](R) can be supported
on intervals of arbitrarily large finite diameter, so we may assume diam(I0) > lδ1 ∶=√
N1−1
K pi. By Theorem 3.4.5 ξ0 ∈M[K,N1,∞](R) (since 1N1 < 0).
• supp(ξ) might not even be connected; it might contain several (or even infinitely
many) components Ik (k = 1,2...), s.t. diam(Ik) < lδ.
For example, assume ξ1, ξ2 ∈MM[K,N,D](R) are supported on intervals I1, I2 s.t.
– max(diam(I1), diam(I2)) < lδ
– d(I1, I2) > lδ.
Define a measure ξ ∈Mb(R) by ξ1 + ξ2. This measure has a density J which verifies
condition 2 of the equivalences of Theorem 3.3.6, which is equivalent to condition 1
of the Theorem, therefore ξ ∈M[K,N,D](R).
For the proof of the extreme points characterization Theorem 3.5.13, which is one of the
main goal of this chapter, we want to exclude these possibilities.
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Before proving Theorem 3.4.6 we mention several facts about differentiation of measures;
for the proof of these statements the reader is referred to [107, p.143].
Theorem 3.4.8. Assume dξ = Jdm+ξs is the Lebesgue decomposition of a measure ξ ∈M
w.r.t. m (J ∈ L1loc(R)). We define the derivative of ξ with respect to m at x (when it exists)
(Dξ)(x) = lim
r→0 ξ(I(x; r))m(I(x; r)) .
Then
1. (Dξ)(x) = J(x) a.e. [m].
2. ξm if and only if (Dξ)(x) = 0 for [m]-a.e. x.
3. If ξs ≠ 0 then (Dξs)(x) =∞ for [ξs]-a.e. x.
Proof of Theorem 3.4.6. Let ξ = ξac + ξs be the Lebesgue decomposition of ξ; here ξac =
Jdm where 0 ≤ J ∈ L1(R) and ξsm. By Lemma 3.3.9 we have diam(supp(ξ)) ≤ lδ subject
to our proviso. We verify the statements:
1. Assume supp(ξ) contains two distinct points x0 and x1. Let t ∈ (0,1) and set
xt = (1 − t)x0 + tx1. Then for every r ∈ (0,min{12 ∣x1 − x0∣, 12(lδ − ∣x1 − x0∣)) holds the
inequality:
ξ(I(xt; r) ≥ M˜ (t)K,N [θK(I(x0; r), I(x1; r)](ξ(I(x0; r), ξ(I(x1; r)) ,
and the RHS is positive for every such r, hence xt ∈ supp(ξ). Since t was arbitrary
we can conclude that supp(ξ) must be path-connected.
2. Assume supp(ξs) contains two distinct points x0 and x1. Let us firstly assume
that ∣x1 − x0∣ < lδ. By definition for any r > 0 it holds that ξs(I(x0; r)) > 0 and
ξs(I(x1; r)) > 0. It follows from Theorem 3.4.8 that there are points y0 ∈ I(x0; r)
and y1 ∈ I(x1; r) such that (Dξs)(y0) and (Dξs)(y1) both exist and equal ∞. By
choosing r sufficiently small we may further assume that ∣y1 − y0∣ < lδ. Any point
y ∈ (y0, y1) can be expressed as y = yt = (1 − t)y0 + ty1 ∈ (y0, y1), for some t ∈ (0,1).
We will show that (Dξs)(yt) exists and is infinite.
Assume r ∈ (0,min{12 ∣y1 − y0∣, 12 (lδ − ∣y1 − y0∣)}); evidently I(yt; r) = (1− t)I(y0; r)+
tI(y1; r). Since ξ ∈M[K,N](R):
ξ(I(yt; r))
m(I(yt; r)) ≥ M˜ (t)K,N [θK(I(x0; r), I(x1; r)] ( ξ(I(y0; r))m(I(y0; r)) , ξ(I(y1; r))m(I(y1; r))))
≥ M˜ (t)K,N [θK(I(x0; r), I(x1; r)] ( ξs(I(y0; r))m(I(y0; r)) , ξs(I(y1; r))m(I(y1; r))))→ M˜ (t)K,N [∣y1 − y0∣] ((Dξ)(y0), (Dξ)(y1)) =∞ .
Hence the only possibility of having more than one point in ξs is when δ > 0,K > 0
and ∣x1−x0∣ = lδ; however in this case ξs({x0})ξs({x1}) must be zero, since otherwise
(for the compact sets A0 ∶= {x0},A1 ∶= {x1}) it holds that:
ξ({xt}) ≥ M˜ (t)k,N [lδ] (ξs({x0}), ξs({x1})) ≡∞ , ∀t ∈ (0,1) .
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contradicting our assumption ξ ∈ L1loc(R). We conclude that supp(ξs) can contain
no more than a single point for every ξ ∈M[K,N,D](R).
We will now prove that if supp(ξs) ≠ ∅ then it must hold that supp(ξac) = ∅. Indeed,
if supp(ξs) = {x0} and supp(ξac) = I ≠ ∅ notice that for t ∈ (0,1)
ξ((1 − t){x0} + tI) ≥ M˜ (t)K,N [θK({x0}, I)](ξ({x0}, ξ(I))
As t → 0 the LHS approaches 0, while the RHS (considering the definitions of
σ
(t)
K,N−1(θ) and τ (t)K,N(θ) in (3.10)) approaches ξs({x0}) > 0. This is a contradiction,
hence if ξ is not the zero-measure, either supp(ξac) ≠ ∅ or supp(ξs) ≠ ∅, but not
both.
3.4.2 Topological properties
Recall that a sequence (ξn)n∈N ⊂Mb converges to ξ in the weak topology (resp. weak-*
topology) if for all f ∈ Cb(R) (resp. for all f ∈ Cc(R))
lim
n→∞∫ fdξn = ∫ fdξ .
We denote these modes of convergence by ξn
wÐ→ ξ and ξn w∗Ð→ ξ respectively.
Note that the above definition of weak topology, sometimes referred to as the ‘narrow
topology’, should not be confused with the weak topology of functional analysis, and the
former is weaker than the latter. However, the above weak* topology is precisely the
weak* topology of functional analysis, since by the Riesz Theorem M± is the functional
analytic dual of Cc(R).
Evidently when I is compact Cc(I) = Cb(I) and there is no distinction between w and w∗
convergence. We remind the reader about the Portmanteau theorem which gives equivalent
characterizations of weak convergence of probability measures:
Theorem 3.4.9 (Portmanteau Theorem [56]). Assume ξ and (ξn)n∈N are measures in P.
Then the following assertions are equivalent :
1. ξn
wÐ→ ξ.
2. lim supn→∞ ξn(F ) ≤ ξ(F ) for every closed set F ⊂ R.
3. lim infn→∞ ξn(F ) ≥ ξ(F ) for every open set G ⊂ R.
4. limn→∞ ξn(Q) = ξ(Q) for every Borel set Q ⊂ R such that ξ(∂Q) = 0.
We now prove that the class P[K,N,D](I) is closed under weak convergence, i.e. closed in
the weak topology. The reader should keep in mind that for later applications (specifically,
the Banach-Alaoglu theorem) we will need to assume that the class is closed under weak*
convergence, that is w.r.t. to the coarser weak* topology. However, for these applications
it will turn out that the underlying interval I is compact; as a result the weak and weak*
topologies coincide, and therefore any result where weak convergence is involved, can be
equivalently rephrased for weak* convergence.
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Theorem 3.4.10. Let I be a fixed interval. For K ∈ R, N ∈ (−∞,0] ∪ (1,∞], and
D ∈ (0,∞], s.t. D < lδ if δ > 0 and K < 0, the class P[K,N,D](I) is weakly closed.
Proof. If ξn
wÐ→ ξ where ξn ∈ P[K,N,D](I) for n ∈ N, then by testing the function 1 ∈ Cb(R)
we conclude that ξ ∈ P. We verify it satisfies the conditions in Definition 3.4.1. The
arguments are analogous to the arguments used in [15, 24] to show that the class of 1N -
concave measures is weakly closed.
Condition 1 : By the Portmanteau equivalences 0 = limn→∞ ξn(Ic) = ξ(Ic),
therefore supp(ξ) ⊂ I.
Condition 2 : The case K = 0 is proved in [15,24], therefore throughout we assume K ≠ 0.
Let A(0),A(1) ⊂ R be two compact sets such that diam(A(0) ∪ A(1)) ≤ lδ
and ξ(A(0))ξ(A(1)) > 0. For t ∈ (0,1) we set A(t) = (1 − t)A(0) + tA(1). Given
r > 0, we denote the closed and open r-extensions of A(i) by Aˆ(i)r and Aˇ(i)r
respectively (the latter can be identified as the interior of the former).
By the Portmanteau equivalences and Proposition 3.3.4:
ξ(Aˆ(t)1
m
) ≥ lim sup
n→∞ ξn(Aˆ(t)1m ) (3.36)≥ lim sup
n→∞ M˜ (t)K,N [θK(Aˆ(0)1m , Aˆ(1)1m )](ξn(Aˆ(0)1m ), ξn(Aˆ(1)1m ))≥ lim inf
n→∞ M˜ (t)K,N [θK(Aˆ(0)1m , Aˆ(1)1m )](ξn(Aˆ(0)1m ), ξn(Aˆ(1)1m ))≥ lim inf
n→∞ M˜ (t)K,N [θK(Aˆ(0)1m , Aˆ(1)1m )](ξn(Aˇ(0)1m ), ξn(Aˇ(1)1m ))≥ M˜ (t)K,N [θK(Aˆ(0)1
m
, Aˆ
(1)
1
m
)](lim inf
n→∞ ξn(Aˇ(0)1m ), lim infn→∞ ξn(Aˇ(1)1m ))≥ M˜ (t)K,N [θK(Aˆ(0)1
m
, Aˆ
(1)
1
m
)](ξ(Aˇ(0)1
m
), ξ(Aˇ(1)1
m
))
≥ M˜ (t)K,N [θK(Aˆ(0)1
m
, Aˆ
(1)
1
m
)](ξ(A(0)), ξ(A(1))) . (3.37)
Notice that
1. θK(Aˆ(0)1
m
, Aˆ
(1)
1
m
) ≤ θK(A(0),A(1)) if K > 0.
2. θK(Aˆ(0)1
m
, Aˆ
(1)
1
m
) ≥ θK(A(0),A(1)) if K < 0.
3. limm→∞ θK(Aˆ(0)1
m
, Aˆ
(1)
1
m
) = θK(A(0),A(1)).
Recall that if a ⋅ b > 0 and d0 > 0, then by identity 5 of Proposition 3.3.4, if
K > 0 then
limd↑d0 M˜ (t)K,N [d](a, b) = M˜ (t)K,N [d0](a, b) (+∞ if d = lδ), and if K < 0 then
limd↓d0+ M˜ (t)K,N [d](a, b) = M˜ (t)K,N [d0](a, b) (0 if d = lδ). Since A(t) = ⋂∞m=1 Aˆ(t)1
m
by measure continuity from above it follows from inequality (3.36) and these
observations that
ξ(A(t)) = lim
m→∞ ξ(Aˆ(t)1m ) ≥ M˜ (t)K,N [θK(A(0),A(1))](ξ(A(0)), ξ(A(1))) .
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Condition 3 : Since ξ ∈ P[K,N](R) by Theorem 3.4.6 it must be supported on either an
interval or a point. In the latter case there is nothing to prove. Assume
supp(ξ) contains at least two points; let x0, x1 ∈ supp(ξ) s.t. x0 < x1. For any
0 <  < 12(x1−x0) and i ∈ {0,1} it holds that ξ(I(x0; )), ξ(I(x1; )) > 0; by the
Portmanteau’s equivalences limn→∞ ξn((I(xi; )) = ξ(I(xi; )) > 0. Therefore
there is n ∈ N such that for all n ≥ n it holds that ξn(I(x0; ))ξn(I(x1; )) > 0;
since by Theorem 3.4.6 the measures ξn and ξ have connected supports, this
means that for all n ≥ n: [x0 + , x1 − ] ⊂ supp(ξn), whence (x1 − x0) ≤
diam(supp(ξn)) + 2. Since this can be shown for any  > 0 we conclude that
x1 − x0 ≤ D. But this applies also to any two such points x0, x1 ∈ supp(ξ),
hence diam(supp(ξ)) ≤D.
The theorem motivates the introduction of the following definitions:
Definition 3.4.11 (The sub-classes Mac[K,N,D](I),MCk[K,N,D](I),Ms[K,N,D](I)). Let I ⊂ R
be a closed interval. We denote by
1. Mac[K,N,D](I): The class of absolutely-continuous measures ξ = J ⋅m ∈M[K,N,D](I).
Throughout we will always assume that the density J refers to the representative
which is continuous on int(supp(ξ)) (as justified by Proposition 3.3.12).
2. MCk[K,N,D](I) (k ∈ N0 ∪ {∞}): The class of measures ξ = J ⋅m ∈ Mac[K,N,D](I) s.t.
J ∈ Ck(int(supp(ξ))).
3. Ms[K,N,D](I): The class of delta-measures ξ = δx0 ∈M[K,N,D](I) where x0 ∈ I.
Remark 3.4.12. According to Theorem 3.4.6, subject to the proviso that D < lδ when
δ > 0 and K < 0, every measure ξ ∈ M[K,N,D](I) belongs to one, and only one, of the
classes Mac[K,N,D](I) and Ms[K,N,D](I). Clearly we have the following hierarchyMC2[K,N,D](I) ⊂Mac[K,N,D](I) ⊂M[K,N,D](I) .
However, while all members of M[K,N,D](I) satisfy condition 1 of Theorem 3.3.6 by
definition, the theorem shows that the subset of measures ξ = J ⋅ m ∈ Mac[K,N,D](I)
satisfy also condition 2 of the theorem (and in view of Proposition 3.3.12, as a sub-
set of Mb(R) we can identify Mac[K,N,D](I) with MC0[K,N,D](I)), while the members ofMC2[K,N,D](I) ⊂Mac[K,N,D](I) satisfy in addition condition 3.
We identify (3.2) from Definition 3.1.6 as the fundamental property satisfied by the mem-
bers ofMC∞[K,N,D](I). This class is fundamental for the needle decomposition applications
which were presented in Theorem 3.2.1. Due to Theorem 3.3.6 the members of this class
satisfy also condition 2 of Theorem 3.3.6, hence the former definition of MC∞[K,N,D](I) in
Definition 3.1.6 causes no notational ambiguity with the present definition of the subclassMCk[K,N,D](I) (Definition 3.4.11) when k =∞.
Condition 3 of Theorem 3.3.6 corresponded to CDb(K,N) conditions in dimension 1; in
view of Theorem 3.3.6 it is reasonable to refer to the two other conditions 1 and 2 of
Theorem 3.3.6 (being more general than condition 3) as ’synthetic’ CDb(K,N) (resp.
CDDb(K,N,D)) conditions on R.
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3.4.3 Abstract formulation of the problem
Let Mb(I) denote the space of bounded non-negative Radon measures on R supported
inside a closed interval I, and let P(I) ⊂ Mb(I) be the subset of probability measures
(when I = R we will sometimes abbreviate and write Mb and P respectively). Given a
function u ∈ C(R) we define u∗ to be the linear functional on M(I) defined by u∗(ξ) =∫ udξ; this is a well defined bounded functional whenever either u is compactly supported
or I is compact.
Given A ⊂Mb(I) and two such functionals u∗, v∗ which are non-negative on A, we define
their associated quotient Φu∗,v∗ ∶ A→ R+ ∪ {+∞} as the non-negative function:
Φu∗,v∗(ξ) ∶= ⎧⎪⎪⎨⎪⎪⎩
u∗(ξ)
v∗(ξ) if v∗(ξ) ≠ 0+∞ if v∗(ξ) = 0 .
By application of the localization theorem we have shown (Theorems 3.2.2 and 3.2.3) that
lower bounds for ΛPoi and ΛLS are given as solutions λ
(1,p)
K,N,D and ρK,N,D (equations (3.6)
and (3.8)) of an optimization problem of the following general form:
αK,N,D ∶= inf
0/≡ξ∈M[K,N,D](R) inff∈F∗(ξ)Φu∗f ,v∗f (ξ) , (3.38)
where uf , vf and the function space F∗ (∗=‘Poi’, ‘Poi(p)’ or ‘LS’) are defined according
to the following assignments:
(3.39)
uf(x) ∶= f ′(x)p, vf(x) ∶ = ∣f(x)∣p, hf(x) ∶ = f(x)∣f(x)∣p−2 in problem (3.6) ,
uf(x) ∶= 2f ′(x)2, vf(x) ∶ = f(x)2 log f(x)2, hf(x) ∶ = f(x)2 − 1 in problem(3.8) ,
F∗(ξ) = {0 /≡ f ∈ C∞(R) ∶ hf ∈ Cc(R) and h∗f(ξ) = 0} .
Remark 3.4.13. The following crucial properties are satisfied:
• uf , vf , hf ∈ Cc(R) by definition of our function space.
• We can identify F∗(ξ) = {f ∈ Fa∗ ∶ h∗f(ξ) = 0} ,
where Fa∗ is an auxiliary function space (independent of ξ) defined byFa∗(ξ) ∶= {0 /≡ f ∈ C∞(R) ∶ hf ∈ Cc(R)} .
• supp(uf) ⊂ supp(vf).
• supp(vf) ⊂ supp(hf).
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• If h∗f(ξ) = 0 then v∗f (ξ) ≥ 0. Indeed, in the log-Sobolev problem, although vf(x) is
not a non-negative function, by Jensen’s inequality applied to ξ¯ ∶= 1ξ(1)ξ (considering
that h∗f(ξ¯) = 0):
v∗f (ξ¯) = ξ¯(f2 log f2) ≥ ξ¯(f2) log (ξ¯(f2)) h∗f (ξ)=0= 0 ,
hence v∗f (ξ) ≥ 0.
By Remark 3.4.13 it follows that
supp(uf) ∪ supp(vf) ⊂ conv(supp(hf)) ,
hence by exchanging the minimization order we may equivalently reformulate the problem
(3.38) as follows:
αK,N,D = inf
f∈Fa∗ infξ∈M[K,N,D](conv(supp(hf )))
s.t. h∗f (ξ)=0
Φu∗
f
,v∗
f
(ξ) . (3.40)
By 0-homogeneity this is equivalent to
αK,N,D = inf
f∈Fa∗ infξ∈P[K,N,D](conv(supp(hf )))
s.t. h∗f (ξ)=0
Φu∗
f
,v∗
f
(ξ) . (3.41)
Now in this equivalent form we have two consecutive minimization problems, the inner is
on measures and the outer on functions. Our first important result is a reduction of the
class of measures in the inner problem fromM[K,N,D] to the classMM[K,N,D]. We approach
the problem via functional analytic methods, in particular identification of extreme points
and application of the Krein-Milman theorem (or an equivalence of the theorem). Then,
after exchanging the order of minimization again we face the following simpler problem:
Find : inf
ξ∈MM[K,N,D](R) inff∈F∗(ξ)Φu∗f ,v∗f (ξ) . (3.42)
A solution to this problem, by a finer refinement over the model class, will be approached
by other methods, which will depend on the specific functional inequality that we wish to
establish.
3.5 Extreme points - classification and applications
3.5.1 The role of extreme points
When we consider optimization problems over subsets A ⊂ X, convexity of A is an extra
piece of information which can significantly facilitate the solution due to many important
results which rely on this property. In particular, the problem is greatly simplified once
we know what are the extreme points of the convex set.
To this end we firstly recall the definition of extreme points; we provide a definition for
general sets which are not necessarily convex.
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Definition 3.5.1 (Extreme Points). We say that a point x in a set A of a real vector
space is an extreme point of A, denoted by x ∈ Ex (A) if x does not belong to the relative
interior of any non-degenerate line segment [y0, y1] ⊂ A, where
[y0, y1] = {(1 − t)y0 + ty1 ∶ t ∈ [0,1]} .
Equivalently x ∈ Ex (A) if and only if the following implication holds:
If [y0, y1] ⊂ A and x = 12y0 + 12y1 then x = y0 = y1 .
We will need the following known facts [51, p.74] (see also [1]):
Theorem 3.5.2. Assume A is a non-empty compact convex subset of a locally convex
Hausdorff t.v.s. X. Denote by Ex (A) the set of extreme points of A. Then:
1. (Krein-Milman) A = conv(Ex (A)).
2. (Milman) If B ⊂ A, then the following conditions are equivalent:
• conv(B) = A.
• Ex (A) ⊂ B¯.
3. (Bauer) min{φ(x) ∶ x ∈ Ex (A)} = min{φ(x) ∶ x ∈ A} for any φ ∈X∗.
The following proposition can be considered as an extension of 3 above to non-linear
functions on Mb of the form Φu∗,v∗(ξ) .
Proposition 3.5.3. Assume A ≠ ∅ is a w∗-compact convex set inMb, and that u∗(ξ), v∗(ξ) ≥
0 for all ξ ∈ A. Define λ ∶= infAΦu∗,v∗(ξ) and λE ∶= infEx(A) Φu∗,v∗(ξ). Then
λ = λE .
Proof. Clearly λ ≤ λE, therefore it is enough to prove λE ≤ λ. If λ = ∞ there is nothing
to prove. If λE =∞ then by Bauer’s theorem (see Theorem 3.5.2) 0 = maxξ∈Ex(A) v∗(ξ) =
maxξ∈A v∗(ξ), whence λ = ∞. We will thus assume λE < ∞ . Assume by contradiction
that λ < λE. We define φλE(ξ) to be the continuous linear functional defined by
φλE(ξ) = u∗(ξ) − λEv∗(ξ) .
By definition of λ, for any  > 0 there exists ξ ∈ A such that Φu∗,v∗(ξ) < λ + . For
sufficiently small  we can assume Φu∗,v∗(ξ) < λE whence minξ∈A φλE(ξ) ≤ φλE(ξ) < 0.
By Bauer’s theorem minA φλE(ξ) = minEx(A) φλE(ξ), hence there exists ξ∗ ∈ Ex (A) such
that u∗(ξ∗)−λEv∗(ξ∗) < 0; since u∗ is non negative on A and λE > 0 (since by assumption
λE > λ ≥ 0), it follows that v∗(ξ∗) > 0. This implies that Φu∗,v∗(ξ∗) < λE, which is a
contradiction to the definition of λE.
Proposition 3.5.4. Let A ≠ ∅ be a w∗-compact convex set in Mb, and let B ⊂ A be a
closed subset of A such that A = convB. Then
1. Ex (A) ⊂ Ex (B).
2. infB Φu∗,v∗(ξ) = infEx(B) Φu∗,v∗(ξ) = infEx(A) Φu∗,v∗(ξ).
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Proof. By Milman’s theorem (2 of Theorem 3.5.2) Ex (A) ⊂ B¯ = B, therefore Ex (A)∩B =
Ex (A). Since B ⊂ A it holds that Ex (A) ∩ B ⊂ Ex (B). We can thus conclude that
Ex (A) ⊂ Ex (B). The second statement is a straightforward consequence of the following
inequalities
inf
A
Φu∗,v∗(ξ) Prop.3.5.3= inf
Ex(A)Φu∗,v∗(ξ) Ex(A)⊂Ex(B)≥ infEx(B)Φu∗,v∗(ξ) (3.43)≥ inf
B
Φu∗,v∗(ξ) ≥ inf
A
Φu∗,v∗(ξ) .
A digression into the theory of cones
We make a brief digression into the general theory of cones. The goal of this digression
is to present another interpretation for our results; yet, we stress that we will not use it
for the derivation of the main results, but rather consider it merely as an alternative form
of stating results. We refer the reader to [10, 22, 94] for further details about the theory
of cones and their extreme rays. The cone viewpoint is motivated by the simple fact that
the function Φu∗,v∗(ξ) is 0-homogeneous in ξ, hence its value is the same for all members
of the class {sξ ∶ s > 0}.
Assume X is a locally convex Hausdorff t.v.s. A set K ⊂ X is called a cone if 0 ∈ K and
λx ∈ K for every λ ≥ 0 and every x ∈ K. K is a convex cone if in addition for any two
points x, y ∈K, and any two numbers α,β ≥ 0, it holds that z = αx+βy ∈K. We will only
consider proper cones, i.e. K ∩ (−K) = {0}.
Given points xi ∈X and αi ∈ R+, where i = 1, ...,m, the point x = ∑mi=1 αixi is called a conic
combination of the points x1, .., xm. The set co(A) of all conic combinations of points from
a set A ⊂X is called the conical-hull of the set A. It can be identified as the smallest cone
which contains A. A ray is defined as the conic-hull of a single non-zero point, i.e. it is a
set of the form co(x) = {λx ∶ λ ≥ 0} where x ∈K ∖ {0}.
We denote by Rays(K) the set of rays of K. A ray R of K is said to be an extreme ray of
K if whenever u ∈ R and u = 12(x + y), where x, y ∈ K, then x, y ∈ R. We define Exr (K)
to be the set of extreme rays of K.
Definition 3.5.5 (Bases). A set B ⊂K is called a base of K if 0 ∉ B and for every point
u ∈K, u ≠ 0, there is a unique representation u = λv, with v ∈ B and λ > 0.
We refer the reader to [10] (lemma 2.10 on p.116) for the proof of the following theorem :
Theorem 3.5.6. If A ⊂ X is a compact convex set such that 0 ∉ A, then K = co(A) is a
closed convex cone.
Definition 3.5.7 ([22,94]). A non-empty set C of a closed convex cone K is called a cap
of K provided C is compact, convex and K ∖C is convex.
We relate this to our previous discussion. We will be interested in a cone K ⊂ Mb(I)
defined by K = co(A), where A = conv(B1) for a subset of probability measures B1 ⊂ P,
and the closure is w.r.t. the w∗-topology. We take A as a base, and the sets Cn = [0, n] ⋅A(n ∈ N) are caps (sinceK∖C is convex due to thatK is defined as co(A), and for ξ ∈K∖Cn
the total mass is greater than n). Evidently K = ⋃n∈NCn; in such a situation the following
cone version of the Krein-Milman theorem holds [94]:
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Theorem 3.5.8. Suppose that K is a closed convex cone of X, and K is the union of its
caps, then K is the closed convex hull of ∪Exr (K).
It is natural to expect that extreme rays will be closely related to the extreme points of
the generating set. Indeed such a relation is given by the following theorem [94]:
Proposition 3.5.9. Let K be a convex cone with a base A, and let u ∈ K ∖ {0}. Then u
spans an extreme ray of K if and only if u = λv where λ > 0 and v is an extreme point of
A. Thus Ex (A) = A ∩ (∪Exr (K)).
Remark 3.5.10. The cone we have previously defined was constructed with a base
A = conv(B1). In Proposition 3.5.4 we showed Ex (A) ⊂ Ex (B1), but then by Propo-
sition 3.5.9 we conclude that Ex (A) = A ∩ (∪Exr (K)) ⊂ Ex (B1); A is a base hence
A ∩ (∪Exr (K)) contains at most one point from each ray; we can thus conclude that
the points Ex (B1) belong to distinct rays. We can conclude by the cone version of the
Krein-Milman theorem that K = ⋃nCn = co(∪Exr (K)) = co(Ex (A)) ⊂ co(Ex (B1)) ⊂ K,
whence K = co(Ex (B1)).
3.5.2 Classification of extreme points
The definitions given in this sub-section are motivated by the identity (3.41) which we
previously obtained for αK,N,D.
Assume h ∈ Cc(R) and define
Ih ∶= conv(supp(h)) .
Recall that the set P[K,N,D](Ih) stands for the set of probability measures ξ ∈ P[K,N,D](R)
which are supported inside Ih, and PM[K,N,D](Ih) ⊂ P[K,N,D](Ih) stands for the subset of
model-space probability measures as defined in Definition 3.4.3. According to Theorem
3.4.6 (subject to the proviso that D < lδ when δ > 0 and K < 0) the class P[K,N,D](Ih)
admits a partition into
• Pac[K,N,D](Ih) the absolutely continuous measures ξ ∈ P[K,N,D](Ih).
• Ps[K,N,D](Ih) the singular measures ξ ∈ P[K,N,D](Ih), which must be of the form δx0
for some x0 ∈ Ih.
We may thus write P[K,N,D](Ih) = Pac[K,N,D](Ih)∐Ps[K,N,D](Ih).
Definition 3.5.11 (The classes P∗[K,N,D],h(Ih) and Pˆ∗[K,N,D],h(Ih)). We define
• P∗[K,N,D],h(Ih) ∶= {ξ ∈ P∗[K,N,D](Ih) ∶ h∗(ξ) = 0};
• Pˆ∗[K,N,D],h(Ih) ∶= {ξ ∈ P∗[K,N,D],h(Ih) ∶ ∫ x−∞ hdξ ≠ 0 ∀x ∈ int(supp(ξ))};
for ∗ = ‘ac’, ‘s’,‘M’, or ‘ ’ (the latter stands for no superscript).
Proposition 3.5.12. P[K,N,D],h(Ih) and conv(P[K,N,D],h(Ih)) are w∗-compact.
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Here the closure is taken in the weak (or equivalently, as Ih is compact, weak*) topology.
Proof of Proposition 3.5.12. In Theorem 3.4.10 we showed that the class P[K,N,D](Ih) is
w-closed. Since h ∈ Cb(Ih) the condition h∗(ξ) = 0 is closed under weak convergence of
measures in P[K,N,D](Ih). Therefore the class P[K,N,D],h(Ih) is also w-closed. Since Ih is
compact it holds that
C(Ih) = Cc(Ih) = Cb(Ih) ,
hence the w and w∗ convergence modes define the same topology (and there is no ambi-
guity in using the notation A for the closure of a set A); in particular this implies thatP[K,N,D],h(Ih) ⊂ P(Ih) and convP[K,N,D],h(Ih) ⊂ P(Ih) are both w, and hence w∗, closed.
It is known that the set P(Ih) is w∗ compact [124] (considering that Ih is compact). For
completeness of the argument we justify that. Indeed by the Riesz representation theorem
we can identify P(Ih) with {ξ ∈ C(Ih)∗ ∶ ξ(f) ≥ 0 ∀0 ≤ f ∈ C(Ih) and ξ(1) = 1}; for each
f ∈ C(Ih) the sets Af ∶= {ξ ∶ ξ(f) ≥ 0} and A1 ∶= {ξ ∶ ξ(1) = 1} are w∗ closed (by testing
the condition for w∗ convergence w.r.t. functions f˜ , 1˜ ∈ Cc(R) which extend the functions
f and 1∣Ih). Hence P(Ih) = ⋂
0≤f∈C(Ih)Af ∩ {ξ ∶ ξ(1) = 1}
is a w∗-closed subset of the unit ball of C(Ih)∗. It now follows by the Banach-Alaoglu
theorem that P(Ih) is w∗ compact, and hence w compact. Since P[K,N,D],h(Ih) and
convP[K,N,D],h(Ih) are w∗-closed subsets of P(Ih), it follows that they are both w∗-
compact.
The main result of this chapter is the following theorem, which characterizes the extreme
points of the set P[K,N,D],h(Ih). Notice that in general it is not a convex set.
Theorem 3.5.13 (Extreme Points Characterization). Assume h ∈ C(Ih). Let K ∈ R,
N ∈ (−∞,0] ∪ (1,∞], and D ∈ (0,∞] subject to the proviso that D < lδ if δ > 0 and K <
0. Define A ∶= P[K,N,D],h(Ih) and B ∶= PˆM[K,N,D],h(Ih)∐Ps[K,N,D],h(Ih). The following
correspondence holds between Ex (A) and B:
1. When N ∈ (−∞,0] ∪ [2,∞], Ex (A) ⊂ B.
2. When N ∈ (−∞,0] ∪ (1,∞], B ⊂ Ex (A).
Remark 3.5.14. This shows that for N ∈ (−∞,0] ∪ [2,∞] it holds that Ex (A) = B; we
suspect that this statement is valid for N ∈ (−∞,0]∪(1,∞]. However, the current proof of
the theorem relies on the arguments of Fradelizi and Guédon [42]. As such, it shares the
same limitations, which hinder us from showing that. For the main applications this is not
a problem, since by using the localization theorem we apriori assumed that the manifold
dimension is at least 2; thus if N is positive it is already bounded below by 2.
Before we prove Theorem 3.5.13, we show how the reduction of finding αK,N,D to problem
(3.42) follows from Theorem 3.5.13. The following is the main application of interest in
this chapter.
Corollary 3.5.15. Let K ∈ R, N ∈ (−∞,0]∪[2,∞] and D ∈ (0,∞]. Subject to the proviso:
D < lδ if δ > 0 and K < 0, the constant αK,N,D defined in (3.38) is given by
αK,N,D = inf
ξ∈MM[K,N,D](R) inff∈F∗(ξ)Φu∗f ,v∗f (ξ) .
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Proof. Recall that according to (3.41):
αK,N,D = inf
f∈Fa∗ infξ∈P[K,N,D],hf (Ih)Φu∗f ,v∗f (ξ) .
Notice that the following hold:
1. By Proposition 3.5.12 the sets P[K,N,D],hf (Ihf ) and convP[K,N,D],hf (Ihf ) are w∗-
compact.
2. By Proposition 3.5.4 (applied with B = P[K,N,D],hf (Ihf )):
infP[K,N,D],hf (Ihf )Φu∗,v∗(ξ) = infEx(P[K,N,D],hf (Ihf ))Φu∗,v∗(ξ) .
3. From Theorem 3.5.13 it follows that
Ex (P[K,N,D],hf (Ihf )) = PˆM[K,N,D],hf (Ihf )∐Ps[K,N,D],hf (Ihf ) .
4. By definition Φu∗
f
,v∗
f
(ξ) =∞ whenever v∗f (ξ) = 0, therefore by 2 and 3
inf
ξ∈Ex(P[K,N,D],hf (Ihf ))Φu∗f ,v∗f (ξ) = infξ∈PˆM[K,N,D],hf (Ihf )Φu∗f ,v∗f (ξ) . (3.44)
In view of these observations we consider the following series of inequalities
inf
ξ∈PM[K,N,D],hf (Ihf )Φu∗f ,v∗f (ξ)
PM[K,N,D],hf (Ihf )⊂P[K,N,D],hf (Ihf )≥ inf
ξ∈P[K,N,D],hf (Ihf )Φu∗f ,v∗f (ξ)
by 2= inf
ξ∈Ex(P[K,N,D],hf (Ihf ))Φu∗f ,v∗f (ξ) by 4= infξ∈PˆM[K,N,D],hf (Ihf )Φu∗f ,v∗f (ξ)PˆM[K,N,D],hf (Ihf )⊂PM[K,N,D],hf (Ihf )≥ inf
ξ∈PM[K,N,D],hf (Ihf )Φu∗f ,v∗f (ξ) .
We conclude that
inf
ξ∈P[K,N,D],hf (Ihf )Φu∗f ,v∗f (ξ) = infξ∈PˆM[K,N,D],hf (Ihf )Φu∗f ,v∗f (ξ) = infξ∈PM[K,N,D],hf (Ihf )Φu∗f ,v∗f (ξ) .
Now the expression (3.38) reduces to
αK,N,D = inf
f∈Fa∗ infξ∈P[K,N,D],hf (Ihf )Φu∗f ,v∗f (ξ) = inff∈Fa∗ infξ∈PM[K,N,D],hf (Ihf )Φu∗f ,v∗f (ξ) (3.45)= inf
f∈Fa∗ infξ∈PM[K,N,D](Ihf )
h∗f (ξ)=0
Φu∗
f
,v∗
f
(ξ) = inf
ξ∈PM[K,N,D](R) inff∈Fa∗
h∗f (ξ)=0
Φu∗
f
,v∗
f
(ξ)
= inf
ξ∈PM[K,N,D](R) inff∈F∗(ξ)Φu∗f ,v∗f (ξ) = infξ∈MM[K,N,D](R) inff∈F∗(ξ)Φu∗f ,v∗f (ξ) .
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3.5.3 Proving Theorem 3.5.13
We precede the proof with two lemmas. Throughout we assume D < lδ if δ > 0 and K < 0.
We remind the reader that whenever ξ = J ⋅m ∈Mac[K,N,D](R), then by Proposition 3.3.12
we may assume J is a continuous representative of ξ (i.e. J is continuous on int(supp(ξ)))
which satisfies the following condition:
J(xt) ≥M (t)K,N−1[∣x1 − x0∣](J(x0), J(x1)) , ∀x0, x1 ∈ R, t ∈ [0,1] . (3.46)
Recall (Definition 3.1.9) that given a function f(x), we define f∨ ∶= max{f,0}.
Lemma 3.5.16. Assume ν1 = J ⋅m ∈Mac[K,N,D](R) and ν0 = J0 ⋅m ∈MM[K,N,D](R) are both
supported on an interval I. If N ∈ (−∞,0]∪ [2,∞] then ν ∶= (J − J0)∨ ⋅m ∈M[K,N,D](R).
Remark 3.5.17. Notice that the set I ∶= {(J1 − J0) > 0} must be an interval, since if
x0 < x1 are two points in I, then
J1(xt) ≥MK,N−1[∣x1 − x0∣](J1(x0), J1(x1)) >MK,N−1[∣x1 − x0∣](J0(x0), J0(x1)) = J0(xt) ,
hence xt ∈ I as well.
Proof of Lemma 3.5.16. Except for the case δ > 0 and K > 0 it clearly holds that ∣x1−x0∣ <
lδ; however when δ > 0 and K > 0, whenever ∣x1 − x0∣ ≥ lδ, according to Lemma 3.3.9, it
holds that J(x0)J(x1) = 0 and J0(x0)J0(x1) = 0, and the statement clearly holds. Thus
throughout we assume ∣x1 − x0∣ < lδ.
Recall the reverse Minkowski inequality [48, p. 31] : if 0 ≠ p ≤ 1 and a0, b0, a1, b1 > 0 then
((a0 + a1)p + (b0 + b1)p) 1p ≥ (ap0 + bp0) 1p + (ap1 + bp1) 1p .
Let us firstly assume that N ≠ ∞, then since 1N−1 ≤ 1 this inequality implies that for all
x0, x1 ∈ {(J − J0) > 0} :
(J − J0)(xt) ≥M (t)K,N−1[∣x1 − x0∣](J(x0), J(x1)) −M (t)K,N−1[∣x1 − x0∣](J0(x0), J0(x1))≥M (t)K,N−1[∣x1 − x0∣]((J − J0)(x0), (J − J0)(x1)) .
Since this holds for all N ≥ 2, this conclusion extends to the case N = ∞ by considering
the limit N →∞.
Lemma 3.5.18. Assume I1 = [x0, z], I2 = [z, x1] (or I2 = [x0, z] and I1 = [z, x1]) are two
adjacent intervals which share a single point {z}, and let I = I1 ∪ I2. Let ν1 = J1 ⋅m ∈M[K,N,D](I) and ν2 = J2 ⋅ m ∈ MM[K,N,D](I2) where K ∈ R and N ∈ (−∞,0] ∪ (1,∞].
Assume supp(ν1) = I and supp(ν2) = I2. If
1. J1 > 0 on I˚, and
2. 0 < J2 ≤ J1 on I˚2, and
3. at the common point {z} = I1 ∩ I2: J2(z) = J1(z) .
Then the measure ν ∶= J˜ ⋅m, where J˜ ∣I1 = J1 and J˜ ∣I2 = J2, belongs to the classM[K,N,D](I).
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Proof. We prove the lemma for the case I2 = [z, x1], where the case I2 = [x0, z] follows
mutatis-mutandis. Let x ∈ I˚. We fix x′0, x′1 ∈ I˚ s.t. x′0 < z, x < x′1. For some t ∈ (0,1) it
holds that x = x′t = (1 − t)x′0 + tx′1. If x ≤ z then since ν1 ∈M[K,N,D](I):
J˜(x) = J˜(x′t) = J1(x′t) ≥M (t)K,N−1[∣x′1 − x′0∣](J1(x′0), J1(x′1))≥M (t)K,N−1[∣x′1 − x′0∣](J1(x′0), J2(x′1)) =M (t)K,N−1[∣x′1 − x′0∣](J˜(x′0), J˜(x′1)) ,
where the second inequality is due to 3 of Proposition 3.3.4.
If x = x′t > z then for some r ∈ (0,1) it holds that z = x′r = (1 − r)x′0 + rx′1, and there is a
unique st ∈ (0,1) such that x′t = (1−st)z+stx′1. We can thus conclude again from property
3 of Proposition 3.3.4:
J˜(x′t) = J2((1 − st)z + stx′1)≥M (st)K,N−1[∣x′1 − z∣](J2(z), J2(x′1)) (since ν2 ∈M[K,N,D](I2))=M (st)K,N−1[∣x′1 − z∣](J1(z), J2(x′1)) (since J1(z) = J2(z))≥M (st)K,N−1[∣x′1 − z∣] (M (r)K,N−1[∣x′1 − x′0∣](J1(x′0), J1(x′1)), J2(x′1)) (since ν1 ∈M[K,N,D](I))≥M (st)K,N−1[∣x′1 − z∣] (M (r)K,N−1[∣x′1 − x′0∣](J1(x′0), J2(x′1)), J2(x′1)) (property 3 of Proposition 3.3.4) .
Define
F1(t) ∶= (M (t)K,N−1[∣x′1 − x′0∣](J1(x′0), J2(x′1))) 1N−1 ,
F2(s) ∶= (M (s)K,N−1[∣x′1 − z∣] (F1(r)N−1, J2(x′1))) 1N−1 .
Notice that F1 and F2 are respectively solutions to the following boundary value problems:
F ′′1 (t) + K
N − 1 ∣x′1 − x′0∣2F1(t) = 0 F1(r) = (M (r)K,N−1[∣x′1 − x′0∣](J1(x′0), J2(x′1))) 1N−1 , F1(1) = J2(x′1) 1N−1 ,
F ′′2 (s) + K
N − 1 ∣x′1 − z∣2F2(s) = 0 F2(0) = F1(r) F2(1) = J2(x′1) 1N−1 ,
on (r,1) and (0,1) respectively. Hence (see also Remark 3.3.8) F2 is a reparametrization of
F1 (they represent the same function F (x) which satisfies on (z, x′1) the ODE F ′′+ KN−1F1 =
0); thus for all st ∈ (0,1) such that (1 − st)z + stx′1 = (1 − t)x′0 + tx′1 it holds that
M
(st)
K,N−1[∣x′1−z∣] (M (r)K,N−1[∣x′1 − x′0∣](J1(x′0), J2(x′1)), J2(x′1)) =M (t)K,N−1[∣x′1−x′0∣](J1(x′0), J2(x′1)) .
We can thus conclude that
J˜(x′t) ≥M (t)K,N−1[∣x′1 − x′0∣](J1(x′0), J2(x′1)) =M (t)K,N−1[∣x′1 − x′0∣](J˜(x′0), J˜(x′1)) .
Since x′0, x′1 and x are arbitrary, the inequality in (3.46) is satisfied on I˚. By Theorem 3.3.6
it follows that ν ∈M[K,N,D](I). The proof of the case N =∞ follows mutatis-mutandis;
considering Remark 3.3.8, one only needs to modify the ODEs satisfied by F1 and F2.
Proof of Theorem 3.5.13. Recall from Theorem 3.4.8 that
A = P[K,N,D],h(Ih) = Pac[K,N,D],h(Ih)∐Ps[K,N,D],h(Ih) ,
where Ps[K,N,D],h(Ih) consists exclusively of delta measures supported on a single point{x0} ∈ Ih. Clearly any singular measure ν ∈ Ex (P[K,N,D],h(Ih)) is in Ps[K,N,D],h(Ih), and
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any delta measure ν ∈ Ps[K,N,D],h(Ih) must be in Ex (P[K,N,D],h(Ih)). Hence throughout
we consider only a.c. measures.
Assume ν ∈ Pac[K,N,D],h(Ih) where dνdm = J ∈ L1(R;m) and J is continuous and strictly
positive on int(supp(ν)) (both are justified by Proposition 3.3.12).
1. Assume ν = Jdm ∈ Ex (P[K,N,D],h(Ih)) is supported on [a, b] ⊂ Ih (J > 0 on (a, b)).
If for some x ∈ (a, b) it holds that ν∣[a,x](h) = 0, then since
ν∣[a,x](h) = ν∣[x,b](h) = ν(h) = 0 ,
ν admits the following non-trivial convex decomposition:
ν = (1−t)ν1+tν2 where ν1 = 1
ν([a, x])ν∣[a,x], ν2 = 1ν([x, b])ν∣[x,b] and t = ν([x, b])
with distinct ν1, ν2 ∈ P[K,N,D],h(Ih); this is clearly inconsistent with the assumption
ν being an extreme point of P[K,N,D],h(Ih). Hence ν ∈ Pˆac[K,N,D],h(Ih) and we may
assume w.l.o.g. that ν∣[a,x](h) > 0 for any x ∈ (a, b). In (3.3) we defined the densities
JK,N,h(x) by
JK,N,h(x) = ⎧⎪⎪⎨⎪⎪⎩(cδ(x) +
h
N−1sδ(x))N−1+ if N ∈ (−∞,0] ∪ (1,∞)
exp(hx − K2 x2) if N =∞ ,
where h is some parameter which accounts for the derivative at x = 0 of JK,N,h. Let
x′ ∈ (a, b) be some fixed point. We define a family of densities
J(h)(x) ∶= J(x′)
2
JK,N,h(x − x′) ,
and respectively a family of measures:
dσh ∶= min{J, J(h)}dm and dςh ∶= (J − J(h))∨dm .
Clearly for any h ∈ R it holds that ν = ςh + σh. Since J(h)(x′) = J(x′)2 in a sufficiently
small neighborhood of x′ it holds that J(h)(x) < J(x), therefore this decomposition
is non-trivial. We claim that σh, ςh ∈M[K,N,D]. Clearly supp(σh) and supp(ςh) are
subsets of supp(ν), hence the diameter condition of Definition 3.4.1 is satisfied. If
x0, x1 ∈ R and ∣x1 − x0∣ < lδ then
min{J, J(h)}(xt) (3.47)≥ min{M (t)K,N−1[∣x1 − x0∣](J(x0), J(x1)),M (t)K,N−1[∣x1 − x0∣](J(h)(x0), J(h)(x1))}≥M (t)K,N−1[∣x1 − x0∣](min{J, J(h)(x0)},min{J, J(h)(x1)}) ,
by property 3 of Proposition 3.3.4. Under our assumptions the case ∣x1 − x0∣ ≥ lδ is
possible only if δ > 0 andK > 0; in this case by Lemma 3.3.9 it follows J(x0)J(x1) = 0
and J(h)(x0)J(h)(x1) = 0 and (3.47) is satisfied. Therefore σh ∈M[K,N,D](Ih).
We claim that ςh ∈M[K,N,D](Ih) as well; indeed, if J(h) > 0 on the whole of (a, b) then
ςh ∈M[K,N,D](Ih) due to Lemma 3.5.16; otherwise {J(h) > 0} ∩ (a, b) is an interval,
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since supp (J(h)) = x′+supp(JK,N,h). Then ςh ∈M[K,N,D](Ih) due to Lemma 3.5.18:
in view of Remark 3.5.17 there will be one interval (a′, b′) ⊂ (a, b) where the function
J˜ ∶= (J − J(h))∨ satisfies: J˜ ∣(a,a′) = J , J˜ ∣(b′,b) = J and J˜ ∣(a′,b′) = (J − J(h))+, and
J(h) > 0 on (a′, b′) (mind that we don’t exclude the case a′ = a or b′ = b).
We will now show that for some h0 ∈ R it holds that σh0 , ςh0 ∈M[K,N,D],h(Ih). By
assumption h ∈ Cc(R), hence by Lebesgue dominated convergence the map h ↦∫ hdσh is continuous. By definition diam(supp(Jh)) = lδ, while diam(supp(J)) ≤ lδ
(considering that ν ∈ P[K,N,D],h(Ih) and Lemma 3.3.9); considering that
lim
h→+∞Jh = +∞ limh→−∞Jh = 0 ∀x ∈ (x′, x′ + lδ)
and
lim
h→+∞Jh = 0 limh→−∞Jh = +∞ ∀x ∈ (x′ − lδ, x′) ,
we conclude that for all x ∈ (a, b)
lim
h→+∞min{J, Jh}(x) = J(x)1x>x′ + J(x′)2 δx=x′ ,
and
lim
h→−∞min{J, Jh}(x) = J(x)1x<x′ + J(x′)2 δx=x′
(notice that this applies also to the case N < 0).
Therefore the following holds :
lim
h→+∞σh(h) = ∫ bx′ hdν < 0 and
lim
h→−∞σh(h) = ∫ x′a hdν > 0 .
By the intermediate value theorem for some h0 ∈ R it holds that ∫ hdσh0 = 0.
By assumption ∫ hdν = 0 hence ∫ hdςh0 = 0 as well. We may thus write ν =
σh0(1) ( 1σh0(1))σh0 + ςh0(1) ( 1ςh0(1)) ςh0 . However, by assumption ν is an extreme
point, whence ν = 1σh0(1)σh0 = 1ςh0(1) ςh0 . Recalling that ν ∈ Pˆac[K,N,D],h(Ih), these
equalities imply that ν ∈ PˆM[K,N,D],h(Ih).
2. Assume ν = J0 ⋅m ∈ PˆM[K,N,D],h(Ih) is supported on I0 ∶= [a, b] ⊂ Ih. w.l.o.g. ∫ xa hdν >
0 for all x ∈ (a, b). Being a model density J0 ∈ C(int(I0)) and it satisfies condition
(3.46) as equality on I0. If ν ∉ Ex (P[K,N,D],h(Ih)), then it admits a non-trivial
decomposition
ν = 1
2
ξ1 + 1
2
ξ2 where ξ1, ξ2 ∈ Pac[K,N,D],h(Ih) ∖ {ν} . (3.48)
For i ∈ {1,2} the following hold:
(a) ξi is supported on an interval Ii ∶= [ai, bi] ⊂ I0. We define
I˜i ∶= int(I0) ∩ Ii .
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(b) I0 = I1 ∪ I2 and int(I1) ∩ int(I2) ≠ ∅; indeed, if int(I1) ∩ int(I2) = ∅ for(a, b) ∋ z = I1 ∩ I2 we get ∫ za hdν = 0 which contradicts our assumption.
(c) dξidm exists and equals Ji, where
• Ji is continuous and strictly positive on int(Ii).
• Ji satisfies condition (3.46) on Ii.
Then we observe that J0 = 12J1 + 12J2 on I0 ∖Sbd, where Sbd ∶= ∂I1 ∪ ∂I2 (notice
that ∂I0 ⊂ Sbd).
• We can moreover assume Ji ∈ C(I˜i). Indeed Ji ∈ C(int(Ii)) and at the
boundary points z2 ∈ int(I0) ∩ ∂I1 and z1 ∈ int(I0) ∩ ∂I2 we can define
J1(z2) = 2J0(z2) − J2(z2) and J2(z1) = 2J0(z1) − J1(z1). By (b) int(I1) ∩
int(I2) ≠ ∅, hence this gives us a continuous extensions of Ji from int(Ii)
to I˜i, considering that 2J0 − J1 and 2J0 − J2 are continuous in some one
sided neighborhoods of z1 and z2, and coincide with J2 and J1 respectively
on these neighborhoods.
(d) In view of (c) we get the identity:
J0(x) = 1
2
J1(x) + 1
2
J2(x) on int(I0) .
Subject to these assumptions we conclude the following:
(e) For i ∈ {1,2} we may define on I˜i the functions:
ηi ∶= 1
2
Ji(x)
J0(x) .
Notice that by (d) it holds that ηi(x) ∈ [0,1]. On I˜i (i ∈ {1,2}):
i. The functions ηi are continuous.
ii. The functions ηi are quasi-concave (this follows from the relations (3.46)
and (3.35) and the inequality (aγ+bγcγ+dγ ) 1γ ≥ min (ac , bd) whenever a, b, c, d > 0
and γ ∈ R ∖ {0}.
(f) On int(I0)
1 = η1(x) + η2(x) .
We will show that η1 and η2 must be constant; this will follow as a consequence of the
following observations:
• We saw in (b) that I˜1 ∩ I˜2 is a (non-empty) interval.
• By property (f) η1(x) = 1 (resp. η2(x) = 1) on I˜1 ∖ I2 (resp on I˜2 ∖ I1).
• By (e) η1 and η2 (being quasi-concave on I˜1 ∩ I˜2) are either monotone or first non-
decreasing and then non-increasing on I˜1∩I˜2. However then by property (f) it follows
that they both must be monotone on I˜1 ∩ I˜2. By the foregoing we conclude they are
monotone on the whole of I˜1 and I˜2 respectively.
• This implies that Ii ∩ ∂I0 ≠ ∅; for example if I1 ∩ ∂I0 = ∅ then η2 = 1 on I˜2 ∖ I1,
while 1 = η1 + η2 in I˜1 ∩ I˜2; however, unless η1 = 0 on I˜1 ∩ I˜2, this is inconsistent for
η2 which is monotone. Therefore w.l.o.g. we may assume a ∈ I1.
Now there are two possibilities:
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I1 ∖ I2 = ∅ : Then I1 ⊂ I2 and a ∈ I2. If I1 ⫋ I2 then by property (f) we know
that η2 = 1 on I2 ∖ I1 and it is therefore non-decreasing on I2. Let
F (x) ∶= ∫ xa hdν (notice that F (a) = F (b) = 0 and F (x) > 0 on (a, b)).
Consider the identity
ξ2(h) = 0 = ∫ b
a
η2dF = Fη2∣ba − ∫ b
a
Fdη2 = 0 − ∫ b
a
Fdη2 .
Since η2 is non-decreasing on I2 this is only possible if η2 = 1 on
I˜2 = int(I0). But then by property (f) we conclude η1 ≡ 0 on I1,
contradicting the assumption ξ1 ∈ P[K,N,D],h(Ih). If I1 = I2 = I by
the foregoing η2 is either non-decreasing or non-increasing; however the
last identity excludes any possibility that η2 is non-constant. Hence
η2 = const, but then by property (f) η1 = const as well. Since J1, J2
and J0 are probability densities we conclude that η1 ≡ 1 and η2 ≡ 1
on int(I), which amounts to ν = ξ1 = ξ2. This clearly contradicts the
assumption ξ1, ξ2 ∈ Pac[K,N,D],h(Ih) ∖ {ν}.
I1 ∖ I2 ≠ ∅ : This implies that η1 must be non-increasing on I˜1; indeed, η1 and η2
assume values in [0,1]; since η1 = 1 on I˜1 ∖ I2, and monotone on I˜1 it
must be non-increasing. We conclude that in this case η1 ought to be
the constant 1 on I˜1; indeed, by the identity
ξ1(h) = 0 = ∫ b1
a
η1dF = Fη1∣b1a − ∫ b1
a
Fdη1 = F (b1)η1(b1) − ∫ b1
a
Fdη1 ,
where F (b1)η1(b1) ≥ 0. Since η1 is non-increasing and F (x) > 0 on(a, b1) this identity can hold only if η1 = const. Since on I˜1∖I2 (which is
non-empty by assumption) it holds that η1 = 1, we conclude that η1 ≡ 1
on I˜1. By property (f) it then follows that I˜1 ∩ I˜2 = ∅; as we observed
before, this situation contradicts the assumption ν ∈ Pˆ[K,N,D],h(Ih).
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Chapter 4
The general setting
For K ∈ R, N ∈ (−∞,0]∪ [2,∞] and D ∈ (0,∞], subject to the proviso that D < lδ if δ > 0
and K < 0, Corollary 3.5.15 gave the following simplified characterization of the constant
αK,N,D associated with the respective problem:
αK,N,D = inf
ξ∈MM[K,N,D](R)Λ∗(ξ) where Λ∗(ξ) ∶= inff∈F∗(ξ)Φu∗f ,v∗f (ξ) . (4.1)
The restriction to the classMM[K,N,D](R) simplifies the optimization problem significantly,
yet a finer optimization over MM[K,N,D](R) is required.
Recall that the expression inff∈F∗(ξ) Φu∗f ,v∗f (ξ) for Λ∗(ξ) is 0-homogeneous in ξ. In addi-
tion, whenever f ∈ F∗(ξ) and r ∈ R then also Tr[f](x) ∈ F∗(ξ), where Tr[f](x) ∶= f(x+r),
and so we conclude that Λ∗(ξ) is invariant under scaling and translations of ξ.
Up to a translation and scaling, each ξ ∈MM[K,N,D](R) is given by dξ = J dm with J(x) ∶=
JK,N,h(x)1[a,b](x) ∈ L1(R), where
1. JK,N,h are the densities which were introduced in (3.3) ,
2. a, b ∈ R ∪ {−∞,∞} are s.t.
• 0 < b − a ≤ min(D, lδ), and
• [a, b] ⊂ supp(JK,N,h).
Note that we may explicitly write JK,N,h(x) on supp(JK,N,h) as
JK,N,h(x) = (cδ(x) + h
N − 1sδ(x))N−1+ = gsK,N,h ⋅ YK,N,h(x + sK,N,h) (4.2)
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where
YK,N,h(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
cos(√δx)N−1+ (a) if δ > 0,N <∞ ,
xN−1+ (b1) if δ = 0,N <∞ and h ≠ 0 ,
1 (b2) if δ = 0,N <∞ and h = 0 ,
cosh(√−δx)N−1 (c1) if δ < 0,N <∞ and ∣ hN−1 ∣ < 1 ,
sinh(√−δx)N−1+ (c2) if δ < 0,N <∞ and ∣ hN−1 ∣ > 1 ,
e±√−δ(N−1)x (c3) if δ < 0,N <∞ and ∣ hN−1 ∣ = 1 ,
e−Kx22 (d1) if N =∞ and K ≠ 0 ,
ehx (d2) if N =∞ and K = 0 ,
(4.3)
and
(4.4)
sK,N,h gsK,N,h In case− tan−1 ( h(N−1)√δ) 1cos(sK,N,h)N−1+ (a)
N−1
h
1
sN−1
K,N,h
(b1)
0 1 (b2)
tanh−1 ( h(N−1)√−δ) 1cosh(sK,N,h)N−1 (c1)
coth−1 ( h(N−1)√−δ) 1sinh(sK,N,h)N−1 (c2)
0 1 (c3)− hK e h22K (d1)
0 1 (d2)
Table 4.1: sK,N,h and gsK,N,h in each of the cases
In cases (a) and (d1) we may abbreviate and write YK,N(x) instead of YK,N,h(x), since
in these cases YK,N,h(x) is independent of h.
4.1 The pertinent parameters
Now let ξ = JK,N,h1[a,b] ⋅m ∈ MM[K,N,D](R) as above, and assume in addition it has a
compact support (recall [a, b] ⊂ supp (JK,N,h) and JK,N,h1[a,b] ∈ L1(R)). The identities
(4.2) - (4.4) give us a dictionary for a translation from h to sK,N,h. A multiplicative
factor gsK,N,h is involved with this translation, however since Λ∗(ξ) is 0-homogeneous in
ξ, this factor is immaterial for the outcomes of Λ∗(ξ). Considering invariance also under
translations, if d = b − a <∞ and denoting ra,b = 12(a + b), we may identify:
Λ∗(JK,N,h(x)1[a,b](x) ⋅m) = Λ∗(YK,N,h(x + sK,N,h)1[a,b](x) ⋅m) = Λ∗(YK,N,h(x + ra,b + sK,N,h)1[− d
2
, d
2
](x) ⋅m) .
Remark 4.1.1. Immediate observations:
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1. Note that the above representation implies in particular that
Λ∗(JK,N,h(x)1[a,b](x) ⋅m) = Λ∗(JK,N,h˜(x)1[− d
2
, d
2
](x) ⋅m)
for a different h˜ ∈ R s.t. [−d2 , d2] ⊂ supp (JK,N,h˜) and JK,N,h˜1[− d2 , d2 ] ∈ L1(R). Hence
w.l.o.g. we may always assume that [a, b] = [−d2 , d2].
2. In addition, we can exhaust the values of Λ∗(JK,N,h(x)1[− d
2
, d
2
](x) ⋅m) by considering
Λ∗(YK,N,h(x + s)1[−d/2,d/2](x) ⋅m) for all translations s ∈ R s.t.[s − d2 , s + d2] ⊂ supp (YK,N,h) and YK,N,h(x + s)1[− d2 , d2 ](x) ∈ L1(R) as follows:
• In case (a), with a single fixed density YK,N(x) = cos(√δx)N−1+ ;
• In case (b), considering the fixed density YK,N,∞(x) ∶= xN−1+ , corresponding to
the case (b1), as well as the density YK,N,0 ≡ 1 with s = 0, corresponding to the
exceptional case (b2);
• In case (c), with the two fixed densities YK,N,0(x) = cosh(√−δx)N−1 corre-
sponding to the case (c1), and YK,N,∞(x) ∶= sinh(√−δx)N−1+ corresponding to
the case (c2), as well as the density YK,N,N−1 = e(N−1)√−δx with s = 0, corre-
sponding to the exceptional case (c3) (there is no need to consider the case
h = −(N − 1) as Λ∗(ξ) is also invariant w.r.t. reflections);
• In case (d1), with a single fixed density YK,∞(x) = e−Kx22 ;
• In case (d2), Y0,∞,h(x) does depend on h, and we do not interpret the variations
over h as translations of a fixed density.
3. We may thus summarize: with the exception of case (d2), for the exhaustion of the
outcomes of Λ∗(ξ) for ξ ∈ MM[K,N,D](R) with bounded support, we may consider
either
(a) a parameter space (h, d) and the outcomes of the map:(h, d)↦ Λ∗(JK,N,h(x)1[− d
2
, d
2
](x) ⋅m) (assuming [−d2 , d2] ⊂ supp (JK,N,h)
and JK,N,h1[− d
2
, d
2
] ∈ L1(R)), or
(b) a parameter space (s, d) and the outcomes of a map of the form (s, d) ↦
Λ∗(YK,N,h(x+s)1[− d
2
, d
2
](x)m) where h takes one, two or three values, depending
on whether we consider case (a),(b),(c) or (d1) as described above (assuming[s − d2 , s + d2] ⊂ supp (YK,N,h) and YK,N,h(x + s)1[− d2 , d2 ](x) ∈ L1(R)).
Remark 4.1.2. We do not restrict ourselves to a single set of parameters. For certain
purposes, especially conciseness of definitions and theorem statements, the parameter h is
preferable. However, since it is easier to interpret the parameter s, for the proofs of certain
statements, as well as for reasons of clarity, the parameter s is sometimes preferable. For
different purposes we will use a different parameter while keeping in mind (4.4), which
constitutes a dictionary for translating from one parameter to another.
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4.2 The regularity domain
The observations of the previous section motivate the following definitions.
Definition 4.2.1 (Dreg(K,N,D), ξ(K,N),r,c). Assume K ∈ R, N ∈ (−∞,0] ∪ (1,∞] and D ∈(0,∞]. We define the ‘parametric domain of regularity’:
Dreg(K,N,D) ∶= {(h, d) ∈ R × (0,D] ∶ d <∞ and [−d2 , d2 ] ⊂ int (supp (JK,N,h))} .
We denote by pih, pid ∶ Dreg(K,N,D) → R the natural projections defined by:
pih(h0, d0) = h0 and pid(h0, d0) = d0 .
For r ∈ R and c > 0 we define
ξ(K,N),r,c ∶ Dreg(K,N,D) →MM[K,N,D](R)
by
ξ(K,N),r,c(h, d)(x) ∶= cJK,N,h(x + r)1[− d
2
, d
2
](x + r) ⋅m.
Definition 4.2.2 (MM,reg[K,N,D](R), MM,reg[K,N,D](R)). We defineMM,reg[K,N,D](R) ∶= ⋃
r∈R
c∈R∗+
ξ(K,N),r,c (Dreg(K,N,D)) ,
where R∗+ ∶= {c ∈ R ∶ c > 0}. This is the subset of MM[K,N,D](R) of compactly supported
measures whose densities do not vanish or become infinite at the end-points of their
support. We will refer to it as the ‘regularity domain’. In addition we defineMM,reg[K,N,D](R)
to be the closure of MM,reg[K,N,D](R) with respect to the weak topology.
Remark 4.2.3. We use the term ‘regularity’ since, as will be discussed in the next chapter,
calculation of ΛPoi(ξ) for measures ξ ∈ MM,reg[K,N,D](R) corresponds to a calculation of an
eigenvalue of a ‘regular Sturm-Liouville problem’, a term which will be defined there.
Remark 4.2.4. By invariance to scalings and translations we may identify
Λ∗ (MM,reg[K,N,D](R)) = Λ∗ (ξ(K,N) (Dreg(K,N,D))) ,
where
ξ(K,N) ∶= ξ(K,N),0,1 .
Our goal is to solve the optimization problem:
Find: inf
ξ∈MM[K,N,D](R) Λ∗(ξ) . (4.5)
For technical reasons which will be clarified in the next chapter, it is preferable to study
the optimization problem over the regularity domain
Find: inf
ξ∈MM,reg[K,N,D](R)Λ∗(ξ) . (4.6)
In general it is not justified to switch from problem (4.5) to problem (4.6), sinceMM,reg[K,N,D](R) ⊊MM[K,N,D](R). The following two examples demonstrate which situations might occur:
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Example 4.2.5. Assume N ≤ 0 and K = −(N − 1). Consider a measure ξ ∈MM[K,N,D](R)
defined by: dξ(x) = cosh(x)N−11[0,∞)(x)dm. It is supported on an interval of infinite
diameter, hence ξ ∉MM,reg[K,N,D](R).
Example 4.2.6. Assume N > 2 and K = N − 1. Consider a measure ξ ∈ MM[K,N,D](R)
defined by: dξ(x) = cos(x)N−11[0,pi
2
](x)dm. Notice that cos(x)N−1 vanishes at pi2 and
hence ξ ∉MM,reg[K,N,D](R).
It turns out that althoughMM,reg[K,N,D](R) ⊊MM[K,N,D](R), the ‘difference’ is not substantial
as asserted by the following theorem:
Theorem 4.2.7. MM[K,N,D](R) ⊂MM,reg[K,N,D](R).
The assertion is equivalent to the following statement: for every ξ0 ∈MM,reg[K,N,D](R) there
is a sequence (ξn)n∈N ⊂MM,reg[K,N,D](R) s.t. ξn wÐ→ ξ0.
Proof. Every ξ = J ⋅m ∈MM[K,N,D](R) is supported on an interval Iξ ⊂ R, where J > 0 on
int(Iξ) ∶= (a, b). Let an ↘ a and bn ↗ b be two sequences of points, so that [an, bn] ⊂ (a, b)
for every n ∈ N. Accordingly we define a sequence of measures ξn ∶= J1[an,bn] ⋅ m =
ξ∣[an,bn]. Then for every f ∈ Cb(R) it holds that ∫ fdξn = ∫ f1[an,bn]dξ n→∞ÐÐÐ→ ∫ fdξ;
indeed, considering that ξ(R) <∞ and f is bounded:
∣∫ f1[an,bn]dξ − ∫ fdξ∣ = ∣∫ f1R∖[an,bn]dξ∣ ≤ ∫ ∣f ∣1R∖[an,bn]dξ
≤ ∣∣f ∣∣∞∫ 1R∖[an,bn]dξ → 0 ,
by monotonic convergence.
Proposition 4.2.8. If Mb ∋ ξ ↦ Λ∗(ξ) is upper semi-continuous with respect to the weak
topology then
inf
ξ∈MM,reg[K,N,D](R)Λ∗(ξ) = infξ∈MM[K,N,D](R) Λ∗(ξ) .
Proof. According to Theorem 4.2.7:
MM,reg[K,N,D](R) ⊂MM[K,N,D](R) ⊂MM,reg[K,N,D](R) ,
hence
inf
ξ∈MM,reg[K,N,D](R) Λ∗(ξ) ≥ infξ∈MM[K,N,D](R) Λ∗(ξ) ≥ infξ∈MM,reg[K,N,D](R) Λ∗(ξ) .
However if ξ ↦ Λ∗(ξ) is u.s.c. with respect to the weak topology then
inf
ξ∈MM,reg[K,N,D](R) Λ∗(ξ) = infξ∈MM,reg[K,N,D](R) Λ∗(ξ) ,
and the asserted equality follows.
86
4.3 A general 1-dimensional diameter monotonicity lemma
Assume ξ¯ ∈ P(R) (a probability measure) which is compactly supported on an interval I.
For many problems which we might consider, we may identify Λ∗(ξ¯) = inff∈F∗(ξ¯) Φu∗f ,v∗f (ξ¯)
with
inf
f∈Fa∗ Φu∗f ,v(g)∗f (ξ¯) where v(g)∗f (ξ¯) ∶= infr∈I ∫ g(f(x), r)dξ¯ ,
where for the definition of v(g)∗f (ξ¯):
• Fa∗ is the auxiliary function space which was previously defined in Remark 3.4.13 asFa∗ ∶= {0 /≡ f ∈ C∞(R) ∶ hf ∈ Cc(R)} ,
• I is some subset of R ,
• F ⊂ C1(R) is a given function space , and
• g is some fixed non-negative function on R × I.
Example 4.3.1. By the so-called Holley-Stroock Lemma [50], in the log-Sobolev problem
we may identify (see also [6, p.240]):
Entξ¯(f2) = v(g)∗f (ξ¯) = infr>0∫ g(f(x), r)dξ¯(x) ,
where g(y, r) = φ(y2) − φ(r) − φ′(r)(y2 − r) with φ(r) = r log r. Note that by convexity
of φ it follows that g(x, r) ≥ 0. Then with uf = f ′2, vf = f2 log f2 and hf = f2 − 1 (from
Subsection 3.4.3 (3.39)), we have
ΛLS(ξ) = inf
f∈FLS(ξ¯)Φu∗f ,v∗f (ξ¯) = inff∈FaLS ∫ f ′(x)2dξ¯(x)Entξ¯(f2)
= inf
f∈FaLS ∫ f ′(x)2dξ¯(x)infr>0 ∫ g(f(x), r)dξ¯(x) = inff∈FaLS Φu∗f ,v(g)∗f (ξ¯) .
Example 4.3.2. In the p-Poincaré problem define g(y, r) ∶= ∣y + r∣p. A minimum r∗
of ∫ g(x, r)dξ¯(x) exists and it is global, since r ↦ (∫ ∣f(x) + r∣pdξ¯(x)) 1p is coercive and
strictly convex for p ∈ (1,∞). The following identity holds at r∗:
∫ ∣f(x) + r∗∣p−1sgn(f(x) + r∗)dξ¯(x) = ∫ ∣f(x) + r∗∣p−2(f(x) + r∗)dξ¯(x) = 0 .
Then with uf = f ′p, vf = fp and hf = ∣f ∣p−2f (from Subsection 3.4.3 (3.39)) we have
Λ
(p)
Poi(ξ¯) = inf
f∈F(p)Poi(ξ¯)Φu∗f ,v∗f (ξ¯) = inff∈F(p)Poi(ξ¯) ∫ ∣f
′(x)∣pdξ¯(x)∫ ∣f(x)∣pdξ¯(x) = inff∈Fa (p)Poi { ∫ ∣f
′(x)∣pdξ¯(x)
infr∈R ∫ ∣f(x) + r∣pdξ¯(x)}
= inf
f∈Fa (p)Poi
∫ ∣f ′(x)∣pdξ¯(x)
infr∈R ∫ g(f(x), r)dξ¯(x) = inff∈Fa (p)Poi Φu∗f ,v(g)∗f (ξ¯) .
Notice that the third equality is justified by that f ′ is invariant under translations f ↦ f+r,
and that ξ¯ is compactly supported, so by replacing f ∈ Fa (p)Poi with f + r∗, we may w.l.o.g.
assume that r∗ = 0 is the critical point of r ↦ ∫ ∣f(x) + r∣pdξ¯(x).
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These examples motivate the following general result, which gives sufficient conditions for
the validity of the inequality Λ∗(ξ1) ≥ Λ∗(ξ0) whenever ξ1 is a restriction of ξ0. Throughout
given 0 ≠ ξ ∈Mb, we denote by ξ¯ the probability measure ξξ(1) associated with the measure
ξ.
Lemma 4.3.3. Assume for every a.c. measure 0 ≠ ξ ∈Mb we may express Λ∗(ξ¯) as
Λ∗(ξ¯) = inf
f∈F Φu∗f ,v(g)∗f (ξ¯) with u∗f(ξ¯) ∶= ∫ ∣f ′(x)∣pdξ¯(x) v(g)∗f (ξ¯) ∶= infr∈I∫ g(f(x), r)dξ¯(x) ,
where p ∈ (1,∞) and F ⊂ C1(R) is a given function space.
Given a measure 0 ≠ ξ0 = J ⋅m ∈Mb, supported on a compact interval I0, and a measure
ξ1 which is a restriction of ξ0 to an interval I1 ⊂ I0, then if
1. J ∈ L∞(I0), and
2. Fa∗ ∋ f ↦ v(g)∗f (ξ¯0) is continuous w.r.t. convergence in the norm ∣∣ ⋅ ∣∣L∞(I0),
then Λ∗(ξ1) ≥ Λ∗(ξ0).
Remark 4.3.4. Notice that given ξ0 as above, condition 2 is satisfied for the functions
f ↦ v(g)∗f (ξ0) associated with Λ(p)Poi (p ∈ (1,∞)) and ΛLS . Indeed,
• In the p-Poincaré problem problem, considering Example 4.3.2, we need to show
continuity of f ↦ v(g)∗f (ξ¯0) ∶= infr∈I ∫ g(f(x), r)dξ¯0 w.r.t. convergence in ∣∣ ⋅ ∣∣L∞(I0),
where g(f(x), r) = ∣f(x) + r∣p. Notice that if fn → f uniformly on I0, then by
Minkowski’s inequality for every fixed r ∈ I
∣(∫ g(fn(x), r)dξ0) 1p − (∫ g(f(x), r)dξ0) 1p ∣ = ∣ ∣∣fn + r∣∣Lp(ξ0) − ∣∣f + r∣∣Lp(ξ0) ∣ ≤ ∣∣f−fn∣∣Lp(ξ0) → 0 .
This implies that ∫ g(fn(x), r)dξ0 n→∞ÐÐÐ→ ∫ g(f(x), r)dξ0 uniformly on I, in partic-
ular
v
(g)∗
fn
(ξ¯0) ∶= inf
r∈I ∫ g(fn(x), r)dξ¯0 n→∞ÐÐÐ→ infr∈I ∫ g(f(x), r)dξ¯0 = v(g)∗f (ξ¯0) .
• In the LS problem, considering Example 4.3.1, we need to show that the map f ↦
v
(g)∗
f (ξ¯0) = Entξ¯0(f2) is continuous w.r.t. convergence in ∣∣⋅∣∣L∞(I0). Assume fn n→∞ÐÐÐ→
f uniformly; the conclusion is due to the following observations:
– f ∈ Fa∗ ⊂ C(I0) hence f is bounded, and since fn n→∞ÐÐÐ→ f uniformly we may
assume w.l.o.g. that the functions fn are bounded;
– Entξ¯0(f2) = ∫ φ1(f)dξ¯0 − ∫ φ2(f)dξ¯0 log ∫ φ2(f)dξ¯0, where φ1(s) ∶= s2 log s2
and φ2(s) ∶= s2; these functions are continuous on any compact interval, and
hence uniformly continuous;
– we conclude φi(fn), φi(f) are bounded, and that φi(fn)→ φi(f) uniformly on
I0.
– therefore by Lebesgue dominated convergence ∫ φi(fn)dξ¯0 → ∫ φi(f)dξ¯0, im-
plying that Entξ¯0(f2n) n→∞ÐÐÐ→ Entξ¯0(f2).
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In fact the asserted continuity holds w.r.t. convergence in ∣∣ ⋅ ∣∣Lp′(ξ¯0) for any p′ > 2,
but we do not justify it here.
Before we prove Lemma 4.3.3 we briefly discuss about continuous extensions of functions
by constants and their mollifications.
Definition 4.3.5 (The continuous extension by constants f˜). Assume f ∈ C1(R) and let
I = [a, b] ⊂ R be an interval. We define f˜ to be the continuous extension of f defined by:
f˜(x) ∶= ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f(x) if x ∈ I
f(a) if x < a
f(b) if x > b .
Define
g(x) = ⎧⎪⎪⎨⎪⎪⎩f
′(x) if x ∈ (a, b)
0 otherwise .
Notice that g ∈ L1(R), and f˜ ∈ AC(R) since f˜(x) = ∫ xa g(y)dy + f˜(a) and f˜ ′ = g a.e.
We remind the reader some basic facts. A function f˜ ∈ L1loc(R) is weakly differentiable
if and only if f˜ ∈ ACloc(R). Since f˜ ∈ AC(R) we conclude f˜(x) is weakly differentiable
on R; for the moment we refer to this weak derivative by v ∈ L1loc(R). By definition
for any φ ∈ C∞c (R) it holds that ∫ φ′(y)f˜(y)dy = − ∫ φ(y)v(y)dy. On any sub-interval(x0, x1) ⊂ R where f˜ is (strongly) differentiable it holds that ∫ (v − g)φ = 0 (by definition
of v); since φ ∈ C∞c (R) is arbitrary we conclude v = g as functions in L1loc(R). Since there
is no fear of ambiguity from this point on we refer to the weak derivative of f˜ by f˜ ′.
Denote by η the compactly supported mollifier
η(x) = ⎧⎪⎪⎨⎪⎪⎩c exp(
1∣x∣2−1) if ∣x∣ < 1
0 otherwise ,
where c is a normalization constant s.t. ∫ η = 1. For each s > 0 we define the smoothing
of f˜ :
f˜s(x) ∶= 1
s
∫ η(x − y
s
)f˜(y)dm(y) . (4.7)
It is known [40] that f˜s ∈ C∞(R).
Lemma 4.3.6. Assume dξ = Jdm is an a.c. measure. Then for any f˜ ∈ AC(R), f˜s s→0ÐÐ→ f˜
uniformly on compact sets, and f˜ ′s s→0ÐÐ→ f˜ ′ in Lp(K; ξ) for all p ∈ [1,∞) and compact sets
K ⊂ R s.t. J ∈ L∞(K).
Proof. It is known [40] that f˜s → f [m] a.e., and uniformly on compact sets, as s → 0.
Furthermore f˜ ′s → f˜ ′ in Lploc(R;m) for every p ∈ [1,∞). Therefore for every K ⋐ R s.t.
J ∈ L∞(K):
∣∣f˜ ′s − f˜ ′∣∣Lp(K;ξ) ≤ ∣∣J ∣∣L∞(K)∣∣f˜ ′s − f˜ ′∣∣Lp(K;m) s→0Ð→ 0 .
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We now turn to the proof of Lemma 4.3.3.
Proof of Lemma 4.3.3. By definition of Λ∗(ξ¯1) for any  > 0 there exists f ∈ F s.t.
Φ
u∗
f
,v
(g)∗
f
(ξ¯1) < Λ(ξ¯1) +  (in particular v(g)∗f (ξ1) > 0). Denote by f˜ the continuous exten-
sion of f to I0 by constants. Clearly f˜ ′(x) = 0 for any x ∈ I0 ∖ I1; in general it is not a
smooth function. We define f˜,s ∈ C∞(R) to be the smoothing of f˜ as defined in (4.7). f˜,s
is not compactly supported, however since I0 is compact, and we only consider integration
inside I0 we may assume throughout that it is compactly supported (by multiplying it
with a smooth bump function which equals 1 on I0).
By Lemma 4.3.6, considering that I0 is compact, for any p ∈ [1,∞):
∣∣f˜,s− f˜∣∣Lp(I0;ξ0) → 0, ∣∣f˜ ′,s− f˜ ′ ∣∣Lp(I1;ξ0) → 0 and ∣∣f˜ ′,s− f˜ ′ ∣∣Lp(I0∖I1;ξ0) → 0 as s→ 0 ,
and ∣∣f˜,s − f˜∣∣L∞(I0) → 0 as s→ 0 .
Due to assumption 2 we conclude that as s→ 0
inf
r∈I (∫I0 g(f˜,s(x), r)dξ¯0(x)) = v(g)∗f˜,s (ξ¯)→ v(g)∗f˜ (ξ¯) = infr∈I (∫I0 g(f˜(x), r)dξ¯0(x)) . (4.8)
We conclude that
Λ(ξ¯1) +  > ∫I1 f ′(x)pdξ¯1(x)
infr∈I ∫I1 g(f(x), r)dξ¯1(x) ≥ ∫I1 f
′
(x)pdξ¯1(x)
infr∈I ∫I1 g(f(x), r)dξ¯1(x) + infr∈I ∫I0∖I1 g(f˜(x), r)dξ¯1(x)
≥ ∫I1 f ′(x)pdξ¯1(x)
infr∈I (∫I1 g(f(x), r)dξ¯1(x) + ∫I0∖I1 g(f˜(x), r)dξ¯1(x)) = ∫I1
f˜ ′(x)pdξ¯0(x) + ∫I0∖I1 f˜ ′(x)2dξ¯0(x)
infr∈I(∫I0 g(f˜(x), r)dξ¯0(x)
by (4.8)= ∫I0 f˜ ′,s(x)pdξ¯0(x) + o(1)
infr∈I(∫I0 g(f˜,s(x), r)dξ¯0(x) + o(1) = ∫I0
f˜ ′,s(x)pdξ¯0(x)
infr∈I(∫I0 g(f˜,s(x), r)dξ¯0(x) + o(1) ≥ Λ(ξ¯0) + o(1) .
For s sufficiently small it holds that RHS ≥ Λ(ξ¯0)− . Therefore we conclude that for any
 > 0 :
Λ(ξ¯1) ≥ Λ(ξ¯0) − 2 .
Since  > 0 can be chosen to be arbitrarily small, we conclude that Λ(ξ¯1) ≥ Λ(ξ¯0).
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Chapter 5
Functional Inequalities: Explicit
Lower Bounds
The Poincaré Inequality
In this chapter we solve the optimization problem associated with ΛPoi(M,g, µ). The
general tools have already been developed, and it remains to solve the simpler optimization
problem over the class MM[K,N,D](R).
5.1 Refinement of the optimization problem
The abstract formulation introduced in Subsection 3.4.3 was implemented in order to
derive general results, in particular the reduction to the model class, which amounts to
solving the general problem (4.1). In this chapter we solve the particular optimization
problem defined in Theorem 3.2.2 for sharp lower bounds for the Poincaré constant.
Considering the conventions of Subsection 3.4.3, with the functionals
u∗f(ξ) ∶= ∫ f ′(t)2dξ, v∗f (ξ) ∶= ∫ f(t)2dξ and h∗f ∶= ∫ fdξ, we can identify
Φu∗
f
,v∗
f
(ξ)Ð→ The classical Rayleigh quotient Ray[f](ξ) ∶= ⎧⎪⎪⎨⎪⎪⎩
∫ f ′(x)2dξ(x)∫ f(x)2dξ(x) if ∫ f2dξ > 0+∞ otherwise .
Λ∗(ξ)Ð→ The Poincaré constant ΛPoi(ξ) (defined in (1.5)) .
αK,N,D Ð→ The Poincaré constant lower bound λK,N,D . (5.1)
Therefore we literally seek after the ‘worst’ (i.e. minimal) Poincaré constant we can obtain
amongst all ξ ∈MM[K,N,D](R). Set p(x) ∶= dξdm(x); if p(x) is smooth and strictly positive
on [a, b], then the Euler-Lagrange equation associated with ΛPoi(ξ) (defined in (1.5)) is
the Sturm-Liouville problem (SLP) with Neumann boundary conditions:
(p(x)f ′(x))′ = −λp(x)f(x) f ′(a) = f ′(b) = 0 .
This is a particular example of a regular SLP, whose theory is rather simple and has
been thoroughly studied. Below we make a brief excursion in order to provide the general
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definition of the space of regular SLPs with Neumann boundary conditions and state
important relevant results. The reader should be aware that mere consideration of such
SLPs is not sufficient for a complete solution of the optimization problem (4.5), however
it is an essential preliminary step before we consider the exceptional situations (e.g when
p(x) vanishes at one of the endpoints or (a, b) is an unbounded interval).
A brief overview of the space of regular Sturm-Liouville boundary value prob-
lems with Neumann boundary conditions
Assume E = (a′, b′) where −∞ ≤ a′ < b′ ≤∞. Following [121] we define the metric space of
‘regular Neumann SL-BVPs’ as the set of tuples
ΩE = {(a, b, p) ∶ a′ < a < b < b′, 1
p
, p ∈ L1loc(E) ∩C1(E;R∗+)} .
We say that the points ω ∈ ΩE correspond to ‘regular Neumann SLP’:(p(x)f(x)′)′ = −λp(x)f(x) on E ,
together with the boundary conditions f ′(a) = f ′(b) = 0; notice that f is a solution defined
on E, while [a, b] ⊂ E (as in [60]). For the comparison of problems defined on different
intervals, or with different weight functions p, we equip ΩE with a metric [121]:
d ((a1, b1, p1), (a2, b2, p2)) = (5.2)
∣a2 − a1∣ + ∣b2 − b1∣ + ∫ b′
a′ ∣ 1p2 1[a2,b2] − 1p1 1[a1,b1]∣dm + ∫ b
′
a′ ∣p21[a2,b2] − p11[a1,b1]∣dm . (5.3)
This definition is motivated by that the spectrum of the problem determined by ω =(a, b, p), does not depend on the values of p on E ∖ [a, b]. The metric d provides a precise
definition for the closeness of such SLPs.
We recall the following known result regarding the eigenvalues and eigenfunctions of these
regular Neumann SLPs (see [121, p.84-87] and [96, p.133]):
Theorem 5.1.1. There are infinitely many eigenvalues {λk}k∈N0 associated with a problem(a, b, p) = ω ∈ ΩE; they are all real, non-negative and simple; they form an unbounded
discrete strictly monotone sequence:
0 = λ0 < λ1 < ... .
Furthermore the k′th eigenfunction uk (which can be assumed to be real) has exactly k
zeros in (a, b).
The following theorem can be found in [121, p.55-56] (where it is stated in greater general-
ity); for the last part regarding continuous differentiability we refer the reader to [60, Th.
4.2].
Theorem 5.1.2. Assume λ(ω0) is a (simple) eigenvalue associated with ω0 = (a0, b0, p0) ∈
ΩE, and let u(⋅, ω0) denote an eigenfunction of λ(ω0). Then there is a neighborhood
W ⊂ ΩE of ω0 such that λ(ω) is simple for every ω = (a, b, p) ∈ W , and there exist
normalized eigenfunctions u(⋅, ω) of λ(ω) for ω ∈ W (i.e. ∫ ba ∣u(x,ω)2∣p(x)dx = 1) such
that
u(⋅, ω)→ u(⋅, ω0), (pu′)(⋅, ω)→ (pu′)(⋅, ω0) , as ω → ω0 in ΩE ,
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where both convergences are uniform on any compact sub-interval K of E. Furthermore
the map λ ∶ W → R is continuously differentiable w.r.t. the parameters a and b, and
Fréchet differentiable w.r.t. p.
5.1.1 Extraction of the minimal ΛPoi(ξ) from MM[K,N,D](R)
Following (4.5) our goal is to solve the problem of finding infξ∈MM[K,N,D](R) ΛPoi(ξ). As a
preliminary step we characterize the solution to the simpler optimization problem:
inf
ξ∈MM,reg[K,N,D](R)ΛPoi(ξ) ,
where MM,reg[K,N,D](R) is the set defined in the previous chapter (Definition 4.2.2).
Recall Definition 4.2.1 for the definition of ξ(K,N) ∶= ξ(K,N),0,1 ∶ Dreg(K,N,D) →MM,reg[K,N,D](R).
We define λ ∶ Dreg(K,N,D) → R+ by
λ(h, d) ∶= ΛPoi(ξ(K,N)(h, d)) . (5.4)
From Remark 4.2.4 it follows that
inf(h,d)∈Dreg(K,N,D) λ(h, d) = infξ∈MM,reg[K,N,D](R)ΛPoi(ξ) . (5.5)
The reader is referred to Section 4.1 to recall the correspondence between the parameters
h and s, and the possible representations of ΛPoi(ξ) for ξ ∈MM,reg[K,N,D](R) in terms of the
parameters.
The following theorem characterizes the dependence of λ(h, d) on the parameters h and d
for (h, d) ∈ Dreg(K,N,D). As it turns out, λ(h, d) depends monotonically on d and on ∣h∣. This
characterization amounts to a solution to the problem (5.5). In the next section we will
provide a solution to the original optimization problem (4.5), after we prove additional
results regarding the upper semi-continuity of ξ ↦ ΛPoi(ξ).
Theorem 5.1.3. Let K ∈ R, N ∈ (−∞,0] ∪ (1,∞] and D ∈ (0,∞).
1. For any fixed h0 ∈ pihDreg(K,N,D), the function d↦ λ(h0, d) (= ΛPoi(ξ(K,N)(h0, d))) on
pi−1h (h0) monotonically decreases as d increases.
2. For any fixed d0 ∈ pidDreg(K,N,D) the function h ↦ λ(h, d0) (= ΛPoi(ξ(K,N)(h, d0))) on
pi−1d (d0)
(a) monotonically increases as ∣h∣ increases if N ∈ (−∞,−1) ∪ (1,∞]
(b) monotonically decreases as ∣h∣ increases if N ∈ (−1,0].
(c) is independent of h if N = −1.
Remark 5.1.4. Here we identified pi−1d (d0) (resp. pi−1h (h0)) with the set of points
pih (pi−1d (d0)) = {h ∶ (h, d0) ∈Dreg(K,N,D)} (resp. pid (pi−1h (h0)) = {d ∶ (h0, d) ∈Dreg(K,N,D)}).
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Remark 5.1.5. It is quite remarkable that from 2(c) (in view of (4.2) - (4.4) regard-
ing the translation from the parameter h to translations s) it follows, for example, that
ΛPoi(cosh−2(x)1[s− d
2
,s+ d
2
] ⋅m) is independent of s.
Remark 5.1.6. In Definition 4.2.1 Dreg(K,N,D) was defined for N ∈ (−∞,0] ∪ (1,∞].
As we noted in Remark 3.4.4, for N in this range Definitions 3.4.3 and 3.1.12 of the classMM[K,N,D](R) are equivalent; however, in Remark 3.4.4 we also noted that Definition 3.1.12
is more general, being meaningful for N ∈ (−∞,∞] ∖ {1}. Accordingly it is meaningful to
define Dreg(K,N,D) for N ∈ (−∞,∞]∖ {1}. In this sense, the proof below shows that actually
on the whole range of N ∈ (−1,1) the function h↦ λ(h, d0) monotonically decreases as ∣h∣
increases.
The proof of these monotonicity statements relies on the spectral theory of regular SL-
BVPs, in particular Theorems 5.1.1 and 5.1.2. For any (h, d) ∈ Dreg(K,N,D) it holds that
J(x) ∶= dξ(K,N)(h,d)dm is smooth and strictly positive on [−d2 , d2]. We may identify λ(h, d) =
ΛPoi(ξ(K,N)(h, d)) with the first non-zero eigenvalue of the regular SLP:
(J(x)f(x)′)′ = −λJ(x)f(x) ∶ f ′(−d
2
) = f ′(d
2
) = 0 .
Therefore as long as we consider (h, d) ∈ Dreg(K,N,D) we can freely study the dependence of
λ(h, d) on h and d via properties of regular SL-BVPs.
Proof of (1) . The statement is a straightforward consequence of classical results from
the theory of regular Sturm-Liouville problems (SLPs), in particular explicit identities
expressing the derivatives of λ with respect to the endpoints; the identities can be found
in [121] and [36] (and also in the proof of Theorem 5.3.1 in the appendix section). However
for a complete and concise argument one can just apply Lemma 4.3.3 with the function
g(y, r) ∶= (y + r)2 using the characterization of the variance as V arξ(f) = infr∈R ∫ (f(x) +
r)2dξ(x) whenever ξ is normalized to be a probability measure. The justification for this
function and for that it verifies the conditions of the lemma, follows as a consequence of
Example 4.3.2 and Remark 4.3.4.
Statement (2) will be proved by an extension of a method of Kröger [61]. We study the
dependence of λ(h, d) on h via the principle of diameter comparison; in principle this es-
sentially means that given h1,h2 ∈ R which are infinitesimally close, rather than comparing
λ(h1, d) and λ(h2, d) directly, we compare d and d′ for which λ(h1, d) = λ(h2, d′); if d ≤ d′
(resp. d ≥ d′) then by (1) we conclude that λ(h1, d) ≤ λ(h2, d) (resp. λ(h1, d) ≥ λ(h2, d)).
We remark that our implementation of the principle will be slightly different, nevertheless
what we have just described is in essence what this principle stands for.
Proof of (2) . We begin the proof under the assumption that N ≠ ∞. The case N = ∞
will follow by a continuity argument. Without loss of generality (by scaling) we assume
δ ∈ {−1,0,+1}.
Let (h, d) ∈ Dreg(K,N,D); we will study the sign of ∂hλ(h, d). To this end we resort to (4.2)
- (4.4), where we get the dictionary to translating variations over h as translations; the
reader is advised to recall the definitions of cases (a),(b1-2),(c1-3) in (4.2) (due to the
assumption N ≠∞ we do not consider the cases (d1-2), which correspond to N =∞).
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Specifically we have a representation JK,N,h(x) = gsY (x + s) where s = s(K,N,h) and
Y = YK,N,h. Recall that in cases (b) and (c), Y is determined as one of two or three fixed
densities, depending on the value of h. Note that there is no need to treat the exceptional
densities (b2) and (c3), as these correspond to a single value or two values of exceptional
h’s; according to Theorem 5.1.2 λ(h, d) is continuous in h, therefore discarding these finite
number of h’s is immaterial for establishing the monotoniciy of λ(h, d) in h.
Define Ys ∶= Y (x+s). The monotonicity statements can be interpreted as monotonicity of
the map s↦ ΛPoi(Ys(x)1[− d
2
, d
2
]dm) on the set of s determined by the condition [−d2 , d2] ⊂
int (supp (Ys)) (in case (a) this means that [s − d2 , s + d2] ⊂ (− pi2√δ , pi2√δ ), in cases (b1)
and (c2) this means that [s − d2 , s + d2] ⊂ (0,∞), and in case (c1) this condition poses no
restriction).
Given s we can identify ΛPoi(Ys(x)1[− d
2
, d
2
](x) ⋅m) as the first eigenvalue λ1,s of the SLP:
(Y (x)ψ′(x))′ = −λ1,sY (x)ψ(x) ψ′(−d
2
+ s) = ψ′(d
2
+ s) = 0 . (5.6)
For all s′ in a sufficiently small right neighborhood of s there is a SLP
(Y (x)ψ¯′(x))′ = −λ1,sY (x)ψ¯(x) ψ¯′(−d
2
+ s′) = ψ¯′(d
2
+ s′ + s′−s) = 0 , (5.7)
and s′−s is o(1) as ∣s′ − s∣ → 0 (see Theorem 5.3.1 in the appendix to this section). The
conclusions of statement (2) of the theorem will be inferred from diameter comparison;
specifically if s′−s > 0, then ΛPoi(Ys′(x)1[− d
2
, d
2
](x) ⋅m) ≥ ΛPoi(Ys(x)1[− d
2
, d
2
](x) ⋅m) as a
consequence of statement (1).
To this end we use the (Liouville) transformations (similar to [61,93])
Ψs(x) ∶= Y0(x) 12ψ′(x) and Ψs′(x) ∶= Y0(x) 12 ψ¯′(x) , (5.8)
which turn the previous equations into
Ψ′′s (x) +H0(x)Ψs(x) = 0 with BC Ψs(−d2 + s) = Ψs(d2 + s) = 0 , (5.9)
and
Ψ′′s′(x) +H0(x)Ψs′(x) = 0 with BC Ψs′(−d2 + s′) = Ψs′(d2 + s′ + s′−s) = 0 ,
(5.10)
where
H0(x) ∶= λ1,s + 1
2
⎛⎝(log(Y0)′′(x) − 12 (Y ′0(x)Y0(x))
2⎞⎠ . (5.11)
One can verify that H0 is given explicitly by
H0(x) = ⎧⎪⎪⎨⎪⎪⎩λ1,s −
δ
2(N − 1) − 14(N2 − 1) tanδ(x)2 in cases (a), (c1)
λ1,s − δ2(N − 1) − 14(N2 − 1) cotδ(x)2 in cases (b1), (c2) , (5.12)
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where
tanδ(x) ∶= ⎧⎪⎪⎨⎪⎪⎩
sδ(x)
cδ(x) if δ ≠ 0
0 otherwise
and cotδ(x) ∶= ⎧⎪⎪⎨⎪⎪⎩tanδ(x)
−1 if δ ≠ 0
1 otherwise
,
(sδ(x) and cδ(x) are the functions defined in (3.4)).
Notice that (5.12) implies that if Y0(x) is a CDb(K,−1) model density then λ1,s is inde-
pendent of s (cf. Remark 5.1.5). We will therefore further assume that N ≠ −1 below.
By a change of coordinates Ψ¯s(x) ∶= Ψs′(x + s′ − s) equation (5.10) turns into
Ψ¯′′s (x) +Hs′−s(x)Ψ¯s(x) = 0 , Ψ¯s(−d2 + s) = Ψ¯s(d2 + s + s′−s) = 0 , (5.13)
with Hs′−s(x) =H0(x + (s′ − s)).
This motivates consideration of the following assumptions which will facilitate the proof:
1. Without loss of generality we assume s > 0; indeed, since H(x) is even the analysis
is completely symmetric.
2. In cases (a) and (c1) we assume 0 < s < s′ if we are given that N ∈ (−1,0], and that
0 < s′ < s if N ∈ (−∞,−1) ∪ (1,∞) (equivalently −sgn(N2 − 1) = sgn(s′ − s)).
In cases (b1) and (c2) we assume 0 < s′ < s if we are given that N ∈ (−1,0], and that
0 < s < s′ if N ∈ (−∞,−1) ∪ (1,∞) (equivalently sgn(N2 − 1) = sgn(s′ − s)).
Notice that under these assumptions sgn (H ′0∣(0,lδ/2)(x)) = sgn(s′ − s) on (0, lδ/2).
3. s and s′ are sufficiently close, so that ∫ d2+s− d
2
+s (Hs′−s(x) −H0(x))Ψ2s(x)dx has the
same sign as ∫ d2+s− d
2
+s(s′ − s)H ′0(x)Ψ2s(x)dx. Indeed, Ht(x) has continuous partial
derivatives; setting g(t) ∶= ∫ d2+s− d
2
+sHt(x)Ψ2s(x)dx, then according to Leibniz’ rule g(t)
is differentiable at 0, and we may thus write g(t) = g(0)+ g′(0)t+ o(t) where g′(0) =∫ d2+s− d
2
+sH ′0(x)Ψ2s(x)dx ≠ 0 since H ′0(x) ≠ 0 on (−d2 + s, d2 + s) for N2 ≠ 1 (see (5.12)),
in particular it maintains the same sign on the interval; therefore for t sufficiently
small it holds that g(t) − g(0) has the same sign as g′(0)t.
Recall that by assumption Ψs(−d2 + s) = Ψs(d2 + s) = 0.
Notice that since λ1,s corresponds to the first eigenvalue of a Neumann SLP, the eigenfunc-
tions ψ and ψ¯ in (5.6) and (5.7) are monotonic and we may thus assume w.l.o.g. that the
function Ψs is positive inside (−d2+s, d2+s) and that Ψ¯s is positive inside (−d2+s, d2+s+s′−s).
Assume by contradiction that Ψ¯s(x) has no zeros in (−d2 + s, d2 + s) (or equivalently that
s′−s > 0). According to Picone’s identity [95]:
d
dx
(ΨsΨ′s −Ψ2s Ψ¯′sΨ¯s) = (Hs′−s −H0)Ψ2s + (Ψ′s −Ψs Ψ¯′sΨ¯s)
2
.
We integrate over the left and right terms from −d2+s to d2+s, considering that Ψs(−d2+s) =
Ψs(d2 + s) = 0, we conclude that
0 = ∫ d2+s− d
2
+s (Hs′−s(x) −H0(x))Ψ2s(x)dx + ∫ d2+s− d
2
+s (Ψ′s(x) −Ψs(x)Ψ¯′s(x)Ψ¯s(x))
2
dx . (5.14)
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The rightmost term of this identity is non-negative. Since by assumption s and s′ are
sufficiently close (in the sense of assumption (3) ), a contradiction will follow if we prove
that
(s′ − s)∫ d2+s− d
2
+s H ′0(x)Ψ2s(x)dx > 0 . (5.15)
To establish (5.15) note that one of the following possibilities must hold (recall that s > 0
by assumption):
1. (−d2 + s, d2 + s) ⊂ (0, lδ/2), or
2. 0 ∈ (−d2 + s, d2 + s) .
Possibility 1
On (0, lδ/2) evidently sgn(H ′0(x)) equals −sgn(N2 − 1) in cases (a) and (c1) and to
sgn(N2 − 1) in cases (b1) and (c2). According to our assumptions this coincides with
sgn(s′−s) in all four cases. Hence (s′−s)H ′0(x) > 0 on (0, lδ/2), and it follows that (5.15)
holds.
Possibility 2
This possibility applies only to cases (a) and (c1). Recall that H ′0 has a constant sign
on (0, lδ2 ). Since H0(x) is even, σΨs(x) ∶= Ψs(−x) is also a solution to ODE (5.9) which
satisfies σΨs(0) = Ψs(0) and σΨs(d2 − s) = 0. Unless Ψs and σΨs coincide they have no
additional intersection point inside (0, d2 + s); indeed, assume by contradiction that there
is a second intersection point x1 ∈ (0, d2 + s), then the function gΨs(x) ∶= Ψs(x) − σΨs(x)
satisfies
g′′Ψs(x) +H0(x)gΨs(x) = 0 gΨs(0) = gΨs(x1) = 0 ,
then by Sturm’s separation theorem (e.g [13, p.314]), since Ψs(x) and gΨs(x) are not
proportional on [0, x1] (considering that gΨs(0) = 0), Ψs(x) must have a zero inside(0, x1). However Ψs(x) ∶= Y0(x) 12ψ′(x) according to our definition in (5.8), hence it must
be non-zero on (−d2 +s, d2 +s), and we arrive a contradiction. By assumption s > 0 therefore∣Ψs(x)∣ ≥ ∣σΨs(x)∣ on [0, d2 − s] (see figure 5.1).
Figure 5.1: Illustration of the functions ∣Ψs(x)∣ and ∣σΨs(x)∣.
Considering that H ′0(x) = −H ′0(−x), we conclude the following inequality
(⋆) ∶ = ∫ d2+s− d
2
+s H ′0(x)Ψ2s(x)dx
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
> ∫ d2−s− d
2
+sH ′0(x)Ψ2s(x)dx< ∫ d2−s− d
2
+sH ′0(x)Ψ2s(x)dx (5.16)
= ∫ d2−s
0
H ′0(x)(Ψ2s(x) − (σΨs)2(x))dx⎧⎪⎪⎨⎪⎪⎩≥ 0 if H
′
0 > 0 on (0, lδ2 )≤ 0 if H ′0 < 0 on (0, lδ2 ) .
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According to our assumptions sgn (H ′0∣(0, d
2
−s)(x)) = sgn(s′ − s), thus (5.16) states that
sgn(⋆) = sgn(s′−s). This implies that (5.15) holds, which translates into a contradiction.
Thus Ψ¯s(x) must have a zero inside (−d2 + s, d2 + s), whence s′−s < 0; this implies that
λ1,s′ ≤ λ1,s. Recall that the sign of s′ − s was assumed to be −sgn(N2 − 1) in cases (a)
and (c1), and sgn(N2 − 1) in cases (b1) and (c2). The conclusion λ1,s′ ≤ λ1,s holds for s′
arbitrarily close to s satisfying these premises, thus given s = s0 > 0 we can conclude that
d
ds ∣s=s0λ1,s is non-positive in cases (a) and (c1) when N2 − 1 < 0 and non-negative when
N2 − 1 > 0; similarly dds ∣s=s0λ1,s is non-positive in cases (b1) and (c2) when N2 − 1 > 0 and
non-negative when N2 − 1 < 0. Translating from the parameter s to h (following (4.2) -
(4.4)) we conclude the claims of the theorem in the case N ∈ (−∞,0] ∪ (1,∞).
Lastly we consider the case N =∞. Suppose (h1, d), (h2, d) ∈ Dreg(K,∞,D), then there exists
N0 > 1 such that for all N ≥ N0: (h1, d), (h2, d) ∈ Dreg(K,N,D). We claim that:
Proposition 5.1.7. If for all N ≥ N0 it holds that ΛPoi(ξ(K,N)(h1, d)) ≤ ΛPoi(ξ(K,N)(h2, d))
then ΛPoi(ξ(K,∞)(h1, d)) ≤ ΛPoi(ξ(K,∞)(h2, d)) as well.
Proof. Denote by ω(h,d),N and ω(h,d),∞ the points in ΩE which correspond to ΛPoi(ξ(K,N)(h, d))
and ΛPoi(ξ(K,∞)(h, d)). If ω(h,d),N N→∞Ð→ ω(h,d),∞ in the SL-BVP metric (5.2) then it follows
from Theorem 5.1.2 that
ΛPoi(ξ(K,∞)(h1, d)) = lim
N→∞ΛPoi(ξ(K,N)(h1, d)) ≤ limN→∞ΛPoi(ξ(K,N)(h2, d)) = ΛPoi(ξ(K,∞)(h2, d)) .
In order to justify convergence in the SL-BVP metric we recall Definition 3.1.10 and the
following Remark 3.1.11, according to which for N ∈ (1,∞] the functions JK,N,h (resp.
JK,∞,h) satisfy the following differential inequality (resp. equality) on int(supp(JK,N,h))
(resp. int(supp(JK,∞,h)) = R):
−K = (logJK,N,h)′′ + 1
N − 1((logJK,N,h)′)2 ≥ (logJK,N,h)′′ , JK,N,h(0) = 1 , J ′K,N,h(0) = h ,−K = (logJK,∞,h)′′ , JK,∞,h(0) = 1 , J ′K,∞,h(0) = h .
Notice that the functions J˜K,N,h(x) ∶= JK,N,h(−x) and J˜K,∞,h ∶= JK,∞,h(−x) satisfy the
same differential equality/inequality with h replaced with −h. We can thus conclude by
standard comparison of 2nd order initial value problems that JK,N,h ≤ JK,∞,h on R.
Hence by Lebesgue dominated convergence, considering that for every N > 1 it holds that
0 ≤ JK,∞,h − JK,N,h ≤ JK,∞,h, we conclude that
lim
N→∞∫ d2− d
2
∣JK,∞,h(x) − JK,N,h(x)∣dx = lim
N→∞∫ d2− d
2
(JK,∞,h(x) − JK,N,h(x))dx = 0 .
It remains to show that limN→∞ ∫ d2− d
2
∣J−1K,N,h(x) − J−1K,∞,h(x)∣dx = 0 . Notice that for Nd > 1
sufficiently large it holds that [−d2 , d2] ⊂ int(supp(JK,N,h)) for all N ≥ Nd. In addition,
an ODE comparison argument similar to the above shows that (1,∞] ∋ N ↦ JK,N,h(x) is
monotonic increasing, therefore for N ≥ Nd:
0 ≤ JK,N,h(x)−1 − JK,∞,h(x)−1 ≤ JK,Nd,h(x)−1 ∀x ∈ [−d2 , d2 ] .
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Then by Lebesgue dominated convergence it follows that
lim
N→∞∫ d2− d
2
∣J−1K,∞,h(x) − J−1K,N,h(x)∣dx = lim
N→∞∫ d2− d
2
(J−1K,N,h(x) − J−1K,∞,h(x))dx = 0 .
We can therefore conclude that limN→∞ d(ω(h,d),N , ω(h,d),∞) = 0.
This completes the proof of (2) of Theorem 5.1.3.
5.2 Sharp Estimates
In this section we prove the main result of this chapter - Theorem 5.2.1. For notational
convenience throughout whenever ξ = J1I ⋅m is a measure supported on an interval I,
where J is positive and continuous on int(I), we write ΛPoi(J, I) instead of ΛPoi(J1I ⋅m).
Theorem 5.2.1. Assume (Mn,g, dµ = e−V dµg) is a CWRM of class CDDb(K,N,D),
where K ∈ R, N ∈ (−∞,0] ∪ [max(n,2),∞] and 0 <D ≤∞.
1. Then for any f ∈ C∞c (M) such that µ(f) = 0 the following Poincaré inequality holds
λ⋆K,N,D ∫
M
f2dµ ≤ ∫
M
∣∇f ∣2dµ , (5.17)
where λ⋆K,N,D = ⎧⎪⎪⎨⎪⎪⎩
infξ∈M[K,N,D] ΛPoi(ξ) if K < 0, N ≤ 0 and D ≥ lδ
infξ∈MM[K,N,D] ΛPoi(ξ) otherwise .
2. The lower bound λ⋆K,N,D is sharp (i.e. best possible).
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3. λ⋆K,N,D is explicitly given by the following:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1) N ∈ [max(n,2),∞)
a▷ ⎧⎪⎪⎨⎪⎪⎩ΛPoi(cos(
√
δx)N−1, [−D/2,D/2]) if D < pi√
δ
KN
N−1 otherwise if K > 0
b▷ ⎧⎪⎪⎨⎪⎪⎩ΛPoi(cosh(
√−δx)N−1, [−D/2,D/2]) if D <∞
0 otherwise
if K < 0
c▷ ⎧⎪⎪⎨⎪⎪⎩(
pi
D
)2 if D <∞
0 otherwise
if K = 0
2) N =∞
a▷ ⎧⎪⎪⎨⎪⎪⎩ΛPoi(e
−Kx22 , [−D/2,D/2]) if D <∞
K otherwise
if K > 0
b▷ ⎧⎪⎪⎨⎪⎪⎩ΛPoi(e
∣K∣x2
2 , [−D/2,D/2]) if D <∞
0 otherwise
if K < 0
c▷ ⎧⎪⎪⎨⎪⎪⎩(
pi
D
)2 if D <∞
0 otherwise
if K = 0
3) N ∈ (−∞,−1]
a▷ ⎧⎪⎪⎨⎪⎪⎩ΛPoi(cos(
√
δx)N−1, [−D/2,D/2]) if D < pi√
δ
0 otherwise
if K < 0
b▷ ⎧⎪⎪⎨⎪⎪⎩ΛPoi(cosh(
√−δx)N−1, [−D/2,D/2]) if D <∞
KN
N−1 otherwise if K > 0
c▷ ⎧⎪⎪⎨⎪⎪⎩(
pi
D
)2 if D <∞
0 otherwise
if K = 0
4) N ∈ [−1,0]
a▷ ⎧⎪⎪⎨⎪⎪⎩lim→0+ ΛPoi(sin(
√
δx)N−1, [,  +D]) if D < pi√
δ
0 otherwise
if K < 0
b▷ ⎧⎪⎪⎨⎪⎪⎩lim→0+ ΛPoi(sinh(
√−δx)N−1, [,  +D]) > 0 if D <∞
lim→0+ ΛPoi(sinh(√−δx)N−1, [,∞)) > 0 otherwise if K > 0
c▷ ⎧⎪⎪⎨⎪⎪⎩lim→0+ ΛPoi(x
N−1, [,  +D]) if D <∞
0 otherwise
if K = 0 .
(5.18)
Remarks about Theorem 5.2.1
1. Results which preceded the theorem: Cases 1 and 2 were proved before for
D < ∞ by Kröger [61] (when N = n) and Bakry-Qian [8] (when 1 ≠ N ≥ n). Their
results unified the previous estimates of Lichnerowicz [64] (for K > 0,N = n and
D ≥ pi√
δ
) and Zhong-Yang [123] (for K = 0, N = n and D < ∞). The estimates in 1
and 2 are characterized as the Poincaré constant ΛPoi(ξ) of a measure ξ supported on
a symmetric interval I = [−min(D, lδ2 ),min(D, lδ2 )] with density J(x) ∶= c(√δx)N−1
(‘symmetric profile’). The theorem shows that this characterization of the sharp
lower bound is maintained when we consider N ∈ (−∞,−1]. However, quite surpris-
ingly the range N ∈ (−1,0] is anomalous; the characterization of the lower bound
turns out to be of completely different nature (‘non-symmetric profile’). Hints for
this new phenomena could be found in the work [58] of A. Kolesnikov and E. Mil-
man. In this work (and also in [89] when ∂M = ∅) the authors showed that the
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Lichnerowicz bound Λ(Mn,g, µ) ≥ KNN−1 holds whenever δ > 0, N ∈ (−∞,0) ∪ [n,∞]
(assuming N > 1) and D ≥ lδ; however, this estimate was no longer sharp in the
range N ∈ (−1,0]. The estimates of case (4) fill the gap regarding the understanding
of this lack of sharpness.
2. For positive N the theorem is valid only forN ≥ 2: The origin of this constraint
is within the proof of Theorem 3.5.13 regarding the extreme points of the classP[K,N,D],h(Ih) defined in 3.5.11. Although the estimates of case (1) are known be
valid for N > 1 due to the work of Bakry-Qian [8], there is an inherent difficulty in
extending our method to N ∈ (1,2) which we did not manage to overcome.
3. Positivity of the estimates in case (4b): As we mentioned in the previous
remark, according to [58] and [89], when K > 0, N ∈ (−∞,0) and D = ∞ holds
the estimate ΛPoi(Mn,g, µ) ≥ KNN−1 > 0 (although it is not necessarily sharp). Being
positive for D =∞ it is clearly positive for D <∞ , hence the estimates of case (4b)
are strictly positive. This is also supported by the following estimate, which is valid
for CDb(K,N) condition with K > 0 and N ∈ (−∞,1) ([83, Thm 6.1]):
ΛPoi ≥ K
4(1 −N) (∫ ∞0 coshN−1(t)dt)2 > 0 .
4. The case (2b): The expression in case (2b), i.e. ΛPoi(e ∣K∣x22 , [−D/2,D/2]), will
be evaluated explicitly up to universal numerical constants in Chapter 7, where we
discuss about lower bounds for the log-Sobolev constant. In Theorem 7.3.30 we
show that ΛPoi(e ∣K∣x22 , [−D/2,D/2]) ≂ ΛLS(e ∣K∣x22 , [−D/2,D/2]) , and in Proposition
7.3.10 we show that
ΛLS(e ∣K∣x22 , [−D/2,D/2]) ≂ max{√∣K ∣, 1
D
} ∣K ∣D
e∣K∣D28 − 1 ≂
⎧⎪⎪⎨⎪⎪⎩∣K ∣
3
2De− ∣K∣D28 √∣K ∣D > 1
1
D2
√∣K ∣D ≤ 1 .
5. Distinct expressions in the case N = −1: Notice that when N = −1 we actually
have 2 seemingly distinct expressions for ΛPoi(M,g,µ), however due to the theorem
they must be equal.
5.2.1 Preliminaries to the proof of main Theorem 5.2.1
The results stated in the theorem correspond to solutions of the main optimization problem
4.5 over the model class :
Find: infMM[K,N,D](R)ΛPoi(ξ) .
From Theorem 5.1.3 we have a characterization of the minimizing sequences of the problem
4.6:
Find: infMM,reg[K,N,D](R)ΛPoi(ξ) .
We defined MM,reg[K,N,D](R) (see Definition 4.2.2) as the closure of MM,reg[K,N,D](R) w.r.t. the
weak topology. According to Theorem 4.2.7 MM[K,N,D](R) ⊂MM,reg[K,N,D](R). In Examples
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4.2.5 and 4.2.6 we saw what sort of weak limits ξ ∈MM[K,N,D](R) ∖MM,reg[K,N,D](R) we may
possibly have. However, in view of Proposition 4.2.8, if we show that ξ ↦ ΛPoi(ξ) is
upper semi continuous onMM,reg[K,N,D](R), then the two problems 4.5 and 4.6 have the same
solution. It turns out that this is indeed the case, as asserted by the following theorem.
Theorem 5.2.2. The map ξ ↦ ΛPoi(ξ) on Mb(R) is weakly upper semi-continuous
(u.s.c.), i.e.
ξn
wÐ→ ξ0 ⇒ Λ(ξ0) ≥ lim sup
n→∞ ΛPoi(ξn) .
We precede the proof of Theorem 5.2.2 with several lemmas. Recall (5.1) for the definition
of Ray[f](ξ) given f ∈ C∞c (R).
For certain weak limits we can improve the statement on upper semi-continuity, into conti-
nuity. We will show that whenever ξ ∈MM[K,N,D](R) is supported on an interval I (possibly
of infinite diameter), we can identify ΛPoi(ξ) with limits of sequences {ΛPoi(ξ∣In)}, where(In)n∈N0 is a nested sequence of compact intervals In ⊂ I˚ which exhausts I˚; for each n it
holds that 0 < dξdm ∣In <∞, whence ΛPoi(ξ∣In) can be identified as an eigenvalue of a regular
SLP. To this end we give a precise definition for exhausting sequences.
Definition 5.2.3. We say that (In)n∈N0 is a monotonic exhausting sequence of intervals
(MESI) of an interval I∞ ⊂ R with respect to a measure ξ, if
1. ξ(I0) > 0.
2. ξ(I∞ ∖⋃n In) = 0.
3. For each n ∈ N0: In is a compact interval and In ⊂ I˚n+1 ⊂ I∞.
Theorem 5.2.4. Let ξ = J ⋅m be an absolutely continuous probability measure supported
on an interval I∞ ⊂ R, s.t. J ∈ L∞loc(int(I∞)). Assume (In)n∈N0 is a MESI of I∞ with
respect to ξ, then
lim
n→∞ΛPoi(ξn) = ΛPoi(ξ) ,
where ξn = 1ξ(In)ξ∣In.
We precede the proof of Theorems 5.2.2 and 5.2.4 with several useful lemmas.
Throughout we denote by Fb the function space:Fb ∶= {f ∶ f, f ′ ∈ C∞b (R)} .
Lemma 5.2.5. Assume ξ is an a.c. probability measure on R, s.t. dξdm ∈ L∞loc(int(supp(ξ))).
Let I = [a, b] ⊂ int(supp(ξ)), and assume f ∈ C∞c (R) is such that ξ∣I(f) = 0 and
ξ∣I(f2) > 0. Then for any  > 0 there exists g ∈ Fb such that
1. ξ(g) = 0.
2. Ray[g](ξ) ≤ Ray[f](ξ∣I) +  .
Lemma 5.2.6. Assume ξ ∈Mb(R), and let g ∈ Fb be s.t. ξ(g) = 0. Then for any  > 0
there exists h ∈ FPoi(ξ) such that
Ray[h](ξ) ≤ Ray[g](ξ) +  .
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The proofs of these two lemmas are rather technical, and therefore will be deferred to the
appendix section of this chapter.
The following lemma is essential specifically for the proof of Theorem 5.2.2.
Lemma 5.2.7. For all ξ ∈Mb(R):
(ΛPoi(ξ) = ) inf
f∈FPoi(ξ)Ray[f](ξ) = inff∈FbRayb[f](ξ)
where
Rayb[f](ξ) = ⎧⎪⎪⎨⎪⎪⎩
∫ f ′(x)2dξ(x)
V arb ξ(f) if V arb ξ(f) > 0+∞ otherwise ,
with
V arb ξ(f) ∶= ⎧⎪⎪⎨⎪⎪⎩ξ(f
2) − ξ(f)2ξ(1) if ξ ≠ 0
0 otherwise .
Proof of Lemma 5.2.7.
LHS ≥ RHS ∶ Since FPoi(ξ) ⊂ Fb, and for f ∈ FPoi(ξ) it holds that Rayb[f](ξ) =
Ray[f](ξ) (since ξ(f) = 0⇒ V arb ξ(f) = ∫ f2dξ), we conclude
inf
f∈FPoi(ξ)Ray[f](ξ) ≥ inff∈FbRayb[f](ξ) .
LHS ≤ RHS ∶ Set l ∶= inff∈Fb Rayb[f](ξ). Given  > 0 there is a function fb ∈ Fb s.t.
Rayb[fb](ξ) < l + 2 . Set gb ∶= fb − ξ(fb)ξ(1) , then gb ∈ Fb, ξ(gb) = 0 and Ray[gb](ξ) =
Rayb[fb](ξ) < l + 2 . From Lemma 5.2.6 we conclude that there is h0 ∈ FPoi(ξ) s.t.
Ray[h0](ξ) ≤ Ray[gb](ξ) + 2 < l + . Since we can take  > 0 arbitrarily small, it follows
that
inf
f∈FPoi(ξ)Ray[f](ξ) ≤ inff∈FbRayb[f](ξ) .
We can now prove Theorems 5.2.2 and 5.2.4.
Proof of Theorem 5.2.2. If ξ0 = 0 (the 0-measure) then ΛPoi(ξ0) =∞ and there is nothing
to prove. Assume henceforth that ξ0 ≠ 0. According to Lemma 5.2.7:
ΛPoi(ξ) = inf
f∈FPoi(ξ)Ray[f](ξ) = inff∈FbRayb[f](ξ) .
In order to prove the Theorem it is sufficient to show that Mb(R)∖ {0} ∋ ξ ↦ Rayb[f](ξ)
is u.s.c. for each individual f ∈ Fb, since the pointwise infimum in Fb over the class of u.s.c.
functions {Gf}f∈Fb , where Gf(ξ) ∶= Rayb[f](ξ), is a u.s.c. function G(ξ) ∶= inff∈Fb Gf(ξ)
as well.
For a fixed f0 ∈ Fb notice that ξ ↦ ξ(1), ξ ↦ ξ(f0), ξ ↦ ξ(f20 ) and ξ ↦ ξ(f ′20 ) are weakly
continuous onMb(R) (since 1, f, f2, f ′2 ∈ Cb(R)), thus ξ ↦ V arb ξ(f0) is weakly continuous
onMb(R)∖{0}; in particular we can conclude that the conditions V arb ξ(f0) = 0 is weakly
closed on Mb(R).
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It may still happen that ξ0 ∈Mb(R) ∖ {0} is s.t. V arb ξ0(f0) = 0 but in any weak neigh-
borhood of it there is ξ s.t. V arb ξ(f0) > 0; in this case the following inequality trivially
holds
lim sup
ξ→ξ0 Gf0(ξ) = lim supξ→ξ0 Rayb[f0](ξ) ≤ +∞ ≡ Rayb[f0](ξ0) = Gf0(ξ0) .
This shows that Gf(ξ) is u.s.c. for every f ∈ Fb, hence G(ξ) is u.s.c. as well.
Proof of Theorem 5.2.4. The upper semi continuity
ΛPoi(ξ) ≥ lim sup
n→∞ ΛPoi(ξn) ,
follows from Theorem 5.2.2. We now prove the direction
ΛPoi(ξ) ≤ lim inf
n→∞ ΛPoi(ξn) .
Define l ∶= lim infn→∞ ΛPoi(ξn), and assume (ξnk)k∈N is s.t. limk→∞ ΛPoi(ξnk) = l. Then for
any  > 0 we have k ∈ N such that ΛPoi(ξnk) < l+ 2 , and respectively a function fk ∈ C∞c (R)
such that ξnk(fk) = 0 and Ray[fk](ξnk) < ΛPoi(ξnk) + 2 , whence Ray[fk](ξnk) < l + . By
Lemmas 5.2.5 and 5.2.6, there exists a function hk ∈ C∞c (R) such that Ray[hk](ξ) ≤
Ray[fk](ξnk) + . This implies that
ΛPoi(ξ) ≤ lim inf
n→∞ ΛPoi(ξn) .
The following two propositions are essential to the proof of the main theorem; their proofs
are also deferred to the appendix section.
Proposition 5.2.8. Define I ∶= (−d2 , d2) where d ∈ (0,∞]. Assume J is a positive even
continuous function on I. Set ξ = J1I ⋅m, and assume ξ(I) = ∞. If (In)n∈N0 is a MESI
of I w.r.t. ξ then limn→∞ ΛPoi(ξ∣In) = 0 .
Proposition 5.2.9. Let (In)n∈N0 be a MESI of [0,∞) w.r.t. ξ. Assume N ∈ (−1,0] and
set ξn(x) = xN−11In ⋅m. Then limn→∞ ΛPoi(ξn) = 0.
5.2.2 Proof of the main theorem
Proof of Theorem 5.2.1. 1. The statement follows straightforwardly from our previous
results. Recall
λK,N,D ∶= inf
0≠ξ∈MC∞[K,N,D](R) ΛPoi(ξ) .
(a) By Theorem 3.2.2 we got the estimate
ΛPoi(Mn,g, µ) ≥ λK,N,D ,
for any CWRM which satisfies CDDb(K,N,D) with K ∈ R, N ∈ (−∞,1) ∪[n,∞] and D ∈ (0,∞].
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(b) By Corollary 3.5.15 for N ∈ (−∞,0]∪[2,∞], subject to the proviso that D < lδ =
pi√
δ
if K < 0 and N ≤ 0, the solution to the optimization problem which defines
λK,N,D (which is defined as the bound αK,N,D associated with the Poincaré
inequality problem) is equal to the solution of the simpler optimization problem
λK,N,D = inf
ξ∈MM[K,N,D](R) ΛPoi(ξ) .
Hence we can summarize that for N ∈ (−∞,0] ∪ [max(n,2),∞] and K ∈ R it holds
that
ΛPoi(Mn,g, µ) ≥ λ⋆K,N,D = ⎧⎪⎪⎨⎪⎪⎩
infξ∈M[K,N,D](R) ΛPoi(ξ) if K < 0, N ≤ 0 and D ≥ lδ
infξ∈MM[K,N,D](R) ΛPoi(ξ) otherwise .
2. Our estimate for the Poincaré inequality is sharp since the infimum is realized
by intervals in R equipped with the corresponding measures ξ ∈ M[K,N,D](R) (1-
dimensional manifolds) where N ∈ (−∞,0]∪ [2,∞]. We remark that it is also possi-
ble to establish the sharpness on a CWRM of arbitrary topological dimension n for
N ≥ 2; see the construction in [82], which presumably may be extended to N ≤ 0 as
well, but we did not verify the details.
3. According to Theorem 5.2.2 the measure map Mb ∋ ξ ↦ ΛPoi(ξ) is weakly upper
semi-continuous, hence it follows from Proposition 4.2.8 that
inf
ξ∈MM[K,N,D](R) ΛPoi(ξ) = infξ∈MM,reg[K,N,D](R) ΛPoi(ξ) .
We can thus conclude that
λ⋆K,N,D = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
infξ∈M[K,N,D](R) ΛPoi(ξ) if K < 0, N ≤ 0, and D ≥ lδ
inf
ξ∈MM,reg[K,N,D](R) ΛPoi(ξ) otherwise . (5.19)
Recall that the set of values ΛPoi(MM,reg[K,N,D](R)) is identical to the set λ(Dreg(K,N,D)).
The monotonicity properties of λ(h, d) on (h, d) ∈ Dreg(K,N,D) was described in The-
orem 5.1.3. Therefore we have a full characterization of the minimizing sequences
of λ(h, d) on Dreg(K,N,D), or equivalently of minimizing sequences of ΛPoi(ξ) for ξ ∈MM,reg[K,N,D](R).
These observations give as the following expressions for λK,N,D subject to the proviso
that D < lδ if K < 0 and N ≤ 0:
λK,N,D = λ⋆K,N,D =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1) N ∈ [max(n,2),∞)
▷⎧⎪⎪⎨⎪⎪⎩ΛPoi(cδ(x)
N−1, [−D/2,D/2]) if D < lδ
limd→lδ ΛPoi(cδ(x)N−1, [−d/2, d/2]) if D ≥ lδ
2) N =∞
▷⎧⎪⎪⎨⎪⎪⎩ΛPoi(e
−Kx22 , [−D/2,D/2]) if D <∞
limd→∞ ΛPoi(e−Kx22 , [−d/2, d/2]) if D =∞
3) N ∈ (−∞,−1]
▷⎧⎪⎪⎨⎪⎪⎩ΛPoi(cδ(x)
N−1, [−D/2,D/2]) if D < lδ
limd→∞ ΛPoi(cδ(x)N−1, [−d/2, d/2]) if D =∞ (and K ≥ 0)
4) N ∈ [−1,0]
▷⎧⎪⎪⎨⎪⎪⎩lim→0+ ΛPoi(sδ(x)
N−1, [,  +D]) if D < lδ
limd→∞ ΛPoi(sδ(x)N−1, [ 1d , d]) if D =∞ (and K ≥ 0) .
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Notice that the estimate pi
2
D2
in (1c),(2c) and (3c) of the theorem when K = 0 (and
hence δ = 0) follows as explicit solution of the corresponding SL-BVP on [−D2 , D2 ]
with density p(x) = cN−10 (x) ≡ 1 in (1)-(3) above; this is the known Zhong-Yang [123]
lower bound.
In order to complete the proof, all that remains is to identify some of these limits
as the expressions stated in the theorem for D ≥ lδ. For the validity of some of
the results which were stated in Subsection 5.2.1, one should keep in mind that the
measures ξ = J ⋅m ∈MM[K,N,D](R) have densities J ∈ L∞loc(int(supp(ξ))).
(1a) From Theorem 5.2.4 it follows that
lim
d→lδ ΛPoi(cos(√δx)N−1, [−d2 , d2 ]) = ΛPoi(cos(√δx)N−1, [− pi2√δ , pi2√δ ]) .
λ⋆K,N,D, being a sharp lower bound, must equal the sharp Lichnerowicz
bound KNN−1 for CDb(K,N) conditions with K > 0, N > 1 when there is
no Diameter condition.
(2a),(3b) We conclude from Theorem 5.2.4 that in case (2a)
lim
d→∞ΛPoi(e−Kx22 , [−d/2, d/2]) = ΛPoi(e−Kx22 , (−∞,∞)) .
The latter expression is equal to K, the Poincaré constant of the Gaus-
sian (see [6] for a proof). In case (3b):
lim
d→∞ΛPoi(cosh(√δx)N−1, [−d/2, d/2]) = ΛPoi(cosh(√δx)N−1, (−∞,∞)) ,
which must equal KNN−1 , since this is the sharp bound proved in [58] (see
also [89] when ∂M = ∅).(1b),(1c),(2b),(2c)(4a),(3a),(3c) In all these cases but cases (3a) and (4a) (in which the estimate
ΛPoi(M,g, µ) ≥ λK,N,D was valid subject to the proviso D < lδ if K < 0
and N ≤ 0), we can straightforwardly conclude from Propositions 5.2.8
and 5.2.9 that the limits to which λ⋆K,N,D equals, are all 0. However, it
turns out that we can conclude by a similar argument that also in cases(3a) and (4a), when D ≥ lδ = pi√δ , the sharp lower bound must also be
0. Indeed, consider a sequence of numbers n > 0, and 0 < dn < lδ s.t.
• n → 0 ,
• dn → lδ ,
• [n, n + dn] ⊂ (0, lδ) .
According to Proposition 5.2.8
ΛPoi(cos(√δx)N−1, [−dn
2
,
dn
2
]) n→∞Ð→ 0 ,
hence in case (3a) λ⋆K,N,D = 0. Moreover, according to the monotonicity
Theorem 5.1.3, for the measures dξn ∶= sin(√δx)N−11[n,n+dn]dm for
every n ∈ N it holds that :
ΛPoi(sin(√δx)N−1, [n, n + dn])≤ ΛPoi(sin(√δx)N−1, [ lδ
2
− dn
2
,
lδ
2
+ dn
2
]) = ΛPoi(cos(√δx)N−1, [−dn
2
,
dn
2
]) ,
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hence the argument of case (3a) implies that ΛPoi(ξn) → 0 as n → ∞,
implying that λ⋆K,N,D = 0 also in case (4a).
(4c) According to Proposition 5.2.9 we conclude that for N ∈ (−1,0]:
lim
d→∞ΛPoi(xN−1, [1d, d]) = 0 .
However this must also be the limit when N = −1, since we know that
for N = −1 there is equality ΛPoi(1, [−d2 , d2]) = ΛPoi(xN−1, [,  + d]) for
every  > 0 and d > 0, therefore the expression in (4c) must equal the
expression given in (3c) for N = −1, which we proved to be 0.
(4b) Due to Theorem 5.2.4 for every  > 0 the following identity is satisfied:
lim
d→∞ΛPoi(sδ(x)N−1, [, d]) = ΛPoi(sδ(x)N−1, [,∞)) .
Then by Lemma 4.3.3 and Remark 4.3.4 we conclude that the solution
to the minimization problem is given by
λ⋆K,N,D = lim
→0+ΛPoi(sδ(x)N−1, [,∞)) .
5.3 Appendix
We provide proofs for statements which where presented in the text, but for reasons of
clarity and coherence, were embedded in this separate section.
Throughout we denote by o(1) terms which go to 0 as n →∞, where n ∈ N0 denotes the
index of some MESI.
5.3.1 Proofs of Lemmas 5.2.5 and 5.2.6
Before we get into the proof we mention a useful simple identity which will be employed
throughout.
Assume A,B > 0, and let  > 0, then for ′ ∶= B2B+A+B holds the identity:
A + ′
B − ′ = AB +  . (5.20)
Clearly this implies that for any 0 < ′′ ≤ ′: A+′′B−′′ ≤ AB + .
Proof of Lemma 5.2.5. Define a continuous extension f˜ of f ∣I from I to the entire R as in
Definition 4.3.5, and by f˜s denote its convolution with a mollifier as in (4.7). Considering
that dξdm ∈ L∞loc(int(supp(ξ))), it follows from Lemma 4.3.6 that f˜s → f˜ uniformly on
compact subsets, and f˜ ′s → f˜ ′ in Lploc(int(supp(ξ)); ξ) for any p ∈ [1,∞).
We define
gs(x) = f˜s(x) − cs where cs ∶= ∫ f˜s(x)dξ(x) .
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Evidently gs ∈ C∞(R) and ξ(gs) = 0 for all s > 0.
Define A ∶= ∫I f ′(x)2dξ(x) and B ∶= ∫I f(x)2dξ(x) (which is strictly positive by assump-
tion), and set ′ ∶= B2B+A+B > 0 . Let Is ∶= {x ∶ d(x, I) ≤ s}; notice that since f˜s(x) = f˜(x)
on Ics , it follows that f˜ ′s(x) = f˜ ′(x) = 0 on Ics , while on Is0 the functions f˜s(x) and f˜ ′s(x)
converge in L2(Is0 ; ξ) to f˜(x) and f˜ ′(x) respectively, if we pick s0 > 0 sufficiently small
so that Is0 ⊂ int(supp(ξ)). Notice that g′s0 = 0 on Ics0 and for s0 > 0 sufficiently small we
can ensure that the following estimates/identities hold:
1. ∫Is0∖I f˜ ′s0(x)2dξ(x) ≤ ′/2.
2. ∫I f˜ ′s0(x)2dξ(x) ≤ ∫I f˜ ′(x)2dξ(x) + ′/2.
3. ∫I f˜s0(x)2dξ(x) ≥ ∫I f˜(x)2dξ(x) − ′/2.
4. ∫Is0∖I f˜s0(x)2dξ(x) ≥ ∫Is0∖I f˜(x)2dξ(x) − ′/2.
5. ∫ f˜s0(x)dξ(x) = ∫ f˜(x)dξ(x) (by Fubini).
6. ∫ f˜2s0(x)dξ(x) ≤ ∫ f˜(x)2dξ(x) + ′.
Notice that ξ(g2s0) = ξ(f˜2s0) − ξ(f˜s0)2 ≤ ξ(f˜2s0) (ξ by assumption is a probability measure),
since f˜ ∈ L2(ξ) we conclude from (6) that gs0 ∈ L2(ξ).
By estimates (1) and (2) it follows that
∫ g′s0(x)2dξ(x) = ∫I f˜ ′s0(x)2dξ(x) + ∫Is0∖I f˜ ′s0(x)2dξ(x) ≤ ∫I f˜ ′(x)2dξ(x) + ′ .
Similarly by estimates (3), (4) and (5):
∫ gs0(x)2dξ(x) = ∫
I
f˜2s0(x)dξ(x) + ∫
Ic
f˜2s0(x)dξ(x) − (∫ f˜s0(x)dξ(x))2
≥ ∫
I
f˜2(x)dξ(x) − ′/2 + ∫
Is0∖I f˜
2(x)dξ(x) − ′/2 + ∫
Ics0
f˜2(x)dξ(x) − (∫ f˜(x)dξ(x))2
∫I f˜dξ=0= ∫
I
f2(x)dξ(x) + ∫
Ic
f˜2(x)dξ(x) − (∫
Ic
f˜(x)dξ(x))2 − ′
Jensen≥ ∫
I
f2(x)dξ(x) − ′ .
From the definition of ′ we can conclude that g ∶= gs0 ∈ C∞(R) ∩L2(R) satisfies
Ray[g](ξ) ≤ ∫I f ′(x)2dξ(x) + ′∫I f(x)2dξ(x) − ′ ≤ Ray[f](ξ∣I) +  .
Proof of Lemma 5.2.6. Notice that Since g ∈ Fb and ξ(1) < ∞, it holds that g, g′ ∈
L2(R; ξ) ∩C∞b (R). Clearly we may assume ξ ≠ 0.
For every m ∈ N we associate a function φm ∈ C∞c (R) such that the following conditions
hold:
1. φm is supported on a compact interval Im, with ξ(φm) > 0.
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2. On Im the following estimate holds:
∣∣φ′m∣∣∞ ≤ 1m .
3. 0 ≤ φm ≤ 1 and φm(x)↗m→∞ 1 for any x ∈ R.
Of course we may also assume that the sequence (Im)m∈N is a MESI which exhausts R
with respect to ξ. We define
hm(x) ∶= (g − dm) ⋅ φm where dm ∶= ∫ gφmdξ∫ φmdξ .
Notice that ξ(hm) = 0 for all m ∈ N. In addition since ξ(g) = 0, dm → 0 as m → ∞.
Consider now the following identity
∫ h′2m(x)dξ(x) = ∫ g′(x)2φm(x)2dξ(x) + 2∫ g′(x)(g(x) − dm)φm(x)φ′m(x)dξ(x)
(5.21)+ ∫ φ′m(x)2(g(x) − dm)2dξ(x) .
By the Cauchy-Schwarz inequality:
∣∫ g′(x)(g(x) − dm)φm(x)φ′m(x)dξ(x)∣ ≤ ∣∣g′φm∣∣L2(ξ)∣∣(g − dm)φ′m∣∣L2(ξ) .
Considering that ∣∣g′φm∣∣L2(ξ) <∞, since φm and g′ are bounded, and that ∣∣(g−dm)φ′m∣∣L2(ξ) m→∞Ð→
0, since (g − dm) is bounded and ∣∣φ′m∣∣L2(ξ) ≤ 1m , we conclude that
∫ g′(x)(g(x) − dm)φm(x)φ′m(x)dξ(x) = o(1)
as m→∞.
In addition
∫ φ′m(x)2(g(x) − dm)2dξ(x)= ∫ φ′m(x)2g2(x)dξ(x) − 2dm∫ g(x)φ′m(x)2dξ(x) + d2m∫ φ′m(x)2dξ(x) = o(1) ,
since dm
m→∞Ð→ 0, g ∈ L2(ξ) and ∣∣φ′m∣∣∞ ≤ 1m m→∞Ð→ 0.
By property 3, φm ≤ 1, hence by identity (5.21)
∫ h′2m(x)dξ(x) ≤ ∫ g′(x)2dξ(x) + o(1) .
Since dm
m→∞→ 0, φm ↗ 1 and g ∈ L2(ξ), we also conclude that
∫ hm(x)2dξ(x) = ∫ (g(x) − dm)2φm(x)2dξ(x)= ∫ g2(x)φm(x)2dξ(x) − 2dm∫ g(x)φm(x)2dξ(x) + d2m∫ φm(x)2dξ(x) = ∫ g2(x)dξ(x) + o(1) .
Hence given  > 0, for sufficiently large m, say m =m0, the following inequality holds
Ray[hm0](ξ) ≤ Ray[g](ξ) +  .
We conclude that h ∶= hm0 ∈ FPoi(ξ) satisfies the asserted statement.
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5.3.2 Proofs of Propositions 5.2.8 and 5.2.9
Proof of Proposition 5.2.8. Recall that I = (−d2 , d2) where d ∈ (0,∞]. Consider the MESI(En)n∈N0 where En = [−dn2 , dn2 ] ⊂ I, and dn ↑ d. Define ξn = ξ∣En . Let d′ be any fixed
positive number smaller than d1, and let fn(x) be a sequence of odd functions in C∞c (R)
such that
• fn(x) = 3d′x on [−d′3 , d′3 ].
• ∣fn(x)∣ =M on En ∖ [−d′2 , d′2 ], where M > 1 is some constant.
• ∣f ′n(x)∣ are uniformly bounded on I by a constant l > 0.
Notice that ∫ fn dξn = 0 for all n ∈ N , and
Ray[fn](ξn) ≤ ( 3d′ )2 2 ⋅ d′3 + l22 ⋅ d′6∫ −d′/2−dn/2 M2J(x)dm + ∫ dn/2d′/2 M2J(x)dm .
In addition we notice that the nominator is a fixed number while the denominator diverges
as n → ∞ since ξ(I ∖ (−d′2 , d′2 ) ) = ∞. Thus for each k > 0 there is nk > 0 such that
Ray[fnk](ξ) < 1k . Therefore limn→∞Ray[fn](ξn) = 0, whence limn→∞ ΛPoi(ξn) = 0. This
was proved for the particular sequence (En)n∈N0 , however this would hold for any other
exhausting sequence (In)n∈N0 ; indeed, assume (Ink)k∈N0 is a sub-sequence of (In)n∈N0 s.t.
limk→∞ ΛPoi(ξ∣Ink ) = limn→∞ ΛPoi(ξ∣In). By passing to a sub-sequence we may further
assume Ek ⊂ Ink for all k ∈ N0. By the diameter monotonicity Lemma 4.3.3 it follows that
Λ(ξ∣Ink ) ≤ Λ(ξ∣Ek) for all k ∈ N0, whence limk→∞ ΛPoi(ξInk ) ≤ limk→∞ ΛPoi(ξEk) = 0.
Proof of Proposition 5.2.9. As in the previous lemma, it is enough to consider the partic-
ular MESI (En)n∈N, where En = [ 1n , n], and respectively ξn = xN−11En ⋅m. Let fn be a
smooth compactly supported function on (0,∞) such that fn(x) = (x − cn) on En, where
cn = 1ξn(En) ∫ xdξn. Notice that ∫ fndξn = 0 and furthermore:
∫ f ′n(x)2dξn(x) = ∫ n1
n
xN−1dx
=⎧⎪⎪⎨⎪⎪⎩
nN−( 1
n
)N
N = ( 1n )NN ((n2)N − 1) N<0= − ( 1n )NN (1 + o(1)) if N ≠ 0
2 log(n) if N = 0 ,
and
∫ f2n(x)dξn(x) = ∫ n1
n
(x − cn)2xN−1dx = ∫ n1
n
xN+1dx − 2cn∫ n1
n
xNdx + c2n∫ n1
n
xN−1dx
= ∫ n1
n
xN+1dx − (∫ n1n xN)2∫ n1
n
xN−1dx ∶= (⋆) .
For N = 0
(⋆) = 1
2
(n2 − ( 1
n
)2)) − (n − 1n)2
2 log(n) = n2(1 + o(1)) ,
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and therefore Ray[fn](ξn) = 2 log(n)n2(1+o(1)) n→∞Ð→ 0.
For N ≠ 0
(⋆) = ( nN+2
N + 2 − ( 1n)N+2N + 2 ) − (
nN+1
N+1 − ( 1n )N+1N+1 )2
nN
N
− ( 1n )N
N
= nN+2
N + 2(1 − ( 1n2 )N+2) − n2N+2(N + 1)2 N( 1
n
)N (1 − ( 1n2 )N+1)2((n2)N − 1)
N+1>0= nN+2
N + 2 − N(N + 1)2n3N+2 + o(1) .
In this case
Ray[fn](ξn) = 1 + o(1)− NN+2n2N+2 + N2(N+1)2n4N+2 + o(1) n→∞Ð→ 0 ,
since N ∈ (−1,0) and the leading term in the denominator is n2N+2 (where 2N + 2 > 0).
Therefore for N ∈ (−1,0] it holds that limn→∞ ΛPoi(ξn) = 0.
Note that this proof does not apply to N = −1.
5.3.3 A stability theorem for regular SLPs
In this sub-section we prove Theorem 5.3.1 which was crucially used in the proof of the
monotonicity Theorem 5.1.3. Let Y0(x) be a given non-negative function and let a0 < b0
be two fixed points in R. Let  > 0 be such that Y0(x) is C1((a0 − , b0 + )) and strictly
positive on [a0 − , b0 + ]. Given s ∈ (−, ) we define Ys(x) ∶= Y0(x+ s). For all s ∈ (−, )
the SLP
(Ys(x)u′(x))′ = −λYs(x)u(x) u′(a0) = u′(b0) = 0 , (5.22)
is regular. Denote by λ1(s, b) the function which maps s and b (the position of the right
endpoint) to the first non-zero eigenvalue λ1 of the problem:(Ys(x)u′(x))′ = −λYs(x)u(x) u′(a0) = u′(b) = 0 . (5.23)
By continuous dependence of the eigenvalues and the eigenfunctions of regular SLPs on
the parameters we may further assume that  is sufficiently small so that for all (s, b) ∈
B(0,b0)() it holds that minx∈[a0,b] Ys(x) > 12 minx∈[a0,b0] Y0(x) (so (5.23) corresponds to a
regular SLP), and λ(s, b) ≤ 2λ(0, b0).
Theorem 5.3.1. There exists ′ > 0 such that for any s ∈ (−′, ′) there exists b′ = b′(s)
such that λ1(s, b′(s)) = λ1(0, b0), and ∣b′(s) − b0∣→ 0 as s→ 0.
Proof. The theorem is a consequence of the following two claims:
1. ∂sλ1(s, b) and ∂bλ1(s, b) are continuous on B(0,b0)().
2. ∂bλ1(0, b0) ≠ 0.
Indeed by (1) and (2), on B(0,b0)() the map f ∶ (s, b) ↦ (s, λ1(s, b)) is continuously-
differentiable and its differential at (0, b0):
Df(0,b0) = ( 1 0∂s(λ1)(0, b0) ∂b(λ1)(0, b0))
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is invertible, hence by the inverse function theorem it is a local homeomorphism at (0, b0).
For the continuity of ∂sλ1 and ∂bλ1 at (0, b0) one can use the results of Kong and Zettl [60],
but for completeness we provide an independent proof. We use the following identities,
valid at a general point (s, b) ∈ B(0,b0)() (cf. [121, p. 56 and p.80]):
1. (∂sλ1)(s, b) = ∫ ba0 ∂sYs(x) (u′s,b(x)2 − λ1(s, b)us,b(x)2)dx ,
2. (∂bλ1)(s, b) = −us,b(b)2λ1(s, b)Ys(b) ,
where us0,b0 is the normalized eigenfunction (i.e. ∫ b0a0 us0,b0(y)2Ys0(y)dy = 1) which cor-
responds to λ1(s0, b0). Being a regular SLP in some small neighborhood of (s0, b0) the
eigenfunctions us,b(x) as well as λ1(s, b) depend continuously on s and b [121, p.55]. By in-
tegration of (5.23) from a0 to x we conclude the following identity for any (s, b) ∈ B(0,b0)():
u′s,b(x) = −λ(s, b)Ys(x)−1∫ x
a0
Ys(y)us,b(y)dy . (5.24)
Notice that if zs,b ∈ (a0, b) is the point where us,b vanishes, then:
∣∣us,b∣∣∞ ≤ sup
x∈[a0,b]∫ xzs,b ∣u′s,b(y)∣dy by C.S.≤ √∣b − a0∣
√∫ b
a0
∣u′s,b(y)∣2dy
≤ ¿ÁÁÀ ∣b − a0∣
miny∈[a0,b] Ys(y)
√∫ b
a0
∣u′s,b(y)∣2Ys(y)dy =
¿ÁÁÀ ∣b − a0∣
miny∈[a0,b] Ys(y)
√
λ1(s, b)∫ b
a0
∣us,b(y)∣2Ys(y)dy
= ¿ÁÁÀλ1(s, b) ⋅ ∣b − a0∣
miny∈[a0,b] Ys(y) ≤
¿ÁÁÀ2λ1(0, b0) ⋅ ∣b0 − a0∣ + 1
2
miny∈[a0,b0] Ys(y) ∶=Ma0,b0, .
Therefore the eigenfunctions us,b are uniformly bounded by Ma0,b0, on B(0,b0)(). Thus
if (s, b) ∈ B(0,b0)() and (sn, bn) → (s, b), where w.l.o.g. we may assume {(sn, bn)}n∈N ⊂
B(0,b0)(), by Lebesgue dominated convergence:
lim(s,b)→(s0,b0)u′s,b(x) = −λ(s0, b0)Ys0(x)−1∫ xa0 lim(s,b)→(s0,b0) (Ys(y)us,b(y))dy= −λ(s0, b0)Ys0(x)−1∫ x
a0
Ys0(y)us0,b0(y)dy = u′s0,b0(x) ,
showing that u′s,b(x) is continuous at (s, b) (as a function of s and b). Furthermore by
identity (5.24) the functions u′s,b(x) are also uniformly bounded on B(0,b0)().
Looking back at identities 1 and 2, by the continuous dependence of ∂sYs(x), us,b(x), u′s,b(x)
and λ1(s, b) on s and b, it follows (using dominated convergence again) that ∂sλ1(s, b) and
∂bλ1(s, b) are continuous on B(0,b0)(). Furthermore, since u′0,b0(b0) = 0, a simple ODE
uniqueness argument implies that ∣u0,b0(b0)∣ ≠ 0, whence (∂bλ1)(0, b0) ≠ 0.
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Chapter 6
Functional Inequalities: Explicit
Lower Bounds
The p-Poincaré Inequality
In this chapter we derive sharp lower-bounds for the p-Poincaré constant for CWRM which
satisfy CDDb(K,N,D).
We open with a disclaimer that this was not one of the primary goals of this work, therefore
the analysis will not be as comprehensive as we provided for the p = 2 case. We will prove
a monotonicity result for Λ(p)Poi for p ∈ (1,∞) analogous to that we established for the
2-Laplacian in Theorem 5.1.3 over the domain MM,reg[K,N,D](R). As we saw in the previous
Chapters, the solution to the minimization problem of ξ ↦ ΛPoi(ξ) over MM[K,N,D](R),
turns out to be equal to the solution over the class MM,reg[K,N,D](R), due to upper semi-
continuity of ξ ↦ ΛPoi(ξ) on the space MM,reg[K,N,D](R). Considering the analysis provided
for the case p = 2, the same should hold w.r.t. the map ξ ↦ Λ(p)Poi(ξ) with p ∈ (1,∞); the
arguments are almost the same, therefore a proof of this property is omitted.
As in the case p = 2, we approach the minimization problem over MM,reg[K,N,D](R) for p ∈(1,∞) via the Euler-Lagrange equation associated with the p-Poincaré constant. We
will refer to the corresponding problem as ‘p-Sturm–Liouville BVP’, and to the relevant
theory as ‘p-Sturm–Liouville theory’; it bears this name due to its similarity to the case
p = 2. Many important results which are known to be valid for p = 2, have been extended
to general p ∈ (1,∞). Yet, at present its development is still ongoing, and we have no
certainty whether certain gaps were bridged. In our approach we were taking a certain
assumption regarding the validity of a specific crucial result. The specific assumption
is detailed in Subsection 6.1.1. It was verified for various ‘p-Sturm–Liouville BVPs’ of
similar but not identical form to the BVP associated with Λ(p)Poi(ξ). We didn’t verify the
extension to our problem, knowing that it would cause an undesirable digression from the
main goals.
Recall the localization theorem yielded Theorem 3.2.2 which gave a lower bound λ(1,p)K,N,D
to Λ(p)Poi; complementing this result by the extreme points characterization Theorem 3.5.13
yielded Corollary 3.5.15 from which we conclude the following theorem about the sharp
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lower bound for Λ(p)Poi(M,g, µ):
Theorem 6.0.1. If (Mn,g, µ) is a CWRM, which satisfies CDDb(K,N,D), where K ∈ R
and N ∈ (−∞,0] ∪ [max(n,2),∞], then subject to the proviso D < lδ if K < 0 and N ≤ 0:
Λ
(p)
Poi(M,g, µ) ≥ λ(1,p)K,N,D , (6.1)
where
λ
(1,p)
K,N,D ∶= inf
ξ∈MM[K,N,D](R)Λ
(p)
Poi(ξ) with Λ(p)Poi(ξ) ∶= inf
f∈F(p)Poi(ξ){∫R ∣f
′(t)∣pdξ(t)∫R ∣f(t)∣pdξ(t) } . (6.2)
6.1 The eigenvalue equation on the line
Assume ξ = J ⋅m, supp(ξ) = [a, b], and that J(x) > 0 is continuous and positive on [a, b].
Existence of minimizers realizing Λ(p)Poi(ξ) is proved by direct methods [73], hence it is
justified to study the problem via the Euler-Lagrange equations.
Then a minimizer realizing Λ(p)Poi(ξ) is a weak solution to the following BVP on R:
d
dx
(J(x)f ′(p−1)(x)) + λJ(x)f (p−1)(x) = 0 f ′(a) = f ′(b) = 0 , (6.3)
where f (p−1)(x) stands for
f (p−1)(x) ∶= ∣f(x)∣p−2f(x) = ∣f(x)∣p−1sgn(f(x)) .
We may equivalently write
∆p,ξf(x) ∶= (p − 1)f ′(p−2)(x)f ′′(x) + J ′(x)
J(x) f ′(p−1)(x) = −λf (p−1)(x) ,
where ∆p,ξ stands for the weighted p-Laplacian associated with the measure ξ. For the
study of the solutions to these ODEs we will rely on the same type of Prüffer transformation
which was employed by Naber and Valtorta in [87,115].
6.1.1 Sturm-Liouville theory of equation (6.3)
Equation (6.3) has a form which is reminiscent of the Sturm-Liouville (SL) problem, which
we naturally encounter when we study the eigenvalues of the 2-Laplacian on the interval.
It is not a linear problem, but only half-linear; yet, an analogous SL theory for such BVPs
on the interval has been developed. Our presentation of the ‘p-Sturm–Liouville theory’ is
partially based on [38, p. 108].
In our present study we assume that J(x) is smooth and strictly positive on [a, b]. By a
solution to (6.3) we understand a function f s.t. f ∈ C1(a, b), f ′(p−1) = ∣f ′∣p−2f ′ ∈ C1(a, b),
the equation (6.3) holds at every point, and the boundary conditions are satisfied.
We refer to the parameter λ as an ‘eigenvalue’ of the problem, if the problem has a non
trivial (i.e. non-zero) solution with this λ. We refer to such a solution as the ‘eigenfunction
associated with λ’.
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Properties of the spectrum and the eigenfunctions
It is known (e.g [12, 37, 62, 63, 99]) that the following results apply to the Neumann BVP
(6.3) (and other similar BVPs)
1. The set of all eigenvalues form an increasing sequence (λn)n∈N0 , s.t. λ1 > 0 and
limn→∞ λn = +∞.
2. Every λn is simple (in the sense that all eigenfunctions un associated with λn are
mutually proportional).
3. The eigenfunction un has precisely n zeros in (a, b).
In [80] (and some references therein) it is stated that for a similar problem
d
dx
(f ′(p−1)(x)) + λJ(x)f (p−1)(x) = 0 ,
with boundary conditions which are more general than Neumann, an analogue of Theo-
rem 5.1.2 also holds, i.e the eigenvalues are continuously differentiable in the weight (in
the Fréchet sense), and the eigenfunctions depend continuously on the weight (explicit
expressions for the eigenvalue derivatives are proved in [80] in a slightly different context).
We proceed assuming the validity of this result to the present Neumann BVP. We will
refer to it as the ‘technical assumption’.
6.2 Comparison of eigenvalues of equation (6.3)
Our goal is to derive a eigenvalue monotonicity theorem analogous to Theorem 5.1.3 for
general p ∈ (1,∞) (which at present applies only to positive N values). The strategy will
be the same as for the 2-Laplacian. Start with the BVP (6.3) that f satisfies on (a, b)
(which corresponds to the eigenvalue λ). We would like to compare λ with the eigenvalue
λ˜ of (6.3), where we replace J with a density J˜ , which we consider as a perturbation of
J . Rather than comparing the eigenvalues of these equations directly, we consider the
following IVP:
d
dx
(J˜(x)f ′(p−1)) + λJ˜(x)f (p−1) = 0 f(a) = −1, f ′(a) = 0 . (6.4)
Remark 6.2.1. It is known ([87] prop. 4.6,4.7) that f and f ′(p−1) are of class C1(R),
and depend continuously on the parameters N,K and a in the sense of local uniform
convergence of f and f ′(p−1).
As we showed for the 2-Laplacian, subject to the technical assumption of Subsection 6.1.1,
for sufficiently small perturbations the solution to the IVP f will satisfy f ′(a) = f ′(b′) = 0
for some b′ > a in a neighborhood of b. The principle of diameter comparison is that if
b − a ≤ b′ − a (resp. b − a ≥ b′ − a) we can conclude that λ ≤ λ˜ (λ ≥ λ˜). Up to this point the
arguments are not different from those which led to the proof of Theorem 5.1.3. Yet, the
case p = 2 was exceptional due to the fact that the resulting EL equation was linear, while
for general p ∈ (1,∞) the equation is only half-linear. As can be verified, the Liouville
transformation which we applied in the case p = 2 is not very useful for general p. Yet,
the Prüffer transformation, which we have previously mentioned applies to linear as well
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as to half-linear 2nd order ODEs. Naber and Valtorta [87,115] have successfully used it in
order to refine the optimal ξ ∈MM[K,n,D](R) in (6.2). We will also use this transformation
which greatly simplifies the problem.
6.2.1 The Prüffer transformation
Definition 6.2.2. Let p ∈ (1,∞), we define the positive number pip by
pip ∶= ∫ 1−1 ds(1 − sp) 1p = 2pip sin(pip ) ,
and we implicitly define the function sinp(x) by
x = ∫ sinp(x)
0
1(1 − sp) 1p ds if x ∈ [−pip2 , pip2 ]
sinp(x) = sinp(pip − x) if x ∈ [pip
2
,
3pip
2
] .
This function was defined on [−pip2 , 3pip2 ], but extends to a C1 function on R by periodicity.
We set cosp(x) ∶= ddx sinp(x). The usual trigonometric identity ∣ sinp(x)∣p + ∣ cosp(x)∣p = 1
holds. From this one can conclude that cos(p−1)p (x) ∶= ∣ cosp(x)∣p−2 cosp(x) ∈ C1(R).
The reader is referred to [45] for a comprehensive discussion about further differentiability
properties of these functions (in particular lemma 4.3).
Consider the equation
d
dx
(J(x)f ′(p−1)(x)) + λJ(x)f (p−1)(x) = 0
on [a, b], where J ∈ C1([a, b],R∗+). Equivalently, defining T (x) ∶= −(log(J(x)))′, we
consider the equation(p − 1)f ′(p−2)(x)f ′′(x) − T (x)f ′(p−1)(x)) + λf (p−1)(x) = 0 .
The Prüffer transformation turns this equation into two 1st order equations in two variables(e, φ) (the radial and the polar variable respectively).
To this end set α ∶= ( λp−1) 1p (a fixed constant) and define e(x) and φ(x) implicitly by the
following relations:
αf(x) ∶= e(x) sinp(φ(x)) f ′(x) ∶= e(x) cosp(φ(x)) .
According to this definition e(x) = (f ′(x)p + αpf(x)p) 1p and for φ(x) ∈ [−pip2 , pip2 ] we can
write φ(x) = arctanp(αf(x)f˙(x) ).
By taking derivatives one can verify that φ(x) and e(x) satisfy the following ODEs:
φ′(x) = α − T (x)Θ(φ(x)) where Θ(φ(x)) ∶= 1
p − 1 cosp−1p (φ(x)) sinp(φ(x)) and
(6.5)
e′(x) = T (x)e(x)
p − 1 cospp(φ(x)) . (6.6)
The points x ∈ [a, b] where φ(x) ∈ {pip2 + pipk ∶ k ∈ Z} correspond to the zeros of f ′(x).
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The statement and formulation of the problem
We recall the definitions in 4.2.1. Given K ∈ R and N ∈ (−∞,0] ∪ (1,∞], the parametric
domain of regularity is defined by
Dreg(K,N,D) ∶= {(h, d) ∈ R × (0,Dδ) ∶ [−d2 , d2 ] ⊂ int (supp (JK,N,h))} .
We denote by pih, pid ∶ Dreg(K,N,D) → R the natural projections defined by:
pih(h0, d0) = h0 and pid(h0, d0) = d0 .
We also define the measure valued map ξ(K,N) ∶ Dreg(K,N,D) →MM,reg[K,N,D](R) ⊂ MM[K,N,D],
by ξ(K,N)(h, d) = JK,N,h1[− d
2
, d
2
] ⋅ m. We set λ(1,p) ∶ Dreg(K,N,D) → R+ by λ(1,p)(h, d) ∶=
Λ
(p)
Poi(ξ(K,N)(h, d)). Recall also the definition of MM,reg[K,N,D](R) given in Definition 4.2.1.
We have the equality
Λ
(p)
Poi (MM,reg[K,N,D](R)) = Λ(p)Poi (ξ(K,N) (Dreg(K,N,D))) (= λ(1,p) (Dreg(K,N,D))) .
As for the 2-Laplacian we solve the optimization problem of finding inf
ξ∈MM,reg[K,N,D](R) Λ(p)Poi(ξ),
or equivalently
Find: inf(h,d)∈Dreg(K,N,D) λ
(1,p)(h, d) .
The following result is analogous to Theorem 5.1.3 regarding the monotonic dependence
of the 2-Poincaré constant on the parameters h and d. Naber and Valtorta proved in
[87,115] that for K ≤ 0 when N = n (i.e. µ = µg) the solution to the optimization problem
will have h = 0 (i.e. symmetric density around the origin);
Matei [76] proved a Lichnerowicz-type estimate (i.e. CDb(K,N) estimate, which is inde-
pendent of D) for the range K > 0. The statement below generalizes the Naber-Valtorta
result to N ≥ n, K ∈ R, D ∈ R (CDDb(K,N,D) conditions), and shows how λ(1,p)(h, d)
depends monotonically on h. The main result of this chapter is the following:
Theorem 6.2.3. 1. For any fixed h0 ∈ pihDreg(K,N,D), the function d ↦ λ(1,p)(h0, d) on
pi−1h (h0) decreases as d increases.
2. For any fixed d0 ∈ pidDreg(K,N,D) the function h ↦ λ(1,p)(ξ(K,N)(h, d0)) on pi−1d (d0)
monotonically increases as ∣h∣ increases if N ∈ (1,∞].
We remind the reader that here we identify pi−1d (d0) (resp. pi−1h (h0)) with the set of points
pih (pi−1d (d0)) = {h ∶ (h, d0) ∈ Dreg(K,N,D)} (resp. pid (pi−1h (h0)) = {d ∶ (h0, d) ∈ Dreg(K,N,D)}).
In (4.4) we interpreted the variation over the parameter h as translation of a fixed den-
sity (with the exception of the case (d2)). Thanks to the technical assumption listed in
Subsection 6.1.1, specifically the continuous dependence of the eigenvalues on the weight
w.r.t. the SL-BVP metric, in analogy to the proof of Theorem 5.1.3, it suffices to prove
the statements of Theorem 6.2.3 for N <∞, and without consideration of the exceptional
cases (b2) and (c3).
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Then the only dictionary we need for translating from the parameter h to s and vice-versa
is given by the following table:
JK,N,h(x) = (cδ(x) + h
N − 1 sδ(x))N−1+ = gs ⋅ YK,N,h(x + s) where (6.7)
gs =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
cos(s)N−1 with s = − tan−1( h(N−1)√δ )
1
sN−1 with s = N−1h
1
cosh(s)N−1 with s = tanh−1( h(N−1)√−δ )
1
sinh(s)N−1 with s = coth−1( h(N−1)√−δ )
, YK,N,h(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
cos(√δx)N−1 (1) if δ > 0
xN−1+ (2) if δ = 0
cosh(√−δx)N−1 (3) if δ < 0 and ∣ h
N−1 ∣ < 1
sinh(√−δx)N−1+ (4) if δ < 0 and ∣ hN−1 ∣ > 1
.
(6.8)
We define T (x) ∶= − log (JK,N,h(x))′; explicitly, T (x) corresponds to one of the following
functions:
(6.9)
1. (N − 1)√∣δ∣ tan(√∣δ∣x) with x ∈ (− pip
2
√
δ
,
pip
2
√
δ
) when δ > 0.
2. −(N − 1) 1x with x ∈ (0,∞) when δ = 0.
3. −(N − 1)√∣δ∣ tanh(√∣δ∣x) when δ < 0 and ∣ hN−1 ∣ < 1.
4. −(N − 1)√∣δ∣ coth(√∣δ∣x) with x ∈ (0,∞) when δ < 0 and ∣ hN−1 ∣ > 1.
We set
Ts(x) ∶= T (x + s) ,
where throughout we only consider translations by s ∈ R s.t.
[s − d
2
, s + d
2
] ⊂ int (supp (YK,N,h)) .
Furthermore, we will also assume s(h) > 0 in all cases specified in (6.9), considering that
in cases 1 and 3, T (x) is an even function, and in cases 2 and 4, the function T (x) is
defined on (0,∞).
Let f(x) be the solution to the BVP:
(p − 1)f ′(p−2)(x)f ′′(x) − Ts(x)f ′(p−1)(x) + λf (p−1)(x) = 0 f ′(−d
2
) = f ′(d
2
) = 0 . (6.10)
Using the Prüffer transformation we write it as
φ′(x) = α − Ts(x)Θ(φ(x)) φ(−d
2
) Mod pip= φ(d
2
) Mod pip= pip
2
,
e′(x) = T (x)e(x)
p − 1 cospp(φ) ,
where
Θ(φ(x)) = 1
p − 1 cosp−1p (φ(x)) sinp(φ(x)) and α = ( λp − 1)
1
p
.
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Monotonicity of the polar functions
Our analysis will consider the inverses of the polar functions φ(x), hence in order to justify
this approach we prove that they are monotonic between two consecutive zeros of f ′.
Lemma 6.2.4. The polar function φ(x) which is associated with f(x) (which solves
(6.10)) is strictly increasing on [−d2 , d2].
Proof. Denote by S = {x ∈ [−d2 , d2] ∶ φ′(x) = 0} the set of critical points of φ. Assume by
contradiction that S ≠ ∅. By (6.5) at every x∗ ∈ S holds the equation:
0 = φ′(x∗) = α − T (x∗ + s)Θ(φ(x∗)) . (6.11)
Since α > 0 we conclude that Θ(φ(x∗)) ≠ 0 and T (x∗ + s) ≠ 0. In addition
φ′′(x∗) = −T ′(x∗ + s)Θ(φ(x∗)) − T (x∗ + s)Θ(φ(x∗))φ′(x∗) = −T ′(x∗ + s)Θ(φ(x∗)) .
By (6.11) Θ(φ(x∗)) = αT (x∗+s) whence
φ′′(x∗) = − α
T (x∗ + s)T ′(x∗ + s) .
Since T ′(x∗ + s) ≠ 0 in cases 1-4 of (6.9), we conclude that there are no inflection points.
By (6.11) at the endpoints φ′(−d2) = φ′(d2) = α > 0. Set x0 = minS and x1 = maxS, and
notice that:
Cases 2 and 4 In case 2: φ′′(x∗) = αx0+s > 0, and in case 4: φ′′(x∗) = αsδ(x0+s)cδ(x∗+s) > 0, since
x∗+s > 0; in particular any critical point x∗ must be a local minimum; however
since φ′(−d2) = α > 0 it must hold that φ′′(x0) < 0, which is a contradiction.
Cases 1 and 3 By (6.11) we know that −s ∉ S; in addition at a critical point x∗: φ′′(x∗) =− αsδ(x∗+s)cδ(x∗+s) . Therefore if x∗ < −s then φ′′(x∗) > 0 and if x∗ > −s then
φ′′(x∗) < 0. Then
• If 0 ∉ (−d2 + s, d2 + s), considering that for every x∗ ∈ S it holds that
φ′′(x∗) < 0, we conclude that in particular φ′′(x1) < 0, which is impossible
since φ′(d2) = α > 0.
• If 0 ∈ (−d2 + s, d2 + s), then considering that for any x∗ ∈ S s.t. x∗ < −s it
holds that φ′′(x∗) > 0, and that φ′(−d2) > 0 we conclude that φ′(x) > 0 on[−d2 ,−s] (recall −s ∉ S). Therefore x1 > −s, but then φ′′(x1) < 0, which
as we mentioned above, contradicts that φ′(d2) = α > 0.
We conclude that S = ∅; this implies that φ(x) is strictly increasing on [−d2 , d2].
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Formulation of the problem
For s = s0 +  > s0 with  sufficiently small so that (h(s0 + ), d) ∈ Dreg(K,N,D) the solutions
fs(x) to the IVPs (with the same λ)
(p − 1)f ′(p−2)s f ′′s (x) − Ts(x)f ′(p−1)s + λf (p−1)s = 0 f ′s(−d2) = 0, fs(−d2) = −1 (6.12)
are such that rs ∶= inf{r ∈ R ∶ f ′s(d2 + r) = 0} <∞, and rs → 0 as → 0.
Under the technical assumption stated in Subsection 6.1.1, this can be justified almost
exactly as for the 2-Laplacian, following the arguments in the proof of Theorem 5.3.1.
Indeed the theorem relies on continuous differentiability of the eigenvalues in the weight,
explicit expressions for the derivatives, and on continuous dependence of the eigenfunctions
on the weight. These, as we stated in Subsection 6.1.1, were verified in [80] for a similar
problem, yet, the details need to be verified for our specific BVP.
We will show that the p-Laplacian eigenvalues manifest the same dependence on the di-
ameter as the 2-Laplacian; then the same strategy of studying the dependence of the
2-Laplacian eigenvalues on h can be implemented here, i.e. the inequality
λ(1,p)(JK,N,h(s0)1[− d
2
, d
2
]) ≤ λ(1,p)(JK,N,h(s)1[− d
2
, d
2
]) (resp. ′′ ≥′′) holds whenever rs ≥ 0
(resp. rs ≤ 0). This will hold for any s > s0 sufficiently close to s0, hence by differ-
entiability of the eigenvalues w.r.t. to the weight we can determine what is the sign of
Dh (λ(1,p)(JK,N,h1[− d
2
, d
2
])).
We rephrase the problem in terms of the polar functions: let φα,s0 and φα,s (s in a small
neighborhood of s0) be the polar functions associated with the functions fs0(x − s0) and
fs(x − s) (where fs0(x) and fs(x) are solutions to (6.12) with Ts0 and Ts respectively),
and α = ( λp−1) 1p , i.e
φ′α,s0(x) = α − T (x)Θ(φα,s0(x)) φα,s0(s0 − d2) Mod pip= φα,s0(s0 + d2) Mod pip= pip2 , (6.13)
φ′α,s(x) = α − T (x)Θ(φα,s(x)) φα,s(s − d2) Mod pip= φα,s(s + d2 + rs) Mod pip= pip2 . (6.14)
Considering the monotonicity Lemma 6.2.4, we may assume w.l.o.g. that φα,s0(s0 − d2) =−pip2 and φα,s0(s0 + d2) = pip2 . From now on we carry out the analysis via a study of the
polar functions.
Due to the technical assumption of Subsection 6.1.1, we may approach the problem as
follows:
Rephrasing the problem: Determine the sign of rs for s > s0 > 0 in a small neighborhood
of s0.
6.2.2 Proving Theorem 6.2.3
Proof of Theorem 6.2.3. 1. The statement is a straightforward consequence of Lemma
(4.3.3) with function g(x, r) ∶= (x+r)p; the choice of this function and the verification
of the lemma conditions, are detailed in Example 4.3.2 and Remark 4.3.4.
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2. We consider the polar equations (6.13) and (6.14). Set ϕα,s(y) ∶= φ−1α,s(y). Define
F (y,w) ∶= (α − T (w)Θ(y))−1 .
Then ϕα,s0 and ϕα,s satisfy
ϕ′α,s0(y) = 1φ′α,s0(φ−1α,s0(y)) = F (y,ϕα,s0(y)) ϕα,s0(±pip2 ) = s0 ± d2 , (6.15)
ϕ′α,s(y) = 1φ′α,s(φ−1α,s(y)) = F (y,ϕα,s(y)) ϕα,s(−pip2 ) = s − d2 .
We remark that since F˜ (y,w, s′) ∶= F (y,w+s′) is continuously differentiable in w and
s′ in some neighborhood of [−d2 , d2]×{s0}, considering the ODE satisfied by ϕα,s −s,
from standard ODE results regarding differentiability of solutions in the parameter
(e.g [109, p.89-93]), we can conclude that ϕα,s is continuously differentiable in s.
Our problem can be phrased as finding the sign of Ds(rs + d) = Ds[ϕα,s(y)] −
Ds[ϕα,s(−y)] at y = pip2 and s = s0.
We set ϕ¯α,s ∶= −ϕα,s(−y), then similarly
ϕ¯′α,s0(y) = F (y, ϕ¯α,s0(y)) ϕ¯α,s0(−pi2 ) = −s0 − d2 . (6.16)
ϕα,s0 and ϕ¯α,s0 satisfy the same ODE on [−pip2 , pip2 ] (with different initial conditions);
since ϕα,s0(−pip2 ) = s0 − d2 > −s0 − d2 = ϕ¯α,s(−pip2 ), by uniqueness theorem for 1st order
ODEs it follows that ϕα,s0(0) ≥ ϕ¯α,s0(0) = −ϕα,s0(0), in particular ϕα,s0(0) ≥ 0.
A similar argument shows that given s > s0, due to the inequality ϕα,s(−pip2 ) >
ϕα,s0(−pip2 ), it also follows that ϕα,s(y) ≥ ϕα,s0(y) on [−pip2 ,0]; in particular one can
conclude that ϕα,s(0) ≥ ϕα,s0(0), whence Ds[ϕα,s(0)] ≥ 0.
By (6.15) and (6.16), taking derivative with respect to s of (6.15) gives the equations(Ds[ϕα,s](y))′s=s0 = G1(y) ⋅Ds[ϕα,s(y)]s=s0 where G1(y) = F (y,ϕα,s0(y))2T ′(ϕα,s0(y))Θ(y)(Ds[ϕα,s(−y)])′s=s0 = G2(y) ⋅Ds[ϕα,s(−y)]s=s0 where G2(y) = F (y, ϕ¯α,s0(y))2T ′(ϕ¯α,s0(y))Θ(y) .
From these equations we get the following explicit expressions for Ds[ϕα,s(y)]s=s0
and Ds[ϕα,s(−y)]s=s0 :
Ds[ϕα,s(y)]s=s0 = C1exp(∫ y
0
G1(y)dy)
Ds[ϕα,s(−y)]s=s0 = C2exp(∫ y
0
G2(y)dy) = C1exp(∫ y
0
G2(y)dy) ,
where the second equality follows due to the matching at y = 0, since by definition
C1 = C2 =Ds[ϕα,s(0)]s=s0 , which is a non-negative number as we previously showed.
Thus the sign of Ds[ϕα,s(y)]s=s0 −Ds[ϕα,s(−y)]s=s0 at y = pip2 is determined by
∫ pip2
0
(G1(y) −G2(y))dy (6.17)
= ∫ pip2
0
{F (y,ϕα,s0(y))2T ′(ϕα,s0(y)) − F (y, ϕ¯α,s0(y))2T ′(ϕ¯α,s0(y))}Θ(y)dy .
It turns out that for N ∈ (1,∞) the function G1(y) −G2(y) is either non-negative
or either non-positive for all y ∈ [0, pip2 ], what makes determination of the sign of
(6.17) straightforward. This is a consequence of the following proposition, whose
proof concludes the proof of Theorem 6.2.3.
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Proposition 6.2.5. Assume N ∈ (1,∞), then in cases 1 and 3: G1(y) ≥ G2(y)
while in cases 2 and 4: G1(y) ≤ G2(y), for all y ∈ [0, pip2 ].
Proof. In table 6.1 we provide explicit expressions for F (x,w) and T ′(x) correspond-
ing to the four cases of (6.9).
Case Density F (y,w) T ′(w)
1 cosN−1(√δw) [α − (N − 1)√δ tan(√δw)Θ(y)]−1 δ(N−1)
cos2(√δw)
2 wN−1 [α + (N − 1) 1wΘ(y)]−1 N−1w2
3 coshN−1(√∣δ∣w) [α + (N − 1)√∣δ∣ tanh(√∣δ∣w)Θ(y)]−1 − ∣δ∣(N−1)
cosh2(√∣δ∣w)
4 sinhN−1(√∣δ∣w) [α + (N − 1)√∣δ∣ coth(√∣δ∣w)Θ(y)]−1 ∣δ∣(N−1)
sinh2(√∣δ∣w)
Table 6.1: The 4 cases of (6.9) which we need to consider.
By the foregoing the following facts can be stated about the functions ϕα,s0(y) and
ϕ¯α,s0(y):
(a) ϕα,s0(y) and ϕ¯α,s0(y) are increasing on [0, pip2 ].
(b) ϕα,s0(0) ≥ ϕ¯α,s0(0) = −ϕα,s0(0), and ϕα,s0(0) ≥ 0.
(c) From (a) and (b) it follows that ∣ϕα,s0(y)∣ ≥ ∣ϕ¯α,s0(y)∣ on [0, pip2 ].
(d) In cases 2 and 4, since ϕα,s0(−y) > 0 for y ∈ [0, pip2 ], it follows that ϕ¯α,s0(y) < 0
for y ∈ [0, pip2 ].
In view of these facts the proposition now follows from the following observations:
In case 1: T ′(ϕα,s0(y)) ≥ T ′(ϕ¯α,s0(y)) > 0 and F (y,ϕα,s0(y)) ≥ F (y, ϕ¯α,s0(y)).
In case 3: T ′(ϕ¯α,s0(y)) ≤ T ′(ϕα,s0(y)) < 0 and F (y, ϕ¯α,s0(y)) ≥ F (y,ϕα,s0(y)).
In cases 2,4: T ′(ϕ¯α,s0(y)) ≥ T ′(ϕα,s0(y)) > 0 and F (y, ϕ¯α,s0(y)) ≥ F (y,ϕα,s0(y))
(due to observation (d)). Thus (considering that Θ(y) ≥ 0 on [0, pip2 ]):
G1(y) = F (y,ϕα,s0(y))2T ′(ϕα,s0(y))Θ(y) ,
G2(y) = F (y, ϕ¯α,s0(y))2T ′(ϕ¯α,s0(y))Θ(y) ,
satisfy the stated inequalities.
From the proposition it follows thatDs(rs)s=s0 ≥ 0 in cases 1 and 3, whileDs(rs)s=s0 ≤
0 in cases 2 and 4. By diameter comparison we conclude that in cases 1 and 3 for all
s > s0 (sufficiently close to s0) λ(1,p)(h(s0), d) ≤ λ(1,p)(h(s), d), and in cases 2 and 4
for all s > s0 (sufficiently close to s0) λ(1,p)(h(s0), d) ≥ λ(1,p)(h(s), d). We translate
from the parameter s to h according to (6.7). We conclude that for N ∈ (1,∞):
inf(h,d)∈Dreg(K,N,D) λ
(1,p)(h, d) = λ(1,p)(0, d) ,
and moreover for any fixed d0 ∈ (0,D) (s.t. d0 < lδ) on pi−1d (d0) it holds that
λ(1,p)(h, d0) depends monotonically on ∣h∣.
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Lastly, subject to the technical assumption of Subsection 6.1.1, the justification for
the case N =∞ is due to Theorem 5.1.7; indeed it was proved for the 2-Laplacian,
considering that its eigenvalues are continuous in the weight (more precisely, in the
SL-BVP metric), but since the p-Laplacian eigenvalues for p ∈ (1,∞) are also con-
tinuous in the weight, the proof extends to the p-Laplacian eigenvalue, showing that
also forN =∞, for fixed d0 ∈ (0,D), it holds that λ(1,p)(h, d0) depends monotonically
on ∣h∣.
Therefore as long as we consider the parameter spaceDreg(K,N,D) andD < lδ then the infimum
of λ(1,p)(JK,N,h1[− d
2
, d
2
]) (which is the solution to the minimization problem of ξ ↦ Λ(p)Poi(ξ)
over MM,reg[K,N,D](R)) corresponds to the first non-zero eigenvalue of the equation
(p − 1)f ′(p−2)f ′′ + J ′(x)
J(x) f ′(p−1) = −λf (p−1) f ′(−D2 ) = f ′(D2 ) = 0 ,
where J(x) = JK,N,0(x) (as defined in Definition 3.1.10). This gives the solution to the
minimization problem of Λ(p)Poi(ξ) over MM,reg[K,N,D](R). As for the 2-Poincaré inequality
we justify that this is also the form of the solution to the minimization problem overMM[K,N,D](R), by showing upper semi-continuity of ξ ↦ Λ(p)Poi(ξ); as we mentioned, the
technical details are similar to showing u.s.c. for ξ ↦ ΛPoi(ξ) and are therefore omitted.
In view of Theorem 6.0.1 we can conclude the following theorem:
Theorem 6.2.6. Let (M,g, µ) be a CWRM which satisfies CDDb(K,N,D), where K ∈ R,
N ∈ [max(n,2),∞] and D ∈ (0,∞]. Then under the technical assumption detailed in
Subsection 6.1.1:
ΛPoi(M,g) ≥ λ(1,p)K,N,D ,
where
• If N ∈ [n,∞) then λ(1,p)K,N,D = Λ(p)Poi(cN−1δ (x)1[−Dδ
2
,
Dδ
2
](x) ⋅m), Dδ ∶= min(D, lδ) ;
• If N =∞ then λ(1,p)K,∞,D = Λ(p)Poi(e−Kx22 1[−D
2
,D
2
] ⋅m) .
Moreover, these estimates are sharp.
Remark 6.2.7. Sharpness is proved by explicit construction of CWRM, or sequences of
CWRM, which the limits of their p-Poincaré constants assume these estimates (the same
construction which justified sharpness of the Poincaré constant lower bound λK,N,D). The
reader is referred to [87] and [82] for a discussion about such constructions.
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Chapter 7
Functional Inequalities: Explicit
Lower Bounds
The Log-Sobolev Inequality
7.1 Main goals
For a CWRM which satisfies CDDb(K,N,D), where K ∈ R and N ∈ (−∞,1) ∪ [n,∞] we
obtained the estimate
ΛLS(M,g, µ) ≥ ρK,N,D , (7.1)
in Theorem 3.2.3, where ρK,N,D is defined by
ρK,N,D ∶= inf
0≠ξ∈MC∞[K,N,D](R)ΛLS(ξ) , (7.2)
with
ΛLS(ξ) = inf
f∈FLS(ξ){ 2 ∫ f ′(t)2dξ(t)∫ f(t)2 log (f(t)2)dξ(t)} . (7.3)
This can also be expressed in the following form (see Subsection 1.1.1):
ρK,N,D = inf
ξ¯∈PC∞[K,N,D](R)ΛLS(ξ¯) ,
where
ΛLS(ξ¯) = inf
f∈F˜LS(ξ¯){2 ∫ f
′(t)2dξ¯(t)
Entξ¯(f2) } . (7.4)
The extreme points characterization Theorem 3.5.13 yielded Corollary 3.5.15, from which
we conclude that for K ∈ R, N ∈ (−∞,0] ∪ [2,∞], subject to the proviso D < lδ if K < 0
and N ≤ 0,
ρK,N,D = inf
ξ∈MM[K,N,D](R)ΛLS(ξ) . (7.5)
Hence we can summarize:
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Theorem 7.1.1. If (Mn,g, µ) is a CWRM, which satisfies CDDb(K,N,D), where K ∈ R
and N ∈ (−∞,0] ∪ [max(n,2),∞], then subject to the proviso D < lδ if K < 0 and N ≤ 0
ΛLS(M,g, µ) ≥ ρK,N,D . (7.6)
Our main goal in this chapter is to derive explicit lower bounds for ΛLS(M,g, µ) which are
valid when N ∈ [max(n,2),∞]; in this work we do not attempt to derive estimates valid
for N ∈ (−∞,0]. Specifically we solve the optimization problem associated with ρK,N,D
in the case K ∈ R and N = ∞, expressing the (sharp) constant ρK,∞,D up to universal
numeric constants. We solve it only for N = ∞, since the lower bound which we will
obtain will also be valid to N ∈ [max(n,2),∞), as for N in this range CDDb(K,N,D)⇒
CDDb(K,∞,D). In addition, in view of previous estimates, in particular the Bakry-
Émery estimate (Theorem 2.1.1) with the factor NN−1 , we don’t expect the estimates to be
highly dependent on the effective dimension N (and anyway we express the solution for
ρK,∞,D up to numeric constants).
Our approach will not rely on the Euler-Lagrange equation associated with ΛLS(ξ) but on
a criterion of Bobkov-Götze [20]. Yet we precede the proof of the main result by showing
that minimizers realizing ΛLS(ξ) exist for ξ ∈ MM[K,N,D](R), with the only exception of
measures ξ whose density is symmetric around the center of their support. This result
makes it possible to approach the optimization problem via the Euler-Lagrange equations;
however, due to its non-linear nature, we have taken a more direct approach which results
in expressing ΛLS(ξ) up to numeric constants, and eventually expressing ρK,∞,D up to
universal numeric constants.
7.2 On the existence of Log-Sobolev minimizers for measures
supported on R
In contrast to the Poincaré inequality, even for measures ξ supported on R the question
of whether the numbers ΛLS(ξ) are attained infima, has no immediate answer at present.
As an instructive example consider M = S1 = [0,2pi]0∼2pi (with the uniform measure). It
is known that ΛPoi(S1) = ΛLS(S1) = 1. Consider the following realization of ΛLS(S1) by
a minimizing sequence: let u(x) be the Laplacian eigenfunction 1√
pi
cos(x). Let  > 0 and
define f(x) ∶= 1 + u(x), then the family {f(x)}>0 is a minimizing sequence realizing
ΛLS(S1), as one can verify by expansion of the entropy as in (2.16); however lim→0 f = 1,
thus one might guess that ΛLS(S1) could not be realized by a non-constant function. The
same argument shows that a similar problem is encountered when considering the interval
with the uniform measure. Unfortunately this is indeed the case; in [67] it was shown that
on the sphere Sn with n ≥ 2, no non-constant function realizing the log-Sobolev constant
exists. As it was noted to us by the author of that work, the argument can be extended
to S1, a case which is also essentially equivalent to the uniform density on the interval.
On the other hand on (R, 1√
2pi
e−x22 m) holds LS(1) (and also Poi(1)), and ΛLS(R, 1√2pie−x22 m)
is realized by functions of the form f(x) = eax+b (e.g [6] p.259).
Let ξ¯ ∈ P(R) and p¯(x) ∶= dξ¯dm , then if a normalized minimizer f (i.e. ξ¯(f2) = 1) realizing
ΛLS(ξ¯) exists, then it satisfies the Euler Lagrange equation [118]:
(p¯(x)f ′(x))′ = −ΛLS(ξ¯)
2
p¯(x)f(x) log f2(x) .
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If p¯(x) > 0 on supp(ξ) = [a, b], a compact interval, then it is also accompanied by Neu-
mann/periodic boundary conditions; and conversely, a non-constant normalized solution
to this equation is a minimizer realizing (7.4) ([118] or [6] p. 273).
The main result proved in this preliminary section can informally be phrased as follows:
for all ξ ∈ MM[K,N,D], but those whose density is symmetric w.r.t. the center of their
support, the constant ΛLS(ξ) is an attained infimum; furthermore, if ξ1 is the restriction
to a smaller interval of ξ2 then ΛLS(ξ1) ≥ ΛLS(ξ2).
Proving these statements is easy but to this end some preparation is necessary. Around
the 80’s O.Rothaus published several pioneering works on LSI [100–104], and in particular
he proved an interesting ‘alternative’ regarding the existence of minimizers, which is quite
common to Sobolev inequalities. His results started with analysis over intervals and were
later extended to Riemannian manifolds (M,µg), but can evidently be extended also to
weighted Riemannian manifolds (M,g, µ = U ⋅µg) s.t. U = dµdµg = e−V where V ∈ C∞(M ;R)
(e.g [105]). We briefly review his approach to LSI. Let F denote one of the function spaces1
C∞(M) or C∞c (M). Given β ∈ R, we define
aβ ∶= inf
f∈F (log∫ f2dµ + 1∫ f2dµ ∫ [2β∣∇gf ∣2 − f2 log f2]dµ) ,
which can also be identified as inff∈F ∫ [2β∣∇gf ∣2 − f2 log f2]dµ subject to the proviso∫ f2dµ = 1. Rothaus showed that aβ is an attained infimum. Due to the inequality∣∇g∣f ∣∣ ≤ ∣∇gf ∣ a.e. (e.g [72, p.152]) a minimizer can be assumed to be non-negative. A
normalized minimizer fβ satisfies the non-linear PDE
β∆g,µfβ + fβ log f2β + aβfβ = 0 ,
where
∆g,µ = ∆g − ⟨∇gV, ∇g⟩ .
Notice that by definition
2β ∫ ∣∇gf ∣2dµ ≥ ∫ f2 log f2dµ − ∫ f2dµ log∫ f2dµ − aβ ∫ f2dµ ,
what motivates naming aβ the ‘defect’ [105].
Remark 7.2.1. By definition of the LS constant it follows that aβ = 0 for β ≥ 1ΛLS (since
then inff∈F ∫ [2β∣∇f ∣2 − f2 log f2]dµ is non-negative, hence it is minimized by constants),
and aβ < 0 for β < 1ΛLS . Hence we can identify 1ΛLS as the minimal point where the function
β → aβ becomes zero.
We continue the discussion about log-Sobolev minimizers, restricting our attention to a
measure ξ supported on a compact interval I, which w.l.o.g. we assume it to be [0,1].
Define H([0,1]) to be the completion of C∞([0,1]) with respect to the norm ∣∣f ∣∣ ∶=√∫ (f2 + f ′2)dξ. This space can be identified as a closed subspace of L2(ξ) × L2(ξ),
1In his papers Rothaus assumed the function space C∞c (Ω) of functions compactly supported inside
a domain Ω, however the proof of aβ being an attained minimum does not rely on the compact support
assumption, and applies equally well to the function space C∞(Ω). For the details of the proof the reader
is referred to [101,102].
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hence it is a reflexive Banach space; this implies in particular that bounded sequences of
functions admit weakly convergent sub-sequences.
The inequality ΛLS(ξ) ≤ ΛPoi(ξ) always holds [6, p.238], however in the examples we
presented above we actually had the equality ΛLS(ξ) = ΛPoi(ξ). The following theorem
of Rothaus indicates on a relation between such an equality and the non-existence of
minimizers.
Theorem 7.2.2 (Rothaus ’80 [101]). Assume ξ¯ is a probability measure on [0,1] which
satisfies the log-Sobolev inequality with constant ΛLS(ξ¯) > 0. At least one of the following
possibilities holds:
1. there is a non-constant function f ∈H([0,1]) realizing ΛLS(ξ¯), or
2. ΛLS(ξ¯) = ΛPoi(ξ¯).
Remark 7.2.3. Rothaus’ Theorem implies that whenever ΛPoi(ξ) − ΛLS(ξ) > 0 the in-
fimum in (7.4) is attained. However, at present it is not known in general if the two
possibilities are mutually exclusive. Thus when ΛLS(ξ) = ΛPoi(ξ) it seems like there
is not much we can say (a non-constant minimizer might still exist). Nonetheless the
proof will imply the following statement: at least one minimizing sequence converges to
a constant. It is worth mentioning that in [105] Rothaus shows that for every compact
homogeneous Riemannian manifold there are a continuum of choices of U = dµdµg for which
we get ΛLS(M,g, µ) = ΛPoi(M,g, µ).
Proof of Theorem 7.2.2 (following [101]) . By definition of ΛLS(ξ), given a sequence of
positive numbers n → 0, there are functions fn ∈ C∞([0,1]) such that
(ΛLS(ξ¯)
2
+ n)Entξ¯f2n > ∫ f ′2n dξ¯ . (7.7)
We can replace fn by any multiplicative copy of itself, hence we may assume w.l.o.g. that
fn = cn+θn, where cn ≥ 0, ∫ θndξ¯ = 0 and ∫ θ′2n dξ¯ = 1. Since ΛLS(ξ¯) ≤ ΛPoi(ξ¯) it holds that
ΛLS(ξ¯) ∫ θ2ndξ¯ ≤ ∫ θ′2n dξ¯ = 1. Therefore {θn}n∈N is bounded in H([0,1]). We may thus
assume θn converges weakly to θ ∈ H([0,1]. By weak lower-semicontinuity of the norm∫ θ′2dξ¯ ≤ lim ∫ θ′2n dξ¯ = 1, and 0 = lim ∫ θndξ¯ = ∫ θdξ¯. We write θn(x) = θn(12) + zn, where
zn(x) = θn(x) − θn(12). Since whenever x ≤ y
∣zn(y) − zn(x)∣ = ∣∫ y
x
θ′n(t)dt∣ ≤ (∫ 1
0
θ
′2
n (t)dt) 12 (∫ y
x
dt) 12 = √y − x ,
we conclude that {zn}n∈N is uniformly bounded (take y = 12) and equicontinuous on[0,1]. By Arzela-Ascoli we may further assume zn → z uniformly on [0,1]. In ad-
dition since 0 = limn→∞ ∫ θndξ¯ = limn→∞ θn(12) ∫ dξ¯ + limn→∞ ∫ zndξ¯, we conclude that
the limit limn→∞ θn(12) exists as well, whence θn converges uniformly on [0,1] to θ (by
uniqueness of the weak limit). Therefore θn → θ strongly in L2([0,1]), and in particular∫ θ2ndξ¯ → ∫ θ2dξ¯.
Evidently we have the following alternative: either
1. cn → c a finite limit, or
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2. cn →∞.
If cn → c ∈ R+, then fn → f = c + θ strongly in L2([0,1]) and uniformly on [0,1]. On the
one hand
ΛLS(ξ¯)
2
Entξ¯f
2 ≤ ∫ f ′2dξ¯ .
Moreover,
ΛLS(ξ¯)
2
Entξ¯f
2 ≥ lim
n→∞∫ f ′2n dξ¯ = 1 .
Since limn→∞ ∫ f ′2n dξ¯ ≥ ∫ f ′2dξ¯ we conclude that ∫ f ′2dξ¯ = 1, and in particular f is not
constant.
If cn → ∞, using homogeneity of the entropy we may substitute gn ∶= c−1n fn = 1 + θncn into
(7.7). Consequently for each n ∈ N, we have (after multiplication by c2n)
(ΛLS(ξ¯)
2
+ n)c2n (∫ g2n log g2ndξ¯ − (∫ g2ndξ¯) log (∫ g2ndξ¯)) > c2n∫ g′2n dξ¯ .
In the limit the RHS is limn→∞ ∫ θ′2n dξ¯ = 1 ≥ ∫ θ′2dξ¯. By Taylor expansions one can verify
that c2n ∫ g2n log g2ndξ¯ = 3 ∫ θ2ndξ¯ +O( 1cn ) and c2n ∫ g2n log ∫ g2nc2n = ∫ θ2n +O( 1cn ), therefore in
the limit the LHS is ΛLS(ξ¯) ∫ θ2dξ¯. It follows that
ΛLS(ξ¯)∫ θ2dξ¯ ≥ lim
n→∞∫ θ′2n dξ¯ = 1 ≥ ∫ θ′2dξ¯ .
However since ΛLS(ξ¯) ≤ ΛPoi(ξ¯) and ΛPoi(ξ¯) = inf 0≠f∈H∫ fdξ=0 ∫ f
′2dξ¯∫ f2dξ¯ , we conclude that ΛLS(ξ¯) =
ΛPoi(ξ¯) (since ΛLS(ξ¯) > 0 the inequality implies θ ≠ 0).
Assume ξ¯ = p¯ ⋅m is a probability measure on R, which is supported on a compact interval
I = [a, b]. Recall from Chapter 5 that we can identify the Poincaré constant ΛPoi(ξ¯) as
the first non-zero eigenvalue of the regular Sturm-Liouville problem
Lξ¯u = λu u′(a) = u′(b) = 0 .
Here Lξ¯ = −∆ξ¯, where ∆ξ¯ is the weighted Laplacian defined by ∆ξ¯u = 1p¯(p¯u′)′, and the
equation is satisfied in the weak sense.
The next corollary was originally formulated in [103] for manifolds. It relies on the pre-
vious statement, which was proved for intervals, hence for the sake of completeness and
simplicity, we formulate it for intervals as well.
Corollary 7.2.4 (Rothaus ’81 ). If some Lξ¯ eigenfunction u associated to the first non-
zero eigenvalue λ = ΛPoi(ξ¯) satisfies ∫ u(x)3dξ¯(x) ≠ 0 then ΛPoi(ξ¯) > ΛLS(ξ¯). In particu-
lar there is a function realizing ΛLS(ξ¯).
Proof. The conclusion will follow from Remark 7.2.1. We defined aβ as the infimum over
expressions
log∫ f2dξ¯ + 1∫ f2dξ¯ ∫ [2β∣∇f ∣2 − f2 log f2]dξ¯ .
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Take f = 1 + u, where ∫ u2dξ¯ = 1. The zeroth and 1st order terms in  vanish. The 2nd
order term is (2βλ − 2)2, and the 3rd order term is −233 ∫ u3dξ¯. Hence if βλ < 1 then
aβ < 0 (i.e. β is below the threshold ΛLS(ξ¯)) while if βλ = 1 and ∫ u3dξ¯ ≠ 0 we still have
aβ < 0 (implying that 1λ < 1ΛLS(ξ¯)).
The first result which was informally stated at the beginning of this section is a straight-
forward consequence of the following corollary.
Corollary 7.2.5. Let I = (a, b) ⊂ R be a bounded interval s.t. a+b > 0, and let dξ = pdm be
a measure on I, where p ∈ C1(I) is a positive function which satisfies one of the following
conditions:
• If 0 ∉ I: then p′(x) ≠ 0 for all x ∈ I.
• If 0 ∈ I: p(x) = p(−x) on (a,−a) and p′(x) ≠ 0 on (0, b).
Then a minimizer realizing the LS constant ΛLS(ξ) exists.
Remark 7.2.6. The condition a + b > 0 is critical, as this result is incorrect when a = −b,
considering what we have mentioned in the foregoing regarding the uniform density on
the interval.
Proof. Let u be an eigenfunction corresponding to the first non-zero eigenvalue of ∆ξ:(p(x)u(x)′)′ = −λp(x)u(x) u′(a) = u′(b) = 0 . (7.8)
By Corollary 7.2.4 it is sufficient to prove that ∫ u(x)3dξ ≠ 0. Being the first non-constant
eigenfunction, u′(x) ≠ 0 inside I (see for example the argument in [118, Example 1.1]),
hence we may assume w.l.o.g. u′(x) > 0 inside I. Using (7.8) and integration by parts:
∫
I
u(x)3dξ = ∫
I
p(x)u(x) ⋅ u(x)2dx = − 1
λ
∫
I
(p(x)u(x)′)′u(x)2dx
= 2
λ
∫
I
p(x)(u(x)′)2u(x)dx = − 2
λ2
∫
I
(p(x)u(x)′)′(u(x)′)2dx = 2
λ2
∫
I
p(x)(u(x)′)2u(x)′′dx
= 2
λ2
∫
I
p(x)((u(x)′)3
3
)′dx = − 2
3λ2
∫
I
p(x)′
p(x)3/2 (p(x)1/2u(x)′)3 dx ∶= − 23λ2 ∫I A(x)v(x)3dx ,
where v(x) ∶= p(x)1/2u(x)′ and A(x) ∶= p′(x)
p(x)3/2 . In case 1, since p(x) is strictly monotone
on I (in particular A(x) ≠ 0) and v(x) > 0 inside I, the last integral is non-zero. In case
2, we notice that the transformation v(x) ∶= p(x) 12u′(x) turns the BVP (7.8) into the
following Dirichlet BVP [61,93]:
v′′(x) +H(x)v(x) = 0 with BC v(a) = v(b) = 0 ,
where
H(x) ∶= λ + 1
2
⎛⎝p′′(x) − 12 (p′(x)p(x) )2⎞⎠ .
Since u′(x) ≠ 0 on (a, b) the function v(x) ≠ 0 as well on (a, b). We may thus assume
w.l.o.g. that v(x) > 0 on (a, b). Since p(x) = p(−x) on (a,−a) there is no problem defining
an odd extension of it on (−b, b) which we still denote by p. Since H(x) = H(−x) on(−b, b) the function v¯(x) ∶= v(−x) satisfies the same ODE with BC v¯(−a) = v¯(−b) = 0.
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Clearly v¯(0) = v(0), and b > −a by assumption, unless v(x) and v¯(x) coincide they have
no additional intersection point inside (0, b); indeed, if x1 ∈ (0, b) is a second intersection
point, then the function gv(x) ∶= v(x) − v¯(x) satisfies
g′′v (x) +H(x)gv(x) = 0 gv(0) = gv(x1) = 0 ,
then by Sturm’s separation theorem (e.g [13, p.314]), since v(x) and gv(x) are not propor-
tional on [0, x1] (considering that gv(0) = 0), v(x) must have a zero inside (0, x1) which
is a contradiction. By assumption b > −a therefore v(x) ≥ v¯(x) on [0, b]. Since they do
not coincide there is one point x ∈ [0, b] where the inequality must be strict. Notice that
A(x) = −A(−x) on (a,−a), and by the assumption p′(x) ≠ 0 on (0, b) it follows that A(x)
is non-vanishing on (0, b). Therefore the sign of the integral
∫ b
a
A(x)v(x)3dx = ∫ −a
a
A(x)v(x)3dx + ∫ b−aA(x)v(x)3dx =∫ −a
0
A(x) (v(x)3 − v¯(x)3)dx + ∫ b−aA(x)v(x)3dx
coincides with the sign of A on (0, b), in particular it is non-zero.
Of course the same can be concluded if we assume instead that a + b < 0 or that there is
some point s ∈ I such that p(x − s) satisfies one of the two conditions mentioned.
The reader is referred to Definition 3.1.10 for the definition of the functions JK,N,h for
N ∈ (−∞,∞] ∖ {1}.
Corollary 7.2.7. Let K ∈ R, N ∈ (−∞,∞] ∖ {1}, d ∈ (0,∞), and h ∈ R. Define ξh,d ∶=
JK,N,h1[− d
2
, d
2
]m ∈MM[K,N,D] (where [−d2 , d2] ⊂ supp(JK,N,h)).
Set δ = δ(K,N) as in Definition 3.1.3. If
• δ < 0, or
• δ ≥ 0 and h ≠ 0,
then Λ(ξh,d) is attained by a minimizing function.
Remark 7.2.8. At present we do not know if Λ(ξ0,d) is attained; we suspect that like the
case K = 0 there is no minimizer.
For the Poincaré constant we know that if ξ1 is a restriction of ξ2 then ΛPoi(ξ1) ≥ ΛPoi(ξ2).
We show that ΛLS manifests this property too. The proof is based on a variational identity
due to Holley and Stroock [50] (see also [6, p.240]).
Lemma 7.2.9 (Dependence on D). Assume J ∈ L∞(I0) where I0 ⊂ R is a compact
interval. If ξ0 = J ⋅m ∈Mb and ξ1 is a restriction of ξ0 to I1 ⊂ I0, then ΛLS(ξ1) ≥ ΛLS(ξ2).
Proof. The theorem is a straightforward consequence of Lemma 4.3.3, whose relevance
was demonstrated in Example 4.3.1, and whose conditions were verified in Remark 4.3.4.
For its implementation we used the function g(y, r) = φ(y2) − φ(r) − φ′(r)(y2 − r) with
φ(r) = r log r; the crucial properties of this function are that by convexity of φ it follows
that g(y, r) ≥ 0, and in addition it verifies the following variational identity:
inf
r>0∫ g(f2(x), r)dξ¯(x) = Entξ¯(f2) .
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7.3 Lower bounds for ΛLS(M,g, µ) under CDDb(K,∞,D)
7.3.1 Preliminaries
Let (M,g, µ) be a CWRM which satisfies CDDb(K,N,D). According to Theorem 7.1.1
we have the lower bound ΛLS(M,g, µ) ≥ ρK,∞,D, where
ρK,∞,D = inf
0≠ξ∈MM[K,∞,D](R)ΛLS(ξ) , (7.9)
and
ΛLS(ξ) = inf
f∈F˜LS(ξ¯){2 ∫ f
′(t)2dξ¯(t)
Entξ¯(f2) } = inff∈FLS(ξ){ 2 ∫ f
′(t)2dξ(t)∫ f(t)2 log (f(t)2)dξ(t)} . (7.10)
Yet determination of ρK,∞,D is incomplete; we need to refine the measures ξ ∈MM[K,∞,D](R)
for which ΛLS(ξ) is minimal. One can attempt to study ΛLS(ξ) via the associated
Euler-Lagrange equation, however despite being an ODE on the interval, the equation
is non-linear and there does not seem to be a straightforward method to do that. Rather
attempting to give a precise calculation of ρK,∞,D we provide estimates up to numeric
constants; equivalently we provide lower bounds on ΛLS(ξ) for ξ ∈ MM[K,∞,D](R), and
identify the ξ¯min ∈ PM[K,∞,D](R), for which the lower bound on ΛLS(ξ), which is, up to
numeric constants, minimal.
A convenient setting
Throughout we abbreviate and writeMM[K,∞,D] (resp. probability measures PM[K,∞,D]) for
the measure sets MM[K,∞,D](R) (resp. PM[K,∞,D](R)). The measures ξ ∈ MM[K,∞,D] have
densities which are restrictions of the function JK,∞,h = exp(hx−K2 x2) where h ∈ R. When-
ever K ≠ 0 we can write JK,∞,h = e− 12K(x+s)2e− 12 h2K where s(h) ∶= − hK . Therefore we can
take a parameter space (s, d) ∈ R × (0,D], and compare the values of s ↦ ΛLS(ξK(s, d));
here ξK(s, d) is the measure valued map: ξK(s, d) = e− 12Kx21Is where Is ∶= [s − d2 , s + d2].
When K = 0 we have JK,∞,h = ehx; if we change x → x + a the density changes merely
by a multiplicative constant and therefore ΛLS is unchanged, so we may always assume
the measures ξ are supported on [0, d]. In addition ΛLS(ehx, [0, d]) = h2ΛLS(ex, [0,hd])
(this follows from simple change of coordinates in (7.9), and will be explicitly proved in
the next section). Therefore similar to the case K ≠ 0, we can consider a parameter space(s, d) ∈ (0,∞)× (0,D], and compare the values of s↦ s2ΛLS(ξ0(s, d)); here ξ0(s, d) is the
measure valued map: ξ0(s, d) ∶= ex1Is where Is ∶= [0, sd]. Using the parameter s we have
a unified formulation of the problem for all K ∈ R: we consider a fixed density p(x) on R,
and optimize over the following target functions:
If K ≠ 0: Target function: R ∋ s ↦ ΛLS(p(x)1Is ⋅ m), with p(x) = e− 12Kx2 and Is =[s − d2 , s + d2] .
If K = 0: Target function: (0,∞) ∋ s ↦ s2ΛLS(p(x)1Is ⋅m), with p(x) = ex and Is =[0, sd] .
Here we substituted d = D, the maximal diameter, due to Lemma 7.2.9. This motivates
the following definitions.
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We define the normalization factor Hs ∶= ∫ dξs = ∫Is p(x)dx. In addition we define Fs ∶
Is → [0,1] to be the cumulative distribution function on Is associated with the probability
measure dξ¯s ∶= p¯s(x)1Isdm where p¯s ∶= H−1s p(x), i.e. Fs(t) = ξ¯s((−∞, t]). Given t ∈ [0,1]
we set as(t) = F−1s (t) and bs(t) = F−1s (1 − t) the points in Is such that
∫ as(t)−∞ dξs = tHs and ∫ ∞bs(t) dξs = tHs . (7.11)
Reformulation of the problem
We use the Bobkov-Götze Estimates [20] to evaluate ΛLS(ξs) up to multiplicative con-
stants. By these estimates we have the equivalence
ΛLS(ξs)−1 ≂ B(s)− + B(s)+ ,
where
B−(s) = sup
r<m(Fs(r) log 1Fs(r))∫ mr 1p¯s(x)dx = supt∈[0, 12 ) t log (1t )∫
F−1s ( 12 )
F−1s (t)
1
p¯s(x)dx , and
B+(s) = sup
r>m((1 − Fs(r)) log 1(1 − Fs(r)))∫ rm 1p¯s(x)dx = supt∈( 12 ,1](1 − t) log ( 11 − t)∫
F−1s (t)
F−1s ( 12 )
1
p¯s(x)dx
= sup
t∈[0, 12 ) t log (1t )∫
F−1s (1−t)
F−1s ( 12 )
1
p¯s(x)dx .
Rather than estimating these terms separately we obtain estimates for
B(s) ∶= sup
t∈[0, 1
2
) t log (1t )(∫ F
−1
s (1−t)
F−1s (t)
1
p¯s(x)dx) .
Since
B(s) ≤ B(s)− + B(s)+ ≤ 2B(s) ,
estimations of B(s) are equivalent to estimations of B(s)− + B(s)+ . We define
Gs(t) ∶= ∫ bs(t)
as(t)
1
p(x)dx and B(s)(t) ∶= t log (1t )Gs(t)Hs .
By definition B(s) ∶= supt∈[0, 1
2
)B(s)(t) and so our goal is to maximize B(s) over (t, s) ∈[0, 12)×S, where we take S = (0,∞) for CDDb(0,∞,D) and S = [0,∞) for CDDb(K,∞,D)
when K ≠ 0 (since p(x) = p(−x) when K ≠ 0 by assumption).
The results of this section can be informally phrased as the single inequality B(0) ≳ B(s),
where the ∼ notation stands for validness of the statement up to numeric multiplicative
constants (uniformly for all s in the permissible domain S). By definition of ρLS(K,N,D)
such a statement translates into
ρLS(K,N,D) ≳ (B(0))−1 .
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General estimates
Our problem initially started by considering a single interval of a fixed diameter D, and
a family of measures on that interval, from which we wanted to extract the minimal
log-Sobolev constant. The following lemma, known as the Holley-Stroock bounded per-
turbation lemma [6, 50], shows that under controlled perturbations of the densities, we
have controlled perturbation of the corresponding log-Sobolev constants.
Lemma 7.3.1 (Holley-Stroock [50]). If ξ¯1 = p¯1 ⋅m and dξ¯2 = p¯2 ⋅m are probability measures
on Ω, and 1a ≤ dξ2dξ1 ≤ b [m] a.e. on Ω for some constants a, b > 0, then ΛLS(Ω; ξ2) ≥
1
a⋅bΛLS(Ω; ξ1). In particular ΛLS(Ω; ξ2) ≂ ΛLS(Ω; ξ1).
If on Ω we have a class of probability measures {ξ¯s} which are related by uniformly
bounded perturbations, i.e. between any two members of the class ξ¯s1 and ξ¯s2 it holds
that 1c ≤ dξs2dξs1 ≤ c [m] a.e. on Ω, then the log-Sobolev constants {ΛLS(Ω; ξs)} are all
equivalent, uniformly by the same numeric constant. However, this is not the general
case, and specifically this does not apply to the class of measures in our present problem.
Hence in order to derive more general estimates we will need to use the Bobkov-Götze
criterion; however for very specific steps in the proof we will apply the Holley-Stroock
lemma.
We begin with some general observations regarding the solution of the Bobkov-Götze
optimization problem for estimation of the LS constant on intervals. The function t ↦
t log (1t ) is non-negative on [0,1], it vanishes at t = 0 and is strictly-increasing on (0, 1e)
and strictly-decreasing on (1e , 12], while Gs(t) is strictly-decreasing in t and vanishes at
t = 12 . The next lemma is a simple, yet important, consequence of this observation:
Lemma 7.3.2. If t∗ is an extremum of t↦ B(s)(t), then t∗ ∈ (0, e−1].
Proof. For t ∈ (e−1, 12] both t ↦ t log (1t ) and t ↦ Gs(t) are decreasing, therefore t∗ ∉(e−1, 12].
At an extremum point t∗ the equation ∂t∣t=t∗B(s)(t) = 0 is equivalent to:
(log ( 1
t∗) − 1)Gs(t∗) + t∗ log ( 1t∗)∂t∣t=t∗Gs(t) = 0 . (7.12)
According to definition (7.11), as(t) and bs(t) are differentiable in t and satisfy the fol-
lowing ODEs:
a′s(t) = p−1(as(t))Hs and b′s(t) = −p−1(bs(t))Hs . (7.13)
Therefore a maximum t∗ ∈ (0, e−1) must satisfy the following condition:
t∗ log ( 1t∗ )
log ( 1t∗ ) − 1 = A(s)(t∗) where A(s)(t) ∶=
Gs(t){p−2(as(t)) + p−2(bs(t))}Hs . (7.14)
From this equation it follows that t∗ ≤ A(s)(t∗). Furthermore, if t∗ is sufficiently small so
that log ( 1t∗ ) ≥ ee−1 , then log( 1t∗ )log( 1
t∗ )−1 ≤ e whence et∗ ≥ A(s)(t∗). We can thus conclude that
in particular
(log( 1A(s)(t)) ≤ ) log ( 1t∗) ≤ max{ ee − 1 , log( eA(s)(t))} .
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Thus in view of (7.14) we obtain the following upper-bound for B(s)(t∗):
B(s)(t∗) = t∗ log ( 1
t∗ )Gs(t∗)Hs (7.15)= (log ( 1
t∗ ) − 1) (A(s)(t)Gs(t∗)Hs) ≤ max{ 1e − 1 , log( 1A(s)(t))}(A(s)(t∗)Gs(t∗)Hs) .
Therefore a useful strategy to get an upper bound for B(s)(t∗) is to boundA(s)(t∗)Gs(t∗)Hs = Gs(t)2{p−2(as(t))+p−2(bs(t))} from above and 1A(s)(t∗) from below. As the fol-
lowing lemma shows bounding the former is quite straightforward for monotonic densities.
Lemma 7.3.3. Assume p(x) is monotonically increasing on Is. For all t ∈ (0, 12) such
that as(t) > 0 it holds that A(s)(t)Gs(t)Hs ≤ diam(Is)2.
Proof. Since p−1(x) is monotonically decreasing on Is for any x ∈ [as(t), bs(t)] the in-
equality p−1(x) ≤ p−1(as(t)) holds, whence
A(s)(t)Gs(t)Hs = (∫ bs(t)as(t) p−1(x)dx)2(p−2(as(t)) + p−2(bs(t)))Hs ⋅Hs≤ p−2(as(t))(bs(t) − as(t))2

p−2(as(t)) ≤ diam(Is)2 .
The following statement will be used to control the term bs(t) when t ∈ [0, 12); in essence
it is bounded below by its counterpart b˜(t), which corresponds to the uniform density.
Proposition 7.3.4. Let I = [x0, x1] be an interval, and let ξ¯ be an a.c. probability measure
on I. Set p¯(x) = dξdm and u¯(x) = const = 1diam(I) , and let respectively F (x) = ∫ xx0 p¯(x′)dx′
and F˜ (x) = ∫ xx0 u¯(x′)dx′ be their cumulative distribution functions. Set b(t) ∶= F−1(1 − t)
and b˜(t) ∶= F˜−1(1− t). Assume p¯(x) is continuous monotonically increasing on [b(12), x1].
If b(12) > b˜(12) then b(t) ≥ b˜(t) for all t ∈ [0, 12]. In particular b(t) ≥ 12(1 − 2t)diam(I) for
all t ∈ [0, 12].
Proof. Since ∫ x1b( 1
2
) p¯(x)dx = 12 = ∫ x1b˜( 1
2
) u¯(x)dx and b(12) > b˜(12), it follows by monotonicity
of p¯ that p¯(x1) = maxx∈[F−1( 1
2
),x1] p¯(x) > u¯(x) = 1diam(I) . Hence, for t sufficiently small (i.e.
b(t) sufficiently close to x1): ∫ x1b(t) p¯(x)dx > ∫ x1b(t) u¯(x)dx; equivalently, since b(0) = b˜(0) =
x1, in some neighborhood of 0: b(t) ≥ b˜(t). Assume by contradiction that there exists
t0 ∈ (0, 12] such that b(t0) = b˜(t0). Then t0 = ∫ x1b(t0) p¯(x)dx = ∫ x1b˜(t0) u¯(x)dx and therefore,
1
2
− t0 = ∫ b(t0)
b( 1
2
) p¯(x)dx = ∫ b˜(t0)b˜( 1
2
) u¯(x)dx
b˜( 1
2
)<b( 1
2
),
b˜(t0)=b(t0)> ∫ b(t0)
b( 1
2
) u¯(x)dx . (7.16)
However since p¯(x) is monotone on [b(12), x1], the inequality p¯(x1) > u¯(x1) implies that
p¯(b(t0)) < u¯(b(t0)) (due to mass balance considerations), but then p¯(x) < u¯(x) on the
whole interval [b(12), b(t0)], which contradicts inequality (7.16).
The last part of the statement follows from the inequalities
b(t) ≥ b˜(t) = x1 − t(x1 − x0) ≥ 1
2
(x1 − x0) − t(x1 − x0) = 1
2
(1 − 2t)diam(I) .
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7.3.2 Lower bounds for ΛLS(M,g, µ) under CDDb(K,∞,D)
Lower estimates for ΛLS(M,g, µ) under CDDb(0,∞,D)
Using the tools we have presented, we will prove the following well known proposition.
Proposition 7.3.5. Assume (Mn,g, µ) is a CWRM, which satisfies CDDb(0,∞,D),
where N ∈ [max(n,2),∞]. Then
ΛLS(M,g, µ) ≳ 1
D2
.
The proposition follows straightforwardly from Theorem 7.1.1 and an estimate which we
now derive for ρ0,∞,D using the Bobkov-Götze estimates. This can also be achieved by
different methods, but we hope that this approach will have a pedagogic value, being a
preparation to the more involved estimate of ρ(K,∞,D) with K < 0.
Due to invariance under translation and inversion we may restrict to an interval [0,D]
and densities ps(x) = esx, where s ∈ (0,∞); we write ξ¯s for the corresponding probability
measures supported on [0,D]. For s = 0 we get the known log-Sobolev constant of the
uniform density ΛLS([0,D], 1Dm) = pi2D2 , in particular B(0) ≂D2. Employing the approach
we have previously presented we prove the following proposition:
Proposition 7.3.6. For all s ∈ (0,∞) it holds that D2 ≂ B(0) ≳ B(s); in particular ρ0,∞,D ≳
1
D2
.
Proof. Notice that under the change of variables y = T (x) with T (x) ∶= sx, we get a
probability measure dν¯s = d(T♯ξ¯s) supported on [0, sD] (here T♯ξ is the push-forward by
T of the measure ξ) and the following identity holds:
inf
f∈FLS(ξ¯s) ∫
D
0 f
′(x)2dξ¯s(x)
Entξ¯sf
2
= inf
g∈FLS(ν¯s)
s2 ∫ sD0 g′(y)2dν¯s(y)
Entν¯sg
2
,
where in the RHS (valid when s > 0) we made the identification g(y) = f(ys ). Thus as
we claimed before the problem can be formulated in terms of a fixed density p(x) = ex, a
family of intervals Is ∶= [0, sD] and a modified target function
B(s)(t) = 1
s2
sup
t∈[0, 1
2
) t log (1t )Gs(t)Hs(x) .
We have Gs(t) ∶= ∫ bs(t)as(t) p−1(x)dx = p−1(as(t)) − p−1(bs(t)) and Hs(x) ∶= ∫Is p(x)dx =
p(sD)−1. We separately derive estimates for the case sD ≤ 1 and the case sD > 1. In case
sD ≤ 1 one can apply a Holley-Stroock argument, but we rather present an alternative
equivalent argument, of the same flavor. We write Gs(t) = ∫ bs(t)as(t) p(x)−2 ⋅p(x)dx and using
the identity ∫ bs(t)as(t) p(x)dx = (1 − 2t)Hs, we conclude that
p−2(sD)(1 − 2t)Hs ≤ ∫ bs(t)
as(t) p(x)−1dx ≤ p−2(as(t))∫ bs(t)as(t) p(x)dx ≤ p−2(0)(1 − 2t)Hs .
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When sD ≤ 1 it holds that p−2(1) ≤ p−2(sD), whence
B(s)(t) ≂ sup
t∈[0, 1
2
)(t log (1t ) (1 − 2t)) 1s2 (esD − 1)2 ≂D2 ,
where we used monotonicity and boundedness properties of the function e
x−1
x . We will now
assume sD > 1. Clearly ∫ bs(t)as(t) p(x)−1 ≤ e−as(t), therefore B(s)(t) ≤ B˜(s)(t) where B˜(s)(t) ∶=
1
s2
supt∈[0, 1
2
) t log (1t ) G˜s(t)Hs(x) with G˜s(t) ∶= e−as(t). Then by invoking Estimate 7.15
(applied to B˜(s)(t) with A(s)(t) associated to G˜s(t)):
B˜(s)(t∗) ≤ 1
s2
max{ 1
e − 1 , log( 1A(s)(t))}(A(s)(t∗)G˜s(t∗)Hs) .
Explicit computation of the integrals in definition (7.11) shows that eas(t) = 1 + tHs
hence (eas(t))′ = Hs; we can thus conclude that ∂t∣t=t∗G˜s(t) = (e−as(t))′ = −∂t∣t=t∗(eas(t))(eas(t∗))2 =−HsG˜s(t∗)2. It follows thatA(s)(t∗) = − G˜s(t∗)Dt∣t=t∗ G˜s(t) = G˜s(t∗)−1Hs = eas(t∗)esD−1 whence log 1A(s)(t∗) ≤
log (esD) = sD. Furthermore A(s)(t∗)G˜s(t∗)Hs = 1. Since by assumption 1s < D, we con-
clude that B˜(s)(t∗) ≤ 1
s2
max{ 1
e − 1 , sD} ⋅ 1 ≲D2 .
Lower estimates for ΛLS(K,∞,D) when K ≥ 0
The following proposition is a straightforward consequence of the CDDb(0,∞,D) esti-
mate.
Proposition 7.3.7. Assume (Mn,g, µ) is a CWRM, and assume it satisfies CDDb(K,∞,D)
with K ≥ 0. Then
ΛLS(M,g, µ) ≳ max{K, 1
D2
} . (7.17)
Proof. By the Bakry-Émery estimate (Theorem 2.1.1) ΛLS(M,g, µ) ≥ KNN−1 whenever N ∈(1,∞]. By Theorem 7.1.1 we have the estimate ΛLS(M,g, µ) ≥ ρK,∞,D. By Proposition
7.3.6 ρK,∞,D ≳ 1D2 . Hence in any case it holds that ΛLS(M,g, µ) ≳ max{K, 1D2 }.
Remark 7.3.8 (Sharpness). For the one dimensional space ([−D2 , D2 ],m), i.e. the uniform
density on the interval, as we previously mentioned ΛLS([−D2 , D2 ],m) is not attained, hence
by Theorem 7.2.2:
ΛLS([−D
2
,
D
2
],m) = ΛPoi([−D
2
,
D
2
],m) = pi2
D2
.
In addition for N ∈ (1,∞] the Lichnerowitz estimate for the Poincaré constant
ΛPoi(M,g, µ) ≥ KNN−1 is sharp; by (7.17) it holds that ΛLS(M,g, µ) ≳K; considering that
ΛLS(M,g, µ) ≤ ΛPoi(M,g, µ), we conclude that Estimate (7.17) is sharp up to numeric
constants.
It might also be possible to establish the sharpness (up to constants) on a CWRM of
arbitrary topological dimension n ≥ 2, as in the construction in [82], however we did not
verify the details.
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Lower estimates for ΛLS(K,∞,D) when K = −k < 0
We will prove the following proposition, which is the main result of this chapter.
Theorem 7.3.9. If (Mn,g, µ) is a CWRM which satisfies CDDb(K,∞,D) with K =−k < 0 then the following (sharp up to numeric constants) estimate holds:
ΛLS(M,g, µ) ≳ max{√k, 1
D
} kD
ek
D2
8 − 1 ≂
⎧⎪⎪⎨⎪⎪⎩k
3
2De− kD28 √kD > 1
1
D2
√
kD ≤ 1 .
The proposition is a consequence of the estimate ΛLS(M,g, µ) ≥ ρ−k,∞,D, however in
contrast to the previous estimates, getting this lower bound for ρ−k,∞,D will require sig-
nificantly more work.
We consider the fixed density function p(x) = e 12kx2 and a family of intervals {Is} of
diameter D, defined by Is ∶= [s − D2 , s + D2 ] where w.l.o.g s ∈ [0,∞].
We will prove the following propositions, which straightforwardly imply Theorem 7.3.9:
Proposition 7.3.10. ΛLS(I0, ξ0) ≂ Υ0(k,D) ∶= {min{ 1√k ,D}(p(D/2)−1kD )}−1.
Proposition 7.3.11. For all s ∈ [0,∞) it holds that ΛLS(Is, ξs) ≳ Υ0(k,D), in particular
ρ−k,∞,D ≳ Υ0(k,D).
Ad-hoc estimates
We precede the proof of Propositions 7.3.10 and 7.3.11 with the derivation of several useful
estimates, which will be crucial for their proof. Throughout we identify p(x) ∶= e kx22 with
k > 0.
Estimate 7.3.12. Let R > 0. Then
∫ R
0
e
1
2
kx2dx ≂ e 12kR2 − 1
kR
,
uniformly for all R > 0.
Proof. On [0,R] the convex function x↦ 12kx2 is bounded above by x↦ k2Rx (a line whose
graph connects (0,0) to (R, e 12kR2)), and on [R2 ,R] it is bounded below by x↦ kR(x− 12R)
(whose graph is the tangent to the graph of x ↦ 12kx2 at (R, e 12kR2)). Therefore by
monotonicity of x↦ ex:
e
1
2
kR2 − 1
kR
= ∫ R1
2
R
ekR(x− 12R)dx ≤ ∫ R
0
e
kx2
2 dx ≤ ∫ R
0
e
k
2
Rxdx = 2e 12kR2 − 1
kR
.
Estimate 7.3.13. For all R,k > 0:
∫ R
0
e− 12kx2dx ≂ min{ 1√
k
,R} .
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Proof. We express the integrand as a standard normalized Gaussian density:
∫ R
0
e− 12kx2dx = √2pi
k
⎛⎝
√
1
2pi
∫ √kR
0
e− 12w2dw⎞⎠ .
For the normalized Gaussian function 1√
2pi
e− 12x2 we have the following estimates
⎧⎪⎪⎨⎪⎪⎩
c√
2pi
e− 12 c2 √kR > c√
kR√
2pi
e− 12 c2 √kR ≤ c ≤ ∫
√
kR
0
1√
2pi
e−w22 dw ≤ ⎧⎪⎪⎨⎪⎪⎩
1
2
√
kR > c√
kR√
2pi
√
kR ≤ c ,
which using any fixed constant c > 0 yields the claimed estimate.
Estimate 7.3.14. Let 0 < a < b, then
e
kb2
2 − e ka22
kb
≤ ∫ b
a
e
kx2
2 dx ≤ e kb22 − e ka22
ka
and
e
−ka2
2 − e− kb22
kb
≤ ∫ b
a
e− kx22 dx ≤ e− ka22 − e− kb22
ka
.
Proof. Notice that on [a, b]:
∫ b
a
e
kx2
2 dx ≤ ∫ b
a
x
a
⋅ e kx22 dx = e kb22 − e ka22
ka
.
All other estimates are proved in an identical manner (multiplying by xb instead of
x
a to
get estimates in the opposite direction).
Estimate 7.3.15. Assume c > 0 is some fixed constant, then on [c,∞) the following
inequality holds:
(1 − e− 12 c2)e 12x2
x
≤ e 12x2 − 1
x
≤ e 12x2
x
.
Proof. Only the LHS of the inequality requires justification. Notice that for x ≥ c it holds
that e
1
2
(x2−c2) ≥ 1, hence e 12x2−1x ≥ (1 − e− 12 c2) e 12x2x .
Estimate 7.3.16. If s − D2 > 0 then A(s)(t)Gs(t)Hs ≤ 1k2(s−D
2
)2 .
Proof. The condition s − D2 > 0 implies that Is ⊂ (0,∞) and therefore as(t) > 0 and
p(x) is increasing on Is. Then by Definition (7.14) (for A(s)(t)) and Estimate 7.3.14:
Gs(t) ≤ 1kas(t)(p−1(as(t)) − p−1(bs(t))), and it follows that
A(s)(t)Gs(t)Hs ≤ ( 1
kas(t)(p−1(as(t)) − p−1(bs(t))))
2
1
p−2(as(t)) + p−2(bs(t))≤ 1
k2as(t)2 ⋅ 1 ≤ 1k2(s − D2 )2 .
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Estimate 7.3.17. If s − D2 > 0 then 1A(s)(t∗) ≲ e2kDs.
Proof. As in the previous estimate, s− D2 > 0 implies that as(t) > 0 and p(x) is increasing
on Is. By Definition (7.14) and Estimate 7.3.14
1A(s)(t) ≤ (p−2(as(t)) − p−2(bs(t)))Hs(p−1(as(t)) − p−1(bs(t))) /kbs(t) = (p−1(as(t)) + p−1(bs(t)))Hskbs(t) (7.18)
≤ 2p−1(as(t))Hskbs(t) ≤ 2p−1(s − D
2
)Hsk(s + D
2
) s>D2≤ 4p−1(s − D
2
)Hsks .
By Estimate (7.3.14) Hs ≤ p(s+D2 )−p(s−D2 )ks . We can thus conclude that
1A(s)(t∗) ≲ p(s +
D
2 ) − p(s − D2 )
p(s − D2 )ks ks
p(s+D2 )
p(s−D2 )=e2kDs≤ e2kDs .
Proving Propositions 7.3.10 and 7.3.11
Proof of Proposition 7.3.10. By Estimate 7.3.13
G0(t) = ∫ b0(t)
a0(t) p−1(x)dx = 2∫ b0(t)0 p−1(x)dx ≂ min{ 1√k , b0(t)} . (7.19)
For any t ∈ (0, e−1), it follows from Estimate 7.3.4 that b0(t) ≥ b0(e−1) ≥ δ0D2 where
δ0 ∶= 1 − 2e−1 .
Hence δ0 ⋅2 ⋅ D2 ≤ bs(t∗)−as(t∗) = 2bs(t∗) ≤ 2 ⋅ D2 . Then for t ∈ (0, e−1] we have the following
equivalence:
Gs(t) = 2∫ bs(t)
0
p−1(x)dx ≂ min{ 1√
k
,D} .
In addition, according to Estimate 7.3.12 we have the following estimate for H0
H0 ≂ p(D/2) − 1
kD
.
Therefore
sup
t∈(0,e−1] t log (1t )G0(t)H0 ≂ supt∈(0,e−1] t log (1t )min{ 1√k ,D}(p(D/2) − 1kD )
= e−1 min{ 1√
k
,D}(p(D/2) − 1
kD
) ,
where the last equality follows from the monotonicity of t↦ t log (1t ) on (0, e−1].
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Proof of Proposition 7.3.11. We set again δ0 ∶= 1 − 2e−1. One and only one of the fol-
lowing holds: either
√
kD ≤ 1 or √kD > 1. Notice that the function Υ0(k,D)−1 =
min{ 1√
k
,D}(p(D/2)−1kD ) verifies the following estimates
Υ0(k,D)−1 ≂ ⎧⎪⎪⎨⎪⎪⎩
1
k (p(D/2) − 1)
1
k3/2D (p(D/2) − 1) ≳
⎧⎪⎪⎨⎪⎪⎩D
2
√
kD ≤ 1
1
k +D2 + kD4 √kD > 1 ,
where the inequalities can be justified for example by Taylor expansion.
If
√
kD ≤ 1 : We write x ∈ [s − D2 , s + D2 ] as x = x′ + s where x′ ∈ [−D2 , D2 ]. Then since by
assumption
√
kD ≤ 1 the following inequality holds:
e0+ksx′+ ks22 ≤ ps(x′) ∶= e k2 (x′+s)2 ≤ e 12 ⋅ 14+ksx′+ ks22 .
Consider the density p˜s(x′) ∶= eks(x′+ s2 ) and notice that :
1 = exp(0) ≤ p(x′)
p˜s(x′) ≤ exp(18 + ksx′ + ks22 − ksx′ − ks22 ) = e 18 .
Set Hs = ∫[−D
2
,D
2
] ps(x′)dx′ and H˜s = ∫[−D
2
,D
2
] p˜s(x′)dx′ (the last estimate
shows Hs ≂ H˜s). Then by the Holley-Stroock Lemma 7.3.1 and Proposition
7.3.6 it follows that:
ΛLS (H−1s ps ⋅ 1[−D
2
,D
2
]m) ≂ ΛLS (H˜−1s p˜s ⋅ 1[−D
2
,D
2
]m)≳ ΛLS (H˜−10 p˜0 ⋅ 1[0,D]m) ≂ 1D2 ≳ Υ0(k,D) .
If
√
kD > 1 : We consider several possible cases distinguished by where Is is centered. We
show that in all cases B(s)(t∗) ≲ 1k +D2 + kD4 (≲ Υ0(k,D)−1).
Case A: s − D2 > 0 According to Estimate 7.3.17 :
log( 1A(s)(t∗)) ≲ 1 + kDs .
If D2 < s ≤D: then by Lemmas 7.3.3 and 7.3.17 and :
B(s)(t∗) ≤ log( 1A(s)(t∗))(A(s)(t∗)Gs(t∗)Hs) ≲ (1+kDs)D2 s≤D≤ D2+kD4 .
If s >D: By Estimate 7.3.16, considering that s ↦ s(s−D
2
)2 is bounded and
decreasing for s ∈ [D,∞), it follows that:
B(s)(t∗) ≤ log( 1A(s)(t∗))(A(s)(t∗)Gs(t∗)Hs)≲ (A(s)(t∗)Gs(t∗)Hs) + kDs (A(s)(t∗)Gs(t∗)Hs)
7.3.3,7.3.16≲ D2 + kDs
k2(s − D2 )2 ≤D2 + kD2 1(D2 )2k2 ≲D2 + 1k .
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Case B: s − D2 ≤ 0 We approach this case by considering several sub-cases, corresponding to
the possible positions of as(t∗).
If 14δ0D ≤ as(t∗) < s + D2 : By definition ∫ as(t∗)s−D
2
p(x)dx = t∗Hs hence t∗ > ∫ 14 δ0D0 p(x)dxHs . Accord-
ing to Estimate 7.3.12 and equivalence 7.3.15 :
Hs ≤HD
2
≂ p(D) − 1
kD
√
kD>1≂ p(D)
kD
and
∫ 14 δ0D
0
p(x)dx ≂ p( 14δ0D) − 1
kδ0D
√
k 14 δ0D> 14 δ0≂ p(δ0D)
kδ0D
(taking c = 1
4
δ0 in 7.3.15) .
By (7.14) t∗ ≤ A(s)(t∗) we conclude that
log( 1A(s)(t∗)) ≤ log ( 1t∗ ) ≤ log⎛⎝ HD2∫ 14 δ0D0 p(x)dx
⎞⎠ ≂ 1 + log(p(D)kD /p( 14δ0D)kδ0D )
≲ 1 + log( p(D)
p( 1
4
δ0D)) = 1 + 12k (D2 − (14δ0D)2)
√
kD>1≲ kD2 .
Since by Lemma 7.3.3 we have the estimate A(s)(t∗)Gs(t∗)Hs ≤D2
we conclude that B(s)(t∗) ≲ kD4.
If 0 < as(t∗) ≤ 14δ0D: By Estimate 7.3.4 bs(e−1) ≥ δ0D2 ; this implies that bs(t∗)− as(t∗) ≥
1
4δ0D. We can thus conclude (see (7.14)) that
1A(s)(t∗) = p−2(as(t∗)) + p−2(bs(t∗))∫ bs(t∗)as(t∗ p−1(x)dx ⋅Hs ≤
p−2(as(t∗))
p−1(bs(t∗)) (bs(t∗) − as(t∗)) ⋅Hs
Hs≤HD
2≲ p(D) ⋅ HD2
δ0D
,
where the last inequality follows from p(bs(t∗)) ≤ p(s + D2 ) ≤ p(D)
and p(as(t∗)) ≥ 1. Using the Estimates 7.3.12 and 7.3.15 (recall√
kD > 1 by assumption):
HD
2
D
≲ p(D)
kD2
kD2≥1≤ p(D) .
It follows that
log( 1A(s)(t∗)) ≲ 1 + log(p(D)2) ≲ kD2 .
Together with the estimate A(s)(t∗)Gs(t∗)Hs ≤ D2 from Lemma
7.3.3 we conclude that B(s)(t∗) ≲ kD4.
If s − D2 < as(t∗) ≤ 0: For t ∈ (0, e−1) we have the simple inequality
t log (1
t
) = 2t log( 1√
t
) ≤ 2t ⋅ 1√
t
= 2√t ,
so if t∗ ≤ (H0Hs )2 e−1 then
B(s)(t∗) = t∗ log ( 1
t∗)Gs(t∗)Hs ≲ H0Hs Gs(t∗)Hs ≲ 1√kH0 ≂ Υ0(k,D)−1 ,
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where we used the inequality Gs(t∗) ≤ √2pik . So it remains to con-
sider the case t∗ > (H0Hs )2 e−1.
By considering the equivalence (ex2 − 1)/x ≂ ex2/x for x ≥ 1 we have
the bound
1√
t
≤ Hs
H0
≂ p(s + D2 ) − 1
k(s + D
2
) kD2p(D
2
) − 1 ≲ p(s + D2 )k(s + D
2
) kD2p(D
2
) ≤ p(s + D2 )p(D
2
) = ekD+ 12ks2 .
In order to bound t∗ we use the identity ∫ as(t∗)s−D
2
p(x)dx = t∗Hs,
whence
t∗ = ∫ as(t∗)s−D2 p(x)dx
Hs
≤ ∫ 0s−D2 p(x)dx
Hs
.
Since ∫ 0s−D
2
p(x)dx ≂ p(D2 −s)−1
k(D
2
−s) we conclude
B(s)(t∗) = t∗ log ( 1
t∗ )Gs(t∗)Hs ≤ ⎛⎜⎝∫
0
s−D2 p
Hs
⎞⎟⎠ log( e(H0/Hs)2 )Gs(t∗)Hs
≲ p(D2 − s) − 1
k(D
2
− s) (1 + k(Ds + 12s2)) ≲ p(D2 − s) − 1k(D
2
− s) (1 + kDs) ,
where the last inequality is due to the assumption s < D2 . To com-
plete the proof we prove the claim that p(D2 −s)−1
k(D
2
−s) (1 + kDs) ≲ p(D2 )−1kD
2
.
To this end we show that their ratio is bounded by a constant (the
same constant for all s). One of the following must hold:
i. D2 − s ≤ D4
ii. D2 − s > D4
Case A: by monotonicity of e
1
2 kx
2−1
x on (0,∞):
p(D
2
−s)−1
k(D
2
−s) (1 + kDs)
p(D
2
)−1
kD
D
4
≤s≤D
2≤ p(
D
4
)−1
k(D
4
) (1 + 12kD2)
p(D
2
)−1
kD
≲ p(D4 )
p(D2 ) (1 + 12kD2)
≲ e− 38k(D2 )2(1 + 3
8
k(D
2
)2) ≲ e− 38k(D2 )2e 38k(D2 )2 = 1 .
Case B: Equivalence 7.3.15 followed by the inequality
D
2
D
2
−s ≤ 2 impliy
that
p(D
2
−s)−1
k(D
2
−s) (1 + kDs)
p(D
2
)−1
kD
√
k(D
2
−s)≥ 1
4≂ e 12k((D2 )2−sD+s2)
e
1
2
k(D
2
)2 ⎛⎝ D2D
2 − s⎞⎠(1 + 14kDs)
≲e− 12kDs+ 12ks2e 14kDs s≤D2≤ e− 14kDse 14kDs = 1 .
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Remark 7.3.18 (Sharpness). Computing the log-Sobolev constant for the one dimen-
sional space ([−D2 , D2 ], e− 12Kx2dx), we get the previous estimates. This is the extreme
case, which like in the Poincaré constant problem, corresponds to a symmetric density
around 0. As we mentioned regarding the case K ≥ 0, also here it is possible to establish
the sharpness (up to constants) on a CWRM of arbitrary topological dimension n ≥ 2,
following the construction in [82]; however we did not verify the details.
7.3.3 Conclusions: connections with the Poincaré constant
Considering our results from the previous sections, we know that when (M,g, µ) satisfies
CDDb(K,∞,D) then
ΛPoi(M,g, µ) ≥ ΛPoi(ξK) and ΛLS(M,g, µ) ≳ ΛLS(ξK) ,
where
dξK(x) ∶= 1
cK
e− 12Kx21[−D
2
,D
2
](x)dm(x) with cK ∶= ∫ D2−D
2
e− 12Kx2dx ,
is the probability measure ξK ∈ PM[K,∞,D](R), such that the sharp lower bounds λK,∞,D
and ρK,∞,D to ΛPoi(M,g, µ) and ΛLS(M,g, µ) respectively verify
ΛPoi(M,g, µ) ≥ λK,∞,D ≂ ΛPoi(ξK) and (7.20)
ΛLS(M,g, µ) ≥ ρK,∞,D ≂ ΛLS(ξK) .
Our main result in this concluding section is:
Theorem 7.3.19. Under CDDb(K,∞,D), where K ∈ R, it holds that
ΛLS(ξK) ≂ ΛPoi(ξK) .
In other words, the worst Poincaré and log-Sobolev constants, λK,∞,D and ρK,∞,D, coincide
up to numeric constants.
‘Isoperimetric type’ inequalities
Definition 7.3.20 (Volume and Surface area). Let (M,g, µ = e−V µg) be a WRM. We
define
Ωsets ∶= {A ⊂M ∶ A is open with smooth boundary ∂A} .
In addition we define the following notions for the members A of Ωsets
1. The volume measure of A: µ(A) ∶= ∫A e−V (x)dµg(x).
2. The surface measure of A: µs(A) ∶= ∫∂A e−V (x)dHn−1(x), where Hn−1 stands for the
n − 1 dimensional Hausdorff measure.
3. The Minkowski surface measure of A: µ+(A) ∶= lim inf→0 µ(Adg )−µ(A) where Adg ∶={q ∈M ∶ ∃p ∈ A dg(p, q) < } (here dg denotes the geodesic distance).
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It is known for A ∈ Ωsets(M) that µs(A) and µ+(A) define identical notions of surface
area. Therefore for sets A ∈ Ωsets(M) there is no ambiguity in the notion of surface area,
and we always denote it by µs(A).
Throughout this section we assume that µ is a probability measure. We define the following
isoperimetric functions:
Definition 7.3.21. The isoperimetric function I = I(M,g, µ) is defined as the pointwise
maximal function I ∶ [0,1]→ R+ so that µs(A) ≥ I(µ(A)) for all A ∈ Ωsets(M).
It turns out that on R there is another isoperimetric function which is important to
consider.
Definition 7.3.22. We define I♭(t) as the pointwise maximal function I♭(t) ∶ [0,1]→ R+
s.t. µ+(A) ≥ I♭(µ(A)) for all A ∈ Ωrays(R) where
Ωrays(R) ∶= ⋃
a∈R ({(−∞, a)} ∪ {(a,∞)}) .
Evidently when the underlying space M is R, we have the inequality I♭(t) ≥ I(t) for
any probability measure µ. However, a useful theorem of Bobkov shows that for the
calculation of I(t) on R equipped with a log-concave measure µ, it is sufficient to consider
a smaller subset Ωrays(R) ⊂ Ωsets(R) which contains only rays; this is formally stated in
the following theorem:
Theorem 7.3.23 (Bobkov [18]). On a space (R, ∣ ⋅ ∣, µ) which satisfies CDb(0,∞) (i.e.− log( dµdm) is convex) holds the identity I = I♭.
Below we briefly survey important results, relating surface and volume measure.
Definition 7.3.24. We define the Cheeger constant hChe(M,g, µ) (resp. Ledoux constant
lLed(M,g, µ)) to be the largest constant c ≥ 0 such that µs(∂A) ≥ c ⋅µ(A) (resp. µs(∂A) ≥
c ⋅ µ(A) (log ( 1µ(A))) 12 ) for all A ∈ Ωsets(M) with µ(A) ∈ (0, 12]. Equivalently:
hChe(M,g, µ) = inf
A∈Ωsets(M)∶ 0<µ(A)≤ 12
µs(∂A)
µ(A) = inft∈(0, 1
2
]
I(t)
t
and
lLed(M,g, µ) = inf
A∈Ωsets(M)∶ 0<µ(A)≤ 12
µs(∂A)
µ(A) (log ( 1µ(A))) 12 = inft∈(0, 12 ]
I(t)
t
√
log(1t ) ,
where I = I(M,g, µ).
We briefly survey several known results relating volume and surface measure on a CWRM(M,g, µ = e−V µg), where throughout we assume µ is a probability measure and µs the
associated surface measure as defined above.
Theorem 7.3.25 (Cheeger [31], Mazya[77–79]). Without any curvature assumptions:
1
2
hChe(M,g, µ) ≤ √ΛPoi(M,g, µ) .
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Under CDb(K,∞) the following reverse form of the Cheeger inequality can also be proved:
Theorem 7.3.26. 1. (Buser [25], Ledoux [69]) Under curvature conditions CDb(K,∞)
where K = −k ≤ 0:
hChe(M,g, µ) ≳ EPoi(M,g, µ) ,
with
EPoi(M,g, µ) ∶= min(ΛPoi(M,g, µ)√
k
,
√
ΛPoi(M,g, µ)) .
Moreover, similar inequalities hold for the log-Sobolev constant, conditioned that lLed(M,g, µ)
takes the role of hChe(M,g, µ):
Theorem 7.3.27. (Beckner, Ledoux [68]) Without any curvature assumptions
lLed(M,g, µ) ≲√ΛLS(M,g, µ) .
Theorem 7.3.28. (Ledoux [69]) Under curvature conditions CDb(K,∞) where K = −k ≤
0:
lLed(M,g, µ) ≳ ELS(M,g, µ) ,
with
ELS(M,g, µ) ∶= min(ΛLS(M,g, µ)√
k
,
√
ΛLS(M,g, µ)) .
Of course when K = 0 the first expression in the above minima is interpreted as ∞ and
plays no role.
In the case K ≥ 0 it is easy to show that the previous results imply the equivalence
ΛLS(ξK) ≂ ΛPoi(ξK), as the following theorem shows.
Theorem 7.3.29. Under CDDb(K,∞,D) with K = k ≥ 0, the following equivalence holds:
ΛLS(ξK) ≂ ΛPoi(ξK) ≂ hChe(ξK)2 ≂ max(K, 1
D2
) .
Proof. From Theorems 7.3.25 and 7.3.26 complemented by Bobkov’s theorem 7.3.23 we
can conclude that under curvature conditions CDb(0,∞):
ΛPoi(ξK) ≂ hChe(ξK)2 = ⎛⎝ inft∈(0, 1
2
]
I♭(t)
t
⎞⎠
2
. (7.21)
One can verify that I♭(t) (which for a probability density p¯ with distribution function F
is just p¯(F −1(t))) satisfies the ODE I♭I♭′′ = −k < 0; we can thus conclude that I♭(t) is
a concave function on [0,1]. Being a non-negative concave function (vanishing only at 0
and 1) and symmetric around 12 , we conclude that on (0, 12] the slope I♭(t)t is minimal at
t = 12 . In view of that we conclude
ΛPoi(ξK) ≂ ⎛⎝ inft∈(0, 1
2
]
I♭(t)
t
⎞⎠
2 = 4I♭(1
2
)2 = 4(∫ D2−D
2
e− 12kx2dx)2 .
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By inequality (7.20) and Estimate 7.3.13 we conclude ΛPoi(ξK) ≂ max (k, 1D2 ). Consider-
ing Proposition 7.3.7 and that ΛLS(ξK) ≤ ΛPoi(ξK) we conclude ΛLS(ξK) ≂ max (k, 1D2 ).
It thus follows that
ΛLS(ξK) ≂ ΛPoi(ξK) ≂ h(ξK)2 ≂ max(k, 1
D2
) .
Our next goal is to derive a similar result pertaining to the case K = −k ≤ 0. Our final
goal here is to prove the following analogous theorem:
Theorem 7.3.30. Under CDDb(K,∞,D) with K = −k < 0 holds the equivalence
ΛPoi(ξK) ≂ ΛLS(ξK) ≂ max{√k, 1
D
} kD
ek
D2
8 − 1 .
Before we prove the statement we will prove some preliminary results. We express the
estimates from Proposition 7.3.11 as
ΛLS(M,g, µ) ≳ ΛLS(ξK) ≂ fk,D ,
under CDDb(K,∞,D) with K = −k < 0, where
fk,D ∶= max(√k, 1
D
) 1
Hk,DD
with Hk,D ∶= e 12k(D2 )2 − 1
kD2
. (7.22)
Notice that Hk,D ≂ 1D ∫ D2−D
2
e
1
2
kx2dx and Hk,D ≳ 1 (as one can verify by considering the
inequality e
x−1
x ≥ 1).
The following lemma is valid without any Curvature-Dimension conditions:
Lemma 7.3.31. lLed(M,g, µ) ≲ hChe(M,g, µ).
Proof.
√
log(2)lLed(M,g, µ) ≤ hChe(M,g, µ) since for t ∈ (0, 12] it holds that log(2)log( 1
t
) ≤ 1 .
Lemma 7.3.32. hChe(ξK) ≲ 1Hk,DD .
Proof. Since I ≤ I♭:
hChe(ξK) = inf
t∈(0, 1
2
]
I(t)
t
≤ inf
t∈(0, 1
2
]
I♭(t)
t
≤ 2I♭(1
2
) = 2∫ D2−D
2
e
1
2
kx2dx
≂ 1
Hk,DD
.
Proposition 7.3.33. Under CDDb(K,∞,D) with K = −k < 0 holds the inequality:
ELS(ξK) ≳ 1Hk,DD .
Proof. Recall ΛLS(ξK) ≂ fk,D where fk,D was defined in (7.22). By definition ELS(ξK) =
min (ΛLS(ξK)√
k
,
√
ΛLS(ξK)), hence:
146
1. If
√
k > 1D : then fk,D = √kHk,DD , whence
min(fk,D√
k
,
√
fk,D) = min⎛⎜⎝ 1Hk,DD,
¿ÁÁÀ √k
Hk,DD
⎞⎟⎠ ≥ min( 1Hk,DD,
√
1
Hk,DD2
)
Hk,D≳1≳ min⎛⎝ 1Hk,DD,
¿ÁÁÀ 1
H2k,DD
2
⎞⎠ = 1Hk,DD .
2. If
√
k ≤ 1D : then fk,D = 1Hk,DD2 , whence
min(fk,D√
k
,
√
fk,D) = min( 1√
kHk,DD2
,
√
1
Hk,DD2
)
√
kD≤1,Hk,D≳1≳ min⎛⎝ 1Hk,DD,
¿ÁÁÀ 1
H2k,DD
2
⎞⎠ = 1Hk,DD .
Thus in either case: min (ΛLS(ξK)√
k
,
√
ΛLS(ξK)) ≳ 1Hk,DD .
Corollary 7.3.34. Under CDDb(K,∞,D) with K = −k < 0 the following equivalences
are satisfied: hChe(ξK) ≂ lLed(ξK) ≂ EPoi(ξK) ≂ ELS(ξK) ≂ 1Hk,DD .
Proof. By Lemma 7.3.32 and Ledoux’s Theorem 7.3.26:
1
Hk,DD
≳ hChe(ξK) ≳ EPoi(ξK) .
On the other hand, by Proposition 7.3.33 and the inequality ΛPoi(ξK) ≥ ΛLS(ξK) we also
have
EPoi(ξK) ≥ ELS(ξK) ≳ 1
Hk,DD
.
We may now conclude that
hChe(ξK) ≂ EPoi(ξK) ≂ ELS(ξK) ≂ 1
Hk,DD
.
However, according to Theorem 7.3.28 lLed(ξK) ≳ EPoi(ξK), and by Lemma 7.3.31
lLed(M,g, µ) ≲ hChe(M,g, µ), so hChe(M,g, µ) ≳ lLed(M,g, µ) ≳ EPoi(ξK) implying that
lLed(M,g, µ) ≂ 1Hk,DD . This completes the proof of the statement.
We will now prove Theorem 7.3.30:
Proof of Theorem 7.3.30. According to Corollary 7.3.34 the following equivalences are sat-
isfied EPoi(ξK) ≂ ELS(ξK) ≂ 1Hk,DD .
1. If ΛPoi(ξK)√
k
< √ΛPoi(ξK): then ΛPoi(ξK)√k ≂ 1Hk,DD , i.e. ΛPoi(ξK) ≂ √kHk,D 1D .
2. If ΛPoi(ξK)√
k
≥ √ΛPoi(ξK): then √ΛPoi(ξK) ≂ 1Hk,D 1D implying that ΛPoi(ξK) ≂
1
H2
k,D
D2
≲ 1
Hk,DD2
(since Hk,D ≳ 1).
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We conclude that in either case
ΛPoi(ξK) ≲ 1
Hk,DD
max{√k, 1
D
} .
However since ΛLS(ξK) ≂ 1Hk,DD max{√k, 1D} (see (7.22)) and ΛPoi(ξK) ≥ ΛLS(ξK) we
conclude that ΛPoi(ξK) ≂ ΛLS(ξK) ≂ 1Hk,DD max{√k, 1D}.
Remark 7.3.35. When D ≥ 1√∣K∣ our derivation shows that
lLed(ξK) ≂ ΛLS(ξK)√∣K ∣ (≂ 1Hk,DD ) , and
hChe(ξK) ≂ ΛPoi(ξK)√∣K ∣ (≂ 1Hk,DD ) .
In other words, the model measure dξK(x) = cK ⋅e−Kx22 1[−D
2
,D
2
](x)dx realizes the extremal
cases in the Buser-Ledoux Theorem 7.3.26 and the Ledoux Theorem 7.3.28.
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Chapter 8
Epilogue
We conclude this work with a summary of the main results and other contributions.
1. Our first major result was the extreme points characterization theorem which com-
plements Klartag’s needle decomposition theorem [55]. A corollary of the theorem
was that for a solution to the 1d optimization problem formulated by B. Klartag
on the set MC∞[K,N,D], which characterizes the sharp lower bound on the constant
associated with a given functional inequality on a CWRM (Mn,g, µ) which sat-
isfies CDDb(K,N,D), it is sufficient to consider the subclass of model measuresMM[K,N,D](R). The members of this class assume a specific form, which brings the
optimization problem into a simpler tangible form.
To this end, we employed a new approach inspired by Fradelizi-Guédon [42], based
on functional analysis arguments. In particular, classification of extreme points of
a corresponding set of measures. The development of this approach was not direct;
we digressed into defining and studying an abstract class of measures M[K,N,D](R)
which satisfy ‘synthetic CDDb(K,N,D) conditions’. The discussion on the synthetic
class and its properties was quite lengthy, however it eventually led to concrete
conclusions regarding our original optimization problem. The motivation for this
approach is its generality:
• it applies to diverse type of functional inequalities, in particular of Poincaré,
p-Poincaré and log-Sobolev type;
• moreover, the reduction to the model class is almost straightforward, and re-
quires little effort when we switch from one functional inequality to another;
• it applies to CDDb(K,N,D) conditions with parameters K ∈ R, N ∈ (−∞,0]∪[max(2, n),∞] and D ∈ (0,∞]; since it does not rely on eigenfunctions, it is
not restricted to compact manifolds (i.e. D < ∞), as in the previous works of
[8, 61,87,115] et al.
These observations justify the lengthy discussion of Chapter 3.
2. Our first major application of the method was in proving sharp lower bounds on the
Poincaré constant of manifolds which satisfy CDDb(K,N,D). Our most important
contribution was filling the gap concerning the range N ∈ (−∞,0]. We gave a com-
plete characterization of the sharp lower bound on the Poincaré constant, assuming
CDDb(K,N,D) conditions with N in this range. In addition we also showed how
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the Poincaré constant of the classMM[K,N,D](R) depends monotonically on the slope
parameter h. Our study showed that while for N ∈ (−∞,−1) the dependence is
similar to the previously studied range of 1 ≠ N ∈ [n,∞], in the range N ∈ (−1,0] it
is reversed, and hence the characterization of the sharp lower bound is of completely
different nature.
3. Following a similar approach we also made a small contribution to the p-Poincaré
functional inequality. We showed that (under a certain technical assumption) the
derivation of Naber and Valtorta of a sharp lower bound for the p-Poincaré constant,
under CDDb(K,N,D) with K ≤ 0, N = n and D < ∞, can be extended with
minor efforts to K ∈ R, N ∈ [max(2, n),∞] and D ∈ (0,∞]. As for the Poincaré
constant, we showed that the p-Poincaré constant of the classMM[K,N,D](R) depends
monotonically on the slope parameter h.
4. Lastly, we expressed, up to numeric constants, the sharp lower bound on the log-
Sobolev constant of a CWRM which satisfies CDDb(K,∞,D); moreover, we showed
that up to numeric constants it is equivalent to the sharp bound we found for the
Poincaré constant of a CWRM which satisfies CDDb(K,∞,D).
Our general study of the log-Sobolev constant of the class PM[K,N,D](R) showed that
for almost all members of the class, but those which are symmetric w.r.t. the center
of their support, the log-Sobolev constant is attained. This observation paves the
way for an alternative approach for the characterization of the sharp lower bound on
the log-Sobolev constant, via the Euler-Lagrange equations; such an approach can
lead to characterization of the sharp lower bound on the log-Sobolev not just up to
numeric constants.
150
Bibliography
[1] C. D. Aliprantis and K. C. Border, Infinite-dimensional analysis, A hitchhiker’s guide, 2nd ed.,
Springer, 1999.
[2] K. Bacher, On Borell-Brascamp-Lieb inequalities on metric measure spaces, Potential Anal. 33
(2010), no. 1, 1–15.
[3] K. Bacher and K.-T. Sturm, Localization and tensorization properties of the curvature-dimension
condition for metric measure spaces, J. Funct. Anal. 259 (2010), no. 1, 28–56.
[4] D. Bakry, L’hypercontractivité et son utilisation en théorie des semigroupes, Lectures on probability
theory (Saint-Flour, 1992), Lecture Notes in Math., vol. 1581, Springer, 1994, pp. 1–114 (French).
[5] D. Bakry and M. Émery, Diffusions hypercontractives, Séminaire de probabilités, XIX, 1983/84,
Lecture Notes in Math., vol. 1123, Springer, 1985, pp. 177–206 (French).
[6] D. Bakry, I. Gentil, and M. Ledoux, Analysis and geometry of Markov diffusion operators,
Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sci-
ences], vol. 348, Springer, 2014.
[7] F. Barthe, Y. Ma, and Z. Zhang, Logarithmic Sobolev inequalities for harmonic measures on spheres,
J. Math. Pures Appl. (9) 102 (2014), no. 1, 234–248.
[8] D. Bakry and Z. Qian, Some new results on eigenvectors via dimension, diameter, and Ricci curva-
ture, Adv. Math. 155 (2000), no. 1, 98–153.
[9] F. Barthe and C. Roberto, Sobolev inequalities for probability measures on the real line, Studia Math.
159 (2003), no. 3, 481–497. Dedicated to Professor Aleksander Pełczyński on the occasion of his
70th birthday.
[10] A. Barvinok, A course in convexity, Graduate Studies in Mathematics, vol. 54, American Mathe-
matical Society, 2002.
[11] V. Bayle, Propriétés de concavité du profil isopérimétrique et applications, Thése de doctorat dirigée
par Besson, Gérard Mathématiques Université Joseph Fourier, 2003 (French).
[12] P. Binding and P. Drábek, Sturm-Liouville theory for the p-Laplacian, Studia Sci. Math. Hungar.
40 (2003), no. 4, 375–396.
[13] G. Birkhoff and G.-C. Rota, Ordinary differential equations, 4th ed., John Wiley & Sons, Inc., 1989.
[14] R. L. Bishop, Infinitesimal convexity implies local convexity, Indiana Univ. Math. J. 24 (1974/75),
169–172.
[15] C. Borell, Convex measures on locally convex spaces, Ark. Mat. 12 (1974), 239–252.
[16] , Convex set functions in d-space, Period. Math. Hungar. 6 (1975), no. 2, 111–136.
[17] , Geometric properties of some familiar diffusions in Rn, Ann. Probab. 21 (1993), no. 1,
482–489.
[18] S. G. Bobkov, Extremal properties of half-spaces for log-concave distributions, Ann. Probab. 24
(1996), no. 1, 35–48.
[19] , Large deviations and isoperimetry over convex probability measures with heavy tails, Elec-
tron. J. Probab. 12 (2007), 1072–1100.
[20] S. G. Bobkov and F. Götze, Exponential integrability and transportation cost related to logarithmic
Sobolev inequalities, J. Funct. Anal. 163 (1999), no. 1, 1–28.
[21] S. G. Bobkov and M. Ledoux, Weighted Poincaré-type inequalities for Cauchy and other convex
measures, Ann. Probab. 37 (2009), no. 2, 403–427.
151
[22] N. Bourbaki, Topological vector spaces. Chapters 1–5, Elements of Mathematics (Berlin), Springer,
1987. Translated from the French by H. G. Eggleston and S. Madan.
[23] H. J. Brascamp and E. H. Lieb, On extensions of the Brunn-Minkowski and Prékopa-Leindler the-
orems, including inequalities for log concave functions, and with an application to the diffusion
equation, J. Functional Analysis 22 (1976), no. 4, 366–389.
[24] S. Brazitikos, A. Giannopoulos, P. Valettas, and B.-H. Vritsiou, Geometry of isotropic convex bodies,
Mathematical Surveys and Monographs, vol. 196, American Mathematical Society, 2014.
[25] P. Buser, A note on the isoperimetric constant, Ann. Sci. École Norm. Sup. (4) 15 (1982), no. 2,
213–230.
[26] L. A. Caffarelli, M. Feldman, and R. J. McCann, Constructing optimal maps for Monge’s transport
problem as a limit of strictly convex costs, J. Amer. Math. Soc. 15 (2002), no. 1, 1–26.
[27] F. Cavalletti, An overview of L1 optimal transportation on metric measure spaces, Measure theory
in non-smooth spaces, Partial Differ. Equ. Meas. Theory, De Gruyter Open, 2017, pp. 98–144.
[28] F. Cavalletti and E. Milman, The Globalization Theorem for the Curvature Dimension Condition,
arXiv e-prints (2016), available at 1612.07623.
[29] F. Cavalletti and A. Mondino, Sharp geometric and functional inequalities in metric measure spaces
with lower Ricci curvature bounds, Geom. Topol. 21 (2017), no. 1, 603–645.
[30] I. Chavel, Riemannian geometry—a modern introduction, Cambridge Tracts in Mathematics,
vol. 108, Cambridge University Press, 1993.
[31] J. Cheeger, A lower bound for the smallest eigenvalue of the Laplacian, Problems in analysis (Papers
dedicated to Salomon Bochner, 1969), Princeton Univ. Press, 1970, pp. 195–199.
[32] M. Chen, Eigenvalues, inequalities, and ergodic theory, Probability and its Applications, Springer,
2005.
[33] , Explicit bounds of the first eigenvalue, Sci. China Ser. A 43 (2000), no. 10, 1051–1059.
[34] M. Chen, E. Scacciatelli, and L. Yao, Linear approximation of the first eigenvalue on compact man-
ifolds, Sci. China Ser. A 45 (2002), no. 4, 450–461.
[35] M. Chen and F. Wang, General formula for lower bound of the first eigenvalue on Riemannian
manifolds, Sci. China Ser. A 40 (1997), no. 4, 384–394.
[36] M. Dauge and B. Helffer, Eigenvalues variation. I. Neumann problem for Sturm-Liouville operators,
J. Differential Equations 104 (1993), no. 2, 243–262.
[37] O. Došlý and P. Řehák, Half-linear differential equations, North-Holland Mathematics Studies,
vol. 202, Elsevier Science, 2005.
[38] P. Drábek and K. Kuliev, Half-linear Sturm-Liouville problem with weights, Bull. Belg. Math. Soc.
Simon Stevin 19 (2012), no. 1, 107–119.
[39] L. C. Evans, Partial differential equations and Monge-Kantorovich mass transfer, Current develop-
ments in mathematics, 1997 (Cambridge, MA), Int. Press, 1999, pp. 65–126.
[40] , Partial differential equations, 2nd ed., Graduate Studies in Mathematics, vol. 19, American
Mathematical Society, 2010.
[41] L. C. Evans and R. F. Gariepy, Measure theory and fine properties of functions, Revised edition,
Textbooks in Mathematics, CRC Press, Boca Raton, FL, 2015.
[42] M. Fradelizi and O. Guédon, The extreme points of subsets of s-concave probabilities and a geometric
localization theorem, Discrete Comput. Geom. 31 (2004), no. 2, 327–335.
[43] R. J. Gardner, The Brunn-Minkowski inequality, Bull. Amer. Math. Soc. (N.S.) 39 (2002), no. 3,
355–405.
[44] W. Ghang, Z. Martin, and S. Waruhiu, The sharp log-Sobolev inequality on a compact interval,
Involve 7 (2014), no. 2, 181–186.
[45] P. Girg and L. Kotrla, Differentiability properties of p-trigonometric functions, Proceedings of the
Variational and Topological Methods: Theory, Applications, Numerical Simulations, and Open Prob-
lems, Electron. J. Differ. Equ. Conf., vol. 21, Texas State Univ., 2014, pp. 101–127.
[46] M. Gromov and V. D. Milman, Generalization of the spherical isoperimetric inequality to uniformly
convex Banach spaces, Compositio Math. 62 (1987), no. 3, 263–282.
[47] L. Gross, Logarithmic Sobolev inequalities, Amer. J. Math. 97 (1975), no. 4, 1061–1083.
152
[48] G. H. Hardy, J. E. Littlewood, and G. Pólya, Inequalities, Cambridge Mathematical Library, Cam-
bridge University Press, 1988. Reprint of the 1952 edition.
[49] E. Heintze and H. Karcher, A general comparison theorem with applications to volume estimates for
submanifolds, Ann. Sci. École Norm. Sup. (4) 11 (1978), no. 4, 451–470.
[50] R. Holley and D. Stroock, Logarithmic Sobolev inequalities and stochastic Ising models, J. Statist.
Phys. 46 (1987), no. 5-6, 1159–1194.
[51] R. B. Holmes, Geometric functional analysis and its applications, Springer, 1975. Graduate Texts
in Mathematics, No. 24.
[52] R. Kannan, L. Lovász, and M. Simonovits, Isoperimetric problems for convex bodies and a localization
lemma, Discrete Comput. Geom. 13 (1995), no. 3-4, 541–559.
[53] L. V. Kantorovich and G. P. Akilov, Functional Analysis, Elsevier Science, 2016.
[54] S. Kawai and N. Nakauchi, The first eigenvalue of the p-Laplacian on a compact Riemannian man-
ifold, Nonlinear Anal. 55 (2003), no. 1-2, 33–46.
[55] B. Klartag, Needle decompositions in Riemannian geometry, Mem. Amer. Math. Soc. 249 (2017),
no. 1180.
[56] A. Klenke, Probability theory, A comprehensive course, Translation from the German edition, Uni-
versitext, Springer, 2014.
[57] A. V. Kolesnikov and E. Milman, Riemannian metrics on convex sets with applications to Poincaré
and log-Sobolev inequalities, Calc. Var. Partial Differential Equations 55 (2016), no. 4, Art. 77, 36.
[58] , Brascamp-Lieb-type inequalities on weighted Riemannian manifolds with boundary, J. Geom.
Anal. 27 (2017), no. 2, 1680–1702.
[59] , Poincaré and Brunn-Minkowski inequalities on the boundary of weighted Riemannian man-
ifolds, Amer. J. Math. 140 (2018), no. 5, 1147–1185.
[60] Q. Kong and A. Zettl, Eigenvalues of regular Sturm-Liouville problems, J. Differential Equations
131 (1996), no. 1, 1–19.
[61] P. Kröger, On the spectral gap for compact manifolds, J. Differential Geom. 36 (1992), no. 2, 315–330.
[62] T. Kusano and M. Naito, Sturm-Liouville eigenvalue problems for half-linear ordinary differential
equations, Su¯rikaisekikenkyu¯sho Kokyu¯roku 1083 (1999), 32–43.
[63] T. Kusano, M. Naito, and T. Tanigawa, Second-order half-linear eigenvalue problems, Fukuoka Univ.
Sci. Rep. 27 (1997), no. 1, 1–7.
[64] A. Lichnerowicz, Géométrie des groupes de transformations, Travaux et Recherches Mathématiques,
III. Dunod, Paris, 1958 (French).
[65] , Variétés riemanniennes à tenseur C non négatif, C. R. Acad. Sci. Paris Sér. A-B 271 (1970),
650–653 (French).
[66] , Variétés kählériennes à première classe de Chern non negative et variétés riemanniennes à
courbure de Ricci généralisée non negative, J. Differential Geometry 6 (1971/72), 47–94 (French).
[67] M. Ledoux, On an integral criterion for hypercontractivity of diffusion semigroups and extremal
functions, J. Funct. Anal. 105 (1992), no. 2, 444–465.
[68] , The concentration of measure phenomenon, Mathematical Surveys and Monographs, vol. 89,
American Mathematical Society, 2001.
[69] , Spectral gap, logarithmic Sobolev constant, and geometric bounds, Surveys in differential
geometry. Vol. IX, Surv. Differ. Geom., vol. 9, Int. Press, 2004, pp. 219–240.
[70] L. Leindler, On a certain converse of Hölder’s inequality. II, Acta Sci. Math. 33 (1972), no. 3-4,
217–223.
[71] P. Li and S. T. Yau, Estimates of eigenvalues of a compact Riemannian manifold, Geometry of
the Laplace operator (Proc. Sympos. Pure Math., Univ. Hawaii, 1979), Proc. Sympos. Pure Math.,
XXXVI, Amer. Math. Soc., 1980, pp. 205–239.
[72] E. H. Lieb and M. Loss, Analysis, 2nd ed., Graduate Studies in Mathematics, vol. 14, American
Mathematical Society, 2001.
[73] P. Lindqvist, Notes on the p-Laplace equation, Report. University of Jyväskylä Department of Math-
ematics and Statistics, vol. 102, University of Jyväskylä, 2006.
153
[74] J. Lott and C. Villani, Ricci curvature for metric-measure spaces via optimal transport, Ann. of
Math. (2) 169 (2009), no. 3, 903–991.
[75] L. Lovász and M. Simonovits, Random walks in a convex body and an improved volume algorithm,
Random Structures Algorithms 4 (1993), no. 4, 359–412.
[76] A.-M. Matei, First eigenvalue for the p-Laplace operator, Nonlinear Anal. 39 (2000), no. 8, Ser. A:
Theory Methods, 1051–1068.
[77] V. G. Maz′ja, Classes of domains and imbedding theorems for function spaces, Soviet Math. Dokl.
1 (1960), 882–885 (Russian).
[78] , p-conductivity and theorems on imbedding certain functional spaces into a C-space, Dokl.
Akad. Nauk SSSR 140 (1961), 299–302 (Russian).
[79] , The negative spectrum of the higher-dimensional Schrödinger operator, Dokl. Akad. Nauk
SSSR 144 (1962), 721–722 (Russian).
[80] G. Meng, P. Yan, and M. Zhang, Spectrum of one-dimensional p-Laplacian with an indefinite inte-
grable weight, Mediterr. J. Math. 7 (2010), no. 2, 225–248.
[81] E. Milman, On the role of convexity in isoperimetry, spectral gap and concentration, Inventiones
Mathematicae 177 (2009), no. 1, 1–43.
[82] , Sharp isoperimetric inequalities and model spaces for the curvature-dimension-diameter
condition, J. Eur. Math. Soc. (JEMS) 17 (2015), no. 5, 1041–1078.
[83] , Beyond traditional curvature-dimension I: new model spaces for isoperimetric and concen-
tration inequalities in negative dimension, Trans. Amer. Math. Soc. 369 (2017), no. 5, 3605–3637.
[84] , Harmonic measures on the sphere via curvature-dimension, Ann. Fac. Sci. Toulouse Math.
(6) 26 (2017), no. 2, 437–449.
[85] F. Morgan, Manifolds with density, Notices Amer. Math. Soc. 52 (2005), no. 8, 853–858.
[86] B. Muckenhoupt, Hardy’s inequality with weights, Studia Math. 44 (1972), 31–38. Collection of
articles honoring the completion by Antoni Zygmund of 50 years of scientific activity, I.
[87] A. Naber and D. Valtorta, Sharp estimates on the first eigenvalue of the p-Laplacian with negative
Ricci lower bound, Math. Z. 277 (2014), no. 3-4, 867–891.
[88] E. Nelson, The free Markoff field, J. Functional Analysis 12 (1973), 211–227.
[89] S.-i. Ohta, (K,N)-convexity and the curvature-dimension condition for negative N , J. Geom. Anal.
26 (2016), no. 3, 2067–2096.
[90] , Needle decompositions and isoperimetric inequalities in Finsler geometry, J. Math. Soc.
Japan 70 (2018), no. 2, 651–693.
[91] , Ricci curvature, entropy, and optimal transport, Optimal transportation, London Math.
Soc. Lecture Note Ser., vol. 413, Cambridge Univ. Press, Cambridge, 2014, pp. 145–199.
[92] S.-i. Ohta and A. Takatsu, Displacement convexity of generalized relative entropies, Adv. Math. 228
(2011), no. 3, 1742–1787.
[93] L. E. Payne and H. F. Weinberger, An optimal Poincaré inequality for convex domains, Arch. Ra-
tional Mech. Anal. 5 (1960), 286–292.
[94] R. R. Phelps, Lectures on Choquet’s theorem, 2nd ed., Lecture Notes in Mathematics, vol. 1757,
Springer, 2001.
[95] M. Picone, Sui valori eccezionali di un parametro da cui dipende un’equazione differenziale lineare
ordinaria del second’ordine, Ann. Scuola Norm. Sup. Pisa Cl. Sci. 11 (1910), 144 (Italian).
[96] Y. Pinchover and J. Rubinstein, An introduction to partial differential equations, Cambridge Uni-
versity Press, 2005.
[97] A. Prékopa, Logarithmic concave measures with application to stochastic programming, Acta Sci.
Math. 32 (1971), 301–316.
[98] , On logarithmic concave measures and functions, Acta Sci. Math. 34 (1973), 335–343.
[99] W. Reichel and W. Walter, Sturm-Liouville type problems for the p-Laplacian under asymptotic
non-resonance conditions, J. Differential Equations 156 (1999), no. 1, 50–70.
[100] O. S. Rothaus, Lower bounds for eigenvalues of regular Sturm-Liouville operators and the logarithmic
Sobolev inequality, Duke Math. J. 45 (1978), no. 2, 351–362.
154
[101] , Logarithmic Sobolev inequalities and the spectrum of Sturm-Liouville operators, J. Funct.
Anal. 39 (1980), no. 1, 42–56.
[102] , Logarithmic Sobolev inequalities and the spectrum of Schrödinger operators, J. Funct. Anal.
42 (1981), no. 1, 110–120.
[103] , Diffusion on compact Riemannian manifolds and logarithmic Sobolev inequalities, J. Funct.
Anal. 42 (1981), no. 1, 102–109.
[104] , Hypercontractivity and the Bakry-Emery criterion for compact Lie groups, J. Funct. Anal.
65 (1986), no. 3, 358–367.
[105] , Sharp log-Sobolev inequalities, Proc. Amer. Math. Soc. 126 (1998), no. 10, 2903–2904.
[106] H. L. Royden, Real analysis, 2ed., The Macmillan Co., 1968.
[107] W. Rudin, Real and complex analysis, 3rd ed., McGraw-Hill Book Co., 1987.
[108] L. Saloff-Coste, Convergence to equilibrium and logarithmic Sobolev constant on manifolds with Ricci
curvature bounded below, Colloq. Math. 67 (1994), no. 1, 109–121.
[109] T. C. Sideris, Ordinary differential equations and dynamical systems, Atlantis Studies in Differential
Equations, vol. 2, Atlantis Press, 2013.
[110] R. S. Strichartz, Analysis of the Laplacian on the complete Riemannian manifold, J. Funct. Anal.
52 (1983), no. 1, 48–79.
[111] K.-T. Sturm, Generalized Ricci bounds and convergence of metric measure spaces, C. R. Math. Acad.
Sci. Paris 340 (2005), no. 3, 235–238.
[112] , On the geometry of metric measure spaces. I, Acta Math. 196 (2006), no. 1, 65–131.
[113] , On the geometry of metric measure spaces. II, Acta Math. 196 (2006), no. 1, 133–177.
[114] M. E. Taylor, Partial differential equations II. Qualitative studies of linear equations, 2nd ed., Ap-
plied Mathematical Sciences, vol. 116, Springer, 2011.
[115] D. Valtorta, Sharp estimate on the first eigenvalue of the p-Laplacian, Nonlinear Anal. 75 (2012),
no. 13, 4974–4994.
[116] C. Villani, Optimal transport: old and new, Grundlehren der mathematischen Wissenschaften,
vol. 338, Springer, 2009.
[117] M.-K. von Renesse and K.-T. Sturm, Transport inequalities, gradient estimates, entropy, and Ricci
curvature, Comm. Pure Appl. Math. 58 (2005), no. 7, 923–940.
[118] F.-Y. Wang, Harnack inequalities for log-Sobolev functions and estimates of log-Sobolev constants,
Ann. Probab. 27 (1999), no. 2, 653–663.
[119] , Logarithmic Sobolev inequalities on noncompact Riemannian manifolds, Probab. Theory
Related Fields 109 (1997), no. 3, 417–424.
[120] F. B. Weissler, Logarithmic Sobolev inequalities and hypercontractive estimates on the circle, J.
Funct. Anal. 37 (1980), no. 2, 218–234.
[121] A. Zettl, Sturm-Liouville theory, Mathematical Surveys and Monographs, vol. 121, American Math-
ematical Society, 2005.
[122] H. Zhang, Lower bounds for the first eigenvalue of the p-Laplace operator on compact manifolds with
nonnegative Ricci curvature, Adv. Geom. 7 (2007), no. 1, 145–155.
[123] J. Q. Zhong and H. C. Yang, On the estimate of the first eigenvalue of a compact Riemannian
manifold, Sci. Sinica Ser. A 27 (1984), no. 12, 1265–1273.
[124] R. J. Zimmer, Essential results of functional analysis, Chicago Lectures in Mathematics, University
of Chicago Press, 1990.
155
  
 
 
 
 
 
 
 
 
שוויונים פונקציונליים על יריעות רימניות -אי
 מימד'-ממושקלות תחת תנאי 'עקמומיות
 חיבור על מחקר
 לשם מילוי חלקי של הדרישות לקבלת תואר דוקטור לפילוסופיה
 
 
 הוגש על ידי: ערן קלדרון
 
 
 
 
 
 
 , חיפהמכון טכנולוגי לישראל –הוגש לסנט הטכניון 
 8102 נובמבר ט,תשע״'ה כסליו
 
 
 
 
 
 
651
  
 
 
 
 
 למתמטיקה בטכניון. , בפקולטה עמנואל מילמןהמחקר בוצע בהנחייתו של פרופ. 
 
 
 
 תודות
 
 .טכניון על התמיכה הנדיבה במשך השתלמותיקרן משפחת קראון ולאני מודה ל
 
 CREהמחקר שהוביל לתוצאות שבעבודה זאת הינו חלק מפרוייקט אשר קיבל מימון מקרן 
  ).158736של האיחוד האירופי (הסכם קרן מספר  0202  noziroHבמסגרת תכנית 
 
ברצוני להביע הערכתי הכנה לפרופ' עמנואל מילמן על שהיה המדריך המקצועי שלי. בפרט, 
העצות המועילות שהועלו בשיחות מקצועיות, על הביקורת על החשיפה לנושא מעניין, על 
גדול בחינה והגהה של התזה, אשר הביאו לשיפור משמעותי שלה. היה זה כבוד על הבונה ו
 להיות סטודנט שלו. עבורי 
ביע הערכתי הכנה למשפחתי האהובה, אשר הייתה לצידי בכל מקום ובכל מעל הכל אני מ
 עת.
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 תקציר
סובולב, על -חדים חדשים מסוג פואנקרה או לוג םפונקציונליייונים שוו-בעבודה זאת אנו מקבלים אי
חסומה  N-עם פרמטר מימד מוכלליריעות רימניות ממושקלות, אשר עקמומיות ריצ'י המוכללת שלהם 
. כאשר הנ"ל מתקיימים אנו אומרים 0>Dחסום על ידי  ן, והקוטר שלהKמלמטה על ידי קבוע 
 .)D,N,K(DDCבקיצור , או קוטר-מימד-יריעה מקיימת תנאי עקמומיותשה
 
. Kחסומה על ידי קבוע ההתנאי האמור לעיל מכליל התנאי המוכר יותר של עקמומיות ריצ'י (הרגילה) 
תוצאות מוכרות על יריעות רימניות עם שפע מסתבר כי ההכללה הנ"ל מביאה להכללות של 
 ובפרט ובדגש בעבודה זאת, אנ ;יריעות רימניות ממושקלותעקמומיות ריצ'י חסומה מלמטה, ל
המידה, אשר באופן כללי בהן מתגלמת אינטרקציה בין  מקבלים הכללות של תוצאות אנליטיות
עם עקמומיות שאינה אשר באופן כללי  ,הגיאומטריה צפיפותה רחוקה מלהיות טריווילית, לבין
 . טריוויאלית
 
הוכח אי כאשר המוקדמות,  06-וריה המתחילה כבר בשנות הלשיטה בה אנו משתמשים יש היסט
ד על גופים קמורים במרחב אוקלידי. בשיטה המכונה 'לוקליזציה' נעשתה רדוקציה שוויון פואנקרה ח
, אשר ניתן לאפיינה כבעיית 1מימדי, לבעיה במימד  n, של גוף קמור של הבעיה המקורית
אשר הובילו של הגוף מספר אינסופי של חיתוכים  הסתמכה על ביצוע. הוכחת הרדוקציה אופטימיזציה
במרחב שיטה זאת הייתה מאוד מוגבלת לגופים  ברם, . 1גופים ממימד מספר אינסופי של בגבול ל
  אוקלידי, שכן באופן כללי אין דרך טבעית להגדיר איטרטיבית החיתוכים על יריעות רימניות כלליות. 
 
המאפשר הכללה של ,  הקרוי משפט ה'לוקליזציה' ,ידי ב. קלרטג על משפטפותח לאחרונה 
המשפט של קוטר. -מימד-הרדוקציה הנ"ל ליריעות ממושקלות כלליות המקיימות תנאי עקמומיות
, ומביא לפירוק של מידת היריעה )tropsnart lamitpo( קלרטג מתבסס על טכניקות 'שינוע אופטימלי'
מביא לרדוקצית הבעיה  הפירוק הזהשל היריעה.  ים גאודזייםלמידות שוליות הנתמכות על עקומ
על מחלקה של מידות בעלות  מינימיזציה , לבעיית על היריעה שוויון-איהוכחת ה מימדית של-הרב
 מימדי. -תומך חד
 
. Rבעיית האופטימיזציה כוללת מינימיזציה על משפחה אינסופית של פונקציות ומידות הנתמכות על 
אנו מפתחים שיטה המשלימה את העבודה של קלרטג,  באופן כללי,  המינימיזציהית לשם פתרון בעי
מחלקה של מידות מסוג -ומביאה לרדוקציה של בעיית האופטימיזציה לבעיה פשוטה יותר, מעל תת
. הרדוקציה לתת מחלקה  של מידות מסוג 'מודל' מתקבלת כתוצאה של תהליך בנייה מורכב 'מודל'
סינתטית', המכילה את משפחת המידות המתקבלות ממשפט הלוקליזציה, של מחלקת מידות  '
קבוצה של מרחב המידות החדש; על ידי שימוש -ואיפיון של הנקודות האקסטרימליות בתוך תת
בטכניקות מוכרות של אנליזה פונקציונלית אנו מסיקים כי המינימום, כלומר פתרון בעיית 
, מתקבל על שוויון הנדון-ת החסם האופטימלי המתאים לאיהמהווה פתרון בעיית מציא האופטימיזציה
, אשר מסתבר שהן מסוג 'מודל' (תת מחלקה של מחלקת קבוצה-של התת נקודות אקסטרימליות
 .)המידות המקורית של משפט הלוקליזציה
; היא ניתנת בלבד שוויונים שצויינו-לאי מצטמצמתאינה הינה כללית, ורדוקציה זו חשוב לציין כי 
מסוגים שונים מאלו שצויינו  םפונקציונליישוויונים -ליישום לקבלת הקבועים החדים המאפיינים אי
 . לעיל
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 המשלימות את  ,הוק-על ידי שימוש בטכניקות אנליטיות אדבשלושת הפרקים האחרונים של העבודה, 
פואנקרה, -pהנלוות לקבוע פואנקרה,  המינימיזציהבעיות את אנו פותרים מסקנות השיטה שפותחה, 
  :באופן יותר ספציפימימד' מסויימים. -סובולב, תחת תנאי 'עקמומיות-ולוג
 
 אנו מקבלים חסמים חדים לקבוע פואנקרה על יריעות רימניות ממושקלות המקיימות  .1
יקרית היא מציאת חסם חד על קבוע פואנקרה עבור ערכי כאשר התוצאה הע  ,)D,N,K(DDC
של קבוע פואנקרה  1-שליליים, וכן משפט על תלות מונוטונית במימד Nפרמטר מימד מוכלל 
של משפחת מידות ה'מודל' בפרמטר השיפוע (דבר שיובהר בגוף העבודה).  באופן לא צפוי, 
תחום של -אנומלית בתת הפתרון לבעית אפיון הקבוע פואנקרה החד חושף התנהגות
 פרמטר המימד (המוכלל), מה שמצביע על תופעה חדשה.
 
 
 פואנקרה על יריעות רימניות ממושקלות המקיימות-pאנו מקבלים חסמים חדים לקבוע  .2
פואנקרה החד עבור ערכי -pקבוע חסם , כאשר התוצאה העיקרית היא מציאת )D,N,K(DDC 
של קבוע  1-וכן משפט על תלות מונוטונית במימד ,כלשהו K-ו חיוביים Nפרמטר מימד מוכלל 
 .השיפועפואנקרה של משפחת מידות ה'מודל' בפרמטר -p
 
 
ל שסובולב -תחתון החד על קבוע לוגהאנו מקבלים עד כדי קבועים נומריים את החסם  .3
, ומסיקים שבתנאים אלו החסם החד )D,∞,K(DDC  ימותיריעות רימניות ממושקלות המקי
 על קבוע פואנקרה. התחתון החד לקבוע לוג סובולב שקול לחסם 
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