A homogeneous polynomial p(x) is hyperbolic with respect to a given vector d if the real polynomial t 7 ! p(x + td) has all real roots for all vectors x. We show that any symmetric convex function of these roots is a convex function of x, generalizing a fundamental result of G arding. Consequently we are able to prove a number of deep results about hyperbolic polynomials with ease. In particular, our result subsumes Davis's characterization of convex functions of the eigenvalues of Hermitian matrices, and von Neumann's classical result on unitarily invariant matrix norms. We then develop various convex-analytic tools for such symmetric functions, of interest in interior-point methods for optimization problems posed over related cones.
Introduction
A beautiful result of Davis 6] states that for any symmetric convex function f on R n , the function Z 2 S n 7 ! f( (Z)) (1) is convex. We call a function symmetric if it is invariant under permutations of its arguments. For any matrix Z in S n , the space of n n real symmetric matrices, the vector (Z) has components the eigenvalues of Z, arranged in decreasing order. This convexity theorem has a strong resemblance to a famous result of von Neumann 31] , characterizing unitarily invariant matrix norms as symmetric gauge functions of the singular values. Indeed, the analogy is not accidental: the paper 19] develops an axiomatic framework subsuming both models, and at a more sophisticated level, both results follow quickly from the Kostant convexity theorem in semisimple Lie theory 20]. The work we describe in this current paper also concerns the above type of convexity result, but with a very di erent and remarkably simple approach. To illustrate the key idea, consider the determinant as a function on S n . This function is a homogeneous polynomial which is hyperbolic with respect to the identity matrix I: that is, the real polynomial t 2 R 7 ! det(Z ? tI) has all real roots, namely the eigenvalues i (Z). The properties of such polynomials play a signi cant role in the partial di erential equations literature (see for example 13])), but we use just one, central result, due to G arding 8]: the largest root 1 ( ) is always a convex function. Working from G arding's result, we show, just like Davis's theorem, that any symmetric convex function of the roots i ( ) is convex. The richness of the class of hyperbolic polynomials then allows us to derive many elegant (and often classical) inequalities in a uni ed fashion. Examples include beautiful properties of the elementary symmetric functions. One particular hyperbolic polynomial leads back to von Neumann's result. The second half of this paper is convex-analytic in character. Functions of the form (1) are fundamental in eigenvalue optimization and semide nite programming 22] . They have an attractive duality theory: the Fenchel conjugate of the function (1) is described elegantly by the formula (f ) = f 18] . Analogously, von Neumann proved a similar result for unitarily invariant norms, useful in matrix approximation problems 14] . Hyperbolic polynomials o er a a unifying framework in which to study such convexity and duality results. They also have potential application in modern interior point methodology. Associated with any hyperbolic polynomial comes a closed convex hyperbolicity cone which, with the above notation, we can write fZ : i (Z) 0 8ig:
For example, in the symmetric matrix case this is simply the cone of positive semide nite matrices. G uler has shown how optimization problems over such cones are good candidates for interior point algorithms analogous to the dramatically successful techniques current in semide nite programming 10]. With these aims in mind, we develop an attractive duality theory and convexanalytic tools for symmetric convex functions of the roots associated with general hyperbolic polynomials.
Notation
We write R m ++ (resp. R m + ) for the set fu 2 R m : u i > 0; 8ig (resp. fu 2 R m : u i 0; 8ig. The closure (resp. boundary, convex hull, linear span) of a set S is denoted cl S (resp. bd S, conv S, span S). A cone is a nonempty set that contains every nonnegative multiple of all its members. If u 2 R m , then u # is the vector u with its coordinates arranged decreasingly; also, U # := 
and assume without loss of generality that 1 Proof. This is essentially Rolle's theorem; see also 8, Lemma 1].
The following property of the eigenvalues is well-known ( 8, Equation (2) Fact 2.13 For every x 2 X and all t 2 R, Since each E k is symmetric, the result now follows from Fact 2.13.
An inequality in elementary symmetric functions
The following inequality was discovered independently by McLeod 26] Proof. For simplicity, writep for q .
Step 1 :p is a polynomial on X. Altogether,p(x) = q( (x)) is a polynomial on X.
Step 2 :p is homogeneous of degree n. Since q is symmetric and homogeneous, and in view of Fact 2.5, we obtaiñ p(tx) = q( (tx)) = t np (x), for all t 2 R and every x 2 X.
Step 3 :p(d) 6 = 0. Again using Fact 2.5, we havep(d) = q( (d)) = q(e) 6 = 0.
Step 4 :p is hyperbolic with respect to d.
Using once more Fact 2.5, we write for every x 2 X and all t 2 R:
The next example is easy to check. Then q is a homogeneous symmetric polynomial on R m of degree ? m k , hyperbolic with respect to e, and its eigenvalues are f 1 k P k l=1 u i l : 1 i 1 < i 2 < < i k mg. In particular, the largest eigenvalue of q is the arithmetic mean of the k largest components of u.
We now present our main result, the generalization of Theorem 2.6: the sum of the largest eigenvalues is sublinear. This readily implies Lipschitzness of the eigenvalue map. The inequality follows. The condition for equality follows from the condition for equality in the Cauchy-Schwarz inequality.
(ii): The condition is equivalent to (i). 
Facts 2.5 and 2.13 imply that k k 2 is a homogeneous polynomial of degree 2 on X. Since k k 0 and p is complete, the result now follows from the Polarization Identity. Proof. Fix 2 (0; 1), x; y 2 X and set := 1 ? . Suppose that (f )( x + y) = (f )(x) + (f )(y). We have to show that x = y. Using Theorem 3.7 and convexity of f, we estimate (f )(x) + (f )(y) = (f )( x + y) f( (x) + (y)) (f )(x) + (f )(y); hence equality must hold throughout. By strict convexity of f, we conclude that (x) = (y). We also know that (x)+ (y) = ( x+ y) (otherwise, Theorem 3.7 would imply that the rst displayed inequality is strict, which is a contradiction). Thus (x) = (y) = (x) + (y) = ( x + y). Since is norm preserving, we obtain kxk = kyk = k x+ yk. But k k is induced by an inner product, whence k k 2 is strictly convex. Therefore, x = y and the proof is complete. Theorem 4.5 can be used to recover a recent result by Krylov (see 17, Theorem 6.4.(ii)]). Our proof appears to be more transparent than Krylov's. Since (3; 1; 0) + (?3; ?1; 0) = (3; 0; ?3) 6 2 ran , the set ran is a closed nonconvex cone in R 3 # . In particular, p is not isometric.
Unless stated otherwise, we assume from now on that p is complete, with corresponding inner product h ; i and norm k k.
We chose the name \isometric" because of the equivalent condition (iii) in the following proposition. (ii) max x: (x)=u hx; yi = hu; (y)i, for all u 2 ran and every y 2 X. Now assume that p is isometric and f(P ran u) f(u), for every u 2 (dom f) # . Fix momentarily an arbitrary u 2 R m # . Then, on the one hand, f(P ran u) f(u) (if u 2 (dom f) # , then the inequality follows by assumptions; otherwise, the inequality is trivial). Since ran is a closed convex cone that contains (y) + P ran u, a well-known property of projections yields on the other hand hu ? P ran u; (y)i 0. Altogether, hu; (y)i ? f(u) hP ran u; (y)i ?
f(P ran u). Therefore, using Proposition 5. 
Singular values
Consider the vector space M n;m (of n by m real matrices). We assume m n and denote the singular values of a matrix x in M n;m by 1 where jxj = (jx 1 j; jx 2 j; : : : ; jx n j), and e = (1; 1; : : : ; 1) 2 R 2n . Direct veri cation of the de nition shows that p is isometric and furthermore that Lidskii's theorem holds. Note that the similarities with the previous example are not accidental. It corresponds to the subspace (Diag R n ) R of M n;m R.
Lorentz cone
Let the vector space be X = R n , and the polynomial be 
The degree 2 case
Let the vector space be X = R n . We assume that p(x) is homogeneous polynomial of degree two. 
Antisymmetric tensor powers
Consider the function p(x) = det x on the vector space of n n real symmetric (or Hermitian) matrices, and let q = E k be the elementary symmetric function of order k and p k (x) = E k (x). We saw earlier that p k is a hyperbolic polynomial with respect to the identity matrix I (see Fact 2.13 
