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Tail asymptotis for exponential funtionals of Lévy
proesses: the onvolution equivalent ase
∗
Vítor Rivero
†
Abstrat
We determine the rate of derease of the right tail distribution of the exponential
funtional of a Lévy proess with a onvolution equivalent Lévy measure. Our main
result establishes that it dereases as the right tail of the image under the exponential
funtion of the Lévy measure of the underlying Lévy proess. The method of proof relies
on utuation theory of Lévy proesses and an expliit path-wise representation of the
exponential funtional as the exponential funtional of a bivariate subordinator. Our
tehniques allow us to establish rather general estimates of the measure of the exursions
out from zero for the underlying Lévy proess reeted in its past inmum, whose area
under the exponential of the exursion path exeed a given value.
MSC: 60G51(60F99)
Keywords: Convolution equivalent distributions, Exponential funtionals of Lévy pro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Flu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1 Introdution and main results
Let (ξ,P) be a real valued Lévy proess with harateristi triple (a, σ,Π), a ∈ R, σ ∈ R and
Π a measure over R \{0}, suh that
∫
R \{0}
(x2 ∧ 1)Π(dx) < ∞. The harateristi exponent of
ξ, will be denoted by Ψ,
E
(
eiλξ1
)
= exp {−Ψ(λ)} = exp
{
−
(
iaλ+
λ2σ2
2
+
∫
R \{0}
(
1− eiλx + iλx1{|x|<1}
)
Π(dx)
)}
,
for λ ∈ R . We assume that ξ drifts to −∞, limt→∞ ξt = −∞, P-a.s. Later we will also assume
that ξ has some positive jumps, Π(x,∞) > 0, ∀x > 0, and hene the ase where ξ is the negative
of a subordinator is automatially exluded. For bakground on Lévy proesses see e.g. [1℄, [8℄
and [15℄.
∗
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In this paper we are interested by the asymptoti behavior of the right tail distribution of
the exponential funtional assoiated to the Lévy proess ξ,
I :=
∫ ∞
0
eξsds.
The assumption that ξ drifts towards −∞ implies that I <∞, P-a.s. see e.g. [3℄, Theorem 1.
The exponential funtionals of Lévy proesses have been the subjet of several reent re-
searhes and had found a number of appliations in branhing proesses, omposition strutures,
generalized Ornstein-Uhlenbek proesses, nane, nanial time series, population dynamis,
random algorithms, random media, risk theory, self-similar fragmentation theory, self-similar
Markov proesses theory, to name a few. The thorough review by Bertoin and Yor [3℄, is
an exellent soure of information about exponential funtionals of Lévy proesses and their
appliations.
Finding the distribution of the random variable I is in general a diult problem mainly
beause it is dened in terms of the whole path of the underlying Lévy proess. In fat, in
the literature about the topi we an only nd a few ases where the law of I is expliitly
known, most of whih are enlisted in [3℄. Carmona, Petit and Yor [6℄ proved that for a large
lass of Lévy proesses the law of I admits a smooth density and that it solves an integral-
dierential equation. It an be seen in the disussion and examples in [6℄ that solving suh
equation is a hard task, even for Lévy proesses whose harateristis admit a simple form.
Very reently, Patie [21℄ announed a formula for the distribution of I under the assumption
that the underlying Lévy proess has no-positive jumps. Patie's formula involves an power
series whose oeients are given in terms of the Laplae exponent of ξ.
As it often happens, in many appliations it is enough to have estimates of the right tail
distribution of I, t 7→ P(I > t), as t → ∞. But by the same reasons desribed above these
are not easy to obtain and there is no standard tehnique to attak the problem. This is a
topi that has been studied by Haas [12℄ and Rivero [22℄ in the ase where the underlying
Lévy proess is the negative of a subordinator; by Maulik and Zwart [16℄ under the assumption
that ξ is not the negative of a subordinator and a that the law of ξ1 satises a ondition of
subexponentiality; and by Rivero [23℄ under the assumption that ξ is not the negative of a
subordinator and ξ satises the so-alled Cramér ondition and an integrability ondition. As
the former and latter artiles were one of the motivations of this researh and to loate our
results in the right ontext we will next desribe in more detail the results in [16℄ and [23℄.
In the paper [16℄ it is assumed that ξ satises that
(MZ1) µ = −E(ξ1) ∈ (0,∞),
(MZ2) G(x) := min
{
1,
∫ ∞
x
P(ξ1 > u)du
}
is subexponential, or equivalently that
min
{
1,
∫ ∞
x
Π(u,∞)du
}
is subexponential. (For the denition of subexponential see the forthoming Denition 1.)
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Under the assumptions (MZ1-2) Maulik and Zwart, in their Theorem 4.1, proved that
P(I > t) ∼
1
µ
G(log(t)), t→∞. (1)
Besides, the hypotheses in the paper [23℄ are that
(R1) ξ is not-arithmeti, that is, its state spae is not a subgroup of kZ for any real number k;
(R2) The Cramér ondition is satised, that is, there exists a θ > 0 suh that E(eθξ1) = 1;
(R3) E(ξ+1 e
θξ1) <∞, with a+ = max{a, 0}.
The onditions (R2-3) are satised whenever ξ has no positive jumps. Under the assumptions
(R1-3) the author proved that
P(I > t) ∼ Ct−θ, t→∞, (2)
where C ∈ (0,∞) is a onstant. The identity C = E(I
θ−1)
E(ξ1eθξ1 )
has been obtained in [23℄ under the
assumption that 0 < θ < 1, and later extended in [16℄ to any θ > 0 under the assumption that
−∞ < E(ξ1) < 0. A further formula for the onstant C has been obtained by Patie in [20℄ for
Lévy proesses with no-positive jumps and whih satisfy some assumptions.
An intuition for the latter and former estimates rely on the onjeture that
P(log(I) > t) ∼ cP(sup
s>0
ξs > t), t→∞, (3)
for some onstant c ∈ (0,∞). Whih in turn is based on the heuristi that the large values of I
are due to the large values of exp{sups>0 ξs}. It an be veried that the latter onjeture holds
true under the assumptions in [16℄ and [23℄. Namely, in [16℄ it has been proved diretly that
P(log(I) > t) ∼ P(sup
s>0
ξs > t) ∼
1
µ
G(t), t→∞.
Whereas, under the assumptions (R1-3) Bertoin and Doney [2℄ proved that there exists a
onstant c′ ∈ (0,∞) suh that
lim
t→∞
eθtP(sup
s>0
ξs > t) = c
′.
Hene, the latter estimate together with that one in (2) onrms that under the assumptions
(R1-3) the onjeture (3) is veried.
Our main purpose in this paper is twofold. First, providing an estimate for the right hand tail
distribution of I for a large lass of Lévy proesses that do not satisfy the hypotheses (MZ1-2)
nor (R1-3), namely that of Lévy proesses with a onvolution equivalent Lévy measure. Seond,
exhibiting other ases where the onjeture (3) is veried.
Before stating our main result we need to reall some basi notions.
Denition 1. A distribution funtion G(x) < 1 for all x ∈ R, is said to be onvolution
equivalent or lose to exponential if
3
(a) it has an exponential tail with rate γ ≥ 0, written G ∈ Lγ, viz.
lim
x→∞
G(x− y)
G(x)
= eγy, y ∈ R, G(x) := 1−G(x), x ∈ R;
(b) and the following limit exists
lim
x→∞
G∗2(x)
G(x)
:= 2M <∞,
where as usual G∗2 means G onvoluted with itself twie.
In that ase, we use the notation G ∈ Sγ . If γ = 0, the family S0 is better known as the lass of
subexponential distributions. It is known that M = MG :=
∫
R
eγxdG(x), and that if γ > 0 the
onvergene in (a) holds uniformly over intervals of the form (b,∞) for b ∈ R .
A result by Pakes [17, 18℄, see also [29℄, estabishes that if F is an innitely divisible distri-
bution with Lévy measure ν and
Jν(x) :=
ν[x ∨ 1,∞)
ν[1,∞)
, x ∈ R .
Then we have the following equivalenes
Jν ∈ Sγ ⇐⇒ Jν ∈ Lγ and lim
x→∞
F (x)
ν[x,∞)
= MF ⇐⇒ F ∈ Sγ ,
where by Jν ∈ Sγ we mean the distribution whose right tail equals Jν belongs to Sν . We will
use the notation ν ∈ Sα whenever Jν ∈ Sα. For further bakground on onvolution equivalent
distributions we refer to [17, 18℄, [29℄ and the referene therein.
We will say that a Lévy proess is in Sγ , for some γ ≥ 0, if the law of ξ1 is in Sγ or equivalently
its Lévy measure Π ∈ Sγ . The lass of Lévy proesses having this property has been deeply
studied by Kyprianou, Kluppelberg & Maller [14℄. In Subsetion 2 we will reall some of their
results, but we quote the following result here, as together with our main result will imply that
the onjeture (3) is veried.
Lemma 1 (Kyprianou, Kluppelberg & Maller [14℄). Assume that ξ is not arithmeti, that
ξ ∈ Sα for some α > 0, and E(e
αξ1) < 1. We have that
P(sup
s≥0
ξs > t) ∼
φh(0)
(φh(−α))2
Π(t,∞), t→∞,
where φh denotes the Laplae exponent of the upward ladder height subordinator of ξ.
We have all the elements to state our main result.
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Theorem 1. Assume that ξ is not arithmeti, that ξ ∈ Sα for some α > 0, and E(e
αξ1) < 1.
If 0 < α ≤ 1, we assume furthermore that E(ξ1) ∈ (−∞, 0). We have that
P(I > t) ∼
E(Iα)
−ψ(α)
Π(log(t),∞), t→∞,
where E(Iα) <∞, ψ(α) = log(E(eαξ1)). As a onsequene the distribution of log(I) belongs to
the lass Sα, and the estimate (3) holds.
The proof of this result will be given in the next two setions via a few Lemmas. Our argu-
ments rely on the utuation theory for Lévy proesses and hene we will start the next setion
by introduing some notation and realling some fats from this theory. A key ingredient in our
approah is a path wise representation of the exponential funtional I as the exponential fun-
tional of a bivariate subordinator, (ĥ, Y ), that we haraterize expliitly, viz. I =
∫∞
0
e−ht−dYt.
Suh is the ontent of Lemma 2 and its proof uses exursion theory for the proess ξ reeted
in its past inmum. The Lévy measure of the subordinator Y is the image of the exursion
measure of the proess ξ reeted in its past inmum under the mapping that assoiates to
an exursion path its area under the exponential funtion. Roughly speaking, the forthoming
Lemma 4 will be used in the proof of Theorem 1 to justify that the large values of I ome
from a large jump of Y, in the sense explained in [13℄, and therefore it will be ruial to have
estimates of the right tail of the Lévy measure of Y. These will be obtained by means of the
next result whih an be seen as an analogue of Theorem 1 but for the exponential funtional
of the exursion of a Lévy proess reeted in its past inmum.
Theorem 2. Assume that the hypotheses of Theorem 1 hold. Let n be the measure of the
exursions out from 0 for the Lévy proess ξ reeted in its past inmum, ε be the anonial
proess and ζ its lifetime. The following tail estimate
lim
y→∞
n
(∫ ζ
0
eε(t)dt > y
)
Π(log(y),∞)
=
E(Iα)
φh(−α)
∈ (0,∞),
holds, where φh denotes the Laplae exponent of the upward ladder height subordinator of ξ.
We think that this result is of interest in itself as it reets how the exursions of the
reeted proess mimis the behaviour of the whole proess, and beause in general little is
known about the exursion measure of a Lévy proess reeted. This result is in the same vein
as the one in [9℄ and as in that paper this may lead to a Poisson limit theorem for the number
of exursion paths with large area under the exponential of the exursion, we leave the details
to the interested reader.
The proof of Theorem 2 will be given by means of the Lemma 5. Its proof is quite long and
tehnial, so we onserate most of Setion 3 to it.
The fat that the estimate in Theorem 2 holds raises the question of whether the analogous
result holds under the assumptions in [16℄ or [23℄. The following result answers this question.
Theorem 3. With the same notation as in Theorem 2.
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(i) Assume that the hypotheses (MZ1-2) hold. We have that
lim
y→∞
n
(∫ ζ
0
eε(t)dt > y
)
∫∞
log(y)
Π(x,∞)dx
= 0.
(ii) Assume that the hypotheses (R1-3) hold. We have that
lim
y→∞
yθn
(∫ ζ
0
eε(t)dt > y
)
=
E(Iθ−1)
µ
(θ)
h
,
where µ
(θ)
h = E(h1e
θh1) ∈ (0,∞) and h denotes the upward ladder height proess assoiated
to ξ.
The proof of Theorem 3 will be given in Setion 4.
It is important to observe that the arguments in the proof of Theorem 1 apply, using instead
of the Lemma 5 the result in Theorem 3-(ii), to give an alternative proof to the result in [23℄,
desribed in (2) above.
We nish this introdution by mentioning that an interesting related problem is determining
the behaviour of the distribution t 7→ P(I ≤ t), as t→ 0+ . This has been studied by Pardo [19℄
in the ase where the underlying Lévy proess has no positive jumps and its Laplae exponent
is regularly varying at innity with index β ∈ (1, 2), and by Caballero and Rivero [5℄ in the ase
where the underlying Lévy proess is the negative of a subordinator whose Laplae exponent is
regularly varying at 0. For the best of our knowledge there is no known onjeture or heuristi
that allows to intuit the rate of derease of P(I ≤ t), for general Lévy proesses.
2 Some preliminaries
We will rst reall a few fats from utuation theory of Lévy proess, and we refer to [1℄, [8℄
and [15℄ for further bakground on the topi. In the utuation theory of Lévy proesses it is
well known that the proess ξ reeted in its past inmum
ξt − it := ξt − inf
s≤t
ξs, t ≥ 0,
is a strong Markov proess in the ltration (Ft)t≥0, the P-ompleted ltration generated by ξ.
So it admits a loal time at 0, whih we will denote by L̂t, t ≥ 0. Let L̂
−1
be the downward
ladder time proess assoiated to ξ, that is the right-ontinuous inverse of the loal time L̂, and
ĥ the downward ladder height proess assoiated to ξ, that is
ĥt = −ibL−1t , t ≥ 0.
It is well known that for eah t > 0, L̂−1t is a Fs-stopping time and ξbL−1t = −ĥt. The ouple
(L̂−1t , ĥt), t ≥ 0 is the so-alled downward ladder proess assoiated to ξ. We denote by n the
measure of the exursions out from 0 of the proess ξ reeted in its past inmum, and by ε
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the oordinate proess under n. We onsider also the upward ladder proess, (L−1t , ht), t ≥ 0,
that is the downward ladder proess assoiated to the dual Lévy proess −ξ. We will denote
by φh (respetively, φbh) the Laplae exponent of the upward (respetively, downward) ladder
height subordinator h, and by (κ, a,Πh), respetively (κ̂, â,Πbh), its assoiated killing rate, drift
and Lévy measure. We dene the tail Lévy measure of h, respetively ĥ, by
Πh(x) = Πh(x,∞), Πbh(x) = Πbh(x,∞), x > 0.
Furthermore, we denote by Vh(dx), (respetively, Vbh(dx)) the potential measure of h, (respe-
tively, ĥ), viz.
Vh(dx) =
∫ ∞
0
dtP(ht ∈ dx), Vbh(dx) =
∫ ∞
0
dtP(ĥt ∈ dx) x ≥ 0.
The Wiener-Hopf fatorization in spae for ξ tells us that there exists a onstant k′, whose value
depends of the normalization of the loal times, L̂ and L, suh that harateristi exponent of
ξ, Ψ, an be fatorized as
k′Ψ(λ) = φh(−iλ)φbh(iλ), λ ∈ R .
We assume without loss of generality that the loal times are normalized so that k′ = 1. Let
C = {λ ∈ R : E
(
eλξ1
)
< ∞}. The harateristi exponent Ψ an be extended by analytial
ontinuation to the omplex strip −ℑ(z) ∈ C. Thus we an dene the Laplae exponent of ξ
by
E(eλξ1) = eψ(λ), ψ(λ) = −Ψ(−iλ), λ ∈ C.
By Holdër's inequality the funtion ψ is onvex on C, and so if ψ(λ0) < 0 for some λ0 ∈
C ∩ (0,∞), then ψ(λ) < 0 for 0 < λ < λ0. It holds also that
E(eλh1) <∞, for λ ∈ C ∩ R+,
and by analytial ontinuation
E(eλh1) = e−φh(−λ), λ ∈ C ∩ R+ .
The Wiener-Hopf fatorization an be analytially extended to C as
ψ(λ) = (−φh(−λ))φbh(λ), λ ∈ C, (4)
see [28℄ hapters 4 and 6, for further details.
We next reall a few onsequenes of the assumption that ξ is not arithmeti, that the law
of ξ1 ∈ Sα, for some α > 0, and E(e
αξ1) < 1. The latter and former onditions are equivalent
to h ∈ Sα, and E
(
eαh1
)
< 1. When this holds we have that
Π(x,∞) =: Π
+
(x) ∼ φbh(α)Πh(x), x→∞. (5)
We have that [0, α] ⊆ C, C ∩ (α,∞) = ∅, and that
ψ(α) = (−φh(−α))φbh(α), 0 < φh(−α) <∞. (6)
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Furthermore, as ξ drifts to −∞, it follows that h has a nite lifetime, or equivalently φh(0) > 0,
and its renewal measure is a nite measure suh that
lim
x→∞
V (x)
Πh(x)
=
1
(φh(−α))2
, V h(x) := Vh(x,∞), x ≥ 0. (7)
see [14℄ for a proof of these fats and other interesting related results. We have also that for
any y ∈ R,
lim
x→∞
V (x+ h)
Πh(x)
=
e−αh
(φh(−α))2
, uniformly in h ∈ (y,∞). (8)
A key ingredient for our approah is the following representation result.
Lemma 2. (i) The proess Y, dened by
Yt := at+
∑
u≤t
∫ bL−1u −bL−1u−
0
exp{(ξs+bL−1u−
− ξbL−1u−
)}ds, t ≥ 0,
is a subordinator with drift a determined by
aL̂s =
∫ s
0
1{ξu=iu}du,
and Lévy measure ΠY , given by
ΠY (y,∞) =: ΠY (y) = n
(∫ ζ
0
eε(u)du > y
)
, y > 0.
The proess (ĥ, Y ) is a bivariate Lévy proess.
(ii) The path wise equality of proesses(∫ bL−1t
0
eξudu, t ≥ 0
)
=
(∫ t
0
e−
bhu−dYu, t ≥ 0
)
,
holds.
(iii) The Laplae exponent of Y an be represented as
φY (λ)
λ
= a +
∫
(0,∞)
Vh(dx)e
x
E
(
exp
{
−λex
∫ T(−∞,−x)
0
eξsds
})
, λ > 0,
or equivalently the tail Lévy measure of Y is given by∫ y
0
ΠY (u)du =
∫
(0,∞)
Vh(dx)e
x
P
(
ex
∫ T(−∞,−x)
0
eξsds ≤ y
)
, y ≥ 0.
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Proof. The proof of the laims in (i) and (ii) use the same arguments as in the proof of Lemma
2 in [7℄, so we omit the details. The laim in (iii) is a onsequene of the fat that the Laplae
exponent φY an be written as follows
φY (λ) = aλ+ n
(
1− exp
{
−λ
∫ ζ
0
eε(u)du
})
= aλ+ λn
(∫ ζ
0
dseε(s) exp
{
−λ
∫ ζ
s
eε(u)du
})
= aλ+ λn
(∫ ζ
0
dseε(s)
(
exp
{
−λ
∫ ζ
0
eε(u)du
})
◦ θs
)
.
Hene using the Markov property under n and the fat that under n the anonial proess has
the same law as ξ killed at its rst hitting time of (−∞, 0], we obtain the equality.
φY (λ) = aλ+ λn
(∫ ζ
0
dseε(s)Eε(s)
(
exp
{
−λ
∫ T(−∞,0)
0
eξudu
}))
We onlude using that the renewal measure of the upward ladder height subordinator h equals
the oupation measure under n, viz.
Vh(dx) = aδ{0}(dx) + n
(∫ ζ
0
1{ε(s)∈dx}ds
)
,
see e.g. [1℄ exerise VI.5, and making an integration by parts. Indeed, we have the equalities
whih are a onsequene of Fubini's theorem
φY (λ)
λ
− a =
∫
(0,∞)
Vh(dx)e
x
Ex
(
exp
{
−λ
∫ T(−∞,0)
0
eξudu
})
=
∫
(0,∞)
Vh(dx)e
x
E
(
exp
{
−λex
∫ T(−∞,−x)
0
eξudu
})
= λ
∫ ∞
0
dze−λz
∫
(0,∞)
Vh(dx)e
x
P
(
ex
∫ T(−∞,−x)
0
eξudu ≤ z
)
;
and by an integration by parts
φY (λ)
λ
− a =
∫ ∞
0
e−λyΠY (y)dy = λ
∫ ∞
0
e−λz
(∫ z
0
ΠY (y)dy
)
dz,
whih are valid for λ > 0. The laim follows by the uniqueness of the Laplae transform.
Remark 1. Observe that a side onsequene of the latter result is that
I =
∫ ∞
0
e−
bht−dYt.
In partiular, in the ase where ξ has no negative jumps we know that ĥt = ct for some
0 < c < ∞, and therefore I =
∫∞
0
e−ctdYt. Whih implies that in this ase I is a self-
deomposable random variable. This is a fat that has been observed by a number of authors
9
using a ompletely dierent argument, it an be found e.g. in [22℄ page 468. By a lassial result
by Wolfe [30℄ and Sato and Yamazato [26, 27℄, it is known that there exists a subordinator Z
suh that E(log(1 + Z1)) < ∞ and I
Law
=
∫∞
0
e−sdZs. With the latter Lemma we have given
a step further ahead by giving a path wise onstrution of the subordinator Y, whih has the
same law as Z·c, and by desribing its drift and Lévy measure.
In the following Lemma we gather some useful results for exponential funtionals of Lévy
proesses, whih will allow us to ensure that the onstants appearing in our main results are
nite and stritly positive.
Lemma 3. We have that for γ > 0,
E (Iγ) <∞ if and only if E(eγξ1) < 1.
In that ase, we have the identity
E(Iγ) =
γ
−ψ(γ)
E(Iγ−1).
Besides, if µ = −E(ξ1) ∈ (0,∞) then E(I
−1) = µ.
Proof. If γ ∈ (0, 1) the assertion of the Lemma has been proved in Theorem 1 in [24℄. To prove
the result in the ase γ ≥ 1, we observe that the following formula holds
E(Iγ) =
γ
−ψ(γ)
E(Iγ−1), γ ∈ {λ > 0 : E(eλξ1) < 1}. (9)
This is a well known formula, for a proof see e.g. [6℄ Proposition 3.1 or the proof of the Lemma
2 in [24℄. (Note that in the formula (7) in [24℄ a negative sign is missing, the orret formula
is the one in (9) above; the proof of this formula in the op.it. paper is orret.) With this
formula at hand we have that if γ ≥ 1 and E(eγξ1) < 1, then by iteration
E(Iγ) =

∏γ
k=1
(
k
−ψ(k)
)
, if γ ∈ {1, 2, . . .},
E(Iγ−⌊γ⌋)
∏⌊γ⌋−1
k=0
(
(γ−k)
−ψ(γ−k)
)
, if γ /∈ {1, 2, . . .},
(10)
where ⌊γ⌋ denotes the integer part of γ. If γ ∈ {1, 2, . . .} the proof of the impliation “ ⇐′′
follows from this equation. For γ /∈ {1, 2, . . .} it follows from the latter formula and the fat that
the laim in the Lemma holds for 0 < γ − ⌊γ⌋ < 1, that if E(eγξ1) < 1, then E(Iγ) < ∞. The
proof of the reiproal follows as in its ounterpart in Lemma 2 in [24℄, as the assumption that
γ < 1 is not used in that part of the proof. The nal assertion an be found in [6℄ Proposition
3.1.
3 Proof of Theorems 1 and 2
An elementary observation that will be very useful in the sequel is that if G ∈ Lα then x 7→
G(log(x)), x > 0, is a regularly varying funtion with index −α. As the assumptions of Theorem
1 imply that Π
+
(log(·)) is a regularly varying at innity with index −α, it is natural to start the
proof of that result by establishing onditions under whih the law of I has a tail distribution
whih is regularly varying at innity. That is the purpose of the following Lemma.
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Lemma 4. Let t > 0 xed, and Q :=
∫ bL−1t
0
exp{ξs}ds, M := e
−bht . We have that the tail
distribution of I is regularly varying with index −β, for some β > 0, if and only if the tail
distribution of Q does. In that ase the estimate
P(I > s) ∼
1
1− E(Mβ)
P(Q > s), s→∞,
holds.
Proof. Applying the strong Markov property at the stopping time L̂−1t we obtain the identity
I =
∫ bL−1t
0
exp{ξs}ds+ e
ξ
bL
−1
t
∫ ∞
0
exp{ξ˜u}du = Q+MI˜,
where ξ˜s = ξbL−1t +s
− ξbL−1t , s ≥ 0, and hene I˜ has the same law as I and it is independent of
FbL−1t . Hene, the random variable I satises the random reurrene equation, with (Q,M) as
above
I
Law
= Q+MI˜, (Q,M) independent of I˜
Law
= I.
As M ≤ 1, it has moments of all positive orders, and thus the laim in the Lemma follows from
a simple appliation of the main result in [11℄.
We dedue from this Lemma that to reah our end it will be enough to prove that under the
assumptions of Theorem 1, s 7→ P(Q > s), s > 0, has the same rate of derease as Π
+
(log(·))
at innity. To reah that end we will need the following Lemma.
Lemma 5. Assume that the hypotheses of Theorem 1 hold. The following tail estimate
lim
y→∞
n
(∫ ζ
0
eε(t)dt > y
)
Πh(log(y))
=
α
(φh(−α))2
E(Iα−1),
holds. The tail distribution of Y1 is regularly varying with index −α.
The proof of Theorem 2 is a straightforward onsequene of Lemma 5 as we have seen in (5)
that Πh is asymptotially equivalent to Π
+
. The expression for the onstant follow from the
Wiener-Hopf fatorization (6). The proof of this Lemma is rather long and tehnial beause
dierent ranges of values of α need dierent approahes, so we prefer to postpone its proof and
proeed to the proof of Theorem 1.
Proof of Theorem 1. A onsequene of Lemma 2, is that Q is the stohasti integral Q =∫ t
0
e−
bhs−dYs, with t xed. Where by Lemma 5, we an ensure that the tail distribution of Y
is regularly varying at innity, and furthermore e−
bhs−, s ≥ 0, is a bounded and preditable
proess beause it is adapted and left-ontinuous, with respet to the ltration
(
FbL−1s , s ≥ 0
)
.
Hene we have all the elements to apply the Theorem 3.4 in [13℄ to ensure that
P(Q > y) ∼
∫ t
0
dse−sφbh(α) P(Y1 > y) ∼
1− e−tφbh(α)
φbh(α)
ΠY (y), y →∞.
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By Lemma 4 we have therefore that
P(I > y) ∼
1
1− E
(
e−αbh1
) P(Q > y) ∼ 1
φbh(α)
ΠY (y), y →∞.
Then by Lemma 5 and the estimate (5) we get the estimate
P(I > y) ∼
αE (Iα−1)
φbh(α) (φh(−α))
2Πh(log(y)) ∼
αE (Iα−1)(
φbh(α)φh(−α)
)2Π+(log(y)), y →∞.
But by the extended Wiener-Hopf identity (6) we have that φbh(α)φh(−α) = −ψ(α) and by
Lemma 3 we have that αE (Iα−1) = −ψ(α)E (Iα) . From where the form of the onstant
follows. Finally the assertion that the law of log(I) is in Sα follows from the tail equivalene
property of onvolution equivalent distribution, see Lemma 2.4 and Corollary 2.1 in [17℄ or
Lemma 2.1 in [29℄.
We proeed now to the proof of Lemma 5. It will be suient to prove that the estimate
therein holds, as it implies that the tail Lévy measure of Y is regularly varying at innity. A
lassial result by Embrehts and Goldie [10℄ ensures that the latter is equivalent to the regular
variation at innity of the tail distribution of Y1 and that in that ase
P(Y1 > y) ∼ ΠY (y), y →∞.
Proof of Lemma 5: ase α < 1. By Karamata's Tauberian theorem, Corollary 8.1.7 in [4℄, it is
well known that the regular variation at innity with index α < 1, of the funtion y 7→ ΠY (y)
is equivalent to the regular variation at 0 of φY , and in that ase
lim
u→∞
ΠY (u)
φY (1/u)
=
1
Γ(1− α)
,
see e.g. [1℄ page 75. So to prove the laimed result it will be enough to prove that
lim
λ→0
φY (λ)
Πh(log(1/λ))
=
αΓ(1− α)
(φh(−α))2
E
(
Iα−1
)
.
Using the representation of φY in Lemma 2 we dedue that
φY (λ)
Πh(log(1/λ))
=
aλ
Πh(log(1/λ))
+
λ
Πh(log(1/λ))
∫
(0,∞)
Vh(dx)e
x
E (exp {−λexSx})
=
aλ
Πh(log(1/λ))
+
λ
Πh(log(1/λ))
∫
(log(β/λ),∞)
Vh(dx)e
x
E (exp {−λexSx})
+
λ
Πh(log(1/λ))
∫
(0,log(β/λ))
Vh(dx)e
x
E (exp {−λexSx})
=:
aλ
Πh(log(1/λ))
+ A1(λ) + A2(λ),
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for β > 0, and with Sx :=
∫ T(−∞,−x)
0
eξsds, x > 0. It follows from the fat that t 7→ Πh(log(t)) is
regularly varying at innity with an index −α, α ∈ (0, 1), that
aλ
Πh(log(1/λ))
−−→
λ→0
0.
It remains to study the behaviour of A1 and A2. Observe that by onstrution the proess
x 7→ Sx is inreasing, hene
Slog(rβ) ≤ Slog(β/λ) ≤ Sx ↑x→∞ I, for any x > log(β/λ), 1 > rλ, λ > 0. (11)
Using the uniformity property in (8) and the latter upper bound we an estimate A1. Indeed,
we have that for ǫ, δ > 0,1/λ > r, and β > 0,
A1(λ) ≤
λ
Πh(log(1/λ))
∫
(log(β/λ),∞)
Vh(dx)e
x
E
(
exp
{
−λexSlog(rβ)
})
≤
∑
n≥0
λ
Πh(log(1/λ))
∫
(nδ+log(β/λ),(n+1)δ+log(β/λ))
Vh(dx)e
x
E
(
exp
{
−λexSlog(rβ)
})
≤
∑
n≥0
(
V h(log(β/λ) + nδ)− V h(log(β/λ) + (n + 1)δ)
)
Πh(log(1/λ))
βe(n+1)δ E
(
exp
{
−βenδSlog(rβ)
})
≤
1
(φh(−α))2
Πh(log(β/λ))
Πh(log(1/λ))
β
∑
n≥0
[(
e−α(nδ) − e−α(n+1)δ)
)
+ ǫδ
]
e(n+1)δ E
(
exp
{
−βenδSlog(rβ)
})
(12)
By the monotoniity of the exponential funtion, elementary arguments and making a hange
of variables u = βex−δ, it follows that∑
n≥0
[(
e−α(nδ) − e−α(n+1)δ)
)]
e(n+1)δ E
(
exp
{
−βenδSlog(rβ)
})
≤
∑
n≥0
α
∫ (n+1)δ
nδ
dxe−αxeδexE
(
exp
{
−βex−δSlog(rβ)
})
= eδα
∫ ∞
0
dxe−αxexE
(
exp
{
−βex−δSlog(rβ)
})
= αβα−1eδ(2−α)
∫ ∞
βe−δ
duu−αE
(
exp
{
−uSlog(rβ)
})
(13)
And similarly that
ǫ
∑
n≥0
δe(n+1)δ E
(
exp
{
−βenδSlog(rβ)
})
≤ ǫβ−1e2δ
∫ ∞
βe−δ
duE
(
exp
{
−uSlog(rβ)
})
≤ ǫβ−1e2δ
∫ ∞
0
duE
(
exp
{
−uSlog(rβ)
})
= ǫβ−1e2δ E
(
1
Slog(rβ)
) (14)
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Using the former and latter inequalities in (12) and making λ→ 0 we get that for δ, β, ǫ, r > 0,
lim sup
λ→0
A1(λ) ≤
1
(φh(−α))
2αe
δ(2−α)
∫ ∞
βe−δ
duu−αE
(
exp
{
−uSlog(rβ)
})
+ ǫe2δ E
(
1
Slog(rβ)
)
.
(15)
Now by the monotone onvergene theorem and the fat that Slog(rβ) ↑r→∞ I, P-a.s. it follows
that when we make δ → 0, then r →∞, and nally β → 0, we obtain the upper bound
lim sup
λ→0
A1(λ) ≤
1
(φh(−α))
2α
∫ ∞
0
duu−αE (exp {−uI}) + ǫE
(
1
I
)
.
(16)
On aount of the hypothesis −∞ < E(ξ1) < 0, we an ensure that E(I
−1) <∞, and hene we
infer that
lim sup
λ→0
A1(λ) ≤
αΓ(1− α)
(φh(−α))2
E(Iα−1).
An argument analogous to the one above gives also
lim inf
λ→0
A1(λ) ≥
αΓ(1− α)
(φh(−α))2
E(Iα−1).
We will not reprodue the argument as the only point that needs speial are is that we an
hoose r large enough suh that E(S−1log(rβ)) <∞, whih we now exists beause E(S
−1
log(rβ)) ↓r→∞
E(I−1) <∞.
To nish the proof we need to prove that A2(λ) −−→
λ→0
0. To that end we start by observing
that A2 an be bounded by above by
lim sup
λ→0
A2(λ) ≤=
λ
∫ log(β/λ)
0
Vh(dx)(e
x − 1) + λVh(0, log(β/λ)]
Πh(log(1/λ))
=
λ
∫ log(β/λ)
0
dueu
(
V h(u)− V h(log(β/λ))
)
+ λVh(0, log(β/λ)]
Πh(log(1/λ))
≤
λ
∫ β/λ
1
duV h(u) + λVh(0, log(β/λ)]
Πh(log(1/λ))
∼
(1 + α)−1(β/λ)λV (log(β/λ)) [1 + o(1)]
Πh(log(1/λ))
∼
β(1−α)
(1 + α)(φh(−α))2
,
where the rst equality follows by an integration by parts, the rst estimate is a onsequene of
Karamata's Theorem (Proposition 1.5.8 in [4℄) and the fat that
∫ β/λ
1
duV h(u) tends to innity
as λ → 0, and nally the last estimate follows from the fat in (8). Therefore making β → 0,
we obtain that
0 ≤ lim sup
λ→0
A2(λ) ≤ 0,
whih nishes the proof.
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Proof of Lemma 5: ase α = 1. We will prove that
lim
y→∞
∫ λy
y
ΠY (u)du
yΠh(log(y))
=
1
(φh(−1))2
log(λ), λ > 1. (17)
The result will follow from this on aount of Theorem 3.6.8 in [4℄, whih allow us to ensure
that in that ase
lim
y→∞
ΠY (y)
Πh(log(y))
=
1
(φh(−1))2
.
To establish an upper bound for the limit in (17) we observe that from Lemma 2 that the
numerator an be written as follows∫ λy
y
ΠY (u)du =
∫
(log(yβ),∞)
Vh(dx)e
x
P(y < exSx < λy)
+
∫
(0,log(yβ))
Vh(dx)e
x
P(y < exSx < λy)
:= B1(y) +B2(y)
for β > 0 and Sx :=
∫ T(−∞,−x)
0
eξsds, x > 0. The term B1 an be bounded by above and below
by ∫
(log(sβ),∞)
Vh(dx)e
x
P(ye−x < Slog(rβ), I < λye
−x) ≤ B1(y)
≤
∫
(log(sβ),∞)
Vh(dx)e
x
P(ye−x < I, Slog(rβ) < λye
−x),
(18)
for any r < y; these follow from the inequalities in (11). Now, let δ, ǫ > 0 and use the uniformity
in (8) to bound by below the left hand side in the equation (18) as follows
1
yΠh(log(yβ))
∫
(log(yβ),∞)
Vh(dx)e
x
P(ye−x < Slog(rβ), I < λye
−x)
≥ β
∑
n≥0
(
V h(log(yβ) + nδ)− V (log(yβ) + (n + 1)δ)
)
yΠh(log(yβ))
enδP(β−1e−nδ < Slog(rβ), I < λβ
−1e−(n+1)δ)
≥ β
∑
n≥0
[
1
(φh(−1))2
(
e−nδ − e−(n+1)δ
)
− ǫδ
]
enδP(β−1e−nδ < Slog(rβ), I < λβ
−1e−(n+1)δ).
(19)
for y large enough. To study the right most term in the latter equation we argue as in (13) to
get ∑
n≥0
[(
e−nδ − e−(n+1)δ
)]
enδP(β−1e−nδ < Slog(rβ), I < λβ
−1e−(n+1)δ)
≥ e−δ
∫ ∞
0
dxP(β−1e−(x−δ) < Slog(rβ), I < λβ
−1e−(x+δ))
= e−δ
∫ β−1eδ
0
du
u
P(u < Slog(rβ), I < λue
−2δ).
(20)
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The rightmost term in the latter inequality is nite as Slog(rβ) ≤ I, P-a.s. and hene by Fubini's
theorem∫ β−1eδ
0
du
u
P(u < Slog(rβ), I < λue
−2δ) ≤
∫ ∞
0
du
u
P(Ie2δ/λ < u < I) = 2δ + log(λ).
Moreover arguing as in (14) we obtain that
ǫ
∑
n≥0
δenδP(β−1e−nδ < Slog(rβ), I < λβ
−1e−(n+1)δ)
≤ ǫe−δ
∫ ∞
0
dxexP(β−1e−x < Slog(rβ), I < λβ
−1e−x)
= ǫβ−1e−δ
∫ ∞
β
duP(S−1log(rβ) < u < λI
−1)
≤ ǫβ−1e−δ
∫ ∞
0
duP(I−1 < u < λI−1) = ǫβ−1e−δ(λ− 1)E(I−1) <∞.
(21)
Putting the piees together we get
lim inf
y→∞
B1(y)
yΠh(log(y))
= lim
y→∞
Πh(log(yβ))
Πh(log(y))
lim inf
y→∞
B1(y)
yΠh(log(yβ))
≥
e−δ
(φh(−1))2
∫ β−1eδ
0
du
u
P(u < Slog(rβ), I < λue
−2δ)
− ǫe−δ E
(
I−1
)
, δ, r, β > 0.
By making ǫ, δ → 0, then r → ∞ and nally β → 0 and using the monotone onvergene
theorem we obtain the lower bound
lim inf
y→∞
B1(y)
yΠh(log(y))
≥
1
(φh(−1))2
log(λ), λ > 1.
It is proved in a similar way that
lim sup
y→∞
B1(y)
yΠh(log(y))
≤
1
(φh(−1))2
log(λ), λ > 1,
we omit the details. So, to nish the proof we need to prove that the term B2 is o(yΠh(log(y))).
Indeed, observe that by Fubini's theorem and Thebyshev's inequality it follows that
E(I) =
∫ ∞
0
E
(
eξs
)
ds =
1
ψ(1)
<∞, P(I > y) ≤
E(I)
y
=
1
yψ(1)
, y > 0.
Using this inequality and making an integration by parts in the following expression we onlude
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that∫
(0,log(yβ))
Vh(dx)e
x
P(y < exSx < λy) ≤
∫
(0,log(yβ))
Vh(dx)e
x
P(y < exI)
≤
1
yψ(1)
∫
(0,log(yβ))
Vh(dx)e
2x
=
1
yψ(1)
(
Vh(0, log(yβ)) +
∫
(0,log(yβ))
Vh(dx)(e
2x − 1)
)
≤
1
yψ(1)
(
Vh(0,∞) + 2
∫
(0,log(yβ))
e2xV h(x)dx
)
.
Moreover, by making a hange of variables u = ex and using Karamata's Theorem we get∫
(0,log(yβ))
e2xV h(x)dx =
∫ yβ
1
uV h(log(u))du
∼ (yβ)2V h(log(yβ)), y →∞.
It follows from the latter and former estimates, the estimate in (7) and the fat that y2Πh(log(y))
tends to ∞ as y →∞ that
0 ≤ lim sup
y→∞
B2(y)
yΠh(log(y))
≤ lim sup
y→∞
(
Vh(0,∞) + 2
∫
(0,log(yβ))
e2xV h(x)dx
)
ψ(1)y2Πh(log(y))
=
2β
ψ(1)
. (22)
Making β tend to 0 we get the laimed result.
Proof of Lemma 5: ase α > 1. Observe that by the hypotheses [H4℄, the integral
∫∞
0
Vh(dx)e
x <
∞, (see e.g. [14℄ Proposition 4.2). In aount of the monotone density theorem (Theorem 1.7.2
in [4℄) for regularly varying funtions it is enough to prove that
y 7→
∫ ∞
y
ΠY (u)du =
∫
R+
Vh(dx)e
x
P
(
ex
∫ T(−∞,−x)
0
eξsds > y
)
, y ≥ 0,
is regularly varying at innity with index −(1 + α). As in the proof of the ase α < 1 we
will ompare the latter quantity to yΠh(log(y)), at innity. Indeed, an appliation of Fubini's
theorem leads∫
(0,∞)
Vh(dx)e
x
P
(
ex
∫ T(−∞,−x)
0
eξsds > y
)
= E
(∫
(0,∞)
Vh(dx)e
x1{x>log(y/Sx)}
)
≤ E
(∫
(0,∞)
Vh(dx)e
x1{x>log(y/I)}1{I−1>δ}
)
+ E
(∫
(log(yδ),∞)
Vh(dx)e
x1{x>log(y/I)}1{I−1≤δ}
)
+ E
(∫
(0,log(yδ)]
Vh(dx)e
x1{x>log(y/I)}1{I−1≤δ}
)
=: E
(
F (y/I)1{I−1>δ}
)
+ C1(y) + C2(y)
(23)
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for y, δ > 0, where F (z) :=
∫
(0,∞)
Vh(dx)e
x1{x>log(z)}, z > 0. To study the rst term on the
rightmost term in equation (23) we laim that F is a funtion whih is regularly varying with
an index 1− α at innity and suh that
lim
z→∞
F (z)
zV h(log(z))
=
α
α− 1
. (24)
Furthermore, on aount of the regular variation of F with a negative index 1 − α, we have
that for v > 0,
lim
z→∞
F (zλ)
F (z)
= λ1−α, uniformly in λ ∈ (v,∞),
see e.g. hapter 1 in [4℄. Let us prove that the limit in equation (24) hold; the regular variation
of F follows therefrom. Using Fubini's theorem and Karamata's Theorem we get that
F (z) = zV h(log(z)) +
∫ ∞
log(z)
Vh(dx)
(
ex − elog(z)
)
= zV h(log(z)) +
∫ ∞
log(z)
dxexV h(x)
= zV h(log(z)) +
∫ ∞
z
duV h(log(u))
∼ zV h(log(z))
(
1 +
1
α− 1
)
, z →∞,
whih proves (24). From the properties of F and the estimate (7) we infer that for δ > 0,
lim
y→∞
E
(
F (y/I)1{I−1>δ}
)
yΠh(log(y))
=
1
(φh(−α))2
α
α− 1
E
(
Iα−11{I−1>δ}
)
. (25)
We next study the terms C1 and C2. The term C1 an be bounded by above as follows
C1(y) ≤ P(I
−1 ≤ δ)
∫ ∞
log(yδ)
Vh(dx)e
x
≤ δαE(Iα)
(
yδV h(log(yδ)) +
∫ ∞
yδ
duV h(log(u))
)
∼
αδαE(Iα)
α− 1
yδV h(log(yδ)), y →∞.
where the rst inequality follows from the very denition of C1, the seond inequality from
Thebyshev's inequality and an integration by parts and nally the estimate follows from Kara-
mata's Theorem. Using the estimate (7) and the regular variation of V h(log(·)) we onlude
that
0 ≤ lim sup
C1(y)
yΠh(log(y))
≤ δ
α2E(Iα)
(α− 1)(−φh(−α))2
. (26)
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We now need to determine the rate of growth of C2. This an be done as follows
C2(y) ≤
∫ log(yδ)
0
Vh(dx)e
x
P(I > ye−x)
≤ y−αE(Iα)
∫ log(yδ)
0
Vh(dx)e
(1+α)x
= y−αE(Iα)
(
Vh(0, log(yδ)) +
∫ yδ
1
duuαV h(log(u))
)
∼ E(Iα)y−α(δy)α+1V (log(δy)),
where the rst inequality follows from the denition of C2, the seond from an appliation
of Thebyshev's inequality, the equality follows by an integration by parts and a hange of
variables and nally the estimate follows from Karamata's Theorem and the fat that Vh is a
nite measure. We infer therefrom using the estimate (7) and the regular variation of V h(log(·))
that
lim sup
y→∞
C2(y)
yΠh(log(y))
≤ δ
E(Iα)
(−φh(−α))2
(27)
Plugging the estimates in (25), (26), (27) in the inequality (23) we onlude that
lim sup
y→∞
∫∞
y
ΠY (u)du
yΠh(log(y))
≤
1
(φh(−α))2
α
α− 1
E
(
Iα−11{I−1>δ}
)
+ δγα, for δ > 0, (28)
where γα is a positive and nite onstant whose value is the addition of the onstants appearing
in (26) and (27). Making δ tend to 0 we get the upper bound
lim sup
y→∞
∫∞
y
ΠY (u)du
yΠh(log(y))
≤
1
(φh(−α))2
α
α− 1
E
(
Iα−1
)
. (29)
To obtain a lower bound we use the inequality∫
(0,∞)
Vh(dx)e
x
P
(
ex
∫ T(−∞,−x)
0
eξsds > y
)
yΠh(log(y))
≥
E
(∫
(r,∞)
Vh(dx)e
x1{x>log(y/Sr)}1{S−1r >δ}
)
yΠh(log(y))
=
E
(
F (y/Sr)1{S−1r >δ}
)
yΠh(log(y))
for δ > 0 and log(yδ) > r > 0. Using this inequality and arguing as for (25) we get that
lim inf
y→∞
∫∞
y
ΠY (z)dz
yΠh(log(y))
≥
1
(φh(−α))2
α
α− 1
E
(
Sα−1r 1{S−1r >δ}
)
, for δ > 0, r > 0.
Making a tend to 0 and then r towards ∞, using the monotone onvergene theorem and using
the estimate in equation (29) we onlude that
lim
y→∞
∫∞
y
ΠY (z)dz
yΠh(log(y))
=
1
(φh(−α))2
α
α− 1
E
(
Iα−1
)
.
The onlusion of the Lemma follows therefrom using the monotone density theorem for regu-
larly varying funtions, Theorem 1.7.2 in [4℄.
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4 Proof of Theorem 3
4.1 Proof of assertion (i)
The assumptions (MZ1-2) imply that E(ĥ1) = µbh < ∞, (Corollary 4 Setion 4.4 in [8℄) and
together with Theorem 3-(a) in [25℄ imply that
Πh(y) ∼
1
µbh
∫ ∞
y
Π
+
(x)dx, y →∞. (30)
Hene, by asymptoti equivalene, Πh ∈ S0 (Lemma 2.4 and Corollary 2.1 in [17℄ or Lemma
2.1 in [29℄) and so we an apply the results in [14℄ to ensure that (7) holds with α = 0. So, to
prove our laim it will be enough to prove that
lim
y→∞
ΠY (y)
Πh(log(y))
= 0.
To that end we start by proving that
lim
z→∞
∫ log(z)
0
Vh(dx)e
x
zV h(log(z))
= 0. (31)
Indeed, by an appliation of Fubini's theorem and a hange of variables we get the identity∫ z
0
Vh(dx)e
x = Vh(0, z) +
∫ z
0
Vh(dx)(e
x − 1)
= Vh(0, z) +
∫ z
0
dueu
(
V h(u)− V h(z)
)
= Vh(0,∞)− e
zV h(z) +
∫ ez
1
dsV h(log(s)),
for z > 0. On aount of the fat that under the present assumptions V h(log(·)) is slowly
varying, we an apply Karamata's Theorem to get that∫ y
1
dsV h(log(s)) ∼ yV h(log(y)).
Also by properties of slowly varying funtion we have that yV h(log(y))→∞ as y →∞. Putting
the piees together we onlude that the assertion in (31) holds true.
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So by Lemma 2, Fubini's theorem and elementary manipulations we have that∫ y
0
ΠY (x)dx =
∫
(0,∞)
Vh(dx)e
x
P (exSx ≤ y)
≤
∫
(0,log(y))
Vh(dx)e
x +
∫
(log(y),∞)
Vh(dx)e
x
P (exSr ≤ y)
≤ o(yV h(log(y))) +
∫
(0,∞)
Vh(dx)e
x
P (exSr ≤ y)
≤ o(yV h(log(y))) + E
(∫
(0,log(y/Sr))
Vh(dx)e
x1{S−1r ≤β}
)
+ E
(∫
(0,log(yβ))
Vh(dx)e
x1{S−1r >β}
)
+ E
(∫
(log(yβ),log(y/Sr))
Vh(dx)e
x1{S−1r >β}
)
,
(32)
for β > 0, 0 < r < log(y), and y large enough. We assume that r is suh that E(S−1r ) < ∞,
whih is possible as Sr ↑ I as r →∞ and by the monotone onvergene theorem limr→∞E (S
−1
r ) =
E(I−1) < ∞, by the hypothesis that E(−ξ1) ∈ (0,∞). The terms on the rightmost hand side
in equation (32) an be analyzed as follows:
E
(∫
(0,log(y/Sr))
Vh(dx)e
x1{S−1r ≤β}
)
+ E
(∫
(0,log(yβ))
Vh(dx)e
x1{S−1r >β}
)
≤ 2
∫
(0,log(yβ))
Vh(dx)e
x = o(yV h(log(y))),
and
E
(∫
(log(yβ),log(y/Sr))
Vh(dx)e
x1{S−1r >β}
)
≤ E
(
1
Sr
1{S−1r >β}
)
yV h(log(yβ)).
We dedue therefrom that
lim sup
y→∞
∫ y
0
ΠY (x)dx
yV h(log(y))
≤ E
(
1
Sr
1{S−1r >β}
)
, β > 0.
Making β →∞ we infer that
lim
y→∞
∫ y
0
ΠY (x)dx
yV h(log(y))
= 0.
It follows from (7) and (30) that
lim
y→∞
∫ y
0
ΠY (x)dx
y
∫∞
log(y)
Π
+
(x)dx
= 0.
The laim follows from the monotone density theorem for regularly varying funtions.
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4.2 Proof of assertion (ii)
The proof in this part is quite similar, but simpler, to that of Lemma 5. The main dierene
is that here we will use the renewal theorem instead of the results in [14℄, whih we reall were
ruial in our development. Hene we will just outline the main steps of the proof.
Assume that ξ satises the hypotheses in (R1-3). This implies that h is not arithmeti,
E(eθh1) = 1, and µ
(θ)
h := E(h1e
θh1) <∞.
The reason for this is the extended form of the Wiener-Hopf fatorization stated in (4), as
under this assumptions [0, θ] ⊆ C. Indeed, it implies that
0 = −ψ(θ) = −φh(−θ)φbh(θ), φbh(θ) > 0, ⇒ φh(−θ) = 0,
or equivalently E(eθh1) = 1. Moreover, by standard arguments
∞ > E(ξ1e
θξ1) = lim
λ→θ−
ψ(λ)
θ − λ
= φbh(θ) limλ→θ−
−φh(−λ)
θ − λ
= φbh(θ)E(h1e
θh1).
That the onstant E(Iθ−1) is nite is proved in Lemma 2 in [24℄ whenever 0 < θ < 1; whilst
if θ > 1 it follows from Lemma 3 here, beause by the strit onvexity of ψ we have that
E
(
e(θ−1)ξ1
)
= eψ(θ−1) < 1.
Case θ < 1. From Lemma 2 we know that the tail Lévy measure of Y is suh that∫ y
0
ΠY (x)dx =
∫
R+
Vh(dx)e
x
P
(
ex
∫ T(−∞,−x)
0
eξsds ≤ y
)
, y ≥ 0.
It is easily veried that the funtion u 7→ e(1−θ)uP (I ≤ e−u) , u ∈ R, is diretly Riemman
integrable, beause it is an integrable funtion whih is the produt of the exponential funtion
and a dereasing funtion. The renewal theorem applied to the renewal measure V ∗h (dx) :=
Vh(dx)e
θx, x ≥ 0, implies that
e−(1−θ)y
∫ ey
0
ΠY (x)dx = e
−(1−θ)y
∫
R+
Vh(dx)e
x
P
(
ex
∫ T(−∞,−x)
0
eξsds ≤ ey
)
=
∫
R+
V ∗h (dx)e
(1−θ)(x−y)
P
(∫ T(−∞,−x)
0
eξsds ≤ e−(x−y)
)
=
∫
R
V ∗h (dz + y)e
(1−θ)z
P
(∫ T(−∞,−(z+y))
0
eξsds ≤ e−z
)
1{z>−y}
−−−→
y→∞
1
µ
(θ)
h
∫
R
due(1−θ)uP
(
I ≤ e−u
)
=
1
µ
(θ)
h
∫
R+
dzz−(2−θ) P (I ≤ z)
=
1
µ
(θ)
h (1− θ)
E(Iθ−1).
(33)
The result follows from the monotone density theorem for regularly varying funtions.
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Case θ > 1. Arguing as in the ase θ < 1 we get
e(θ−1)y
∫ ∞
ey
ΠY (x)dx = e
(θ−1)y
∫
R+
Vh(dx)e
x
P
(
ex
∫ T(−∞,−x)
0
eξsds > ey
)
=
∫
R+
V ∗h (dx)e
−(θ−1)(x−y)
P
(∫ T(−∞,−x)
0
eξsds > e−(x−y)
)
=
∫
R
V ∗h (dz + y)e
−(θ−1)z
P
(∫ T(−∞,−(z+y))
0
eξsds > e−z
)
1{z>−y}
−−−→
y→∞
1
µ
(θ)
h
∫
R
due−(θ−1)uP
(
I > e−u
)
1
µ
(θ)
h
∫
R
due(θ−1)uP (I > eu)
=
1
µ
(θ)
h
∫
R+
dzzθ−2 P (I > z)
=
1
µ
(θ)
h (θ − 1)
E(Iθ−1).
(34)
The result follows using the monotone density theorem for regularly varying funtions.
Case θ = 1. We proeed as in its analogue in the proof of Lemma 5 by disretizing the
integral. Observe that we do not need the hypothesis that E(I−1) < ∞ beause for a renewal
measure U whih satises the hypothesis of the Renewal Theorem, we an assume that for any
δ, and any ǫ given, there exists a t0 suh that
(1− ǫ)
δ
m
≤ U(t, t + δ] ≤ (1 + ǫ)
δ
m
, t ≥ t0,
where m denotes the mean of the inter-arrival distribution. This fat is used instead of the
uniformity property (8). Doing so we get that for any 0 < λ < 1,∫ y
λy
ΠY (x)dx =
∫
R+
Vh(dx)e
x
P
(∫ T(−∞,−x)
0
eξsds > e−(x−y) ≥ λ
∫ T(−∞,−x)
0
eξsds
)
=
∫
R+
V ∗h (dx)P
(∫ T(−∞,−x)
0
eξsds > e−(x−y) ≥ λ
∫ T(−∞,−x)
0
eξsds
)
−−−→
y→∞
1
µθh
∫
R
dzP(I > e−z ≥ λI) =
1
µθh
log(1/λ).
(35)
The result follows from Theorem 3.6.8 in [4℄.
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