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1 Einleitung
In der Intensivmedizin ist eine kontinuierliche bettseitige Kontrolle der quantitativen Mes-
sungen am Patienten von großer Bedeutung bei der U¨berwachung des Gesundheitszustands.
Der Einsatz klinischer Informationssysteme ermo¨glicht eine automatische Online–Erfassung
von verschiedenen Vitalparametern, Laborwerten, Medikamentengaben und therapeutischen
Maßnahmen am Patientenbett. Grundlage dieser Arbeit sind Online–Monitoring–Daten, die
auf der chirurgischen Intensivstation des Klinikums Dortmund erhoben werden.
Bei der Entwicklung klinischer U¨berwachungssysteme fu¨r menschliche Vitalparameter ist
medizinisches Wissen mit geeignet gewa¨hlten bzw. modifizierten statistischen Verfahren zu
kombinieren. Die kontinuierliche und automatische Bewertung des Zustands eines Intensivpa-
tienten soll den medizinischen Pflegekra¨ften als Entscheidungshilfe dienen. Eine fru¨hzeitige
Erkennung von Vera¨nderungen in den Vitalparametern kann verbesserte Diagnosen sowie
rechtzeitig einsetzende ada¨quate therapeutische Interventionen ermo¨glichen. Zur Realisie-
rung dieses Ziels ist eine Online–Extraktion klinisch relevanter Informationen aus den auf-
gezeichneten Daten erforderlich.
Die aufgezeichneten intensivmedizinischen Patientenkurven in Form statistischer Zeitreihen
sind aufgrund von technischen Messfehlern und physiologischer Variabilita¨t stark verrauscht.
Außerdem erschwert das Auftreten von Ausreißern, Niveau- und Trenda¨nderungen, fehlen-
den Werten und vera¨nderlichen Prozessvariabilita¨ten und -abha¨ngigkeiten eine Modellierung
der multivariaten Zeitreihen.
In der Praxis werden zur Erkennung alarmrelevanter Zusta¨nde bisher meist nur Schwell-
wertalarme eingesetzt, bei denen das U¨ber- oder Unterschreiten kritischer Grenzen fu¨r je-
de einzelne u¨berwachte Variable zu einem Alarm fu¨hrt. Bei einer hohen Sensitivita¨t dieser
Alarmsysteme sind jedoch ein Großteil aller Alarme falsch positiv. Dies zieht eine Desensi-
bilisierung der Pflegekra¨fte auf Intensivstationen gegenu¨ber wahren Alarmen nach sich.
Die meisten Ansa¨tze zur Analyse intensivmedizinischer Daten kommen aus den Bereichen
Statistik und ku¨nstliche Intelligenz. Der Schwerpunkt existierender Vero¨ffentlichungen zu
dieser Problematik liegt dabei auf der Analyse und Online–U¨berwachung univariater Zeitrei-
hen. Wie Ho¨gel (2000) in einem U¨berblicksartikel diskutiert, geho¨ren dazu u. a. eine uni-
variate (lokale) ARIMA–Modellierung (Imhoff, Bauer, Gather und Lo¨hlein, 1997), Multi–
Prozess–Kalman–Filter (Smith und West, 1983) sowie verschiedene CUSUM–, EWMA– oder
Shewhart–basierte Ansa¨tze. Bei den im Projekt C4 entwickelten Methoden liegt der Schwer-
punkt der Arbeiten auf der univariaten Online–Erkennung und Unterscheidung von Mustern
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wie Ausreißern, Niveaua¨nderungen und Trends. Zur univariaten Extraktion relevanter Signa-
le aus physiologischen Zeitreihen wurden robuste Regressionsverfahren herangezogen und auf
den klinischen Kontext angepasst.
Die vorliegende Arbeit befasst sich mit der Analyse der multivariaten intensivmedizinischen
Zeitreihen. Dabei wird die Fragestellung untersucht, wie aus den Online–Aufzeichnungen von
Vitalparametern des Herz–Kreislaufsystems, d. h. Variablen des ha¨modynamischen Systems,
die wesentlichen Informationen zur kontinuierlichen Beurteilung des Zustands von Intensiv-
patienten abgeleitet werden ko¨nnen.
Selbst A¨rzte mit langja¨hriger Erfahrung sind nur selten in der Lage, Beobachtungen von
mehr als sieben Variablen zu verstehen und so zu bewerten, dass sie sicher auf den Pati-
entenzustand zuru¨ckschließen ko¨nnen (Miller, 1956). Daher beruhen die diagnostischen und
therapeutischen Entscheidungen in der Praxis bisher ha¨ufig nur auf den Beobachtungen einer
kleinen Anzahl subjektiv ausgewa¨hlter Variablen, wa¨hrend die Information, die die u¨brigen
Variablen beisteuern, vernachla¨ssigt wird.
Von Interesse ist somit eine Extraktion weniger essentieller Komponenten aus den multiva-
riaten Zeitreihen, die sa¨mtliche klinisch relevante Information aus den Daten nutzt. Dabei
liegt die Idee zugrunde, dass die hochkorrelierten multivariaten Beobachtungen hauptsa¨chlich
durch eine geringe Anzahl latenter physiologischer Faktoren angetrieben werden. Mit dem
Ziel, solche nicht beobachtbaren wesentlichen Komponenten aus den Daten zu extrahieren,
wird in dieser Arbeit zuna¨chst die Anwendung dimensionsreduzierender statistischer Ver-
fahren fu¨r Zeitreihen auf die intensivmedizinischen Variablen untersucht. Sofern es mit Hilfe
solcher Techniken gelingt, die klinisch relevante Information auf wenige Gro¨ßen zu kompri-
mieren, sollen hier Methoden entwickelt werden, die eine automatische Extraktion dieser
Komponenten in Echtzeit erlauben. Neben dem Wunsch nach einer Reduktion der Variab-
lenzahl werden an die statistischen Methoden zusa¨tzliche Anforderungen gestellt. Zum einen
soll die medizinische Pflegekraft auf Basis der extrahierten Komponenten einfache Ru¨ck-
schlu¨sse auf den Zustand der Patienten ziehen ko¨nnen, und zum anderen soll jede relevante
Vera¨nderung in der Abha¨ngigkeitsstruktur erkennbar sein.
Die intensivmedizinischen Online–Daten, wie sie vom Monitor aufgezeichnet werden, enthal-
ten extremes Rauschen und Ausreißer. Eine Extraktion der klinisch relevanten Information
aus den multivariaten Zeitreihen bedeutet auch die Trennung der essentiellen Signale von den
irrelevanten Sto¨rgro¨ßen. Daher liegt ein weiterer Schwerpunkt dieser Arbeit auf der Erwei-
terung univariater Online–Signalextraktionsmethoden fu¨r intensivmedizinische Zeitreihen.
Fu¨r die lokale Approximation der Signale durch lineare Funktionen werden robuste Verfah-
ren der multivariaten Regression herangezogen und unter verschiedenen Aspekten verglichen.
Schließlich wird eine hochrobuste Prozedur entwickelt, die es fu¨r die intensivmedizinischen
Zeitreihen praktikabel erlaubt, in Echtzeit glatte Signale zu extrahieren. Die hierbei gewon-
nenen wesentlichen Informationen u¨ber strukturelle A¨nderungen in den intensivmedizini-
schen Zeitreihen werden schließlich zur Bewertung des Zustands der Patienten genutzt.
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In Kapitel 2 sind einige Grundlagen aus der multivariaten Statistik zusammengestellt. Zum
einen werden klassische statistische Verfahren der Dimensionsreduktion, wie Techniken der
Hauptkomponenten- und Faktoranalyse, vorgestellt. Außerdem werden einige grundlegende
Ergebnisse aus der Analyse multivariater Zeitreihen angegeben.
Das dritte Kapitel gibt einen umfassenden U¨berblick u¨ber die in der Literatur vorgeschlagen-
en Ansa¨tze dimensionsreduzierender Methoden fu¨r multivariate Zeitreihen. Neben Verfahren,
die auf eine Reduktion der großen Anzahl beno¨tigter Parameter bei einer zeitreihenanaly-
tischen Modellierung hochdimensionaler Prozesse abzielen, werden hier dynamische Fak-
tormodelle vorgestellt und diskutiert. Diese Modelle beno¨tigen starke Annahmen, um eine
Identifizierbarkeit der Parameter zu erreichen. Daru¨ber hinaus werden Techniken der dyna-
mischen Hauptkomponentenanalyse eingefu¨hrt. Der wesentliche Unterschied zur statischen
Hauptkomponentenanalyse besteht darin, dass die gesuchten Linearkombinationen hierbei
oft auch vergangene Beobachtungen einbeziehen. Schließlich wird das Prinzip einiger ver-
wandter Verfahren, die insbesondere fu¨r autokorrelierte Daten entwickelt wurden, erla¨utert.
Eine Anwendung der vorgestellten Verfahren zur Dimensionsreduktion auf die ha¨modynami-
schen Zeitreihen wird im vierten Kapitel untersucht. Nach einer Beschreibung der in dieser
Arbeit betrachteten Variablen des Herz–Kreislaufsystems erfolgt zuna¨chst eine explorative
Analyse der Online–Daten mit Hilfe statischer Methoden. Dabei wird sowohl eine faktor-
analytische Modellierung als auch eine Beschreibung der Daten mittels weniger Linearkom-
binationen diskutiert. Die Extraktion statischer Hauptkomponenten wird einer subjektiven
Variablenselektion, wie sie in der klinischen Praxis u¨blich ist, gegenu¨bergestellt. Daran an-
schließend wird untersucht, ob dynamische Verfahren der Dimensionsreduktion besser ge-
eignet sind, die vielfa¨ltigen Abha¨ngigkeiten unter den Komponenten einer multivariaten in-
tensivmedizinischen Zeitreihe zu erfassen. Abschließend erfolgt eine Zusammenfassung der
Ergebnisse, verbunden mit einer kritischen Diskussion des Nutzens solcher dimensionsredu-
zierender Methoden im Online–Monitoring in der Intensivmedizin.
Das fu¨nfte Kapitel bescha¨ftigt sich mit einer Extraktion der klinisch relevanten Information
aus intensivmedizinischen Online–Monitoring–Daten. Als Konsequenz aus den in Kapitel 4
gewonnenen Einsichten werden hier Kriterien festgelegt, die vorgeben, welche Informationen
aus den u¨berwachten Vitalparametern zur Beurteilung des Zustands eines Patienten erfor-
derlich sind. Daraus ergibt sich zuna¨chst eine Extraktion klinisch relevanter Signale. Nach
der Einfu¨hrung existierender univariater Methoden zur Online–Signalextraktion bei intensiv-
medizinischen Zeitreihen erfolgt deren U¨bertragung auf multivariate Zeitreihen. Zur lokalen
Approximation der Signale durch lineare Funktionen werden robuste multivariate Regressi-
onstechniken beno¨tigt. Hier werden verschiedene bestehende Ansa¨tze fu¨r eine Anwendung
im multivariaten Online–Monitoring untersucht. Schließlich wird eine Signalextraktionspro-
zedur entwickelt, die insbesondere fu¨r eine praktikable Online–Approximation multivariater
Signale aus ha¨modynamischen Zeitreihen geeignet ist. Basierend auf den hierbei gewonnen-
en Informationen u¨ber die Struktur der einzelnen Zeitreihen werden letztlich Ansa¨tze zur
Reduktion dieser Informationen genannt.
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Abschließend werden in Kapitel 6 die wichtigsten im Rahmen dieser Arbeit erzielten Er-
gebnisse und gewonnenen Einsichten zusammengefasst. Außerdem wird ein Ausblick auf
zuku¨nftige Forschung auf diesem Gebiet gegeben.
Die in dieser Arbeit gewa¨hlte Vorgehensweise ist problemorientiert und teilweise stark explo-
rativ. Gepra¨gt von dem Wunsch, die hohe Anzahl u¨berwachter Vitalparameter auf wenige
Komponenten zu reduzieren, erfolgt zuna¨chst eine empirische Anwendung entsprechender
Verfahren auf die vorliegenden Daten. Die gefundenen Ergebnisse werden mit bestehendem
medizinischen Wissen abgeglichen und hinsichtlich des Nutzens fu¨r die praktische Anwen-
dung untersucht. Die hieraus gewonnenen Erkenntnisse machen fu¨r die Bearbeitung der kli-
nischen Fragestellung eine A¨nderung der Lo¨sungsstrategie erforderlich. Im zweiten Teil der
Arbeit wird auf Basis medizinischen Wissens ein Forderungskatalog fu¨r das Problem aufge-
stellt. Hieraus ergeben sich Konsequenzen und Einschra¨nkungen der Mo¨glichkeiten statis-
tischer Methodik. Aus verschiedenen Bereichen werden Methoden und Werkzeuge geeignet
kombiniert. Die vorgeschlagene Prozedur geht letztlich sehr auf die Bedu¨rfnisse im Moni-
toring ha¨modynamischer Variablen ein und ist somit stark auf die in der Intensivmedizin
vorhandene Datenlage zugeschnitten.
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2 Statistische Grundlagen und
Bezeichnungen
Wie aus der Einleitung deutlich wird, werden zur Bearbeitung der Fragestellung dieser Arbeit
vor allem Verfahren aus der Zeitreihenanalyse und der multivariaten Statistik beno¨tigt. Dies
sind zum einen Methoden zur Modellierung multivariater stochastischer Prozesse und zum
anderen Verfahren zur Dimensionsreduktion. In diesem Abschnitt werden daher zuna¨chst
einige bekannte grundlegende Resultate sowie einige spa¨ter beno¨tigte Eigenschaften dieser
Verfahren vorgestellt.
2.1 Statistische Verfahren zur Dimensionsreduktion
Um in komplexen Sachverhalten Zusammenha¨nge zwischen verschiedenen Gro¨ßen erfassen
und untersuchen zu ko¨nnen, wird ha¨ufig eine große Anzahl an Variablen erhoben. Mit den
fortschreitenden technischen Mo¨glichkeiten, solche Datenmengen zu speichern und handzu-
haben, ergeben sich vermehrt hochdimensionale Datensa¨tze, die mit geeigneten statistischen
Verfahren analysiert werden mu¨ssen. Diese Aufgabe wird aufgrund spa¨rlich besetzter Da-
tenra¨ume (Fluch der hohen Dimension; Huber, 1993; Friedman, 1994; Gather und Becker,
2001) erschwert. Deshalb ist es von hohem Interesse, eine gute Darstellung der Daten in einem
Raum mit geringerer Dimension zu finden. Klassische dimensionsreduzierende Verfahren mit
diesem Ziel sind u. a. die Hauptkomponentenanalyse und die Faktoranalyse. Beide Metho-
den bescha¨ftigen sich mit der Aufgabe, die Kovarianzstruktur von k beobachteten Variablen
durch eine geringe Anzahl r von Komponenten mo¨glichst gut zu beschreiben. Dennoch han-
delt es sich um zwei unterschiedliche Ansa¨tze (Jolliffe, 2002, Kapitel 7), wie in den weiteren
Ausfu¨hrungen deutlich wird.
Ausgangssituation und Notation in diesem Abschnitt sei die folgende: Eine Realisierung
x1, . . . ,xN von N identisch gema¨ß X = (X1, . . . , Xk)
T ∈ Rk verteilten Zufallsvektoren
X1, . . . ,XN wird als Stichprobe xN = (x1, . . . ,xN)
T ∈ R bezeichnet. Da das Augen-
merk im folgenden auf den zweiten Momenten liegt, sei ohne Beschra¨nkung der Allgemein-
heit der Erwartungswert µ = E[X] = 0 ∈ Rk. Außerdem existiere die Kovarianzmatrix
Σ = Cov[X]∈Rk×k, und Σ sei eine symmetrische und positiv definite Matrix vom Rang k.
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2.1.1 Hauptkomponentenanalyse
Die Hauptkomponentenanalyse geht im wesentlichen auf Arbeiten von Pearson (1901) und
Hotelling (1933) zuru¨ck. Durch eine lineare Transformation wird eine Reduktion einer Anzahl
korrelierter Variablen auf weniger Komponenten erzielt, so dass die resultierenden Linear-
kombinationen der Variablen, die Hauptkomponenten, unkorreliert sind und nacheinander
jeweils ein Maximum an Varianz erkla¨ren. Diese Eigenschaften werden ha¨ufig zur Definition
der Hauptkomponentenanalyse verwendet.
Definition 2.1 (Hauptkomponenten)
Eine Linearkombination Y1 = β
T
1X eines Zufallsvektors X ∈ Rk, wobei der Vektor β1 = β
so gewa¨hlt wird, dass Var[βTX] maximal ist unter der Nebenbedingung βTβ = 1, heißt
erste Hauptkomponente von X. Eine j−te Hauptkomponente Yj = βTjX, j = 2, . . . , k,
von X ist definiert als Lo¨sung βj = β des Optimierungsproblems max
βTβ=1
Var[βTX] unter
Cov[βX,βTi X] = 0, i < j.
Sukzessive wird damit eine Matrix orthonormaler Vektoren β(k) = (β1, . . . ,βk) bestimmt,
die wiederum eine Basis des Rk bilden. Eine Lo¨sung des Optimierungsproblems gibt der
folgende Satz:
Satz 2.1 Bezeichne Σ = Cov[X] ∈ Rk×k die Kovarianzmatrix eines Zufallsvektors X =
(X1, . . . , Xk)
T. Außerdem seien λ1 ≥ λ2 ≥ . . . ≥ λk ≥ 0 die geordneten Eigenwerte von
Σ und e1, . . . , ek eine Basis zugeho¨riger, auf 1 normierter Eigenvektoren. Dann ko¨nnen
Hauptkomponenten gema¨ß Definition 2.1 bestimmt werden u¨ber
Yj = e
T
jX, j = 1, . . . , k,
d. h. βj = ej, j = 1, . . . , k. Fu¨r die Hauptkomponenten gilt
Var[Yj] = β
T
jΣβj = λj, j = 1, . . . , k. (2.1)
Beweis Vgl. z. B. Jolliffe (2002, Kapitel 1.1).
Die Matrix β(k) und die Eigenwerte von Σ ergeben sich aus der Spektralzerlegung Σ =
β(k)Λβ
T
(k), mit Λ = diag(λ1, . . . , λk).
Bemerkung 2.1 test
(i) (Eindeutigkeit) Die Hauptkomponententransformation ist fu¨r λ1 > . . . > λk ≥ 0
eindeutig bestimmt bis auf Multiplikation der Eigenvektoren mit dem Faktor −1. Falls
s Eigenwerte zusammenfallen, d. h. falls λq+1 = . . . = λq+s, ist nur der s−dimensionale
Unterraum bestimmt, in welchem s beliebige orthonormale Vektoren gewa¨hlt werden
ko¨nnen (Flury, 1988).
(ii) (Varianzen) Wegen (2.1) folgt mit
∑k
j=1 Var[Xj] = tr(Σ) =
∑k
j=1 λj =
∑k
j=1 Var[Yj]
sofort, dass durch die k Hauptkomponenten die Gesamtvarianz der Originalvariablen
erfasst wird. Damit beschreibt
∑r
j=1 λj/
∑k
j=1 λj den Anteil an der Gesamtvarianz, den
die ersten r Hauptkomponenten auf sich vereinigen.
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(iii) (Normalisierung) Anstelle der Nebenbedingung
”
βTj βj = 1 fu¨r alle j“ in Definition
2.1 werden bisweilen auch andere Normalisierungsbedingungen, wie βTj βj = λj fu¨r alle
j oder βTj βj = λ
−1
j fu¨r alle j genutzt (Jolliffe, 1995).
Die Eigenschaften aus Teil (ii) der Bemerkung 2.1 erweisen sich als nu¨tzlich fu¨r die Be-
stimmung der Anzahl r der beno¨tigten Hauptkomponenten, falls ein festgelegter Anteil der
Gesamtvarianz erfasst werden soll. Weitere u¨bliche Kriterien zur Wahl von r sind u. a. der
Scree–Test, Kaisers Eigenwertkriterium oder Bartletts Signifikanztest (vgl. z. B. Fahrmeir,
Tutz und Hamerle, 1996; Mardia, Kent und Bibby, 1995).
Bemerkung 2.2 (Skaleninvarianz)
Die Hauptkomponentenanalyse ist nicht skaleninvariant, da die Eigenvektoren der Kovari-
anzmatrix Σ im allgemeinen verschieden sind von denen einer skalierten Kovarianzmatrix
Σ˜ = DΣD, wobei D 6= Ik eine Diagonalmatrix bezeichnet. Damit stimmen die aus der
Kovarianzmatrix gewonnenen Hauptkomponenten in der Regel nicht mit den aus der Korre-
lationsmatrix extrahierten u¨berein. Eine Standardisierung der beobachteten Variablen vorab
kann also zu deutlich anderen Ergebnissen fu¨hren. Werden die Variablen auf verschiedenen
Skalen gemessen, ist eine Vorabskalierung der Variablen in vielen Fa¨llen angebracht.
Geometrisch aufgefasst, handelt es sich bei der Hauptkomponententransformation um die
Wahl eines neuen Koordinatensystems, welches durch eine Rotation des urspru¨nglichen Ko-
ordinatensystems im Rk gewonnen wird. Die neuen Koordinatenachsen stimmen mit den
Richtungen der Hauptkomponenten u¨berein. Durch die Projektion in den r−dimensionalen
Unterraum, der von den ersten r < k Hauptkomponenten aufgespannt wird, wird dann ein
Großteil der Varianz der Daten beschrieben. Eine intuitive, geometrisch motivierte Herlei-
tung der Hauptkomponentenanalyse kann damit ausgehend von den Beobachtungen xi einer
Stichprobe xN = (x1, . . . ,xN),xi ∈ Rk gegeben werden. Mit dem Ziel, die Information in den
Daten auf wenige Komponenten zu verdichten, wird diejenige r−dimensionale Hyperebene
im Rk gesucht, die die Summe der euklidischen Absta¨nde der Datenpunkte xi, i = 1, . . . , N ,
zu ihren Projektionen in die Hyperebene minimiert, d. h. gesucht ist eine Lo¨sung zu folgen-
dem Minimierungsproblem
min
µ∈Rk,A∈Rk×k, rk(A)=r
E[(X − µ−AX)T(X − µ−AX)], (2.2)
wobei r < k und rk(A) den Rang einer Matrix A bezeichnet.
Da Hauptkomponenten eine Vielzahl von Kriterien optimieren (vgl. z. B. Jolliffe, 2002, Ka-
pitel 2 und 3), werden zur Motivation des Verfahrens auch unterschiedliche Eigenschaften
herangezogen.
Zur Bestimmung der Hauptkomponenten aus einer Stichprobe xN mu¨ssen die in der Re-
gel unbekannten Parameter µ und Σ durch geeignete Scha¨tzer µˆ und Σˆ ersetzt werden. Die
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Spektralzerlegung der symmetrischen, positiv semidefiniten Matrix Σˆ liefert die gescha¨tz-
ten Eigenwerte λˆ1 ≥ . . . ≥ λˆk > 0 und Eigenvektoren βˆ(k) = (βˆ1, . . . , βˆk) und damit die
gescha¨tzten Hauptkomponenten Yˆ j, j = 1, . . . , r. U¨bliche Scha¨tzer fu¨r µ und Σ sind das
Stichprobenmittel x =
∑N
i=1 xi und die Stichprobenkovarianzmatrix SN =
1
N−1
∑N
i=1(xi −
x)(xi − x)T.
Außer der Existenz des zweiten Moments sind fu¨r die Hauptkomponentenanalyse im Grunde
keine Verteilungsannahmen an die betrachteten Zufallsvariablen erforderlich. Allerdings soll-
te fu¨r einen sinnvollen Einsatz eine elliptisch symmetrische Verteilung gegeben sein. Wird
fu¨r X eine multivariate Normalverteilung angenommen, so ko¨nnen aus dem Maximum–
Likelihood–Scha¨tzer N−1
N
SN fu¨r Σ ML–Scha¨tzer fu¨r β(r) und Λ gewonnen werden, sowie de-
ren asymptotische Verteilung, Konfidenzintervalle und Tests fu¨r die Koeffizienten der Haupt-
komponenten, vgl. z. B. Flury (1988, Kapitel 2) oder Jolliffe (2002, Kapitel 3).
Die klassische Hauptkomponentenanalyse ist sehr empfindlich gegenu¨ber Ausreißern (Devlin,
Gnanadesikan und Kettenring, 1981). Bei den robusten Verfahren zur Hauptkomponenten-
analyse lassen sich verschiedene Ansa¨tze unterscheiden. Ein Robustifizierungsansatz besteht
in der Ersetzung der klassischen empirischen Kovarianzmatrix durch einen robusten Kovari-
anzscha¨tzer, wie M–Scha¨tzer (Maronna, 1976; Campbell, 1980) bzw. MCD– oder S–Scha¨tzer
(Croux und Haesbroeck, 2000). Eine andere Mo¨glichkeit beruht auf der Projection–Pursuit–
Idee (Li und Chen, 1985; Croux und Ruiz–Gazen, 2004; Hubert, Rousseeuw und Verboven,
2002). Dabei wird zur Findung der Projektionsrichtungen sukzessive ein robustes univa-
riates Streuungsmaß maximiert. Eine Kombination der Projektion–Pursuit–Verfahren mit
einer robusten Scha¨tzung der Kovarianz, ROBPCA, schlagen Hubert, Rousseeuw und Van-
den Branden (2004) vor. Locantore, Marron, Simpson et al. (1999) bescha¨ftigen sich mit
einer robusten Hauptkomponentenanalyse fu¨r funktionale Daten, an die sich eine interessan-
te Diskussion anschließt.
Falls in m, m ≥ 1 Populationen k gleiche Merkmale erhoben werden und das Ziel jeweils
eine Reduktion auf wenige Hauptkomponenten ist, liegt ein Vergleich der Hauptkompo-
nententransformationen nahe (Krzanowski, 1979; Flury, 1988). Ein deskriptiver Vergleich
der Unterra¨ume, die von den ersten r Hauptkomponenten der untersuchten Populationen
aufgespannt werden, ist mit Hilfe geeigneter Abstandsmaße zwischen Unterra¨umen im Rk
mo¨glich (Golub und Van Loan, 1983). Durch die Minimierung eines solchen Abstandsmaßes
sucht Krzanowski (1979) denjenigen Unterraum, der die Unterra¨ume der ersten r spezifischen
Hauptkomponenten derm Populationen bestmo¨glich repra¨sentiert. Crone und Crosby (1995)
erweitern diese Ergebnisse und definieren u¨ber das auf den Winkeln zwischen Unterra¨umen
basierende Abstandsmaß eine Metrik, die den Abstand zweier r−dimensionaler Unterra¨ume
GA,GB ∈ Rk misst. Bezeichnen A und B ∈ Rk×r Matrizen vom Rang r, deren Spalten die
Unterra¨ume GA und GB aufspannen, dann lautet diese Metrik
D(GA,GB) = (r − tr[A(ATA)−1ATB(BTB)−1BT])1/2. (2.3)
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Fu¨r 2r ≤ k nimmt dieser Abstand den maximalen Wert √r an, wenn A einen Raum ortho-
gonal zu B aufspannt, bei identischen Unterra¨umen betra¨gt der Abstand 0. Fu¨r eine Gruppe
von m r−dimensionalen Unterra¨umen {Gi}mi=1 mit orthogonalen Hauptkomponentenrichtun-
gen βi(r), i = 1, . . . ,m, wird der mittlere r−dimensionale Unterraum (common subspace)
von den Eigenvektoren βcs(r) der r gro¨ßten Eigenwerte der Matrix
1
m
m∑
i=1
βi(r)β
iT
(r) (2.4)
aufgespannt.
Flury (1988) betrachtet eine Hierarchie von Modellen, die neben Gleichheit und Proportio-
nalita¨t von Kovarianzmatrizen aus unterschiedlichen Populationen auch die Gemeinsamkeit
aller oder nur einiger Hauptkomponenten definieren. In einem CPC(r∗)–Modell (eng. com-
mon principal components) wird angenommen, dass die Kovarianzmatrizen Σi ∈ Rk×k, i =
1, . . . ,m, fu¨r die m unabha¨ngigen Populationen durch eine gemeinsame orthogonale Matrix
βcpc(r∗) gleichzeitig diagonalisiert werden ko¨nnen, d. h.
Σi = β
cpc
(r∗)Λiβ
cpcT
(r∗) , i = 1, . . . ,m, r
∗ ≤ k. (2.5)
Dabei werden die Variablen so rotiert, dass die resultierenden gemeinsamen Hauptkomponen-
ten der m Gruppen mo¨glichst unkorreliert sind. Fu¨r die m Populationen werden also r∗ ge-
meinsame Projektionsrichtungen mit mo¨glicherweise unterschiedlichen Varianzen gefordert.
Neuenschwander und Flury (2000) befassen sich mit der Situation, dass die Unabha¨ngigkeits-
annahme fu¨r die m Populationen verletzt ist. Robuste Scha¨tzverfahren in diesen Modellen
werden von Boente, Pires und Rodrigues (2002) und Boente und Orellana (2004) untersucht.
2.1.2 Faktoranalyse
Faktoranalytische Techniken gehen urspru¨nglich auf eine Arbeit von Spearman (1904) zu-
ru¨ck. Ziel ist die Reduktion der Dimension des Variablenraums durch das Auffinden einer
geringeren Anzahl r von hypothetischen Variablen, den sogenannten latenten Faktoren. Die
Darstellung der Kovarianzmatrix von k beobachteten Variablen beruht auf einem faktor-
analytischen Modell. Das Hauptgewicht liegt hier auf der Erfassung der Kovarianzen (oder
Korrelationen) und nicht auf den Varianzen.
Explizit werden in einem Faktormodell k beobachtbare Zufallsvariablen X1, . . . , Xk, von ei-
nem Fehlerterm abgesehen, durch eine Linearkombination von r ≤ k gemeinsamen latenten
Variablen ξ = (ξ1, ξ2, . . . , ξr)
T ausgedru¨ckt, d. h.
X1 − µ1 = l11ξ1 + l12ξ2 + · · · + l1rξr + ε1
X2 − µ2 = l21ξ1 + l22ξ2 + · · · + l2rξr + ε2
...
...
Xk − µk = lk1ξ1 + lk2ξ2 + · · · + lkrξr + εk,
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wobei ljs, j = 1, 2, . . . , k; s = 1, 2, . . . , r, die Faktorladungen und ε = (ε1, ε2, . . . , εk)
T den
Zufallsvektor der spezifischen Faktoren (Sto¨rterme, Resteinflu¨sse) bezeichnet. In Matrix-
schreibweise lautet das Modell
X − µ = Lξ + ε, (2.6)
wobei die Ladungen in der Ladungsmatrix L = {ljs} ∈ Rk×r zusammengefasst werden.
Da der Nullpunkt der latenten Variablen frei wa¨hlbar ist, wird ohne Beschra¨nkung der
Allgemeinheit ha¨ufig die Annahme E[ξ] = E[ε] = 0 getroffen, wobei die Zufallsvariablen
X1, . . . , Xk als Abweichungen von ihrem Erwartungswert, d. h. als Residuen, verstanden wer-
den.
Im Faktormodell (2.6) sind weder die Parameter L bekannt, noch sind die gemeinsamen
Faktoren ξ beobachtbar. Um fu¨r k beobachtbare Zufallsvariablen X1, X2, . . . , Xk genau r+k
nicht beobachtbare Zufallsvariablen ξ1, ξ2, . . . , ξr, ε1, ε2, . . . , εk identifizieren zu ko¨nnen, sind
einige Modellannahmen notwendig.
In einem orthogonalen Faktormodell sind diese gegeben durch
(A.1) Die gemeinsamen Faktoren sind unkorreliert und standardisiert mit Varianz 1, d. h.
fu¨r die Kovarianzmatrix der Faktoren gilt Cov[ξ] = Σξ = Ir.
(A.2) Die Kovarianzmatrix der spezifischen Einflu¨sse ist eine Diagonalmatrix Cov[ε] = Ψ =
diag(ψ1, ψ2, . . . , ψk), d. h. die Sto¨rterme werden als unkorreliert angenommen, und der Term
Lξ beschreibt vollkommen die Kovarianzen zwischen den Variablenpaaren (Xi, Xj).
(A.3) Die gemeinsamen Faktoren und die Fehlerterme sind unkorreliert, d. h. Cov[ξ, ε] = 0.
In einem obliquen Faktormodell wird Annahme (A.1) abgeschwa¨cht im Sinne mo¨glicherwei-
se korrelierter Faktoren (Lawley und Maxwell, 1971). Außerdem wird die Unkorreliertheit
von ξ und ε gema¨ß (A.3) in einigen Fa¨llen zur stochastischen Unabha¨ngigkeit verscha¨rft.
Mit den Annahmen (A.1) – (A.3) folgt das Fundamentaltheorem der Faktoranalyse (Thur-
stone, 1935)
Σ = E[(Lξ + ε)(Lξ + ε)T] = LΣξL
T +Ψ = LLT +Ψ. (2.7)
Fu¨r die Kovarianz zwischen den Zufallsvariablen X und den latenten Variablen ξ gilt
Cov[X, ξ] = L.
Bemerkung 2.3 (Identifizierbarkeit)
Im Hinblick auf die unbekannten Gro¨ßen r, L und Ψ sind folgende Resultate bezu¨glich der
Existenz und Eindeutigkeit der Zerlegung aus (2.7) bekannt:
(i) (Existenz) Eine Faktorisierung vonΣ gema¨ß (2.7) existiert fu¨r den Fall r = k. Gleicher-
maßen existiert fu¨r r ≤ k und Ψ gegeben eine solche Zerlegung dann, wenn Σ−Ψ
positiv semidefinit mit rk(Σ−Ψ) = r ist. Andernfalls kann eine Lo¨sung von (2.7)
nicht zula¨ssig sein, falls z. B. negative spezifische Varianzen auftreten, vgl. Johnson
und Wichern (1992).
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(ii) (Eindeutigkeit) Existiert eine Faktorisierung gema¨ß (2.7), so sind die Faktorladungen
fu¨r 1 < r ≤ k nicht eindeutig bestimmt, da fu¨r festes Ψ unendlich viele Matrizen L
die Gleichung (2.7) erfu¨llen. Falls L und Ψ eine Lo¨sung fu¨r (2.7) darstellen, so erfu¨llen
auch L∗ = LU und Ψ, wobei U ∈ Rr×r eine orthogonale Matrix ist, diese Gleichung.
Die Ladungsmatrix L und auch die gemeinsamen Faktoren ξ sind damit in eindeutiger
Weise nur bis auf eine Transformation (Rotation) durch eine beliebige orthogonale Ma-
trix U bestimmt, wobei ξ∗ = UTξ ist. Diese Problematik ist als Identifikationsproblem
oder als Faktor–Rotations–Problem bekannt. Eine eindeutige Faktorisierung la¨sst sich
nur erzielen, wenn zusa¨tzliche Restriktionen auferlegt werden (Lawley und Maxwell,
1971).
Bemerkung 2.4 (Skalena¨quivarianz)
Ein Faktormodell verha¨lt sich skalena¨quivariant. Eine Skalierung der Variablen gema¨ß Y =
DX, mit D = diag{d1, . . . , dk}, di > 0, bewirkt eine entsprechende Transformation der
Ladungsmatrix. Explizit folgt aus der transformierten Modellgleichung Y = DLξ + Dε
fu¨r (2.7): DΣD = DLLTD + DΨD. Damit lassen sich die Ladungsmatrix L˜ und die
Einzelrestvarianzmatrix Ψ˜ einfach u¨ber eine Skalierung der Lo¨sungen L und Ψ aus der
Zerlegung von Σ gewinnen, die Faktoren selbst bleiben unvera¨ndert.
In der Praxis mu¨ssen die unbekannten Parameter L und Ψ aus der Stichprobe xN gescha¨tzt
werden. Ein u¨blicher Lo¨sungsansatz bestimmt die Scha¨tzer Lˆ und Ψˆ als Lo¨sungen der Fak-
torisierung aus (2.7). Dabei wird Σ durch einen geeigneten Scha¨tzer, ha¨ufig die Stichpro-
benkovarianzmatrix SN , ersetzt, d. h. SN = LˆLˆ
T
+ Ψˆ. Anstelle der empirischen Kovarianz
SN wird in der Praxis ha¨ufig auch die Stichprobenkorrelationsmatrix RN verwendet, falls
die Variablen auf sehr unterschiedlichen Skalen gemessen werden.
Eine notwendige Bedingung fu¨r eine konsistente Scha¨tzung der unbekannten Parameter
ist, dass die Anzahl der zu scha¨tzenden Parameter die Anzahl k(k + 1)/2 der verschie-
denen Elemente der Stichprobenkovarianzmatrix nicht u¨bersteigt. Damit ko¨nnen maximal
q ≤ (2k + 1−√(8k + 1))/2 Faktoren angepasst werden (Bartholomew und Knott, 1999).
Die Scha¨tzung der Parameter kann mittels verschiedener Scha¨tzprinzipien mit gegebenen-
falls zusa¨tzlichen Annahmen erfolgen. So werden unter dem Oberbegriff Faktoranalyse teil-
weise recht unterschiedliche Verfahren zusammengefasst. Verbreitet ist die Anwendung des
Maximum–Likelihood–Prinzips oder von Verfahren, die sich an die Hauptkomponentenana-
lyse anlehnen. Daneben existieren zahlreiche weitere, teilweise eher einfache und intuitive
Verfahren, vgl. Fahrmeir, Tutz und Hamerle (1996) oder Lawley und Maxwell (1971), insbe-
sondere auch fu¨r Modelle mit zusa¨tzlichen Restriktionen an die Ladungsmatrix.
Maximum–Likelihood–Scha¨tzer
Ist die zusa¨tzliche Annahme einer Normalverteilung der gemeinsamen Faktoren ξ und der
spezifischen Faktoren ε gerechtfertigt, so liefert die Maximierung der Likelihood–Funktion
die Maximum–Likelihood–Scha¨tzer Lˆ und Ψˆ fu¨r die unbekannten Parameter. Die Bestim-
11
mungsgleichungen ergeben sich durch Nullsetzen der partiellen Ableitungen. Eine Lo¨sung
dieser Gleichungen erfolgt mit Hilfe numerischer Verfahren, wobei die technische Nebenbe-
dingung, dass LTΨ−1L diagonal ist (Jo¨reskog, 1977; fu¨r eine statistische Motivation vgl.
Bartholomew und Knott, 1999, S. 42), eine eindeutige Scha¨tzung der Ladungsmatrix garan-
tiert. Wegen der Skalena¨quivarianz der ML–Scha¨tzer kann die Kovarianzmatrix auch durch
die empirische Korrelationsmatrix R ersetzt werden, die Faktoren bleiben dabei invariant.
Falls die Annahme der Normalverteilung nicht erfu¨llt ist, maximieren die resultierenden
Quasi–ML–Scha¨tzer dennoch Kriterien, die auf den partiellen bzw. kanonischen Korrelatio-
nen beruhen (Jolliffe, 2002, Kapitel 7.2).
Die Anzahl r der gewu¨nschten gemeinsamen Faktoren muss vorab spezifiziert werden. Unter
einer Normalverteilungsannahme kann die Modellanpassung getestet werden, etwa hinsicht-
lich der Wahl von r, und es ko¨nnen Vertrauensintervalle fu¨r die ML–Scha¨tzer bestimmt
werden. Zu beachten ist, dass sich bei der ML–Scha¨tzung die Eintra¨ge der ersten r Vekto-
ren der gescha¨tzten Ladungsmatrix durch die Hinzunahme weiterer Faktoren a¨ndern ko¨nnen.
Die Hauptkomponentenmethode
In der Praxis ist der Einsatz der Hauptkomponentenanalyse zur Scha¨tzung der Parameter
des Faktormodells verbreitet. Dabei wird die Matrix βˆ(r) = (βˆ1, . . . , βˆr) der ersten r Eigen-
vektoren der gescha¨tzten Kovarianzmatrix als Scha¨tzer fu¨r die Ladungsmatrix L verwendet.
Wegen der unterschiedlichen Zielsetzung der Verfahren ist diese Vorgehensweise jedoch nicht
prinzipiell gerechtfertigt, vgl. dazu Jolliffe (2002). Eine Alternative, die diesem Ansatz ent-
gegenkommt, ist die Hauptfaktoranalyse. Die Idee besteht darin, die Hauptkomponenten aus
der reduzierten Kovarianzmatrix Σ − Ψ zu gewinnen, um schließlich iterativ Scha¨tzer fu¨r
die Modellparameter zu bestimmen. Natu¨rlich wird hier zuna¨chst ein geeigneter Scha¨tzer fu¨r
die Matrix Ψ der Einzelrestvarianzen beno¨tigt.
Es ist mo¨glich, dass bei der Scha¨tzung eine Lo¨sung mit negativen Werten fu¨r eine oder
mehrere der Einzelrestvarianzen ψi, i = 1, . . . , k, gefunden wird. Der Parameterraum ist je-
doch beschra¨nkt auf ψi ≥ 0 fu¨r alle i = 1, . . . , k. In diesem Fall liegt das Minimum der
Likelihoodfunktion auf dem Rand des Parameterraums, und die betroffenen ψi sind Null.
Diese Problematik ist als Heywood–Fall bekannt. Falls bei der Scha¨tzung m Einzelrestvari-
anzen verschwinden, so deutet dies darauf hin, dass die zugeho¨rigen m Variablen ga¨nzlich
in dem Raum liegen, der von den extrahierten Faktoren aufgespannt wird (Lawely und
Maxwell, 1971). Allerdings ist es gleichzeitig nicht immer sinnvoll, die zugeho¨rigen beobach-
teten Variablen zu eliminieren, da sie wichtige Information enthalten. Weitere Ursachen fu¨r
Heywood–Fa¨lle sind Fehler in den Daten, die Anpassung zu vieler oder zu weniger Faktoren
oder die Untauglichkeit eines Faktormodells (Bartholomew und Knott, 1999). Statistische
Inferenz ist im Heywood–Fall nicht mehr mo¨glich.
Eine unter Restriktionen gefundene Lo¨sung fu¨r das Faktormodell kann anschließend gema¨ß
eines geeigneten Kriteriums rotiert werden, um so eine einfachere, besser zu interpretie-
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rende Struktur der Ladungsmatrix zu finden. U¨bliche Ansa¨tze sind Varimax–, Orthomax–,
oder Oblimax–Rotationen, vgl. dazu Lawley und Maxwell (1971). In diesem Zusammenhang
werden auch Rotationen fu¨r Modelle mit abha¨ngigen Faktoren betrachtet. Interessant ist
insbesondere auch eine Rotation nach dem Prokrustes–Kriterium. Durch die Spezifikation
fester Rotationsrichtungen kann dabei vorhandenes Vorwissen mit in die Analyse einbezogen
werden.
Im Anschluss an eine Parameterscha¨tzung sind zusa¨tzlich ha¨ufig die Faktoren selbst von
Interesse. Bei den Faktorscores handelt es sich um die Werte der latenten Zufallsvariablen,
so dass sie nicht wie Parameter im u¨blichen Sinne gescha¨tzt werden ko¨nnen. In der Literatur
werden verschiedene Verfahren (Bartlett–Scores oder Thomson–Scores) vorgeschlagen, vgl.
Mardia, Kent und Bibby (1995), die wiederum auf verschiedenen Scha¨tzprinzipien wie ML–,
KQ– oder Regressionsscha¨tzung beruhen. An dieser Stelle wird auf die verschiedenen Ver-
fahren nicht weiter eingegangen. Fu¨r einen detaillierteren Einblick sei auf die oben genannte
Literatur verwiesen.
Da die klassischen Verfahren der Faktoranalyse auf der empirischen Kovarianzmatrix be-
ruhen, sind sie ho¨chst empfindlich gegenu¨ber Ausreißern (Tanaka und Odaka, 1989a,b).
Robuste Ansa¨tze der Faktoranalyse ersetzen daher die empirische Kovarianzmatrix durch
robuste Scha¨tzer, wie einen multivariaten M–Scha¨tzer (Kosfeld, 1996; Campbell, 1980) oder
den MVE–Scha¨tzer (Filzmoser, 1999; Rousseeuw, 1985). Pison, Rousseeuw, Filzmoser und
Croux (2003) scha¨tzen die Kovarianzmatrix durch den MCD–Scha¨tzer (Rousseeuw, 1985)
und stellen fest, dass hierbei eine Hauptfaktoranalyse bessere Eigenschaften besitzt als ei-
ne ML–Faktoranalyse. Alternativ gewinnen Croux, Filzmoser, Pison und Rousseeuw (2003)
robuste Ladungen und Faktoren u¨ber eine robuste alternierende Regression.
2.2 Modellierung multivariater Zeitreihen
In diesem Abschnitt werden statistische Begriffe und Konzepte, die fu¨r die Analyse seriell
korrelierter Beobachtungen beno¨tigt werden, eingefu¨hrt, vgl. dazu auch Brillinger (1975),
Brockwell und Davis (1991), Hannan (1970) oder Reinsel (1997).
Definition 2.2 (stochastischer Prozess)
Ein (vektorieller) stochastischer Prozess ist eine Familie von Zufallsvektoren {X(t, ·) : Ω→
Rk, t ∈ T} auf einem Wahrscheinlichkeitsraum (Ω,A,P), wobei T die Indexmenge der Zeit-
punkte t bezeichnet. Die Funktionen {X(·, ω), ω ∈ Ω} auf T heißen Realisierungen oder
Trajektorien des stochastischen Prozesses.
Als Indexmenge T wird oft N,Z oder [0,∞) gewa¨hlt. In der Notation stochastischer Prozesse
wird der Hinweis auf deren stochastische Natur in der Regel unterdru¨ckt und stattdessen
kurz {X(t), t ∈ T} geschrieben. Außerdem werden sowohl die Trajektorie X(t) eines sto-
chastischen Prozesses als auch vorliegende Daten x(t), t = 1, . . . , T , als Zeitreihe bezeichnet.
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Im weiteren Verlauf dieser Arbeit befassen wir uns mit der Analyse k−dimensionaler Zeitrei-
hen x(t) = (x1(t), . . . , xk(t))
T ∈ Rk, t = 1, . . . , T . Neben den seriellen Abha¨ngigkeiten jeder
einzelnen Komponente {Xj(t)}, j = 1, . . . , k, mu¨ssen bei einer Analyse multivariater sto-
chastischer Prozesse auch Abha¨ngigkeiten zwischen Komponenten {Xi(t1)} und {Xj(t2)}
fu¨r i 6= j, t1, t2 ∈ T, beru¨cksichtigt werden. Somit ist bei einer Modellierung vektoriel-
ler Zeitreihen anstelle von unabha¨ngigen Anpassungen univariater Zeitreihenmodelle an die
einzelnen Komponenten der Einsatz echt multivariater Modelle angezeigt, um dem mo¨gli-
cherweise komplexen Erzeugungsmechanismus der beobachteten Zeitreihe gerecht zu werden.
Unter der Annahme, dass ein stochastischer Prozess {X(t), t ∈ T} endliche erste und
zweite Momente besitzt, d. h. E[X2i (t)] < ∞, ∀ i, t, sind Erwartungswert- und Kovarianz-
funktion des Prozesses gegeben durch µ(t) = E[X(t)] = (µ1(t), . . . , µk(t))
T ∈ Rk und
ΓX(t + s, t) = E[(X(t + s) − µ(t + s))(X(t) − µ(t))T] = (γij(t + s, t)) ∈ Rk×k. Ein
wichtiges Konzept bei der Modellierung von Zeitreihen ist die Stationarita¨t. Fu¨r die starke
Stationarita¨t wird gefordert, dass die gemeinsame Verteilung von (X(t1), . . . ,X(tl)) und
(X(t1 + s), . . . ,X(tl + s)) fu¨r alle l ∈ N und t1, . . . , tl, s ∈ Z identisch ist. In dieser Arbeit
werden wir jedoch eine weniger strikte Form, die schwache Stationarita¨t, zugrunde legen.
Definition 2.3 (Schwache Stationarita¨t)
Ein multivariater stochastischer Prozess {X(t), t ∈ T} heißt schwach stationa¨r, falls die
Mittelwertfunktion µ(t) und die Kovarianzfunktion ΓX(t+ s, t) von t unabha¨ngig sind, d. h.
µ(t) = µ, t ∈ T, (Mittelwertstationarita¨t) und ΓX(t + s, t) = ΓX(s), t ∈ T, (Kovarianzsta-
tionarita¨t).
Damit ist unter schwacher Stationarita¨t die Invarianz von Erwartungswert und Kovarianz
unter Verschiebungen entlang der Zeitachse zu verstehen. Die Eintra¨ge γii(s) der Hauptdia-
gonalen von ΓX(s) werden als Autokovarianzen zum Zeitlag s, die Eintra¨ge γij(s), i 6= j,
als Kreuzkovarianzen zum Lag s bezeichnet. Die Kreuzkovarianzmatrizen ΓX(s) sind nicht–
negativ definit, im Sinne von
∑n
s=1
∑n
u=1 a
T
sΓX(s − u)au ≥ 0 fu¨r alle positiven n ∈ Z
und Vektoren a1, . . . ,an ∈ Rk, aber im allgemeinen fu¨r s 6= 0 nicht symmetrisch. Statt-
dessen gilt die Beziehung ΓX(s)
T = ΓX(−s). Da fu¨r die Auto- und Kreuzkorrelationen
Corr[Xi(t), Xj(t + s)] = γij(s)(γii(0)γjj(0))
−1/2 gilt, ergeben sich die entsprechenden Korre-
lationsmatrizen gema¨ß ρX(s) = V
−1/2ΓX(s)V −1/2, wobei V = diag{γ11(0), . . . , γkk(0)}.
Das bekannteste Konzept zur Beschreibung zeitlicher Abha¨ngigkeiten im Rahmen von sto-
chastischen Prozessen besteht in der Klasse linearer Zeitreihenmodelle. Hierbei werden zur
Darstellung des Erzeugungsmechanismus lineare Filter nutzt. Als linearer Filter wird allge-
mein eine zeitinvariante Transformation eines m−dimensionalen Prozesses {Y (t), t ∈ Z} in
einen k−dimensionalen Prozess {X(t), t ∈ Z} gema¨ß
X(t) =
∞∑
j=−∞
A(j)Y (t− j) (2.1)
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bezeichnet, wobei A(j), j ∈ Z, eine Folge von k ×m−Gewichtsmatrizen bezeichnet.
Alternativ wird ha¨ufig die Schreibweise mit Hilfe des Backshiftoperators B verwendet, wobei
BjX(t) =X(t− j), ∀ j ∈ Z, und damit X(t) =∑∞j=−∞A(j)BjY (t) = A(B)Y (t) mit dem
zugeho¨rigen Polynom A(B). Ein Filter heißt kausal (oder realisierbar), falls A(j) = 0 fu¨r
j < 0, und stabil, falls
∑∞
j=−∞ ||A(j)|| ≤ ∞, wobei ||A||2 = tr(ATA).
Definition 2.4 (Weißes Rauschen)
Ein stochastischer Prozess {ε(t), t ∈ Z} heißt weißes Rauschen, falls gilt
E(ε(t)) = 0, Var(ε(t)) = Γε und Cov(ε(t), ε(t− s)) = 0, ∀ s, t ∈ Z, s 6= 0.
Die ε(t) sind damit unkorrelierte Zufallsvektoren mit Erwartungswert 0 und identischer Ko-
varianzmatrix.
Eine weitverbreitete Modellklasse stochastischer Prozesse wird mit folgender Definition er-
fasst.
Definition 2.5 (ARMA(p, q)–Prozess)
Ein k−dimensionaler stochastischer Prozess {X(t), t ∈ Z} heißt autoregressiver Moving–
Average Prozess mit Ordnungen p und q, kurz: ARMA(p, q)–Prozess, wenn er der Darstel-
lung
X(t) =
p∑
j=1
Φ(j)X(t− j) +
q∑
j=0
Θ(j)ε(t− j) ∀ t ∈ Z.
genu¨gt. Dabei sind Φ(1), . . . ,Φ(p),Θ(1), . . . ,Θ(q) k×k−Matrizen, Θ(0) = Ik und {ε(t), t ∈
Z} ist k−dimensionales weißes Rauschen.
In Kurzschreibweise werden ARMA(p, q)–Prozesse auch gema¨ß Φ(B)X(t) = Θ(B)ε(t) no-
tiert, wobei Φ(B) = Ik − Φ(1)B − · · · − Φ(p)Bp und Θ(B) = Ik + Θ(1)B + · · · + Θ(q)Bq.
Der Prozess {X(t), t ∈ Z} aus (2.5) ist stationa¨r, wenn alle Lo¨sungen der charakteristi-
schen Gleichung det{Φ(B)} = 0 außerhalb des Einheitskreises liegen. Dann existiert fu¨r
X(t) auch eine kausale MA(∞)–Darstellung X(t) =∑∞j=0 ζ(j)ε(t− j). Falls alle Lo¨sungen
des Polynoms det{Θ(B)} = 0 außerhalb des Einheitskreises liegen, so ist der Prozess X(t)
invertierbar und es existiert eine AR(∞)–Darstellung X(t) = ∑∞j=1Π(j)X(t − j) + ε(t).
Der Prozess {X(t), t ∈ Z} heißt ARMA(p, q)–Prozess mit Erwartungswert µ, falls X(t)−µ
einem ARMA(p, q)–Prozess genu¨gt.
In der Praxis zeigen viele stochastische Prozesse einen Trend im Niveau oder strukturelle
A¨nderungen der Varianz. Ha¨ufig ko¨nnen instationa¨re Zeitreihen mit Hilfe integrierter Pro-
zesse beschrieben werden.
Definition 2.6 (Integration univariater Prozesse)
Ein univariater Prozess X(t) ∈ R ohne deterministische Komponenten heißt integriert mit
der Ordnung d oder I(d), wenn er nach d−maligem Differenzieren (1 − B)dX(t) einem
invertierbaren MA(∞)–Prozess folgt.
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Bei multivariaten ZeitreihenX(t) ∈ Rk, k > 1, wird zwischen integrierten und kointegrierten
Prozessen unterschieden (Gonzalo und Granger, 1995).
Definition 2.7 (Integration multivariater Prozesse)
(i) Ein Prozess X(t) ∈ Rk, k > 1, heißt (gemeinsam) integriert von der Ordnung 1,
falls (a) alle Komponenten von X(t) univariat I(1) sind und (b) (I − B)X(t) einem
invertierbaren MA(∞)–Prozess folgt, dessen Koeffizientenmatrizen vollen Rang haben.
(ii) Ein Prozess X(t) ∈ Rk, k > 1, heißt kointegriert mit der Ordnung (d, b), oder CI(d, b),
mit Kointegrationsrang m, falls (a) alle Komponenten vonX(t) univariat I(d) sind und
(b) m linear unabha¨ngige Linearkombinationen βTX(t) mit β ∈ Rk×m und rk(β) = m
existieren, die gemeinsam I(d− b), d ≥ b > 0, sind.
Im Gegensatz zu gemeinsam integrierten Prozessen kann das multivariate Differenzieren ei-
nes kointegrierten Prozesses somit zu einer Form von U¨berdifferenzierung fu¨hren (Reinsel,
1997, Kapitel 2.4).
Hinsichtlich einer Darstellung von Verfahren zur Scha¨tzung der Autokovarianzfunktion und
der Modellparameter in Zeitreihenmodellen sowie der Identifikation der Modellordnung sei
an dieser Stelle auf die Literatur verwiesen (Box, Jenkins und Reinsel, 1994; Brockwell und
Davis, 1991; Reinsel, 1997).
Da Ausreißer zu Modellfehlspezifikationen, verzerrten Scha¨tzern und schlechten Vorhersagen
fu¨hren ko¨nnen, ist die Erkennung von Ausreißern und Struktura¨nderungen in Zeitreihen eine
wichtige Aufgabe. Die Literatur behandelt hierbei hauptsa¨chlich die retrospektive Analyse
univariater Zeitreihen. Wichtige Arbeiten zur Identifikation und Unterscheidung verschie-
dener Ausreißertypen sind Fox (1972), Tsay (1986, 1988), Chang, Tiao und Chen (1988),
Chen und Liu (1993), Justel, Pen˜a und Tsay (2000) und Sa´nchez und Pen˜a (2003). Dia-
gnostische Verfahren zur Erkennung von Ausreißern in univariaten Zeitreihen betrachten
u. a. Abraham und Chuang (1989) und Bianco, Garcia Ben, Mart´ınez und Yohai (2001).
Vorschla¨ge zur robusten Scha¨tzung der Modellparameter in univariaten ARIMA–Modellen
finden sich bei Denby und Martin (1979), Martin (1979, 1981), Bustos und Yohai (1986),
Rousseeuw und Leroy (1987, S. 112 ff) und Masarotto (1987a,b), wobei Martin und Yohai
(1986) Influenzfunktionale fu¨r Zeitreihen betrachten. Verfahren zur robusten Scha¨tzung der
Autokovarianzfunktion behandeln Chan und Wei (1992) und Ma und Genton (2000).
Zur Ausreißererkennung in multivariaten Zeitreihen gibt es meines Wissens nur wenige
Vero¨ffentlichungen. Tsay, Pen˜a und Pankratz (2000) verwenden individuelle und gemein-
same Likelihood–Quotienten–Statistiken zur Erkennung von Ausreißern, wa¨hrend Galeano,
Pen˜a und Tsay (2004) Projection–Pursuit–Verfahren nutzen, um schließlich in den univaria-
ten Projektionsrichtungen Ausreißer zu entdecken.
Eine elegante Alternative zur Analyse stochastischer Prozesse im Zeitbereich ist eine Analy-
se im Frequenzbereich, wobei Stationarita¨t und eine ausreichende La¨nge der multivariaten
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Zeitreihe erforderlich sind. Falls die Autokovarianzfunktion γij(s) = Cov[Xi(t), Xj(t+ s)] fu¨r
alle i, j = 1, . . . , k, und jedes s ∈ Z absolut summierbar ist, d. h. falls ∑∞s=−∞ |γij(s)| < ∞,
la¨sst sich die in der Autokovarianzfunktion ΓX(s) enthaltene Information auf a¨quivalen-
te Weise u¨ber die Spektraldichtefunktion fXX(α) ausdru¨cken. Die Spektraldichtematrix
fXX(α) ist die Fouriertransformierte der Autokovarianzmatrizen ΓX(s) des stationa¨ren Pro-
zesses X(t) und berechnet sich gema¨ß fXX(α) = (2pi)
−1∑∞
s=−∞ ΓX(s) exp(−isα), −∞ <
α < ∞. Dies ist eine gerade Funktion mit der Periode 2pi und der zugeho¨rigen inversen
Transformation
ΓX(s) =
pi∫
−pi
fXX(α) exp(isα) dα. (2.2)
Das (h, j)–te Element der Spektraldichtematrix ist durch fhj(α) =
∑∞
s=−∞ γhj(s) exp(−isα)
bestimmt, wobei i =
√
(−1). Es heißt fjj(·) Autospektraldichte oder Spektrum von Xj(·)
und fhj(α), h 6= j, Kreuzspektrum von Xh(·) und Xj(·). Mit Ausnahme der Diagonalele-
mente sind die Eintra¨ge der Spektraldichtematrix fXX(α) im allgemeinen komplex.
Die Fouriertransformation wandelt Faltungen in einfache Produkte um. Fu¨r die Spektral-
dichte von Y (t) =
∑∞
s=−∞A(s)X(t− s), mit absolut summierbarem Filter {A(s), s ∈ Z},
gilt
fY Y (α) = A˜(α)fXX(α)A˜
?
(α),
wobei A˜(α) =
∑∞
s=−∞A(s) exp(−isα), −∞ < α < ∞, die Transferfunktion des Filters
{A(s), s ∈ Z} und ? die komplexe Konjugation und Transposition bezeichnet.
Fu¨r die Scha¨tzung der Spektraldichte einer Zeitreihe der La¨nge T existieren verschiedene
Verfahren (Brillinger, 1975). Direkte Spektraldichtescha¨tzer beruhen auf einer geeigneten
Gla¨ttung der Periodogramm–Matrizen
IXX(α) = (2piT )
−1 X˜(α) X˜
∗
(α),
wobei X˜(α) =
∑T
t=1X(t) exp(−itα) die Fouriertransformierte der Zeitreihe X(t) bezeich-
net. Fu¨r s, j ∈ Z ist eine Mo¨glichkeit die Bildung gleitender Mittel u¨ber (2m + 1) Periodo-
gramm–Matrizen benachbarter Fourierfrequenzen, d. h.
fˆXX(α) =

(2m+ 1)−1
m∑
j=−m
IXX
(
2pi(s+j)
T
)
,
falls α 6≡ 0 (modpi) und (2pis− pi)/T < α ≤ (2pis+ pi)/T,
(2m)−1
m∑
j=1
{
IXX
(
α+ 2pij
T
)
+ IXX
(
α− 2pij
T
)}
,
falls α ≡ 0, (mod 2pi) oder α = ±pi,±3pi, . . . und T gerade,
(2m)−1
m∑
j=1
{
IXX
(
α− pi
T
+ 2pij
T
)
+ IXX
(
α+ pi
T
− 2pij
T
)}
,
falls α = ±pi,±3pi, . . . und T ungerade,
wobei m → ∞ und m/T → 0 fu¨r T → ∞. Fu¨r wachsendes m reduziert sich dabei die
asymptotische Varianz des Spektraldichtescha¨tzers, wa¨hrend sich der Bias erho¨ht.
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Eine Alternative sind indirekte Spektraldichtescha¨tzer, die u¨ber die Summe geeignet gewich-
teter Autokovarianzmatrizen berechnet werden
fˆXX(αj) = (2pi)
−1 ∑
|s|≤M
w(s/M)ΓˆX(s) exp(−isαj),
wobei αj = 2pij/(2M + 1), j = 0, 1, . . . , 2M und w(x) eine gerade, in x stu¨ckweise stetige
Funktion mit w(0) = 1, |w(x)| ≤ 1∀x und w(x) = 0 fu¨r |x| > 1 ist, vgl. Brockwell und
Davis (1991, Kapitel 10.4). Obwohl M = T mo¨glich ist, ist es sinnvoll, M so zu wa¨hlen, dass
M → ∞ und M/T → 0 fu¨r T → ∞. Unter diesen Bedingungen kann gezeigt werden, dass
dieser Scha¨tzer fu¨r fXX(·) im quadratischen Mittel konsistent ist.
In beiden Fa¨llen zeigt Brillinger (1975, Kapitel 7.3 und 7.4) fu¨r die Scha¨tzer fˆXX(αj)
an den Frequenzen αj, j = 1, . . . , J die asymptotische Unabha¨ngigkeit, falls αh ± αj 6≡
0 (mod 2pi), 1 ≤ h < j ≤ J .
Auch fu¨r die Scha¨tzung im Frequenzbereich existieren robuste Verfahren. Kleiner und Martin
(1979) nutzen spektralanalytische Methoden zur Scha¨tzung der AR–Parameter. Tatum und
Hurvich (1993a,b) und Choy (2001) behandeln die Filterung bzw. Erkennung von Ausreißern
in univariaten Zeitreihen.
Die bisher genannten Ansa¨tze zur Erkennung von Ausreißern in Zeitreihen befassen sich
im wesentlichen mit der retrospektiven Analyse von Zeitreihen. In der Intensivmedizin ist
jedoch die automatische Online–Erkennung von Artefakten von Interesse. Motiviert durch
diese Fragestellung entwickelt Bauer (1997) eine Kontrollkarte zum Monitoring autokorre-
lierter Daten (vgl. auch Bauer, Gather und Imhoff, 1998; Imhoff, Bauer, Gather und Lo¨hlein,
1998; Gather, Bauer und Fried, 2002). Diese online–fa¨hige Phasenraumkarte beruht auf einer
Phasenraumdarstellung der Zeitreihe und nutzt multivariate Ausreißer–Identifizierer (Davies
und Gather, 1993; Becker, 1996; Becker und Gather, 1999) zur Erkennung von Artefakten.
Eine Erweiterung dieser Prozedur auf multivariate Zeitreihen mit moderater Dimension k ist
durch die Wahl ho¨herdimensionaler Phasenra¨ume mo¨glich. Bei zunehmender Dimension der
multivariaten Zeitreihen unterliegt sie jedoch dem Fluch der hohen Dimension (Friedman,
1994).
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3 Verfahren zur Dimensionsreduktion fu¨r
multivariate Zeitreihen
Beobachtet werde eine Realisierung eines k−dimensionalen stochastischen Prozesses. Als di-
rekte Verallgemeinerung univariater ARMA–Modelle ko¨nnen die Abha¨ngigkeiten zwischen
den Variablen durch ein vektorielles ARMA–Modell (2.5) beschrieben werden (Box, Jenkins
und Reinsel, 1994). Bei dieser Modellierung kommt nun erschwerend hinzu, dass fu¨r einen
vektoriellen Prozess X(t) mo¨glicherweise verschiedene ARMA–Prozess–Darstellungen exis-
tieren und die Parametermatrizen nicht unbedingt identifizierbar sind (Hannan, 1970). Zur
geeigneten Beschreibung eines multivariaten Systems wird in Abha¨ngigkeit von der Anzahl
k der Komponenten einer multivariaten Zeitreihe und der Modellordnung schnell eine große
Anzahl von Parametern beno¨tigt. Die Scha¨tzer dieser Parameter sind zudem oft hoch kor-
reliert (Tiao und Tsay, 1989).
Mit dem Ziel, die große Zahl von Parametern deutlich zu reduzieren und sparsamere vek-
torielle ARMA–Darstellungen zu finden, wurde daher zuna¨chst das Auffinden sogenannter
vereinfachender Strukturen (engl. simplifying structures) verfolgt. Diese lassen mo¨glicherwei-
se neue Erkenntnisse u¨ber die Abha¨ngigkeitsstrukturen des betrachteten Prozesses zu und
ko¨nnen die Interpretation erheblich vereinfachen.
Wa¨hrend Quenouille (1968) zur Konstruktion von Variablen mit einfacheren Eigenschaften
die Eigenvektoren der Parametermatrizen ausnutzt, erweitern Box und Tiao (1977) in einer
grundlegenden Arbeit Techniken der Hauptkomponentenanalyse auf den Zeitreihenkontext.
Hier sind nicht die Linearkombinationen mit maximaler Varianz von Interesse, sondern die
Bestimmung derjenigen Linearkombinationen mit maximaler oder minimaler Vorhersagbar-
keit. Erstmals wird in dieser Arbeit die Idee der Kointegration, dass Linearkombinationen
einer nichtstationa¨ren Zeitreihe stationa¨r sein ko¨nnen, diskutiert. Gesucht wird eine linea-
re Transformation, die die resultierenden Linearkombinationen des Prozesses gema¨ß ihrer
”
Vorhersagbarkeit“ ordnet, wobei die ersten Komponenten ha¨ufig nahezu nichtstationa¨r sind
und die letzten k − r Komponenten nahezu weißes Rauschen darstellen. Unter der Annah-
me, dass eine stationa¨re Zeitreihe X(t) einem AR(p)–Modell folgt, wird eine Zerlegung in
Ein–Schritt–Vorhersage und Vorhersagefehler X(t) = Xˆ
(1)
(t− 1) + ε(t) betrachtet. Wegen
der Unkorreliertheit dieser Terme gilt fu¨r die Kovarianz ΓX(0) = ΓXˆ(0) + Γε(0), wobei
Γε(0) = E[ε(t)ε
T(t)] und ΓXˆ(0) = E[(Xˆ
(1)
(t− 1)− µ)(Xˆ(1)(t− 1)− µ)T].
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Die Richtungen mit maximaler Vorhersagbarkeit ergeben sich damit als Vektoren vj, j =
1, . . . , k, die sukzessive
λ =
vTΓXˆ(0)v
vTΓX(0)v
maximieren. Das Problem ist a¨quivalent zur Eigenvektorbestimmung von Γ−1ε (0)ΓX(0), vgl.
Galeano und Pen˜a (2000). Die gesuchten Linearkombinationen sind im Fall von unkorrelier-
ten Vorhersagefehlern mit gleicher Varianz, Γε(0) = σ
2I, gerade die Hauptkomponenten. Der
Ansatz von Box und Tiao (1977) entspricht somit einer kanonischen Korrelationsanalyse zwi-
schen aktuellen X(t) und vorangegangenen Variablen X?(t) = (XT(t− 1), . . . ,XT(t− p)),
wobei allgemein eine Spektralzerlegung der Matrix ΓX
−1(0)ΓXX?(p)ΓX?−1(0)ΓXX?T(p) er-
forderlich ist. Dabei gibt die Anzahl der kanonischen Korrelationen, die Null sind, die Anzahl
der Linearkombinationen an, die weißem Rauschen entsprechen.
Viele weitere Ansa¨tze zur Aufdeckung einfacher Strukturen beruhen auf Techniken der kano-
nischen Korrelationsanalyse. So erzielen Tiao und Tsay (1989) eine Parameterreduktion fu¨r
vektorielle ARMA–Prozesse mit Hilfe von sogenannten Skalarkomponentenmodellen (SCM),
vgl. auch Tiao und Box (1981).
Velu, Reinsel und Wichern (1986), Ahn und Reinsel (1988) und Reinsel und Velu (1998)
diskutieren eine Parameterreduktion durch eine Analyse von vektoriellen AR–Modellen, de-
ren Koeffizientenmatrizen Φ(j) von reduziertem Rang sind (engl. (nested) reduced–rank AR
models). Die Modelle mit rangreduzierten Koeffizientenmatrizen werden auch als
”
Daten–
reduzierende“ Verfahren fu¨r multivariate Zeitreihen interpretiert.
Ein multivariater Prozess X(t) folge dem speziellen vektoriellen AR(p)–Modell
X(t) =
p2∑
i=0
p1∑
j=0
A(i)C(j)X(t− i− j − 1) + ε(t),
wobei A(i) ∈ Rk×r,C(j) ∈ Rr×k, 1 ≤ r ≤ k und p = p1 + p2 + 1. In Anlehnung an Velu,
Reinsel und Wichern (1986) lassen sich in dieser Modellklasse zwei Spezialfa¨lle formulieren.
Fu¨r p1 = p− 1 und p2 = 0 ergibt sich
X(t) = A(0)C(0)X(t− 1) + . . .+A(0)C(p− 1)X(t− p) + ε(t)
= A(0)C(B)X(t− 1) + ε(t). (3.1)
Mit den Normalisierungsbedingungen aus Velu, Reinsel und Wichern (1986) ko¨nnen fu¨r
dieses autoregressive multivariate Regressionsmodell von reduziertem Rang die Koeffizien-
tenmatrizen fu¨r jede positiv definite Matrix Γ u¨ber
A(0) = Γ−1/2(0)V , C = V TΓ1/2(0)ΓXX?T(p)ΓX?−1(0)
mit V = (V 1, . . . ,V r), wobei V j den zum j−ten Eigenwert geho¨renden normalisierten
Eigenvektor von Γ1/2(0)ΓXX?
T(p)ΓX?
−1(0)ΓXX?(p)Γ1/2(0) bezeichnet, ausgedru¨ckt werden.
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Damit besteht wiederum ein direkter Bezug zur kanonischen Korrelationsanalyse von Box
und Tiao (1977).
Mit p1 = 0 und p2 = p− 1 la¨sst sich schreiben
X(t) = A(0)C(0)X(t− 1) + . . .+A(p− 1)C(0)X(t− p) + ε(t)
= A(B)Z(t− 1) + ε(t), (3.2)
wobei Z(t) = C(0)X(t) ∈ Rr×1, r ≤ k. Die Parameterscha¨tzung im Modell (3.2) betrachtet
z. B. Reinsel (1983). Die r−dimensionalen Variablen Z(t) werden auch als zeitverzo¨gerte
Indexvariablen, die den Prozess steuern und mo¨glicherweise sinnvoll interpretiert werden
ko¨nnen, aufgefasst. Daher wird Modell (3.2) auch als multivariates autoregressives Indexmo-
dell bezeichnet, vgl. auch Sargent und Sims (1977). Wie die Multiplikation der Modellglei-
chung (3.2) mit C(0) zeigt, folgen die Indexvariablen Z(t) ebenfalls einem AR(p)–Prozess.
Problematisch fu¨r die Interpretation der ku¨nstlichen Variablen Z(t) hinsichtlich der beo-
bachteten Gro¨ßen X(t) ist, dass der Filter A(B) vollsta¨ndig mitbetrachtet werden muss.
Die bisher vorgestellten Ansa¨tze zur Parameterreduktion im Rahmen von multivariaten
Zeitreihenmodellen werden auch als Methoden zur Datenreduktion verstanden. Strengge-
nommen ist hier jedoch eine echte Reduktion der Dimension des beobachteten Prozesses im
Sinne der Extraktion der wichtigsten Information von Interesse. Dies ermo¨glichen die im
folgenden vorgestellten Verfahren. Die hierbei beno¨tigte Methodik stu¨tzt sich wiederholt auf
die bisher angesprochenen Ansa¨tze, wie die kanonische Korrelationsanalyse, insbesondere,
weil ha¨ufig die Findung geeigneter Linearkombinationen angestrebt wird bzw. die Anzahl
beno¨tigter Komponenten bestimmt werden muss.
Voraussetzung fu¨r die klassischen dimensionsreduzierenden Verfahren ist, dass die Beobach-
tungen Realisationen von unabha¨ngigen Zufallsvariablen aus einer multivariaten Verteilung
darstellen. Im Fall von multivariaten Zeitreihen werden k Variablen wiederholt u¨ber die Zeit
hinweg an der gleichen Untersuchungseinheit erhoben. Durch die zeitliche Anordnung der Be-
obachtungen finden sich zum Teil starke Abha¨ngigkeiten vor allem zwischen Datenpunkten
mit kleinem Zeitabstand, d. h.X(t) undX(t+s) sind fu¨r kleines s korreliert. Da denkbar ist,
dass zeitversetzte Beobachtungen wichtige Information beisteuern, sollen im weiteren Adap-
tionen der dimensionsreduzierenden Verfahren fu¨r den Zeitreihenkontext betrachtet werden.
Tatsa¨chlich ist es in dieser Arbeit von Interesse, mit Hilfe geeigneter statistischer Techniken
eine geringe Zahl (mo¨glicherweise neuer) relevanter Komponenten zu extrahieren, welche eine
beobachtete multivariate Zeitreihe eigentlich treiben. Ganz allgemein ko¨nnen zeitversetzte
Beobachtungen u¨ber folgende dimensionsreduzierte Darstellung
X(t)− µ =
∞∑
s=−∞
L(s)ξ(t− s) + ε(t), (3.3)
mit einbezogen werden, wobei L(s), s ∈ Z, einen Filter mit Matrizen der Dimension k × r
und ξ(t) einen stochastischen Prozess der Dimension r bezeichnen. Die Idee besteht darin,
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dass die Variablen ξ(t) die wenigen Komponenten repra¨sentieren, die mit der relevanten In-
formation behaftet sind. Jedoch stellt sich hier wieder, sogar in gro¨ßerem Maße als fu¨r den
Fall unabha¨ngiger Beobachtungen, das Problem der großen Anzahl unbekannter Gro¨ßen.
Lo¨sungsansa¨tze fu¨r diese Problematik werden in diesem Kapitel vorgestellt.
Cattell, Cattell und Rhymer (1947) verwenden erstmals Techniken der Faktoranalyse fu¨r
zeitreihena¨hnliche Daten, um in psychologischen
”
Einzel–Objekt–Studien“ Muster in der in-
traindividuellen Vera¨nderlichkeit im Zeitverlauf aufzudecken. Bei der als P–Technik bezeich-
neten Faktoranalyse wird die (T × k)−Datenmatrix analysiert, wobei T die Anzahl betrach-
teter Zeitpunkte und k die Anzahl der Variablen bezeichnet. Die resultierenden latenten Va-
riablen erkla¨ren na¨herungsweise die (simultane) Kreuzkovarianzmatrix ΓX(0) = Cov[X(t)]
eines multivariaten Prozesses {X(t), t ∈ Z}. Das Verfahren beru¨cksichtigt jedoch nicht eigens
die zeitliche Anordnung der Beobachtungen. Anderson (1963) weist meines Wissens erstmals
auf diese Problematik hin und diskutiert einige Schwierigkeiten, die bei der Analyse auftre-
ten ko¨nnen, wie z. B. die Annahme der Unabha¨ngigkeit der Fehlerterme. Nesselroade (1994)
bemerkt, dass die Nichtbeachtung der Autokorrelationsstruktur einen erheblichen Einfluss
auf die Ergebnisse einer Faktoranalyse haben kann. Wird (3.3) als allgemeine Form eines
dynamischen Faktormodells fu¨r Zeitreihen aufgefasst, so sind eine Reihe starker Annahmen
erforderlich.
Wird kein explizites Modell zugrunde gelegt, so ist die Suche der besten r−dimensionalen
Approximation χ(t) ∈ Rk von X(t) unter Beru¨cksichtigung zeitversetzter Beobachtungen
von Interesse. Dies ist die Grundidee einer dynamischen Erweiterung der Hauptkomponen-
tenanalyse, die in Abschnitt 3.2 in ihren verschiedenen Formen vorgestellt wird. Neben den
zeitgleichen Abha¨ngigkeiten werden hier auch zeitversetzte Abha¨ngigkeiten und Autokorre-
lationen zwischen den Komponenten des Zufallsvektors mit einbezogen. Dabei wird ξ(t) aus
(3.3) als gefilterte Version des Prozesses X(t) aufgefasst.
In den folgenden Abschnitten werden aus der Literatur bekannte dynamische Varianten der
Faktor- und Hauptkomponentenanalyse vorgestellt und diskutiert.
3.1 Faktoranalyse fu¨r multivariate Zeitreihen
Ein dimensionsreduzierendes Verfahren fu¨r Zeitreihen unter Beru¨cksichtigung serieller Ab-
ha¨ngigkeiten ist eine dynamische Faktoranalyse (DFA). Verschiedene faktoranalytische Mo-
dellansa¨tze gingen insbesondere aus o¨konometrischen (Geweke, 1977) als auch aus psychome-
trischen (Molenaar, 1985) Fragestellungen hervor. Mit der Reduktion der Dimension bei der
Analyse von Input/Output–Variablen in stochastischen Systemen befassen sich auch Priest-
ley, Rao und Tong (1974). Gemeinsam ist den dynamischen Faktoranalysemodellen (DFM)
folgender Modellansatz.
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Seien die Daten im weiteren Realisationen einer Zeitreihe X(t) = (X1(t), . . . , Xk(t))
T ∈ Rk
der La¨nge T . Es wird angenommen, dass X(t) als Summe von Linearkombinationen von
r < k latenten Faktorzeitreihen ξ(t) = (ξ1(t), . . . , ξr(t))
T plus einem k−dimensionalen Vek-
tor ε(t) = (ε1(t), . . . , εk(t))
T spezifischer Faktoren beschrieben werden kann. Wie in (3.3)
kann ein dynamisches Faktormodell allgemein gema¨ß
X(t) =
∞∑
s=−∞
L(s)ξ(t− s) + ε(t), (3.4)
dargestellt werden, wobei L(s) = {lij(s)} eine reelle k×r−Faktorladungsmatrix zum Zeitlag
s bezeichnet. In der Regel wird Kausalita¨t des Filters angenommen, d. h. L(s) = 0 fu¨r s < 0,
um sicherzustellen, dass aktuelle Beobachtungen nur durch vorangegangene und gegenwa¨rti-
ge Einflu¨sse beschrieben werden. Zusa¨tzlich werden die folgenden Annahmen getroffen, wobei
gleichzeitig einige Notation eingefu¨hrt wird.
(B.1) Es sei {X(t), t ∈ T} ein k−dimensionaler stationa¨rer stochastischer Prozess mit
E[X(t)] = 0 und Kreuzkovarianzfunktion Cov[X(t),X(t+ s)] = ΓX(s) = {γij(s)}, s ∈ Z.
(B.2) Es sei {ξ(t), t ∈ T} eine stationa¨rer r−dimensionaler latenter Faktorprozess mit
E[ξ(t) = 0] und Kreuzkovarianzfunktion Cov[ξ(t), ξ(t+ s)T] = Γξ(s), s ∈ Z.
(B.3) Es sei {ε(t), t ∈ T} ein stationa¨rer k−dimensionaler stochastischer Prozess der Sto¨rter-
me mit E[ε(t)] = 0 und Cov[ε(t), ε(t+ s)] = Γε(s) = diag(ψ1(s), . . . , ψk(s)), d. h. die spezifi-
schen Fehler sind unkorreliert, aber mo¨glicherweise seriell korreliert.
(B.4) Die latenten Prozesse {ξ(t), t ∈ T} und {ε(t), t ∈ T} sind fu¨r alle Zeitabsta¨nde s ∈ Z
unkorreliert.
Mit den Annahmen (B.1) – (B.4) gilt fu¨r die Auto- und Kreuzkovarianzmatrizen ΓX(s)
zum Zeitlag s, s ∈ Z,
ΓX(s) =
∞∑
v=−∞
∞∑
w=−∞
L(v)Γξ(s+ w − v)L(w)T + Γε(s). (3.5)
Es ist (3.5) eine Verallgemeinerung des Fundamentallemmas der Faktoranalyse auf dyna-
mische Faktormodelle. Die Kovarianzstruktur der Beobachtungen wird wiederum auf eine
geringere Anzahl gemeinsamer latenter Faktoren zuru¨ckgefu¨hrt. Wie im klassischen Modell
der Faktoranalyse sind weitere Restriktionen notwendig, um Identifikationsprobleme zu ver-
meiden (Geweke und Singleton, 1981; Molenaar, 1985).
Eine sehr allgemeine Erweiterung des statischen Faktormodells und seiner Annahmen auf
Modelle mit einem Faktorladungs–Filter {L(s), s ∈ Z} formulieren u. a. Sargent und Sims
(1977) und Geweke (1977). Dabei wird im DFM (3.4) mit nicht notwendigerweise kausalem
Filter die Annahme (B2) verscha¨rft zu
(B.2*) Es sei {ξ(t), t ∈ T} r−dimensionales weißes Rauschen mit E[ξ(t)] = 0 und Autoko-
varianzmatrix Γξ(0) = Ir.
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Die Kreuzkorrelation zwischen den Komponenten einer beobachteten Zeitreihe ist nach die-
sem Modell vollsta¨ndig auf die Filterung des r−dimensionalen Vektors ξ(t) und nicht auf die
spezifischen Komponenten zuru¨ckzufu¨hren. Fu¨r die Kovarianzfunktion (3.5) gilt in diesem
Modell
ΓX(s) =
∞∑
j=−∞
L(j)L(j − s)T + Γε(s). (3.6)
Mit den Annahmen (B.1), (B.2*), (B.3) und (B.4) ist das DFM bis auf Rotationen der
Faktoren identifiziert.
In einem konfirmatorischen DFM erlauben Geweke und Singleton (1981) auch seriell und
kreuzkorrelierte Faktorprozesse. Fu¨r die Fa¨lle mit unkorrelierten und korrelierten Faktoren
geben sie jeweils Bedingungen fu¨r die Identifizierbarkeit des Modells an.
Die Darstellung und Analyse eines DFMs ist sowohl im Zeit- als auch im Frequenzbereich
mo¨glich. Die wichtigsten in der Literatur diskutierten Ansa¨tze mit den zugeho¨rigen An-
nahmen werden in den folgenden Abschnitten behandelt. Außerdem werden Verbindungen
zwischen den verschiedenen Modellen hergestellt.
3.1.1 Dynamische Faktormodelle im Frequenzbereich
Ausgangssituation in diesem Abschnitt ist das allgemeine DFM mit den Annahmen (B.1),
(B.2*), (B.3) und (B.4). Eine Scha¨tzung der unbekannten Gro¨ßen ist im Frequenzbereich
durchfu¨hrbar, da sich fu¨r stationa¨re stochastische Prozesse die in der Kreuzkovarianzfunkti-
on enthaltene Information auf a¨quivalente Weise u¨ber die Spektraldichtefunktion ausdru¨cken
la¨sst. Durch die Fouriertransformation der Faltung aus (3.6) ergibt sich die einfachere Pro-
duktdarstellung
fXX(α) = L˜(α)L˜(α)
∗ + fεε(α). (3.7)
Das Scha¨tzproblem la¨uft damit wie im Fall der statischen Faktoranalyse fu¨r festes α auf
die Anpassung einer Matrix der Gestalt (3.7) an die Spektraldichtematrix hinaus. Da die
Scha¨tzer der Spektraldichtematrix an verschiedenen Frequenzen asymptotisch unabha¨ngig
sind, ist eine getrennte Parameterscha¨tzung an den einzelnen Frequenzen mo¨glich. Dazu
ko¨nnen wiederum ML–Verfahren (Geweke, 1977; Geweke und Singleton, 1981; Molenaar,
1987) oder eine Hauptfaktormethode (Jolliffe, 2002; Shumway und Stoffer, 2000) herange-
zogen werden. Die Bestimmung der Anzahl der gemeinsamen Faktoren ist in Abha¨ngigkeit
vom gewa¨hlten Scha¨tzverfahren entweder mit Hilfe von Likelihood–Ratio–Tests oder mit
Kriterien mo¨glich, die sich an den Eigenwerten der Spektraldichtematrizen orientieren.
Bemerkung 3.1 (Identifikationsproblem)
Analog zum Scha¨tzproblem in der statischen Faktoranalyse liefern im Frequenzbereich Ro-
tationen mit unita¨ren Matrizen U (α) an jeder Frequenz α beobachtungsa¨quivalente Model-
le. Diese Rotationen entsprechen Phasenverschiebungen im Frequenzbereich. Im Zeitbereich
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bedeutet dies eine Zeitverzo¨gerung der als weißes Rauschen angenommenen Faktorkompo-
nenten, d. h. fu¨r alle s, t und j = 1, . . . , k wird ξj(t− s) durch ξj(t− s− τj), τj ∈ Z beliebiger
Zeitlag, ersetzt. Zur Gewinnung eindeutiger Scha¨tzer sind daher (willku¨rliche) Restriktionen
notwendig. Suffiziente Normalisierungsbedingungen im konfirmatorischen DFM nennen Ge-
weke und Singleton (1981). Weitere Ergebnisse zum Identifikationsproblem, zur Stetigkeit,
Konsistenz und A¨quivalenz sowie der Minimalita¨t und Optimalita¨t dynamischer Faktormo-
delle finden sich bei Bloch (1989), Heij, Scherrer und Deistler (1997), Picci und Pinzoni
(1986) und Scherrer und Deistler (1998).
Bemerkung 3.2 (Filter der Faktorladungen im Zeitbereich)
In der O¨konometrie ist oft die Analyse im Frequenzbereich von Interesse, beispielsweise
zur Untersuchung von Konjunkturzyklen. Ha¨ufig wird daher keine Ru¨cktransformation in
den Zeitbereich vorgenommen. Eine inverse Fouriertransformation der gescha¨tzten Ladungs-
matrizen an den verschiedenen Frequenzen liefert zwar Faktorladungsfilter im Zeitbereich,
jedoch sind diese nicht notwendigerweise kausal. Durch Rotationen der Ladungsmatrizen
an jeder Frequenz stellt Molenaar (1987) die Scha¨tzung kausaler Filter sicher. Dabei wird
ausgenutzt, dass es innerhalb einer Klasse stabiler Filter mit dem gleichen Gain–Spektrum
einen Filter mit minimaler Phasenverschiebung gibt. U¨ber diese ist aber bekannt, dass sie
kausal sind (Robinson und Silvia, 1978).
Ein DFM fu¨r Prozesse {Xk(t), k ∈ N, t ∈ Z} mit steigender Variablenzahl, d. h. k → ∞,
diskutieren Forni, Hallin, Lippi und Reichlin (2000a,b, 2003, 2004). Das Ziel der Analyse ist
die Trennung von Einflu¨ssen, die auf gemeinsame Zufallschocks zuru¨ckzufu¨hren sind, d. h.
χk(t) =
∑∞
s=0Lk(s)ξ(t−s), und den spezifischen Komponenten εk(t). Die Identifikation des
Filters und der Faktorschocks ist weder von Interesse noch mo¨glich. Die εk(t) werden nicht
notwendigerweise als orthogonal vorausgesetzt, jedoch sind fu¨r jedes k und jede Frequenz
α die Beschra¨nktheit der Eintra¨ge in der Spektraldichtematrix, eine begrenzte dynamische
Kreuzkorrelation der spezifischen Komponenten εk(t) und ein Minimum an Kreuzkorrelati-
on zwischen den gemeinsamen Komponenten χk(t) erforderlich. Damit handelt es sich um
ein approximatives DFM. Zur Scha¨tzung der gemeinsamen und spezifischen Komponenten
wird eine Hauptkomponentenanalyse im Frequenzbereich (Brillinger, 1975) genutzt. Nur fu¨r
den Spezialfall, dass k−dimensionale Zeitreihen mit den gleichen Merkmalen fu¨rM, M ∈ Z,
verschiedene Sektoren vorliegen, gelingt Forni und Reichlin (1996, 1998) zusa¨tzlich die Iden-
tifikation und Scha¨tzung der treibenden Faktoren.
Ferna´ndez–Macho (1997) erweitert das allgemeine DFM auf nichtstationa¨re Prozesse. Wer-
den die Ladungsmatrizen des Filters auf die spezielle Form L(s) = LΦs, mit Φ ∈ Rr×r,
eingeschra¨nkt, so gilt folgende Formulierung als Zustandsraummodell
X(t) = Lµ(t) + ε(t) und (3.8)
µ(t) = Φµ(t− 1) + η(t).
25
Solche Modelle, die die Abha¨ngigkeiten zwischen den Komponenten der beobachteten Zeitrei-
he und die Dynamik des Faktorprozesses durch zwei Modellgleichungen, also getrennt, be-
schreiben, werden im folgenden Abschnitt diskutiert. Wird Φ = Ir angenommen, ist in dieser
Darstellung insbesondere der Random Walk µ(t) als Vektor der gemeinsamen Faktoren von
Interesse. Die Parameterscha¨tzung gelingt mit Hilfe von ML–Verfahren im Frequenzbereich.
Im Anschluss kann der Kalman–Filter aufgrund der Zustandsraum–Darstellung zur Extrak-
tion der latenten Faktoren genutzt werden.
3.1.2 Dynamische Faktormodelle im Zeitbereich
Das allgemeine dynamische Faktormodell (3.4) kann auf eine Modellklasse mit kausalen und
endlichen Filtern eingeschra¨nkt werden, d. h. L(s) = 0 fu¨r s < 0 und s > m ≥ 0. Molenaar
(1985) definiert das DFM
X(t) =
m∑
s=0
L(s)ξ(t− s) + ε(t), ∀ t, (3.9)
wobei m ein fester, aber unbekannter Zeitlag ist. Der auf gemeinsame Einflu¨sse zuru¨ck-
zufu¨hrende Anteil der beobachtbaren Zufallsvariablen la¨sst sich durch Summen von Line-
arkombinationen aktueller und einer begrenzten Anzahl vergangener Faktorwerte erkla¨ren.
Die Kovarianzfunktion aus (3.5) reduziert sich damit zu
ΓX(s) =
m∑
v=0
m∑
w=0
L(v)Γξ(s+ w − v)LT(w) + Γε(s), ∀ s. (3.10)
Wird ein Zeitfenster von w+1 aufeinanderfolgenden Beobachtungen, w ≥ m, betrachtet, so
kannX [w](t), wobei Y [s](t) = (Y T(t), . . . ,Y T(t−s))T, u¨ber ein strukturelles Gleichungssys-
tem als statisches Faktormodell ausgedru¨ckt werden (zur Wahl von w vgl. Molenaar, 1985):
X [w](t) = L˘ξ[w+m](t) + ε[w](t),
wobei
L˘ =

L(0) L(1) . . . L(m) 0 . . . 0 0
0 L(0) . . . L(m− 1) L(m) . . . 0 0
...
. . . . . .
...
0 0 . . . . . . L(m− 1) L(m)
 .
Damit ergibt sich fu¨r die Kovarianzmatrix Γ˘X von X
[w](t)
Γ˘X = L˘Γ˘ξL˘
T
+ Γ˘ε, (3.11)
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mit
Γ˘X = {ΓX(j − k); j, k = 1, . . . , w + 1} =

ΓX(0) ΓX(−1) . . . ΓX(−w)
ΓX(1) ΓX(0)
. . .
...
...
. . . . . . ΓX(−1)
ΓX(w) . . . . . . ΓX(0)
 (3.12)
und Γ˘ξ und Γ˘ε analog. Aufgrund der Anordnung der simultanen und zeitverschobenen Ko-
varianzmatrizen ΓX(s) und der Eigenschaft ΓX(−s) = ΓX(s)T ist Γ˘X eine quadratische,
symmetrische Block–Toeplitz–Matrix.
Wegen der Wold–Darstellung kann ein stationa¨rer stochastischer Prozess ξ(t) als MA(∞)–
Prozess ξ(t) =
∑∞
j=0A(j)η(t− j) geschrieben werden, wobei η(t) weißes Rauschen bezeich-
net. Fu¨r (3.9) folgt hierbei
X(t) =
m∑
s=0
L(s)
∞∑
j=0
A(j)η(t− j − s) + ε(t) =
∞∑
w=0
L∗(w)η(t− w) + ε(t), (3.13)
mit L∗(w) =
∑m
s=0L(s)A(w − s) und A(w) = 0 fu¨r w < 0.
Daher sind wie im statischen Faktormodell weitere Restriktionen no¨tig, um Identifikations-
probleme zu vermeiden. Fu¨r die Kovarianzfunktion des Faktorprozesses unterstellt Molenaar
(1985, 1987) Γξ(0) = Ir und Γξ(s) = 0 fu¨r s 6= 0, so dass das Modell bis auf Rotationen
der Faktoren identifiziert ist. Damit la¨sst sich das Modell (3.9) auf das DFM von Gewe-
ke (1977) mit unkorrelierten gemeinsamen Faktorschocks zuru¨ckfu¨hren. Anstelle von (3.11)
kann das Gleichungssystem Γ˘X = L˘L˘
T
+ Γ˘ε mit Hilfe von Maximum–Likelihood–Verfahren
gelo¨st werden, jedoch unter dem Vorbehalt, dass die Voraussetzung der Unabha¨ngigkeit der
Vektoren X [w](t) nicht erfu¨llt ist. Aufgrund einer Monte–Carlo–Studie vermuten Molenaar
und Nesselroade (1998) aber, dass die Pseudo–ML–Methode relativ robust gegenu¨ber Ab-
weichungen von der Unabha¨ngigkeitsannahme ist.
Bei der Scha¨tzung ist die La¨nge des gewa¨hlten Zeitfensters w wichtig. Die Dimension r
des Faktorprozesses und die Ordnung m sind in der Regel unbekannt. Fu¨r eine Modell-
wahl vergleichen Wood und Brown (1994) verschiedene Anpassungsmaße, u. a. basierend auf
dem AIC bzw. BIC. Eine Scha¨tzung der Faktorzeitreihen selbst gelingt rekursiv mit Hilfe
des Kalman–Filters, wie Molenaar (1985) im Anhang skizziert. Molenaar, de Gooijer und
Schmitz (1992) erweitern das Modell auf nichtstationa¨re Zeitreihen, indem sie als Faktoren
auch deterministische Trends zulassen.
Das approximative FaktormodellX [w](t) = Lξ[q](t)+ε[w](t) mit w ≥ 0 und L eine k(w+1)×
r(q + 1)−Faktorladungsmatrix von Stock und Watson (1998, 2002) ist mit (3.9) verwandt,
wobei geringfu¨gig von Null verschiedene Kreuzkorrelationen zwischen den spezifischen Feh-
lern erlaubt sind. Sofern k und T groß sind, wobei k > T mo¨glich, ergeben sich mittels
einer klassischen Hauptkomponentenanalyse asymptotisch effiziente Vorhersagen fu¨r einen
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vorgegebenen univariaten Zielprozess Y (t). Da jedoch k(w + 1) ≥ r(q + 1) erforderlich ist,
ko¨nnen fu¨r kleines k und den wichtigen Spezialfall w = 0 nur wenige vergangene Einflu¨sse
der Faktoren in den Vektor ξ[q](t) aufgenommen werden. Fu¨r die vorliegende Arbeit ist dieser
Ansatz daher weniger interessant.
Die gemeinsamen latenten Faktoren als unabha¨ngige Zufallschocks anzunehmen, ist in der
Praxis oft wenig plausibel. Daher rotieren Molenaar und Nesselroade (2001) den Filter
{L∗(s), s ∈ Z} der Faktorladungen aus (3.13) im Anschluss an die Scha¨tzung mo¨glichst
so, dass sich eine MA–Darstellung des Prozesses der gemeinsamen Faktoren ergibt. Mit der
theoretischen Motivation dieser leicht eingeschra¨nkten dynamischen Faktormodelle bescha¨fti-
gen sich Forni, Hallin, Lippi und Reichlin (2003). In der Modellklasse der approximativen
allgemeinen dynamischen Faktormodelle werden solche Modelle betrachtet, deren Faktor-
ladungen durch Polynome beschra¨nkter Ordnung dargestellt werden ko¨nnen. Ausgehend
von der Darstellung (3.13) wird angenommen, dass sich der Filter L∗(B) gema¨ß L∗(B) =
L(B)[Φ(B)]−1, faktorisieren la¨sst, wobei L(B) ein k× r−Polynom der Ordnung m und Φ(B)
ein r × r−Polynom der Ordnung p darstellt und alle Wurzeln von det(Φ(B)) außerhalb des
Einheitskreises liegen. Damit resultiert die folgende Klasse dynamischer Faktormodelle
X(t) =
m∑
s=0
L(s)ξ(t− s) + ε(t) mit
ξ(t) =
p∑
j=1
Φ(j)ξ(t− j) + η(t), (3.14)
d. h. der r−dimensionale Prozess der latenten Faktoren folgt einem AR(p)–Modell, und die
Beobachtungen lassen sich durch die Anwendung eines endlichen Filters auf diesen Faktor-
prozess darstellen. Die Idee besteht darin, dass die Einflu¨sse zeitverzo¨gerter Faktoren auf
die Variablen durch endliche Filter beschrieben werden ko¨nnen, wa¨hrend die Dynamik des
Faktorprozesses getrennt davon im Rr modelliert wird.
Aus Modell (3.9) bzw. (3.14) ergibt sich fu¨r m = 0 als Spezialfall eine wichtige Modell-
klasse, die im weiteren diskutiert wird. Der Filter der Ladungsmatrizen in (3.4) ist hierbei
auf Linearkombinationen gegenwa¨rtiger Faktoren beschra¨nkt, d. h. L(0) = L und L(s) = 0
sonst. Dies ist eine einfache und naheliegende Verallgemeinerung des klassischen Faktormo-
dells auf Zeitreihen
X(t) = Lξ(t) + ε(t). (3.15)
Die Kovarianzfunktion (3.5) vereinfacht sich zu
ΓX(s) = LΓξ(s)L
T + Γε(s) ∀ s.
Modell (3.15) wird mit unterschiedlichen Annahmen von Pen˜a und Box (1987) sowie Ba´nko¨vi,
Veliczky und Ziermann (1979) und Ma´rkus und Kova´cs (1997) diskutiert. Engle und Watson
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(1981) betrachten die zugeho¨rige Zustandsraum–Darstellung (3.8) unter mo¨glichem Einbe-
zug exogener Variablen, wa¨hrend Aguilar, Huerta, Prado und West (1998) und Aguilar und
West (2000) fu¨r die Faktoren auch AR–Prozesse mit zeitvera¨nderlichen Parametern zulassen
und einen Bayes’schen Zugang wa¨hlen. Genauer betrachtet wird (3.15) hier nur mit den
Annahmen von Pen˜a und Box (1987), da dieses Modell im weiteren Verlauf der Arbeit noch
von Interesse ist.
(PB.2) Der Faktorprozess ξ(t) ∈ Rr folge einem stationa¨ren ARMA(pξ, qξ)–Modell, wobei
die charakteristischen Gleichungen der Koeffizientenfilter nur Lo¨sungen außerhalb des Ein-
heitskreises besitzen.
(PB.3) Der Prozess der spezifischen Komponenten ε(t) sei weißes Rauschen und habe die
Kovarianzmatrix Γε von vollem Rang k.
Die gemeinsame dynamische Struktur wird hierbei vollsta¨ndig durch einen r−dimensionalen
Faktorprozess erfasst, wa¨hrend die Abha¨ngigkeiten zwischen den beobachteten Zeitreihen
statisch beschrieben werden.
Im Spezialfall mit r unabha¨ngigen Faktoren und diagonalen Koeffizientenmatrizen (Pen˜a
und Box, 1987) vereinfacht sich die Kreuzkovarianz fu¨r Zeitlags s 6= 0 zu
ΓX(s) = LΓξ(s)L
T mit rk(ΓX(s)) = r.
Ist zusa¨tzlich die Kovarianzmatrix des r−dimensionalen weißen Rauschens des Faktorpro-
zesses diagonal, so folgt, dass die Matrizen Γξ(s) diagonal sind und damit (i) die Matrizen
ΓX(s) fu¨r s 6= 0 symmetrisch sind und (ii) die Spalten von L Eigenvektoren und die Dia-
gonalelemente von Γξ(s) die zugeho¨rigen Eigenwerte von ΓX(s) sind. Diese Eigenschaften
ko¨nnen zur Parameterscha¨tzung ausgenutzt werden. Da das Modell in dieser Form nicht
identifizierbar ist, wird zusa¨tzlich die (willku¨rliche) Restriktion LTL = I verwendet.
Im Modell mit abha¨ngigen Faktoren wird eine a¨hnliche Argumentation u¨ber eine Spektral-
zerlegung der Kreuzkovarianzmatrizen mit niedrigen Zeitlags verwendet. Falls der Faktor-
prozess, entgegen der Annahmen, nicht stationa¨r ist, sind die Eigenwerte und Eigenvektoren
der empirischen Autokovarianzmatrizen geringer Zeitlags denen der Kovarianzmatrix zum
Zeitlag 0 sehr a¨hnlich (Tiao und Tsay, 1989). Die Scha¨tzprozedur fu¨hrt in diesem Fall zu
a¨hnlichen Ergebnissen wie eine statische Hauptkomponentenanalyse.
Das Pen˜a–Box–Modell la¨sst sich einfach erweitern, indem fu¨r den spezifischen Fehler ε(t)
anstelle von weißem Rauschen univariate stationa¨re ARMA–Prozesse zugelassen werden.
Pen˜a und Poncela (2000) erlauben in diesem DFM zusa¨tzlich nichtstationa¨re ARIMA–
Prozesse fu¨r den gemeinsamen Faktorprozess ξ(t). Die Prozedur der Faktormodellbildung
nutzt wiederum Eigenwerte und -vektoren der generalisierten empirischen Kovarianzmatri-
zen ΓˆX(s) = T
−2d∑(X(t−s)−X¯)(X(t)−X¯)T, wobei d die Integrationsordnung bezeichnet.
Zur Gewinnung einer geeigneten Startscha¨tzung fu¨r die Ladungsmatrix L(0) schlagen Pen˜a
und Box (1987) vor, Repra¨sentanten der ersten r Eigenvektoren der gescha¨tzten Kreuz-
kovarianzmatrizen ΓˆX(s), s = 1, . . . , s
∗, der multivariaten Zeitreihe zu wa¨hlen. Unter den
Modellannahmen sind diese Eigenvektoren der Kovarianzmatrizen zu den verschiedenen Zeit-
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lags identisch. Wie die repra¨sentativen Eigenvektoren in der Praxis gewa¨hlt werden, wird in
der Literatur nicht behandelt.
Da die Eigenvektoren der Autokovarianzmatrizen fu¨r gro¨ßere Zeitlags immer weniger sta-
bil sind, erweist es sich als sinnvoll, fu¨r die Scha¨tzung Zeitlags von bis zu etwa s∗ = 5 zu
beru¨cksichtigen. Bei der Scha¨tzung der Ladungsmatrix ist zu bedenken, dass die Eigenvek-
toren nur bis auf die Multiplikation mit dem Faktor −1 eindeutig sind. Außerdem kann sich
die Position der Eigenvektoren fu¨r unterschiedliche Zeitlags a¨ndern, falls die Reihenfolge der
zugeho¨rigen Eigenwerte aufgrund a¨hnlicher Gro¨ße nicht eindeutig ist.
Im folgenden wird daher eine Prozedur zur Scha¨tzung der Ladungsmatrix vorgeschlagen, die
mit diesen Schwierigkeiten umgehen kann:
1. Scha¨tze zuna¨chst fu¨r jeden Zeitlag s = 1, . . . , s∗ eine Kreuzkovarianzmatrix ΓˆX(s) der
Zeitreihe X(t).
2. Bestimme fu¨r jede der Matrizen ΓˆX(s), s = 1, . . . , s
∗, die Eigenvektoren, die zu den
r gro¨ßten Eigenwerten geho¨ren und fasse diese in den Matrizen βˆ
s
(r), s = 1, . . . , s
∗,
zusammen.
3. Scha¨tze aus den s∗ Basen βˆ
s
(r), s = 1, . . . , s
∗, eine Basis βˆ
cs
(r) des durchschnittlichen
r−dimensionalen Unterraums mittels (2.4), vgl. Krzanowski (1979). Die resultierenden
Basisvektoren ko¨nnen als die gesuchten Repra¨sentanten der Eigenvektoren aufgefasst
werden, d. h. Lˆ(0) = βˆ
cs
(r).
Ein Vorteil besteht darin, dass dieses Verfahren fu¨r die Spalten der Ladungsmatrix wie
gewu¨nscht direkt orthonormale Vektoren liefert.
Anschließend an diese Startscha¨tzungen kann das Modell als Zustandsraummodell (3.8) dar-
gestellt werden, um die Parameter mit ML–Verfahren und dem EM–Algorithmus effizient zu
scha¨tzen (Engle und Watson, 1981). Um die Interpretation gefundener Faktoren zu verein-
fachen, rotieren Gather, Fried, Lanius und Imhoff (2001) die gescha¨tzten Ladungsmatrizen
gema¨ß des VARIMAX–Kriteriums.
Die Einfachheit des DFMs von Pen˜a und Box (1987) hat den Nachteil, dass nicht beliebig
komplexe Abha¨ngigkeitsstrukturen zwischen Faktoren und beobachteten Zeitreihen beschrie-
ben werden ko¨nnen.
Bemerkung 3.3 (Relation zum allgemeinen dynamischen Faktormodell)
Im Modell von Pen˜a und Box (1987) kann ein stationa¨rer Faktorprozess durch seine Wold–
Darstellung ξ(t) =
∑∞
s=0A(s)η(t− s), wobei A(·) r× r−Matrizen sind und η(t) r−dimen-
sionales weißes Rauschen ist, ersetzt werden, d. h.
X(t) =
∞∑
s=0
LA(s)η(t− s) + ε(t) =
∞∑
s=0
Lˇ(s)η(t− s) + ε(t).
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Pen˜a und Poncela (2000, 2002) und Galeano und Pen˜a (2000) argumentieren, dass das ein-
fache Modell aus (3.15) somit auch komplexe Abha¨ngigkeiten zwischen den Faktoren und
der beobachteten Zeitreihe erfassen kann. Verglichen mit dem allgemeinen DFM von Geweke
(1977) ist diese Darstellung jedoch restriktiv, da fu¨r alle s ∈ Z die Bedingung Lˇ(s) = LA(s)
erfu¨llt sein muss. Das Pen˜a–Box–Modell beschreibt ein DFM, dessen Faktorprozess die ge-
meinsame Dynamik entha¨lt, wa¨hrend die Abha¨ngigkeiten zwischen den Zeitreihen durch die
statische Ladungsmatrix L erfasst werden.
Bemerkung 3.4 (Bezug zur kanonischen Korrelationsanalyse)
Es gelte das dynamische Faktormodell von Pen˜a und Box (1987). Mit der Matrix L⊥ ∈
R(k−r)×k, die den Raum orthogonal zu L aufspannt, so dass L⊥L = 0, folgt L⊥X(t) =
L⊥ε(t). Damit sind k − r kanonische Korrelationen zwischen X(t) und X?(t) = (XT(t −
1), . . . ,XT(t − p)) gleich Null. Diese Beziehung wird von vielen der Tests auf die Anzahl r
der gemeinsamen Faktoren genutzt, vgl. auch Pen˜a und Poncela (2002).
In der Literatur werden fu¨r Modell (3.15) zahlreiche Erweiterungen behandelt. Quah und Sar-
gent (1993) verallgemeinern das allgemeine DFM auf mo¨glicherweise (ko–)integrierte Zeitrei-
hen mit k ≈ T oder k > T , indem fu¨r die Komponenten des Faktorprozesses orthogonale
Random Walks unterstellt werden (Harvey, 1989). Die Parameterscha¨tzung erfolgt im Zeit-
bereich mit Hilfe von Kleinste–Quadrate–Projektionen und dem EM–Algorithmus.
Stock und Watson (1988) und Gonzalo und Granger (1995) behandeln kointegrierte Zeitrei-
hen (Engle und Granger, 1987) und modellieren die beobachtete Zeitreihe als Summe aus
Linearkombination weniger Random Walks mit deterministischen Trends und stationa¨ren
Komponenten. Ein Test auf die Anzahl gemeinsamer
”
features“, d. h. gemeinsamen Eigen-
schaften der Daten wie serielle Korrelation, Trends, Heteroskedastizita¨t oder a¨hnliches, findet
sich auch bei Engle und Kozicki (1993). Escribano und Pen˜a (1994) zeigen, wie sich die Dar-
stellung mit gemeinsamen Trends fu¨r kointegrierte Variablen als Spezialfall des DFMs (3.15)
auffassen la¨sst. So entspricht die Anzahl der Kointegrationsbeziehungen zwischen den Kom-
ponenten einer k−dimensionalen Zeitreihe gerade k minus der Anzahl der nichtstationa¨ren
gemeinsamen Faktoren.
Daru¨ber hinaus gibt es auch Erweiterungen auf Zeitreihen mit dynamischer Heteroskedas-
tizita¨t (Diebold und Nerlove, 1989; Demos und Sentana, 1998; Harvey, Ruiz und Sentana,
1992; Sentana, 1998; Sentana und Fiorentini, 2001). Hierzu kann eine Formulierung als Zu-
standsraummodell mit ARCH–Effekten in den gemeinsamen Faktoren genutzt werden, wobei
eine Scha¨tzung u¨ber den EM–Algorithmus erfolgen kann.
3.1.3 EM–Algorithmus zur Scha¨tzung dynamischer
Faktormodelle
Zur Berechnung von ML–Scha¨tzern der Parameter in dynamischen Faktormodellen und zur
gleichzeitigen Bestimmung von Scha¨tzwerten der latenten Faktorzeitreihen im Zeitbereich
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bietet sich der EM–Algorithmus an. Allgemein ist der EM–Algorithmus (Dempster, Laird
und Rubin, 1977; Wu, 1983) ein nu¨tzliches Prinzip zur Maximierung der mo¨glicherweise kom-
plizierten Likelihoodfunktion in dynamischen Modellen mit fehlenden bzw. unbeobachteten
Variablen. Watson und Engle (1983) diskutieren den EM–Algorithmus u. a. zur Parame-
terscha¨tzung in dynamischen Faktormodellen, wobei diese in Form eines Zustandsraummo-
dells ausgedru¨ckt werden, d. h.
X(t) = AZ(t) + ε(t) (Beobachtungsgleichung) (3.16)
Z(t) = ΦZ(t− 1) + η(t) (Zustandsgleichung)
mit den Annahmen, dass ε(t) und η(t) unabha¨ngig sind mit ε(t)
η(t)
 ∼ N
0,
 Γε 0
0 Γη
 und
Z(0) ∼ N (µ0,Ω0) (Initialisierung).
Dabei bezeichneX(t) ∈ Rk beobachtbare Zufallsvektoren und Z(t) ∈ Rd nicht beobachtbare
Zusta¨nde. Durch die Zustandsgleichung wird die autoregressive Struktur der latenten Fakto-
ren beschrieben, wobei Modelle ho¨herer Ordnung durch eine Erweiterung der Dimension des
Zustandvektors erfasst werden. Im folgenden wird davon ausgegangen, dass die unbekannten
Modellparameter θ = (Φ,Γη,A,Γε) zeitinvariant sind. Die Likelihoodfunktion der unbe-
kannten Parameter θ ist gegeben als −2 lnLX(θ) = const.+
∑T
t=1
(
ln |Σt|+ ν(t)TΣ−1t ν(t)
)
,
wobei sowohl die Innovationen ν(t) = X(t) − E[X(t)|X(t − 1), . . . ,X(t)] als auch de-
ren Varianz Σt = Var(ν(t)) von θ abha¨ngen. Wegen der komplizierten Form, in der die
Parameter θ in die Likelihood eingehen, ist deren Scha¨tzung schwierig. Ein Ausweg be-
steht darin, zuna¨chst anzunehmen, dass zusa¨tzlich zu den beobachtbaren Zufallsvektoren
XT = {X(1), . . . ,X(T )} auch die Zusta¨nde ZT = {Z(0), . . . ,Z(T )} beobachtbar sind. Die
gemeinsame Dichte von {ZT ,XT} lautet
fθ(ZT ,XT ) = fµ0,Ω0(Z(0))
T∏
t=1
fΦ,Γη(Z(t)|Z(t− 1))
T∏
t=1
fA,Γε(X(t)|Z(t)).
Die zugeho¨rige Likelihoodfunktion fu¨r die vollsta¨ndig beobachteten Daten ist, bis auf kon-
stante Faktoren, gegeben durch
−2 lnLX,Z(θ) = const.+ ln |Ω0|+ (Z(0)− µ0)TΩ−10 (Z(0)− µ0)
+ ln |Γη|+
T∑
t=1
(Z(t)−ΦZ(t− 1))TΓ−1η (Z(t)−ΦZ(t− 1))
+ ln |Γ−1ε |+
T∑
t=1
(X(t)−AZ(t))TΓε−1(X(t)−AZ(t)).
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Fu¨r vollsta¨ndig beobachtete Daten ko¨nnten somit einfach ML–Scha¨tzer fu¨r θ hergeleitet wer-
den. Zur Bestimmung der ML–Scha¨tzer fu¨r θ auf Basis der unvollsta¨ndigen, aber beobachtba-
ren Zufallsvektoren XT eignet sich der EM–Algorithmus. Bei diesem zweischrittigen iterati-
ven Verfahren ist sukzessive die bedingte Erwartung der Likelihood der vollsta¨ndigen Daten
bis zur Konvergenz zu maximieren. Zuna¨chst sind eine Initialisierung fu¨r µ0 und Ω0 und
Startwerte θ(0) fu¨r θ festzulegen. In der j−ten Iteration werden im E–Schritt (Erwartung),
bedingt auf den Beobachtungen und den Parametern θ(j−1), Scha¨tzer der beno¨tigten suffizi-
enten Statistiken berechnet, wobei die Funktion Q(θ|θ(j−1)) = E{−2 lnLX,Z(θ)|XT ,θ(j−1)}
ausgewertet wird. Zur Berechnung der bedingten Erwartung und der Scha¨tzwerte fu¨r die
Zusta¨nde bietet sich der Kalman–Filter und –Gla¨tter (vgl. Anhang A) an.
Im M–Schritt (Maximierung) werden die gescha¨tzten Werte fu¨r die Zusta¨nde als beobachtet
aufgefasst. Aus der Maximierung der Likelihood fu¨r die vollsta¨ndigen Daten, d. h. der Mi-
nimierung der Funktion Q(θ|θ(j−1)), resultiert der aktuelle Parameterscha¨tzer θ(j). Dabei
lautet die bedingte Erwartung in der j−ten Iteration (vgl. auch Shumway und Stoffer, 2000)
Q(θ|θ(j−1))= ln |Ω0|+ tr
{
Ω−10 (Ω(0|T ) + (Z(0|T )− µ0)(Z(0|T )− µ0)T)
}
+ ln |Γη|+ tr
{
Γ−1η (St(0)− St(1)ΦT −ΦSTt (1) +ΦSt−1(0)ΦT)
}
(3.17)
+ ln |Γε|+ tr
{
Γ−1ε
T∑
t=1
((X(t)−AZ(t|T ))(X(t)−AZ(t|T ))T +AΩ(t|T )AT)
}
mit
St(0) =
T∑
t=1
(Z(t|T )Z(t|T )T +Ω(t|T ))
St(1) =
T∑
t=1
(Z(t|T )Z(t− 1|T )T +Ω(t, t− 1|T ))
St−1(0) =
T∑
t=1
(Z(t− 1|T )Z(t− 1|T )T +Ω(t− 1|T )).
Diese Funktion zerfa¨llt in Summanden, die fu¨r die Parameter (Φ,Γη) sowie (A,Γε) getrennt
voneinander minimiert werden ko¨nnen. Dabei genu¨gen einfache multivariate lineare Regres-
sionen, so dass
Φ(j) = St(1)S
−1
t (0)
Γη
(j) = T−1(St(0)− St(1)St−1(0)STt (1))
A(j) = (S−1t (0)Z
T
t|T XT )
T
Γε
(j) = T−1
T∑
t=1
(
(X(t)−A(j)Z(t|T ))(X(t)−A(j)Z(t|T ))T +A(j)Ω(t|T )A(j)
)
Der Wert der Likelihoodfunktion LX(θ) wa¨chst monoton mit jeder Iteration, und das Verfah-
ren konvergiert gegen ein lokales Maximum (Dempster, Laird und Rubin, 1977; Wu, 1983).
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Zur Findung des globalen Maximums ist es ratsam, verschiedene Initialisierungen und Start-
werte zu wa¨hlen und die Iterationen zu wiederholen. Der EM–Algorithmus wurde hier nur
fu¨r zeitinvariante Parameter vorgestellt. Es existieren auch allgemeinere Formen fu¨r Modelle,
in denen die Matrizen in θ von der Zeit abha¨ngen.
Das dynamische Faktormodell ist zur Scha¨tzung der Parameter zuerst als Zustandsraummo-
dell zu formulieren. Fu¨r das relativ allgemeine DFM aus (3.14) lautet die Beobachtungsglei-
chung mit c = max{m+ 1, p} dann
X(t) = [L(0)L(1) . . .L(c− 1)]

ξ(t)
...
ξ(t− c+ 1)
+ ε(t).
Der Zustandsvektor Z(t) = (ξT(t), . . . , ξT(t − c + 1))T ∈ Rd entha¨lt die Werte der Fak-
torzeitreihen von c aufeinanderfolgenden Zeitpunkten mit d = cr. Die Matrix A lautet
A = [L(0)L(1) . . .L(c− 1)] mit L(m+ 1) = . . . = L(c− 1) = 0. Die Zustandsgleichung ist
gegeben durch
ξ(t)
...
...
ξ(t− c+ 1)
 =
 Φ(1) Φ(2) . . . Φ(p) 0r×(c−p)r
I(c−1)r 0(c−1)r×r


ξ(t− 1)
...
...
ξ(t− c)
+

η(t)
0
...
0
 .
3.2 Hauptkomponentenanalyse fu¨r multivariate
Zeitreihen
Um fu¨r einen stochastischen ProzessX(t) eine Darstellung (3.3) mit wenigen latenten Kom-
ponenten zu finden, wurden bisher modellbasierte Ansa¨tze betrachtet. Ist indessen die beste
r−dimensionale Approximation χ(t) von X(t) im Sinne von (2.2) von Interesse, so lie-
fert die statische Hauptkomponentenanalyse aus Abschnitt 2.1.1 die Lo¨sung zu diesem Mi-
nimierungsproblem. Die serielle Anordnung der Beobachtungen und damit deren zeitliche
Abha¨ngigkeit wird hierbei nicht beru¨cksichtigt, deskriptive Aussagen sind aber immer noch
mo¨glich. Statistische Schlu¨sse, fu¨r die zusa¨tzlich eine multivariate Normalverteilung beno¨tigt
wird, ko¨nnen in der Regel nicht gezogen werden (Jolliffe, 2002). Im Fall von stark autokor-
relierten Beobachtungen nimmt zudem die effektive Stichprobengro¨ße deutlich ab.
Erweiterungen der Techniken der Hauptkomponentenanalyse auf autokorrelierte Beobach-
tungen stammen aus unterschiedlichen Anwendungsbereichen mit jeweils eigener Zielsetzung.
Verallgemeinerungen fu¨r Daten in Form von (Wachstums-)Kurven oder Funktionen (
”
prin-
cipal curves“) sind in dieser Arbeit weniger von Interesse. Hier wird das gleiche Merkmal
zu vergleichbaren Zeitpunkten (bezu¨glich einer Referenz) an k verschiedenen Untersuchungs-
einheiten beobachtet. Adaptionen der Hauptkomponentenanalyse auf multivariate Zeitreihen
werden im folgenden vorgestellt.
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Motiviert durch Fragestellungen aus der Klimatologie existiert eine Vielzahl von Erweiterun-
gen der Hauptkomponentenanalyse auf komplexe Raum–Zeit–Prozesse (Jolliffe, 2002). Dabei
wird sowohl die zeitliche als auch die ra¨umliche Korrelation zwischen den Beobachtungen
beru¨cksichtigt, weniger mit dem Ziel, die Dimension zu reduzieren, als vielmehr Muster oder
Signale mit maßgeblichen Periodizita¨ten oder interessante ra¨umliche Muster zu entdecken.
Auf eine ausfu¨hrlichere Diskussion wird daher, zugunsten eines kurzen U¨berblicks mit Quer-
verbindungen zu a¨hnlichen Ansa¨tzen, verzichtet.
Ein urspru¨nglich fu¨r die Analyse univariater Zeitreihen gedachtes Verfahren ist die Singular-
spektrumanalyse (SSA; Danilov, 1997; Golyandina, Nekrutin und Zhigljavsky, 2001). Diese
Methode versucht, sich u¨berlagernde Prozesse zu trennen, wobei anstelle eines univariaten
Signals mo¨glichenfalls mehrere Signale mit unterschiedlichen dominanten Periodizita¨ten ex-
trahiert werden. Dabei erfolgt eine Spektralzerlegung der Kovarianz der sogenannten Trajek-
tionsmatrix, deren Spalten die zeitversetzten Beobachtungen eines Datenfensters der univa-
riaten Zeitreihe enthalten. Die Erweiterung dieses Verfahrens auf multivariate Zeitreihen, die
Multichannel SSA (Plaut und Vautard, 1994), auch
”
extended empirical orthogonal functi-
on analysis“, ermo¨glicht die Entdeckung verschiedenartiger ra¨umlicher oszillierender Muster
mit gleichen aber auch unterschiedlichen Perioden. Wegen der oft sehr hohen Dimension der
zugeho¨rigen Block–Toeplitz–Matrix der Autokovarianzmatrizen wird alternativ eine MSSA
von wenigen statischen Hauptkomponenten der multivariaten Zeitreihe vorgeschlagen.
Auch die modellbasierte
”
principal oscillation pattern analysis“ zielt auf die Erkennung
ra¨umlicher Oszillationsmuster ab (Hasselman, 1988). Unter der Annahme, dass ein Pro-
zess X(t) einem AR(1)–Modell folgt, wird eine Spektralzerlegung der Koeffizientenmatrix
Φ = ΓX(1)ΓX
−1(0) des AR–Modells vorgenommen. Eine graphische Analyse der reellen
und imagina¨ren Anteile der resultierenden Eigenvektoren gibt Aufschluss u¨ber die ra¨umliche
Struktur.
In einer grundlegenden Arbeit verallgemeinert Brillinger (1975) die Idee, die beste r−dimen-
sionale Approximation der Daten zu suchen, auf den Zeitreihenkontext. In der Darstellung
(3.3) werden die unbekannten Komponenten ξ(t) als gefilterte Version des Prozesses X(t)
aufgefasst. Dieser Ansatz wird in Abschnitt 3.2.1 genauer vorgestellt und diskutiert.
Techniken der Hauptkomponentenanalyse werden auch in der multivariaten statistischen
Prozesskontrolle eingesetzt und fu¨r die U¨berwachung dynamischer Prozesse auf autokorre-
lierte Beobachtungen erweitert. Insbesondere in der Situation des Online–Monitorings sind
diese Ansa¨tze interessant, da sie die Kontrolle der Prozesse in Echtzeit mit statistischen
Verfahren zur Dimensionsreduktion verbinden. Einen U¨berblick u¨ber bestehende Verfahren
und die zusa¨tzlichen Probleme in der Online–Situation gibt Abschnitt 3.2.2.
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3.2.1 Brillingers Hauptkomponentenanalyse im
Frequenzbereich
Brillingers (1975) Hauptkomponentenanalyse fu¨r Zeitreihen im Frequenzbereich approxi-
miert eine stationa¨re multivariate Zeitreihe durch eine gefilterte Version ihrer selbst, wobei
der Filter von geringerem Rang ist als die urspru¨ngliche Zeitreihe. Wa¨hrend eine klassi-
sche Hauptkomponentenanalyse, angewendet auf Zeitreihen, Hauptkomponenten liefert, die
Linearkombinationen von zum gleichen Zeitpunkt gemessenen Variablen sind, konstruiert
Brillinger die Hauptkomponentenreihen ξ(t) ∈ Rr durch eine geeignete Filterung der gesam-
ten Zeitreihe X(t) wie folgt
ξ(t) =
∑
s
B(s)X(t− s), t = 0,±1,±2, . . . . (3.18)
Das Ziel ist die Minimierung des Approximationsfehlers
(t) =X(t)−
∑
s
C(s)ξ(t− s) =X(t)− χ(t), t = 0,±1,±2, . . . ,
wobei {B(s), s ∈ Z} und {C(s), s ∈ Z} jeweils r × k− bzw. k × r−dimensionale Filter
darstellen. Die in (3.18) definierten Hauptkomponentenreihen stellen Summen von Linear-
kombinationen aus vergangenen, derzeitigen und zuku¨nftigen Beobachtungen der Zeitreihe
dar, da keine Kausalita¨t des Filters {B(s), s ∈ Z} gefordert wird. Eine Lo¨sung des Mini-
mierungsproblems liefert der folgende Satz (Brillinger, 1975):
Satz 3.1 Bezeichne µX den Erwartungswert einer k−dimensionalen stationa¨ren Zeitreihe
X(t) mit absolut summierbarer Autokovarianzfunktion und der zugeho¨rigen Spektraldichte-
funktion fXX(α), −∞ < α <∞. Dann wird der erwartete quadratische Approximationsfeh-
ler
min
{B(s)}, {C(s)}
E
[(
X(t)−
∑
s
C(s)ξ(t− s)
)∗(
X(t)−
∑
s
C(s)ξ(t− s)
)]
, (3.19)
minimiert durch
µξ = µX −
(∑
s
C(s)
) (∑
u
B(u)
)
µX ,
B(s) = (2pi)−1
∫ 2pi
0
B˜(α) exp(isα) dα, (3.20)
C(s) = (2pi)−1
∫ 2pi
0
C˜(α) exp(isα) dα,
wobei
B˜(α) =

l1(α)
∗
...
lr(α)
∗
 , C˜(α) = [l1(α), . . . , lr(α)] = B˜(α)∗.
36
Dabei bezeichnet lj(α) einen normierten (dynamischen) Eigenvektor, der zum j-ten (dy-
namischen) Eigenwert λj(α) der Spektraldichtematrix fXX(α), α ∈ [0, 2pi] geho¨rt, wobei
λ1(α) ≥ λ2(α) ≥ . . . ≥ λk(α) ≥ 0 und q∗ fu¨r das komplex Konjugierte und Transponierte zu
q ∈ Ck steht. Es ist µξ der Erwartungswert von ξ(t).
Beweis siehe Brillinger (1975).
U¨ber die dynamischen Eigenwerte ausgedru¨ckt, betra¨gt das Minimum von (3.19)
E[(t)T(t)] =
∫ 2pi
0
k∑
j=r+1
λj(α) dα. (3.21)
Mit dem Filter aus (3.20) resultiert die Hauptkomponentenreihe ξ(t) mit Spektraldichtefunk-
tion fξξ(α) = diag(λ1(α), . . . , λr(α)), α ∈ [0, 2pi]. Daraus folgt, dass ξi(t) und ξj(t) fu¨r i 6= j
an allen Frequenzen Koha¨renz 0 haben und damit die Unkorreliertheit der Hauptkompo-
nentenreihen an allen Zeitlags. Grundsa¨tzlich ist Brillingers Hauptkomponentenanalyse fu¨r
Zeitreihen im Frequenzbereich a¨quivalent zur Durchfu¨hrung einer klassischen Hauptkompo-
nentenanalyse an jeder einzelnen Frequenz fu¨r festes r.
Bemerkung 3.5 (Verwandte Techniken)
(i) Zur Analyse von Raum–Zeit–Prozessen wird ha¨ufig die
”
Hilbert empirical orthogo-
nal functions analysis“, eine Hauptkomponentenanalyse einer Hilbert–transformierten
Zeitreihe Y (t) =X(t)+iXH(t) mitXH(t) =
∑∞
s=0
2
(2s+1)pi
(X(t+2s+1)−X(t−2s−1))
genutzt. Eine Hauptkomponentenanalyse an jeder einzelnen Frequenzkomponente der
Hilbert–transformierten Zeitreihe liefert die Eigenwerte und Eigenvektoren der Spek-
traldichtematrix an den entsprechenden Frequenzen. Daher kann das Verfahren auch
als u¨ber alle Frequenzen gemittelte Hauptkomponentenanalyse im Frequenzbereich in-
terpretiert werden (Horel, 1984).
(ii) Die
”
multitaper frequency domain singular value decomposition“ ist eine Hauptkom-
ponentenanalyse im Frequenzbereich, bei der unterschiedlich getaperte Fouriertrans-
formierte der k Zeitreihen u¨ber eine Singula¨rwertzerlegung analysiert werden (Mann
und Park, 1999). So ko¨nnen insbesondere unregelma¨ßige Oszillationen isoliert werden.
(iii) Um zu untersuchen, ob und welche von k Zeitreihen gemeinsame Signale besitzen,
lo¨st Stoffer (1999) das Eigenvektorproblem fXX(α)b(α) = λ(α)ΓX(0)b(α) unter der
Nebenbedingung b?(α)ΓX(0)b(α) = 1. Das ist eine Verallgemeinerung der Hauptkom-
ponentenanalyse im Frequenzbereich mit der Kovarianzmatrix ΓX(0) als Metrik.
In der Praxis mu¨ssen die Filter {B(s) s ∈ Z} und {C(s) s ∈ Z} aus den beobachteten Zeitrei-
hendaten x(t), t = 1, . . . , T , fu¨r einen endlichen Beobachtungszeitraum gescha¨tzt werden.
Dann liefern Eigenwert–Eigenvektor–Zerlegungen der gescha¨tzten Spektraldichtematrizen an
jeder Fourierfrequenz Scha¨tzer fu¨r die dynamischen Eigenwerte λ(α) und die Transferfunk-
tion B˜(α). Eine ausfu¨hrlichere Darstellung des Verfahrens sowie die asymptotischen Eigen-
schaften der Scha¨tzer finden sich in Brillinger (1975).
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Jeder der (standardisierten) komplexen Eigenvektoren der Spektraldichtematrizen ist bis auf
die Multiplikation mit einem Faktor vj(α) definiert, mit vj(α) ∈ C und Modulus |vj(α)| = 1.
Im Vergleich zur klassischen Hauptkomponentenanalyse kann damit an jeder Frequenz jeder
Eigenvektor im komplexen Raum rotiert werden. Da die resultierenden Hauptkomponen-
tenfilter von der Wahl der Eigenvektoren an jeder Frequenz abha¨ngen, stehen demnach fu¨r
die Hauptkomponententransformation unendlich viele Filter zur Verfu¨gung, die jeweils un-
terschiedliche Hauptkomponenten liefern. Dies ist nicht problematisch, sofern das Interesse
allein auf der Approximation χ(t) =
∑
sC(s)ξ(t − s) oder den dynamischen Eigenwerten
liegt. Komplikationen enstehen jedoch bei der Interpretation der dynamischen Hauptkom-
ponentenreihen (Brillinger, 1975, Kapitel 9.5; Lanius und Gather, 2003).
3.2.2 Dynamische Hauptkomponentenanalyse in der
Prozesskontrolle
Die simultane Anwendung mehrerer Kontrollkarten aus der univariaten Prozesskontrolle wie
CUSUM–, EWMA– oder Shewhart–Karten auf die einzelnen Variablen fu¨hrt beim Moni-
toring multivariater, oft hoch korrelierter Prozesse ha¨ufig zu einer steigenden Anzahl un-
erwu¨nschter Fehlalarme. Infolge des zunehmenden Aufkommens dynamischer, multivariater
Daten, die einer Prozesskontrolle bedu¨rfen, sind hier Erweiterungen sowohl auf multiva-
riate, als auch auf autokorrelierte Beobachtungen erforderlich. Eine Verallgemeinerung der
Shewhart–Kontrollkarte auf multivariate Prozesse erfolgte beruhend auf der T2−Statistik
(Hotelling, 1947). Jackson (1959) dru¨ckt die T2−Statistik gleichwertig u¨ber die Hauptkom-
ponenten aus, um mit Hilfe der unkorrelierten Komponenten schnell die Ursache fu¨r einen
Alarm identifizieren zu ko¨nnen. Eine Alternative ist das Monitoring der ersten r Haupt-
komponenten durch eine T2−Kontrollkarte, verbunden mit der zusa¨tzlichen U¨berwachung
der Approximationsfehler (Jackson und Mudholkar, 1979). Die Kontrolle der Summe der
quadrierten Rekonstruktionsfehler εˆ(t) =X(t)−χ(t) aus einer statischen Hauptkomponen-
tenanalyse erfolgt dabei mit der sogenannten Q−Karte.
Diese Techniken der multivariaten statistischen Prozesskontrolle und insbesondere die Her-
leitung der Alarmgrenzen der Kontrollkarten wurden unter der Annahme unabha¨ngiger Beo-
bachtungen entwickelt. Da eine statische Hauptkomponentenanalyse auch fu¨r autokorrelierte
Beobachtungen den Approximationsfehler aus (2.2) minimiert, wird sie auch im Monitoring
dynamischer Prozesse eingesetzt. Eine theoretische Rechtfertigung dafu¨r liefern Wise, Ricker,
Veltkamp und Kowalski (1990) unter der Modellannahme, dass die Beobachtungen sich aus
Linearkombinationen weniger Zusta¨nde und unkorrelierten Fehlern beschreiben lassen, wobei
die Zusta¨nde einem AR(1)–Modell folgen. Da seriell unkorrelierte Fehler unterstellt werden,
ist unter diesem Modell die Q−Karte fu¨r die Approximationsfehler nutzbar.
Im allgemeinen wird eine klassische Hauptkomponentenanalyse angewendet auf dynamische
Prozesse jedoch nur eine statische Approximation darstellen und nicht die wahren Zusam-
menha¨nge zwischen den Variablen erfassen. Die resultierenden Hauptkomponenten sind auto-
korreliert und mo¨glicherweise zu verschiedenen Zeitlags kreuzkorreliert. Obwohl den statisch
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gewonnenen Hauptkomponenten ein dynamisches Modell unterstellt werden kann, wird der
Raum der Approximationsfehler weiterhin von Vektoren aufgespannt, die aus der statischen
Analyse stammen (Ku, Storer und Georgakis, 1995). Damit sind fu¨r starke Autokorrela-
tionen die Kontrollgrenzen der T2−Karte und der Q−Karte nicht mehr gu¨ltig und mu¨ssen
angepasst werden.
Bei der multivariaten Kontrolle dynamischer Prozesse sind vor allem zwei Aspekte zu un-
terscheiden. Hinsichtlich der Entwicklung geeigneter Kontrollkarten sind Verallgemeinerun-
gen der Hauptkomponentenanalyse auf autokorrelierte Beobachtungen von Interesse. Die-
se Verfahren werden im ersten Teil dieses Abschnitts diskutiert. Zum anderen ist das Ziel
ha¨ufig eine Echtzeitu¨berwachung der interessierenden Prozesse, bei der eine zeitinvariante
Approximation durch die Hauptkomponenten die aktuelle Information nicht angemessen er-
fasst. Folglich wird eine dynamische Hauptkomponentenanalyse im Sinne einer beweglichen
Online–Methode angestrebt.
Hauptkomponentenanalyse fu¨r autokorrelierte Beobachtungen
Ku, Storer und Georgakis (1995) nutzen Techniken aus der Systemidentifikation, um eine
Hauptkomponentenanalyse auf autokorrelierte Daten zu adaptieren. Analog zur multivaria-
ten SSA wird die durch zeitverzo¨gerte Beobachtungen erweiterte Datenmatrix der Vektoren
X [w](t) = (XT(t), . . . ,XT(t − w))T analysiert. Eine klassische Hauptkomponentenanalyse
erfolgt beruhend auf der Kovarianzmatrix Γ˘X von X
[w](t), vgl. auch (3.12). Das Verfahren
unterscheidet sich von der MSSA deutlich in der Anzahl w der beru¨cksichtigten zeitverzo¨-
gerten Beobachtungen und in der Zielsetzung. Obwohl der Ansatz einem AR–Modell nahe
steht, liegt das Bestreben nicht auf der korrekten Bestimmung des multivariaten Zeitreihen-
modells, sondern auf der Entwicklung einer brauchbaren multivariaten Kontrollkarte. Die
Anzahl extrahierter Hauptkomponenten bestimmen Ku, Storer und Georgakis (1995) u¨ber
eine Prozedur, die Art und Sta¨rke der statischen und der dynamischen Zusammenha¨nge
zwischen den Variablen beru¨cksichtigt. Die Q−Karte fu¨r die Approximationsfehler kann bei
korrekter Wahl der Anzahl relevanter Linearkombinationen wie im statischen Fall eingesetzt
werden. Bei der T2−Karte mu¨ssen fu¨r starke Autokorrelationen die Kontrollgrenzen adjus-
tiert werden.
Ein anderer Zugang kombiniert Techniken der Hauptkomponenten- und der Wavelet–Analyse
(Bakshi, 1998) und nutzt aus, dass Wavelets autokorrelierte Beobachtungen approximativ de-
korrelieren, wa¨hrend die Hauptkomponenten die Korrelation zwischen den Variablen behan-
deln. Fu¨r verschiedene Skalen werden Hauptkomponentenanalysen der Wavelet–Koeffizienten
durchgefu¨hrt, wobei mit den interessantesten Skalen ein Multi–Skalen–Hauptkomponenten-
analyse–Modell entwickelt wird.
Fu¨r die U¨berwachung der zu kontrollierenden Prozesse verlangen alle diese Ansa¨tze eine
geeignete Bestimmung der Hauptkomponenten und Approximationsfehler. Beim Monitoring
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technischer oder industrieller (Fertigungs–)Prozesse liegt oft Vorwissen u¨ber die Zielwerte
oder die Zusammenha¨nge zwischen den Variablen vor, oder aber die Richtungen der Haupt-
komponenten ko¨nnen verla¨sslich aus sauberen Referenzdaten gescha¨tzt werden. In dieser
Situation sind die u¨berwachten Linearkombinationen der Variablen also von Beginn des
Monitorings an fest und mo¨glicherweise fu¨r den Anwender sogar gut zu interpretieren. A¨n-
derungen in der T2− oder Q−Statistik, die eine U¨berschreitung der festen Alarmgrenzen
nach sich ziehen, zeigen an, dass der Prozess außer Kontrolle gera¨t.
Ist fu¨r einen Prozess eine beschra¨nkte Anzahl mo¨glicher Sto¨rungen bekannt, kann diese
Information zur Aufdeckung der Ursache eines Alarms genutzt werden (Ku, Storer und Ge-
orgakis, 1995). Dazu werden Beobachtungen des Prozesses unter dem Normalzustand und
den verschiedenen Sto¨rungszusta¨nden simuliert. Fu¨r die Daten unter den unterschiedlichen
Bedingungen werden jeweils die Richtungen der Hauptkomponenten gescha¨tzt. Aktuell aufge-
zeichnete Beobachtungen werden auf die Unterra¨ume aller dieser Hauptkomponentenmodelle
projiziert. Die Ursache einer unter dem Normalzustand diagnostizierten Sto¨rung kann dann
u¨ber die Bedingungen derjenigen Q−Karte, die anzeigt, dass der Prozess unter Kontrolle ist,
identifiziert werden. Wenn Sto¨rungen auftreten, die vorab in der Simulation nicht beru¨ck-
sichtigt wurden, oder die eine bekannte Sto¨rung beispielsweise aufgrund starken Rauschens
nur schwach ausgepra¨gt ist, ist eine Identifikation nicht mo¨glich.
Hauptkomponentenanalyse bei Prozessen mit vera¨nderlicher Struktur
Neben der Lage und der Variabilita¨t kann sich auch die Abha¨ngigkeitsstruktur eines dyna-
mischen Prozesses vera¨ndern. Hinsichtlich langsamer, natu¨rlicher A¨nderungen der Struktur
von Prozessen kann eine Approximation mittels einer zeitinvarianten Hauptkomponenten-
analyse zu Fehlalarmen fu¨hren (Li, Yue, Valle–Cervantes und Qin, 2000), und der Anteil der
erkla¨rten Varianz kann lokal deutlich geringer ausfallen. Bei einer dynamischen Korrelati-
onsstruktur ist davon auszugehen, dass sich die durch die Hauptkomponenten beschriebenen
Linearkombinationen mit der gro¨ßten Variabilita¨t mit fortschreitender Zeit a¨ndern. Deswe-
gen wird die Hauptkomponentenanalyse in diesem Abschnitt dahingehend erweitert, dass
eine dynamische Approximation mit zeitvera¨nderlicher Lage, Variabilita¨t und Korrelation
zugelassen wird.
Naheliegend ist hierbei die Einfu¨hrung eines Datenfensters, das die Beobachtungen von
w + 1 aufeinanderfolgenden Zeitpunkten t, t + 1, . . . , t + w entha¨lt. In jedem Zeitfenster
Wt = {t, t+1, . . . , t+w}, t = 1, . . . , T −w, wird, statisch oder auf Basis der erweiterten Da-
tenmatrix, die lokal beste rt−dimensionale Approximation gesucht, wobei 1 ≤ rt ≤ k fu¨r alle
t (Kano, Hasebe, Hashimoto und Ohno, 2001). Anstelle eines gleitenden Zeitfensters kann
alternativ eine rekursive Aktualisierung der Eigenvektoren einer statischen Hauptkompo-
nentenanalyse vorgenommen werden. Qin, Li und Yue (1999) sowie Li, Yue, Valle–Cervantes
und Qin (2000) vergleichen Techniken fu¨r eine Aktualisierung der Scha¨tzer hinsichtlich de-
ren algorithmischer Komplexita¨t. Neu hinzukommende Beobachtungen fließen sta¨rker in die
Analysen ein, wenn vergangene Beobachtungen exponentiell heruntergewichtet werden. Eine
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U¨berwachung des Prozesses erfolgt hierbei u¨ber T2− und Q−Karten mit variierenden Kon-
trollgrenzen. Dabei ist ebenfalls ein verzo¨gertes gleitendes Fenster (delayed moving window)
denkbar (Daumer und Neiß, 2001). Fehlende Beobachtungen oder einzelne Beobachtungen,
die außerhalb der Kontrollgrenzen liegen und klar als Messfehler identifiziert werden ko¨nnen,
werden dabei durch Rekonstruktionsalgorithmen ersetzt.
Fu¨r die Analyse von Prozessen mit Drift verbindet Wold (1994) Techniken der Hauptkompo-
nentenanalyse und des multivariaten exponentiellen Gla¨ttens (EWMA), wobei die Scha¨tzung
mit jeder neu hinzukommenden Beobachtung aktualisiert wird. Unter der Annahme, dass
die Kreuzkorrelationsstruktur in den Daten und damit auch die Hauptkomponenten stabil
sind, ergibt sich eine autoregressive Autokorrelationsstruktur. Basierend auf den aktuellen
Hauptkomponenten werden zuna¨chst Ein–Schritt–Vorhersagen gewonnen. In einem zweiten
Schritt werden die
”
Ladungen“ u¨ber EWMA–Techniken aktualisiert.
Ein inha¨rentes Problem bei einer gleitenden oder rekursiven Hauptkomponentenanalyse ist
sowohl die Zentrierung als auch die Skalierung der Beobachtungen. Beim Monitoring indus-
trieller Prozesse ist typischerweise ein Vektor mit Sollwerten µZiel bekannt, oder es kann ein
Stichprobenmittelwert aus Referenzdaten bestimmt werden. Um Abweichungen von diesem
Zielwert aufzudecken, werden die Beobachtungen mit diesem Wert zentriert. Zur Skalierung
ko¨nnen gegebenenfalls bekannte Sollgro¨ßen oder Stichproben–Langzeitwerte zusammen mit
zusa¨tzlichen Gewichtungsfaktoren genutzt werden. Weichen die Variablen um den Vektor δ
von dem Zielwert ab, d. h. E[X(t)] = µZiel + δ, lautet der erwartete mittlere quadratische
Fehler fu¨r N Beobachtungen E[(X(t)− µZiel)(X(t)− µZiel)T] = ΓX(0) + NN−1δδT (Sparks,
Adolphson und Phatak, 1997). Dies ermo¨glicht zwar die Erkennung von Niveaua¨nderungen,
jedoch liefert eine Hauptkomponentenanalyse dieser Matrix mo¨glicherweise nicht mehr die
Richtungen mit der gro¨ßten Variabilita¨t der Daten sondern Eigenvektoren, die die Richtung
der Abweichung der Punkte von dem Zielwert beschreiben.
Wenn kein Sollwert vorgegeben ist oder langsame Lagea¨nderungen erlaubt sind, die nicht zu
Alarmsituationen fu¨hren sollen, ko¨nnen die Beobachtungen bei einer gleitenden oder rekur-
siven Hauptkomponentenanalyse mit lokalen, mo¨glicherweise gewichteten gleitenden Mitteln
und Standardabweichungen zentriert und skaliert werden. Die Approximation des Prozesses
wird damit lokal verbessert.
A¨nderungen in der Korrelationsstruktur wirken sich auf die Richtungen der Hauptkompo-
nenten aus. Obwohl Wold (1994) eine stabile Kreuzkorrelationsstruktur unterstellt, ko¨nnen
Rotationen der Eigenvektoren sprunghafte A¨nderungen in den Hauptkomponenten hervor-
rufen. Eigenwerte, die sich im Zeitverlauf deutlich vera¨ndern, ko¨nnen eine Vertauschung
der Reihenfolge der Eigenvektoren nach sich ziehen. Die Scha¨tzung der neuen Eigenvektoren
u¨ber eine exponentielle Gewichtung aktueller und vorangegangener Eigenvektoren vermeidet
Rotationen (Wold, 1994). Stabilita¨t wird durch einen adjustierbaren Ausgleichsparameter er-
zielt, der Unterschiede zwischen vergangenen und aktuellen Scha¨tzungen gering ha¨lt.
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Liegt das Interesse nur auf den Werten der T2− und Q-Statistiken und nicht auf den Haupt-
komponentenscores ξˆ(t), ist die A¨nderung der Hauptkomponentenrichtungen unerheblich. So
nutzen Li, Yue, Valle–Cervantes und Qin (2000) in jedem Schritt ein geeignetes Kriterium,
um die Anzahl rt der extrahierten Hauptkomponenten neu zu bestimmen und somit eine
optimale Erkla¨rungsgu¨te sicherzustellen.
Wa¨hrend diese Ansa¨tze die Art der Richtungsa¨nderung vernachla¨ssigen, u¨berwachen Ka-
no, Hasebe, Hashimoto und Ohno (2001) zusa¨tzlich gerade die A¨nderungen der linearen
Zusammenha¨nge zwischen den Variablen. Dazu entwickeln sie eine Kontrollkarte, die auf ei-
ner Distanz zwischen zwei Unterra¨umen gleicher Dimension beruht. Fu¨r die Unterra¨ume GA
und GB, die von den Spalten der Matrizen A und B aufgespannt werden, ist diese Distanz
die Spektralnorm der orthogonalen Projektoren auf die Unterra¨ume, d. h. gap(GA,GB) =
‖A(ATA)−1AT − B(BTB)−1BT‖2 (Golub und Van Loan, 1983). Dieser Abstand ist als
der maximale Winkel zwischen Vektoren der beiden Unterra¨ume zu interpretieren. Alterna-
tiv kann anstelle der Spektralnorm auch die Frobenius–Norm genutzt werden (Crone und
Crosby, 1995). Der von den aktuellen Hauptkomponenten aufgespannte r−dimensionale Un-
terraum wird in jedem Schritt mit dem Unterraum, der u¨ber die Hauptkomponenten fu¨r
Referenzdaten bestimmt wurde, verglichen. Um Autokorrelationen zwischen den Beobach-
tungen gerecht zu werden, ist hierbei auch der Vergleich der Unterra¨ume mo¨glich, die aus
einer dynamischen Hauptkomponentenanalyse der erweiterten Datenmatrix resultieren.
Wa¨hrend die Online–Approximation gegenu¨ber einer zeitinvarianten Hauptkomponenten-
analyse die Beobachtungen lokal besser erkla¨rt, ist die Ursache fu¨r einen Alarm oft schwerer
zu entdecken. Die Linearkombinationen einer zeitinvarianten Hauptkomponentenanalyse sind
bekannt, so dass die Hauptkomponentenscores ξˆ(t) oft wichtige Hinweise auf die Herkunft
der Sto¨rung geben ko¨nnen. Bei einer Online–Hauptkomponentenanalyse ist zur Interpre-
tation der Hauptkomponenten zusa¨tzlich ein Monitoring der Gewichte der Linearkombina-
tionen no¨tig. Sparks, Adolphson und Phatak (1997) u¨berwachen einen multivariaten Pro-
zess in Echtzeit mittels zweidimensionaler dynamischer Gabriel Biplots. Multivariate Tests
u¨berpru¨fen zusa¨tzlich in jedem Schritt Abweichungen vom Sollwert µZiel, die Kovarianzen
zwischen den Variablen und den Anteil erkla¨rter Variabilita¨t, an die sich gegebenenfalls
univariate Tests zur Aufdeckung der Ursache anschließen. Da die Kovarianzmatrix durch
Niveaua¨nderungen deutlich aufgebla¨ht werden kann, wird in dieser Situation ein gepoolter
Scha¨tzer verwendet, um die Verzerrung zu verringern. Anhand der La¨ngen und Ausrichtung
der Vektoren und der Muster der auf die ersten zwei Hauptkomponenten projizierten Beo-
bachtungspunkte ko¨nnen Ursachen fu¨r einen Alarm graphisch erfasst werden. Fu¨r mehr als
zwei Hauptkomponenten wird dieser Ansatz jedoch sehr aufwendig, da sehr viele verschie-
dene Gro¨ßen u¨berwacht werden mu¨ssen.
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3.3 Weitere dimensionsreduzierende Verfahren fu¨r
autokorrelierte Beobachtungen
In diesem Abschnitt werden weitere Methoden vorgestellt, um aus autokorrelierten mul-
tivariaten Daten wenige Komponenten zu extrahieren. Diesen Verfahren, so wie auch der
Hauptkomponentenanalyse, ist das Prinzip gemeinsam, jeweils nach einer optimalen Trans-
formation der Daten zu suchen im Sinne eines zu definierenden Kriteriums. Das Kriterium
kann eine bestimmte Art der Dimensionsreduktion, die Einfachheit oder Interpretierbarkeit
der resultierenden Linearkombinationen, den
”
Interessantheitsgrad“ dieser Komponenten
oder a¨hnliches beschreiben.
In Abschnitt 3.3.1 wird zuna¨chst die Minimum/Maximum Autokorrelations–Faktoranalyse
(Switzer und Green, 1984) vorgestellt, die auf die Erfassung der ra¨umlichen oder auch zeit-
lichen Abha¨ngigkeiten abzielt. Unter der U¨berschrift
”
Kontinuum–Faktormodelle“ werden
in Abschnitt 3.3.2 Lo¨sungen von Optimierungsproblemen vorgestellt, die viele der bisher
behandelten Methoden als Spezialfa¨lle enthalten. Im Anschluss wird mit der Independent
Component Analyse ein Verfahren betrachtet, dass insbesondere zur Trennung verschiedener
vermischter Signale geeignet ist.
3.3.1 Minimum/Maximum Autokorrelations–Faktoranalyse
Die Minimum/Maximum Autokorrelations–Faktoranalyse (MAFA) transformiert die Daten
orthogonal, wobei anstelle der Varianz eine Autokorrelation zwischen Linearkombinationen
der Beobachtungen minimiert bzw. maximiert wird. Diese Technik wurde urspru¨nglich zur
Analyse ra¨umlicher Daten vorgeschlagen (Switzer und Green, 1984; Switzer, 1985), aber von
Shapiro und Switzer (1989), auch Solow (1994), zur Analyse multivariater Zeitreihen genutzt.
Die Idee besteht darin, dass Komponenten mit starker Autokorrelation viel Information
u¨ber ein unbekanntes unterliegendes Signal enthalten und relativ glatt sind, wa¨hrend die
schwa¨cher autokorrelierten Komponenten vornehmlich Rauschen beschreiben.
Definition 3.1 (Minimum/Maximum Autokorrelations–Faktoren)
Eine Linearkombination Z1(t) = a
T
1X(t) eines Zufallsvektors X(t) ∈ Rk mit a1 = a so,
dass Corr[aTX(t),aTX(t + s)] fu¨r ein festes s ∈ N minimal ist unter der Nebenbedingung
aTa = 1, heißt erster Minimum/Maximum Autokorrelations–Faktor von X(t). Ein j−ter
Minimum/Maximum Autokorrelations–Faktor Zj = a
T
jX(t), j = 2, . . . , k, von X(t) ist
definiert u¨ber die Lo¨sung aj = a des Optimierungsproblems
min
a
Corr[aTX(t),aTX(t+ s)]
unter der Nebenbedingung Corr[aTX(t),aTi X(t)] = 0, i < j.
Eine Lo¨sung fu¨r dieses Optimierungsproblem liefert der folgende Satz:
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Satz 3.2 Sei X(s)(t) =X(t)−X(t+ s) die Differenz einer stationa¨ren Zeitreihe X(t) zum
Zeitlag s und bezeichne ΓX(s) = Var[(X(t) − X(t + s))] ∈ Rk×k deren Kovarianzmatrix.
Es seien λ1 ≥ λ2 ≥ . . . ≥ λk die geordneten Eigenwerte von ΓX−1(0)ΓX(s) und e1, . . . , ek
eine Basis zugeho¨riger Eigenvektoren. Dann sind Minimum/Maximum Autokorrelations–
Faktoren aus Definition (3.1) gegeben durch
Zj(t) = e
T
jX(t), j = 1, . . . , k,
d. h. aj = ej, j = 1, . . . , k. Dabei gilt
Corr[Zj(t), Zj(t+ s)] = 1− λj/2 ∀ j = 1, . . . , k.
Beweis (vgl. auch Shapiro und Switzer, 1989)
Es gilt fu¨r die Kovarianz
Cov[aTX(t),aTX(t+ s)] = aTΓX(s)a =
1
2
aT(ΓX(s)+ΓX(−s))a = aT(ΓX(0)− 1
2
ΓX(s))a.
Fu¨r die sukzessive Minimierung der Korrelation
Corr[aTX(t),aTX(t+ s)] = 1− 1
2
aTΓX(s)a
aTΓX(0)a
ist somit das generalisierte Eigenwertproblem (ΓX(s) − λΓX(0))x = 0 zu lo¨sen.
Die Minimum/Maximum Autokorrelations–Faktoren Z1(t), . . . , Zk(t) sind so angeordnet,
dass Z1(t) die minimale und Zk(t) die maximale Autokorrelation besitzt. Mit dem Ziel,
Trends zu extrahieren, betrachten Shapiro und Switzer (1989) bei der Analyse multivariater
nichtstationa¨rer Zeitreihen ausschließlich Autokorrelationen zum Zeitlag s = 1 zur Bestim-
mung der Maximum Autokorrelations–Faktoren. Zu ihrer Identifikation wird dabei gefordert,
dass sie Varianz 1 besitzen und positiv mit der Zeit korreliert sind. Eine vorteilhafte Eigen-
schaft besteht in der Invarianz der Minimum/Maximum Autokorrelations–Faktoranalyse ge-
genu¨ber linearen Transformationen der multivariaten Zeitreihe. Fu¨r eine anna¨hernd symme-
trische Autokovarianzmatrix ΓX(1) entspricht die Minimum/Maximum Autokorrelations–
Faktoranalyse approximativ der kanonischen Korrelationsanalyse eines VAR(1)–Modells von
Box und Tiao (1977). Badcock, Bailey und Krzanowski (2001) bestimmen Autokorrelations–
Faktoren fu¨r verschiedene Zeitlags s, um die resultierenden Komponenten zur univariaten
Prozesskontrolle einsetzen zu ko¨nnen.
3.3.2 Kontinuum–Faktoranalyse
Kontinuum-Faktormodelle (engl. continuum factor models; Sjo¨stedt, 1996; Sjo¨sted und Barr-
lund, 1997) zielen darauf ab, ausgehend von einem AR(p)–Modell eine Darstellung als mul-
tivariates Indexmodell (3.2) zu finden, so dass die r Komponenten Z(t) = C(0)X(t) ∈ Rr
die wichtigste zur Vorhersage beno¨tigte Information enthalten. Die gesuchten Linearkombi-
nationen werden aus einem stetigen Spektrum linearer Transformationen ausgewa¨hlt. Zur
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Scha¨tzung der Matrix C(0) wird gefordert, dass die resultierenden Komponenten unkorre-
liert sind und ein hohes Ausmaß an Vorhersagekraft besitzen. Die Matrizen des Filters A(B)
ko¨nnen anschließend u¨ber einen Kleinste–Quadrate–Ansatz bestimmt werden.
Unter der Nebenbedingung, dass die Zeilenvektoren c1, . . . , cr von C(0) orthonormal sind,
lo¨st Sjo¨stedt (1996) sukzessive das Problem der Maximierung von
Q1(c) = |Cov[cTX(t+ 1), cTX(t)]| × (Var[cTX(t)])(γ−1) (3.22)
oder alternativ dazu das a¨hnliche, aber nicht a¨quivalente, Problem der Maximierung von
Q2(c) = max
Var[dTX(t+1)]=1
(Cov[dTX(t+ 1), cTX(t)])2 × (Var[cTX(t)])(γ−1) (3.23)
fu¨r ein gegebenes 0 ≤ γ ≤ ∞. Das Kriterium (3.23) ist gegenu¨ber Kriterium (3.22) flexibler,
da die beliebige Wahl von d mehr Freiheit bei der Scha¨tzung der Faktoren erlaubt. So wird
mittels (3.23) eine Steuerung der Faktoren in vorgegebene Richtungen, d. h. eine gezielte
Gewichtung der Zeitreihen, ermo¨glicht. Der Parameter γ wird so gewa¨hlt, dass ein Maß fu¨r
den Vorhersagefehler minimiert wird.
Von Interesse sind Kontinuum–Faktormodelle hier deswegen, weil sie abha¨ngig von der Wahl
von γ einige der bereits diskutierten Spezialfa¨lle enthalten. Fu¨r γ = 0 ergibt sich mit Kri-
terium Q1 die Minimum/Maximum Autokorrelations–Faktoranalyse und mit Kriterium Q2
eine kanonische Korrelationsanalyse. Fu¨r γ = 1 wird mit Kriterium Q1 sukzessive die Au-
tokovarianz maximiert und mit Kriterium Q2 die Kovarianz zwischen Linearkombinationen
der Gegenwart und der Zukunft. Fu¨r γ = ∞ entsprechen die resultierenden Komponenten
mit beiden Kriterien den klassischen Hauptkomponenten. Fu¨r den Fall, dass das Modell
von Pen˜a und Box (1987) aus (3.15) mit Γε(0) = σ
2Ik gilt, sind die r Minimum/Maximum
Autokorrelations– bzw. Autokovarianz–Faktoren mit der sta¨rksten Autokorrelation bzw. Au-
tokovarianz und die ersten r Hauptkomponenten jeweils Permutationen der durch Lˆ
T
X(t)
gescha¨tzten r Faktoren.
3.3.3 Independent Component Analyse
Die Independent Component Analyse (ICA, z. B. Hyva¨rinen und Oja, 2000) strebt die
Isolierung der urspru¨nglichen, unabha¨ngigen, aber unbekannten Signale aus einer Sequenz
multivariater Beobachtungen an. Dazu wird angenommen, dass sich beobachtete Variablen
X(t) ∈ Rk als Linearkombinationen von r, r ≤ k, unabha¨ngigen Signalen ξ(t) schreiben
lassen, d. h. X(t) = Aξ(t), wobei E[X(t)] = E[ξ(t)] = 0 und A unbekannt. Im Unterschied
zum statistischen Faktormodell entspricht die Dimension des Signalvektors dabei oft der
Dimension des Beobachtungsvektors, d. h. k = r. Weil die Lo¨sung des Isolierungs–Problems
bereits schwierig ist, wird in der Regel der Einfachheit halber auf die Modellierung eines
Beobachtungsfehlers verzichtet. Um die Annahmen so allgemein wie mo¨glich zu halten, wird
den Variablen keine (serielle) Unabha¨ngigkeit und keine vorgegebene Verteilung unterstellt.
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Die definierende Aufgabe der ICA besteht darin, mit der Matrix U eine lineare Transfor-
mation Y (t) = UX(t) derart zu finden, dass die einzelnen Komponenten Yi(·), i = 1, . . . , r,
so unabha¨ngig wie mo¨glich sind im Sinne der Maximierung oder Minimierung einer Kri-
teriumsfunktion F (Y1, . . . , Yr), die die stochastische Unabha¨ngigkeit misst. Dabei soll Y (t)
eine gute Scha¨tzung des Signalvektors ξ(t) darstellen, wobei die Reihenfolge der Elemente in
Y (t) permutiert werden kann. Die Restriktionen, dass die r Signale ξ1(·), . . . , ξr(·) stochas-
tisch unabha¨ngig sind und dass alle ξi(·) bis auf ho¨chstens ein Signal nicht normalverteilt
sind (Comon, 1994), garantieren die Identifizierbarkeit der Signale. Wegen der beliebigen
Skalierung wird zusa¨tzlich gefordert, dass die Signale mit E[ξ2(t)] = 1 normiert sind.
Mit einer zuna¨chst eher heuristischen Begru¨ndung u¨ber den zentralen Grenzwertsatz zeigen
Hyva¨rinen und Oja (2000), dass sich Scha¨tzer fu¨r die unabha¨ngigen Signale finden lassen,
falls die Vektoren u gesucht werden, die ein Maß fu¨r die Nicht–Normalverteiltheit der Li-
nearkombination uTX(t) maximieren. Ein klassisches Maß fu¨r die Nicht–Normalverteiltheit
einer Zufallsvariablen ist die Kurtosis κ(Y ) = E[Y 4]− 3(E[Y 2])2, die fu¨r eine normalverteilte
Variable den Wert Null annimmt. Da die Kurtosis sehr anfa¨llig gegenu¨ber Ausreißern ist,
wird alternativ auch die Negentropie oder eine geeignete Approximationen maximiert oder
das Mutual Information Kriterium minimiert.
Die Independent Component Analyse ist damit als eine Methode zur Trennung gemischter
Signale nicht ausdru¨cklich zur Dimensionsreduktion vorgesehen. Fu¨r den Fall, in dem die
interessantesten Richtungen genau den Linearkombinationen der Variablen entsprechen, de-
ren Verteilung im Sinne eines geeigneten Abstandsmaßes stark von einer Normalverteilung
abweicht, kann das Verfahren als eine Variante von Projection–Pursuit aufgefasst werden.
Hierbei ko¨nnen dann auch nur wenige unabha¨ngige Komponenten isoliert werden. Dabei wird
angenommen, dass der zu diesen Komponenten orthogonale Unterraum nur normalverteiltes
Rauschen entha¨lt.
Wie bei der Hauptkomponentenanalyse werden Informationen u¨ber die seriellen Abha¨ngig-
keiten nicht beru¨cksichtigt, jedoch werden sie durch die schwachen Annahmen auch nicht
ausgeschlossen.
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4 Dimensionsreduktion fu¨r Variablen aus
der Intensivmedizin
In den vorangegangenen Kapiteln wurden einige statistische Verfahren vorgestellt, die zur
Bearbeitung der Fragestellung dienen ko¨nnen. Das vorliegende Kapitel bescha¨ftigt sich nun
mit vorhandenen intensivmedizinischen Patientendaten. In einem ersten Schritt werden die
vorliegenden Daten aus dem Online–Monitoring der Intensivmedizin in Abschnitt 4.1 vorge-
stellt und deskriptiv erforscht. Basierend auf den hier erkennbaren Zusammenha¨ngen werden
einige der ha¨modynamischen Variablen fu¨r die weiteren Analysen ausgewa¨hlt.
In Abschnitt 4.2 werden die Daten mit Hilfe der klassischen statischen Verfahren der Di-
mensionsreduktion aus den Kapiteln 2.1.1 und 2.1.2 retrospektiv analysiert. Die explorativ
aufzufassenden Ergebnisse ermo¨glichen ein besseres Versta¨ndnis der Strukturen in den mul-
tivariaten Zeitreihen. Zusa¨tzlich wird untersucht, ob eine statische Dimensionsreduktion in
einem gleitenden Zeitfenster eine Lo¨sung fu¨r das Problem der Extraktion weniger Kompo-
nenten in Echtzeit darstellen kann.
Aufgrund der erwarteten hohen Autokorrelationen zwischen den Beobachtungen ist es sinn-
voll, diese seriellen Abha¨ngigkeiten bei einer Dimensionsreduktion angemessen zu beru¨cksich-
tigen. Dadurch wird ein besserer Einblick in die datenerzeugenden Mechanismen ermo¨glicht.
Abschnitt 4.3 bescha¨ftigt sich daher mit der Anwendung dynamischer Verfahren der Dimen-
sionsreduktion auf die intensivmedizinischen Daten. Insbesondere wird ein geeigneter Ansatz
zur Modellierung der vorliegenden Zeitreihen gesucht. Die Ausnutzung des hierbei erworbe-
nen Wissens soll schließlich die Findung passender dimensionsreduzierender Methoden fu¨r
die Daten erlauben.
In Abschnitt 4.4 werden die Mo¨glichkeiten der in Kapitel 3.3 vorgestellten Verfahren zur Di-
mensionsreduktion fu¨r autokorrelierte Daten hinsichtlich der Analyse der ha¨modynamischen
Zeitreihen untersucht.
Eine Zusammenfassung aus diesen Ansa¨tzen der Datenanalyse erfolgt in Abschnitt 4.5. Die
gewonnenen Erkenntnisse werden dazu genutzt, Lo¨sungsmo¨glichkeiten fu¨r die Bearbeitung
der Fragestellung dieser Arbeit aufzuzeigen.
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4.1 Deskriptive Analyse der intensivmedizinischen
Daten
Seit 1992 wird auf der Chirurgischen Intensivstation des Klinikums Dortmund ein Klinisches
Informationssystem (Clinical Information System, CIS) eingesetzt, das eine vollsta¨ndige
elektronische Fu¨hrung der
”
Patientenkurve“ am Intensivbett in Echtzeit ermo¨glicht. Dabei
werden intensivmedizinische Vitalparameter, d. h. Kreislauf–, Beatmungs- und Laborwerte,
aufgezeichnet. In einer Datenbank stehen die Rohdaten fu¨r die kontinuierlich gemessenen
Variablen, so wie sie vom Patientenmonitor geliefert werden, im Minutentakt zur Verfu¨gung.
Zum gro¨ßten Teil werden die Daten verla¨sslich und korrekt erfasst. Die Bewa¨ltigung des
Bu¨ndels von Patientenkurven bietet einen hohen Schwierigkeitsgrad.
Die optimale Behandlung des Herz–Kreislaufsystems ist Grundlage jeder postoperativen In-
tensivtherapie, da eine hinreichende Durchstro¨mung die Voraussetzung der regelgerechten
Funktion der Organe ist. Daher konzentrieren sich die Untersuchungen in dieser Arbeit
zuna¨chst ausschließlich auf die Analyse von Variablen des ha¨modynamischen Systems.
Die Aufnahme der Patienten in die Datenbank erfolgte mit der Einschra¨nkung, dass nur
Patienten beru¨cksichtigt wurden, die zu irgendeinem Zeitpunkt ihrer Behandlung einen Pul-
monaliskatheter (PAC) hatten. Es liegen auch nur Beobachtungen fu¨r die Zeitra¨ume vor,
in denen der Pulmonaliskatheter Werte aufzeichnet. Zu den hier betrachteten 11 Variablen
des ha¨modynamischen Systems geho¨ren der diastolische, der mittlere und der systolische
arterielle Blutdruck (in mmHg; APD, APM und APS), der diastolische, der mittlere und der
systolische pulmonalarterielle Blutdruck (in mmHg; PAPD, PAPM und PAPS), der zentral-
veno¨se Blutdruck (in mmHg; CVP), die Herzfrequenz und der Puls (in Schla¨gen pro Minute;
HR und Puls), die Bluttemperatur (in ◦C; Temp) und die Sauerstoffsa¨ttigung (in %; SaO2).
Sa¨mtliche Patienten werden zumindest zeitweise mit Intensiv–Beatmungsgera¨ten beatmet
oder bei der Atmung durch Gera¨te unterstu¨tzt, die die Sauerstoffkonzentration in der Atem-
luft erho¨hen. In Abbildung 4.1 ist exemplarisch eine multivariate Zeitreihe der genannten
11 Vitalparameter eines Intensivpatienten u¨ber einen Zeitraum von 24 Stunden dargestellt.
Die einzelnen Kurven zeigen deutliche Muster, wie Auf- und Abwa¨rtstrends, plo¨tzliche Ni-
veaua¨nderungen sowie Messartefakte. Insgesamt werden die Messwerte durch ein wechselnd
starkes Rauschen u¨berlagert. Wegen der vielen großen Ausreißer in den physiologischen Da-
ten werden zur Analyse der Daten robuste statistische Verfahren beno¨tigt.
Fu¨r die Untersuchungen in dieser Arbeit standen insgesamt Daten von 377 verschiedenen
Patienten zur Verfu¨gung, wobei fu¨r die Analysen nur Datensa¨tze ausgewa¨hlt wurden, die die
folgenden Bedingungen erfu¨llen:
• Wenn fu¨r sa¨mtliche Variablen des ha¨modynamischen Systems u¨ber einen Zeitraum von
mehr als 20 Minuten keine Beobachtungen vorliegen, wird der Datensatz des Patienten
aufgesplittet, und nur die la¨ngste zusammenha¨ngende Sequenz wird weiter verwendet.
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Abbildung 4.1: Zeitreihe der 11 Variablen des ha¨modynamischen Systems eines Intensivpa-
tienten: arterielle Dru¨cke (rot), Sauerstoffsa¨ttigung (dunkelblau), Herzfrequenz (schwarz),
Puls (gru¨n), Bluttemperatur (beige), pulmonalarterielle Dru¨cke (blau) und zentralveno¨ser
Blutdruck (violett)
• Fehlende Beobachtungen treten fu¨r jede Variable ho¨chstens u¨ber einen Zeitraum von
200 Minuten auf.
• Fu¨r jede Variable ist der Anteil fehlender Werte kleiner als 40%.
• Es liegen Beobachtungen fu¨r einen Zeitraum von mindestens 300 Minuten vor.
Den genannten Kriterien genu¨gen insgesamt 332 der vorliegenden Zeitreihen. Dieses Patien-
tenkollektiv ist die Grundlage der weiteren Untersuchungen. Es umfasst insgesamt Beobach-
tungen fu¨r 867 862 Minuten (knapp 603 Tage), wobei die Zeitreihen im Mittel eine La¨nge von
2614 Minuten, d. h. ca. 43.5 Stunden, haben, bei einem Minimum (Maximum) von 302 (7063)
Minuten. Der Anteil fehlender Beobachtungen betra¨gt fu¨r die einzelnen Variablen im Mittel
u¨ber die Patienten zwischen 1 − 2%, maximal 7% fu¨r die Blutdru¨cke und etwas mehr fu¨r
die anderen Variablen. Fehlende Werte wurden basierend auf den folgenden Kriterien ersetzt:
• Fehlende Werte fu¨r entweder Herzfrequenz oder Puls werden jeweils durch eine Least
Trimmed Squares (LTS)–Regression (Rousseeuw, 1985) auf die Beobachtungen der
anderen Variablen ersetzt.
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• Fehlende Beobachtungen fu¨r weniger als 10 aufeinanderfolgende Minuten werden durch
eine robuste Regressionsscha¨tzung mit dem Repeated Median (RM) basierend auf den
20 na¨chstgelegenen Beobachtungen (bei wiederholt auftretenden Lu¨cken nicht unbe-
dingt die 10 vorigen bzw. nachfolgenden Beobachtungen) ersetzt.
• Fehlende Beobachtungen fu¨r mehr als 10 aufeinanderfolgende Minuten werden durch
eine robuste Regressionsscha¨tzung mit dem RM basierend auf den 10 vorhergehenden
und den 10 nachfolgenden Beobachtungen ersetzt.
• Ersetzte Beobachtungen werden in den Regressionsscha¨tzungen zur Ersetzung nach-
folgender Beobachtungen weiterverwendet.
Die meisten Patienten erhalten, neben weiteren medizinischen Interventionen, kontinuierlich
medikamento¨se Infusionen zur Stu¨tzung der Herz–Kreislauffunktion. Von den 332 Patienten
bekommen im Laufe ihrer Liegezeit 144 Noradrenalin zur Erho¨hung des arteriellen Blut-
drucks, 126 Adrenalin und 322 Dobutamin zur Erho¨hung der Herzfrequenz, 328 Dopamin
zur Verbesserung der Nierenfunktion, 200 Nitroglycerin und 77 Adalat zur Senkung des ar-
teriellen Blutdrucks.
Mit Hilfe der demographischen Variablen la¨sst sich das ausgewa¨hlte Patientenkollektiv wie
folgt charakterisieren: Es handelt sich um 224 ma¨nnliche und 108 weibliche Patienten mit
einem mittleren Alter von ca. 64 (±11) Jahren, wobei in Klammern die zugeho¨rige Standard-
abweichung angegeben wird. Die mittlere Ko¨rpergro¨ße der ma¨nnlichen Patienten betra¨gt 175
(±8) cm, der weiblichen Patienten 163 (±7) cm, das mittlere Ko¨rpergewicht der ma¨nnlichen
Patienten betra¨gt 79 (±16) kg, der weiblichen Patienten 69 (±14) kg. Weiter ist bekannt,
dass 185 Patienten anschließend in die Chirurgie–Abteilung und 31 Patienten in andere Ab-
teilungen verlegt wurden, 116 Patienten sind verstorben.
Fu¨r die 332 Zeitreihen wurde jeweils der Median jeder einzelnen der 11 betrachteten ha¨mo-
dynamischen Variablen u¨ber den Beobachtungszeitraum hinweg bestimmt. Abha¨ngig von
der physischen Verfassung der verschiedenen Patienten gibt es Unterschiede im Niveau der
gemessenen Vitalparameter. Tabelle 4.1 gibt einen U¨berblick u¨ber das Patientenmittel und
einige Quantile der Mediane der ha¨modynamischen Variablen. Gegenu¨ber einem gesunden
Menschen aus der betroffenen Altersgruppe sind Herzfrequenz und Puls der meisten Patien-
ten leicht erho¨ht, einhergehend mit einem leicht erniedrigten arteriellen Blutdruck. Bei den
vorwiegend maschinell beatmeten Patienten verhindert der ku¨nstlich im Thorax erzeugte
positive Druck nach Abschluss der Ausatmung einen Kollaps der Lungenbla¨schen. Dieser
positive PEEP–Druck bewirkt, dass der pulmonalarterielle Blutdruck und der zentralveno¨se
Blutdruck fu¨r die meisten Patienten etwas ho¨her sind als bei einem normal atmenden Men-
schen. Zu beachten ist, dass Herzfrequenz und Puls im allgemeinen die gleiche Gro¨ße messen,
aber durchaus unterschiedliche Werte annehmen ko¨nnen. Beispielsweise kann bedingt durch
Rhythmussto¨rungen, wie Vorhoﬄimmern oder absolute Arrhythmien, ein Pulsdefizit entste-
hen.
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Variable Min 10%−Q. 25%−Q. Median Mittel 75%−Q. 90%−Q. Max
APD 40.0 55.0 60.0 65.0 65.1 70.0 74.9 95.0
APM 61.0 77.0 83.0 89.0 89.4 95.0 102.0 125.0
APS 89.0 122.0 132.0 143.5 143.4 155.0 164.0 187.0
CVP 1.0 8.0 11.0 14.0 14.8 18.0 22.0 31.0
HR 60.0 72.0 83.0 94.0 95.0 106.3 119.9 144.0
PAPD 7.0 14.0 17.0 21.0 21.4 25.3 30.0 38.0
PAPM 14.0 20.1 24.0 28.0 28.6 33.0 38.0 48.0
PAPS 21.0 29.0 33.0 38.0 38.7 44.0 49.0 66.0
Temp 33.4 36.4 36.8 37.1 37.2 37.5 38.1 40.2
Puls 61.0 73.0 83.0 94.5 95.6 106.0 120.0 143.0
SaO2 93.0 97.0 97.0 98.0 98.1 99.0 100.0 100.0
Tabelle 4.1: Einige Quantile und das Patientenmittel aus den Medianen der ha¨modyna-
mischen Variablen fu¨r 322 Patienten
Zusa¨tzlich zum globalen Niveau wurde fu¨r jeden Patienten als robustes Maß fu¨r die Va-
riabilita¨t jeder einzelnen Variable die mediane absolute Abweichung vom Median (MAD)
bestimmt. In Tabelle 4.2 sind einige Kenngro¨ßen der MADs fu¨r die 332 Patienten zusammen-
gefasst. Auffa¨llig ist, dass fu¨r jeweils einen Patienten die Variabilita¨t fu¨r den zentralveno¨sen
Blutdruck bzw. die Herzfrequenz als 0 gescha¨tzt wird, ebenso wie fu¨r mehrere Patienten
(knapp 20%) bei der Sauerstoffsa¨ttigung. Diese Scha¨tzung ist darauf zuru¨ckzufu¨hren, dass
mindestens die Ha¨lfte aller Beobachtungen dieser Variablen den gleichen Wert annehmen.
Die Sauerstoffsa¨ttigung ist eine essentielle Gro¨ße, die die medizinischen Pflegekra¨fte zur
U¨berwachung des Atmungssystems der Patienten unbedingt beno¨tigen. Bei der geplanten Di-
mensionsreduktion darf in keinem Fall Information u¨ber diese Variable verloren gehen. Eine
Betrachtung der Korrelation der Sauerstoffsa¨ttigung zu den anderen Variablen zeigt außer-
dem keine linearen Abha¨ngigkeiten, ho¨chstens findet sich in den Scha¨tzungen die Tatsache
wieder, dass die Sauerstoffsa¨ttigung zusammen mit dem Puls gemessen wird. Außerdem stel-
len Gather, Imhoff und Fried (2002) einen ku¨nstlichen Zusammenhang zur Bluttemperatur
fest, der auf eine fehlerhafte Messung der Beobachtungen zuru¨ckzufu¨hren ist. Die folgenden
Betrachtungen beschra¨nken sich daher ausschließlich auf die zehn u¨brigen ha¨modynamischen
Variablen.
Vorwiegend univariate Analysen dieser intensivmedizinischen Daten beziehen sich auf die
Beschreibung stationa¨rer physiologischer Prozesse und die Beurteilung von Interventions-
effekten mittels ARIMA–Modellen (Imhoff, Bauer, Gather und Lo¨hlein, 1997) sowie die
Unterscheidung von Ausreißermustern und Niveaua¨nderungen mittels der Phasenraumkar-
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Variable Min 10%−Q. 25%−Q. Median Mittel 75%−Q. 90%−Q. Max
APD 1.48 4.45 4.45 5.93 6.47 7.41 8.90 13.34
APM 2.97 5.93 7.41 8.90 9.88 11.86 14.83 21.03
APS 5.93 10.38 13.34 16.31 17.62 20.76 25.20 42.25
CVP 0.00 1.48 2.97 2.97 3.11 4.45 4.45 8.90
HR 0.00 4.45 5.93 8.90 9.89 11.86 16.25 29.65
PAPD 1.48 2.97 2.97 2.97 3.86 4.45 5.93 10.38
PAPM 1.48 2.97 2.97 4.45 4.31 4.45 5.93 10.38
PAPS 1.48 4.11 4.45 5.93 6.15 7.41 8.90 19.27
Temp 0.07 0.15 0.30 0.44 0.47 0.59 0.74 1.63
Puls 1.48 4.45 5.93 8.90 9.82 11.86 16.31 29.65
SaO2 0.00 0.00 1.48 1.48 1.39 1.48 2.97 5.93
Tabelle 4.2: Einige Quantile und das Patientenmittel aus den medianen absoluten Abwei-
chungen vom Median der ha¨modynamischen Variablen fu¨r 322 Patienten
te (Gather, Bauer und Fried, 2002). Außerdem untersuchen Fried und Imhoff (2004) die
Online–Erkennung langsamer Trends und, unter anderem, Davies, Fried und Gather (2004)
die Online–Extraktion univariater Signale.
In dieser Arbeit werden die Beobachtungen der ha¨modynamischen Variablen stets als multi-
variate Zeitreihe aufgefasst. Daher interessiert neben Niveau und Variabilita¨t der einzelnen
Variablen insbesondere die Sta¨rke der Abha¨ngigkeiten zwischen den Variablen. Gema¨ß medi-
zinischem Vorwissen sind hohe Korrelationen zwischen den arteriellen Blutdru¨cken, zwischen
den pulmonalarteriellen Blutdru¨cken und zwischen Herzfrequenz und Puls zu erwarten. Zu
beachten ist dabei, dass sich der mittlere Blutdruck nicht als arithmetisches Mittel des dia-
stolischen und des systolischen Blutdrucks berechnet, sondern durch die Integration der
Druckpulskurve u¨ber die Zykluszeit bestimmt wird (Thews, Mutschler und Vaupel, 1991).
Zur groben Einscha¨tzung der mittleren Korrelation zwischen den Variablen bei den 332 be-
trachteten Intensivpatienten wurde fu¨r diese eine Korrelationsmatrix bestimmt. Fu¨r jede
Zeitreihe wurde zuna¨chst robust eine Korrelationsmatrix u¨ber den MCD–Scha¨tzer aus 90%
der Beobachtungen gescha¨tzt. Aus den u¨ber die Patienten gepoolten Matrizen resultiert die
folgende Scha¨tzung fu¨r die Korrelationen:
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APD APM APS CVP HR PAPD PAPM PAPS Temp Puls
APD 1.00 0.93 0.74 0.29 0.05 0.32 0.35 0.29 -0.09 0.04
APM 0.93 1.00 0.88 0.23 0.00 0.29 0.36 0.34 -0.12 0.00
APS 0.74 0.88 1.00 0.14 -0.04 0.21 0.30 0.31 -0.11 -0.04
CVP 0.29 0.23 0.14 1.00 -0.01 0.70 0.70 0.57 -0.03 -0.01
HR 0.05 0.00 -0.04 -0.01 1.00 0.11 0.10 0.02 0.29 0.97
PAPD 0.32 0.29 0.21 0.70 0.11 1.00 0.88 0.64 -0.01 0.11
PAPM 0.35 0.36 0.30 0.70 0.10 0.88 1.00 0.86 -0.05 0.10
PAPS 0.29 0.34 0.31 0.57 0.02 0.64 0.86 1.00 -0.08 0.02
Temp -0.09 -0.12 -0.11 -0.03 0.29 -0.01 -0.05 -0.08 1.00 0.29
Puls 0.04 0.00 -0.04 -0.01 0.97 0.11 0.10 0.02 0.29 1.00
Die Eintra¨ge in dieser Korrelationsmatrix besta¨tigen die erwarteten hohen positiven Kor-
relationen unter den arteriellen Dru¨cken sowie Herzfrequenz und Puls. Außerdem sind die
intrathorakalen Blutdru¨cke, d. h. die pulmonalarteriellen Dru¨cke und der zentralveno¨se Blut-
druck, wie erwartet hoch positiv korreliert. Schwa¨chere positive Korrelationen finden sich
zwischen den arteriellen und den intrathorakalen Blutdru¨cken. Etwas u¨berraschend ist die
schwach positive Korrelation zwischen der Bluttemperatur und Herzfrequenz bzw. Puls. Die
u¨brigen ha¨modynamischen Variablen sind mit der Bluttemperatur kaum korreliert.
Zur Einscha¨tzung der seriellen Zusammenha¨nge wurde fu¨r jede Zeitreihe eine 0.05−getrimm-
te Autokorrelationsmatrix zum Zeitlag 1 bestimmt. Der gepoolte Scha¨tzer fu¨r die 322 Pati-
enten lautet:
APD APM APS CVP HR PAPD PAPM PAPS Temp Puls
APD 0.93 0.87 0.68 0.28 0.03 0.30 0.33 0.28 -0.10 0.04
APM 0.87 0.94 0.82 0.22 -0.01 0.27 0.34 0.33 -0.12 0.00
APS 0.67 0.82 0.95 0.14 -0.04 0.20 0.28 0.30 -0.11 -0.04
CVP 0.27 0.22 0.14 0.97 0.01 0.68 0.68 0.55 -0.03 0.02
HR 0.04 0.00 -0.04 0.01 0.92 0.11 0.10 0.02 0.28 0.91
PAPD 0.30 0.27 0.20 0.68 0.11 0.91 0.84 0.61 -0.01 0.12
PAPM 0.33 0.34 0.28 0.68 0.10 0.84 0.94 0.82 -0.05 0.11
PAPS 0.28 0.33 0.30 0.54 0.03 0.60 0.82 0.95 -0.07 0.03
Temp -0.10 -0.13 -0.11 -0.04 0.28 -0.02 -0.05 -0.08 1.00 0.28
Puls 0.04 0.00 -0.04 0.02 0.90 0.12 0.11 0.03 0.28 0.92
Zum Zeitlag 1 sind fu¨r alle ha¨modynamischen Variablen starke Abha¨ngigkeiten zu erkennen.
Bei der Analyse der Daten ist damit die Anwendung geeigneter zeitreihenanalytischer Ver-
fahren, die hohe Autkorrelationen zwischen den Beobachtungen beru¨cksichtigen, erforderlich.
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Partielle Korrelationsgraphen fu¨r multivariate Zeitreihen (Dahlhaus, 2000) beru¨cksichtigen
serielle Abha¨ngigkeiten zwischen den Beobachtungen u¨ber sa¨mtliche Zeitlags. Eine empi-
rische Analyse der intensivmedizinischen Daten mittels graphischer Modelle fu¨r Zeitreihen
besta¨tigt das medizinisch erwartete Abha¨ngigkeitsmuster (Gather, Imhoff und Fried, 2002).
Das Problem, das bei der empirischen Analyse mittelstarke Zusammenha¨nge durch sehr
starke Zusammenha¨nge maskiert werden ko¨nnen, la¨sst sich durch Modellwahlstrategien ba-
sierend auf Graphen–Separationen beheben (Fried und Didelez, 2003). Auch die Anwendung
einer dynamischen Variante von Sliced Inverse Regression findet die durch die partiellen Kor-
relationsgraphen identifizierten starken Zusammenha¨nge wieder (Becker und Fried, 2001).
Die partielle Korrelation zwischen der Bluttemperatur und den anderen ha¨modynamischen
Variablen ist in der Regel verschwindend gering. Im Vergleich zu den anderen Variablen
zeigt die Bluttemperatur ein sehr abweichendes Verhalten mit nur sehr langsamen A¨nde-
rungen und langen Perioden fast konstanter Werte. Da außerdem kaum Abha¨ngigkeiten zu
den weiteren ha¨modynamischen Variablen vorhanden sind, wird die Bluttemperatur in den
folgenden Betrachtungen zur Dimensionsreduktion nicht mit beru¨cksichtigt.
In den weiteren Abschnitten dieses Kapitels wird untersucht, ob mit den in Kapitel 3 vor-
gestellten dimensionsreduzierenden Verfahren eine fu¨r den Online–Einsatz am Patientenbett
geeignete Reduktion der Anzahl der ha¨modynamischen Variablen mo¨glich ist.
4.2 Statische Dimensionsreduktion ha¨modynamischer
Variablen
Gesucht ist eine Methodik zur Reduktion der ha¨modynamischen Variablen auf wenige Kom-
ponenten, die am Patientenbett eingesetzt werden kann. In einem Vorschritt wird in diesem
Kapitel zuna¨chst eine retrospektive Analyse der vorliegenden Daten vorgenommen, um einen
ersten Eindruck von der Datenstruktur zu gewinnen. Die klassischen statischen dimensions-
reduzierenden Verfahren beru¨cksichtigen die starken Autokorrelationen zwischen den Beo-
bachtungen nicht. Unter dem Vorbehalt, dass die Unabha¨ngigkeitsannahme verletzt ist, wird
in den folgenden Abschnitten dennoch eine statische Faktor- und Hauptkomponentenanalyse
der Patientendaten durchgefu¨hrt. Eine statistische Inferenz ist damit nur stark eingeschra¨nkt
mo¨glich, da die effektive Stichprobengro¨ße kleiner ausfa¨llt. Basierend auf den Ergebnissen
soll im folgenden explorativ untersucht werden, ob eine
”
gleitende statische Dimensionsre-
duktion“, d. h. eine in einem kurzen gleitenden Zeitfenster durchgefu¨hrte statische Analyse
der Daten, eine Lo¨sung fu¨r das Problem der Dimensionsreduktion in Echtzeit darstellen
kann.
Abschnitt 4.2.1 bescha¨ftigt sich mit der Analyse der vorliegenden Zeitreihen auf Basis eines
statischen Faktormodells. In Abschnitt 4.2.2 wird die Struktur der Daten u¨ber eine Haupt-
komponentenanalyse beschrieben.
Um den Einfluss von Ausreißern in den physiologischen Daten auf die Scha¨tzungen zu be-
schra¨nken, werden meist robuste Varianten der Verfahren genutzt. Dabei wird, sofern nicht
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gesondert genannt, zur Bestimmung der Kovarianz- oder Korrelationsmatrix in diesem Ka-
pitel stets der MCD–Scha¨tzer auf Basis derjenigen optimalen Teilstichprobe, die 90% der
Beobachtungen umfasst, genutzt.
4.2.1 Statische Verfahren der Faktoranalyse
Fu¨r die Untersuchungen in diesem Abschnitt wird angenommen, dass sich die intensivmedi-
zinischen Beobachtungen x(t) durch ein klassisches orthogonales Faktormodell X(t)− µ =
Lξ(t) + ε(t) beschreiben lassen. Dabei gelten die Annahmen (A.1)–(A.3), wobei ξ(t) und
ε(t) zusa¨tzlich jeweils als seriell unkorreliert aufgefasst werden.
Da die ha¨modynamischen Variablen auf sehr unterschiedlichen Skalen gemessen werden, er-
folgt die Analyse mittels der Korrelationsmatrix. Wegen der Messartefakte und Ausreißer
in den Daten wird eine robuste Faktoranalyse basierend auf der MCD–Kovarianzmatrix als
Scha¨tzer fu¨r Σ durchgefu¨hrt (Pison, Rousseeuw, Filzmoser und Croux, 2003). Fu¨r jeden der
332 Intensivpatienten wird retrospektiv aus der gesamten vorliegenden Zeitreihe eine Korre-
lationsmatrix u¨ber den MCD–Scha¨tzer bestimmt. Gesucht werden jeweils geeignete Matrizen
Lˆ ∈ Rk×r und Ψˆ ∈ Rk×k, die eine Zerlegung der gescha¨tzten Korrelationsmatrizen in der
Form Σˆ = LˆLˆ
T
+Ψˆ ermo¨glichen. Fu¨r neun beobachtete ha¨modynamische Variablen (k = 9)
ist eine konsistente Scha¨tzung der Parameter nur fu¨r 1 ≤ r ≤ 5 ≤ (2k + 1 −√(8k + 1))/2
latente Faktoren mo¨glich. Da die Anzahl latenter Faktoren unbekannt ist, werden an je-
de Korrelationsmatrix insgesamt fu¨nf Modelle mit r = 1, . . . , 5 Faktoren angepasst. Zur
Scha¨tzung werden sowohl das Maximum–Likelihood–Prinzip als auch die Hauptkomponen-
tenmethode verwendet.
Meth. r APD APM APS CVP HR PAPD PAPM PAPS Puls gesamt
ML 1 4 48 0 0 9 1 21 0 11 94
ML 2 4 174 1 0 29 0 59 1 22 242
ML 3 1 252 1 1 27 3 151 2 18 285
ML 4 13 252 14 18 41 25 157 44 28 307
ML 5 55 150 63 106 37 67 86 77 25 293
HK 1 2 2 0 0 0 1 9 0 0 14
HK 2 3 54 1 0 4 1 37 0 5 88
HK 3 2 269 2 0 5 2 175 0 6 296
HK 4 2 260 4 0 6 1 132 0 4 291
Tabelle 4.3: Anzahl der Heywood–Fa¨lle bei bestimmter Modellanpassung getrennt nach
dem Auftreten in den verschiedenen Variablen und insgesamt bei der Analyse von 332
Datensa¨tzen
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Auffa¨llig sind fu¨r beide Scha¨tzverfahren und alle angepassten Modelle die hohe Anzahl
von Heywood–Fa¨llen, d. h. unzula¨ssigen Lo¨sungen, vgl. Tabelle 4.3. Wa¨hrend bei der ML–
Scha¨tzung die betroffenen Einzelrestvarianzen ψi durch den Wert  = 4× 10−10 nach unten
beschra¨nkt werden, treten bei der Hauptkomponentenmethode sogar negative Einzelrestva-
rianzen auf.
Mit der Zunahme der Anzahl r latenter Faktoren nimmt die Ha¨ufigkeit des Auftretens
unzula¨ssiger Lo¨sungen stark zu, wobei bei der Hauptkomponentenmethode etwas weniger
Heywood–Fa¨lle auftreten als bei der ML–Scha¨tzung. Besonderes betroffen sind der arterielle
und der pulmonalarterielle Mitteldruck, sowie Herzfrequenz und Puls. Auch die zula¨ssigen
Parameterscha¨tzungen weisen sehr geringe Einzelrestvarianzen auf. Diese Beobachtungen
deuten darauf hin, dass die betroffenen beobachteten Variablen oft ga¨nzlich durch die Fak-
toren erkla¨rt werden. Allerdings ist es schwierig, hieraus eine Regel abzuleiten, zumal fu¨r die
verschiedenen Patienten recht ungleiche Scha¨tzungen vorliegen.
Statistische Inferenz zur Beurteilung der Anpassungsgu¨te der Modelle ist fu¨r die unzula¨ssi-
gen Lo¨sungen nur bedingt mo¨glich. Fu¨r die Parameterscha¨tzungen mit zula¨ssigen Lo¨sungen
kann u¨ber die Likelihood–Quotienten–Statistik die Nullhypothese, dass die Kovarianzstruk-
tur durch ein Faktormodell mit r Faktoren beschrieben werden kann, u¨berpru¨ft werden.
Dieser Test ist fu¨r die stark autokorrelierten Daten streng genommen nicht zula¨ssig. Wird
die Teststatistik jedoch nur als Indiz fu¨r die Gu¨te der Modellanpassung aufgefasst, so muss
davon ausgegangen werden, dass ein statisches Faktormodell fu¨r die intensivmedizinischen
Variablen mit bis zu fu¨nf latenten Faktoren in den meisten Fa¨llen nicht geeignet ist.
Dieselben faktoranalytischen Untersuchungen wurden auch unrobust fu¨r die empirischen
Korrelationsmatrizen und in einer robusteren Variante fu¨r den MCD–Scha¨tzer basierend auf
75% der Beobachtungen durchgefu¨hrt. Die Ergebnisse sind in beiden Fa¨llen vergleichbar
mit den hier vorgestellten, wobei fu¨r die empirischen Korrelationsmatrizen der Anteil der
Heywood–Fa¨lle noch gro¨ßer ausfa¨llt.
Zur Beschreibung der multivariaten Zeitreihen der ha¨modynamischen Variablen u¨ber den
gesamten Beobachtungszeitraum ist ein statisches Faktormodell offensichtlich nicht geeignet.
Neben den starken Autokorrelationen ko¨nnte dieses Ergebnis auch mit der großen Vera¨nder-
lichkeit des Niveaus und der Variabilita¨t der Variablen u¨ber den Beobachtungszeitraum
hinweg begru¨ndet werden.
Abbildung 4.1 zeigt, dass die intensivmedizinischen Variablen in unterschiedlichen Zeit-
abschnitten verschiedenartige Muster aufweisen. Gerade die vera¨nderten Abha¨ngigkeiten
zwischen den Variablen mu¨ssen auch von den wenigen gesuchten Faktoren widergespiegelt
werden. Eine naheliegende Mo¨glichkeit besteht darin, ein Zeitfenster u¨ber die multivariate
Zeitreihe gleiten zu lassen und in jedem Beobachtungsfenster ein aktuelles Faktormodell an-
zupassen. Diese Idee birgt jedoch einige Probleme:
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Fu¨r das Online–Monitoring sind vor allem die extrahierten Faktoren von Interesse. Diese
ko¨nnen erst im Anschluss an die Parameterscha¨tzung gewonnen werden. So wie sich die
gescha¨tzten Ladungen und die Anzahl der latenten Faktoren u¨ber die Zeit hinweg a¨ndern
ko¨nnen, vera¨ndert sich auch die Bedeutung der Faktoren, und eine Interpretation wird
schwierig.
In jedem Zeitfenster wird angenommen, dass die Faktoren mit Varianz 1 standardisiert sind.
Wenn sich im Verlauf der Datenaufzeichnung die Variabilita¨t der Variablen vera¨ndert, ist
diese A¨nderung nicht in den Faktoren abzulesen. Sofern zur Anpassung des Faktormodells
die Korrelationsmatrix aus jedem Zeitfenster genutzt wird, ist eine Variabilita¨tsa¨nderung
nicht mehr zu erkennen. Wird die Kovarianzmatrix verwendet, so kann eine Zu- oder Ab-
nahme der Variabilita¨t mo¨glicherweise aus den gescha¨tzten Ladungen abgelesen werden.
Sollten sich fu¨r diese Probleme Lo¨sungen finden lassen, dann ist immer noch nicht sicher-
gestellt, dass die Anpassung eines Faktormodells auf der Basis von nur wenigen Beobach-
tungen eines Zeitfensters immer zula¨ssige Parameterscha¨tzer liefert. Eine Analyse der ersten
120 Beobachtungen der 332 Zeitreihen zeigt ebenso viele Heywood–Fa¨lle wie die Analy-
se der gesamten Zeitreihen. Damit scheidet eine modellbasierte statische Faktoranalyse zur
Online–Extraktion weniger medizinisch sinnvoller Faktoren aus.
4.2.2 Statische Verfahren der Hauptkomponentenanalyse
Die klassische Hauptkomponentenanalyse ist ein modellfreies Verfahren, das k−dimensionale
Daten so in eine r−dimensionale Hyperebene des Rk projiziert, dass in dieser Hyperebene
mo¨glichst viel Information u¨ber die Beobachtungen, gemessen an der Varianz, vorliegt. Die
statischen Hauptkomponenten sind einfache Linearkombinationen der zentrierten Beobach-
tungen, die die Daten, im Sinne der erkla¨rten Varianz, optimal beschreiben.
Bei der retrospektiven Analyse der intensivmedizinischen Variablen liefert eine Hauptkom-
ponentenanalyse Hinweise, wie viele Komponenten no¨tig sind, um einen Mindestanteil der
Gesamtvarianz der Daten zu erkla¨ren. Ferner wird im folgenden untersucht, ob sich Projek-
tionsrichtungen finden lassen, die fu¨r alle Patienten gemeinsam gut zur Beschreibung der
Daten geeignet sind.
In der Praxis betrachtet die medizinische Pflegekraft bisher eine auf der perso¨nlichen Er-
fahrung beruhende Auswahl der ha¨modynamischen Variablen, die im allgemeinen aus dem
arteriellen und pulmonalarteriellen Mitteldruck und der Herzfrequenz besteht. Diese Vari-
ablenselektion ist eine subjektive Dimensionsreduktion und ein Spezialfall einer statischen
Projektion der Daten in einen hier dreidimensionalen Unterraum. Fu¨r die Mediziner ist es
zum einen wichtig, die repra¨sentativ gewa¨hlten Vitalparameter klinisch interpretieren zu
ko¨nnen, zum anderen ko¨nnen zur Variablenselektion zuna¨chst nur physiologische U¨berle-
gungen herangezogen werden. Diese subjektive Dimensionsreduktion wird im folgenden mit
Ansa¨tzen verglichen, die auf statistischen Kriterien basieren. Um den Einfluss von Ausrei-
ßern auf die Analysen zu beschra¨nken, wird hierbei eine robuste Hauptkomponentenanalyse
basierend auf dem MCD–Funktional verwendet (Croux und Haesbroeck, 2000).
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Da die ha¨modynamischen Variablen auf unterschiedlichen Skalen gemessen werden, ist vorab
eine Skalierung notwendig, um ein U¨bergewicht der Variablen mit der gro¨ßten Varianz zu
vermeiden. In jedem Datensatz des vorliegenden Patientenkollektivs werden die neun ha¨mo-
dynamischen Variablen daher zuna¨chst spezifisch standardisiert. Dazu wird die statische
Hauptkomponentenanalyse auf Basis der retrospektiv aus den Daten gescha¨tzten MCD–
Korrelationsmatrizen durchgefu¨hrt. Hierbei werden die Zeitreihen zuna¨chst fu¨r den gesam-
ten Beobachtungszeitraum als stationa¨r angenommen. Die Beobachtungen werden also fu¨r
jeden Datensatz i = 1, . . . , 332, durch einen robust gescha¨tzten Lageparameter µi zentriert.
Abweichungen von der patientenspezifischen Lage µi werden der Variabilita¨t zugeschrieben.
Von Interesse ist vor allem der Anteil der Gesamtvarianz, den die j−te gescha¨tzte Haupt-
komponente Yˆ
(i)
j , j = 1, . . . , 9, in jedem Datensatz i = 1, . . . , 332 beschreibt. Dazu sind in
Abbildung 4.2 fu¨r jede Komponente j = 1, . . . , 9 Boxplots fu¨r die gescha¨tzten Eigenwer-
te λˆj der MCD–Korrelationsmatrizen aller untersuchten intensivmedizinischen Datensa¨tze
dargestellt.
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Abbildung 4.2: Boxplots u¨ber die Varianzen, die den j−ten Hauptkomponenten zuge-
schrieben werden
Abbildung 4.2 kann als ein gemeinsamer Scree–Plot fu¨r 332
”
Populationen“ aufgefasst wer-
den. Offensichtlich beschreiben die ersten drei Hauptkomponenten sukzessive jeweils den
Hauptanteil der Varianz der Daten. Fu¨r einige Datensa¨tze ist auch die vierte Hauptkompo-
nente nicht zu vernachla¨ssigen. Die u¨brigen Linearkombinationen steuern in der Regel nur
wenig Information bei. Abbildung 4.3 (a) zeigt den Anteil an der Gesamtvariabilita¨t, der
jeweils gemeinsam von den ersten r, r = 1, . . . , 8, Hauptkomponenten beschrieben wird. Um
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fu¨r alle untersuchten Datensa¨tze bei einer retrospektiven statischen Analyse mindestens 80%
der Varianz der standardisierten Beobachtungen zu beschreiben, genu¨gen drei Hauptkom-
ponenten. Mit vier (fu¨nf) Hauptkomponenten gelingt es stets, mindestens 90% (95%) der
Variabilita¨t in den Daten zu erkla¨ren.
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Abbildung 4.3: Boxplots u¨ber den Anteil der Varianz, der von den ersten r−ten Haupt-
komponenten erfasst wird
Da die patientenspezifischen Varianzen der einzelnen ha¨modynamischen Variablen in der
Praxis unbekannt sind, ist eine individuelle Standardisierung der Beobachtungen direkt nach
der Messung im Unterschied zur retrospektiven Analyse nicht mo¨glich. Werden die vorlie-
genden Daten als Referenzdaten aufgefasst, lassen sich Lage und Varianz aus diesem Pa-
tientenkollektiv jedoch robust scha¨tzen. Dazu wurde ein Mittel der MCD–Scha¨tzungen fu¨r
Lage und Skala der ha¨modynamischen Variablen mit Zielwerten, die ein Mediziner fu¨r einen
durchschnittlichen beatmeten Intensivpatienten annehmen wu¨rde, abgeglichen. Im weiteren
werden sa¨mtliche Beobachtungen mit den folgenden Werten fu¨r Lage (Standardabweichung)
standardisiert: APD: 66 (6.5), APM: 90 (10), APS: 145 (17.5), CVP: 14.5 (3.4), HR: 94
(10.5), PAPD: 21.5 (4), PAPM: 28.5 (4.5), PAPS: 38.5 (6.3), Puls: 94.5 (11). Gemessen auf
dieser Skala ist die Gesamtvariabilita¨t fu¨r die einzelnen Patienten natu¨rlich unterschiedlich.
Da die gewa¨hlte Skalierung gemeinsam fu¨r alle Patienten gilt, ist hierbei im Gegensatz zur
individuellen Skalierung jedoch ein Vergleich von Patienten mit gro¨ßerer bzw. kleinerer Vari-
anz in verschiedenen Variablen mo¨glich. Diese Information kann Aufschluss daru¨ber geben,
wie stabil der Zustand des ha¨modynamischen System eines Patienten ist. Bei einer robu-
sten Hauptkomponentenanalyse der so skalierten Beobachtungen beschreiben die ersten r
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Hauptkomponenten a¨hnliche Anteile der Gesamtvarianz wie fu¨r die Korrelationsmatrizen,
vgl. auch Abbildung 4.3 (b).
Die fu¨r jeden Patienten optimalen Projektionsrichtungen einer statischen Hauptkomponen-
tentransformation ko¨nnen aus den Daten retrospektiv gescha¨tzt werden, sind aber bei Beginn
der Datenaufzeichnung nicht bekannt. Von Interesse ist daher, ob fu¨r die Daten verschiedener
Patienten gemeinsame Hauptkomponenten existieren und wie im Vergleich dazu die in der
Praxis genutzte subjektive Variablenauswahl der Mediziner abschneidet.
Gemeinsame Hauptkomponenten fu¨r die 332 Datensa¨tze werden zuna¨chst u¨ber eine CPC–
Transformation (Flury, 1988) bestimmt, vgl. Kapitel 2.1.1. Da bei der Analyse der ha¨mo-
dynamischen Variablen hauptsa¨chlich die ersten drei Hauptkomponenten interessieren, wird
im folgenden ein partielles CPC–Modell mit drei gemeinsamen orthogonalen Projektions-
richtungen βcpc(3) fu¨r alle Datensa¨tze angenommen. Die u¨brigen sechs Komponenten sind fu¨r
die einzelnen Datensa¨tze spezifisch. Fu¨r die gemeinsamen Hauptkomponenten und deren
Beitrag bei der Beschreibung der Gesamtvarianz ist dabei keine Reihenfolge festgelegt.
Basierend auf den MCD–Kovarianzmatrizen der skalierten Beobachtungen werden aus den
ha¨modynamischen Daten mit Hilfe numerischer Verfahren drei gemeinsame Projektionsrich-
tungen βˆ
cpc
(3) gescha¨tzt. Da der verwendete Algorithmus (Phillips, 2000) so implementiert
wurde, dass er ho¨chstens mit 256 Matrizen rechnen kann, werden dazu aus den 332 Zeitrei-
hen diejenigen 256 mit den la¨ngsten Beobachtungszeitra¨umen ausgewa¨hlt. Die resultierenden
gemeinsamen Projektionsrichtungen βˆ
cpc
(3) sind in Tabelle 4.4 (a) dargestellt.
(a) CPC(3)–Modell (b) repra¨sentativer Unterraum
Variable βˆ
cpc
(3) Varimax–rot. βˆ
cs
(3) Varimax–rot.
APD 0.30 0.48 0.06 0.03 0.57 0.05 0.37 0.38 0.14 0.02 0.55 0.03
APM 0.29 0.52 0.01 0.00 0.60 0.00 0.39 0.43 0.12 0.01 0.59 -0.00
APS 0.25 0.51 -0.04 -0.03 0.57 -0.05 0.37 0.45 0.11 -0.02 0.59 -0.02
CVP 0.42 -0.26 -0.06 0.49 -0.03 -0.04 0.33 -0.29 -0.16 0.46 -0.03 -0.07
HR 0.01 -0.02 0.73 -0.00 0.00 0.73 0.01 -0.21 0.70 -0.01 0.00 0.72
PAPD 0.45 -0.26 0.03 0.52 -0.01 0.05 0.38 -0.35 -0.06 0.52 -0.02 0.05
PAPM 0.47 -0.25 0.01 0.53 0.01 0.03 0.42 -0.33 -0.07 0.54 0.02 0.04
PAPS 0.41 -0.20 -0.05 0.46 0.02 -0.04 0.39 -0.27 -0.11 0.48 0.03 -0.02
Puls 0.01 -0.09 0.67 -0.00 0.00 0.68 0.01 -0.20 0.65 -0.00 -0.00 0.68
Tabelle 4.4: Gescha¨tzte gemeinsame Projektionsrichtungen βˆ
cpc
(3) aus (a) CPC(3)–Modell
fu¨r 256 Datensa¨tze und gescha¨tzte Projektionsrichtungen βˆ
cs
(3) des (b) mittleren dreidi-
mensionalen Unterraums basierend auf einer robusten Hauptkomponentenanalyse der 332
Datensa¨tze und Projektionsrichtungen nach Varimax–Rotation
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Die Ladungen des Hauptkomponentenvektors βˆ
cpc
1 beschreiben ein gewichtetes Mittel al-
ler gemessenen Blutdru¨cke, wa¨hrend der Vektor βˆ
cpc
2 eine Differenz aus einem gewichteten
Mittel der arteriellen Dru¨cke und einem gewichteten Mittel der intrathorakalen Dru¨cke dar-
stellt. Die dritte Komponente ist hauptsa¨chlich ein gewichtetes Mittel von Herzfrequenz
und Puls. Nach einer Varimax–Rotation der Matrix βˆ
cpc
(3) lassen sich die Richtungen fu¨r den
Mediziner noch besser interpretieren, die Linearkombinationen beschreiben na¨mlich jeweils
ein gewichtetes Mittel der arteriellen und der intrathorakalen Blutdru¨cke sowie von Herz-
frequenz und Puls. Die Ladungsstruktur der rotierten Hauptkomponenten legt drei einfache
Block–Komponenten, so wie sie bei einer SC–Analyse (engl. simple component, Rousson und
Gasser, 2004) gesucht werden, nahe. Durch die Rotation a¨ndert sich der aufgespannte drei-
dimensionale Unterraum nicht, jedoch sind die rotierten Hauptkomponenten im allgemeinen
korreliert.
Anstelle der Aufgabe, maximal unkorrelierte gemeinsame Komponenten zu finden, kann da-
her auch der Unterraum, der die spezifischen Unterra¨ume der ersten drei Hauptkomponenten
der 332 Datensa¨tze bestmo¨glich repra¨sentiert, gesucht werden (Krzanowski, 1979), vgl. Ka-
pitel 2.1.1. Dazu wird aus den robust gescha¨tzten Hauptkomponentenrichtungen fu¨r die 332
Datensa¨tze gema¨ß (2.4) eine Orthonormalbasis βcs(3) des zugeho¨rigen durchschnittlichen drei-
dimensionalen Unterraums gescha¨tzt. Zusammen mit der Varimax–rotierten Lo¨sung ist die
gescha¨tzte Matrix βˆ
cs
(3) in Tabelle 4.4 (b) dargestellt. Die Vektoren sind offensichtlich sehr
a¨hnlich zu den Projektionsrichtungen der gemeinsamen Hauptkomponenten βcpc(3) gescha¨tzt
aus nur 256 Datensa¨tzen. Mit der Metrik aus (2.3) la¨sst sich der Abstand der Unterra¨ume,
die aus den Vektoren aus Tabelle 4.4 (a) und (b) aufgespannt werden, bestimmen. Die-
ser kann hier maximal einen Wert von
√
3 ≈ 1.73 annehmen. Tatsa¨chlich ist der Abstand
mit D(Gβcpc
(3)
,Gβcs
(3)
) = 0.07 sehr klein. Die mittels verschiedener Verfahren und zum Teil unter-
schiedlichen Daten gefunden Projektionsrichtungen sind damit offensichtlich außerordentlich
stabil.
Außerdem lassen sich die Absta¨nde der durch die ersten drei spezifischen Hauptkomponenten
aufgespannten Unterra¨ume der 332 untersuchen Datensa¨tze zu dem gemeinsamen Unterraum
angeben. Der Median dieser Absta¨nde betra¨gt 0.48, bei einem Minimum von 0.18 und einem
Maximum von 1.1. Der mittlere Wert dieser Absta¨nde ist damit recht klein (zur Interpreta-
tion der Werte der Metrik vgl. auch Anhang B) bei einer verha¨ltnisma¨ßig großen Streuung.
Da die Werte der Metrik zwischen den Unterra¨umen nicht einfach zu interpretieren sind,
sind in Abbildung 4.4 die sukzessive kleinsten Winkel zwischen den Basisvektoren der spe-
zifischen Unterra¨ume und dem durchschnittlichen Unterraum dargestellt. Insgesamt sind
zumindest jeweils fu¨r zwei Projektionsrichtungen die entsprechend kleinsten Winkel zum
durchschnittlichen Unterraum sehr gering. Fu¨r etwa die Ha¨lfte aller Datensa¨tze gibt es je-
doch in einer Richtung gro¨ßere Abweichungen vom durchschnittlichen Unterraum. Dabei ist
die abweichende Richtung fu¨r die 332 Datensa¨tze verschieden. Die Daten eines Großteils der
Patienten werden durch eine Projektion in den mittleren Unterraum also recht gut beschrie-
ben, allerdings ist die Streuung ziemlich groß.
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Abbildung 4.4: Boxplots der sukzessive kleinsten Winkel der Basisvektoren der dreidimen-
sionalen Unterra¨ume basierend auf der Hauptkomponentenanalyse der 332 Datensa¨tze
ha¨modynamischer Variablen zu den Basisvektoren des zugeho¨rigen durchschnittlichen
Unterraums
Wie in Abschnitt 3.2.2 ko¨nnen die aus dem Patientenkollektiv gescha¨tzten Varimax–rotierten
gemeinsamen Hauptkomponentenrichtungen βcs(3) fu¨r eine Online–Analyse als Referenz–Pro-
jektionsrichtungen aufgefasst werden. Dazu ist von Interesse, ob diese Linearkombinationen
genu¨gend Information, d. h. hier Varianz, aus den Daten jedes einzelnen Patienten beschrei-
ben. Gleichzeitig wird untersucht, wie groß der Anteil an der Gesamtvarianz der Daten ist,
der von einer in der Praxis u¨blichen subjektiven Variablenselektion (VS) des Mediziners
erfasst wird. Dazu werden drei Variablen ausgewa¨hlt, na¨mlich der arterielle und der pulmo-
nalarterielle Mitteldruck und die Herzfrequenz.
Zur Beurteilung der Erkla¨rungsgu¨te ist ein geeignetes Kriterium notwendig (Gervini und
Rousson, 2004). Hier wird die Gu¨te einer linearen Regression der beobachteten Variablen
auf die jeweils ausgewa¨hlten Linearkombinationen der Variablen betrachtet (BLP, best line-
ar prediction), d. h.
BLP(β(r),Σ) =
tr
(
Σβ(r)(β
T
rΣβ(r))
−1βT(r)Σ
)
tr(Σ)
. (4.1)
Der Wert des BLP–Kriteriums ha¨ngt nur von dem aufgespannten Unterraum und nicht von
den Spaltenvektoren selbst ab.
Die Erkla¨rungsgu¨te der ersten drei Komponenten basierend auf der jeweils spezifischen
Hauptkomponententransformation, den gemeinsamen Projektionsrichtungen βˆ
cpc
(3) , den Pro-
jektionsrichtungen βˆ
cs
(3) des durchschnittlichen Unterraums und der subjektiven Variablense-
lektion wurde fu¨r jeden Datensatz bestimmt. Boxplots fu¨r diese Gro¨ßen sind in Abbildung
4.5 dargestellt.
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Abbildung 4.5: Boxplots u¨ber den Anteil erkla¨rter Varianz bei drei Projektionsrichtungen
basierend auf verschiedenen Auswahl–Kriterien
Im Mittel ist der Anteil an der Gesamtvarianz, den die ersten drei gemeinsamen Komponen-
ten beschreiben, nur um knapp 1% geringer als bei den fu¨r die einzelnen Kovarianzmatrizen
spezifischen optimalen Hauptkomponenten. Allerdings streut die Erkla¨rungsgu¨te bei der Ver-
wendung gemeinsamer Projektionsrichtungen sta¨rker als bei der individuellen Lo¨sung. Trotz
der Subjektivita¨t der Variablenauswahl des Mediziners schneidet dieses Vorgehen fu¨r einige
Datensa¨tze erstaunlich gut ab. Im Mittel wird mit der Variablenselektion etwa 90% der Va-
riabilita¨t erfasst, wobei hier die Streuung jedoch weiter zunimmt. Nicht fu¨r jeden Patienten
ist eine Reduktion auf diese drei ausgewa¨hlten Variablen geeignet.
Fu¨r jeden einzelnen Datensatz ist die spezifische Projektion natu¨rlich die optimale Lo¨sung.
Ein direkter Vergleich der Erkla¨rungsgu¨te bei Verwendung der Projektionsrichtungen βˆ
cs
(3)
mit der Variablenauswahl des Mediziners fu¨r die einzelnen Patienten zeigt, dass in fast al-
len Fa¨llen die gefundenen gemeinsamen Referenz–Richtungen besser abschneiden als eine
Variablenselektion. Eine gemeinsame Skalierung und anschließende Projektion der ha¨mody-
namischen Beobachtungen auf die drei gemeinsamen statischen Referenzrichtungen ist somit
einer subjektiven Variablenselektion vorzuziehen. Da die Linearkombinationen der gemeinsa-
men Projektionsrichtungen eine einfache, medizinisch sinnvolle Gestalt haben, sind sie auch
fu¨r die medizinische Pflegekraft relativ gut zu interpretieren. Die vorangegangenen Analy-
sen fu¨hren die Untersuchungen, die Imhoff, Fried, Gather und Lanius (2003) fu¨r eine kleine
Auswahl an Datensa¨tzen anstrengen, in gro¨ßerem Umfang fort und besta¨tigen dabei die dort
gefundenen Ergebnisse.
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Fu¨r die statischen Hauptkomponentenanalysen der vorliegenden Daten u¨ber den vollsta¨ndi-
gen Beobachtungszeitraum wurden die Zeitreihen bisher global als stationa¨r aufgefasst. Das
robust gescha¨tzte langfristige Mittel µˆi diente dabei zur Zentrierung der Beobachtungen des
i−ten Patienten, i = 1, . . . , 332. Sa¨mtliche Abweichungen vom globalen Mittel µˆi fließen so
in die Scha¨tzung der statischen Kovarianzstruktur ein.
Bei den vorliegenden Zeitreihen sind die Abweichungen vom langfristigen Mittel jedoch nicht
nur zufa¨llig verteilt, sondern gro¨ßtenteils systematischer Natur. Wie Abbildung 4.1 exem-
plarisch zeigt, ist das Niveau der einzelnen Variablen stark zeitvera¨nderlich mit Trends und
tempora¨ren sowie permanenten Niveaua¨nderungen unterschiedlicher Gro¨ße.
Werden diese strukturellen Lagea¨nderungen als Fehler aufgefasst, wirkt sich dies stark auf
die Scha¨tzung der Kovarianzmatrix aus. So bestimmen hauptsa¨chlich die Niveaua¨nderungen
diejenigen Richtungen, die den vermeintlich gro¨ßten Anteil der Gesamtvarianz beschreiben.
Dabei ist es sicherlich auch eine Frage der Interpretation der Daten, inwiefern die Schwan-
kungen um das globale Mittel auf Niveaua¨nderungen oder auf Fehler zuru¨ckzufu¨hren sind.
Die gefundenen gemeinsamen Hauptkomponenten der ha¨modynamischen Variablen erfassen
genau die systematischen Niveaua¨nderungen der drei Variablengruppen, die die medizinische
Pflegekraft u¨blicherweise durch eine subjektiv ausgewa¨hlte, repra¨sentative Variable u¨ber-
wacht. Da die Linearkombinationen der Variablen mehr Informationen ausnutzen als eine
Variablenselektion, ko¨nnen die Daten damit etwas besser beschrieben werden. Eine globale
statische Hauptkomponentenanalyse der stark strukturierten ha¨modynamischen Zeitreihen
liefert in Sinne der praktischen Anwendung also eine vernu¨nftige Lo¨sung.
Mit den festen Projektionsrichtungen ist es nicht mo¨glich, A¨nderungen in der Kovarianz-
struktur zu entdecken. Zur Erkennung von vera¨nderten Abha¨ngigkeitsstrukturen fu¨hren Ka-
no, Hasebe, Hashimoto und Ohno (2001) lokale Hauptkomponentenanalysen in einem glei-
tenden Zeitfenster durch. Fu¨r jedes Datenfenster wird der Unterraum, der von den lokal
optimalen Projektionsrichtungen aufgespannt wird, mit einem festen Referenz–Unterraum
verglichen. Dabei wird zur Zentrierung der Beobachtungen ein langfristiges globales Mittel
genutzt. Dieser feste Zielwert erschwert es jedoch zu erkennen, ob lokale Projektionsrich-
tungen von der Referenz abweichen. Wenn das lokale Mittel in etwa mit den Zielwert u¨ber-
einstimmt, ko¨nnen lokal vera¨nderte Abha¨ngigkeitsstrukturen leicht aufgedeckt werden. Falls
das lokale Niveau aber stark vom langfristigen Mittel abweicht, besitzen Linearkombinatio-
nen, die die Daten in die Richtung projizieren, in die das lokale Mittel verschoben ist, in der
Regel die gro¨ßte Varianz. Die lokale Lageverschiebung dominiert dann die lokal gescha¨tzten
Hauptkomponenten, und A¨nderungen unter den Abha¨ngigkeiten werden nicht erkannt. Bei
lokal stark vom Zielwert abweichendem Niveau ist so beispielsweise eine erho¨hte Amplitude
der arteriellen Blutdru¨cke kaum festzustellen.
Bei der Online–Aufzeichnung der Daten ist das langfristige Mittel der Variablen fu¨r den
einzelnen Patienten unbekannt. Da die Patienten fu¨r die verschiedenen Variablen abha¨ngig
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von ihrem physiologischen Grundzustand individuell sehr unterschiedliche Optimalwerte ha-
ben, ist die Verwendung eines allgemeingu¨ltigen Zielvektors nicht ada¨quat.
Alternativ ist es jedoch denkbar, ein zeitvera¨nderliches Mittel anzunehmen und dies in je-
dem Zeitfenster neu zu scha¨tzen (Li, Yue, Valle–Cervantes und Qin, 2000). Fu¨r die Beo-
bachtungen eines Zeitfensters wird dabei ein konstantes Niveau vorausgesetzt. Durch die
Projektion der Daten auf den Unterraum der r ersten lokalen Hauptkomponenten ko¨nnen
die Beobachtungen in jedem Zeitfenster im Sinne erkla¨rter Varianz jeweils optimal approxi-
miert werden. A¨nderungen in der Abha¨ngigkeitsstruktur machen sich in den resultierenden
Projektionsrichtungen bemerkbar. Da sich die Interpretation der resultierenden Hauptkom-
ponenten fortlaufend a¨ndern kann, stellt dieser Ansatz fu¨r die medizinische Pflegekraft eine
große Herausforderung dar und ist fu¨r die Praxis nicht wirklich nu¨tzlich.
Deshalb lohnt es sich, vorab zu untersuchen, ob die gefundenen Referenzrichtungen βˆ
cs
(3) in
der Lage sind, die Daten in einem gleitenden Fenster und bei einer Zentrierung mit dem
lokalen Niveau ausreichend gut zu beschreiben. Im Vergleich wird jeweils die Erkla¨rungsgu¨te
einer lokal optimalen Approximation mit drei Hauptkomponenten festgehalten.
Fu¨r die Untersuchung wird ein gleitendes Zeitfenster mit einer La¨nge von 60 Minuten u¨ber
alle Zeitreihen des untersuchten Patientenkollektivs geschoben. Um sicherzugehen, dass Aus-
reißer in den kleinen Stichproben die Scha¨tzung nicht verzerren, beruht die lokale Hauptkom-
ponentenanalyse jeweils auf dem MCD–Lage- und Kovarianzscha¨tzer, der aus der optimalen
Teilstichprobe mit 80% der Beobachtungen bestimmt wird. Fu¨r jeden Datensatz wird eine
5−Punkte–Zusammenfassung der Erkla¨rungsgu¨ten aus allen Zeitfenstern angegeben.
Abbildung 4.6 zeigt Boxplots fu¨r die 5−Punkte–Zusammenfassungen der Erkla¨rungsgu¨ten,
sowohl fu¨r den jeweils lokal optimalen dreidimensionalen Unterraum als auch fu¨r die Projek-
tion in den durch βˆ
cs
(3) aufgespannten Referenzunterraum. Durch die lokal optimalen Approxi-
mationen werden mit drei Hauptkomponenten in jedem Zeitfenster und fu¨r jeden Datensatz
mindestens 64% der Gesamtvarianz des Datenfensters beschrieben. U¨berwiegend ist die Er-
kla¨rungsgu¨te sogar noch viel ho¨her, so dass drei Komponenten offensichtlich lokal ausreichend
sind.
In den meisten Fa¨llen beschreiben auch die festen Referenzrichtungen einen durchaus zu-
friedenstellenden Anteil an der Gesamtvarianz in den untersuchten Zeitfenstern. Dieses er-
staunlich gute Abschneiden ist jedoch zum Teil wieder auf systematische Trends und Ni-
veaua¨nderungen zuru¨ckzufu¨hren, die die lokal gescha¨tzte Varianz der betroffenen Variablen
aufbla¨hen. Bei starken strukturellen A¨nderungen werden durch die lokalen Hauptkomponen-
ten bei fensterweise konstantem Niveau ha¨ufig genau diese Lagea¨nderungen beschrieben. Die
systematischen A¨nderungen lassen sich so auch in einem kurzen Zeitfenster nicht von den
Fehlern trennen.
Bei einem Großteil der untersuchten Datensa¨tze ist die Beschreibung der Daten durch die
Referenzrichtungen lokal nicht fu¨r alle Zeitfenster ausreichend. In diesen Fa¨llen werden unter
Umsta¨nden wichtige Informationen aus den Daten nicht erfasst.
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Abbildung 4.6: Boxplots u¨ber die 5−Punkte–Zusammenfassungen des Anteils erkla¨rter
Varianz fu¨r (a) lokale Hauptkomponentenanalysen und (b) feste Referenzrichtungen im
gleitenden Fenster von 60 Minuten
Um auszuschließen, dass systematische, strukturelle Lagea¨nderungen die Scha¨tzung der Ko-
varianzmatrix dominieren, kann eine der folgenden Alternativen verwendet werden.
Eine Mo¨glichkeit besteht darin, das zeitvera¨nderliche Niveau zuna¨chst mit Hilfe von Signal-
extraktionsverfahren robust aus den Daten zu scha¨tzen. Dabei wird zu jedem Zeitpunkt
t, t = 1, . . . ,T, angenommen, dass der Zufallsvektor X(t) den Erwartungswert µ(t) besitzt.
Anschließend werden fu¨r jedes t, t = 1, . . . ,T, die Fehler X(t) − µ(t) bestimmt, die zur
Scha¨tzung der lokalen Hauptkomponenten genutzt werden. Dieser Ansatz wird der Idee der
Hauptkomponentenanalyse sta¨rker gerecht, ist aber keine praktische Lo¨sung fu¨r das Problem
der Reduktion der Variablen des ha¨modynamischen Systems auf wenige Komponenten. Im
allgemeinen enthalten die Fehler na¨mlich kaum medizinisch relevante Information zur Beur-
teilung des Gesundheitszustands des Patienten.
Ein in der Zeitreihenanalyse u¨blicher Ausweg ist die Differenzierung nicht stationa¨rer Prozes-
se. Bei der Analyse o¨konometrischer Zeitreihen sind integrierte Zeitreihenmodelle ha¨ufig gut
zur Beschreibung der Daten geeignet. Fu¨r die hier vorliegenden ha¨modynamischen Zeitreihen
scheinen die Strukturen, die die Nichtstationarita¨t ausmachen, jedoch vielmehr auf ausge-
pra¨gte systematische Trends und Niveaua¨nderungen zuru¨ckzugehen. Zusa¨tzlich zeigen die
intensivmedizinischen Daten auch la¨ngere stationa¨re Phasen mit nahezu konstantem Niveau
u¨berlagert von zufa¨lligem Rauschen. Die Problematik der Nichtstationarita¨t der vorliegen-
den Zeitreihen wird in Kapitel 4.3.1 weiter diskutiert.
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Langfristig ist das zeitliche Mittel fu¨r die differenzierten Zeitreihen natu¨rlich Null, in Pha-
sen mit ausgepra¨gten Trends haben die Differenzen jedoch einen von Null verschiedenen
Erwartungswert. Bei einer Online–Hauptkomponentenanalyse in einem gleitenden Fenster
besteht hierbei wieder das Problem der Zentrierung der Daten. Zusa¨tzlich muss die Skalie-
rung geeignet angepasst werden. Die gro¨ßte Schwierigkeit ist letztlich die Interpretation der
resultierenden Linearkombinationen der differenzierten Beobachtungen.
Sowohl bei der Differenzierung der Zeitreihen als auch bei der Analyse des Rauschens nach
Extraktion der Signale geht die relevante Information u¨ber das zeitvera¨nderliche Mittel verlo-
ren. Zur Beurteilung des Zustands eines Intensivpatienten sind jedoch vor allem das Niveau,
die systematischen strukturellen Vera¨nderungen zwischen den verschiedenen Variablen und
die Variabilita¨t dieser Gro¨ßen als Maß fu¨r die Stabilita¨t des Patientenzustands von Interesse.
In der Praxis ist damit ein dimensionsreduzierendes Verfahren no¨tig, das mittels weniger
Komponenten Informationen u¨ber die Lage und Lagea¨nderungen einzelner Variablen und
auch der Variablen zueinander liefert, verbunden mit einer zusa¨tzlichen U¨berwachung der
Variabilita¨t.
Als eine Verbesserung gegenu¨ber der ga¨ngigen Praxis ko¨nnte die subjektive Variablenauswahl
der medizinischen Pflegekraft durch die Betrachtung der Linearkombinationen gema¨ß der fes-
ten Referenzrichtungen bei patientenspezifischem Zielvektor ersetzt werden.
In diesem Zusammenhang ko¨nnten weitere Fortschritte erzielt werden, indem die Zeitrei-
henstruktur der Daten ausgenutzt wird. Im weiteren wird daher untersucht, inwieweit die
dynamischen Varianten dimensionsreduzierender Verfahren die Daten beschreiben und zur
geeigneten Reduktion auf wenige Komponenten beitragen ko¨nnen.
4.3 Dynamische Dimensionsreduktion
ha¨modynamischer Variablen
Bisher wurden zur Reduktion der Variablen des ha¨modynamischen Systems im Online–
Monitoring nur statische Verfahren betrachtet. Wegen der starken zeitlichen Abha¨ngigkeiten
zwischen den Beobachtungen sollten hierzu jedoch geeignete Erweiterungen solcher Metho-
den auf multivariate Zeitreihen herangezogen werden. In Kapitel 3.1 wurden die Mo¨glich-
keiten zahlreicher dynamischer Faktormodelle, die vielfa¨ltigen Abha¨ngigkeiten zwischen den
Komponenten einer multivariaten Zeitreihe zu erfassen, diskutiert. Außerdem wurden in
Kapitel 3.2 Erweiterungen der klassischen Hauptkomponentenanalyse auf Zeitreihendaten
vorgestellt.
Im folgenden soll explorativ die Eignung dieser Modelle und Methoden zur Beschreibung der
ha¨modynamischen Zeitreihen untersucht werden. Die Bewertung dieser Verfahren erfolgt vor
allem hinsichtlich des Ziels der verbesserten Online–U¨berwachung des Zustands von Inten-
sivpatienten.
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Abschnitt 4.3.1 betreibt die Modellierung der intensivmedizinischen Daten durch dynamische
Faktormodelle. In einem ersten Schritt ist es dabei notwendig zu u¨berlegen, durch welche
Klasse multivariater Zeitreihenmodelle die vorliegenden Beobachtungen am besten charak-
terisiert werden ko¨nnen. Daran anschließend ko¨nnen ada¨quate dynamische Faktormodelle
ausgewa¨hlt und an die Daten angepasst werden.
Eine mo¨glichst gute Beschreibung der Daten unter Ausnutzung der Information zeitlich ver-
setzter Beobachtungen wird mittels dynamischer Hauptkomponentenverfahren in Abschnitt
4.3.2 untersucht.
4.3.1 Dynamische Verfahren der Faktoranalyse
Zur Modellierung univariater intensivmedizinischer Zeitreihen wurden ARIMA–Modelle be-
reits erfolgreich genutzt (Imhoff und Bauer, 1997). Fu¨r die Modellierung der multivariaten
Daten mittels dynamischer Faktormodelle ist gleichfalls zuna¨chst eine geeignete Klasse mul-
tivariater Zeitreihenmodelle auszuwa¨hlen. In den vorhergehenden Abschnitten wurde bereits
angesprochen, dass die vorliegenden ha¨modynamischen Zeitreihen meist nicht u¨ber den ge-
samten Beobachtungszeitraum hinweg stationa¨r sind. So gibt es neben Phasen, in denen
der Zustand des Patienten stabil ist, wiederholt Phasen mit strukturellen Lagea¨nderungen,
wie Trends und spontanen Niveaua¨nderungen, als auch Abschnitte mit erho¨hter Variabilita¨t.
Beim Vorliegen instationa¨rer Zeitreihen werden klassischerweise die entsprechend differen-
zierten Daten analysiert. Sofern jede Komponente eines multivariaten Prozesses X(t) ∈ Rk
integriert ist, ist es dennoch mo¨glich, dass m, 1 ≤ m < k, stationa¨re Linearkombinatio-
nen dieser k Komponenten existieren. In einem solchen Kointegrationsfall ist es erforderlich,
diese Eigenschaften durch ein Modell (ECM, error correction model) angemessen zu erfas-
sen. Ansonsten ko¨nnen bei der Differenzierung der kointegrierten Zeitreihe Informationen
u¨ber die dynamischen Gleichgewichtsbeziehungen verloren gehen. Fu¨r einen kointegrierten
Prozess X(t) ∈ Rk mit Kointegrationsrang m la¨sst sich folgern, dass der Prozess k − m
gemeinsame integrierte Faktoren besitzt (Escribano und Pen˜a, 1994). Fu¨r die intensivmedi-
zinischen Zeitreihen scheint der Grundgedanke der Kointegration brauchbar, denn wenn der
systolische und der diastolische Blutdruck steigen, dann muss der mittlere Blutdruck binnen
kurzem auch steigen.
Hinsichtlich der vorhergehenden U¨berlegungen wird hier zuna¨chst u¨berpru¨ft, ob die ha¨mo-
dynamischen Beobachtungen univariat und u¨ber den gesamten Beobachtungszeitraum durch
integrierte Zeitreihenmodelle repra¨sentiert werden ko¨nnen. Dazu wird fu¨r jede Zeitreihe aller
332 Datensa¨tze des Patientenkollektivs explorativ die Hypothese einer Einheitswurzel un-
tersucht. Es werden jeweils die Teststatistiken und p–Werte des Dickey–Fuller–Tests (DF),
des erweiterten Dickey–Fuller–Tests (ADF) mit 6 Zeitlags und des Einheitswurzeltests nach
Phillips und Perron (1988) bestimmt. Im Gegensatz zu Einheitswurzeltests fu¨r Zeitreihen mit
Ausreißern sind diese Tests in statistischer Standardsoftware implementiert. Da die Testvor-
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aussetzungen fu¨r die Daten aufgrund von Ausreißern und Artefakten nur bedingt als erfu¨llt
angenommen werden ko¨nnen, sind die Testergebnisse als rein deskriptiv aufzufassen. Es zeigt
sich, dass fu¨r alle Tests in mindestens 87% (ADF) – 97% (PP) aller Fa¨lle die Hypothese der
Einheitswurzel abgelehnt werden sollte. Fu¨r die multivariate Modellierung sind damit auch
Modelle, die fu¨r den gesamten Beobachtungszeitraum kointegrierte Prozesse annehmen, nicht
geeignet.
Trotz der ausgepra¨gten nicht stationa¨ren strukturellen A¨nderungen in den ha¨modynamischen
Zeitreihen ist dieses Ergebnis durchaus plausibel. Charakteristischerweise ko¨nnen die einzel-
nen Zeitreihen physiologisch bedingt nur Werte innerhalb bestimmter Intervalle annehmen,
ohne dass der Zustand des Patienten lebensbedrohlich wird und Interventionen erfordert.
Da durch medikamento¨se Maßnahmen zudem das Ziel verfolgt wird, die Patienten ku¨nstlich
auf einem bestimmten Niveau zu halten, bleibt das langfristige Mittel der Zeitreihen meist
konstant. Auch nimmt die Varianz mit der Liegedauer nicht zu, sondern es sind phasenweise
vera¨nderliche Varianzen zu beobachten. Letztere Eigenschaft ist fu¨r Prozesse mit einer Ein-
heitswurzel nicht typisch.
Bei der Modellierung einzelner ku¨rzerer Zeitabschnitte der univariaten ha¨modynamischen
Zeitreihen finden Imhoff, Bauer, Gather und Fried (2002), dass zur Beschreibung der Daten
oft stationa¨re AR–Modelle niedriger Ordnung ausreichen. Dies gilt insbesondere hinsichtlich
der gewu¨nschten Anwendung dieser Modelle im Online–Monitoring. Zur Vereinfachung der
Aufgabe in der Echtzeit–Situation ist es von Interesse, innerhalb der Klasse der AR–Modelle
eine universelle Modellordnung festzulegen, die bei der Mustererkennung in intensivmedizi-
nischen Zeitreihen sinnvolle Ergebnisse liefert.
Aufgrund der Ergebnisse aus der univariaten Modellierung werden im folgenden auch fu¨r
die multivariaten Zeitreihen ARMA–Modelle fu¨r stationa¨re Prozesse betrachtet. Trotz Ver-
letzungen der Modellannahmen wird in dieser Modellklasse explorativ untersucht, ob sich
dynamische Faktormodelle finden lassen, die fu¨r einen Großteil der Daten weitestgehend ak-
zeptabel sind.
Mit dem umfassenden dynamischen Faktormodell aus (3.4) ko¨nnen zeitinvariant beliebig
komplexe lineare Zusammenha¨nge in stationa¨ren Zeitreihenmodellen beschrieben werden.
Zum einen ko¨nnen zeitlich weit zuru¨ckreichende Abha¨ngigkeiten modelliert werden, und
zum anderen sind sehr flexible Faktorladungen mo¨glich, so dass der direkte Einfluss beliebi-
ger zeitverzo¨gerter Faktoren auf die Variablen erfasst werden kann. Die Ma¨chtigkeit dieser
Modelle erweist sich fu¨r die zu lo¨sende Aufgabe der Extraktion weniger Faktoren aus den
ha¨modynamischen Zeitreihen jedoch als unbrauchbar.
Bei der Dimensionsreduktion der Vitalparameter gilt in der Praxis den gemeinsamen Fak-
toren das Hauptinteresse. Diese Faktoren werden im dynamischen Faktormodell (3.4) aus
Identifikationsgru¨nden zuna¨chst als unabha¨ngige Zufallschocks mit konstanter Varianz an-
genommen. Bei der Modellanpassung besteht sowohl im Frequenz- als auch im Zeitbereich
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der erste Schritt jeweils in der Scha¨tzung des Filters der Faktorladungen. Scha¨tzer fu¨r die
gewu¨nschten Faktoren selbst ko¨nnen erst spa¨ter gewonnen werden.
Gema¨ß Bemerkung 3.2 ist bei der Scha¨tzung im Frequenzbereich nicht sichergestellt, dass ein
kausaler Filter der Faktorladungen gescha¨tzt wird. Fu¨r eine geplante Online–Anwendung ist
dies problematisch. Bei der Scha¨tzung im Zeitbereich ergeben sich kausale und endliche Fil-
ter, sofern eine Einschra¨nkung auf die Klasse dynamischer Faktormodelle aus (3.9) mo¨glich
ist. Dazu muss sich der Filter der Faktorladungen aus (3.4) gema¨ß (3.13) faktorisieren las-
sen. Wenn die Ordnung eines Filters der Faktorladungen gegen unendlich geht, ohne dass der
Filter in einfachere Elemente zerlegt werden kann, ist eine Interpretation der gemeinsamen
Faktoren sehr schwierig. Um die Wirkung der Faktoren zu verstehen, ist es in diesen Fa¨llen
notwendig, zusa¨tzlich jeweils den gesamten gescha¨tzten Filter hinzuzuziehen.
Aus Identifikationsgru¨nden wird zudem die Varianz der Faktoren auf 1 festgelegt. Da das
Faktormodell skaleninvariant ist, finden sich unterschiedliche Varianzen in getrennt voneinan-
der modellierten Beobachtungszeitra¨umen einer Zeitreihe nur im Filter der Faktorladungen
wieder. Bei der Analyse der Patientendaten ist es jedoch gerade wu¨nschenswert, Phasen un-
terschiedlicher Variabilita¨t an den gemeinsamen Faktoren erkennen zu ko¨nnen.
In der Situation des Online–Monitorings muss die Scha¨tzung außerdem fu¨r neu hinzukom-
mende Beobachtungen sta¨ndig aktualisiert werden, um Struktura¨nderungen zu erfassen.
A¨nderungen im Faktorladungsfilter ziehen schnell A¨nderungen bei den gemeinsamen Zu-
fallschocks nach sich. Wie Bemerkung 3.1 aufzeigt, sind die Faktorschocks ohne weitere
Restriktionen jedoch nicht eindeutig, da bei der Scha¨tzung im Frequenzbereich u¨ber Rota-
tionen Phasenverschiebungen herbeigefu¨hrt werden ko¨nnen.
Fu¨r die retrospektive Modellierung hochdimensionaler stationa¨rer Zeitreihen und eine sorg-
fa¨ltige Analyse der mo¨glicherweise weit zuru¨ckreichenden Wechselbeziehungen zwischen den
einzelnen Komponenten oder aber zur Trennung der Beobachtungen in gemeinsame und spe-
zifische Komponenten χ(t) und ε(t) ist diese umfassende Klasse dynamischer Faktormodelle
gut geeignet. Bei der praktischen Anwendung am Patientenbett sind jedoch einfachere Mo-
delle mit Faktoren, die die relevanten Struktura¨nderungen der Vitalparameter beschreiben,
notwendig.
Forni, Hallin, Lippi und Reichlin (2003) modellieren die Einflu¨sse zeitverzo¨gerter Faktoren
auf die beobachteten Variablen durch endliche Filter, wobei die Dynamik des Faktorprozes-
ses getrennt davon im Rr erfasst wird. Sowohl fu¨r den (k × r)−Filter {L(s), s = 1, . . . ,m}
der Faktorladungen als auch fu¨r den (r × r)−Filter {Φ(s), s = 1, . . . , p} des invertiblen
AR–Prozesses in (3.14) werden endliche Ordnungen m und p angenommen.
Bei der Anpassung eines dynamischen Faktormodells aus (3.14) an eine multivariate stati-
ona¨re Zeitreihe ist insbesondere die Ordnung m des Faktorladungsfilters von großem Inter-
esse. Ist ein Filter der Ordnung m > 0 no¨tig, resultiert ein mo¨glicherweise relativ komplexes
DFM, das fu¨r die verschiedenen Zeitlags den direkten Einfluss vergangener Faktorscores auf
die beobachteten Variablen beschreibt. Falls zur Beschreibung der Daten ein DFM mit der
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Ordnung m = 0 genu¨gt, ist das Faktormodell wie in (3.15) statisch, und die gemeinsame
Dynamik wird ausschließlich von dem Faktorprozess modelliert (Engle und Watson, 1981;
Pen˜a und Box, 1987).
Im folgenden soll explorativ untersucht werden, ob sich die ha¨modynamischen Online–Mo-
nitoring–Daten aus der Intensivmedizin mit einem dynamischen Faktormodell dieser Art
geeignet beschreiben lassen. Dabei wird zusa¨tzlich die Annahme getroffen, dass die r Kom-
ponenten des Faktorprozesses stochastisch unabha¨ngig sind.
Im dynamischen Faktormodell (3.13), als auch dem Spezialfall mit m = 0 aus (3.15), ko¨nnen
die unbekannten Modellparameter und Werte fu¨r den latenten Faktorprozess mit Hilfe des
EM–Algorithmus gescha¨tzt werden. Fu¨r die Anpassung dynamischer Faktormodelle an die
vorliegenden intensivmedizinischen Zeitreihen werden zuna¨chst Startscha¨tzungen fu¨r die La-
dungsmatrizen Lˆ(0) der einzelnen Zeitreihen gesucht. Dazu wird hier die in Kapitel 3.1.2
vorgeschlagene Prozedur genutzt. Aufgrund der vorhandenen Ergebnisse aus der statischen
Analyse der Daten werden fu¨r den Faktorprozess jeweils r = 3 Komponenten gewa¨hlt. Fu¨r
die Scha¨tzung wird die Anzahl der beru¨cksichtigten Zeitlags auf s∗ = 5 festgelegt, wobei sich
die Ergebnisse jedoch kaum von den Scha¨tzungen mit s∗ = 3 oder s∗ = 4 unterscheiden.
Es ist bekannt, dass die Eigenwert/Eigenvektor–Strukturen der Autokovarianzmatrix zum
Zeitlag 0 und der Autokovarianzmatrizen fu¨r niedrige Zeitlags sehr a¨hnlich sind, falls die
gemeinsamen latenten Faktoren nicht stationa¨r sind (Tiao und Tsay, 1989). Dies gilt auch
bei der Scha¨tzung mittels generalisierter Autokovarianzmatrizen im Fall von mo¨glicherweise
integrierten Faktorprozessen (Pen˜a und Poncela, 2000). Hierbei liefert das Vorgehen nach
Pen˜a und Box jeweils a¨hnliche Ergebnisse wie eine statische Hauptkomponentenanalyse.
Um abzuscha¨tzen, ob und wie stark dies fu¨r die nicht stationa¨ren intensivmedizinischen
Daten zutrifft, wurden die im Pen˜a–Box–Modell gescha¨tzten Ladungsmatrizen mit den in-
dividuell gescha¨tzten Hauptkomponentenrichtungen verglichen. Hierzu wurde mittels der
Metrik aus (2.3) fu¨r jeden Datensatz der Abstand zwischen dem Unterraum der robust
gescha¨tzten Projektionsrichtungen der statischen Hauptkomponenten und dem Spaltenraum
der Ladungsmatrix bestimmt. Der Median dieser Absta¨nde ist mit 0.23 relativ gering (vgl.
Anhang B). U¨ber alle Datensa¨tze betragen die Mediane der sukzessive kleinsten Winkel
zwischen den Unterra¨umen 0.6◦, 2.6◦ und 12.5◦. Bei der Analyse der intensivmedizinischen
Daten ko¨nnen somit gleichsam die Projektionsrichtungen einer statischen Hauptkomponen-
tenanalyse als Startscha¨tzung fu¨r die Ladungsmatrix verwendet werden.
Zu Beginn der Datenaufzeichnung liegen fu¨r einen Patienten noch nicht genu¨gend Beobach-
tungen vor, um eine spezifische Anfangs–Ladungsmatrix zu bestimmen. Fu¨r die Daten aller
Patienten kann jedoch als gemeinsame Startscha¨tzung der Ladungsmatrix entsprechend die
Matrix der gemeinsamen Projektionsrichtungen einer statischen Hauptkomponentenanalyse
genutzt werden. Wie in Abschnitt 4.2.2 ist hierbei das Problem der Zentrierung und Skalie-
rung der Beobachtungen und der Schwierigkeit bei der Unterscheidung von Effekten, die auf
strukturelle Lagea¨nderungen bzw. Variabilita¨t zuru¨ckgehen, zu bedenken.
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Bei der Anpassung dynamischer Faktormodelle gema¨ß (3.13) an die intensivmedizinischen
Daten werden im folgenden verschiedene Modellordnungen gewa¨hlt. Das Ziel ist, mit Hil-
fe von Modellwahlkriterien zu erforschen, mit welcher Klasse dynamischer Faktormodelle
die Zeitreihen geeignet beschrieben werden ko¨nnen. Zuna¨chst werden die Modelle jeweils
gema¨ß (3.16) als Zustandsraummodell ausgedru¨ckt. Als Modellordnungen werden fu¨r den
(k × r)−Faktorladungsfilter {L(s), s = 0, . . . ,m} die Werte m = 0 (Modell (3.15)) und
m = 1 gewa¨hlt. Fu¨r die AR–Prozesse der latenten Faktoren werden die Ordnungen p = 1, 2, 3
zugrunde gelegt. Natu¨rlich ist die angenommene Normalverteilung der Fehler bei den inten-
sivmedizinischen Daten aufgrund der vielen Artefakte und Ausreißer kritisch.
Aufgrund der Existenz lokaler Optima der Likelihood werden fu¨r die unbekannten Modell-
parameter verschiedene Startwerte vorgegeben. Allerdings ist die Anzahl der unbekannten
Parameter fu¨r die neundimensionalen ha¨modynamischen Zeitreihen bei dreidimensionalen
Faktorprozessen schon recht hoch. Als Startscha¨tzung fu¨r die Ladungsmatrix L(0) wird die
Matrix der gemeinsamen Projektionsrichtungen aus Tabelle 4.4 vor und nach Rotation und
fu¨r L(1) gegebenenfalls die (k×r)−Nullmatrix gewa¨hlt. Zusa¨tzlich werden die Koeffizienten
der AR–Prozesse fu¨r die latenten Faktoren und die Kovarianzmatrizen der Fehler aus der
Beobachtungs- und Zustandsgleichung variiert.
Die Parameterscha¨tzung erfolgt anschließend mit Hilfe des EM–Algorithmus. Die Iteration
wird abgebrochen, wenn die relativen A¨nderungen fu¨r sa¨mtliche Scha¨tzwerte und dem Wert
der Likelihood kleiner als 0.01 bzw. 0.0001 sind. In Abha¨ngigkeit von der Komplexita¨t des
Modells werden bis zum Abbruch im Mittel 300 bis 1300 Iterationen bei einer großen Streu-
ung mit bis zu ca. 2000 Iterationen beno¨tigt.
Die erzielten Werte fu¨r die jeweiligen Likelihoodfunktionen ebenso wie die Parameterscha¨tz-
ungen ha¨ngen stark von den gewa¨hlten Startwerten ab. Dabei ist unter den Startwerten kein
Parametersatz auszumachen, der durchga¨ngig fu¨r die verschiedenen Datensa¨tze gro¨ßere Wer-
te fu¨r die Likelihood liefert als andere. Es kann nicht angenommen werden, dass das gro¨ßte
gefundene lokale Maximum auch dem globalen Maximum der Likelihoodfunktion entspricht.
Die Werte der AIC–/BIC–Kriterien fallen abha¨ngig von der untersuchten Zeitreihe sehr un-
terschiedlich aus. So ist es auch nicht mo¨glich, tendenziell festzustellen, ob zur Beschreibung
der Daten allgemein eher statische oder dynamische Faktormodelle no¨tig sind.
U¨berdies sind die Scha¨tzungen fu¨r die AR–Koeffizienten der Faktorprozesse fu¨r fast alle
Zeitreihen derart, dass die Lo¨sungen der zugeho¨rigen charakteristischen Gleichung auf dem
Einheitskreis liegen. Dieses Resultat deutet stark darauf hin, dass fu¨r die latenten Faktor-
prozesse integrierte Prozesse angenommen werden sollten. Nach Escribano und Pen˜a (1994)
folgt daraus aber, dass die beobachtete multivariate Zeitreihe kointegriert ist. Dies wider-
spricht jedoch den Ergebnissen aus den Analysen zur Integration der Zeitreihen zu Beginn
dieses Abschnitts.
Insgesamt scheinen stationa¨re dynamische Faktormodelle gema¨ß (3.13) mit zeitinvarianten
Parametern zur globalen Modellierung der intensivmedizinischen Daten nicht geeignet zu
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sein. Ebensowenig wie die Zeitreihen u¨ber den gesamten Beobachtungszeitraum als integriert
angenommen werden ko¨nnen, ko¨nnen sie global durch stationa¨re ARMA–Modelle beschrie-
ben werden. Lokal gibt es dagegen sowohl Phasen, in denen die Daten die Hypothese der
Einheitswurzel unterstu¨tzen, als auch Zeitabschnitte, die als stationa¨r bezeichnet werden
ko¨nnen.
Bei der Analyse der intensivmedizinischen Zeitreihen ist es somit schwierig, ein einziges
Modell fu¨r den gesamten Beobachtungszeitraum anzunehmen. Stattdessen muss – und das
entspricht dem Online–Charakter der Daten – lokal jeweils ein geeignetes Modell gefunden
werden, das die aktuelle Struktur der Beobachtungen erfasst. Das bedeutet nicht nur, dass
die Parameter in der gleichen Modellklasse adaptiv gescha¨tzt werden, sondern mo¨glicher-
weise ist damit auch eine A¨nderung der Modellordnung oder des Modelltyps verbunden.
In der Praxis ist in der Situation des Online–Monitorings eine sorgfa¨ltige Modellsuche und
-anpassung aufgrund der vielen Mo¨glichkeiten und der hohen Anzahl an Variablen kaum
mo¨glich. Fu¨r die vorliegende Problemstellung ist eine solche, gegebenenfalls recht komplexe,
Modellierung nur bedingt hilfreich, da zur Beurteilung des Zustands der Patienten wenige
einfache Indikatoren von Interesse sind.
Vereinfachend ko¨nnte ein universell gewa¨hltes dynamisches Faktormodell in der Online–
Situation stets beibehalten werden, verbunden mit einer sta¨ndigen Aktualisierung der Para-
meterscha¨tzungen. Dies erfordert von den medizinischen Pflegekra¨ften allerdings ein hohes
Versta¨ndnis des jeweils angepassten Modells. Mit einem von der Zeit abha¨ngigen Filter der
Ladungsmatrizen a¨ndert sich gleichermaßen die Bedeutung der latenten Faktorzeitreihen,
welche wiederum zeitweise sowohl als stationa¨re oder auch integrierte Prozesse aufgefasst
werden mu¨ssen. Der U¨bergang von einem Modell mit stationa¨ren zu einem Modell mit in-
tegrierten Faktoren stellt dabei eine besondere Schwierigkeit dar. Wa¨hrend eine sorgfa¨ltige
adaptive Modellierung retrospektiv sicherlich mo¨glich ist, wird bei der Online–Anwendung
in der Intensivmedizin ein einfacherer Ansatz beno¨tigt.
Alternativ ko¨nnen instationa¨re Zeitreihen u¨ber Modelle beschrieben werden, die annehmen,
dass die Beobachtungen durch eine von der Zeit abha¨ngige deterministische Funktion ge-
neriert werden. Dabei wird diese Funktion von einem stationa¨ren Prozess u¨berlagert. Auf
diese Weise lassen sich die Beobachtungen wiederum lokal gut beschreiben, eine globale
Modellierung u¨ber den gesamten Beobachtungszeitraum ist meist nicht mo¨glich. Fu¨r die
Online–Anwendung sind solche Modelle bei der lokalen Beschreibung der Zeitreihen jedoch
interessant. So entha¨lt die unbekannte deterministische Funktion gerade die Trends und La-
gea¨nderungen, die zur Beurteilung des Zustands eines Patienten relevant sind. Die Schwan-
kungen um dieses Signal und die Artefakte sind medizinisch meist wenig bedeutsam. Eine
Mo¨glichkeit zur Gewinnung weniger einfacher Komponenten ko¨nnte daher auf diesen Mo-
dellansa¨tzen beruhen. Diese Idee wird in Kapitel 5 weiter verfolgt.
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4.3.2 Dynamische Verfahren der Hauptkomponentenanalyse
Eine einfache globale Modellierung der vorliegenden Daten mittels statischer oder dynami-
scher Faktormodelle scheint aufgrund der vorhergehenden Ergebnisse nicht mo¨glich. Jedoch
zeigt eine Approximation der Daten mit statischen Hauptkomponenten im Vergleich zu der
in der Praxis verwendeten Variablenselektion Vorteile. Wa¨hrend eine statische Hauptkom-
ponentenanalyse angewendet auf Zeitreihen nur die Kovarianzstruktur von k Variablen, die
zu den selben Zeitpunkten gemessen werden, auswertet, nutzen dynamische Varianten auch
Informationen u¨ber die seriellen Abha¨ngigkeiten aus.
Eine Hauptkomponentenanalyse im Frequenzbereich (Brillinger, 1975) beru¨cksichtigt die Be-
obachtungen zu allen verfu¨gbaren Zeitlags aus Vergangenheit und Zukunft des betrachteten
Prozesses. Gesucht wird die beste Approximation der multivariaten Zeitreihe mittels eines
Filters von reduziertem Rang.
Fu¨r die ha¨modynamischen Zeitreihen ist die Voraussetzung der globalen Stationarita¨t nicht
erfu¨llt. Allerdings kann explorativ untersucht werden, ob sich die Daten unter Ausnutzung
serieller Abha¨ngigkeiten besser beschreiben lassen als durch statische Hauptkomponenten.
Der Ansatz ist u¨ber die Stichprobenversion des Minimierungsproblems aus (3.19) geome-
trisch zu rechtfertigen (Lanius und Gather, 2003). So ist der Approximationsfehler (3.21)
bei einer Hauptkomponentenanalyse im Frequenzbereich immer ho¨chstens so groß wie derje-
nige einer statischen Hauptkomponentenanalyse bei der gleichen Anzahl an Komponenten.
Retrospektiv wird fu¨r die 332 Datensa¨tze des Patientenkollektivs eine Brillinger Haupt-
komponentenanalyse im Frequenzbereich durchgefu¨hrt. Dazu werden die Beobachtungen der
Zeitreihen vorab individuell fu¨r jeden Datensatz standardisiert. Die Scha¨tzung der Spektral-
dichtematrizen erfolgt u¨ber einen direkten Spektraldichtescha¨tzer, wobei die Periodogramm–
Matrizen mit einem modifizierten, d. h. sukzessive angewendeten, Daniell–Fenster (Bloom-
field, 2000) moderat gegla¨ttet werden.
Zuna¨chst wird untersucht, wie groß der erkla¨rte Anteil an der Gesamtvarianz an den einzelnen
Frequenzen ist. Hierzu ko¨nnen die dynamischen Eigenwerte λj(α), j = 1, . . . , k, α ∈ [0, 2pi],
an jeder Fourierfrequenz genutzt werden.
Abbildung 4.7 zeigt den u¨ber die 332 Datensa¨tze gemittelten, kumulativen Anteil der Va-
rianz, der von den ersten r, r = 1, . . . , 8, dynamischen Hauptkomponenten an 200 Fourier-
frequenzen αi = ipi/200, i = 1, . . . , 200, erkla¨rt wird, d. h.
∑r
j=1 λj(αi)/
∑9
j=1 λj(αi). Offen-
sichtlich werden an allen Frequenzen a¨hnliche Anteile der Variabilita¨t erfasst. Mit drei dyna-
mischen Hauptkomponenten werden u¨ber die Frequenzen und Datensa¨tze gemittelt knapp
90% der Varianz beschrieben. Damit genu¨gen bei der Analyse im Frequenzbereich drei dyna-
mische Hauptkomponenten zur angemessenen Approximation der ha¨modynamischen Zeitrei-
hen.
Von Interesse ist vor allem, wie viel besser die Daten durch die dynamischen Hauptkom-
ponenten im Vergleich zu den statischen Komponenten beschrieben werden ko¨nnen. Neben
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Abbildung 4.7: Kumulativer Anteil der Varianz, der sukzessive von den ersten r, r =
1, . . . , 8, dynamischen Hauptkomponenten an jeder Frequenz erkla¨rt wird, gemittelt u¨ber
332 analysierte Datensa¨tze
der Betrachtung der einzelnen Frequenzen wird fu¨r jeden Datensatz daher der Approximati-
onsfehler, und daru¨ber die Erkla¨rungsgu¨te, bestimmt. Die Anteile der durch drei dynamische
Hauptkomponenten erkla¨rten Varianz sind in Abbildung 4.8 (a) gegen die Erkla¨rungsgu¨ten
statischer Hauptkomponenten basierend auf der empirischen Korrelationsmatrix abgetragen.
Im Mittel wird durch die Hauptkomponentenanalyse im Frequenzbereich etwa ein Anteil von
5% mehr an der Gesamtvarianz beschrieben.
Allerdings ist die dynamische Hauptkomponentenanalyse von Brillinger (1975) nicht robust,
so dass die Scha¨tzung durch Ausreißer empfindlich verzerrt werden kann. In Abbildung 4.8
(b) wurden die Erkla¨rungsgu¨ten daher gegen den Anteil erfasster Varianz einer statischen
Hauptkomponentenanalyse basierend auf den MCD(0.9)–Korrelationsmatrizen abgetragen.
Dabei schneidet die dynamische Hauptkomponentenanalyse ungefa¨hr genauso gut ab wie die
robuste statische Analyse. Dieser Vergleich ist nicht wirklich fair, da sich Gesamtvarianz und
die erkla¨rten Anteile bei den beiden Ansa¨tzen unterscheiden. Allerdings wird deutlich, wie
stark die Ausreißer die empirische Korrelationsmatrix beeinflussen, so dass merkliche Unter-
schiede in der Approximationsgu¨te auftreten. Die Anfa¨lligkeit gegenu¨ber Ausreißern ist ein
Grund, die Ergebnisse der dynamischen Hauptkomponentenanalyse vorsichtig zu betrachten.
Wenn die Annahmen erfu¨llt sind, liefert die Hauptkomponentenanalyse im Frequenzbe-
reich nu¨tzliche Ergebnisse, sofern eine theoretische Analyse der dynamischen Eigenwerte
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Abbildung 4.8: Erkla¨rungsgu¨ten einer Hauptkomponentenanalyse im Frequenzbereich ver-
sus Erkla¨rungsgu¨ten (a) einer statischen Hauptkomponentenanalyse der empirischen Kor-
relationsmatrizen und (b) einer robusten statischen Hauptkomponentenanalyse (MCD–
Korrelationsmatrizen) u¨ber die gleichen Datensa¨tze
und -vektoren bzw. die beste niedrigdimensionale Approximation von Interesse sind (Forni,
Hallin, Lippi und Reichlin, 2000b). Eine Interpretation der dynamischen Hauptkomponen-
ten ist schwierig, da die dynamischen Eigenvektoren an jeder Fourierfrequenz im komplexen
Raum rotiert werden ko¨nnen. Damit verbundene praktische Probleme diskutieren Lanius
und Gather (2003). Die Interpretation kann zwar durch kontrollierte Prokrustes–Rotationen
verbessert werden, doch ist immer noch der gesamte Filter notwendig, um eine dynamische
Hauptkomponente zu verstehen. Eine sinnvolle Online–Anwendung der Methode scheint we-
gen der erforderlichen hohen Stichprobengro¨ße und die Nichtkausalita¨t der Filter nicht er-
reichbar. Daher wird hier auch auf eine Robustifizierung des Verfahrens verzichtet.
In der Prozesskontrolle werden zur Bestimmung dynamischer Hauptkomponenten fu¨r au-
tokorrelierte Beobachtungen nicht sa¨mtliche Zeitlags mit beru¨cksichtigt. Stattdessen wird
eine statische Hauptkomponentenanalyse der durch zeitverzo¨gerte Beobachtungen erweiter-
ten Datenmatrix vorgenommen (Ku, Storer und Georgakis, 1995).
Da fu¨r die physiologischen Zeitreihen weder Zielwerte noch Referenz–Projektionsrichtungen
fu¨r alle Patienten bekannt sind oder sinnvoll festgelegt werden ko¨nnen, ergeben sich hierbei
die gleichen Probleme wie bei einer statischen Hauptkomponentenanalyse (vgl. Abschnitt
4.2.2).
76
Ein weiterer Nachteil dieser dynamischen Hauptkomponenten besteht darin, dass bei den re-
sultierenden Linearkombinationen aktuelle und zeitverzo¨gerte Variablen oft a¨hnliche Gewich-
te erhalten. In diesem Fall werden Muster in den beobachteten Variablen ha¨ufig gegla¨ttet.
Beispielsweise wird ein einzelner beobachteter Ausreißer zum Zeitpunkt t∗ mit geringerem
Gewicht jeweils in die Berechnung der dynamischen Hauptkomponenten an den Zeitpunkten
t∗, t∗ + 1, . . . , t∗ + w einfließen. Somit ko¨nnen sich Ausreißer in diesen Hauptkomponenten
in Form von tempora¨ren Niveaua¨nderungen und Niveaua¨nderungen in Form von Trends
bemerkbar machen.
4.4 Weitere Verfahren zur Dimensionsreduktion
In Kapitel 3.3 wurden erga¨nzend weitere Verfahren vorgestellt, die dazu geeignet sind, aus
autokorrelierten multivariaten Beobachtungen wenige Komponenten zu extrahieren. Diese
Methoden suchen jeweils nach einer, in einem gewissen Sinne, bestmo¨glichen linearen Trans-
formation der Beobachtungen, so dass die resultierenden Linearkombinationen bestimmte
Informationen aus den Daten enthalten. Auch fu¨r die intensivmedizinischen Daten wurde
untersucht, ob mit Hilfe dieser Ansa¨tze ein Erkenntnisgewinn fu¨r das Problem der Dimensi-
onsreduktion im Online–Monitoring mo¨glich ist.
Die Minimum/Maximum Autokorrelations–Faktoranalyse ist vor allem deswegen interessant,
weil die Maximum Autokorrelations–Faktoren bei nicht stationa¨ren multivariaten Zeitrei-
hen dazu neigen, Trends in den Daten zu repra¨sentieren. Die Erkennung von Trends ist im
Online–Monitoring von besonderem Interesse.
Die globale Anwendung der Methode auf die intensivmedizinischen Zeitreihen des vorlie-
genden Patientenkollektivs zeigt jedoch sehr schwierig zu interpretierende Ergebnisse. Fu¨r
die einzelnen Datensa¨tze resultieren ho¨chst unterschiedliche Maximum Autokorrelations–
Faktoren. Dabei sind die gefundenen Linearkombinationen im Gegensatz zur Hauptkompo-
nentenanalyse ha¨ufig keine gewichteten Mittel einiger Variablen, d. h. Block–Komponenten,
sondern vielfach Kontraste zwischen verschiedenen Variablen. Oft werden sogar einzelne
Variablen mit geringer Variabilita¨t selektiert. Fu¨r eine geeignete Analyse ist natu¨rlich pro-
blematisch, dass die intensivmedizinischen Variablen meist keine globalen Trends u¨ber den
gesamten Beobachtungszeitraum aufweisen. Stattdessen machen lokale Auf- und Abwa¨rts-
trends die medizinisch relevanten Strukturen aus. Eine lokale Analyse in einem gleitenden
Zeitfenster bedeutet jedoch wie zuvor bei der Hauptkomponentenanalyse große Probleme
bei der Interpretation.
Entsprechendes gilt ebenso fu¨r Kontinuum–Faktormodelle, welche beispielsweise die Haupt-
komponentenanalyse oder die Minimum/Maximum Autokorrelations–Faktoranalyse als Spe-
zialfa¨lle enthalten.
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Als weitere Alternative bietet sich zur Untersuchung der Daten eine Independent Com-
ponent Analyse an. Diese verfolgt das Ziel, mo¨glichst unabha¨ngige Signale aus den Daten
zu extrahieren. Unter der Annahme, dass die interessanten Signale diejenigen sind, deren
Verteilung im Sinne eines geeigneten Kriteriums mo¨glichst stark von einer Normalvertei-
lung abweicht, lassen sich einige Signale als die gesuchten Komponenten zur U¨berwachung
des Patientenzustands auffassen. Eine globale Analyse der ha¨modynamischen Zeitreihen mit
einer Independent Component Analyse zeigt fu¨r die einzelnen Patienten individuell sehr un-
terschiedliche Projektionsrichtungen, die kaum sinnvoll interpretiert werden ko¨nnen. Daher
scheint es zweifelhaft, dass dieses Verfahren fu¨r den praktischen Einsatz am Patientenbett
geeignet ist.
4.5 Schlussfolgerungen
Das Ziel dieser Arbeit ist, eine Prozedur vorzuschlagen, die online die Extraktion weniger re-
levanter und interpretierbarer Komponenten aus multivariaten ha¨modynamischen Zeitreihen
im Intensivmonitoring erlaubt. Basierend auf diesen Indikatoren sollen einfache Ru¨ckschlu¨sse
auf den Zustand der u¨berwachten Patienten mo¨glich sein. Dazu wurde in diesem Kapitel die
Anwendbarkeit von klassischen statischen Verfahren der Dimensionsreduktion als auch den
entsprechenden dynamischen Erweiterungen dieser Methoden fu¨r Zeitreihen auf die Daten
untersucht.
Den verschiedenen Ansa¨tzen ist gemeinsam, dass sie in der Regel eine lineare Transformation
der Variablen suchen, die gewisse Informationen aus den Daten gema¨ß eines vorgegebenen
Kriteriums oder im Rahmen eines statistischen Modells passend darstellt.
Ga¨ngige Praxis bei der Aufzeichnung vieler Vitalparameter auf der Intensivstation ist bis-
her die Selektion einiger weniger Variablen durch die medizinische Pflegekraft. In Abschnitt
4.2.2 konnte diesbezu¨glich gezeigt werden, dass eine Projektion der Beobachtungen auf drei
universelle gemeinsame Hauptkomponenten in der Lage ist, deutlich mehr Information aus
den Daten, im Sinne des Anteils erkla¨rter Varianz, zu erfassen. Die Interpretation dieser
Komponenten nach Rotation ist dabei vergleichbar gut wie die Betrachtung einzelner Vari-
ablen.
Eine globale Modellierung der intensivmedizinischen Zeitreihen mit Hilfe statischer oder
dynamischer Faktormodelle erweist sich als a¨ußerst schwierig. Die Strukturen, die die vor-
liegenden Daten pra¨gen, deuten darauf hin, dass die Anpassung solcher Modelle nur lokal
sinnvolle Ergebnisse liefert. Dies verhindert jedoch die Anwendung der Methoden in der
Praxis. So besteht der Ausgangspunkt der Untersuchungen in dieser Arbeit gerade darin,
dass die Erfassung des Informationsgehalts einer hochdimensionalen Zeitreihe im Online–
Monitoring zu komplex ist. Daher wird eine Vereinfachung hinsichtlich der Darstellung der
relevanten Informationen angestrebt. Eine sorgfa¨ltige lokale Modellanpassung vervielfacht
unter Umsta¨nden jedoch die Gro¨ßen, die zur Bewertung des Patientenzustands ausgewer-
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tet werden mu¨ssen. Mit der Modellierung der komplexen physiologischen Vorga¨nge wird die
medizinische Pflegekraft daher schnell vor noch gro¨ßere Probleme bei der Erfassung und
Beurteilung des Gesundheitszustands gestellt. Dies kann in der Online–Praxis nicht gewollt
sein. Beno¨tigt wird indessen eine Extraktion der wesentlichen Information mit den medizi-
nisch relevanten Strukturen.
Letztendlich wird angestrebt, die resultierenden Komponenten und die gescha¨tzten Para-
meter zur Alarmgebung am Patientenbett zu nutzen. Ein Ausweg aus der oben genannten
Problematik ko¨nnte darin bestehen, den Pflegekra¨ften die gegebenenfalls komplexe Model-
lierung der Zeitreihen vorzuenthalten und den Gesundheitszustand intern auf Basis des an-
gepassten Modells einzuscha¨tzen. Die Pflegekraft wu¨rde anschließend nur noch eine einfache
Bewertung des Zustands des Patienten verbunden mit Anweisungen fu¨r beno¨tigte Interven-
tionen erhalten. Fu¨r eine Realisierung eines solchen Ansatzes mu¨ssen jedoch zuna¨chst Regeln
festgelegt werden, die angeben, welche Modelle mit welchen Parameterscha¨tzungen stabile
bzw. alarmrelevante Zusta¨nde anzeigen. Allerdings ist sogar schon die Aufstellung einfacher
Regeln fu¨r die U¨berwachung einer einzelnen Variablen schwierig. Ein Mediziner wird diese
Entscheidung nicht allgemeingu¨ltig fu¨r alle Patienten oder fu¨r einen Patienten fu¨r die ge-
samte Liegedauer treffen ko¨nnen und wollen. Ohne Einbeziehung des medizinischen Wissens
wird eine interne Auswertung der lokal angepassten Modelle aber nicht zu realisieren sein.
Daher wird dieser Weg in der vorliegenden Arbeit nicht weiterverfolgt.
Eine andere Alternative wurde zum Ende des Abschnitts 4.3.1 angedeutet. Die Zeitreihen
werden lokal zuna¨chst durch eine deterministische Funktion approximiert. Dabei wird ange-
nommen, dass die medizinisch relevante strukturelle Information in den extrahierten Signalen
enthalten ist und die Beobachtungen somit von unbrauchbarem Rauschen und Artefakten
befreit werden. Damit wird die Anzahl der u¨berwachten Variablen nicht reduziert, aber we-
sentliche und u¨berflu¨ssige Informationen werden in diesem Schritt voneinander getrennt.
Die resultierenden Signale ko¨nnen nun hinsichtlich a¨hnlicher Strukturen untersucht werden.
Dieser Ansatz wird in Kapitel 5 weiterverfolgt.
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5 Prozedur zur Online–Extraktion
relevanter Signale
Die Online–Monitoring Daten der ha¨modynamischen Variablen aus der Intensivmedizin ge-
ben Aufschluss u¨ber den Zustand des u¨berwachten Patienten. Phasen, in denen der Patient
relativ stabil ist und sa¨mtliche Variablen nahezu konstant verlaufen, wechseln sich ab mit
Perioden, in denen einige Variablen langsame monotone Trends oder abrupte Niveaua¨nde-
rungen aufweisen. Diese Signale werden u¨berlagert von starkem Rauschen sowie Ausreißern
und Artefakten. Von Interesse ist die Extraktion derjenigen klinisch relevanten A¨nderungen
in der Struktur, die dem Pflegepersonal eine verla¨ssliche Beurteilung des Gesundheitszu-
stands des Patienten ermo¨glichen. Damit verbunden ist die Beseitigung des Rauschens und
klinischer Artefakte. In einem ersten Schritt findet somit zwar keine Dimensionsreduktion
statt, jedoch werden die Onlineaufzeichnungen durch eine multivariate Signalextraktion auf
die wesentlichen Informationen reduziert.
Ein weiteres Ziel im Intensivmonitoring besteht in einer daru¨ber hinausgehenden Kompri-
mierung der extrahierten Signale auf wenige medizinisch relevante Komponenten. Sofern die
Datenmatrix vollen Spaltenrang besitzt, geht bei der Reduktion vieler Variablen auf wenige
Signale jeweils ein Teil der in den Daten vorhandenen Information verloren. Abha¨ngig vom
betrachteten statistischen Verfahren existieren verschiedene Mo¨glichkeiten, einen solchen In-
formationsverlust zu beschreiben. Bei der Hauptkomponentenanalyse wird dieser u¨blicher-
weise u¨ber den Anteil nicht erfasster Varianz der Daten ausgedru¨ckt. Im Prinzip muss ein
Mediziner angeben, welchen Informationsverlust er zu akzeptieren bereit ist. Viel ha¨ufiger
werden dazu automatische ad–hoc Kriterien eingesetzt, die einen guten Kompromiss zwi-
schen mo¨glichst großer Dimensionsreduktion und geringem Informationsverlust finden sollen.
Im Online–Monitoring in der Intensivmedizin ist das Ziel, fu¨r alle Patienten allgemeingu¨ltige
Aussagen u¨ber einen akzeptablen Anteil nicht erfasster Information in den Daten zu formu-
lieren, kaum zu erreichen und mo¨glicherweise auch nicht wirklich zweckma¨ßig. Leichter sind
Forderungen zusammenzustellen, die angeben, welche Information aus den Daten erhalten
bleiben sollte. Die vollsta¨ndige Erfassung und Bewertung der hochdimensionalen intensiv-
medizinischen Zeitreihen direkt am Patientenbett u¨berfordert einen Menschen – auch einen
erfahrenen Mediziner (Miller, 1956). Die aufgezeichneten Vitalparameter enthalten
• essentielle Informationen, auf die die medizinische Pflegekraft nicht verzichten kann,
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• von der Situation bzw. dem einzelnen Patienten abha¨ngige wu¨nschenswerte zusa¨tzliche
Informationen, aber
• auch u¨berflu¨ssige und unter Umsta¨nden irrefu¨hrende Informationen.
Wa¨hrend jener Phasen, in denen der Zustand eines Patienten relativ stabil ist, ko¨nnte das
Monitoring–System beispielsweise nur die essentiellen Informationen anzeigen. Zusa¨tzlich
sollten strukturelle A¨nderungen in den aufgezeichneten Variablen zeitnah festgestellt werden.
Das Monitoring–System sollte solche A¨nderungen – auch wenn es sich dabei nicht direkt um
alarmrelevante A¨nderungen handelt – erkennen und die erforderlichen Zusatzinformationen
anzeigen. Klinisch irrelevante Artefakte und Ausreißer sind zur Beurteilung des Patienten-
zustands unno¨tig. Ein ideales System liefert nur diejenigen Informationen, die wirklich zur
Entscheidungsfindung notwendig sind.
Zusammen mit einem erfahrenen Intensivmediziner wurde ein Forderungskatalog aufgestellt,
der eine Aufza¨hlung notwendiger und zusa¨tzlich wu¨nschenswerter Information entha¨lt. Ein
Monitoring–System zur Online–U¨berwachung des ha¨modynamischen Systems eines Intensiv-
patienten sollte die folgenden Informationen zur Verfu¨gung stellen:
(F.1) Fu¨r jeden Vitalparameter muss stets das lokale Niveau abgerufen werden ko¨nnen.
(F.2) Fu¨r jeden Vitalparameter muss stets die Gro¨ße des lokalen Rauschens verfu¨gbar sein.
(F.3) Es sollten jederzeit Informationen u¨ber den strukturellen Verlauf der lokal extrahier-
ten Signale vorliegen.
(F.4) Zusa¨tzlich ist eine angemessene Abstraktion des klinischen Zustandes, wie die Erken-
nung und Benennung relevanter Muster, wu¨nschenswert.
Die folgenden Abschnitte bescha¨ftigen sich mit einer Online–Extraktion dieser klinisch rele-
vanten Informationen aus ha¨modynamischen Zeitreihen.
Im ersten Abschnitt dieses Kapitels wird kurz die Methodik von Davies, Fried und Gather
(2004), Fried (2004a,b) und Gather und Fried (2004) zur robusten lokal–linearen Extraktion
univariater Signale in verrauschten Zeitreihen vorgestellt.
Im zweiten Abschnitt werden die Erkenntnisse aus der univariaten Signalextraktion fu¨r die
Online–Gewinnung von Signalen aus multivariaten Zeitreihen ausgenutzt. Dazu werden ver-
schiedene Scha¨tzverfahren im multivariaten Regressionsproblem vorgestellt und im Hinblick
auf die Anwendung im Online–Monitoring untersucht. Schließlich wird eine robuste multiva-
riate Regressionsprozedur vorgeschlagen, die fu¨r die vorliegenden ha¨modynamischen Zeitrei-
hen eine Extraktion glatter Signalkomponenten in Echtzeit ermo¨glicht. Damit ko¨nnen die
Informationen gema¨ß Forderungen (F.1) und (F.2) gewonnen werden.
Mit der Extraktion von Informationen zur Struktur der Signale gema¨ß Forderung (F.3)
bescha¨ftigt sich der dritte Abschnitt dieses Kapitels. Hier werden Lo¨sungsansa¨tze zur Grup-
pierung von Vitalparametern mit a¨hnlichem Steigungsverhalten diskutiert.
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5.1 Robuste Extraktion univariater Signale in Echt-
zeit
Im folgenden wird zuna¨chst die einfachere Situation betrachtet, dass eine einzelne univariate
physiologische Zeitreihe online aufgezeichnet wird. Von Interesse ist hierbei die Echtzeit–
Extraktion eines Signals, das die klinisch relevanten Struktura¨nderungen der intensivmedi-
zinischen Variablen entha¨lt.
Klassische Gla¨ttungsverfahren, die eine Zeitreihe in ein glattes Signal sowie in Rauschen
und Artefakte aufspalten, sind beispielsweise gleitende Mittelwerte oder gleitende Mediane
(Tukey, 1977). Wa¨hrend das gleitende Mittel jedoch extrem anfa¨llig gegenu¨ber Ausreißern
ist, approximiert der gleitende Median das Signal oft durch eine Treppenfunktion. Erschwe-
rend kommt hinzu, dass die intensivmedizinischen Zeitreihen ha¨ufig Phasen mit anhaltenden
langsamen Trends aufweisen. In solchen Trendperioden verliert der gleitende Median an Ro-
bustheit (Fried und Gather, 2002).
Daher approximieren Davies, Fried und Gather (2004) das Signal mittels robuster Regres-
sionsverfahren. Den Daten wird dabei lokal in einem gleitenden Fenster jeweils ein linearer
Trend angepasst.
Seien dazu mit x(t), t = 1, . . . , T , Beobachtungen einer univariaten Zeitreihe der La¨nge
T bezeichnet. Es wird angenommen, dass sich die Beobachtungen durch ein glattes Signal
µ(t) u¨berlagert von einer Mischung aus additivem Rauschen und einem ausreißererzeugen-
dem Prozess zusammensetzen. Fu¨r zugeho¨rige Zufallsvariablen X(t), t = 1, . . . , T , gelte also
X(t) = µ(t) + ε(t) + η(t), t = 1, . . . , T, (5.1)
wobei ε(t), t = 1, . . . , T , unabha¨ngig verteilte Zufallsvariablen mit Erwartungswert E[ε(t)] =
0 und zeitabha¨ngiger Varianz Var[ε(t)] = σ2(t) und η(t) einen ausreißererzeugenden Prozess
darstellen.
Das Ziel ist die Extraktion des Signals µ(t), welches lokal als linear angenommen wird.
Diese Annahme impliziert, dass das Signal µ(t + s), s = −w, . . . , w, in jedem Zeitfenster
{t − w, . . . , t, . . . , t + w} mit w + 1 ≤ t ≤ T − w durch eine Gerade approximiert werden
kann, d. h.
X(t+ s) = µ(t) + β(t)s+ ε(s; t) + η(s; t), s = −w, . . . , w.
In diesem Zeitfenster steht µ(t) fu¨r das Niveau, β(t) fu¨r die (in jedem Fenster konstante)
Steigung und ε(s; t) fu¨r das Rauschen.
In einer Vergleichsstudie arbeiten Davies, Fried und Gather (2004) die Vor- und Nachteile
einiger Regressionsfunktionale Treg = (µ˜(t), β˜(t)) zur Approximation von µ(t) und β(t) bei
endlichen Stichprobenumfa¨ngen heraus. Wegen der Mo¨glichkeit einer großen Anzahl von Aus-
reißern und Artefakten in den intensivmedizinischen Daten beschra¨nkt sich der Vergleich auf
die hoch–robusten Funktionale der L1−Regression TL1 , des Least Median of Squares (LMS;
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Hampel, 1975; Rousseeuw, 1984) TLMS und des Repeated Medians (RM; Siegel, 1982) TRM .
Da die Einflussvariable im Modell (5.1) gleichabsta¨ndige Zeitpunkte darstellt, sind die Beo-
bachtungen in allgemeiner Lage. In diesem Fall besitzen das LMS– und das RM–Funktional
bei einer Stichprobe vom Umfang N jeweils den fu¨r Regressions–a¨quivariante Geradenscha¨tz-
er optimalen Bruchpunkt von bN/2c/N . Hingegen hat das L1−Regressionsfunktional nur
einen Bruchpunkt von ca. 0.3. Neben der hohen Robustheit sind bei der Online–Signalex-
traktion kurze Rechenzeiten von großer Wichtigkeit. In dieser Hinsicht ist die L1−Regression
gegenu¨ber den anderen Verfahren im Vorteil und deshalb interessant. Allerdings entwickeln
Bernholt und Fried (2003) einen Algorithmus, mit dessen Hilfe sich der Update des RM in
linearer Zeit O(n) bestimmen la¨sst.
Eine Simulationsstudie zeigt weiter, dass der L1−Scha¨tzer bezu¨glich Bias und MSE bei Vor-
liegen von Ausreißern gegenu¨ber den anderen beiden Verfahren deutlich im Nachteil ist.
Vorteile des LMS gegenu¨ber dem RM bestehen in geringeren Werten fu¨r Bias und MSE bei
einem Prozentsatz von mehr als 30% Ausreißern in einem Zeitfenster. Insbesondere u¨ben
große Ausreißer auf den LMS weniger Einfluss aus, da sie fast vollsta¨ndig ignoriert werden.
Der RM besitzt hingegen neben den ku¨rzeren Rechenzeiten geringere Werte fu¨r Varianz und
MSE bei wenigen bis ma¨ßig vielen Ausreißern. Wegen seiner Lipschitz–Stetigkeit ist er au-
ßerdem relativ unempfindlich gegenu¨ber kleinen A¨nderungen in den Daten. Genau das ist
ein großer Nachteil des LMS, der bei kleinen A¨nderungen in den Daten zu Instabilita¨ten
neigt (Hettmansperger und Sheather, 1992).
Aufgrund dieser Eigenschaften empfehlen Davies, Gather und Fried (2004) fu¨r die intensiv-
medizinischen Daten den RM zur Signalapproximation. Bei einer Regression gegen die Zeit
mit gleichabsta¨ndigen Zeitpunkten t + s, s = −w, . . . , w, in einem Zeitfenster lautet das
Funktional TRM = (µ˜(t), β˜(t)) des Repeated Medians
β˜(t) = meds∈{−w,...,w}
(
medv 6=s,v∈{−w,...,w}
x(t+ s)− x(t+ v)
s− v
)
, (5.2)
µ˜(t) = meds∈{−w,...,w}
(
x(t+ s)− β˜(t)s
)
. (5.3)
Durch die Anwendung des Funktionals TRM auf die Beobachtungen eines Zeitfensters mit
zentralem Zeitpunkt t werden Niveau und Steigung fu¨r diesen Zeitpunkt t approximiert. Die
Steigung der Geraden ist dabei der Median von 2w + 1 lokalen Steigungen. Diese lokalen
Steigungen wiederum werden fu¨r jeden einzelnen Zeitpunkt u¨ber den Median aller paarwei-
sen Steigungen, d. h. der Steigungen der 2w Geraden, die durch diesen Punkt und jeden
einzelnen weiteren Punkt des Zeitfensters gegeben sind, bestimmt.
Fried (2004a) verbessert den RM zusa¨tzlich durch eine robuste Skalenscha¨tzung in Echt-
zeit (Gather und Fried, 2003) und die Online–Ersetzung erkannter Ausreißer. Damit erzielt
der RM in extremen Ausreißersituationen eine a¨hnlich hohe Robustheit wie der LMS. Bern-
holt, Fried, Gather und Wegener (2004), Fried (2004b), Fried, Bernholt und Gather (2004)
und Gather und Fried (2004) betrachten zudem Erweiterungen und Modifikationen des RM–
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Filters, beispielsweise zur besseren Erkennung des Signals bei spontanen Niveaua¨nderungen.
Gather, Schettlinger und Fried (2004) besta¨tigen die Vor- und Nachteile des RM bei der ech-
ten Online–Anwendung ohne Zeitverzo¨gerung auch im Vergleich zur LTS–Regression (Rous-
seeuw, 1984) und der Deepest Regression–Methode (Rousseeuw und Hubert, 1999).
5.2 Robuste Extraktion multivariater Signale in
Echtzeit
Analog zur Extraktion des klinisch relevanten Signals aus einer univariaten verrauschten
Zeitreihe ist bei der Online–U¨berwachung eines multivariaten Prozesses in der Intensivme-
dizin die Gewinnung glatter Signale von Interesse.
Da die Variablen zum Teil u¨ber die gleiche Messapparatur gemessen werden und somit hoch
korreliert sind, wird fu¨r die multivariaten Daten zuna¨chst ein geeignetes Modell formuliert.
Im zweiten Abschnitt werden verschiedene Mo¨glichkeiten zur Approximation der Signale
vorgestellt. Diese werden im dritten Abschnitt im Hinblick auf die Anwendung im Online–
Monitoring diskutiert und in Abschnitt 5.2.4 geeignet modifiziert.
5.2.1 Multivariates Modell
Das Modell aus (5.1) fu¨r univariate Zeitreihen wird in diesem Abschnitt auf multivariate
Prozesse u¨bertragen. Dabei wird fu¨r ZufallsvariablenX(t) ∈ Rk, t = 1, . . . , T , angenommen,
dass sich jede der k Komponenten in ein glattes Signal und in Rauschen und Artefakte
aufspalten la¨sst, d. h.
X(t) = µ(t) + ε(t) + η(t), t = 1, . . . , T. (5.4)
Hier entha¨lt µ(t) = (µ1(t), . . . , µk(t))
T, t = 1, . . . , T , die k
”
variablenspezifischen“ Signale
und η(t) steht wieder fu¨r einen ausreißererzeugenden Prozess. Die Fehler ε(t) ∈ Rk, t =
1, . . . , T , werden als Prozess unabha¨ngig verteilter Zufallsvariablen mit E[ε(t)] = 0 und
Var[ε(t)] = Σ(t) angenommen, wobei Σ(t), t = 1, . . . , T , nicht notwendigerweise diagonal
ist. Dies ist eine realistische Annahme, die zula¨sst, dass die Fehler εi(t) und εj(t), i 6= j, ver-
schiedener Komponenten korreliert sind. In der Praxis ist die Annahme von Korrelationen
zwischen den Zielgro¨ßen sinnvoll, da sich Messfehler auf gemeinsam gemessene Vitalpara-
meter oft gleichermaßen auswirken. Klinisch relevante Information ist in diesem Rauschen
jedoch in der Regel nicht enthalten.
Wie im univariaten Fall ist das Ziel vorerst die Extraktion des hier k−dimensionalen Signal-
vektors µ(t), t = 1, . . . , T . Dabei ist es vorteilhaft, die k Zeitreihen nicht komponentenwei-
se zu betrachten, sondern Abha¨ngigkeiten unter den Komponenten zu beru¨cksichtigen. Zur
Gla¨ttung multivariater Zeitreihen ko¨nnen Erweiterungen der univariaten Verfahren, wie mul-
tivariate gleitende Mittelwerte oder Mediane, genutzt werden. Ein hoch robustes Verfahren
wird von Koivunen (1996) vorgeschlagen und beruht auf einem gleitenden Lokationsscha¨tzer
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des MCD–Funktionals. Fu¨r Perioden mit ausgepra¨gten Trends sind diesen Lokationsfiltern
jedoch regressionsbasierte Filter vorzuziehen. Daher wird hier, wie im univariaten, jede ein-
zelne Komponente µj(t), j = 1, . . . , k, lokal als linear angenommen. Somit kann das Signal
µ(t+ s), s = −w, . . . , w, in dem Zeitfenster {t−w, . . . , t, . . . , t+w} mit w+1 ≤ t ≤ T −w
durch k Geraden approximiert werden. In dem Zeitfenster mit Zentrum t bezeichne µ(t) ∈ Rk
den Vektor, dessen Komponenten die k Niveaus und β(t) ∈ Rk den Vektor, dessen Kompo-
nenten die zugeho¨rigen k Steigungen angeben. Dann gilt
X(t+ s) = µ(t) + β(t)s+ ε(s; t) + η(s; t), s = −w, . . . , w. (5.5)
Modell (5.5) entspricht also einem multivariaten Regressionsmodell mit einer univariaten Re-
gressorvariablen, der Zeit, und einer multivariaten k−dimensionalen Zielvariablen. Hierbei
folgt zuna¨chst jede Komponente Xj(t + s), j = 1, . . . , k, des Zielvektors einem eigenen uni-
variaten Regressionsmodell, wobei der Regressor in allen Modellen identisch ist. Zusa¨tzlich
ist es in dem multivariaten Regressionsmodell jedoch mo¨glich, dass die komponentenspezifi-
schen Fehler εj(s; t), j = 1, . . . , k, korreliert sind.
Im na¨chsten Abschnitt werden Verfahren behandelt, mit denen µ(t) und β(t) approximiert
werden ko¨nnen.
5.2.2 Methoden der multivariaten Regression
In diesem Abschnitt werden allgemein verschiedene Verfahren zur Scha¨tzung der unbekann-
ten Parameter in einem multivariaten Regressionsmodell vorgestellt.
Sei ein einem multiplen multivariaten Regressionsmodell
y = α+BTx+ ε
mit Zielvektor y = (y1, . . . , yk)
T ∈ Rk, Regressoren x = (x1, . . . , xm)T ∈ Rm, Fehlern ε =
(ε1, . . . , εk)
T ∈ Rk und Regressionskoeffizienten α ∈ Rk und B ∈ Rm×k die gemeinsame Lage
des Vektors z = (xT,yT)T bezeichnet durch µ und die gemeinsame Kovarianz durch Σ mit
µ =
 µx
µy
 und Σ =
 Σxx Σxy
Σyx Σyy
 .
Zur Scha¨tzung der unbekannten Regressionsparameter α und B wird u¨blicherweise der
Kleinste–Quadrate–Ansatz verwendet.
Das Kleinste–Quadrate(KQ)–Funktional TKQ = (α˜, B˜T)T ist gegeben durch
B˜ = Σ˜−1xx Σ˜xy (5.6)
α˜ = µ˜y − B˜
T
µ˜x. (5.7)
Dabei werden als Scha¨tzer fu¨r die Teilvektoren und -matrizen von µ und Σ die entsprechen-
den Komponenten des arithmetischen Mittels µ˜ = z¯ und der empirischen Kovarianzmatrix
85
Σ˜ = Sz genutzt. Das KQ–Funktional liefert im multivariaten Regressionsmodell genau die
Regressionskoeffizienten, die sich auch durch k univariate Kleinste–Quadrate–Anpassungen
ergeben. Zur Bestimmung der unbekannten Parameter im multivariaten Regressionsmodell
ist damit die gesonderte Anpassung eines einfachen univariaten linearen Modells an jede der k
Zielvariablen eine naheliegende Mo¨glichkeit. Dies erlaubt fu¨r jede Variable eine unmittelbare
Interpretation des Einflusses der Regressoren. Jedoch bleiben die A¨quivarianzeigenschaften
univariater Regressionsverfahren bei der Erweiterung auf das multivariate Regressionspro-
blem in der Regel nicht erhalten (Ollila, Oja und Koivunen, 2003). In dieser Hinsicht stellt
das Kleinste–Quadrate–Funktional TKQ eine Ausnahme dar.
Da physiologische Variablen im Online–Monitoring oft stark fehlerbehaftet sind, ist der aus-
reißeranfa¨llige KQ–Scha¨tzer nicht zu empfehlen. Im folgenden sind somit vor allem Strategien
zur Robustifizierung multivariater Regressionsmethoden von Interesse.
In der Literatur werden zuna¨chst Verallgemeinerungen robuster univariater Regressionsme-
thoden auf den multivariaten Fall diskutiert. Zu diesen Ansa¨tzen geho¨ren Erweiterungen
der L1−Regression (Rao, 1988; Bai, Chen, Miao und Rao, 1990), oder der M−Scha¨tzung
(Koenker und Portnoy, 1990). Ebenso wie multivariate Lage- und Skalenscha¨tzer ha¨ufig
nicht a¨quivariant bezu¨glich der Gruppe affiner Transformationen im Rk sind, gilt dies auch
fu¨r die resultierenden Regressionsprozeduren. Beispielsweise existiert in der Literatur trotz
zahlreicher Vorschla¨ge keine kanonische Verallgemeinerung des Medians im Rk, k > 1. Eine
naheliegende Definition des Medians einer k−dimensionalen Zufallsstichprobe ist der Vektor
der k univariaten Mediane. Dieser Lagescha¨tzer ist zwar a¨quivariant gegenu¨ber Transforma-
tionen der Art Dy + a, wobei D ∈ Rk×k eine Diagonalmatrix und a ∈ Rk ist, nicht aber
gegenu¨ber allgemeinen affinen Transformationen. Aus diesem Grund sind auch die direkten
U¨bertragungen der robusten univariaten Regressionsfunktionale aus Abschnitt 5.1, des Least
Median of Squares TLMS und des Repeated Median TRM , auf das multivariate Regressions-
problem nicht affin a¨quivariant, wohl aber a¨quivariant gegenu¨ber Transformationen der Art
Dy + a. Da fu¨r die Analyse oft eine Zentrierung oder eine geeignete Skalierung der Daten
genu¨gt, scheint es, dass die A¨quivarianz gegenu¨ber solchen Transformationen ausreicht und
die affine A¨quivarianz zur Bestimmung sinnvoller Scha¨tzer nicht beno¨tigt wird. Jedoch zeigt
Chakraborty (1999) fu¨r das multivariate Regressionsmodell, dass der Verlust affiner A¨quiva-
rianz insbesondere bei hohen Korrelationen zwischen den Komponenten des Zielvektors eine
verminderte Effizienz der Scha¨tzer bedeutet (vgl. auch Bickel, 1964). Im folgenden werden
daher multivariate Scha¨tzfunktionale vorgestellt, die gegenu¨ber der Gruppe affiner Transfor-
mationen a¨quivariant und gleichzeitig robust sind.
Die Robustheit eines Regressionsfunktionals wird hier global anhand des finite–sample Er-
setzungs-Bruchpunkts (Donoho und Huber, 1983) gemessen. Der finite–sample Bruchpunkt
ε?N eines Scha¨tzfunktionals T gibt den kleinsten Anteil von Beobachtungen einer Stichpro-
be ZN = {(xTi ,yTi )T; i = 1, . . . , N} an, der ersetzt werden muss, so dass der Scha¨tzer an
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den Rand des zugeho¨rigen Parameterraums geschoben wird. Der finite–sample Ersetzungs–
Bruchpunkt eines Scha¨tzers fu¨r die Regressionsparameter Treg,N = (α˜, B˜T)T fu¨r ZN kann
im multiplen multivariaten Regressionsmodell als
ε?N(Treg,N ,ZN) = min{q/N : sup
ZN,q
‖Treg,N(ZN)− Treg,N(ZN,q)‖ =∞} (5.8)
definiert werden, wobei das Supremum u¨ber alle mo¨glichen Stichproben ZN,q gebildet wird,
die sich aus ZN durch Ersetzen von genau q Beobachtungen durch beliebige Werte ergeben.
Da die Daten in einem Regressionsmodell auf eine bestimmte Weise strukturiert sind, ist es
sinnvoll, diese zusa¨tzliche Information mit in die Robustheitsbetrachtungen einzubeziehen
(Becker, 2001). So ko¨nnen in Regressionsmodellen mit festem Regressor, wie beispielsweise
gleichabsta¨ndigen Zeitpunkten, Modellabweichungen nur bezu¨glich der beobachteten Ziel-
gro¨ße auftreten. In diesem Fall bietet es sich an, einen Bruchpunkt des Scha¨tzers fu¨r die
Regressionsparameter auch nur in Abha¨ngigkeit der Zielgro¨ße zu definieren (Ellis und Mor-
genthaler, 1992; He, Jurecˇkova´, Koenker und Portnoy, 1990; Mizera und Mu¨ller, 1999; Mu¨ller,
1995). Hierbei zeigt Mu¨ller (1995), dass der Bruchpunkt regressionsa¨quivarianter Scha¨tzer
der Modellparameter bei festen Designpunkten die gleiche obere Schranke besitzt wie in Mo-
dellen mit zufa¨lligem Regressor.
Basierend auf einer Transformations–Retransformations–Technik entwickeln Chakraborty
und Chaudhuri (1997), Chakraborty (1999) sowie Chakraborty (2003) multivariate Rang-
bzw. Quantilsregressionsverfahren. Die Transformations–Retransformations–Technik stellt
dabei sicher, dass die resultierenden Scha¨tzfunktionale affin a¨quivariant sind. Die Verfahren
umfassen auch eine affin a¨quivariante Version der multivariaten L1−Regression. Chakra-
borty (2003) zeigt, dass diese Scha¨tzer bei Korrelationen zwischen den Komponenten des
Zielvektors eine ho¨here Effizienz besitzen als univariate Regressionsscha¨tzer, wenn sie im
multivariaten Regressionsproblem angewendet werden. Bei dem Verfahren gehen zur Kon-
struktion einer geeigneten Transformationsmatrix k+m Datenpunkte verloren. Dies bedeutet
fu¨r kleine Stichproben einen Effizienzverlust. Ferner erfordert der Scha¨tzalgorithmus im er-
sten Schritt eine affin a¨quivariante Scha¨tzung der unbekannten Kovarianzmatrix der Fehler,
wobei die Residuen aus der Modellanpassung jedoch unbekannt sind. Um Maskingeffekte
zu vermeiden, sollte die Kovarianzmatrix zusa¨tzlich robust gescha¨tzt werden. Bisher wurde
diese Problematik noch nicht weiter untersucht. Auch existieren keine Gesamtaussagen oder
Untersuchungen u¨ber die Robustheit der vorgeschlagenen Prozedur.
Ein alternativer Ansatz zur Entwicklung robuster multivariater Regressionsverfahren be-
steht in der Ersetzung der Lage- und Kovarianzfunktionale in (5.6) und (5.7) durch robuste
Varianten. Rousseeuw, Van Aelst, Van Driessen und Agullo´ (2004) zeigen, dass ein Regres-
sionsfunktional Treg = (α˜, B˜T)T gegeben durch (5.6) und (5.7) sowohl regressions- als auch
y−affin und x−affin a¨quivariant ist, wenn zur Scha¨tzung von Lage µ und Kovarianz Σ affin
a¨quivariante Scha¨tzfunktionale verwendet werden.
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Dieses Resultat nutzen Ollila, Oja und Koivunen (2003) zur Entwicklung einer effizienten
multivariaten Regressionstechnik, bei der die Scha¨tzung der Kovarianzmatrix auf multiva-
riaten Ra¨ngen basiert. Die Influenzfunktion dieser Prozedur ist jedoch unbeschra¨nkt, und
der Bruchpunkt ε?N betra¨gt Null.
Maronna und Morgenthaler (1986) ersetzen im univariaten multiplen Regressionsmodell die
Funktionale in (5.6) und (5.7) durch multivariate M–Scha¨tzer. Das resultierende Regres-
sionsverfahren erbt allerdings den nur geringen Bruchpunkt von 1/(m + 1) multivariater
M–Scha¨tzer, wobei m die Anzahl der Regressoren bezeichnet.
Eine affin a¨quivariante und robuste Prozedur mit beschra¨nkter Influenzfunktion schlagen
Rousseeuw, Van Aelst, Van Driessen und Agullo´ (2004) vor. Dazu wird gezeigt, dass der
finite–sample Ersetzungs–Bruchpunkt ε?N des Regressionsfunktionals Treg = (α˜, B˜
T
)T gege-
ben durch (5.6) und (5.7) das Minimum der Bruchpunkte bei Verwenden beliebiger Lage-
und Kovarianzfunktionale annimmt. Indem µ und Σ basierend auf dem MCD–Funktional
TMCD = (µ˜, Σ˜) robust gescha¨tzt werden, ergibt sich ein multivariates Regressionsverfahren
mit einem ho¨chstmo¨glichen finite–sample Ersetzungs–Bruchpunkt von ε?N(TMCDreg,N ,ZN) =
b(N − (k + m) + 1)/2c/N , wobei N fu¨r den Stichprobenumfang steht. Die Effizienz des
MCD–Regressionsfunktionals TMCDreg ist relativ gering, la¨sst sich aber durch zusa¨tzliche
Gewichtungsschritte verbessern. Zum einen kann anstelle des MCD–Scha¨tzers der sogenann-
te Reweighted MCD–Scha¨tzer (R–MCD–Scha¨tzer) verwendet werden. Dabei erhalten dieje-
nigen Beobachtungen das Gewicht Null, deren Mahalanobisdistanz bezu¨glich der anfa¨nglich
durch das MCD–Funktional TMCD robust gescha¨tzten Lage und Kovarianz gro¨ßer ist als das
χ2(k+m),δ−Quantil, wobei fu¨r den Trimm–Anteil δ z. B. δ = 0.975 gewa¨hlt wird. Dann ist der
Reweighted MCD–Scha¨tzer als das arithmetische Mittel und die empirische Kovarianzma-
trix der Beobachtungen mit Gewicht Eins definiert. Zum anderen ko¨nnen die Beobachtungen
basierend auf den Mahalanobisdistanzen der Residuen aus der MCD–Regression im Regressi-
onsschritt neu gewichtet werden, (vgl. auch Rousseeuw, Van Aelst, Van Driessen und Agullo´,
2004).
Einen anderen robusten und affin a¨quivarianten Ansatz, basierend auf der Kovarianzmatrix
der Residuen, betrachten Agullo´, Croux und Van Aelst (2001). Gesucht wird die Teilstichpro-
be mit denjenigen h Beobachtungen, h = γN, 0 < γ ≤ 1, deren Residuen–Kovarianzmatrix
bei einer Kleinste–Quadrate–Anpassung die kleinste Determinante besitzt. Der sogenannte
Multivariate Least Trimmed Squares (MLTS)–Scha¨tzer ist dann der KQ–Scha¨tzer basierend
auf dieser optimalen Teilstichprobe. Die Bezeichnung ru¨hrt daher, dass der MLTS–Scha¨tzer
im univariaten Regressionsproblem mit dem Least Trimmed Squares (LTS)–Scha¨tzer (Rous-
seeuw, 1984) zusammenfa¨llt. Alternativ la¨sst sich der vorgeschlagene Scha¨tzer auch als das
Tupel (α˜, B˜T)T charakterisieren, das die Determinante der MCD–Kovarianzmatrix der Re-
siduen minimiert.
Sei nun fu¨r jede Stichprobe ZN ⊂ Rk+m+1 durch g(ZN) die maximale Anzahl von Beo-
bachtungen in ZN bezeichnet, die in dem gleichen echten linearen Unterraum des Rk+m+1
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liegen. Agullo´, Croux und Van Aelst (2001) zeigen, dass fu¨r k > 1 und h > g(ZN) der
finite–sample Ersetzungs–Bruchpunkt des MLTS–Scha¨tzers ε?N(TMLTS,N ,ZN) = min(N −
h + 1, h − g(ZN))/N betra¨gt. Eine obere Schranke des Bruchpunkts des MLTS–Scha¨tzers
ist damit b(N − (k+m)+ 1)/2c/N . A¨hnlich wie fu¨r das MCD–Regressionsfunktional ist die
Effizienz des robusten und affin a¨quivarianten MLTS–Scha¨tzers relativ gering. Daher wird
auch fu¨r den MLTS–Scha¨tzer ein zusa¨tzlicher Gewichtungsschritt empfohlen.
Damit existieren fu¨r das multivariate Regressionsproblem nur wenige erst ku¨rzlich vorge-
schlagene Regressionsfunktionale, die gegenu¨ber affinen Transformationen a¨quivariant sind
und gleichzeitig einen hohen Bruchpunkt ε?N besitzen. Ein Nachteil der MCD–basierten Funk-
tionale ist deren rechnerische Komplexita¨t. Damit verbundene Probleme werden im folgenden
Abschnitt angesprochen.
5.2.3 Wahl einer Regressionsmethode im Online–Monitoring
In diesem Abschnitt werden die Eigenschaften der multivariaten robusten Regressionsverfah-
ren aus Abschnitt 5.2.2 im Hinblick auf die Anforderungen im Online–Monitoring diskutiert.
Schließlich wird eine Prozedur ausgewa¨hlt, die zur robusten Online–Approximation der Pa-
rameter im Modell X(t+ s) = µ(t) + β(t)s+ ε(s; t), s = −w, . . . , w, geeignet ist.
Die Regressionskoeffizienten (µ(t),β(t)) im Modell (5.5) sind jeweils in mo¨glichst kurzen
Zeitfenstern zu approximieren. Das bedeutet, dass in jedem Fenster der Stichprobenumfang
N = 2w + 1 nicht viel gro¨ßer als die Dimension des Zielvektors k ist.
Bei der Wahl eines fu¨r die Online–Monitoring–Situation geeigneten Verfahrens zur Approxi-
mation von µ(t) und β(t) sind einige wichtige Aspekte zu beachten. Zu diesen Anforderungen
geho¨ren
• eine hohe Robustheit gegenu¨ber Ausreißern und Gruppen von Ausreißern,
• die eindeutige Existenz des Scha¨tzers in jeder Datensituation,
• kurze Rechenzeiten,
• die Mo¨glichkeit, auch Trend- und Niveaua¨nderungen schnell und zuverla¨ssig zu erken-
nen und
• gegebenenfalls eine ausreichende Effizienz bei endlicher, kleiner Stichprobengro¨ße.
Angesichts der Empfindlichkeit gegenu¨ber Ausreißern ist das Kleinste–Quadrate–Funktional
ebenso wie die Prozedur von Ollila, Oja und Koivunen (2003) im multivariaten Online–
Monitoring nicht geeignet. Ferner ist die auf der Transformations–Retransformations–Tech-
nik basierende, affin a¨quivariante multivariate Erweiterung der L1−Regression wegen der
erwa¨hnten Probleme nicht zu empfehlen.
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Dagegen scheinen sowohl der MLTS–Scha¨tzer als auch der Ansatz, die Lokations- und Kovari-
anzfunktionale in (5.6) und (5.7) durch affin a¨quivariante Funktionale mit hohem Bruchpunkt
zu ersetzen, vielversprechend. Diese Verfahren sind robust und beru¨cksichtigen gleichzeitig
Korrelationen zwischen den Zielvariablen. Wegen der geforderten kurzen Rechenzeiten wer-
den dabei im Online–Monitoring Kovarianzfunktionale, die mehrere Iterationen beno¨tigen,
wie etwa die meisten M– und S–Scha¨tzer, nicht mit in Betracht gezogen. Zu beachten ist, dass
die gemeinsame Verteilung der Einfluss- und Zielvariablen bei der MCD–Regression implizit
als elliptisch angenommen wird, so dass Fisher–konsistente Scha¨tzer fu¨r (µ,β) resultieren.
Da es sich bei der einzigen Einflussvariablen in Modell (5.5), der Zeit, nicht um elliptisch
verteilte Zufallsvariablen, sondern um Designpunkte handelt, sind die Annahmen fu¨r die
MCD–Regression in Online–Monitoring verletzt. Der ebenfalls auf dem MCD–Funktional
beruhende MLTS–Scha¨tzer beno¨tigt fu¨r die Fisher–Konsistenz dagegen eine elliptisch sym-
metrische Verteilung der Fehler.
Im folgenden werden von den multivariaten Regressionsverfahren nur noch die MCD–ba-
sierten robusten Verfahren weiterverfolgt, wobei hinsichtlich der Annahmen die MLTS–
Regression im Modell (5.5) geeigneter scheint als die MCD–Regression.
Effizienzbetrachtungen fu¨r die Regressionsfunktionale sind im Online–Monitoring nicht von
vorrangiger Bedeutung, werden hier der Vollsta¨ndigkeit halber jedoch mit beleuchtet. Zur
Beurteilung der Effizienz der multivariaten Regressionsscha¨tzer im Modell (5.5) bei endli-
chen, kleinen Stichprobenumfa¨ngen wurde eine Simulationsstudie durchgefu¨hrt. Gleichzeitig
wurde untersucht, wie sich im Modell (5.5) hohe Korrelationen zwischen den Komponenten
des Zielvektors auf die Effizienz eines robusten univariaten Scha¨tzers auswirken, wenn fu¨r je-
de der k Zielvariablen gesondert lineare Trends angepasst werden. Dazu wird der in Abschnitt
5.1 fu¨r das Online–Monitoring empfohlene Repeated Median TRM betrachtet. Natu¨rlich ist
diese univariate Prozedur multivariat gesehen nicht affin a¨quivariant.
Fu¨r den MCD–Scha¨tzer ist die Problematik, dass hohe Bruchpunkte eine geringere Effi-
zienz nach sich ziehen, bekannt (Croux und Haesbroeck, 1999). Bei einem hohen finite–
sample Bruchpunkt sind die Effizienzen des MCD– und des MLTS–Regressionsfunktionals
sehr gering. In einer Simulationsstudie wurden das MCD–Regressionsfunktional TR−MCDreg
basierend auf dem Reweighted MCD–Scha¨tzer, der MLTS–Scha¨tzer TMLTS und die getrennte
univariate Anwendung des RM–Funktionals TRM im multivariaten Regressionsmodell relativ
zum KQ–Funktional TKQ miteinander verglichen. Dabei wird fu¨r festen Stichprobenumfang
N der MCD–Scha¨tzer auf Basis der Teilstichprobe vom Umfang h = [(N + k + 2)/2] be-
stimmt. Dies entspricht der Wahl mit dem ho¨chstmo¨glichen Bruchpunkt. Der Trimm–Anteil
δ im Gewichtungsschritt des R-MCD–Scha¨tzers betra¨gt δ = 0.975.
Die Beobachtungen werden aus dem Modell
X(t) = µ+ βt+ ε(t), t = −w, . . . , w, (5.9)
generiert mit einem Zielvektor X(t) ∈ R9, d. h. k = 9. Da die betrachteten Regressionsfunk-
tionale regressions–a¨quivariant sind, werden die wahren Regressionskoeffizienten o. B. d.A.
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als µ = β = 0 ∈ R9 gewa¨hlt. Die Fehler ε(t) ∈ R9 werden zum einen aus einer neundimen-
sionalen Normalverteilung mit Erwartungswert 0 und zum anderen aus einer t−Verteilung
mit drei Freiheitsgraden mit jeweils unterschiedlichen Kovarianzmatrizen erzeugt. Zur Be-
schreibung verschiedener Abha¨ngigkeitsstrukturen werden zehn Fa¨lle mit den folgenden Ko-
varianzmatrizen betrachtet:
Fa¨lle 1− 6: Σj =

1 ρj · · · ρj
ρj
. . . . . .
...
...
. . . . . . ρj
ρj · · · ρj 1
 mit
ρ1 = 0, ρ2 = 0.2,
ρ3 = 0.4, ρ4 = 0.6,
ρ5 = 0.8, ρ6 = 0.9,
Fall 7: Σ7 =

1.0 0.7 0.7 0.2 0.2 0.2 0.1 0.1 0.1
0.7 1.0 0.7 0.2 0.2 0.2 0.1 0.1 0.1
0.7 0.7 1.0 0.2 0.2 0.2 0.1 0.1 0.1
0.2 0.2 0.2 1.0 0.7 0.7 0.2 0.0 0.0
0.2 0.2 0.2 0.7 1.0 0.7 0.2 0.0 0.0
0.2 0.2 0.2 0.7 0.7 1.0 0.2 0.0 0.0
0.1 0.1 0.1 0.2 0.2 0.2 1.0 0.0 0.0
0.1 0.1 0.1 0.0 0.0 0.0 0.0 1.0 0.7
0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.7 1.0

,
Fa¨lle 8− 10: Σj =

1.0 ρa ρa 0.3 0.3 0.3 0.2 0.2 0.2
ρa 1.0 ρa 0.3 0.3 0.3 0.2 0.2 0.2
ρa ρa 1.0 0.3 0.3 0.3 0.2 0.2 0.2
0.3 0.3 0.3 1.0 ρb ρb 0.3 0.0 0.0
0.3 0.3 0.3 ρb 1.0 ρb 0.3 0.0 0.0
0.3 0.3 0.3 ρb ρb 1.0 0.3 0.0 0.0
0.2 0.2 0.2 0.3 0.3 0.3 1.0 0.0 0.0
0.2 0.2 0.2 0.0 0.0 0.0 0.0 1.0 ρa
0.2 0.2 0.2 0.0 0.0 0.0 0.0 ρa 1.0

mit
j = 8 :
ρa = ρb = 0.8,
j = 9 :
ρa = 0.9, ρb = 0.8,
j = 10 :
ρa = ρb = 0.9.
Der Fall 1 beschreibt unabha¨ngige standardnormalverteilte bzw. t−verteilte Zufallsvektoren
X(t) ∈ R9, wa¨hrend in den Fa¨llen 2 − 6 (engl. uniform correlation model) die Korrelation
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zwischen den Zufallsvektoren schrittweise einheitlich erho¨ht wird. Die Fa¨lle 8 − 10 zeigen
Blockabha¨ngigkeitsstrukturen, wie sie im Intensivmonitoring fu¨r die Variablen des ha¨mody-
namischen Systems typisch sind. Ein Vergleich der Regressionsfunktionale ist daher insbe-
sondere fu¨r diese in der Praxis vorkommenden Kovarianzstrukturen interessant.
In der Simulationsstudie werden sehr kleine Stichprobenumfa¨nge N = 21 (w = 10) und
N = 31 (w = 15) betrachtet, so wie sie im Online–Monitoring beno¨tigt werden. Fu¨r je-
des Modell und beide Stichprobenumfa¨nge werden jeweils 5000 Stichproben generiert. Als
Vergleichskriterium wird die relative Effizienz der Scha¨tzer verwendet. Diese ist hier als 18.
Wurzel (2 × k = 18) aus den gescha¨tzten Quotienten von Wilks generalisierten Varianzen
der zwei betrachteten Scha¨tzer definiert (vgl. auch Chakraborty, 1999, 2003; Ollila, Oja, und
Koivunen, 2003). Die Ergebnisse sind in den Tabellen 5.1 und 5.2 dargestellt.
Fall 1 2 3 4 5 6 7 8 9 10
Reweighted–MCD–Regression relativ zu KQ–Regression
N = 21 0.672 0.678 0.673 0.675 0.679 0.677 0.679 0.672 0.677 0.672
N = 31 0.581 0.581 0.581 0.573 0.581 0.583 0.582 0.578 0.584 0.579
MLTS–Regression relativ zu KQ–Regression
N = 21 0.538 0.539 0.537 0.538 0.536 0.539 0.537 0.532 0.535 0.538
N = 31 0.496 0.497 0.491 0.494 0.497 0.498 0.498 0.492 0.494 0.492
RM–Regression relativ zu KQ–Regression
N = 21 0.676 0.656 0.597 0.524 0.412 0.318 0.559 0.503 0.454 0.426
N = 31 0.681 0.654 0.602 0.529 0.418 0.323 0.559 0.506 0.459 0.427
RM–Regression relativ zu Reweighted–MCD–Regression
N = 21 1.006 0.967 0.887 0.776 0.607 0.470 0.824 0.748 0.671 0.634
N = 31 1.172 1.126 1.035 0.924 0.718 0.555 0.960 0.876 0.786 0.738
RM–Regression relativ zu MLTS–Regression
N = 21 1.256 1.216 1.112 0.973 0.768 0.590 1.040 0.945 0.849 0.792
N = 31 1.374 1.318 1.225 1.071 0.840 0.649 1.122 1.028 0.929 0.869
Tabelle 5.1: Relative Effizienzen der Regressionsfunktionale: Reweighted MCD–Regression
TR−MCDreg, MLTS–Regression TMLTS , RM–Regression TRM und KQ–Regression TKQ
fu¨r verschiedene Abha¨ngigkeitsstrukturen und Stichprobenumfa¨nge N = 21 und N = 31
bei Normalverteilung
Die Tabellen 5.1 und 5.2 zeigen, dass die relativen empirischen Effizienzen der MCD–basiert-
en Regressionsfunktionale (Reweighted–MCD–Regression und MLTS–Regression) bei festem
Stichprobenumfang N fu¨r die unterschiedlichen Abha¨ngigkeitsstrukturen nahezu konstant
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Fall 1 2 3 4 5 6 7 8 9 10
Reweighted–MCD–Regression relativ zu KQ–Regression
N = 21 1.491 1.532 1.539 1.517 1.507 1.514 1.477 1.505 1.491 1.579
N = 31 1.624 1.596 1.581 1.604 1.590 1.650 1.613 1.570 1.571 1.590
MLTS–Regression relativ zu KQ–Regression
N = 21 0.844 0.847 0.874 0.867 0.853 0.868 0.824 0.852 0.842 0.915
N = 31 0.822 0.839 0.814 0.841 0.823 0.808 0.833 0.824 0.818 0.846
RM–Regression relativ zu KQ–Regression
N = 21 1.449 1.415 1.303 1.126 0.858 0.666 1.166 1.066 0.950 0.946
N = 31 1.548 1.491 1.315 1.196 0.913 0.727 1.267 1.111 1.009 0.953
RM–Regression relativ zu Reweighted–MCD–Regression
N = 21 0.972 0.924 0.847 0.742 0.569 0.440 0.789 0.708 0.638 0.599
N = 31 0.953 0.934 0.832 0.746 0.574 0.441 0.785 0.708 0.643 0.599
RM–Regression relativ zu MLTS–Regression
N = 21 1.718 1.671 1.491 1.298 1.006 0.768 1.416 1.252 1.129 1.034
N = 31 1.883 1.776 1.616 1.423 1.108 0.900 1.520 1.349 1.234 1.127
Tabelle 5.2: Relative Effizienzen der Regressionsfunktionale: Reweighted MCD–Regression
TR−MCDreg, MLTS–Regression TMLTS , RM–Regression TRM und KQ–Regression TKQ
fu¨r verschiedene Abha¨ngigkeitsstrukturen und Stichprobenumfa¨nge N = 21 und N = 31
bei t−Verteilung mit 3 Freiheitsgraden
bleiben. Dieses Verhalten ist fu¨r die wahren Effizienzen wegen der affinen A¨quivarianz die-
ser multivariaten Regressionsverfahren zu erwarten. Die Annahmen fu¨r die Anwendung der
MCD–Regression sind zwar nur bedingt erfu¨llt, jedoch ist die R–MCD–Regression im Ver-
gleich zum MLTS–Scha¨tzer bei den kleinen Stichprobenumfa¨ngen offensichtlich effizienter.
Diese Aussage bleibt erhalten, wenn bei der MLTS–Scha¨tzung zusa¨tzlich ein Reweighting–
Schritt erfolgen wu¨rde.
Bei einer t−Verteilung mit schweren Ra¨ndern schneidet die R–MCD–Regression besser ab als
der empfindliche KQ–Scha¨tzer. Dagegen ist die MLTS–Regression u¨berraschenderweise sogar
bei einer t−Verteilung mit 3 Freiheitsgraden noch weniger effizient als der KQ–Scha¨tzer.
Die Gro¨ßenunterschiede in den relativen Effizienzen fu¨r die beiden Stichprobenumfa¨nge lassen
sich durch das unterschiedliche Verha¨ltnis des Umfangs h der verwendeten Teilstichproben
zu N erkla¨ren. Die Scha¨tzung der Kovarianz fu¨r N = 21 beruht auf Teilstichproben vom
Umfang h = 16, d. h. es fließen 76.2% der Beobachtungen in die Scha¨tzung mit ein. Hinge-
gen werden bei einem Stichprobenumfang von N = 31 Teilstichproben vom Umfang h = 21,
d. h. nur 67.7% der Beobachtungen, genutzt. Fu¨r den klassischen Fall einer Normalverteilung
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ohne Ausreißer ist die relative Effizienz der MCD–basierten Regressionsscha¨tzer gegenu¨ber
dem KQ–Scha¨tzer umso kleiner, desto weniger Information der Stichprobe ausgenutzt wird.
Die relative Effizienz des RM–Funktionals gegenu¨ber dem KQ–Funktional sinkt wie erwar-
tet mit steigender Korrelation zwischen den Komponenten des Zielvektors. In den in der
Praxis relevanten Fa¨llen ist die relative Effizienz des RM–Funktionals gegenu¨ber dem KQ–
Scha¨tzer bei Normalverteilung ma¨ßig und bei einer t−Verteilung mit 3 Freiheitsgraden je-
doch ungefa¨hr genauso hoch. Der Stichprobenumfang hat fu¨r die betrachteten Werte bei
einer Normalverteilung keinen Einfluss, jedoch verbessert sich die Effizienz des RM bei der
t−Verteilung geringfu¨gig mit ho¨herem Stichprobenumfang.
Fu¨r moderat korrelierte Zielgro¨ßen haben der RM und das R–MCD–Regressionsfunktional
a¨hnliche Effizienz. Bei Normalverteilung und einem Stichprobenumfang von N = 31 ist
der RM hier sogar effizienter, und dies gilt auch noch bei geringen Korrelationen zwischen
den Zielgro¨ßen. Fu¨r sta¨rkere Korrelationen ist wegen der nicht vorhandenen affinen A¨qui-
varianz des RM eine Abnahme der relativen Effizienz festzustellen. Fu¨r die in der Praxis
relevanten Fa¨lle mit einer Blockabha¨ngigkeitsstruktur ist der Effizienzverlust des RM ge-
genu¨ber der robusten, affin a¨quivarianten R–MCD–Regression akzeptabel. Im Vergleich zur
MLTS–Regression ist der RM nur in den Fa¨llen mit sehr hohen Korrelationen zwischen allen
Variablen weniger effizient.
Wie in Abschnitt 5.2.2 bereits kurz angesprochen wurde, ist die exakte Berechnung affin a¨qui-
varianter Kovarianzscha¨tzer mit hohem Bruchpunkt sehr aufwendig. Fu¨r die exakte Bestim-
mung des MCD–Scha¨tzers im Rk muss die Kovarianzmatrix sa¨mtlicher (k+1)−elementigen
Teilstichproben der Datenmatrix untersucht werden. Die Anzahl solcher Teilstichproben ist
schon bei moderatem Stichprobenumfang sehr umfangreich und bedingt a¨ußerst lange Re-
chenzeiten. Bernholt und Fischer (2004) entwickeln einen Algorithmus zur Bestimmung des
MCD–Scha¨tzers in polynomieller Zeit O(Nk(k+3)/2). Eine exakte Bestimmung des MCD–
Scha¨tzers ist selbst bei einer Anwendung auf die Daten in kurzen Zeitfenstern im Online–
Monitoring zu zeitintensiv.
Ein schneller, aber heuristischer Algorithmus von Rousseeuw und Van Driessen (1999) er-
laubt eine approximative Berechnung des MCD–Scha¨tzers. Fu¨r kleine Datensa¨tze liefert der
Algorithmus typischerweise die optimale Teilstichprobe und die Fast–MCD–Approximation
(FMCD) stimmt mit dem exakten Scha¨tzer u¨berein. Aufgrund der zufa¨lligen Auswahl der
untersuchten Teilstichproben ko¨nnen dennoch wiederholt abweichende Lo¨sungen gefunden
werden. Dies ist trotz der kurzen Zeitfenster auch fu¨r die vorliegenden Daten festzustellen.
Die fu¨r einen Datensatz gescha¨tzten FMCD–Regressionskoeffizienten ko¨nnen sich somit bei
wiederholter Berechnung unterscheiden.
Eine unverzichtbare Eigenschaft bei der Approximation linearer Trends in den intensivmedi-
zinischen Zeitreihen ist eine hohe Robustheit der verwendeten Prozedur. So ko¨nnen bei den
stark fehlerbehafteten Vitalparametern in einem kurzen Zeitfenster in verschiedenen Variab-
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len und zu unterschiedlichen Zeitpunkten mehrfach einzelne Ausreißer als auch Gruppen von
Ausreißern auftreten. Der maximal mo¨gliche finite–sample Ersetzungs–Bruchpunkt fu¨r das
MCD–Regressionsfunktional im Modell (5.5) betra¨gt ε?N(TMCDreg,ZN) = b(N − k)/2c/N .
Fu¨r Stichproben, bei denen ho¨chstens k + 1 Beobachtungen in ein und demselben linea-
ren Unterraum des Rk+2 liegen, besitzt auch der affin a¨quivariante MLTS–Scha¨tzer diesen
maximal mo¨glichen Bruchpunkt. Damit erreichen diese Regressionsfunktionale bei großen
Stichprobenumfa¨ngen optimale finite–sample Bruchpunkte von bis zu 0.5.
Zur Einscha¨tzung der Robustheit der Prozeduren im Online–Monitoring, d. h. im Fall von
kleinen Stichprobenumfa¨ngen und gleichzeitig großer Anzahl von Variablen, sind in Tabel-
le 5.3 die maximal mo¨glichen finite–sample Bruchpunkte in Abha¨ngigkeit des Stichprobe-
numfangs N = 2w + 1 und der Dimension k des Zielvektors dargestellt. Bedingt durch
die notwendigerweise recht kurzen Zeitfenster und der relativ zum Stichprobenumfang N
hohen Dimension k des Zielvektors, fallen die maximal mo¨glichen finite–sample Bruchpunk-
te in der Online–Monitoring–Situation deutlich kleiner aus. Ein Bruchpunkt von 0.29 bei
neun Zielvariablen und einer Fensterla¨nge von 21 Beobachtungen bedeutet fu¨r das MCD–
Regressionsfunktional, dass nur fu¨nf beliebig schlechte Beobachtungen verkraftet werden,
bevor die Prozedur vo¨llig zusammenbrechen kann.
k =
N = 1 2 3 4 5 6 7 8 9 10
21 0.48 0.43 0.43 0.38 0.38 0.33 0.33 0.29 0.29 0.24
31 0.48 0.45 0.45 0.42 0.42 0.39 0.39 0.35 0.35 0.32
51 0.49 0.47 0.47 0.45 0.45 0.43 0.43 0.41 0.41 0.39
501 0.50 0.50 0.50 0.50 0.50 0.49 0.49 0.49 0.49 0.49
Tabelle 5.3: Maximal mo¨gliche finite–sample Bruchpunkte fu¨r die MCD–basierten Re-
gressionsfunktionale in Abha¨ngigkeit des Stichprobenumfangs N und Dimension k der
Zielgro¨ße bei einer univariaten Regressorvariablen
Gema¨ß der Bruchpunktdefinition (5.8) fu¨r Regressionsfunktionale im multivariaten Regres-
sionsmodell heißt die Scha¨tzung zusammengebrochen, wenn die Scha¨tzer fu¨r die Parameter
(α˜, B˜T)T an den Rand des Parameterraums geschoben werden. Der Scha¨tzer einer Kovarianz-
matrix Σ ∈ Rk×k heißt, grob gesprochen, zusammengebrochen, wenn der gro¨ßte Eigenwert
beliebig groß wird (Explosion) oder der kleinste Eigenwert Null annimmt (Implosion). Ei-
ne Implosion kann durch sogenannte Inlier herbeigefu¨hrt werden und bedeutet, dass die
Scha¨tzung zu einer singula¨ren Matrix degeneriert.
Die Frage ist nun, ob sich im multivariaten Regressionsproblem eine Implosion des MCD–
Scha¨tzers bei der MCD– oder der MLTS–Regression auf die Scha¨tzung der Regressionspara-
meter auswirkt. In diesem Fall wa¨re der finite–sample Bruchpunkt der Regressionsscha¨tzer
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jeweils 0, aber bedeutet die Implosion des in der Prozedur beno¨tigten Kovarianzscha¨tzers
einen Zusammenbruch der gesamten Regressionsscha¨tzung?
Beispielsweise betragen die robust gescha¨tzten Eintra¨ge in der Kovarianzmatrix fu¨r die Va-
rianz und Kovarianzen einer Variablen, die in einem Zeitfenster mindestens h identische
Beobachtungen besitzt, jeweils 0. Damit ist die MCD–Matrix singula¨r, und der MCD–
Scha¨tzer ist zusammengebrochen. Mit der MCD–Regression wird in diesem Fall jedoch
vernu¨nftigerweise fu¨r diese Variable die Steigung der zugeho¨rigen Regressionsgeraden auf
0 gescha¨tzt. Bei den robusten univariaten Regressionsmethoden ist diese sogenannte
”
ex-
act fit“–Eigenschaft durchaus erwu¨nscht. Gema¨ß der Bruchpunktdefinition in (5.8) bedeu-
tet die Implosion des verwendeten MCD–Scha¨tzers im multivariaten Regressionsproblem
nicht, dass auch der Regressionsscha¨tzer zusammengebrochen ist. Trotzdem betra¨gt der
finite–sample Ersetzungs–Bruchpunkt fu¨r das MCD–Regressionsfunktional bei dieser Stich-
probe ε?N(TMCD,ZN) = 0. Der maximale Bruchpunkt des MCD–Funktionals betra¨gt nur
ε?N(TMCD,ZN) = b(N − (k+m)+1)/2c/N unter der Voraussetzung, dass sich die Beobach-
tungen der Stichprobe ZN in allgemeiner Lage befinden. Dabei heißt eine Stichprobe ZN
mit Zi ∈ Rd, i = 1, . . . , N , in allgemeiner Lage, wenn in jeder Hyperebene des Rd ho¨chstens
d Punkte der Stichprobe liegen. Um sicherzustellen, dass die Bruchpunktaussagen fu¨r das
MCD–Funktional auch fu¨r das MCD–Regressionsfunktional gelten, wird daher auch im mul-
tivariaten Regressionsproblem die allgemeine Lage der Beobachtungen beno¨tigt.
Beim MLTS–Scha¨tzer fließt die maximale Anzahl g(ZN) der Beobachtungen, die in dem
gleichen linearen Unterraum des Rk+m+1 liegen, in die Bestimmung des finite–sample Er-
setzungs–Bruchpunkts fu¨r eine Stichprobe ZN mit ein. Fu¨r g(ZN)→ h, d. h. fu¨r eine zuneh-
mende Anzahl von Beobachtungen, die im gleichen linearen Unterraum des Rk+m+1 liegen,
sinkt der maximal mo¨gliche Bruchpunkt bis auf 0. Besitzt die Stichprobe h identische Be-
obachtungen, so ist bei der MLTS–Regression die Regularita¨tsbedingung g(ZN) < h zur
Vermeidung degenerierter Kovarianzmatrizen der Fehler verletzt, und der Scha¨tzer ist nicht
mehr wohldefiniert.
In der Regel wird im multivariaten Regressionsproblem vorausgesetzt, dass die Fehlerkovari-
anzmatrix vollen Rang k besitzt. Wenn mindestens h Beobachtungen auf einer Hyperebene
des Stichprobenraums liegen, wird durch die MCD–basierten Regressionsverfahren die Ko-
varianzmatrix der Fehler singula¨r gescha¨tzt. Die Scha¨tzung dieser Matrix befindet sich somit
am Rand des Parameterraums, und der zugeho¨rige Scha¨tzer gilt als zusammengebrochen. Im
multivariaten Regressionsmodell mit m = 1 fa¨llt in diesem Fall sozusagen mindestens eine
Dimension der Zielgro¨ße weg. Die Abha¨ngigkeitsbeziehungen zwischen der Einflussgro¨ße und
den Zielgro¨ßen kann in einem niedrigerdimensionalen Raum beschrieben werden. Falls die
Forderung nach einer Fehlerkovarianzmatrix mit vollem Rang wichtig ist und die Scha¨tzung
dieser Matrix in weiteren Analysen beno¨tigt wird, ko¨nnte diese Entartung im multivaria-
ten Regressionsproblem ebenfalls als Zusammenbruch der Regressionsprozedur aufgefasst
werden. Die Bruchpunktdefinition (5.8) mu¨sste dann so erweitert werden, dass neben der
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Biasbetrachtung fu¨r die gescha¨tzten Regressionsparameter gefordert wird, dass die Kovari-
anzmatrix der Fehler nicht singula¨r werden darf.
Hinsichtlich der Forderung, dass die Beobachtungen einer Stichprobe bei der Anwendung
MCD–basierter Regressionsverfahren im multivariaten Regressionsproblem in allgemeiner
Lage sein mu¨ssen, liefern letztlich vor allem die vorliegenden intensivmedizinischen Daten
die entscheidenden Argumente bei der Wahl einer geeigneten Regressionsprozedur. Eine Ana-
lyse der Zeitreihen in kurzen Zeitfenstern deckt Datenstrukturen auf, die zu gravierenden
praktischen Problemen fu¨hren. Diese Forderung der allgemeinen Lage bedeutet im Online–
Monitoring beispielsweise, dass in einem Zeitfenster nicht mehr als k + m Beobachtungen
einer Variablen den gleichen Wert annehmen du¨rfen oder dass nicht mehr als k + m Beo-
bachtungen einer Variablen kollinear zu den Beobachtungen einer anderen Variablen an den
gleichen Zeitpunkten sind. Diese Forderungen sind fu¨r Zufallsvariablen, die einer stetigen
Verteilung folgen, fast sicher erfu¨llt. Fu¨r die intensivmedizinischen Vitalparameter kann an-
genommen werden, dass die unterliegende multivariate Verteilung stetig ist, jedoch werden
die Beobachtungen nur auf einer diskreten Skala gemessen. Eine Untersuchung der vorlie-
genden Daten zeigt, dass die Beobachtungen in einem Zeitfenster ha¨ufig nicht in allgemeiner
Lage sind. Die finite–sample Bruchpunkte sind in der Regel also geringer als in Tabelle 5.3
angegeben.
Angenommen, der FMCD–Scha¨tzer wird basierend auf der optimalen Teilstichprobe vom
Umfang h = [(N+k+2)/2] bestimmt. Die gescha¨tzte Kovarianzmatrix degeneriert beispiels-
weise zu einer singula¨ren Matrix, falls mindestens h Beobachtungen auf einer Hyperebene des
Rk+1 liegen. Um die Ha¨ufigkeiten des Auftretens solcher Datenkonstellationen mit Zahlen zu
belegen, werden die neundimensionalen ha¨modynamischen Zeitreihen der 332 Patienten des
betrachteten Datenkollektivs genauer analysiert. Die untersuchten Zeitfenster betragen 15,
21 und 31 Minuten.
Fu¨r jeden Patientendatensatz wird dazu einzeln der Anteil der Zeitfenster der La¨nge N und
mit mindestens h identischen Beobachtungen in einer Variablen an der Gesamtheit aller
Zeitfenster dieser La¨nge bestimmt. In Abbildung 5.1 sind Boxplots fu¨r diese Anteile von
sa¨mtlichen untersuchten Zeitreihen dargestellt. U¨ber die 332 Patienten hinweg ist der Anteil
dieser Zeitfenster sehr variabel, wobei im Mittel ca. 30% der untersuchten Zeitfenster ent-
sprechende Datenkonstellationen aufweist. Mit wachsender Fensterla¨nge N nimmt der Anteil
sogar leicht zu, da die Gro¨ße der Teilstichproben h im Vergleich zu N langsamer wa¨chst.
Besonders fa¨llt ein Datensatz auf. Bei diesem Patienten werden fu¨r die Variablen Herzfre-
quenz und Puls fast u¨ber den ganzen Beobachtungszeitraum hinweg Werte von 80 bzw. 81
Schla¨gen pro Minute gemessen. Dies ist beispielsweise bei Patienten mit einem Herzschritt-
macher mo¨glich.
97
l l l
Fensterlänge
An
te
il 
d.
 F
en
st
er
 m
it 
m
in
d.
 h
 id
en
t. 
Be
ob
. e
in
er
 V
ar
ia
bl
en
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
15 21 31
Abbildung 5.1: Boxplots u¨ber den Anteil der Zeitfenster mit mindestens h = (N + 11)/2
identischen Beobachtungen fu¨r eine Variable bei Fensterla¨nge N = 15, 21 und 31
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Abbildung 5.2: Boxplots u¨ber den Anteil der Zeitfenster mit mindestens h = (N + 11)/2
kollinearen Beobachtungen bei Fensterla¨nge N = 15, 21 und 31
Eine zweite Ursache fu¨r die Scha¨tzung singula¨rer MCD–Kovarianzmatrizen ist die Kollinea-
rita¨t von mehr als h Beobachtungen eines Zeitfensters. Abbildung 5.2 zeigt Boxplots mit
dem Anteil der Zeitfenster, fu¨r die der FMCD–Algorithmus Kollinearita¨ten fu¨r mindestens
h Beobachtungen der Datenmatrix gefunden hat, jeweils an der Gesamtheit aller Zeitfenster
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der La¨nge N . Bei der Bestimmung solcher Kollinearita¨ten werden diejenigen Zeitfenster, in
denen der FMCD–Scha¨tzer bereits aufgrund zu vieler identischer Beobachtungen singula¨r
wird, ausgenommen. Fu¨r die Berechnungen fu¨r Abbildung 5.2 wurde die Software S-PLUS
4.5, unter Verwendung des Fortran–Codes fu¨r den FMCD (Rousseeuw und Van Driessen,
1999), genutzt. Der wahre Anteil von Zeitfenstern mit mindestens h kollinearen Beobach-
tungen liegt sogar etwas ho¨her, da wegen der zufa¨lligen Auswahl der Teilstichproben nicht
alle Fa¨lle entdeckt werden. Insgesamt liefert der FMCD–Scha¨tzer im Mittel in jedem dritten
Zeitfenster eine singula¨re, d. h. zusammengebrochene, Scha¨tzung der Kovarianzmatrix.
Wenn mehr als h Beobachtungen auf einer Hyperebene liegen, erfolgt mit dem FMCD–
Algorithmus die Bestimmung einer Gleichung dieser Hyperebene. Als FMCD–Scha¨tzung fu¨r
die Kovarianzmatrix wird in der Praxis anschließend die singula¨re empirische Kovarianz-
matrix aus sa¨mtlichen Beobachtungen der Datenmatrix, die in dieser Hyperebene liegen,
ausgegeben. Abha¨ngig von der Anzahl der Beobachtungen auf der ermittelten Hyperebene
fa¨llt der Bruchpunkt der Regressionsverfahren hier bis auf 0 ab.
Sollen im Modell (5.5) bei potentiell degenerierter Kovarianzmatrix der Fehler mit unbekann-
tem Rang r∗ ≤ k die Regressionsparameter trotzdem robust und affin a¨quivariant gescha¨tzt
werden, dann muss nach einem Ausweg gesucht werden.
Eine Lo¨sungsmo¨glichkeit besteht in der Scha¨tzung des Rangs r∗ und einer entsprechen-
den Transformation der Beobachtungen in den zugeho¨rigen r∗−dimensionalen Unterraum.
Dazu kann der Regressionsscha¨tzung eine robuste Hauptkomponentenanalyse vorgeschaltet
werden. Zur Gewinnung von Hauptkomponenten und Transformationsmatrix sind hier eine
robuste Projection–Pursuit basierte Hauptkomponentenanalyse (Li und Chen, 1985; Croux
und Ruiz–Gazen, 1996, 2004) oder eine Kombination dieses Verfahrens mit robuster Ko-
varianzscha¨tzung, der robusten Hauptkomponentenanalyse ROBPCA (Hubert, Rousseeuw
und Vanden Branden, 2004) geeignet. Mit diesen Methoden ko¨nnen insbesondere Situatio-
nen erkannt werden, in denen ein Großteil der Beobachtungen auf einer Hyperebene liegt.
Basierend auf den Hauptkomponenten ist mittels einer MCD– oder MLTS–Regression eine
robuste Scha¨tzung der Regressionsparameter im Rr∗ mo¨glich. Diese mu¨ssen anschließend
wieder in den Rk zuru¨ck transformiert werden. In der Praxis erweist sich dieses Vorgehen fu¨r
das Online–Monitoring als problematisch, da neben den approximativen Algorithmen vor
allem die langen Rechenzeiten nachteilig sind.
Eine ad–hoc Lo¨sung, die im Data Mining zur Erkennung verborgener Strukturen in hochdi-
mensionalen Daten gebra¨uchlich ist, ist die Addition eines geringfu¨gigen Rauschens zu den
Beobachtungen. So fu¨gt Koivunen (1996) diskret gemessenen Beobachtungen, die auf eine
Einheit genau gemessen werden, ein gleichverteiltes Rauschen aus dem Intervall [−0.5, 0.5]
zu, um einen robusten multivariaten Filter basierend auf dem MCD–Lokationsscha¨tzer an-
wenden zu ko¨nnen. Bei der robusten Scha¨tzung der Kovarianz werden damit durch Inlier
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hervorgerufene singula¨re Matrizen vermieden. Die Scha¨tzung der Regressionsparameter er-
folgt hierbei weiterhin im Rk, obwohl sa¨mtliche Information aus den Daten im Rr∗ , r∗ ≤ k,
enthalten ist. Ein Vergleich der Gu¨te der MCD–Scha¨tzung im Rr∗ mit der MCD–Scha¨tzung
auf Basis der weit unterhalb der Messgenauigkeit verrauschten Daten im Rk zeigt in Simu-
lationen geringere mittlere quadratische Fehler fu¨r die Scha¨tzer aus den zufa¨llig verrausch-
ten Beobachtungen. Dies scheint zuna¨chst paradox, ist aber u¨ber die ho¨here Dimension
zu erkla¨ren. Die relative Effizienz des MCD–Scha¨tzers, wie auch anderer robuster Kovari-
anzscha¨tzer, nimmt na¨mlich mit zunehmender Dimension zu (Croux und Haesbroeck, 1999).
Diese Eigenschaft u¨bertra¨gt sich auf MCD–basierte Parameterscha¨tzer in Regressionsmodel-
len (Croux, Dehon, Rousseeuw und Van Aelst, 2001; Rousseeuw, Van Aelst, Van Driessen
und Agullo´, 2004; Agullo´, Croux und Van Aelst, 2001), sogar wenn zusa¨tzliche zufa¨llige Va-
riablen mit hinzugenommen werden.
Wie Simulationen weiter zeigen, hat das zufa¨llige Rauschen, selbst wenn es weit unterhalb
der Messgenauigkeit gewa¨hlt wird, einen erheblichen Einfluss auf die Wahl der optimalen
Teilstichprobe bei der Bestimmung des MCD–Scha¨tzers (vgl. Anhang C). Gerade bei der
Analyse von Daten aus der Intensivmedizin scheint es allerdings verfehlt, den Zufall u¨ber die
Auswahl der Beobachtungen und damit u¨ber die zum Teil ho¨chst unterschiedlichen Scha¨tzun-
gen der unbekannten Parameter entscheiden zu lassen.
Insgesamt erweist sich die Findung eines geeigneten Regressionsverfahrens im multivaria-
ten Online–Monitoring als eine schwierige Aufgabe. Die obige Diskussion zeigt, dass sich
die Forderungen nach affiner A¨quivarianz, hoher Robustheit und schnellen Rechenzeiten
der Regressionsverfahren bei den beno¨tigten kleinen Stichprobenumfa¨ngen und der beson-
deren Struktur der vorliegenden Daten nicht gleichzeitig erfu¨llen lassen. Die MCD–basierten
Scha¨tzer besitzen zwar einige der gewu¨nschten Eigenschaften, jedoch ist zum einen ihre
Berechnung schwierig und zum anderen ist die Skala, auf der die intensivmedizinischen Va-
riablen erhoben werden, zu diskret, um diese Verfahren anwenden zu ko¨nnen.
Die Forderungen nach einer hohen Robustheit oder nach kurzen Rechenzeiten ko¨nnen nicht
aufgegeben werden, jedoch wird die affine A¨quivarianz hauptsa¨chlich fu¨r die Effizienz der
Verfahren beno¨tigt. Daher ist zu u¨berlegen, ob eine gesonderte robuste univariate Approxi-
mation der linearen Trends fu¨r jede der k Zielvariablen eine akzeptable Alternative darstellt.
Die Untersuchungen zum Effizienzverlust bei Verwendung des univariaten RM–Funktionals
im multivariaten Regressionsproblem zeigen, dass der RM–Scha¨tzer fu¨r moderate Korrelatio-
nen zwischen den Komponenten des Zielvektors durchaus konkurrenzfa¨hig ist. Ein weiterer
Vorteil des RM ist die Unempfindlichkeit gegenu¨ber kleinen A¨nderungen in den Daten. So
zeigt Schettlinger (2004), dass der univariate LTS–Scha¨tzer wie der LMS–Scha¨tzer zu Insta-
bilita¨ten neigt. Ein a¨hnliches Verhalten ist daher auch fu¨r den MLTS–Scha¨tzer zu erwarten.
Die Approximation der unbekannten Parameter im Modell (5.5) basiert daher im folgenden
auf der Verwendung des univariaten RM–Scha¨tzers.
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5.2.4 Modifikation der gewa¨hlten Regressions-
methode
In Kapitel 5.2.3 wurden verschiedene Verfahren zur lokalen Approximation der unbekannten
Parameter (µ(t),β(t)) im Modell X(t+ s) = µ(t) +β(t)s+ ε(s; t) +η(s; t), s = −w, . . . , w,
eingehend betrachtet. Fu¨r die diskret gemessenen ha¨modynamischen Variablen wird als
Schlussfolgerung der Diskussion vorgeschlagen, fu¨r jede Variable die Parameter gesondert
durch eine univariate Regression mit dem Repeated Median zu approximieren. Diese Metho-
de ist sehr robust, aber nicht affin a¨quivariant und bei hohen Korrelationen zwischen den
einzelnen Variablen der multivariaten Zeitreihe nur ma¨ßig effizient.
Fu¨r die Reduktion der approximierten Signale auf wenige Komponenten ist in den folgenden
Kapiteln insbesondere der in den einzelnen kurzen Zeitfenstern gescha¨tzte Steigungsparame-
ter β(t) von Interesse. Eine sorgfa¨ltige deskriptive Analyse der mittels des RM gescha¨tzten
lokalen Steigungsparameter βˆ(t), t = w + 1, . . . , T − w, fu¨r sa¨mtliche Zeitfenster der La¨nge
2w + 1 einer ha¨modynamischen Zeitreihe zeigt eine auffa¨llige Verteilung dieser Werte. Ex-
emplarisch wird dies hier anhand der Scha¨tzungen fu¨r eine Zeitreihe des Datenkollektivs
mit einer La¨nge von ca. 6400 Zeitpunkten dargestellt. In einem gleitenden Fenster von 21
Beobachtungen wird fu¨r den diastolischen arteriellen Blutdruck jeweils die lokale Steigung
mittels des RM gescha¨tzt. Abbildung 5.3 zeigt ein Streudiagramm dieser gescha¨tzten lokalen
Steigungsparameter βˆ(t) gegen die um einen Zeitpunkt verschobenen Scha¨tzungen βˆ(t+1).
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Abbildung 5.3: Streudiagramm der in einem gleitenden Fenster von 21 Beobachtungen
mittels RM gescha¨tzten Steigungsparameter βˆ(t) gegen βˆ(t + 1) fu¨r den diastolischen
Blutdruck eines Patienten, Ausschnitt (links) und vergro¨ßerter Ausschnitt (rechts)
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Wie erwartet sind die Scha¨tzungen der lokalen Steigungsparameter fu¨r aufeinanderfolgende
Zeitfenster hoch korreliert. Außerdem ist eine starke Ha¨ufung der Scha¨tzungen mit einem
Wert von 0 zu erkennen. In insgesamt 27% aller Zeitfenster wird fu¨r den diastolischen Blut-
druck dieses Patienten eine lokale Steigung von 0 gescha¨tzt. Auffa¨llig ist auch ein schmales
Intervall um die 0, in dem weitaus weniger Punkte liegen. Eine genauere Untersuchung der
empirischen Verteilung der gescha¨tzten Steigungen fu¨r mehrere ha¨modynamische Variablen
und mehr Patienten zeigt ein eher diskretes Verhalten. Dies ist wiederum auf die diskrete
Messung der intensivmedizinischen Daten zuru¨ckzufu¨hren.
In der o¨konometrischen Zeitreihenanalyse ist bekannt, dass eine hohe Diskretheit bei der
Messung von Aktienkursen zu besonderen strukturellen Mustern fu¨hren kann. Wenn Ak-
tienrenditen mit einer Einheit Zeitverzug gegeneinander abgetragen werden, zeigt sich im
allgemeinen ein Muster, das an eine Kompass–Rose (compass rose pattern) erinnert (Crack
und Ledoit, 1996; Kra¨mer und Runde, 1997). In einem Streudiagramm der prozentualen
A¨nderungen von x(t− 1) auf x(t) der ha¨modynamischen Zeitreihen la¨sst sich das Kompass–
Rosen–Muster ebenfalls wiederfinden. Bedingung fu¨r das Auftreten dieser Struktur sind ge-
ringe minu¨tliche A¨nderungen der gemessenen Vitalparameter relativ zum Niveau, die Dis-
kretheit dieser A¨nderungen und ein großes Spektrum mo¨glicher Auspra¨gungen.
Gleichermaßen macht sich die Diskretheit bei der Bestimmung der RM–Steigungen bemerk-
bar. Bei einer Bestimmung der RM–Steigung gema¨ß (5.2) fu¨r eine ungerade Anzahl 2w + 1
von Zeitpunkten in einem Datenfenster wird der a¨ußere Median durch das arithmetische
Mittel zweier Steigungs–Quotienten bestimmt. Der Nenner dieser Quotienten stammt aus
der Menge {1, . . . , 2w}, im Za¨hler stehen mit den Differenzen zwischen den Beobachtungen
des Zeitfensters ganze Zahlen, deren Betrag bei geringen A¨nderungen der Beobachtungen in
einem Zeitfenster meist recht klein ist. Auch die lokalen Steigungen, die mit Hilfe des LMS
oder der Deepest Regression–Methode (Rousseeuw und Hubert, 1999; Gather, Schettlinger
und Fried, 2004) gescha¨tzt werden, zeigen bei den diskret gemessenen Daten eine nahezu
diskrete empirische Verteilung. Dagegen haben die Steigungen, die mittels der KQ– oder
LTS–Regression bestimmt werden, eine fast stetige empirische Verteilung. Eine genauere
Analyse der Zusammenha¨nge zwischen der diskreten Messung der Beobachtungen und den
Auswirkungen auf die Verteilung der gescha¨tzten Steigungen geht u¨ber den Rahmen dieser
Arbeit hinaus, ist aber eine interessante Aufgabe. Wenn basierend auf den Scha¨tzungen der
lokalen Steigungen weitere statistische Analysen erfolgen sollen, ist die diskrete Verteilung
eine unerwu¨nschte Eigenschaft.
Soll die Approximation der Signale im Online–Monitoring dennoch basierend auf dem RM
erfolgen, so ist eine Modifikation der Scha¨tzprozedur, wie sie Bernholt, Fried, Gather und
Wegener (2004), Fried (2004b) und Gather und Fried (2004) fu¨r die Approximation univaria-
ter Signale betrachten, sinnvoll. Basierend auf einem Ansatz von Lee und Kassam (1985) in
einem Lokations–Skalen–Modell wird die wiederholte Anwendung einer linearen Regression
in ineinander geschachtelten Zeitfenstern vorgeschlagen. Dabei wird der lineare Trend in ei-
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nem inneren Zeitfenster {t−v, . . . , t+v} zuna¨chst mit Hilfe des RM–Scha¨tzers approximiert,
so dass mit (5.2) und (5.3) Scha¨tzungen µˆ(t) und βˆ(t) resultieren. Mit einem robusten Skalen-
funktional σ(·) wird die Varianz der Residuen r(t+s) = x(t+s)−µˆ(t)−sβˆ(t), s = −v, . . . , v,
der Regressionsanpassung gescha¨tzt (Gather und Fried, 2003). In einem a¨ußeren Fenster
{t − w, . . . , t + w}, v ≤ w, das mit dem inneren Zeitfenster identisch sein kann, werden
anschließend diejenigen Beobachtungen bestimmt, deren absoluten Residuen r(t+ s) kleiner
oder gleich einem bestimmten Vielfachen der Skalenscha¨tzung σˆr(t) sind. Alle Zeitpunkte
t+ s mit s ∈ St = {s = −w, . . . , w : |r(t+ s)| ≤ cσˆr(t)}, c beliebig gewa¨hlt, werden schließ-
lich in einer zweiten linearen Regression gegen die Zeit beru¨cksichtigt. Da Ausreißer und
Artefakte die Scha¨tzung in diesem zweiten Regressionsschritt kaum beeinflussen, kann hier-
zu eine klassische KQ–Regression verwendet werden (vgl. auch Bernholt, Fried, Gather und
Wegener, 2004). Die hier beschriebene Prozedur wird im folgenden als univariate getrimmte
RM–KQ–Regression (TRM–KQ–Regression) bezeichnet.
Bei einem leichten Effizienzgewinn ist diese Modifikation der univariaten Signalextraktions-
prozedur Lokations– und Skalen–a¨quivariant, Trend–invariant (Fried, Bernholt und Gather,
2004) und fast ebenso robust wie der RM bei einem finite–sample Ersetzungs–Bruchpunkt
von bN/2c/N (Bernholt, Fried, Gather und Wegener, 2004). Genauso wie fu¨r den RM wird
bei einem Update des TRM–KQ–Filters nur O(N) Zeit beno¨tigt, wenn die zum Trimmen
beno¨tigte Skalenscha¨tzung mit dem MAD erfolgt. Ein weiterer Vorteil besteht darin, dass
die empirische Verteilung der so gewonnenen Scha¨tzungen der lokalen Steigungsparameter
nicht la¨nger diskret ist, wie Abbildung 5.4 fu¨r das oben diskutierte Beispiel zeigt.
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Abbildung 5.4: Streudiagramm der in einem gleitenden Fenster von 21 Beobachtungen
(a¨ußeres Fenster = inneres Fenster) mittels der TRM–KQ–Prozedur gescha¨tzten Stei-
gungsparameter βˆ(t) gegen βˆ(t + 1) fu¨r den diastolischen Blutdruck eines Patienten,
Ausschnitt (links) und vergro¨ßerter Ausschnitt (rechts)
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Fu¨r das Problem der multivariaten Signalextraktion bietet es sich an, ebenso eine solche
Prozedur mit ineinander geschachtelten Zeitfenstern zu nutzen. Eine gesonderte univariate
RM–Scha¨tzung gefolgt von einer univariaten Skalenscha¨tzung fu¨r die Residuen und einer va-
riablenweisen KQ–Regression basierend auf unterschiedlich getrimmten Beobachtungen ist
fu¨r die korrelierten Komponenten einer multivariaten Zeitreihe jedoch zu vermeiden. Durch
die Verwendung komponentenweiser Verfahren ko¨nnen beim Trimmen Ausreißer bezu¨glich
der multivariaten Abha¨ngigkeitsstruktur unentdeckt bleiben. So ist es wu¨nschenswert, die
Korrelationsstruktur der Daten mo¨glichst weitgehend auszunutzen. Fu¨r die multivariate Si-
gnalextraktion im Online–Monitoring ha¨modynamischer Variablen wird hier daher folgende
Prozedur vorgeschlagen:
1. Bestimme in jedem Zeitfenster {t−w, . . . , t+w} mit Hilfe des RM–Funktionals TRM =
(µ˜(t), β˜(t)) fu¨r jede Variable Xj(·), j = 1, . . . , k, einen Scha¨tzer fu¨r das lokale Niveau
µj(t) und die lokale Steigung βj(t), d. h.
β˜RMj (t) = meds∈{−w,...,w}
(
medv 6=s,v∈{−w,...,w}
xj(t+ s)− xj(t+ v)
s− v
)
,
µ˜RMj (t) = meds∈{−w,...,w}
(
xj(t+ s)− β˜RM(t)s
)
.
Fasse diese Scha¨tzungen in Vektoren zusammen zu β˜
RM
(t) = (β˜RM1 (t), . . . , β˜
RM
k (t))
T
und µ˜RM(t) = (µ˜RM1 (t), . . . , µ˜
RM
k (t))
T.
2. Bestimme in dem betrachteten Zeitfenster die Residuen der Regressionsanpassung
gema¨ß r(t + s) = x(t + s) − µ˜RM(t) − sβ˜RM(t), s = −w, . . . , w, und fasse diese
als multivariate Stichprobe auf.
3. Scha¨tze aus den Residuen r(t+ s), s = −w, . . . , w, mit Hilfe eines robusten Scha¨tzers
eine lokale Kovarianzmatrix Σ˜(t) der Fehler.
4. Bestimme die Menge der Zeitpunkte des Datenfensters, deren Residuen bezu¨glich der
lokalen Kovarianzstruktur einen Mahalanobisabstand haben, der kleiner als ein vorge-
gebener Wert dN ist, d. h. St = {s = −w, . . . , w : r(t+ s)TΣˆ(t)−1r(t+ s) ≤ dN}.
5. Fu¨hre auf Basis der Beobachtungen der getrimmten Stichprobe {(t+s,x(t+s)), s ∈ St}
eine multivariate KQ–Regression durch und erhalte mit β˜
TRM−KQ
(t) und µ˜TRM−KQ(t)
Scha¨tzer fu¨r die lokale Steigung und das lokale Niveau des betrachteten Zeitfensters.
Eine Regressionsscha¨tzung gema¨ß dieser Prozedur wird im folgenden als multivariate TRM–
KQ–Regression bezeichnet.
In Schritt 3 muss die robuste Scha¨tzung einer Kovarianzmatrix Σ(t) der Residuen auf Basis
einer kleinen Stichprobe erfolgen. In Abschnitt 5.2.3 hat sich hierbei gezeigt, dass diese Ma-
trix aufgrund von Inliern bei einer robusten Scha¨tzung ha¨ufig singula¨r werden kann und dass
hoch robuste, affin a¨quivariante Scha¨tzer, wie der FMCD–Scha¨tzer, in dieser Situation im
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Online–Monitoring weniger gut geeignet sind. Ein robuster, aber nicht affin a¨quivarianter Ko-
varianzscha¨tzer, wie beispielsweise der orthogonalisierte Gnanadesikan–Kettenring–Scha¨tzer
(OGK–Scha¨tzer; Maronna und Zamar, 2002) kann hier eine schnell zu berechnende Alterna-
tive darstellen.
Der Kovarianzscha¨tzer aus Gnanadesikan und Kettenring (1972) nutzt fu¨r ein Paar von Zu-
fallsvariablenX und Y und einen univariaten Skalenscha¨tzer σ(·) die Gleichheit Cov(X, Y ) =
(σ(X + Y )2 − σ(X − Y )2)/4. Maronna und Zamar (2002) modifizieren den entsprechenden
auf paarweisen, robusten Gnanadesikan–Kettenring–Kovarianzen basierenden Scha¨tzer der
Kovarianzmatrix so, dass eine positiv definite und approximativ affin a¨quivariante Matrix re-
sultiert. Zur Bestimmung des OGKσ–Scha¨tzers fu¨r Stichprobenvariablen X1, . . . ,XN ∈ Rk,
und ein robustes univariates Skalenfunktional σ(·) sind die folgenden Schritte no¨tig:
1. Skaliere die Stichprobenvariablen durch Y =XD−1 mitD = diag(σ(X1), . . . , σ(Xk)).
2. Bestimme eine robuste Korrelationsmatrix R von X durch die Anwendung des GK-
Scha¨tzers auf die Spalten der skalierten Variablen Y , d. h. Rjj = 1 und Rij = (σ(Yi +
Yj)
2 − σ(Yi − Yj)2)/4, i 6= j.
3. Fu¨hre eine Eigenwertzerlegung R = EΛET durch, wobei Λ = diag(λ1, . . . , λk) die
geordneten Eigenwerte und E die zugeho¨rigen Eigenvektoren von R entha¨lt.
4. Mit A = DE und Z = X(AT)−1 sowie Γ = diag(σ(Z1)2, . . . , σ(Zk)2) definiere den
OGKσ–Scha¨tzer durch OGKσ(X) = AΓA
T.
Aufgrund von Inliern oder Kollinearita¨ten kann eine hochrobuste univariate Skalenscha¨tzung
mittels σ˜(·) in den Schritten 1 oder 4 fu¨r einige der Variablen Xj, j = 1, . . . , k, bzw.
Zj, j = 1, . . . , k, den Wert Null annehmen. Eine vernu¨nftige Scha¨tzung der Varianz wird
jedoch zum Trimmen der Beobachtungen beno¨tigt, wobei die gescha¨tzte Kovarianzmatrix
invertiert werden muss. Um bei sehr vielen Inliern eine Implosion der Skalenscha¨tzung zu
vermeiden, kann in diesen Fa¨llen die Scha¨tzung auf eine sehr kleine, von Null verschiedene
untere Schranke gesetzt werden. Bei der Bestimmung des OGKσ−Scha¨tzers wird hier fu¨r die
univariate Skalenscha¨tzung durch σ(·) die Vorschrift
σ(·) = max(σ˜(·), δ) (5.10)
verwendet, wobei σ˜(·) ein hochrobustes Skalenfunktional mit einem Bruchpunkt von 50% ist
und δ eine sinnvolle untere Schranke fu¨r die Variabilita¨t darstellt. Dabei muss δ so gewa¨hlt
werden, dass die Matrix mit Ru¨cksicht auf die Toleranzschranke der verwendeten Software
invertiert werden kann. Eine Analyse der hochrobust gescha¨tzten Variabilita¨t der Residuen
nach lokalen RM–Anpassungen an die ha¨modynamischen Beobachtungen zeigt, dass die von
Null verschiedenen Scha¨tzungen in der Regel kaum Werte kleiner als δ = 0.02 annehmen.
Die auf (5.10) basierende OGKσ−Scha¨tzung garantiert die Invertierbarkeit der gescha¨tzten
Kovarianzmatrix. Dabei stellt die Abscha¨tzung der Variabilita¨t durch δ keine Einschra¨nkung
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fu¨r die Erkennung von Ausreißern dar, sondern bietet eine praktikable Lo¨sung fu¨r das lokale
multivariate Trimmen bei der Signalextraktion im Online–Monitoring.
Verschiedene hochrobuste univariate Skalenfunktionale fu¨r die Scha¨tzung der Variabilita¨t in
kleinen Stichproben diskutieren Gather und Fried (2003) hinsichtlich der Anwendung im
Online–Monitoring. In dieser Arbeit werden zur Bestimmung des OGK–Scha¨tzers fu¨r das
Skalenfunktional σ˜(·) nur der MAD σMAD = cMADN med(|x1− µ˜|, . . . , |xN − µ˜|) und der QN–
Scha¨tzer (Rousseeuw und Croux, 1993) σQN = c
QN
N {|xi − xj| : 1 ≤ i < j ≤ N}(h), h =(
[N/2]+1
2
)
betrachtet. Die Konstanten cMADN und c
QN
N werden bei einem Stichprobenumfang
von N fu¨r die Konsistenz der Scha¨tzer bei einer Standardnormalverteilung beno¨tigt. Vorteil
des MAD ist, dass er in O(logN) Zeit updatefa¨hig ist. Den QN–Scha¨tzer empfehlen Ma
und Genton (2001) im Zusammenhang mit dem GK–Scha¨tzer, und Gather und Fried (2003)
finden ein gutes Verhalten sowohl bei Inliern als auch bei Niveaua¨nderungen.
In Schritt 4 der multivariaten Signalextraktionsprozedur werden die Beobachtungen be-
stimmt, deren Residuen einen zu großen Mahalanobisabstand haben. Dazu wird eine Schran-
ke dN beno¨tigt, beispielsweise dN = χ
2
k(β), wobei χ
2
k(β) das β−Quantil einer χ2−Verteilung
mit k Freiheitsgraden darstellt. Alternativ kann dN fu¨r jedes Zeitfenster leicht adaptiert wer-
den durch dN = χ
2
k(β)med(d(−w), . . . , d(w))/χ2k(0.5) und d(s) = r(t+s)TΣˆ(t)−1r(t+s), s =
−w, . . . , w, (Maronna und Zamar, 2002).
Eine Implosion des OGKσ−Scha¨tzers wird durch die Wahl von σ(·) gema¨ß (5.10) verhin-
dert. Damit muss bei einer Bruchpunktbetrachtung nur die Explosion des Scha¨tzers unter-
sucht werden. Maronna und Zamar (2002) zeigen, dass der maximal mo¨gliche finite–sample
Explosions–Bruchpunkt des OGK–Scha¨tzers dem maximalen Explosions–Bruchpunkt des
verwendeten univariaten Skalenscha¨tzers σ(·) entspricht. Fu¨r den OGKσ−Scha¨tzer auf Basis
des MAD oder des QN–Scha¨tzers ist damit ein maximaler Bruchpunkt von 50% mo¨glich.
Der OGKσ−Scha¨tzer ist hochrobust, flexibel und schnell zu berechnen, aber nicht affin
a¨quivariant. A¨hnlich zu den Untersuchungen von Maronna und Zamar (2002) soll daher
im folgenden der OGKσ−Scha¨tzer basierend auf dem MAD und dem QN–Scha¨tzer mit der
empirischen Kovarianzmatrix und dem FMCD–Scha¨tzer bei kleinen Stichprobenumfa¨ngen
verglichen werden. Bei der Beurteilung der Gu¨te der Scha¨tzung von Matrizen interessiert
vor allem die Form der wahren Matrix Σ. Daher wird hier ein Gu¨temaß zur Messung der
Spherizita¨t beno¨tigt. Eine Mo¨glichkeit ist die Verwendung eines Maßes ϕ, das die Spherizita¨t
von Σ−1/2ΣˆΣ−1/2 mißt, wobei Σˆ ein Scha¨tzer fu¨r Σ ist. Als Maß ϕ wird hier die Konditi-
onszahl cond(Σ) = ||Σ||2||Σ−1||2 von Σ genutzt. Dieses Gro¨ße gibt die mittlere Abweichung
der Scha¨tzung mittels Σˆ an und ist dabei invariant unter affinen Transformationen.
In der Simulationsstudie werden kleine Stichprobenumfa¨nge mit N = 21, 31 und N = 100
betrachtet. Die Beobachtungen werden aus neundimensionalen Normalverteilungen mit Er-
wartungswert 0 und Kovarianzmatrizen Σ1,Σ6 und Σ9 aus Abschnitt 5.2.3 erzeugt. Zusa¨tz-
lich werden kontaminierte Stichproben generiert, bei denen (1− ε)N, ε fest, Beobachtungen
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aus den obigen Normalverteilungen stammen und jeweils εN Beobachtungen aus einer Nor-
malverteilung mit N (lΣ1/2j vj, τ 2Σj), j = 1, 6, 9, wobei vj den normierten Eigenvektor des
kleinsten Eigenwerts von Σj bezeichnet. Fu¨r τ wird τ = 0.1 gewa¨hlt, so dass die konta-
minierten Beobachtungen anna¨hernd auf einen Punkt fallen, und fu¨r l werden verschiedene
Fa¨lle betrachtet, wobei l ∈ {5, 7, 10, 15, 20, 40}.
Fu¨r jede Stichprobe wird mit jedem der betrachteten Scha¨tzfunktionale die Kovarianzma-
trix Σ gescha¨tzt, wobei jeweils der Logarithmus der Konditionszahl von Σ−1/2ΣˆΣ−1/2 fest-
gehalten wird. Im Idealfall ist diese Matrix die Einheitsmatrix Ik, und die logarithmierte
Konditionszahl betra¨gt 0. Zu beachten ist, dass die Konditionszahlen der empirischen Ko-
varianzmatrix und des FMCD wegen der affinen A¨quivarianz von der Korrelationsstruktur
zwischen den Variablen unabha¨ngig sind.
Abbildung 5.5 zeigt die Mediane der logarithmierten Konditionszahlen fu¨r die verschiedenen
Scha¨tzfunktionale und Verteilungen fu¨r den Stichprobenumfang N = 21. Die rot eingefa¨rb-
ten Dreiecke stehen fu¨r die Ergebnisse der nicht–kontaminierten Beobachtungen, wobei fu¨r
die OGKσ−Scha¨tzer von links nach rechts die Konditionszahlen fu¨r die Kovarianzstrukturen
Σ1,Σ6 und Σ9 dargestellt sind. Die schwarzen Kreise stehen fu¨r die Konditionszahlen bei ei-
ner Verschmutzung der Stichproben mit einem festen Kontaminationsanteil von 20%, wobei
die kontaminierten Beobachtungen mit dem Faktor l unterschiedlich weit herausgeschoben
werden.
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Abbildung 5.5: Gu¨te der Kovarianzscha¨tzungen bei verschiedenen Normalverteilungen oh-
ne (rot) und mit (schwarz) Kontamination bei einem Stichprobenumfang von N = 21
(links) und Gu¨te der OGK–Scha¨tzungen unter zufa¨lligen Transformationen (rechts)
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Es ist zu erkennen, dass die OGKσ−Scha¨tzer ohne Kontamination fast so gut abschnei-
den wie die empirische Kovarianzmatrix, wobei die Gu¨te der Scha¨tzung bei Korrelationen
zwischen den Variablen leicht abnimmt. Der FMCD–Scha¨tzer schneidet bei dem geringen
Stichprobenumfang jeweils am schlechtesten ab. Wa¨hrend die empirische Kovarianzmatrix
von den kontaminierten Beobachtungen stark beeinflusst wird, fa¨llt der Einfluss auf die
OGKσ−Scha¨tzer gering aus. Gegenu¨ber dem OGKMAD–Scha¨tzer hat der OGKQN−Scha¨tzer
leichte Vorteile.
A¨hnliche Aussagen gelten auch fu¨r Stichprobenumfa¨nge von N = 31 und N = 100 (vgl.
Abbildungen D.1 und D.2 in Anhang D). Hier ist auch zu sehen, dass der FMCD–Scha¨tzer
mit zunehmendem Stichprobenumfang bessere Ergebnisse liefert.
Von Interesse ist vor allem, wie stark sich das Fehlen affiner A¨quivarianz auf die OGKσ–
Scha¨tzung auswirkt. Dazu werden die Stichproben aus der obigen Simulationsstudie zusa¨tz-
lich mittels zufa¨llig generierten orthogonalen Matrizen transformiert (vgl. Maronna und Za-
mar, 2002). Anschließend wird die Gu¨te der Kovarianzscha¨tzung durch die OGKσ−Scha¨tzer
unter Transformationen mit Hilfe der Konditionszahlen gemessen. Die Mediane der logarith-
mierten Konditionszahlen sind jeweils rechtsseitig in den Abbildungen 5.5, D.1 und D.2 dar-
gestellt. In allen Fa¨llen sind die entsprechenden Konditionszahlen gro¨ßer als fu¨r die Scha¨tzun-
gen ohne Transformation. Es macht sich somit deutlich bemerkbar, dass die OGKσ−Scha¨tzer
nicht a¨quivariant sind. Jedoch schneiden die OGKσ−Scha¨tzungen unter Transformationen
fu¨r einen Stichprobenumfang von N = 21 immer noch besser ab als der FMCD–Scha¨tzer.
Dieser Vorteil der OGKσ−Scha¨tzer gegenu¨ber dem FMCD–Scha¨tzer verliert sich bei Zunah-
me des Stichprobenumfangs. Insgesamt bleibt aufgrund der Ergebnisse festzuhalten, dass
insbesondere der OGKQN−Scha¨tzer bei kleinen Stichprobenumfa¨ngen, so wie sie im Online–
Monitoring beno¨tigt werden, zu empfehlen ist.
Zur Beurteilung der Effizienz der univariaten und multivariaten TRM–KQ–Regressionspro-
zeduren wurde die Simulationsstudie aus Kapitel 5.2.3 unter den gleichen Bedingungen um
diese Verfahren erweitert. Die Tabellen 5.4 und 5.5 geben zum einen die relativen Effizien-
zen einer gesonderten TRM–KQ–Regression (Bernholt, Fried, Gather und Wegener, 2004)
basierend auf dem MAD und dem QN−Scha¨tzer fu¨r jede Variable der multivariaten Stich-
proben relativ zur KQ–Regression wieder. Dabei entspricht die La¨nge des a¨ußeren Fensters
der des inneren Fensters. Beim univariaten Trimmen wird eine Schranke von 2σ˜MAD(t) bzw.
2σ˜Qn(t) gewa¨hlt. Außerdem werden die relativen Effizienzen der multivariaten TRM–KQ–
Regressionsprozedur auf Basis des OGKMAD– und des OGKQN−Scha¨tzers angegeben. Die
Schranke beim multivariaten Trimmen lautet dN = χ
2
9(0.95)med(d(−w), . . . , d(w))/χ29(0.5)
mit d(s) = r(t+ s)TΣˆ(t)−1r(t+ s), s = −w, . . . , w.
Im Vergleich zur RM–Regression (vgl. Tabellen 5.1 und 5.2) schneiden die univariaten TRM–
KQ–Verfahren hinsichtlich der relativen Effizienz gegenu¨ber dem KQ–Scha¨tzer jeweils etwas
besser ab. Da die univariaten TRM–KQ–Regressionsprozeduren angewendet auf die einzelnen
Komponenten eines multivariaten Zielvektors nicht affin a¨quivariant sind, sinkt die Effizienz
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Fall 1 2 3 4 5 6 7 8 9 10
univ. TRM(MAD)–KQ–Regression relativ zu KQ–Regression
N = 21 0.745 0.724 0.671 0.603 0.495 0.396 0.635 0.582 0.536 0.504
N = 31 0.757 0.729 0.680 0.614 0.514 0.424 0.647 0.597 0.550 0.524
univ. TRM(QN)–KQ–Regression relativ zu KQ–Regression
N = 21 0.768 0.749 0.701 0.631 0.532 0.437 0.667 0.618 0.576 0.543
N = 31 0.773 0.750 0.700 0.639 0.547 0.465 0.674 0.627 0.585 0.558
multiv. TRM(OGKMAD)–KQ–Regression relativ zu KQ–Regression
N = 21 0.779 0.778 0.769 0.753 0.738 0.719 0.757 0.741 0.736 0.733
N = 31 0.816 0.807 0.800 0.793 0.781 0.774 0.787 0.776 0.767 0.764
multiv. TRM(OGKQN )–KQ–Regression relativ zu KQ–Regression
N = 21 0.829 0.830 0.825 0.813 0.808 0.795 0.816 0.802 0.794 0.795
N = 31 0.858 0.849 0.845 0.838 0.835 0.834 0.841 0.828 0.826 0.824
Tabelle 5.4: Relative Effizienzen der univariaten und der multivariaten TRM–KQ–
Regression jeweils basierend auf dem MAD und dem QN−Scha¨tzer gegenu¨ber der KQ–
Regression fu¨r verschiedene Abha¨ngigkeitsstrukturen und Stichprobenumfa¨nge N = 21
und N = 31 bei Normalverteilung
wie erwartet mit steigender Korrelation zwischen den Zielgro¨ßen.
Die multivariate TRM–KQ–Regression setzt sich aus mehreren Schritten zusammen, wobei
der erste Schritt, die univariate RM-Regression, vorhandene Korrelationen zwischen den Ziel-
gro¨ßen nicht beru¨cksichtigt. Nach dem multivariaten Trimmen erfolgt eine KQ–Regression
basierend auf den verbleibenden Beobachtungen. Hierbei geht die Abha¨ngigkeitsstruktur
zwischen den Komponenten des Zielvektors mit ein. Dieser Aufbau der Prozedur bewirkt,
dass die relativen Effizienzen der multivariaten TRM–KQ–Regression gegenu¨ber der KQ–
Regression bei steigender Korrelation zwischen den Zielgro¨ßen nur geringfu¨gig sinkt. Sowohl
bei der univariaten als auch bei der multivariaten Anwendung ist dabei das Trimmen mittels
des QN−Scha¨tzers jeweils etwas effizienter als das Trimmen mittels des MAD. Fu¨r die kli-
nische Anwendung bleibt jedoch zu u¨berlegen, ob die Updatefa¨higkeit des Algorithmus zur
Bestimmung des MAD (Bernholt, Fried, Gather und Wegener, 2004) den Nachteil bei der
Effizienz nicht aufwiegt.
Zur Veranschaulichung der vorgeschlagenen Methode werden fu¨r die ha¨modynamische Zeit-
reihe aus Abbildung 4.1, die hier noch einmal wiederholt wird, multivariat glatte Signale
extrahiert. Dazu wird die TRM(QN)–KQ–Regressionsprozedur in einem Fenster von N = 21
Zeitpunkten genutzt. Die extrahierten Signale sind in Abbildung 5.7 dargestellt.
109
Fall 1 2 3 4 5 6 7 8 9 10
univ. TRM(MAD)–KQ–Regression relativ zu KQ–Regression
N = 21 1.545 1.497 1.377 1.181 0.911 0.700 1.220 1.132 0.998 1.003
N = 31 1.631 1.571 1.387 1.254 0.961 0.777 1.331 1.182 1.071 1.009
univ. TRM(QN)–KQ–Regression relativ zu KQ–Regression
N = 21 1.571 1.535 1.415 1.228 0.970 0.758 1.264 1.178 1.051 1.069
N = 31 1.662 1.599 1.420 1.294 1.011 0.839 1.370 1.229 1.114 1.058
multiv. TRM(OGKMAD)–KQ–Regression relativ zu KQ–Regression
N = 21 1.756 1.773 1.775 1.711 1.649 1.603 1.664 1.674 1.620 1.726
N = 31 1.882 1.857 1.803 1.824 1.769 1.785 1.815 1.760 1.739 1.747
multiv. TRM(OGKQN )–KQ–Regression relativ zu KQ–Regression
N = 21 1.775 1.801 1.808 1.756 1.705 1.674 1.699 1.706 1.664 1.770
N = 31 1.893 1.870 1.824 1.852 1.804 1.841 1.848 1.795 1.770 1.791
Tabelle 5.5: Relative Effizienzen der univariaten und der multivariaten TRM–KQ–
Regression jeweils basierend auf dem MAD und dem QN−Scha¨tzer gegenu¨ber der KQ–
Regression fu¨r verschiedene Abha¨ngigkeitsstrukturen und Stichprobenumfa¨nge N = 21
und N = 31 bei t−Verteilung
Einen besseren Vergleich der beobachteten ha¨modynamischen Variablen mit den extrahier-
ten Signalen ermo¨glicht Abbildung 5.8. Dabei wird nur ein Ausschnitt aus der betrachteten
Zeitreihe gezeigt, um den Verlauf der extrahierten Signale bei Ausreißern und Trends zu
verdeutlichen. Die Abbildungen 5.6, 5.7 und 5.8 zeigen, dass sowohl einzelne als auch zusam-
menha¨ngende Ausreißer kaum einen Einfluss auf die extrahierten Signale ausu¨ben. Trends
werden gut erkannt und meist sehr glatt nachgezeichnet.
Gegenu¨ber der MCD–basierten Regression ist die vorgeschlagene multivariate Signalextrak-
tionsprozedur eine effiziente, schnell berechenbare und hochrobuste Alternative. Zusa¨tzlich
werden durch eine Modifikation des OGKσ−Scha¨tzers die fu¨r die ha¨modynamischen Da-
ten vorhandenen Probleme aufgrund von Inliern und Kollinearita¨ten vermieden. Ein wei-
terer Vorteil der vorgeschlagenen Methode ist, dass die empirische Verteilung der Stei-
gungsscha¨tzungen stetig ist. Fu¨r die weiteren Analysen in dieser Arbeit wird zur lokalen
Extraktion der relevanten Signale daher eine multivariate TRM(QN)–KQ–Regression ver-
wendet.
Zusa¨tzlich zu den Ergebnissen in dieser Arbeit sind Untersuchungen zur Gu¨te der multi-
variaten Signalextraktionsprozedur bei unterschiedlichen Anzahlen von Ausreißern und Ni-
veaua¨nderungen von Interesse. Dieses Forschungsvorhaben ist Teil zuku¨nftiger Untersuchun-
gen und wird an dieser Stelle nicht weiter verfolgt.
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Abbildung 5.6: Zeitreihe mit neun ha¨modynamischen Variablen eines Intensivpatienten
(vgl. Abbildung 4.1): arterielle Dru¨cke (rot), Herzfrequenz (schwarz), Puls (gru¨n), pul-
monalarterielle Dru¨cke (blau) und zentralveno¨ser Blutdruck (violett)
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Abbildung 5.7: Extrahierte Signale mittels der TRM(QN )–KQ–Regressionsprozedur fu¨r
einen Intensivpatienten: arterielle Dru¨cke (rot), Herzfrequenz (schwarz), Puls (gru¨n), pul-
monalarterielle Dru¨cke (blau) und zentralveno¨ser Blutdruck (violett)
Durch die multivariate Online–Gewinnung glatter Signalkomponenten fu¨r jede ha¨modyna-
mische Zeitreihe mittels der TRM–KQ–Regression in sich u¨berlappenden fortschreitenden
Zeitfenstern liegt gema¨ß Forderung (F.1) stets eine Approximation µˆ(t) der lokalen Ni-
veaus vor. Zusa¨tzlich liefert die Signalextraktionsprozedur Informationen u¨ber die lokale
Variabilita¨t des Rauschens fu¨r jede Komponente (Forderung (F.2)) und eine Scha¨tzung
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Abbildung 5.8: Ausschnitt der ha¨modynamischen Zeitreihe (gepunktet) mit extrahierten
Signalen aus Abbildung 5.6: arterielle Dru¨cke (rot), Herzfrequenz (schwarz), Puls (gru¨n),
pulmonalarterielle Dru¨cke (blau) und zentralveno¨ser Blutdruck (violett)
des Steigungsverhaltens der zur lokalen Approximation verwendeten Gerade. Abgesehen von
den Variablen Herzfrequenz und Puls unterscheiden sich die lokalen Niveaus fu¨r die einzel-
nen ha¨modynamischen Zeitreihen in der Regel deutlich. Gleiches gilt auch fu¨r die Varianz
des Rauschens. Diese essentiellen Informationen ko¨nnen daher meist nicht weiter verdich-
tet werden. Zur Erkennung alarmrelevanter Situationen ist jedoch eine U¨berwachung der
extrahierten Signale und der robust gescha¨tzten lokalen Variabilita¨t notwendig. Wenn ein
Niveau u¨ber einen zu langen Zeitraum zu stark vom typischen Niveau abweicht, sollte u¨ber
das Monitoring–System zusa¨tzlich eine angemessene Warnung erfolgen. Um zu verhindern,
dass eine alarmrelevante Situation fa¨lschlicherweise nicht bemerkt wird, ko¨nnen weitgefas-
ste und mo¨glicherweise patientenspezifische Alarmgrenzen genutzt werden, die gegebenen-
falls geeignet zu adaptieren sind. Zusa¨tzlich muss angezeigt werden, wenn die Variabilita¨t
der Fehler in bestimmten Variablen ein kritisches Niveau u¨berschreitet. Bei Auffa¨lligkeiten
hinsichtlich starker Variabilita¨tsa¨nderungen ist die Alarmbereitschaft entsprechend anzupas-
sen. Die hierfu¨r beno¨tigten Kontrollkarten mu¨ssen sowohl zeitliche Abha¨ngigkeiten als auch
Abha¨ngigkeiten zwischen den einzelnen Komponenten beru¨cksichtigen. In dieser Arbeit wird
diese Aufgabe nicht weiter behandelt.
5.3 Gruppierung der Vitalparameter nach lokal
a¨hnlichen Strukturen
U¨ber lokale Lage und Variabilita¨t der Vitalparameter hinaus interessieren gema¨ß Forderung
(F.3) die Strukturen, die in den einzelnen Zeitreihen zu finden sind. Abschnittsweise sind un-
ter den verschiedenen extrahierten Signalen oft sehr a¨hnliche strukturelle Verla¨ufe zu finden.
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Wenn es unter den Signalen gemeinsame Trends oder gemeinsame tempora¨re oder dauerhaf-
te Niveaua¨nderungen gibt, ebenso wie Phasen, in denen mehrere Signale gemeinsam nahezu
konstant verlaufen, handelt es sich dabei um redundante klinisch relevante Information, die
weiter verdichtet werden kann.
Mo¨glicherweise unabha¨ngig von der gemeinsamen Struktur der Signale sind die Rauschan-
teile, die die interessierenden Signale u¨berlagern, in der Regel hoch korreliert. Dies ist unter
anderem auf Messungenauigkeiten oder Messfehler fu¨r zusammen erhobene Beobachtungen
zuru¨ckzufu¨hren. Gemeinsame Strukturen im Rauschen sind jedoch nicht von klinischer Be-
deutung und geben kaum Aufschluss u¨ber den Zustand eines Patienten. Damit genu¨gt es
nicht, fu¨r die Reduktion der Anzahl der Signale die Kovarianzstruktur der von den extra-
hierten Signalen befreiten Beobachtungen heranzuziehen. Vielmehr sind gerade A¨nderungen
im Lageverhalten der Variablen von klinischem Interesse.
Bisher richtet sich die Aufmerksamkeit der medizinischen Pflegekra¨fte meist auf die struktu-
rellen Verla¨ufe einiger weniger repra¨sentativer Variablen. Die Auswahl repra¨sentativer Vital-
parameter kann mittels einer subjektiven Variablenselektion basierend auf physiologischen
U¨berlegungen der Mediziner oder u¨ber statistische Methoden mit Hilfe eines geeignet de-
finierten Kriteriums erfolgen. Im Online–Monitoring ist es denkbar, dass ein statistisches
Verfahren lokal jeweils unterschiedliche repra¨sentative Variablen findet. Automatische Pro-
zeduren mit einem festen Zielkriterium stoßen in der Praxis ha¨ufig auf geringe Akzeptanz, da
die Selektion aus medizinischer Sicht zum Teil unbefriedigend ist. Beno¨tigt wird ein Auswahl-
kriterium, das das ideale medizinische Wissen widerspiegelt. Dies impliziert jedoch, dass es
mo¨glich ist, allgemeingu¨ltige Regeln, auf denen die U¨berlegungen und Entscheidungen eines
Mediziners beruhen, formulieren zu ko¨nnen. In der Praxis ist die Abbildung des medizini-
schen Wissens bisher kaum realisierbar, da selbst bei der Wahl repra¨sentativer Zeitreihen
einige Subjektivita¨t einfließt. Solange es hier keine Lo¨sung gibt, scheint es in der Praxis
besser zu sein, wenn ein Mediziner abha¨ngig vom Krankheitsbild repra¨sentative Variablen
auswa¨hlt, die er gut interpretieren kann und die fu¨r seine Diagnosefindung wertvoll sind. Fu¨r
die ha¨modynamischen Variablen wurde in Kapitel 4.2.2 gezeigt, dass die Betrachtung der
mittleren Blutdru¨cke zusammen mit der Herzfrequenz fu¨r die meisten Patienten einen Groß-
teil der Varianz in den Daten erfassen kann. Durch physiologische Sachverhalte begru¨ndet
ko¨nnen die mittleren Blutdru¨cke nicht lange ein ga¨nzlich anderes Verhalten aufweisen als
die entsprechenden diastolischen und systolischen Blutdru¨cke. Daher wird bei einer Untersu-
chung der strukturellen Verla¨ufe der Zeitreihen erwartet, dass durch die Mitteldru¨cke jeweils
gut die Struktur der diastolischen und systolischen Blutdru¨cke erfasst wird. Ebenso wird er-
wartet, dass sich die Verla¨ufe von Herzfrequenz und Puls kaum unterscheiden. Eine Auswahl
repra¨sentativer Vitalparameter stellt jedoch oft eine Einschra¨nkung an
”
die Mo¨glichkeit der
Daten, fu¨r sich selbst zu sprechen“ dar. Im weiteren wird daher nach einem praktischen
Kompromiss zwischen den Zielvorstellungen der Mediziner und den Mo¨glichkeiten statisti-
scher Methodik, die Informationen zu komprimieren, gesucht.
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In diesem Abschnitt werden Wege aufgezeigt, die die extrahierten Signale auf Basis der kli-
nisch relevanten Struktura¨nderungen in den Variablen auf eine geringere Anzahl beschra¨nken
ko¨nnen. Die gefundenen Strukturen ko¨nnen mo¨glicherweise zur Abstraktion der klinischen
Zusta¨nde im Sinne einer Einteilung der Zeitfenster in stabile, kritische oder alarmrelevante
Phasen dienen, wie gema¨ß Forderung (F.4) erwu¨nscht. Falls es mit Hilfe medizinischen Wis-
sens gelingt, die unterschiedlichen Informationen fu¨r die ha¨modynamischen Variablen sinn-
voll zu verknu¨pfen, ist es letztendlich erstrebenswert, regelbasiert diagnostische Aussagen
zum Patientenzustand zu geben. In Kombination mit der Phasenraumprozedur diskutieren
Morik, Imhoff, Brockhausen, et. al. (2000) einen solchen Ansatz. Dies wird in dieser Arbeit
jedoch nicht weiter untersucht.
Gema¨ß (5.5) wird jede ha¨modynamische Zeitreihe Xj(t), j = 1, . . . , k, zur Extraktion re-
levanter Signale in jedem Zeitfenster {t − w, . . . , t, . . . , t + w} mit w + 1 ≤ t ≤ T − w
durch eine Gerade Xj(t + s) ≈ µj(t) + βj(t)s, s = −w, . . . , w, approximiert. Lokal wer-
den die einzelnen Zeitreihenkomponenten also durch Lage µj(t) und Steigungsparameter
βj(t), j = 1, . . . , k, sowie ferner durch die lokale Varianz σ
2
j (t) der Fehler charakterisiert.
Dabei geben die Steigungsparameter β(t) jeweils Aufschluss u¨ber die in dem betrachteten
Zeitfenster vorhandenen Trends der Zeitreihen. Diese Information kann dazu genutzt wer-
den, die neun Vitalparameter abschnittsweise gema¨ß a¨hnlicher struktureller Verla¨ufe zusam-
menzufassen. Dabei werden hier zuna¨chst nur Informationen u¨ber das Steigungsverhalten
der Signale betrachtet. Zusa¨tzlich ko¨nnen jedoch weitere charakterisierende Merkmale der
Zeitreihen, wie spontane Niveaua¨nderungen, mit beru¨cksichtigt werden. In den folgenden
Abschnitten wird angedeutet, wie die Vitalparameter auf Basis der gefundenen Strukturen
lokal gruppiert werden ko¨nnen, um so medizinisch relevante Informationen weiter zu ver-
dichten.
Eine U¨berpru¨fung der Gleichheit paarweiser Steigungen kann mittels statistischer Tests er-
folgen. Zur Gruppierung von Zeitreihen mit a¨hnlichem Steigungsverhalten sind solche Tests
jedoch weniger geeignet, da bei der großen Anzahl von Tests in jedem der fortschreitenden
Zeitfenster die Problematik des multiplen Testens zu beru¨cksichtigen ist.
Fu¨r eine Gruppierung verschiedener Objekte anhand einer Reihe beobachteter Merkmale bie-
ten sich im allgemeinen Techniken der Clusteranalyse an. In jedem Zeitfenster entsprechen
die Objekte hier den neun Vitalparametern, die anhand ihres lokalen Steigungsverhaltens zu
gruppieren sind. Dieser Ansatz wird in Abschnitt 5.3.1 diskutiert.
Alternativ kann mit Hilfe medizinischen Wissens eine Beurteilung gefundener Strukturen
hinsichtlich der klinischen Bedeutung vorgenommen werden, die zu einer Klassifikation der
Variablen fu¨hrt. Damit bescha¨ftigt sich Abschnitt 5.3.2.
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5.3.1 Lokale Clusteranalyse ha¨modynamischer
Vitalparameter
Ziel ist es, die in den ha¨modynamischen Zeitreihen lokal vorhandenen Strukturen durch
wenige Signale zu beschreiben. Zur lokalen Gruppierung der Vitalparameter mit Hilfe von
Methoden aus der Clusteranalyse (Kaufman und Rousseeuw, 1990; Everitt, Landau und Lee-
se, 2001) wird zuna¨chst eine Bewertung von A¨hnlichkeiten zwischen verschiedenen Objekten
beno¨tigt. Beobachtungssequenzen der ha¨modynamischen Zeitreihen sollen hier als a¨hnlich
bezeichnet werden, wenn sie ein a¨hnliches Steigungsverhalten besitzen. A¨hnlichkeiten bzw.
Unterschiede im lokalen Steigungsverhalten der Zeitreihen ko¨nnen mittels eines geeigneten
Abstandsmaßes gemessen werden.
Fu¨r die lokalen Steigungsparameter βj(t), j = 1, . . . , k, sind dabei unterschiedliche Werte-
bereiche zu beru¨cksichtigen, da sich fu¨r die Vitalparameter mit unterschiedlichem Niveau
der Umfang mo¨glicher Merkmalsauspra¨gungen und damit die Streuung der Beobachtungen
um das jeweilige Niveau entsprechend a¨ndert. Um eine Vergleichbarkeit der gescha¨tzten Stei-
gungen zu erreichen, ist eine geeignete Normalisierung der einzelnen Beobachtungssequenzen
notwendig. Dabei ist eine gesonderte Standardisierung der Beobachtungen innerhalb jedes
Datenfensters nicht sinnvoll, da unterschiedliche Steigungscharakteristika durch vera¨nderli-
che Variabilita¨ten entlang der Zeitachse verschleiert werden ko¨nnen. Bei einer globalen Ska-
lierung der Beobachtungen, beispielsweise mittels der Lage- und Skalenparameter aus 4.2.2,
gemeinsam fu¨r die alle Datensa¨tze ko¨nnen dagegen Steigungen aus verschiedenen Zeitfenstern
miteinander verglichen werden. Da die TRM–KQ–Regressionsprozedur skalena¨quivariant ist,
genu¨gt sogar eine Skalierung der gescha¨tzten Steigungen aus den Originalbeobachtungen. Die
lokale Struktur der Zeitreihen wird nun als a¨hnlich bezeichnet, wenn die gescha¨tzten Stei-
gungen fu¨r die so normalisierten Beobachtungen unabha¨ngig von Lageverschiebungen in dem
betrachteten Zeitfenster a¨hnlich sind.
Wenn an jedem von k Objekten m quantitative Merkmale in Form eines Datenvektors Y =
(Y1, . . . , Ym)
T erhoben werden, ko¨nnen die k Objekte im Rm durch die Punkte y1, . . . ,yk ∈
Rm dargestellt werden. Die Distanz zwischen zwei Objekten la¨sst sich hierbei durch den eu-
klidischen Abstand messen. Die paarweisen euklidischen Absta¨nde zwischen zwei Objekten
ko¨nnen in einer Distanzmatrix D = {dij}, i, j = 1, . . . , k, zusammengefasst werden, wobei
dij = ‖yi − yj‖2. Im Fall von Abha¨ngigkeiten unter den m Merkmalen sollte die Mahalano-
bisdistanz verwendet werden, die Korrelationen unter den Merkmalen beru¨cksichtigt, d. h.
dij = (yi − yj)TΣ˜
−1
(yi − yj), mit Σ˜ geeignet gewa¨hlt (Bock, 1974).
Bei den lokalen Steigungen βj(t), j = 1, . . . , k, handelt es sich um ein metrisches stetiges
Merkmal. Zur Beschreibung der Struktur jedes Zeitreihenabschnitts ko¨nnen neben der ak-
tuellen Steigungsscha¨tzung zusa¨tzlich die Steigungen aus den m − 1 unmittelbar zuru¨ck-
liegenden Zeitfenstern genutzt werden. Die Struktur von Xj(s), j = 1, . . . , k, s ∈ {t −
w, . . . , t, . . . , t+w} wird damit durch den Merkmalsvektor βˆ[m]j (t) = (βˆj(t−m), . . . , βˆj(t))T
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charakterisiert. So wird auch verhindert, dass sich die lokale Gruppierung der Vitalparame-
ter bei Verschiebung des Zeitfensters aufgrund vereinzelt abweichender Steigungen zu schnell
vera¨ndert.
Da die lokal gescha¨tzten Steigungen βˆ(t) fu¨r nah beieinander liegende Zeitpunkte aufgrund
zeitlicher Abha¨ngigkeiten bzw. U¨berschneidungen der Zeitfenster hoch positiv korreliert
sind, sollte zur Bestimmung der paarweisen Distanzen auf Basis der Vektoren βˆ
[m]
j (t), j =
1, . . . , k, m > 1, eine geeignete Mahalanobisdistanz genutzt werden. Fu¨r jeden Zeitpunkt
t, w + 1 ≤ t ≤ T − w wird eine Distanzmatrix D(t) = {dij(t)} beno¨tigt, wobei
dij(t) = (βˆ
[m]
i (t)− βˆ
[m]
j (t))
TΣ˜
−1
(t)(βˆ
[m]
i (t)− βˆ
[m]
j (t)). (5.11)
Eine Analyse der fu¨r das vorliegende Patientenkollektiv mittels der TRM–KQ–Prozedur
gescha¨tzten Steigungen zeigt, dass fu¨r Erwartungswert und Kovarianz des Merkmalsvektors
die Annahmen E[β
[m]
j (t)] = 0 und Cov[β
[m]
j (t)] = d
2(t)R fu¨r alle j und t getroffen werden
ko¨nnen. Dabei bezeichnet d2(t) die gemeinsame lokale Streuung der βˆ
[m]
j (t), j = 1, . . . , k, um
0 und R eine fu¨r alle Zeitfenster und Patientendatensa¨tze fest gewa¨hlte Korrelationsmatrix.
Wegen der vorherigen Standardisierung kann die Varianz d2(t) fu¨r alle Merkmale als gleich
angesehen werden. Eine lokale Standardisierung der k Beobachtungen des Merkmalsvektors
auf Varianz 1 durch eine lokale Scha¨tzung von d2(t) ist hier nicht erwu¨nscht, sondern nur
die Beru¨cksichtigung von Korrelationen zwischen den Merkmalen. Falls alle Zeitreihen in
einem Zeitfenster konstant auf dem jeweiligen Niveau verlaufen, d. h. β
[m]
j (t) ≈ 0 fu¨r alle j,
soll folglich auch nur ein Cluster gefunden werden; ebenso sollen große Abweichungen der
Steigungen der Zeitreihen voneinander zu einer gro¨ßeren Anzahl an Clustern fu¨hren. Damit
kann die Distanzmatrix fu¨r die Steigungen in jedem Zeitfenster durch (5.11) mit Σ˜(t) = R
bestimmt werden. Wird R aus den vorliegenden Daten gescha¨tzt, ergibt sich fu¨r m = 4
beispielsweise die Matrix
R =

0.91 0.83 0.74 0.64
0.83 0.91 0.83 0.74
0.74 0.83 0.91 0.83
0.64 0.74 0.83 0.91
 .
Der Bereich der Clusteranalyse umfasst eine große Bandbreite unterschiedlicher Techniken
zur Findung von Gruppenstrukturen in einer Anzahl von Objekten, wie u. a. hierarchische
Verfahren, die Optimierung vorgegebener Kriterien und modellbasierte Verfahren (vgl. Eve-
ritt, Landau und Leese, 2001). Das hier betrachtete Problem der fortlaufenden Gruppierung
von nur neun Vitalparametern erfordert mo¨glichst einfache Methoden, die keine Vorgabe hin-
sichtlich der Anzahl der Cluster beno¨tigen. Bei einer agglomerativen hierarchischen Gruppie-
rung der einzelnen Vitalparameter bzw. Gruppen von Vitalparametern kann der Anwender
beispielsweise eine patientenspezifische maximale Distanz wa¨hlen, durch die die Clusterein-
teilung festlegt wird. Diese absolute Distanz gilt dann fu¨r alle Zeitfenster, so dass abha¨ngig
von den gescha¨tzten Steigungen die Anzahl der Gruppen entlang der Zeitachse variiert. Fu¨r
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die Wahl einer maximalen Distanz ko¨nnen bekannte Kriterien aus der Clusteranalyse einge-
setzt werden (vgl. Everitt, Landau und Leese, 2001). Jedoch ist es dabei außerdem unbedingt
notwendig, auch medizinisches Wissen einzubeziehen.
Fu¨r die gefundenen Gruppierungen kann schließlich ein repra¨sentatives Steigungsverhalten,
wie der Median oder Mittelwert aus den betrachteten Merkmalen, angegeben werden. Die
Information aus dem angepassten lokalen Regressionsmodell wird so fu¨r den Fall, dass weit
weniger als neun Cluster gefunden werden, weiter verdichtet. Der Anwender bestimmt hier-
bei, wann die lokal gefundenen Strukturen in den Zeitreihenabschnitten a¨hnlich genug sind,
um die Vitalparameter gema¨ß ihres Verlaufs in Gruppen zusammenzufassen.
Ein Problem bei diesem Ansatz liegt in der Normalisierung der gescha¨tzten Steigungspa-
rameter. Da der Streuungsbereich der Vitalparameter fu¨r die einzelnen Patienten mit Be-
ginn der Datenaufzeichnung nicht bekannt ist, werden zur Standardisierung der Steigungen
Skalenparameter genutzt, die aus dem gesamten vorliegenden Patientenkollektiv gescha¨tzt
wurden. Eine Untersuchung der individuellen Streuung der Vitalparameter fu¨r die einzelnen
Patienten zeigt jedoch, dass das Verha¨ltnis der robust gescha¨tzten MADs fu¨r die verschie-
denen Variablen unter den Patienten stark variiert. Fu¨r einzelne Datensa¨tze kann dies einen
erheblichen – teils ungu¨nstigen – Einfluss auf die anhand des Steigungsverhaltens gefundenen
Gruppierungen haben.
Außerdem wird bei der hier vorgestellten Gruppierung der Variablen fast ausschließlich das
Steigungsverhalten betrachtet, ohne dabei das aktuelle Niveau der Variablen mit einzube-
ziehen. Der im na¨chsten Abschnitt diskutierte Ansatz bewertet sowohl das aktuelle Niveau
als auch das Steigungsverhalten der Vitalparameter und lenkt so die Aufmerksamkeit auf
klinisch relevante Strukturen in den Daten.
5.3.2 Gruppierung ha¨modynamischer Vitalparameter
anhand klinischer Bewertungen
In diesem Abschnitt wird eine Prozedur zur klinischen Bewertung der in einem Zeitreihenab-
schnitt vorhandenen Strukturen vorgeschlagen. Lokal ko¨nnen in jedem Zeitfenster die extra-
hierten Informationen u¨ber Lage und Steigungsverhalten, d. h. µ˜j(t) und β˜j(t), j = 1, . . . , k,
zur Beurteilung der aktuellen klinischen Relevanz der Variablen Xj(t) genutzt werden.
Dabei findet keine Dimensionsreduktion im klassischen Sinne statt, d. h. die Anzahl der
u¨berwachten Variablen wird nicht auf eine geringere Anzahl latenter Faktoren oder Linear-
kombinationen reduziert. Es gelingt jedoch, lokal jeweils diejenigen Variablen, die in dem
betrachteten Zeitfenster von besonderem Interesse sind, zu finden und herauszustellen. Die
Aufmerksamkeit der medizinischen Pflegekra¨fte wird so besonders auf einige klinisch relevan-
te strukturelle Vera¨nderungen gelenkt. Der vorgestellte Ansatz kann dabei fu¨r den Einsatz in
einem Alarmsystem zur fru¨hzeitigen Erkennung alarmrelevanter Zusta¨nde weiterentwickelt
werden. In einem gewissen Sinne findet dabei bereits ein erster Schritt in Richtung einer
Abstraktion der klinischen Zusta¨nde statt.
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Bei einer Analyse des Steigungsverhaltens der Zeitreihen im Intensivmonitoring ist es wich-
tig, vorhandene Trends immer relativ zu dem aktuellen Niveau der ZeitreihenBeobachtungen
zu betrachten. So kann ein Aufwa¨rtstrend der Beobachtungen eines Vitalparameters zu ei-
nem kritischen Zustand des Patienten fu¨hren, wenn sich die Variable bereits auf einem sehr
hohen Niveau befindet. Sofern das Niveau der Variablen eher Werte am unteren Rand der
erlaubten Auspra¨gungen fu¨r diese Variable annimmt, kann ein Aufwa¨rtstrend andererseits
erwu¨nscht sein.
Wie bei den bisher eingesetzten Schwellwertalarmen kann die medizinische Pflegekraft fu¨r
jeden Patienten und jeden der k Vitalparameter Xj(·), j = 1, . . . , k, kritische Grenzen lj
und uj festlegen, die zur Erhaltung eines stabilen Zustands des Patienten nicht unter- bzw.
u¨berschritten werden sollten. Auf Basis der lokalen Scha¨tzung von Lage und Steigung der
einzelnen Zeitreihen kann fu¨r jeden Vitalparameter die Zeit bestimmt werden, die beno¨tigt
wird, bis eine der Grenzen lj und uj bei einer Fortfu¨hrung des aktuellen Trends u¨berschrit-
ten wird. Mit Hilfe medizinischen Wissens ko¨nnen diese Zeiten bewertet und in verschiedene
Gruppen eingeteilt werden. Fu¨r jede Variable ist die klinische Bedeutung der gefundenen
Strukturen festzulegen. Beispielsweise ko¨nnte eine Einteilung in verschiedene Kategorien er-
folgen, die klinische Relevanz und die Richtung gefundener Trends beru¨cksichtigen. Eine
Mo¨glichkeit ist eine Bewertung mit Hilfe von sieben Kategorien, die fu¨r die Komponente
Xj(·), j = 1, . . . , k, jeweils besagen, dass
K1 sich der u¨berwachte Vitalparameter eines Patienten oberhalb des eingestellten Schwell-
werts uj befindet,
K2 innerhalb einer Zeit t∗j mit einem alarmrelevanten Zustand in Form einer U¨berschrei-
tung des eingestellten Schwellwerts uj zu rechnen ist,
K3 es einen langsamen Aufwa¨rtstrend gibt, der langfristig wahrscheinlich zu einem alarm-
relevanten Zustand in Form einer U¨berschreitung des eingestellten Schwellwerts uj
fu¨hrt,
K4 der Patient sich in einem stabilen Zustand befindet,
K5 es einen langsamen Abwa¨rtstrend gibt, der langfristig wahrscheinlich zu einem alarm-
relevanten Zustand in Form einer Unterschreitung des eingestellten Schwellwerts lj
fu¨hrt,
K6 innerhalb einer Zeit t∗∗j mit einem alarmrelevanten Zustand in Form einer Unterschrei-
tung des eingestellten Schwellwerts lj zu rechnen ist und
K7 sich der u¨berwachte Vitalparameter eines Patienten unterhalb des eingestellten Schwell-
werts lj befindet.
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Sofern die Schwellwerte fu¨r einen Patienten sinnvoll eingestellt sind, erfordern die Kategorien
K1 und K7 in der Regel jeweils, dass sofort ada¨quate therapeutischer Maßnahmen ergrif-
fen werden. Die Kategorien K2 und K6 ko¨nnen als Fru¨hwarnung angesehen werden, die als
Reaktion einer diagnostischen Entscheidung der medizinischen Pflegekraft bedu¨rfen. Eine
Bewertung in eine der Kategorien K3 oder K5 sollte die Wachsamkeit entsprechend erho¨hen
und zu einer aufmerksamen Beobachtung des Patienten fu¨hren.
Exemplarisch wird hier eine Bewertung der Beobachtungen fu¨r einen Patienten anhand von
sieben Kategorien vorgenommen und in Abbildung 5.9 dargestellt. Dabei werden fu¨r die
neun ha¨modynamischen Variablen die von einem erfahrenen Intensivmediziner genannten
Schwellwerte aus Tabelle 5.6 genutzt.
Variable APD APM APS CVP HR PAPD PAPM PAPS Puls
j 1 2 3 4 5 6 7 8 9
lj 40 60 100 5 60 5 14 18 60
uj 100 120 200 25 130 35 40 55 130
Tabelle 5.6: Schwellwerte fu¨r die ha¨modynamischen Vitalparameter des Patienten aus
Abbildung 5.9
Der Zustand fu¨r Variable Xj, j = 1, . . . , 9, wird mit den Kategorien K2 (K6) bewertet, falls
von dem aktuellen Niveau ausgehend und bei Fortfu¨hrung des aktuellen Trends die Grenze
lj (uj) innerhalb von t
∗
j = t
∗∗
j = 10 Minuten u¨ber- bzw. unterschritten wird. Eine Bewertung
mittels K3 bzw. K5 erfolgt, sofern eine solche U¨ber- oder Unterschreitung der entsprechenden
Schwellwerte innerhalb von 30 Minuten erwartet wird.
Abbildung 5.9 zeigt im Teil (a) einen Ausschnitt der beobachteten ha¨modynamischen Zeitrei-
hen eines Patienten zusammen mit den zugeho¨rigen extrahierten Signalen. In Teil (b) wird
kontinuierlich fu¨r jede Variable eine klinische Bewertung der gefundenen Strukturen ange-
zeigt. Außerdem sind in Teil (c) die zur Dauerinfusion verwendeten Medikamente fu¨r den
Patienten dargestellt.
Fu¨r den Zeitraum zwischen 15 und 16 Uhr sind die systolischen Blutdru¨cke jeweils derart
erho¨ht, dass die oberen Schwellwerte u¨berschritten werden, wa¨hrend die u¨brigen Blutdru¨cke
innerhalb der Schwellwerte liegen. In diesem Zeitraum ist die Amplitude der Druckpulskur-
ve vergro¨ßert. Anschließend befindet sich der Patient in einem stabilen Zustand. Etwa um
17 : 30 Uhr steigen der mittlere und der systolische arterielle Blutdruck so an, dass u¨ber
die klinischen Bewertungen eine Fru¨hwarnung gegeben wird. Der systolische Mitteldruck
u¨berschreitet schließlich den oberen Schwellwert. Zum Ausgleich des Blutdruckanstiegs ist
ab ca. 18 Uhr ein Abfall von Herzfrequenz und Puls zu beobachten, der allerdings nicht zu
einem alarmrelevanten Zustand fu¨hrt. Ab etwa 21 Uhr erfolgt ein starker Anstieg von Herz-
frequenz und Puls, bei dem bereits kurz nach der ersten Fru¨hwarnung die Alarmgrenzen
u¨berschritten werden. Die versta¨rkte Herzta¨tigkeit geht mit einem kontinuierlichen Abfall
der arteriellen Blutdru¨cke einher, der sich in den Bewertungen der Verla¨ufe der Zeitreihen
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Abbildung 5.9: (a) Ausschnitt aus ha¨modynamischer Zeitreihe (gepunktet) mit extrahier-
ten Signalen, (b) (leicht verschobene) Bewertungen gema¨ß sieben Kategorien; arterielle
Dru¨cke (rot), Herzfrequenz (schwarz), Puls (gru¨n), pulmonalarterielle Dru¨cke (blau) und
zentralveno¨ser Blutdruck (violett) und (c) kontinuierliche Medikamentengaben
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fru¨hzeitig anku¨ndigt. Gegen 22 Uhr sind bei den intrathorakalen Blutdru¨cken sta¨rkere La-
gea¨nderungen festzustellen. Wa¨hrend der kritischen Phase zwischen 21 und 22 Uhr erfolgen
gleichzeitig klinische Interventionen in Form von A¨nderungen der medikamento¨sen Therapie.
Bei der hier beispielhaft genannten Einteilung beruht die Bewertung der klinischen Relevanz,
vergleichbar zu den derzeit genutzten Schwellwertalarmen, auf einer univariaten Betrachtung
der einzelnen Variablen. Wenn eine Beurteilung der klinisch relevanten Strukturen in den
ha¨modynamischen Zeitreihen fu¨r jeden Vitalparameter erfolgt, ko¨nnen jeweils Gruppen von
Variablen mit der gleichen Bewertung gebildet werden. Somit wird angezeigt, welche Vari-
ablen bei der U¨berwachung des Zustands des Patienten aktuell die gro¨ßte klinische Relevanz
haben. Außerdem sind anhand der einfachen Bewertungen, die die Richtung wesentlicher
Trends angeben, Interaktionen zwischen den Vitalparametern ablesbar. Die Bewertungen
ko¨nnten zusa¨tzlich verbessert werden, indem die lokalen Scha¨tzungen der Variabilita¨t jeweils
beru¨cksichtigt werden. So sind in Abbildung 5.9 beispielsweise die gescha¨tzten lokalen Stei-
gungen zwischen 18 und 20 Uhr aufgrund der erho¨hten Streuung der Residuen recht variabel.
Letztlich ist eine echte multivariate U¨berwachung der Vitalparameter angestrebt. Mit Hilfe
medizinischen Wissens u¨ber mo¨gliche Interaktionen zwischen verschiedenen ha¨modynami-
schen Variablen und resultierende Konsequenzen fu¨r den Zustand des Patienten ist es hierfu¨r
notwendig, klare Regeln zu formulieren. Diese Regeln sollten schließlich bei einer multivaria-
ten klinischen Bewertung der Zusta¨nde mit beru¨cksichtigt werden. Die Verknu¨pfung dieser
Informationen kann somit Hinweise auf die Art der ablaufenden physiologischen Vorga¨nge
und eine beno¨tigte ada¨quate Therapie liefern. Dieses langfristig angestrebte Ziel ist weiterhin
Gegenstand der Forschung.
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6 Zusammenfassung und Ausblick
In der vorliegenden Arbeit wurde mit Hilfe multivariater statistischer Verfahren untersucht,
wie im Online–Monitoring in der Intensivmedizin klinisch relevante Information aus Beobach-
tungen des Herz–Kreislaufsystems extrahiert werden kann. Aufgrund der hohen Anzahl an
aufgezeichneten Vitalparametern und teilweise starken Abha¨ngigkeiten unter diesen Variab-
len ist es fu¨r den Mediziner oft schwierig, die in den Daten enthaltene Information vollsta¨ndig
zu erfassen und mit vorhandenem medizinischen Wissen abzugleichen. Ein Ziel ist dabei die
Reduktion der erhobenen Daten auf wesentliche Informationen.
In dieser Arbeit wurden zuna¨chst Verfahren zur Dimensionsreduktion fu¨r multivariate Zeit-
reihen herangezogen und hinsichtlich einer Anwendung im Intensivmonitoring untersucht.
Neben modellbasierten Techniken der statischen und dynamischen Faktoranalyse geho¨ren
hierzu statische und dynamische Verfahren der Hauptkomponentenanalyse.
Wie sich zeigt, lassen sich die intensivmedizinischen Zeitreihen aufgrund von ausgepra¨gten
strukturellen Mustern, wie Trends, spontanen Niveaua¨nderungen und Ausreißern, kaum glo-
bal modellieren. Fu¨r die U¨berwachung hochkomplexer physiologischer Vorga¨nge in Echtzeit
werden jedoch mo¨glichst einfache Methoden beno¨tigt, die interpretierbare Ru¨ckschlu¨sse auf
den Zustand der Patienten ermo¨glichen. Faktoranalytische Ansa¨tze sind hierzu kaum geeig-
net, da eine vernu¨nftige Modellanpassung an die Daten nur lokal mo¨glich ist und dabei meist
sehr aufwendig ist.
Bisher basieren viele klinische Entscheidungen auf wenigen Vitalparametern, die medizinische
Pflegekra¨fte subjektiv aufgrund klinischer Erfahrung auswa¨hlen. Eine gemeinsame statische
Hauptkomponentenanalyse der vorliegenden ha¨modynamischen Zeitreihen zeigt, dass eine
Betrachtung weniger Linearkombinationen der Variablen in der Regel mehr Informationen
im Sinne erkla¨rter Variabilita¨t aus den Daten erfasst als eine subjektive Variablenselektion.
Gleichzeitig sind diese Linearkombinationen nach Rotation fu¨r den Mediziner leicht zu inter-
pretieren. Ein Nachteil ist, dass diese Hauptkomponenten nicht notwendigerweise u¨ber den
gesamten Zeitverlauf hinweg sa¨mtliche wesentliche Information u¨ber den Zustand des Pati-
enten enthalten. Aufgrund von A¨nderungen in den Abha¨ngigkeiten zwischen den Variablen
ko¨nnen somit lokal abweichende, klinisch relevante Strukturen mo¨glicherweise nicht entdeckt
werden. Auch lokale oder dynamische Hauptkomponentenanalysen der intensivmedizinischen
Daten stellen hierbei keine vo¨llig zufriedenstellende Lo¨sung dar. Dies ist vor allem durch das
klinische Interesse an strukturellen Lagea¨nderungen zu begru¨nden. Eine Hauptkomponen-
tenanalyse geht jedoch von einem festen Erwartungswert der Beobachtungen aus, mit dem
Ziel, die Kovarianzstruktur zu analysieren.
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Einen vielversprechenden Ansatz zur Informationsextraktion aus multivariaten ha¨modyna-
mischen Zeitreihen bieten multivariate Signalextraktionsverfahren. In einem ersten Schritt
werden dabei glatte Signale, die die klinisch relevanten Struktura¨nderungen der Zeitreihen
enthalten, von Rauschen und Artefakten getrennt. Damit werden die aufgezeichneten Beo-
bachtungen auf die wesentlichen Informationen reduziert.
In dieser Arbeit wurden fu¨r die lokale Signalextraktion in Echtzeit verschiedene robuste
multivariate Regressionsverfahren herangezogen und verglichen. Eine Anwendung von in
der Literatur bekannten, affin a¨quivarianten und hochrobusten Regressionstechniken auf
die verha¨ltnisma¨ßig kleinen Stichproben im Online–Monitoring ist aufgrund der diskreten
Messung der Vitalparameter nicht empfehlenswert. Daher wurde in Kapitel 5.2.4 ein Re-
gressionsverfahren vorgeschlagen, das fu¨r die vorliegenden Daten eine praktikable Lo¨sung
darstellt. Bei der TRM–KQ–Prozedur wird zur Extraktion relevanter Signale in jedem Zeit-
fenster eine robuste univariate Anfangsscha¨tzung gefolgt von multivariatem Trimmen und
klassischer multivariater KQ–Regression durchgefu¨hrt. Die extrahierten Signale geben kon-
tinuierlich Aufschluss u¨ber das lokale Niveau der betrachteten Variablen. Diese Information
muss der medizinischen Pflegekraft, wenn gewu¨nscht, zur Verfu¨gung stehen und kann nicht
reduziert werden. Allerdings lassen sich Informationen u¨ber die in den Zeitreihen lokal ge-
fundenen Strukturen weiter zusammenfassen. Dazu wurden in dieser Arbeit verschiedene
Ansa¨tze kurz angedeutet. Diese sind Gegenstand zuku¨nftiger Forschungen.
Insbesondere von medizinischer Seite ist das Ziel eine weitestgehende Abstraktion des klini-
schen Zustands. Dazu sind weitere Informationen u¨ber physiologische Vorga¨nge notwendig,
aus denen Regeln abgeleitet werden ko¨nnen. Langfristig ist schließlich die Entwicklung eines
multivariaten Alarmsystems zur Unterstu¨tzung klinischer Entscheidungen vorgesehen.
Im Rahmen einer klinischen Studie zur Validierung der bereits entwickelten univariaten Ver-
fahren im Online–Monitoring werden am Klinikum Regensburg zur Zeit intensivmedizini-
sche Variablen mit einer ho¨heren Frequenz (bis zu einer Beobachtung pro Sekunde) erhoben.
Der entstehende Datensatz wird neben den Monitordaten zusa¨tzlich Alarme auf Basis der
Schwellwerte, Informationen u¨ber die gewa¨hlten Schwellwerte und Annotationen hinsichtlich
klinisch durchgefu¨hrter Maßnahmen und der Relevanz der Alarme enthalten. Diese anno-
tierten Daten ko¨nnen, neben der Validierung entwickelter univariater Methoden, zur Wei-
terentwicklung multivariater Verfahren der Prozesskontrolle im klinischen Kontext genutzt
werden. Mit Hilfe der Informationen u¨ber die Relevanz der Schwellwertalarme und den An-
notationen kann aus den Daten Wissen u¨ber die klinische Relevanz physiologischer Vorga¨nge,
die eine mehrere Vitalparameter involvieren, abgeleitet werden. Dabei interessiert insbeson-
dere, welche Strukturen in den verschiedenen Variablen multivariat wie verknu¨pft werden
mu¨ssen, um kontinuierlich klinische Aussagen hinsichtlich des Patientenzustands treffen zu
ko¨nnen. Wu¨nschenswert ist schließlich eine fru¨hzeitige Erkennung relevanter physiologischer
A¨nderungen, auf deren Basis Empfehlungen fu¨r angemessene therapeutische Interventionen
gegeben werden ko¨nnen.
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Anhang
Anhang A: Der Kalman–Filter
Der Kalman–Filter ist ein rekursives Verfahren zur Berechnung des optimalen linearen Scha¨t-
zers eines Zustandvektors Z(t) in einem Zustandsraummodell im Sinne des kleinsten mittle-
ren quadratischen Fehlers auf Basis beobachtbarer Zufallsvektoren X(1), . . . ,X(T ). Dabei
werden die Matrizen A und Φ als bekannt vorausgesetzt.
Wa¨hrend des eigentlichen Filterns ist das Ziel, den bedingten Erwartungswert von Z(t)
gegeben die Beobachtungen bis zum Zeitpunkt t, d.h. Z(t|t) = E[Z(t)|X(1), . . . ,X(t)], aus-
zuwerten. In einer Ru¨ckwa¨rtsrekursion, dem Gla¨ttungsschritt, wird schließlich die bedingte
Erwartung gegeben die gesamte Information, d.h. Z(t|T ) = E[Z(t)|X(1), . . . ,X(T )], gefun-
den.
Der Kalman–Filter–Algorithmus ist durch die folgenden Vorhersage- und Filtergleichungen
definiert, wobei fu¨r t1, t2, t
∗ = 1, . . . , T
Z(t1|t∗) = E[Z(t1)|X(1), . . . ,X(t∗)] und (A.1)
Ω(t1, t2|t∗) = E[(Z(t1)−Z(t1|t∗))(Z(t2)−Z(t2|t∗))′] (A.2)
bezeichnen. Mit den Initialisierungen Z(0|0) = µ0 und Ω(0|0) = Ω0 gilt fu¨r t = 1, . . . , T
Z(t|t− 1) = ΦZ(t− 1|t− 1) und
Ω(t|t− 1) = ΦΩ(t− 1|t− 1)Φ′ + Γη.
Sobald eine Beobachtung zum Zeitpunkt t selbst zur Verfu¨gung steht, kann der Scha¨tzer auf
Basis dieser zusa¨tzlichen Information aktualisiert werden zu
Z(t|t) = Z(t|t− 1) +Kt(X(t)−AZ(t|t− 1)) und
Ω(t|t) = Ω(t|t− 1)−KtAΩ(t|t− 1),
wobei der Kalman–Gain Kt definiert ist als
Kt = Ω(t|t− 1)A′[AΩ(t|t− 1)A′ + Γε]−1.
Fu¨r die Gla¨ttung existieren verschiedene Algorithmen (LIT). In dieser Arbeit wird der Fixed–
Intervall–Gla¨tter vorgestellt und verwendet. Die Gleichungen lauten fu¨r t = T, T − 1, . . . , 1
Z(t− 1|T ) = Z(t− 1|t− 1) +Gt−1(Z(t|T )−Z(t|t− 1) und
Ω(t− 1|T ) = Ω(t− 1|t− 1) +Gt−1(Ω(t|T )−Ω(t|t− 1))G′t−1,
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wobei
Gt−1 = Ω(t− 1|t− 1)Φ′Ω(t|t− 1)−1.
Fu¨r den M–Schritt im EM–Algorithmus werden zusa¨tzlich die Kovarianzmatrizen Ω(t, t −
1|T ) zum Zeitlag 1 beno¨tigt, die im Gla¨ttungsschritt mitberechnet werden ko¨nnen. Dabei
gilt mit
Ω(T, T − 1|T ) = (I−KtA)ΦΩ(T − 1|T − 1)
fu¨r t = T, T − 1, . . . , 2
Ω(t− 1, t− 2|T ) = Ω(t− 1|t− 1)G′t−2 +Gt−1(Ω(t, t− 1|T )−ΦΩ(t− 1|t− 1))G′t−2.
Fu¨r eine Herleitung dieser Gleichungen und der zugeho¨rigen Verteilungstheorie sei an dieser
Stelle auf die Literatur (Shumway und Stoffer, 2000; Watson und Engle, 1983) verwiesen.
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Anhang B:
Interpretation des Abstands zweier Unterra¨ume
In Kapitel 4 wurden mit Hilfe der Metrik aus (2.3) wiederholt Absta¨nde zwischen dreidi-
mensionalen Unterra¨umen im R9 berechnet. Der Wertebereich fu¨r diese Absta¨nde ist hier
das Intervall [0,
√
3], wobei 0 fu¨r identische Unterra¨ume steht und
√
3 fu¨r Unterra¨ume, deren
Basisvektoren orthogonal sind.
Die Interpretation der Werte, die diese Metrik liefert, ist jedoch nicht einfach. Dies wird hier
anhand von zwei Beispielen betrachtet.
Im ersten Beispiel werden zwei identische dreidimensionale Unterra¨ume GA und GB ∈ Rk
betrachtet, wobei die Spaltenvektoren der Matrizen A und B identisch seien. Sukzessi-
ve werden die Basisvektoren von GB jeweils um 1◦ in den zu GA orthogonalen Unterraum
von den Spaltenvektoren von A fortgedreht, bis alle Basisvektoren des resultierenden Un-
terraums GB∗ zu denen von GA orthogonal sind. Fu¨r jeden der nacheinander betrachteten
Unterra¨ume GB(i) wird mit Hilfe der Metrik aus (2.3) der Abstand zu GA bestimmt. Diese
Absta¨nde sind in Abbildung B.1 dargestellt. Die Werte der Metrik steigen hier mit Zunahme
der Winkelgro¨ße zwischen den Basisvektoren der Unterra¨ume monoton gema¨ß der Funktion√
1− cos2(x), x ∈ [0, pi/2].
Winkel in Grad
0.00
0.25
0.50
0.75
1.00
1.25
1.50
1.75
0 6 12 18 24 30 36 42 48 54 60 66 72 78 84 90
0 6 12 18 24 30 36 42 48 54 60 66 72 78 84 90
0 6 12 18 24 30 36 42 48 54 60 66 72 78 84 90
1. Vektor
2. Vektor
3. Vektor
Drehung
 von
Wert
 der
 Metrik
Abbildung B.1: Abstand zweier dreidimensionaler Unterra¨ume im R9 bei bestimmter Win-
kelgro¨ße zwischen den zugeho¨rigen Basisvektoren
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Ausgangspunkt im zweiten Beispiel sind wieder zwei identische dreidimensionale Unterra¨ume
GA und GB ∈ Rk. Hier wird zuerst der erste Spaltenvektor von B sukzessive um 1◦ in den zu
GA orthogonalen Unterraum herausgedreht, bis ein Winkel von 90◦ erreicht ist. Die anderen
beiden Basisvektoren bleiben konstant. Dabei haben die Unterra¨ume GA und GB(i) jeweils
den vom zweiten und dritten Spaltenvektor von B aufgespannten Unterraum gemeinsam.
In weiteren Schritten werden zusa¨tzlich zuna¨chst der zweite und schließlich der dritte Spal-
tenvektor von B sukzessive in den komplementa¨ren Unterraum im R9 gedreht, bis alle Ba-
sisvektoren von GB∗ und GA orthogonal sind. Abbildung B.2 zeigt die zugeho¨rigen Werte der
Absta¨nde zwischen den jeweiligen Unterra¨umen.
Winkel in Grad
0.00
0.25
0.50
0.75
1.00
1.25
1.50
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0 18 36 54 72 90 90 90 90 90 90 90 90 90 90 90
0 0 0 0 0 0 17 35 53 71 89 90 90 90 90 90
0 0 0 0 0 0 0 0 0 0 0 16 34 52 70 88
1. Vektor
2. Vektor
3. Vektor
Drehung
 von
Wert
 der
 Metrik
Abbildung B.2: Abstand zweier dreidimensionaler Unterra¨ume im R9 bei bestimmter Win-
kelgro¨ße zwischen den zugeho¨rigen Basisvektoren
Der Einfluss einer Drehung bis zu einem Winkel von 45◦ fu¨hrt jeweils zu gro¨ßeren A¨nderun-
gen in den Werten der Metrik als Winkela¨nderungen zwischen 45◦ und 90◦. Ein Vergleich der
Kurven aus den beiden Beispielen zeigt, dass die A¨nderung in den Werten der Metrik außer-
dem stark von den verschiedenen Winkela¨nderungen zwischen allen Basisvektoren abha¨ngt.
Allein vom Wert der Metrik kann also nicht auf die Winkel zwischen den Unterra¨umen
zuru¨ckgeschlossen werden. Ein Wert von 0.5 fu¨r den Abstand von zwei dreidimensionalen
Unterra¨umen im R9 kann beispielsweise bedeuten, dass die Winkel zwischen allen drei Ba-
sisvektoren jeweils 17◦ betragen, aber auch, dass zwei Basisvektoren identisch sind und der
Winkel zwischen den u¨brigen Basisvektoren 30◦ betra¨gt.
Daher kann es hilfreich sein, zur Beurteilung der Abweichung zusa¨tzlich die sukzessive klein-
sten Winkel zwischen den Basisvektoren der Unterra¨ume zu betrachten.
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Anhang C:
Wahl der optimalen Teilstichprobe bei Rauschen
Bei recht diskret gemessenen Beobachtungen und einer geringen Variabilita¨t – eine Situati-
on, die lokal auf die Messung ha¨modynamischer Vitalparameter zutrifft – ko¨nnen sehr viele
Beobachtungen den gleichen Wert annehmen. Solche Inlier ko¨nnen bei einer hochrobusten
Scha¨tzung der Kovarianzmatrix zu einer singula¨ren Matrix fu¨hren. In Kapitel 5.2.3 wurde
angesprochen, dass durch die Addition eines geringfu¨gigen Rauschens auf die Beobachtung-
en eine aufgrund von Inliern singula¨re Scha¨tzung einer Kovarianzmatrix vermieden werden
kann. Dieses zufa¨llige Rauschen hat jedoch einen starken Einfluss auf die Wahl der optimalen
Teilstichprobe bei der Bestimmung des MCD–Scha¨tzers.
Dazu wird im folgenden ein Zufallsvektor (X,Y, Z)T betrachtet. Die Zufallsvariablen X und
Y seien o. B. d. A. unabha¨ngig N (0, 1)−verteilt, wobei die Variablen Y und Z durch X er-
kla¨rt werden sollen. Es werden Stichproben vom Umfang N = 21 betrachtet, die so ausfallen,
dass fu¨r alle Beobachtungen der Zufallsvariablen Z konstant die Werte z1 = . . . = z21 = 0,
o. B. d. A. angenommen werden.
Bei einer sorgfa¨ltigen robusten MCD–Regression wird der Rangdefekt der Datenmatrix er-
kannt. Es werden nur die Koeffizienten der Regression von Y auf die erkla¨rende Variable X
im R2 gescha¨tzt, die Koeffizienten der Regression von Z auf die erkla¨rende Variable X sind
dabei jeweils Null. Alternativ ist eine robuste Scha¨tzung der Regressionsparameter im R3
mo¨glich, wenn auf die Beobachtungen z1, . . . , z21 ein geringfu¨giges Rauschen addiert wird.
In den nachfolgenden Beispielen basierte die robuste MCD–Scha¨tzung auf den optimalen
Teilstichproben vom Umfang 13, d. h. , dass bei der Scha¨tzung acht Beobachtungen nicht
beru¨cksichtigt werden.
In den Abbildungen C.1, C.2 und C.3 sind jeweils die Beobachtungen der Zufallsvariablen
X und Y dargestellt. Die schwarz eingefa¨rbten Punkte sind diejenigen Beobachtungen, die
in die MCD–Scha¨tzung einfließen.
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Abbildung C.1: Ausgewa¨hlte Teilstichproben bei der MCD–Scha¨tzung ohne und mit Rau-
schen in dritter Dimension
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Dabei beruht die Scha¨tzung in den linksseitigen Abbildungen auf der Scha¨tzung im R2,
d. h. nur die echte Information aus der Beobachtungen fu¨r X und Y wird verwendet. Fu¨r
die rechtsseitigen Abbildungen wurde zu den Beobachtungen fu¨r Z ein auf dem Intervall
[−0.1, 0.1] gleichverteiltes Rauschen addiert. Dieses wurde bei der Scha¨tzung im R3 einbezo-
gen, jedoch nicht graphisch dargestellt. Es ist zu erkennen, dass das ku¨nstliche Rauschen die
Wahl der optimalen Teilstichprobe stark beeinflusst. Auch bei der Scha¨tzung des Steigungs-
parameters (jeweils in den rechten oberen Ecken mit angegeben) macht sich das Rauschen
bemerkbar.
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Abbildung C.2: Ausgewa¨hlte Teilstichproben bei der MCD–Scha¨tzung ohne und mit Rau-
schen in dritter Dimension
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Abbildung C.3: Ausgewa¨hlte Teilstichproben bei der MCD–Scha¨tzung ohne und mit Rau-
schen in dritter Dimension
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Anhang D:
Vergleich robuster Kovarianzscha¨tzer
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Abbildung D.1: Gu¨te der Kovarianzscha¨tzungen bei verschiedenen Normalverteilungen
ohne (rot) und mit (schwarz) Kontamination bei einem Stichprobenumfang von N = 31
(links) und Gu¨te der OGK–Scha¨tzungen unter zufa¨lligen Transformationen (rechts)
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Abbildung D.2: Gu¨te der Kovarianzscha¨tzungen bei verschiedenen Normalverteilungen
ohne (rot) und mit (schwarz) Kontamination bei einem Stichprobenumfang von N = 100
(links) und Gu¨te der OGK–Scha¨tzungen unter zufa¨lligen Transformationen (rechts)
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