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Taille des valeurs de fonctions L de carrés symétriques
au bord de la bande critique
E. Royer & J. Wu
Résumé. On prouve l’existence, pour tout poids k et tout niveau N sans
facteur carré et sans petit facteur premier, de formes primitives f+ et f− de poids
k et de niveau N telles que
L(1, sym2f+) k [log log(3N)]3 et L(1, sym2f−) k [log log(3N)]−1.
L’existence de ces formes est déduite d’une étude minutieuse des moments de
L(1, sym2f). Cette étude permet aussi de trâıter le cas des niveaux sans fac-
teur carré mais avec petits facteurs premiers. On en déduit un contre–exemple à
l’équivalence entre moyennes harmonique et naturelle.
Introduction
Les valeurs au bord de la bande critique des fonctions L contiennent des informations
algébriques intéressantes. Par exemple, considérons Kn l’ensemble des corps totalement réels
de degré n et de clôture algébrique ayant le groupe symétrique Sn pour groupe de Galois. Si
K ∈ Kn, on note h(K) le nombre de classes d’idéaux de K et d(K) son discriminant. En
étudiant la quantité L(1, χK), où L(s, χK) est la fonction L d’Artin associée à K, on obtient des
renseignements sur la taille de h(K). Admettant que, pour tout K ∈ Kn, la fonction L(s, χK)
est entière et satisfait à l’hypothèse de Riemann, une méthode due à Littlewood, jointe à des
travaux de Remak, permet de prouver l’existence, pour tout n ≥ 2, d’un réel βn > 0 tel que,
pour tout K ∈ Kn, on a
h(K) ≤ βn
√
d(K)
[
log log d(K)
log d(K)
]n−1
.
Récemment, Duke [Duk02] a montré l’optimalité (à la constante βn près) de cette majoration.
Sous les mêmes hypothèses, il montre l’existence, pour tout n ≥ 2, d’un réel αn > 0 tel qu’il
existe K ∈ Kn vérifiant
h(K) ≥ αn
√
d(K)
[
log log d(K)
log d(K)
]n−1
.
Dans cet article, on étudie la valeur au bord de la bande critique de la fonction L(s, sym2f)
de carré symétrique d’une forme modulaire. Contrairement à ce qui se passe pour la fonction
L d’une forme modulaire, la valeur au bord de la bande critique de cette fonction introduite
par Shimura a d’importants liens avec la théorie géométrique des nombres : ainsi, elle est reliée
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au degré des paramétrisations modulaires (voir par exemple [Fre97]). Si k > 0 est un entier
pair et N > 0 un entier, on note H∗k(N) l’ensemble des formes primitives de poids k sur Γ0(N).
La meilleure estimation actuelle pour L(1, sym2f) est due à Goldfeld, Hoffstein et Lieman qui
démontrent, dans [GHL94], l’existence d’un réel α > 0 tel que, pour tout entier k > 0 pair, tout
entier N > 0 sans facteur carré et toute forme f ∈ H∗k(N) on a
(1) L(1, sym2f) + L(1, sym2f)−1 ≤ α log(kN).
Notre but est de tester la majoration (1), c’est–à–dire de trouver une fonction F (resp. G) la
plus grande (resp. petite) possible telle que, pour tout entier N sans facteur carré, il existe des
formes primitives f+ et f− de niveau N telles que
L(1, sym2f+) ≥ F (N) et L(1, sym2f−) ≤ G(N).
Désignons par P−(N) le plus petit facteur premier de N et µ la fonction de Möbius. En
poursuivant l’étude entamée dans [Roy01] on montre le
Théorème A. Soit
Ncri :=
{
N ∈ N∗ : µ(N) 6= 0 et P−(N) ≥ log(3N)
}
.
Pour tous k > 0 entier pair, N entier sans facteur carré et C > 0 réel, on introduit
H∗+k (N ;C, sym
2f) :=
{
f ∈ H∗k(N) : L(1, sym2f) ≥ C [log log(3N)]3
}
et
H∗−k (N ;C, sym
2f) :=
{
f ∈ H∗k(N) : L(1, sym2f) ≤ C [log log(3N)]−1
}
.
Alors, pour tout ε > 0, il existe deux réels C > 0 et ξ > 0 ne dépendant que de ε et k tels que
pour tout N ∈ Ncri on a
#H∗±k (N ;C, sym
2f) ≥ e−ξ[log(3N)]ε#H∗k(N).
En particulier, il existe un réel K > 0 ne dépendant que de k tel que, pour tout N ∈ Ncri, il
existe f+ ∈ H∗k(N) et f− ∈ H∗k(N) vérifiant
L(1, sym2f+) ≥ K[log log(3N)]3 et L(1, sym2f−) ≤ K[log log(3N)]−1.
Remarque A. On montre par ailleurs [RW] (en admettant l’hypothèse de Riemann généralisée)
que ce résultat est optimal. Plus précisément, si N est un entier sans facteur carré et si f ∈
H∗k(N), l’hypothèse de Riemann pour L(s, sym
2f) implique
(2) [log log(3N)]−1  L(1, sym2f)  [log log(3N)]3.
D’autre part, si Nj = p1 · · · pj est le produit des j premiers nombres premiers, l’hypothèse de
Riemann pour L(s, sym2f) implique
(3) 1  L(1, sym2f)  1.
Taille des valeurs de fonctions L de carrés symétriques au bord de la bande critique 3
L’équation (2) montre l’optimalité des deux inégalités du théorème théorème A. L’équation
(3) montre que la restriction à N ∈ Ncri est indispensable. Il est à noter que les propriétés
arithmétiques de N jouent un rôle fondamental dans la variation des valeurs de L(1, sym2f)
lorsque f parcourt H∗k(N).
Remarque B. Dans [Zag85], Zagier prouve que, pour tout entier N ≥ 1, il existe un entier
q ≥ N et une forme primitive de niveau q telle que 〈f, f〉  q. On améliore partiellement ce
résultat puisque, compte–tenu de (30) et (14) notre résultat s’énonce : pour tout entier N ∈ Ncri,
il existe f ∈ H∗k(N) telle que 〈f, f〉  N [log log(3N)]3. Cependant, notre méthode ne donne
rien pour les niveaux avec facteur carré alors que la méthode de Zagier utilise au contraire des
formes de niveau avec facteur carré.
Pour établir le théorème A, on calcule une formule asymptotique des moments harmoniques
de L(1, sym2f) :
(4)
∑
f∈H∗
k
(N)
ω(f)L(1, sym2f)±`
pour tout ` ∈ N∗. Le facteur ω(f) est le facteur harmonique habituel dans cette théorie – cf.
(14).
La formule asymptotique donnée dans le théorème A de [Roy01] est insuffisante. Une
analyse minutieuse des dépendances en tous les paramètres est nécessaire. Cette analyse exige
un changement radical des techniques utilisées pour évaluer les termes d’erreurs de [Roy01]. Par
ailleurs, notre formule asymptotique (voir le théorème B ci-dessous), valable uniformément pour
tous les paramètres (à l’exception du poids k des formes modulaires), porte plus d’informations
que celle de [Roy01]. En particulier si la seule contrainte sur le niveau N est qu’il est sans
facteur carré, alors les moments positifs et négatifs n’existent pas.
Avant énoncer notre formule asymptotique pour (4), il est nécessaire de présenter certaines
notations. Les lettres grasses telles que a, b, c, . . . désignent des vecteurs. Leurs coordonnées
sont numérotées en indices, ainsi a = (a1, . . . , am). Le déterminant (noté | · |) d’un vecteur
est le produit de ses coordonnées, ainsi det a = a1 · · ·am. Le produit de deux vecteurs est le
vecteur de même dimension obtenu en multipliant entre elles les coordonnées de même indice,
ainsi ab = (a1b1, . . . , ambm). On désigne par 1
(N) – resp. 1N – la fonction caractéristique des
entiers premiers à N – resp. ayant mêmes diviseurs premiers que N – cf. (11) et (12). Pour
tout b ∈ N`, on définit l’ensemble
E`(b) :=
{
d ∈ N`−1 : dj |
(
b1 · · · bj
d1 · · · dj−1
, bj+1
)2
(1 ≤ j ≤ `− 1)
}
.
On fait les conventions suivantes : N0 := {1}, E1(b) := {1} et d1 · · · d0 := 1. Pour tout entier
n ∈ N∗, on pose ensuite
m
(N)
+` (n) :=
∑
a, b, c∈N`
|a2bc|=n
1(N) (|ab|) 1N (|c|)|c|
∑
d∈E`(b)
|d|=|b|
1
et
m
(N)
−` (n) :=
∑
a,b,c,e∈N`
|ab2c3e|=n
1(N)(|abc|)1N (|e|)|e|
∏̀
j=1
µ(ajbjcj)µ(bj)µ(ej)
∑
d∈E`(ab)
|d|=|ab|
1.
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Enfin on définit
M
(N)
±` :=
∞∑
n=1
m
(N)
±` (n)
n
et
(5) M±` :=
∏
p
∑
ν≥0
m±`,ν
pν
où m±`,ν := m
(N)
±` (p
ν) pour p - N ne dépend ni de p ni de N . Il y a ici une légère différence de
notation avec [Roy01]. En notant M r±` ce qui y était noté M±`, on a
(6) M±` = ζ(2)M
r
±`.
On note ϕ la fonction d’Euler. Notre résultat central est le suivant.
Théorème B. Soit k > 0 un entier pair. Il existe un réel ξ > 0 tel que, pour tout entier N
sans facteur carré et tout ` ∈ N∗, on a
∑
f∈H∗
k
(N)
ω(f)L(1, sym2f)±` =
ϕ(N)
N
M
(N)
±` +Ok
(
N−1/13eξ`[log(2N)]
1/2+ξ`2
)
,
où la constante impliquée dans le symbole O ne dépend que de k.
Si l’on veut déduire du théorème B les valeurs extrêmes de L(1, sym2f), il est souhaitable
de chercher les valeurs maximales de ϕ(N)N−1M
(N)
±` quand N parcourt un certain ensemble.
Le résultat suivant est une précision des théorèmes A et C de [Roy01].
Corrolaire A. Soit k > 0 un entier pair. Il existe un réel ξ > 0 tel que, pour tous N ∈ Ncri et
` ∈ N∗, on a
∑
f∈H∗
k
(N)
ω(f)L(1, sym2f)±` = M±`
{
1 +O
(
1
log log(3N)
)}
+Ok
(
N−1/13eξ`[log(2N)]
1/2+ξ`2
)
,
où la constante impliquée dans le symbole O ne dépend que de k.
La taille de ϕ(N)N−1M
(N)
±` et l’existence de moments dépendent des propriétés arithmé-
tiques de N . Pour tout entier j ≥ 1, on définit Nj := p1 · · · pj où {pj}j≥1 est la suite strictement
croissante des nombres premiers. L’ensemble des entiers Nj lorsque j parcourt N
∗ est noté Nfri.
On prouve alors le
Corrolaire B. La suite de moments
{
ϕ(N)N−1M
(N)
±`
}
N≥1,µ(N) 6=0
n’a pas de limite lorsque N → ∞. En particulier,
lim inf
N→+∞
µ(N) 6=0
ϕ(N)
N
M
(N)
±` = limN→+∞
N∈Nfri
ϕ(N)
N
M
(N)
±` = 0
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et
lim sup
N→+∞
µ(N) 6=0
ϕ(N)
N
M
(N)
+` = e
3` log log `+O(`),
lim sup
N→+∞
µ(N) 6=0
ϕ(N)
N
M
(N)
−` = e
` log log `+O(`).
De plus, pour les moments positifs, on a l’égalité
lim sup
N→+∞
µ(N) 6=0
ϕ(N)
N
M
(N)
+` = M+`.
Dans [Roy02], le premier auteur a donné une interprétation des moments négatifs en termes
combinatoires via les nombres de Riordan. Il en déduit
(7) logM−` = ` log log `+ [γ
∗ − 2 log ζ(2)] ` +O
(
`
log `
)
.
Par la suite, le premier auteur et Habsieger [HR03] ont montré en utilisant de nouveau des
techniques combinatoires
(8) logM+` = 3` log log `+ 3γ
∗`+O
(
`
log `
)
.
Dans (7) et (8), on a noté γ∗ la constante d’Euler. Le corollaire B montre donc que les moments
asymptotiques M±` sont, à une erreur négligeable près, les limites supérieures des moments
M
(N)
±` .
Le corollaire B permet aussi d’affiner l’étude du lien entre la moyenne harmonique et la
moyenne naturelle. On considère une application α : H∗2(N) → C et on suppose qu’il existe des
constantes A > 0, C > 0 et δ > 0 telles que, pour tout N premier assez grand on a
(9)
∑
f∈H∗2(N)
ω(f)|α(f)| ≤ C (logN)A .
et
(10) max
f∈H∗2(N)
|ω(f)α(f)| ≤ CN−δ.
Kowalski & Michel ont prouvé dans [KM99, Proposition 2] l’existence de γ > 0 tel que
1
#H∗2(N)
∑
f∈H∗2(N)
α(f) =
1
ζ(2)
∑
f∈H∗2(N)
ω(f)L(1, sym2f)α(f) +O
(
N−γ
)
.
S’il fait peu de doute que ce résultat s’étende à H∗k(N) pour tout k ≥ 2 pair et tout N ≥ 1
sans facteur carré et sans petit facteur premier, l’absence de petit facteur premier est nécessaire.
Pour le voir, on fixe ` ∈ N, k ≥ 2 pair et on considère comme fonction α l’une des applications
α±` : H
∗
k(N) → C
f 7→ L(1, sym2f)±`.
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La condition (9) est vérifiée grâce au théorème B et au corollaire B et la condition (10) est
vérifiée grâce aux équations (1) et (31). Le théorème B, compte–tenu de (30), (16) et (110)
conduit donc à
lim
N→∞
N∈Nfri
1
#H∗k(N)
∑
f∈H∗
k
(N)
L(1, sym2f)±` = ζ(2)±`
alors que le théorème B et le corollaire B impliquent
lim
N→∞
N∈Nfri
1
ζ(2)
∑
f∈H∗
k
(N)
ω(f)L(1, sym2f)L(1, sym2f)±` = 0.
La raison est simplement que ϕ(N)/N tend vers 0 lorsque N tend vers +∞ en restant dans Nfri.
Remarque C. SiN = p1 · · · pj , alors logN ∼ pj . Autrement dit P+(N) ≤ logN pour N ∈ Nfri,
où P+(N) est le plus grand facteur premier de N . On peut donc voir logN comme la phase
de taille des facteurs premiers de N au sens suivant : si tous les facteurs premiers de N sont
plus grands que logN , alors moyenne harmonique et moyenne naturelle sont equivalentes, par
contre si tous les facteurs premiers de N sont plus petits que logN , alors moyenne harmonique
et moyenne naturelle ne sont pas equivalentes. La situation où N a des facteurs au dessus et au
dessous de logN est très compliquée.
Le cas où ` = 2 dans le corollaire B correspondant à la valeur moyenne de L(1, sym2f), grâce
à la formule (30) ci–dessous, a reçu une attention particulière (voir [RM95], [Akb00], [Wu03],
[Lau02]). En particulier Lau [Lau02] a montré que si N est un nombre premier, on a
∑
f∈H∗2(N)
L(1, sym2f) =
π4
432
N +O
(
N9/10[log(2N)]c
)
,
où c > 0 est une constante absolue. Ici nous proposons un résultat plus général et plus précis.
On définit la fonction ψ par
ψ(N) := N
∏
p|N
(
1 − 1
p
)(
1 − 1
p2
)
.
Théorème C. Soit k > 0 un entier pair. Soit ε > 0, alors pour tout entier N sans facteur
carré, on a
∑
f∈H∗
k
(N)
L(1, sym2f) =
π4
432
(k − 1)ψ(N) +Oε,k
(
N1/2+ε
)
.
En particulier si N est un entier sans facteur carré vérifiant P−(N) ≥ N1/2−ε, alors
∑
f∈H∗
k
(N)
L(1, sym2f) =
π4
432
(k − 1)N +Oε,k
(
N1/2+ε
)
,
où la constante impliquée dans le symbole O ne dépend que de ε et k.
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1. Notations et bôıte à outils arithmétiques
L’objet de cette partie est d’introduire les notations et outils de la théorie analytique des
nombres nécessaires à la bonne compréhension du texte.
On note N l’ensemble de tous les entiers positifs y compris 0 et N∗ l’ensemble des en-
tiers strictement positifs. De même Z et Z∗ désignent respectivement l’ensemble des entiers et
l’ensemble des entiers non nuls. L’ensemble des nombres premiers est noté P .
Pour éviter la multiplication des notations, ε > 0, C > 0, ξ > 0 sont des constantes absolues
(c’est-à-dire ne dépendant d’aucune des variables du texte, le poids des formes modulaires étant
fixé, les constantes absolues peuvent en dépendre) pouvant prendre des valeurs différentes à
chacune de leurs apparitions (on évite ainsi l’introduction de ε1, ε2, . . .). De même, pour chaque
ε > 0, la notation ι(ε) désigne une valeur strictement positive ne dépendant que de ε (et donc
d’aucune autre variable du texte). Là encore, même si ε reste fixé, ι(ε) peut changer à chaque
apparition.
Les vecteurs seront notés en gras. Si v est un vecteur à ` coordonnées, celles-ci seront
désignées par v1, . . . , v`. On note alors |v| := v1 · · · v` et trv := v1 + · · · + v`.
Le symbole de Kronecker est
δ(m,n) :=
{
1 si m = n,
0 sinon.
Si n et N sont des entiers de N∗, on note n(N) et nN les uniques entiers tels que



n = n(N)nN ,
nN | N∞,
(n(N), N) = 1.
Si n est entier et p premier, on note vp(n) la valuation p-adique de n. Le noyau impair de n est
alors
Nimp(n) :=
∏
p∈P
vp(n)impair
p.
La fonction constante égale à un est notée 1. La fonction caractéristique des entiers premiers
à un entier N est
(11) 1(N)(n) :=
{
1 si (n,N) = 1,
0 sinon.
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La fonction caractéristique des entiers ayant mêmes diviseurs premiers que N est
(12) 1N(n) :=
{
1 si n | N∞,
0 sinon.
On définit alors
µ+n (n) :=
1N (n)
n
et µ−N (n) =
1N(n)µ(n)
n
.
Enfin, la fonction caractéristique des carrés premiers à N sera nécessaire,

(N)(n) :=
{
1 si n = d2 avec (d,N) = 1,
0 sinon.
Si ` ∈ N∗, on définit la fonction τ` sur N∗ par
τ`(n) := #
{
n ∈ N` : |n| = n
}
.
On simplifie l’écriture en posant τ := τ2. La série de Dirichlet de la fonction multiplicative τ`
est ζ` où ζ est la fonction zeta de Riemann définie pour <e s > 1 par
ζ(s) :=
∏
p∈P
ζp(s) =
∑
n∈N∗
n−s avec ζp(s) := (1 − p−s)−1.
Pour tout ` ∈ N∗ et tout t ≥ 1, on a
∑
n≤t
τ`(n) ≤ t[log(et)]`−1.
Cela résulte du produit de convolution τ` = τ`−1 ∗ 1. On a τ`(n) ≤ τ(n)` de sorte que pour tout
ε > 0, il existe une constante ι(ε) > 0 telle que pour tous entiers ` et n on a
τ`(n) ≤ [ι(ε)nε]`.
Si q ∈ N∗, la fonction ζ(q) est la fonction zeta de Riemann privée de ses facteurs euleriens
d’indices les diviseurs premiers de q. Ainsi, pour <e s > 1,
ζ(q)(s) :=
∏
p∈P
(p,q)=1
ζp(s) =
∑
n∈N∗
(n,q)=1
n−s.
Si n ∈ N∗, la fonction logn désigne l’itéré n fois de la fonction log,
logn :=
{
log si n = 1,
log ◦ logn−1 si n > 1.
Si s ∈ C, on désignera sa partie réelle par σ et sa partie imaginaire par τ .
Enfin, la droite <e s = r est notée (r).
2. Cadre modulaire
2.1. Formes primitives. — Pour tout entier N ≥ 1, on note
Γ0(N) :=
{(
a b
c d
)
: (a, b, c, d) ∈ Z4, ad− bc = 1, N | c
}
.
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Pour tout entier k ≥ 2 pair, on appelle forme parabolique de poids k et de niveau N toute
fonction f , holomorphe sur le demi-plan de Poincaré
H := {z ∈ C : =z > 0},
vérifiant
(i) pour tout z ∈ H et toute matrice
(
a b
c d
)
∈ Γ0(N),
f
(
az + b
cz + d
)
= (cz + d)kf(z);
(ii) la fonction
z 7→ (=mz)k/2|f(z)|
est bornée sur H.
Remarque 1. Dans cette définition, ¡¡ le ¿¿ niveau n’est pas défini de manière unique : par
exemple, toute forme de niveau N est aussi de niveau 2N puisque Γ0(2N) ⊂ Γ0(N). Rigoureuse-
ment, il faut donc avoir à l’esprit qu’une forme parabolique de niveau N est un couple (f,N).
L’ensemble Sk(N) de ces formes est un espace hermitien lorsqu’on le munit du produit
scalaire
(13) 〈f, g〉 :=
∫
D0(N)
f(z)g(z)yk
dxdy
y2
avec D0(N) un domaine fondamental du quotient à gauche de H ∪ Q ∪ {∞} par Γ0(N) pour
l’action homographique [Iwa97, § 2.7 et 3.3].
Si f ∈ Sk(N), elle admet un développement de Fourier qu’on écrit
f(z) =
+∞∑
n=1
f̂(n) exp(2πinz).
Ayant fixé une base orthogonale Bk(N) de Sk(N) on a la formule de trace de Petersson,
démontrée par exemple dans [ILS00, corollaire 2.2], et rappelée dans le
Lemme 2 (Formule de trace de Petersson). Soit k ≥ 2 un entier pair ; soient N ≥ 1,
m ≥ 1 et n ≥ 1 des entiers. Alors
∑
f∈Bk(N)
Γ(k − 1)
(4π)k−1〈f, f〉
f̂(m)f̂(n)
(mn)(k−1)/2
= δ(m,n)
+O
(
k−5/6
τ(N)
N
(m,n,N)τ3[(m,n)]√
(m,N) + (n,N)
√
mn√
mn+ kN
log(2mnN)
)
.
Pour simplifier l’écriture, on notera
(14) ω(f) :=
Γ(k − 1)
(4π)k−1〈f, f〉 .
Lorsque d et N ′ sont deux diviseurs de N tels que N ′ < N et d | NN ′ et si f ∈ Sk(N ′) alors
z 7→ f(dz) est une forme de Sk(N). L’espace engendré par de telles formes est appelé espace des
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formes anciennes. Son orthogonal pour le produit (13) est l’espace des formes nouvelles. Une
raison pour laquelle on fait une distinction entre formes anciennes et nouvelles est l’existence
d’une base orthogonale privilégiée de l’espace des formes nouvelles que l’on décrit maintenant.
Pour tout n ∈ N∗, on définit le n-ième opérateur de Hecke [Iwa97, chapitre 6] par
Tn : Sk(N) → Sk(N)
f 7→
[
z 7→ 1
n
∑
ad=n
1(N)(a)ak
∑
0≤b<d
f
(
az + b
cz + d
)]
.
Une base orthogonale privilégiée de l’espace des formes nouvelles est la base des formes primi-
tives. Les formes primitives vérifient les propriétés suivantes.
(iii) Le développement de Fourier s’écrit
f(z) =
+∞∑
n=1
λf (n)n
(k−1)/2 exp(2πinz).
(iv) On a la normalisation λf (1) = 1.
(v) Pour tout entier n ≥ 1
Tnf = λf (n)n
(k−1)/2f.
(vi) Pour tous entiers m ≥ 1 et n ≥ 1,
(15) λf (m)λf (n) =
∑
d|(m,n)
1(N)(d)λf
(mn
d2
)
·
(vii) Pour tout entier n, on a λf (n) ∈ R.
On note H∗k(N) l’ensemble des formes primitives de poids k et de niveau N . Lorsque N est
sans facteur carré, on a l’estimation (voir [ILS00, Corollary 2.14])
(16) #H∗k(N) =
k − 1
12
ϕ(N) +O
(
(kN)2/3
)
.
Grâce, entre autres, aux travaux de Deligne, il existe, pour tout nombre premier p, des nombres
complexes αf (p) et βf (p) tels que, pour tout entier ν ≥ 0 le réel λf (pν) s’écrit
(17) λf (p
ν) =
αf (p)
ν+1 − βf (p)ν+1
αf (p) − βf (p)
.
Les complexes αf (p) et βf (p) vérifient
(18)



αf (p) = βf (p) = 0 si p
2 | N ,
αf (p) = εf(p)p
−1/2, βf (p) = 0 si p || N ,
|αf (p)| = 1, βf (p) = αf (p)−1 si (p,N) = 1,
où εf (p) = ±1. On étend la définition de εf aux entiers sans facteur carré par multiplicativité.
Une conséquence de (18) et de (15) est la majoration, valable pour tout n entier,
(19) |λf (n)| ≤ τ(n).
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Une autre conséquence de (18) est que lorsque N est sans facteur carré, on peut récrire (15) en
(20) λf (m)λf (n) =
εf [Nimp(mNnN )]√
mNnN
∑
d|(m(N),n(N))
λf
(
m(N)n(N)
d2
)
.
Remarque 3. Soit K = {2, 4, 6, 8, 10, 14}. Il n’existe pas de formes paraboliques de poids
k ∈ K et de niveau 1 [Ser77, §3.2]. Cela implique que, pour k ∈ K et N ∈ P , H∗k(N) est une
base orthogonale de tout l’espace Sk(N). Il est crucial de garder en tête que ce n’est pas le cas
lorsque N n’est pas premier ou lorsque k n’est pas dans K.
Dans [ILS00, corollaire 2.10], lorsque N est sans facteur carré, Iwaniec, Luo & Sarnak ont
établi une formule de trace semblable à celle du lemme 2 mais avec une sommation sur les seules
formes primitives. On rappelle le résultat dans le
Lemme 4 (Formule de trace d’Iwaniec, Luo & Sarnak). Soient N ≥ 1 un entier sans
facteur carré et m ≥ 1, n ≥ 1 des entiers tels que (m,N) = 1 et (n,N2) | N . Alors
∑
f∈H∗
k
(N)
ω(f)λf (m)λf (n) =
ϕ(N)
N
δ(m,n) +O
(
k−5/6
τ(N)2
N
(mn)1/4τ3[(m,n)]√
(n,N)
log(2mnN)
)
.
En particulier, le choix de m = n = 1 dans le lemme 4 conduit à
(21)
∑
f∈H∗
k
(N)
ω(f) =
ϕ(N)
N
{
1 +O
(
k−5/6
τ(N)2
ϕ(N)
log(2N)
)}
.
Lorsque k ∈ K et N ∈ P , la remarque 3 et le lemme 2 impliquent le résultat plus précis (en N)
du
Lemme 5. Soient k ∈ {2, 4, 6, 8, 10, 14},N ∈ P et m ≥ 1, n ≥ 1 des entiers tels que (m,N) = 1
et (n,N2) | N . Alors
∑
f∈H∗
k
(N)
ω(f)λf (m)λf (n) = δ(m,n) +O
(
(mn)1/2τ3[(m,n)]
k4/3N3/2
√
(n,N)
log(2mnN)
)
.
2.2. Fonctions L. — Soient r ≥ 1 un entier et, pour tout premier p, une matrice diagonale,
$p = diag[α1(p), . . . , αr(p)] à coefficients complexes de norme inférieure ou égale à 1 et égale à
1 sauf pour un nombre fini de premiers. On associe à cette matrice la fonction L 〈〈 locale 〉〉
L (s,$p) :=
r∏
i=1
[1 − αi(p)p−s]−1.
On construit alors la fonction L 〈〈 globale 〉〉
(22) L(s,$) =
∏
p∈P
L (s,$p) .
Le produit (22) est convergent pour σ > 1 et se développe en la série de Dirichlet
(23) L(s,$) :=
+∞∑
n=1
λ$(n)
ns
.
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On fait l’hypothèse E : on suppose qu’il existe des complexes µ$,i de parties réelles strictement
supérieures à − 12 tels que la fonction
Λ(s,$) = L(s,$∞)L(s,$)
avec
L(s,$∞) = π
−sr/2
r∏
i=1
Γ
(
s+ µ$,i
2
)
est entière et satisfait l’équation fonctionnelle
(24) qs/2$ Λ(s,$) = ε$q
(1−s)/2
$ Λ(1 − s,$).
Dans (24), la paramètre q$ est un entier appelé conducteur de $ et ε$ est un complexe de
norme 1 (mal) nommé signe de l’équation fonctionnelle. Sous cette hypothèse, on a (voir, par
exemple [Mic02]) la borne de convexité : pour tout ε > 0, il existe C > 0 (ne dépendant que de
r et ε) tel que
(25) |L(s,$)| ≤ C
[
q$
r∏
i=1
∣∣∣∣
1
2
+ iτ − µ$,i
∣∣∣∣
]max{(1−σ)/2 , 0}+ε
(σ ≥ 0) .
Soit f ∈ H∗k(N). Si on choisit, pour $p, la matrice fp = diag [αf (p), βf (p)] on obtient la fonction
L de f . L’hypothèse E est due à Hecke. Les paramètres associés sont
(26)



r = 2,
α1(p) = αf (p), α2(p) = βf (p),
µf,1 =
k − 1
2
, µf,2 =
k + 1
2
,
qf = N.
On suppose N sans facteur carré. Si on choisit, pour $p, le carré symétrique sym
2fp =
diag
[
αf (p)
2, αf (p)βf (p), βf (p)
2
]
de fp, on obtient la fonction L de carré symétrique de f .
L’hypothèse E est due à Shimura et Li. Les paramètres associés sont
(27)



r = 3,
α1(p) = αf (p)
2, α2(p) = αf (p)βf (p), α3(p) = βf (p)
2,
µsym2f,1 = 1, µsym2f,2 = k − 1, µsym2f,3 = k,
qsym2f = N
2,
εsym2f = 1.
Grâce à (17) et (20) on a
(28) ρf (n) := λsym2f (n) =
∑
a,b,c∈N
a2bc=n
1(N)(ab)
1N(c)
c
λf (b
2).
Dans les deux cas précédents, la série de Dirichlet (23) est à coefficients réels et dans (24), on a
alors Λ(1 − s,$) = Λ(1 − s,$).
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On aura besoin de contrôler les zéros de L(s, sym2f) au voisinage de s = 1. Pour cela, on
utilise un résultat de Kowalski & Miche [KM02, théorème 2]. Grâce à un résultat de Ramakr-
ishnan [DK00, corollaire du théorème A], on a, puisque N est sans facteur carré,
{
sym2f : f ∈ H∗k(N)
}
' H∗k(N).
En particulier, si A est une fonction de
{
sym2f : f ∈ H∗k(N)
}
dans C, alors
∑
g∈{sym2f :f∈H∗k(N)}
A(g) =
∑
f∈H∗
k
(N)
A(sym2f)
et un cas particulier du résultat de Kowalski & Michel s’énonce
Lemme 6 (Kowalski & Michel). Soit k > 0 un entier pair. Soient α ≥ 34 , T ≥ 2, N un
entier sans facteur carré et f ∈ H∗k(N). On définit
N(sym2f ;α, T ) = #
{
ρ ∈ C : <e ρ ≥ α, |=mρ| ≤ T, L(ρ, sym2f) = 0
}
.
Alors il existe une constante absolue ξ > 0 ne dépendant que de k telle que
∑
f∈H∗
k
(N)
N(sym2f ;α, T ) ≤ ξT ξN17(1−α)/(2α−1).
Ce lemme permet d’établir une 〈〈 quasi hypothèse de Riemann 〉〉: si η est un réel positif assez
petit, disons 0 < η ≤ 122 , on définit
H+k (N ; η) =
{
f ∈ H∗k(N) : L(s, sym2f) 6= 0, σ ≥ 1 − 4η, |τ | ≤ 2[log(2N)]3
}
et H−k (N ; η) = H
∗
k(N) \ H+k (N ; η). Alors il existe ξ > 0 telle que, pour tout η ∈ ]0, 122 ] on a
(29) #H−k (N ; η) ≤ ξN19η[log(2N)]ξ.
On aura besoin de majorer ω(f) pour f ∈ H∗k(N). Grâce à l’égalité
(30) ω(f) =
2π2
(k − 1)NL(1, sym2f)
(dont une preuve se déduit, par exemple, du lemme 2.5 de [ILS00]) et à la majoration (1), on a
(31) ω(f) k
log(2N)
N
.
Les puissances de L(s, sym2f) admettent un développement en série de Dirichlet pour σ > 1.
Pour le donner, il est nécessaire d’introduire, pour tout entier ` ≥ 1 et tout b ∈ N`, l’ensemble
E`(b) =
{
d ∈ N `−1 : dj |
(
b1 · · · bj
d1 · · · dj−1
, bj+1
)2
(1 ≤ j ≤ `− 1)
}
avec les conventions suivantes : N 0 = {1}, E1(b) = {1} et d1 · · ·d0 = 1. On a alors, pour tout
entier ` ≥ 1 et tout σ > 1,
L(s, sym2f)±` =
+∞∑
n=1
ρ
(±`)
f (n)n
−s
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où ρ
(±`)
f est la fonction multiplicative donnée grâce à (28) par
(32) ρ
(+`)
f (n) =
∑
a, b, c∈N`
|a2bc|=n
1(N)(|ab|)1N (|c|)|c|
∑
d∈E`(b)
λf
[( |b|
|d|
)2]
et, grâce à (20) par
(33) ρ
(−`)
f (n) =
∑
a,b,c,e∈N`
|ab2c3e|=n
1(N)(|abc|)1N (|e|)|e|
∏̀
j=1
µ(ajbjcj)µ(bj)µ(ej)
∑
d∈E`(ab)
λf
[( |ab|
|d|
)2]
.
Les définitions (32) et (33) avec la majoration de Deligne (19) impliquent pour tout ε > 0
l’existence d’une constante ι(ε) > 0 ne dépendant que de ε telle que pour tout σ > 1 + ε et
` ∈ N∗, on a la majoration
(34)
∣∣L(s, sym2f)±`
∣∣ ≤ [ι(ε)ζ(σ − ε)]` .
Enfin, on utilisera une majoration en moyenne plus puissante (en le paramètre N) que la borne
de convexité (25) et due à Iwaniec et Michel [IM01]
Lemme 7 (Iwaniec & Michel). Soit k > 0 un entier pair. Pour tout ε > 0, il existe un réel
C > 0 tel que pour tout entier N sans facteur carré et tout complexe s de partie réelle 12 , on a
∑
f∈H∗
k
(N)
|L(s, sym2f)|2 ≤ C|s|8N1+ε.
Remarque 8. Dans tout cet article, le poids des formes modulaires est fixé. Ainsi, les termes
d’erreur et les constantes mêmes qualifiés d’absolues peuvent en dépendre.
3. Calcul effectif des moments et preuve du théorème B
3.1. Lemmes de Luo effectifs. — Dans le but d’obtenir une estimation d’ordre ` de la
valeur L(1, sym2f) avec terme d’erreur faisant apparâıtre la dépendance en `, il est nécessaire
de préciser les termes d’erreurs dans des estimations dues à Luo. C’est l’objet de cette partie.
On précise le lemme 2 de [Luo99].
Lemme 9. Il existe un réel ξ > 0 tel que, pour tout entier N sans facteur carré, toute forme
primitive f ∈ H∗k(N) et tout réel η ∈ ]0, 122 ], si L(s, sym2f) ne s’annule pas dans le domaine
1 − 4η ≤ σ < 1 et |τ | ≤ 2[log(2N)]3
alors pour tout s ∈ C tel que
1 − η ≤ σ < 1 et |τ | ≤ [log(2N)]2
on a
|L(s, sym2f)| ≤ exp
{
D+(η) [log(2N)]
θ(η)
}
avec
θ(η) :=
log[(1 + η)/(1 − 2η)]
log[(1 + 5η)/(1 − 2η)] et D+(η) :=
ξ
η
log
(
ξ
η
)
.
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Démonstration. Sur le domaine
D(η,N) :=
{
s ∈ C : 1 − 4η ≤ σ < 1, |τ | ≤ 2[log(2N)]3
}
∪ {s ∈ C : σ ≥ 1} ,
on définit
F (s) := logL(s, sym2f).
Grâce à (19), si σ ≥ 4, on a
(35) |L(s, sym2f)| ≤
+∞∑
n=1
1
n8
+∞∑
n=1
τ(n2)
n4
=: C1.
On déduit de (35) l’existence d’une constante absolue C2 > 0 telle que pour σ ≥ 4 on a
(36) |F (s)|2 =
∣∣log |L(s, sym2f)|
∣∣2 + | argL(s, sym2f)|2 ≤ C22 .
D’autre part, il existe une contante absolue C3 > 0 telle pour σ ≥ 1 + η, on a
(37) |L(s, sym2f)| ≤
+∞∑
n=1
1
n2
+∞∑
n=1
τ(n2)
n1+η
≤
(
C3
η
)3
.
On déduit de (37) que, pour σ ≥ 1 + η, on a
(38) <eF (s) = log |L(s, sym2f)| ≤ 3 log C3
η
.
On applique alors le théorème de Borel–Carathéodory [Tit52] à F . Avec s′ = 4 + iτ , R′ = 3− η
et r′ = 3 − 2η, les équations (36) et (38) conduisent à
max
|s−s′|=r′
|F (s)| ≤ 2r
′
R′ − r′ max|s−s′|=R′ <eF (s) +
R′ + r′
R′ − r′ |F (s
′)|
≤ 314 − 4η
η
log
C3
η
+
6 − 3η
η
C2
≤ C
η
log
C
η
.
En particulier pour s = σ + iτ avec 1 + 2η ≤ σ ≤ 7 − 2η et τ ∈ R, on a
(39) |F (s)| ≤ C
η
log
C
η
.
Il résulte de la borne de convexité (25) que
(40) <eF (s) ≤ ξ log(2N)
pour 12 ≤ σ ≤ 8 et |τ | ≤ [log(2N)]3.
On applique le théorème de Borel–Carathéodory à F (s). Avec s′′ := 4 + iτ (où |τ | ≤
[log(2N)]3), R′′ := 3 + 6η et r′′ := 3 + 5η, on déduit de (40) et (36) que
max
|s−s′′|=r′′
|F (s)| ≤ 2r
′′
R′′ − r′′ max|s−s′′|=R′′ <eF (s) +
R′′ + r′′
R′′ − r′′ |F (s
′′)|
≤ ξ 6 + 10η
η
log(2N) +
6 + 11η
η
C2
≤ ξ
η
log(2N).
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En particulier pour s = σ + iτ avec 1 − 5η ≤ σ ≤ 7 + 5η et |τ | ≤ [log(2N)]3, on a
(41) |F (s)| ≤ ξ
η
log(2N).
Maintenant on applique le théorème des trois cercles de Hadamard à F (s) en choisissant trois
cercles de même centre s0 = 2 + iτ (où |τ | ≤ (logN)2) et de rayons r1 := 1 − 2η, r2 := 2 − σ
(où 1 − η ≤ σ < 1), r3 := 1 + 5η. En posant M(r) := max
|s−s0|=r
|F (s)|, on a
M(r2) ≤M(r1)1−aM(r3)a
où a := log(r2/r1)/ log(r3/r1). En majorant M(r1) et M(r3) par (39) et (41) respectivement,
on obtient
M(r2) ≤
(
C
η
log
C
η
)1−a [
ξ
η
log(2N)
]a
,
qui implique le résultat souhaité puisque 0 < a ≤ θ(η). 
Pour prouver un résultat équivalent pour la fonction L(s, sym2f)−1 on a besoin d’un résultat
préliminaire.
Lemme 10. Il existe un réel ξ > 0 tel que, pour tout entier N sans facteur carré, toute forme
primitive f ∈ H∗k(N) et tout réel η ∈ ]0, 122 ], si L(s, sym2f) ne s’annule pas dans le domaine
1 − 4η ≤ σ < 1 et |τ | ≤ 2[log(2N)]3
alors pour tout s ∈ C tel que
1 − η ≤ σ < 1 et |τ | ≤ 32 [log(2N)]3
on a ∣∣log |L(s, sym2f)|−1
∣∣ ≤ ξ
η
[
1
η
+ log(2N)
]
.
Démonstration. On pose s0 := 1 + 2η+ iτ0 avec |τ0| ≤ 32 [log(2N)]3, r := 13η et r′ := 3η. On va
appliquer le lemme γ de [Tit52] pour établir le résultat souhaité.
Pour σ ≥ 1 + η, on a grâce à (22) et (18) la minoration
|L(s, f)| ≥
∏
p|N
(
1 + p−2−η
)−1 ∏
p - N
(
1 + p−1−η
)−3
(42)
≥ C
∏
p
(
1 + p−1−η
)−3 ≥ e−C/η.
En utilisant cette inégalité avec s = s0 et (25) avec le choix ε = 1, on déduit
∣∣∣∣
L(s, sym2f)
L(s0, sym2f)
∣∣∣∣ ≤ eξ[1/η+log(2N)]
pour σ ≥ 1 − 11η et |τ | ≤ 2[log(2N)]3. En particulier l’inégalité précédente est vraie pour
|s− s0| ≤ r.
En prenant la dérivée logarithmique de deux côtés de (22), on peut écrire, pour σ > 1,
(43)
L′(s, sym2f)
L(s, sym2f)
= −
∑
p|N
log p
ps+1 − 1 −
∑
p - N
[
αf (p)
2 log p
ps − αf (p)2
+
log p
αf (p)2ps − 1
+
log p
ps − 1
]
.
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Grâce à (18), on déduit de (43) que
∣∣∣∣
L′(s0, sym
2f)
L(s0, sym2f)
∣∣∣∣ ≤
∑
p
4 log p
p1+η − 1 ≤
C
η
≤ ξ
η
[
1
η
+ log(2N)
]
.
D’après l’hypothèse, L(s, sym2f) 6= 0 dans la partie σ ≥ 1 + 2η− 2r′ du cercle |s− s0| ≤ r.
Ainsi la fonction L(s, sym2f) vérifie toutes les conditions du lemme γ avec les paramètres s0 :=
1 + 2η+ iτ0, |τ0| ≤ 32 [log(2N)]3, r := 13η, r′ := 3η et M := ξ[1/η+ log(2N)]. Ce lemme fournit
alors l’estimation suivante :
∣∣∣∣
L′(s, sym2f)
L(s, sym2f)
∣∣∣∣ ≤
ξ
η
[
1
η
+ log(2N)
]
(|s− s0| ≤ r′).
En particulier pour σ ∈ [1 − η, 1 + 5η] et |τ | ≤ 32 [log(2N)]3, on a
(44)
∣∣∣∣
L′(s, sym2f)
L(s, sym2f)
∣∣∣∣ ≤
ξ
η
[
1
η
+ log(2N)
]
.
Puisque
log |L(s, sym2f)|−1 = <e logL(1 + 2η + iτ, sym2f)−1
+
∫ 1+2η
σ
<e
[
L′(u+ iτ, sym2f)
L(u+ iτ, sym2f)
]
du
la borne (25) avec le choix ε = 1 et (44) donnent
∣∣ log |L(s, sym2f)|−1
∣∣ ≤ ξ log(2N) + ξ
η
[
1
η
+ log(2N)
]
pour σ ≥ 1 − η et |τ | ≤ 32 [log(2N)]3. Cela achève la démonstration. 
On peut alors préciser le lemme 8 de [Luo01] dans le
Lemme 11. Il existe un réel ξ > 0 tel que, pour tout entier N sans facteur carré, toute forme
primitive f ∈ H∗k(N) et tout réel η ∈ ]0, 122 ], si L(s, sym2f) ne s’annule pas dans le domaine
1 − 4η ≤ σ < 1 et |τ | ≤ 2[log(2N)]3
alors pour tout s ∈ C tel que
1 − η ≤ σ < 1 et |τ | ≤ [log(2N)]2
on a
|L(s, sym2f)|−1 ≤ exp
{
D−(η) [log(2N)]
θ(η)
}
avec
θ(η) :=
log[(1 + η)/(1 − 2η)]
log[(1 + 5η)/(1 − 2η)] et D−(η) :=
ξ
η3
.
Démonstration. En remplaçant (40) par le lemme 10 la preuve est très proche de la preuve
du lemme 9. On ne donne donc que les grandes lignes de la preuve. Sur le domaine D(η,N)
introduit dans la preuve du lemme 9, on définit la fonction
G(s) := logL(s, sym2f)−1.
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On déduit de (36) que, si σ ≥ 4,
(45) |G(s)|2 =
∣∣log |L(s, sym2f)|−1
∣∣2 + | argL(s, sym2f)−1|2 ≤ C.
D’autre part, pour σ ≥ 1 + η, on déduit de (42) que
(46) <eG(s) = log |L(s, sym2f)|−1 ≤ C
η
.
On applique le théorème de Borel–Carathéodory à la fonction G(s) avec s′ := 4+ iτ , R′ := 3−η
et r′ := 3 − 2η. En utilisant (45) et (46), on a
max
|s−s′|=r′
|G(s)| ≤ 2r
′
R′ − r′ max|s−s′|=R′ <eG(s) +
R′ + r′
R′ − r′ |G(s
′)|
≤ C
η
· 14 − 4η
η
+
C
η
(6 − 3η)
≤ C
η2
.
En particulier pour s = σ + iτ avec 1 + 2η ≤ σ ≤ 7 − 2η et τ ∈ R, on a
(47) |G(s)| ≤ C
η2
.
On applique le théorème de Borel–Carathéodory à G(s) avec s′′ := 4 + iτ (où |τ | ≤ [log(2N)]3),
R′′ := 3 + 6η et r′′ := 3 + 5η. En utilisant le lemme 10 et (36), on a
max
|s−s′′|=r′′
|G(s)| ≤ 2r
′′
R′′ − r′′ max|s−s′′|=R′′ <eG(s) +
R′′ + r′′
R′′ − r′′ |G(s
′′)|
≤ ξ 6 + 10η
η2
[
1
η
+ log(2N)
]
+ C
6 + 11η
η
≤ ξ
η2
[
1
η
+ log(2N)
]
.
En particulier pour s = σ + iτ avec 1 − 5η ≤ σ ≤ 7 + 5η et |τ | ≤ [log(2N)]3, on a
(48) |G(s)| ≤ ξ
η2
[
1
η
+ log(2N)
]
.
Maintenant on applique le théorème des trois cercles de Hadamard à G(s) en choisissant trois
cercles de même centre s0 = 2+ iτ (avec |τ | ≤ [log(2N)]2) et de rayons r1 := 1− 2η, r2 := 2−σ
(où 1 − η ≤ σ < 1), r3 := 1 + 5η. En posant M(r) := max
|s−s0|=r
|G(s)|, on a
M(r2) ≤M(r1)1−aM(r3)a
où a := log(r2/r1)/ log(r3/r1). En majorant M(r1) et M(r3) par (47) et (48) respectivement,
on obtient
M(r2) ≤
(
C
η2
)1−a {
ξ
η2
[
1
η
+ log(2N)
]}a
,
qui implique le résultat souhaité. 
3.2. Formules de traces pour les puissances de L(s, sym2f). — L’objet de cette partie
est de donner des formules de type 〈〈 Petersson 〉〉pour les coefficients de Fourier de L(s, sym2f)`
puis d’étudier les termes principaux et d’erreur de ces formules.
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3.2.1 Puissances positives. — On donne une formule de Petersson pour ρ
(+`)
f avec ` ∈ N∗.
Lemme 12. Soit k > 0 un entier pair. Soient N un entier sans facteur carré et n, ` ∈ N∗. Alors
on a
∑
f∈H∗
k
(N)
ω(f)ρ
(+`)
f (n) =
ϕ(N)
N
m
(N)
+` (n) +Ok
(
τ(N)2
N
n1/2 r+`(n) log(2nN)
)
,
où
m
(N)
+` (n) :=
∑
a,b,c∈N`
|a2bc|=n
1(N)(|ab|)1N (|c|)|c|
∑
d∈E`(b)
|d|=|b|
1
et
r+`(n) :=
∑
a,b,c∈N`
|a2bc|=n
1(N)(|ab|)1N (|c|)|c|
∑
d∈N`
dj |b
2
j (1≤j≤`)
1.
La constante impliquée dans le symbole O ne dépend que de k.
Démonstration. D’après (32), on trouve
∑
f∈H∗
k
(N)
ω(f)ρ
(+`)
f (n) =
∑
a,b,c∈N`
|a2bc|=n
1(N)(|ab|)1N (|c|)|c|
∑
d∈E`(b)
∑
f∈H∗
k
(N)
ω(f)λf
( |b|2
|d|2
)
.
En remarquant que seuls contribuent les b tels que (|b|, N) = 1, on peut appliquer le lemme
4 à la somme intérieure avec (m,n) = (1, |b|2/|d|2). La contribution du terme principal est
ϕ(N)N−1m
(N)
+` (n) et celle du terme d’erreur est
 τ(N)
2
N
∑
a,b,c∈N`
|a2bc|=n
1(N)(|ab|)1N (|c|)|c|
∑
d∈E`(b)
|b|1/2
|d|1/2 log
(
2N
|b|2
|d|2
)
 τ(N)
2
N
n1/2 log(2nN)
∑
a,b,c∈N`
|a2bc|=n
1(N)(|ab|)1N (|c|)
|a||c|3/2
∑
d∈N`−1
dj−1|b
2
j (2≤j≤`)
1
|d|1/2 .
Puisque la dernière double somme est majorée par r+`(n), cela achève la démonstration. 
Remarque 13. Le remplacement de la dernière double somme par r+`(n) a pour but de faciliter
les calculs dans la suite, sans perdre d’informations essentielles.
Pour la suite, on a besoin d’introduire les entiers m+`,ν . Si p ∈ P ne divise pas N et si
ν ≥ 0, on pose
(49) m+`,ν := m
(N)
+` (p
ν) .
Ces nombres ne dépendent ni de p, ni de N .
On étudie maintenant la série de Dirichlet issue du terme principal de la formule du lemme
12.
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Lemme 14. Soient N un entier sans facteur carré et ` ∈ N∗. Pour σ > 12 , on a
∑
n≥1
m
(N)
+` (n)n
−s = ζ(N)(2s)`(`+1)/2M(N)+` (s),
où M(N)+` (s) :=
∑
n≥1 m̃
(N)
+` (n)n
−s est une série de Dirichlet absolument convergente pour σ > 13 .
En particulier, pour tout ε > 0, σ ≥ 12 + ε et ` ≥ 2 on a
|M(N)+` (s)| ≤
∑
n≥1
|m̃(N)+` (n)|n−1/2−ε ≤ eι(ε)`
2
,
où ι(ε) est une constante ne dépendant que de ε.
Démonstration. On prouve l’existence de M(N)+` . En posant
(50) m̂
(N)
+` (n) := 1
(N)(n)
∑
b∈N`
|b|=n
∑
d∈E`(b)
|d|=|b|
1,
on a
(51) m
(N)
+` (n) = µ
+
N ∗ · · · ∗ µ+N︸ ︷︷ ︸
` fois
∗ (N) ∗ · · · ∗ (N)︸ ︷︷ ︸
` fois
∗ m̂(N)+` (n).
La fonction n 7→ m̂(N)+` (n) est multiplicative et
m̂
(N)
+` (p
ν) =
{
0 si p | N ,
m̂+`,ν si p - N ,
où
m̂+`,ν :=
∑
β∈N`
trβ=ν
∑
δ∈N`−1, trδ=ν
δj≤2 min{β1+···+βj−δ1−···−δj−1,βj+1} (1≤j≤`−1)
1.
En posant
r̂+`,ν :=
∑
ν∈N`
trν=ν
(2ν1 + 1) · · · (2ν` + 1),
on a
(52) m̂+`,ν ≤ r̂+`,ν , r̂+`,1 = 3`, r̂+`,2 =
`(9`+ 1)
2
.
On vérifie que m̂+`,1 = 0, m̂+`,2 = `(`− 1)/2. Pour σ > 12 , on peut donc écrire
∑
n≥1
m
(N)
+` (n)n
−s = ζ(N)(2s)`
∏
p - N
∑
ν≥0
m̂+`,νp
−νs
∏
p |N
(
1 − p−s−1
)−`
= ζ(N)(2s)`(`+1)/2M(N)+` (s),
avec
M(N)+` (s) :=
∏
p |N
(
1 − p−s−1
)−` ∏
p - N

(1 − p−2s
)m̂+`,2 ∑
ν≥0
m̂+`,νp
−νs

(53)
=:
∏
p
∑
ν≥0
m̃
(N)
+` (p
ν)p−νs.
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On étudie ensuite la convergence de la série M(N)+` (s). Puisque m̂+`,1 = 0, pour p - N on a
∑
ν≥0
m̃
(N)
+` (p
ν)
pνs
= 1 −
m̂2+`,2
p4s
+
(
1 +
m̂+`,2
p2s
) ∑
2≤j≤m̂+`,2
(
m̂+`,2
j
)
(−1)j
p2js
+
(
1 − 1
p2s
)m̂+`,2 ∑
ν≥3
m̂+`,ν
pνs
puis, pour σ ≥ 12 ,
∑
ν≥0
|m̃(N)+` (pν)|
pνσ
≤ 1 +
m̂2+`,2
p2
+
(
1 +
m̂+`,2
p
) ∑
2≤j≤m̂+`,2
(
m̂+`,2
j
)
1
pj
(54)
+
(
1 +
1
p
)m̂+`,2 ∑
ν≥3
m̂+`,ν
pν/2
.
Ainsi, la série de Dirichlet M(N)+` (s) converge absolument pour σ > 13 .
Enfin, on majore
∑
n |m̃
(N)
+` (n)|n−σ pour σ ≥ 12 + ε. De la première inégalité de (52), on
déduit
∑
ν≥0
m̂+`,ν
pν/2
≤
∑
ν≥0
∑
ν∈N`
trν=ν
(2ν1 + 1) · · · (2ν` + 1)
pν1/2 · · · pν`/2(55)
=


∑
ν≥0
2ν + 1
pν/2


`
=
[
1 + p−1/2
(1 − p−1/2)2
]`
.
De (53) et (55) on déduit
∏
p≤`2
∑
ν≥0
|m̃(N)+` (pν)|
pν(1/2+ε)
≤
∏
p≤`2
(
1 − 1
p3/2
)−`(
1 +
1
p1+ε
)m̂+`,2 [ 1 + p−1/2
(1 − p−1/2)2
]`
(56)
≤ eι(ε)`2 .
En utilisant (52), on peut aussi écrire
∑
ν≥3
m̂+`,ν
pν/2
≤
∑
ν≥0
∑
ν∈N`
trν=ν
(2ν1 + 1) · · · (2ν` + 1)
pν1/2 · · · pν`/2 − 1 −
3`
p1/2
− `(9`+ 1)
2p
(57)
=
[
1 + p−1/2
(1 − p−1/2)2
]`
− 1 − 3`
p1/2
− `(9`+ 1)
2p
.
Pour |x`| ≤ 1, on a
(58)
[
1 + x
(1 − x)2
]`
= [1 + 3x+ 5x2 +O(x3)]` = 1 + 3`x+
`(9`+ 1)
2
x2 +O
(
(`x)3
)
,
où les constantes impliquées dans le symbole O sont absolues. Choisissant x = p−1/2 avec p > `2
on déduit du report de (58) dans (57) que
(59)
∑
ν≥3
m̂+`,ν
pν/2
≤ C `
3
p3/2
(p > `2).
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Pour p > `2, on a aussi
(60)
∑
2≤j≤m̂+`,2
(
m̂+`,2
j
)
1
pj
≤
∑
j≥2
(`2/p)j
j!
= e`
2/p − 1 − `
2
p
≤ C `
4
p2
.
En combinant (59) et (60) avec (54), on déduit, pour p - N et p > `2,
∑
ν≥0
|m̃(N)+` (pν)|
pν/2
≤ 1 +
m̂2+`,2
p2
+ 2
∑
2≤j≤m̂+`,2
(
m̂+`,2
j
)
1
pj
+ e
∑
ν≥3
m̂+`,ν
pν/2
≤ 1 + C `
3
p3/2
.
Cette estimation reste vraie pour p | N et p > `2 puisque dans ce cas,
∑
ν≥0
|m̃(N)+` (pν)|
pν/2
=
(
1 − 1
p3/2
)−`
= 1 +O
(
`
p3/2
)
.
Ainsi,
(61)
∏
p>`2
∑
ν≥0
|m̃(N)+` (pν)|
pν/2
≤
∏
p>`2
(
1 + C
`3
p3/2
)
≤ eC`2 .
L’inégalité souhaitée découle de (56) et (61). 
On étudie de même la série de Dirichlet issue du terme d’erreur de la formule du lemme 12.
Lemme 15. Soit ` ∈ N∗. Pour σ > 1, on a
∑
n≥1
r+`(n)n
−s = ζ(N)(s)3`R+`(s),
où R+`(s) :=
∑
n≥1 r̃+`(n)n
−s est une série de Dirichlet absolument convergente pour σ > 12 .
En particulier pour σ ≥ 1 et ` ≥ 2 on a
|R+`(s)| ≤
∑
n≥1
|r̃+`(n)|
n
≤ [log(3`)]C`.
Démonstration. On prouve l’existence de R+`. On pose
r̂+`(n) :=
∑
b,c∈N`
|bc|=n
1(N)(|b|)1N (|c|)|c|
∑
d∈N`
dj|b
2
j (1≤j≤`)
1.
Alors on a
r+` = 
(N) ∗ · · · ∗ (N)︸ ︷︷ ︸
` fois
∗ r̂+`.
La fonction r̂+`(n) est multiplicative en n et pour p - N on a
r̂+`(p
ν) = r̂+`,ν .
D’autre part, si p | N , alors
r̂+`(p
ν) =
1
pν
∑
ν1,...,ν`∈N
`
ν1+···+ν`=ν
1.
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Pour tout s ∈ C tel que σ > 1, on peut donc écrire
∑
n≥1
r+`(n)
ns
= ζ(N)(2s)`
∏
p|N
(
1 − 1
ps+1
)−` ∏
p -N
∑
ν≥0
r̂+`,ν
pνs
= ζ(N)(s)3`R+`(s),
où
(62) R+`(s) := ζ(N)(2s)`
∏
p|N
(
1 − 1
ps+1
)−` ∏
p -N
(
1 − 1
ps
)3`∑
ν≥0
r̂+`,ν
pνs
=:
∏
p
∑
ν≥0
r̃+`(p
ν)
pνs
.
Puisque r̃+`(p) = 0 pour tout p - N , la série R+`(s) converge absolument pour σ > 12 .
Il reste à majorer
∑
n≥1 |r̃+`(n)|n−σ pour σ ≥ 1. D’abord, comme en (55) on a
∑
ν≥0
r̂+`,ν
pν
=
[
1 + p−1
(1 − p−1)2
]`
.
Pour σ ≥ 1, la contribution des p ≤ ` à (62) est donc
(63)
∏
p≤`
∑
ν≥0
|r̃+`(pν)|
pνσ
≤
∏
p≤`
(
1 − 1
p2
)−2`(
1 +
1
p
)3` [
1 + p−1
(1 − p−1)2
]`
≤ eC` log2(3`).
On trâıte maintenant le cas des premiers p > `. Puisque r̂+`,1 = 3`, on a
(
1 − 1
ps
)3`∑
ν≥0
r̂+`,ν
pνs
= 1 − 9`
2
p2s
+
(
1 +
3`
ps
) ∑
2≤j≤3`
(
3`
j
)
(−1)j
pjs
(64)
+
(
1 − 1
ps
)3`∑
ν≥2
r̂+`,ν
pνs
.
De plus, on a
(65)
∑
ν≥2
r̂+`,ν
pν
=
[
1 + p−1
(1 − p−1)2
]`
− 1 − 3`
p
 `
2
p2
et, toujours pour ` < p
(66)
3∑̀
j=2
(
3`
j
)
1
pj
≤
∑
j≥2
(3`/p)j
j!
 `
2
p2
.
En combinant (65) et (66) avec (64), on a pour σ ≥ 1 l’inégalité
(
1 +
1
pσ
)3`∑
ν≥0
|r̂+`,ν |
pνσ
≤ 1 + 9`
2
p2
+
(
1 +
3`
p
) 3∑̀
j=2
(
3`
j
)
1
pj
+
(
1 +
1
p
)3`∑
ν≥2
r̂+`,ν
pν/2
≤ 1 + C `
2
p2
.
Pour σ > 1, la contribution à (62) des premiers p > ` est donc
(67)
∏
p>`
∑
ν≥0
|r̃+`(pν)|
pνσ
≤
∏
p>`
(
1 − 1
p2
)−2`(
1 + C
`2
p2
)
≤ eC`.
L’inégalité recherchée résulte de (63) et (67). 
On peut alors majorer l’ordre moyen de la fonction r+` dans le
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Lemme 16. Il existe un réel C > 0 tel que, pour tous t ≥ 1 et ` ∈ N∗, on a
∑
n≤t
r+`(n) ≤ t [log(et)]3`−1 [log(3`)]C`.
Démonstration. D’après le lemme 15, on a r+` = τ
(N)
3` ∗ r̃+` où τ
(N)
` est définie par
∏
p -N
(
1 − 1
ps
)−`
=
∑
n≥1
τ
(N)
` (n)
ns
(σ > 1).
Puisque τ
(N)
3` (n) ≤ τ3`(n) pour tout n ≥ 1, il en résulte que
∑
n≤t
r+`(n) ≤
∑
d≤t
|r̃+`(d)|
∑
m≤t/d
τ3`(m) ≤ t[log(et)]3`−1[log(3`)]C`.
Cela achève la démonstration. 
3.2.2. Puissances négatives. — Ce paragraphe est très semblable au paragraphe 3.2.1. On y
donne une formule de Petersson pour ρ
(−`)
f (n) avec ` ∈ N∗.
Lemme 17. Soient N un entier sans facteur carré et n, ` ∈ N∗. Alors on a
∑
f∈H∗
k
(N)
ω(f)ρ
(−`)
f (n) =
ϕ(N)
N
m
(N)
−` (n) +Ok
(
τ(N)2
N
n1/2 r−`(n) log(2nN)
)
,
où
m
(N)
−` (n) :=
∑
a,b,c,e∈N`
|ab2c3e|=n
1(N)(|abc|)1N (|e|)|e|
∏̀
j=1
µ(ajbjcj)µ(bj)µ(ej)
∑
d∈E`(ab)
|d|=|ab|
1
et
r−`(n) :=
∑
a,b, c, e∈N`
|ab2c3e|=n
1(N)(|abc|)1N (|e|)|e|
∣∣∣∣∣∣
∏̀
j=1
µ(ajbjcj)µ(ej)
∣∣∣∣∣∣
∑
d∈N`
dj |(ajbj)
2 (1≤j≤`)
1.
La constante impliquée dans le symbole O ne dépend que de k.
Démonstration. D’après (33), la somme à évaluer est égale à
∑
a, b, c, e∈N`
|ab2c3e|=n
1(N)(|abc|)1N (|e|)|e|
∏̀
j=1
µ(ajbjcj)µ(bj)µ(ej)
∑
d∈E`(ab)
∑
f∈H∗
k
(N)
ω(f)λf
( |ab|2
|d|2
)
.
En remarquant que seuls contribuent les a, b tels que (|ab|, N) = 1 on peut appliquer le lemme
4 à la somme intérieure avec (m,n) = (1, |ab|2/|d|2). La contribution du terme principal est
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ϕ(N)N−1m
(N)
−` (n) et celle du terme d’erreur est
 τ(N)
2
N
∑
a, b, c, e∈N`
|ab2c3e|=n
1N (|abc|)
1N (|e|)
|e|
∣∣∣∣∣∣
∏̀
j=1
µ(ajbjcj)µ(ej)
∣∣∣∣∣∣
×
∑
d∈E`(ab)
|ab|1/2
|d|1/2 log
(
2N
|ab|2
|d|2
)
 τ(N)
2
N
n1/2 log(2nN)
∑
a, b, c, e∈N`
|ab2c3e|=n
1(N)(|abc|)1N (|e|)|e| |bc
3e|−1/2
×
∣∣∣∣∣∣
∏̀
j=1
µ(ajbjcj)µ(ej)
∣∣∣∣∣∣
∑
d∈N`−1
dj−1|(ajbj)
2 (2≤j≤`)
1.
Puisque la dernière double somme est majorée par r−`(n), cela achève la démonstration. 
Remarque 18. Le remplacement de la dernière double somme par r−`(n) a pour but de faciliter
les calculs de la suite, sans perdre d’informations essentielles.
Pour la suite, on a besoin d’introduire les entiers m−`,ν. Si p ∈ P ne divise pas N et si
ν ≥ 0, on pose
(68) m−`,ν := m
(N)
−` (p
ν) .
Ces nombres ne dépendent ni de p, ni de N . Il est important de constater que ces nombres sont
les mêmes que les nombres m̂−`,ν définis ci–dessous en (71) mais que celà est faux en remplaçant
−` par `. La formule (51) donne
(69) m+`,ν =
∑
(α1,...,α`,β)∈N
`+1
2(α1+···+α`)+β=ν
m̂+`,β
alors que la formule (71) donne
(70) m−`,ν = m̂−`,ν .
On étudie maintenant la série de Dirichlet issue du terme principal de la formule du lemme
17.
Lemme 19. Soient N un entier sans facteur carré et ` ∈ N∗. Pour σ > 12 , on a
∑
n≥1
m
(N)
−` (n)n
−s = ζ(N)(2s)`(`−1)/2M(N)−` (s),
où M(N)−` (s) :=
∑
n≥1 m̃
(N)
−` (n)n
−s est une série de Dirichlet absolument convergente pour σ > 13 .
En particulier pour tous ε > 0, σ ≥ 12 + ε et ` ≥ 2 on a
|M(N)−` (s)| ≤
∑
n≥1
|m̃(N)−` (n)|n−1/2−ε ≤ eι(ε)`
2
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où ι(ε) > 0 est une constante ne dépendant que de ε.
Démonstration. On prouve l’existence de M(N)−` . En posant
m̂
(N)
−` (n) := 1
(N)(n)
∑
a,b, c∈N`
|ab2c3|=n


∏̀
j=1
µ(ajbjcj)µ(bj)


∑
d∈E`(ab)
|d|=|ab|
1
on a
(71) m
(N)
−` (n) := µ
−
N ∗ · · · ∗ µ−N︸ ︷︷ ︸
` fois
∗ m̂(N)−` (n).
Les fonctions n 7→ m(N)−` (n) et n 7→ m̂
(N)
−` (n) sont multiplicatives et pour p - N on a [Roy02]
m
(N)
−` (p
ν) = m̂
(N)
−` (p
ν) = (−1)νa`(ν) =: m̂−`,ν ,
où
a`(ν) :=
∑
α,β,γ∈{0,1}`
0≤αi+βi+γi≤1
tr(α+2β+3γ)=ν
∑
δ∈{0,1,2}`−1
δi≤2min{α1+β1+···+αi+βi−δ1−···−δi−1, αi+1+βi+1}
tr(δ)=tr(α+β)
1.
En posant
b`(ν) :=
∑
α,β,γ∈{0,1}`
0≤αi+βi+γi≤1
tr(α+2β+3γ)=ν
[2(α1 + 2β1 + 3γ1) + 1] · · · [2(α` + 2β` + 3γ`) + 1],
on a
a`(ν) ≤ b`(ν)(72)
b`(1) = 3`, b`(2) =
`(9`+ 1)
2
, ν > 3`⇒ b`(ν) = 0.(73)
On vérifie a`(1) = 0 et a`(2) = `(`− 1)/2. Pour σ > 12 , on peut donc écrire
∑
n≥1
m
(N)
−` (n)n
−s =
∏
p |N
(
1 − p−s−1
)` ∏
p - N
∑
ν≥0
m̂−`,νp
−νs
= ζ(N)(2s)`(`−1)/2M(N)−` (s),
où
M(N)−` (s) :=
∏
p |N
(
1 − p−s−1
)` ∏
p - N

(1 − p−2s)`(`−1)/2
∑
ν≥0
m̂−`,νp
−νs

(74)
=:
∏
p
∑
ν≥0
m̃
(N)
−` (p
ν)p−νs.
On étudie la convergence de M(N)−` . Puisque a`(1) = 0, pour p - N on a
∑
ν≥0
m̃
(N)
−` (p
ν)
pνs
=

1 − a`(2)
p2s
+
∑
2≤j≤a`(2)
(
a`(2)
j
)
(−1)j
p2js



1 + a`(2)
p2s
+
∑
ν≥3
(−1)νa`(ν)
pνs

(75)
= 1 − a`(2)
2
p4s
+
[
1 +
a`(2)
p2s
] ∑
2≤j≤a`(2)
(
a`(2)
j
)
(−1)j
p2js
+
(
1 − 1
p2s
)a`(2)∑
ν≥3
(−1)νa`(ν)
pνs
.
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On déduit de (75) et de (72) que la série de Dirichlet M(N)−` (s) converge absolument pour σ > 13 .
Il reste à majorer
∑
n≥1 |m̃
(N)
−` (n)|n−σ pour σ ≥ 12 + ε. De (72), on déduit
∑
ν≥0
a`(ν)
pν/2
≤
(
∑
α, β, γ∈{0,1}
0≤α+β+γ≤1
α+2β+3γ≤3
2(α+ 2β + 3γ) + 1
p(α+2β+3γ)/2
)`
≤
( ∑
0≤ν≤3
2ν + 1
pν/2
)`
car # {(α, β, γ) ∈ {0, 1} : 0 ≤ α+ β + γ ≤ 1etν = α+ 2β + 3γ} = 1 si 0 ≤ ν ≤ 3. On en déduit
(76)
∑
ν≥0
a`(ν)
pν/2
≤
(
1 +
15
p1/2
)`
.
Le report de (76) dans (74) donne
∏
p≤`2
∑
ν≥0
|m̃(N)−` (pν)|
pν(1/2+ε)
≤
∏
p|N
(
1 +
1
p3/2
)` ∏
p≤`2
(
1 +
1
p1+ε
)`2 (
1 +
15
p1/2
)`
(77)
≤ eι(ε)`2 .
En utilisant (72), (73) et (76), on peut aussi écrire
∑
ν≥3
a`(ν)
pν/2
≤
+∞∑
ν=0
b`(ν)
pν/2
− 1 − 3`
p1/2
− `(9`+ 1)
2p
(78)
≤
( ∑
0≤ν≤3
2ν + 1
pν/2
)`
− 1 − 3`
p1/2
− `(9`+ 1)
2p
.
En combinant (58) avec x = p−1/2 où p > `2 et (78), on trouve
(79)
∑
ν≥3
a`(ν)
pν/2
≤ C `
3
p3/2
.
Toujours pour p > `2, on a
(80)
∑
2≤j≤a`(2)
(
a`(2)
j
)
1
pj
≤
∑
j≥2
(`2/p)j
j!
= e`
2/p − 1 − `
2
p
≤ C `
4
p2
.
En combinant (79) et (80) avec (75) on a, pour p - N et p > `2,
∑
ν≥0
|m̃(N)−` (pν)|
pν/2
≤ 1 + a`(2)
2
p2
+ 2
∑
2≤j≤a`(2)
(
a`(2)
j
)
1
pj
+ e
∑
ν≥3
a`(ν)
pν/2
≤ 1 + C `
3
p3/2
.
Cette estimation reste valable pour p | N et p > `2. Ainsi
(81)
∏
p>`2
∑
ν≥0
|m̃(N)−` (pν)|
pν/2
≤
∏
p>`2
(
1 + C
`3
p3/2
)
≤ eC`2 .
L’inégalité souhaitée découle de (77) et (81). 
On étudie de même la série de Dirichlet issue du terme d’erreur de la formule du lemme 17.
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Lemme 20. Soit ` ∈ N∗. Pour σ > 1, on a
∑
n≥1
r−`(n)n
−s = ζ(N)(s)3`R−`(s),
où R−`(s) :=
∑
n≥1 r̃−`(n)n
−s est une série de Dirichlet absolument convergente pour σ > 12 .
En particulier pour σ ≥ 1 et ` ≥ 2 on a
|R−`(s)| ≤
∑
n≥1
|r̃−`(n)|
n
≤ [log(3`)]C`.
Démonstration. On prouve l’existence de R−`. On pose
r−`,ν :=
∑
α,β,γ∈{0,1}`
0≤αi+βi+γi≤1
tr(α+2β+3γ)=ν
(2α1 + 2β1 + 1) · · · (2α` + 2β` + 1).
La fonction n 7→ r−`(n) est multiplicative et pour p - N on a
(82) r−`(p
ν) = r−`,ν .
D’autre part, si p | N , alors
r−` (p
ν) =
1
pν
∑
ν1,...,ν`∈{0,1}
ν1+···+ν`=ν
1
de sorte que par interversion des sommes
(83)
+∞∑
ν=0
r−`(p
ν)
pνs
=
(
1 +
1
ps+1
)`
.
Pour σ > 1, on déduit de (82) et (83) que
∑
n≥1
r−`(n)
ns
=
∏
p |N
(
1 +
1
ps+1
)` ∏
p - N
∑
ν≥0
r−`,ν
pνs
= ζ(N)(s)3`R−`(s),
où
(84) R−`(s) :=
∏
p |N
(
1 +
1
ps+1
)` ∏
p - N


(
1 − 1
ps
)3`∑
ν≥0
r−`,ν
pνs

 =:
∏
p
∑
ν≥0
r̃−`(p
ν)
pνs
.
Puisque r−`,1 = 3` et r−`,ν ≤ b`(ν), on peut écrire
(
1 − 1
ps
)3`∑
ν≥0
r−`,ν
pνs
= 1 − 9`
2
p2s
+
(
1 +
3`
ps
) ∑
2≤j≤3`
(
3`
j
)
(−1)j
pjs
(85)
+
(
1 − 1
ps
)3`∑
ν≥2
r−`,ν
pνs
.
On déduit de (85) et (73) que la série de Dirichlet R−` converge absolument pour σ > 12 .
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Il reste à majorer
∑
n≥1 |r̃−`(n)|n−σ pour σ ≥ 1. Puisque r−`,ν ≤ b`(ν), de même qu’on a
obtenu (76) on a
(86)
∑
ν≥0
r−`,ν
pν
≤


∑
0≤ν≤3
2ν + 1
pν


`
≤
(
1 +
15
p
)`
.
Donc pour σ ≥ 1, grâce à (85) et (86) on a
∏
p≤`
∑
ν≥0
|r̃−`(pν)|
pνσ
≤
∏
p|N
(
1 +
1
p2
)`∏
p≤`
(
1 +
15
p
)`(
1 +
1
p
)3`
(87)
≤ eC` log2(3`).
Pour p > `, comme en (78) on a
(88)
∑
ν≥2
r−`,ν
pν
≤


∑
0≤ν≤3
2ν + 1
pν


`
− 1 − 3`
p
≤ C `
2
p2
.
En combinant (88) et (66) avec (85), on déduit, pour σ ≥ 1 et p > `,
∑
ν≥0
|r̃−`(pν)|
pνσ
≤ 1 + 9`
2
p2
+ 4
∑
2≤j≤3`
(
3`
j
)
1
pj
+ e3
∑
ν≥2
r−`,ν
pν/2
≤ 1 + C `
2
p2
.
D’où pour σ ≥ 1
(89)
∏
p>`
∑
ν≥0
|r̃−`(pν)|
pνσ
≤
∏
p>`
(
1 + C
`2
p2
)
≤ eC`.
L’inégalité souhaitée découle de (87) et (89). 
De même qu’on a montré le lemme 16, on peut montrer le
Lemme 21. Il existe un réel C > 0 tel que, pour tout t ≥ 1 et ` ∈ N∗, on a
∑
n≤t
r−`(n) ≤ t [log(et)]3`−1 [log(3`)]C`.
3.3. Preuve du théorème B. — Si f ∈ H∗k(N), on définit pour tous ` ∈ N∗ et x ≥ 1 la
somme courte
(90) ω
(±`)
f (x) :=
+∞∑
n=1
ρ
(±`)
f (n)
n
exp(−n/x).
On a l’expression intégrale
(91) ω
(±`)
f (x) =
1
2πi
∫
(1)
L(s+ 1, sym2f)±`Γ(s)xs ds.
Pour tout ε > 0, il existe alors un réel ι(ε) > 0 tel que pour tous ` ∈ N∗, x ≥ 1, N sans facteur
carré et toute forme f ∈ H∗k(N), on a la majoration
(92)
∣∣∣ω(±`)f (x)
∣∣∣ ≤ ι(ε)`xε.
Cela résulte du déplacement, dans (91) de la droite (1) vers la droite (ε) puis de (34) et de la
majoration de Stirling.
On veut remplacer L(1, sym2f)±` par la somme courte (90), on estime l’erreur commise
dans le
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Lemme 22. Soient N un entier sans facteur carré, ` ∈ N∗ et x ≥ 1. Pour 0 < η ≤ 122 et
f ∈ H+k (N ; η), on a
L(1, sym2f)±` = ω
(±`)
f (x) +O
(
R
(±`)
1
)
,
où
R
(±`)
1 := e
`D±(η)[log(2N)]
θ(η)
{
x−η
[log(2N)]2
η
+ x e−π[log(2N)]
2/3
}
,
puis D±(η) et θ(η) sont définis comme dans les lemmes 9 et 11. La constante impliquée dans le
symbole O est absolue.
Démonstration. Soit C le chemin reliant 1 − i∞, 1 − i[log(2N)]2, −η − i[log(2N)]2, −η +
i[log(2N)]2, 1 + i[log(2N)]2 et 1 + i∞. Le théorème de résidus implique que
ω
(±`)
f (x) = L(1, sym
2f)±` +
1
2πi
∫
C
L(s+ 1, sym2f)±` Γ(s)xs ds.
D’après les lemmes 9 et 11 et l’équation (34), on a, pour s ∈ C,
(93)
∣∣L(s+ 1, sym2f)
∣∣±` ≤ e`D±(η)[log(2N)]θ(η) .
Puisque sΓ(s) = Γ(s+ 1), on déduit, pour s = −η + iτ , que
η|Γ(s)| ≤ |Γ(1 − η + iτ)| ≤ Γ(1 − η) = Γ(2 − η)
1 − η ≤
1
1 − η ,
d’où
(94) |Γ(s)| ≤ 22
21η
(s = −η + iτ).
L’estimation de Stirling implique, pour −η ≤ σ ≤ 1 et |τ | ≥ [log(2N)]2, que
(95) |Γ(s)| ≤ Ce−π|τ |/2|τ |1/2.
En utilisant (93), (94) et (95) on obtient
∣∣∣∣
∫
C
L(s+ 1, sym2f)±` Γ(s)xs ds
∣∣∣∣
≤ e`D±(η)[log(2N)]θ(η)
∫
C
xσ |Γ(s) ds|
 e`D±(η)[log(2N)]θ(η)
{
x−η
[log(2N)]2
η
+ x e−π[log(2N)]
2/2 log(2N)
}
,
où la constante impliquée dans  est absolue. Cela achève la démonstration. 
On peut alors calculer la moyenne de (90) dans le
Lemme 23. Si N est un entier sans facteur carré, alors pour tout x ≥ 1 et tout ` ∈ N∗ on a
∑
f∈H∗
k
(N)
ω(f)ω
(±`)
f (x) =
ϕ(N)
N
M
(N)
±` +Ok(R2),
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où
M
(N)
±` :=
+∞∑
n=1
m
(N)
±` (n)
n
et
R2 :=
τ(N)2
N
[log(2N)]x1/2
{
(C`)C` +
[
logC(3`) log(3x)
]3`}
+ x−1/2+εeι(ε)`
2
,
avec ι(ε) une constante ne dépendant que de ε. La constante impliquée dans le symbole Ok ne
dépend que de k.
Démonstration. D’après (90), le lemme 12 et le lemme 17, on peut écrire
(96)
∑
f∈H∗
k
(N)
ω(f)ω
(±`)
f (x) =
ϕ(N)
N
∑
n≥1
m
(N)
±` (n)
n
exp(−n/x) +Ok
(
τ(N)2
N
log(2N)R
(±`)
3
)
,
où
R
(±`)
3 :=
∑
n≥1
r±`(n)n
−1/2 log(2n) exp(−n/x).
En utilisant les lemmes 16 et 21, une intégration par parties conduit à
R
(±`)
3 ≤ [log(3`)]C`
∫ ∞
1
t−1/2e−t/x[log(3t)]3`
(
1 +
t
x
)
dt.
Mais ∫ x
1
t−1/2e−t/x[log(3t)]3`
(
1 +
t
x
)
dt x1/2[log(3x)]3`
et ∫ ∞
x
t−1/2e−t/x[log(3t)]3`
(
1 +
t
x
)
dt  x1/2
∫ ∞
1
u1/2e−u[log(3ux)]3` du
 x1/2
{
(C`)C` + [2 log(3x)]3`
}
d’où
R
(±`)
3  x1/2[log(3`)]C`
{
(C`)C` + [2 log(3x)]3`
}
(97)
 x1/2
{
(C`)C` +
[
logC(3`) log(3x)
]3`}
.
Compte–tenu des lemmes 14 et 19, on a [Tit86, page 151]
∑
n≥1
m
(N)
±` (n)
n
exp(−n/x) = 1
2πi
∫
(1)
ζ(N)(2s+ 2)`(`±1)/2M(N)±` (s+ 1)Γ(s)xs ds.
En déplaçant la ligne d’intégration (1) à (−1/2 + ε), le théorème des résidus implique
(98)
∑
n≥1
m
(N)
±` (n)
n
exp(−n/x) =
∑
n≥1
m
(N)
±` (n)
n
+R
(±`)
4 ,
où
R
(±`)
4 :=
1
2πi
∫
(−1/2+ε)
ζ(N)(2s+ 2)`(`±1)/2M(N)±` (s+ 1)Γ(s)xs ds(99)
ε x−1/2+εε−`(`±1)/2eι(ε)`
2
∫
(−1/2+ε)
|Γ(s)| dτ
ε x−1/2+εeι(ε)`
2
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grâce à l’estimation de Stirling et aux lemmes 14 et 19.
Posant
R
(±`)
2 :=
τ(N)2
N
log(2N)R
(±`)
3 +
ϕ(N)
N
R
(±`)
4 ,
on déduit de (96) et (98) que
∑
f∈H∗
k
(N)
ω(f)ω
(±`)
f (x) =
ϕ(N)
N
M
(N)
±` +O
(
R
(±`)
2
)
.
La majoration R
(±`)
2  R2 résulte alors de (97) et (99). 
On complète alors la démonstration du théorème B. En utilisant les majorations (29), (31)
et (1), on voit que
(100)
∑
f∈H−
k
(N ;η)
ω(f)L(1, sym2f)±` ≤ ξN19η−1[log(2N)]`+ξ.
Le lemme 22 et les majorations (100) et (21) donnent
∑
f∈H∗
k
(N)
ω(f)L(1, sym2f)±` =
∑
f∈H+
k
(N ;η)
ω(f)L(1, sym2f)±` +Ok
(
N19η−1 [log(2N)]`+ξ
)
(101)
=
∑
f∈H+
k
(N ;η)
ω(f)ω
(±`)
f (x) +Ok
(
R
(±`)
5
)
,
où
R
(±`)
5 := N
19η−1 [log(2N)]
`+ξ
+ e`D±(η)[log(2N)]
θ(η)
(
x−η
[log(2N)]
2
η
+ x e−π[log(2N)]
2/3
)
et la constante impliquée dans le symbole Ok ne dépend que de k.
Il résulte de (92), (31) et (29) que
(102)
∣∣∣∣∣∣
∑
f∈H−
k
(N ;η)
ω(f)ω
(±`)
f (x)
∣∣∣∣∣∣
≤ ξι(ε)`xεN19η−1[log(2N)]ξ.
Grâce à (102), on peut réintroduire les formes de H−k (N ; η) dans (101) et obtenir
∑
f∈H∗
k
(N)
ω(f)L(1, sym2f)±` =
∑
f∈H∗
k
(N)
ω(f)ω
(±`)
f (x) +Ok
(
R
(±`)
6
)
,
où
R
(±`)
6 := R
(±`)
5 + ι(ε)
`xεN19η−1[log(2N)]ξ
et la constante impliquée dans le symbole Ok ne dépend que de k.
Le lemme 23 implique alors
(103)
∑
f∈H∗
k
(N)
ω(f)L(1, sym2f)±` =
ϕ(N)
N
M
(N)
±` +Ok
(
R
(±`)
7
)
,
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avec
R
(±`)
7 =
τ(N)2
N
[log(2N)]x1/2
{
(C`)C` +
[
logC(3`) log(3x)
]3`}
+ x−1/2+εeι(ε)`
2
+ e`D±(η)[log(2N)]
θ(η)
{
x−η
[log(2N)]2
η
+ x e−π[log(2N)]
2/3
}
+N19η−1 [log(2N)]
`+ξ
+ ι(ε)`xεN19η−1[log(2N)]ξ
où la constante impliquée dans le symbole Ok ne dépend que de k.
En prenant η = 122 , ε =
7
242 et x = N
11/6, on obtient
R
(±`)
7  N−1/12τ(N)2 log(2N)
{
(C`)C` +
[
logC(3`) log(2N)
]3`}
+N−19/22eC`
2
+ eξ`[log(2N)]
θ(1/22)
{
N−1/12[log(2N)]2 +N11/6e−π[log(2N)]
2/3
}
+N−3/22[log(2N)]`+ξ +N−1/12[log(2N)]ξξ`.
Puisque θ( 122 ) ≤ 12 , on a
(104) R
(±`)
7  N−1/13eξ`[log(2N)]
1/2+C`2 .
Le report de (104) dans (103) conduit au théorème B.
3.4. Preuve du corollaire A. — Dans cette partie, on montre l’existence de moments de
f 7→ L(1, sym2f) lorsque le niveau tend vers +∞ dans Ncri.
Puisque m
(N)
±` (n) est multiplicative, les égalités (49), (51) et (68) et (71) donnent
(105)
ϕ(N)
N
M
(N)
±` = M±`
∏
p|N


(
1 − 1
p
)(
1 − 1
p2
)∓`(
1 +
∑
ν≥2
m±`,ν
pν
)−1


avec
M±` :=
∏
p∈P
+∞∑
ν=0
m±`,ν
pν
.
Grâce à (70) et (69), on peut récrire, pour ` ∈ N∗,
(106) M−` =
∏
p∈P
+∞∑
ν=0
m̂−`,ν
pν
et
(107) M+` = ζ(2)
`
∏
p∈P
+∞∑
ν=0
m̂+`,ν
pν
.
Par (8) et (7), on déduit du théorème B le résultat du corollaire A lorsque ` > 12
√
log(2N). On
peut donc supposer que ` ≤ 12
√
log(2N). Puisque P−(N) ≥ log(2N), on a p ≥ 4`2 pour p | N .
Dans le cas des moments positifs, l’égalité (51) donne pour p | N ,
(108)
(
1 − 1
p2
)−`(
1 +
∑
ν≥2
m+`,ν
pν
)−1
=
(
1 +
∑
ν≥2
m̂+`,ν
pν
)−1
.
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En utilisant (108), (59) avec p à la place p1/2 et m̂+`,2 = `(`− 1)/2, on obtient, pour p | N ,
(
1 − 1
p2
)−`(
1 +
∑
ν≥2
m+`,ν
pν
)−1
= 1 +O
(
`2
p2
)
= 1 +O
(
log(2N)
P−(N)2
)
.
Dans le cas des moments négatifs, (70),(79) avec p à la place de p1/2 et m̂−`,2 = `(` − 1)/2
impliquent, pour p | N ,
(
1 − 1
p2
)`(
1 +
∑
ν≥2
m−`,ν
pν
)−1
=
{
1 +O
(
`
p2
)}{
1 +O
(
`2
p2
)}
= 1 +O
(
log(2N)
P−(N)2
)
.
En désignant par ω(N) le nombre de facteurs premiers distincts de N , les deux estimations
précédentes nous permettent d’écrire
∏
p|N
(
1 − 1
p
)(
1 − 1
p2
)∓`(
1 +
∑
ν≥2
m±`,ν
pν
)−1
= 1 +O
(
ω(N)
P−(N)
[
1 +
log(2N)
P−(N)
])
(109)
= 1 +O
(
1
log2(3N)
)
,
car ω(N)  log(2N)/ log2(3N) et P−(N) ≥ log(2N).
Le report de (109) dans (105) donne alors le résultat pour ` ≤ 12
√
log(2N).
3.5. Preuve du corollaire B. — Pour la limite inférieure, on a
M
(Nj)
±` =
[
ζ(2)ζ(Nj)(2)−1
]±` ∏
p>pj
∑
ν≥0
m±`,ν
pν
de sorte que la convergence des produits (5) conduit, ` étant fixé, à
(110) lim
j→+∞
M
(Nj)
±` = ζ(2)
±`.
Puisqu’il existe C > 0 tel que
ϕ(Nj)
Nj
∼ C
log2(Nj)
(j → +∞),
on en déduit
lim
j→∞
ϕ(Nj)
Nj
M
(Nj)
±` = 0.
On conclut en remarquant que la limite inférieure recherchée est positive.
On étudie ensuite la limite supérieure. Grâce au corollaire A, on a immédiatement
(111) lim sup
N→∞
µ(N) 6=0
ϕ(N)
N
M
(N)
±` ≥M±`
Pour les moments positifs, grâce à (51) on a
M+`
M
(N)
+`
=
∏
p|N
[(
1 − 1
p2
)` +∞∑
ν=0
m+`,ν
pν
]
.
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Pour p | N , l’égalité (51) donne aussi
+∞∑
ν=0
m+`,ν
pν
=
(
1 − 1
p2
)−` +∞∑
ν=0
m̂+`,ν
pν
d’où
M+`
M
(N)
+`
=
∏
p|N
+∞∑
ν=0
m̂+`,ν
pν
≥ 1.
On en déduit
(112) lim sup
N→∞
µ(N) 6=0
ϕ(N)
N
M
(N)
+` ≤M+`.
Par (111), (112) et (8) on a donc
lim sup
N→∞
µ(N) 6=0
ϕ(N)
N
M
(N)
+` = M+` = e
3` log log `+O(`).
Pour les moments négatifs, les équations (111) et (7) donnent
lim sup
N→∞
µ(N) 6=0
ϕ(N)
N
M
(N)
−` ≥ e` log log `+O(`).
Pour prouver l’égalité dans cette équation, il suffit donc, toujours grâce à (7), de prouver
l’existence de C > 0 telle que, pour tout ` > 0 on ait
(113) M
(N)
−` ≤M−`eC`.
Pour prouver (113), on utilise le §2.4 de [Roy02] en en conservant toutes les notations sauf `n
qui devient Ln. Compte–tenu de [Roy02, proposition 11] et (6), on a
M−` =
1
ζ(3)`
∏
p
L`
(
p
p2 + p+ 1
)
.
D’après (105) on a
(114) M
(N)
−` ≤M−`
∏
p|N
(∑
ν≥0
m−`,ν
pν
)−1
.
Or, comme dans la preuve de [Roy02, proposition 11], on a
(115)
∏
p|N
∑
ν≥0
m−`,ν
pν
=
∏
p|N
(
1 − 1
p3
)`∏
p|N
L`(xp)
avec xp := p/(p
2 + p+ 1). On prouve dans [Roy02, §2.4] l’inégalité
(116)
L`(xp)
(1 + xp)`
≥ 1
π
√
2
[
1 − 1
2(`+ 1)
]` [
1 + xp
(`+ 1)xp
]1/2
.
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On en déduit l’existence d’une constante C0 ∈ ]0, 1[ telle que
L`(xp)
(1 + xp)`
≥ C0
[
1 + xp
(`+ 1)xp
]1/2
.
Pour `xp > 1, on a (`+ 1)xp > 1 + xp de sorte que
log
∏
p|N
`xp>1
[
1 + xp
(` + 1)xp
]1/2
≥ −1
2
∑
p≤`
log
(`+ 1)xp
1 + xp
(117)
≥ −C1
`
log `
avec C1 > 0 une constante grâce au théorème des nombres premiers. On déduit alors de (116)
et (117) l’existence d’une constante C2 > 0 telle que
log
∏
p|N
`xp>1
L`(xp) ≥ log
∏
p|N
`xp>1
L`(xp)
(1 + xp)`
(118)
≥ −C2
`
log `
.
Toujours d’après [Roy02, §2.4], pour `xp ≤ 1, on a
L`(xp) = 1 +O
(
(`xp)
2
)
d’où l’on déduit l’existence d’une constante C3 > 0 telle que
(119) log
∏
p|N
`xp≤1
L`(xp) ≥ −C3
`
log `
.
De (118) et (119) on déduit l’existence d’une constante C4 > 0 telle que
(120)
∏
p|N
L`(xp) ≥ exp
(
−C4
`
log `
)
.
D’autre part, il existe une constante C5 > 0 telle que
(121)
∏
p|N
(
1 − 1
p3
)`
≥ exp (−C5`) .
Le report de (120) et (121) dans (115), puis du résultat dans (114) conduit à (113) ce qui achève
la preuve.
4. Preuve du théorème A
On se place dans le cadre des hypothèses du théorème A. On prouve la minoration de
H∗+k (N ;C, sym
2). Celle de H∗−k (N ;C, sym
2) se démontre de la même façon en remplaçant (8)
par (7). L’existence de f± en résulte puisque
lim
N→∞
e−ξ[log(3N)]
ε
#H∗k(N) = +∞.
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Soit α : Ncri → R+ une application. Par l’inégalité de Cauchy–Schwarz, on a
(122)
∑
f∈H∗k(N)
L(1,sym2f)≥α(N)
L(1, sym2f)` ≤ Xα(N)1/2


∑
f∈H∗
k
(N)
L(1, sym2f)2`


1/2
avec
Xα(N) := #
{
f ∈ H∗k(N) : L(1, sym2f) ≥ α(N)
}
.
D’autre part,
∑
f∈H∗k(N)
L(1,sym2f)≥α(N)
L(1, sym2f)` =
∑
f∈H∗
k
(N)
L(1, sym2f)` −
∑
f∈H∗k(N)
L(1,sym2f)<α(N)
L(1, sym2f)`(123)
≥
∑
f∈H∗
k
(N)
L(1, sym2f)` − α(N)`#H∗k(N).
On déduit de (122), (123) et (30) que
Xα(N) ≥ Pα(N, `)#H∗k(N)
avec
Pα(N, `) =
[
(k − 1)N
2π2#H∗k(N)
∑
f∈H∗
k
(N)
ω(f)L(1, sym2f)`+1 − α(N)`
]2
(k − 1)N
2π2#H∗k(N)
∑
f∈H∗
k
(N)
ω(f)L(1, sym2f)2`+1
tant que ce qui est à l’intérieur du carré est positif. Compte–tenu de (16) et du corollaire A, le
choix de
α(N) =
[
(k − 1)NM+(`+1)
4π2ϕ(N)
]1/`
conduit à l’existence d’une constante K > 0 telle que
Pα(N, `) ≥ K
M2+(`+1)
M+(2`+1)
pour tout ` ≤
√
log(3N). Compte–tenu de (8), on a
M2+(`+1)
M+(2`+1)
≥ exp
(
−ξ `
log `
)
.
Le choix de ` =
[
{log(3N)}ε
]
et la minoration α(N) ≥ C [log2(3N)]3 conduisent à la minoration
recherchée.
5. Preuve du théorème C
D’après (30), on peut écrire
(124)
∑
f∈H∗
k
(N)
L(1, sym2f) =
k − 1
2π2
N
∑
f∈H∗
k
(N)
ω(f)L(1, sym2f)2.
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Dans (91), en déplaçant la ligne d’intégration (1) à
(
− 12
)
, le théorème des résidus implique
(125) L(1, sym2f)2 = ω
(+2)
f (x) −R(f, x)
où
R(f, x) :=
1
2πi
∫
(−1/2)
L(s+ 1, sym2f)2Γ(s)xs ds.
En reportant (125) dans (124), on obtient
∑
f∈H∗
k
(N)
L(1, sym2f) =
k − 1
2π2
N
∑
f∈H∗
k
(N)
ω(f)ω
(+2)
f (x) +Ok (N |R′|) ,
où
R′ :=
∫
(−1/2)
∑
f∈H∗
k
(N)
ω(f)L(s+ 1, sym2f)2Γ(s)xs ds.
De (31) on déduit
R′  x−1/2N−1 [log(2N)]
∫
(−1/2)
∑
f∈H∗
k
(N)
∣∣L(s+ 1, sym2f)
∣∣2 |Γ(s)| dτ.
Maintenant le lemme 7 permet de déduire
R′  Nεx−1/2
∫
(−1/2)
∣∣s8Γ(s)
∣∣ dτ  Nεx−1/2.
Donc on obtient
(126)
∑
f∈H∗
k
(N)
L(1, sym2f) =
k − 1
2π2
N
∑
f∈H∗
k
(N)
ω(f)ω
(+2)
f (x) +Oε,k
(
N1+εx−1/2
)
.
En utilisant le lemme 23 avec ` = 2, on a
(127)
∑
f∈H∗
k
(N)
ω(f)ω
(+2)
f (x) =
ϕ(N)
N
M
(N)
+2 +Oε,k
(
N−1+εx1/2+ε + x−1/2+ε
)
.
De (50) et (51), on déduit que
m
(N)
+2 = µ
+
N ∗ µ+N ∗ (N) ∗ (N) ∗ (N),
d’où
M
(N)
+2 = ζ(2)
3
∏
p|N
(
1 − 1
p2
)
.
L’équation (127) devient donc
(128)
k − 1
2π2
N
∑
f∈H∗
k
(N)
ω(f)ω
(+2)
f (x) =
π4
432
(k − 1)ψ(N) +Oε,k
(
Nεx1/2+ε +Nx−1/2+ε
)
avec
ψ(N) := N
∏
p|N
(
1 − 1
p
)(
1 − 1
p2
)
.
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En reportant (128) dans (126), on trouve
(129)
∑
f∈H∗
k
(N)
L(1, sym2f) =
π4
432
(k − 1)ψ(N) +Oε,k
(
Nεx1/2+ε +Nx−1/2+ε
)
.
Le théorème C résulte de (129) en prenant x = N .
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