Abstract. We investigate the large-time asymptotics of nonlinear diffusion equations ut = ∆u p in dimension n ≥ 1, in the exponent interval p > n/(n + 2), when the initial datum u0 is of bounded second moment. Precise rates of convergence to the Barenblatt profile in terms of the relative Rényi entropy are demonstrated for finite-mass solutions defined in the whole space when they are re-normalized at each time t > 0 with respect to their own second moment, as proposed in [40, 13] . The analysis shows that the relative Rényi entropy exhibits a better decay, for intermediate times, with respect to the standard Ralston-Newton entropy. The result follows by a suitable use of the so-called concavity of Rényi entropy power, recently proven in [38] .
Introduction
In this work, we study the large-time behavior of the positive solutions v(x, t) of the nonlinear diffusion equation
with initial data v(x, t = 0) = v 0 (x) ≥ 0, (x ∈ IR n ).
Our analysis will be restricted to initial data with finite kinetic energy (second moment), and it will include both the case p > 1, (Porous medium equation (PME)), and the case p < 1 (Fast diffusion (FD)). We work in dimensions n ≥ 1, and the range of exponents in the fast diffusion case isp < p < 1 withp = n/(n + 2), which is a part of the so-called fast diffusion range p < 1. The particular subinterval of p is motivated by the fact that, in this range of the parameter, the so-called Barenblatt solution [5, 6, 46] , which serves as the model for the asymptotic behavior of a wide class of solutions, has finite second moment. In the fast diffusion case, the Barenblatt solution is given by B M (x, t) = t −n/λ B(|x|t −1/λ ) = Ct
1 where λ = 2 − n(1 − p) and C = 2pλ/(1 − p) are fixed positive constants. The polynomial decay of B(r) as r → ∞ establishes a relation between the parameter p and the number of its moments which remain bounded. In case p > 1 − 2/n, the Barenblatt solution is integrable, and in this case the constant A > 0 is fixed by mass conservation IR n B(|x|) dx = M, t ≥ 0 .
Then the second moment of B M (x, t) remains bounded, so that IR n x v(x, t) dx = 0 ; t ≥ 0.
Hence, without loss of generality, one can always assume that v 0 (x) is a probability density of first moment equal to zero. The conservation properties of the solution play an important role in connection with the rate of decay towards the self-similar Barenblatt solution. This question, motivated by the search of improved convergence rates when moment conditions are imposed in the framework of Wasserstein, has been addressed in [13, 23, 24] . As far as the conservation of first moment (position of center of mass) is concerned, the question of improved rates has been precisely formulated in [13] , and solved in [11, 25] in the weighted L 2 -framework. Indeed, for initial data satisfying (3), it has been found in [13] that the rate of convergence of solutions to the onedimensional porous medium equation towards a self-similar profile improves by considering Barenblatt solutions satisfying (3) .
These results suggested that an improved rate of decay towards Barenblatt solutions could be obtained only by choosing moments in a suitable way. However, since mass and momentum are the only conserved quantities, further improvements which involve conservation of higher order moments could be achieved only asymptotically [11, 25] due to linearizations. Here, we explore how to get this improvement at an initial stage based on scaling arguments.
Let us define the energy E(v(t)) of a solution v(x, t) as its second moment
Then, E(v(t)) increases in time from E 0 = E(v 0 ), and its evolution is given by the nonlinear law
which is not explicitly integrable unless p = 1. The monotonicity in time of the energy suggests to change variables with the ansatz
where
With this scaling,
Therefore, for any time τ > 0
and the scaled function u(y, τ ), where y = (E(v(t))/E 0 ) 1/2 x, maintains its second moment constant in time.
The nonlinear scaling (5) has a robust meaning. As outlined in [17] , the second moment corresponds to the kinetic energy of the probability distribution in kinetic theory, where x represents speed, v is the particle density and E(v) is the kinetic energy. In fact, solutions where the only dependence on time is through their temperature are of asymptotic importance in several kinetic models for which related scalings have been used, see for instance [9, 10, 16] . On the other hand, this scaling corresponds to the usual normalization for the distribution function of the sum of independent random variables with common distribution function of fixed variance, to obtain the central limit theorem (see [40] for more comments about this analogy and relations to the heat equation). Moreover, since in the original variables the second moment of the solution to equation (1) diverges in time, then scaling back with the second moment will hopefully drive the solutions to a limit from a geometric perspective.
In the field of nonlinear diffusion equations this idea has been at the basis of the study of the large-time behavior of a nonlinear diffusion equation with a general nonlinearity, of type u t = ∆Φ(u) [13] . More recently, the same scaling has been successfully applied to prove oscillatory behavior for finite-mass solutions defined in the whole space, for particular choices of the function Φ in the diffusion [17] . Also, in the fast diffusion regime, improvements based on the second moment were also achieved in [26] . The strategy in [26] was to introduce an implicit scaling different from (5) , which allows to handle in a tricky way the relative entropy functional by Newton and Ralston [34, 37] 
commonly named relative entropy. In the case under study, the nonlinear scaling (5) implies that the new function u(y, τ ) satisfies the nonlinear Fokker-Planck type equation
Note that (6) implies that τ (0) = 0, while y(0) = x. Hence, the initial data of the Fokker-Planck equation (8) coincide with the initial data of the nonlinear diffusion in original variables (1) . At a first look, equation (8) appears more difficult to treat than the original nonlinear diffusion, due to the presence of the unknown denominator of the second order term. This apparent difficulty is balanced by the advantage to have a solution which maintains constant its moments up to the order two. Indeed, by construction, for all times τ > 0 the solution of equation (8) satisfies
It is easy to show that the stationary solutions of (8) are Barenblatt solutions of type (2) . For example, if p < 1, these solutions can we written as
, where the positive constants A p and C p are chosen to satisfy the normalization conditions (9) .
Generalized Fokker-Planck equations of type (8) has been introduced into the physical literature in [36] , and subsequently studied in a series of papers (cf. the references in [27] ), by studying generalized entropies and the consequent statistics. In particular, it has been highlighted in [27] the link between the Fokker-Planck type equation (8) and the Rényi entropy of order p of a probability density f [22] , defined by
The Rényi entropy of order 1 is defined as the limit as p → 1 of R p (f ). It follows directly from definition (10) that
Then, the (Shannon) entropy is identified with the Rényi entropy of order 1.
Coupled to the definition of Rényi entropy of order p, is the definition of relative Rényi entropy of order p, valid for any pair of probability density functions f and g. In contrast to the universal concept of relative Shannon entropy, this definition is not unique in the case of Rényi entropies, even if all definitions converge to the relative Shannon one as p → 1. In this paper, we consider as relative Rényi entropy of order p the quantity
For example, in [32] the relative Rényi entropy is defined as H p (f |g)/p. The relative Rényi entropy of order p is a nonnegative quantity (cf. the proof in [32] ), and the relative Shannon entropy is obtained as the limit of
By considering the Rényi entropy of the solution to equation (8) relative to its Barenblatt stationary solution, named B, since both functions satisfy the normalization conditions (9), the relative Rényi entropy is bounded from above by the (positive) difference between the Rényi entropies of the Barenblatt and that of the solution
where equality holds if p ≤ 1. Moreover, we will show that RH p (u) satisfies a Csiszar-Kullback type inequality [20, 31] 
Our main result is exactly concerned with the time decay of RH p (u(τ )). We will prove that
The decay (14) indicates that in the first part of the time axis, the convergence towards the Barenblatt solution with the same moments up to order two, is faster that the one predicted in terms of the Newton-Ralston relative entropy (7). Then, for larger times, the rate of decay stabilizes on the same rate predicted by the Newton-Ralston relative entropy. Reverting to the old variables, (14) shows that the polynomial rate of convergence of the solution to (1) towards the self-similar Barenblatt solution is faster by choosing the Barenblatt with the same second moment of the solution v(t). Then, since the second moment of the solution to (1) converges towards the second moment of the corresponding Barenblatt [40] , this improvement is lost for large times. A similar behavior was already observed in [3] for the heat equation using the Shannon entropy by optimizing over Gaussians with moments equal up to order two. The study of the large-time behavior of the solution to (1), and its convergence towards the self-similar solution (2) is a classical problem which has been intensively studied from many years now. When p > 1, this behavior has been described in dimension 1 in [29, 30, 43] , in a L ∞ -setting. These results have been subsequently generalized to the case n > 1 [28, 44] . Among other results, it is remarked in [44] that the assumption of finite moments is crucial to obtain convergence with rate. In fact, it is proved that for general data in L 1 no rate can exist. In [15, 21, 35] , a different approach led to new results in the whole space. The entropy dissipation method requires that the initial data possess a sufficiently high number of moments (typically 2 + δ for δ > 0), and it is based on a suitable scaling of the solution, which allows to rephrase the problem of convergence of the solution towards self-similarity for (1) in terms of the convergence of the solution to a Fokker-Planck type equation towards its steady state. The argument usually used in this context is the so-called entropy-production method [2, 4] , which relies in the study of the relative entropy functional (7).
F. Otto made the link with gradient flows with respect to the Wasserstein distance in [35] allowing to work with initial data assuming only finite kinetic energy. D. Cordero-Erausquin, B. Nazaret and C. Villani gave a proof of the corresponding Gagliardo-Nirenberg inequalities using mass transportation techniques in [18] . In the fast diffusion case, these results are restricted to the range p >p, due to the fact that, to work with Wasserstein's distance, it is crucial to have second moments bounded (see for instance [23, 24, 25] ). Further results relative to the case p <p have been presented in a series of recent papers (see [7, 8, 11, 12] ) together with a clarification of the strategy of linearization of the relative entropies, at least from the point of view of functional inequalities.
The paper is organized as follows. In Section 2 we use the time-dependent scaling (5) to obtain the Fokker-Planck equation (8), and we describe in details its steady solutions, together with their main properties.
The improved rate of decay is derived in Section 3, where the strategy is presented in the linear case p = 1, which allows for explicit computations. In this case, the decay is given in terms of the classical relative Shannon entropy defined in (13) . The analysis of the linear case outlines in a clear way the connection between the rate of decay of the relative Shannon relative entropy and the concavity property of Shannon entropy power with respect to the solution to the heat equation [19, 45] . The consequences of the concavity of Shannon entropy power have been recently discussed in [41] , where the connections between this property and the logarithmic Sobolev inequality have been clarified. The main properties of Rényi entropies are listed in Section 4. In particular, it is shown that Rényi entropies constitute the natural entropies for the study of the Fokker-Planck equation (8) . In addition, Csiszar-Kullback type inequalities are obtained both in the fast diffusion and in the porous medium case. Last, Section 5 contains the proof of the main result.
Scaled Fokker-Planck equation and steady states
The first argument we will deal on is the derivation of the Fokker-Planck equation (8), which is obtained from the nonlinear diffusion (1) under the scaling (5-6). Elementary computations allow to obtain from equation (1) the equation satisfied by u(y, τ ). It holds
Moreover, since
together with (4), we have
Then, we obtain that the nonlinear diffusion (1) is equivalent to
Last, we choose
Since τ ′ (t) > 0, (15) gives a good (implicit) time-change of variables. We point out that
which implies (6). Hence, u(y, τ ) satisfies the Fokker-Planck equation (8) . Let us know look for the steady statesB(y) of (8) that solve
In the one-dimensional case, an exhaustive description of the properties of the steady states of various generalized Fokker-Planck equations, including (8) can be found in [27] . In particular, from the detailed discussion of the behaviour of the stationary solutions as the exponent p tends to the lower boundp (p = 1/3 in dimension 1), one can argue that this lower bound is of paramount importance in connection with the eventual convergence to equilibrium. As one can check using classical entropy arguments, to satisfy equation (16) it is sufficient to choose the argument of the divergence equal to zero
Multiplying (17) by y and integrating, we obtain
or, what is the same
This fixes the second moment of the steady state to E 0 . Suppose we are given a steady stateB(y), which has energy E 0 due to (18) . Then, by defining for σ > 0
we obtain a class of functionsB σ with the same energy ofB. Moreover, a direct inspection shows thatB σ still satisfies (17) for all values of σ. Hence, by choosing σ such that
the corresponding steady state satisfies the relationship
We can easily argue that it is always possible to choose σ to satisfy (19) , and that this choice is unique. In fact, owing to the definition ofB σ , we obtain
Then, when p < 1, the function φ p (σ) is (strictly) increasing starting from φ p (0) = 0. Analogous conclusion holds for p > 1, which generates a strictly decreasing function φ p . Let now B σ (y) be the unique probability density such that
This probability density satisfies (20) , and consequently (17) . Therefore, equation (16) has always a unique solution with the right moments up to the order two. Solving equation (21) we obtain for 0 < p < 1
on R n , while, if p > 1
where, as usual, f + (y) denotes the positive part of the function f (y). In (22) and (23) the constants C B and σ can be chosen in a unique way to fix the mass and the energy. The previous reasoning shows that, for any given initial datum u 0 (y) satisfying conditions (3) and of energy equal to E 0 , the steady state of equation (8) with the same mass, momentum and energy of u 0 can be always represented in the form (22) whenp < p < 1 (respectively (23) when p > 1) for a unique choice of the parameters C B and σ. For this reason, in what follows, for any given centered probability density function f of bounded second moment, we will always denote by B σ(f ) the Barenblatt solution of type (22) or (23) with the same second moment of f . This explicit dependence on f will be dropped when there is no possibility of confusion.
Improved decay in the linear case
We will start our analysis by considering the linear case p = 1. Thanks to mass conservation (3) the Fokker-Planck equation (8) reduces to the classical linear Fokker-Planck equation
Equation (24) is obtained from the heat equation
by means of the scaling
If p = 1, in fact, the law of evolution of the second moment is explicit, and it is given by the linear growth E(v(t)) = E 0 + 2nt. We remark that the presence of the coefficient in front of the divergence term in (24) implies that, for a given initial value that satisfies the normalization conditions (9), the solution to (24) still satisfies (9) . As we will see, this property has important consequences. The steady states of the linear Fokker-Planck equation are given by Gaussian densities. Since any solution to (24) which departs from an initial value that satisfies conditions (9) still satisfies the same conditions, the steady state is given by the Gaussian density
where σ = E 0 /n. For the sake of simplicity, we will simply write M E0/n = M . The goal is to study the rate of convergence of the solution of the Fokker-Planck equation (24) towards M (y). Starting from the analysis in [39] , the large-time behavior of linear Fokker-Planck type equations has been studied in details by means of entropy-production methods [4] . This method relies in the study of the evolution of the relative entropy, typically the relative Shannon entropy (13) . In the case under examination, in reason of the fact that both the solution and M satisfy conditions (9) , and in particular are probability densities with the same second moment, the relative entropy coincides with the difference between the Shannon entropies of the Gaussian density and that of the solution
In (29), R(u) is given as in (11) . Standard computations (cf. [39] ) show that, if
where we defined by I(f ) the Fisher information of the probability density f as
Since
The well-known entropy production method consists in bounding from below the difference between the Fisher information of u and that of M , in terms of the relative entropy R(M ) − R(u). Indeed, for any given probability density f , and for any given σ > 0, the logarithmic Sobolev inequality [2, 39] takes the form
Choosing σ = E 0 /n in (32) one obtains
Using inequality (33) into (31), one shows that the relative entropy decay exponentially at the rate 2n/E 0
A different insight into the rate of decay in relative entropy follows by an elementary remark, which simply relies in a different way to write the right-hand side of equation (31) . Indeed, equation (31) can be equivalently written as
The quotient of the two Fisher entropies in (34) can be bounded from below by resorting to the so-called Isoperimetric Inequality for Entropies [22, 41] . This inequality relates Fisher information of a probability density with its Shannon entropy power, and asserts that, for any probability density f , and for any σ > 0 it holds
The entropy power of a probability density f (x), where x ∈ IR n , is defined by
Since R(M σ ) = n 2 log 2πσe, the entropy power of the Gaussian density M σ defined in (28) , in any dimension of the space variable, is proportional to σ, with N (M σ ) = 2πσe. It is immediate to verify that inequality (35) implies the logarithmic Sobolev inequality (33) [41] . Indeed, inequality (36) can be rewritten in the form
which gives (32). Inequality (35) has been derived as a consequence of the concavity of Shannon entropy power [22] , a property first obtained in a paper by Costa [19] in the framework of information theory. Due to its importance in the forthcoming analysis, let us briefly discuss this result and its physical meaning. By definition, the entropy power of a Gaussian random variable is proportional to its density. Consequently, if M 2t denotes the Gaussian self-similar solution to the heat equation (25) , its entropy power is a linear function of time. The essence of the concavity of Shannon entropy power is that, among all possible solutions to the heat equation, the Gaussian solution is the only one for which the entropy power is a linear function of time. For all the other solutions, the entropy power is a concave function of time.
The original proof of the concavity property of entropy power was simplified by Villani [45] , who made an interesting connection between information and kinetic theories. It was shown in [45] that the concavity proof could be based on an old argument introduced by McKean [33] in connection with Kac caricature of the Boltzmann equation. Using inequality (37) into (34), and choosing σ = E 0 /n, one obtains
Equation (38) implies a better decay with respect to the decay obtained from the classical methods based on logarithmic Sobolev inequality. In fact, the relative Shannon entropy h(τ ) = H(u(τ )|M ) satisfies the differential inequality
Equation (39) can be solved by separation of variables to give
Hence, the relative entropy has been shown to satisfy the decay
By comparison, one easily concludes that the decay predicted by (40) is better than the decay found in (34) . Indeed, for any given positive constants α and β, the function
is always smaller than the function r 2 (τ ) = αe −βτ . By means of the scaling (26)- (27) the time decay of the relative Shannon entropy of the solution to the FokkerPlanck equation (24) can be translated into the time decay of the relative entropy between the solution v(x, t) of the heat equation (25) and the self-similar Gaussian solution which at time t = 0 has the same second moment of v 0 (x). However, it is remarkable that inequality (35) can be applied directly to the solution to the heat equation (25) , to obtain the time decay of the relative entropy. To this extent, for a given initial datum v 0 (x) that satisfies conditions (9), we denote by M (x, t) the Gaussian density, solution to the same heat equation (25) , which corresponds to the initial value M E0/n , and still satisfies conditions (9) . Then, for all subsequent times t > 0, the moments of both v(x, t) and M (x, t) coincide up to order two. In the linear case, in fact, the evolution in time of the second moment of the solution depends only on the second moment of the initial value. Therefore, for all times
). Let us look for the time evolution of the Shannon relative entropy power
Since both u(x, t) and M (x, t) satisfy equation (25) 
Considering that I(M (t)) = n 2 /(E 0 + 2nt), and making use of the isoperimetric inequality (35) in (41) 
Inequality (42) can be easily solved to give
Clearly, since u(y, τ ) and v(x, t) are related by the scaling relations (26) and (27) , inequalities (43) and (40) coincide. The previous argument shows that in the linear case there is no necessity to scale the problem, and consequently to study the relaxation to equilibrium for the solution to the Fokker-Planck equation. The results can be obtained directly from the study of the solution to the heat equation. This direct proof is however limited to the linear case. We proved Theorem 3.1. Let v(x, t) be the solution to the initial value problem for equation (25) , where the initial value u 0 (x) is of bounded Shannon entropy, and satisfies conditions (9) . Then, if M (t) denotes the Gaussian density satisfying conditions (9) at time t = 0, the relative Shannon entropy H(v(t)|M (t)) decays to zero with time, and satisfies the bound
Theorem 3.1 asserts that the rate of decay to equilibrium in relative entropy, as soon as we choose the self-similar solution with the same energy of the initial value, is bounded in time by a quantity which proportional to the inverse of the rate of growth of the second moment. This decay improves the known results in the first part of the time axis, while maintaining the same rate of decay for large time. This shows that, among all self-similar solutions that represents the intermediate asymptotics of the solution to the linear diffusion equation (25) for large times, in the first part of the time axis, the best approximation to the solution is furnished by the self-similar solution with the same energy.
As we shall prove in the forthcoming section, the same property holds as soon as we are considering the time decay of the relative Rényi entropy.
Rényi entropies and nonlinear diffusions
As briefly explained in the introduction, the second moment of the solution to equation (1) has an important role in connection with the knowledge of the large time behavior of the solution. This importance can be made explicit by the following argument. Let us consider the evolution in time of the Rényi entropy of order p along the solution of the nonlinear diffusion equation (1) , with the same exponent p. Integration by parts immediately leads to
where, for a given probability density f
When p → 1, identity (44) reduces to DeBruijn's identity, which connects Shannon's entropy functional with the Fisher information (30) via the heat equation. Since I p (f ) > 0, identity (44) shows that the Rényi entropy of the solution to equation (1) is increasing in time. However, no information about the possible behavior of the solution follows. For a given probability density f (x), x ∈ R n , we define the dilation of f by
Since dilation preserves the total mass, for any given a > 0 the function f a will remain a probability density. Note that Rényi entropies are such that, for all p > 0
where D is a suitable constant, the L p -norm of the Barenblatt function can be bounded in terms of the mass and the second moment. The previous inequality has an interesting consequence, we will use extensively in the following. Since the functional Λ(f ) is invariant with respect to dilation, the value of the righthand side will be invariant with respect to the change of the second moment of the Barenblatt solution. Indeed, the change of the second moment of B σ can be obtained by dilation. By fixing the second moment of the Barenblatt equal to the second moment of f , one shows that R p (B σ(f ) ) − R p (f ) ≥ 0. These results are collected next.
Lemma 4.1. Let p >p. Then any probability density f with bounded second moment satisfies the inequality
where B σ is the unique Barenblatt probability density given by (21). Moreover, denoting by B σ(f ) the Barenblatt probability density with the same second moment of f , then
Let us define the nonnegative quantity in (48) as the relative Rényi entropy
Since the second moments of f and B σ(f ) are equal, we can write the relative Rényi entropy as
forp < p < 1, due to (12) . The relative Rényi entropy can be easily related to the relative entropy functional (7) of Newton and Ralston.
Lemma 4.2. Let p >p. Then, provided the probability density f and the Barenblatt solution satisfy conditions (9), the relative Ralston entropy (7) can be bounded from above in terms of the relative Rényi entropy (49), and the following bounds hold. If p < 1
while, if p > 1
Proof. To simplify the notation, we will write B instead of B σ(f ) in this proof. Consider first the case p < 1. Since the second moments of f and B coincide, (48) implies that B p ≥ f p . Moreover, since B p−1 has the form A + D|x| 2 , with A and D constants,
where B σ denotes the unique Barenblatt probability density of type (22) if p < 1 or (23) if p > 1 with the same second moment as f .
entropies. In particular, they furnish a mathematical structure to the statistical framework introduced in [27] to introduce and justify this type of equations.
