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Abstract
Symmetry Breaking in the Correlated Electronic and Lattice Degrees of Freedom in the CuxTiSe2
T-x Phase Diagram
David B. Lioi
Prof. Goran Karapetrov
In this thesis I investigate the relationship between the charge density wave (CDW) phase and
superconductivity in the T-x phase diagram of CuxTiSe2. I ﬁnd that the incommensurate (IC)-CDW
is related to the superconducting phase due to the fact that the former eﬀectively isolates the CDW
subsystem degrees of freedom. This increases the symmetry of the electronic populations within the
IC-CDW band structure and leave them susceptible to internal instabilities, which in turn give rise
to the superconducting phase.
Because the correlated properties of these solid-state phases of matter are highly dependent on
the crystalline quality of our samples, I also detail the growth of pristine single crystals and utilize
several characterization techniques to aid in this purpose. In this portion of the thesis the single
crystals are deliberately injected with heat and monitored to deduce the formation of defects through
selenium migration.
I also conﬁrm the existence of chiral symmetry breaking in the bulk commensurate (C)-CDW
phase in TiSe2 brought about by the cooperation of phonon and exciton degrees of freedom, and also
observe chiral character in ﬂuctuations above TCDW . These thermal ﬂuctuations were observed up
to 80K above TCDW via optical signatures of the folded Se-4p band and Raman signatures of the soft
L−1 phonon mode. The suppression of the excitonic degree of freedom with Cu intercalation brings
about a quantum phase transition into the IC-CDW at x=0.04. Large quantum ﬂuctuations of the
folded Se-4p electronic band were observed at the quantum phase transition where measurements
of the phonon system show the onset of incommensuration in the CDW super-lattice. Optical
measurements demonstrate a large decoupling of the electron-phonon degrees of freedom within the
electronic band structure of the IC-CDW subsystem.

1Chapter 1: Introduction
The physicist approaching his subject is very similar in purpose to the artist who takes a brush to
canvas, or a composer placing notes on a page, and that purpose is the simple desire to approach
Beauty where it is to be found. It is an old rule in human nature.
That being said, the more technical rules here are diﬀerent. Instead of brushes, we have mech-
anized instruments that probe our physical reality further than the nanoscale. Instead of notes on
a page that represent sounds to mimic and evoke emotion, the notes of a physicist (whether on a
chalkboard or within a computer program) invoke a set of principles that have remained unchanged
since the beginning of the universe, and from which all physical processes emerge. The burden of
the physicist is to approach the vastness of that grand task, which is the understanding of these
principles, and produce their reliable invocation. The physicist will break that complex system into
smaller components, hold up the smallest of slivers and say: "As for my contribution, I will study
this!" It is to the physicist's credit that he is not too embarrassed by his own absurdity, for he is
proud of his task and accomplishment, even as reality looms dark and large before him with all its
undiscovered possibilities. Such is also the fate of the author.
There are a few notions that we would do well to mention before delving into the contents that
are to follow. Perhaps most important is the concept of symmetry and symmetry breaking.
In a three dimensional system the most symmetric object has been known since the ancient Greeks
and was expressed most prominently in Plato's discussion of the perfect sphere, from which all the
objects in our world are formed through the introduction to imperfections to the symmetry of that
sphere. Many years later we are still discovering the unexpected truth to that statement, for we now
know that it is energetically favorable for interacting systems to undergo symmetry breaking under
quantum mechanical laws and form lower symmetry systems from higher ones. However, it turns
out that a three dimensional object is not the most symmetric object. A two dimensional circle has
more. A zero dimensional point has the most.
2Regarding dimensionality: In our macroscopic world we typically think of four dimensions:
three in distance, and one in time. In condensed matter physics we will typically take the dimension
of time as a given and rank dimensionality of a system in terms of the number of "spacial" dimensions.
Therefore, our world as we ordinarily conceive it has a dimensionality of three.
Given this information it is possible to reduce the dimensionality of a system by eliminating
the possibility of motion in a particular dimension. We say that we live in a three dimensional
world, but put us in a large room with a ﬂat ﬂoor and we will ﬁnd ourselves in something like a
quasi-two dimensional environment. We are free to walk along the ﬂoor as much as we like, but if
we try to move in the vertical direction we can do little more than a few feet in either direction
without expending a serious amount of eﬀort. The same thing happens in a long narrow hallway.
We are free to move forward or backward, but are restricted at our sides as well as above and below.
Such a scenario is said to be quasi one-dimensional. A quasi zero-dimensional system is one where
movement in all directions are restricted, such as a windowless cubicle.
In the ﬁeld of condensed matter a quintessential example of a quasi-two dimensional system is
graphene, which is a one-atom-thick hexagonal lattice of carbon atoms. It was ﬁrst discovered by
using Scotch tape to peel a single layer oﬀ of a piece of graphite [28], which is a three dimensional
object made up of many graphene layers stacked on top of each other and bonded together by
relatively weak forces. DNA strands are a good example of a quasi one-dimensional system, while a
single atom (or a vacancy in a lattice of atoms), ﬁxed in place, is a zero-dimensional system.
Now that we have the language to describe an object's environment in terms of physical di-
mensionality, symmetry, and the quantities of energy and momentum with which we can describe
objects, there is only one thing missing: the object itself and a way to measure it. Much like in the
ﬁeld of chemistry, we will content ourselves with certain assumptions regarding matter. We will not
go so far as the chemists to say that matter cannot be created nor destroyed, for that would make
the physicists in the room angry. Instead we will extract the following objects from the hierarchy
of particles. These are the electron, atomic nuclei (which is made up of protons and neutrons),
and photons. We will ignore things like neutrinos, quarks, positrons, etc. whose exclusion will only
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This is not to say that we will be limited to discussing only the particles listed above. Indeed, in
condensed matter physics there are many, many other particles that we will come across later (holes,
excitons, phonons). However, these will be emergent, or composite particles, just as the proton and
the neutron are technically composed of quarks.
The ﬁeld of condensed matter physics, like many others, is the study of emergent phenomena
because nature tends to arrange itself in hierarchies. In general we can view the situation as such:
where at the base of the hierarchy there lies a few fundamental principles by which the entirety of
the universe is governed. We represent these principles with symbols on a page and stick them in
an equation which allows them to interact with each other. The interaction of these principles then
"gives rise to" or "derives" new phenomena, which once again interact with each other to give rise
to a still higher order of phenomena, and on it goes.
Just so, the work presented in this thesis is an investigation of a particular subsection of this
greater hierarchy of principles. In addition to the principles outlined above, we will also be using
descriptions based on time dependent quantum mechanics, a semi-classical approach to electromag-
netism, certain results from Einstein's theory of special relativity, Landau theory of phase transitions,
and a general understanding of statistical mechanics regarding the diﬀerent behaviors of fermion and
boson particles. A detailed exposition on these topics is beyond the scope of this work, but rele-
vant results from these respective ﬁelds will be explained when necessary. The interested reader is
directed to the relevant literature.
In this thesis I study highly correlated phases of condensed matter: a sub-ﬁeld of the Physical
Sciences where exotic phenomena emerge from two or more interacting subsystems. These primarily
involve the phonon and electronic subsystems that have been conﬁned to a quasi-two dimensional
material. The emergent phenomenon that I focus on is the excitonically driven charge density
wave (CDW) phase of matter coupled to a period lattice distortion (PLD) and its relationship
with a coexisting superconducting phase, another emergent phenomenon that can be induced in
the 1T-TiSe2. As it currently stands, the details of the symmetry breaking and degrees of freedom
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this thesis.
The thesis is organized as follows: In chapter 2 I introduce symmetry breaking in quantum me-
chanical and macroscopic systems and discuss the degrees of freedom through which this symmetry
breaking occurs to form new exotic phases of matter. I then introduce the experimental background
for the CDW and superconducting phases in TiSe2 and CuxTiSe2. In chapter 3 I introduce growth
and characterization methods that ensure sample quality, as well as techniques that probe the phonon
and electronic degrees of freedom in crystalline materials. In chapter 4 I present work describing
optically induced selenium migration within the lattice to understand the particular nature of de-
fects that may be generated in the lattice through the introduction of heat: defects that break the
symmetry of the system and may compete with the symmetry breaking of the desired correlated
electronic degrees of freedom that give rise to the CDW and superconducting phases. Chapter 5
shows work done on probing the phonon degrees of freedom of the charge density wave in TiSe2
and CuxTiSe2 via Raman, neutron, and X-ray scattering experiments. Additional work shows the
evolution of the CDW as it is suppressed by Cu intercalation and coexists with the superconducting
phase. Chapter 6 contains work on the electronic degrees of freedom of the CDW in TiSe2 and
CuxTiSe2, again detailing changing behavior across the quantum phase transition where supercon-
ductivity emerges in the T-x phase diagram of CuxTiSe2. Chapter 6 also details investigative work
into the chiral nature of the CDW phase in TiSe2 using pump-probe circular dichroism experiments.
Chapter 7 draws conclusions from these experiments.
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The theme of this chapter is symmetry breaking both at quantum mechanical level and leading up
to the macroscopic systems under in the thesis at large. The ﬁrst case is the highly symmetric 0-D
systems from which 1-D, 2-D and 3-D crystal lattices emerge. I will touch on the approximations
that are made when calculating the properties of these systems; approximations which often neglect
electron-electron and electron-phonon degrees of freedom which are crucial to strongly correlated
systems and ignore additional symmetry breaking mechanisms that result in the formation of exotic
phases of matter. The importance of experimental condensed matter research in highly correlated
systems is emphasized.
I will then review the relevant symmetry breaking mechanisms that have been proposed for the
highly correlated phases in TiSe2.
2.1 Symmetry Breaking: 0-D to 1-D
We begin with the following statement:
The state of a quantum mechanical system is completely speciﬁed by a complex function Ψ(x, t)
that depends upon the coordinate of the particle. All possible information about the system can be
completely derived from Ψ(x, t). This function, called the wave-function, has the important property
that Ψ∗(x, t)Ψ(x)dx is the probability that the particle lies in the interval dx located at the position
x and time t [29].
This statement deﬁnes a quantum mechanical wave-function for any particle which, if normal-
ized, multiplied by its complex conjugate and integrated over all space would give us a probability
of 1, as shown in the following equation:
∫
allspace
Ψ∗n(x, t)Ψm(x, t)dx = 1 (2.1)
6Figure 2.1: Select atomic orbital wave-functions. The bottom row and the columns on the left
and right show the diﬀerent notations for the quantum numbers associated with these wave-
functions. The right column shows the angular quantum number. The left column shows the
principle quantum number with a letter denoting the angular quantum number. The bottom
row shows the magnetic quantum number. All wave-functions belong to the set of Spherical
Harmonic Functions.
The wave-functions we will be interested in are called atomic wave-functions (also known as
atomic orbitals).
Recall that atoms are made up of a positively charged nucleus surrounded by negatively charged
electrons. The fact that there are both positive and negative particles interacting with each other
means that there is an electrostatic potential between them which deﬁnes the 0-D geometry of the
system. The atomic wave-functions themselves are determined by this geometry.
Upon bringing together two atoms, each with their own electronic wave-functions, so that their
electronic wave-functions overlap, the wave-functions are no longer orthogonal to each other. They
will either constructively or destructively interfere to create new, larger, molecular orbitals in a
process known as symmetrization to form what are called bonding orbitals and anti-bonding
orbitals.
Let us say we want to ﬁnd the symmetrization of a 1s orbital from atom #1 with a 1s orbital
from atom #2. These two atomic orbitals will then produce two molecular orbitals (it is a general
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7Figure 2.2: The left side shows the unsymmetrized 1s atomic wave-functions that have been
brought together such that they signiﬁcantly overlap. (Top) If the wave-functions destructively
interfere upon symmetrization then a node forms between the two original wave-functions where
the probability of ﬁnding a particle is zero. This is dubbed the anti-bonding orbital, which has a
higher energy then the original 1s orbital. (Bottom) If the original wave-functions constructively
interfere then they form the bonding orbital which has a lower energy than the original 1s orbital.
rule that when combining multiple orbitals we always get the same number of orbitals back).
The bonding orbital arises from atomic orbitals that are in phase with each other. The energy of
this orbital lowers and the momentum remains small (meaning the phase does not oscillate as fast
in time or position).
The anti-bonding orbital arises from the atomic orbitals where one of them has its phases ﬂipped
180 degrees relative to the other (all the positives parts of the wave-function become negative and
vice versa). The energy of the new orbital is higher and the momentum is higher as well, as shown
in Figure 2.2.
What we have just seen is one of the more basic forms of symmetry breaking within a quantum
mechanical system. The mechanism of the symmetry breaking of the original two particle system
with degenerate energies lies in the overlap of the quantum mechanical wave-functions and the
binding potential between the electrons and nucleus. However, this symmetry breaking mechanism
can be overcome if another mechanism is more dominant and relaxes the symmetry of the system
closer to what it was when it was two separate and un-interacting particles. For example: an increase
in thermal energy will cause the constituent atoms to oscillate. If this thermal energy is high enough,
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A molecule need not only have two atoms. If the symmetrization process is repeated over and
over again we can also form a 1-dimensional chain of equally spaced atomic orbitals that overlap with
each other and combine to form larger and larger molecular orbitals whose wave-functions end up
spanning the entire chain. Figure 2.3 shows the resulting molecular orbital states in a diagram with
momentum on the x-axis and energy on the y-axis. Notice that we show momentum as being either
positive or negative. This is due to the fact that two wave-functions can have the same momentum
but their phases can have opposite sign. This diﬀerence in sign is interpreted as a directionality of
the resulting momentum [30]. The result is the electronic band diagram.
Figure 2.3: The positions of the horizontal lines inside the boxes represent the energy and
linear momentum of the electronic quantum states that result from the symmetrization of
constituent atomic orbitals in a linear chain. All wave-functions span the entire chain shown
above the box. Larger values of momentum correspond to more oscillations of the phase in the
spatial dimension. The dispersion in momentum is a consequence of the phase oscillation of the
molecular wave-functions given by PˆΨ(x, t) = −i~∂Ψ(x,t)∂x
We can represent this process with a matrix representation of the system of equations. For
the sake of expediency we limit the number of atoms to a system of three equally spaced identical
atomic orbitals in a 1-D chain. The unsymmetrized Hamiltonian matrix is shown on the left. The
Hˆ terms on the diagonal are equal to each other and represent the energy of the electrons in their
original atomic orbital. The oﬀ-diagonal terms Vˆnm = Vˆel + Vˆnuc denote the electrostatic potential
interactions between the electrons from one atom and the the electrons Vˆ el and nucleus Vˆ nuc of
another atom [29].
Chapter 2: Background 2.1 Symmetry Breaking: 0-D to 1-D
9
Hˆ11 Vˆ12 Vˆ13
Vˆ21 Hˆ22 Vˆ23
Vˆ31 Vˆ32 Hˆ33


Φ1
Φ2
Φ3
 =

E
′
1 0 0
0 E
′
2 0
0 0 E
′
3


±(Φ1 + Φ2 + Φ3)
±(Φ1 − Φ2 + Φ3)
±(Φ1 − Φ2 − Φ3)
 (2.2)
The right side of equation 2.2 shows the symmetrized wave-functions and new energies of the
resulting molecular orbitals. If we were to be fully rigorous, we would include all the orbitals of the
atoms that contain electrons in them. This typically includes the s, p, d, and f orbitals. We would
need to include all the charges of both the electrons and nucleus,their time dependent motions, and
increase our matrix from a rank 2 to a rank 3 tensor if we want to deal with lattices that are more
than 1-D chains. If the crystal structure possesses a symmetry other than cubic symmetry then
things will become even more complicated.
To keep the calculations tractable, assumptions are made to the calculation. The simplest as-
sumptions can be brieﬂy described as the "single particle, tight binding, and static lattice for-
mulation." Single particle means that we ignore all electron-electron interactions through their
electrostatic potential. Instead we carry out the calculation as if there were only one electron in the
entire electronic band structure. In the tight binding model we ignore all electron-nucleus inter-
actions except for the nearest neighbors. A static lattice is one where we calculate the electronic
band structure by ﬁxing the positions of the constituent atoms. Equation 2.3 shows the outcome of
these simpliﬁcations when placed on equation 2.2 [31].

Hˆ11 Vˆnuc,12 0
Vˆnuc,21 Hˆ22 Vˆnuc,23
0 Vˆnuc,32 Hˆ33


Φ1
Φ2
Φ3
 =

E
′′
1 0 0
0 E
′′
2 0
0 0 E
′′
3


±(Φ1 + Φ2 + Φ3)
±(Φ1 − Φ2 + Φ3)
±(Φ1 − Φ2 − Φ3)
 (2.3)
Each of these assumptions removes a piece of physics that we approximate to ﬁrst order as not
being important. However, the systems that are presented later on in this thesis, as well as most
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of modern condensed matter research, deal with systems where this collective, many body physics
is incredibly important. Theorists try to deal with this situation by ﬁnding clever way of relaxing
the above assumptions and allowing electron-electron and electron-lattice interactions to occur. The
experimentalists turn to the physical systems themselves using experiments rather than simulations
in a computer, for in the real world the physics is all there, it simply needs to measured.
2.2 Strongly Correlated Materials
Historically when calculating the electronic band structure of a material, it is typically only necessary
to use the tight-binding single-particle approximation which ignores all electron-electron interactions
in the system's Hamiltonian. This assumption is strictly valid for two cases: for materials where
these correlations are truly absent, and for materials at high temperatures where these electron-
electron interactions are screened by the thermal noise in the system. In this latter case, lowering
the temperature removes this screening and causes these electron-electron correlations to become
dominant. Depending on the type of interaction, new quasiparticles can emerge that accompany a
new phase of matter within the material. The Hamiltonian of a system with these strong correlations
can be written as:
H = H0 +He−e +He−ph (2.4)
Where H0 denotes the free electron part which, for TiSe2 is written as
H0 =
∑
k
kff
†
kfk +
∑
k,α
kαc
†
kαckα (2.5)
for the electronic bands near the Fermi surface where f (†)k annihilates (creates) and electron in
the valence band with momentum k and c(†)kα annihilates (creates) an electron in the conduction
band with momentum k and band index of α. In TiSe2 α={1, 2, 3} to account for the 3 symmetric
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L point conduction band minima. The inclusion of the He−e and He−ph interaction terms formally
introduces strong correlations within the system of the coulomb and electron-phonon coupling types.
These terms can be formally expanded to be:
He−e =
Ucc
N
∑
k,k',q
∑
α
∑
β>α
c†k+qαckαc
†
k'βck'+qβ +
Ufc
N
∑
k,k',q
∑
α
f†k+qfkc
†
k'αck'+qα (2.6)
which assumes a local electron-electron interaction as a consequence of strong screening of the
Coulomb interaction. Ucc denotes the Coulomb repulsion among the conduction electrons while Ufc
determines the Coulomb interaction between the valence and conduction band electrons. N denotes
the total number of lattice sites.
On the other hand, the He−ph term denotes the energy terms obtained by scattering electrons
from one electronic band to another. A single mode electron-phonon interaction where the electron-
lattice interaction is expanded up to quartic order in the lattice distortion can be written as
He−ph = H
(1)
e−ph +H
(2)
e−ph +H
(3)
e−ph +H
(4)
e−ph (2.7)
where the ﬁrst order term is written as
H
(1)
e−ph =
1√
N
∑
k,q
∑
λ,λ′
g1(k,q, λ, λ
′)(b†q + b−q)c
†
kλck+qλ′ (2.8)
where b(†)q describes the annihilation (creation) operator of a phonon carrying momentum q, g1
denotes the electron-phonon coupling constant, and λ, λ′ label the band degree of freedom. Addi-
tional expansion terms and further details can be found in the following reference [32].
The study of strongly correlated system is one of the primary areas of research in contemporary
condensed matter physics. These correlations result from many internal degrees of freedom of the
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material's lattice, spin, charge, and orbital moments which give rise to a rich variety of emergent
phenomena. These include ferromagnetism [33] and antiferromagnetism [34], heavy fermions [35],
spin density waves [1, 36], charge density waves [15, 37, 38], superconductivity both conventional [39]
and unconventional [40], the latter including the high Tc cuprates [41] and pnictides [42], and the
lists goes on.
Figure 2.4: (a-d) Raman measurements of nematic ﬂuctuations in Ba(Fe0.975Co0.025)2As2 both
above and below the SDW phase transition. (e) T-x Phase diagram of Ba(FexCox)2As2 [1].
The internal correlations may compete or cooperate to form complex and exotic phases of matter
within the system. Tuning the degrees of freedom via an external parameter can also serve to
eliminate or include correlations as a function of x or T in a T-x phase diagram, the former of which
can give rise to a quantum phase transition as the ground-state Hamiltonian shifts from one form
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to another.
The following are some concrete examples which have certain aspects that are similar to TiSe2
and CuxTiSe2. Figure 2.4 shows a Raman experiment of Ba(Fe1-xCox)2As2 critical spin ﬂuctuations
in the T-x phase diagram which contains a spin density wave (SDW), superconductivity, and nematic
ordering. As this is a high Tc superconducting material, one of the primary reasons it is studied
is to understand the underlying superconducting mechanism and how this relates to the strong
magnetic correlations that give rise to the SDW phase in the parent system. Ba(Fe1-xCox)2As2
was chosen as an example due in part to the measurement of ﬂuctuations above the TSDW , as they
are qualitatively similar to charge density wave thermal ﬂuctuations measured on CuxTiSe2 using
Raman spectroscopy that are presented in chapter 5 of this thesis. Figure 2.4a shows the Raman
signatures of these ﬂuctuations in Ba(Fe1-xCox)2As2 at low Co doping while Figure 2.4c shows their
absence at high Co doping. The T-x phase diagram shown in Figure 2.4e is typical for a strongly
correlated material where a superconducting dome is present.
The next example is a material which possesses a charge density wave that in some respects is
much more complicated than the one found in TiSe2. Figure 2.5 shows the charge density wave
phase transitions in 1T-TaS2 and the physical richness that can be found in such systems. 1T-
TaS2 is metallic above 550K but transitions into a incommensurate CDW phase (deﬁned below
in section 2.3), a commensurate phase transition at 200K and an insulating transition near 60K.
These roughly correspond to the distortion of 13 Ta atoms into a star-of-David-like superstructure
at 550K which successively lock together into a larger super-lattice at lower temperatures until
they are commensurate. The transition at 60K corresponds to a Mott insulator phase where
charge is localized onto the central atom in the star. Many of these transitions are ﬁrst order,
and as such have a temperature hysteresis. Upon increasing pressure [43] or substituting Sulfur
for Selenium [44], the charge density wave transitions are suppressed and a superconducting dome
appears at low temperatures
Later on we will see the detailed T-x phase diagram of CuxTiSe2 and note the common features
it has with these other strongly correlated materials.
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Figure 2.5: (Top Let) Electrical transport [2], (Right) STM, and (Bottom Left) ARPES [3]
measurements of the CDW phase transitions in 1T-TaS2.
2.2.1 Phase Transitions
In general terms, a phase is deﬁned as a homogeneous material with a set of properties, one of
which can be described as an order parameter. A phase transition occurs when an object with
a given symmetry is susceptible to a symmetry breaking mechanism through an internal degree
of freedom [45]. This is the same as the case with overlapping hydrogen atomic wave-functions
covered earlier in the chapter. The formation of antibonding and bonding orbital (the new phase)
was brought about by the loss of orthogonality (and therefore coupling) of the two energetically
degenerate atomic orbitals on each atom. The result is a symmetry breaking of the wave-function.
In the example shown earlier, these two atoms were artiﬁcially brought together to make a bond.
A phase transition of such a system would be a heated and dense gas of hydrogen atoms that is
slowly cooled which transitions into a gas of helium atoms. The order parameter could be the new
symmetrized molecular wavefunctions or it could be the atom mass of the molecules in the gas.
This is illustrated in Figure 2.6 which shows a cartoon example a thermal phase transition on a
sphere. At high temperatures the symmetry of the sphere is broken by random thermal noise which
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Figure 2.6: Artiﬁcial representation of a thermal phase transition using a 5-fold symmetric
distortion (modeled as a (norm O.P.)sin(5θ)/5 in spherical coordinates) as the order parameter
of a sphere which is originally set to a radius of 1. Artiﬁcial random noise is shown on a sphere
above Tc=200K which represents the thermal noise of the system at high temperatures.
suppresses the internal instability of the energy states. However, if the thermal noise is relaxed
then the energy states regain their high symmetry (energy degeneracy of states) it will become
susceptible to a new, dominant symmetry breaking mechanism which collapses the system into a
new phase deﬁned by a new order parameter. The diﬀerence between the highly symmetric system
being broken by thermal noise versus a coherent modulation of an order parameter is shown in
Figure 2.7.
Phase transitions can be classiﬁed into two broad categories based on the involved thermodynamic
potentials that describe the system. These are ﬁrst order phase transitions and second order phase
transitions (in this work we will be using the 'modern' deﬁnitions of these terms).
A ﬁrst order phase transition exhibits a discontinuity in the ﬁrst derivative of the free energy
with respect to some thermodynamic variable. In the modern sense of a ﬁrst order transitions, this
divergence is speciﬁcally in the entropy of the system.
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Figure 2.7: Simpliﬁed representation of symmetry breaking in a phase transition using a sphere
as an analogy. The distance from the center represents the energy of the state and the diﬀerent
solid angles represent the electronic states of the system. (a) shows the highly symmetric sphere,
(b) shows thermal ﬂuctuations which lift the degeneracy and destroy the local symmetry while
preserving the global symmetry on average, (c) the symmetry of the new phase which results
from the lifting of the thermal symmetry breaking ﬂuctuations making the sphere susceptible to
a new symmetry breaking degree of freedom. The result is a new symmetry where the electronic
states form two new predominant energy levels across a gap in the states at the previous energy
surface. (d-f) show 2D cross-sections of (a-c)
S = −
(
∂G
∂T
)
P
(2.9)
where S is entropy, T is temperature, G is the Gibbs free energy, and P is the pressure . The
consequences of this divergence is the existence of latent heat at the phase transition point, which
in turn corresponds to a diverging speciﬁc heat where the system has an inﬁnite capacity for heat
and does not rise in temperature as that heat is used in the conversion of one phase to another.
Another notable discontinuity in ﬁrst order phase transitions includes discontinuities in the den-
sity a system. i.e. the order parameter itself is discontinuous, meaning that it does not continuously
increase from zero at the phase transition point.
Second order phase transitions have continuous ﬁrst order derivatives of the free energy with
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respect to some thermodynamic variable, but their second derivatives exhibit discontinuity at the
transition point.
This is characterized by a divergence in the correlation length and susceptibility, and also the
order parameter obeying a power law near the phase transition point, meaning that the order
parameter increases continuously from zero.
The general physics of a second order thermal phase transition can be modeled in an intuitive
manner by Landau's theory of phase transitions under which the free energy is expanded around Tc
as a Taylor series.
F = F0 +
a
2
(T − Tc)Ω2 + β(T )
4
Ω4 + ... (2.10)
where β is positive, a is a free energy constant, Tc is the phase transition (critical) temperature,
and Ω is the order parameter. By taking the derivative of the free energy with respect to the order
parameter and setting it equal to zero we are able to calculate the extrema in the curve which gives
the order parameter as a function of temperature.
Ω =
(
a(Tc − T )
β
)1/2
(2.11)
which is illustrated in an artiﬁcial system in Figure 2.7. The power of 1/2 is the critical ex-
ponent for the order parameter. Since Landau theory is a mean-ﬁeld theory it gives 1/2 as the
critical exponent of the order parameter. However, there exist other classes of phase transitions
(universality classes) which are characterized by diﬀerent critical exponents, such as the Ising and
XY models which are dominated by fewer, distinguishable, mechanisms. The general rule is that
these universality classes depend on the dimensionality and the number of degrees of (dominant)
degrees of freedom in a system. There are also more than one type of critical exponent. Only the
order parameter critical exponent was shown above, but there is also a critical exponent for the
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speciﬁc heat, correlation length, and several others.
Figure 2.8: Cartoon of an electronic band diagram calculated using the tight binding model.
All states shown in the diagrams are associated with orthogonal wave-functions. At lower
temperatures there is a degree of freedom which couples these wave-functions and breaks their
orthogonality. This drives the thermal phase transition
In real systems the broken symmetry (new order parameter) is constructed from the wave-
functions of two diﬀerent points in the electronic band diagram that were originally orthogonal to
each other, but have lost their orthogonality through a degree of freedom which couples the two.
The loss of orthogonality causes these wave-functions to symmetrize with each other. If this is done
at the Fermi surface then a band-gap is opened which accompanies the phase transition into the new
ordered phase. Just like with the simple hydrogen molecule, the energy gained comes from electrons
ﬁlling the lowered of state with a symmetrized wave-function while leaving the anti-symmetrized
wave-function vacant.
If the thermal energy Eth is larger than the energy separation of the symmetrized and anti-
symmetrized wave-functions then it is not energetically favorable to break symmetry along the
coupling degree of freedom (Figure 2.9a). If Eth is still above the normal state energy, but below
the anti-symmetrized wave-function's energy, then it is energetically favorable to couple through the
orthogonality breaking degree of freedom (Figure 2.9b). However, thermal ﬂuctuations are still able
to excite electrons from the symmetrized wave-function groundstate back to the normal state. Only
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when Eth falls below the binding energy that separates the groundstate from the normal state will
the phase transition occur (Figure 2.9c).
Figure 2.9: Energy branch diagram showing the changes to the electronic band structure
at the Fermi surface while tuning an external parameter through a thermal phase transition.
Shaded regions denote the thermal energy Eth in the system.
Phase transitions can be divided (again) into two subcategories: thermal phase transitions,
where temperature is what is changed; and quantum phase transitions when it is anything other
than temperature that is changed to induce the phase transition. In practice these are things like
pressure, chemical doping, or anything which changes the groundstate of the system.
Formally, thermal phase transitions are driven by thermal ﬂuctuations which freeze into a ﬂuc-
tuationless groundstate at T = 0, while on the other hand, quantum phase transition ﬂuctuations
are driven by the Heisenberg uncertainty principle. The latter regime is said so be dominant when
~ω >> kBT where ω is the typical frequency at which the important long distance degrees of freedom
ﬂuctuate.
A subset of quantum phase transitions is a type known as the Lifshitz transition which is char-
acterized by an abrupt change in the Fermi surface topology caused by continuously tuning some
external parameter [4]. This is a common type of phase transition as the electronic behavior of a
system is dominated by the Fermi surface where a symmetrization of the wave-functions that make
up the underlying electronic band structure (forming a gap) are energetically favorable. Lifshitz also
noted that chemical doping or increased pressure could serve as a tuning parameter to induce such
a transition. The latter of these two, the application of hydrostatic pressure, is well known to take
an anisotropic lattice, overcome the anisotropy that is native to the lattice, and force an isotropic
symmetry. Forcing such a symmetry causes the system to become susceptible to some other internal
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mechanism that breaks symmetry. If the lattice is constrained, then this internal degree of symmetry
is often electronic.
Figure 2.10: Changes to the electronic band structure at the Fermi surface while tuning an
external parameter. (a) disruption of the "neck" of the Fermi surface (opening of a gap) (b)
appearance of a new detached region at the Fermi surface [4]
Therefore, a quantum phase transition is formally characterized by a change in the underlying
Hamiltonian whose internal degrees of freedom vary as a function of a dimensionless constant g such
that
H(g) = H1(g) +H2(g) (2.12)
where H1 and H2 denote the Hamiltonians of two diﬀerent symmetry breaking degrees of freedom
within the system. The system is varied in g until a point gc which is the quantum critical point
deﬁned as the point where the energies of H1 and H2 cross and become degenerate. For g < gc, H1
dominates while for g > gc, H2 dominates [46].
Figure 2.11 shows this scenario for a situation where H1 and H2 are tuned such that their
energy eigenvalues ∆1 and ∆2 reverse in order of increasing energy magnitude. The energy branches
are drawn such that the resulting anti-symmetric wave-functions (constructed from the previously
uncoupled wave-functions in the band diagram) increase in energy while the resulting symmetric
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wave-functions decrease in energy. The mechanism with the larger energy gap is drawn as the ﬁrst
branch in all cases. This mechanism with the larger gap is the one that drives the transition since
it requires a symmetric wave-function in order to gain the most energy when Eth crosses the energy
of the normal state (Tc). Figure 2.11 also illustrates the requirement that ~ω >> kBT since ~ω is
the energy required to excite electrons from the ground state up an energy ∆i.
Figure 2.11: Energy branch diagram showing the changes to the electronic band structure at
the Fermi surface while tuning an external parameter through a quantum phase transition. In
this scenario ∆1 decreases from a-b while ∆2 increases.
There is one more relevant subtlety to quantum phase transitions, and that is whether or not
|H1, H2| = 0. This relation is true only for when one (but not both) of these Hamiltonians are
coupled to a conserved quantity. In such a case their respective eigenstates are orthogonal and do
not need to be symmetrized. Under this condition the eigenvalues of H1 and H2 cross at gc and
the excited state becomes the groundstate, which is the condition necessary for the quantum phase
transition. However, if |H1, H2| 6= 0 then there is an avoided crossing when ∆1 = ∆2. Put another
way: there is a symmetrization of the wave-functions through an additional symmetry breaking
mechanism between H1H2|ψ〉 and H2H1|ψ〉 which are not equivalent as the Hamiltonians do not
commute [46]. This behavior is displayed in the energy branch diagram shown in Figure 2.12.
2.3 The Charge Density Wave
A charge density wave (CDW) is a modulation of the static periodicity of the electronic charge
regardless of the underlying mechanism that caused the eﬀect. It is a description of the new static
equilibrium, not a prescription of any particular force that gave rise to it. The CDW can be described
as follows [5]:
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Figure 2.12: Energy branch diagram The opening of a new gap for the case where |H1, H2| 6= 0
where a new gap ∆3 is opened.
ρ(x) = ρ0(x)[1 + ρ1cos(q0x+ φ)] (2.13)
where ρ0(x) denotes the unperturbed electron density, ρ1, q0 and φ denote the amplitude,
wave-vector, and phase of the electron density modulation. This standing wave has a wavelength
λ0=2pi/k0.
Likewise, a periodic lattice distortion (PLD) is a distortion of the lattice periodicity, also regard-
less of the underlying mechanism.
un(x) = u0sin(n|q0|a+ φ)] (2.14)
where n is an integer which deﬁnes the positions of the atomic ions, and the distortion amplitude
u0 is generally small compared to the lattice constant a.
A CDW is said to be commensurate with the lattice if the modulation has a periodicity λ0
that is an integer multiple of the lattice periodicity a and whose wave-vectors also point in the same
direction. In a 1-D lattice it is only possible for the CDW to be incommensurate by no longer
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being an integer division of the lattice periodicity since their vectors of orientation are necessarily
locked with each other. However, in 2 and 3 dimensional lattices this constraint is no longer valid,
and a CDW can become incommensurate through misalignment with the parent lattice vectors.
In TiSe2 the CDW phase is commensurate with the lattice which means that the macroscopic
amplitude of the equations in this section (adjusted to the symmetry of the TiSe2 normal lattice)
serve as the order parameter for the system. These can be probed in real space (such as with Scanning
Tunneling Microscopy) or in inverse space (such as with neutron or X-ray diﬀraction techniques).
The new degrees of freedom lattice freedom which resulted from the lattice distortion can also serve
as a measure of the order parameter, which will be seen in the Raman spectroscopy experiments in
chapter 5. Ultrafast transient spectroscopy in chapter 6 allows for the monitoring of the electronic
degrees of freedom, which contain signatures of the charge modulation order parameter. As the
CDW phase transition in TiSe2 is second order (see later sections in this chapter) it is expected
that the CDW order parameters will follow obey power-law functions near the phase transition with
critical exponents governed by a universality class.
The following three sections outline several diﬀerent models for the formation of a CDW. In the
ﬁrst section the Peierls instability is discussed, which is credited as the ﬁrst mechanism that was
posited for driving a CDW phase transition. This will be used as an opportunity to show a speciﬁc
example of (i) phase transitions and the loss of the system's global symmetry when lowering in
temperature through a phase transition, (ii) the phenomenon of soft phonons at the phase transition
temperature and (iii) the opening of a band-gap at the Fermi surface.
2.3.1 Peierls Instability
The Peierls mechanism, or Fermi surface nesting, was ﬁrst proposed by R. Peierls in 1930 as an
explanation for the formation of a CDW in 1-D lattice chain [47]. In this formulation a quasi 1-
D material is considered where the linear chains are weakly coupled to each other by interchain
interactions. Neglecting the interactions between the chains and positing a chain of equally spaced
atoms with a periodicity of a, one then assumes that the conduction band is half ﬁlled so that the
ﬁrst reciprocal lattice vector becomes G = 2pi/a = 4kf . Peierls was the ﬁrst to point out that such
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a system is formally unstable against any doubling of the unit cell because it creates an additional
potential with a nonzero component at q = 2kf which causes the opening of a gap [48]. Since
the chain is conducting, the conduction band crosses the Fermi surface where the electronic states
below the Fermi energy become occupied while the electronic states above the Fermi energy remain
unoccupied. Because the system has a dimensionality of 1, the electrons at the Fermi energy are
said to be well nested with each other (see Figure 2.13). Nesting is when a single wave-vector at
the Fermi surface (kF ) connects a large number of electronic states from one region of the electronic
band structure to those in another region of the electronic band structure. The result is that the
large population of electrons (as a percentage of those at the Fermi energy) will scatter at this
wave-vector [5]. Another way of deﬁning Nesting is described by Johannes et al. as the following:
That Fermi surface parts are nested if, when rigidly shifted (by a vector kf ), they coincide with
other Fermi surface parts [48].
Figure 2.13: Illustration of Fermi surface nesting. The solid parallel lines that can be trans-
posed by the vector kf are said to be well nested. The dashed lines become progressively less
well nested as it is no longer possible to rigidly transfer them through kf .
At this point it is important to stress that the Peierls instability is not the result of a purely
electronic instability along the kf vector in one dimension [48]. Indeed, this kf wave-vector couples
to a phonon wave-vector of the lattice system, and as a result, the phonon will soften (meaning the
energy of the phonon lowers) and a gap will open in the electronic band structure at the Fermi energy
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as shown in Figure 2.14. Diﬀerent authors have disagreed on the deﬁnition of a Peierls instability
and whether it is electronically driven with a secondary structural distortion [48] or if it is the
instability of a coupled electronlattice system which is, in essence, a structural phase transition
driven by strong electronphonon coupling [5]. For the sake of clarity, the following section proceeds
under the latter deﬁnition.
Before addressing the alterations to the electronic subsystem I will ﬁrst address the alterations
to the phonon subsystem. The phonon softens because the system is approaching a new minimum
in the free energy landscape caused by the "external" force being applied to it by the scattering
electrons, i.e. there is a channel of energy transfer from the phonon system to the electronic system.
A softened phonon means that the atoms oscillate at a slower rate, which is in turn caused by these
atoms preferring to linger in at the new equilibrium point. When the phonon has completely softened
(meaning its energy has approaches zero and does not prefer either the old equilibrium position,
nor the new equilibrium position), the system has reached what is known as a phase transition and
becomes locked into a new orientation with the super-lattice periodicity if the temperature is lowered
any further.
This is formally illustrated in the 1D case as where we assume the single-particle tight-binding
approximation in a one-band model:
k = −EF cos(ka) (2.15)
Where we let EF be the the Fermi energy and kF = pi/2a is the Fermi vector, when EF /kBT is
large (temperature is small) then the non-interacting susceptibility at q = 2kF diverges as
χ0(2kF , T ) =
1
2
Nln
(
2.28EF
kBT
)
(2.16)
where N(0) is the density of electronic states at EF . The resulting strong renormalization of the
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phonon frequencies around q = 2kF is known as the Kohn anomaly where the renormalized phonon
frequency follows the behavior
ω˜2q = ω
2
q
(
1− 4g
2
q
~ωq
χ0(q)
)
(2.17)
and is also shown in Figure 2.14c
Figure 2.14: Peierls instability of a 1-D metal with a half-ﬁlled band. (a) Schematic view
of a CDW/PLD showing the modulations of the conduction electron density (solid red line)
and ion positions (ﬁlled red circles). The normal state is characterized by a constant charge-
density (dashed black line) and an undistorted chain (open black circles). (b) Electronic band
dispersion and density of states in the metallic state above the transition temperature TCDW
(dashed black lines) and in the CDW state at T=0 (solid red lines). The thickness of the red
lines in the band structure plot is proportional to the spectral weight carried by the electron
states in the CDW phase. (c) Acoustic phonon dispersion well above TCDW (dashed black line)
and at TCDW (solid red line) [5].
The order parameter is the periodicity. In the original, undistorted chain, the periodicity was a.
Once the lattice is distorted, there is a new periodicity, with the lattice now repeating every 2a.
This new periodicity eﬀects the electronic band structure in two ways: As was stated earlier, a
gap is opened at the Fermi energy where the nested electrons experienced large scattering by the 2kf
wave-vector. The energy gap 2∆ is related to the displacement amplitude uq,0, the electron-phonon
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coupling parameter gq,0, and the unrenormalized phonon frequency ωq,0
∆ = uq,0gq,0
(
2Mωq,0
~
)
)1/2
(2.18)
Electrons that were previously higher in energy fall to the lower states at the bottom of the
gap and leave the states at the top of the gap vacant. Because of this, the electron system in
the CDW phase is more energetically stable than that the one in the "normal" phase. Another
consequence of the new (in this case, doubled) lattice periodicity is that the ﬁrst Brillouin zone is
halved. Figure 2.14b shows this eﬀect [5].
But what happens when the dimensionality of the system is increased from 1 to 2, and even to 3
dimensions? The answer is that the nesting of the electronic states at the Fermi surface is reduced,
as increasing dimensionality eﬀectively reduces symmetry, which weakens the Peierls instability by
reducing the susceptibility at q = 2kF . This is because a 1-D metal has a planar Fermi surface
which can exactly coincide with the planar energy discontinuities created by the CDW/PLD, thus
resulting in a uniform and complete energy gap at the Fermi surface. For a 2-D metal, on the other
hand, the Fermi surface is generally not planar so that the new Brillouin zone edges will only partly
coincide with the Fermi surface. In such a scenario the energy gap only uses part of the electron
density at EF to form the CDW/PLD. The best case scenario occurs when the Fermi surface is
eﬀectively 1-D, i.e. when it has large ﬂat parallel sections. This gives rise to the notion that Fermi
Surface nesting requires the displacement of one section of the Fermi surface by a single wave-vector
q and to superimpose it exactly onto another section of the Fermi surface.
2.3.2 Band-type Jahn-Teller Eﬀect
To understand the Jahn-Teller eﬀect, and by extension the more specialized form known as the
Band-type Jahn-Teller mechanism, we must ﬁrst review the general connection between energy
and symmetry.
Symmetry implies energy degeneracy of the underlying quantum states, and vice versa. Therefore,
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the breaking of symmetry is the lifting of energy degeneracy between two or more states. The Jahn-
Teller mechanism is the application of this principle to electronic states in the band structure of
the crystal in response to the breaking of symmetry of that lattice (or molecule). A high symmetry
crystalline structure will have degenerate energy levels. If those degenerate energy levels are near
the Fermi surface, a distortion of the lattice to reduce the symmetry of the crystalline order will lift
the degeneracy of these electronic states. The result, once again, is that a gap will open at the Fermi
surface and electrons will fall to the lower energy states and leave the higher energy states vacant.
This is because electrons are no longer able to indiﬀerently thermally populate both the high and
low energy states which occurs at higher temperatures. When the temperature is lowered, thermal
noise is removed and the electrons will favor the lower energy states. Therefore, if the crystal can
distort to a lower symmetry to lower the energies of these electrons, then it will [49].
Figure 2.15: Unit cell of the 1T(a) and 2H(d) polytypes, (b) layered structure for 1T-TiSe2
with van der Waals gap, (c) Brillouin zone of 1T-TiSe2, (e) layered structure for 2H-polytype
with van der Waals gap.
In its full generality the Jahn-Teller mechanism need not only apply to CDW phase transitions.
Rather, it is a well known eﬀect that is known in the ﬁelds of biology, chemistry, and physics. The
Band-type Jahn-Teller mechanism on the other hand was ﬁrst introduced in 1977 by Hughes [50] to
explain the super-lattice formation in several transition metal dichalcogenides, of which 1T-TiSe2 is
one. The model posits that the total energy of the system is lowered via a structural transition of the
local octahedral (1T) coordination towards a trigonal prismatic (2H) coordination (note that the 1T
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in front of TiSe2 denotes the structure of the unit cell. Other TMDs include 2H-NbSe2, 1T-TaS2,
etc). The distortion to go from the former to the latter requires that the upper and lower faces
of the chalcogenide octahedra are rotated in opposite directions leading to the break in symmetry
required of the Jahn-Teller eﬀect. The lowest d-band, which in these systems is posited as partially
occupied and near the Fermi surface, is lowered further in response to the lattice distortion. If the
energy gained in the electronic system is larger than the cost of distorting the lattice than the CDW
phase is stable.
2.3.3 Excitonic Insulator
To begin, an exciton is an electrically neutral quasiparticle made up of a Coulombically bound
electron and hole pair. Excitons can be classiﬁed into two extreme examples:
The ﬁrst are the Wannier-Mott excitons, which are characterized by small binding energies and
large Bohr Radii (which is the eﬀective separation of the exciton-hole pair). These tend to occur
in materials with small dielectric constants and have radii on the order of the lattice spacing. The
second is the Frenkel excitons which are characterized by large binding energies and small Bohr
radii. These tend to occur in materials with large dielectric constants and have radii larger than the
lattice spacing.
If many of these excitons exist in a material, but are suﬃciently dilute that they eﬀectively do
not interact with each other, then they will behave as an ideal Bose gas.
However, once the gas becomes non-ideal there is a question of whether or not the excitons
continue to interact as bosons (the quasiparticle), or as fermions (the constituent electrons and
holes). The important relation in this case is written as n a−3b where n is the inter-exciton
spacing and a3b is the Bohr radius of the excitons. If this relation is met, meaning the interparticle
spacing is much larger than the Bohr radius, then the excitons are in the BEC regime. If the opposite
is true then they are in the BCS regime.
The Excitonic Insulator mechanism is an eﬀect that arises from electron-electron correlations
and the condensation of excitons. It was ﬁrst proposed Jerome, Rice, and Kohn who developed a
BCS-like theory for the excitonic groundstate in 1967 [51]. This was further elucidated by Kohn in a
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1968 paper [52] where he detailed how this mechanism could induce a new phase. This is important
as exciton mediated superconductivity has long been of interest as a possible mechanism for high
Tc superconductivity [53].
Figure 2.16: Excitonic insulator instability of a semiconductor with a small indirect band-gap.
(a) Electronic band dispersion in the normal phase (dashed black lines) and in the excitonic
insulator phase (solid red lines), after the bandgap EG has become smaller than the binding
energy of the exciton state EB . The thickness of the red lines is proportional to the spectral
weight carried by the electron states in the excitonic insulator phase. (b) Exciton and phonon
dispersions in the normal phase (dashed black lines) and in the excitonic insulator phase (solid
red lines). It is not strictly necessary for the electronic system to interact with the phonon
system under this model. However, in the depicted scenario, the soft (spin singlet) exciton
mode interacts strongly with a phonon mode [5].
Unlike the two prior models for CDW formation which were covered above, the excitonic insulator
mechanism is a two-band model. Speciﬁcally, it is an interaction between the holes in the valence
band near the Fermi surface and electrons in the conduction band near the Fermi surface. The
electrostatic attraction between the electrons and the holes form a new quasi-particle called the
exciton which acts as the distorting force within the electronic band structure. Unlike the Peierls
instability or the Jahn-Teller mechanism, the excitonic insulator is strictly electronic and does not
involve a PLD as electron-phonon coupling is not required to produce the new phase. However,
the excitons can modulate the lattice in a PLD indirectly as a byproduct of the electron-phonon
coupling. The point is that the primary driver of the transition is electronic in origin [5].
The scenario is posited Kohn in 1967 as follows: These electronic two bands can be in a semi-
metallic conﬁguration where the bands overlap in energy (but are oﬀset in momentum), or a semi-
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conducting conﬁguration where these bands do not overlap in (but the gap across the Fermi surface
is small and the bands are still oﬀset in momentum). When the top of the valence band and the
bottom of the conduction band are nearly degenerate in energy there is an instability and excitons
condense, open a bandgap, and form a new periodicity based oﬀ the wave-vector kf that connects
the two bands [52].
If we assume a maximum of the valence band (denoted by energy a) at k=0 and a conduction
band minimum (denoted by energy b) at k=q0 then the instability into the semiconductor scenario
for an excitonic insulator is described by the following:
ak = −
1
2
EG − ~
2
2ma
k2, bk =
1
2
EG +
~2
2mb
(k − q0)2 (2.19)
Where ma+mb are the eﬀective masses of the holes and electrons and EG is the energy gap [5].
If the excitonic binding energy EB is larger than EG and the original semiconducting ground state
becomes unstable against exciton formation and a new type of ground state is formed. The new
occupied eigenfunctions are linear combinations of Bloch waves of the original bands [52], i.e. the
excitonic instability becomes energetically favorable and the excitons collapse into a Bose-Einsten
condensate which drives the phase transition.
2.4 1T-TiSe2
TiSe2 is part of a family of materials known as transition metal dichalcogenides (TMDs). As the
name suggests, the unit-cell for this material contains one titanium atom sandwiched between two
selenium atoms. TMDs are layered materials with relatively weak binding forces between the layers,
meaning that a single (bulk) crystal is the result of stacking many Se-Ti-Se trilayers that are bound
together by Van der Waals forces, while the intra-layer bonding is covalent.
Figure 2.17 shows the class of transition metals that could be substituted into the center of the
tri-layer sandwich. The chalcogonides are highlighted as well. Changing the atoms changes the mass
and charge of the nucleus, and also the number of electrons that ﬁll the surrounding quantum me-
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Figure 2.17: Highlighted elements in the Periodic Table show those that form layered
transition-metal dichalcogenides. Note that partial highlights for Co, Ni, Rh and Ir denote
that only some of the dichalcogenides formed are layered [6].
chanical (atomic) orbitals. If one forms a lattice with these materials, then it is not surprising that
the electronic band structure would change, and therefore, that their physical/electronic properties
would diﬀer as well. Indeed, one could engineer electronic band structures to have a desired tech-
nological property, or tune the electronic states near the Fermi surface such that they have diﬀerent
instabilities which collapse the system into new phases. The cases which are most similar to TiSe2
are NbSe2 [38, 54, 55], TaS2 [56], and TaSe2 [57, 58] which all possess phase diagrams containing
CDW and superconducting phases.
TiSe2 is one such TMD that is home to somewhat unique electronic instabilities that have been
the source of decades of controversy. Unlike many TMDs that exhibit excitonic properties [5962],
TiSe2 is a prime candidate for displaying excitonic insulator behavior [52] in which a CDW phase
arises from strong Coulomb interactions between electrons and holes at the Fermi surface. The
excitonic condensate was ﬁrst proposed as the driving mechanism for the commensurate CDW in
TiSe2 [15, 63, 64] in part due to its low carrier density, which leads to reduced screening between the
holes in the Se-4p band and electrons in the Ti-3d band. However, it has been diﬃcult to conﬁrm
that excitonic insulator mechanism is the dominant reason for triggering the CDW in TiSe2 [65].
The primary competing hypothesis to the purely excitonic origin of the CDW in TiSe2 has been
the band-type Jahn-Teller mechanism combined with electron-phonon coupling [50, 6669]. The
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Figure 2.18: (Left) Real-space unit cell of the normal phase at room temperature and com-
mon unit cell (ﬁrst BZ, purple line) in momentum space of the room temperature phase (two-
dimensional projection onto the surface plane). Γ, M and K are high-symmetry points of the
ﬁrst BZ. Blue ellipses and yellow circle indicate the Fermi surface topology of Ti-3d and Se-4p
bands, respectively. Planes show the atomic layers of the two-dimensional crystalline structure.
ARPES intensity map (electron binding energy versus momentum) of the room temperature
phase is shown. (Right) Real-space unit cell of the CDW phase. Arrows indicate the atomic
displacements from the normal-phase positions; the dashed lines indicate the extension of the
unit cell in the normal phase. The First BZ of the CDW phase is shown as the green line. The
folding of Se-4p and Ti 3d states is indicated. An ARPES intensity map of the CDW phase is
shown. Photoelectron intensity is encoded in a false-color scale [7].
discovery of a soft phonon at the TCDW=200K [21, 22] lent weight to the Jahn-Teller picture [67, 68].
With both the excitonic insulator [15, 20, 70, 71] and Jahn-Teller [69, 72, 72] views supported by
various experiments, the question turned to the more subtle question of how these two mechanisms
cooperate [7376] to give rise to the observed CDW in TiSe2, including the recently observed chiral
CDW phase [8, 32, 77]. Recent ultrafast pump-probe [8, 75, 78] and transient angle resolved photo-
emission spectroscopy [7, 20, 79, 80] experiments have been aimed at disentangling electron-electron
and electron-phonon interactions in pristine TiSe2. Up to now the exact relation between these
mechanisms has remained elusive [20, 65, 7476]. The work outlined in Chapters 5 and 6 address
this topic.
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In ideal 1T-TiSe2, titanium atoms within a plane are arranged in a hexagonal lattice. Selenium
atoms, forming one plane below and the other one above a titanium plane are arranged in trigonal
lattices, with one selenium plane rotated by 60◦ with respect to the other. Se atoms thus sandwich
a Ti atom octahedrally (1T-polytype). The in-plane periodicity is a=3.536Åand the out-of-plane
periodicity is c=6.004Å [81].
The Brillouin zone (BZ) of 1T-TiSe2 has hexagonal symmetry. Figure 2.18 shows results from
angle resolve photoemission spectroscopy (ARPES) experiments overlapped with tight-binding cal-
culations of the electronic band structure which show that the Fermi surface in the electronic band
structure is dominated by electronic bands that are derived from the Se-4p and Ti-3d atomic orbitals.
The valence band crosses the Fermi surface at the Γ symmetry point (giving rise to the presence of
holes) while the lowest lying Ti-3d orbital crosses the Fermi surface at the L-point. These bands are
anisotropic which reduces nesting of the electronic bands at the Fermi surface, thus eliminating the
Peierls mechanism as a candidate for driving the CDW phase in TiSe2.
The CDW phase transition occurs at 200K and is second order. The new phase is a commen-
surate 2x2x2 doubling of the lattice periodicity and is accompanied by a PLD. Figure 2.18 shows
ARPES measurements of the electronic band structure near the Fermi surface. Notice how the Se-4p
valence band is folded into the L(M) point upon entering the CDW phase. By taking the intensity of
the folded electronic density together with the periodic lattice distortion it was determined that the
lattice distortion was too small to account for the large folding of electronic density if the Jahn-Teller
mechanism was the only contributing factor.
As brieﬂy mentioned before, it was recently discovered that the CDW in TiSe2 possesses an
unexpected additional symmetry breaking. This new symmetry breaking took the form of chiral
domains which were ﬁrst measured by Ishioka et al [8] via scanning tunneling microscopy. It was
found that the modulation of the charge density formed domains on the surface, and that these
domains diﬀered from each other in a very speciﬁc way. Figure 2.19 is reproduced from their work
and shows that there are three in-plane vectors along which the CDWmodulation occurs. If there was
no symmetry breaking within the CDW, then these vectors would show the same charge modulation
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Figure 2.19: (Left) (a) 12 nm x 12 nm STM images and (b),(c) Fourier Transforms of two
areas in the CDW phase, each enclosed with a square. The blue line is the domain wall between
the clockwise phase and the anticlockwise phase. (Center) line proﬁles along unit vector a1,
a2, and a3. Iai is the amplitude of the line proﬁles along ai. (Right) Schematic representation
of left-handed chiral CDW and a right-handed chiral CDWs in a TiSe2 CDW unit cell in real
space [8].
in all three directions. However they found that this is not the case. Figure 2.19 also shows that the
region labeled as domain A where the modulation magnitude was seen to decrease with clockwise
rotation. On the other hand, the charge modulation decreases in magnitude counterclockwise in
region B. The interpretation of Ishioka and subsequent theoretical models [77, 82] is that the CDW
modulation rotates in plane as it propagates along the c-axis. This chiral symmetry breaking was
also observed in Cu doped TiSe2 [83]
However, to date there have been no convincing experiments that demonstrate the Chiral CDW
is a bulk phenomenon rather than a surface phenomenon. The experiments outlined in Chapter 6
address this topic.
2.4.1 Superconductivity in TiSe2
Superconductivity was ﬁrst discovered in TiSe2 by Morosan et al. [9] in 2006 by intercalating Cu
between the Se-Ti-Se trilayers which also suppresses the CDW phase transition temperature. The
Cu atoms do this by ionically donating electrons to the Ti-3d conduction band and oﬀsetting the
balance between holes in the Se-4p valence band and electrons in the Ti-3d conduction band, thus
weakening the excitonic insulator mechanism. Later on the superconducting phase in CuxTiSe2 was
found to coexist with the CDW phase [83] which reinvigorated the interest in this system since the
phase diagram superﬁcially resembled the phase diagrams of the high-Tc superconducting cuprates
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and pnictides.
Superconductivity in the CuxTiSe2 was found to be BCS-like where electron-phonon coupling
accounts for the binding potential in Cooper pair formation. Speciﬁc-heat measurements conducted
by Kacmarcík et al. [84] indicated that the the superconducting phase is conventional with an s-wave
symmetry and a single gap of 2∆ = 3.7kTc that does not change with Cu intercalation. However,
more recent experiments by Pribulová et al [85] used local Hall-probe magnetometry, tunnel diode
oscillator technique (TDO), speciﬁc-heat, and angle-resolved photoemission spectroscopy measure-
ments. They found that their speciﬁc heat measurements reproduce behavior that suggests a single
superconducting gap, but that these results disagreed with their the local Hall-Probe and TDO
measurements which found a gap of 2∆ = (2.4− 2.8)kTc. They note that the explanation for the
this discrepancy remains missing, but note that the magnetic measurements are probing the gap
structure in the ab plane, whereas the speciﬁc-heat measurements are averaging the gap structure
over all k-directions. They suggest the existence of a strong anisotropy of the eﬀective mass over
the Fermi surface and that the amplitude of the gap is strongly related to the eﬀective mass
Since the the discovery of superconductivity in CuxTiSe2, researchers have discovered a total of
ﬁve ways to induce superconductivity in TiSe2 and not all of them are electronic. These include
intercalating Cu between the trilayers, as already mentioned, intercalating Palladium between the
trilayers in the same manner [10], increasing hydrostatic pressure [12], sandwiching the TiSe2 layers
between PbSe to achieve a misﬁt compound [11], and electric ﬁeld induced doping TiSe2 with a
backgating geometry [13]. Figure 2.20 shows the diﬀerent phase diagrams reproduced from their
respective publications. All of them show T-x phase diagrams (except the misﬁt compound) where
TCDW is suppressed with increasing x until a quantum phase transition where a superconducting
dome emerges. What makes the situation so confusing is that some of these parameters directly
eﬀect the electronic properties of TiSe2 while others aﬀect the lattice (phonon) properties. Study-
ing this system could lead to interesting discoveries regarding the interactions of the CDW and
superconductivity phases that both result from highly correlated electronic systems.
To date the most well studied phase diagrams in TiSe2 are the ones with varied Cu intercalation
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Figure 2.20: Superconductivity induced by (a) Cu intercalation [9] (b) palladium intercala-
tion [10] (c) (PbSe)1.16(TiSe2)2 misﬁt compound [11] (d) hydrostatic pressure [12] (e) electrical
back-gating, or electron doping [13].
as well as the ones tuning hydrostatic pressure. The primary diﬀerence between these two phase
diagrams is the apparent suppression of the Commensurate CDW relative to the onset of the super-
conducting dome. In the Cu intercalated case there is a sharp onset of an incommensuration in the
CDW phase with the emergence of the superconductivity phase (which will be detailed in chapters 5
and 6 of this thesis) while this onset of incommensuration of the CDW is more gradual when increas-
ing the hydrostatic pressure of TiSe2 [86]. Maschek et al. [87] suggest that tuning the hydrostatic
pressure Cu intercalation parameters controls the relative exciton and phonon content of the soft
mode in the CDW phase in the vicinity of the superconducting phase. They conclude that this exci-
tonic component is higher in the case where the ideal pressure on TiSe2 gives a Tc=1.8K [12] with
a weaker degree of incommensuration than the case where ideal Cu intercalation gives a Tc=4.2K
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with a stronger degree of incommensuration [9].
In this work we use Cu intercalation to investigate the T-x phase diagram containing the CDW
and superconducting phases. We do this by systematically tuning the level of Cu intercalation in
CuxTiSe2 and simultaneously track the changes in the electronic and phonon subsystems with the
goal of understanding the evolution of underlying ground states as the system transitions from a
narrow-band semiconducting state (TiSe2) to superconducting state in CuxTiSe2 (x>0.04). The
experiments outlined in chapters 5 and 6 address this topic.
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Chapter 3: Methods
In the previous chapter we discussed some of the issues surrounding the CDW and superconducting
phases in TiSe2 and CuxTiSe2. In resolving these issues it is important that high quality samples
are used and that a wide variety of techniques are implemented in order to get a good picture of
the correlated systems, as each technique is only able to probe the behavior of a part of the overall
system.
In this chapter the methods used to grow and characterize high quality single crystals are dis-
cussed.
3.1 Single Crystal Growth
We employ a technique known as chemical vapor transport (CVT) for the growth of our transition
metal dichalcogenide single crystals. It is one of many techniques employed by crystal growers and
is known for its reliability of producing single crystals that are of high quality. The downside of this
technique is the length of time it takes to grow samples with signiﬁcant mass, which is important
for neutron scattering experiments as will be discussed later. Nevertheless, for the purposes of
specialized research and development where quantity can be sacriﬁced for quality, this technique
does very well.
Figure 3.1: Depiction of the chemical vapor transport process in a quartz ampoule. A tem-
perature gradient is established by a tube furnace across which the chemical vapor is transfered
via a catalytic transport agent. The transport agent reacts with the precursor powder in the
hot temperature zone and deposits them as single crystals in the cold temperature zone [14].
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The essential feature of the technique is the conversion of reagents into the a desired crystalline
structure via sublimation of the powder into a vapor in the hot zone of a furnace, followed by
transport through a temperature gradient and ﬁnally a deposition of the powder in a cold zone to
form the single crystals. However, sublimation temperatures of transition metals are very high, and
in the case of Titanium reach 1387◦C. The growth process takes place in a tube furnace with multiple
furnace gradients and also within chemically inert sealed quartz ampoules whose melting point is
1250◦C. To bypass the obvious temperature restrictions it is necessary to lower the sublimation
activation energy of the metal precursors. This is done by adding a catalyst into the reaction. The
purpose of the catalyst is to form complexes with the metal precursors in the hot zone and then
deposit them as single crystals in the cold zone. The most popular catalysts in the literature have
been the halogen binary compounds as they ﬁt the criteria of being both reactive and volatile. The
reactivity allows them to bind with the precursors and the high volatility keeps them in the gaseous
phase and prevents them from remaining lodged in the single crystals. The most popular halogen
used in CVT is I2 since it is light enough to sublimate at very low temperatures, making it superior
to Br2, but is still solid at room temperature, making it safer to deal with than Cl2. We therefore
chose iodine as our catalyst to grow the crystals used in this study [14].
The procedure we used was similar to that used by Oglesby et al [88]. We used Titanium pow-
der (99.99%), Selenium powder (99.999%), Iodine powder (99.99%), and Copper powder (99.99%)
purchased from Alfa Aesar. Before loading the elemental powders into the quartz ampoules we let
the ampoule soak in a 1:1 mixture of concentrated HNO3 and H3SO4 for 1 hr. We then rinsed the
ampoules 10 times with deionized water and placed them in a tube furnace at 600C to bake out the
water for several hours. We used a Lindburg Blue 3-zone tube furnace. The elemental powders were
measured on a weighing scale and premixed before being inserted into quartz tubes while making
sure not to let the powder touch the wall of the tube until they were deposited at its end. The quartz
tube was then sealed under vacuum at 10−4 mTorr. The seal was made using a quartz stopper and
a natural gas-oxygen torch.
After loading the ampoules into the tube furnace we began the heating process. 3 heating time
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Table 3.1: Listing of the growth phase temperatures in the tube furnace that is used to grow
the single crystals. The distance from the center of zone 1 to zone 3 was 41 cm, which was also
the size of the quartz ampoule
Growth Phase Temperatures (◦C)
Desired Single Crystals furnace zone 1 furnace zone 2 furnace zone 3
TiSe2 740 650 600
CuxTiSe2 800 680 800
stages were used: The ﬁrst is the cleaning stage where the elemental powders were kept at a low
temperature and the growth zone was elevated to a much higher temperature. This served to drive
any stray powders that may have deposited in the growth zone, thereby minimizing the number of
growth sites where they are undesired. The second heating stage is the seeding stage. In this stage
the furnace zone temperatures were inverted so that transport of the sublimated gas could occur,
but only at a very slow rate. This serves to nucleate the growth zone so that there will be a few large
crystals at the end of the process. Once the seeding phase is ﬁnished we proceed onto the growth
phase.
Figure 3.2: TiSe2 single crystal from a CVT growth.
We allowed crystal growth to proceed for 3-7 weeks depending on the desired size of the crystals
before the reaction is quenched by submerging the quartz ampoules into room temperature water
(because the thermal expansion of quartz is very small the ampoule does not shatter). A minor
note: It is desirable at this stage to keep the gaseous iodine from depositing on the newly grown
single crystals, so when quenching the hot ampoule in water we make sure that the crystals remain
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above the water level for as long as possible. This will cause the gaseous iodine to deposit on the
quartz wall. The ampoule is then opened and the single crystals retrieved.
As in most chemical processes, obtaining a desired product is a question of manipulating equi-
librium conditions. The reaction rate between the precursors and the TiSe2 single crystals is limited
by the iodine reaction with the transition metal (titanium in this case)
Tis + Ig2 −−⇀↽− TiIg2 (3.1)
while selenium exists in it vapor state throughout the entire quartz ampoule at these tempera-
tures. However, a chemical equilibrium is established with the solid crystalline phase
2 TiI2
g + Se2
g −−⇀↽− TiI4g + TiSe2s (3.2)
where this equilibrium is shifted to favor the growth of single crystals in the growth furnace zone
which has been set at a lower temperature [14].
If the temperature in the growth zone is set too high then the chemical equilibrium becomes
unfavorable for the growth of good quality TiSe2 single crystals. The iodine's reaction with titanium
will continue with little perturbation to the reaction rate, but the equilibrium established between
the gaseous selenium and the TiSe2 crystalline phase will begin to favor the gaseous side. This will
result in lower quality crystals whose characterization we will discuss later on.
If one desires to grow CuxTiSe2 where copper atoms are intercalated between the Se-Ti-Se tri-
layers then the only alteration to the procedure outlined above is to include elemental copper powder
into the precursor mixture. However, the copper tends to set inhomogenously single crystals if the
growth temperature is too low. Increasing the temperature of the growth furnace zone will mitigate
this eﬀect, but the cost is a less favorable equilibrium between the selenium in its gaseous and
crystalline TiSe2 form.
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When the single crystals have been removed from the ampoule, the surface of the crystals may
appear rough as selenium powder and iodine may have deposited on them during the quenching
process. However, clean surfaces are necessary if one is to reliably study the physical properties of a
material. Luckily, TMDs have a convenient property which is that the Se-Ti-Se tri-layers are bound
to each other by weak Van der Waals forces. Just as graphene was attained from graphite, one can
simply use Scotch tape to remove the top several layers from a single crystal. The result is a smooth
atomically ﬂat surface (in reality the exfoliated surface is several mm2. In all the experiments that
follow in this work, the surface of the single crystal was always freshly cleaved.
3.1.1 Defects in TiSe2
Figure 3.3: Resistivity measurement of TiSe2 single crystals grown at diﬀerent temperatures.
TCDW is determined by taking the derivative of the RvsT curve and noting the change in slope
near 200K [15].
An advantage of studying single crystals of a quasi-two dimensional material is that any degrada-
tion to the surface by the environment can be removed by a simple mechanical exfoliation to reveal
a clean surface. However, depending on the growth conditions it is possible to set up unfavorable
equilibrium conditions between the gaseous precursors and the TiSe2 single crystal such that defects
are native to the bulk material. It was noted by Di Salvo et al. [15] that raising the growth zone
temperature of the tube furnace suppressed the height of the resistivity peak and lowered TCDW .
The experiment was performed by measuring their crystals with electrical transport as a function
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of temperature shown in Figure 3.3.
Figure 3.4: Filled and empty-state STM images of the same area of stoichiometric 1T-TiSe2
grown at 575◦C [(a) and (b)] and of Ti self-doped 1T-TiSe2 grown at 650◦C [(c) and (d)]. STM
image (e) is from the same surface as (c) and (d) with another tip termination. defects are
labeled A, B, C, D [16].
Di Salvo et al. [15] attributed the resistivity increases below T as being due to the appearance
of gaps over portions of the Fermi surface which reduces the number of carriers. With decreasing
temperature, ρ continues to increase until the thermal generation of carriers across the increasing
gaps becomes small. Then at lower temperatures a metallic-like resistivity is observed from those
portions of the Fermi surface that are not disrupted by gaps. The suppression of the peak was due
to the suppression of the resistivity peak was attributed to the suppression of excitonic correlations
between holes in the Se-4p valence band and electrons in the Ti-3d conduction band with doping
from either Se vacancies or Ti interstitials. The former eﬀectively removes a hole from the Fermi
surface whereas the latter adds an electron to the Fermi surface.
Since then there has been a question as to what is the predominant defect in TiSe2 which
suppresses the anomalous resistivity peak. Hildebrand et al. [16] measured defects using scanning
tunneling microscopy (STM) on the surface of TiSe2 single crystals grown at lower (587◦C) and
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higher (575◦C) temperatures which are shown in Figure 3.3. The growth was also performed with
iodine as a transport agent and several diﬀerent defect types were considered.
Figure 3.5: Atomically resolved STM images (central row) (1.23 x 1.06 nm2, It=200 pA,
T=4.6K), DFT simulated STM images (bottom row), structural inset (top left), and schematic
representation (top row) for the four kinds of native defects in 1T-TiSe2. (A) Missing Seup
atom (Se in top layer), (B) Substitution of Sedown atom by an iodine atom, (C) Substitution of
Sedown atom by an oxygen atom, (D) excess Ti intercalation [16].
They then combined their STM measurements with ab initio calculations and found that the
dominant native single atom dopants were intercalated Ti atoms, Se vacancies, and Se substitutions
by residual iodine and oxygen. Speciﬁc examples are shown in Figure 3.3.
This information is very valuable, but its is not suﬃcient for determining which of these is the
dominant defect as STM is still a surface technique and has a limited scan size. Chapter 4 shows
microscopy and spectroscopic measurements that study optically induced defects in TiSe2 that go
some way in resolving this issue.
3.2 Characterization
The following is a list of characterization techniques that we employ to check the electronic and
structural quality of the single crystals. Key principles of operation and their use in characterizing
TiSe2 and CuxTiSe2 single crystals are discussed.
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Figure 3.6: (Left) Schematic view of four terminal surface geometry. The letter w, t, and L
denote geometric distances. Gold wires are depicted on a TiSe2 sample. (Right) A Scanning
Electron Microscopy (SEM) image of a TiSe2 single crystal connected to wires with silver
epoxy [17].
3.2.1 Electronic Transport Properties
Electrical transport properties were measured using a Quantum Design PPMS. This gave us a
temperature range of 2-300K and allowed us to measure the ρ(165K)/ρ(300K) resistivity ratio of
the undoped TiSe2 single crystals, extract the CDW transition temperature for undoped TiSe2 and
doped CuxTiSe2, and also measure the superconducting transition temperature for CuxTiSe2. The
measurements were made using a four-point contact geometry where four gold wires were attached
parallel to each other on the surface of a recently exfoliated single crystal. Silver epoxy was used
to apply the contacts. The silver epoxy was cured at 80K for 3 hours in order to avoid inducing
selenium migration in the sample (see the results of chapter 4). The two outer contacts were used
to apply a current across the single crystal (typically ranging from 1-3mA) and the two gold wires
in the center were used to measure the resulting in-plane voltage drop (on the order of 10µV).
V
I
= R (3.3)
where V is the voltage measured, I is the induced current, and R is the measured resistance as deﬁned
above. The resistance depends on the geometry of the contacts and will vary from measurement to
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measurement, but it can be related to the resistivity ρ, which is an intrinsic property of the single
crystal, by the following relation:
RL
wt
= ρ (3.4)
where L is the length of voltage measuring wires on the surface, w is their separation, and t is
the thickness of the crystal perpendicular to the surface.
3.2.2 Scanning Electron Microscopy/Energy Dispersive Spectroscopy
The copper concentration in CuxTiSe2 was veriﬁed using an Oxford Instruments Scanning Electron
Microscope (SEM) (Zeiss Supra 50VP) with an Inca X-Sight EDS (7558). The consistency of the
Cu concentration across the surface of the crystals are veriﬁed by taking at least 5 diﬀerent areas
(20x20µm2 each) on the exfoliated crystal surface. This gave the variance of Cu within the crystal
which was found to be high in crystals grown with high Cu intercalation that were grown using using
the CVT (740◦C, 650◦C, 600◦C) furnace zone temperature scheme shown in table 1 of this chapter,
but much lower (σ 3%) for the (800◦C, 650◦C, 600◦C) furnace zone temperature scheme. SEM was
also used to study the surface of optically induced morphology defects of the crystal surface, as will
be discussed in chapter 4. See appendix A for more details.
3.2.3 Atomic Force Microscopy
Atomic Force Microscopy was used in tapping mode where a tip on an oscillating cantilever interacts
with a surface in a dynamic fashion to minimize damage on the tip and sample surface. The working
principle of this technique is that the needle-like tip hangs from the end of a cantilever which is
driven to oscillate at its natural frequency, where it is held at constant frequency and amplitude. The
oscillating tip is then brought near the sample surface where it interacts via electrostatic interactions,
Van der Waals forces etc. These interactions cause changes in the amplitude of the cantilever
oscillation. This oscillation is monitored by a laser which is reﬂected oﬀ of the head of the cantilever
and is detected by a photo-detector as shown in Figure 3.7. The oscillation amplitude is held constant
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Figure 3.7: Atomic Force Microscope. The tip interacts with the surface of the sample which
changes the pitch of the cantilever spring. The oscillation of the cantilever is measured by
a laser which reﬂects oﬀ of the head of the cantilever and impinges on a position sensitive
photo-detector [89].
via electrical feedback between the photo-detector and the piezo which controls the height of the
cantilever relative to the sample surface as the sample is scanned to obtain the surface topology.
This technique was used to verify the quality of the crystalline surface and also investigate damage
to the surface from optical heating, as will be detailed later in chapter 4.
3.2.4 Elastic X-ray Scattering
It is possible to detail the dispersion relation of the lattice degrees of freedom using several diﬀerent
types of techniques, each with their own strengths and weaknesses. This work will focus on two
manifestations of the elastic type (elastic X-ray and neutron scattering) and one of the inelastic type
(Raman spectroscopy).
X-rays are photons with energies in the range (100 eV-100 keV) and wavelengths in the range
(0.01 to 10 nm). These wavelengths lie on the scale of the interatomic lattice spacing in crystalline
materials which make them useful for measuring lattice properties. However, the energies of X-rays
are very large and comparable to the binding energies of core electron atomic orbitals. As was
mentioned in the discussion of SEM/EDS above, X-rays interact via electromagnetic forces with the
electronic orbitals that surround atomic nuclei and the nuclei themselves. There are many diﬀerent
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ways to use X-rays, but when discussing X-ray scattering in this section the scope will be limited
to their utility in measuring coherent properties of the lattice, which gives us information on the
symmetry and physical parameters of the lattice.
The term elastic scattering denotes the physical process by which X-rays interact with the lattice,
but explicitly do not exchange energy with the lattice. This means that the incident X-rays are not
absorbed into the system by an electron which may eject it, nor do they absorb energies on the order
of the phonon energy band structure. Instead they coherently interfere with the lattice momentum
which changes their direction (momentum) which forms a diﬀraction pattern based on the symmetry
of the crystalline lattice where each peak is.
Each peak in the diﬀraction pattern corresponds to a change in wave-vector given by the recip-
rocal lattice vector K corresponding to a Bragg reﬂection from the family of direct lattice planes
perpendicular to K. The order of the Bragg reﬂection is the length of K divided by the length of
the shortest reciprocal lattice vector parallel to K which is deﬁned by.
K =
2pin
d
(3.5)
where d is the lattice spacing. The elastic scattering condition requires that the following equality
be met.
k = |k-K| (3.6)
X-ray diﬀraction experiments were undertaken by collaborators: Kogar et al. [24] who made
use of single crystal CuxTiSe2 samples grown by the author using growth procedures outlined in
section 2.1. The X-ray experiments were performed at beam lines C1 and A2 at the Cornell High
Energy Synchrotron Source (CHESS), as well as on a lab-based x-ray source. The CuxTiSe2 single
crystals were mounted on an aluminum sample holder and cooled with a closed-cycle cryostat to a
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base temperature of 11K.Experiments at C1 beam line at CHESS were performed with the use of an
energy-resolving silicon drift detector with an energy resolution of 1 keV. Through the use of a Si(220)
monochromator, some of the ﬁrst harmonic signal was ﬁltered into the incident beam, so that the
beam possessed both 12 keV and 24 keV photons. Therefore, a single scan simultaneously measured
both the (1/2, 1/2, 7/2) and (1, 1, 7) Bragg peaks with 12 keV and 24 keV photons, respectively
[4]. Measuring both peaks simultaneously inherently corrects for sample alignment and allows for
high accuracy in the measurement oﬀ the commensurability of the super-lattice with the normal
lattice. Due to the coarseness of the energy discriminating capability of the detector, it is still the
equal-time density correlation function, S(q), that is being measured to a good approximation in
the experiment. These results are discussed in detail in chapter 5.
3.2.5 Elastic Neutron scattering
Elastic neutron scattering follows the same general rules of interpretation that were outlined above
with X-ray scattering. Like X-rays, neutrons also have wavelengths that are similar in length to the
lattice periodicity. Unlike X-rays, neutrons have rest mass and do not interact via the electromagnetic
force. Instead they interact via the strong force which has fundamental consequences to its utility
as a spectroscopic tool. neutrons cannot interact with the electronic orbitals that surrounds the
atomic nucleus (except through their magnetic moment, but that is irrelevant to this thesis). They
can only interact with the nucleus itself via the strong force, and the cross-section of this interaction
is typically much weaker than with X-rays. Indeed, the sample sizes required for neutron scattering
are orders of magnitude larger than those needed for X-ray scattering, but the advantage is minimal
heating of the sample (making temperature studies much more sensitive) and the relative indiﬀerence
of neutron scattering to the atomic masses of the atoms that make up the lattice.
One very important consequence of neutron scattering properties in the context of this work is
that the CDW (the modulation of the electronic charge) is invisible to neutron scattering while the
PLD (the modulation of the lattice nuclei) is not.
Neutron scattering from a lattice must obey the following energy and momentum conservation
equations
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E′ − E = −
∑
ks
~ωks∆nks, ∆nks = n′ks − nks (3.7)
where E and E′ are the energies and of the incident and scattered neutrons, respectively, ω is
the frequency of the interacting phonons and ∆nks is the change in phonon population in the lattice
after the scattering event. The conservation of momentum is governed by:
p'− p = −
∑
k
~k∆nks + (reciprical lattice vector)~ (3.8)
where p and p' are the energies and of the incident and scattered neutrons, respectively. For
elastic scattering where the phonon population does not change within the lattice, these conservation
laws lead to the following relations:
p = ~q, p' = ~q' (3.9)
which become:
q′ = q, q' = q+K (3.10)
Which follow the same behavior of the Laue conditions in X-ray scattering which produced a
Bragg peak [31].
The neutron measurements were performed at the Center for Neutron Research at the National
Institute of Standards and Technology. The intensity of the CDW Bragg peak at (1/2, 1/2, 3/2)
was measured from 5-220K. TCDW was determined to be 200K. See Appendix B for more details.
The results are discussed in chapter 5.
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3.2.6 Raman Spectroscopy
In the previous two subsections discussed the utility of elastic X-ray and elastic neutron scattering
which allows us to gain information on the lattice parameters and symmetry. It is technically possible
with X-ray scattering, and even more so with neutron scattering, to measure the full phonon band
structure of a given lattice.
Formally the inelastic scattering of light in Raman spectroscopy is classiﬁed as Stokes scattering
ω = ωi − ωs (3.11)
where Ωi is the incident light, Ωs is the scattered frequency and their diﬀerence is the Stokes
shift that is equal to the frequency of the absorbed phonon. There is also ant-Stokes scattering:
ω = ωs − ωi (3.12)
Where a phonon in the crystal donates energy to the incident photon which is scattered at a
higher energy than the incident light.
Here we use a Raman microscope in a backscattered geometry which, in the nomenclature of
ki(ei, es)ks where ki and ks are the wave-vectors of the incident and scattered photons and ei and ef
are their respective polarizations. ki = z and ki = z¯ indicate that photon wave-vectors are scattered
along the z and -z axis which is perpendicular to the plane of the crystal.
The mechanism behind inelastic Raman scattering is the polarizability of the electronic orbitals.
i.e. a susceptibility of the electronic orbitals in a material to be polarized via a given degree of
freedom denoted by a susceptibility tensor with a given group symmetry.
This is expressed by the following equation:
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d2σ
dΩdωs
∝ |es · dχ(ω)
dX
· ei|2 〈X(q, ω)X∗(q, ω)〉 (3.13)
where σ is the scattering cross-section, Ω is the solid scattering angle, and χ is the susceptibility
of the material deﬁned by:
P(r, t) = ◦χE(r, t) (3.14)
which is expanded around the static susceptibility, χ in power of X(r,t) as
χij = (χij)◦ +
∑
k
(
∂χij
∂Xk
)
Xk +
∑
k,m
(
∂2χij
∂Xk∂Xm
)
XkXm + ... (3.15)
Where P is the polarization of the material under an electric ﬁeld E
This form of Raman scattering is more limited than the X-ray and neutron techniques mentioned
above as the backscattering geometry enforces that only phonons with no momentum in the lattice
(i.e. located at the Γ symmetry point) are measurable, and the scattering cross-section is large only
for symmetric lattice vibrations as shown in Figure 3.8. 1T-TiSe2 has a D33d symomorphic
space group where the Ti ions possessing a D3d site symmetry and the Se ions possess a C3v. The
result is that the Raman allowed modes are ΓRaman = 4A1g + 11Eg, some of which are degenerate
in the normal phase, but may lose this degeneracy and become distinguishable if the symmetry of
the crystal is lost.
Raman spectroscopy typically uses photons in the visible and ultraviolet to probe material sys-
tems. The scattering process can be classiﬁed into two categories which are: resonant Raman
spectroscopy and non-resonant Raman spectroscopy. The mechanism of non-resonant Ra-
man spectroscopy is when an electron is excited by incoming light into a virtual state which is
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Figure 3.8: (Left) Shows certain allowed degrees of freedom in the lattice of TiSe2. These
degrees of freedom, or phonon modes, vary in diﬀerent materials depending on the lattice
symmetry. (Right) The phonon band structure of TiSe2. The energies shown are typically two
to three orders of magnitude smaller than in the electronic band structure. Each phonon band
(branch) corresponds to a phonon mode. Γ, A, and M are high symmetry points in momentum
space [18].
followed immediately by a de-excitation of the electron into an excited phonon state in the orig-
inal electronic band. The de-excitation results in a photon being emitted from the material at a
characteristic energy oﬀset from the original optical/ultraviolet beam. This diﬀerence in energy
corresponds to the phonon energy of the lattice. An important distinction that should be kept
in mind is that the phonons can only be measured at Γ (momentum of zero) in the phonon band
structure due to conservation of momentum laws. However, electrons can be excited anywhere in
the electronic band structure and not just at Γ. The measured Raman response of the material is
therefore a statistical average of this process happening throughout the electronic band structure of
the sample.
On the other hand, resonant Raman occurs when electrons are excited by light with a wavelength
that resonates with a higher energy electronic band rather than a virtual state. This weights the
statistical Raman response of the sample to favor phonons that couple locally to the part of the
electronic band structure where the resonance occurs. Figure 3.9 illustrates this eﬀect within the
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Figure 3.9: Schematic depicting the electronic transitions in Raman spectroscopy. Optical
light is used to excite electrons from an electronic band. Typically the electron is excited into a
"virtual" state before it rapidly de-excites back into the original electronic band. The Raman
mechanism occurs when the electron de-excites into an excited phonon band which emits a new
photon that is slightly oﬀset from the original optical beam. Resonant Raman occurs when this
same process happens except the electron is excited into a higher energy electronic band where
the large probability of states enhances the number of transitions.
electronic band structure.
Variable temperature Raman spectroscopy measurements were conducted at the Center for
Nanoscale Materials at the Argonne National Laboratory using the Renishaw InVia Raman mi-
croscope with a 514 nm, 633 nm, and 785 nm laser sources with a 1.5µm diameter spot size. The
spectrometer is equipped with variable temperature cell capable of operating between 80 and 500K.
All the experiments were conducted in the presence of ultra-high pure nitrogen exchange gas at
normal pressure. All systematic data was obtained with <0.25mW beam power to avoid heating
the sample, with collection times of 6min. The samples were held at each temperature for at least
5 minutes before the measurements were made. Results are discussed in chapter 5.
3.3 Transient Optical Spectroscopy
Pump-Probe Spectroscopy or ultrafast transient spectroscopy is an umbrella term used to
describe experimental techniques that perturb a system from equilibrium and study it as it decays
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back toward equilibrium. Typically the pump pulse is comprised of photons in the ultraviolet to
near-infrared energy regimes and the probe could be a variety of things depending on the system
and properties under study. This could include, X-rays, visible photons, electrons, electrical mea-
surements, etc. In the following work the probe pulse will comprise of a broadband (450-750 nm)
optical pulse and the pump pulse will be either a near infrared pump (1160 nm or 800 nm). These
wavelength are near the electronic band transitions at the Fermi surface of TiSe2 and provide a
robust way of monitoring the non-equilibrium distributions of excited carrier dynamics.
There are three advantages to using such a system in order to study the correlated electronic
states in TiSe2 and CuxTiSe2: (1) Various electron-electron, electron-hole, and electron-phonon
interactions have diﬀerent kinetic rates when the system is relaxing toward equilibrium after being
perturbed. If the time-resolution of the system is high enough, then it is possible to distinguish
these physical processes in the time domain. (2) Diﬀerent probe wavelengths will excite electrons
at transitions that resonate within diﬀerent regions of the electronic band structure near the Fermi
surface. By using multiple probe wavelengths we will be able to specify regions of strong electron-
phonon coupling as well as monitor changes to the underlying band structure. (3) Provided the right
conditions it is possible for the pump pulse to indirectly activate the lattice in a coherent manner
such that the frequency of the phonons can be measured. As this occurs indirectly through electrons,
these phonons are necessarily strongly coupled to the electronic order.
The experiments were performed at the Center for Nanoscale Materials at the Argonne National
Laboratory. In addition to the advantages mentioned above, a key aspect of this system is that it
is equipped with a closed cycle cryogenic refrigerator that allows the system a temperature range of
2.5-300K. Another major advantage is that the available width (FWHM) and delay between pulses
are roughly 20 femtoseconds, giving very reﬁned temporal resolution to be able to separate the vari-
ous mechanisms of excited electronic carrier decay. The timescales of these decay processes can then
be used to provide indirect information on the lattice (electron-phonon interactions), exciton recom-
bination, coherent oscillations of the lattice, and a host of other properties that are too numerous
to list here. The following subsections will provide a brief overview the relevant instrumentation,
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analysis, and a more detailed description of the physical decay processes.
3.3.1 Apparatus and Analysis
Figure 3.10 shows a simpliﬁed optical diagram of the system that was used for the experiments that
will be discussed in chapter 6. The single crystals are exfoliated to achieved a mirror-like surface and
mounted in reﬂection geometry. The single crystals are suﬃciently thick so no light is transmitted,
and because of the mirror-like surface, the majority of light is either absorbed or reﬂected rather
than scattered.
The probe and pump pulses are generated at 2 kHz. An adjustable time delay is established
between the pump and probe pulse by means of a mechanical track that adjusts the path of the
probe pulse. A chopper is placed in the path of the pump pulse which blocks the beam at every
other pulse (This gives a 1 kHz repetition rate impinging on the sample). The pump is incident
on the sample while the probe pulses are reﬂected at near normal incidence (less than 5◦). The
pump and probe pulses are linearly polarized parallel to each other for all measurements except the
circular dichroism experiments.
Figure 3.10: (Left) A simpliﬁed optical diagram of the broadband pump-probe optical setup.
The broadband white light is generated in the probe beam line by a sapphire optical element.
A chopper in the pump beam line blocks every other pulse. (Right) broadband transient optical
density map of TiSe2 at 3K. time t=0 deﬁnes where the pump and probe overlap. The vertical
axis denotes the delay between the pump and the probe beams. The horizontal axis denotes
the probe wavelength.
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The intensities of the reﬂected probe beam (both with and without the pump pulse being allowed
to reach the sample) are collected at the detector after which the intensity of the signals are converted
into a change in optical density (∆OD) by the following equation:
∆OD = Log(Iineq/Ieq) (3.16)
Where Ieq is the detected intensity of the probe light that impinges on the sample before the
pump pulse (at equilibrium) and Iineq is the intensity of the detected probe light that impinges on the
sample after the pump pulse (out of equilibrium). A sapphire (optically nonlinear) element is placed
in the path of the probe beam which generates the broad-band white-light spectrum. In principle,
the generation of white-light continuum can occur in any transparent media if an ultrashort laser
pulse is focused into such a material at suﬃciently high intensities which are easily produced in
femtosecond laser pulses. In that case χ(3) (which is the third order term in the expansion of the
frequency depended polarization of the material P(ω)) eﬀects are utilized to convert the 800 nm
wavelength into a 450 nm-800 nm broadband pulse. An example of the output ∆OD as a function
of wavelength and delay time is shown in Figure 3.10 where the probe wavelength is shown on the
horizontal axis and the delay between pump and probe pulses is shown in picoseconds on the vertical
axis. t=0 is set as the time when the probe pulse overlaps with the pump pulse. The raw output
would show that t=0 varies with the probe wavelength. This is known as chirping. It is caused by
dispersion of the broadband light in the optical setup as the beam encounters the diﬀerent optical
elements. This means that the chirping will likely vary with each optical setup, and must be removed
with post-processing. The example shown in Figure 3.10 is the result of this post processing. The
signal obtained at t<0 is used as a background signal.
In general, ∆OD is measured wherever there is a resonance between an occupied and empty
electronic band, but only if this new resonance is caused by the pump pulse. The use of a pump
near-infrared pump pulse and an optical broadband probe conﬁnes the changing resonances to be
near the Fermi surface, thereby eliminating much of the uncertainty in the analysis. Positive ∆OD
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(warm colors) indicates that a larger population of electrons absorb the probe beam light when
the system is perturbed rather than when the system is at equilibrium. The opposite is true for a
negative ∆OD (cool colors).
Figure 3.11: Diagram showing examples of Excited State Absorption (ESA) and Ground State
Bleaching (GSB) in a simpliﬁed pump-probe experiment. Dashed lines indicate optical pump
(left box) and probe (right box) resonances.
There are many absorption and emission processes which contribute to positive and negative
∆OD, but the two most dominant processes that concern us here are Ground State Bleaching (GSB,
negative) and Excited State Absorption (ESA, positive). The former occurs when less electrons are
available in the valence band for excitation, or less states are available to be ﬁlled in the conduction
band. The latter occurs when electrons are available in the conduction band for excitation that were
not available before the system was perturbed. These are illustrated in Figure 3.11.
These delay time-wavelength maps are globally ﬁt to in the Glotaran software [90] to exponential
decay functions using the following equation:
Transient Optical Response =∑
i
IRF ⊗∆DASi(λ)× e−t/τi
The instrument response function (IRF) is modeled as a Guassian which represents the pump-
probe beam overlap at time 0. This Guassian is then convoluted with two global exponential decay
functions, each with a starting magnitude Decay Associate Spectra (DAS1 and DAS1 coeﬃcient that
Chapter 3: Methods 3.3 Transient Optical Spectroscopy
60
are wavelength dependent) and decay constants (τ1 and τ2). The DASi coeﬃcient signiﬁes a ∆OD
amplitude of the exponential decay, or in other words, an excited carrier population at the beginning
of the exponential decay for each time regime. A representative global ﬁt is shown in Figure 3.12.
We assign DAS1 and τ1 to electron(hole)-phonon decay processes. The DAS1 coeﬃcient denotes the
excited electron(hole) population at the beginning of this process and τ1, being a picosecond decay
time, allows us to assign the decay process to electron-phonon collisions which lower the energy of
the excited electron population toward the bottom of the conduction band [19, 91].
Figure 3.12: Representative global ﬁt of the transient optical response of TiSe2 at 100K using
a pump ﬂuence of 0.1mJ/cm2 at picosecond (a-c) and nanosecond (d-f) timescales. (a,d) shows
the experimental time resolved ∆OD. (b,e) shows the global ﬁt. (c,f) shows the residuals of the
ﬁt.
We assign DAS2 and τ2 to electron-hole recombination processes between the conduction and
valence electronic bands. The DAS2 coeﬃcient denotes the excited electron(hole) population at the
bottom of the conduction band and the top of the valence band and τ2, being a nanosecond decay
time, can either be assigned to the electron-hole recombination processes or to transient heating
eﬀects [19, 91].
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3.3.2 Dynamics and Decay Mechanisms
When electrons are pumped from the valence to the conduction band, they leave behind holes. These
new holes and excited electrons become excited carriers that will decay to the top of the valence
band and the bottom of the conduction band respectively. But in order to do this, the carriers
must interact with the larger many-body system. There are two general classes of carrier and lattice
activity that must be deﬁned at the outset: These are coherent and incoherent events, which fall
under: electron(hole)-electron(hole) and electron(hole)-phonon interactions [91].
Incoherent scattering events can be thought of as any event that destroys the many-body phase
of the system, such as any individual carrier scattering oﬀ a phonon, or another electron. Coherent
events occur when a large portion of carriers, or the lattice, remain in phase (in the wave-function)
with each other through the scattering event. A phase change (in the physical state sense) caused
by melting of the crystalline lattice via a large optical pump pulse can be classiﬁed as coherent event
since the lattice macroscopically changes from one phase to another.
Figure 3.13: Depiction of the excited electron population in the conduction band at diﬀerent
decay process stages. The excited carrier density function within the conduction band is denoted
by f(E). E0 denotes the pump energy.
Figure 3.13 shows the typical ordering of the decay stages in an optical pump-probe experiment.
The ﬁrst stage occurs within femtoseconds of the pump pulse exciting electrons across the Fermi
surface. This is called the coherent electronic stage as the excited carriers are in a coherent state
which has been dictated by the phase of the pump beam's frequency. This electronic coherence is
destroyed on timescales too short for our experiment to resolve, so it will be ignored for the duration
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of this discussion. The dominant mechanism for the next hundreds of femtoseconds is referred to as
excited carrier self-thermalization which is mediated by electron(hole)-electron(hole) incoherent
scattering events. In this process, momentum and energy are conserved among the carriers, but its
distribution is changed from one that resembles the energy distribution of the pump pulse (gaussian)
to a Fermi distribution with a temperature much higher than the lattice. It should be noted that
non-thermal melting in TiSe2 (discussed in chapter 6) occurs on this timescale, which is a term
that refers to the melting of the CDW state while the lattice is still cold. Heating of the lattice
occurs at a slower timescale, which brings us to our next stage of electronic carrier decay.
The next important timescale extends from hundreds of femtoseconds to picoseconds where elec-
tron (hole)-phonon interactions are dominant with Longitudinal Optical (LO) phonons typically
being the dominant source of decay at the faster (sub-picosceond) timescales and the slower acoustic
phonons being dominant on the order of ten picoseconds. The end of the electron-phonon decay
process brings the lattice and the excited carriers into thermal equilibrium. The process involves
the excited electrons scattering oﬀ the lattice to produce phonons. The result is that the electronic
carriers sink in energy to occupy the electronic bands near the Fermi surface. The excited elec-
trons occupying the 'valleys' of the lowest energy conduction band and the excited holes occupying
the 'hills' in the highest energy valence band. These carriers will remain in these locations in a
metastable state until another decay process can scatter them back across the Fermi surface [19].
Annihilation of the excited carriers is achieved through a process called electron-hole recombi-
nation which occurs at nanosecond timescales. This process can be via either direct recombination
across the Fermi surface (a change in energy) or via indirect recombination (change in energy and
momentum) mediated by a phonon (boson) scattering event. The system can be said to have re-
turned to true equilibrium when all the excited carriers have returned across the Fermi surface and
the heat generated within the sample by the pump pulse has dissipated away into the large, external
heat bath. Both the electron-hole recombination processes and the dissipation of heat occur on the
nanosecond timescales.
An important subtlety to the above discussion is that the dynamic processes described in this
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section have assumed that the underlying electronic band structure is ﬁxed over the course of these
decay processes. Yet there are eﬀects observed in similar experiments that show this assumption
is not strictly true if the electronic carriers are perturbed with a suﬃciently strong optical pulse.
Non-thermal melting is one such case that was already mentioned, Band Gap Renormalization
(BGR) [92], and CDW phase recovery [93], are examples of perturbations of the underlying electronic
band structure that results from perturbing the electronic carriers that occupy them. These eﬀects
are necessary to explain the observed behavior of TiSe2 that is discussed in chapter 5.
3.3.3 Coherent Phonons
Figure 3.14: Illustration for DECP coherent phonon oscillations. Electrons are pumped into
the excited electronic orbital by the optical pump pulse which weakens the binding strength be-
tween the atoms in the lattice. The atoms oscillate around the new equilibrium macroscopically
within the lattice. Dashed lines denote original equilibrium positions [19]
A Coherent Phonon Oscillation is a coherent perturbation of the underlying electronic band
structure to an optical phonon frequency. Unlike the incoherent electron-phonon scattering inter-
actions that resulted in an exponential decay in the transient ∆OD signal as the optically excited
carriers decay back toward equilibrium, this phenomenon results in a transient oscillation of the ∆OD
which is superimposed over top of the exponential decay. The most common and simple mechanism
behind this eﬀect is known as the Displacement Excitation of Coherent Phonons (DECP) [19, 94].
The DECP mechanism can be described in a simpliﬁed model. Two masses are represented by
two atoms in a lattice. Electrons are represented by the spring that binds the two atoms in place
and allows them to oscillate to produce phonons. If electrons are excited out of the valence band
via a strong optical pulse, the strength of the spring weakens and the masses oscillate around a new
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equilibrium position until the excited electrons are able to return to equilibrium. This mechanism
only applies if the optical pulse has a temporal resolution that is faster than the oscillation of the
induced phonon oscillation. If we extend this analogy to a lattice where the same process occurs,
the result is that the entire lattice will breath macroscopically, since the phase of all the individual
oscillating atoms is determined by the optical pulse.
Figure 3.15: Manifestation of the Displacement Excitation of Coherent Phonons (DECP)
mechanism in the electronic band diagram.
However, just because the atoms oscillate does not necessarily mean that it is observable using an
optical pump-probe experiment as this type of experiment directly measures the electronic subsystem
and not the lattice. Here, instead of directly observing the lattice system, the electronic band
structure itself is perturbed [20, 25]. Figure 3.15 illustrates the eﬀect a coherent oscillation has
on the electronic band structure. The up and down motion of the band structure in energy is the
result of a coherent activation of phonons at the Γ symmetry point in the phonon band structure,
but which can couple to various points of the electronic band structure depending on the electron-
phonon coupling. At this point it may be more descriptive to call this phenomenon an coherent
electronic band oscillation at a phonon frequency, but that is a mouthful so we will stick
with the original name.
This oscillation of the electronic band structure can be seen implicitly in a transient optical
spectroscopy experiment or explicitly using a trARPES experiment. Figure 3.16 shows previous an
experiment on TiSe2 using the latter method. The oscillations of the coherent phonons themselves
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Figure 3.16: (Left) ARPES snapshots taken before and after the optical pumping and at
characteristic pump-probe delays. (Right) successive ARPES snapshots showing the oscillation
of the electronic band diagram at a particular point in momentum space [20].
can also be tracked via transient diﬀraction methods such as ultrafast X-ray spectroscopy [95].
3.3.4 Time-Resolved Circular Dichroism
Circular Dichroism is a particular property of a material that is said to have Optically Activity,
or Optical rotation (sometimes referred to as rotary polarization) is the rotation of the plane of
polarization of linearly polarized light as it travels through certain materials. Optical activity occurs
only in chiral materials, those lacking microscopic mirror symmetry. Circular Dichroism in particular
means that a material absorbs left handed circularly polarized light diﬀerently than right handed
circularly polarized light. It is a property often used in chemistry and biology to determine the
chirality of a molecule or other materials [96]. The equation for circular dichroism is shown below:
CD = AL −AR (3.17)
where AL and AR denote the absorption of left and right handed circularly polarized light in a
material.
In order for a material to exhibit a CD signal it must satisfy the following equation:
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CD = Im{µA ·mA} (3.18)
Where µ is an electric dipole transition vector that is coupled to an m magnetic dipole transition
vector. The m supplies the Amperian (circular) motion while the µ supplies the linear motion. The
dot product between these two transition vectors constrains the linear motion to be perpendicular
to the plane of the circular motion, the end result being a helical motion.
This equation can be expanded to a particular case of chiral systems which do not have magnetic
transitions. The model that governs these types of chiral systems is called the coupled oscillator (or
exciton) theory. Under this model the coupled transition dipoles are both electronic, but displaced
from each other by a distance R and obeying the equation:
CD = Im{µA · (R× µB)} (3.19)
Instead of a true magnetic dipole at position A, R× µB acts as an induced magnetic dipole at
the location of µA. This model is more appropriate for the chiral CDW phase in TiSe2 as it is an
ordering of static charge density waves with no known magnetic component.
Time-Resolved Circular Dichroism on the other hand, which will be discussed in chapter 6
obeys the same rules as mentioned above except it measures the change in Circular Dichroism in
a material that is induced by a pump pulse [97]. The only modiﬁcation that was made to the
pump-probe apparatus was that a broadband quarter wave-plate was inserted into the path of the
probe beam which allowed the linear-polarized probe pulse to changed to left or right circularly
polarized light. A linear polarizer was placed in the probe beam path after the sample and rotated
perpendicular to the original polarization of the beam such that no light was transmitted if the
quarter wave-plate was not rotated to allow circularly polarized light to interact with the TiSe2
single crystal. In performing these measurements it is imperative that the surface of the crystal is
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both smooth and ﬂat. Warping of the crystal surface in any way will result in a reduction of the
TRCD signal.
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Chapter 4: Optical Heating Induced Selenium Migration in TiSe2
This chapter is reprinted from [129], with the permission of AIP Publishing.
Transition metal dichalcogenides (TMDs) exhibit series of unique electronic properties rang-
ing from charge density wave (CDW) order to superconductivity. 1T-TiSe2 is a quasi-2D layered
material with a trigonal symmetry that has been studied for over 30 years [15, 64, 70, 98103].
Recently it was discovered that the CDW in this material has excitonic origin [70, 100] and has
a chiral order, [8, 77] which may have implications on fundamental understanding of the strongly
correlated electron systems. On the other hand, the ability to separate charges in materials with
reduced dimensionality is of great interest for many potential applications. [101, 102] Due to its spe-
ciﬁc structural and electronic properties, TiSe2 has also been considered as alternative to graphene
electronics, [13, 104] in thermoelectric applications [103, 105] and as a cathode material in batter-
ies. [106]
The strongly correlated electron behavior in TMDs is usually attributed to their quasi-two-
dimensional structure consisting of XMX layers (M−transition metal and X−chalcogen) weakly
bound together by van der Waals forces. [107] Further interest in these systems has been stimulated
by the changes in their electronic properties upon reduction to a single monolayer. The modiﬁcation
of the electronic properties in 2D layered systems is due to changes in the electronic and phonon band
structure when transitioning to a single X-M -X layer. [108, 109] Up to now TiSe2 monolayers have
proven diﬃcult to obtain through methods other than molecular beam epitaxy. [110112] Synthesized
thin ﬁlm TMDs often suﬀer from high concentration of defects and lack of long range crystalline
order compared to their single crystal exfoliated counterparts [107]. It has been established that
in TiSe2 the most frequent defects are titanium self-intercalation [16, 112] in which Ti ions are
displaced from the lattice site and move into the van der Waals gap [113], selenium vacancies and
interstitials [15, 16, 111, 114, 115]. The concentration of excess titanium and selenium vacancies
depends strongly on the conditions of ﬁlm growth, especially growth temperature, similar as in the
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case of single crystal growth [15, 64]. Selenium deﬁciencies are detrimental to the charge density wave
order [107] as their presence changes the nature of the material from semiconducting to semimetallic.
Therefore, the characterization of the defects and their dynamics is of utmost importance.
Raman spectroscopy is one of the main tools utilized to study layered TMDs, as the symmetric
A1g breathing phonon mode and Eg layer shearing mode are sensitive to inter- and intra-layer
properties of the structure. [116] In the present work we study the diﬀusion of selenium atoms from
the bulk to the surface of high quality TiSe2 single crystals. Elevated temperatures and irradiation
by the Raman laser induce thermally activated diﬀusion of selenium atoms to the surface of the
crystal where they form selenium nanosize clusters. The temperature dependent studies allow us
to estimate the activation energy for this process, an important parameter if considering TiSe2 as
material for electronic and optical applications.
High quality single crystals of TiSe2 were grown using chemical vapor transport method [15,
64, 88] and characterized using X-ray diﬀraction, energy dispersive X-ray spectroscopy (EDS), and
variable temperature electrical transport. [17] The signatures of low level of intrinsic defects in the
TiSe2 single crystals is pronounced charge density wave peak at the CDW transition in temperature
dependent resistivity (increase of 2.53.5 times the room temperature resistivity) and low defect
concentrations as observed by scanning tunneling microscopy. [83] Variable temperature Raman
spectroscopy measurements were conducted at the Center for Nanoscale Materials at Argonne Natio
nal Laboratory using a Renishaw InVia Raman microscope with a 514 nm argon ion laser source and
a ∼ 1.5µm diameter spot size. The spectrometer is equipped with variable temperature cell capable
of operating between 80500K. All the experiments were conducted in the presence of ultra-high
pure nitrogen exchange gas at normal pressure. Fig. 4.1a shows Raman spectra on freshly cleaved
surface of TiSe2 single crystal. At room temperature one can see the normal phase shearing mode
Eg and breathing mode A1g peaks. As the temperature is lowered below the CDW transition of
∼ 200K we see the emergence of additional peaks that reﬂect the change in lattice symmetry. The
CDW doubles the period of the crystal lattice to 2a0×2a0×2c and induces additional Raman peaks:
the 315 cm−1 peak is ﬁrst seen below ∼ 160K, in agreement with previous measurements. [117119]
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Figure 4.1: (a) Temperature evolution of Raman spectra of TiSe2 single crystal (1.05mW
excitation power); (b) structure of the unit lattice of 1T-TiSe2 and Raman active breathing
mode (A1g) and shear mode (Eg) of the crystal lattice.
The charge density wave A1g peak at 110 cm−1 becomes fully observable only at temperatures lower
than ∼ 100K. [23]
Uniform heating of the TiSe2 single crystal above room temperature induces new Raman peaks
that are irreversible with temperature. Fig. 4.2 shows the evolution of Raman spectra of the TiSe2
single crystal from room temperature and up to 400K. At 300K one notices a broad Raman back-
ground signal centered at around 250 cm−1. There are also enhanced ﬂuctuations of the background
intensity in the spectrum around this wave number. As the the temperature is increased, the broad
background slowly evolves into a set of distinct peaks. At 360K we observe a sudden broad increase
in the background at near 250 cm−1. This broad peak is consistent with previous Raman experi-
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Figure 4.2: Raman spectra of TiSe2 single crystal at diﬀerent temperatures using 1.87mW
laser excitation power (λ = 514 nm, spot diameter is 1.5µm, averaging time is 3 minutes). Each
spectrum is taken at pristine location on the freshly cleaved surface of TiSe2 single crystal. Clear
onset of the laser damage threshold is at around 355K. The inset shows expanded view of the
spectrum obtained with low excitation power (∼ 100µW) at a location irradiated at 400K.
ments performed on non-stoichiometric TiSe2−x with high concentration of selenium vacancies. [105]
As the temperature is raised further, the broad background evolves into distinct peaks that are made
up of at least three identiﬁable Raman modes centered at 233, 241 and 263 cm−1 with a broad peak
centered at 250 cm−1 (Fig. 4.2).
Using high resolution optical imaging we ﬁnd that after exposure to elevated temperatures, new
structures start nucleating on what was initially an atomically ﬂat TiSe2 surface (Fig. 4.3). With the
help of local EDS we identiﬁed these as agglomerates of selenium. The selenium is observed to have
migrated from the bulk of the crystal to the surface and coalesced into islands that have random
dimensions from few tens to several hundreds of nanometers. In this area of interest in Fig. 4.3 there
were two particular locations where the laser beam from the Raman microscope induced additional
damage to the one created by the elevated temperature. This additional damage by the Raman
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Figure 4.3: Optical (left), atomic force microscopy (middle) and scanning electron microscopy
(right) images of TiSe2 single crystal surface exposed to elevated temperature and Raman
microscope laser beam radiation. In the speciﬁc locations marked as Spot 1 and Spot 2
Raman laser created additional damage during the Raman spectroscopy measurement. The
eﬀect of heating and laser irradiation caused the selenium to diﬀuse from the bulk to the
surface of the crystal and create amorphous (near Spot 2) and crystalline (near Spot 1)
selenium nanosize clusters. The crystal was exposed to 350K for 10min before the Raman
measurements were taken with laser beam power of 3.32mW (Spot 1) and 1.87mW (Spot2)
with beam diameter of 1.5µm
laser can be seen in the optical, atomic force microscope, and scanning electron microscope images
marked as Spot 1 and Spot 2 in Fig. 4.3. One can clearly observe the additional eﬀect of the
laser beam irradiation  an area of about couple of micrometers laterally where the surface of the
TiSe2 crystal has become rough. The migration and aggregation of selenium on the surface is
directly linked to the appearance of the Raman peaks near 250 cm−1. We have assigned the Raman
peaks to diﬀerent solid selenium allotropes. [120] The 250 cm−1 Raman peak is assigned to the
A1-type symmetric stretching mode in amorphous selenium[121], the 241 cm−1 is assigned to the
same mode in rhombohedral selenium [120], the 233 cm−1 is assigned to trigonal selenium [122] and
the 263 cm−1 peak is assigned to monoclinic selenium. Detailed description of the assigned Raman
modes in selenium nanosize clusters have been calculated earlier. [123]
To understand the relevant temperatures and activation energies for selenium diﬀusion we con-
ducted systematic experiments by varying both laser beam power and temperature. Each measure-
ment was made on large atomically ﬂat planes of the single crystal surface with no edges in the
Raman microscope ﬁeld of view. Raman spectrum at each temperature was taken for 3min before
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blocking the laser beam and moving on to the next higher temperature setpoint. Each spectrum
was taken on a diﬀerent and pristine location on the surface of the single crystal in order to avoid
eﬀects from previous laser irradiation. In the upper panel of Fig. 4.4 Raman intensity at 250 cm−1
is plotted versus temperature for multiple beam powers (Arrhenius plot), each showing diﬀerent
thresholds that lead to the onset of the peak increase with temperature. The horizontal dashed
line indicates the noise level of the Raman signal. The threshold temperature beyond which the
peak height at 250 cm−1 starts increasing marks the onset of formation of selenium clusters on the
TiSe2 crystal surface. The lower panel in Fig. 4.4 shows a linear relationship between the laser beam
power and threshold temperature Tc for detection of selenium clusters. The extrapolation of the
curve to vanishing laser power leads to abscissa crossing at Tc0=440K. This suggest of a relatively
low temperature threshold at which the process of selenium diﬀusion starts taking place. Since this
process is thermally activated, we ﬁt the peak height vs temperature with Arrhenius dependence and
ﬁnd that the activation energy for selenium vacancy generation is 1.55±0.07 eV at the lowest laser
power. This value is slightly higher from the one obtained for generation of FeSex on the surface of
Fe0.5TiSe2 (iron intercalated TiSe2) obtained by Titov et al. [124]. Although in that work it was not
clear what is the rate determining process - the selenium or iron diﬀusion, both experiments indicate
that the intercalation of the TMD lowers the activation barrier for diﬀusion of the chalcogen.
The results on the thermal and photon induced nucleation of selenium vacancies and the diﬀusion
of selenium to the surface of TiSe2 have broader implications for both the fundamental studies of
TiSe2 as well as its potential practical applications of TMDs. The interest in TiSe2 dichalcogenide
has been due to its excitonic nature of charge density wave state, superconductivity in CuxTiSe2 [9]
and PdxTiSe2, [10] as well as due to unique observation of the chiral charge density wave. [8, 83]
Fundamental studies of these correlated states and their coexistence have been on the rise recently, as
the dichalcogenide system is structurally relatively simple and can provide some answers in regards
to the mechanisms of correlated electron states in other classes of materials like perovskite high-
temperature superconductors and pnictides. Since TiSe2 is a compensated semimetal with very
large Hall coeﬃcient at low temperatures [15], the correlated electron states are very susceptible
Chapter 4: Optical Heating Induced Selenium Migration in TiSe2
74
Figure 4.4: Arrhenius plot of Raman 250 cm−1 peak intensity at various temperatures and
Raman microscope laser powers. The selenium diﬀusion activation energies were extracted from
the ﬁts. Exposure time of 3minutes was used for all experiments and each point was taken on
unirradiated pristine area of the surface. The horizontal dashed line indicates the noise level of
the Raman signal.
to the level of intrinsic doping. Therefore, any fundamental studies should take into account the
selenium vacancy concentration levels and the relatively low activation energy for their nucleation
and diﬀusion [115]. The concentration and dynamics of selenium vacancies and selenium atoms
could be very important in TiSe2 thin ﬁlms [13, 111, 125] as the Raman peaks associated with
these defects are strong in synthesized ﬁlms [105, 125]. With reduced dimensionality of the system
(from quasi-3D crystals to 2D thin ﬁlms), the activation energy for selenium vacancy formation
and selenium diﬀusion could further decrease and make the 2D system metastable even at room
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temperatures. The intrinsic doping due to vacancies and atomic selenium on the surface might
suppress the charge density wave correlations and reduce the signature of charge density wave phase
normally observed resistivity vs temperature measurements [125]. A possible method to prevent
selenium diﬀusion and at the same time enhance the CDW transition temperature in 2D TiSe2
could be the encapsulation using hexagonal boron nitride, as shown recently. [126] Clearly, more
work needs to be done in this area to understand the dynamics of selenium in TiSe2 and with recent
advances in tip-enhanced Raman spectroscopy [127] and x-ray photoelectron diﬀraction [128] one
could possibly obtain suﬃcient information to resolve this issue.
In conclusion, Raman spectroscopy studies on single crystal TiSe2 show a combined tempera-
ture and photon-induced defect signatures associated with nucleation of selenium nanosize clusters
towards the surface of the crystal. Additional phonon peaks at near 250 cm−1 are observed in the
laser irradiated regions, consistent with Raman spectra of selenium clusters. Temperature dependent
studies of the threshold laser intensity necessary to form selenium vacancies in the bulk with selenium
atoms diﬀusing to the surface suggest thermally activated character of the process. The extrapo-
lation of the onset temperature of the photon-induced damage shows that the process of selenium
vacancy nucleation could start at temperatures as low as 440K without any photon assistance.
Chapter 4: Optical Heating Induced Selenium Migration in TiSe2
76
Chapter 5: Phonons in CuxTiSe2
As was discussed extensively in chapter 2, symmetry breaking of the crystalline lattice leads to the
lifting of the degeneracy in quantum energy states. This is accompanied by the symmetrization of
the underlying wave-functions, which is a response to a loss of orthogonality brought upon by new
interaction potentials, whether they be phonons, electronic, or both. In correlated systems this fact
becomes increasingly important as the lattice and electronic degrees of freedom are highly coupled,
and the loss of degeneracy relaxes the material into a new ground state that is governed by the
detailed correlations in these degrees of freedom.
In this chapter we use various spectroscopic techniques that are sensitive to the symmetry
and dimensionality of the phonon subsystem of TiSe2 and CuxTiSe2. The goal is to monitor the
phonon modes (or lattice degrees of freedom) along which the lattice symmetry breaks when entering
the thermal phase transition into the CDW phase, and also to monitor the phonon modes along
which the lattice symmetry breaks when crossing the quantum phase transitions into the region
of the T-x phase diagram where superconductivity coexists with the CDW phase.
Elastic X-ray and elastic neutron scattering spectroscopy are resources that are able to directly
probe the phonon subsystem. Raman spectroscopy does this as well and also monitors the strength
of the coupling between the lattice and the electronic subsystem. In the following chapter these
techniques are used to monitor the the loss of symmetry at various phase transitions in the T-x
phase diagram of CuxTiSe2.
TiSe2 and CuxTiSe2 single crystals were grown using chemical vapor transport method [15, 63, 88]
and characterized using X-ray diﬀraction, energy dispersive X-ray spectroscopy (EDS), and variable
temperature electrical transport. The ρ(165K)/ρ(300K) resistivity ratio is 3 for intrinsic TiSe2
grown using the (740◦C, 650◦C, 600◦C) furnace zone temperature scheme shown in Chapter 3 Table
1. This signiﬁes that the lattice is near stoichiometric (see Figure 3.3). Variable temperature Raman
spectroscopy measurements were conducted at the for Nanoscale Materials at the Argonne National
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Figure 5.1: Electrical resistivity four-point measurements of pristine TiSe2 (Red) and
Cu0.08TiSe2 (Blue) parallel to the a-b plane.
Laboratory using the Renishaw InVia Raman microscope with a 514 nm, 633 nm, and 785 nm laser
sources with a 1.5µm diameter spot size. The neutron measurements were performed at the Center
for Neutron Research at the National Institute of Standards and Technology. The instrument used
was the BT-7 double focusing triple axis spectrometer. X-ray diﬀraction experiments were under-
taken by collaborators: Kogar et al. [24] who made use of single crystal CuxTiSe2 samples grown by
the author using the procedure as outline in Ch.3. The X-ray experiments were performed at beam
lines C1 and A2 at the Cornell High Energy Synchrotron Source (CHESS), as well as on a lab-based
x-ray source.
5.1 Symmetry Breaking in TiSe2
Recall that TiSe2 is a layered TMD which undergoes a second order phase transition into a com-
mensurate charge density wave (C-CDW) phase accompanied by a 2x2x2 periodic lattice distortion
at 200K. The thermal phase transition is driven by an excitonic condensate [15, 63, 64] coupled to
a Jahn-Teller distortion and soft phonon mode [21, 50, 6669].
Figure 5.2 and Figure 5.3 depicts the heart of the phonon behavior at the thermal CDW phase
transition in TiSe2, which is the softening of the Eg phonon branch where it is dispersed to the Bril-
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Figure 5.2: Phonon Band structure from soft X-ray measurements in TiSe2 single crystals. (a)
Dispersion of the soft phonon mode at TCDW=190K (ﬁlled symbols) and T=30K (open circles)
along Q=(-h, 1, 0.5), h=0 to 0.475. Dashed lines are the results of DFPT calculations using the
experimental crystal structure and σ=0.15 eV. The solid (blue) line indicates the dispersion of
the soft-mode character across the anticrossing at h=0.33. Frequencies of the upward dispersing
branch agree well with the calculation but are not shown for the sake of clarity. (b) Damping
ratio of the DHO at T=190K (ﬁlled symbols) and T=30K (open circles) [21].
louin zone edge at the L symmetry point [81]. As the temperature is lowered from high temperatures
toward TCDW this mode will slowly decrease in energy until it reaches and energy approaching zero
at the phase transition. Typically an (incoherent) phonon with a ﬁnite energy can be thought of
as a localized quanta of lattice motion. On the other hand, a phonon with an energy approaching
zero is a static dislocation of the lattice. Below the phase transition the L1− phonon mode hardens
(raises in energy) once again as shown in Figure 5.2. Figure 5.3 shows a schematic of the lattice
dislocation that takes place at the phase transition. The dark shaded spheres denotes the atoms on
which charge density accumulates to make the electronic modulation of the CDW phase. The atoms
with extra charge also denote the 2x2x2 super-lattice symmetry.
The phase transition drops the lattice from a higher symmetry to a lower symmetry [117] which
again implies that phonon modes break energy degeneracy. The symmetry of the new modes gives
information on the symmetry that was broken at the phase transition. Figure 5.5 shows temperature
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Figure 5.3: The ﬁlled circles represent experimentally deduced frequency of the L1− phonon
mode as a function of temperature from X-ray experiments by Holt et al. The open circles are
results from the same analysis with the Bragg peak ignored. The curves are ﬁts to the data [22].
variable Raman spectroscopy measurements were made. The diﬀerent peaks correspond to the
diﬀerent energies of the phonon modes, with some corresponding to the normal lattice (Eg and A1g)
and others corresponding to the modes that were created in the lowered CDW phase symmetry
(CDW-Eg and CDW-A1g which correspond to the 2x2x2 supper-lattice). The Eg and A1g phonon
modes are in-plane shearing and out-of-plane breathing motion of th Se-Ti-Se trilayer. The presence
of the CDW-Eg and CDW-A1g modes are direct consequences of the period doubling in both the
lateral and vertical directions in the crystal.
Figure 5.5 also shows Raman spectra where the CDW phonon modes increase in energy with
decreasing temperature, exhibiting the same behavior as the L1− mode shown in Figure 5.3. This is
not by accident, for when the L1− mode softened to zero, the symmetry point L became symmetric
with the symmetry point Γ in the CDW phase. In other words, a super-lattice phonon at the L
symmetry point of the normal phase is also a phonon at the Γ point of the normal lattice. This
is important since only phonon modes at the Γ symmetry point of the phonon band structure are
observable by Raman spectroscopy.
The TiSe2 single crystal used in this Raman experiment was grown using the (800◦C, 720◦C,
600◦C) furnace zone temperature scheme shown in chapter 3 Table 1.
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Figure 5.4: Schematic of the periodic lattice distortion (PLD) in TiSe2. Arrows represent
the soft phonon degree of freedom and are exaggerated for clarity. Atomic sites that remain
stationary through the distortion accumulate charge that forms the charge modulation of the
charge density wave (CDW). The new periodicity is 2x2x2 of the original lattice.
A few points regarding the interpretation of Raman spectra before proceeding to the next exper-
iments. First: in a typical lattice with no phase transitions, the phonon mode energies will increase
slightly in energy with decreasing temperature. This is analogous to a spring hardening and becoming
stiﬀer as it is cooled. It requires more energy to oscillate a cold spring than it does for a warm one.
The inverse is true as well since the force due to the atoms being held together in bonds decreases
as the bond length increases (Hooke's law), which typically happens during thermal expansion.
Figure 5.5: Temperature variable Raman spectra of a TiSe2 single crystal. Every spectra was
taken for 3 min using the 633 nm laser after waiting 5 min at each temperature. Displayed are
the raw spectra with no post processing treatment or scaling.
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The reader may also have noted that there are background counts in the Raman spectra. In a
typical lattice with no exotic phenomena this background will grow smaller and smaller with decreas-
ing temperature, especially for metallic samples. This is because this background Raman signal
does not correspond to any particular phonon or coherent inelastic degree of freedom in the lattice,
but rather background incoherent inelastic response of the sample.
5.1.1 Resonant Raman Spectroscopy
Figure 5.6a shows the resonant Raman activity of TiSe2 single crystals under diﬀerent excitation
wavelengths at 83K, well below TCDW . The results are consistent with previous Raman experiments
with 514 nm, 633 nm and 785 nm excitations, but this work is the ﬁrst instance where such measure-
ments were performed on the same sample. We observe the typical Eg and A1g CDW amplitude
modes at 70 cm−1 and 120 cm−1, respectively. We also ﬁnd that the Eg phonon at 315 cm−1 peak
is observed upon cooling into the CDW phase when using the 514 nm and 785 nm, but not with
633 nm.
Figure 5.6: (a) Resonant Raman spectra of TiSe2 using diﬀerent excitation wavelengths. Each
spectra is normalized by the A1g peak. (b-d) systematics of the out-of-plane shearing (A1g) and
in-plane shearing (Eg) symmetric modes with temperature. The transition into the CDW phase
occurs at 200 cm−1. (e) Electronic band structure of TiSe2 showing the likely resonances of each
excitation wavelength and the phonons they resonantly activate. The dotted-dashed lines are
the folded Se-4p band that is present in the CDW phase.
The explanation for these diﬀerent phenomena can be concisely derived from the resonant Raman
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mechanism itself. The mechanism of non-resonant Raman spectroscopy is when an electron is excited
by incoming light into a virtual state, which is followed immediately by a de-excitation of the electron
into an excited phonon state in the original electronic band. The Raman response of the material
is therefore a statistical average of this process happening throughout the electronic band structure
of the sample.
On the other hand, resonant Raman occurs when electrons are excited by light with a wave-
length that resonates with a higher energy electronic band, rather than a virtual state. This weights
the statistical Raman response of the sample to favor phonons that couple locally to the part of
the electronic band structure where the resonance occurs. Figure 5.6e illustrates resonant-Raman
assignments for in TiSe2 as it pertains to our experiments. For additional experimental evidence of
the resonance assignments see experiments performed in chapter 6, particularly Figure 6.3 and Fig-
ure 6.12. These interband excitation assignments are consistent with energies of optical transitions
that have been extracted from static reﬂectivity measurements performed on TiSe2 [130132]. This
is diﬀerent from stimulated Raman which requires two lasers separated by a frequency ∆ω which
corresponds to the stokes shift of a vibration within the material. In the experiments presented in
this thesis, only one laser source was used at a time.
We observe two consequences of these resonant-Raman eﬀects: The ﬁrst is that the A1g phonon
peak is enhanced with respect to the Eg phonon peak under the 785 nm excitation at lower temper-
atures, but is suppressed under the 633 nm excitation. This is because at lower temperatures more
electrons are able to be excited from the bottom of the Ti-3d conduction band (where the 785 nm
wavelength has a resonance) while the holes in the Se-4p valence band at the Γ point become ﬁlled
(where the 633 nm wavelength has a resonance). The second consequence of the resonant Raman
eﬀect is that diﬀerent branches of the split 135 cm−1 Eg phonon clearly couple to diﬀerent parts of
the electronic band structure. Based on the above considerations we posit that the hardened branch
couples to electrons in the Ti-3d conduction band while the softened branch couples to electrons in
the valence bands well below the Fermi energy. Figure 5.6 shows that the softened Eg branch can be
used to monitor TCDW with increasing Cu doping and conclusively links the behavior of the phonon
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with the CDW phase.
In contrast to the 633 nm excitation, the measurements done with 785 nm sources are independent
of temperature until TCDW where they increase in energy before settling at 139 cm−1 separation at
90K. The out-of-plane A1g layer breathing mode on the other hand exhibits monotonic behavior
with decreasing temperature as shown in Figure 5.6c. The relative intensities of the A1g and Eg
peaks with respect to excitation wavelength and temperature are shown in Figure 5.6d. The A1g
peak is clearly enhanced relative to the Eg phonon when TiSe2 is in the CDW phase when measured
under the 785 nm excitation, but this behavior is reversed under the 633 nm excitation.
5.1.2 Neutron Scattering
Here we show the temperature dependent elastic neutron scattering experiments of the CDW order
parameter along with two power law ﬁts in Figure 5.7. On the left, the results of the neutron
experiment is compared with a ﬁt obtained by Barath et al [23] using Raman measurements for
temperatures 6-110K. The Right side of Figure 5.7 shows a best ﬁt to the neutron data from 135K-
199K. The latter ﬁt gives a critical exponent for the order parameter of β=0.33 which is consistent
with a 3D Ising system. This is in contrast to Raman measurements performed by Barath et al. [23]
where they used the CDW-A1g as an order parameter and measured a critical exponent of β=0.15
from 6K-120K while constraining TCDW in their ﬁt to be 200K. This value lies close to the value
predicted by the 2D Ising model.
This behavior is strange. It seems as if the thermal energy is crossing some crucial energy level
below TCDW at 200K, but is not creating a new order parameter.
Theoretically, the critical exponent can only be measured within the critical regime near TCDW .
The 136K cutoﬀ is clearly too far away from TCDW to strictly lie within the critical regime in
mean ﬁeld theory. However, if we compare the Neutron scattering curve to the resistivity shown in
Figure 5.1 that is historically used to determine TCDW , we ﬁnd that between 136K and 200K the
RvsT curve is dominated by the anomalous resistivity peak which has been attributed to electron-
hole correlations of the CDW. Below 136K the RvsT curve behaves as a normal metallic system.
The temperature of 136K is also signiﬁcant in the Raman experiments on that were shown in
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Figure 5.7: Integrated intensity of the CDW super-lattice Bragg peak at (1/2, 1/2, 3/2)
over various temperatures. (Left) Compares the temperature dependent order parameter of the
neutron scattering experiment with the ﬁt obtained by Barath et al. [23] via Raman data from
6-100K. (Right) power law ﬁt to temperature range 135-199K to data obtained by the Neutron
scattering experiments. The ﬁt is consistent with the 3D Ising model.
Figure 5.5. Here, the CDW-A1g and CDW-Eg phonon modes, which can also be used as an order
parameter, begin to signiﬁcantly broaden above 120K. Therefore, based on indications from the
electrical transport and Raman spectroscopy measurements, the author suggests that the 136K
cutoﬀ is related to the coupling of the excitonic and phonon subsystems.
Figure 5.8 shows an energy branching diagram where an excitonic degree of freedom is the
driving mechanism of the phase transition, and which also cooperates with an energetically weaker
soft phonon. Figure 5.8a denotes a region where the thermal energy level (shaded region) is far above
TCDW such that it is not energetically favorable for the system to leave the normal state. Lowering
the thermal energy in the system to just above TCDW makes it energetically favorable for there to be
ﬂuctuations of the CDW phase (Figure 5.8b). Figure 5.8c denotes a thermal regime below TCDW ,
but where the antisymmetric branch of the soft phonon mode is still thermally accessible, as well
as the symmetric branch of the soft phonon (Note: that the symmetric and antisymmetric branches
denote a symmetrization of the wave-functions at the Se-4p valence band aat the Γ symmetry point
and the wave-functions at the Ti-3d conduction band at the L symmetry point. If these are the
phonon symmetric and phonon antisymmetric branches, then the loss of orthogonality is through
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Figure 5.8: Energy branch diagram showing the changes to the electronic band structure of
phase transition that is dominated by an excitonic condensate couple to a soft phonon tuned
through a thermal phase transition. The shaded region denotes thermal energy of the system.
the phonon degree of freedom. The same is true for the excitonic degree of freedom). The presence
of both the antisymmetric and symmetric phonon branches is likely related to the suppression of the
CDW Raman signal for these temperatures shown in Figure 5.5 and the large scattering of electrical
carriers shown in Figure 5.1. Figure 5.8d shows the system in its true groundstate.
The TiSe2 single crystal used in this elastic neutron scattering experiment was grown via the
(740◦C, 650◦C, 600◦C) furnace zone temperature scheme shown in Chapter 3 Table 1. the sample
had a mass of 0.2 g with dimensions of (10mm x 10mm x 1.6mm).
5.2 The IC-CDW
In the following section the diﬀerent degrees of freedom are studied with the addition of Cu atoms
into the van der Waals gap between the layers of TiSe2. This suppresses the transition temperature
into the C-CDW phase and gives rise to a superconductivity dome that coexists with a CDW phase
in the T-x phase diagram for CuxTiSe2. In the following section we will demonstrate that there is
an incommensurate (IC) CDW phase which coexists with superconductivity.
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The addition of Cu to the TiSe2 lattice is not trivial. Not only does it eﬀect the symmetry
of the lattice, but it is also electronically active as it ionically donates an electron to the Ti-3d
conduction band [9, 15]. Indeed, historically this has been the explanation for the suppression of the
Commensurate CDW phase transition with increased Cu doping since the balance between holes in
the Se-4p valence band at the Γ point and electrons in the Ti-3d band at the L point is disrupted.
This electrical imbalance weakens the strength of the excitonic condensate and as a result lowers
TCDW . Much work has been done to date on the eﬀects of Cu on the electronic degrees of freedom,
but comparatively little on the symmetry breaking in the lattice degrees of freedom.
5.2.1 TCDW and Phase Fluctuations
X-ray Spectroscopy
Elastic X-ray scattering was used to measure the CDW order parameter at (1/2, 1/2, 7/2) in
order to outline the T-x CDW phase diagram and to measure the temperature dependence of the
CDW super-lattice peaks for each CuxTiSe2 sample. H cuts along the symmetry point (1/2, 1/2, 7/2
+ δ) are shown in Figure 5.9 for at selected temperatures for two representative samples which are
the x=0 (intrinsic TiSe2) and x = 0.060(5) for CuxTiSe2. The displayed detector count intensities
are normalized to the incident counts measured using an ion chamber situated upstream from the
sample. The CDW phase transition temperature was obtained by ﬁtting to a power law similarly
to the neutron scattering measurements discussed above. This was suﬃcient to extract TCDW but
there were too few points to give an accurate description of the critical exponent for the order
parameter.
All samples for this experiment were grown using the CVT (800◦C, 680◦C, 800◦C) furnace zone
temperature scheme shown in chapter 3 table 1. This ensured that all samples experienced the same
growth conditions, but is also the reason why TCDW is lower for the intrinsic TiSe2 sample (185K
rather than 200K for the neutron and Raman experiments shown above and below). We attribute
the lowered TCDW to the presence of selenium vacancies caused by the higher growth temperature,
as discussed in chapter 3 and studied in chapter 4.
Figure 5.9 also shows that the the CDW order parameter for "pure" TiSe2 appears abruptly
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Figure 5.9: H cuts of the CDW super-lattice peak at several temperatures for pure TiSe2 single
crystals (Left) and CuxTiSe2 single crystals with x=0.060(5) (Right). Intensities are normalized
to the incident beam counts. (Insets) Black dots indicate the integrated intensity of the H cuts
at various temperatures. The red line is the ﬁt used to obtain the transition temperature. The
arrow in the right inset indicates the presence of ﬂuctuations above the phase transition [24].
at TCDW while there is some "rounding oﬀ" at TCDW for samples with higher Cu intercalation.
The rounding oﬀ eﬀect indicates the presence of ﬂuctuations of the CDW phase above the phase
transition. This will become important in a moment when we discuss the Raman measurements of
the CuxTiSe2 T-x phase diagram. The phase diagram from the X-ray studies is shown in Figure 5.14.
Raman Spectroscopy
We turn now to a systematic study of CuxTiSe2 and the response of the Raman spectra with
changing Cu doping and temperature. These experiments were performed with a diﬀerent battery
of samples than the ones used for X-ray experiments.
The x=0.0 and x=0.005 samples were grown via CVT using the (740◦C, 650◦C, 600◦C) fur-
nace zone temperature scheme shown in chapter 3 table 1 while all samples with a higher x value
were grown with the (800◦C, 680◦C, 800◦C) furnace zone conﬁguration shown in the same table.
Figure 5.10 shows the raw spectra that were obtained using a 633 nm laser excitation with mea-
surements starting at low and ending at high temperatures. In TiSe2 the most striking feature is
the transition into the CDW phase and the resulting activity that occurs from 50-150 cm−1 in the
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Figure 5.10: Temperature variable Raman spectra of CuxTiSe2 single crystals with diﬀerent
x values. Every spectra was taken for 3 min using the 614 nm laser after waiting 5min at each
temperature. Displayed are the raw spectra with no post-processing treatment or scaling.
Raman spectrum. Figure 5.10a-i shows the temperature dependent spectrum for CuxTiSe2 with
increasing x values where there is no longer a CDW phase transition in our accessible temperature
range according to the above X-ray experiments. At higher Cu dopings the various phonon peaks
no longer have the drastic temperature dependence in their intensities as in TiSe2.
At this point there are two crucial pieces of information that can be extracted from the T-x
Raman studies shown in Figure 5.10. The ﬁrst is the TCDW at diﬀerent Cu dopings. Recall that
the Eg phonon branch softens to zero at the L point, which we dubbed the L1− phonon mode. It
turns out that this same branch hardens (increases in energy) slightly at the Γ point. If we use
Raman spectroscopy to focus in on the Eg phonon near 135 cm−1 we are able to observe this small
increase in energy at TCDW which decreases with increasing Cu doping. Figure 5.11 shows the Eg
phonon peak positions obtained from the spectra in Fig 5.10. These results are in accordance with
those obtained by Duong et al. [133] on TiSe2. In the experiments presented here go further and
obtain a complete picture of the temperature evolution of the Raman peak with increasing copper
concentration for CuxTiSe2.
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Figure 5.11: Eg phonon energy extracted from the Raman spectra in Figure 5.10a-d. TCDW
is denoted by the arrow above the curve.
The second crucial piece of information we can extract from the Raman spectra in Figure 5.10
allows us to obtain information on the ﬂuctuations of the CDW phase above the phase transition
temperature. Recall again that the L1− phonon softens to zero energy at the L point. Once it
softens to zero the L point becomes equivalent through the CDW symmetry with the Γ point which
makes the soft L1− phonon at the L point measurable by Raman spectroscopy.
In Figure 5.10 there is a large bulge in the Raman background that exists below 130 cm−1
which appears above TCDW in the T-x phase diagram of CuxTiSe2 reminiscent of nematic nematic
ﬂuctuations observed in Ba(Fe1-xCox)2As2 [1]. The interpretation of this ﬁnding is that these are
CDW ﬂuctuations of the softening L1− possess the symmetry of the CDW band structure and
are observable by Raman Spectroscopy even though the system remains above TCDW in the normal
phase. Figure 5.12 shows a heat map of these ﬂuctuations in the T-x phase diagram. TCDW obtained
from Figure 5.11 are included in the ﬁgure. The ﬂuctuations track well with the suppressed TCDW
with increased Cu intercalation until roughly x≥0.04. At this point the ﬂuctuations are rapidly
suppressed until they are no longer observable at x=0.08 (ideal intercalation for superconductivity)
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Figure 5.12: Heat map of the background diﬀerence between 130 cm−1 (where the CDW
ﬂuctuations are observed. Any wavenumber below this is equivalent so long as it does not
interfere with another phonon mode) and 170 cm−1 (where the Raman background spectra
behaves normally as a true background) over the T-x phase diagram. The diﬀerent levels of Cu
doping are then referenced to x=0 at 300K which is deﬁned as 0. Blue triangles denote TCDW
as obtained by Figure 5.10.
in the measured temperature range. Such a measurement is indicative that the theory of classical
phase transitions driven by thermal ﬂuctuations is no longer applicable, i.e. there is a quantum
phase transition near x=0.08 deﬁned as the point where the eigenvalues of Hexc and Hph cross
and become degenerate. This assignment for the quantum phase transition is in agreement with
experiments performed by Barath et al. [23].
5.2.2 Reduced Lattice Symmetry with Cu Intercalation
X-ray Spectroscopy
Figure 5.13 shows representative cuts in momentum space along the L direction for four diﬀerent
Cu intercalations. The harmonic ﬁltering technique allows the direct comparison of small deviations
away from perfect commensuration between the normal lattice Bragg and CDW super-lattice Bragg
peaks in reciprocal space. Figure 5.13 shows resolution-limited peaks in L scans for both the (1, 1,
7) and (1/2, 1/2, 7/2) peaks in the pure TiSe2 sample at 50K. Within our experimental resolution,
Chapter 5: Phonons in CuxTiSe2 5.2 The IC-CDW
91
Figure 5.13: Simultaneous L cuts of the (1, 1, 7) Bragg peak as well as the (1/2, 1/2, 7/2)
charge density wave super-lattice peak for various amounts of copper intercalation in CuxTiSe2.
Data in panels (ad) were taken at 50K, 11K, 15K, and 20K. respectively. Momentum reso-
lution is indicated with the black line above the peaks [24].
the charge density wave is perfectly commensurate with the lattice. However, for samples with
x≥0.055(5) copper intercalation, an incommensuration δ between the lattice and super-lattice Bragg
peaks is easily observed in the charge density wave along the L direction. Interestingly, the CDW
incommensuration only becomes distinguishable around the same intercalation content at which
superconductivity emerges, as shown in the top panel of Figure 5.14. This is similar to the behavior
observed for TiSe2 under pressure, where incommensurate ﬂuctuations were observed above the
superconducting dome [86].
The main X-ray scattering results are summarized in Figure 5.14, including both the temperature
dependence and incommensuration of the CDW. Data from Morosan et al. [9] are also included for
comparison. It is immediately recognizable that there exist two regions of the phase diagram, with
TCDW decreasing markedly from x=0 to x=0.055(5) and then leveling out for higher intercalation
concentrations.
Raman Spectroscopy
In the T-x Raman studies we also observe that the most prominent CuxTiSe2 phonon mode in
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Figure 5.14: (Top) The degree of incommensuration along the L symmetry vector as a function
of copper intercalation. The red points outlining the superconducting dome are taken from
Morosan et al. [9]. (Bottom) The T-x phase diagram for CuxTiSe2 where the blue points were
obtained in using X-rays while the red points and the line delineating the superconducting
region are from the resistivity measurements [24].
the Raman spectrum: the A1g layer breathing mode, appears to split with increased Cu doping for
x≥0.04 which coincides with the incommensuration of the CDW phase in the X-ray measurements
and the emergences of the superconducting phase. The new Cu activated modes are hereby denoted
as A
′
g and A
′′
g.
Figure 5.15 shows representative Raman spectra of the Ax breathing mode in CuxTiSe2 with
various levels of Cu doping. Figure 5.15 shows Raman spectra obtained at 118K but which is
representative of the spectra taken within the range of 90K-180K with ﬁts of the breathing mode
peaks to a single Lorenzian for 0≤x≤0.026 and with two Gaussians for x≥0.04 where a single
Lorenzian is no longer a suitable ﬁt. Above 180K the two Gaussians exhibit suﬃcient thermal
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Figure 5.15: Raman spectra obtained at 118K with ﬁts of the out-of-plane breathing modes
to a single Lorenzian for 0≥x≥0.026 (a-c) and with two Gaussians for x≥0.04 (d-h) where a
single Lorenzian is no longer a suitable ﬁt. The black curve is the experimental data while the
red curve is the total ﬁt. The curves shown in this ﬁgure are representative for temperatures
up to 190K at which point the Gaussians broaden and become indistinguishable.
broadening such that they are no longer distinguishable. The ﬁndings of Figure 5.15 are summarized
in Figure 5.16. The splitting of the A1g peak is attributed to ﬂuctuations of the IC-CDW above
TCDW . The fact that the two split peaks thermally broaden enough to be indistinguishable to the
Gaussian ﬁt above 200K indicates that the incommensurate groundstate is fully overcome by the
thermal energy of the system by at these temperatures.
The behavior of the out-of-plane breathing mode splitting can be divided into 3 segments in
the T-x CuxTiSe2 phase diagram. The ﬁrst is at 0≤x≤0.03 which is dominated by the excitons
and the electron-phonon coupling to the L1− phonon. At x=0.04 the intercalated Cu atoms force
a change in the lattice that splits the A
′
g and A
′′
g phonon even for temperatures well above the
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Figure 5.16: Results of the ﬁtted A
′
g and A
′′
g Raman peaks obtained in Figure 5.10. The
red squares indicate the peak separation and the blue triangles show the peak ratios. Vertical
lines denote the x=0.04 quantum phase transition where the L1− phonon decouples from the
electronic order. x=0.08 denotes optimal doping for superconductivity at x=0.08.
quantum phase transition between the C-CDW and IC-CDW phase, the latter of which coexists with
superconductivity. As Cu doping increases the splitting between these peaks becomes larger while
the relative intensities remain constant until it nears x=0.08 at which point the ﬁtted Gaussians
broaden and the peak separation narrows once again.
5.3 Summary
Results from the previous section imply that the T-x phase diagram can be divided into three regions.
The ﬁrst is from 0≤x≤0.04 where X-ray measurements showed that the CDW is commensurate with
the lattice and Neutron scattering measurements showed that the order parameter has a critical
exponent β=0.326±0.004 which is consistent with a 3D Ising model if ﬁt from 136K to 200K.
Such a result is indicative that a mean ﬁeld approach to the CDW phase in TiSe2 is insuﬃcient in
describing its physical properties. At 136K there is an apparent deviation in the order parameter
behavior which is a temperature of interest observed in Raman spectroscopy measurements and
electrical transport. Raman measurements also showed that TiSe2 single crystals with minimal
selenium vacancies possessed a TCDW of 200K and exhibited ﬂuctuation up to 80K above the
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TCDW .
Taken together with discussions in the literature presented in chapter 2 we attribute the x=0
section of the T-x phase diagram as being dominated by excitonic correlations, with strong electron-
phonon coupling through multiple degrees of freedom. The CDW phase was observed to be resonant
Raman active, which implies that diﬀerent phonons couple to diﬀerent parts of the electronic band
structure, and the super-lattice was observable using neutron scattering experiments which are
explicitly sensitive to only the modulation of the lattice and not the modulation of the charge
density.
The second region in the T-x phase diagram is from 0.04≤x≤0.08. This region is bracketed on
the left by the emergence of an IC-CDW from a C-CDW where superconductivity emerges in the
T-X phase diagram [9, 23, 24]. The incommensuration of the CDW increases with increasing Cu
intercalation and the A1g breathing mode of the normal lattice splits into A
′
g and A
′′
g phonon
modes. The energy separation of these new modes also continue to increase with increasing energy
separation as well. Meanwhile, The CDW phonon ﬂuctuations continue to be suppressed until
x=0.08 where the ﬂuctuations are rapidly suppressed with increasing x. x=0.08 coincides with ideal
Cu intercalation for the superconducting phase.
The third and ﬁnal region of the T-x phase diagram is for x≥0.08. In this region the CDW
ﬂuctuations are suppressed below 80K in the Raman experiments and are outside the experimental
temperature range of our Raman apparatus. The IC-CDW phase transition temperature has steadied
out at 77K. The superconducting phase transition is also suppressed in temperature from its highest
point at x=0.08.
The question at this point becomes: where is the quantum phase transition gc where For g < gc,
Hexc dominates while for g > gc, Hph dominates [46]? In the experiments shown in this chapter, the
two points of interest fall on x=0.04 and x=0.08. x=0.04 clearly marks a change in the groundstate
with the emergence of superconductivity and the transition from a C-CDW to an IC-CDW. However,
thermal ﬂuctuations are clearly observed out to x=0.08 which suggests that the theory of classical
phase transitions driven by thermal ﬂuctuations can still be applied up to x=0.08 which puts gc near
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x=0.08 in agreement with Barath et al. [23]. A discussion of these results, along with results from
optical measurements of the electronic system will be continued in chapter 7.
Chapter 5: Phonons in CuxTiSe2 5.3 Summary
97
Chapter 6: Transient Optical Spectroscopy of CuxTiSe2
In chapter 5 we discussed measurements of the soft phonon and the CDW order parameter through
thermal and quantum phase transitions. In this chapter I will be showing results of ultrafast pump-
probe optical spectroscopy where I use this technique to monitor the electronic subsystem of TiSe2
and CuxTiSe2 near the Fermi surface through the thermal and quantum phase transitions found
within the T-x phase diagram. The measurements presented in this chapter are directly sensitive
to populations of excited electrons within the electronic band structure and indirectly sensitive to
phonons that couple to these electron populations.
As was discussed in the previous chapter, recall that the development of diﬀerent phases in a
material can be described by the emergence of a corresponding order parameter that is triggered
by a sudden change in symmetry, as ﬁrst noted by L.D. Landau [45]. At temperatures close to 0K,
crossing a boundary between two phases means that something fundamentally has changed in the
quantum mechanical ground state of the system, i.e. the system has undergone a quantum phase
transition (QPT). In this case the change in the state is not due to the temperature, but due to change
in some parameter in the Hamiltonian describing the system, for example strain, doping, disorder,
etc. The quantum ﬂuctuations associated with QPTs are also driven by the quantum mechanics
on a microscopic scale, unlike the long range critical ﬂuctuation in classical phase transitions. The
importance of QPTs goes far beyond the zero-temperature case: QPT determines the coexistence of
diﬀerent phases in the material at ﬁnite temperatures and, provides answers about the coexistence
and competition of diﬀerent order parameters over a large area of the phase diagram. Pump-probe
optical spectroscopy is able to discriminate between electron(hole)-electron(hole) and electron(hole)-
phonon coupling mechanisms and therefore give information on what processes are dominant across
the phase diagram, and which are local to certain regions. In this system, exciton correlations and
electron(hole)-phonon correlations are the primary focus of the following work.
Among the many transition metal dichalcogenides (TMDs) exhibiting excitonic properties [59
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62], TiSe2 is a prime candidate for displaying excitonic insulator behavior [52] in which a CDW phase
arises from strong Coulomb interactions. The excitonic condensate was proposed as the driving
mechanism for the commensurate CDW in TiSe2 [15, 63, 64] in part due to its low carrier density,
which leads to reduced screening between the holes in the Se-4p band and electrons in the Ti-3d band.
However, it has been diﬃcult to conﬁrm that excitonic insulator mechanism is the dominant reason
for triggering the CDW in TiSe2 [65]. The primary competing hypothesis to the purely excitonic
origin of the CDW in TiSe2 has been the band-type Jahn-Teller mechanism combined with electron-
phonon coupling [50, 6669]. The discovery of a soft phonon at the TCDW=200K [21, 22] lent weight
to the Jahn-Teller picture [67, 68]. With both the excitonic insulator [15, 20, 70, 71] and Jahn-
Teller [69, 72, 72] views supported by various experiments, the question turned to the more subtle
question of how these two mechanisms cooperate [7376] to give rise to the observed CDW in TiSe2,
including the recently observed chiral CDW phase [8, 32, 77]. Recent ultrafast pump-probe [8, 75, 78]
and transient angle resolved photo-emission spectroscopy [7, 20, 79, 80] experiments have been aimed
at disentangling electron-electron and electron-phonon interactions in pristine TiSe2. Up to now the
exact relation between these mechanisms has remained elusive [20, 65, 7476]. The recent discovery
of superconductivity in Cu-doped TiSe2 [9] and its coexistence with the CDW [83] has reinvigorated
research on this system. Of particular interest has been the diﬀerent nature of the CDW in TiSe2
and CuxTiSe2 [24], as well as in TiSe2 under pressure [134]. In this work we systematically tune the
level of Cu intercalation in TiSe2 and simultaneously track the changes in the excitonic and phonon
subsystems with the goal of understanding the evolution of underlying ground states as the system
transitions from a narrow-band semiconducting state (TiSe2) to superconducting state in CuxTiSe2
(at x> 0.04).
The following chapter is divided into two key sections. The ﬁrst is a study of the thermal
phase transition in TiSe2 by means of standard ultrafast optical pump-probe spectroscopy, and
also using time-resolved circular dichroism spectroscopy (TRCD) which provides strong evidence for
the existence of the chiral CDW phase in bulk TiSe2. The second half of this chapter is devoted
to investigating the quantum phase transition at x=0.04 in CuxTiSe2 as the commensurate CDW
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phase transitions to an incommensurate CDW phase that coexists with superconductivity at low
temperatures. See section 2.3 for detailed background information on the relevant experimental
setup and physical processes involved in the technique.
6.1 1T-TiSe2
At its heart, pump probe optical spectroscopy is a technique with explicit energy resolution of
electronic resonances within the electronic band structure, but no explicit information on where
in momentum space the energy transitions occur. Without this information it can be diﬃcult to
picture, or even determine, where the excited populations of electrons and holes travel within the
electronic band structure as they decay back toward equilibrium. ARPES measurements and time-
resolved (tr)ARPES are very useful in providing such a picture. Therefore, before proceeding on
to the results of this chapter, I will review some ARPES and trARPES results for TiSe2 at various
temperatures.
Figure 6.1 is from an experiment performed by Rowrer et al. [7] which shows the electronic
bands of TiSe2 near the Fermi surface (this ﬁgure was also shown in section 2.3). The holes in the
system, which eventually form one half of the emergent excitonic condensate, are localized primarily
to the top of the Se-4p valence band at the Γ symmetry point as shown in Figure 6.1a which
shows the electronic band structure at room temperature. These holes couple with electrons at the
bottom of the Ti-3d conduction band at the M(L) symmetry point to excitonically drive the CDW
phase transition. Figure 6.1b shows the electronic band structure of the CDW phase at 30K. The
most signiﬁcant changes to the features of this experiment as compared to the room temperature
measurement is that the Se-4p band has lowered in energy, and there is a backfolded Se-4p valence
band at the M(L) symmetry point. Technically there is a corresponding backfolded Ti-3d conduction
band that appears at the Γ symmetry point, but this is not observed by the ARPES experiment
since it lies above the Fermi surface.
Figure 6.2 performed by Monney et al. [25] shows a set of trARPES snapshot of the electronic
band structure. In this experiment an optical pump pulse excites a population of electrons within the
electronic band structure and the ARPES apparatus takes snapshots of the resulting spectral weight
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Figure 6.1: (Left) Real-space unit cell of the normal phase at room temperature and com-
mon unit cell (ﬁrst BZ, purple line) in momentum space of the room temperature phase (two-
dimensional projection onto the surface plane). Γ, M and K are high-symmetry points of the
ﬁrst BZ. Blue ellipses and yellow circle indicate the Fermi surface topology of Ti-3d and Se-4p
bands, respectively. Planes show the atomic layers of the two-dimensional crystalline structure.
ARPES intensity map (electron binding energy versus momentum) of the room temperature
phase is shown. (Right) Real-space unit cell of the CDW phase. Arrows indicate the atomic
displacements from the normal-phase positions; the dashed lines indicate the extension of the
unit cell in the normal phase. The First BZ of the CDW phase is shown as the green line. The
folding of Se-4p and Ti-3d states is indicated. An ARPES intensity map of the CDW phase is
shown. Photoelectron intensity is encoded in a false-color scale [7].
distribution as the excited electronic carriers decay back toward equilibrium. At 240K, which is
above TCDW , a population of electrons are excited from the Se-4p band to into the Ti-3d conduction
band at the Γ symmetry point. Within 70 fs this population of electrons has scattered toward the
lower end of the Ti-3d conduction band at the M(L) symmetry point. The scattering process at this
timescale is assigned to electron-electron interactions. Figure 6.2b-c shows the ARPES snapshots
while Figure 6.2d shows the diﬀerence between the snapshot before the pump pulse (at equilibrium)
and after the pump pulse (out of equilibrium). Red denotes additional electronic population while
blue denotes less electronic population. Figure 6.2e shows the signal obtained by integrating over
the boxes shown in Figure 6.2c after several time-steps.
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Figure 6.2: (a) Schematic of the electronic band structure of 1T-TiSe2 near the Fermi energy
in the CDW phase (T<TCDW ), showing the original valence (VB) and conduction (CB) bands
(continuous line), and the backfolded VB and CB in the CDW phase (dashed line). (b),(c)
Selected photoemisson intensity maps in false color measured along (Γ,M) , near the M symmetry
point, and measured at diﬀerent time delays, (b) before and (c) after the arrival of the 3100 nm
(0.4mJ/cm2) pump pulse, in the CDW phase at 30K. Guides to the eyes emphasize the relevant
bands and the position of M is given by the vertical dashed line. (c) Corresponding false color
plots showing the intensity diﬀerence between the previous maps. (d) Absolute value of the
photoemission intensity changes integrated in the black boxes of graph (the relative intensities
of the curves have been scaled by the factors in the legend for better comparison). (e) EDCs
taken at M before time 0 (black curve) and at 50 fs (red curve). (f) Schematic Fermi surface
of 1T-TiSe2 in the normal phase (no CDW) with one hole pocket at Γ and three symmetry
equivalent electron pockets at the M symmetry point [25].
The preceding paragraph and Figure 6.2 eﬀectively outline the conversion of the trARPES mea-
surement to the type of measurement produced by pump-probe optical spectroscopy. The ﬁnal
diﬀerence between these techniques is that the optical transition is integrated over the whole band
structure for optical pump probe experiments, so that at any given energy of our optical spectrum
we can only say that certain electronic transitions between two speciﬁc bands are dominant at that
energy. There will unavoidably be some spectral overlap of these transitions.
Figure 6.3 shows a 2-D contour map of a broadband pump-probe optical spectroscopy experiment
performed on TiSe2 at 3K (Left) and 298K (right). The vertical axis denotes delay time between the
pump and probe pulses. The horizontal axis denotes the wavelength of the probe beam. The z axis
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Figure 6.3: A representative 2-D contour map of a broad band pump-probe optical spec-
troscopy experiment performed on TiSe2 at 3K (Left) and 298K (right) with a pump ﬂuence
of 0.17mJ/cm2. The vertical axis denotes the delay time between the pump and probe pulses.
The horizontal axis denotes the wavelength of the probe beam. The z axis (scale bar) denotes
the change in optical density (∆OD) which corresponds to the change electronic populations
within the electronic band structure. The black line denotes a ∆OD of zero.
(scale bar) denotes the change in optical density (∆OD) which corresponds to the change electronic
populations within the electronic band structure, as is also shown in the trARPES measurement.
Diﬀerent probe wavelengths correspond to diﬀerent electronic transitions within the band structure
which allows us to track the changes in behavior of these electronic bands with changing temperature
and Cu doping. Like with the ARPES measurements, the optical pump-probe measurements show
that the most prominent changes to the band structure between the low and high temperature
measurements are the back-folding of the Se-4p to the (M)L symmetry point and the folding of the
Ti-3d conduction band back to the Γ symmetry point. Prominent signatures for the folded band
structure are at 550 nm and 680 nm.
Fig. 6.4 shows the results of globally ﬁtting the transient optical response of TiSe2 at various
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temperatures using the following equation:
Transient Optical Response =∑
i
IRF ⊗DASi(λ)× e−t/τi
The ﬁts were obtained using Glotaran ﬁtting software [90]. Two decay parameters (τ1 and τ2)
were used in the ﬁt which resulted in a picosecond decay rate and a nanosecond decay rate, each
with a corresponding decay associate spectra (DAS). The pump wavelength was 800 nm and the
broadband probe extended over the range of 450 nm-760 nm with measurements extending out to
to 1 ns. The spot sizes on the sample were 605µm and 160µm, respectively. The details of the
pump probe optical setup, spectral processing, ﬁtting procedures, and a discussion of the picosecond
and nanosecond decay processes are described in chapter 3.2. The TiSe2 single crystal used in the
experiments covered in this section was grown using the CVT (740◦C, 650◦C, 600◦C) furnace zone
temperature scheme shown in chapter 3 table 1. The decay constants obtained from these ﬁts are
displayed later on in Figure 6.9 of this section.
Figure 6.4 shows the DAS1 and DAS2 components of the ﬁts obtained by measuring TiSe2 at
various temperatures and the resulting evolution of the time-resolved excited electronic populations
in the electronic bands near the Fermi surface. The pump ﬂuence used to excite the electronic carriers
across the Fermi surface was 0.17mJ/cm2. We assign DAS1 to excited electronic carrier populations
that decay within the electronic band structure via electron(hole)-phonon interactions [19, 91]. We
assign DAS2 to excited electronic excited carrier populations that decay within the electronic band
structure via electron-hole recombination processes [19, 91]. As was mentioned earlier, The excited
state absorption (ESA) optical signature at 550 nm is clearly associated with the CDW phase as
is the ground state bleaching (GSB) optical signature at 680 nm. On the other hand, the optical
signatures that are relatively unchanged through the transition temperature TCDW=200K are the
GSB optical signature at 500 nm and the ESA optical signature at 620 nm. These are assigned to
the Ti-3d conduction band at the M(L) symmetry point and Se-4p valence band at the Γ symmetry
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Figure 6.4: DAS1 and DAS2 proﬁles obtained from ﬁtting the broadband optical pump-probe
experiments at various temperatures. TCDW for TiSe2 is 200K
point, respectively, which are both prominent electronic bands near the Fermi surface that are
common to both the normal (semi-metallic) phase and the CDW phase. These interband excitation
assignments are consistent with energies of optical transitions that have been extracted from static
reﬂectivity measurements performed on TiSe2 [130132].
Figure 6.4c-d shows the DAS1 and DAS2 ﬁts of the same temperature study as shown in Fig-
ure 6.2a-b, but this time with a pump ﬂuence of 0.63mJ/cm2. The overall magnitude of ∆ OD is
markedly increased from what is shown in Figure 6.2a-b since the change in excited carrier population
is much larger for larger pump ﬂuences. The increased pump ﬂuence has the eﬀect of suppressing the
magnitude of the signatures associated with the CDW phase at 550 nm and 680 nm relative to the
optical signatures associated with the normal phase. This implies that if we lower the pump ﬂuence
we can minimally perturb the sensitive aspects of the electronic band structure, such as ﬂuctuations
of the CDW phase.
Figure 6.5 shows DAS1 and DAS2 for experiments performed on TiSe2 with a 0.03mJ/cm2 pump
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Figure 6.5: 2D-Maps showing the variability of DAS1 (left)and DAS2 (right) with temperature.
The pump and probe were co-linearly polarized with the pump having a ﬂuence of 0.03mJ/cm2.
pulse. The absorbed photon densities for ﬂuences Fabs=0.03-0.63mJ/cm2 are 0.002 photons/unit
cell and 0.05 photons/unit cell [79], respectively, which to ﬁrst order approximation is equivalent to
the excited electron population in 1T-TiSe2. The experiments were performed from 3K-280K and
are shown as a heat map with temperature on the vertical axis, probe wavelength on the horizontal
axis, and the z-axis (scale bar) is the change in optical density. The DAS1 parameter on the left
shows the GSB signature at 680 nm persisting up to 280K, 80K above TCDW at 200K. These are
attributed to electronic ﬂuctuations of the CDW phase. The fact that they appear in the DAS1
ﬁtting parameter indicates that the electronic populations composing these ﬂuctuations are coupled
to phonons, which is consistent with Raman measurements in the previous chapter.
The DAS2 parameter shown on the right side of Figure 6.2 is associated with the change in
optical density over nanosecond timescales, also with a pump ﬂuence of 0.03mJ/cm2. Anomalous
behavior is observed near TCDW . The 680 nm optical signature is negative in magnitude below
135K, positive but low magnitudes from 135K to 200K, and larger positives magnitudes setting in
for higher temperatures. This is interpreted as a weakening of the density of states in the CDW
electronic band structure. The behavior at 135K is consistent with the electrical transport, Raman
measurements, and Neutron scattering measurements shown in the previous chapter which clearly
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delineate the behavior of the CDW phase above and below this temperature.
Figure 6.6: (Left and right show the Decay Associate Spectra (DAS) of the circularly polar-
ized broadband optical pump-probe spectra. The blue dots and lines denote the DAS spectra
associated with the global ﬁt of the LH and RH polarized probe spectra, respectively. The black
lines show the diﬀerence between these two curves to give the time resolved circular dichroism
(TRCD)-DAS.
6.1.1 Time-Resolved Circular Dichroism
We also performed time-resolved circular dichroism (TRCD) measurements on the same TiSe2 single
crystal that was used in the previous section. The only modiﬁcation to the optical setup was that
we placed a broadband quarter wave-plate into the path of the probe beam before the sample, and
a linear polarizer in the probe beam path after the sample which we aligned in a vertical orientation
(which is perpendicular to the incoming horizontal linear polarization when the quarter waveplate
is set to 0◦). We also investigated the eﬀect of polarizing the pump pulse, but found no signiﬁcant
changes to the resulting TRCD signal.
Figure 6.6 shows a comparison of the DAS1 and DAS2 components of two pump-probe experi-
ments on TiSe2 at 3K, each with a diﬀerent probe beam polarization. One used a left handed (LH)
circularly polarized probe beam and the other used a right handed (RH) circularly polarized probe
beam. The black curves shows the diﬀerence between the DAS components, which we denote here
as TRCD-DAS1 and TRCD-DAS2 for the picosecond and nanosecond exponential decay amplitudes,
respectively. The observation of circular dichroism optical signatures is a direct indication of the
chirality of the system.
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Figure 6.7: (TRCD-DAS obtained by subtracting the LH-DAS and RH-DAS for all measured
temperatures using the procedure demonstrated in Figure 6.4.
Figure 6.7 shows this procedure iterated over several temperatures for experiments with a pump
ﬂuence of 0.17mJ/cm2. There are three prominent optical signatures: The ﬁrst is a positive TRCD
optical signature at 680 nm which is only observed below TCDW . The second is a negative TRCD
optical signature at 620 nm which is observed at all measured temperatures in the range of 3K-
298K. The third optical signature is a positive TRCD signal and is only observed at 180K. This
TRCD-DAS2 amplitude is small at 570 nm, so the (rightly) skeptical reader may see this as a dubious
interpretation. However, if we increase the pump ﬂuence to 0.63mJ/cm2 the optical signature at
180K and 570 nm becomes larger while the signature at 680 nm is suppressed for all measured
temperatures. The 620 nm optical TRCD signature also becomes larger for these temperatures. For
wavelengths below 510 nm the noise becomes too large to deﬁnitively extract the TRCD signal (see
Figure 6.10 for the raw TRCD data).
In order to ease any doubt on the validity of the TRCD optical signatures obtained by subtracting
the LH and RH DAS spectra we also show in Figure 6.8 the TRCD signal obtained by diﬀerencing
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Figure 6.8: Optical transients of the CD signal at 680 nm and 620 nm. (a-b) monitors the CD
signal of the folded Se-4p electronic band at the L symmetry point. TRCD signal is 10% of
∆OD as exempliﬁed in Fig. 6.7. (c-d) monitors the TRCD signal of the Se-4p electronic band
at Γ. The TRCD signal is 25% of OD signal at 620 nm.
the raw data obtained in the LH and RH circularly polarized pump-probe experiments. As was
noted before, these experiments were performed using pump ﬂuences of 0.17mJ/cm2 (a,c) and
0.63mJ/cm2 (b,d). Interestingly the 680 nm TRCD signal has a lifetime of only a few picoseconds,
while the 620 nm signal has two decay components: one in the picosecond timescales, and one in the
nanosecond timescales.
Figure 6.9 shows the picosecond (left) and nanosecond (right) decay constants for the experi-
ments shown above. τ1 and τ2 are the decay times in the exponential which correspond the initial
amplitudes of the exponential decay which are DAS1 and DAS2, respectively. No signiﬁcant diﬀer-
ences between the decays of the LH and RH circularly polarized experiments were observed. The τ1
decay times were found to be sensitive to the pump ﬂuence both above and below TCDW , but near
TCDW τ1 converged to a value of 0.67 ps. For lower temperatures the 0.03mJ/cm2 and 0.17mJ/cm2
experiments both show decay constants which are steady at 0.6 ps while the 0.63mJ/cm2 exper-
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Figure 6.9: Decay constants τ1 and τ2 corresponding DAS1 (LH and RH probe) and DAS2
(LH and RH probe) that were obtained by globally ﬁtting the broadband optical pump-probe
spectra.
iments give decay constants which diverge from this value up to 0.9 ps. For temperatures higher
than TCDW the decay constants appear to stratify with increased pump ﬂuence; with 0.03mJ/cm2
giving 0.44 ps decay times, 0.17mJ/cm2 giving 0.54 ps decay times, and 0.17mJ/cm2 giving 0.67 ps
decay times. Because the picosecond decay time τ1 is dominated by electron-phonon interactions we
attribute the behaviors of these diﬀerent temperature regimes to diﬀerent available phonon modes
that are able to couple to the electronic subsystem.
The τ2 decay times were found to be sensitive to the ﬂuence of the pump beam while in the
CDW phase, but insensitive to the pump ﬂuence above TCDW .The faster nanosecond decay times
are due to direct electron-hole recombination since the folded Se-4p band and the lowest lying Ti-3d
conduction band are both located at the M(L) symmetry point. This is discussed in more detail
later on in section 6.3.
6.1.2 Coherent Phonons
Figure 6.10 shows the TRCD 2D-contour maps obtained by directly subtracting the broadband
pump-probe experiments using the LH and RH polarized light at diﬀerent temperatures. By ﬁtting
these maps with exponential decay functions in Glotaran and performing a Fourier Transform of
the residuals, we were able to extract the coherent phonon oscillations from the residuals of the ﬁt
which we show in Figure 6.10. Because these oscillations are still speciﬁc to the probe wavelength
we can assign them to local regions within the electronic band structure. In order to avoid artifacts
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Figure 6.10: Temperature behavior of TRCD signal with pump ﬂuences of 0.17mJ/cm2 (a-
e) and 0.63mJ/cm2 (f-j). All plots are made to the same color-scale. 450 nm-760 nm was
measured, but the only signatures observed are shown above 525 nm-725 nm. Black denotes
change in optical activity higher than shown in the scale bar.
in the Fourier transform we only used the parts of the spectrum with high sampling resolution. In
this case it was from 0-1 ps. The oscillations are clearly observable in the spectrum and go through 5
full periods. The Fourier transforms are shown in Fig. 6.11a-e for the 0.17mJ/cm2 experiments and
Figure 6.11f-j for the 0.63mJ/cm2 experiments. The oscillations are much more prominent in the
higher ﬂuence measurements, especially in the CDW phase. The dominant oscillation in the TRCD
spectrum had a frequency of 4.2THz, which corresponds to the Eg phonon of the normal lattice. At
180K the 6.2THz A1g normal lattice phonon is also observed.
6.1.3 Summary
In the previous section we demonstrate that the CDW phase and ﬂuctuations thereof exhibit circular
dichroism which is a direct indicator of chirality in the bulk material. We found no signiﬁcant
diﬀerences in the decay constants from the ﬁts of LH and RH circularly polarized broadband pump-
probe spectra as shown in Figure 6.9. We interpret this result to mean that the electron-phonon
and electron-hole interaction processes are the same in both the LH and RH optical experiments.
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Figure 6.11: Fourier Transforms of the oscillations shown in Figure 6.10.
The diﬀerence in the LH and RH DAS proﬁles indicate that there is a diﬀerence the excited carrier
populations that are being monitored by the LH and RH circularly polarized probe light.
We have demonstrated TRCD optical signatures at 620 nm (negative) and 680 nm (positive)
which are locations in the optical spectrum that correspond to the Se-4p electronic valence band
at the Γ symmetry point and its folded counterpart at the L symmetry point, respectively. The
positive TRCD signal at 680 nm is only present below the TCDW of 200K and only for low pump
ﬂuences, which indicates a direct correlation of this circular dichroic optical signature with the CDW
phase. The negative signal at 620 nm diminishes to zero for low ﬂuences, but is present through
the whole experimental temperature range 3K-298K for high ﬂuences. This coincides with observed
ﬂuctuations of the folded Se-4p valence band up to 280K and suggests that these ﬂuctuations are
optically active.
Interestingly the positive 680 nm TRCD optical signature is only present at picosecond timescales,
the negative 620 nm TRCD signal is present at both picosecond and nanosecond timescales, and the
positive 570 nm TRCD optical signature is only present at nanosecond timescales. This is interesting
because theoretically circular dichroism optical responses always come with a simultaneous positive
and negative spectral response whose energies are determined by the relative phase of the coupled
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induced electronic transition moments (µ) that satisfy the following condition (see section 2.3.3 for
details) [96]:
CD = Im{µA · (R× µB)} (6.1)
The important factor to note is that these transitions must be coupled. The fact that we were
able to resolve the TRCD optical signatures in time, and that these TRCD optical signatures change
with temperature, suggests that the coupling mechanism between the two electronic transitions is
directly tied to the decay mechanisms of the excited carriers. This indicates a pairing of the positive
570 nm and negative 620 nm optical signatures over the nanosecond timescale; and a pairing of
the positive 680 nm and negative 620 nm optical signatures over picosecond timescales. Based on
these timescales, the former are coupled via electron-hole correlations and the latter are coupled via
electron-phonon correlations.
We therefore assign the 620 nm-680 nm paired TRCD signature as being caused by the chiral
CDW phase. It coincides with the softening of the L1− and emergence of the periodic lattice distor-
tion. We also assign the 550 nm-620 nm TRCD signature as being caused by the renormalization of
the Se-4p band at Γ in response to the optical pump pulse which forms excited holes in the valence
band that couple to excited electrons in the conduction band. The negative TRCD at 620 nm is
dominant across all temperatures since it corresponds to the Se-4p valence band at Γ where excited
holes become concentrated in the electronic band structure, while excited electrons are dispersed
throughout the conduction band and are not readily visible to our transient optical experiments.
Based on the above assignments we suggest that these optical chiral responses can be modeled
by the Non-degenerate Coupled-Oscillator Exciton Theory [96]. This suggestion is based on the lack
of known magnetic transitions in TiSe2 and the fact that the optical activity occurs close to the
original electronic band transitions in the unpolarized optical measurements [96]. The calculation
would require the real-space induced electronic transition vectors generated by an 800 nm 30 fs optical
pulse, as well as a way of accounting for the excitonic and phonon coupling between the relevant
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orbitals that were assigned in the preceding paragraph.
6.2 IC-CDW
We have also performed ultrafast optical pump-probe experiments in which we have varied laser
ﬂuence, Cu doping, and temperature to explore the T-x phase diagram of CuxTiSe2 single crystals.
Copper doping was found to weaken the excitonic condensate and decouple it from the L1− phonon
mode, leading to ﬂuctuations that are indicative of a quantum phase transition at x=0.04. This
supports the picture of a C-CDW in intrinsic TiSe2 transitioning upon Cu intercalation into a
state with a diﬀerent symmetry characterized by an incommensurate (IC)-CDW that coexists with
superconductivity.
The single crystals in this experiment were grown using the chemical vapor transport method [15,
63, 88]. All samples for this experiment were grown using the CVT (800◦C, 680◦C, 800◦C) furnace
zone temperature scheme shown in chapter 3 table 1. This ensured that all samples experienced the
same growth conditions. The crystals were exfoliated in inert atmosphere to expose a clean surface
before being mounted in the optical setup in reﬂection geometry. The pump pulse had a wavelength
1160 nm (1.07eV), a 1 kHz repetition rate, and 600µm diameter spot size. Excited carriers were
dynamically monitored by a white light probe pulse. If the pump pulse removes a resonance within
the electronic band structure it results in a negative spectral signal at that wavelength, i.e. ground
state bleaching (GSB) while adding a resonance yields a positive signal, i.e. excited state absorption
(ESA).
Figure 6.12a shows that the normal phase in pristine TiSe2 has its most prominent change in
optical density (∆OD) as a GSB signal at 500 nm which is assigned to the Ti-3d conduction band,
and an ESA signal at 620 nm which is assigned to the Se-4p valence band along Γ-A. The magnitude
of these signals increases with the pump ﬂuence. Optically excited resonances within the electronic
band structure change as the material enters the CDW phase at lower temperatures, as shown in
Figure 6.12c with two prominent features appearing at 550 nm and 690 nm. These are assigned to
the backfolded Se-4p valence band that forms as the sample enters the CDW phase [7]. To verify
this assignment the pump ﬂuence was raised above the non-thermal melting threshold of the CDW
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Figure 6.12: (a-d) Transient reﬂectivity change in optical density ∆OD for (a) nor-
mal/semimetalic phase, (b) metallic phase, (c) CDW phase, (d) non-thermally melted CDW
state (threshold at 0.37mJ/cm2, see text). Warm colors denote ESA while cool colors de-
note GSB. (e) Time domain trace of TiSe2 550 nm optical response at 3K and a 0.017mJ/cm2
pump ﬂuence. (f,g) Fourier transforms of coherent A1g oscillations for the CDW (3K and a
0.017mJ/cm2) and normal phases (3K and a 0.9mJ/cm2). (h) TiSe2 electronic band diagram
adapted from [26] with arrows specifying optically excited resonances. Blue arrows mark GSB
resonances and red arrows mark ESA resonances.
phase [7, 20, 78], which, using the same procedure as [78], we calculated to be 0.37mJ/cm2 for
1160 nm pump wavelength. The penetration depth at this wavelength was calculated to be 32 nm.
Figure 6.12d shows the resulting transient spectra within the ﬁrst 100 fs exhibiting a similar response
as the low ﬂuence CDW measurement in Figure 6.12c. This is rapidly followed by the picosecond-
nanosecond response of the transient spectra which appears to mimic the normal phase response
shown in Figure 6.12a. The 550 nm and 690 nm assignments are further corroborated by coherent
oscillations of A1g phonons associated with the normal phase lattice (6.2THz) and the CDW lattice
(3.4THz) [78, 80, 117] as shown in Figure 6.12g. FFT of these oscillations from the transient spectra
reveals that the A1g CDW oscillation is centered at 550 nm and 690 nm, while the normal phase A1g
resides outside of these regions and instead in the Se-4p band along Γ-A (Figure 6.12e,f). The pump
pulse at high ﬂuences (≥ 0.9mJ/cm2) is shown to cause non-thermal melting of the CDW which
yields the normal phase A1g response shown in Figure 6.12d. Figure 6.12h illustrates the optically
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excited transitions at diﬀerent energies within the electronic band structure of TiSe2 in the CDW
phase. These interband excitation assignments are consistent with energies of optical transitions
that have been extracted from static reﬂectivity measurements performed on TiSe2 [130132].
6.2.1 Evolution of e-ph and e-h coupling
Having assigned the change in optical response of CuxTiSe2 to optically excited resonances near
the Fermi surface, we now turn to a systematic quantitative analysis of the transient spectra. Once
again, this was accomplished with the open-source software package Glotaran [90] which, once again,
models the transient optical response as follows:
Transient Optical Response =∑
i
IRF ⊗DASi(λ)× e−t/τi
The instrument response function (IRF) was convoluted with two global exponential decay func-
tions, each with a starting magnitude (DAS1 and DAS1 coeﬃcient that are wavelength dependent)
and decay constants (τ1 and τ2). The DASi coeﬃcient signiﬁes a ∆OD amplitude of the exponential
decay, or in other words, an excited carrier population at the beginning of the exponential decay
for each time regime. Once again we assign DAS1 and τ1 to electron(hole)-phonon decay processes.
The DAS1 coeﬃcient denotes the excited electron(hole) population at the beginning of this process
and τ1, being a picosecond decay time, allows us to assign the decay process to electron-phonon
collisions which lower the energy of the excited electron population toward the bottom of the con-
duction band [19, 91]. We assign DAS2 and τ2 to electron-hole recombination processes between the
conduction and valence electronic bands. The DAS2 coeﬃcient denotes the excited electron(hole)
population at the bottom of the conduction band and the top of the valence band and τ2, being a
nanosecond decay time, can either be assigned to the electron-hole recombination processes or to
transient heating eﬀects [19, 91]. The reason we assign the the electron-hole recombination process to
be dominant in this case is because Figure 6.13 shows trends opposite what one would expect given
that higher Cu doping makes the material more metallic [9], i.e. a more metallic system should cool
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Figure 6.13: Fitted global decay constants across all parameters. τ1 is dominated by electron-
phonon interactions with contributions from changing electronic band structure. τ2 is governed
by electron-hole recombination across the bandgap. Blue symbols in the right-most column lie
within the superconducting part of the T-x phase diagram. Curves are aid to the eye. The
relative uncertainties of the values extracted from the ﬁt do not exceed 1%.
faster, and not slower. On the other hand, electron-hole recombination processes would be expected
to be faster when their is direct energy separation between the bottom of the conduction band and
the top of the valence band. Such a scenario is only found in the C-CDW phase in the T-x phase
diagram for CuxTiSe2. In this work we will be be using DAS1, τ1 to monitor the electron-phonon
correlations throughout the T-x phase diagram, and DAS2, τ2 to monitor the excitonic correlations
throughout the T-x phase diagram in CuxTiSe2.
Figure 6.13 shows the τ1 extracted from the global ﬁts to the experiments which we performed
with varying ﬂuence throughout the T-x phase diagram. In these measurements there are eﬀectively
two diﬀerence ﬂuence regimes: 0.017mJ/cm2 and 0.1mJ/cm2 make up the low perturbation regime
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while 0.96mJ/cm2 and 1.9mJ/cm2 make up the high perturbation regime. The division between
these two diﬀerent regimes is naturally deﬁned by the ﬂuence necessary to transiently and non-
thermally melt the CDW phase and strongly perturb the underlying electronic band structure [7,
20, 78]. We observe that for x<0.04 there is a large separation in the τ1 decay times, with the low
ﬂuence measurements giving values of 0.5 ps and higher ﬂuence measurements which yield 1.0 ps
and 1.5 ps for 0.96mJ/cm2 and 1.9mJ/cm2, respectively. Note that the segregation of decay times
is by ﬂuence and not by temperature. For x≥0.04 the high ﬂuence measurements give τ1 decay times
which are less than 1/3rd of their x<0.04 values. The only indications of temperature variability in
the τ1 decay times occurs at x=0.08 which is the optimal doping for superconductivity in CuxTiSe2.
We ﬁnd that there is an anomaly at 200K and 1.9mJ/cm2 which we discount as spurious since it
was not repeated in other measurements and is our most extreme measurement on that particular
sample. On the other hand, the two measurements at 3K and x=0.08 in the low ﬂuence regime show
a marked increase in the obtained τ1 decay times to 1.0 ps from the vales for other temperatures
which decreased slightly below 0.5 ps with increasing x.
As mentioned above, the decay constant τ1 is governed by electron-phonon coupling. If we assume
that the underlying electronic bands are stationary throughout the excitation and decay processes,
then faster decay rates (smaller τ1 values) indicate stronger electron-phonon coupling due to the
increased number of scattering events. This is true for small perturbations to the system (small
pump ﬂuences) where the change in electronic population is not enough to perturb the electronic
band structure itself. However, the experiments on intrinsic TiSe2 and low doped CuxTiSe2 do not
always leave the underlying electronic band structure unperturbed. At TCDW a soft phonon [21, 22]
which gives rise to a periodic lattice distortion (PLD) [15], which in TiSe2 is a doubling of the lattice
periodicity in the super-lattice, and a renormalization of various electronic bands near the Fermi
surface. These changes to the electronic band structure include lowering (or raising) the energy of
the Se-4p valence band at the Γ symmetry point, or the formation (or destruction) of the folded
Se-4p band at the L symmetry point depending on if TCDW is approached from below or above.
Because the pump pulse injects energy into the system we can expect the system to dynamically
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Figure 6.14: Select raw spectral transients at a probe wavelength of 640 nm for Cu0.08TiSe2 at
various temperatures. A pump ﬂuence of 0.1mJ/cm2 was used to obtain each spectral transient.
cross TCDW and activate the soft phonon mode which is expected to dominate electron-phonon
coupling [67, 68]. The modulation of the electronic bands is observable in our optical pump-probe
experiments at picosecond timescales due to the activated soft phonon [75].
We therefore interpret the higher τ1 decay times for x<0.04 to be caused by strong electron-
phonon coupling through the non-thermal melting of the commensurate CDW lattice [76, 135]. For
x≥0.04 this strong electron-phonon coupling is signiﬁcantly decreased [136] as the system comes to
possess an IC-CDW ground-state. This interpretation is supported by the low ﬂuence measurements
at 3K and x=0.08, which is well within the IC-CDW phase. In the low ﬂuence regime, higher τ1
decay times signify a weaker electron-phonon coupling as there are less scattering events to lower
the energy of the excited electron population carriers back to equilibrium.
Figure 6.14 shows the temperature dependence of the raw spectral ∆OD transient at the 640 nm
probe resonance at x=0.08 in the T-x phase diagram. The longer picosecond decay times at 3K
and 6K are a clear indication of the weakened overall electron-phonon coupling below 77K in the
IC-CDW phase [24] and is responsible for the increased τ1 decay time shown in Figure 6.13. The
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change in electron-phonon coupling shown in Figure 6.14 is temperature dependent, meaning that
the decrease in electron-phonon coupling is not a result of changes in the systems Hamiltonian, but
rather due to the system thermally transitioning into the IC-CDW phase. We interpret this as a
decoupling of the CDW electronic band structure (and the super-lattice) from the normal electronic
band structure (and lattice) degrees of freedom.
In order to explore the evolution of the excitonic side of CDW formation in CuxTiSe2 with Cu
concentration x, we turn to the decay constant τ2 shown in Figure 6.13, which is determined by the
electron-hole recombination rate. As one lowers the temperature the excitonic condensate becomes
robust below temperatures corresponding to the excitonic binding energy [71]. Deep within the CDW
phase pristine TiSe2 is unstable to the formation of excitons that results in a large spectral weight
being transferred to the backfolded Se-4p band and strengthening the long range commensurate
CDW order [70]. The presence of the backfolded band opens a direct interband transition between
the partially ﬁlled Ti-3d conduction band and the folded Se-4p band. This decay channel allows
the excited carriers to quickly recombine, resulting in a smaller τ2 values at low pump ﬂuences
and low temperatures (3K), as shown in Figure 6.13. As we introduce Cu intercallant and enter
the incommensurate CDW region of the T-x phase diagram near x=0.04, the low temperature
recombination rates increase, gradually converging to those observed at higher temperatures. This
could be interpreted as a reduction of electronic density in the backfolded Se-4p band [137] which
in turn indicates a weakening of the excitonic insulator mechanism [70].
6.2.2 Coherent Phonons
Enhanced ﬂuctuations at x=0.04 also have a strong signature in the coherent phonon response
observed in CuxTiSe2 which we use to give information on the electron-phonon coupling within the
electronic band substructure.
FFTs of coherent electronic band oscillations are displayed in Figure 6.15, showing the evolution
of the coherent A1g LO phonons for both the normal (6.2THz) and CDW (3.4THz) lattice modes
with increasing Cu concentration. As mentioned above, the A1g phonons appear to selectively couple
to the electronic band structure, and are indicative of the long range lattice order [138, 139]. In TiSe2
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Figure 6.15: (a-d) FFTs of coherent phonon oscillations in the global transient spectra of
CuxTiSe2 for various Cu dopings at 3K and 0.1mJ/cm2.
and Cu0.02TiSe2 the FFT of these coherent electronic band oscillations corresponds to the 6.2THz
A1g signal appearing as two lobes within the optical excited resonances that monitor the Se-4p band
along the Γ-A direction, which we assign to the selenium 4px,y and 4pz subbands [30]. The A1g
CDW coherent oscillation of the folded Se-4p band also appears to have substructure that indicates
the presence of multiple subbands [110]. Figure 6.15c shows giant enhancement of ﬂuctuations at
x=0.04 where multiple electronic bands oscillate at the 6.2THz A1g coherent phonon frequency, as
well as a dramatic smearing of the FFT at the 610 nm probe resonance. At x=0.08 the disorder
in the crystal suppresses much of the A1g amplitude except for the smeared phonon signal at the
610 nm probe resonance.
6.2.3 Quantum Fluctuations at x=0.04
When the excitonic driving mechanism has become suﬃciently suppressed relative to the soft phonon
mechanism by Cu intercalation, the superconducting phase begins to appear at T∼ 0K near x=0.04.
At that point in Tc-x phase diagram we observe clear signatures of a quantum phase transition in
the T-x phase diagram of CuxTiSe2 as ﬂuctuations in the transient optical response are dramatically
enhanced. Figure 6.16a summarizes the experimental ﬁndings by showing non-monotonous behavior
in the DAS coeﬃcient at 620 nm with respect to Cu concentration x near the transition from strong
commensurate CDW into the superconducting phase with incommensurate CDW [24]. Figure 6.16b-
e details the temperature evolution of the global DAS coeﬃcients associated with picosecond (τ1)
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Figure 6.16: (a) DAS coeﬃcients associated with τ2 that were ﬁt to the transient optical
response of CuxTiSe2 at 620 nm. (b,d) Global DAS coeﬃcients associated with picosecond
timescales τ1 (c,e) and nanosecond timescales τ2 for the lowest beam ﬂuence and varying tem-
peratures. Color (online) shows the eﬀect of increasing Cu doping. Arrows indicate ﬂuctuations
at the superconducting quantum phase transition.
and nanosecond (τ2) timescales at the lowest pump ﬂuence used in these experiments. A large
DAS amplitude (change in optical density, ∆OD) signiﬁes a large initial excited carrier population.
Figure 6.16b shows that at 3K DAS1 exhibits a nonmonotonous behavior, with a strong instability to
small optical perturbations at the quantum phase transition at x=0.04. The transition at x=0.04 and
T∼ 0K separates the ∆OD response of the robust C-CDW phase (at x≤0.04) from a vastly diﬀerent
∆OD response observed in the coexisting incommensurate CDW and superconducting state (at
x≥0.04).
The ﬁngerprint of the instability at x=0.04 is the ﬂuctuations in the electronic population of the
folded Se-4p band. These ﬂuctuations are monitored by the 550 nm and 690 nm probe resonances
Figure 6.16h at picosecond timescales (dominated by electron-phonon interactions), Figure 6.16b,
and by the 500 nm and 620 nm probe resonances at nanosecond timescales (dominated by electron-
hole recombination process), Figure 6.16c. The large change in electron populations at x=0.04
signify that the susceptibility of the folded Se-4p band is also large compared to other places in the
T-x phase diagram. This behavior is not reproduced in the thermal phase transition as shown in
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Figure 6.4 and Figure 6.5, but is unique to the transition from the C-CDW and IC-CDW at x=0.04.
These ﬂuctuations at x=0.04 coincide with a very small degree of incommensuration of the CDW
lattice as demonstrated by Kogar et al. [24].
6.2.4 Summary
The time resolved pump-probe optical spectroscopy results on Cu-doped TiSe2 show that: (1) There
is strong electron-phonon coupling in the T-x phase diagram where the C-CDW is the ground-state
at x<0.04. in this regime this coupling is dominated by the excitonic condensate and soft L−1 phonon.
Electron-phonon coupling is weakened for those regions of the T-x phase diagram where the IC-CDW
and superconducting phases are the ground-state for x≥0.04, which is reasonable as the super-lattice
electronic band structure decouples from the normal lattice electronic band structure by virtue of
the broken symmetry between these two systems. We interpret this as being brought about by the
suppression of excitons with increased Cu doping until the excitonic binding energy is equal to the
binding energy from the Jahn-Teller soft L−1 ; (2) there is a strong enhancement of electronic band
ﬂuctuations in the folded Se-4p band in response to small optical perturbations at x=0.04 and low
temperatures. At T∼0 the system transitions from one with a strongly C-CDW phase at x<0.04
into the superconducting one at x>0.04 with the coexisting IC-CDW. This enhanced susceptibility
of the folded Se-4p band which was observed at x=0.04 near T∼0 was not observed at the thermal
phase transition in TiSe2 near 200K and seems to be indicative of ﬂuctuations in the groundstate
Hamiltonian near a quantum phase transition in the T-x phase diagram.
Our results are consistent with the ﬁndings of Barath et al. [23] in which Raman experiments
on CuxTiSe2 show the onset of quantum ﬂuctuations of the softened CDW-A1g phonon at x=0.04.
Our results build upon this previous experiment by showing explicit decoupling of electron-phonon
interactions upon entering the IC-CDW in the T-x phase diagram and also by diﬀerentiating the
thermal phase transition of the C-CDW into the normal lattice from the quantum transition into
the IC-CDW. We attribute the folded Se-4p electronic band ﬂuctuations as due to the system being
on the cusp of the emergent incommensuration of the super-lattice that occurs at x=0.04 [24].
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Chapter 7: Conclusions
In this thesis for the ﬁrst time we conﬁrm the bulk nature of the chiral symmetry breaking in the
commensurate (C)-CDW phase in TiSe2 brought about by the interaction of phonon and exciton
degrees of freedom, and also observe chiral character in ﬂuctuations above TCDW . The CDW
ﬂuctuations were observed up to 80K above TCDW via optical signatures of the folded Se-4p band
and Raman signatures of the soft L−1 phonon mode.
We also showed the migration of selenium via optical heating from within TiSe2 leaving vacancies
behind in the crystal lattice. The extrapolation of the onset temperature of the photon-induced
damage shows that the process of selenium vacancy nucleation could start at temperatures as low
as 440K without any photon assistance.
Increased Cu intercalation of CuxT iSe2 induced a transition from the C-CDW into an incom-
mensurate (IC)-CDW at x=0.04. Elastic X-ray measurements showed the incommensuration of the
CDW super-lattice which increased from zero at x=0.04 with increasing x in the T-x phase diagram;
Raman measurements showed a splitting of the A1g phonon mode at x=0.04; and transient optical
spectroscopy showed large quantum ﬂuctuation of the folded Se-4p valence band at x=0.04 at the
onset of the incommensurate CDW. Raman experiments also showed that thermal CDW ﬂuctuations
extended 80K above TCDW even as TCDW was suppressed with increasing Cu intercalation. These
thermal ﬂuctuations were observed to be rapidly at x=0.08 which is ideal doping for superconduc-
tivity in CuxTiSe2. Such behavior is indicative of the presence of a quantum phase transition, in
agreement with experiments performed by Barath et al. [23]. Lastly, transient optical spectroscopy
showed that there is a signiﬁcant electron-phonon decoupling within the total system as it enters
the IC-CDW region of the T-x phase diagram of CuxTiSe2. This decoupling is explicitly associated
with the electronic populations within the IC-CDW band structure.
The conclusion from the above results is that there are three diﬀerent regimes regarding the
relationship between the symmetry of the normal lattice subsystem and the super-lattice CDW
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subsystem in the T-x phase diagram.
(1) The normal phase exists above TCDW where the thermal energy dominates. The symmetry
is dominated by the normal Brillouin zone and normal lattice symmetry. The CDW subsystem is
suppressed by random thermal noise and exists only as thermal ﬂuctuations. These ﬂuctuations
appear at Γ and the Brillouin zone edge at L.
(2) The C-CDW phase exists below TCDW for x<0.04. In this phase there are exciton and phonon
degrees of freedom that dominate and couple the normal lattice with the super-lattice, forcing them
to be commensurate. Because of this, the CDW subsystem not only possesses internal degrees of
freedom but also couples with the degrees of freedom of the normal lattice.
(3) The IC-CDW phase exists below TCDW for x>0.04. In this phase the excitonic degrees of
freedom are suppressed and the symmetry of the super-lattice (and CDW electronic band structure)
decouples from the symmetry of the normal lattice (and normal electronic band structure). The
electrons associated with the IC-CDW interact with each other through internal degrees of freedom,
but because of the incommensuration, do not interact with degrees of freedom associated with the
normal lattice system.
From the perspective of the CDW subsystem, scenario (1) breaks symmetry via thermal excita-
tions and is the least symmetric of the three scenarios. Relaxing the thermal symmetry breaking
mechanism allows the system to become unstable to internal degrees of freedom via the excitonic
order and soft phonon mode. (2) Symmetry breaking via these degrees of freedom lead to a C-CDW
phase where the electrons in the CDW electronic band structure are highly coupled to the degrees
of freedom in the normal lattice. (3) By suppressing the excitonic degrees of freedom, the sym-
metry breaking mechanism that gave rise to the C-CDW is lifted which gives rise to an IC-CDW
phase. From the perspective of the CDW system this is the scenario with the highest symmetry as
the electrons in the CDW band structure are eﬀectively isolated from the normal lattice degrees of
freedom. Being highly symmetric, it is unstable to internal degrees of freedom and will undergo sym-
metry breaking via the most dominant internal degree of freedom, provided of course, that the energy
gained overcomes the thermal energy of the CDW subsystem. In CuxTiSe2 this symmetry breaking
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within the IC-CDW subsystem at suﬃciently low temperatures gives rise to the superconducting
phase.
This argument from an eﬀective increase in symmetry (with a corresponding increase of suscep-
tibility to instabilities) via a reduction of accessible degrees of freedom speciﬁes several properties
about superconductivity in CuxTiSe2. The ﬁrst is that the Cooper pairs are composed of electrons
within the IC-CDW band structure as these are the electrons which are susceptible to an instability.
Since we know that the superconducting phase in CuxTiSe2 is BCS-like, the second property is that
the dominant internal degree of freedom leading to a phase transition instability is a phonon that is
native to the incommensurate super-lattice, such as the CDW A1g and Eg phonons.
The third property which the above argument from symmetry speciﬁes is that the thermal energy
present in the IC-CDW subsystem is smaller than the thermal energy in the normal lattice, given
that both subsystems are at the same temperature. This aspect of the argument can be expressed by
analogy with the equation for the thermal energy of an isotropic gas being Eth = N/2 ∗ kT where N
is the number of dimensions (or accessible degrees of freedom). This means that the superconducting
gap will appear to be smaller than its Tc would indicate according to BCS theory [39]. This was re-
cently demonstrated experimentally by Pribulová et al [85] which found a gap of 2∆ = (2.4− 2.8)kTc
for superconductivity in CuxTiSe2 while BCS theory predicts 2∆ = 3.5kTc [140]. The same scenario
for the superconducting gap 2∆ = 2.0kTc was also found in NbSe2 [141] where the superconducting
phase also coexists with an IC-CDW phase.
Given the above results and arguments, the major conclusion of this thesis is that the IC-CDW
is related to the superconducting phase due to the fact that the former eﬀectively isolates the CDW
subsystem degrees of freedom. This increases the symmetry of the electronic populations within the
IC-CDW band structure and leaves them susceptible to internal instabilities which then give rise to
the superconducting phase.
Furthermore, there are several directions of inquiry which are implicit in the above results:
The ﬁrst is that theoretical work needs to be done to model the chiral behavior observed in the
TRCD signal of TiSe2, as well as additional TRCD experiments of CuxTiSe2 single crystals. It
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is not necessarily the case that the chiral behavior of the IC-CDW phase (which coexists with
superconductivity) is the same as the chiral behavior of the CDW phase for x<0.04 in CuxTiSe2.
The same experimental approach can be taken with neutron scattering experiments when inves-
tigating the CDW order parameter. In the above thesis, only the critical exponent (of the order
parameter) for TiSe2 was obtained. It would be interesting to see if the critical exponent diﬀers for
the IC-CDW phase as this would be a possible measure of the eﬀective dimensionality of the CDW
subsystem.
Lastly, the above experiments and analysis, particularly the temperature dependent resonant
Raman and pump-probe spectroscopy, can be extended to other strongly correlated phase transition
systems. Of particular interest would be 2H-NbSe2 and the phase diagram of 1T-TaSxSe2−x.
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Appendix A: SEM/EDS
Scanning Electron Microscopy (SEM) uses electrons to measure the shape of an object in the same
way an optical microscope and our eyes use visible photons to perceive objects. The major advantage
in using electrons is that the wavelength of electrons are much smaller which allows for much ﬁner
resolutions. The disadvantage to using electrons is that they will be absorbed in the material and
build up charge if they are not conducted away. For this reason SEM is more suitable for studying
metals rather than insulators.
Figure A.1: Depiction of an atom that is bombarded with relatively high energy electrons. An
inner orbital electron is ejected from the atom by an incident electron which creates a vacancy.
This allows another electron to decay from an outer orbital. The energy diﬀerence between the
two electron orbitals is emitted as an X-ray at a characteristic frequency which is unique to the
atom.
The Energy Dispersive Spectrometer (EDS) is an attachment to the SEM system which ana-
lyzes X-rays generated at the irradiated sample surface. These X-rays are generated as a result of
relaxation of excited atoms in the sample. Their energies are characteristic for each element and
can give quantitative information on the sample's chemical composition. However, the energy of the
electron-beam must be at least the twice of the K-line energy of the elements of interest, otherwise
X-rays will not be suﬃciently generated. The collected signal is obtained from a depth of roughly
several µm which varies depending on the energy of the electrons and the chemical composition of
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the material that is being measured.
There is a signiﬁcant limitation to this technique which will not come into play when measuring
TiSe2 and CuxTiSe2 single crystals, but should be mentioned nevertheless. When electrons from
the SEM beam interact with the electrons in the crystalline sample they collide and scatter oﬀ each
other. The result is that the inner atomic orbital (the K-shell) electrons become excited and are
ejected from the atom. An electron then falls from a higher energy orbital (the L-shell) to ﬁll the
vacancy and releases an X-ray at a characteristic X-ray energy that matches the diﬀerence between
the two atomic orbital energies. This process dominates at higher atomic number (Z), making this
technique suitable for heavier elements. At lower Z there is an additional process known as the
Auger-Meitner eﬀect which dominates and makes the signal less accurate. In this other process,
instead of ejecting the X-ray outside of the sample to be measured by the detector, the X-ray is
reabsorbed by other electrons within the sample. In this work an electron beam of 25meV was used
to measure Cu, Ti, and Se atomic percentages [31].
Appendix A: SEM/EDS
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Appendix B: Neutron Measurements at the NIST Center for Neutron
Research
Figure B.1: Schematic of the BT-7 thermal neutron triple axis spectrometer housed at the
NIST Center for Neutron Research [27].
The neutron measurements were performed at the Center for Neutron Research at the Na-
tional Institute of Standards and Technology. The instrument used was the BT-7 double
focusing triple axis spectrometer. Figure B.1 shows a schematic of the instrument. The primary
advantage of this instrument is that it has one of the highest ﬂuxes of thermal neutrons. It is also
equipped with a closed cycle cryo-refrigeration system that allowed us to do temperature measure-
ments of the lattice order parameter that results from the periodic lattice distortion. The following
equation was used to extract the critical exponent from the data. Note that the 2 in the exponent
is due to the relation between the integrated intensity of the Bragg peak and the order parameter.
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Order Parameter Integrated Intensity =
[
T − TCDW
TCDW
]2β
(B.1)
The sample was ﬁrst mounted using an aluminum casing into the PHADES instrument at the
NIST. This was used to align the sample before being mounted in the BT-7 thermal Neutron beam-
line for additional alignment (PHADES is eﬀectively a stand-by machine so that alignment (pitch
of sample, etc) can be obtained while minimizing the use of the valuable beam-time allocated to
the BT-7 instrument. Alignment of the sample was again performed on the BT-7 beam-line. The
sample was then removed from the beam-line and allowed to cool (in terms of radioactivity) before
being mounted in an aluminum can that was sealed under a helium atmosphere. The can was then
mounted in a closed cycle cryostat in the neutron beam-line. The temperature of the cryostat was
then lowered to 100K where we attempted to locate a suitable CDW peak with a good neutron
scattering form factor. This peak was found at (1/2, 1/2, 3/2). Scans were taken in-plane along the
(l, h, 3/2) direction and out-of-plane in the (1/2, 1/2, k) direction at various temperatures.
Figure B.2: Elastic neutron scan at the (1/2, 1/2, 3/2) CDW Bragg peak at 100K. The
experimental points (squares) are ﬁtt with a background and a Gaussian (red dashed lines).
The blue line gives the total ﬁtt.
Systematics for the neutron measurements were as follows:
Appendix B: Neutron Measurements at the NIST Center for Neutron Research
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• 1 minute of resting time was used per data point in momentum space.
• Each scan contained 15 data points which traced out the CDW Gaussian peak. The momen-
tum resolution of this Gaussian was instrument limited in order to gain better quantitative
values for the intensity of the CDW Bragg peak.
• The thermal expansion of the lattice was found to be negligible. The resolution of the steps
in q space were 5x10−3 while the lattice change 1x10−3 over 100K.
• Half of the data in the order parameter curve was taken while successively lowering the tem-
perature. The other half was taken while successively raising the temperature.
The intensity of the CDW Bragg peak at (1/2, 1/2, 3/2) was measured from 5-220K. TCDW was
determined to be 200K. The intensity of the CDW Bragg peak was found by ﬁtting a Gaussian to
the measured peak and extracting the area. Figure B.2 shows an example of this ﬁtting procedure.
These results are discussed in chapter 5
Appendix B: Neutron Measurements at the NIST Center for Neutron Research
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