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Abstract
The existence of aﬃne-periodic solutions for dynamic equations on time scales is
studied. Mainly, via the topological degree theory, a general existence theorem is
proved, which provides an eﬀective method in the qualitative theory for nonlinear
dynamic equations on time scales.
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1 Introduction
The periodicity problem is a very important topic in the study of diﬀerential equations, but
not all the natural phenomena can be described by periodicity only. We found that some
diﬀerential equations exhibit a certain symmetry rather than periodicity [–]. For exam-
ple, we denote byGLn(R) the n-dimensional general linear group over R and consider the
system
x′ = f (t,x), ′ = ddt , ()
where f : R ×Rn → Rn is continuous, and for some Q ∈GLn(R), the following aﬃne sym-
metry holds:





In the sense of (), we have the concept of an aﬃne-periodic system (APS for short).
Deﬁnition . The system () is said to be a (Q,T)-aﬃne-periodic system, if there exists
Q ∈GLn(R) and T >  such that




holds for all (t,x) ∈ R × Rn.
For APS (), we deﬁne its aﬃne-periodic solution as follows.
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Deﬁnition . If x(t) is a solution of APS () on R and
x(t + T) =Qx(t) ∀t, ()
then x(t) is said to be a (Q,T)-aﬃne-periodic solution.
As a structural property of functions, the aﬃne-periodicity is a generalization of pure
periodicity. Recently, some existence theorems as regards aﬃne-periodic solutions have
been proved forAPSs.We refer to [–]. Particularly, in [], the existence of aﬃne-periodic
solutions for APS () was established via topological degree theory. However, the existence
of aﬃne-periodic solutions for APSs when ‘time’ is not continuous has not been discussed
yet. The aim of this paper is to touch on such a topic for APSs on time scales.
A time scale is an arbitrary non-empty closed subset of R, often denoted by T. The
theory of time scales was ﬁrst introduced by Hilger [] in  in order to study diﬀer-
ences between discrete and continuous analysis. The time scale calculus oﬀers great help
on unifying discrete and continuous dynamic systems and presents a powerful tool for ap-
plications to economics and biology models, among others. Hence it has been attracting
more and more attention during the past years and the existence of solutions for systems
on time scales has become an interesting and popular topic. In this respect, Amster et
al. [] studied boundary value problems for dynamic systems and proved the existence
of solutions via topological degree theory; Lizama and Mesquita [] considered nonau-
tonomous dynamic equations and proved the existence of almost automorphic solutions
by assuming that the associated homogeneous equation of the system admits an exponen-
tial dichotomy. In the ﬁeld of second- and higher-order periodic problems, the lower and
upper solutions technique is a powerful tool and has been used in most of the studies, for
example, the work of Akin [] and Stehlik []. In this paper, we will establish a topological
degree theory to prove the existence of aﬃne-periodic solutions for APSs on time scales,
which is not very common in this area.
To discuss theAPSs on time scales, some basic notations and deﬁnitions are needed, and
most of them can be found in []. The ﬁrst basic and important concept in the theory of
time scales is the forward (backward) jump operator.
Deﬁnition . Let T be a time scale. For t ∈ T we deﬁne the forward jump operator σ :
T→ T by
σ (t) = inf{s ∈ T : s > t},
while the backward jump operator ρ : T→ T is deﬁned by
ρ(t) = sup{s ∈ T : s < t}.
In Deﬁnition ., we put inf∅ = supT and sup∅ = infT.
Deﬁnition . The graininess function μ : T→ [,∞) is deﬁned by
μ(t) = σ (t) – t.
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A point t ∈ T is called right-scattered if σ (t) > t, while if ρ(t) < t we say that t is left-
scattered. Points that are right-scattered and left-scattered at the same time are called
isolated. Also, if t < supT and σ (t) = t, then t is called right-dense, and if t > infT and
ρ(t) = t, then t is called left-dense. Points that are right-dense and left-dense at the same
time are called dense. If T has a left-scattered maximumm, then Tκ = T \ {m}, otherwise
T
κ = T. For a time scale T, we denote by [a,b]T ((a,b)T) the set [a,b]∩T ((a,b)∩T), where
a,b ∈ R. Then we have the deﬁnition of the so-called delta derivative.
Deﬁnition . Assume f : T→ Rn is a function and let t ∈ Tκ . Then we deﬁne f (t) to be
the vector (provided it exists) with the property that given any  > , there is a neighbor-










σ (t) – s
]∣∣ ≤ ∣∣σ (t) – s∣∣ for all s ∈U .
We call f (t) the delta derivative of f at t.
In order to describe classes of functions that are integrable, we need the following deﬁ-
nition.
Deﬁnition . A function f : T→ Rn is called rd-continuous provided it is continuous at
right-dense points in T and its left-sided limits exist (ﬁnite) at left-dense points in T. The
set of rd-continuous functions f : T→ Rn will be denoted by





Let f ∈ Crd. If F(t) = f (t), we have




Remark . F(t) is continuous on T when f ∈ Crd(T) (see Theorem . in []).
We also need the notion of periodic time scales which was introduced by Atici et al. [,
]. The following deﬁnition is borrowed from [–].
Deﬁnition . We say that a time scale T is periodic if there exists T >  such that if t ∈ T
then t ± T ∈ T. For T 
= R, the smallest positive T is called the period of the time scale.
Now, we can deﬁne the APSs on time scales.
Deﬁnition . LetT be aT-periodic time scale, f : T×Rn → Rn a rd-continuous function.
The system
x = f (t,x) ()
is said to be a (Q,T)-aﬃne-periodic system, if there exists Q ∈GLn(R) such that




holds for all (t,x) ∈ T× Rn.
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The solutions of dynamic equations on time scales are deﬁned as follows.
Deﬁnition . Consider the equation
x = f (t,x), ()
where f : T× Rn → Rn. A function x : T→ Rn is called a solution of () if




and x(t) satisﬁes () for all t ∈ T. Given t ∈ T and x ∈ Rn, the problem
x = f (t,x), x(t) = x
is called an initial value problem, and a solution of () with x(t) = x is called a solution
to this initial value problem.
Hence we have the deﬁnition of aﬃne-periodic solutions.
Deﬁnition . A function x : T → Rn is said to be an aﬃne-periodic solution of () if
x(t) is a solution of () and for any t ∈ T,
x(t + T) =Qx(t).
According to the deﬁnitions of APS on time scales and its solutions, we have the follow-
ing existence theorem. The proof can be found in Section .
Consider the APS
x = f (t,x), ()
where f : T × Rn → Rn is rd-continuous and ensures the uniqueness of solutions with
respect to initial value, Q ∈O(n), T is a T-periodic time scale.
Theorem . Let D⊂ Rn be a bounded open set. Assume the following hypotheses hold for
the system ().
(H) For each λ ∈ (, ], every possible aﬃne-periodic solution x(t) of the auxiliary equation
x = λf (t,x) satisﬁes the following: if x(t) ∈ D¯, then
x(t) /∈ ∂D ∀t ∈ [,T]T.
(H) The Brouwer degree
deg
(
g,D∩ Ker(I –Q), ) 
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P : Rn → Ker(I –Q) is an orthogonal projection.
Then () has at least one (Q,T)-aﬃne-periodic solution x∗(t) ∈D for all t ∈ [,T]T.
As an application of Theorem ., we have the following corollary on basis of Lyapunov
functions. The proof and two examples can be found in Section .











)∣∣ ≥ δ >  ∀∣∣x(t)∣∣ ≥M, t ∈ T. ()
If Ker(I –Q) 
= {}, for all x ∈ Ker(I –Q) and |x(t)| ≥M, t ∈ T,
∣∣〈x,Pf (t,x)
〉∣∣ ≥ δ > , ()
where P : Rn → Ker(I –Q) is an orthogonal projection.
Then the system () has at least one (Q,T)-aﬃne-periodic solution x∗(t).
Before starting our proof, we ﬁrst introduce some basic deﬁnitions and theorems in
Section .
2 Preliminaries
In this section, we shall recall some useful theorems and prove a lemmawhich will be used
in Section . The following theorem shows some easy and useful relationships concerning
the delta derivative.
Theorem . Assume f : T→ Rn is a function and let t ∈ Tκ . Then we have the following:
(i) If f is diﬀerentiable at t, then f is continuous at t.
(ii) If f is continuous at t and t is right-scattered, then f is diﬀerentiable at t with
f (t) = f (σ (t)) – f (t)
μ(t) .
(iii) If t is right-dense, then f is diﬀerentiable at t iﬀ the limit
lim
s→t
f (t) – f (s)
t – s
exists as a ﬁnite number. In this case
f (t) = lim
s→t
f (t) – f (s)
t – s .





= f (t) +μ(t)f (t).
To prove Corollary ., a chain rule is obviously necessary. The following chain rule is
due to Pötzsche [] and Keller [].
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Theorem . Let f : R → R be continuously diﬀerentiable and suppose that g : T→ R is
delta diﬀerentiable. Then f ◦ g : T→ R is delta diﬀerentiable and the formula










Consider the system (). Now a basic topic is to investigate the existence of (Q,T)-aﬃne-
periodic solutions x(t). The following lemma shows that this problem is equivalent to
proving the existence of solutions of a boundary value problem (BVP for short).
Lemma . Consider the system ().The existence of (Q,T)-aﬃne-periodic solutions of ()
is equivalent to the existence of solutions of the BVP
x = f (t,x),
x(T) =Qx().
Proof For any solution x(t) of (), let u(t) =Q–x(t + T). By Theorem .:
(i) If t is a right-dense point, we have
u(t) = lim
t→




















(ii) If t is a right-scattered point, we have
u(t) = u(σ (t)) – u(t)
μ(t)
= Q








By (i) and (ii), we see that u(t) is a solution of (). Since f (t,x) ensures the uniqueness of
solutions with respect to initial value and u() =Q–x(T), we know that u(t)≡ x(t) if and
only if x() =Q–x(T). 
Finally, as a useful tool in our proof, we introduce the deﬁnition of a retraction map.
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Deﬁnition . Let X be a topological space and A a subspace of X. Then a continuous
map r : X → A is called a retraction if the restriction of r to A is the identity map on A.
3 Proof of Theorem 1.1
By a coordinate transformation, we can always make  ∈ T without loss of generality.
Consider the BVP of the auxiliary equation
x = λf (t,x), ()
x(T) =Qx(), ()










Denote x() by x. Then








where I is the identity matrix.
Consider () in two parts:
(I) If Ker(I –Q) 
= {}.






without loss of generality, where (I –Q)– exists.
Let P : Rn → Ker(I –Q) be the orthogonal projection. Then



























where xKer ∈ Ker(I –Q), x⊥ ∈ Im(I –Q) and x = xKer + x⊥.
Let J = (I –Q)|Im(I–Q). It is easy to see that J – exists. Thus () is equivalent to
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Thus we have











x : [,T]T → Rn : x(t) is continuous on [,T]T
}
,
and deﬁne the norm as ‖x‖ = supt∈[,T]T |x(t)|. It is easy to see that X is a Banach space with
the norm ‖ · ‖.








 Pf (τ ,x(τ ))τ
xKer – λJ –(I – P)
∫ T
 f (τ ,x(τ ))τ + λ
∫ t
 f (τ ,x(τ ))τ
)
, ()
where λ ∈ [, ]. We claim that each ﬁxed point x of T in X is a solution of BVP ()-().









 Pf (τ ,x(τ ))τ
xKer – λJ –(I – P)
∫ T
 f (τ ,x(τ ))τ + λ
∫ t












τ = , ()















By (), we know that

























Since () holds, we have
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By () and (), we know that () holds. Thus








































It means that the ﬁxed point x is a solution of BVP ()-().
Now, we need to prove the existence of ﬁxed points of T .
Take a constantM which satisﬁesM > supt∈[,T]T ,x∈D¯ |f (t,x)|, and let
Xλ =
{










It is easy to make a retraction αλ : X → Xλ.









 Pf (τ ,αλ ◦ x(τ ))τ
αλ ◦ xKer – λJ –(I – P)
∫ T
 f (τ ,αλ ◦ x(τ ))τ
+λ
∫ t
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is a homotopy, where
(
xKer,x,λ
) ∈ (D∩ Ker(I –Q)) × D˜× [, ],
D˜ =
{




 /∈ (id–H)(∂((D∩ Ker(I –Q)) × D˜) × [, ]), ()
where id is the identity operator.
Suppose, on the contrary, that there exists (xˆKer, xˆ, λˆ) ∈ ∂((D∩ Ker(I –Q))× D˜)× [, ],
such that (id–H)(xˆKer, xˆ, λˆ) = . As xˆKer ∈ ∂(D∩ Ker(I –Q))⊂ ∂D is contradictory to (H);
we know that xˆKer /∈ ∂(D ∩ Ker(I –Q)). In other words, xˆ ∈ ∂D˜. Then () can be proved
as follows:
(i) When λˆ = , by the deﬁnition of set Xλ, we have
X =
{

























It means that xˆ(t) ≡ xˆ() for all t ∈ [,T]T. Take xˆ(t) = p, we have α ◦ xˆKer = xˆ(t) = p.
Consequently T
∫ T
 Pf (τ ,p)τ = , and this is equivalent to g(p) =  by the deﬁnition of
g(a). Notice that xˆ ∈ ∂D˜ and D˜ = {x ∈ X : x(t) ∈ D ∀t ∈ [,T]T}. Hence there exists t ∈
[,T]T such that xˆ(t) ∈ ∂D. As xˆ(t)≡ p for all t ∈ [,T]T, we obtain p ∈ ∂D. Thus we have
p ∈ ∂D and g(p) = . It is contradictory to (H) because theBrouwer degree deg(g,D, ) 
= .











 Pf (τ ,αλˆ ◦ xˆ(τ ))τ
αλˆ ◦ xˆKer – λˆJ –(I – P)
∫ T
 f (τ ,αλˆ ◦ xˆ(τ ))τ
+λˆ
∫ t




























τ ,αλˆ ◦ xˆ(τ )
)
τ . ()


























τ ,αλˆ ◦ xˆ(τ )
)∣∣τ
≤ λˆM.
By the deﬁnition of Xλ, we obtain xˆ ∈ Xλˆ, which means that αλˆ ◦ xˆ = xˆ. Thus () is equiv-
alent to












τ , xˆ(τ )
)
τ .
By a similar discussion to (), we can prove that xˆ(t) is a solution of BVP ()-(). By
hypothesis (H), we know that xˆ(t) /∈ ∂D for any t ∈ [,T]T. It is contradictory to xˆ ∈ ∂D˜.
By (i) and (ii), we obtain
 /∈ (id–H)(∂((D∩ Ker(I –Q)) × D˜) × [, ]).


















D∩ Ker(I –Q)) × D˜, )
= deg
(
g,D∩ Ker(I –Q), )

= .





= T̂ (xˆ∗Ker, xˆ∗(t), 
)
. ()
Similar to the proof in (ii), we get xˆ∗ ∈ X. Then
T̂ (xˆ∗Ker, xˆ∗(t), 
)
= T (xˆ∗Ker, xˆ∗(t), 
)
. ()
By () and (), we see that xˆ∗ is a ﬁxed point of T in X. Thus xˆ∗(t) is a solution of BVP
()-().
(II) If Ker(I –Q) = {}.
In this case, (I –Q)– exists. Then








Hypothesis (H) will not be needed anymore. Consider the homotopy












τ ,αλ ◦ x(τ )
)
τ .
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Similar to the proof when Ker(I –Q) 
= {}, we have  /∈ (id–H)(∂D˜× [, ]). Hence
deg
(
id–H(·, ), D˜, ) = deg(id–H(·, ), D˜, )
= deg(id, D˜, )
= .
It means that there exists xˆ∗, which satisﬁes xˆ∗(t) ∈D for all t ∈ [,T]T, such that





τ , xˆ∗(τ )
)
τ .
Therefore xˆ∗(t) is a solution of BVP ()-().
By Lemma . and the proofs in (I) and (II), it is easy to see that APS () has a (Q,T)-
aﬃne-periodic solution x∗(t), which is an extension of xˆ∗(t) on T. By hypothesis (H) and
xˆ∗(t) ∈D for all t ∈ [,T]T, we know that x∗(t) ∈D for all t ∈ [,T]T.
4 Proof of Corollary 1.1
















p ∈ Rn : V (p) <M + }.
Clearly, D is bounded. We claim that for λ ∈ (, ], every possible (Q,T)-aﬃne-periodic
solution x(t) of () satisﬁes (H).
In fact, assume that x(t) is a (Q,T)-aﬃne-periodic solution of (), Q ∈O(n). Set u(t) =
V (x(t)). Then





















hence u : T → R+ is T-periodic. Thereby there exists tj ∈ [,T) ∩ T and t ∈ [,T] ∩ T
with tj ↗ t or tj ↘ t such that
u(tj)→ sup
[,T]T
u(t), tj → t. ()
By Deﬁnition ., we know that x ∈ C(T,Rn). Hence u(t) = sup[,T]T u(t). By Theo-







































Consequently, by the deﬁnition of D and (), we have
x(t) ∈D ∀t.
Thus (H) holds.
If Ker(I –Q) = {}, by the proof of Theorem ., we know that the system () admits a
(Q,T)-aﬃne-periodic solution.




g,D∩ Ker(I –Q), ) 
= .
Indeed, let BM = {p ∈ Rn : |p| <M}. Consider the homotopy
H(p,λ) = λ sgn
(〈∇V (·),Pf (t, ·)〉|∂(BM∩Ker(I–Q))
)∇V (p) + ( – λ)g(p),
where (p,λ) ∈ (BM ∩ Ker(I –Q))× [, ]. It follows that
〈∇V (p),H(p,λ)〉 = λ sgn(〈∇V (·),Pf (t, ·)〉|∂(BM∩Ker(I–Q))
)∣∣∇V (p)∣∣
+ ( – λ)
〈∇V (p), g(p)〉. ()
For any (p, t) ∈ ∂(BM ∩ Ker(I –Q))× R, by (), we know that the sign of 〈∇V (p),Pf (t,p)〉
does not change. By the deﬁnition of g(a), we have











It means that 〈∇V (p), g(p)〉 always has the same sign with 〈∇V (p),Pf (t,p)〉. Also, by (),
we know that |∇V (p)| 
=  when p ∈ ∂(BM ∩Ker(I –Q)). Consequently, the right hand side
of () is nonzero.
Thus
〈∇V (p),H(p,λ)〉 
=  ∀(p,λ) ∈ ∂(BM ∩ Ker(I –Q)
) × [, ],
which implies that  /∈H(∂(BM ∩ Ker(I –Q))× [, ]).
The homotopy invariance of the Brouwer degree implies
deg
(





(〈∇V (·),Pf (t, ·)〉|∂(BM∩Ker(I–Q))
)∇V ,BM ∩ Ker(I –Q), 
)




(〈∇V (·),Pf (t, ·)〉|∂(BM∩Ker(I–Q))
)




Hence hypothesis (H) holds. Thus Corollary . follows from Theorem ..
5 Examples
As an application of Theorem ., Corollary . is very useful and more directly. In this
section, we will show two examples and prove the existence of aﬃne-periodic solutions of
them by using Corollary ..
Example . Let T be a π-periodic time scale. Consider the system
x(t) = x(t) + sin t. ()
LetM be a constant large enough. Set V (x) = x, f (t,x(t)) = x(t) + sin t. We have
f
(
t + π ,x(t)
)
= x(t) + sin(t + π )






Hence () is a π-aﬃne-periodic system. Then when |x| >M, it is easy to see that













x(t) + hμ(t)f (t,x)
}
dh
= xf (t,x) + μ(t)f (t,x)

= x + x sin t + μ(t)
(
x + sin t
) > δ >  ∀t ∈ T.
Also, since P = id, we have
∣∣x + x sin t
∣∣ >  ∀|x| >M, t ∈ T.
By Corollary ., () has a π-periodic solution.
Example . Let T be a -periodic time scale. Consider the system







cos(π – ) – sin(π – )  
sin(π – ) cos(π – )  
   
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Then () is a (Q, )-aﬃne-periodic system. Let
f (t,x) = |x|x + (sin t, cos t, sinπ t, cosπ t)T,










)∣∣ ≥ δ >  ∀t ∈ T.






   
   
   









〉∣∣ >  ∀|x| >M, t ∈ T.
By Corollary ., () has a (Q, )-aﬃne-periodic solution.
6 Conclusion
In this paper, we considered the aﬃne-periodic systems on time scales and provided The-
orem .. This theorem asserts the existence of aﬃne-periodic solutions in a certain topo-
logical formalism. As an application of Theorem ., we proved Corollary . and gave two
examples. The aﬃne-periodicity is a new and attractive topic in this area, and many sig-
niﬁcant problems remain to be further studied. In our forthcoming papers, we will discuss
the aﬃne-periodic solutions for impulsive equations. Besides, aﬃne-periodic solutions of
higher-order equations and delay equations etc. are also very interesting problems.
Competing interests
The authors declare that they have no competing interests.
Authors’ contributions
All authors jointly worked on deriving the results and approved the ﬁnal manuscript.
Author details
1School of Science, Communication University of China, Beijing, 100024, P.R. China. 2School of Mathematics and Statistics
and Center for Mathematics and Interdisciplinary Sciences, Northeast Normal University, Changchun, 130024, P.R. China.
Acknowledgements
This work was partially supported by NSFC Grant 11171132. We are deeply grateful to the anonymous referee for his/her
patience and valuable comments.
Received: 23 January 2015 Accepted: 4 September 2015
References
1. Wang, C, Yang, X, Li, Y: Aﬃne-periodic solutions for nonlinear diﬀerential equations. Rocky Mt. J. Math. (2015).
http://projecteuclid.org/euclid.rmjm/1422885192
2. Wang, H, Yang, X, Li, Y: Rotating-symmetric solutions for nonlinear systems with symmetry. Acta Math. Appl. Sinica
(Engl. Ser.) 31(2), 307-312 (2015)
3. Zhang, Y, Yang, X, Li, Y: Aﬃne-periodic solutions for dissipative systems. Abstr. Appl. Anal. 2013, Article ID 157140
(2014)
4. Li, Y, Huang, F: Levinson’s problem on aﬃne-periodic solutions. Adv. Nonlinear Stud. 15(1), 241-252 (2015)
Wang and Li Advances in Diﬀerence Equations  (2015) 2015:286 Page 16 of 16
5. Hilger, S: Analysis on measure chains - a uniﬁed approach to continuous and discrete calculus. Results Math. 18,
18-56 (1990)
6. Amster, P, Rogers, C, Tisdell, CC: Existence of solutions to boundary value problems for dynamic systems on time
scales. J. Math. Anal. Appl. 308(2), 565-577 (2005)
7. Lizama, C, Mesquita, JG: Almost automorphic solutions of dynamic equations on time scales. J. Funct. Anal. 265(10),
2267-2311 (2013)
8. Akin, E: Boundary value problems for a diﬀerential equation on a measure chain. Panam. Math. J. 10(3), 17-30 (2000)
9. Stehlik, P: Periodic boundary value problems on time scales. Adv. Diﬀer. Equ. 2005(1), 81-92 (2005)
10. Bohner, M, Peterson, A: Dynamic Equations on Time Scales: An Introduction with Applications. Birkhäuser, Boston
(2001)
11. Atici, FM, Guseinov, GS, Kaymakcalan, B: Stability criteria for dynamic equations on time scales with periodic
coeﬃcients. Dyn. Syst. Appl. 3, 43-48 (1999)
12. Kaufmann, ER, Raﬀoul, YN: Periodic solutions for a neutral nonlinear dynamical equation on a time scale. J. Math.
Anal. Appl. 319(1), 315-325 (2006)
13. Ardjouni, A, Djoudi, A: Existence of periodic solutions for nonlinear neutral dynamic equations with variable delay on
a time scale. Commun. Nonlinear Sci. Numer. Simul. 17(7), 3061-3069 (2012)
14. Pötzsche, C: Chain rule and invariance principle on measure chains. J. Comput. Appl. Math. 141(1), 249-254 (2001)
15. Keller, S: Asymptotisches Verhalten invarianter Faserbündel bei Diskretisierung und Mittelwertbildung im Rahmen
der Ananlysis auf Zeitskalen. Ph.D. thesis, University of Augsburg (1999)
