Abstract-We propose a new capacity-achieving code for the private information retrieval (PIR) problem, and show that it has the minimum message size (being one less than the number of servers) and the minimum upload cost (being roughly linear in the number of messages) among a general class of capacityachieving codes, and in particular, among all capacity-achieving linear codes. Different from existing code constructions, the proposed code is asymmetric, and this asymmetry appears to be the key factor leading to the optimal message size and the optimal upload cost. The converse results on the message size and the upload cost are obtained by a strategic analysis of the information theoretic proof of the PIR capacity, from which a set of critical properties of any capacity-achieving code in the code class of interest is extracted.
I. INTRODUCTION
The private information retrieval (PIR) problem addresses the following scenario. A total of K messages, each of L bits (or L symbols in some finite alphabet), are replicated at N servers. A user wishes to retrieve one of the messages without revealing the identity of the desired message to any individual server. To retrieve this message, the user generates one query for each server and each server will return an answer to the user. To ensure that each server learns nothing about which message is being retrieved in the information theoretic sense, each query must be marginally independent of the desired message index.
In PIR systems, the most important measure of efficiency is the retrieval rate, defined as the number of message information bits that can be retrieved per bit of downloaded data from the servers. The maximum value of retrieval rate of a PIR system is referred to as its capacity, and the problem of characterizing the capacity is of fundamental importance in this setting. This problem was recently settled in [1] where the capacity was found to be
Other notable efforts and generalizations on the PIR problem in the coding and information theory literature can be found in, e.g., [2] - [22] . In the previous works where the PIR capacity is concerned, such as [1] , [2] , [12] , [14] , [16] - [18] , it is usually assumed
The work of C. Tian was supported in part by CCF- 18-32309. that the message length L is sufficiently large (L is allowed to go to infinity). As a consequence, the corresponding code constructions in the literature are usually built by recursively layering message symbols and parity symbols using symmetry relations, resulting in codes that can only be applied on very long messages. The number of symbols in each message that a code can be applied on is sometimes referred to as the sub-packetization factor of the code. A smaller message length (sub-packetization factor) means that the code is more versatile, has less constraints, and may lead to more efficient implementation in practice. Another design factor that is of practical importance is the possible number of queries that each server needs to accommodate, i.e., the cardinalities of the query sets. Small cardinalities of the query sets imply that, firstly, the amount of information that needs to be sent to the servers (often referred to as the upload cost) is small during the query operation, and secondly, the servers only need to compute a small set of functions, both of which lead to simpler and more efficient system implementation.
In this work, we consider the construction of capacityachieving PIR codes, and provide a simple capacity-achieving code construction, which has the minimum message size and the minimum upload cost. More precisely, the message size is (N − 1) bits, whereas in contrast, the message sizes of existing capacity-achieving code constructions are of the order O(N K ); similarly, the upload cost of the proposed code is N (K − 1) log 2 N bits, while existing constructions have an upload cost of N K log 2 (
). In other words, the proposed construction is able to provide exponential orders of reduction comparing to the existing arts.
The rest of the paper is organized as follows. Section II provides the problem definition and the necessary notation. Section III gives the proposed PIR code construction. The converse results on the minimum message size and the minimum upload cost are given in Section IV. Finally, Section V concludes the paper.
II. MODEL AND PRELIMINARIES
In this section, we provide a formal problem definition, as well as the necessary notation for subsequent discussions. A slightly different indexing method is chosen in this work: instead of the more conventional indexing of starting at 1, the indexing here starts at 0.
A. System Model
In the PIR problem, there are a total of N servers, each storing a copy of K messages, denoted as W 0 , W 1 , . . . , W K−1 , respectively. A user wishes to retrieve a message W k , k ∈ {0, 1, . . . , K −1}, however at the same time wishes to keep the identity of that message as a secret to any one of the servers. For this purpose, the user, using a random input F as the key, chooses a set of queries, Q 0:N −1 = (Q 0 , Q 1 , . . . , Q N −1 ), one per server, and sends the queries to the servers. Server-n responds with an answer A n , which depends on the messages stored at the server and the received query. Using all the answers A 0:N −1 = (A 0 , A 1 , . . . , A N −1 ) from all the servers, together with the values of F and k, the user then reconstructs W k . The privacy requirement stipulates that at each server, the probability distributions on the allowed queries are identical for all the messages, thus the server cannot learn any information regarding which message is being requested.
Let us denote the set of possible queries for server-n as Q n , and denote its cardinality as |Q n |. Assume that the random key F is uniformly distributed on a certain finite set F. Moreover, a message W k consists of L symbols, each symbol belonging to a finite alphabet X . The messages are mutually independent, each of which is uniformly distributed on X L . We further allow the query answers to be represented as a variable length vector, whose elements are in the finite alphabet Y, though our code construction will eventually only use Y = X . Definition 1. An N -server private information retrieval (PIR) code for K messages, each of L-symbols in the alphabet X , consists of 1) N query functions:
i.e., the user chooses the query Q
[k] n = φ n (k, F) for server-n, using the index of the desired message and the random key F;
2) N answer length functions:
i.e., the length of the answer at each server, a nonnegative integer, is a deterministic function of the query, but not the particular realization of the messages;
3) N answer functions:
where n = n (q n ) with q n ∈ Q n being the (random) query for server-n, Y is the coded symbol alphabet, and in the sequel we shall write the query answer as A
n , W 0:K−1 ) when the message index k is relevant; 4) A reconstruction function using the answers from the servers together with the desired message index and the random key:
is the retrieved message. These functions should satisfy the following two requirements:
It is in fact without loss of generality to restrict F and Q n 's to be certain finite sets of integers, however we allow them to be more general sets, which will facilitate describing more concisely the proposed PIR code construction.
Definition 2.
A PIR code is called decomposable, if Y is a finite Abelian group, and for each fixed n ∈ {0, 1, . . . , N − 1} and q ∈ Q n , the answer function ϕ n (q, W 0:K−1 ) can be written in the form
where ⊕ represents addition in the finite group Y, and each ϕ
Definition 3. If a decomposable PIR code has the property that any component function ϕ
or it maps everything to the same value, i.e.,
then the PIR code is called uniformly decomposable.
The terminology "decomposable" comes from (8) which restricts each coded symbol to be a summation (in the Abelian group) of the component functions on the individual messages. A uniformly decomposable PIR code has the additional property that the mappings ϕ (q) n,i,k will preserve a uniform probability distribution on the coded symbol alphabet, unless the induced random variable is in fact deterministic. The notion of decomposable codes considerably generalizes the notion of linear codes. In particular, linear codes on finite fields are uniformly decomposable, and linear codes defined on modules over a ring [23] , [24] are decomposable (and some are uniformly decomposable); it also naturally includes codes defined on cosets of a binary lattice and some nonlinear codes.
Decomposable codes can be simply represented as
where W 0:K−1 is viewed as a length-K vector whose components are in the alphabet X L , and G (q)
n is a matrix of dimension K × n whose elements G (q) n,i,k are functions X L → Y with the "·" operation between W k and the matrix element G (q) n,i,k defined as
For linear codes defined on a finite field X , the function ϕ
is the inner product between the length-L message vector W k , and a fixed length-L coding coefficient vector in the same finite field. In this case, W 0:K−1 can be alternatively written as a length-KL vector in the alphabet X , and the matrix G (q) n can be further expanded as a KL × n matrix whose elements are also in X , and the finite field addition and multiplication will be used in the matrix multiplication. Such a matrix G (q) n is in fact simply the familiar generator matrix of linear codes [25] .
B. Performance Metrics
The performance of an N -server PIR code can be measured using the following three quantities:
1) The retrieval rate
which is the number of bits of desired message information that can be privately retrieved per bit of downloaded data. It was shown in [1] that the retrieval rate is upperbounded by the PIR capacity C, i.e., R ≤ C, which is a function of (N, K) as given in (1).
2) The message size L log 2 |X |, which is the number of bits to represent each individual message, which should be minimized such that the resulting code is more versatile. We refer to the parameter L as the message length, while the definition of the message size also takes into account the alphabet size |X |.
3) The upload cost
which is the number of bits required to send the queries to the servers. This quantity should be minimized for an efficient PIR code, since a smaller upload cost implies less user-to-server communication, and simpler server functions as mentioned earlier. The code construction we shall propose in this work is optimal in the following senses:
1) It is capacity-achieving R = C, i.e., the retrieval rate is optimal;
2) It has the smallest, thus optimal, message size among all capacity-achieving uniformly decomposable codes; 3) It has the smallest, thus optimal, upload cost among all capacity-achieving decomposable codes.
III. A NEW CAPACITY-ACHIEVING PIR CODE
A. The New PIR Code
The code we propose, which will be referred to as the Nary-indexed PIR code, has the following parameter:
The query sets at the servers are defined as
where (·) N means the modulo N operation. In other words, the queries are length-K vectors, whose elements are in the set {0, 1, . . . , N − 1}; the query set for server-n is all such vectors whose elements sum up to n under modulo N . It is easy to see that
since the first K − 1 digits of the query, i.e., (q n,0 , q n,1 , . . . , q n,K−2 ), can take any value in the set {0, 1, . . . , N − 1} K−1 , however, for a fixed server-n, the last digit is then uniquely determined in the set Q n .
The sample space of the random key is defined as F = {0, 1, . . . , N − 1} K−1 , and thus the random key F can be written as
where
, is a length-L vector and thus by pre-pending a dummy variable W k,0 0, can be written as
where (W k,1 , . . . , W k,N −1 ) is the true information payload of the message W k . Without loss of generality, we shall assume X = {0, 1, · · · , |X | − 1}, which, together with the modulo addition operation ⊕, forms a finite group (X , ⊕). The choice of X = {0, 1} is particularly attractive since each symbol is a bit and the group addition is simply binary XOR, and in this case, the binary group can also be viewed as the binary field. We next provide the precise forms of the four coding functions with the parameter and the relevant sets defined above, which constitute the proposed code:
1) The query function φ n for n ∈ {0, 1, . . . , N − 1} is (20) where
In other words, all digits except the k-th digit in the query vector are copied from F, while the k-th digit is set to match the unique value in the query set at this server. This query can be equivalently written as Q [k] n,0:K−1 since it is a length-K vector.
2) The answer length function n for n ∈ {0, 1, . . . , N − 1} is n (n, q) = 0 (n, q) = (0, (0, 0, . . . , 0)) 1 otherwise .
In other words, there is only one query at the 0-th server that will induce 0 = 0, while all other queries at all other servers will induce an answer of a single symbol.
3) The answer function ϕ n for n ∈ {0, 1, . . . , N − 1} is
where ⊕ is the addition operation in the group X , and
4) The answers from the servers are
The message W k can now be reconstructed by computing
where is subtraction in the Abelian group X .
The correctness of this code is almost immediate, once we observe that in (25) , as n ranges in the set {0, 1, . . . , N − 1}, the corresponding value (n − F * k ) N exhausts all possible values in {0, 1, . . . , N −1} as well. This implies all the elements W k,n , n ∈ {0, 1, . . . , N − 1} are recovered, and thus the message is correctly reconstructed. The privacy of the code is also almost immediate, as for any k ∈ {0, 1, . . . , K − 1}, n ∈ {0, 1, . . . , N − 1}, and q ∈ Q n ,
i.e., the queries are sent to a server with a uniform distribution on the respective query set. Since at each server, each answer is sent with probability N −K+1 , and only one answer in server-0 has length 0 while all other answers have length 1, the rate of the code is
i.e., achieving the capacity. The upload cost is simply
which is roughly linear in K for any fixed N . We summarize the properties of the proposed PIR code construction in the following theorem. Theorem 1. The N -ary-indexed PIR code is correct, privacypreserving, and capacity-achieving. Among all capacityachieving uniformly decomposable PIR codes, it has the smallest message size, which is N − 1. Among all capacityachieving decomposable PIR codes, it has the lowest upload cost, which is N (K − 1) log 2 N .
The optimality in terms of the message size and the upload cost is proved in Section IV. The capacity-achieving code in [1] has a message size of L = N K and an upload cost of N K log 2 (
), while the one in [21] has a message size 1 of L = N K−1 and an upload cost of N K log 2 (
). Therefore, the proposed code construction is able to provide an exponential order of improvements over the existing ones in the literature.
B. An Example for (N, K) = (3, 3)
Here we use (N, K) = (3, 3) to illustrate the general code construction. The code will have L = N −1 = 2, and we shall denote c 2 ) , where all the elements are in the binary field {0, 1}. As described in the general code construction, we extend these messages by pre-pending one dummy element to each of them, denoted as a 0 = b 0 = c 0 = 0, to form
In Table I , we provide the query set Q n at each server, as well as the corresponding answers.
Let us consider the case where the random key is chosen to be F = (0, 2), and the message being requested is W 1 , then the three queries sent to the servers are
i.e., the middle digit in the query is chosen to be the unique value in each query set, and the other two digits are set according to F = (0, 2). The answers are thus 
It is clear that b 1 and b 2 can be recovered from these answers by subtracting A 2 = c 2 from A 0 and A 1 . The code is also privacy-preserving, since regardless of the message being requested, a query element is being sent with probability 1/9. The retrieval rate here is easy to compute as
which matches the capacity of this system.
IV. LOWER BOUNDING THE MESSAGE SIZE AND THE UPLOAD COST
In this section, we first provide a set of properties that any capacity-achieving codes need to have, and then provide lower bounds on the message size and the upload cost, which rely on these properties. The proof details are omitted here due to space constraints, but can be found in [26] .
A. Properties of Capacity-Achieving Decomposable Codes
We first provide a detailed analysis of capacity-achieving codes, from which three important properties are derived, given in two lemmas. The analysis is a refinement of the converse proof given in [1] , however, with the emphasis on the necessary conditions for optimal codes. A similar approach was used in [27] to analyze optimal joint source-channel codes. Lemma 1. For any PIR code, we have
Moreover, for any PIR code that the equality holds for all k ∈ {0, 1, . . . , K −1} in (31), let q 0:N −1 = (q 0 , q 1 , . . . , q N −1 ) be a set of queries for which Pr(Q are mutually independent, where A (qn) n is the answer from server-n when the query Q
[k] n = q n . Remark: For decomposable codes, we can further write
Also note that for linear codes, the independence relation given above implies that the columns of the matrices G
are linearly independent. Recall that for decomposable codes, the answer for a query Q n = q at server-n can be written as
n , or more concisely, sometimes represented by the coding function matrix G (q) n alone. The next lemma involves submatrices of G (q) n , with the rows corresponding to a subset of the messages removed, say {W i , i ∈ A}; we shall write such a submatrix as G with the middle row corresponding to the message W 1 removed.
Lemma 2. Let π : {0, 1, . . . , K − 1} → {0, 1, . . . , K − 1} be a permutation function. For any PIR code, for any k ∈ {1, 2, . . . , K − 1},
Moreover, for any decomposable code for which the equality holds for any k and π(·) in (33), let q 0:N −1 = (q 0 , q 1 , . . . , q N −1 ) be a set of queries for which Pr(Q be the corresponding answer coding matrices, then P2. Identical information for the residuals: the N random variables
are deterministic of each other; P3. Independence of the requested message signals: the random variables
Remark: The property of decomposable codes was used in the proof of Lemma 2, where the answers are decomposed into separate components according to the messages W k 's, with which relations among these answers are derived. Such decomposition does not apply on other possible code classes, and thus the proof cannot be done using the same argument.
Theorem 2. Any capacity-achieving decomposable PIR code must have the properties P1-P3.
Remark: These properties place structural constraints on any capacity-achieving decomposable codes. Particularly, P2 states that the interference signals in the retrievals need to be deterministically related (to each other), and P3 states that the useful contents (on the requested message) in the retrievals should be mutually independent of each other.
B. Minimum Message Size
We have the following theorem, which provides a lower bound on the minimum message size for capacity-achieving uniformly decomposable codes.
Theorem 3. The message size of any uniformly decomposable capacity-achieving PIR code is greater than or equal to (N − 1) log 2 |Y|; in particular, it must be greater than or equal to (N − 1).
The intuition behind this proof is as follows: because of the properties P1-P3, in some query combinations, there need to be at least (N − 1) servers contributing to the useful information on the requested message. Because such contributions in uniformly decomposable codes must be at least 1 bit each, the total message size must be at least (N − 1) bits.
C. Minimum Upload Cost
Theorem 4. The upload cost of any capacity-achieving decomposable PIR code is greater than or equal to N (K − 1) log N .
The intuition behind the proof is as follows: due to the privacy constraint, each answer can be used to retrieve any message k. Applying this intuition in an iterative manner together with properties P1-P3, we can then reach the desired bound on the upload cost. Remark: Although Theorem 4 is stated in terms of the total upload cost, in the proof, we actually show that the upload cost at each individual server is greater than or equal to (K − 1) log N .
V. CONCLUSION
We proposed a new capacity-achieving PIR code construction, which has the optimal message size and the optimal upload cost. The key to the significant reduction of both factors, comparing to existing constructions, appears to be the asymmetry in the proposed code. In order to prove converse bounds for the optimal message size and the optimal upload cost, we extracted certain critical structures in the converse proof of the PIR capacity, and then utilized these structural properties to obtain the desired bounds. The problem symmetry is of interest in its own right, but not included here due to space constraint; details can be found in [26] .
