Complex domain calibration is an efficient method to correct the amplitude and phase of a spectrum obtained from a Fourier transform spectrometer. This method is, however, not directly applicable in the occurrence of a zero path difference (ZPD) shift between a scene interferogram and calibration blackbody interferograms. This situation is likely to happen for a system with thermal instabilities. It is found that a ZPD shift smaller than 1 sampling point can cause a large disagreement between the spectra evaluated from the two interferometer sweep directions. We have developed an algorithm for a complex calibration in the presence of ZPD shifts. The restricting aspect of the real-time capability is taken into account.
Introduction
The Defence Research and Development Canada (DRDC) Valcartier Spectral and Geospatial Exploitation section is the focal point for infrared (IR) spectral imagery measurements and research in IR multi-and hyperspectral instrumentation and signal processing. Currently, this laboratory supports two key spectral imagers (SI) designed for field measurements (AIRIS [1] and PIRATES [2] ), and a third, Mini-PIRATES, which is similar to AIRIS but designed for both field and laboratory applications. The AIRIS instrument is designed for airborne applications (typically using a Convair 580 or DC-3 aircraft at an altitude of ∼1 km). The objective of this instrument is the detection of ground targets such as chemical vapors and man-made objects (construction materials and car paint). The PIRATES and Mini-PIRATES instruments are designed for ground-based measurements. For moving targets, such as aircraft, PIRATES and Mini-PIRATES are mounted on a tracking pedestal operated manually. These instruments are used to measure, for example, rocket motor plumes, for model validation, and signatures from IR decoy flares used for aircraft protection [3] . The DRDC SI are typically used to record~1 min acquisitions, where an acquisition is defined by a succession of single scans (not coadded).
All of these SI instruments use interferometry with 8 × 8 element detector arrays to provide the spatial resolution. These systems can cover a very large IR region, capable of generating data spanning from 2 to 12 μm (830 to 5000 cm −1 ), with the use of MCT and InSb detectors. Spectral resolutions can be varied from a maximum of 1 to a minimum of 16 cm −1 . Temporal resolution is also high for this type of instrumentation, spanning 4 to 50 scans per second, depending on the spectral resolution. Sensitivity and area coverage are varied through the use of a number of different telescopes and output optics.
In this paper, an algorithm for processing raw SI data is reviewed, and the recent developments correcting some of the problematic results are addressed. Among them is an algorithm using a Revercomb et al. calibration approach [4] , even in cases with a zero path difference (ZPD) shift between a scene interferogram and the calibration blackbody (BB) interferogram. The origin of ZPD shifts have been attributed to the thermal fluctuations within the detection system [5] . Indeed, our imaging systems are not thermally stabilized-an adjustment that would result in high cost and heavier equipment. Thermal variations within our systems are due largely to in-field operation: the AIRIS system, for example, is subject to airflow from beneath the aircraft. According to the aircraft speed and altitude and atmospheric conditions, variation of 10-15°C in temperature can be observed within the instrument between times of measurement and calibration.
The calibration process is a vital step in data processing; it is necessary to obtain accurate target signatures. A project is currently in progress at DRDC to implement a real-time calibration capability into the Fourier transform spectrometers (FTS). Because of the large amount of data collected during trials, the time needed to calibrate all signatures is usually counted in weeks. With a real-time calibration system, radiometric calibration becomes part of the measurement process. The current paper reviews the algorithms that have been developed to correct for the spectral effect caused by the ZPD shifts, with real-time implementation constraints. ZPD shifts between the BB interferograms used for calibration are also considered.
The details of the ZPD shift algorithms are explained in Section 2. The usefulness of the algorithm is highlighted in Section 3 and tested with recently acquired AIRIS data. Section 4 contains our summary and conclusions.
Algorithms for Zero Path Difference Shift Corrections
This section describes the details of our FTS calibration method, with emphasis on the details of the algorithms used to avoid problems caused by the ZPD shifts. In a first instance, the correction method for the ZPD shift between the calibration BB interferograms is discussed. Thereafter, the method for the correction of the ZPD shift between a scene interferogram and the calibration BB interferograms is explained.
A. Extraction of Calibration Parameters
The raw data coming from our FTS instruments are double-sided interferograms I. A complex uncalibrated spectrum at a wavenumber σ is obtained from a discrete Fourier transform of the raw interferogram [6] :Ŝ
where Δx is the spacing sampling and N is the number of points in the interferogram. Being based on HeNe laser metrology, this spacing corresponds to the laser wavelength: Δx ¼ λ He−Ne . The interferogamÎ, apodized with a typical cosine function, is obtained fromÎ
The apodization reduces negative features in the corresponding spectrum that are caused by the finite optical path displacement. The photovoltaic MCT and InSb detectors follow the same linear relationship between the incoming and detected intensities [7] , such that only two BB measurements are necessary to calibrate the systems. However, to evaluate the possible ZPD shifts, at least three BB measurements are necessary:
It is assumed that the instrument line shape [6] is a narrow function compared to the spectral features of the source. This is obviously true for a BB source. The radiance and emissivity of the BBs are, respectively, denoted by B i and ϵ i (i ¼ a refers to ambient, i ¼ H stands for hot, with B H 1 hotter than B H 2 ). The instrument self-emission is given by O (it contains a real and an imaginary part, as discussed in Ref. [4] ), R is the detector responsivity, ϕ is the phase of the instrument, while ψ a and ψ b are phases, evaluated relatively to ϕ, and thus e iψ a and e iψ b are evaluated relatively toŜ H 1 . Those relative phases are caused by ZPD shifts between the BB interferograms. The variable B R represents the radiance of the environment (which is at a temperature T R ) emitted onto the BB surface. We use the ambient temperature as an estimate of the reflected temperature:
We thus obtain
For B H 1 ≫ O, which corresponds to a hot BB temperature, we have
Assuming nothing more than a relative ZPD shift between the BB interferograms, we can write the relative phases as ψ
where Δn a;b corresponds to the ZPD shifts in terms of sampling bin numbers (can be negative or positive). An estimate of the parameter d a is evaluated from a minimization of the χ a function:
The sum is done over the wavenumber range ½σ 1 ; σ 2 . This range is selected carefully for each detector, in order to eliminate the bands with weak signals or strong atmospheric absorption; we found good results with the values ½2000; 2250 cm −1 for the InSb and ½1100; 1350 cm 
The d a and d b parameters are finally evaluated from the minimization of the following equation:
Because time spent in calculation is not an issue in the preprocessing stage, this equation is solved numerically using the fminsearch function of MATLAB, in the vicinity of the point ½ d a ; d b . This fminsearch function uses the Nelder-Mead simplex (direct search) method [8] . The remaining calibration parameters are finally extracted from:
This calibration method was tested, using a BB measured at three different temperatures:
The uncalibrated complex spectra corresponding to those measurements are, respectively, denoted by B1, B2, and B3. The phases extracted from different combinations of the BBs are displayed in Fig. 1 , with (right panel) and without (left panel) ZPD shift corrections. The results shown in this figure indicate that the phases are nicely aligned after the ZPD shift corrections. The evaluated ZPD shift were Δn ≈ 0 between B2 and B1 and Δn ¼ 0:3 between B3 and B1. This later result might reflect small thermal fluctuations induced by the hot BB within the system. Indeed, the calibration BBs are placed at the entrance pupil of the system in order to fill the field of view of each pixel.
The effect of ZPD shift correction on radiometric accuracy has been tested by extracting the calibration parameters from B1 and B3, and applying them on B2, in order to get the calibrated spectrum B. The averaged brightness temperature of the calibrated spectrum, obtained from
turned out to be T B ¼ 129:8°C and T B ¼ 130:5°C, respectively, for the scenarios with and without ZPD shift correction. The nominal value of the BB temperature was 130°C. Although both results (with and without ZPD shift correction) fall within, or close to, the temperature uncertainty range of our BB, this test indicates the effect of the ZPD shift between the BBs. The quoted specification for the temperature uncertainty of our BB is AE0:25°C, but the real uncertainty is probably larger, considering the measurements were done in the field, in a noncontrolled environment.
B. Correction for Zero Path Difference Shifts between Blackbody and Scene Measurement
The complex spectrum obtained from a scene interferogram can be written as 
where S is the scene radiance. Because the measurements may be made hours after a calibration, the temperature within the system may have changed from its value at the time of calibration. This can affect the self-emission O 0 . The detector responsivity can, as well, be affected by temperature changes; however, we found modest changes of responsivity as a function of temperature, usually in the order of, or less than, 1%. We thus neglect this effect and take R 0 σ ∼ R σ . Assuming nothing more than a ZPD shift between the hot calibration BB and scene interferograms, we write the phase as ϕ 0 σ ¼ ϕ σ þ ψ σ , where ψ σ ¼ 2πΔnσλ He−Ne .
In the first instance, the ZPD index positions of the hot calibration BB and that of the scene interferograms are evaluated and denoted by z1 and z2. The point z1 is simply evaluated by taking the index position, in the hot calibration BB interferogram, corresponding to the highest intensity in absolute value. The point z2 is thereafter evaluated by taking the index position of the highest positive or negative value in the scene interferogram, according to the sign of the hot BB ZPD. Following the method explained in the previous subsection, the parameter shift d is evaluated from a minimization of the following χ function:
by iterations within the range defined by
The expected calibrated signal becomes
The second term of this equation (bottom row) is a direct consequence of the self-emission change. A normal step in the processing of military signatures is background removal. The background radiance, S BG , is obtained from a measurement of a scene without the target, while S is the radiance of the scene including the target. The expected calibrated background signal is
By subtracting the background radiance, the residual offset will cancel out:
In a scenario without the ZPD shift correction method applied, the spectral error will be directly related to cosðψ σ Þ, while in a scenario with ZPD shift correction, the spectral error will be considerably reduced due to the evaluated phase shift dσ. However, because the instrument self-emission may have changed between the calibration and the target measurement, its contribution will remain in Eq. (13), introducing an error on the evaluation of the true ZPD shift Δn.
Three components of radiation contribute to the instrumental self-emission [9] : the emission from the optical components of the input port, the radiation from the optical components of the detector port emitted toward the beam splitter, and the suspected volume emission within the beam splitter. The phases associated with these respective contributions are, relative to an external sources phase, identical, different by π, and different by π=2.
The effect of the self-emission change on the evaluation of the ZPD shift is shown in Fig. 2 , assuming that the self-emission at calibration is given by a BB with an ambient temperature of 20°C and a phase of π=3. On the left panel of Fig. 2 , it is assumed that the temperature has decreased by 5°C at the time of target measurement, while a þ10°C increase is assumed in the right panel. The target and background are simply taken to be BBs with temperatures of 25 and 15°C, respectively. For each case, ZPD shifts of 0.5 and 0.8 sampling bin have been introduced in the target interferograms.
The spectral errors, relative to the S − S BG spectrum, are evaluated in Fig. 2 with and without the ZPD shift correction algorithm. As expected, the spectral errors without ZPD shift correction are large: 10% and 26% at 2400 cm −1 , for Δn ¼ 0:5 and Δn ¼ 0:8, respectively. In a scenario with ZPD shift correction included, the spectral error is much smaller: ∼0:8% at 2400 cm −1 for ΔT ¼ −5°C and ∼2% for ΔT ¼ 10°C, whatever the size of the ZPD shift. In Fig. 3 , the spectral error caused by a change in the instrument selfemission is shown, but for a self-emission phase of π=4. Although the spectral error without ZPD shift correction is still large, the spectral errors after ZPD shift correction are reduced to ∼0:42% for ΔT ¼ −5°C and ∼1:3% at 2400 cm −1 for ΔT ¼ 10°C. In the occurrence of a ZPD shift without temperature changes in the self-emission, or if the self-emissions have weak phases, the resulting spectral error would be less than 0.1%, reflecting the precision of the ZPD shift algorithm.
Results
The effect of the ZPD shift algorithm on calibrated airto-ground spectra, measured during the summer 2009 AIRIS trial [10] , is shown in Fig. 4 . The measurements have been calibrated with the following BB sources: (14)] are shown in the left panel of Fig. 4 , for successive single scans (odd scan numbers are displayed by solid curves, while the even scan numbers are displayed by dashed curves). An important mismatch between the two scan directions is visible in this example. This mismatch is removed when the ZPD shift correction method is applied (right panel). The evaluated ZPD shift for that example was Δn ¼ −0:9.
The bottom of the carbon dioxide (CO 2 ) absorption region ½2280-2350 cm −1 turns out to be slightly negative, even after ZPD shift correction and is probably caused by an offset due to a self-emission change [the second term in Eq. (14), bottom row]. Although the signal-to-noise ratio (SNR) for these measurements appears to be large (SNR ∼ 10), it is important to note that these correspond to single scans only (no coaddition). As the scene is changing rapidly from the nadir view of an aircraft, it makes the coaddition of scans difficult. An example of a target (propane burner) detected by AIRIS with high SNR is shown in Fig. 5 . The spectral shape corresponds to a hot CO 2 emission. The spectra calibrated with and without ZPD shift correction are shown in the right and left panels, respectively, for a forward and a reverse scan. A mismatch, of 12% at 2200 cm −1 , is observed again between the two scan directions when the ZPD shift correction is not included. The evaluated ZPD shift for that example was Δn ¼ 0:35. The sensitivity of the calibrated lake spectrum, as a function of the evaluated ZPD shift Δn, is shown in Fig. 6 . For that example, the intensity of the spectrum is changed by ∼3% if an error of 0.2 exists on the evaluation of Δn. The time evolution of the ZPD shift is shown for two 45 s acquisitions at 30 scans=s in Fig. 7 . Because the ZPD shift changes its sign according to the sweep direction, only the forward modes have been displayed. The ZPD shifts for each acquisition appear to be stable within a standard deviation smaller than 0.05 sampling bin. The second acquisition, taken 52 min after the first acquisition, has an offset of ∼Δn ¼ 0:12 relative to the first acquisition. Thus, it appears that the ZPD shift is stable enough to cause less than a 1% spectral error for a full period of acquisition (our acquisition times are usually less than 1 min). However, in between two separate acquisitions, the ZPD can drift appreciably with time.
Taking these results into consideration, and that the iteration procedure involved in Eq. (13) is time consuming, the approach taken for a real-time calibration capability is the following:
• Evaluate the ZPD shifts between each BB.
• At the beginning of each acquisition, evaluate the ZPD shift Δn between the background and the BB, once for each scan direction, for each pixel.
• Apply these estimated ZPD shifts for all subsequent scans from the same acquisition.
With this method, the ZPD shift will be evaluated only once before the beginning of the acquisition, rather than at each scan. This approach saves a tremendous amount of calculation time-a requirement for our real-time, calibrated, electronic configuration.
Conclusions
A method to calibrate the DRDC Valcartier SI PI-RATES and AIRIS have been developed and presented in this paper. These SI are not thermally stabilized and are thus subject to ZPD drifts. This lack of stability prevents the direct application of the standard complex domain calibration method [4] on the FTS systems. The thermal stabilization of the DRDC systems is not practical. An algorithm has been developed to allow for the ZPD shift correction to be applicable for real-time calibration applications.
The algorithms from this paper have been developed to correct the ZPD shifts in the spectral domain by aligning the phases extracted from the corresponding interferograms. The ZPD shifts between the calibration BBs and the ZPD shift between a scene and a calibration BB are both taken into account. An effect that can be seen on a spectrum, due to an uncorrected ZPD shift, is the mismatch between the signatures coming from the two scan directions. A ZPD shift that is smaller than one sampling point, between a scene measurement and the BBs, can cause a factor of 2 discrepancy between the two scan directions. The effect of a ZPD shift between the calibration BBs is more subtle, although it always depends upon the actual ZPD shift, the BB temperatures, and the scene signal. In our example with two calibration BBs with T ¼ 200°C and T ¼ 70°C, a ZPD shift in the order of 0.3 sampling bin between the BBs resulted in a brightness temperature offset of ∼0:7°C, as evaluated from the calibrated spectrum of a third BB at T ¼ 130°C.
The spectral sensitivity of the ZPD shift evaluation, between a scene and a calibration BB, is considerable; according to our example, an error of 0.2 sampling bin on the evaluation of the shift caused a 3% spectral error. It has been observed, in our application, that the ZPD shift within each acquisition is stable within a standard deviation smaller than 0.05 sampling point, causing less than a 1% spectral error for a 1 min acquisition. However, in between two separate acquisitions, the ZPD can drift appreciably with time. Considering the calculation time of the proposed correction method, the ZPD shift will be evaluated only at the beginning of an acquisition, rather than at each scan, causing less than a 1% spectral error. This will allow for implementation of the ZPD shift correction method into the real-time calibration system.
In conclusion, an FTS system should ideally be thermally stabilized, a condition that is not always possible. The main consequences of a nonthermally stabilized FTS system are the change of its selfemission, which can be canceled out by subtracting the background from any target measurement and the appearance of a ZPD shift between the target and the calibration BB interferograms. Although the algorithm proposed in this paper does not negate the advantages of a perfect thermally stable system, it certainly offers a viable alternative.
