Abstract
It is generally held that sensory input influences locomotion in a phase-dependent 80 manner. Evidence suggests that sensory inputs can be gated, by either facilitation or 81 suppression, at certain phases of the locomotive behavior (Duysens et al. 2000; Rossignol et al. 82 2006). For example, the vertebrate Xenopus laevis (tadpole) has been shown to inhibit sensory 83 pathways from modulating motor neurons at functionally relevant phases of its swimming cycle 84 (Sillar and Roberts 1988) . Such phase dependence may provide insight to the respective roles 85 of different sensory modalities during locomotion. 86
Here we further investigate the phase-dependent effect of vision on walking with discrete 114 disturbances of the visual scene towards or away from a subject walking on a treadmill. 115
Transient ramp and hold virtual perturbations systematically probed control of treadmill walking 116 while the right leg was in three different phases of the gait cycle (loading, mid stance and 117 terminal stance). We examined segment angles and muscular activity to investigate the phase 118 dependence of responses to visual perturbations. For the midline trunk segment we considered 119 the perturbations at three phases, and recording of kinematic and muscle responses from both 120 right and left lower limb allowed the analysis of 6 distinct phases of perturbation effects. response to a visual perturbation. Third, vision is a more "global" input, with the ability to affect 135 all segments quasi-simultaneously. 136
With both the insight from studies of somatosensory input and the differences in vision 137 noted above, we suggest a framework for understanding phase dependence of vision in human 138 locomotion. Figure 1 presents three possible scenarios of phase dependence with these 139 transient perturbations presented at three phases (Φ1, Φ2, Φ3) of the gait cycle. Figure 1A  140 illustrates a linear response that has no phase dependence, that is, the response depends only 141 on the time delay between perturbation and response. Figure 1B illustrates gating, in which the 142 specific phase of the gait cycle during which a perturbation is presented will dictate the gait 143 modifications (Duysens et al. 2000 ). An alternative type of phase dependence, shown in Figure  144 1C, is when a response occurs at a characteristic phase of the gait cycle, a pattern we will refer 145 to as a response-phase pattern of phase dependence. A response-phase pattern results from 146 the state (position, velocity, etc) of the limbs dictating when a response can be generated. As 147 response-phase pattern intrinsically dictates the latency of response from a perturbation, the 148 resulting variable time delay and its effect on response amplitude will be observed in the 149 response. 150
The use of transient scene motion in this study is crucial as it allows us to distinguish 151 between possible phase dependence scenarios (e.g. gating vs. response-phase pattern). 152
Transient scene motion presented at specific perturbation phases of the gait cycle allows a 153 determination of the effective perturbation phase or phases that is not clear during continuous 154 6 (throughout gait cycle) perturbations. Evidence from previous work (Logan et al. 2010) using 155 continuous scene motion led us to hypothesize that trunk segment responses to transient visual 156 scene changes in this study would be at most weakly phase-dependent, whereas leg segment 157 trajectories would be highly phase-dependent. Here we provide support for these hypotheses 158 with the additional finding that within-cycle modulation of the leg segments and associated 159 muscle activity are observed only when changes in visual scene occur at mid stance. This 160 specific modulation due to visual input applied solely at mid stance, in addition to a leg response 161 observed when vision is applied at all phases, suggests that phase dependence is not strictly 162 dependent on the specific segment, but it also depends on the function of that visual input. 163
164

Methods
165
Ethical Approval 166
This study conformed to the Declaration of Helsinki and was approved by the Ethics 167 band-pass filtered (analog, built in to Zerowire EMG system) between 10 and 1000 Hz and were 243 sampled at 2000 Hz. Observation of low-frequency noise (< 20 Hz) in the recorded signal 244 necessitated a high-pass digital filter prior to rectification. Using Matlab, these signals were 245 high-pass filtered using a zero-lag forward-backward cascade of a 4 th order Butterworth filter 246 with a 20-Hz cutoff frequency, full-wave rectified, and then low-pass filtered with a zero-lag 247 forward-backward cascade of a 4 th order Butterworth filter with a 10-Hz cutoff frequency. 248
Procedures 249
Prior to experimental trials, subjects walked in front of a static visual display at the 250 experimental locomotion speed in darkness with goggles on. This familiarization was followed 251 by two trials 2 minutes long to determine mean gait period, which was used to create subject-252 specific timing of perturbations. Mean gait period was defined as the average time between 253 each successive right heel strike (RHS) (see Data Analysis). In all trials, subjects were 254 instructed to look straight ahead and were given approximately thirty seconds to reach steady 255 state before recordings were made. For safety, an experimenter was behind the treadmill in 256 close proximity with a push-button to immediately halt the treadmill if needed (never used). 257
Using subject-specific mean gait period, perturbation signals were designed so that 258 onset of the ramp perturbations was timed to occur at about 0%, 16.66% or 33.33% of the gait 259 cycle (see below). RHS was defined as 0% of the gait cycle. Subjects experienced fourteen 260 experimental trials lasting approximately four minutes each, with approximately 24 perturbations 261 in each trial. These 24 perturbations were 4 repeats of the six possible ramp and hold 262 perturbations (2 directions x 3 perturbation phases) and were randomized within each trial, 263 subject to the direction constraints mentioned above (see Visual scene perturbations). These 264 perturbations were initiated via a footswitch whose force sensor was placed 1.25 cm anterior to 265 the heel on the sole of the right foot. The footswitch used was a pressure-sensitive resistor 266 (Zerowire, Aurion) that would indicate RHS and was integrated into the visual display system. 267
As the motion capture system was not integrated into the visual display system, the footswitch 268 allowed initiation of the subject-specific perturbations designed to occur at specific phases of the 269 gait cycle. Perturbations were applied pseudo-randomly throughout the trial. Across subjects, 270 the mean number of gait cycles between perturbations was 8 cycles and the mean minimum 271
and maximum gait cycles between perturbations were 4.3 and 27 cycles. There were never 272 less than 3.6 cycles between perturbations. 273 274
Data Analysis 275
Perturbations 276
Prior to data analysis, the phase of the gait cycle where perturbation onset occurred 277 (initiation of visual scene motion) was identified for each ramp and hold perturbation. The phase 278 of the cycle when the perturbation occurs is the perturbation phase, while the response phase is 279 the phase at which a response occurs after perturbation onset. Gait cycle phase of perturbation 280 onset was identified as the percentage of the mean control cycle (see Statistics) elapsed 281 between RHS prior to perturbation and perturbation onset. Due to variability of right heel strike predicted by the foot switch relative to that measured 286 from kinematics, ranges of perturbation onset were used. Those perturbations which occurred at 287 0-10%, 16-26%, and 33-43% of the gait cycle were considered to occur at the 3 phases of 288 perturbation onset. An exemplar histogram based on percentage of gait cycle from a single 289 subject can be seen in Figure 2B , and the mean (SD) percentage of the gait cycle across 290 subjects in these three phases was 6.1% (0.6), 22.5% (0.6), and 39.2% (0.6) for the 0-10%, 291 16-26%, and 33-43% groupings respectively. On average, 52, 49 and 52 perturbations occurred 292 in these 0-10%, 16-26%, and 33-43% groupings for each perturbation direction for each subject. 293
Note that we applied perturbations in the first half of the gait cycle. To infer the effects of 294 perturbations in the second half of the gait cycle, we assumed that walking has left-right spatio-295 temporal symmetry, namely that reversing left and right sides of the body is equivalent to 296 shifting time by half a gait cycle. For example, we assumed that: (i) the right-side response to a 297 perturbation at phases 50-60% with respect to RHS equals the left-side response to a 298 perturbation at phases 50-60% with respect to left heel strike (LHS); and (ii) phases 50-60% 299 12 with respect to LHS equals phases 0-10% respect to RHS, which corresponds to one of our 300 experimental perturbations. 301
In this way, we were able to infer the responses of both sides of the body to 302 perturbations at 6 phases of the gait cycle. In particular, left-side responses to perturbations at 303 phases 0-10%, 16-26%, and 33-43% with respect to RHS were used to infer right-side 304 responses to perturbations at phases 50-60%, 66-76%, and 83-93% with respect to RHS. The 305 middle plot of Figure 2B shows an example control gait cycle trajectory of the right side of the 306 body to illustrate the normative configuration of the ipsilateral side of the body during the 307 perturbation phases. In the final plot of Figure 2B , the configuration of the contra-lateral (left) 308 side of the body at the same time is provided to illustrate the position of the contra-lateral limbs 309 when these perturbations were to occur. 310
For clarity in presenting our results, we will refer to perturbation phases with respect to 311 heel strike as loading (0-10%), mid stance (16-26%), terminal stance (33-43%), pre-swing (50-312 60%), initial to mid swing (66-76%) and mid to terminal swing (83-93%) (Perry, 1996) . 313
Percentages refer to the range of perturbation onsets. 314
315
Statistics 316
As seen in Figure 3A , large variability in a kinematic or EMG signal may mask the effect 317 of the visual scene perturbation and how it depends on perturbation phase. Therefore, to 318 quantify perturbation effects, we computed residual waveforms as follows. First, we defined a 319 perturbation cycle as a gait cycle (heel strike to heel strike) during which a perturbation occurred 320 and a control cycle as a gait cycle just prior to a perturbation cycle. We then used linear 321 interpolation to compute response signals as a function of phase, where phase in increments of 322 0.005 ranged from -1 to 0 for control cycles, from 0 to 1 for perturbation cycles, from 1 to 2 for 323 the first post-perturbation cycle, etc. For each trial, we averaged over all control cycles to obtain 324 an unperturbed mean control waveform. For displacements, we computed a linear trend based 325 13 on the first and last value of the mean control waveform and subtracted this trend from the 326 mean control waveform. EMG signals were normalized by the maximum value of the mean 327 control waveform (Nieuwenhuijzen et al. 2000) . For each gait cycle, the residual waveform as a 328 function of phase was computed by subtracting the mean control waveform from the given 329 signal (Fig. 3B) . To correct for a slow drift in the subject ' indicates no phase dependence and P approaches 1 as the degree of phase dependence 352 increases. Thus, P evaluates phase dependence along a continuum. A low, but significant P 353 characterizes a response as "weakly phase-dependent", which is synonymous with being 354 primarily dependent on a time delay from the perturbation. We computed 95% confidence 355 intervals for values of P using the bootstrap percentile-t method with 4,000 bootstrap resamples 356 and 400 nested bootstrap resamples for variance estimation (Hall, 1988 ; Zoubir and Boashash, 357
1998). 358
Effect of perturbations. Significant deviations of the normalized residuals from 0 were 359 considered the effect of the perturbation. Characterizing a dependence on perturbation phase 360 relies on observing the presence or absence of an effect for each perturbation phase. For each 361 of the twelve perturbation types (2 directions x 6 perturbation phases), epochs of one cycle prior 362 to the perturbation cycle and two cycles after the perturbation cycle were extracted from the 363 normalized residual waveforms. For displacements, three cycles after the perturbation cycle and 364 one cycle prior were extracted from normalized residual waveforms. These epochs were 365 averaged within condition for each subject and binned in 5% intervals for two cycles after the 366 end of each perturbation phase (e.g., from 10% for perturbations during loading). Because 367 muscular activity shows more transient, shorter-lasting differences from 0, bin sizes of 1% for a 368 single cycle after perturbation onset were used for EMG waveforms. Effects of the perturbation 369 were considered significant if they were different from 0 using a t-test at each bin in each of the 370 12 perturbation conditions (2 directions x 6 perturbation phases). To test for asymmetry 371 between the effects caused by positive and negative perturbations, post-perturbation data were 372 summed across direction at each bin and then tested for significance from zero using a t-test at 373 each bin. To account for multiple tests within each perturbation condition, we controlled the false 374 discovery rate (FDR) at a level of 0.05 using the method of Benjamini and Hochberg (1995) computed. For changes in gait period, mean gait period (from heel strike to heel strike, in 380 seconds) from pre-perturbation control cycles was subtracted from gait periods of the 381 perturbation cycle (and successive cycles) for each subject prior to averaging across subjects. 382
To observe changes in stride length over the same time period, deviations in A/P displacements 383 of heel marker from pre-perturbation control cycles were computed in the same manner as 384 above for segment angles. To compute change from mean displacement of the same foot 385 (change in stride length), the deviation of heel displacement at each heel strike of the previous 386 cycle was subtracted from deviation of heel displacement at each heel strike. RHS timing and 387 deviations of A/P displacement of the right heel marker were used for the perturbation phases of 388 loading, mid stance and terminal stance. Spatio-temporal symmetry was assumed and these 389 calculations for the perturbation phases of pre-swing, initial to mid swing and mid to terminal 390 swing were computed with LHS timing and deviations of the left heel marker. Changes in these 391 gait measures were computed for the cycle the perturbation occurred and for two successive 392 cycles. Correction for multiple tests within each condition was performed by controlling for FDR 393 (as above). 394
395
Results
396
Four main results emerged in response to visual scene perturbations. First, translations 397 of the visual scene that were towards the subject (approaching/negative) led to more consistent 398 and larger deviations from mean waveforms than the opposite translations (receding/positive), 399
and are the focus of our results below. Second, significant deviations occurred in the trunk, but 400 16 these deviations were not tied to a specific response phase or perturbation phase. Third, an 401 additional, within-cycle gated response was observed in all leg segments when the perturbation 402 was presented at mid stance (perturbation phase) and was accompanied by significant 403 deviations in distal leg muscles. Finally, responses in the leg segments were found to be highly 404 phase-dependent. More specifically, a response-phase pattern in the legs was observed as 405 significant, stereotyped deviations of the foot and shank which consistently occurred prior to and 406 after the stance to swing transition (response phase) of the gait cycle following the perturbation 407 cycle. 408
Trunk shows little phase dependence, legs show strong phase dependence 409
We quantified the phase dependence of kinematic responses to approaching (negative) 410 visual perturbations on a scale from 0 to 1 (see methods). The trunk ( cycle deviations of all leg segments were observed when negative perturbations were applied 464 solely at mid stance. At this perturbation phase specifically, the largest magnitude deviations 465 across all perturbation phases in the foot, shank and thigh segment angles were observed in the 466 gait cycle in which the perturbation occurred. As seen in the third row of plots in Figure 5 , 467 significant increases in the foot and shank segment angle peaked at the stance to swing 468 transition (≈.6, Fig. 5C /I) while significant decreases followed and were at their greatest 469 magnitude in the response phase of mid swing for both the foot (≈.79, Fig. 5C ) and the shank 470 (≈.84, Fig. 5I ). Looking at control waveforms of foot and shank, it is clear that the negative 471 perturbation presented at mid stance caused a heightened increase in the foot and shank angle 472 until the stance to swing transition followed by larger decrease in these segment angles during 473 19 mid swing. These deviations result in a net increased plantar-flexion of the foot prior to toe off 474 and an increased dorsi-flexion after toe off while flexion of the shank increased prior to the 475 stance to swing transition followed by net decreased flexion in swing until heel strike. A similar 476 negative deviation was observed in the thigh angle in Figure 5O when perturbations were applied at mid stance, terminal stance, pre-swing, initial to mid-swing, 489 and mid to terminal swing. These decrements in the post-perturbation cycle are largest in 490 magnitude at the response phase of the stance to swing transition (≈1.6 on the x-axis for all 491 perturbation phases in Figures 5B-F) . The significant increments which follow are all largest in 492 magnitude in the response phase of mid to terminal swing (range: 1.83 -1.92 in Figures 5B-F) . 493
Although not significant, peak decrements occurred at the same response phase when 494 perturbations were applied at loading (Figures 5A). Comparing the residual waveforms in 5B-F 495 to the control waveform of foot angle (post-perturbation cycle, heel strike 1-2, Fig. 5 ), the effects 496 of the perturbation correspond to a decrease in the increasing foot angle prior to and including 497 the stance to swing transition and an increase in the decreasing foot angle during swing. These 498 20 deviations translate to a net decreased plantar-flexion of the foot prior to toe off and a net 499 decreased dorsi-flexion after toe off. 500
In the shank, significant decrements were observed when negative perturbations were 501 applied at mid stance, terminal stance, pre-swing, and initial to mid-swing. Shown in Figures 5H-502 K, these decrements occurred in the post-perturbation cycle (heel strike 1-2, Fig. 5H-K) , and 503 were largest in magnitude at the stance to swing transition (≈1.6 in Figs. 5H-K) . These 504 decrements were followed by a more pronounced increment whose peak occurred during the 505 response phase of terminal swing (≈1.9 in Figs. 5H-K, respectively) when perturbations were 506 applied at mid stance, terminal stance, pre-swing, and initial to mid-swing. Comparing these 507 deviations to the control waveform of shank angle, the effects of the perturbation correspond to 508 a decrease in the increasing shank angle prior to and including the stance to swing transition 509 and an increase in the decreasing shank angle during swing. These deviations result in a net 510 decreased flexion of the shank at the knee prior to the stance-swing transition followed by an 511 increased flexion at the knee as the knee is extending in mid swing. In sum, negative 512 perturbations, when applied across different phases of the gait cycle, characteristically alter the 513 trajectories of the lower leg segments of foot and shank at specific response phases of the post-514 perturbation cycle (heel strike 1-2, Fig. 5H-K) . 515
Muscle Activation. As observed in Figure 6 , the largest deviations in EMG waveforms 516 were observed after negative, mid stance perturbations. Non-significant increases in plantar-517 flexor muscles precede foot plantar-flexion, while significant decrements precede foot dorsi-518 flexion illustrating a coordination between kinematic and EMG responses to visual scene 519 motion. As decrements in LG and SOL were significant, we focus on their functional role in 520 causing a dorsi-flexion from mean waveform during mid stance perturbations. Significant 521 decreases in both LG and SOL can be observed in Figures 6C and 6I . In both cases, these 522 decreases were largest in magnitude during the response phase of terminal stance of the 523 21 perturbation cycle with LG and SOL reaching sharp declines of -.094 (fraction of maximum 524 control activity) and -.074 at 48% and 49% of the gait cycle, respectively. As seen in the control 525 waveforms, these decrements in LG and SOL occur as the activity of these muscles is 526 decreasing in amplitude from peak activity suggesting an increased decline in activation of 527 these muscles prior to push-off. Of these two muscles, soleus reliably decreased first, with the 528 midpoint of the significant decrements occurring at 47% of the perturbation cycle ( Figure 6I In addition to those observed in Figure 6 , there were sporadic, significant deviations 543 observed in ESL, BF, and ST due to these negative perturbations. In ESL, a decrease (-.078 at 544 its lowest) was observed in pre-swing (54-58%) of the perturbation cycle when negative 545 perturbations were applied at mid stance. There were three instances where significant 546 deviations were observed in BF: an increase (0.036 at its highest) was observed in mid swing 547 22 (84-87%) of the perturbation cycle when perturbations were applied at pre-swing; an increase 548 (.027 at its highest) was observed in loading (2-6%) of the post-perturbation cycle when 549 negative perturbations were applied mid to terminal swing; and a decrease (-.041 at its lowest) 550 was observed in terminal swing (87-91%) of the post-perturbation cycle when these negative 551 perturbations were applied at mid to terminal swing. In ST, A decrement (-.036 at its lowest) was 552 observed in early stance (9-14%) of the post-perturbation cycle when negative perturbations 553 were applied at initial to mid swing. Although significant, these changes were generally much 554 smaller than those observed in the distal leg muscles when perturbations were applied at mid 555 stance, diminishing their functional significance. 556
557
Receding perturbations had little effect on segments angles and EMG 558
As shown by Figures 4-6, receding (positive) perturbations generally yielded smaller and 559 inconsistent changes in segment angle trajectories and EMG waveforms compared to 560 approaching (negative) perturbations. Figure 5A shows small, but significant, decrements in the 561 foot angle observed during the swing phase of the perturbation cycle when positive 562 perturbations were presented at loading (FDR<.05). In the trunk ( Figure 4A ), however, a single 563 significant decrement was observed when positive perturbations were applied at loading. In all 564 muscles, only a single instance of a significant deviation occurred during positive perturbations. 565 A small but significant increase (.042 at largest) in ST activity was observed in mid swing (85-566 87%) in the perturbation cycle followed by a significant decrease (-.038 at lowest) in late swing 567 (91-94%) when positive perturbations were applied at loading. 568
When the effects due to the two directions were directly tested for asymmetry, significant 569 differences were typically observed when negative perturbations caused significant deviations 570 (FDR<.05). Overall, 88% (129/147) of those significant asymmetries in the leg and trunk 571 segment angles were associated with significant responses to negative perturbations. Similarly 
Changes in stride length and gait period 578
Deviations from mean stride length and gait period are presented in Figure 7 illustrating 579 that positive (receding) perturbations had little effect on the gait of subjects on the treadmill. 580
Negative perturbations in the majority of perturbation phases caused a decreased stride length 581 in both the cycle in which the perturbation occurred (perturbation cycle) and the cycle afterward 582 (+1 cycle/post-perturbation cycle). As seen in Figure 7A , a decreased stride length was 583 observed in the perturbation cycle in the first four perturbation phases with increases observed 584 when perturbations were applied at initial to mid swing and mid to terminal swing. In the post-585 perturbation cycle, however, solely decreases in stride length were observed and four of these 586 decreases were statistically significant. Figure 7B shows that the cycle after the perturbation (+1 587 cycle) was lengthened in time for the majority of phases in which a negative perturbation was 588 used. Interestingly, both increases in gait period and decreases in stride length were observed 589 in the +1 cycle during the three perturbation phases of mid stance, terminal stance and pre-590 swing. This combination of changes in stride length and gait period corresponds to a stride 591 shorter in distance and longer in time, which effectively slows the subject on the treadmill in the 592 post-perturbation cycle. 593
594
Displacement of the body on the treadmill 595
By assuming that responses in each leg would be the same if perturbations were 596 presented at an identical phase of the gait cycle (spatio-temporal symmetry), it has been shown 597 above that the negative visual perturbations applied at many phases of the gait cycle result in 598 24 slowing on the treadmill. To investigate this slowing further, displacements of the body with both 599 legs and trunk on the same normalized time scale are plotted in Figure 8 . They were displaced backwards significantly by the negative perturbation at all three phases of 605 perturbation. Similar to the weak phase dependence previously observed in the trunk orientation 606 (Fig. 3) , displacement of T1 backwards begins later as perturbations occur later. Significant 607 backward deviations begin at ≈48% (midpoint of bin), ≈64% and ≈86% of the perturbation cycle 608 with perturbations at loading (Fig. 8A ), mid stance ( Fig. 8B ) and terminal stance (Fig.8C ) of the 609 right leg, respectively. 610
In the legs, backward displacements began in the left leg prior to the right leg when 611 perturbations occurred at loading of the right leg (Fig. 8A ) while backward displacements 612 occurred first in the right leg when perturbations occurred during both mid stance (Fig. 8B) and 613 terminal stance (Fig.8C) of the right leg. Interestingly, the largest backward deviations of all 614 markers (ankle, toe) of both feet occurred when each leg was in its swing phase of the cycle 615 following the perturbation cycle (post-perturbation cycle). Consistent with responses of segment 616 angles, deviations observed in the right leg when the perturbation occurred during mid stance of 617 the right leg were unique relative to the other phases of perturbation. As seen in Figure 8B , 618 significant forward displacements in all markers of the right leg occurred at the stance to swing 619 transition and, for most markers of the leg, continued throughout the entirety of the swing phase. 620
In sum, all segments were eventually displaced backwards by the negative visual scene motion 621 at all phases and the timing profile of displacement responses is consistent with responses 622 observed in the segment angles. supplement the quantification of phase-dependence, and it shifted later as perturbations were 667 applied later. In sum, the trunk's response is primarily dictated by the time delay from a change 668 in scene motion and is most similar to the "no phase dependence" scenario in Figure 1A rather 669 than the gating (Fig. 1B) or response-phase pattern (Fig. 1C) Responses observed in the leg, on the other hand, were strongly phase-dependent, in 682 two distinct ways. First, a phase-dependent response was observed in all leg segments within 683 the same cycle as the visual perturbation. As seen in the third row of Figure 5 , within-stride 684 deviations of the foot, shank and thigh angles are observed when perturbations are presented 685 solely at mid stance indicating that this response is gated (as in Figure 1B ). In the foot, the 686 visual perturbation yielded a net increased plantar-flexion prior to toe off and an increased dorsi-687 flexion after toe off. At the same time, deviations in the shank render an increased flexion of the 688 shank prior to the stance to swing transition followed by decreased flexion at the knee as the 689 shank is extending in swing until heel strike. The thigh also displays more pronounced flexion 690 throughout the swing phase of the perturbation cycle. Such flexion of the thigh and foot coupled 691 with extension of the shank reveal a combination of segment angles that result in an overall 692 higher position of the leg segments during swing. Significant decreases in soleus and 693 gastrocnemius activation observed in the response phase of pre-swing (row 3 of Figure 6 ) likely 694 account for the net decreased angle (dorsi-flexion) of the foot in ensuing swing when 695 perturbations occur at mid stance. Additionally, the significant increases in tibialis anterior 696 observed in early swing (Fig 6O) also likely play a role in this dorsi-flexion observed in the foot 697 during swing. In sum, the combined action of a decrease in lower limb plantar-flexor muscle 698 activity and increased dorsi-flexor activity cause the eventual foot dorsi-flexion that occurs in 699 mid swing when perturbations occur during mid stance perturbations. 
