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RÉSUMÉ 
Les crépitants sont des sons respiratoires explosifs de courte durée, associés le plus 
souvent à un dysfonctionnement pulmonaire. Il s'agit de sons transitoires surajoutés 
aux bruits respiratoires normaux. Dans ce projet de recherche, nous avons développé 
un système d'analyse des crépitants dans le but de réaliser un outil d'aide au diagnos-
tic. Ce système opère en deux étapes: dans la première, il sépare les crépitants des sons 
vésiculaires à l'aide d'un filtre adéquat; tandis que dans la seconde il détecte et classifie 
les crépitants en deux classes : les crépitants fins et les gros crépitants. 
La séparation des crépitants est une étape importante qui permet d 'extraire ceux-
ci, qui sont de nature non-stationnaire, des sons vésiculaires et cela afin d 'appliquer les 
méthodes de détection et de classification propres à ces types de signaux. Dans ce mémoire, 
nous proposons un nouveau filtre , basé sur les paquets d 'ondelettes (WPST - NST), pour 
séparer les bruits non-stationnaires des bruits stationnaires. Le filtre proposé offre une 
meilleure performance comparativement aux méthodes existantes. 
Dans l'étape de la détection et de la classification des crépitants, nous avons expérimenté 
et comparé plusieurs paramètres afin de trouver le plus performant. Le paramètre dimen-
sion fractale (FD) est de premier choix pour la détection, tandis que la durée de la déflexion 
maximale (MDW), la fréquence du pic (PF) et la largeur de la bande gaussiènne (GBW) 
sont utilisées avec un modèle de mélange de gaussiènnes (GMM) pour la classification. 
Enfin, nous nous sommes intéressés à l'extraction des sibilants qui appartiennent à 
la classe des sons adventices continus. Nous avons testé quatre méthodes différentes afin 
d'évaluer et comparer leurs performances. 
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INTRODUCTION 
Les maladies respiratoires touchent plus de 3 millions de Canadiens de tous les âges [1]. 
Ces maladies incluent l'asthme, les maladies pulmonaires obstructives chroniques (MPOC) , 
le cancer du poumon, la grippe , la pneumonie, etc. 
Ces maladies ont des répercussions économiques dramatiques sur le système canadien 
de soins de santé. En effet, les coûts directs et indirects ont totalisé près de 12,18 milliards 
pendant l'année 1993 [1] . 
Les bruits respiratoires contiennent des informations significatives permettant d 'étudier 
l'évolution des pathologies du poumon et des voies aériennes [2]. L'analyse de ce type de 
signaux, dans le but de réaliser un système d'aide au diagnostic, a suscité l'intérêt de 
nombreuses équipes de recherche [3- 13]. Plusieurs approches ont été proposées pour l'ana-
lyse des sons respiratoires, mais il reste encore beaucoup de chemin à faire. En effet, la 
complexité de ces types de signaux et le manque de standardisation entre les équipes de 
recherche rendent la tache plus difficile. 
Pour répondre à cette problématique, un projet de recherche a été lancé au département 
de mathématiques, d'informatique et de génie (DIMG) de l'Université du Québec à Ri-
mouski (UQAR) qui vise à mettre en place un système fiable d 'analyse des sons respira-
toires. La première phase du projet a été consacrée aux sons adventices continus, dans 
laquelle de nouvelles méthodes de caractérisation et de modélisation ont été proposées 
pour la détection et la classification des sibilants [14- 17] . 
Notre travail de recherche entre dans cette perspective et vise à construire un système 
de classifications des sons adventices. Le premier chapitre présente une introduction 
générale des signaux respiratoires, ainsi que la problématique de cette recherche. Dans 
le second chapitre, nous présentons les techniques de séparation des sons respiratoires en 
deux classes, continue et discontinue. Le troisième chapitre introduit l'identification des 
sons adventices discontinus qui permettra, par la suite, la détection et la quantification des 
différentes pathologies. De plus , quelques méthodes d 'extraction des sons adventices conti-
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nus sont présentées dans le quatrième chapitre. Le cinquième chapitre met en évidence 
les performances des méthodes discutées et fournit les résultats obtenus. Enfin , un bilan 
et les perspectives de ce travail sont présentés dans la conclusion. 
CHAPITRE 1 
DÉFINITIONS ET CLASSIFICATION DES SONS RESPIRATOIRES 
Dans ce chapitre, les définitions et les caractéristiques des différents bruits respiratoires 
sont introduites . Par la suite, la problématique de cette recherche est décrite. Le système 
d 'analyse des bruits adventices est brièvement présenté par le biais de son schéma. 
1.1 Nomenclature et classification des sons respiratoires 
L'auscultation est une opération clinique qui consiste à écouter, à l'aide d'un stéthoscope 
ou simplement à l'oreille, divers bruits produits par les organes du corps humain , tel les 
poumons et le cœur. Cette méthode de diagnostic médical a été mise au point par René 
Laennec en 1816 [18). L'auscultation fournit un moyen simple d 'observer les sons res-
piratoires et elle est encore utilisée comme examen complémentaire pour le diagnostic . 
Cependant, un inconvénient de cette méthode est le caractère subjectif de l'information 
obtenue [19). 
Considérant les progrès réalisés dans le domaine de l'enregistrement et de l'analyse des 
sons, il est désormais possible d 'avoir une meilleure connaissance des caractéristiques des 
sons respiratoires aujourd 'hui [19) . De nombreux travaux ont été consacrés au mécanisme 
de production des bruits respiratoires ainsi que leurs relations avec les pathologies [2 , 20, 21). 
Pour réaliser une classification objective des sons respiratoires, il faut définir des critères 
acoustiques fiables et robustes. 
Les sons respiratoires incluent tous les sons perceptibles lors de la respiration. Ils 
incluent donc , les sons entendus au niveau de la bouche, la trachée ou la cage thoracique. 
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Ces sons se divisent en deux grandes classes: les sons normaux et les sons advent ices. Les 
sons adventices se superposent aux sons normaux et sont , le plus souvent , des indicateurs 
de maladies cardio-respiratoires [20) . L'analyse des sons advent ices permettrait d 'étudier 
l'évolution des maladies bronchiques ou pulmonaires [2). 
Les sons advent ices sont subdivisés en deux classes: cont inus ou discontinus, c'est-à-
dire d 'une durée supérieure ou inférieure à 250 ms [18). La classe des sons continus contient 
les "sibilants" et les "ronchus". Cependant, la classe des sons discontinus contient les 
" crépi tants fins" et les "gros crépi t ants" [2 ,22) . La figure 1.1 représente le diagramme de 
classification des sons respiratoires . 
1.1.1 Sons normaux 
Les sons normaux pourraient être distingués par l'emplacement de la prise de son 
(voir figure 1.2). Le bruit trachéal est entendu au niveau de la t rachée et est produit par 
la turbulence de l'air lors de la respiration normale. C'est un son intense possédant une 
haute tonalité et une pause distincte entre deux phases respiratoires . La différence ent re 
l'inspiration et l'expiration n 'est pas évidente . 
Le murmure vésiculaire est entendu à la périphérie du poumon et est essent iellement 
inspiratoire. Dans ce cas, le poumon fonctionne comme un filtre passe-bas qui enlève les 
composants en fréquence haute. Il s'agit alors d 'un son doux à basse tonalité . La limite 
ent re l'inspiration et l'expiration n 'est pas claire. Le mécanisme de sa production est plus 
compliqué et n'est pas connu avec exactitude à l'heure actuelle. 
Le bruit t rachéo-bronchique et le bruit broncho-vésiculaire ressemblent beaucoup au 
bruit t rachéal et au murmure vésiculaire. Ils sont entendus dans les zones à proximité des 
grosses voies aériennes (voir la figure 1. 2). 
Sons respiratoires 
Sons normaux Sons adventices 
Bmitstrachéals Munnures 
vésiculaires Continus Discontinus 
Sibilants Crépi tants fins 
Ronchus Gros crépitants 
Figure 1.1: Diagramme de classification des sons respiratoires. 
Son trachéal Son broncho-vésiculaire 
Son trachéo-bronchique Son vésiculaire 
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Figure 1.2: Différents types de sons respiratoires normaux. Ils se distinguent par l 'empla-
cement de prise de son [21]. 
Tableau 1.1: Définitions et appellations des sons adventices selon l } A m erican Thoracic Society (Tableau provenant de [23, 24J). 
D~ontinuoœ 
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1.1.2 Sons adventices continus 
Les sons adventices continus regroupent les sibilants et les ronchus. Il s'agit de bruits 
anormaux d 'une durée supérieure à 250 ms. Ils proviennent de la vibration des parois des 
voies aériennes étroites (resserrées). Les sibilants sont souvent rencont rés chez les patients 
ayant une obstruction des voies aériennes , comme pour l'asthme [2J. 
Selon la normalisation de la terminologie des sons advent ices proposée par l'ILSA 
(International Lung S ound Association ) et adoptée par l'ATS (American Thoracic So-
ciety) , la fréquence dominante du sibilant est supérieure à 400 Hz et celle du ronchus 
inférieure à 200 Hz. Le tableau 1.1 mont re aussi que leur durée minimale est de 250 ms. 
Habit uellement, les sibilants et les ronchus sont présents dans la phase expiratoire. Par 
cont re, de récentes recherches ont démont ré que les descript ions de ces sons adventices 
ne sont pas assez précises. Les sibilants sont aussi présents dans la phase d 'inspiration . 
D'après CORSA ( Computerized Respiratory Sound Analysis ), la durée acceptable pour 
les sons adventices discontinus est de 80 à 100 ms. La fréquence dominante d 'un sibilant 
est supérieure à 100 Hz et celle du ronchus est inférieure à 300 Hz [221. Dans ce projet de 
recherche, la normalisation proposée par CORSA sera utilisée. 
Les sibilants qui cont iennent une seule fréquence s'appellent " monophoniques" et ceux 
qui cont iennent plusieurs fréquences s'appellent " polyphoniques". Les sibilants peuvent 
être écoutés au niveau de la bouche, de la t rachée et du sternum. Mais à cause de l'effet 
atténuateur de la cage thoracique (fil t re passe-bas), les sibilants de fréquences élevées 
pourraient être éliminés [25,26J. Par conséquent , pour l'analyse des sibilants , les sons res-
piratoires sont souvent enregistrés au niveau de la t rachée. 
La figure 1.3 représente deux exemples de sons advent ices (sibilant et ronchus) ainsi 
que leurs spectrogrammes respectifs. La fréquence dominante du sibilant (figure 1.3-a) est 
supérieure à celle du ronchus (figure 1.3-b) . 
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Figure 1.3: Représentation dans le domaine temps et sous forme de spectrogramme des 
sons adventices continus a) son respiratoire avec sibilant , b) son respiratoire avec ronchus. 
Il est à noter que la fréquence dominante du ronchus et inférieure à celle du sibilant . 
1. 1.3 So n s advent ices discont inus 
Les crépitants sont des sons adventices discontinus dont la durée ne dépasse pas 
250 ms. De ce fait, ils sont qualifiés de transitoires ou discont inus. Les crépitants sont, 
généralement , divisés en deux sous-classes: les " crépitants fins" et les " gros crépitants" 
(voir le tableau 1.1). La figure 1.4 représente deux exemples de sons advent ices (crépitant 
fin et gros crépi tant ) et leurs spectrogrammes respectifs. 
Afin de distinguer les crépitants fins des gros crépitants, on utilise le plus souvent, 
la largeur de la déflexion initiale IDW (Initial Deflexion Width ) , et la durée des deux 
premiers cycles 2CD ( Two Cycle Duration) (voir la figure 1.5) . Selon la défini t ion de 
l'ATS , les durées moyennes de IDW et 2CD des crépitants fins sont respectivement de 
0.7 ms et 5 ms, et celles des gros crépitants sont respectivement de 1.5 ms et 10 ms. C'est-
à-dire, les crépitants fins sont caractérisés par une fréquence plus importante occupant une 
courte durée, alors que les gros crépitants sont caractérisés par une fréquence plus faible 
occupant une durée plus longue [201. CORSA propose une autre définition selon laquelle 
la 2CD du crépitant fin est inférieure à 10 ms et celle du gros crépitant est supérieure à 
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Figure 1.4: Représentation dans le domaine temps et sous forme de spectrogramme des 
sons adventices discontinus a) son respiratoire avec crépitants fins, b) son respiratoire avec 
gros crépitants . 
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Figure 1.5: Définitions de la largeur de la déflexion initiale (IDW) , la durée des deux 
premiers cycles (2CD) et la fréquence du pic (PF) pour les crépitants. 
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Tableau 1. 2: Caractéristiques des sons adventices et les pathologies leurs sont as-
sociés [20,22,28] . 
Nomenclature Caractéristique 
Description Description Pathologies 
temporelle fréquentielle principales 
Sibilant Continu > 100 ms > 100 Hz Asthme 
Ronchus Continu > 100 ms < 300 Hz Bronchite chronique 
Crépitant fin Discontinu 2CD < 10 ms 100-2000 Hz Fibrose interstitielle, 
Pneumonie 
Gros crépitant Discontinu 2CD> la ms 100-2000 Hz Broncho-pneumonie, 
Bronchiectasies 
10 ms [22 , 27] . 
L'analyse des crépitants donne des informations très utiles pour le diagnostic des mala-
dies pulmonaires. Le type de crépitant indique le nature de la maladie, alors que le nombre 
de crépitants dans un cycle respiratoire reflète sa sévérité. En effet, les gros crépitants sont 
signe d 'une bronchopneumonie ou de bronchiectasies; tandis que, les crépitants fins sont 
signe d 'une fibrose interstitielle ou d 'une pneumonie [28]. 
Les crépitants peuvent être classés selon leur position dans le cycle de la respiration. 
Les crépitants fins sont des événements qui apparaissent exclusivement dans la phase 
d'inspiration et sont souvent présents dans la mi-inspiration et à la fin de l'inspiration. 
Les gros crépitants peuvent être trouvés au début de la phase d'inspiration , et parfois dans 
la phase d'expiration [29] . Le tableau 1.2 résume les caractéristiques des sons adventices 
et les pathologies qui leurs sont associées. 
1.2 Base de données utilisée 
Les sons respiratoires proviennent des bases de données ASTRA [19] et RALE [30] , ainsi 
que des CD-ROM de deux livres traitant des sons respiratoires [31,32]. Les sons utilisés sont 
déjà répertoriés en bruits trachéaux, bruits vésiculaires, sibilants, crépitants fins et gros 
crépitants . Ces sons audio sont enregistrés dans différentes conditions. En effet , nous igno-
rons toutes les informations reliées aux conditions d 'enregistrement (type de capteur , filtre 
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anti-repliement , ... ) et aux patients (âge, sexe, taille, ... ). Ce manque d'informations ne 
constitue pas vraiment un inconvenient car le but est de réaliser un système robuste , fiable 
et insensible aux conditions de mesure. En vue d 'harmoniser le traitement de ses fichiers , 
nous réalisons trois opérations de pré-traitement: 1) la normalisation des amplitudes, 2) 
le re-échantillonnage pour les ramener à la même fréquence d 'échantillonnage, et 3) la 
segmentation manuellement pour avoir un seul cycle respiratoire par fichier. 
1.3 Problématique de recherche 
Les sons respiratoires adventices sont synonymes du dysfonctionnement du système 
respiratoire et sont associés aux différentes maladies pulmonaires. La problématique de 
recherche vise à développer des techniques de reconnaissance automatique des sons ad-
ventices dans le but de réaliser un système d 'aide au diagnostic des maladies. Ce type 
de systèmes a suscité l'intérêt de plusieurs équipes de recherche mais ils sont toujours en 
phase de développement . La complexité des signaux respiratoires et le manque de stan-
dardisation entre les équipes de recherche freinent considérablement la recherche dans ce 
domaine. 
Les figures 1.3 et 1.4 montrent que les caractéristiques temporelles et fréquentielles des 
deux classes de sons adventices sont très différentes. En effet , les sons adventices continus 
sont de nature stationnaire; ils sont bien localisés en fréquence mais couvrent un inter-
valle de temps relativement long. Par contre, les sons adventices discontinus sont de nature 
non-stationnaire; ils sont bien localisés dans le temps mais très étalés en fréquence. Il de-
vient difficile de développer une technique permettant la reconnaissance simultanée des 
différents sons adventices. Dans le cas de l'analyse spectrale, il faut analyser les sons ad-
ventices sur des fenêtres temporelles de largeurs extrêmement différentes, dépendamment 
de leur nature stationnaire ou non-stationnaire. 
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1.4 Objectifs 
Ce projet de recherche a pour but de mettre en place un système de reconnaissance 
automatique des sons adventices. Il consiste a améliorer les méthodes existantes d' analyse 
des sons respiratoires et de proposer de nouvelles solutions. Nous nous intéressons parti-
culièrement aux sons discontinus , à savoir les crépitants fins et les gros crépitants. Nous 
examinons aussi les performances de nouvelles techniques d'extraction des sibilants. 
1.4.1 Analyse des crépitants 
Les crépitants sont des signaux explosifs , transitoires et surajoutés aux bruits nor-
maux. Ils sont indicateurs de dysfonctionnement du système ventilatoire. Les crépitants 
sont caractérisés par l'instant de leur apparition dans le cycle respiratoire (au début de 
l'inspiration ou à la fin de l'expiration etc.), leur nombre (élevé ou faible), et leur tonalité 
(basse ou haute) [33]. En raison de leur faible puissance et de leur courte durée, il est t rès 
difficile de les analyser en présence de sons normaux. Dans le présent mémoire, l'analyse 
des crépitants se divise en quatre étapes, à savoir : 1) Séparation: extraire les crépitants 
du son respiratoire normal, 2) Débruitage : filtrer le signal contenant les crépitants pour 
réduire le bruit, 3) Détection: localiser la position du crépitant dans le temps, et 4) Clas-
sification : catégoriser les crépitants en deux classes, gros ou fin . La figure 1.6 montre le 
schéma du système d 'analyse des crépitants. 
- Séparation stationnaire/non-stationnaire : Lors de cette étape, les signaux 
sont divisés en deux classes : continue et discontinue. Plusieurs techniques seront 
évaluées: filtre non-linéaire (ST-NST) [35- 37], filtre à base de la transformée par 
ondelettes (WTST-NST) [38], filtre utilisant le système d 'inférences floue (GFST-
NST) [39] et un filtre basé sur les paquets d 'ondelettes (WPST-NST) que nous avons 
proposé [40] . 
- Débruitage : Vise à réduire le niveau de bruit de la composante non-stationnaire 
du signal respiratoire. 
Séparation des crépitants 
:1 ., HI.I : 1 .. 
_~ 'f -HI--::-~--'~-I.-'.!'f ,'.~,TI -fl.-I.-I"~:-'; -.-" Son non-stationnaire :: 
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05[11] _ 1 
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Identification des crépitants 
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~ Crépitants filtré 
NSTf[n] 
Détection 
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Figure 1.6: Schéma du système d'analyse des crépitants [34J. 
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- Détection : Cette étape consiste à détecter la présence d 'un crépitant en determi-
nant l'instant de son apparition. L'algorithme de détection est basé sur le paramètre 
"Dimension Fractale" (FD) [41). Un nouvel algorithme d 'énumération des crépitants 
est proposé dans ce mémoire [34) . 
- Classification : Cette étape consiste à extraire les paramètres caractéristiques du 
crépitant afin de les différencier. Différentes combinaisons de paramètres sont testées 
afin de déterminer la meilleure. 
1.4.2 Analyse des sibilants 
Pour compléter les travaux antérieurs de l'équipe [14- 17), nous allons tester et évaluer 
quatre autres méthodes de détection des sibilants basées globalement sur les spectro-
grammes: 1) Laplacien d 'une gaussiènne [42), 2) modélisation auditive [43), 3) détection 
d 'épisodes de sibilants [44) , et 4) représentation par " Chirplets" [45) 
CHAPITRE II 
EXTRACTION DES CRÉPITANTS DES SONS VÉSICULAIRES 
Ce chapitre concerne l'ét ape de séparation des sons continus et discontinus, qualifiés 
aussi de stationnaires et non-stationnaires. Dans cette étape, les crépitants seront ex-
traits des sons vésiculaires afin de les reconnaître ultérieurement. Nous présentons trois 
techniques de séparation rencontrées dans la littérature; elles sont respectivement basées 
sur : le fil t re adaptatif, l'inférences floue et la transformée par ondelet tes . Enfin , nous 
proposerons une nouvelle t echnique basée sur les paquets d 'ondelettes. 
2.1 Principe de séparation stationnaire et non-stationnaire des sons respira-
toires 
Les crépitants sont des sons respiratoires explosifs de courte durée, qui sont associés le 
plus souvent à un dysfonctionnement pulmonaire. Il s'agit de sons t ransitoires surajoutés 
aux bruits respiratoires normaux. Le processus de séparation des crépitants des sons 
vésiculaires constitue une étape importante dans l'analyse des sons respiratoires . C'est 
une tâche laborieuse en raison de la faible énergie et de la durée relativement courte des 
crépitants. 
Le principe de séparation des sons respiratoires est basé sur les hypothèses suivantes : 
les sons advent ices discontinus (crépitants) peuvent être considérés comme des sons non-
stationnaires alors que les sons normaux (vésiculaires) et les sons adventices continus 
(asthme et rhonchus) sont considérés comme stationnaires. 
Dans la section qui suit, nous décrivons en détails trois techniques de séparation basées 
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respectivement sur : le filtrage adaptatif (ST-NST) [35, 37), le syst ème d 'inférence floue 
(GFST-NST) [39), et la transformée en ondelettes (WTST-NST) [38). Nous décrivons aussi 
le nouveau fil tre, basé sur les paquets d 'ondelettes (WPST-NST) , que nous avons proposé 
récemment [40). Le filtre proposé offre de meilleures performances comparativement aux 
méthodes existantes. 
2.2 Extraction des crépitants par filtre non-linéaire 
Le filtre ST-NST se base sur une approche non-linéaire pour séparer les signaux non-
stationnaires des signaux stationnaires [35). On suppose que le signal d 'entrée x[n] est 
la somme de deux signaux: un signal stationnaire qui peut être exprimé par le modèle 
prédictif et un signal non-stationnaire composé d 'ondes impulsives aléatoires de faible 
taux d 'apparit ion. En premier lieu , une introduction du filtre prédictif est présentée. 
2.2.1 Filtre prédictif 
Le fil tre prédictif consiste à prédire le prochain échantillon d 'un processus stochastique 
stationnaire à part ir d 'un nombre restreint de ses échantillons précédents. 
M 
x [n] = L akx [n - k] n = 1, 2, ... , N (2.1) 
k=l 
où x[n] est la prédiction du signal x[n] et ak représente les coefficients du filtre prédictif 
d 'ordre M. La figure 2. 1 montre un exemple de filtre predictif basé sur un fil tre adaptatif. 
L'erreur de prédiction ep [n] pour le nème échantillon x[n] est donnée par la différence entre 
l'échantillon actuel est sa valeur prédite : 
M 
ep [n] = x[n] - x[n] = x[n] - L akx[n - k] (2.2) 
k=l 
Les coefficients ak du fil t re sont ajustés par l'algorithme LMS (Least Mean Square) . C'est 
une technique itérative basée sur la minimisation de l'erreur quadratique moyenne. En 
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x[n] 
e[n] 
x[n] 
Figure 2.1: Structure du filtre prédictif [46]. 
fait , les coefficients du filtre sont ajustés à chaque itération [46]. 
adn + 1] = adn] + 2/-œ[n]x[n - k] k = 0, l , ... , M - 1 (2.3) 
où f-L est une constante positive qui détermine la vitesse de convergence et la stabilité 
du filtre. Une valeur faible de f-L assure la stabilité mais un temps de convergence trop 
important et vice et versa. 
2.2.2 Filtre de séparation non-linéaire ST-NST 
Ce filtre de séparation stationnaire et non-stationnaire (ST-NST) a été proposé par 
Ono et al. [35] pour extraire les crépitants des sons vésiculaires. La figure 2.2 représente 
le diagramme de ce filtre qui est principalement composé d 'un filtre prédictif et d'une 
fonct ion non-linéaire F(·). 
Dans la section précédente, nous avons vu que le filtre prédictif permet d'obtenir l'es-
timation de l'échantillon d'un signal stationnaire en utilisant les M derniers échantillons. 
M 
y[n] = L ak[n]l7[n - k] (2.4) 
k=l 
où ak et M représentent respectivement les coefficients et l'ordre du filtre prédictif. 
+ e(n) 
x(n) ---.J 
yen) 
FONCTION 
NON-LrNÉAIRE 
F ( . ) 
F1LTRE 
PRÉDICTIF 
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+ zen) 
SORTIE NON-STATIONNAIRE 
u(n) 
Yen) 
SORTIE STATIONNAIRE 
Figure 2.2: Schéma du filtre ST - NST [35] utilisant le filtre prédictif de la figure 2.1. 
En se référant au diagramme de la figure 2.2 , on constate que l'erreur e[n] est définie 
par la différence entre l'entrée x[n] et la prédiction de la composante stationnaire y[n]. 
e[n] = x[n] - y[n] (2.5) 
Ensuite, l'erreur est traitée par la fonction non-linéaire F(.) , définie par le tracé de 
la figure 2.3, dans le but de déterminer une sortie u[n] faisant partie de la composante 
stationnaire du signal. 
u[n] = F(e[n]) (2.6) 
Ainsi , la sortie stationnaire Yrn] et la sortie non-stationnaire Z[n] sont définies respec-
tivement par les équations 2.7 et 2.8 : 
y[n] = y[n] + u[n] (2.7) 
Z[n] = e[n] - u[n] (2.8) 
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Figure 2.3: Fonction non- linéaire utilisée par le filtre ST-NST [351. 
En se basant sur la structure du filtre (figure 2.2) et la description de la fonction 
non-linéaire (figure 2.3), il est facile de vérifier que: 
• Si le[n]1 < c, alors la sortie stationnaire est égale au signal d'entrée, tandis que la 
sortie non-stationnaire est nulle : Y[n] = x[n] et z[n] = 0 ; 
• Si le[n]1 > kc, alors la sortie stationnaire est égale à la sortie du filtre adaptatif, 
tandis que la sortie non-stationnaire est égale à l'erreur prédictive: y[nJ = y[n] et 
Z[n] = e[n] ; 
• Si c < le[n]1 < kc , alors le signal d'entrée est traité comme un signal semi-stationnaire : 
y[n] = y[nJ + c et Z[n] = e[nJ - c. 
où le paramètre c est déterminé de sorte que la probabilité de détection du signal 
non-stationnaire est définie par une valeur fixe,. La fonction p( x) représente la densité 
de probabilité du signal d'erreur. 
1: p(x)dx = 1 -, (2.9) 
SORTIE 
NON-STATIONNAIRE 
ENTREE 
FILTRE 
p 
ST-NST 
r 
SORTIE STATIONNAIRE 
-
fiLTRE WS 
l' 
SORTI E 
CREPITENTS ESTIMES 
Figure 2.4: Diagramme d 'un filtre numérique pour l'extract ion des crépitants [36]. 
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Une version modifiée de ce filtre a été proposé deux ans plus tard par la même 
équipe [36]. Ils ont ajouté un filtre de post-traitement à la sortie non-stationnaire (fi-
gure 2.4), capable de réduire les bruits selon l'intervalle de temps séparant deux passages 
par zéro successifs des signaux non-stationnaires . Une autre version du filtre ST-NST, 
utilisant les statistiques d 'ordre supérieur comme seuil de discrimination, a été proposée 
plus tard [37]. Il s'est avéré qu 'elle est plus robuste pour réduire les bruits blancs. Tou-
tefois, dans les trois modèles , nous avons besoin de la définition empirique de l'ensemble 
des coefficients. 
2.3 Extraction des crépitants par logique floue 
Un filtre GFST- NST (Generalized Fuzzy rule-based STationary-NonSTationary fllt er) 
basée sur la logique floue a été proposé par Tolias et al. [39] pour extraire les crépitants 
des sons vésiculaires. En fait , cet outil est composé de deux systèmes d 'inférence floue 
à base d 'un réseau adaptatif ANFIS (Adaptive-Network-based Fuzzy Inference System). 
A vant de décrire le fonctionnement du filtre, nous allons introduire les notions de base de 
la logique floue. 
2.3.1 Concept de base de la logique floue 
Le plus souvent, une personne n 'a pas besoin d'information précise ou numérique 
pour prendre une décision. Par exemple, est-ce que la température de l'eau est adéquate 
t. 
x. 
Contour « net » 
A : ensemble classique B : ensemble flou 
Contour « flou » 
ou « graduel » 
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x n'appartient ni à A ni à B 
Y appartient totalement à A 
z appartient totalement à B 
t appartient partiellement à B 
Figure 2.5: Comparaison d'un ensemble classique et d'un ensemble flou [47). Les contours 
d 'un ensemble classique sont "nets" alors que ceux de l'ensemble flou sont "flous" ou 
"graduels" . 
pour prendre une douche? Est-ce que ce steak est suffisamment cuit pour être mangé? 
Pour répondre à ce type de questions que le concept de logique floue a été proposé par 
le professeur Lotfi Zadeh. Contrairement à la logique bivalente, la logique floue permet 
de manipuler des valeurs de vérité autres que le "vrai" et le " faux" absolus. Elle sert 
donc à représenter des connaissances incertaines et imprécises, c'est à dire que la vérité 
est exprimée par une manière de degré. Aujourd'hui, l'approche par logique floue est 
universellement utilisée dans les systèmes de contrôle ayant des entrées imprécises ou 
contaminées. Elle permet de résoudre des problèmes de façon simple et "humanisée". Le 
concept de base de la logique floue comprend quatre parties: l'ensemble flou , la fonction 
d'appartenance , l'opérateur flou et les règles d 'inférence. 
a) Ensemble flou 
Dans la théorie des ensembles classiques, un élément appartient ou n'appartient pas à 
un ensemble. Parfois, cette notion ne permet cependant pas de répondre à des situations 
simples mais rencontrées fréquemment. En logique floue , la théorie des ensembles flous 
repose sur la notion d 'appartenance partielle, les contours de chaque ensemble flou sont 
"flous" ou "graduels" [47) (voir figure 2.5) . 
Prenons comme exemple, la définition de la température de l'eau. En logique clas-
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sique, l'eau est froide ou chaude. Nous conviendrons par exemple que l'eau est chaude si 
sa température est supérieure à 40°C, puis l'eau est froide si sa température est inférieure à 
40°C. Alors la température de l'eau est divisée en deux intervalles [0°C,40°C[ et [40°C,100°C] . 
Dans ce cas, 40°C est le point de délimitation entre les deux ensembles, l'eau de 39°C est 
froide mais celle de 40°C est chaude. La discontinuité de cette définition n 'est pas naturelle 
(voir la figure 2.6-a). 
En logique floue, l'ensemble est défini par un degré d 'appartenance, nous pouvons 
avoir une délimitation plus douce (graduelle). Si la température était de 80°C, l'eau est 
chaude absolument , par contre si la température était de 40°C, l'eau n 'est ni vraiment 
chaude ni vraiment froide (voir la figure 2.6-b). 
b) Fonction d'appartenance 
Un ensemble flou est défini par sa "fonction d 'appartenance", qUl correspond à la 
notion de "fonction caractéristique" en logique classique [47J. 
Supposons que nous voulions définir la température de l'eau par trois ensembles: "l'eau 
froide", "l'eau tiède" et "l'eau chaude" . En logique classique, nous conviendrons que la 
température de l'eau tiède est comprise entre 25°C et 55°C. La fonction caractéristique 
de l'ensemble donne "0" pour les températures hors de l'intervalle [25°C 55°C] et " 1" 
pour celles qui sont à l'intérieur. L'ensemble flou de "l'eau tiède" sera défini par une 
" fonction d'appartenance" qui diffère de la fonction caractéristique par le fait qu 'elle peut 
prendre n'importe quelle valeur dans l'intervalle [0 , 1]. À chaque température possible 
correspondra un "degré d 'appartenance" à l'ensemble flou de "l'eau tiède", compris entre 
o et 1. Les ensembles flous pourraient être entrelacés dans certains intervalles. Par exemple, 
si la température de l'eau était de 25°C, le degré d 'appartenance à l'ensemble de "l'eau 
froide" est 0.5 qui est le même pour son appartenance à l'ensemble de " l'eau tiède" (voir 
figure 2.7). Le tableau 2.1 donne le degré d 'appartenance pour les temperatures 25°C, 
40°C et 55°C pour les trois ensembles flous définis par les fonctions d' appartenance de la 
figure 2.7-b. 
Degré d'appartenance Ji 
J!t-
1 
0.5 
o 40 
eau 
chaude 
100 ... 
Température(°C) 
a) Ensemble classique défini par 
une fonction caractéristique 
Degré d'appartenance Ji 
0.5 
o 40 
eau 
chaude 
100 
Tempéra ture(°C) 
b) Ensemble tlou défini par 
une fonction d'appartenance 
Figure 2.6: Définitions possibles de l'ensemble de " l'eau chaude" . 
Degré d'appm1enance JL 
!t-
0.5 eau eau 
froide tiède 
eau 
chaude 
.. 
Degré d'appal1enance JL 
eau 
chaude 
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o 25 55 ~ 100 
Tempérahlre (OC) 
o 100 
Température (OC. 
a) Fonction caractéristique b) Fonction d'appalienance 
Figure 2.7: Exemples de fonctions caractéristiques et de fonctions d 'appartenance. 
Triangulaire Gaussiènne Cloche 
:::t. 1 :::t. 1 :::t. 1 lU lU lU U U U ~ 08 ~ 0.8 ê 08 t:: t:: C lU lU lU ~ 0.6 ~ 06 ~ 06 c.. c.. c.. c.. c.. c.. ~ 04 _'" 0.4 _'" 0.4 
"0 "0 
'IU ' IU 
'IU 
.... 
500.2 5002 ~0 . 2 
lU lU Cl Cl Cl 
0 0 
0 6 8 10 0 6 8 10 0 2 6 8 10 
Figure 2.8: Trois exemples de fonctions d 'appartenance. 
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Tableau 2.1: Degré d 'appartenance à trois ensembles flous. 
Degré d'appartenance 
Température Eau froide Eau tiède Eau chaude 
25°C 0.5 0.5 0 
40°C 0 1 0 
55°C 0 0.5 0.5 
Cet exemple montre la gradualité introduite par la logique floue. L'eau ayant une 
température de 55°C appartient simultanément à l'ensemble de " l'eau tiède" avec un 
degré de 0.5 et à l'ensemble de "l'eau chaude" avec un degré de 0.5 quand même. Le 
terme température s'appelle variable linguistique, alors que les termes chaude ou froide , 
définis par les fonctions d 'appartenance, s'appellent valeurs linguistiques. 
Les fonctions d 'appartenance peuvent théoriquement prendre n 'importe quelle forme. 
Toutefois , elles sont souvent définies par la fonction triangulaire, gaussiènne ou cloche à 
cause de leur simplicité (voir la figure 2.8). 
c) Opérateurs de logique floue 
La logique booléenne est un cas particulier de la logique floue. En logique classique, il 
y a deux états logiques: faux et vrai. En logique floue, la variable floue représente le degré 
de la vérité par une valeur comprise entre 0 et 1. Les opérateurs "Complément" (NON), 
"Union" (OU) et " Intersection" (ET) sont définies par les équations suivantes: 
Il;jf(X) = 1 - f.1A( X) 
f.1AUB(X) = max(f.1A(x),f.1B(X)) 
f.1AnB( X) = min(f.1A(x),f.1B(X)) 
d) Règles d'inférence 
NON 
OU 
ET 
(2 .10) 
Le système logique floue fonctionne de manière" humanisée", il est souvent accompli 
par une base de règles d 'inférence. Les règles d 'inférence peuvent être exprimées sous la 
forme: SI "prédicat", ALORS "conclusion" [471. Donc, une règle de type: 
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Base de connaissances 
, 
1 Base de dOlUléesl1 Règles de base 1 • Entrée Intelface de 1 1 lJlterface de SOIiie 
Fuzzification ~ r Défuzzification 
1 i 1 Unité de prise de 1 
1 décision 1 
Figure 2.9: Schéma du système d 'inférence floue (FIS) [48] . 
SI X est A, ALORS Y est B. 
où X et Y sont deux variables linguistiques, A et B sont les étiquettes linguist iques ca-
ractérisés par les fonctions d 'appartenance. La part ie "Si X est A" s'appelle prédicat, 
antécédent ou prémisse, la partie" Alors Y est B" s'appelle conséquence ou conclusion. 
Par exemple, SI la température est élevée dans la chambre, ALORS fermer le chauffage. 
Ces règles permettent de relier les variables floues d'entrée aux variables floues de sortie 
à l'aide de différents opérateurs. Normalement, les règles d'inférence sont définies par le 
concepteur (expert) du système en fonction de son expérience ou de ses besoins. 
2.3.2 Système d'inférence floue (FIS) 
Un système d'inférence floue FIS (Fuzzy Inference System) se compose de cinq parties: 
1) une base de règles contenant un certain nombre de règles floues (SI-ALORS); 2) une 
base de données qui définit les fonctions d'appartenance; 3) une unité de prise de décision 
qm effectue l'opération d'inférence par les règles floues; 4) l'interface de fuzzification 
qm compare les entrées nettes avec les fonctions d'appartenance pour avoir un degré 
d'appartenance; 5) l'interface de défuzzification qui transforme les résultats flous en une 
sortie nette (voir la figure 2.9) [48]. 
La base de règles et la base de données sont souvent regroupées pour former la base de 
connaissances [48] ; la sortie de la fuzzification s'appelle le degré d'appartenance; les poids 
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wl+w2 
Figure 2.10: Types de règles floues SI-ALORS et les mécanismes de raisonnement flou 
communément utilisés [48). 
des règles sont calculés par un opérateur T-norm, normalement réalisé en déterminant le 
minimum des degrés d'appartenance. 
L'opération d 'inférence, appelée aussi le raisonnement flou , dresse une liaison entre 
l'entrée et la sortie en vertu des règles d 'inférence. On rencontre le plus souvent trois 
types de FIS qui diffèrent par leurs règles floues et leurs mécanismes de raisonnement [48) : 
Type 1 : La sortie globale est la moyenne pondérée des sorties conséquentes , induite par 
les poids des règles et les fonctions d'appartenance. Les fonctions d'appartenance à 
la sortie devraient être monotonement non-décroissant. 
Type 2 : La sortie globale est obtenue en appliquant l'opérateur " max" aux sorties floues. 
Il existe plusieurs méthodes pour calculer la sortie finale, par exemple le centre de 
gravité ou la moyenne maximale. 
Type 3 : La sortie globale est la moyenne pondérée des sorties conséquentes qui sont 
dérivées par combinaison linéaire des variables d'entrée. Il s'appelle aussi Sugeno-
FIS [49). 
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La figure 2.10 utilise deux entrées et deux règles d 'inférence floue pour montrer les 
différents types de règles floues et des mécanismes de raisonnement. Nous pouvons voir 
que la différence principale entre les trois méthodes réside dans la façon de défuzzifier. 
2.3.3 Système d'inférence floue à base d'un réseau adaptatif (ANFIS) 
Le système d 'inférence floue à base d 'un réseau adaptatif ANFIS (Adaptive Neuro-
Fuzzy Inference System) est un système adaptatif qui est capable d 'ajuster ses fonctions 
d 'appartenance par apprentissage [48] afin d 'obtenir la sortie désirée. La méthode d 'ap-
prent issage ut ilisée est similaire à celle des réseaux de neurones: les coefficients prémisses 
(paramètres de la fonction d 'appartenance d 'entrée) sont ajustés par l'algorithme rétro-
propagation ; les coefficients conséquences (paramètres de la fonction d 'appartenance de 
sort ie) sont ajustés par l'algorithme LMS (Least Mean Square). Il s'agit , donc, d 'une 
méthode d 'apprentissage hybride. 
Prenons un exemple du système Sugeno-ANFIS ayant deux entrées et deux fonctions 
d 'appartenance pour chaque entrée. Les quatre règles d 'inférence sont défin ies par : 
Règle 1: SI x est A l et y est Bl , ALORS il = P1 X + qlY + r l · 
Règle 2 : SI x est Al et y est B2 , ALORS 12 = P2X + q2Y + r2 · 
Règle 3 : SI x est A2 et y est Bl , ALORS h = P3X + q3Y + r3' 
Règle 4: SI x est A2 et y est B2 , ALORS f4 = P4X + q4Y + r4. 
La figure 2.11 donne la structure de ce réseau ANFIS , qui est un réseau à cinq couches. 
Les fonctions de chaque couche sont décrites comme suit: 
Couche fuzzification : Quantification des entrées x et y aux valeurs floues par les fonc-
tions d 'appartenanace. 
i = 1, 2; (2.11) 
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Figure 2.11 : Système ANFIS utilisé dans le fil t re GFST- NST [39 , 481. 
i = 3, 4; (2 .12) 
Couche multiplication: Multiplication des valeurs floues pour avoir les poids de chaque 
règle. 
Ok = W k = /1A;( X ) ' /1 8 j (Y) k = 1, 2, 3, 4; i = 1, 2;j = 1, 2; (2 .13) 
Couche normalisation: Normalisation des poids. 
3 - W i 
Oi = W i = 4 i = 1, ... , 4; 
2:k= l Wk 
(2.14) 
Couche dé fuzzification : Calcul des valeurs de défizzificat ion par les paramètres conséquents 
{Pi , qi, rd et les poids Wi' 
(2. 15) 
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Figure 2.12: Schéma du filtre de séparation basé sur la logique floue GFST- NST [391. 
Couche Agrégation: Calcul de la sortie finale par l'agrégation. 
(2.16) 
2.3.4 Filtre d e séparation basé sur la logique floue GFST-NST 
Le filtre GFST-NST est composé de deux systèmes ANFIS (voir la figure 2.12). Ces 
deux systèmes sont entraînés grâce à une base de données qui comporte les résultats de 
séparation obtenus par d' autres méthodes. On pourrait obtenir sensiblement les mêmes 
résultats qu'avec le filtre WTST-NST mais avec beaucoup moins de temps. Cependant, le 
filtre GFST-NST nécessite un entraînement séparé pour chaque type de son (crépitant fin 
et gros crépitant). Dans le travail de Tolias et al. [391, la base de données a été construite 
en créant un fichier audio par type de crépitant. En d 'autres termes, nous avons besoin 
d'informations a priori sur le signal avant la séparation, afin de choisir le filtre approprié. 
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2.4 Extraction des crépitants par la transformée en ondelettes 
La transformée en ondelettes a suscité, ces dernières années , un intérêt considérable 
et trouve des applications dans de nombreux domaines. Dans le cas des sons respiratoires, 
un filtre de séparation des crépitants de sons vésiculaires, basé sur la transformée en 
ondelettes a été proposé par Hadjileontiadis et al. [38J. Ce filtre de séparation présente 
d 'excellentes performances. Avant d 'aborder le principe de fonctionnement de ce filtre, 
nous ferons un petit rappel de la transformée en ondelettes et son implantation discrète. 
2.4.1 Transformée en ondelettes 
La transformée en ondelettes continue d 'un signal x(t) est définie par: 
1 1+00 w(s, T) = (x(t), 'ljJs,r) = Vs -00 x(t )'IjJ;,r(t )dt (2. 17) 
où (*) désigne l'opérateur conjugué, et 'ljJs,r(t) est une base orthogonale d 'ondelettes, 
générée à partir d'une seule ondelette 'IjJ (t) qui s'appelle ondelette mère ou ondelette 
analysante : 
(2.18) 
où s E IR+ est le paramètre de dilatation caractérisant l'échelle du temps et T E IR est 
le paramètre de translation caractérisant l'emplacement sur l'axe du temps. L'ondelette 
mère doit être de carré intégrable et vérifier la condition d'admissibilité. Plusieurs types 
d 'ondelettes sont proposés dans la littérature , par exemple l'ondelette de Haar, l'ondelette 
de Morlet, et l'ondelette de Daubechies que nous utiliserons dans ce projet. 
Pour une implantation numérique, il est nécessaire de représenter de façon discrète les 
paramètres s et T [50J. Ils sont , le plus souvent , définis par un format dyadique: s = 2j et 
T = 2j k, k E Z. L'équation 2.17 devient: 
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(2.19) 
L'analyse et la synthèse par transformée en ondelettes consistent à ut iliser deux on-
delettes 'IjJ (t) et cp(t) de façon que l'on puisse écrire [51] : 
+00 +00 
x(t) = L L wj [k] cp(2 - j t - k) (2.20) 
j =-oo k= -oo 
2.4.2 Analyse multirésolution 
L'analyse mult irésolution consiste à projeter un signal, x(t ) E U(lR), appartenant 
à un espace Vj sur un sous-espace Vj+ l et un sous-espace Wj+l. Vj+ l est sous-espace 
d 'approximation et Wj +l est le sous-espace détails [52]. Ces sous-espaces ont un certain 
nombre de propriétés: ils forment une suite emboîtée, leur intersection est réduite à {0} 
et leur réunion est dense dans L2(lR). Il est démontré qu 'il exist e une fonction d 'échelle 
rp( t ) E L2(lR) qui engendre une base orthonormée de Vj+l et une ondelette 'IjJ (t) E U(lR) 
qui engendre une base orthonormée de W j +l . 
1
+ 00 
aj(k) = (x( t) , rpj,k) = -00 x(t) rp;,k(t)dt (2 .21 ) 
(2.22) 
où les bases orthonormées sont définies par : 
j , k E Z (2 .23) 
j , k E Z (2 .24) 
d3_~ 
WI; =, [m) 
G3 ------ ------ ---- --- --------~ C3 
MRD MRR I~~~------------~~~I I~~~--------------~~I 
Analyse Synthèse 
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Figure 2.13: Schéma d'analyse MRD (Multi-Resolution Decomposition) et de reconstitu-
tion MRR (Multi-Resolution Reconstruction) de l'algorithme de Mallat [53]. 
Les sous-espaces Vj et W j se caractérisent par : 
(2.25) 
(2.26) 
L'analyse multirésolution utilisée dans ce document est basée sur l'algorithme de Mal-
lat [53]. Cet algorithme est basé sur la definition de deux filtres H et G, dont les réponses 
impulsionnelles sont reliées aux fonctions cp(t) et 'lj;(t). La figure 2.13 présente le schéma 
de décomposition MRD (Multireso lution Decomposition) et de reconstitution MRR (Mul-
tiresolution Reconstruction) de cet algorithme. 
J 
o 
1 
2 
3 
o Fe!l6 Fe/8 
x[n] = ao 
Fe/4 Fe/2 
I ~ 
Figure 2.14: Répartition fréquentielle par transformée en ondelettes. 
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Les filtres H et G constituent respectivement , un fil tre passe-bas et un filtre passe-haut 
ayant la même fréquence de coupure (leurs bandes de fréquence sont complémentaires), 
appelés aussi filtres à miroirs quadratiques (QMF) [51]. Durant l'analyse (décomposition) 
du signal, les sorties des fil tres H et G sont sous-échantillonnées par un facteur 2 à chaque 
échelle j. Chaque approximation aj est décomposée par ces deux filtres pour donner une 
nouvelle approximation aH1 et un nouveau détail dH1 . La synthèse (reconstitution) du 
signal est un procédé similaire à l'analyse du signal mais opérant en sens inverse. 
Dans le domaine des fréquences , le signal est décomposé en plusieurs sous-bandes 
de fréquence (voir la figure 2.14). C'est évident que la meilleure résolution fréquentielle 
est obtenue en basses fréquences , et inversement , la meilleure résolution temporelle est 
obtenue en hautes fréquences. 
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2.4.3 Filtre de séparation basé sur la transformée en ondelettes WTST-NST 
Le filtre WTST-NST est une approche proposée par Hadj ileontiadis et al. [38] pour 
séparer les sons adventices discontinus des sons vésiculaires. Cette méthode de séparation 
est basée sur l'analyse multirésolution par ondelettes (figure 2.13). Elle est décrite par 
l'algorithme suivant : 
1. Initialisation: 
x[n] : un segment de N échantillons (N = 2M) d'un signal respiratoire, 
F adj : un facteur multiplicatif d 'ajustement, 
E : une constante positive de très faible valeur, 
j : l 'indice de l'échelle (j = 1, ... , M) avec M = log2(N). 
2. Attribuer: f[n] = x[n] 
3. Boucle pour chaque itération: i = 1, ... , L 
{ 
Calcul des coefficients WTi = M RD(f[n])j échelles 
Sauvegarder deux copies de WTi en WTiC et WTiR . Autrement dit, WTiC = 
WTiR = WTi 
Boucle pour chaque échelle d 'ondelettes: j=l , ... ,M. 
{ 
Calculer les écarts-types aJ 
Calculer les seuils TH R) = CT) . Fadj 
Boucle des coefficients d 'ondelettes à chaque échelle: m = 1, ... , ~. 
{ 
Comparer WTJ et TH R} 
Si IWTjl < THR; alors WTjC[m] = 0 sinon WTjR[m] = 0 
} fin boucle m 
} fin boucle j 
Calculer Ci[n] = M RR(WTiC)j échelles 
Calculer Ri [n] = M RR(WTiR)j échelles 
Calculer le critère STC = IE{RLrln]} - E{R7[n]}1 
Compare STC à é : 
Si STC 2 é alors f(n) = Ri[n] sinon i = L et quitter la boucle 
} fin boucle i 
4· Calculer les sons adventices discontinus DSA ou xd[n] 
DAS [n] = xdn] = 'LLI Cdn] 
5. Calculer les sons vésiculaires purs PYS ou xc[n] 
PV S[n] = xc[n] = Rdn] 
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L'organigramme correspondant est présenté à la figure 2.15 de façon très explicite. Les 
signaux Xd [X] et xc[x] représentent respectivement les sons adventices discontinus et les 
sons vésiculaires. 
Malgré qu'elle présente d 'excellentes performances de séparation, cette technique est 
très coûteuse en temps de calcul , ce qui rend très difficile son implantation en temps réel. 
En effet, ce handicap est causé par deux facteurs: 
1. L'analyse par ondelettes se fait sur toutes les échelles possibles . Par exemple, si la 
fenêtre du signal analysé contient N=1024 échantillons , alors le nombre d 'échelles 
M = l092(N) = 10. Autrement dit , j = 1, ... , 10. 
2. L'algorithme est itératif. Il est donc répété L fois. 
2.5 Extraction des crépitants par les paquets d'ondelettes 
Dans cette section , nous présentons une nouvelle technique d 'extraction des crépitants 
des sons respiratoires , que nous avons proposée récemment [401. Cette méthode, basée 
sur les paquets d'ondelettes , exploite les caractéristiques temps-fréquence du signal. De 
plus, la transformée par paquets d 'ondelettes nous offre la possibilité de profiter du choix 
immense de toutes les bases possibles pour trouver une segmentation optimale, qui soit la 
mieux adaptée au problème de détection des transitoires. Ainsi , la transformée en paquets 
d 'ondelettes fourni t une segmentation dynamique selon les caractéristiques du signal. 
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Figure 2.15: Schéma du filtre de séparation basé sur la transformée en ondelettes WTST-
NST [381. 
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Figure 2.16: Répartition fréquentielle par paquets d 'ondelettes. 
2.5.1 Transformée par paquets d'ondelettes 
Fe/2 1., 
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La transformée par paquets d'ondelettes, proposée par Coifman et al [541, se présente 
comme une généralisation de la transformée en ondelettes. Pour une résolution donnée, 
les fil tres H et G sont appliqués simultanément à l'approximation (aj ) et au détail (dj ). 
La figure 2.16 présente un exemple d' analyse par paquets d 'ondelettes, où l'arbre de 
décomposition dyadique est complet . 
D'après les travaux de Wickerhauser [551, les sous-bandes de l'arbre des paquets d 'on-
delet tes ne sont pas organisées dans l'ordre naturel croissant des fréquences. Pour avoir 
une distribut ion régulière sur l'axe fréquentiel, il faut réarranger certains fil t res H et G 
lors de la décomposition du signal (voir la figure 2.16). 
Pour simplifier , nous ut iliserons la même notation pour tous les coefficients. En effet , 
wt [ml représente le m ième coefficient de la kième sous-bande de l'échelle j . 
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Figure 2.17: Deux techniques de recherche de la meilleure base. 
2.5.2 Recherche de la meilleure base 
La problématique de la meilleure base vise à chercher les composantes les plus signi-
ficatives du signal. Elle est utilisée, le plus souvent , pour l'extraction des caractéristiques 
et la compression des données. 
La transformée par parquets d 'ondelettes décompose le signal d 'entrée en plusieurs 
sous-bandes dont la largeur dépend de la profondeur j de l'arbre de décomposition. La 
base optimale" la meilleure" peut être interprétée comme la meilleure segmentation de 
l'axe des fréquences [51). Deux techniques sont utilisées pour trouver la meilleure base: la 
méthode de division (spliting) et la méthode de regroupement (merging). Par exemple, 
la méthode de regroupement cherchera la meilleure base en partant des feuilles en se 
dirigeant vers la racine de l'arbre, ou vice versa pour la méthode de division (voir la 
figure 2. 17). 
La meilleure base est déterminée en minimisant une fonction de coût (critère d 'opti-
misation). Le choix de la fonction de coût dépend de l'application en question. Le critère 
le plus utilisé dans la littérature est l 'entropie du spectre [56) : 
(2 .27) 
m 
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Figure 2.18: Exemple d'analyse de crépitants par paquets d 'ondelettes: (a) les coefficients 
de chaque sous-bande ; (b) le coût" entropie" de chaque sous-bande. 
Dans la technique ascendante, on commence par une segmentation arbitraire de la 
bande de fréquence en intervalles dyadiques de taille réduite, pour que l'on puisse prendre 
en compte les détails les plus fins apparaissant dans le signal. L'algorithme consiste, alors, 
à remplacer les intervalles contigus lI~ et lI~+1 (intervalles fils) par l'union des deux lI~EBlI{+1 
(intervalle père), selon un critère d'optimisation [51J : 
(2.28) 
La figure 2.18 représente un exemple de recherche de la meilleure base. En effet , la 
figure 2.18-a représente la forme du signal (les coefficients w~[m]) dans chaque sous-bande. 
En revanche, la figure 2.18-b représente le coût" entropie" de chaque sous-bande par un 
nombre. La meilleure base, dans cet exemple, correspond aux sous-bandes [wI , w~, w~, w~ , w~l 
et est représentée en gris dans la figure 2.18-b. 
2.5.3 Filtre de séparation basé su r les paquets en ondelettes WPST-NST 
En analysant les caractéristiques temporelles et fréquentielles des sons adventices dis-
cont inus (figure 1.4) , on constate que le crépitant se caractérise par une amplitude qui 
augmente remarquablement durant une période courte et une énergie qui s'étend jusqu 'à 
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1500 Hz enVIron. Les deux caractéristiques démontrent que le crépitant est un signal 
transitoire et explosif. 
Dans cette section, nous présentons en détails l'algorithme à base de paquets d 'onde-
lettes (WPST-NST) que nous avons proposé pour séparer les crépitants des sons adven-
tices [40]. Le principe du filtre WPST-NST repose sur l'idée d'utiliser l'amplitude et la 
distribution d 'énergie du signal comme indicateur de présence d 'un crépitant. 
L'algorithme du filtre WPST-NST est décrit comme suit: 
1. Diviser le signal en segments de taille L et entrelacés de 75%. 
2. Décomposer chacun des segments par les parquets d'ondelettes (WPT) . 
3. Marquer les coefficients w{[m] dont l 'amplitude dépasse le seuil S1j défini par: 
(2.29) 
où a{ est l'écart-type des coefficients relatifs à la kieme sous-bande du niveau j. La constante 
Pl est fixée expérimentalement à 0.75. 
Ainsi, on définit le marquage Mk[m] d'un coefficient w~[m] comme suit: 
. {1 si Iw{[m]1 2: S1{ Mk[m] = 
o sinon 
(2.30) 
4. Quantifier le nombre de marquage d'un coefficient w~ [ml pour l 'ensemble des sous-bandes 
k d'un même niveau j : 
2j 
Nj[m] = LMk [m] (2.31 ) 
k=l 
On définit un deuxième seuil S~ relié à la moyenne des nombres de marquage par sous-
bande: 
L / 2j 
Sf:Y = P2 * L;2j ]; Nj[m] (2.32) 
La constante P2 est fixée expérimentalement à 2. 
5. Séparer les coefficients w~[m] en deux composantes : stationnaires S_SI~Jm] et non-
stationnaires S_NS'lt[m] selon les valeurs des seuils S1{ et s2fc. 
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Initialisation S_NSrzt[m]:= 0; S_NS7~Jm] := 0; 
si Iw~[m]12 Sl~ et JV1[m] 2 SfY, alors S_NSrzt[m] = w~[m]; 
sinon S_Srzt[m] = w~[m]. 
6. Chercher la meilleure base de décomposition pour les coefficients w~ [m]. 
7. Chaque segment est divisé par le nombre de chevauchement. Reconstruire les signaux sta-
tionnaire et non-stationnaire par transformation inverse (I WPT) des coefficients corres-
pondants S_STk[m] et S_NSrzt[m]. 
L'organigramme correspondant au filtre WPST-NST est présenté à la figure 2.19 de 
façon très explicite. Les signaux Xd [X] et xc [x] représentent respectivement les sons adven-
tices discontinus et les sons vésiculaires. 
Non 
Non 
x[n] 
(L=1024) 
WPT 
u= 5) 
Calcul des seuils 
Sl i and S2 i k 
S_STJ[m] = 0 
S_NST~[m] = 
IWPT 
Signal statiOIll1:llre 
XJIll) 
Signal no n-s tatio IUlaire 
Xd[ Ill) 
Recherche de la 
meilleure base 
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Figure 2.19: Schéma du filtre de séparation basé sur les paquets en ondelettes WPST-
NST [40]. 
CHAPITRE III 
IDENTIFICATION DES CRÉPITANTS 
Dans ce chapitre, nous allons présenter en détails le module d 'identification qui suit 
le filtre de séparation de la figure 1.6. Ce module opère en t rois étapes principales : 
1) un fil t re de débruitage est appliqué pour supprimer le bruit résiduel dans le signal 
non-stationnaire, 2) un détecteur basé sur la dimension fractale localise la posit ion du 
crépitant , et 3) les crépitants sont classifiés en gros crépitants et en crépitants fins selon 
leurs caractéristiques. 
3.1 Principe 
L'analyse des crépitants fournit des informations très utiles lors du diagnostic des ma-
ladies pulmonaires. Le nombre des crépitants dans un cycle respiratoire reflète la sévérité 
de la maladie, la durée et l'inst ant d 'apparition des crépitants peuvent varier selon le type 
de maladies [28]. 
Après le filtre de séparation , le signal respiratoire est divisé en deux signaux : un 
signal stationnaire ( ST-Signal) et un signal non-stationnaire (NST -Signal). Le ST-Signal 
cont ient les sons vésiculaires et les sons advent ices continus; alors que le NST-Signal 
cont ient les crépitants auxquels nous nous intéressons dans ce chapitre. Par le procédé 
de séparation, nous minimiserons l'influence du signal stationnaire (ST-Signal) durant 
l'analyse du signal non-stationnaire (NST-Signal) . 
L'identification des crépitants consiste à localiser les crépitants individuellement puis 
les classifier en crépitants fins ou en gros crépitants. Les signaux analysés dans ce projet 
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proviennent de la sortie de notre filtre de séparation WPST-NST. Comme pré-traitement , 
un filtre de débruitage a été proposé pour mettre les échantillons non-crépitants à zéro dans 
le signal non-stationnaire NST-Signal. L'étape de détection cherche l'instant d 'apparition 
de chacun des crépitants puis les crépitants sont extraits individuellement. Enfin , nous 
allons définir les paramètres caractéristiques des crépitants en vue de les classifier. 
3.2 F iltre de débruitage 
L'amplitude des crépitants n 'est pas constante le long d 'un signal respiratoire et peut 
varier dans une plage relativement étendue. Après l'étape de séparation , il y a encore 
du bruit résiduel dans le signal non-stationnaire NST-Signal. Parfois le crépitant est 
trop faible pour se distinguer du bruit uniquement par son énergie ou par son ampli-
t ude. Dans ce projet , nous proposons un filtre de débruitage très efficace pour réduire les 
bruits résiduels dans le NST-Signal. Le filtre proposé est caractérisé par un seuil adaptatif 
dépendant du signal stationnaire ST-Signal. Il est décrit par l'algorithme suivant: 
1. Générer un ensemble d'index vide A = 0 et un ensemble d'index plein n = {I ,2, ... ,N}, 
où N est égale au nombre d'échantillons du signal. Initialiser S_NSTf[n] = S_NST[n]. 
2. Appliquer un fenêtrage entrelacé (0: = 75%) simultanément aux signaux S_ST(nj et B-NST(n). 
La taille de la fenêtre L est approximativement égale à la moitié de la longueur d'un 
crépitant. À la fréquence d 'échantillonnage de 5 kHz, nous définissons L=32. 
3. Boucle pour chaque fenêtre du signal k = 1,2, ... , K : 
{ 
- Calculer la somme des amplitudes absolues du signal dans chaque fenêtre: 
(k-l )( l -a)L+L 
Asr[k] = L IS_ST [n] 1 (3.1) 
n=(k-l)(l-a)L+l 
(k- l )(l - a)L+L 
A Nsr[k] = L IS_NST [n] 1 (3.2) 
n=(k-l )(l - a)L+ l 
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où n est l 'index d'échantillonnage. 
- Si ANST[k] > P * AST[k], alors réunir les indexes d 'échantillonnage du segment k avec 
l 'ensemble A , où P est une constante fixée à 0.8 expérimentalement: 
A = AU {(k - 1)(1- a)L + l , (k - 1)(1 - a) L + 2, ... , (k - 1) (1 - a) L + L} (3.3) 
} fin de boucle k 
4. Les échantillons qui n 'appartiennent pas à l 'ensemble A sont mis à zéro. 
(3.4) 
Ce filtre préserve tous les crépitants qu 'ils soient faibles ou forts, tout en supprimant 
efficacement le bruit. 
3.3 Détection des crépitants 
La détection des crépitants sert à les localiser individuellement pour les classifier en-
suite. En général, la détection est réalisée à l'aide d 'un seuil qui permet de distinguer les 
crépitants du son stationnaire. Plusieurs solutions, traitant cette problématique, ont déjà 
été proposées dans la littérature : la détection selon la première dérivée du signal [57], la 
détection selon la "stationnarit é" de la matrice sonagramme [58] et la détection selon le pa-
ramètre de la dimension fractale (FD) [41]. Dans notre cas, la problématique de détection 
des crépitants est rendue plus facile par le filtre de séparation. Nous considérons que le 
NST-Signal, après débruitage, contient seulement des crépitants. 
Les crépitants peuvent être faibles ou forts en amplitude, parfois certains d'entre eux 
apparaissent consécutivement . Le problème est que, si le seuil de détection est surestimé, 
nous pourrions perdre ces crépitants faibles; par contre, si le seuil est sous-estimé, ces 
crépitants consécutifs pourraient être mal-détectés et pris pour un seul crépitant . Alors, 
il est difficile de choisir un seuil universel qui soit approprié dans toutes les situations. Au 
lieu de prendre un seuil fixe, nous pourrions utiliser un seuil adaptatif relié à l'amplitude 
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du crépitant. 
Normalement, un crépitant comprend 4 à 10 déflexions positives ou négatives , l'am-
plitude de chaque déflexion augmente graduellement puis diminue après avoir atteint son 
sommet. Si on divise un crépitant en deux parties par rapport à son amplitude absolue 
maximale, l'enveloppe du crépitant serait donc monotone. La méthode proposée [34] pour 
la détection de crépitants est basée sur cette propriété. 
3.3.1 Choix du paramètre de la détection 
Le paramètre utilisé pour la détection doit refléter le changement de l'amplitude du 
crépitant tout en ayant une forme d 'onde lisse pour éviter les erreurs de jugement . Trois 
paramètres sont comparés dans cette section : la dimension fractale, l'enveloppe de l'ampli-
t ude absolue et l'enveloppe de l'énergie. Pour comparer la performance de ces paramètres, 
nous prenons l'exemple illustré à la figure 3.1-a. Cet exemple se compose de 7 crépitants , 
3 d'entre eux sont entrelacés (4ième , 5ième et 6ième ) . 
L'enveloppe de l'amplitude est obtenue par un filtre passe-bas (ayant une fréquence 
coupure de 20 Hz dans cet exemple) . Ce paramètre est capable de discriminer les trois 
crépitants entrelacés, mais en même temps plusieurs sous-pics sont présents au milieu de 
plusieurs crépitants, pouvant causer des fausses détections (voir la figure 3.1-c) . 
L'enveloppe de l'énergie est calculée par la transformée de Fourier à court terme 
(STFT) [58] . Le signal filtré S_NSTf[n] est divisé en segments entrelacés avant de lui 
appliquer la transformée de Fourier. La longueur de la fenêtre est fixée à 12.8 ms avec 
99% de chevauchement. Dans chaque segment , l'énergie du signal est affectée au point de 
la mi-fenêtre (voir la figure 3.1-d). Pour ce qui est des trois crépitants entrelacés, l'enve-
loppe de l'énergie du signal sépare les deux premiers mais le troisième qui est plus faible 
est couvert par le deuxième crépitant, donc, ce paramètre n'est pas assez précis pour 
détecter les crépitants faibles. 
La détection des crépitants par dimension fractale a été initialement proposée par 
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Figure 3.1: Comparaison de trois paramètres utilisés dans la détection des crépitants. 
a) Sortie fil t ré S_NSTf[n] contenant (07) crépitants identifiés par les symboles " T", b) 
Dimension Fractale (FD) , c) Enveloppe de l'amplitude absolue (EA), d) Enveloppe de 
l'énergie (EE). 
Hadjileontiadis et Rekanos [41]. Le paramètre FD présente la meilleure performance. L'en-
semble des 7 crépitants est clairement séparé (voir la figure 3.1-b). Nous allons introduire 
la notion de la dimension fractale dans la section suivante avant de présenter l'algorithme 
de la détection des crépitants . 
3.3.2 Notion de la dimension fractale 
Dans le sens commun, la notion de "dimension" est une mesure qui reflète la taille 
d'un objet, par exemple la longueur , la largeur , la profondeur , etc. En mathématiques, 
les dimensions sont les paramètres qui décrivent la position et l'état d 'un objet dans un 
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itération 0 itération 1 itération 2 itération OC) 
Figure 3.2: Construction du triangle de Sierpinski. 
espace conceptuel. La dimension d 'un espace est égale au nombre total de paramètres qui 
servent à définir tous les ob jets possibles dans cet espace [59l . 
Selon les différents types d 'espaces , les définitions de dimension sont nombreuses. L'es-
pace euclidien est une conception plus élémentaire, il tire son nom du mathématicien grec 
Euclide. Dans l'espace euclidien , le point est de dimension 0, la courbe plane est de di-
mension 1, la surface est de dimension 2, le volume est de dimension 3. Cela s'appelle la 
dimension euclidienne (ou dimension topologique) et se caractérise par un nombre entier 
non-négatif. 
Mais la définition de la dimension euclidienne est insuffisante pour décrire les objets 
irréguliers ou morcelés, comme les "fractals" . Les objets fractals sont facilement obser-
vables dans la nature, par exemple les nuages, les montagnes , le broccoli, etc. Le plus 
souvent, ils possèdent des caractéristiques" auto-similaires" et pourraient être défini par 
une définition récursive [6ol. Prenons l'exemple du triangle de Sierpinski, il se construit de 
manière itérative. Le principe est de partir, à l'itération n = 0, d 'un t riangle équilatéral 
plein , on efface le t riangle du milieu dont les sommets sont les milieux des côtés du triangle 
init ial. On obtient ainsi, à l'itération n = 1, trois petit triangles pleins ayant un côté deux 
fois plus petit. Cette opération est répétée une infinité de fois (voir la figure 3.2). Quand 
n --t 00 , sa surface est nulle et son périmètre est infini. Le triangle de Sierpinski est une 
ligne universelle ayant une dimension euclidienne de 1. 
Comparée à la dimension euclidienne, la dimension fractale est un nombre réel non-
négatif. Elle est calculée le plus souvent par la définition de la dimension Hausdorff-
B esicovitch. Supposons qu 'un objet est segmenté en N pièces ident iques , le rapport d 'ho-
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N=3, k=3, D=l N=9, k=3, D=2 N=27, k=3, D=3 N=3, k=2, D=1.585 
Figure 3.3: Dimension fractale calculée pour quatre objets. Dh = log(N)/log(k) , où N est 
le nombre de pièces identiques et k est le rapport d'homothétie (ou le taux de réduction) 
mothétie k est égale au taux de réduction. Alors, la dimension Hausdorff-Eesicovitch de 
cet objet est définie par: 
Dh = lim log(N) 
k->oo log(k) 
(3.5) 
Par exemple, la figure 3.3 donne un exemple de la dimension Hausdorff-Eesicovitch 
de quatre objets: une ligne, un carré, un cube et un triangle Sierpinski. Parce que les 
quatre objets ont un caractère auto-similaire, leurs dimensions Hausdorff-Eesicovitch sont 
constantes quelle que soit l'échelle que l'on choisit. Dans le cas du triangle de Sierpinski, 
sa dimension de Hausdorff-Eesicovitch (Dh = log(3)/log(2) = 1.585) est supérieure à 
sa dimension euclidienne (De = 1) . En effet, à chaque itération, un triangle donne trois 
nouveaux triangles N = 3, dont les côtés sont deux fois plus petits k = 2. La dimension 
fractale reflète la complexité d 'un objet auto-similaire, ce qui permet au mathématicien 
français , Benoît Mandelbrot d 'énoncer: Un objet est fractal si sa dimension de Hausdorff-
Eesicovitch est strictement supérieure à sa dimension topologique (sauf pour les courbes 
spatiales) [61 1. 
On pourrait aussi utiliser la dimension fractale pour évaluer la complexité d'une courbe 
plane, dont l'abscise devrait augmenter monotonement. On considère une courbe x[n] de 
N points , obtenus par échantillonnage uniforme de son abscise (le temps en général) . Selon 
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l'algorithme de Katz [62], sa dimension fractale est définie par: 
Dk = log(N' ) 
log(~) + log(N') (3.6) 
où N ' = N - 1 est le nombre de segments de l'onde, d est le diamètre ou l'étendu de la 
courbe et L est la longueur de la courbe. Les paramètres d et L sont définis par: 
d = m ax{dist(1 ,j )} (3.7) 
J 
N' 
L = L dist(i , i + 1) (3.8) 
i=l 
où dist( i, j) est la distance entre les points i et j de la courbe. Par cette définition, la courbe 
droite a une dimension fractale Dk = 1 ; la courbe aléatoire a une dimension Dk = 1.15 
approximativement; Pour la courbe la plus compliquée, sa dimension Dk s'approche de 
1.5 [62]. 
Pour notre projet, nous utilisons un autre algorithme relativement simple proposé par 
Sevcik [63]. Il consiste à projeter l'abscisse et l'ordonnée dans un carré unitaire par une 
transformation linéaire. Le résultat est plus précis , surtout lorsque le nombre d'échantillons 
N est très grand. 
ln(L) 
Ds = 1 + ln(2 * N') 
3.3.3 Détection par le paramètre "Dimension Fractale" 
(3.9) 
Après débruitage, le signal S_N STf[n] est segmenté en fenêtres entrelacées, la longueur 
de la fenêt re (N) est approximativement égale à la moitié de la longueur d'un crépitant 
(N/ F s = 32/5000 Hz = 6.4 ms). Le taux d 'entrelacement est de 99%. La dimension 
fractale est calculée selon l'algorithme de Sevicik puis affectée à l'échantillon de la mi-
fenêtre. 
ln(L) 
D s[n] = 1 + ln(2 * N') 
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(3.10) 
Dans le diagramme de la dimension fractale, chaque crépitant est représenté par un 
pic distinct (figure 3.1-b). Pour éviter l'influence des petites variations de cette courbe, 
une méthode statistique est développée afin de prédire le changement (augmentation ou 
diminution) de la courbe FD. Illustré à la figure 3.4, cet algorithme est décrit par les 
étapes suivantes: 
1. Enlever les petites variations de la courbe de la dimension fractale par,' 
1 { D s[n] - 1 - é si Ds[n] > 1 + é 
D s[n] = 
o sinon 
(3.11) 
où E est une constante de faible valeur fixée à 0.01. La valeur minimale de D~ [n] est O. 
Les échantillons non-nuls sont considérés comme crépitants . 
2. Définir trois états de la courbe PD' : -l="décroissante", O= "constante" et l="croissante". 
3. Définir une fonction X[nj égale à la dérivée de la courbe de la dimension fractale pour la 
quantifier ensuite à-l, 0 et 1 afin d'obtenir U[nj. Les trois valeurs de U[nj correspondent 
à trois états de la courbe. On dit que U[nj représente l'état de la courbe dans une période 
courte (de l'instant n-l à n). 
X[n] = D~[n]- D~[n - 1] 
U[n] = { ~ 
- 1 
X[n] > 0 
X[n] =0 
X[n] < 0 
(3.12) 
(3.13) 
4. Définir une variable E[n] E [-1 , 0, 1] représentant l 'état instantané de la courbe et l 'ini-
tialiser à zéro (E[O] = 0) . 
5. Définir une variable T[n] E [-1 ,0, 1] qui représente la tendance du changement de la 
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courbe D~[n] à l'instant n : 
T[n] = { 
-1 if L~::+l X[nJ < 0 
0 if L~::+l X [n] = 0 
1 if L~::'-l X[nJ > 0 
(3 .14) 
où P = !f + 1 et N est la longueur de la fenêtre. 
6. Initialiser deux ensembles DSB = DSE = 0 pour enregistrer le début et la fin de chaque 
crépitant. 
La figure 3.4 représente l'algorithme automatique d 'énumération des crépitants capable 
de trouver le début et la fin de chaque crépitant individuel, qui les enregistre dans deux 
ensembles" DSB" et" DSE". Cet algorithme présente l'avantage de chercher les frontières 
des crépitants qu 'ils soient faibles ou entrelacés. 
Cet algorithme de détection fournit une précision de presque 100%. À l'aide des deux 
ensembles " DSB" et "DSE", on peut facilement calculer le nombre et la durée des 
crépitants . La figure 3.5 donne un exemple de détection par la dimension fractale Ds, où 
le signal testé ne contient que des crépitants parce qu'il a été préalablement traité par les 
filtres de séparation et de débruitage. Selon le résultat obtenu dans cet exemple, le taux 
de détection est de 100 %. 
3.4 Classification des crépitants 
Nous avons vu à la section 1.1.3 que le type de crépitant nous informe sur la nature de 
la maladie. Par exemple, un gros crépitant est présent dans les cas de broncho-pneumonie 
et de bronchiectasies, un crépitant fin est présent dans les cas de fibrose interstitielle et 
de pneumonie [28). Dans cette section, nous allons comparer trois types de paramètres 
caractéristiques en vue de classifier les crépitants : l'analyse temps-fréquence [57,64,65), le 
modèle de Prony [66) et la transformée en ondelettes continue [67) . 
Diftërenœ 
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Figure 3.4: Algorit hme automatique d 'énumération des crépitants. 
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a) Signal contenant uniquement des sibilants s[n] 
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Figure 3.5: Exemple de détection des crépitants par dimension fract ale. a) Le signal testé 
contient uniquement des crépitants parce qu 'il a été préalablement traité par les filtres de 
séparation et de débruitage, où les crépitants sont identifiés par les marques (T). b) La 
dimension fractale permet de détecter les crépitants faibles ou entrelacés. 
3.4 .1 Caractérisation temp s-fréquence 
La caractérisation temps-fréquence est une approche traditionnelle d 'analyse de si-
gnaux respiratoires . Plusieurs mesures dans le domaine du temps ont été proposées pour 
différentier les deux types de crépitants : la durée de la déflexion initiale (IDW), la durée 
des deux premiers cycles (2CD), la durée de la déflexion maximale (MDW) , la durée de 
la déflexion totale (TDW) . Selon la proposition de l'ATS (American Thoracic Society), 
les durées moyennes de IDW et 2CD du crépitant fin sont respectivement de 0.7 ms et 
5 ms , et celles des gros crépitants sont respectivement de 1.5 ms et 10 ms. 
Les crépitants sont extraits individuellement dans l'étape de détection , mais la frontière 
du crépitant décidée par la FD est une définition approximative. Il est à noter que la 
différence d 'IDW entre les deux types de crépitants est inférieure à 1 ms , une mesure 
précise des front ières des crépitants est donc nécessaire pour obtenir une classification 
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valide. Malheureusement, le crépitant est souvent distordu par le signal respiratoire, en 
particulier pour ceux de faible amplitude. Par conséquent, il devient plus difficile de 
calculer les paramètres IDW et 2CD de façon automatique. Selon l'expérimentation de 
Hoevers et Loudon [64], une discrimination basée sur la durée de la déflexion maximale 
pourrait présenter de meilleures performances que celle basée sur le début du crépitant . 
Dans ce projet, nous choisissons la durée de la déflexion maximale (MDW) et la durée 
de la déflexion totale (TDW) comme paramètres de discrimination lors de la classification. 
La mesure automatique de ces paramètres a été proposée par Vannuccini et al. [57]. Elle se 
base sur le calcul de la première dérivée du signal en utilisant un filtre FIR de la famille 
Savitzky- Calay [57]. Cette famille de filtres est de type passe-bas, bien adaptée au lissage 
et à la différentiation , et dont les propriétés sont définies dans le domaine du temps au lieu 
du domaine de Fourier [571. Ces filtres sont principalement caractérisés par le nombre de 
coefficients p, le degré du polynôme k et l'ordre de la dérivée d [57]. Par expérimentation , 
on a choisi les paramètres p = 9 et k = 2. La MDW est calculée par deux tangentes qui 
ont la pente maximale; tandis que la TDW est calculée par un seuil K égalant 0.1 fois 
l'amplit ude maximale du crépitant. 
En plus des deux paramètres temporels MDW et TDW, nous avons utilisé deux pa-
ramètres fréquentiels qui sont la fréquence du pic (PF) et la largeur de la bande gaussienne 
(GBW), définie par les fréquences correspondantes à l'atténuation de 3 dB de l'amplitude 
maximale. Le spectre du signal est calculé par la transformée de Fourier. La figure 3.6 
représente un exemple de crépitant et les différents paramètres des domaines temps et 
fréquence. 
3.4.2 Modèle de Prony 
Le modèle Prony permet de décomposer, dans le domaine temporel, un signal x(t) en 
une somme pondérée de sinusoïdes amorties : 
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Figure 3.6: Caractérisation temps-fréquence d 'un crépitant, où TDW=lO.4ms, 
MDW=1.4ms, PF= 312.5Hz, GBW=137.5Hz 
p 
X(t) = L Akeak(t)cos(27r fk t + fh) (3.15) 
k=l 
où p est l'ordre du modèle, Ak est le facteur de pondération, ak est le coefficient 
d'atténuation, fk et Bk sont respectivement la fréquence et la phase de la kième sinusoïde. 
De ce fait , le modèle Prony contient une série de sinusoïdes amorties, similaires à une 
moitié de crépitant. 
La difficulté de cette technique consiste à déterminer les paramètres p, Ak, ak, fk et 
Bk qui minimisent l'erreur quadratique: 
N -l 
é = L Ix(t) - x(t)1 2 (3.16) 
n=O 
Dans cette approche, le crépitant est divisé en deux parties afin de définir deux 
modèles. La première partie du crépitant est comprise entre l'instant de son commence-
ment et l'instant où l'amplitude est maximale; le restant du crépitant forme la deuxième 
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Figure 3.7: Modélisation par modèle de Prony 
57 
partie [661 . Pour modéliser le crépitant, la première partie du crépitant est inversée dans 
le temps. Après plusieurs tests sur l'ordre du modèle, la valeur de p est fixée à 1 parce 
qu'elle offre une erreur minimale [661. Alors, nous avons quatre coefficients {A , a, f , e} à 
ajuster dans chaque modèle de Prony. Dans notre expérimentation , les coefficients sont 
initialisés à {l , -150 , 100, O} , l'algorithme d 'optimisation de ces coefficients provient de la 
boîte à outils" Curve Fitting Toolbox" de Matlab. 
Après modélisation, on a 8 coefficients représentant un seul crépitant . Les coeffi-
cients des modèles de Prony pourraient être utilisés pour discriminer le crépitant en gros 
crépitant ou en crépitant fin. La figure 3.7 représente un crépitant réel et le résultat de la 
modélisation par le modèle de Prony. 
Le problème rencontré avec cette méthode réside dans son instabilité. À cause de la 
présence du bruit et de la distorsion introduite par le filtre de séparation, la fonction de 
Prony n 'est pas toujours un modèle idéal pour estimer le crépitant. Si le signal crépitant 
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est trop loin d 'une forme sinusoïde amortie, le résultat de la modélisation ne peut pas 
présenter une bonne caractérisation du crépitant et aboutit à une mauvaise classification. 
3.4.3 Transformée en ondelettes continue 
Nous rappelons que la transformée en ondelettes continue d'un signal x(t) est une 
fonction à deux variables définie par : 
W(T, s) = - x(t) 'ljJ(-)dt 1 J t-T 
s s 
(3.17) 
où 'ljJ( t) est l'ondelette mère, s est le paramètre échelle et T est le paramètre de translation 
de la fonction ondelette le long de l'axe du temps. 
L'ondelette mère 'ljJ (t) est une petite onde amortie, localisée en temps et en fréquence. 
Par exemple, la figure 3.8 représente la composante réelle de l'ondelette de Morlet définie 
par: 'ljJ (t) = e-at2/2e(jwot), où ex = 1 et Wo = 5 déterminent respectivement l'enveloppe et 
l'oscillation de l'ondelette. 
Du et al. [67] ont proposé une méthode de classification de crépitants basée sur la 
transformée en ondelettes continue. En fait , ils partent de l'hypothèse que la transformée 
en ondelettes continue peut être considérée comme une "inter-corrélation" entre x(t) 
et ~'ljJ( ~), par conséquent , si un modèle de crépitant est utilisé comme ondelette mère, la 
transformée en ondelettes devient une auto-corrélation [67]. Avec la variation du paramètre 
échelle s, l'ondelette ~ 'ljJ (~) qui possède une fréquence d 'ondulation plus proche de celle 
du crépitant fournira une réponse optimale au niveau de la fonction d'intercorrélation et 
permettra ainsi de le localiser. Nous savons que le crépitant fin est caractérisé par une 
fréquence plus élevée que celle du gros crépitant. L'idée principale derrière cette approche 
consiste à utiliser le paramètre d 'échelle s comme seuil pour discriminer les crépitants fins 
des gros crépitants. 
Normalement un crépitant possède entre 4 et 10 déflexions. La durée d 'une déflexion 
est plus courte au début du crépitant et devient plus longue ensuite. L'amplitude du signal 
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Figure 3.8: La composante réelle de l'ondelette de Morlet 
augmente au début et diminue après que l'amplitude maximale est atteinte. Une fonction 
de simulation d'un crépitant est définie par [67] : 
	
g (t) = sin(27r * fo * ta') * ta2 * e t/a3 
	
(3.18) 
où a l = 0.5 ; a 2 = 1.49 ; a3 = 0.78 et fo = 2.0. 
La figure 3.9 représente une forme d'onde obtenue pour s = 3. C'est une forme qui 
ressemble étroitement à celle d'un crépitant et qui pourrait être utilisée comme ondelette 
mère. 
Pour un crépitant donné à classifier, on calcule la transformée en ondelettes avant de 
déterminer l'échelle optimale pour laquelle l'énergie de la fonction w(r, s) est maximale. 
Afin de discriminer les crépitants, on compare leurs échelles optimales à un seuil fixé 
empiriquement à 3.1. Les crépitants qui ont une échelle optimale inférieure à 3.1 sont 
considérés comme des crépitants fins, les autres sont considérés comme étant de gros 
crépitants. 
) 
-C 
:J 
.t: 
c.
 
« 
-0.2
 -1  
 ' t  de orlet 
 et di inue aprè q  l'a plitude aximale est a teinte. Une fonction 
i 'un crépitant est définie par [67J : 
.
 0.5 2 1.49  .  t J  2.
   f 'onde obtenue pour 3 C'est une for q
le étr it t l   et qui pou rait être ut lisée comme ondele te 
 cré itant donné à cla sifier, on calcule la transformée en ondele tes avant de 
l'é  laquel l'é r la fonctio  ( T , 
in  i er  co le éc  l  un seuil fixé 
i i ue ent  . .  o t une échell opti al inf  3. sont 
idérés comme des répitants ins, s so t consi  c  t t de gros 
t .
Crépitant artific iel obtenu par simulation 
O., r------,------,----,------,---,------,---,-------,---,----, 
0.03 
OIE 
-0.02 
-0.04 
-O.CE 
-0.03 
.0" 0':---:'':-0 ---=20'::---::30'::---:40'::---=50:----:::60:----:::70:----:::80:---:::90:--~'OO 
nombre du points 
Figure 3.9: Crépitant simulé ~ (~) obtenu par la fonction ~ (t) = g(t) et s = 3. 
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La figure 3.10 présente l'analyse par ondelettes, sur plusieurs échelles, d 'un crépitant 
réel en utilisant la fonction g(t) comme ondelette mère. L'énergie maximale est obtenue 
quand l'échelle est égale à 2,4. Alors , on pourrait déduire qu'il s'agit d 'un crépitant fin. 
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Figure 3.10: Analyse par ondelettes , sur plusieurs échelles, d 'un crépitant réel en utilisant 
la fonction g(t ) comme ondelette mère. 
CHAPITRE IV 
DÉTECTION DES SIBILANTS 
Ce chapitre traite les méthodes de détection des sibilants. Trois de ces méthodes sont 
basées sur l'analyse du spectrogramme, la quatrième utilise la représentation par "Chir-
pIets". Ces techniques peuvent être utilisées comme une premiere étape (prétraitement) 
dans un système de reconnaissance automatiques des sibilants. 
4.1 Principe 
Les sibilants sont des sons pulmonaires adventices continus, qui se superposent aux 
sons respiratoires normaux [2J. Ils sont souvent liés à l'obstruction des voies aériennes 
des poumons et associes généralement à une limitation du débit. Selon la définition de 
l'ATS (American Thoracic Society) , la durée minimale d 'un sibilant est de 250 ms, et 
sa fréquence dominante est supérieure à 400 Hz (voir le tableau 1.1). Les récentes re-
cherches démontrent que 250 ms semble trop long pour une durée minimum du sibilant . 
Le groupe CORSA (Computerized Respiratory Sound Analysis) définit la durée minimale 
acceptable d 'un sibilant comme étant de 80 à 100 ms et la fréquence dominante minimale 
de 100 Hz [22J. On appelle le sibilant contenant un seul harmonique "monophonique", alors 
que celui ayant plusieurs harmoniques est appelé "polyphonique". 
Le sibilant est étroitement lié à l'asthme mais d'autres causes existent, telles que 
les tumeurs, l'inhalation de corps étrangers, l'embolie pulmonaire, défaillance cardiaque 
congestive. Plusieurs travaux ont été menés pour étudier l'effet de la sévérité de l'asthme 
sur la fréquence , la durée, le nombre et l'intensité des sibilants. À titre d'exemple, Baugh-
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man et Loudon [68] trouvent que les meilleures marqueurs étaient la proportion du cycle 
respiratoire occupé par le sibilant (Ts/Ttot), et la fréquence du pic dominant du sibilant . 
En effet , en réduisant l 'obstruction à l'aide d 'un bronchodilatateur , ils ont montré que, le 
rapport T s/Ttot et la fréquence du pic dominant sont tous les deux réduits [50]. 
4.2 Calcul du spectrogramme 
La plupart des méthodes utilisées dans ce chapitre se basent sur l 'analyse du spectro-
gramme, calculé à l 'aide de la transformée de Fourier à court terme (STFT). 
Le signal respiratoire à temps-discret x[n] est multiplié par une fenêtre glissante w[n] 
de L échantillons, qui avance avec un pas de K échantillons. Pour chaque position n de 
cette fenêtre, la transformée de Fourier du segment obtenu, est calculée selon l 'équation 
suivante: 
M-I 
X[n, k] = 2:= x[nL + m]w[m]e- j2"A7 k ( 4.1) 
m=O 
avec n = 0,1, . . . , N - 1, k = 0, 1, .. . , M - 1, où n est l 'indice du temps, k indice 
des fréquences, N indice du dernier segment et M est le nombre de fréquences discrètes. 
En pratique, on prend M -= L. Plusieurs fenêtres d 'apodisation sont proposées dans la 
littérature, mais on utilise souvent les fenêtres de Hamming ou de Hanning. Le taux de che-
vauchement (entrelacement) est défini par K / L. Pour une fréquence d'échantillonnage Fe, 
les résolutions temporelle et fréquentielle du spectrogramme sont respectivement données 
par!:::.t = K / Fe et !:::.f = Fe/(2M). 
Le spectrogramme SPx[n, k] du signal est une representation qui illustre la distribution 
temps-fréquence de l 'énergie du signal SPx[n, k] = IX[n , kW. On utilise aussi le module 
des transformées de Fourier pour représenter le spectrogramme SPx[n, k] = IX[n, k]l. Le 
spectrogramme d'un signal est une matrice à deux dimensions (2D) qui peut être traitée 
comme une Image. 
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Figure 4.1: Exemple de spectrogramme d 'un son respiratoire avec sibilants calculé à l'aide 
de la STFT, où F e = 8000 Hz, L = M = 512 et le taux de chevauchement est de 75 % 
La présence d 'un sibilant se traduit par une rayure dans le spectrogramme correspon-
dant à un pic assez fort ayant une certaine durée. Dans ce type d 'approche, la détection 
du sibilant est réalisée en utilisant un seuil de discrimination à partir duquel les pics sont 
acceptés ou rejetés. Alors, la définition du seuil est l'essence dans la détection du sibilant. 
Dans ce chapitre, quatre méthodes de détection des sibilants sont discutées : le La-
placien d 'une gaussiènne [42J, la modélisation auditive [43J, la détection d 'épisodes de sibi-
lants [44J et la représentation par " Chirplets" [45J 
4.3 Détection des sibilants par le Laplacien d'une gaussiènne 
En considérant le spectrogramme comme une image 2D, Riella et al. [42J proposent 
l'utilisation des filtres bidimentionnels en vue de détecter les sibilants. Ils utilisent essen-
tiellement un masque LoG (Laplacian of Gaussian ) dans le but d 'augmenter le contraste 
de l'image. 
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4.3.1 Laplacien d'une gaussienne (LoG) 
Le Laplacien d 'une gaussienne (LoG) est un opérateur obtenu par combinaison de 
l'opérateur Laplacien et d 'un filtre de lissage gaussien; il est souvent utilisé dans la 
détection des contours d 'une image. Les contours sont détectés aux passages par zéro 
du LoG , où le plus souvent l'intensité de l'image change rapidement. 
Pour une image I( x, y), le Laplacien L(x, y) est une mesure isotrope de la deuxième 
dérivée partielle. 
021 021 
L(x, y) = \12I( x, y) = ox2 + oy2 (4.2) 
La dérivée ét ant trop sensible au bruit , un filtre de lissage G(x, y) est utilisé pour 
réduire l'effet du bruit dans l'image. 
(4.3) 
Les opérations de filtrage et de dérivation se font donc en une seule étape. Le plus 
souvent, on utilise un filtre de lissage gaussien de variance 172 : 
( 4.4) 
L'opérateur composé LoG(x, y) est défini par: 
(4.5) 
L'écart type 17 détermine la précision de détection des arêtes. Avec un 17 élevé, seules 
les arêtes dominantes sont détectées, alors qu 'avec un 17 faible, toutes les arêtes sont 
détectées avec précision. 
Pour traiter une image numérique, l'opérateur LoG peut être représenté approximati-
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a) Image Originale b) Filtré par LoG: N=9 0' =0.3 
c) Filtré par LoG: N=13 0' =0.3 d) Filtré par LoG: N=9 0' =0.6 
Figure 4.2: Filtrage d'images par le Laplacien d 'une gaussienne (LoG) 
vement par une matrice carrée de dimension N. La figure 4.2 donne un exemple d 'images 
filtrées par le Laplacien d 'une gaussienne (LoG) . La dimension N détermine la largeur des 
contours des images fi ltrées , alors que (J" détermine du niveau de lissage (voir la figure 4. 2). 
4 .3.2 D étection des sibilants par filtre LoG 
La détection des sibilants dans un son respiratoire se résume en trois étapes : 
- Découpage du signal en plusieurs segments entrelacés, puis application de la trans-
formée de Fourier à court terme (STFT) à chacun des segments. Le spectrogramme 
représente le module de ces transformées dans le plan temps-fréquence (figure 4. 3-a) . 
- Convolut ion du spectrogramme obtenu avec un masque LoG, afin de rehausser les 
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Figure 4.3: Détection des sibilants en utilisant le Laplacien d'une gaussiènne (LoG). Les 
paramètres utilisés sont: Fe = 8000 Hz, L = M = 512 , taux de chevauchement de 50%, 
N = 9, CT = 2.5 et p = 0.4 
contours des sibilants et lisser les bruits (figure 4.3-b). Nous avons utilisé un masque 
[9x9] correspondant à N = 9 et CT = 2.5. 
- Application d 'un seuil universel proportionnel à l'amplitude maximum du spectro-
gramme filtré, pour ne garder que les sibilants (figure 4.3-c). 
Seuil = p * (max(SPx[n, k])) (4.6) 
où p est le coefficient de proportionnalité. 
En réalité, la détection d 'un sibilant n 'est pas vraiment un problème de détection de 
contours. En effet, le filtrage LoG accentue les valeurs du spectrogramme (intensité) au 
milieu des contours du sibilant . Le seuillage permet d'extraire le sibilant mais pas ses 
contours, qui peuvent être détectés aux passages par zéro du LoG. 
L'exemple de la figure 4.3 correspond à un cycle respiratoire contenant trois sibilants: 
un sibilant polyphonique de fréquences 300 Hz et 600 Hz est présent à l'inspiration, un 
sibilant polyphonique de fréquences 220 Hz, 440 Hz et 640 Hz est présent à l'expiration et 
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un sibilant fiable en amplitude et d 'une fréquence d 'environ 300 Hz , apparaissant à la fin 
de l'expiration. La figure 4.3-c montre que cette technique extrait la plupart des contours 
des sibilants forts en amplitude, mais introduit un certain nombre de fausses détections. 
L'avantage de cette méthode réside dans la simplicité de son algorithme. Le masque 
LoG est une matrice constante et le seuil de discrimination prend une valeur universelle. 
Le calcul principal se réduit à une convolution 2D. Ses inconvénients sont l'inflexibilité 
de son algorithme et son incapacité de détecter les sibilants faibles. La performance de 
détection est directement influencée par le paramètre p, qui dépend de la durée et de 
la qualité du signal (niveau du sibilant dans le son respiratoire). Il est alors difficile de 
choisir une valeur de p fixe pour les sons respiratoires. D'ailleurs, cette méthode est plus 
suscept ible d 'ignorer les sibilants de faible amplitude à cause de la valeur universelle du 
seuil. 
4.4 Détection des sibilants par modélisation auditive 
4.4.1 Système auditif 
Le système périphérique audit if d 'un humain peut être modélisé par une batterie de 
fil t res passe-bande ent relacés, appelés fil t res auditifs [43J . Un son tonal est audible quand 
son niveau de pression sonore SPL (s ound pressure level) est au-dessus d 'un seuil de l'ouïe 
et persiste plus de 10 ms [43J . Quand un auditeur essaie de détecter un son tonal masqué 
par un bruit, il est supposé ut iliser le filtre ayant une fréquence centrale plus proche de 
celle du signal tonal. Comme le bruit présente un effet de masquage, il augmente le seuil 
SPL auquel le son devient audible, mais seulement les composantes fréquentielles du bruit 
dans la bande du fil tre auditif correspondant [43J. 
La bande-passante des fil tres auditifs dépend de la fréquence. Glasberg et Moore [69J 
proposent une mesure de la largeur de bande de ces filtres, appelée Equivalent Rectangular 
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B andwidth (ERB) . Ces largeurs de bandes ERB sont définies par : 
ERBj = 0.108f + 24.7 (4.7) 
où f est la fréquence centrale du filtre en Hz. 
4.4.2 Description de l'algorithme (FDDT) 
Qiu et al. [43] propose une nouvelle méthode de détection des sibilants, appelée FDDT 
(Frequency-and duration-dependant threshold). Elle se base sur le principe qu 'un sibilant 
audible peut être ident ifié par la présence d 'un pic dans le spectrogramme, dépassant un 
certain seuil. La définition de ce seuil se base sur les résultats expérimentaux obtenus par 
Reed et Bilger [70], qui t rouvent que le seuil de masquage dépend de la fréquence et du 
niveau de bruit . Aut rement dit , pour détecter un son tonal, son rapport signal-sur-bruit 
SNR devrait dépasser un certain seuil qui dépend de la fréquence centrale du signal. Le 
SNR varie de 8 dB pour 250 Hz à 14 dB pour 4 kHz [70]. Qiu et al. [43] définissent un seuil 
dépendant de la fréquence et de l'ERB : 
S euil! = 9.5 + 3.48l091O(0.01f) - 10l091O(ERBj ) (4.8) 
où la fréquence f et l' ERB j sont en Hz. 
Il est à noter que cette définition ne correspond pas aux résultats de Reed et Bilger [70]. 
Avec cette équation , le seuil est de -6.25 dB pour 250 Hz et de -21.30 dB pour 4 kHz. 
Pour notre projet , nous avons défini un nouveau seuil: 
S euil2 = 5.5 + 12 .87lo91O(0.0652f) - 10l091O(ERB j) (4.9) 
Ce seuil varie de 4 dB pour 250 Hz à 10 dB pour 4 kHz. Comparé au résultat de Reed 
et Bilger (8 dB pour 250 Hz à 14 dB pour 4 kHz), nous avons diminué le seuil de 4 dB 
pour avoir une détection plus précise. Dans le cas de la détection des sibilants, les pics du 
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spectrogramme sont considérés comme le signal et le reste comme du bruit. Le SNR est 
calculé dans la bande de fréquences définie par l'ERB. Si le SNR du pic dépasse le seuil , 
il est détecté comme un sibilant . 
Illustrée à la figure 4.4, cette technique est décrite en détails par l'algorithme ci-
dessous: 
1. Construire une matrice temps-fréquence A, contenant l'énergie du signal (IX [n, kW). 
Les paramètres de la STFT sont : fréquence d 'échantillonnage de 8000 Hz, fenêtre 
de Hanning, et une largeur de la fenêtre de 512 échantillons avec entrelacement de 
50%. Initialiser la matrice de masquage B = 0, qui a la même taille que A. La 
résolution temporelle du spectrogramme est !:lt = 512/8000 = 32 ms. 
2. Trouver les pics en parcourant les colonnes de la matrice A. Dans la colonne j, si 
A(i, j) > A(i + 1, j) et A(i , j) > A(i - 1, j) , A(i, j) est un pic. 
3. Calculer le rapport signal sur bruit SNR. L'énergie du signal est égale à celle du pic 
et l'énergie du bruit est égale à celle du son respiratoire dans l'ERB correspondant. 
Si le SNR excède le seuil, marquer B( i, j) = 1. 
4. Étiqueter les pics connectés par l'algorithme CCL (Connected Component labe-
ling) [71]. Le principe de cet algorithme consiste à donner une étiquette (label) aux 
pics appartenant au même sibilant. 
5. En se basant sur la durée des signaux ayant la même étiquette (label), utiliser la 
durée D et le SNR pour supprimer les étiquettes de la matrice B, qui correspondent 
à des signaux de courte durée et n'excédant pas certains seuils de discrimination. Si 
la durée D = !:lt et SN R < Seuil2 + 4.8 ou D = 2!:lt et SN R < Seuil2 + 3, alors 
enlever ce sibilant de la matrice B. Garder les sibilants ayant une durée D ~ 3!:lt. 
6. Les composantes détectées dans l'étape 5 peuvent appartenir au même sibilant . 
Pour les connecter , nous devons re-vérifier les pics détectés dans l'étape 2. Si le pic 
avoisine le sibilant détecté, étiqueter le par la même étiquette (label). La définition 
des voisins est semblable à celle de l'algorithme CCL. 
Calculer la matrice du spectrogramme A 
Initialiser la matrice B=O, ayant la même taille que A 
Trouver les pics 
Calculer Es (énergie du pic) 
Calculer En (énergie du bruit dans la sous-bande ERB) 
Calculer le SNR=EslEn 
non 
oui 
B(position du pic(ij))= 1 
ÉtiqueterB par l'algorithme CCL 
oui 
non 
non 
Ignorer les pics inaudibles 
COlU1ecter les pics audibles 
Calculer la fréquence et la durée du sibilant 
Ignorer ce pic 
Figure 4.4: Schéma de la détection des sibilants par modélisation auditive (FDDT). 
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B ( i-1 ,j+1 )    
B(i-1 ,j)  B(i,j)      
B ( 1-1 ,j-1 )        
Figure 4.5: Définition des voisins pour l'algorithme CCL 
7. Calculer la durée et la fréquence moyenne du sibilant détecté. On pourrait facilement 
avoir la proportion du cycle respiratoire occupé par le sibilant (Ts/Ttot). 
L'algorithme CCL Pl regroupe les pics connectés dans le spectrogramme. Il parcourt 
la matrice B, colonne par colonne, et assigne une valeur du groupement à chaque élément 
non nul (voir la figure 4.5). 
1. Pour un élément B(i, j) = 1, on examine ses trois voisins : B(i — 1, j — 1), B(i — 1, j) 
et B(i — 1, j + 1). Seulement un voisin au maximum pourrait être non nul. 
2. Si B(i, j) = 1 et tous les voisins du B(i, j) valent 0, alors un nouveau sibilant est 
détecté. Par conséquent, un nouveau label est assigné au B(i, j). 
3. Si B(i, j) = 1 et ses voisins ont un label non nul, alors ils viennent du même sibilant. 
Un même label est assigné au B(i, j). 
Un exemple de détection de sibilants par modélisation auditive (FDDT) est représenté 
à la figure 4.6-a, qui reprend le même signal que l'exemple du filtre LoG. Ce signal est 
caractérisé par : un sibilant polyphonique (I) dans la phase d'inspiration (aux fréquences 
300 Hz et 600 Hz environ), un sibilant polyphonique (II) dans la phase d'expiration (aux 
fréquences 220 Hz, 440 Hz et 640 Hz environ) et un sibilant monophonique (III) qui 
apparaît à la fin d'expiration (à la fréquence 300 Hz environ). Cette méthode détecte 9 
sibilants, numéroté de 1 à 9 dans la figure 4.6-b. Les sibilants détectés 1 et 2 proviennent 
du sibilant I ; les sibilants détectés 4, 5, 6, 7 et 9 proviennent du sibilant II ; les sibilants 
3 et 8 sont des fausses détections ; et enfin le sibilant III a été ignoré (ou perdu) dans 
cette expérimentation. La méthode FDDT définit un seuil dépendant de la fréquence, 
i l   
      ,  )
1 
i-1 l 
ti   isi s l  
Calculer la durée et la fréquence o  t étecté. On pou rait facilement 
ir   il  jT tot). 
i [71J regroupe les pics connectés dans le spectrogramme. Il parcourt 
ric ,  , t à chaque élé ent 
(v ir la figure 4.5) . 
. l  (i   1, o exa i e s trois voisi s : i -1  - 1)  i -1  ) 
(i - j   t   tre non nul. 
. ( i,   1 et tous les voisi   t no i est 
r consé , un nouveau label est a signé au i,
 (i , 1 t s l , l   . 
assi au i . 
l  e t   i ila t  i   ) est représ té 
l fi repren  le mê e sig l que l'exe l  du fil t re LoG. Ce signal est 
: un sibilant polyphonique (1) dans la phase d 'inspirat ion (aux fréquences 
    iron),  il t i  l as  d 'expiration (aux 
nces 220 z, 440 z t  ) un sibilant monophoni (III) qui 
à la fin d 'expiration (à la fréquence 300 Hz envir Cette méthode détecte 9 
,  e 1 à 9 dans la figure 4.6-b. Les sibilants détectés 1 et 2 provie nent 
1 , 7 et 9 provienne t du sibilant I ; les sibilants 
8 sont des fauss dét ti ; t in  ilant  été ignor (o  perdu) dans 
e t t F  défi un seuil dépendant de la fréquence, 
73 
a) Spectrogranune b) Sibilants extraits 
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Figure 4.6: Exemple de détection des sibilants par modélisation auditive (FDDT). Les 
paramètres utilisés sont: F e = 8000 Hz, L = M = 512 et le t aux de chevauchement de 
50 %. 
elle extrait la plupart des sibilants avec moins d 'erreur. Mais elle présente l'inconvénient 
d 'ignorer les sibilants faibles (par exemple, le troisième harmonique du sibilant II et le 
sibilant III de la figure 4.6-a). 
4.5 D étecteu r d 'épisod es des sibilants (WED) 
Taplidou et al. [441 proposent une méthode améliorée pour détecter les épisodes des 
sibilants , appelée WED (Wheezing episodes detector). Semblable à la méthode FDDT de 
la section 4.4, elle se base sur la détection des pics dans le spectrogramme du signal. La 
différence réside dans la définition d 'une bande de fréquence, susceptible de contenir les 
sibilants, et son découpage en 6 sous-bandes. Dans chaque sous-bande, le seuil de discri-
mination est calculé selon la moyenne et l'écart-type de l'amplitude du signal. D'autre 
part , ils définissent la continuité temporelle et fréquentielle du spectre, qui supprime effi-
cacement les fausses détections et connecte les fragments disjointes d 'un sibilant. 
Illustré à la figure 4.7, cet algorithme est décrit comme suit : 
Calculerla matrice du spectrogranune A 
Initialiserla matrice de marquage 8=0, ayant la 
même taille<]ue A 
Définirl a bande d'intérêt (100-1 .1 kHz) 
Divisercette bande en six sous-bande AI, Al, .... A6 
qui ont une même largeur 
Trouver les pics dans les six sous-bandes 
du spectrogranune AI, ... , A6 
pour i= 1 : longueuryecteur_ temps 
pour j= 1 :Iongueur _vecteur_fréquence 
pour i=1 :Iongueuryecteur_temps 
pour j= 1 :longueur_vectelllJréquence 
Détection d'un sibilant dans le 
spectrogramme A si le marquage B(i. j)=1 
Figure 4. 7: Schéma du détecteur d 'épisodes de sibilants (WED) . 
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1. Construire la matrice spectrogramme A, qui contient l'amplitude de spectre du 
signal en dB. Les paramètres de la STFT sont: taux d 'échantillonnage de 8000 Hz, 
fenêtre de type Hanning de longueur L=256, longueur de la FFT, M=2048, et un 
entrelacement de 50%. Initialiser la matrice du masque B=O, de même taille que la 
matrice A. 
2. En se limitant à la bande d 'intérêt (100 - 1100 Hz) , trouver les maximums locaux 
le long de chaque colonne de la matrice A. Dans une colonne j , un point A( i , j) est 
considéré comme un maximum local s'il vérifie la condition: A(i ,j) > A(i+ l ,j) et 
A(i , j) > A(i - l ,j) . Marquer les maximums locaux par des " 1" dans la matrice B. 
3. Diviser la bande d 'intérêt en six sous-bandes. Dans chaque sous-bande k, calculer le 
seuil Thk = mean(A) +ak * std(A) , enlever les maximums locaux qui sont inférieures 
au seuil correspondant , en forçant leur marque à "0" dans la matrice B. 
4. Regrouper les pics selon la continuité temporelle et fréquentielle. Si l'écart temporel 
6.tw ED entre deux pics est inférieur à 21 ms et l'écart fréquentiel 6.fw ED est inférieur 
à 20 Hz, les deux pics appartiennent à un même sibilant. 
5. Calculer la durée du sibilant détecté 6.tsib . Si la durée est inférieur à 150 ms, enlever 
ce sibilant de la matrice B. 
Comme pour la deuxième méthode (section 4.4) , le principe de cette méthode est 
basé sur l'utilisation d 'un seuillage dans le spectrogramme dependant de la fréquence du 
signal. Mais, elle ajoute de nouvelles restrictions pour vérifier la continuité temporelle 
et fréquentielle du sibilant dans le but d 'assurer la validité de la détection. En utilisant 
le même signal que précédemment (figure 4.8-a), la méthode (WED) détecte 7 sibilants , 
numérotés de 1 à 7 dans la figure 4.8-b. Les sibilants détectés 1, 2 et 3 proviennent du 
sibilant I ; les sibilants 4, 5 et 6 proviennent du sibilant II; le sibilant détecté 7 provient 
du sibilant III et enfin le troisième harmonique du sibilant II est perdu. 
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Figure 4.8: Résultat de la détection par le détecteur d 'épisodes de sibilants (WED) . Les 
paramètres utilisés sont: Fe = 6000 Hz, L = 256, M = 2048, le taux de chevauchement 
est de 50 %, 6.fw ED = 25 Hz, 6. tw ED = 21 ms, 6.tsib = 150 ms, ak=[1. 5, 1.5, 1.5, 1.5, 
1.6, 1.6]. 
4.6 Représentation des sibilants par" Chirplets" 
4.6.1 Transformée par "Chirplets" 
La transformée par Chirplets a été proposée, pour la premiere fois , par Mann et Hay-
kin [72 ,73] pour analyser les signaux radars. C'est une technique d'analyse temps-fréquence 
qui consiste à décomposer le signal en utilisant une base de fonctions, appelées " Chirplets" . 
Dans le cas de la transformée par ondelettes (sections 2.4.1 et 3.4.3), la base d 'ondelettes 
est dérivée à partir d'une ondelette mère par les opérations de dilation et de translation. 
De même, la base de chirplets d'une transformée gaussiènne par chirplets est dérivée d'une 
simple fonction gaussiènne g(t) = 7r- 1/ 4exp( -t2 /2) par quatre opérations: changement 
d 'échelle, "chirping" , décalage en temps et décalage en fréquence [74]. Ce qui conduit à 
une famille d 'ondes à quatre paramètres d'ajustement [75] 
(4.10) 
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où j = H , tc E lR est la localisation dans le temps, Wc E lR la localisation en fréquence, 
6. t la durée (ou étendue, et c le taux de modulation du chirp qui caractérise le rapidité du 
changement de la fréquence [74]. Par conséquent , la transformée par chirplets d 'un signal 
x(t) est définie par le produit scalaire du signal par la chirplet gte,we,c,b-Jt) : 
(4.11) 
où (*) représente le complexe conjugué. Les coefficients ate,we,c,b- t représentent le contenu 
énergétique du signal dans les regions temps-fréquence spécifiées par les chirplets [74]. 
Pour alléger la notation, l'ensemble des paramètres du chirplet est décrit par f3 
{tc,wc,c,6.d . Un signal donné, x(t) , peut être reconstruit par une combinaison linéaire 
des chirplets. 
P 
x(t) = L ai3ngi3n(t) + RP+1x(t) 
n=l ( 4.12) 
où f3n représente l'ensemble des paramètres du nième chirplet, RP+1x(t) dénote le résidu 
et fp (t) est définie comme étant l'approximation d 'ordre P du signal. 
L'estimation optimale des ai3n et f3n correspondant à la décomposition d 'un signal x(t) 
dans la base de fonctions gi3n est un problème très complexe [74]. On utilise souvent deux 
algorithmes: l'estimation du maximum de vraisemblance MLE (Maximum Likelihood 
Estimation) et l'estimation-maximisation EM (Expectation-Maximization). Pour plus de 
détails, nous invitons le lecteur à consulter d 'autres références [45,74]. 
Pour implanter cette t ransformée, nous avons utilisé " DiscreteTFDs" [76], une boite 
à outils Matlab du domaine public. La transformée par chirplets a été appliquée, entre 
autres, pour analyser des sifflements de baleines [45] . 
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Figure 4.9: Représentat ion du sibilant par chirplets : (a) le spectrogramme du signal ori-
ginal. (b) 2 chirplets. (c) 7 chirplets . (d) 15 chirplets en utilisant l'outil DiscreteTFDs [76J . 
4 .6.2 R eprésentation des sibilants par " Chir plets" 
Dans cette section, nous appliquons la transformée par chirplets aux sibilants. L'idée 
de base consiste à tenter de modéliser un signal par un nombre limité de chirplets . Pour 
le même signal utilisé avec les méthodes précédentes, la figure 4.9 montre le résultat de la 
représentation avec différents nombres de chirplets. On constate que 7- chirplets donnent 
un meilleur compromis. 
La représentation par chirplets cherche les composants principaux du signal. Selon le 
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résultat obtenu , elle détecte seulement les premières harmoniques du sibilant qui ont une 
énergie plus élevée. Il serait intéressant de l'associer à analyse multibande pour détecter 
d 'éventuels sibilants polyphoniques. 
En résumé, cette méthode peut être appliquée à toutes les classes de signaux (conti-
nus ou discontinus). Elle extrait les paramètres représentatifs à partir d 'un signal multi-
structures. Nous pouvons l'employer dans un système de modélisation et de classification. 
Mais, l'estimation des paramètres est relativement difficile. 
CHAPITRE V 
RÉSULTATS EXPÉRIMENTAUX 
Dans ce chapitre, les méthodes d 'analyse des crépitants et des sibilants , décrites 
précédemment sont testées et évaluées. Deux séries de tests seront réalisées : la première 
concerne l'évaluation des méthodes de séparation , de détection et de classification des 
crépitant ; et la seconde concerne la comparaison des techniques de détection ou d 'extrac-
t ion des sibilants. 
5.1 Préparation de la base de données 
Les données utilisées dans cette recherche proviennent de plusieurs sources : des bases 
de données ASTRA [19] et RALE [30], et des fichiers audio accompagnant des livres 
spécialisés [31,32]. Les sons sont catalogués en quatre classes : sons vésiculaires (SV), si-
bilants (SI), crépitants fins (CF) et gros crépitants (GC). Chaque fichier audio contient 
un seul cycle respiratoire. Le tableau 5.1 donne la liste des fichiers utilisés. Le nombre de 
crépitants et la durée de sibilants sont obtenus manuellement et sont considérés comme 
les valeurs de référence. 
Nous ignorons toutes informations sur les sujets (âge , taille, sexe, etc .. .. ) et les condi-
t ions d 'enregistrement (le type de capteur , le filtre de ant irepliement, le niveau du bruit , 
etc ... ). Ce manque d 'informations ne constitue pas un handicap, car le but recherché est 
de réaliser un système de reconnaissance fiable et robuste, qui ne doit surtout pas tenir 
compte de ses facteurs. 
Dans la première série de tests, nous utilisons 18 fichiers: CF5K01-CF5K05 , GC5K01-
Sons 
respiratoires 
CF5K01 
CF5K02 
CF5K03 
CF5K04 
CF5K05 
GC5K01 
GC5K02 
GC5K03 
GC5K04 
GC5K05 
Total 
Tableau 5. l: Base de données utilisée. 
Première série de tests Deuxième série de tests 
(Reconnaissance des crépi tants) (Reconnaissance des sibilants) 
Durées Nombre réel Sons Durées Sons Durées Durées du 
(ms) des crépitants respiratoires (ms) respiratoires (ms) sibilant (ms) 
2164 19 SV5K01 3482 SI8K01 4615 3300 
2048 21 SV5K02 3072 SI8K02 4469 3343 
2253 18 SV5K03 4452 SI8K03 933 604 
2662 14 SV5K04 4091 SI8K04 955 610 
9011 43 SI5K01 5939 SI8K05 2096 1338 
4710 23 SI5K02 2867 SI8K06 2324 1940 
4096 20 SI5K03 1843 SI8K07 1715 941 
4096 9 SI5K04 2048 SI8K08 1777 771 
3482 8 SI8K09 3454 4160 
1434 7 SI8K10 3276 3870 
SI8K11 2047 3484 
SI8K12 2267 3530 
35956 182 Total 27794 Total 29928 27891 
00 ...... 
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GC5K05 , SV5K01-SV5K04, SI5K01-S15K04. Les sons respiratoires sont normalisées et 
échantillonnées à la même fréquence de 5000 Hz. À cause de leur faible puissance, les 
crépitants sont enregistrés au niveau de la poitrine. Par conséquent, les crépitants sont 
souvent accompagnés de sons vésiculaires. 
Dans la deuxième série , nous utilisons 12 fichiers de sons respiratoires avec sibi-
lants : SI8K01-SI8K12. Ils sont échantillonnés à 8000 Hz et enregistrés au niveau de 
la t rachée. Comparés aux sons vésiculaires, les sons trachéaux sont plus intenses et riches 
en fréquences, permettant ainsi d 'analyser tous les harmoniques des sibilants. 
5.2 Critères d'évaluation 
A vant d 'entamer la comparaison de ces méthodes, nous commençons par définir un 
certain nombre de critères d 'évaluation quantitative. 
5.2.1 Taux de séparation 
Pour évaluer les performances des méthodes de séparation des crépitants, nous définissons 
le taux de séparation (TS) par: 
TS = NS 
NR 
(5. 1) 
où NS représente le nombre de crépitants séparés correctement par le filtre, et NR représente 
le nombre réel des crépitants. 
5.2.2 Rapport signal-sur-bruit (SNR) 
Pour évaluer les performances des méthodes de séparation, en terme de préservation 
de la qualité des sons stationnaires (sons normaux ou avec sibilants) , nous définissons le 
rapport signal-sur-bruit (SNR) par: 
SN R = 1OloglO (;:) (5.2) 
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où Px est la puissance du signal d 'entrée (normal ou sibilant), et PN est la puissance du 
signal récupéré à la sortie non-stationnaire (bruit). 
5.2.3 Sensitivité et valeur prédictive positive 
La sensitivité et la valeur prédictive positive sont deux critères souvent utilisés pour 
évaluer les performances des systèmes de détection et de classification. Elles sont respec-
tivement définies par : 
S 
. .., Vrais positifs 
ensItlvlte = ------------
Vrais positifs + Faux négatifs 
V 1 
'd" . . Vrais positifs 
a eur pre Ictive posItive = ------------
Vrais positifs + Faux positifs 
(5.3) 
(5.4) 
Dans le cas des crépitants, les" vrais positifs" sont des crépitants qui ont été clas-
sifiés crépitants, les "faux négatifs" sont des crépitants qui ont été classifiés comme non-
crépitants , les" vrais négatifs" sont des non-crépitants qui ont été détectés non-crépitants , 
et les "faux positifs" sont des non-crépitants qui ont été détectés comme crépitants. 
5.2.4 Performance de la classification 
Pour évaluer les performances des méthodes de classification, nous définissons la per-
formance par le rapport du nombre de crépitants correctement classifiés (NCCC) et du 
nombre total de crépitants testés (NTCT) : 
P f nombre de crépitants correctement classifiés NCCC er ormance = " = --,--
nombre total de crepitants testes NT CT (5.5) 
5.3 Résultats de la séparation des crépitants 
Nous avons décrit, au chapitre II , quatre méthodes de séparation des crépitants des 
sons vésiculaires, basées sur : le filtrage adaptatif (filtre ST-NST), l'inférence floue (filtre 
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GFST-NST) , la transformée en ondelettes (le filtre WTST-NST) et les paquets d 'on-
delettes (le filtre WPST-NST). Pour évaluer leurs performances, nous utilisons les t rois 
critères suivants: taux de séparation , temps requis et SNR. 
Évaluation préliminaire 
Dans un premier temps, nous effectuons une comparaison préliminaire des perfor-
mances de ces techniques. La figure 5. 1 donne un exemple de séparation des crépitants 
par les quatre filtres. Dans cet exemple, ces filtres sont capables de séparer les 3 crépitants 
fins. En revanche, le filtre ST-NST introduit plus de bruits au début de la séparation ; 
Le filtrage par GFST-NST n 'est pas assez précis, des composantes non-stationnaires sont 
présentes à la sortie stationnaire et les crépitants sont un peu distordus. Les filtres WTST-
NST et WPST-SNT présentent des résultats presque identiques. 
En résumé, le filtre ST-NST est une méthode non linéaire de séparation , le seuil é 
de la figure 2.3 est défini par une valeur fixe 'Y et par la densité de probabilité p(x) du 
signal d 'erreur e(x). Dans ce cas, nous avons besoin de définir un ensemble de coefficients 
(k, 'Y et le taux d'apprentissage de filtre prédictif) selon le type du signal (crépitant fin , 
gros crépitant) . Le filtre GFST-NST a été entraîné grâce à une banque de données qui 
contient les résultats du filtre WTST-NST. Il permet d 'obtenir presque les même résultats 
que le filtre WTST-NST mais beaucoup plus rapidement . Pour l'entraînement du système 
GFST-NST, la base de données est classifiée selon le type du signal (crépitant fin et gros 
crépitant). Cela signifie que nous avons besoin des informations a priori du signal pour 
choisir le filtre approprié. 
Pour ce qui est de l'effet secondaire de la séparation et la robustesse de l'algorithme, les 
filtres WTST-NST et WPST-NST présentent , évidemment , une meilleure performance. 
Nous nous limitons, par la suite, à l'évaluation de ces deux filtres. Les sons utilisés sont 
catalogués en quatre classes: sons vésiculaires (SV5KO l , SV5K02, SV5K03, SV5K04) , 
sibilants (SI5KOl, SI5K02, SI5K03, SI5K04) , crépitants fins (CF5KOl, CF5K02, CF5K03, 
CF5K04, CF5K05) et gros crépitants (GC5KOl, GC5K02, GC5K03 , GC5K04, GC5K05). 
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Figure 5.1: Comparaison des performances des quatre filtres de séparation des crépitants. Le signal du haut représente 
l'ent rée des filtres. Les quatre signaux de gauche correspondent aux sort ies stationnaires (ST- Signal) des filtres , alors que 
les quatre de droite correspondent à leurs sorties non-stationnaires (NST- Signal). 
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Tableau 5.2: Paramètres du filtre WPST-NST et filtre WTST-NST. 
Type Longueur Taux Profondeur Paramètre Paramètre 
d'ondelettes de segment de chevauchement de décomposition 1 2 
WPST-NST Daubechies-8 1024 75% 5 P1=0.75 P2=2 
WTST-NST Daubechies-8 1024 75% 9 Fadj = 3.0 E = 0.00001 
Les signaux sont divisés en segments de 1024 échantillons ayant un taux de chevauchement 
de 75%. La transformée par paquets d 'ondelettes de notre filtre WPST-NST [401 utilise 
l'ondelette de Daubechies-8 avec une profondeur de l'arbre de décomposition j = 5. Quant 
au filtre WTST-NST [381, il utilise l'ondelette de Daubechies-8 avec une profondeur de 
l'arbre de décomposition j = 9. Voir le tableau 5.2 pour plus de détails. 
Taux de séparation 
Afin de mesurer le taux de séparation des crépitants , nous présentons aux filtres uni-
quement les 10 sons contenant les crépitants (CF5KOl- CF5K05 et GC5K01- GC5K05) . 
Les crépitants individuels sont identifiés et localisés manuellement. Nous supposons que 
les emplacements et le nombre de crépitants obtenus constituent les données de référence 
pour les filtres de séparation automatique. 
La figure 5.2 montre deux exemples de séparation de sons respiratoires en composantes 
stationnaires (ST-Signal) et non-stationnaires (NST-Signal). Nous indiquons les positions 
des crépitants par les marques (T). Dans ce cas, l'ensemble des 14 crépitants fins et celui 
des 5 gros crépitants sont bien séparés par les deux filtres. 
Le tableau 5.3 donne le taux de séparation (TS) et le temps requis (TR) des filtres 
WPST-NST et WTST-NST pour 10 sons vésiculaires comportant des crépitants. Le taux 
de séparation du fil tre WPST-NST (TSwp = 98.3 %) est comparable à celui du filtre 
WTST-NST (TSWT = 98.9 %). 
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Figure 5.2: Comparaison des performances des filtres WPST- NST et WTST- NST avec des crépitants fins (à gauche) et 
des gros crépitants (à droite). De chaque coté, le signal du haut représente l'entrée des filtres, les deux signaux du milieu 
représentent les sorties du fil t res WPST- NST, et ceux du bas les sortie du filtre WTST- NST. Les crépitants sont identifiés 
par les marques (T). 
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Tableau 5.3: Taux de séparation (TS) et temps de calcul (TR) des filtres de séparation 
WPST- NST et WTST- NST, obtenus avec des sons contenant des crépitants fins (CF) et 
des gros crépitants (GC). 
WPST-NST WTST-NST 
Sons Nombre réel Nombre de Taux de Temps Nombre de Taux de Temps 
respiratoires des crépitants crépitants séparés séparation requis crépitants séparés séparation requis 
correctement TSwp (%) TRwp(s) correctement TSWT(%) TRwT(S) 
CF01 19 19 100 2.6 19 100 12.5 
CF02 21 21 100 2.5 21 100 12.2 
CF03 18 17 94.4 23 18 100 13.6 
CF04 14 14 100 3.3 14 100 16.4 
CF05 43 42 97.7 12. 1 43 100 57.9 
GC01 23 23 100 6.6 22 957 31.3 
GC02 20 19 95.0 5.4 19 95.0 26.4 
GC03 9 9 100 5.3 9 100 25.8 
GC04 8 8 100 4.3 8 100 21.7 
GC05 7 7 100 1.7 7 100 8.2 
Total 182 179 98.3 46 .1 180 989 226 
Temps de calcul 
Malgré que les taux de séparation sont comparables (tableau 5.3), notre méthode 
WPST- NST présente un temps de calcul, (TRwp = 46. 1 s), 5 fois plus rapide que celui de 
la méthode WTST- NST (TRwT = 226 s). Cette différence est du au fait que l'algorithme 
WTST - NST est un algorithme itératif, ce qui n 'est pas le cas pour WP ST - NST . 
Quantification du bruit 
Pour évaluer le niveau du bruit introduit par les filtre, nous leur présentons uniquement 
les 8 sons stationnaires qui ne continent pas de crépitants (SV5K01- SV5K04 et SI5K01-
SI5K04). La figure 5.3 montre les performances des filtres WPST-NST et WTST-NST par 
deux exemples de sons stationnaires (son vésiculaire et son avec sibilant). Dans ce cas, 
les signaux présents à la sortie non-stationnaire sont considérés comme du bruit introduit 
par le fil tre. On trouve que le filtre WPST-NST int roduit moins de bruit que le filtre 
WTST-SNT . 
Le tableau 5.4 donne le niveau du bruit SNR introduit par les deux fil t res pour les 
4 sons vésiculaires (SV5K01- SV5K04) et 4 sons avec sibilants (SI5K01- S15K04) . Notre 
fi lt re WPST -NST présente une meilleure conservation des sons stationnaires que le fil tre 
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Figure 5.3: Comparaison des performances des filtres WPST - NST et WTST - NST avec un son vésiculaire (à gauche) et un 
son avec sibilants (à droite) ne contenant aucun crépitant. De chaque coté, le signal du haut représente l'entrée des filtres , 
les deux signaux du milieu représentent les sorties du filtres WPST- NST, et ceux du bas les sortie du filtre WTST- NST. 
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Tableau 5.4: Niveau du bruit SNR introduit par les filtres de séparation WPST- NST et 
WTST- NST. Les tests ont été réalisés avec des sons vésiculaires (SV) et des son sibilants 
(SI) ne contenant aucun crépitant 
SNRwp SNRwT SNRwp SNRwT 
SV01 2l.3 14.2 SI01 27.2 17.0 
SV02 20.4 13.6 SI02 20.6 2l.5 
SV03 23.3 18.6 SI03 15.7 19.4 
SV04 24.4 20.5 SI04 25.2 14. 1 
Sons vésiculaires Sons avec sibilants 
WTST - NST. En effet , moins de bruit à la sortie non-st ationnaire implique que les sons sta-
tionnaires sont récupérés entièrement (sans déformation) à la sortie st ationnaire du fil t re. 
Il est à noter que, lors de la séparation , il est toujours difficile de trouver un compromis 
ent re la précision de détection et le niveau de bruit introduit à la sort ie non-stationnaire. 
Ces tests mont rent que le filtre WPST-NST présente presque le même taux de séparation 
(TS) que le filtre WTST- NST, avec un temps de calcul (TR) 5 fois plus faible. Il présente 
aussi l'avantage d 'int roduire moins de bruit (SNR élevé). Cela signifie que le fil t re WPST-
NST fournit une séparation plus propre comparé au fil t re WTST-NST. 
5.4 Résultats de la détection des crépitants 
Nous rappelons que la sort ie stationnaire (ST-Signal) et la sortie non-stationnaire 
(NST-signal) du fil t re de séparation sont utilisées par l'étage d 'identification des crépitants 
(voir la figure 1.6). En fait , le signal ST-Signal n'est utilisé que dans le débruitage de NST-
signal, où il sert comme référence. La détection d 'un crépitant consiste à le localiser dans 
le temps, c'est-à-dire, connaît re l'inst ant du début et de la fin de ce crépitant. Dans cette 
section, nous nous limitons à la méthode basée sur la dimension fractale (FD), car elle 
est de loin la meilleure. Ainsi, nous appliquons ce détecteur aux signaux obtenus par les 
filtres WPST- NST et WTST- NST, afin de les comparer d 'avantage. 
Pour évaluer cette technique de détection des crépitants, nous utilisons 18 fichiers 
sonores, dont 10 sont de type non-stationnaire avec crépitants (CF5KOI- CF5K05 et 
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Tableau 5.5: Résultats de la dét ection par dimension fractale (algorithme de Sevcik). 
Les t ests ont été réalisés avec les signaux issus des fi ltres de séparation WPST - NST et 
WTST- NST 
Sons Nombre réel WPST-NST WTST-NST 
respiratoires des crépitants Vrais Faux Faux Vrais Faux Faux 
posit ifs posit ifs négatifs posit ifs posit ifs négatifs 
CF01 19 18 1 1 18 2 1 
CF02 21 20 0 1 21 2 0 
CF03 18 17 0 1 17 6 1 
CF04 14 14 0 0 14 2 0 
CF05 43 39 0 4 42 9 1 
GC01 23 22 1 1 22 6 1 
GC02 20 17 2 3 18 5 2 
GC03 9 8 0 1 9 5 0 
GC04 8 8 0 0 8 2 0 
GC05 7 6 1 1 5 3 2 
SV01 0 0 1 0 0 10 0 
SV02 0 0 0 0 0 6 0 
SV03 0 0 1 0 0 12 0 
SV04 0 0 2 0 0 10 0 
SI01 0 0 0 0 0 10 0 
SI02 0 0 1 0 0 4 0 
SI03 0 0 0 0 0 5 0 
SI04 0 0 0 0 0 2 0 
Total 182 169 10 13 174 101 8 
Sensit ivité l~ =92.9 % iH\ = 95.6 % 
Valeur prédictive posit ive l~O = 94.4 % 17ftOl = 63.3 % 
GC5K01- GC5K05) et 8 de type stationnaire sans crépitants (SV5K01- SV5K04 et SI5K01-
SI5K04). Dans cette section , la sensitivité et la valeur prédictive positive sont ut ilisées 
comme critères d 'evaluation. 
Le tableau 5.5 montre les résultats de l'expérimentation. Le nombre de crépitants 
réel est semblable au t est de séparat ion, qui est calculé visuellement. Les" faux positifs" 
indiquent le nombre des fausses détections et les" faux négatifs" indiquent les crépitants 
qui n 'ont pas été détectés (perdus) . Ces résultats montrent qu 'on obtient pratiquement la 
même sensitivité avec les deux filtres , mais la valeur prédictive positive du fi ltre WPST-
NST est beaucoup élevée que celle du filtre WTST- NST. C'est-à-dire que l'on obtient un 
résultat d 'analyse plus fiable avec le fil t re WPST- NST. À notre avis, cette performance 
est due au faible niveau de distorsion introduite par le fi ltre WPST- NST. 
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5.5 Résultats de la classification des crépitants 
Dans cette section, nous comparons les trois méthodes de classification des crépitants 
décrites dans le chapitre III. Elles sont basées sur la caractérisation temps-fréquence, 
le modèle de Prony et la transformée en ondelettes continue. Les crépitants testés pro-
viennent de l'étape de la détection. Nous commençons par enlever les fausses détections et 
les quelques crépitants fortement distordus. Ensuite, les crépitants individuels sont clas-
sifiés manuellement selon l'information a priori et les définitions des crépitant fins et des 
gros crépitants. Le résultat de l'analyse manuelle est considéré comme la " classification 
de référence". Finalement , chaque crépitant est mis dans un vecteur et marqué en gros ou 
fin . On dispose de 111 crépitants fins et 54 gros crépitants dans cette base de données. 
Pour le test de la classification par transformée en ondelettes continue, le seuil dis-
criminant correspond à l'échelle de dilatation (8 = 3.1). L'algorithme de classification 
consiste à trouver l'échelle optimale offrant l'énergie maximale. Pour chaque crépitant , 
l'énergie est calculée pour différentes valeurs de l'échelle prises dans l'intervalle [1 9] avec 
un pas de 0.1 (continuité de l'échelle). Les crépi tants sont classés en gros ou fin selon 
que l 'échelle optimale est supérieure ou inférieure au seuil (8 = 3.1) . Le résultat de la 
classification est comparé à la classification manuelle de référence. 
Les tests de la detection par caractérisation temps-fréquence et par modèle de Prony 
sont un peu plus complexes. Dans ces cas, le nombre des paramètres est supérieur à 1, 
c'est-à-dire que le problème de classification consiste à trouver un discriminant multi-
dimensionnel. Dans ce projet , nous avons opté pour la modélisation par mélange de 
gaussiènnes (GMM) et la méthode" leave one out" pour réaliser la classification. 
Nous avons 4 paramètres pour la caractérisation temps-fréquence: GBW, PF, TDW 
et MDW, et 8 paramètres pour le modèle de Prony: {A1 ,al , fr ,e1} et {A2,a2,h, e2} 
représentant respectivement l'amplitude, le coefficient d'atténuation, la fréquence et la 
phase des deux modèles correspondant aux deux moitiés du crépitant. Par exemple, 
pour tester la méthode de détection à base du modèle de Prony, on construit deux en-
93 
sembles (matrices) à partir de ces paramètres {Al , al, fI , (JI , A2' a2, 12, (J2} correspondant 
aux crépitants des deux classes (crépitants fins et gros crépitants) . Pour éviter que les 
données servant à l'apprent issage ne soient pas utilisées lors du test, on divise chacun des 
deux ensembles en 10 sous-ensembles. Le principe de la méthode" leave one out" , consiste 
à ut iliser 9 sous-ensembles de chacune des deux classes pour entraîner les modèles GMM 
et à prendre le sous-ensemble restant dans chacune des classes pour le tester. Par rotation, 
l'opération est répétée pour tester les 10 sous-ensembles de chaque classe. 
Le tableau 5.6 donne les résultats du test. La classification par transformée en onde-
lettes continue présente le meilleur résultat, 93.9 % des crépitants sont bien classifiés. Le 
résultat de la classification par caractérisation temps-fréquence est aussi acceptable, la 
performance est de 91.5% quand nous prenons les trois paramètres (GBW, PF et MDW). 
On trouve que la classification ne bénéficie pas du paramètre TDW ; deux raisons peuvent 
expliquer ce phénomène: 1) la différence de TDW n'est pas évidente entre gros crépitant 
et crépitant fin ; 2) la façon dont on calcule le TDW n'est pas assez précise. La perfor-
mance de classification par le modèle Prony est plus faible (72.1 %) . Cela est dû au fait 
que les crépitants sont souvent contaminés par les bruits respiratoires , on ne peut pas 
réussir à simuler les crépitants distordus avec le modèle Prony. 
5.6 Résultat de l'extraction des sibilants 
Nous avons décrit , au chapit re IV, quatre méthodes d 'extraction des sibilants basées 
sur le Laplacien d'une gaussiènne (LoG), la modélisation auditive (FDDT) , la détection 
d 'épisodes de sibilants (WED) et la représentation par "Chirplets". Dans cette section, 
nous comparerons seulement les deux méthodes (FDDT et WED) qui présentent les 
meilleures performances. Nous utilisons la deuxième série de fichiers composée de 12 sons 
respiratoires avec sibilants échantillonnés à une fréquence de 8000 Hz (voir tableau 5. 1). 
Pour calculer le spectrogramme du signal, nous avons utilisé les paramètres de la STFT 
suivants: fenêtre de type Hanning avec des segments de L=M=512 échantillons pour la 
FDDT, les segments sont de L=256 échantillons et la FFT est de longueur M=2048 pour 
Tableau 5.6: Comparaison des performances des méthodes de classification des crépitants. 
Méthode d'extraire Paramètres GMM classification (M=2) GMM classification (M=4) 
les caractéristiques extraits NTCT NCCC Performance(% ) NTCT NCCC Performance(% ) 
caractérisation temps-fréquence [GBW, PF, TDW, MDW] 165 142 86.1 165 143 86.7 
caractérisation temps-fréquence [GBW, PF, MDW] 165 151 9l.5 165 144 87.3 
Prony modèle [A ,a,f ,B] 165 llO 66.7 165 ll7 70.9 
Prony modèle [a,f ,] 165 ll9 72.1 165 ll7 70.9 
NT CT NCCC Performance(% ) 
Ondelettes continues échelle discriminant=3.1 165 155 93.90 
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la WEO, le taux d'entrelacement est de 50 %. 
Pour évaluer les performances de ces méthodes, nous ut ilisons la durée (en milli-
seconde) des segments reconnus comme sibilants . Nous commençons par identifier les 
sibilants manuellement en se basant sur l'écoute du son et la visualisation de son spec-
t rogramme. La durée du sibilant est calculée manuellement et considérée comme la durée 
réelle de référence. 
La sensitivité et la valeur prédictive positive sont deux variables qui évoluent dans des 
sens opposés ; l'augmentation de l'un entraîne souvent la diminution de l'autre. Le défi 
consiste à trouver le bon compromis (équilibre) pour les deux variables. Pour comparer 
les deux méthodes d'extraction des sibilants, on ajuste leurs seuils afin d'obtenir la même 
sensitivité. Oans le cas de la méthode FOOT, le Seui l2 a été défini pour qu'il puisse varier 
entre 4 dB à 250 Hz et 10 dB à 4000 Hz; alors que pour la méthode WED, le seuil de 
continuité temporelle 6.tw ED est de 32 ms, le seuil de la continuité fréquentielle 6.fw ED 
est de 23 Hz et la durée minimale d'un sibilant 6.tsib est de 100 ms. 
Le tableau 5.4 montre les résultats du test. Avec une même sensitivité de 66.6 %, la 
méthode WEO obtient une meilleure valeur prédictive positive (95.4 %) contre 77.6 % 
pour la méthode FOOT. 
Tableau 5.7: Performances des méthodes FDDT [43] et WED [44] d 'extraction des sibilants 
Méthode FDDT Méthode WED 
Sibilants Total de Vrais Faux Faux Sensitivité Valeur prédictive Vrais Fa ux Faux Sensitivité 
la durée Positifs Positifs Négatifs positive Positifs Positifs Négatif 
(ms) (ms) (ms) (ms) (%) (%) (ms) (ms) (ms) (%) 
SSOl 3300 2688 352 612 8l.4 88.4 2342 0 958 71 .0 
SS02 3343 2784 896 559 83.3 75.7 2092 258 1251 62.6 
SS03 604 480 96 124 79.5 83 .3 584 0 20 96.7 
SS04 610 256 128 354 42.0 66.7 551 0 59 90.3 
SS05 1338 580 416 758 43.3 58.2 738 321 600 55.2 
SS06 1940 736 1088 1204 37.9 40.4 1636 128 304 84.3 
SS07 941 640 288 301 68.0 69.0 510 0 431 54.2 
SS08 771 672 128 99 87.2 84.0 321 0 450 4l.6 
SS09 4160 2688 768 1472 64.6 77.8 1642 128 2518 39.4 
SSlO 3870 2976 384 894 76.9 88.6 1451 0 2419 36.6 
SSll 3484 1664 0 1820 47.8 100 2823 0 661 8l.0 
SS12 3530 2654 32 876 75.2 98.8 3048 0 482 86.3 
Moyenne 66.6% 77.6% 66.6% 
valeur prédictive 
positive 
(%) 
100 
89.0 
100 
100 
69.7 
92.7 
100 
100 
92.8 
100 
100 
100 
95.4% 
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CONCLUSION 
Notre projet de recherche consiste à construire un système de reconnaissance automa-
tique des sons respiratoires adventices. Nous nous sommes particulièrement intéressés aux 
crépitants fins et aux gros crépitants, qui sont considérés comme discontinus ou transi-
toires, et aux sibilants qui sont considérés comme continus ou quasi-stationnaires. Ce pro-
jet entre dans le cadre d 'une problématique de recherche plus vaste, qui vise à développer 
des techniques de reconnaissance des sons adventices dans le but de réaliser un système 
d'aide au diagnostic des maladies pulmonaires. 
Notre demarche se résume en trois étapes: 1) la séparation des sons respiratoires 
en composantes stationnaires/non-stationnaires, 2) l'identification des crépitants et 3) la 
détection des sibilants. Dans le chapitre II , nous avons décrit trois techniques de séparation 
basées sur le filtrage adaptatif (ST-NST), le système d 'inférences floue (GFST-NST), et 
la t ransformée en ondelett.es (WTST-NST), ainsi qu 'une nouvelle technique basée sur 
les paquets d 'ondelettes (WPST-NST), que nous avons proposée récemment. Dans le cha-
pitre III , nous avons décrit les paramètres de détection des crépitants basés sur l'enveloppe 
de l'amplitude absolue (EA) , l'enveloppe de l'énergie (EE), et la dimension fractale (FD) 
avant de présenter les méthodes de classification des crépitants basées sur l'analyse temps-
fréquence, modèle de Prony et la transformée en ondelettes continue. Dans le chapitre IV, 
nous avons discuté de quatre méthodes de détection des sibilants basées sur : le Laplacien 
d'une gaussiènne (LoG) , la modélisation auditive (FDDT) , la détection d'épisodes de si-
bilants (WED) et la représentation par" Chirplets" . Enfin, les performances des méthodes 
discutées sont fournies au chapitre V. 
La base de données utilisée comprend deux séries d'enregistrements. La première série, 
de 18 enregistrements , a été utilisée pour évaluer les méthodes de séparation et d 'identi-
fication des crépitants, alors que la deuxième, de 12 enregistrements, a été utilisée pour 
évaluer les techniques de détection des crépitants. Nous présentons le bilan de chaque 
étape de l'expérimentation. 
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- Séparation des crépitants 
Le filtre de séparation ST-NST est le plus simple et le rapide, mais il n'est pas assez 
précis; le filtre GFST-NST fonctionne mieux dans les conditions limites, mais il a 
besoin d'informations a priori sur le signal; comparativement, les filtres WTST-NST 
et WPST-NST présentent les meilleures performances. Pour un taux de séparation 
relativement identique (98 %), le filtre WPST-NST est 5 fois plus rapide que filtre 
WTST-NST. En plus , il introduit moins de bruit durant la séparation, donc , moins 
de déformation. En résumé, le filtre WPST-NST est de loin le plus avantageux. 
- Détection des crépitants 
La détection des crépitants est réalisée en utilisant le paramètre dimension frac-
tale (FD). Ce détecteur est capable de trouver, avec précision, les positions (les 
frontières) des crépitants qu'ils soient faibles ou entrelacés. Pour les tests réalisés sur 
les signaux obtenus aux sorties non-stationnaires des filtres WPST-NST et WTST-
NST, les taux de détection positive (sensitivité) sont respectivement de 92.9 % et 
95.6 %, alors que les valeurs prédictives positives sont respectivement de 94.4 % 
et 63.3 %. Les meilleures performances obtenues avec notre filtre WPST-NST sont 
dues probablement à son faible niveau de distorsion. 
- Classification des crépitants 
Pour classifier les crépitants en crépitants fins et gros crépitants, nous avons expérimenté 
les trois méthodes citées ci-dessus. La classification par transformée en ondelettes 
continue fournit la meilleure performance (93.9 %) mais avec un temps de cal-
cul plus important. La classification par trois paramètres temps-fréquence (GBW, 
PF et MDW) constitue un bon compromis, la mesure des paramètres est simple 
et le résultat est acceptable (performance=91.5 %). Les paramètres du modèle 
de Prony ne fonctionnent pas correctement dans notre expérimentation (perfor-
mance=72.1 %). 
- Détection des sibilants 
Pour la détection des sibilants, nous avons testé et comparé les quatre méthodes 
listée ci-dessus. La méthode basée sur les chirplets extrait les principaux harmo-
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nique du signal. Dans notre cas, elle trouve seulement le premier harmonique du 
sibilant, et l'estimation de ses paramètres est lourde en temps de calcul. Les trois 
autres méthodes basées sur le spectrogramme donnent relativement de bonnes per-
formances. Avec les pré-traitements et les différentes définitions du seuil, la méthode 
basée sur la détection d'épisodes de sibilants (WED) donne la meilleure performance, 
suivie par celle basée sur la modélisation auditive (FDDT). Avec une même sensi-
tivité de 66.6 %, la méthode WED obtient une meilleure valeur prédictive positive 
(95.4 %) contre 77.6 % pour la méthode FDDT. 
En résumé, une grande partie de ce mémoire vise l'analyse les signaux discontinus. 
Elle présente une méthode robuste, efficace et complètement automatique pour extraire 
et classifier les crépitants. Pour ce qui est de l'analyse des sibilants, nous avons abordé le 
problème de la détection par les techniques basées sur le spectrogramme, il reste encore 
à approfondir cette démarche dans le but de finaliser ce module. 
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