Introduction
The basic rigidity theorems for manifolds of nonnegative or positive Ricci curvature are the "volume cone implies metric cone" theorem, the maximal diameter theorem, [Cg] , and the splitting theorem, [CG] . Each asserts that if a certain geometric quantity (volume or diameter) is as large as possible relative to the pertinent lower bound on Ricci curvature, then the metric on the manifold in question is a warped product metric of a particular type.
In this paper we provide quantitative generalizations of the above mentioned results. Among the applications are the splitting theorem for Gromov- Hausdorff limit spaces X , where MP -+ X , RicMZ.-2 -Ei, and Ei -+ 0, as well as Gromov's conjecture that manifolds of almost nonnegative Ricci curvature have almost nilpotent fundamental groups; see [FYI. Other applications include the assertion that for complete manifolds, M n , with RicMn 2 0 and Euclidean volume growth, all tangent cones at infinity are metric cones; compare [BKN] , [CTI, [PI] .
Via rescaling arguments, there are also strong consequences for the local structure of manifolds whose Ricci curvature satisfies a fixed lower bound and for their Gromov-Hausdorff limits. Some of these are announced in [CCol] ; for a more detailed discussion see [CCo2] , [CCo3] , [CCo4] .
Our work further develops and significantly extends techniques which were introduced in [Col] , [Co2] and significantly extended in [ C O~] , in order to prove certain "stability" conjectures of Anderson-Cheeger, Gromov and Perelman. The results of were announced in [ C O~] .
We briefly review some of those results.
Let dGH denote the Gromov-Hausdorff distance between metric spaces; see [GLP] . Let Sr denote the unit sphere and recall that Sy is the unique complete 'Supported in part by NSF Grant DMS 9303999. **Supported in part by NSF Grants DMS 9303999, 9504994 and by MSRI through NSF Grant DMS 9022140.
There are several additional features of our situation which have fairly close counterparts to the one considered in [GI] . First of all, the topology of M n need not be that of a product, no matter how slightly the geometric and curvature conditions are relaxed; see e.g. [All, [P2] . Additionally, even though M n is assumed smooth, the cross-sections, X , which arise naturally, include metric spaces which are not homotopy equivalent to manifolds, and hence, which satisfy the relevant lower bound on Ricci curvature only in a generalized sense. Finally, since we do not assume a definite lower bound on the volume of Mn, the Hausdorff dimension of such a cross-section can be strictly less than n -1.
Note that although the cross-section, X , is not uniquely determined, the issue of the existence of cross-sections with preferred properties is nonetheless a significant one. Although in proving our theorems we do construct explicit cross-sections, their properties are not studied in detail in the present paper; compare however Section 7 and see [CCo2] , [CCoT] .
The remainder of the paper is divided into three parts and eight sections as follows. I. Integral estimates on Hessians imply almost rigidity Our results were announced in [CCol] , where additional applications to the structure of Gromov-Hausdorff limits of spaces with Ricci curvature satisfying a fixed lower bound were described as well. These and others will be treated in [CCo2] , [CCo3] , [CCo4] and elsewhere.
We are indebted to Mike Anderson, Grisha Perelman and Gang Tian for helpful conversations.
I. Integral estimates on Hessians imply almost rigidity

Warped products and Hessians
The smooth warped product spaces that we consider are riemannian manifolds, (a, b) x f Nn-', where (a, b) x Nn-' is the underlying smooth manifold and the riemannian metric, g, -is given by (1.1)
with the riemannian metric on Nn-l. Note that (a, b) x f Nn-' need not be geodesically convex. Sometimes, when we need to refer to some arbitrary model space with warping function, f , we will choose (a, b) x f R, since R is complete and z l , z z takes arbitrary nonnegative values. The following is well known (and easily seen). ( 1 + f2(k(t))(k'(t))2)i dt.
As a consequence, the distance, (r1,X I ) , (r2, x2), between (r1,X I ) , (r2,x2) E (a,b) x f Nn-I is given by function pf (rl, 7-2, -1, where z 1 , 2 2denotes distance in Nn-' . Moreover, it is clear that L [(k, c) ] 2 pf (rl ,r2,1).
For X an arbitrary metric space, we define the metric space, (a, b) x f X , to be the space, (a, b) x X, with metric, (1.2) (r1,x1),(~2 , 2 2 1 = ~f(7-1,7-2,51,22).
This degree of generality is required for the statement of our main results. For any fixed x, the radial curves, t -+ (t, x), are geodesics. Moreover, if X = Nn-I is a riemannian manifold, the second fundamental form of the level surface, r-'(a), of the function, r, is given by With the aid of (1.3), it is easy to check that the function, satisfies Conversely, the spaces (a, b) x f are essentially characterized by the existence of a function, h, whose Hessian is some function, k, times the metric tensor.
To see this, let M n be a riemannian manifold such that for functions, h, k, (I Vh, VI) and with (1.13), (1.14), (1.16), we get, Let a < c < d < b and let r-'([c, dl) be complete in the induced metric.
By integrating (1.18), we find that the restriction of g to r-' ((c, d) ) is a warped product metric, given in product coordinates associated to the function r, by
Here, h', k,lj are determined up to multiplicative constants. Once these have been fixed, h is determined up to an additive constant. Relation (1.6) implies that (1.14) is equivalent to the assertion that the vector field, Vh, is conformal. The flow generated by this field is (x, r ) + (x, @t(r)), where
The following three examples are the most important ones. The preceding discussion suggests that if (1.6) holds only approximately, then perhaps in the presence of suitable additional assumptions, (1.19) should continue to hold in some weakened sense. This is verified in Sections 2 and 3, where "approximately" is taken to mean "in the L1-sense" and "weakened" is taken to mean "in the Gromov-Hausdorff sense".
In order to give an indication of our approach and to record some required preliminaries, we now show how, from a standpoint somewhat different from that which was just explained, the function, 3 ( r ) ,satisfying (1.5), determines the metric.
LOWER BOUNDS ON RICCI CURVATURE
Let 3be defined as in (1.4). Since F' = f > 0, we can define a function, H, by (1.24)
Let -y (s) be a geodesic of length t in (a, b) x f N~-~, 1 y' (s) 1 -1. Set 
has a unique solution subject to the conditions (1.33) 34) u(e) = 3 ( r e ) , ~( t ) with respect to Q(0) is nonvanishing, 0 < Q(0) < a, provided ~( t )
is not conjugate to y (0) along y. This is guaranteed by-(1 .28), (1.29).
---Remarlc 1.47. It is important to note that in proving Proposition 1.27, we only used the existence of a function, F(T) satisfying (1.38), for which r is a distance function. As a consequence, for any space on which such a function exists, the functions ~( s ) , Q ( ) of (1.25), (1.26) coincide with those of any model space, for example, the space (a,b) x f R.
In view of (1.33), (1.34), (1.37) there are well-defined functions, 0,Q, such that If is a radial geodesic such that ~( 0 ) = g and : is a point close to a,put (1.50) e(t) = z,a(t).
Let y
-t be minimal from : to ~( t ) .
By the first variation formula, t(t) satisfies the differential equation with initial condition, Let X I , x2, zl ,z2 (sufficiently close to each other) satisfy It follows easily from (1.50), (1.51) that for some function Q determined by 3, If we specialize to the case r(gl) = r(zl) = c and let gl -+ gl, then the extrinsic distance can be replaced by the intrinsic distance measured on the level surface r-'(c). This easily suffices to determine the function p f . Remark 1.56. In the situation considered in Sections 2 and 3 below, the equalities above e.g. (1.55), are only approximate and we will not be able to pass to the limit in the final step. Thus, very small scale information can be lost.
Integral estimates; Hessians, distances, angles
In this section we show that if on an annular region, (1.6) almost holds in the integral sense, then for most pairs of sufficiently close points yl, y2, the behavior of the minimal geodesic, yy,,,,, from yl to y2, is almost described by the functions in (1.25), (1.26) (see (1.36), (1.37), Remark 1.47, (2.48), (2.49)). This is shown to yield a corresponding approximate version of (1.55), for most quadruples of points which are close to one another.
The main technical result of this section is Theorem 2.11. What has been accomplished in the context of "almost rigidity" is summarized in Proposition 2.80.
Let M n be a complete riemannian manifold and let K c M n be a compact -subset. Let r(x) = x, K denote the distance function from K and for 0 < a < b, put Aa,b= r-' ((a, b ) ) .
Let f ,3 be as in (1.4) . In what follows, we regard 3 = 3 ( r ( x ) ) as a function on Aa,b.
In (2.3), (2.4) and elsewhere, when integrating over a subset of a riemannian manifold, the natural measure associated t o the riemannian metric will be understood and no symbol such as "d vol" will be included to indicate the measure.
Remark 2.5. In the context of Sections 4 and 5 of Part 11, the annular domain, Aa,b, is the appropriate one to consider. The main effort there is devoted to obtaining (2.1)-(2.4). But, in Section 6 of Part 11, the domain Aa,b must be replaced by a ball. This circumstance makes the analog of (2.4) more difficult to obtain. However, in the present Part I we are concerned with consequences of (2.1)-(2.4). Since, the relevant arguments can easily be adapted to the set-up of Section 6, we will not give a separate treatment for that case.
Our next result, Theorem 2.11, will allow us to convert estimates like the ones in (2.3) or (2.4) into corresponding estimates along a collection of minimal geodesics. Theorem 2.11 replaces the technique of integration over the unit sphere bundle, used in for similar purposes. The present version provides an improvement which enables us to handle situations in which the volume of Mn has no fixed lower bound, i.e., the "collapsed" case.
Let Yn be a riemannian manifold with Let Aa,b be as at the beginning of this section and assume
so that Theorem 2.11 applies. Put
Vol(Aa,b) ' where for fixed u > 0, the infimum is taken over all q E Aa,b with u 5
The following immediate consequence of the Bishop-Gromov inequality will suffice for our subsequent applications. By (2.1), (2.4), and Theorem 2.11, we get:
For fixed yl, y2, put
au a2u
We will just write U(s) for U(yl, y2, s) and U', U" for x, Since by (2.28), we get Let D,(yl) denote the set of points, y2 E BR(p), such that a is uniquely defined at yyl,y2(s), for almost all s, and such that Also, put (2.35) 
where
Note that Lemma 2.41 applies if, in particular, yl E DE(y2). Let U(s) be the solution defined in ( This follows from (2.34) and (2.2). Below, we take E O , Esufficiently small, depending on E. Then we take T = 71. By (2.42) (for s = e, where t satisfies (1.28)) together with (2.2), we see that U(s)1 [O, e] can also be viewed as the solution, F ( y ( s ) ) ,where rather than controlling the initial values, we specify instead that r(y(0)) -r(yl) 1, r ( y(e))-r(y2)l are small, i.e., as small as we like if 71 > 0 is sufficiently small. Relations (2.49)-(2.51) generalize the information contained in Remark 1.47. We will now consider the corresponding generalization of relation (1.55) and the consequences thereof.
Given X I , 21, x2, 22 E BR(p),with (2.55) 
67), (2.68), (2.69), we get
In the model space, (a,b) x f R,let -y, wl,w2 satisfy
4(0).
Then for A, Ty,y,), -a ( s ) defined as above, it is clear that as in (2.72),
-By the first variation formula, for almost all s ,
Since e(0) = l(O), from (2.72), (2.77), (2.78), we easily find that (2.79)
Let B3R(p) C Aa,b From (2.59), (2.61), (2.62), (2.69), we obtain the following result (which we state using the constant E rather than q).
Remark 2.82. Theorem 2.11 leads directly to a lower bound on the smallest nonzero eigenvalue of the Laplacian and to PoincarBtype inequalities. Although the constants are not quite sharp, these inequalities are essentially the known ones due to see [G3] and [LY] . The derivation via Theorem 2.11 is similar to Gromov's approach. For instance, if in Theorem 2.11 we take A1 = A2 = M n and e = lVf 12, where J M , f = 0, then from (2.12) and the Schwarz inequality, we obtain where for A 2 0, the constant c = c(n, A) is actually independent of diam(Mn).
Clearly, there exist analogs of (2.12) (and of the implication that (2.12) yields (2.83)) in other contexts, e.g., in the context of graph theory.
Gromov-Hausdorff approximations
In this section, we will show that for a > 0, an annulus, Aa+a,b-a is close (in a precise sense specified below) to a warped product, (a +a,b -a ) x f X , provided the number E in (2.81) is sufficiently small and an additional technical condition, of almost maximality, (3.8), holds. This technical condition is satisfied in the applications.
As mentioned in the introduction, the choice of X cannot be made completely canonical. However, a specific choice will be employed in the proof.
In what follows, let dal denote the metric of Thus, for y, y E Aa+al,b-alr dal(y,y) is the infimum of lengths of curves, c, from y to y such that c c Aa+a~,b-a~. For 0 5 a' 5 a, let da'sa denote the restriction of da' to
Given a warped product (a, b) x f X, we also denote by dal,daliffrespectively, the metric on (a + a', b -a') x f X and its restriction to the subset, ,inforl<b-r<or
The first inequality in (3.1) is obvious. To see the second, let (k(s), c(s)) be a curve in (a -a', b -a') x f X . Replace any segments of (k, c) for which Recall that the distance function on (a, b) x X is determined by a function, p(rl, r2, 1~1,22) (where the dependence on (a,b) is suppressed). Let pa+or~,b-cu~; (ri,T 2 , m ) denote the corresponding function, for the distance
where m l = ml (a, a', X,f ) = inf-X/25r-a-a~5X/2m.Note additionally, that for vl, v2 1 0, the following is clear:
Also, for all ro, r l , . . . ,r~ between a + a and b-a, and all nonnegative vl, . . . VN, Moreover, for fixed ro, rN, { v~) ,there exist rl, . . . ,riv-1 such that (3.4) is an equality.
Let (k, c) be a curve in (a + a', b -a') x f X (the closure of (a + a', (k, c) ] equals the distance with respect to d"', between the end points of (k, c). An elementary argument based on the first variation formula shows that if (k, c) n6'(a +a',b -a' x f X ) is nonempty, then (k, c) is tangent to the boundary at those points at which it enters or leaves a ( ( a + a', b -a') x f X ) . The remaining segments of (k,c) are geodesics lying
Recall that if y is a geodesic in (a,b) x f X and @(s)= L(yt(s),g),then by the classical theorem of Clairaut, the function, f (y(s)) -. sin&) is constant on y.
Then the above mentioned facts have the following direct consequence.
For all E > 0, there exists d (~, a, b, f ) > 0, such that at least one of the following holds.
The curve, (k, c), may contain a segment lying in a ( ( a+a', b -a') x X ) .
oo The curve, (k,c), consists of a single geodesic segment whose interior is
Let Q(ul, . . . ,ukl., . . .) denote a nonnegative function depending on the numbers, u l , . . .uk, and some additional parameters, such that when these additional parameters are fixed, we have
oQ(u1,.. . ,WI.,. . .) = 0.
We can now state the main result of this section.
THEOREM 3.6. Let 0 < a' < a and a -a' > ('. Assume that for the metric dCY'>ff, Assume, in addition, that for all z E r-'(a + a'), there exists y E r-'(b -a') with Finally, assume that for XI ,z1,x2,22E Aa+a/,b-ff/satisjying the hypothesis of Proposition 2.80, the number, 6, in Proposition 2.80 satisfies S < C. Then there exists a metric space X , with diam(X) 5 c(a,b,at, f ,D), such that for the metrics dCY12ff, Remark 3.10. Note that for z,y as in (3.8), a minimal geodesic, y, from x to y, might contain some points y(s) (where s < (12) for which r(y(s)) < a + a t .
It is because of this possibility (which cannot be ruled out in the applications in Sections 4 and 6) that we must consider the metrics da'>a,da'la (where a -a' 1 J) rather than just the metrics da,da.
Proof of Theorem 3.6. First we specify the metric space, X. Choose x < a' (X to be further specified later) and define a metric, lx, on r-'(a + a') as follows. Given x, 2 E rP1(a + a'), consider all sequences of points, x = 2 0 , 51,. . . X N = 2 , such that da'-x(xi, xi+l) 5 X, for all i. Put
Let X be the space, r-'(a + a') with the metric, lx.
For all y E Aa~+a,b-cu~, + a'), closest to y. Put choose a point, z E r-'(a We will show that PIAa+a,b-cu is the desired Gromov-Hausdorff equivalence. For this we need an extension of Proposition 2.80. Finally, we must obtain an upper bound for dal@which converges to the one in (3.16) as C, x tend to zero, with C < X(X, Nl). Here, for the first time, the assumption, a -a' > [ enters.
Let y, 6 E Aa+a,b-a. Let ~( y ) = XO, X I , .. . ,XN, = ~( y )
be a sequence such that xi E r-'(a + a') and dal-x(xi-1, xi) I X. Assume in addition that Clearly, (3.19) implies that dal-x(zi-1, xi) +dal-x(xixi+l) i x holds for all i.
This gives
Let (c,k) c (a +a' +7, b -a' -7) x f X have length dal+"a(,G'(y), P (6) + da1(7(r(6)),?(r(~)).
By using (3.26) and the claim above to estimate the second term on the righthand side of (3.27), we get Theorem 3.6 in this case as well.
We now make some further observations which are needed for the application in Section 4 to the case in which the annulus, Aa,b,has almost maximal volume. In what follows, we no longer assume that Aa,b is connected.
Let V be as in (2.23).
LEMMA 3.28. Given a', C > 0, there exists w = w(C,al,n,a,b, f ,V), such that if
then (3.6) holds.
Proof. Note that (3.29) together with the Bishop-Gromov technique implies that for a < c < b, Assume that (3.6) fails to hold for some x E r-' (a + a'). Then (3.6) also fails on BC12(x),provided we replace C by </2 and assume (without loss of
By the co-area formula, for some a + u -5 ro 5 a + a + 2 , Vol(r-' (a)) -1 Vol(r-l (c))
Since (3.6) (with 5 replaced by 512) fails on r-l (ro) f l Bc/2(x), using (3.31),
we easily contradict (3.29), if w(5, a', a , b, f ,V) is sufficiently small.
Given a < c < b, put T = min(c -a, b -c). In general it is clear that AUlb has at most & components whose intersection with rP1(c) is nonempty Moreover, from arguments like those given above, we obtain the following proposition whose straightforward proof we omit.
PROPOSITION 3.32. Given 0 < a' < a, a' -a > J > 0, there exists 0 < w = w(at,J,n,a,b, f,V) such that if (3.29) holds for such w, then for the metric da'la, the annulus AU+&,b-&, has at most #(n,a,b, f ,V) components, Xi.
Proposition 3.32, implies that the assumptions (3.7), (3.8) in Theorem 3.6 are unnecessary, provided that one weakens the conclusion to diam(Xi) < D ( n ,a , b, f ,V) for each of the at most #(n, a, b, f ,V) components of X . In Section 4, we will show that the assumption concerning Proposition 2.80 is unnecessary as well.
As in the proof of Gromov's compactness theorem, [GLP] ,one also obtains:
PROPOSITION 3.33. If (3.29) holds for w = w(at,J,n,a,b, f ,V), then the space X , in Theorem 3.6 can be chosen to be a length space.
Almost maximality implies integral estimates on Hessians
Volume
In this section and the two which follow, we prove our main results on almost rigidity by showing that almost maximal volume or diameter implies the existence of a function 3, -satisfying the hypotheses of Section 2. Our arguments are inspired by those of [Coll- [CO~] .
As in previous sections, we consider a metric annulus, Aa,b, associated to a distance function r.
We say that the mean curvature, m , of the hypersurface, r-'(a) c Mn is 5 ti and write and for all r, with a < r < b, Then by standard comparison arguments, for a < r < b,
In case the inequality in (4.8) is an equality, it follows directly from the Bishop-Gromov inequality together with an easy analysis based on the Riccati equation, that the annulus, Aa,b,is isometric to a warped product (a,b) x j X. We call this the "volume annulus implies metric annulus" theorem or sometimes the "volume cone implies metric cone" theorem.
In this paper, our concern is with the situation in which the inequality in (4.8) is almost an equality. We begin by noting the most direct consequence of this assumption.
Let k = k(r) be regarded as a function on Aa,b. Proof. This is a direct consequence of the Bishop-Gromov technique.
We will also need the following lemma which is the counterpart, in our situation, of the result of [LS] . Fix d, with a < d < b.
f (If a = 0 and r f (r) as r --+ 0, then up to a constant, G is a multiple of the Green's function with singularity at r = 0). Thus, for p > 1, a < r < d,
Note also that
Below, we choose p so as to maximize the ratio # and for this choice we just write 2.
LEMMA4.16. Let (4.5), (4.6) hold. Then for Dirichlet bounded conditions on Aa,b, the smallest eigenvalue, X1, of the Laplacian, -A, satisfies Proof. By Laplacian comparison, (4.14), (4.15) imply that if Gp is regarded as a function on Aa,d, then in the distribution sense, Thus, if h is smooth and vanishes on 8Aald, By squaring this inequality, we get (4.17).
Our construction of the function, F -(with bounded gradient) whose Hessian is close in the integral sense to being a function times the metric, will of necessity, be slightly indirect. In this way, we avoid having to deal with the equation A F -= -n H ( F ) ; compare (1.26), (1.38). However, for the key examples (cone, suspension, product) mentioned in Section 1, the function H is actually linear. So in these cases, it is possible to proceed by employing the above equation directly; compare Section 6.
We point out that the gradient bound on F -mentioned in the previous paragraph, is not part of the hypothesis of Proposition 2.80. Rather, the gradient bound is used in showing that the specific function, F, -which we construct in this section, satisfies relation (2.4). Relation (2.4) is part of the hypothesis of Proposition 2.80.
Let F(r) be the function defined in (1.4), whose Hessian in the warped product case is a function times the metric; see (1.5). Since for 6 as in (4.12), we have 6' > 0, there exists F, such that
Regard 6 as a function on Aa,band let G -satisfy Ff'(6) = nf2n-2f'.
Thus, to control V F -and A F , -it suffices to control g and VG.
inf B 5 6 5 sup B,
Proof. This is just the maximum principle.
Since 6' < 0, from (4.7)' (4.13), By Stokes' Theorem and a standard regularization argument, we have (4.32)
La,, Ag = Sea.,, Remark 4.54. So far, it would have sufficed to assume that (4.6) holds only in the radial direction, provided we assumed in addition some definite lower bound on the Ricci curvature, in order to obtain Lemma 4.45 (the gradient estimate of [CgY] ). However, in what follows, the stronger hypothesis, (4.6), is actually required.
In order to control Hessy, we will use the Bochner formula, -We rewrite (4.55) as and note that both terms on the right-hand side of (4.56) are nonnegative.
We are going to multiply both sides of (4.56) by a cut-off function, integrate over Aal,ba and apply integration by parts (Stokes' Theorem) to two of the terms on the resulting left-hand side. The integration by parts produces terms involving the gradient and Laplacian of the cut-off function. In order to be able to control the latter of these, we will use a special cut-off function defined in terms of 6;alternatively, we could use the cut-off function constructed -in Theorem 6.33.
Let a2 < a3 < b3 < b2, and put = Q(a3 -a2) = A(b2 -b3) (where we assume a3 -a2 = b2 -b3 
-I C I K ,
where Ci= Ci (n,f ,a,al ,a2 ,a3,b,bl ,b2 ,b3), i = 1,2. Now, by multiplying both sides of (4.56) by 4 -and applying Stokes' Theorem, we find that We claim that up to a negligible error, we can replace all functions on the right-hand side of (4.68) which are underlined with a tilde, by the corresponding functions of the variable r. Explicitly, Let T(r) be the function of r resulting from the replacements, (4.69)-(4.72), everywhere in the integrand on the right-hand side of (4.68). In view of Lemma 4,74, together with (4.43), (4.52) and the pointwise bounds which follow from (4.46), (4.51), the right-hand side of (4.68) can be replaced by where KQ is as in (4.64).
We claim that
To see this note that when we apply our considerations to an annulus contained in some ( a , b) x f Nn-I (Nn-' compact smooth) then both sides of (4.56) vanish. Hence the right-hand side of (4.68) (which is obtained from (4.56) by integration by parts) vanishes in this case as well. Since for an annulus contained in ( a ,b) x f Nn-I, the right-hand side of (4.68) is a constant multiple of the left-hand side of (4.80),the latter also vanishes.
From ( 
(4.82)
/ i H e s~~-;~~g
For the sake of consistency with (2.4),we note that (4.82),together with the Schwarz inequality, gives:
COROLLARY
Let 9 be as i n (4.64). Then 4.83.
Now we are ready for our main result in the almost maximal volume case. For the case w = 0 , it is just the "volume annulus implies metric annulus" theorem. Let V be as in (2.23).
THEOREM
L e t O < a ' < a , a -a l > ( > O . Assume that 4.85.
(4.88) VO1(Aa, b) )
>(I-w ) f n-l(r) dr Vol(r-I ( a ) ) fn-I (4
Then there exists a length space X , with at most # (a,b, f , V ) components X i , satisfying (4.89) diam(Xi) 5 D(a,b,f ,V) , such that for the metrics do')", Eo190, (4.90) d~~ (Aa+cu,b-cu,(+~i , d -a ) X f X ) 5 * (w I n , f,a,b,a1,t,v) .
Proof. By Remark 4.54, together with (4.84), we have (2.1)-(2.4), where for S in (2.2)-(2.4), we have S < 9. Thus, we can apply Proposition 2.80.
Then, by using Theorem 3.8, together with the Propositions 3.32, 3.33 we complete the proof.
As previously mentioned, for our geometric applications, Proposition 2.24 will suffice to control the function V. At this point we will give only the most basic application of Theorem 4.85 to the description of the local structure of manifolds with Ricci curvature bounded below. For further consequences, see Section 7 and [CCo2], [CCo3] .
Recall that in Theorem 4.85 it was necessary to use the metrics d"f)ff, dfff3".
Thus, in Theorem 4.91 below, we will understand that the metric on the annulus, is induced by restricting the metric on a slightly larger annulus, say A(1-77)T,(1+77)T~. Similarly, the metric on Since the details are similar to those given in the context of the splitting theorem (see Theorem 6.130) we will not provide further discussion here. .81 of this section, it is natural to ask if an estimate on the L2-norm of J A r J , or equivalently of JHess(r)J can be obtained. However, in the presence of conjugate points of order 1 (for example on complex projective space with its canonical metric) the function lArl will not be square integrable (even if one omits a neighborhood of the origin). Therefore, as in [Coll-[CO~] , it is crucial to approximate the distance function by a function with nicer properties.
Finite diameter
In this section, we consider a set-up analogous to the one in Section 4, but with volume replaced by diameter. It turns out, however, that in this case, 223 LOWER BOUNDS ON RICCI CURVATURE the volumes of annuli are almost maximal in the sense of Section 4. Thus, our results on the almost warped product structure follow from those of that section.
Let (0, b), f be as in previous sections (here, we make the normalization, a = 0). Assume in addition, that Let M n be complete, connected and suppose that for some p E M n , Then by the second variation formula, x Put sup, p, = dp.
Assume in addition that for some q E M n , with Then, by relative volume comparison, Note that (5.1), (5.2), (5.4) imply that for some A = A(f),
Then by a standard argument based on the relative volume comparison theorem, given 77 > 0, for a11 x, we have provided p I~(77, n, f )); compare [El, [GP] .
THEOREM 5.12. Let (5.1)-(5.3) and (5.7) hold. Then for all E > 0, there exists J(&,n, f ) > 0, such that if in (5.6) p < J, then for some length space, X , with diam(X) < n, Proof. We will in effect reduce our considerations to those of Section 4. First of all note that by (5.8), (5.9), and (5.11) it follows that given w, (4.34) holds for any c,d with a < c < d < b, provided 7 = q(w,n,f )is sufficiently small. Also, by (5.4), (5.10),the function V (u) of Proposition 2.24 has a definite lower bound. As a consequence, we can apply Theorem 3.6 to an annulus Ac,d.The hypothesis (3.8) of Theorem 3.6 is an obvious consequence of (5.11).
The only remaining point is to show that the cross-section, X, is connected, with diam(X) < n. If not, arguing by contradiction, we obtain from Gromov's compactness theorem, a space (0,b) x f X , which is the GromovHausdorff limit of connected manifolds, MF, with RicMn 2 (n-1)A. Moreover, either X has at least two components or diam(X) > r . Since f (r) r at r = 0, by applying a second sequence of rescalings, we obtain the metric cone, C ( X ) , as a pointed Gromov-Hausdorff limit, of manifolds, whose Ricci curvatures are bounded below by -~i-+ 0 (where ei > 0). Now by the Abresch-Gromoll theorem, [AG] (which obviously passes to Gromov-Hausdorff limit spaces as above) it follows immediately that either X is connected with diam(X) 5 r, or X consists, precisely, of two points. In all other cases, C ( X ) contains a line through the vertex, but does not satisfy the Abresch-Gromoll inequality (E = 0) on the excess function, E, associated to this line.
If X consists of two points, (0,b) x f X is a circle, Sib, of circumference 2b.
For dGH(M,n,Sib) < i,the natural map, rl(M?) -+ r1(Sib)= Z is surjective. This is a particular instance of a well known fact concerning Gromov-Hausdorff limits. Thus, for such i the universal covering spaces, MP, are noncompact. But for the pull-back metric, M : clearly satisfies the diameter bound (5.4) (with respect to some point &). This is a contradiction.
As an immediate consequence of Theorem 5.12, we obtain: THEOREM 5.14. Let Y be the Gromov-Hausdorff limit of complete riemannian manifolds MF, satisfying (5.3), (5.7), (5.10). If for points pi,qi E Mi, pi + p, qi -+ q where p,q E Y and then for some length space X , with diam(X) 5 r, the space Y is (the completion of) a warped product, Probably the most interesting case of Theorems 5.12 and 5.14 is the one of metric suspensions, in which f = sin x, b = T ;compare [Cg] , [Col] , [ C O~] . In this case, examples of Anderson show that X need not have the topology of the sphere; see [All.
Remark 5.17. Note that since in this section, the space which we consider is a closed manifold, M n , the counterpart of (4.82) can in fact be obtained directly from Stokes' theorem, without recourse to the special cut-off function, #I of (4.61). In Section 6, however, cut-off functions are actually required and -a general construction is given in Theorem 6.33.
Remark 5.18. Theorem 5.14 can be supplemented by an compare Remark 4.101, .
Infinite diameter; the splitting theorem
In this section, we consider the most important analog for infinite diameter, of the finite diameter case considered in Section 5. This leads to the generalization to Gromov-Hausdorff limits of the splitting theorem of [CG] , [TI; see Theorems 6.62, 6.64. Since the model case in our situation is an isometric product, (-m,m) x 1 N, we have 3 = r, the Hessian of which vanishes identically. For this reason, initially we will be able to proceed somewhat more directly than in Sections 4 and 5.
However, a serious point arises constructing the analog of the cut-off function, #I, of (4.61). This reflects the fact that in the present context the level surfaces of the function, 3 = r , need not be compact. Thus, we are forced to work on a ball, BR(p). The required cut-off function is constructed in Theorem 6.33.
As an application of the generalized splitting theorem we will state a result on the local structure of spaces with Ricci curvature bounded .below (see Theorem 6.68). This theorem has significant implications for the structure of Gromov-Hausdorff limits. These are further elaborated in [CCo2], [CCo3] . For the proof of Theorem 6.68, see [CCo2] .
Let M n be complete. Fix q+,q-E M n and put
The following slight generalization of the Abresch-Gromoll inequality will only be stated in qualitative form, since this is all that we require; compare JAG],
[Che], [CCoY] . 
BR(PI
Proof. Since the statement is scale invariant it suffices to assume R = 1. The only difference between our hypotheses and those of [AG] is that rather than assuming E(p) = 0, we have assumed (6.4).
As in [AG] ,given x E Bl (p), we can construct for some small $ > 0, a function G on Bl++(x)\ x, such that for s(y) = m: (6.9)
A ( E -G) < 0 (in the barrier sense).
By (6.9), E -G has no interior minimum on B1++(x) \ x. By (6.8), G ( l ) -G ( 1 + $) > 0. For any annulus Bl++(x)\ B,(x), the function, E -G, cannot take its minimum on dB1++(x) c d(Bl++(x) \ B,(x)) if (6.10)
Thus, the proof can be completed as in [AG] . The only difference is that we cannot let $ --+ 0. But this is not required for (6.6) nor is it required for the estimate of [AG] if some sharpness is sacrificed.
Remark 6.11. The reason for insisting on (6.4) rather than assuming that p lies on a minimal segment from q+ to q-, is that the latter assumption is not general enough for our eventual application to the splitting theorem for Gromov-Hausdorff limits; see Theorems 6.62 and 6.64.
As explained above, of necessity, we continue to work on a ball, BR(p), rather than on an annulus, as in Sections 4 and 5. We keep the normalization, R = 1, and continue to assume that (6.3)-(6.5) are in force, until we state otherwise. We also assume say T 5 1,SO that the Ricci curvature has a definite lower bound. Put Let the function Q be as in (3.5).
Proof. As in [LS] , JAG] (and (6.7)-(6.9)) there exists a smooth function, G, on Bl (p) such that Then the lemma follows from the maximum principle, together with Proposition 6.2.
Proof. B y Stokes' Theorem and the fact that IVb+l -1 (where defined),
Then (6.23) follows from (6.24) together with Laplacian comparison.
Proof. B y Stokes' Theorem, Now the claim follows from (6.16) and (6.23).
By (6.14) and (6.16),the gradient estimate of [CgY] gives (6.28) sup lVbl I c(n).
B $ ( P )
In light of the arguments given in previous sections, it is clear that to prove a generalized splitting theorem (see Theorems 6.62 and 6.64) it remains to show that the La-norm of Hessb (normalized by the volume) can be bounded by \~r (~,~-l l n ) .
Since b is harmonic, Bochner's formula gives 1 (6.30) 1 A l~b 1 2 + (n-l ) r~b (= 1 Hessb 12+ [~i c (~b , v b ) +( n -l )~l v b l~l , the right-hand side of which is nonnegative; see (6.5).
If we multiply both sides of (6.30) by 4, we get By (6.30), the integrand on the left-hand side of (6.32) is nonnegative. Thus, by (6.32), Lemma 6.25, and (6.31) , to estimate the integral over BL(p)of the quantity in (6.30), it suffices to know that 4 can be chosen such that has a definite bound, c(n), on its pointwise norm; compare [SY] . By the Cheng-Yau gradient estimate, the theorem follows.
F'rom Theorem 6.33 and (6.32) we get:
Let BR(w) c Wn. Assume that BT(w)is compact for r < R.
F'rom Theorem 6.33, Proposition 6.60, the arguments preceding it and those of previous sections, we get the main results of this section. Remark 6.77. In the situation of Theorem 6.62 it is not difficult to see that there exists a connected subset, Q, of BR(p), having almost full relative measure, such that I IVb+ 1 -1I < E (and similarly for b). Indeed, by Lemma 6.25 the above estimate holds on a set, Q:, of almost full measure. If one applies Proposition 6.60 together with Theorem 2.11, one finds that for almost all points, x, in Q:, for almost all y, the integral of IHessl along yZjyis small. Clearly, this implies our assertion.
Remark 6.78. Particularly in the collapsed case, the splittings obtained in Theorem 6.68 have strong implications for the structure of Gromov-Hausdorff limits of spaces with Ricci curvature bounded below; see and compare [F] , [Y] , [BGP] . In the noncollapsed case, even stronger conclusions can be obtained by using as a starting point, the results of Section 4.
We close this section by stating one of several (equivalent) integral versions of Toponogov's theorem which hold in our context. Given what has already been established, the proof is strictly analogous to the corresponding results in [Coll-[CO~] . Hence, it will be omitted.
Let the assumptions be as in Proposition 6.2. Let B denote the subset of BR(p)x BR(p) consisting of points (yl,y2) for which there is a unique minimal geodesic, y,,,,,, from yl to y2. We equip B with the measure induced from the product measure on BR(p) x BR(p). As in Theorem 2.11, in the integrals in (6.80) and (6.81) below, rather than writing B for the domain, we use the more suggestive notation BR(p) x BR(p). THEOREM 7.6. Let M n be complete, noncompact, and assume that (7.1), (7.4) hold. Then every M, is a metric cone, C ( X ) , where diam(X) 5 T.
Proof. By the Bishop-Gromov inequality, Thus, given w > 0, S-2 > 1, there exists R(w,R) such that for r 2 R, on A,,R,, with rescaled metric r-2g, (4.89) of Theorem 4.85 holds. Since Richln 1 0, apart from the diameter bound on X , our claim follows directly from Theorem 4.85, together with Gromov's compactness theorem. The diameter bound follows as in the proof of Theorem 5.12. The possibility that X consists of two points is ruled out by (7.7).
Remark 7.8. Let f (r) denote the decreasing function in (7.7). Even if lim,,, f (r) = 0, we may conclude that every tangent cone is a metric cone (of dimension 5 n -1) provided that for k > 0, the function, f , satisfies The results of Section 6 also give information in case the growth of M n is "slow" in a suitable sense.
Fix p E M n . For r > 0 let ql,q2 E aBr(p) and set Suppose RicMn 2 0. For each r , let q, E aB,(p). Let ri --+ co. By Gromov's compactness theorem, for some subsequence, rj -+ co, (7.10)
,~-~( r j ) g )
in the Gromov-Hausdorff sense, for some complete length space P,. Presumably, P , need not be unique in general.
D(r)
lim --r 4 c o r -0, then every P , splits isometrically, (7.13) P , = R x l Y where Y is some compact length space.
Proof. As is well known, Mn contains at least one ray y emanating from p. It is clear from (7.12) that y determines a line in P, . Thus, by (an easy case of) the splitting theorem, Theorem 6.64, P, splits as in (7.13). From the definition of P, it is now clear that (7.14) diam(Y) = 1.
Almost nonnegative curvature and the fundamental group
Let M n be complete with
Recall that by Meyers' Theorem, M n is compact. Since for the pull-back metric, RicGn 2 (n -1)H, it follows that M~ is compact as well. Thus, nl(Mn) is finite. By means of the splitting theorem, these results, and the related estimate of Bochner, [B] , on bl(Mn), were extended in [CG] . There it was shown that if M n is compact and RkMn 2 0, then M~ splits isometrically as M = IRk x ~n -k -where M~-ĩs compact. Moreover, for finite groups, F1,F2 and some Bieberbach group, B, there are exact sequences, For M n complete, noncompact, with RicMn 2 0, Milnor showed that finitely generated subgroups of nl(Mn) have polynomial growth; [Mi] . Later, Gromov proved his famous theorem to the effect that groups of polynomial growth are almost nilpotent; [G2] . In other words, any such group has a nilpotent subgroup of finite index.
In [ where KMn denotes sectional curvature. They also observed that their proof would go through in the case of almost nonnegative Ricci curvature, provided that two conjectures could be established.
One of their conjectures was:
If RicMn 2 -(n -1)and M r -t M n in the Gromov-Hausdorff sense, then
there exists E > 0, such that for all i and pi E MF, the image of .irl (BE(pi)) in nl (Mn) (under the natural map) is trivial. This conjecture is implied by the above mentioned conjecture of AndersonCheeger on topological convergence which was proved in [ C O~] .
The second conjecture of [FYI is precisely our Theorem 6.64. Thus, we get: 
THEOREM
There exists ~( n )
> 0, such that if M n is complete
