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Introduction
Functionally graded materials ͑FGMs͒ are a new class of materials having continuous spatial variation of properties ͑mechani-cal, thermal, piezoelectric, etc.͒. Generally, they are multiphase materials having continuously varying volume fractions of constituent phases along a desired spatial direction. Typical applications of FGM include thermal barrier coatings in high temperature components, impact resistant structures for armors and ballistics, interlayers in microelectronic packages, etc. The study of dynamic failure of FGM is essential in order to design structures involving these novel materials for elevated rates of loading. For example, Kirugulige et al. ͓1͔ have experimentally demonstrated ͑under Mode-I impact loading͒ that functionally graded sandwich structures perform better compared to their conventional counterparts at least in two respects. The face-sheet/core delamination can be mitigated by using a graded interfacial architecture in place of a conventional one. Also, the crack initiation can be delayed in the former when compared to the latter. Since a crack and/or loading directions can be inclined to the direction of material gradation in a FGM, fracture generally will be mixed mode in nature ͑say, Modes I and II͒. Therefore, it is important to understand the role spatial variation of properties has on the crack path under stress wave loading conditions. The work of Delale and Erdogan ͓2͔ is among of the early studies on fracture behavior of FGM, where they have shown that stress intensity factors in nonhomogeneous materials are affected by compositional gradients even though the inverse ͱ r singularity is preserved near the crack tip. In a later work, Konda and Erdogan ͓3͔ have provided the expressions for stress intensity factors ͑SIFs͒ of a mixed-mode quasistatic fracture problem in nonhomogeneous materials. In the past few years, Shukla and coworkers ͓4,5͔ have reported crack-tip stress fields for dynamically growing cracks in FGM for Mode-I and mixed-mode loading conditions. There are relatively few experimental methods available to study mixed-mode dynamic fracture and measure fracture parameters. Butcher et al. ͓6͔ have demonstrated the feasibility of using optical interferometry to study fracture behavior of glassfilled epoxy FGM beams. Rousseau and Tippur ͓7͔ have reported on the role of material gradation on crack kinking under quasistatic conditions. They have also examined the effect of material gradation on Mode-I dynamic fracture in a separate study ͓8͔. Kirugulige and Tippur ͓9͔ have conducted mixed-mode dynamic fracture experiments on FGM samples made of compositionally graded glass-filled epoxy sheets with edge cracks initially along the gradients. In that work ͓9͔, the authors have observed that when a crack is situated on the compliant side of the sample, it kinks significantly less compared to when it is on the stiffer side when impact loaded in eccentric one-point loading configuration. In order to further understand the role of material grading on ensuing crack paths, these experiments are reexamined here with the aid of crack-tip fields for nonhomogeneous materials along with a complementary numerical investigation of the problem.
The numerical simulation of crack growth during mixed-mode dynamic fracture events is computationally challenging when compared to Mode-I counterparts. It is also more complex in case of FGM because mode mixity arises not only from geometrical and loading configurations but also from the material nonhomogeneity parameter. In order to predict the crack kinking direction in a FGM, the numerical scheme should be able to represent spatial variation of material properties and the evolution of crack path must be a natural outcome of the analysis. There are mainly three different approaches within the framework of finite element method to simulate this problem. The first is an automated moving finite element approach with local remeshing along the crack path. This approach requires a user-defined crack increment and relies on one of the mixed-mode fracture criteria for determining crack growth direction. Bittencourt et al. ͓10͔ and Nishioka ͓11͔ have successfully used this approach to simulate mixed-mode crack propagation in homogeneous materials. Nishioka et al. ͓12͔ were able to predict the crack path of a mixed-mode dynamic fracture experiment using moving singular finite element method based on Delaunay automatic mesh generation. In a comprehensive numerical work on mixed-mode crack growth simulations including FGM, Kim and Paulino ͓13͔ have used local remeshing technique to predict the crack path of mixed-mode quasistatic fracture tests of Rousseau and Tippur ͓7͔. Recently, Tilbrook et al. ͓14͔ have simulated quasistatic crack propagation in FGMs under flexural loading conditions. The aforementioned approaches require a robust automatic remeshing algorithm, an elaborate bookkeeping system of node numbering to readjust the mesh pattern periodically, and a mesh rezoning procedure for mapping the solution fields of the previous mesh onto those in the current mesh.
The second approach is to use cohesive elements with the conceptual underpinnings found in the works of Dugdale ͓15͔ and Barenblatt ͓16͔. There are two basic types of cohesive zone modeling approaches -intrinsic and extrinsic -methods. The former is characterized by its hardening and softening portions of the traction-separation law ͑TSL͒, whereas the latter has only the softening portion. The intrinsic cohesive element formulation in the context of finite element method was proposed early on by Needleman ͓17͔. Numerous other investigators have used the intrinsic type of formulation with different shapes of TSL: exponential ͓18-21͔, bilinear ͓21-24͔, and trapezoidal ͓25,26͔ types. Xu and Needleman ͓18͔ have performed mixed-mode dynamic crack growth simulations in brittle solids. Wang and Nakamura ͓19͔ have used an exponential TSL to simulate dynamic crack propagation in elastic-plastic FGMs. The applicability of exponential and bilinear types of cohesive zone models to modified boundary layer analysis was conducted by Shim et al. ͓21͔ . Mode-I and mixed-mode dynamic fracture simulations in FGM have been reported by Zhang and Paulino ͓24͔. Madhusudhana and Narasimhan ͓26͔ have used a trapezoidal TSL to simulate mixed-mode crack growth in ductile adhesive joints. The extrinsic type of formulation has also been used by many researchers ͓27,28͔.
Recently, Belytschko and co-workers ͓29,30͔ have proposed a third method called the extended finite element method ͑XFEM͒ to model arbitrary discontinuities in finite element meshes. In this method, discontinuous enrichment functions are added to the finite element approximation to account for the presence of a crack while preserving the classical displacement variational setting. This flexibility enables the method to simulate crack growth without remeshing.
Physical mechanisms governing dynamic crack propagation in FGM under mixed-mode loading are not clearly understood. Observations based on the study of quasistatic fracture indicate that under mixed-mode loading, the crack tends to grow according to a locally Mode-I dominated condition as predicted in the K II =0 criterion or the maximum tensile stress criterion criterion ͓31͔. Extending these methods to dynamic mixed-mode fracture of FGM requires evaluation of one of the fracture criterion and local remeshing. However, cohesive elements allow crack initiation and kinking to occur without the need for defining the crack path a priori. Therefore, in the current work, intrinsic cohesive element method with bilinear TSL is used to model dynamic mixed-mode crack growth in FGM. In order to implement this in the context of finite element analysis, a user subroutine is developed and augmented with ABAQUS™ ͑Version 6.5͒. The spatial variation of material properties in continuum elements is incorporated by conducting a thermal analysis and then applying temperature dependent material properties. The spatial variation of dynamic initiation toughness obtained by Mode-I dynamic fracture tests on homogeneous samples of different volume fractions of the filler material is also incorporated. The mixed-mode stress intensity factor histories up to crack initiation are computed by regression analyses of crack opening and sliding displacements. The simulated crack paths are found to be in qualitative agreement with the experimentally observed ones.
Experimental Details
In this section, we summarize the main experimental features and relevant results to the current work. Additional details can be found elsewhere ͓9͔.
Material Preparation and Test
Configuration. FGM samples were prepared by continuously varying the volume fraction of solid glass filler particles ͑35 m mean diameter͒ in an epoxy matrix. The gravity assisted casting method ͓6͔ was used to produce a monotonic variation of volume fraction of glass particles in the vertical direction of a cast sheet. A schematic of the specimen is shown in Fig. 1͑a͒ , where the gray scale is used to represent the compositional gradation. The elastic modulus and Poisson's ratio were estimated by measuring the elastic wave speeds in the cast sheet at several discrete locations using the ultrasonic pulse-echo method. The variations of elastic modulus and mass density along the width of a sample are shown in Fig.  1͑b͒ . The elastic modulus varies from ϳ10 GPa to ϳ 4 GPa over a width of ϳ43 mm. The mass density varies from ϳ1750 kg/ m 3 to ϳ 1175 kg/ m 3 over the same width. The corresponding variation in Poisson's ratio was 0.33-0.37.
In cohesive element models, the fracture energy is an important input parameter, which has to be determined experimentally. To this end, Mode-I crack initiation toughness tests were conducted on homogeneous edge cracked beam samples of various volume fractions of the filler. Dally-Sanford single strain gage method ͓32͔ was used to record strain history in each case and was, in turn, used to obtain Mode-I crack initiation toughness ͑see Ref.
͓33͔ for details͒. Figure 1͑c͒ shows the variation of the local Mode-I crack initiation toughness ͑K ICR ͒ as a function of position inferred from these tests. A monotonic increase in crack initiation toughness values can be seen at lower values of E and hence lower volume fraction of the filler. An increase in fracture toughness by a factor of ϳ1.5 occurs when the filler volume fraction increases from 0% to 40% with a corresponding change in the elastic modulus by a factor of ϳ2.4.
Mixed-mode fracture experiments were conducted on FGM samples in two separate configurations: ͑a͒ an edge crack on the compliant side of the sample with an impact on the stiffer side, and ͑b͒ an edge crack on the stiffer side of the sample with an impact on the compliant side. These configurations are shown schematically in Fig. 2 . The specimens were impacted using a pneumatic hammer with a velocity of ϳ5 m/ s at an offset distance of 25.4 mm with respect to the initial crack orientation in both configurations. Here, the elastic modulus at the edge of the cracked sheet, behind the crack tip, is denoted by E 1 and the one ahead of the crack tip as E 2 . With this notation, henceforth, Type͑a͒ experiments are denoted as E 1 Ͻ E 2 and Type-͑b͒ experiments as E 1 Ͼ E 2 . Except for this reversal of compositional gradient, all other conditions were the same for both cases. The coherent gra-
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Transactions of the ASME dient sensing ͑CGS͒ ͓34͔ method was used in conjunction with high-speed photography to measure instantaneous surface deformations around the crack tip. Specifically, angular deflections of the light rays proportional to ‫ץ‬w / ‫ץ‬X 1 ͑w being the out-of-plane displacement and X 1 is the initial crack orientation direction͒ were measured in the crack-tip vicinity as interference fringes. A framing rate of 200,000 was used and images were recorded at 5 s intervals. A complete fracture of the specimen typically occurred after about 220 s. Representative interferograms for both FGM configurations ͑one from the preinitiation and one from the postinitiation period͒ are shown in Fig. 3 . Under the assumption of plane stress condition, out-of-plane displacement w can be related to the sum of the in-plane stresses ͑ x + y ͒ using elastic constants.
Experimental
Results: Crack Path History. Multiple experiments were conducted for both the FGM specimen configurations E 1 Ͻ E 2 and E 1 Ͼ E 2 to ensure repeatability. Four fractured samples from each configuration are shown in Figs. 4͑a͒ and 4͑b͒. A high degree of reproducibility in crack paths is clearly evident. More importantly, a distinctly different crack path can be seen in these two configurations. Figure 4͑c͒ shows photographs of the fractured specimens for one representative experiment in each configuration. The impact point is located on the top edge of each image and the initial crack tip is at the bottom edge as indicated. The reflective area on each specimen surface is the region of interest where surface deformations were monitored optically. The crack was situated on the compliant side in Fig. 4͑c͒ and on the stiffer side in Fig. 4͑d͒ . The difference in crack paths in the lower half of the specimen after initiation is quite striking in these images. For the case of E 1 Ͻ E 2 , crack growth occurs in a near Mode-I fashion with an initial kink angle of ϳ 4 deg with respect to the X 1 -axis whereas for the case E 1 Ͼ E 2 , the crack growth occurs at an initial kink angle of ϳ 16 deg. Subsequent crack growth in the case of E 1 Ͻ E 2 shows a tendency for the crack to grow nearly along the X 1 -direction. On the other hand, in the case of E 1 Ͼ E 2 , the crack growth is essentially self-similar following initiation with a continued growth at an angle of ϳ16 deg with respect to the X 1 -direction. In the upper half of the sample, the crack growth is affected by a combination of free-edge and impact point interactions. Therefore, in the current work, the simulation results are compared with the experimental ones on initial crack growth in both configurations.
Evaluation of Stress Intensity Factors
The elastic crack-tip fields are available for nonhomogeneous materials having exponential variation of material properties. The use of exponential variation simplifies the process of deriving the crack-tip fields. However, processing a FGM having an exponential variation of elastic modulus is difficult. Recently, attempts have been made to derive crack-tip stress fields for a FGM with a linear variation of elastic modulus ͓35͔. For an edge cracked beam having a linear material property, variation along the X 1 -direction is described by the equation
where E 0 is the elastic modulus at the crack tip as shown in Fig.  5͑a͒ , and the parameters ␣ and ␤ are related to the nonhomogeneity parameter ␦ f as
where is the crack kink angle. For a Mode-I crack propagation, =0, ␣ = ␦ f , and the axes X 1 − X 2 and X 1 Ј−X 2 Ј coincide. ͑In the current work, X 1 varies in the range −0.0085 m ഛ X 1 ഛ 0.0345 m.͒ The spatial variation of elastic modulus is approximated as a linear function ͑Fig. 5͑b͒͒ for both the FGM configurations. A fourterm expansion for the sum of in-plane stresses ͑ x + y ͒ is deduced from Eqs. ͑31͒ and ͑32͒ of Ref. ͓35͔ as Multiple fractured FGM specimens "right half… demonstrating experimental repeatability for "a… FGM with a crack on the stiffer side "E 1 < E 2 … and "b… FGM with a crack on the compliant side "E 1 > E 2 …. Photograph showing fractured specimens for "c… FGM with a crack on the compliant side "E 1 < E 2 … and "d… FGM with a crack on the stiffer side "E 1 > E 2 …. Impact point is indicated by letter "I" and initial crack tip by letter "C." Transactions of the ASME
In the above equation, r and are the crack-tip coordinates instantaneously aligned with the current crack tip. The mixed-mode stress intensity factors, K I and K II are related to the constants of the singular terms in the above equation as K I ͑t͒ = A 0 ͑t͒ ͱ 2 and K II ͑t͒ = C 0 ͑t͒ ͱ 2. As already mentioned, the CGS fringes represent surface slopes in the principal direction of the grating ͑in the current work, the direction of initial crack orientation͒. These surface slopes can be related to the corresponding fringe orders N by using a difference approximation,
where ␦ represents the difference operator, p is the pitch of the grating, and ⌬ is the grating separation distance. By substituting the expression for the out-of-plane displacement w under plane stress assumption,
where B is the specimen thickness and is Poisson's ratio of the material. Furthermore, ␦X 1 denotes shearing distance ͑ϳ1.05 mm in the current experimental setup͒. In the above equation, x + y is substituted from Eq. ͑3͒ with r and being evaluated at locations denoted by i and i +1 as
The overdeterministic least-squares analysis ͓34͔ was carried out and mixed-mode stress intensity factors were extracted. Equation ͑3͒ is used for a dynamically loaded stationary crack as well for a propagating crack under the following assumptions: The inertial effects enter the coefficients ͑A n , B n , C n , and D n ͒while retaining the functional form of the quasistatic counterpart. The velocity dependent terms were assumed to be small. It has been verified ͓8͔ that the contribution from the functions associated with the instantaneous crack-tip velocity is about 3% for a steadily propagating crack with a crack speed of ϳ300 m / s. The crack-tip transient effects, namely, the rate of change of SIFs and crack accelerations/decelerations, were also small in the current experiments as identified in Ref. ͓9͔ . It should be noted that Eq. ͑3͒ used in the current work does not account for the spatial variation of mass density in FGM. There are difficulties associated with utilizing the earlier FGM crack-tip fields ͑which take into account spatial variation of modulus as well as mass density͒ to analyze the optical interferograms of the current work. The derivations ͓4,5͔ describe the spatial variation of elastic modulus and mass density with a single nonhomogeneity parameter in an exponential type of variation or assume mass density to be a constant. However, the glass-filled epoxy FGM used in the current experiments had significantly different elastic moduli and mass density variations. The elastic modulus varied 2.5-fold ͑4.0-10 GPa͒ over a width of 43 mm, whereas the mass density variation was 1.5-fold ͑1175-1700 kg/ m 3 ͒ over the same length.
Computational Procedure
In this study, a cohesive element is developed ͑in FORTRAN͒ and implemented in ABAQUS/STANDARD environment as a user-defined element ͑UEL͒. The implicit time integration scheme is used to integrate the equations of motion. Generally, for large problems with material nonlinearities, explicit methods are preferred over implicit methods in view of minimizing the solution cost. However, in the current problem, only mild nonlinearity arises from the TSL. Therefore, using an implicit scheme can be justified considering superior convergence rate of Newton's method in ABAQUS/STANDARD. Also, developing a UEL instead of using the cohesive elements ͑provided in ABAQUS 6.5͒ gives an added flexibility of applying spatially varying cohesive properties for FGM.
Cohesive Element Formulation.
Let A and B be two coincident material points on a prospective crack path at the time of impact ͑t =0͒ ͑see Fig. 6͑a͒͒ . With the passage of time, their corresponding positions change to AЈ and BЈ. Let ⌬ n and ⌬ t be the normal and tangential components of separation between AЈ and BЈ. Let a cohesive element shown in Fig. 6͑b͒ be present on this potential crack path. Then, the separation in the X-and Y-directions at a Gauss point of the element can be computed from nodal displacements ͓U͔ as
Here, N 1 = ͑1−͒ / 2 and N 2 = ͑1+͒ / 2 are linear shape functions and = Ϯ 1 / ͱ 3 is the sampling location. The tangential and normal separations are computed by transforming U X and U Y into the local coordinate system of the element as
Then, a nondimensional effective separation parameter can be defined as
Here, ␦ t and ␦ n are the critical values of tangential and normal separations, respectively. At time t =0, takes the value of zero. As the cohesive element separates, increases in magnitude and attains a value of unity when the separation is complete. The variation of pure normal traction ͑in the absence of tangential separation, ⌬ t =0͒ with normal separation is shown in Fig. 6͑c͒ .
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Similarly, the variation of tangential traction with tangential separation ͑in the absence of normal separation, ⌬ n =0͒ is shown in Fig. 6͑d͒ . The critical values of normal and tangential separations are computed by equating the area under T-⌬ curves to Mode-I and Mode-II fracture energies,
͑10͒
The traction-separation relations for various portions of the triangular variation are given as follows ͓24͔:
For loading/unloading in the range 0 ഛഛ cr ,
For loading in the range cr Ͻഛ1,
For unloading/reloading in the range 0 Ͻഛ* where * is the maximum value of after which unloading starts,
For loading in the range * ഛഛ1,
The stiffness coefficients are determined by differentiating tractions with respect to separations as follows:
Subsequently, both element stiffness matrix ͓S͔ e and internal force vector ͓P͔ e are computed by performing usual Gauss-quadrature numerical integration as
and
where l e denotes the length of a cohesive element. The effect of introducing a UEL to the model during an analysis step is that the element should provide its contribution to the residual force vector and the Jacobian matrix of the overall system of equations ͓36͔. In the current model, since there are no external forces applied to the cohesive elements, the internal force vector ͑tractions developed due to separation͒ as given by Eq. ͑17͒ becomes the residual force vector. Also, since there is no mass associated with the cohesive elements, the stiffness matrix given by Eq. ͑16͒ becomes the Jacobian matrix. Once these two quantities are computed and passed as arguments to ABAQUS, it internally assembles these to formulate a global system of equations and solution proceeds with an automatic time stepping.
Implicit Dynamic Scheme and Time
Step Control. To integrate the equations of motion, implicit time integration is adopted, which uses the implicit operator of Hilber et al. ͓37͔ ͑see Appendix for details͒. In Eq. ͑A1͒, ␣ d is the parameter that controls algorithmic damping. In the current work, a value of −0.05 was chosen for ␣ d . This ensures that numerical dissipation is less than 1% of the total energy, which helps to remove the contribution of high frequency modal components and yet maintain good accuracy in the important lower modes. The implicit time step size has to be small enough to capture the transient effects of the problem. The corresponding stable time step size in an explicit dynamic analysis is the time taken by the dilatational wave to travel through the smallest element in the mesh, which is 
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where L c is the smallest continuum element length ͑ϳ0.23 mm in the current work͒ and C L is the local dilatational wave speed,
for plane stress. Here, E͑X͒, ͑X͒, and ͑X͒ denote elastic modulus, Poisson's ratio, and mass density of the material at a location X. The maximum value of C L for the FGM under consideration was 2580 m / s at the stiffer side of the sample. Therefore, the minimum value for ⌬t is ϳ90 ns. However, it should be noted that time step size in implicit scheme can be several orders of magnitude greater than the corresponding stable time step size of the explicit scheme. In view of this, the upper limit for time step was set to 200 ns but once the crack initiation occurred, the program internally chose time increments as low as 40 ns. 
Modeling Aspects.
The finite element mesh used is shown in Fig. 7͑a͒ . In mixed-mode dynamic crack growth simulations, the crack path is not known a priori. Therefore, cohesive elements need to be dispersed in a region where crack propagation is anticipated. Hence, the domain was divided into two parts: Region 1 in which crack propagation is not anticipated to occur and Region 2 where crack propagation was observed in experiments ͑see Fig. 7͑b͒͒ . Accordingly, Region 1 was discretized with threenoded 2D plane stress continuum elements and Region 2 was discretized using three-noded plane stress elements with fournoded cohesive elements dispersed along their boundaries. These two mesh patterns are joined by merging the nodes selectively along their boundaries. The model contained about 117,000 nodes and 125,000 elements.
It is important to make sure that the smallest element size used in the mesh is less than the characteristic cohesive length scale ␦ so that mesh sensitivity is avoided. This was decided using the size of the cohesive zone based on Dugdale and Barrenblatt's model ͓15,16͔ for a Mode-I crack. The cohesive stress assumes a constant value of T av up to a critical opening displacement ␦ n and vanishes thereafter. Therefore, the size of the cohesive zone is given by ͓24,28,38͔
Here, E is the elastic modulus, G IC is the Mode-I fracture energy, and T av = T n max / 2, with T n max being the peak stress in a bilinear TSL. Minimum value for ␦ occurs at the stiffer side of the sample and is computed by substituting 10 GPa, 0.49 N / mm, and 100 MPa for E, G IC ͑both measured under dynamic loading conditions͒, and T n max , respectively. The value for ␦ so obtained is ϳ845 m. The smallest cohesive element size chosen in this work is ϳ230 m, which is less than one-third of the characteristic cohesive length scale.
While conducting experiments, the FGM samples were initially rested on soft putty blocks before imposing the impact load. This was to preclude support reactions affecting the fracture behavior of the sample. Accordingly, the sample was modeled as a "freefree" beam. The mass of the impactor was large compared to that of the sample. Therefore, a constant velocity of 5 m / s was imposed on the node located at the impact point.
Application of Graded Material Properties to Continuum Elements.
One of the important aspects in finite element modeling of FGM is the implementation of spatially varying material properties. Anlas et al. ͓39͔ and Kim and Paulino ͓40͔ have developed graded finite elements in order to apply smoothly varying material properties. Rousseau and Tippur ͓41͔ used an alternative method to introduce the required spatial variation of material properties using standard elements in any commercial finite element software. Since simulations in the current work are conducted using ABAQUS, it is natural to think of using a user defined material constitutive law ͑UMAT͒ to apply spatial variations of material properties as previously done by Giannakopoulos and Suresh ͓42͔ under static conditions. However, it should be noted that for dynamic simulations, imposing spatial variation of mass density is also necessary. To our knowledge, currently this is not possible in ABAQUS by using the UMAT option. Therefore, in this work, the method suggested by Rousseau and Tippur ͓40͔ was extended to mixed-mode crack growth simulations.
Consider the finite element model shown in Fig. 7͑a͒ . In the current work, the material properties ͑elastic modulus, Poisson's ratio, and mass density͒ were approximated in a linear fashion along the width of the sample before applying to the model. In the first step, an uncoupled thermal analysis was conducted with temperature boundary conditions, T = T a at the bottom edge and T = T b at the top edge. No convective boundary conditions were imposed so that temperature variation from T a to T b across the width W occurs only through conduction. It should be noted here that as far as the thermal analysis is concerned, the elements in Region 2 ͑where the cohesive elements are present͒ are disconnected and no heat flow would occur in this region. In order to overcome this difficulty, first, all the cohesive elements were converted into thermally conductive elements ͑DGAP in ABAQUS͒. That is, each four-noded cohesive element was converted into two two-noded DGAP elements. ͑That is, in Fig. 8͑b͒ , Nodes 1 and 2 were tied to make first DGAP element and Nodes 3 and 4 were tied to make the next element and so on.͒ Next, for the DGAP elements, a high value of thermal conductance was assigned. This was to make sure that these elements act as good conductors of heat and both nodes attain the same temperature value. The resulting linear nodal temperature variation following the thermal analysis is shown in Fig. 8͑a͒ . In the second step, for performing structural analysis using implicit dynamic procedure in ABAQUS/ Standard, nodal temperatures from the thermal analysis were im- 1 The following parameters were used for convergence control ͓37͔: the half-step residual tolerance= 20, ratio of the largest residual to the corresponding average force norm ͑R n ␣ ͒ = 0.005, and the ratio of the largest solution correction to the largest corresponding incremental solution value ͑C n ␣ ͒ = 0.01. ported as initial conditions to the model. When nodal temperatures are imposed as boundary conditions, ABAQUS applies them in a ramped fashion over the entire time step and is undesirable. ͑For a static analysis, however, it does not matter whether temperature field is applied as boundary condition or as an initial condition but for a dynamic analysis, one has to ensure that the nodal temperature values remain the same throughout the time step.͒ Now, by applying the temperature dependent material properties to the model, a linear variation of elastic modulus and mass density across the sample width W was achieved. Any spurious thermal stresses resulting from the temperature field were avoided by setting thermal expansion coefficient to zero throughout the analysis.
Application of Material Properties to Cohesive Elements.
There are five properties to be specified for cohesive elements. They are Mode-I and Mode-II fracture energies ͑G IC and G IIC ͒, peak cohesive stresses ͑T n max and T t max ͒, and the damage parameter corresponding to the peak stress ͑ cr ͒. In order to model cohesive elements in FGM realistically, spatial variations of fracture energy and cohesive stress have to be incorporated into the model. The spatial variation of K ICR is available from Fig. 1͑c͒ from which G IC ͑K ICR 2 ͑x͒ / E͑x͒ for plane stress conditions͒ can be computed. There is no established physically based rationale for selecting the peak stress T n max . For example, Xu and Needleman ͓18͔ have used E / 10 in case of polymethyl methacrylate ͑PMMA͒, whereas Camacho and Ortiz ͓27͔ have used E / 200 for ceramics. In view of this, several simulations were carried out in the current work by varying the peak stress in the range E͑x͒ / 50-E͑x͒ / 100 and the results did not show any significant difference in the crack path. However, the choice of cohesive stress seems to have a modest effect on crack initiation time. For example, when the value of T n max was changed from E / 100 to E / 75, the crack initiation time changed from 134.2 s to 130.1 s. It was desired to keep the value of T n max close to the tensile strength of the material which scales roughly by E/100 for the particulate composite used in the current work ͓43͔. Therefore, T n max = T t max = E͑x͒ / 100 was chosen for all the simulations. Further more, the ratio of fracture energies and the ratio of peak normal traction to shear traction are also to be selected. It is relatively challenging to perform pure Mode-II experiments under dynamic loading conditions and hence the exact value G IIC is not readily available in literature. Accordingly, a value of G IIC / G IC = 1.0 was selected in this work. ͑Additional ratios in the range of 1.0ഛ G IIC / G IC ഛ 3.0 were attempted but crack path did not show any significant change.͒ The variation of K ICR and E over the sample width was approximated by linear functions. Thus, cohesive element properties for the specimen in Fig. 1͑a͒ 
The centroidal location of each cohesive element was calculated and the graded cohesive properties were applied according to Eq. ͑23͒. Similarly, for the other configuration ͑E 1 Ͻ E 2 ͒ where crack is situated on the compliant side of the sample, the properties were applied using linearly increasing functions.
Results
The simulations were carried out with material properties applied to continuum and cohesive elements as explained in the previous section. A velocity of 5 m / s was specified to the node located at the impact point.
Mixed-Mode Stress Intensity Factor Histories. The SIF histories presented in Ref.
͓9͔ were based on the assumption that a locally homogeneous material behavior prevails in the crack-tip vicinity in a FGM. However, in the current work, the earlier results were reexamined with the aid of a crack-tip asymptotic expansion that takes into account the local nonhomogeneity. The SIFs were computed by considering a four-term expansion comprising of ͑r −1/2 , r 0 , r 1/2 , and r 1 terms for stresses, which incorporate the local elastic modulus variation in the sample. The stress intensity factors thus extracted ͑as explained in Sec. 3͒ for both configurations are shown in Fig. 9 . In this plot, the crack initiation time is denoted by t i = 0 so that the positive values correspond to the postinitiation period and the negative ones to the preinitiation period. It should be noted here that SIFs have differences when compared to the ones reported in Ref. ͓9͔ since they are evaluated based on the nonhomogeneity parameters ␣ and ␤ ͑see Eq. ͑2͒͒. In Fig. 9͑a͒ , K I increases monotonically up to crack initiation for both configurations with initiation occurring at ϳ1.5 MPa m 1/2 . After crack initiation, K I values show an increasing trend in the case of E 1 Ͻ E 2 as the crack propagates into a region of increasing reinforcement. However, for the case of E 1 Ͼ E 2 , K I values somewhat decrease in the observation window after initiation. This difference of K I histories in the postinitiation region is similar to the one reported by Rousseau and Tippur ͓8͔ for the Mode-I case and Kirugulige et al. ͓1͔ for syntactic foam based FGMs. It is also confirmed in the finite element simulations to be discussed in the next section. The K II ͑Fig. 9͑b͒͒ for both FGM configurations is initially negative and once initiation occurs, K II continues to be a small but negative value for E 1 Ͻ E 2 whereas it attains a small but positive value for E 1 Ͼ E 2 .
The quality of the least-squares fit ͑faithfulness of Eq. ͑5͒ to represent the surface slopes observed in experiments͒ is also tested. The synthetic contours generated from Eq. ͑5͒ are superimposed on the data points digitized from CGS interferograms and are shown in Figs. 9͑c͒ and 9͑d͒ . One image from the preinitiation and one from the postinitiation period are reported for both FGM configurations. It should be noted here that only the lobes behind the crack tip were digitized while performing overdeterministic least-squares analysis. ͑The details of the same are available in Ref. ͓4͔ .͒ Accordingly, the synthetic contours ͑order N = −1, −1.5, and −2͒ are superimposed on the data points behind the crack tip. The least-squares fit considering a four-term FGM solution for the crack-tip stress field shows a good fit with the optical data.
Energy Computations.
Additional insight into the differences in fracture behavior of the two FGM configurations can be obtained by studying the evolution of energy components in finite element simulations. For energy balance, the sum of all the internal energies should to be equal to the external work done on the system. Three types of energies can be identified here; kinetic energy ͑U KE ͒, strain energy ͑U SE ͒, and the energy absorbed by the cohesive elements ͑U CE ͒. The last one consists of two parts; the energy stored in the cohesive elements and the fracture energy. The external work is computed by multiplying impact load with the load point displacement throughout the history ͑in the current work, since displacement at the impact point is specified, the resulting nodal force is multiplied by the displacement͒. The energy balance was verified in the simulations for both configurations. Thus, the sum of all the energies ͑kinetic energy, strain energy, and the energy absorbed by cohesive elements͒ was found to be equal to the external work up to three significant digits. ͑For example, in the case of E 1 Ͻ E 2 , at a time of t = 175 s, the sum of U KE , U SE and U CE was 248.6286 N mm and the external work was 248.6280 N mm.͒ Evolution of U KE and U SE is shown in Fig.  10͑a͒ . A rapid increase in the kinetic energy for the case of E 1 Ͻ E 2 is attributed to the motion of denser material in the upper part of the sample. The strain energy is also stored rapidly for this case compared to the E 1 Ͼ E 2 case since stiffer material is located near the impact point. After about 90 s for E 1 Ͻ E 2 and 120 s for E 1 Ͼ E 2 , the stored strain energy is gradually converted into the fracture energy. The energy absorbed by the cohesive elements is shown in Fig. 10͑b͒ . Initially, a small portion of the total energy is stored in the cohesive elements, which cause a slow increase of U CE up to 120 s. An abrupt change in the slope of U CE curves at about 125 s signifies crack initiation event after which the fracture energy becomes a major portion of U CE . An important observation that can be made from this plot is that more energy is absorbed throughout the loading history by the cohesive elements for the case of E 1 Ͻ E 2 . This can be directly linked to the higher crack speeds observed in experiments as well as in simulations for this configuration.
Initial Slope of Traction-Separation Law.
Cohesive elements are known to introduce undesirable artificial compliance ͓19,24͔ into the finite element model. This is especially true when a large number of cohesive elements are dispersed in the model as in the current work. In order to realistically simulate the problem on hand, these artifacts have to be minimized. Therefore, a cohesive law with an initially stiff response was required. The initial slope of the TSL can be changed in the bilinear model rather easily and hence it is used in the current work. Simulations were carried out to study the effects of introducing cohesive elements into the model. The geometry considered for this study was same as the one shown in Fig. 7͑a͒ except that it did not have a crack. Two beam models were created without a crack, the first one with cohesive elements ͑in Region 2͒ and continuum elements ͑in Region 1͒, as shown in Fig. 7͑b͒ . The second model had only continuum elements in Regions 1 and 2 and cohesive elements were absent. The assigned material properties in each case were E = 4.2 GPa, = 0.34, and = 1175 kg/ m 3 and the models were loaded with an impact velocity of 5 m / s. Several simulations were conducted ͑up to 100 s after impact͒ by changing the initial slope of the TSL ͑that is, cr was varied in the range 0.05-0.005͒. The opening displacement, u y , and stress, y , histories ͑with respect to the coordinate system shown in Fig. 7͑b͒͒ were collected at a node located at the midpoint of the lower edge in Fig. 9 Stress intensity factors extracted from CGS interferograms by performing overdeterministic least-squares analysis on difference formulation of CGS governing equation "Eq. "5……: "a… K I history and "b… K II history. The quality of least-squares fit for "c… E 1 < E 2 "t − t i =20 s… and "d… E 1 > E 2 "t − t i =−20 s…. both the models.
The u y displacement history is shown in Fig. 11͑a͒ . For an initial duration of 25 s, there are no noticeable displacements as stress waves have not reached the lower edge of the beam yet. Upon the arrival of stress waves at the bottom edge, u y monotonically increases up to 100 s. From Fig. 11͑a͒ , it can be seen that the effect of introducing cohesive elements on displacements is relatively small. By comparing u y displacements at 100 s, a maximum of 4% difference between models without and with the cohesive elements having cr = 0.005 can be noted. The y history is compared between the two models in Fig. 11͑b͒ . The effect of artificial compliance, however, can be seen here for larger values of cr . For example, when cr = 0.05, the difference in y between the two models is about 16%. This difference decreases as cr . is decreased and stress histories for cr = 0.005 are rather close to that of the model without any cohesive elements. Also, it should be noted that there seems to be no significant gain in reducing cr beyond 0.01 ͑the difference in y between the two models is 5.8% when cr = 0.01 and 4.5% when cr = 0.005͒. Therefore, a value of cr = 0.01 was selected throughout this work. Figures 12͑a͒ and 12͑b͒ show instantaneous cracktip normal stresses before and after crack initiation, respectively, for the case of a crack on the compliant side ͑E 1 Ͻ E 2 ͒ of the beam. Similar results for the other configuration ͑E 1 Ͼ E 2 ͒ are shown in Figs. 12͑c͒ and 12͑d͒ . The crack initiation is said to occur in the simulations when the first Gauss point of the first cohesive element is failed. The crack initiation times in simulations are nearly the same for both the configurations ͑131 s for E 1 Ͻ E 2 and 133 s for E 1 Ͼ E 2 ͒. The similarity in crack paths between experiments and simulations can be seen by comparing Fig. 12͑b͒ with Fig. 3͑b͒ and Fig. 12͑d͒ with Fig. 3͑d͒ . When the crack is on the compliant side ͑E 1 Ͻ E 2 ͒, the crack growth trend is close to that of a Mode-I crack ͑crack kink angle ␣ is ϳ2.4 deg in simulations whereas ϳ4 deg in experiments͒. For the other configuration ͑E 1 Ͻ E 2 ͒, the kink angle ␣ is ϳ15 deg in simulations and ϳ16 deg in experiments. It should be noted here that only a qualitative comparison of crack paths can be made between experiments and simulations because a crack can grow only along element interfaces ͑in a zigzag fashion͒ in the model. The stress levels are higher at the beginning of the observation window for E 1 Ͼ E 2 and the stress contours shrink as the crack grows into a progressively compliant region. The opposite trend is observed for the other configuration where stress levels are lower before initiation and they increase following initiation. Figure 13 shows contour maps of u y displacements at two instants of time: one before and one after crack initiation. Typical u y displacement fields for a mixed-mode problem are shown in Figs. 13͑a͒ and 13͑c͒. As expected, prior to crack initiation, larger displacements occur in case of E 1 Ͻ E 2 compared to the one with E 1 Ͼ E 2 . From Figs. 13͑b͒ and 13͑d͒, rapid increase in displacements for E 1 Ͼ E 2 configuration compared to E 1 Ͻ E 2 is evident as the crack grows into a progressively compliant material in the former.
Crack Path History.
The crack length histories from experiments and simulations are plotted in Fig. 14͑a͒ and 14͑b͒ . Here, t i denotes time at crack initiation. In simulations, cracks initiate at approximately 132 s in both configurations. This is in contrast to the experimental results shown in Fig. 14͑a͒ where the initiation time is in the range 145-155 s. This difference is attributed to the fact that in ex- Fig. 10 Evolution of various energies in dynamic simulation for both FGM configurations: "a… kinetic energy and strain energy and "b… energy absorbed by cohesive elements Fig. 11 Effect of the initial slope of the TSL on "a… displacement and "b… on stress results in elastodynamic simulations on uncracked beams at a node along the lower edge at mid-span periments, the initial crack had a finite root radius of ϳ150 m whereas in the finite element simulations, it was modeled as a sharp crack. Therefore, more energy had to accumulate at the notch tip before the crack initiated in experiments resulting a delayed response. Furthermore, the crack propagated at higher speeds when it initiated from the compliant side of the model. This agrees well with the experiments ͑higher slope for E 1 Ͻ E 2 in Figs. 14͑a͒ and 14͑b͒͒. The higher crack speeds are associated with higher roughness of the fracture surfaces due to the formation of microcracks at the main crack tip resulting in greater energy dissipation.
T-Stress
History. In order to understand the marked difference in crack paths for the two configurations, T-stress, a measure of in-plane crack tip constraint, was also computed up to crack initiation. Computation of T-stress in a mixed-mode dynamic simulation for FGM can be quite challenging. Paulino and Kim ͓44͔ have developed a robust and accurate interactionintegral based method to compute T-stress in FGM for mixedmode cracks in the context of finite element simulations. However, in the current work, a modified stress difference method ͓33͔ was employed due to the ease of implementation. In this approach, the regression of normal stress difference ͑ x − y ͒ ahead of the crack tip was used to find the instantaneous T-stress as
where D is the higher order coefficient associated with r 1 term in the asymptotic expansion of ͑ x − y ͒. It can be seen from Fig.  15͑a͒ that ͑ x − y ͒ has an excellent linearity in the range where a straight line is fitted to the computed data. This process was repeated for all the time steps to get a T-stress history in each FGM configuration. The computed T-stress histories are plotted in Fig.  15͑b͒ up to crack initiation for both configurations. A larger negative T-stress is observed for the case of E 1 Ͻ E 2 . This indicates that the crack is likely to grow in its original direction and has lower tendency to kink compared to the other configuration. Similar behavior has been observed by Abanto-Bueno and Lambros ͓45͔ for a mixed-mode crack in homogeneous as well as FGM materials.
Conclusions
In this investigation, mixed-mode dynamic crack growth behavior in functionally graded glass-filled epoxy sheets is studied, using optical and finite element methods. The experimental study includes mapping deformations in the crack-tip vicinity as a crack initiates and propagates in a mixed-mode fashion in edge cracked FGM beams subjected to one-point impact at an offset distance relative to the initial crack and compositional gradient direction. Angular deflections of light rays proportional to surface slopes in the direction of initial crack orientation are recorded using reflection-mode CGS and high-speed photography. Marked differences in crack paths and crack speeds are observed experimentally. When the crack is initially situated on the compliant side of the beam, the crack growth occurred with a significantly small kink angle when compared to the case when the crack is on the stiffer side with all other experimental parameters being the same. The crack attained higher speeds ͑by about 100 m / s͒ in the former case when compared to the latter. The mixed-mode stress intensity factor histories, extracted based on a difference formulation of the crack-tip stress fields with linear variation of materials properties, also show differences. In both cases, the stress inten-sity factors increase with a negative ͑due to a negative K II component͒ mode mixity up to crack initiation. After crack initiation, increasing Mode-I stress intensity factors accompanied by a small but positive Mode-II component is present in the case with a crack on the stiffer side of the FGM. On the other hand, Mode-I stress intensity factors show little variation after initiation from the compliant side of the FGM but propagate with a small but negative Mode-II component.
In order to understand the differences in crack path and other fracture parameters in the two FGM configurations, finite element simulations are undertaken. An intrinsic cohesive element method with a bilinear TSL was used to model mixed-mode dynamic crack growth. A user subroutine was developed and augmented with ABAQUS™ ͑Version 6.5͒ under the option UEL to implement the cohesive elements. The spatial variation of material properties in continuum elements was incorporated by performing a thermal analysis and then applying material properties ͑elastic properties, Poisson's ratio, and mass density͒ as temperature dependent quantities. The preinitiation T-stress was also computed by a modified stress difference method.
The finite element simulations have successfully captured the dominant characteristics of crack kinking under mixed-mode dynamic loading conditions. The simulated crack paths show a greater kink angle when the crack is on the stiffer side of the FGM. The computed T-stress values prior to crack initiation are more negative when the crack is situated on the compliant side of the sample indicating a greater likelihood of a crack to grow in its original direction and has a lower tendency to kink. Also, as in the experiments, higher crack speeds occur when the crack initiates from the compliant side of the FGM. The computed energy histories reveal greater energy dissipation throughout the observation window by the cohesive elements for the case of a crack on the compliant side of the FGM. Since higher crack speeds are accompanied by a greater fracture surface roughness due to microcracking during a dynamic fracture event, this observation is consistent with the higher crack speed seen in experiments when the crack initiates from the compliant side.
Appendix: Direct Integration of Implicit Dynamic Equations
The dynamic equilibrium equations at the end of the current time step t + ⌬t ͓36,37͔ is given by
͑A1͒
In the above, ü is the acceleration field and ␣ d is a parameter that controls algorithmic damping. Also, M, R int , and R ext are consistent mass matrix, internal force vector, and external force vector, respectively, and are given by Here, dV and dV 0 are elemental volumes in the current and the reference configurations, respectively, and dS is the current elemental surface area. Furthermore, ͓͔ is the Cauchy stress tensor, ͓B͔ is the strain-displacement matrix, and ͓N͔ is the matrix of interpolation functions. The quantities ͓F͔ and ͓T͔ are body force and surface traction force vectors in the current configuration and 0 is the reference mass density. The Newmark formulas for displacement and velocity integrations are as follows: Absolute crack length history from "a… experiments and "b… finite element simulations, t i is crack initiation time "t i = 155 s for E 1 < E 2 and 145 s for E 1 > E 2 in experiments, and t i È 130 s for both E 1 < E 2 and E 1 > E 2 in simulations…. Fig. 15 Nonsingular crack-tip stress histories: "a… variation of apparent T-stress with radial distance at a certain time instant before crack initiation and "b… T-stress history up to crack initiation for E 1 < E 2 and E 1 > E 2
