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1 Timothy 1:15-16, English Standard Version (ESV) 
 
15 The saying is trustworthy and deserving of full acceptance, 
that Christ Jesus came into the world to save sinners, of whom 
I am the foremost. 16 But I received mercy for this reason, that 
in me, as the foremost, Jesus Christ might display his perfect 
patience as an example to those who were to believe in him 









MR-based Attenuation Correction and Scatter Correction in Neurological 
PET/MR Imaging with 18F-FDG  
University of Turku, Faculty of Medicine, Medical Physics and Engineering, Doc-
toral Programme in Clinical Research, Turku PET Centre, Turku, Finland and The 
National Cerebral and Cardiovascular Research Centre, Osaka, Japan 
Annales Universitatis Turkuensis, Turku, Finland, 2018 
The aim was to investigate the effects of MR-based attenuation correction 
(MRAC) and scatter correction to positron emission tomography (PET) image 
quantification in neurological PET/MR with 18F-FDG. A multi-center phantom 
study was conducted to investigate the effect of MRAC between PET/MR and 
PET/CT systems (I). An MRAC method to derive bone from T1-weighted MR 
images was developed (II, III). Finally, scatter correction accuracy with MRAC 
was investigated (IV).  
The results show that the quantitative accuracy in PET is well-comparable between 
PET/MR and PET/CT systems when an attenuation correction method resembling 
CT-based attenuation correction (CTAC) is implemented. This allows achieving 
of a PET bias within standard uptake value (SUV) quantification repeatability (< 
10 % error) and is within the repeatability of PET in most systems and brain re-
gions (< 5 % error). In addition, MRAC considering soft tissue, air and bone can 
be derived using T1-weighted images alone. The improved version of the MRAC 
method allows achieving a quantitative accuracy feasible for advanced applica-
tions (< 5 % error). MRAC has a minor effect on the scatter correction accuracy 
(< 3 % error), even when using MRAC without bone.   
In conclusion, MRAC can be considered the largest contributing factor to PET 
quantification bias in 18F-FDG neurological PET/MR. This finding is not explicitly 
limited only to 18F-FDG imaging. Once an MRAC method that performs close to 
CTAC is implemented, there is no reason why a PET/MR system would perform 
differently from a PET/CT system. Such an MRAC method has been developed 
and is freely available (http://bit.ly/2fx6Jjz). Scatter correction can be considered 
a non-issue in neurological PET/MR imaging when using 18F-FDG.   





MR-pohjaisen attenuaatiokorjauksen ja sirontakorjauksen vaikutus neurologi-
sessa PET/MR kuvantamisessa 18F-FDG radiomerkkikaineella 
Turun yliopisto, Lääketieteellinen tiedekunta, Lääketieteellinen Fysiikka ja Tek-
niikka, Turun Kliininen Tohtoriohjelma, Valtakunnallinen PET-keskus, National 
Cerebral and Cardiovascular Research Centre, Osaka, Japani 
Turun Yliopiston Julkaisuja, Turku, Suomi, 2018 
Työssä tutkittiin MRI-attenuaatiokorjauksen ja sirontakorjauksen vaikutusta PET-
kuvien visuaaliseen ja kvantitatiiviseen tarkkuuteen aivojen PET/MR-kuvantami-
sessa 18F-FDG radiomerikkiaineella. PET-kuvien tarkkuutta PET/TT ja PET/MR-
laitteiden välillä vertailtiin monikeskustutkimuksessa 3D-tulostettulla aivofanto-
milla (I). MRI-attenuaatiokorjauksen vaikutuksen minimointiin kehitettiin uusi 
menetelmä (II, III). Lopuksi arvioitiin MRI-attenuaatiokorjauksen vaikutusta PET-
kuviin tehtävän sirontakorjauksen tarkkuuteen (IV).   
PET-kuvien kvantitatiivinen tarkkuus on hyvin vertailtavissa PET/MR ja PET/TT-
laitteiden välillä, kunhan TT-pohjaisen attenuaatiokorjauksen kaltainen mene-
telmä implementoidaan PET/MR-laitteille. Tämän ansiosta PET-kuviin aiheutuva 
virhe saadaan SUV-diagnostiikkaan (< 10 % virhe) riittävälle tasolle ja on suuruu-
deltaan PET-kuvantamisen toistettavuuden tasoa (< 5 % virhe) useammissa aivo-
jen alueissa. Tämän tarkkuuden saavuttava menetelmä kehitettiin, käyttäen aino-
astaan T1-painotteisia MRI-kuvia. Menetelmän kehittyneempi versio on tarkkuu-
deltaan riittävä haastavampiin sovelluksiin (< 5 % virhe). MRI-pohjaisella attenu-
aatiokorjauksella ei ole merkittävää vaikutusta sirontakorjausalgoritmin tarkkuu-
teen (< 3 % virhe), jopa silloin kuin luukudos jätetään huomiotta.  
MRI-pohjainen attenuaatiokorjaus on suurin virhetekijä aivojen PET/MR-kuvan-
tamisessa. Attenuaatiokorjauksen suorittaminen TT-pohjaisella tai sen tarkkuutta 
parhaiten vastaavalla MRI-pohjaisella menetelmällä on riittävä minimoimaan suu-
rimmat virhelähteet PET/MR ja PET/TT-laitteiden välillä. Tämän tarkkuuden saa-
vuttava MRI-pohjainen menetelmä kehitettiin ja on saatavilla ilmaiseksi tutkimus-
käyttöön (http://bit.ly/2fx6Jjz). Sirontakorjauksen vaikutusta PET-kuvien kvanti-
tatiiviseen tarkkuuteen voidaan pitää vähäisenä aivojen 18F-FDG PET/MR-kuvan-
tamisessa.  
Avainsanat: PET/MR, kvantitatiivinen PET-kuvantaminen, MRAC, sirontakor-
jaus, attenuaatiokorjaus 
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1 INTRODUCTION 
The introduction of simultaneous PET/MR systems for clinical use in 2011 has 
been suggested to mark a paradigm shift for neuroimaging, especially in the field 
of neurodegenerative diseases by using 18F-FDG in combination with MRI (Zaidi 
et al., 2011; Barthel et al., 2015). The soft tissue contrast and functional imaging 
capabilities of MRI combined with the quantitative nature of PET allow broaden-
ing the diagnostic capabilities for brain imaging in PET/MR compared to 
standalone PET and MR systems (Bailey et al., 2015). However, the methodolog-
ical challenges related to major quantitative data corrections such as attenuation 
and scatter in PET/MR imaging to the visual and quantitative accuracy of PET 
images in neurological PET/MR studies should be evaluated.   
1.1 MR-based attenuation correction for brain PET/MR 
The inherent methodological property in MRI is that tissue intensities in MR im-
ages correspond to tissue relaxation times and proton density – a different physical 
quantity compared to CT or transmission imaging (Hofmann et al., 2009; 
Mehranian et al., 2016). Therefore, MRI tissue intensities do not directly corre-
spond to electron density of tissues, allowing no direct transformation to tissue 
attenuation properties. In addition, the delineation and visualization of bone in the 
head region has been a challenge before the introduction of ultra-short echo time 
(UTE) and zero echo time (ZTE) sequences. When using conventional T1- or T2-
weighted MRI, bone tissue and air appear with similar intensity due to the short 
T2* relaxation of bone, making it hard to distinguish and differentiate bone from 
air and take it into account in MR-based attenuation correction (MRAC). 
Due to these inherent challenges in deriving bone density information (due to 
measurement of a different physical quantity) and visualizing bone (due to similar 
intensity in non-UTE sequences) from MR images, earlier clinical implementa-
tions of MR-based attenuation correction ignored bone entirely in both whole-body 
imaging and in the brain, replacing bone with soft tissue (Schultz et al., 2011). This 
was reported to cause a large, spatially varying bias in the regions close to bone, 
such as in the cortical regions of the gray matter. Errors of magnitude from -10 % 
to -25 % were initially reported, which could be visually differentiable as hypo-
metabolism – a potential factor for misdiagnosis, impairing the diagnostic quality 
of the PET/MR images (Andersen et al., 2014). It is now generally agreed that at 
least soft tissue, air and bone are needed in the MR-based attenuation map of the 
head to achieve an acceptable visual and quantitative accuracy in PET when im-
aging the head region using 18F-FDG.   
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The “MRAC problem”, as it was commonly called in 2014 in the scientific com-
munity, was the starting point of research for many scientists to find an optimal 
attenuation correction method for brain PET/MR. This “MRAC problem” has re-
cently been solved by the introduction of several advanced methods allowing to 
achieve quantitative accuracy close to CT-based attenuation correction (CTAC) 
(Ladefoged et al., 2017). Currently, CTAC is widely considered the clinical “de 
facto” standard of attenuation correction due to its widespread availability and use 
in PET/CT. It should be noted here that CTAC is still a mere “silver standard” for 
attenuation correction (Hitz et al., 2014), although generally accepted as an accu-
rate and robust method available for clinical routine. Only transmission-based at-
tenuation correction (TXAC) using a rotating Ge-68 source, which is nearly no 
longer available, might be considered as the gold standard method available for 
attenuation correction, allowing measurement of linear attenuation coefficients at 
photon energies of 511 keV (Hoffman and Phelps et al., 1986; Bailey et al., 1998).  
In the years of accomplishing this thesis work (from 2013 to 2017), a multitude of 
MRAC methods have been introduced and significant methodological advances 
have been made in the entire PET/MR field of neuroimaging. Due to the sheer 
extent of methods introduced in both whole-body and brain PET/MR imaging and 
wide range of radiotracers, this thesis will focus mostly on MRAC methods for 
brain imaging and 18F-FDG. These MRAC methods can be divided into three broad 
categories, including segmentation-based, atlas-based and emission-based meth-
ods. Some methods can also be a combination of the previous three categories. 
These methods will be inspected in detail in Chapter 2.  
In general, the main idea behind any MRAC method is to derive and approximate 
a “true” attenuation map of the head region based on information existing in meas-
ured MRI, emission data, CT-MRI atlas data or a combination of these. With this 
in mind, it should be stated that even the most accurate MR-based attenuation map 
is a finely calculated approximation of the true attenuation coefficients in the vol-
ume. Thus, the final accuracy requirements of an MR-based attenuation map will 
be determined by the end application and the clinical criteria and intent. Further-
more, it is relevant whether the MRAC-corrected PET images will be evaluated by 
visual or quantitative analysis with a clinical or scientific purpose in mind. At bare 
minimum, differentiation between air, soft tissue and bone should be achievable.  
1.2 Scatter correction in brain PET/MR imaging 
In addition to attenuation correction, scatter correction is one of the major quanti-
tative corrections performed on PET data, as the fraction of scattered photons in 
3D PET acquisitions in the brain region is increased to over 30 % (Zaidi et al., 
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2004). In essence, scatter and attenuation correction are closely related as the MR-
derived attenuation map is used in calculation of the scattered photons when per-
forming single scatter simulation (SSS). Therefore, any inaccuracies existing in 
the MR-based attenuation map used for scatter correction may propagate to the 
calculated scatter estimate or affect the accuracy of scatter scaling procedures. To 
this day, there have been only a few published reports which investigate MRAC-
based errors and their effect on the accuracy of scatter correction (Bourgos et al., 
2014).  
Generally, the effect of erroneous scatter correction may introduce variation in 
quantitative parameters measured from PET images and at worst introduce arti-
facts which hinder the visual interpretation of the PET images (Cherry et al., 1995). 
For these reasons, the effect of MRAC on scatter correction accuracy should be 
determined and if needed, minimized. As scatter correction remains an integral 
part of quantitative PET imaging, its performance and accuracy in 18F-FDG studies 
for PET/MR neuroimaging in relation to MRAC need to be studied in detail. Alt-
hough vendor-based implementations of scatter correction may vary, the methods 
implemented on all major PET/MR and PET/CT systems are based on the general 
idea of determining the spatial location and distribution of photons undergone a 
single Compton scattering event. Details of the scatter correction procedures in 
PET will be inspected in detail in Chapter 2.  
1.3 Summary 
To summarize and conclude this introductory chapter, investigating the accuracy 
of attenuation and scatter correction in neurological PET/MR imaging is important 
concerning PET image quantification and visual quality when using 18F-FDG as 
radiotracer. Both of these data corrections are essential to achieve visually and 
quantitatively accurate diagnostic PET images.  
To approach these issues practically: 1) the nature, cause and magnitude of the bias 
introduced by MR-based attenuation correction or scatter correction need to be 
determined to establish a common baseline of the performance of the correction 
methods and algorithms specifically in PET/MR systems in comparison to PET/CT 
systems and CT-based attenuation correction, 2) any PET/MR-specific technical 
challenges related to attenuation or scatter corrections need to be minimized by 
development and evaluation of new techniques, 3) recommendations based on the 
findings in 1) and 2) need to be done to minimize the quantitative and visual dif-
ferences and their effect in PET due to attenuation and scatter corrections in clini-
cal PET/MR for neuroimaging.   
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2 REVIEW OF THE LITERATURE 
The advent of clinical PET/MR imaging with the introduction of two sequential 
systems, the Philips Ingenuity TF (Zaidi et al., 2011), the GE Tri-Modality 
PET/MR (Veit-Haibach et al., 2011) and two simultaneous systems, the Siemens 
Biograph mMR (Delso et al., 2011) and GE SIGNA (Grant et al., 2016) marked a 
paradigm shift in the area of neuroimaging. Combining PET and MR in the same 
system is a clear advantage and has potential in a number of clinical and research 
applications, especially in the field of neurology and neurodegenerative diseases. 
In these fields, 18F-FDG represents a universal marker of neuronal and synaptic 
integrity with relatively disease-specific uptake reduction patterns (Barthel et al., 
2015). A likely clinical key application of simultaneous PET/MR is in neurological 
disorders, especially in dementia imaging (Bailey et al., 2015; Drzezga et al., 2014, 
Dukart et al., 2011). 
Simultaneous or near-simultaneous (sequential) acquisition of PET and MR allows 
several benefits in both research and clinical routine setting. One evident benefit 
is the improved data quality, clinical workflow, patient convenience and diagnostic 
imaging performance as the PET and MR images can be acquired in simultaneous 
fashion without co-registration of separate PET and MR acquisitions (Zaidi et al., 
2011; Barthel et al., 2015). The benefits to clinical workflow due to decreased ac-
quisition time can naturally be achieved only with a simultaneous system. By com-
bining the soft tissue imaging contrast with the molecular and functional imaging 
from MR and the quantitative nature of PET creates possibilities for complemen-
tary, multi-parametric imaging (Herzog et al., 2010; Herzog et al., 2016; Bailey et 
al., 2015). Thus, both imaging modalities benefit when they are combined in a 
single system. It should be emphasized that all of the benefits stated above will be 
realized fully with a truly simultaneous PET/MR system.  
However, for accurate visual identification, clinical diagnosis, radiotracer quanti-
fication and kinetic modeling both the visual and quantitative accuracy of the PET 
images needs to be guaranteed. Many of these applications rely on a solid quanti-
tative foundation, which is highly dependent on the performance characteristics of 
the PET system and the accuracy of data correction and image reconstruction al-
gorithms (Zaidi and Sossi et al., 2004).  
A number of PET/MR-specific methodological challenges exist which need to be 
considered concerning the accuracy of PET images when using a PET/MR system. 
Most of these challenges are of a technical nature and are related to photon atten-
uation and scatter correction performed to PET images, both of which are obliga-
tory prerequisites for quantitative and visually accurate 18F-FDG PET images. 
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Therefore, the accuracy and performance of these data corrections will signifi-
cantly affect the clinical usability and adoption of neurological 18F-FDG imaging 
on PET/MR systems.  
2.1 Physical process of photon attenuation in positron emission to-
mography 
During PET image reconstruction process, two major data corrections are per-
formed to account for the physical processes of the attenuation and scattering of 
the two 511 keV annihilation photons. Photon attenuation is the dominant physical 
degrading factor besides the contribution from scattered photons and other associ-
ated errors in the data acquisition and reconstruction process (Zaidi et al., 2004).  
At photon energies of 511 keV, Compton processes dominate in interactions inside 
the tissue. The physical basis of photon attenuation is shortly explained in the fol-
lowing paragraphs while photon scattering will be covered in detail in section 2.5. 
The magnitude of photon attenuation can be expressed by an exponential equation: 
 , (1) 
where I and I0 are the attenuated and the un-attenuated intensity of the radiation 
(the photon flux) passing through a medium of tissue with an linear attenuation 
coefficient µ (expressed as probability of attenuation in cm-1) at a point x along a 
line-of-response (LOR), in the case of a single detector. 
For two coincidence detectors, the total probability of a successful detection of a 
coincidence event is the product of two probabilities expressed by (eq. 1) along a 
LOR from the annihilation point to opposite detectors A and B. Thereafter, the 
exponential term can be expressed for a non-uniform attenuating medium (e.g. pa-
tient head) as a constant (α) for a given LOR by following factor for each projec-
tion:  
 . (2) 
Thereafter, the uncorrected emission counts Cx for a given LOR can be expressed 
as an integral of attenuated point sources Co multiplied by constant α (Hoffman 
and Phelps et al., 1986; Bailey et al., 1998):   
 ,  (3) 
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where the attenuation correction factor (ACF) becomes simply ACF = 1/α for each 
LOR.  As can be seen from (eqs.1 to 3), the ACFs are given directly along a LOR 
if I and I0 can be measured by e.g. transmission scanning (Bailey et al., 1998). 
Another option is to calculate or approximate these ACFs (Zaidi et al., 2003) i.e 
by determining the object contour from projection data (Bergström et al., 1982).  
Once these ACFs are derived, the attenuation corrected emission intensity EMcor-
rected along the LOR can be calculated by using measured, uncorrected emission 
intensity EMmeasured and the derived ACFs. In the simplest form, performing atten-
uation correction for PET is a multiplicative operation of each projection of the 
measured emission data with the corresponding, measured or approximated ACFs:   
 .  (4) 
The recovered activity in the PET images is thus affected by a multiplicative fac-
tor due to attenuation correction. The measured or calculated attenuation map of 
the patient’s anatomy needs to include the measured or calculated µ-values.   
The effect of attenuation correction to PET image quantification is thus depend-
ent on the µ-values in the attenuation map. The effect of attenuation is deter-
mined based on these µ-values located in the paths of both annihilation photons 
and the path length of the photons travelling to two detectors defining an LOR.  
2.2 Attenuation correction in standalone PET, PET/CT and 
PET/MR  
In standalone PET systems, attenuation correction is performed by using transmis-
sion-based attenuation correction (TXAC). In TXAC, attenuation coefficients of 
511 keV photons can be measured with a rotating Ge-68 source and in some sys-
tems, a Cs-137 transmission source integrated in the PET gantry. Applying the Ge-
68 TXAC, first the attenuation sinogram containing the ACFs and second by re-
constructing the attenuation map of the attenuating volume inside the gantry can 
be fully recovered. Thus, TXAC is still considered the gold standard method for 
attenuation correction although it’s use has nearly stopped due to the diminishing 
number of standalone PET systems and the increasing number of PET/CT systems.  
In PET/CT systems, the attenuation map of the object is derived using CT-based 
attenuation correction (CTAC). The attenuation coefficients for 511 keV photons 
from CT photon energies of typically 120 keV (range 80-140 keV) can be derived 
from the patient CT images. The HU values in CT images can be converted by bi-
linear transformation from HU to linear attenuation coefficients in cm-1 (Figure 1). 
This conversion is based on the linear relation between the attenuation coefficients 
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and HU values, which is valid for the range of biological tissues. However, in high 
density materials such as Teflon, the conversion curve can no longer be considered 
accurate (Son et al., 2010). A number of bi-linear transforms are reported in the 
literature (Burger et al., 2002; Bai et al., 2003; Carney et al., 2006; Kinahan et al., 
1998). The bi-linear transforms of Burger and Bai (Burger et al., 2002; Bai et al., 
2003) are optimized for 120 keV tube voltages while the transform suggested by 
Carney (Carney et al., 2006) comprises a range of tube energies from 80 keV to 
140 keV. Although CTAC has replaced TXAC as the clinical “de facto” standard, 
it can be considered as a “silver standard” compared to TXAC (Hitz et al., 2014). 
Thus, it is important to consider the variability in CTAC implementations as well 
as the difference between CTAC and measured attenuation maps using 511-keV 
photon sources (Su et al., 2016). 
 
Figure 1. A simulated CT conversion curve from HU values to linear attenuation coeffi-
cients at tube energy of 120 kV using the transformation of Burger et al., (Burger et al., 
2002).  
In PET/MR, compared to standalone PET systems and PET/CT systems, there is 
no direct relation between MR signal intensity and photon attenuation (Hofmann 
et al., 2009; Mehranian et al., 2016). MR signal intensity is related to the proton 
density and individual T1 and T2 relaxation of the tissues, whereas photon attenu-
ation at energies of 511 keV is related to the material atomic number Z and electron 
density (Hofmann et al., 2009; Mehranian et al., 2016). Thus, no direct transfor-
mation from an MR image to a PET attenuation map exists similar to TXAC or 
CTAC. Therefore, the MR-based attenuation map can only be an approximation 
of the true attenuation map.  
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In addition, bone and air may appear with similar intensity, dependent on the MR 
pulse sequence, although their attenuation coefficients are very different. For these 
reasons, the early implementations of MR-based attenuation correction considered 
soft tissues and air only, while bone was ignored entirely. Furthermore, hardware 
components in the MR field of view (FOV) remain invisible as well with conven-
tional pulse sequences and need to be included in the patient attenuation map sep-
arately. A common approach to include the fixed hardware components such as 
the patient table and the MR coils is by registration of transmission- or CT-based 
templates into the patient attenuation map (Delso et al., 2010; Zhang et al., 2009) 
to compensate for their attenuation.  
The clinical MRAC methods developed by Schultz (Schulz et al., 2011), Martinez-
Möller (Martinez-Möller et al., 2009) and Wollenweber (Wollenweber et al., 2013) 
segment out the body tissues to three (soft tissue, air, lung) or four classes (soft 
tissue, fat, lung, air) either as discrete tissue classes or as a weighted average (Wol-
lenweber et al., 2013b). The method described by Schultz is implemented as the 
MRAC method for the Philips Ingenuity TF PET/MR (Hu et al., 2009) while the 
method of Martinez-Möller is implemented in the Siemens Biograph mMR 
PET/MR. Both of these methods ignore bone in the head region, although the pre-
sent Biograph mMR includes an alternative option to use UTE for bone delineation 
(Dickson et al., 2014). The method described by Wollenweber is implemented in 
the GE SIGNA PET/MR and uses an atlas-based method (Wollenweber et al., 
2013a) for accounting for bone in the head region. Table 1 lists the commonly 
reported attenuation coefficient ranges for soft tissue, fat and bone.  
Table 1. Commonly reported attenuation coefficients and their ranges in biological tissue 
(Mehranian et al., 2016). The bone ranges could be considered valid for a normal popu-
lation. More variation could be expected in bone pathophysiology.   
Tissue Attenuation coefficient at 511 keV (cm-1) 
Soft tissue 0.096 
Fat 0.086 to 0.093 
Spongeous bone 0.110 
Cortical bone 0.130 to 0.172 
As seen in (Table 1), bone tissue has much higher attenuation values compared to 
soft tissue. Replacing bone with soft tissue introduces a significant bias in the PET 
images, which is especially relevant in the brain region (Andersen et al., 2014). 
This effect is related to the attenuation path length of the two annihilation photos 
from the annihilation site to the coincidence detectors. A simple illustration of this 
phenomenon is shown in Figure 2. If the photon annihilation site is located close 
to the patient skull, such as in the cortical regions of the brain, the contribution to 
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the total attenuation path length from the higher attenuation of the patient skull is 
larger than from the mid-brain region. For the annihilation sites in the mid-brain 
region, the contribution of brain and soft tissue is larger compared to the contribu-
tion of the skull to the total attenuation path length of both coincidence photons.  
 
Figure 2. Illustration of the effect of ignoring bone in a patient (Andersen et al., 2014). 
The contribution of attenuation of the skull of mid-brain (green lines) and cortical regions 
(red lines) depends on the attenuation path length through bony tissue (black parentheses) 
of the photon to the detector pairs (A, B) and (C, D).  
Several authors have reported a large regional bias in the cortical regions in 18F-
FDG PET images when using MRAC and ignoring bone in the MR-based attenu-
ation map. The bias caused by MRAC is spatially variable being highest in the 
outer cortical structures and lower in the central brain, causing the activity in the 
cortical regions to be underestimated and the central region to be overestimated 
(Andersen et al., 2014). If the bias would be more systematic and uniform across 
the brain (a level bias), it could be more easily ignored. Andersen et al., reported a 
negative bias of 5-10 % in the central regions and 25 % in the cortical regions in a 
phantom and patient study (Andersen et al., 2014), Hitz et al., reported a mean 
negative bias of 15 % globally and in the range of 15 % to 20 % in cortical regions 
(Hitz et al., 2014) while Dickson et al., reported a bias of 21.3 % and 19.8 % at 
maximum (range 21 % to 11 %) when using a Dixon-based sequence and a bias of 
15.7 % and 17.3 % at maximum (range 17 % to 4 %) when using a UTE-based 
sequence to account for bone (Dickson et al., 2014), a surprisingly large bias even 
when using UTE.   
These reports concluded unanimously that the lack of bone in the MR-based atten-
uation map contributed to the bias seen in the PET images. The bias is most prom-
inent with 18F-FDG and other radiotracers with large cortical uptake. Furthermore, 
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the bias was determined to be regionally varying. Therefore, the attenuation of the 
skull bones needs to be accounted for in MR-based attenuation correction for vis-
ually and quantitatively accurate PET images on PET/MR systems. In recent years, 
the field of MR-based attenuation correction has been a very active and rich area 
of research in search of a method which could compensate bone most effectively 
or even create a patient-specific CT substitute (pseudo-CT).  
2.3 Methods to account for bone in MR-based attenuation correc-
tion of the head region 
To account for bone tissue in MRAC of the head, a multitude of methods have 
been introduced. These methods can be generally divided into segmentation-based, 
atlas- or template-based and emission- or reconstruction-based methods. In the fol-
lowing sections, we describe each of the main categories of MRAC methods in 
detail.  
2.3.1 Segmentation-based MRAC 
Segmentation-based methods are generally based on separating the tissues in MR 
images into three (soft tissue, air and bone) or more tissue classes by image seg-
mentation. Segmentation is usually performed on images acquired either with a 
specialized MR sequence (e.g. UTE, ZTE) or can be performed based on anatom-
ical T1-weighted, T2-weighted or Dixon images collected as part of the routine 
examination (Mehranian et al., 2016; Keereman et al., 2013; Wagenknecht et al., 
2013). Thereafter, each tissue class is assigned an attenuation coefficient corre-
sponding to its expected (e.g. the mean) attenuation properties. Thus, tissue homo-
geneity inside a specific volume of tissue and within a specific population is as-
sumed. These are the natural limitations of segmentation-based MRAC using dis-
crete tissue classes, as a single attenuation coefficient cannot be considered to ac-
count for all the inter- and intra-patient variations of biological tissue.   
To delineate bony tissues and to account for bone, UTE-based methods were ini-
tially introduced (Keereman et al., 2010; Catana et al., 2010) and are also clinically 
implemented in the present Biograph mMR PET/MR system. Multiple methods 
based on segmentation of T1-weighted, T2-weighted and Dixon attenuation im-
ages have also been presented as well. Zaidi and Fei proposed using T1-weighted 
MRI images, which are co-registered to PET data and segmented by fuzzy C-
means clustering to air, scalp, skull, gray matter, white matter and nasal sinuses 
(Zaidi et al., 2003b; Fei et al., 2012). Andearsen proposed using a patch-based 
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method for generation of pseudo-CT from T1-weighted images (Andearsen et al., 
2015). Anazodo (Anazodo et al., 2014) initially suggested the use of Dixon images 
with bone component added from T1-weighted images by segmentation in SPM8, 
whereas a similar clinical prototype has been introduced recently by Koesters 
(Koesters et al., 2016) allowing bone (continuous or discrete) to be added to Dixon 
MRAC images (Rausch et al., 2017).  
Compared to methods that do not account for bone, UTE-based methods have been 
shown to improve both the visual and quantitative accuracy of PET images 
(Keereman et al., 2010; Catana et al., 2010; Berker et al., 2012). However, several 
authors have reported inconsistencies in bone delineation with UTE-based attenu-
ation maps as well (Dickson et al., 2014; Delso et al., 2014a), which have led to 
the development of more advanced segmentation methods and adaptation of new 
MRI sequences and image segmentation techniques. These include short echo time 
(STE)/Dixon and fuzzy clustering (Khateri et al., 2015), improved UTE using 
point-wise encoding time reduction with radial acquisition (PETRA) (Grodzki et 
al., 2012) or likewise a fast dual-echo ramped hybrid encoding (dRHE) (Jang et 
al., 2017), reduction of eddy current artifacts (Aitiken et al., 2014), zero echo time 
(ZTE) sequences (Delso et al., 2015; Wiesinger et al., 2016; Sekine et al., 2016c; 
Yang et al., 2017) or by using triple UTE (Aitiken et al., 2014; Berker et al., 2012; 
Su et al., 2015). These methods have been shown to outperform the clinically used 
UTE-based method in terms of accuracy of the attenuation map, PET image quality 
and quantitative accuracy.   
In clinically used segmentation-based MRAC, the number of tissue classes is ei-
ther three or four tissues independent of the acquisition type. It has been shown 
that increasing the number of tissue classes in segmentation-based MRAC, the ab-
solute quantification errors in each different tissue class decrease (Ouyang et al., 
2013). Akbarzadeh et al., confirmed that the accuracy of segmentation-based 
MRAC improves as the number of tissue classes increases (Akbarzadeh et al., 
2011; Akbarzadeh et al., 2013). Keereman et al., showed in their simulation study 
that at least six tissue classes (air, lung, soft tissue, fat, spongious and cortical bone) 
should be identified in MRAC to reduce quantification errors to less than 5 % 
(Keereman et al., 2011). Therefore, increasing the number of tissue classes in the 
attenuation map has been considered beneficial, at least to a certain degree.  
The largest limitation generally considered for segmentation-based MRAC meth-
ods is their reliance on discrete tissue classes and attenuation coefficients, which 
do not model the heterogeneity of individual tissues or patients well. While most 
segmentation-based methods rely on discrete attenuation coefficients, methods 
which derive continuous attenuation coefficients for bone have been introduced 
recently (Navalpakkam et al., 2013; Lagefoed et al., 2015; Juttukonda et al., 2015; 
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Cabello et al., 2015; Khalife et al., 2017). In general, the methods of (Lagefoed et 
al., 2015; Juttukonda et al., 2015; Cabello et al., 2015) are based on advanced seg-
mentation procedures and a derived model between the relationship of R2* values 
from UTE images and HU values from CT images to derive patient-specific bone 
attenuation values. Similarly to UTE, a linear model between ZTE intensity and 
CT HU values has been recently shown to be applicable to derive continuous bone 
values (Khalife et al., 2017; Yang et al., 2017b). Performance of methods using 
continuous attenuation values is generally considered superior over discrete-tissue 
methods. 
In summary, while segmentation-based methods were limited to discrete attenua-
tion coefficients in the past, new methods have recently become available that al-
low us to derive patient-specific, continuous linear attenuation coefficients for 
bone. In general, segmentation-based MRAC methods have shown good perfor-
mance with more complex approaches for MRAC, achieving good quantitative and 
visual accuracy in PET. As segmentation-based approaches are simple to imple-
ment, time efficient in acquisition- and processing-wise and generally considered 
robust, they remain popular in vendor-based implementations of clinical MRAC 
and in the research setting.  
2.3.2 Template- and Atlas-based MRAC  
Atlas- or template-based methods are based on co-registration between a database 
of CT and MR image parts, which are matched either on a volume-by-volume, 
slice-by-slice or voxel-by-voxel basis based on a predefined similarity metric. A 
CT substitute or a “pseudo-CT” is typically created which corresponds to the sub-
ject anatomy with continuous attenuation coefficients for the whole imaging vol-
ume. A collection of atlases, template registration to the target subject or the use 
of machine learning techniques with trained classifiers or mapping functions is 
used to create the pseudo-CT (Mehranian et al., 2016). While these methods allow 
to derive very accurate subject-specific attenuation maps, their disadvantage is the 
added complexity and computational cost.  
These methods can be based either on a single atlas or a multiple atlas approach 
(Sekine et al., 2016b). A single-atlas method is currently vendor-implemented for 
clinical attenuation correction of brain studies on the SIGNA PET/MR. The 
method is based on MRI/CT pairs to derive the approximate size and location of 
bones and air cavities (Wollenweber et al., 2013a) in the head region. Initial eval-
uations of this method have shown that with patients with normal anatomy, the 
method achieves quantitative accuracy similar to that of CTAC (Sekine et al., 
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2016a, Yang et al., 2017a), although a bias in the cerebellum region has been re-
ported (Yang et al., 2017b). Yang (Yang et al., 2017a) hypothesized that registra-
tion errors between the CT atlas and in-phase MR images would be the largest 
cause of errors in the atlas-based attenuation map. Large evaluations of the perfor-
mance of the method with patients with abnormal anatomy have not yet been per-
formed, to the best knowledge of the author.  
The simplest and most straightforward template-based methods to implement are 
those which involve registration and non-linear wrapping of predefined TXAC or 
CTAC template to individual subject anatomy which are then used for attenuation 
correction (Kops et al., 2008; Kops et al., 2015). Templates can be created by tak-
ing an average of multiple co-registered CTAC or TXAC images to represent mean 
attenuation coefficients and anatomical variability in a given population (Zaidi et 
al., 2007). A natural limitation of single-template methods is that inter-subject var-
iation of attenuation coefficients are ignored. Another limitation is that only a sin-
gle anatomical transformation is performed, which may suffer from registration 
errors or inter-patient anatomical variability (Mehranian et al., 2016). Thus, the 
method accuracy is affected by the accuracy of the registration. Despite these 
shortcomings, single template-based and single-step registration methods have 
been shown to have good quantitative accuracy (Wollenweber et al.,  2013a) and 
(Kops et al., 2015) when compared to CTAC or TXAC.  
Multiple atlas registration was initially suggested to overcome and minimize non-
systematic registration errors (Mehranian et al., 2016). Multiple methods using this 
approach have been introduced recently. More complex approaches can be based 
on pairs of CT and UTE images using clusters or patches in tissue delineation 
(Delso et al., 2014b; Roy et al., 2014) or using pairs of CT and anatomical MR 
images (Andreasen et al., 2015; Bourgos et al., 2014; Bourgos et al., 2015; 
Izquierdo-Garcia et al., 2014; Merida et al., 2017; Schreibmann et al., 2010; Sekine 
et al., 2016b; Torrado-Carvajal et al., 2016). Probabilistic measurers or machine 
learning techniques can also be applied for pseudo-CT creation (Chen et al., 2015; 
Chen et al., 2017; Hofmann et al., 2008; Johansson et al., 2011; Johansson et al., 
2014; Larsson et al., 2013; Navalpakkam et al., 2013; Poynton et al., 2014). There 
is evidence that multi-atlas approaches are generally superior to single-atlas ap-
proaches, mainly due to better delineation of the patient anatomy and improved 
registration accuracy (Sekine et al., 2016b).  
Atlas-based pseudo-CT generation methods have been shown to exhibit good per-
formance and quantitative accuracy (< 5 %) when compared to CTAC (Mehranian 
et al., 2016; Ladefoged et al., 2017). A suggested challenge for atlas-based meth-
ods are patients with abnormal or deformed anatomy if the atlas is constructed 
using normally corresponding subjects. In addition, specified templates or atlases 
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are needed for pediatric patients (Berzukow et al., 2015). However, no large com-
parisons between atlas-based and segmentation-based methods have been per-
formed with large patient groups with deformed anatomy or patient groups with a 
known condition of reduced bone mineral density (osteopenia or osteoporosis). 
There is evidence that atlas-based methods would maintain good performance even 
in the presence of deformed anatomy or brain tumors (Izquierdo-Garcia et al., 
2014) in addition to advanced segmentation-based methods (Lagefoed et al., 
2017).     
In general, atlas-based methods allow deriving continuous attenuation values by 
either registration of a CT/TX-template or creation of a patient-specific pseudo-
CT. Several methods, especially those based on the multi-atlas approach, have 
been introduced recently for MRAC. Atlas-based methods achieve a good quanti-
tative and visual performance compared to CTAC, at the level of PET reproduci-
bility (±5 % bias compared to CTAC). A drawback of atlas-based methods is the 
increased computational complexity and the need to construct an atlas or database 
of subject CT and MRI images, compared to segmentation-based approaches.  
2.3.3 Emission- or reconstruction-based MRAC 
Emission– or reconstruction-based methods generally allow deriving an attenua-
tion map based on reconstruction of emission data alone, by combination of jointly 
reconstructed emission and transmission data or by the use of information from 
scattered coincidences. The early attempts to derive the attenuation coefficients 
were based on emission data by using the consistency conditions of the Radon 
transform such as the Helgason-Ludwig principle (Natterer et al., 1992, Natterer 
et al., 1993) or time of flight (TOF) attenuated Radon transform (Defrise et al., 
2012), allowing us to derive the attenuation factors up to a constant scaling factor. 
TOF allows measuring the location of annihilation by an uncertainty determined 
by the timing resolution of the system (Meheranian and Zaidi et al., 2016). Exten-
sions of the work of Defrise (Defrise et al., 2012) included the extension to 3D 
PET and addition of prior information from MRI (Rezaei et al., 2012b; Li et al., 
2015). To the best knowledge of the author, these methods have not been exten-
sively examined for clinical use.  
The maximum-likelihood reconstruction of both attenuation and activity (MLAA) 
was originally proposed by Nuyts et al., (Nuyts et al., 1999), based on a concept 
introduced by Censor et al., (Censor et al., 1979). The MLAA method is based on 
simultaneous reconstruction of both attenuation and activity using maximum like-
lihood expectation maximization (MLEM) algorithm and enables deriving of an 
attenuation sinogram up to a constant using emission data only. The inherent issues 
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with MLAA are cross talk artifacts between attenuation and emission data and de-
pendence on good count statistics, i.e. high quality of the emission data (Mehranian 
et al., 2016); these have limited its applicability to non-TOF imaging until recently 
(Benoit et al., 2015). Another approach is to jointly estimate the emission distribu-
tion and the attenuation correction factors, avoiding the reconstruction of the at-
tenuation map. Rezaei et al., (Rezaei et al., 2014) proposed a maximum likelihood 
algorithm to jointly estimate the activity distribution and attenuation correction 
factors (MLACF), up to a scaling constant. A scale corrected MLACF has recently 
been shown to provide images that quantitatively and visually correspond to 
CTAC reconstructed PET images (Bal et al., 2017).  
To reduce the cross-talk and dependence on count statistics in MLAA, use of TOF 
information with MLAA has been shown to be beneficial (Rezaei et al., 2012a) in 
addition to incorporating spatial constraints e.g. from MRI data to improve the 
MLAA estimate (Salomon et al., 2011). Another suggested approach is to use 
MRI-guided MLAA, imposing MRI spatial and CT statistical constraints with a 
Gaussian mixture model and Markov random field smoothness prior (Mehranian 
et al., 2015b). However, a recent study comparing MLAA and atlas-based MRAC 
showed that the MLAA approach might be limited for brain PET/MR imaging 
(Mehranian et al., 2016b), although advanced MLAA methods with additional 
penalty functions might offer better performance in brain imaging (Mehranian et 
al., 2017). Recently, Cheng et al., also proposed a method to initialize the joint 
reconstruction with initial average µ-value to improve TOF-MLAA (Cheng et al., 
2016). Additionally, the use of MR-based attenuation image was proposed to cir-
cumvent the TOF requirement (Benoit et al., 2015) and to limit both the scale 
problem and cross-talk. It can be seen that MLAA remains an active and popular 
field of research, although with the exception of (Benoit et al., 2015) and 
(Mehranian et al., 2016b), no large clinical studies have been performed. It remains 
to be seen whether TOF-MLAA could be a promising reconstruction technique to 
enhance the quantitative accuracy of PET/MR studies as proposed by (Boellaard 
et al., 2014).  
Instead of using emission data alone, it might be beneficial to estimate the attenu-
ation coefficients using the joint reconstruction of emission and transmission data. 
The concept was introduced by Clinthorne et al., (Clinthorne et al., 1991). The 
main problem was to reduce the cross-contamination between emission and trans-
mission data. Based on TOF capability to separate emission and transmission data, 
Moellet et al., were able to implement simultaneous transmission and emission 
scanning, using an annulus-shaped transmission source (Mollet et al., 2012; Mollet 
et al., 2014). However, the limited TOF resolution of current PET systems does 
not allow perfect separation of transmission and emission data (Mollet et al., 
2014). In addition, the use of transmission source or LSO background radiation 
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has been proposed to further improve and stabilize the MLAA estimation (Panin 
et al., 2013; Rothfuss et al., 2014; Watson et al., 2013). Although these methods 
can be used to stabilize and improve the quantitative performance of the emission-
only MLAA algorithm, their clinical use remains limited. Finally, the use of scat-
tered coincidences to improve the estimated attenuation coefficients in MLAA has 
been suggested. Berker et al., proposed to reconstruct PET attenuation coefficients 
from scattered photon energies in the range of 248-478 keV (Berker et al., 2014).  
Incorporating TOF information in PET image reconstruction has also been proven 
beneficial concerning quantitative and visual accuracy of PET images. The addi-
tional information TOF offers allows to update the image voxels along segments 
of response instead of the whole LOR, reducing the cross-dependencies between 
individual image voxels (Meheranian and Zaidi et al., 2016). This reduces the sen-
sitivity of TOF reconstruction to errors. Conti et al., (Conti et al., 2011) showed 
that TOF reconstruction is less sensitive to inconsistencies in emission data and 
data corrections such as attenuation, normalization and scatter. Quantification er-
rors caused by imperfect attenuation correction are reduced by TOF as was proved 
in a simulation study by (Boellaard et al., 2014), in whole-body examinations (Me-
heranian and Zaidi et al., 2016) and recently in brain imaging (Khalife et al., 2017).  
It may be expected that second-generation PET/MR systems with increased TOF 
timing resolution will offer improved quantitative accuracy and will be less limited 
by the inaccuracies of MRAC.  
In general, reconstruction-based methods remain an active area of research for 
MRAC. There have only been a few initial clinical evlauations and reports in neu-
rological imaging. The quantitative performance of the methods has not been ex-
tensively compared in clinical studies. The greatest limitation of the emission-
based methods is their dependence on the radiotracer accumulation, dependence 
on the availability of TOF data and the need to achieve high data quality (assuming 
that PET data corrections such as scatter correction will not introduce more errors), 
which limits their applicability to clinical practice. As most of the methods are 
applied to 18F-FDG data only, their applicability to other radiotracers with different 
activity distributions from 18F-FDG would be an interesting field of study.  
Although for the moment it seems that the reconstruction-based methods have not 
yet reached full maturity compared to segmentation- or atlas-based methods, they 
will certainly remain an intriguing option and research field to derive MRAC for 
whole-body examinations and clinical brain 18F-FDG PET/MR imaging. The ad-
vantage of the emission-based methods referred to in this section is flexibility: they 
are not specifically limited to either whole-body or brain imaging only and can be 
applied to any specific situation.  
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2.4 Validation and evaluation of MR-based attenuation correction 
methods in the head region 
MR-based attenuation correction methods need to be evaluated and compared 
based on their performance in realistic PET data. As stated by Berker et al.,, two 
different attenuation maps can be considered to be equally suited for attenuation 
correction as long as their forward projections (the attenuation correction sino-
grams) are similar enough on LORs with high attenuation or with LORs containing 
many counts (Berker et al., 2016). The evaluation with PET and transmission (CT 
or TX) data should be performed while keeping this in mind.  
There is currently no mutually agreed standard on MRAC method validation. Dif-
ferences exist in the analysis methods used for method evaluation and validation 
in the literature, hindering comparison between the MRAC methods (Ladefoged 
et al., 2017; Rausch et al., 2017). It was recently shown (Rausch et al., 2017) that 
there is a need to agree on a common evaluation standard to achieve a more reliable 
comparison between different methods. This would also be helpful in interpreting 
the numerical results reported in a clinically meaningful way. As the relative errors 
measured with any of the advanced MRAC methods for the head region are in the 
magnitude of few percentages (from 2 % to 7%) (Ladefoged et al., 2017), small 
differences in data processing, creation of a reliable reference data and PET data 
evaluation will certainly create some deviation. Moreover, whether these differ-
ences are really meaningful from a clinical perspective should also be clearly 
stated.  However, some common metrics can be found; these are collected below. 
In general, the comparison of MR-based attenuation maps is made against either 
CT-based or TX-based attenuation correction. Both the MRAC and CTAC/TXAC 
are visually or quantitatively compared on the accuracy of bone delineation on the 
MR-based method against the CTAC/TXAC reference. The following discussion 
refers to the works of (Bezrukov et al., 2013; Hofmann et al., 2009; Keereman 
2013c; Mehranian et al., 2016; Wagenknecht et al., 2013), unless otherwise stated. 
Typically, a visual inspection of PET images reconstructed with the MRAC 
method against CTAC/TXAC reconstructed images is performed. Finally, quanti-
tative analysis of PET images using CTAC/TXAC reconstructed PET as the refer-
ence is made. In quantitative analysis, an automatic or semi-automatic VOI analy-
sis is the most common metric, performed with a large number of VOIs in cortical 
regions or other specified regions of interest. The number of regions used varies 
from study to study. Quantitative analysis might also include pixel-wise calcula-
tion of bias or ratio images to differentiate regions not specified in the VOI analysis 
for comparison of quantitative performance in PET on a global and local scale.  
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The MR-based attenuation maps should be validated against the reference attenu-
ation data (CTAC/TXAC) for accuracy of bone delineation and/or attenuation val-
ues. The accuracy of bone delineation is usually determined either by visual eval-
uation of bone structures in MRAC versus CTAC or by quantitative analysis. In 
quantitative analysis, comparison of similarity in bone delineation can be per-
formed by evaluation of similarity in amount of overlapping structures of seg-
mented bone between MRAC and CTAC. Metrics such as Dice coefficient (eq. 5) 
or Jaccard index (eq. 6) are commonly used for this purpose.  
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These metrics (eqs. 5 and 6) describe the overlap between CT-based and MR-based 
bone voxels in co-registered and segmented attenuation maps. Direct voxel-wise 
differences of the attenuation maps in CT- and MR-based methods may also be 
calculated.  
The evaluation with PET data is similarly performed. PET data reconstructed with 
CTAC or TXAC are considered as the reference data. The relative differences of 
MRAC reconstructed PET data are compared to reference attenuation recon-
structed PET data, either by radioactivity values (kBq/mL), normalized activity 
values (SUV) or SUV ratio (SUVr) by semi-automatic VOI analysis in certain re-
gions of interest. Thereafter, the bias, correspondence to CTAC reconstructed PET 
and the remaining error in the MRAC reconstructed PET are determined by addi-
tional analysis.  
Common error metrics include: mean relative difference, mean average error 
(MAE), standard average error (SAE), slope and fit against reference data in linear 
regression analysis, comparison of coefficient of determination R2 and Pearson 
linear correlation coefficient p. It should be noted that metrics such as R2 and cor-
relation coefficient p will only allow to determine which MRAC method gives a 
better correlation against CTAC, which does not explicitly imply good agreement 
between the two methods. Therefore, to analyze the agreement between MRAC 
and CTAC reconstructed PET images, Bland-Altman analysis should be con-
ducted. Statistical testing using a two-tailed Student’s t-test or Wilcoxon rank sum 
test may be performed to investigate whether regional differences in MRAC re-
constructed PET are significantly different from CTAC reconstructed PET. In ad-
dition, voxel-wise difference or ratio images may be calculated to investigate the 
voxel-wise regional bias throughout the brain in regions which are not covered by 
the VOI analysis.  
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Recently, efforts have been made to validate MRAC by its effect on dynamic PET 
images and kinetic modeling (Merida et al., 2017). Although only a small number 
of reports exists, the analysis is made by inspection and comparison of regional 
time-activity curves and the derived modeling parameters (Merida et al., 2017). 
However, no large evaluations on the effect of MRAC on quantitative parameters 
derived by kinetic modeling have been performed so far. Recent studies have 
shown that improving the accuracy of the MRAC is beneficial for modeling pur-
poses and the derived parameters, e.g. receptor binding potential (Merida et al., 
2017). It is expected that the MRAC methods applied for static PET imaging will 
be validated and applied for dynamic PET as well using similar metrics as in static 
PET.  
Eventually, the results from the MRAC method validation and evaluation should 
be transferred to clinically meaningful and interpretable information. There have 
been only a few extensive clinical reports of analysis and validation from different 
MRAC methods with large patient cohorts in neurological 18F-FDG imaging, using 
the metrics applied commonly in clinical routine.  
2.4.1 Acceptable clinical limit for accuracy of PET image quantification and 
visual accuracy with MRAC 
The information gained in the evaluation of MRAC methods needs to be converted 
to a clinically interpretable information. The challenge is to present performance 
criteria which would be meaningful concerning the usability of any MRAC method 
in clinical routine and whether the use of MRAC would significantly impair or 
improve the diagnostic confidence of PET findings. Evaluations of this kind have 
been widely performed for lesion quantification using SUV for whole-body 
PET/MR imaging. However, the criteria in these evaluations could be applied for 
clinical brain PET/MR imaging as well. 
In essence, the MRAC method performance evaluation presented in the previous 
section is usually focused on determining significant differences both in the atten-
uation correction factors and bone delineation between CTAC and MRAC and to 
determine whether these will create significant regional activity differences be-
tween CTAC and MRAC reconstructed PET (Bezrukov et al., 2013; Hofmann et 
al., 2009; Keereman et al., 2013c; Mehranian et al., 2016; Wagenknecht et al., 
2013). These criteria are more of a general measure of MRAC performance in re-
gard to quantitative neuro-analysis and evaluation. On the other hand, the impact 
of MRAC on clinical reading is generally determined by visual analysis, presence 
of visible artifacts in MRAC or PET, lesion detectability and SUV quantification 
accuracy in PET (Mehranian et al., 2016). These measures have different error 
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criteria and error tolerance compared to what is commonly conduced in method 
performance evaluation and comparison.  
Recent studies have proposed that standardized, clinical metrics need to be taken 
into use for MRAC method evaluation, to make direct comparison and summari-
zation of methods less challenging (Rausch et al., 2017; Ladefoged et al., 2017). 
One such natural criterion would be to suggest would be the accuracy of SUV in 
terms of quantification and repeatability, which is well-evaluated for whole-body 
imaging. The impact of MRAC on SUV quantification has been evaluated in a 
number of clinical studies, which have focused mostly on whole-body PET/MR in 
oncology. Originally, underestimations of up to 10 % and an overall bias of less 
than 7 % in lesions have been reported (Hu et al., 2009; Schultz et al., 2011) when 
using three-class attenuation correction and a mean SUV error of -8 % when using 
4-class attenuation correction (Martinez-Möller et al., 2009), in the body with 
MRAC ignoring bone. All of the authors concluded that these biases would be 
clinically irrelevant (Mehranian et al., 2016), which is certainly valid for soft tissue 
lesions. However, for osseous lesions, a large range of bias has been reported by 
different authors in the range of 5% to 15 % and up to 23 % which could demon-
strate that bone cannot be safely ignored if lesions near or in the bone are to be 
quantified (Mehranian et al., 2016).    
Based on the findings of these authors in whole-body PET/MR (Hu et al., 2009; 
Martinez-Möller et al., 2009; Schultz et al., 2011; Schramm et al., 2011) it could 
be suggested for brain imaging as well that an SUV bias of 10 %  at maximum in 
soft-tissue lesions could be considered clinically irrelevant. It is interesting to note 
that several of the proposed MRAC methods for brain PET/MR fall into the range 
(SUV bias of < 10 %) of this acceptable SUV bias and have demonstrated signifi-
cant improvements compared to vendor-based implementations of MRAC with no 
bone. Moreover, several methods claim to achieve a quantitative bias in PET of 
less than 5 % compared to CTAC reconstructed PET images (Ladefoged et al., 
2017). This bias is of the same magnitude as the dose calculation accuracy criteria 
in radiotherapy planning (5 % error criterion) (Mehranian et al., 2016) and 
achieves accuracy within the reproducibility of PET (±5%) in terms of PET image 
quantification (Ladefoged et al., 2017). In a recent study, Ladefoged et al., 
(Ladefoged et al., 2017b) assessed a segmentation-based MRAC with a large 
group of neurological patients and defined the absolute error criterion to be within 
5 % to be acceptable. Therefore, a tighter error criterion based on these margins of 
allowing a maximum of 5 % error could be recommended for more advanced ap-
plications with a high demand of quantitative accuracy in PET for brain imaging. 
Although not very recently proposed, Cherry et al., suggested that quantitative er-
rors in the range of 10-30 % in radiotracer modelling studies are often found to be 
significant and suggested that errors be reduced to below 10 % (Cherry et al., 1995; 
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Zaidi et al., 2004). In terms of visual accuracy of PET images, recent studies have 
shown that for 18F-FDG, even a 10 % quantitative error does not hinder visual 
evaluation and diagnosis (Werner et al., 2016).  
Thus, a growing consensus in whole-body, oncologic PET/MR seems to be devel-
oping that ignoring bones and tissue variability in three- or four-class MRAC does 
not significantly impair lesion detectability and in general, the diagnostic confi-
dence of PET findings (Arabi et al., 2015; Martinez-Möller et al., 2009, Mehranian 
et al., 2016), if no artifacts are present in the MRAC images. It could be argued 
that the impact of artifacts and inaccuracies in MRAC is expected to decrease when 
new guidelines and procedures are adopted for PET interpretation and reading 
(Brendle et al., 2015; Mehranian et al., 2016). Moreover, the diagnostic confidence 
can be significantly increased by interpreting non-attenuation corrected (NAC) 
PET images in conjunction of MRAC PET images (Brendle et al., 2015; 
Mehranian et al., 2016). While the opinion whether bone could be ignored in clin-
ical routine is more divided concerning neurological PET/MR, there have been 
reports showing that neurological imaging without bone in MRAC might be feasi-
ble for clinical routine. A study from Rausch et al., showed no significant change 
in diagnosis even when an attenuation map without bone was used (Rausch et al., 
2017) in brain tumors. Studies of Su et al., (Su et al., 2016) and Werner et al., 
(Werner et al., 2016) showed that an attenuation map without bone is also suffi-
cient for visual interpretation and clinical diagnosis when using 18F-Florbetapir to 
determine either amyloid positive or negative status and 18F-FDG in suspected de-
mentia and movement disorders. 
Eventually, the accuracy of any MRAC method should be evaluated using clinical 
criteria along with the non-clinical metrics used in MRAC method performance 
comparison. In essence, a significant difference concerning MRAC performance 
in clinical reading could be summarized as a difference which would result in 
change of diagnosis (true or false positive or negative), which would be due to the 
use of MRAC alone. Therefore, the next natural step would be to conduct clinical 
studies with large patient populations to evaluate the applicability, robustness and 
the quantitative accuracy of MRAC methods in clinical workflow and to differen-
tiate what standardized metrics need to be implemented for evaluation, reading of 
PET and adoption of new MRAC methods. Evaluating MRAC based on metrics 
used for diagnostic criteria will therefore play an important role in increasing the 
clinical applicability and promoting the value of new MRAC methods. 
Interestingly, since the introduction of 3D PET, a similar and extensive effort of 
the scientific PET community was made to introduce a robust method for scatter 
correction. This effort was finally realized by the modeling of single Compton 
scatter events in a simulation using measured emission and transmission data. This 
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allowed deriving of an estimation of the spatial location and magnitude of single 
scattered photons, that is, to calculate their contribution to measured emission data. 
The physical theory of photon scatter at energies of 511 keV with the theory, prac-
tice and implementation aspects behind the single scatter simulation algorithm are 
discussed in the following paragraphs, as scatter correction has important implica-
tions for neurological PET/MR imaging as well. 
2.5 Scatter Correction  
2.5.1 Physical process of photon scattering in positron emission tomography 
Correction of scattered photons is essentially required for quantitative PET recon-
struction. Scattering, if neglected causes degradation of image quality, loss of con-
trast and inaccurate quantification (Bendriem and Townsend et al., 1998). Scatter 
correction can be considered to be one of the major quantitative corrections imple-
mented in PET reconstruction in addition to attenuation correction. The magnitude 
of scatter in PET depends on the acquisition mode, the energy window width, the 
anatomy being imaged and the patient size (Zaidi et al., 2007). In 3D acquisition 
mode, it is estimated that 30 % to 35 % scatter fraction in brain studies (scattered 
versus un-scattered photons) can be expected (Zaidi et al., 2004). Before moving 
into scatter modeling and estimation, physical interactions of 511 keV gamma pho-
tons in tissue with regard to the scattering angle, PET energy window setting and 
the energy of the scattered photon should be shortly reviewed.  
In PET, scattering refers to Compton (incoherent) scattering where either one or 
both emission photons undergo one or multiple interactions with tissue (Zaidi et 
al., 2004). Other scattering processes such as Rayleigh (coherent) scattering can 
be neglected due to their relatively small contribution and/or occurrence (Zaidi et 
al., 2004; Zaidi et al., 2007b). In Compton scattering, the photon 1) changes direc-
tion and 2) loses part of its energy. Both of these phenomena are important to for 
the scatter correction in PET as the first (change of direction) is what calls for 
correction and the second (energy loss) is what allows removal of the scattered 
events of too low energy (Zaidi et al., 2004).   
The energy E´ of the scattered photon of original energy E after Compton interac-
tion at a scattering angle θ relative to the incoming direction can be written as: 
 
/
 , (7) 
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where mo is the rest mass energy of an electron and c is the speed of light. It can 
be seen from (eq. 7) that the energy of the photon decreases at the increasing scat-
tering angle θ. This loss of energy is important to consider as events outside the 
energy window of the PET acquisition are removed. Thus, the energy window set-
ting serves to eliminate the contribution of scattered photons which are of lower 
energy than the discriminator setting (Zaidi et al., 2004; Zaidi et al., 2007b). There-
fore, only those scattering events captured by the system energy window in the 
ranges of e.g. 440 keV to 660 keV need to be estimated, modeled and subtracted 
from the emission data by scatter correction. The formula which gives the proba-
bility of a Compton scatter from a free electron through a given angle is the Klein-
Nishina equation (eq.8) (Klein and Nishina et al., 1929; Evans et al., 1995; Zaidi 
et al., 2004).  
Thus, this equation is crucial if an accurate representation of the scatter distribution 
needs to be derived by modeling and simulation of scattered counts. The probabil-
ity of Compton scattering, i.e the differential scattering cross section Ω⁄  as a 
function of scattering angle θ is given by: 
 
Ω
1 1  , (8) 
where /  and re is the classical radius of the electron. As all un-scattered 
events in PET are assumed to be 511 keV before scattering, 1 for the first 
scatter (Zaidi et al., 2004; Zaidi et al., 2007b) and the differential Compton scat-
tering cross section relative to that for un-scattered annihilation photons becomes: 
 
Ω
1  ,  (9) 
giving the differential scattering probability. The integral of (eq. 9) from 0° to any 
angle gives the integral cross section, giving information about what fraction of 
scattered photons will be scattered with a given half-angle. Using these equations, 
Zaidi et al., (Zaidi et al., 2004; Zaidi et al., 2007b) noted that small-angle scattering 
is more likely than large-angle scattering and that the most probable scattering an-
gle is around 35°. The corresponding energy of the Compton-scattered photon at 
this angle is approximately 433 keV, which is within the acquisition energy win-
dow of most PET systems (Zaidi et al., 2004; Zaidi et al., 2007b). Thus, the ma-
jority of the scatter events needed to be corrected from the emission data are of 
small-angle scattering.   
In general, the purpose of any scatter correction method in PET is to create a rep-
resentation of the scattered counts (in magnitude and spatial distribution) that cor-
responds to a particular activity distribution and attenuation map of the object 
(Zaidi et al., 2004). This distribution is dependent on the size and density of the 
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object and system-related parameters such as geometry, energy resolution, and the 
PET energy window. Only scattered photons that have undergone a single Comp-
ton interaction are modeled as they amount to 75–80% of the scattered coinci-
dences, with the exact percentage depending on the source and attenuator geome-
tries (Watson et al., 1996; Ollinger et al., 1996). Multiple scattering and photons 
coming from outside the FOV are usually neglected. How these are eventually 
accounted for depends on the specific implementation of the scatter correction 
method. It should be noted here that outside FOV scatter is not usually considered 
a critical issue in 18F-FDG brain imaging as it has more effect in whole-body stud-
ies and in specific acquisition conditions using certain radiotracers (e.g. 15O).  
Although the gantry, table and other hardware components contribute to scatter, 
the contribution of such events is neglected, although they may be relevant in phys-
ical measurements (Zaidi et al., 2004). It is thus assumed, that the majority of the 
scattered events are considered to have originated within the patient (Zaidi et al., 
2004). Interestingly, a recent simulation study showed that while the majority (85 
% to 95 %) of scattered events come from the imaged object (patient, phantom), 
there is a scatter contribution from the physical hardware components in the range 
of 5 to 15 % (Hirano et al., 2017). To the best knowledge of the author, no studies 
have been made so far to evaluate the scatter originating from the fixed hardware 
components in the PET/MR field of view. 
Historically, there have been many approaches for scatter correction in PET imag-
ing. One such approach called the single scatter simulation (SSS) algorithm and 
presented in detail in the next sections, assumes: 1) scatter is due to single Comp-
ton scatter events 2) single scatter distribution can be calculated by application of 
the Klein–Nishina formula (eq. 8) using the known emitter density and attenuation 
coefficients from emission and transmission data and 3) the derived scatter esti-
mate can be scaled to the emission data tails for subtraction. Before moving into 
the details of SSS, scatter correction approaches for PET imaging with focus on 
SSS are briefly discussed.  
2.5.2 Scatter correction approaches in PET imaging 
Originally, quite a number of scatter correction methods for PET were proposed 
in the literature: these which are summarized in the following books and review 
articles (Bendriem and Townsed et al., 1998; Valk et al., 2003; Zaidi et al., 2006; 
Zaidi et al., 2001; Zaidi et al., 2004; Zaidi et al., 2007). These methods could be 
roughly divided into four broad categories: multiple-energy window (spectral-an-
alytic), convolution/deconvolution-based, direct estimation of scatter distribution 
and statistical reconstruction-based scatter compensation approaches (Zaidi et al., 
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2004). In addition, hardware approaches such as using coarse septa or beam stop-
pers made from lead were suggested (Zaidi et al., 2007). Much effort was put into 
developing approximate scatter correction techniques for 3D PET (Barney et al., 
1991; Chen et al., 1998; Adam et al., 1999; Bailey et al., 1994; Cherry et al., 1995; 
Adam et al., 1998; Zaidi et al., 2000) in addition to investigating the use of full 
Monte Carlo (MC) methods (Adam et al., 1999; Levin et al., 1995, Holdsworth et 
al., 2002). MC methods were considered computationally too intensive for clinical 
routine in PET for years. They have recently re-emerged as graphical processing 
units (GPUs) which have made it possible to achieve the required computational 
speed without extensive hardware costs (Gaens et al., 2013). Eventually, two meth-
ods based on direct estimation of scatter distribution became most widely adopted, 
generally denoted as the single scatter simulation (SSS) algorithm of Watson (Wat-
son et al., 1996) and the model-based single scatter approach of Ollinger et al., 
(Ollinger et al., 1996) which are incorporated as part of the iterative reconstruction 
loop in PET/CT and PET/MR systems to this day. The specific aspects of the im-
plemented scatter correction method are, however, very vendor-dependent. 
The SSS algorithm was originally introduced by Watson et al., (Watson et al., 
1996) while a model-based approach based on simulation of single scattered pho-
tons was introduced almost simultaneously by Ollinger et al., (Ollinger et al., 
1996). Both algorithms approximate the scatter distribution from the volume cov-
ered by emission and transmission images. There are considerable differences in 
implementation of how single Compton scattered events are modeled between 
these two approaches. The SSS algorithm by Watson et al., does not explicitly 
account for multiple scatter in the scatter model (Watson et al., 1996), while the 
approach of Ollinger et al., accounts for multiple scatter by inclusion of a separate 
model to derive multiple scatter as a convolution of the single scatter distribution 
(Ollinger et al., 1996). The details of the model-based implementation by Ollinger 
(Ollinger et al., 1996) with later modifications are described in detail in the fol-
lowing references (Ollinger et al., 1996; Wollenweber et al., 2002; Iatrou et al., 
2006, Iatrou et al., 2007). However, for the sake of the context of this thesis, the 
following sections will focus on the details of the SSS algorithm which are deriv-
atives or extensions of Watson’s approach from (Watson et al., 1996).   
Considering SSS, while the scattering algorithm kernel is in most components the 
same as introduced in (Watson et al., 1996), there have been extensions and mod-
ifications to the original work which are described in the following references 
(Watson et al., 1997; Watson et al., 1999; Watson et al., 2004; Watson et al., 2007). 
The SSS algorithm implementations also vary to some extent across different PET 
system vendors e.g. comparing the approach of Siemens Healthcare (Watson et al., 
2004) to Philips Healthcare (Accorsi et al., 2004) and GE Healthcare  (Wollen-
weber et al., 2002). With the increasing interest in TOF PET, a concept introduced 
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already in the 1980s (Ter-Pogossian et al., 1981), the SSS and the model-based 
implementation of Ollinger et al., were later extended to TOF imaging (Werner et 
al.; 2006; Watson et al., 2007; Iatrou et al., 2007) to incorporate TOF-dependent 
scatter estimates. As multiple scatter interactions are not modeled explicitly by the 
algorithm in (Watson et al., 1997; Watson et al., 2007) and in (Accorsi et al., 2004), 
it is assumed that scaling to emission sinogram tails (presented in detail in section 
2.5.4) will be sufficient to account for multiple scattering in the data.  
This assumption is based on empirical findings that scaling the single-scatter dis-
tribution should approximate the multiple scatter distribution present in the emis-
sion data, although this relation cannot be proven theoretically (Watson et al., 
1997). In addition, this approach has been justified by the use of an appropriate 
energy window setting, which should eliminate most multiple scattered coinci-
dences which do not have enough residual energy to be registered as true coinci-
dences. The original implementation did not account for out-FOV scatter (Watson 
et al., 1997), although model-based implementations of (Ollinger et al., 1996) and 
later implementations of SSS account for this as well (Watson et al., 2004; Accorsi 
et al., 2004), where both approaches assume that to a certain extent outside the 
imaged FOV, the spatial distribution and shape of emission and transmission im-
ages and scatter beyond the imaged FOV remains continuous. It should be added 
that out-FOV scatter contribution is usually considered significant for whole-body 
only.  
For estimating the scatter distribution, the approaches based on direct scatter esti-
mation evolve around the following principle: the scatter component in a given 
LOR can be approximated by simulating the contribution of single Compton scat-
tered events (Watson et al., 1996,;Ollinger et al., 1996; Werling et al., 2002; Ac-
corsi et al., 2004) to that particular LOR by using the emitter distribution from 
emission images and the measured attenuation coefficients from transmission im-
ages with the direct application of the Klein-Nishina formula (eq. 8). This is made 
computationally feasible by recognizing that the contribution of small scattering 
regions (scatter sample points) to an LOR passing through the object can be 
merged into an analytical formula using the Klein Nishina equation (eq. 8) (Wat-
son et al., 1996; Watson et al., 1997; Accorsi et al., 2004). A prerequisite for cal-
culation of the scatter distribution (by spatial location and magnitude) is therefore 
an estimate of the activity distribution (from emission images) and the attenuation 
coefficients (from transmission images) in the volume (Ollinger et al., 1996; Wat-
son et al., 1997) and a physical model of photon scattering, detector geometry and 
acquisition parameters (Accorsi et al., 2004). 
The SSS algorithm implementation of Accorsi et al., (Accorsi et al., 2004) is in-
troduced in detail in the following sections for the sake of the context of this thesis. 
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This is the standard implementation of SSS in the Philips Ingenuity TF PET/MR 
system. The implementation of Accorsi (Accorsi et al., 2004) compared to Wat-
son’s implementation (Watson et al., 1996; Watson et al., 1997) is quite similar, 
so only their differences are shortly discussed for historical reasons. The model-
based implementation of Ollinger (Ollinger et al., 1996) compared to the simula-
tion-based approaches of Accorsi (Accorsi et al., 2004) and Watson (Watson et al., 
1996) differ quite much from each other. Therefore, the implementation similari-
ties between Accorsi (Accorsi et al., 2004) and Ollinger (Ollinger et al., 1996) are 
only discussed in part where the two algorithms overlap. These three algorithms 
by Watson, Ollinger and Accorsi cover the basis of the PET scatter correction 
methodologies used by all three PET/MR vendors in modern PET/MR systems 
(Siemens Healthcare, GE Medical Systems and Philips Healthcare).  
2.5.3 The single scatter simulation algorithm 
The contribution of scatter can be considered to be additive, adding or misplacing 
activity to true emission LORs. The contribution of scattering in a volume can be 
simulated by sub-sampling the volume to scattering points which contribute scatter 
to emission LORs. This is illustrated for one scatter point in Figure 3. Selecting an 
emission LOR, simulating the number of events that each scatter point in the vol-
ume contributes to that LOR and finally repeating the calculations for the remain-
ing emission LORs allows to estimate the scatter in the volume (Accorsi et al., 
2004). This defines the basic assumption of the SSS algorithm: total contribution 
of single scatter events to an emission LOR can be expressed as the superposition 
(or volume integral) of the contributions of many scatter points, which are ran-
domly distributed throughout the object (Watson et al., 1996; Watson et al., 1997; 
Accorsi et al., 2004).  
 
Figure 3. Illustration of contribution of a scatter point SAB (red line) to the emission LOR 
(dashed line) spanning across two detectors A and B (Watson et al., 2007).  
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For each emission LOREM(A,B) between detector A and B, a scatter point SAB adds 
a number of scattering events which can be estimated. The scatter point SAB con-
tributes a total amount of single scatter events EStotal, which can be divided into 
two distinct contributions: ESA and ESB (Watson et al., 1996).  ESA gives the con-
tribution of the emitters from SAB to detector A while ESB gives the contribution 
of emitters from SAB to detector B (Watson et al., 1996). The total scatter contri-
bution EStotal can then be expressed as:  
 ,  (10) 
where the proportional (relative) contribution from ESA to an emission LOR is ex-
pressed below in mathematical form by Accorsi et al., (Accorsi et al., 2004): 
 ∝ ∑ λ e , ,
Ω
Ω e , 	 ,  (11) 
where S is the scatter point, A and B are the detectors identifying the LOREM(A,B), 
 is the linear activity concentration, x is an integration variable spanning a straight 
line between integration limits, µ is the linear attenuation coefficient due to all in-
teractions that remove the photon from a straight line as a function of space and 
energy, E0 is the energy of the un-scattered photon (511 keV), µc is the attenuation 
coefficient related to Compton interactions,  is the Klein-Nishina total cross sec-
tion, Ω⁄  is the Klein-Nishina differential cross section calculated at an angle 
spanning across the detectors A and B where scatter point S is the vertex (defined 
∠ ), Ω  is the solid angle under which detector B is seen from S,  is the energy 
of the scattered photon and  and  are the factors related to detection efficiency 
of the detectors. ESB is analogous, where detectors A and B are interchanged.  
Therefore, equations (10 and 11) simply express the possibility of scatter occurring 
around the scattering point S to be detected by the detector pair A and B (Watson 
et al., 1996). The probability of detectors A and B detecting the scatter event can 
be expressed as joint probabilities of: a single Compton scatter event occurring at 
angle ∠  expressed as term ( ,
Ω
), the probability of the photon not having 
any other Compton interaction between scatter point and detector (terms 
e , 	and e , expressing attenuation of un-scattered and scattered 
photon), the probability of positron annihilation between scatter point S and detec-
tor A (term λ ) and the probability that each of the detectors capture such 
an event (terms  and ). Although no details are given in the report of Accorsi 
et al., (Accorsi et al., 2004) about the solid angle factor (Ω ), we assume it is cal-
culated as the ratio of the cross section of detector B ( ) to the distance from the 
scatter point S to B ( ), given as (Ω 	 ⁄ ). Finally, the total sum of these 
contributions over all scatter points gives the contribution from ESA and likewise 
the contribution from ESB.  
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The detection efficiency factors (terms  and ) are calculated as given by (Ac-





,  (12) 
where ∆  is the standard deviation of the Gaussian function modeling the energy 
resolution of the crystals with a full width half maximum ∆  at 511 keV,  is the 
energy of the incoming photon and  is the energy setting of the lower energy 
discriminator. Dependence of efficiencies on energy, angle of incidence and depth 
of interaction are not modeled (Accorsi et al., 2004).  
The scatter contribution of single scatter events to an LOR is expressed by Watson 
as a volume integral of scatter points over the scattering object, where the volume 
integral is estimated by evaluating (eq. 13) at an array of scatter points SAB in the 
object (Watson et al., 1996). For each combination of sampled emission LOR and 
a scatter sample point in the object, a scatter contribution to the LOR is computed 
(Watson et al., 1996). The sum over all scatter points determines the total contri-
bution of scatter to that LOR (Watson et al., 1996). Similarly to (eq. 10), the single-
scatter contribution can be expressed as the mean total coincidence rate Rscatt = 
Rscatt(A) + Rscatt(B) in an LOR for the detector pair (A,B) and scatter point S, where 
Rscatt(A) is (modified from Watson et al., 1996):  
 	 ,  
 ,Ω
Ω
,  ,  (13) 
which is similar to (eq. 11) as we will see in detail.  
As in (eq. 11), the first term in (eq. 13) gives the linear activity concentration  
between scatter point S and detector A defined by integration path x. The second 
term and the fifth exponential terms in (eq. 13) represent the attenuation of un-
scattered and scattered photon as in (eq. 11). The third term gives the solid angle 
factor, giving the cross section for the emitted photons to intersect detector A and 
the scattering volume  about the scatter point S (Watson et al., 1996). The fourth 
term gives the probability that a photon entering the volume  from scatter point 
S in a path to detector A will scatter through an angle Ω  into the solid angle sub-
tended by detector B (Watson et al., 1996). Finally, the sixth and the seventh terms 
represent the detection efficiency of detectors A and B for probability of detection 
for the un-scattered and scattered photon.  
42 Review of the literature 
Interestingly, no details of the solid angle factor calculation were given in (eq. 11) 
by (Accorsi et al., 2004) contrary to Watson (Watson et al., 1996), where the third 
factor in (eq. 13) gives the solid angle factor. Otherwise, as can be seen, with the 
exclusion of the solid angle factor, both (eq. 11) and (eq. 13) are quite similar. 
Although (eq. 13) offers a mathematically cleaner presentation, (eq. 11) is easily 
understandable in algorithm form. The main difference in expression of the con-
tribution of the scatter points by Accorsi et al., (Accorsi et al., 2004) which is de-
scribed as the sum of the contributions of individual emitter points from the scatter 
point S to the detector side A in emission LOREM(A,B) contrary to the volume 
integral by Watson et al., (Watson et al., 1996). In practice, the volume integral is 
eventually evaluated by summation over all the selected scatter points by discrete 
sampling technique (Watson et al., 1996).  
Computationally, the most time-consuming task in scatter calculation is the eval-
uation of the line integrals in (eq. 11), which must be evaluated for each possible 
ray from the scatter point to the LOR defined between detectors A and B (Werling 
et al., 2002). Due to the low frequency character of scatter, a coarse set of LORs 
can be used to reduce the computational load and the sub-sampled scatter estimate 
can be interpolated to full sinogram space. For practical calculation of the first two 
line integrals in (eq. 11), the algorithm implementation of SSS by (Accorsi et al., 
2004) calculates for each sampled detector pair the efficiency 	and solid angle 
Ω , an emission integral λ  and attenuation integral e ,  evalu-
ated at energy E0 for a given scatter point S. The minimum of the solid angles is 
not considered. The line integrals are calculated from expressions in the form:  
 ∑ ,  (14) 
where is the number of voxels in the path of the photon,  is the value of the 
quantity assigned to voxel  along the integration path and  is the length of the 
photons’ path through the th voxel (Accorsi et al., 2004). A short description of 
the algorithm using the energy of the scattered photon (eq. 7), Klein-Nishina equa-
tion (eq. 8), scatter contribution (eq. 11) and detection efficiency (eq. 12) follows 
(Accorsi et al., 2004). 
The results of calculation of each integral for the current scatter point are stored 
and combined in LORs by table lookup method. Afterwards, the scatter angle θ is 
calculated and entered to the Klein-Nishina differential cross section (eq. 8) and of 
the energy of the scattered photon (eq. 7). This is used to calculate the attenuation 
coefficients for scattered photons in the third integral e ,  in (eq. 11) and 
is needed to calculate efficiency  from (eq. 12). The calculation is then executed 
as a loop over scatter points and contributions to LORs are added accordingly in a 
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lookup table (Accorsi et al., 2004). The final result is a matrix in LOR space, con-
taining the relative scatter count rates for each detector pairs. Therefore, the scatter 
count rates are calculated within a scaling coefficient. The calculation of scaling 
coefficient is addressed in section 2.5.4.  
When the scaled scatter contribution is known both in spatial location and magni-
tude, it must be removed from the emission data. As the physical effect of scatter-
ing can be considered to be additive (Watson et al., 1997), where scatter errone-
ously contributes (or mislocates) activity to true emission LORs, correction oper-
ation in the simplest form is subtraction of the simulated scatter distribution from 
the emission data (Accorsi et al., 2004). To describe this process in algorithmic 
form, SSS can be implemented as follows (Accorsi et al., 2004); this is the standard 
method for scatter correction on the Philips Ingenuity TF PET/MR system.  
The following steps are conducted during SSS in its most basic version (Accorsi 
2004): 
1. Define activity and attenuation distribution from the scatter-uncorrected emis-
sion and transmission image. 
2. Randomly distribute scatter points within the scatter volume. 
3. Select an LOR 
4. For a given scatter point, calculate the number of events it contributes to this 
LOR from the following and using (eq. 11): 
• activity distribution estimate, 
• Klein–Nishina cross section, 
• Compton scattering relationships, 
• solid angles, 
• scatter medium distribution. 
5. Repeat for all scatter points and add all contributions to the LOR. 
6. Repeat steps 3 to 5 for all LORs. 
7. Interpolate in LOR space to obtain the scatter sinogram. 
8. Scale and subtract the scatter sinogram from the measured sinogram. 
9. Reconstruct the image. 
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To derive accurate shape of the scatter with SSS, assumptions about the nature and 
consistency of the emission and transmission data need to be made (Ollinger et al., 
1996; Watson et al., 1996; Accorsi et al., 2004). These can be shortly listed as 
follows: 1) the data corrections made to emission data such as randoms, attenuation 
and dead-time have been performed accurately, 2) most of the emitter activity is 
contained inside the FOV, 3) the transmission images are complete and accurate, 
containing the entire scattering object in the FOV, 4) the emission and transmission 
images are known for most of the regions that contribute scatter to the data.  
There are natural limitations in using scatter-uncorrected emission and transmis-
sion data for scatter estimation (Watson et al., 1997; Accorsi et al., 2004). These 
measurements always exhibit a small factor of errors and noise due to the image 
acquisition and reconstruction process. Another limitation is that the scatter distri-
bution is always derived from a preliminary estimate of the activity distribution 
reconstructed from scatter-uncorrected data, containing a scatter bias (Werling et 
al., 2002). One solution to this problem is to iterate the SSS estimate and reuse the 
emission data from earlier calculations (Werling et al., 2002) as is applied by all 
of the three methods (Watson et al., 2007; Wollenweber et al., 2002; Accorsi et al., 
2004), allowing more accurate scatter estimate. Three iterations have been consid-
ered sufficient (Accorsi et al., 2004; Watson et al., 2004; Wollenweber et al., 
2002).  
Finally, the derived single scatter estimate needs to be scaled to match the emission 
data (Watson et al., 1996; Ollinger et al., 1996; Werling et al., 2002; Accorsi et al., 
2004). In theory, the approximated scatter component can be scaled to the normal-
ized emission data by applying a single scale factor for all tilts and slices although 
typically slice-by-slice and tilt-by-tilt factors are used (Accorsi et al., 2004). This 
scaling factor can be determined from comparing the regions of the sinogram (si-
nogram tails) that contain no direct LOR data, but only scattered (background) 
events. This region is derived by using an inverse mask of the transmission sino-
gram, isolating all the emission events located outside the patient contour which 
are assumed to consist only of purely scattered events (Ollinger et al., 1996; Wat-
son et al., 1996; Accorsi et al., 2004). Thus, all the points used for scatter scaling 
should be located outside the transmission volume and outside the main activity 
distribution. Thereafter, the approximated single scatter distribution can be scaled 
to emission data by solving the appropriate scaling parameters in the form of (ax 
+b) analytically (Accorsi et al., 2004). While tail scaling is the most common ap-
proach, methods such as scaling to the normalized emission sinogram (Holdsworth 
et al., 2002) have been investigated. The sinogram scaling is expected to compen-
sate for the majority of multiple scatter present in the data, as there is no explicit 
treatment of multiple scatter in the SSS algorithm (Accorsi et al., 2004; Watson et 
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al., 1997). A summary of these scaling methods is described in detail in the fol-
lowing section.  
2.5.4 Methods for scaling the SSS derived scatter distribution 
The most common method for scatter scaling is tail fitting. An illustration of the 
tail fitting procedure is shown in Figure 4. The scatter-only regions corresponding 
to emission sinogram tails are extracted from the emission sinogram data by using 
a segmented mask from the transmission data (Accorsi et al., 2004; Werling et al., 
2002). The mask is created by forward projection of the object contour obtained 
from the transmission image. In the projection (sinogram) space, a binary mask is 
obtained where pixels outside the object contour are assigned the value 1 while 
other pixels are assigned a value of 0 (Accorsi et al., 2004; Werling et al., 2002). 
The emission data are then masked to exclude the counts contained in the object. 
The masking operation ensures that only data points from the scatter-only back-
ground region of the emission sinogram contribute to the scaling parameters. For 
added robustness, certain regions close to the patient boundary (<1 cm in Accorsi 
et al., 2004) or below a certain threshold calculated from the emission data (Wat-
son et al., 2004) can be excluded as well. This is done to ensure that no emission 
contamination is present in the background region, resulting in over-scaling and 
over-subtraction.  
An appropriate scaling coefficient is usually estimated by least squares fitting be-
tween the tails and the scatter sinogram estimate (Accorsi et al., 2004; Werling et 
al., 2002) or by minimization of an L1-norm in the scatter-only region (Watson et 
al., 1996). The scaling procedure was later updated to derive plane-by-plane scal-
ing factors by a weighted least squares fit between scatter sinogram and emission 
sinogram (Watson et al., 2004). Later implementations also included two options 
for scaling the scatter sinogram, either relative (tail fitting) or absolute (forward 
model using initial activity estimate) in magnitude (Heußer et al., 2017), where the 
latter offers more robustness in terms of over-subtracting scatter but ignores mul-
tiple scatter and out-FOV activity. Another approach to reduce the effect of over-
subtraction is to set an upper limit (called the “scatter limit”) to the scaling factors 
of the sinogram tails (Miwa et al., 2015), which has similar limitations to those of 
absolute scaling. It should be noted that the issues described in (Heußer et al., 
2017) and (Miwa et al., 2015) are related to specific conditions in whole-body 
imaging.  
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Figure 4. A diagram with illustration of the tail fitting procedure with simulated data. 
The upper row shows how the background regions (sinogram tails) consisting of scattered 
events are extracted from the emission sinogram. The lower row shows a line profile over 
the sinogram data, showing how the extracted tails are used to find a scaling coefficient 
(ax + b) for the estimated scatter and the scaled scatter distribution before and after fitting 
to sinogram tails. 
Moreover, plane-by-plane scaling factors can also be averaged across a number of 
planes for increased robustness in case of poorly segmented or noisy tail data (Ac-
corsi et al., 2004). In the model-based scatter correction of Ollinger (Ollinger et 
al., 1996), the scaling parameters are calculated based on the integral of the esti-
mated scatter and emission data in the tail region. The later implementations seem 
to follow this approach by calculating a scaling coefficient from the integral or 
sum of the emission sinogram tails (Wollenweber et al., 2002; Itarou et al., 2006). 
Other estimator functions to derive the scaling factor based on the sinogram tails 
have aslo been investigated (Werling et al., 2002), to increase robustness in case 
of noise or poorly segmented tails.  
In particular, the scatter scaling procedures using the traditional tail fitting methods 
are sensitive to the quality and consistency of the available emission and transmis-
sion data. Tail fitting is more prone to errors if the quality of the extracted emission 
tails is low. Noise or out-FOV activity increases the background counts in the tail 
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region and the poor quality or segmentation of the transmission map may lead to 
over-scaling and over-subtraction of scatter. The segmentation quality is a more 
common issue in whole-body imaging compared to the brain, especially with obese 
patients or where the transmission data are truncated (Miwa et al., 2015). However, 
head motion between the emission and transmission scan will have a similar im-
pact on the scatter scaling procedures, especially with radiotracers with high skin 
accumulation (Mansor et al., 2016).  
Alternative methods which would be more robust and less dependent on the quality 
of the emission tails are thus desirable. One such an approach for scatter scaling is 
to apply a fast Monte Carlo (MC) simulation (Ye et al., 2014) to derive the scaling 
parameters instead of fitting to emission tails. The Monte Carlo single scatter sim-
ulation algorithm (MC-SSS) derives the scaling parameters by using MC in com-
bination with SSS. The SSS is used to estimate the shape and magnitude of the 
relative scatter contribution from the emission and transmission data as described 
previously (Accorsi et al., 2004), while the MC simulation uses the available emis-
sion and transmission data to derive an estimate of the true scatter fraction SF dur-
ing the PET study (Ye et al., 2014).   
The contribution of all scatter counts (total scatter, CS) are expressed using the 
following equations (Magota et al., 2017):  
 ,  (15) 
where SF denotes the scatter fraction and CEM denotes the total emission counts in 
the scatter uncorrected, measured emission data. The contribution of all scatter 
counts can be also expressed as (Magota et al., 2017): 
 ,  (16) 
where k is the scaling factor needed to be solved to correctly scale the SSS derived 
scatter estimate (CSSS) to match the emission data (CEM). Thereafter, the scaled 
scatter contribution can be extracted from the emission data similarly to the tail-
fitted scatter contribution. The two parameters that need to be derived are the scal-
ing factor k and the scatter fraction SF, where the SF can be estimated by MC 
simulation. As the SSS derived scatter estimate and the emission data are already 
known, the scaling factor k for CSSS can then be derived using MC simulation from 
(Magota et al., 2017):   
 ,  (17) 
where the scatter fraction SF is the scatter fraction calculated from the MC simu-
lation consisting of simulated true counts and scattered counts:  
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 ∑ ∑⁄ ,  (18) 
where CT denotes the true counts without scatter contribution and CS denotes the 
contribution of scatter counts. Since only the scatter fraction SF needs to be calcu-
lated for estimating the scaling factor, a large number of events is not required in 
the MC simulation (Ye et al., 2014; Magota et al., 2017). The scaling factor can be 
specific to a portion of the measured sinograms or global across all the measured 
sinograms (Ye et al., 2013; Kolthammer et al., 2016).  
It is evident that this approach has advantages over traditional tail fitting, as the 
scaling factor k is no longer dependent on quality, segmentation or noise bias ex-
isting in the sinogram tails. However, this method does not resolve any errors al-
ready existing in the SSS derived scatter estimate (CSSS) and the emission data 
(CEM) as it is only intended to alleviate errors in the scatter scaling where tradi-
tional tail fitting fails. The SSS derived scatter estimate is affected by the quality 
of the emission and transmission images used to calculate the scatter estimate 
(Watson et al., 1997), as seen from (eq. 11) and (eq. 13). The errors in transmission 
and emission data may therefore be reflected in the amplitude and spatial distribu-
tion of the computed scatter profiles, affecting PET image quantification. Thus, 
scatter scaling will not compensate for the errors that already exist in the shape of 
the spatial distribution of the computed scatter component (Watson et al., 1997; 
Werling et al., 2002), although alternatives for scatter scaling are much desired in 
specific study conditions. Initial reports of the MC-SSS are promising in unique 
cases which are a challenge to traditional tail-fitting methods such as in 15O gas 
inhalation studies (Magota et al., 2017).  
Moreover, scaling the scatter sinograms to the emission sinogram tails can be chal-
lenging due to a multitude of reasons. These include noisy emission data (Werling 
et al., 2002), which usually lead to over-subtraction of scatter and image artefacts 
if the scaling factors are overestimated due to the noise in the tails. External scatter 
may not be completely compensated for in all cases, as it is assumed that most of 
the activity is contained in the FOV (Watson et al., 2004). Out-FOV scatter may 
potentially change the emitter distribution inside the FOV, affecting SSS calcula-
tion (eq. 11) and thus lead to scatter overcompensation, as the scatter shape is lin-
early dependent on the magnitude of emitter density (Watson et al., 2004), while 
the increase of activity in the background (tail) region will affect tail fitting as well. 
These situations mentioned above are normally not an issue for 18F-FDG brain 
imaging, but for  studies such as O-15 gas inhalation, alternative methods for scat-
ter scaling (Magota et al., 2017) or when to apply or not to apply out-FOV scatter 
compensation procedures (Hori et al., 2015) should be considered.  
However, no extensive evaluations have been performed to investigate the accu-
racy of scatter correction methods in 18F-FDG brain PET/MR imaging when 
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MRAC is used. Using MRAC without compensating for attenuation of the skull 
may theoretically result in changes of scatter amplitude and shape if the attenuation 
coefficients in MR-based attenuation maps are underestimated. Therefore, assur-
ing how scatter correction accuracy is not affected when using MRAC with or 
without bone is important for brain PET/MR imaging.  
2.5.5 Scatter correction and MRAC 
In general, both algorithm implementations of (Watson et al., 1997; Ollinger et al., 
1996) assume that the attenuation map used in single scatter estimation would be 
consistent and free from any significant errors. This creates a logical link between 
scatter correction and the accuracy of MRAC, as the MR-based attenuation map is 
used in SSS to derive an estimate of the magnitude and spatial distribution of scat-
ter contribution - the scatter sinogram. However, to the best knowledge of the au-
thor, there have been no studies investigating a possible bias of the calculated scat-
ter distribution due to errors in the estimated attenuation coefficients. Ideally, this 
should be addressed by a simulation study to remove additional factors present in 
the measured data.  
It is assumed that the attenuation coefficients in the transmission sinogram would 
be accurate to a degree, while in MRAC these attenuation coefficients are gener-
ally underestimated. Therefore, one might expect that the accuracy of MR-based 
attenuation maps has an effect on the accuracy of scatter correction, although at 
the same time it is worth noting that the scatter simulation is not very sensitive to 
fine details in the estimated emission or transmission images (Watson et al., 2004). 
This is due to the inherent smoothness or low frequency profile of the scatter dis-
tribution. This is also in part the reason why scatter simulation can be performed 
using highly under-sampled emission and transmission images, a small set of 
LORs and quite large voxel sizes within the simulated space (10 mm in Watson et 
al., 2004).    
It is natural to assume that artifacts, high levels of noise or the presence of uncor-
rected scatter in the data may result in errors in scatter calculations (Watson et al., 
1997). These situations are evident in PET/MR imaging if the MRAC images used 
for attenuation correction include areas void of signal due to implants or trunca-
tion, which are more of a problem in whole-body than in the brain. The effects of 
such errors are also due more to the contribution of incorrect attenuation correction 
than incorrect scatter correction. Very few reports have been published so far about 
the accuracy of scatter correction and how MRAC affects it, especially for brain 
PET/MR imaging. Historically, the work of Zaidi et al., (Zaidi et al., 2003) inves-
tigated the use of MRAC for attenuation and scatter correction and concluded that 
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using the method of choice based on MR images would be feasible for such a pur-
pose. Since then, there have been just two reports investigating the relation of 
MRAC and scatter correction where both (Burgos et al., 2014) and (Merida et al., 
2017) concluded that PET quantification errors are mostly due to attenuation and 
not to scatter correction. Although (Son et al., 2010) did not specifically study the 
effect of MRAC, they also concluded that the main contributor of errors is attenu-
ation correction and not scatter correction.  
Whether the accuracy of SSS and scaling of the SSS estimate could be considered 
robust for brain 18F-FDG PET/MR imaging using less than optimal MRAC has not 
been specifically studied. We focus in part on this specific issue in the methodo-
logical section of this thesis.
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3 AIMS OF THE STUDY 
1) To investigate whether MR-based attenuation correction is the largest con-
tributor to the quantitative bias reported in neurological 18F-FDG PET with 
hybrid PET/MR systems (Study I). Our purpose was to show that by imple-
menting a unified and accurate method for attenuation correction by the use 
of CTAC both in PET/MR and PET/CT systems, the quantitative bias could 
be minimized to a level where it corresponds to the reproducibility of PET 
imaging (±5% error). This would imply the following: using either meas-
ured attenuation correction from CTAC or TXAC or an approximation of 
CTAC - an MRAC method with accuracy close to CTAC or TXAC, the 
quantitative bias between PET/CT and PET/MR systems could be effec-
tively minimized.  
2) To develop and implement a new MRAC method (Study II) to account for  
the skull attenuation lacking from the vendor-supplied MRAC of the head 
region. The method should be effective in minimizing the quantitative bias 
in PET for 18F-FDG imaging up to the level of SUV reproducibility (< 10 
% bias) and should improve the accuracy from the vendor-supplied MRAC 
implemented on the Ingenuity TF PET/MR system. The requirements for 
the method should be low enough for standard clinical practice, be viable to 
use retrospectively as well, with the only prerequisite in having access to 
T1-weighted MRI data available in the PET/MR system, preferably using 
the same acquisition as the vendor-supplied MRAC. The method should 
have a low computational complexity to be implemented as part of the clin-
ical routine (low execution time) and should not require proprietary compo-
nents or software to be applicable and distributable across multiple PET/MR 
systems. Thus, any PET/MR user should be able to use, redistribute and 
modify the method freely by using already available software.  
3) In Study III the purpose was to develop the method further to achieve quan-
titative accuracy to a level reported with more advanced methods in the lit-
erature, the level of PET reproducibility (< 5 %). Our aim was to improve 
the accuracy of the method by including additional tissue classes for the 
brain, allowing us to account for the higher attenuation of brain tissue com-
pared to soft tissues. As continuous attenuation values for bone are consid-
ered to improve PET quantification, a continuous tissue class for bone was 
also added. The requirement would be to achieve PET image quantification 
accuracy close to acceptable limits of SUV reproducibility (±10%) and fi-
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nally, reproducibility of PET imaging (±5%). At the same time, the require-
ments of study (II) should be preserved to keep the complexity of the 
method low enough to be applicable for clinical routine.  
4) In Study IV we investigated the effect of MRAC on the accuracy of scatter 
correction, particularly by using two methods for scatter scaling, the stand-
ard method tail-fitted SSS (TF-SSS) and a prototype Monte Carlo SSS (MC-
SSS). Our aim was to investigate whether the quantitative accuracy of PET 
due to scatter correction is further compromised when an MR-based atten-
uation map is used in part of the scatter correction estimate. Furthermore, 
we also set out to investigate whether using an MR-based attenuation map 
changes the shape or the scaling of the SSS calculated scatter estimate sig-
nificantly and whether this has a degrading effect on PET image quantifica-
tion. 
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4 MATERIALS AND METHODS 
Before going into the Materials and Methods of each individual study, a descrip-
tion of the performance of the Philips Ingenuity TF PET/MR system with consid-
erations of the characteristics of the PET image reconstruction, attenuation correc-
tion and scatter correction algorithms of the system is shortly given. This is im-
portant especially in the light of studies (II, III, IV) and partly study (I). After the 
introduction of the Ingenuity TF system, we move on to describe the Materials and 
Methods of each individual study.  
4.1 The Philips Ingenuity TF PET/MR  
Studies (II, III, IV) were conducted on the Philips Ingenuity TF PET/MR system 
installed in the Turku PET Centre. The system was also included in the multi-
center comparison in Study (I). The Philips Ingenuity TF PET/MR represents the 
first commercial whole-body hybrid PET/MR system introduced in 2010 (Figure 
5). The system consists of a separate MR and PET systems combined with a rotat-
ing patient table, allowing sequential acquisition of both MR and PET without 
moving the patient relative to the patient table. The PET gantry is set 4.2 m apart 
from the MR system and operates inside the MR scan room. Both PET and MR 
system hardware have been modified to minimize mutual interference.  
 
Figure 5. Ingenuity TF PET/MR system at Turku PET Centre.  
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The MR system is based on a Philips Achieva 3T X-series MR, which includes 
multi-transmit capabilities. The MR system has a maximum gradient strength of 
40 mT/M and a slew rate of 200 T/m/s. The PET system is based on a Philips 
Gemini TF introduced in 2007 (Surti et al., 2007), with TOF capabilities available 
clinically in static whole-body imaging. The PET system consists of 4x4x22 mm3 
lutetium oxyorthosilicate (LYSO) crystals in 28 detector modules. The bore diam-
eter is 707 mm in PET with a 576 mm transverse and 180 mm axial reconstruction 
FOV for PET imaging. Compared to the Philips PET/CT systems, reconstruction 
with a 676 mm transverse PET FOV size is not available in clinical routine. The 
coincidence window width is 6 ns and the energy acquisition window is 460 to 665 
keV. The axial spatial resolution of the system is 4.8 mm. More details are availa-
ble in the respective performance article (Zaidi et al., 2011). 
4.1.1 PET reconstruction of the system 
The PET reconstruction system is based on the implementation described in (Wang 
et al., 2006), although TOF-based reconstruction in the brain could not be applied 
due to technical limitations in the reconstruction system during the years 2013 to 
2017. This mainly concerns the PET data in studies (I to IV). The workflow of the 
PET reconstruction of the system is explained in detail in (Wang et al., 2006). 
Although the system was initially marketed by the manufacturer as a TOF-capable 
system, a vendor-implemented TOF reconstruction is possible only in static whole-
body reconstruction protocols unless modifications are implemented on the recon-
struction system and the reconstruction protocols.  
4.1.2 Vendor-supplied MR-based attenuation correction 
The vendor-supplied MRAC of the Ingenuity TF PET/MR system is based on a 
method described by Schultz and Hu et al., (Schultz et al., 2011; Hu et al., 2009). 
The method uses a 3D T1-weighted fast field echo (FFE) sequence with echo time 
of 2.16 ms, repetitition time of 4.18 ms and flip angle of 10 degrees with a total 
acquisition time of 84 s and an isotropic voxel size of 2 mm. The sequence is in-
tended to produce low-contrast, low-resolution T1-weighted images for attenua-
tion correction purposes only, referred to as attenuation MR (atMR).   
In the body region, the method includes segmentation of the patient body in three 
separate tissue classes depending on the area of interest. The segmentation algo-
rithm is described in (Schultz et al., 2011; Hu et al., 2009). Soft tissues, air outside, 
air inside (in whole-body studies) and lungs are differentiated as separate tissue 
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classes. For each tissue class a fixed attenuation coefficient is defined as follows: 
soft tissue (0.096 cm-1), lung (0.022 cm-1), air (0.0 cm-1).  
In the head region, the patient head is delineated by image segmentation of the 
head contour and assignment of a discrete attenuation coefficient of soft tissue 
(0.096 cm-1) for the entire head contour, ignoring air cavities and bone inside the 
head region.  
Attenuation correction of fixed components in the PET and MR FOV such as the 
system head coils and the patient bed is implemented by using predefined tem-
plates which are added automatically to the attenuation map during PET image 
reconstruction (Hu et al., 2009). Flexible components of the coils are not compen-
sated in the attenuation map and must be removed from the frontal part of the pa-
tient during the PET acquisition to avoid image artifacts. For example, the anterior 
section of a torso coil can be removed before the PET examination while the fixed 
posterior section is compensated by an attenuation template.  
4.1.3 Implemented scatter correction methods 
The SSS algorithm implementations are described in (Accorsi et al., 2004, Wang 
et al., 2006; Ye et al., 2014; Magota et al., 2017; Werner et al., 2006) for the Philips 
Ingenuity TF PET/MR system. The SSS algorithm kernel is based on implemen-
tation described by (Watson et al., 1996; Watson et al., 1997; Watson et al., 1999; 
Accorsi et al., 2004), while the scaling of the scatter distribution to emission data 
is implemented either by tail fitting (TF-SSS) as described in (Accorsi et al., 2004) 
or by using a fast Monte Carlo simulation (MC-SSS) as described in (Ye et al., 
2014). It should be noted here that the MC-SSS on the system is a prototype and 
not a finished clinical product. The SSS implementation takes into account out-
FOV scatter (Accorsi et al., 2004) by extension of scattering points outside the 
axial field of view (by 16 cm) and has been extended to derive TOF-based scatter 
estimates (Wang et al., 2006; Werner et al., 2006), although we were unable to 
investigate the effect of TOF throughout our study due to technical limitations of 
our reconstruction system.   
The TF-SSS relies on extracting the emission tails by using segmented transmis-
sion sinograms to identify object boundaries and averages fitting coefficients over 
adjacent slices (Accorsi et al., 2004). This method has two drawbacks: 1) it is sen-
sitive to noise in the sinogram tails and 2) alignment mismatch between the seg-
mented transmission and emission data, resulting in over-fitting the SSS estimate 
to true events which causes over-subtraction of scatter. These effects are naturally 
minimized in high-count, low-noise 18F-FDG data as the quality of the emission 
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tails is high. In addition, registering attenuation maps to the NAC-PET images 
minimizes any potential alignment mismatch between emission and transmission 
data. It should be noted that the potential mismatch becomes relevant when it be-
comes larger than the PET spatial resolution.  
The MC-SSS uses a fast Monte Carlo simulation to derive a scaling parameter to 
scale the SSS derived scatter estimate to emission data (Ye et al., 2014; Magota et 
al., 2017). The benefit over TF-SSS is that the scaling parameter is no longer de-
pendent on the quality of the emission tails or the accuracy of the tail fitting. In 
theory, this makes the MC-SSS algorithm more robust to emission-transmission 
mismatches, noisy emission data or poorly segmented sinogram tails. In these 
cases, over-subtraction of scatter should no longer occur with MC-SSS compared 
to TF-SSS (Magota et al., 2017). However, the SSS derived scatter estimate is still 
used to calculate the scatter distribution in MC-SSS (eq. 17), which means that 
MC-SSS is still reliant on the quality of the transmission and emission images.  
This ends the description of the Ingenuity TF PET/MR system. The following par-
agraphs describe the Materials and Methods for each individual study from Study 
I to Study IV in detail.  
4.2 STUDY I: Evaluation of the effect of attenuation correction in 
neurological PET/MR imaging in a multi-center setting  
4.2.1 PET/CT and PET/MR phantom study 
In study (I), the objective was to determine whether attenuation correction is the 
largest factor affecting regional quantification between PET/MR and PET/CT sys-
tems in a multi-center setting. A phantom study was conducted to investigate the 
effect of MRAC on the quantitative and visual performance of PET/CT and 
PET/MR systems in 18F-FDG brain imaging in a controlled manner. CTAC was 
used as the reference method for attenuation correction on all of the PET/MR sys-
tems.  
A multi-center study was conducted to investigate the quantitative accuracy be-
tween different PET/MR and PET/CT systems, between 4 imaging centers, 4 
PET/CT and 3 PET/MR systems. Systems of all major PET vendors (GE 
Healthcare, Philips Healthcare, and Siemens Medical Systems) were included in 
the evaluation of both the PET/MR and PET/CT systems. The performance char-
acteristics of each system are referred to in (Delso et al., 2011; Zaidi et al., 2011; 
Grant et al., 2016; Surti et al., 2007; Bettinardi et al., 2011; Jakoby et al., 2011).   
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An anatomical 3D printed brain phantom with a dedicated gray matter and a skull 
compartment was imaged in each center and in each system (Iida et al., 2013). The 
phantom allows to model a non-pathological uptake of 18F-FDG in the gray matter. 
The phantom has a realistic head contour, includes air spaces and the attenuation 
effect of the bone by using K2HPO4 solution in a dedicated skull compartment. 
K2HPO4 solution with a concentration of 100 g in 67 g of water has an attenuation 
coefficient of 0.1514 cm-1 at photon energy of 511 keV, which is close to cranial 
bone (Dreuille et al., 1997). The main material of the phantom is a transparent 
photo-curable polymer with a linear attenuation coefficient of 0.101 cm-1 at 511 
keV. Therefore, the attenuation of soft tissue, air and bone in the head are simu-
lated.  
4.2.2 PET and CT image acquisition 
The same phantom was used in three imaging centers (Turku, Zurich, Copenha-
gen) and a phantom from a different manufacturing batch was used in the 4th im-
aging site at Sapporo. K2HPO4 solution was filled from the same batch at Turku 
and Zurich, while separate batches were used in Sapporo and Copenhagen. The 
details of the PET measurements are summarized in Table 2. Each of the measure-
ments was performed in list-mode with a 15 to 20 minute acquisition time.  
Anatomical reference images were collected with a separate CT scan in addition 
to acquiring CTAC for attenuation correction. PET reconstruction parameters are 
summarized in Table 2. To minimize reconstruction-specific bias between the sys-
tems, a static high-iteration dataset was reconstructed to achieve reconstruction 
convergence and to minimize partial volume effects. To match the reconstruction 
parameters, TOF and point spread function (PSF) reconstruction were also ex-
cluded. Minimal post-filtering to images was applied as all post-filtering was ap-
plied in the post-processing phase.  
PET/CT attenuation correction was performed with the standard low-dose CTAC 
using a tube voltage of 120 keV. For PET/MR systems, both the standard clinical 
MRAC and CTAC were applied in each PET/MR system. Each site applied their 
own post-processing pipelines for inserting CTAC maps into the PET/MR recon-
struction system. In short, these pipelines included segmentation of the phantom 
volume from CTAC images, registration to PET images, HU value conversion to 
linear attenuation coefficients by an appropriate bi-linear transform of the system 
and finally, reconstruction of the corresponding PET images in the PET/MR sys-
tem. 
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Table 2. Acquisition and reconstruction details of the phantom study. Modified from 
Study I. This research was originally published in JNM. Teuho et al., 2016. Effect of 
Attenuation Correction on Regional Quantification Between PET/MR and PET/CT: A 
Multicenter Study Using a 3-Dimensional Brain Phantom. JNM. 2016;57:818–824. © by 
the Society of Nuclear Medicine and Molecular Imaging, Inc. 
Acquisition and Reconstruction Parameters 






Matrix size  Voxel size (mm) 
Turku  97      
 Ingenuity TF 82 15 LOR-RAMLA 10/33 128x128x90 2x2x2 
 Discovery 690 48 20 3D-OSEM 10/21 256x256x47 1.38x1.38x3.27 
Copenhagen  37      
 mMR 26 15 OP-OSEM 8/21 344x344x127 0.83x0.83x2 
 mCT 23 15 OP-OSEM 8/21 344x344x127 0.83x0.83x2 
Zurich  78      
 Discovery 690 46 20 3D-OSEM 3/18 256x256x47 1.38x1.38x3.27 
 SIGNA 40 20 3D-OSEM 2/28, 10/28 256x256x89 1.17x1.17x2.8 
Sapporo  50      
 Gemini TF 64 39 15 LOR-RAMLA 10/33 128x128x90 2x2x2 
4.2.3 Quantitative and visual analysis of CT and PET images 
All of the PET image data were collected and processed in a centralized manner. 
An automated PET image processing pipeline was implemented for PET image 
analysis, to standardize data analysis for each system and each imaging center 
(Joshi et al., 2009). The pipeline included automatic co-registeration, resolution 
matching, count-normalization and VOI analysis of PET image data, similarly to 
neurological PET studies. PET images were co-registered and re-sliced to a refer-
ence volume using rigid registration on SPM8. The reference volume was 
140x140x140 in size with 1.22-mm isotropic resolution. 3D Gaussian post-filter-
ing was applied for negating the remaining differences due to scanner resolution 
and image noise, using an 8-mm filter as recommended (Joshi et al., 2009). An 
automatic VOI analysis was implemented by using eight 3D anatomical VOIs in 
the phantom gray matter. VOIs were divided into a deep-brain region and 7 cortical 
regions. Digital phantom data were obtained for reference from the physical phan-
tom (Iida et al., 2013). The digital reference served as the gold standard for visual 
evaluation. We report the results of the visual analysis in Results section 5.1, Fig-
ure 10.  
The phantom MRAC, CTAC and PET data were evaluated visually and quantita-
tively. In visual comparison of MRAC and CTAC, MRAC images were compared 
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with CTAC images at each site. In the quantitative evaluation of CTAC data, the 
CTAC images were co-registered and re-sliced to the reference volume. Thereaf-
ter, HUs were extracted using anatomical VOIs from the PET evaluation. We re-
port the mean HU of each VOI and PET/CT system at each institution in Results 
section 5.1, Figure 11.  
Post-processed PET images were compared using VOI analysis. For each VOI, we 
evaluated the relative difference %Δ between a target PET system PETtarg and a 
reference PET PETref system, expressed generally as follows: 
 %∆ 	 /  (19) 
For PET/CT, a target system  was compared to three systems  
located outside the institution. From this, the relative mean difference of a target 
system to these three systems was calculated as %∆   defined in:  
 %∆
∑ 	 ⁄
		 1. .3, (20) 
where, for example, a PET/CT in institution 1 was compared to PET/CTs at insti-
tutions 2, 3 and 4.  
For PET/MRs, a target system was compared to: 1) a PET/CT at the institution 2) 
three PET/CTs outside the institution. For onsite comparison, the relative differ-
ence %∆ 	of a target system  to a reference  
was calculated as: 
 %∆ 	 	 /  (21) 
Then, similarly to, a target system  was compared to three sys-
tems	 	 located outside the institution. From this, the relative mean differ-




		 1. .3 (22) 
We report the results from (eq. 20) and (eq. 22) for each PET/CT and PET/MR as 
a function of VOI in Results section 5.1 in Figure 12. We report the results from 
(eq. 21) for PET/MR as function of the VOI in Results section 5.1 in Figure 13.   
Statistically significant differences between VOIs across all systems and between 
systems across all VOIs were determined by statistical testing using a student’s 
paired t-test with a significance threshold of (p=0.05) denoting a statistical signif-
icant difference.  
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4.3 STUDIES II, III and IV 
4.3.1 Subject population 
CTAC, MR and PET data of seven diagnostic patients suspected of memory dis-
orders from a combined PET/CT and PET/MR study were used. All patients gave 
their informed consent. The data were used for development of a tissue probability-
based attenuation correction (TPB-AC) in studies (II and III) and the evaluation of 
scatter correction in study (IV). The CTAC from PET/CT was used as a reference 
method for attenuation correction in all of the studies. Patients were administered 
18F-FDG depending on their body weight. Median and range of age, weight and 
dose were: 47 (26-74) years, 77 (47-80) kg and 274 (199-299) MBq, respectively.  
All patients underwent a clinical routine PET/CT examination either with the Dis-
covery VCT PET/CT (General Electric Healthcare, Milwaukee, US) or Discovery 
690 PET/CT (General Electric Healthcare, Milwaukee, US) in addition to a 
PET/MR examination on the Philips Ingenuity TF PET/MR system. All CTAC 
data were collected using the standard low-dose acquisition protocol of 120 keV 
and 10 mA using dose modulation. All CTAC voxel values were transformed from 
HU to linear attenuation coefficients in cm-1 by using the transform of Burger et 
al., (Burger et al., 2002) appropriate for tube energy of 120 keV.  
4.3.2 Vendor-supplied MRAC 
For attenuation correction in clinical studies, the standard atMR acquisition was 
used for the anatomical MR series, which was automatically segmented inside the 
PET/MR system vendor-supplied MRAC-algorithm (Hu et al., 2009) to form the 
MR-based attenuation map used in clinical routine. Attenuation correction of the 
head coil and the patient table are included automatically within the attenuation 
correction method.  
4.3.3 PET acquisition details 
All PET/CT and PET/MR acquisitions were performed using the standard protocol 
for neurological imaging at our institute. The PET/MR PET acquisition was per-
formed with a transaxial acquisition FOV of 256 mm, over one bed position cov-
ering the entire head region. The acquisition duration was 15 minutes, while the 
mean and standard deviation of the scan start times were 80 ± 20 minutes after 
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injection. In three cases, subjects were imaged with PET/CT first and in four cases 
PET/MR was performed first. 
4.3.4 PET image reconstruction  
All image reconstructions were performed using LOR-RAMLA with 3 iterations 
and 33 subsets, matrix size of 128x128x90 and voxel size of 2 mm. All reconstruc-
tions included the necessary corrections for image quantification, including ran-
doms, scatter, dead-time, decay and normalisation. The head coil template and pa-
tient table are inserted automatically by the reconstruction software if they are con-
nected during the MR image acquisition. Neither TOF nor PSF could be applied 
due to technical limitations in the reconstruction system. 
4.3.5 Attenuation Coefficient Selection 
Attenuation coefficient selection for segmentation-based MRAC is a trade-off be-
tween bias and variability, if discrete tissue classes are implemented in the attenu-
ation correction method. Therefore, attenuation coefficient selection in studies (II, 
III and IV) should be briefly discussed.  
In study (II), discrete attenuation coefficients were assigned to soft tissue, bone 
and air. Soft tissue and air were assigned attenuation coefficients of 0.096 cm-1 
and 0.0 cm-1, respectively. The bone attenuation coefficients were 0.135 cm-1 and 
alternatively 0.145 cm-1, which were selected based on the literature search. In 
accordance with (Catana et al., 2010), a bone value of 0.135 cm-1 was selected 
with the attenuation coefficient of lowest variance and 0.145 cm-1 as a trade-off 
between bias and variance (Catana et al., 2010) in addition to its use in a previous 
study (Anazodo et al., 2015). Additionally, four different attenuation coefficients 
for bone of 0.135 cm-1, 0.145 cm-1, 0.151 cm-1 and 0.171 cm-1 were tested with 
a single patient in study (II). 
In study (III), a literature review of prior attenuation coefficients reported in dif-
ferent tissues in brain MRAC was conducted based on (Bezrukov et al., 2013; Hof-
mann et al., 2009; Keereman et al., 2013; Ladefoged et al., 2015; Mehranian et al., 
2016; Wagenknecht et al., 2013 and Zaidi et al., 2003b). The results of the litera-
ture review are summarized in Table 3. The attenuation coefficients in Table 3 
were then used as a theoretical starting point for fixing the attenuation coefficients 
for each tissue. As can be seen, there is a large variation in attenuation coefficients 
reported especially for bone. Furthermore, in cases where the attenuation coeffi-
cient is reported based on CT measurements, care should be taken to confirm which 
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bi-linear conversion curve (Bai et al., 2003; Burger et al., 2002; Carney et al., 
2006) is used to derive the reported coefficient.  
As this hinders the selection of a proper attenuation coefficient, we performed a 
measurement of attenuation coefficients in different tissues from a group of 11 
patients who had undergone a head MRI and a PET/CT examination. This resulted 
in the median attenuation coefficients of: 0 cm−1 (air), 0.0956 cm−1 (soft tissue), 
0.1521 cm−1 (bone), 0.0989 cm−1 (GM), 0.0983 cm−1 (WM), and 0.0981 cm−1 
(CSF) derived based on CT images using the transform of (Burger et al., 2002). 
These attenuation coefficients were then fixed for each tissue class across the 
whole patient group. 
Table 3. List of most commonly used attenuation coefficients (all units in cm-1) in head 
MRAC for each tissue class and each MRAC method reported in the literature. Modified 
from Study III. © 2017 IEEE 
Attenuation Coefficients for Different Tissues (cm-1) 
Air Skull or bone Soft tissue Brain tissue References 
0.0 0.11 0.13-0.172 
0.086-0.093 
0.094-0.100 0.095 
Bezrukov et al., 2013, Mehranian 
et al., 2016, Wagenknecht et al., 
2013, Keereman et al., 2010 
0.000105 0.116 0.086 (soft),  0.064 (fat) 0.096 
Malone et al., 2011, Berker et al., 
2012, Bezrukov et al., 2013, Meh-
ranian et al., 2016, Wagenknecht 
et al., 2013 
0.003 0.12 0.095 0.099 
Berker et al., 2012, Keereman et 
al., 2010, Bezrukov et al., 2013, 
Mehranian et al., 2016, 
Wagenknecht et al., 2013 
0.0536 0.136, 0.143, 0.151, 0.157, 0.171, 0.180 0.092 (fat) 0.0993 
Zaidi et al., 2003, Catana et al., 
2010, Malone et al., 2011, Zaidi et 
al., 2003 
0.054 0.143, 0.152, 0.172 0.094 0.097 (CSF), 0.1 (GM, WM) Wagenknecht et al., 2013, Berker et al., 2012 Malone et al., 2011, 
0.066 0.143  0.096 (CSF), 0.099 (GM, WM) Malone et al., 2011, Zaidi et al., 2003, Ladefoged et al., 2015 
0.06 0.143, 0.151  0.0974 (measured from CT) 
Andersen et al., 2014, Berker et 
al., 2012, Wagenknecht et al., 
2013, Zaidi et al., 2003 
 0.143  0.098 (observed in brain region) Wagencknecht et al., 2013, An-dersen et al., 2014 
 0.0925 (skull base) 0.11 (mastoid process)   
Ladefoged et al., 2015 
 0.140   Andersen et al., 2014 
 0.135, 0.145, 0.151, 0.171   
Teuho et al., 2016 
In study (IV), the attenuation coefficients for bone, soft tissue and air were selected 
as 0.151 cm-1, 0.096 cm-1 and 0.0 cm-1 based on the literature (Catana et al., 
2010). On the basis of our experience in Studies (II) and (III), we chose 0.151 cm-
1 as appropriate attenuation coefficient for the bone and not (0.135 cm-1, 0.145 
cm-1 and 0.1521 cm-1) as used in those studies.   
 Materials and methods 63 
4.4 Development of tissue probability-based attenuation correction 
(TPB-AC) 
In study (II), an MRAC method called TPB-AC was developed to improve the 
attenuation correction provided with the Ingenuity TF PET/MR system. The main 
idea of TPB-AC is based on using the tissue probability maps derived from seg-
mentation of T1-weighted MRI images given by the New Segement function of 
SPM8 software. This allows to derive a subject-specific attenuation map including 
soft tissue, air and bone by using the standard T1-weighted atMR acquisition of 
the PET/MR system. The purpose of the study was to validate the method in com-
parison against CTAC and vendor-supplied MRAC and to show that TPB-AC of-
fers superior accuracy compared to vendor-supplied MRAC by adding bone to the 
attenuation map.  
The segmentation of the T1-images is based on the New Segment function in 
SPM8 (and potentially SPM12) to derive the tissue probability maps. The New 
Segment function combines affine registration to the International Consortium for 
Brain Mapping (ICBM) Tissue Probabilistic Atlas and image segmentation based 
on the Unified Segmentation principle described in (Ashburner et al., 2005). Bias 
field correction is included to account for MR image intensity non-uniformities for 
improved segmentation accuracy (Ashburner et al., 2005). 
To briefly describe Unified Segmentation, the intensity distribution of tissue types 
in the input MR image is determined using a mixture of Gaussians model and spa-
tial priors from the ICBM Atlas of T1-weighted images (Ashburner et al., 2005). 
The segmentation result is a series of tissue probability maps, where a voxel cor-
responds to a probability between 0 and 1 of a particular tissue type to exist in that 
particular voxel (Ashburner et al., 2005). Probabilities are distributed across the 
maps in such a way that the total sum of tissue probabilities in a voxel over all 
maps is always one (Ashburner et al., 2005).  
The tissue probability maps are readily given as a result of the segmentation by the 
New Segment function and represent: gray matter (GM), white matter (WM), cer-
ebrospinal fluid (CSF), scalp, skull and air. In study (II), we used only the scalp, 
skull and air while in study (III), additional tissue classes for the brain were imple-
mented using GM, WM and CSF tissue classes. An example of the T1-weighted 
MR and the non-processed probability maps is shown in Figure 6 for reference.    
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Figure 6. Anatomical MR image used for segmentation (top 1st row) with the non-pro-
cessed tissue probability maps for bone (2nd row), scalp (3rd row) and air (4th row) from 
the New Segment function of SPM8. The tissue classes are well-separable. Modified from 
Study II. © 2016 IEEE 
The tissue probability maps need to be post-processed to be usable for MRAC. 
One of the main goals of study (II) was to implement an image processing pipeline 
to create an MR-based attenuation map. In this way, patient data could be pro-
cessed in an automated fashion. Image segmentation and filtering procedures to 
derive the final attenuation map were performed using the commonly available 
functions in image and signal processing toolboxes in MATLAB. The final work-
flow of the method used in study (II) is shown in Figure 7.   
Discrete tissue volumes as logical binary masks for each tissue are derived from 
the probability maps by a simple threshold operation. This value achieved a good 
delineation of bone, air and soft tissue volumes in each individual mask. The only 
processing applied after thresholding operation to air volume is de-noising. The 
soft tissue volume for the head is derived by morphological closing and flood-fill 
operation, resulting in a uniform head volume. The skull volume is extracted by 
finding the largest connected structure in the skull mask by connected component 
analysis. Finally, a filtering step is applied to remove residual noise.  
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Figure 7. Workflow of the MRAC method used throughout study (II). Bone and soft 
tissue attenuation values can be modified freely. Modified from Study I. © 2016 IEEE 
Attenuation coefficients are assigned when combining the masks to form the final 
three-class attenuation map. The assignment of bone values in studies (II and III) 
is discussed previously (section 4.3.5). The final step of the processing pipeline is 
to combine the tissue masks. Skull and soft tissue volumes are combined by a log-
ical indexing operation. First, the whole soft tissue volume is assigned a value of 
0.096 cm-1. Thereafter, the skull volume is added by assigning a discrete attenua-
tion coefficient of bone for all voxels where the skull mask equals a value of 1. In 
this study, values of 0.135 cm-1 and 0.145 cm-1 were used for bone. Third, air is 
included by a logical indexing operation, where any structures with the value of 1 
in the air mask are assigned the attenuation coefficient of air.  
4.4.1 Using TPB-AC and CTAC mu-maps in the PET reconstruction  
The TPB-AC attenuation maps were re-aligned, resolution matched and co-regis-
tered to vendor-supplied MRAC using rigid image registration and normalized mu-
tual information in SPM8. The CTAC was converted from HU values to linear 
attenuation coefficents by using a bi-linear transformation appropriate for tube en-
ergies of 120 keV (Burger et al., 2002). All off-line attenuation maps were 
smoothed to a PET resolution of 5 mm FWHM by spatially invariant Gaussian 
filtering as described in (Schramm et al., 2013). This is performed to ensure that 
the resolutions of PET and implemented attenuation maps match. If the attenuation 
map resolution differs from the PET resolution significantly, artifacts will occur 
(Khalife et al., 2017; Meikle et al., 1993). 
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4.4.2 Method validation 
The relative differences between attenuation coefficients in CTAC and TPB-AC 
attenuation maps were compared by VOI analysis, where three tissue volumes con-
sisting of whole head, skull and soft tissue VOIs were automatically segmented. 
The attenuation coefficients from these tissue volumes were extracted from co-
registered CTAC and TPB-AC attenuation maps for the whole head, skull and soft 
tissue. The relative difference between attenuation coefficients in CTAC μ ) 
and TPB-AC μ  was calculated using: 
 %∆ ∗ 100	 (23) 
We report the mean difference from (eq. 23) and the R2 value from the head region 
in Results section 5.2. 
The PET images were evaluated quantitatively, using an atlas-based automatic 
VOI analysis and comparison of regional cross-correlation, using CTAC recon-
structed PET data as a reference. Automatic analysis employed a well-established 
anatomical atlas image provided in automated anatomical labeling (AAL) software 
(Tzourio-Mazoyer et al., 2002), using 28 VOIs. Individualization of the atlas was 
based on the spatial mapping from the Montreal Neurological Institute (MNI) 
space to individual space as provided by Unified Segmentation in SPM8. Finally, 
the atlas image was masked in the individual space using a binary grey matter 
probability map with a lower threshold of 0.5. The mean relative difference be-
tween CTAC, TPB-AC and vendor-supplied MRAC in addition to regional stand-
ard deviation were calculated using:  
 %∆ ∗ 100	, (24) 
where PETCTAC denotes PET activity values in CTAC reconstructed PET and 
PETMRAC denotes PET activity values in TPB-AC or vendor-supplied MRAC re-
constructed PET, respectively. The mean relative difference and standard devia-
tion are reported in Results section 5.2, Table 4. The results from the cross-corre-
lation analysis is given in Results section 5.2, Figure 15.  
Finally, to evaluate the computational efficiency of the method, several cycles of 
the processing chain were run on an Intel Core i3-4130 with 4 GB of memory and 
32-bit Windows 7 OS running MATLAB 2011a and SPM8. For each cycle, the 
time to create the tissue probability maps in addition to post-processing time was 
measured. We report the mean computational time of the measurements in Results 
section 5.2. 
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4.5 Further development of TPB-AC by addition of brain tissue 
classes and CT-template based continuous bone 
In (Study III), the method developed in (Study II) underwent further development 
to include separate tissue classes for the brain and continuous bones for the patient 
skull and optionally, the patient sinus cavities. The purpose was to improve the 
method by accounting for additional tissue classes for the brain and to add contin-
uous attenuation values to the skull. Potentially, this would allow to achieve a level 
of quantitative accuracy in PET feasible for kinetic modelling and other demand-
ing applications (< 5 % and < 10 % error). A thorough analysis of the method 
performance against CTAC data was performed.  
Several modifications for the TPB-AC method processing pipeline were imple-
mented, which are described in detail in Figure 8. Two main modifications can be 
summarized as follows: 1) a CT template can be registered to individual anatomy 
by non-linear registration in SPM8, allowing the inclusion of a continuous skull 
and/or nasal sinuses 2) brain tissues (GM, WM, CSF) can be included in the atten-
uation map as individual tissues (6-class attenuation map), mean of the three brain 
tissues (4-class attenuation map) or by combination of GM and WM with a sepa-
rate class for CSF (5-class attenuation map).   
4.5.1 Implementing a continuous skull and sinuses from a CT template 
For the CT template, we used a freely available, modern, open-source CT template 
for SPM8, originally developed by Rorden et al., (Rorden et al., 2012). The CT 
template was converted from HU to attenuation coefficients by using the transform 
of (Burger et al., 2002). Some additional processing is required to registration for 
the template to each individual subject, as described below.  
The inverse transformation of the CT template from MNI space to individual space 
was carried out using the deformation fields given by the New Segment function 
of SPM8, performed by using the Deformation Utility in SPM8. This resulted in a 
wrapped CT template (wCT) matching the individual subject anatomy. To extract 
the skull from wCT, the discrete skull mask was dilated by using a structuring 
element in the shape of a disk with a radius of two pixels. Thereafter, the sinus 
region can be included by either using the entire skull from masked wCT or by 
assigning a discrete attenuation coefficient with an additional sinus mask.  
To create discrete sinuses, the skull from the wCT was segmented out by a thresh-
old of 0.125 cm-1, and dilated by a disk of radius of 3 pixels, resulting in a binary 
mask. This binary mask contains only the skull region in wCT as the attenuation 
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values in the sinus region are below the threshold of 0.125 cm-1. This binary skull 
mask was then extracted from a binarised bone probability map. The largest binary 
component was then extracted by connected component analysis with three-di-
mensional regional connectivity of 6 voxels, resulting in a binary mask of the sinus 
region. This mask was used to assign a custom attenuation coefficient to the sinus 
region. 
 
Figure 8. Workflow of deriving MR-based μ-maps with either (A) discrete segmentation-
based or (B) continuous template-based skull. The additional discrete tissue classes of 
GM, WM, CSF, soft tissue, and air are processed similarly in (A) and (B). The sinus mask 
in (B) is optional, allowing the sinuses to be included by either MR-based segmentation 
(discrete sinuses) or by the CT template (continuous sinuses). The attenuation coefficients 
in the discrete tissue classes can be modified freely. Modified from Study III. © 2017 
IEEE 
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4.5.2 Implementing brain tissue classes 
The MR images were segmented with the New Segment as in (Study II) and a mod-
ified processing pipeline described in (Figure 8) was implemented. The GM, WM, 
and CSF masks were converted to logical binary masks. The brain tissue masks were 
then combined individually to the final attenuation map by logical indexing opera-
tion before segmenting out air. In the 4-class attenuation map, a single brain tissue 
class consisting of the mean value of GM, WM, and CSF (0.0985 cm−1) was used. 
In the 6-class μ-map, the attenuation coefficients for GM (0.0989 cm−1), WM 
(0.0983 cm−1), and CSF (0.0981 cm−1) were assigned individually. Optionally, a 
5-class attenuation map can be created from GM + WM (0.0989 cm−1) and CSF 
(0.0981 cm−1), although we did not evaluate it in this study.  
4.5.3 MRAC and CTAC Image Reconstruction 
The MRAC and CTAC maps were imported to PET/MR reconstruction similarly 
as in (Study II). To minimize any errors that might cause an attenuation mismatch 
(e.g., by patient motion) due to the sequential nature of our PET and MR system, 
both the CTAC and MRAC images were realigned and co-registered to non-atten-
uation corrected PET images using rigid image registration with normalized mu-
tual information in SPM8. 
4.5.4 Method Comparison  
The similarity between CTAC and MRAC was compared by dice coefficient anal-
ysis. The dice coefficient was calculated as follows from co-registered MR-based 
and CT-based attenuation maps: 
 	 	 | ⋂ |
| | | |
,	 (25) 
where CTAC denotes the tissue volume segmented from CTAC and MRAC de-
notes the tissue volume segmented from MRAC. The tissue volumes were seg-
mented using the following ACFs as threshold: air (μ < 0.05 cm−1), soft tissue 
(0.05 cm−1 < μ < 0.11 cm−1), brain tissue (0.097 cm−1 < μ < 0.11 cm−1), and 
bone (μ > 0.11 cm−1) (Kops et al., 2015), which were then evaluated for similarity. 
The results from (eq. 25) are reported in Results section 5.3.  
The PET data reconstructed using MRAC were evaluated quantitatively by re-
gional VOI and ratio image analysis against CTAC reconstructed PET data. VOI 
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analysis was performed using anatomical atlas provided in AAL software and a 
total of 35 anatomical VOI. The names of the anatomical regions are included in 
Appendix, Table I. Individualization of the atlas was based on the spatial mapping 
from the MNI space to individual space as provided by Unified Segmentation in 
SPM8. Finally, the atlas image was masked in the individual space using summed 
tissue probability maps from GM, WM, and CSF with a lower threshold of 0.5.  
For each VOI, the mean relative difference and the mean absolute difference were 
calculated between CTAC and MRAC reconstructed PET, in addition to regional 
standard deviation. The relative difference was calculated as:  
 %∆ ∗ 100 (26) 
where PETMRAC denotes the activity measured from MRAC reconstructed PET 
with different MR-based attenuation maps, while PETCTAC denotes the activity 
measured from CTAC reconstructed PET. The results from (eq. 26) are reported 
in Results section 5.3, Figure 18 and Figure 19. The mean absolute difference was 
calculated as: 
 |%∆| | | ∗ 100. (27) 
The results from (eq. 27) are reported in Results section 5.3, Figure 19. 
In the ratio image evaluation, mean and standard deviation “bias atlas” images 
were calculated for each MRAC method as described by Ouyang et al.,. (Ouyang 
et al., 2013) across the patient group for each MRAC method, respectively. Ratio 
images were masked by using summed tissue probability maps from GM, WM, 
and CSF with a lower threshold of 0.5. This allowed us to study the bias in each 
method in a pixel-wise analysis. The results of the ratio image analysis are reported 
in Results section 5.3, Figure 20. Finally, the computational efficiency of the mod-
ified method was re-evaluated as described in Study (II) to ensure that the pro-
cessing time of the method did not increase significantly.  
4.6 Evaluation of scatter correction accuracy when using MRAC 
In the final part of the study (Study IV), a phantom and patient study was con-
ducted to investigate the effect of MRAC on scatter correction in PET. We inves-
tigated the effect of different MRAC methods on the shape, the scaling and the 
quantitative accuracy of PET when using SSS derived scatter estimates.  Two dif-
ferent methods for scatter sinogram scaling with three different attenuation maps 
(CTAC, MRAC with bone, MRAC without bone) were evaluated.  
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4.6.1 Patient MRAC 
The subject population with the PET acquisition and reconstruction parameters are 
described previously in section 4.3.1. Three attenuation maps were used to evalu-
ate the effect of MRAC on the performance of scatter correction in the patient 
study. For MRAC, a 3-class attenuation map with bone (MRAC3class) and a 2-class 
attenuation map without bone (MRAC2class) were used. CTAC was used as the ref-
erence method for attenuation correction.  
MRAC3class and MRAC2class for patients were created using a method described in 
Study (II). MRAC3class was created similarly as in Study (II) while MRAC2class was 
created by replacing the voxels inside the skull with soft tissue, therefore ignoring 
the higher attenuation of the patient skull. The attenuation coefficients in the pa-
tient study were assigned as follows: air (0.0 cm-1), soft tissue (0.096 cm-1) and 
bone (0.151 cm-1) (Catana et al., 2010). For creating a reference CTAC, the head 
of each subject was carefully segmented out by semiautomatic regional contouring 
tools in Carimas 2.8 (Turku PET Centre, Turku, Finland). Thereafter, the CT HU 
values were converted to attenuation coefficients by a bi-linear transformation 
(Burger et al., 2002). 
4.6.2 Phantom evaluation 
A phantom scan was performed to complement the patient data. A standard NEMA 
scatter phantom and a 3D printed anatomical brain phantom (Iida phantom) were 
used (Iida et al., 2013). The NEMA scatter phantom was placed approximately 8 cm 
apart from the brain phantom to simulate scatter originating from the patient body 
in a clinical brain scan. Phantoms were fixed by straps to prevent motion in the MR 
and PET scans. Foam pads were used to support the phantom head on the bed. 
The phantom measurements were done on the same PET/MR and PET/CT systems 
as the patient scans, using a similar scan protocol for PET, MR and CT. All PET 
scans were performed in list-mode, with scan duration of 15 minutes without a 
head coil on the PET/MR. Afterwards; the phantom was transferred to the PET/CT, 
where a standard low-dose CTAC using a tube voltage of 120 kV was collected 
for reference method for PET/MR attenuation correction. 
The brain phantom gray matter compartment was filled with 40 MBq of radioac-
tivity in 750 ml of water while the NEMA scatter phantom was filled with 105 
MBq of radioactivity from the same batch. The brain phantom skull compartment 
was filled with a K2HPO4 solution supplied with the phantom, with a concentration 
of 100 g of salts in 67 g of water. A gamma counter (1480 Wizard 3”, Perkin Elmer, 
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Turku, Finland) was used to determine the absolute activity concentration in the 
brain phantom at the PET/MR scan start time. Finally, the attenuation coefficients 
of the phantom skull were measured from the acquired CT images. 
The MR-based attenuation maps for the phantom were created using 
MATLAB2011b (Mathworks Inc. Natick, US) and in-house software. MRAC2class 
was created by assigning an attenuation value of soft tissue (0.096 cm-1) for the 
entire phantom volume segmented from CTAC. To create MRAC3class, bone was 
added by segmentation of the phantom skull from the CTAC and assignment of a 
discrete bone attenuation coefficient to the region of the skull. The bone was as-
signed an attenuation value of 0.128 cm-1, as measured from the CT scan. CT-based 
attenuation maps were created by segmenting out the phantom from the CTAC and 
by conversion of Hounsfield unit values to attenuation coefficients (Burger et al., 
2002). Example attenuation maps of the phantom are presented in Figure 9. 
 
Figure 9. Visualization of CT- and MR-based attenuation maps of the phantom. 
MRAC3class and MRAC2class are presented in 1st and 2nd row while the CT-based attenu-
ation maps are presented in the 3rd row. The window level between the phantom images 
is set to be the same based on the minimum and maximum value of the CT. This research 
was originally published in JNM. Teuho et al., 2017. Quantitative Evaluation of 2 Scatter-
Correction Techniques for 18F-FDG Brain PET/MRI in Regard to MR-Based Attenua-
tion Correction. JNM. 2017;58:1691-1698. © by the Society of Nuclear Medicine and 
Molecular Imaging, Inc. 
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4.6.3 PET image reconstruction and scatter correction  
PET images were reconstructed using tail fitted SSS (TF-SSS) and Monte Carlo 
SSS (MC-SSS). For both scatter correction methods, three attenuation maps were 
used: CTAC, MRAC3class and MRAC2class. All reconstruction parameters were 
fixed between TF-SSS and MC-SSS reconstructions, which are summarized in 
section 4.3.4. Reconstructions of the clinical subjects included the head coil tem-
plate and the patient table, inserted automatically by reconstruction software. The 
phantom image reconstructions included only the patient table since no head coil 
was present. This was done to minimize the scatter originating from hardware 
components for creation of reference data, although this would not simulate the 
actual patient condition. All attenuation maps were registered to non-attenuation 
corrected PET images for best possible registration before image reconstruction. 
All attenuation images were smoothed to native PET resolution of 5 mm as in 
(Schramm et al., 2013).  
4.6.4 TF-SSS and MC-SSS scatter sinogram analysis 
Sinograms from TF-SSS and MC-SSS were extracted from the PET reconstruction 
system. The randoms-corrected emission, transmission and the final scatter sino-
gram from TF-SSS and MC-SSS were extracted. Sinogram radial profiles were 
then inspected. The profiles were averaged over all tilt angels (N=7) and drawn 
over central axial bin and phi angle. The results of the analysis are presented in the 
Results section 5.4, in Figures 21 and 22. For each method, the total scatter fraction 
SFtot from the measured sinogram data for the phantom and subjects was calculated 
as: 
 ∑ /∑ , (28) 
where  are the counts in the scatter sinogram,  are the counts in 
the prompt sinogram and  are the prompts in the randoms sinogram calcu-
lated from delays. The results from (eq. 28) are presented in Results section 5.4..  
4.6.5 Quantitative evaluation of phantom PET images 
Quantitative assessment of absolute activity recovery in addition to regional VOI 
assessment was performed. Absolute activity recovery was measured with a single 
VOI covering the phantom gray matter volume from CTAC reconstructed PET 
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images. Thereafter, the radioactivity from phantom PET images (Ameas) was meas-
ured and the recovery coefficient (%RC) against the value measured from the 
gamma counter (Acalib) was calculated as: 
 % 100%.  (29) 
The results from (eq. 29) are presented in Results section 5.4, in Table 5.  
4.6.6 Quantitative PET image evaluation of the clinical subjects 
PET images were quantitatively evaluated by VOI assessment of regional radioac-
tivity and by ratio image analysis for visualizing regional differences. The quanti-
tative analysis was performed by using MATLAB2011b and SPM8. VOI analysis 
was performed automatically, employing an anatomical atlas from AAL software, 
using 35 cortical VOI (Appendix, Table 1) in the brain. Individualization of the 
atlas was based on the spatial mapping from the Montreal Neurological Institute 
space to individual space using Unified Segmentation in SPM8. The atlas image 
was masked in the individual space using summed tissue probability maps from 
Unified Segmentation from GM, WM and CSF with a lower threshold of 0.5. 
The relative difference between TF-SSS and MC-SSS reconstructed PET images 
was assessed. The mean relative difference %Δ between TF-SSS and MC-SSS, 
with regional standard deviation was calculated for each VOI and for each attenu-
ation map used in PET reconstruction. The mean relative difference %Δ between 
TF-SSS and MC-SSS was calculated for each VOI and attenuation map as: 
 %∆ / .  (30) 
The results from (eq. 30) are reported in Results section 5.4, Figure 23.  
Like in to Study (III), mean PET images across the whole study group were de-
rived, from which the mean ratio images (eq. 26) across all subjects were calcu-
lated for TF-SSS and MC-SSS with all attenuation maps. The mean PET images 
were calculated from PET images normalized to MNI space in SPM8.  The mean 
ratio images are showin in Results section 5.4, Figure 24. The mean PET images 
are shown in Results section 5.4, Figure 25.
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5 RESULTS 
5.1 Study I 
Visual and quantitative differences between the PET/CT and PET/MR systems 
could be effectively minimized by using a standardized method for attenuation 
correction across the systems. This is well seen from Figure 10, which shows that 
when using CTAC for the attenuation correction method, all PET/CT and PET/MR 
systems follow the appearance of the digital reference. Reconstructed images are 
fairly well reproducible across different systems.  
 
Figure 10. PET/CT and PET/MR images with the digital reference using CTAC and 
MRAC. (A) Digital reference and PET/CT images. (B) PET/MR images with MRAC. 
(C) PET/MR images with CTAC. The segmentation-based errors in MRAC corrected 
PET are evident, with the exception of Ingenuity TF, which provided nearly artifact-free 
MRAC among the PET/MR systems. CTAC brings PET/MR into agreement with the 
PET/CT and the digital reference. Modified from Study I. This research was originally 
published in JNM. Teuho et al., 2016. Effect of Attenuation Correction on Regional 
Quantification Between PET/MR and PET/CT: A Multicenter Study Using a 3-Dimen-
sional Brain Phantom. JNM. 2016;57:818–824. © by the Society of Nuclear Medicine 
and Molecular Imaging, Inc. 
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Considering the possible range of HU from -1000 to 1000 and more, the HU values 
measured in the 8 VOI and shown in Figure 11 varied only slightly between the 
PET/CT systems. In particular, the VOI values in mediofrontal cortex, lateral 
frontal cortex, cerebellum, and parietooccipital cortex were consistent institution-
wise. Differences were seen only in the Copenhagen and Sapporo measurements. 
However, in the range of the HU scale, these differences can be considered to be 
minor.  
 
Figure 11. HUs measured from CTAC at each institution as a function of anatomical 
VOI, showing only minor variation especially between institutions where the same phan-
tom was used. Modified from Study I. This research was originally published in JNM. 
Teuho et al., 2016. Effect of Attenuation Correction on Regional Quantification Between 
PET/MR and PET/CT: A Multicenter Study Using a 3-Dimensional Brain Phantom. 
JNM. 2016;57:818–824. © by the Society of Nuclear Medicine and Molecular Imaging, 
Inc. 
The results of the quantitative evaluation of the PET images are shown in Figure 
12, calculated from (eq. 20 and eq. 22) and Figure 13 calculated from (eq. 21) in 
Methods section 4.2.3. Intersystem differences between different institutions were 
below 4 % with PET/CT systems and below 5 % with PET/MR systems both re-
gion-wise and system-wise in the on- and off-site comparisons. No significant dif-
ferences (p>0.05) between systems were detected when each of the PET/MR sys-
tem was compared with a PET/CT within an institution.   
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Figure 12. Regional comparison of PET/CT (eq. 20) and PET/MR systems (eq. 22) using 
CTAC, off-site comparison. Mediofrontal cortex, lateral frontal cortex, cingulate cortex, 
and parietooccipital cortex agree well between systems. MFC = medial frontal cortex; 
LFC = lateral frontal cortex; OFC = orbitofrontal cortex; TC = temporal cortex; Cer = 
cerebellum; BGa = basal ganglia; CC = cingulate cortex; POC = parietooccipital cortex. 
Modified from Study I. This research was originally published in JNM. Teuho et al., 2016. 
Effect of Attenuation Correction on Regional Quantification Between PET/MR and 
PET/CT: A Multicenter Study Using a 3-Dimensional Brain Phantom. JNM. 
2016;57:818–824. © by the Society of Nuclear Medicine and Molecular Imaging, Inc. 
 
Figure 13. Regional comparison of PET/MR systems using CTAC against PET/CT sys-
tems, on-site comparison (eq. 21). Differences are plotted by region. All PET/MR systems 
agree well with the PET/CT systems within the institution. MFC = medial frontal cortex; 
LFC = lateral frontal cortex; OFC = orbitofrontal cortex; TC = temporal cortex; Cer = 
cerebellum; BGa = basal ganglia; CC = cingulate cortex; POC = parietooccipital cortex. 
Modified from Study I. This research was originally published in JNM. Teuho et al., 2016. 
Effect of Attenuation Correction on Regional Quantification Between PET/MR and 
PET/CT: A Multicenter Study Using a 3-Dimensional Brain Phantom. JNM. 
2016;57:818–824. © by the Society of Nuclear Medicine and Molecular Imaging, Inc. 
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5.2 Study II 
Figure 14 shows the post-processed tissue probability masks and the final attenu-
ation map with two subjects in MRI FOV size and resolution and in PET FOV size 
and resolution.  
 
Figure 14. Patient MRI images, tissue probability masks before and after processing and 
the final TPB-AC attenuation map compared to the clinical MR-based attenuation map. 
Clin. AC denotes vendor-supplied MRAC. Modified from Study II. © 2016 IEEE 
The relative difference (eq. 23, Methods section 4.4.2) of mean attenuation coeffi-
cients between TPB-AC and CTAC was in the range of -6 % to -1% across all 
patients when using 0.135 cm-1 for bone. This was reduced to -4.5 % to 0.4% 
when using 0.145 cm-1 for bone. In addition, the R2–value varied from 0.82 to 
0.89 when using 0.135 cm-1 for the bone and from 0.84 to 0.92 when using 0.145 
cm-1 for bone. For the soft tissue VOI, the differences were minimal, in the range 
of -2.0 % to 1.4% and in the range of -1.4 % to 2% when using a higher attenuation 
coefficient for bone. For the skull VOI, there was much more variation patient-
wise. When using 0.145 cm-1, the difference was -4.1 %, -8.2 % and -6.6 % for 
patients 2, 3 and 6, respectively. For the rest of the patients, the difference varied 
from -9.8 % to -11.6 %. When using 0.135 cm-1, the corresponding differences 
were much higher, -7.9 %, -12 % and -9.9 %, respectively. For the rest of the pa-
tients, the difference was in the range of -12.0 % to -15.1 %. 
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Table 4. VOI Analysis results of PET images (eq. 24, Methods section 4.4.2), comparison 
vendor-supplied MRAC and TPB-AC with two bone values (0.135 cm-1 and 0.145 cm-
1) compared to CTAC corrected PET data. Mean relative difference and standard devia-








Patient 1 -9 ± 4 % -3 ± 1% -2 ± 1 % 
Patient 2 -8 ± 4 % -2 ± 2 % -1 ± 2 % 
Patient 3 -9 ± 4 % -5 ± 1 % -4 ± 1 % 
Patient 4 -3 ± 4 % 4 ± 3 % -4 ± 3 % 
Patient 5 -10 ± 4 % -3 ± 1 % -2 ± 2 % 
Patient 6 -5 ± 4 % -1 ± 2 % -2 ± 2 % 
Patient 7 -6 ± 3 % 0 ± 2% -1 ± 2 % 
Table 4 shows the results from the regional analysis of PET images in each subject. 
Across subjects, TPB-AC was closer to CTAC, while for the vendor-supplied 
MRAC the activity is underestimated compared to CTAC. The underestimation 
was decreased by 5 % on average and 7 % at maximum in TPB-AC reconstructed 
PET images compared to vendor-supplied MRAC reconstructed images. However, 
in one patient TPB-AC resulted in an overestimation of 4%. Increasing the bone 
value resulted in a 1% increase of mean activity in all patients except patient 4. In 
addition to having a smaller mean difference compared to CTAC across the re-
gions, TPB-AC had a smaller standard deviation than in regional activity values 
across all subjects, with no changes between different attenuation coefficients for 
bone.   
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Figure 15. Scatter plot of regional radioactivity values measured from PET images re-
constructed with CTAC, TPB-AC and vendor-supplied MRAC (MRACclin). The points 
correspond to 28 VOI values measured in 7 patients. Note that vendor-supplied MRAC 
tends to produce overall lower activity values across the scale compared to TPB-AC due 
to lack of bone. Modified from Study II. © 2016 IEEE 
Finally, the correlation analysis supports the conclusion that TPB-AC with either 
of the bone attenuation coefficients yields a closer match to CTAC in comparison 
to vendor-supplied MRAC.  
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5.3 Study III 
Figure 16 shows the comparison of bone delineation versus CTAC when using 
discrete and continuous bone in MRAC with 3 tissue classes while Figure 17 
shows the difference between a 4-class and 6-class attenuation map using a seg-
mentation-based skull. It can be seen from both Figure 16 and Figure 17 that with 
the modifications implemented in Study (III) compared to Study (II), two ad-
vantages are achieved: 1) the bone attenuation values are now continuous when 
derived based on the CT template 2) different brain tissues are now distinguishable 
especially in the 6-class MRAC. It should be noted that a slightly poorer bone 
lineation is achieved with continuous bone compared to discrete bone. 
 
Figure 16.  Comparison of μ-maps with CTAC in upper row, 3-class MRAC with discrete 
skull in middle row and 3-class MRAC with continuous skull and discrete sinuses in bot-
tom row. Modified from Study III. © 2017 IEEE 
82 Results 
 
Figure 17. Visualization of different tissue classes in (A) 4-class and (B) 6-class μ-maps 
with discrete segmentation-based skull. Modified from Study III. © 2017 IEEE 
All μ-maps achieved a good delineation of soft tissue with dice coefficients (eq. 
25, Methods section 4.5.4) of 0.86 (±0.01) and 0.89 (±0.01) for template-based and 
segmentation-based methods, respectively. Similarly, the dice coefficients for 
brain tissue were 0.82 (±0.03) and 0.84 (±0.03). All methods delineated air well, 
with dice coefficients of 0.94 (±0.02) and 0.95 (±0.02). The methods with segmen-
tation-based discrete skull had the highest mean dice coefficient of 0.76 (±0.05) 
when compared to CTAC. In comparison, template-based continuous skull had a 
dice coefficient of 0.67 (±0.06), which was increased to 0.69 (±0.05) when tem-
plate-based sinuses were included.  
Figure 18 shows the results from the VOI analysis of the PET images with the 
absolute mean relative difference (eq. 27, Methods section 4.5.4) with standard 
deviation of the absolute relative difference across all patients, for 3-, 4-, and 6-
class MRAC.  
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Figure 18. Results from the VOI analysis of PET images with (A) 3-class MRAC, (B) 4-
class MRAC, (C) 6-class MRAC. Absolute mean relative difference with standard devi-
ation of the absolute relative difference to CTAC reconstructed PET is shown (eq. 27, 
Methods section 4.5.4). Modified from Study III. © 2017 IEEE 
Figure 19 shows the mean relative difference (eq. 26, Methods section 4.5.4) with 
3-class MRAC when using discrete or continuous skull with either discrete or con-
tinuous sinuses with the mean relative difference (eq. 26) between 4-class and 6-
class MRAC with discrete skull. 
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Figure 19. Results from the VOI analysis of PET images, (A) Differences in discrete 
segmentation-based skull to continuous template-based skull with discrete (continuous 
A) and continuous (continuous B) sinuses compared to CTAC (B) Differences in 4-class 
and 6-class MRAC compared to CTAC. Mean relative difference (eq. 26, Methods sec-
tion 4.5.4) to CTAC reconstructed PET is shown. Modified from Study III. © 2017 IEEE 
It is evident that three-class MRAC has higher mean and maximum absolute dif-
ference in all regions of the brain than the methods which add either one or three 
additional tissue classes for the brain. No large difference exists between continu-
ous and discrete bone or between different methods of including the sinuses. Like-
wise, 4-class and 6-class MRAC perform in nearly the same way.  
The mean relative difference and standard deviation compared to CTAC were: 3-
class MRAC with discrete skull −3.77% (±1.95%), 3-class MRAC with continuous 
skull and discrete sinuses −4.14% (±2.07%) and template-based sinuses −4.52% 
(±1.79%), 4-class MRAC with discrete skull −0.74% (±2.07%), with continuous 
skull −1.70% (±1.96%), 6-class MRAC with discrete skull −0.69% (±2.07%), and 
with continuous skull −1.65% (±1.96%) across all regions and patients. 
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The largest bias with each method was detected in the cerebellum. The mean rela-
tive difference and standard deviation were: 3-class MRAC with discrete skull 
−6.60% (±2.31%), 3-class MRAC with continuous skull with discrete sinuses 
−7.26% (±2.48%) and continuous sinuses −8.03% (±2.26%), 4-class MRAC with 
discrete skull −4.17% (±2.36%), 4-class MRAC with continuous skull −5.78% 
(±2.24%), 6-class MRAC with discrete skull −4.04% (±2.36%), and 6-class with 
continuous skull −5.66% (±2.24%) across all patients. 
Figure 20 shows the mean and standard deviation atlas images for all MRAC meth-
ods. The mean bias range was less than 5% on an absolute scale with 3-class 
MRAC and less than 3% with 4-class and 6-class MRAC inside the brain. How-
ever, addition of brain tissues results in slight overestimation in the range of 1% to 
3% in mid-regions of the brain. This would imply that the brain tissue attenuation 
coefficients may be overestimated somewhat in some of the patients. Lower bias 
can be seen with the segmentation-based skull near the bone, although the differ-
ence is small. Lower standard deviation is seen with 4- and 6-class methods. 
 
Figure 20. Atlas bias images (Ouyang et al., 2013), calculated across all the subjects for 
3-class MRAC [(A) discrete, (B) continuous], 4-class MRAC [(C) discrete, (D) continu-
ous], and 6-class MRAC [(E) discrete, (F) continuous] displaying the mean bias and the 
standard deviations (left and right row within each group). Modified from Study III. © 
2017 IEEE 
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Finally, the computational time needed to create different MR-based attenuation 
maps was in the range of 5–14 s with discrete skull and 15–24 s with continuous 
skull. The creation of tissue probability maps was the most time-consuming pro-
cess, taking approximately 129–210 s to complete. Therefore, the operational ef-
fort of the method was not significantly increased compared to the method in Study 
(II).  
5.4 Study IV 
The sinogram profiles (Methods section 4.6.4) for the scatter sinogram, emission 
sinogram and the transmission sinogram mask from the clinical subjects with three 
different attenuation maps used in scatter calculation are presented in (Figure 21). 
The measured sinogram profiles with three different attenuation maps for the phan-
tom study are presented in (Figure 22). A minor difference in the scatter sinogram 
amplitude can be seen when using MC-SSS, where CTAC has the highest and 
MRAC2class has the lowest scatter profile. There is virtually no difference in the 
scatter sinogram profiles with TF-SSS when using different attenuation maps.  
The calculated scatter fractions SFtot (eq. 28, Methods section 4.6.4) in the phan-
tom study for TF-SSS were 19.25% with CTAC, 19.24% with MRAC3class and 
19.23% with MRAC2class. Similarly, the scatter fractions for MC-SSS were 19.95% 
with CTAC, 18.35% with MRAC3class and 17.84% with MRAC2class. Thus, only 
minor differences were detected in the scatter fractions with the TF-SSS algorithm, 
while the MC-SSS algorithm shows a dependency on the attenuation map similarly 
to the phantom study. 
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Figure 21. Measured sinogram profiles from randoms-corrected emission sinogram 
(EM), transmission sinogram mask (TX), and scatter sinograms from TF-SSS (SSS) and 
MC-SSS (MCSSS) for 2 subjects (subjects 4 and 1). Best (left) and worst case showing 
poorer fit for MC-SSS (right) are presented. Shown are the sinogram profiles when using 
CTAC (A and B), MRAC3class (C and D), and MRAC2class (E and F) in scatter calculation. 
This research was originally published in JNM. Teuho et al., 2017. Quantitative Evalua-
tion of 2 Scatter-Correction Techniques for 18F-FDG Brain PET/MRI in Regard to MR-
Based Attenuation Correction. JNM. 2017;58:1691-1698. © by the Society of Nuclear 




Figure 22. Measured sinogram profiles from randoms-corrected emission sinogram 
(EM), transmission sinogram mask (TX), and scatter correction sinograms from TF-SSS 
(SSS) and MC-SSS (MCSSS) for the phantom. Shown are the sinogram profiles when 
using CTAC (A), MRAC3class (B), and MRAC2class (C) in scatter calculation. This research 
was originally published in JNM. Teuho et al., 2017. Quantitative Evaluation of 2 Scatter-
Correction Techniques for 18F-FDG Brain PET/MRI in Regard to MR-Based Attenua-
tion Correction. JNM. 2017;58:1691-1698. © by the Society of Nuclear Medicine and 
Molecular Imaging, Inc. 
Table 5 shows the results from the absolute activity measurement (eq. 29, Methods 
section 4.6.5) of the phantom with a whole brain VOI. The %RC was calculated 
using a value of 45.87 kBq/ml for true activity.  
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Table 5. Activity recovery (eq. 29, Methods section 4.6.5) in the whole brain VOI in the 
phantom study with each of the attenuation maps. This research was originally published 
in JNM. Teuho et al., 2017. Quantitative Evaluation of 2 Scatter-Correction Techniques 
for 18F-FDG Brain PET/MRI in Regard to MR-Based Attenuation Correction. JNM. 















20.24 11.47 56.06 38.58 
20.17 11.48 56.08 38.43 





18.07 10.43 51.16 34.43 
18.00 10.42 51.07 34.30 





17.33 10.01 48.13 33.03 
17.44 10.02 48.26 33.23 
0.63 0.10 0.27  
The results show only minor differences between the two scatter scaling algo-
rithms, independent of the underlying attenuation maps. The VOI analysis results 
of the clinical subjects are presented in (Figure 23). The mean relative difference 
between TF-SSS and MC-SSS reconstructed PET is smaller than 2.1 % while the 
maximum difference is 4.2 %. The differences between the two algorithms in both 
the phantom and the clinical study were of similar range.  
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Figure 23. VOI analysis results of subjects between TF-SSS and MC-SSS using different 
μ-maps. The mean and standard deviation of the relative difference (eq. 30, Methods sec-
tion 4.6.6) are shown in Figure 23 (A).Regional differences between TF-SSS and MC-
SSS remain the same regardless of the μ-map used (A) and remain small subjectwise as 
well (B). MCSSS results in higher reconstructed activity in A and B by 2%. The largest 
differences exist with MRAC2class. This research was originally published in JNM. Teuho 
et al., 2017. Quantitative Evaluation of 2 Scatter-Correction Techniques for 18F-FDG 
Brain PET/MRI in Regard to MR-Based Attenuation Correction. JNM. 2017;58:1691-
1698. © by the Society of Nuclear Medicine and Molecular Imaging, Inc. 
The comparison of mean ratio and PET images across the subjects showed only 
minor differences between the algorithms. Figure 24 shows mean PET ratio images 
of TF-SSS versus MC-SSS reconstructed PET over all subjects with each attenu-
ation correction method. In the ratio images, a slight dependency in the MC-SSS 
is again found similarly to the scatter fraction and VOI measurements although the 
magnitude of the positive bias in MC-SSS reconstructed PET can be considered to 
be small (< 5 %).    
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Figure 24. Mean ratio images calculated over all subjects, pixel-by-pixel comparison of 
TF-SSS versus MC-SSS. First row shows CTAC-reconstructed PET and second and third 
rows show MRAC3class- and MRAC2class-reconstructed PET, respectively. A small posi-
tive bias (< 5 %) in MC-SSS reconstructed PET can be detected. This research was orig-
inally published in JNM. Teuho et al., 2017. Quantitative Evaluation of 2 Scatter-Correc-
tion Techniques for 18F-FDG Brain PET/MRI in Regard to MR-Based Attenuation Cor-
rection. JNM. 2017;58:1691-1698. © by the Society of Nuclear Medicine and Molecular 
Imaging, Inc. 
Finally, Figure 25 shows mean PET images over all subjects, showing a visual 
comparison of TF-SSS and MC-SSS reconstructed PET with different attenuation 
maps. No visual differences could be detected between the scatter algorithms.  
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Figure 25. Mean PET images calculated over all subjects. No difference can be detected 
visually between TF-SSS and MC-SSS reconstructed PET images. (A) CTAC-recon-
structed PET. (B and C) MRAC3class and MRAC2class-reconstructed PET, respectively. 
This research was originally published in JNM. Teuho et al., 2017. Quantitative Evalua-
tion of 2 Scatter-Correction Techniques for 18F-FDG Brain PET/MRI in Regard to MR-
Based Attenuation Correction. JNM. 2017;58:1691-1698. © by the Society of Nuclear 
Medicine and Molecular Imaging, Inc. 
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6 DISCUSSION 
The main findings and conclusion of the individual studies (I to IV) are briefly 
discussed and summarized in sections 6.1 to 6.4, while the limitations and future 
directions are summarized in section 6.5.  
6.1 STUDY I: 
6.1.1 Establishing a baseline of the quantitative accuracy of PET/MR sys-
tems for 18F-FDG imaging 
The first step in evaluating and improving the quantitative accuracy of 18F-FDG 
neurological PET/MR imaging was to evaluate whether MRAC is the largest factor 
affecting the quantitative bias between PET/MR and PET/CT systems. It is evident 
that when a standard and fairly accurate attenuation correction method is imple-
mented for the PET/MR systems, the inter-center variations are reduced to a level 
found with the PET/CT systems. In this case, CTAC serves as the “silver” standard 
for attenuation correction. It should be noted that the HU values were quite repeat-
able between PET/CT systems. Although each site used its own conversion method 
from HU to linear attenuation coefficients, the PET values were quite reproducible 
between individual systems.  
Our results complement the studies of Andersen et al., (Andersen et al., 2014) and 
our earlier study (Teuho et al., 2014) where a critical need to implement an MRAC 
method which would include bone attenuation was shown. Thus, bringing the 
quantitative accuracy of the PET/MR systems up to the level of PET/CT systems 
in 18F-FDG imaging is to provide a more accurate attenuation estimate, which takes 
into account soft tissue, air and bone at a minimum. Our results are complemented 
by the later study of Lagefoed et al., (Lagefoed et al., 2017) which showed that 
several promising MRAC methods are available to address this MRAC problem. 
Therefore, we state on the basis of the results of both our phantom study the study 
of Lagefoed et al., (Lagefoed et al., 2017) that several methods which allow accu-
racy close to CTAC are now available. Thus, by adoption of these methods there 
should be no longer be any reason why performance in neurological PET/MR im-
aging would not be at the level of PET/CT.  
Furthermore, our study serves in part to establish a common baseline and a target 
criterion for quantitative accuracy to be achieved when new MRAC methods are 
to be developed. Based on the results in both PET/CT and PET/MR systems, the 
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criterion for the MRAC method would be ideally to achieve an accuracy close to 
the maximal variations measured in this study with the system of poorest perfor-
mance: 6 % in the regional analysis and less than 5 % in system-wise analysis.  
The total range covering all variation regionally and between systems would be 10 
%. This would serve as the criterion to be achieved with any MRAC method de-
veloped to minimize the bias due to attenuation correction. It should be noted that 
an error < 10 % is considered feasible for SUV quantification and an error < 5 % 
is considered feasible for repeatability in PET imaging (Schultz et al., 2011; 
Ladefoged et al., 2017).   
6.1.2 Residual variation in PET images 
A residual variation of VOI values exists in the PET/MR systems, but it is very 
important to note that variation in the VOI is also found in the PET/CT systems as 
well. Regionally, the orbitofrontal cortex, temporal cortex, and cerebellum had the 
largest variations, and these were statistically significant. Therefore, while the use 
of CTAC or a similar method allows minimizing the bias due to MRAC, the per-
formance differences between individual systems cannot be entirely negated. This 
is expected as there are several factors (e.g. resolution uniformity across PET 
FOV) other than attenuation correction which affect the remaining bias both in the 
magnitude and spatial location of PET images even after post-processing of the 
PET images (Joshi et al., 2009).  
The remaining differences between the systems are probably due to resolution dif-
ferences within the axial FOV, differences in calibration and implemented recon-
struction algorithms and their convergence rate or data correction procedures such 
as attenuation and scatter correction.  Corrections for both dead time and, randoms, 
normalization, and calibration were not evaluated, each of which has an effect on 
image quantification. Technical factors such as phantom orientation, filling, VOI 
definition, remaining resolution differences after filtering, image registration, and 
interpolation will introduce variability, in addition to PET/MR-specific factors 
such as MR coils. Ultimately, these factors should be studied closely in the future 
to further evaluate and eventually harmonize the performance between systems. 
6.1.3 Attenuation correction on non-standard and standard phantoms.  
The vendor-supplied segmentation algorithm is not designed for use in non-stand-
ard phantoms. This is evident from Figure 10. This is mostly due to phantom ma-
terials which have quite different relaxation properties from biological tissues. 
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Most phantoms consist of fixed polymer or plastic structures, which are challeng-
ing to visualize using conventional T1/T2 or Dixon sequences commonly imple-
mented for MRAC. While phantom liquids are quite easily visualized using these 
conventional sequences, any fixed materials such as the plastic shell of the phan-
tom are still ignored. Thus, any phantom without either a predefined CT/TX tem-
plate or a specific acquisition and segmentation protocol on the PET/MR system 
will not be segmented and delineated properly in the MR-based attenuation map. 
Polyvinyl alcohol (PVA) cryogel phantoms might allow differentiation of phantom 
structures in PET/MR imaging (Soultanidis et al., 2013), although they have not 
yet been adopted into routine use. An alternative option is to fill the phantom with 
a liquid which would allow better delineation of the liquid compartments of the 
phantom (Ziegler et al., 2013), although this option does not allow to delineate the 
borders of the cylinder. Thus, either a dedicated phantom MRAC sequence or a 
transmission- or CT-based template which would be registered to the phantom 
anatomy is needed, as suggested by Boellaard et al., (Boellaard et al., 2015). These 
conclusions also apply to standard phantoms used for quality control and valida-
tion. 
However, one limitation of applying a template-based MRAC protocol for phan-
tom imaging for standard or non-standard phantoms is that they require near-per-
fect filling and positioning of the phantom. Care must also be taken as to how the 
attenuation coefficients for phantoms are selected if a predefined template or an 
acquisition protocol is used. If templates are not available on the system, an addi-
tional CT or TX scan should be used to ensure accurate quantification. Until a 
dedicated “phantom MRAC sequence” is found, the applicability of non-standard 
phantoms is limited by the availability of on-site CTAC or TXAC. Interestingly, 
there are no reports on applying short echo time sequences such as UTE and ZTE 
to derive phantom attenuation maps.  
6.1.4 Main conclusion 
Our study shows that it is possible to minimize the differences between PET/CT 
and PET/MR systems to a large degree by using CTAC (or a MRAC approach 
with a similar performance to that of CTAC) even with quite a simple post-pro-
cessing chain. Thus, the main requirement to minimize the differences between the 
PET/CT and PET/MR systems is to produce an accurate attenuation map. Finally, 
we state that to the best of our knowledge, this was the first such investigation, and 
it was conducted in a multicenter setting covering 4 institutions and 7 systems 
covering all PET/CT and PET/MR systems of all major vendors in the clinical 
market.  
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6.2 STUDY II: 
6.2.1 Development and validation of a new MRAC method 
The second step in improving the quantitative accuracy in 18F-FDG neurological 
PET/MR imaging to the level of PET/CT was to implement and validate a new 
MRAC method, improving the quantitative accuracy compared to the vendor-im-
plemented MRAC ignoring bone.  
The new MRAC method allows improving the PET image quantification com-
pared to the vendor-provided MRAC method on the Ingenuity TF PET/MR sys-
tem, enabling the quantitative accuracy in PET needed for accurate SUV quantifi-
cation (< 10 %). No additional MR sequences are required and the method can be 
applied retrospectively to patient data already collected. The only prerequisite is 
access to T1-weighted data.  
Therefore, our study shows that it is possible to completely derive an MR-based, 
individual attenuation map representing soft tissue, air and bone by using the 
standard attenuation MR acquisition of the Philips Ingenuity TF PET/MR together 
with tissue probability maps produced by the New Segment function of SPM8. 
This attenuation map can be created solely from a single MR sequence acquired as 
part of a routine examination.  
6.2.2 Main conclusion 
The MRAC method developed in this study allows accounting for the patient skull 
from T1-weighted images, offering a simple and computationally efficient method 
for improved attenuation correction. The method provided an improvement when 
compared to the MRAC currently available on the system and offers good accuracy 
when compared to CTAC and similar methods in the field. This was the first time 
the segmentation and processing of tissue probability maps using T1-weighted data 
alone was used to create an MR-based attenuation map. 
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6.3 STUDY III: 
6.3.1 Improving the quantitative accuracy of the MRAC method with addi-
tional tissue classes and continuous bone 
The third step was to perform a rigorous analysis of the quantitative accuracy of 
the MRAC method suggested by Study II and to improve it further for more de-
manding applications such as kinetic modeling for 18F-FDG neurological 
PET/MR. The purpose was to improve the quantitative accuracy to the level meas-
ured in Study (I) (< 5 % error in most gray matter regions) and proposed in the 
literature (Ladefoged et al., 2017; Mehranian et al., 2016) by accounting for addi-
tional tissue classes for the brain and by adding a continuous estimate of the skull 
bones.  
Several reports evaluating MRAC methods have reported the largest biases typi-
cally in the cerebellum region. Sekine et al., reported a relative difference of 3.69% 
± 1.43% in the cerebellum with an atlas-based method (Sekine et al., 2016a), and 
3.31% ± 1.70% when using a ZTE-based method (Sekine et al., 2017). Dickson et 
al., reported a difference of 17.3 % when using a UTE-based method (Dickson et 
al., 2014). Schramm et al., reported a mean relative difference of +12% (±6) when 
using the vendor-supplied MRAC method in the Ingenuity TF PET/MR (Schramm 
et al., 2013). In comparison, the method presented in Study III resulted in −6.60% 
(±2.31) for 3-class MRAC, −4.17% (±2.36%) for 4-class MRAC and −4.04% 
(±2.36%) for 6-class MRAC, when using a discrete skull. The bias was higher 
when using continuous skull. Therefore, a method, which could estimate the denser 
bone in the cerebellum region could reduce the bias as reported by (Ladefoged et 
al., 2015) would be the next development step.  
Our results show that a large benefit in quantitative accuracy in PET can be gained 
by addition of at least one tissue class to account for the higher attenuation of the 
brain tissue. No large difference can be seen when using either discrete or contin-
uous bone values for the skull. Combining both the GM and WM tissue classes 
would allow the creation of a 5-class attenuation map with quantitative accuracy 
between the 4-class and 6-class methods. Therefore, the addition of at least one 
additional tissue class or optimally two (one for GM/WM and one for CSF) would 
be sufficient to account for the attenuation of the tissues consisting of GM, WM 
and CSF. It also seems that when a specific maximum of separate tissue classes is 
reached, adding more classes does not result in large gains in quantitative accuracy 
and will only increase the complexity of the MRAC method. 
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Our findings are consistent with (Akbarzadeh et al., 2011; Akbarzadeh et al., 2013; 
Ouyang et al., 2013; Keereman et al., 2011), who have shown that introducing 
more tissue classes in segmentation-based MRAC is beneficial for improving 
quantitative accuracy in PET. In addition to brain tissues, accounting for fat from 
a Dixon-based sequence might be beneficial as was shown by Berker et al., (Berker 
et al., 2012). However, the current T1-weighted sequence does not allow a reliable 
segmentation of fat. In comparison, Lagefoed et al., (Ladefoged et al., 2015) used 
additional tissue masks to account for the regions which are challenging to seg-
ment: the sinus region, mastoid cells and the skull base.  
If needed, the attenuation of the sinuses can be accounted for with a CT template 
or a sinus-specific attenuation coefficient in the method presented in this study. 
Interestingly, a very recent study studied the effect of sinus region attenuation. 
Yang et al., (Yang et al., 2017) proposed that accounting for sinus attenuation is 
beneficial for cerebellum quantification, which is similar to our initial experience 
as well (Teuho et al., 2017). We have performed initial investigation of a dedicated 
mask and attenuation coefficient within the sinus region in a small patient group: 
accounting for the attenuation of the sinus region with a specifically selected at-
tenuation coefficient could be beneficial. This has a large effect mainly on mini-
mizing the local bias in the sinus region while the effects across the whole gray 
matter are very small. The bias in the region of the cerebellum and putamen and 
the addition of an additional mask for the mastoid cell region as suggested by 
(Yang et al., 2017) should be investigated in more detail in future studies.  
Our method offers two approaches to derive the patient skull: segmentation-based 
and CT-template based. However, a poorer anatomical delineation of the skull 
when using the CT-template method is achieved. Although this was improved with 
the latest release of our MRAC method (http://bit.ly/2fx6Jjz), which implemented 
improved segmentation for both the segmentation-based and CT-template based 
skull, the CT-template based skull still performs more poorly than the discrete seg-
mentation-based skull. This is most probably caused by using a single template 
approach and a simple one-step registration in SPM8 for wrapping of the template 
to individual anatomy. An advanced registration method such as DARTEL in 
SPM8 (Izquierdo-Garcia et al., 2014) and SPM12 would need to be implemented 
in the future. The method of (Izquierdo-Garcia et al., 2014) uses DARTEL regis-
tration to wrap the CT template to patient anatomy. This seems to produce very 
good results even when subject anatomy is deformed.  
The author is in the process of implementing such a method, although this will 
result in an increase in method complexity and computational cost. Further studies 
are needed to specify how much benefit these improvements will bring in total 
compared to the increased complexity of the method.  
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6.3.2 Main conclusion 
This study was the first of its kind to evaluate the effect of brain tissue attenuation 
using 3-class, 4-class and 6-class MRAC with a discrete segmentation-based skull 
in comparison to continuous CT template-based skull in clinical brain MRAC. It 
is clearly seen that accounting for the brain tissues either with one dedicated tissue 
class or two additional tissue classes is beneficial for improving the quantitative 
accuracy of MRAC. No major benefit was seen when using a CT template-based 
method to account for the continuity of bone. 
6.4 STUDY IV: 
The fourth and final step in evaluating and improving the quantitative accuracy of 
18F-FDG neurological PET/MR was to investigate the remaining bias in PET im-
ages due to the effect of MRAC on scatter correction accuracy. Investigation of 
scatter sinogram profiles, scatter fractions and regional quantification was per-
formed.  
Differences between TF-SSS and MC-SSS were minimal in the comparison of 
scatter sinogram profiles and scatter fractions in the phantom and patient study, 
regardless of the attenuation map used in PET reconstruction. Similarly to the si-
nogram data analysis, the quantitative and visual differences were small in both 
the phantom and patient PET data. Naturally, it should be noted that in recon-
structed PET images the effects of attenuation and scatter are mixed.  
A slight dependency due to MRAC was detected in the MC-SSS algorithm, which 
had a small effect (< 5 %) even with the MRAC excluding bone. The TF-SSS 
algorithm offered consistent quantitative performance regardless of the accuracy 
of the MRAC. The performance of the MC-SSS algorithm was comparable but not 
superior to TF-SSS, warranting further investigations of algorithm optimization 
and performance with different radiotracers and TOF imaging.  
In comparison to previous reports, (Bourgos et al., 2014) concluded that the dif-
ference between an ideal scatter estimate with CTAC and a non-ideal one with 
MRAC was less than 1 % with the SSS algorithm using tail fitting. Although very 
little details were given about the analysis, (Son et al., 2010) concluded that the 
effect of changing the attenuation map on the performance of the scatter correction 
algorithm was not significant. Our results are consistent with the few reports that 
exist about the influence of different attenuation maps on the performance of scat-
ter correction.  
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Thus, whether MC-based scaling or TF-based scaling is used, the SSS algorithm 
still remains a reliable method for scatter correction in non-TOF 18F-FDG brain 
PET/MR imaging regardless of the accuracy of the MR-based attenuation map.  
6.4.1 Differences between MC-SSS and TF-SSS explained by different scat-
ter scaling methods 
As can be seen from both the phantom and patient study, MC-SSS shows a de-
pendency on the accuracy of the MR-based attenuation map, although this is slight. 
TF-SSS does not show this kind of variation. The difference is explained by the 
difference between the scaling methods.  
The TF-SSS scales the derived scatter shape to the emission tails, where the am-
plitude of the tails is not affected by the attenuation map, as they are located outside 
the transmission boundaries. Therefore, the scaling parameter needed to scale the 
SSS estimate in TF-SSS does not vary significantly between different attenuation 
maps, although the amplitude of the scatter estimate derived by SSS before scaling 
is slightly lower when using MRAC without bone. Small local errors in the scatter 
sinogram spatial shape and magnitude are thus neglected to some degree when the 
estimate is fitted to the sinogram tails.  
On the other hand, the MC-SSS derived scatter estimate is lower mainly for two 
reasons: 1) the SSS derived scatter estimate has lower amplitude as the attenuation 
coefficients in the volume will be underestimated with MRAC without bone before 
final scaling is applied, and 2) the MC method used for scatter sinogram scaling 
produces a lower scaling parameter k (eq. 17) when using MRAC without bone. 
The effect of the latter is larger, as the difference in scatter sinograms after step 1) 
is highly noticeable, as was confirmed by extraction and comparison of scatter 
sinograms between TF-SSS and MC-SSS. The effect in 2) is due to the sensitivity 
of the MC method to the accuracy of the input images, already noted by 
Holdsworth et al., (Holdsworth et al., 2002), who reported in their evaluation of 
MC-based scatter correction for 3D PET that error in the input images, particularly 
in the attenuation image, will result in error in simulation sinograms and images. 
Therefore, an attenuation map with lower attenuation coefficients will produce a 
slightly lower scatter estimate locally and also a lower scaling factor k in the MC-
SSS simulation. This was confirmed by investigation of the derived scaling factors 
in MC-SSS with one patient with CTAC and MRAC2class. CTAC resulted in a 
higher scaling factor k over MRAC2class by 2.4 %, which is also consistent with the 
experimental results. As seen from (eq. 17), the scaling factor is affected by the SF 
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derived from the MC simulation, the emission sinogram and the SSS derived scat-
ter sinogram. It should be noted that the total effect of this scaling-dependent un-
derestimation remains very minor, with an approximately 3 % difference in PET 
quantification between the attenuation maps in MC-SSS and this is a specific sit-
uation related only to using MRAC excluding bone in combination with MC-SSS. 
One possible reason for a lower factor k would be deriving the scaling parameters 
by low-count MC simulation using both the data of the emission and transmission 
images. As the transmission images have decreased attenuation values in the 
MRAC without bone, the recovered activity in the MC simulation might be lower 
and the resulting scaling parameter determined will also be lower. However, this 
is challenging to confirm as not all the results of the MC simulation are accessible 
on the PET/MR system. Based on the data extracted from the system, it seems that 
when using CTAC, the MC simulation converges faster and reaches to a higher 
number of estimated scatter events compared to MRAC2class.This in turn results to 
a higher SF and higher parameter k (eq. 17). Comparison of the scaling parameters 
seems to point to this as the cause. Therefore, the effect seen in MC-SSS is mainly 
due to the method used for scatter scaling and in this specific situation, SSS with 
tail fitting (TF-SSS) offers a more robust performance across different MR-based 
attenuation maps as it will scale the scatter estimate to the emission tails which are 
unaffected by the accuracy of the attenuation map.  
Although the scatter shape is underestimated in TF-SSS, because of using trans-
mission image values in the SSS equation (eq. 11), the scaling to emission sino-
gram tails outside the emission and transmission object seems to compensate this 
quite effectively. Thus, TF-SSS offers a reasonable estimate in cases where the 
attenuation coefficients are underestimated, there is no contamination between 
emission and transmission data (affecting tail scaling) and no other errors reside in 
the data which would compromise the emission tail quality. Finally, it should be 
emphasized that there are specific study conditions where another scaling method 
is preferred over TF-SSS. A very recent study showed favorable performance of 
MC-SSS over TF-SSS (Magota et al., 2017). There are also specific study situa-
tions where the sinogram scaling might be entirely omitted, and an absolute scaling 
method should be preferred (Hori et al., 2015; Heußer et al., 2017) or optionally 
limiting the derived scaling coefficients (Miwa et al., 2016). The author recom-
mends that these study conditions be investigated in the future. 
6.4.2 Main conclusion 
This was the first time that two scatter correction methods for scatter scaling were 
compared with a brain phantom and clinical subjects using three attenuation maps 
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of different accuracy in a clinical PET/MR system. Our study implies that scatter 
algorithm performance is not affected significantly by imperfections in MRAC in 
non-TOF 18F-FDG imaging, especially with the TF-SSS algorithm.  
6.5 Limitations and Recommendations: 
6.5.1 Time-of-flight imaging in static and dynamic PET studies 
TOF imaging has reduced sensitivity to errors in attenuation correction, as the 
cross-dependencies between individual images voxels are reduced in TOF recon-
struction (Mehranian et al., 2015a). Recently, TOF imaging has been shown to be 
beneficial in reducing the quantitative errors due to MRAC in whole-body and 
brain (Mehranian et al., 2015a; Kahlife et al., 2017). Regional bias in the head 
region could be reduced, especially when ignoring bone attenuation. Therefore, a 
straightforward way to improve the results achieved in Studies (I) to (IV) as a 
whole would be to use TOF reconstruction.  
A limitation of studies (I) to (IV) was that TOF reconstruction was not possible on 
the Ingenuity TF PET/MR system due to technical limitations alone, which 
plagued the system during the years 2013 to 2017. An interesting subject for future 
studies would be to apply and evaluate the benefit of TOF in conjunction with 
MRAC for both static and dynamic brain imaging. A recent study concluded that 
TOF was beneficial in improving quantitative accuracy across different MRAC 
methods (Kahlife et al., 2017). The author is currently in the process of implement-
ing and validating a TOF capable reconstruction protocol for brain-specific appli-
cations and eventually for dynamic studies for brain and whole-body for the Inge-
nuity TF PET/MR. 
It is evident that developments in PET detector technology will have an impact on 
future clinical PET/MR systems (Herzog et al., 2016). The use of TOF is expected 
to increase with the next generation of PET/MR systems as the introduction of 
MR-compatible and fast PET detector modules such as SPiMs, have made it pos-
sible to achieve a timing resolution favorable for TOF imaging. Further advances 
in detector technology should be beneficial for future PET/CT systems as well. 
Increases in TOF resolution are expected to bring benefits to PET quantification 
and implementation of novel attenuation correction methods using e.g. MLAA 
(Nyuts et al., 1999). The author recommends that future evaluations of the subject 
covered in Studies (I) to (IV) be made with TOF-capable PET/MR or PET/CT 
systems.  
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6.5.2 Challenges, Limitations and Recommendations on using CTAC data 
for validation 
One limitation concerning our studies (I to IV) is that CTAC was used for valida-
tion in all of the studies. It should be noted that CTAC is not the gold standard for 
attenuation correction.  
In general, this makes the comparison between the proposed MRAC methods in 
the literature quite challenging, since differences in how both the MRAC and the 
CTAC data are processed (e.g. registered), converted to linear attenuation coeffi-
cients (there are at least three conversion methods available) and reconstructed will 
affect the results derived from the PET images. Additional differences are a result 
of small post-processing differences in the attenuation maps and the selection of 
attenuation coefficients between different studies. Since the differences that are 
compared between individual MRAC methods are in the range < 5 %, small 
changes might hinder the comparison of method performance.  
Ensuring that the CTAC reference is created very carefully is essential. Thus, using 
manual delineation to ensure that all structures in the CT are included is recom-
mended, if feasible. In addition, soft tissue needs to be added if the CT-based at-
tenuation map did not cover the entire PET FOV. Although not included in this 
evaluation, we simulated this condition and compared the PET data using truncated 
CT data and noted that the differences between using truncated and non-truncated 
CTAC would result in an absolute bias on average of 1.2 % to 1.5%, with truncated 
CT giving a lower bias when compared to MRAC. Rausch et al., had similar results 
in their comparison of truncated and non-truncated CTAC data (Rausch et al., 
2017). Sadly, there is not yet a standardized and unified analysis methodology in 
MRAC validation to follow; this should be addressed in the future.  
6.5.3 Attenuation coefficient selection for segmentation-based MRAC 
The selection of a proper attenuation coefficient for segmentation-based MRAC 
remains the main limitation of methods with discrete attenuation coefficients. 
Thus, the attenuation coefficient selected on the basis of the literature or a meas-
ured value will vary individually among the patient population in the study. How-
ever, even if attenuation coefficients are derived from measurements of large pop-
ulations, measurements from individual patient data will always contain some bias, 
due to the accuracy of the VOI analysis implemented, the transformation of HU 
values to attenuation coefficients (where the implemented bilinear transform will 
cause some variation), the patient group in question (young or elderly) and the 
statistical quantity from which the final attenuation coefficients are derived (e.g. 
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mean, median, peak of histogram). Therefore, it is recommended to select attenu-
ation coefficients based on established standards, such as the ICRU-104, as was 
done by (Zaidi et al., 2003b). In essence, selection of a discrete attenuation coeffi-
cient is always a trade-off between bias within a subject and variation among a 
population, as homogeneity of the attenuation coefficients within the population 
and within a tissue class is assumed.   
In study (II), using 0.145 cm-1 for the skull bones proved to be the best trade-off 
in this study, which is in accordance with earlier reports (Catana et al., 2010, 
Anazodo et al., 2015). This was also close to the mean attenuation coefficient of 
bone measured from the CTAC in the patient group. In study (III), we used an 
empirical measure for the attenuation coefficients for different tissues using a sep-
arate patient group. Although not included in this study, we also used values of 
0.096 cm-1, 0.0985 cm-1, 0.0965 cm-1 and 0.151 cm-1 for soft tissue, GM/WM, 
CSF and bone, respectively. These values were originally selected from the litera-
ture review and in comparison with the measurement of attenuation coefficients 
derived from the CTAC. We measured the difference between PET images recon-
structed with these attenuation coefficients and the attenuation coefficients used in 
study (III) and noted a 0.8 % to 1 % difference in VOI analysis. The largest differ-
ence was noted in the CSF region, approximately 1.5 % in magnitude. The 5-class 
method as stated above achieved a lower bias compared to 4-class and 6-class 
methods in the study.  
Different attenuation coefficients for bone were evaluated as part of studies (II) 
and (III), where a conclusion similar to that of Catana et al., (Catana et al., 2010) 
was reached: an attenuation coefficient between 0.145 cm-1 and 0.151 cm-1 is the 
best trade-off between bias and variability for bone. Similarly concerning brain 
tissues, an attenuation coefficient of 0.0974 cm-1 to 0.099 cm-1 would be suffi-
cient to cover a range of attenuation values for the GM and WM, based on the 
results of Study (III). Since these two brain tissues have very similar attenuation 
coefficients, they could be combined into a single tissue class as stated above. In 
the study of (Son et al., 2010), a value of 0.0994 cm-1 and 0.0993 cm-1 were 
measured for the brain tissue using the same CT transform as our study and deter-
mined to be sufficient. However, (Son et al., 2010) studied brain tissue in general 
and did not account for the variation of attenuation coefficients between GM, WM 
and CSF. Therefore, a lower attenuation coefficient for CSF in the range of 0.096 
to 0.097 cm-1 would be preferable, close to the value of 0.0965 cm-1 as suggested 
by (Ladefoged et al., 2015). It should be emphasized that the selection of a single 
attenuation coefficient for brain would imply a tradeoff between variation and bias, 
similar to bony tissue. 
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We did not account for specific pathological conditions in the bone or brain tissue 
in these studies. Patient groups with a known condition of reduced bone mineral 
density (osteopenia or osteoporosis) might need a separate weighting factor to take 
into account the reduced amount of bone. There are also anatomical areas in the 
head region which may benefit from individual segmentation and attenuation co-
efficients. Other areas which are commonly considered challenging for segmenta-
tion and selection of attenuation coefficients are the mastoid cells and the sinus 
cavities. These could be accounted for separately by using discrete masks and at-
tenuation coefficients assigned for each area as in (Lagefoed et al., 2015) and 
(Yang et al., 2017b). Another area which might pose a challenge is be the frontal 
air space. However, the author is unaware of any reports which estimate the accu-
racy of segmentation specifically in this area.  
However, the effect of incorrect bone segmentation and attenuation value assign-
ment might not always be significant. Aznar et al., showed in a study of MRAC in 
oncological whole-body imaging that the assignment of a spongeous bone value 
of (0.13 cm-1) to all bones resulted in a less than 5 % quantification bias for soft 
tissue and bone lesions (Aznar et al., 2014). However, 7 to 16 % underestimations 
were seen in spine lesions. In addition, Keereman et al., concluded in their simu-
lation study that up to 20 % misclassification of bone would result in errors below 
5 % (Keereman et al., 2011), which could be adopted as future reference criteria 
when evaluating new MRAC methods.   
Ultimately, methods that allow the derivation of subject-specific attenuation coef-
ficients in segmentation-based MRAC are desired and will circumvent most prob-
lems mentioned in this section. Such methods have been introduced using ZTE and 
UTE sequences (Khalife et al., 2017; Ladefoged et al., 2017) which should prove 
useful in the further development of segmentation-based MRAC further. Alterna-
tive methods are well worth investigating.   
6.6 Future Prospects: 
6.6.1 Using MR-based Attenuation Correction in Clinical Routine  
It can be seen from study (I) - from a clinical perspective, that using a registered 
patient CT scan or TX scan for MRAC should reduce the bias in PET/MR images 
to a level seen in PET/CT. This would us to achieve attenuation correction for 
PET/MR scans as good as the registration accuracy of the CT or TX scan allows. 
However, some disadvantages regarding clinical workflow and additional costs, 
for example, can be seen with this approach. 1) The clinical workflow has to be 
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changed to include an additional CT scan. 2) The registration accuracy of CTAC 
will affect quantitative accuracy in clinical studies, as has been hypothesized 
(Sekine et al., 2016). The phantom used in study (I) offers nearly ideal registration 
accuracy as it has rigid anatomy. 3) The radiation burden of the subject is increased 
and 4) the advantage of having a “one-stop” PET/MR examination is lost.  
Therefore, once an effective solution for MRAC for the clinical application and 
workflow is found and validated, it should be implemented in the clinical routine. 
In addition, it has been reported that even using MRAC without bone does not 
hinder clinical decision making (Rausch et al., 2017; Su et al., 2016; Werner et al., 
2016). Lately, with all the advances made in the field of MRAC in PET/MR im-
aging, implementing optimized reconstruction protocols, TOF imaging and novel 
MRAC may improve the quantitative performance without the need for CTAC. 
Thus, PET/MR systems should eventually move from using CTAC and TXAC 
(which have their own inherent limitations as well) as an interim solution to using 
fully MR-based attenuation correction. At the end of the day, while any MR-based 
attenuation correction method will eventually be but a compromise, CTAC has its 
own limitations as well. A recent, large multi-center study shows promising results 
which would eventually promote the applicability of MRAC in clinical routine 
(Lagefoed et al., 2017).  
6.6.2 Applicability to other radiotracers  
Due to the developments achieved in the field of PET/MR imaging since 2010 and 
due to the analyses and technical improvements described in this thesis (Studies I 
to IV), MRAC can no longer be considered a critical issue for PET quantification 
when using 18F-FDG. Therefore, the technical status of clinical brain PET/MR im-
aging using 18F-FDG can be considered to be currently in a very good state. This 
concerns both the applicability of available attenuation and scatter correction 
methods for PET data quantification purposes. 
This would warrant going forward in adaptation of PET/MR imaging in the clinical 
routine for neuro-degenerative diseases with investigation of advanced applica-
tions for dementia and neurocognitive disorders. Further investigations on improv-
ing MRAC in the field are still encouraged, especially for applying them to kinetic 
modeling or MR-based radiotherapy applications. This applies also to novel meth-
ods adapted for scatter correction. For data quantification purposes using kinetic 
modeling, it is essential that the bias in regions of interest used for estimation of 
derived parameters is minimized to the best possible degree. This concerns mainly 
brain receptor studies using 11C-tracers, such as 11C-Raclopride or when studying 
cerebral perfusion with 15O-H2O or similar tracers.   
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A few studies have looked at the effect of scatter compensation on parameter esti-
mates derived from kinetic models in 3D brain PET studies with various tracers 
(Myers et al., 1996; Cherry et al., 1995; Hori et al., 2015; Magota et al., 2017). Ten 
years later, it can be concluded similarly to (Zaidi et al., 2007) that further studies 
are necessary using different PET tracers in various clinical situations to fully char-
acterize the effect of both MR-based attenuation and scatter correction on the esti-
mation of tracer kinetic parameters.  
Developments achieved in the MRAC field and in new and accurate methods for 
scatter correction are beneficial for both visual and quantitative analysis when 
other radiotracers other than 18F-FDG are used, such as 11C-PiB. Radiotracers 
which are analyzed using visual analysis will also benefit from advances in atten-
uation and scatter correction methods, such as amyloid tracers. The visual analysis 
in amyloid tracers is mainly based on the identification of neocortical gray matter–
versus–white matter contrast where the loss of this contrast points to amyloid pos-
itivity and vice versa (Barthel and Sabri et al., 2017). Consequently, methods val-
idated for 18F-FDG should be applicable for radiotracers with similar uptake pat-
terns.  
6.6.3 Applicability to MR-based radiotherapy and neuro-oncology 
It should be emphasized that the conclusions in this thesis mainly concern normal 
adult brains imaged with 18F-FDG, a typical population suspected of neurodegen-
erative disorders. With the increase in MR-based radiotherapy planning (MR-RT), 
application of MRAC methods to MR-RT should be investigated. Using PET/MR 
imaging would be preferable for neuro-oncology in which the utmost precision and 
same time-point imaging are required (Dickson et al., 2014). The creation and 
evaluation of pseudo-CT for both MRAC and MR-RT have been shown feasible 
for the pelvic area in recent reports (Arabi et al., 2016), as well as in brain (Edmund 
et al., 2017). These pseudo-CT methods have been adopted into clinical use in few 
advanced radiotherapy sites.  
However, neuro-oncological patients are in general more challenging in terms of 
MRAC if post-operation or post-treatment imaging is performed. This is mainly 
due to anatomical deformations caused by tumor growth or surgical operations. 
This might create challenges in the creation of subject-specific attenuation maps. 
An interesting research subject in the future will most likely be the performance 
evaluation of MRAC-based methods and the method presented in this work in 
neuro-oncological patients with large or small brain tumors, surgical resection and 
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in the presence of metal implants. These subjects could be a typical cohort under-
going PET/MR-based, MR-RT. Further investigations into using MRAC methods 
for MR-RT in the field of neuro-oncology are therefore highly recommended.  
It is also reasonable to assume that the method presented in Studies (II, III) might 
be less robust when anatomy is deformed or when MR images have areas of void 
signal due to metal implants. This is an inherent limitation, as the method is largely 
based on MR image segmentation. We have evaluated the method developed in 
Studies (II) and (III) with a small group of glioblastoma patients, with fairly prom-
ising initial results. However, we were not able to perform a quantitative evaluation 
with PET. A group of glioblastoma patients was included in the development and 
evaluation of another SPM8-based method (Izquierdo-Garcia et al., 2014; Chen et 
al., 2017). However, these methods and the method in studies (II) and (III) are not 
entirely comparable due to the differences in deriving the attenuation map.  
A larger clinical evaluation with a patient group with deformed anatomy should be 
performed in the future with the methods described in Studies (II) and (III). Neuro-
oncological imaging has more requirements in terms of the robustness of the at-
tenuation map, although a recent study shows promising results for an MRAC 
method in a group of patients with brain tumors (Rausch et al., 2017).  
6.6.4 Future work on MRAC and scatter correction applicability in brain 
PET/MR imaging 
Future work includes improving the MRAC method developed in studies (II) and 
(III) further by implementing subject-specific continuous bone attenuation values 
and the application of the method to dynamic brain PET imaging to study the effect 
of MRAC on kinetic parameters derived from PET images. Methods to include 
additional tissue classes (e.g. mastoid cells) not included in studies (I-IV) should 
be investigated. Eventually, the ultimate goal would be to move to full pseudo-CT 
creation from MR images. Furthermore, the effect of TOF imaging for improving 
the quantitative accuracy of PET images when using MRAC and TOF-dependent 
scatter estimate should be investigated as a continuation of this study using differ-
ent radiotracers than 18F-FDG (IV).   
6.6.5 Extension of scatter correction evaluation to whole-body PET/MR and 
PET/CT imaging 
The work of Study (IV) focused on the evaluation of scatter correction in 18F-FDG 
brain imaging with issues specific for PET/MR imaging. However, there are issues 
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in whole-body PET/MR imaging which prompt the performing of additional eval-
uations for novel scatter correction methods such as MC-SSS. One such issue is 
the robustness of different scatter correction algorithms in the presence of a large 
amount of out-FOV scatter, which is more of an issue in whole-body studies. Other 
issues specific for whole-body imaging include: 68Ga prostate-specific membrane 
antigen (PSMA) studies which exhibit high accumulation in bladder and kidneys 
(60-100 target to background ratio) (Heußer et al., 2017), truncation due to limited 
MR FOV, lung segmentation issues, respiratory and cardiac movement in thorax 
area and void areas due to implants. These could be conducted as a future work 
and extension of study (IV).  
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7 CONCLUSIONS 
Quantitative accuracy in 18F-FDG brain PET/MR is well comparable to PET/CT 
once an MRAC method which achieves accuracy close to CTAC is used for atten-
uation correction. Thus, the essential requirement to minimize the differences be-
tween PET/MR and PET/CT systems is an accurate attenuation map. Additionally, 
using an accurate attenuation map in PET/MR imaging will also minimize the bias 
introduced by scatter correction.   
An MRAC method using only T1-weighted MR images was introduced, validated 
and further developed using only a freely available and distributable software. The 
method has an acceptable accuracy for quantification of gray matter radioactivity 
in 18F-FDG brain PET/MRI imaging, which is below the accepted limit of SUV 
bias (< 10 %) with the basic version and below SUV reproducibility (< 5 %) with 
the advanced version, for the majority of the gray matter regions. A codebase for 
the method is available on the Internet (http://bit.ly/2fx6Jjz) – for free use, modi-
fication and distribution.  
Concerning the accuracy of the scatter correction algorithm when used with 
MRAC, no significant changes in either the approximated scatter shapes or quan-
titative accuracy of the PET images were detected with two scatter scaling meth-
ods, the TF-SSS and the MC-SSS. Therefore, scatter correction is not an issue with 
non-TOF 18F-FDG brain imaging, even when using an imperfect MR-based atten-
uation map without bone. 
In conclusion, the technical status of 18F-FDG brain PET/MRI imaging is currently 
very good due to several methodological advancements made since 2010. This has 
significant implications for the clinical adaptation of 18F-FDG PET/MR in imaging 
and clinical diagnosis of neurodegenerative diseases. 
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SUPPLEMENTAL TABLE 1. Anatomical region numbers and their correspond-
ing names as given in the AAL atlas. This research was originally published in JNM. 
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1 Precentral  18 Lingual 
2 Rolandic. Oper.  19 Occipital 
3 Supp. Motor Area  20 Fusiform 
4 Olfactory  21 Postcentral 
5 (Region not na-
med) 
 22 SupraMarginal 
6 Frontal. Sup  23 Angular 
7 Frontal. Med  24 Precuneus 
8 Frontal. Inf  25 ParacentralLobule 
9 Rectus  26 Caudate 
10 Insula  27 Putamen 
11 Cingulum Ant.  28 Pallidum 
12 Cingulum Mid.  29 Thalamus 
13 Cingulum Post.  30 Heschl. 
14 Hippocampus/  
ParaHippocampal. 
 31 Parietal 
15 Amygdala  32 Temporal 
16 Calcarine  33 Vermis 
17 Cuneus  34 Cerebellum Crus. 
   35 Cerebellum 
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