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1 Introduction.
The development of robust algebraic computation procedures for engineering type models has to take into account that the models have certain accuracy and that it is meaningless to continue computations beyond the accuracy of the original data set. Algebraic computations on models with parameter inaccuracies may be classified [7] into normal and nongeneric computations. Numerical computations dealing with the derivation of an approximate value of a property, function, which is nongeneric on a given model set, are referred to as nongeneric computations. If the value of a function always exists on every element of the model set (nontrivial value) and depends continuously on the model parameters, then the computations leading to the determination of such values are referred to as normal computations [7] . The computation of eigenvalues is a typical normal computation problem, whereas the computation of the GCD of a set of polynomials is a problem representative of the class of nongeneric computations. In fact, the set of polynomials for which there exists a nontrivial GCD (different than one) is a subvariety of the projective space with measure zero and this makes the GCD computation a hard problem. The need for defining a notion of "almost zero" for a set of polynomials has been recognised in [5] where it has been shown that "almost zeros" behave in a similar way to exact zeros, as far as solutions of polynomial Diophantine equations. The subject of defining an "approximate GCD" has been subsequently considered within the framework of GCD computations [2, 5, 8, 10, 12] and amongst the methods considered have been the ERES method [9] , the matrix pencil method [10] , and the different variants of the Euclid algorithm [11] .
The essence of the computation of approximate solutions is that they are based on the relaxation of exact conditions which characterise the GCD. However, so far, there has been no formal framework that may allow the evaluation of the quality of the approximation and even define the "best" given order approximation. This paper provides a framework for defining in a parametric way all given order approximate GCDs and evaluate their quality of approximation, or strength by solving an optimisation problem. This approach is based on recent results [4, 14] on the representation of the GCD of many polynomials in terms of the factorisation of the generalised resultant into a reduced resultant and a Toeplitz matrix representing the GCD. These results allow the parametrisation of all perturbations which are required to make a selected "approximate GCD", an exact GCD of a perturbed set of polynomials. The strength, or quality of a given "approximate GCD" is then defined by the size of the minimal perturbation required to make the chosen "approximate GCD", an exact GCD of the perturbed set.
The paper reviews first the representation of the GCD in terms of the resultant factorisation and then defines the family of all polynomials which have a given polynomial as their exact GCD and which are perturbations of a given set of polynomials. The solution of an optimisation problem then allows the evaluation of the quality, or strength of the given polynomial as an approximate solution. The results allow a comparison of the quality of the results of a number of alternative approaches which lead to estimates of the "approximate GCD".
Throughout the paper, we shall denote by R m×n the set of all m × n real matrices, Z + , N the positive, nonnegative integers. The rank of a matrix A is denoted by ρ(A). R[s] denotes the set of polynomials with coefficients from the reals R, and if t(s) ∈ R[s], then deg {t(s)} denotes its degree.
Generalised Resultant: Background results.
Consider the set of polynomials
We represent the polynomials a(s), b i (s) with respect to the largest degrees (n, p) as:
P h+1,n will be called an (n, p) order polynomial set and whenever we denote the number of elements and the maximal degree of a polynomial set we shall use this notation, otherwise the set of polynomials will be abbreviated as P. The GCD of P will be denoted by φ(s).
For any P h+1,n set, we define a vector representative p h+1 (s) and a basis matrix P h+1 represented as:
where
If c is the integer for which p 0 = . . . = p c−1 = 0, p c = 0, then c = w(P h+1,n ) is called the order of P h+1,n and s c is an elementary divisor of the GCD. The set P h+1,n is considered to be a c-order set and will be called proper if c = 0, and nonproper if c ≥ 1.
The classical approaches for the study of coprimeness and determination of the GCD makes use of the Sylvester Resultant which in the case of many polynomials is defined as shown below [1] .
Definition 1. Consider the set P h+1,n of (2.1).
(i) We can define a p × (n + p) matrix associated with a(s):
and a n × (n + p) matrix associated with b i (s), i = 1, 2, . . . , h as:
for every i = 1, 2, . . . , h. An extended Sylvester matrix or a generalised resultant for the set P is then defined by:
(ii) The matrix S p is the basis matrix of the set of polynomials
which is also referred to as the Sylvester Resultant set of the given set P.
An important notion that appears in our results is that of expanded resultants. Let P h+1,n be the (n, p) order polynomial set of (2.1). We can always assume that the two maximal degrees can be n = n + c, p = p + c, c ≥ 0 by assuming the first c coefficients of the polynomials to be zero. This representation is referred to as c-expanded and it is denoted by P c h+1,n . If S P is the generalised resultant of P h+1,n and S P c is the generalised resultant of the c-expanded set, then their dimensions are (p + hn) × (n + p), [p + hn + c(h + 1)] × (n + p + 2c) respectively, and S P c will be called the c-expanded resultant. Furthermore, we may express S P c in terms of the matrixS P c of dimension [p + hn + c(h + 1)] × (n + p + c) as follows
In a similar way , by supposing that the two maximal degrees of the polynomial set of (2.1) can be n = n + c, p = p + d, c, d ≥ 0 by assuming the first c and d coefficients of the first and the rest polynomials respectively to be zero, we can define the notion of the (c, d)-expanded resultant.
An important relationship betweenS P c and S P is defined below: Lemma 1. Let P h+1,n be a set and P c h+1,n its c-extension. If S P ,S P c are the resultant and the c-expanded resultant, then
From the factorisation property of the polynomials in S[P], we have the following obvious results.
Proposition 1. The GCD of P is the same as the GCD of S[P], that is
The above suggests that the resultant set may be used for the evaluation of GCD and the resultant properties expressing these links are summarised below [1] , [4] , [14] .
Theorem 1. (Generalised Resultant Theorem) Given the set of polynomials of (2.1) with a generalised resultant S P , the following properties hold true:
(i) The necessary and sufficient condition for a set of polynomials to be coprime is that
(ii) Let φ(s) be the GCD of P. Then:
(iii) If we reduce S P , by using elementary row operations, to its row echelon form, the last non-vanishing row defines the coefficients of the GCD.
The Sylvester Resultant result stated above is central in establishing a number of important computational procedures for the GCD of many polynomials. In the following, we examine certain properties of extraction of divisors from the set P, which are equivalently expressed as factorisation of resultant matrices. This leads to establishing a link between factorisation of resultants and a matrix representation of the GCD. The new representation of the GCD provides the means for deriving an alternative proof to the classical Resultant Theorem for the cases of many polynomials. The definition and evaluation of "approximate GCD" relies on the representation theory stated next [4] .
Matrix representation of the GCD using factorisation properties of Sylvester Resultants
The factorisation of common divisors from the set of polynomials P h+1,n leads to factorised or reduced sets and has certain implications on the resultant of the set. In fact, such a factorisation of polynomials leads to a factorisation of the corresponding resultant, which in turn provides the basis for the matrix representation of the GCD. The results summarised here [4] establish a matrix based representation of the GCD, which is equivalent to the standard algebraic factorisation of the GCD in the original set of polynomials. In fact, the essence of this factorisation is that the original Sylvester Resultant of the set is factorised into a reduced resultant (corresponding to the remaining factors after the extraction of the GCD) and an appropriate Toeplitz type matrix representing the GCD. The new representation of the GCD provides the means to define the notion of the "approximate GCD" subsequently in a formal way. The representation of the GCD relies on Toeplitz matrices, and factorisation of resultants and some background definitions and properties are considered next. In the following we shall denote by {T n } the set of nonsingular Toeplitz matrices of n × n dimension of the type
Clearly I n ∈ {T n }. The following properties from the set {T n } are readily established [4] .
Lemma 2. The set {T n } of Toeplitz matrices is a commutative ring under the standard operations of addition and multiplication with units the elements with
Some further interesting properties of the Toeplitz matrices which are linked to the representation of polynomials are considered next. 
Then the inverse Φ ofΦ has the Toeplitz form:
where the y i parameters satisfy the relationships
Toeplitz matrices and their properties are crucial elements in the representation of the GCD, which is defined by the following factorisation of resultants result [4] : Theorem 2. Let P be a proper polynomial set defined from (2.1) . Let S p be the respective Sylvester matrix, φ(s) = λ k s k + · · · + λ 1 s + λ 0 be the greatest common divisor of the set and let k be its degree. There exists then a transformation matrix Φ ∈ R (n+p)×(n+p) such that
where Φ is defined from relations (3.3) and (3.4) of Proposition 2 for n = n + p and S (k) P * is given by:
and
where {a
. . , h are the coefficients of the coprime polynomials obtained from the original set after the division by the GCD, which define the set P * h+1,n−k , and S
(k)
P * is the corresponding (n, p)-expanded resultant. Theorem 2 in a sense provides a representation in matrix terms of the standard factorisation of the GCD of a set of polynomials and this may be expressed in the following form: 
where S (k) P * is the (n, p)-expanded resultant of P * andΦ = Φ −1 has the form of (3.2) 
and it is defined by the GCD φ(s).
For the case of sets which are nonproper, Theorem 2 requires some extension and its generalised form is given next [4] : Theorem 3. Let P be the polynomial set of (2.1) with a (p+hn)×(n+p) generalised resultant
. . , h and P * = {a (s), b i (s), i = 1, . . . , h} is the corresponding reduced coprime set with a generalised resultant S P * , then S P may be expressed as
The above result unifies the resultant factorisation for the proper and non-proper case, since (3.9), (3.10) are valid for both cases. Furthermore, the factorisation (3.9) establishes a minimal representation, as far as the parameters used, since P * is obtained by the division of the set by the GCD. Such a representation will be called canonical representation of the GCD and involves the minimal number of parameters.
Approximate Greatest Common Divisors of a set of polynomials
The notion of the GCD of many polynomials is characterised by the property that its computation is nongeneric; in fact, the set of polynomials for which a nontrivial GCD ( = 1) may be defined is a set of measure zero. However, the need for defining notions such as "almost zeros" and "approximate GCD" has been recognised as important in many applications. The notion of a zero of a set of polynomials P with vector representative p(s) has been extended to that of "almost zero" [5] in terms of a minimisation of the function ||p(σ + jω)||. Methods computing the GCD of the set P, which deploy relaxation of the exact conditions for GCD evaluation, such as the ERES method [10, 9] lead to expressions for the "approximate GCD". Recently in [2] , [11] , [3] , the "approximate GCD" problem has been considered in the context of Euclidean division and for the case of two polynomials. The essence of current methods for the introduction of "approximate GCD" is the relaxation of the conditions characterising the exact notion. The difficulty with many of the current methods is in quantifying how good is the approximation that is offered. The Euclidean approach addresses this problem, but it is limited to the case of the two polynomials. The problem which is addressed here is to introduce formally the notion of the "approximate GCD" and then develop a computational procedure that allows the evaluation of how good is the given "approximate GCD". Some useful notation is introduced first. Let us denote by Π(n, p; h + 1) the set of all polynomial sets P h+1,n having h + 1 elements, and with the two highest degrees (n, p), n ≥ p; that is, if
,n ∈ Π(n, p; h + 1) we can define an (n, p)-ordered perturbed set P h+1,n by P h+1,n P h+1,n − Q h+1,n ∈ Π(n, p; h + 1)
where Q h+1,n denotes the set of polynomial perturbations as defined in (2.1).
Proposition 3. Given a set P h+1,n with maximal degrees (n, p), n ≥ p and a polynomial ω(s) ∈ R[s] with deg{ω(s)} ≤ p, then there always exists a family of (n, p)-order perturbations Q h+1,n such that for every element of this family, P h+1,n = P h+1,n −Q h+1,n has a GCD which is divisible by ω(s).
Proof: Given P h+1,n , considerQ h+1,n = {q i (s)} as an arbitrary (n, p)-order perturbation and letP h+1,n = P h+1,n −Q h+1,n = {p i (s), i = 0, 1, . . . , h}. Consider now the division of everyp i (s) by ω(s) ,i.e.,p
Then clearly by selecting Q h+1,n = {r i (s), i = 0, 1, . . . , h}, we have that
and thus Q h+1,n = {q i (s) =q i (s) +r i (s), i = 0, 1, . . . , h} is a perturbation that has the above property.
The above result motivates the following definition:
Definition 2. Let P h+1,n ∈ Π(n, p; h + 1) and ω(s) ∈ R[s] be a given polynomial with deg{ω(s)} = r ≤ p. Furthermore, let ω = {Q h+1,n } be the set of all (n, p)-order perturbations such that
with the property that ω(s) is a common factor of the elements of P h+1,n . If Q * h+1,n is the minimum norm element of the set ω (to be defined in an appropriate way), then ω(s) is referred as an r order or degree r almost common factor of P h+1,n and the norm of Q * h+1,n , denoted by ||Q * ||, as the strength of ω(s). If ω(s) is the GCD of
then ω(s) will be called an r order or degree r almost GCD of P h+1,n with strength ||Q * ||.
The above definition suggests that any polynomial ω(s) may be considered as an "approximate GCD" as long as deg{ω(s)} ≤ p. The best choice of "approximate GCD" is an issue that is not addressed here. We consider here the problem of determining the minimal norm perturbation and through that the strength of the ω(s) selection. This study involves:
• Parametrisation of the ω set.
• Definition of an appropriate metric for Q h+1,n .
• Solution of an optimisation problem to define Q * h+1,n These problems may be considered within the framework of the resultant representation of P h+1,n set, which also permits the GCD representation through the factorisation. Note that in the representation of P h+1,n through the resultant, the degrees of the polynomials are structured by the maximal two degrees (n, p), n ≥ p which define the structure of the resultant S P . Furthermore, the perturbations Q h+1,n and the perturbed sets P h+1,n are also structured by the (n, p) pair and thus their corresponding generalised resultants are structured in a compatible way. It is worth pointing out that the elements in Q h+1,n have nominal maximal degrees (n, p), whereas the effective values of degrees may be less than these values. The set of all resultants corresponding to h + 1 polynomials with maximal nominal degrees (n, p), that is, those corresponding to the Π(n, p; h + 1) set, will be denoted by Ψ(n, p; h + 1). From (4.4) and the compatibility of the resultants of the Π(n, p; h + 1) set, we have: Remark 1. If P h+1,n , Q h+1,n , P h+1,n ∈ Π(n, p; h + 1) are sets of polynomials in (4.4) and S P , S Q , S P denote their generalised resultants, then these resultants are elements of Ψ(n, p; h + 1) and (4.4) is equivalent to:
The above remark together with the factorisation of resultants described in the previous section leads to the following main result:
which has v(s) as common divisor , has a generalised resultant S Q ∈ Ψ(n, p; h + 1) that is expressed as shown below: (i) If v(0) = 0 then
whereΦ v is the (n + p) × (n + p) Toeplitz representation of v(s) as defined by (3.2) and S P * ∈ R (p+hn)×(n+p−r) is the (n, p)-expanded resultant of an arbitrary set of polynomials P * ∈ Π(n − r, p − r; h + 1).
(ii) If v(s) has k zeros at s = 0, then
where S P * is again the (n, p)-expanded resultant of an arbitrary set of polynomials P * ∈ Π(n − r, p − r; h + 1) and Θ φ is the (n + p − k) × (n + p) representation of v(s) defined by (3.10) .
For both the above cases (i) and (ii) if the parameters of S P * are constrained such that S P * has full rank, then v(s) is a GCD of the perturbed set P h+1,n .
Proof: By Proposition 3, any arbitrary polynomial v(s) ∈ R[s], deg{v(s)} = r ≤ p may be considered as the GCD of some perturbed set of polynomials P h+1,n ∈ Π(n, p; h + 1) with some perturbation Q h+1,n ∈ Π(n, p; h + 1), that is, P h+1,n = P h+1,n − Q h+1,n , which implies for the corresponding resultants (Remark 1) that
Given that P has v(s) as divisor then:
where S (r) P * is the (n, p)-expanded resultant of some P * ∈ Π(n − r, p − r; h + 1) andΦ φ is the (n + p) × (n + p) representations of v(s). From (4.9) and (4.10) it follows that
(ii) If v(s) has k zeros at s = 0, then by Theorem 3 we have that
where S P * is the (n, p)-expanded resultant of some P * ∈ Π(n − r, p − r; h + 1) and Θ φ is the (n + p − k) × (n + p) Toeplitz representation of v(s) defined by (3.10) . From (4.9) and (4.12) we have that
Clearly, if P * is coprime, i.e., S P * has full rank, then the matrix S P * cannot be further reduced (Theorems 2, 3) and the polynomial v(s) is a GCD of P h+1,n . The above holds for every perturbation Q h+1,n that leads to a perturbed set P h+1,n with v(s) a divisor and this completes the proof.
Remark 2.
The above result provides a parametrisation of all perturbations Q h+1,n ∈ Π(n, p; h + 1) which lead to sets P h+1,n having a GCD with degree at least r and divided by the given polynomial v(s). The set of free parameters is the set of coefficients of the polynomials P * h+1,n ∈ Π(n − r, p − r; h + 1). For a given selection of free parameters, v(s) is a divisor of the elements of P h+1,n and if the polynomials are generic, then v(s) is a GCD of P h+1,n .
Having established a parametrisation of perturbations generating sets with v(s) the common divisor we consider a metric that can be used for evaluation of strength of the "approximate GCD". Given that such a metric has to relate in a direct way to the set of polynomials, the Frobenius norm seems to be an appropriate choice.
Lemma 3. If P h+1,n ∈ Π(n, p; h + 1) then the Frobenius norm of the generalised resultant S P is given by
where p i are the coefficient vectors of the polynomials p i (s) ∈ P h+1,n defined by
The above result follows readily from the definition of the Frobenius norm and the structure of S P . Using this norm and the parametrisation in Theorem 4, we can now define the strength of a given r-order almost common factor of P h+1,n . The above provide the means for evaluating the strength for every given v(s) based on the Frobenius norm and using a numerical procedure for evaluating the minimum.
Algorithm for evaluating the strength of approximation of a given approximate GCD Given the set P h+1,n of polynomials with ordered degree set 
Step1: Define the family of all structured dynamic perturbations
with the same degree set D as P h+1,n has λ(s) as an exact GCD. The set of all such dynamic perturbations Q h+1,n has a Sylvester representation:
where S (k) is a resultant from Ψ D set with the first k-columns zero and the rest elements arbitrary. Step2: Using as parameters those free variables in S P
and solve the minimisation problem min W f (P, W ) where W denotes the composite vector of all parameters in S W .
Implementation of the algorithm
The algorithm was implemented in the environment of Maple. For the achievement of the required minimum in Step 2, an internal function of Maple was used. For the estimation of an approximate GCD the ERES method was used. Other methods for estimating an approximate GCD can also be applied.
Next we demonstrate the application of the algorithm by developing some examples showing the strength of approximation of approximate GCDs computed using alternative approaches. Example 1. We consider the set of polynomials
Estimate the strength of an approximate GCD. We have: n = 2, p = 1 and from (2.2b)
An approximate GCD of the set using the ERES method [9] , is: φ(s) = s − 1. Then Estimate the strength of the approximation of an approximate GCD.
As we can see, the type of the polynomial coefficients is either integer or floating-point numbers . Since we choose to perform the above multiplications using 30 digits of software floating point accuracy, the values of the polynomial coefficients are considered to be accurate. Next, we will work with the set PL1. If we study carefully the construction of this set, we can say that there could be at least four possible approximate GCD's. We measure the strength of approximation with the function strength. In fact: It is obvious that, according to the values of the function strength , GCD 1 is an approximate GCD for the set PL1.
Conclusions
The notion of the approximate GCD of many polynomials has been introduced and its strength has been shown to be equivalent to a distance problem. The overall framework is based on the representation of GCD in terms of the properties of generalised resultants, and in particular in terms of the factorisation of the resultant into a reduced Sylvester resultant and a Toeplitz matrix representing the GCD. The advantage of the current approach is that it permits the parametrisation of all perturbation polynomials that lead to a set with a given GCD and thus allows the formal definition of the strength of the approximation as the "norm" of the minimal perturbation. The emphasis here has been on the setting up of a framework that allows the "strength" of the approximation which produce "approximate GCDs", rather than introduce new "approximate GCD" algorithms. The approach however, provides the means for defining the "best" approximate GCD in terms of the same optimisation formulation. The study of the specific structure and properties of the optimisation problem and the computation of the optimal "approximate GCD" is currently under study.
