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DÉVIATIONS MODÉRÉES DE LA DISTANCE CHIMIQUE
OLIVIER GARET AND RÉGINE MARCHAND
Résumé. Le but de et artile est l'étude des déviations modérées de la dis-
tane himique, 'est à dire de la plus ourte distane sur l'amas de perolation
de Bernoulli. Ainsi, on étudie la taille des utuations aléatoires autour de la
valeur moyenne, ainsi que le omportement asymptotique de ette dernière.
Cei permet de préiser la onvergene dans le théorème de forme asympto-
tique. L'artile se base prinipalement sur des estimées de onentration de
Bouheron, Lugosi et Massart ainsi que sur la théorie des utuations des
fontions sous-additives d'Alexander.
1. Introdution et résultats
On s'intéresse au modèle de perolation de Bernoulli surritique sur les arêtes
de Z
d
, où d ≥ 2 est un entier xé. L'ensemble des arêtes de Zd est noté Ed. Sur
l'ensemble Ω = {0, 1}Ed, on onsidère la tribu produit et la probabilité P = B(p)⊗Ed ,
sous laquelle les oordonnées (ωe)e∈Ed sont des variables aléatoires indépendantes
identiquement distribuées de loi de Bernoulli de paramètre p. Pour toute la suite, on
xe un paramètre p > pc(Z
d), où pc(Z
d) est le seuil ritique de perolation sur Zd.
On note C∞ l'amas inni de perolation. La distane himiqueD(x, y) entre deux
point x, y de Zd est la longueur, en nombre d'arêtes, du plus ourt hemin ouvert
entre es deux points. À grande distane, ette distane himique est équivalente à
une norme µ déterministe  voir Garet et Marhand [10℄. En fait, on dispose même
d'estimées de grandes déviations, omme nous l'avons montré dans [11℄ :
∀ε > 0 lim
‖y‖1→+∞
logP
(
0↔ y, D(0,y)µ(y) /∈ (1− ε, 1 + ε)
)
‖y‖1 < 0.
Notre but ii est de montrer les résultats de déviations modérées suivants :
Théorème 1.1. Il existe une onstante C
1
> 0 telle que
(1) ∀y ∈ Zd E (|D(0, y)− µ(y)| 1 {0↔y}) ≤ C
1
√
‖y‖1 log(1 + ‖y‖1).
Il existe des onstantes A
2
, B
2
, C
2
> 0 telles que pour tout y dans Zd non nul,
(2)
∀x ∈ [C
2
(1 + log ‖y‖1), ‖y‖1/21 ] P
(
|D(0, y)− µ(y)|√
‖y‖1
> x, 0↔ y
)
≤ A
2
e
−B
2
x
.
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Il existe une onstante C
3
> 0 telle que, P-presque sûrement, sur l'événement
{0↔∞}, pour tout t assez grand,
(3) B0µ(t− C
3
√
t log t) ∩ C∞ ⊂ B0(t) ⊂ B0µ(t+ C
3
√
t log t),
où on note B0(t) = {x ∈ Zd : D(0, x) ≤ t} la boule de rayon t pour la distane
himique et B0µ(t) la boule de rayon t pour la norme µ.
Dans le travail de Kesten onernant la perolation de premier passage, l'ana-
logue de l'estimée (2) s'étend pour x ∈ [0, ‖y‖1]. Cependant, pour x ∈ [
√
‖y‖1, ‖y‖1],
les inégalités de grandes déviations donnent de meilleurs résultats que les dévia-
tions modérées ; par ontre, nous ne pouvons desendre dans la zone x ∈ [0, C
2
(1+
log ‖y‖1)] pour des raisons tehniques liées à un proédé d'approximation et de
renormalisation.
Remarquons d'emblée que omme tous les points ne sont pas dans l'amas inni,
la distane himique entre deux points peut être innie, e qui pose des problèmes
évidents. On en onstruit don une variation de la façon suivante : pour x ∈ Zd,
on note x∗ le point de l'amas inni le plus prohe de x (pour la norme ‖.‖1). En
as d'égalité, on hoisit x∗ de manière à minimiser x∗ − x pour une règle xée à
l'avane (par exemple l'ordre lexiographique). On dénit alors
∀x, y ∈ Zd D∗(x, y) = D(x∗, y∗).
Nous allons prinipalement travailler aveD∗, et il ne sera pas diile, en ontrlant
la diérene entre es deux quantités, de revenir à la distane himique D. Voii les
résultats que nous obtenons pour la distane himique modiée D∗ :
Théorème 1.2. Il existe une onstante C
4
> 0 telle que
(4) ∀y ∈ Zd Var D∗(0, y) ≤ C
4
‖y‖1 log(1 + ‖y‖1).
Pour tout D
5
> 0, il existe des onstantes A
5
, B
5
, C
5
> 0 telles que pour tout y
dans Z
d
non nul,
(5)
∀x ∈ [C
5
(1+log ‖y‖1), D
5
√
‖y‖1] P
(
|D∗(0, y)− E[D∗(0, y)]|√
‖y‖1
> x
)
≤ A
5
e
−B
5
x
.
Il existe une onstante C
6
> 0 telle que
(6) ∀y ∈ Zd\{0} 0 ≤ E[D∗(0, y)]− µ(y) ≤ C
6
√
‖y‖1 log(1 + ‖y‖1).
Les deux estimées préédentes donnent immédiatement l'existene de onstantes
A
7
, B
7
, C
7
stritement positives telles que pour tout y dans Zd non nul,
(7) ∀x ∈ [C
7
(1 + log ‖y‖1),
√
‖y‖1] P
(
|D∗(0, y)− µ(y)|√
‖y‖1
> x
)
≤ A
7
e
−B
7
x
.
Comme en perolation de premier passage (voir l'artile de Kesten [16℄), la preuve
de e résultat se déompose essentiellement en deux étapes :
 le ontrle des utuations de D∗(0, x) autour de sa valeur moyenne (propriété
de onentration),
 le ontrle de l'éart entre la valeur moyenne de D∗(0, x) et µ(x).
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Le travail original de Kesten utilisait des tehniques de martingales. Des teh-
niques analogues ont été déployées par Howard et Newman [15℄ pour la perolation
de premier passage eulidienne [14℄ et par Pimentel [17℄ pour le modèle de Vahidi-
Asl et Wierner. Depuis, les travaux de Talagrand [19℄ ont mis en lumière l'impor-
tane des tehniques de onentration, et ont permis d'améliorer les estimées de
Kesten. Ainsi, réemment, Benaïm et Rossignol [4℄ ont pu aner les estimées sur
la variane en perolation de premier passage. Ii, nous allons ontrler les utua-
tions (4) et (5) à l'aide de réentes inégalités de Bouheron, Lugosi et Massart [5℄,
qui sont puissantes et plus simples à mettre en oeuvre que le résultat abstrait de
Talagrand.
Le ontrle (6) de l'éart entre la valeur moyenne E[D∗(0, y)] et son équivalent
µ(y) se base habituellement sur les déviations modérées des utuations étudiées
préédemment. Cela se voit très lairement dans les modèles à symétrie sphérique,
omme hez Howard et Newman [15℄  on pourra aussi onsulter le survol de Ho-
ward [13℄. Un argument de symétrie peut également donner des preuves simples
dans la diretion prinipale, voir Alexander [1℄. Dans une diretion quelonque, les
hoses sont beauoup plus diiles. Ii, nous avons hoisi d'utiliser les tehniques
développées par Alexander [2℄ dans son artile sur l'approximation des fontions
sous-additives.
Le papier s'organise omme suit : dans une première partie, on donne une sé-
rie d'estimées sur la distane himique et sur la distane modiée qui dérivent
prinipalement des résultats d'Antal et Pisztora [3℄ ; on montre aussi omment le
théorème 1.1 ontrlant les déviations modérées pour la distane himique déoule
du théorème 1.2 relatif à D∗. Dans une deuxième partie, on montre les estimées (4)
et (5) du théorème 1.2. On utilise ii les inégalités de onentration de Bouheron,
Lugosi et Massart, ainsi qu'une tehnique de renormalisation à l'éhelle mésoso-
pique. La troisième partie est onsarée au ontrle de l'éart (6) entre µ(x) et
E[D∗(0, x)], suivant la méthode d'Alexander.
2. Quelques estimées
2.1. Classial estimates. Pour x dans Zd, on note C(x) l'amas de perolation
ontenant x, |C(x)| est son ardinal.
Grâe à Chayes, Chayes, Grimmett, Kesten et Shonmann [6℄, on peut ontrler
le diamètre des lusters nis : il existe deux onstantes stritement positives A
8
et
B
8
telles que
(8) ∀r > 0 P (|C(0)| < +∞, C(0) 6⊂ [−r, . . . , r]d) ≤ A
8
e
−B
8
r
.
On peut également ontroler la taille des trous dans l'amas inni : il existe deux
onstantes stritement positives A
9
et B
9
telles que
(9) ∀r > 0 P (C∞ ∩ [−r, . . . , r]d = ∅) ≤ A
9
e
−B
9
r
.
Quand d = 2, e résultat résulte des estimées de grandes déviations de Durrett
et Shonmann [8℄. Leurs méthodes peuvent être aisément transposées à d ≥ 3.
Néanmoins, quand d ≥ 3, la manière la plus simple d'obtenir e résultat est d'utiliser
les résultats de Grimmett and Marstrand [12℄ sur les slabs.
2.2. Estimées pour la distane himique. Le lemme qui suit est une onsé-
quene d'un résultat intermédiaire obtenu par Antal et Pisztora [3℄. Ce lemme
ontient de fait les deux théorèmes obtenus par Antal et Pisztora dans leur artile.
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Lemme 2.1. Il existe des onstantes α
10
, β
10
stritement positives telles que
(10) ∀y ∈ Zd E[eα101{0↔y}D(0,y)] ≤ eβ10‖y‖1 .
Démonstration. L'inégalité (4.49) d'Antal et Pisztora [3℄ dit qu'il existe un entier
N et un réel c > 0 tels que
∀ℓ ≥ 0 P(0↔ y,D(0, y) > ℓ) ≤ P
(
n∑
i=0
(|Ci|+ 1) > ℓcN−d
)
,
où les Ci sont des ensembles aléatoires indépendants de même loi, tels qu'il existe
h > 0 ave E[exp(h|Ci|)] < +∞, et où n est un entier vériant n ≤ ‖y‖1/2N , e
qui entraîne que n+ 1 ≤ ‖y‖1. Ainsi, pour tout ℓ > 0,
P(0↔ y,D(0, y) ≥ ℓ) ≤ P(0↔ y,D(0, y) > ℓ/2)
≤ P
(
n∑
i=0
(|Ci|+ 1) > ℓ
2
cN−d
)
≤ P

‖y‖1∑
i=1
2Nd
c
(|Ci|+ 1) ≥ ℓ

 .
Bien sûr, la dernière inégalité reste vraie si ℓ ≤ 0, e qui prouve que
1 {0↔y}D(0, y)  µ∗‖y‖1 ,
où µ est la loi de 2N
d
c (|C0|+1) et  désigne la omparaison stohastique. On peut
ainsi prendre α
10
= h c
2Nd
et β
10
= logE[exp(h|C0|+ 1)]. 
Corollaire 2.2. Il existe des onstantes ρ,A
11
, B
11
, A
12
, B
12
> 0 telles que
∀y ∈ Zd ∀t ≥ ρ‖y‖1 P(0↔ y, D(0, y) > t) ≤ A
11
exp(−B
11
t),(11)
∀r > 0 P
( ∃x, y ∈ {0, . . . , r}d :
1 {x↔y}D(x, y) > ρr
)
≤ A
12
exp(−B
12
r).(12)
Démonstration. Soit y ∈ Zd et t > 0. Ave l'inégalité de Markov et le lemme
préédent,
P(0↔ y, D(0, y) > t) ≤ e−α10tE[eα101{0↔y}D(0,y)] ≤ eβ10‖y‖1−α10t.
Pour obtenir (11), on prend alors par exemple ρ = 2
β
10
α
10
.
Soient x et y dans {0, . . . , r}d, et ρ omme préédemment. Ave l'inégalité de
Markov et le lemme préédent,
P(∃x, y ∈ {0, . . . , r}d : 1 {x↔y}D(x, y) > ρr)
≤
∑
x,y∈{0,...,r}d
P(1 {x↔y}D(x, y) > ρr)
≤
∑
x,y∈{0,...,r}d
exp(−α
10
ρr)E[exp(α
10
1 {x↔y}D(x, y))]
≤
∑
x,y∈{0,...,r}d
exp(−α
10
ρr) exp(β
10
‖y − x‖1) ≤ (1 + r)2d exp(−β
10
r),
DÉVIATIONS MODÉRÉES DE LA DISTANCE CHIMIQUE 5
e qui termine la preuve de (12). Remarquons qu'on trouve également e orollaire
omme sous-produit de la preuve d'Antal et Pisztora hez Dembo, Gandol et
Kesten [7℄, lemme 2.14. 
2.3. Estimées pour la distane himique modiée D∗. On montre ii des
estimées pour D∗ omparables à elles obtenues pour la distane himique D :
Lemme 2.3. Il existe des onstantes ρ∗, A
13
, B
13
, α
14
, β
14
, A
15
, B
15
telles que
l'on ait pour tout y ∈ Zd :
∀t ≥ ρ∗‖y‖1 P(D∗(0, y) > t) ≤ A
13
exp(−B
13
t),(13)
E[e
α
14
D∗(0,y)
] ≤ eβ14‖y‖1 ,(14)
‖(D∗(0, y)− ρ∗‖y‖1)+‖2 ≤ A
15
exp(−B
15
‖y‖1).(15)
Démonstration. Posons λ = 14ρ et ρ
∗ = 2ρ. Comme D∗(0, y) = D(0∗, y∗), on a
P(D∗(0, y) > t) ≤ P(‖0∗‖1 ≥ λt) + P(‖y∗ − y‖1 ≥ λt)
+
∑
‖a‖1≤λt
‖b−y‖1≤λt
P(1 {a↔b}D(a, b) > t).
Les deux premiers termes de la somme se ontrlent à l'aide de (9). Si t ≥ ρ∗‖y‖1,
alors pour haque terme de la somme on a :
‖a− b‖1 ≤ ‖y‖1 + 2λt ≤ t
2ρ
+ 2λt =
t
ρ
,
e qui permet d'utiliser le ontrle donné par (12), et termine la preuve de (13).
Maintenant, pour y ∈ Zd non nul, en utilisant (13), il vient
E[eαD
∗(0,y)] = 1 +
∫ +∞
0
P(D∗(0, y) > t)αeαtdt
≤ eαρ∗‖y‖1 +
∫ +∞
ρ∗‖y‖1
A
13
exp(−B
13
t)αeαtdt,
e qui donne (14) en hoisissant par exemple α
14
= B
13
/2. De même, en utilisant
enore (13)
E([(D∗(0, y)− ρ∗‖y‖1)+]2) =
∫ +∞
0
P(D∗(0, y)− ρ∗‖y‖1 > t)2t dt
≤ A
13
exp(−B
13
‖y‖1)
∫ +∞
0
2t exp(−B
13
t) dt,
e qui donne (15). 
2.4. Preuve du théorème 1.1. Nous allons voir maintenant omment le théo-
rème 1.1 déoule du théorème 1.2. L'estimée (8) ontrlant la taille des grands
amas nis nous permet de montrer que sur l'événement {0 ↔ y}, les quantités
D(0, y) et D∗(0, y) oïnident ave grande probabilité : en eet, sur l'événement
{0↔ y, 0↔∞}, on a l'identité D(0, y) = D∗(0, y), et on ontrle la probabilité
P(0↔ y, 0 6↔ ∞) ≤ A
8
e
−B
8
‖y‖1 .
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Preuve du théorème 1.1. Commençons par la preuve de (1). Soit y ∈ Zd.
E(|D(0, y)− µ(y)|1 {0↔y})
= E(|D(0, y)− µ(y)|1 {0↔y,0↔∞}) + E(|D(0, y)− µ(y)|1 {0↔y},06↔∞}).
On a d'une part, ave l'inégalité de Cauhy-Shwarz et les estimées (11) et (8),
E(|D(0, y)− µ(y)|1 {0↔y,06↔∞})
≤ ‖(D(0, y)− µ(y))1 {0↔y}‖2
√
P(0↔ y, 0 6↔ ∞)
≤ (‖D(0, y)1 {0↔y}‖2 + µ(y))
√
P(0↔ y, 0 6↔ ∞)
= o
(√
‖y‖1 log(1 + ‖y‖1)
)
.
D'autre part, ave les estimées (6) et (4) du théorème 1.2,
E(|D(0, y)− µ(y)|1 {0↔y,0↔∞})
= E(|D∗(0, y)− µ(y)|1 {0↔y,0↔∞})
≤ E(|D∗(0, y)− µ(y)|)
≤ |E[D∗(0, y)]− µ(y)|+
√
Var (D∗(0, y))
≤ C
6
‖y‖1/21 log(1 + ‖y‖1) + (C
4
‖y‖1 log(1 + ‖y‖1))1/2,
e qui prouve (1).
Passons à la preuve de (2). Soit y ∈ Zd.
Pour tout x dans [C
7
(1 + log ‖y‖1),
√
‖y‖1], l'estimée (7) du théorème 1.2 et l'esti-
mée (8) assurent que
P
(
|D(0, y)− µ(y)|√
‖y‖1
> x, 0↔ y
)
≤ P
(
|D∗(0, y)− µ(y)|√
‖y‖1
> x
)
+ P(0↔ y, 0 6↔ +∞)
≤ A
7
e
−B
7
x
+A
8
e
−B
8
‖y‖1 ,
e qui prouve (2), vu que x ≤
√
‖y‖1 ≤ ‖y‖1.
La preuve de (3) est standard à partir de (2)  voir par exemple la preuve du
théorème 3.1 dans Alexander [2℄. 
3. Déviations modérées
Nous allons ii montrer les résultats (4) et (5) de onentration pourD∗ annonés
dans le théorème 1.2. La preuve s'inspire évidemment de Kesten [16℄ ; ependant,
pour pallier le défaut d'intégrabilité de la distane himique, on met ii en oeuvre
une proédure de renormalisation et d'approximation : pour t réel positif et k dans
Z
d
, on note Λtk l'ensemble des arêtes dont les entres sont plus prohes du point
kt que de tout autre point du réseau tZd (en as d'égalité, on utilise une règle
déterministe arbitraire pour assoier l'arête à une unique boîte). On dit qu'un point
de Z
d
est dans Λtk s'il est extrémité d'une arête de Λ
t
k : ainsi, les (Λ
t
k)k∈Zd forment
une partition de E
d
, mais pas de Z
d
.
Maintenant, on note Dt(a, b) la distane obtenue à partir de la distane himique
D omme suit : si deux points x et y sont à l'intérieur d'une même boîte Λtk, on
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les relie par une arête supplémentaire, dite rouge, de longueur Kt, où K est une
onstante absolue stritement supérieure à 4ρ.
En prenant t susamment grand, on s'assurera, grâe au lemme 3.3 que D∗(0, y)
et Dt(0∗, y∗) sont très prohes. Pour la quantité Dt(0, y), on peut loaliser les
hemins optimaux dans une boîte déterministe, e qui n'était pas le as de D∗.
On peut alors utiliser un théorème de onentration dû à Bouheron, Lugosi et
Massart [5℄ pour ontrler les déviations de Dt(0, y) par rapport à E[Dt(0, y)] :
Lemme 3.1. Pour tout C
16
> 0, il existe des onstantes B
16
, γ > 0 telles que
pour tout y dans Zd\{0},
(16) ∀x ≤ C
16
‖y‖1/21 P
(
|Dγx(0, y)− EDγx(0, y)|√
‖y‖1
≥ x
)
≤ 2 exp(−B
16
x).
Démonstration. Soit C
16
> 0, y ∈ Zd et t > 0 xés. L'un des ingrédients de la
preuve est l'existene de moments exponentiels pour Dt(0, y), qui déoule prinipa-
lement de l'existene de moments exponentiels pourD∗. Comme on peut ne prendre
que des arêtes rouges, on a
(17) Dt(0, y) ≤ Kt
(‖y‖1
t
+ 1
)
= K(‖y‖1 + t).
Maintenant, montrons qu'il existe des onstantes α, β, η stritement positives telles
que pour tout y ∈ Zd\{0} et tout t > 0,
(18) logE(exp(αDt(0, y)) ≤ β‖y‖1 + ηt.
Remarquons d'abord que l'inégalité triangulaire et l'inégalité (17) assurent que
Dt(0, y) ≤ Dt(0, 0∗) +Dt(0∗, y∗) +Dt(y∗, y)
≤ K(2t+ ‖0− 0∗‖1 + ‖y − y∗‖1) +D∗(0, y).
En utilisant l'inégalité de Hölder, on obtient
E(exp(αDt(0, y)) ≤ exp(2αKt)[E exp(3αK‖0− 0∗‖1)]2/3[E exp(3αD∗(0, y))]1/3.
Les inégalités (9) et (14) permettent alors de onlure la preuve de (18).
D'après (17), tout hemin qui réalise Dt(0, y) reste à l'intérieur d'une boîte nie
déterministe, e qui entraîne que Dt(0, y) ne dépend que du ontenu d'une famille
nie de boîtes mésosopiques que l'on numérotera de 1 à N . Soient U1, . . . , UN les
veteurs aléatoires tels que Ui ontienne les états des arêtes du graphe mirosopique
qui sont dans la boîte i. Il existe une fontion S = Sy,t telle que
Dt(0, y) = S(U1, . . . , UN).
Notons que les (Ui) sont indépendants. Soient U
′
1, . . . , U
′
N des opies indépendantes
des U1, . . . , UN ; posons S
(i) = S(U1, . . . , Ui−1, U
′
i , Ui+1, . . . , UN) et enn
V+ = E
[
N∑
i=1
((S − S(i))+)2|U1, . . . , UN
]
,
V− = E
[
N∑
i=1
((S − S(i))−)2|U1, . . . , UN
]
.
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On peut déjà noter, ave l'inégalité de Efron-Stein-Steele (voir Efron-Stein [9℄ et
Steele [18℄ ou la proposition 1 dans Bouheron, Lugosi et Massart [5℄) que
(19) Var Dt(0, y) ≤ E[V−].
De plus, le théorème 2 de Bouheron, Lugosi et Massart [5℄ donne les inégalités de
onentration suivantes : pour tous λ, θ > 0 tels que λθ < 1 :
logE[exp(λ(S − E[S]))] ≤ λθ
1− λθ logE
[
exp
(
λV+
θ
)]
,(20)
logE[exp(−λ(S − E[S]))] ≤ λθ
1− λθ logE
[
exp
(
λV−
θ
)]
.(21)
On note M t(y, z) le plus ourt hemin pour Dt entre y et z, que l'on hoisit, en
as d'ambiguïté, suivant une règle déterministe xée. Si l'on note Ri l'événement :
M t(0, y) passe par la boîte numéro i, on remarque que S(i) − S ≤ Kt1Ri. Ainsi,
V− est majoré par K
2t2Y , où Y est le nombre de boîtes visitées par M t(0, y).
Comme Y ≤ 3d(1 +Dt(0, y)/t), on obtient nalement
(22) V− ≤ 3dK2t(Dt(0, y) + t).
Cette inégalité et l'existene de moments exponentiels pour Dt(0, y) vont nous
permettre de ontrler les déviations dans un sens. Par ontre, pour l'autre sens,
nous ne pouvons majorer aussi simplement V+, et nous utiliserons une variation de
l'inégalité (20) qui nous a été ommuniquée par R. Rossignol et M. Théret.
Lemme 3.2. On suppose qu'il existe δ > 0, des fontions réelles (ϕi)1≤i≤n, (ψi)1≤i≤n,
(gi)1≤i≤n telles que pour tout i on a
(S − S(i))− ≤ ψi(U ′i) et (S − S(i))2− ≤ ϕi(U ′i)gi(U1, . . . , Un)
et αi = E[e
δψi(Ui)ϕi(Ui)] < +∞. Si on pose
W =
n∑
i=1
αigi(U1, . . . , Un),
alors pour tout θ > 0 et tout λ ∈ [0,min(δ, 1θ )), on a
logE[exp(λ(S − E[S]))] ≤ λθ
1− λθ logE
[
exp
(
λW
θ
)]
.(23)
On a déjà remarqué que S(i) − S ≤ Kt1Ri, e qui donne les inégalités voulues
ave ϕi = ψi = Kt, gi = 1Ri et αi = Kte
δKt
; on obtient
W = K2t2eδKtY ≤ 3dK2teδKt3d(Dt(0, y) + t).
An de retrouver une inégalité analogue à (22), on hoisit alors δ = 1/t :
(24) max(V−,W ) ≤ 3dK2eKt(Dt(0, y) + t).
Nous allons ainsi pouvoir traiter simultanément les deux termes, en prenant epen-
dant en ompte les deux onditions : λ < 1/θ et λ < 1/t. On prend les onstantes
α, β, η donnée par (18), et on hoisit λ, t > 0 tels que{
λ < 1/t,
λ2 ≤ 12 α3dK2eK t .
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En posant θ = λ3
dK2eK t
α , on a bien la ondition θλ ≤ 1/2, e qui permet d'utiliser
les inégalités (21) et (23). Comme
λ
θ 3
dK2eKt = α, on a, ave les estimées (24)
et (18),
λθ
1− λθ logE
[
exp
(
λV−
θ
)]
≤ 2λθ logE[exp(α(Dt(0, y) + t))]
≤ 2.3
dK2eK
α
λ2t(β‖y‖1 + (η + α)t)
≤ Lλ2(t‖y‖1 + t2)(25)
pour toute onstante L ≥ 2.3dK2eKα max(β, η + α) et L ≥ C16/2  ette dernière
ondition sera utilisée a la n de la preuve. Fixons une telle onstante L. La même
majoration donne aussi
(26)
λθ
1− λθ logE
[
exp
(
λW
θ
)]
≤ Lλ2(t‖y‖1 + t2).
Ainsi, pour tout u > 0 et tous λ, t > 0 tel que λ < 1/t et λ2 ≤ 12 α3dK2eKt , l'inégalité
de Markov et les inégalités (21) et (23) assurent que
P
(|Dt(0, y)− E[Dt(0, y)]| > u) ≤ 2 exp(−λu+ Lλ2(t‖y‖1 + t2)).
Maintenant, en prenant λ =
x‖y‖1/21
2Lt(‖y‖1 + t) <
x
2Lt‖y‖1/21
. on a
{
x ≤ 2L‖y‖1/21 ,
x2 ≤ 2α
3d
L2
K2eK t‖y‖1
⇒
{
λ < 1/t,
λ2 ≤ 12 α3dK2eK t
et il vient, en prenant u = x
√
‖y‖1,
P
(
|Dt(0, y)− E[Dt(0, y)]|√
‖y‖1
≥ x
)
≤ 2 exp
(
− x
2‖y‖1
4Lt(‖y‖1 + t)
)
.
En prenant nalement t = γx ave γ = 3
d
α
K2eK
L , on voit que
x ≤ 2L‖y‖1/21 ⇒
{
λ < 1/t,
λ2 ≤ 12 α3dK2eKt
et on obtient, pour x ≤ C
16
‖y‖1/21 ≤ 2L‖y‖1/21 :
P
(
|Dγx(0, y)− E[Dγx(0, y)]|√
‖y‖1
> x
)
≤ 2 exp
(
− x
4Lγ
× 1
1 + 2Lγ
)
,
e qui termine la preuve du lemme 3.1. 
Lemme 3.3. Il existe des onstantes A
27
, B
27
, A
28
, B
28
stritement positives
telles que pour tout y ∈ Zd et tout t ≤ ‖y‖1, on ait
P(Dt(0∗, y∗) 6= D∗(0, y)) ≤ A
27
(1 + ‖y‖1)2d exp(−B
27
t),(27)
‖D∗(0, y)−Dt(0∗, y∗)‖2 ≤ A
28
(1 + ‖y‖1)d+1 exp(−B
28
t).(28)
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Démonstration. On pose Γ = {x ∈ Zd : ‖x‖1 ≤ 3ρ∗‖y‖1)}. Notons
L = {M t(0∗, y∗) ⊂ Γ},
A = ∩
a,b∈Γ: ‖a−b‖1≥t
{1 {a↔b}D(a, b) ≤ 2ρ‖a− b‖1},
B = ∩
a∈Γ
{a ∈ C∞ ou C(a) ⊂ [−t, . . . , t]d}.
Disons que deux boîtes Λtk et Λ
t
ℓ sont ∗-adjaentes si ‖k − ℓ‖∞ = 1. Pour k ∈ Zd,
on dit qu'une boîte Λtk est bonne si quel que soit le point x dans la boîte Λ
t
k, quel
que soit le point y dans la boîte Λtk ou dans l'une des 3
d − 1 boîtes ∗-adjaentes,
si x et y ommuniquent, alors ils sont reliés par un hemin ouvert dont la longueur
ne dépasse pas 4ρt ; notons enore
G = ∩
‖k‖1≤1+3ρ
∗‖y‖1/t
{Λtk est bonne.}.
Nous allons montrer que
(29) L ∩A ∩B ∩G ⊂ {Dt(0∗, y∗) = D∗(0, y)}.
Plaçons-nous sur l'événement L ∩ A ∩ B ∩ G et onsidérons M t(0∗, y∗), le hemin
minimal pour Dt entre 0∗ et y∗, inlus, grâe à l'événement L, dans la boîte Γ. Ce
hemin est fait de trois sortes de portions : des suites d'arêtes rouges, des suites
d'arêtes du luster inni et des suites d'arêtes de lusters nis. Pour passer d'un
luster ni au luster inni, on doit néessairement utiliser une arête rouge. Soit
0∗ = y0, . . . , yn = y
∗
la suite des points de la trajetoire M t(0∗, y∗) et soit
i0 = max{i : D(0∗, yi) = Dt(0∗, yi)}.
Pour montrer (29), il sut de montrer que i0 = n. Comme
D(0∗, yi0) = D
t(0∗, yi0) ≤ Dt(0∗, y∗) ≤ D∗(0, y) < +∞,
le point yi0 est dans l'amas inni.
Supposons par l'absurde que i0 < n : l'arête entre yi0 et yi0+1 n'est pas une arête
ouverte du graphe Z
d
, sinon ela ontredirait la maximalité de i0. C'est don une
arête supplémentaire de longueur Kt rajoutée entre deux points d'une même boîte
Λtk, ou arête rouge : ainsi, D
t(yi0 , yi0+1) = Kt. Si yi0 et yi0+1 ommuniquent dans
le graphe aléatoire, alors l'événement G assure que D(yi0 , yi0+1) ≤ 4ρt ≤ Kt. On
a alors D(yi0 , yi0+1) ≤ Dt(yi0 , yi0+1), e qui ontredit enore la maximalité de i0.
Ainsi, yi0 et yi0+1 ne ommuniquent pas, e qui veut dire que yi0+1 n'est pas dans
le luster inni. Soit
j0 = inf{j ∈ [i0 + 1, . . . , n] : yj ∈ C∞}.
Remarquons que j0 < +∞ ar yn ∈ C∞. Le hemin entre yi0 et yj0 utilise alterna-
tivement des arêtes rouges et des moreaux de lusters nis. Regardons e hemin à
l'éhelle mésosopique, 'est-à-dire que l'on onsidère le hemin omposé des oor-
données des boîtes de taille t visitées par le hemin. On dit qu'un site utilisé par le
hemin mésosopique est rouge si la portion du hemin orrespondant à la traversée
de la boîte orrespondante omprend une arête rouge. Deux sites rouges onséutifs
de e hemin ne peuvent être séparés de plus d'un site ar il n'y a pas de luster
ni reliant des boîtes non adjaentes (on est dans l'événement B). Ainsi plus de la
moitié des sites du hemin mésosopique sont rouges ; remarquons aussi que l'arête
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joignant yi0 (dans l'amas inni) et yi0+1 (dans un amas ni) est néessairement
rouge. Il s'ensuit que
D(yi0 , yj0) ≥ Dt(yi0 , yj0) ≥
‖yi0 − yj0‖1
t
× 1
2
×Kt = K
2
‖yi0 − yj0‖1.
Si yi0 et yj0 ne sont pas dans des boîtes ∗-adjaentes, alors on a à la fois ‖yi0−yj0‖1 ≥
t et D(yi0 , yj0) ≥ K2 ‖yi0 − yj0‖1 > 2ρ‖yi0 − yj0‖1 , e qui ne peut arriver puisque A
est réalisé. Les points yi0 et yj0 sont don dans des boîtes ∗-adjaentes. Mais alors
l'événement G assure que D(yi0 , yj0) ≤ 4ρt ≤ Kt ≤ Dt(yi0 , yj0), e qui ontredit
enore la maximalité de i0 et prouve l'inlusion (29).
Ainsi P(D∗(0, y) 6= Dt(0, y)) ≤ P(Lc) + P(Ac) + P(Bc) + P(Gc).
Nous allons maintenant ontrler les probabilités P(Lc), P(Ac), P(Bc) et P(Gc).
Pour majorer P(Lc), remarquons que ommeK ≥ 1, tout point deM t(0∗, y∗) est
à une distane (en norme ‖.‖1) plus petite queDt(0∗, y∗) de 0∗. CommeDt(0∗, y∗) ≤
D∗(0, y), on a alors
P(Lc) = P(M t(0∗, y∗) 6⊂ Γ)
≤ P (‖0− 0∗‖1 ≥ ρ∗‖y‖1) + P (D∗(0, y) ≥ 2ρ∗‖y‖1)
≤ A
9
exp(−B
9
‖y‖1) +A
13
exp(−2B
13
ρ∗‖y‖1),
en utilisant les estimées (9) et (13). Ave l'estimée (11),
P(Ac) =
∑
a,b∈Γ: ‖a−b‖1≥t
P(D(a, b) ≥ 2ρ‖a− b‖1)
=
∑
a,b∈Γ: ‖a−b‖1≥t
A
11
exp(−B
11
2ρ‖a− b‖1)
= (1 + 2ρ2‖y‖1)2d exp(−2B
11
ρt).
Ave l'estimée (8), P(Bc) = (1 + 3ρ∗‖y‖1)dA
8
exp(−B
8
t).
Finalement, ave l'estimée (12), P(Gc) ≤ (1 + 3ρ∗‖y‖1/t)dA
12
exp(−B
12
t).
On obtient alors l'estimée (27) en se rappelant t ≤ ‖y‖1.
Pour le dernier point, remarquons que
0 ≤ D∗(0, y)−Dt(0∗, y∗) ≤ ρ∗‖y‖11 {D∗(0,y) 6=Dt(0∗,y∗)} + (D∗(0, y)− ρ∗‖y‖1)+.
Ainsi,
‖D∗(0, y)−Dt(0∗, y∗)‖2
≤ ρ∗‖y‖1
√
P(D∗(0, y) 6= Dt(0∗, y∗)) + ‖(D∗(0, y)− ρ∗‖y‖1)+‖2,
et on onlut ave (27) et (15), en utilisant enore une fois que ‖y‖1 ≥ t. 
Nous pouvons maintenant passer aux preuves des estimées (4) et (5) du théo-
rème 1.2. L'idée en est simple : on utilise les estimées obtenues pour Dt dans le
lemme 3.1, tout en ontrlant, ave le lemme 3.3, l'erreur d'approximation entre
D∗ et Dt.
Preuve du théorème 1.2, estimée (4). On peut érire
Var D∗(0, y)
≤ 2(Var Dt(0, y) +Var (D∗(0, y)−Dt(0, y))
≤ 2Var Dt(0, y) + 4 (E(D∗(0, y)−Dt(0∗, y∗))2 + E(Dt(0∗, y∗)−Dt(0, y))2) .
On prend t = d+1B
28
log(1 + ‖y‖1) ≤ ‖y‖1 pour ‖y‖1 assez grand.
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 Comme (15) assure que E[D∗(0, y)] = O(‖y‖1), en utilisant les inégalités (19)
et (22), il vient :
Var Dt(0, y) ≤ 3dK2(tE[D∗(0, y)] + t2) = O(‖y‖1 log(1 + ‖y‖1)).
 L'inégalité (28) assure que
E(D∗(0, y)−Dt(0∗, y∗))2 ≤ A2
28
(1 + ‖y‖1)2d+2 exp(−2B
28
t) = O(1).
 L'inégalité triangulaire pour Dt puis l'inégalité (17)assurent que
|Dt(0∗, y∗)−Dt(0, y)| ≤ Dt(0, 0∗) +Dt(y, y∗)
≤ K(‖0∗‖1 + ‖y − y∗‖1 + 2t).
L'inégalité de Minkowski et l'estimée (9) assurent alors que
‖Dt(0∗, y∗)−Dt(0, y)‖2 = O(log(1 + ‖y‖1)),
e qui onlut la preuve de l'estimée (4) du théorème 1.2. 
Preuve du théorème 1.2, estimée (5). Remarquons tout d'abord qu'il sut de prou-
ver l'estimée pour tout y susamment grand. Soit D
5
> 0. Prenons le γ donné par
le lemme 3.1 ave C
16
= D
5
. On pose
C
5
= max
{
1,
4d
γB
27
,
d+ 1
γB
28
}
.
Pour tout y ∈ Zd\{0}, si x ≤ D
5
√
‖y‖1 et x ≥ C
5
(1+ log ‖y‖1), alors, d'après (28)
et (17),
|E[D∗(0, y)]− E[Dγx(0, y)]|
≤ |E[D∗(0, y)]− E[Dγx(0∗, y∗)]|+ |E[Dγx(0∗, y∗)]− E[Dγx(0, y)]|
≤ |E[D∗(0, y)]− E[Dγx(0∗, y∗)]|+ E[Dγx(0, 0∗)] + E[Dγx(y, y∗)]
≤ A
28
(1 + ‖y‖1)2d+1 exp(−B
28
γC
5
(1 + log ‖y‖1))
+KE(‖0∗‖1) +KE(‖y − y∗‖1) + 2Kγx.
Ave (9), on sait que E(‖0∗‖1) = E(‖y − y∗‖1) < +∞. Don, omme C
5
≥ 2d+1γB
28
,
pour y assez grand, si x ≤ D
5
√
‖y‖1 et x ≥ C
5
(1 + log ‖y‖1), on a
|E[D∗(0, y)]− E[Dγx(0, y)]|√
‖y‖1
≤ x/2,
e qui entraîne que
P
(
|D∗(0, y)− E[D∗(0, y)]|√
‖y‖1
> x
)
≤ P(D∗(0, y) 6= Dγx(0∗, y∗)) + P
(
|Dγx(0∗, y∗)− E[Dγx(0, y)]|√
‖y‖1
> x/2
)
.
Vu que x ≥ C
5
(1 + log ‖y‖1) et C
5
≥ 4dB
27
γ , l'estimée (27) assure que
P(D∗(0, y) 6= Dγx(0∗, y∗)) ≤ A
27
(1 + ‖y‖1)2d exp(−B
27
γx)
≤ A
27
22d exp
(
−B27
2
γx
)
,
DÉVIATIONS MODÉRÉES DE LA DISTANCE CHIMIQUE 13
Pour traiter le seond terme, on érit d'abord, ave l'estimée (17) :
|Dγx(0∗, y∗)− E[Dγx(0, y)]|
≤ |Dγx(0, y)− E[Dγx(0, y)]|+Dγx(0, 0∗) +Dγx(y, y∗)
≤ |Dγx(0, y)− E[Dγx(0, y)]|+K‖0∗‖1 +K‖y − y∗‖1 + 2Kγx
Ainsi, pour tout y assez grand,
P
(
|Dγx(0∗, y∗)− E[Dγx(0, y)]|√
‖y‖1
> x/2
)
≤ P
(
|Dγx(0, y)− E[Dγx(0, y)]|√
‖y‖1
> x/9
)
+ 2P
(
‖0∗‖1 ≥ x
√
‖y‖1
9K
)
Le lemme 3.1 permet de ontrler le premier terme, tandis que l'estimée (9) ontrle
le seond, e qui donne le résultat voulu. 
4. Comportement asymptotique de l'espérane
Notre but ii est de démontrer l'estimée (6) du théorème 1.2.
La fontionnelle D∗ hérite de la sous-additivité de D. On peut également remar-
quer que pour tout a dans Zd, la loi de (D∗(x + a, y + a))x∈Zd,y∈Zd ne dépend pas
de a. Ainsi, si on pose h(x) = E[D∗(0, x)], on a
∀x, y ∈ Zd h(x+ y) ≤ h(x) + h(y).
La sous-additivité de h permet de mettre en oeuvre les tehniques développées par
Alexander [2℄ pour l'approximation des fontions sous-additives. Commençons par
démontrer la onvergene la onvergene de h(ny)/n vers µ(y) :
Lemme 4.1. Pour tout y ∈ Zd, la suite D∗(0,ny)n onverge presque sûrement et
dans L1 vers µ(y). En partiulier h(ny)/n onverge vers µ(y).
Démonstration. Comme D∗(0, y) est intégrable et (D∗(x, y))x∈Zd,y∈Zd est station-
naire, le théorème ergodique sous-additif nous dit qu'il existe µ∗(y) tel queD∗(ny)/n
onverge presque sûrement et dans L1 vers µ∗(y). Il reste don juste à voir que µ∗(y)
oïnide ave µ(y). Or, d'après Garet et Marhand [10℄, sur l'événement {0↔∞},
on peut presque sûrement trouver une suite de points (nky)k≥1 ave 0 ↔ nky et
D(0, nky)/nk onverge vers µ(y) lorsque k tend vers l'inni. Bien sûr,D
∗(0, nky)/nk
onverge vers µ∗(y). Comme sur {0 ↔ ∞} on a l'égalité D(0, nky) = D∗(0, nky),
ei entraîne µ(y) = µ∗(y). 
Nous allons rappeler les résultats d'Alexander sur l'approximation des fontions
sous-additives. Introduisons quelques notations dérivées de elles d'Alexander [2℄.
Pour M et C des onstantes positives, on note
GAP (M,C) =
{
h : Zd → R,
(‖x‖1 ≥M)⇒
(
µ(x) ≤ h(x) ≤ µ(x) + C‖x‖1/21 log ‖x‖1
) }
.
Pour x ∈ Rd, on hoisit une forme linéaire µx de Rd telle que µx(x) = µ(x) et
telle que
∀y ∈ B0µ(µ(x)) µx(y) ≤ µ(x).
La grandeur µx(y) est la longueur pour µ de la projetion de y sur la droite passant
par 0 et x suivant un hyperplan d'appui au onvexe B0µ(µ(x)) au point x. Il est
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alors faile de voir que pour tout y ∈ Rd, |µx(y)| ≤ µ(y). On pose alors, pour C
onstante positive,
Qhx(C) =
{
y ∈ Zd : ‖y‖1 ≤ (2d+ 1)‖x‖1,
µx(y) ≤ µ(x), h(y) ≤ µx(y) + C‖x‖1/21 log ‖x‖1
}
.
L'idée est que les éléments de Qhx(C) permettent de réaliser un maillage de Z
d
ave des pas pour lesquels µx approhe orretement h. On dénit enore, pour
M > 0, C > 0, a > 1,
CHAP (M,C, a) =
{
h : Zd → R, (‖x‖1 ≥M)⇒
( ∃α ∈ [1, a],
x/α ∈ Co(Qhx(C))
) }
,
où Co(A) désigne l'enveloppe onvexe de A dans Rd. Les résultats d'Alexander sont
les suivants :
Lemme 4.2 (Alexander [2℄). Soit h une fontion positive sous-additive sur Zd et
M > 1, C > 0, a > 1 des onstantes xées. On suppose que pour tout x ∈ Zd ave
‖x‖1 ≥ M , il existe un entier n, un hemin γ de 0 à nx et une suite de points
0 = v0, v1, . . . , vm = nx de γ tels que m ≤ an et dont les inréments vi − vi−1 sont
tous dans Qhx(C). Alors h ∈ CHAP (M,C, a)
Théorème 4.3 (Alexander [2℄). Soit h une fontion positive sous-additive sur Zd
et M > 1, C > 0, a > 1 des onstantes xées. Si h ∈ CHAP (M,C, a), alors
h ∈ GAP (M,C).
Dénition 4.4. On appelle Qhx(C)-hemin toute suite (v0, . . . , vm) telle que pour
tout i ∈ {0, . . . ,m− 1}, vi+1 − vi ∈ Qhx(C).
Soit γ = (γ(0), . . . , γ(n)) un hemin simple du graphe Zd. On onsidère l'unique
suite d'indies (ui)0≤i≤m telle que
u0 = 0, um = n,
∀i ∈ {0, . . . ,m− 1} ∀j ∈ {ui + 1, . . . , ui+1} γ(j)− γ(ui) ∈ Qhx(C),
∀i ∈ {0, . . . ,m− 1} γ(ui+1 + 1)− γ(ui) 6∈ Qhx(C).
Le Qhx(C)-squelette de γ est alors la suite (γ(ui))0≤i≤m.
Pour la distane himique modiée h(.) = E[D∗(0, .)], nous allons montrer le
résultat suivant :
Proposition 4.5. Il existe des onstantes M > 1 et C > 0 telles que si ‖x‖1 ≥M ,
alors pour tout n susamment grand, il existe un hemin de 0 à nx ave un Qhx(C)-
squelette ontenant moins de 2n+ 1 sommets.
Voyons d'abord omment ette proposition permet d'obtenir l'inégalité (6) et
d'ahever la preuve du théorème 1.2.
Preuve de l'inégalité (6) . La proposition 4.5 et le lemme 4.2 assurent que h(.) =
E[D∗(0, .)] est dans CHAP (M,C, 2), e qui implique, via le théorème 4.3, que h
est dans GAP (M,C). Cei donne l'estimée (6) pour tout y ∈ Zd tel que ‖y‖1 ≥M ,
et don pour tout y ∈ Zd quitte à augmenter la valeur de C
6
. 
Passons maintenant à la preuve de la proposition 4.5. On hoisit désormais h(.) =
E[D∗(0, .)], on prend β et C tels que
(30) 0 < β < B
5
et C >
√
2d
(
d
β
+ C
5
)
,
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et on pose C′ = 48C. On dénit
Qx = Q
h
x(C
′),
Gx = {y ∈ Zd : µx(y) > µ(x)},
∆x = {y ∈ Qx : y adjaent à Zd\Qx, y non adjaent à Gx},
Dx = {y ∈ Qx : y adjaent à Gx}.
Lemme 4.6. Il existe une onstante M telle que si ‖x‖1 ≥M , alors
(1) si y ∈ Qx, alors µ(y) ≤ 2µ(x) et ‖y‖1 ≤ 2d‖x‖1 ;
(2) si y ∈ ∆x, alors E[D∗(0, y)]− µx(y) ≥ C′2 ‖x‖
1/2
1 log ‖x‖1 ;
(3) si y ∈ Dx, alors µx(y) ≥ 56µ(x) ;
(4) si x est assez grand, alors (‖y‖1 ≤ ‖x‖1/21 ) =⇒ (y ∈ Qx).
Démonstration. Les arguments sont simples et essentiellement déterministes. On
pourra se reporter au lemme 3.3 dans Alexander [2℄, qui est l'analogue dans le
adre de la perolation de premier passage. On utilise en partiulier le fait que
E[D∗(0,±ei)] ≤ ρ∗ +A
15
< +∞, qui remplae l'intégrabilité du temps de passage
d'une arête. 
On note D(v1, vm; (vi)) la longueur d'un plus ourt hemin ouvert entre v1 et
vm ontraint à passer dans et ordre par haun des vi. Alors
Lemme 4.7.
lim
‖x‖1→+∞
P


∃m ≥ 1 ∃ un Qx-hemin (v0 = 0, . . . , vm) :
m−1∑
i=1
E[D∗(vi, vi+1)]−D(v1, vm; (vi)) > Cm‖x‖1/21 log ‖x‖1

 = 0.
La preuve de e lemme repose sur un dénombrement des Qx-hemins, sur le
ontrle de moments exponentiels pour E[D∗(vi, vi+1)]−D(vi, vi+1) et sur une in-
égalité de type BK. Au regard du travail d'Alexander, il aurait été plus naturel de
travailler ave des quantités du type E[D∗(vi, vi+1)] −D∗(vi, vi+1) : malheureuse-
ment, la fontionnelle D∗ n'est pas monotone, ontrairement àD, e qui ompromet
l'utilisation d'une inégalité de type BK. On doit don ii jongler une fois de plus
entre D et D∗.
Démonstration. Soitm ≥ 1 et x assez grand xés. Soit (v0 = 0, v1, . . . , vm) unQx-
hemin partant de 0. Le lemme préédent implique que pour tout i, ‖vi+1 − vi‖1 ≤
2d‖x‖1. On pose
Yi = E[D
∗(vi, vi+1)]−D∗(vi, vi+1)
Zi = E[D
∗(vi, vi+1)]−D(vi, vi+1).
Le résultat de déviations modérées nous permet dans un premier temps de ontrler
ertains moments exponentiels de Yi si x est assez grand. En eet, on érit
E
[
exp
(
β(Yi)+√
2d‖x‖1
)]
= 1 +
∫ +∞
0
βeβtP
(
Yi ≥ t
√
2d‖x‖1
)
dt.
Remarquons que l'estimée (15) nous donne déjà la majoration simple :
max(Yi, Zi) ≤ E[D∗(vi, vi+1)] ≤ A
15
+ ρ∗‖vi+1 − vi‖1;
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en remarquant que ‖vi+1 − vi‖1 ≥ 1, ei implique en partiulier, dès que ‖x‖1 est
assez grand, que
(31)
max(Yi, Zi)√
2d‖x‖1
≤ 2ρ∗
√
‖vi+1 − vi‖1.
Cei assure que si t > 2ρ∗
√
‖vi+1 − vi‖1, alors P(Yi ≥ t
√
2d‖x‖1) = 0. D'autre
part, le résultat de déviations modérées (5) nous dit qu'il existe des onstantes
A
5
, B
5
> 0 telles que si C
5
(1 + log ‖vi+1 − vi‖1) ≤ t ≤ 2ρ∗
√
‖vi+1 − vi‖1, alors,
omme ‖vi+1 − vi‖1 ≤ 2d‖x‖1,
P(Yi ≥ t
√
2d‖x‖1) ≤ P(Yi ≥ t‖vi+1 − vi‖1/21 ) ≤ A
5
exp(−B
5
t).
Ainsi, omme β < B
5
, on a
E
[
exp
(
β(Yi)+√
2d‖x‖1
)]
≤ 1 +
∫ C
5
(1+log(2d‖x‖1))
0
βeβtdt+
∫ +∞
0
βeβtA
5
e
−B
5
t
dt
≤ 1 + (2de)βC5‖x‖βC51 +
A
5
β
B
5
− β .(32)
Remarquons ii que notre ontrle des moments exponentiels de Yi est moins bon
que dans le as de la perolation de premier passage, où la borne, analogue à (32),
obtenue par Alexander est indépendante de ‖x‖1 : ei est dû à la renormalisation
que nous avons utilisée pour obtenir les déviations modérées (5).
Notons que
 si vi 6↔ vi+1, alors (Zi)+ = 0 ;
 si vi ↔ vi+1 et vi ↔∞, alors (Zi)+ = (Yi)+ ;
Ainsi, en utilisant la majoration (31),
exp
(
β(Zi)+√
2d‖x‖1
)
≤ 1+ exp
(
β(Yi)+√
2d‖x‖1
)
+1nvi↔vi+1
vi 6↔∞
o exp
(
2βρ∗
√
‖vi+1 − vi‖1
)
.
En utilisant (8) puis (32), on obtient alors, pour tout x assez grand :
E
[
exp
(
β(Zi)+√
2d‖x‖1
)]
(33)
≤ 1 + E
[
exp
(
β(Yi)+√
2d‖x‖1
)]
+ exp
(
2βρ∗
√
‖vi+1 − vi‖1
)
P
(
vi ↔ vi+1
vi 6↔ ∞
)
≤ 1 + E
[
exp
(
β(Yi)+√
2d‖x‖1
)]
+A
8
exp
(
2βρ∗
√
‖vi+1 − vi‖1 −B
8
‖vi+1 − vi‖1
)
≤ (6d‖x‖1)βC5 .
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On peut appliquer une inégalité de type BK à la quantité D(v1, vm; (vi)) : ave le
théorème 2.3 de Alexander [1℄, pour tout t > 0, si les Z ′i sont des opies indépen-
dantes des Zi, alors, ave (33),
P
(
m−1∑
i=1
E[D∗(vi, vi+1)]−D(v1, vm; (vi)) > Cm‖x‖1/21 log ‖x‖1
)
≤ P
(
m−1∑
i=1
Z ′i > Cm‖x‖1/21 log ‖x‖1
)
≤ exp
(
−βCm log ‖x‖1√
2d
)m−1∏
i=1
E
[
exp
(
βZi√
2d‖x‖1
)]
≤
(
(6d)
βC
5‖x‖−
βC√
2d
+βC
5
1
)m
.
Le lemme 4.6 donne l'existene d'une onstante K telle qu'il y a au plus (K‖x‖d)m
Qx-hemins de m+ 1 sommets issus de 0, don, en sommant sur tous es hemins,
on obtient
P


∃ un Qx-hemin (v0 = 0, . . . , vm) :
m−1∑
i=1
E[D∗(vi, vi+1)]−D(v1, vm; (vi)) > Cm‖x‖1/21 log ‖x‖1


≤
(
K(6d)
βC
5‖x‖d−
βC√
2d
+βC
5
1
)m
=
(
L
‖x‖α1
)m
,
pour deux onstantes L et α ; le hoix (30) que nous avons fait pour β et C assure
de plus α > 0. Ainsi, si x assez grand, L‖x‖−α1 ≤ 12 , de sorte qu'en sommant sur
les longueurs m possibles :
P


∃m ≥ 1 ∃ un Qx-hemin (v0, . . . , vm) :
m−1∑
i=1
E[D∗(vi, vi+1)]−D(v1, vm; (vi)) > Cm‖x‖1/21 log ‖x‖1

 ≤ 2L‖x‖α1 ,
e qui termine la preuve du lemme. 
Preuve de la proposition 4.5. Cette proposition est l'analogue de la proposition 3.4.
de Alexander [2℄.
La preuve de e résultat déterministe utilise la "méthode probabiliste" : nous
allons montrer qu'ave une probabilité stritement positive, on peut ontruire un
tel Qx-hemin issu de 0 à partir d'un hemin réalisant D
∗(0, nx). Ave le lemme
préédent et l'estimée (9), on peut trouver M > 1 tel que si ‖x‖1 ≥M ,
P


∃m ≥ 1 ∃ un Qx-hemin (v0 = 0, . . . , vm) :
m−1∑
i=1
E[D∗(vi, vi+1)]−D(v1, vm; (vi)) > Cm‖x‖1/21 log ‖x‖1

 ≤ 1
5
,
et P
(
‖0∗‖ ≥ ‖x‖1/21
)
≤ 1
5
.
Quitte à augmenterM , on peut de plus supposer que si ‖y‖1 ≤ ‖x‖1/21 et si ‖x‖1 ≥
M , alors y ∈ Qx. On xe alors x ∈ Zd ave ‖x‖1 ≥ M . Le lemme 4.1 assure qu'il
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existe un n0 ∈ Z+ tel que
∀n ≥ n0 P(D∗(0, nx) > n(µ(x) + 1)) ≤ 1
5
.
On xe alors un n ≥ n0. Ave probabilité au moins 1/5, les quatre propriétés
suivantes sont don satisfaites :
a) pour tout m ≥ 1, pour tout Qx-hemin (v0 = 0, . . . , vm),
m−1∑
i=1
E[D∗(vi, vi+1)]−D(v1, vm; (vi)) ≤ Cm‖x‖1/21 log ‖x‖1,
b) D∗(0, nx) ≤ n(µ(x) + 1),
) ‖0∗‖1 ≤ ‖x‖1/21 ,
d) ‖(nx)∗ − nx‖1 ≤ ‖x‖1/21 .
On peut don trouver un ω satisfaisant es quatre propriétés, et nous allons travailler
pour la suite ave ette réalisation ω partiulière. Soit v1 = 0
∗, . . . , vm = (nx)
∗
le
Qx-squelette d'un hemin γ réalisant la distane himique de 0
∗
à (nx)∗. On pose
v0 = 0, vm+1 = nx : les propriétés ) et d) assurent qu'on obtient ainsi un Qx-
hemin de 0 à nx. Nous allons montrer que m + 2 ≤ 2n + 1, e qui terminera la
preuve de la proposition. Remarquons que, par onstrution,
D(v1, vm; (vi)) = D
∗(0, nx).
Notre Qx-hemin satisfait, pour e ω partiulier, d'après a),
(34)
m−1∑
i=1
E[D∗(vi, vi+1)]−D(v1, vm; (vi)) ≤ Cm‖x‖1/21 log ‖x‖1.
D'autre part, par dénition de Qx, ave la propriété d), le fait que µ est une norme,
et l'estimée (11),
mµ(x) ≥
m−1∑
i=0
µx(vi+1 − vi) = µx((nx)∗)
= µx((nx)) + µx((nx)
∗ − nx)
≥ nµ(x)− µ((nx)∗ − nx) ≥ nµ(x) − ρ‖x‖1/21 .
Ainsi, quitte à augmenter M , on obtient que n ≤ 1110m. Maintenant, ave b) et
quitte à augmenter enore M si néessaire,
m−1∑
i=1
E[D∗(vi, vi+1)] ≤ D∗(0, nx) + Cm‖x‖1/21 log ‖x‖1
≤ n(µ(x) + 1) + Cm‖x‖1/21 log ‖x‖1
≤ nµ(x) + 2Cm‖x‖1/21 log ‖x‖1.
Nous allons maintenant distinguer, dans le Qx-squelette, les aroissements ourts
et les aroissements longs :
S((vi)) = {i : 1 ≤ i ≤ m− 1, vi+1 − vi ∈ ∆x},
L((vi)) = {i : 1 ≤ i ≤ m− 1, vi+1 − vi ∈ Dx}.
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Remarquons que la dénition du Qx-squelette implique que es deux ensembles
forment bien une partition de {1, . . . ,m − 1}. Majorons tout d'abord le nombre
d'aroissements ourts à l'aide du lemme 4.6, estimée (2) : rappelons µx(y) ≤
µ(y) ≤ E[D∗(0, y)], et don
m−1∑
i=1
E[D∗(vi, vi+1)] =
m−1∑
i=1
[µx(vi+1 − vi) + (ED∗(vi, vi+1)− µx(vi+1 − vi))]
≥ µx((nx)∗)− µx(0∗) + |S((vi))|C
′
2
‖x‖1/21 log ‖x‖1
≥ nµ(x)− 2ρ‖x‖1/21 + |S((vi))|
C′
2
‖x‖1/21 log ‖x‖1.
Ainsi, en umulant les deux dernières estimées, quitte à augmenter M ,
|S((vi))|C
′
2
‖x‖1/21 log ‖x‖1 ≤ 2ρ‖x‖1/21 + 2Cm‖x‖1/21 log ‖x‖1
≤ 3Cm‖x‖1/21 log ‖x‖1,
d'où
|S((vi))| ≤ 6 C
C′
m =
m
8
.
De la même manière, majorons le nombre d'aroissements longs à l'aide du lemme 4.6,
estimée (3) :
m−1∑
i=1
E[D∗(vi, vi+1)] =
m−1∑
i=1
[µx(vi+1 − vi) + (E[D∗(vi, vi+1)]− µx(vi+1 − vi))]
≥ nµ(x)− 2ρ‖x‖1/21 +
5
6
|L((vi))|µ(x) ≥ 5
6
|L((vi))|µ(x),
quitte à augmenter M ; ei donne
|L((vi))| ≤ 6
5
n+ 2Cm
‖x‖1/21 log ‖x‖1
µ(x)
≤ 6
5
n+m/8.
Finalement, m = |S((vi))| + |L((vi))|+ ≤ 65n+m/4, d'où m ≤ 85n, e qui termine
la preuve. 
Nous tenons à remerier Raphaël Rossignol et Marie Théret qui nous ont genti-
ment ommuniqué l'extension du résultat de Bouheron, Lugosi et Massart.
Bibliographie
[1℄ Kenneth S. Alexander. A note on some rates of onvergene in rst-passage perolation. Ann.
Appl. Probab., 3(1) :8190, 1993.
[2℄ Kenneth S. Alexander. Approximation of subadditive funtions and onvergene rates in
limiting-shape results. Ann. Probab., 25(1) :3055, 1997.
[3℄ Peter Antal and Agoston Pisztora. On the hemial distane for superritial Bernoulli per-
olation. Ann. Probab., 24(2) :10361048, 1996.
[4℄ Mihel Benaïm and Raphaël Rossignol. Exponential onentration for rst passage per-
olation through modied Poinaré inequalities. Ann. Inst. Henri Poinaré Probab. Stat.,
44(3) :544573, 2008.
[5℄ Stéphane Bouheron, Gábor Lugosi, and Pasal Massart. Conentration inequalities using
the entropy method. Ann. Probab., 31(3) :15831614, 2003.
20 OLIVIER GARET AND RÉGINE MARCHAND
[6℄ J. T. Chayes, L. Chayes, G. R. Grimmett, H. Kesten, and R. H. Shonmann. The orrelation
length for the high-density phase of Bernoulli perolation. Ann. Probab., 17(4) :12771302,
1989.
[7℄ Amir Dembo, Alberto Gandol, and Harry Kesten. Greedy lattie animals : negative values
and unonstrained maxima. Ann. Probab., 29(1) :205241, 2001.
[8℄ R. Durrett and R. H. Shonmann. Large deviations for the ontat proess and two-
dimensional perolation. Probab. Theory Related Fields, 77(4) :583603, 1988.
[9℄ B. Efron and C. Stein. The jakknife estimate of variane. Ann. Statist., 9(3) :586596, 1981.
[10℄ Olivier Garet and Régine Marhand. Asymptoti shape for the hemial distane and rst-
passage perolation on the innite Bernoulli luster. ESAIM Probab. Stat., 8 :169199 (ele-
troni), 2004.
[11℄ Olivier Garet and Régine Marhand. Large deviations for the hemial distane in superri-
tial Bernoulli perolation. Ann. Probab., 35(3) :833866, 2007.
[12℄ G. R. Grimmett and J. M. Marstrand. The superritial phase of perolation is well behaved.
Pro. Roy. So. London Ser. A, 430(1879) :439457, 1990.
[13℄ C. Douglas Howard. Models of rst-passage perolation. In Probability on disrete strutures,
volume 110 of Enylopaedia Math. Si., pages 125173. Springer, Berlin, 2004.
[14℄ C. Douglas Howard and Charles M. Newman. Eulidean models of rst-passage perolation.
Probab. Theory Related Fields, 108(2) :153170, 1997.
[15℄ C. Douglas Howard and Charles M. Newman. Geodesis and spanning trees for Eulidean
rst-passage perolation. Ann. Probab., 29(2) :577623, 2001.
[16℄ Harry Kesten. On the speed of onvergene in rst-passage perolation. Ann. Appl. Probab.,
3(2) :296338, 1993.
[17℄ L. Pimentel. Asymptotis for rst-passage times on Delaunay triangulations. preprint, avai-
lable at http://arxiv.org/abs/math.PR/0510605, 2005.
[18℄ J. Mihael Steele. An Efron-Stein inequality for nonsymmetri statistis. Ann. Statist.,
14(2) :753758, 1986.
[19℄ Mihel Talagrand. Conentration of measure and isoperimetri inequalities in produt spaes.
Inst. Hautes Études Si. Publ. Math., (81) :73205, 1995.
Institut Élie Cartan Nany (mathématiques), Nany-Université, CNRS, Boulevard
des Aiguillettes B.P. 239, F-54506 Vand÷uvre-lès-Nany, Frane.
E-mail address: Olivier.Garetien.u-nany.fr
E-mail address: Regine.Marhandien.u-nany.fr
