We propose a system that takes advantage of volume holographic interconnections and of the particular kinetics of photorefractive crystals. This system is a neural network that implements a Kohonen self-organizing map. It is devoted to the automatic classification of a set of vectors according to their mutual correlations. We present in this paper the problems we encountered while defining and building the experimental setup as well as some solutions we found to improve the system. 
Introduction
For a number of years, neural networks have become a promising alternative approach to traditional computer systems to solve certain kinds of problems [1, 2] . This type of systems is based on the interconnection of a large number of elementary units. This leads rather naturally to the idea of using optical interconnections to implement these neural networks, which allows to gain profit of the massive parallelism of optics [3] [4] [5] . Among all the optical processes, volume holographic interconnects are an interesting way of research because of their large potential capacity [6] . Photorefractive crystals, with their ability to store dynamically reconfigurable holograms, are therefore good candidates to be used in such systems [7, 8] .
Moreover it can be shown that the particular kinetics of these materials is perfectly suitable to the implementation of a certain kind of neural network: Kohonen self-organizing maps [9] . These systems are devoted to the classification of a set of images and belong to the class of the so-called unsupervised neural networks. This means that nobody imposes an a priori order. Thanks to a learning stage when the images are presented as examples, the system must sort by itself the images according to their mutual correlations. In concrete terms, the output of the system is bidimensional and the locations of the responses in this output plane must reflect the correlations between the input images. That is why these neural networks are also called "topological maps".
Theoretical background
Holographic neurons A formal neuron is basically an elementary processor that has several inputs and only one output. Each input is assigned a weight and the output of the cell is a nonlinear function of the weighted sum of the inputs. The neurons are then interconnected to obtain more complex behaviors and the function that is implemented depends on the values of the interconnection weights. Let M "learning" beams (with complex amplitudes L k ) interfere with N "reference" beams (with complex amplitudes R i ) inside a photorefractive material (Fig. 1 ). This creates M x N elementary gratings whose index modulations are noted dn ik . When the learning beams are removed, the reference beams are diffracted onto these gratings and generate M "output" beams (with amplitudes O k ) that reproduce the learning beams. We assume that the reference beams are angularly separated so that each one only reads the gratings it has previously recorded (thanks to Bragg's selectivity). All the diffracted beams add coherently and the amplitude of output k is:
which can be seen as the inner product r W k . r I between an input vector r I µ R 1 , R 2 ,K ( ) and a weight vector
Except for the nonlinear function, this sum exactly corresponds to the response of a neuron whose inputs would be the amplitudes R i of the reference beams and the weights would be the index modulations of the recorded gratings. Thus each learning beam defines one neuron. By having several spatially or angularly multiplexed learning beams, it is then easy to make a system with a large number of neurons, for instance 10 6 . At the same time, it is possible to use about 10 3 reference beams [10] . If one achieves to read these 10 9 interconnections in 1 ms, which is reasonable, one implements about 10 12 elementary operations per second. This makes this kind of optical approach quite interesting.
Photorefractive kinetics and unsupervised learning
As the function that is implemented by the neural network is fully determined by the weights of the interconnections, the key point is to set these weights. The problem is that there is usually no simple way to determine directly the values that will allow to realize the desired function. Therefore these networks have to be trained by being presented a series of learning examples. Each time one of the examples is presented as an input, one checks the system output and modifies the weights in order to fit better the desired output. In Kohonen self-organizing maps, the weights are incremented proportionally to the difference between the input and the weight vectors in order to bring the weight vector closer to the input vector.
When writing a grating inside a photorefractive crystal, the evolution of the index modulation is:
with I t the total illumination on the crystal, t 0 the writing time constant for a unitary illumination and dn max the maximum index modulation. Here the first term corresponds to the learning of the input vector whereas the second one is a term of illumination-induced erasing. Eq. 2 demonstrates that the photorefractive kinetics is perfect to implement Kohonen neural network since it provides exactly the required weights updating.
Topological map
Kohonen self-organizing maps, also known as topological maps, are systems that aim at sorting a set of vectors by finding their mutual correlations and representing them in a spatial way. Indeed, the output neurons of the system are located on a bidimensional lattice and, when a vector is presented as an input, only a small cluster of these neurons must be activated and the spatial location of this cluster must reflect the correlation between the presented vector and the other vectors. In Fig. 2 is shown an example of classification of a series of animals by a square network. The drawings of the animals symbolize the locations of the responses when presenting the corresponding vectors. In this example, birds, fishes and mammals are grouped into three separated areas, the bat is located between the birds and the mammals and so on. The algorithm proposed by Kohonen to obtain this topological self-organization consists in presenting an input vector to the system, detecting the location of the maximum response and then modifying the weights of the neurons that surround this location according to Eq. 2.
Optically, the bidimensional output plane of the system is provided by the output side of a photorefractive crystal. The maximum response is given by the maximum diffracted amplitude and the selective updating of the weights is done by keeping the reference beams (which correspond to the input vector) and switching on a cluster of learning beams (that is illuminating a cluster of neurons). The corresponding gratings are then updated according to Eq. 2. Fig. 3 is a sketch of the setup. A beam at 515 nm is provided by an Ar laser and divided into 2 paths that interfere inside a BGO:Cu photorefractive crystal. Both paths are modulated by reflective ferroelectric spatial light modulators (SLM). The image of the neuron SLM is made onto the crystal through a Fourier filter that removes higher orders due to the pixel structure of the SLM. The reference SLM provides in its Fourier plane a set of source points, each of which creates a plane wave that illuminates the crystal with a different angle of incidence (this point will be further explained in the following). The angular separation between two consecutive waves is chosen greater than Bragg's angular selectivity. The output plane of the crystal -which is the output plane of the system that is shown in Fig. 2 -is imaged onto a CCD camera.
Experimental implementation of a topological map

Experimental setup
One iteration of the learning stage consists in closing the shutter and displaying on the reference SLM an image that corresponds to an input vector. Thanks to the camera, we measure the diffracted intensity. A computer then determines the location of the maximum response and turns on the pixels that correspond to this area on the neuron SLM. The remaining point is to open the shutter and let the desired gratings be reinforced inside the crystal. Then a new cycle starts with another vector. Choice of the components Both SLMs are 256 x 256 binary ferroelectric liquid crystal SLMs manufactured by Displaytech. They have been chosen for their fast switching time (< 250 ms) and their high contrast (we measured it greater than 400:1). The speed is an essential point as the number of learning iterations is fairly high (in fact proportional to the number of neurons). The contrast plays a role in determining the noise and the storage capacity of the system. The neuron SLM is an amplitude SLM whereas the reference one is a phase SLM. We actually use only one pixel out of four on the neuron SLM to prevent cross-talk problems. The fast 256 x 256 camera is provided by Dalsa. We use it with the binning option that allows to group the pixels 4 by 4. This camera has a high sensitivity and its square sensor is perfectly adapted to the geometry of the SLMs.
The photorefractive crystal is a BGO:Cu. This choice results from a trade-off between the diffraction efficiency and the time constant. Indeed, if the diffraction efficiency is low, the output will be noisy and the camera will require a longer integration time to collect enough energy. Besides, the photorefractive time constant limits the writing time. Moreover, the crystal we have chosen can be used in a 90° geometry, that is the reference path is orthogonal to the neuron path. This allows to simplify the setup compared to a copropagating geometry. This also increases the capacity since Bragg's angular selectivity is higher which permits to have more reference beams. Lastly, this geometry reduces the noise because there is less diffusion toward the camera. In these conditions, the maximum index modulation in the crystal is 1.5.10 -6 . The writing time constant is 300 ms for a total illumination of 10 mW/cm 2 and the absorption is 1.1 cm -1 .
Reference beams and Fourier transform
As stated before, the different reference beams are generated by a series of light points located on the object focal plane of a lens. The most immediate solution would have been to place the reference SLM in this plane and turn on one pixel for each desired plane wave. However this method would have had several drawbacks. For instance, almost all pixels would have been dark and thus only a small amount of the total energy would have been transmitted.
We propose instead to generate the source points through the Fourier transform (FT) of the SLM. That is we do not display the point pattern on the reference SLM but we rather display its inverse FT and we add a lens that performs its FT. Of course, since the SLM is binary and phase-only, we cannot display the true inverse FT of the point pattern. We have actually chosen to ignore its intensity and to binarize its phase.
This use of the FT offers many advantages. For instance, the energy that comes onto the SLM is totally transmitted to the Fourier plane. Since the modulated amplitude is "real" (that is it has no complex part), the FT has a symmetrical energy distribution. Therefore we make so that the desired point pattern lies in half the FT plane and we mask the other half. Thus we lose only 50 % of the energy (compared to more than 99 % with the basic method). This gain is essential to the speed of the system. Another advantage is that we are no longer limited to binary modulation since we can obtain gray levels and phase levels. Of course, the price for all these improvements is the noise that appears on the FT. However, this noise may be considered as random because it changes when the reference vector is changed. As its mean is zero, it is then less bothering than the constant noise caused by the limited contrast of SLMs (see next paragraph).
Contrast of the SLMs and opposit image
The constrast of the SLMs is not infinite so that the pixels that should ideally be "off" reflect in fact a small amount of light. This creates two types of parasitic gratings: gratings between "off" and "on" beams, gratings between two "off" beams (Fig. 4) . Now the grating at the end of the learning process is the mean of all the recorded gratings [11] . The problem is that, for a given pixel, the amplitude of the parasitic beam is the same for every image for which this pixel is dark. Thus the parasitic gratings have a non zero mean and they modify the final grating, which creates reading noise. This is particularly bothering when the contrast is not exactly the same for every pixel (which is usually the case). Indeed, this introduces a random noise that makes it difficult to separate "on" neurons from "off" neurons. In order to solve this problem, we have decided to erase these parasitic gratings by presenting, after each image on the neuron SLM, its "opposit" image for the same time. In other words, we first present a vector with the reference SLM and simultaneously an image with some lit neurons on the other SLM. Then we keep the same reference pattern and we turn off every pixel on the neuron SLM. Moreover we add a p phase-shift on the neuron path thanks to a phase modulator. This results in erasing some of the previously recorded parasitic gratings (Table 1) . 
Conclusion
We have proposed in this paper a neural network based on the use of a photorefractive crystal and that should classify a set of vectors without the help of a supervisor. We have described some problems that appear in this kind of systems and we have given a few solutions. The experimental setup is completely realized and the test stage is now beginning. The topological map is designed to have 128 x 128 neurons and 128 reference beams. Moreover we hope that it will be able to make about 5 iterations per second. In these conditions, the system would implement about 10 7 interconnection updates per second.
