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Abstract
Regularization methods are often employed in deep learning neural networks (DNNs) to pre-
vent overfitting. For penalty based methods for DNN regularization, typically only convex
penalties are considered because of their optimization guarantees. Recent theoretical work
have shown that non-convex penalties that satisfy certain regularity conditions are also guar-
anteed to perform well with standard optimization algorithms. In this paper, we examine
new and currently existing non-convex penalties for DNN regularization. We provide theo-
retical justifications for the new penalties and also assess the performance of all penalties on
DNN analysis of real datasets.
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1. Introduction
The success of DNNs in learning complex relationships between inputs and outputs may be
mainly attributed to multiple non-linear hidden layers [1,2]. As a consequence of having
multiple layers, DNNs typically have tens of thousands of parameters, sometimes even mil-
lions. Such large number of parameters gives the method incredible amount of flexibility.
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However on the downside, this may lead to overfitting the data, especially if the training
sample is not large enough. Overfitting means that the method may work well in the training
set but not in the test set. Since overfitting is a typical problem for DNNs, many methods
have been suggested to reduce it. Adding weight penalties to the cost function, drop-out,
early stopping, max-norm regularization and data augmentation are some of the popular
regularization methods used to avoid overfitting. In this paper, we narrow our focus to
regularization methods based on weight penalties appended to the cost function.
Two most commonly considered penalties for DNN regularization are the L1 and L2 penalties.
In statistical literature, these two penalties are known as Lasso [3] and Ridge penalties [4,5]
respectively. One of the main advantages of working with these two penalties is convexity
of the optimization problem which guarantees that a local optimum will always be a global
optimum. L1 penalization is also a selection procedure as it sets many parameters to zero.
L2 penalization does not have this property. All the parameters after L2 penalization and all
non-zero parameters after L1 penalization are shrunk towards zero. The resulting bias in the
regularized solution of the above convex penalties has motivated a few authors to consider
nonconvex penalties [6,7], which have the potential to yield nearly unbiased estimates for
the parameters. Recent theoretical work [8,9] has also shown that although nonconvex
regularizers may yield multiple local optima they are essentially as good as a global optimum
from a statistical perspective.
In this paper we present nonconvex penalty functions which could be utilized as regulariz-
ers of the parameters in a DNN. In the method section we motivate the definition of these
penalty functions based on the L0 norm. The main focus of our paper is to compare the
performance of DNN-regularization based on nonconvex penalties with regularization based
on convex penalty functions. We provide theoretical justifications for our proposed regular-
ization approaches and also assess their performance on real datasets.
The paper is structured as follows. In section 2, we motivate and introduce our method for
regularizing DNNs, and justify based on theoretical considerations. In section 3, we apply
our method to real datasets and compare its performance with L1 regularization. Finally we
make our conclusions in section 4.
2. Methods
2.1. Background and Motivation
Consider a classifier fw : x→ y parameterized by the weight vector w, for input x and cate-
gorical output y. Optimal weights in a non-regularized setting are obtained by minimizing
a cost function L(w). Typically the negative log-likelihood is taken as the cost function; in
the case of a categorical output it will be the cross-entropy function. One general approach
for regularizing DNNs is to append a penalty function Pθ(w) to the cost function, where θ
denotes the vector of tuning parameters associated with the penalty function. As done in
most of the literature we will be restricting our attention to co-ordinate separable penalty
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functions which could be expressed as a sum
Pθ(w) =
p∑
j=1
pθ(wj), w = (w1, . . . , wp) ∈ Rp.
Thus the regularized optimization problem that we are interested in is
argmin
w∈Rp
{L(w) + Pθ(w)} = argmin
w∈Rp
{L(w) +
p∑
j=1
pθ(wj)}. (1)
The most commonly discussed approach, known as the ‘canonical selection procedure’ is
based on
Pθ(w) =
p∑
j=1
I(wi 6= 0), where I denotes the indicator function; (2)
the penalty function in this case is referred to as the L0 norm. The key ideas behind Akaike’s,
Bayesian and Minimax Risk based Information Criteria (AIC, BIC and RIC), and Mallow’s
Cp are all based on the above L0 norm. However, it is intractable for DNN applications
because finding the minimum of the objective function in (1) with the penalty function in
(2) is in general NP hard. It is combinatorial in nature and has exponential complexity as
it requires an exhaustive search of order O(2p).
The above-mentioned intractability has led to considerations of approximations for the
penalty function in (2). The most widely considered approximations are of the class of
Bridge functions [10,11]
p∑
j=1
∣∣wj∣∣κ , κ > 0,
motivated by the fact that
lim
κ→0
p∑
j=1
∣∣wj∣∣κ = p∑
j=1
I(wj = 0).
κ = 1 and κ = 2 cases (L1 and L2 penalties) are known in the literature as Lasso and Ridge
penalties. Note that the penalty function in (2) is singular at zero and the optimization
problem based on it is non-convex. Bridge penalty functions are convex when κ ≥ 1 and
non-convex for 0 < κ < 1. Bridge functions are singular at zero only in the case 0 < κ ≤ 1.
Thus Lasso is the only case among the class of Bridge functions which is both convex and has
a singularity at origin. Convex relaxation of a non-convex problem has its advantage in the
optimization setting based on the simple fact that the local minimum of a convex function
is also a global minimum. Singularity at origin for the penalty function is essentially what
guarantees the sparsity of the solution (i.e. setting to zero small estimated weights to reduce
model complexity).
Although Lasso has the above-mentioned advantages over other Bridge estimators, it differs
from the L0 norm in a crucial aspect: where as the L0 norm is constant for any nonzero
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argument, the L1 norm increases linearly with the absolute value of the argument. This
linear increase results in a bias for the L1-regularized solution [6] which in turn could lead to
modeling bias. As mentioned in [6], in addition to unbiasedness and sparsity, a good penalty
function should result in an estimator with continuity property. Continuity is necessary to
avoid instability in model prediction. Note that the penalty function in (2) does not satisfy
the continuity criterion. None of the Bridge penalty functions satisfy simultaneously all of
the preceding three required properties. The solution for Bridge penalties is continuous only
when κ ≥ 1. However, when κ > 1 the Bridge penalties do not produce sparse solutions.
When κ = 1 (i.e. Lasso) it produces continuous and sparse solution, but this comes at the
price of shifting the resulting estimator by a constant (i.e. bias).
The above issues for the Bridge functions have led to considerations of other approximations
for the penalty function in (2) (especially non-convex approximations) with the hope that
these new approximations will satisfy (or nearly satisfy) all the three desirable properties
mentioned above. In this paper we present two non-convex approximation functions:
p∑
j=1
pθ(wi) = λ
p∑
j=1
(1− ε|wi|), θ = (λ, ε), ε ∈ (0, 1), λ > 0, (3)
p∑
j=1
pθ(wi) = λ
p∑
j=1
2
pi
arctan(γ|wi|), θ = (λ, γ), γ > 0, λ > 0. (4)
The first penalty has appeared previously in the medical imaging literature (under a slightly
different guise) in a method for magnetic resonance image reconstruction [12], and it has
been referred to as the Laplace penalty function. See also [13]. The second penalty function
based on arctan has not been considered in the literature so far to the best of our knowledge.
Two other non-convex penalties that currently exist in the literature are the SCAD penalty,
p∑
j=1
pa,λ(wi), where a > 2 and pa,λ(t) =

λ|t| , for |t| ≤ λ
−(t2 − 2aλ|t|+ λ2)/(2(a− 1)), for λ < |t| ≤ aλ,
(a+ 1)λ2/2, for |t| > aλ,
developed by Fan and Li (2001) and the MCP regularizer (Zhang 2010),
p∑
j=1
pb,λ(wi), where b > 0 and pb,λ(t) = sign(t)λ
∫ |t|
0
(
1− z
λb
)
+
dz.
There are two other non-convex penalties that have appeared in the literature previously,
that we do not consider in this paper. We present these two penalties in a later section and
provide reasons for not considering them.
Although non-convex penalties are worth considering in DNN applications, they rarely get
as much attention as the convex penalty functions. For example, textbooks such as [14]
mention only L1 and L2 as regularization methods based on weight penalties. In this paper,
we compare the performance of non-convex regularizers (Laplace, Arctan, SCAD and MCP)
with L1 and L2 regularizer for DNNs.
4
2.2. Theoretical considerations
Properties of SCAD and MCP penalties have been studied in the original papers in which
they were presented. Below we present a few properties satisfied by Laplace and arc-
tan penalty functions. These properties will help us to apply theorems from existing lit-
erature [6,8,9] that guarantees that any local optimum w˜ lies close to the target vector
w∗ = argmin
w∈Rp
E(L(w)). These properties are easy to see from plots, but we give proofs. We
also present a statistical consistency result in the appendix by adapting slightly the theorems
presented in [20] and [21].
Properties of the Laplace penalty function
We begin with a useful lemma.
Lemma 2.1. For ε ∈ (0, 1] and x ≥ 0,
εx ≤ 1
1− x log ε. (5)
Proof. Let y = −x log ε. Note that y ≥ 0 based on the assumptions. Taking logarithm on
both sides of the inequality (5), we get x log ε ≤ − log(1 − x log ε). Multiplying by -1 on
both sides and substituting y, we get y ≥ log(1 + y). But this follows from the inequality
z − 1 ≥ log z for all z > 0 (in particular for z ≥ 1) and the fact that y ≥ 0.
We present a few properties satisfied by the penalty function,
pλ(t) = λp(t) = λ(1− ε|t|), ε ∈ (0, 1), λ > 0.
(P1) pλ(0) = 0 and pλ(t) is symmetric around zero. It is easily verified.
(P2) pλ(t) is increasing for t ∈ [0,∞). It is easy to see that p′(t) = − log(ε)εt is positive for
ε ∈ (0, 1) and t ≥ 0.
(P3) For t > 0, the function g(t) = p(t)/t is non-increasing in t. Since, for t > 0,
g′(t) =
t
[−(log ε)εt]− [1− εt]
t2
=
εt [1− t log ε]− 1
t2
it suffices to show that the numerator εt [1− t log ε]− 1 ≤ 0 for t > 0. But this follows from
Lemma 2.1 above.
(P4) The function pλ is differentiable for all t 6= 0 and subdifferentiable at t = 0, with
lim
t→0+
p′λ(t) = λL, L = − log ε. It is easy to see that any point in the interval [λ log ε,−λ log ε]
is a subgradient of pλ(t) at t = 0.
(P5) There exists µ > 0 such that pλ,µ(t) = pλ(t) + (µt
2/2) is convex: µ = λ(log ε)2 will
work. µ is a measure of the severity of non-convexity of the penalty function.
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Since the penalty function pλ(t) satisfy the properties (P1) to (P5), we have qλ(t) := λ|t| −
pλ(t) is everywhere differentiable. These properties also imply that pλ is λL-Lipschitz as
a function of t [8]. In particular, all subgradients and derivatives of pλ are bounded in
magnitude by λL [8]. We also see that for empirical loss Ln satisfying restricted strong
convexity condition and conditions for λ and sample size in Theorem 1 in [8], the squared
l2-error of the estimator grows proportionally with the number of nonzeros in the target
parameter and with λ2. One condition that is not satisfied by pλ(t) is
(P6) There exists γ ∈ (0,∞) such that p′λ(t) = 0,∀t > γλ. It is clear that such a γ does not
exist for our penalty function. However, we note that p′λ(|t|) can be made arbitrarily close
to zero for large |t|. In other words, the following property is satisfied.
(P6′) lim
|t|→∞
p′λ(t) = 0.
(P6) and (P6′) are related to unbiasedness as mentioned in Fan and Li (2001). (P6) guaran-
tees unbiasedness (and (P6′) near-unbiasedness) when the true unknown parameter is large
to avoid unnecessary modeling bias.
Laplace penalty function depends on two parameters λ and ε, while as Lasso and Ridge
penalties depend on only λ alone. In our case, is there an optimal choice of λ that depends
on ε alone? The following considerations based on Fan and Li shed some light into this.
According to Fan and Li [6] a good penalty function pλ(t) should have the following two
properties.
(P7) Minimum of the function |t| + p′λ(|t|) is positive. This property guarantees sparsity, at
least in the L2 empirical loss case; that is, the resulting estimator is a thresholding rule.
(P8) Minimum of the function |t| + p′λ(|t|) is attained at t = 0. This property, at least in
the L2 empirical loss case, is related to the continuity of the resulting estimator. Continuity
helps to avoid instability in model prediction.
Consider the function f(t) = |t|+p′λ(|t|) = |t|−λ(log ε)ε|t|, which is symmetric around zero, so
that if a minimum is attained at tmin, then it is attained at −tmin as well. This allows us to
restrict our attention to the domain 0 ≤ t <∞. Note that in this domain f(t) = t−λ(log ε)εt
and tmin ≥ 0. We have f ′(t) = 1− λ(log ε)2εt so that εtmin = 1/λ(log ε)2 or
tmin =
log
[
λ(log ε)2
]
(− log ε) . (6)
In order that tmin ≥ 0, we require λ ≥ 1/(log ε)2; tmin satisfies (P8) if
λ =
1
(log ε)2
. (7)
For any non-negative tmin given by eq.(6) (i.e. with any λ ≥ 1/(log ε)2)
f(tmin) =
1
(− log ε)
{
log
[
λ(log ε)2
]
+ 1
}
> 0,
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so, in particular, f(tmin) corresponding to λ = 1/(log ε)
2 is positive. Thus for a given ε,
choosing λ based on eq.(7) will ensure that properties (P7) and (P8) are satisfied by Laplace
penalty function.
Theorem 1 in Fan and Li [6] provides required conditions for the
√
n-consistency of the
estimator in a maximum likelihood framework and generalized linear models setting. The
main assumption on the penalty function is stated as the following property.
(P9) max
{∣∣p′′λ(|ts|)∣∣ : ts 6= 0, s = 1, . . . , p} −→ 0 as λ → 0+. In our case, this property is
satisfied because
∣∣p′′λ(|t|)∣∣ = λ(log ε)2ε|t| ≤ λ(log ε)2 −→ 0 as λ→ 0+.
Lemma 2.1 suggests considering another penalty function p1,λ(t) = λp1(t) where
p1(t) =
−|t| log ε
1−|t| log ε.
This penalty function (p1) is equivalent to Geman’s penalty function mentioned in [15]; also
mentioned in [12,13]. Most of the properties listed above are satisfied by the penalty function
p1 as well. For example,
p′1(t) =
− log ε
(1− t log ε)2 > 0, for t ≥ 0 verifying (P2).
In order to check (P3) we consider
g1(x) =
1
x(1− x log ε)2 .
For 0 < x1 ≤ x2, it is easy to check that
g1(x1)− g1(x2) =
(x2 − x1)
{
[1− (log ε)(x2 − x1)]2 + 3(log ε)2x1x2
}
x1x2(1− x1 log ε)2(1− x2 log ε)2 ≥ 0.
Also p′′1(t) =
−2(log ε)2
(1− t log ε)3 < 0 for t ≥ 0.
However, this suggests that the µ required for (P5) is 2λ(log ε)2 which is twice as that for
pλ(t). That is, non-convexity for p1,λ is twice as severe for pλ. Also p
′
1(t) converges to zero
(as do p′(t)) for large |t| satisfying (P6′) for near-unbiasedness. However, since it can be
shown that
εt <
1
(1− t log ε)2 for large t, using the fact that
y
2
> log(1 + y) for large y,
we see that the convergence for p′(t) is faster. Hence we do not consider the latter penalty
function, p1,λ(t) in this paper.
We may also generalize our penalty function to λ
(
1− εα|t|
)
for α ≥ 1. However, the µ
corresponding to this function will be α(log ε)2, making it more severely non-convex similar
to the Bridge penalty function when κ < 1. Hence, in this paper we focus only on α = 1
case. Further comparison with bridge penalty is given in the subsection below.
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Properties of the arctan penalty function
Here we check properties for the arctan penalty,
pλ(t) = λp(t) = λ
(
2
pi
arctan(γ|t|)
)
, γ ∈ (0,∞), λ > 0.
Property P1 ( - pλ(0) = 0 and pλ(t) is symmetric around zero - ) is again easily verified.
(P2): For t ≥ 0,
p′(t) =
2γ
pi
1
1 + γ2t2
is positive for γ > 0. Hence pλ(t) is increasing for t ∈ [0,∞).
We state as a lemma a well-known fact about arctan function.
Lemma 2.2. For y ≥ 0,
y
1 + y2
≤ arctan(y) ≤ y. (8)
Proof. If we take f(y) = y − arctan(y), then f ′(y) = y2/(1 + y2) ≥ 0 for y ≥ 0 and
hence f(·) is non-decreasing in the interval [0,∞). In particular f(y) ≥ f(0) = 0, which
proves the right inequality. Similarly, by writing f(y) = arctan(y) − [y/(1 + y2)], we have
f ′(y) = 2y2/(1 + y2)2 ≥ 0 for y ≥ 0, proving the left inequality.
(P3) For t > 0 consider the function g(t) = p(t)/t.
g′(t) =
2
pit2
[
γt
1 + γ2t2
− arctan(γt)
]
.
Thus g′(t) ≤ 0 by the above lemma and hence p(t)/t is non-increasing.
(P4) lim
t→0+
p′λ(t) = λL, L = 2γ/pi. Any point in the interval
[−2λγ/pi, 2λγ/pi] is a subgradi-
ent of pλ(t) at t = 0.
(P5) µ = 2λγ2/pi > 0 makes pλ,µ(t) = pλ(t) + (µt
2/2) convex.
(P6’) It is easy to check that lim
|t|→∞
p′λ(t) = 0.
Also easy to see that
∣∣p′′λ(t)∣∣ ≤ 2λγ2/pi → 0 which guarantees that (P9) is satisfied.
Convergence of the Laplace and arctan approximation functions
Here we present heuristic justifications for using the Laplace or arctan penalties over the
bridge penalties by considering their respective error in approximating the indicator func-
tion involved in the canonical selection procedure (eq. (2)).
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Lemma 2.3. Consider the approximation functions for I(x 6= 0), f(x) = |x|ε and g(x) =
1− ε|x| for some fixed ε ∈ (0, 1). The overall error for f(x) is much larger than that of g(x).
Proof. We give a proof based on heuristic analysis. Because of symmetry we just focus on
the right side of origin on the x-axis for error analysis. For an interval [a, a+ h], with a > 1,
h > 0, we have f(x) = xε, so that the area under the curve in this interval is∫ a+h
a
f(x)dx =
(a+ h)ε+1 − aε+1
ε+ 1
.
The area under the curve for the indicator function I(x 6= 0) in this interval is h, so that the
error in approximation is
(a+ h)ε+1 − aε+1
ε+ 1
− h ≈ (ε+ 1)a
ε
(ε+ 1)
h− h = (aε − 1)h,
where we used the leading term of the Taylor series approximation to the function (a+x)ε+1.
For the approximation function g(x) the area under the curve in the interval [a, a+ h] with
a > 1 is ∫ a+h
a
g(x)dx = h− ε
a
(
εh − 1)
log(ε)
.
Using the leading term in the Taylor series approximation, εh − 1 can be approximated by
log(ε)h so that the absolute value of the error is approximately εah. Thus the absolute value
of the error for f(x) in a unit interval [a, a + 1] (with a > 1) is approximately aε − 1 and
that for g(x) in the same interval is approximately εa. For a fixed ε, the former can be made
arbitrarily large, and the latter arbitrarily small by increasing a. The error for g(x) is larger
than that for f(x) in the interval [0, 1] but the difference in this interval is bounded.
Lemma 2.4. Consider the approximation functions for I(x 6= 0), f(x) = |x|ε and g(x) =
(2/pi)arctan(γx) where γ = ε−1, ε ∈ (0, 1) is fixed. The overall error for f(x) is much larger
than that of g(x).
Proof. In this case∫ a+h
a
g(x)dx =
2
pi
[
(a+ h)arctan(γ(a+ h))− a arctan(aγ)]
− 1
piγ
[
log(1 + γ2(a+ h)2)− log(1 + γ2a2)]
≈ 2h
pi
[
arctan(γa) +
γa
1 + γ2a2
]
− 2h
pi
[
γa
1 + γ2a2
]
=
2h
pi
[
arctan(γa)
]
,
where the approximate equality above was obtained using the leading term in the Taylor
series expansion of the each of the following functions:
f1(x) = (a+ x)arctan[γ(a+ x)] and f2(x) =
1
2γ
log[1 + γ2(a+ x)2].
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Thus the absolute value of the error for g(x) in a unit interval [a, a + 1] (with a > 1) is
approximately ∣∣∣∣1− 2piarctan(γa)
∣∣∣∣
which can be made arbitrarily small by increasing a, since for x ≥ 0, arctan(x) < pi/2 and
increases to pi/2 as x → ∞. On the other hand, as shown in the previous lemma, the
corresponding error for f(x) can be made arbitrarily large by increasing a. Also the error
for g(x) and f(x) in the interval [0, 1] is bounded.
Two other non-convex penalties
Here we mention two other non-convex penalties that have appeared in the regularization
literature previously. The first one is the Geman-McClure function
p(t) =
|t|
σ +|t| ;
this function is exactly same as the function p1(t) mentioned above if we replace σ with
1/(− log(ε)). As mentioned above, the function p1(t) is related to the Laplace penalty via
Lemma 2.1. For the same parameter ε the non-convexity for p1 is twice as that for the
Laplace penalty. It can also be shown that the derivative of the Laplace penalty converges
to zero at a faster rate than the that of p1. Based on these considerations we did not study
the Geman-McClure function in this paper.
Yet another non-convex penalty that has appeared in the literature is the concave logarithmic
penalty
p(t) = log
(|t|
σ
+ 1
)
, σ > 0.
This function increases with the absolute value of the argument like L1 and L2 penalties;
although the increase is at a lower rate than L1 and L2 for large |t|, it is still an increasing
function thereby resulting in bias. Hence we do not consider this latter penalty as well in
this paper.
3. Experimental results
We assess the performance of regularized DNNs with the non-convex penalty functions pre-
sented in this paper, by applying them on three real datasets (MNIST, FMNIST and RCV1).
Details of the analysis and description of the three datasets are given below.
The optimal weights of the fitted deep neural networks (DNN) were estimated by minimizing
the total cross entropy loss function. We used batch gradient descent algorithm with early
stopping. To avoid the vanishing/exploding gradients problem, the weights were initialized
to values obtained from a normal distribution with mean zero and variance 4/(ni + n(i−1))
where ni is the number of neurons in the i
th layer [16, 17]. Rectified linear units (ReLU)
function was used as the activation function.
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The training data was randomly split into multiple batches. During each epoch, the gradient
descent algorithm was sequentially applied to each of these batches resulting in new weights
estimates. At the end of each epoch, the total validation loss was calculated using the
validation set. When twenty consecutive epochs failed to improve the total validation loss,
the iteration was stopped. The maximum number of epochs was set at 250. The weights
estimate that resulted in the lowest total validation loss was selected as the final estimate.
Since there was a random aspect to the way the training sets were split into batches, the
whole process was repeated three times with seed values 1, 2, and 3. The reported test error
rates are the median of the three test error rates obtained using each of these seed values.
A triangular learning rate schedule was used because it produced the lowest test error rates
[18]. The learning rates varied from a minimum of 0.01 to a maximum of 0.25 (see figure 1
below).
Figure 1: Learning rate plot
For all penalty functions the optimal λ was found by fitting models with logarithmically
equidistant values in a grid. We used Python ver. 3.6.7rc2 and TensorFlow ver.1.12.0 for
the calculations.
The models were fit with no regularization, L1 and L2 regularizations and the non-convex
regularization methods. The results based on new non-convex penalty functions were com-
parable to or better than L1 and L2 regularization in all the datasets. A general overview
of the datasets and the DNN model specifications is given in Table 1. The models were in-
tentionally overparameterized to better contrast the effects of various types of regularization
methods.
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Table 1. Overview of dataset and DNN model specifications
Dataset Domain Dimensionality Classes DNN Training Validation Test
Specifications Set Set Set
MNIST Visual 784 (28× 28 10 5 layers, 48000 2000 10000
greyscale) 1024 units
FMNIST Visual 784 (28× 28 10 5 layers, 45000 5000 10000
greyscale) 1024 units
Reuters Text 47236 50 5 layers, 13355 2000 49565
512 units
For non-convex penalties there is an extra parameter that we have to reckon with: a for
SCAD, b for MCP, ε for Laplace and γ for Arctan. In previous literature [6], a = 3.7 has
been suggested as an optimal parameter for SCAD based on Bayes risk criterion. Under
different settings, b = 1.5, 5 and 20 have been considered as optimal values for the MCP
parameter [25]. a = 3.7 for SCAD and b = 1.5, 5 and 20 are the parameter values that we
considered for all data analyses in this paper. After trial error runs (i.e a grid search) with
one dataset (MNIST), we settled on γ = 1 and 100 for Arctan and ε = 10−7 for Laplace
penalty.
MNIST:
Modified National Institute of Standards and Technology (MNIST) dataset is a widely used
toy dataset of 60,000 grey-scale images of hand-written digits. Each image has 28×28 = 784
pixels. The intensity measures of these 784 pixels form the input variables of the model.
The dataset was split into 48,000 training set, 2000 validation set, and 10,000 test set.
12
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Figure 2: Test error rates, from MNIST DNN analysis, corresponding to a grid of log10(λ) values. Horizontal
line in each panel corresponds to the error rate obtained without regularization. Left-most panel contains
the error rates based on convex penalties; the middle and right panels contain error rates based on nonconvex
penalties.
Test error rates for each log10(λ) value in the grid are plotted in Figure 2 above. The test
error rates reported in this paragraph are for the optimal λ on the grid. The test error rate
obtained with no regularization was 1.87%. With L1 regularization, the test error reduced to
1.24% and with L2 regularization the test error was even lower: 1.23%. The test error rate
of 1.23%, which was the lowest among all the methods considered, was also obtained by the
Laplace penalty. Arctan method gave test error rates of 1.26% and 1.25%, with γ = 1 and 100
respectively, which were comparable to error rates obtained with L1 and L2 regularization.
SCAD and MCP methods improved the error rates compared with no regularization, but
the results were not as good as those obtained with other penalty functions. An interesting
feature of the results based on Laplace and Arctan penalties is their large fluctuation with
λ. Although Laplace gave the best rate (1.23%, same as L2) for a particular λ, there was
another λ value for which the test error was near 6%. This phenomenon was observed for
error rates based on Laplace and Arctan penalties from the other two data analyses as well.
FMNIST:
Fashion MNIST dataset consists of 60,000 images of various types of clothing such as shirts,
pants, and caps. There are 10 classes in total. The images have 28× 28 = 784 pixels whose
intensity measures were used as the input variables of the model. The 60,000 images were
split into 45,000 training set, 5000 validation set, and 10,000 test set. FMNIST is very
similar to MNIST because of similar characteristics except that the FMNIST test error rates
tend to be much higher than MNIST test error rates.
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Figure 3: Test error rates, from FMNIST DNN analysis, corresponding to a grid of log10(λ) values. Horizontal
line in each panel corresponds to the error rate obtained without regularization. Left-most panel contains
the error rates based on convex penalties; the middle and right panels contain error rates based on nonconvex
penalties.
Test error rates for each log10(λ) value in the grid are plotted in Figure 3 above. The test
error rates reported in this paragraph are for the optimal λ on the grid. The test error rate
obtained with no regularization was 11.94%. With L2 regularization, the test error reduced
to 10.15%, and with L1 the test error rate was 10.06%. SCAD and MCP improved upon the
error rate obtained without any regularization, but not lower than those obtained with L2
or L1. The new non-convex penalties presented in this paper achieved lower rates than L1
and L2, with Arctan (γ = 1) giving the lowest error rate: Laplace, 9.98%, Arctan (γ = 1),
9.87% and Arctan (γ = 100), 9.93%.
RCV1:
Reuters Corpus Volume I (RCV1) is a collection of 804,414 newswire articles labelled as
belonging to one or more of 103 news categories [19]. In our analysis, only single-labelled
data points were used and all the multi-labelled data points were excluded resulting in a
dataset consisting of news wire articles from 50 news categories. The cosine-normalized,
log TF-IDF values of 47,236 words appearing in these news articles were used as the input
variables for the model. The training set consisted of 13,355 data points; the validation set
consisted of 2000 data points; and the test set consisted of 49,565 data points.
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Figure 4: Test error rates, from RCV1 (Reuters) DNN analysis, corresponding to a grid of log10(λ) values.
Horizontal line in each panel corresponds to the error rate obtained without regularization. Left-most panel
contains the error rates based on convex penalties; the middle and right panels contain error rates based on
nonconvex penalties.
Test error rates for each log10(λ) value in the grid are plotted in Figure 4 above. The test
error rates reported in this paragraph are for the optimal λ on the grid. The test error
rate obtained with no regularization was 14.66%. With Lasso regularization, the test error
reduced to 12.97%. Laplace method gave the lowest test error of 12.94%. The test error rate
with all other methods were below 14.66% but above 13%. MCP with b = 1.5 fared better
Arctan penalty for this data analysis.
All the results from all data analyses are summarized in Table 2 below. Detailed results
based on all seed values are given in the tables in Appendix B.
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Table 2. Median test error rates at optimal λ
Penalty function Dataset
MNIST FMNIST RCV1
None 1.87 11.94 14.66
L1 (Lasso) 1.24 10.06 12.97
L2 (Ridge) 1.23 10.15 13.77
SCAD (a = 3.7) 1.80 11.45 13.96
MCP (b = 1.5) 1.60 11.39 13.33
MCP (b = 5) 1.67 11.39 14.44
MCP (b = 20) 1.65 11.35 14.36
Laplace (ε = 10−7) 1.23 9.98 12.94
Arctan (γ = 1) 1.26 9.87 13.41
Arctan (γ = 100) 1.25 9.93 13.81
4. Discussion
Non-convex regularizers were originally considered in statistical literature after observing
certain limitations of the convex regularizers from the class of Bridge functions. Yet, non-
convex regularizers never gained as much popularity as their convex counterparts in DNN
applications, perhaps because of certain perceived computational and optimization limita-
tions - that is, in the presence of local optima which are not global optima, in the case of
non-convex functions, iterative methods such as gradient or coordinate descent may termi-
nate undesirably at a local optimum. However, recent theoretical work [8,9] that established
regularity conditions under which both local and global minimum lie within a small neigh-
borhood of the true minimum have brought the limelight back onto non-convex regularizers.
The new theory eliminates the need for specially designed optimization algorithms for most
non-convex regularizers as it implies that standard first-order optimization methods will con-
verge to points within statistical error of the truth. In other words, non-convex regularizers
that satisfy such regularity conditions enjoy guarantees for both statistical accuracy and
optimization efficiency.
Penalty functions typically considered for regularization of DNN are convex. In this paper, we
present non-convex penalty functions (Laplace, Arctan, SCAD and MCP) that are typically
not considered in the DNN literature. Arctan penalty function has not been considered in any
statistic literature previously to the best of our knowledge. We studied the performance of the
non-convex penalty functions while applying DNN on three large datasets (MNIST, FMNIST
and RCV1). Test error rates for Laplace and Arctan penalty functions were comparable to
or better than those obtained by the convex penalties.
Another popular and very efficient approach for DNN regularization is Dropout [22] in which
units along with their connections are randomly dropped. One way to understand the good
performance of Dropout is within the statistical framework of model averaging. A more
recently proposed method for DNN regularization is Shakeout [23] in which a unit’s contri-
bution to the next layer is randomly enhanced or reversed. By choosing the enhance factor
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to be 1 and the reverse factor to be 0, Dropout can be considered as a special case of Shake-
out. When the data is scarce, it has been observed that Shakeout outperforms Dropout [23].
Although the operating characteristics and implementation of Dropout and Shakeout are
different from the methods mentioned in this paper, there are certain connections among the
underlying paradigms. By marginalizing the noise, equivalency between Dropout and adap-
tive L2 regularization has been established in the literature [22,24]. Theoretically, Shakeout
regularizer can be seen as a linear combination of L0, L1 and L2 penalty functions [23]. Plot-
ting the regularization effect as a function of a single weight (e.g. see figure 2 in [23]) makes
the comparison even more clearer. Dropout and Shakeout are similar to non-convex regular-
izers except in a neighborhood near zero. Near zero, the Dropout regularizer is similar to L2
penalty function (i.e. quadratic), while the Shakeout regularizer is sharp and discontinuous.
Non-convex penalties introduce yet another parameter into the objective function. Ideally
a grid of values in the domain of this extra parameter should be considered. However, this
could lead to substantial increase in computational time. Cross-validation strategy that
may work for small scale datasets becomes computationally intensive in DNN applications.
Based on Bayes risk criterion and simulations, a = 3.7 was suggested as an optimal value for
the extra parameter in SCAD [6]. For MCP parameter b, a value of 1.5 was found optimal
in one setting while values 5 and 20 were optimal (compared to Lasso) in another setting
in [25]. The method, based on path of solutions, suggested in [25] could be considered for
determining an optimal value of the extra parameter (say k) in any non-convex penalty.
In this method, first an interval for λ is determined in which the objective function is
“locally convex”. For a given k, if the chosen solution lies in this region, then k can be
increased to make the penalty more convex, and if it lies outside the region one can lower
k without fear of non-convexity. Iterate this process a few times to obtain a k that strikes
a balance between parsimony and convexity (of the objective function). Other parameter
selection methods within the deep learning literature such as grid search, random search [26],
Bayesian optimization methods [27] and gradient-based optimization [28] could also be used.
For DNN data analyses conducted in this paper, we considered only one parameter value (ε
= 1e-07) for Laplace penalty and two parameter values (γ = 1 and 100) for Arctan penalty.
The performance of the regularization methods even with this limited range of values for the
corresponding parameters was very good for the datasets that we considered.
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Appendix A: Statistical Consistency
Statistical consistency results for the weight estimates based on penalty functions in eq.(3)
and eq.(4) can be obtained by modifying slightly existing theoretical results [20,21] in the
literature. Asymptotic results for SCAD and MCP are presented in [6] and [7]. So, we focus
on only Laplace and arctan penalties. Consider the class of logistic classifiers,
F = {ηβ : Rp → R | ηβ(x) = xTβ, x ∈ X ⊆ Rp, β ∈ B ⊆ Rp}.
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Classification is done based on the sign of of the function fβ : Rp → R defined as
fβ(x) =
1
1 + exp(−ηβ(x)) −
1
2
.
Here
piβ(x) =
1
1 + exp(−ηβ(x)) =
exp(ηβ(x))
1 + exp(ηβ(x))
denotes the class probability. If there are K > 2 classes, then the class probability for the
kth class may be modeled as
exp(ηβk(x))∑K
m=1 exp(ηβm(x))
,
but for simplicity, we just focus on binary classification.
We assume that X is endowed with a probability measure ν and let || · ||p,ν be the Lp(ν)
norm (1 ≤ p < ∞). Denote Σ = Eν(xTx). Design matrix X = [xT1 , . . . ,xTn ]T consists of n
copies of x. The empirical logistic (also known as cross-entropy) loss is
Rn(ηβ) =
1
n
n∑
i=1
l(yi, ηβ(xi)), where l(yi, ηβ(xi)) = −[yipiβ(xi) + (1− yi)(1− piβ(xi))]
and theoretical loss
R(ηβ) = E(Rn(ηβ)).
Let
η∗ = argmin
all η
R(η).
We assume the following three conditions given in [20].
(C1): There exists constants σ > 0 and κ ≥ 1, such that for all η ∈ F ,
R(η)−R(η∗) ≥ ||η − η
∗||κ1,ν
σκ
.
(C2): The smallest eigenvalue ρ2 of Σ is non-zero.
(C3): max
1≤k≤p
||xek||∞ ≤
√
n
logn
, max
1≤k≤p
||xek||2 < ∞, p < nD for some D. Here ek denotes the
unit vector with 1 as the kth element and 0’s elsewhere.
The following theorem holds for pλ(β), where pλ(β) equals either the Laplace penalty func-
tion given in eq (3) or the arctan penalty function given in eq. (4).
Theorem 4.1. Assume conditions C1 to C3 hold and that ||ηβ||∞ ≤ K, ∀ηβ ∈ F . Then for
universal constants c, c1,
P(R(ηˆn)−R(η∗) > εn) ≤ c1
n2
,
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where
ηˆn = argmin
ηβ∈F
{Rn(ηβ) + pλˆn(β))}, λˆn = c(Cˆn ∨ 4)DK2
√
log(n)
n
, Cˆn =
1
n
max
1≤k≤p
||xek||22;
εn = (1 + 4δ) inf
{
R(ηβ)−R(η∗) + Vn(N(β)) + 2λnK
√
log(n)
n
: ηβ ∈ F
}
, δ ∈ (0, 0.5];
Vn(N) = 2δ
−1/(2κ−1)(18σλ2nLNDK/ρ
2)κ/(2κ−1), κ ≥ 1; N(β) = #(nonzero elements in β).
(9)
The constant L in eq. (9) depends on the penalty function: L = (log(ε))2 for the Laplace
penalty and L = (2γ/pi)2 for the arctan penalty.
Proof. We give only a sketch of the proof, as the proof is the same as the lengthy proof given
in [20], with only minor differences. First of all note that the only difference in the statement
of the above theorem from the statement of the theorem 1 in [20] is the constant L in eq.
(9).
Although the loss function used in [20] was Hinge-loss function, the steps in their proof
follows for logistic loss also (-actually it becomes easier-) as pointed out in [21]. Thus, the
only difference in the steps in the proof that we need to focus are those corresponding to the
penalty functions. Their theorem is stated for the Lasso penalty. The triangle inequality
satisfied by the Lasso penalty is used in certain steps of the proof. But, since both Laplace
and arctan penalties are subadditive ( - concave in the positive real line, with pλ(0) = 0 - ),
those steps hold true for these two penalties as well.
The only other step we need to focus is Lemma 5.2 in their proof, where the key inequality
used is  T∑
t=1
|βt|
2 ≤ T T∑
t=1
β2t . (10)
Instead, we use the inequalities T∑
t=1
(
1− ε|βt|
)2 ≤ LT T∑
t=1
β2t , where L = (log(ε))
2 (11)
and  T∑
t=1
(
2
pi
arctan(γ|βt|)
)2 ≤ LT T∑
t=1
β2t , where L =
(
2γ
pi
)2
. (12)
Inequality in (11) follows from the inequality in (10) and the fact that
1− εx ≤ −(log ε)x, for x ≥ 0,
which follows easily by considering the function f(x) = −(log ε)x − 1 + εx and noting that
f(0) = 0 and
f ′(x) = − log ε+ εx log ε = (− log ε)(1− εx) ≥ 0, for x ≥ 0 and ε ∈ (0, 1).
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Inequality in (12) follows from the inequality in (10) and the right inequality in Lemma 2.2.
Appendix B: Detailed Tables (Supplementary Material)
DNN analysis was repeated for multiple seed values. The test error rate presented in section
3 was the median of the test error rates from all seed values. Detailed results (i.e. test error
rates for each grid point and seed value) used for compiling the summarized table in section
3 are presented below.
4.1. MNIST
MNIST results with no regularization
Seed 1 2 3 4 5 6 7 8 9 10 Median
Error 1.69 2.54 1.76 2.38 1.70 1.98 2.34 1.72 2.56 1.76 1.87
MNIST results with Lasso regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 1.98 1.98 1.69 1.98
-4.20 1.55 1.55 1.52 1.55
-4.40 1.45 1.36 1.32 1.36
-4.60 1.37 1.34 1.41 1.37
-4.80 1.28 1.40 1.29 1.29
-5.00 1.44 1.27 1.24 1.27
-5.20 1.16 1.34 1.24 1.24
-5.40 1.45 1.36 1.35 1.36
-5.60 1.36 1.42 1.34 1.36
-5.80 1.24 1.32 1.21 1.24
-6.00 1.26 1.31 1.24 1.26
-6.20 1.72 2.09 1.87 1.87
-6.40 2.16 1.78 2.31 2.16
-6.60 2.14 1.97 1.41 1.97
-6.80 1.97 1.84 2.45 1.97
-7.00 1.84 1.97 2.03 1.97
22
MNIST results with L2 regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 1.26 1.23 1.22 1.23
-4.20 1.36 1.25 1.22 1.25
-4.40 1.45 1.33 1.29 1.33
-4.60 1.31 1.28 1.34 1.31
-4.80 1.33 1.35 1.26 1.33
-5.00 1.90 1.30 1.27 1.30
-5.20 1.70 2.45 2.41 2.41
-5.40 2.21 2.16 2.43 2.21
-5.60 2.09 2.23 2.02 2.09
-5.80 2.43 1.71 1.92 1.92
-6.00 2.14 2.07 2.15 2.14
-6.20 1.99 1.96 2.38 1.99
-6.40 1.83 2.05 2.03 2.03
-6.60 2.02 1.38 1.47 1.47
-6.80 1.88 2.40 1.83 1.88
-7.00 2.19 1.40 1.97 1.97
MNIST results with Laplace (ε = 1e-07) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 6.05 5.78 6.43 6.05
-4.20 3.07 2.70 2.93 2.93
-4.40 2.29 2.37 2.41 2.37
-4.60 2.33 2.10 1.93 2.10
-4.80 2.04 1.77 1.94 1.94
-5.00 1.81 1.86 1.79 1.81
-5.20 1.46 1.53 1.39 1.46
-5.40 1.35 1.43 1.45 1.43
-5.60 1.18 1.36 1.23 1.23
-5.80 1.47 1.42 1.45 1.45
-6.00 1.46 1.46 1.35 1.46
-6.20 1.45 1.40 1.41 1.41
-6.40 1.33 1.35 1.35 1.35
-6.60 1.33 1.36 1.30 1.33
-6.80 1.25 1.28 1.34 1.28
-7.00 1.19 1.40 1.33 1.33
23
MNIST results with Arctan (γ = 1) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 1.70 1.57 1.55 1.57
-4.20 1.35 1.41 1.22 1.35
-4.40 1.33 1.41 1.33 1.33
-4.60 1.26 1.31 1.16 1.26
-4.80 1.25 1.33 1.38 1.33
-5.00 1.35 1.35 1.24 1.35
-5.20 1.34 1.38 1.32 1.34
-5.40 1.24 1.42 1.29 1.29
-5.60 1.35 1.34 1.22 1.34
-5.80 1.45 1.40 1.31 1.40
-6.00 1.82 1.80 2.22 1.82
-6.20 2.12 1.75 1.69 1.75
-6.40 2.16 2.05 1.61 2.05
-6.60 2.29 1.74 2.05 2.05
-6.80 1.85 1.97 1.88 1.88
-7.00 2.01 1.79 1.80 1.80
MNIST results with Arctan (γ = 100) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 3.43 3.65 5.71 3.65
-4.20 1.95 3.62 1.75 1.95
-4.40 2.57 1.66 2.45 2.45
-4.60 1.94 2.64 1.36 1.94
-4.80 1.51 1.43 1.49 1.49
-5.00 1.47 1.50 2.11 1.50
-5.20 1.41 1.45 2.02 1.45
-5.40 1.51 1.51 1.50 1.51
-5.60 1.44 1.39 1.57 1.44
-5.80 1.88 1.74 1.57 1.74
-6.00 1.30 1.34 1.31 1.31
-6.20 1.35 1.31 1.31 1.31
-6.40 1.38 1.30 1.29 1.30
-6.60 1.33 1.25 1.25 1.25
-6.80 1.39 1.30 1.27 1.30
-7.00 1.34 1.27 1.34 1.34
24
MNIST results with SCAD (a = 3.7) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 1.95 2.29 1.92 1.95
-4.20 2.07 2.05 1.78 2.05
-4.40 1.94 2.29 1.92 1.94
-4.60 2.08 1.99 1.67 1.99
-4.80 1.70 1.80 1.95 1.80
-5.00 2.34 2.26 2.08 2.26
-5.20 2.28 2.11 1.94 2.11
-5.40 2.29 2.01 2.10 2.10
-5.60 2.28 2.39 1.83 2.28
-5.80 2.02 1.88 1.58 1.88
-6.00 2.32 2.06 1.94 2.06
-6.20 2.12 1.74 1.86 1.86
-6.40 2.20 1.97 1.94 1.97
-6.60 1.89 1.61 2.12 1.89
-6.80 2.00 1.44 1.96 1.96
-7.00 2.07 2.08 2.00 2.07
MNIST results with MCP (b = 1.5) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 1.72 1.97 2.09 1.97
-4.20 2.19 1.89 1.84 1.89
-4.40 2.16 1.88 1.91 1.91
-4.60 1.94 1.92 1.85 1.92
-4.80 1.82 2.38 1.95 1.95
-5.00 2.10 1.93 2.34 2.10
-5.20 1.76 2.28 1.80 1.80
-5.40 2.09 1.33 1.60 1.60
-5.60 1.80 2.12 1.90 1.90
-5.80 2.01 1.83 2.12 2.01
-6.00 2.24 2.20 1.65 2.20
-6.20 2.16 1.46 1.74 1.74
-6.40 2.00 1.67 2.15 2.00
-6.60 2.02 1.78 1.83 1.83
-6.80 2.02 1.96 1.89 1.96
-7.00 2.02 2.08 2.56 2.08
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MNIST results with MCP (b = 5) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 2.05 1.65 1.98 1.98
-4.20 1.96 2.40 2.08 2.08
-4.40 2.03 1.75 2.11 2.03
-4.60 2.16 2.10 1.86 2.10
-4.80 1.82 1.96 2.14 1.96
-5.00 2.01 2.05 2.03 2.03
-5.20 2.01 2.24 2.09 2.09
-5.40 2.19 2.12 1.96 2.12
-5.60 2.17 1.94 2.02 2.02
-5.80 2.29 1.67 1.64 1.67
-6.00 2.13 2.15 2.40 2.15
-6.20 1.97 2.00 1.80 1.97
-6.40 1.71 1.76 2.09 1.76
-6.60 2.03 2.13 2.10 2.10
-6.80 2.01 2.02 1.78 2.01
-7.00 2.02 2.08 2.00 2.02
MNIST results with MCP (b = 20) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 2.37 2.01 1.95 2.01
-4.20 2.06 2.38 2.07 2.07
-4.40 2.11 1.64 1.65 1.65
-4.60 1.95 1.64 1.98 1.95
-4.80 1.65 1.94 2.07 1.94
-5.00 1.65 2.22 1.91 1.91
-5.20 2.01 1.74 2.00 2.00
-5.40 2.25 2.72 2.06 2.25
-5.60 1.80 2.39 1.72 1.80
-5.80 2.31 2.04 1.88 2.04
-6.00 1.91 2.13 1.89 1.91
-6.20 1.81 2.10 1.82 1.82
-6.40 2.28 2.40 2.02 2.28
-6.60 1.94 2.36 1.87 1.94
-6.80 1.80 2.18 2.52 2.18
-7.00 2.02 1.67 2.37 2.02
4.2. FMNIST
FMNIST results with no regularization
Seed 1 2 3 4 5 6 7 8 9 10 Median
Error 11.91 11.75 11.70 12.80 11.97 12.47 11.91 12.28 12.38 11.40 11.94
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FMNIST results with Lasso regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 12.23 12.55 14.30 12.55
-4.20 11.90 11.44 11.75 11.75
-4.40 14.09 10.79 10.92 10.92
-4.60 11.45 10.55 13.68 11.45
-4.80 10.63 13.42 10.58 10.63
-5.00 10.06 10.65 9.97 10.06
-5.20 11.04 10.86 11.15 11.04
-5.40 10.53 10.07 9.91 10.07
-5.60 10.46 10.29 10.34 10.34
-5.80 11.09 11.66 11.50 11.50
-6.00 11.97 11.48 11.71 11.71
-6.20 11.88 11.81 11.70 11.81
-6.40 11.57 11.78 11.71 11.71
-6.60 12.00 11.79 11.81 11.81
-6.80 12.10 11.81 11.35 11.81
-7.00 12.04 11.59 11.76 11.76
FMNIST results with L2 regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 10.59 10.32 11.45 10.59
-4.20 9.95 10.27 10.76 10.27
-4.40 10.15 10.20 10.15 10.15
-4.60 10.45 10.65 10.15 10.45
-4.80 12.00 12.13 11.73 12.00
-5.00 11.21 12.44 11.77 11.77
-5.20 11.66 11.75 11.53 11.66
-5.40 12.20 11.56 11.65 11.65
-5.60 12.01 12.47 12.05 12.05
-5.80 12.18 11.49 12.44 12.18
-6.00 12.05 11.40 12.22 12.05
-6.20 12.25 11.54 11.54 11.54
-6.40 12.17 12.32 11.77 12.17
-6.60 11.36 11.78 11.62 11.62
-6.80 11.93 11.66 11.38 11.66
-7.00 12.13 12.44 11.61 12.13
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FMNIST results with Laplace (ε = 1e-07) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 18.37 19.90 19.70 19.70
-4.20 14.39 14.98 16.91 14.98
-4.40 16.89 16.78 14.02 16.78
-4.60 15.51 15.07 13.01 15.07
-4.80 12.51 12.48 12.29 12.48
-5.00 11.82 11.83 11.93 11.83
-5.20 13.88 11.22 11.05 11.22
-5.40 13.22 10.25 10.53 10.53
-5.60 10.54 12.81 10.19 10.54
-5.80 12.52 9.99 12.16 12.16
-6.00 12.04 10.21 10.92 10.92
-6.20 9.68 9.98 10.52 9.98
-6.40 11.23 10.11 10.01 10.11
-6.60 10.06 10.00 10.14 10.06
-6.80 11.49 10.24 10.87 10.87
-7.00 10.69 11.43 10.88 10.88
FMNIST results with Arctan (γ = 1) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 14.07 11.60 11.74 11.74
-4.20 11.44 10.98 11.01 11.01
-4.40 10.94 10.35 11.19 10.94
-4.60 10.62 9.88 10.58 10.58
-4.80 9.84 9.87 10.24 9.87
-5.00 10.47 10.21 10.32 10.32
-5.20 9.95 9.91 11.14 9.95
-5.40 10.51 10.29 9.82 10.29
-5.60 11.08 10.44 12.55 11.08
-5.80 11.50 11.66 11.71 11.66
-6.00 12.22 13.05 11.43 12.22
-6.20 12.09 11.69 11.93 11.93
-6.40 12.09 12.67 11.27 12.09
-6.60 11.15 11.39 11.53 11.39
-6.80 12.20 12.88 11.22 12.20
-7.00 11.46 11.47 11.18 11.46
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FMNIST results with Arctan (γ = 100) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 15.54 15.84 18.20 15.84
-4.20 15.03 16.42 14.62 15.03
-4.40 14.08 16.67 13.38 14.08
-4.60 14.53 15.96 13.75 14.53
-4.80 17.16 15.39 12.85 15.39
-5.00 11.77 14.65 13.92 13.92
-5.20 11.56 12.39 13.84 12.39
-5.40 9.68 14.27 13.27 13.27
-5.60 9.69 12.23 11.65 11.65
-5.80 9.77 11.00 11.90 11.00
-6.00 9.80 10.13 10.05 10.05
-6.20 12.05 9.73 10.27 10.27
-6.40 10.30 10.33 10.21 10.30
-6.60 9.93 10.61 9.93 9.93
-6.80 11.03 11.10 12.74 11.10
-7.00 11.47 11.46 11.00 11.46
FMNIST results with SCAD (a = 3.7) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 12.12 12.55 11.48 12.12
-4.20 11.98 12.54 11.75 11.98
-4.40 11.96 11.78 11.28 11.78
-4.60 11.83 11.31 11.85 11.83
-4.80 12.14 11.74 11.76 11.76
-5.00 12.15 11.79 11.65 11.79
-5.20 11.56 12.53 11.78 11.78
-5.40 11.90 11.37 11.82 11.82
-5.60 11.83 12.75 11.79 11.83
-5.80 11.72 11.49 11.50 11.50
-6.00 11.92 12.59 11.86 11.92
-6.20 11.80 11.68 11.52 11.68
-6.40 12.18 13.08 12.28 12.28
-6.60 12.19 11.74 11.60 11.74
-6.80 12.06 11.68 11.78 11.78
-7.00 11.07 11.87 11.45 11.45
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FMNIST results with MCP (b = 1.5) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 12.15 11.62 11.17 11.62
-4.20 11.99 12.77 11.38 11.99
-4.40 11.52 11.39 11.95 11.52
-4.60 11.66 11.34 12.15 11.66
-4.80 11.05 11.67 11.81 11.67
-5.00 11.39 12.29 11.49 11.49
-5.20 12.25 11.41 11.59 11.59
-5.40 12.24 11.82 11.99 11.99
-5.60 12.06 11.76 12.00 12.00
-5.80 11.44 11.77 11.50 11.50
-6.00 11.18 12.79 11.80 11.80
-6.20 11.44 11.68 12.27 11.68
-6.40 12.51 12.95 11.90 12.51
-6.60 12.03 11.84 11.94 11.94
-6.80 11.95 11.68 12.14 11.95
-7.00 10.96 11.39 11.45 11.39
FMNIST results with MCP (b = 5) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 12.19 12.78 11.38 12.19
-4.20 11.19 12.67 11.60 11.60
-4.40 12.02 11.72 12.33 12.02
-4.60 12.03 11.41 11.37 11.41
-4.80 11.79 11.64 11.74 11.74
-5.00 11.80 11.75 11.82 11.80
-5.20 12.10 12.35 12.02 12.10
-5.40 11.77 13.21 12.18 12.18
-5.60 12.34 12.86 10.67 12.34
-5.80 12.12 11.65 11.95 11.95
-6.00 11.24 11.39 11.40 11.39
-6.20 12.07 12.42 11.81 12.07
-6.40 12.28 12.87 11.78 12.28
-6.60 11.32 11.57 12.18 11.57
-6.80 11.93 11.34 11.85 11.85
-7.00 11.07 11.39 11.45 11.39
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FMNIST results with MCP (b = 20) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 11.86 11.60 11.78 11.78
-4.20 12.19 11.53 10.92 11.53
-4.40 11.65 11.30 11.50 11.50
-4.60 11.60 11.75 11.71 11.71
-4.80 11.37 13.05 11.64 11.64
-5.00 12.06 11.93 11.99 11.99
-5.20 12.25 11.51 12.01 12.01
-5.40 11.76 12.50 11.89 11.89
-5.60 12.14 11.82 11.54 11.82
-5.80 11.80 11.46 12.12 11.80
-6.00 11.74 11.87 11.64 11.74
-6.20 11.37 11.86 11.69 11.69
-6.40 11.55 11.24 11.67 11.55
-6.60 11.26 11.40 11.33 11.33
-6.80 11.23 11.89 12.13 11.89
-7.00 11.80 11.39 11.69 11.69
4.3. Reuters
RCV1 results with no regularization
Seed 1 2 3 4 5 6 7 8 9 10 Median
Error 13.81 14.62 14.37 14.38 16.87 15.63 15.85 16.26 14.69 14.11 14.66
RCV1 results with Lasso regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 14.51 14.38 14.68 14.51
-4.20 15.86 14.79 15.80 15.80
-4.40 15.08 15.49 14.87 15.08
-4.60 13.88 13.82 14.54 13.88
-4.80 13.80 13.36 13.41 13.41
-5.00 13.39 13.72 12.90 13.39
-5.20 12.79 12.97 13.29 12.97
-5.40 14.26 12.99 13.87 13.87
-5.60 14.67 13.46 14.69 14.67
-5.80 14.98 14.72 13.95 14.72
-6.00 15.04 14.68 15.12 15.04
-6.20 14.49 15.07 15.28 15.07
-6.40 14.17 15.00 15.14 15.00
-6.60 15.10 14.38 14.81 14.81
-6.80 14.49 14.85 14.15 14.49
-7.00 14.77 14.55 13.79 14.55
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RCV1 results with L2 regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 13.09 13.77 14.21 13.77
-4.20 14.21 14.33 14.05 14.21
-4.40 15.81 14.21 14.53 14.53
-4.60 14.33 15.41 15.29 15.29
-4.80 15.93 15.67 16.05 15.93
-5.00 14.25 16.17 16.01 16.01
-5.20 15.89 13.89 14.69 14.69
-5.40 15.57 15.77 15.57 15.57
-5.60 14.89 13.53 13.81 13.81
-5.80 15.73 15.05 14.77 15.05
-6.00 14.77 15.17 14.61 14.77
-6.20 14.61 15.37 15.61 15.37
-6.40 13.41 15.33 14.57 14.57
-6.60 15.37 15.69 14.33 15.37
-6.80 13.53 15.81 14.65 14.65
-7.00 15.25 15.85 15.49 15.49
RCV1 results with Laplace (ε = 1e-07) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 25.96 26.27 25.63 25.96
-4.20 20.50 20.29 25.54 20.50
-4.40 17.82 18.38 18.46 18.38
-4.60 15.64 15.92 15.85 15.85
-4.80 15.22 15.99 15.55 15.55
-5.00 14.95 14.18 16.53 14.95
-5.20 13.89 14.41 14.79 14.41
-5.40 13.32 13.98 14.64 13.98
-5.60 13.16 13.55 13.81 13.55
-5.80 12.87 13.54 12.94 12.94
-6.00 13.29 14.95 13.09 13.29
-6.20 13.19 13.57 12.97 13.19
-6.40 13.58 12.57 13.09 13.09
-6.60 15.39 14.27 13.30 14.27
-6.80 14.09 15.21 13.88 14.09
-7.00 14.41 14.62 14.04 14.41
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RCV1 results with Arctan (γ = 1) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 16.25 14.49 16.13 16.13
-4.20 14.57 14.53 15.29 14.57
-4.40 14.57 13.69 14.89 14.57
-4.60 13.73 13.57 13.85 13.73
-4.80 13.73 13.65 13.53 13.65
-5.00 13.13 13.41 13.53 13.41
-5.20 15.25 13.81 14.21 14.21
-5.40 14.69 14.53 13.93 14.53
-5.60 15.09 15.05 16.13 15.09
-5.80 14.41 15.77 15.85 15.77
-6.00 15.89 15.17 15.57 15.57
-6.20 15.41 14.69 15.53 15.41
-6.40 14.29 14.21 17.73 14.29
-6.60 16.65 14.93 15.01 15.01
-6.80 16.09 16.41 15.13 16.09
-7.00 16.05 17.25 15.21 16.05
RCV1 results with Arctan (γ = 100) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 34.99 26.94 52.80 34.99
-4.20 27.02 21.66 27.94 27.02
-4.40 17.61 18.65 20.58 18.65
-4.60 16.93 17.49 17.93 17.49
-4.80 17.17 16.93 18.21 17.17
-5.00 16.65 15.65 16.69 16.65
-5.20 16.09 14.85 16.41 16.09
-5.40 15.13 14.77 14.97 14.97
-5.60 14.73 14.29 13.61 14.29
-5.80 13.97 13.57 14.45 13.97
-6.00 13.93 13.57 14.25 13.93
-6.20 13.89 13.49 14.33 13.89
-6.40 15.01 13.89 15.77 15.01
-6.60 15.61 14.33 14.09 14.33
-6.80 14.69 13.81 13.65 13.81
-7.00 15.93 13.69 14.41 14.41
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RCV1 results with SCAD (a = 3.7) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 14.68 14.32 15.08 14.68
-4.20 14.56 14.04 14.64 14.56
-4.40 15.44 15.76 16.00 15.76
-4.60 15.20 14.00 14.80 14.80
-4.80 14.24 14.40 16.28 14.40
-5.00 14.68 14.32 15.92 14.68
-5.20 15.84 12.56 15.00 15.00
-5.40 15.20 14.52 15.84 15.20
-5.60 15.60 13.76 15.08 15.08
-5.80 15.12 14.92 15.28 15.12
-6.00 14.72 13.44 14.48 14.48
-6.20 13.96 13.88 13.96 13.96
-6.40 14.60 14.80 15.12 14.80
-6.60 14.76 14.64 14.60 14.64
-6.80 14.60 13.64 14.28 14.28
-7.00 14.48 13.92 14.56 14.56
RCV1 results with MCP (b = 1.5) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 14.33 13.93 13.85 13.85
-4.20 14.13 12.97 14.09 14.09
-4.40 14.33 12.53 13.93 13.93
-4.60 13.65 14.81 13.81 13.81
-4.80 13.85 13.41 13.29 13.41
-5.00 14.53 15.05 13.69 14.53
-5.20 13.33 13.29 13.97 13.33
-5.40 14.77 13.69 14.41 14.41
-5.60 13.33 13.77 13.73 13.73
-5.80 14.17 14.49 14.69 14.49
-6.00 14.93 13.53 13.29 13.53
-6.20 14.89 14.37 13.85 14.37
-6.40 13.69 12.57 13.49 13.49
-6.60 14.97 13.57 13.73 13.73
-6.80 13.81 13.93 15.41 13.93
-7.00 13.81 13.49 14.25 13.81
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RCV1 results with MCP (b = 5) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 15.96 14.92 15.56 15.56
-4.20 15.56 14.16 16.92 15.56
-4.40 15.08 14.40 15.40 15.08
-4.60 14.48 13.96 15.20 14.48
-4.80 15.60 14.44 14.12 14.44
-5.00 15.12 15.52 15.12 15.12
-5.20 15.32 16.12 15.16 15.32
-5.40 16.24 15.32 15.68 15.68
-5.60 15.24 14.92 14.68 14.92
-5.80 15.28 14.60 15.24 15.24
-6.00 15.88 15.52 15.44 15.52
-6.20 16.20 13.80 15.76 15.76
-6.40 15.60 15.44 15.64 15.60
-6.60 15.20 14.52 15.24 15.20
-6.80 15.04 13.04 16.24 15.04
-7.00 15.04 15.64 15.24 15.24
RCV1 results with MCP (b = 20) regularization
log(λ) Seed = 1 Seed = 2 Seed = 3 Median
-4.00 15.08 14.76 15.00 15.00
-4.20 15.96 14.92 16.44 15.96
-4.40 14.92 13.60 16.92 14.92
-4.60 15.20 15.24 16.24 15.24
-4.80 14.56 14.08 14.72 14.56
-5.00 14.80 14.36 15.56 14.80
-5.20 14.88 14.60 16.84 14.88
-5.40 14.36 14.28 15.44 14.36
-5.60 16.00 14.96 15.32 15.32
-5.80 15.40 13.76 14.56 14.56
-6.00 16.20 13.88 15.88 15.88
-6.20 15.56 15.40 16.56 15.56
-6.40 15.60 13.80 15.88 15.60
-6.60 15.20 14.48 15.24 15.20
-6.80 15.04 16.00 16.24 16.00
-7.00 15.04 15.64 15.24 15.24
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