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particles are mixed by a horizontal rotating drum mixer, which is probably one of the simplest types of conventional solids mixer used 1n various industries. However, real motions are extremely complicated and depend on the shape, density and other physical characteristic of particles as well as types of mixers. Mixing is one of the difficult problems to analyse in chemical engineering.
Akao et al. (1, 4] regard mixing process as a synthesized one with two independent operational units which correspond to convention and diffusion.
They have proposed a probabilistic branching model for diffusive unit, and studied for convection unit optimal constitution of strata fed to the following diffusive unit. The problems of constitution of strata may be observed, for examples, at strata of cokes and ores in blast furnace in iron-works.
If we find the optimal constitution of strata, we can considerably shorten the time required for the mixing.
Numerical and experimental simulation studies on mixing of particulate solids have been reported in Akao et al. (1, 3, 4] . The details of further results and of their applicability to the design of practical mixers will be published in Akao et al. [2] . Concerning the problem solved here, the optimal solutions has been conjectured through their extensive computer simulation [2, 3] .
The objective of the present paper is to support the mathematical background for their experimental results. We can regard the constitution of strata as initial distributions for Markov chains. Hence if we can find the optimal initial distribution, we can get the-optimal constitution of strata accordingly.
In the second section the probability branching model mixer and the structure of the transition probability matrix will be described on the basis of a Markov chain. The optimization problem to be solved here will be formulated in the third section, where eigenvalues and eigenvectors of the transition probability matrix will be also derived, showing a numerical where P is a real symmetric tridiagonal matrix. The quantities of P .. 's ~J can be evaluated under the assumptions that a particle at any row branches with equal probability of 1/2 except at the walls, and both side walls are reflective.
Let us denote a row vector of an initial distribution by n(O) in the case that only one particle is dropped. 
is equivalent to the expected concentration vector mentioned above, i.e.
(2.4)
Then, we obtain 
Statement of the Problem and an example
Consider a finite Markov chain with n states and with the transition probability matrix P of the form
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where P is a real symmetric tridiagonal matrix of size nxn, and (3.2)
and (3.3)
The case in which p is 1/2 is reduced to the model with the transition probability matrix (2.1) described in the previous section, while the other cases in which p is greater than 1/2 may be physically interpreted as models in which some interferences among particles occur. If the condition (3.2)
is satisfied, P is positive definite and has the distinct eigenvalues as will be shown in Appendix A. The condition (3.3) shows that the sum of the elements of each row in P is equal to 1.
The problem to be solved here is to find a feeding vector p 
for a sufficiently small E, where 11.11 E denotes Euclidean norm about vectors. Now, we denote the eigenvalues and the corresponding eigenvectors of the transition probability matrix P by A. and U.
tively, i.e. where A. I S are arranged as
and ii .' s are assumed to be normalized as Therefore, the expected concentration vector peN) of (2.3) is expressed as
where a. is the inner product of p(O) and u i.e.,
Since the maximal eigenvalue AO is 1 and the other Aj'S are less than 1, we obtain (3.12)
From (3.10) and (3.12), inequality (3.4) can be written as
Then, let us define the quantity a(N) as (3.14)
It is easily observed that a(N) will large N if a 1 is not equal to zero. Problem Find the optimal feeding vectors in C.
Note that the feeding vector p(O) is regard to be proportioned to an initial distribution n(O) as mentioned in the previous section, so that this problem can be stated concerning initial distribution instead of feeding vectors.
Now, let us show the eigenvalues and eigenvectors of the transition probability matrix P of (3 . . 1). The d:tails of their derivation will be described in Appendix A. In their simulation 100 particles were fed.
In order to compare our result with theirs. we chose the value 1/4000 and evaluated the integers NO and M.
In Table 2 we see the fact that the speed of convergence of the pattern B is the faste,st. which accords with the result of the computer simulation stated in [2] . 4 . Optimal Solutions in the case that n = 2 m In this section. the theorem which gives the optimal solutions of the problem will be proved. where n = 2m.
Theorem. Where n = 2 m (m ~ 2). the optimal feeding vectors of the problem stated in the previous section are the feeding vectors of the form To prove the theorem we need some preparation. Recall that from (3.20)
we have Q.E.D.
J.'"
We shall find a necessary and sufficient condition for p(a) to make the equality p(a)u a valid for every u in Va U V 1
We denote by C the following condition; Assume the lemma proved for r-1. Then
From Leunna 2, for any u j I~ V r' we find
where j 2rxq and q is .an odd integer. We may assume without loss of generality that q = 1. Assume that p(a)u = a. Q. E. D.
Discussion
In this section we consider several modification of the previous Markov chain model.
(a) Classes of feeding vectors
In Problj~m we assume that half the elements of p(o) are zero and another half are 1. However we can apply our theory to the case where the total concentration ratio is not equal to l/Z.
For instance we consider the follmling case: n = 16 and the total concentration ratio is equal to 1/4. By sj~milar analysis we can show that the optimal feeding vectors are included in the following vectors. Thus FZ and F3 are the optimal feeding vectors. The details of this model will be reported elsewhere.
(d) The case that interference among particles exists.
Some kind of interference may be modeled by taking p greater that 1/2.
In section 3, we showed that eigenvectors do not depend on the values of p and q. Then, our result for optimality still follows. However, real mixing processes show more complex interference, and so we need further steps in this research.
Appendix A Eigenvalues and eigenvectors of the probability matrix P.
det (P-AE)
p+q 
