The direct calculation of the elastic and piezoelectric tensors of solids can be accomplished by treating homogeneous strain within the framework of density-functional perturbation theory. By formulating the energy functional in reduced coordinates, we show that the strain perturbation enters only through metric tensors, and can be treated in a manner exactly paralleling the treatment of other perturbations. We present an analysis of the strain perturbation of the plane-wave pseudopotential functional, including the internal strain terms necessary to treat the atomic-relaxation contributions. Procedures for computationally verifying these expressions by comparison with numerical derivatives of ground-state calculations are described and illustrated.
I. INTRODUCTION
Two seminal contributions to the theory of the electronic structure of solids were the quantum mechanical theory of stress 1 and density-functional perturbation theory. 2 The ability to calculate stress was readily incorporated into density-functional pseudopotential calculations of the ground-state total energies of solids, and finite-difference derivatives of the stress with respect to strain deformations of the unit cell were shown to yield the elastic tensor. 3 Density-functional perturbation theory (DFPT) was widely applied to the direct calculation of phonon spectra, interatomic force constants, Born effective charges, dielectric tensors, and a variety of other properties. 4 The general structure of DFPT is based upon the systematic expansion of the variational expression for the density-functional theory (DFT) total energy 5 in powers of a parameter λ characterizing some dependence of the energy functional. 6 Such parameters as the internal atomic coordinates and the macroscopic electric field 7 could be ha ndled in this framework in a conceptually straightforward manner. 8, 9 Treating macroscopic strain as a parameter within this formalism, however, was apparently less straightforward. A canonical-transformation approach to this problem introduced by Baroni et al. 10 will be reviewed in Sec. IIIA.
The current approach is based on an overall formulation of the DFT energy expression in reduced coordinates, which introduces real-and reciprocal-space metric tensors into every term in this expression. This formulation will be introduced in Sec. IIIB, and the treatment of the strain derivatives of each term will be detailed in Secs. IIIC-H. In these subsections, we will specialize to the plane-wave representation and normconserving pseudopotentials. 11 The advantage of the metric tensor approach is that it puts strain on an equal footing with other parameters characterizing the energy functional, and provides a straightforward if sometimes tedious procedure for evaluating the strain derivatives. While only the first and second derivatives necessary for the evaluation of the elastic and piezoelectric tensors within DFPT are presented here, extensions of the fo rmalism to higher derivatives to evaluate such quantities as nonlinear elastic constants and Grüneisen parameters should be straightforward.
The reduced-coordinate metric tensors were previously used by Souza and Martins as dynamical variables in molecular dynamics simulations with variable unit cell shape. 12 This study has some common conceptual elements with the work presented here, but is not related to the ut ilization of the metric tensors within DFPT. An unrelated use of the real-space metric tensor in DFT was presented by Rogers and Rappe. 13 Their interest was in calculating the stress tensor field as a function which could vary within the unit cell of a periodic system, and could be formulated as a derivative with respect to a Riemannian metric tensor field. This is to be contrasted with the metric tensors treated here, which are constant throughout space, and related to stresses integrated over bounding surfaces of a unit cell.
Sec. II briefly reviews DFPT and introduces notation that will be used subsequently. Sec. III, as indicated above, presents the details of the metric tensor formulation. In Sec. IV we discuss the comparison of the new, DFPT results for elastic and piezoelectric tensors with the old, numerical-derivative approach and present an illustrative exa mple. We discuss both the clamped-atom case in which all the atoms are displaced proportionally to the strain, and the relaxed-atom case, in which only the unit cells are strained and the atomic positions readjust. In Sec. V, we summarize our findings and comment on extensions to other representations of DFT.
II. DENSITY-FUNCTIONAL PERTURBATION THEORY
We will briefly recap density-functional perturbation theory in its lowest order both for completeness and to point out the differences present in the context of the strain perturbation in the reduced-coordinate formulation. The notation will follow Gonze 8 
Within the framework of the reduced-coordinate formulation, all problems have an invariant unit cell, a cube of unit dimensions, and an invariant basis set, plane waves periodic in this simple cubic lattice. As will be described in detail in Sec. III, the actual cell shape and dimensions are absorbed into the definitions of all the operators acting on this basis set through the introduction of metric tensors in real and reciprocal space. While DFPT is usually formulated as an expansion of the response to changes in ext V , in our case the kinetic energy, Hartree energy, and exchange-correlation energy all have explicit strain dependencies, as well as the implicit strain dependence of the latter two through strain-induced changes of the density.
The usual formulation of DFPT posits a dependence of el E on a parameter λ and develops () el E λ and all its components in a power series in λ ,
where X can be ,
The second-order energy (2) el E , in a form which is stationary relative to variations in the first order wave functions (1) ψ , is a slight generalization of Eq. (13) of Ref. [8] , where the first-order density is given by
and (1) ψ is varied subject to the constraint
for all occupied states α and β . The appearance of a first-order kinetic energy term,
T , is a consequence of our formulation of the strain perturbation, and will be clarified in Sec. IIIC below. In Eq. (7) we have departed from Ref. [8] in representing the λ derivatives of Hxc E as partial derivatives to make clear that only the explicit λ dependence is to be considered.
The first-order wave functions which minimize (2) el E subject to Eq. (9) satisfy the self-consistent Sternheimer equation 14 which is the Euler-Lagrange equation for this functional,
where c P is the projector onto unoccupied states (conduction bands) and (0) (1)(1)(1)(1) (1) n must be included for zero-wave-vector perturbations including strain. 4 An expression for
ε is given in Eq. (79) of Ref. [4] , but we prefer a simple alternative expression, 
We note that the energy dependence of F f ′ confines the contributions in the sums in Eq. (12) to states within the band discussed above. Since the self-consistent contributions to (1) H depend on ( 
1) F
ε , it must be converged in the iterative process of solving the Sternheimer equation (as modified for finite temperature). 2, 16 Excepting the diagonal elements of the elastic tensor, all of the quantities we wish to compute involve mixed second derivatives of el E with respect to two different perturbations. The generalization of Eq. (5) (15) which requires the first-order wave functions for only one of the perturbations, and just the non-self-consistent Hamiltonian terms for the other. 9 For metals, should be included in the α sums. We will refer to the terms involving only n in Eqs. (7) and (15) as the frozen-wave-function contributions. In the follow-ing sections, we will refer to mixed derivatives with respect to a strain component and an internal atomic-coordinate component as "internal strain" (a term whose usage in the literature is somewhat ambiguous).
Calculation of the piezoelectric tensor involves mixed second derivatives of el E with respect to components of the strain ? and the electric field E . It is beyond the scope of the present discussion to review the modern Berry-phase theory of polarization in solids. 7, 17 However, this theory has been successfully applied within DPFT to the mixed derivative with respect to E and atomic displacements, which yields Born effective charges, among other quantities. A simple alternative expression to Eq. (15) can be derived for that particular case, Eq. (42) of Ref. [9] . The analogous expression for mixed η -E derivatives is
where
ψ is the first-order wave function in the presence of the so-called / k ∂∂ perturbatio n (an intermediate step in computing electric-field-perturbed quantities 7, 8 ), and
ψ is the first-order wave function for strain. We have replaced the generic α occupiedstate subscript by the Bloch wave vector, band pair m k and explicitly indicated the Brillouin zone (BZ) integration. Our conventions with regard to reduced quantities and vector and tensor components will be explained in the following section. We remark that there are neither frozen-wave-function nor clamped-ion contributions to this mixed derivative.
III. STRAIN AND INTERNAL STRAIN DERIVATIVES
This section develops our strain formalism and derives all the terms required for its treatment within DFPT. In Sec. A, the formal expression for a strained solid is introduced, and its unique issues are discussed in terms of the existing treatment of Ref. [10] . In Sec. B, our notation and conventions for the reduced-coordinate formulation are introduced, along with the metric tensors which are central to our treatment and their strain derivatives. Secs. C-G treat in turn the kinetic, local pesudopotential, nonlocal pseudopotential, Hartree, and exchange-correlation energies. In each of these sections, we derive the first-derivative operator terms needed in the Hamiltonian (1) H appearing in Eq. (10), the self-consistent Sternheimer equation, and in the first line of Eq. (15), the nonstationary expression for the mixed second-order energies. We also derive the frozenwave-function terms in the second line of Eq. (15) for second derivatives with respect to two strains and with respect to one strain and one atomic displacement. For the kinetic and non-local terms, these are given as matrix elements of operators whose expectation values are to be evaluated using the (0) α ψ wave functions, while for the local pseudopotentia l, Hartree, and exchange-correlation energies, these contributions are expressed in terms of the ground-state density (0) n . Finally, Sec. G treats the ion-ion interactions, which are an important contribution to the total energy of a solid, but lie outside the framework of DFPT since they don't involve the electrons. The second derivatives of the ion-ion energy must be added to the terms in Eq. (15) to obtain the elastic and internalstrain tensors.
A. Canonical transformation formulation
The application of homogeneous strain to a crystal lattice simply moves the positions of the atoms and hence changes the DFT external potential, (17) where t denotes the positions of atoms within a unit cell, R is the set of lattice vectors, and ? is the Cauchy infinitesimal strain tensor. 18 From the point of view of the infinite
, can never be a small perturbation. Within a single unit cell, of course, an infinitesimal strain will produce an infinitesimal change in potential. However, it also changes the boundary conditions, so the perturbed wave functions cannot be expanded in a basis of the unperturbed wave functions, and DFPT is not applicable.
One solution to this problem was proposed by Baroni et al. 10 They introduced a fictitious strained self-consistent Hamiltonian obtained from the unstrained Hamiltonian through a scale transformation, 1 (,)(1), (1 While we don't question the validity of this two-step approach, it does change the structure of the calculations from that of ordinary, periodicity-preserving perturbations such as changes in internal atomic coordinates t . Moreover, Baroni et al. present their analysis in terms of uniform dilation and local potentials, 10 and the steps to treat arbitrary strains and non-local pseudopotentials appear to be rather non-trivial within their formulation.
Another formulation for the direct calculation of the DFT elastic tensor was given by Hebbache. 19 While citing the work of Baroni et al., 10 this author included only the fro-zen-wave-function contributions, and failed to consider the (1) ψ and (1) n contributions to (2) E shown in Eq. (7).
B. Reduced-coordinate formulation
The reduced coordinates are defined in real space using the basis of three primitive lattice vectors P i R ordered according to their index i to form a right-handed coordinate system. We will follow the convention of using Latin indices ,,, ijkK running from 1 to 3 to indicate reduced-coordinate components, and Greek indices ,,, αβγK to indicate Cartesian components. 20 Thus the components of the primitive lattice are where the summation range 1,3 will be understood for Cartesian and reduced components throughout. We will notate the reduced counterparts of vectors using a tilde, so a realspace vector X and its counterpart X % are related by
We will denote the sum of a Bloch vector in the first Brillouin zone and a reciprocal la ttice vector by K=k+G, and the reduced counterpart by K % , with components related by
Essentially every term in the electron energy functional can be expressed as dot products of vectors in real or reciprocal space. 
One further quantity that enters into the energy functional, the unit cell volume Ω , can also be expressed in terms of either metric tensor, for example as 1/2 (det[]) ij Ξ , but the special dependence of Ω on strain leads us to represent it as a separate entity.
The advantage we obtain from formulating DFT in reduced coordinates is that the boundary cond itions never change. The unit cell is a unit cube. Granted, the price we pay for this is a pervasive dependence of all the components of the reduced-coordinate self-consistent Hamiltonian on strain through the metric tensors. However, these are all straightforward parametric dependencies, similar in every way to dependencies on parameters such as internal atomic coordinates, and DFPT can be applied in a straightforward manner. We will derive expressions for the various terms entering into (1) H , (2) H , and other components of the 2 nd -order energy in Secs. IIIC to IIIH below. 
where we have introduced the notation of parenthesized Cartesian superscripts to denote strain derivatives. It can be verified that these formulas are invariant under interchange of (,) αβ or (,) γδ index pairs. This is a manifestation of the fact that antisymmetric components of ? correspond to rotations rather than strains, under which the metric tensors are invariant.
The strain derivative of the unit-cell volume Ω is sufficiently simple so as not to warrant additional notation,
The extension to second derivatives is obvious. Finally, it is easily shown from Eq. (19) that 2, π ⋅=⋅ KXKX %% (30) so dot products between real and reciprocal vectors do not involve the metric tensors and are strain independent.
We note that DFPT yields second derivatives of the energy per unit cell. This has the consequence that the naturally defined "elastic tensor" as calculated in DFPT,
is not equal to the conventional elastic tensor * , 1 ,
where γδ σ is the stress tensor. If the reference state of the system has had its lattice parameters fully relaxed, * C and C are identical. However, for calculations of the elastic tensor of materials under stress, Eq. (32) gives important corrections, and the Voigt symmetry under the interchange αβγδ ↔ can be violated. 21 Finally, we point out that when higher-order elastic properties are to be considered as extensions of this approach, the connection between the Cauchy infinitesimal strain and the conventional Lagrangian strain needs to be taken into account. 
so most of the operators involved in the Sternheimer equation and the second-order energies will be expressed in terms of their reduced plane-wave matrix elements. Expressed in the reduced plane-wave basis, the kinetic energy acquires strain dependence through the reciprocal-space metric tensor. It remains a diagonal operator in the reduced planewave basis, and its strain derivatives are found rather trivially from the metric tensor derivatives given in the previous section. However, in procedures in which the real unit cell varies, such as constant-pressure molecular dynamics or lattice parameter optimization, it may be desirable to add a function SM () f ε K % to the kinetic energy ε K % which smoothly becomes large approaching the plane-wave cutoff energy. This will force the wavefunction coefficients to zero at the cutoff and regularize the variation of the energy. 22 While the DFPT calculation is of course done with a fixed unit cell, it may be desirable to keep the smoothing function used in optimizing the cell parameters to ensure that stresses remain below the limit achieved in the optimization. 
and primes denote derivatives of SM f . The kinetic energy operator has no explicit dependence on atomic positions, so the mixed second derivative term for internal strain is zero.
D. Local pseudopotential
Operations of the local pseudopotential component of ext V , Loc V , on the wave functions are most efficiently evaluated in reduced real space, followed by Fourier transformation to obtain the K % components. This applies to the first-order local potential as well, so the strain derivative of Loc V operating on 
The first-order potential itself is most conveniently evaluated in reciprocal space. 
E. Non-local pseudopotential
The first strain derivative of the semi-local form of norm-conserving pseudopotentials 11 was given by Nielsen and Martin. 3 The fully separable form introduced by Kleinman and Bylander 23 and its generalization by Blöchl 24 are far more widely used today because of their computational efficiency. The matrix elements of the nonlocal pseudopotentials are most commonly expressed in the form 1 (||)(,)(||)(,) 25 but their expression had substantial omissions which were corrected by I.-H. Lee et al. 26 The resulting expression is quite cumbersome, not suitable for evaluation in terms of reduced coordinates and the metric tensors, and appears to be extremely difficult to extend to higher derivatives.
To transform Eq. (44) so that it is suitable for our purposes, we explicitly carry out the m sum to obtain 4 || (21) 
Eq. (49) is now straightforward to express in reduced coordinates. First, we observe that the phases constituting the structure factors are independent of the metric tensors, 2, κκ π ⋅=⋅ K tKt % % and will thus be independent of strain. After introducing the metric tensors and reduced wave vectors in ℘ l , we obtain where each lmm C ′ is a polynomial in the components of ϒ , whose coefficients can be calculated once for all. 27 The notation in Eq. (52) has been chosen to resemble that of Eq. (44), so that its fully separable form is clear. However, the m and m′ terms are coupled both because the m T l tensors do not form an orthogonal set like the m Y l , and because the shapes of the angular projectors are no longer spherical harmonics when mapped into re-duced coordinates. There is no coupling among different angular momenta l , ho wever, because deformations cannot change the number of nodes of the projectors.
The procedure for evaluating strain derivatives is now completely straightforward. The operator / αβ η ∂∂ applied to Eq. (50) || H ψψ <> contribution to the second-order energies, is similarly straightforward and can be expressed in nearly the same form, 
where the indices , νν ′ run from 0 to 1 subject to 1 νν ′ +≤ , the new index pair , µµ ′ run from 0 to 1 subject to 1 µµ ′ += , and the , mm ′ indices span the ranges indicated by the rank of the respective T tensors. Here, the angular momentum couplings are l to 3,
The expression for the atomic-displacement derivative in the last term is given by Eq. (55) of Ref. [8] .
The task of carrying out the differentiations, collecting terms, and extracting the coefficients of the T tensors to obtain the C matrix element polynomials in Eqs.(52) and (54) through (56) appears to be extremely tedious. However, the structure of this procedure is sufficiently simple that it is easily automated using a symbolic manipulation program. 28 Since they depend only on the primitive lattice vectors, these polynomials need only be evaluated once, and the task of applying the derivative nonlocal potentials to a set of wave functions is computationally comparable to that of applying the potentials the mselves. For expectation values such as (0)(2)(0) || H ψψ <> , certain pair of , νν ′ and , µµ ′ indices give hermitian conjugate contributions, and the sums over these indices may be simplified accordingly.
F. Hartree Potential
The operation of the first-order Hartree potential on the zero-order wave functions is evaluated in real space using an analogous expression to that for the local potential, Eq. (38) . The potential is most easily calculated in reciprocal space, however, where the Poisson equation is diagonal. The zero-order electron density components (0) n G % depend on strain only through their where Z κ are the ion charges and ξ is a convergence parameter. In Eq. (72) and similar equations below, the κκ ′ = term in the sum is to be omitted when 0 = R . The strain second derivatives of the reciprocal space sum is similar to Eq. (58), the Hartree term in Sec. IIIE, 
IV. IMPLEMENTATION AND RESULTS

A. Clamped-atom perturbations
The metric tensor formulation of strain perturbations in DFPT was developed and tested in stages within the open-source ABINIT software package. 32 As anticipated, it could be merged cleanly into the existing DFPT structure of this code which had previously been developed to treat atomic-displacement and electric-field perturbations. The ground-state portions of this code already calculated relevant first derivatives of the DFT total energy, in particular atomic forces, stresses using the Nielsen-Martin analysis, 1 and polarization using the Berry-phase method. 7, 17 The availability of first derivatives calc ulated in a context completely consistent with the newly developed strain second derivatives permitted critical comparisons to verify the new formalism and its computational realization.
Numerical strain derivatives of the various first derivatives were carried out using the 5-point formula, 33 and strain increments sufficiently small to ensure an invariant set of K % within the specified energy cutoffs. These comparisons required consistency between the ground-state DFT and DFPT calculations with regard to cutoffs, Brillouin zone sampling, etc., but not necessarily complete convergence with respect to these parameters. What was required for accurate comparisons was an exceedingly high level of convergence of the self-consistent potentials and wave functions, both for the ground-state numerical derivatives and the DFPT results. This was necessitated by the fact that the expressions used for the mixed second derivatives, Eqs. (15) and (16) , are non-stationary, and such convergence errors appear in first-order. nent, known as the Born effective charges. 36 The DFPT expressions needed to evaluate these quantities have also been given, 9 and were previously implemented in the ABINIT package. 32 The expressions combining all these mixed derivatives to obtain the atomicrelaxation corrections are straightforward, and will not be detailed here. 36 Numerical-derivative comparisons including the relaxations are especially challenging. In addition to the considerations discussed above for consistency and convergence of the clamped-atom quantities, the atomic positions in the incrementally-strained unit cells must be relaxed in the ground-state DFT calculations until the forces are far smaller than typically considered necessary for structural optimization. Tables III and IV give the relaxed-atom results for the elastic and piezoelectric tensors for the distorted AlP example discussed above. The agreement between the numerical derivatives and the DPFT results are excellent, but respectively one and two orders of magnitude worse on the average than for the clamped-atom quantities. This level of agreement required attaining residual forces less than 10 -10 atomic units (Hartree/Bohr) for the 5 
210
− × strain increment needed to satisfy the conditions discussed above. The precision of the required relaxation illustrates the impracticality of obtaining accurate values for the relaxed-atom quantities for more complex systems by numerical differentiation. Attempts at further convergence suggested that the level of agreement shown here is at the limit of numerical precision for the overall set of calculations.
Comparing the tables of relaxed and unrelaxed tensors, we see that the relaxation corrections to the large components of the elastic tensor, those which would be present for the zincblende structure without the random distortions, are rather small. For the piezoelectric tensor however, the only large component, (x, yz), is substantially corrected.
V. SUMMARY AND CONCLUSIONS
In conclusion, we have demonstrated the manner in which strain can be treated within a standard implementation of density-functional perturbation theory by using reduced coordinates and the subsequent strain dependence of the metric tensor. Expressions necessary to evaluate all the second-order derivatives of the density functional theory energy have been derived, and it has been established that they are correct and complete by comparisons with numerical derivatives. Direct calculation of the elastic and piezoelectric tensors, including atomic relaxation, is thereby achieved. The level of agreement with experimental quantities is, of course, determined by the fundamental limitations of density-functional theory, and to a lesser extent by the pseudopotential approximation and the quality of the pseudopotentials which are employed.
The expressions given here pertain to norm-conserving pseudopotentials. 11 While the same approach can in principle be applied to ultrasoft pseudopotentials, 37 the closely related projector-augmented-wave all-electron method, 38 and the linear-augmented-planewave method, 39 these all pose significant additional cha llenges. The first set of cha llenges relates to the fact that the nonlocal operators coupling the plane-wave components of these methods have off-diagonal terms coupling the m l , m ′′ l spherical harmonic indices about each atomic site. This precludes the reduction to wave-vector dot products achieved in Eq. (49). The second issue concerns the augmentation components of the wave functions and charge. These functions are not deformed by homogeneous strain in the manner of the plane waves and plane-wave charge density. Thus the mapping onto reduced coordinates and derivatives of that mapping entail issues similar to those discus sed in Sec. III G in connection with model core charges and the nonlinear core correction. 30 Unlike the core charges, however, the augmentation function are not spherical, so additional considerations apply. While the implementation of the strain perturbation within DFPT using these formalisms poses these challenges and requires significant further analysis, the metric tensor approach likely remains the most viable. 
