Abstract
Introduction
Multi-camera techniques simultaneously record a single event from multiple angles. These techniques have recently been used in the field of sports media production. Examples include the use of EyeVision [7] and LiberoVision [20] to render novel views, and HawkEye [12] for analysis in a virtual environment.
Most multi-camera techniques are developed for use in special-purpose studios with static cameras where calibration and a known background are readily available, e.g. the Virtualized Reality system developed by Kanade et al. [16] . For multi-camera techniques to be used in unconstrained outdoor environments, errors in calibration and matting Figure 1 . A split image depicting four stages of processing. Clockwise from the top-left -the original image, a segmented "key" separating the players from the background, a 3D reconstruction of the players and the final synthetic proxies of the players. must be explicitly dealt with alongside other domainspecific challenges such as manually-operated cameras, unconstrained illumination, multi-body occlusion, rapid motion and low resolution images.
In this paper we propose a technique to automatically generate synthetic proxies representing players on a pitch. Proxies performing an appropriate action are selected from a motion capture library and synchronised to the original action. These synthetic proxies can be used directly for analysis, as avatars in a virtual view of the event, or as priors for further scene reconstruction.
Multi-camera video is recorded and a robust shape-fromsilhouette technique is used to generate a 3D scene representation. This allows the fusion of multiple moving, zooming cameras, each of which may have been unsuitable for use on its own. Direct pose retrieval in this environment is severely challenged by the ambiguity in the relationships between the cameras. Therefore a Markov model is used to match both the pose and the action dynamics to a predefined library of human motion capture. This process is augmented with a scissor-pose detector to aid the synchronisation of the synthetic action to the original motion. The full process is illustrated in Figure 1 The background to this work is presented in Section 2. Section 3 describes the techniques used to generate the shape-from-silhouette data and to track the players. An appropriate feature descriptor and distance metric are presented in Section 4 and a technique to use these features for action matching is presented in Section 5. Section 6 contains the results obtained from real footage captured at an outdoor sporting event, and Section 7 concludes the paper with a discussion of the work.
Background
Pose detection is typically employed with the aim of generating high level descriptions of the detected motion for applications such as action recognition for surveillance [2] . Detailed pose recovery is generally confined to studio systems such as markerless motion capture systems [3] . Pose recovery in crowded scenes such as video of outdoor team sports remains an open and challenging problem.
Pose Recognition
There is a substantial body of work on 2D pose recognition. Recently Dimitrijevic et al. used Bayesian templates to recognise walking poses in natural scenes [5] , Ferrari et al. used progressive search space reduction to estimate body pose in TV and film data [8] , and Gammeter et al. used a statistical model of human pose to refine a pedestrian tracking system [9] . For sports applications, Efros et al. used optic flow to recognise low resolution video sequences of soccer players [6] and Lu and Little used histograms of orientated gradients to perform action recognition on low resolution soccer and hockey video sequences [22] .
Less work has been done on 3D human pose matching. Weinland et al. used a volumetric exemplar representation to perform camera-pose-invariant pose recognition, however the matching was performed in 2D [25] . Huang et al. performed 3D pose matching for 3D video summarisation of studio data [23] and Balan et al. optimised the re-projection of a 3D model into silhouettes obtained in a studio environment to recover pose estimates from multicamera video [3] . Although highly successful in the studio, such techniques fail in the presence of the calibration and matting errors typical of an outdoor broadcast scenario.
3D in Sports
There has been considerable interest in application of 3D computer vision techniques to the field of sports since Kanade et al. developed EyeVision for use at the Super Bowl [7] . Connor and Reid demonstrated 3D reconstruction of a soccer game from multiple cameras [4] , Innamoto and Saito demonstrated a system for 3D playback of a recorded soccer game [14] and Loy et al. reconstructed 3D motion from monocular video using pose templates [21] . Multicamera systems are used in recent work by Guillemaut et al. where a graph-cut optimisation generates high-quality 3D scene reconstructions and matting refinement [11] .
While progress is being made in this field, most techniques either require specialist equipment or manual intervention. A general solution has yet to be found.
Data Capture
The action matching algorithm relies on per-player 3D meshes as input. These are generated using multi-camera shape-from-silhouette techniques followed by 3D player tracking. The steps in this process are outlined in this section
Capture, Calibration and Matting
For a sports broadcast of soccer or rugby there are approximately 15 manually-operated cameras in the stadium. Of these, 6-8 cameras are typically following the action of interest and capture footage suitable for calibration. The other cameras include slow-motion cameras, cameras tightly focused on a single player and cameras giving an overall view of the stadium.
Calibration and matting is as described by Grau et al. [10] . The cameras are calibrated by detecting pitch markings in the image and comparing them to a pre-generated model. It is important that an on-line calibration technique such as this is used as it allows for calibration of moving cameras, does not require any additional equipment, does not require prior knowledge of, or access to, the equipment (which is typically hired for the match) and does not require prior access to the ground, which may be difficult to obtain. While this technique produces relatively accurate results, the resulting calibration contains significant errors of the order of 1-2 pixels.
The images captured during the match are segmented using a hybrid chroma-key and difference keying technique to separate the image into background and foreground elements. This technique is chosen for its relative accuracy and suitability for running on a video sequence with minimal human intervention. An example segmentation is shown in the top right of Figure 1 . This technique typically segments players with an error of 1-2 pixels but also generates an appreciable amount of background clutter.
Robust Multi-View Reconstruction
The calibration data and silhouettes are used as input to a robust shape-from-silhouette technique to calculate the visual hull [19] of the foreground region of the scene. As the calibration and matting contain combined errors of up to 3 or 4 pixels (which is of similar magnitude to the resolution of players' limbs), the volume generated by apply- ing a straightforward shape-from-silhouette technique will be severely truncated. To compensate for these errors the conservative shape-from-silhouette technique introduced by Kilner et al. [18] is used to generate a Conservative Visual Hull (CVH) as shown in Figure 2 . This technique provides a complete reconstruction of the scene at the cost of some loss of accuracy.
Player Tracking
A triangle mesh is generated from the CVH on a perframe basis. This represents all players on the pitch, the referee and the ball with a single mesh. The mesh is divided up into discrete sub-meshes through a connected component analysis.
A greedy algorithm is used to concatenate these submeshes into coherent sequences minimising a cost function which penalises the distance between mesh centroids and changes in volume. By ensuring that tracks span the entire sequence, a set of per-player mesh sequences are generated for use as input to the action matching algorithm.
Shape Similarity
Pose estimation attempts to recover the configuration of a human body from a set of observations. Our technique determines the similarity between the 3D shape obtained from a multi-view reconstruction and a set of exemplar poses contained within a library. The best match is used as an estimate of the observed pose.
To determine the similarity between a candidate pose and the real data requires a measure of similarity between two different 3D shapes. To measure similarity both a feature vector and a distance metric are required. These must be chosen such that they maximise the distance between shapes derived from differing poses, but minimise the distance between shapes derived from the same pose. The measure should be robust to the amount of reconstruction error expected in the system. In this section we evaluate a shape similarity metric which is robust to the errors in largescale, multi-view reconstruction.
Feature Vector
Various shape descriptors have been proposed for 3D shape matching, including spin images [15] , spherical harmonics [17] and shape histograms [1] . Huang et al. [13] investigated the use of these measures for matching sequences of people in the studio environment and proposed a volumetric shape histogram which is robust to small differences in shape while retaining rotational information (unlike spin images which will match a shape but will not indicate the orientation that produces the optimal match).
For this work, volumetric shape histograms using a spherical co-ordinate system are used. A surface S is isotropically scaled such that it lies within a sphere of radius 1 located at the origin and re-oriented per frame such that the direction of motion of the centroid is always along the Z axis. S is then represented by an implicit function V where V (x) = 1 when x lies within S and V (x) = 0 when x is outside of S.
The shape histogram H is then obtained as:
where B is the bin-membership function:
with x expressed in spherical co-ordinates (r x , θ x , φ x ) and with histogram quantisation steps (δr, δθ, δφ). A 5 by 6 by 12 histogram was used in this work as that was empirically determined to capture pose information in sufficient detail while minimising computational costs.
Similarity Metric
Several distance measures were evaluated against ground truth to determine the most suitable matching score. We considered the histogram intersection I, Euclidean distance E, quadratic distance Q [1] , Mahalanobis distance M , chisquared measures χ 2 1 and χ 2 2 and the Kullback Leibler Divergence (KLD) K. These measures are given by the following equations:
Where h and e are histograms of similar dimensions and i is an index over all histogram bins, Q is the quadratic distance matrix which encodes the Euclidean distance between the centres of the histogram bins and M is the covariance matrix of all the data. Where a measure is asymmetric (such as K, χ 2 1 and χ 2 2), a symmetric measure was used X sym (a, b) = 0.5 (X(a, b) + X(b, a) ).
Evaluation
Several tests were carried out to determine the most suitable measure for use in the sports scenario. A library of motion-captured animations were used to generate animated meshes from which a library of shape histograms L = {L 0 . . . L |L| } was generated. From this library, a sub-sequence S = {S 0 . . . S |S| } was chosen to use for comparison. A noisy sequence of shape histograms N = {N 0 . . . N |S| } was then generated from the same source meshes as S. Noise was added by translating all vertices along the vertex normals by 10cm and adding shot noise to 40% of the voxels during voxelisation. These operations simulate the expansion of shape caused by using the CVH and the additional effects of poor matting and phantom volumes.
A qualitative evaluation was then performed by generating a set of similarity matrices (a matrix Ψ where Ψ A,B,C (i, j) = A(B i , C j ) for a given measure A and sequences B and C). Ψ X,S,N was generated for each measure X and was then compared to a ground truth self-similarity matrix Ψ E,S,S , (i.e. comparing S to itself using the Euclidean distance E defined in equation 4). As both S and N are derived from the same source meshes, the ideal measure should generate a matrix displaying similar structure to the ground truth, with particular importance being attached to the main diagonal feature which corresponds to the distance of each frame from itself. These results allowed a comparison of the different measures as shown in Figure 3 . This diagram shows that the only measure which maintains the strong diagonal feature is the Kullback Leibler distance.
A quantitative evaluation was also performed. A similarity matrix Ψ can be converted into a Boolean classification function
is then generated where σ is the standard deviation of Ψ E,S,L . In this way, G contains the matches between frames in S and L which fall within an acceptable threshold. Each measure X was then used to compare N with L and a set of classification functions itives (where
a Receiver Operating Characteristic (ROC) curve for each technique X can be generated as shown in Figure 4 .
The ROC curves agree with the qualitative analysis that, in the presence of multi-view reconstruction errors, the KLD provides the most appropriate measure of shape histogram similarity.
Action Matching
The KLD allows shape to be matched between noisy data and a clean exemplar. However, ambiguities in the recovered signal and variation between the detail of the recorded action and the library motions mean that frame-by-frame matching generates poor results. In order to resolve these ambiguities a two-step process is used. Firstly a key-pose detector identifies each key-pose in the target sequence. Secondly, a Markov model is used to match the library to the target sequence, taking into account the shape, dynamics and detector hits from the first step. The resulting synthetic sequence is then an animation from the library which best matches the shape and dynamics, and is synchronised to the target sequence.
Key-Pose Detection
One important feature of action matching is the synchronisation of the synthesised action to the original activity. This is mainly a problem for cyclic activities which can drift out of phase over time. The majority of cyclic activities in the outdoor sports environment are motions such as walking, jogging and running. Dimitrijevic et al. [5] showed Histogram intersection Euclidean distance Quadratic distance Ground truth χ 2 1 measure χ 2 2 measure KLD Figure 3 . Similarity matrices demonstrating the performance of various similarity measures when comparing a noisy sequence to the original clean sequence. A good measure should preserve the structure shown in the ground truth, particularly the strong diagonal feature.
that identification of the "scissor poses" in 2D data of people walking is sufficient to accurately specify the motion of a tracked subject, as this key-pose is the most distinctive feature in the walking cycle. By detecting these distinctive poses and tying them to the scissor poses in the library actions, synchronisation between the synthetic and target sequences can be improved. 
m provides a correction for changes in the matching score due to non-pose-related factors (for example changes in the volume of the CVH or gross errors such as the truncation of a limb). This combined signal is then smoothed and the local maxima are taken as the detector hits Γ. An example graph showing the peaks in the signal can be seen in Figure  5 .
each hit can also be classified as 'left' or 'right'. These detector hits are then incorporated as soft constraints in the second step of the process to aid synchronisation of the synthetic sequence to the target activity.
Markov Model
Pose interpolation is achieved by modelling the evolution of the motion as a Markov process represented in the standard way using a state transition matrix T and an emission matrix E [24] . Each frame of each animation in the library L is a state in the model. The original structure of the animations is encoded into the state transition matrix T : ρ is a function that returns a maximal value when j = i + 1 and hence favours the natural playback of a library animation. However, non-zero values for j = i and j = i + 2 allow the animation to repeat or skip frames to match animations at different rates. η is 1 if i and j are in the same animation, zero otherwise, and α is a small value that controls the rate of switching between animations. α = 0.1 was empirically determined to be a suitable value -higher values tend to make the model choose a single animation when it would be better to switch, while lower values tend to encourage the model to switch animations excessively. The emission matrix is then defined by:
where b is given by:
b boosts scores where a scissor pose was detected to promote matching of these frames to scissor poses in the library. In this way, the detector hits Γ constrain the model to fit to the detected poses and to improve the synchronisation of running and walking actions. T and E are normalised . Red circles show library states that correspond to scissor poses. The effect of the key-pose detector can be seen at frames 125 and 140. Without boosting, the model will tend to favour playback of the animation at its natural rate, key-pose detection can overcome this and improves the synchronisation to the original action. Figure 7 . Pose estimation for a single player. The top row shows the original images, the middle row shows a traditional 2D pose estimation technique [2] and the bottom row shows the proposed 3D action matching technique. Due to calibration and matting errors, the 2D technique is unable to recover the pose from the images.
appropriately and the optimal state sequence is calculated using the Viterbi algorithm, maximising the product of the transition probability and the emission probability for each frame in the sequence. As shown in Figure 6 , the use of keypose data improves the synchronisation of activities, but the addition of repeated or skipped frames can be uneven. If the technique is being used to generate models for direct viewing, a post-processing step of smoothing the path through the output animations could be applied to remove these artefacts.
Results
The technique was evaluated with footage of professional rugby soccer matches. Data was recorded using standard broadcast equipment. The recording equipment con- Figure 8 . Arrangement of cameras used for the rugby data set. Static cameras are coloured blue while moving cameras are coloured red. Note that the static cameras are aimed at either one end of the pitch or the other, so that at any one time only 3 static cameras and up to 3 moving cameras are usable for reconstruction.
sisted entirely of standard HD broadcast cameras. 12 cameras were recorded for the rugby data -6 static cameras used only for reconstruction and 6 operator-controlled cameras used for broadcast. At any given time roughly half of these cameras were suitable for reconstruction, the others were unsuitable due to inappropriate framing or excessive motion blur. The cameras were distributed around the pitch as shown in Figure 8 . A set of close-up images showing the low quality of per-player imaging is shown in Figure 7 . Two sequences were captured -one of 287 frames showing 29 players and the other of 50 frames showing 31 players. 16 cameras recorded the football footage -3 were static and the rest were operator-controlled. Similar restrictions on usability meant that approximately 6 cameras were usable for reconstruction. Two sequences were captured -one of 100 frames showing 26 players and the other of 120 frames showing 22 players.
The synthetic library for comparison consisted of motion capture data skinned to a human model. Motion capture consisted of various running, jogging, walking, standing, jumping and skipping animations. Neither the motion capture nor the model were specific to this domain. It should be noted that domain-specific motion capture would improve the quality of the matching, and use of properly rigged football/rugby player models would greatly improve the visual quality of the results.
An example frame is shown in Figure 9 . Further results are presented in the accompanying video and shown in Figure 10 . For comparison, a result generated with a stateof-the-art pose tracking system [2] is shown in 7. The calibration and matting errors in the data mean that the technique does not converge on a solution and quickly drifts away from a reasonable pose estimate.
A quantitative analysis was performed on the results from the longest and most complex sequence (from the rugby data). Due to matting errors and occlusions in the Figure 9 . Left to right, the original input image, the resultant CVH and the final matched pose. Some synthetic players are mirror images of the original player, as left/right symmetry introduces an ambiguity that is difficult to resolve completely. original images, standard recall-precision measurements comparing the pixels in a virtual view against the pixels in the original mattes are not very meaningful. The lack of a ground truth also precludes a direct quantitative analysis of the technique. Instead, every tenth frame of each sequence was examined and each player assessed as either a 'hit' or a 'miss'. Players were considered an exact match if the pose was of an appropriate action and was as accurate as was possible given the limitations of the library. Close matches and matches where left/right ambiguity resulted in the selection of a mirror image of the correct pose were also considered hits. Anything else was considered a miss, including poses which were close to correct but came from an inappropriate action. The results are shown in Table 1 which compares simple pose matching, action matching and the proposed key-pose augmented action matching technique. It should be noted that many of the failures common to all techniques are due to players performing actions which are not in the pose library. In many such cases the system selects a pose close to the correct pose, suggesting that if the library contained more appropriate motions they would be selected. Examples of actions that caused failure in this way include walking sideways, kicking and walking backwards. Another cause of failure was excessive clutter. The system can perform well in the presence of occlusions in several cameras, but in cases where multiple players were occluded for long periods of time (creating a single 3D volume for multiple players), the system failed. Improved pre-processing could separate these volumes into individual players and hence improve results. Roughly 1/3 of failures were due to actions not represented in the library and 1/3 were due to excessive clutter in the scene. Finally, left/right ambiguity was an issue in many cases (and indeed is often hard to resolve visually from the original images). The system will occasionally switch modes as it changes from incorrect to correct representation of the left/rightness. Changing in this way introduces either an additional cycle or doubles the length of a cycle. Key-pose matching helps to resolve this by reducing mode-switching but does not eliminate the error entirely.
Matches

Discussion
Conclusions
The presented technique is effective in this challenging environment, making use of multiple noisy and disjoint input images to extract player pose information. The technique allows manually-operated broadcast cameras to be used for pose estimation in the presence of calibration and matting errors and is independent of camera pose and player appearance, allowing a single library to be used in all scenarios. The technique provides good pose estimation for up to 70% of the footage, overcoming many of the limitations of single-view pose estimation due to occlusion and projective ambiguity.
Further Work
Players in close proximity to each other such that individual volumes are not separable are not handled well by the system. More sophisticated player tracking that can segment merged player tracks would enable the pose matching system to function better in these cases.
A larger action library targeted at the specific domain would improve the matching performance of the system. Similarly, post-processing of the synthetic sequence and use of higher quality domain-specific models would improve the quality of the output from the technique.
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