The m-step, same-step, and any-step competition graphs  by Ho, Wei
Discrete Applied Mathematics 152 (2005) 159–175
www.elsevier.com/locate/dam
The m-step, same-step, and any-step
competition graphs
Wei Ho
Princeton University, Department of Mathematics, Princeton, NJ 08544, USA
Received 12 September 2002; received in revised form 26 November 2004; accepted 27 April 2005
Available online 13 June 2005
Abstract
The competition graph and its generalizations have interested graph theorists for over 30 years.
Recently, Cho, Kim, and Nam introduced the m-step competition graph and computed the 2-step
competition numbers of paths and cycles. We extend their results in a partial determination of the
m-step competition numbers of paths and cycles. In addition, we introduce two new variants of
competition graphs: same-step and any-step. We classify same-step and any-step competition graphs
and investigate their related competition numbers.
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1. Introduction
Motivated by the study of ecological systems, Cohen [4] in 1968 introduced the concept
of a competition graph of a digraph. In ecological terms, the digraph represents a food web,
in which the vertices represent species and arcs point from predators to their prey.We deﬁne
the competition graph C(D) of a digraph D as having the same vertex set as D and having
an edge between vertices v and w if and only if there exists some vertex x such that (v, x)
and (w, x) are arcs of D. We call x a common prey of vertices v and w. The competition
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number k(G) of a graphG is the minimum number of isolated vertices such that the disjoint
union of G and these isolated vertices is the competition graph of an acyclic digraph.
Note that in the deﬁnition of a competition graph, the digraph can be arbitrary; for
determining a competition number of a graph, however, we are restricted to acyclic digraphs.
This distinction will remain for variants of competition graphs.
Since 1968, several variants of competition graphs have been studied, including the
common enemy graph in [9], the competition-common enemy graph in [11], the niche
graph in [2], the p-competition graph in [8], and the competition multigraph in [1]. Cho
et al. [3] introduced the m-step competition graph in 2000. In the m-step competition
graph of a digraph, an edge exists between two vertices if both have directed m-step
walks to a third vertex in the digraph. The concept of the competition number general-
izes naturally to the m-step competition number, the minimum number of isolated vertices
that need to be added to a graph to make it the m-step competition graph of an acyclic
digraph.
Cho et al. [3] determine 2-step competition numbers for paths and cycles. In Section 2
of this paper, we ﬁrst extend their results to m-step competition numbers for these families
of graphs. Then in Sections 3 and 4, respectively, we introduce the same-step and any-
step competition graphs and prove results on the classiﬁcation of these graphs and their
competition numbers. Finally, in Section 5, we discuss open questions concerning these
variants of competition graphs and competition numbers.
2. The m-step competition numbers of paths and cycles
We ﬁrst deﬁne the m-step competition graph and related concepts more formally.
Given a digraph D and a positive integer m, suppose there exists a directed m-step walk
from vertex v to vertex x. Then we call v anm-step predator of x, and x anm-step prey of v.
If vertices v and w both are m-step predators of x, then we call x a common m-step prey of
v and w. We deﬁne the m-step competition graph Cm(D) of a digraph D as the graph with
the same vertex set as D and an edge between vertices v and w if and only if they have a
common m-step prey.
Given a positive integer m, the m-step digraphDm of a digraph D is the digraph with the
same vertex set as D and an arc (u, v) if and only if there exists a directed walk of length
m from u to v in D.
Recall that we can represent a simple digraph on n vertices by an n × n adjacency
matrix with boolean entries. Since Cm(D) = C(Dm) [3], we have the following
proposition:
Proposition 2.1. If A is the adjacency matrix of a digraph D, then the adjacency matrix
of Cm(D) is given by Am(AT )m.
Given an arbitrary graph G, we can add some number of isolated vertices to G to obtain
an m-step competition graph of an acyclic digraph. In the next two paragraphs, we provide
such a construction in order to motivate the deﬁnition of the m-step competition number
k(m)(G) of a graph G.
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Fig. 1. Digraphs D1 and D2 whose 2-step competition graphs are, respectively: (a) P5  I2; and (b) C5  I4.
Recall that an edge clique of a graph G is a complete subgraph, and an edge clique cover
is a set of edge cliques of G such that the union of their edges is exactly the set of edges of
G. The minimum number of edge cliques whose union covers G is called the edge clique
cover number (G).
Let {E1, E2, . . . , E(G)} be an edge clique cover of G. In order to construct D, take the
vertex set of G and add m(G) vertices vij for 1 i(G) and 1jm. Draw the arcs
(vij , vi(j+1)) for 1 i(G), 1jm−1. Then for each vertex v in eachEi , add the arc
(v, vi1) to D. Since vim is a common m-step prey of each vertex in Ei for all i, the m-step
competition graph of the digraph D is the graph G together with m(G) isolated vertices.
Let Ik be the graph consisting of k isolated vertices, and recall that for graphs G and H,
the graph G  H is the disjoint union of G and H. Then the m-step competition number
k(m)(G) of a graph G is the minimum number k such thatG Ik is the m-step competition
graph of an acyclic digraph. By the above construction, it is clear that k(m)(G) is bounded
above by m(G). Cho et al. [3] give the following upper and lower bounds for the m-step
competition number.
Proposition 2.2. Let G be a graph without isolated vertices. Then
max{m, (G)− |V (G)| +m+ 1}k(m)(G)m(G).
It follows from Proposition 2.2 that the m-step competition numbers of paths and cycles
are bounded below by m and m + 1, respectively. In the case of m = 2, Cho et al. [3]
determined the exact values: the 2-step competition number of a nontrivial path is 2 and
the 2-step competition number of the n-cycle Cn for n4 is 4. Letting Pn denote the path
on n vertices, we see in Figure 1 an acyclic digraph D1 whose 2-step competition graph
C(2)(D1) is P5  I2 and an acyclic digraph D2 whose 2-step competition graph C(2)(D2)
is C5  I4.
2.1. Paths
In this section, we determine when the lower bound k(m)(Pn) = m can be achieved for
m3. We also give an upper bound for the m-step competition number of paths that is
linear in m.
Deﬁnition 2.3. An acyclic labeling of the vertex set V (D) of an acyclic digraph D is a
labeling v1, v2, . . . , v|V (D)| such that i < j whenever arc (vi, vj ) is in D.
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Deﬁnition 2.4. An arc (vi, vj ) of an acyclically labeled digraph is a jump-arc if j > i + 1.
We call a jump-arc an r-jump-arc if j = i + r .
Theorem 2.5. For m3 and nm + 4, the m-step competition number k(m)(Pn)
m+ 1.
To prove Theorem 2.5, we will use the following lemma, a generalization of Lemma 13
in [3].
Lemma 2.6. LetD be an acyclic digraph such that Cm(D)=Pn  Im, where the vertices
of D are labeled acyclically v1, . . . , vn+m. Then
(i) Cm(D − vn+m)= Pn−1  Im, and
(ii) the arc (vi, vi+1) exists in D for 2 in+m− 1.
Proof. (i) By deﬁnition of an acyclic labeling, the vertices vn+1, vn+2, . . . , vn+m of D
do not have any m-step prey. These m vertices are therefore the isolated vertices in the
competition graph Cm(D)= Pn  Im. The vertex vn is not an isolated vertex, but since its
only possible m-step prey is vn+m, it can share a common m-step prey with only one other
vertex. Hence, vn must have only one neighbor in Pn. Thus, deleting vn+m fromD removes
the edge incident to vn in the competition graph, so Cm(D − vn+m)= Pn−1  Im.
(ii) First, since vn+m is anm-step prey of vn, the digraphDmust contain the arcs (vi, vi+1)
for n in+m− 1. In particular, when n= 2, the vertex v2+m is an m-step prey of v2, so
D must contain the arcs (vi, vi+1) for 2 i1+m. We induct on n. Suppose (ii) holds for
n− 1 for n3. Since Cm(D− vn+m)=Pn−1 Im by (i), the induction hypothesis implies
that for 2 in+m− 2, the arc (vi, vi+1) is in D, and from above, (vn+m−1, vn+m) also
lies in D. 
Proof of Theorem 2.5. By Lemma 2.6 (i), if the m-step competition number k(m)(Pn) is
exactly m, then k(m)(Pn−1) is also m. Thus, to prove the theorem, it sufﬁces to show that
k(m)(Pn)m+ 1 for m3 and n=m+ 4.
Letm3 and n=m+4, and suppose k(m)(Pn)=m. Then there exists an acyclic digraph
D such that Cm(D)=Pn Im. We may assume that D is minimal so that removing any arc
fromD produces a differentm-step competition graph. Fix an acyclic labeling of the vertices
of D. Because there are n− 1 nontrivial cliques in Cm(D), at least n− 1 vertices of Dmust
be common m-step prey. Since v1, v2, . . . , vm cannot be m-step prey of any vertices and
vm+1 can only be the m-step prey of v1, the vertices vm+2, . . . , vm+n must be the necessary
n− 1 common m-step prey, each of which has exactly two m-step predators.
Therefore, vm+2 must be the commonm-step prey of v1 and v2. By Lemma 2.6 (ii), recall
that the arc (vi, vi+1) is in D for 2 in+m− 1. Thus, since vm+2 is an m-step prey of
v1, the digraph D must contain a 2-jump-arc (v, v+2) for some , 1m.
Suppose D contains (v1, v3) but not (v2, v4). No other 2-jump-arcs (vi, vi+2) for 3 i
m+ 1 can exist in D either, for then v1, v2, and v3 would share the common m-step prey
vm+3, which is not possible. So vm+3 is not anm-step prey of v2, and thus must be anm-step
prey of v1 and v3. Then there exists a 3-jump-arc (v, v+3) for some , 1m+ 1. If
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3, then v1, v2, and v4 would share the commonm-step prey vm+4, which is not possible,
so = 1 or 2.
If =1, then them-step competition graph has the edges v1v2 and v1v3.A jump-arc from
vi for 3 im + 2 would imply that v1 has more than two common m-step prey, which
is not possible. Thus, v3 cannot have any m-step prey other than vm+3. Since v4 shares its
m-step prey vm+4 with exactly one of the vertices v1, v2, or v3, we know that v2 is anm-step
predator of vm+4, so there must exist the 3-jump-arc (v2, v5) in D.
So we are reduced to the case of D containing (v2, v5). If there is a jump-arc outgoing
from v3 or v4, then v1, v2, and one other vertex will have a common m-step prey. Similarly,
a jump-arc from vi for 5 im + 3 would give v2 more than two common m-step prey.
Therefore, v3 and v4 each have only one m-step prey. But vn also has only one m-step prey
vn+m, so all three of these vertices are leaves in the m-step competition graph, which is a
contradiction. This completes the case of D containing (v1, v3) and not (v2, v4).
Therefore, the digraph D contains some 2-jump-arc (v, v+2) for 2m. If there is
any other jump-arc outgoing from v for some  + 1, then it is either outgoing from
v1 or is a 2-jump-arc beginning or ending at v+1. Otherwise, vertex v2 has more than two
m-step prey. Let v be the last end vertex of the interlinked 2-jump-arc set described above,
so either v is either v+2 or v+3. Because m and there are at most two 2-jump-arcs
interlinked, we have 3+ 3m+ 3.
Now consider v+m, which has exactly twom-step predators. IfD contains any jump-arcs
starting and ending between v and v+m inclusive, then there exists a vertex with either
more than two m-step predators or more than two m-step prey. Thus, for the vertex v+m,
the only possible additional m-step predator (other than v) is v1, in which case the arc
(vi, v+i ) must be in D for some im− 1. Recall that the only possible such jump-arc is
(v1, v+1). Then v1 has the common m-step prey vm+2 and v+m.
Finally, sincem+4+m+1m+3+m+1=n+m and 1, the vertex v+m+1 has
exactly two m-step predators. Clearly v+1 is an m-step predator of v+m+1. If the vertex
v+m+1 has any other m-step predator, then there exists a jump-arc ending at some vi for
+2 i+m+1. But by the same reasoning as before, there can be no jump-arc outgoing
from vi for i + m − 1, since v1 can only have two common m-step prey. Therefore,
v+m+1 has only one m-step predator, which is a contradiction. 
With the help of several constructions, we can show that the bounds given in Theorem
2.5 are, in fact, achieved in many cases.
Theorem 2.7. Let m3.
(i) For nm+ 3,
k(m)(Pn)=m.
(ii) For m+ 4n2m+ 4,
k(m)(Pn)=m+ 1.
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Fig. 2. Digraphs whose 4-step competition graphs are (a) P5  I4, (b) P7  I4, (c) P9  I5, (d) P13  I8, and (e)
P14  I9.
(iii) For n2m+ 5,
m+ 1k(m)(Pn)
{
2m for n ≡ −1, 0, 1 (modm)
2m+ 1 otherwise.
Proof. (i) For nm + 1, construct the digraph D1 with vertices v1, . . . , vn+m and the
arcs (vi, vi+1), for 1 in+m− 1, and (vm, vm+2). Then the m-step competition graph
Cm(D1) is Pn  Im, as shown in Fig. 2(a). For n=m+ 2, add the arc (vm+1, vm+3) toD1
to obtain a digraphD2 whose m-step competition graph is Pn Im. Finally, for n=m+ 3,
add the arc (v1, vm+4) to D2 to obtain a digraph D3 such that Cm(D3)= Pn  Im. In this
case, the path is vm+3v1v2 · · · vm+2. An example withm= 4 and n= 7 is given in Fig. 2(b).
(ii) Construct the digraph D with vertices v1, . . . , vn+m+1 and arcs as follows: (vi, vi+1)
for 1 in+m−1; the 2-jump-arcs (vm, vm+2), (vm+1, vm+3), and (v2m+2, v2m+4); the 2-
jump-arc (v2m+3, v2m+5) ifn>m+4; and the jump-arcs (vm, vn+m+1) and (v2m+2, vn+m+1).
Then Cm(D) = Pn  Im+1, where the path is vm+2vm+1 · · · v1vm+3vm+4 · · · vn. See
Fig. 2(c) for the digraph in the case of m= 4 and n= 9.
(iii) For n2m+ 5, Theorem 2.5 implies that k(m)(Pn) is bounded below bym+ 1. We
construct a digraphD such thatCm(D)=PnIk where k=2m or 2m+1.Write n=qm+r
where q, r ∈ Z and 0r <m. Also, let i = vivm+i · · · v(q−1)m+i for 1 im, i.e. the
path of vertices vj in increasing order with j ≡ i(modm).
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Let D have vertices v1, . . . , vn+m,w1, . . . , wm with the following arcs:
(vi, vi+1), for 1 in+m− 1,
(vim, v(i+1)m+1), for 1 iq − 1,
(wi, wi+1), for 1 im− 1,
(vm,w1), and
(vqm,w2).
If n ≡ 0 (modm), then in factCm(D)=PnI2m, where the path is given by 12 · · ·m.
The same holds for n ≡ −1(modm) except that m is replaced by vmv2m · · · v(q−1)m in
this case.
If n ≡ 1(modm), then adding the arc (vqm, v(q+1)m+1) to D and replacing the arcs
(vm,w1) and (vqm,w2) in D with (vm,w2) and (vqm,w1) produces a digraph whose m-
step competition graph is exactly the path mm−1 · · ·1vqm+1 along with 2m isolated
vertices. An example is shown in Fig. 2(d).
Otherwise, add the vertex x along with the arcs (vm, x), (v(q+1)m, x), and (v(q+1)m,
v(q+1)m+2) to the digraphD. Then them-step competition graph is the path vnvn−1 · · · vqm+1
12 . . .m and 2m+1 isolated vertices. See Fig. 2(e) for the constructed digraph form=4
and n= 14. 
Proposition 2.8.
k(3)(Pn)=
{
3 for n6
4 for n7
Proof. For n10, Proposition 2.8 follows directly from Theorem 2.7. For n11, write
n− 1= 3q + r where q, r ∈ Z and 0r < 2. Let D be the digraph with n+m+ 1 vertices
v1, . . . , vn+4 and arcs as follows:
(vi, vi+1), for 1 in+m− 1,
(v3i , v3(i+1)+1), for 1 iq,
(v1, v4),
(v4, vn+m+1), and
(v3q+3, vn+m+1).
Let i be the path consisting of vertices vj in increasing order with j ≡ i(mod 3) and i
be the reverse of i . Then it is easy to check that the 3-step competition graph of D is the
path 312 and 4 isolated vertices. See Fig. 3 for examples. 
(a)
(b)
Fig. 3. Digraphs whose 3-step competition graphs are (a) P5  I3 and (b) P10  I4.
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2.2. Cycles
In this section, we improve the bounds in Proposition 2.2 for the m-step competition
number of cycles. We ﬁrst use the m-step competition number of the path Pn to give an
improved lower bound for k(m)(Cn) and then construct digraphs to give a linear upper bound
for k(m)(Cn).
Proposition 2.9 (Helleloid [6]). For m2 and n4,
k(m)(Cn)> k
(m)(Pn).
Proof. Let m2 and n4. Suppose there exists an acyclic digraph D such that Cm(D)=
Cn Ik for minimal k > 0, i.e. k=k(m)(Cn). There exists an acyclic labeling of the vertices
of D, say v1, . . . , vn+k . Since k is minimal, the vertex vn+k must have been a common
m-step prey in D. Now consider the digraph D − vn+k . Its m-step competition graph is the
same as that of D except for the clique induced by vn+k as a common m-step prey. In other
words,
Cm(D − vn+k)= Pn  Ik−1.
Therefore, the m-step competition number of Pn is at most k − 1. 
Corollary 2.10. Let m3. Then for nm+ 4,
k(m)(Cn)m+ 2.
The corollary follows immediately from Theorem 2.5 and Proposition 2.9. On the other
hand, the m-step competition number of a cycle Cn has an upper bound also related to the
m-step competition number of the path Pn. Given a digraph D such that Cm(D)=Pn Ik ,
adding 2m− 1 vertices and the appropriate directed m-step paths to D will yield a digraph
whose m-step competition graph is a cycle plus isolated vertices. Thus,
k(m)(Pn)+ 1k(m)(Cn)k(m)(Pn)+ 2m− 1.
In fact, there is a tighter upper bound on the m-step competition number of a cycle.
Proposition 2.11. Let m2 and n4.
(i) If nm, then
k(m)(Cn)2m.
(ii) If n>m, let r be the residue of n modulo m, i.e. the integer such that r ≡ n(modm)
and 0r <m. Then
k(m)(Cn)
{
2m+ 1 for r = 0, 1
2m+ r otherwise.
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Fig. 4. (a) A digraph whose 5-step competition graph is C4  I10. (b) A digraph whose 3-step competition graph
is C9  I7. (c) A digraph whose 3-step competition graph is C11  I8.
Proof. (i) Let D be the digraph with 2m+ n vertices v1, . . . , vm+n, w1, . . . , wm and arcs
as follows:
(vi, vi+1) for 1 in+m− 1,
(wi, wi+1) for 1 in− 1,
(vm−1, vm+1)
(vm,w1) and
(vm,wn).
Then Cm(D) = Cn  Im+n where Cn consists of the consecutive vertices v1, . . . , vn. The
digraph D thus constructed for m= 5 and n= 4 is shown in Fig. 4(a).
(ii) We construct a digraph such that Cm(D) = Pn  Ik , where k = 2m + 1 or 2m + r .
Write n = qm + r where q, r ∈ Z and 0r <m. Also, let i = vivm+i · · · v(q−1)m+i for
1 im denote the path of vertices vj in increasing order with j ≡ i(modm).
Let D be the digraph with vertices v1, . . . , vn+m,w1, . . . , wm with the following
arcs:
(vi, vi+1) for 1 in+m− 1,
(wi, wi+1) for 1 im− 1,
(vm,w2) and
(vqm,w1).
If q2, then also add the arcs (vim, v(i+1)m+1) for 1 iq − 1.
168 W. Ho / Discrete Applied Mathematics 152 (2005) 159–175
If n ≡ 0(modm), then add the vertex y along with the arcs (v2m−1, y) and (vqm, y)
to the digraph D. The m-step competition graph of this digraph is the cycle speciﬁed by
mm−1 · · ·1 and 2m + 1 isolated vertices. Fig. 4(b) shows this construction for m = 3
and n= 9.
If n ≡ 1(modm), then add the vertex y along with the arcs (v2m−1, y), (v(q+1)m, y), and
(vqm, vn+m) to the digraph D. The corresponding m-step competition graph is the cycle
given by mm−1 · · ·1vn and 2m+ 1 isolated vertices.
Otherwise, ﬁrst add thevertex y and arcs (v2m−1, y), (v(q+1)m, y), and (v(q+1)m, v(q+1)m+2)
to D. Also add the vertices x2, . . . , xr ; the arcs (v(q+1)m+1, x2) and (vqm, xr); and, if r3,
the arcs (xi, xi+1) for 2 ir − 1 to this digraph. Then the corresponding m-step com-
petition graph becomes the cycle speciﬁed by mm−1 · · ·1vqm+rvqm+r−1 · · · vqm+1 and
2m+ r isolated vertices. See Figure 4(c) for an example with m= 3 and n= 11. 
3. Same-step competition graphs
A new variant of competition graph is the same-step competition graph. By looking at
all m-step competition graphs simultaneously, we can consider two vertices in competition
if and only if they share an m-step prey for some m> 0.
Deﬁnition 3.1. The same-step competition graphCS(D) of a digraphD has the same vertex
set as D and has an edge between vertices v and w if and only if there exists some vertex x
such that there exist directed walks from v to x and from w to x of the same length.
It follows from the deﬁnitions of m-step and same-step competition graphs that a same-
step competition graph can be written in terms of m-step competition graphs. For graphs G
and H on the same vertex set, letG∪H denote the graph given by the same vertex set and
the union of the edges of G and H.
Proposition 3.2. For any digraph D,
CS(D)=
∞⋃
m=1
Cm(D).
If D is a ﬁnite digraph, then in fact CS(D) = ⋃nm=1Cm(D) for all n>N for some
sufﬁciently large integer N. In terms of boolean linear algebra, if A is the adjacency matrix
of D, then the adjacency matrix of CS(D) is
∞∑
m=1
Am(Am)T =
n∑
m=1
Am(Am)T
for all n>N .
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With competition graphs, two classiﬁcation questions arise naturally:
1. Which graphs can be competition graphs of arbitrary digraphs?
2. Which graphs can be competition graphs of acyclic digraphs? More generally, what is
the competition number for a given graph? Recall that a graph has competition number
0 if and only if it is the competition graph of an acyclic digraph.
Here we consider the analogous questions for same-step competition graphs.
3.1. Same-step competition numbers
The concept of competition numbers naturally generalizes to same-step competition
graphs.
Deﬁnition 3.3. The same-step competition number kS(G) of a graph G is the minimum
number k such that G Ik is the same-step competition graph of an acyclic digraph.
To show that the same-step competition number of a graphG is well-deﬁned and bounded
above by (G), we use the same construction as in the 1-step case. In particular, consider
a minimal edge clique cover {E1, . . . , E(G)} of G. Then the digraph with the same set of
vertices asG plus (G) additional vertices x1, . . . , x(G), and arcs {(v, xi)|v ∈ Ei} for all i,
has the same-step competition graphG I(G). In addition, ifG is a graph with no isolated
vertices, then kS(G)1.
Deﬁnition 3.4. A vertex v of a digraph D is an end vertex if v has no outgoing arcs in D.
Let EV(D) denote the set of end vertices of D.
Proposition 3.5. Let D be an acyclic digraph. Let M(v) be the number of elements of
multiplicity at least 2 in the multiset
Lv = {length of W |W is a walk in D from any vertex to v}.
Then
(CS(D))
∑
v∈EV (D)
M(v).
Proof. Let x be a common m-step prey of vertices w1 and w2. If x is not an end vertex,
then there must be a directed walk from x to some end vertex v, say of length l. Then v is a
common (m+ l)-step prey of vertices w1 and w2. Thus, to construct the competition graph
of D, we can restrict our attention solely to end vertices as common prey.
Given an end vertex v of D, the vertex v can only be a common m-step prey for at most
M(v) values of m. Note that M(v) is at most the value of the largest element in Lv with
multiplicity at least 2.
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The number of cliques in the same-step competition graph ofD cannot exceed the number
of possible common prey, with multiplicity, so
(CS(D))
∑
v∈EV(D)
M(v). 
Corollary 3.6. ForanygraphGwithno isolated vertices, if(G) |V (G)|, then kS(G)2.
Proof. Assume kS(G)=1. Then there exists an acyclic digraphD such thatCS(D)=GI1.
Notice that (CS(D))= (G). From the hypothesis and Proposition 3.5,
|V (G)|(G)
∑
v∈EV(D)
M(v).
Now CS(D) has only one isolated vertex, so D has only one end vertex, namely the added
isolated vertex v. The largest element inLv is at most |V (G)|, which is achieved only in the
case of a directed path using all the vertices inD. In that case, however, |V (G)| occurs only
once in Lv . So the largest element in Lv with multiplicity at least 2 is at most |V (G)| − 1.
Thus,
|V (G)|M(v) |V (G)| − 1,
which is a contradiction. 
A spiked n-cycle is a graph that is an n-cycle upon removal of all pendant edges. Observe
that for a spiked n-cycle G, the edge clique cover number (G) is equal to the number of
vertices of G.
Corollary 3.7. For n4, if G is a spiked n-cycle, then kS(G)2.
We now compute same-step competition numbers for some families of graphs. Let Kn
be the complete graph on n vertices, and recall that Cn and Pn are the cycle and path,
respectively, on n vertices.
Proposition 3.8. (i) kS(Cn)= 2 for n4.
(ii) kS(Pn)= 1 for n2.
(iii) kS(Kn)= 1 for n2.
Proof. (i) By Corollary 3.7, the same-step competition number of cycles is bounded below
by 2, and the following construction achieves this bound: Consider the digraph D with ver-
tices v1, . . . , vn+2, arcs (vi, vi+1) for 1 in, and the jump-arcs (vn−1, vn+1), (vn, vn+2),
and (v1, vn+2). Then the same-step competition graph ofD is the cycle given by the vertices
v1, . . . , vn and two isolated vertices.
(ii) Let D be the digraph with vertices v1, . . . , vn+1 and arcs (vi, vi+1) for 1 in and
the 2-jump-arc (vn−1, vn+1). Then CS(D)= Pn  I1.
(iii) The digraph consisting of n vertices v1, . . . , vn, each with an arc to a vertex vn+1,
has Kn  I1 as its same-step competition graph. 
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Using the following proposition, we can bound the same-step competition numbers of
cone graphs. Let K[G] denote the cone of G, which is the join of G with one vertex.
Proposition 3.9. Let G be a graph with no isolated vertices. Then
kS(G)kS(K[G]).
Proof. Let k=kS(G). Then there exists some acyclic digraphD such thatCS(D)=GIk .
LetD′ be the digraph given by adding one vertex v to D and the arcs (v,w) for all vertices
w in D. Now all vertices in G must have outgoing arcs, so the same-step competition
graph of D′ will contain the edges vw for all vertices w in G. By the minimality of the
competition number k = kS(G), none of the vertices in Ik have outgoing arcs and hence
will still be isolated in the same-step competition graph ofD′. Thus, CS(D′)=K[G]  Ik
and kS(G)kS(K[G]). 
A fan Fn+1 =K[Pn] is a cone on a path on n vertices; a wheelWn+1 =K[Cn] is a cone
on a cycle on n vertices.
Proposition 3.10. Let n4. Then the same-step competition numbers of fans and wheels
are the same as those of paths and cycles, respectively, namely
kS(Fn+1)= 1 and kS(Wn+1)= 2.
Proof. From Proposition 3.9, we have that the same-step competition number of the fan
Fn+1 =K[Pn] is at most kS(Pn)= 1. Since a fan has no isolated vertices, kS(K[Pn])= 1.
Similarly, Proposition 3.9 gives that kS(K[Cn])kS(Cn)= 2. Suppose kS(K[Cn])= 1.
Then theremust exist some acyclic digraphD such thatCS(D)=K[Cn]I1, which has only
one isolated vertex. The digraph D thus has exactly one end vertex v, so all the cliques in
CS(D) arise from common m-step predators of v. Let the other vertices of D be acyclically
labeled v1, . . . , vn+1. All vertices in the fan K[Cn] are part of at least two cliques in a
minimum edge clique cover, so each vertex other than v must be an m-step predator of the
end vertex v for at least two values of m. But vn+1 can only be a 1-step predator of v, so we
have a contradiction. Thus, kS(K[Cn])= 2. 
4. Any-step competition graphs
Another variant of competition graph is the any-step competition graph. In terms of
ecology, it seems natural to consider predators of a common prey at any level, i.e. any-step
predators.
Deﬁnition 4.1. The any-step competition graph C∗(D) of a digraphD has the same vertex
set as D and has an edge between vertices v and w if and only if there exist nontrivial
directed walks from v and w to some common vertex.
The following proposition is clear from the deﬁnitions.
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Proposition 4.2. Given a digraph D, let D′ denote its transitive closure. Then
C∗(D)= C(D′).
For acyclic digraphs, it is easy to write down the adjacency matrix for the any-step
competition graph. Recall that matrix entries are boolean here. If A is the adjacency matrix
for an acyclic digraph D, then without loss of generality A can be taken to be strictly lower
triangular. Then the adjacency matrix for the any-step competition graph of D is MMT
whereM =∑∞m=1Am. SinceM =A(I +M) where I is the square identity matrix of size|V (D)|, some computation yields
M = A(I − A)−1,
where the matrix (I − A) is evidently invertible.
The same questions that arise for same-step competition graphs are also meaningful
for any-step competition graphs, namely the classiﬁcation of any-step competition graphs
of arbitrary digraphs or of acyclic digraphs. We ﬁrst investigate the any-step competition
number.
4.1. Any-step competition numbers
Deﬁnition 4.3. The any-step competition number k∗(G) of a graph G is the minimum
number t such that G It is an any-step competition graph of an acyclic digraph.
A construction similar to the one for same-step competition numbers shows that the
any-step competition number is well deﬁned. If G has no isolated vertices, then the any-
step competition number of G must be positive. In fact, we determine exactly the any-step
competition number of a graph G. Recall that (G) is the edge clique cover number of G.
Theorem 4.4. For any graph G with no isolated vertices,
k∗(G)= (G).
In general, if d is the number of isolated vertices of G, then
k∗(G)= (G)− d .
Proof. Let D be an acyclic digraph with C∗(D) = G  Ik for some k0, where G is a
graph with no isolated vertices. We ﬁrst show that k(G).
By deﬁnition, for an edge vw in G, there exists an any-step common prey of v and w in
D. In fact, sinceD is acyclic, there must exist an end vertex x inDwith paths from v andw,
respectively. Now consider two distinct edges vw and v′w′ in G which are not both subsets
of the same larger clique. Then any end vertex x corresponding to vwmust be distinct from
any end vertex x′ corresponding to v′w′, for if they were the same, then vw and v′w′ would
be part of the same clique.
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Therefore, there are at least as many distinct end vertices in D as the number of cliques
(G) that cover G. Because end vertices in D are isolated vertices in the same-step compe-
tition graph C∗(D), we have the inequality k(G). More generally, if d is the number of
isolated vertices of G, then k + d(G).
On the other hand, the simplest construction of an appropriate digraph gives the reverse
inequality. In particular, ﬁrst determine an edge clique cover ofG consisting of (G) cliques
C1, . . . , C(G). Let k= (G)− d , where d is the number of isolated vertices of G. Then for
each clique Ci , construct arcs from each vertex in Ci to a vertex vi , where vi is an isolated
vertex of G  Ik . The any-step competition graph of the constructed digraph is exactly
G Ik . 
4.2. Classifying any-step competition graphs
In this section, we classify any-step competition graphs. Recall that a graph G is an any-
step competition graph if there exists some digraph D such that C∗(D)=G, where D can
have cycles or even loops. In this section, we call a vertex v of G a simplicial vertex of the
nontrivial clique E ⊆ G if all of the edges adjacent to v belong to E, i.e., the only cliques
containing v are subsets of E. Note that if v is a simplicial vertex of E, then E is a maximal
clique of G.
Theorem 4.5. LetG be a graph with d isolated vertices. Let c be the number of nontrivial
maximal cliques inG with simplicial vertices. ThenG is the any-step competition graph of
some digraph D if and only if d + c(G).
Proof. SupposeG=C∗(D) for some digraphD, where d is the number of isolated vertices
in G and c is the number of maximal cliques in G with simplicial vertices. We will show
that d + c(G).
We deﬁne the map  from the vertex set V of G (or equivalently, D) to the set of all
subgraphs of G: for a vertex x in V, the subgraph (x) is the clique in G whose vertices are
exactly the any-step predators of x in D. Let E¯ be the image of , which is clearly an edge
clique cover of G. Let E be a subset of E¯ such that E is an edge clique cover of G, and
minimal with respect to this property; that is, for any E ∈ E, the set E\{E} is not an edge
clique cover of G. Note that by the deﬁnition of (G), we have the inequality
(G) |E|.
We claim that for any cliqueE ∈ E and for any x in the preimage −1(E) of E, the vertex
x is either an isolated vertex ofG or a simplicial vertex of E. If not, then there exists an edge
adjacent to x not contained in E, so x is a vertex of some other clique E′ ∈ E. Now −1(E′)
is nonempty and disjoint from the set of vertices −1(E), so −1(E′) contains some vertex
x′ = x. By the deﬁnition of any-step prey, there exists a path from x to x′ in D, and a path
from any vertex v in E to x, so there is a path from any such v to x′. But thenE ⊆ E′, which
is a contradiction by the minimality of E.
Because any clique E ∈ E with a simplicial vertex is a maximal clique, the number of
such E is bounded above by c, the number of maximal cliques inGwith simplicial vertices.
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Therefore, since the preimages of cliques E ∈ E are nonempty and mutually disjoint, we
have the inequalities
(G) |E|
d + |{E ∈ E : E has a simplicial vertex}|
d + c.
Conversely, given this inequality, we construct a digraph D such that G = C∗(D). The
digraph D will have the same vertex set as G. First, consider a minimal edge clique cover
E of G such that |E| = (G). We can assume without loss of generality that all cliques in
E are maximal cliques.
If a nontrivial maximal clique E has a simplicial vertex x, then any edge adjacent to x is
contained in some clique F of E. By our assumption that all cliques in E are maximal, we
have E = F ∈ E. That is, all maximal cliques with simplicial vertices are contained in E.
Given such a clique E, with simplicial vertex x, we add the arc (v, x) to D for all vertices v
in the clique E.
For each clique E ∈ E that does not have a simplicial vertex, since d + c |E|, we can
assign a unique isolated vertex y to E. As before, we add the arcs (v, y) to D for all vertices
v in E.
It is straightforward to check that the any-step competition graph of D is exactly G. 
5. Further remarks
Many open questions remain for the variants of competition graphs discussed in this
paper.
Form-step competition graphs, a complete determination ofm-step competition numbers
for paths and cycles still remains. We conjecture that k(m)(Pn)m+ 2 for n2m+ 5 and
that k(m)(Cn)k(m)(Pn)+ 2 for m3.
It would also be interesting to investigate which other families of graphs can be m-
step competition graphs of arbitrary or acyclic digraphs. For example, for most variants of
competition graphs, the competition number of triangulated graphs can be computed [7].
Also, it is not completely known which paths or cycles are m-step competition graphs of
arbitrary digraphs. Helleloid [5] proved that for m = n − 1 and m = n − 2, the path Pn is
an m-step competition graph, and for mn4, the path Pn is not an m-step competition
graph.
Another question is whether recognizing m-step or same-step competition graphs is an
NP-complete problem. It is known that recognizing competition graphs is NP-complete
[10], and Section 4 shows NP-completeness for any-step competition graphs.
A further classiﬁcation of same-step competition graphs is yet another direction for future
research. The questions we have posed in the m-step case apply to same-step competition
graphs as well, and their answers may also be related. We suspect that the m-step and
same-step competition numbers may be closely linked for many families of graphs. More
generally, there may exist other relations among the different types of competition graphs
and competition numbers.
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