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Abstract
The concepts of (t, m, s)-nets and (t, s)-sequences are among the best known classes of point sets in
the theory of quasi-Monte Carlo methods. In this paper, we give new general upper bounds for the star
discrepancy of (t, m, s)-nets and (t, s)-sequences. By these ﬁndings, we improve existing upper bounds on
the discrepancy of such point sets and extend results that have been obtained for low-dimensional nets and
sequences during the past years.
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1. Introduction
Point sets with good distribution properties are of interest in many applications, notably nu-
merical integration [13]. There are various kinds of measures for the quality of distribution of a
given point set. One popular and widely known way of measuring is based on the star discrep-
ancy. For a given point set Z = {x0, x1, . . . , xN−1} in the s-dimensional unit cube [0, 1)s , the star
discrepancy is deﬁned by
D∗N := sup
J
|AN(Z, J )N−1 − (J )|,
where the supremum is extended over all intervals J ⊆ [0, 1)s of the form J = ∏sj=1 [0, j ),
0j 1, AN(Z, J ) denotes the number of points xi in J, and  is the Lebesgue measure.
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The concepts of (t, m, s)-nets and (t, s)-sequences provide an efﬁcient method to construct
point setswith small star discrepancy.An extensive survey of this topic is presented byNiederreiter
in [12,13], see also [14] for a recent outline. Let us ﬁrst give the deﬁnition of a (t, m, s)-net.
Deﬁnition 1. Let b2, s1, and 0 tm be integers. Then a point setY consisting of bm points
in [0, 1)s forms a (t, m, s)-net in base b, if every subinterval J = ∏sj=1 [ajb−dj , (aj +1)b−dj ) of
[0, 1)s , with integers dj 0 and integers 0aj < bdj for 1js and of volume bt−m, contains
exactly bt points of Y.
From this deﬁnition it is easy to see that a (t, m, s)-net is extremely well distributed if the
quality parameter t is as small as possible. However, we remark that it is not always possible to
choose t = 0 since the quality parameter t strongly depends on the other parameters m, s, and
b (see, for example, [13] for more details on this subject). The deﬁnition of a (t, s)-sequence
provides inﬁnite point sets with good distribution properties.
Deﬁnition 2. Let b2, s1, and t0 be integers. A sequence (xn)n0 in [0, 1)s is a (t, s)-
sequence in base b if for all k0 and m > t the point set consisting of the points xkbm, . . . ,
x(k+1)bm−1 is a (t, m, s)-net in base b.
Again, a (t, s)-sequence is particularly well distributed if the quality parameter t is as small as
possible.
A practical construction method for (t, m, s)-nets and (t, s)-sequences is given by the concept
of so-called digital nets and digital sequences which are subclasses of (t, m, s)-nets and (t, s)-
sequences, respectively. For the deﬁnition of digital point sets, see [13].
It is a central and very important topic in the theory of (t, m, s)-nets and (t, s)-sequences to
give estimates for the star discrepancy of these point sets. General upper bounds were given by
Niederreiter in [12,13]. Concerning the star discrepancy of a (t, m, s)-net in base b, this bound is
of the following form. For the star discrepancy of any (t, m, s)-net in base b with m > 0 we have
ND∗NB(s, b)bt (log N)s−1 + O(bt (log N)s−2), (1)
where the constant in the O-notation does not depend on N = bm. The term B(s, b) is given by
B(s, b) =
(
b − 1
2 log b
)s−1
,
if either s = 2 or b = 2, s = 3, 4; otherwise
B(s, b) = 1
(s − 1)!
(b/2
log b
)s−1
(cf. [13, Theorem 4.10]).
Bounds of a similar kind exist for the star discrepancy of the ﬁrst N terms of a (t, s)-sequence.
These are given in [13, Theorem 4.17] and are as follows. For the star discrepancy of the ﬁrst N
terms of any (t, s)-sequence in base b we have
ND∗NC(s, b)bt (log N)s + O(bt (log N)s−1) (2)
338 P. Kritzer / Journal of Complexity 22 (2006) 336–347
for N2, where the constant in the O-notation does not depend on N. In this case,
C(s, b) = 1
s
(
b − 1
2 log b
)s
,
if either s = 2 or b = 2, s = 3, 4; otherwise
C(s, b) = 1
s!
b − 1
2b/2
(b/2
log b
)s
.
It is widely believed that it might be impossible to improve Niederreiter’s bounds with respect to
the order of magnitude in N. However, it has been possible to improve on the constants B(s, b)
and C(s, b) for some special choices of t, s, and b, in particular by restricting oneself to digital
point sets. Several authors have shown interesting results concerning low- (that is, one-, two-, or
three-) dimensional nets and sequences (see, for example, [1,3–11,16,17]).
In this paper, it is our aim to give new upper bounds on the star discrepancy of (t, m, s)-nets and
(t, s)-sequences for arbitrary dimensions s2. Our work is structured as follows. In Section 2, we
shortly recapitulate a recent result on the star discrepancy of (t, m, 2)-nets which is going to form
the basis for our further investigations. We then use this result to obtain new upper bounds on the
star discrepancy of (t, m, s)-nets in arbitrary base b (Section 3). Our ﬁndings will be derived by
the help of an inductive method introduced by Niederreiter. Further, we use the new upper bounds
on the star discrepancy of nets for the derivation of new upper bounds on the star discrepancy
of sequences (Section 4). These bounds will be of a similar form as (1) and (2), which makes it
possible to directly compare our results to (1) and (2). In both Sections 3 and 4, we shall give
a discussion of our results and exhibit several examples. A few remarks on numerical results
conclude this paper.
2. Preliminaries
It was shown in [3] that we have the following upper bound on the star discrepancy of an
arbitrary (t, m, 2)-net Y in base b:
bmD∗bm(Y )btbm−tD∗bm−t (Hm−t,b) + bt , (3)
where D∗
bm−t (Hm−t,b) denotes the star discrepancy of the two-dimensional Hammersley net
Hm−t,b in base b with bm−t points. The bound in (3) is effectively useful since we have the
following explicit formulae for bkD∗
bk
(Hk,b), k0, which are due to De Clerck [1]. If b is even
we have:
• 1D∗1(H0,b) = 1,
• bD∗b(H1,b) = b4 + 1,
• bkD∗
bk
(Hk,b) = b24(b+1) k + 54 + 2b+34(b+1)2 − 14bk (1 + 2b+3(b+1)2 ) for all even k2, and
• bkD∗
bk
(Hk,b) = b24(b+1) k + 54 + 5b+44b(b+1)2 + 1bk ( b2 − 14 − 1b + 54b2 − 6b+54b2(b+1)2 ) for all odd k3.
Note that, by these formulae, we can more generally estimate bkD∗
bk
(Hk,b) for even b and any
k0 by
bkD∗
bk
(Hk,b)
b2
4(b + 1)k + G¯even(b), (4)
where G¯even(b)1 is a constant depending on b but not on k.
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If b is odd, we have the following formulae by De Clerck.
• 1D∗1(H0,b) = 1,
• bD∗b(H1,b) =  b2 + 1 − 1b ( b2)2, and
• bkD∗
bk
(Hk,b) = b−14 k + 54 + 1b − 14bk for k2.
Similar to (4) we can deduce, for any k0 and any odd b3,
bkD∗
bk
(Hk,b)
b − 1
4
k + G¯odd(b), (5)
where again G¯odd(b)1 is a constant depending on b but not on k.
From (3)–(5) we get the following upper bounds on the star discrepancy of a (t, m, 2)-net Y.
For even base b we have
bmD∗bm(Y )
btb2
4(b + 1) (m − t) + b
tGeven(b), (6)
with a constant Geven(b)1 depending on b but not on m − t . For odd base b we have
bmD∗bm(Y )
bt (b − 1)
4
(m − t) + btGodd(b), (7)
with a constant Godd(b)1 depending on b but not on m − t .
3. Upper bounds on the star discrepancy of nets
We are now interested in ﬁnding generalizations of (6) and (7) to arbitrary dimensions s2
and thereby deducing upper bounds on bmD∗bm(Y ) for arbitrary (t, m, s)-nets in base b. As in
(6) and (7), we shall focus on studying the leading terms, that is, the terms involving the highest
power of the number m − t . We ﬁrst show the following theorem which is inspired by Theorems
4.5 and 4.6 in [13].
Theorem 3. (a) For the star discrepancy of an arbitrary (t, m, s)-net Y in an even base b and
dimension s2 we have
bmD∗bm(Y ) 
btb
2(b + 1)
s−1∑
i=0
(
s − 1
i
)(
m − t
i
)(
b
2
)i
+btGeven(b)
s−2∑
i=0
(
s − 2
i
)(
m − t
i
)(
b
2
)i
, (8)
where Geven(b) is the same constant as in (6).
(b) For the star discrepancy of an arbitrary (t, m, s)-net Y in an odd base b and dimension
s2 we have
bmD∗bm(Y ) 
bt
2
s−1∑
i=0
(
s − 1
i
)(
m − t
i
)⌊
b
2
⌋i
+btGodd(b)
s−2∑
i=0
(
s − 2
i
)(
m − t
i
)⌊
b
2
⌋i
, (9)
where Godd(b) is the same constant as in (7).
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Proof. The proof of this result is based on the same method as shown by Niederreiter in the
proofs of Theorem 4.5 in [13] and Theorem 3.1 in [12]. We therefore will not give all details of
the proof but will restrict ourselves to discussing the steps which are different from the proofs of
Niederreiter’s theorems.
Concerning (a), denote the upper bound in (8) by b(t, m, s). For ﬁxed t0, we show the
result in part (a) by double induction on s2 and m t .
For s = 2, b(t, m, s) equals
btb
2(b + 1)
(
1 + (m − t)b
2
)
+ btGeven(b),
which shows that the result is implied in (6).
Let now s3 and assume that we have shown (8) for any value of m t and s − 1. Then
(8) is shown for dimension s by induction on m t . If m = t , b(t, m, s) simpliﬁes to
(btb)/(2(b + 1)) + btGeven(b), which is greater than bt since Geven(b) was assumed to
be at least one. On the other hand, bmD∗bm(Y )bm = bt in this case, so the result
follows.
Assume now that (8) has been shown for dimension s and some m t . The induction step
from m to m + 1 reduces, by considering the proof technique in [13], to verifying the two
inequalities
b(t, m, s) + (b/2)b(t, m, s − 1)b(t, m + 1, s) (10)
and
b(t, m + 1, s − 1) + b(t, m, s) + (b/2 − 2)b(t, m, s − 1)b(t, m + 1, s). (11)
In the special case where b = 2, showing (10) is sufﬁcient.
Observe that
b(t, m, s) = b2(b + 1) ˜b(t, m, s) + Geven(b)˜b(t, m, s − 1), (12)
where ˜b, as a function of t, m, and s, is given by
˜b(t, m, s) = bt
s−1∑
i=0
(
s − 1
i
)(
m − t
i
)(
b
2
)i
.
Note that the constants by which the function values of ˜b are multiplied in (12) depend only on
b, but not on t, m, and s. This means that verifying (10) and (11) can be achieved by verifying
analogous inequalities for the functions ˜b. This is done in the same way as in [13]. Therefore,
(a) is shown.
The proof of part (b) is carried out analogously to the proof of part (a). The result for s = 2
is implied in (7) and the induction step is done in the same manner as in the case where b is
even. 
Let us now derive some consequences of Theorem 3. Here and in the following, the expression
P(x, n)denotes a polynomial in xof degreen,whereweneglect the precise formof the coefﬁcients.
By estimating the sums in the bounds in Theorem 3 in the same way as in [13], we obtain the
following.
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Corollary 4. (a) For the star discrepancy of an arbitrary (t, m, s)-net Y in an even base b and
dimension s2 we have
bmD∗bm(Y )
btbs
(b + 1)2s(s − 1)! (m − t)
s−1 + btP (m − t, s − 2),
where P(m − t, s − 2) is a polynomial in m − t of degree s − 2, with the coefﬁcients of P not
depending on m and t. Furthermore, for any s2 and even base b, let t be chosen such that a
(t, m, s)-net in base b exists for all m > t . Then we have
lim sup
m→∞
sup
bm−tD∗bm
(m − t)s−1 
bs
(b + 1)2s(s − 1)! ,
where the supremum is extended over all (t, m, s)-nets in base b.
(b) For the star discrepancy of an arbitrary (t, m, s)-net Y in an odd base b and dimension
s2 we have
bmD∗bm(Y )
bt (b − 1)s−1
2s(s − 1)! (m − t)
s−1 + btP (m − t, s − 2),
where P(m − t, s − 2) is a polynomial in m − t of degree s − 2, with the coefﬁcients of P not
depending on m and t. Furthermore, for any s2 and odd base b, let t be chosen such that a
(t, m, s)-net in base b exists for all m > t . Then we have
lim sup
m→∞
sup
bm−tD∗bm
(m − t)s−1 
(b − 1)s−1
2s(s − 1)! ,
where the supremum is extended over all (t, m, s)-nets in base b.
Remark 5. The results given in Corollary 4 should be compared to those outlined in [2,8,9,11,16]
for digital nets up to dimension s = 4.
We can also rewrite the bounds in Theorem 3 in terms of powers of the total number of points
N = bm.
Corollary 6. (a) For the star discrepancy of a (t, m, s)-net Y in even base b with m > 0 it is true
that
ND∗N(Y )E(s, b)bt (log N)s−1 + O
(
bt (log N)s−2
)
,
where N = bm, with
E(s, b) = b
s
(b + 1)2s(s − 1)!(log b)s−1 ,
and where the constant in the O-notation does not depend on N.
342 P. Kritzer / Journal of Complexity 22 (2006) 336–347
Table 1
Comparison of E(s, b) and B(s, b)
b = 2 b4 even b3 odd
s = 2 23 b
2
2(b2−1)
1
2
s = 3 23 b2(b+1) < 12 12
s = 4 49 b2(b+1) < 12 12
s5 13
b
2(b+1) <
1
2
1
2
(b) For the star discrepancy of a (t, m, s)-net Y in odd base b with m > 0 it is true that
ND∗N(Y )E(s, b)bt (log N)s−1 + O
(
bt (log N)s−2
)
,
where N = bm, with
E(s, b) = (b − 1)
s−1
2s(s − 1)!(log b)s−1
and where the constant in the O-notation does not depend on N.
Remark 7. We compare Niederreiter’s constants B(s, b) in (1) to our constants E(s, b) given in
Corollary 6. In Table 1 we give the values of the termE(s, b)/B(s, b), depending on b (horizontal)
and s (vertical).
Remark 8. We conjecture that the value of E(s, b) in Corollary 6 can, in the case where b is
even, be replaced by
E(s, b) = b
2(b − 1)s−2
(b + 1)2s(s − 1)!(log b)s−1 .
4. Upper bounds on the star discrepancy of sequences
In [12, Lemma 4.1, 13, Lemma 4.11], Niederreiter states the following result. If S is a (t, s)-
sequence in base b, then we have for the star discrepancy D∗N(S) of the ﬁrst N terms of S:
ND∗N(S)
b − 1
2
k∑
m=t
b(t, m, s) + 12 b(t, k + 1, s) +
1
2
max{bt ,b(t, r, s)} (13)
for Nbt , where k is the largest integer with bkN and br is the largest power of b dividing N.
Here, the term b(t, m, s) denotes a number for which ND∗Nb(t, m, s) holds for any (t, m, s)-
net in base b, where we set b(t, r, s) = 0 if r < t .
We now use the results for (t, m, s)-nets for deriving new upper bounds on the star discrepancy
of (t, s)-sequences. Since we focus on the leading terms, we use Corollary 4 for showing
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Theorem 9. (a) For the star discrepancy of the ﬁrst N terms of a (t, s)-sequence S in an even
base b and dimension s2 it is true that
ND∗N(S)
btbs(b − 1)
(b + 1)2s+1(s − 1)!
k∑
m=t
(m − t)s−1 + btP (k − t, s − 1)
for Nbt , where k is the largest integer with bkN and the coefﬁcients in P do not depend on
k − t .
(b) For the star discrepancy of the ﬁrst N terms of a (t, s)-sequence S in an odd base b and
dimension s2 it is true that
ND∗N(S)
bt (b − 1)s
2s+1(s − 1)!
k∑
m=t
(m − t)s−1 + btP (k − t, s − 1)
for Nbt , where k is the largest integer with bkN and the coefﬁcients in P do not depend on
k − t .
Proof. Concerning part (a), let S be a (t, s)-sequence in an even base b, and let k be the largest
integer with bkN . Moreover, deﬁne r to be the largest integer with br |N . Since Nbt , we
have k t , and it is clear that r satisﬁes rk. We then obtain from (13), by the use of part (a) in
Corollary 4,
ND∗N(S) 
b − 1
2
k∑
m=t
b(t, m, s) + 12 b(t, k + 1, s) +
1
2
b(t, k, s)
= b − 1
2
k∑
m=t
(
btbs
(b + 1)2s(s − 1)! (m − t)
s−1 + btP (m − t, s − 2)
)
+1
2
(
btbs
(b + 1)2s(s − 1)! (k + 1 − t)
s−1 + btP (k + 1 − t, s − 2)
)
+1
2
(
btbs
(b + 1)2s(s − 1)! (k − t)
s−1 + btP (k − t, s − 2)
)
 b − 1
2
k∑
m=t
bt bs
(b + 1)2s(s − 1)! (m − t)
s−1 + btP (k − t, s − 1)
= b
tbs(b − 1)
(b + 1)2s+1(s − 1)!
k∑
m=t
(m − t)s−1 + btP (k − t, s − 1)
as claimed.
The proof of (b) is carried out in complete analogy to the proof of (a), using (13) and part (b) of
Corollary 4. 
From Theorem 9 we obtain the following corollaries.
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Corollary 10. (a) For the star discrepancy of the ﬁrst N terms of a (t, s)-sequence S in an even
base b and dimension s2 it is true that
ND∗N(S)
btbs(b − 1)
(b + 1)2s+1s! (k − t)
s + btP (k − t, s − 1)
for Nbt , where k is the largest integer with bkN and the coefﬁcients in P do not depend on
k − t .
(b) For the star discrepancy of the ﬁrst N terms of a (t, s)-sequence S in an odd base b and
dimension s2 it is true that
ND∗N(S)
bt (b − 1)s
2s+1s! (k − t)
s + btP (k − t, s − 1)
for Nbt , where k is the largest integer with bkN and the coefﬁcients in P do not depend on
k − t .
Proof. The proof follows immediately from applying Theorem 9 and the well known fact from
combinatorics that
k∑
m=t
(m − t)s−1 =
k−t∑
j=1
j s−1
is a polynomial in k − t of degree s with the leading coefﬁcient 1
s
(see, for example,
[18, Section 3.5.4]). 
We can again rewrite the bounds in Corollary 10 in terms of powers of N.
Corollary 11. (a) For the star discrepancy of the ﬁrst N terms of a (t, s)-sequence S in even base
b with s2 it is true that
ND∗N(S)F(s, b)bt (log N)s + O
(
bt (logN)s−1
)
for Nbt , where
F(s, b) = b
s(b − 1)
(b + 1)2s+1s!(log b)s
and where the constant in the O-notation does not depend on N. Furthermore, for given s2 and
even base b, let t be chosen such that a (t, s)-sequence in base b exists. Then we have
lim sup
N→∞
sup
ND∗N
(logN)s
btF (s, b),
where the supremum is extended over all (t, s)-sequences in base b.
(b) For the star discrepancy of the ﬁrst N terms of a (t, s)-sequence S in odd base b with s2
it is true that
ND∗N(S)F(s, b)bt (log N)s + O
(
bt (log N)s−1
)
for Nbt , where
F(s, b) = (b − 1)
s
2s+1s!(log b)s
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and where the constant in the O-notation does not depend on N. Furthermore, for given s2 and
odd base b, let t be chosen such that a (t, s)-sequence in base b exists. Then we have
lim sup
N→∞
sup
ND∗N
(logN)s
btF (s, b),
where the supremum is extended over all (t, s)-sequences in base b.
Remark 12. The results given in Corollary 11 should be compared to those outlined in [3,8,16]
for (t, s)-sequences up to dimension s = 3.
Remark 13. If we compare Niederreiter’s constants C(s, b) in (2) to our constants F(s, b) given
in Corollary 11, a short computation shows that
F(s, b)
C(s, b)
= E(s, b)
B(s, b)
for any choice of s2 and b2 (cf. Remark 7 and Table 1).
Remark 14. We conjecture that the value of F(s, b) in Corollary 11 can, in the case where b is
even, be replaced by
F(s, b) = b
2(b − 1)s−1
(b + 1)2s+1s!(log b)s .
This result would follow from Remark 8, if the conjecture stated there holds.
5. Numerical results
In [13, Chapter 4], Niederreiter discusses the question of ﬁnding a sequence of points in [0, 1)s
such that its star discrepancy satisﬁes
ND∗NCs(log N)s + o(
(
log N)s
)
for N2 and s2, where Cs is a constant as small as possible.
Given b2 and s2, let t (s, b) be a value of t for which a (t, s)-sequence in base b exists.
Since there are hardly any useful values of t (s, b) for those cases where b is not a prime power,
let us in the following restrict ourselves to prime power bases q. For a (t (s, q), s)-sequence in
base q, we have
ND∗NF(s, q)qt(s,q)(log N)s + O
(
(log N)s−1
)
.
Thus, if we optimize the sequences in prime power base q, we get
Cs = min
q
F (s, q)qt(s,q).
Following Niederreiter [13], Cs can be calculated like this. Let q1(s) be the least even prime
power greater than or equal to s, and let q2(s) be the least odd prime power greater than or equal
to s. Since for any prime power qs there exists a (0, s)-sequence in base q (see [12]), we obtain
Cs = min
{
min
q<s
(F (s, q)qt(s,q)), F (s, q1), F (s, q2)
}
.
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Table 2
Values of Cs with t (s, q) = Tq(s)
s Cs q s Cs q
11 4.06 × 10−5 11
2 1.73 × 10−1 2 12 2.80 × 10−5 13
3 6.28 × 10−2 3 13 5.04 × 10−6 13
4 4.29 × 10−2 3 14 1.10 × 10−5 13
5 1.23 × 10−2 5 15 2.21 × 10−6 17
6 9.32 × 10−3 7 16 3.90 × 10−7 17
7 2.05 × 10−3 7 17 6.48 × 10−8 17
8 1.49 × 10−3 9 18 4.24 × 10−8 19
9 3.03 × 10−4 9 19 6.81 × 10−9 19
10 2.14 × 10−4 11 20 1.64 × 10−8 23
Table 3
Values of Cs with t (s, q)-values from Niederreiter–Xing sequences
s Cs q s Cs q
11 3.61 × 10−7 3
2 1.73 × 10−1 2 12 8.21 × 10−8 3
3 6.28 × 10−1 3 13 1.72 × 10−8 3
4 4.29 × 10−2 3 14 3.36 × 10−9 3
5 7.81 × 10−3 3 15 2.04 × 10−10 3
6 1.18 × 10−3 3 16 3.48 × 10−11 3
7 4.62 × 10−4 3 17 5.59 × 10−12 3
8 1.58 × 10−4 3 18 2.83 × 10−13 3
9 1.60 × 10−5 3 19 4.06 × 10−14 3
10 4.36 × 10−6 3 20 1.66 × 10−14 3
In [13], Niederreiter gives the values of Cs , 1s20, using the constants C(s, q) in (2) instead
of F(s, q), where he takes for t (s, q) the quantity Tq(s) deﬁned in [13, Section 4.5].
If we also use t (s, q) = Tq(s), we obtain Table 2, which gives the values of Cs for 1s20,
rounded to three signiﬁcant digits, and the values of q for which Cs is attained.
The results in Table 2 should be compared to the results given in Table 4.4 in [13]. Overall,
one can see that Table 2 improves the results in [13] roughly by a factor of 2, which is of course
a consequence of the values of the term F(s, b)/C(s, b) = E(s, b)/B(s, b) (cf. Remarks 7 and
13, and Table 1).
However, Table 2 can be dramatically improved. It is well known that the t-values Tq(s) are in
general not optimal. In many cases, better t-values can be obtained by considering Niederreiter–
Xing sequences (see, e.g., [15]). We give a table of Cs , based on values of t (s, q) obtained from
Niederreiter–Xing sequences. A help in ﬁnding best known t-values is the web-database MinT,
introduced by Schürer and Schmid in 2004. Among other features, MinT provides tables of
t-values for (t, m, s)-nets and (t, s)-sequences (available at http://mint.sbg.ac.at). For
a short introduction to MinT, see [19].
Table 3 shows a remarkable improvement of Table 2. The most striking feature in Table 3 is
that in almost all cases the optimal value of Cs occurs for q = 3.
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