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In this work, we present a stabilized formulation to solve the inductionless magnetohydro-
dynamic (MHD) problem using the finite element (FE) method. The MHD problem couples
the Navier–Stokes equations and a Darcy-type system for the electric potential via
Lorentz’s force in the momentum equation of the Navier–Stokes equations and the currents
generated by the moving fluid in Ohm’s law. The key feature of the FE formulation resides
in the design of the stabilization terms, which serve several purposes. First, the formulation
is suitable for convection dominated flows. Second, there is no need to use interpolation
spaces constrained to a compatibility condition in both sub-problems and therefore,
equal-order interpolation spaces can be used for all the unknowns. Finally, this formulation
leads to a coupled linear system; this monolithic approach is effective, since the coupling
can be dealt by effective preconditioning and iterative solvers that allows to deal with high
Hartmann numbers.
 2011 Elsevier Inc. All rights reserved.1. Introduction
The objective of this work is to present a finite element (FE) method for the approximation of the inductionless magne-
tohydrodynamic (MHD) problem which arises when the magnetic field induced by currents in the liquid metal is negligible
compared to the external magnetic field, B. The inductionless approximation to the MHD problem consists of the momen-
tum, mass and charge conservation equations together with Ohm’s law; the problem is written in terms of velocity u, pres-
sure p, current density j and electric potential /. The structure of this system of partial differential equations corresponds to
the Navier–Stokes equations coupled to a Darcy-type problem via Lorentz’s force and generated currents terms.
This set of equations can be used to model several industrial processes, such as MHD pumps based on conduction or
induction principles, MHD generators, continuous casting of steel, crystal growth devices or test blanket modules (TBMs)
in nuclear fusion reactors. TBMs will be one of the key components of International Thermonuclear Experimental Reactor
(ITER), that should demonstrate the scientific reliability of fusion (see <www.iter.org> for more details). Each of these
breeding blankets is designed in a modular shape performing a triple function: (1) heat power extraction from the plasma,
(2) tritium generation (breeding) and (3) shielding of the magnets from neutron and gamma radiation. The breeding material
used is the eutectic lead–lithium liquid metal. In normal regimes, this liquid metal flow can be modeled by the inductionless
MHD equations. The aim to design effective TBMs and the lack of experimental data has increased the demand of numerical
methods for this system of equations.
The FE approximation of the inductionless MHD system faces several difficulties. First, there is the classical and well-
known problem of dealing with cases in which the first order derivatives, i.e. the convective term in the Navier–Stokes. All rights reserved.
s).
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differential equations vanishes. This behavior may lead to oscillations when using crude Galerkin techniques. Second, there
is the compatibility condition between the approximation spaces for the velocity and the pressure, but also for the current
density and the electric potential. These conditions are expressed in a classical inf-sup form. Finally, the coupling between
the hydrodynamic and the electromagnetic problems may lead to numerical difficulties when solving the resulting discrete
system of equations. In the Navier–Stokes equations, the coupling comes from Lorentz’s force, whereas in the magnetic prob-
lem the coupling appears in Ohm’s law because the conducting fluid moves with velocity u. The goal of this work is to design
a stabilized FE method able to circumvent all these problems.
The stabilization technique presented in this work is developed in the variational multiscale framework introduced in
[18]. It is based on a two-scale decomposition of the unknowns into a FE component and a subgrid scale or subscale that
corresponds to the unknown component that can not be captured by the FE space. The key ingredient is the model for
the subgrid scales. In this work, we have considered the subgrid scales as a projection of the residual of the FE approximation
times a matrix of stabilization parameters. Among the several options for the projection and the structure of the matrix of
stabilization parameters, the identity and a diagonal structure have been chosen, respectively. Up to this point, the only
missing issue to close the formulation is the design of the stabilization parameters. Based on the stability and convergence
analyses of the method, we have obtained an effective expression for them.
In the last years, the increasing demand of computational tools for the design on fusion reactor technology has increased
the interest on computational MHD. However, the literature about the numerical approximation of the inductionless MHD
equations is still quite scarce. There has been some recent research done in the finite difference and finite volume commu-
nity. The finite volume method has been used to solve the inductionless MHD equations in simulations of the HCLL test blan-
ket module in nuclear fusion reactors (see, e.g., [6,21] for examples in this field). In all cases, the methodology consists of first
solving a Poisson equation for the electric potential (obtained by taking the divergence of the Ohm’s law) and then, solving
the Navier–Stokes equations adding the Lorentz force as a body force in the momentum equation. A crude fixed point iter-
ative algorithm is used to converge to the coupled solution. Using this approach, a conservative finite volume scheme for
incompressible MHD flows is proposed in [24,25]; the scheme further uncouples the computation of velocities and pressures
via a pressure segregation scheme; see, e.g., [1,10] for a detailed exposition of pressure segregation schemes and the quite
poor performance of fixed point iterations over the u-p resulting system. Since block-Jacobi and block-Gauss–Seidel precon-
ditioned Richardson iterations converge in a quite poor fashion (when convergence is attained), more effective precondi-
tioned solvers are mandatory for large scale simulations (see, e.g., [15]). This observation motivates the monolithic
approach proposed herein; the scheme we propose ends up with a linear system that couples the fluid and magnetic prob-
lems. The coupling can be transferred to the preconditioner in an effective manner and then an efficient and robust iterative
solver (like GMRES) can be used, leading to optimal MHD solvers. In this work, we have considered incomplete LU factoriza-
tions of the monolithic system as preconditioners, together with a GMRES iterative solver.
There exist several articles applying the FE method to solve the full MHD equations in the general case of non-negligible
induced magnetic field (see for instance [12,17,28–30]) but the authors are not aware of previous works dealing with the
approximation of the inductionless MHD by the FE method. For this work, we have used the same methodology as for
the full MHD problem in [11], treating the same issues with a similar strategy, even though the problems considered are
significantly different from the point of view of the mathematical structure.
The article is organized as follows. The problem to be solved is stated in Section 2, both in its continuous and its varia-
tional form. Issues regarding the time integration and the linearization of the nonlinear term are discussed in Section 3, lead-
ing to a time discrete and linearized scheme. Next, the variational multiscale framework is applied to the inductionless MHD
problem in Section 4. After proposing the stabilization method, it is fully analyzed regarding its stability, accuracy and con-
vergence properties; it motivates an optimal expression of the stabilization parameters that takes into account the coupling.
The final scheme proposed in this work is written in Section 5. Numerical experiments verifying the theoretical results are
presented in Section 6 and finally, some conclusions are drawn in Section 7.
2. Problem statement
2.1. Initial and boundary value problem
LetX  Rd (d = 2 or 3) be a domain where we want to solve the inductionless MHD problem during the time interval [0,T].
The unknowns of the problem are the fluid velocity u : X ð0; TÞ ! Rd, the pressure p : X ð0; TÞ ! R, the current density
j : X ð0; TÞ ! Rd and the electric potential / : X ð0; TÞ ! R, which are the solution of the system of partial differential
equations:@tuþ u  ru mDuþrp 1q ðj  BÞ ¼ f ; ð1Þ
r  u ¼ 0; ð2Þ
j þ rr/ rðu BÞ ¼ 0; ð3Þ
r  j ¼ 0; ð4Þ
R. Planas et al. / Journal of Computational Physics 230 (2011) 2977–2996 2979whereq is thefluiddensity,B theexternalmagneticfield, f thebody forcesof theflowmotionandr theelectric conductivity. It is
important to note that the pressure pwe are working with here is the kinematic pressure (pressure divided by density).
Let us define two different partitions of the domain boundary C = oX. The first one, for imposing the boundary conditions
of the hydrodynamic unknowns, is divided into the part CE,u in which essential (Dirichlet) boundary conditions are enforced,
and the rest of the boundary CN,u where we impose natural (Neumann) boundary conditions. The other partition is used for
the boundary conditions of the magnetic problem. It consists of the part of the boundary CC,j that corresponds to perfectly
conducting walls and the part CI,j that corresponds to perfectly insulated walls. So, we have:C ¼ CE;u [ CN;u ¼ CC;j [ CI;j; and ; ¼ CE;u \ CN;u ¼ CC;j \ CI;j:
The boundary conditions for the velocity at the walls are the non-slip wall conditions, that is to say, u = 0 on CE,u. On the
other hand, the free boundary conditions for the velocity are zero traction conditions,pnþ mn  ru ¼ 0; on CN;u:
Two different kinds of boundary conditions have been considered for the magnetic equations. For insulating walls, the
electric currents cannot cross the wall surface, which implies that the normal component of the density currents has to van-
ish, that is, j  n = 0 onCI,j. On the other hand, perfectly conducting walls do not apply any resistance to the current and there-
fore, the electric currents cross the wall surface in an orthogonal way. This means that the tangential component of the
density current has to vanish on the boundary, i.e. j  n = 0 onCC,j. Note that, because u = 0 on the wall boundary, the density
current and the electric potential are related as j = rr/. Therefore, on a perfectly conducting wall it is verified that r/
 n = 0. This means that /must be constant on the boundary. So, we can model conducting walls by the boundary condition
/ = 0 on CC,j without loss of generality.
Finally, an initial condition for the velocity field has to be considered, i.e. u = u0 in X at instant t = 0.
2.2. Weak form
Let us introduce some notation. Let < f ; g>x :¼
R
x fg, where f and g are two generic functions defined on a region x such
that the integral of their product is well defined. When f, g 2 L2(X), we will write (f,g)x :¼ <f, g > x. The norm in L2(X) will be
denoted by kfk:¼(f,f)1/2.
Let v,q,k and w be the test functions for u,p, j and /, respectively. We consider them time-independent because time will
be discretized using a finite difference scheme. To obtain the weak form of (1)–(4), the equations are multiplied by the cor-
responding test functions, integrated over the domain X and the second order terms are integrated by parts, resulting in the
variational formð@tu;vÞ þ u  ru;vh i þ mðru;rvÞ  ðp;r  vÞ  1q j  B;vh i ¼ f ;vh i; ð5Þ
ðq;r  uÞ ¼ 0; ð6Þ
ðj;kÞ þ rðr/;kÞ  rðu B;kÞ ¼ 0; ð7Þ
 ðrw; jÞ ¼  w; j  nh iC; ð8Þwhich must hold for all test functions v, q, k and w in the functional spaces that will be defined next. Note that r is assumed
to be constant and that the boundary term appearing from integration by parts in (8) is zero both in the case of conducting
walls and in the case of insulating walls. Let us assume that B 2 L3(X), in order for this system to be well-posed in the sub-
sequent functional setting. The functional spaces considered in this work areVu ¼ v 2 H1ðXÞdjv ¼ 0 on CE;u
n o
;
Vp ¼ q 2 L2ðXÞ
n  Z
X
q ¼ 0 if CN;u ¼ ;

;
Vj ¼ k 2 L2ðXÞd
n k  n ¼ 0 on CI;jo;
V/ ¼ w 2 H1ðXÞ
n w ¼ 0 on CC;jo:Remark 1. It is important to note that the j-/ system has the same structure as the Darcy problem. The formulation selected
in this work corresponds to the primal version of the problem. However, there exists also the dual formulation which
consists of considering a different functional setting of the problem: j 2 H (div;X) and / 2 L2(X), see [2] for a complete
definition and stabilized FE analysis of these two formulations for Darcy’s problem.Remark 2. From (3), it follows that the trace of jn is well defined if so is the trace of n  r/ and n  (u  B) = (n  B)  u. The
first term is well defined because / 2 H1(X). The second term is well-defined for B 2 H(curl;X) (e.g., for B a given datum solv-
ing the Maxwell equations), since u 2 H1(X)d has trace on CI,j (for almost all t).
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p 2 D0ð0; T;VpÞ; q 2 Vp;
j 2 D0ð0; T;VjÞ; k 2 Vj;
/ 2 D0ð0; T;V/Þ; w 2 V/:In these expressions, the Bochner space L2(0,T ; X) denotes the set of mappings defined onX  (0,T) such that their X-spatial
norm is an L2(0,T) function. Similarly, D0ð0; T;XÞ denotes the set of mappings for which their X-spatial norm is a distribution
in time.
The variational form of the problem (5)–(8) can be written as a single variational equation of the formMð@tU;VÞ þ AðU;VÞ ¼ LðVÞ; ð9Þ
whereU :¼ u; p; j;/½ t ; V :¼ ½v; q;k;wt ;
AðU;VÞ :¼ hu  ru;vi þ mðru;rvÞ  ðp;r  vÞ þ ðq;r  uÞ  1
q
hj  B;vi
þ aj ðj;kÞ þ rðr/;kÞ  rðu B;kÞ½  þ a/½ðrw; jÞ;
LðVÞ :¼ hf ;vi;
MðU;VÞ :¼ ðu;vÞ:The scaling coefficients aj and a/ are introduced to make A(U,U) dimensionally consistent. A possible choice of these
coefficients isaj ¼ 1qr ; a/ ¼
1
q
:3. Linearization, time discretization and spatial approximation
3.1. Linearization of the stationary inductionless MHD problem
The simplest way to linearize problem (9) is by a fixed point method, i.e. Picard’s method. Let us assume there exists an
estimate for the velocity at iteration k, uk. Then, the approximation of A(U,V) at iteration k + 1 using Picard’s method can be
written asAkþ1ðUkþ1;VÞ ¼ hðuk  rÞukþ1;vi þ mðrukþ1;rvÞ  ðpkþ1;r  vÞ þ ðq;r  ukþ1Þ  1
q
jkþ1  B;v
D E
þ 1
qr
ðjkþ1;kÞ
þ 1
q
ðr/kþ1;kÞ  1
q
ðukþ1  B;kÞ  1
q
ðrw; jkþ1Þ:Remark 3. Note that the linearization proposed above is the only one that leads to a stable scheme that satisfies an energy
bound. It comes from the fact that testing the linearized system with v = uk+1 and k = jk+1, the coupling terms cancel out: 1
q
hjkþ1  B;ukþ1i  1
q
ðukþ1  B; jkþ1Þ ¼ 0:Analogously, we can easily check that a u  / formulation in which / is computed using a Poisson problem and j is recovered
as a postprocess cannot lead to a stable algorithm satisfying an energy inequality. This is one of the reasons that favor the
choice of a u  j formulation. It implies that the problem needs to be solved for uk+1, pk+1, jk+1 and /k+1 in a coupled way. Then,
it is very convenient to have all the unknowns in terms of their nodal values, i.e. equal order Lagrangian FE approximations of
all the components of the vectorial quantities and scalar quantities, which reinforces the choice of a monolithic approach to
solve the problem.
Therefore, calling a  uk, u  uk+1, p  pk+1, j  jk+1 and /  /k+1, the linearization of the stationary inductionless MHD
scaled problem is mDuþ a  ruþrp 1
q
ðj  BÞ ¼ f ;
r  u ¼ 0;
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qr
j þ 1
q
r/ 1
q
ðu BÞ ¼ 0;
1
q
r  j ¼ 0:The linearized counterpart of the variational form (9) is written asMð@tU;VÞ þ AlinðU;VÞ ¼ LðVÞ; ð10Þ
whereAlinðU;VÞ ¼ mðru;rvÞ þ ha  ru;vi  ðp;r  vÞ þ ðq;r  uÞ  1
q
hj  B;vi þ 1
qr
ðj;kÞ þ 1
q
ðr/;kÞ
 1
q
ðu B;kÞ  1
q
ðrw; jÞ:3.2. Stability of the continuous and linearized problem
Consider the linearized stationary problem. Its variational form is: Find the solution U 2 (Vu  Vp  Vj  V/) of the
problemAlinðU;VÞ ¼ LðVÞ 8V 2 ðVu  Vp  Vj  V/Þ: ð11Þ
Note that, since r  a = 0 at the continuous level, Alin satisfies the stability estimateAlinðU;UÞ ¼ mkruk2 þ 1
qr
kjk2: ð12ÞIn order to be able to guarantee that the linearized problem is well posed, the inf-sup conditions between Vu and Vp and
between Vj and V/ have to be added to the stability estimate given by (12); we refer to [5,16] for a detailed exposition of
these concepts. For the inductionless MHD problem, the corresponding inf-sup conditions areinf
q2Vp
sup
v2Vu
ðq;r  vÞ
kqkkrvkP b
 > 0; inf
w2V/
sup
k2Vj
ðrw;kÞ
krwkkkkP c
 > 0;where b⁄ and c⁄ are positive constants. Therefore, for each iteration k and given uk, there exists a unique solution
(uk+1,pk+1, jk+1,/k+1) of the linearized problem (11).
3.3. Time discretization of the linearized scheme
Consider the variational problem given by (10) and a uniform partition of the time domain [0,T] of size dt, the time step
size. The method used in this work for the time integration isMðdtUn;VÞ þ AlinðUnþ1;VÞ ¼ LðVÞ;
where dtUn = dt1(Un+1  Un). This time discretization corresponds to the Backward-Euler method, which is a first-order
method in time. Other time integration schemes could also be applied to obtain the final discrete problem, e.g., the second
order Crank–Nicholson scheme. Anyway, the following discussion can straightforwardly be extended to other time integra-
tion schemes.
The time discrete and linearized scheme reads as:
For n = 0,1, 2, . . ., T/dt, given un find un+1, pn+1, jn+1 and /n+1 as the converged solutions of the following iterative algorithm,
initialized with the values at the previous time step n:ðdtun;kþ1;vÞ þ hðunþ1;k  rÞunþ1;kþ1;vi þ mðrunþ1;kþ1;rvÞ  ðpnþ1;kþ1;r  vÞ
 1
q
hjnþ1;kþ1  B;vi ¼ hf nþ1;vi; ð13Þ
ðq;r  unþ1;kþ1Þ ¼ 0; ð14Þ
1
qr
ðjnþ1;kþ1;kÞ þ 1
q
ðr/nþ1;kþ1;kÞ  1
q
ðunþ1;kþ1  B;kÞ ¼ 0; ð15Þ
 1
q
ðrw; jnþ1;kþ1Þ ¼ 0; ð16Þwhere k > 0 is the iteration counter. Therefore, considering a  un+1,k, u  un+1,k+1, p  pn+1,k+1, j  jn+1,k+1 and /  /n+1,k+1, the
differential equations associated to (13)–(16) are
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r  u ¼ 0;
1
qr
j þ 1
q
r/ 1
q
ðu BÞ ¼ 0;
1
q
r  j ¼ 0:This problem can be written as the vector differential equationMdtU þ LðUÞ ¼ F inX; ð17Þwhere M = diag (I,0,0,0), I being the d  d identity, dtU = (dt)1(U  Un), F = [f,0,0,0]t a vector of nunk = 2d + 2 components
and the scaled operator L is given byLðUÞ ¼
mDuþ a  ruþrp 1q ðj  BÞ
r  u
1
qr j þ 1qr/ 1q ðu BÞ
1
qr  j
2
66664
3
77775: ð18ÞThe time discrete and linearized version of the variational form (9) can be written asMðdtU;VÞ þ AlinðU;VÞ ¼ LðVÞ: ð19Þ3.4. Space discretization and stability of the Galerkin approximation
The space discretization of problem (19) is obtained by means of the classical Galerkin FE approximation. Therefore, the
problem can be stated as:
Given Unh, find Uh 2 (Vu,h  Vp,h  Vj,h  V/,h) such thatMðdtUh;VhÞ þ AlinðUh;VhÞ ¼ LðVhÞ 8Vh 2 ðVu;h  Vp;h  Vj;h  V/;hÞ; ð20Þwhere the FE spaces Vu,h, Vp,h, Vj,h and V/,h are subspaces of their infinite dimensional counterparts Vu,Vp, Vj and V/ (i.e., a con-
forming approximation is considered).
The Galerkin approximation of the inductionless MHD problem satisfies the stability estimateAlinðUh;UhÞ ¼ mkruhk2 þ 1qr kjhk
2
: ð21Þnþ1;kRemark 4. We have assumed here that r  a = 0. This is not necessarily true at the discrete level, where a ¼ uh .
Technically speaking, we should work with the skew-symmetric expression of the convective term, ðu  rÞuþ 12 ðr  uÞu.
However, the results obtained in the numerical analysis of the stabilized formulation would be the same. Therefore, we will
keep working with the assumption ra = 0 for simplicity. We refer to [3] for the technicalities associated to the use of the
skew-symmetric form.
The stability given by estimate (21) is not enough to guarantee that the discrete problem is well-posed. Thus, discrete
inf-sup conditions between Vu,h and Vp,h and between Vj,h and V/,h have to be satisfied. The corresponding discrete inf-sup
conditions areinf
qh2Vp;h
sup
vh2Vu;h
ðqh;r  vhÞ
kqhkkrvhkP b
 > 0; inf
wh2V/;h
sup
kh2Vj;h
ðrwh;khÞ
krwhkkkhkP c
 > 0; ð22Þwhere b⁄ and c⁄ are positive constants uniform with respect to the mesh size h and different from the constants appearing in
the inf-sup conditions for the continuous problem.
The Galerkin FE approximation of this problem faces several well-known difficulties. First, oscillations may appear when
dealing with problems where the first order derivatives dominate the second order derivatives in the Navier–Stokes equa-
tions. Second, the compatibility conditions being verified at the continuous level do not imply that the discrete versions will
also be verified. It depends on the choice of the FE spaces Vu,h, Vp,h, Vj,h and V/,h. For instance, equal order approximation
spaces Vu,h and Vp,h or Vj,h and V/,h do not verify the discrete inf-sup conditions. Finally, when the coupling between the
hydrodynamical and the electromagnetic problems is strong, the solution of the discrete system of equations may lead to
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deal with all these drawbacks of the Galerkin FE approximation.
4. Stabilized formulation and numerical analysis
4.1. Stabilized FE approximation for the linearized problem
The basic idea of the stabilization method proposed in this work is based on the subgrid scale concept introduced in [18].
The following ideas are a summary of the approach described in [8]. The main idea is to split the continuous solution of the
problem in two components, the FE solution and the subscales or subgrid scales, which are the part of the solution that cannot
be captured by the discretization. In this situation, the problem is reduced to obtain a good approximation for the subscales.
There exist several subgrid scale (SGS) stabilization methods. The purpose of this paper is to see how to apply a well
established formulation to the inductionless MHD problem. This can be obtained by approximating the subscales by the
algebraic expressioneU 	 seP ½F  LðUhÞ; ð23Þ
where s is a nunk  nunk matrix of stabilization parameters, the expression of which is discussed below, and eP is the projec-
tion onto the space of subscales. The option taken in this work has been eP ¼ I, the identity, although it is also possible to takeeP ¼ P?h , the projection orthogonal to the final element space; we refer to [9,26] for a discussion about the benefits of this last
approach. Herein, we have used eP ¼ I for simplicity and because it is the most widely used option in the variational multi-
scale community. Anyway, the statement of the orthogonal subscales method is straightforward.
The discrete problem to be solved is: Find Uh 2 (Vu,h  Vp,h  Vj,h  V/,h) such thatAlinstabðUh;VhÞ ¼ LstabðVhÞ 8Vh 2 ðVu;h  Vp;h  Vj;h  V/;hÞ
whereAlinstabðUh;VhÞ ¼ Alin  hLðVhÞ; sLðUhÞih; ð24Þ
LstabðVhÞ ¼ LðVhÞ  LðVhÞ; sFh ih; ð25Þand where the notationh; ih :¼
Xnel
e¼1
h; iXe ;has been used. The adjoint operator of this problem LðVhÞ is given byLðVhÞ ¼
mDvh  a  rvh rqh þ 1q ðkh  BÞ
r  vh
1
qrkh  1qrwh þ 1q ðvh  BÞ
 1qr  kh
2
66664
3
77775: ð26ÞThe next step is to define an expression for the matrix of stabilization parameters s. In the case we are considering, we
will see in the following subsection that stability can be improved maintaining optimal accuracy by taking a diagonal expres-
sion for s, with one scalar component for each equation. In the 3D case we haves ¼ diagðs1; s1; s1; s2; s3; s3; s3; s4Þ: ð27Þ
Using both expressions (26) and (27) in problem (24) and (25), the stabilized bilinear form isAlinstabðUh;VhÞ ¼ AlinðUh;VhÞ  hLðVhÞ; sLðUhÞih
¼ AlinðUh;VhÞ þ Xuðvh; qh;khÞ þ mDvh; s1ðXuðuh;ph; jhÞ  mDuhÞh ih þ hr  vh; s2ðr  uhÞih
þ Xjðvh;whÞ 
1
qr
kh; s3 Xjðuh;/hÞ þ
1
qr
jh
  
h
þ 1
q
r  kh; s4 1qr  jh
  
h
; ð28Þwhere we have used the abbreviationsXuðvh; qh;khÞ :¼ a  rvh þrqh  1q ðkh  BÞ;
Xjðvh;whÞ :¼
1
q
rwh  1q ðvh  BÞ:
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stabilizLstabðVhÞ ¼ LðVhÞ  hLðVhÞ; sFÞih ¼ LðVhÞ þ hXuðvh; qh;khÞ þ mDvh; s1f ih:
The definition of the stabilized FE method only misses the expression of the stabilization parameters. The expressions
proposed in this work area :¼ c1 ahþ c2
m
h2
; b :¼ c3 Bq ; c :¼ c4
1
qr
;
s1 ¼ a1 1þ 1ffiffiffiffiffiffiacp b
 1
; s2 ¼ c5 h
2
s1
;
s3 ¼ c1 1þ 1ffiffiffiffiffiffiacp b
 1
; s4 ¼ c6 q
2h2
s3
: ð29ÞThese expressions are evaluated element by element. Here, a is the maximum norm of the velocity field a computed in
the element under consideration. Likewise, B is the maximum norm of the magnetic field B in the corresponding element,
and h the element diameter.
The stabilization parameters have been developed for the steady problem. For the transient problem, we consider the
stabilized formulationMðdtUh;VhÞ þ AlinstabðUh;VhÞ ¼ LstabðVhÞ 8Vh 2 ðVu;h  Vp;h  Vj;h  V/;hÞ;
instead of (20). Therefore, the stabilization parameters are the same as those of the steady problem and do not depend on the
time step size.1 Alternatively, in order to take into account the time behavior of the subscale, we could consider dynamic sub-
scales (see [13]). For the sake of conciseness, we have not included this option here, but it is straightforward from the quasi-
static formulation above and [13].
Note that if LðVhÞ is replaced by LðVhÞ (which amounts for a change in two signs), a GLS formulation of the induction-
less MHD problem is recovered [19].
4.2. Numerical analysis and justification of the stabilization parameters
In this subsection we proceed with the numerical analysis of the formulation introduced before that will justify the sta-
bilization parameter expression (29). For the sake of simplicity we assume that a and B are constant and that the FE meshes
are quasi-uniform. Thus, we can consider a characteristic mesh size h in the definition of the stabilization parameters and
therefore si, i = 1, 2, 3, 4 are constant. Moreover, for quasi-uniform meshes the following inverse estimates holdkrvhk 6 Cinvh kvhk; krrvhk 6
Cinv
h
krvhk; ð30Þfor any function vh in the FE space and for a certain constant Cinv.
The stability and convergence analysis will be made using the mesh-dependent normjjjUhjjj2 :¼ mkruhk2 þ 1qr kjhk
2 þ s1ka  ruh þrph  1q ðjh  BÞk
2 þ s2kr  uhk2 þ s3k 1qr/h 
1
q
ðuh  BÞk2
þ s4 1q2 kr  jhk
2 ¼ mkruhk2 þ 1qr kjhk
2 þ s1kXuðuh;ph; jhÞk2 þ s2kr  uhk2 þ s3kXjðuh;/hÞk2
þ s4 1q2 kr  jhk
2
: ð31ÞFrom now on, Cwill denote a positive constant independent of the mesh discretization and the physical parameters, not nec-
essarily the same at different stages.
4.2.1. Coercivity
Let us start by proving stability in the form of coercivity of the bilinear form (28):AlinstabðUh;UhÞ ¼ AlinðUh;UhÞ  LðUhÞ; sLðUhÞh ih ¼ mkruhk2 þ
1
qr kjhk
2 þ s1kXuðuh;ph; jhÞk2  s1m2kDuhk2
þ s2kr  uhk2 þ s3kXjðuh;/hÞk2  s3 1q2r2 kjhk
2 þ s4 1q2 kr  jhk
2
:Using the second inverse estimate in (30), a sufficient condition for Alinstab to be coercive iss kind of stabilized transient formulation is the quasi-static subscale approach in [13]. Therein, we have justified why time step size dependent
ation parameters should be avoided.
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2
inv
h2
P am() s1 6 ð1 aÞ1m
h2
C2inv
; ð32Þ
1
qr
 s3 1q2r2 P a
1
qr
() s3 6 ð1 aÞqr; ð33Þwith 0 < a < 1. Conditions (32) and (33) implyAlinstabðUh;UhÞP CjjjUhjjj2;
for a constant C independent of the discretization and of the physical parameters.
4.2.2. Optimal accuracy
The requirement that the stabilized formulation is optimally accurate will allow us to obtain new conditions on the sta-
bilization parameters. These new conditions together with (32) and (33) from stability will lead to the final expression of the
stabilization parameters.
For a function v, let ph(v) be its optimal FE approximation. We assume that the following estimates holdkv  phðvÞkHiðXÞ 6 eiðvÞ :¼ Chkþ1ijvjHkþ1ðXÞ; i ¼ 0;1; ð34Þ
where kvkHqðX is the Hq(X)-norm of v, that is, the sum of the L2(X)-norm of the derivatives of v up to degree q, jvjHqðXÞ the
corresponding semi-norm, and k the degree of the FE approximation.
We will prove next that the interpolation error function of the formulation isEðhÞ :¼ s1=21 e0ðuÞ þ s1=22 e0ðpÞ þ s1=23 e0ðjÞ þ s1=24 e0ð/Þ:
Let U be the solution of the continuous problem and ph(U) its optimal FE approximation. The accuracy estimate that will be
needed to prove convergence isAlinstabðU  phðUÞ;VhÞ 6 CEðhÞjjjVhjjj; ð35Þ
for any FE function Vh.
Let us prove this by showing that both the Galerkin and the stabilization terms in Alinstab satisfy estimate (35) for sufficiently
smooth solutions of the continuous problem. Integrating by parts some terms in the Galerkin contribution we obtainAlinðU  phðUÞ;VhÞ ¼ mðrðu phðuÞÞ;rvhÞ  ðu phðuÞ;a  rvhÞ  ðu phðuÞ;rqhÞ  ðp phðpÞ;r  vhÞ
þ 1
q
ðu phðuÞ;kh  BÞ þ 1q ðj  phðjÞ;vh  BÞ þ
1
qr
ðj  phðjÞ;khÞ  1q ðj  phðjÞ;rwhÞ
 1
q
ð/ phð/Þ;r  khÞ 6 C e0ðuÞs1=21 s1=21 kXuðvh; qh;khÞk þ m1=2e1ðuÞm1=2krvhk þ e0ðpÞs1=22 s1=22 k
	
r  vhk þ e0ðjÞs1=23 s1=23 kXjðvh;whÞk þ
1
qr
kkhk

 
þ e0ð/Þs1=24 s1=24
1
q
kr  khk

: ð36ÞConditions (32) and (33) and the expression of the interpolation errors implym1=2e1ðuÞ 6 Ce0ðuÞs1=21 ;
1
ðqrÞ1=2
kkhk 6 s1=23 kkhk;and therefore from (36) it follows that the Galerkin contribution to AlinstabðU  phðUÞ;VhÞ can be bounded as indicated in (35).
It remains to prove that also the stabilization terms can be bounded the same way: LðVhÞ; sLðU  phðUÞÞh ih ¼ Xuðvh; qh;khÞ þ mDvh; s1ðXuðu phðuÞ;p phðpÞ; j  phðjÞÞ  mDðu phðuÞÞÞh ih
þ r  vh; s2r  ðu phðuÞÞh ih þ
1
q
r  kh; s4 1qr  ðj  phðjÞÞ
 
h
þ Xjðvh;whÞ 
1
qr
kh; s3ðXjðu phðuÞ;/ phð/ÞÞ þ 1qr ðj  phðjÞÞÞ
 
h
6 C s1=21 kXuðu phðuÞ;p phðpÞ; j  phðjÞÞk þ s1=21 mkDðu phðuÞÞk
	 
 jjjVhjjj þ s1=21 mkDvhk
	 
þ Cs1=22 e1ðuÞjjjVhjjj þ Cs1=24
1
q
e1ðjÞjjjVhjjj
þ C s1=23 kXjðu phðuÞ;/ phð/ÞÞk þ s1=23
1
qr ðj  phðjÞÞ
 
 jjjVhjjj þ s1=23
1
qr
kkhk
 
: ð37Þ
2986 R. Planas et al. / Journal of Computational Physics 230 (2011) 2977–2996Using again conditions (32) and (33) and the inverse estimates (30) we haves1=21 mkDvhk 6 Cs1=21 m1=2
Cinv
h
krvhk 6 CjjjVhjjj;
s1=23
1
qr
kkhk 6 CðqrÞ1=2 1qr kkhk 6 CjjjVhjjj:Therefore, we get from (37) that LðVhÞ; sLðU  phðUÞÞh ih 6 CjjjVhjjj s1=21
m
h2
e0ðuÞ þ ah e0ðuÞ þ
1
h
e0ðpÞ þ Bqe0ðjÞ
 
þ s1=22
1
h
e0ðuÞ
 

þ s1=23
1
qr
e0ðjÞ þ 1qh e0ð/Þ þ
B
q
e0ðuÞ
 
þ s1=24
1
qh
e0ðjÞ
 
6 CjjjVhjjj e0ðuÞ s1=21
m
h2
þ a
h
 
þ s1=22
1
h
þ s1=23
B
q

 

þ e0ðpÞ s1=21
1
h

 
þ e0ðjÞ s1=21
B
q
þ s1=23
1
qr
þ s1=24
1
qh

 
þe0ð/Þ s1=23
1
qh

 
:Using the definition (29) of the stabilization parameters it is easily checked that these terms can also be bounded as
indicated in (35).
Remark 5. The last step provides the crucial design condition for the stabilization parameters. Expressions (29) result from
solvings1=21
m
h2
þ a
h
 
þ s1=22
1
h
þ s1=23
B
q

 s1=21 ; ð38Þ
s1=21
1
h

 s1=22 ; ð39Þ
s1=21
B
q
þ s1=23
1
qr
þ s1=24
1
qh

 s1=23 ; ð40Þ
s1=23
1
qh

 s1=24 ; ð41Þwhere 
 stands for equality up to constants that do not depend on the physical variables nor the mesh discretization.4.2.3. Convergence
The properties of stability and optimal accuracy, in the sense of (35) allow us to show that the method is optimally con-
vergent. From the orthogonality property A linstabðU  Uh;VhÞ ¼ 0 for any FE function Vh, a consequence of the consistency of the
method, we have thatCjjjphðUÞ  Uhjjj2 6 AlinstabðphðUÞ  Uh;phðUÞ  UhÞ 6 AlinstabðphðUÞ  U;phðUÞ  UhÞ þ AlinstabðU  Uh;phðUÞ  UhÞ
6 CEðhÞjjjphðUÞ  Uhjjj;and so jjjph(U)  Uhjjj 6 C E(h). If we apply the triangle inequality, we getjjjU  Uhjjj 6 jjjU  phðUÞjjj þ jjjphðUÞ  Uhjjj 6 jjjU  phðUÞjjj þ CEðhÞ:It is trivial to check that jjjU  ph(U)jjj 6 C E(h) using the expression of the norm (31), the interpolation estimates (34) and
the stabilization parameters (29). Therefore,jjjU  Uhjjj 6 CEðhÞ:The fact that this error estimate is exactly the same as the estimate for the interpolation error jjjU  ph(U)jjj 6 C E(h) justifies
why it can be considered optimal.
5. Final numerical scheme
The final numerical scheme proposed to solve the inductionless MHD problem results from applying the stabilized FE
approximation described in Section 4.1 to the time discrete and linearized problem (13)–(16). Therefore, the final algorithm
R. Planas et al. / Journal of Computational Physics 230 (2011) 2977–2996 2987reads: For n = 0,1, 2,. . ., T/dt and given un, find un+1, pn+1, jn+1 and /n+1 as the converged solutions of the following iterative
algorithm:ðdtun;kþ1h ;vhÞ þ ðunþ1;kh  rÞunþ1;kþ1h ;vh
D E
þ mðrunþ1;kþ1h ;rvhÞ  ðpnþ1;kþ1h ;r  vhÞ 
1
q
jnþ1;kþ1h  B;vh
D E
þ unþ1;kh  rvh þ mDvh; snþ1;k1 Rnþ1;kþ1h;u
D E
h
þ r  vh; snþ1;k2 Rnþ1;kþ1h;p
D E
h
 1
q
ðvh  BÞ; snþ1;k3 Rnþ1;kþ1h;j
 
h
¼ f nþ1;vh
 
;
ðqh;r  unþ1;kþ1h Þ þ rqh; snþ1;k1 Rnþ1;kþ1h;u
D E
h
¼ 0;
1
qr
ðjnþ1;kþ1h ;khÞ þ
1
q
ðr/nþ1;kþ1h ;khÞ 
1
q
ðunþ1;kþ1h  B;khÞ
 1
q
ðkh  BÞ; snþ1;k1 Rnþ1;kþ1h;u
 
h
 1
qr
kh; snþ1;k3 R
nþ1;kþ1
h;j
 
h
þ 1
q
r  kh; snþ1;k4 Rnþ1;kþ1h;/
 
h
¼ 0;
 1
q
ðrwh; jnþ1;kþ1h Þ þ
1
q
rwh; snþ1;k3 Rnþ1;kþ1h;j
 
h
¼ 0;where the expression of the residuals is,Rh;u :¼ dtuh þ a  ruh  mDuh þrph  1q ðjh  BÞ  f ;
Rh;p :¼ r  uh;
Rh;j :¼ 1qr jh þ
1
q
r/h  1q ðuh  BÞ;
Rh;/ :¼ 1qr  jh;with a ¼ unþ1;kh . The superscript in the residuals and the stabilization parameters denotes the unknown with which they are
evaluated.
6. Numerical experimentation
6.1. Comparison between monolithic solvers and uncoupling schemes
There exist several strategies to solve the linear system of equations resulting from the final numerical scheme written in
Section 5. On one hand, the problem can be stated in a monolithic way, leading to a linear system of equations that includes
all the problem unknowns. We can state the problem in an algebraic setting as:Auu Auj
Aju Ajj
 
u
j
 
¼ fu
f j
 where the arrays u and j include the fluid and electromagnetic unknowns respectively. Using this splitting of the unknowns,
we have written the system matrix and force vector in a block fashion. So, the block matrices Auj and Aju represent the cou-
pling terms. In a compact form, the problem can simply be written as Ax = f.
The coupled linear system can be solved with our preferred solver and preconditioner. A flexible and quite robust precon-
ditioner P consists of an incomplete LU (ILU) factorization of the systemmatrix, in one of its multiple versions (see, e.g., [27]).
So, e.g., the left-preconditioned system reads as P1Ax = P1f. Since we are dealing with a non-symmetric matrix A, the
GMRES Krylov iterative solver is a good choice. Therefore, the coupling between subproblems is transferred to an effective
solver and the off-diagonal coupling matrices are also present in the preconditioner P. Other effective preconditioners for
saddle-point problems are block preconditioners based on Schur complement approximations together with multigrid iter-
ations; we refer to [15] for a detailed discussion in the frame of Stokes and Navier–Stokes problems.
On the other hand, there exists also the option to consider a segregated approach to the problem, i.e. sending the coupling
terms to the right hand side and considering separated fluid and electromagnetic solvers. In this case, the coupling is per-
formed via external iterations. This approach is nothing but a block-matrix splitting technique with stationary iterations.
Let us consider the splitting A = P  R, where P is the preconditioner and R the residual matrix. Stationary (Richardson) iter-
ations read asPxkþ1 ¼ Rxk þ f; or equivalently xkþ1 ¼ xk þ P1ðf  AxkÞ:
Two typical preconditioners that decouple fluid and electromagnetic computations at the preconditioner level are the block-
Jacobi (bJ) and block-Gauss–Seidel (bGS) preconditioners:PbJ ¼
Auu 0
0 Ajj
 
and PbGS ¼
Auu 0
Aju Ajj
 
:
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Fig. 1. Number of iterations depending on the Hartmann number Ha.
2988 R. Planas et al. / Journal of Computational Physics 230 (2011) 2977–2996This segregated approach has two weak points: the preconditioner is independent from the coupling terms and the coupling
iterations do not involve any orthogonalization (minimization) procedure. So, the convergence of the method is expected to
deteriorate as the coupling becomes more important. It is well-known in other settings that this methodology is ill-posed for
strongly coupled problems. As long as the coupling terms increase, the convergence becomes slower or it simply diverges
(see e.g., [4,32,7] for detailed discussions in the fluid–structure framework).
These two different approaches to solve the coupled problem have been compared for the Hunt’s example; see Section 6.3
for a complete definition of the problem. In this study, two meshes, the coarsest one consisting of 2028 nodes and 7500
linear tetrahedral elements and the finest one with 7803 nodes and 30000 linear tetrahedral elements, have been used.
The problem has been solved for different values of the Hartmann number Ha = 1, 5, 10, 25, 100, where2 Alte
related
increasHa ¼ BL
ffiffiffiffiffiffi
r
qm
r
;L being a characteristic length of the problem and B the norm of the externally applied magnetic field. Larger values of Ha
mean stronger coupling effects.
The method selected to solve the problem in a monolithic way is the GMRES method, preconditioning the matrix of the
system using an ILU factorization; the built-in MATLAB implementation of both schemes has been used. In particular, we
have used the ILUTP factorization, setting the drop tolerance to 104. The GMRES residual tolerance has been set to 108.
For the Richardson iterations, we have considered the bGS preconditioner; the stopping criteria is based on the magnitude
of the residual, with a tolerance of 108.
Fig. 1 shows the number of iterations needed to achieve a converged solution in terms of the corresponding tolerances for
both approaches and both discretizations. It is very clear in Fig. 1(a) that the Richardson-bGS approach is very sensitive to the
magnitude of the coupling. When the coupling effects are low, for Ha = 1, 5, the Richardson method converges quickly to the
coupled solution. However, when the coupling is stronger, for Ha = 10, the number of iterations is much larger; the algorithm
is not able to converge for Ha = 25, 100. On the other hand, the monolithic approach to solve the coupled problem has a much
better behavior. The ILUTP-GMRES method is insensitive to the Ha number. Let us remark that the number of iterations pre-
sented for the Richardson-bGS method corresponds to external (coupling) iterations; we are not including the number of
internal Krylov iterations needed for the evaluation of every subproblem. On the contrary, ILUTP-GMRES only include one
iteration counter, and so, the iterations showed in Fig. 1(b) are the only iterations to be performed.
Despite these results, previous approaches to the inductionless MHD problem systematically used the u  / formulation
which uncouples the hydrodynamic and magnetic problems and solves the electric potential via a Poisson problem. There-
fore, this solving strategy involves Richardson-bGS or Richardson-bJ iterations, probably together with relaxation or line
search techniques (see [6,21,24,25]).2 This approach is effective for low Ha, but inappropriate for large Ha numbers, as those
encountered in TBMs simulations. As a result, TBM simulations cannot be properly addressed when using u  / formulations.
These results justify our approach to the inductionless MHD problem. Since real applications in fusion reaction technology in-
volve Ha numbers of the order of 103  104, a monolithic approach should be clearly favoured. Furthermore, as far as we know,
there are no compatible finite element formulations for both sub-problems (Stokes and Darcy type sub-systems), that is to say,rnatively, this approach can be casted in a transient framework, in which the coupling is treated explicitly; in this situation, the convergence problem
to strong coupling is passed to the time step size. Stable time marching schemes with explicit coupling will require time step sizes that go to zero as Ha
es.
Fig. 2. Mesh configurations.
R. Planas et al. / Journal of Computational Physics 230 (2011) 2977–2996 2989elements that satisfy both inf-sup conditions (22) such that the bilinear forms associated to the primal variable are coercive in
the kernel of the finite element subspaces for Stokes’ and Darcy’s problem (see [2] for a detailed discussion). So, our stabilized
formulation is appealing, in the sense that it allows equal interpolation for the different unknowns (simplifying data-base struc-
tures, coupling terms implementation and reducing CPU cost) and the use of effective solvers for high Ha numbers.6.2. Shercliff’s case
The first numerical experiment that has been carried out is the simulation of the Shercliff’s case. It corresponds to a fully
developed flow in a channel with square section where both the Hartmann walls, which are the walls orthogonal to the
external magnetic field direction, and the side walls, which are the walls parallel to the external magnetic field, are consid-
ered electrically insulating. The fluid flows with unidirectional velocity in the z-direction driven by a constant pressure gra-
dient. The channel is exposed to an external magnetic field applied in the y-direction. This problem has an analytical solution
in form of Fourier series that was developed by J. A. Shercliff [31]. A more appropriate version of this solution for the imple-
mentation in a computer can be found in [25] 3. The formulae used in this work to compute the analytical solution and com-
pare with the numerical approximation are explained in Appendix A.
This problem has a 2D behavior that has been simulated setting as the computational domain a slice of the channel of
width 1/100 times the section sides. The boundary conditions at the inflow and outflow sections have been set as periodic
boundary conditions to enforce the situation of fully developed flow. Therefore, the constant pressure gradient that drives
the liquid has to be set as an external body force. Its value can be computed as (see [23] for details)3 Thedp
dz
¼ KL
3
qm2Re
;withK ¼ Ha
1 0:825Ha1=2 Ha1 ; Re ¼
UL
m
;where U is a characteristic velocity of the fluid. Every physical property of the problem, that is, density, viscosity and elec-
trical conductivity has been set equal to one. In this way, the Hartmann number Ha is equal to the norm of the external mag-
netic field. Several meshes have been used to perform the computations. The coarsest consists of 2028 nodes and 7500
tetrahedral elements whereas the finest consists of 121203 nodes and 480000 tetrahedral elements. Furthermore, two dif-
ferent configurations of meshes have been considered, a uniformly structured one and a structured one but concentrating
the elements near the boundaries. Fig. 2 shows the two different configurations for a mesh of 30000 elements.
The first simulation has been performed for Ha = 10 and Re = 10. Fig. 3 shows the velocity field and the current paths
obtained using a mesh of 30603 nodes and 120000 tetrahedral elements.
The second simulation is for a test problem with Ha = 100 and Re = 10. In this case, the uniformly structured meshes do
not lead to a proper solution because the Hartmann layer is much thinner than the mesh size h. Therefore, this case has been
solved with meshes concentrating elements near the boundaries. The results for a mesh of 30603 nodes and 120000 tetra-
hedral elements are shown in Fig. 4.re are some typographical errors in two of the formulae in [25].
Fig. 3. Shercliff’s case: Ha = 10, Re = 10.
Fig. 4. Shercliff’s case: Ha = 100, Re = 10.
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Fig. 5. Shercliff’s case convergence rates.
2990 R. Planas et al. / Journal of Computational Physics 230 (2011) 2977–2996Fig. 5 shows the convergence study of both Ha = 10 and Ha = 100 cases depending on the mesh size h in a logarithmic
scale. Note that the mesh size for the meshes with element concentration is not constant. Therefore, the results have been
plotted related to an equivalent mesh size h⁄ which corresponds to the same number of degrees of freedom than a uniformly
Fig. 6. Hunt’s case: Ha = 10, Re = 10.
Fig. 7. Hunt’s case: Ha = 100, Re = 10.
R. Planas et al. / Journal of Computational Physics 230 (2011) 2977–2996 2991structured mesh. The values shown in this study correspond to the L2-norm of the error in the velocity keuk, the velocity gra-
dient kreuk, the current density kejk and the divergence of the current density krejk. It can be clearly seen that in both
cases, Ha = 10 and Ha = 100, the convergence rates are very good for every computed error. Actually, the convergence rates
for the velocity gradient and the divergence of the current density are higher than the theoretical value; similar behavior has
been found in [2] for the Darcy problem.6.3. Hunt’s case
The next test problem is Hunt’s case. It corresponds to a fully developed flow in a channel with square section where the
Hartmann walls are perfectly conducting and the side walls are electrically insulated. Similarly to Shercliff’s case, this prob-
lem has an analytical solution (see Appendix B).
This problem has a similar 2D behavior to the one for Shercliff’s case. We have used the same computational domain, that
is, a slice of channel of width 1/100 times the section sides with periodic conditions at the inflow and outflow sections.
Therefore, the constant pressure gradient that drives the flow has to be set as an external body force. Its value can be com-
puted with a slightly different formula from Shercliff’s case as (see [23] for details)dp
dz
¼ KL
3
qm2Re
; where K ¼ Ha
1 0:95598Ha1=2 Ha1 :Every physical property involved in the calculation has been set equal to one. Therefore, the Hartmann number is computed
directly as the norm of the external magnetic field. The meshes used to solve this problem and obtain the convergence rates
are the same meshes that were used in the previous case.
10−2 10−1
10−6
10−5
10−4
10−3
10−2
10−1
h
||e
||
slope 2
|| eu ||L2
|| ∇eu ||L2
|| ej ||L2
|| ∇⋅ej ||L2
slope 1
10−2 10−1
10−8
10−6
10−4
10−2
h*
||e
||
slope 2
|| eu ||L2
|| ∇eu ||L2
|| ej ||L2
|| ∇⋅ej ||L2
slope 1
Fig. 8. Hunt’s case convergence rates.
Fig. 9. HCLL blanket configuration.
2992 R. Planas et al. / Journal of Computational Physics 230 (2011) 2977–2996The same two simulations as in the Shercliff’s case have been performed. The first one is a fluid with Ha = 10 and Re = 10.
Fig. 6 shows the velocity field and the current paths solution of this problem when using a structured mesh of 30603 nodes
and 120000 tetrahedral elements.
The second simulation corresponds to a fluid flowing with Ha = 100 and Re = 10. Fig. 7 shows the velocity distribution and
the current paths obtained with a mesh of 30603 nodes and 120000 tetrahedral elements but concentrating the elements
near the boundaries to capture the Hartmann layers.
Fig. 8 shows the convergence rates obtained for both Ha = 10 and Ha = 100 cases in a logarithmic scale. Again, for the
meshes with element concentration, an equivalent mesh size h* has been used. The quantities shown are: the L2-norm of
the error in the velocity keuk, the velocity gradient kr euk, the current density kejk and the divergence of the current density
kr  ejk. Again, the results show that in both cases the convergence rates are very good. Furthermore, the errors in the veloc-
ity gradient and the divergence of the current density also present a superconvergent behavior in relation to the theoretical
expected value.
6.4. HCLL test blanket
The helium cooled lead lithium (HCLL) blanket is a liquid metal blanket concept developed in the framework of the Euro-
pean breeding blanket programme for a DEMO reactor to be tested in ITER (see the web site <www.iter.org>). Fig. 9(a) shows
the geometry considered as computational domain, see [21,22] for details. It consists of a U-shaped channel which measures
360 mm in its longitudinal direction (x-axis). The total height is 39 mm (z-axis) divided into two subchannels of 190 mm and
a transition zone of 1 mm. The section width (y-axis) is 206. mm. In every one of the subchannels, there are 3 cooling plates
whose dimensions are 280  206.5  12 mm.
Fig. 10. Results in section y = 0.103 m.
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2994 R. Planas et al. / Journal of Computational Physics 230 (2011) 2977–2996Fig. 9(b) shows the mesh generated to perform the calculations. It consists of 266,072 nodes and 1,417,435 linear tetra-
hedral elements. This mesh leads to 2, 128, 576 degrees of freedom.
The physical properties of the eutectic Pb-17Li fluid have been considered to be constant. The adopted values in this work
are: fluid density q = 9.2  103 kg/m3, fluid viscosity m = 1.4  107 m2/s and fluid electrical conductivity r = 7.4  103 1/Xm
(see [6,14] for more details). The external magnetic field applied to the fluid has a value of 10 T and has a direction in the y-
axis, B = (0,10,0)T. Considering that the characteristic magnetic length is half the length of the side walls, L = 0.103 m, the
Hartmann number associated to this flow is Ha = 2470.
The hydrodynamic boundary conditions have been set as u = 0 at the walls, both the external walls and the cooling plates,
u = (0.001,0,0) m/s at the inlet, which corresponds to the bottom subchannel, and free condition at the outlet, the top
subchannel.
On the other hand, the magnetic boundary conditions have been set as perfectly insulating material in the exterior walls,
that is j  n = 0, and perfectly conducting material in the cooling plates, which corresponds to j  n = 0.
The solution to this problem converges to a stationary solution. In Fig. 10 there have been plotted the solutions in the
plane y = 0.103 m. Those graphics show the longitudinal behavior of the flow in the x-direction. The velocity field shows
clearly that the distribution of the cooling plates in the top subchannel is not optimal because almost the entire flow takes
place in the top part of the subchannel whereas in the bottom part the fluid has velocity equal to zero. Furthermore, the high
values of the velocity near the top part of the top subchannel results on higher values of the current density in the same zone,
instead of the distribution that could be expected, similar to the Shercliff’s case solution, which actually is the solution in the
bottom subchannel.
Fig. 11(a) shows the streamlines of the velocity field. It is clearly seen how the fluid entering the blanket from the inlet
surface goes to the outlet through only the top 2 subchannels, leaving the bottom 2 subchannels of the upper module with
almost zero velocity. On the other hand, Fig. 11(b) displays the current density streamlines in section x = 0.150 m. The
streamlines in the bottom module reproduce almost perfectly the streamlines of Shercliff’s case where both the Hartmann
and side walls are perfectly insulating. However, the top module behavior is different. The velocity field concentrating in the
top 2 subchannels produces a different distribution of the current density field.7. Conclusions
In this paper, a numerical formulation to solve the inductionless MHD equations that consists of a stabilized FE method
has been presented. Its design is based on the variational multiscale framework which is derived from a splitting of the un-
known into two parts, a FE component and a subscale that corresponds to the part of the unknown that cannot be captured
by the discretization. The crucial point in this approach resides in the subscale approximation.
The most important aspects of this formulation are that it allows to use equal interpolation for all the unknowns without
having to satisfy the compatibility conditions. Furthermore, it is stable and optimally convergent in a norm that is meaning-
ful for every value of the physical parameters of the fluid.
R. Planas et al. / Journal of Computational Physics 230 (2011) 2977–2996 2995Another key point of this formulation is the monolithic approach for solving the problem instead of the possibility of
uncoupling the global problem by solving a Laplacian equation for the electric potential. This latter option needs a block iter-
ation algorithm to converge to the coupled solution but there exists no guarantee that it will converge to the solution nor the
number of iterations needed in case it converges.
The approximation of the subscales leads to the introduction of some stabilization parameters that need to be proposed.
An interesting point of this work is that these parameters have been designed based on the stability and convergence anal-
ysis of the method.
The time integration and linearization of the problem considered here is the simplest possible which leads to a method
easy to implement but without losing any robustness and convergence properties. The numerical experimentation presented
in this article validates these statements and the theoretical development of the method.
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Appendix A. Shercliff’s analytical solution
Let the side walls be of length 2a, the Hartmann walls of length 2b and l = b/a. The Hartmann walls are considered to have
arbitrary conductivity with dB = (twrw)/(ar), where rw is the conductivity of the wall, tw its thickness and r the conductivity
of the fluid. The analytical solution was given by Hunt [20] as a Fourier series in n = x/a 2 [l, l] and g = y/a 2 [1,1]. The z-
component of the velocity is written asuz ¼ Vl 
@p
@z
 
a2; where V ¼
X1
k¼0
2ð1Þk cosðaknÞ
la3k
ð1 V2 V3Þ; ð42ÞforV2 ¼
dBr2k þ 1expð2r2kÞ1þexpð2r2kÞ
	 
expðr1kð1gÞÞþexpðr1kð1þgÞÞ
2
1þexpð2r1kÞ
2 dBN þ 1expð2ðr1kþr2kÞÞ1þexpð2r2kÞ
;
V3 ¼
dBr1k þ 1expð2r1kÞ1þexpð2r1kÞ
	 
expðr2kð1gÞÞþexpðr2kð1þgÞÞ
2
1þexpð2r2kÞ
2 dBN þ 1expð2ðr1kþr2kÞÞ1þexpð2r1kÞ
;andN ¼ ðHa2 þ 4a2kÞ1=2; r1k; r2k ¼
1
2
Haþ ðHa2 þ 4a2kÞ1=2
	 
; ak ¼ kþ 12
 
p
l
:On the other hand, the current density components jx and jy are jx ¼ @Hz@y and jy ¼  @Hz@x forHz ¼ Hl1=2 
@p
@z
 
a2r1=2 where H ¼
X1
k¼0
2ð1Þk cosðaknÞ
la3k
ðH2 H3Þ; ð43ÞforH2 ¼
dBr2k þ 1expð2r2kÞ1þexpð2r2kÞ
	 
expðr1kð1gÞÞexpðr1kð1þgÞÞ
2
1þexpð2r1kÞ
2 dBN þ 1expð2ðr1kþr2kÞÞ1þexpð2r2kÞ
;
H3 ¼
dBr1k þ 1expð2r1kÞ1þexpð2r1kÞ
	 
expðr2kð1gÞÞexpðr2kð1þgÞÞ
2
1þexpð2r2kÞ
2 dBN þ 1expð2ðr1kþr2kÞÞ1þexpð2r1kÞ
:Vz, jx and jy are precisely the analytical solution of the problem. Note that in the Shercliff’s case the Hartmann walls are per-
fectly insulating, and therefore dB = 0 in the above formulae. Note also that the formulae in [20] have been written in terms of
exponential functions to allow its computation in a computer. The original formulae in terms of hyperbolic functions is not
suitable for computing at high values of the Hartmann number.
Appendix B. Hunt’s analytical solution
Hunt’s problem has an analytical solution in the form of Fourier series that can be found in an article from J.C.R. Hunt [20].
The analytical solution is computed using the formulae (42) and (43). In this case, the Hartmann walls are perfectly conduct-
2996 R. Planas et al. / Journal of Computational Physics 230 (2011) 2977–2996ing and therefore dB?1. Thus, the modifications in the formulae (42) and (43) for Hunt’s case consist of taking the limit
dB?1 in the Fourier series:V2 ¼ r2k
N
 expðr1kð1 gÞÞ þ expðr1kð1þ gÞÞ
1þ expð2r1kÞ ;
V3 ¼ r1k
N
 expðr2kð1 gÞÞ þ expðr2kð1þ gÞÞ
1þ expð2r2kÞ ;
H2 ¼ r2k
N
 expðr1kð1 gÞÞ  expðr1kð1þ gÞÞ
1þ expð2r1kÞ ;
H3 ¼ r1k
N
 expðr2kð1 gÞÞ  expðr2kð1þ gÞÞ
1þ expð2r2kÞ :References
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