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RESULTS IN ESTIMATES FOR k-PLANE TRANSFORMS
SHUICHI SATO
Abstract. This is an expository paper. We give proofs of some results of M.
Christ (1984) and S. W. Drury (1984) for k-plane transforms. Also, we give
proofs for some related results including that for the existence of invariant
measures on certain homogeneous manifolds of Lie groups.
1. Introduction
In this note, proofs will be presented in some detail for results of M. Christ [3]
in 1984 (Theorem 1.1 below) and S. W. Drury [5] in 1984 (Lemma 2.1 below; see
also a result of Blaschke which can be found in [13, Chap. 12]) related to k-plane
transforms Tk,n. For a function f on R
n and an affine k-plane p, 1 ≤ k < n, the
value of Tk,nf at p is defined to be
∫
p
f , where the integration is with respect to the
k-dimensional Lebesgue measure on p (see (1.5) below for a more precise definition).
When k = 1, Tk,n is called the X-ray transform and when k = n−1, it is called the
Radon transform (see [4] for applications in harmonic analysis; also related results
can be found in [14]).
Let Gk,n be the Grassmannian manifold of all k-planes in R
n passing through
the origin (1 ≤ k < n). Theorem 1.1 and Lemma 2.1 are stated in terms of the
SO(n) invariant measure dσ on Gk,n. To prove Lemma 2.1 we shall show Lemma
2.3, which is also in [5] and can be regarded as a polar coordinates expression of
the Lebesgue measure on Rn when k = 1. Lemma 2.3 can be used to prove Lemma
2.4 too, which is an analogue of Lemma 2.3, where Rn is replaced by Sn−1 (the
unit sphere in Rn) and the Lebesgue measure on Rn is replaced by the Lebesgue
surface measure on Sn−1. Our proof of Lemma 2.3 is different from that of [5];
it is based on straightforward computations concerning local coordinates on the
Grassmannian manifolds and the Gram determinants (see Boothby [2, pp. 63–65]
and Spivak [16, Section 2 of Chapter 13] for the local coordinates).
We also consider an operator Sk,n related to Tk,n, which maps a function on
Sn−1 to a function on Gk,n (see (1.6) below) and prove in Theorem 1.2 estimates
for Sk,n between the Lorentz space L
n/k,n(Sn−1) and the Lebesgue space Ln(Gk,n)
with respect to the Lebesgue surface measure on Sn−1 and the measure dσ on
Gk,n, respectively. Theorem 1.1 follows from a more general multilinear estimates
in Proposition 3.1. We shall prove Proposition 3.1 by using Theorem 1.2 together
with Lemmas 2.1 and 2.4. Theorem 1.2 follows from Proposition 4.1 and from more
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general results in Proposition 4.2 for k ≥ 2, which are also stated as multilinear
estimates.
Proposition 3.1 and Proposition 4.2 will be shown by using the estimates in (3.5)
and (4.1) below, respectively, by applying interpolation arguments. In this note,
we give proofs of interpolation results required in the arguments for the multilinear
estimates (Sections 5–9). For basic results on interpolation, we mainly refer to the
book Bergh-Lofstrom [1] but we reproduce proofs of some results important for
this note. To prove (4.1) we also apply induction arguments using Lemma 2.4 and
Lemma 4.4 on the Gram determinants.
Finally, we give a proof of the existence of invariant measures on certain homo-
geneous manifolds of Lie groups including the Grassmannian manifolds (Sections
10–14). The invariant measures on the Grassmannian manifolds are used in stating
results mentioned above. The Grassmannian manifold is not always orientable but
always admits an invariant measure with respect to SO(n). A condition for a ho-
mogeneous manifold G/H to admit an invariant measure with respect to the action
of G will be stated in terms of the determinants of linear mappings in the adjoint
representations of a Lie group G and its closed subgroup H on non-singular linear
transformation groups of their Lie algebras, which will be applied to the case of the
Grassmannian manifolds.
For θ ∈ Gk,n, define
θ⊥ = {x ∈ Rn : x ⊥ θ},
where x ⊥ θ means that 〈x, y〉 = 0 for all y ∈ θ; 〈x, y〉 denotes the inner product in
Rn:
〈x, y〉 =
n∑
j=1
xjyj; x = (x1, . . . , xn), y = (y1, . . . , yn).
Let
(1.1) S = {(x, θ) : x ∈ θ⊥, θ ∈ Gk,n}.
This can be regarded as a parameterization of all affine k-planes in Rn. We write
π = (x, θ) for (x, θ) ∈ S. We define a measure dν on S by
(1.2) dν(π) = dν(x, θ) = dλθ⊥(x) dσ(θ),
where
(1) dλθ⊥ is the n − k dimensional Lebesgue measure on the hyperplane θ
⊥,
which is considered as a singular measure on Rn;
(2) dσ denotes the SO(n)-invariant measure on Gk,n, where SO(n) denotes the
special orthogonal group on Rn (see Proposition 14.1 and Remark 14.2 in
Section 14).
Let dλP (x,θ) be a measure supported on P (x, θ) = {x + y : y ∈ θ}, x ∈ R
n,
θ ∈ Gk,n, defined as
(1.3)
∫
Rn
f(z) dλP (x,θ)(z) =
∫
θ
f(x+ y) dλθ(y),
where dλθ(y) is the k-dimensional Lebesgue measure on θ considered as a singular
measure on Rn: dλθ = dλP (0,θ). If we decompose
x = xθ + xθ⊥ , where xθ ∈ θ, xθ⊥ ∈ θ
⊥,
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then it is easy to see that
(1.4)
∫
f(x+ y) dλθ(y) =
∫
f(xθ⊥ + y) dλθ(y).
For (x, θ) ∈ S, let
(1.5) Tk,n(f)(x, θ) =
∫
f(z) dλP (x,θ)(z) =
∫
f(x+ y) dλθ(y).
For θ ∈ Gk,n, let S
k−1
θ be the unit sphere in θ:
Sk−1θ = S
n−1 ∩ θ =
{
y ∈ θ : |y| = 〈y, y〉1/2 = 1
}
.
Define
(1.6) Sk,n(f)(θ) =
∫
Sk−1θ
f(ω) dλθ(ω),
where dλθ(ω) is the unique probability measure on S
k−1
θ invariant under the action
of SO(k) on θ; here we note that SO(k) = SOθ(k) = {O ∈ SO(n) : O(θ) ⊂ θ}.
Let C0(R
n) be the set of all continuous functions on Rn with compact support.
Let C(Sn−1) be the set of all continuous functions on Sn−1. We have the following
results (see [3]).
Theorem 1.1. Let 1 ≤ k < n, k ∈ Z (the set of integers). For f ∈ C0(R
n) we
have
‖Tk,nf‖Ln+1(S) ≤ C‖f‖
L
n+1
k+1
,n+1
(Rn)
,
where
‖Tk,nf‖Ln+1(S) =
(∫
S
|Tk,n(f)(x, θ)|
n+1
dν(x, θ)
) 1
n+1
and Lp,q(Rn) denotes the Lorentz space on Rn (see [8], [17, Chap. V]).
Theorem 1.2. For f ∈ C(Sn−1) we have
‖Sk,nf‖Ln(Gk,n) =
(∫
Gk,n
|Sk,n(f)(θ)|
n
dσ(θ)
) 1
n
≤ C‖f‖
L
n
k
,n(Sn−1)
,
where 1 ≤ k < n, k ∈ Z and the Lorentz space L
n
k ,n(Sn−1) is defined with respect
to the Lebesgue surface measure on Sn−1.
We also write ‖f‖p,q for ‖f‖Lp,q . We shall prove Theorem 1.1 in Section 3
assuming Theorem 1.2, which will be shown in Section 4. In Section 2, we give
some lemmas for the proofs of the theorems including a formula in Lemma 2.3
related to a result in [5]. Theorems 1.1 and 1.2 follow from multilinear estimates
in Propositions 3.1 and 4.1 below, respectively. Results in interpolation arguments
needed to prove Propositions 3.1 and 4.1 will be provided in Sections 5–9. In
Sections 10–13, we shall prove under a certain condition the existence of an invariant
measure in a homogeneous space of a Lie group. An application of this to the
Grassmann manifolds will be given in Section 14.
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2. Some results related to the proofs of Theorems 1.1 and 1.2
Let v1, . . . , vk be vectors in R
n. The Gram matrix G0(v1, v2, . . . , vk) is defined
to be the k × k matrix whose (ℓ,m) component is given by 〈vℓ, vm〉 :
G0(v1, v2, . . . , vk) =

〈v1, v1〉 . . . 〈v1, vk〉
. . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . .
〈vk, v1〉 . . . 〈vk, vk〉
 .
Also, the Gram determinant G(v1, v2, . . . , vk) is defined as
G(v1, v2 . . . , vk) = detG0(v1, v2 . . . , vk).
Then, G ≥ 0 and G1/2 is the k-dimensional Lebesgue measure of the parallelepiped
determined by v1, . . . , vk (see [10, 1.4, 1.5]). It is known that
G(v1, v2, . . . , vk) = G(vτ(1), vτ(2), . . . , vτ(k))
for every permutation τ of {1, 2, . . . , k} and
G(α1v1, α2v2, . . . , αkvk) = α
2
1α
2
2 . . . α
2
kG(v1, v2, . . . , vk)
for any α1, α2, . . . , αk ∈ R. Also,
G(Uv1, Uv2, . . . , Uvk) = G(v1, v2, . . . , vk)
for every U ∈ O(n) (the orthogonal group). If vi = (vi1, vi2 . . . , vin), 1 ≤ i ≤ k, it
is known that
G(v1, . . . , vk) =
∑
1≤j1<j2<···<jk≤n
∣∣∣∣∣∣∣∣∣∣
v1,j1 v1,j2 . . . v1,jk
v2,j1 v2,j2 . . . v2,jk
. . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . .
vk,j1 vk,j2 . . . vk,jk
∣∣∣∣∣∣∣∣∣∣
2
,
where the summation is over all J = {j1, j2, . . . , jk} in the set {J : J ⊂ {1, 2, . . . , n}, cardJ =
k} of cardinality
(
n
k
)
= n!/(k!(n− k)!).
We recall the following result, which I have learned from Drury [5]; a closely
related result of Blaschke can be found in [13, Chap. 12] (see [6, pp. 371–372]).
Lemma 2.1. We have
dλP (π)(x0) . . . dλP (π)(xk) dν(π) = c|G(x1 − x0, . . . , xk − x0)|
(k−n)/2 dx0 dx1 . . . dxk
with a positive constant c, where each of dx0, . . . , dxk is the Lebesgue measure on
Rn, and the equation means that∫
Rn(k+1)×S
F (x0, . . . , xk, x, θ) dλP (x,θ)(x0) . . . dλP (x,θ)(xk) dν(x, θ)
= c
∫
Rn(k+1)
F (x0, . . . , xk, (x0)θ(x1−x0,...,xk−x0)⊥ , θ(x1 − x0, . . . , xk − x0))
× |G(x1 − x0, . . . , xk − x0)|
(k−n)/2 dx0 dx1 . . . dxk,
where F is an appropriate function and θ(v1, . . . , vk) is the element in Gk,n which
contains v1, . . . , vk.
To prove this, we first show the following (see [15, Theorem 3.4]).
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Lemma 2.2. Let π = (y, θ) ∈ S, x ∈ Rn. Define a measure dµx(π) on S by∫
S
F (π) dµx(π) =
∫
S
F (y, θ) dµx(y, θ) =
∫
Gk,n
F (xθ⊥ , θ) dσ(θ).
Then dµx(π) dx = dλP (π)(x) dν(π) on R
n × S, in the sense that∫
S
∫
Rn
F (x, y, θ) dλP (y,θ)(x) dν(y, θ) =
∫
Rn
∫
S
F (x, y, θ) dµx(y, θ) dx.
Proof. Since y = (y + z)θ⊥ if y ∈ θ
⊥ and z ∈ θ, we have∫
Rn×S
F (x, y, θ) dλP (y,θ)(x) dν(y, θ) =
∫
S
∫
z∈θ
F (y + z, y, θ) dλθ(z) dν(y, θ)
=
∫
Gk,n
∫
y∈θ⊥
∫
z∈θ
F (y + z, (y + z)θ⊥ , θ) dλθ(z) dλθ⊥(y) dσ(θ)
=
∫
Gk,n
∫
Rn
F (x, xθ⊥ , θ) dx dσ(θ)
=
∫
Rn
∫
Gk,n
F (x, xθ⊥ , θ) dσ(θ) dx
=
∫
Rn
∫
S
F (x, y, θ) dµx(y, θ) dx,
where the third equality holds since the Lebesgue measure dx on Rn can be decom-
posed as dx = dλθ(z) dλθ⊥(y) for every θ ∈ Gk,n:∫
f(z + y) dλθ(z) dλθ⊥(y) =
∫
Rn
f(x) dx.

Proof of Lemma 2.1. Let (x, θ) ∈ S.
I :=
∫
F (x0, x1, . . . , xk, x, θ)dλP (x,θ)(x1) . . . dλP (x,θ)(xk)
=
∫
y1∈θ
· · ·
∫
yk∈θ
F (x0, x+ y1, . . . , x+ yk, x, θ) dλθ(y1) . . . dλθ(yk)
Therefore, by Lemma 2.2, we have∫
I dλP (x,θ)(x0) dν(x, θ) =
∫
I dµx0(x, θ) dx0
=
∫
F (x0, (x0)θ⊥ + y1, . . . , (x0)θ⊥ + yk, (x0)θ⊥ , θ)
dλθ(y1) . . . dλθ(yk) dσ(θ)dx0
=
∫
F (x0, x0 + y1, . . . , x0 + yk, (x0)θ⊥ , θ) dλθ(y1) . . . dλθ(yk) dσ(θ)dx0
=: I1,
where the penultimate equality follows from (1.4).
To complete the proof of Lemma 2.1, we apply the following result.
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Lemma 2.3. Let 1 ≤ k < n. Then we have∫
Gk,n
∫
θk
f(y1, y2, . . . , yk, θ) dλθ(y1) dλθ(y2) . . . λθ(yk) dσ(θ)
= c
∫
Rnk
f(x1, x2, . . . , xk, θ(x1, x2, . . . , xk)) |G(x1, x2, . . . , xk)|
(k−n)/2
dx1 dx2 . . . dxk.
By Lemma 2.3,
I1 = c
∫
Rn(k+1)
F (x0, x0 + x1, . . . , x0 + xk, (x0)θ(x1,...,xk)⊥ , θ(x1, . . . , xk))
× |G(x1, x2, . . . , xk)|
(k−n)/2
dx1 . . . dxk dx0
= c
∫
Rn(k+1)
F (x0, x1, . . . , xk, (x0)θ(x1−x0,...,xk−x0)⊥ , θ(x1 − x0, . . . , xk − x0))
× |G(x1 − x0, x2 − x0, . . . , xk − x0)|
(k−n)/2 dx0 dx1 . . . dxk,
which completes the proof. 
Proof of Lemma 2.3. Here we consider the Grassmann manifold Gk,n defined as in
[2, pp. 63–65] (see also [16, Section 2 of Chapter 13]). The dimension of Gk,n
is k(n − k) and the invariant measure on Gk,n is realized as a measure based on
the absolute value of a k(n − k) local differential form on Gk,n (see Remark 14.2
below). By a suitable partition of unity we can write dσ =
∑
dµj , where dµj can
be expressed by using local coordinates as
dµj(θ) = ρj(x1(θ), . . . , xk(n−k)(θ))
∣∣(dx1)θ ∧ · · · ∧ (dxk(n−k))θ∣∣ ,
where ρj is compactly supported, non-negative, continuous function. We also write
dµj = ρj(x1, . . . , xk(n−k)) dx1 . . . dxk(n−k).
We rewrite this using a1,k+1, . . . , ak,k+1, a1,k+2, . . . , ak,k+2, . . . , a1,n, . . . , ak,n as
dµj = ρj(a1,k+1, . . . , ak,n) da1,k+1 . . . dak,n.
Fix j0 and consider dµj0 . Let
v1 = (1, 0, . . . , 0, a1,k+1, . . . , a1,n),
v2 = (0, 1, . . . , 0, a2,k+1, . . . , a2,n),
...
vk = (0, . . . , 0, 1, ak,k+1, . . . , ak,n).
We now assume that Rk(n−k) and the local coordinates on Gk,n are related by the
injection
(a1,k+1, . . . , ak,k+1, a1,k+2, . . . , ak,k+2, . . . , a1,n, . . . , ak,n)
7−→ θ = sp{v1, v2, . . . , vk} ∈ Gk,n,
where sp{v1, v2, . . . , vk} denotes the subspace of R
n generated by {v1, v2, . . . , vk}.
Put
yℓ =
k∑
i=1
sℓivi =
(
sℓ1, s
ℓ
2, . . . , s
ℓ
k,
k∑
i=1
sℓiai,k+1, . . . ,
k∑
i=1
sℓiai,n
)
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for ℓ = 1, 2, . . . , k. Let
Ek =

1 0
1
. . .
0 1

be the k × k unit matrix and define a k × (n− k) matrix Ak,n−k by
Ak,n−k =

a1,k+1 . . . a1,n
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
ak,k+1 . . . ak,n
 .
We note that 
v1
v2
...
vk
 = (Ek, Ak,n−k).
Let
uℓ = (sℓ1, s
ℓ
2, . . . , s
ℓ
k)
be the k dimensional row vector and
0k = (0, 0, . . . , 0)
be the k dimensional row zero vector. We define n − k numbers of k(n − k) row
vectors by
Sℓ1 = (u
ℓ, 0k, . . . , 0k),
Sℓ2 = (0k, u
ℓ, 0k, . . . , 0k),
...
Sℓn−k = (0k, 0k, . . . , 0k, u
ℓ).
Define the (n− k)× k(n− k) matrix by
Bℓ =

Sℓ1
Sℓ2
...
Sℓ(n−k)

for ℓ = 1, 2, . . . , k. Let
aj = (a1,k+j , . . . , ak,k+j), j = 1, 2, . . . , n− k.
Consider the Jacobian
(2.1) A =
∂(y1, y2, . . . , yk)
∂(u1, u2, . . . , uk, a1, a2, . . . , an−k)
.
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Then A is equal to the determinant of the nk × nk matrix:
Ek 0k,k 0k,k . . . . . . . 0k,k 0k,k(n−k)
Atk,n−k 0n−k,k 0n−k,k . . . . . . . 0n−k,k B
1
0k,k Ek 0k,k . . . . . . . 0k,k 0k,k(n−k)
0n−k,k A
t
k,n−k 0n−k,k . . . . . . . 0n−k,k B
2
...
...
. . .
...
0k,k 0k,k 0k,k . . . . . . . Ek 0k,k(n−k)
0n−k,k 0n−k,k 0n−k,k . . . . . . . A
t
k,n−k B
k

,
where 0j,m denotes the j ×m zero matrix and A
t
k,n−k denotes the transpose. We
can see easily that |A| is equal to the absolute value of the determinant of the
matrix

Ek
Ek
. . .
Ek
Atk,n−k B
1
Atk,n−k B
2
. . .
...
Atk,n−k B
k

(where the components not expressed explicitly are all 0), which equals the absolute
value of the determinant of the k(n− k)× k(n− k) matrix:
B =

B1
B2
...
Bk
 .
By inspection | detB| is equal to | detS|n−k, where
(2.2) S =

s11 s
1
2 . . . s
1
k
s21 s
2
2 . . . s
2
k
. . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . .
sk1 s
k
2 . . . s
k
k
 .
We write
yℓ =
(
k∑
i=1
sℓiai1,
k∑
i=1
sℓiai2, . . . ,
k∑
i=1
sℓiain
)
,
where aij = δij for 1 ≤ j ≤ k; δii = 1, δij = 0 if i 6= j.
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Let 1 ≤ j1 < j2 < · · · < jk ≤ n. To compute G(y1, . . . , yk), we note that∣∣∣∣∣∣∣∣∣∣∣
∑k
i1=1
s1i1ai1,j1
∑k
i2=1
s1i2ai2,j2 . . .
∑k
ik=1
s1ikaik,jk∑k
i1=1
s2i1ai1,j1
∑k
i2=1
s2i2ai2,j2 . . .
∑k
ik=1
s2ikaik,jk
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .∑k
i1=1
ski1ai1,j1
∑k
i2=1
ski2ai2,j2 . . .
∑k
ik=1
skikaik,jk
∣∣∣∣∣∣∣∣∣∣∣
=
k∑
i1,i2,...,ik=1
ai1,j1ai2,j2 . . . aik,jk
∣∣∣∣∣∣∣∣∣∣
s1i1 s
1
i2
. . . s1ik
s2i1 s
2
i2
. . . s2ik
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .
ski1 s
k
i2
. . . skik
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
a1,j1 a1,j2 . . . a1,jk
a2,j1 a2,j2 . . . a2,jk
. . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . .
ak,j1 ak,j2 . . . ak,jk
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
s11 s
1
2 . . . s
1
k
s21 s
2
2 . . . s
2
k
. . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . .
sk1 s
k
2 . . . s
k
k
∣∣∣∣∣∣∣∣∣∣
.
Thus
G(y1, . . . , yk) =
∑
1≤j1<j2<···<jk≤n
∣∣∣∣∣∣∣∣∣∣
a1,j1 a1,j2 . . . a1,jk
a2,j1 a2,j2 . . . a2,jk
. . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . .
ak,j1 ak,j2 . . . ak,jk
∣∣∣∣∣∣∣∣∣∣
2 ∣∣∣∣∣∣∣∣∣∣
s11 s
1
2 . . . s
1
k
s21 s
2
2 . . . s
2
k
. . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . .
sk1 s
k
2 . . . s
k
k
∣∣∣∣∣∣∣∣∣∣
2
= G(v1, . . . vk) |detS|
2 .
Therefore
ds11 . . . ds
1
k . . . ds
k
1 . . . ds
k
kdµj0
= ds11 . . . ds
1
k . . . ds
k
1 . . . ds
k
kρj0(a1,k+1, . . . , ak,n) da1,k+1 . . . dak,n
= ρj0(a1,k+1, . . . , ak,n) |detS|
k−n
dy1 . . . dyk
= ρj0(a1,k+1, . . . , ak,n)N(aij)
n−k |G(y1, . . . , yk)|
(k−n)/2
dy1 . . . dyk,
where
N(aij) = G(v1, . . . vk)
1/2.
Let yℓ =
∑k
i=1 s
ℓ
ivi, where v1, . . . , vk are as above. It can be shown that∫
θ
· · ·
∫
θ
g(z1, z2, . . . , zk) dλθ(z1) dλθ(z2) . . . dλθ(zk)
= |G(v1, v2, . . . , vk)|
k/2
∫
Rk
· · ·
∫
Rk
g(y1, . . . , yk)
k∏
ℓ=1
dsℓ1 . . . ds
ℓ
k
= N(aij)
k
∫
Rk
· · ·
∫
Rk
g(y1, . . . , yk)
k∏
ℓ=1
dsℓ1 . . . ds
ℓ
k
for an appropriate function g, where θ ∈ Gk,n is spanned by v1, v2, . . . , vk. Therefore
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∫ (∫
· · ·
∫
f(z1, . . . , zk, θ) dλθ(z1) . . . dλθ(zk)
)
(2.3)
ρj0(x1(θ), . . . , xk(n−k)(θ))
∣∣(dx1)θ ∧ · · · ∧ (dxk(n−k))θ∣∣
=
∫ ∫
θ(a1,k+1,...,ak,n)k
f(z1, . . . , zk, θ(a1,k+1, . . . , ak,n))
k∏
j=1
dλθ(a1,k+1,...,ak,n)(zj)ρj0(a1,k+1, . . . , ak,n) da1,k+1 . . . dak,n
=
∫
N(aij)
k
∫
Rk
· · ·
∫
Rk
f(y1, . . . , yk, θ(a1,k+1, . . . , ak,n))
k∏
ℓ=1
dsℓ1 . . . ds
ℓ
k
× ρj0(a1,k+1, . . . , ak,n) da1,k+1 . . . dak,n
=
∫
Rn
· · ·
∫
Rn
f(y1, . . . , yk, θ(a1,k+1, . . . , ak,n))
× ρj0(a1,k+1, . . . , ak,n)N(aij)
n |G(y1, . . . , yk)|
(k−n)/2
dy1 . . . dyk,
where θ(a1,k+1, . . . , ak,n) = θ(v1, . . . , vk).
Here we note the following. Let S be as in (2.2). Then
(2.4) [y] :=

y1
y2
...
yk
 = (S, SAk,n−k) = S(Ek, Ak,n−k).
Thus
S = S(y1, . . . , yk) =

y11 y
1
2 . . . y
1
k
y21 y
2
2 . . . y
2
k
. . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . .
yk1 y
k
2 . . . y
k
k
 ,
T = T (y1, . . . , yk) := SAk,n−k =

y1k+1 y
1
k+2 . . . y
1
n
y2k+1 y
2
k+2 . . . y
2
n
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
ykk+1 y
k
k+2 . . . y
k
n
 ,
and hence
Ak,n−k =

a1,k+1 . . . a1,n
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
ak,k+1 . . . ak,n
 = S−1T,
where we write yℓ = (y
ℓ
1, . . . , y
ℓ
n). Therefore aij can be expressed by y
ℓ
m:
aij = aij(y1, . . . , yk) =
(
S(y1, . . . , yk)
−1T (y1, . . . , yk)
)
i,j−k
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for 1 ≤ i ≤ k, k + 1 ≤ j ≤ n. So we can write
(2.5)
∫
Rn
· · ·
∫
Rn
f(y1, . . . , yk, θ(a1,k+1, . . . , ak,n))
ρj0(a1,k+1, . . . , ak,n)N(aij)
n |G(y1, . . . , yk)|
(k−n)/2 dy1 . . . dyk
=
∫
Rn
· · ·
∫
Rn
f(y1, . . . , yk, θ(y1, . . . , yk))ρ˜j0(y1, . . . , yk)
× |G(y1, . . . , yk)|
(k−n)/2
dy1 . . . dyk,
where
ρ˜j0(y1, . . . , yk)
= ρj0 (a1,k+1(y1, . . . , yk), . . . , ak,n(y1, . . . , yk))N (aij(y1, . . . , yk))
n
and we have used the relation:
θ (a1,k+1(y1, . . . , yk), . . . , ak,n(y1, . . . , yk)) = θ(v1, . . . , vk) = θ(y1, . . . , yk),
which follows by (2.4). We note that each aij is homogeneous of degree 0:
aij(τy1, . . . , τyk) = aij(y1, . . . , yk) for all τ > 0.
Let [y] be the k × n matrix as in (2.4). We also write S(y1, . . . , yk) = S([y]),
T (y1, . . . , yk) = T ([y]), aij(y1, . . . , yk) = aij([y]) and ρ˜j0(y1, . . . , yk) = ρ˜j0([y]).
Then if α is a k × k matrix,
S(α[y]) = αS([y]), T (α[y]) = αT ([y]).
Thus if α is non-singular, we have
S(α[y])−1T (α[y]) = (αS([y]))−1αT ([y]) = S([y])−1α−1αT ([y]) = S([y])−1T ([y]),
and hence aij(α[y]) = aij([y]) and
(2.6) ρ˜j0(α[y]) = ρ˜j0([y]).
Summing up in j0, by (2.3) and (2.5), we have∫
Gk,n
∫
θk
f(z1, z2, . . . , zk, θ) dλθ(z1) dλθ(z2) . . . dλθ(zk) dσ(θ)(2.7)
=
∫
Rn
· · ·
∫
Rn
f(y1, . . . , yk, θ(y1, . . . , yk))ρ(y1, . . . , yk)
× |G(y1, . . . , yk)|
(k−n)/2
dy1 . . . dyk,
where
ρ =
∑
j0
ρ˜j0 .
We can see that ρ is a positive constant function as follows. Let y1, . . . , yk be
linearly independent in Rn and O1, . . . , Ok be orthonormal in the space spanned by
y1, . . . , yk. Then there exists a non-singular k × k matrix α such that
α[y] =

O1
O2
...
Ok
 .
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By (2.6), it follows that
(2.8) ρ(y1, . . . , yk) = ρ(O1, . . . , Ok).
Also (2.7) implies that ρ is invariant under the action of SO(n):
(2.9) ρ(y1, . . . , yk) = ρ(Uy1, . . . , Uyk)
for U ∈ SO(n). This can be seen as follows. Let
I =
∫
Gk,n
∫
θk
f(Uz1, Uz2, . . . , Uzk, Uθ) dλθ(z1) dλθ(z2) . . . dλθ(zk) dσ(θ),
where Uθ = θ(Ux1, . . . , Uxk) if θ = θ(x1, . . . , xk). Then by SO(n) invariance of dσ
and (2.7), we have
I =
∫
Gk,n
∫
(Uθ)k
f(z1, z2, . . . , zk, Uθ) dλUθ(z1) dλUθ(z2) . . . dλUθ(zk) dσ(θ)
=
∫
Gk,n
∫
θk
f(z1, z2, . . . , zk, θ) dλθ(z1) dλθ(z2) . . . dλθ(zk) dσ(θ)
=
∫
Rn
· · ·
∫
Rn
f(y1, . . . , yk, θ(y1, . . . , yk))ρ(y1, . . . , yk)
× |G(y1, . . . , yk)|
(k−n)/2
dy1 . . . dyk.
On the other hand, using (2.7), we see that
I =
∫
Rn
· · ·
∫
Rn
f(Uy1, . . . , Uyk, Uθ(y1, . . . , yk))ρ(y1, . . . , yk)
× |G(y1, . . . , yk)|
(k−n)/2
dy1 . . . dyk
=
∫
Rn
· · ·
∫
Rn
f(y1, . . . , yk, Uθ(U
−1y1, . . . , U
−1yk))ρ(U
−1y1, . . . , U
−1yk)
×
∣∣G(U−1y1, . . . , U−1yk)∣∣(k−n)/2 dy1 . . . dyk,
=
∫
Rn
· · ·
∫
Rn
f(y1, . . . , yk, θ(y1, . . . , yk))ρ(U
−1y1, . . . , U
−1yk)
× |G(y1, . . . , yk)|
(k−n)/2
dy1 . . . dyk.
Comparing the two expressions of I above, we can see that (2.9) holds true.
Rearranging O1, . . . , Ok, if necessary, we can find U ∈ SO(n) so that UO1 = e1,
. . . , UOk = ek, where {e1, . . . , en} denotes the standard basis of R
n. Then by (2.8)
and (2.9) we have
ρ(y1, . . . , yk) = ρ(e1, . . . , ek).
This completes the proof of Lemma 2.3.

We state a result analogous to Lemma 2.3, which will be used in proving Theorem
1.2.
Lemma 2.4. We have
dλθ(ω1) . . . dλθ(ωk) dσ(θ) = c| detG(ω1, . . . , ωk)|
(k−n)/2 dω1 . . . dωk,
1 ≤ k < n, which means (2.10) below, where dω1, . . . , dωk are the Lebesgue surface
measure on the unit sphere Sn−1 and dλθ(ω1), . . . , dλθ(ωk) are as in (1.6).
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Proof. By Lemma 2.3, we have∫
Gk,n
∫
y1,...,yk∈θ
F (y1, . . . , yk, θ) dλθ(y1) . . . dλθ(yk) dσ(θ)
= c
∫
Rnk
F (x1, . . . , xk, θ(x1, . . . , xk)) |G(x1, . . . , xk)|
(k−n)/2 dx1 . . . dxk.
Thus, using polar coordinates, we see that∫
Gk,n
∫
(0,∞)k
∫
(Sk−1
θ
)k
F (r1ω1, . . . , rkωk, θ)(r1 . . . rk)
k−1
k∏
j=1
drj dλθ(ωj) dσ(θ)
= c
∫
(0,∞)k
∫
(Sn−1)k
F (r1ω1, . . . , rkωk, θ(ω1, . . . , ωk))|G(ω1, . . . , ωk)|
(k−n)/2
× (r1 . . . rk)
k−1 dr1 . . . drk dω1 . . . dωk.
Taking a function of the form
H(|x1|, . . . , |xk|)F0(x
′
1, . . . , x
′
k, θ), x
′
j = xj/|xj | (1 ≤ j ≤ k)
as F and factoring out
∫
(0,∞)k
H(r1, . . . , rk)(r1 . . . rk)
k−1 dr1 . . . drk, we have
∫
Gk,n
∫
(Sk−1θ )
k
F0(ω1, . . . , ωk, θ) dλθ(ω1) . . . dλθ(ωk) dσ(θ)
(2.10)
= c
∫
(Sn−1)k
F0(ω1, . . . , ωk, θ(ω1, . . . , ωk))|G(ω1, . . . , ωk)|
(k−n)/2 dω1 . . . dωk.
This implies what we need.

3. Proof of Theorem 1.1
In this section we prove Theorem 1.1 assuming Theorem 1.2. Let
Ak,n(f0, f1, . . . , fn) =
∫
S
 n∏
j=0
Tk,nfj(x, θ)
 dν(x, θ).
We note that ∫
S
(Tk,nf(x, θ))
n+1 dν(x, θ) = Ak,n(f, f, . . . , f).
The following result obviously implies Theorem 1.1.
Proposition 3.1. Let k be an integer such that 1 ≤ k < n. We have
|Ak,n(f0, f1, . . . , fn)| ≤ C
n∏
j=0
‖fj‖(n+1)/(k+1),n+1.
In fact, we have more general estimates:
|Ak,n(f0, f1, . . . , fn)| ≤ C(p0, . . . , pn)
n∏
j=0
‖fj‖pj ,n+1,
where
∑n
j=0
1
pj
= k + 1 and 1 < p0, . . . , pn <
n
k .
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Proof. We have
(3.1) Ak,n(f0, f1, . . . , fn)
= c
∫
f0(x0) . . . fk(xk)
 n∏
j=k+1
∫
θ(x1−x0,...,xk−x0)
fj(x0 + y) dλθ(x1−x0,...,xk−x0)(y)

× |G(x1 − x0, . . . , xk − x0)|
k−n
2 dx0 . . . dxk.
We can see this as follows. Applying Lemma 2.1, we have
Ak,n(f0, f1, . . . , fn)
=
∫
S
∫
· · ·
∫
f0(x0) . . . fk(xk)
 n∏
j=k+1
Tk,nfj(x, θ)
 dλP (x,θ)(x0) . . . dλP (x,θ)(xk) dν(x, θ)
= c
∫
· · ·
∫
f0(x0) . . . fk(xk)
 n∏
j=k+1
Tk,nfj((x0)θ(x1−x0,...,xk−x0)⊥ , θ(x1 − x0, . . . , xk − x0))

× |G(x1 − x0, . . . , xk − x0)|
k−n
2 dx0 . . . dxk.
Combining this with the observation:
Tk,nfj((x0)θ(x1−x0,...,xk−x0)⊥ , θ(x1 − x0, . . . , xk − x0))
=
∫
fj((x0)θ(x1−x0,...,xk−x0)⊥ + y) dλθ(x1−x0,...,xk−x0)(y)
=
∫
fj(x0 + y) dλθ(x1−x0,...,xk−x0)(y),
which follows by (1.4), we get (3.1).
Let ω¯1 =
x1−x0
|x1−x0|
. When k ≥ 2, define
Ω
(
x0,
x1 − x0
|x1 − x0|
)
=
∫
f2(x2) . . . fk(xk)
 n∏
j=k+1
∫
fj(x0 + y) dλθ(x1−x0,...,xk−x0)(y)

× |G(ω¯1, x2 − x0, . . . , xk − x0)|
k−n
2 dx2 . . . dxk;
when k = 1, let
Ω
(
x0,
x1 − x0
|x1 − x0|
)
=
n∏
j=k+1
∫
fj(x0 + y) dλθ(x1−x0)(y).
Let
K(x0, x1) = |x1 − x0|
k−nΩ
(
x0,
x1 − x0
|x1 − x0|
)
.
Then, it is easy to see that
Ak,n(f0, f1, . . . , fn) =
∫∫
f0(x0)f1(x1)K(x0, x1) dx0 dx1.
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For ω1 ∈ S
n−1 and x0 ∈ R
n, when k ≥ 2, define
Ω (x0, ω1)
=
∫
f2(x2+x0) . . . fk(xk+x0)
 n∏
j=k+1
∫
θ(ω1,x2,...,xk)
fj(xj + x0) dλθ(ω1,x2,...,xk)(xj)

× |G(ω1, x2, . . . , xk)|
k−n
2 dx2 . . . dxk;
when k = 1, let
Ω (x0, ω1) =
n∏
j=k+1
∫
θ(ω1)
fj(xj + x0) dλθ(ω1)(xj).
We note that Ω (x0, ω1) = |x1−x0|
n−kK(x0, x1) when ω1 = ω¯1 = (x1−x0)/|x1−x0|.
We show that
(3.2) sup
x0
‖Ω(x0, ·)‖Ln/(n−k)(Sn−1) ≤ C
n∏
j=2
‖fj‖n/k,1.
Let ωj = xj/|xj |, rj = |xj |, f˜j(xj) = fj(xj+x0), j ≥ 2. Then, since θ(ω1, x2, . . . , xk) =
θ(ω1, . . . , ωk), k ≥ 2, using the polar coordinates, we have∫
θ(ω1,x2,...,xk)
fj(xj + x0) dλθ(ω1,x2,...,xk)(xj) =
∫
θ(ω1,...,ωk)
f˜j(xj) dλθ(ω1,...,ωk)(xj)
= c
∫ ∞
0
∫
Sk−1
θ(ω1,...,ωk)
f˜j(rjωj)r
k−1
j dλθ(ω1,...,ωk)(ωj) drj .
A formula similar to this holds for k = 1. Let
Fj(ωj) =
∫ ∞
0
f˜j(rjωj)r
k−1
j drj
for 2 ≤ j ≤ n. Then, if k ≥ 2,
Ω (x0, ω1)
= c
∫
f˜2(r2ω2) . . . f˜k(rkωk)
 n∏
j=k+1
∫
Sk−1
θ(ω1,...,ωk)
Fj(ωj) dλθ(ω1,...,ωk)(ωj)

× (r2 . . . rk)
k−1 |G(ω1, ω2, . . . , ωk)|
k−n
2 dω2 . . . dωk dr2 . . . drk
= c
∫
(Sn−1)k−1
F2(ω2) . . . Fk(ωk)
 n∏
j=k+1
∫
Sk−1
θ(ω1,...,ωk)
Fj(ωj) dλθ(ω1,...,ωk)(ωj)

× |G(ω1, ω2, . . . , ωk)|
k−n
2 dω2 . . . dωk;
if k = 1,
Ω (x0, ω1) =
n∏
j=k+1
∫
Sk−1
θ(ω1)
Fj(ωj) dλθ(ω1)(ωj) =
n∏
j=2
(Fj(ω1) + Fj(−ω1)) /2.
By Lemma 2.4 we see that
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∫
Sn−1
F1(ω1)Ω(x0, ω1) dω1
= c
∫
Gk,n
∫
(Sk−1θ )
k
F1(ω1)F2(ω2) . . . Fk(ωk)
×
 n∏
j=k+1
∫
Sk−1θ
Fj(ωj) dλθ(ωj)
 dλθ(ω1) . . . dλθ(ωk) dσ(θ)
= c
∫
Gk,n
 n∏
j=1
∫
Sk−1θ
Fj(ωj) dλθ(ωj)
 dσ(θ)
= c
∫
Gk,n
 n∏
j=1
Sk,n(Fj)(θ)
 dσ(θ).
Thus by Ho¨lder’s inequality we have∣∣∣∣∫
Sn−1
F1(ω1)Ω(x0, ω1) dω1
∣∣∣∣ ≤ c n∏
j=1
‖Sk,n(Fj)‖n .
So by Theorem 1.2 we have∣∣∣∣∫
Sn−1
F1(ω1)Ω(x0, ω1) dω1
∣∣∣∣ ≤ C n∏
j=1
‖Fj‖n/k,n
≤ C
n∏
j=1
‖Fj‖n/k
≤ C‖F1‖n/k
n∏
j=2
‖f˜j‖n/k,1
= C‖F1‖n/k
n∏
j=2
‖fj‖n/k,1.
where the last inequality follows from Lemma 3.2 below. This proves (3.2) by the
converse of Ho¨lder’s inequality.
Recall that
Ak,n(f0, f1, . . . , fn) =
∫
f0(u)f1(v)K(u, v) du dv,
K(u, v) = |v − u|k−nΩ
(
u,
v − u
|v − u|
)
.
By (3.2) we can show that
(3.3) sup
u
‖K(u, ·)‖q,∞ ≤ C
n∏
j=2
‖fj‖n/k,1, q
−1 = 1− kn−1
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as follows.∣∣∣∣{v ∈ Rn : |u− v|−n+k ∣∣∣∣Ω(u, v − u|v − u|
)∣∣∣∣ > λ}∣∣∣∣(3.4)
=
∣∣∣∣{v ∈ Rn : |v|−n+k ∣∣∣∣Ω(u, v|v|
)∣∣∣∣ > λ}∣∣∣∣
=
∫
Rn
χ[1,∞)
(
λ−1|v|−n+k
∣∣∣∣Ω(u, v|v|
)∣∣∣∣) dv
=
∫
Sn−1
∫ ∞
0
χ[1,∞)
(
λ−1r−n+k|Ω(u, ω)|
)
rn−1 dr dω
=
∫
Sn−1
∫ (λ−1|Ω(u,ω)|)1/(n−k)
0
rn−1 dr dω =
∫
Sn−1
(λ−1|Ω(u, ω)|)n/(n−k)
1
n
dω
=
1
n
λ−q
∫
Sn−1
|Ω(u, ω)|q dω,
where λ > 0. By this and (3.2) we have (3.3).
We note that (3.3) implies
sup
u
∣∣∣∣∫ f1(v)K(u, v) dv∣∣∣∣ ≤ ‖f1‖n/k,1 sup
u
‖K(u, ·)‖q,∞ ≤ C‖f1‖n/k,1
n∏
j=2
‖fj‖n/k,1.
Therefore
|Ak,n(f0, f1, . . . , fn)| =
∣∣∣∣∫ f0(u)f1(v)K(u, v) du dv∣∣∣∣(3.5)
=
∣∣∣∣∫ f0(u)(∫ f1(v)K(u, v) dv) du∣∣∣∣
≤ ‖f0‖1
∥∥∥∥∫ f1(v)K(u, v) dv∥∥∥∥
L∞(du)
≤ C‖f0‖1‖f1‖n/k,1
n∏
j=2
‖fj‖n/k,1.
By interpolation arguments using (3.5), which will be given in Section 5, we have
Proposition 3.1. 
Finally, we prove the following lemma used in the proof of (3.2).
Lemma 3.2. Let 1 < p <∞, α = n/p, ω ∈ Sn−1. Define
Bαf(ω) =
∫ ∞
0
f(tω)tα−1 dt.
Then
‖Bαf‖Lp(Sn−1) ≤ C‖f‖p,1.
Proof. Let g ∈ Lp
′
(Sn−1). Then∫
Sn−1
g(ω)Bαf(ω) dω =
∫
Rn
f(x)|x|α−ng(x′) dx
≤ ‖f‖p,1‖|x|
α−ng(x′)‖p′,∞
≤ C‖f‖p,1‖g‖Lp′(Sn−1),
18 SHUICHI SATO
where the last inequality follows by arguing similarly to (3.4). This will imply the
conclusion. 
4. Proof of Theorem 1.2
In this section we give a proof of Theorem 1.2.
Let
Bk,n(f1, . . . , fn) =
∫
Gk,n
 n∏
j=1
∫
Sk−1θ
fj(ωj) dλθ(ωj)
 dσ(θ).
The following result implies Theorem 1.2.
Proposition 4.1. Let 1 ≤ k < n, k ∈ Z. Then we have
|Bk,n(f1, . . . , fn)| ≤ C‖f1‖n/k,n‖f2‖n/k,n . . . ‖fn‖n/k,n.
We note that this follows by Ho¨lder’s inequality for k = 1. This can be described
more precisely as follows. Let θ ∈ G1,n and θ ∩ S
n−1 = {η,−η}. Then we have
S1,n(f)(θ) =
∫
S0θ
f(ω) dλθ(ω) = (f(η) + f(−η))/2.
Let β : Sn−1 → G1,n be defined by β(ω) = θ(ω). We note that β
−1({θ(ω)}) =
{ω,−ω}. The measure dσ on G1,n is defined as (see [10, 3.2])∫
G1,n
F (θ) dσ(θ) =
∫
Sn−1
F (β(ω)) dω.
Thus
B1,n(f1, . . . , fn) =
∫
G1,n
 n∏
j=1
S1,n(fj)(θ)
 dσ(θ) = ∫
Sn−1
 n∏
j=1
(fj(ω) + fj(−ω))/2
 dω.
Therefore, Ho¨lder’s inequality implies Proposition 4.1 for k = 1.
As in Proposition 3.1, we have more general result, when k ≥ 2.
Proposition 4.2. Suppose that 2 ≤ k < n, k ∈ Z. Let
k − 1
n− 1
<
1
pj
< 1, 1 ≤ j ≤ n,
n∑
j=1
1
pj
= k.
Then
|Bk,n(f1, . . . , fn)| ≤ C
n∏
j=1
‖fj‖pj ,n.
For k ≥ 2, we show that
(4.1) |Bk,n(f1, . . . , fn)| ≤ C‖f1‖1
n∏
j=2
‖fj‖(n−1)/(k−1),1,
which implies Proposition 4.2 by interpolation. See Section 5 for the interpolation
arguments.
Let 1 < α < n, ω˜ ∈ Sn−2 and
Cαf(ω˜) =
∫ π
0
f(cos t, (sin t)ω˜)| sin t|α−2 dt.
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Suppose that a function g satisfies
(4.2) g(cos t, (sin t)ω˜) = g(0, ω˜), 0 ≤ t ≤ π, ω˜ ∈ Sn−2.
Then we have∣∣∣∣∫
Sn−2
g(0, ω˜)Cαf(ω˜) dω˜
∣∣∣∣
=
∣∣∣∣∫
Sn−2
∫ π
0
g(cos t, (sin t)ω˜)f(cos t, (sin t)ω˜)| sin t|α−2 dt dω˜
∣∣∣∣
= c
∣∣∣∣∫
Sn−1
g(ω)f(ω)|ω′|α−n dω
∣∣∣∣
≤ c‖f‖p,1‖g(ω)|ω
′|α−n‖p′,∞,
where ω = (ω(1), ω′), ω′ ∈ Rn−1, p = (n− 1)/(α− 1). We need the inequality
(4.3) ‖Cαf‖L(n−1)/(α−1)(Sn−2) ≤ C‖f‖L(n−1)/(α−1),1(Sn−1),
which can be shown by applying the following lemma in the estimates above.
Lemma 4.3. We have
‖g(ω)|ω′|α−n‖(n−1)/(n−α),∞ ≤ C
(∫
Sn−2
|g(0, ω˜)|(n−1)/(n−α) dω˜
)(n−α)/(n−1)
,
where g is assumed to satisfy (4.2) and 1 < α < n.
Proof. Let λ > 0. We have∣∣{ω ∈ Sn−1 : |ω′|α−n |g(ω)| > λ}∣∣ = ∫
Sn−1
χ[1,∞)
(
λ−1|ω′|α−n|g(ω)|
)
dω
= c
∫
Sn−2
∫ π
0
χ[1,∞)
(
λ−1(sin t)α−n|g(cos t, (sin t)ω˜)|
)
(sin t)n−2 dt dω˜
= c
∫
Sn−2
∫ π
0
χ[1,∞)
(
λ−1(sin t)α−n|g(0, ω˜)|
)
(sin t)n−2 dt dω˜,
which is equal to
c
∫
Sn−2
∫ π
0
χ(0,(λ−1|g(0,ω˜)|)1/(n−α)](sin t)(sin t)
n−2 dt dω˜
= 2c
∫
Sn−2
∫ π/2
0
χ(0,(λ−1|g(0,ω˜)|)1/(n−α)](sin t)(sin t)
n−2 dt dω˜ =: I.
Changing variables, we see that
I = 2c
∫
Sn−2
∫ 1
0
χ(0,(λ−1|g(0,ω˜)|)1/(n−α)](u)u
n−2(1 − u2)−1/2 du dω˜
= 2c
∫
Sn−2
∫ min(1,(λ−1|g(0,ω˜)|)1/(n−α))
0
un−2(1 − u2)−1/2 du dω˜
≤ C
∫
Sn−2
(λ−1|g(0, ω˜)|)(n−1)/(n−α) dω˜.
This completes the proof. 
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We assume Proposition 4.1 for Bk−1,m, m > k − 1, and prove (4.1) for Bk,n,
2 ≤ k < n. This proves Proposition 4.2 for Bk,n, 2 ≤ k < n by interpolation. Since
Proposition 4.1 is true for k = 1, this will give the proofs of Propositions 4.1 and
4.2 by induction.
We note by Lemma 2.4 that
Bk,n(f1, . . . , fn)
(4.4)
=
∫
f1(ω1) . . . fk(ωk)
 n∏
j=k+1
∫
Sk−1θ
fj(ωj) dλθ(ωj)
 dλθ(ω1) . . . dλθ(ωk) dσ(θ)
= c
∫
f1(ω1) . . . fk(ωk)
 n∏
j=k+1
∫
Sk−1
θ(ω1,...,ωk)
fj(ωj) dλθ(ω1,...,ωk)(ωj)

× |G(ω1, . . . , ωk)|
k−n
2 dω1 . . . dωk.
Let ω1 = e1 and write ωℓ = (cos tℓ, (sin tℓ)ω˜ℓ), 0 < tℓ ≤ π, ω˜ℓ ∈ S
n−2 for
2 ≤ ℓ ≤ k. Then, for j ≥ k + 1,∫
Sk−1
θ(ω1,...,ωk)
fj(ωj) dλθ(ω1,...,ωk)(ωj)
= c
∫
Sk−2
θ(ω˜2,...,ω˜k)
∫ π
0
fj(cos t, (sin t)ω˜j)(sin t)
k−2 dt dλθ(ω˜2,...,ω˜k)(ω˜j).
Let
F (fj)(ω˜j) = Ck(fj)(ω˜j) =
∫ π
0
fj(cos t, (sin t)ω˜j)(sin t)
k−2 dt, ω˜j ∈ S
n−2
for 2 ≤ j ≤ n. Define
Ω(ω1, ω2) = Ω(ω1, ω2)(f3, . . . , fn)
=
∫
f3(ω3) . . . fk(ωk)
×
n∏
j=k+1
∫
Sk−1
θ(ω1,...,ωk)
fj(ωj) dλθ(ω1,...,ωk)(ωj)|G(ω1, . . . , ωk)|
(k−n)/2 dω3 . . . dωk
for k ≥ 3; let
Ω(ω1, ω2) = Ω(ω1, ω2)(f3, . . . , fn)
=
n∏
j=3
∫
S1
θ(ω1,ω2)
fj(ωj) dλθ(ω1,ω2)(ωj)|G(ω1, ω2)|
(2−n)/2
when k = 2.
We need the following result.
Lemma 4.4. Let ω1 = e1 = (1, 0, . . . , 0) and ωj = (cos tj , (sin tj)ω˜j), ω˜j ∈ S
n−2,
2 ≤ j ≤ k. Then
G(ω1, ω2, . . . , ωk) = sin
2 t2 . . . sin
2 tkG(ω˜2, . . . , ω˜k).
RESULTS IN ESTIMATES FOR k-PLANE TRANSFORMS 21
Proof. We have
〈ωj , ωℓ〉 = cos tj cos tℓ + sin tj sin tℓ〈ω˜j , ω˜ℓ〉,
where 〈ω˜j , ω˜ℓ〉 denotes the inner product in R
n−1. Thus G(ω1, ω2, . . . , ωk) is equal
to∣∣∣∣∣∣∣∣∣∣∣∣
1 cos t2 cos t3 . . . cos tk
cos t2 〈ω2, ω2〉 〈ω2, ω3〉 . . . 〈ω2, ωk〉
cos t3 〈ω3, ω2〉 〈ω3, ω3〉 . . . 〈ω3, ωk〉
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
cos tk 〈ωk, ω2〉 〈ωk, ω3〉 . . . 〈ωk, ωk〉
∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣
1 cos t2 cos t3 . . . cos tk
0 1− cos2 t2 〈ω2, ω3〉 − cos t2 cos t3 . . . 〈ω2, ωk〉 − cos t2 cos tk
0 〈ω3, ω2〉 − cos t3 cos t2 1− cos
2 t3 . . . 〈ω3, ωk〉 − cos t3 cos tk
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 〈ωk, ω2〉 − cos tk cos t2 〈ωk, ω3〉 − cos tk cos t3 . . . 1− cos
2 tk
∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
sin2 t2 sin t2 sin t3〈ω˜2, ω˜3〉 . . . sin t2 sin tk〈ω˜2, ω˜k〉
sin t3 sin t2〈ω˜3, ω˜2〉 sin
2 t3 . . . sin t3 sin tk〈ω˜3, ω˜k〉
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
sin tk sin t2〈ω˜k, ω˜2〉 sin tk sin t3〈ω˜k, ω˜3〉 . . . sin
2 tk
∣∣∣∣∣∣∣∣∣∣
= sin2 t2 sin
2 t3 . . . sin
2 tk
∣∣∣∣∣∣∣∣∣∣
1 〈ω˜2, ω˜3〉 . . . 〈ω˜2, ω˜k〉
〈ω˜3, ω˜2〉 1 . . . 〈ω˜3, ω˜k〉
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
〈ω˜k, ω˜2〉 〈ω˜k, ω˜3〉 . . . 1
∣∣∣∣∣∣∣∣∣∣
= sin2 t2 sin
2 t3 . . . sin
2 tkG(ω˜2, . . . , ω˜k).
This completes the proof. 
Choose O ∈ SO(N) so that O−1ω1 = e1. Then, by changing variables and
applying Lemma 4.4, we have∫
f2(ω2)Ω(ω1, ω2) dω2 = c
∫
(Sn−2)k−1
F (f2(O·)(ω˜2) . . . F (fk(O·)(ω˜k)
×
n∏
j=k+1
∫
Sk−2
θ(ω˜2,...,ω˜k)
F (fj(O·)(ω˜j) dλθ(ω˜2,...,ω˜k)(ω˜j)
× |G(ω˜2, . . . , ω˜k)|
(k−n)/2 dω˜2 . . . dω˜k.
By Lemma 2.4 this is equal to
22 SHUICHI SATO
c
∫
Gk−1,n−1
∫
(Sk−2θ )
k−1
F (f2(O·)(ω˜2) . . . F (fk(O·)(ω˜k)
×
n∏
j=k+1
∫
Sk−2θ
F (fj(O·)(ω˜j) dλθ(ω˜j)dλθ(ω˜2) . . . dλθ(ω˜k) dσ(θ)
= c
∫
Gk−1,n−1
n∏
j=2
Sk−1,n−1(F (fj(O·)))(θ) dσ(θ).
We have Proposition 4.1 for Bk−1,m, m > k − 1, as the induction hypothesis
and hence we have the inequality of Theorem 1.2 for Sk−1,m. Thus by Ho¨lder’s
inequality and the induction hypothesis, we have
∣∣∣∣∣∣
∫
Gk−1,n−1
n∏
j=2
Sk−1,n−1(F (fj(O·))(θ) dσ(θ)
∣∣∣∣∣∣ ≤
n∏
j=2
‖Sk−1,n−1(F (fj(O·))‖n−1
≤ C
n∏
j=2
‖F (fj(O·))‖(n−1)/(k−1),n−1
≤ C
n∏
j=2
‖F (fj(O·))‖(n−1)/(k−1).
Applying (4.3) with α = k,
‖F (fj(O·))‖(n−1)/(k−1) ≤ C‖fj‖(n−1)/(k−1),1.
This estimate is uniform in O and hence in ω1. Thus we have∣∣∣∣∫ f1(ω1)f2(ω2)Ω(ω1, ω2) dω1 dω2∣∣∣∣ ≤ C‖f1‖1 n∏
j=2
‖fj‖(n−1)/(k−1),1.
By (4.4) this proves (4.1) for Bk,n.
5. Interpolation arguments and proofs of Propositions 3.1and 4.2
By (3.5) we can show the following result, which will be used in proving Propo-
sition 3.1.
Lemma 5.1. Suppose that 1 ≤ k < n. Let 1 < p0, p1, . . . , pn <
n
k ,
∑n
j=0
1
pj
= k+1.
Then
|Ak,n(f0, f1, . . . , fn)| ≤ C‖f0‖p0,1‖f1‖p1,∞ . . . ‖fn‖pn,∞.
When p = ∞, we consider only the case q = ∞ in Lp,q. We need the following
interpolation results.
Lemma 5.2. Let 1 ≤ v, w ≤ ∞ and
1
v
+
1
w
= 1.
Let 0 < θ < 1. Let 1 ≤ si, ui, ai, bi ≤ ∞, i = 0, 1. We assume that ai = 1 if si = 1
and that bi = 1 if ui = 1. Define Ai = L
si,ai(Rn), Bi = L
ui,bi(Rn), i = 0, 1, and
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A¯ = (A0, A1), B¯ = (B0, B1). Then A¯θ,v = L
s,v(Rn), where
1
s
=
1− θ
s0
+
θ
s1
and we require
1
v
=
1− θ
a0
+
θ
a1
if s0 = s1 and also B¯θ,w = L
u,w(Rn), where
1
u
=
1− θ
u0
+
θ
u1
and we assume
1
w
=
1− θ
b0
+
θ
b1
if u0 = u1. (See [1, Chap. 3] for A¯θ,v.) Suppose that T : Ai ×Bi → C be a bilinear
operator such that
|T (f1, f2)| ≤Mi‖f1‖Ai‖f2‖Bi , i = 0, 1.
We assume that
T (f1, f2) = Ak,n(g0, g1, . . . , gn)
with f1 = gj, f2 = gk for some fixed j, k, j 6= k; functions except for gj, gk are
fixed. Also, all functions gj are initially assumed to be continuous and compactly
supported. Then
|T (f1, f2)| ≤ CM
1−θ
1 M
θ
2 ‖f1‖A¯θ,v‖f2‖B¯θ,w = CM
1−θ
1 M
θ
2 ‖f1‖Ls,v‖f2‖Lu,w .
See [11] and [19] for results relevant to Lemma 5.2.
We also need the following.
Lemma 5.3. Let 1 ≤ p, r, q, q0, q1 ≤ ∞, r ≤ q0, q1, 0 < θ, η < 1,
1
q
=
1− η
q0
+
η
q1
,
1
p
=
1− θ
r
, r < p.
Then
(Lp,q0 , Lp,q1)η,q = (L
r, L∞)θ,q = L
p,q = (Lp,q0 , Lp,q1)[η].
In the conclusion of the lemma, the equality of spaces means that the spaces are
equal with equivalent norms; we also have this rule for description in what follows.
Here we recall A¯[θ], where A¯ = (A0, A1) denotes a compatible pair of normed
vector spaces (see 2.3 of [1]). Let F(A¯) be the space of all continuous functions
f from S = {z ∈ C : 0 ≤ Re z ≤ 1} to Σ(A¯) = A0 + A1 which are analytic in
S0 = {z ∈ C : 0 < Re z < 1} and functions fj(t) = f(j + it), t ∈ R, are Aj-valued
continuous functions on R with respect to Aj-norm such that lim|t|→∞ ‖fj(t)‖Aj =
0, j = 0, 1.
Let 0 < θ < 1 and
A¯[θ] = {a ∈ Σ(A¯) : a = f(θ) for some f ∈ F(A¯)}.
We define
‖a‖A¯[θ] = inf{‖f‖F(A¯) : a = f(θ), f ∈ F(A¯)},
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where
‖f‖F(A¯) = max
(
sup
t∈R
‖f(it)‖A0, sup
t∈R
‖f(1 + it)‖A1
)
.
We also write ‖a‖[θ] for ‖a‖A¯[θ] when A¯ is fixed. (See [1, Chap. 4].)
Lemma 5.4. Let 0 < η < 1. Let 1 ≤ ai, bi ≤ ∞, i = 0, 1 and 1 < s, u ≤ ∞. Define
v, w by
1
v
=
1− η
a0
+
η
a1
,
1
w
=
1− η
b0
+
η
b1
.
Let T : Ls,ai × Lu,bi → C be as in Lemma 5.2. Suppose that
|T (f1, f2)| ≤Mi‖f1‖Ls,ai‖f2‖Lu,bi , i = 0, 1.
Then
|T (f1, f2)| ≤ CM
1−η
0 M
η
1 ‖f1‖Ls,v‖f2‖Lu,w .
Proof. By Theorem 4.4.1 of [1], we have
|T (f1, f2)| ≤M
1−η
0 M
η
1 ‖f1‖(Ls,a0 ,Ls,a1)[η]‖f2‖(Lu,b0 ,Lu,b1)
[η]
.
From this and Lemma 5.3, the conclusion follows. 
Remark 5.5. We have analogues of Lemmas 5.2 and 5.4 for the Lorentz spaces
over Sn−1, where the operator T is replaced with the one defined by using Bk,n in
Section 4.
We shall give proofs of Lemmas 5.2 and 5.3 in Sections 6 and 8.
Proof of Lemma 5.1. We may assume
k
n
<
1
p0
≤
1
p1
≤ · · · ≤
1
pn
< 1,
n∑
j=0
1
pj
= k + 1.
Define θ0 ∈ (0, 1) and u1 by
1
p0
= (1− θ0)
k
n
+ θ0,
1
u1
= (1− θ0) + θ0
k
n
.
Then
1
p0
+
1
u1
= 1+
k
n
and
1
pn
<
1
u1
,
since if 1pn ≥
1
u1
, then
1
p0
+
1
pn
≥
1
p0
+
1
u1
=
n+ k
n
,
and so
1
p0
+
1
pn
+
1
p1
+ · · ·+
1
pn−1
>
n+ k
n
+
k
n
(n− 1) = k + 1,
which contradicts our assumption. Next, define θ1 ∈ (0, 1) and u2 by
1
p1
= (1 − θ1)
k
n
+ θ1
1
u1
,
1
u2
= (1− θ1)
1
u1
+ θ1
k
n
.
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Then
1
p1
+
1
u2
=
k
n
+
1
u1
and if n ≥ 3,
1
pn
<
1
u2
,
since if we would have 1pn ≥
1
u2
, then using
1
p0
+
1
p1
+
1
u2
=
1
p0
+
1
u1
+
k
n
=
n+ 2k
n
,
we would have
1
p0
+
1
p1
+
1
pn
≥
1
p0
+
1
p1
+
1
u2
=
n+ 2k
n
,
and hence
1
p0
+
1
p1
+
1
pn
+
1
p2
+ · · ·+
1
pn−1
>
n+ 2k
n
+
k
n
(n− 2) = k + 1,
which violates our assumption. Also, if n = 2, 1/p2 = 1/u2.
After defining θj−1 and uj, similarly, we can define θj ∈ (0, 1) and uj+1 by
1
pj
= (1− θj)
k
n
+ θj
1
uj
,
1
uj+1
= (1− θj)
1
uj
+ θj
k
n
for j = 1, 2, . . . , n− 1. Then
1
pj
+
1
uj+1
=
k
n
+
1
uj
.
We have
1
pn
<
1
uj+1
, 0 ≤ j ≤ n− 2.
To see this we observe
1
p0
+
1
p1
+ · · ·+
1
pj
+
1
uj+1
=
1
p0
+ · · ·+
1
pj−1
+
1
uj
+
k
n
=
1
p0
+ · · ·+
1
pj−2
+
1
uj−1
+
2k
n
= . . .
=
1
p0
+
1
u1
+
jk
n
.
Thus if 1pn ≥
1
uj+1
, then
1
p0
+
1
p1
+ · · ·+
1
pj
+
1
pn
≥
1
p0
+
1
p1
+ · · ·+
1
pj
+
1
uj+1
=
1
p0
+
1
u1
+
jk
n
=
n+ (j + 1)k
n
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and hence
1
p0
+
1
p1
+ · · ·+
1
pj
+
1
pn
+
1
pj+1
+ · · ·+
1
pn−1
>
n+ (j + 1)k
n
+
k
n
(n− j − 1)
= k + 1,
which contradicts our assumption. Also, we have
1
un
=
1
pn
since
1
p0
+
1
p1
+ · · ·+
1
pn−1
+
1
un
=
n+ nk
n
= k + 1.
We write A = |Ak,n(f0, f1, . . . , fn)|. By (3.5) and symmetry, we have
A ≤ C‖f0‖n/k,1‖f1‖1‖f2‖n/k,1‖f3‖n/k,1 . . . ‖fn‖n/k,1,
A ≤ C‖f0‖1‖f1‖n/k,1‖f2‖n/k,1‖f3‖n/k,1 . . . ‖fn‖n/k,1.
Interpolating by using Lemma 5.2 and applying symmetry,
A ≤ C‖f0‖p0,∞‖f1‖u1,1‖f2‖n/k,1‖f3‖n/k,1 . . . ‖fn‖n/k,1,
A ≤ C‖f0‖p0,∞‖f1‖n/k,1‖f2‖u1,1‖f3‖n/k,1 . . . ‖fn‖n/k,1.
Using Lemma 5.2 and symmetry,
A ≤ C‖f0‖p0,∞‖f1‖p1,∞‖f2‖u2,1‖f3‖n/k,1 . . . ‖fn‖n/k,1,
A ≤ C‖f0‖p0,∞‖f1‖p1,∞‖f2‖n/k,1‖f3‖u2,1 . . . ‖fn‖n/k,1.
Continuing this procedure,
A ≤ C‖f0‖p0,∞‖f1‖p1,∞ . . . ‖fn−2‖pn−2,∞‖fn−1‖un−1,1‖fn‖n/k,1,
A ≤ C‖f0‖p0,∞‖f1‖p1,∞ . . . ‖fn−2‖pn−2,∞‖fn−1‖n/k,1‖fn‖un−1,1.
Interpolating between these estimates, we have
A ≤ C‖f0‖p0,∞‖f1‖p1,∞ . . . ‖fn−2‖pn−2,∞‖fn−1‖pn−1,∞‖fn‖un,1.
This and symmetry complete the proof, since un = pn.

Proof of Proposition 3.1. We also write A = |Ak,n(f0, f1, . . . , fn)|. By Lemma 5.1,
A ≤ C‖f0‖p0,1‖f1‖p1,∞‖f1‖p2,∞ . . . ‖fn−2‖pn−2,∞‖fn−1‖pn−1,∞‖fn‖pn,∞,
A ≤ C‖f0‖p0,∞‖f1‖p1,1‖f1‖p2,∞ . . . ‖fn−2‖pn−2,∞‖fn−1‖pn−1,∞‖fn‖pn,∞.
Since
1
n+ 1
=
1
1
1
n+ 1
+
1
∞
n
n+ 1
,
n
n+ 1
=
1
∞
1
n+ 1
+
1
1
n
n+ 1
,
1
n+ 1
+
n
n+ 1
= 1,
by Lemma 5.2 in the case s0 = s1 and u0 = u1 or Lemma 5.4 and symmetry, we
have
A ≤ C‖f0‖p0,n+1‖f1‖p1,n+1n
‖f2‖p2,∞‖f3‖p3,∞ . . . ‖fn−2‖pn−2,∞‖fn−1‖pn−1,∞‖fn‖pn,∞,
A ≤ C‖f0‖p0,n+1‖f1‖p1,∞‖f2‖p2,n+1n
‖f3‖p3,∞ . . . ‖fn−2‖pn−2,∞‖fn−1‖pn−1,∞‖fn‖pn,∞.
Since
1
n+ 1
=
n
n+ 1
1
n
+
1
∞
n− 1
n
,
n− 1
n+ 1
=
1
∞
1
n
+
n
n+ 1
n− 1
n
,
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by Lemma 5.4 and symmetry, we have
A ≤ C‖f0‖p0,n+1‖f1‖p1,n+1‖f2‖p2, n+1n−1
‖f3‖p3,∞ . . . ‖fn−1‖pn−1,∞‖fn‖pn,∞,
A ≤ C‖f0‖p0,n+1‖f1‖p1,n+1‖f2‖p2,∞‖f3‖p3,n+1n−1
. . . ‖fn−1‖pn−1,∞‖fn‖pn,∞.
(Note that 1/(n+ 1) + (n− 1)/(n+ 1) = n/(n+ 1) 6= 1.) In general, since
1
n+ 1
=
n− j + 1
n+ 1
1
n− j + 1
+
1
∞
n− j
n− j + 1
,
n− j
n+ 1
=
1
∞
1
n− j + 1
+
n− j + 1
n+ 1
n− j
n− j + 1
,
1
n− j + 1
+
n− j
n− j + 1
= 1,
interpolating by using Lemma 5.4 between the estimates:
A ≤ C‖f0‖p0,n+1 . . . ‖fj−1‖pj−1,n+1
× ‖fj‖pj , n+1n−j+1
‖fj+1‖pj+1,∞‖fj+2‖pj+2,∞ . . . ‖fn‖pn,∞,
A ≤ C‖f0‖p0,n+1 . . . ‖fj−1‖pj−1,n+1
× ‖fj‖pj ,∞‖fj+1‖pj+1, n+1n−j+1
‖fj+2‖pj+2,∞ . . . ‖fn‖pn,∞
for j ≤ n− 1, we have
A ≤ C‖f0‖p0,n+1 . . . ‖fj−1‖pj−1,n+1
× ‖fj‖pj ,n+1‖fj+1‖pj+1,n+1n−j
‖fj+2‖pj+2,∞ . . . ‖fn‖pn,∞
for j ≤ n− 2, and for j = n− 1 this becomes
A ≤ C‖f0‖p0,n+1 . . . ‖fn‖pn,n+1,
which completes the proof of Proposition 3.1 by induction. 
Next, we prove Proposition 4.2 from (4.1) by interpolation arguments as above.
Recall (4.1):
|Bk,n(f1, . . . , fn)| ≤ C‖f1‖1
n∏
j=2
‖fj‖(n−1)/(k−1),1.
Let
k − 1
n− 1
<
1
pj
< 1, 1 ≤ j ≤ n,
n∑
j=1
1
pj
= k.
Then using Remark 5.5 with (4.1) and arguing as in the proof of Lemma 5.1 from
(3.5), by taking n− 1 and k − 1 for n and k, respectively, we have
(5.1) |Bk,n(f1, . . . , fn)| ≤ C‖f1‖p0,∞ . . . ‖fn−1‖pn−1,∞‖fn‖pn,1.
Similarly, as Lemma 5.1 proves Proposition 3.1, (5.1) and Remark 5.5 imply
|Bk,n(f1, . . . , fn)| ≤ C
n∏
j=1
‖fj‖pj ,n.
This completes the proof of Proposition 4.2.
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6. Proof of Lemma 5.2
Let A¯ = (A0, A1), B¯ = (B0, B1) and let S(A¯, v, θ) = S(A¯, (v, v), θ), S(B¯, w, θ) =
S(B¯, (w,w), θ). Here S(A¯, (r0, r1), θ) is the subspace of Σ(A¯) consisting of all a ∈
Σ(A¯) such that
(6.1) a =
∫ ∞
0
u(t)
dt
t
,
with u(t) ∈ ∆(A¯) = A0 ∩A1 for all t > 0 (see [1, 2.3]), and the integral is taken in
Σ(A¯); further it is assumed that
max
(∥∥t−θu(t)∥∥
Lr0(A0,dt/t)
,
∥∥t1−θu(t)∥∥
Lr1(A1,dt/t)
)
<∞,
where
‖U(t)‖Lrj (Aj ,dt/t) =
(∫ ∞
0
‖U(t)‖
rj
Aj
dt
t
)1/rj
,
with the usual modification when rj =∞. (See [1, 3.12]).) The norm is defined as
‖a‖S(A¯,(r0,r1),θ)
= inf
{
max
(∥∥t−θu(t)∥∥
Lr0(A0,dt/t)
,
∥∥t1−θu(t)∥∥
Lr1(A1,dt/t)
)
: u is as in (6.1)
}
.
We assume that u has the form
(6.2) u(t)(x) =
M∑
j=1
Fj(x)mj(t),
where Fj ∈ A0 ∩A1 and mj is a bounded measurable function on (0,∞) supported
on a compact subinterval of (0,∞).
We assume that a ∈ ∆(A¯) is expressed as in (6.1) with u as in (6.2):
a =
∫ ∞
0
u(t)
dt
t
=
M∑
j=1
cjFj , cj =
∫ ∞
0
mj(t)
dt
t
.
We note that ‖u(t)‖Aj is measurable in t for j = 0, 1 and define
‖a‖S∗(A¯,q,θ) = inf
{
max
(∥∥t−θu(t)∥∥
Lq(A0,dt/t)
,
∥∥t1−θu(t)∥∥
Lq(A1,dt/t)
)
:
a and u are as in (6.1) and u is as in (6.2)
}
.
Let f1, f2 be continuous functions on R
n with compact support. Let u1, u2 be
as in (6.2) such that
fi =
∫ ∞
0
ui(t)
dt
t
, i = 1, 2.
We choose an infinitely differentiable non-negative function ϕ on Rn with compact
support and with integral 1. Put ϕǫ(x) = ǫ
−nϕ(ǫ−1x) with ǫ > 0. Let f
(ǫ)
i = fi ∗ϕǫ
and
u
(ǫ)
i (t)(x) =
M∑
j=1
F˜
(i)
j ∗ ϕǫ(x)mj(t),
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where F˜
(i)
j = F
(i)
j χK with χK denoting the characteristic function of a compact set
K in Rn, if
ui(t)(x) =
M∑
j=1
F
(i)
j (x)mj(t).
Then if K is sufficiently large according to the supports of f1, f2, we see that
f
(ǫ)
i =
∫ ∞
0
u
(ǫ)
i (t)
dt
t
, i = 1, 2.
Further, we see that F˜
(i)
j ∗ ϕǫ is compactly supported and continuous. So we can
define
wǫ(t) =
∫ ∞
0
T
(
u
(ǫ)
1
(
t
t1
)
, u
(ǫ)
2 (t1)
)
dt1
t1
,
which satisfies
(6.3) T (f
(ǫ)
1 , f
(ǫ)
2 ) =
∫ ∞
0
wǫ(t)
dt
t
.
For θ ∈ (0, 1), we have
(6.4)
∣∣∣∣∫ ∞
0
wǫ(t)
dt
t
∣∣∣∣ ≤ Cθ‖t−θwǫ(t)‖1−θ∞ ‖t1−θwǫ(t)‖θ∞.
To see this we evaluate the integral on the left hand side as follows:∣∣∣∣∫ ∞
0
wǫ(t)
dt
t
∣∣∣∣ ≤
∣∣∣∣∣
∫ A
0
wǫ(t)
dt
t
∣∣∣∣∣+
∣∣∣∣∫ ∞
A
wǫ(t)
dt
t
∣∣∣∣
≤ ‖t−θwǫ(t)‖∞
∣∣∣∣∣
∫ A
0
tθ−1 dt
∣∣∣∣∣+ ‖t1−θwǫ(t)‖∞
∣∣∣∣∫ ∞
A
t−2+θ dt
∣∣∣∣
=
1
θ
Aθ‖t−θwǫ(t)‖∞ +
1
1− θ
Aθ−1‖t1−θwǫ(t)‖∞
= 2θθ−1(1− θ)−θ‖t−θwǫ(t)‖
1−θ
∞ ‖t
1−θwǫ(t)‖
θ
∞,
where A = θ(1− θ)−1‖t−θwǫ(t)‖
−1
∞ ‖t
1−θwǫ(t)‖∞. Now, by Ho¨lder’s inequality,
|t−θwǫ(t)| ≤M0
∫ ∞
0
t−θ‖u
(ǫ)
1 (tt
−1
1 )‖A0‖u
(ǫ)
2 (t1)‖B0
dt1
t1
≤M0‖t
−θu
(ǫ)
1 (t)‖Lv(A0,dt/t)‖t
−θu
(ǫ)
2 (t)‖Lw(B0,dt/t).
Similarly,
|t1−θwǫ(t)| ≤M1‖t
1−θu
(ǫ)
1 (t)‖Lv(A1,dt/t)‖t
1−θu
(ǫ)
2 (t)‖Lw(B1,dt/t).
Thus by (6.3) and (6.4) we have
|T (f
(ǫ)
1 , f
(ǫ)
2 )| ≤ CθM
1−θ
0 M
θ
1 ‖t
−θu
(ǫ)
1 (t)‖
1−θ
Lv(A0,dt/t)
‖t1−θu
(ǫ)
1 (t)‖
θ
Lv(A1,dt/t)
× ‖t−θu
(ǫ)
2 (t)‖
1−θ
Lw(B0,dt/t)
‖t1−θu
(ǫ)
2 (t)‖
θ
Lw(B1,dt/t)
≤ CθM
1−θ
0 M
θ
1 ‖t
−θu1(t)‖
1−θ
Lv(A0,dt/t)
‖t1−θu1(t)‖
θ
Lv(A1,dt/t)
× ‖t−θu2(t)‖
1−θ
Lw(B0,dt/t)
‖t1−θu2(t)‖
θ
Lw(B1,dt/t)
,
where the last inequality follows since
‖u
(ǫ)
1 (t)‖Ai ≤ C‖u1(t)‖Ai , ‖u
(ǫ)
2 (t)‖Bi ≤ C‖u2(t)‖Bi , i = 1, 2,
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with a constant C independent of ǫ > 0. Letting ǫ→ 0, we have
|T (f1, f2)| ≤ CθM
1−θ
0 M
θ
1 ‖t
−θu1(t)‖
1−θ
Lv(A0,dt/t)
‖t1−θu1(t)‖
θ
Lv(A1,dt/t)
× ‖t−θu2(t)‖
1−θ
Lw(B0,dt/t)
‖t1−θu2(t)‖
θ
Lw(B1,dt/t)
,
and hence, taking u1, u2 suitably, we see that
|T (f1, f2)| ≤ CθM
1−θ
0 M
θ
1 ‖f1‖S∗(A¯,v,θ)‖f2‖S∗(B¯,w,θ).
This and Lemma 6.1 below imply
|T (f1, f2)| ≤ CθM
1−θ
0 M
θ
1 ‖f1‖A¯θ,v‖f2‖B¯θ,w .
The relation A¯θ,v = L
s,v, B¯θ,w = L
u,w claimed in the lemma follows from Theorem
5.3.1 of [1].
Lemma 6.1. Let 1 ≤ q ≤ ∞ and 0 < θ < 1. Then ‖a‖S∗(A¯,q,θ) ∼ ‖a‖A¯θ,q for
a ∈ ∆(A¯).
See [1, Theorem 3.12.1] for the case q <∞ and [1, 3.14.12] for the case q =∞ .
We give a proof of Lemma 6.1 in the following section.
7. Proof of Lemma 6.1
Let S(A¯, (r0, r1), θ) be the subspace of Σ(A¯) of all a ∈ Σ(A¯) such that
(7.1) a = a0(t) + a1(t) for every t > 0, with∥∥t−θa0(t)∥∥Lr0(A0,dt/t) <∞, ∥∥t1−θa1(t)∥∥Lr1(A1,dt/t) <∞.
The norm is defined as
‖a‖S(A¯,(r0,r1),θ)
= inf
{∥∥t−θa0(t)∥∥Lr0(A0,dt/t) + ∥∥t1−θa1(t)∥∥Lr1(A1,dt/t) : a0, a1 are as in (7.1)} .
Let S(A¯, q, θ) = S(A¯, (q, q), θ).
We assume that
a0(t)(x) =
M∑
j=1
Gj(x)gj(t),(7.2)
a1(t)(x) =
M∑
j=1
Hj(x)hj(t),
where Gj , Hj ∈ A0∩A1 and gj , hj are bounded measurable functions supported on
[ǫ,∞) and (0, τ ], respectively, for some ǫ, τ > 0.
Let a ∈ ∆(A¯) and
‖a‖S∗(A¯,q,θ)
= inf
{∥∥t−θa0(t)∥∥Lq(A0,dt/t) + ∥∥t1−θa1(t)∥∥Lq(A1,dt/t) : (a0, a1) ∈ G(a, A¯)} ,
where
G(a, A¯) = {(a0, a1) : a0, a1 are as in (7.2) and a = a0(s) + a1(s) for all s > 0} .
The conclusion of Lemma 6.1 follows from the next two results.
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(7.3) ‖a‖S∗(A¯,q,θ) ∼ ‖a‖S∗(A¯,q,θ),
(7.4) ‖a‖S∗(A¯,q,θ) ∼ ‖a‖A¯θ,q ,
where a ∈ ∆(A¯).
We note that A¯θ,q is as in [1, Chap.3], although the norms of S
∗(A¯, q, θ) and
S∗(A¯, q, θ) are stated in expressions slightly different from those of S(A¯, q, θ) and
S(A¯, q, θ), respectively.
Proof of (7.3). We first prove ‖a‖S∗(A¯,q,θ) & ‖a‖S∗(A¯,q,θ). Let a =
∫∞
0
u(s)ds/s
with u satisfying (6.2). If we define
a0(t) =
∫ 1
0
u(ts)
ds
s
, a1(t) =
∫ ∞
1
u(ts)
ds
s
,
then (a0, a1) ∈ G(a, A¯) and∥∥t−θa0(t)∥∥Lq(A0,dt/t) ≤ θ−1 ∥∥t−θu(t)∥∥Lq(A0,dt/t) ,∥∥t1−θa1(t)∥∥Lq(A1,dt/t) ≤ (1− θ)−1 ∥∥t1−θu(t)∥∥Lq(A1,dt/t) .
This implies that ‖a‖S∗(A¯,q,θ) ≤ Cθ‖a‖S∗(A¯,q,θ).
Next, let (a0, a1) ∈ G(a, A¯). Take ϕ ∈ C
∞
0 (R) such that supp(ϕ) ⊂ [1, 2] and∫∞
0
ϕ(s) ds/s = 1. Define
bj(t) =
∫ ∞
0
ϕ(s)aj(ts
−1)
ds
s
=
∫ ∞
0
ϕ(ts−1)aj(s)
ds
s
.
Then a = b0(t) + b1(t), b0(t) = 0 if t is small, b1(t) = 0 if t is large. Also we have
‖t−θtb′0(t)‖Lq(A0,dt/t) ≤ C‖t
−θa0(t)‖Lq(A0,dt/t),(7.5)
‖t1−θtb′1(t)‖Lq(A1,dt/t) ≤ C‖t
1−θa1(t)‖Lq(A1,dt/t).(7.6)
Let
u(t) = tb′0(t) = −tb
′
1(t) ∈ ∆(A¯).
Then, u is supported in a compact subinterval of (0,∞) and u is as in (6.2). We
note that ∫ ∞
0
u(t)
dt
t
=
∫ 1
0
b′0(t) dt−
∫ ∞
1
b′1(t) dt = b0(1) + b1(1) = a.
Thus
‖a‖S∗(A¯,q,θ) ≤ Cmax
(
‖t−θtb′0(t)‖Lq(A0,dt/t), ‖t
1−θtb′1(t)‖Lq(A1,dt/t)
)
.
By this and (7.5), (7.6) we have ‖a‖S∗(A¯,q,θ) ≤ C‖a‖S∗(A¯,q,θ). This completes the
proof of (7.3). 
Proof of (7.4). We first consider the case q <∞. We easily see that
‖a‖S∗(A¯,q,θ) ∼ inf
(a0,a1)∈G(a,A¯)
(∥∥t−θa0(t)∥∥qLq(A0,dt/t) + ∥∥t1−θa1(t)∥∥qLq(A1,dt/t))1/q .
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This implies
‖a‖q
S∗(A¯,q,θ)
&
∫ ∞
0
inf
(a0,a1)∈G(a,A¯)
(
t−qθ ‖a0(t)‖
q
A0
+ tq(1−θ) ‖a1(t)‖
q
A1
) dt
t
(7.7)
&
∫ ∞
0
(
t−θK(t, a;A0, A1)
)q dt
t
,
where K is the functional as in [1, Chap. 3]. It follows that
(7.8) ‖a‖(A0,A1)θ,q ≤ C‖a‖S∗(A¯,q,θ).
Next we prove the reverse inequality. We note the following.
∫ ∞
0
t−qθK(t, a;A0, A1)
q dt
t
∼
∞∑
k=−∞
2−kqθK(2k, a;A0, A1)
q
&
∞∑
k=−∞
2−kqθ
(
‖a0(2
k)‖qA0 + 2
kq‖a1(2
k)‖qA1
)
− ǫ
&
∑
k
∫ ∞
0
t−qθ
(∥∥a0(2k)χ[2k,2k+1)(t)∥∥qA0 + tq ∥∥a1(2k)χ[2k,2k+1)(t)∥∥qA1) dtt − cǫ
&
∫ ∞
0
t−qθ
∥∥∥∥∥∑
k
a0(2
k)χ[2k,2k+1)(t)
∥∥∥∥∥
q
A0
+ tq
∥∥∥∥∥∑
k
a1(2
k)χ[2k,2k+1)(t)
∥∥∥∥∥
q
A1
 dt
t
− cǫ,
for any ǫ > 0 with some a0(2
k) ∈ A0, a1(2
k) ∈ A1 such that a = a0(2
k) + a1(2
k).
We note that a0(2
k), a1(2
k) ∈ A0 ∩ A1 since a ∈ A0 ∩ A1. Thus we have
∫ ∞
0
t−qθK(t, a;A0, A1)
q dt
t
&
∫ ∞
0
∥∥∥∥∥t−θ∑
k
a0(2
k)χ[2k,2k+1)(t)
∥∥∥∥∥
q
A0
+
∥∥∥∥∥t1−θ∑
k
a1(2
k)χ[2k,2k+1)(t)
∥∥∥∥∥
q
A1
 dt
t
− cǫ
= lim
M→∞
∫ ∞
0
∥∥∥∥∥t−θ
M∑
k=−M
a0(2
k)χ[2k,2k+1)(t)
∥∥∥∥∥
q
A0
+
∥∥∥∥∥t1−θ
M∑
k=−M
a1(2
k)χ[2k,2k+1)(t)
∥∥∥∥∥
q
A1
 dt
t
− cǫ
=: I.
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To comply with the definition of the norm of S∗(A¯, q, θ) in (7.4) (see (7.2)), this
may be modified as follows.
I = lim
M→∞
∫ ∞
0
∥∥∥∥∥t−θ
(
M∑
k=−M
a0(2
k)χ[2k,2k+1)(t) + aχ[2M+1,∞)(t)
)∥∥∥∥∥
q
A0
+
∥∥∥∥∥t1−θ
(
M∑
k=−M
a1(2
k)χ[2k,2k+1)(t) + aχ(0,2−M )(t)
)∥∥∥∥∥
q
A1
 dt
t
− cǫ.
& inf
(a0,a1)∈G(a,A¯)
(∥∥t−θa0(t)∥∥qLq(A0,dt/t) + ∥∥t1−θa1(t)∥∥qLq(A1,dt/t))− cǫ
& ‖a‖q
S∗(A¯,q,θ)
− cǫ,
which implies that
(7.9)
∫ ∞
0
t−qθK(t, a;A0, A1)
q dt
t
& ‖a‖q
S∗(A¯,q,θ)
.
Combining this with (7.8), we have
‖a‖S∗(A¯,q,θ) ∼ ‖a‖(A0,A1)θ,q .
The case q = ∞ can be handled by an obvious modification of the arguments
for the case q <∞ as follows. As in (7.7), we have
‖a‖S∗(A¯,∞,θ) = inf
(a0,a1)∈G(a,A¯)
(
sup
t>0
t−θ ‖a0(t)‖A0 + sup
t>0
t1−θ ‖a1(t)‖A1
)
(7.10)
≥ inf
(a0,a1)∈G(a,A¯)
sup
t>0
t−θ
(
‖a0(t)‖A0 + t ‖a1(t)‖A1
)
≥ sup
t>0
t−θK(t, a;A0, A1)
= ‖a‖(A0,A1)θ,∞ .
Next, we prove the reverse inequality. As in the proof of (7.9) we have
sup
t>0
t−θK(t, a;A0, A1) ∼ sup
k∈Z
2−kθK(2k, a;A0, A1)
& sup
k∈Z
2−kθ
(
‖a0(2
k)‖A0 + 2
k‖a1(2
k)‖A1
)
− ǫ
& sup
t>0
t−θ
∥∥∥∥∥∑
k∈Z
a0(2
k)χ[2k,2k+1)(t)
∥∥∥∥∥
A0
+ t
∥∥∥∥∥∑
k∈Z
a1(2
k)χ[2k,2k+1)(t)
∥∥∥∥∥
A1
− cǫ.
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We modify this as follows to comply with the definition of the norm of S∗(A¯, q, θ)
in (7.4).
sup
t>0
t−θK(t, a;A0, A1)
& lim
M→∞
sup
t>0
∥∥∥∥∥t−θ
(
M∑
k=−M
a0(2
k)χ[2k,2k+1)(t) + aχ[2M+1,∞)(t)
)∥∥∥∥∥
A0
+
∥∥∥∥∥t1−θ
(
M∑
k=−M
a1(2
k)χ[2k,2k+1)(t) + aχ(0,2−M )(t)
)∥∥∥∥∥
A1
− cǫ
≥
1
2
lim
M→∞
sup
t>0
∥∥∥∥∥t−θ
(
M∑
k=−M
a0(2
k)χ[2k,2k+1)(t) + aχ[2M+1,∞)(t)
)∥∥∥∥∥
A0
+sup
t>0
∥∥∥∥∥t1−θ
(
M∑
k=−M
a1(2
k)χ[2k,2k+1)(t) + aχ(0,2−M )(t)
)∥∥∥∥∥
A1
− cǫ
& inf
(a0,a1)∈G(a,A¯)
(∥∥t−θa0(t)∥∥L∞(A0,dt/t) + ∥∥t1−θa1(t)∥∥L∞(A1,dt/t))− cǫ
= ‖a‖S∗(A¯,∞,θ) − cǫ
for all ǫ > 0, where the first inequality holds since 0 < θ < 1. Thus it follows that
(7.11)
∥∥t−θK(t, a;A0, A1)∥∥L∞(dt/t) & ‖a‖S∗(A¯,∞,θ).
By (7.10) and (7.11) we have
‖a‖S∗(A¯,∞,θ) ∼ ‖a‖(A0,A1)θ,∞ .
This proves (7.4) for q =∞.

This completes the proof of Lemma 6.1. We refer to [11] and [1, 3.12] for relevant
results.
8. Proof of Lemma 5.3
To prove Lemma 5.3, we need the next two results.
Lemma 8.1. Let f ∈ Lp + L∞, 1 ≤ p <∞. Then
(8.1) K(t, f ;Lp, L∞) ∼
(∫ tp
0
(f∗(s))p ds
)1/p
,
where f∗ denotes the nonincreasing rearrangement of f .
Lemma 8.2. Suppose that 1 ≤ p ≤ q ≤ ∞ and p < ∞. Let 1/r = (1 − θ)/p,
0 < θ < 1. Then
(8.2) (Lp, L∞)θ,q = L
r,q, with equivalent norms.
Lemma 8.1 is found in Theorem 5.2.1 of [1]. Lemma 8.2 is also almost in the
same theorem (the case p = q < ∞ is not stated there). Here we give a proof for
completeness.
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Proof of Lemma 8.2. We first consider the case q <∞. Since
‖f‖(Lp,L∞)θ,q =
(∫ ∞
0
(
t−θK(t, f ;Lp, L∞)
)q dt
t
)1/q
, p ≤ q <∞,
by Lemma 8.1 we have
‖f‖(Lp,L∞)θ,q ∼
∫ ∞
0
(
t−θp
∫ tp
0
(f∗(s))p ds
)q/p
dt
t
1/q
=
(∫ ∞
0
(
t−θp+p
∫ 1
0
(f∗(stp))p ds
)q/p
dt
t
)1/q
.
Since q/p ≥ 1, Minkowski’s inequality with changing variables implies that
‖f‖(Lp,L∞)θ,q ≤ C
(∫ 1
0
(∫ ∞
0
t(−θ+1)q(f∗(stp))q
dt
t
)p/q
ds
)1/p
= C
(∫ 1
0
p−p/qs−p/r
(∫ ∞
0
tq/r(f∗(t))q
dt
t
)p/q
ds
)1/p
= Cp−1/q
(∫ 1
0
sθ−1 ds
)1/p(∫ ∞
0
tq/r(f∗(t))q
dt
t
)1/q
= Cp−1/qθ−1/p‖f‖r,q,
where we have used the relation 1/r = (1− θ)/p.
To prove the reverse inequality, we simply apply that 0 ≤ f∗(tp) ≤ f∗(s), if
0 < s ≤ tp, to get
‖f‖(Lp,L∞)θ,q ≥ C
∫ ∞
0
(
t−θp
∫ tp
0
(f∗(s))p ds
)q/p
dt
t
1/q
≥ C
(∫ ∞
0
(
t−θptp(f∗(tp))p
)q/p dt
t
)1/q
≥ C‖f‖r,q.
Next we consider the case q =∞. By Lemma 8.1 we see that
‖f‖(Lp,L∞)θ,∞ = sup
t>0
t−θK(t, f ;Lp, L∞)
≤ C sup
t>0
t−θ
(∫ tp
0
(f∗(s))p ds
)1/p
≤ C sup
s>0
s1/rf∗(s) sup
t>0
t−θ
(∫ tp
0
s−p/r ds
)1/p
=: I.
36 SHUICHI SATO
Using the relation 1/r = (1− θ)/p, we have
I = C sup
s>0
s1/rf∗(s) sup
t>0
t−θ
(∫ tp
0
sθ−1 ds
)1/p
= Cθ−1/p sup
s>0
s1/rf∗(s)
= Cθ−1/p‖f‖r,∞.
Also,
‖f‖(Lp,L∞)θ,∞ ≥ C sup
t>0
t−θ
(∫ tp
0
(f∗(s))p ds
)1/p
≥ C sup
t>0
t−θtf∗(tp)
= C sup
t>0
t1/rf∗(t)
= C‖f‖r,∞.
This completes the proof of the case q =∞.

Proof of Lemma 5.3. By Lemma 8.2, since r ≤ qj , we have
(8.3) Lp,qj = (Lr, L∞)θ,qj , j = 0, 1.
By Theorem 5.3.1 of [1] and Lemma 8.2, we have
(8.4) (Lp,q0 , Lp,q1)η,q = L
p,q = (Lr, L∞)θ,q.
Also, by Theorem 4.7.2 of [1],
(8.5) ((Lr, L∞)θ,q0 , (L
r, L∞)θ,q1)[η] = (L
r, L∞)θ,q.
Although Theorem 4.7.2 is stated with θ0, θ1 ∈ (0, 1) such that θ0 6= θ1, we easily
see that we may assume that θ0 = θ1 = θ to get the result above. Combining (8.3),
(8.4) and (8.5), we see that
(Lp,q0 , Lp,q1)η,q = (L
p,q0 , Lp,q1)[η] = L
p,q.
This completes the proof of Lemma 5.3. 
We give a proof of (8.5) in Section 9 below.
9. Proof of (8.5)
Let
ℓqη =
(αk)k∈Z : αk ∈ C, k ∈ Z, ‖(αk)‖ℓqη =
(
∞∑
k=−∞
(
2−ηk|αk|
)q)1/q
<∞
 ,
where 1 ≤ q ≤ ∞, 0 < η < 1, with the usual modification when q = ∞. Let
1 ≤ q, q0, q1 ≤ ∞, 1 ≤ r <∞, 0 < θ, η < 1,
1
q
=
1− η
q0
+
η
q1
.
Let Xj = A¯θ,qj , j = 0, 1, with A¯ = (A0, A1), A0 = L
r, A1 = L
∞. Let X¯ =
(X0, X1).
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Let a ∈ A¯θ,q, a 6= 0. We show that a ∈ X¯[η]. By Lemma 3.2.3 and Theorem
3.3.1 of [1], there exists a sequence (uν)ν∈Z in ∆(A¯) such that a =
∑
ν uν in Σ(A¯)
and ∥∥(J(2ν , uν; A¯))ν∥∥ℓqθ ≤ C‖a‖A¯θ,q .
We first assume that q <∞. For δ > 0 and z ∈ C with 0 ≤ Re z ≤ 1, let
fν(z) =
(
2−θνJ(2ν , uν ; A¯)‖a‖
−1
A¯θ,q
)q(1/q1−1/q0)(z−η)
uν ,
where 1/qi = 0 if qi =∞, and
f(z) = exp(δ(z − η)2)
∑
ν
fν(z).
Then∣∣exp(−δ(it− η)2)∣∣ ‖f(it)‖A¯θ,q0 ≤ C ∥∥(J(2ν , fν(it); A¯))ν∥∥ℓq0θ ≤ C‖a‖A¯θ,q .
Lemma 3.2.3 of [1] implies the first inequality. The second inequality can be seen
as follows. First note that −ηq(1/q1 − 1/q0) = q/q0 − 1. Thus, if q0 <∞,∥∥(J(2ν , fν(it); A¯))ν∥∥q0ℓq0θ
=
∑
ν
2−θνq02θν(q0−q)J(2ν , uν ; A¯)
q−qo‖a‖q0−q
A¯θ,q
J(2ν , uν ; A¯)
qo
=
∑
ν
2−θqνJ(2ν , uν ; A¯)
q‖a‖q0−q
A¯θ,q
≤ C‖a‖q0
A¯θ,q
.
If q0 =∞, then −ηq(1/q1 − 1/q0) = −1 and∥∥(J(2ν , fν(it); A¯))ν∥∥ℓq0θ = supν 2−θν2θνJ(2ν , uν ; A¯)−1‖a‖A¯θ,qJ(2ν , uν ; A¯) = ‖a‖A¯θ,q .
Also, we have∣∣exp(−δ(1 + it− η)2)∣∣ ‖f(1+it)‖A¯θ,q1 ≤ C ∥∥(J(2ν , fν(1 + it); A¯))ν∥∥ℓq1θ ≤ C‖a‖A¯θ,q ,
since (1− η)q(1/q1 − 1/q0) = q/q1 − 1 and
(a) if q1 <∞,∥∥(J(2ν , fν(1 + it); A¯))ν∥∥q1ℓq1
θ
=
∑
ν
2−θνq12θν(q1−q)J(2ν , uν ; A¯)
q−q1‖a‖q1−q
A¯θ,q
J(2ν , uν ; A¯)
q1
=
∑
ν
2−θqνJ(2ν , uν ; A¯)
q‖a‖q1−q
A¯θ,q
≤ C‖a‖q1
A¯θ,q
;
(b) if q1 =∞, then (1 − η)q(1/q1 − 1/q0) = −1 and∥∥(J(2ν , fν(1 + it); A¯))ν∥∥ℓq1θ = supν 2−θν2θνJ(2ν , uν ; A¯)−1‖a‖A¯θ,qJ(2ν , uν ; A¯)
= ‖a‖A¯θ,q .
38 SHUICHI SATO
Thus f ∈ F(A¯θ,q0 , A¯θ,q1) and f(η) = a; also ‖a‖X¯[η] ≤ C‖a‖A¯θ,q by letting δ → 0.
If q = ∞, then q0 = q1 = ∞. Let fν(z) = uν . Then we can argue similarly
(more directly) to the case q <∞ to have the same conclusion.
Next, we show that a ∈ A¯θ,q assuming a ∈ X¯[η]. Take f ∈ F(A¯θ,q0 , A¯θ,q1) such
that f(η) = a. Define
g(z) = 2(z−η)γf(z).
Then g ∈ F(A¯θ,q0 , A¯θ,q1) and g(η) = a. Thus a can be expressed by the Poisson
integral in Σ(A¯) (see [1, Chap. 4]):
a =
∫ ∞
−∞
P0(η, t)g(it) dt+
∫ ∞
−∞
P1(η, t)g(1 + it) dt.
This proves
K(2ν , a; A¯)
(9.1)
≤ 2−ηγ
∫
P0(η, t)K(2
ν , f(it); A¯) dt+ 2(1−η)γ
∫
P1(η, t)K(2
ν , f(1 + it); A¯) dt
= 2
(∫
P0(η, t)K(2
ν , f(it); A¯) dt
)1−η (∫
P1(η, t)K(2
ν , f(1 + it); A¯) dt
)η
,
if γ is chosen to satisfy
2γ =
(∫
P0(η, t)K(2
ν , f(it); A¯) dt
)(∫
P1(η, t)K(2
ν , f(1 + it); A¯) dt
)−1
.
Putting
Cν = 2
−νθ
∫
P0(η, t)K(2
ν , f(it); A¯) dt,
Dν = 2
−νθ
∫
P1(η, t)K(2
ν , f(1 + it); A¯) dt,
by Lemma 3.1.3 of [1], (9.1), Ho¨lder’s inequality and Minkowski’s inequality, we
have
‖a‖A¯θ,q ≤ C
∥∥(K(2ν, a; A¯))
ν
∥∥
ℓqθ
≤ C
(∑
ν
Cq0ν
)(1−η)/q0 (∑
ν
Dq1ν
)η/q1
≤ C
(∫
P0(η, t)
∥∥(K(2ν, f(it); A¯))
ν
∥∥
ℓ
q0
θ
dt
)1−η
×
(∫
P1(η, t)
∥∥(K(2ν , f(1 + it); A¯))
ν
∥∥
ℓ
q1
θ
dt
)η
≤ C
(∫
P0(η, t) ‖f(it)‖A¯θ,q0
dt
)1−η (∫
P1(η, t) ‖f(1 + it)‖A¯θ,q1
dt
)η
≤ C‖f‖F(A¯θ,q0 ,A¯θ,q1 ).
This implies ‖a‖A¯θ,q ≤ C‖a‖X¯[η] , completing the proof of (8.5).
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10. Invariant measures on homogeneous manifolds
Let H be a closed Lie subgroup of a Lie Group G. We assume that G has a
countable base of open sets (see [2, p. 6, p. 81], [12, Chap. IV, §6])). We consider
the homogeneous space (the quotient manifold) G/H (see [2, Chap. IV], [12, Chap.
IV]). Let g = L(G) and h = L(H) be the Lie algebras of G and H , respectively.
We assume that 1 ≤ dimL(H) < dimL(G). Let Ad(g) = AdG(g) ∈ GL(L(G))
(the general linear group on L(G)), g ∈ G, be the adjoint representation of G in
GL(L(G)) and Ad(h)|L(H) = AdH(h) ∈ GL(L(H)) that of H in GL(L(H)) with
h ∈ H . For k ∈ G
τ(k) : G/H → G/H
is defined by τ(k)(gH) = kgH . We prove the following.
Proposition 10.1. Suppose that
|detAdG(h)| = |detAdH(h)| for all h ∈ H.
Then, there exists a τ(g)-invariant Borel measure µ on G/H (g ∈ G); by the τ(g)-
invariance we mean that
µ(τ(g)A) = µ(A)
for every g ∈ G and every Borel set A in G/H.
Let (dτ(h))o, h ∈ H , be an element of the linear isotropy group of G at o = π(e),
where π : G→ G/H is the canonical mapping, e is the identity element and
(dτ(h))o : To(G/H)→ To(G/H)
is the differential of τ(h) at o with To(G/H) denoting the tangent vector space at
o. Then, under the assumption of Proposition 10.1 we have | det(dτ(h))o| = 1 for
all h ∈ H (see Lemma 13.1 below). We can find relevant results in [9, Chap. 6].
11. Some results for the proof of Proposition 10.1
To prove Proposition 10.1 we need some preliminaries. Let L(G) = M + L(H)
be a direct sum of vector spaces, i.e., M∩ L(H) = {0}. Let m = dimM. There
exists an open set U ⊂M such that 0 ∈ U and, if V = exp(U), then
π|V : V → G/H
is a diffeomorphism from the submanifold V onto W = π(V ) (see [12, Chap. IV],
[18, Chap. 3], [7, Chap. 2, §4]). Let p ∈ τ(k)W , p = kvH, v ∈ V , where v is
uniquely determined by p and k: v = (π|V )−1 ◦ τ(k−1)p. We define
ϕ(k,p) : τ(k)W →Wo = {τ(v
−1v0)(o) : v0 ∈ V }, o = eH = H,
by
ϕ(k,p)(r) = τ(v−1k−1)(r) = v−1k−1(kv0)H = v
−1v0H,
if r = kv0H ∈ τ(k)W (v0 ∈ V ). We note that ϕ
(k,p)(p) = eH = o.
Take a non-zero alternating m form ωo on To(G/H). Define
(11.1) ω(k)p = ωo ◦
(
dϕ(k,p)
)⊗
p
,
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where
(
dϕ(k,p)
)⊗
p
is defined by
(11.2)
(
dϕ(k,p)
)⊗
p
(X(1)p ), . . . , X
(m)
p )
=
((
dϕ(k,p)
)
p
(X(1)p ), . . . ,
(
dϕ(k,p)
)
p
(X(m)p )
)
for X
(j)
p ∈ Tp(G/H), 1 ≤ j ≤ m. A similar notation will be used in what follows.
Let Fk : τ(k)W → U be defined by
Fk(q) = (π ◦ exp)
−1τ(k−1)(q),
where we simply write exp for exp |U . Then we can choose U so that
{(τ(k)W,Fk) : k ∈ G}
is a C∞ coordinate system ofG/H (see [18, Chap. 3]). Let Fk(r) = (x1(r), . . . , xm(r))
be the local coordinates expression of Fk. We consider, near (x1(p), . . . , xm(p)),
Fe ◦ ϕ
(k,p) ◦ F−1k (x1, . . . , xm) =
(
ϕ
(k,p)
1 (x1, . . . , xm), . . . , ϕ
(k,p)
m (x1, . . . , xm)
)
.
Then we have the following.
Proposition 11.1. For p ∈ τ(k)W , k ∈ G, we have
ω(k)p = J
(
ϕ
(k,p)
1 , . . . , ϕ
(k,p)
m
)
(Fk(p))ωo
((
∂
∂y1
)
o
, . . . ,
(
∂
∂ym
)
o
)
(dx1)p∧· · ·∧(dxm)p,
where J(p) = J
(
ϕ
(k,p)
1 , . . . , ϕ
(k,p)
m
)
(Fk(p)) is the Jacobian:
J(p) = det

∂ϕ
(k,p)
1
∂x1
(Fk(p)) . . .
∂ϕ
(k,p)
1
∂xm
(Fk(p))
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
∂ϕ(k,p)m
∂x1
(Fk(p)) . . .
∂ϕ(k,p)m
∂xm
(Fk(p))
 ,
and (y1, . . . , ym) is the local coordinates defined by Fe(r) = (y1(r), . . . , ym(r)), r ∈
W . (We note that J(p) is C∞ on τ(k)W .)
Proof. We observe that(
dϕ(k,p)
)
p
(Xp)f = Xp
(
f
(
ϕ(k,p)
))
=
m∑
i=1
ai(p)
(
∂
∂xi
)
p
f
(
ϕ(k,p)
)
,
where Xp ∈ Tp(G/H) with the expression
Xp =
m∑
i=1
ai(p)
(
∂
∂xi
)
p
.
We note that(
∂
∂xi
)
p
f
(
ϕ(k,p)
)
=
[(
∂
∂xi
(f ◦ ϕ(k,p) ◦ F−1k )
)
◦ Fk
]
(p)
=
[(
∂
∂xi
(
(f ◦ F−1e ) ◦ (Fe ◦ ϕ
(k,p) ◦ F−1k )
))
◦ Fk
]
(p).
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Thus by the chain rule we see that(
∂
∂xi
)
p
f
(
ϕ(k,p)
)
=
m∑
l=1
(
∂
∂yl
(f ◦ F−1e ))(Fe ◦ ϕ
(k,p))(p)
∂ϕ
(k,p)
l
∂xi
(Fk(p)).
So we have(
dϕ(k,p)
)
p
(Xp)f =
m∑
i=1
ai(p)
m∑
l=1
(
∂
∂yl
(f ◦ F−1e )
)
(Fe ◦ ϕ
(k,p))(p)
∂ϕ
(k,p)
l
∂xi
(Fk(p))
=
m∑
l=1
(
m∑
i=1
ai(p)
∂ϕ
(k,p)
l
∂xi
(Fk(p))
)(
∂
∂yl
)
ϕ(k,p)(p)
f
=
m∑
l=1
(
m∑
i=1
ai(p)
∂ϕ
(k,p)
l
∂xi
(Fk(p))
)(
∂
∂yl
)
o
f.
Therefore (
dϕ(k,p)
)
p
(Xp) =
m∑
l=1
(
m∑
i=1
ai(p)
∂ϕ
(k,p)
l
∂xi
(Fk(p))
)(
∂
∂yl
)
o
.
Let
X(j)p =
m∑
ij=1
a
(j)
ij
(p)
(
∂
∂xij
)
p
,
1 ≤ j ≤ m, be in Tp(G/H). Then
ωo
((
dϕ(k,p)
)
p
(X(1)p ), . . . ,
(
dϕ(k,p)
)
p
(X(m)p )
)
=
m∑
l1=1
m∑
i1=1
· · ·
m∑
lm=1
m∑
im=1
a
(1)
i1
(p) . . . a
(m)
im
(p)
∂ϕ
(k,p)
l1
∂xi1
(Fk(p)) . . .
∂ϕ
(k,p)
lm
∂xim
(Fk(p))
× ωo
((
∂
∂yl1
)
o
, . . . ,
(
∂
∂ylm
)
o
)
=
m∑
i1=1
· · ·
m∑
im=1
a
(1)
i1
(p) . . . a
(m)
im
(p) det

∂ϕ
(k,p)
1
∂xi1
(Fk(p)) . . .
∂ϕ
(k,p)
1
∂xim
(Fk(p))
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
∂ϕ(k,p)m
∂xi1
(Fk(p)) . . .
∂ϕ(k,p)m
∂xim
(Fk(p))

× ωo
((
∂
∂y1
)
o
, . . . ,
(
∂
∂ym
)
o
)
= det

a
(1)
1 (p) . . . a
(m)
1 (p)
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
a
(1)
m (p) . . . a
(m)
m (p)
 J (ϕ(k,p)1 , . . . , ϕ(k,p)m ) (Fk(p))
× ωo
((
∂
∂y1
)
o
, . . . ,
(
∂
∂ym
)
o
)
.
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On the other hand, we also see that
((dx1)p ∧ · · · ∧ (dxm)p)
(
X(1)p , . . . , X
(m)
p
)
= det

a
(1)
1 (p) . . . a
(m)
1 (p)
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
a
(1)
m (p) . . . a
(m)
m (p)
 ((dx1)p ∧ · · · ∧ (dxm)p)
((
∂
∂x1
)
p
, . . . ,
(
∂
∂xm
)
p
)
= det

a
(1)
1 (p) . . . a
(m)
1 (p)
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
a
(1)
m (p) . . . a
(m)
m (p)
 .
Thus we have
ωo ◦
(
dϕ(k,p)
)⊗
p
(
X(1)p , . . . , X
(m)
p
)
= ωo
((
dϕ(k,p)
)
p
(X(1)p ), . . . ,
(
dϕ(k,p)
)
p
(X(m)p )
)
= J
(
ϕ
(k,p)
1 , . . . , ϕ
(k,p)
m
)
(Fk(p))
× ωo
((
∂
∂y1
)
o
, . . . ,
(
∂
∂ym
)
o
)
((dx1)p ∧ · · · ∧ (dxm)p)
(
X(1)p , . . . , X
(m)
p
)
for all X
(j)
p , 1 ≤ j ≤ m. This completes the proof of Proposition 11.1. 
We write
ω(k)p = h
(k)(p) ((dx1)p ∧ · · · ∧ (dxm)p) , p ∈ τ(k)W.
Suppose that p ∈ (τ(k1)W ) ∩ (τ(k2)W ), p = k1v1H , p = k2v2H , k1, k2 ∈ G,
v1, v2 ∈ V . Let g1 = k1v1, g2 = k2v2. Then g
−1
2 g1 ∈ H and for r ∈ (τ(k1)W ) ∩
(τ(k2)W ) we have
τ(g−12 g1) ◦ ϕ
(k1,p)(r) = ϕ(k2,p)(r).
This is true since
τ(g−12 g1) ◦ ϕ
(k1,p)(r) = τ(g−12 g1)(τ(g
−1
1 )(r)) = τ(g
−1
2 )(r) = ϕ
(k2,p)(r).
From this we have the following.
Lemma 11.2. Let p, g1, g2 be as above and h = g
−1
2 g1 ∈ H. Then
(dϕ(k2,p))p = (dτ(h))o ◦ (dϕ
(k1,p))p.
Lemma 11.2 implies
ωo
((
dϕ(k2,p)
)
p
(X(1)p ), . . . ,
(
dϕ(k2,p)
)
p
(X(m)p )
)
= det((dτ(h))o)ωo
((
dϕ(k1,p)
)
p
(X(1)p ), . . . ,
(
dϕ(k1,p)
)
p
(X(m)p )
)
for p ∈ (τ(k1)W )∩(τ(k2)W ), h = g
−1
2 g1, g1 = k1(π|V )
−1τ(k−11 )p, g2 = k2(π|V )
−1τ(k−12 )p,
where det((dτ(h))o) is the determinant of an m ×m matrix expressing the linear
transformation (dτ(h))o on To(G/H).
Thus we have the following.
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Lemma 11.3. Let Fk2 (r) = (y1(r), . . . , ym(r)), Fk1(r) = (x1(r), . . . , xm(r)). Then
for p ∈ (τ(k1)W ) ∩ (τ(k2)W ) we have
h(k2)(p) ((dy1)p ∧ · · · ∧ (dym)p) = det((dτ(h))o)h
(k1)(p) ((dx1)p ∧ · · · ∧ (dxm)p) .
Let U1 = Fk1((τ(k1)W ) ∩ (τ(k2)W )), U2 = Fk2((τ(k1)W ) ∩ (τ(k2)W )). We
consider ψ : U2 → U1 defined by ψ = Fk1 ◦ F
−1
k2
. We write
ψ(y1, . . . , ym) = (ψ
(1)(y1, . . . , ym), . . . , ψ
(m)(y1, . . . , ym)).
Also, we write J(ψ)(Fk2 (p)) for the Jacobian J(ψ
(1), . . . , ψ(m))(Fk2 (p)). The fol-
lowing holds.
Lemma 11.4. Let p ∈ ((τ(k1)W )∩ (τ(k2)W )). Then, with the notation of Lemma
11.3, we have
(dx1)p ∧ · · · ∧ (dxm)p = J(ψ)(Fk2 (p))(dy1)p ∧ · · · ∧ (dym)p.
Lemmas 11.3 and 11.4 imply the following.
Lemma 11.5. Using the notations of Lemmas 11.3 and 11.4, we have
h(k2)(p) = det((dτ(h))o)h
(k1)(p)J(ψ)(Fk2 (p))
on ((τ(k1)W ) ∩ (τ(k2)W )).
12. Proof of Proposition 10.1
We define a measure µ on M = G/H . Let K be a compact set in M . Let MK
be the collection of the Borel sets of M contained in K. We first define a measure
µK on MK . We decompose K = ∪
l
j=1Ej , where {Ej} is a family of mutually
disjoint Borel sets in MK such that Ej ⊂ τ(kj)W for some kj ∈ G. This is possible
since K is compact and hence we can select a finite subcovering from the covering
{τ(k)W}k∈K of K. For A ∈MK , define Aj = A ∩ Ej , 1 ≤ j ≤ l, and
(12.1) µK(A) =
l∑
j=1
∫
Aj
|ω(kj)p | =
l∑
j=1
∫
Aj
∣∣∣h(kj)(p)∣∣∣ |(dx1)p ∧ · · · ∧ (dxm)p| ,
where Fkj (p) = (x1(p), . . . , xm(p)) and
I :=
∫
Aj
∣∣∣h(kj)(p)∣∣∣ |(dx1)p ∧ · · · ∧ (dxm)p| = ∫
Fkj (Aj)
∣∣∣h(kj)(F−1kj (x))∣∣∣ dx1 . . . dxm.
We see that µK is well-defined. Let K = ∪
r
u=1Du, where {Du} is another family
of mutually disjoint Borel sets in K such that Du ⊂ τ(su)W for some su ∈ G. Then
I =
r∑
u=1
∫
Fkj (Aj∩Du)
∣∣∣h(kj)(F−1kj (x))∣∣∣ dx1 . . . dxm
for each j. By change of variables x = Fkj ◦F
−1
su (y), writing ψ = Fkj ◦F
−1
su , we see
that
I =
r∑
u=1
∫
Fsu (Aj∩Du)
∣∣∣h(kj)(F−1su (y))∣∣∣ |J(ψ)(y)| dy1 . . . dym
=
r∑
u=1
∫
Fsu (Aj∩Du)
∣∣∣h(su)(F−1su (y))∣∣∣ dy1 . . . dym,
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where the last equality follows from Lemma 11.5 and the fact | det((dτ(h))o)| = 1,
which follows from Lemma 13.1 below and the assumption of the proposition. Thus
l∑
j=1
∫
Aj
∣∣∣h(kj)(p)∣∣∣ |(dx1)p ∧ · · · ∧ (dxm)p| = r∑
u=1
l∑
j=1
∫
Fsu (Aj∩Du)
∣∣∣h(su)(F−1su (y))∣∣∣ dy1 . . . dym
=
r∑
u=1
∫
Fsu (A∩Du)
∣∣∣h(su)(F−1su (y))∣∣∣ dy1 . . . dym
=
r∑
u=1
∫
A∩Du
∣∣∣h(su)(p)∣∣∣ |(dy1)p ∧ · · · ∧ (dym)p| .
This implies that µK is well-defined.
We see the countable additivity of µK . Let A = ∪
∞
a=1Ba be a union of dis-
joint sets Ba in MK . By the definition (12.1) and the countable additivity of the
Lebesgue measure, we have
µK(A) =
l∑
j=1
∫
Aj
|ω(kj)p |
=
l∑
j=1
∫
Fkj (Aj)
∣∣∣h(kj)(F−1kj (x))∣∣∣ dx1 . . . dxm
=
l∑
j=1
∞∑
a=1
∫
Fkj (Ba∩Ej)
∣∣∣h(kj)(F−1kj (x))∣∣∣ dx1 . . . dxm
=
∞∑
a=1
l∑
j=1
∫
Fkj (Ba∩Ej)
∣∣∣h(kj)(F−1kj (x))∣∣∣ dx1 . . . dxm
=
∞∑
a=1
µK(Ba),
which is what we need to prove.
Let M be the Borel σ algebra on G/H . We now define a measure µ on M. For
E ∈M, let
(12.2) µ(E) = sup
K
µK(E ∩K),
where the supremum is taken over all compact sets K. To show that µ is a measure
on M, we prove that µ is countably additive on M. Let E = ∪∞j=1Ej be a union of
disjoint sets Ej in M. We prove
(12.3) µ(E) =
∞∑
j=1
µ(Ej).
By the countable additivity of µK , we easily see that
µ(E) = sup
K
µK(E ∩K) = sup
K
∞∑
j=1
µK(Ej ∩K)(12.4)
≤
∞∑
j=1
sup
K
µK(Ej ∩K) =
∞∑
j=1
µ(Ej).
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To prove the reverse inequality, without loss of generality, we may assume that
µ(Ej) < ∞ for every j. For any ǫ > 0 and a positive integer j, there exists a
compact set Kj such that
µ(Ej)− 2
−jǫ < µKj (Ej ∩Kj).
Thus for any positive integer N we have
µ(E) = sup
K
∞∑
j=1
µK(Ej ∩K)(12.5)
≥ sup
K
N∑
j=1
µK(Ej ∩K) ≥
N∑
j=1
µ∪Nl=1Kl(Ej ∩ ∪
N
l=1Kl)
≥
N∑
j=1
µ∪Nl=1Kl(Ej ∩Kj) =
N∑
j=1
µKj (Ej ∩Kj)
≥
N∑
j=1
µ(Ej)− ǫ,
where we have used an easily observable fact that if K, L are compact sets and
K ⊂ L, then
(12.6) µK(E) = µL(E) for E ∈MK .
Letting N →∞ and ǫ→ 0 in (12.5), we have the reverse inequality of (12.4), which
completes the proof of (12.3).
Remark 12.1. Here we note that
(12.7) µ(E) = µK(E) if E ∈MK .
This can be seen as follows. By the definition of µ(E), if E ∈MK , we have
(12.8) µ(E) = sup
K′
µK′(E ∩K
′) ≥ µK(E ∩K) = µK(E),
where in the supremum K ′ ranges over the collection of all compact sets. On the
other hand, by (12.6)
µK′(E ∩K
′) = µK′∪K(E ∩K
′) = µK(E ∩K
′) ≤ µK(E).
Thus, taking supremum in K ′, we have the reverse inequality of (12.8) and hence
we have (12.7).
Next, we show that µ is τ(g)-invariant.
Lemma 12.2. If p ∈ τ(k)W , then
ω(k)p = ω
(gk)
τ(g)p ◦ (dτ(g))
⊗
p ,
where (dτ(g))⊗p is defined from (dτ(g))p as
(
dϕ(k,p)
)⊗
p
is defined by
(
dϕ(k,p)
)
p
in
(11.2).
Proof. By the definition (11.1) we have
ω
(gk)
τ(g)p = ωo ◦ (dϕ
(gk,τ(g)p))⊗τ(g)p.
If p = kvH , v ∈ V ,
ϕ(gk,τ(g)p)(r) = τ(v−1k−1g−1)(r) = τ(v−1k−1)τ(g−1)(r),
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and hence
(ϕ(gk,τ(g)p) ◦ τ(g))(r) = τ(v−1k−1)(r) = ϕ(k,p)(r),
which implies
(dϕ(gk,τ(g)p))τ(g)p ◦ (dτ(g))p = (dϕ
(k,p))p.
Therefore, we easily see that
ω(k)p = ωo ◦ (dϕ
(k,p))⊗p = ωo ◦ (dϕ
(gk,τ(g)p))⊗τ(g)p ◦ (dτ(g))
⊗
p = ω
(gk)
τ(g)p ◦ (dτ(g))
⊗
p .

Let U1 = Fk(τ(k)W ), U2 = Fgk(τ(gk)W ), Fk(p) = (x1(p), . . . , xm(p)), Fgk(q) =
(y1(q), . . . , ym(q)). Let Ψ : U1 → U2 be defined by
Ψ(x) =
(
Fgk ◦ τ(g) ◦ F
−1
k
)
(x) =
(
Ψ(1)(x), . . . ,Ψ(m)(x)
)
.
We recall that
ω(k)p = h
(k)(p) ((dx1)p ∧ · · · ∧ (dxm)p) , ω
(gk)
q = h
(gk)(q) ((dy1)q ∧ · · · ∧ (dym)q)
for p ∈ τ(k)W , q ∈ τ(gk)W .
Lemma 12.3. For p ∈ τ(k)W , we have
h(k)(p) ((dx1)p ∧ · · · ∧ (dxm)p) = h
(gk)(τ(g)p)J(Ψ)(Fk(p)) ((dx1)p ∧ · · · ∧ (dxm)p) .
Proof. Since
ω
(gk)
τ(g)p = h
(gk)(τ(g)p)
(
(dy1)τ(g)p ∧ · · · ∧ (dym)τ(g)p
)
,
we see that(
ω
(gk)
τ(g)p ◦ (dτ(g))
⊗
p
)(( ∂
∂x1
)
p
, . . . ,
(
∂
∂xm
)
p
)
= ω
(gk)
τ(g)p
(
(dτ(g))p
(
∂
∂x1
)
p
, . . . , (dτ(g))p
(
∂
∂xm
)
p
)
= ω
(gk)
τ(g)p
(
m∑
l1=1
∂Ψ(l1)
∂x1
(Fk(p))
(
∂
∂yl1
)
τ(g)p
, . . . ,
m∑
lm=1
∂Ψ(lm)
∂xm
(Fk(p))
(
∂
∂ylm
)
τ(g)p
)
= J(Ψ)(Fk(p))h
(gk)(τ(g)p).
This implies
ω
(gk)
τ(g)p ◦ (dτ(g))
⊗
p = J(Ψ)(Fk(p))h
(gk)(τ(g)p) ((dx1)p ∧ · · · ∧ (dxm)p) .
Combining this with Lemma 12.2, we get the conclusion. 
Using Lemma 12.3, we can prove that µ is τ(g)-invariant. Let K = ∪lj=1Ej ,
where K is a compact set in M and {Ej} is a family of mutually disjoint Borel
sets such that Ej ⊂ τ(kj)W . Then τ(g)K is compact and τ(g)K = ∪
l
j=1τ(g)Ej ,
τ(g)Ej ⊂ τ(gkj)W and {τ(g)Ej} is a family of mutually disjoint Borel sets. Let
U1 = Fkj (τ(kj)W ), U2 = Fgkj (τ(gkj)W ), Fkj (p) = (x1(p), . . . , xm(p)), Fgkj (q) =
(y1(q), . . . , ym(q)). Let Ψj : U1 → U2 be defined by
Ψj = Fgkj ◦ τ(g) ◦ F
−1
kj
.
Let A ∈MK . We first prove that
(12.9) µτ(g)K(τ(g)A) = µK(A).
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By the definition of the measure µτ(g)K , we have
µτ(g)K(τ(g)A) =
l∑
j=1
∫
(τ(g)Ej)∩(τ(g)A)
|ω(gkj)q |
=
l∑
j=1
∫
τ(g)(Ej∩A)
∣∣∣h(gkj)(q)∣∣∣ |(dy1)q ∧ · · · ∧ (dym)q|
=
l∑
j=1
∫
Fgkj (τ(g)(Ej∩A))
∣∣∣h(gkj)(F−1gkj (y))∣∣∣ dy1 . . . dym.
Applying change of variables y = Ψj(x), this is equal to
l∑
j=1
∫
Fkj (Ej∩A)
∣∣∣h(gkj)(τ(g) ◦ F−1kj (x))∣∣∣ |J(Ψj)(x)| dx1 . . . dxm
=
l∑
j=1
∫
Fkj (Ej∩A)
∣∣∣h(kj)(F−1kj (x))∣∣∣ dx1 . . . dxm
=
l∑
j=1
∫
Ej∩A
∣∣∣h(kj)(p)∣∣∣ |(dx1)p ∧ · · · ∧ (dxm)p| ,
where the first equality follows from Lemma 12.3. Thus
µτ(g)K(τ(g)A) =
l∑
j=1
∫
(τ(g)Ej)∩(τ(g)A)
|ω(gkj)q | =
l∑
j=1
∫
Ej∩A
|ω(kj)p | = µK(A).
This proves (12.9).
Let A ∈M. By the definition of µ in (12.2), since the mapping K → τ(g)K is a
bijection from the set of all compact sets in G/H to itself, we have
µ(τ(g)A) = sup
K
µK((τ(g)A) ∩K)
= sup
K
µτ(g)K((τ(g)A) ∩ (τ(g)K))
= sup
K
µτ(g)K(τ(g)(A ∩K))
= sup
K
µK(A ∩K)
= µ(A),
where the penultimate equality follows from (12.9). This means that µ is τ(g)-
invariant, which completes the proof of Proposition 10.1.
13. Calculation of det(dτ(h))o
Here we state and prove a result used above. Some relevant results can be found
in [12, Chap. IV].
Lemma 13.1. Let (dτ(h))o, h ∈ H, be an element of the linear isotropy group of G
at o = π(e), where π : G→ G/H, τ(h) : G/H → G/H and (dτ(h))o : To(G/H)→
To(G/H) are as in Section 10. Then
det ((dτ(h))o) = det(dAh)e/ det ((dAh)e|L(H)e) ,
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where Ah : G → G is defined by Ah(u) = huh
−1 and (dAh)e : Te(G) → Te(G),
(dAh)e|L(H)e : Te(H)→ Te(H) are the differential and its restriction to L(H)e; we
can identify (dAh)e and (dAh)e|L(H)e with AdG(h) and AdH(h) of Proposition 10.1
by the relations (AdG(h)X)e = (dAh)e(Xe) and (AdH(h)Y )e = ((dAh)e|L(H)e)(Ye),
respectively (we can identify Te(G) and Te(H) with L(G)e and L(H)e, respectively).
Proof. Consider
(dπ)e : Te(G)→ To(G/H).
We see that ker(dπ)e = L(H)e = {(di)eYe : Ye ∈ Te(H)}, where i : H → G is
defined by i(x) = x.
Let Xe ∈ L(H)e. Then Xe = (di)eYe with Y ∈ L(H). Thus
(dπ)eXe = (dπ)e((di)eYe) = ((dπ)e ◦ (di)e)(Ye) = (d(π ◦ i))e(Ye) = 0,
since π ◦ i : H → {o}, and hence (d(π ◦ i))e = 0 on Te(H). Therefore L(H)e ⊂
ker(dπ)e.
Next, let Xe ∈ Te(G) and (dπ)eXe = 0. Let L(G) =M+L(H) be a direct sum
as in Section 11. We take a basis {Xj}
l
j=1, l = m+ n, of L(G) such that {Xj}
m
j=1
and {Xm+j}
n
j=1 are bases of M and L(H), respectively. Write X =
∑l
j=1 cjXj.
Let U be a small open neighborhood in M of 0 and V = exp(U) in G as above.
Let f be a C∞ function on a neighborhood of o in G/H . Then
(13.1) ((dπ)eXe)f =
l∑
j=1
cj(Xj)e(f ◦ π) =
l∑
j=1
cj
[
d
dt
f(π(exp(tXj)))
]
t=0
.
If j ≥ m+1, exp(tXj) ∈ H and so π(exp(tXj)) = o and if 1 ≤ j ≤ m, π(exp(tXj)) =
(π|V )(exp(tXj)) if |t| is small enough. Using these observations in (13.1), we see
that
(13.2) ((dπ)eXe)f =
m∑
j=1
cj
[
d
dt
f((π|V )(exp(tXj)))
]
t=0
.
Let (x1, . . . , xl) be the canonical coordinate about e with respect to {Xj}
l
j=1, then
xk(exp(tXk)) = tck, x
k(exp(tXj)) = 0 (j 6= k),
if |t| is small enough. Thus, taking xk ◦ (π|V )−1 for f in (13.2), we have
0 = ((dπ)eXe)
(
xk ◦ (π|V )−1
)
=
m∑
j=1
cj
[
d
dt
xk(exp(tXj))
]
t=0
= ck
for 1 ≤ k ≤ m. Therefore we have Xe =
∑l
j=m+1 cj(Xj)e ∈ L(H)e.
We have established that ker(dπ)e = L(H)e. Using this, we can define the
mapping (dπ)†e : Te(G)/L(H)e → To(G/H) which is an isomorphism between vector
spaces, by (dπ)†e(Xe + L(H)e) = (dπ)e(Xe).
Let h ∈ H . We see that (dAh)eYe ∈ L(H)e if Ye ∈ L(H)e. Therefore we can
define
(dAh)
†
e : L(G)e/L(H)e → L(G)e/L(H)e
by (dAh)
†
e(Xe + L(H)e) = (dAh)e(Xe) + L(H)e.
Define Pe : L(G)e → L(G)e/L(H)e, by Pe(Xe) = Xe + L(H)e. Then, obviously,
(13.3) (dAh)
†
e ◦ Pe = Pe ◦ (dAh)e,
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since for Xe ∈ L(G)e we have
(dAh)
†
e ◦Pe(Xe) = (dAh)
†
e(Xe+L(H)e) = (dAh)e(Xe)+L(H)e = Pe ◦ (dAh)e(Xe).
Also we note that
(13.4) (dτ(h))o ◦ (dπ)e = (dπ)e ◦ (dAh)e,
since τ(h) ◦ π = π ◦ Ah. Let I = ((dπ)
†
e)
−1 : To(G/H) → Te(G)/L(H)e. Then
Pe = I ◦ (dπ)e. Thus by (13.3) we have
(dAh)
†
e ◦ I ◦ (dπ)e = I ◦ (dπ)e ◦ (dAh)e,
and hence
(13.5) I−1 ◦ (dAh)
†
e ◦ I ◦ (dπ)e = (dπ)e ◦ (dAh)e.
Equations (13.4) and (13.5) imply
(dτ(h))o ◦ (dπ)e = I
−1 ◦ (dAh)
†
e ◦ I ◦ (dπ)e,
from which it follows that
(13.6) (dτ(h))o = I
−1 ◦ (dAh)
†
e ◦ I.
On the other hand, by a result of linear algebra, we have
det
(
(dAh)
†
e
)
= det(dAh)e/ det ((dAh)e|L(H)e) .
This and (13.6) imply
det ((dτ(h))o) = det
(
(dAh)
†
e
)
= det(dAh)e/ det ((dAh)e|L(H)e) .
This completes the proof of Lemma 13.1.

14. Application to Grassmann manifolds
We apply Proposition 10.1 to the Grassmann manifolds.
Proposition 14.1. Let Gk,n, 1 ≤ k < n, be the Grassmann manifold of k dimen-
sional subspaces in Rn (see [2, pp. 63–65], [16, Section 2 of Chap. 13]). We identify
Gk,n with the homogeneous manifold SO(n)/H, where H is the closed subgroup of
SO(n) consisting of the elements of SO(n) having the form:(
A 0
0 B
)
A ∈ O(k), B ∈ O(n− k), detAdetB = 1
(see [2, pp. 362–363], [12, Chap. IV, §18]). Then there exists an SO(n)-invariant
measure on Gk,n.
Since compact Lie groups are unimodular, Proposition 10.1 immediately implies
the existence of an invariant measure on SO(n)/H . Here we give a proof according
to [12, Chap. V], which also provides an information on a condition when SO(n)/H
is orientable.
Proof of Proposition 14.1. Let o(n) be the set of skew symmetric n×n real matrices.
Let G = SO(n). Then g = L(G) = o(n) and
h = L(H) =
{(
C 0
0 D
)
: C ∈ o(k), D ∈ o(n− k)
}
.
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Let M(k, n− k) be the set of k × (n− k) real matrices and
m =
{(
0 F
−F t 0
)
: F ∈M(k, n− k)
}
,
where we recall that F t denotes the transpose of F . Then, we have a direct sum
g = m+ h.
Let h ∈ H . It is known that AdG(h) : g → g is defined by AdG(h)X = hXh
−1
and that AdH(h) : h→ h is defined by AdH(h)Y = hY h
−1. Define Th : m→ m by
ThX = hXh
−1, more specifically,
ThX =
(
0 AFB−1
−BF tA−1 0
)
,
h =
(
A 0
0 B
)
, X =
(
0 F
−F t 0
)
.
Then, the equality
|detAdG(h)| = |detAdH(h)|
follows from
(14.1) |detTh| = 1.
Thus, if we prove (14.1), by Proposition 10.1 we have the conclusion of Proposition
14.1.
Define an isomorphism J : m→M(k, n− k) by J(X) = F for
X =
(
0 F
−F t 0
)
.
For h ∈ H of the form
h =
(
A 0
0 B
)
define Sh : M(k, n− k)→M(k, n− k) by Sh(F ) = AFB
−1. Then
Th = J
−1 ◦ Sh ◦ J.
Thus, (14.1) follows, if we show that | detSh| = 1. To prove this we recall that
detSh = (detA)
n−k(detB)k (see [12, Chap. V]) and hence we see that detSh = 1
or detSh = (−1)
n since detA = detB = 1 or detA = detB = −1.

We can find in [10, 3.2] another way of constructing an invariant measure on
Gk,n based on the Haar measure on the orthogonal group O(n).
Remark 14.2. In Section 2 we considered the Grassmann manifold M = Gk,n as a
manifold equipped with the coordinate system given in [2, pp. 63–65]. The reason
we chose the structure of M as the initial definition of the Grassmann manifold
lies in proving Lemma 2.3 through the estimates for the Jacobian in (2.1). In
Proposition 14.1 we regarded the Grassmannmanifold as the homogeneous manifold
N = SO(n)/H and proved the existence of the invariant measure µ on N . From
this we can see the existence of the invariant measure σ onM in Section 2. Here we
have a more specific explanation on this. It is known that there is a diffeomorphism
ϕ :M → N such that
ϕ(gθ) = τ(g)ϕ(θ),
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where g ∈ G := SO(n) and τ(g) is as in Section 10 (see [2, Theorem 9.3 in Chap. IV],
[12, Theorem of §17 in Chap. IV]). For a Borel set A in M , define σ(A) = µ(ϕ(A)).
Then σ is a G invariant measure, since
σ(gA) = µ(ϕ(gA)) = µ(τ(g)ϕ(A)) = µ(ϕ(A)) = σ(A).
Next, we see the local coordinates expression of σ. Let {(Va, Ja) : 1 ≤ a ≤ L1},
L1 =
(
n
k
)
, and {(τ(k)W,Fk) : k ∈ G} be a C
∞ coordinate system of M as in [2,
pp. 63–65] and that of N as in Section 11, respectively. Take a finite covering
{(τ(kl)W,Fkl) : kl ∈ G, 1 ≤ l ≤ L2} of N . Then M = ∪a,l(Va ∩ϕ
−1(τ(kl)W )) (1 ≤
a ≤ L1, 1 ≤ l ≤ L2). Let E be a Borel set such that E ⊂ (Va ∩ ϕ
−1(τ(kl)W )). We
write Ja(θ) = (y1(θ), . . . , ym(θ)), Fkl(p) = (x1(p), . . . , xm(p)), m = k(n−k). Then,
as in Section 12, we have
σ(E) = µ(ϕ(E)) =
∫
ϕ(E)
|h(kl)(p)| |(dx1)p ∧ · · · ∧ (dxm)p|
=
∫
Fkl (ϕ(E))
|h(kl)(F−1kl (x))|dx1 . . . dxm.
Changing variables x = Fkl ◦ ϕ ◦ J
−1
a (y) =: ψ(y) in the integral above, we have
σ(E) =
∫
Ja(E)
|h(kl)(ϕ ◦ J−1a (y))||J(ψ)(y)| dy1 . . . dym
=
∫
E
|h(kl)(ϕ(θ))||J(ψ)(Ja(θ))| |(dy1)θ ∧ · · · ∧ (dym)θ| .
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