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GLOBAL REGULARITY FOR THE 2+1 DIMENSIONAL
EQUIVARIANT EINSTEIN-WAVE MAP SYSTEM
LARS ANDERSSON, NISHANTH GUDAPATI, AND JE´RE´MIE SZEFTEL
Abstract. In this paper we consider the equivariant 2+1 dimensional Einstein-
wave map system and show that if the target satisfies the so called Grillakis
condition, then global existence holds. In view of the fact that the 3+1 vacuum
Einstein equations with a spacelike translational Killing field reduce to a 2+1
dimensional Einstein-wave map system with target the hyperbolic plane, which
in particular satisfies the Grillakis condition, this work proves global existence
for the equivariant class of such spacetimes.
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1. Introduction
In this paper we shall prove that global existence holds for the maximal Cauchy
development of asymptotically flat initial data for the equivariant 2+1 dimensional
Einstein-wave map system assuming that the target (N,h) is a rotationally sym-
metric 2-manifold with metric satisfying the Grillakis condition, see (1.6) below.
The Grillakis condition holds in particular if h has negative sectional curvature.
Therefore, our result applies in the important special case obtained by consider-
ing the 3+1 vacuum Einstein equations with a spacelike translational Killing field
which reduces to a 2+1 dimensional Einstein-wave map system with target the
hyperbolic plane H2, see [23] and also [1, 24] and references therein. It follows
that global existence holds for an equivariant solution of the 3+1 vacuum Einstein
equations with a spacelike translational Killing field.
Before discussing the equivariant 2+1 dimensional Einstein-wave map system,
we provide some background on the equivariant wave map problem.
1.1. Equivariant critical wave maps. Let (M,gµν) be a Lorentzian spacetime
and (N,hAB) a Riemannian manifold. The action defined for a map Φ : M → N
1
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by
SWM : = −1
2
∫
M
gµν∂µΦ
A∂νΦ
BhAB ◦ Φ (1.1)
has Euler-Lagrange equation
gΦ
A + (h)ΓABC ◦Φ ∂µΦB∂νΦCgµν = 0 (1.2)
where, denoting by ∇ the Levi-Civita covariant derivative of g, g = ∇α∇α is
the d’Alembertian, and where (h)ΓABC denote the Christoffel symbols of h. The
action (1.1) is the Lorentzian analogue of the Dirichlet integral, or harmonic map
energy, and if M is static, time independent solutions of (1.2) are simply harmonic
maps. In the particular case where the target is a compact Lie group, this system
is known in the physics literature as a σ-model, and in the mathematics literature
(with general target), it is known as the wave map equation.
Next, we restrict ourselves to the equivariant class. We assume M is a globally
hyperbolic 2 + 1-dimensional spacetime with Cauchy surface diffeomorphic to R2
and that N is a complete Riemannian manifold of dimension 2 with metric h of the
form
h = dρ2 + g2(ρ)dθ2
for an odd function g : R → R with g′(0) = 1. Let eiθ, θ ∈ S1 = R/2πZ denote
a semifree circle action on M and N . We assume that the S1 action on M is
generated by a hypersurface orthogonal Killing field ∂θ, that it has a non-empty
fixed point set1, and that the non-trivial orbits of this action in M are spatial.Then
we may write g in the form2
g = gˇ + r2dθ2 (1.3)
where gˇ is a metric on the orbit space Q = M/S1 and r is the radius function,
defined such that 2πr(p) is the length of the S1 orbit through p. We assume
that M has Cauchy surface Σ diffeomorphic to R2, which we may, without loss of
generality, assume to be symmetric3.
A map Φ :M → N is equivariant, with rotation number k ∈ Z if
Φ ◦ eiθ = eikθ ◦ Φ.
Let the function φ be defined by
φ = ρ ◦ Φ (1.4)
where ρ : N → R+ is the radial coordinate function on N . With the above defini-
tions, the wave maps equation takes the form
gφ− k
2g(φ)g′(φ)
r2
= 0. (1.5)
The Cauchy problem for equivariant wave maps with baseM = R2+1 was studied
by Shatah and Tahvildar-Zadeh [32] who proved that for targets satisfying4
g′(s) ≥ 0, for s ≥ 0
1It follows that the fixed point set is a timelike line, see [7] and references therein.
2As an example, consider R2+1 with the metric
g = −dt2 + dr2 + r2dθ2
In this case, the orbit space is Q = {(t, r), r ≥ 0} with metric gˇ = −dt2 + dr2.
3To see this, note that Q is globally hyperbolic, and hence by [6], there is a Cauchy time function
tˇ on Q which may be lifted to a symmetric Cauchy time function t on M .
4This condition is equivalent to the assumption that the target (N,h) is geodesically convex.
3global well-posedness holds for the equivariant wave map problem. It was then
shown by Grillakis in [14] that it suffices for the target to satisfy the Grillakis
condition5
sg′(s) + g(s) > 0, for s > 0. (1.6)
Let us also mention subsequent developments by Shatah and Struwe in [31], Shatah
and Tahvildar-Zadeh in [33], and by Struwe in [35]. Finally, let us mention the
work of Christodoulou and Tahvildar-Zadeh for the case of spherically symmetric
solutions [10]. Note that in these works, the proof consists of two main steps, a
proof of energy non-concentration and a proof of global existence for small energy
initial data.
Remark 1.1. (1) In [5], it was established that vacuum Einstein’s equations for
G2-symmetric 3+1 dimensional spacetimes reduce to spherically symmetric
wave maps from U : R2+1 → H2. Consequently, the aforementioned work
of Christodoulou and Tahvildar-Zadeh [10] was applied in [5] to prove global
regularity for large data for these spacetimes. In the context of our problem,
we would like to emphasize that the non-zero rotation number prevents a
similar reduction to flat-space wave maps. Thus we are forced to consider
the coupling with Einstein’s equations.
(2) More recent work shows that large data global existence holds for the wave
map problem (1.2) with M = R2+1 and target6 N = H2 even in the absence
of equivariant symmetry, see [36], [34] and [21].
(3) It is known that for targets which are not geodesically convex, e.g. N = S2,
singularities may form, see [28, 27].
1.2. The equivariant Einstein-wave map problem. Let Rg denote the scalar
curvature of the Lorentzian metric g on M , and let κ > 0 a constant. Let
Sgrav : =
1
2κ
∫
M
Rg
denote the Einstein-Hilbert action, then the Euler-Lagrange equation for an Einstein-
wave map with action
Sgrav + SWM
consists of (1.2) coupled to the Einstein equation
Gµν = κSµν (1.7)
where Gµν = Rµν − 12Rgµν is the Einstein tensor for the metric g and
Sµν = ∂µΦ
A∂νΦ
BhAB − 1
2
∂αΦ
C∂βΦ
DgαβhCDgµν (1.8)
is the energy-momentum tensor for the wave map.
Remark 1.2. As emphasized above, the main motivation for considering the Einstein-
wave map problem is that the 3+1 dimensional vacuum Einstein equations with a
spacelike translational Killing field reduces to a 2+1 dimensional Einstein-wave map
system with target the hyperbolic plane H2, see [23] and also [1, 24] and references
therein.
In this paper, we restrict ourselves to the equivariant class and recall some of the
notations already introduced in Section 1.1.
5For example, the Grillakis condition is satisfied in the important particular case N = H2, with
g(ρ) = sinh(ρ).
6Note that more general targets are considered in [34].
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Definition 1.3 (Equivariant 2+1 dimensional Einstein-wave map). Let (M,g) be a
globally hyperbolic spacetime with an S1 action by isometries eiθ, with hypersurface
orthogonal generator ∂θ which is spacelike away from fixed points. Let the metric
h on N be of the form h = dρ2 + g2(ρ)dθ2. Assume that M has Cauchy surface
diffeomorphic to R2. Let Φ :M → N be an equivariant map, with rotation number
k ∈ Z, i.e. Φ ◦ eiθ = eikθ ◦ Φ, and let φ = ρ ◦Φ.
An equivariant critical Einstein-wave map spacetime with target N is a triple
(M,g,Φ) solving
Gµν = κSµν (1.9a)
gφ− k
2f(φ)
r2
= 0 (1.9b)
where Gµν = Rµν − 12Rgµν is the Einstein tensor for the metric gµν , r is the radius
function, and f(φ) = g(φ)g′(φ).
Remark 1.4. (1) We shall throughout the paper restrict to the case when the
generator ∂θ of the S
1 action on M is hypersurface orthogonal.
(2) See Section 1.1 for the technical conditions on g(ρ) which will be assumed
to hold throughout the paper.
(3) In this work we shall assume k = 1, however the arguments easily extend to
the general case k ∈ Z.
For a Cauchy surface Σ, let T µ be the future directed unit normal. Denote also
by R the induced scalar curvature and Kab the second fundamental form of the
embedding, defined by K(X,Y ) = g(∇XT, Y ) for vector fields X,Y tangent to Σ.
It is well known that the Cauchy data for the Einstein equations (1.9a) must satisfy
some compatibility conditions known as the constraint equations7
R+ (Kcc)
2 −KabKab = 2κSµνT µT ν, (1.10a)
DcKac −DaKcc = κSaνT ν , (1.10b)
where Da is the intrinsic covariant derivative on Σ.
A smooth metric g satisfying the assumptions in Definition 1.3 can be put in the
form
g = −e2α(t,r)dt2 + e2β(t,r)dr2 + r2dθ2, (1.11)
see Section 4.1 for further discussion. For a smooth solution of the 2+1 dimensional
equivariant Einstein-wave map system, it must hold that α(t, r), β(t, r) are even
functions of r. In order to avoid a conical singularity at the axis, it must hold
that β(t, 0) = 0. See eg. [29] for discussion of these points. Further, α(t, 0) is
determined only up to a choice of time parametrization. We shall choose a time
coordinate such that α(t, 0) = 0.
Recall that we are restricting our considerations to the case of rotation number
k = 1, cf. Remark 1.4. In this case, the map Φ must be odd under reflection.
Hence in view of (1.4), φ(t, r) is odd, as a function of r. Thus, smoothness of g,Φ,
together with a time parametrization such that α(t, 0) = 0 gives the leading order
asymptotic behavior for α, β, φ,
α(t, r) = α2(t)r
2 +O(r4), (1.12a)
β(t, r) = β2(t)r
2 +O(r4), (1.12b)
φ(t, r) = φ1(t)r +O(r
3). (1.12c)
7They correspond respectively to GTT = κSTT and GTa = κSTa.
5A calculation shows that with g of the form (1.11), the second fundamental form
K of a Cauchy t-level set Σ is of the form
K = Krrdr
2,
with Krr = e
−α+2β∂tβ.
Definition 1.5 (Cauchy data set for the 2+1 dimensional equivariant Einstein-wave
map system). A Cauchy data set for the 2+1 dimensional equivariant Einstein-wave
map system with target (N,h) is a 5-tuple (Σ, q,K, φ0, φ1) consisting of
(1) a Riemannian 2-manifold (Σ, q) with an isometric action by eiθ as above
and a 2-tensor K of the form Krrdr
2 symmetric under the same action,
(2) rotationally symmetric functions φ0 : Σ→ R+, φ1 : Σ→ R,
such that the constraint equations (1.10) hold.
The proof by Choquet-Bruhat and Geroch [8] of existence and uniqueness of
maximal solutions to the Cauchy problem for the vacuum Einstein equations, to-
gether with the equivariance of the Cauchy data, is readily generalized to give the
following result.
Theorem 1.6 (Maximal Cauchy development for the 2+1 equivariant Einstein-wave
map problem). Let (Σ, q,K, φ0, φ1) be an equivariant Cauchy data set for the 2+1
Einstein-wave map system. Then there is a unique, maximal Cauchy development
(M,g,Φ) satisfying the equivariant Einstein-wave-map system (1.9).
1.3. Asymptotic flatness. Let Hsδ be the weighted L
2 Sobolev spaces8 on R2. A
2-dimensional rotationally symmetric Cauchy data set (Σ, q,K) is asymptotically
flat if
q = e2βdr2 + r2dθ2
with β = β∞+β˜ and (β˜,K) ∈ Hs+1δ ×Hsδ+1 for some δ ∈ (−1, 0). This is compatible
with the setup in [16], specialized to the rotationally symmetric case. Note that the
existence of such asymptotically flat solutions to the constraint equations without
rotational symmetry is proved in [16] [17] (and used in [18] to prove stability in
exponential time of the Minkowski space-time in this setting).
1.4. Global existence conjecture. A major open problem in the field of general
relativity is given by the Cosmic Censorship conjectures formulated for large data
solutions of the Einstein equations by Penrose in 1969 [25] (republished as [26], see
also the discussion in [22]), see for example [2] for a precise statement.
We recall the formulation of one version of these conjectures. The Strong Cosmic
Censorship conjecture, which is most relevant for our purposes states that the max-
imal Cauchy development of generic vacuum Cauchy data is inextendible, while the
Weak Cosmic Censorship conjecture states that any singularity in a generic, asymp-
totically flat, vacuum spacetime is hidden from observers at future null infinity by
an event horizon.
These fundamental conjectures are still widely open in general, but have been
proved in some cases when assuming certain symmetries, see in particular the sem-
inal proof of Christodoulou of the Cosmic Censorship conjectures for the Einstein
equations coupled to a scalar field in spherical symmetry (see [9] and references
therein). An intermediate goal toward the general case would be to assume the
presence of only one Killing field, and prove global regularity for the 3+1 vacuum
Einstein equations with a spacelike translational Killing field.
8We here use the same conventions as Huneau [16]. In particular on Rn, u = o(r−δ−1) if u ∈ Hsδ
for s > n/2.
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Conjecture 1.7 (Global existence for the 3+1 vacuum Einstein equations with a
spacelike translational Killing field). Maximal Cauchy developments of ‘asymptoti-
cally flat’ solutions to the 3+1 vacuum Einstein equations with a spacelike transla-
tional Killing field are regular and geodesically complete.
Recall from point 2 of remark 1.1that large data global existence holds for the
corresponding semilinear analog, namely the wave map problem with M = R2+1
and target N = H2. A proof of Conjecture 1.7 would likely require a local existence
result at the critical level which seems currently out of reach9 for quasilinear wave
equations in dimensions higher than 1+1. As a first step towards Conjecture 1.7,
we prove in this paper the special case of equivariant symmetry (see Remark 1.9
below).
1.5. Large data global regularity for the equivariant Einstein-wave map
problem. We are now ready to state our main result.
Theorem 1.8 (Global regularity of equivariant Einstein-wave maps). Let (M,g,Φ)
be the maximal Cauchy development of a smooth, asymptotically flat, finite energy
Cauchy data set with finite initial energy, for the 2 + 1 equivariant Einstein-wave
map problem (1.9) with target (N,h). Assume that the metric h has the form
h = dρ2 + g2(ρ)dθ2
for an odd function g : R→ R with g′(0) = 1. Assume that g satisfies∫ s
0
g(s′)ds′ →∞ when s→∞ (1.13)
and the Grillakis condition (1.6). Then, (M,g,Φ) is smooth, and (M,g) is asymp-
totically flat and geodesically complete.
Remark 1.9. As mentioned in Remark 1.2, an important motivation for studying
the Einstein-wave map system arises from the fact that this system with target
N = H2 arises naturally as the reduction of the 3+1 vacuum Einstein equations with
a spacelike translational Killing field. In particular, Theorem 1.8 proves Conjecture
1.7 in the special case of equivariant symmetry and should be seen as the analog of
the proof of the Cosmic Censorship conjectures in this setting.
The proof of Theorem 1.8 follows, as in the semilinear analog of free wave maps
on Minkowski space, from non-concentration of energy and small energy global
existence. The proof of non-concentration of energy and the initial framework of
the global existence problem is contained in the PhD Thesis of the second author
[15]. Let us emphasize in particular the following
• The proof of non-concentration of energy relies on the vectorfield method.
Unlike the semilinear case where one relies on vectorfields of Minkowski,
the vectorfields we use here have to be carefully constructed and controlled.
In particular, we exhibit a vectorfield10 T , which is not Killing but leads
nevertheless to a conserved current.
• The proof of small energy global existence relies in a fundamental way on
the null structure of the equations written in null coordinates. Indeed,
derivatives along outgoing null cones of φ as well as the metric coefficients
9Note for instance that in the absence of symmetry, the resolution of the bounded L2-curvature
conjecture in [20] for the 3+1 Einstein vacuum equations provides a local existence result which is
1/2 derivative above the scaling.
10the analog of ∂
∂t
in Minkowski.
7behave better, while the null structure allows to integrate by parts deriva-
tives along ingoing null cones such that the new terms generated behave
better.
The structure of the paper is as follows. In Section 2, we introduce null coordi-
nates (u, u) and a notion of mass. In Section 3, we prove the absence of trapped
surfaces and that the first singularity, if it exists, must lie on the axis of sym-
metry. In Section 4, we introduce (t, r) coordinates. In Section 5, we prove the
non-concentration of the energy. ln Section 6, we state a result on small energy
global existence and use it in conjunction with non-concentration of energy to prove
Theorem 1.8. The rest of the paper is then devoted to the proof of small energy
global existence. In Section 7 we derive a uniform weighted upper bound for φ.
In Section 8, we rely on the upper bound of Section 7 to derive a uniform upper
bound for ∂φ. Finally, we rely on the upper bound of Section 8 to prove small
energy global existence in Section 9.
2. Null coordinates
We assume that all objects are smooth11, unless otherwise stated. In this section
we introduce a null coordinate system and a notion of mass in 2+1 dimension.
This setup will be used in the next section to prove that the first singularity for
the critical, equivariant Einstein-wave map system occurs on the axis of rotation,
i.e. the set {r = 0} which we denote by Γ.
2.1. Existence of null coordinates. Recall from the discussion in Section 1.1
that the orbit space (Q, gˇ) is a 2-dimensional globally hyperbolic Lorentzian space
and in particular conformally flat. Hence we may introduce a global null coordinate
system with respect to which gˇ takes the form
gˇ = −Ω2(u, u)dudu,
which shows that (M,g) admits a coordinate system (u, u, θ) such that g takes the
form
g = −Ω2dudu+ r2(u, u)dθ2,
where now dθ2 is the line element on the S1 symmetry orbit. In view of (1.12) we
may, by redefining the coordinates u, u, without loss of generality assume that the
conditions
r = 0, ∂ur =
1
2
, ∂ur = −1
2
, u = u, and Ω = 1, (2.1)
are valid on the axis Γ. Also, the volume element is µg = Ω
2r/2 and the wave
operator on symmetric functions (i.e. ∂θφ = 0) is
gφ = − 2
Ω2r
(
∂u(r∂uφ) + ∂u(r∂uφ)
)
. (2.2)
11Throughout the paper, we use the terms smooth and regular interchangeably.
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2.2. The energy-momentum tensor in null coordinates. The non-vanishing
components of Sαβ in the coordinate system (u, u, θ) are
Suu = ∂uφ∂uφ, (2.3a)
Suu = ∂uφ∂uφ, (2.3b)
Suu =
Ω2
4
g2(φ)
r2
, (2.3c)
Sθθ =
r2
2
(
4
Ω2
∂uφ∂uφ+
g2(φ)
r2
)
. (2.3d)
The components Suθ, Suθ vanish identically. The energy-momentum tensor satisfies
the dominant energy condition since
Suu ≥ 0, Suu ≥ 0, Suu ≥ 0. (2.4)
2.3. The Einstein equation. The non-vanishing components in the coordinate
system (u, u, θ) of the Einstein tensor Gµν = Rµν − 12Rgµν are
Guu = −Ω2r−1∂u(Ω−2∂ur), (2.5a)
Guu = −Ω2r−1∂u(Ω−2∂ur), (2.5b)
Guu = r
−1∂u∂ur, (2.5c)
Gθθ = 4r
2Ω−4(∂uΩ∂uΩ− Ω∂u∂uΩ). (2.5d)
The components Guθ, Guθ vanish identically.
We can now write the u, u components of the Einstein equations Gαβ = κSαβ in
the form
∂u(Ω
−2∂ur) = −Ω−2rκSuu, (2.6a)
∂u(Ω
−2∂ur) = −Ω−2rκSuu, (2.6b)
∂u∂ur = rκSuu, (2.6c)
Ω−2(∂uΩ∂uΩ−Ω∂u∂uΩ) = 1
4
r−2Ω2κSθθ. (2.6d)
Here, the equation (2.6c) is special to 2 + 1 dimensions.
2.4. The mass. Define the quantity
m = 1 + 4Ω−2∂ur∂ur. (2.7)
It follows from (2.1) that m = 0 on Γ. We can write m in the form m = 1 −
gαβ∂αr∂βr. In view of the form (1.11) for g, we have
m = 1− e−2β. (2.8)
Remark 2.1. The quantity m defined by (2.7) has a form related to the Hawking
mass in 3+1 dimensional spherically symmetric gravity. In 3+1 dimensions and
spherical symmetry, the Hawking mass mH is given by
mH =
r
2
(1 + 4Ω−2∂ur∂ur).
In 2 + 1 dimensions, the quantity m defined in (2.7), when evaluated at infinity, is
a function of the mass defined by Ashetkar and Varadarajan [3].
Lemma 2.2. The quantity m admits a limit along any a space like asymptotically
flat curve, which does not depend on the particular curve. We denote this limit by
m∞. We have furthermore
m∞ ∈ [0, 1).
9Proof. See [16] for the proof of this lemma, wherem∞ is called the deficit angle. 
The mass m satisfies the following equations which are analogous to the ones
satisfied by the Hawking mass in the 3 + 1 dimensional case,
∂um = 4κΩ
−2r(Suu∂ur − Suu∂ur) (2.9a)
∂um = 4κΩ
−2r(Suu∂ur − Suu∂ur) (2.9b)
3. The first singularity occurs on the axis
3.1. Absence of trapped surfaces. Following Dafermos [12], we define the re-
gions
R = {p ∈ Q such that ∂ur > 0, ∂ur < 0},
T = {p ∈ Q such that ∂ur < 0, ∂ur < 0},
A = {p ∈ Q such that ∂ur = 0, ∂ur < 0}.
Then R,T ,A are the non-trapped (or regular), trapped and marginally trapped
regions, respectively. Due to work of Ida [19], one expects that in a 2+1 dimensional
spacetime satisfying the dominant energy condition, trapped or marginally trapped
surfaces occur only in exceptional cases. In fact, as shown by Galloway et al.
[13] a 2+1 dimensional spacetime satisfying the dominant energy condition and a
mild asymptotic condition, weaker than asymptotic flatness, cannot contain any
marginally trapped surfaces. We give below a direct proof that in the case under
consideration, there are no trapped or marginally trapped surfaces.
Theorem 3.1 (Absence of trapped surfaces). We have
(1) Q = R
(2) For q ∈ Q,
0 ≤ m(q) < m∞ < 1. (3.1)
In particular, the spacetimes under consideration contain no trapped or marginally
trapped surfaces, i.e. T = ∅, A = ∅.
Proof. Let Σˇ be a Cauchy curve in Q. Note that each p ∈ Q is on such a Cauchy
curve. Let s be a coordinate on Σˇ and let x(s) be the point in Σˇ with coordinate
value s. We may without loss of generality assume Σˇ has one endpoint x(0) on Γ
corresponding to s = 0 and an “asymptotically flat” end corresponding to s → ∞
so that the coordinate s takes values in [0,∞). As discussed in Section 2.4, we have
m(x(0)) = 0.
Now V = ∂s is a vectorfield tangent to Σˇ and in particular is spatial. Therefore,
since V points towards increasing values of s, V = a∂u − b∂u for positive functions
a, b. It follows from the assumption of asymptotic flatness that x(s) is contained
in R for s large enough. Due to the dominant energy condition, see (2.4), and
equations (2.9), we have
V m ≥ 0 (3.2)
in the regular region R. Now consider a point q ∈ Σˇ ∩ ∂R, where ∂R denotes the
boundary of R. At such a point, one of the equations ∂ur = 0 or ∂ur = 0 holds,
and hence m(q) = 1. Due to asymptotic flatness, lims→∞m(x(s)) = m∞ ∈ [0, 1).
Hence due to the monotonicity of m, see (3.2), we get a contradiction from m(q) =
1. Therefore Σˇ ∩ ∂R = ∅. This argument also shows that Σˇ ⊂ R. Also, since
m(x(0)) = 0 with x(0) = Σˇ ∩ Γ, then we have 0 ≤ m < 1 on Σˇ.
The properties of the mass discussed above, together with the fact that each
point of Q is on a Cauchy curve, and the maximality of Q, allow us to conclude
the proof of the theorem. 
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3.2. First singularities. We now restrict our consideration to the future Q+ of
Σˇ. Due to Theorem 3.1, Q+ = Q ∩ J+(Σˇ). We now introduce some notions
following Dafermos [12, 11]. Recall that Q+ is conformally isometric to a domain
in the 2-dimensional Minkowski space R1,1. As in [11, section 1.1], we shall consider
the topological closure Q+ of Q+ in the topology of R1,1 and define its boundary
Q+ \ Q+ accordingly.
Definition 3.2. Let p ∈ Q+. The indecomposable past subset J−(p)∩Q+ is said to
be eventually compactly generated if there is a compact subset X ⊂ Q+ such
that
J−(p) ∩Q+ ⊂ D+(X ) ∪ J−(X ). (3.3)
We will say that in this situation X generates J−(p) ∩ Q+.
Here, for convenience, we have followed the usage of [11] rather than the stan-
dard definition, cf. [4, Section 6.4]. In particular, in the following, we take an
indecomposable past subset to be a set of the form J−(p) ∩ Q+ for some p ∈ Q+.
Definition 3.3. A point p ∈ Q+ \ Q+ is said to be a first singularity if J−(p) ∩
Q+ is eventually compactly generated and if any eventually compactly generated
indecomposable past subset of J−(p) ∩ Q+ is of the form J−(q) ∩ Q+ for some
q ∈ Q+.
We will now state an extension criterion, which is a direct consequence of the
well posedness of the characteristic initial value problem, see [11, Prop. 1.1]. To
state this we need to introduce for a subset Y ⊂ Q+ \ Γ, the quantity N(Y ),
N(Y ) = sup
Y
{|Ω|1, |Ω−1|0, |r|2, |r−1|0, |φ|1} (3.4)
where |f |k = max(|f |Ck(u), |f |Ck(v)).
We can now state the extension criterion
Proposition 3.4 ([11, Property 1.1]). Let p ∈ Q+ \ Γ be a first singularity. Then,
for any compact X ⊂ Q+ \ Γ, generating J−(p), i.e. which satisfies (3.3), we have
N(D+(X ) \ {p}) =∞.
The following theorem states that the first singularity occurs on the axis.
Theorem 3.5 (The first singularity occurs on the axis). Let p ∈ Q+ \Q+ be a first
singularity. Then p ∈ Γ \ Γ.
Remark 3.6. Theorem 3.5 should be compared to [11, Theorem 3.1], which states
that a first singularity occurs either on the axis or has a trapped surface in its past.
Proof. Assume for a contradiction that p ∈ Q+ \Γ. Let us introduce the notations
ν : = ∂ur, (3.5)
λ : = ∂ur, (3.6)
ζ : = r∂uφ, (3.7)
ϑ : = r∂uφ, (3.8)
κ : = −1
4
Ω2ν−1. (3.9)
In the present, 2+1 dimensional case, m is given by (2.7), which using the above
notation takes the form
m = 1 + 4Ω−2νλ.
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Note that we have by Theorem 3.1 m < 1 and also, since Q+ ⊂ R, it holds that
ν < 0, λ > 0, κ > 0 everywhere in Q+. Further, note that from the definitions
r > 0 in Q+ \ Γ. We may assume without loss of generality that X ⊂ Q+ \ Γ. If
p = (us, us) denotes first singularity, we may further assume that X is given by
X =
(
{u0} × [u0, us]
)
∪
(
[u0, us]× {u0}
)
where u0 < us, u0 < us and us < u0 to ensure X ⊂ Q+ \ Γ. Note that we have
[u0, us]× [u0, us] = D+(X ) = J−(p) ∩D+(X ).
In view of the compactness of X the following bounds hold on X ,
0 < r0 ≤ r ≤ R, (3.10a)
0 < λ ≤ Λ, 0 > ν ≥ −N, (3.10b)
|φ| ≤ P, |ϑ| ≤ Θ, |ζ| ≤ Z,
0 < κ ≤ K, (3.10c)
|∂uΩ| ≤ H, |∂uΩ| ≤ H,
|∂uν| ≤ H, |∂uλ| ≤ H,
for some positive real numbers r0, R,Λ, N, P,Θ, Z,K,H. Equation (2.6a) yields
∂uκ = κ
1
r
(
ζ
ν
)2
νκ. (3.11)
Due to (3.11) and ν < 0, it follows that inequality (3.10c) holds in all ofD+(X )\{p}.
Since ν < 0, λ > 0, it follows that inequality (3.10a) holds throughout D+(X )\{p}.
Now consider p∗ = (u∗, u∗) ∈ D+(X ) \ {p}. The past null curves starting at
p∗ intersect X at (u∗, u0) and (u0, u∗), respectively, see figure 1. Integrating (3.8)
yields
|(φ(u∗, u∗)| ≤ |φ(u∗, u0)|+
∣∣∣∣∣
∫ u∗
u0
ϑ
r
(u∗, u)du
∣∣∣∣∣
≤ P +
√∫ u∗
u0
ϑ2
rκ
du
√∫ u∗
u0
κ
r
du. (3.12)
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Equation (2.9b) gives, using the present notation
∂um = κ
(
g2(φ)
r
λ+
ϑ2
rκ
)
.
In view of λ > 0, this gives, integrating along the same null curve as above,∫ u∗
u0
ϑ2
rκ
du ≤ 1
κ
(m(u∗, u∗)−m(u∗, u0))
≤ 1
κ
(3.13)
where we used (3.1). We can now use the inequality (3.13) together with the
previous estimates of κ and r and (3.12) to show that φ is uniformly bounded in
D+(X ) \ {p}.
We next estimate λ and ν. First, use the relation
κ(1−m) = λ
and the previous estimates form,κ, to get the inequality 0 < λ < K onD+(X )\{p}.
In order to estimate ν, recall that ν < 0 on Q by theorem 3.1. Next, note that in
view of (2.6c) and (2.4) we have ∂uν > 0 and hence integrating as above gives
ν(u∗, u0) < ν(u
∗, u∗) < 0.
This means that the inequalities (3.10b) hold on D+(X ) \ {p}.
From the definition of κ, cf. (3.9), we have
Ω2 = −4νκ
which in view of the above estimates gives
Ω2 ≤ 4NK on D+(X ) \ {p}. (3.14)
To estimate the first derivative of φ, we write (1.9) in the form
∂uϑ =
1
2
r−1νϑ− 1
2
r−1λζ + κν
f(φ)
r
(3.15)
∂uζ =
1
2
r−1λζ − 1
2
r−1νϑ+ κν
f(φ)
r
(3.16)
Integrating these relations as above yields uniform bounds for ϑ, ζ in D+(X ) \ {p}.
Next, observe that (2.6d) takes the form
− ∂u∂u log(Ω) = 1
8
r−2κ
(
4ϑζ +Ω2g2(φ)
)
(3.17)
in the current notation. The right hand side of (3.17) is uniformly bounded on
D+(X ) \ {p} by the above estimates. Integrating as above along the null curves
{(u, u∗), u0 ≤ u ≤ u∗} and {(u∗, u), u0 < u < u∗} yields uniform bounds on
∂u log(Ω) and ∂uΩ on D
+(X ) \ {p}, and hence in view of (3.14) also on ∂uΩ and
∂uΩ. A second integration of ∂u log(Ω) or ∂u log(Ω) allows us to give a uniform
bound on | log(Ω)|, and hence also on |Ω−1|, in D+(X ) \ {p}.
Now we have uniform bounds in D+(X ) \ {p} for the quantities |r−1|, |Ω−1|,
|∂ur|, |∂ur|, |φ|, |∂uφ|, |∂uφ|, |∂uΩ|, |∂uΩ|. A bound on |∂u∂ur| follows in view of
these estimates directly from (2.6c). It remains only to estimate ∂u∂ur = ∂uν and
∂u∂ur = ∂uλ. In order to do this, we can use equations (2.6a) and (2.6b) since all
occuring terms are bounded by our previous estimates.
This completes the proof that if p is a first singularity in Q+ \ Γ, we have
N(D+(X ) \ {p}) < ∞ which by Proposition 3.4 gives a contradiction. This shows
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that every first singularity occurs in Γ\Γ, i.e. on the axis, and hence concludes the
proof of Theorem 3.5. 
4. (t, r) coordinates
4.1. Construction of (t, r) coordinates. Let (M,g, φ) be the maximal Cauchy
development of an asymptotically flat Cauchy data set for the equivariant Einstein-
wave map problem. Let Γ = {r = 0} be the axis of rotation inM . If Γ is incomplete
to the future, we let pΓ be the first singularity.
Lemma 4.1. Let t be the parameter on Γ such that Γ˙ = dΓ/dt satisfies
gαβΓ˙
αΓ˙β = −1 for t < 0 and lim
tր0
Γ(t) = pΓ.
Extend t to be constant on the maximal orbit Σˇt of ∇r starting at Γ(t) ∈ Γ ∩ R.
Then, (t, r) is a regular coordinate system on ∪t<0Σˇt and
gˇ = −e2αdt2 + e2βdr2
for some functions α = α(t, r), β = β(t, r). Furthermore, we have
α = β = 0 on Γ.
Proof. Recall that the radius function r is well-defined and smooth on the regular
part of M and hence also on Q. Let ∇r be the gradient field of r on (Q, gˇ). We
have
∇r = −2Ω−2(∂ur∂u + ∂ur∂u)
and
gˇ(∇r,∇r) = −4Ω−2∂ur∂ur.
This means that
gˇ(∇r,∇r) = 1−m
where m is the mass as defined in Section 2.4. In view of (3.1), we have that
m ∈ [0, 1) in Q. Thus we have gˇ(∇r,∇r) > 0 on Q.
Consider a maximal orbit Σˇt of ∇r starting at some point Γ(t) ∈ Γ ∩ R. Since
gˇ(∇r,∇r) > 0 on Q, the radius function r is a parametrization of Σˇ. By Cauchy
stability for the ODE
dx
dr
= ∇r, (4.1)
we have that Σˇt defines a foliation in Q. This foliation does not cover all of Q,
but the domain of the foliation includes the past domain of influence of the first
singularity, cf. figure 2. Let Q˜ denote the domain of the foliation.
We can now extend the coordinate t from the axis Γ to the domain of the Σˇt
foliation. This defines a function t on Q˜. Recall that the Σˇt are orbits of a vector
field∇r on Q. By uniqueness for (4.1) we have that the function t has non-vanishing
gradient. Furthermore, we have by construction that gˇ(∇t,∇r) = 0 on the domain
of the time foliation. Together with the fact that t has non-vanishing gradient and
gˇ(∇r,∇r) > 0 on Q, we infer
gˇ(∇t,∇r) = 0, gˇ(∇t,∇t) < 0, gˇ(∇r,∇r) > 0 on ∪t<0 Σˇt.
It follows that (t, r) as coordinate functions on the domain of the foliation, and in
this coordinate system, we have
gˇ = −e2αdt2 + e2βdr2
where α = − log(−gˇ(∇t,∇t))/2 and β(t, r) = − log(gˇ(∇r,∇r))/2. Furthermore, in
view of our choice for t in Γ and the fact that gˇ(∇t,∇r) = 0, we have gˇ(∇t,∇t) =
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−1 and hence also α = 0 on Γ. Further, as discussed in connection with (1.12),
smoothness of g implies β = 0 on Γ, in particular it holds that gˇ(∇r,∇r) = 1 on
Γ. This concludes the proof of the lemma. 
The above construction lifts to (M,g) to give a foliation Σt. We denote the
domain of this foliation M˜ . On M˜ we have coordinates (xα) = (t, r, θ), and the
metric g takes the form
g = −e2αdt2 + e2βdr2 + r2dθ2. (4.2)
Remark 4.2. By (2.8) and the fact that m is monotone increasing as a function
of r and satisfies m < 1 by Lemma 2.2, we have that β is monotone increasing and
bounded. See section 5 below.
4.2. Einstein Tensor. The components in the polar coordinates (t, r, θ) of the
Einstein tensor Gµν = Rµν − 12Rgµν are
Gtt = e
2(α−β)βrr
−1,
Gtr = βtr
−1,
Grr = αrr
−1,
Gθθ = r
2
(
e−2β(−βrαr + α2r + αrr)− e−2α(β2t − βtαt + βtt)
)
,
Gtθ = 0,
Grθ = 0.
4.3. Energy-momentum Tensor. Recall that the energy-momentum tensor S(Φ)
for a wave map Φ : (M,g)→ (N,h) is as follows
Sµν(Φ) := 〈∂µΦ, ∂νΦ〉h(Φ) −
1
2
gµν〈∂σΦ, ∂σΦ〉h(Φ), (4.3)
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where µ,ν,σ = 0, 1, 2. In the following we will calculate each of the components of
the energy-momentum tensor in (t, r, θ) coordinates. Note,
〈∂σΦ, ∂σΦ〉h(Φ) = −e−2αφ2t + e−2βφ2r +
g2(φ)
r2
. (4.4)
Now we proceed to calculate Sµν
Stt =
1
2
e2α
(
e−2αφ2t + e
−2βφ2r +
g2(φ)
r2
)
,
Str = φtφr,
Srr =
1
2
e2β
(
e−2αφ2t + e
−2βφ2r −
g2(φ)
r2
)
,
Sθθ =
1
2
r2
(
e−2αφ2t − e−2βφ2r +
g2(φ)
r2
)
,
Stθ = 0,
Srθ = 0.
Let T and R be the normalization of ∂t and ∂r
T : = e−α∂t and R : = e
−β∂r.
We define the energy density e : = S(T, T ) and momentum density m : = S(T,R)
e =
1
2
(
e−2α φ2t + e
−2β φ2r +
g2(φ)
r2
)
=
1
2
(
(T (φ))2 + (R(φ))2 +
g2(φ)
r2
)
m = e−(α+β)φt φr
= T (φ)R(φ).
We further define
e0 : = (T (φ))
2 + (R(φ))2 , f : =
g2(φ)
r2
.
4.4. Einstein equivariant wave map system of equations. Using the above
expressions for Gµν and Sµν we have the system of equations
βr =
1
2
r κ e2β
(
e−2α φ2t + e
−2β φ2r +
g2(φ)
r2
)
, (4.5a)
βt = r κφt φr, (4.5b)
αr =
1
2
r κ e2β
(
e−2α φ2t + e
−2β φ2r −
g2(φ)
r2
)
, (4.5c)
gφ =
g′(φ)g(φ)
r2
, (4.5d)
where
gφ = −e−2α(φtt + (βt − αt)φt) + e−2β
(
φrr +
φr
r
+ (αr − βr)φr
)
.
We remark that the full system (1.9) yields some redundant equations. The
system (4.5) is a subset containing the equations which are relevant for our purposes.
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5. Non-concentration of energy
Let us define the energy on a Cauchy surface Σt
E(Φ)(t) :=
∫
Σt
e µ¯q
=2π
∫ ∞
0
e(t, r)reβ(t,r) d r ,
the energy in a coordinate ball Br
E(Φ)(t, r) :=
∫
Br
e µ¯q ,
=2π
∫ r
0
e(t, r′)r′eβ(t,r
′) d r′
the energy inside the causal past J−(O) of O
EO(t) :=
∫
Σt∩J−(O)
e µ¯q .
The goal of this section is to prove the following result.
Theorem 5.1 (Non-concentration of energy). Let (M,g,Φ) be a smooth, globally
hyperbolic, equivariant maximal development of smooth, asymptotically flat, equi-
variant initial data set (Σ, q,K, φ0, φ1), satisfying the constraint equations (1.10),
with finite initial energy, and let (N,h) be a rotationally symmetric, complete,
connected Riemannian manifold satisfying the Grillakis condition (1.6) as well as
(1.13). Then, the energy of the Einstein-wave map system (1.9) cannot concentrate,
i.e., EO(t)→ 0, as tր 0, where O is the first (hypothetical) singularity of M and
t is as in Section 4.
5.1. Energy conservation. We start by proving the energy is conserved.
Lemma 5.2. The energy E(φ)(t) is conserved.
Proof. Consider two Cauchy surfaces Σs and Στ at t = s and t = τ respectively,
with −1 ≤ τ ≤ s < 0. We shall now construct a divergence free vector field PT as
follows. Consider the Einstein’s equations (4.5a) and (4.5b). They can be rewritten
as follows
−∂r
(
e−β
)
= r κeβe,
−∂t
(
e−β
)
= r κeαm.
From the smoothness of β we have −∂2rt
(
e−β
)
= −∂2tr
(
e−β
)
, which implies
−∂t
(
reβe
)
+ ∂r(re
αm) = 0. (5.1)
Now define a vectorfield
PT : = −e−α e ∂t + e−βm ∂r,
then the divergence of PT is given by
∇νP νT =
1√|g| ∂ν
(√
|g|P νT
)
(5.2)
=
1
reβ+α
(
−∂t
(
reβ e
)
+ ∂r (re
αm )
)
= 0
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from (5.1). Let us now apply Stokes’ theorem in the space-time region whose
boundary is Σs ∪Στ. Due to asymptotic flatness, the boundary terms at r =∞ do
not contribute. We have
0 =
∫
Σs
eαP tT µ¯q −
∫
Στ
eαP tT µ¯q. (5.3)
Therefore, it follows that
E(φ)(τ) = E(φ)(s) (5.4)
for any τ, s such that −1 ≤ τ ≤ s < 0. 
In the following lemma we shall prove that the metric functions β(t, r) and α(t, r)
are uniformly bounded during the evolution of the Einstein-wave map system.
Lemma 5.3. There exist constants c−β , c
+
β , c
−
α , c
+
α depending only on the initial data
and the universal constants such that the following uniform bounds on the metric
functions β(t, r) and α(t, r) hold
c−β ≤ β(t, r) ≤ c+β ,
c−α ≤ α(t, r) ≤ c+α .
Proof. For simplicity of notation, we use a generic constant c for the estimates on
β(t, r) and α(t, r). The Einstein equation (4.5a) for βr can be rewritten as
−(e−β)r = κ r eβe.
Integrating with respect to r and recalling that β|Γ = 0, we get
1− e−β = κ
∫ r
0
e r′ eβd r′ =
κ
2π
E(φ)(t, r)
so,
eβ =
(
1− κ
2π
E(φ)(t, r)
)−1
.
Let us introduce the notation β∞(t) = limr→∞ β(r, t). Then we have
eβ∞(t) =
(
1− κ
2π
E(φ)(t)
)−1
.
Since E(φ)(t, r) is a nondecreasing function of r, then so is β(t, r)
1 = eβ(t,0) ≤ eβ(t,r) ≤ eβ∞(t).
Furthermore, since the energy is conserved E(φ)(t) = E(φ)(−1), β∞(t) = β∞(−1)
is also conserved during the evolution of the Einstein wave map system and hence
0 ≤ β(t, r) ≤ β∞(−1).
Similarly let us consider the Einstein’s equation (4.5c) for αr
αr = r κ e
2β(e− f).
Integrating with respect to r and recalling that α|Γ = 0, we get
α(t, r) ≤ c
∫ r
0
(e− f)reβd r
≤ c
∫ r
0
e r eβd r
≤ c
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and
α(t, r) ≥ −c
∫ r
0
f
2
reβ d r
≥ −c
∫ r
0
e r eβ d r
≥ −c.
This concludes the proof of the lemma. 
Remark 5.1. By Lemma 2.2 and (2.8) we have
0 ≤ κ
2π
E(φ)(t) = 1− e−β∞(t) < 1.
Lemma 5.4. Assume that the target manifold (N,h) satisfies
℘(φ) :=
∫ φ
0
g(s) ds→∞ as φ→∞, (5.5)
then there exists a constant c dependent only on the initial data and the universal
constants such that
φ ∈ L∞ with ‖φ‖∞ ≤ c
for every solution φ of the equivariant wave map equation.
Proof. Extending the technique used in Lemma 8.1 in [31] and noting that φ
∣∣
Γ
= 0,
we consider
℘(φ(t, r)) =
∫ r
0
∂r(℘(φ(t, r))) dr
=
∫ r
0
g(φ)∂rφdr
=
∫ r
0
(
g(φ)(re−β)−1/2
)(
∂rφ(re
−β)1/2
)
dr.
Consequently,
|℘(φ(t, r))| ≤
(∫ r
0
(g(φ))2(re−β)−1 dr
)1/2(∫ r
0
(∂rφ)
2re−β dr
)1/2
≤
(∫ ∞
0
g(φ)2
r2
reβ dr
)1/2(∫ ∞
0
e−2β(∂rφ)
2reβ dr
)1/2
≤ c(E0).
Arguing via contradiction, the result follows. 
5.2. The vectorfield method. Let X be a space-time vectorfield. The corre-
sponding momentum PX is given by the contraction of S with X i.e.,
PµX = S
µ
νX
ν . (5.6)
We have,
∇νP νX =Xµ∇νSνµ + Sνµ∇νXµ. (5.7)
Since the energy-momentum tensor S is divergence free, the first term in the right
hand side of (5.7) drops out, therefore
∇νP νX =Sµν ∇µXν
=
1
2
(X)
piµνS
µν ,
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where the deformation tensor (X)piµν is given by
(X)
piµν : =∇µXν +∇νXµ
=gσν∂µX
σ + gσµ∂νX
σ +Xσ∂σgµν .
Construction of useful identities using suitably chosen multipliers X and Stokes’
theorem is central to our method to prove non-concentration of energy of equivariant
Einstein-wave maps. In the following let us calculate the divergence of PX for
various choices of X.
Consider T = e−α∂t. The corresponding momentum PT is
PT =− e−αe ∂t + e−βm ∂r. (5.8)
Then, we have,
∇νP νT =
1
2
e−2α (eαβt)φ
2
t +
1
2
e−2β (eαβt)φ
2
r
− 1
2
(eαβt)
g2(φ)
r2
− αre−α−2βφtφr
= e−α
(
βt(e− f)− αre−βm
)
= 0 (5.9)
after using Einstein’s equations (4.5b) and (4.5c). Also, recall from (5.2) that
0 = ∇νP νT =
1
reβ+α
(
−∂t(reβe) + ∂r(reαm)
)
. (5.10)
For R = e−β∂r and
PR =− e−αm ∂t + e−β(e− f) ∂r, (5.11)
the divergence ∇νP νR is
∇νP νR =
1
2
(R)
piµνS
µν
= −e−βαr e+ 1
2r
e−β(e−2αφ2t − e−2βφ2r + f) + e−αβtm. (5.12)
Equivalently,
∇νP νR =
1√−g∂ν(
√−gP νR)
=
1
reβ+α
(
−∂t(reβm) + ∂r((e− f)reα)
)
. (5.13)
Similarly for the choice Ra : = ra ∂r, we have
PRa =− eβ−αram∂t + ra (e− f)∂r,
∇νP νRa =
1
2
(
ra(−αr + βr) + (1 + a)ra−1
)
e−2αφ2t
+
1
2
(
ra(−αr + βr) + (a− 1)ra−1
)
e−2βφ2r
+
1
2
(−ra(αr + βr) + (1− a)ra−1) g2(φ)
r2
=
1
2
(
(1 + a)ra−1
)
e−2αφ2t +
1
2
(
(a− 1)ra−1) e−2βφ2r
+
1
2
(
(1− a)ra−1) g2(φ)
r2
(5.14)
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where we used Einstein equations (4.5c) and (4.5a) for αr and βr respectively. In
particular, we have R1 : = r ∂r and
PR1 =− reβ−αm ∂t + r(e− f)∂r,
∇νP νR1 = e−2αφ2t . (5.15)
Let J−(O) be the causal past of the the point O and I−(O) the chronological
past of O. We will need the following definitions
ΣOt : = Σt ∩ J−(O)
K(t) : = ∪t≤t′<0Σt′ ∩ J−(O)
C(t) : = ∪t≤t′<0Σt′ ∩ (J−(O) \ I−(O))
K(t, s) : = ∪t≤t′<sΣt′ ∩ J−(O)
C(t, s) : = ∪t≤t′<sΣt′ ∩ (J−(O) \ I−(O))
for −1 ≤ t < s < 0. In the following we will try to understand the behaviour of
various quantities of the wave map as one approaches O in a limiting sense. For
this we will use Stokes’ theorem in the region K(τ, s),−1 ≤ τ ≤ s < 0 (as shown in
figure 3) for divergence of vector fields PX with suitable choices of the vector field
X. The volume 3-form of (M,g) is given by
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Figure 3. Application of the Stokes’ theorem for the divergence of PX
µ¯g : = re
β+αd t ∧ d r ∧ d θ
and the area 2-form of (Σ, q) by
µ¯q = re
βd r ∧ d θ.
Let us define 1-forms ℓ˜, n˜ and m˜ as follows
ℓ˜ : = − eαd t+ eβd r,
n˜ : = − eαd t− eβd r,
m˜ : = rd θ,
so we have,
µ¯g =
1
2
(
ℓ˜ ∧ n˜ ∧ m˜
)
.
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Let us also define the 2-forms µ¯
ℓ˜
and µ¯n˜ such that
µ¯
ℓ˜
: = − 1
2
n˜ ∧ m˜,
µ¯n˜ : =
1
2
ℓ˜ ∧ m˜,
so that
µ¯g = − ℓ˜ ∧ µ¯ℓ˜,
µ¯g = − n˜ ∧ µ¯n˜ .
We now apply the Stokes’ theorem for the µ¯g-divergence of PX in the region K(τ, s)
to get∫
K(τ,s)
∇νP νX µ¯g =
∫
ΣOs
eα P tX µ¯q −
∫
ΣO
τ
eα P tX µ¯q + Flux(PX)(τ, s) (5.16)
where
Flux(PX)(τ, s) = −
∫
C(τ,s)
n˜(PX) µ¯n˜.
5.3. Monotonicity of energy.
Lemma 5.5. We have EO(τ) ≥ EO(s) for −1 ≤ τ < s < 0.
Proof. Let us apply Stokes’ theorem (5.16) to the vector field PT . We have
0 = −
∫
ΣOs
e µ¯q +
∫
ΣO
τ
e µ¯q + Flux(PT )(τ, s) (5.17)
and
Flux(PT )(τ, s) =−
∫
C(τ,s)
n˜ (PT ) µ¯n˜
=−
∫
C(τ,s)
(e−m) µ¯n˜ .
Note that we have e ≥ |m|. Hence, we have Flux(PT )(τ, s) ≤ 0 which implies
PSfrag replacements
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Figure 4. Monotonicity of Energy inside the past null cone of O
EO(τ)− EO(s) ≥ 0 ∀ − 1 ≤ τ ≤ s < 0.
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This concludes the proof of the lemma. 
Let us define
EOconc : = inf
τ∈[−1,0)
EO(τ). (5.18)
As a consequence of Lemma 5.5, (5.18) is equivalent to
EOconc = lim
τ→0
EO(τ). (5.19)
We say that the energy of equivariant Cauchy problem concentrates if EOconc 6= 0
and does not concentrate if EOconc = 0.
Corollary 5.6. For a vectorfield X, let
Flux(PX)(τ) := lim
s→0
Flux(PX )(τ, s).
Then, we have
Flux(PT )(τ)→ 0 as τ→ 0.
Proof. Recall the equation (5.17). For s→ 0, we have
0 = −EOconc +
∫
ΣO
τ
e µ¯q +Flux(PT )(τ). (5.20)
Now by the definition (5.18), as τ→ 0 we get
lim
τ→0
∫
ΣO
τ
e µ¯q → EOconc. (5.21)
Therefore, it follows from (5.20) that Flux(PT )(τ)→ 0 as τ→ 0. 
5.4. L∞ estimate for the Jacobian. The goal of this section is to derive uniform
bounds for the Jacobian transformation between (t, r, θ) and (u, u, θ) coordinates.
Recall that we defined the 1-forms ℓ˜ and n˜. Their corresponding vectors are null,
given by
ℓ˜ = e−α∂t + e
−β∂r
n˜ = e−α∂t − e−β∂r .
Lemma 5.7. There exists two scalar functions F and G such that
∂u =
1
2
eF ℓ˜, ∂u =
1
2
eG n˜, (5.22)
with the normalization on Γ
F = G = 0 on Γ.
Furthermore, F and G satisfy
2∂u(G) = eFrκeβ(e+m− f), (5.23a)
2∂u(F) = −eGrκeβ(e−m− f). (5.23b)
Proof. In view of various normalizations on Γ, note that we have
∂ur =
1
2
, ∂ur = −1
2
, ℓ˜(r) = 1, n˜(r) = −1 on Γ.
Furthermore, ∂u and ∂u are also null, and ∂u, ∂u, ℓ˜ and n˜ are all future directed.
We infer that there exists two scalar functions F and G such that
∂u =
1
2
eF ℓ˜, ∂u =
1
2
eG n˜,
23
with the normalization on Γ
F = G = 0 on Γ.
Next, we derive equations for F and G. We have
[ℓ˜, n˜] = 2e−(β+α)(−αr∂t + βt∂r).
We infer
[∂u, ∂u] =
e(F+G)
4
(
[ℓ˜, n˜] + ℓ˜(G)n˜ − n˜(F)ℓ˜
)
=
e(F+G)
2
e−(β+α)(−αr∂t + βt∂r) + e
G
2
∂u(G)(e−α∂t − e−β∂r)
−e
F
2
∂u(F)(e−α∂t + e−β∂r).
Since [∂u, ∂u] = 0, F and G are such that
e−F∂u(G)− e−G∂u(F) = rκeβ(e− f),
e−F∂u(G) + e−G∂u(F) = rκeβm,
and hence
2∂u(G) = eFrκeβ(e+m− f),
2∂u(F) = −eGrκeβ(e−m− f).
This concludes the proof of the lemma. 
Let us revisit Stokes’ theorem for µ¯g-divergence of PX in K(τ, s). We have
du = −e−F n˜, d u = −e−G ℓ˜.
The volume 3-form of (M,g) is
µ¯g =
1
2
rΩ2du ∧ du ∧ d θ.
Let us introduce the 2-forms µ¯u and µ¯u as follows
µ¯g = du ∧ µ¯u, µ¯g = du ∧ µ¯u
so that
µ¯u = −1
2
rΩ2 (du ∧ d θ) , µ¯u = 1
2
rΩ2 (du ∧ d θ) .
Now,
Flux(PX)(τ, s) =
∫
C(τ,s)
du(PX) µ¯u,
for instance,
Flux(PT )(τ, s) =
∫
C(τ,s)
du(PT ) µ¯u,
=−
∫
C(τ,s)
e−F (e−m)µ¯u.
Lemma 5.8. There exist constants c−G , c
+
G , c
−
F and c
+
F depending only on the initial
data and the universal constants such that the following uniform bounds hold
c−G ≤G ≤ c+G
c−F ≤F ≤ c+F .
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Proof. We integrate (5.23) using the fact that F = G = 0 on Γ. We infer
G(u, u) =
∫ u
u
eFrκeβ(e+m− f)(u, u′)du′,
F(u, u) =
∫ u
u
eGrκeβ(e−m− f)(u′, u)du′.
Next, note that
−Ω
2
2
= g(∂u, ∂u) =
eF+G
4
g(n˜, ℓ˜) = −e
F+G
2
and hence
Ω2 = eF+G . (5.26)
We infer
G(u, u) = κ
∫ u
u
eβe−G(e+m− f)rΩ2du′,
F(u, u) = κ
∫ u
u
eβe−F (e−m− f)rΩ2du′.
Using the fact that |e±m− f | ≤ e±m and u ≤ u, we infer
|G(u, u)| ≤ c
∫ u
u
e−G(e+m)rΩ2du′,
|F(u, u)| ≤ c
∫ u
u
e−F (e−m)rΩ2du′.
Since du = −e−F n˜ and du = −e−G ℓ˜, we infer
|G(u, u)| ≤ c
∫ u
u
du(PT )rΩ
2du′,
|F(u, u)| ≤ c
∫ u
u
du(PT )rΩ
2du′.
After integration in θ, the right-hand sides are bounded by fluxes which in turn are
bounded by the energy, and hence
|G| ≤ c, |F| ≤ c.
This concludes the proof of the lemma. 
Let us consider the Jacobian J of the transition functions between (t, r, θ) and
(u, u, θ)
J : =
 ∂ut ∂ut ∂θt∂ur ∂ur ∂θr
∂uθ ∂uθ ∂θθ

=
1
2
 eF−α eG−α 0eF−β −eG−β 0
0 0 2

then the inverse Jacobian J−1 is given by
J−1 =
 e−F+α e−F+β 0e−G+α −e−G+β 0
0 0 1
 .
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Therefore,
∂tu = e
−F+α, ∂ru = e
−F+β, ∂tu = e
−G+α, ∂ru = −e−G+β, (5.30)
and
du = e(−F+α)d t+ e(−F+β)d r, d u = e(−G+α)d t− e(−G+β)d r.
Corollary 5.9. There exist constants c−µν , c
+
µν and C
−
µν , C
+
µν depending only on the
inital data and the universal constants such that all the entries of the Jacobian J
and its inverse J−1 are uniformly bounded
c−µν ≤Jµν ≤ c+µν
C −µν ≤J−1µν ≤ C +µν
for µ, ν = 0, 1, 2.
Proof. The proof follows from Lemmas 5.3 and 5.8. 
Corollary 5.10. There exist constants c−Ω and c
+
Ω depending only on the initial
energy and the universal constants such that the following uniform bounds hold on
the metric function Ω in null coordinates.
c−Ω ≤ Ω ≤ c+Ω . (5.31)
Proof. This follows immediately from (5.26) and Lemma 5.8. 
Corollary 5.11. Let us introduce the notation
τ =
u+ u
2
, ̺ =
u− u
2
.
Then, there exist constants c1, c2, c3, c4 such that the pointwise bounds
r ≥ c1 ̺, t ≥ c3 τ,
r ≤ c2 ̺ and t ≤ c4 τ
hold in J−(O) for the scalar functions r, t, ̺ and τ .
Proof. From Corollary 5.9, we have uniform bounds on the Jacobian and its inverse
of the transition functions between (t, r, θ) and (τ, ̺, θ). As a consequence,
|∂̺r| =|∂ur − ∂ur| = 1
2
|eF−β + eG−β| ≤ c1, (5.32a)
|∂r̺| =1
2
|∂ru− ∂ru| = 1
2
|e−G+β − e−F+β| ≤ c2, (5.32b)
|∂τ t| =|∂ut+ ∂ut| = 1
2
|eF−α + eG−α| ≤ c′3, (5.32c)
|∂̺t| =|∂ut− ∂ut| = 1
2
|eF−α + eG−α| ≤ c′4, (5.32d)
|∂tτ | =1
2
|∂tu+ ∂tu| = 1
2
|e−F+α + e−G+α| ≤ c5, (5.32e)
|∂rτ | =1
2
|∂ru+ ∂ru| = 1
2
|e−F+β − e−G+β| ≤ c6. (5.32f)
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The proof follows by applying the fundamental theorem of calculus in the region
J−(O) and noting that at O, t = τ = 0 and r = ̺ = 0 on the axis. 
5.5. Non-concentration away from the axis. In this section we shall use the
vector fields method introduced previously to prove that energy does not concen-
trate. We start with proving that the energy does not concentrate away from the
axis using the divergence free vector PT .
Lemma 5.12 (Non-concentration away from the axis). We have
E Oext(τ) :=
∫
Br2(τ)\Br1(τ)
e µ¯q → 0 as τ→ 0,
where r = r2(τ) is the radius where the t = τ slice intersects the ̺ = |τ | curve i.e
the mantel of the null cone J−(O) and r = r1(τ) is the radius where the ̺ = λ|τ |
curve intersects the t = τ slice, for any real λ ∈ (0, 1). Observe that both r1(τ) and
r2(τ)→ 0 as τ→ 0.
Proof. Consider a tubular region S with triangular cross section (as shown in the
figure 5 ) in ̺ > λτ, λ ∈ (0, 1) of the spacetime i.e., the “exterior” part of the interior
of the past null cone of O. As shown in the figure 5, let us use the divergence-free
PSfrag replacements
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∂S3
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Figure 5. Application of Stokes’ theorem on the µ¯g-divergence free
PT to relate the fluxes through surfaces ∂S1, ∂S2 and ∂S3
vector field PT and Stokes’ theorem in the region S to relate the fluxes through the
three boundary segments ∂S1, ∂S2 and ∂S3. We have
0 =
∫
∂S1
du(PT )µ¯u +
∫
∂S2
du(PT )µ¯u −
∫
∂S3
eαP tT µ¯q
=−
∫
∂S1
e−G(e+m) µ¯u −
∫
∂S2
e−F (e−m) µ¯u +
∫
∂S3
e µ¯q. (5.33)
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To analyze the behaviour of the flux terms
∫
∂S1
and
∫
∂S2
in (5.33) close to O, let
us define
l̂ : = eβ+αℓ˜ = eβ∂t + e
α∂r,
n̂ : = eβ+αn˜ = eβ∂t − eα∂r,
A2 : = r(e−m),
B2 : = r(e+m).
From (5.12) and (5.13), we have
1
reβ+α
(
−∂t(reβm) + ∂r((e− f)reα)
)
=− e−βαr e+ 1
2r
e−β(e−2αφ2t − e−2βφ2r + f) + e−αβtm. (5.34)
We have the following identities from (5.10) and (5.34)
∂t(re
βe)− ∂r(reαm) = 0, (5.35a)
∂t(re
βm)− ∂r(reαe) = L, (5.35b)
where
L : =
reααr
2
(
(Tφ)2 + (Rφ)2 − f)+ eαL0 − rβteβm
for
L0 : =
1
2
(−(Tu)2 + (Ru)2 + f)− 2g(φ)g′(φ)φr
r
.
Furthermore, we can construct the following using the identities in (5.35)
∂ν
(
reβ+α(e−m)ℓ˜ν
)
= ∂ν(A2ℓ̂ν) = −L, (5.36a)
∂ν
(
reβ+α(e+m)n˜ν
)
= ∂ν(B2n̂ν) = L. (5.36b)
Let us try to express L in terms of A2 B2 after using the Einstein equations
L = eαL0 + κr
2e2β+α (e− f)2 − κr2e2β+αm2
= eαL0 + κr
2e2β+α
(
e2 − 2 e f + f2 −m2)
= eαL0 + κe
2β+α
(A2 B2 − 2 r2 e f + r2f2) . (5.37)
We would like to set up a Gro¨nwall estimate for A and B using the identities in
(5.36). However, the quantity L as shown in (5.37) has nonlinear terms involving
e and f . Therefore, in what follows we use Einstein equations to estimate these
terms.
Firstly note that
ℓ̂µ∂µe
2β =2e2β(eββt + e
αβr) n̂
µ∂µe
2β =2e2β(eββt − eαβr)
=2e2βκre2β+α(m+ e) =2e2βκre2β+α(m− e)
=2κe2βe2β+αB2, =− 2κe2βe2β+αA2,
and
∂µℓ̂
µ =eββt + e
ααr ∂µn̂
µ =eββt − eααr
=rκe2β+α (e+m− f) =rκe2β+α (−e+m+ f)
=κe2β+α
(B2 − r f) , =κe2β+α (−A2 + r f) .
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Now consider the quantities ∂µ(e
2βA2ℓ̂µ) and ∂µ(e2βB2n̂µ),
ℓ̂µ∂µ(e
2βA2) = ∂µ(e2βA2ℓ̂µ)− e2βA2∂µℓ̂µ
= e2β∂µ(A2ℓ̂µ) +A2ℓ̂µ∂µe2β − κe2βe2β+αA2B2 + rκe2βe2β+αA2 f
= −e2βL+ κe2βe2β+αA2B2 + rκe2βe2β+αA2 f
= e2βeα
(−L0 + 2 r2 e f − r2f2 + rA2f)
= e2βeα
(
−L0 + κr2e2β
(
3e f − f2 −mf)) ,
n̂µ∂µ(e
2βB2) = ∂µ(e2βB2n̂µ)− e2βB2∂µn̂µ
= e2β∂µ(B2nˆµ) + B2nˆµ∂µe2β + κe2βe2β+αA2B2 − rκe2βe2β+αB2f
= e2βL− κe2βe2β+αA2B2 − rκe2βe2β+αB2 f
= e2βeα
(
L0 + κe
2β
(−2r2fe+ r2f2 − rB2f))
= e2βeα
(
L0 + κr
2e2β
(−3e f + f2 −mf)) .
Let us define
S1 : = 3e f − f2 −mf
= (e−m) f + e0 f
≥ 0.
Note that we have e ≥ |m|. Similarly define
S2 : = −3e f + f2 −mf
= −(e+m) f − e0 f
≤ 0.
Let us now introduce the quantities Â and B̂ such that
Â : = eβA, B̂ : = eβB.
In the following we will try to estimate L20 by e
2 −m2. We will use the following
identities which are valid for any real numbers a, b, c
(a+ b+ c)2 ≤ 3(a2 + b2 + c2), 1
4
(−a2 + b2)2 = 1
4
(a2 + b2)2 − a2b2.
Consider,
L20 ≤ 3
(
1
4
(−(Tφ)2 + (Rφ)2)2 + 4g′(φ)2φ2r f + 14 f2
)
= 3
(
1
4
e0
2 + 4g′(φ)2φ2r f +
1
4
f2 −m2
)
≤ 3
(
1
4
e0
2 +
c
2
(Rφ)2 f +
1
4
f2 −m2
)
≤ c
(
1
4
e0
2 +
1
2
e0 f +
1
4
f2 −m2
)
= c(e2 −m2)
≤ cÂ
2 B̂2
r2
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where we have used the fact that both ‖φ‖L∞ and ‖β‖L∞ ≤ c. Consequently,
∂uÂ2 =1
2
eβ+F
(
−L0 + κ r2 e2βS1
)
≥− 1
2
eβ+FL0.
So,
Â ∂uÂ ≥ −c|L0| ≥ −cÂ B̂
r
that gives us
∂uÂ ≥ −c B̂
r
and similarly,
∂uB̂ ≤ cÂ
r
.
The rest of the proof is comparable to the case of wave maps on the Minkowski
background as in [32] and [10]. Consider the region of spacetime [u, 0] × [u0, u]
where u, u ≤ 0 and u0 < 0 will be chosen later. Using the fundamental theorem of
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Figure 6. Application of the fundamental theorem of calculus for
Â and B̂ in the region [u, 0]× [u0, u]
calculus,
B̂(u, u) = B̂(u, u0) +
∫ u
u0
∂u′B̂(u, u′) du′
≤ B̂(u, u0) + c
∫ u
u0
Â(u, u′)
r(u, u′)
du′, (5.38)
Â(u, u′) = Â(0, u′)−
∫ 0
u
∂u′Â(u′, u′) du′
≤ Â(0, u′) + c
∫ 0
u
B̂(u′, u′)
r(u′, u′)
du′. (5.39)
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After plugging (5.39) in (5.38) we get
B̂(u, u) ≤ B̂(u, u0) + c
(∫ u
u0
Â(0, u′)
r(u, u′)
du′ +
∫ u
u0
1
r(u, u′)
(∫ 0
u
B̂(u′, u′)
r(u′, u′)
du′
)
du′
)
= B̂(u, u0) + c
(∫ u
u0
Â(0, u′)
r(u, u′)
du′
)
+ c
(∫ u
u0
∫ 0
u
B̂(u′, u′)
r(u, u′)r(u′, u′)
du′ du′
)
.
(5.40)
Now consider the second term in the right hand side of (5.40), firstly recall
r(u, u′) ≥ c̺(u, u′) = c 1
2
(u− u′),
∫ u
u0
Â(0, u′)
r(u, u′)
du′ ≤
(∫ u
u0
Â2(0, u′) du′
) 1
2
(∫ u
u0
1
(u− u′)2 du
′
) 1
2
≤ c |Flux(PT )(u0, u)|
1
2
(
1
u− u −
1
u− u0
)1
2
≤ c |Flux(PT )(u0)| 12
(
1
u− u
) 1
2
. (5.41)
We infer
B̂(u, u) ≤ B̂(u, u0) + c |Flux(u0)|
1
2
(u− u) 12
+ c
(∫ u
u0
∫ 0
u
B̂(u′, u′)
r(u, u′)r(u′, u′)
du′ du′
)
. (5.42)
Let us define the function
Ĥ(u, u) := sup
u≤u′≤0
√
u′ − u B̂(u′, u).
We have, √
u′ − u′ B̂(u′, u′) ≤ sup
u≤u′≤0
√
u′ − u′ B̂(u′, u′) = Ĥ(u, u′).
So,
(u− u) 12 B̂(u, u) ≤
(
u− u
u− u0
)1
2
(u− u0) 12 B̂(u, u0) + c|Flux(u0)| 12
+ c
(∫ u
u0
∫ 0
u
Ĥ(u, u′) (u− u)
1
2
(u− u′)(u′ − u′)3/2 du
′ du′
)
. (5.43)
Now consider the function p(u) defined as follows
p(u) :=
u− u
u− u0 .
We have u− u ≤ u− u0 so p ≤ 1. Also, p is increasing and hence
p(u) ≤ p(0). (5.44)
Let us go back to the inequality (5.43) and use (5.44). We infer
(u− u) 12 B̂(u, u) ≤
( −u
−u0
) 1
2
(u− u0) 12 B̂(u, u0) + c|Flux(u0)| 12
+ c
(∫ u
u0
Ĥ(u, u′) (u− u)
1
2
(u− u′)
(
1√
u− u′ −
1√−u′
)
du′
)
. (5.45)
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Consequently,
Ĥ(u, u) ≤
( −u
−u0
) 1
2
Ĥ(u, u0) + c|Flux(u0)|
1
2 + c
∫ u
u0
Ĥ(u, u′) u
u′(u− u′) du
′. (5.46)
Also, we have
Ĥ(u, u0) = sup
u≤u′≤0
√
u′ − u0 B̂(u′, u0)
≤ sup
u≤u′≤0
√
u′ − u0 sup
u≤u′≤0
B̂(u′, u0)
≤ c(u0)
√−u0, (5.47)
where we have used the fact that u is regular away from the axis so that B̂(u, u0)
is finite. So,
Ĥ(u, u) ≤ c(u0)
√−u+ c|Flux(u0)|
1
2 + c
∫ u
u0
Ĥ(u, u′) u
u′(u− u′) du
′. (5.48)
Using Gronwall’s lemma to obtain an estimate for Ĥ(u, u), we infer
Ĥ(u, u) ≤ √−uc(u0) + c |Flux(u0)|
1
2
+ c
∫ u
u0
(√−uc(u0) + c |Flux(u0)| 12)( u
u′(u− u′)
)
e
∫ u
u′
u
u′′(u−u′′)
d u′′
du′.
(5.49)
We have for u0 ≤ u′ ≤ u and setting u = λ′u where λ′ : = 1−λ1+λ < 1∫ u
u′
u
u′′(u− u′′)du
′′ = log
u(λ′u− u′)
u′(λ′u− u)
≤ log 1
1− λ′ .
For any ǫ > 0 we can choose an u0 small enough such that
c|Flux(u0)|
1
2 <
ǫ
2
.
Furthermore, one can choose u ∈ (u0, 0) small enough such that
c(u0)
√−u < ǫ
2
.
So we have Ĥ(u, u) < cǫ for u0 < u < 0 small enough. Then,
B̂(u, u) ≤ Ĥ(u, u)√
u− u ≤
cǫ√
u− u.
Now going back to the flux integrals in (5.33), we have∫
∂S1
e−G(e+m)µ¯u ≤ c
∫ 0
u
B̂(u′, u)2 du′
≤ ǫ
∫ 0
u
1
(u′ − u) du
′
= ǫ
∫ 0
λ′u
1
(u′ − u) du
′
= ǫ log
1
1− λ′
< cǫ (5.50)
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and
1
2
∫
∂S2
rΩ2 e−F (e−m) du ∧ d θ = Flux(PT )(u0, u) < ǫ (5.51)
for u0, u small enough. Finally, in view of (5.33), (5.50) and (5.51), we conclude
that EOext(τ)→ 0 as τ→ 0. This concludes the proof of Lemma 5.12. 
5.6. Local spacetime integral estimates.
Lemma 5.13 (Non-concentration of integrated kinetic energy). Let the kinetic
energy be defined as
ekin : =
1
2
e−2αφ2t
then the spacetime integral of ekin does not concentrate in the past null cone of O,
i.e.,
1
r2(τ)
∫
Kτ
ekin µ¯g → 0 as τ→ 0
where r2(τ) is the radial function defined as in Lemma 5.12.
Proof. Recall from (5.15) the computation of the vectorfield PR1 and its divergence
PR1 =− re(1−k)β−αm ∂t + re−kβ(e− f)∂r,
∇νP νR1 = e−2αφ2t .
for the choice of k = 0. Using Stokes’ theorem as in (5.16) for PR1∫
K(τ,s)
∇νP νR1 µ¯g =
∫
ΣOs
eαP tR1 µ¯q −
∫
ΣO
τ
eαP tR1 µ¯q + Flux(PR1)(τ, s)
that is∫
K(τ,s)
e−2αφ2t µ¯g = −
∫
ΣOs
reβm µ¯q +
∫
ΣO
τ
reβm µ¯q + Flux(PR1)(τ, s) (5.52)
where,
Flux(PR1)(τ, s) =
∫
C(τ,s)
du(PR1) µ¯u
=
∫
C(τ,s)
reβ−F (e−m− f) µ¯u
≤ c r2(τ)
∫
C(τ,s)
(e−m) µ¯u
= − c r2(τ)Flux(PT )(τ, s).
We infer∫
K(τ,s)
e−2αφ2t µ¯g ≤
∫
ΣOs
reβe µ¯q +
∫
ΣO
τ
reβe µ¯q − c r2(τ)Flux(PT )(τ, s)
≤ cr2(s)
∫
ΣOs
e µ¯q +
∫
ΣO
τ
reβe µ¯q − c r2(τ)Flux(PT )(τ, s).
Now let s→ 0. We get
1
r2(τ)
∫
K(τ)
e−2αφ2t µ¯g ≤
1
r2(τ)
∫
ΣO
τ
reβe µ¯q − cFlux(PT )(τ).
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Therefore,
1
r2(τ)
∫
K(τ)
e−2αφ2t µ¯g ≤
1
r2(τ)
∫
Br2(τ)
reβe µ¯q − c Flux(PT )(τ)
=
1
r2(τ)
(∫
Br1(τ)
reβe µ¯q +
∫
Br2(τ)\Br1(τ)
reβe µ¯q
)
− cFlux(PT )(τ)
≤ c λE0 + cEOext(τ)− cFlux(PT )(τ).
For any ǫ > 0 we can choose λ small enough so that the first term < ǫ3 , then we
can make τ small enough so that EOext(τ) <
ǫ
3 and |Flux(PT )(τ)| < ǫ3 as discussed
previously. This concludes the proof of Lemma 5.13. 
In Lemma 5.13 we proved that the spacetime integral of e−2αφ2t does not con-
centrate in the past null cone of O. In the following lemma we shall prove that the
spacetime integral of rotational potential energy i.e.,∫
Kτ
g2(φ)
r2
µ¯g =
∫
Kτ
f µ¯g
does not concentrate.
Lemma 5.14 (Non-concentration of integrated rotational potential energy). Let
(N,h) be the target manifold satisfying the Grillakis condition (1.6). Then the
spacetime integral of rotational potential energy does not concentrate i.e.,∫
Kτ
f µ¯g → 0 as τ→ 0. (5.53)
Proof. Recall from (5.14) the computation of the vectorfield PRa and its divergence
PRa = −eβ−αram∂t + ra (e− f)∂r,
∇νP νRa =
1
2
(
(1 + a)ra−1
)
e−2αφ2t +
1
2
(
(a− 1)ra−1) e−2βφ2r
+
1
2
(
(1− a)ra−1) g2(φ)
r2
.
Let now us construct the vector P νζ such that
P νζ : = ζφ
νφ− ζν φ
2
2
,
where ζ : = 1−a2 r
a−1 for a ∈ (12 , 1). Then the divergence is given by
∇νP νζ = ∇ν(ζφνφ)−∇ν
(
ζν
φ2
2
)
= ζ(φ)φ+ ζφνφν + φ
νζνφ− (ζ)φ
2
2
− ζνφφν
= ζ
g(φ)g′(φ)φ
r2
+ ζφνφν − (ζ)φ
2
2
and
ζ = e−2β
(
ζrr +
ζr
r
+ (αr − βr)ζr
)
= e−2βra−3
(1− a)2
2
(
1− a+ r2κe2β f
)
.
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Let us define a vector P νtot such that
P νtot : = P
ν
Ra + P
ν
ζ .
We have
∇νP νtot = ∇νP νRa +∇νP νζ
= ζ
g(φ)g′(φ)φ
r2
+ ara−1e−2αφ2t + ζ f − e−2β
(1− a)2
4
ra−1
(
1− a+ r2κe2βf
) φ2
r2
= ζ
[
1
r2
B1 +B2
]
, (5.54)
where
B1 = g(φ)g
′(φ)φ+ g2(φ)− e−2β (1− a)
2
2
φ2 − 1− a
2
κg2(φ)φ2 (5.55a)
B2 =
2a
1− ae
−2αφ2t (5.55b)
Applying Stokes’ theorem on K(τ, s),∫
K(τ,s)
∇νP νtot µ¯g =
∫
ΣOs
eα P ttot µ¯q −
∫
ΣO
τ
eα P ttot µ¯q + Flux(Ptot)(τ, s). (5.56)
We have∫
ΣOs
eα P ttot µ¯q =
∫
ΣOs
(−m raeβ + eαζ φt φ) µ¯q
≤
∫
ΣOs
e raeβ + | e−α φt| |ζ φ| µ¯q,
and applying the Cauchy-Schwarz inequality, we get
∫
ΣOs
eα P ttot µ¯q ≤ c ra2(s)
∫
ΣOs
e µ¯q +
1− a
2
(∫
ΣOs
e−2α φ2t r
2a µ¯q
) 1
2
(∫
ΣOs
φ2
r2
µ¯q
) 1
2
≤ c ra2(s). (5.57)
Similarly, the second term in (5.56) can be estimated as
−
∫
ΣO
τ
eα P ttot µ¯q ≤ c
∫
ΣO
τ
e ra µ¯q + c
(∫
ΣO
τ
e r2a µ¯q
) 1
2
. (5.58)
The flux of Ptot though the null surface C(τ, s) can be decomposed as
Flux(Ptot)(t, s) = Flux(PRa)(t, s) + Flux(Pζ)(t, s). (5.59)
It follows from our previous estimates that exists a real constant c dependent only
on the initial energy E0 such that
1
c
φ2 ≤ g2(φ) ≤ cφ2 (5.60)
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(see for example [32, Eq. (2.11)]). Let us consider the terms in the right side of
(5.59) individually. We have
Flux(PRa)(τ, s) =
∫
C(τ,s)
du(PRa)µ¯u
=
∫
C(τ,s)
eβ−Fra(e−m− f)µ¯u
≤ −cra2(τ) Flux(PT )(τ, s)
and
Flux(Pζ)(τ, s) =
∫
C(τ,s)
du(Pζ)µ¯u
=
∫
C(τ,s)
(
φ ζ e−F (−T (φ) +R(φ)) + 1
2
ζe−(β+F)(1− a)r−1φ2)
)
µ¯u
=
∫
C(τ,s)
(
φ ζ e−F (−T (φ) +R(φ)) + e−(β+F) (1− a)
2
4
φ2
r2
ra
)
µ¯u
≤
∫
C(τ,s)
(
φ ζ e−F (−T (φ) +R(φ)) + c (1− a)
2
4
f ra e−F
)
µ¯u
≤
∫
C(τ,s)
(
φ ζ e−F (−T (φ) +R(φ)) + c (1− a)
2
2
(e−m) ra e−F
)
µ¯u.
(5.61)
Using the Cauchy-Schwarz inequality, (5.63) can be estimated as
Flux(Pζ)(τ, s) ≤ cra2(τ)
(∫
Cτ,s)
(e−m)µ¯u
)
≤ −cra2(τ)Flux(PT )(τ, s). (5.62)
Therefore,
Flux(Ptot)(t, s) ≤ −cra2(τ)Flux(PT )(τ, s). (5.63)
Using (5.60) and proceeding as in [33], we can use the Grillakis condition (1.6) to
conclude that for a sufficiently close to 1 there is a small constant ca > 0 such that
B1
r2
+B2 ≥ ca
(
e−2β
φ2
r2
+ e−2αφ2t
)
Now, if we go back to Stokes’ theorem (5.56) and use the estimates (5.57), (5.58)
and (5.63), we get
ca
[∫
K(τ,s)
e−2αφ2t r
a−1dµ¯g +
∫
K(τ,s)
e−2β
φ2
r2
ra−1 µ¯g
]
≤ c ra2(s) + c
∫
ΣO
τ
e ra µ¯q + c
(∫
ΣO
τ
e r2a µ¯q
) 1
2
− c ra2(τ)Flux(PT )(τ, s).
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As s→ 0 we get,
ca
[∫
K(τ)
e−2αφ2t r
a−1 µ¯g +
∫
K(τ)
e−2β
φ2
r2
ra−1 µ¯g
]
≤ c
∫
ΣO
τ
e ra µ¯q + c
(∫
ΣO
τ
e r2a µ¯q
) 1
2
− c ra2(τ)Flux(PT )(τ). (5.64)
In (5.64), we can estimate
r−a2 (τ)
∫
ΣO
τ
e ra µ¯q = r
−a
2 (τ)
(∫
Br1(τ)
e ra µ¯q +
∫
Br2(τ)\Br1(τ)
e ra µ¯q
)
≤ r−a2 (τ)
(
ra1(τ)
∫
Br1(τ)
e µ¯q + r
a
2(τ)
∫
Br2(τ)\Br1(τ)
e µ¯q
)
≤ λaE0 + EOext(τ) (5.65)
and
r−a2 (τ)
(∫
ΣO
τ
e r2a µ¯q
) 1
2
= r−a2 (τ)
(∫
Br1(τ)
e r2a µ¯q +
∫
Br2(τ)\Br1(τ)
e r2a µ¯q
)1
2
≤
((
r1(τ)
r2(τ)
)2a ∫
Br1(τ)
e µ¯q +
∫
Br2(τ)
e µ¯q
) 1
2
≤ (λ2aE0 + EOext(τ)) 12 . (5.66)
Hence, in view of (5.65), (5.66), Corollary 5.6 and Lemma 5.12, we can choose λ
and τ in (5.64) small enough so that
1
ra2(τ)
∫
K(τ)
φ2
r2
ra−1 µ¯g < ǫ
for any ǫ > 0. In view of (5.60),
f ≤ cφ
2
r2
.
Therefore it follows that
1
ra2(τ)
∫
Kτ
f ra−1 µ¯g → 0 as τ→ 0.
This concludes the proof of Lemma 5.14. 
The remaining term in the energy is e−2βφ2r . We control it below.
Corollary 5.15. Under the assumptions of Lemma 5.14, the spacetime integral of
radial potential energy in the past null cone of O does not concentrate
1
ra2(τ)
∫
Kτ
e−2βφ2rr
a−1 µ¯g → 0 as τ→ 0. (5.67)
Proof. Let us again apply Stokes’ theorem for the µ¯g-divergence of PRa∫
K(τ,s)
∇µPµRa µ¯g =
∫
ΣOs
eα P tRa µ¯q −
∫
ΣO
τ
eα P tRa µ¯q + Flux(PRa)(τ, s)
therefore, as s→ 0∫
K(τ)
e−2βφ2r r
a−1 µ¯g ≤ c
∫
K(τ)
(
e−2αφ2t +
g2(φ)
r2
)
ra−1 µ¯g +
∫
ΣO
τ
e ra µ¯q − ra2(τ)Flux(PT )(τ).
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Hence,
1
ra2(τ)
∫
K(τ)
e−2βφ2r r
a−1 µ¯g < ǫ
for τ small enough. This concludes the proof of the corollary. 
5.7. Proof of non-concentration of energy. We are now in position to conclude
the proof of Theorem 5.1. If we collect the terms from Lemmas 5.13, 5.14 and
Corollary 5.15, we get
1
ra2(τ)
∫
K(τ)
e ra−1 µ¯g → 0
as τ→ 0. But then,
1
ra2(τ)
∫
K(τ)
e ra−1 µ¯g ≥ c 1
ra2(τ)
∫
K(τ)
e ra−1 µ¯q d t
≥ c 1
r2(τ)
∫
K(τ)
e µ¯q d t
→ 0 (5.68)
as τ→ 0. We claim that there exists a sequence {τi}i such that∫
ΣO
τi
e µ¯q → 0 (5.69)
as {τi}i → 0. Let us prove the claim by contradiction. Suppose there exists no
sequence such that (5.69) holds true. Then there exists an ǫ > 0 such that∫
ΣO
τ
e µ¯q > ǫ
for all τ ∈ (−1, 0). Consequently,
1
|τ|
∫
K(τ)
e µ¯q d t > ǫ.
This implies,
1
r2(τ)
∫
K(τ)
e µ¯q d t > ǫ (5.70)
for all τ ∈ [−1, 0). This contradicts (5.68). Hence, there exists a {τi}i such that
EO(τi) =
∫
ΣO
τi
e µ¯q → 0. (5.71)
But EO(τ) is monotonic with respect to τ, therefore
EO(τ)→ 0
for all τ→ 0 i.e., EOconc = 0. This concludes the proof of Theorem 5.1.
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6. Global regularity of the 2 + 1 Einstein-wave map problem
We now proceed to the proof of our main theorem, i.e. Theorem 1.8. Let (M,g, φ)
be the maximal Cauchy development of an asymptotically flat and regular Cauchy
data set for the 2 + 1 equivariant Einstein-wave map problem (1.9) with target
(N,h). Assume that the metric h has the form
h = dρ2 + g2(ρ)dθ2
for an odd function g : R → R with g′(0) = 1, such that g satisfies (1.13) and the
Grillakis condition (1.6).
Our goal is to prove that (M,g, φ) is regular. Assume by contradiction that this
does not hold. Then, there exists a first singularity which in view of Theorem 3.5
occurs on the axis of symmetry Γ. Let us denote by O this first singularity which
corresponds to u = u = 0 and t = r = 0 in the (u, u) and (t, r) coordinates systems
constructed respectively in Section 2 and Section 4.
Let ε > 0 small to be chosen later. In view of Theorem 5.1, there exists a time
t0 < 0 such that
EO(t0) ≤ ε. (6.1)
Lemma 6.1. Recall that τ = (u + u)/2. There exists τ0 < 0 such that in the
space-time region
{τ0 ≤ τ ≤ 0} ∩ {u ≤ 0},
we have ∫ u
2τ0−u
(
(∂uφ)
2 +
g(φ)2
r2
)
(u′, u)du′ . ε
and ∫ 0
max(u,2τ0−u)
(
(∂uφ)
2 +
g(φ)2
r2
)
(u, u′)du′ . ε.
Proof. We choose τ0 < 0 small enough such that
{τ0 ≤ τ ≤ 0} ∩ {u ≤ 0} ⊂ {t0 ≤ t ≤ 0} ∩ J−(O)
which is possible since on the one hand J−(O) = {u ≤ 0}, and on the other hand t
and τ are comparable in view of Corollary 5.11. In particular, together with (6.1),
Stokes’ theorem, and the fact that the vectorfield PT is divergence free, we infer∣∣∣∣∫ u
2τ0−u
∫ 2π
θ=0
e−F (e−m)µ¯u
∣∣∣∣ ≤ ε
and ∣∣∣∣∣
∫ 0
max(u,2τ0−u)
∫ 2π
θ=0
e−G(e+m)µ¯u
∣∣∣∣∣ ≤ ε
where we are relying on notations and computations introduced in Section 5.4. In
view of the definition of µ¯u and µ¯u, and the rotation invariance, we infer∫ u
2τ0−u
e−F (e−m)rΩ2du . ε,∫ 0
max(u,2τ0−u)
e−G(e+m)rΩ2du . ε.
39
In view of the definition of e and m and the identity (5.26), we deduce∫ u
2τ0−u
eG
(
e−2G(∂uφ)
2 +
g(φ)2
r2
)
rdu . ε,∫ 0
max(u,2τ0−u)
eF
(
e−2F (∂uφ)
2 +
g(φ)2
r2
)
rdu . ε.
Together with the estimates of Lemma 5.8 for F and G, we obtain∫ u
2τ0−u
(
(∂uφ)
2 +
g(φ)2
r2
)
rdu . ε,∫ 0
max(u,2τ0−u)
(
(∂uφ)
2 +
g(φ)2
r2
)
rdu . ε.
This concludes the proof of the lemma. 
For any a > 0, performing the scaling transformation
r→ ar, Ω→ Ω, φ→ φ,
as well as rescaling the coordinates u and u accordingly
u→ au, u→ au
leads to another solution of the the Einstein-wave map problem. Using this rescaling
with a = |τ0|−1 implies in view of Lemma 6.1∫ u
−2−u
(
(∂uφ)
2 +
g(φ)2
r2
)
r(u′, u)du′ ≤ ε, (6.2)∫ 0
max(u,−2−u)
(
(∂uφ)
2 +
g(φ)2
r2
)
r(u, u′)du′ ≤ ε. (6.3)
over the space-time region {−1 ≤ τ ≤ 0} ∩ {u ≤ 0}.
Theorem 6.2 (Small energy implies regularity). Let (M,g,Φ) be a solution of the
2+1 equivariant Einstein-wave map problem (1.9) which is regular in the space-time
region
{−1 ≤ τ < 0} ∩ {u ≤ 0}.
Assume furthermore the smallness condition (6.2) (6.3) on the energy flux. Then,
(M,g,Φ) is regular on the closure of {−1 ≤ τ < 0} ∩ {u ≤ 0}. In particular, there
is no singularity at O.
In view of Theorem 6.2, we infer that O can not be a first singularity of (M,g,Φ),
hence contradicting our assumption. Thus, global regularity holds for (M,g,Φ).
This concludes the proof of Theorem 1.8.
The rest of the paper is devoted to the proof of Theorem 6.2. In Section 7 we
derive a uniform weighted upper bound for φ. In Section 8, we rely on the upper
bound of Section 7 to derive a uniform upper bound for ∂φ. Finally, we rely on the
upper bound of Section 8 to conclude the proof of Theorem 6.2.
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7. An improved uniform bound for φ
From now on, we will only work in the (u, u) coordinate system. Recall from
(2.1) our choice of normalization on Γ for the (u, u) coordinates system
r = 0, ∂ur =
1
2
, ∂ur = −1
2
and Ω = 1 on Γ.
Also, recall that τ and ̺ are defined by
τ =
u+ u
2
, ̺ =
u− u
2
.
We restrict our attention to the space-time region
{−1 ≤ τ < 0} ∩ {u ≤ 0}
where our solution is regular, and we where intend to derive estimates which are
uniform up to the origin O. We assume throughout the rest of the paper the
smallness condition (6.2) (6.3) on the energy flux. Finally, recall from Section 2.2
and Section 2.3 that the 2+1 dimensional equivariant Einstein-wave map system is
given in the (u, u) coordinates by
∂u(Ω
−2∂ur) = −Ω−2rκ(∂uφ)2,
∂u(Ω
−2∂ur) = −Ω−2rκ(∂uφ)2,
∂u∂ur = rκ
Ω2
4
g(φ)2
r2
,
Ω−2(∂uΩ∂uΩ− Ω∂u∂uΩ) = 1
8
Ω2κ
(
4
Ω2
∂uφ∂uφ+
g(φ)2
r2
)
2
rΩ2
(−∂u(r∂uφ)− ∂u(r∂uφ)) = f(φ)
r2
where f(φ) = g(φ)g′(φ). Since g is odd with g′(0) = 1, note that there exists a
smooth function ζ such that
f(φ) = φ+ φ3ζ(φ).
7.1. Preliminary estimates. We start with simple consequences of the smallness
condition (6.2) (6.3) on the energy flux.
Lemma 7.1. We have
|φ| . √ε.
Proof. The proof is in the same spirit as Lemma 5.4. Let
℘(φ) :=
∫ φ
0
g(s) ds.
Then, since φ vanishes on Γ, we have for u < 0,
℘(φ(u, u)) =
∫ u
u
∂u(℘(φ(u
′, u))) du′
=
∫ u
u
g(φ)∂uφ(u
′, u) du′.
Together with (6.2), we infer
|℘(φ(u, u))| ≤
(∫ u
u
g(φ)2
r2
r(u′, u) du′
) 1
2
(∫ u
u
(∂uφ)
2r(u′, u) du′
) 1
2
≤ ε.
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Since ℘(0) = 0, ℘′(0) = 0 and ℘′′(0) = 1, we have in the neighborhood of 0 the
following Taylor expansion
℘(φ) =
φ2
2
+O(φ3)
and hence, in view of the estimate for ℘(φ) above and the smallness of ε, there
exists φ such that
℘
(
φ
)
= ℘(φ),
∣∣φ∣∣ . √ε.
Next, note that g(ρ) > 0 for all ρ > 0 in view of the Grillakis condition (1.6) and
the fact that g(0) = 0. Since ℘′ = g, this implies that ℘ is strictly increasing. In
particular, ℘ is one-to-one and hence
φ = φ.
We infer from the above estimate for φ that
|φ| . √ε.
This concludes the proof of the lemma. 
Lemma 7.2. We have∣∣∣∣∂ur − 12
∣∣∣∣ . ε, ∣∣∣∣∂ur + 12
∣∣∣∣ . ε, |r − ̺| . ε̺, |Ω− 1| . ε.
Proof. Integrating from the axis of symmetry Γ the following equation
∂u∂ur = rκ
Ω2
4
g(φ)2
r2
and in view of the smallness condition (6.2) (6.3) on the energy flux, and the
initialization on Γ, we deduce∣∣∣∣∂ur − 12
∣∣∣∣ . ε, ∣∣∣∣∂ur + 12
∣∣∣∣ . ε.
Moreover, in view of the definition of ̺ and the initialization on Γ, we have
r − ̺ = ∂u(r − ̺) = ∂u(r − ̺) = 0 on Γ
which together with the smallness condition (6.2) (6.3) on the energy flux and the
fact that
∂u∂u̺ = 0,
yields
|r − ̺| . ε̺.
Finally, the control of ∂u together with the integration from the axis of symmetry
Γ of the equation
∂u(Ω
−2∂ur) = −Ω−2rκ(∂uφ)2,
the initialization on Γ and the smallness condition (6.2) on the energy flux yields
|Ω− 1| . ε.
This concludes the proof of the lemma. 
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7.2. Reduction to a semilinear wave equation.
Lemma 7.3. Let φ a function depending only on u and u. Then, we have
g(φ) =
1
Ω2
(
− 4∂u∂uφ+ 1
̺
(∂uφ− ∂uφ)
+
̺− r
r̺
(∂uφ− ∂uφ)− 2∂ur + 1
r
∂uφ− 2∂ur − 1
r
∂uφ
)
.
Proof. Recall that
g(φ) =
2
rΩ2
(−∂u(r∂uφ)− ∂u(r∂uφ)) .
We infer
g(φ) =
1
Ω2
(
−4∂u∂uφ− 2∂ur
r
∂uφ− 2∂ur
r
∂uφ
)
=
1
Ω2
(
−4∂u∂uφ+ 1
r
(∂uφ− ∂uφ)− 2∂ur + 1
r
∂uφ− 2∂ur − 1
r
∂uφ
)
=
1
Ω2
(
− 4∂u∂uφ+ 1
̺
(∂uφ− ∂uφ)
+
̺− r
r̺
(∂uφ− ∂uφ)− 2∂ur + 1
r
∂uφ− 2∂ur − 1
r
∂uφ
)
.
This concludes the proof of the lemma. 
We deduce the following corollary.
Corollary 7.4. We have
−4∂u∂uφ+ 1
̺
(∂uφ− ∂uφ)− φ
̺2
= −̺− r
r̺
(∂uφ− ∂uφ) + 2∂ur + 1
r
∂uφ+
2∂ur − 1
r
∂uφ+
̺2 − r2
r2̺2
φ+
φ3ζ(φ)
r2
+(Ω2 − 1)f(φ)
r2
.
Proof. In view of the previous lemma, we have
1
Ω2
(
− 4∂u∂uφ+ 1
̺
(∂uφ− ∂uφ)
+
̺− r
r̺
(∂uφ− ∂uφ)− 2∂ur + 1
r
∂uφ− 2∂ur − 1
r
∂uφ
)
=
f(φ)
r2
,
which we rewrite
−4∂u∂uφ+ 1
̺
(∂uφ− ∂uφ)
= −̺− r
r̺
(∂uφ− ∂uφ) + 2∂ur + 1
r
∂uφ+
2∂ur − 1
r
∂uφ+Ω
2 f(φ)
r2
.
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We have
Ω2
f(φ)
r2
=
f(φ)
r2
+ (Ω2 − 1)f(φ)
r2
=
φ
r2
+
φ3ζ(φ)
r2
+ (Ω2 − 1)f(φ)
r2
=
φ
̺2
+
̺2 − r2
r2̺2
φ+
φ3ζ(φ)
r2
+ (Ω2 − 1)f(φ)
r2
.
We infer
−4∂u∂uφ+ 1
̺
(∂uφ− ∂uφ)− φ
̺2
= −̺− r
r̺
(∂uφ− ∂uφ) + 2∂ur + 1
r
∂uφ+
2∂ur − 1
r
∂uφ+
̺2 − r2
r2̺2
φ+
φ3ζ(φ)
r2
+(Ω2 − 1)f(φ)
r2
.
This concludes the proof of the corollary. 
Corollary 7.5. We have(
−∂2τ + ∂2̺ +
1
̺
∂̺ − 1
̺2
)
φ =
F
̺2
where
F = −̺(̺− r)
r
(∂uφ− ∂uφ) + ̺
2(2∂ur + 1)
r
∂uφ+
̺2(2∂ur − 1)
r
∂uφ+
̺2 − r2
r2
φ+
̺2φ3ζ(φ)
r2
+̺2(Ω2 − 1)f(φ)
r2
.
Proof.
∂u =
1
2
(∂τ − ∂̺) and ∂u = 1
2
(∂τ + ∂̺)
and hence
∂u∂u =
1
4
(∂2τ − ∂2̺) and
1
̺
(∂u − ∂u) = 1
̺
∂̺.
Thus, we have
−4∂u∂u + 1
̺
(∂u − ∂u)− 1
̺2
= −∂2τ + ∂2̺ +
1
̺
∂̺ − 1
̺2
.
In view of the previous corollary, this concludes the proof of this corollary. 
7.3. Set up of the bootstrap procedure. Let the space-time domain
I0 := {u ≤ 0, u ≤ −1, τ ≥ −1}.
Let
−1 ≤ ub < 0
and the space-time domain
Qub := {−1 ≤ u < ub, −1 ≤ u < 0},
see Figure 7. Let
0 < δ <
1
2
.
We make the following bootstrap assumption on Qub :
sup
Qub
r1−δ|∂uφ| ≤ C. (7.1)
44 L. ANDERSSON, N. GUDAPATI, AND J. SZEFTEL
PSfrag replacements
u = 0
u = ub
Qub
u = −1
τ = −1
I0
O
Figure 7. The bootstrap region Qub
The goal of this section will be to prove that we can improve this bootstrap
assumption.
Proposition 7.6. Assume that
0 < δ <
1
2
.
Then, there exists a universal constant C and a constant C0 only depending on the
values of the solution in I0 such that for any −1 ≤ ub < 0, we have
sup
Qub
r1−δ|∂uφ| ≤ C(C0 + εC).
Remark 7.7. The constant C in Proposition 7.6 depends on δ such that 0 < δ <
1/2. In particular, it degenerates as δ → 0 of δ → 1/2. We will use the improved
estimate of Proposition 7.6 at two places in the proof of Theorem 6.2
• In Lemma 7.22, where we apply Proposition 7.6 with any fixed δ such that
1
6
< δ <
1
2
.
• In Proposition 8.13, where we apply Proposition 7.6 with any fixed δ such
that
1
3
< δ <
1
2
.
Thus, we could replace δ for instance with 5/12 in the statement of Proposition
7.6. To make the proof easier to follow, we choose to do it with a general δ, but do
not mention the dependence of various constants on δ since one should think of a
δ fixed once and for all, e.g. 5/12.
Remark 7.8. The constant C0 appearing in Proposition 7.6 denotes the supre-
mum of the (finitely many) norms on I0 of the solution
12 appearing in the proof of
Proposition 7.6 below. These norms are not controlled by the energy, and could be
in particular arbitrary large compared to ε−1. It is thus crucial that the constant
12Recall from the assumptions of Theorem 6.2 that the solution (g,Φ) is regular in the space-
time region
{−1 ≤ τ < 0} ∩ {u ≤ 0}
and hence on the compact region I0. Thus, C0 is a finite constant.
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in front of C in the statement of Proposition 7.6, i.e. Cε, does not depend on C0.
This will allow us to improve on our bootstrap assumption (7.1) in Corollary 7.21
by choosing ε sufficiently small compared to the universal constant C.
Remark 7.9. In order to prove Proposition 7.6, we will first obtain an improved
bound for φ using a representation formula for the wave equation (see Lemma 7.18).
Then, we infer an improved bound for ∂uφ using Lemma 7.19. Note that we can not
infer a improved bound for ∂uφ in this way (see Remark 7.20). This explains why
we only have a bootstrap assumption for ∂uφ in Proposition 7.6, while the terms
∂uφ will have to be integrated by parts (see Remark 7.13).
Remark 7.10. The non-concentration of energy is used in two crucial places in
the proof of Theorem 6.2. One chooses ε > 0 small enough
• In Corollary 7.21 to improve the bootstrap assumption (7.1) thanks to Propo-
sition 7.6.
• In Proposition 8.13 in order to exploit the estimate of Corollary 8.12.
7.4. First consequences of the bootstrap assumptions.
Lemma 7.11. We have
sup
Qub
r−δ|φ| . C.
and
sup
Qub
r−2δ
( |r − ̺|
̺
+
∣∣∣∣∂ur + 12
∣∣∣∣+ ∣∣∣∣∂ur − 12
∣∣∣∣+ |Ω− 1|) . C2.
Proof. We start with φ. We have
φ(u, u) =
∫ u
u
∂uφ(u, σ)dσ,
and hence using the bootstrap assumption (7.1)
|φ(u, u)| ≤
∫ u
u
|∂uφ(u, σ)|dσ
≤ C
∫ u
u
r(u, σ)δ−1dσ
. C
∫ u
u
(σ − u)δ−1dσ
. C(u− u)δ
. Cr(u, u)δ ,
where we used the fact that δ > 0.
Next, recall that
∂u∂ur = rκ
Ω2
4
g(φ)2
r2
.
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We infer ∣∣∣∣∂ur + 12
∣∣∣∣ ≤ ∫ u
u
|∂u∂ur|(u, σ)dσ
.
∫ u
u
g(φ)2
r
(u, σ)dσ
. C2
∫ u
u
φ2
r
(u, σ)dσ
. C2
∫ u
u
r(u, σ)2δ−1dσ
. C2
∫ u
u
(σ − u)2δ−1dσ
. C2(u− u)2δ
. C2r(u, u)2δ ,
where we used the fact that δ > 0 and the previous bound on φ.
Similarly, we have ∣∣∣∣∂ur − 12
∣∣∣∣ ≤ ∫ u
u
|∂u∂ur|(σ, u)dσ
. C2r(u, u)2δ .
Next, we consider the bound for r − ̺. We have
|r − ̺| ≤
∫ u
u
∣∣∣∣∂ur − 12
∣∣∣∣ (u, σ)dσ
. C2
∫ u
u
r(u, u)2δ(u, σ)σ
. C2
∫ u
u
(σ − u)2δσ
. C2(u− u)2δ+1
. C2r(u, u)2δ+1.
Finally, we consider Ω. We have
∂u(Ω
−2∂ur) = −Ω−2rκ(∂uφ)2.
This yields ∣∣∣∣Ω−2∂ur − 12
∣∣∣∣ ≤ ∫ u
u
|∂u(Ω−2∂ur)|(u, σ)dσ
.
∫ u
u
r(∂uφ)
2(u, σ)dσ
. C2
∫ u
u
r(u, σ)2δ−1dσ
. C2r(u, u)2δ .
We infer
|Ω−2 − 1| . ∣∣Ω−2∂ur − ∂ur∣∣
.
∣∣∣∣Ω−2∂ur − 12
∣∣∣∣+ ∣∣∣∣∂ur − 12
∣∣∣∣
. C2r(u, u)2δ .
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This concludes the proof of the lemma. 
7.5. An improved uniform bound for φ. Here we derive an improved uniform
bound for r−δφ relying on an explicit representation formula for the flat wave
equation. Our approach is inspired by [10] (see also [32] for a similar approach).
Lemma 7.12. We have
(
−∂2τ + ∂2̺ +
1
̺
∂̺ − 1
̺2
)
φ = ∂u
(
F1
̺
)
+
F2
̺2
,
where
F1 =
̺− r + ̺(2∂ur − 1)
r
φ,
and
F2 = −̺(̺− r + ̺(2∂ur + 1))
r
∂uφ+
1
2(̺+ r)(̺− r) + ̺
2
2 (2∂ur + 1) + ̺
2(2∂ur − 1)∂ur
r2
φ
−κ̺
2Ω2g(φ)2φ
2r2
+
̺2φ3ζ(φ)
r2
+ ̺2(Ω2 − 1)f(φ)
r2
.
Remark 7.13. Since we have no control over ∂uφ (see Remark 7.9), we need to
integrate the terms involving ∂uφ by parts. This results in the term ∂u(F1/̺) in the
statement of Lemma 7.12. The fact that this integration by parts is possible is a
consequence of the following two observations
• We are able to estimate F2 (see Lemma 7.14), which itself is a consequence
of the null structure of the problem.
• We are able to control the u derivative of the kernel K of the representation
formula for the wave equation of Lemma 7.15. To achieve this, the crucial
estimate is the one of Lemma 7.16.
Proof. Recall that (
−∂2τ + ∂2̺ +
1
̺
∂̺ − 1
̺2
)
φ =
F
̺2
where
F = −̺(̺− r)
r
∂̺φ+
̺2(2∂ur + 1)
r
∂uφ+
̺2(2∂ur − 1)
r
∂uφ+
̺2 − r2
r2
φ+
̺2φ3ζ(φ)
r2
+̺2(Ω2 − 1)f(φ)
r2
.
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We rewrite F as
F = −̺(̺− r)
r
∂uφ+ ∂u
(
̺(̺− r)
r
φ
)
− ∂u
(
̺(̺− r)
r
)
φ+
̺2(2∂ur + 1)
r
∂uφ
+∂u
(
̺2(2∂ur − 1)
r
φ
)
− ∂u
(
̺2(2∂ur − 1)
r
)
φ+
̺2 − r2
r2
φ+
̺2φ3ζ(φ)
r2
+̺2(Ω2 − 1)f(φ)
r2
= ∂u
(
̺(̺− r)
r
φ+
̺2(2∂ur − 1)
r
φ
)
− ̺(̺− r)
r
∂uφ− (r − ̺)
2 − ̺2(2∂ur + 1)
2r2
φ
+
̺2(2∂ur + 1)
r
∂uφ+
̺(2∂ur − 1)(̺∂ur + r)− 2̺2r∂u∂ur
r2
φ+
̺2 − r2
r2
φ+
̺2φ3ζ(φ)
r2
+̺2(Ω2 − 1)f(φ)
r2
= ∂u
(
̺(̺− r + ̺(2∂ur − 1))
r
φ
)
− ̺(̺− r + ̺(2∂ur + 1))
r
∂uφ
+
1
2(̺+ 3r)(̺− r) + ̺
2
2 (2∂ur + 1) + ̺(2∂ur − 1)(̺∂ur + r)
r2
φ− κ̺
2Ω2g(φ)2φ
2r2
+
̺2φ3ζ(φ)
r2
+̺2(Ω2 − 1)f(φ)
r2
.
This yields
F
̺2
= ∂u
(
F1
̺
)
+
F2
̺2
,
where
F1 =
̺− r + ̺(2∂ur − 1)
r
φ,
and
F2 = −̺(̺− r + ̺(2∂ur + 1))
r
∂uφ+
1
2(̺+ r)(̺− r) + ̺
2
2 (2∂ur + 1) + ̺
2(2∂ur − 1)∂ur
r2
φ
−κ̺
2Ω2g(φ)2φ
2r2
+
̺2φ3ζ(φ)
r2
+ ̺2(Ω2 − 1)f(φ)
r2
.
This concludes the proof of the lemma. 
Lemma 7.14. We have
sup
Qub
r−δ(|F1|+ |F2|) . Cε.
Proof. This is an immediate consequence of Lemma 7.1, Lemma 7.2, the bootstrap
assumption (7.1) and Lemma 7.11, as well as the definition of F1 and F2. 
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Lemma 7.15. For (τ, ̺) such that τ + ̺ ≤ 0 and −1 ≤ τ < 0, we have
φ(τ, ̺) = φ0(τ, ̺) +
K(−1)√
̺
∫ τ+̺
τ−̺
F1
(
τ−̺+u′
2 ,
−τ+̺+u′
2
)
√
−τ+̺+u′
2
du′ − 1
2
√
̺
∫ +∞
0
F1(−1, λ)
√
λ
µ̺+ λ
K(µ)dµ
− 1
2
√
̺
∫ τ+̺+1
√
(τ+1)2−̺2
K(µ)
F1(−1, λ)√
λ
dλ
+
∫ +∞
−1
∫ λ∗
0
√
̺√
λ
√
̺2 + λ2 + 2̺λµ
K(µ)
(
1
4
F1(σ, λ) + F2(σ, λ)
)
dλdµ
−
∫ +∞
−1
∫ λ∗
0
√
̺√
λ
√
̺2 + λ2 + 2̺λµ
λ∂uµK
′(µ)F1(σ, λ)dλdµ,
where φ0 denotes the solution to the homogeneous equation with the same initial
conditions as φ at τ = −1, µ is given by
µ =
(τ − σ)2 − ̺2 − λ2
2̺λ
,
λ∗ is given by
λ∗ =
√
(1 + τ)2 + (µ2 − 1)̺2 − µ̺,
and K is given by
K(µ) =
∫ 1
max(−µ,−1)
xdx√
1− x2√µ+ x.
Proof. We recall the representation formula derived in [32] for the solution φ of(
−∂2τ + ∂2̺ +
1
̺
∂̺ − 1
̺2
)
φ = h.
φ is given by (see [33] p. 960/961)
φ(τ, ̺) = φ0(τ, ̺) +
∫
Rτ,̺
√
λ√
̺
K(µ)h(σ, λ)dλdσ,
where
Rτ,̺ = {(σ, λ) / − 1 ≤ σ ≤ τ, max(0, ̺− τ + σ) ≤ λ ≤ ̺+ τ − σ},
see Figure 9, φ0 denotes the solution to the homogeneous equation with the same
initial conditions as φ at τ = −1, µ is given by
µ =
(τ − σ)2 − ̺2 − λ2
2̺λ
,
and K is given by
K(µ) =
∫ 1
max(−µ,−1)
xdx√
1− x2√µ+ x.
In our case, note that this formula is well defined since for (τ, ̺) such that
τ + ̺ ≤ 0 and −1 ≤ τ < 0, Rτ,̺ is included in the region where the solution is
assumed to be smooth. Also, we have
h = ∂u
(
F1
̺
)
+
F2
̺2
.
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Figure 9. The spacetime region Rτ,̺
Hence, we have
φ(τ, ̺) = φ0(τ, ̺) +
∫
Rτ,̺
√
λ√
̺
K(µ)∂u
(
F1(σ, λ)
λ
)
dλdσ +
∫
Rτ,̺
√
λ√
̺
K(µ)
F2(σ, λ)
λ2
dλdσ
= φ0(τ, ̺) +
∫
∂Rτ,̺
√
λ√
̺
K(µ)
F1(σ, λ)
λ
g(∂u, νR)−
∫
Rτ,̺
∂u
(√
λ√
̺
K(µ)
)
F1(σ, λ)
λ
dλdσ
+
∫
Rτ,̺
√
λ√
̺
K(µ)
F2(σ, λ)
λ2
dλdσ
= φ0(τ, ̺) +
∫
∂Rτ,̺
√
λ√
̺
K(µ)
F1(σ, λ)
λ
g(∂u, νR) +
∫
Rτ,̺
1
4
√
λ̺
K(µ)
F1(σ, λ)
λ
dλdσ
−
∫
Rτ,̺
√
λ√
̺
∂uµK
′(µ)
F1(σ, λ)
λ
dλdσ +
∫
Rτ,̺
√
λ√
̺
K(µ)
F2(σ, λ)
λ2
dλdσ.
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Next, we compute the boundary term. We have∫
∂Rτ,̺
fg(∂u, νR)
=
∫ τ+̺
τ−̺
f
(
τ − ̺+ u′
2
,
−τ + ̺+ u′
2
)
du′ +
1
2
∫ τ−̺
−1
f(σ, 0)dσ − 1
2
∫ τ+̺+1
0
f(−1, λ)dλ,
and
µ = −1 on u = τ − ̺.
Hence, we have13∫
∂Rτ,̺
√
λ√
̺
K(µ)
F1(σ, λ)
λ
g(∂u, νR) =
K(−1)√
̺
∫ τ+̺
τ−̺
F1
(
τ−̺+u′
2 ,
−τ+̺+u′
2
)
√
−τ+̺+u′
2
du′
−1
2
∫ τ+̺+1
0
√
λ√
̺
K(µ)
F1(−1, λ)
λ
dλ.
We compute
∂λµ =
̺2 − λ2 − (τ − σ)2
2̺λ2
=
−2µλ̺− 2λ2
2̺λ2
= −µ̺+ λ
̺λ
.
We decompose and perform a change of variable∫ τ+̺+1
0
√
λ√
̺
K(µ)
F1(−1, λ)
λ
dλ
=
∫ +∞
0
√
λ√
̺
K(µ)
F1(−1, λ)
λ
̺λ
µ̺+ λ
dµ+
∫ τ+̺+1
√
(τ+1)2−̺2
√
λ√
̺
K(µ)
F1(−1, λ)
λ
dλ
=
√
̺
∫ +∞
0
F1(−1, λ)
√
λ
µ̺+ λ
K(µ)dµ+
1√
̺
∫ τ+̺+1
√
(τ+1)2−̺2
K(µ)
F1(−1, λ)√
λ
dλ
which yields∫
∂Rτ,̺
√
λ√
̺
K(µ)
F1(σ, λ)
λ
g(∂u, νR)
=
K(−1)√
̺
∫ τ+̺
τ−̺
F1
(
τ−̺+u′
2 ,
−τ+̺+u′
2
)
√
−τ+̺+u′
2
du′ − 1
2
√
̺
∫ +∞
0
F1(−1, λ)
√
λ
µ̺+ λ
K(µ)dµ
− 1
2
√
̺
∫ τ+̺+1
√
(τ+1)2−̺2
K(µ)
F1(−1, λ)√
λ
dλ.
13Here, we have dropped the boundary term on λ = 0 as it vanishes. Indeed, we have∣∣∣∣
√
λK(µ)
F1(σ, λ)
λ
∣∣∣∣ ≤ Cτ,̺
√
λ|K(µ)| ≤ Cτ,̺
√
λ→ 0 as λ→ 0,
where the constant Cτ,̺ may blow up as (τ, ̺) tends to the origin but is finite away from it, and
where we used in particular the fact that F1/λ is bounded in view of the asymptotic for ρ − r,
2∂ur− 1 and φ as ̺→ 0, the fact that µ→ +∞ when λ→ 0 with σ < τ − ̺, and the fact that K
is bounded for µ ≥ 2 which is immediate from the definition of K.
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We deduce
φ(τ, ̺) = φ0(τ, ̺) +
K(−1)√
̺
∫ τ+̺
τ−̺
F1
(
τ−̺+u′
2 ,
−τ+̺+u′
2
)
√
−τ+̺+u′
2
du′ − 1
2
√
̺
∫ +∞
0
F1(−1, λ)
√
λ
µ̺+ λ
K(µ)dµ
− 1
2
√
̺
∫ τ+̺+1
√
(τ+1)2−̺2
K(µ)
F1(−1, λ)√
λ
dλ+
∫
Rτ,̺
1
4
√
λ̺
K(µ)
F1(σ, λ)
λ
dλdσ
−
∫
Rτ,̺
√
λ√
̺
∂uµK
′(µ)
F1(σ, λ)
λ
dλdσ +
∫
Rτ,̺
√
λ√
̺
K(µ)
F2(σ, λ)
λ2
dλdσ.
In the space-time integral, we perform the change of variable (σ, λ)→ (µ, λ) which
yields
φ(τ, ̺) = φ0(τ, ̺) +
K(−1)√
̺
∫ τ+̺
τ−̺
F1
(
τ−̺+u′
2 ,
−τ+̺+u′
2
)
√
−τ+̺+u′
2
du′ − 1
2
√
̺
∫ +∞
0
F1(−1, λ)
√
λ
µ̺+ λ
K(µ)dµ
− 1
2
√
̺
∫ τ+̺+1
√
(τ+1)2−̺2
K(µ)
F1(−1, λ)√
λ
dλ+
∫ +∞
−1
∫ λ∗
0
1
4
√
λ̺
K(µ)
F1(σ, λ)
λ
1
|∂σµ|dλdµ
−
∫ +∞
−1
∫ λ∗
0
√
λ√
̺
∂uµK
′(µ)
F1(σ, λ)
λ
1
|∂σµ|dλdµ +
∫ +∞
−1
∫ λ∗
0
√
λ√
̺
K(µ)
F2(σ, λ)
λ2
1
|∂σµ|dλdµ,
where λ∗ is given by
λ∗ =
√
(1 + τ)2 + (µ2 − 1)̺2 − µ̺.
We compute
∂σµ =
σ − τ
̺λ
= −
√
̺2 + λ2 + 2̺λµ
̺λ
.
We infer
φ(τ, ̺) = φ0(τ, ̺) +
K(−1)√
̺
∫ τ+̺
τ−̺
F1
(
τ−̺+u′
2 ,
−τ+̺+u′
2
)
√
−τ+̺+u′
2
du′ − 1
2
√
̺
∫ +∞
0
F1(−1, λ)
√
λ
µ̺+ λ
K(µ)dµ
− 1
2
√
̺
∫ τ+̺+1
√
(τ+1)2−̺2
K(µ)
F1(−1, λ)√
λ
dλ
+
∫ +∞
−1
∫ λ∗
0
√
̺√
λ
√
̺2 + λ2 + 2̺λµ
K(µ)
(
1
4
F1(σ, λ) + F2(σ, λ)
)
dλdµ
−
∫ +∞
−1
∫ λ∗
0
√
̺√
λ
√
̺2 + λ2 + 2̺λµ
λ∂uµK
′(µ)F1(σ, λ)dλdµ.
This concludes the proof of the lemma. 
Lemma 7.16. We have
|λ∂uµ| . |µ− 1|, ∀ − 1 ≤ µ < +∞.
53
Proof. We compute
∂uµ =
λ((σ − τ) + λ) + 12((τ − σ)2 − ̺2 − λ2)
2̺λ2
=
λ(σ − τ) + λ22 + 12 (τ − σ)2 − 12̺2
2̺λ2
=
(λ+ σ − τ)2 − ̺2
4̺λ2
=
(λ−
√
̺2 + λ2 + 2̺λµ)2 − ̺2
4̺λ2
=
λ2 − 2λ
√
̺2 + λ2 + 2̺λµ+ ̺2 + λ2 + 2̺λµ − ̺2
4̺λ2
=
λ+ ̺µ−
√
̺2 + λ2 + 2̺λµ
2̺λ
.
We infer
λ∂uµ =
λ+ ̺µ−
√
̺2 + λ2 + 2̺λµ
2̺
.
We consider two cases. If µ ≥ 0, we have
λ∂uµ =
λ2 + ̺2µ2 + 2λ̺µ− ̺2 − λ2 − 2̺λµ
2̺(λ+ ̺µ+
√
̺2 + λ2 + 2̺λµ)
=
̺2(µ2 − 1)
2̺(λ+ ̺µ+
√
̺2 + λ2 + 2̺λµ)
=
̺(µ + 1)(µ − 1)
2(λ+ ̺µ+
√
̺2 + λ2 + 2̺λµ)
.
Since µ ≥ 0, λ ≥ 0 and ̺ ≥ 0, we have
λ+ ̺µ+
√
̺2 + λ2 + 2̺λµ ≥ ̺(1 + µ).
We infer
|λ∂uµ| ≤ |µ− 1|
2
.
If −1 ≤ µ < 0, we have
λ∂uµ =
λ2 − ̺2µ2 + 2̺µ
√
̺2 + λ2 + 2̺λµ − ̺2 − λ2 − 2̺λµ
2̺(λ− ̺µ+
√
̺2 + λ2 + 2̺λµ)
=
−̺(µ2 + 1) + 2µ(
√
̺2 + λ2 + 2̺λµ − λ)
2(λ− ̺µ+
√
̺2 + λ2 + 2̺λµ)
.
Since −1 ≤ µ < 0, this yields
|λ∂uµ| =
∣∣∣−̺(µ2 + 1) + 2|µ|(λ −√̺2 + λ2 − 2|µ|̺λ)∣∣∣
2(λ+ |µ|̺+√̺2 + λ2 − 2|µ|̺λ)
.
̺+ λ+
√
̺2 + λ2
λ+ ̺
. 1.
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Together with the case µ ≥ 0, we obtain for all µ ≥ −1
|λ∂uµ| . |µ− 1|.
This concludes the proof of the lemma. 
Lemma 7.17. For (τ, ̺) ∈ Qub , we have
|φ(τ, ̺)| . C0√̺+ (εC + C0)̺δ
+(εC + C0)
√
̺
∫ +∞
−1
∫ λ∗
0
λδ−
1
2√
̺2 + λ2 + 2̺λµ
(|K(µ)|+ |µ− 1||K ′(µ)|)dλdµ,
where the constant C0 only depends on the values of the solution in I0.
Proof. Recall that
φ(τ, ̺) = φ0(τ, ̺) +
K(−1)√
̺
∫ τ+̺
τ−̺
F1
(
τ−̺+u′
2 ,
−τ+̺+u′
2
)
√
−τ+̺+u′
2
du′ − 1
2
√
̺
∫ +∞
0
F1(−1, λ)
√
λ
µ̺+ λ
K(µ)dµ
− 1
2
√
̺
∫ τ+̺+1
√
(τ+1)2−̺2
K(µ)
F1(−1, λ)√
λ
dλ
+
∫ +∞
−1
∫ λ∗
0
√
̺√
λ
√
̺2 + λ2 + 2̺λµ
K(µ)
(
1
4
F1(σ, λ) + F2(σ, λ)
)
dλdµ
−
∫ +∞
−1
∫ λ∗
0
√
̺√
λ
√
̺2 + λ2 + 2̺λµ
λ∂uµK
′(µ)F1(σ, λ)dλdµ.
We have the following properties for K (see for example [10] p. 1061):
K(−1) = π√
2
, sup
−1≤µ≤0
|K| . 1, K ∈ L1(−1,+∞).
Also, we have
{
√
(τ + 1)2 − ̺2 ≤ λ ≤ τ + ̺+ 1} ∩ {σ = −1} = {−1 ≤ µ ≤ 0} ∩ {σ = −1}.
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We deduce
|φ(τ, ̺)| . |φ0(τ, ̺)| + |K(−1)|√
̺
∫ ̺
0
|F1 (τ − ̺+ λ, λ)|√
λ
dλ
+
√
̺
(
sup
λ≥0
|F1(−1, λ)|√
λ
)∫ +∞
0
|K(µ)|dµ
+
1√
̺
(
sup
−1≤µ≤0
|K|
)(
sup
λ≥0
|F1(−1, λ)|√
λ
)
(τ + ̺+ 1−
√
(τ + 1)2 − ̺2)
+
∫ +∞
−1
∫ λ∗
0
√
̺√
λ
√
̺2 + λ2 + 2̺λµ
|K(µ)|(|F1(σ, λ)|+ |F2(σ, λ)|)dλdµ
+
∫ +∞
−1
∫ λ∗
0
√
̺√
λ
√
̺2 + λ2 + 2̺λµ
|λ∂uµ||K ′(µ)||F1(σ, λ)|dλdµ
. |φ0(τ, ̺)| + sup
0≤λ≤̺
|F1(τ − ̺+ λ, λ)|+√̺
(
sup
λ≥0
|F1(−1, λ)|√
λ
)
+
√
̺
(
sup
λ≥0
|F1(−1, λ)|√
λ
)
̺+ τ + 1
τ + ̺+ 1 +
√
(τ + 1)2 − ̺2
+
∫ +∞
−1
∫ λ∗
0
√
̺√
λ
√
̺2 + λ2 + 2̺λµ
|K(µ)|(|F1(σ, λ)|+ |F2(σ, λ)|)dλdµ
+
∫ +∞
−1
∫ λ∗
0
√
̺√
λ
√
̺2 + λ2 + 2̺λµ
|λ∂uµ||K ′(µ)||F1(σ, λ)|dλdµ.
Assuming enough regularity on the initial data, we have
sup
̺>0
̺−
1
2 |φ0(τ, ̺)| + sup
λ≥0
|F1(−1, λ)|√
λ
≤ C0
where the constant C0 only depend on initial data. Hence, together with the pre-
vious lemma, we deduce14
|φ(τ, ̺)| . C0√̺+ sup
0≤λ≤̺
|F1(τ − ̺+ λ, λ)|
+
∫ +∞
−1
∫ λ∗
0
√
̺√
λ
√
̺2 + λ2 + 2̺λµ
|K(µ)|(|F1(σ, λ)| + |F2(σ, λ)|)dλdµ
+
∫ +∞
−1
∫ λ∗
0
√
̺√
λ
√
̺2 + λ2 + 2̺λµ
|µ− 1||K ′(µ)||F1(σ, λ)|dλdµ.
Finally, recall that we have
sup
Qub
r−δ(|F1|+ |F2|) . Cε.
Since we have
Rτ,̺ ⊂ Qub ∪ I0 for any (τ, ̺) ∈ Qub ,
and
sup
I0
r−δ(|F1|+ |F2|) . C0,
14Observe that v1(τ, ̺, θ) = φ0(τ, ̺) cos(θ) and v2(τ, ̺, θ) = φ0(τ, ̺) sin(θ) both satisfy the
standard wave equation on R2+1 which allows to infer estimates for φ0 from corresponding estimates
for the standard wave equation.
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we infer
sup
(τ,̺)∈Qub
sup
Rτ,̺
r−δ(|F1|+ |F2|) . Cε+ C0.
Hence, we deduce for (τ, ̺) ∈ Qub
|φ(τ, ̺)| . C0√̺+ (εC + C0)̺δ
+(εC + C0)
√
̺
∫ +∞
−1
∫ λ∗
0
λδ−
1
2√
̺2 + λ2 + 2̺λµ
(|K(µ)|+ |µ− 1||K ′(µ)|)dλdµ.
This concludes the proof of the lemma. 
Lemma 7.18. For (τ, ̺) ∈ Qub , we have
|φ(τ, ̺)| . C0√̺+ (εC + C0)̺δ
where the constant C0 only depends on the values of the solution in I0.
Proof. Recall that
|φ(τ, ̺)| . C0√̺+ (εC + C0)̺δ
+(εC + C0)
√
̺
∫ +∞
−1
∫ λ∗
0
λδ−
1
2√
̺2 + λ2 + 2̺λµ
(|K(µ)|+ |µ− 1||K ′(µ)|)dλdµ.
We evaluate the integral in the right-hand side. We have∫ +∞
−1
∫ λ∗
0
λδ−
1
2√
̺2 + λ2 + 2̺λµ
(|K(µ)| + |µ− 1||K ′(µ)|)dλdµ
.
∫ 0
−1
∫ λ∗
0
λδ−
1
2√
̺2 + λ2 + 2̺λµ
(|K(µ)|+ |K ′(µ)|)dλdµ
+
∫ +∞
0
∫ λ∗
0
λδ−
1
2√
̺2 + λ2 + 2̺λµ
(|K(µ)|+ |µ − 1||K ′(µ)|)dλdµ.
We estimate the two integral on the right-hand side starting with the first one.
We have ∫ 0
−1
∫ λ∗
0
λδ−
1
2√
̺2 + λ2 + 2̺λµ
(|K(µ)|+ |K ′(µ)|)dλdµ
. sup
−1≤µ≤0
(|K(µ)|+ |K ′(µ)|)
∫ 0
−1
∫ λ∗
0
λδ−
1
2√
̺2 + λ2 + 2̺λµ
dλdµ
.
∫ +∞
0
∫ τ−|λ−̺|
τ−
√
λ2+̺2
λδ−
1
2
̺λ
dσdλ,
where we used the fact that
sup
−1µ≤0
(|K(µ)| + |K ′(µ)|) < +∞,
which is a consequence of the estimates for K and K ′ on p. 1061 [10],
{−1 ≤ µ ≤ 0} = {|λ− ̺| ≤ τ − σ ≤
√
̺2 + λ2},
and
∂σµ = −
√
̺2 + λ2 + 2̺λµ
̺λ
.
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We infer ∫ 0
−1
∫ λ∗
0
λδ−
1
2√
̺2 + λ2 + 2̺λµ
(|K(µ)|+ |K ′(µ)|)dλdµ
.
∫ +∞
0
(
√
λ2 + ̺2 − |λ− ̺|)λ
δ− 1
2
̺λ
dλ
.
∫ +∞
0
λδ−
1
2√
λ2 + ̺2 + |λ− ̺|dλ
. ̺δ−
1
2
∫ +∞
0
λδ−
1
2√
λ2 + 1 + |λ− 1|dλ
. ̺δ−
1
2 ,
where we used in the last inequality the fact that 0 < δ < 1/2.
Next, we estimate the second integral on the right-hand side. We have∫ +∞
0
∫ λ∗
0
λδ−
1
2√
̺2 + λ2 + 2̺λµ
(|K(µ)|+ |µ− 1||K ′(µ)|)dλdµ
.
(∫ +∞
0
(|K(µ)|+ |µ− 1||K ′(µ)|)dµ
)∫ +∞
0
λδ−
1
2
̺+ λ
dλ
. ̺δ−
1
2
∫ +∞
0
λδ−
1
2
1 + λ
dλ
. ̺δ−
1
2 ,
where we used the fact that 0 < δ < 1/2 and∫ +∞
0
(|K(µ)|+ |µ− 1||K ′(µ)|)dµ < +∞
which is a consequence of the estimates for K and K ′ on p. 1061 [10]. We deduce∫ +∞
−1
∫ λ∗
0
λδ−
1
2√
̺2 + λ2 + 2̺λµ
(|K(µ)|+ |µ− 1||K ′(µ)|)dλdµ . ̺δ− 12 (7.2)
which yields
|φ(τ, ̺)| . C0√̺+ (εC + C0)̺δ .
This concludes the proof of the lemma. 
7.6. Proof of Proposition 7.6.
Lemma 7.19. Let
Θ = r∂uφ and Ξ = r∂uφ.
We have
∂u
(
Θ√
r
)
= − 1
2
√
r
∂ur∂uφ− Ω
2f(φ)
4r
3
2
,
and
∂u
(
Ξ√
r
)
= − 1
2
√
r
∂ur∂uφ− Ω
2f(φ)
4r
3
2
.
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Proof. From
∂u(r∂uφ) + ∂u(r∂uφ) = −Ω
2
2
f(φ)
r
,
we infer
∂uΘ =
1
2
∂ur
r
Θ− 1
2
∂ur∂uφ− Ω
2f(φ)
4r
,
and
∂uΞ =
1
2
∂ur
r
Ξ− 1
2
∂ur∂uφ− Ω
2f(φ)
4r
.
We rewrite the system as
∂u
(
Θ√
r
)
= − 1
2
√
r
∂ur∂uφ− Ω
2f(φ)
4r
3
2
,
and
∂u
(
Ξ√
r
)
= − 1
2
√
r
∂ur∂uφ− Ω
2f(φ)
4r
3
2
.
This concludes the proof of the lemma. 
We are now in position to prove Proposition 7.6. Recall that
∂u
(
Θ√
r
)
= − 1
2
√
r
∂ur∂uφ− Ω
2f(φ)
4r
3
2
.
We integrate between (u, u) and (−u − 2, u), where (−u− 2, u) is on τ = −1. We
deduce
Θ(u, u)√
r(u, u)
=
Θ(−u− 2, u)√
r(−u− 2, u) −
∫ u
−u−2
1
2
√
r
∂ur∂uφ(σ, u)dσ −
∫ u
−u−2
Ω2f(φ)
4r
3
2
(σ, u)dσ
=
Θ(−u− 2, u)√
r(−u− 2, u) −
[
1
2
√
r
∂urφ(σ, u)
]u
−u−2
+
∫ u
−u−2
1
2
√
r
∂u∂urφ(σ, u)dσ
−
∫ u
−u−2
1
4r
3
2
∂ur∂urφ(σ, u)dσ −
∫ u
−u−2
Ω2f(φ)
4r
3
2
(σ, u)dσ.
We infer√
r(u, u)∂uφ(u, u) =
√
r(−u− 2, u)∂uφ(−u− 2, u)−
[
1
2
√
r
∂urφ(σ, u)
]u
−u−2
+
∫ u
−u−2
Ω2
8
√
r
κ
g(φ)2
r
φ(σ, u)dσ −
∫ u
−u−2
1
4r
3
2
∂ur∂urφ(σ, u)dσ
−
∫ u
−u−2
Ω2f(φ)
4r
3
2
(σ, u)dσ.
We deduce√
r(u, u)|∂uφ(u, u)| .
√
r(−u− 2, u)|∂uφ(−u− 2, u)|+ |φ(−u− 2, u)|√
r(−u− 2, u) +
|φ(u, u)|√
r(u, u)
+
∫ u
−u−2
|φ(σ, u)|
r
3
2
dσ
59
and hence
r(u, u)1−δ|∂uφ(u, u)| . r(u, u) 12−δ
√
r(−u− 2, u)|∂uφ(−u− 2, u)|+ r(u, u) 12−δ |φ(−u− 2, u)|√
r(−u− 2, u)
+r(u, u)−δ|φ(u, u)|+ r(u, u) 12−δ
∫ u
−u−2
|φ(σ, u)|
r(σ, u)
3
2
dσ
. C0r(u, u)
1
2
−δ + r(u, u)−δ|φ(u, u)|+ r(u, u) 12−δ
∫ u
−u−2
|φ(σ, u)|
r(σ, u)
3
2
dσ
. C0 + r(u, u)
−δ|φ(u, u)|+ r(u, u) 12−δ
∫ u
−u−2
|φ(σ, u)|
r(σ, u)
3
2
dσ
where C0 only depends on initial data.
Using the improved uniform bound for φ of lemma 7.18, we infer on Qub
r(u, u)1−δ|∂uφ(u, u)| . C0 + r(u, u)−δ(C0
√
̺(u, u) + (εC + C0)̺(u, u)
δ)
+r(u, u)
1
2
−δ
∫ u
−u−2
C0
√
̺(σ, u) + (εC + C0)̺(σ, u)
δ
r(σ, u)
3
2
dσ
. C0 + εC
where we used the fact that r ∼ ̺ and δ < 1/2. Finally, we have obtained the
existence of a universal constant 0 < C < +∞ such that we have on Qub
r(u, u)1−δ|∂uφ(u, u)| ≤ C(C0 + εC).
This concludes the proof of Proposition 7.6.
Remark 7.20. Lemma 7.19 is used as follows. The equation for Θ is always
integrated from the initial data, while the equation for Ξ is always integrated from
the axis of symmetry Γ. We have the following three cases
• If |φ| ≤ Crδ with δ < 1/2, we deduce |∂uφ| . Crδ−1, but no estimate for
∂uφ. We used this case above for the proof of Proposition 7.6.
• If |φ| ≤ Crδ with δ > 1/2, then we deduce |∂uφ| . Crδ−1, and only ∂uφ .
C
√
r. This case will be used in the proof Lemma 8.14.
• If |φ| ≤ C√r, then we have the log loss estimate |∂uφ| . C| log(r)|
√
r, and
no estimate for ∂uφ. Due to the log loss for ∂uφ, this case is never used.
7.7. A more refined bound for φ.
Corollary 7.21. For any
0 < δ <
1
2
,
there exists a constant C0 only depending on the values of the solution in I0 such
that we have for all (τ, ̺) with τ ≥ −1 and u ≤ 0
r1−δ|∂uφ|+ r−δ|φ| ≤ C0
and
r−2δ
( |r − ̺|
̺
+
∣∣∣∣∂ur + 12
∣∣∣∣+ ∣∣∣∣∂ur − 12
∣∣∣∣+ |Ω − 1|) ≤ C0.
Proof. Choosing ε > 0 sufficiently small in Proposition 7.6 yields
sup
Qub
r1−δ|∂uφ| ≤ CC0 (7.3)
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which is an improvement of the bootstrap assumption (7.1). This implies that (7.3)
holds for all −1 ≤ ub < 0. Hence, as
{τ ≥ −1, u ≤ 0} = ∪−1≤ub<0Qub ∪ I0,
we have for all (τ, ̺) with τ ≥ −1 and u ≤ 0
r1−δ|∂uφ| ≤ C0
for a constant C0 only depending on the values of the solution in I0. Arguing as in
Lemma 7.11, we infer
r−δ|φ| ≤ C0
and
r−2δ
( |r − ̺|
̺
+
∣∣∣∣∂ur + 12
∣∣∣∣+ ∣∣∣∣∂ur − 12
∣∣∣∣+ |Ω − 1|) ≤ C0.
This concludes the proof of the corollary. 
In this section, we would like to prove the following refined bounds.
Lemma 7.22. There exists a constant C0 only depending on the values of the
solution in I0 such that we have for all (τ, ̺) with τ ≥ −1 and u ≤ 0
r−
1
2 |φ| ≤ C0
and
r−1
( |r − ̺|
̺
+
∣∣∣∣∂ur + 12
∣∣∣∣+ ∣∣∣∣∂ur − 12
∣∣∣∣) ≤ C0.
Remark 7.23. The above improvement can not be true for r∂uφ due to a log loss
when integrating the improved estimate for φ using the equation for Θ (see Remark
7.20). In turn, this improvement can also not be true for Ω− 1.
Proof. Recall that
|φ(τ, ̺)| . C0√̺+ sup
0≤λ≤̺
|F1(τ − ̺+ λ, λ)|
+
∫ +∞
−1
∫ λ∗
0
√
̺√
λ
√
̺2 + λ2 + 2̺λµ
|K(µ)|(|F1(σ, λ)| + |F2(σ, λ)|)dλdµ
+
∫ +∞
−1
∫ λ∗
0
√
̺√
λ
√
̺2 + λ2 + 2̺λµ
|µ− 1||K ′(µ)||F1(σ, λ)|dλdµ.
Also, we have in view of the definition of F1 and F2 together with the estimates of
Corollary 7.21
r−3δ(|F1|+ |F2|) . C0,
where we choose from now on δ such that
1
6
< δ <
1
2
.
We infer
|φ(τ, ̺)| . C0√̺+ C0̺3δ
+C0
√
̺
∫ +∞
−1
∫ λ∗
0
λ3δ−
1
2√
̺2 + λ2 + 2̺λµ
(|K(µ)|+ |µ− 1||K ′(µ)|)dλdµ.
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We have ∫ λ∗
0
λ3δ−
1
2√
̺2 + λ2 + 2̺λµ
dλ
=
∫ 2̺
0
λ3δ−
1
2√
̺2 + λ2 + 2̺λµ
dλ+
∫ λ∗
2̺
λ3δ−
1
2√
̺2 + λ2 + 2̺λµ
dλ
. ̺2δ
∫ 2̺
0
λδ−
1
2√
̺2 + λ2 + 2̺λµ
dλ+
∫ λ∗
2̺
λ3δ−
1
2√
(̺− λ)2 + 2̺λ(1 + µ)dλ.
Since µ ≥ −1, we infer∫ λ∗
0
λ3δ−
1
2√
̺2 + λ2 + 2̺λµ
dλ
. ̺2δ
∫ 2̺
0
λδ−
1
2√
̺2 + λ2 + 2̺λµ
dλ+
∫ λ∗
2̺
λ3δ−
1
2
λ
dλ
. ̺2δ
∫ λ∗
0
λδ−
1
2√
̺2 + λ2 + 2̺λµ
dλ+
[
λ3δ−
1
2
]λ∗
2̺
. 1 + ̺2δ
∫ λ∗
0
λδ−
1
2√
̺2 + λ2 + 2̺λµ
dλ
where used the fact that we chose δ > 1/6.
We have obtained
|φ(τ, ̺)| . C0√̺
+C0̺
2δ√̺
∫ +∞
−1
∫ λ∗
0
λδ−
1
2√
̺2 + λ2 + 2̺λµ
(|K(µ)|+ |µ − 1||K ′(µ)|)dλdµ,
where we used the fact that we chose δ such that δ > 1/6. Recall estimate (7.2):
√
̺
∫ +∞
−1
∫ λ∗
0
λδ−
1
2√
̺2 + λ2 + 2̺λµ
(|K(µ)|+ |µ− 1||K ′(µ)|)dλdµ . ̺δ.
We infer
|φ(τ, ̺)| . C0√̺+C0̺3δ
. C0
√
̺,
where we used the fact that we chose δ such that δ > 1/6. This concludes the
improvement for φ.
Then, one obtains the improvements15 for ∂ur − 1/2, ∂ur + 1/2 and r − ̺ as in
the proof of Lemma 7.11. This concludes the proof of the lemma. 
8. An improved uniform bound for ∂φ
Here, we differentiate equation for φ once and we obtain a uniform bound for
∂φ and φ/r again relying on an explicit representation formula for the flat wave
equation by adapting the approach in [32].
15Note that the proof of these improvements only relies on the equation ∂u∂ur = κΩ
2g(φ)2/(4r).
Therefore, the proof requires the improved estimate for φ. The important point is that it does not
require the corresponding improvement for ∂uφ which does not hold due to a log loss (see Remark
7.23).
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8.1. Upper bounds for higher order derivatives. We start by deriving an
upper bound for ∂uΩ.
Lemma 8.1. There exists a constant C0 only depending on the values of the solu-
tion in I0 such that we have for any 0 < δ < 1/2 and for all (τ, ̺) with τ ≥ −1 and
u ≤ 0
r1−2δ|∂uΩ| . C0.
Proof. Recall that
Ω−2(∂uΩ∂uΩ− Ω∂u∂uΩ) = 1
8
Ω2κ
(
4
Ω2
∂uφ∂uφ+
g(φ)2
r2
)
.
We deduce
∂u(∂u log(Ω)) = ∂u
(
∂uΩ
Ω
)
=
∂u∂uΩ
Ω
− ∂uΩ∂uΩ
Ω2
= −κ
2
∂uφ∂uφ− κΩ
2
8
g(φ)2
r2
.
Also, recall that
g(φ) =
1
Ω2
(
−4∂u∂uφ− 2∂ur
r
∂uφ− 2∂ur
r
∂uφ
)
and
gφ =
f(φ)
r2
.
We infer
∂u∂uφ = −∂ur
2r
∂uφ− ∂ur
2r
∂uφ− Ω
2f(φ)
4r2
.
Hence, we deduce
∂u(∂u log(Ω)) = −κ
2
∂u(φ∂uφ) +
κ
2
φ∂u∂uφ− κΩ
2
8
g(φ)2
r2
= −κ
2
∂u(φ∂uφ) +
κ
2
φ
(
−∂ur
2r
∂uφ− ∂ur
2r
∂uφ− Ω
2f(φ)
4r2
)
− κΩ
2
8
g(φ)2
r2
= −κ
2
∂u(φ∂uφ)− κ
8
∂u
(
∂ur
r
φ2
)
+
κ∂u∂ur
8r
φ2 − κ∂ur∂ur
8r2
φ2 − κ∂ur
4r
φ∂uφ
−κΩ
2φf(φ)
8r2
− κΩ
2
8
g(φ)2
r2
= −κ
2
∂u(φ∂uφ)− κ
8
∂u
(
∂ur
r
φ2
)
+
κ2Ω2
32r2
g(φ)2φ2 − κ∂ur∂ur
8r2
φ2 − κ∂ur
4r
φ∂uφ
−κΩ
2φf(φ)
8r2
− κΩ
2
8
g(φ)2
r2
.
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We integrate between (u, u) and (−u − 2, u), where (−u− 2, u) is on τ = −1. We
deduce[
∂u log(Ω)(σ, u)
]u
−u−2
= −κ
2
[
φ∂uφ(σ, u)
]u
−u−2
− κ
8
[
∂ur
r
φ2(σ, u)
]u
−u−2
+
∫ u
−u−2
κ2Ω2
32r2
g(φ)2φ2(σ, u)dσ
−
∫ u
−u−2
κ∂ur∂ur
8r2
φ2(σ, u)dσ −
∫ u
−u−2
κ∂ur
4r
φ∂uφ(σ, u)dσ
−
∫ u
−u−2
κΩ2φf(φ)
8r2
(σ, u)dσ −
∫ u
−u−2
κΩ2
8
g(φ)2
r2
(σ, u)dσ.
This yields
|∂u log(Ω)(u, u)| . C0 + |φ|
(
|∂uφ|+ |∂ur|
r
|φ|
)
(u, u)
+
∫ u
−u−2
|∂ur|
r
|φ|
(
|∂uφ|+ |∂ur|
r
|φ|
)
(σ, u)dσ +
∫ u
−u−2
Ω2|φ|
r2
(σ, u)dσ
. C0 + r
2δ−1C0
. r2δ−1C0,
where we used the fact that 0 < δ < 1/2, the upper bounds on φ, ∂uφ of Corollary
7.21, the uniform bounds for ∂ur, ∂ur and Ω, and the fact that ̺ ∼ r. In view of
the fact that |Ω| ∼ 1, we finally obtain
r1−2δ|∂uΩ| . C0.
This concludes the proof of the lemma. 
Next, we derive an upper bound for ∂2ur.
Lemma 8.2. There exists a constant C0 only depending on the values of the solu-
tion in I0 such that we have for any 0 < δ < 1/2 and for all (τ, ̺) with τ ≥ −1 and
u ≤ 0
|∂2ur(u, u)| . r2δ−1C0.
Proof. Recall that
∂u∂ur = κ
Ω2g(φ)2
4r
.
We deduce
∂u∂
2
ur = κ
Ω(∂uΩ)g(φ)
2
2r
+ κ
Ω2g(φ)g′(φ)∂uφ
2r
− κΩ
2g(φ)2∂ur
4r2
.
We integrate between (u, u) and (−u − 2, u), where (−u− 2, u) is on τ = −1. We
deduce
[∂2ur(σ, u)]
u
−u−2 = κ
∫ u
−u−2
Ω(∂uΩ)g(φ)
2
2r
(σ, u)dσ + κ
∫ u
−u−2
Ω2g(φ)g′(φ)∂uφ
2r
(σ, u)dσ
−κ
∫ u
−u−2
Ω2g(φ)2∂ur
4r2
(σ, u)dσ
and hence
|∂2ur(u, u)| . C0 +
∫ u
−u−2
( |∂uΩ||φ|2
r
+
|φ||∂uφ|
r
+
|φ|2|∂ur|
r2
)
(σ, u)dσ
. C0 + r
2δ−1C0
. r2δ−1C0,
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where we used the fact that 0 < δ < 1/2, the upper bounds on φ, ∂uφ of Corollary
7.21, the uniform bounds for ∂ur and Ω, the upper bounds on ∂uΩ of Lemma 8.1,
the fact that ∂2ur is bounded on τ = −1 by C0 since C0 controls in particular two
derivatives of the solution on I0, and the fact that ̺ ∼ r. This concludes the proof
of the lemma. 
Next, we derive an upper bound for ∂2uφ.
Lemma 8.3. There exists a constant C0 only depending on the values of the solu-
tion in I0 such that we have for any 0 < δ < 1/2 and for all (τ, ̺) with τ ≥ −1 and
u ≤ 0
|∂2uφ| . rδ−2C0.
Proof. Recall that
Θ = r∂uφ
satisfies
∂u
(
Θ√
r
)
= − 1
2
√
r
∂ur∂uφ− Ω
2f(φ)
4r
3
2
.
Differentiating with respect to u, we obtain
∂u∂u
(
Θ√
r
)
= − 1
2
√
r
∂ur∂u∂uφ− 1
2
√
r
∂2ur∂uφ+
1
4r
3
2
(∂ur)
2∂uφ− Ω
2f ′(φ)∂uφ
4r
3
2
−2Ω(∂uΩ)f(φ)
4r
3
2
+
3Ω2f(φ)∂ur
8r
5
2
.
In view of
∂u∂uφ = −∂ur
2r
∂uφ− ∂ur
2r
∂uφ− Ω
2f(φ)
4r2
.
we deduce
∂u∂u
(
Θ√
r
)
= − 1
2
√
r
∂ur
(
−∂ur∂uφ
2r
− ∂ur∂uφ
2r
− Ω
2f(φ)
4r2
)
− 1
2
√
r
∂2ur∂uφ+
1
4r
3
2
(∂ur)
2∂uφ
−Ω
2f ′(φ)∂uφ
4r
3
2
− 2Ω(∂uΩ)f(φ)
4r
3
2
+
3Ω2f(φ)∂ur
8r
5
2
=
(
− 1
2
√
r
∂2ur +
1
2r
3
2
(∂ur)
2
)
∂uφ+
∂ur∂ur∂uφ
4r
3
2
−Ω
2f ′(φ)∂uφ
4r
3
2
− 2Ω(∂uΩ)f(φ)
4r
3
2
+
Ω2f(φ)∂ur
2r
5
2
= ∂u
[
− 1
2
√
r
∂2urφ+
1
2r
3
2
(∂ur)
2φ
]
+
1
2
√
r
∂u∂
2
urφ−
∂ur
4r
3
2
∂2urφ−
1
r
3
2
∂ur∂u∂urφ
+
3
4r
5
2
∂ur(∂ur)
2φ+
∂ur∂ur∂uφ
4r
3
2
− Ω
2f ′(φ)∂uφ
4r
3
2
− 2Ω(∂uΩ)f(φ)
4r
3
2
+
Ω2f(φ)∂ur
2r
5
2
.
Recall that
∂u∂ur = κ
Ω2g(φ)2
4r
,
and
∂u∂
2
ur = κ
Ω(∂uΩ)g(φ)
2
2r
+ κ
Ω2g(φ)g′(φ)∂uφ
2r
− κΩ
2g(φ)2∂ur
4r2
.
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We deduce
∂u∂u
(
Θ√
r
)
= ∂u
[
− 1
2
√
r
∂2urφ+
1
2r
3
2
(∂ur)
2φ
]
+
κΩ(∂uΩ)g(φ)
2
4r
3
2
φ+
κΩ2g(φ)g′(φ)∂uφ
4r
3
2
φ− 3κΩ
2g(φ)2∂ur
8r
5
2
φ
−∂ur
4r
3
2
∂2urφ+
3
4r
5
2
∂ur(∂ur)
2φ+
∂ur∂ur∂uφ
4r
3
2
− Ω
2f ′(φ)∂uφ
4r
3
2
−Ω(∂uΩ)f(φ)
2r
3
2
+
Ω2f(φ)∂ur
2r
5
2
.
We integrate between (u, u) and (−u − 2, u), where (−u− 2, u) is on τ = −1. We
deduce[
∂u
(
Θ√
r
)
(σ, u)
]u
−u−2
=
[
− 1
2
√
r
∂2urφ+
1
2r
3
2
(∂ur)
2φ(σ, u)
]u
−u−2
+
∫ u
−u−2
{
κΩ(∂uΩ)g(φ)
2
4r
3
2
φ+
κΩ2g(φ)g′(φ)∂uφ
4r
3
2
φ− 3κΩ
2g(φ)2∂ur
8r
5
2
φ
−∂ur
4r
3
2
∂2urφ+
3
4r
5
2
∂ur(∂ur)
2φ+
∂ur∂ur∂uφ
4r
3
2
− Ω
2f ′(φ)∂uφ
4r
3
2
−Ω(∂uΩ)f(φ)
2r
3
2
+
Ω2f(φ)∂ur
2r
5
2
}
(σ, u)dσ
and hence∣∣∣∣∂u ( Θ√r
)
(u, u)
∣∣∣∣ . C0√r(−u− 2, u) +
(
|φ||∂2ur|√
r
+
(∂ur)
2|φ|
r
3
2
)
(u, u)
+
∫ u
−u−2
|∂uφ||φ| + |∂2ur||φ|+ |φ|+ |∂uφ|+ |∂uΩ||φ|
r
3
2
(σ, u)dσ
+
∫ u
−u−2
|φ|
r
5
2
(σ, u)dσ
.
C0√
r(−u− 2, u) + r
δ− 3
2C0
. rδ−
3
2C0,
where we used the fact that 0 < δ < 1/2, the upper bounds on φ, ∂uφ of Corollary
7.21, the uniform bounds for ∂ur, ∂ur and Ω, the upper bounds on ∂uΩ of Lemma
8.1, the upper bounds on ∂2ur of Lemma 8.2, the fact that ̺ ∼ r and the fact that
r(−u− 2, u) ≥ r. Since
Θ = r∂uφ,
we infer
∂u
(
Θ√
r
)
=
√
r∂2uφ+
1
2
√
r
∂uφ
and hence
|∂2uφ| . rδ−2C0.
This concludes the proof of the lemma. 
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8.2. A wave equation satisfied by v.
Lemma 8.4. Let
v = Dφ =
(
∂̺ +
1
̺
)
φ.
We have (
−∂2τ + ∂2̺ +
1
̺
∂̺
)
v = ∂u
(
B1
̺
v +
B2
̺2
)
+
B3
̺2
v +
B4
̺3
,
where
B1 =
̺− r + ̺(2∂ur − 1)
r
,
B2 =
2̺2(∂̺r − 1)
r
∂uφ−
̺− r + ̺(2∂ur − 1)− 2̺2∂2ur
r
φ− ̺
2(Ω2 − 1)f(φ)
r2
,
B3 =
̺− r
r
(
1
2
+
3̺
2r
∂ur +
̺
r
)
+
̺(2∂ur − 1)
r
(
−1 + ̺
r
∂ru+
̺
r
∂̺r
)
+
̺(2∂ur + 1)
2r
(
1− ̺
r
∂ur
)
̺(∂̺r − 1)
r
(
1− ̺
r
∂ur
)
+
̺2(3φ2ζ(φ) + φ3ζ ′(φ))
r2
,
and
B4 =
[(
−3
2
− ̺
r
∂ur − 2̺
2 + 3̺r
r2
∂̺r − ̺
2r
∂ur
)
̺− r
r
+
(
−̺∂ur
r
+ 1
)
̺(2∂ur − 1)
r
+
(
−3 + ̺∂ur
r
)
̺(∂̺r − 1)
r
+
(
−1
2
+
̺∂ur
2r
)
̺ (2∂ur + 1)
r
+
κ̺3Ω2g(φ)2∂ur
2r3
+
2̺3∂ur∂
2
ur
r2
− ̺
2(2φ2ζ(φ) + φ3ζ ′(φ))
r2
− 2̺
3φ2ζ(φ)∂̺r
r3
]
φ
+
[
̺(3∂ur + ∂ur)
r
̺2(∂̺r − 1)
r
+
(
−5̺
2(̺− r)
2r
+
̺3(2∂ur + 1)
2r
− 2̺
3(∂̺r − 1)
r
)
∂ur + ∂ur
r
−κ̺
3Ω2g(φ)g′(φ)φ
r2
− κ̺
3Ω2g(φ)2
2r2
]
∂uφ+
[
− ̺
2(̺− r)
r
+
̺3(2∂ur + 1)
r
]
∂2uφ
+
[(
−2̺∂ur
r
+ 1
)
̺2f(φ)
r2
+
̺2f ′(φ)̺∂uφ
r2
]
(Ω2 − 1)
+
[
− ̺(̺− r)
r
̺Ω2
4r2
+
̺3(2∂ur − 1)Ω2
4r3
]
f(φ) + (2f(φ)− κg(φ)2φ)̺
3Ω∂uΩ
r2
.
Remark 8.5. Again, we need to integrate by parts the terms involving derivatives
with respect to u due to a better behavior with respect to u derivatives (see for
example the estimates for ∂2ur, ∂uΩ and ∂
2
uφ of section 8.1 which do not have a
corresponding u counterpart). This results in the term ∂u(B1v/̺ + B2̺
2) in the
statement of Lemma 8.4. As emphasized in Remark 7.13, the fact that this inte-
gration by parts is possible is a consequence on the one hand of the null structure
of the problem, and on the other hand of the nice behavior of the kernel of the
representation formula for the wave equation with respect to u derivatives.
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Remark 8.6. The crucial point of the decomposition of the right-hand side of the
wave equation for v in the statement of Lemma 8.4 is the fact that both B1 and
B3 include neither ∂uφ nor ∂uΩ in their definition, and hence will satisfy better
estimates than B2 and B4 (see Lemma 8.7 and Remark 8.8).
Proof. We have
D ◦
[
−∂2τ + ∂2̺ +
1
̺
∂̺ − 1
̺2
]
=
[
−∂2τ + ∂2̺ +
1
̺
∂̺
]
◦D.
Recall that
(
−∂2τ + ∂2̺ +
1
̺
∂̺ − 1
̺2
)
φ =
F
̺2
where
F = −̺(̺− r)
r
(∂uφ− ∂uφ) + ̺
2(2∂ur + 1)
r
∂uφ+
̺2(2∂ur − 1)
r
∂uφ+
̺2 − r2
r2
φ+
̺2φ3ζ(φ)
r2
+̺2(Ω2 − 1)f(φ)
r2
.
We infer
(
−∂2τ + ∂2̺ +
1
̺
∂̺
)
v =
∂̺F
̺2
− F
̺3
.
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Next, we compute ∂̺F . We have
∂̺F = −̺(̺− r)
r
(∂u∂̺φ− ∂u∂̺φ)− r(2̺− r − ̺∂̺r)− ̺(̺− r)∂̺r
r2
(∂uφ− ∂uφ)
+
̺2(2∂ur + 1)
r
∂u∂̺φ+
r(2̺(2∂ur + 1) + 2̺
2∂u∂̺r)− ̺2(2∂ur + 1)∂̺r
r2
∂uφ
+
̺2(2∂ur − 1)
r
∂u∂̺φ+
r(2̺(2∂ur − 1) + 2̺2∂u∂̺r)− ̺2(2∂ur − 1)∂̺r
r2
∂uφ
+
̺2 − r2
r2
∂̺φ+
r2(2̺− 2r∂̺r)− 2(̺2 − r2)r∂̺r
r4
φ
+
r2(2̺φ3ζ(φ) + ̺2(3φ2ζ(φ) + φ3ζ ′(φ))∂̺φ)− 2̺2φ3ζ(φ)r∂̺r
r4
+
r2(2̺(Ω2 − 1)f(φ) + 2̺2Ω∂̺(Ω)f(φ) + ̺2(Ω2 − 1)f ′(φ)∂̺φ)− 2̺2(Ω2 − 1)f(φ)r∂̺r
r4
= ∂u
(
̺(̺− r)
r
∂̺φ+
2̺2(∂̺r − 1)
r
∂uφ+
̺2(2∂ur − 1)
r
∂̺φ− ̺
2(Ω2 − 1)f(φ)
r2
)
−∂u
(
̺(̺− r)
r
)
∂̺φ− ∂u
(
2̺2
r
∂uφ
)
(∂̺r − 1)− ∂u
(
̺2(2∂ur − 1)
r
)
∂̺φ
+∂u
(
̺2f(φ)
r2
)
(Ω2 − 1)− ̺(̺− r)
r
∂u∂̺φ− r(2̺− r − ̺∂̺r)− ̺(̺− r)∂̺r
r2
∂̺φ
+
̺2(2∂ur + 1)
r
∂u∂̺φ+
2r̺(2∂ur + 1)− ̺2(2∂ur + 1)∂̺r
r2
∂uφ
+
r(2̺(2∂ur − 1)− 2̺2∂u∂ur)− ̺2(2∂ur − 1)∂̺r
r2
(∂uφ− ∂̺φ) +
2̺2∂2ur
r
∂uφ
+
̺2 − r2
r2
∂̺φ+
r2(2̺− 2r∂̺r)− 2(̺2 − r2)r∂̺r
r4
φ
+
r2(2̺φ3ζ(φ) + ̺2(3φ2ζ(φ) + φ3ζ ′(φ))∂̺φ)− 2̺2φ3ζ(φ)r∂̺r
r4
+
r2(2̺(Ω2 − 1)f(φ) + 2̺2Ω∂u(Ω)f(φ) + ̺2(Ω2 − 1)f ′(φ)∂̺φ)− 2̺2(Ω2 − 1)f(φ)r∂̺r
r4
.
We rewrite the term ̺2∂2ur∂uφ/r as
16
̺2∂2ur
r
∂uφ = ∂u
(
̺2∂2ur
r
φ
)
− ̺
2∂u∂
2
ur
r
φ+
(̺r + ∂ur̺
2)∂2urφ
r2
.
Recall that
∂u∂
2
ur = κ
Ω(∂uΩ)g(φ)
2
2r
+ κ
Ω2g(φ)g′(φ)∂uφ
2r
− κΩ
2g(φ)2∂ur
4r2
.
We infer
̺2∂2ur
r
∂uφ = ∂u
(
̺2∂2ur
r
φ
)
− κ̺
2Ω(∂uΩ)g(φ)
2φ
2r2
− κ̺
2Ω2g(φ)g′(φ)φ∂uφ
2r2
+
κ̺2Ω2g(φ)2φ∂ur
4r3
+
(̺r + ∂ur̺
2)∂2urφ
r2
.
16This term needs to be integrated by parts as it would otherwise lead to a dangerous term of
the type ∂2urv.
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We obtain
∂̺F = ∂u
(
̺(̺− r)
r
(
v − φ
̺
)
+
2r̺2(∂̺r − 1)
r2
∂uφ+
̺2(2∂ur − 1)
r
(
v − φ
̺
)
− ̺
2(Ω2 − 1)f(φ)
r2
+
2̺2∂2ur
r
φ
)
−r(−̺+
1
2r − ̺∂ur)− ̺(̺− r)∂ur
r2
(
v − φ
̺
)
− 2r(−̺∂uφ+ ̺
2∂u∂uφ)− ̺2∂uφ∂ur
r2
(∂̺r − 1)
−r(−̺(2∂ur − 1) + 2̺
2∂u∂ur)− ̺2(2∂ur − 1)∂ur
r2
(
v − φ
̺
)
+
r2
(
−̺f(φ) + ̺2f ′(φ)
(
∂uφ− v + φ̺
))
− 2̺2f(φ)r∂ur
r4
(Ω2 − 1)
−̺(̺− r)
r
(∂2uφ− ∂u∂uφ)−
r(2̺− r − ̺∂̺r)− ̺(̺− r)∂̺r
r2
(
v − φ
̺
)
+
̺2(2∂ur + 1)
r
(∂2uφ− ∂u∂uφ) +
2r̺(2∂ur + 1)− ̺2(2∂ur + 1)∂̺r
r2
∂uφ
+
r(2̺(2∂ur − 1)− 2̺2∂u∂ur)− ̺2(2∂ur − 1)∂̺r
r2
(
∂uφ− v + φ
̺
)
−κ̺
2Ω(∂uΩ)g(φ)
2φ
r2
− κ̺
2Ω2g(φ)g′(φ)φ∂uφ
r2
+
κ̺2Ω2g(φ)2φ∂ur
2r3
+
2(̺r + ∂ur̺
2)∂2urφ
r2
+
̺2 − r2
r2
(
v − φ
̺
)
+
r2(2̺− 2r∂̺r)− 2(̺2 − r2)r∂̺r
r4
φ
+
r2
(
2̺φ3ζ(φ) + ̺2(3φ2ζ(φ) + φ3ζ ′(φ))
(
v − φ̺
))
− 2̺2φ3ζ(φ)r∂̺r
r4
+
r2
(
2̺(Ω2 − 1)f(φ) + 2̺2Ω∂u(Ω)f(φ) + ̺2(Ω2 − 1)f ′(φ)
(
v − φ̺
))
− 2̺2(Ω2 − 1)f(φ)r∂̺r
r4
.
Recall that
∂u∂ur = rκ
Ω2
4
g(φ)2
r2
.
Also, recall that
−4∂u∂uφ+ 1
̺
(∂uφ− ∂uφ)− φ
̺2
= −̺− r
r̺
(∂uφ− ∂uφ) + 2∂ur + 1
r
∂uφ+
2∂ur − 1
r
∂uφ+
̺2 − r2
r2̺2
φ+
φ3ζ(φ)
r2
+(Ω2 − 1)f(φ)
r2
,
which yields
−∂u∂uφ = −∂ur
2r
(
v − φ
̺
)
+
∂ur + ∂ur
2r
∂uφ+
Ω2f(φ)
4r2
.
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This allows us to rewrite ∂̺F as
∂̺F = ∂u
(
̺(̺− r)
r
(
v − φ
̺
)
+
2r̺2(∂̺r − 1)
r2
∂uφ+
̺2(2∂ur − 1)
r
(
v − φ
̺
)
− ̺
2(Ω2 − 1)f(φ)
r2
+
2̺2∂2ur
r
φ
)
− r(−̺+
1
2r − ̺∂ur)− ̺(̺− r)∂ur
r2
(
v − φ
̺
)
−2
r
(
−̺∂uφ+ ̺2
(
∂ur
2r
(
v − φ̺
)
− ∂ur+∂ur2r ∂uφ− Ω
2f(φ)
4r2
))
− ̺2∂uφ∂ur
r2
(∂̺r − 1)
−
r
(
−̺(2∂ur − 1) + 2̺2κΩ24 g(φ)
2
r
)
− ̺2(2∂ur − 1)∂ur
r2
(
v − φ
̺
)
+
r2
(
−̺f(φ) + ̺2f ′(φ)
(
∂uφ− v + φ̺
))
− 2̺2f(φ)r∂ur
r4
(Ω2 − 1)
−̺(̺− r)
r
(
∂2uφ−
∂ur
2r
(
v − φ
̺
)
+
∂ur + ∂ur
2r
∂uφ+
Ω2f(φ)
4r2
)
−r(2̺− r − ̺∂̺r)− ̺(̺− r)∂̺r
r2
(
v − φ
̺
)
+
̺2(2∂ur + 1)
r
(
∂2uφ−
∂ur
2r
(
v − φ
̺
)
+
∂ur + ∂ur
2r
∂uφ+
Ω2f(φ)
4r2
)
+
2r̺(2∂ur + 1)− ̺2(2∂ur + 1)∂̺r
r2
∂uφ
+
r
(
2̺(2∂ur − 1)− ̺2κΩ22 g(φ)
2
r
)
− ̺2(2∂ur − 1)∂̺r
r2
(
∂uφ− v + φ
̺
)
−κ̺
2Ω(∂uΩ)g(φ)
2φ
r2
− κ̺
2Ω2g(φ)g′(φ)φ∂uφ
r2
+
κ̺2Ω2g(φ)2φ∂ur
2r3
+
2(̺r + ∂ur̺
2)∂2urφ
r2
+
̺2 − r2
r2
(
v − φ
̺
)
+
r2(2̺− 2r∂̺r)− 2(̺2 − r2)r∂̺r
r4
φ
+
r2
(
2̺φ3ζ(φ) + ̺2(3φ2ζ(φ) + φ3ζ ′(φ))
(
v − φ̺
))
− 2̺2φ3ζ(φ)r∂̺r
r4
+
r2
(
2̺(Ω2 − 1)f(φ) + 2̺2Ω∂u(Ω)f(φ) + ̺2(Ω2 − 1)f ′(φ)
(
v − φ̺
))
− 2̺2(Ω2 − 1)f(φ)r∂̺r
r4
.
We infer
∂̺F = ∂u(A1v +A2) +A3v +A4,
where
A1 =
̺(̺− r)
r
+
̺2(2∂ur − 1)
r
,
A2 = −̺(̺− r)
r
φ
̺
+
2r̺2(∂̺r − 1)
r2
∂uφ− ̺
2(2∂ur − 1)
r
φ
̺
− ̺
2(Ω2 − 1)f(φ)
r2
+
2̺2∂2ur
r
φ,
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A3 = −
r(−̺+ 12r − ̺∂ur)− ̺(̺− r)∂ur
r2
− 2r̺
2 ∂ur
2r
r2
(∂̺r − 1)
−
r
(
−̺(2∂ur − 1) + 2̺2κΩ24 g(φ)
2
r
)
− ̺2(2∂ur − 1)∂ur
r2
−r
2̺2f ′(φ)
r4
(Ω2 − 1) + ̺(̺− r)
r
∂ur
2r
− r(2̺− r − ̺∂̺r)− ̺(̺− r)∂̺r
r2
−̺
2(2∂ur + 1)
r
∂ur
2r
−
r
(
2̺(2∂ur − 1)− ̺2κΩ22 g(φ)
2
r
)
− ̺2(2∂ur − 1)∂̺r
r2
+
̺2 − r2
r2
+
r2̺2(3φ2ζ(φ) + φ3ζ ′(φ))
r4
+
r2̺2(Ω2 − 1)f ′(φ)
r4
,
and
A4 =
r(−̺+ 12r − ̺∂ur)− ̺(̺− r)∂ur
r2
φ
̺
−2
r
(
−̺∂uφ+ ̺2
(
−∂ur2r φ̺ −
∂ur+∂ur
2r ∂uφ− Ω
2f(φ)
4r2
))
− ̺2∂uφ∂ur
r2
(∂̺r − 1)
+
r
(
−̺(2∂ur − 1) + 2̺2κΩ24 g(φ)
2
r
)
− ̺2(2∂ur − 1)∂ur
r2
φ
̺
+
r2
(
−̺f(φ) + ̺2f ′(φ)
(
∂uφ+
φ
̺
))
− 2̺2f(φ)r∂ur
r4
(Ω2 − 1)
−̺(̺− r)
r
(
∂2uφ+
∂ur
2r
φ
̺
+
∂ur + ∂ur
2r
∂uφ+
Ω2f(φ)
4r2
)
+
r(2̺− r − ̺∂̺r)− ̺(̺− r)∂̺r
r2
φ
̺
+
̺2(2∂ur + 1)
r
(
∂2uφ+
∂ur
2r
φ
̺
+
∂ur + ∂ur
2r
∂uφ+
Ω2f(φ)
4r2
)
+
2r̺(2∂ur + 1)− ̺2(2∂ur + 1)∂̺r
r2
∂uφ
+
r
(
2̺(2∂ur − 1)− ̺2κΩ22 g(φ)
2
r
)
− ̺2(2∂ur − 1)∂̺r
r2
(
∂uφ+
φ
̺
)
−κ̺
2Ω(∂uΩ)g(φ)
2φ
r2
− κ̺
2Ω2g(φ)g′(φ)φ∂uφ
r2
+
κ̺2Ω2g(φ)2φ∂ur
2r3
+
2(̺r + ∂ur̺
2)∂2urφ
r2
−̺
2 − r2
r2
φ
̺
+
r2(2̺− 2r∂̺r)− 2(̺2 − r2)r∂̺r
r4
φ
+
r2
(
2̺φ3ζ(φ)− ̺2(3φ2ζ(φ) + φ3ζ ′(φ))φ̺
)
− 2̺2φ3ζ(φ)r∂̺r
r4
+
r2
(
2̺(Ω2 − 1)f(φ) + 2̺2Ω∂u(Ω)f(φ)− ̺2(Ω2 − 1)f ′(φ)φ̺
)
− 2̺2(Ω2 − 1)f(φ)r∂̺r
r4
.
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We also rewrite F . We have
F = −̺(̺− r)
r
(
v − φ
̺
)
+
̺2(2∂ur + 1)
r
∂uφ+
̺2(2∂ur − 1)
r
(
∂uφ− v + φ
̺
)
+
̺2 − r2
r2
φ+
̺2φ3ζ(φ)
r2
+ ̺2(Ω2 − 1)f(φ)
r2
= A5v +A6,
where
A5 = −̺(̺− r)
r
− ̺
2(2∂ur − 1)
r
,
and
A6 =
̺(̺− r)
r
φ
̺
+
̺2(2∂ur + 1)
r
∂uφ+
̺2(2∂ur − 1)
r
(
∂uφ+
φ
̺
)
+
̺2 − r2
r2
φ
+
̺2φ3ζ(φ)
r2
+ ̺2(Ω2 − 1)f(φ)
r2
.
Finally, we have obtained
∂̺F
̺2
− F
̺3
=
∂u(A1v +A2) +A3v +A4
̺2
− A5v +A6
̺3
= ∂u
(
A1v +A2
̺2
)
− A1v +A2
̺3
+
A3v +A4
̺2
− A5v +A6
̺3
= ∂u
(
B1
̺
v +
B2
̺2
)
+
B3
̺2
v +
B4
̺3
,
where
B1 =
A1
̺
=
̺− r + ̺(2∂ur − 1)
r
,
B2 = A2
=
2̺2(∂̺r − 1)
r
∂uφ−
̺− r + ̺(2∂ur − 1)− 2̺2∂2ur
r
φ− ̺
2(Ω2 − 1)f(φ)
r2
,
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B3 = −A1
̺
+A3 − A5
̺
=
̺− r + ̺(2∂ur + 1)
2r
+
̺(̺− r)∂ur
r2
− ̺
2∂ur
r2
(∂̺r − 1)
+
̺(2∂ur − 1)
r
− κ̺
2Ω2g(φ)2
2r2
+
̺2(2∂ur − 1)∂ur
r2
− ̺
2f ′(φ)
r2
(Ω2 − 1)
+
̺(̺− r)
2r2
∂ur − ̺− r + ̺(1− ∂̺r)
r
+
̺(̺− r)∂̺r
r2
− ̺
2(2∂ur + 1)
2r2
∂ur
−2̺(2∂ur − 1)
r
+
κ̺2Ω2g(φ)2
2r2
+
̺2(2∂ur − 1)∂̺r
r2
+
̺2 − r2
r2
+
̺2(3φ2ζ(φ) + φ3ζ ′(φ))
r2
+
̺2(Ω2 − 1)f ′(φ)
r2
=
̺− r
r
(
1
2
+
3̺
2r
∂ur +
̺
r
)
+
̺(2∂ur − 1)
r
(
−1 + ̺
r
∂ru+
̺
r
∂̺r
)
+
̺(2∂ur + 1)
2r
(
1− ̺
r
∂ur
)
̺(∂̺r − 1)
r
(
1− ̺
r
∂ur
)
+
̺2(3φ2ζ(φ) + φ3ζ ′(φ))
r2
,
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and
B4 = −A2 + ̺A4 −A6
=
̺− r
r
φ− 2̺
2(∂̺r − 1)
r
∂uφ+
̺(2∂ur − 1)
r
φ+
̺2(Ω2 − 1)f(φ)
r2
− 2̺
2∂2ur
r
φ
+
(
−̺− r + ̺ (2∂ur + 1)
2r
− ̺(̺− r)∂ur
r2
)
φ
+2
(
̺2∂uφ
r
+
̺2∂urφ
2r2
+
̺3(∂ur + ∂ur)∂uφ
2r2
+
̺3Ω2f(φ)
4r3
+
̺3∂uφ∂ur
r2
)
(∂̺r − 1)
−̺(2∂ur − 1)
r
φ+
κ̺2Ω2g(φ)2
2r2
φ− ̺
2(2∂ur − 1)∂ur
r2
φ
+
(
−̺2f(φ) + ̺2f ′(φ) (̺∂uφ+ φ)
r2
− 2̺
3f(φ)∂ur
r3
)
(Ω2 − 1)
−̺(̺− r)
r
(
̺∂2uφ+
∂ur
2r
φ+
∂ur + ∂ur
2r
̺∂uφ+
̺Ω2f(φ)
4r2
)
+
(
̺− r − ̺(∂̺r − 1)
r
− ̺(̺− r)∂̺r
r2
)
φ
+
̺2(2∂ur + 1)
r
(
̺∂2uφ+
∂ur
2r
φ+
∂ur + ∂ur
2r
̺∂uφ+
̺Ω2f(φ)
4r2
)
+
(
2̺2(2∂ur + 1)
r
− ̺
3(2∂ur + 1)∂̺r
r2
)
∂uφ
+
(
2̺(2∂ur − 1)
r
− κ̺
2Ω2g(φ)2
2r2
− ̺
2(2∂ur − 1)∂̺r
r2
)(
̺∂uφ+ φ
)
−κ̺
3Ω(∂uΩ)g(φ)
2φ
r2
− κ̺
3Ω2g(φ)g′(φ)φ∂uφ
r2
+
κ̺3Ω2g(φ)2φ∂ur
2r3
+
2̺(̺r + ∂ur̺
2)∂2urφ
r2
−̺
2 − r2
r2
φ+
̺(2̺− 2r∂̺r)
r2
φ− 2̺(̺
2 − r2)∂̺r
r3
φ
−̺
2(φ2ζ(φ) + φ3ζ ′(φ))φ
r2
− 2̺
3φ3ζ(φ)∂̺r
r3
+
2̺2(Ω2 − 1)f(φ) + 2̺3Ω∂u(Ω)f(φ)− ̺2(Ω2 − 1)f ′(φ)φ
r2
− 2̺
3(Ω2 − 1)f(φ)∂̺r
r3
−̺− r
r
φ− ̺
2(2∂ur + 1)
r
∂uφ− ̺(2∂ur − 1)
r
(
̺∂uφ+ φ
)− ̺2 − r2
r2
φ
−̺
2φ3ζ(φ)
r2
− ̺2(Ω2 − 1)f(φ)
r2
.
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We rewrite B4 as follows
B4 =
[
̺− r
r
+
̺(2∂ur − 1)
r
− 2̺
2∂2ur
r
− ̺− r + ̺ (2∂ur + 1)
2r
− ̺(̺− r)∂ur
r2
−̺(2∂ur − 1)
r
+
κ̺2Ω2g(φ)2
2r2
− ̺
2(2∂ur − 1)∂ur
r2
+
̺− r − ̺(∂̺r − 1)
r
−̺(̺− r)∂̺r
r2
+
2̺(2∂ur − 1)
r
− κ̺
2Ω2g(φ)2
2r2
− ̺
2(2∂ur − 1)∂̺r
r2
+
κ̺3Ω2g(φ)2∂ur
2r3
+
2̺(̺r + ∂ur̺
2)∂2ur
r2
−̺
2 − r2
r2
+
̺(2̺− 2r∂̺r)
r2
− 2̺(̺
2 − r2)∂̺r
r3
− ̺− r
r
− ̺(2∂ur − 1)
r
− ̺
2 − r2
r2
+2
̺2∂ur
2r2
(∂̺r − 1)− ̺(̺− r)
r
∂ur
2r
+
̺2(2∂ur + 1)
r
∂ur
2r
− ̺
2(φ2ζ(φ) + φ3ζ ′(φ))
r2
−2̺
3φ2ζ(φ)∂̺r
r3
− ̺
2φ2ζ(φ)
r2
]
φ
+
[
− 2̺
2(∂̺r − 1)
r
+ 2
(
̺2
r
+
̺3(∂ur + ∂ur)
2r2
+
̺3∂ur
r2
)
(∂̺r − 1)
−̺(̺− r)
r
∂ur + ∂ur
2r
̺+
̺2(2∂ur + 1)
r
∂ur + ∂ur
2r
̺+
2̺2(2∂ur + 1)
r
− ̺
3(2∂ur + 1)∂̺r
r2
+
(
2̺(2∂ur − 1)
r
− κ̺
2Ω2g(φ)2
2r2
− ̺
2(2∂ur − 1)∂̺r
r2
)
̺− κ̺
3Ω2g(φ)g′(φ)φ
r2
− ̺
2(2∂ur + 1)
r
−̺(2∂ur − 1)
r
̺
]
∂uφ+
[
− ̺(̺− r)
r
̺+
̺2(2∂ur + 1)
r
̺
]
∂2uφ
+
[
̺2f(φ)
r2
+
−̺2f(φ) + ̺2f ′(φ) (̺∂uφ+ φ)
r2
− 2̺
3f(φ)∂ur
r3
+
2̺2f(φ)− ̺2f ′(φ)φ
r2
− 2̺
3f(φ)∂̺r
r3
− ̺2 f(φ)
r2
]
(Ω2 − 1)
+
[
2
̺3Ω2
4r3
(∂̺r − 1)− ̺(̺− r)
r
̺Ω2
4r2
+
̺2(2∂ur + 1)
r
̺Ω2
4r2
]
f(φ) + (2f(φ)− κg(φ)2φ)̺
3Ω∂uΩ
r2
,
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and we finally obtain
B4 =
[(
−3
2
− ̺
r
∂ur − 2̺
2 + 3̺r
r2
∂̺r − ̺
2r
∂ur
)
̺− r
r
+
(
−̺∂ur
r
+ 1
)
̺(2∂ur − 1)
r
+
(
−3 + ̺∂ur
r
)
̺(∂̺r − 1)
r
+
(
−1
2
+
̺∂ur
2r
)
̺ (2∂ur + 1)
r
+
κ̺3Ω2g(φ)2∂ur
2r3
+
2̺3∂ur∂
2
ur
r2
− ̺
2(2φ2ζ(φ) + φ3ζ ′(φ))
r2
− 2̺
3φ2ζ(φ)∂̺r
r3
]
φ
+
[
̺(3∂ur + ∂ur)
r
̺2(∂̺r − 1)
r
+
(
−5̺
2(̺− r)
2r
+
̺3(2∂ur + 1)
2r
− 2̺
3(∂̺r − 1)
r
)
∂ur + ∂ur
r
−κ̺
3Ω2g(φ)g′(φ)φ
r2
− κ̺
3Ω2g(φ)2
2r2
]
∂uφ+
[
− ̺
2(̺− r)
r
+
̺3(2∂ur + 1)
r
]
∂2uφ
+
[(
−2̺∂ur
r
+ 1
)
̺2f(φ)
r2
+
̺2f ′(φ)̺∂uφ
r2
]
(Ω2 − 1)
+
[
− ̺(̺− r)
r
̺Ω2
4r2
+
̺3(2∂ur − 1)Ω2
4r3
]
f(φ) + (2f(φ)− κg(φ)2φ)̺
3Ω∂uΩ
r2
.
This concludes the proof of the lemma. 
Next, we derive upper bounds for B1, B2, B3 and B4.
Lemma 8.7. We have for all (τ, ̺) with τ ≥ −1 and u ≤ 0
|B1| . ε and |B1| . C0r, |B2| . C0r3δ, |B3| . C0r, and |B4| . C0r3δ,
where the constant C0 only depends on the values of the solution in I0.
Remark 8.8. B1 and B3 behave better
17 than B2 and B4. This is due to the fact
that both B1 and B3 include neither ∂uφ nor ∂uΩ in their definition, so that we can
estimate them using Lemma 7.22 which has a 1/2−δ gain with respect to Corollary
7.21.
Proof. In view of the definition of B1 and the Lemma 7.2, we have
|B1| . ε.
Also, in view of Lemma 7.22, we have
|B1| . |̺− r|
r
+
∣∣2∂ur − 1∣∣
. C0r.
In view of the definition of B2, Corollary 7.21 and Lemma 8.2, we have
|B2| . ̺ |∂̺r − 1| |∂uφ|+ |̺− r|
r
|φ|+ ∣∣2∂ur − 1∣∣ |φ|+ |Ω2 − 1||f(φ)|+ ̺|∂2ur||φ|
. C0r
3δ.
17The estimates for B1 and B3 correspond to the case δ = 1/2, while we have δ < 1/2 for B2
and B4.
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In view of the definition of B3 and Lemma 7.22, we have
|B3| . |̺− r|
r
+
∣∣∣∣∂ur − 12
∣∣∣∣+ ∣∣∣∣∂ur + 12
∣∣∣∣+ |φ|2
. C0r.
Finally, in view of the definition of B4, Corollary 7.21, Lemma 8.1, Lemma 8.2
and Lemma 8.3, we have
|B4| .
( |̺− r|
r
+
∣∣∣∣∂ur − 12
∣∣∣∣+ ∣∣∣∣∂ur + 12
∣∣∣∣+ ̺|∂2ur|+ |φ|2 + |Ω2 − 1|+ ̺|∂uΩ|)
×(|φ|+ ̺|∂uφ|+ ̺2|∂2uφ|)
. C0r
3δ.
This concludes the proof of the lemma. 
8.3. An upper bound for v.
Lemma 8.9. We have for all (τ, ̺) with τ ≥ −1 and u ≤ 0
v(τ, ̺)
= v0(τ, ̺)
+
J(−1)√
̺
∫ τ+̺
τ−̺
B1
(
τ−̺+u′
2 ,
−τ+̺+u′
2
)
√
−τ+̺+u′
2
v
(
τ − ̺+ u′
2
,
−τ + ̺+ u′
2
)
+
B2
(
τ−̺+u′
2 ,
−τ+̺+u′
2
)
(
−τ+̺+u′
2
) 3
2
 du′
−1
2
√
̺
∫ +∞
0
J(µ)
(
B1(−1, λ)v(−1, λ) + B2(−1, λ)
λ
) √
λ
µ̺+ λ
dµ
− 1
2
√
̺
∫ τ+̺+1
√
(τ+1)2−̺2
J(µ)
(
B1(−1, λ)√
λ
v(−1, λ) + B2(−1, λ)
λ
3
2
)
dλ
+
∫
Rτ,̺
1
4
√
λ̺
J(µ)
(
B1(σ, λ)
λ
v(σ, λ) +
B2(σ, λ)
λ2
)
dλdσ
−
∫
Rτ,̺
√
λ√
̺
∂uµJ
′(µ)
(
B1(σ, λ)
λ
v(σ, λ) +
B2(σ, λ)
λ2
)
dλdσ
+
∫
Rτ,̺
√
λ√
̺
J(µ)
(
B3(σ, λ)
λ2
v(σ, λ) +
B4(σ, λ)
λ3
)
dλdσ,
where v0 denotes the solution to the homogeneous equation with the same initial
conditions as v at τ = −1, µ is given by
µ =
(τ − σ)2 − ̺2 − λ2
2̺λ
,
Rτ,̺ is the space-time region given by
Rτ,̺ = {(σ, λ) / − 1 ≤ σ ≤ τ, max(0, ̺− τ + σ) ≤ λ ≤ ̺+ τ − σ},
and J is given by
J(µ) =
∫ 1
max(−µ,−1)
dx√
1− x2√µ+ x.
Proof. We recall the representation formula derived in [10] for the solution v of(
−∂2τ + ∂2̺ +
1
̺
∂̺
)
v = h.
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v is given by (see [10] p. 1060)
v(τ, ̺) = v0(τ, ̺) +
∫
Rτ,̺
√
λ√
̺
J(µ)h(σ, λ)dλdσ,
where
Rτ,̺ = {(σ, λ) / − 1 ≤ σ ≤ τ, max(0, ̺− τ + σ) ≤ λ ≤ ̺+ τ − σ},
v0 denotes the solution to the homogeneous equation(
−∂2τ + ∂2̺ +
1
̺
∂̺
)
v0 = 0
with the same initial conditions as v at τ = −1, µ is given as before by
µ =
(τ − σ)2 − ̺2 − λ2
2̺λ
,
and J is given by
J(µ) =
∫ 1
max(−µ,−1)
dx√
1− x2√µ+ x.
In our case, we have
h = ∂u
(
B1
̺
v +
B2
̺2
)
+
B3
̺2
v +
B4
̺3
.
Hence, we have
v(τ, ̺) = v0(τ, ̺) +
∫
Rτ,̺
√
λ√
̺
J(µ)∂u
(
B1(σ, λ)
λ
v(σ, λ) +
B2(σ, λ)
λ2
)
dλdσ
+
∫
Rτ,̺
√
λ√
̺
J(µ)
(
B3(σ, λ)
λ2
v(σ, λ) +
B4(σ, λ)
λ3
)
dλdσ
= v0(τ, ̺) +
∫
∂Rτ,̺
√
λ√
̺
J(µ)
(
B1(σ, λ)
λ
v(σ, λ) +
B2(σ, λ)
λ2
)
g(∂u, νR)
−
∫
Rτ,̺
∂u
(√
λ√
̺
J(µ)
)(
B1(σ, λ)
λ
v(σ, λ) +
B2(σ, λ)
λ2
)
dλdσ
+
∫
Rτ,̺
√
λ√
̺
J(µ)
(
B3(σ, λ)
λ2
v(σ, λ) +
B4(σ, λ)
λ3
)
dλdσ
= v0(τ, ̺) +
∫
∂Rτ,̺
√
λ√
̺
J(µ)
(
B1(σ, λ)
λ
v(σ, λ) +
B2(σ, λ)
λ2
)
g(∂u, νR)
+
∫
Rτ,̺
1
4
√
λ̺
J(µ)
(
B1(σ, λ)
λ
v(σ, λ) +
B2(σ, λ)
λ2
)
dλdσ
−
∫
Rτ,̺
√
λ√
̺
∂uµJ
′(µ)
(
B1(σ, λ)
λ
v(σ, λ) +
B2(σ, λ)
λ2
)
dλdσ
+
∫
Rτ,̺
√
λ√
̺
J(µ)
(
B3(σ, λ)
λ2
v(σ, λ) +
B4(σ, λ)
λ3
)
dλdσ.
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Next, we compute the boundary term. Recall that we have∫
∂Rτ,̺
fg(∂u, νR)
=
∫ τ+̺
τ−̺
f
(
τ − ̺+ u′
2
,
−τ + ̺+ u′
2
)
du′ +
1
2
∫ τ−̺
−1
f(σ, 0)dσ − 1
2
∫ τ+̺+1
0
f(−1, λ)dλ,
and
µ = −1 on u = τ − ̺.
Hence, we have18∫
∂Rτ,̺
√
λ√
̺
J(µ)
(
B1(σ, λ)
λ
v(σ, λ) +
B2(σ, λ)
λ2
)
g(∂u, νR)
=
J(−1)√
̺
∫ τ+̺
τ−̺
B1
(
τ−̺+u′
2 ,
−τ+̺+u′
2
)
√
−τ+̺+u′
2
v
(
τ − ̺+ u′
2
,
−τ + ̺+ u′
2
)
+
B2
(
τ−̺+u′
2 ,
−τ+̺+u′
2
)
(
−τ+̺+u′
2
) 3
2
 du′
−1
2
∫ τ+̺+1
0
√
λ√
̺
J(µ)
(
B1(−1, λ)
λ
v(−1, λ) + B2(−1, λ)
λ2
)
dλ
Recall that
∂λµ = −µ̺+ λ
̺λ
.
We decompose and perform a change of variable∫ τ+̺+1
0
√
λ√
̺
J(µ)
(
B1(−1, λ)
λ
v(−1, λ) + B2(−1, λ)
λ2
)
dλ
=
∫ +∞
0
√
λ√
̺
J(µ)
(
B1(−1, λ)
λ
v(−1, λ) + B2(−1, λ)
λ2
)
̺λ
µ̺+ λ
dµ
+
∫ τ+̺+1
√
(τ+1)2−̺2
√
λ√
̺
J(µ)
(
B1(−1, λ)
λ
v(−1, λ) + B2(−1, λ)
λ2
)
dλ
=
√
̺
∫ +∞
0
J(µ)
(
B1(−1, λ)v(−1, λ) + B2(−1, λ)
λ
) √
λ
µ̺+ λ
dµ
+
1√
̺
∫ τ+̺+1
√
(τ+1)2−̺2
J(µ)
(
B1(−1, λ)√
λ
v(−1, λ) + B2(−1, λ)
λ
3
2
)
dλ
18Here, we have dropped the boundary term on λ = 0 as it vanishes. Indeed, we have
∣∣∣∣
√
λJ(µ)
(
B1(σ, λ)
λ
v(σ, λ) +
B2(σ, λ)
λ2
)∣∣∣∣ ≤ Cτ,̺
√
λ(1 + |v(σ, λ)|)|J(µ)| ≤ Cτ,̺
√
λ→ 0 as λ→ 0,
where the constant Cτ,̺ may blow up as (τ, ̺) tends to the origin but is finite away from it, and
where we used in particular the fact that B1/λ and B2/λ
2 are bounded, the fact that µ → +∞
when λ→ 0 with σ < τ − ̺, and the fact that J is bounded for µ ≥ 2.
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which yields
∫
∂Rτ,̺
√
λ√
̺
J(µ)
(
B1(σ, λ)
λ
v(σ, λ) +
B2(σ, λ)
λ2
)
g(∂u, νR)
=
J(−1)√
̺
∫ τ+̺
τ−̺
B1
(
τ−̺+u′
2 ,
−τ+̺+u′
2
)
√
−τ+̺+u′
2
v
(
τ − ̺+ u′
2
,
−τ + ̺+ u′
2
)
+
B2
(
τ−̺+u′
2 ,
−τ+̺+u′
2
)
(
−τ+̺+u′
2
) 3
2
 du′
−1
2
√
̺
∫ +∞
0
J(µ)
(
B1(−1, λ)v(−1, λ) + B2(−1, λ)
λ
) √
λ
µ̺+ λ
dµ
− 1
2
√
̺
∫ τ+̺+1
√
(τ+1)2−̺2
J(µ)
(
B1(−1, λ)√
λ
v(−1, λ) + B2(−1, λ)
λ
3
2
)
dλ.
Finally, we deduce
v(τ, ̺)
= v0(τ, ̺)
+
J(−1)√
̺
∫ τ+̺
τ−̺
B1
(
τ−̺+u′
2 ,
−τ+̺+u′
2
)
√
−τ+̺+u′
2
v
(
τ − ̺+ u′
2
,
−τ + ̺+ u′
2
)
+
B2
(
τ−̺+u′
2 ,
−τ+̺+u′
2
)
(
−τ+̺+u′
2
) 3
2
 du′
−1
2
√
̺
∫ +∞
0
J(µ)
(
B1(−1, λ)v(−1, λ) + B2(−1, λ)
λ
) √
λ
µ̺+ λ
dµ
− 1
2
√
̺
∫ τ+̺+1
√
(τ+1)2−̺2
J(µ)
(
B1(−1, λ)√
λ
v(−1, λ) + B2(−1, λ)
λ
3
2
)
dλ
+
∫
Rτ,̺
1
4
√
λ̺
J(µ)
(
B1(σ, λ)
λ
v(σ, λ) +
B2(σ, λ)
λ2
)
dλdσ
−
∫
Rτ,̺
√
λ√
̺
∂uµJ
′(µ)
(
B1(σ, λ)
λ
v(σ, λ) +
B2(σ, λ)
λ2
)
dλdσ
+
∫
Rτ,̺
√
λ√
̺
J(µ)
(
B3(σ, λ)
λ2
v(σ, λ) +
B4(σ, λ)
λ3
)
dλdσ.
This concludes the proof of the lemma. 
Lemma 8.10. We have for all (τ, ̺) with τ ≥ −1 and u ≤ 0
|v(τ, ̺)| . C0 + C0r3δ−1 + ε sup
0≤λ≤̺
|v(τ − ̺+ λ, λ)|
+C0
∫
Rτ,̺
√
λ√
̺
(J(µ) + |µ− 1||J ′(µ)|)
( |v(σ, λ)|
λ
+
λ3δ
λ3
)
dλdσ.
where the constant C0 only depends on the values of the solution in I0.
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Proof. Recall that
v(τ, ̺)
= v0(τ, ̺)
+
J(−1)√
̺
∫ τ+̺
τ−̺
B1
(
τ−̺+u′
2 ,
−τ+̺+u′
2
)
√
−τ+̺+u′
2
v
(
τ − ̺+ u′
2
,
−τ + ̺+ u′
2
)
+
B2
(
τ−̺+u′
2 ,
−τ+̺+u′
2
)
(
−τ+̺+u′
2
) 3
2
 du′
−1
2
√
̺
∫ +∞
0
J(µ)
(
B1(−1, λ)v(−1, λ) + B2(−1, λ)
λ
) √
λ
µ̺+ λ
dµ
− 1
2
√
̺
∫ τ+̺+1
√
(τ+1)2−̺2
J(µ)
(
B1(−1, λ)√
λ
v(−1, λ) + B2(−1, λ)
λ
3
2
)
dλ
+
∫
Rτ,̺
1
4
√
λ̺
J(µ)
(
B1(σ, λ)
λ
v(σ, λ) +
B2(σ, λ)
λ2
)
dλdσ
−
∫
Rτ,̺
√
λ√
̺
∂uµJ
′(µ)
(
B1(σ, λ)
λ
v(σ, λ) +
B2(σ, λ)
λ2
)
dλdσ
+
∫
Rτ,̺
√
λ√
̺
J(µ)
(
B3(σ, λ)
λ2
v(σ, λ) +
B4(σ, λ)
λ3
)
dλdσ.
Noticing that J(µ) ≥ 0 for all µ ≥ −1 and that
{
√
(τ + 1)2 − ̺2 ≤ λ ≤ τ + ̺+ 1} ∩ {σ = −1} = {−1 ≤ µ ≤ 0} ∩ {σ = −1},
this yields
|v(τ, ̺)|
. |v0(τ, ̺)|+ J(−1)√
̺
∫ ̺
0
( |B1(τ − ̺+ λ, λ)|√
λ
|v(τ − ̺+ λ, λ)|+ |B2(τ − ̺+ λ, λ)|
λ
3
2
)
dλ
+
√
̺
(
sup
λ≥0
( |B1(−1, λ)|√
λ
|v(−1, λ)| + |B2(−1, λ)|
λ
3
2
))∫ 2
0
J(µ)dµ
+
√
̺
(
sup
λ≥0
( |B1(−1, λ)|
λ
|v(−1, λ)| + |B2(−1, λ)|
λ2
))∫ +∞
2
λ
3
2
µ̺+ λ
J(µ)dµ
+
1√
̺
(
sup
−1≤µ≤0
J(µ)
)(
sup
λ≥0
( |B1(−1, λ)|√
λ
|v(−1, λ)| + |B2(−1, λ)|
λ
3
2
))
(τ + ̺+ 1−
√
(τ + 1)2 − ̺2)
+
∫
Rτ,̺
1
4
√
λ̺
J(µ)
( |B1(σ, λ)|
λ
v(σ, λ) +
|B2(σ, λ)|
λ2
)
dλdσ
+
∫
Rτ,̺
√
λ√
̺
|∂uµ| |J ′(µ)|
( |B1(σ, λ)|
λ
|v(σ, λ)| + |B2(σ, λ)|
λ2
)
dλdσ
+
∫
Rτ,̺
√
λ√
̺
J(µ)
( |B3(σ, λ)|
λ2
|v(σ, λ)| + |B4(σ, λ)|
λ3
)
dλdσ.
We have the following properties for J (see for example [10] p. 1061):
J(−1) = π√
2
, sup
−1≤µ≤0
J(µ) . 1, J ∈ L1(0, 2).
Also, we have
sup
2≤µ<+∞
√
µJ(µ) . 1
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and hence, we infer∫ +∞
2
λ
3
2
µ̺+ λ
J(µ)dµ .
∫ +∞
2
λ
3
2√
µ(µ̺+ λ)
dµ
.
1√
̺
∫ +∞
0
λ
3
2√
s(s+ λ)
ds
.
1√
̺
∫ 1
0
√
λ√
s
ds+
1√
̺
∫ +∞
1
λ
3
2
s
3
2
ds
.
1√
̺
(∫ 1
0
ds√
s
+
∫ +∞
1
ds
s
3
2
)
.
1√
̺
.
We deduce
|v(τ, ̺)|
. |v0(τ, ̺)|+ sup
0≤λ≤̺
(
|B1(τ − ̺+ λ, λ)||v(τ − ̺+ λ, λ)|+ |B2(τ − ̺+ λ, λ)|
λ
)
+
√
̺
(
sup
λ≥0
( |B1(−1, λ)|√
λ
|v(−1, λ)| + |B2(−1, λ)|
λ
3
2
))
+sup
λ≥0
( |B1(−1, λ)|
λ
|v(−1, λ)| + |B2(−1, λ)|
λ2
)
+
√
̺
(
sup
λ≥0
( |B1(−1, λ)|√
λ
|v(−1, λ)| + |B2(−1, λ)|
λ
3
2
))
τ + ̺+ 1
τ + ̺+ 1 +
√
(τ + 1)2 − ̺2
+
∫
Rτ,̺
√
λ√
̺
J(µ)
( |B1(σ, λ)| + |B3(σ, λ)|
λ2
|v(σ, λ)| + |B2(σ, λ)| + |B4(σ, λ)|
λ3
)
dλdσ
+
∫
Rτ,̺
√
λ√
̺
|∂uµ| |J ′(µ)|
( |B1(σ, λ)|
λ
|v(σ, λ)| + |B2(σ, λ)|
λ2
)
dλdσ.
Assuming enough regularity on the initial data, we have
sup
̺≥0
|v0(τ, ̺)| + sup
λ≥0
( |B1(−1, λ)|√
λ
|v(−1, λ)| + |B2(−1, λ)|
λ
3
2
)
+sup
λ≥0
( |B1(−1, λ)|
λ
|v(−1, λ)| + |B2(−1, λ)|
λ2
)
≤ C0,
where the constant C0 only depends on initial data. Hence, together with Lemma
7.16, we deduce
|v(τ, ̺)|
. C0 + sup
0≤λ≤̺
(
|B1(τ − ̺+ λ, λ)||v(τ − ̺+ λ, λ)| + |B2(τ − ̺+ λ, λ)|
λ
)
+
∫
Rτ,̺
√
λ√
̺
(J(µ) + |µ− 1||J ′(µ)|)
( |B1(σ, λ)| + |B3(σ, λ)|
λ2
|v(σ, λ)| + |B2(σ, λ)| + |B4(σ, λ)|
λ3
)
dλdσ.
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Together with Lemma 8.7, we infer
|v(τ, ̺)| . C0 + C0r3δ−1 + ε sup
0≤λ≤̺
|v(τ − ̺+ λ, λ)|
+C0
∫
Rτ,̺
√
λ√
̺
(J(µ) + |µ− 1||J ′(µ)|)
( |v(σ, λ)|
λ
+
λ3δ
λ3
)
dλdσ,
where the constant C0 only depends on the values of the solution in I0. This
concludes the proof of the lemma. 
Lemma 8.11. We have for all µ ≥ −1
|µ− 1||J ′(µ)| . J(µ).
Proof. For −1 ≤ µ < 1, we have (see for example [10] p. 1087)
J ′(µ) =
1
4(1 + µ)
∫ 1
−µ
√
1− xdx
(1 + x)
3
2
√
µ+ x
.
We see in particular that J ′(µ) ≥ 0 for −1 ≤ µ < 1, and hence
J(µ) ≥ J(−1) on − 1 ≤ µ < 1.
Since we have
J(−1) = π√
2
,
we deduce
J(µ) & 1 on − 1 ≤ µ < 1.
Also, we have for all µ ≥ −1 (see for example [10] p. 1061)
|µ− 1||J ′(µ)| . 1.
We infer
|µ− 1||J ′(µ)| . J(µ) on − 1 ≤ µ < 1.
Next, we consider the case µ ≥ 1, Then, we have
J ′(µ) = −1
2
∫ 1
−1
dx√
1− x2(µ + x) 32
.
We infer
|µ − 1||J ′(µ)| .
∫ 1
−1
|µ− 1|dx√
1− x2(µ+ x) 32
.
∫ 1
−1
dx√
1− x2√µ+ x
. J(µ).
This concludes the proof of the lemma. 
We deduce the following corollary.
Corollary 8.12. We have for all (τ, ̺) with τ ≥ −1 and u ≤ 0
|v(τ, ̺)| . C0 + C0r3δ−1 + ε sup
0≤λ≤̺
|v(τ − ̺+ λ, λ)|+ C0
∫
Rτ,̺
√
λ√
̺
J(µ)
( |v(σ, λ)|
λ
+
λ3δ
λ3
)
dλdσ.
where the constant C0 only depends on the values of the solution in I0.
The following proposition is the core of this section.
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Proposition 8.13. We have for all (τ, ̺) with τ ≥ −1 and u ≤ 0
|v| ≤ C0,
where the constant C0 only depends on the values of the solution in I0.
Proof. We choose δ such that
1
3
< δ <
1
2
.
Let
̟ = ̺3δ−1.
Then, ̟ satisfies (
−∂2τ + ∂2̺ +
1
̺
∂̺
)
̟ = (3δ − 1)2̺3δ−3,
and hence
̟ = ̟0(τ, ̺) + (3δ − 1)2
∫
Rτ,̺
√
λ√
̺
J(µ)
λ3δ
λ3
dλdσ,
where ̟0 denotes the solution to the homogeneous wave equation with the same
initial conditions as ̟. This yields∣∣∣∣∣
∫
Rτ,̺
√
λ√
̺
J(µ)
λ3δ
λ3
dλdσ
∣∣∣∣∣ . ̺3δ−1 + |̟0(τ, ̺)| . 1,
where we used the fact that δ > 1/3 and 0 ≤ ̺ ≤ 1.
Recall that
|v(τ, ̺)| . C0 + C0r3δ−1 + ε sup
0≤λ≤̺
|v(τ − ̺+ λ, λ)|+ C0
∫
Rτ,̺
√
λ√
̺
J(µ)
( |v(σ, λ)|
λ
+
λ3δ
λ3
)
dλdσ.
We infer
|v(τ, ̺)| . C0 + ε sup
0≤λ≤̺
|v(τ − ̺+ λ, λ)| +C0
∫
Rτ,̺
√
λ√
̺
J(µ)
|v(σ, λ)|
λ
dλdσ,
where we used again the fact that δ > 1/3 and 0 ≤ ̺ ≤ 1.
We introduce the notation
β(u) = sup
u≤u≤0
|v(u, u)|.
We obtain
|v(u, u)| . C0 + εβ(u) + C0
∫ u
−2
Φ(u, u, u′)β(u′)du′,
where Φ is given by
Φ(u, u, u′) =
∫ u
u′
√
λ√
̺
J(µ)
1
λ
du′.
Next, we compute Φ. We have
Φ(u, u, u′) =
∫ +∞
−1
√
λ√
̺
J(µ)
1
λ
1
∂uµ
dµ
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Since
∂uµ =
λ(−(τ − σ)− λ)− 12 ((τ − σ)2 − ̺2 − λ2)
2̺λ2
=
̺2 − (τ − σ + λ)2
4̺λ2
=
̺2 − (τ − u′)2
4̺λ2
,
we infer
Φ(u, u, u′) =
4
√
̺
(τ − u′)2 − ̺2
∫ +∞
−1
J(µ)λ
3
2 dµ.
Also, we have
σ = u′ + λ
and hence
µ =
(τ − u′ − λ)2 − ̺2 − λ2
2̺λ
=
(τ − u′)2 − 2λ(τ − u′)− ̺2
2̺λ
,
which yields
λ =
(τ − u′)2 − ̺2
2(̺µ + τ − u′) .
Hence, we obtain
Φ(u, u, u′) =
√
2
√
̺
√
(τ − u′)2 − ̺2
∫ +∞
−1
J(µ)
(̺µ+ τ − u′) 32
dµ.
Using the formula for J(µ) and Fubini, we infer
Φ(u, u, u′) =
√
2
√
̺
√
(τ − u′)2 − ̺2
∫ 1
−1
dx√
1− x2
∫ +∞
−x
dµ
√
µ+ x(̺µ+ τ − u′) 32
=
√
2
√
̺
√
(τ − u′)2 − ̺2
∫ 1
−1
dx√
1− x2
∫ +∞
0
dµ′√
µ′(̺µ′ − ̺x+ τ − u′) 32
.
We have∫ +∞
0
dµ′√
µ′(̺µ′ − ̺x+ τ − u′) 32
=
1√
̺(−̺x+ τ − u′)
∫ +∞
0
dµ′′√
µ′′(µ′′ + 1)
3
2
.
1√
̺(−̺x+ τ − u′) .
We deduce
Φ(u, u, u′) .
√
(τ − u′)2 − ̺2
∫ 1
−1
dx√
1− x2(−̺x+ τ − u′) .
We have for x ≥ 0
−̺x+ τ − u′ ≤ ̺x+ τ − u′
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and hence∫ 1
−1
dx√
1− x2(−̺x+ τ − u′) =
∫ 0
−1
dx√
1− x2(−̺x+ τ − u′) +
∫ 1
0
dx√
1− x2(−̺x+ τ − u′)
=
∫ 1
0
dx√
1− x2(̺x+ τ − u′) +
∫ 1
0
dx√
1− x2(−̺x+ τ − u′)
≤ 2
∫ 1
0
dx√
1− x2(−̺x+ τ − u′) .
This yields
Φ(u, u, u′) .
√
(τ − u′)2 − ̺2
∫ 1
0
dx√
1− x2(−̺x+ τ − u′)
.
√
(τ − u′)2 − ̺2
∫ 1
0
dx√
1− x(−̺x+ τ − u′) .
Changing variables, we obtain
Φ(u, u, u′) .
√
(τ − u′)2 − ̺2
∫ 1
0
dy√
y(̺y − ̺+ τ − u′)
.
√
(τ − u′)2 − ̺2√
̺
√−̺+ τ − u′
∫ ̺
−̺+τ−u′
0
dz√
z(z + 1)
.
√
−̺+ τ − u′
̺
∫ ̺
−̺+τ−u′
0
dz√
z
. 1.
Coming back to v, we obtain
|v(u, u)| . C0 + εβ(u) + C0
∫ u
−2
β(u′)du′.
Taking the supremum in u for u ≤ u ≤ 0 yields
β(u) . C0 + εβ(u) + C0
∫ u
−2
β(u′)du′.
For ε small enough, this implies
β(u) . C0 + C0
∫ u
−2
β(u′)du′.
Using Gronwall’s Lemma, we infer
β(u) . C0,
and hence
|v| . C0.
This concludes the proof of the proposition. 
8.4. Consequences of Proposition 8.13.
Lemma 8.14. We have for all (τ, ̺) with τ ≥ −1 and u ≤ 0
|φ| ≤ rC0 and |∂uφ|+ |∂uφ| ≤ C0
where the constant C0 only depends on the values of the solution in I0.
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Proof. We first derive a refined upper bound for φ. Recall that
v =
(
∂̺ +
1
̺
)
φ.
This yields
∂̺(̺φ) = ̺∂̺φ+ φ = ̺v
and hence
̺φ(τ, ̺) =
∫ ̺
0
λv(τ, λ)dλ.
We infer
̺|φ(τ, ̺)| .
∫ ̺
0
λ|v(τ, λ)|dλ
. C0
∫ ̺
0
λdλ
. C0̺
2
and hence
|φ| . C0̺.
The above upper bound for φ together with the upper bound for v and the
definition of v implies
|∂̺φ| ≤ |v|+ 1
̺
|φ| . C0.
Next, we derive an upper bound for ∂uφ. Recall that Ξ = r∂uφ satisfies
∂u
(
Ξ√
r
)
= − 1
2
√
r
∂ur∂uφ− Ω
2f(φ)
4r
3
2
.
We integrate between (u, u) and (u, u). We deduce
Ξ(u, u)√
r(u, u)
=
Ξ(u, u)√
r(u, u)
−
∫ u
u
1
2
√
r
∂ur∂uφ(u, σ)dσ −
∫ u
u
Ω2f(φ)
4r
3
2
(u, σ)dσ
=
Ξ(u, u)√
r(u, u)
−
[
1
2
√
r
∂urφ(u, σ)
]u
u
+
∫ u
u
1
2
√
r
∂u∂urφ(u, σ)dσ
−
∫ u
u
1
4r
3
2
∂ur∂urφ(u, σ)dσ −
∫ u
u
Ω2f(φ)
4r
3
2
(u, σ)dσ.
In view of the definition of Ξ and since (u, u) is on the axis of symmetry, we infer√
r(u, u)∂uφ(u, u) = −
[
1
2
√
r
∂urφ(u, σ)
]u
u
+
∫ u
u
1
2
√
r
κ
f(φ)2
r
φ(u, σ)dσ
−
∫ u
u
1
4r
3
2
∂ur∂urφ(u, σ)dσ −
∫ u
u
Ω2f(φ)
4r
3
2
(u, σ)dσ.
Using again the fact that (u, u) is on the axis of symmetry, we deduce√
r(u, u)|∂uφ(u, u)| . |φ(u, u)|√
r
+
∫ u
u
|φ(u, σ)|
r
3
2
dσ.
Using the above upper bound for φ, we infer√
r(u, u)|∂uφ(u, u)| . C0
√
r(u, u) + C0
∫ u
u
1
r
1
2
dσ
. C0
√
r(u, u).
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Thus, we obtain
|∂uφ(u, u)| . C0.
Together with the upper bound for ∂̺φ, we also obtain
|∂uφ| ≤ |∂̺φ|+ |∂uφ| . C0.
This concludes the proof of the lemma. 
Lemma 8.15. We have for all (τ, ̺) with τ ≥ −1 and u ≤ 0
|̺− r|
̺
+
∣∣∣∣∂ur + 12
∣∣∣∣+ ∣∣∣∣∂ur − 12
∣∣∣∣+ |Ω− 1| ≤ C0̺2,
where the constant C0 only depends on the values of the solution in I0.
Proof. Integrating
∂u∂ur = rκ
Ω2
4
g(φ)2
r2
from the axis along u or u together with the upper bound on φ of Lemma 8.14
yields ∣∣∣∣∂ur + 12
∣∣∣∣+ ∣∣∣∣∂ur − 12
∣∣∣∣ ≤ C0̺2.
Together with
∂u(Ω
−2∂ur) = −Ω−2rκ(∂uφ)2
which we integrate from the axis along u yields in view of Lemma 8.14∣∣∣∣Ω−2∂ur − 12
∣∣∣∣ ≤ C0̺2
and hence
|Ω− 1| ≤ C0̺2.
Also, we have
∂u(r − ̺) = ∂ur + 1
2
,
and integrating from the axis where r = ̺, and using the estimate proved above
for ∂ur, we infer
|̺− r| ≤ C0̺3.
This concludes the proof of the lemma. 
Lemma 8.16. We have for all (τ, ̺) with τ ≥ −1 and u ≤ 0
|∂2ur|+ |∂2ur|+ |∂u∂ur|+ |∂uΩ|+ |∂uΩ| ≤ C0̺,
where the constant C0 only depends on the values of the solution in I0.
Proof. First, note that
∂u∂ur = rκ
Ω2
4
g(φ)2
r2
together with Lemma 8.14 immediately yields
|∂u∂ur| ≤ C0̺.
Next, recall that Ω satisfies
Ω−2(∂uΩ∂uΩ− Ω∂u∂uΩ) = 1
8
Ω2κ
(
4
Ω2
∂uφ∂uφ+
g(φ)2
r2
)
and hence
∂u∂u log(Ω) = −1
2
∂uφ∂uφ− Ω
2
8
g(φ)2
r2
.
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Integrating from the axis along u or u yields in view of Lemma 8.14
|∂uΩ|+ |∂uΩ| ≤ C0̺,
where we also used the fact that ∂uΩ and ∂uΩ vanish on the axis as a consequence
of Lemma 8.15.
Finally, in view of
∂u(Ω
−2∂ur) = −Ω−2rκ(∂uφ)2
and
∂u(Ω
−2∂ur) = −Ω−2rκ(∂uφ)2,
and using Lemma 8.14 and the above bounds for ∂uΩ and ∂uΩ, we infer
|∂2ur|+ |∂2ur| ≤ C0̺.
This concludes the proof of the lemma. 
9. Small energy implies global existence
In this section, we conclude the proof of Theorem 6.2.
9.1. A wave equation for φ/̺. We first derive a wave equation for φ/̺.
Lemma 9.1. We introduce
w =
φ
̺
.
Then, we have
−4∂u∂uw + 3
̺
(∂uw − ∂uw) = −̺− r
r̺
(∂uw − ∂uw) + 2∂ur + 1
r
∂uw +
2∂ur − 1
r
∂uw
+
(
Ω2 − 1
r2
+
̺− r
r2̺
+
∂ur +
1
2
r̺
− ∂ur −
1
2
r̺
)
w
+Ω2
̺2
r2
w3ζ(̺w).
Proof. We have
gw =
gφ
̺
− 2D
αφDα̺
̺2
+ φ
(
−g̺
̺2
+ 2
Dα̺Dα̺
̺3
)
=
f(φ)
r2̺
− 2Dα̺
̺
(
Dαw +
w
̺
Dα̺
)
+ w
(
−g̺
̺
+ 2
Dα̺Dα̺
̺2
)
=
w
r2
+
̺2
r2
w3ζ(̺w)− 2Dα̺
̺
(
Dαw +
w
̺
Dα̺
)
+ w
(
−g̺
̺
+ 2
Dα̺Dα̺
̺2
)
= −2
̺
Dα̺D
αw +
(
1
r2
− g̺
̺
)
w +
̺2
r2
w3ζ(̺w)
=
2
̺Ω2
(−∂uw + ∂uw) +
(
1
r2
+
1
Ω2r̺
(∂ur − ∂ur)
)
w +
̺2
r2
w3ζ(̺w).
In view of Lemma 7.3, we infer
−4∂u∂uw + 3
̺
(∂uw − ∂uw) = −̺− r
r̺
(∂uw − ∂uw) + 2∂ur + 1
r
∂uw +
2∂ur − 1
r
∂uw
+
(
Ω2 − 1
r2
+
̺− r
r2̺
+
∂ur +
1
2
r̺
− ∂ur −
1
2
r̺
)
w
+Ω2
̺2
r2
w3ζ(̺w).
90 L. ANDERSSON, N. GUDAPATI, AND J. SZEFTEL
This concludes the proof of the lemma. 
Remark 9.2. In this paper, we first obtain improved uniform bounds for φ and
then use the wave equation for w to obtain regularity, following the approach of [32]
and [10] for the 2+1 wave map problem. Note that we can not use a more direct
approach based on Strichartz estimates for the wave equation for w as in [30] for
the 2+1 wave map problem. Indeed, this approach does not allow to deal with the
following terms in the right-hand side of the equation for w
̺− r
r̺
∂̺w,
2∂ur + 1
r
∂uw,
2∂ur − 1
r
∂uw,
Ω2 − 1
r2
w,
̺− r
r2̺
w,
∂ur +
1
2
r̺
w,
∂ur − 12
r̺
w.
9.2. Embeddings for radial functions on R4. Note that we have
−4∂u∂uw + 3
̺
(∂uw − ∂uw) = −∂2τw + ∂2̺w +
3
̺
∂̺w.
Thus, the left-hand side of the wave equation for w in Lemma 9.1 is the 4-dimensional
radial wave operator. Therefore, we introduce the following spaces on backward
null cones centered in the axis Γ
Lpu :=
{
ψ /
∫ u
−1
ψ(u)p̺3du
}
, 1 ≤ p < +∞, −1
2
≤ u < 0,
and
Hℓu :=
ψ /
ℓ∑
j=0
∑
|α|=j
‖∂αuψ‖L2u
 , ℓ ≥ 0, −12 ≤ u < 0.
We have the following Hardy estimates∫ u
−1
(
ψ(u)
̺
1
2
)2
̺3du+
∫ u
−1
(
ψ(u)
̺
)2
̺3du . ‖ψ‖2H1u , −
1
2
≤ u < 0, (9.1)
and ∫ u
−1
(
ψ(u)
̺
3
2
)2
̺3du . ‖ψ‖2H2u , −
1
2
≤ u < 0, (9.2)
as well as the following Gagliardo-Nirenberg inequalities
‖ψ‖Lpu . ‖ψ‖
4
p
−1
L2u
‖ψ‖2−
4
p
H1u
, 2 ≤ p ≤ 4, −1
2
≤ u < 0, (9.3)
and
‖ψ‖Lpu . ‖ψ‖
2
p
L2u
‖ψ‖1−
2
p
H2u
, 2 ≤ p < +∞, −1
2
≤ u < 0. (9.4)
Finally, we will also use the following weighted estimates
sup
−1≤u≤u
̺|ψ| . ‖ψ‖H1u , −
1
2
≤ u < 0, (9.5)
sup
−1≤u≤u
√
̺|ψ| . ‖ψ‖
1
2
H2u
‖ψ‖
1
2
H1u
, −1
2
≤ u < 0, (9.6)
as well as the following non sharp Sobolev embedding
sup
−1≤u≤u
|ψ| . ‖ψ‖H3u , −
1
2
≤ u < 0 (9.7)
and the following consequence of (9.1) (9.2) (9.3)∥∥∥∥∥ ψ̺ 12
∥∥∥∥∥
L4u
. ‖ψ‖H2u , −
1
2
≤ u < 0. (9.8)
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Remark 9.3. Note that the constants in the above estimates (9.1)-(9.8) are uniform
in u for −1/2 ≤ u < 0.
9.3. Proof of Theorem 6.2. We are now ready to prove Theorem 6.2. Recall
that
w =
φ
̺
satisfies the following wave equation
−4∂u∂uw + 3
̺
(∂uw − ∂uw) = h, (9.9)
where h is given by
h = −̺− r
r̺
(∂uw − ∂uw) + 2∂ur + 1
r
∂uw +
2∂ur − 1
r
∂uw
+
(
Ω2 − 1
r2
+
̺− r
r2̺
+
∂ur +
1
2
r̺
− ∂ur −
1
2
r̺
)
w +Ω2
̺2
r2
w3ζ(̺w).
For convenience, we rewrite h as
h =
(
−̺− r
r̺2
− ∂̺r − 1
r̺
)
̺∂̺w +
∂τr
r
∂τw
+
(
Ω2 − 1
r2
+
̺− r
r2̺
− ∂̺r − 1
r̺
)
w +Ω2
̺2
r2
w3ζ(̺w). (9.10)
To define our energies, it will be convenient to differentiate with respect to the
cartesian frame of R× R4 based on the coordinates (τ, ̺), i.e.(
τ, x1, x2, x3, x4
) ∈ R× R4, ̺ =√(x1)2 + (x2)2 + (x3)2 + (x4)2,
as the partial derivatives with respect to such a frame commute with the wave
operator (1+4) of R1+4 unlike ∂̺. We also denote ∂τ,x a generic partial derivative
in this cartesian coordinates system.
For ℓ ≥ 0, we introduce the following notations
Dℓ(u) := max
|α|=ℓ
sup
−1≤u≤u
(
̺
3
2
(∣∣∣∣∂ατ,x(̺− r̺3
)∣∣∣∣+ ∣∣∣∣∂ατ,x(∂̺r − 1̺2
)∣∣∣∣+ ∣∣∣∣∂ατ,x(Ω2 − 1̺2
)∣∣∣∣)
+̺
1
2
(∣∣∣∣∂ατ,x(∂τ r̺
)∣∣∣∣)+ ∣∣∣∣∂ατ,x(̺− r̺
)∣∣∣∣+ ∣∣∣∣∂ατ,x(∂ur − 12
)∣∣∣∣
+
∣∣∣∣∂ατ,x(∂ur + 12
)∣∣∣∣+ ∣∣∂ατ,x (Ω2 − 1)∣∣
)
(u, u), −1
2
≤ u < 0,
D≤ℓ(u) := max
0≤j≤ℓ
Dj(u),
and for ℓ ≥ 1
Eℓ(u) := max
|α|=ℓ−1
‖∂u∂ατ,xw(., u)‖L2u , E≤ℓ(u) := max1≤j≤ℓEj(u).
Lemma 9.4. Let −1/2 ≤ u < 0. Then, we have the following estimates for h
‖h(·, u)‖L2u . C0E1(u) + C0‖∂uw(·, u)‖L2u + C0
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and if ℓ ≥ 1 and |α| = ℓ
‖∂ατ,xh(·, u)‖L2u
. C0‖∂u∂ατ,xw(·, u)‖L2u + C0
(
1 + Eℓ−1≤ℓ (u)
)(
1 +Dℓ−1≤ℓ−1(u)
)
+
(
C0 + E
ℓ−1
≤ℓ (u) +D
ℓ−1
≤ℓ−1(u)
)(
Dℓ(u) + Eℓ+1(u)
)
where the constant C0 only depends on the values of the solution in I0.
Lemma 9.5. Let −1/2 ≤ u < 0. Then, we have the following estimates for w
‖∂uw(·, u)‖L2u . C0 + C0E1(u),
and for ℓ ≥ 1 and |α| = ℓ
‖∂u∂ατ,xw(·, u)‖L2u . C0
(
1 + Eℓ−1≤ℓ (u)
)(
1 +Dℓ−1≤ℓ−1(u)
)
+
(
C0 + E
ℓ−1
≤ℓ (u) +D
ℓ−1
≤ℓ−1(u)
)(
Dℓ(u) +Eℓ+1(u)
)
where the constant C0 only depends on the values of the solution in I0.
We postpone the proof of Lemma 9.4 to section 9.4 and the proof of Lemma 9.5
to section 9.5. Next, let
D˜ℓ(u) := sup
− 1
2
≤u′≤u
Dℓ(u
′), E˜ℓ(u) := sup
− 1
2
≤u′≤u
Eℓ(u
′),
and
D˜≤ℓ(u) := sup
− 1
2
≤u′≤u
D≤ℓ(u
′), E˜≤ℓ(u) := sup
− 1
2
≤u′≤u
E≤ℓ(u
′).
Lemma 9.4 and Lemma 9.5 immediately imply the following corollary.
Corollary 9.6. Let −12 ≤ u < 0. Then, we have the following estimates for h
sup
− 1
2
≤u′≤u
‖h(·, u′)‖L2
u′
. C0E˜1(u) + C0,
and if ℓ ≥ 1 and |α| = ℓ
max
|α|=ℓ
sup
− 1
2
≤u′≤u
‖∂ατ,xh(·, u′)‖L2
u′
.
(
C0 + D˜
ℓ−1
≤ℓ−1(u) + E˜
ℓ−1
≤ℓ (u)
)(
D˜ℓ(u) + E˜ℓ+1(u)
)
+C0
(
1 + E˜ℓ−1≤ℓ (u)
)(
1 + D˜ℓ−1≤ℓ−1(u)
)
,
where the constant C0 only depends on the values of the solution in I0. Furthermore,
we also have
sup
− 1
2
≤u′≤u
‖∂uw(·, u′)‖L2u . C0E˜1(u) + C0
and if ℓ ≥ 1 and |α| = ℓ
max
|α|=ℓ
sup
− 1
2
≤u′≤u
‖∂u∂ατ,xw(·, u′)‖L2u
.
(
C0 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)(
D˜ℓ(u) + E˜ℓ+1(u)
)
+ C0
(
1 + E˜ℓ−1≤ℓ (u)
)(
1 + D˜ℓ−1≤ℓ−1(u)
)
.
Next, we derive an estimate for D˜ℓ.
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Lemma 9.7. Let −12 ≤ u < 0 and let ℓ ∈ N. We have the following estimate
D˜ℓ(u) . C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ (
1 + E˜ℓ+1(u)
)
,
where the constant C0 only depends on the values of the solution in I0.
We postpone the proof of Lemma 9.7 to section 9.6. In view of Lemma 8.15, we
have
sup
− 1
2
≤u<0
D0(u) ≤ C0.
By iteration, we infer from Lemma 9.7 that for all ℓ ∈ N, we have
D˜ℓ(u) . C0
(
1 + E˜≤ℓ(u)
)l! (
1 + E˜ℓ+1(u)
)
.
Together with Corollary 9.6, we obtain
max
|α|=ℓ
sup
− 1
2
≤u′≤u
‖∂ατ,xh(·, u′)‖L2
u′
.
(
1 + E˜≤ℓ(u)
)(l+1)! (
1 + E˜ℓ+1(u)
)
.
Now, recall that we have
−4∂u∂uw + 3
̺
(∂uw − ∂uw) = h.
We rewrite this as
(1+4)w = h
where (1+4) is the D’Alembertian on the 1+ 4 dimensional Minkowski spacetime.
Commuting with ∂ατ,x, we infer
(1+4)∂ατ,xw = ∂
α
τ,xh.
The energy estimates for the wave equation (9.9) yields
Eℓ+1(u) . Eℓ+1
(
−1
2
)
+
∫ u
−1
‖∂ατ,xh(u′, ·)‖L2udu′, −
1
2
≤ u < 0.
Together with the above estimate for ∂ατ,xh, we infer
Eℓ+1(u) . Eℓ+1
(
−1
2
)
+
∫ u
−1
(
1 + E˜≤ℓ(u
′)
)(l+1)! (
1 + E˜ℓ+1(u
′)
)
du′.
Using Gronwall Lemma together with the fact that the solution is smooth on {u =
−12}19, and together with the above estimate for D˜ℓ(u), we deduce by iteration for
all ℓ ∈ N
sup
− 1
2
≤u<0
(Dℓ(u) + Eℓ+1(u)) ≤ Cℓ < +∞.
We have thus obtained the regularity of (M,g, φ) at the origin (u, u) = (0, 0). This
concludes the proof of Theorem 6.2.
19Note that the region {u = − 1
2
} is compact and does not contain the potential singularity
(0, 0).
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9.4. Proof of Lemma 9.4. Recall that we have
h =
(
−̺− r
r̺2
− ∂̺r − 1
r̺
)
̺∂̺w +
∂τr
r
∂τw
+
(
Ω2 − 1
r2
+
̺− r
r2̺
− ∂̺r − 1
r̺
)
w +Ω2
̺2
r2
w3ζ(̺w).
We rewrite it schematically as
h =
(
̺2
r2
Ω2 − 1
̺2
,
̺
r
̺− r
̺3
,
̺2
r2
̺− r
̺3
,
̺
r
∂̺r − 1
̺2
)
(̺∂̺w,w) +
̺
r
∂τr
̺
∂τw
+
̺2
r2
Ω2w3ζ(̺w).
Now, we have
̺
r
=
1
1− ̺−r̺
=
∑
j≥0
(
̺− r
̺
)j
,
̺2
r2
=
1(
1− ̺−r̺
)2 =∑
j≥0
(j + 1)
(
̺− r
̺
)j
(9.11)
where the convergence follows from the estimate |r− ̺| . ε̺ proved in Lemma 7.2.
This yields∣∣∣∣∂βτ,x(̺r , ̺2r2
)∣∣∣∣ .
∑
j≥0
(j + |β|+ 1)εj
 ∏
∑
j βj=β
∣∣∣∣∂βjτ,x(̺− r̺
)∣∣∣∣
.
∏
∑
j βj=β
∣∣∣∣∂βjτ,x(̺− r̺
)∣∣∣∣
. D|β|(u) +D
|β|
≤|β|−1(u) (9.12)
where we used the definition of Dj(u) with j = |β|−1 and j = |β|. Choosing |α| = ℓ
and together with the definition of Dℓ(u), Leibniz formula and the commutator
identity [∂xi , ̺∂̺] = ∂xi , we immediately deduce
|∂ατ,xh| .
(
|∂τw|
̺
1
2
+
|̺∂̺w|
̺
3
2
+
|w|
̺
3
2
)
Dℓ(u)
+
(
1 +Dℓ≤ℓ−1(u)
) ∑
|β|≤ℓ−1
|̺∂̺∂βτ,xw|+ ̺|∂τ∂βτ,xw|+ |∂βτ,xw|
̺
3
2

+C0|̺∂̺∂ατ,xw|+ C0̺|∂τ∂ατ,xw|+ C0|∂ατ,xw|
+
C0
̺
1
2
(
Dℓ(u) +D
ℓ
≤ℓ−1(u)
)
+
(
1 +Dℓ≤ℓ−1(u)
) ∑
|β|≤ℓ−1
∣∣∣∂βτ,x (w3ζ(̺w))∣∣∣
̺
1
2

+C0
∣∣∂ατ,x (w3ζ(̺w))∣∣ ,
where we also used the estimates of Lemma 8.15 as well as the fact that in view of
Lemma 8.14, w satisfies the following a priori bound
|w| ≤ C0
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where the constant C0 only depends on the values of the solution in I0. We infer
‖∂ατ,xh(·, u)‖L2u .
C0 +
∥∥∥∥∥∂uw(·, u)̺ 12
∥∥∥∥∥
L2u
+
∥∥∥∥∥∂uw(·, u)̺ 12
∥∥∥∥∥
L2u
+
∥∥∥∥∥w(·, u)̺ 32
∥∥∥∥∥
L2u
Dℓ(u)
+
∑
|β|≤ℓ−1
(
C0 +
∥∥∥∥∥∂u∂βτ,xw(·, u)̺ 12
∥∥∥∥∥
L2u
+
∥∥∥∥∥∂u∂βτ,xw(·, u)̺ 12
∥∥∥∥∥
L2u
+
∥∥∥∥∥∂βτ,xw(·, u)̺ 32
∥∥∥∥∥
L2u
+
∥∥∥∥∥∂βτ,x(w3ζ(ρw))̺ 12
∥∥∥∥∥
L2u
)(
1 +Dℓ≤ℓ−1(u)
)
+C0‖∂u∂ατ,xw(·, u)‖L2u + C0‖∂u∂ατ,xw(·, u)‖L2u + C0
∥∥∂ατ,xw(·, u)∥∥L2u
+C0‖∂ατ,x(w3ζ(ρw))(·, u)‖L2u . (9.13)
Note from its definition that ζ is an even function so that there exists a smooth
function ζ˜ : R→ R such that
ζ(s) = ζ˜(s2).
Hence, we have
w3ζ(ρw) = w3ζ˜(ρ2w2)
where we may now exploit the fact that ̺2 - unlike ̺ - is smooth in the cartesian
coordinates system (τ, x). This yields
|∂ατ,x(w3ζ(ρw))| . C0|∂ατ,xw|+ C0|∂τ,xw||∂α−1τ,x w|1{|α|≥2} + C0|∂≤α−2τ,x w|21{|α|≥4}
+C0
(
1 + |∂≤α−3τ,x w||α|−1
)
|∂≤α−2τ,x w|1{|α|≥5}
where we used the fact that |w| ≤ C0 and 0 ≤ ̺ ≤ 1. We infer
‖∂ατ,x(w3ζ(ρw))‖L2u . C0‖∂ατ,xw‖L2u + C0‖∂τ,xw‖L4u‖∂α−1τ,x w‖L4u1{|α|≥2}
+C0‖∂≤α−2τ,x w‖2L4u1{|α|≥4}
+C0
(
1 + ‖∂≤α−3τ,x w‖|α|−1L∞u
)
‖∂≤α−2τ,x w‖L2u1{|α|≥5}
. C0‖∂ατ,xw‖L2u + C0‖∂τ,xw‖H1u‖∂α−1τ,x w‖H1u1{|α|≥2}
+C0‖∂≤α−2τ,x w‖2H1u1{|α|≥4}
+C0
(
1 + ‖∂≤α−3τ,x w‖|α|−1H3u
)
‖∂≤α−2τ,x w‖L2u1{|α|≥5}
. C0Eℓ+1(u) +C0
(
E2≤ℓ(u) + E
ℓ
≤ℓ(u)
)
where we used in particular the Sobolev embeddings (9.3) (9.7) and the fact that
|α| = ℓ. Similarly, we have
|∂βτ,x(w3ζ(ρw))| . C0|∂βτ,xw|+ C0|∂τ,xw||∂β−1τ,x w|1{|β|≥2}
+C0
(
1 + |∂≤β−2τ,x w||β|−1
)
|∂≤β−2τ,x w|1{|β|≥4}
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and hence∥∥∥∥∥∂βτ,x(w3ζ(ρw))̺ 12
∥∥∥∥∥
L2u
. C0
∥∥∥∥∥∂βτ,xw̺ 12
∥∥∥∥∥
L2u
+C0‖∂τ,xw‖L4u
∥∥∥∥∥∂β−1τ,x w̺ 12
∥∥∥∥∥
L4u
1{|β|≥2}
+C0
(
1 + ‖∂≤β−2τ,x w‖|β|−1L∞u
)∥∥∥∥∥∂≤β−2τ,x w̺ 12
∥∥∥∥∥
L2u
1{|β|≥4}
. C0
∥∥∥∂βτ,xw∥∥∥
H1u
+C0‖∂τ,xw‖H1u
∥∥∥∂β−1τ,x w∥∥∥
H2u
1{|β|≥2}
+C0
(
1 + ‖∂≤β−2τ,x w‖|β|−1H3u
)∥∥∥∂≤β−2τ,x w∥∥∥
H1u
1{|β|≥4}
. C0
(
1 + Eℓ−1≤ℓ (u)
)
where we used in particular the Sobolev embeddings (9.3) (9.7), the Hardy estimates
(9.1) (9.8), and the fact that |β| ≤ ℓ − 1. Together with (9.13) and the Hardy
estimates (9.1) (9.2), we infer
‖∂ατ,xh(·, u)‖L2u . C0‖∂u∂ατ,xw(·, u)‖L2u +
(
C0 + E≤2(u) + ‖∂uw(·, u)‖H1u
)
Dℓ(u)
+C0
(
E≤ℓ+1(u) + E
ℓ−1
≤ℓ (u) + 1
)(
1 +Dℓ≤ℓ−1(u)
)
+C0Eℓ+1(u) + C0
(
E2≤ℓ(u) + E
ℓ
≤ℓ(u)
)
.
This yields
‖∂ατ,xh(·, u)‖L2u
. C0‖∂u∂ατ,xw(·, u)‖L2u + C0
(
1 + Eℓ−1≤ℓ (u)
)(
1 +Dℓ≤ℓ−1(u)
)
+
(
C0 + E≤2(u) + ‖∂uw(·, u)‖H1u + Eℓ−1≤ℓ (u) +Dℓ≤ℓ−1(u)
)(
Dℓ(u) + Eℓ+1(u)
)
which is the desired estimate for ℓ ≥ 2.
It remains to consider the cases ℓ = 0 and ℓ = 1. We start with the case ℓ = 0.
We have in view of Lemma 8.15
|h| . C0|∂uw|+ C0|∂uw|+ C0
∣∣∣∣w̺
∣∣∣∣+ C0
. C0|∂uw|+ C0|∂uw|+ C0
̺
+ C0,
where we used the bound |w| ≤ C0.Hence, we infer
‖h(·, u)‖L2u . C0E1(u) + C0‖∂uw(·, u)‖L2u + C0
which is the desired estimate for ℓ = 0.
Finally, we consider the case ℓ = 1. We have
|∂τ,xh| .
∣∣∣∣−̺− rr̺2 − ∂̺r − 1r̺
∣∣∣∣ |∂τ,x(̺∂̺w)| + ∣∣∣∣∂τ,x(−̺− rr̺2 − ∂̺r − 1r̺
)∣∣∣∣ |̺∂̺w|
+
∣∣∣∣∂τrr
∣∣∣∣ |∂τ,x∂τw|+ ∣∣∣∣∂τ,x(∂τrr
)∣∣∣∣ |∂τw|+ ∣∣∣∣Ω2 − 1r2 + ̺− rr2̺ − ∂̺r − 1r̺
∣∣∣∣ |∂τ,xw|
+
∣∣∣∣∂τ,x(Ω2 − 1r2 + ̺− rr2̺ − ∂̺r − 1r̺
)∣∣∣∣ |w|
+
∣∣∣∣Ω2̺2r2
∣∣∣∣ |∂τ,x(w3ζ(̺w))| + ∣∣∣∣∂τ,x(Ω2̺2r2
)∣∣∣∣ |w3ζ(̺w)|.
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Using Lemma 8.14, Lemma 8.15 and Lemma 8.16, we infer
|∂τ,xh| . C0 + C0
̺
+ C0|∂τ,xw|+C0|∂u∂τ,xw|+ C0|∂u∂τ,xw|.
This yields
‖∂τ,xh(τ, ·)‖L2r,τ . C0E2(τ) +C0‖∂u∂τ,xw(·, u)‖L2u + C0E1(τ) + C0.
which concludes the proof of Lemma 9.4.
9.5. Proof of Lemma 9.5. Recall that we have
−4∂u∂uw + 3
̺
(∂uw − ∂uw) = h.
We rewrite this as
(1+4)w = h
where (1+4) is the D’Alembertian on the 1 + 4 dimensional Minkowski spacetime
which is given in the (u, u, ω) coordinates system, with ω ∈ S3, as
(1+4) = −4∂u∂u + 3
̺
(∂u − ∂u) + 1
̺2
∆S3
where ∆S3 is the Laplace-Beltrami operator on S
3. We differentiate and obtain
(1+4)(∂ατ,xw) = ∂
α
τ,xh.
Also, note that
∆S3 =
∑
1≤i<j≤4
Ω2i,j
where Ωi,j = x
i∂xj − xj∂xi denote the angular momentum operators of R4. Since
w is radial, we have, we have Ωi,jw = 0 and hence
∆S3(∂
α
τ,xw) =
∑
1≤i<j≤4
[Ωi,j, [Ωi,j , ∂
α
τ,x]]w.
Furthermore, we have
[Ωi,j, ∂τ ] = 0, [Ωi,j, ∂xl ] = −δi,l∂xj + δj,l∂xi ,
and hence
∆S3(∂
α
τ,xw) =
∑
|γ|=|α|
nγ,α∂
γ
τ,xw
where nγ,α are integers. This yields
−4∂u∂u(∂ατ,xw) +
3
̺
(∂u∂
α
τ,xw − ∂u∂ατ,xw) +
1
̺2
∑
|γ|=|α|
nγ,α∂
γ
τ,xw = ∂
α
τ,xh.
We infer
∂u(̺
3
2 ∂u∂
α
τ,xw) = −
3
4
√
̺∂u∂
α
τ,xw +
1
4
√
̺
∑
|γ|=|α|
nγ,α∂
γ
τ,xw −
1
4
̺
3
2 ∂ατ,xh.
Integrating from u = −1 where w is controlled by C0, we infer
̺
3
2 |∂u∂ατ,xw| . C0+
∫ u
−1
√
̺|∂u∂ατ,xw|du′+
∑
|γ|=|α|
∫ u
−1
1√
̺
|∂γτ,xw|du′+
∫ u
−1
̺
3
2 |∂ατ,xh|du′.
(9.14)
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Next, recall from the proof of Lemma 9.4 that
|h| . C0|∂uw|+ C0|∂uw|+ C0
̺
+ C0,
|∂τ,xh| . C0 + C0
̺
+ C0|∂τ,xw|+C0|∂u∂τ,xw|+ C0|∂u∂τ,xw|,
and for |α| = ℓ ≥ 2
|∂ατ,xh| .
(
|∂τw|
̺
1
2
+
|̺∂̺w|
̺
3
2
+
|w|
̺
3
2
)
Dℓ(u)
+
(
1 +Dℓ−1≤ℓ−1(u)
) ∑
|β|≤ℓ−1
|̺∂̺∂βτ,xw|+ ̺|∂τ∂βτ,xw|+ |∂βτ,xw|
̺
3
2

+C0|̺∂̺∂ατ,xw|+ C0̺|∂τ∂ατ,xw|+ C0|∂ατ,xw|
+
C0Dℓ(u)
̺
1
2
+
(
1 +Dℓ−1≤ℓ−1(u)
) ∑
|β|≤ℓ−1
∣∣∣∂βτ,x (w3ζ(̺w))∣∣∣
̺
1
2
+ C0 ∣∣∂ατ,x (w3ζ(̺w))∣∣ .
Using Cauchy-Schwarz, we deduce∫ u
−1
̺
3
2 |h|du′ . C0
∫ u
−1
̺
3
2 |∂uw|du′ + C0‖∂uw(·, u)‖L2u + C0,
∫ u
−1
̺
3
2 |∂τ,xh|du′ . C0
∫ u
−1
̺
3
2 |∂u∂τ,xw|du′ + C0‖∂u∂τ,xw(·, u)‖L2u + C0‖∂τ,xw(·, u)‖L2u + C0,
and for |α| = ℓ ≥ 2
∫ u
−1
̺
3
2 |∂ατ,xh|du′ .
C0 +
∥∥∥∥∥∂uw(·, u)̺ 12
∥∥∥∥∥
L2u
+
∥∥∥∥∥∂uw(·, u)̺ 12
∥∥∥∥∥
L2u
+
∥∥∥∥∥w(·, u)̺ 32
∥∥∥∥∥
L2u
Dℓ(u)
+
∑
|β|≤ℓ−1
(∥∥∥∥∥∂u∂βτ,xw(·, u)̺ 12
∥∥∥∥∥
L2u
+
∥∥∥∥∥∂u∂βτ,xw(·, u)̺ 12
∥∥∥∥∥
L2u
+
∥∥∥∥∥∂βτ,xw(·, u)̺ 32
∥∥∥∥∥
L2u
+
∥∥∥∥∥∂βτ,x(w3ζ(ρw))̺ 12
∥∥∥∥∥
L2u
)(
1 +Dℓ−1≤ℓ−1(u)
)
+C0
∫ u
−1
̺
3
2 |∂u∂ατ,xw|du′ +C0‖∂u∂ατ,xw(·, u)‖L2u + C0
∥∥∂ατ,xw(·, u)∥∥L2u
+C0‖∂ατ,x(w3ζ(ρw))(·, u)‖L2u .
Coming back to (9.14) and arguing as in the proof of Lemma 9.4, we infer
̺
3
2 |∂uw| . C0 + C0
∫ u
−1
√
̺|∂uw|du′ + C0
∫ u
−1
̺
3
2 |∂uw|du′
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and for |α| ≥ 1
̺
3
2 |∂u∂ατ,xw| . C0 +
∫ u
−1
√
̺|∂u∂ατ,xw|du′ +
∑
|γ|=|α|
∫ u
−1
1√
̺
|∂γτ,xw|du′ + C0
∫ u
−1
̺
3
2 |∂u∂ατ,xw|du′
+C0
(
1 + Eℓ−1≤ℓ (u)
)(
1 +Dℓ−1≤ℓ−1(u)
)
+
(
C0 + E
ℓ−1
≤ℓ (u) +D
ℓ−1
≤ℓ−1(u)
)(
Dℓ(u) +Eℓ+1(u)
)
.
In view of Gronwall Lemma, we deduce
̺
3
2 |∂uw| . C0 + C0
∫ u
−1
√
̺|∂uw|du′
and for |α| ≥ 1
̺
3
2 |∂u∂ατ,xw| .
∫ u
−1
√
̺|∂u∂ατ,xw|du′ +
∑
|γ|=|α|
∫ u
−1
1√
̺
|∂γτ,xw|du′ +C0
(
1 + Eℓ−1≤ℓ (u)
)(
1 +Dℓ−1≤ℓ−1(u)
)
+
(
C0 + E
ℓ−1
≤ℓ (u) +D
ℓ−1
≤ℓ−1(u)
)(
Dℓ(u) +Eℓ+1(u)
)
.
Now, we square and integrate, and we use
∫ u
−1
(∫ u
−1
√
̺|∂u∂ατ,xw|du′
)2
du .
∫ u
−1
(∫ u
−1
du′
̺
3
2
)(∫ u
−1
̺
5
2 (∂u∂
α
τ,xw)
2du′
)
du
.
∫ u
−1
1√
̺
(∫ u
−1
̺
5
2 (∂u∂
α
τ,xw)
2du′
)
du
.
∫ u
−1
̺
5
2 (∂u∂
α
τ,xw)
2
(∫ u
u′
1√
̺
du
)
du′
. ‖∂u∂ατ,xw‖2L2u
and∫ u
−1
(∫ u
−1
1√
̺
|∂γτ,xw|du′
)2
du .
∫ u
−1
(∫ u
−1
du′
̺
3
2
)(∫ u
−1
̺
1
2 (∂γτ,xw)
2du′
)
du
.
∫ u
−1
1√
̺
(∫ u
−1
̺
1
2 (∂γτ,xw)
2du′
)
du
.
∫ u
−1
̺
1
2 (∂γτ,xw)
2
(∫ u
u′
1√
̺
du
)
du′
.
∥∥∥∥∂γτ,xw̺
∥∥∥∥2
L2u
. ‖∂γτ,xw‖2H1u .
We obtain
‖∂uw(·, u)‖L2u . C0 + C0E1(u)
100 L. ANDERSSON, N. GUDAPATI, AND J. SZEFTEL
and for |α| ≥ 1
‖∂u∂ατ,xw(·, u)‖L2u .
(∫ u
−1
(∫ u
−1
√
̺|∂u∂ατ,xw|du′
)2
du
) 1
2
+
∑
|γ|=|α|
(∫ u
−1
(∫ u
−1
1√
̺
|∂γτ,xw|du′
)2
du
) 1
2
+C0
(
1 + Eℓ−1≤ℓ (u)
)(
1 +Dℓ−1≤ℓ−1(u)
)
+
(
C0 + E
ℓ−1
≤ℓ (u) +D
ℓ−1
≤ℓ−1(u)
)(
Dℓ(u) + Eℓ+1(u)
)
. C0
(
1 + Eℓ−1≤ℓ (u)
)(
1 +Dℓ−1≤ℓ−1(u)
)
+
(
C0 + E
ℓ−1
≤ℓ (u) +D
ℓ−1
≤ℓ−1(u)
)(
Dℓ(u) + Eℓ+1(u)
)
.
This concludes the proof of Lemma 9.5.
9.6. Proof of Lemma 9.7. First, note that Lemma 8.15 and Lemma 8.16 imme-
diately imply
D˜≤1(u) . C0
which implies the desired estimate for ℓ = 0 and ℓ = 1. Thus, from now on, we
focus on the case ℓ ≥ 2.
Recall that we have
Dℓ(u) = max
|α|=ℓ
sup
−1≤u≤u
(
̺
3
2
(∣∣∣∣∂ατ,x(̺− r̺3
)∣∣∣∣+ ∣∣∣∣∂ατ,x(∂̺r − 1̺2
)∣∣∣∣+ ∣∣∣∣∂ατ,x(Ω2 − 1̺2
)∣∣∣∣)
+̺
1
2
(∣∣∣∣∂ατ,x(∂τr̺
)∣∣∣∣)+ ∣∣∣∣∂ατ,x(̺− r̺
)∣∣∣∣+ ∣∣∣∣∂ατ,x(∂ur − 12
)∣∣∣∣
+
∣∣∣∣∂ατ,x(∂ur + 12
)∣∣∣∣+ ∣∣∂ατ,x (Ω2 − 1)∣∣
)
(u, u), −1
2
≤ u < 0,
Here, it will be more convenient to use the (u, u) coordinates system, and hence,
we will use the following estimate
Dℓ(u) . max
|α|=ℓ
sup
−1≤u≤u
(
̺
3
2
(∣∣∣∣∂αu,u(̺− r̺3
)∣∣∣∣+ ∣∣∣∣∂αu,u(∂̺r − 1̺2
)∣∣∣∣+ ∣∣∣∣∂αu,u(Ω2 − 1̺2
)∣∣∣∣)
+̺
1
2
(∣∣∣∣∂αu,u(∂τr̺
)∣∣∣∣)+ ∣∣∣∣∂αu,u(̺− r̺
)∣∣∣∣+ ∣∣∣∣∂αu,u(∂ur − 12
)∣∣∣∣
+
∣∣∣∣∂αu,u(∂ur + 12
)∣∣∣∣+ ∣∣∂αu,u (Ω2 − 1)∣∣
)
(u, u) +D≤ℓ−1(u).
Also, it will be convient to estimate log(Ω) instead of Ω2 − 1. Using
Ω2 − 1 = e2 log(Ω) − 1 =
∑
j≥1
2j log(Ω)j
j!
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where the convergence follows from the bound | log(Ω)| . ε which is a consequence
of Lemma 7.2, we deduce
Dℓ(u) . max
|α|=ℓ
sup
−1≤u≤u
(
̺
3
2
(∣∣∣∣∂αu,u(̺− r̺3
)∣∣∣∣+ ∣∣∣∣∂αu,u(∂̺r − 1̺2
)∣∣∣∣+ ∣∣∣∣∂αu,u( log(Ω)̺2
)∣∣∣∣)
+̺
1
2
(∣∣∣∣∂αu,u(∂τr̺
)∣∣∣∣)+ ∣∣∣∣∂αu,u(̺− r̺
)∣∣∣∣+ ∣∣∣∣∂αu,u(∂ur − 12
)∣∣∣∣
+
∣∣∣∣∂αu,u(∂ur + 12
)∣∣∣∣+ ∣∣∂αu,u (Ω2 − 1)∣∣
)
(u, u) +Dℓ≤ℓ−1(u).(9.15)
From now on, we focus on estimating the right-hand side of (9.15) for ℓ ≥ 2.
We start by estimating the following quantities which we will often encounter in
the sequel. We have
max
|β|≤ℓ−1
sup
−1≤u≤u
√
̺
(∣∣∣∣∂βu,u(Ω24 ̺r g(̺w)2̺2
)∣∣∣∣ (u, u) + ∣∣∣∣∂βu,u(Ω28 ̺2r2 g(̺w)2̺2
)∣∣∣∣ (u, u))
. C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ−1
E˜ℓ+1(u) + C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
(9.16)
where we used the definition of D˜≤ℓ−1(u), E˜≤ℓ(u) and E˜ℓ+1(u), the estimate (9.12)
for ̺/r and ̺2/r2, and the estimates (9.6) (9.7). Also, we have
max
|β|≤ℓ−1
sup
−1≤u≤u
√
̺
∣∣∣∂βu,u (∂u(̺w)∂u(̺w))∣∣∣ (u, u) . E˜≤ℓ(u)E˜ℓ+1(u) + E˜2≤ℓ(u) (9.17)
where we used the definition of E˜≤ℓ(u) and E˜ℓ+1(u), and the estimates (9.5) (9.6)
(9.7).
Next, we estimate ∂αu,u log(Ω) in sup norm for ℓ ≥ 2. To this end, recall that we
have
∂u∂u log(Ω) = −1
2
∂u(̺w)∂u(̺w) − Ω
2
8
̺2
r2
g(̺w)2
̺2
.
First notice that we have in view of (9.16) and (9.17) the following estimate
max
|β|≤ℓ−1
sup
−1≤u≤u
√
̺
∣∣∣∣∂βu,u(−12∂u(̺w)∂u(̺w) − Ω28 ̺2r2 g(̺w)2̺2
)∣∣∣∣ (u, u)
. C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ−1
E˜ℓ+1(u) + C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
.
Commuting the equation for log(Ω) with ∂βu,u, integrating in u from u = −1 where
∂u∂
β
u,u log(Ω) is controlled by C0, and using the fact that
√
̺−1 is integrable in u,
we infer
max
|β|≤ℓ−1
sup
−1≤u≤u
|∂u∂βu,u log(Ω)| . C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ−1
E˜ℓ+1(u)
+C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
.
Hence, the only missing derivative is ∂ℓu log(Ω) which is contained for exemple in
∂u∂
ℓ−1
τ log(Ω). This yields
max
|α|=ℓ
sup
−1≤u≤u
|∂αu,u log(Ω)| . sup
−1≤u≤u
|∂u∂ℓ−1τ log(Ω)|+ C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
+C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ−1
E˜ℓ+1(u).
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Next, commuting the equation for log(Ω) with ∂ℓ−1τ , integrating in u from (u, u)
which is on the axis so that ∂u∂
ℓ−1
τ log(Ω) vanishes, and using the fact that
√
̺−1
is integrable in u, we infer
sup
−1≤u≤u
|∂u∂ℓ−1τ log(Ω)| . C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ−1
E˜ℓ+1(u)
+C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
.
Thus we have finally obtained
max
|α|=ℓ
sup
−1≤u≤u
|∂αu,u log(Ω)| . C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ−1
E˜ℓ+1(u)
+C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
.
Next, relying on
Ω2 − 1 = e2 log(Ω) − 1 =
∑
j≥1
2j log(Ω)j
j!
where the convergence follows from the bound | log(Ω)| . ε which is a consequence
of Lemma 7.2, we deduce
max
|α|=ℓ
sup
−1≤u≤u
|∂αu,u(Ω2 − 1)| . max
|α|=ℓ
sup
−1≤u≤u
|∂αu,u log(Ω)|+
(
max
|α|≤ℓ−1
sup
−1≤u≤u
|∂αu,u(Ω2 − 1)|
)ℓ
. C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ−1
E˜ℓ+1(u)
+C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
. (9.18)
Next, we estimate derivatives of r in sup norm. First we notice that we have the
following estimate
max
|α|=ℓ
sup
−1≤u≤u
(
̺
∣∣∣∣∂αu,u(̺r Ω24 g(̺w)2̺2
)∣∣∣∣ (u, u) + ∣∣∣∣∂αu,u(̺2r Ω24 g(̺w)2̺2
)∣∣∣∣ (u, u))
. C0max
|α|=ℓ
sup
−1≤u≤u
∣∣∣∣̺∂αu,u(̺− r̺
)∣∣∣∣+ C0(1 + D˜≤ℓ−1(u) + E˜≤ℓ(u))ℓ−1E˜ℓ+1(u)
+C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
where we used the definition of D˜≤ℓ−1(u), E˜≤ℓ(u) and E˜ℓ+1(u), the expansion (9.11)
for ̺/r, the estimates (9.5) (9.7), and the estimate (9.18). Since we have on the
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other hand20
max
|α|=ℓ
∣∣∣∣̺∂αu,u(̺− r̺
)∣∣∣∣ . max
|α|=ℓ
∣∣∂αu,u(̺− r)∣∣+max
|α|=ℓ
∣∣∣∣[̺, ∂αu,u](̺− r̺
)∣∣∣∣
.
∑
|β|=ℓ−1
∣∣∣∣∂βu,u(∂ur + 12
)∣∣∣∣+ ∑
|β|=ℓ−1
∣∣∣∣∂βu,u(∂ur − 12
)∣∣∣∣
+
∑
|β|=ℓ−1
∣∣∣∣∂βu,u(̺− r̺
)∣∣∣∣
. D˜ℓ−1(u),
we infer
max
|α|=ℓ
sup
−1≤u≤u
(∣∣∣∣∂αu,u(̺2r Ω24 g(̺w)2̺2
)∣∣∣∣ (u, u) + ̺ ∣∣∣∣∂αu,u(̺r Ω24 g(̺w)2̺2
)∣∣∣∣ (u, u))
. C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ−1
E˜ℓ+1(u) + C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
.
Together with (9.16), this yields
max
|α|≤ℓ
sup
−1≤u≤u
(
̺
∣∣∣∣∂αu,u(̺r Ω24 g(̺w)2̺2
)∣∣∣∣ (u, u) + ∣∣∣∣∂αu,u(̺2r Ω24 g(̺w)2̺2
)∣∣∣∣ (u, u))
. C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ−1
E˜ℓ+1(u) + C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
. (9.19)
Commuting the equation for r with ∂αu,u, and integrating in u from u = −1 where
∂αu,u(∂ur − 1/2) is controlled by C0, we infer
sup
−1≤u≤u
∣∣∣∣∂αu,u(∂ur − 12
)∣∣∣∣ . C0(1 + D˜≤ℓ−1(u) + E˜≤ℓ(u))ℓ−1E˜ℓ+1(u)
+C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
.
Hence, the only missing derivative of order ℓ + 1 for r is ∂ℓ+1u r which is contained
for example in ∂u∂
ℓ
τr. This yields
max
|α|=ℓ
sup
−1≤u≤u
∣∣∣∣∂αu,u(∂ur − 12
)∣∣∣∣+max|α|=ℓ sup−1≤u≤u
∣∣∣∣∂αu,u(∂ur + 12
)∣∣∣∣
. sup
−1≤u≤u
∣∣∣∂u∂ℓτ r∣∣∣+ C0(1 + D˜≤ℓ−1(u) + E˜≤ℓ(u))ℓ−1E˜ℓ+1(u)
+C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
.
Next, commuting the equation for r with ∂ℓτ , and integrating in u from (u, u) which
is on the axis so that ∂u∂
ℓ
τ r vanishes, we infer
sup
−1≤u≤u
|∂u∂ℓτr| . C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ−1
E˜ℓ+1(u) + C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
.
20Here, we use in particular
∂u(r − ̺) = ∂ur + 1
2
, ∂u(r − ̺) = ∂ur − 1
2
.
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Thus we have finally obtained
max
|α|=ℓ
sup
−1≤u≤u
∣∣∣∣∂αu,u(∂ur − 12
)∣∣∣∣+max
|α|=ℓ
sup
−1≤u≤u
∣∣∣∣∂αu,u(∂ur + 12
)∣∣∣∣ (9.20)
. C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ−1
E˜ℓ+1(u) + C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
.
Next, we estimate the other terms in the RHS of (9.15). For a regular scalar
function f , we have the following Taylor expansions
f(u, u) = f(u, u) + 2̺
∫ 1
0
∂uf(u, u+ 2σ̺)dσ,
f(u, u) = f(u, u)− 2̺
∫ 1
0
∂uf(u− 2σ̺, u)dσ,
f(u, u) = f(u, u) + 2̺
∫ 1
0
∂uf(u+ 2σ̺, u + 2σ̺)dσ
−4̺2
∫ 1
0
∫ 1
0
σ∂u∂uf(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ,
where we used the fact that u − u = 2̺. In particular, since (u, u), (u, u) and
(u+ 2σ̺, u+ 2σ̺) are on the axis, we deduce
f(u, u)
̺
= 2
∫ 1
0
∂uf(u, u+ 2σ̺)dσ if f = 0 on Γ,
f(u, u)
̺
= −2
∫ 1
0
∂uf(u− 2σ̺, u)dσ if f = 0 on Γ,
f(u, u)
̺2
= −4
∫ 1
0
∫ 1
0
σ∂u∂uf(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ if f = ∂uf = 0 on Γ.
In view of21
̺ = r = 0, ∂ur =
1
2
, ∂ur = −1
2
, Ω = 1, r−̺ = ∂u(r−̺) = ∂u(r−̺) = ∂uΩ = ∂uΩ = 0 on Γ,
we infer
r − ̺
̺
= 2
∫ 1
0
(
∂ur − 1
2
)
(u, u+ 2σ̺)dσ,
̺− r
̺3
=
4
̺
∫ 1
0
∫ 1
0
σ∂u∂ur(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ,
∂̺r − 1
̺2
= −∂ur +
1
2
̺2
+
∂ur − 12
̺2
= −2
̺
∫ 1
0
∂u∂ur(u, u+ 2σ̺)dσ − 2
̺
∫ 1
0
∂u∂ur(u− 2σ̺, u)dσ,
∂τr
̺
= −4̺
∫ 1
0
∫ 1
0
σ∂τ∂u∂ur(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ,
log(Ω)
̺2
= −4
∫ 1
0
∫ 1
0
σ∂u∂u log(Ω)(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ.
21Recall that we have
∂u(r − ̺) = ∂ur + 1
2
, ∂u(r − ̺) = ∂ur − 1
2
.
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Next, recall that r satisfies
∂u∂ur = rκ
Ω2
4
g(φ)2
r2
= ̺
̺
r
κ
Ω2
4
g(̺w)2
̺2
.
Together with the identities
̺(u+ 2σ̺− 2sσ̺, u+ 2σ̺) = sσ̺(u, u),
̺(u, u+ 2σ̺) = σ̺(u, u),
̺(u− 2σ̺, u) = σ̺(u, u),
we infer
̺− r
̺3
= 4
∫ 1
0
∫ 1
0
sσ2
[
̺
r
κ
Ω2
4
g(̺w)2
̺2
]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ,
∂̺r − 1
̺2
= −2
∫ 1
0
σ
[
̺
r
κ
Ω2
4
g(̺w)2
̺2
]
(u, u+ 2σ̺)dσ − 2
∫ 1
0
σ
[
̺
r
κ
Ω2
4
g(̺w)2
̺2
]
(u− 2σ̺, u)dσ,
∂τr
̺
= −4̺2
∫ 1
0
∫ 1
0
sσ2
[
∂τ
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ.
Also, recall that Ω satisfies
Ω−2(∂uΩ∂uΩ− Ω∂u∂uΩ) = 1
8
Ω2κ
(
4
Ω2
∂uφ∂uφ+
g(φ)2
r2
)
and hence
∂u∂u log(Ω) = −1
2
∂u(̺w)∂u(̺w) − Ω
2
8
̺2
r2
g(̺w)2
̺2
.
We infer
log(Ω)
̺2
= −4
∫ 1
0
∫ 1
0
σ
[
−1
2
∂u(̺w)∂u(̺w) − Ω
2
8
̺2
r2
g(̺w)2
̺2
]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ.
Next, we commute with ∂αu,u. Note that we have for α = (α1, α2)
∂αu,u
(
f(u, u+ 2σ̺)
)
=
[
σα2(∂u + (1− σ)∂u)α1∂α2u f
]
(u, u+ 2σ̺),
∂αu,u
(
f(u− 2σ̺, u)
)
=
[
σα1∂α1u (∂u + (1− σ)∂u)α2f
]
(u− 2σ̺, u),
and
∂αu,u
(
f(u+ 2σ̺− 2sσ̺, u+ 2σ̺)
)
=
[
((1− σ(1− s))∂u + (1− σ)∂u)α1(σ∂u + σ(1− s)∂u)α2f
]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺).
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We deduce
∂αu,u
(
r − ̺
̺
)
= 2
∫ 1
0
[
σα2(∂u + (1− σ)∂u)α1∂α2u
(
∂ur − 1
2
)]
(u, u+ 2σ̺)dσ,
∂αu,u
(
̺− r
̺3
)
= 4
∫ 1
0
∫ 1
0
sσ2
[
((1− σ(1 − s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ,
∂αu,u
(
∂̺r − 1
̺2
)
= −2
∫ 1
0
σ
[
σα2(∂u + (1− σ)∂u)α1∂α2u
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u, u+ 2σ̺)dσ
−2
∫ 1
0
σ
[
σα1∂α1u (∂u + (1− σ)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u− 2σ̺, u)dσ,
∂αu,u
(
∂τr
̺
)
= −4
∑
|β|≤2
∂βu,u(̺
2)
∫ 1
0
∫ 1
0
sσ2
[
((1 − σ(1− s))∂u + (1− σ)∂u)α1−β1
(σ∂u + σ(1− s)∂u)α2−β2∂τ
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ,
∂αu,u
(
log(Ω)
̺2
)
= −4
∫ 1
0
∫ 1
0
σ
[
((1− σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
(
−1
2
∂u(̺w)∂u(̺w)− Ω
2
8
̺2
r2
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ.
In view of the first identity, we have
∣∣∣∣∂αu,u(r − ̺̺
)∣∣∣∣ . ∫ 1
0
∣∣∣∣[σα2(∂u + (1− σ)∂u)α1∂α2u (∂ur − 12
)]∣∣∣∣ (u, u+ 2σ̺)dσ
. sup
−2≤u′≤u
sup
−1≤u≤u
∣∣∣∣∂αu,u(∂ur − 12
)∣∣∣∣
and hence, in view of (9.20), we deduce
max
|α|=ℓ
sup
−1≤u≤u
∣∣∣∣∂αu,u(r − ̺̺
)∣∣∣∣ . C0(1 + D˜≤ℓ−1(u) + E˜≤ℓ(u))ℓ−1E˜ℓ+1(u)
+C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
. (9.21)
Next, recall that
̺(u+ 2σ̺− 2sσ̺, u+ 2σ̺) = sσ̺(u, u),
̺(u, u+ 2σ̺) = σ̺(u, u),
̺(u− 2σ̺, u) = σ̺(u, u),
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which allows us to rewrite the second and the third identities above as
̺∂αu,u
(
̺− r
̺3
)
= 4
∫ 1
0
∫ 1
0
σ
[
̺((1− σ(1 − s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ,
̺∂αu,u
(
∂̺r − 1
̺2
)
= −2
∫ 1
0
[
̺σα2(∂u + (1− σ)∂u)α1∂α2u
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u, u+ 2σ̺)dσ
−2
∫ 1
0
[
̺σα1∂α1u (∂u + (1− σ)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u− 2σ̺, u)dσ.
We infer
max
|α|=ℓ
sup
−1≤u≤u
(
̺
(∣∣∣∣∂αu,u(̺− r̺3
)∣∣∣∣+ ∣∣∣∣∂αu,u(∂̺r − 1̺2
)∣∣∣∣
))
(u, u)
. max
|α|=ℓ
sup
−2≤u′≤u
sup
−1≤u≤u
̺
∣∣∣∣∂αu,u(̺rΩ2 g(̺w)2̺2
)∣∣∣∣
which together with (9.19) yields
max
|α|=ℓ
sup
−1≤u≤u
(
̺
(∣∣∣∣∂αu,u(̺− r̺3
)∣∣∣∣+ ∣∣∣∣∂αu,u(∂̺r − 1̺2
)∣∣∣∣
))
(u, u)
. C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
(1 + E˜ℓ+1(u)). (9.22)
Next, recall that we have
∂αu,u
(
∂τr
̺
)
= −4
∑
|β|≤2
∂βu,u(̺
2)
∫ 1
0
∫ 1
0
sσ2
[
((1− σ(1− s))∂u + (1− σ)∂u)α1−β1
(σ∂u + σ(1 − s)∂u)α2−β2∂τ
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ.
We infer
̺
1
2
∣∣∣∣∂αu,u(∂τr̺
)∣∣∣∣ . ̺ 52
∣∣∣∣∣
∫ 1
0
∫ 1
0
sσ2
[
((1− σ(1 − s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2∂τ
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
∣∣∣∣∣
+
∑
|β|=1
̺
3
2
∣∣∣∣∣
∫ 1
0
∫ 1
0
sσ2
[
((1 − σ(1− s))∂u + (1− σ)∂u)α1−β1
(σ∂u + σ(1− s)∂u)α2−β2∂τ
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
∣∣∣∣∣
+
∑
|β|≤2
̺
1
2
∣∣∣∣∣
∫ 1
0
∫ 1
0
sσ2
[
((1 − σ(1− s))∂u + (1− σ)∂u)α1−β1
(σ∂u + σ(1− s)∂u)α2−β2∂τ
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
∣∣∣∣∣
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and hence
̺
1
2
∣∣∣∣∂αu,u(∂τr̺
)∣∣∣∣ . ̺ 32
∣∣∣∣∣
∫ 1
0
∫ 1
0
σ
[
̺∂τ ((1 − σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
∣∣∣∣∣
+
∑
|β|=1
̺
1
2
∣∣∣∣∣
∫ 1
0
∫ 1
0
σ
[
̺((1 − σ(1− s))∂u + (1− σ)∂u)α1−β1
(σ∂u + σ(1− s)∂u)α2−β2∂τ
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
∣∣∣∣∣
+
∑
|β|≤2
∣∣∣∣∣
∫ 1
0
∫ 1
0
s
1
2σ
3
2
[
̺
1
2 ((1− σ(1 − s))∂u + (1− σ)∂u)α1−β1
(σ∂u + σ(1− s)∂u)α2−β2∂τ
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
∣∣∣∣∣
which yields
̺
1
2
∣∣∣∣∂αu,u(∂τr̺
)∣∣∣∣ . ̺ 32
∣∣∣∣∣
∫ 1
0
∫ 1
0
σ
[
̺∂τ ((1 − σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
∣∣∣∣∣
+max
|α|≤ℓ
sup
−2≤u′≤u
sup
−1≤u≤u
̺
∣∣∣∣∂αu,u(̺rΩ2 g(̺w)2̺2
)∣∣∣∣
+ max
|α|≤ℓ−1
sup
−2≤u′≤u
sup
−1≤u≤u
̺
1
2
∣∣∣∣∂αu,u(̺rΩ2 g(̺w)2̺2
)∣∣∣∣
and hence, we infer in view of the estimates (9.16) (9.19)
̺
1
2
∣∣∣∣∂αu,u(∂τr̺
)∣∣∣∣ . ̺ 32
∣∣∣∣∣
∫ 1
0
∫ 1
0
σ
[
̺∂τ ((1 − σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
∣∣∣∣∣
+C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
(1 + E˜ℓ+1(u)).
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Now, relying on the identity
[
̺∂τ ((1 − σ(1− s))∂u + (1− σ)∂u)α1(σ∂u + σ(1 − s)∂u)α2f
]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)
=
1
2
(−s2∂s + sσ∂σ)
[{
((1 − σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2f
}
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)
]
−1
2
[
(−s2∂s + sσ∂σ)((1 − σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2f
]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)
=
1
2
(−s2∂s + sσ∂σ)
[{
((1 − σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2f
}
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)
]
−s
2
{[
− s∂s + σ∂σ , ((1 − σ(1 − s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
]
f
}
(u+ 2σ̺− 2sσ̺, u+ 2σ̺),
we have
∫ 1
0
∫ 1
0
σ
[
̺∂τ ((1− σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
=
1
2
∫ 1
0
∫ 1
0
σ(−s2∂s + sσ∂σ)
{[
((1− σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)
}
dsdσ
−1
2
∫ 1
0
∫ 1
0
σs
{[
− s∂s + σ∂σ , ((1− σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
](
̺
r
κ
Ω2
4
g(̺w)2
̺2
)}
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
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and hence, we integrate by parts the first term
∫ 1
0
∫ 1
0
σ
[
̺∂τ ((1− σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
= −1
2
∫ 1
0
σ
[
(∂u + (1− σ)∂u)α1(σ∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u, u+ 2σ̺)dσ
+
∫ 1
0
∫ 1
0
sσ
[
((1− σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
+
1
2
∫ 1
0
s
[
(s∂u)
α1(∂u + (1− s)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u− 2s̺, u)ds
−
∫ 1
0
∫ 1
0
sσ
[
((1− σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
−1
2
∫ 1
0
∫ 1
0
σs
{[
− s∂s + σ∂σ, ((1 − σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
](
̺
r
κ
Ω2
4
g(̺w)2
̺2
)}
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ.
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This yields
̺
∫ 1
0
∫ 1
0
σ
[
̺∂τ ((1− σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
= −1
2
∫ 1
0
[
̺(∂u + (1− σ)∂u)α1(σ∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u, u+ 2σ̺)dσ
+
∫ 1
0
∫ 1
0
[
̺((1− σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
+
1
2
∫ 1
0
[
̺(s∂u)
α1(∂u + (1− s)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u− 2s̺, u)ds
−
∫ 1
0
∫ 1
0
[
̺((1− σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
−1
2
∫ 1
0
∫ 1
0
{
̺
[
− s∂s + σ∂σ , ((1− σ(1 − s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
](
̺
r
κ
Ω2
4
g(̺w)2
̺2
)}
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ.
and hence
̺
∣∣∣∣∣
∫ 1
0
∫ 1
0
σ
[
̺∂τ ((1− σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1 − s)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
∣∣∣∣∣
. max
|α|≤ℓ
sup
−2≤u′≤u
sup
−1≤u≤u
̺
∣∣∣∣∂αu,u(̺rΩ2 g(̺w)2̺2
)∣∣∣∣
. C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
(1 + E˜ℓ+1(u))
where we have used (9.19) in the last inequality. Since on the other hand we have
obtained previously
̺
1
2
∣∣∣∣∂αu,u(∂τr̺
)∣∣∣∣ . ̺ 32
∣∣∣∣∣
∫ 1
0
∫ 1
0
σ
[
̺∂τ ((1 − σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2
(
̺
r
κ
Ω2
4
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
∣∣∣∣∣
+C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
(1 + E˜ℓ+1(u)),
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we deduce
max
|α|=ℓ
sup
−1≤u≤u
̺
1
2
∣∣∣∣∂αu,u(∂τr̺
)∣∣∣∣ . C0(1 + D˜≤ℓ−1(u) + E˜≤ℓ(u))ℓ(1 + E˜ℓ+1(u)).(9.23)
Next, recall that we have
∂αu,u
(
log(Ω)
̺2
)
= −4
∫ 1
0
∫ 1
0
σ
[
((1− σ(1 − s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1 − s)∂u)α2
(
−1
2
∂u(̺w)∂u(̺w) − Ω
2
8
̺2
r2
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ.
Assume first that α2 ≥ 1. Then, relying on the identity
̺
[
(σ∂u + σ(1− s)∂u)f
]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)
=
σ
2
∂σ
[
f(u+ 2σ̺− 2sσ̺, u+ 2σ̺)
]
we have
̺∂αu,u
(
log(Ω)
̺2
)
= −2
∫ 1
0
∫ 1
0
σ2∂σ
{[
((1− σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1 − s)∂u)α2−1
(
−1
2
∂u(̺w)∂u(̺w) − Ω
2
8
̺2
r2
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)
}
dsdσ
+2
∫ 1
0
∫ 1
0
σ2
{[
∂σ, ((1− σ(1 − s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1 − s)∂u)α2−1
](
−1
2
∂u(̺w)∂u(̺w) − Ω
2
8
̺2
r2
g(̺w)2
̺2
)}
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
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and hence we integrate by parts the first term
̺∂αu,u
(
log(Ω)
̺2
)
= −2
∫ 1
0
[
(s∂u)
α1(∂u + (1− s)∂u)α2−1
(
−1
2
∂u(̺w)∂u(̺w) − Ω
2
8
̺2
r2
g(̺w)2
̺2
)]
(u− 2s̺, u)ds + 4
∫ 1
0
∫ 1
0
σ
[
((1− σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1 − s)∂u)α2−1
(
−1
2
∂u(̺w)∂u(̺w) − Ω
2
8
̺2
r2
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
+2
∫ 1
0
∫ 1
0
σ2
{[
∂σ, ((1− σ(1 − s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1 − s)∂u)α2−1
](
−1
2
∂u(̺w)∂u(̺w) − Ω
2
8
̺2
r2
g(̺w)2
̺2
)}
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ.
This yields
̺
3
2 ∂αu,u
(
log(Ω)
̺2
)
= −2
∫ 1
0
1
s
1
2
[
̺
1
2 (s∂u)
α1(∂u + (1− s)∂u)α2−1
(
− 1
2
∂u(̺w)∂u(̺w)
−Ω
2
8
̺2
r2
g(̺w)2
̺2
)]
(u− 2s̺, u)ds
+4
∫ 1
0
∫ 1
0
σ
1
2
s
1
2
[
̺
1
2 ((1 − σ(1− s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2−1
(
−1
2
∂u(̺w)∂u(̺w)− Ω
2
8
̺2
r2
g(̺w)2
̺2
)]
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ
+2
∫ 1
0
∫ 1
0
σ
3
2
s
1
2
{
̺
1
2
[
∂σ, ((1 − σ(1 − s))∂u + (1− σ)∂u)α1
(σ∂u + σ(1− s)∂u)α2−1
](
−1
2
∂u(̺w)∂u(̺w)− Ω
2
8
̺2
r2
g(̺w)2
̺2
)}
(u+ 2σ̺− 2sσ̺, u+ 2σ̺)dsdσ.
Hence, we infer
max
|α|≤ℓ
sup
−1≤u≤u
̺
3
2
∣∣∣∣∂αu,u( log(Ω)̺2
)∣∣∣∣ (u, u)
. max
|α|≤ℓ−1
sup
−2≤u′≤u
sup
−1≤u≤u
̺
1
2
∣∣∂αu,u (∂u(̺w)∂u(̺w))∣∣
+ max
|α|≤ℓ−1
sup
−2≤u′≤u
sup
−1≤u≤u
̺
1
2
∣∣∣∣∂αu,u(̺2r2Ω2 g(̺w)2̺2
)∣∣∣∣
which in view of (9.16) and (9.17) implies
max
|α|≤ℓ
sup
−1≤u≤u
̺
3
2
∣∣∣∣∂αu,u( log(Ω)̺2
)∣∣∣∣ (u, u) . C0(1 + D˜≤ℓ−1(u) + E˜≤ℓ(u))ℓ(1 + E˜ℓ+1(u)).
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The case where α2 = 0 and hence α1 ≥ 1 is treated similarly by using the formula
∂αu,u
(
log(Ω)
̺2
)
= −4
∫ 1
0
∫ 1
0
σ
[
(σ∂u + σ(1− s)∂u)α1
((1 − σ(1− s))∂u + (1− σ)∂u)α2
(
−1
2
∂u(̺w)∂u(̺w)− Ω
2
8
̺2
r2
g(̺w)2
̺2
)]
(u− 2σ̺, u− 2σ̺+ 2sσ̺)dsdσ
which is obtained by reversing the role of u and u, and by relying on the following
identity to integrate by parts
̺
[
(σ∂u + σ(1− s)∂u)f
]
(u− 2σ̺, u− 2σ̺+ 2sσ̺)
= −σ
2
∂σ
[
f(u− 2σ̺, u − 2σ̺+ 2sσ̺)
]
.
Together with (9.18) (9.20) (9.21) (9.22) (9.23), we infer
max
|α|≤ℓ
sup
−1≤u≤u
(
̺
3
2
(∣∣∣∣∂αu,u(̺− r̺3
)∣∣∣∣+ ∣∣∣∣∂αu,u(∂̺r − 1̺2
)∣∣∣∣+ ∣∣∣∣∂αu,u( log(Ω)̺2
)∣∣∣∣)
+̺
1
2
(∣∣∣∣∂αu,u(∂τ r̺
)∣∣∣∣)+ ∣∣∣∣∂αu,u(̺− r̺
)∣∣∣∣+ ∣∣∣∣∂αu,u(∂ur − 12
)∣∣∣∣
+
∣∣∣∣∂αu,u(∂ur + 12
)∣∣∣∣+ ∣∣∂αu,u (Ω2 − 1)∣∣
)
(u, u)
. C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
(1 + E˜ℓ+1(u)).
Together with (9.15), this yields
Dℓ(u) . C0
(
1 + D˜≤ℓ−1(u) + E˜≤ℓ(u)
)ℓ
(1 + E˜ℓ+1(u))
which concludes the proof of Lemma 9.7.
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