-barrere@univ-tln.fr tions xj (t): Yi(t) In this paper, we study the blind separation of mixtures of propagating waves (delayed sources) encountered for example in underwater telephone (UWT) systems . We suggest a new second-order statistics method using as many observations as sources. First, we show that each of the N delayed sources can be developed as a particular linear combination of the different temporal-derivatives of the N observations. Under some assumptions, an instantaneous rectangular separating matrix is then identified by the joint diagonalization of a set of covariance matrices estimated from the observations and its derivatives. The algorithm used takes into account the particular structure of the spectral mixing matrix encountered. A numerical simulation is provided in a 3-sources/3-observations case for propagating audio signals.
INTRODUCTION
Consider a set of N propagating waves sj (t) in an echo-free and noise-free medium. These are recorded on a set of M identical sensors. Let xz (t) denote the contribution of the source sj (t) on a sensor arbitrary indexed by 1, i. e. xj (t) is a filtered version of the source sj (t). Assuming that the set of sensors is sufficiently compact, then the contribution of the source sj (t) recorded on a sensor i is the same one as that recorded on the first sensor, except for an attenuation factor and a propagation delay. The observation yi (t) recorded on the sensor i, is a linear combination of the delayed contribu- (1) where cij is the relative attenuation coefficient of source j on sensor i, and ij a relative propagation delay of source j on sensor t.
The different contributions are assumed to be band-limited, differently colored, statistically independent and zero-mean. Thereafter in the paper, the contributions will be called sources.
The problem is to provide an estimation of the N different sources xj (t) from the observations yi (t).
A first way to solve the problem using truncated Taylor series of each delayed source xi (t -Tij) has been successfully treated in [1] - [5] . It [2] , [4] , [6] ). For higher delays, a combination of two-order and highorder statistics methods is proposed in [3] to achieve the separation. The main limitation of these methods is the high necessary number of observations (up to several times the number of sources).
We propose here a N-sources N-sensors original approach based on the direct estimation of an instantaneous rectangular 
It is important to note that the two approaches are not equivalent: the matrix M is not a simple pseudoinverse of S.
The paper is organized as follows: in the next section we explain how to construct the separating matrix S from the propagation model described by the system of equations (1) . Then the third section explains the second-order statistics method implemented to estimate this separating matrix. The estimation uses a new version of the joint-diagonalization algorithm proposed by S.Degerine in [7] . A description of this algorithm has to appear in english, a preprint can already be read in [8] . A numerical simulation in the last section illustrates the effectiveness of our approach. The system (2) can be rewritten in matrix notation as:
where (4) where the weights Cakli are also particular products of coefficients cij, and Tkli are particular sums of delays Tij.
Back to the temporal representation, the system (5) becomes: 
(t).
Each filtered source {hd * Xk}(t) is then a finite sum of delayed observations: (6) {hd * Xk}(t) = , akli yl (t-Tkli) I,i Assuming that the Tkli are "small" for all indices, Yi (t-Tkli) can be approximated by its truncated up to P-order Taylor series expansion. Each 
where Off(.) is the sum of the square non diagonal elements of the considered matrix. To perform the mean square optimization, S. Degerine uses a relaxation on the lines of S conducting to solve N eigenvalue problems for each iteration.
Here, the expected diagonalizer S being non square, the optimization (8) does not conduct to an unique solution for S. The main idea is then to force the algorithm to hold the theoretical structure of the separation matrix at each iteration. This theoretical expression depends on the parameters cij and Tij. At each step of relaxation, we estimate the parameters cij and Tij from their formal expression wrt the entries of the current estimated S. The next step is processed using an new S built on these estimated parameters.
An illustration of such theoretical expressions can be found in Appendices for the 2-sources case. For the N-sources case, we implemented formal calculus subroutine in order to provide automatically the formal expressions we need. The final algorithm is summed up as follows:
RESULTS
We present now a numerical simulation in the 3-sources/3-observations case. The sources are 24s long music extracts.
The sampling frequency is F, = 22.05kHz. 7) Repeat steps 4), 5) and 6) until the evolution of the estimated matrix S becomes sufficiently weak. Taking the matrices C and D into account, the filter Hd (v) can be identified and its effect reversed after separation. We obtain the following source estimations (Fig. 2 ) that have to be compared to the original ones (Fig. 3 ). In this case (6) leads to the 2 following filtered sources: 4h (t) xh (t) (9) c22Yl(t-T22) -y2(t), -C21Yl(t -T21) + y2(t), where xh(t) = Xk(t-T22)-Xk(t-T21), k C [1, 2] . 
