We test whether innovations in aggregate risk, interpolated from a vector autoregressive system that contains the Chen, Roll and Ross (1986) five factors as in Petkova (2006), are common factors in crosssectional stock returns. We provide direct evidence that innovation in industrial production growth, a classical business-cycle variable that summarizes the state of the economy, is associated with the crosssectional return predictability of individual stocks. We conclude that the role of innovation in aggregate risk is not random, and furthermore that it provides guidance concerning an important source of nonfinancial market-based risk in asset returns.
Introduction
In this paper we evaluate the pervasive role of aggregate risk factors in changes in a given investment opportunity set. We investigate whether innovations in state variables are important for explaining asset pricing anomalies related to market capitalization and book-to-market equity. Our goal is to explore a number of aggregate state variables that can potentially influence cross-sectional return variability in our testing assets. We demonstrate that at the individual firm-level, aggregate risk innovation is a more important determinant of average cross-sectional returns than has previously been shown.
Specifically, we investigate whether the size effect and the value effect, which are often associated with market equity (
) and book-to-market ratio ( / ) respectively, are related to the surprise component of aggregate risk factors. The size and value effects show that certain portfolios of stocks tend to have higher returns than others. Since the anomalous nature of stock returns goes against the predictions of various models asserting that firm-level characteristics should not influence the crosssection of stock returns, the size and value effects have faced intense scrutiny in academic research 2 .
In order to explain asset returns with business-cycle fundamentals, we follow the widely cited unconditional approach of Chen, Roll, and Ross (CRR 1986) , and choose their set of five relevant aggregate factors. Similar to Petkova (2006) , we use a multivariate vector autoregressive (VAR) model to extract innovations from the raw aggregate factors. We focus on variables such as the growth rate of industrial production (GIP), which summarizes the state of the economy, and relate the innovations to average returns for a set of well-known Fama-French (1993) portfolios two-way sorted on market equity and book-to-market ratio. One simple result emerges: Innovation in GIP is revealed to be a significant priced risk factor and is related to cross-sectional return predictability. We conclude that the relationship between expected return and the component of aggregate risk related to innovation in GIP is positive and not flat. We also perform an individual firm-level analysis to evaluate the role of GIP innovation risk for individual stocks. The results demonstrate that the spread between value and growth portfolios becomes much weaker once we control for GIP innovation. Furthermore, we perform a Fama-MacBeth (1973) 2 The relation between average stock returns and firm characteristics such as and / has already been investigated in numerous studies. Recent work by Fama and French (2012) and Asness et al. (2013) suggest that there are value premiums in average stocks returns that, except for Japan, decrease with size. In a related paper, Novy-Marx (2013) uses gross profitability as a measure of profitability and shows that the value premium is not driven by unprofitable stocks. Hwang and Rubesam (2013) provide a behavioral explanation of the value-growth anomaly based on time-varying return reversals. Choi (2013) argues that the dynamic interaction between asset risk and leverage drives the value premium.
cross-sectional regression for individual stocks, using firm-level characteristics and the loadings on the innovations. No previous study provides such a breakdown of the cross-sectional variability of individual stocks in the presence of innovation in GIP.
Our paper is closely related to the recent work of Cooper and Priestley (2009) , who suggest that the output gap, a prime business cycle indicator, predicts aggregate stock and bond market returns. However, in contrast to our GIP innovation, Cooper and Priestley (2009) measure the output gap by the deviations of the log of IP from trend that incorporate both a linear and a quadratic component. Furthermore, unlike Cooper and Priestley (2009) , who analyze stock returns on the CRSP value-weighted index and the S&P 500 index, we focus on portfolios and individual stocks sorted by well-known firm-level characteristics that have implications for equity allocation. Finally, our primary focus is the cross-sectional role of GIP innovation in our testing assets. Our approach is therefore complementary, and the contributions of this paper are limited by the robustness of the current results.
The rest of the paper is organized as follows. Section 2 reviews the prior literature and explains what motivates our idea. Section 3 briefly describes the methodology and models of performance measurement used throughout the paper. Section 4 presents our main empirical results. In section 5 we conclude with some brief comments.
Motivation and prior literature
The key insight of Merton's (1973) intertemporal capital asset pricing model (ICAPM) is that the equilibrium pricing kernel depends on the state variables of the return generating process. Thus, in equilibrium we have the following relationship between expected return and risk:
where , +1 is the return of asset in excess of the risk-free rate at time + 1, , +1 is the excess market return at time + 1, +1 is a vector of state variables that shift the investment opportunity set, is a scalar, Δ is a × 1 vector that prices all assets, and subscript denotes the conditionality of information available at time . Recent empirical literature suggests that macroeconomic risk might proxy for +1 , which describes the variability in the investment opportunity set. There is a large body of work which implements empirically testable versions of (1), and utilizes levels of macroeconomic state variables that price the cross-section of stock returns (see e.g., Lettau and Ludvigson (2001) ; Brennan et al. (2004); Campbell and Vuolteenaho (2004); Petkova (2006) ; Shanken and Weinstein (2006) ; Liu and Zhang (2008) ; Krishnan et al. (2009); Aretz et al. (2010); and Fong (2012)) 3 .
Despite the existing work, there have been few attempts to see whether the effect of aggregate economic factors, which forecast changes in investment opportunity sets, are illusory or real and supportable by data. In the literature, we see limited utilization of the innovations of common risk factors that summarize the state of the economy as a priced risk factor. Unlike the previous works, in this study we focus on the innovations in the set of CRR aggregate risk factors as driving the pricing kernel (1). Representative recent works that include a similar set up and variables are Guidolin, McMillan, and Wohar (2013), Liu and Zhang (2008) , Petkova (2006) , and Shanken and Weinstein (2006) . Compared to Shanken and Weinstein (2006) , and Liu and Zhang (2008) , we evaluate the incremental role of the innovation in GIP in the presence of four other CRR risk factors and excess market returns. Petkova (2006) doesn't demonstrate whether the superiority of the model comes from its ability to explain cross-sectional returns of individual stocks. Furthermore, unlike Guidolin, McMillan, and Wohar (2013) , we provide results to justify the non-random role of state variables in double-sorted (two-dimensional) portfolios. As mentioned by Campbell (1996, p.300) , implementation of (1) should rely on the innovations in state variables that help to forecast future investment opportunities. Motivated by that argument, in the empirical tests of the paper we focus on the innovations of all five CRR risk factors.
Empirical methodology
Following Cochran (2005, ch.12), we consider a linear multifactor factor model with observable factors = ( 1 , … … , )′ and a vector of exposures to risk factors = ( 1 , … … , )′. The empirical modeling applied in this paper is premised on the evaluation of a factor pricing model with multiple factors
by running time-series regressions
3 For example, Aretz et al. (2010) examine a broad set of macroeconomic fundamentals and find that changes in GIP expectations and the term structure Granger-cause several macroeconomic fundamentals. In their investigation into the premiums earned by small-cap, value and momentum strategies, Arshanapalli, Fabozzi, and Nelson (2006) find evidence in support of a risk-based explanation for the small-cap premium. However, the same investigation did not find conclusive evidence in favor of a risk-based explanation for the value premium, as the value strategy was found to perform well during recessions and down stock markets. In a related paper, Maio and Santa-Clara (2013) use a three-factor conditional ICAPM in an attempt to explain the value premium and momentum anomalies. Furthermore, Engle, Ghysels, and Sohn (2013) suggest that economic fundamentals such as GIP play a significant role in explaining short-term and long-term component of stock market volatility. ∀ = 1, … , . In (2), , is the excess returns of asset at time , and = ( 1 , … … , )′. More precisely, in our time-series regression (2), the set of risk factors are represented by the estimated residual vector from the following parsimonious first-order VAR specification, as adopted in Petkova (2006) :
where the vector consists of the demeaned values of the excess market return and five CRR factors defined in subsection 4.1. We can rewrite equation (2) as:
where � 's are obtained from (3). Finally, we use the estimated time-series betas from (4) in the following cross-sectional regression across expected returns of all assets:
In (5), ̂' s are the exposures to the corresponding factor, and 's capture the reward for bearing the associated factor risk. Our final estimate and statistical significance of in the 2 nd pass of the crosssectional model (5) are based on
, ∀ .
and the standard errors using the traditional Fama-MacBeth (1973) method. In order to avoid measurement error problems, in addition to traditional Fama-MacBeth (1973) version, we also report tstatistics based on Shanken's (1992) errors-in-variables-adjusted standard errors for our cross-sectional regression inference. The modified standard errors are given by following
is the variance of the mean for factor (zero when = 0) in the second pass cross-sectional regression, � is the sample mean vector of estimated coefficients , (∀ ) in equation (5), and Ω f is the sample covariance matrix of the factor. In practice, we implement three different versions of equations (4) and (5). They include a simple model with only � as an explanatory variable, a multifactor model with innovations from all CRR factors, and a full specification (4). In the next section we provide the main empirical evidence of the paper.
Empirical evidence

Data
We analyze two sets of data in this paper. For the first set, we obtain 25 size-and book-to-market-sorted portfolio returns, value-weighted market returns, and Fama-French factors from Kenneth French. Our sample commences in January 1962 and extends through December 2011. The second set includes all U.S firms traded on the NYSE, AMEX, and NASDAQ during the period from July 1963 to June 2011.
Following the literature, we include firms with least five years of valid CRSP returns and exclude financials (SIC code 6000-6799) and utilities (SIC code 4900-4942). This sample of stocks from the NYSE-AMEX-NASDAQ universe is obtained from the CRSP-Compustat combined database. Following Fama and French (1993) , we consider firms with positive on Compustat and construct / ratios.
The used in June of year is the book equity for the end of the last fiscal year − 1, and the is price times shares outstanding at the end of December of − 1. The sample includes all ordinary common equity for which we have for December of − 1 and June of , and for − 1. We choose to use the estimated GIP innovation beta and / ratio of each stock to construct various sets of portfolios.
The first set of portfolio is solely based on the estimated GIP innovation beta of individual stocks. The second set of portfolio is two-way sorted by the estimated GIP innovation beta and by / of each stocks. We provide further details about these one and two-dimensional portfolios in subsection 4.4.
For aggregate risk characterizations, following Liu and Zhang (2008) we identify the aggregate factors as: 
, and , is the one-month T-bill rate; is defined as a 20-year -1-year treasury yield from the FRED database at the Federal Reserve Bank of St. Louis; and is defined as the BAA-AAA yield from the FRED database at Federal Reserve Bank of St. Louis. In the next two subsections 4.2 and 4.3, we first consider the performance of portfolios. This is followed by our analysis of the individual stock level data in subsections 4.4 and 4.5.
Descriptive statistics and alpha measures
We start with the basic descriptive statistics for the monthly excess returns of all the 25 size-and book-tomarket-sorted portfolios between January 1962 and December 2011 4 . As we expect, the summary of the average excess returns of all double-sorted portfolios, reported in Table 1 , demonstrates that there is a significant value premium. The portfolios with higher / ratios consistently generate higher average excess returns 5 , and the average monthly portfolio excess returns always increase in the higher BE/ME quintiles. The average excess return on high-/ stocks is 0.88% per month and the average excess return on low-/ stocks is 0.37% per month. The value premium in our sample is higher for smallsize stocks and lower for big-size stocks (0.86% per month compared to 0.17% per month), which coincides with existing findings in the literature (see e.g., Fama and French (2012) , Asness, Moskowitz, and Pedersen (2013)). The median-size and median-/ portfolios generate average excess returns of 0.72% and 0.68% per month respectively 6 . Table 1 also displays average alpha estimates from four different models. The first estimate is the intercept of a traditional market model, which we refer to as 1F model alpha. The next two estimates are based on the intercept from two characteristic-based multifactor models, which use innovations of FamaFrench (1993) and momentum (Carhart (1997) ) factors. We call these intercepts 3F model alpha and 4F model alpha respectively. The final set of estimates reports the intercepts from our time-series model (4), which includes excess market return and innovations of five CRR factors.
The first set of alpha estimates -the intercept from the market model -suggests that the value premium persists even after controlling for market risk. In terms of the abnormal returns, the 1F model alpha estimates are smaller than the average excess returns. As has been noted in the literature, the smaller size and higher / portfolios continue to generate economically significant alpha estimates, even after adjusting for market risk. When we add the innovations of SMB and HML risk factors in the model, the alpha estimate becomes insignificantly distinguishable from zero for small-size and high-/ stocks. We find that the slope estimates (not reported) of all three common risk factors Altogether, the reported results in Table 1 suggests that for the 3F model, the alpha spread between the value and growth stocks for the biggest size quintiles becomes -0.35%. The same estimate for the 4F model is -0.11%. Within the highest / quintile, we observe three intercepts that are small and insignificantly different from zero in the presence of the Fama-French factors innovations. The same is not true for the smallest size quintile portfolios. The value premium disappears for bigger size stocks.
Large value and small growth stocks underperform. The implication is that after the incorporation of characteristic-based factor innovations, there is a lower value premium for small-size stocks and a smaller growth premium for big-size stocks. We also look at the root mean square alpha and the mean absolute alpha separately for various models of Table 1 . The root mean square alphas for the 3F and 4F models are much smaller than for the 1F model. For the mean absolute alpha, the 1F model produces the highest value 7 .
In Table 2 we present the basic first-order VAR regression results, which we utilize to generate the timeseries loadings of each of our testing assets. Our application of a full VAR to a six-equation model suggests that the coefficients in all equations are jointly significant at the 1% level. Only one lag of each variable is used in each equation. In the equation for , except −1 and −1 , the other coefficients are significant at least at the 10% level. In the equation for , the coefficients of −1 , −1 and −1 remain highly significant at the 5% level. The VAR parameter estimates imply that does not appear to be explained by −1 . The spread in yields, rather than aggregate stock returns, appear to explain a substantial portion of the time-series variation in 8 . Interestingly, there is bidirectional causality between excess market returns and unexpected changes in price level. The slope estimate of −1 is significantly positive (at the 1% level) in the equation for and , and significantly negative (at the 5% level) in the equation for and . As has been documented in 7 In order to test if all the intercepts are zero simultaneously, we employ F-test statistics developed by Gibbons, Ross, and Shanken (1989) , also known as the GRS test. We immediately see that for the market model the GRS test statistic generates a significant value of 4.67 (p-value=0.000). The same is true for the GRS statistic generated by the 3F and 4F specifications alpha estimates (F=3.14 and F=3.02 respectively). Similarly, the simple CRR model as well as a combination of CRR and 1F model's alpha estimates produces GRS F-test statistics of 3.43 and 3.37 respectively.
the literature (Chen, Roll and Ross (1986) ), there appears to be a statistically significant relationship between aggregate stock returns and real economic activity. The equations for both and produce the highest � 2 of 0.94 and the equation for yields the lowest root-mean-squared-error of 0.09. We also perform a test for normality using the single-equation and joint Jarque-Bera statistics (not reported) and neither of them reject the null hypothesis that the disturbances in all the VAR equations are normally distributed.
Therefore, our preliminary results suggest that even though the market risk itself cannot explain the timeseries variability of the value premium, aggregate economic factors innovations may complement the story. In other words, there might be some types of risk other than the market proxy associated with small-size and high-BE/ME stocks, as predicted by French (1993, 1996) and a large number of authors. Without the incorporation of these other risks, portfolio evaluation techniques can be misleading.
The aggregate economic factor innovations may play a supplementary role in improving the risk characterization of our testing assets, and without their incorporation the characterization of value-growth stocks is rather limited. As the innovations in GIP act like a potential business cycle-related state variable, similar to Guidolin, McMillan, and Wohar (2013) , we can argue that the time-variation in the size and value premium is linked to the business cycle. In the next subsection we provide a framework for measuring the effectiveness of our methodology in the cross-sectional analysis.
Portfolio level cross-sectional results
The above empirical evidence raises an obvious question: Does innovation in GIP factor loading really explain the variation in the cross-sectional returns of all 25 portfolios? We answer that question by using the Fama-MacBeth (1973) cross-sectional regression (CSR) approach detailed in section 3. The estimation results from various versions of equation (5) are presented in Table 3 . The CSR results show that a variable such as innovation in GIP goes a long way toward explaining the cross-sectional return variability of the 25 portfolios. When used alone, the single-factor GIP innovation beta explains a small part of the cross-sectional differences in the 25 portfolio returns. In specification 1, the average � 2 is low (18%), but the estimated intercept is not significant at the 5% level (using robust Shanken t-statistic). The premium associated with the innovation in GIP is significantly positive (0.43%), and under the errors-invariable correction, the Shanken t-statistic for the hypothesis 0 : � = 0 becomes 2.70, which is significant at least at the 5% level.
Adding four other CRR risk factors innovations (i.e., specification 2) improves the average � 2 to 32%, and the price of GIP innovation risk becomes 0.37 (Shanken t-statistic = 2.58). The corresponding CSR estimation result shows that the innovations in and are positively priced, and the innovations in and are negatively priced. Only and , however, are statistically significant (at the 10% level) in the cross-section 9 . Inclusion of the market factor in the pricing equation (as shown in specification 3) improves the overall explanatory power (average � 2 increases to 44%), but it does not drive out the role of the GIP innovation beta. Compared to the base model, the intercepts of the multifactor CSR models 2 and 3 are zero, as none of the t-statistics using Shanken's adjustment are significant at the 5% or better confidence level.
In order to investigate the influence of Fama-French factors on the aggregate risk innovations, we also include the innovations of SMB and HML in both the time-series and the cross-sectional analysis. Even in the presence of ̂� and ̂� , the loading on ̂� continues to be an important determinant of average portfolio returns. The Shanken t-statistics for the hypothesis 0 : � = 0 (against 1 : � ≠ 0) are 2.42 and 2.31, for CSR specifications 4 and 5 respectively. The price of risk related to the size and value factor innovations are not significant at the 5% level. For specification 5, the zero intercept hypothesis of the CSR is rejected only at the 10% level using the Fama-MacBeth t-statistic. Both factsthat the estimated market risk premium is negative, and that the loadings on the Fama-French factor innovation are not significant in the cross-section -are consistent with previous studies (see e.g., Fong
(2012), Lettau and Ludvigson (2001) , Maio and Santa-Clara (2013) , and Petkova (2006)) 10 . Therefore, our results suggest that the innovation in GIP, a close proxy for macroeconomic risk, is capturing a part of the cross-sectional return predictability of size-and book-to-market-sorted portfolios
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. Consistent with rational asset pricing, the price of higher exposure to aggregate risk related to GIP surprises is positive.
Measuring the role of innovation in aggregate risk at the individual stock level
So far, our findings are based on a portfolio-level analysis and it is not clear whether the results are defendable for individual stocks. To investigate that issue, in this subsection we perform an individual 9 We note that the counterparts of and in Petkova (2006) , which the author refers as and respectively, are slightly different. In Petkova (2006, Table II and V) , only the TERM innovation beta is significant at the 1% level, while DEF is not significant at all. Our results using the sample period July 1963 to December 2001 (not reported) correspond to Petkova's (2006) results. 10 We also replicate the cross-sectional regressions using two type of first-stage rolling regressions -five year rolling window and reverse recursive window regressions. Those results are consistent with what we observe in Table 3. 11 It is important to note that in the literature numerous studies have analyzed the ability of macroeconomic factors to price the cross-section of U.S. returns. There is a consensus that macroeconomic risks do not explain the value premium (Fong 2012) . While many of the existing studies have not explicitly looked at innovations in the macroeconomic factors, some of them, including Petkova (2006) and Aretz et al.(2010) , have. The general conclusions from these studies seem to be that slight variations in the empirical setup can greatly influence empirical findings. That is, although Aretz et al. (2010) find that economic growth risk helps to price characteristic-sorted portfolios, a similar factor never attracts statistical significance in Petkova (2006) . stock-level analysis to evaluate the role of GIP innovation risk for individual stocks. In order to conduct such an experiment, we utilize various one and two-dimensional portfolios.
We start with a set of one-dimensional portfolios of stocks based on 10 deciles of GIP innovations beta.
For each month , we first estimate the GIP innovation beta using the past 36 to 60 months of data (as available) for each stock. The estimated slope coefficient of the GIP innovation is then used to construct We also construct three sets of alternative two-dimensional portfolios of stocks, which are double-sorted In the third set of double-sorted portfolios, we perform an independent sorting to construct another set of two-dimensional portfolios based on / and GIP innovation betas 12 . Unlike in Case 1 and 2, we now use both sorting criteria (dimensions) based on / and GIP innovation beta independently. We simultaneously sort all the stocks into low and high groups based on the median GIP innovation beta, and into low and high groups based on the median / breakpoint. The key is that we conduct both sorting processes independently and in parallel. As a result, we construct four new portfolios, which are based on unconditional double-sorting and different from the previous two sets of portfolios. In Panel C, the monthly average returns of the new portfolios are reported as Case 3
13
. 12 We thank an anonymous referee for suggesting the independent sorting. 13 Compared to the unconditional double-sorting, the average number of firms (not reported) for each portfolio constructed by our two conditional double-sorting shows very little variation. For example, for portfolios sorted first by / and then by the GIP innovation beta (Case 1), the low-/ group contains 725.1 firms on average, and the high-/ group contains an
The results in Panel A show that a sorting based on GIP innovation beta does portray an intuitive picture of the average portfolio returns. In general, firms in higher GIP innovation beta deciles have higher returns. The highest GIP beta decile portfolio earns 1.19% per month and the return is significant at the 1% level. Even though the average returns doesn't display a monotonically increasing trend from low to high GIP beta deciles, on an average, stocks in the low GIP innovation beta deciles commands significantly lower returns. The high-minus-low portfolio, which holds the highest GIP beta portfolio and shorts the lowest GIP beta portfolio, generates a premium of 0.54% per month. For the / -sorted portfolios, shown in Panel B, the average return trend is rather transparent and supports what is already known in the existing literature. Value stocks dominate growth stocks over the entire sample period. The average long-short portfolio based on BE/ME is 0.51% per month, which is slightly smaller than its Panel A counterpart. As the constituents of two sets of decile portfolios are different, the findings are not surprising.
In order to understand the nature of the risk adjusted return of GIP innovation beta decile portfolios, we use the market model and the Fama-French 3F model and evaluate at the intercept and slope estimates in time-series regressions. The results, reported in Table A1 of the appendix, suggest that market beta alone is not successful in explaining the abnormal returns. The size and value factors, on the other hand, capture a part of the systematic risk. The magnitude of the SMB slope estimate decreases from low to high GIP beta deciles, and that of HML increases from low to high GIP beta deciles. Unlike the market model, where all the intercepts are significant, the 3F model results in risk adjusted returns that are not statistically significant for six deciles, even at the 10% level.
We consolidate the above findings by looking at the information content of our two-dimensional portfolios. In terms of average performance of various double-sorted portfolios, the portfolio of stocks within the low-/ group (i.e., Case 1) shows a 0.90% monthly return for the low-GIP innovation beta and a 1.47% monthly return for the high-GIP innovation beta group. For the high-/ group, the average return increases from 0.97% per month for the low-GIP innovation beta to an impressive 1.70%
per month for the high-GIP innovation beta. Our first double sorting generates an average monthly value premium of 0.48% for the high-GIP innovation beta, and 0.15% for the low-GIP innovation beta. The return on the long-short portfolio using the GIP innovation beta is large (0.74% per month) for the value category, and relatively small (0.40%) for the growth category.
average of 644.7 firms. For the GIP innovation beta group, the smallest (largest) number of firms belongs to the high-GIP (low-GIP) innovation beta. In contrast, when we perform independent (unconditional) double-sort, the low-/ group and low-GIP innovation beta group contains the largest number of firms. Our results are not sensitive to equal-weighting or a concentration on NYSE stocks. Details are available upon request.
In Case 2, when we reverse the portfolio sorting order, we observe some new findings. Among all four portfolios, the low-/ plus low-GIP innovation beta portfolio continues to generate the lowest average excess return (0.94% per month). Both portfolios corresponding to the high-GIP innovation beta generate higher average monthly returns compared to their low-GIP innovation beta counterparts, although the differences are no longer economically large. We observe that the average excess return of the value group is now lower (1.18% in Case 2 versus 1.34% in Case 1), and that of the growth group is now slightly higher (1.11% in Case 2 versus 1.02% in Case 1). The average spread in returns between value and growth portfolios goes down significantly for the high-GIP innovation beta category. Also, the average excess return of the low-GIP innovation beta group becomes discernibly higher (0.97% per month in Case 2 as compared to 0.90% per month in Case 1).
Even though, by construction, the constituents of the third set of double-sorted portfolios in Panel C (i.e., Case 3) are slightly different, their average returns follow a pattern similar to Case 1. The high-/ (low-/ ) portfolio generates an average excess return of 1.17% (0.95%) per month. The long-short portfolio based on the GIP innovation beta generates an average return of 0.48% for the high-/ group and 0.38% for the low-/ group. There is a significant value premium for both low and high GIP innovation beta groups.
The most interesting finding in all three panels is the role of reverse sorting in the average spread of the long-short portfolios. For Case 2, when we move from low to high-GIP innovation beta portfolios, the average spread between the low and high-/ portfolios is in the range of 5 to 9 basis points and not significant at the 5% or better significance level. It is instructive that if the value-premium is indeed driven by the GIP innovation beta, the spread between value and growth portfolios after controlling for GIP innovation beta will be insignificant or significantly weakened. In Panel C of Table 4 we find evidence that this is indeed the case. Therefore, in sum, there is considerable predictive power in the GIP innovation in our sample, even at the individual stock level. Based on our results, the GIP innovation beta is helpful in dissecting the overall spread of the value premium.
Cross-sectional regressions at the individual stock level
In this last subsection, we evaluate the cross-sectional role of the GIP innovation beta by performing month-by-month cross-sectional regressions at the individual stock level during the period from July 1963
to June 2011. We use the standard Fama and MacBeth (1973) methodology to control the crosscorrelation in residuals. The observations are at a monthly frequency for all stocks listed on NYSE-AMEX-NASDAQ. Following the existing studies in the literature, we control for several firm-specific characteristics. They are log of firm size or market capitalizations ( ), log of book-to-market ratio ( / ), short-term return reversal (Chan (2003) ), and momentum (Jegadeesh and Titman (1993) ).
For each month we run the following cross-sectional regressions
+ , , = 1,2, … , , = 1,2, … , , (6) where , is the realized return on stock in month , , , includes the set of explanatory variables such as market beta, CRR factors innovations, and firm-level characteristics. For each month = 1,2, … , , is the total number of stocks that varies from month to month. We calculate the t-statistic by the average slope divided by its time-series standard error.
In Table 5 we present the familiar, standard set of CSR specifications. In specification 1, consistent with existing literature, the market beta carries a positive but statistically insignificant coefficient of 0.032 (tstatistic equal to 0.77). In specification 2, when we use the GIP innovation beta, the corresponding slope coefficient estimate turns out to be small, positive, and significant ( � � = 0.041, t = 2.83) at the 1% level. When we include market as well as GIP innovation in our CSR (i.e., specification 3), the coefficient of the GIP innovation beta becomes lower (0.034) but remains significant (t=2.67) at the 1% level. In specifications 4 to 6, we find that the role of � is robust to controlling for other CRR factors innovations and two firm-specific characteristics. As has been found in other studies, in our sample, firm size is negatively related to average returns, and / is positively related to average returns. The price of UTS innovation risk is significantly positive at the firm-level CSR. It is important to note that, Lu and Zhang (2008, Table 4 ) already show that the loading on GIP growth declines monotonically with size and increases monotonically with / . Our results therefore revalidate Lu and Zhang (2008) by using innovations to the factors rather than the factors themselves
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. While the GIP innovation beta is not a sufficient statistic to explain the cross-section of stock returns, there is definitely a reward for holding stocks with high exposure to � , which confirms our previous findings based on the sorting of individual stocks in Table 4 . In the last 3 specifications, we control for short-term return reversal and momentum in the cross-section. At the end of each month, we estimate (6) by including , −1 , which is the return of asset in month − 1, and and ∑ , − 12 =2
, which is the 11-month cumulative return of asset from − 12 and − 2, as additional explanatory variables. The results -reported in model 7 through 9 -suggest that in the cross-section the past-month return and the past-year return are not very significant across these assets.
14 In addition to the full sample betas, similar to Fama and French (1993) we also implement a rolling window version of the CSR, which provides a robustness test against forward-looking bias. For that we use beta at December of time − 1, as well as size and / at Decemebr of time − 1, and explain excess returns from July of to June of + 1. When we use the rolling monthly coefficients and standard errors for statistical inferences, the results are qualitatively similar to the full sample counterpart. We thank an anonymous referee for suggesting the rolling window estimation.
Two natural questions might be: (1) Which stocks have statistically significant GIP innovation betas? and, (2) Why do stocks with high GIP innovation betas produce higher average returns? We find that the exposure to nonfinancial market-based variables such as GIP innovations varies widely across industries and over time. In the mid-cap (with market capitalization of $2 billion to $15 billion) value category, firms in consumer discretionary, industrials, information technology, and materials have the highest GIP innovation beta. In the large-cap (with market capitalization of $15 billion to $50 billion) value category, the largest GIP innovation beta firms are in energy, health care, industrials, information technology, and telecommunication services. In the small-cap (with market capitalization under $2 billion) value category, firms in materials and consumer staples display the highest sensitivity to GIP innovation. A large number of mid-and large-cap growth firms with the highest sensitivity to GIP innovation are energy firms involved in oil, gas, and coal extraction activities. Typically, the value firms are much more sensitive to change in GIP innovation, which essentially is based on production related data. This sensitivity contributes to a cross-sectional relationship between average returns and � betas. Small-cap growth firms are much more sensitive to changes in GIP but less sensitive to GIP innovations and their average returns do not respond to changes in � betas in the cross-section. It is well-established that the value premium is countercyclical and the value stocks become particularly risky during economic downturns.
Following Cooper and Priestley (2009) , we can argue that the GIP innovation is a classical business cycle variable and may contain information about the variation in return differences between value and growth stocks over the business cycle. Our findings also indirectly support the idea of Guidolin, McMillan, and Wohar (2013) , that the time-variation in stock return predictability is related to the information content of monthly GIP, which is essential for the characterization of the business cycle. The GIP innovation beta, therefore, may capture a part of time-varying risk, which further is related to the countercyclical variation of the value premium.
Conclusions
In this study, we revisit the role of innovation in economic fundamentals. We test whether innovation in aggregate risk, interpolated from a vector autoregressive system that contains the Chen, Roll and Ross (1986) five factors, is a common factor in cross-sectional asset returns. We develop a framework, both at the portfolio and individual stock level, which evaluates the cross-sectional roles of innovations in aggregate predictive variables. Our results illustrate that growth in industrial production plays a nontrivial role in the risk characterization of the value-growth stocks. We show that innovation in growth in industrial production, a potential business cycle-related state variable, is an important cross-sectional determinant of average returns of portfolios and individual stocks. One can extend our results in various directions. It would be interesting to see whether our results are defendable by using additional test assets (such as momentum, reversal, price-to-earnings ratio etc.) to estimate the price of risk of the innovations.
Another topic for exploration is the role of innovations risk in other countries' stock returns. We leave those issues for future research. 
, is the excess return of asset at time . is the ex-post excess market return which is equal to the value-weighted CRSP portfolio in excess of the 3-month Treasury bill rate.
, and is the seasonally adjusted Consumer Price Index from the Labor Bureau of Statistics;
, and , is the onemonth T-bill rate;
is defined as a 20-year -1-year treasury yield from the FRED database at the Federal Reserve Bank of St. Louis; and is defined as the BAA-AAA yield from the FRED database at Federal Reserve Bank of St. Louis; = ( ) − ( −1 ), where is the index of industry production in month from the FRED database at Federal Reserve Bank of St. Louis. , , and are size, value, and momentum factors respectively, obtained from Ken French. Coefficients marked with ***, **, and * are significant at the 1%, 5%, and 10% level respectively. 
, and , is the one-month T-bill rate;
is defined as a 20-year -1-year treasury yield from the FRED database at the Federal Reserve Bank of St. Louis; and is defined as the BAA-AAA yield from the FRED database at Federal Reserve Bank of St. Louis. The data are sampled monthly over the period Jan 1962 to Dec 2011. z-statistics are reported in parenthesis. Coefficients marked with ***, **, and * are significant at the 1%, 5%, and 10% level respectively. Fama-MacBeth (1975) cross-sectional regression results using the excess returns on 25 size-and book-to-market-sorted portfolios. The full sample factor loadings, which are used as the independent variables in the regressions, are computed in one time-series regression. The first row of the table presents the second-stage crosssectional regressions including the intercepts and slopes in percent per month. The Fama-MacBeth (1973) t-statistics are reported in parentheses (FM t-stat) and the t-statistics using errors-in-variables adjustment of Shanken (1992) are reported in square brackets [SH t-stat] . is the ex-post excess market return which is equal to the value-weighted CRSP portfolio in excess of the 3-month Treasury bill rate. , is the one-month T-bill rate; is defined as a 20-year -1-year treasury yield from the FRED database at the Federal Reserve Bank of St. Louis; and is defined as the BAA-AAA yield from the FRED database at Federal Reserve Bank of St. Louis. and are Fama and French (1993) size and value factors based on six value-weighted portfolios sorted by size-and book-to-market. The t-statistics marked with ***, **, and * are significant at the 1%, 5%, and 10% level respectively. Note: The table presents the time-series averages of the slopes in cross-sectional regressions using the standard Fama and MacBeth (1973) methodology. We use full sample window in the first-stage regression and use the factor loading in the second-stage cross-sectional regressions. The t-statistic is the average slope divided by its time-series standard error. The sample period is July 1963 to June 2011, and observations are at a monthly frequency for all stocks listed on NYSE-AMEX-NASDAQ. ( ) is log of market capitalizations, ( / ) is log of book-to-market ratio, , −1 is the return of asset in month − 1, and ∑ , − 12 =2
is the 11-month cumulative return of asset from − 12 and − 2. Coefficients marked with ***, **, and * are significant at the 1%, 5%, and 10% level respectively.
