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1. INTRODUCTION 
It is common in studying viscous, heat-conducting fluids to make what is 
known as the Boussinesq approximation. This consists in assuming that the 
fluid has constant density,viscosity, etc., except for a buoyancy term appearing 
in the momentum equations. In that term, for small deviations from hydro- 
static equilibrium due to nonuniform heating in a gravitational field, the 
deviation from ambient density is taken to be linearly related to the deviation 
from ambient of the other thermodynamic variables describing the state of 
the fluid. If s, T, and p denote, respectively, the velocity, the temperature, 
and the pressure in the fluid, this approximation leads to the following 
Boussinesq equations for the flow: 
s,+s.Vs-vV2s=-(l/p)Vp+f+gT, (1.1) 
v*s=o, (1.2) 
T,+-s.VT-KV~T=O. (1.3) 
(For a complete derivation of (1.1-1.3) see, e.g., [l].) Notice that (1.1-1.3) 
reduce to the Navier-Stokes equations when T = 0. 
Naturally, (1.1-1.3) must be supplemented by certain boundary and 
initial conditions. Let the fluid occupy a domain V C R3. Then, the usual 
such conditions are 
s(x, t) = 0, T(x, t) = TAX, t) forxEaV, t 20 U-4) 
1 Supported, in part, by the National Science Foundation and the National Research 
Council of Canada. 
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(1.5) 
Here, Ta is a given function on aI’ x [0, CD], while s, and T, are given on V. 
Most commonly, it is assumed that Ta is constant. 
In this paper, we discuss weak solutions of (1.1-1.5). All earlier work that 
we know of has either been restricted to the stationary Boussinesq problem [212 
or has discussed strong solutions of the nonstationary problem [3, 41. Our 
experience with the Navier-Stokes equations [5, 61, however, leads us to 
believe that if one insists on strong solutions of the nonstationary problem, 
he must rest content with solutions that are local in time, and precisely what 
is known about the Boussinesq problem also is that strong solutions exist 
locally in time [4]. On the other hand, if a weak solution is all one desires, 
our experience again leads us to hope that a global solution in time may be 
attainable [6, 71. That is what we prove here. 
The method we use begins by making a discrete approximation to the 
time variable in (1.1-1.3). This method was used in [8] to prove existence3 
of weak solutions of the Navier-Stokes equations. We begin by showing that 
the method also extends to the Boussinesq equations. 
The very short Section 2 is devoted to notation. In Sections 3 and 4, we 
discuss the equations obtained by making the time variable discrete in (1.1). 
Then, in Section 5, we show that the Boussinesq equations themselves have a 
weak solution. 
All this omits the interesting case when the fluid has an insulated boundary. 
In Section 6, we show that in circumstances that include the insulated 
boundary, as well as the common and interesting situation where the tem- 
perature is constant on the boundary, one can prove rather more about the 
weak solution than can be easily proved in the general case (1.4). Although 
part, at least, of what is proved in Section 6 is probably true when T is merely 
given (and not constant) on aV, we are unable to prove this. The question 
of how much of Section 6 remains true generally remains open for future 
research. 
2 In several earlier papers (e.g., [2]), the Boussinesq equations with the simple 
buoyancy term gT are generalized to include a possibly nonlinear term h(T) on the 
right on (I .l). Our methods also apply in this more general situation, provided 
appropriate growth and smoothness hypotheses are made. However, the only function h 
consistent with the Boussinesq approximation is the one occurring in (1.1): h(T) = gT. 
(See [l]). Consequently, we restrict our attention to this case. 
3 There is an error in the proof of Lemma 5.2 of [8] which invalidates all the material 
in Section 5 of the reference. However, the material appearing before Lemma 5.2 is 
all correct. This includes existence of weak solutions. 
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2. NOTATION 
Let Y be a domain in Rn with a smooth boundary. In all the following, we 
take V to be bounded. However, if the velocity and temperature satisfy 
appropriate conditions at infinity, there should be no real difficulty in extend- 
ing our results to unbounded domains (cf. [S]). 
The set of all infinitely differentiable functions with compact support in V, 
taking values in R", is denoted by Corn. In all that follows, m is either 1z or 1; 
the context usually makes clear which value of m is appropriate. In either case, 
if 4 E Corn, I$ 1 denotes its Euclidean length. 
Let 4 E Corn. Then, we define 
II c IIP = (1, Icw” qp 9 
and 
where 
and 4 = (+r ,..., &J in some coordinate system in Rm. For 4 and # in Corn, 
we also set 
and 
For 1 < p < co, we denote by LP the completion of Csm in the norm 
II .llp; Hi?’ is the completion of C,,m in the norm II V . ]12,. We make the usual 
modifications when p = CO: L* is the space of essentially bounded functions 
defined on V with values in Rm. Also, H1.8 is the set of all functions in LP 
having their first distributional derivatives in LP. 
When m is n, we define 
q:o” = (4 E Co”: v . + = O}. 
For 1 < p < co, the completion of ‘Z$” in the norms I/ . 112) and I/ V * ]I?, are 
the spaces Z’p and S-P, respectively. We denote the orthogonal projection 
of L2 onto g2 by P, and recall [5, 61 that the orthocomplement of S2 in L2 
is the set of all gradients. 
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It is convenient to view the velocity, temperature, etc., occurring in (1. l- 
1.5) as functions of t, taking values in one of the above spaces. Accordingly, 
we write (1.1-1.3) in the form 
S(t) + s(t) * Vs(t) - “V2@) =- (l/P) VI-(t) +f(t) + gT(t), (2.1) 
v * s(t) = 0, (2.2) 
T(t) + s(t) * VT(t) - fwT(t) = 0, (2.3) 
for t > 0. Here, the dot denotes differentiation with respect to time t. Using 
the notation introduced in the last paragraph above, we can reduce (2.1) 
to the form 
i(t) + h(t) . Vs(t) - vmqt) = Pf(t) + PgT(t), (2.4) 
If $ is a function for which it makes sense, we denote by $si’ the restriction 
of $ to the boundary of V. With this notation, the boundary conditions (1.4) 
can be written 
P(t) = 0, Ta”(t) = Ta(t) for t 3 0. 
We also have (1.5), which now takes the form 
40) = 43 > T(0) = To. 
(2.5) 
(2.6) 
In (2.5) and (2.6), Ts(t), so, and To are given. 
It is convenient to reduce (2.4-2.6) to a problem with homogeneous 
conditions on the boundary. For this purpose, let T* denote the solution of 
T*(t) - ~v~T*(t) = 0, (2.7) 
(T*)““(t) = T&), (2.8) 
T*(O) = To. (2.9) 
Notice that (2.7-2.9) is the initial boundary value problem for the heat 
equation. Because this problem is so familiar, we assume properties of the 
solution T* are known. 
In (2.2-2.4), write T = T* + -r. The result is 
i(t) + R(t) . Vs(t) - vPVs(t) = Pf*(t) + &T(t), 
v * s(t) = 0, 
and 
(2.10) 
(2.11) 
t(t) + s(t) . V[T*(t) + 7(t)] - /cV27(t) = 0, 
a set of equations that is to be solved along with the conditions 
P(t) = 0, P(t) = 0 for t > 0 
(2.12) 
(2.13) 
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and 
40) = so 9 T(0) = 0. (2.14) 
In (2.10), we have written 
f*(t) =f(t> + gT*w (2.15) 
In the sequel, we refer to (2.10-2.14) as the reduced Boussinesq problem. 
We remark that, in all that follows, the letter c, with or without subscripts, 
is reserved for positive constants. An inequality with a c in it is to be inter- 
preted as meaning that there is a positive constant such that the inequality 
holds. 
3. THE QUANTIZED EQUATIONS 
Take h > 0, and let k be an integer. We look at the velocity and other 
quantities appearing in (2.10-2.11) at the discrete sequence of values t = Hz. 
To simplify the notation, write sle for s(G), with similar notation for the 
other functions appearing in (2.10-2.12). Approximating, the time derivatives 
in (2.10) and (2.12) by difference quotients and making certain other simple 
modifications of the equations, we obtain 
and 
sic - skwl + hPs,-, . Vs, - hvPV%, = hPf,* + hPgrkbl , (3.1) 
v * Sk = 0, (3.2) 
TV - T,+~ + hs,ml * V(T,* + Q) - hKV%, = 0. (3.3) 
Mimicking the definition introduced in [8], we call (3.1-3.3) the quantized 
Boussinesq equations. To solve them, we note that so is given, 7. = 0, and 
Tk* = T*(kh) is also given fork = 0, I,.... In addition, we have the boundary 
conditions 
av Sk = 0 and T”,’ = 0. (3.4) 
Notice that (3.1-3.4) have the form 
s - D + hPu . Vs - hvPW = hPf * + hPgB, (3.5) 
v . s = 0, (3.6) 
p = 0 (3.7) 
r - 6 + ha . V(T* + T) - hK% = 0, (3.8) 
p = 0 , (3.9) 
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where we have written u for slcPl , s for sk , f * for fk* , T* for Tk*, 0 for Q-~ , 
and 7 for TV. In these equations, (T, f *, 0 and T* are to be considered as 
known; the problem is to find s and 7. Notice also that the quantized Bous- 
sinesq equations have the very nice property that they separate: (3.5-3.7) is a 
problem to be solved for s, and these equations do not involve T; (3.8-3.9) 
are to be solved for 7, and they do not involve s. 
Our first task is to show that (3.5-3.7) h ave solutions. For this purpose, we 
define the concept of a weak solution. We say that a function s is a weak 
solution of (3.5-3.7) ifs E 2’:~~ and 
6, d - hfJ Y) + h4Vs, v+> = (0 + hf * + k$t 4) 
for every 4 E %a”. Similarly, we say that 7 is a weak solution of (3.8-3.9) if 
7 E HiS2, and 
(T, a) - ha .V#) + &(VT, V#) = (0 - ha . VT*, I/+) 
for every 9 E Cam. 
LEMMA 3.1. Let CTEZ~, and let f *, BELA. Then, (3.5-3.7) have a weak 
solution. If, in addition, VT* E Lm, then (3.8-3.9) have a weak solution. 
Proof. The following proof is almost word for word the same as that of 
Lemma 3.1 of [8], where it was shown that (3.5-3.7) with f * = 0 and 0 = 0 
have a weak solution. Unfortunately, the repetition is necessary since portions 
of the proof are needed later on. 
Assume first that u E %a”. Fix s E &‘ip”, and define a linear functional F 
by the formula 
F(4) = (s, 4 - ha . 04) + hv(Vs, V#). 
F is bounded on Zis2. Indeed, 
I F(C)I < II s 112 II # II2 + h II 0 IL !I s 112 II W II2 + h II Vs II2 II V I12 
G (~1 + 4 II u llm + 4 II Vs II2 II W 112 . 
Consequently, there exists an element As of Xis2, such that 
F(Q) = PAS, W, 
(3.10) 
this being the scalar product of As and 4 in Xt*“. 
Now, A is a linear operator. Set 4 = As. Then, (3.10) gives 
Ij VAs 11; = F(As) 
< c II Vs 112 II PAS IIs . 
Thus, A is bounded as an operator on $‘t*‘. 
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The divergence theorem shows that 
(u - vs, s) = 0. 
Therefore, setting $ = s, we find 
This equation entails both 
II VAs 112 3 c II Vs 112 (3.11) 
and 
II VA*s II2 Z c II Vs II2 9 (3.12) 
where A* denotes the adjoint of A. (3.11) implies the range of A is closed 
and (3.12) that the nullspace of A* is zero. Therefore, A maps A?:*” onto 
itself. 
The functional G defined by G(4) = (u + Af * + AgO, 4) is clearly bounded 
on Zt-“. Therefore, there is an element u E A?‘:*” such that 
(0 + hf* + w, 4) = (Vu, w. 
Since A is onto, there is an s E #iv2 such that As = u. We show that this 
function s is the desired weak solution. 
If 4 E %,,“, we have 
(0 + hf* + W,4> = (Vu, Y> 
= (VAs, V+) 
= (s, 4 - ha . V$) + hv(Vs, V$), 
(3.13) 
by the definition of F. This shows, as predicted, that s is a weak solution of 
(3.5-3.7). 
This is the proof of existence of s when u E gab”. Notice that, in this case, 
we have proved, not only that (3.13) is valid when 4 E VOW, but actually 
whenever 4 E &a . l-2 This fact is important in the rest of the proof. 
Suppose now that u is only in P2. Let {uj) be a sequence in g6a converging 
to u in Y2. Let {sj} be the corresponding sequence of weak solutions whose 
existence has already been proved. Thus, {si} C Hts2, and 
(sj, 4 - huj . V#) + hv(Vsj, V#) = (uj + hf * + h&C) 
for all 4 E .%a . le2 In this formula, set 4 = sj. The result is 
11 si 11; + hv 11 Vsj 11,” = (ui + hf * + hge, d) 
(3.14) 
(3.15) 
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and, as a consequence, 
This shows that (sj} is bounded in Xi,” and also in g2. Select a subsequence 
converging weakly in -Y2 n Xt*” and call this subsequence {sj} again. Call its 
weak limit s. 
We have (3.14) for all + E &‘is” and certainly then for all $ E gOm. With 
4 E %lrn, we sendj to infinity in (3.14). The result is 
(s, 4 - ho - W) + WV& W) = (0 + hf* + 474 9) 
since (sj} converges weakly to s in Z2 n %A*“, while {oj} converges strongly 
to u in P2. This shows that s is a weak solution of (3.5-3.7) and completes our 
proof that these equations have a weak solution. A similar argument applies 
to (3.8-3.9) to complete the proof of Lemma 3.1. 
4. BOUNDS ON SOLUTIONS OF THE QUANTIZED EQUATIONS 
We need certain estimates on the weak solutions of (3.1-3.4) (whose 
existence follows from Lemma 3.1). For this purpose, we begin with the 
easy 
LEMMA 4.1. Let CJ E Z2, f * G L2, 0 E L2, VT* E Lm. Then, the weak solu- 
tions, s and 7, of (3.5-3.9) satisfy 
II s II; + hv I! Vs II; < (u + hf * + k$,s>, (4.1) 
11 T 11,” + hK II VT 11; < (6’ - ha * VT*, T). (4.2) 
Proof. As we saw in the proof of Lemma 3.1, there is a sequence (aj} 
of elements of worn converging strongly to u in Pi, and a corresponding 
sequence (sj} of weak solutions of (3.5-3.7) converging weakly to s in 
.Z2 n J$*“. Then, (3.15) is satisfied for all j. Letting j tend to infinity in 
(3.15), we obtain (4.1). A similar proof leads to (4.2). 
Next, we remark that an easy inductive argument gives 
LEMMA 4.2. Let (xk} be a sequence of positive real numbers satisfying 
xk - 2%+, + (1 - xz) xk-2 < ,-% k = 2, 3,..., (4.3) 
where~>OandO<h<l. Then, 
xk < (dx2) [(l -b A)” - l] $- (l + A>k max(xo~ xl)e (4.4) 
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Now, recall that (3.5-3.9) were obtained by writing sk = s, slcwl = a, 
fk* = f *, T,* = T*, Q-~ = 8, and 7k = 7. Therefore, (4.1-4.2) show that 
II Sk rr; + h II VSk It; d (Sk-1 + bfk* + &7,-l 9 Sk), (4.5) 
11 ok ii; + AK 11 vqc 11,” d (~-1 - kc-, * VT,*, d (4.6) 
(4.5) implies that 
II SIC II2 d II Sk-1 II2 + h Ilhc* II2 + h I g I II T?c-1 II2 ? 
while (4.6) gives 
Summing (4.8), and using the fact that 70 = 0, we find 
k-l 
where we have written 
11 VT* Ilm,m = ““kp 11 VT,* km .
Therefore, (4.7) gives 
k-2 
11 Sk 112 < I/ sk-l i/z + h lifk* /iz + A2 1 &’ 1 * // VT* Ilm.m c II si 112 
0 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
Writing 
0 
we find that the xk’s satisfy an inequality of the form (4.3) with 
A2 = A2 I g I * II VT* //m.m 
Write 
and /* = h Ilf* 1h.m = h “;P Ilfk* 112 * 
Y2=lgI’llV~*Ilmm. (4.11) 
Then, Lemma 4.2 gives 
hy2 i II sj II2 < IIf* ll2.m N1 + YNk - 11 + b2(ll so II2 + II Sl II,> (1 + 74”. 
0 
(4.12) 
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(4.9) and (4.12) together give 
I g I * II Tk II2 < IIf* 112,m [Cl + Yhlk:-l  11 + w so II2 + II Sl II,) (1 + rh)“-l 
G IIf* ll2.m [(I + yh)7s-1 - 11 (4.13) 
+ W(2 II so II + h IIf* Lo> (1 + 9F> 
by (4.7) (with K = 1) and the fact that 7. = 0. Also, (4.7) and (4.13) give 
11 sk //Z < 11 sk-l /h + h(lif* //2,m + O@)) t1 + yh)k-2, k > 2. 
The term O(h) IS independent of k. Summing this last inequality, we find 
the more useful form 
I/ s, II2 f 11 s1 II2 + IIf* IlLa, + 0(h) (1 + yh)“-1 
< 11 so II2 + h IIf* !.I + ‘If* La + OCh) 
(4.14) 
Y 
(1 + N-l, 72 >, 1. 
With these results in hand, we can prove the following theorem, which 
contains our basic estimates, from which everything else can be derived. 
THEOREM 4.3. Let so E 5F2, f * E Lm(O, co; L2), VT* 6Lm(0, co; Lm). Then, 
the quantized Boussinesq equations (3.1-3.4) have a sequence (s,; rk} of weak 
solutions. Dejine y > 0 by (4.11). Then, the solutions satisfy the inequalities 
11 s, 11; + i /I Sk - Sk-1 11; + 2hv i 11 vs, 11; < ‘$ePynh (4.15) 
1 1 
The constants c1 and c2 are independent of n and are bounded as h goes to zero. 
Proof. The existence statement follows immediately from Lemma 3.1 
upon making the identification s = sk , 0 = sk-r , etc. Thus, it remains to 
prove (4.15) and (4.16). 
For this purpose, we have (4.5), (4.6), (4.11), (4.13), and (4.14). Notice 
first that (4.5) is equivalent to 
I/ sklli + 11 sk - sk-1it + 2hvII vsk 11," < 11 sk-lIii + 2h(fk* + gTk-1 9 sk), 
(4.17) 
INITIAL VALUE PROBLEM FOR A VISCOUS FLUID 11 
and the last term here is bounded by 
by (4.13) and (4.14). Here, the constants are independent of K and are bounded 
as h goes to zero. Using this estimate in (4.17) and summing over K, we obtain 
/I %z 11; + $ 11 sk - sk-l 11; + 2hv i 11 “k it 
1 
d c[l + (1 + yfpl + (1 + rh)2”-21 
< cleBynh. 
This is (4.15). (4.16) is proved similarly. 
5. THE BOUSSINESQ EQUATIONS 
We show now that the weak solutions of Theorem 4.3 can be used to 
construct a weak solution of the Boussinesq equations (2.10-2.14). 
We begin with a definition. We call a pair (s, T) of functions a c-weak solution 
of the Boussinesq system (2.10-2.14) if 
e?(t) 6Lm(0, 00; 9’) n L2(0, co; iX?im2), 
emct7(t) eLm(O, co; L2) n L2(0, co; H,1s2), 
(5.1) 
(5.2) 
and if, whenever 4 E Com([O, co); %?s”) and $ E C,,“([O, co); Corn), we have 
(so ) 4(O)) + ID rw d(t) + s(t) * W(t) + ~v2m + (f *w + se, 4(t))l c&f 
=o (54 
and 
low 4 [(+> tt> + s(t) ’v$(t) + KV2$(t)) + (S(t) ’ VT*(t), 3(t))] tit = 0. 
(5.4) 
Here, T* is defined by (2.7-2.9) and f * by (2.15). 
We construct weak solutions of (2.10-2.14) from functions s(.; h), T( a; h), 
with h positive, defined as follows: 
s(t; h) = Sk, 7(t; h) = 7-k , kh,(t<(k+ 1)h (5.5) 
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for K = 0, l,..., where {So}, {TV) are the sequences of weak solutions of the 
quantized Boussinesq equations whose existence was proved in Theorem 4.3. 
We make the additional definitions 
T*(t; h) = Tk*, f*(c h) =fk*, kh < t < (h + 1) h. (5.6) 
LEMMA 5.1. Let so E 92, f * eL”(O, 00; L2), VT* E L”(0, co; Lw). Then, 
the functions s(.; h) and T(*; h) defined by (5.5) satisfy 
11 e-%(t,; h)\lE + $ Ih” ev2vt /I s(t; h) - s(t - h; h)lli dt 
(5.7) 
+ 2~ St” 11 eeYtVs(t; h)lf dt < cl 
h 
and 
/I I%-(t,,; h$ + i j” e-2Yt /I T(t; h) - T(t - h; h)l\i dt 
h 
(5.8) 
-I- 2~ 1” 11 e-“%‘T(t; h)iji dt < c2, 
h 
for all t, > h. Here, cl and c2 are independent of t, and are bounded as h goes to 
zero. 
Proof. Take t, > h and choose n such that nh < t, < (n + 1) h. Defini- 
tion (5.5) gives 
II s(t,; 41~ + f jht” II s(t; h) - s(t - h; h)lii dt + 2~ jhto II Vs(t; h)lli dt 
n-1 
= 11 % Iii + c 11 sk - sk-l ii: + 
1 
la-1 
+ 2hv c II vsk II: + 2&, - ah) II Vs, II: 
1 
by (4.15). (5.7) follows from this. The proof of (5.8) is similar. 
LEMMA 5.2. Let the hypotheses of Lemma 5.1 be satisfied, and let 
INITIAL VALUE PROBLEM FOR A VISCOUS FLUID 13 
Then, 
(so , NV + joa KS@; 4 d(t) + dc 4- V(t) +~V‘V(t)) 
+ (f*(t; h) + c&t; 4, WI dt = WV, 
(5.9) 
and 
s m (T(t; h),d(t) + s(t; h)*V$(t> + KV~W)> dt 0 
= 
s 
m (s(t; h) . VT*(t; h), #(t)) dt + O(h1’2) 
0 
(5.10) 
as hJ0. 
Proof. We begin by proving (5.10). If x E Co*, we have, using (3.9) and 
Green’s Theorem, 
(TV , x - hskml * Vx - hKV2x) = (T~-~ - hs,-, . VT,*, x). (5.11) 
With definitions (5.5-5.6), this is equivalent to 
(T(t; h), x - hs(t - h; h) . V, - hKV2x) 
= (T(t - h; h) - hs(t - h; h) * VT*(t; h), x), 
whenever t > h. If 4 E C,,@([O, co); Corn), 4(t) E Corn may be substituted for x 
in this formula. Integrating the result with respect to t, we find 
s m (T(t; h), 4(t) - hs(t - h; h) * V#(t) - hKV’#(t>) dt h 
= 
s 
m (T(t - h; h) - hs(t - h; h) . VT*(t; h), 9(t)) dt, 
h 
a formula that can be written in the equivalent form 
s 
om [(T(t; h), 4(t) + s(t; h) . W(t) + KV’$(t)> - (s(t; h) * VT*(c 4, WNI dt 
= s h (T(t; h), $(t) + s(t; h) . V+(t) + KV’#(t) - + +(t + A)) dt 0 
+ jhw (T(t; h), $(t) - ‘@ + ‘j - %‘@)  dt 
+ jha ([s(t; h) - s(t - h; h)] * V+(t), T(t; h)) dt 
- 
s 
hm ([s(t; h) - s(t - h; h)] + VT*@; h), 4(t)) dt 
(5.12) 
- 
s 
h (s(t; h) . VT*(t; h), 4(t)) dt. 
0 
We now investigate each of the terms on the right side of (5.12) in turn. 
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Because, in the interval (0, h), ~(t; h) = 70 = 0 (cf. (2.14)), the first term 
vanishes. 
To estimate the next three terms, recall that I,% E Cam([O, 00); Cam). There- 
fore, I/J(~) = 0 if t lies outside some interval [0, to]. Moreover, in [0, to], the 
smoothness of $ implies 
(t) _ w + h) - $49 
h II 
= O(h) 
2 
(5.13) 
uniformly in [0, to]. We also have that the second term on the right of (5.12) 
is bounded by 
jht” II T(t; h>ll2 /I&> - ‘@ + ‘j! - Ibct) II2 dt 
< [S oto 1) e-‘%(t; h)/l; dt]li2 [St” e2vt 1)$(t) - ‘# + hj - 4(t) /I2 dt]1’2 0 2 
< ch (5.14) 
by (5.8) and (5.13). 
To estimate the third term, we again use the fact that + is supported in an 
interval [0, to] and, therefore, that the third term is bounded by 
.c 
to !I s(t; 4 - s(t - k h>llz II Wt)llm II 70; h>llz dt 
h 
< octet, /I e2’%@)llm [j’” e-2vt II s(t; h) - s(t - h; h)lj; dt]lit (5 15) 
X 
[I 
:” II eeytT(t; h)llt dt]l” 
by (5.7) and (5.8). 
A similar estimate shows that 
1 jhm (I$; h) - s(t - h; h)] * VT*(t; h), 4(t)) dt 1 < chl’2 (5.16) 
also, since VT* EL~(O, CO; L*). 
The final term in (5.12) is 
- 
s 
h (so - VT,“, #(t)) dt = O(h) 
0 
(5.17) 
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since s,, E P’, VT,* is bounded, and jl #(t)& is bounded. Using the estimates 
(5.14-5.17) in (5.12), we obtain (5.10). 
The proof of (5.9) is essentially the same as that of Lemma 4.1 in [8]. The 
estimate of the forcing term in (5.9) follows easily in the same way as the 
estimate in (5.17). 
LEMMA 5.3. Let the conditions of Lemma 5.1 be satisfied, and let 4 E %$“, 
# E Corn. Then, 
l(s(t; h) - s(w; 4,4>I 6 cl I e2Yt(l + O(h)) - e2W + O(h))/ (5.18) 
and 
l(T(C h) - ~(w; h), #>I < c2 I e2Yt(l + O(h)) - e2yw(l + O(h))1 (5.19) 
for all t, w 2 0. The constants c, and c2 are independent of t and w and are 
bounded as h goes to zero. 
Proof. We prove (5.19); the proof of (5.18) is similar. Notice that it is 
sufficient to carry out the proof for t > w 3 0. Let k and j be integers such 
that 
kh < t < (k + 1) h, jh <w <(j+ I)h (5.20) 
with k > j + 1. (If k = j the left-hand side of (5.19) is zero.) If 4 E Corn, we 
find from (5.1 l), and upon summation over n, 
Therefore, 
I(+; h) - +w A)> $11 
< h(K /I v2# 112 + I/ v# Ilm) ; [iI 7, 112 + 11 %-I !!e (11 T* !l2.a, + /I Tn I’,)1 
j+1 
@hi 3 e2vnh 
j+1 
by (4.15) and (4.16). Summing the series, we obtain an inequality from which 
(5.19) can be derived easily. 
Now, we can prove 
THEOREM 5.4. Let s,, E ,ILp2, f * E Lm(O, CO; L2), VT* E L”(0, CO; Lm). Define 
y > 0 by (4.11). Then, the reduced Boussinesq equations (2.10-2.14) have a 
y-weak solution. 
16 SHINBROT AND KOTORYNSKI 
Proof. We note first that, for every t > 0, there is a sequence (h,} decreas- 
ing to zero such that the corresponding sequences {s(t; h,)) and {~(t; h,)} 
converge weakly in Z2 and L2, respectively. This is so because, by Lemma 
5.1, II 4~ 412 and II T(C Ql12 are bounded. The diagonal process therefore 
gives a sequence {h,}, decreasing to zero, such that {s(t; h,)} and {~(t; h,)} 
converge weakly in Z2 and L2 whenever t is rational. 
These sequences then converge whenever t > 0. For, let t > 0, + E G$am. 
Let w > 0 be rational. Using Lemma 5.3, we find 
IW kfL) - s(c kd, $)I 
d I(s(t; kn) - s(w; kn), 411 + I(s(w; hn) - 4% 4, $)I 
+ I(s(w; kc) - s(c k), +)I 
< cl 1 e2?Jt - e2Yw 1 + c2(h, + h,) max(e2Yt, e2Yw) 
+ IN% hn) - s(wu; fbd, $)I * 
The first term here can be made as small as desired by choosing w close enough 
to t. With w fixed, the other two terms can be made small by choosing m and 
n large enough. This shows that {(s(t; h,), $)} is Cauchy (and, therefore, 
convergent) whenever 4 E vQb”. Since 1) s(t; hn)lj2 is bounded, it follows that 
{s(t; h,)} converges weakly in 9 2. A similar proof shows that {T(t; h,)} 
converges weakly in L2. We call the limits of these sequences s(t) and T(t), 
respectively, and we prove that the pair (s, T) so defined is a y-weak solution 
of (2.10-2.14). 
Lemma 5.1 shows that 
II e-W; hn)l12 < 5 , 
and (sending t, to infinity in (5.7)) 
(5.21) 
s 
m 
11 eFYtVs(t; h,)lli dt < C2 . 
h, 
It follows from (5.21) that 
II e-W)ll, < cl , (5.23) 
and from (5.22) (taking subsequences if necessary) that e-%(t; h,) converges 
weakly to e-%(t) in L2(0, 00; &‘,*“). Also, 
s 
om 11 eK’“Vs(t)l12, dt < c2 . (5.24) 
(5.23) and (5.24) show that (5.1) . IS satisfied with c = y. We can show in a 
similar way that (5.2) is also satisfied with c = y. 
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Thus, it remains to prove (5.3) and (5.4) are valid. For this purpose, we 
must show that {e-%(t; A,)} converges strongly in L2(0, co; 2’“). The argu- 
ment is by now standard (see, e.g., [5, 6, or 81) and involves the use of 
Friedrich’s Lemma. We leave the details to the reader. For the final step, 
replace h by h, in (5.9) and (5.10) and let n --f co. With the information we 
now have on the convergence of {s(t; h,)} and {Q-(t; h,)} to s(t) and 7(t), it is 
easy to show that the result is (5.3) and (5.4). 
This result on the reduced Boussinesq system has an immediate conse- 
quence for the Boussinesq system itself. 
COROLLARY 5.5. Let s, E SC, f~ Lm(O, 00; L2). Let T* denote the solution 
of (2.7-2.9) and suppose that T* EL~(O, co; L2) while VT* EL~(O, co; Lm). 
Define y > 0 by (4.11). Then the Boussinesq equations (2.2-2.6) have a y-weak 
solution (s, T), in the sense that T = T* + r, and (s, T) is a y-weak solution of 
the reduced Boussinesq system (2.10-2.14). 
It should be noted that in the course of proving Theorem 5.4 we have also 
proved 
THEOREM 5.5. The weak solution of Theorem 5.4 satis$es the inequalities 
1) e+‘tos(t,J~~~ + 2v 6” 11 e-,tVs(t)jlg dt < cl (5.25) 
and 
11 e-YtoT(to)lI~ + 2~ got” II e-YtV7(t)lJi dt < c2 
for every t, > 0. The constants c, and c2 are independent of t, . 
6. HOMOGENEOUS BOUNDARY CONDITIONS 
We have shown that a y-weak solution exists. In the case of the Navier- 
Stokes equations, it is possible to prove independently that a zero-weak 
solution exists [6,7]. But, that is consistent with what we have proved. Indeed, 
it is a corollary of Theorem 5.4 for, when T is zero, the Boussinesq equations 
reduce to the Navier-Stokes equations. On the other hand, it is not terribly 
hard to show that if T is zero, so is T*, in which case (4.11) shows that y is 
zero. The conclusion of Theorem 5.4 is, then, that a zero-weak solution 
exists. Our purpose in this section is to discuss the question of when solutions 
better than y-weak ones exist without making the drastic hypothesis that T 
is constant. 
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Now, the most common boundary conditions imposed on the temperature, 
and the ones of greatest physical simplicity, are also consistent with T being 
constant. They are that the temperature is constant on aI’, or that the fluid is 
held in an insulated container. The boundary condition associated with an 
insulated container is 
(aT/i%~)~” = 0, (6.1) 
where ajan denotes differentiation in the direction of the outer normal to 
av. If, on the other hand, the temperature is constant on av, then, subtracting 
the constant from T and absorbing it into f, we obtain 
Tav = 0 (6.2) 
as the appropriate boundary condition. In this section, we study the 
Boussinesq problem with the condition 
(@T/&z) + fiT)av = 0, (6.3) 
which includes both (6.1) and (6.2). We always assume 
4 >,a a2 + (82 > 0. (6.4) 
With the boundary condition (6.3), we can derive weak solutions in a more 
restricted class than those of Theorem 5.4. 
To do this, we consider the following set of quantized Boussinesq equations 
in place of (3.1-3.3): 
sk - skel + hPs,-, . Vs, - hvPV2sk = hPf, $ hPgT,-, , (6.5) 
v ’ Sk = 0, (6.6) 
Tk - T,-, + hs,-, ’ V Tk - hKV2Tk = 0. (6.7) 
Here, ss and T,, are given. In addition, (6.5-6.7) are augmented by requiring 
Sk = av 0 (6.8) 
and (6.3) with T replaced by Tk . Equations (6.3-6.8) have the form 
s - o + hPu . Vs - hvPV2s = hPf + hPg@, (6.9) 
v-s=o, (6.10) 
,av zzz 0 (6.11) 
T - 0 $ ha . VT - hKV2T = 0, (6.12) 
(c@T/&z) + /3T)av = 0. (6.13) 
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As before, (6.9-6.13) breaks up into two problems: (6.9-6.11) and (6.12-6.13). 
The definition of a weak solution of (6.9-6.11) is the same as before, since 
these equations are essentially the same as (3.5-3.7). But a different definition 
is required for (6.12-6.13) since the boundary condition (6.13) is different 
from (3.9). Here, we have two cases. If OT = 0, we say that T is a weak solution 
of (6.12-6.13) if T E His2 and 
(T - 0 + ha . VT, #) + ~K(VT, V#) = 0 
for all # E Corn. If 01 # 0, we say that T is a weak solution of (6.12-6.13) if 
T E H1s2 and 
(T - @ + ha * VT, #) + hK(VT, V#) = -h/c s,,$ Ti,b dA 
for all # E C” n Cl(v). Here, dA denotes the (n - I)-dimensional volume 
element on av. 
In either of the cases 01 = 0 and 01 # 0, we have: 
LEMMA 6.1. Let u E Y2, 0 E L2 n L*. Then, (6.12-6.13) have a weak 
solution. This solution satisjIes 
and 
II V/,2 + II T - @II; + 2hK II WI; < II @ II,” , (6.14) 
II T IL < II @ Ilm . (6.15) 
Proof. When ~11 = 0, existence follows from Lemma 3.1. (Take T* = 0, 
7 = T, 0 = 0.) When 01 # 0, one proves existence as in the proof of Lemma 
3.1, using standard trace theorems [l I] to estimate the boundary integral. 
One obtains (6.14) in this case as one obtained (4.2) before. 
Thus, it remains to prove (6.15). To do so, we use an argument introduced 
by one of us in [IO]. Suppose first that u E %am, 0 E Corn. Then, because of 
the ellipticity of (6.12), T E Cm n C”( 7). Let p be an even integer. Multiply 
(6.12) by the continuous function Tp-l and integrate over V. Notice that 
U-VT. Ts-1&d- s a.VT”dx=O P v 
by the divergence theorem, since u is divergence-free. Notice also that, by 
Green’s theorem, 
s V2T - Tp-1 dx =-V jv VT . VTn-1 dx + sa, Tp-l$ dA. 
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If 01 = 0, then Tav = 0 and the boundary term here vanishes. If 01 # 0, this 
term is 
- 
s 
ET%iA<O, 
av 01 
since p is even and (6.4) holds. Thus, in either case, 
s 
PT. T”-l dx < - 
s 
VT * VTp-i dx 
V V 
=- “lpp; ‘) j 1 VTD’~ I2 dx (6.16) 
V 
Therefore, we have 
that is, 
< 0. (6.17) 
II T/l; d (0, T’-l) 
d II @ !I9 II T IIt? 
II T llz, G II @ Ila . (6.18) 
Letting p -+ co, we obtain (6.15) in the case when 0 E qorn, 0 E Coa. 
If u E -Iip2, 0 E L2 n La, let {on} be a %Oikbm-sequence converging to 0 in Z2, 
and let (0,) be a Corn -sequence converging to 0 in r)e>2La. Let T, be the 
solution of the problem (6.12-6.13) with u replaced by o, and 0 by 0, . By 
(6.18), we have 
II Tn /Ip G II @n 112, 3 
and it is clearly consistent with what we have done so far to assume 
I/ 0, IIP < // 0 &, . Then, we obtain 
II Tn IIt, d II @ 119 > 2<p<oo. (6.19) 
Thus, (T,} is bounded in LP for every p > 2, and, for each k = 2, 3,..., 
a subsequence can be chosen that is weakly convergent in Lk. A diagonal 
procedure gives a subsequence converging weakly in Lp for all p > 2. Call 
this subsequence {T,) again, and call its limit T. Letting n go to infinity in 
(6.19), we find 
II p llzl G II @ 112, P 
and then, letting p go to infinity, we obtain 
II T IL < II @ llco . 
It is easy to see that rf’ is one of the weak solutions constructed before. 
Indeed, one can take the sequence {T,} to be the sequence constructed in the 
proof of Lemma 3.1 that converges to T. Then, we find immediately that 
T = T and conclude (6.15). 
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The a priori inequality (6.15) is th e new element introduced into the 
analysis by restricting our attention to the boundary condition (6.13). One 
can now go on as before, first using Lemma 6.1 to construct a sequence 
{sk , Tk} of weak solutions of the quantized equations (6.5-6.7), then defining 
functions 
s(t; h) = Sk , T(t; h) = Tk , kh < t < (k + 1) h, 
and showing that these functions converge to solutions of the Boussinesq 
equations. (6.15) clearly implies that the limiting function T satisfies 
and then, absorbing gT into f, the remaining equations (2.1-2.2) are just the 
Navier-Stokes equations. 
We state the final result, leaving the details of the argument to the reader. 
First, though, we define what we mean by a weak solution of the Boussinesq 
equations with the boundary conditions s av = 0 and (6.3). This is a pair (s, T) 
with the following properties. s EL~(O, co; 9) n L2(0, co; A?:*"). If 01 = 0, 
TEL~(O, co;L2) nL2(0, CO; E$~); 
if 01 # 0, 
TeLm(O, oo;L2) nL2(0, a; EP). 
Whenever $ E Cam([O, co]; %a”), 
(so , TyO)) + Jo@ [(s(t)&> + 44 * VW + “V24W + (f(t) + gw W>>l dt 
zxz 0. 
If LY. = 0, then, whenever I/ E Cam([O, co); Corn), 
(To, W9) + j-= [(T(t), $(t> + s(t) * VW) - @T(t), VW))] dt = 0; 
0 
if 01 # 0, then, whenever $ E Com([O, co]; Cm n Cl(P)), 
(To 3 #(ON + j-m K T(t), $(t) + s(t) * Wt>> - 4’W V(t>>l dt 
0 
==K 
ss 
om av 6 #(t) T(t) dA dt. 
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Now, we can state 
THEOREM 6.2. Let s,, E S2, T, E L2 n L*, f E L2(0, co; L2) n L”(0, co; L”). 
Let (6.4) be satisfied. Then, the Boussinesq equations (2.10-2.12) with the 
boundary conditions s av = 0 and (6.3) have a weak solution (s, T). The elements 
of this solution satisfy 
II s(t)lli: + 2~ 5,’ II W,)l/; 4 d II $0 II; + c s,’ [Ilf (h>li; + /I W,)ll!l 4 
and 
II Wli + 2% St II =Wl”z 4 d II To II; - 
0 
In addition, T EL~(O, co;Lp), 2 <p < CO, and we have 
II TWco d II To IL 
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