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Abstract
This thesis deals with the prediction of aerodynamic noise resulting from
the flow through porous media. A porous flat plate silencer of a pneumatic
valve terminal serves as a model test case. In an experimental setup, the
porous plate was put in the outflow of an air supply pipe and the aerodynamic
noise was recorded at five positions on a cylindrical hull surface around the
outflow. This thesis aims at correctly reprodudcing sound pressure levels by
performing a fully resolved simulation of the flow through the porous pores
and a direct computation of the sound generation. This task is approached
with the Lattice Boltzmann Method (LBM), which is based on a simplified,
statistical model of particle movement allowing the simulation of fluids in a
weakly compressible regime.
An essential part of this work is the development of the highly parallel,
octree-based flow solver Musubi. Musubi is part of the APES -simulation suite,
providing tools based on the central octree structure for solving complex fluid
problems and allowing the flexible and efficient usage with extremely large
data sets. Details and data structures of the flow solver are presented. On
modern computing platforms, an efficient solution of large problems can be
achieved only through an increased amount of parallelism and heterogeneity in
the machines. Software has to adapt to this development and must be specially
tailored to make use of the theoretically available computing capacity. This
steady increase in complexity also affects programming, by which maintenance,
extension and porting of scientific software becomes increasingly difficult.
Therefore new programming paradigms are created enabling the compilers
in theory to automatically perform large amounts of optimization for these
complex machines. The parallel extension of Fortran is such a new model and
is evaluated for suitability in the context of the LBM in this thesis.
The solver Musubi is then validated by means of suitable test cases for all
flow regimes. The latter include the turbulent flow through porous media,
the aeroacoustic sound generation as well as a validation of the local grid
refinement which is needed to model such a multi-scale problem. Finally, the
insights gained are applied to solve the actual problem of the flow through
the porous flat plate silencer.
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Zusammenfassung
Diese Arbeit bescha¨ftigt sich mit der Vorhersage von Stro¨mungsgera¨uschen,
die bei der Durchstro¨mung poro¨ser Medien entstehen. Als Testfall dient ein
poro¨ser Plattenschallda¨mpfer einer pneumatischen Ventilinsel. In einem exper-
imentellen Aufbau wurde die Platte durchstro¨mt und die Stro¨mungsgera¨usche
an verschiedenen Positionen aufgenommen. Die korrekte Wiedergabe des
Gera¨uschpegels soll durch eine vollaufgelo¨ste und direkte Berechnung des
poro¨sen Mediums und der Schallentstehung erreicht werden. Hierbei wird die
Lattice Boltzmann Methode (LBM) verwendet, die auf vereinfachten, statis-
tischen Teilchenbewegungen basiert und die die Simulation von Stro¨mungen
im schwach kompressiblen Grenzfall erlaubt.
Ein wesentlicher Bestandteil dieser Arbeit ist die Entwicklung des hochpar-
allelen, auf einem verteilten Octree basierenden LBM Stro¨mungslo¨sers Musubi.
Dieser ist Teil der APES -Simulationsumgebung, die Tools auf Basis einer zen-
tralen Baumstruktur zur Verfu¨gung stellt, um komplexe Stro¨mungsprobleme
mit extrem großen Datenmengen effizient zu handhaben. Details des Lo¨sers
und der zentralen Datenstrukturen werden vorgestellt. Eine effiziente Lo¨sung
großer Probleme ist auf modernen Rechnerarchitekturen nur durch erho¨hte
Parallelita¨t und Heterogenita¨t der Maschinen mo¨glich. Die Software muss
sich dieser Entwicklung anpassen und auf die Architekturen zugeschnitten
sein, um die theoretisch vorhandene Rechenkapazita¨t tatsa¨chlich nutzen zu
ko¨nnen. Diese stetige Zunahme der Komplexita¨t wirkt sich auch auf die
Programmierung aus, wodurch die Wartung, Erweiterung und Portierung
wissenschaftlicher Software zunehmend erschwert wird. Diesem Problem wird
unter anderem durch neue Programmiermodelle begegnet. Von den Compilern
erwartet man sich mit diesen Modellen eine weitestgehend automatisierte Op-
timierung. Die parallele Erweiterung der Programmiersprache Fortran geho¨rt
zu diesen Modellen und wird fu¨r eine Eignung im Kontext des LBM-Verfahrens
evaluiert. Der Lo¨ser Musubi wird dann im Detail validiert anhand geeigneter
Testfa¨lle fu¨r die erforderlichen Stro¨mungsbereiche. Diese umfassen die tur-
bulente Durchstro¨mung poro¨ser Medien, die aeroakustische Schallerzeugung,
sowie die Validierung der lokalen Verfeinerung, um das Multiskalen-Problem
abbilden zu ko¨nnen. Abschließend werden die Erkenntnisse auf das eigentliche
Problem des durchstro¨mten, poro¨sen Schallda¨mpfers angewendet.
v
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Notation
The notation used throughout this document is outlined as follows. Scalar
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are denoted with bold lower-case symbols a. The components of a vectorial
quantity a = {a1, a2, a3} are expressed with the index aα. Second order
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are used for spatial directions and Roman indices for lattice links.
The dot product of vector a and b is denoted with · as
a · b =
∑
α
aαbα = aαbα. (0.1)
The Einstein summing notation is used for repetitively appearing indices. The
tensor product is denoted with ⊗
a⊗ b = aαbβ . (0.2)
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α
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The ∇-operator denotes the derivative vector in the spatial dimensions
∇ = {∂x, ∂y, ∂z}. (0.6)
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Introduction
Technical devices and transport systems are omnipresent today. Their negative
effects on the environment and the human body, must therefore be reduced to a
minimum. One such effect is the emission of noise which is continuously being
subjected to stricter regulations [130]. Silencing devices are a way to reduce
noise effectively. However, this is merely a remedy for the consequence and
does not address the root of the problem. A careful design of the system can
remove possible noise sources superseding the need for special noise reduction
devices. Including such considerations as early as in the design process can
significantly reduce costs.
Noise, consisting of quick waves in the surrounding medium, is generated
by various mechanisms. It can be induced by vibrating parts displacing the
surrounding fluid and thereby generating sound waves, or by a swirling motion
of the fluid. In this thesis only the latter process known as aeroacoustic sound
generation is considered. The prediction through computer simulations of such
noise generation processes in future devices reveal valuable insights which help
to optimize technical devices for minimum noise emission. Numerical models
and methods constitute the means to achieve a simulation of the physical
effects in a computer. Computational fluid dynamics (CFD) is concerned
with the prediction of fluid motion and has been established over the last
decades as a third pillar next to theory and experiment. This thesis aims at
the prediction of aerodynamic noise resulting from the outflow of a silencer
made of a porous medium. As all solid parts are considered rigid, acoustics
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resulting from the vibratory motion of solid bodies are ignored.
The prediction of aeroacoustic phenomena with numerical methods is the
major concern of Computational Aeroacoustics (CAA). CAA has emerged
from classical CFD with its own specialties and numerical schemes due to the
different nature of the underlying physical phenomena. Acoustic waves are
characterized by very small fluctuations compared to the mean flow quantities.
They travel at the speed of sound and thus extend quickly in space. The
separation of the acoustic scale from the mean flow scale makes aeroacoustics
a typical multi-scale problem.
CAA features several challenges [149]. A broad range of frequencies must
be accurately recovered at the lowest resolution of the wave length possible.
The numerical scheme must yield low dissipative and dispersive properties
to model the propagation into the far field correctly. Due to the slow decay
of the acoustic waves, their reflections at computational boundaries must be
suppressed. An accurate computational aeroacoustics scheme must exhibit
the following features [149]: a time-marching scheme, suitably designed com-
putational grid, artificial selective damping or filtering and outflow treatment
for free radiation of acoustic waves to the environment. Optimized finite
difference schemes are common for this purpose, but the inclusion of complex
geometries still remains a challenge.
CAA is based on the work by Lighthill [106], who re-arranged the equations
of fluid motion into a wave equation and interpreted the remaining terms
as acoustic mono-, di- and quadrupole source terms. This method has sub-
sequently been extended to include effects from scattering of solid bodies
and convection of the acoustic sources by various authors [31][42][79]. The
scale-disparate nature of aeroacoustic problems allow a decoupled solution
of the mean flow and the acoustic field by splitting the flow variables into a
mean and a fluctuating part. As a result, optimized methods can be used to
solve the acoustic field on a dedicated computational grid in a large region
around the mean flow. Disadvantages include difficulties to deal with complex
geometries, possible errors from the acoustic source modelling and the missing
effect of the acoustics on the mean flow relevant in resonant cavities.
Another approach is the direct or one-step simulation of aeroacoustics. The
mean flow and the acoustic field are computed without explicit separation of
the scales and no model is required for the acoustic sources. Although both
the mean flow and acoustics are included in the compressible equations of
fluid motion, their character and flow regimes are entirely different. Acoustics
is a linear, compressible phenomenon where effects from viscosity can almost
be neglected. On the other hand, the mean flow can be strongly non-linear
with strong influence of viscosity. In low Mach number flows, the fluid
is furthermore nearly incompressible. The disparity also surfaces in the
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mathematical character of the equations describing these regimes in their
limit. Both pose different requirements on the numerical parameters of which
the computational grid and the time step size are the most obvious ones.
In this work, the Lattice Boltzmann Method (LBM) is used to directly
reproduce the aeroacoustic sound generation resulting from the flow through
porous medium without acoustic models. The LBM is specifically well-suited
for such complex geometries in nearly incompressible regimes. The porous
medium flow and the fact that aeroacoustics at low Mach numbers is a weakly
compressible phenomenon makes the LBM an ideal candidate for solving this
problem. Furthermore, the LBM has been widely used for the simulation
of aeroacoustic sound generation processes [134, 30, 166] where the LBM
exhibited promising dissipative and dispersive properties for the propagation
of acoustic waves.
1.1. Related Work
The study of flow through porous media needs to consider effects on the pore
scale up to the macroscopic length scale. This can be a computationally
very expensive undertaking and sometimes it even turns out to be impossible.
Modeling the influence of the pores on the macroscopic flow has a long
tradition. The first law was derived by Darcy [32] for low velocity flows,
extended to higher velocity flows by Forchheimer [46], Ergun [39] and others.
Nowadays, the flow through porous media is commonly modeled in standard
CFD codes by applying a local volume averaging procedure on the governing
equations of fluid motion. A source term is introduced into the momentum
equation to accommodate for inertial losses in regions of the porous medium.
Details on the pore level are omitted in this approach. However, in some
cases these details are essential in order to obtain solutions excluding possible
modeling errors. Especially since high velocity flows through porous media are
important in reservoir engineering, efforts aim at a better understanding and
prediction of such flows [44]. The study of flows through pneumatic porous
silencers as it is presented in this work has only been performed by Xi-wen
et al. [172]. There the porous medium flow is modeled on a macroscopic level.
The simulation of flow through porous media with a direct resolution of
the pores was a breakthrough for the LBM due to its capability of dealing
with complex geometries [8]. Ever since, extensions have been proposed to
improve the LBM for that purpose, including higher order wall boundary
conditions [13] and incompressible models [65]. Pan et al. [121] have evaluated
various LBM models and boundary conditions for porous media flow at low
flow velocities. The LBM has then been applied by various authors in inertial
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regimes where turbulence appears even in the micro-pores of the medium
[117] [20].
The acoustic abilities of the LBM were shown by Buick et al. [17] and
Dellar [33]. First theoretical investigations on acoustic propagation with the
LBM were performed in [95] [94]. Viggen [162] studied fundamental wave
propagation and acoustic multipole sources [163] for the LBM. Four canonical
acoustic test cases were investigated by Crouse et al. [30]. Marie et al. [109]
studied the dissipation and dispersion properties of sound waves using the
LBM and comparing its accuracy to finite differences-based methods. Its
accuracy was shown to be between a second order and an optimized third order
finite difference scheme. In order to overcome restrictions of the standard
method such as constant temperature or erroneous isentropic exponents. Li
et al. [104] proposed a scheme with two relaxation parameters to render the
correct exponents. Singh [141] revealed an increase in accuracy and stability
by including the conservation of energy.
The LBM has been successfully applied to the solution of aeroacoustic
problems by numerous authors. Skordos [143] was the first to use it for
the study of sound generation mechanisms in wind instruments. A filtering
approach remedied high frequency oscillations and increased the stability.
Ricot et al. [134] studied such filters for the LBM both theoretically and
numerically. Kuehnelt [89] simulated flue pipes at higher viscosities than air.
Wilde [167] studied general acoustic properties and performed simulations
with generic aeroacoustic test cases such as the flow over a cavity. Lafitte &
Pe´rot [92] compute the noise of a subsonsic turbulent round jet.
Non-reflective boundary conditions are an important ingredient to aeroa-
coustic simulations. One approach [12] which has long time been used in the
fluid dynamics community is based on characteristics. Izquierdo & Fueyo
[73] adopted these boundary conditions into the LBM framework. Other
approaches for the LBM framework were compared by Kam et al. [78].
The flow solver Musubi is part of the APES framework based on a distributed
octree data structure. Octrees are a common spatial topology used to solve
partial differential equations on different spatial scales. For such multi-scale
problems, the computational grid is locally refined. Neckel [118] developed a
highly flexible octree-based framework for different numerical methods based
on custom functions assigned to each grid element. Tu et al. [158] developed a
framework for earthquake simulations that handles very large data sets based
on an octree data structure. Our approach includes ideas drawn from both
works. Other octree-based frameworks were developed by Flaherty et al. [45]
and Scha¨fer & Fey [138]. Crouse [29], To¨lke et al. [153] and Eitel-Amor et al.
[38] implemented an LBM solver on an octree.
When using locally refined grids with the LBM, the unknowns must be
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transformed accurately between elements of different size. Procedures for
different LBM models have been developed [43] [52] [153]. The necessity of
second order interpolation was underlined by several authors [154] [93] [52].
Others obtained good results using linear interpolation only [43] [128] [48]
[38]. With increasing Reynolds numbers the influence of inertial and turbulent
effects increases [127]. The usage of subgrid-scale models as in large eddy
simulations is common in the LBM context. This must also be considered in
the grid coupling. Stiebler et al. [146] argue that the resolution of the grid
must be sufficiently small in order to be able to neglect the influence of the
subgrid scales. Touil et al. [155] explicitly consider the subgrid scale influence
in their grid refinement.
Various optimization techniques have been proposed for LBM implementa-
tions to obtain a high computational efficiency on modern computing systems
[176] [123] [86]. Wellein et al. [165] focus on the single core performance of
simple LBM kernels and evaluate optimizations with respect to cache blocking
and memory layouts. Wittmann et al. [170] optimize the memory-intensive
propagation step. Williams et al. [168] propose an auto-tuning approach to
extract high performance by considering a hierarchy of tuning layers.
A wide range of LBM solver packages with different goals and principles
are available. Among the larger non-commercial projects are Palabos [98],
Walberla [41] and Virtual Fluids [49]. The first commercial LBM solver was
Exa Powerflow, recently followed by XFlow. Many of these solvers have shown
excellent performance and parallel scalability on various supercomputing
systems.
1.2. Goal of this Thesis
Pneumatic valve terminals are commonly used in automation and production
industry. They control the flow of the working medium air used for the
movement of devices such as pneumatic cylinders. Releasing excess air into
the environment at high pressure levels leads to a high emission of noise. In
order to protect personnel from negative effects from high sound pressure
levels, the sound emission must be kept as low as possible. A silencer made of
a porous flat plate is therefore mounted at the exhaust of the valve terminal.
The process of noise generation from such a device is sketched in Figure 1.1.
As the air flows out of the device at high pressure into the silencer, the porous
medium homogenizes the turbulent flow from the air exhaust destroying large
vortical structures and diffusing the air over the complete silencer surface.
Therefore, the air exits at a lower velocities. Energy is dissipated upon the
fluid being forced through the micro pores. The turbulent discharge from
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the porous medium then generates sound at much lower levels than without
the silencing device. In this thesis, the numerical method LBM is used to
reproduce the noise production from such a pneumatic valve terminal with a
porous flat plate silencer1.
Pneumatic valve terminal 
Porous Flat
Plate Silencer
Acoustic waves 
Porous medium of 
flat plate silencer Highly Vortical
Outflow 
Figure 1.1.: Sketch of the noise emission process generated from the air outflow of
a pneumatic valve terminal through a porous flat plate silencer
The focus of this thesis lies on the multi-scale character of the flow problem
where phenomena on different scales need to be considered. The main flow
regime is dominated by convective forces which transport fluid fluctuations
at a mean flow velocity. This regime is characterized by small length scales
O(mm) and large amounts of energy. These flow structures are dissipated and
diffused quickly and have little to no influence on the fluid behavior at a long
distance. The acoustic regime captures the pressure fluctuations with little
energy which are transported with the speed of sound over long distances
O(m). The micro-pores of the porous medium add a third scale O(10µm) to
the problem.
The porous medium must be resolved at a much higher resolution than the
near field area where only acoustic effects are of interest. In this thesis, the
numerical software package Musubi is developed to tackle such multi-scale
problems using modern Fortran 2003 and the message passing library MPI.
Musubi is based on an octree topology to structure the hierarchical mesh
obtained by coupling Cartesian grids with different sizes. An interpolation
method ensures the accurate transfer of the quantities between different grid
sizes.
Due to the disparity of scales and the complex non-linear interactions of the
fluid, computational grids with several million elements are required. Often
1presented in detail in Chapter 9
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such large problems can only be solved on supercomputers. Solving them
at reasonable time requires carefully designed software to allow an efficient
handling and processing of such large data sets. The software developed in
this thesis is thus always presented along with computational performance
figures obtained on several supercomputing systems. Furthermore, a new
parallel programming paradigm is evaluated for its suitability in the numerical
context.
1.3. Overview
This thesis is structured as follows. Chapter 2 introduces the test case of the
porous flat plate silencer along with the sound pressure levels obtained in the
experiment for the investigated configurations. Chapter 3 covers the theoretical
background and governing equations. This includes a short introduction into
the kinetic theory of gases, which leads to the macroscopic equations of
fluid motion in the continuous limit. The incompressible and acoustic limits
are also discussed. Chapter 4 introduces the numerical method, i.e. the
LBM. Theoretical background is presented together with implementation
details. Chapter 5 presents investigations performed with the LBM in the
context of high performance computing using Fortran. The emerging parallel
programming model of co-arrays in Fortran is investigated with regard to
its suitability in larger scientific software projects and its computational
performance. Chapter 6 presents the LBM solver Musubi along with the
simulation framework APES into which it is embedded. All tools in APES
are based on a distributed octree data structure which therefore also forms
the topological basis for Musubi. Details concerning the motivation and
implementation are given in combination with results of the computational
efficiency. The computation requires each element to have valid neighbors in
the compute stencil. The topic of identifying and creating elements within
the distributed octree to provide valid neighbors for each element is discussed
in detail. Special focus is put on the notion of minimal communication with
remote partitions. Chapter 7 outlines the grid refinement approaches providing
the accurate transfer of quantities at grid level interfaces. The presented
methods are validated with suitable test cases. More in-depth validations of
the solver Musubi are performed in Chapter 8. The flow regimes required
for the simulation of the model test case of the porous silencer are validated.
Wave propagation properties are investigated with monochromatic waves and a
co-rotating vortex pair serves as a validation for sound generation mechanisms.
The flow inside the porous medium is validated in flow regimes ranging from
laminar to turbulent by resolving the pores with the computational grid.
7
1. Introduction
Insights gained with a synthetic regular porous medium form the basis for a
successful predicition of the permeability of the real porous medium employed
in the flat plate silencer at high Reynolds numbers. Chapter 9 then applies
all the insights gained to the solution of a prototype system of the actual
porous flat plate silencer setup. Preliminary studies identify suitable models
for the simulation of the complete system. The sound pressure level spectrum
is compared to the experimental data. Chapter 10 closes with an overview
of the results obtained in this work and offers an outlook on possible future
work.
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The Porous Silencer
This chapter presents the test case of the porous silencer in conjunction with
experimental results obtained from acoustic measurements in an anechoic
chamber. The purpose of the experiment is to provide validation data for the
simulation results at various flow rates.
2.1. The Valve Terminal
The pneumatic valve terminal is a common device in automation and produc-
tion industry, where pneumatic devices are used for handling and moving parts.
The valve terminal controls the flow of the working medium air to and from
devices and serves as a control unit in pneumatic systems. Providing highly
compressed air to the supply inlet of an attached device such as a pneumatic
cylinder, its piston is set into a linear motion while the gas in the chamber
aims to reach atmospheric pressure. Releasing the compressed air from the
chamber stops the acceleration for the driving motion. The released air passes
back to the valve terminal from where it is exhausted to the environment.
The working pressure can reach levels around 10bar. The pressure difference
to atmospheric pressure must somehow be reduced from the device over the
valve terminal to the environment.
Releasing the air from a pipe orifice generates a turbulent, high-velocity jet
and noise is generated. In order to reduce the noise emisison, a porous flat
plat silencer [11, 26] is placed before the orifice. The porous medium serves
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for dissipating energy from the flow and to homogenize the fluid at the outflow
region. Larger vortices are destroyed by forcing the fluid through the small
pore space. The outflow area is increased with the silencer plate reducing the
average velocity from the high-velocity jet. The acoustic intensity is known to
be proportional to the eigth power of the flow velocity [106]. Decreasing the
velocity can thus significantly lessen the generated noise. The silencer creates
a back pressure on the device and leads to a controlled, linear pressure drop
over the flow path through the porous medium. This pressure drop can be
varied with parameters like the pore size of the medium and its outflow area.
Porous Media
In the experiments conducted in this work, a sample of the porous medium
R80AX by GKN Sinter Metals Filters GmbH [55] is investigated. Such
porous media are commonly employed in the process industry for filtration,
explosion protection or for silencing. Porosity and average pore size are
critical parameters yielding permeability, filtration and stiffness properties
of the material. The pore size can by tuned by the applied pressure during
the sintering process, where a metallic powder is compressed and heated
below the melting point. The metal particles recrystallize and the particle
conglomerate becomes a homogeneous phase. Parts with a high stiffness
emerge, a crucial property for shape stability and resistance against high
pressurization, vibrational and thermal stresses.
(a) Microscopy shot of the pore structure [55] (b) Investigated sample
Figure 2.1.: Details of the investigated porous medium R80AX [55]
Figure 2.1 depicts microscopic and macroscopic details of the investigated
R80AX sample made of stainless steel. Its average pore size dP =80µm and
porosity ϕ ≈ 0.49 render it a consolidated medium. The microscopy picture
shows the clustered metal particles and reveal the porous channels.
Material parameters from the data sheet [55] are given in Table 2.1. The
coefficients α and β for the permeability at low and high velocity regimes
are introduced in detail in Section 8.3.1 and are given here completeness.
From the topological and permeability properties, an analytical solution for
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the permeability beahvior at various flow regimes can be obtained. The
permeability describes a conductance property of the porous medium upon
fluid passing through and gives a relationship between the pressure drop and
the flow velocity for a given fluid viscosity. These macroscopic properties
emerge from the way the fluid passes through the microscopic pores. These
properties along with microscopic pore flows are examined in detail for the
R80AX sample in the course of this work.
filter grade α[10−12m2] β[10−7m] porosity ϕ pore size dP [m]
R80AX 52 48 0.49 80 · 10−6
Table 2.1.: Properties of the porous medium from measurements according to DIN
ISO 4022 from [55]
2.2. Experimental Setup
In this work, experiments were performed to evaluate the sound generation
from the flow through the porous silencer. The experiments were conducted
in an acoustic measurement room located at FESTO, Esslingen, Germany.
Compact, broad-band anechoic panels mounted on the walls and the ceiling
reduce the reflection of sound waves [102] and thus model near free-field
conditions for the acoustic waves. The lower limit frequency of the room
is 200Hz and hence, only signals above this limit can be considered. The
temperature in the room is kept constant at 20 ◦C.
Figure 2.2 illustrates the experimental setup. The silencer’s porous flat
plate is mounted with a housing on a round pipe, through which the supply
air flow is provided at defined pressure levels ∆p and flow rates q˙. The round
plate sample of Figure 2.1(b) with 3mm in height and 80mm in diameter is
considered. A lid with an inner outflow diameter of 40mm holds the sample
to the housing. The inner hole of the annular cover defining the outflow
region is chamfered at an angle of 45 degrees so that the diameter at the
outflow area is 54mm. An additional gasket at the outside ensures that no
fluid can exit through the radial gap. The housing is mounted to the supply
pipe which also hosts a static pressure sample. The air passes through the
supply pipe into the housing and further through the porous medium to
the outside. Around the outflow jet, five microphones gather the generated
acoustic pressure. The spatial configuration of the microphones is depicted in
Figure 2.2. The microphones are arranged on a cylindrical hull surface aligned
with the supply pipe’s central axis and radius r = 10cm near the outflow
region. They are located at axial positions {2, 12, 22.5}cm downstream from
the annular lid covering the porous plate as depicted in Figure 2.3.
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porous medium
y
z
(a) Front View
M2
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M4
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supply pipe
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(b) Side View
Figure 2.2.: Experimental Setup in the anechoic chamber of the microphones ar-
ranged around the outflow region behind the porous medium
x
y
z
Figure 2.3.: Sketch of experimental configuration. Cut through the XY plane
Four flow configurations are tested. The pressure at the supply pipe
is controlled to be at ∆p = {0.25, 0.5, 0.75, 1}bar above the atmospheric
pressure. The volumetric flow rate q˙ is measured with a flow meter at
the reference density ρ0 = 1.2049kg/m
3 and temperature T0 = 20
◦C. The
average flow velocity inside the supply pipe then accommodates to u¯ =
5.6. . .14.5m/s and results with a pipe diameter of 30mm in a Reynolds number
of Re=16 · 103. . .43 · 103. Table 2.2 summarizes the four investigated flow
configurations.
pressure drop flow rate average velocity Reynolds Nr thickness
Medium ∆p [bar] q˙ [l/min] u¯ [m/s] (pipe) Re h[mm]
R80AX
0.25 236 5.6 16694 3
0.5 372 8.8 26314 3
0.75 491 11.6 34731 3
1 615 14.5 43502 3
Table 2.2.: Configurations of the examined silencer test case
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2.3. Measurement Results
The pressure fluctuations are recorded with microphones1. The signal is
recorded over a time period of tav = 1s and three runs were performed
per monitoring point. The signal is converted to frequency space using a
Fourier transform on each of the data set while averaging over the three
recorded temporal segments. Only frequencies in the region 200Hz . . . 20kHz
are considered as this corresponds to the operating range of the anechoic
chamber. A reference measurement was conducted without any flow to record
the background noise. These sound pressure levels were then subtracted from
the measurement results to eliminate spurious frequencies.
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Figure 2.4.: Frequency spectrum of the acoustic pressure with R80AX porous
medium for the min/max inlet pressure configurations. Depicted are
the acoustic pressures at Microphones {M2,M3,M4}
The resulting sound pressure spectra for the two representative configu-
rations at ∆p = {0.25, 1}bar are depicted in Figure 2.4. The spectra are
shown for Microphones {M2,M3,M4} which are aligned at the same angle on
the cylindrical surface. The pressure spectra of all tested configurations and
microphones are given in Appendix B.
The 0.25bar configuration exhibits very similar spectra for all three micro-
phones. The acoustic pressure is scattered on very low levels around 10−5Pa
up to 3kHz. Towards the end of the spectrum scale at 20kHz the levels increase
slighlty up to 10−4Pa. All three microphones exhibit similar spectra, while
the magnitude in Microphone 4 is slightly lower for frequencies larger than
1kHz.
In the 1.0bar configuration, the magnitude varies considerably between the
three axial positions of the microphones while the general trend is similar. Up
1 Technical details of the setup can be found in Appendix B
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to 2kHz the pressure levels steadily decrease with growing distance from the
porous exit plane. Microphone M2 exhibits the highest pressure levels with
10−3Pa at the lowest frequency of 200Hz. A minimum appears at 1kHz for
all microphones at a magnitude of 10−5Pa at M4 and 10−4Pa at M2. The
pressures then level up to 10 kHz at 10−4Pa to 10−3Pa and then increases
again by half a magnitude at the upper frequency limit.
The emitted noise shows similar behavior in the tested flow configurations,
especially in the high frequency range. There, the microphone closest to the
discharge surface M2 exhibits the highest levels, steadily decreasing with the
axial distance towards M3 and M4. Starting from 2kHz, the spectra increase
nearly linearly in all configurations. With increasing inlet pressure and flow
velocities the acoustic pressure levels increase and the spectra become more
definite with less fluctuations.
In this work, especially the frequencies > 5kHz will be of interest as they
cover only a short fraction in time. Considering low frequencies requires
correspondingly longer time periods.
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This section presents the governing equations of the considered physical
phenomena. The macroscopic and kinetic viewpoint on a fluid is presented.
The latter is the basis for the numerical method presented in Chapter 4 used
for solving the macroscopic equations of fluid motion. These equations are
introduced together with their relevant limits of incompressible flows and
acoustics. Boundary conditions and turbulence models are presented.
3.1. Kinetic Description of Fluid Motion
The kinetic theory of gases deals with the motion of particles and their
interaction. The number of particles in a representative volume of one cubic
centimeter is already very high1. The individual particle movement usually
does not matter. Instead, the macroscopically emerging behavior from the
numerous particle interactions in the focus of attention. Only averaged,
macroscopic quantities such as pressure, velocity or density are of interest, as
these can be accessed through measurements. A statistical description of the
behavior of particles is therefore required.
Consider the probability distribution function f(x, C, t) describing the prob-
ability to encounter particles at the spatial location x with the particle velocity
C at time t. f is defined in the six-dimensional space spanned by x ∈ RD and
1 At standard conditions n0 = 2.69 1025 molecules per m3 (Loschmidt number)
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C ∈ RD, the so-called phase-space P = RD × RD. The Boltzmann Equation
(BE) describes the time evolution of these distributions f and particle collisions
are incorporated with the collision operator Q(f) as [19]
∂tf + C · ∇xf + F · ∇Cf = Q(f) (3.1)
The left hand side of the Eq. (3.1) can be interpreted as the rate of change of
the particle distributions f during the free flight period of the particles where
their trajectories are only altered by external forces F . In the remainder, the
influence of forces is neglected. The mean free path of a particle lf refers to
the trajectory that a particle travels on average without collision. With a
characteristic, macroscopic length L, the Knudsen number Kn = lf/L is a
measure for the mean number of collisions on L and thus a measure for the
density of a medium. In the limit, the Knudsen number defines the continuum
Kn→ 0 and free molecular motion Kn→∞.
The Boltzmann Equation (3.1) is the fundamental equation for gas kinetic
fluid problems. No models for transport coefficients are required and the
range of validity of the equation extends from continuum Kn ≪ 1 to free
molecular motion Kn≫ 1 [58]. Introducing reference quantities, Eq. (3.1) is
made dimensionless with Kn as the only free parameter.
∂tf + C · ∇xf + F · ∇Cf = 1
Kn
Q(f) (3.2)
By weighting and integration procedures leading to moments of Eq. (3.1), the
equations governing fluid flow and higher order equations can be obtained.
The collision operator Q(f) on the right hand side of Eq. (3.1) describes
the changes in the distribution at the current phase space position due to
collisions. This operator is generically written with as an integral over all
particle velocities C in Γ = dCxdCydCz as [105]
Q(f) =
∫
w′(f ′f ′1 − ff1)dΓ′dΓdΓ′1dx. (3.3)
It describes the molecular interaction for pre- f and postcollision f ′ quantities
between particles in two different positions of the velocity space Γ and Γ1.
An important property of the collision operator is the conservation of mass,
momentum and energy over the collision process over which the collision
invariants {ρ, ρu, ρǫ} remain unchanged. The integral in the collision operator
makes the Boltzmann equation an integro-differential equation that is very
hard to solve.
16
3.1. Kinetic Description of Fluid Motion
BGK Approximation The collision operator can be modeled with sim-
plified versions on which the conservation of the collisional invariants are
imposed. For that purpose, Bhatnagar, Gross and Krook [10] introduced
the BGK collision operator by defining a reference state towards which the
particle distributions evolve due to their endeavour to balance properties with
the surroundings. The final state at which these distributions arrive is the
thermodynamic equilibrium, where no changes occur on the macroscopic level
and the global state is thus homogeneous. A typical equilibrium distribution is
the Maxwell-Boltzmann distribution [71] expressed in terms of the macroscopic
quantities density ρ, velocity u and temperature T
feq(ρ, T,u, C) =
ρ
(2πkBT/m)D/2
exp
[
− (C − u)
2
2kBT/m
]
. (3.4)
By assuming the distributions to be merely in a local equilibrium, macroscopic
quantities are allowed to change over space and time in the global domain
[58]. The shape of (3.4) results from detailed balance of the collision operator
(3.3) [148] and considering spherical symmetry in the velocity space, as all
directions of a velocity magnitude are equally probable in equilibrium such
that only the magnitude C2 = C2x + C
2
y + C
2
z needs to be considered.
On the equilibrium distribution function, the conservation of the collision
invariants is imposed and it is exclusively a function of them. The equilibrium
must also satisfy Eq. (3.1). Furthermore, the collision operator has to adhere
to the H-theorem, stating an increase in entropy connected to the irreversible
nature of the collision process [148]. During collision, the distributions are
then relaxed towards the equilibrium distribution by the relaxation parameter
ω. The inverse of this parameter can also be interpreted as the relaxation time
τ = 1/ω, giving a measure for how quick the local equilibrium is approached.
The BGK collision operator
QBGK(f) = ω (feq(ρ,u, T )− f) = 1
τ
(feq(ρ,u, T )− f) . (3.5)
is thus drastically simplified by erasing the non-locality in phase space to a
functional dependency of the hydrodynamic variables [148]. Generally, the
collision parameter ω is a functional of the distributions f . In the BGK model,
this dependency is erased such that the complete spectrum is relaxed with
this single parameter [148].
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3.1.1. Asymptotic analysis
Asymptotic analysis is a heuristic treatment to yield an approximation to
a solution [159] in the small limit of a parameter lim ε → 0. Under the
assumption that the solution can be expressed by an asymptotic series in a
parameter ε, an approximation to the terms can be found. Here, the series is
assumed a power series for ε≪ 1 in the quantity φ as
φε = φ0 + εφ1 + ε
2φ2 + . . . =
∞∑
k=0
εkφk. (3.6)
With increasing power in ε the terms must vanish faster than their predecessors.
The power thus gives a quantification of each term’s magnitude. The terms
multiplied with εk are referred to terms of order k as φ(k). Replacing the
original variable φ with the expanded series φε and collecting terms of equal
order, a hierarchy of equations results as a set of simpler equations, each
depending on lower order ones. The analysis is then truncated at an order that
is assumed to yield a sufficient approximation and the error by the neglected
terms is sufficiently small.
From the Boltzmann Equation (3.1) the equations for fluid motion are
obtained with an asymptotic expansion for the distributions
fε = f
(0) + εf (1) + ε2f (2) + . . . =
∞∑
k=0
εkf (k). (3.7)
By plugging this approach into Eq. (3.1), it is immediately inferred that the
zero order term equals the equilibrium distribution f (0) = feq. An expression
of the distribution of first order f (1) is obtained from the ε0-equation [33]:
∂tf
(0) + C · ∇f (0) = −ωf (1). (3.8)
The terms of higher order are derived accordingly. To recover the macroscopic
equations of fluid motion, approximations up to first (second)2 order are
sufficient. The asymptotic series is then performed with the parameter which
can be identified as the Knudsen number (3.2)
In order to link the BE to its macrosopic counterparts, there are two
possible asymptotic routes to be taken. The difference is in the scaling for
the expansions leading to slightly varying macroscopic equations.
These two scalings are referred to acoustic and diffusive scaling. A short
derivation showing the relationship between the Boltzmann Equation and the
2This depends on the chosen scaling. First order for acoustic scaling, second order
for diffusive scaling required
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macroscopic fluid flow equations is performed in Appendix A.1 for the discrete
system. The acoustic scaling is based on the Chapman-Enskog expansion
[164] [58], that takes into account effects on two time scales corresponding to
a faster, convective scale and a slower, diffusive scale. The time step size is
proportionally related to the spatial step size and ε
acoustic: ∆tp ∼ ∆xp ∼ ε. (3.9)
In the diffusive scaling [75], the short time scales are neglected and only
effects on the diffusive scale are considered. The time step scales with the
square of the space step and ε
diffusive: ∆tp ∼ (∆xp)2 ∼ ε2. (3.10)
For the sake of clarity, the derivation from here on is restricted to the acoustic
scaling. In Section 4.2.2.2 details to the diffusive scaling are then provided.
3.1.2. Moment Definitions
The distributions f describe a statistically averaged motion of particles. In
order to describe the behavior of the fluid on the macroscopic level, macroscopic
quantities are required. These can be obtained from the known distributions
by moments m. Moments are integrals over the particle velocities of the
distributions weighted with a function F (C) depending on the molecular
velocity C. Both distributions and moments are of spatial and temporal
dependency f = f(x, t), which is dropped in this section for clarity. The
moment of a distribution f is
mxpyqzr = mn =
+∞∫∫∫
−∞
Fn(C)f(C) dC =
+∞∫∫∫
−∞
cpx c
q
y c
r
z f(C) dC (3.11)
The function F (C) is usually written as a polynomial of C and a moment
can be categorized by the summed degree n = p+ q + r of the polynomial.
The moments are then referrred to as n-th velocity moment. Moments can
in princpile be built from arbitrary distribution functions supposed they are
known. In the asymptotics section, different orders k of the distributions were
introduced as f (k). The moments of these different asymptotic orders are
subsequently referred to as k-th order n-th velocity moment or n-th velocity
moment of order k.
Each moment can be expanded just like the distributions f in terms of the
smallness parameter ε and moments of order k are formed by integrating over
the distribution of the respective order.
(mαpβqγr )ε = m
(0)
αpβqγr + εm
(1)
αpβqγr + ε
2
m
(2)
αpβqγr +O(ε3). (3.12)
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The integrals in (3.11) are performed over all possibly occuring molecular
velocities and thus range over [−∞,∞] in which case the limits are skipped in
the remainder. The relevant moments density ρ, momentum ρu momentum
flux P and energy ρǫ are then expressed with unit molecular mass
density: m0 =
∫
f(C) dC = ρ (3.13a)
momentum: m1 = mα =
∫
cαf(C) dc = ρuα (3.13b)
mom. flux: m2 = mαβ =
∫
CαCβf(C) dC = Pαβ (3.13c)
energy: m|2| = mαα=
∫
1
2
|C|2f(C) dC = ρǫ (3.13d)
By exerting this weighting and integration procedure on Eq. (3.1), moment
equations are obtained. The similarity to macroscopic conservation equations
then becomes clear. Applying the zero velocity moment (3.13a) to Eq. (3.1)
results in ∫
∂tf(C) dC +
∫
∇ · Cf(C) dC =
∫
Q(f) dC. (3.14)
With the property of the collision operator for the non-contribution to the
collision invariants enforces the integral of the operator to be zero. The second
term on the left hand side includes the next higher velocity moment. In turn,
this moment is defined by a moment equation involving higher moments.
The integrals and the derivatives are allowed to be interchanged in Eq.
(3.14). Using the moment definitions in (3.13) results in an equation for the
conservation of mass. Similarly, an equation for the conservation of momentum
and energy can be obtained by applying the first and second order moment to
Eq. (3.1) [105]
∂tρ+ ∂α(ρuα) = 0 (3.15a)
∂tρu+ ∂βPαβ = 0 (3.15b)
∂tρǫ+ ∂αQα = 0 (3.15c)
The missing link is now the definition of the higher velocity moments related
to the momentum flux tensor P and the energy flux Q in terms of the lower
velocity moments, i.e. density ρ, momentum ρu and energy ρǫ.
Moments are of great relevance not only because they allow a physically
meaningful interpretation of phase-space values f . If the moments are known,
the phase-space counterparts can be recovered up to a sufficient accuracy
[147]. In the following, the equations of the macroscopic quantities related to
these moments are presented.
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3.2. Macroscopic Description of Fluid Motion
The Navier-Stokes Equations (NSE) describe the evolution of a fluid under
the assumption of a continuous medium. The compressible NSE consist of
conservation equations for density ρ, momentum ρu and energy ρǫ and can
be denoted as
∂tρ+∇ · (ρu) = 0 (3.16a)
∂t(ρu) +∇ · (ρu⊗ u+ pI) = ∇ · σ′ (3.16b)
∂t(ρǫ) +∇ · (ρu(ǫ+ p)) = ∇ · (σ′ · u)−∇ · q (3.16c)
The specific energy per unit mass ǫ = e+ 1
2
|u|2 is the sum of the internal energy
e = cvT and the kinetic energy. The heat flux q can be modeled according to
Fourier’s law. On the right hand side of the (3.16b) and (3.16c) appears the
deviatioric stress tensor σ′, responsible for dissipative effects. Stresses occur
in fluids, if there are fluid regions moving with different velocities, causing
an exchange of momentum. The derivatives of velocity must therefore play
into the stress. The viscosity is an inherent property of the modeled fluid and
depends on density and temperature and is in this thesis considered a constant.
The deviatoric stress tensor with the shear rate tensor S = 1
2
(∇u+ (∇u)T )
reads
σ
′ = 2µS + [ζ − 2
3
µ]∇ · uI (3.17)
The dynamic viscosity is related to the kinematic viscosity by µ = ρν and ζ is
the bulk viscosity. In the remainder, the term viscosity refers to the kinematic
viscosity ν. The system of equations (3.16) can be closed with the equation
of state for an ideal gas p = ρRT .
The change of states in a fluid can be described by relating the two states
with an assumption on how the transition occurs. This holds if the changes
occur slow enough to go through a series of equilibrium states. This transition
is described by
p
p0
=
(
ρ
ρ0
)γ
=
(
T
T0
) γ−1
γ
. (3.18)
If the transition is assumed to be adiabatic, there is no heat exchange of
the control volume with its surroundings and the transition can be described
with the exponent γ = κ. The isentropic exponent κ = cp/cv depends on
the degrees of freedom d of the molecules in the medium under consideration
with κ = d+2
d
. For air modelled as two-atomic molecules with a total of five
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degrees of freedom from translational and rotational movements, the isentropic
exponent is κ = 1.4.
In this thesis, some assumptions are taken on the fluid under consideration.
The fluid is assumed to be of constant temperature, i.e. isothermal and New-
tonian, resulting in a constant viscosity. In the following paragraphs, systems
of equations are presented for the acoustic and incompressible approximation.
3.2.1. Isothermal Motion of Fluids
Under the assumption that the temperature is a constant T = T0, the energy
equation disappears from the system (3.16)
∂tρ+∇ · (ρu) = 0 (3.19)
∂t(ρu) +∇ · (ρu⊗ u) +∇p = ∇ · σ′ (3.20)
The internal energy then remains constant over the state changes. The
exponent is then the isothermal exponent γ = 1. The isothermal and thus
isentropic equation of state then relates pressure p to density ρ and closes the
above system
p = c2sρ (3.21)
3.2.2. Incompressible Fluid Motion
Flows can be characterized by their Mach number Ma = u/cs with a char-
acteristic velocity u and the speed of sound cs. In an isothermal flow at
Ma→ 0 the density remains constant and the medium is incompressible. The
incompressible NSE equations can be derived from the isothermal compressible
NSE by setting the density a constant.
∇ · u = 0 (3.22a)
∂t(u) +∇ · (u⊗ u) + 1
ρ
∇p = ν∇2u (3.22b)
The mass continuity equation then simplifies to a condition for the velocity
field to be solenoidal, i.e. its divergence is zero. The density in the momentum
equation can be eliminated and the divergence terms of the stress tensor
σ′ cancel out, such that the Laplacian of the velocity field remains. The
kinematic viscosity ν is used for the stress tensor. The pressure term in the
momentum equation can be viewed as a compensation to satisfy the zero
divergence of the velocity field. An equation for the pressure can derived by
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taking the divergence of the momentum equation Eq. (3.22b) and making use
of Eq. (3.22a) leads to the Poisson equation for the pressure
∇
2p = −ρ∇ ·∇ · (u⊗ u) (3.23)
The role of pressure in incompressible formulation of fluid motion is different
from the compressible formulation, where pressure is related to density and
temperature with the equation of state. As the density and the temperature
are constant, such a relationship does not exist in the incompressible case.
Rather, pressure can be interpreted [125] to guarantee the necessary and
sufficient condition for the solenoidal velocity field to remain solenoidal.
3.3. Turbulence
Most flows occurring in engineering problems are turbulent and their correct
simulation requires thorough understanding and modeling effort [50]. Turbu-
lence refers to the unsteady, chaotic and irregular flow patterns, fluctuating
significantly and irregularily in time and space around mean quantities [125].
The flow field is characterized by eddy motion on a broad range of scales.
Eddies on the larger scales are dominated by the geometry and boundary
conditions with characteristically different shapes and sizes while eddies on
the smallest scales are of more universal character.
The NSE (3.16) describe the flow behavior on all scales, including the large
scale motions of the mean field as well as the turbulent fluctuations. Con-
sidering scale invariance, flows are characterized with dimensionless numbers.
The Reynolds number
Re =
uL
ν
(3.24)
expresses the ratio between inertial and viscous forces with characteristic
quantities for the flow velocity u, a length L and the fluid viscosity ν. In
the dimensionless form of the NSE, the Reynolds number appears inversly
in front of the viscous stress tensor. It can be seen as a measure for the
non-linearity of the flow. At low Reynolds numbers the influence of viscosity is
large enough to damp perturbations and to reduce effects from the non-linear
term. If the Reynolds number is high enough, the inertial forces exceed the
viscous damping and the flow enters a regime of increased sensitivity to small
disturbances leading to a random behavior of the fluid field.
The energy cascade [133] is a notion that is inherently connected to turbu-
lence. Turbulence is fed with kinetic energy by production mechanisms from
driving forces on the largest flow scales. This energy is then subsequently
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transferred to smaller scales until reaching the scale where the energy is dissi-
pated by viscosity. This cascading process stems from the non-linear term in
the NSE. In turbulence theory, the NSE are commonly studied in Fourier space
in a periodic box. The undirected energy spectrum function E(κ, t) describes
the energy on each of the spatial modes κ. By the change to Fourier space,
the equations are decomposed into a set of differential equations for each
mode, all coupled by a sum over all wave modes resulting from the non-linear
term [125]. In analysis of turbulent flows, the quantities are decomposed into
a mean and a fluctuating component φ′ = φ− 〈φ〉 by applying an ensemble
average 〈〉. Important quantities are the total amount of kinetic energy K in
the flow and the total rate of dissipation ǫd [40]
K(t) =
∑
κ
E(κ, t) =
1
16π3
+∞∫∫∫
−∞
〈u(x, t) · u(x, t)〉dx; (3.25)
ǫd(t) =
∑
κ
2νκ2E(κ, t) =
2
8π3
+∞∫∫∫
−∞
〈
ν∂xβuα(x, t)∂xαuβ(x, t)
〉
dx. (3.26)
Kolmogorov [85] characterized the smallest scale to be of isotropic nature
given that the Reynolds number is sufficiently large. He also quantified the
time and length scales of the smallest eddies [84] which is for the ratio of
smallest eddies η to a typical length L
η/L ∼ Re−3/4 (3.27)
The energy cascade can be seen as energy being transported from larger to
smaller scales until finally dissipating the energy by viscous effects.
Resolving all necessary scales of a flow field leads to a direct numerical
solution (DNS) of the NSE. The range which has to be resolved scales with Re3
[125] because the complete spectrum from smallest η to largest structures L
must be resolved. Although the DNS is the most accurate approach, practical
engineering problems are often in a high Reynolds number regime which makes
it impossible to solve directly. Models must then be employed to model the
influence of unresolved effects.
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3.3.1. Large Eddy Equations
In Large Eddy Simulation (LES) only flow structures on a large scale are
resolved directly while the smaller structures are considered residual and
need to be modeled adequately. The residual scales are separated from the
resolved scales by applying a filter to the unknown quantities [101]. Applying
the filtering process to the NSE and collecting the additionallly obtained
quantities into a residual stress tensor τ r leads to the filtered equations of
motion for incompressible, Newtonian fluids [122] for the filtered quantities φ¯
∇ · u¯ = 0, ∂tu¯+∇ · (u¯⊗ u¯) + 1
ρ
∇p¯ = ν∇2u¯−∇ · τ r (3.28)
The residual stress tensor τ r must be modeled by taking into account effects
on the subgrid-scale (SGS). The SGS stress tensor can be related to the
macroscopic strain-rate tensor S¯αβ as [122]
τrαβ − δαβτγγ/3 = −2νturbS¯αβ (3.29)
Assuming that the energy is dissipated entirely and instantaneously [122], an
the eddy viscosity can be modeled with the operator Q¯
νturb = C
2
s∆x
2
Q¯. (3.30)
In this thesis, the Smagorinsky model is used, where the model operator Q¯
is a function of the strain rate tensor Sαβ . The Smagorinsky constant Cs
[145] takes values Cs = 0.17 . . . 0.23 [125] and is Cs := 0.17 in this work. This
assumption fails near walls and Cs must be decreased by incoroporating wall
models. Nevertheless, in this thesis the Smagorinsky model is applied to a
highly wall bounded flow.
3.3.2. Boundary Conditions
The simulation domains are truncated and suitable boundary conditions
specify the fluid behavior at domain boundaries. Typically, they enforce the a
quantity’s value (Dirichlet boundaries) or its gradient (Neumann boundaries).
In this thesis, solid wall and open boundaries are used. Open, non-reflective
boundary treatments are applied in acoustic simulations. Solid wall boundaries
are modeled as non-slip, rigid walls.
Open boundary conditions are modeled with pressure boundaries, the so-
called do-nothing boundaries
− pn+ ν∂nu = 0 (3.31)
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were proposed by Heywood et al. [67] and adopted to the LBM framework by
[77].
Acoustic radiation requires the waves to travel freely across the domain
boundaries, mimicking their free propagation into the environment without
reflection. This requires special treatment. We use characteristic boundary
conditions, which are commonly used within inviscid [152] [53] and viscous
contexts [124]. They rely on characteristic variables corresponding to acoustic,
entropic and vorticity waves. These characteristics are directly related to the
primitive hydrodynamic variables
L =


L1
L2
L3
L4

 =


(ux − cs) (∂xp− ρcs∂xux)
ux∂xuy
ux
(
c2s∂xρ− ∂xp
)
(ux + cs) (∂xp+ ρcs∂xux)

 (3.32)
At the boundary elements, a local one-dimensional inviscid (LODI) system is
solved, which is obtained from the Euler equations without source terms. The
LODI system can be equivalently stated in the characteristic variables and
under the isothermal assumption it reads [73]
∂tρ+
1
2c2s
(L4 + L1) + 1
c2s
L3 = 0, (3.33a)
∂tux +
1
2ρcs
(L4 − L1) = 0, (3.33b)
∂tuy + L2 = 0. (3.33c)
The boundaries are then set by first computing the characteristic quantities
and then solving (3.33) on the boundary elements. An evaluation on how
these boundary conditions behave can be found in [73] [62].
3.4. Acoustics
Acoustic waves propagate at a the speed of sound cs and are characterized by
small pressure fluctuations which are several orders of magnitude smaller than
the pressure fluctuations of the mean flow field [80]. Acoustics can thus be
considered small perturbations around a mean state φ0 ∈ {ρ0,u0, p0} where
the fluid is typically considered to be at rest u0 = 0. The state variables
φ ∈ {p, ρ,u} are split into a mean component indicated with the subscript 0
and a fluctuating part denoted with ′ where the magnitude of the fluctuating
part is assumed to be much smaller than the mean φ′ ≪ φ0.
p = p0 + p
′, ρ = ρ0 + ρ
′, u = u0 + u
′ (3.34)
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Under the assumption that cs is a constant, such waves can be described with
the lossless wave equation for a quantity φ′ ∈ {ρ′, p′,u′} [80]
∂ttφ
′ − c2s∆φ′ = 0 (3.35)
In an irrotational fluid, the velocity and the pressure can be expressed in terms
of the potential Φ as u′ =−∇Φ′ and p′ = ρ∂tΦ′. The solution of the wave
equation can be found assuming monochromatic, plane waves [96]. Oscillating
motions can for reasons of mathematical conevenience be expressed with
the complex, exponential notation. The measurable pressure can then be
expressed by the real part as
p′ = Re{A exp j(ωt− κ · x)}, j = √−1 (3.36)
with the angular frequency ω=2π̥ with the frequency ̥. The wave vector
κ gives the wave propagation direction and its magnitude is the wave number
κ= |κ|. Any wave can be represented by a superposition of monochromatic
waves, i.e. its Fourier components of the wave.
As the Navier-Stokes Equations (3.16) describe the behavior of a compress-
ible fluid in general, the compressible phenomenon acoustics is contained and
the acoustic equations can be derived from them. The wave equations can
be recovered by inserting the approach in Eq. (3.34) into (3.16) under the
assumptions of a fluid at rest u0=0, irrotational flow ∇×u=0, neglecting
products of fluctuating quantities and isentropic changes of state. From these
assumptions, the lossy wave equation can be derived [80] with an effective
viscosity 2νeff = (µ+ ζ)/ρ0 as
c−2s ∂ttp
′ −
[
1 +
2νeff
c2s
∂t
]
∆p′ = 0. (3.37)
The lossy wave equation leads to the wave equation (3.35) in the limit of zero
effective viscosity νeff. Inserting the plane wave solution into the lossy wave
equation gives the dispersion relation(
c2s − jωˆ2νeff
)
κˆ2 = ωˆ2 (3.38)
giving a relationship between the spatial and temporal behavior of waves.
The wave number κˆ and the angular frequency ωˆ are complex values and the
solutions can be expressed by temporal or spatial analysis for a corresponding
damping of the waves.
Acoustic waves are quick fluctuations in the fluid and can be assumed to
be isentropic, i.e. adiabatic and inviscid [5]. In an assumed small volume of
the fluid, the acoustic wave generates no heat exchange with its surroundings.
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Acoustic fluctuations are much faster than dissipation and heat transfer [80].
The equation of state for an ideal gas p = ρRT reduces under isentropic
assumptions to p = ρc2s. The isentropic change of state (3.18) can then also
be expressed for the fluctuation around the mean (3.34)
p′ + p0
p0
=
(
ρ′ + ρ0
ρ0
)γ
(
1 +
p′
p0
)
=
(
1 +
ρ′
ρ0
)γ
≈ 1 + γ ρ
′
ρ0
p′ ≈ γ p0
ρ0
ρ′ = c2sρ
′. (3.39)
The isentropic equation of state is therefore also valid for the acoustic fluctua-
tions p′ = c2sρ
′.
In this work, the fluid is considered isothermal. This enforces the exponent
to γ = 1 instead of γ = 1.4 for ideal gases. This results in an erroneous speed
of sound because c2s = γRT and thus an error of
√
1.4 ≈ 18% in the sound
propagation speed. However, as the speed of sound will be used as a reference
speed for computing the time step, this influence is mitigated.
To account for the broad dynamic range of the human ear, a logarithmic
scale is used for the comparison of sound pressure. The sound pressure level Lp
measured in decibels (dB) is set into relation of the audible hearing threshold
of pref = 10
−5Pa as [11]
Lp = 20 log10
(
p
pref
)
. (3.40)
Sound is usually measured in its intensity which is independent of the distance
and constant on any hull surface around the source. In this work, the sound
pressure level Lp is used due to its accessibility through microphone recordings
and its availablity as a macroscopic quantity in the simulations. The pressure
is inversely proportional to the distance from the sound source as
p′(r, t) =
jωAρ
r
exp j(ωt− κr). (3.41)
This can be deduced from writing the wave equation (3.35) in spherical
coordinates and using p′ = ρ∂tΦ
′, which then yields for an outwards spreading
spherical wave with amplitude A.
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Based on the kinetic description of molecular motion, a numerical method is
derived. Starting from the Boltzmann Equation (3.1), the discrete molecular
velocities are reduced to a defined set and the equation discretized to a
Cartesian grid in space and an equal time step. It is then shown that the
discretized equations still yield valid solutions to the macroscopic equations
of fluid motion (3.16).
This leads to the Lattice Boltzmann Method (LBM), a meanwhile well-
established numerical scheme for the simulation of incompressible and weakly
compressible flows. It exhibits a very simple algorithm due to the restriction
to a reduced phase space and a Cartesian grid. The kinetic basis of bound-
ary conditions and their link-wise implementation enable the simulation of
complex geometries. Information from other elements is only required in the
neighborhood defined by the compute stencil by which the algorithm remains
fairly local. Communication of a partition is thus restricted to its adjacent
partitions. These features make the LBM a highly efficient solver which is
able to scale well in parallel execution. Particle interactions are modeled with
simplified collisions as presented for the continuous BE in Section 3.1. This
reduced particle model can be shown to recover the incompressible Navier-
Stokes equations (3.22b) in the limit of small Mach and Knudsen numbers
{Ma,Kn} ≪ 1.
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4.1. Phase Space Discretization
The numerical method is based on the mesoscopic representation of notional
particles. The infinite molecular velocities C of particle distributions f allowed
in the BE (3.1) are restricted for the numerical algorithm to a discrete set of
velocities Ci with i = 1 . . .Q where Q is the number of molecular velocities.
This velocity set and the computational mesh will form the basis and the
compute stencil of the algorithm. The velocities are chosen such, that particles
stream from one lattice point to another in one time step. The velocities are
thus also referred to as lattice links. The dependency of the distribution f on
the discrete velocity is in the remainder moved into the subscript
fi(x, t) = f(x, t, Ci). (4.1)
The continuous Boltzmann equation with a discrete velocity set and the BGK
collision operator then reads
∂tfi + ci · ∇fi = ω (feqi − fi) i = 1 . . .Q (4.2)
This equation is subsequently discretized in space and time to yield the
numerical algorithm.
4.2. Discretization and Computational Lattice
An integration along characteristics is applied to Equation (4.2) and integral
is approximated by trapezoidal rule
fi(x+ ci∆t, t+∆t)− fi(x, t) =
− 1
τ∗
∫ ∆t
0
fi(x+ ci∆s, t+∆s)− feqi (x+ ci∆s, t+∆s) ds
≈ − ∆t
2τ∗
[fi(x+ ci∆t, t+∆t) (4.3)
−feqi (x+ ci∆t, t+∆t) + fi(x, t)− feqi (x, t)]
On the right hand side, terms at the advanced position in time appear. A
variable transformation is applied to render this equation fully explicit1.
gi(x+ ci∆t, t+∆t)− gi(x, t) = − ∆t
τ∗ + ∆t
2
(fi(x, t)− feqi (x, t)) (4.4)
1details see Section A.3.1
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The original collision frequency τ∗ is replaced by the modified frequency
τ =
(
τ∗ + ∆t
2
)
/∆t (4.5)
This variable transformation renders the LBM a second order accurate scheme
and is equivalent to the Taylor expansion procedure (4.30) and the subsequent
interpretation of the viscous term. From here on it is implicitely assumed, that
the variable transformation is applied f := g. The most important impact is
in the recovery of the macroscopic quantities.
(a) D3Q19 Lattice
Collide Stream
(b) Collide and stream algorithm
Figure 4.1.: The lattice and the spanned space-filling grid
An equidistant grid with ∆x in all spatial direction and for the temporal
discretization the constant time step ∆t is chosen. The discrete velocities Ci
are chosen such, that in each time step ∆t the distributions fi are propagating
along the grid lines from one grid point to its neighbor in the very direction.
The phase space Pi is thus discretized to a reduced set of particle velocities
Ci ∈ ZD ∀i ∈ {1, . . . ,Q} on a Cartesian grid xj ∈ ZD ∀j ∈ {1, . . . , Nelems}
for a total number of grid elements Nelems, together with a fixed time step
with tn ∈ Z+ ∀n ∈ {1, . . . , NT } and iterations NT . At each grid point xj ,
distributions fi describe the probability of finding particles with the velocity
Ci in each link direction i. The chosen lattice must obey enough symmetries
to be Galilean invariant, i.e. translation and rotation [171]. In this thesis, the
lattice choice is restricted to the D3Q19 lattice in three dimensions, which
only include links to surface and edge neighbors of the unit element cube. The
D3Q19 lattice with Q = 19 links is depicted in Figure 4.1(a). The zero velocity
link at the cube center is included for a correct recovery of the pressure.
The (dimensionless) time step equals the lattice time steps, which is without
loss of generality set to unity ∆t = ∆tlb = 1 in the remainder. The dimension-
alization of the quantities is further discussed in Section 4.2.3. The discretized
Lattice Boltzmann Equation with a general collision operator Qi reads
fi(xj + Ci, tn + 1) = fi(xj , tn) +Qi. (4.6)
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Discrete Collision Operator and Equilibrium Distribution The dis-
crete BGK collision operator QBGK relaxes towards the discrete equilibrium.
The exact Maxwell-Boltzmann equilibrium distribution (3.4) is expanded 2.
in a Taylor-series in Ma assuming Ma≪ 1 and approximated up to second
order in Ma The equilibrium distribution Eq. (3.4) depends on f through the
moments density and velocity ρ =
∑
i fi,u =
∑
i Cifi as f
eq(f) = feq(ρ,u)
and the temperature is constant θ0. We consider the weakly incompressible
regime allowing small density fluctuations δρ around the reference density ρ0
with δρ≪ ρ0 and ρ = δρ+ ρ0. The lattice weights ti are for the D3Q19
ti =


1/18fori = 1 . . . 6
1/36fori = 7 . . . 18
1/3for|c19| = 0
(4.7)
With a constant reference temperature θ0 = 1/3, the molecular reference
velocity
cs =
√
θ0 = c
lb
s = 3
−1/2 (4.8)
is mean particle velocity and has the thermodynamical meaning of the speed
of sound. The value of cs results from considerations of symmetry and
conservation of the underlying lattice (see Section A.3).
Neglecting terms of O(Ma2) and considering the lattice weights ti, the
discrete equilibrium then takes the form [65]
feqi (ρ,u) = ti
[
ρ+ ρ0
(
Ci · u
c2s
+
(Ci · u)2
2c4s
− u
2
2c2s
)]
(4.9)
Discrete Moments For computing the moments of the discrete distribution
functions fi, the integrals of the continuous formulation (3.13) are replaced
by summing over i. In this work, the incompressible formulation of the LBM
is used where ρlb0 is the lattice reference density. The respective moments are
given starting with the collisional invariants. For these, the moment m of the
distribution itself must equal the moment of the equilibrium distribution m(0).
Here, the spatial and temporal dependence is dropped for the sake of clarity.
All quantities are given in the dimensionless lattice units denoted with the
2For details see Section A.3
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brackets []lb.[
p = cs
2
(
Q∑
i
fi − ρ0
)
= p(0) = cs
2
(
Q∑
i
feqi − ρ0
)]lb
(4.10)
[
u =
Q∑
i
Cifi = u
(0) =
Q∑
i
Cif
eq
i
]lb
(4.11)
[
P
(0)
αβ =
Q∑
i
CiαCiβf
eq
i = δαβp+ ρ0uαuβ
]lb
(4.12)
In addition, the non-conserved, higher velocity moments can be related to the
shear stress tensor through the second velocity moment of fist order (A.38).
In practice, this term can only be approximated by including all higher orders.

σ′αβ = 2ρ0νSαβ ≈ −
(
1− ω
2
)(
Pαβ − P(0)αβ
)
= −
(
1− ω
2
) Q∑
i
CiαCiβ(fi − feqi )


lb
(4.13)
The deviation from the equilibrium correspond to the non-equilibrium part
fneq = f − feq. The lattice viscosity is tuned by the relaxation parameter ω
as
νlb = 1
3
( 1
ω
− 1
2
) = 1
3
(τ − 1
2
). (4.14)
The Lattice Boltzmann Equation With unity spatial and temporal step
sizes in lattice units ∆xlb=∆tlb=1, an algorithm for fi acting on a Cartesian
grid emerges with the fi streaming along the links to the adjacent elements.
The LBM equation with the BGK collision operator can then be written as
fi(xj + Ci, tn + 1) = fi(xj , tn) + ω (f
eq
i (xj , tn)− fi(xj , tn)) . (4.15)
The stream-collide approach of the LBM algorithm can also be used to solve
other systems of equations. Models exist in literature for advection-diffusion
equations [56], multiple species [2] or thermal fluid models [64].
In the following, the collision models used in this thesis are discussed.
Then, two asymptotic expansions are provided to describe the recovery of the
macroscopic equations from the discretized, mesoscopic system.
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4.2.1. Collision Models
Simplified relaxation-type collision operators are outlined here. The relaxation
parameter ω tunes the viscosity (4.14). Its values can range between 0 < ω < 2.
The limit of ω → 2 leads to zero viscosity, where the algorithm is instable and
ω → 0 leads to infinite viscosity. In this thesis, only relaxation parameters
1 ≤ ω < 2 are considered.
4.2.1.1. BGK Collision Operator
The LBM-BGK collision operator Q relaxes fi towards the reference equilib-
rium distribution feqi (4.9) and the relaxation is steered with the parameter
ω = 1/τ related to the shear viscosity ν as
QBGKi = −ω(fi − feqi (ρ,u)) (4.16)
The bulk viscosity is fixed in the BGK model to ζ = 2
3
ν, a result of the
asymptotic expansion A.2. Due to the uniform relaxation of all modes of f
by the single parameter ω, all modes are equally relaxed towards equilibrium.
In addition to the physical modes, so-called ghost-modes are present. These
introduce instabilities for high values of ω → 2. The BGK model is thus prone
to instabilities in the regime of low viscosities.
4.2.1.2. Discrete Moment Space and MRT Collision Operator
The multiple relaxation time (MRT) model [34] [95] is a generalization of the
BGK model and fixes the issue of the forced equal relaxation of all modes. The
distributions fi are converted to a moment-space spanned by the moments
mi, in which the relaxation is performed with distinct relaxation parameters
λi for each moment. The conversion from distribution to moment space and
vice versa is achieved with the transformation matrix M and its inverse M−1
m = Mf , f = M−1m. (4.17)
M consists of orthogonal base vectors φ in order to yield a moment space of
linearly independent moments. The base vectors are typically multiples of
the discrete velocity vectors Ci. The choice of moment sets can be obtained
from Gram-Schmidt orthogonalization procedures. The base vectors for the
transformation matrices used in this work in two and three dimensions are
given here, while for the compute kernel itself, a modified variant as given
in [153] is used. The base vectors are given as multiples of the discrete
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velocity vectors Ci with an entry-wise multiplication as φpqr = C
p
xC
q
yC
r
z. The
transformation matrices M with the base vectors is
Mpqr = (φ000,φ100,φ010,φ001,
φ200,φ020,φ002,φ110,φ011,φ101,
φ210,φ201,φ120,φ021,φ102,φ012, (4.18)
φ220,φ022,φ202)
T
The resulting moment-basis thus corresponds to the integration of the distri-
butions multiplied with the set of base vectors M and yields
m = (m0,mx,my,mz,mxx,myy,mzz,mxy,myz,mxz,
mxxy,mxxz,myyx,myyz,mzzx,mzzy, (4.19)
mxxyy,myyzz,mzzxx)
T (4.20)
The first ten moments have a direct physical interpretation for the Navier-
Stokes equations as pressure, velocity and shear stress.
m =(δρ+ ρ0, ux, uy, uz,
p+ ρ0u
2
x − σ′xx, p+ ρ0u2y − σ′yy, p+ ρ0u2z − σ′zz,
ρ0uxuy − σ′xy, ρ0uyuz − σ′yz, ρ0uxuz − σ′xz,
mxxy, mxxz, myyx, myyz, mzzx, mzzy,
mxxyy, myyzz, mzzxx)
T
(4.21)
The scalar relaxation parameter ω of the BGK-model is replaced by a diag-
onal matrix Λ = diag(λ). Its entries correspond to the relaxation parameter
for each moment mi. Note that only the values for D3Q19 are given, as all
computations were performed with this model.
λ = [1, λb, 1, 1, 1, 1, 1, 1, 1, λs, 1, λs, 1, λs, λs, λs, 1, 1, 1]
T . (4.22)
This disparate relaxation of each moment yields more degrees of freedom. The
bulk viscosity ζ can be tuned [95] in addition to the shear viscosity ν by
νlb =
1
3
(
1
λs
− 1
2
)
, ζ lb =
2
9
(
1
λb
− 1
2
)
. (4.23)
Each moment is then relaxed towards the equilibrium moments meq with the
corresponding λi. The conserved moments equal their equilibrium moments,
as they are preserved during collision. The relaxation parameter λi are
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therefore arbitrary for these moments. The non-zero equilibrium moments in
the employed model [153] read
m
eq
1 = δρ, m
eq
2 = e
eq = ρ0|u|2,
m
eq
4 = ρ0ux, m
eq
6 = ρ0uy, m
eq
8 = ρ0uz,
m
eq
10 = 3P
eq
xx = ρ0(2u
2
x − u2y − u2z), meq12 = Peqzz = ρ0(u2y − u2z), (4.24)
m
eq
14 = P
eq
xy = ρ0uxuy, m
eq
15 = P
eq
yz = ρ0uyuz,
m
eq
16 = P
eq
xz = ρ0uxuz
The collision operator thus takes the form
Q
MRT = M−1Λ (meq(x, t)−m(x, t)) . (4.25)
Although the MRT algorithm involves more floating point operations due to the
matrix-vector multiplication, the general structure of the LBM is unmodified.
In vectorial notation for the collection of link-wise probability density functions
fi, the complete LBM-MRT method has the following algorithmic form
f(x+ C, t+ 1) = f(x, t) +M−1Λ (meq(x, t)−m(x, t)) . (4.26)
The representation in moment space is much more convenient as the relaxation
rates can be related to the corresponding transport coefficients. It is therefore
used as a basis for the interpolation method presented in Section 7.2.
4.2.1.3. TRT Collision Operator
An alternative relaxation model using two relaxation times (TRT) was pro-
posed by Ginzburg [54]. The TRT model performs the collision on a symmetric
(even) n+i and anti-symmetric (odd) part n
−
i of the collision operator Q with
two distinct relaxation parameters ωev and ωod, of which ωev can be selected
freely as in the BGK model and ωod is chosen to remedy the error dependency
on ω near walls. The collision operator reads
QTRTi = −ωevn+i − ωodn−i ωev = ω, ωod =
8
5
8 1
ω
− 1
2 1
ω
− 1 . (4.27)
The TRT model can be seen as a sub-class of the MRT model, whereas the
explicit transformation to the moment space is not necessary, thus decreasing
the computational effort comparable to BGK models. With this model, we
also use an incompressible formulation, simulating the pressure variance δp
about a mean reference value of p0 as in the BGK incompressible model.
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4.2.2. Asymptotic Analysis of the Discretized Equations
The recovery of the macroscopic equations by applying an asymptotic analysis
to the continuous BE has been introduced in Section 3.1.1. This procedure
is applied to the fully discretized equation (4.15), additionally considering
the discrete lattice. The asymptotic expansion is performed here with the
acoustic and the diffusive scaling. While the former 3 leads to the isothermal,
compressible equations for small density variations [23], the latter rigorously
leads to the incompressible equations [75].
In order to apply the asymptotic expansion to the discrete equation, a Taylor
expansion is applied around x, t with Di = ∂t + Ci · ∇x on the streaming
operator to obtain a continuous expression
∞∑
n=1
(Di∆t)
nfi(x, t) = −ω(fi(x, t)− feqi (x, t)). (4.28)
Again, the equilibrium distribution equals the zero order distribtuion feq =
f (0). The spatial and temporal scales are also expanded. The procedure
then equals the one for the continuous equations. There is only one spatial
scale and the spatial derivative becomes ∇x = ε∇x1. The temporal scale is
expanded differently in both scalings and is explained in the following sections.
The asymptotic series is then set into the expanded equation together with
the expanded derivatives and the terms are then separated by their order k in
εk. The moments are applied to these equations and the terms are matched
to yield the macroscopic conservative equations. The terms depending on the
lattice can be cast into expressions with macroscopic terms with the lattice
constraints (A.47).
In the following, we show how the isothermal compressible Navier-Stokes
equations are recovered from the acoustic scaling. The procedure is performed
for the compressible formulation, where in this thesis we rely on an incom-
pressible formulation with a slightly different equilibrium (4.9). The procedure
is however equivalent and can be found in [65]. In the diffusive scaling, the
required equations from [75] are given and the incompressible equations are
recovered. The presented procedures are established in literature and main
points are highlighted for the sake of clarity.
3 see more details in Section A.2
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4.2.2.1. Acoustic Scaling
Two temporal scales are assumed, of which the faster t1 can be interpreted as
the convective and the slower t2 as the diffusive time scale
∂t = ε∂t1 + ε
2∂t2. (4.29)
The derivative term Di for the Taylor series is then
Di = ∂t + Ci · ∇x = ε∂t1 + ε2∂t2 + εCi · ∇x1 (4.30)
Collecting all terms of same order in ε and D
(1)
i = ∂t1 + Ci · ∇x1 leads to the
scale-separated equations for zero ε0 and first order ε1
ε
0 : D
(1)
i f
(0)
i = −
ω
∆t
f
(1)
i (4.31)
ε
1 : (D
(1)
i f
(1)
i + ∂t2f
(0)
i )∆t+
1
2
(D
(1)
i )
2f
(0)
i ∆t
2 = −ωf (2)i (4.32)
For the isothermal case, mass and momentum must be conserved during colli-
sion, and so the zero and first velocity moments f must equal the corresponding
moments of zero order∑
i
fi =
∑
i
f
(0)
i = ρ;
∑
i
Ciαfi =
∑
i
Ciαf
(0)
i = ρuα (4.33)
To avoid that higher order terms in ε contribute to these moments, the
following solvability constraints are imposed∑
i
f
(k)
i = 0,
∑
i
Ciαf
(k)
i = 0 ∀ k > 1 (4.34)
Applying the zero and first moment to (4.31) as in (3.14) leads to
∂t1
∑
i
f
(0)
i +∇ ·
∑
i
Cif
(0)
i = 0 (4.35a)
∂t1
∑
i
Cif
(0)
i +∇ ·
∑
i
CiCif
(0)
i = 0 (4.35b)
Matching the moments (4.33), an evolution equation for the density and
momentum is obtained on the t1 time scale.
∂t1ρ+∇ · (ρu) = 0 (4.36a)
∂t1ρu+∇ · P(0) = 0 (4.36b)
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The second velocity moment of zero order P(0) can be evaluated with the
equilibrium function
feqi = ρti
[
1 +
uαCiα
c2s
+
uαuβ
2c2s
(
CiαCiβ
c2s
− δαβ
)]
(4.37)
resolving the sums with lattice constraints (A.47) and yields
P
(0)
αβ =
∑
i
CiαCiβf
(0)
i = ρuαuβ − c2sρδαβ . (4.38)
With interpreting the term ρc2s as the pressure p, equation (4.36) can be
interpreted as the Euler equations on time scale t1. To find the Navier-Stokes
equations, the first order terms (4.32) need to be considered. Again, zero
and first moments of this equation are used to extract relationships for the
macroscopic terms. For example, the first velocity moment of (4.32) yields
∂t2
∑
i
Cif
(0)
i +
(
1− ω
2
)∑
i
D
(1)
i Cif
(1)
i = −
ω
∆t
∑
i
Cif
(2)
i (4.39)
and leads with the tensor from the second velocity moment of first order
σ
(1)
αβ = −
(
1− ω
2
)∑
i
CiαCiβf
(1) = −
(
1− ω
2
)
P
(1)
αβ . (4.40)
to an equation for the momentum on the second time scale t2
∂t2ρu = ∇ · σ(1). (4.41)
The further treatment involves decent algebraic operations and is thus
performed in the Appendix 4.2.2.1. By matching the viscosity to be
ν = ∆tc2s
(
1
ω
− 1
2
)
, σ(1) can be interpreted as the deviatoric stress tensor
with an additional error term δP(1)
σ
(1) = ρνS + δP(1) (4.42)
The shear stress is here computed from the first order second velocity moment
P(1). In practice, this quantity cannot be obtained as the all scales are mingled
in the compute quantity f . An approximation of this term is to assume the
first order to equal all terms higher than zero order
P
(1) ≈
∞∑
k=1
P
(k) = Pneq (4.43)
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This is a valid approximation under the assumption that ε2 is considerably
smaller than then lower scales. The shear stress is thus in practice computed
from the complete non-equilibrium part as
σ′αβ ≈ −
(
1− ω
2
)
P
neq
αβ = −
(
1− ω
2
)∑
i
CiαCiβ (fi − feqi ) . (4.44)
As a result, the acoustic scaling leads in the low Mach and Knudsen limit to
the compressible, isothermal Navier-Stokes equations
∂tρ+∇ · (ρu) = 0 (4.45)
∂t(ρu) +∇ · (ρu⊗ u) +∇p = ∇ ·
(
ρν(∇u+ (∇u)T )
)
(4.46)
with the isothermal equation of state for the pressure
p = ρc2s. (4.47)
In the acoustic scaling the scaling according to the mesh resolution is as for
the grid step ∆x ∼ ε and the time step ∆t ∼ ε.
4.2.2.2. Diffusive Scaling
The diffusive scaling assumes only one time scale and the expansion of the
temporal derivative is performed with ∂t = ε
2∂t. Here, only the required
relationships are repeated from [75] where a lengthy derivation can be found.
In the diffusive scaling, the grid element size and time step in lattice units
scale with the smallness parameter ε as
∆xlb = ε∆xp, ∆tlb = ε2∆tp (4.48)
The moments with respect to the discrete velocities ciα for order zero and one
in velocity are related to the mass density ρ and the velocity u as
ρ =
Q∑
i=1
fi, uα =
Q∑
i=1
fiCiα (4.49)
The equilibrium distribution is again a function of the zero and first order
moments {ρ,u} as feq(f) = feq(ρ,u). This equilibrium distribution can be
split up into a linear and a quadratic part
feq(f) = fL,eq(ρ,u) + fQ,eq(ρ,u) (4.50)
where the linear part takes the form
fL,eqi (ρ,u) = ti
(
ρ+
1
c2s
u · Ci
)
. (4.51)
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The zero, first and second velocity moments of this linear equilibrium distri-
bution yield
Q∑
i
fL,eqi = ρ,
Q∑
i
CfL,eqi (ρ,u) = u
Q∑
i
CiαCiβf
L,eq
i (ρ,u) = c
2
sρI (4.52)
The quadratic part of the equilibrium is written for the D2Q9 and D3Q19
models with the lattice weights ti as
fQ,eqi (f, g) = ti(u⊗ v) :
(
1
2κc4s
(
CiαCiβ − c2sδαβ
))
(4.53)
For the standard D2Q9 and D3Q19 models κ = 1 [75, Appendix C]. The zero,
first and second velocity moments of this quadratic part of the equilibrium
distribution then yield
Q∑
i
fQ,eqi (u,u) = 0,
Q∑
i
Cif
Q,eq
i (u,u) = 0 (4.54)
Q∑
i
Ci ⊗ CifQ,eqi (u,u) = u⊗ u
Consider the Taylor expansion in Eq. (A.5), where the left hand side is
related to the free flight streaming of the particle distributions and involves
neighbors in space and time. Combining this Taylor expanded left hand side
and plugging the asymptotic expansion yields the term for order m∑
a+b=k
Db(∂t, Ci ·∇)f (a)i
= A
(
fL,eqi (f
(k)
i )− f (k)i +
∑
a+b=k
fQ,eqi (f
(a)
i , f
(b)
i )
)
(4.55)
Solving this system of equations for each term f
(k)
i yields [75, Eq. (31) ] with
AI being the pseudo-inverse of A as
f
(k)
i = f
L,eq
i (f
(k)
i +
∑
a+b=k
fQ,eqi (f
(a)
i , f
(b)
i ) (4.56)
−AI
(
∂tf
(k−2)
i + (Ci ·∇)f (k−1)i +
1
2
(Ci ·∇)2f (k−2)i
)
+AILk
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As a result, expressions for distributions of higher orders are therefore com-
puted from terms of lower orders. Junk et al. [75] showed that the zero and
first velocity moments take the expanded form
uε = εu
(1) + ε3u(3) + . . . (4.57)
ρε = 1 + ε
2ρ(2) + ε4ρ(4) + . . . (4.58)
Even order terms in the velocity and odd terms in the density are zero.
Introducing the term Λi = ci ⊗ ci − 1Dci · ciIαβ for each order m ≥ 0 an
explicit expression for the distributions in terms of macroscopic quantities is
obtained. Relevant are the orders up to two, which can be obtained from the
macroscopic quantities in the incompressible NSE (3.22) as
f
(0)
i = ti (4.59)
f
(1)
i =
ti
c2s
u
(1) · ci (4.60)
f
(2)
i = ρ
(2)ti + f
(Q,eq)(f (1), f (1))− ti
2kc4s
kc2s
ω
2S(1) : Λ (4.61)
The shear stress is contained in the second velocity moment Pαβ and its zero
and first orders P(0),P(1) can be computed using (4.52) and (4.54). From
[75, Eq. A15] the second velocity moment P is connected to the macroscopic
variables as
P
(2)
αβ = u
(1)
α u
(1)
β + c
2
sρ
(2)δαβ − 2kc
2
s
ω
S
(1)
αβ (4.62)
and the shear rate tensor can thus be extracted from the above equation as
2S(1) =
ω
kc2s
(
u
(1) ⊗ u(1) + c2sρ(2)I − P(2)
)
(4.63)
The second velocity moment of order two P(2)is not directly obtained, as only
P is directly computable, because all scales are included in the quantity f .
As the lower order expressions are known, they can be removed and we get
an approximation to the second order second velocity moment, while higher
order terms are prevailing as a numerical error of order O(ε).
P
(2) =
1
ε2
(P− P(0))− 1
ε
P
(1) +O(ε) (4.64)
Plugging Eq.(4.52) into Eq.(4.54), the shear rate tensor is obtained
S
(1) =
ω
2kc2s
(
u
(1) ⊗ u(1) − P+ c2s(ρ(0) + ρ(2))I
)
(4.65)
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The velocity u(1) and the pressure p(2) = ρ(2)c2s satisfy the incompressible
Navier-Stokes equations with the shear viscosity νlb = kc2s(
1
ω
− 1
2
) as
∇ · u(1) = 0 (4.66)
∂tu
(1) +∇ · (u(1) ⊗ u(1)) +∇p(2) = νlb∇2u(1) (4.67)
With the diffusive scaling, the incompressible Navier-Stokes Equations
(3.22) are recovered. The macroscopic velocity is obtained on first order u(1)
while pressure is obtained on the second order p(2).
4.2.3. Conversion between Physical and Lattice Units
The preceeding derivations were performed in the dimensionless lattice unit
system, where by definition ∆xlb = ∆tlb = 1. The macroscopic quantities
obtained from these derivations need to be dimensionalized. The quantities can
then be transformed between physical (φp) and lattice units (φlb) involving the
reference quantities spatial and temporal step size ∆xp,∆tp and a reference
density ρp0 . Note that the spatial step ∆x
p is given by the spatial discretization
of the simulation domain while the temporal step ∆tp depends on the chosen
scaling.
In the acoustic scaling, the time step is obtained from a physical reference
velocity chosen as the speed of sound. With the lattice speed of sound clbs
(4.8) the time step is
acoustic cps = c
lb
s
∆xp
∆tp
→ ∆tp = c
lb
s
cps
∆xp. (4.68)
The diffusive scaling uses a physical reference viscosity to determine the
time step. With the lattice viscosity νlb (4.14), the time step is
diffusive νp = νlb
(∆xp)2
∆tp
→ ∆tp = ν
lb
νp
(∆xp)2 (4.69)
The relevant macroscopic variables pressure, velocity, strain rate and vis-
cosity are converted between physical and lattice units with
pp = ρlb(clbs )
2
(
ρp0
∆xp
∆tp
)2
, up = ulb
∆xp
∆tp
, Sp = Slb
(
∆xp
∆tp
)2
,
νp = νlb
(∆xp)2
∆tp
, σ′p = σ′lb
(∆xp)4
(∆tp)3
ρp0 . (4.70)
Analyzing the unit factors, the magnitude of the quantities can be estimated
from the proportionality constraint of the time and space step size. This
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acoustic diffusive
pressure plb O(1) O(ǫ2)
velocity ulb O(1) O(ǫ)
strain rate Slb O(ǫ) O(ǫ2)
viscosity νlb O(ǫ−1) O(1)
shear stress σ′lb O(1) O(ǫ2)
Table 4.1.: Scaling of lattice quantities with smallness parameter ǫ
is summarized for both scalings in Table 4.1. Using the acoustic scaling,
the above quantities remain of the same order of magnitude due to the
proportionality constraint of ∆tp and ∆xp. With the diffusive scaling however,
the time step is proportional to the square of the space step. Hence, for
∆xp → 0, the time step converges even faster against zero. The macrosopic
velocity term in the lattice unit system diminishes with decreasing space step
size.
4.2.4. Subgrid Scale Turbulence Modeling
For turbulence modeling, LES with subgrid scale models (Section 3.3.1) is
particularly suitable for the LBM framework. Here, the Smagorinsky subgrid
model [70] is employed. The subgrid scale based turbulence models can
naturally be incorporated into the LBM by assuming the quantities f to be
the filtered quantities f¯ and locally altering the relaxation parameter ω0 (4.14)
for locally changing the effective viscosity νeff which is the sum of the fluid
viscosity ν and the additional turbulent viscosity νturb related to the residual
stress term (3.29).
νeff = ν + νturb, ν =
1
3
(
1
ω0
− 1
2
)
. (4.71)
The turbulent viscosity is modeled [70] with the filter width equal to the grid
spacing ∆xlb and the large scale strain rate in an element S¯αβ as
νturb =
1
6
(√
1
ω0
+ 18C2s (∆xlb)2Q¯− 1
ω0
)
, Q¯ =
√
2S¯αβ : S¯αβ . (4.72)
The Smagorinsky models for the MRT and TRT are similar to [87] by addi-
tionally computing the equilibrium distributions as in the BGK model. The
strain rate calculation is then analoguous to the BGK implementation. A
secondary highly welcome effect of the Smagorinsky model is the stabilization
of the LBM simulation, because higher viscosity is realized via local increase
of the relaxation parameter ω thus damping short wave length oscillations.
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It should be noted again, that in this work the LES-Smagorinski model
without further assumptions is applied to a highly wall-bounded flow problem,
namely the flow through a porous medium. It could however be shown [61],
that the overall friction on the fluid measured by the medium permeability is
not considerably affected.
4.2.5. Kinetic Crimes
The solution of the NSE (3.22b) requires the definition of suitable initial values
and if present of boundary conditions. As the LBM algorithm works with
mesoscopic representations, the distributions f need to be set in a suitable
way. However, these are not straightforward to obtain. The degrees of freedom
of the distributions are higher than there are macroscopic quantities available,
as the macroscopic quantities are obtained by an averaging procedure of the
mesoscopic counterparts. For the LBM, this can be clarified by considering
the D3Q19 model with 19 degrees of freedom compared to the ten macroscopic
quantities available {p, uα, σαβ} corresponding to pressure, velocity and the
shear stress. Sometimes not even all quantities are known. A complete deter-
mination of the distributions is therefore not possible and valid approximations
must be applied as e.g. proposed by Skordos [142].
4.2.5.1. Initial Conditions
In problems dictated by boundaries, the initial values play a minor role. Their
influence is diminished over the simulation time and the initialization must
contain reasonable values which lead to a consistent time-dependent behavior
of the flow. In a plain channel flow at sufficiently low Re triggered from in-
and outflow boundary conditions, the initial state is, if chosen to conform with
the outlet pressure at rest, completely obscured from the flow which develops
over time into a plain Poiseuille profile. For other categories of flow problems,
the initial values can play an important role. The Taylor-Green vortex as
presented in Section 8.1 is such an example. There the flow state over the
entire temporal evolution of the system strongly depends on the initial state.
A simple approach [142] uses the equilibrium values feqi (ρ,u) which can be
obtained from the pressure (proportionally the density ρ) and the velocity
field. The non-equilibrium part is neglected, which sets the shear stress to
be zero. This approximation is in certain cases unacceptable as it introduces
severe intial and boundary layers, which can persist throughout the entire
simulation. In [18] and [110] it was shown for periodic initial value problems,
that neglecting the non-equilibrium part leads to a non-convergent error for
ǫ→ 0.
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There are mainly two approaches to recover the higher order terms in f . The
approach by Mei et al. [110] is of rather practical nature. It relies on fixing the
velocity field throughout a certain duration of the simulation and performing
the normal stream-collide algorithm. The equilibrium is then computed with
the fixed velocity field. From this procedure, the non-equilibrium part adapts
over the iteration time to recover not only the pressure but also the shear
stress contributions and an approximation to consistent initial conditions is
achieved.
The second approach is of more asymptotic nature. Higher order terms of f
are analytically recovered up to ǫ2 with explicit expressions for f (0), f (1), f (2).
For this approach, the stress tensor σ′αβ must be explicitely known. For
the acoustic scaling, Latt [97] has shown that the distribution f can be
approximated including the non-equilibrium part using Qi = Ci ⊗ Ci − c2sI
and the shear stess σ′ as
fi = f
eq
i + f
neq
i , f
neq
i = −
ti
2c4s
1
1− ω
2
Qi : σ
′. (4.73)
For the diffusive scaling, Junk [75] has derived explicit expressions up to the
second order in terms of the macroscopic quantities as given in Equations
(4.59)-(4.61).
An advantage of the iterative approach is its simple procedure and general
applicability. Without further knowledge of the pressure and stress field,
these can be obtained from the specification of the velocity field alone. If the
pressure and stress distribution is known, one obtains with the asymptotic
approach a good approximation of the higher order distributions.
In this thesis, the initial conditions are set with the simple equilibrium if
nothing is further stated.
4.2.5.2. Boundary Conditions
Here, boundary conditions in the LBM context are discussed. For the stream-
ing step, valid distributions must be provided near the boundaries for links
pointing into the simulation domain. Boundaries are typically imposed in
terms of macroscopic quantities and again the same problem arises due to the
higher number of kinetic variables. However, the kinetic origin of the LBM
also provides a gas-kinetic approach.
At solid boundaries as depicted in Figure 4.2, such a kinetic approach
can be applied to reflect outgoing distributions fi to the inverse, incoming
direction fi∗ where Ci = −Ci∗ . This reflection process is named bounce-back
and leads to a non-slip wall behavior half-way between the outermost fluid
node xf0 and the boundary node xw. The position of the wall xb is defined
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Figure 4.2.: Kinetic non-slip wall boundaries. Simple and higher order reflection
treatment
by the relative fraction q related to the distance q =
xb−xf0
xw−xf0
. The simple
bounce-back approach is conservative but the accuracy is only of second order
if the wall is located exactly at q = 0.5.
More accurate solid boundary conditions were proposed by Bouzidi et al.
[13]. These boundaries are also applied link-wise and can therefore rely on
a one-dimensional formulation with the wall position defined by the q-value.
Depending on the value of q, the incoming link fi∗ is inter- or extrapolated
from the local or adjacent fluid elements links as
fi∗(x, t+ 1) =
{
2qfci (x, t) + (1− 2q)fci (x− ci, t), q < 0.5
1/(2q)fci (x, t) + (2q − 1)/2qfci∗(x, t), q ≥ 0.5
. (4.74)
At open boundaries, either the distributions can be set according to kinetic
considerations such as an adequate extrapolation of neighboring links [74]
[174], or macroscopic quantities are imposed and then accordingly transformed
to the lattice distributions. The simplest approach consists in just setting
the equilibrium distribution, while a better approximation is obtained by
reflecting the non-equilibrium part at the boundary just as with the regular
bounce-back mechanism [73][54].
The anti-bounce-back pressure boundary [54] used in this thesis sets the
incoming links [73]
fi∗(xf ) = −fi(xf0) + 2feq+i (xb) + (2− λs)[f+i (xf )− feq+i (xf )]. (4.75)
The first term is the inverse distribution and therefore the anti-bounce-back
term, the second sets the pressure and the last term is a correction term. The
last term is a correction term and is omitted in this thesis. The term feq+
contains only the symmetric parts of (4.9)
feq+i = ti
[
ρ+ ρ0
(
(Ci · u)2
2c4s
− u
2
2c2s
)]
. (4.76)
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The pressure is imposed through the density (4.47) and the velocity is obtained
with a linear extrapolation from the two outermost fluid nodes xf0 and xf1
for φ = u
φb = φ(xb) ≈ φ(xf0) + 12 [φ(xf0)− φ(xf1)] . (4.77)
The characteristic boundary conditions are imposed likewise, obtaining
the macroscopic quantities from the characteristic treatment. The spatial
derivatives in (3.32) are computed with a second order backward stencil [73]
∂xφ(xb) ≈ 1
3
(8φ(xb)− 9φ(xf0) + φ(xf1)) . (4.78)
and the velocity values are extrapolated with Eq. (4.77).
The do-nothing boundary conditions (3.31) are set for the LBM by dis-
tinguishing between links normal to the boundary Ci∗ = n and tangential
directions Ci∗ 6= n. The incoming distributions fi∗ are being set as [76]
fi∗ =
{
(feqi∗ (ρb,ub) + f
neq
i ), Ci∗ = n
= 2fi∗(xf1)− fi∗(xf2), Ci∗ 6= n
(4.79)
and the inlet pressure is defined by ρb = pbc
−2
s while the velocity ub is obtained
by extrapolation from neighboring elements as (4.77) with φ = u.
4.2.6. Implementation Issues
The implementation of the LBM algorithm (4.15) in a computer program is in
the remainder referred to as the code or the implementation. The algorithm
can be decomposed into a collision and a streaming step. The collision is
an element-local operation redistributing the links to represent the particle
collision and using the values obtained from the streaming step fsi at the local
positions to compute the post-collision values fci
fci (x, t) = f
s
i (x, t) +
1
τ
(feqi (f
s
i (x, t))− fsi (x, t)) . (4.80)
The streaming step copies the post-collision values fci from adjacent element
memory locations to the local ones to obtain post-streaming values
fsi (x+ Ci, t+ 1) = f
c
i (x, t). (4.81)
The order of these two steps can be interchanged. In Appendix A.6 these two
schemes are shown to be identical.
When the collision is performed before the streaming step, element-local
values are loaded on which the collision is computed. These post-collision
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values are then streamed along the links and stored in the adajacent element’s
positions. Due to the local read and the remote write operation this is known
as a push algorithm. If the order is inverted, each element’s neighbor links
are first pulled from the adjacent elements. After the collision, the values
are stored to the local element. Due to the remote read and the local write
operation, this algorithm is referred to as pull.
It should be noted here, that the LBM equation (4.15) corresponds to a push
algorithm. In this thesis, the pull algorithm is employed due to considerations
in the multi-level algorithm (Section 6.4.2).
The LBM-algorithm is characterized by few operations, leading for the
D3Q19-BGK model to as few as 150 operations per element and time step
update. Except for the equilibrium computation where macroscopic quantities
and thus all links of the local element are required, all other operations are
link-wise. The memory amount accessed during one compute step update
for one elements accumulates with double precision eight byte floating point
numbers to a minimum of 2·8B ·Q corresponding to 304B for the D3Q19 model.
The byte per flop ratio is thus 2B/flop rendering the LBM algorithm memory-
bound and putting high pressure on the memory interface. Performance
optimizations [170] aim to reduce memory access.
4.2.6.1. Memory organization
There are two common ways of storing the required quantities in a computer
memory for the LBM. The distributions fi of all elements are stored in a state
array. The direct addressing method directly represents the Cartesian grid
topology while in the indirect addressing method an additional index array
stores the link connectivity.
In our implementations, there are two state arrays alternatingly holding
the state of the current time step and are thus both of size nElems ·Q. The
direct method is used in simple benchmark kernels to evaluate the PGAS
paradigm in Section 5.2 and the indirect is used in the flow solver Musubi
developed in Chapter 6.
Listing 4.1 shows a typical compute kernel with a direct memory layout for
the state arrays fIn and fOut, sweeping over all the elements of a Cartesian
grid of size {nx, ny, nz}. The two algorithmic steps streaming and collision
are commonly implemented in a single sweep over all the elements to avoid
redundant memory access reducing the pressure on the memory interface.
1 do k = 1, nz
2 do j = 1, ny
3 do i = 1, nx
4 ! advection from offsets cx,cy,cz, read from fIn
5 ftmp(:) = fIn (:, i−cx(:),j−cy(:),k−cz(:))
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6 ...
7 feq (:) = computeFeq( rho, u(:))
8 ! collide and write to fOut
9 fOut(:) = ftmp(:) − (1−omega)∗(ftmp(:) −feq(:))
10 end do
11 end do
12 end do
Listing 4.1: Serial stream collide routine
4.2.6.2. Direct Addressing Memory Layout
The simple benchmark kernels are based on the direct memory access. The
LBM algorithm (4.15) acts on a Cartesian grid in D dimensions The number
of degrees of freedom per element corresponds to the number of links in a
lattice Q. This Cartesian structure naturally maps to a (D+1)-dimensional
array. Neighboring stencil elements of the current link are accessed with index
arithmetics by adding the stencil offset to the current element coordinate,
corresponding to the address in the array4. The indices {i, j, k} represent the
fluid elements’ spatial coordinates while the forth coordinate l refers to the Q
links fi of an element. The array position of the links l can be freely chosen
and affects the memory access patterns. The stride of an array refers to the
gap in memory between requested entries. A stride of one corresponds to the
entries residing consecutively in memory (Fig. 4.3). In Fortran the first index
is aligned successively in memory yielding a stride one access. If the links are
stored in the last dimension as in ijkl (left), the subsequent access to all Q
links of a single elemen leads to a memory stride of nxnynz. On the contrary,
storing l first as in lijk (right), the stride for accessing an element’s fis is
unity as these are arranged consecutively in memory.
ijkl lijk
Figure 4.3.: Strides with memory layouts of Q for ijkl (left) and 1 for lijk (right)
Direct addressing is commonly used throughout literature [35] and has
proven to be highly efficient, especially when optimization techniques are used
[165]. Geometry is introduced by the marker-in-cell strategy to distinguish
solid elements. On these elements, an additional bounce-back operation has
to be performed to stream back the fis to the elements from where they
originated. For complex geometries or domains with a low fluid fraction in
the overall bounding domain, this can lead to an excessive memory usage.
4This is done in Listing 4.1, line 5
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4.2.6.3. Indirect Adressing Memory Layout
Instead of addressing neighbor elements by an offset, a list-based sparse matrix
representation [139] only stores those elements required for the computation.
Thus, only fluid elements are stored and the solid fractions are excluded.
For cases where only a small fraction of the cubic volume is occupied by
fluid elements, this can lead to high memory savings. This approach relies
on the linearization of all elements and their links fi to a one-dimensional
data structure such that each link of an element fi can be uniquely accessed
by a single index. For each link in each element, the streaming position is
stored in an additional connectivity array holding the integer indices. For each
streaming operation, this connectivity array has to be involved to identify the
target position.
An important advantage of this method is its implicit encoding of topological
information. For elements with links to solid or boundary neighbors in a
certain stencil direction, the link fi streams to the same element but the
opposite direction fi∗ . This results in an implicit wall boundary treatment at
solid links. The implicit geometric treatment renders additional bounce-back
treatments as in the direct access method obsolete.
For the linearization of the elements, a rule is introduced in Section 6.1.1
in terms of a space-filling curve. Now, a choice has to be made on how the
Q links within each element are arranged in the state array. The Nelems ·Q
links can be stored in memory [169] wither as array-of-structures (AOS) or
structure-of-arrays (SOA) layout. These differ in sorting first by the elements
and then by the links or vice versa.
The AOS sorts first by elements. The array contains each element’s data
in a contiguous block in memory. All Q links of the element are stored
subsequently in this block, for all elements respectively. With the SOA the
data is stored in memory sorted by the links. In contrast to AOS, a contiguous
block contains a certain link for all elements.
The access to the link iLink of an element iElem is performed on an array
with Q entries per element for all Nelems elements by
• AOS: iPos = (iElem− 1) ·Q+ iLink
• SOA: iPos = (iLink − 1) ·Nelems + iElem
The indirect memory access is used for the investigations in this thesis,
while both can be chosen in Musubi during compile time.
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4.3. Conclusion
The required background on the numerical method is now provided. Details
on the implementation are in the remainder discussed in detail with a focus
on the efficient execution on supercomputers. Also, implementation details of
the flow solver Musubi will be discussed.
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This chapter presents investigations related to high performance computing
(HPC) for the development of a highly scalable LBM flow solver. Performance
measures are introduced along with the common analysis of weak and strong
scaling. Then, simple LBM kernels based on the full-matrix representation with
direct memory access are used as a testbed to evaluate the new programming
paradigm Co-arrays in Fortran (CAF) for its suitability in modern scientific
stencil-based codes. Their performance was investigated on two Cray platforms
to provide insight into the efficiency of the approach. A focus lies on the
communication performance of the CAF approach and its comparison to
traditional MPI-based methods.
5.1. Algorithmic Design for Supercomputers
Numerical experiments are performed on a computer by discretizing and
evaluating the governing partial differential equations on discrete points in
space and time, i.e. the computational grid or mesh, defining the unknowns
or degrees of freedom in such a simulation. The accuracy required in real
applications leads to a vast amount of degrees of freedom and consequently
to a huge computing effort. The cost required for a DNS of a high Re flow
scales with Re3 [132] and leads to an incredible computational effort. This
renders the DNS of turbulent phenomena in real applications unfeasible in
the foreseeable future [125]. Even with models that strongly reduce the effort,
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the computational costs can easily keep the largest supercomputing system
busy for a longer period of time.
The main objective of scientific supercomputing can thus be identified
to enable the simulation of large-scale systems and to decrease the time to
solution to a minimum.
5.1.1. Computer Architectural Evolution
Computer architectures have undergone radical changes since their introduc-
tion several decades ago. Since then, the performance of the computing devices
has grown with the number of transistors on a compute chip according to
Moore’s law [114].
The performance increase was gained from rising clock frequencies and ever
smaller microstructures in the central processing unit (CPU). This process
has reached a limit due to restrictions in heat dissipation and relativity
effects. Also, the DRAM gap which led to the introduction of several cache
layers continues to widen [57]. These restrictions have led to an increasing
parallelism on all layers [66]. Although the Top500 [113] list for the leading
supercomputing systems is based on pure peak performance, certain trends
can still be derived from this list. Some years ago, large vector processor
systems with only few cores per system were dominating this list. They have
now been completely ruled out by systems with a rising number of smaller and
weaker cores, exceeding one million in number [36]. Also, considerably more
heterogeneous architectures are now among the top systems with accelerator
cards such as general-purpose computing graphics cards. Overall, there is a
clear trend towards massive parallelism, increased complexity and diversity
in the systems while it is not yet clear, which architecture will pertain in
the future. Although vector computers are fading, the central concept of
vectorization is increasingly important in most chips which have smaller vector
units.
5.1.2. Efficient Algorithms for Supercomputers
From the above given considerations, one can draw several conclusions for
the development of scientific software. Here, this is restricted to mesh-based
loop-type algorithms, which are commonly encountered in the simulation of
physical phenomena.
The life-cycle of a scientific code is typically much higher than the one
of a computer installation itself. The code therefore has to be ported and
optimized for different architectures at a reasonable cost. There is an obvious
need for a clean code design and a thorough documentation of the code for
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subsequent generations of application developers. The heterogeneity in system
architecture requires a design that enables a high computational efficiency of
the code with reasonable porting effort.
Conclusions can be drawn for the design of future-architecture-ready codes.
The increasing parallelism requires a high scalability of the code. This can
be achieved with fewer, local communications between the processing units.
The decomposition of the simulation domain must be balanced to keep the
compute partitions equally busy. It is important to extract parallelism on
all levels [168] and the serial optimization for different architectures might
require dedicated compute kernels. The main aspect for achieving high serial
performance in the compute kernel must be the exploitation of vectorization
capabilities and the cache hierarchy of the processors.
In general, three different layers need to be considered for the overall
computational performance of an implementation for parallel runs
1. serial: The serial execution performance strongly depends on the
problem size. The implementation must use the cache hierarchy properly
and the compiler must be able to vectorize the compute loops. Overhead
from non-compute routines can influence the serial performance and must be
minimized.
2. intra-node: the communication between the processing units within a
compute node is achieved over high-speed interconnects such as Intel Quickpath
and AMD HyperTransport. The achievable parallel performance within a
node strongly depends on how the available computing facilities like cache and
memory interface are distributed among the participating processes. Each
socket has its own memory interface. The performance within the node
increases as long as these facilities are used by only one processing unit.
Further increasing the participating processes leads to a leveling out and even
a possible performance degradation due to the shared access.
3. inter-node: communication between processing units on separate nodes
is done via the network interface controllers (NIC). The performance varies
with the distance in the network topology and the interference with other
communications on the connecting devices such as switches.
For an optimal overall performance it is crucial to understand the behavior
of the algorithms on all three layers. From the serial performance evaluations,
an ideal problem size per core can be derived. The intranode evaluations yield
an optimal number of cores per compute node. This configuration can be
taken as a basis to scale beyond one node.
A good scalability of the code is required as one is interested in increasingly
large problems, which have to be solved on machines with an increasing
number of compute partitions. Scalability can be determined with either weak
or strong scaling.
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In weak scaling, the overall solution time is evaluated with varying number
of processes where the problem size per process is kept constant. This scaling
is well suited for investigating, how well compute partitions can be replicated
in a certain serial computing situation, i.e. the problem size determines the
serial performance by fitting into the fast CPU cache completely or requiring
transfer with the slower main memory. Serial performance effects are therefore
excluded and the pure scaling behavior is analyzed, focusing more on the
network of the machine.
Strong scaling analyzes the solution time for varying number of processes
while the total problem size is kept constant. This scaling reveals how many
compute partitions are reasonably used for the fastest solution of a given
problem. With strong scaling, the serial compute configuration varies over
the number of used processes, as the problem size per process decreases.
5.1.3. Performance measure
The performance is measured in terms of element updates per second, denoted
as MLUPS (million lattice updates per second). This refers to the time it
takes to complete one time step cycle of computation for the elements in the
mesh. This is obviously an absolute measure and depends on the amount
of computing units used in parallel runs. An ideal parallel execution would
replicate the behavior of serial runs with run time ts leading to an ideal parallel
execution time with p processes to tp = ts/p. The absolute performance is
therefore proportional to p. If a run is performed on supercomputer, it is
common to allocate full nodes such that all employed nodes are exclusively
used by this job. We therefore make use of the relative measure MLUPS
per node (MLUPSpN) which should ideally be the same over the number
of used nodes as in the serial execution. In real runs, the performance per
node is lower than in the serial case due to communication involved. From
plotting the relative measure MLUPSpN over the problem size on each node
in comparison to the baseline serial performance, the so-called performance
map emerges. This performance map and the derivation of weak and strong
scaling is introduced in Section 6.5.
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5.2. Evaluating Co-Array Fortran
Attempts to exploit parallelism in computing devices automatically have
always been made, and it was successfully done by compilers in a restricted
form such as vector operations. For more general parallelization concepts
with multiple instructions on multiple data (MIMD), the automation was
less successful and programmers had to support the compiler by directives
such as in OpenMP. The Message Passing Interface (MPI) offers a rich set of
functionality for MIMD applications on distributed systems and high-level
parallelization is supplied by APIs from libraries. The parallelization however,
has to be elaborated in detail by the programmer. Recently, an increasing
effort in language-inherent parallelism is made to leave parallel implementation
details to the compiler. A concept developed in detail is the partitioned global
address space (PGAS), which was brought into the Fortran 2008 standard
with the notion of co-arrays (CAF). Parallel features are turned into intrinsic
language properties and allow a high-level formulation of parallelism in the
language itself [131]. Co-arrays minimally extend Fortran to allow the creation
of parallel programs with minor modifications to the sequential code. The
optimistic goal is to obtain a language which inherits parallelism and allows
the compiler to concurrently consider serial aspects and communication for
code optimization.
Here, we investigate how to use CAF for parallelizing a flow solver and
the capabilities of current compilers with co-array support. Usability and
performance of CAF in mesh-based applications is examined and compared
to traditional MPI strategies. We analyze the influence of the memory layout,
the usage of communication buffers against direct access to the data used
in the computation and different methods of the communication itself. Our
objective is to provide insights on how common communication patterns have
to be formulated when using co-arrays.
Only few publications actually give advice on how to use co-arrays in order
to obtain a fast and scalable parallel code. Ashby & Reid [1] ported an MPI
flow solver to co-arrays and Barrett [4] uses a finite difference scheme to assess
the performance of several co-array implementations.
In CAF, shared data objects are indicated by an additional index in square
brackets, for which the remote location in terms of the process number of the
shared variable is defined. Contrary to MPI, there are no collective operations
defined in the current standard. These have been shown to constitute a large
part of nowadays’ total communication on supercomputers [129] thus posing a
severe limitation to a pure co-array parallelization, which is a major point of
criticism by Mellor-Crummey et al. [112]. This has led to a set of additional
features including such collectives and process grouping proposed for the new
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standard [25].
While detailed syntax descriptions can be found in [24, 119, 131], the main
syntax extension for using co-arrays is introduced here. In CAF, objects that
are shared among particpating compute partitions reside in the PGAS. These
objects are defined with the additional co-index denoted in Fortran syntax
with square brackets. If such an object is accessed without square brackets, the
access is on the local memory only. Using square bracket notation therefore
always involves the access to the PGAS.
Compute partitions are termed image in the CAF context. In this work,
this term is replaced by compute partitions or processes. For each object,
the processes can be arranged in a c-dimensional ordering by speficying c
dimensions in the co-array definition. Language intrinsics provide means to
identify the affiliation of a process to a sub-group denominated a team and its
unique identification number within this respective group with this_image().
For each shared object, the processes can be arranged in a Cartesian grid
C1 ×C2 × . . . Cn similar to a Cartesian communicator in MPI. The last entry
Cn always needs to be specified with ∗ which denotes that the rest of the
processes are arranged in this dimension. The last dimension therefore takes
the ratio Cn = ⌈p/
∏n
α=1 Cα⌉ with the total number of processes p and
∏n
α=1
referring to the product of all dimensions Cα.
In Listing 5.1, array is defined as a shared object in a two-dimensional
communicator with 2 processes in the column and p/2 processes arranged in a
row. Each process assignes its own process number to all entries of the array,
and then each process copies the entry of the rank with coordinate [2, 1] in
the communicator to its local memory.
1 real :: array (3,4)[2,∗]
2 array = real(this image())
3 copy arr = array (1,1)[2,1]
Listing 5.1: Co-array access to a remote memory object
5.2.1. Numerical Algorithm
As a testbed, we use an LBM fluid solver on a Cartesian grid which accesses
the memory locations in a direct manner with the D3Q19 BGK kernel. For
the streaming step, stencil neighbor elements are directly accessed using
index arithmetics. In the traditional approach upon parallel execution, the
Cartesian grid is divided into rectangular sub-blocks (Figure 5.1). There, halo
elements provide valid information to the fluid elements by communication
with adjacent partitions. Other approaches which better suite the CAF
concept are presented and evaluated for their efficiency.
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Figure 5.1.: Domain decomposition and halo communication on a Cartesian grid
5.2.1.1. Alignment in Memory
The quantities required for computation are stored in the four-dimensional
state array with the spatial indices {i, j, k} and the forth coordinate l for
the Q = 19 links of an element. The position of l within the array can be
arbitrarily chosen and will be varied in the following. The collection of all
the links required for communication with remote partitions depicted by the
blue elements slices in Figure 5.1 then involves strided data access, where the
strides depend on the direction and memory layout.
Two state arrays fIn and fOut are of size {Q, nx, ny, nz} for the order
lijk. In Fortran, the first index is aligned successively in memory yielding
a stride one access. If the links are stored in the first dimension with the
link-first layout lijk, the smallest data chunk for communication has at least
Q consecutive memory entries. The smallest memory chunks of Q entries
for communication occur in the x-direction. Communication in y-direction
involves chunks of Q · nx and in z-direction Q · nx · ny. When the links are
saved last with the layout ijkl, the x-direction again involves the smallest data
chunks, but only of a single memory entry with strides of nx · ny · nz. Strided
memory access thus occurs for all memory layouts, where the links are stored
other than in the first dimension.
5.2.1.2. Traditional Parallelization Approach
A time-dependent mesh-based flow solver is usually parallelized following a
SIMD (single instruction multiple data) approach. All p processes execute
the same program but work on different data. For these investigations, only
Cartesian grids of equal size are considered. Each fluid element then induces
the same computing effort per time step. For an ideal load-balancing, the work
is equally distributed among the processes and a simple domain decomposition
can be performed, splitting the regular Cartesian mesh into p possibly equal
sub-domains. The update of a given element requires the information from
the neighboring elements and itself from the previous iteration. At the border
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between sub-domains it is then necessary to exchange data in each iteration.
A common approach is to use halo elements, which are not updated by
the scheme itself but provide valid data from the remote processes. This
approach is depicted in Figure 5.2. Using halo elements allows the actual
update procedure to act just like in the serial algorithm. With MPI, data is
exchanged before the update of the local elements at each time step, usually
with a non-blocking point-to-point communication.
Halo elements
Fluid elements
Same values1 2
Figure 5.2.: Traditional approach with halo elements on two partitions
5.2.1.3. Strategy Following the Co-array Concept
Opposed to the traditional approach, no explicit communication or halo
elements are required with the PGAS approach. Using co-arrays, data can be
directly accessed in the neighbor partition’s memory. Regular co-array data
objects are restricted to be of the same size and shape on each process. The
elements on remote partitions can then be accessed from within the compute
kernel like local ones, but with the additional process address [nbp] appended.
Synchronization is required between time steps to ensure data consistency
across all processes, but no further communication statements are necessary.
We present different approaches to co-array implementations.
Fluid element with co-array access 
Fluid element with local access
Neighbor of current element with co-array access
Current fluid element1 2
Figure 5.3.: Naive approach. Co-array access on each neighbor element
A Naive Co-array Approach is given in Listing 5.2, sketched in Figure
5.3. Every streaming operation copies the link from the current neighbor
to the local element. This operation is performed for each element’s link as
a co-array access, even for links pointing to local neighbors. The co-array
access requires the remote partition’s rank. This can either be computed on
the fly or accessed from a lookup table. As on each partition the local state
array starts with an index of one, the remote position of each requested link
must be identified. These actions result in considerable run-time and memory
overhead. Furthermore, the additional code parts for computing the neighbor
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process rank and the remote position obscure the compute kernel code with
book keeping procedures.
1 do k = 1, nz
2 do j = 1, ny
3 do i = 1, nx
4 ! streaming step (get values from neighbors)
5 do l = 1, Q ! loop over all links in each element
6 xpos = mod(crd(1)∗bnd(1)+i−cx(l,1)−1,bnd(1))+1
7 xp(1)= (crd(1)∗bnd(1)+i−cx(l,1)−1)/bnd(1)+1
8 ... ! analoguous for the other directions
9 if (xp(1) . lt . 1) then ... ! correct physical boundaries
10 nbp=image index( caf cart comm,xp(1:3) ) ! get process
11 ftmp( l)=fIn( l ,xpos,ypos,zpos )[nbp] ! coarray get
12 end do
13 ... ! collision
14 end do
15 end do
16 end do
Listing 5.2: Naive streaming step with co-arrays
The copy itself is easy to implement, but the logic for getting the remote
data address requires quite some effort (Listing 5.2). Significant overhead is
generated by the co-array access itself and repetitive address calculations. If
the position of each neighbor is determined in advance and saved memory
demand and more importantly memory access increases. As the LBM is
a memory-bound algorithm, this puts even more pressure on the memory
interface.
Outer element, remote data necessary
Inner element, Local data only
Neighbors of current fluid element
Current fluid element1 2
Figure 5.4.: Segmented approach. Co-array access only in regions of influence from
adjacent partitions
The Segmented Co-array Approach tries to avoid this drawback by splitting
up the domain into a purely local (inner) and a remotely influenced (outer)
part as depicted in Figure 5.4. The inner elements are treated as in the
serial version. Co-array access is only used where necessary, i.e. on the outer
elements. Separate subroutines are defined for these two regions and two
kernels are present performing different memory access for the streaming: a
purely serial one for the inner elements and one with co-array access for all
outer elements. These are called according to the current position in the fluid
domain (Listing 5.3). Thus, additional overhead appears due to the logic of
separating the inner and outer parts and even two kernels must be provided.
This raises the required lines of code again.
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1 call streamCollide CAF(fOut,fIn,1,nx,1,ny,1,1)
2 do k=2,nz−1
3 call streamCollide CAF(fOut,fIn,1,nx,1,1,k,k)
4 do j=2,ny−1
5 call streamCollide CAF(fOut,fIn,1,1,j,j ,k,k)
6 call streamCollide inner(fOut,fIn , j ,k)
7 call streamCollide CAF(fOut,fIn,nx,nx,j,j,k,k)
8 end do
9 call streamCollide CAF(fOut,fIn,1,nx,ny,ny,k,k)
10 end do
11 call streamCollide CAF(fOut,fIn,1,nx,1,ny,nz,nz)
Listing 5.3: Segmented stream collide with co-arrays
5.2.2. Tested Communication Schemes
The previously introduced communication schemes are subsequently compared
to a traditional MPI parallelization. An intermediate approach, where the
MPI calls are simply replaced by CAF communication serves as a direct
comparison of MPI and CAF.
There are various possibilities for communication structures using MPI.
Among others, a choice must be made on how the data to be communicated
is collected, either by means of dedicated buffers or MPI types. The data
structures required for co-array parallelism can further be defined in various
ways. This section introduces the data structures that were used for these
investigations.
5.2.2.1. Data Structures
Message passing based parallelization requires data structures for collecting,
sending and receiving the data. MPI types or regular arrays can be used in MPI,
whereas with CAF, regular arrays or derived types with arrays can be employed.
Using co-arrays, regular global arrays are restricted to be of the same size and
shape. As the Cartesian domains might have different extents in each direction,
separate data objects for each neighbor buffer are required. This applies both
for send and receive buffers, which increases implementation complexity. The
usage of derived types provides the programmer with flexibility, as the arrays
inside the co-array derived types do not have to be of the same size. However,
before each communication or alternatively at every array (de)allocation,
information about the array size of every globally accessible data object has
to be made visible to all processes. This is handled by CAF automatically,
but possibly introduces an overhead for each communciation.
1 ! Regular global arrays as coarrays
2 real,dimension (:,:,:,:)[:], allocatable :: caf snd1 ,..
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3 ! Derived types
4 type caf dt ! Coarray derived type with regular array
5 real,dimension (:,:,:,:), allocatable :: send
6 end type caf dt
7 type(caf dt) :: buffer [∗] !< Coarrray definition
8 type reg dt ! Regular derived type with coarray inside
9 real,dimension (:,:,:,:)[:], allocatable :: snd1 ,.. snd19
10 end type reg dt
11 type(reg dt) :: buffer !< Regular array definition
Listing 5.4: Derived type and regular global co-arrays
5.2.2.2. Buffered and Direct Communication
Following a traditional parallelization approach with halo elements implies
the usage of explicit buffers. This require separate send/receive buffers with
potentially different sizes. The communication is done in an explicit way in a
dedicated routine. Before the communicaiton can be started, required data
is collected and placed into the halo buffer, from where it is put back into
the main state array after the communication. This message-passing follows
a two-sided approach, where both the sender and the receiver must actively
take part.
On the other side, one-sided communication models like CAF allow direct
remote memory access to remote locations. These are not directly available
to the local process. Instead, access is routed through the network. One-sided
models allow the construction of either explicit message passing of buffers
like in the traditional approach or access to remote data within the kernel
itself, here referred to as implicit access. The performance of these different
communications are evaluated in the following.
5.2.3. Experimental Results
Investigations for evaluating the previously introduced communications were
performed on Cray XT and XE systems (see Table 5.1). These are among
the few systems supporting PGAS both by hardware and compiler. These
architectures mainly differ in the application-specific integrated circuits (ASIC)
[27], which connect the processors to the system network and offload com-
munication functions from the CPU. The Cray XT5m nodes use SeaStar
ASICs, which contain a direct memory access engine to move data on the
local memory, a router connecting with the system network and a remote
access memory engine [16]. The XE6 nodes are equipped with the Gemini
ASIC [28], which supports a global address space and is optimized for efficient
one-sided point-to-point communication with a high throughput for small
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XT5m XE
CPU Shanghai Magny Cours
Rev 23C2 6128
nCores 4 8
GHz 2.4 2.0
L2 512KB 512KB
L3 6MB 12MB
Memory 16GB 32 GB
ASIC Seastar2 Gemini
CCE 7.2.4 7.3.0
MPI MPT 5.0.0 MPI 5.1.1
Table 5.1.: Machine setup
messages. The Cray Fortran compiler from the Cray Compiling Environment
(CCE) was used on both machines.
First, single core performance for various domain sizes and memory layouts
is evaluated. From these results, a suitable configuration is chosen for parallel
scaling. Co-array and MPI are then compared on both machines. Cubic
simulation domains are used. These are distributed to participating processes
by three-dimensional domain decomposition, for p>8 with an equal amount of
subdivisions in all three directions. For p≤8, the domain is split in x-direction
only.
5.2.3.1. Influence of the Memory Layout in Serial and Parallel
The serial performance is measured in MLUPS as a function of the total fluid
elements ntot. Performance studies of the LBM [35] have revealed a significant
influence of memory layout and domain size.
In Fig. 5.5 (left), the cache hierarchy is clearly visible in terms of different
MLUPs levels. With the layout of order link-first lijk, the performance
decreases with increasing domain size.For layouts where the link is stored in
a later position link-later iljk,ijlk,ijkl, the performance is relatively constant
with the lowest performance in the memory-dominated region. For ijkl, peaks
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Figure 5.5.: Impact of memory layout in serial (XT5m) and parallel (direct CAF)
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of local performance drops appear. These are result from cache-thrashing,
where for each subsequent link access, the complete cache line must be re-read
from the main memory due to an unfortunate arrangement in memory.
The memory layout not only plays a large role for serial execution, but
also when data for communication is collected. Depending on data alignment
in memory, the machine has to collect data from the main state array with
varying strides in memory. This is also true for the element slices that need
to be collected for communication in different directions. This results in a
large discrepancy of total communication time in the different directions.
Figure 5.5 (right) shows a strong scaling experiment on a domain of size
ntot = 200
3 for two representative layouts with link-first lijk and link-last
ijkl. For up to eight processes p≤8, the domain is decomposed in x-direction
only and the run-time scales linearly. Using more processes, the domain is
equally decomposed in all three directions. Invoking more directions leads
to a surge in run-time on the XT5m for the ijkl layout, probably due to the
heavily fragmented memory, that needs to be communicated. The smallest
chunks in lijk remains Q=19, as all communicated links for communication
are stored consecutively in memory and the run-time also drops in a linear
fashion. On the XE6 with the new programming environment, this seems to
be resolved and linear run-time behavior is observed for both memory layouts,
also when accessing fragmented memory.
5.2.3.2. Derived Type and Regular Co-array Buffers
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Figure 5.6.: Derived types
The implementation of co-arrays using
a derived type is now compared against
a regular array. This examines the over-
head that is introduced by the increased
flexibility of varying co-array sizes.
On the XT5m there is an obvious
difference between the two implementa-
tions. The regular array implementation
scales in a nearly linear fashion. The
derived type version on the other hand,
even increases linearly in the run time when using more processes inside a
single node. When using the network, it scales nearly linear for p ≥ 16. This
issue also seems to be resolved on the new XE6 architecture. Within a single
node, there are virtually no differences between the two variants. However,
the derived type variant scales slightly worse beyond a single node.
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5.2.3.3. MPI compared to Co-array Communications
Various co-array schemes are now compared to regular non-blocking, buffered
MPI communication. We start with a typical explicit MPI scheme and
proceed to an implicit communication scheme with co-arrays. The traditional
MPI approach and the corresponding MPI-style CAF scheme handle the
communication in a separate routine using buffers. The implicit co-array
schemes perform the access to remote data during the streaming step. Due
to the good results obtained in the previous sections, the lijk memory layout
is used. There, all links of one element are saved contiguously resulting in
a minimal data pack of 19 values. Strong and weak scaling experiments are
performed for the following communication schemes:
1. Explicit MPI: buffered isend-irecv
2. Explicit CAF buffered: same as MPI but with co-array communication
3. Explicit CAF direct access: no buffers but direct remote data access
4. Implicit CAF segmented loops: co-array access on border nodes only
5. Implicit CAF naive: co-array access on all nodes
Strong scaling A fluid domain with a total of 2003 grid elements is employed
for all process counts. In Fig. 5.7 the total execution time of the main loop
is shown as a function of the number of processes. Increasing the number of
processes decreases domain sizes per process, by which the execution time
decreases. Ideal scaling is plotted for comparison.
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Figure 5.7.: Strong scaling comparison of MPI and CAF with lijk layout and
ntot=2003
The MPI implementation is fastest and scales close to ideal on both machines,
but scaling stalls for p>2000. The co-array implementations show, that there
was a huge progress made from the XT5m to the XE6. The two implicit
co-array access schemes show a much higher serial run-time. The naive
co-array implementation is slower than explicit ones even by a factor of
30, due to co-array accesses to local data, although it scales perfectly on
the XE6. On the XE6, for p > 104, all schemes tend to converge against
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the naive implementation, which is expected, as this approach pretends all
neighbors to be remote, essentially resulting in single element partitions.
However this results in a very low parallel efficiency with respect to the
fastest serial implementation. Due to an unexplainable loss of scaling in the
MPI implementation beyond 2000 processes, co-arrays mimicking the MPI
communication pattern get even slightly faster in this range.
Weak scaling The increasingly high parallelism due to power and clock
frequency limitation [83] combined with limited memory resources lead to
extremely distributed systems. Small computational domains of n=93 fluid
elements, which fit completely in cache are used to anticipate this trend in
the analysis (Fig. 5.8). With such domain sizes, latency effects prevail. The
MPI parallelization scales similar on both machines, and yields the best run
time among the tested schemes. Both explicit buffers in co-array scale nearly
perfect for p>64, whereas implicit co-array addressing within the algorithm
clearly looses in all respects.
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Figure 5.8.: Weak scaling in three directions with n = 93 elements per process
(latency area)
5.2.4. Conclusion
Different approaches on how to parallelize a simple LBM solver based on
rectangular domain-decomposition using co-arrays in Fortran were presented.
Ease of programming and performance to traditional parallelization schemes
with MPI were compared. The code complexity for simple and slow CAF
implementations is low, but quickly increases with the constraint of a high
performance. Achievable performance of applications using co-arrays depends
on the definition of data structures. The analysis indicates, that it might get
beneficial to use co-arrays for very large numbers of processes, however on the
systems available today, MPI communication provides highest performance
and needs to be mimicked in co-array implementations.
The conclusion for the flow solver Musubi is that CAF is currently at a too
early stage to design a code entirely based upon it. MPI still yields higher
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performance in all evaluated scenarios. However, the usage of CAF is not
excluded from the code entirely, as a flexible replacement of the underlying
communication routines will be allowed.
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The LBM Solver Musubi
This chapter introduces the LBM solver Musubi [63] that has been developed
in this work. It is part of the simulation framework APES [135] and uses the
TreElm library [82] to allow the efficient simulation on a distributed octree.
It has been shown to achieve high performance on massively parallel systems
beyond hundred thousand cores [179]. In this chapter, an introduction is
given to the APES framework, the data structures of the tree and the solver.
Additional data structures for communication, handling of grid level interfaces
and boundary conditions are presented along with the main features of Musubi.
The chapter concludes with performance figures obtained on two representative
supercomputing systems to prove the validity of the concept.
6.1. The APES Framework
The development of the APES framework was driven by the need for an
integrated approach to simulate large-scale industrial applications with mesh-
based algorithms. Such problems are characterized by many millions or even
billions of degrees of freedom on complex geometries. With the advent of
highly scalable compute algorithms on even the largest supercomputers, the
focus has shifted from a pure increase of degrees of freedom in simulations to
an inclusion of more complex physical effects.
The underlying partial differential equations are commonly solved by mesh-
based algorithms. These are well-suited for parallel computations by decom-
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posing the complete simulation domain into a set of smaller domains which
are solved by the participating processes. The simulation domain is covered
by small elements on which the actual computation occurs. Many numerical
algorithms including the LBM are based on stencil computations requiring
neighborhood information. Especially in parallel, the identification of the
required elements can be tedious. Therefore, a domain-global structure is
required to define clear rules on where to search for required elements.
An important issue is the coupling of different physics, which are governed
by their peculiar set of partial differential equations. These equations pose
their own mathematical and numerical requirements to the solvers. Coupling
different solvers can then be advantageous as each acts in its specifically
optimized regime. For an in depth-discussion of important coupling aspects
in general and related to the APES-development, the reader is referred to
[81]. Another common problem is related to the pre- and post-processing of
large-scale simulation data and the data handling with parallel I/O. Many
solvers now scale up to a large number of processes, shifting the most pressing
issues into the tasks surrounding the solving step itself.
Dedicated tools exist solving the need for all above mentioned aspects. The
combination of all these to achieve a highly integrated tool-chain with the
opportunity to perform coupled simulations on a large number of cores has
only be treated by few groups like Tu et al. [157]. We designed the simulation
framework to meet the above mentioned aspects. The goal is to provide a set
of tightly integrated tools which allow the simulation of complex, multi-physics
problems of real-world industrial applications on massively parallel and future
supercomputing machines.
To account for a domain-global topological order for identifying required
elements, we rely on an octree which covers the simulation domain. This
octree not only poses a hierarchical topology for spatial element searches,
but also constitutes the compute elements by its leafs. The octree is the
best suited compromise to maintain the high flexibility of unstructured grids
while keeping an inherent topological information and a clear rule for domain
decomposition such as in structured meshes. To enable a thoroughly parallel
treatment throughout the tool-chain, the mesh data is treated in a strictly
element-wise fashion. This allows each process to know implicitly without
prior communication where the I/O has to occur.
The handling of the octree is managed by the TreElm library [82]. All tools
of the APES framework rely on the functionality provided by TreElm for
operations on the tree. The library provides common tasks such as spatial
identification of elements, reading and writing the mesh, writing restart data
and tracking flow and mesh-related quantities on sub-domains.
The tools in the framework include the mesh generator Seeder, solvers for
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Figure 6.1.: The APES framework. Schematic of the APES framework with the
TreElm library as its central element
fluid and electromagnetic problems and a post-processing tool Harvester to
produce common visualization data formats from the dedicated TreElm file
format. The interaction of these tools is depicted in Figure 6.1. All tools
rely on the TreElm library. White arrows depict the inclusion by library
access and gray arrows depict file access. The scripting language Lua [72]
glues the tools together as it is used to configure all APES tools and to store
meta-data in header files. Lua is a powerful scripting language which allows to
define custom configuration files including dedicated computations for small
conversion or processing tasks. A major advantage is the flexible definition of
input data such as defining functions for the boundary and initial conditions.
6.1.1. The Distributed Octree
The octree is a recursive regular bisection of a three-dimensional cube. Figure
6.2 illustrates the creation of a corresponding quadtree in two dimensions.
The creation of the tree [135] starts from the definition of the root cube,
which defines the universe in which all subsequently created elements are
allowed to live in. This root cube living on tree refinement level  L0 is divided
consecutively in a recursive manner into 2D equal subcubes until a defined
refinement level is reached. Such requested levels can be defined for geometric
objects represented by the cube in the center of the domain. The tree is then
refined towards these objects until the defined level is reached. Each node of
the full tree is identified with a unique number termed treeID (tID). This
number is obtained by counting the full cube tree nodes starting from the
coarsest level  L0 at the root node tID=0. According to the Morton ordering
[115], this number is counted up for the full tree resulting in a breadth-first
ordering with unique number for all possible entries of the tree.
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Figure 6.2.: Construction of the octree Level-wise construction of the tree
The parallel deployment in TreElm relies on a linearization of the tree leafs
to allow a clear rule for the treatment in parallel. All leafs are sorted according
to the Morton ordering which results in a space-filling Z-curve. This curve is
depicted in Figure 6.2 with the orange line starting in the lower left corner
continuing in Z-shapes over all leaf elements of the mesh. The hierarchical
tree structure with relationships to higher and lower tree levels is serialized
by which these explicit relationships are moved to the implicit encoding by
the treeIDs. Few arithmetic operations enable to operate on and navigate
through the tree.
The parent treeID can be obtained by dividing the current treeID of a node
by the number of children 2D. The jth child is obtained by a multiplication
of the parent node treeID with 2D and adding the number j of the requested
child
tIDparent =
⌊
tIDchild − 1
2D
⌋
, tIDchild j = 2
D · tIDparent + j. (6.1)
Each element can also be represented by integer coordinates for a specific
level. A tuple of four integers {x1, x2, x3,  L} consisting of the three spatial
coordinates xα and the level  L is unique for each element and defines the
shape and the spatial location of the element. The level  L of an element is
obtained by dividing the treeID by eight until the root node is reached. The
treeID and the coordinate tuple can be directly mapped by simple arithmetics
[82]. The integer coordinates xα for the α-th of D space dimensions can be
computed from the treeID as
xα =
 L−1∑
i=0
2i ·
(⌊
tID
2α−1 · 2D·i
⌋
mod 2
)
∀ α = 1 . . . D. (6.2)
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The integer coordinates range on each level  L between 0 ≤ xα ≤ 2 L−1. The
treeID can be computed from the integer coordinates as
tID =
 L−1∑
i=0
2D·i
[
1 +
(x1
2i
mod 2
)
+ 2
(x2
2i
mod 2
)
+ 4
(x3
2i
mod 2
)]
. (6.3)
In order to avoid undefined coordinates the root cube is assumed to be
periodic. Each element in the tree is then unqiuely defined. These rules allow
a horizontal and vertical movement through the tree and the dependencies of
the tree can be extracted from the treeID alone. Operations for horizontal
movement will be required to identify stencil neighbors of elements while the
vertical rules are used for a mapping between elements at grid interfaces to
allow their reconstruction.
It is important to keep in mind, that the treeID serves as an unambiguous
identifier for an element. Each theoretically existing element of the full tree
has a unique address in terms of its treeID. It is therefore the underlying
identifier for an element, encoding the spatial position and its configuration
within the tree. For the simulation mesh, only the treeIDs of the leaf nodes
are created. The elements hierarchically above and below these leafs can be
reconstructed by the operations given above.
6.1.2. Mesh Generation
The tool Seeder generates the octree mesh based on geometric definitions.
The generated simulation domain elements are stored by means of a serialized
list of all the treeIDs on disk. Separate files hold additional information for
affected elements such as for describing boundaries.
The mesh generation process is outlined in Figure 6.3 for a channel with
a porous medium inside and several refined layers with increased resolution
towards the medium. The user defines the origin and the extent of the root
cube constituting the universe in which all subsequently generated elements
reside in. Geometrical objects define the shape of the simulation domain.
These objects can be either generic, such as a sphere, or custom objects
introduced by their surface definitions in STL format. Attributes for these
objects define their behavior during the mesh generation process. They serve
for the introduction of solid objects or open boundaries as well as defining
regions of certain refinement levels.
The mesh generation process starts with refining the universe root cube
to a defined minimal global tree level, defining the coarsest elements in the
mesh. An iterative procedure over the tree levels then refines all elements
until reaching either a defined global maximum level or the level defined of
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Figure 6.3.: Mesh Generation with Seeder. From the geometry definition to the
final simulation mesh.
the geometric objects intersecting these elements. Boundary information is
assigned to the elements based on the attributes of the objects intersected with
them. Then, the actual contiguous simulation domain needs to be identified,
which leads to a definition of fluid and solid regions. This is achieved by a
flooding algorithm [59] where elements are identified by a propagating wave
front. An element is flooded based on the state of its neighborhood. This
obviously needs at least one starting point, which has to be defined by the
user. In a last sweep over the elements contained in the contiguously flooded
simulation domain, the elements are refined towards the resolution levels of
the boundary elements in direct proximity to smoothen the grid. Seeder
then writes a linearized representation of the tree leafs to disk including the
properties of each element.
Boundaries are an explicit property of the treeIDs and stored in a detached
file. The elements including solid geometry are not part of the fluid tree
which is handed to the solver. Rather, their fluid neighbors are assigned
the boundary property and a boundaryID is assigned in the corresponding
directions.
6.1.3. Complex Meshes and Topology-Unaware Kernels
The question now arises, how the above described distributed tree structure
can be utilized for efficient computations on the tree elements. The mesh
obtained from the mesh generator consists of the tree leafs and thus only of
fluid elements. We refer to this representation as the primal mesh. The solver
kernels on the other hand act on arrays of uniform elements on the same
tree level, processing the elements level by level. Each element requires valid
stencil neighborhood to perform uniform computations without exceptions and
special treatments. A typical mesh configuration at grid level and partition
interfaces is depicted in 6.4.
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Figure 6.4.: Element Configurations at grid level and partition interfaces
Each process only reads the fluid treeIDs assigned to it from disk. At
partition interfaces (blue in Fig. 6.4), elements from adjacent partitions are
required. There, so-called halo elements are introduced. These are obtained
by communicating with adjacent partitions. At grid level interfaces (red in
Fig. 6.4), elements are equally missing. There, so-called ghost elements are
introduced. These are reconstructed by interpolation from fluid elements
in direct proximity from other tree levels. Ghost and halo elements are
subsequently referred to in general as helper elements as they share common
properties and requirements. The task of these helper elements is thus to
provide valid quantities to their adjacent fluid elements. The creation of the
helper elements occurs during the solver initialization at run-time before the
first call to the solver kernel. The fluid elements can then be processed in
the compute kernels as if they were just part of the bulk in a highly efficient,
vectorizable manner. These structures are referred to as kernel lists.
Unfolded Mesh - Level Descriptor
level-wise lists of treeIDs
explicit neighbor information
element relationships
Kernel Lists - State Array / Stencil
topology unaware element lists
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element relationships
Solver Initialization
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Solver configuration
Figure 6.5.: Mesh representation hierarchies. Created during solver initialization
The mesh appears in three configurations during solver run-time as depicted
in Figure 6.5. First, the primal mesh is being read from disk as obtained from
the mesh generator. Second, the unfolded mesh is generated from compute
stencil definitions based on the primal mesh. As a result, helper elements are
introduced and explicit element relationships are created. The level descriptor
is the data structure holding the unfolded mesh for each level. It contains
a collection of the fluid elements and their required helper elements based
on stencil neighborhood definitions. It furthermore contains all information
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on where the stencil neighbors are located, communication structures for
rules on how to update halo elements from other processes as well as vertical
dependencies for reconstructing ghost elements from their interpolation sources.
From these, the kernel lists are generated in the solvers.
The creation of these data structures enabling a uniform and thus efficient
computation on the tree elements is the core of the TreElm library. This
procedure allows the deployment of stencil-based solvers as in the APES suite.
In addition to the LBM solver, Finite Volume and Discontinuous Galerkin
solvers are implemented. Before going further into detail of how these data
structures are created, the LBM solver Musubi is introduced.
6.2. The LBM Solver Musubi
Musubi is the LBM solver in the APES framework. It utilizes the library
TreElm for all geometrical and topological operations and is thus indifferent to
the possibly complex tree structure. The solver only requires relationships and
dependencies between the elements, specified by computation and interpolation
stencils. This allows an element-wise treatment within the solver without
having to acknowledge the rather complex and arbitrary nature of the tree.
During the initialization phase, Musubi builds the kernel lists on top of the
level descriptor provided by TreElm for uniformly processing the elements.
This applies to the compute kernel as well as to all other operations occurring
on the elements. These include the treatment at boundaries and grid interfaces
just as the tracking of quantities on a subset of the simulation domain.
TreElm provides the underlying framework for these actions. Musubi allows
the simulation on a distributed tree with multiple levels without imposing
restrictions to boundary or domain partitions intersecting with the grid level
interfaces. This section outlines the algorithmic structure of Musubi along
with the principal data structures which are the basis for efficient computations
on the distributed octree.
6.2.1. Basic Design
Musubi is mostly written in Fortran 2003 and minor parts are in C where
necessary. We make use of modern Fortran features with modules, derived
types and function pointers while minimizing the usage of data pointers
in order to reduce the susceptibility to errors. Performance-critical kernels
are implemented exclusively with traditional language features to help the
compiler produce optimized code. Fortran modules are used to organize
the code, grouping data types and functions similar to an object oriented
approach. The goal is to describe features self-contained in such a module,
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providing all necessary tools from configuration options to constructors and
destructors. This modular design allows for simple introduction of new features.
Additionally, the Fortran pre-processor Coco [111] permits macros and general
conditional compilation features. This meta programming technique enables
low-level features such as flexible memory access patterns.
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Figure 6.6.: Musubi modules and their usage
Figure 6.6 gives an overview of the main functional structure of Musubi.
The top region shows from left to right how initialization, computation and
finalization occur during run-time. The control routine steers the computation
and its module contains the algorithmic structures required for the compute
updates during the iterative time loop. Each action during a time step update
is represented by a colored box. Based on the chosen physics, the procedures
for performing these operations are selected from the modules in the lower
part of Fig. 6.6. Each box represents a module defining the operations’ data
structures. The topological base layer TreElm is depicted at the very bottom.
There are two layers (fluid, passive scalar) depicted in the time update loop
of the control routine. They correspond to different physical systems which
can be computed simultaneously on the same mesh. In Musubi, predefined
rules exist for steering how to act on the quantities for each system. Each
system has its own compute procedures and moment system definitions. Each
define the compute kernels, boundary and initial conditions as well as routines
for the ghost element reconstruction between tree levels. The compute stencils
provide the rules on how the unfolded mesh is created from the primal mesh
during the solver initialization. Each time step update iteration also includes
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the communication with adjacent partitions provided by TreElm.
Figure 6.6 shows the modules and a sample setup with a fluid and passive
scalar system. When the solver is started, the Lua user configuration is read
and accordingly the systems are set up with their corresponding compute
stencil. The requested boundary, compute kernel and communication routines
are assigned to the interface and the computation is performed.
Musubi’s modularity based on interface definitions allows a flexible re-
placement and extension of functionality. New functionality can easily be
introduced and chosen from the configuration. The fact that the topological
operations are all located within TreElm moves costly and frequently arising
tasks completely out of the solver itself.
6.2.2. Kernel Data Structures and Memory Access
The time step update is performed level by level in the compute kernel solving
Eq. (4.15) in case of fluid systems. The kernel performs the time step cycle by
running over the list of elements on the respective level. The kernels combine
the streaming and collision steps and they are optimized for minimum floating
point operations. Details and performance evaluations of the D3Q19-BGK
kernel can be found in [175] [177].
An indirect access method is used as previously employed in the ILBDC
code [9]. This is illustrated in Figure 6.7 for a two-dimensional mesh with
solid objects. The elements are sorted according to TreElm’s space-filling
curve. The links of all elements are then sorted according to the memory
layout into the double precision state array. For each streaming operation,
the connectivity array neigh holding integer indices is invoked to identify the
position of the streamed link in the state array.
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Figure 6.7.: Indirect addressing method with the connectivity array, Courtesy of
Bernsdorf et al. [9]
Various studies [178, 177, 6] on the performance of such indirect access sparse
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LBM implementations revealed a strong influence of both the memory storage
method and the streaming scheme (push,pull) on the actual computational
efficiency, varying strongly with the machine architecture. In Musubi, the
access to the state array is using Macros. This technique was employed in the
ILBDC code [3, 169]. The best suitable memory layout and streaming scheme
can then be chosen before compile time.
Accessing the state array using macros has the following advantages. The
actual access is hidden and the data structure can be altered without a need
for changing the routines in which the access is performed. The places in which
the state is altered can be easily determined. This reduces the vulnerability
to bugs in accessing the state array and increases the readability of the code.
6.3. Stencil Neighbor Identification
After this brief introduction to Musubi’s essential design features of Musubi,
we now proceed with the issue of element identification in the distributed
octree. This elementary operation is required to create the helper elements
and to ultimately allow the compute kernels to perform the computations
without considering the tree topology.
Each compute operation requires information from neighbor elements. The
set of neighbor elements forms the compute stencil, which is inherently con-
nected to the numerical scheme. Such a stencil can be defined on Cartesian
grids for each stencil entry i = 1 . . .Q by its integer offsets from the current
element’s integer coordinate to the stencil neighbor i
oi = {oi1, oi2, oi3}T ∀ i = 1 . . .Q (6.4)
Valid quantities must be provided on the helper elements surrounding the
fluid elements near interfaces. In this section, the procedure for creating all
required elements is described in detail.
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Figure 6.8.: Stencil neighbor identification. Converting treeID and coordinates.
Figure 6.8 depicts a typical situation for retrieving the treeID of the required
right neighbor. For the sake of simplicity, a five-point stencil with orthogonal
neighbors only is used to outline the problem in two dimensions.
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Consider the fluid element with treeID = 34 located at x = (3, 2) and the
compute stencil includes the orthogonal directions. Exemplarily, the treeID
of the right neighbor in positive x-direction o = {+1, 0} is retrieved. TreeID
34 is first converted to the corresponding coordinate tuple with Eq. (6.2).
The offset of the stencil entry added to this tuple gives the position of the
requested treeID {x+ oi,  L}. The required treeID is then computed from this
new tuple with Eq. (6.3).
Conducting this procedure for all stencil neighbors of each fluid element in
the tree, all theoretically required elements can be identified without prior
knowledge of the actual grid topology. If boundaries are present, the stencil
directions are informed by the element property and hence, no neighbor needs
to be identified in this direction. Still, this can only be a starting point for
further element identification, as no information about the mesh topology
has been considered. Based on this initial collection of required elements, an
iterative procedure is induced to recursively identify, create and exchange all
required elements. As a result, the unfolded mesh with all required elements
and their dependencies on others is collected into the level descriptor. This
procedure is described in detail in the following subsections.
During the creation of the level descriptor, stencil neighbors of the fluid
elements are iteratively added. Repeatedly requested elements appear fre-
quently. Thus, dynamic data structures are required to allow their efficient
collection at an acceptable memory consumption and compute time. Fortran
intrinsically only offers dynamic structures based on linked lists using pointers.
However, items in these lists can only be obtained by traversing the list with a
computational cost of O(n) for n entries. In Appendix A.5 the dynamic data
structures used in TreElm with a cost of O(log n) is presented for operating
with treeIDs.
6.3.1. The Level Descriptor
The level descriptor is the central data structure which is derived from the
primal mesh and serves as a basis upon which the level-wise solver kernel lists
are created. The level descriptor is created during the solver initialization
phase. It includes not only the lists of elements including their properties
themselves, but also fundamental relationships between these elements.
For each fluid element in the primal mesh, all neighbors in the compute
stencil have to be identified except for directions where boundaries are present.
We take the view of a single element and attempt to find or create elements
for each stencil neighbor. Due to the arbitrarily complex configuration of the
hierarchical mesh, a wealth of possible element configurations can occur. To
reduce the complexity, we introduce the restriction that algorithmically only
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Figure 6.9.: Possible cases occurring for the right neighbor  of an element ⋄ during
the element identification
level jumps of one are allowed, i.e. adjacent elements are allowed to differ
only by one tree level. Still, jumps larger than one are allowed to appear
in the generated mesh. At such interfaces, supplemental element layers are
introduced.
During the creation of the level descriptor, the following essential neighboring
configurations can occur. Some of them are depicted in 6.9 for the right
neighbor of an element. This neighbor might
1. Case 0: exist locally on the requested (a) or a different level (b),
2. Case 1: exist remotely on the requested level,
3. Case 2: exist remotely on different level,
4. Case 3: exists on several partitions and must thus exist as more smaller
elements on a higher level. Participating processes can be either purely
remote (3a) or partially local and remote (3b)
The creation of the level descriptor identifies the requested treeIDs of the
stencil neighbor. The boundaries introduced by marking directions to adjacent
neighbors of an element fail with larger stencils. TreeIDs might then occur in
the request process, which are not part of the fluid domain. This exception is
covered by assigning the type nonExistent to these elements.
Before diving into the element identification itself, some denominations
are introduced. Not all requested elements can be retrieved as is from the
local partition of the fluid mesh, i.e. the locally loaded tree leaves. Helper
elements are introduced as virtual place holders. For elements living on remote
processes, the local counterparts are named halos and elements existing locally,
but not on the requested level are named ghosts. Ghost elements are either
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Figure 6.10.: Creating the level descriptor
of type ghostFromCoarser if the actually existing elements live on a lower
level or ghostFromFiner for elements existing on a higher level than requested.
Requested elements which are not part of the simulation domain are assigned
the type nonExistent. Concluding, all elements will be of either one type of
{fluid, ghostFromCoarser, ghostFromFiner, halo, nonExistent}.
6.3.2. Creation of the Level Descriptor
The element identification process is performed for each requested element
that is either found or created in a recursive routine. Figure 6.10 describes
this procedure starting with the request for a treeID of a stencil neighbor.
On a distributed mesh, the first determination must be made in terms of
the ownership of the requested element1. If an element belongs to multiple
processes (Case 3), it must exist on a higher level, i.e. as more smaller elements.
The currently requested element therefore only exists virtually and is given
the type ghostFromFiner. The identification is recursively extended to its
1Find details on how the process owner is determined in Section 6.3.3
82
6.3. Stencil Neighbor Identification
children until all elements are found to be living on solely one partition (single
process). Once the single owner partition of an element is found, the element
location can be determined.
In the case of a remote owner partition (Case 2), the element is locally
created as a halo element with a reference to the source process. As the
topology on the remote partitions is unknown, these collected halo elements
are later on requested from their owner partitions, which then return the
correct elements corresponding to the actual tree topology.
If the owner is the local partition (Case 0), all topological information is
available and the actual location and configuration of the element in the tree
can be identified by local operations. If the element is found to exist on the
requested level (Case 0a), no further action needs to be taken apart from
storing the horizontal dependency and we can proceed to the identification of
the next element. If the requested local element is not directly encountered,
it might only exist virtually and correspondingly the elements must live on
a different level. Ghost elements are therefore created until the desired level
depth is reached and the target element is encountered (Case 0b).
This procedure is subsequently performed for all requested element treeIDs
from the stencil definitions. We will now discuss how the process owner of an
element can be detected2.
6.3.3. Element Identification in the Distributed Tree
A requested element might reside on a remote partition and the owner partition
must be identified at reasonable cost. Consider, that all elements are sorted
according to the space-filling curve. Each process gets a contiguous part
along this series of elements. The owner partition can then be identified by
checking against the splitting elements of each partition. These are stored
as the first and last element of each partition such that the identification
can be performed locally. The space-filling curve preserves the locality such
that requested elements are likely to reside on the local partition. Otherwise,
the p− 1 remote partitions are checked by comparing the requested treeID
against the splitting element treeIDs of the partitions. The remote topology
is unknown and three cases can result from the search. First, the element
might be located on a single partition, completing the search with a unique
result. Second, the requested element might be occupied and no owner
partition can be identified. Third, if the tree has smaller elements at the
requested element location and the domain interface intersects there, multiple
partitions own parts of the requested elements. The search then recurses into
2rhombus ’element belongs to’ in Figure 6.10
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exactly identifying the smaller remote elements, which are present there. A
ghost element is then created and its children are identified instead. This is
recursively repeated, until each requested child is located on a single partition.
After finishing the identification process for all required stencil elements, the
information has to be exchanged among the processes.
6.3.4. Remote Element Dependencies
Remote element dependencies were prior assigned to the source process and
accumulated into process-wise halo collections. These are then transmitted
to the owner partitions, which in turn perform the above described element
identifcation procedure for the requested treeIDs and reutrn the found elements.
This procedure needs to be repeated until no new requests emerge from any
partition due to possibly recursive element creations.
identify halo
element 
type
add to 
halos( iProc )%hisIDs
add to 
halos( iProc )
%hisIDsFromFiner
add to 
halos( iProc )
%hisIDsFromCoarser
next Sibling
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for each re-
quested halo
exists?
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do nothingno
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requested =  existing
requested
 existing
additional
halos
requested
 existing
Figure 6.11.: Creating and identifying local elements for the requested halo
Each process obviously acts as a consumer and provider. The consumer
sends requests for elements and receives the results. The provider receives
the requests and identifies the treeIDs on the local partition as depicted in
Figure 6.11. The previous local element identification is then performed again.
Requests which point to local fluid elements are simply marked to be validly
returned. If elements were requested that exist only virtually, ghost elements
are reursively generated until the requested element level. This recursive
operation likewise requires neighbor elements and additional dependencies
from other processes might appear. This enforces an iterative execution of the
procedure until all consumers are satisfied. Requests which can not be created
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locally due to possible solid fractions at these locations are simply omitted.
The returned element lists are then processed on the consumer partitions.
6.4. Computing on the Distributed Tree
After the creation of the level descriptor in the preceding sections, all required
elements can now be assumed to be present on each partition. Information
with neighboring partitions were exchanged to provide the requested elements
and to get the remote elements as they exist on the remote partitions. We
now return to the actual computation structures and algorithmic logic within
Musubi itself.
6.4.1. Musubi Control Routines
During computation in Musubi, a control routine triggers the required subrou-
tines in each iteration of the main loop. A variety of code usage scenarios all
pose their own requirements. A general cycle consists of at least a compute
step. For parallel runs, communication is involved during each step to fill
the halo elements with valid data. If boundaries are present, the values are
updated right before the compute step. After the cycle, an auxiliary routine
carries out possible output and steering functionality.
Special runs evaluate the sustainable performance on a machine. In such
cases, the focus lies on the extractable performance of the compute kernels.
In parallel runs, the halo elements on the domain boundaries have to be
communicated. In these performance runs, all other routines merely create
undesired overhead, which distort the performance results. For such runs, a
dedicated control routine only performs computations and communications
while timing the residence times of the certain routines to provide a measure
for performance analysis.
When locally refined grids are used, the time step of the smallest elements
is shorter than on the larger elements. More computation cycles therefore
have to be performed on the smaller elements of the tree. The octree structure
is accounted for by a recursive calling of the control routine. This allows the
computation of arbitrarily complex and nested grids while maintaining the
code readable. Additional calls have to be made to reconstruct the ghost
elements at grid level interfaces.
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6.4.2. Recursive Multilevel Algorithm
The inherently recursive topology of the underlying octree entails an appro-
priate recursive treatment for the computation of the elements. Arbitrary
stencils and the decomposition of the tree onto all participating compute
partitions constitutes a severe challenge for algorithms which are required
to perform well on massively parallel machines. The level-wise treatment
of equally sized elements with virtual elements at interfaces provides the
basis for the presented algorithm. The octree topology fixes the element size
ratio between levels to two. The LBM then enforces a fixed relationship of
time steps between elements on different levels. The time step ratio is n=2
in the acoustic and n = 4 in the diffusive scaling and the finer level  L+1
therefore needs to be updated n times more often than level  L. In avoidance
of a repetitive temporal interpolation for the finer elements, we follow the
approach by Geier et al. [52] and maintain as many ghost element layers
around the grid interface as required for the additional compute steps. All
ghost elements of level  L+1 are reconstructed in update intervals of the coarser
level  L. The recursive procedure do_recurse in Listing 6.1, constituting the
multilevel control routine, iterates through the levels and alternately performs
computation and communication between partitions communicate_* and levels
interpolate_*.
1 recursive subroutine do recurse
2 compute( level )
3 if ( level . lt . maxLevel ) then
4 compute( level+1 )
5 communciate( level+1 )
6 compute( level+1 )
7 interpolate fillMineFromFiner( level )
8 communicate fromFiner( level )
9 end if
10 communicate( level )
11 if ( level . lt . maxLevel ) then
12 interpolate fillFinerFromMe( level )
13 communicate fromCoarser( level+1 )
14 end if
15 end subroutine do recurse
Listing 6.1: Pseudo Fortran code of the recursive control routine for computation
on multiple levels and partitions
This recursive treatment allows an arbitrary tree level depth. Figure 6.12
depicts this recursive computation on three levels with a parallel execution
on multiple processes. The time step update starts at time t0 on all levels
and processes recursively starting from the coarsest level  L2. Initially, all
helper elements on all levels contain valid data, and the computation can be
performed. The recursion starts at the coarsest level with the computation3,
3SC = stream-collide
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by which the state on level  L2 is advanced in time to t0+∆t L2. This updates
all the fluid elements on  L2. For the next time step update, ghost and halos
need to be reconstructed, which is performed after the recursion to the finer
levels.
The compute routine is then recursively executed on all levels. This advances
the time on each level  L to t0+∆t L. When the finest level  L4 is reached,
two subsequent iterations of computing all elements and exchanging the halo
elements need to be performed to advance in time to the point of the next lower
level  L3 at t0+∆t L3. After the two iterations on the finer levels ( L2,  L3), all
ghostFromCoarser elements are rendered invalid and have to be reconstructed
from data on other levels.
Recovering the ghost elements is achieved by interpolation from nearby
levels  L±1. The interpolation methods between two levels require a scaling of
the LBM quantities fi and are introduced in Chapter 7. The interpolation
is performed from  L after finishing the compute recursion to  L+1 by first
reconstructing coarser ghost elements on  L from finer ones on  L+1. Then,
the finer ghost elements on  L+1 are reconstructed with an interpolation
stencil involving the compute neighbors of the parent element, thus possibly
including the previously reconstructed ghosts on  L. The reconstructed ghost
elements must then be communicated to adjacent partitions. This vertical
communication procedure occurs after finishing the recursive sub-iterations
rendering the ghost elements on nearby levels valid again.
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Figure 6.12.: Course of the recursive multilevel algorithm on three grid levels for
one coarse time step
With the valid ghost elements, the above described recursive compute
procedure is repeated for the finest two levels so they are advanced up to the
point in time of the coarsest level. One complete cycle is then completed such
that the next coarse time step can be performed.
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6.4.3. Domain Decomposition and Communication
Parallel simulations are performed on the distributed octree by decomposing
the simulation domain into smaller partitions, processed by the participating
processes. The simulation domain is decomposed by following the lineariza-
tion of the space-filling curve. Initially, each process gets roughly the same
amount of elements by dividing the total element number by the number of
participating processes and reading the element data connected to the process
number from disk. The space-filling curve maintains a fair degree of locality
for each process such that the communication surface is kept small.
The communication is closely linked to the octree structure and its decom-
position and is provided on a separate layer within TreElm. The underlying
principle is message passing and is currently managed with MPI. The com-
munication structures are encapsulated to allow a modular replacement, also
with different paradigms such as PGAS (Section 5.2).
Separate receive and send type structures with message meta information are
provided by TreElm. These define the elements that have to be communicated
by collecting them in index lists and their source or target processes. Based
on this element information, Musubi creates custom communication buffers
based on the physics system definitions. Data of arbitrary type are provided
to maintain a high degree of generality for the interaction between partitions
with different models. As for each element, more than one datum might be
communicated, an additional indexing array holds information about where
each entry of the actual buffer resides in the corresponding array in memory.
levelDesc( level=2)% tem_levelDesc_type
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fluids halos 
15
13
16
14
29 30
23
21
37
proc 2
proc 1
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Figure 6.13.: Communication buffers
Such communication relationships are depicted in Figure 6.13. On the
right hand side, the element configuration is shown along with the treeIDs.
The white elements belong to the local process while the elements marked
in red and green are received from process one and two. On the left, the
corresponding receive data structures on process 0 are shown. All elements are
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collected by their treeIDs in the level descriptor. The receive type contains the
number nProcs and ranks proc of related processes as well as the number of
elements to receive nElemsPrc and their positions in the treeID list elemPos.
Several datums per element of type double precision are collected in the buffer
bufReal, where the values themselves are stored in val and pos holds the
indices where the requested elements’ states are stored in the state array. For
the solver to invoke the transfer, a mere call to the communication function
pointer routine needs to be performed.
6.4.4. Boundary Conditions
The spatial layout of boundary geometries is defined in the mesh generator
Seeder where objects are immersed into the simulation domain 6.1.2. Labels
identify each boundary in the solver Lua configuration to decide how the solver
treats these boundary regions. A sample definition in the solver configuration
file is shown in Listing 6.2 for a boundary inlet with a parabolic velocity
profile and a time-dependent, smooth ramping from zero to the target value
u0.
1 boundary condition = {
2 { label = ”inlet”, kind = ”inlet ubb”,
3 velocityX = { kind = ’combined’,
4 transient= { predefined=’smooth’, min factor = 0.0,
5 max factor=u0, from time=0, to time=tRamp},
6 spatial = { predefined=’parabol’,
7 shape = { kind = ’canoND’,
8 object = {center = {0.0,height∗0.5,zpos},
9 halfvec = {0.0,height∗0.5,0.0} }
10 } } },
11 velocityY = 0.0, velocityZ = 0.0 }
12 }
Listing 6.2: Boundary definition
For each boundary, lists on each level are created for their efficient com-
putation. In the initialization phase during startup, function pointers assign
the dedicated boundary routines to the defined boundary lists. In the control
routine during the time step update, merely a call to this function pointer
then invokes the desired subroutines.
Boundaries in the LBM context have to be set in the distribution space for
the incoming fi∗ (see Section 4.2.5.2). The list-based sparse representation
as described in Section 6.2.2 requires each link to have a valid streaming
destination. If an element has no fluid neighbor in the current link’s direction
fi, link is written back to itself but the inverted direction fi∗ by which an
implicit bounce-back operation is performed. This applies both for elements
near open and solid boundaries but also for ghost elements at grid level
interfaces.
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At solid boundaries with normal accuracy (simple bounce-back), no further
treatment is thus required. Higher order curved wall boundaries are set by
(4.74) in an explicit boundary routine. The qi-values stipulating the position
of the wall at each link i are obtained from the mesh generator Seeder.
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Figure 6.14.: Boundary definitions in the LBM context
Open boundaries are also set on the incoming distributions distributions
fi∗ . Figure 6.14 depicts a typical situation for an open boundary in the LBM
context. Only the incoming direction fi∗(xb) on the boundary element xb
must be set in a way that the distribution appears to be streaming from a
virtual neighbor xw with the desired state of the boundary condition enforced.
Apart from simple equilibrium type boundary conditions, open boundaries
with higher accuracy are implemented such as velocity bounce back [91],
pressure anti-bounce-back (4.75), do-nothing and extrapolation outflow (4.79).
Furthermore, the characteristic-based non-reflective boundaries (3.32) [73] are
implemented for acoustic simulations.
Most boundaries involve neighboring fluid elements for extrapolation onto
the boundary location itself. Musubi allows a user-defined neighborhood
stencil, which is handed over to the TreElm construction routine during the
initialization phase together with the compute stencil definitions. TreElm
then guarantees the availability of the requested element neighborhood and
provides the position of the respective elements.
6.5. Performance Results on Uniform Grids
The sustainable performance is crucial for a minimization of the solution
time. The overall performance depends inter alia on the choice of the compute
kernel, the mesh configuration with single or multiple levels and their number
of elements, the interpolation method as well as the amount of employed
computing processes. In the following we present performance results obtained
with Musubi on two massively parallel machines. The investigations here are
restricted to uniform meshes while results with locally refined meshes are
presented in Section 7.4.
We focus on the full node performance and the scalability on multiples of
them. The performance results are given in the absolute measure MLUPS4
4see Section 5.1.3
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that is proportional to the number of processing units employed. As a
relative measure, the performance per compute node MLUPSpN and per core
MLUPSpC give direct comparison to the execution performance in parallel
compared to the baseline of the serial performance. The performance maps
in Figures 6.15 and 6.16 result from plotting the relative measure over the
problem size with lines of equal amount of compute units. They implicitly
contain strong and weak scaling behavior by connecting the lines at different
problem sizes. For extracting the strong scaling behavior, data points on
different compute unit lines have to be connected by choosing points on the
abscissa in the ratio of the two lines [179]. Weak scaling behavior is directly
visible as the vertical distance of the lines at one data size on the abscissa.
The weak scaling is perfect if the lines lie on top of each other. Ideally, the
results with multiple processing units should therefore coincide with the single
core/node results for a perfect scalability of the code. However, except for
some cache-influenced cases, the per node/core performance in parallel runs
is below the serial performance due to communication overhead.
It should be noted again, that the performance figures are relative. Although
the performance decreases for a higher number of processing units, the resulting
aboslute performance as the product of the processing units with the respective
MLUPS is in most cases larger.
6.5.1. Test Configurations
The performance of Musubi on uniform meshes is investigated using a fully
cubic, periodic simulation domain with a Gaussian pulse in pressure. When
the domain is refined by one level, the number of elements increases by a
factor of eight. We consider runs with up to 3072 nodes and cover refinement
levels  L3 to  L11 corresponding to 83 to 811 elements on a uniform grid. The
optimized D3Q19-BGK kernel was employed with non-blocking MPI isend-
irecv communication. The intra-node experiments are conducted first to get
an insight into the behaviour within a node. Then, inter-node experiments
with multiples of full nodes measure the scaling beyond one node.
The Hermit system at the HLRS in Stuttgart, Germany is a Cray XE6
system with 3552 nodes. Each node is equipped with 32GB of memory and
two sockets holding AMD Interlagos CPUs with 16 cores running at 2.6GHz.
The Cray Gemini network interconnect is optimized for a high throughput of
small message sizes and is arranged as a three-dimensional torus. The Cray
compiler with the highest optimziation level was used.
The SuperMUC system located at the LRZ in Munich, Germany is an
IBM with 9400 compute nodes including a thin and a fat node section. We
concentrate on the thin-node section where each node consists of two Intel
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Sandy Bridge processors with 8 cores each running at 2.7GHz and 32GB of
memory. As a network interconnect the Infiniband FDR10 is installed and
connected as a pruned tree. The IBM compiler was used with the highest
optimization level.
6.5.2. Intra-node Performance
Figure 6.15 shows the performance map of the intra-node behavior. We
plot the performance per core in MLUPSpC over the core-wise problem size
from one process per node up to the full node. A strong dependency of the
performance on the problem size is visible. For very small data set per process,
a clear overhead appears from non-computation parts of the code. Also, the
loop lengths are too short to make optimal use of the processor pipelines. On
the SuperMUC, small problem sizes are still computed at a high performance
from which can be concluded that the Intel Sandy Bridge processors can
better handle small loop lengths than the AMD Interlagos. This fact is also
reflected in the steepest gradient of the curves. On SuperMUC, the steepest
gradients are shifted to smaller data sets when comparing with Hermit. In
parallel execution the slowdown is due to the high ratio of communication
to computation. The performance increases steadily with the data sets per
core and the maximum performance is reached when all data still fits into
the cache(s) and the loop lengths fit the length of the pipelines. If the data
amount exceeds the cache size, the performance drops to a lower level due
to frequent access to the slower main memory. There are thus three major
regions in a typical performance map for such machines.
1. tiny problems with significant overhead from high communication to
computation ratio and a steep gradient with increase of the data set
2. cache region with highest performance
3. main memory region with leveled out performance
The tiny data set region is irrelevant for most cases, so we refer to the second
region as the cache region and the third region as the memory region. In the
inter-node plots, the stripline between these two regions is vertical because
for each data line, the same amount of total cache is available per process. In
the case of intra-node investigations however, the resources are shared among
the participating processes and the available cache per process decreases with
increasing processes per node leading to an inclined stripline.
The intra-node scaling is closely related to the hardware architecture. In
both machines, the nodes possess two sockets, each equipped with its own
memory interface. From one to two processes, the scaling is close to perfect
in the memory region due to the doubled resources. However, in the cache
region, the communication overhead is obvious. Increasing the number of
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Figure 6.15.: Intra-node performance per process over the problem size per process
within a node. The closer the lines to the single process line, the
better the parallel efficiency
processes further, the resources are shared among participating processes and
the performance per core drops. Despite the lower per-core performance, the
overall performance is still higher and the usage of all cores within a node
gives the highest result.
6.5.3. Inter-node Performance
The performance map in Figure 6.16 depicts the performance per-node in
MLUPSpN over the per-node number of elements when using multiples of
full nodes. With small data sets, the cache loses its positive impact and the
communication overhead leads to a lower performance. For such small data sets
per processing unit, the ratio of communicated data to the compute volume
is large and a relatively long period is spent on communication. The impact
of the cache is stronger on the Hermit machine. The node-wise performance
shows a strong peak in the cache region for a single node. Using more than
one node in exactly the same region, the performance drops considerably and
no cache peak appears. Although the peak performance is not as high on the
SuperMUC, the influence of the cache is not as severly affected and also for a
high number of compute nodes, there is still a peak in the cache region.
One can conclude that the cache influence is sensitive to communication and
data size on the Hermit and less sensitive on SuperMUC. The performance
map in Figure 6.16 reflects the cache sensitivity by the distributed data points
along vertical lines up to the cache-memory line. With increasing data set
size, the negative impact diminishes and the lines are closer to the reference
line of a single node. For even larger data sets in the memory region, the lines
nearly coincide on both systems reflecting ideal weak scaling. Musubi shows
nearly perfect scaling behavior on both supercomputers after leaving the cache-
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Figure 6.16.: Inter-node performance per node over the problem size per node
when scaling beyond a node. The closer the lines to the single node,
the better parallel efficiency
dominated region, i.e. for a sufficient amount of elements per process. The
scaling is slightly better on Hermit, which uses the Cray Gemini torus network
compared to the SuperMUC with Inifiniband interconnects in a pruned tree.
6.6. Conclusion
The presented LBM solver Musubi enables large-scale simulations on massively
parallel machines. The underlying TreElm octree structure allows the usage of
hierarchical grids even on highly complex geometries. The geometry is easily
introduced with STL files. The parallel treatment throughout the complete
simulation tool-chain allows an efficient handling and ultimately enables the
simulation of problems with hundreds of millions of grid elements.
The presented approach was shown to exhibit a high computational per-
formance and excellent scaling behavior on uniform grids. The hierarchical
grid refinement procedure is presented in the next Chapter together with
validation and performance results.
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Grid Refinement
The simulation of flow problems with multiple scales involves areas which
enforce a much higher resolution than others. If the surrounding flow regimes
allow a coarser resolution, memory and computational cost can be reduced by
restricting the high resolution to areas where it is required while leaving the
rest of the domain with a coarser mesh.
In order to use a locally refined grid with the LBM, the distributions f must
be transferred correctly between the different mesh levels. This has to occur
under the constraint that the macroscopic physical quantities remain constant
across levels. In terms of the distributions f , this corresponds to a correct
recovery of the asymptotics to ensure a physically valid transfer between the
grid levels without introducing erroneous asymptotic behavior. Interpolation
of the quantities are presented at different accuracies as it is not evident, which
order of accuracy is required for the considered flow regimes. Some authors
[38] obtain good results with lower order, linear interpolations while others
[154] stress the importance of using a higher order accuracy. Thus, both a
linear and quadratic interpolation scheme are implemented and compared.
In this section, algorithms for local grid refinement in the acoustic and the
diffusive scaling are proposed. The validity of the approaches are proven with
validation and performance figures.
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7.1. General Procedure
The coupling of grids with different sizes is achieved by using ghost elements,
which are reconstructed by interpolation. The interpolations are based on the
transformation to moment space1. The intermediate conversion from lattice
to physical unit system and back clarifies the required conversion factors of
the quantities between grid levels.
Figure 7.1.: Locally refined grid towards a porous medium inside a channel
In regions of interest the mesh is typically refined to obtain a higher accuracy.
Figure 7.1 depicts a simulation domain with the mesh refined towards a porous
medium placed inside a channel. While the channel itself can be resolved with
a rather coarse mesh, the complex geometry of the porous medium requires a
thorough resolution.
The underlying octree structure of TreElM (Sec. 6.1.1) provides a clear rule
for the mesh topology and local refinements resulting in a hierarchical mesh.
The location where grids of different element sizes are coupled is referred to
as the level interface depicted in Figure 7.2.
introduce 
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Figure 7.2.: Element Configuration at grid level interfaces with ghost elements
In order to allow a time step update to be computed within the compute
kernels, each fluid element requires valid stencil neighbors along all links of the
lattice for the distributions fi. These were asymptotically expanded (3.6) in
terms of different orders in the parameter ε to attain the requested macroscopic
1see Section 4.2.1.2
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equations. The smallness parameter is related to the discretization parameters
∆x and ∆t (3.9),(3.10). Upon transferring fi to a different grid level the terms
on different orders f (k) must be scaled separately according to the space and
time step. However, all scales are present in fi and they must be decomposed,
scaled and recomposed on the other level. This is only possible for the zero
order term (and additionally the first order in diffusive scaling), and higher
order terms must be approximated. The terms of the different scales are
related to the macroscopic quantities to be solved for in the macrosocpic
equations through moments. The interpolation is performed using moments
to clarify the transfer between grid levels.
In the approach presented here, the distributions are assumed to be located
at the cell centers, by which we follow a volumetric interpretation of the
distributions as in [22][48]. This is outlined in Figure 7.2 with fluid elements
on two different grid levels and the grid level interface depicted in red. Ghost
elements at grid level interfaces provide valid quantities to the adjacent fluid
elements at all time steps. The distributions of these elements are reconstructed
by an interpolation from the other grid level.
The hierarchical octree structure enforces the refinement factor λ = 2
between two levels. Only single level jumps must be considered for the
interpolation procedure. The spatial discretization ∆x L depends on the tree
level  L. Elements on the lower level  L are larger than the ones on a higher
level  L+1
∆x L = λ∆x L+1. (7.1)
The communication between tree levels occurs in both vertical directions.
Reconstructing lower  L from higher  L+1 levels sets the ghostFromFiner
elements with data from finer fluid elements. Reconstructing higher  L+1
from lower  L levels sets the ghostFromCoarser elements with source data from
coarser fluid elements.
The spatial step depends on the chosen scaling 4.2.3 and scales with
∆t L = n
N∆t L+N
{
acoustic n = 2
diffusive n = 4
∀N ∈ {0, 1, . . . ,  Lmax −  Lmin}. (7.2)
During one time step on the coarser level, n time steps on the finer level need
to be performed. This leads to a constraint for the ghost elements on the finer
level. These elements have to be updated during each finer time step, as the
adjacent fluid element requires valid distributions when the streaming from
the ghost element is performed. Temporal interpolation is then necessary.
Geier et al. [52] used a different approach, where sufficient layers of ghost
elements are introduced and the reconstruction of these by interpolation
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between levels needs to be performed only in each coarser time step. This
leads to the requirement of n ghost element layers, such that n valid time
steps on the finer level  L+1 can be performed independently of other levels.
After each iteration on  L+1 one of the n ghost element layers is rendered
invalid. The stream-collide algorithm is performed on these ghost elements
as on regular fluid elements. After the n compute updates on  L+1, all ghost
layers are invalid and must be reconstructed before the next time step update
can occur. In our implementation, both the acoustic and the diffusive scaling
are implemented and can be chosen before run-time. The required n ghost
element layers are created during the initialization of the solver by TreElm
during the creation of all required elements (Section 6.3).
The recursive topology of the octree needs to be reflected in the algorithmic
structure and leads to the equally recursive treatment (Section 6.4.2). In the
following, the conversion to the physical moments in both scaling systems
is detailed. Then the actual interpolation methods for off-grid points are
presented.
7.2. Moment-Based Interpolation Schemes
Instead to transferring the distributions f directly between grid levels [38,
43, 93], we make use of the moment space (4.19) as used by To¨lke et al.
[153] and Geier et al. [52]. Some of these moments can be related to the
relevant macroscopic quantities (4.21). By transforming the moments to
their physical counterparts and back to lattice units on the target grid level,
the transformation becomes evident. This also enables a straight-forward
transfer to similar algorithms for different physics. Upon knowing the relevant
moments, the interpolation procedure can be implemented. Performing the
interpolation in moment space helps to determine the asymptotic terms in a
more descriptive way, as the macroscopic quantities are related to moments
on different asymptotic orders fε. In this section we describe the interpolation
procedure for the moment-based schemes to approximate the state for the
ghost elements on levels  L±1.
The interpolation scheme for the reconstruction of a single ghost element
performs as follows.
1. for all source elements convert f to moment space fsrc → mlbsrc
2. convert moments from lattice to physical unit system mlbsrc → mpsrc
3. interpolate to the target ghost element’s barycenter using the source
element values mpsrc → mptgt
4. convert the moments from physical to lattice unit system mptgt → mlbtgt
5. convert the moments to the distributions mlbtgt → ftgt
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The moment space (4.19) is obtained through transformation from the f
space by multiplying with the transformation matrix M. The number of
moments m thus equals the number of distributions in the lattice Q. The used
moment space is given in (4.19) and as a result, moments of different velocity
orders are obtained. The relationships in Section 7.2.2 for the acoustic and
in Section 7.2.3 for the diffusive scaling give the definition of the moments
to obtain all the required state quantities for fulfilling the Navier-Stokes
equations.
As mentioned before, less quantities are related to physical moments than
there are links in the lattice. The transformation to moment space thus yields
moments of higher velocity order that are not directly related to physically
relevant quantities. These are set by the corresponding moments of the
equilibrium distribution [52] to ensure consistency.
7.2.1. Relationships for the Different Scalings
To determine the scaling relationships, the quantities in lattice units φlb are
converted to the physical unit system φp. The conversion factors are given in
(4.70) for the required quantities.
The procedure is similar for both scalings. While pressure and velocity can
be directly obtained (4.12), the shear rate is included in the second velocity
moment Eq. (4.13). The definitions differ slightly in the two scalings and are
thus given explicitely.
7.2.2. Acoustic Scaling
The grid refinement for the acoustic scaling ensures constant Ma and Re
numbers throughout all levels. The time step scales proportional to the space
step ∆t L ∼ ∆x L. According to Table 4.1, the lattice velocity remains constant
across the levels while the lattice viscosity (4.14) and therefore the relaxation
parameter ω needs adjustment. The relaxation parameter is determined with
the level’s ∆x L and ∆t L from the lattice viscosity (4.14) and its physical
counterpart (4.70) by
ωlb L =
(
3νlb L +
1
2
)−1
=
(
3νp
∆tp L
(∆xp L)
2
+
1
2
)−1
. (7.3)
While pressure and velocity are directly obtained from zero order moments
(4.12), the shear rate is contained in the second velocity moment of the
first order distribution P(1) (4.12), in practice approximated with the non-
equilibrium part (4.44). The relevant moments are then given in Equation
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(4.21), where each term can be scaled with the relationships given in Equation
(4.70). The shear stress in the second order moment term is obtained by
subtracting the momentum flux using the lower order moments.
7.2.3. Diffusive Scaling
In the diffusive scaling, the relationship between the spatial and temporal
step size is ∆t ∼ ∆x2. According to Table 4.1 the lattice velocity needs to be
scaled and with increasing refinement level and resolution, the Mach number
decreases Ma → 0 towards the incompressible limit. The lattice viscosity
and thus the relaxation parameter ω are constant on all grid levels. If the
macroscopic quantities are knwon, the distribution f can be reconstructed
explicitely up to order two with (4.59)-(4.61). While the zero and first velocity
moments are related to the macroscopic pressure p(2) = ρ(2)c2s and the velocity
u(1), the shear rate tensor S(1) is required in the interpolation procedure for a
correct recovery of the second order distributions f (2) (4.61). The shear rate
is obtained from (4.65). Transforming these macroscopic quantities with the
scaling relationships in Equation (4.70) the interpolation can be performed.
Converting the interpolated quantities on the target element back to lattice
units, the distributions are recovered with (4.59)-(4.61) up to second order of
fε, which should ideally be obtained as the convergence order in the numerical
results.
7.2.4. Approximation of Off-grid Quantities
Approximations for the values of off-grid points with different accuracies are
presented. An interpolation method [137] serves as an approximation for the
off-grid points. The interpolation is based on a D-dimensional polynomial with
P coefficients ai, i = 1 . . . P . Linear and quadratic polynomials are presented.
The coefficients are chosen in a way to minimize the error of the polynomial
on the sample points. This does not consider any restrictions of the error on
other locations than the sample points and can lead to strong oscillations for
higher order approximations. Still, higher order polynomials should yield an
error convergence according to the degree of the polynomial in the limit of
small discretizations ∆x→ 0.
There are other approximations available such as Splines. Using such approx-
imations is however considerably complex and involves more computational
effort. The polynomial-based interpolations can be evaluated by matrix-vector
multiplications (quadratic) or simple algebraic constraints (linear) rendering
them well suited for efficient implementations.
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Figure 7.3.: Interpolation stencils for interpolation fromFiner (left) and from-
Coarser (center and right) with different stencils.
7.2.4.1. Linear Interpolation
Each moment is separately interpolated with a linear ansatz function
mxpyqzr (x, y, z) = a0 + a1x+ a2y + a3z. (7.4)
The sample points are the barycenters of the neighbor elements from the
compact stencil that is depicted in Figure 7.3 in two dimensions. The compact
stencil is constructed involving 2D−(D−2) source elements using a fraction
of the compute stencil. Figure 7.3 depicts the compact stencil as the upper
right part of the compute stencil in 2D. For the D3Q19 stencil, the corner
fraction omitting the corner neighbor is used. The system of equations with
the D+1 unknowns can be solved outright and is evaluated by multiplying the
values on the sample points with weights representing the distance between
the sample point location and the target position. This simple interpolation
serves as a fallback option in cases where the quadratic scheme fails due to a
lacking amount of source elements.
7.2.4.2. Quadratic Interpolation
For achieving higher order interpolation accuracy, the tri-quadratic ansatz
function with the polynomial coefficients a = ai is chosen for an interpolation
of each moment
mxpyqzr (x, y, z) = a0 + a1x+ a2y + a3z (7.5)
+ a4x
2 + a5y
2 + a6z
2
+ a7xy + a8yz + a9xz.
Each source element of the stencil then represents a sample point and thus a
constraint for the interpolation coefficients. The collection of all constraints
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for each moment leads to a linear system of equation with the moment values
msrc at the sample points on the right hand side
Aa = msrc. (7.6)
The matrix A consists of the source point coordinates relative to the target
position inserted into (7.5) and the vector a contains the interpolation coeffi-
cients for which the system has to be solved. Depending on the configuration
and location of the source elements, the consistency of the system of equations
might vary. The system is allowed to be either determined or overdetermined,
i.e. there have to be at least as many source elements as there are degress of
freedom in the chosen ansatz. A general solution of the system can then be
obtained with the Moore-Penrose pseudoinverse, which yields the solution of
the system
a = (ATA)−1ATmsrc (7.7)
with the smallest error
erra = min (||Aa−msrc||) . (7.8)
Generally, this procedure is applied uniformly on all elements which are
chosen to be reconstructed with the quadratic method using the D3Q19
compute stencil likewise as an interpolation stencil. The uniform treatment
requires that there are no exceptions and all interpolations are performed on
the same interpolation stencil. Then, the scheme reduces to a mere matrix-
vector multiplication, which can be performed very efficiently. As all elements
and each of its moment has the same interpolation stencil, the matrix is the
same and needs to be stored only once. The interpolation routine itself merely
consists of a computation of moments, their interpolation and scaling as well
as a tranformation back to the f space.
In the current implementation, the uniformity is guaranteed. On elements
whith a reduced set of neighbors, the interpolation is performed with the
simple linear scheme.
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7.2.5. Acoustic or Diffusive Scaling?
The acoustic and diffusive scaling recover different macroscopic equations in the
limit ε→ 0. While the former leads to the compressible equations, the latter
leads to the incompressible equations2. The difference becomes obvious in the
determination of the time step. In the acoustic scaling, the speed of sound
determines the time step and acoustic phenomena are considered. The time
step in the diffusive scaling however, is determined by the viscosity. Waves in
the system are considered numerical artifacts as they are not captured by the
macroscopic equations of incompressible fluid motion. The scaling of the time
steps lead to a factor of two (four) when increasing the grid level respective
the resolution. The computational increase is thus greater for the diffusive
scaling by a factor of 2 Lmax− Lmin with the lowest and highest levels in the
tree. diffusive scaling is the constant relaxation parameter ω. This parameter
usually needs to be fine-tuned for optimal convergence and stability. In the
acoustic scaling, this parameter is fixed on one level and is scaled accordingly
on the other levels. This can quickly lead to stability issues on coarser levels
as ω Lmax → 2 and to inaccuracies on finer levels where ω Lmin → 0. The choice
of the scaling therefore strongly depends on the physical phenomena under
consideration and their governing equations.
7.3. Validation of Local Grid Refinement
The presented interpolation methods are elaborated with two well-known
incompressible test cases. The pressure drop in a plain channel (7.3.1) reveals
the accuracy of the schemes for the behavior of the pressure in steady problems.
The channel with a cylinder (7.3.2) shows the capabilities in a time-dependent
flow problem. More in-depth analysis is presented in Chapter 8, where all
employed models are investigated.
7.3.1. Plain Channel
The plain channel test case serves as a testbed for incompressible, steady flows
and possesses an analytical solution [96] for sufficiently low Reynolds numbers.
Figure 7.4 illustrates the geometrical configuration. We choose a channel with
a length L=8 and height H=1 at a Reynolds number of Re=50. The channel
is resolved at level  L and a refinement patch with level  L+1 is placed into the
channel center. The extents of the patch are 20% of the channel itself. The
investigations are performed for both the acoustic and the diffusive scaling.
2see also Section A.1
103
7. Grid Refinement
At the in- and outlet, the pressure is set to yield a defined pressure difference.
The pressure drop is then compared against the analytical solution along the
channel length in the center.
x
y
−H/2
−L/2 L/2
H/2
Measure
Refinement Patch
l = 0.2L
h = 0.2H
Figure 7.4.: Setup of the Plain Channel test case. Quantities for comparison are
measured along the red, dashed line
refinement patch
(a) Acoustic Scaling
refinement patch
(b) Diffusive Scaling
Figure 7.5.: Pressure drop along the length with refinement patch. The level
denotes the resolution of the channel background
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Figure 7.6.: L2-error in the pressure ep. The level denotes the resolution of the
channel background
The pressure drop is depicted in Figure 7.5(a) for the acoustic scaling
and in Figure 7.5(b) for the diffusive scaling with several resolutions. The
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analytical solution yields a linear pressure drop over the channel length. For
both scalings a pressure leap appears near the grid interface. On the coarse
grid, the pressure increases before the refinement patch and decreases after
the patch compared to the analytical solution. Within the refinement patch,
the pressure proceeds in its linear slope closer to the analytical solution. The
strongest deviation appears for the linear interpolation scheme on the coarsest
grid level  L7 and then and decreases with an increase in the resolution. In the
case of  L7, the leap with the linear interpolation scheme exceeds the quadratic
one by a factor of five for the acoustic scaling and a factor of two for the
diffusive scaling.
An error convergence study is performed in Figure 7.6 with the L2-norm in
pressure
ep = ||p− pref ||2. (7.9)
The pressure error ep decreases with an increase of the resolution. With the
acoustic scaling (Figure 7.6(a)), the error drops for the linear scheme at a
convergence rate of little more than one. The quadratic scheme exhibits an
error that is lower by a magnitude of five while for higher resolutions the order
decreases faster and reaches a convergence rate of two at  L10.
With the diffusive scaling (Figure 7.6(b)), the initial error magnitude
resembles the one obtained with the acoustic scaling. The linear scheme
exhibits a convergence rate below one. The error from the quadratic scheme
conforms with the linear one and its magnitude is smaller by a factor of five.
The refinement with the quadratic scheme for the acoustic scaling shows
a sufficient convergence rate of order two. The quadratic scheme is thus
preferably used. The refinement schemes for the diffusive scaling both indicate
a convergence that does not suffice the overall order of two of the LBM.
7.3.2. Cylinder in a Channel
For this test case, only results for the acoustic scaling are shown. With the
diffusive scaling, no stable solution was obtained due to oscillating interaction
between boundary conditions and the interpolation method. Figure 7.7
depicts the channel setup with a length of L=8 and height H=1 arranged
symmetrically around the origin. The cylinder with diameter D=0.2H is
placed at x = −0.4L slightly off the centerline in the height at y = 0.01D.
Pressure boundary conditions are tuned to achieve the desired velocity.
The Reynolds number defined with the diameter D, the mean velocity
u¯=1.5 and the viscosity ν=10−3 is chosen to be Re=300. A refinement patch
is placed around the cylinder extending in length over −0.45L . . . 0.23L and
0.4H in height. The channel is resolved with the tree level  L ∈ {10, 11} while
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the refinement area is resolved at level  L+1. This corresponds to {64, 128}
elements in the channel height on the coarsest level. These locally refined
configurations are compared against a reference solution obtained on  L12 with
256 elements in channel height.
At this Re the flow is time-dependent. The behavior of the pressure over
time in the channel center is shown in Figure 7.8. During the startup ramping
time, the flow fluctuates due to the asymmetric placement of the cylinder
without detaching. At t=11 the flow starts detaching from the cylinder and
vortices are being shed in the wake of the cylinder. This detaching process
starts earlier in the locally refined cases with quadratic interpolation. For
this reason, the vortices that are being shed in the quadratic interpolation
case have a stronger maximum near the outlet at t=16 in Figures 7.11(a)
and 7.11(b). In the results obtained with the linear interpolation scheme the
vortex shedding matches the reference solution.
In Figure 7.11(a), the velocity in y-direction is being shown at t=16 for
the reference solution obtained at  L12, and the locally refined solutions with
the coarser region at  L ∈ {11, 10} for linear and quadratic interpolations. The
results obtained with the locally refined grid exhibit very similar structures
as the reference. The velocity maxima are stronger with the quadratic inter-
polation and weaker with the linear interpolation. The shear component σ′yy
reveals a very similar behavior.
A clearer representation of the behavior of the macroscopic quantities can
be obtained by analyzing a cut through the domain. We focus on comparing
the behavior of pressure p and the yy-component of the shear stress σ′αβ at
the grid interface. The behavior of these quantities is investigated over the
channel height in the channel center for both interpolation schemes. Note that
due to the earlier vortex detachment with the quadratic scheme, the pressure
distributions are quite different. Thus, we concentrate on the smoothness of
the quantities across the grid interface.
In the case of the linear interpolation, the eddy detachment instant matches
the reference and the instantaneous pressure in Figure 7.9 matches the reference
solution quite well. A deviation remains even with increasing resolution from
 L10 to  L11. A slight unsteadiness near the level interface appears for  L10
which is not visible for  L11. The solution obtained with the quadratic scheme
deviates much stronger from the reference, but the reason is presumably the
earlier start of the vortex shedding. With increasing resolution, the deviation
decreases. Near the level interface, slight discontinuities appear.
In the shear component σyy (Figure 7.10), the behavior is similar. Linear
interpolation is closer to the reference than the quadratic scheme due to the
earlier eddy shedding. For the quadratic scheme, discontinuities occur for
both resolutions. An oscillation established from the level interface is clearly
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Figure 7.7.: Setup of the Cylinder in a Channel test case. Quantities for comparison
are measured along the red, dashed line
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Figure 7.9.: Instantaneous pressure over the channel height t = 16
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Figure 7.10.: Instantaneous shear σ′yy over the channel height at t=16
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(a) Velocity in y uy
(b) yy shear component σ′yy
Figure 7.11.: Comparison at t = 16s for the five investigated configurations  L =
10..12. The refinement patch extents are depicted by the white box.
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visible. The general course of σyy is however better approximated with the
higher resolution  L=11 with the quadratic scheme.
Concluding, the linear scheme generally introduces a damping leading to a
smoother behavior of the macroscopic quantities. The quadratic scheme shows
finer nuances of the flow, but oscillations are introduced and the flow becomes
more sensitive to disturbances, which can be seen in the earlier shedding of
the vortices. The quadratic scheme thus yields better accuracy in steady
state cases but the higher order polynomial approximation has an increased
sensitivity, which appears in time-dependent cases.
7.4. Performance on Locally Refined Grids
The compute performance with locally refined grid configurations is now
evaluated. The compute cost per element is important for an estimate of the
simulation time. In locally refined grids, the level interfaces are equipped
with ghost elements. The reconstruction of these ghost elements in the
interpolation routines can be expensive depending on the employed routine. A
porous medium geometry as in Section 8.3.7 is used for the investigation. The
channel is resolved at  L while the porous medium is discretized at a higher
resolution  L+1. This is indicated in the Figures 7.12- 7.15 with the background
level plus one refinement level  L6+1. The porous medium occupies around
one quarter of the channel volume. Several resolutions are investigated.
The following investigations are perfoemd on the Juropa system. Juropa
is located at the Forschungszentrum Ju¨lich and consists of 2208 nodes, each
equipped with two sockets of Intel Nehalem X5570 processors and 32GB of
memory.
7.4.1. Serial Performance
The serial performance is evaluated with the compute time for each oper-
ation per element. The time for the compute update and for linear and
quadratic interpolation operations are given in Figure 7.12 for different mesh
configurations. The reference compute performance is obtained on a uniform
mesh at a reference level  L6,  L7. With this uniform grid configuration, no
ghost elements are present and hence no time is spent on interpolation. We
investigate the linear and quadratic interpolation schemes and compare their
computation cost. Note that in the quadratic case, also costs for the linear
interpolation appear due to the local degredation of interpolation accuracy
inside the porous medium, where not enough sample points are present for a
higher order interpolation.
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Figure 7.12.: Cost per element for serial runs
The cost per element for the computation barely varies for the investigated
runs. Computing an element with the BGK kernel takes 10−7s. The compu-
tationally more expensive MRT-LES kernel consumes around 10−6s for each
element update. Due to the performance dependency on the mesh size, this
cost varies slightly. The compute cost for the acoustic and diffusive scaling are
equal. The interpolation demand is evaluated for each element which has to be
reconstructed. The cost for a linear interpolation element is about one order
of magnitude higher than the compute cost itself. The quadratic interpolation
is much more expensive and demands four to five orders of magnitude more
compute time than the pure compute update of a single element.
7.4.2. Parallel Performance
To evaluate the parallel performance in locally refined grids, strong scaling
experiments are performed. Several mesh configurations are investigated,
where the highest levels in the investigated meshes range from  L7 to  L9.
Depending on the configuration, the channel is resolved in the uniform case
at the same level  L and in locally refined cases at  L− 1. The total number of
elements are in the former 5·105, 4·106, 35·106 and in the latter 1105, 106, 8·106.
The measure MLUPS used for the runs with uniform grids cannot be applied
for locally refined grids, as elements on finer levels need to be updated more
often than on the coarser levels. The total run-time for a configuration is
thus used as a measure in Figure 7.13. Using the uniform grid resolution
as a reference performance, the impact of using a coarser grid with local
refinement is revealed. The code run-time for a fixed number of iterations
on different simulation domains is plotted over the number of processing
units. The run-time should ideally decrease with the inverse of the employed
processes.
The scaling behavior with uniform grids (uniform  L7 . . .  L9) is close to
the ideal line for a high number of elements per process. It stops scaling
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once a certain number of elements per process is reached, indicated by a
flattening out of the line. With decreasing number of elements per process, the
communication surface and thus data to transfer and the number of processes
to communicate with increases. This has a negative impact which is also
reflected by the fact that the smaller test cases in Figure 7.13 show a flatter
run time behavior and thus scale worse than larger test cases.
The uniform grid results are now compared against runs where the grid in
the locally refined area  L+1 equals the uniform resolution, while the mesh
is coarser in the channel area. This investigation serves to clarify if it pays
off to coarsen certain parts of the domain while keeping the resolution high
in the regions of interest. It pays off, as long as the locally refined run-time
remains below the one with uniform grids.
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Figure 7.13.: Linear and Quadratic interpolation method: Parallel run time
behavior for single- and multilevel runs for different problem sizes
Using the linear interpolation scheme, the run-time remains below the
reference uniform results for a low number of processes. The curves are flatter
indicating a worse scaling behavior for an increasing number of processes. The
smaller test cases exhibit an even flatter line and thus worse scaling. At a
certain amount of elements per process, the lines of the refined runs intersect
with the reference uniform lines. In these regions, the local grid refinement
leads to an increase in the solution time and yields no benefit. For the diffusive
scaling, the run-times are even higher. Using the quadratic interpolation, the
results are similar to the linear scheme. For the acoustic scaling, the quadratic
scheme leads to a run-time that is generally larger by a factor of two than
with the linear scheme while for the diffusive scaling, the inverse applies. The
run-time with the quadratic scheme is similar for both scalings in absolute
figures while the scaling is better in the diffusive scaling. This can be seen
in the line for quad L8+1 remaining under the serial line. With the diffusive
scaling, the interpolation needs to be performed only every forth time step
and every second step with the acoustic scaling. Due to the high interpolation
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cost with the quadratic scheme (Figure 7.12), this affects the run-time more
negatively with the acoustic than with the diffusive scaling.
7.4.3. Load Balancing Impact
The computational efficiency in parallel runs on locally refined grids can be
influenced by employing an algorithm to better balance the computational
load among the compute partitions. The underlying TreElm topology enforces
the elements to be arranged according to the space-filling curve. The domain
is decomposed by a simple segmentation of the linearized element list. These
are assigned to the compute processes. With the current implementation,
there is not much freedom left on how to distribute the elements onto the
partitions. The only degree of freedom lies in the splitting positions of the
partitions.
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Figure 7.14.: Domain decomposition strategies for load balancing
Figure 7.14 shows three possible domain decomposition strategies based on
the octree topology. The elements are arranged according to the space-filling
curve and a division of the linearized element list in equal portions leads to a
balancing for memory in Figure 7.14(a). Each process gets the same amount
of compute elements, regardless of their computational cost.
The balancing can be improved by assigning weights to the elements cor-
responding to the compute cost. The splitting positions are then set such
to possibly equalize the compute effort or weights on each partition (Figure
7.14(b)). If regions of refinement are concentrated in spatially restricted areas
this can lead to long idling times for the recursive algorithm3 due to the fixed
spatial ordering.
Figure 7.14(c) shows a possible remedy for this problem. Here, the elements
are distributed to assign the same amount of elements per level to each process.
3presented in 6.4.2
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All compute partitions then are assigned a similar number of elements on each
level, harmonizing the overall computing effort. This also synchronizes the
points in time for communication and interpolation thus reducing idling times
of compute partitions that have no work to do on certain levels. A downside of
the last approach is the abandoning of the space-filling curve locality, possibly
leading to a drastic increase in communication surface. Furthermore, the
implementation complexity increases beacuse the space-filling curve sorting
must be replaced by a level-wise element ordering, possibly by level-wise space
filling curve. These can then be distributed level by level onto the compute
partition. However, this requires another logic level in TreElm to still allow
an efficient retrieval of an element’s process affiliation in a distributed tree.
In Musubi, only methods (a) and (b) are available. The load balancing
package Sparta [60] allows a scalable redistribution of elements among the
processes by assigning a weight to each element. The elements are then
distributed among the partitions such that the sum of the weights of each
partitions’s elements is possibly equal. In Musubi, the weights are assigned by
the number of compute updates. Elements on finer levels need to be updated
more often due to smaller time steps. However, with this simple weighting
procedure, the high computational cost of ghost element reconstruction is
ignored.
Figure 7.15 shows the impact of the load balancing algorithm with linear and
quadratic interpolation schemes. The run-time does not considerably change
when compared to unbalanced simulations. On small simulation setups, the
balanced configurations (LB  L6+1) take even longer than without balancing
(noLB  L6 + 1). The larger test cases show a slightly better run time when the
balancing is activated.
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Figure 7.15.: Comparing the run-time of normal runs (noLB) against load-balanced
runs (LB) in parallel with locally refined grids of sizes  L6+1 . . .  L8+1
The load balancing procedures as applied here have fairly little impact
on the overall performance of parallel runs with locally refined grids. One
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reason for this is certainly the neglect of the interpolation cost in the weight
assignment.
The geometry here is rather unproblematic as the region of refinement
covers more than a third of the overall simulation domain. In situations of
locally concentrated refinement regions as in the case presented in Chapter
9, this is more problematic. The domain should then be decomposed using
Method (c) for balancing both memory and computational cost.
7.5. Conclusion
Linear and quadratic interpolation procedures for transferring the unknowns
between different grid element sizes were presented for the acoustic and
diffusive scaling. The higher order interpolation method yields better results
in the stationary cases as expected. In the time-dependent case however, the
quadratic scheme is prone to oscillations and leads to discontinuities at the
grid level interfaces especially in shear stress and pressure. The impact on
performance of the ghost element reconstruction in locally refined grids is
strong due to high computational cost. Also, the scaling behavior of such
multi-level needs further improvement.
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Numerical Validation
The flow solver Musubi is validated in this chapter with well-known validation
test cases. For the porous silencer application of Chapter 2, two major flow
regimes need to be covered: the flow through the porous medium at high
Reynolds number and the acoustics in the near field. The multi-scale character
of this flow problem requires a local refinement to connect the small spatial
structures to the larger surrounding domain required for the spreading of
acoustic waves for which a coarser resolution is sufficient. Hence, the local
mesh refinement techniques of the previous Chapter 7 are further validated in
the above mentioned flow regimes. As a turbulence model needs to be used
due to the low viscosity flow, the combination with the other models has to
be evaluated.
8.1. General Validation
The incompressible regime is validated with the Taylor Green Vortex, which
was first presented by Taylor & Green [151]. In the laminar regime, an
analytical solution exists and at higher Reynolds numbers it is commonly
employed for the study of turbulence. It is one of the simplest systems available
to study the evolution of homgeneous isotropic turbulence for incompressible
flows (3.22b). This configuration has been used in [14][40][51] as a prototype
system to study turbulence and to validate numerical code packages.
The initial flow field is defined as follows. A symmetric array of vortices
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is defined inside a periodic domain of size 0 ≥ x ≥ 2π. The problem is
further symmetric around the center cut planes throughout the evolution
of the system, which allows in principle to study only a subdomain of the
periodic box with extents 0 ≥ x ≥ π. In this thesis, the complete periodic
domain is resolved. The initial velocity field distribution is defined as [14]
ux(x, y, z, t0) =
2√
3
sin(γ +
2
3
π)· sinx · cos y · cos z (8.1)
uy(x, y, z, t0) =
2√
3
sin(γ − 2
3
π)· cosx · sin y · cos z (8.2)
uz(x, y, z, t0) =
2√
3
sin(γ)· cosx · cos y · sin z (8.3)
The pressure field results from the solenoidal velocity field and can be obtained
by solving the Poisson equation for the pressure (3.23) as [40]
p(x, y, z, t0) = p0 +
1− cos(2γ)
24
(cos 2x cos 2y + 2 cos 2z)
+
2 + cos(2γ) +
√
3 sin(2γ)
48
(cos 2x cos 2z + 2 cos 2y)
+
2 + cos(2γ)−√3 sin(2γ)
48
(cos 2y cos 2z + 2 cos 2x))
(8.4)
This is the most general description of the initial flow field and includes the
shape factor γ. In the following, we set γ = 0 and p0 = 0 in alignment with
the majority of works dealing with this test case [40] [14].
Brachet et al. [14] define the Reynolds number to be Re = 1/ν. The
Reynolds number dictates the behavior of the system especially in the transient
phase. In the following, the laminar Taylor Green Vortex is used to study the
convergence order of the numerical schemes. The turbulent case is then used
to evaluate the turbulence model.
8.1.1. The Laminar Taylor Green Vortex
If the Re number is sufficiently small, the flow remains laminar and an
analytical solutions for the Taylor-Green vortex can be derived from the
incompressible Navier-Stokes Equations (3.22). In the laminar regime, the
vortices simply decay due to viscous effects while maintaining their spatial
structure. The rate of decay can be described with an exponential behavior
exp(−νt) for the velocity and exp(−2νt) for the pressure field. We use the
two-dimensional formulation of the Taylor-Green vortex with z=0 everywhere
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Figure 8.1.: Taylor Green Vortex. Pressure and Velocity Distribution at t = 0
for the validation of the kernels and the interpolation methods at Re = 25.
Figure 8.1 shows the initial pressure and velocity magnitude.
The accuracy of the LBM algorithm is evaluated for the acoustic and
diffusive scaling on a uniform grid. Then, locally refined grids are used with
both methods to assess the accuracy of the grid refinement schemes for both
scalings. The grid is refined by placing a quadratic refinement patch of length
π in the center of the domain. In this patch the grid is refined by one tree
level such that the spatial step size inside the patch is half the step size of the
rest of the domain.
A mesh refinement study is performed for tree levels  L3 . . .  L8. This cor-
responds to a resolution of each direction with 2 L elements. The error is
evaluated in pressure and velocity at a fixed point in time t=10. The absolute
error is evaluated with the error norm on the quantity φ at xr = {π/3, π/3, 0}
errφ(xr, t = 10) = |φ(xr)− φref (xr)| (8.5)
where φ is chosen to be the pressure p and velocity u. As this system is
periodic and no boundaries are present, its behavior is entirely determined
by the initial distribution of the fluid quantities. Their accurate initialization
has a great impact on the accuracy of the numerical scheme [18]. In the
LBM, initial layers are always present as the asymptotic terms can only be
approximated to a certain order. These inaccuracies were shown to decay
exponentially [173]. In this study, the distributions are initialized up to second
asymptotic order as described in Section 4.2.5.1. For the diffusive scaling,
this initialization is expected to yield a first order convergence in pressure
and a second order in velocity [173]. This test case serves to quantify the
error introduced by local grid refinement. An increase in accuracy using
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locally refined grids can not be expected as the error is dictated by the largest
elements in the domain, from where the error is consistently propagated to
regions of higher resolution.
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Figure 8.2.: Error with acoustic scaling on locally refined and uniform grids. The
abscissa denotes the finest level present in the mesh.
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Figure 8.3.: Error with diffusive scaling on locally refined and uniform grids. The
abscissa denotes the finest level present in the mesh.
The acoustic scaling convergence is depicted in Figure 8.2. The solution ob-
tained from the uniform grid singlelevel show up to level  L ≤ 6 a convergence
order of two for pressure and velocity. From grid level  L ≥ 7, the convergence
flattens for the pressure and the error stagnates. Other authors [68, 21] have
shown that the acoustic scaling does not result in a clear error convergence,
but is dependent on the relaxation parameter ω and exhibits a minimum error
at a value of ω≈1 depending on the test case [68]. Using locally refined grids
(multilevel), the error magnitude at  L3 is larger than with uniform grids. The
pressure error reduces at a second order rate and also shows a decrease to
first order convergence for  L ≥ 7. However, the error decreases down to but
never below the magnitude of the uniform solution. The convergence rate of
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the velocity is two.
With the diffusive scaling in Figure 8.3, the error on uniform grids drops
consistent to the expected convergence rate [173]. The pressure shows first
order convergence and the velocity error scales at second order. With locally
refined grids multilevel, the error converges for pressure and velocity at first
order. The error magnitude at  L = 3 is larger by one order of magnitude for
velocity and even two orders of magnitude in pressure.
The convergence rates of uniform grid resolutions were confirmed. In all
locally refined cases, the error introduced by local grid refinement is larger
than the error of the numerical scheme itself. It could however be shown that
the error introduced by grid refinement decreases for the acoustic scaling at
expected rates while the convergence rate is lower for the diffusive scaling.
8.1.2. The turbulent Taylor Green Vortex
With the turbulent Taylor Green Vortex, the influence of the turbulence model
can be investigated. The large eddy subgrid scale model presented in Section
4.2.4 is employed and compared against direct numerical simulation results.
Here, the Reynolds number is chosen to be Re=1600.
If the Reynolds number is high enough, the same initial conditions as in the
laminar case cause entirely different flow patterns over the evolution of the
system. Due to the low viscosities, the stabilizing effect is diminished and the
inertial effects stemming from the non-linear velocity term in the NSE cause
a strong sensitivity on tiny changes. The large scale structures disintegrate
and decay into ever smaller vortical structures accompanied with a transfer
of the kinetic energy down to ever smaller scales. When the scales reach
the Kolmogorov scale, the viscous forces dominate and the kinetic energy is
dissipated [14, 40]. The initially large vortices stretch and start breaking into
smaller vortices and a subsequent decay of the large vortices into ever smaller
vortices occurs.
The kinetic energy density is defined as K(t) = 1
2
(u(x, t) · u(x, t)) [125]
and its mean is obtained from the integral over the domain
〈K(t)〉 = 1
2
1
(2π)3
∫∫∫ 2π
0
u(x, t) · u(x, t) dx. (8.6)
It is common in turbulence theory to use the representation in Fourier modes
in a perioidc box to study the flow behavior theoretically [40]. The kinetic
energy density is then written in terms of the undirected energy spectrum
E(κ, t) with contributions from all modes κ. By multiplying the Fourier-mode
NSE with the conjugated spectral velocity u∗ and applying an average [125],
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the temporal change of the kinetic spectrum E is
∂tE(κ, t) = T (κ, t)− 2νκ2E(κ, t) (8.7)
where T (κ, t) is the transport term of kinetic energy between the modes,
which for this case can be shown in sum to be zero
∑
κ T (κ) = 0 [40]. The
energy cascade can best be investigated by looking at the Fourier modes of
the kinetic energy K(t) over the time evolution of the system [14]. However,
the investigation in this thesis is restricted to the analysis of the dissipation
rate ǫd (3.26), which for the incompressible problem of the purely periodic
test case equals the temporal change of the kinetic energy [125].
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Figure 8.4.: Time evolution of the investigated quantities up to time t = 10 for the
Taylor Green vortex at Re = 1600 [14]
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Figure 8.5.: Acoustic Scaling: Influence of the LES model on uniform grid
The evolution of the kinetic energy and of the dissipation rate is depicted in
Figure 8.4. The kinetic energy in the system starts decreasing slowly when the
large vortex structures are still present. With the decay into smaller vortex
structures, the decline of the kinetic energy accelerates and is dissipated. At
t=9 the rate of change of kinetic energy reaches a maximum. After this peak,
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the small structures decay further until at t→ ∞ the fluid transitions to a
homogeneous distribution due to the decay induced by the viscosity in the
fluid.
The dissipation rate is now used to investigate the influence of the LES
model for various grid resolutions. The MRT relaxation model 4.2.1.2 is
chosen, as it features higher stability for flows at low viscosities. Here, the
acoustic scaling is investigated, while results for the diffusive scaling can be
found in Appendix A.4. The periodic, cubic simulation domain with length 2π
is discretized with the tree respective tree level  L leading to the discretization
in each direction with 2 L elements and a spatial step size of ∆x = 2π 2− L. The
initial conditions are set by fixing the velocity field and iterating until a steady
solution is obtained as explained in Section 4.2.5.1. This should decrease the
error from the non-equilibrium part. In all investigated configurations, the
oscillations from the initial layer are visible in the first hundred time steps.
These perturbations decrease with increasing resolution of the domain.
First, the influence of the LES model is determined on uniform grids. The
relaxation parameter ω takes the value 1.996 on level  L6 and 1.985 on level
 L8. The dissipation rate ǫd in Figure 8.5 is compared against the reference by
Brachet et al. [14]. The DNS on  L6 shows a similar qualitative behavior but
yields a higher dissipation rate than the reference. The peak is also around
t=9 but is flatter and broader. With the increased resolution at  L8, the DNS
result and especially the peak matches the reference. With the LES model,
the dissipation rate rises much earlier on  L6 than the reference and also the
peak is smeared out and resides on a lower magnitude. With higher resolution
the behavior is similar but the deviation from reference is smaller.
The results in Figure 8.6 and 8.7 are obtained with locally refined grids.
The simulation domain is discretized with the base level indicated with  L
and a cubic region located in the center of the domain is refined with  L+1.
The refinement region with π has half the edge length of the full cube 2π.
The linear and quadratic interpolation schemes are compared. Here, no
subgrid scale model is employed, i.e. the DNS is depicted. Refining the grid
locally, leads to strong oscillations in the dissipation rate. Especially with the
coarser resolution, the oscillations strongly determine the error by one order
of magnitude. The error is halved when using the quadratic instead of the
linear interpolation scheme.
Very likely, oscillations from the initial conditions as could be already seen
in the uniform grid solutions play a role in these strong oscillations. There, the
initial oscillations decayed quickly as expected. In the locally refined case, an
interplay between these initial oscillations and the interpolation scheme might
lead to such drastic oscillations pertaining throughout the complete duration
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of the simulation. Also, during each interpolation step, similar initial layers
[18] are likely to be reintroduced, possibly leading to these oscillations. Still,
the mean behavior of ǫd approaches the reference with increasing resolution.
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Figure 8.6.: TGV, acoustic scaling: DNS, multilevel grid, linear interpolation
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Figure 8.7.: TGV, acoustic scaling: DNS, multilevel grid, quadratic interpolation
8.2. Aeroacoustic Validation
This section examines suitability of the LBM for aeroacoustics. The dissipation
and dispersion properties for sound wave propagation and its suitability to
reproduce sound generation mechanism are investigated for uniform and locally
refined grids. In the LBM, only the sum of the mean p0 and the acoustic
pressure p′ are present and the acoustic pressure must be extracted by suitable
post-processing of the small scales or subtracting the mean pressure p0 from
the obtained macrosopic pressure.
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8.2.1. Sound Propagation of a Plane Wave
The sound propagation properties of the numerical scheme has to be evaluated
in terms of the dissipation and dispersion properties. Bre`s et al. [15] use a one-
dimensional plane wave travelling through a periodic domain to validate the
LBM for wave propagation accuracy, which we use as a reference to validate
the solver Musubi. This evaluates the capablities of the LBM to predict the
temporal decay of waves. Investigations on the spatial and temporal decay of
waves with the LBM can be found in [161] [15].
Here, only temporal decay of sound waves is studied, as this is believed to
be the mechanism by which sound waves are generated by turbulent vorticity
decay. In the dispersion relation (3.38), the wave number κˆ = κ is thus set
to be real and prescribed. One can then solve an eigenvalue problem for
the angular frequency ωˆ, describing the dispersion and dissipation of a plane
waves spreading in positive and negative direction with a fixed wave length
[109]
ωˆ± = −jκ2νeff ± κcs
√
1− (kνeff/cs)2 (8.8)
The temporal dissipation rate αT thus is the negative imaginary part and the
phase speed cT is the real part of the solution of Eq. (8.8).
αT = −Im(ωˆ) = κ2νeff, cT = Re(ωˆ)/κ = cs
√
1− (κνeff/cs)2 (8.9)
A wave travelling in positive x-direction can generally be described by
p′(x, t) = Aˆ exp(−αT t) exp[j(κx− cT t)]. (8.10)
The initial conditions for this plane wave are given for the pressure and velocity
fluctuation p′ and u′
p′(x, t = 0) = A sin
2πx
λ
, u′ =
p′
ρ0c0
, A = 10−3. (8.11)
The analytical solution of the temporal pressure fluctuation at a fixed point
in space caused by the one-dimensional wave including numerical dissipation
and dispersion then obeys
p′(x, t) = A · exp (−(αT + αnumT · t)) sin [k (x− (cT + cnumT )t)] . (8.12)
The numerical errors of dispersion and dissipation are quantified by cnumT and
αnumT . The error introduced by these numerical factors is evaluated in terms
of the dispersion error εc = c
num
T /cT and dissipation error εα = α
num
T /αT for
resolutions of one wave length as grid points per wave length Nppw = 2 . . . 24.
The results in Figure 8.8 show good agreement of Musubi to results obtained
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by Bre`s et al. [15]. For a wave resolution of Nppw = 6 the error in dispersion
εc diminishes below 3% and dissipation εα below 1%. Both values converge
towards zero with an increasing number of points per wave length. In the
further validation simulations, the waves are resolved with a resolution of
Nppw > 100, where {εc, εα} < 0.1%.
8.2.2. Sound Propagation with a Gaussian Pulse
The sound propagation properties are now investigated with a Gaussian pulse.
Decomposing this Gaussian shape into elementary plane waves reveals a
participation of all wave numbers. This test case can thus be considered
a prototype system for the behavior for cases where all wave numbers are
present. Also, the wave propagation with the LBM implementation on locally
refined meshes is investigated. The domain is periodic in all directions and
the medium is initialized at rest u = 0 with a one-dimensional Gaussian Pulse
in pressure
p(x, t = 0) = p0 + p
′ · exp [−(x− x0)2 12h2 ] (8.13)
where h is the half width of the pulse. An analytical solution exists for the
inviscid case. As the LBM features inherent viscosity, it is set to a small value
νlb = 8.5 · 10−3. A refined patch is located in the right part and the pulse
is initialized on the coarse left part of the domain. The LBM distributions
are initialized with their equilibrium. This produces an error in the non-
equilibrium part. To avoid interactions between this non-equilibrium triggered
error and the grid level interface, the pulse is initialized in the coarse grid
region only to allow a sufficient decay of the initial layer before the pulse
reaches the grid interface.
The Gaussian pulse is initialized at x=−0.3L. The pulse starts to propagate
in both x-directions with half of the initialized amplitude. Note that the
simulation domain is periodic and the pulse which travelled to the left is
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Figure 8.8.: Relative error depending on the wave length resolution Nppw
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entering from the right side of the domain and vice versa. The results are
evaluated after t = 0.613 when the right-travelling pulse has propagated
completely through the refined patch.
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Figure 8.9.: One-dimensional Gaussian Pulse test case
Figure 8.9(a) shows the pressure distribution throughout the domain and
the refined area is highlighted. The reference solution has the same spatial
resolution as the coarse part of the locally refined domains. Both interpolation
schemes yield coinciding results. In the coarser (unrefined) area, fluctuations
occur for all solutions. For the refined cases, these are far stronger than in
the reference. This is mainly due to the higher relaxation parameter. In this
regime, the solution gets more instable. At the left border, small fluctuations
are visible, connected to reflections form the grid level interface.
The solution on a very fine grid is taken as a reference solution, from
which the error of the coarser solutions is calculated in Figure 8.9(b). The
points on the abscissa correspond to the coarsest elements present in the
domain. Hence, the results of the refined cases are plotted against the solution
with a uniformly coarser element size. The general behavior of the error
remains below the reference slope of two, which is the theoretical order of the
LBM. The error does not behave in a linear way and drops faster for higher
resolutions. When the domain is refined locally, the error drops below the
coarser uniform solution and the difference remains throughout all tested grid
resolutions. Both the error behavior as well as an evaluation of the actual
pressure distribution reveals a very similar behavior of the linear and the
quadratic interpolation scheme.
125
8. Numerical Validation
8.2.3. Sound Generation and Propagation
The aeroacoustic sound generation capabilities of the LBM are examined
with the Co-Rotating Vortex Pair (CRVP). This well-studied test case for
aeroacoustic phenomena consists of two vortices spinning around a common
center. From this spinning motion, acoustic waves are spirally emitted. This
is equivalent to a spinning acoustic quadrupole which is the typical sound
production mechanism of turbulent shear flow [107].
This test case was first presented in [116]. It exhibits several features
which make it an ideal candidate for studying aeroacoustic sound generation
processes. It consists of a simple two-dimensional flow configuration and
exhibits a clear separation of the incompressible and the acoustic scales. An
analytical solution for both regimes exist in the asymptotic limit. Obermeier
[120] derived the analytical solution for the acoustic far field, where the
vortices are considered as point sources in an inviscid fluid. One solution
for the incompressible mean flow field and one for the acoustic far field are
matched asymptotically in an intermediate domain to give an asymptotically
valid solution.
The test case has been used to validate numerical codes for aeroacoustic
purposes by several authors [47, 100, 108, 136, 144]. We first describe the flow
configuration and present the analytical solutions for the incompressible and
acoustic flow field. Then we present results obtained with Musubi for both
uniform and locally refined grids.
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(a) Vortex configura-
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(b) Velocity isolines and acoustic pressure
Figure 8.10.: Flow configuration of the co-rotating vortex pair
The flow configuration is depicted in 8.10(a). Potential vortices with equal
circulation Γ rotate on a circular orbit with radius r0 around a common center.
At the initial time t0, the vortex centers are located on the x-axis at ±r0.
The velocity field from these potential vortices features tangential velocity
components around the vortex centers. The interaction of the vortices induces
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a velocity magnitude in the vortex centers of |u0| = Γ/(4πr0). Thereupon, the
vortices start moving on a circular path around the common center o = {0, 0}.
The circulation period is T0 = 2πr0/u0 and the angular velocity ω = 2π/T0.
The background pressure and density in the surrounding region are p0 and
ρ0 and the reference speed of sound is c0 =
√
κp0/ρ0 with the isothermal
exponent κ = 1. The global Mach number Ma = u0/c0 is defined with the
the rotational speed and the speed of sound in the resting fluid for r →∞,
where r =
√
x2 + y2 is the distance from the rotation center.
The inner flow domain is governed by the incompressible and inviscid
rotation of the vortices. An approximation to this inner solution can be
derived from potential theory. The velocity field is irrotational except for
the vortex centers, where singularities occur and which have to be treated
explicitely later on. As the flow is irrotational and inviscid, the complex
potential [156]
w = Φ+ jΨ (8.14)
can be employed. It consists of the velocity potential Φ and the stream
function Ψ. The potential and the stream function are defined, such that
u =∇Φ and u =∇×Ψ. The velocity is defined by a superposition of the
potential of the left and right vortex
w(z, t) = wleft + wright (8.15)
=
Γ
2πi
[ln(z − b) + ln(z + b)]
=
Γ
2πi
[
ln(z2 − b2)]
with the spatial position z = rejθ = x+ jy with the instantaneous rotation
angle θ and the location of the vortex centers on the time-dependent rotation
orbit b = r0e
jωt.
With the incompressible, irrotational and inviscid flow character, the po-
tential Φ and the stream function Ψ must comply with the following Laplace
equations
∆Φ = 0, ∆Ψ = 0. (8.16)
Except for the vortex centers b, the complex potential w is holomorphic, i.e.
complex differentiable. Then, w fulfill the condition for a Cauchy-Riemann
differential equation
∂xΦ = ∂yΨ, ∂yΦ = −∂xΨ. (8.17)
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The velocity field in Cartesian coordinates u = {u1, u2} can be obtained by
differentiating the potential w by the complex coordinate z as
∂w(z, t)
∂z
=
Γ
πj
z
z − b2 = u1 − ju2. (8.18)
The x- and y-component then correspond to the real and negative imaginary
part of ∂zw
u1 = Re(∂zw), u2 = −Im(∂zw). (8.19)
The incompressible pressure field results from applying the instationary
Bernoulli equation without gravitational forces [100]
∆p
ρ0
+
1
2
|u|2 +
∫ s2
s1
∂tu ds = 0. (8.20)
By integrating along the stream lines s, the velocity derivative can be expressed
with the velocity potential
∂tu = ∂t∇Φ = ∂t∇Re{w}. (8.21)
Integrating from infinity, where Φ = 0, the pressure can then be derived as
p = p0 − ρ0
(
Φt +
1
2
|u|2
)
. (8.22)
A velocity singularity appears in the vortex centers due to the infinite
rotation also invoking a singularity in pressure. In numerical simulations, this
singularity must be avoided. Similar to [100], we use a Rankine vortex model
inside each vortex. The vortex model is applied inside the core vortex radius
rC =
1
3
r0. The velocity on the core radius is the maximum velocity in the
flow domain uC = umax. A linear model for the velocity is applied inside the
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Figure 8.11.: Initialization at y = 0
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vortex core. The singularity in pressure is remedied by replacing the pressure
distribution inside the core radius of each vortex with a Gaussian which is
matched to transition smoothly to the potential solution. With the above
described potential flow solution and the vortex core model, the velocity and
pressure distribution in the flow domain are depicted in Figure 8.11.
From the matched asymptotic analysis [120] mentioned above, the acoustic
pressure in the far field can be derived. Assuming z/b ≫ 1, the equation
above can be approximated by splitting it into a steady flow potential Φ0 and
a fluctuation Φ1 with the frequency of the vortex rotation.
w(z, t) ≈ Γ
πi
ln z − Γ
2πi
(
b
z
)2
= w0 + w1. (8.23)
In the outer domain, the flow is compressible and obeys the homogeneous
wave equation for the potential (3.35)
∇2w − 1
c2s
∂2w
∂t2
= 0. (8.24)
By applying correct matching conditions in the asymptotic limit, the solution
of the complex potential can be written as
w(z, t) =
Γk2r20
8
H
(2)
2 (kr)e
i2(ωt−θ) (8.25)
with H
(2)
2 being the second kind Hankel function of order two. This Hankel
function is evaluated with the argument k r, where k = 2ω/cs. The pressure
fluctuations in the far field solution can be extracted from the equation above
in the outer limits
p′(z, t) = −ρ0 ∂
∂t
w(z, t). (8.26)
The amplitude is the real part of the complex potential w
p′(r, θ, t) = Re
{
−j ρ0Γ
4
64π3r40c
2
s
H
(2)
2 (kr)e
j2(ωt−θ)
}
. (8.27)
The above defined analytical solutions are now used as a reference to compare
the quality of the numerical results.
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8.2.3.1. Numerical Results with Uniform Grids
The flow domain extends over 400r0 in both spatial directions. As the vortex
start spinning around each other, acoustic waves start propagating spirally
towards the environment. These waves now must propagate freely beyond
the boundaries of the flow domain. If no special treatment is applied at the
boundaries, the waves reflect back and destroy the flow configuration. We apply
the non-reflective boundary conditions based on charateristics [73] to permit
the free propagation of the waves beyond the border of the computational
domain. To increase the overall stability, a sponge layer near the domain
border gradually increases the viscosity towards the boundaries.
The simulation is performed on a uniform grid and the rotational radius r0
is resolved with 10 grid points. The maximum velocity located at the core
radius rc of both vortices is umax = 0.14 resulting in an initial rotational Mach
number MaRot,ini = 5.196 ·10−2. The viscosity is chosen to be ν = 4.168 ·10−5
which corresponds to a relaxation parameter of ω = 1.9995.
In Figure 8.12 a temporal and a spatial distribution of the acoustic pressure
from the simulation results is compared to the analytical solution. As a
single-step simulation is performed, the total pressure is obtained. The
incompressible and acoustic pressures are thus superimposed and they have
to be separated before the analysis. The incompressible pressure, obtained
from the analytical solution, is subtracted from the numerical results in order
to match the numerical results with the analytical acoustic pressure. The
evaluation uses the dimensionless pressure p′/(c2sρ0), the dimensionless radius
r/r0 and the dimensionless time tcs/r0.
Figure 8.12(a) shows a snapshot at time step t = 750 of the acoustic pressure,
from the center of rotation through a vortex center to the domain limit. Near
the vortex center, the amplitude error εα is around 30% but decreases when
advancing outside from the center of spinning motion. The error near the
vortex centers might be due to the approximation with potential vortices in
the analytical solution [62]. In the acoustic near field, the amplitude is slightly
underpredicted, whereas the phase shifts slightly.
In Figure 8.12(b) the temporal acoustic pressure at a distance r = 150 r0
from the center is shown. Due to initial perturbations from the constant
pressure initialization, the phase had to be matched to the analytical solution.
The amplitude is slightly lower than predicted in the analytical solution. The
phase matches well at t = 800 but then the wave periods increase. The reason
for this increase is considered to be due to the neglected viscosity in the
analytical solution. In the simulation however, the vortex revolution speed
is decreased over time by the viscous effects. This results in an oscillation
frequency that decreases over time in the numerical experiments.
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Figure 8.12.: Comparison of the acoustic pressure against the analytical solution
8.2.3.2. Numerical Results with Locally Refined Grids
Refinement patches are placed around the pair of spinning vortices. The conti-
nuity of the incompressible flow field as well as the acoustic wave propagation
to the near field is investigated. The total domain size extends over L = 10
and the first refinement patch is placed in the center with half the extent of
the complete domain in diameter. In cases where a second refinement patch is
present, it has half the extents of the larger patch. We choose a rotation Mach
number Marot = 0.02 and the rotation radius of the vortices is r0 = 0.01L.
The viscosity is chosen to be ν = 5.4 ·10−4. The refinement patch ensures that
the spinning vortices are resolved with the same resolution as the reference
and the elements in the surrounding are coarser. The vortices spin around
each other emitting waves which results in a helical pressure distribution.
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Figure 8.13.: Temporal pressure obtained on a uniform grid ( L11) compared to
coarsened simulation by one ( L10 + 1) and two level ( L9 + 2)
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Figure 8.13 shows the comparison of the temporal pressure recorded over
time at a distance 50r0 from the common rotation center. Solutions from
two locally refined configurations are compared with a uniform grid. The
uniform grid is resolved at  L11 while the locally refined grids are successively
coarsened towards the outflow region yielding the levels  L9+2 and  L10+1. The
temporally varying pressure shows virtually no difference between the uniform
and the locally refined solutions. This suggests that the grid refinement
approach is well suited for aeroacoustic problems.
Figure 8.14.: Spirally shaped pressure waves result-
ing from the spinning vortices in the
center of the domain. Vortices are de-
picted with white vorticity contours.
The sponge layer distorts the spiral-
shape near the edges due to an artifi-
cial increase in viscosity.
Figure 8.14 illustrates the pressure distribution and the voriticity contours
of the total simulation domain at t = 289. Note that the pressure ranges
between p = ±0.001p0 to highlight the acoustic pressure waves. The spinning
vortices are perceptible by the vorticity contours. The waves have a spiral
shape and as they propagate outside, the shape of the waves is distorted by
the sponge layer. Still, they propagate freely out of the domain.
8.3. Validation of Porous Media Flow
This section validates the flow through the porous medium presented in Section
2.1. First, the behavior of the LBM algorithm is investigated in detail with an
artificial, generic porous medium consisting of cubes. Then, the investigation
is extended to the real porous medium geometry. Various regimes in the
Reynolds number are tested ranging from creeping flow to the transition
towards turbulence.
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8.3.1. Porous Medium Flow
The flow regimes in porous media are characterized by the Darcy Reynolds
number ReD, expressed with the following characteristic quantities. In consoli-
dated media, the characteristic length lD takes the size of a characteristic pore
dP and the characteristic velocity uD is taken to be the superficial average
or seepage velocity u¯D = q˙/(1− ϕ) with the flow rate q˙ and the porosity ϕ.
The porosity ϕ denotes the ratio of fluid or pore volume Vf to total volume
Vtot in the porous medium as ϕ = Vf/Vtot. The Reynolds number with the
kinematic viscosity ν of the fluid then takes the form
ReD =
u¯D · lD
ν
=
q˙
1− ϕ
lD
ν
. (8.28)
The classification of flow regimes inside consolidated media depends on a
microscopic or macroscopic point of view and differs in literature [69]. On
the microscopic scale, Dybbs & Edwards [37] observed four flow regimes: a
laminar regime, which can be subdivided into a steady and unsteady part, a
transitional and a fully turbulent part. On the macroscopic scale, there is the
linear, or Darcy regime, the quadratic or Forchheimer regime and the fully
turbulent regime. Generally, the flow through porous media can be analyzed
by applying an averaging and considering source terms to the NSE momentum
equation (3.22b) for viscous and inertial forces. The flow is considered to be
one-dimensional in x-direction.
1. Viscous, linear regime. In flow regimes with ReD < 1, the inertial
forces are small compared to the viscous forces and can be neglected.
The Navier-Stokes Equations reduce to a pressure gradient and skin
friction, i.e. shear stress inside the pores. Shear stress is proportional
to the velocity gradient inside a pore, which macroscopically yields a
linear relation of fluid velocity and pressure drop. Darcy’s law [32] is
accordingly
− ∂xp = αµu¯D (8.29)
with the superficial average or seepage velocity u¯D, the dynamic viscosity
of the fluid µ and the permeability α of the porous medium. As stated
above, this relation is only valid for low Reynolds numbers. On the
macroscopic view, this regime equals the Darcy regime, because Darcy’s
law is valid.
Flows with higher ReD are dominated by interactions between the
inertial, viscous and pressure forces, leading to a non-linear relation
between velocity and pressure drop.
2. Weakly inertial, laminar steady regime. In this regime, the flow
is still laminar and steady. With increasing Reynolds number 1 <
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ReD < 10, the inertial forces, which are non-linear in the Navier-Stokes
equations, affect the momentum conservation. Macroscopically, a non-
linear relation between the pressure drop and the flow velocity can be
observed, which was described by Forchheimer [46] as
− ∂xp = αµuD + βρuD2. (8.30)
The constant factor β is known to be mainly dependent on the flow path
tortuosity and is usually recovered from experiments. In this regime, the
boundary layer starts to develop while an intertial core flow grows with
the ReD. This core flow is responsible for the non-linearity. The core
flow increases and takes a greater influence on the flow with increasing
ReD. This regime can persist until ReD < 150.
3. Inertial, transitional, unsteady regime. Inertial forces grow with the
Reynolds number and cause instabilities. Dybbs & Edwards [37] ob-
served regular fluctuations and found the regime 150 < ReD < 300 and
transitions to turbulence may occur.
4. Fully turbulent regime. At ReD > 300, the inertial forces dominate
over the viscous terms and create random, unsteady flow patterns and
turbulence. The turbulent flow occurs with higher permeability only.
8.3.2. Dimensionless Permeability Measure
The dimensionless friction factor quantifies the pressure loss in pourous media
being a function of pressure drop and porosity ϕ. The friction coefficient Λ is
calculated from the friction factor by multiplication with the Darcy Reynolds
number ReD as
Λ = ∂xp
dP
ρ0u¯2D
ϕ3
1− ϕReD. (8.31)
The friction coefficient Λ is used as a permeability measure in this thesis.
8.3.3. Porous Media Simulations with LBM
There has been a vast amount of studies about flow simulations using the
LBM for porous media geometries. The simple marker-and-cell method in
combination with bounce-back wall boundary conditions (or more advanced
approaches) easily allows setting up highly complex geometric boundaries,
and therefore makes LBM a natural choice for porous media flow. However,
high Reynolds number flow simulation are prone to instabilities with the LBM
[20] and the choice of the simulation parameters is restricted:
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1. The viscosity can be tuned by the relaxation time ω. Low viscosities are
modelled by converging the ω towards its stability limit, namely ω → 2.
Especially when a larger amount of the flow area is occupied by solid
fraction, simulations have a tendency to become unstable.
2. The compressibility error increases with the flow velocity with an order
of O(Ma2).
3. Resolution. The characteristic length in (8.28) for ReD is given in terms
of lattice units. A higher resolution leads to a higher Reynolds number
by O(n) with n being the number of elements for the characteristic
length. Then, a relaxation time closer to the stability limit can be used.
However, the computational effort increases with an order higher than
O(n3).
Considering these facts, one is severely restricted in achieving a possibly high
Reynolds number. MRT models can help to increase the achievable ReD by a
factor of 4 [126]. Subgrid turbulence models like the LES Smagorinsky model
locally increase the viscosity in areas where the fluid undergoes large strain
rates, which helps in stabilizing the numerical scheme.
Few has been published concerning LES turbulence modelling with LBM
for flow through porous media. Kuwahara et al. [90] have investigated turbu-
lence in a regular, periodic array of square cylinders with the usage of LES
simulations.
A careful comparison of a properly resolved DNS with LES simulations
at reduced mesh resolutions is therefore performed for the artificial porous
medium in the following chapter. Besides a qualitative comparison of flow
patterns, the friction coefficient for the flow through the porous structure
is taken as a measure. Ideally, an LES simulation should recover the same
friction coefficient as the DNS, but at a much lower resolution.
8.3.4. Regular Porous Medium Validation
A scalable generic porous geometry is employed to study the behavior of the
flow and the dependency on simulation parameters such as the resolution.
Cubes arranged inside a representative elementary volume, or a unit cell
as in crystal lattice structures, compose the spatial structure of the porous
medium. The porous array is made up of alternating body-centered (bcc) and
face-centered (fcc) unit cells in the x-direction, where the domain size gy=gz
takes the dimension of the unit cell. We then set the center of cubes with
edge length dC=0.6 · gy to the lattice positions in the unit cell. The domain
is extended in y- and z-direction into infinity by applying periodicity. This
leads to a porosity of ϕ=0.515 with a pore channel height of dP =0.4gy. For
the calculation of the Reynolds number ReD we use the channel height dP ,
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the seepage velocity u¯D and the fluid viscosity ν.
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Figure 8.15.: Simulation Setup Generic porous medium setup consisting of arrays
of unit cells with cubes, cut through middle z-plane
Before and after the porous medium, the computational domain is extended
to account for inflow and outflow effects. Especially at higher Reynolds
numbers, recirculation and vortex shedding occurs after the porous medium,
which is why the free flow domain behind the medium is extended to around
0.4gx. An inlet velocity uin is assigned with a constant velocity profile, whereas
at the outlet, a reference pressure of p0 is set. All solid walls are modeled
with simple bounce-back boundary conditions.
8.3.5. Friction Coefficient and Stability
The purpose of these initial simulations is the validation of our LBM im-
plementation for flow through the generic porous media at a wide range of
Reynolds numbers, as well as investigations concerning the stability. We
performed simulations for a set of Reynolds numbers (0.001 ≤ ReD ≤ 100) at
three different mesh resolutions.
At first, the dependency of the friction coefficient Λ on the Reynolds number
is evaluated. Figure 8.16(a) shows that the linear flow regime (1) can be
observed up to a Reynolds number of ReD < 1. In the range of 1 < ReD < 10
the Forchheimer-regime (2) starts, developing into a quadratic dependency
of the friction coefficient on the Reynolds number. According to Dybbs &
Edwards [37], the transition towards turbulent flow occurs at 150 < ReD < 300
(3). Our simulation results correspond qualitatively well to those from other
comparable LBM simulations [7].
For a given resolution of the generic porous medium, the maximum achiev-
able Reynolds number for a direct numerical simulation (DNS) is limited by
stability issues, as stated above. Studies on the stability of the LBM are
performed with various inlet velocities uin, resolutions dP and viscosities ν to
estimate the minimum required resolution for each model.
The maximum achieved Reynolds number with DNS increased with the
number of grid points in the channel diameter dP of the porous media, as
shown in Figure 8.16(b). The highest achievable Reynolds number with DNS,
ReD = 182 at the resolution of dP = 40, is used as the reference solution for
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Figure 8.16.: Reynolds number studies with various resolutions
our further studies. This Reynolds number corresponds to the porous flow
regime 3, where transition to turbulent flow can be observed.
8.3.6. LES-DNS Comparison for Non-Darcy Flow
In a next step, quality of the LES simulations at different mesh resolutions are
compared with the high-resolution DNS reference result at ReD = 182. The
resolution in terms of the porous channel height is varied from dP = 4 . . . 40
grid points. All simulations were performend with the TRT collision operator,
to decrease the numerical error near wall, which is highly dependent on the
relaxation parameter ω for the BGK-scheme [121]. For comparison, BGK
results were produced as well.
The TRT-LES model shows good agreement of the friction coefficient Λ with
the DNS solution for all resolutions (see Figure 8.17), with a maximum error of
below 15%. Even at the coarsest resolution of dP = 4, the deviation is as small
as 11%, whereas a general trend for better results at higher resolutions can only
roughly be identified from the data. This is probably due to an overlie of mesh
convergence and LES modelling effects. At the highest resolution of dP = 40,
the friction coefficient of the DNS and LES simulation only differ about
0.15%. The BGK model leads to a large deviation of Λ for low resolutions, the
coarsest resolution of dP = 4 has a deviation from the reference of 156%. With
increasing resolution, also the BGK simulation converges towards the reference
value, due to an increasingly smaller contribution at higher resolutions of the
numerical error introduced near walls.
Figure 8.18 compares the flow pattern for LES and DNS in terms of velocity
vectors at an x-y-plane above the central bcc cube1. The DNS solution at
the high resolution dP = 40 is characterised by an irregular distribution of
1illustrated in Figure 8.15 as cutting plane A
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vortices of different size, as expected at the onset of turbulence for the given
Reynolds number of ReD = 182. Larger eddies of around 20 grid points and
smaller ones of around 5 grid points are visible.
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Figure 8.17.: Grid convergence of
the friction coeffi-
cient Λ. LES and
DNS runs with TRT
and BGK model.
The velocity profile of the low resolution LES simulation at dP = 12 only
shows larger vortices and exhibits a symmetric flow profile. As expected, small
and irregular vortex structures are either not resolved by the coarse mesh or
damped out by the LES scheme. As can be seen in Figure 8.18(c), the eddy
viscosity is increased especially near walls and at the cube edges. It is worth
mentioning that for the given Reynolds number, DNS simulations for lower
resolutions than dp = 40 were not stable and results could only be produced
with the help of LES.
(a) TRT-DNS at dP = 40 (b) TRT-LES at dP = 12
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(c) νeff with TRT-LES
Figure 8.18.: Tangent ux- and uy-vectors above central bcc cube in xy-plane and
effective viscosity νeff with TRT LES
For porous media flow at the onset of turbulence, all schemes (BGK, TRT-
DNS and TRT-LES) converge at sufficiently high mesh resolution towards
the same result for the friction coefficient. The DNS simulation resolves all
vortex scales and shows an irregular, turbulence-alike flow pattern. For coarser
meshes, the dissipative effects of the unresolved vortices are correctly modelled
by the Smagorinsky approach, leading to a comparable friction coefficient as
given by the high-resolution DNS. The good match between DNS and LES
requires further investigation, since for our LES simulation no wall function
has been applied. Such a wall function is usually employed to determine the
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slip velocity at the fluid nodes adjacent to the porous structure, in case the
laminar boundary layer is not resolved by the computational mesh. Concerning
turbulent flow in porous media, very little is known about the dimension of
a laminar boundary layer, and whether the established models to determine
the slip velocity can be applied. A secondary welcome effect of employing
LES comes from the local increase in viscosity, especially at positions where
high velocity gradients are present. This leads to a stabilising effect for the
whole simulation and allows computations at coarse mesh resolutions, which
otherwise cannot be achieved with DNS.
8.3.7. Permeability of the Real Porous Medium
The insights gained from the investigations with the regular porous medium
are now applied to the real sample R80AX. The usage of the TRT model is
now replaced by the very similar MRT model. For a good approximation of
the complex porous structure, curved solid boundaries are used.
The geometry of the real porous medium R80AX is obtained from a µCT
scan of a steel sample. The sample has an edge length of 4mm. For preliminary
studies we use a cropped sample of only 0.8mm length and 1.6mm depth and
height. The volume data is transformed to STL surfaces and can then be
directly fed into the mesh generator Seeder (Figure 8.19(a)). The geometry
(blue) is defined along with the channel walls and the desired resolution. The
solid walls of the porous medium are treated with higher order wall boundary
conditions (4.74) taking into account the position of the wall at each lattice
link by means of the qi-values. This replaces the stair-case approximation by
a second order-accurate treatment [13].
(a) Generated fluid mesh with the STL
file (blue) shown for clarity
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Figure 8.19.: The discretized porous medium
The mesh has to be resolved with an apropriate resolution to yield the
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correct permeability for Darcy and non-Darcy flows. We perform studies
to estimate the influence of the resolution and the employed model on the
permeability at different Reynolds number. The porous medium is resolved in
terms of tree levels, while an increase in the tree level means halving the grid
step ∆x. The coarsest level refers to the reference level  L6. The spatial grid
step on the coarsest level  L6 is ∆x L6=30 · 10−6m and the finest discretization
on the relative level  L8 is ∆x L8=7.5 · 10−6m.
First the obtained porosity from the discretized mesh is evaluated over
the grid resolution in terms of the tree level in Figure 8.19(b). The porosity
logarithmically converges to the porosity of ϕ≈0.49. Figure 8.19(b) shows
the porosity obtained from meshes which take into account the exact position
of the wall against meshes which use a pure staircase approximation. The
meshes with the q-values converge much faster against ϕ at a low resolution
already. Especially at low resolutions, taking into account the exact wall
position increases the porosity by a factor of two. This shows the need for an
accurate resolution of the porous geometry with such higher order boundary
conditions.
The friction coefficient Λ is evaluated over the Reynolds number for different
mesh resolutions and models. An analytical solution can be derived from
the Forchheimer equation for the evaluated sample of the porous sample. In
Section 2.1 the permeability parameters for the Darcy (1) and the Forchheimer
(2) regime are given in terms of α and β. Together with the given average pore
size dP and the porosity ϕ, the pressure drop over a given length can then be
calculated for different flow rates q˙ with Eq. (8.30). The flow is driven by an
impinged pressure from the inlet against the outlet pressure p0. The pressure
drop is examined over the length of the porous medium. The pressure drop is
the driving force and the fluid velocity accomodates to balance this force. The
friction coefficient is evaluated for various resolutions and in the underresolved
simulations it is exceedingly high. The flow rate and ReD are equivalently
smaller.
Figure 8.20(a) shows the friction coefficient for diffusive scaling plotted
over the Darcy Reynolds number ReD where each line represents a resolution
at a tree level. The simulations were performed up to the highest Reynolds
number possible, at which a stable solution was obtained. For these results,
the MRT model with LES (Figure 8.20(a)) and without subgrid models as
DNS (Figure 8.20(b)) was used. The similar behavior of these two models
suggests that the LES model does not have any influence in the laminar flow
regime for ReD<1. From that point on, the friction coefficient with the LES
model increases with ReD compared to MRT and is required to achieve stable
solutions for ReD>10, where the flow has already reached a transient regime
and is on the edge of transitioning to the turbulent regime.
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Figure 8.20.: Friction coefficient Λ over ReD with diffusive scaling
Figure 8.21.: Friction coefficient
Λ over ReD with
acoustic scaling.
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Figure 8.21 shows the friction coefficient over ReD using the acoustic scaling
and the MRT-LES model. The solutions obtained with a coarser mesh is
deviating more from the reference than with the diffusive scaling. The results
still converge against an offset to the reference with increasing resolution as
with the diffusive scaling.
Figure 8.22 shows the convergence of both scalings with uniform and locally
refined grids. A fixed pressure drop of ∆p = 100Pa is chosen for all runs.
As mentioned above, the effective ReD decreases with the resolution and
analogously the friction coefficient Λ. The resolution for each data point is
denoted with the relative level. The reference friction coefficient is plotted
over the range of ReD that results from the underresolved runs for the sake of
clarity. Figure 8.22(b) shows the behavior of the friction coefficient over the
finest tree level ignoring the changed ReD at each resolution.
In the underresolved cases, the fluid is restrained from flowing through
the underresolved channels leading to an excessive overprediction of wall
friction and consequently the friction coefficient. With increased resolution
the friction coefficient prediction approaches the reference data but finally
leads to an underprediction of Λ. The reason for this is assumed to be
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Figure 8.22.: Friction coefficient plotted over the relative ReD and the resolution
an inaccurate determination of the porosity in Musubi. The locally refined
configurations have the regions in proximity of the porous medium resolved
at the finest given tree level  L+ 1, while the rest of the domain is resolved at
the coarser level  L. The predicted friction coefficients with the locally refined
configurations are slightly higher than the predictions from the corresponding
uniform simulations resolved with the same level as the refined areas. Using
a locally refined grid increases the predicted coefficient factor to almost the
magnitude of the uniform solution at higher resolution throughout the domain,
thus showing good improvement.
8.3.8. Discussion
The above results can be taken as a measure for the required resolution
of the silencer test case. Concluding from the measures, the resolution of
∆x L8 = 7.5 · 10−6m is required for the simulation of the test case at the
lowest pressure configuration of 0.25bar at ReD ≈ 80. The stability at these
resolutions suggest that it is advantageous to use a MRT relaxation with LES
subgrid model. This model exhibits the highest stability and yields reasonable
results of the permeability. The expected overprediction of the friction factor
due to the missing wall model with the LES and the subgrid scale model could
not be observed. The locally refined grids show a similar permeability as their
uniformly refined counterparts.
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Simulating the Porous Silencer
In this chapter, the test case presented in Chapter 2 is aimed to be reproduced
with the LBM solver Musubi. The aeroacoustic sound generated from the
flow through the porous silencer is evaluated. As acoustic phenomena are of
interest here, the acoustic scaling is chosen. Multiple grid levels are used to
bridge the gap between the micro scales of the porous medium and the large
scales of the acoustic waves.
9.1. Estimation
For the direct aeroacoustic simulation of the setup, the complete domain
must be discretized. To evaluate the acoustic propagation, the free space
must be large enough to allow the acoustic waves to propagate out of the
near field region. At the same time, the porous medium must be resolved
accurately enough to yield the correct permeability coefficients. Furthermore,
the complete volume of the porous medium sample must be resolved.
We define a preliminary and a target simulation. The former configuration
is intended as a feasibility check of the employed methods and models while
the latter refers to the simulation of the actual experimental setup. The
target configuration is the one with the lowest pressure 0.25bar and flow
rate configuration yielding the lowest Reynolds number. The resulting Darcy
Reynolds number inside the porous medium at this inlet pressure is then
ReD = 89.6. The results from Section 8.3.7 show for this ReD that a grid
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resolution of ∆x= 7.5 · 10−6m is required in order to obtain a stable and
accurate solution of the flow inside the porous medium.
For the target simulation setup, the complete flow domain would have
to extend 0.3 × 0.2 × 0.2m to cover the porous plate and all microphones.
The porous medium plate as defined in Chapter 9 has a thickness of 3mm
and a diameter of 40mm leading to a total volume of Vporous = 3770mm
3.
Discretizing the complete simulation domain with this grid size would lead
to a total element amount of about 1000 billion elements, clearly exceeding
what is possible on nowadays’ machines and feasible for such a problem setup.
This figure also highlights the need for locally refined grids in such multi-scale
problems, where only those regions are refined, where it is necessary, i.e.
around and behind the porous medium. The time step must be chosen in
terms of the speed of sound ∆t = clbs /c
p
s∆x = 1.3 · 10−8s. As the flow should
be fully developed to have reached a quasi-stationary state, a simulation time
of at least 1s should be performed. Thus, around 100 million iterations on
the finest level need to be performed.
The preliminary setup corresponds to the final test case used in this thesis
to model the aeroacoustic experiment. The simulations are performed on a
domain with 3× 2× 2cm, while the microphones in the experiments are 10cm
away from the centerline. In these simulations, a small fraction of the porous
plate is simulated with an edge length of 1.59mm only. The simulations serve
as an approximation to the experiment to prove the feasibility of the approach.
As the simulations already expose element numbers over 120 million, the
target scale involves at least one order of magnitude more elements.
9.2. Simulation Setup
Figure 9.1 depicts the cut through the xy-plane for the setup of the simulation
geometry. The setup is arranged around the porous medium which is chosen
to be a cube with extents hP =1.59mm. The origin is set at the center of
the porous medium and the center line points from the discharge surface in
the direction of the supply pipe center line. In accordance to the cubical
shape of the porous medium defining the outflow area, the supply pipe is
chosen to have a rectangular profile as opposed to the round profile in the
experimental setup. The porous medium itself and the surrounding outflow
area is resolved at the highest resolution ( L12) as the finest flow scales can be
expected here. Successively, the domain is coarsened away from the center
line and downstream until the near field is resolved at  L8. The refinement
patches are aligned to the dimensions given in relation to the height of the
porous medium hP .
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Figure 9.1.: Simulation setup with refinement patches
The simulation is performed in a high Reynolds regime. Due to the low
Mach number restrictions of the LBM leading to a low characteristic flow
velocity U lb and the limited geometric extents of the simulation domain Llb,
the viscosity must be very small νlb. This leads to a high relaxation parameter
ω → 2, by which the algorithm is acting close to its stability limit. As ω has
with the acoustic scaling its highest value on the coarsest level, the affected
regions of the simulation domain are the outflow region in which the acoustic
waves are supposed to travel.
The stability in the bulk is increased by employing the MRT-LES model.
The Smagorinsky constant is set to CS=0.17 throughout all configurations.
The influence of the subgrid scale modeling is investigated in the next section.
The outflow is modeled with non-reflective boundary conditions. The flow
state within the supply pipe at Re=16 · 103 is already in a turbulent regime.
The inlet must therefore be set accordingly. As the flow is forced through
the small pore channels of the porous medium, the larger flow structures
are broken. After having passed a sufficient distance through the porous
medium, the flow structures from the supply pipe should be completely
replaced by structures established by the smaller pore channel geometries.
In the simulations presented here, the inlet is simply modeled with a do-
nothing pressure boundary condition (4.79). This allows the velocity field
to develop according to the back-pressure effects from the porous medium.
If Re is sufficiently large, strong fluctuations occur within the supply pipe.
By maintaining the required inlet pressure, the flow is then assumed to be
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modeled in a sufficiently accurate manner. Of course, this can be only a first
estimation but should be sufficiently accurate for a pilot study.
9.3. Preliminary Studies
The influence of the model choice both for the interpolation and the collision
operator is evaluated. These preliminary studies are performed on a com-
putational grid with smaller refinement patches than in Figure 9.1. Here, a
higher viscosity of ν=1.2 ·10−3m2/s is chosen and the inlet pressure is 0.25bar
higher than the outlet pressure p0 leading to Re=500. For the interpolation,
the linear and quadratic schemes are available. A preliminary study of the
influence of these models is conducted.
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Figure 9.2.: Pressure fluctuation for the different interpolation schemes and influ-
ence of the LES model
The linear and quadratic interpolation schemes and the MRT model as
DNS (MRT-DNS ) and with the LES (MRT-LES ) are compared. The pressure
slightly off the center-line is evaluated over time in Figure 9.2. While the
frequency of the pressure fluctuations is comparable in all configurations, the
magnitude with the quadratic interpolation scheme is much higher than when
using the linear scheme. This effect can also be seen on a cut plane parallel
to the flow direction through the center of the simulation domain for the
magnitudes in velocity (Fig. 9.3) and shear stress (Fig. 9.4). These quantities
are depicted on a logarithmic scale for the MRT-LES model (left column) and
the MRT-DNS model (right column) in combination with the linear (top row)
and quadratic interpolation scheme (bottom row).
Figure 9.3 shows the velocity magnitude in a magnified region near the
porous outlet. In the top left picture of 9.3 the resolution with the refinement
towards the porous medium is visible. The refinement patches are aligned
with the outflow direction and the finest patch is arranged to match the height
of the porous medium. The velocity is contiguous over the level interfaces
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MRT-DNSMRT-LES
Figure 9.3.: Instantaneous velocity magnitude field magnified near porous outlet.
Influence of the LES and interpolation order
in all configurations. When the LES model is activated, the fluid velocity
magnitude is decreased. Using the linear interpolation scheme leads to a
strong damping of the flow oscillations and vortical structures as it could also
be observed in Section 7.3.2.
The shear stress is shown on a cut-plane in the complete simulation domain.
With the linear scheme (top row), it is contiguous across the level interfaces.
Using the LES model, the flow patterns are not as developed. When the
quadratic interpolation scheme is used (bottom row), the flow patterns show
more nuances. However, discontinuities arise at the level interfaces and
especially near the patch corners. Also, the interaction of outflow boundary
elements with the level interface (right) show strong, non-physical oscillations.
In the further investigations, the level interfaces are moved away from
regions of high flow velocities.
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MRT-DNSMRT-LES
Figure 9.4.: Shear Stress magnitude in the complete domain Influence of the LES
and higher order interpolation with spurious deviations near the level
interfaces
9.4. Comparison of Interpolation Schemes
The previously described behavior becomes even clearer for higher Reynolds
numbers when the interpolation schemes are compared at the same instance
t=5 · 10−3s. In these investigations, the refinement patches are still arranged
around the porous medium but care was taken to move the level interface
away from the outflow jet. The computational grid is thus set up as in Figure
9.1. The Reynolds number in the channel is now chosen to be Re = 10000 and
the resulting relaxation rate ranges from 1.946 ≤ ω ≤ 1.996. In the following,
the results using the linear interpolation scheme is depicted in the left column
while the ones obtained with quadratic interpolation is on the right.
Figures 9.5 and 9.6 show the flow quantities in the complete domain on
a cut plane xy. The pressure is plotted in the range ±1Pa as the pressure
fluctuations around the mean environmental pressure p0 is of interest for
the acoustic fluctuations. With the linear scheme, the pressure minima and
maxima from vortical flow structures are visible. Discontinuities appear near
the level interface. Using the quadratic scheme, strong oscillations appear
and the simulation becomes unstable. The pressure magnitude inside and
around the refined regions is generally lower than the range and thus no flow
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(a) Linear (b) Quadratic
Figure 9.5.: Pressure in the complete simulation domain
(a) Linear (b) Quadratic
Figure 9.6.: Velocity magnitude in the complete simulation domain
patterns as in the linear case are visible here. Near the interfaces, pressure
maxima appear. Around the level interface of the coarsest region non-physical
oscillating patterns are dominant.
This behavior is also visible in the shear stress and velocity magnitude. In
the previously shown investigations, the velocity was the most contiguous
quantity and the discontinuities appeared in the shear stress and pressure
only. Here, even the velocity shows strong oscillations with the quadratic
scheme. One reason for this might be the high flow velocities Mamax>0.17,
as the compressibility errors scale with O(Ma2). Also, on the coarsest grid
level, the relaxation parameter ω is highest and the algorithm is thus close to
the stability limit. However, limitations from the grid resolution require the
choice of this ω. As the oscillations are the strongest on this interface, this
suggests that the instabilities stem from the high relaxation parameter.
In the zoomed region near the porous outflow, the shear stress (Fig. 9.7)
and the flow velocities (Fig. 9.8) both show a contiguous behavior. As before,
the results obtained with the linear interpolation scheme are much smoother
and show only coarser flow strucures than with the quadratic scheme. In this
zoomed region, the discontinuities are weaker although the outflow jet has the
highest flow velocities there. As the relaxation parameter ω is further from
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(a) Linear (b) Quadratic
Figure 9.7.: Shear stress magnitude in proximity of the porous outflow area
(a) Linear (b) Quadratic
Figure 9.8.: Velocity in proximity of the porous outflow area
the stability limit, this supports evidence that the instabilities are likely to
come from operating near the stability limit.
The conclusion that can be drawn from these investigations is that the
quadratic interpolation scheme captures more details of the flow but is prone
to instabilities near the stability limit of the LBM. A reason can be seen in the
quadratic interpolation minimizing the error of the polynomial on the sample
points. No error limit is posed for off-sample points, and thus the error on
the target location can be larger than from the linear interpolation. Also, the
quadratic scheme is prone to instabilities. For high Reynolds number flows
near the stability limit, an oscillation-limiting step should be introduced by
choosing a different approximation of the off-lattice quantities for the ghost
elements.
The linear scheme appears to introduce numerical viscosity thus damping
oscillations. Only coarser flow structures are resolved. Using the quadratic
scheme, leads to strong oscillations near level interfaces destroying the solutions.
For this reason, the linear interpolation scheme is used in the remainder.
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9.5. The Final Test Case
The aeroacoustic sound generation of the porous silencer is finally investigated
with the preliminary grid setup as in Figure 9.1. For this investigation, the
resolution was chosen on the finest level  L12 to be ∆xp = 1.2 · 10−5m and
∆tp = 1.1 · 10−8s computed with the speed of sound chosen as cps = 300ms .
The viscosity is set to νp=10−5m
2
s
leading to Re ≈ 16 · 103 related to the
inlet channel flow conditions. In order to reach the simulation time of 1s,
90 million iterations are required. With this grid, the relaxation parameters
range between 1.985 ≤ ω ≤ 1.999 and are on the coarsest level close to the
stability limit.
In order to obtain a representative solution, the original test case was
further simplified. Instead of the complete porous sample of the experiment
with a thickness of 3mm and a circular diameter of 40mm, the investigated
sample in the simulation is only the cubic sample with edge length 1.59mm.
Under the assumption of a linear pressure drop over the porous thickness, the
inlet pressure had to be adjusted to 0.1325bar to match the applied pressure
of 0.25bar in the experiment. The supply pipe in the simulated setup has
thus only a quadratic outlet surface of 2.5mm2, while the experiment was
conducted with a pipe outlet diameter of 40mm.
9.5.1. Numerical Results
Figure 9.10 shows the instantaneous state of the simulated test case at time
t = 33ms. This corresponds to 3 million iterations on the finest level.
The velocity magnitude is plotted in Figure 9.10(a). The turbulent jet
ejecting from the porous medium is clearly visible with small and large flow
strucutres. The jet slightly deviates from the centerline to the top. Velocity
maxima appear close to the discharge surface and inside the porous medium.
There, local peaks of high Mach numbers appear and violate the low Mach
restriction of the LBM. In [117] it was shown, that such local maxima only
slightly affect the resulting behavior of the flow through the porous medium.
These are thus not further considered harmful to the overall quality of the
result as long as they are restricted to occur within in the porous medium.
The velocity magnitudes within the outflow jets remain below Ma < 0.15.
Figure 9.10(b) shows the acoustic pressure on a cut-plane through the simu-
lated domain between 0.5 ≥ p ≥ 1.5Pa. Spherical waves emerge predominantly
from the discharge surface of the porous medium. They travel visibly towards
the environment, without notable reflections from the domain boundaries.
The non-reflective boundary treatment thus appears to allow an almost re-
flectionless transmission of the waves across the domain boundaries with no
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visible interference. The pressure field is discontinuous near the grid level
interfaces, mostly near the coarsest grid parts, where the main trajectories of
the jet cross the grid interface.
Ultimately, the acoustic pressure generated from the outflow from the porous
medium device is of interest. The pressure fluctuation was recorded at the
same streamwise position as the microphone M2, located 2cm downstream of
the discharge surface of the porous plate. The distance from the centerline
however, was chosen to be 1.5cm as opposed to 10cm in the experiment
for microphone M2. The reason for this choice is rooted in the restrictions
imposed by the size of the grid and the resulting solution time as well as the
stability conditions imposed by the numerical method. This extrapolation
can thus be merely seen as a further restriction to enable the solution of the
test case. According to the distance law (3.41), the pressure is proportional
to the inverse of the distance from the sound source p′ ∼ 1
r
. The pressure
fluctuation from the simulation is thus extrapolated to the radial location of
M2 in the experiment. This extrapolated quantity is then compared against
the reference values of the experiment by its sound pressure level Lp.
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Figure 9.9.: Pressure for the configuration with inlet pressure 0.25(0.1325)bar
The pressure recorded at the microphone is depicted in Figure 9.9(a). The
record was performed over a period of 25ms after a stable state was reached.
Assuming that at least 100 periods of a wave have to be resolved in order to
have a reliable statement for the frequency spectrum, the lowest resolvable
frequency is ≈ 4000Hz.
Figure 9.9(b) compares the sound pressure level Lp of the experiment at
Microphone 2 against the extrapolated pressure fluctuation of the simulation.
The acoustic spectrum obtained from the simulation follows a linearly de-
creasing slope while the experimental result exhibits a constantly increasing
sound pressure level with increasing frequency and a fluctuating behavior.
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(a) Velocity magnitude on a logscale with the grids overlayed in white.
(b) Pressure field showing acoustic waves emerging from the porous orifice and
spurious pressure jumps near grid level interfaces
Figure 9.10.: Instantaneous states on the xy plane
153
9. Simulating the Porous Silencer
For high frequencies, the sound pressure level from the simualtion intersects
with the experimental results. As the pressure level increases linearly with
the decreasing frequency, the sound pressure is strongly overpredicted in the
low frequncy domain. However, the simulated duration is too short to yield
accurate low frequencies, estimatedly lower than 4kHz.
The linear spectrum obtained from the simulation could adhere to the
notion of 1/f -noise, defined to have a spectrum that behaves as S(f) ∼ 1/fα.
1/f -spectra appear frequently in different systems. This hints in this case to
a possible noise source which might not be of physical but rather numerical
nature. A possible source might be the errors introduced near the grid level
interfaces, generating discontinuities of pressure and shear stress. Furthermore,
the influence of the subgrid-scale model of the LES could affect the acoustics
produced on the small spatial scales. This is left for future investigations.
9.5.2. Computational Performance
The simulation was performed on the Juropa Cluster on 128 nodes resulting
in 1024 MPI compute processes. The total run-time for the first 1ms of the
simulation time was finished after 4h of wall clock time. The initialization
took only 3min and the total time spent in the main loop was 236min. A total
of 25% of the total time was spent in the computation routine itself, while the
communication routines consumed 65%. The reconstruction of ghost elements
took a fraction of 5% while I/O and other checks consumed the other 5%. A
total load imbalance of 135% among the processes was detected. This means
that the total time spent per time step update was 2.35 times longer on the
slowest process than on the fastest process.
As already pointed out in Section 7.4, this parallel performance is rooted
in the domain decomposition strategy optimized for locality rather than an
optimal compute cost balance. In this test case, the region of a high grid
refinement is spatially confined to the area around and towards the porous
medium while the large outflow region for the acoustic wave propagation is
resolved on the coarsest level. The domain is thus decomposed such that
the computational effort is distributed evenly among the processes. However,
as the recursive treatment involves the subsequent treatment of levels and
requiring valid fluid element states from other levels, the procedure is inhibited
due to the frequent element updates on the finer levels. Some processes which
only have elements on the coarsest tree levels thus are completely ideling while
the other processes advance the finer element levels. This has an increasingly
severe impact with growing levels in a simulation as the update rate per
element doubles with each level. Splitting the domain along the space-filling
curve can thus not equally balance the work load on each tree level and leads
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with this strategy to strong imbalances.
The alternative however, of using a uniformly refined grid down to the pore
scale of the porous medium is not feasible due to the large number of elements
resulting from such high resolution. Also, resolving the acoustic regime with
such a high resolution is not necessary at all. Then, the coupling with an
external acoustics solver is the better alternative.
9.6. Conclusion
This chapter presented an approach to simulate the aeroacoustic sound gener-
ation from the flow through the porous silencer test case with the multi-scale
solver Musubi developed in this work. Preliminary studies were performed to
test the required parameters. A final test case with a smaller fraction of the
original porous medium was simulated on a domain smaller than required for
the acoustic near field.
In the preliminary tests, quadratic and linear interpolation schemes were
tested. At high Reynolds numbers, the quadratic scheme exhibited strong
oscillations, causing the simulations to crash. In the final test case, good
results were obtained with the linear interpolation scheme and the MRT-LES
model. Acoustic sound waves were observed, predominantly generated at the
discharge surface of the porous medium. These waves travel almost unaffected
over the grid interfaces and proceed without visible reflections towards the
environment. The sound pressure level was measured at a position closer than
the experiment’s microphone and the pressure extrapolated. The pressure
spectrum was then compared to the experimental results. The simulated
spectrum only matches the experiment in the high frequency range. It also
exhibits a linear profile, which hints to numerical interferences. It is thus now
possible to tackle such problems characterized by strongly differing spatial
scales.
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Conclusion and Future Work
This thesis presented an approach to simulate the aeroacoustic noise generation
from flow through a porous medium silencer device with the Lattice Boltzmann
Method. The conclusions drawn and the achievements of this thesis are
summarized as follows
1. An experiment measuring the aeroacoustic sound generation from the
flow through the porous medium R80AX at various flow rates has
been conducted. The frequency spectra are provided for these flow
configurations at three different axial positions on a cylindrical hull
around the air outflow from the porous medium.
2. The LBM solver Musubi was developed. It is based topologically on a
distributed octree of the TreElm library within the APES suite. Musubi
integrates into the end-to-end parallel APES tool-chain and allows highly
parallel simulations on complex geometries with no restriction imposed
on the location of grid level interfaces and boundaries. The underlying
framework allows the usage of arbitrary compute and interpolation
stencils. The APES grid generator Seeder creates computational meshes
from STL surface data. On uniform grids, Musubi shows excellent
performance up to several thousand compute partitions.
3. A grid refinement method was developed to fit into the distributed octree
framework with various interpolation schemes. A linear interpolation
scheme is the basic method which serves as a fallback solution where
source elements for higher order interpolations are missing. A quadratic
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scheme serves as a higher accuracy scheme using the compute stencil
neighbors as sample points. A novel interpolation method for the
diffusive scaling was developed. It is the first of its kind in a parallel
solver allowing complex geometries.
4. The LBM has proven good results for flow at high Reynolds numbers
through the tested porous medium. Using locally refinement grids
using the above mentioned methods yields good results in the resulting
permeability compared to using a globally refined grid.
5. The LBM was applied to acoustic wave propagation and the results
comply with the literature. Aeroacoustic sound generation was shown
to be reproduced correctly. The local grid refinement method does not
significantly introduce errors to the wave propagation.
6. The LBM was applied to study sound generation mechanisms with a
prototype system of the porous flat plate silencer. The study investigated
the general feasibility of such an approach. It was found that the
proposed LBM algorithm with the higher order interpolation is unstable
at high Reynolds numbers. The lower order, linear interpolation was then
used to investigate a model test case of the experimental silencer setup.
A smaller porous medium and outflow region for the acoustic waves to
spread was chosen and the sound pressure levels were extrapolated to
the experiment’s microphone location. The simulated sound pressure
levels only coincided in the range > 4kHz while showing an inverted
trend over the spectrum. In the low frequency range, the sound pressure
was thus strongly overpredicted. However, due to short simulation times,
the low frequency range should not be considered.
7. The evolving PGAS extension to Fortran for language-intrinsic paral-
lelism was evaluated for the usage in a direct-access, matrix-based LBM
code. The paradigm was compared in terms of ease of programming
and performance to the traditional message-based parallelization using
MPI. It was found that although CAF has potential to compete with
MPI the current infrastructures both in hard- and software are not yet
mature enough. Frequently required features as global communication
and grouping of processes is still to be included into the standard.
Future work emerging from the results of this thesis might involve the
following aspects.
1. Improved approximation: The approximation of ghost element values are
based on the interpolation using a polynomial. This approach minimizes
the error on the sample points while posing no error limit on the other
region. For minimizing the error on the target positions, which are in
between the sample points, different approximation schemes such as
splines could reduce the introduced error significantly [140]. Furthermore,
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specifically designed interpolation routines for favorable aeroacoustic
properties as presented in [150] could be employed.
2. Oscillation-suppression in the interpolation: The higher order interpo-
lation relying on a quadratic polynomial exhibits strong oscillations
when operating close to the stability limit of the LBM for ω → 2. The
oscillations could be reduced by applying a limiter for the polynomial.
3. A method for local grid refinement for the diffusive scaling was developed.
The expected convergence order could not be obtained despite the usage
of higher order interpolation schemes. For the flow around a cylinder
the method was unstable. The reason for this should be investigated
and remedies for a recovery of the correct convergence orders should be
pursued.
4. Asymptotic improvements: For the LBM, it is crucial to recover the
relevant asymptotic scales to at least second order. The third order is
relevant for shear stress gradients. However, in the current approach,
an error in the shear stress is present and thus the second order is not
recovered correctly. This error could be remedied by adding a forcing
term as in [99].
5. With the numerical multi-scale tools established, further investigations of
stable LBM schemes for aeroacoustics at high Reynolds numbers should
be performed. Especially the impact of the LES subgrid model on
aeroacoustic sound generation in turbulent flows should be investigated
in detail, as it was neglected in this thesis.
6. Load-Balancing: The approach with the domain decomposition along
the space-filling curve has proven to be insufficient for an optimal
load-balancing. This method offers a memory-balance, while the compu-
tational balance cannot be achieved due to blocking recursive algorithm.
For an optimal load-balancing algorithm, the domain must be decom-
posed such that each process has an equal amount of work on each level
to comply with the recursion on the tree. This might assign scattered
regions to the processes and the communication overhead must be kept
at a minimum. This approach requires an intermediate layer in TreElm
to account for an efficient element identification on the distributed oc-
tree, which currently relies on the sorting of the elements along the
space-filling curve.
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Appendix
A.1. From Boltzmann to Navier Stokes
Consider the continuous Boltzmann equation with a set of discrete velocities
ci describing the evolution of the particle distribution f as
∂tfi + ci · ∇fi = Q(f)i i = 1 . . .Q (A.1)
It can be shown, that this equation can be transformed to recover the Navier-
Stokes equations in the low Knudsen limit, enabling the reproduction of fluid
phenomena. This can be achieved by a perturbative treatment [148] of the
kinetic equation Eq. (A.1). A term can be expanded into contributions of
different scales. Each scale is identified with a smallness parameter ε ≪ 1.
The order k of the parameter εk is then an identifier for the magnitude of
the contribution. The higher the order, the smaller the order of magnitude of
the respective contribution. In the following derivation, the distribution f is
expanded
fi =
∑
k
εkf (k) = f
(0)
i + εf
(1)
i + ε
2f
(2)
i +O(ε3) (A.2)
The spatial and time scales are also expanded.
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A.2. Acoustic Scaling
Details of this derivation can be found for example in [88, 97, 160] from where
this derivation is repeated for the sake of completeness. Assuming that the
there are two separate time scales t1 for convection and t2 for diffusion, the
temporal derivative is expanded into ∂t = ε∂t1 + ε
2∂t2. From the LBGK
equation ((4.15)) the term on the left side can be Taylor expanded around
(x, t) and one obtains with
Di = ∂t + Ci · ∇x = ε∂t1 + ε2∂t2 + εCi · ∇x1 (A.3)
and Equation (A.2)
∞∑
n=1
(Di∆t)
nfi(x, t) = −ω(fi(x, t)− f (0)i (x, t)) (A.4)
(ε∂t1 + ε
2∂t2 + εCi · ∇x1)(f (0)i + εf (1)i + ε2f (2)i )∆t
+
1
2
(ε∂t1 + ε
2∂t2 + εCi · ∇x1)2(f (0)i + εf (1)i + ε2f (2)i )∆t2
= −ω(f (0)i + εf (1)i + ε2f (2)i − f (0)i ) +O(ε3) (A.5)
The Taylor series has been truncated after the second term and terms higher
than ε2 are all collected into the remainder. Collecting all terms of same order
in ε and D
(1)
i = ∂t1 + Ci · ∇x1 leads to the scale separated equations for zero
ε0 and first order ε1
order ε0 : D
(1)
i f
(0)
i = −
ω
∆t
f
(1)
i (A.6)
order ε1 : (D
(1)
i f
(1)
i + ∂t2f
(0)
i )∆t+
1
2
(D
(1)
i )
2f
(0)
i ∆t
2 = −ωf (2)i (A.7)
The double derivative term (D(1))2 can be replaced by using the ε0 equation
D
(1)
i
(
1− ω
2
)
f (1) + ∂t2f
(0) = − ω
∆t
f (2) (A.8)
By plugging the expanded distributions fε into the Boltzmann equation, it
can be inferred that the zero order f (0) must be the equilibrium distribution
function. This is assumed to be the well-known Maxwell-Boltzmann distri-
bution (3.4) and in the discrete case approximated up to second order in Ma
(A.44)
feqi = ρti
[
1 +
uαCiα
c2s
+
uαuβ
2c2s
(
CiαCiβ
c2s
− δαβ
)]
(A.9)
with the lattice weights ti.
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The relationships for the moments without forces define f
(0)
i to be equal
to the equilibrium distribution function feqi . The moments relate the f
distributions to macroscopic quantities as
0− order :
∑
i
fi =
∑
i
f
(0)
i = ρ (A.10)
1− order :
∑
i
cαifi =
∑
i
cαif
(0)
i = ρuα (A.11)
To ensure the solvability, the following constraints are imposed∑
i
f
(n)
i = 0,
∑
i
cαif
(n)
i = 0 ∀n > 1 (A.12)
Hence, all higher order pdf distributions do not contribute to the collision
invariants density and momentum.
A.2.1. Euler Equation
By forming the zero and first velocity moments of the ε0 equation, the Euler
equations are obtained. Zero order summation of the ε0-equation and taking
into account C · ∇ = ∇ · C and the solvability condition Eq. (A.12) we get
∂t1
∑
i
f
(0)
i +∇ ·
∑
i
Cif
(0)
i = 0 (A.13)
Using the moment relationships (A.11), an evolution equation for the density
is obtained on the t1 time scale.
∂t1ρ+∇ · (ρu) = 0 (A.14)
The first velocity moment of equation (A.6) yields
∂t1
∑
i
Cif
(0)
i +∇ ·
∑
i
CiCif
(0)
i = 0 (A.15)
or written with the moments
∂t1ρu+∇ · P(0) = 0 (A.16)
The second velocity moment of zero order can be evaluated by using f (0) = feq
P
(0) =
∑
i
CiCif
(0)
i = ρu⊗ u− c2sρI (A.17)
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We now introduce the second moment of Eq. (A.6) which will give an additional
equation for the tensor P
∂t1
∑
i
CiCif
(0)
i +∇ ·
∑
i
CiCiCif
(0)
i = −
ω
∆t
∑
i
CiCif
(1)
i (A.18)
∂t1P
(0) +∇ ·
∑
i
CiCiCif
(0)
i = −
ω
∆t
P
(1) (A.19)
This gives a relation for the second moment of first order, which can then be
replaced by higher moments of lower order.
A.2.2. Navier-Stokes Equation
Now ε is absorbed into f . This changes the order of magnitude of f which is
not problematic, as scales were already separated. Forming the zero velocity
moment of (A.8) yields
∂t2
∑
i
f
(0)
i + (1−
ω
2
)
∑
i
D
(1)
i f
(1)
i = −
ω
∆t
∑
i
f
(2)
i︸ ︷︷ ︸
=0
(A.20)
∂t2ρ+ (1− ω
2
)(
∑
i
∂t1f
(1)
i︸ ︷︷ ︸
=0
+∇ ·
∑
i
Cf (1)
︸ ︷︷ ︸
=0
) = 0 (A.21)
∂t2ρ = 0 (A.22)
The first velocity moment of (A.8) leads to
∂t2
∑
i
Cif
(0)
i +
(
1− ω
2
)∑
i
D
(1)
i Cif
(1)
i = −
ω
∆t
∑
i
Cif
(2)
i (A.23)
∂t2ρu = ∇ · σ(1) (A.24)
with the solvability condition for k > 0 (A.12) and the tensor
σ
(1)
αβ = −
(
1− ω
2
)∑
i
CiαCiβf
(1) = −
(
1− ω
2
)
P
(1)
αβ . (A.25)
The tensor P
(1)
αβ can be evaluated by using equation (A.19) as
P
(1) = −∆t
ω
(
∂t1P
(0) +∇ ·
∑
i
CiCiCif
(0)
i
)
(A.26)
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The divergence of the third velocity moment can be evaluated with f (0) = feq
and gives with using the lattice constraints Eq.(A.47)
∇ ·
∑
i
CiCiCif
(0)
i = ∇γ
∑
i
CαiCβiCγif
(0)
i
= ∇γ
∑
i
CαiCβiCγitiρ(1 +
C · u
c2s
+
Q : uu
2c4s
)
= c2s(∇γ · ρuγ + ∂αρuβ + ∂βρuα) (A.27)
Equation (A.14) is used to get rid of the temporal derivative in ρc2s as
∂t1c
2
sρδαβ = −c2s∇(1)γ ρuγδαβ (A.28)
Also, the temporal derivative of (A.17) yields
∂t1P
(0) = ∂t1(ρu⊗ u− c2sρI) (A.29)
and using equation (A.27) for the third moment, it follows for equation (A.26)
P
(1) = −∆t
ω
(∂t1ρu⊗ u+ c2s∂αρuβ + c2s∂βρuα) (A.30)
The time derivative in (A.30) can be eliminated using spatial derivatives
∂t1ρu⊗ u = uαuβ∂tρ+ uβρ∂tuα + uαρ∂tuβ (A.31)
with (A.14) one gets two equations from equation (A.34)
uα(−∂γρuγ) + ρ∂tuα + ∂γ(ρuαuβ) + c2s∂αρ = 0 (A.32)
ρ∂tuα = uα(∂γρuγ)− ∂γ(ρuαuγ)− c2s∂αρ (A.33)
Then we get as a relation for the time derivative
∂t1ρu⊗ u = −uα∂γ(ρuβuγ)− uβ∂γ(ρuαuγ)
−uαc2s∂βρ− uβc2s∂αρ+ uαuβ(∂γρuγ) (A.34)
Plugging this relation for the time derivative into Eq. (A.30) gives
P
(1) = −∆t
ω
(−uα∂γ(ρuβuγ)− uβ∂γ(ρuαuγ)
+uαuβ(∂γρuγ) + c
2
sρ∂αuβ + c
2
sρ∂βuα) (A.35)
165
A. Appendix
The terms with triple occurrence of uα all scale with O(Ma3) and can thus be
collected into an error term δP(1) and P(1) becomes with S = ∇u+ (∇u)T
P
(1) = −∆t
ω
c2sρS + δP
(1) (A.36)
The tensor σ(1) (A.38) can then be expressed with (A.36)
σ
(1) ≈ −
(
1− ω
2
)
P
(1) = ρ∆tc2s
(
1
ω
− 1
2
)
S + δP(1) (A.37)
By matching the viscosity to be ν = ∆tc2s
(
1
ω
− 1
2
)
, σ(1) can be interpreted as
the deviatoric stress tensor with an additional error term δP(1)
σ
(1) = ρνS + δP(1) (A.38)
A.2.3. Combining the separate scales
The different scales must now be combined again to obtain non-scale separated
macroscopic equations, namely the NSE. By the conditions imposed on the
density variation from Eqns. (A.14) (A.22) we get by a combination of these to
the mass continuity equation, and similarly combining Eqns (A.17) and (A.24)
we get to the momentum equation. The equations for the conservation of mass
(A.39) and momentum ((A.40)) form together the isothermal, compressible
Navier-Stokes equations
∂tρ+∇ · (ρu) = 0 (A.39)
∂t(ρu) +∇ · (ρu⊗ u) +∇p = ∇ · (ρνS) (A.40)
in the limit of small density variations. These were derived assuming the small
limit of Mach and Knudsen number.
A.3. Discrete Lattice and Equilibrium
Here, the procedure to discretize the equilibrium is repeated from [58] for the
sake of clarity. The equilibrium distribution (3.4) can be expanded in the
Mach number assuming Ma≪ 1. Expanding the product in the exponent of
(3.4)
(C − u)2
2c2s
=
C
2
α
2c2s
− Cαuα
c2s
+
u2α
2c2s
(A.41)
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and writing the the prefactor as A′ = (2πkBT/m)
−D/2 and using the molecular
velocity or speed of sound cs = kBT/m, the equilibrium is
feq(C − u) = ρA′ exp
(
− C
2
α
2c2s
)
exp
[
2Cαuα − u2α
2c2s
]
. (A.42)
The last exponent is the only term dependent on the Mach number Ma = uα/cs.
With the series expansion of the exponent
expx =
∞∑
n=0
xn
n!
= 1 + x+
x2
2!
+
x3
3!
. . . (A.43)
the first exponent and the prefactor A’ is now collected into the weight factor
ti and the equilibrium is written as
feqi = ρti
[
1 +
uαCiα
c2s
+
uαuβ
2c2s
(
CiαCiβ
c2s
− δαβ
)]
. (A.44)
The lattice with its set of discrete velocities must obey the following con-
straints in order to adhere to Galileian and rotational invariance. The deriva-
tion of these constraints can be found in [171] or [58].
These constraints impose relationships on the lattice weight ti and the
reference velocity cs also referred to as the speed of sound. They can be found
by considering that the equilibrium distribution must satisfy the collisional
invariants ICI = {ρ, ρu, ρǫ}.
∑
i
ti = 1
∑
i
ticαi = 0
∑
i
ticαicβicγi = 0 (A.45)
∑
i
ticαicβi = c
2
sδαβ
∑
i
ticαicβicγicδicǫi = 0 (A.46)
∑
i
ticαicβicγicδi = c
4
s(δαβδγδ + δαγδβδ + δαδδβγ) (A.47)
Resolving these equations for the desired lattice, the weights ti and the speed
of sound cs are recovered. This thesis only considers the D3Q19 lattice, where
the square of the speed of sound is c2s = 1/3 and the lattice weights ti are
given in (4.7).
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A.3.1. From Semi-Discrete to Fully Discrete
This section shows how to get from the semi-implicit LBM to the fully explicit
scheme by involving a variable transformation. This procedure can be found
in various sources like [33].
The Boltzmann equation with the BGK approximation on a restricted set
of discrete velocities Ci reads for the propagation of a distribution fi on the
i-th link
∂tfi + Ci · ∇fi = − 1
τ∗
(fi − f (0)i ) (A.48)
Notice the τ∗ in the denominator of the collision term. The equation is
discretized by approximation in x and t, starting with an integration along
characteristics yields
fi(x+ Ci∆t, t+∆t)− fi(x, t) =
− 1
τ∗
∫ ∆t
0
fi(x+ Ci∆s, t+∆s)− f (0)i (x+ Ci∆s, t+∆s) ds (A.49)
Approximation of the integral with the trapezoidal rule gives
fi(x+ Ci∆t, t+∆t)− fi(x, t) = − ∆t
2τ∗
[fi(x+ Ci∆t, t+∆t) (A.50)
−f (0)i (x+ Ci∆t, t+∆t) + fi(x, t)− f (0)i (x, t)]
Now the term on the right hand side of the equilibrium term of the advanced
position in space and time is not known and the system results to be of implicit
nature. Applying a variable transformation [33]
gi(x, t) = fi(x, t) +
∆t
2τ∗
(
fi(x, t)− f (0)i (x, t)
)
(A.51)
leads to the fully explicit, equivalent system
gi(x+ Ci∆t, t+∆t)− gi(x, t) = − ∆t
τ∗ + ∆t
2
(
fi(x, t)− f (0)i (x, t)
)
(A.52)
The original collision frequency τ∗ is replaced by the modified frequency
τ =
(
τ∗ +
∆t
2
)
/∆t (A.53)
Using this modified frequency, the moments of the transformed variable
can simply be evaluated with the functions for the different moments φ =
{1, Cαi, CαiCβi} from (A.51)
∑
i
φgi =
∑
i
φfi +
1
2τ − 1
(∑
i
φfi −
∑
i
φf
(0)
i
)
(A.54)
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yielding the discrete moments∑
i
gi = ρ,
∑
i
Cαigi = ρuα (A.55)
∑
i
CαiCβigi =
(
1− 1
2τ
)∑
i
CiαCiβf − 1
2τ − 1
∑
i
CiαCiβf
(0)
The non-equilibrium moment must therefore be evaluated as
∑
i
CiαCiβg
neq =
(
1− 1
2τ
)(∑
i
CiαCiβf −
∑
i
CiαCiβf
(0)
)
(A.56)
compared to the continuous formulation, where simply Pneq = P− P(0)
A.4. Taylor Green Vortex
For the diffusive scaling, the relaxation parameter ω remains fixed with varying
grid resolutions while the velocity has to be scaled. ω = 1.99 is chosen to
allow stable simulations also with coarse resolutions with DNS and at the
same time allow the investigation of the SGS influence.
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Figure A.1.: Diffusive Scaling: DNS and LES with uniform grids
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Figure A.2.: Diffusive Scaling: DNS, locally refined grid
A.5. Dynamic Data Structures
Dynamic data structures are required for common tasks like collecting elements,
which can be used efficiently while preserving an acceptable memory usage.
Fortran intrinsically only offers dynamic structures based on linked lists using
pointers. However, items in these lists can only be obtained by traversing the
list, resulting in computational cost of O(n) for n list entries.
A better method is introduced in TreElm [135] as a dynamic array structure.
It allows the retrieval of an entry in this list in O(log n) by relying on a sorted
representation of the entries on which a binary search can be performed. A
derived type includes an array val for the actual entries and a corresponding
integer array sorted for its sorted position within the array. The records can
be obtained in an ordered fashion by using the sorted array as an indirect
address mapping. Both arrays have the size of the container, which is larger
than the number of actual entries. If the end of the container is reached
while appending an entry, the container size is doubled. The entries in
val can be unique, so that an element is only added if it does not exist
beforehand. Using macros, the dynamic data structures can be used for any
data types, even derived type structures. All that is needed are comparison
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and assignment operators which specify the exact content which has to be
used for the operation.
1 type dyn ?tname?Array type
2 integer :: nVals = 0
3 integer :: ContainerSize = 0
4 logical :: Unique
5 ?tstring ?, allocatable :: Val(:)
6 integer, allocatable :: sorted (:)
7 end type
Listing A.1: Definition of the dynamic data type
Before the first usage, the dynamic structures have to be initialized. Records
can then be added and retrieved. Information about if and where the record
has been stored is returned to the caller.
1 type( dyn intArray type ) :: dynArrInt
2 call init ( me = dynArrInt, unique = .true. )
3 call append( me = dynArrInt, val = 1, pos = dPos, wasAdded = wasAdded )
4 pos = PosOfVal( me = dynArrInt, val = 1 ) ! Retrieve position of entry ’1’
5 call destroy( me = dynArrInt) ! Destroy dynamic structure
Listing A.2: Usage of dynamic structures
A.6. Push and Pull Implementations
In this section we discuss the implementation issue of using the pull algorithm.
It performs the streaming before the collision operation. The interpolation is
subsequently performed on the post-collision values. For the computation of
the shear stress, conversion factors need to be introduced.
Transformations for the Pull Streaming layout
The algorithm which is described by the LBM algorithm Eq.(4.15) corresponds
to a push implementation. The compute kernel starts with a reading of
the distributions from the local cell. These are then relaxed towards the
equilibrium and streamed to the neighbor cell.
In our implementation we make use of a pull algorithm, which performs the
streaming before the collision. One can decompose Eq. (4.15) into a separate
streaming and a collision equation and analyze them.
fsi (x, t) = f
c
i (x− Ciδt, t) (A.57)
fci (x, t+ δt) = f
s
i (x, t) +
1
τ
(feqi (f
s
i (x, t))− fsi (x, t)) (A.58)
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Combining (A.57)(A.58) to eliminate fsi using post-collision values fi = f
c
i
fi(x, t+ δt) = fi(x− Ciδt, t) + 1
τ
(feqi (ρ∗,u∗)− fi(x− Ci, t)) (A.59)
and write the moments for the equilibrium arguments
ρ∗ =
∑
j
fj(x− Cjδt, t), u∗ =
∑
j
Cjfj(x− Cjδt, t) (A.60)
In order to recover the original algorithm, we now apply the transformation
of the original distribution function f to a translated F as
fi(x, t) = Fi(x− Ciδt, t) (A.61)
Contrary to the original algorithm, we are now working on a translated pdf
according to Eq. (A.61), which needs to be considered for the Taylor expansion
done in Eq.(4.55) If we replace the original f by the distribution used in the
pull algorithm, we arrive at a formulation for the pull algorithm
Fi(x+ Ciδt, t+ δt) = Fi(x, t) + 1
τ
(Feqi (ρ∗,u∗)−Fi(x, t)) (A.62)
The equilibrium is evaluated from the translated distribution F which is
equivalent to the one obtained with the original distributions f in terms of
the macroscopic quantities
ρ∗ =
∑
j
fj(x− Cjδt, t) =
∑
j
Fj(x, t)
u
∗ =
∑
j
Cjfj(x− Cjδt, t) =
∑
j
CjFj(x, t)
(A.63)
The original algorithm was derived by making use of a Taylor expansion
on the contiuous system. Transforming it to the discretized LBM system,
erroneous terms were introduced through the Taylor expansion as described
in [75] Eq.(30b), which need to be considered.
In order to obtain a consistent formulation for the pull algorithm, we need
to expand F(x− ciδt, t) around (x, t) and consider the appearing terms for
the computation of the physical moments. The Taylor expansion is performed
only in space as
Fi(x− Ciδt, t) ≈ Fi(x, t) (A.64)
−(∇ · C)Fi(x, t) + 1
2
(∇∇ : Ci ⊗ Ci)Fi(x, t) +O(ǫ3)
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Now the distribution is expanded and the arguments are dropped Fi =
F (0)i + ǫF (1)i + ǫ2F (2)i . . . and the derivatives ∇x = ǫ∇x are replaced into
Eq.(A.61) to obtain
f
(0)
i + ǫf
(1)
i + ǫ
2f
(2)
i = F (0)i + ǫF (1)i + ǫ2F (2)i
−ǫ(Ci · ∇x)(F (0)i + ǫF (1)i )
+ǫ2
1
2
(Ci ⊗ Ci :∇x∇x)(F (0)i + ǫF (1)i ) +O(ǫ3)
(A.65)
We now try to find expressions of F from f which are defined up to second
order in Equations (4.59)-(4.61). Sorting by the orders of ǫ relates these
distributions as
ǫ0: f
(0)
i = F (0)i (A.66)
ǫ1: f
(1)
i = F (1)i − (Ci · ∇x)F (0) (A.67)
ǫ2: f
(2)
i = F (2)i − (C · ∇x)F (1) +
1
2
(Ci :∇∇x)F (0) (A.68)
Using the expressions from (4.59)-(4.61), the derivatives in order one vanishes.
Thus, the first two orders are equal in both definitions
f
(k)
i = F (k)i , with k = {0, 1} (A.69)
In the second order term, a derivative remains, which has to be replaced.
F (2)i = f (2)i + (C · ∇x)f (1)i (A.70)
Replacing f
(1)
i with the expression in (4.59)-(4.61) can be rewritten
(C · ∇x)f
(1)
i = (C · ∇x)
(
ti
C2s
u
(1) · Ci
)
(A.71)
=
ti
C2s
∑
k
∑
j
CjCk∂ju
(1)
k =
ti
C2s
∇u
(1) : CiCi (A.72)
Following the argumentation from Eq.(A.6) in [75], ∇u(1) is replaced with
half of the symmetric part of the shear stress tensor 2S(u(1)) = ∇u(1) +
(∇u(1))T without changing the inner product. With its trace being zero due
to incompressibility, the tensor product with the discrete velocities C can be
replaced with the traceless expression
(C · ∇x)f
(1)
i =
ti
2c2s
2S(1) : Λ (A.73)
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This expression then replaces the term in Eq.(A.70) and the altered expression
for the second order yields
F (2)i = f (2)i +
ti
2c2s
2S(1) : Λ (A.74)
The distribution functions are up to the second order for the pull algorithm
F (0)i = ti, F (1)i =
ti
C2s
u
(1) · Ci (A.75)
F (2)i = ρ(2)ti + f (Q,eq)(u(1),u(1))−
ti
2c2s
ω − 1
ω
2S(1) : Λ (A.76)
The shear rate tensor is then computed for the pull algorithm as
2S(1) =
ω
ω − 1
1
kc2s
(
u
(1) ⊗ u(1) −Π+ c2s(ρ(0) + ρ(2))I
)
(A.77)
Using the acoustic scaling, the relationships for converting between the pre-
and post-collision values are the same [103]. The macroscopic shear stress can
thus be computed from both states by
σ
(1)
αβ =
(
1− ω
2
)∑
i
CαCβf
(1) ≈
(
1− ω
2
)∑
i
CαCβf
neq
=
(
1− ω
2
)
(1− ω)
∑
i
CαCβ fˆ
neq (A.78)
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Measurement results
The detailed measurement results for the setup described in Section 2 are
given. The Material properties of the investigated porous probe R80AX are
denoted in Table 2.1. Table 2.2 summarizes the test configurations with the
inlet pressures, flow rates and resulting Reynolds numbers.
Pressure fluctuations are captured with microphones of type 4190 attached
to amplifiers of type 2669 both by Bru¨el&Kjaer. The sensitivity of this
combination yields 50mV/Pa, a frequency of 6.3Hz − 20kHz and a dynamic
range of 14.6 . . . 146dB, corresponding to a squared sound pressure of 1.154 ·
10−8Pa or a sound pressure of 1.07 ·10−4Pa. The settings of the FFT analyzer
was 6400 lines in the frequency range 0 to 20 kHz. This leads to a frequency
resolution of 3.125 Hz, a recording time of 320 ms and a sampling time of
19.53µs. The overlap was 66.67% and the average of 10 measurements was
taken.
Detailed frequency spectra of the five microphones positioned according to
Section 2.2 are given in Figures B.1 to B.4.
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Figure B.1.: R80AX at p = 0.25bar and q˙ = 236l/min
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Figure B.2.: R80AX at p = 0.5bar and q˙ = 372l/min
176
1⋅10-6
1⋅10-5
1⋅10-4
1⋅10-3
1⋅10-2
1⋅103 1⋅104
Pr
es
su
re
 P
a
Frequency Hz
(a) Microphone 1
1⋅10-6
1⋅10-5
1⋅10-4
1⋅10-3
1⋅10-2
1⋅103 1⋅104
Pr
es
su
re
 P
a
Frequency Hz
(b) Microphone 2
1⋅10-6
1⋅10-5
1⋅10-4
1⋅10-3
1⋅10-2
1⋅103 1⋅104
Pr
es
su
re
 P
a
Frequency Hz
(c) Microphone 3
1⋅10-6
1⋅10-5
1⋅10-4
1⋅10-3
1⋅10-2
1⋅103 1⋅104
Pr
es
su
re
 P
a
Frequency Hz
(d) Microphone 4
1⋅10-6
1⋅10-5
1⋅10-4
1⋅10-3
1⋅10-2
1⋅103 1⋅104
Pr
es
su
re
 P
a
Frequency Hz
(e) Microphone 5
1⋅10
-8
1⋅10
-7
1⋅10
-6
1⋅10
-5
1⋅10
-4
1⋅10
-3
1⋅10
-2
1⋅10
3
1⋅10
4
P
re
s
s
u
re
 P
a
Frequency Hz
mic 2
mic 3
mic 4
(f) All microphones
Figure B.3.: R80AX at p = 0.75bar and q˙ = 491l/min
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Figure B.4.: R80AX at p = 1.0bar and q˙ = 615l/min
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