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Introducción.
Antecedentes.
La teoría de polinomios ortogonales respecto a medidas cuyo soporte se en-
cuentra en la recta real tiene un amplio espectro de aplicaciones, tales como in-
tegración numérica, sistemas integrables, métodos espectrales para el tratamiento
de problemas de valores en la frontera, teoría de grafos, etc. En los últimos años,
se han estudiado las propiedades espectrales de las matrices de Jacobi asociadas
a dichos polinomios ortogonales que representan, en forma matricial, el operador
de multiplicación respecto a una base de polinomios ortogonales. A este respecto,
en [94] y [103] se pone de manifiesto una conexión entre perturbaciones de me-
didas y la factorización LU de las matrices de Jacobi correspondientes, así como
la relación entre las funciones de Stieltjes asociadas, de gran importancia en el
estudio de los polinomios ortogonales, que actúan como funciones generadoras
de la sucesión de momentos asociada con la medida.
Dichas perturbaciones han sido estudiadas en el marco de las llamadas trans-
formaciones de Darboux, que tienen su origen en el problema biespectral ([56]).
En su formulación original, dicho problema consiste en obtener una descripción
de todas las situaciones en las que un par de operadores diferenciales en dos vari-
ables distintas tienen una autofunción diferencial común. El uso de la transfor-
mación de Darboux para convertir un operador diferencial de segundo orden en
otro fué llevado a cabo en [26]. Dicha transformación consiste en factorizar el
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operador diferencial de segundo orden como un producto de dos operadores difer-
enciales de primer orden, y luego cambiar el orden de los factores, obteniendo un
nuevo operador diferencial de segundo orden. Una conexión con los polinomios
ortogonales surgió más tarde en [53], donde se muestra que todos los operadores
diferenciales con soporte en [−1, 1] y los operadores diferenciales de segundo or-
den que satisfacen el problema espectral resultan de un cambio en la variable n
en la relación de recurrencia que satisfacen los polinomios ortogonales clásicos.
Casi al mismo tiempo, en [54], [55] se consideró la matriz de Jacobi mónica cor-
respondiente a la transformación de Uvarov, en el contexto del análisis espectral
de ecuaciones diferenciales lineales de cuarto orden con coeficientes polinómi-
cos. Las soluciones polinómicas de dichas ecuaciones diferenciales son los llama-
dos polinomios ortogonales de Krall, que obtuvieron a partir de los polinomios
ortogonales clásicos por medio de una combinación de dos procesos llamados
transformación de Darboux y transformación de Darboux sin parámetro. Más re-
cientemente, el estudio de las transformaciones espectrales en dicho marco fué de-
sarrollado tanto desde un punto de vista teórico ([13], [14], [102]) como númerico
([11], [12]).
Las transformaciones espectrales también encuentran aplicación en la teoría
de sistemas integrables. Como ejemplo, en [99] se considera una familia de poli-
nomios ortogonales simétricos con respecto a una función peso par ω(x, t), que
satisfacen una relación de recurrencia de la forma
xPn(x, t) = Pn+1(x, t) + dn(t)Pn−1(x, t),
i.e., los coeficientes son, además, funciones dependientes del tiempo t. En este
caso, se tiene un desarrollo de la forma
P˙n(x, t) :=
∂Pn(x, t)
∂t
= C(n)n−2(t)Pn−2(x, t) + . . . + C
(n)
n−2k(t)Pn−2k(x, t) + . . . .
Resulta de interés determinar los casos integrables de tales sistemas y deter-
minar dichos coeficientes de manera que sean válidos para todo valor de t. Este
problema es conocido en la literatura física-matemática como el "problema de
jerarquía de Volterra". En el caso más simple,
P˙n(x, t) = Cn−2(t)Pn−2(x, t),
tenemos Cn−2 = −dn(t)dn−1(t) y, por tanto, d˙n = dn(dn+1 − dn−1). En este caso, la
función peso está dada por ω(x, t) = ω(x, 0)ex
2t.
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Para un caso más general, en [99] se presenta un sistema cuya función peso
asociada resulta ser
ω(x, t) = [1 − M(t)]ω(x, t0) + M(t)δ(x),
donde M(t) = 1−exp(− ∫ t
t0
dz
d1(z)
), y t0 es un valor de tiempo tal que ω(x, t0) , 0. En
otras palabras, ω(x, t) es un caso de la denominada transformación de Uvarov de
ω(x, t0), que consiste en la adición de una masa dependiente del parámetro tem-
poral.
Por otro lado, el estudio de los polinomios ortogonales con respecto a una
medida de probabilidad no trivial, soportada en la circunferencia unidad T =
{z ∈ C : |z| = 1} fué iniciado por G. Szego˝ en una serie de artículos publicados
entre 1915 y 1925 (ver [96]). Posteriormente, Ya. L. Geronimus ([43], [44] y [45])
extendió esta teoría en un contexto más general de ortogonalidad respecto a fun-
cionales, basado en la teoría clásica de funciones de variable compleja. Un eje
importante de actividad investigadora en la década de los cincuenta fué el estudio
de la conexión con el problema trigonométrico de momentos y la teoría de pro-
cesos estocásticos estacionarios dicretos ([52]). Más tarde, en los años ochenta,se
analiza el problema desde una perspectiva algebraica ligada al problema de fac-
torización de matrices de Hessenberg (la representación matricial del operador de
multiplicación respecto a la base de polinomios ortogonales en la circunferencia
unidad) de dimensión finita ([51]). De la misma manera, aparece una abundante
bibliografía en teoría de sistemas lineales relacionados con polinomios ortogo-
nales sobre la circunferencia unidad, en el marco de los generadores de espacio
de estado (ver, por ejemplo, [63] y referencias contenidas ahí).
Posteriormente, en la década de los noventa, se desarrolla una teoría con-
structiva de familias de polinomios ortogonales asociados a perturbaciones de
medidas soportadas en la circunferencia unidad (ver [8], [46], [47], [60], [67],
[69], [74], [75], [83], entre otros), así como una interpretación basada en la repre-
sentación matricial del operador de multiplicación respecto a una base ortonormal
en relación a medidas soportadas en un arco de la circunferencia unidad ([49],
[50]).
Sin embargo, el estudio de las transformaciones espectrales en la circunferen-
cia unidad no ha tenido aún la atención que ha alcanzado en el caso de la recta
real. El trabajo de esta memoria está enfocado en dicha dirección. Por analogía
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con el caso real, estudiamos las transformaciones espectrales desde distintos en-
foques, como son las funciones de Carathéodory (el análogo de las funciones de
Stieltjes en la recta real), las matrices de Hessenberg y las familias de coeficientes
de Verblunsky (es decir, las evaluaciones en el punto z = 0 de los polinomios or-
togonales) asociadas a una medida de probabilidad soportada en la circunferencia
unidad.
El inicio del siglo XXI está marcado con la aparición de los dos volúmenes
de la monografía de B. Simon ([92]) que constituyen la descripción más exhaus-
tiva del estado del arte en la teoría de polinomios ortogonales en la circunferencia
unidad hasta la fecha. Uno de los resultados más importantes es el tratamien-
to de la representación matricial del operador de multiplicación respecto a bases
ortonormales en el espacio de los polinomios de Laurent Λ = span{zk : k ∈ Z}
construidas a partir del proceso de ortonormalización de Gram-Schmidt de las fa-
milias S = {1, z, z−1, z2, z−2, . . .} y T = {1, z−1, z, z−2, z2, . . .}. La matriz resultante,
conocida como matriz CMV, es pentadiagonal y admite una factorización en tér-
minos de dos matrices diagonales por bloques de dimension 2 × 2 la primera y
de un único bloque de dimensión 1 × 1 y los restantes de dimensión 2 × 2 la se-
gunda, cuyos elementos pueden ser expresados en términos de los coeficientes de
Verblunsky.
Finalmente, es posible establecer una conexión entre medidas soportadas en el
intervalo [−1, 1] de la recta real y medidas soportadas en la circunferencia unidad,
conocida en la literatura como transformación de Szego˝. En [96] se muestra no
solamente cómo estan relacionadas dichas medidas, sino también la relación ex-
istente entre las familias de polinomios ortogonales correspondientes, así como
la relación entre las familias de parámetros de la relación de recurrencia de los
polinomios ortogonales en la recta real y la familia de coeficientes de Verblunsky
asociados a la medida soportada en la circunferencia unidad. Abordamos de igual
manera las transformaciones espectrales desde esta perspectiva, centrándonos en
el estudio de la relación entre las funciones de Stieltjes correspondientes a medi-
das en la recta real y las funciones de Carathéodory correspondientes a medidas
en la circunferencia unidad.
El interés de la transformación de Szego˝ no es solamente desde una perspecti-
va teórica, sino que desde el punto de vista computacional ha sido usada de manera
sistemática en el estudio de fórmulas de cuadratura de Szego˝ en la circunferencia
unidad y su aplicación a fórmulas de cuadratura en intervalos de la recta real ([6],
[16], [24]).
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Contribuciones originales de la Memoria.
En el capítulo 2, se obtiene una expresión explícita para la familia de coefi-
cientes de Verblunsky asociados a la transformación de Christoffel en términos
de la familia de los coeficientes de Verblunsky asociados con la medida original,
y se lleva a cabo un análisis del comportamiento asintótico de los mismos. En el
mismo capítulo, con respecto a la transformación consistente en la multiplicación
de la medida por la parte real de un polinomio, se obtiene la relación entre las cor-
respondientes funciones de Carathéodory, utilizando la representación integral de
Riesz-Herglotz de la función de Carathéodory original. Dicha relación fué obteni-
da en [17] utilizando un método distinto. Además, se obtiene una relación entre
las correspondientes matrices de Hessenberg y un análisis asintótico de la familia
de coeficientes de Verblunsky asociada a la medida perturbada.
En el capítulo 3, se estudia la transformación de Geronimus. Se obtienen
condiciones necesarias y suficientes para que el funcional lineal asociado a dicha
transformación sea cuasi-definido asumiendo que el funcional lineal original es
definido positivo. También se obtiene la expresión explícita para la nueva familia
de polinomios ortogonales en términos de la sucesión de polinomios ortogonales
asociados con el funcional lineal original, así como la relación entre las correspon-
dientes matrices de Hessenberg. También se estudia el comportamiento asintótico
de las familias de coeficientes de Verblunsky asociadas a las transformaciones de
Uvarov con una y dos masas, respectivamente.
Finalmente, en el capítulo 4 se estudia la conexión entre medidas soportadas
en el intervalo [−1, 1] de la recta real y medidas soportadas en la circunferencia
unidad, a través de la transformación de Szego˝. En primer lugar, se obtiene una
relación entre los parámetros de la relación de recurrencia a tres términos para los
polinomios ortogonales en la recta real y la familia de coeficientes de Verblunsky
en la circunferencia unidad, tomando como base la factorización LU de la matriz
de Jacobi correspondiente. Luego, se estudia dicha conexión en el marco de las
transformaciones espectrales. Se aplican transformaciones espectrales, tanto lin-
eales como racionales, a funciones de Stieltjes asociadas a medidas en el intervalo
[−1, 1] y se describe la transformación resultante en las funciones de Carathédory
asociadas a las correspondientes medidas en la circunferencia unidad. El mismo
análisis se lleva a cabo en la dirección contraria, es decir, aplicando transforma-
ciones espectrales a funciones de Carathéodory y describiendo las transforma-
ciones resultantes en las funciones de Stieltjes correspondientes.
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Publicaciones resultado de la Memoria.
En relación al capítulo 2, los resultados correspondientes a la transformación
de Christoffel pueden encontrarse en [37], mientras que los correspondientes a la
transformación resultado de multiplicar la medida por la parte real de un poli-
nomio se encuentran en [38].
Los resultados relativos a la transformación de Geronimus en el capítulo 3
han aparecido en [33], mientras que las transformaciones de Uvarov del mismo
capítulo han sido estudiadas en [37].
Por último, los resultados del capítulo 4 se encuentran en [34], [35], y [36].
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CAPÍTULO 1
Polinomios ortogonales.
En este capítulo se presentan conceptos básicos sobre polinomios ortogonales
en la recta real partiendo de funcionales lineales. Se enuncian algunas de sus
propiedades básicas, y se introducen las transformaciones espectrales que serán
estudiadas a lo largo de la Memoria, enfatizando dichas transformaciones en tér-
minos de la función de Stieltjes.
De manera análoga, se presentan conceptos básicos sobre polinomios ortog-
onales en la circunferencia unidad, enunciando sus propiedades básicas e intro-
duciendo transformaciones espectrales análogas a las del caso real, haciendo én-
fasis en las funciones de Carathéodory.
1.1. Polinomios ortogonales en la recta real.
1.1.1. Definiciones y propiedades generales.
Sea {µn}n>0 una sucesión de números complejos yL un funcional lineal definido
en el espacio P de los polinomios con coeficientes complejos tal que
〈L, xn〉 = µn, n > 0. (1.1)
µn se denomina n-ésimo momento asociado al funcional lineal L. Dado un
funcional lineal L, una sucesión de polinomios {Pn}n>0 se denomina sucesión de
9
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polinomios ortogonales con respecto a L si
(i) El grado de Pn(x) es n,
(ii) 〈L, Pn(x)Pm(x)〉 = 0, si n , m,
(iii)
〈
L, P2n(x)
〉
, 0, si n > 0.
Si Pn(x) tiene coeficiente principal 1 para todo n, entonces {Pn}n>0 se denomina
sucesión de polinomios ortogonales mónicos asociados al funcional lineal L. En
lo sucesivo, denotaremos por Pn(x) al n-ésimo polinomio ortogonal mónico. El
funcional L se dice cuasi-definido.
La matriz de Gram del funcional L respecto a la base canónica {xn}n>0 de P
está definida mediante
G =

µ0 µ1 . . . µn . . .
µ1 µ2 . . . µn+1 . . .
...
...
. . .
...
µn µn+1 . . . µ2n . . .
...
...
...
. . .

.
Las matrices de este tipo, con valores constantes a lo largo de las antidiago-
nales, son conocidas en la literatura como matrices de Hankel.
La existencia de la sucesión de polinomios ortogonales mónicos está caracter-
izada por
Teorema 1 Sea L un funcional lineal. Una condición necesaria y suficiente para
la existencia de {Pn}n>0, la sucesión de polinomios ortogonales mónicos con re-
specto a L, es
∆n , 0, n > 0,
donde ∆n = det(Gn) es el determinante de orden n + 1 de la submatriz principal
de Hankel Gn de orden n + 1.
La sucesión {Pn}n>0 satisface la siguiente relación de recurrencia a tres térmi-
nos
Pn+1(x) = (x − bn)Pn(x) − dnPn−1(x), n > 0, (1.2)
10
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con
dn =
L[P2n(x)]
L[P2n−1(x)]
, n > 1,
bn =
L[xP2n(x)]
L[P2n(x)]
, n > 0,
y condiciones iniciales P0(x) = 1 y P−1(x) = 0. Es un hecho bien conocido que
dadas dos sucesiones arbitrarias de números complejos {b j} j>0 y {d j} j>1, con d j ,
0, la familia de polinomios generada por (1.2) es ortogonal con respecto a un
único funcional cuasi-definido L. Este resultado se conoce en la literatura como
Teorema de Favard (ver [22]).
La representación matricial de (1.2) es
xP(x) = J˜P(x),
donde P(x) = [P0(x), P1(x), . . .]t y J˜ es la matriz tridiagonal
J˜ =

b0 1 0 0 · · ·
d1 b1 1 0 · · ·
0 d2 b2 1
. . .
0 0 d3 b3
. . .
...
...
. . .
. . .
. . .

que denominaremos matriz de Jacobi mónica.
Por otra parte, si el funcional lineal L es definido positivo, es decir, ∆n > 0
para todo n > 0, entonces existe una única sucesión de polinomios
pn(x) = γnxn + δnxn−1 + ..., γn > 0, n > 0
que satisfacen
〈L, pn(x)pm(x)〉 = δn,m.
La sucesión {pn}n>0 se dice ortonormal. En este caso, el funcional lineal L
tiene una representación integral (no necesariamente única)
〈L, xn〉 =
∫
E
xndµ(x),
donde µ es una medida positiva de Borel, no trivial, cuyo soporte es un subcon-
junto infinito de puntos E en la recta real.
11
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Obsérvese que ambas sucesiones de polinomios están relacionadas mediante
Pn(x) =
pn(x)
γn
.
El n-ésimo polinomio ortonormal, pn(x), admite la siguiente representación
determinantal
pn(x) =
1√
∆n∆n−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
µ0 µ1 µ2 . . . µn
µ1 µ2 µ3 . . . µn+1
...
... . . .
...
...
µn−1 µn µn+1 . . . µ2n−1
1 x x2 . . . xn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
y el coeficiente principal de pn(x), con n > 0, es el cociente de los determinantes
γn =
√
∆n−1
∆n
, n > 0.
Utilizaremos el convenio ∆−1 = 1.
Existe una expresión similar a (1.2) utilizando los polinomios ortonormales.
xpn(x) = an+1 pn+1(x) + bn pn(x) + an pn−1(x), n > 0. (1.3)
En este caso,
an =
∫
E
xpn−1(x)pn(x)dµ(x) =
γn−1
γn
> 0, n > 1,
y
bn =
∫
E
xp2n(x)dµ(x) =
δn
γn
− δn+1
γn+1
, n > 0.
Obsérvese que, de (1.2), en un caso definido positivo se tiene dn = a2n > 0. La
representación matricial de (1.3) es
xp(x) = Jp(x),
12
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donde p(x) = [p0(x), p1(x), . . .]t y J es la matriz tridiagonal simétrica
J =

b0 a1 0 0 · · ·
a1 b1 a2 0 · · ·
0 a2 b2 a3
. . .
0 0 a3 b3
. . .
...
...
. . .
. . .
. . .

que es conocida en la literatura como matriz de Jacobi [22].
Los ceros de los polinomios ortogonales en la recta real asociados a una me-
dida positiva no trivial tienen las siguientes propiedades
Teorema 2 Los ceros de Pn(x) son reales, simples y se encuentran en el interior
de la envoltura convexa del soporte de µ.
Teorema 3 (Propiedad de entrelazamiento). Supongamos que x1,n < x2,n < . . . <
xn,n son los ceros de Pn(x). Entonces
x j,n < x j,n−1 < x j+1,n, 1 6 j 6 n − 1.
Por otra parte, las funciones
S n(x) =
∫
E
pn(t)dµ(t)
x − t (1.4)
constituyen una segunda solución independiente de la ecuación en diferencias
xyn = an+1yn+1 + bnyn + anyn−1, n > 0,
y se denominan funciones de segunda especie asociadas a µ. La función de Stielt-
jes
S (x) = S 0(x) =
∫
E
dµ(t)
x − t
tiene una gran importancia en la teoría de polinomios ortogonales y en teoría de
aproximación racional (aproximantes de Padé), y admite el siguiente desarrollo
en serie en el infinito
S (x) =
µ0
x
+
∞∑
k=1
µk
xk+1
,
donde µk son los momentos asociados a µ dados en (1.1). En lo sucesivo, supon-
dremos que µ0 = 1.
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1.1.2. Transformaciones espectrales lineales en la recta real.
Dada una medida µ soportada en la recta real, algunos ejemplos de perturba-
ciones de dicha medida han sido estudiados en la literatura (ver [13],[103]). En
particular, se han considerado tres modelos canónicos
(i) La perturbación dµ˜ = (x − β)dµ, β < supp(µ), es la llamada transformación
canónica de Christoffel.
(ii) La perturbación dµ˜ = dµ + Mrδ(x − β), β < supp(µ), Mr ∈ R, es la llamada
transformación canónica de Uvarov.
(iii) La perturbación dµ˜ = dµx−β + Mrδ(x− β), β < supp(µ), Mr ∈ R, es la llamada
transformación canónica de Geronimus.
Llamaremos transformación espectral racional de una función de Stieltjes S (x),
a una transformación
S˜ (x) =
A(x)S (x) + B(x)
C(x)S (x) + D(x)
,
donde A(x), B(x),C(x) y D(x) son polinomios en la variable x, y AD− BC , 0. Si
C(x) = 0, la transformación racional se dice lineal. Las tres perturbaciones canóni-
cas mencionadas anteriormente corresponden a transformaciones espectrales lin-
eales de las correspondientes funciones de Stieltjes. Las denotaremos mediante
RC(β), RU(β, Mr) y RG(β, Mr), respectivamente.
De hecho, las funciones de Stieltjes normalizadas correspondientes a las ante-
riores perturbaciones están dadas por
(i) Transformación canónica de Christoffel.
S C(z) = RC(β)[S (x)] = (x − β)S (x) − 1
µ1 − β . (1.5)
(ii) Transformación canónica de Uvarov.
S U(z) = RU(β,Mr)[S (x)] = S (x) + Mr(x − β)
−1
1 + Mr
. (1.6)
14
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(iii) Transformación canónica de Geronimus.
S G(z) = RG(β, Mr)[S (x)] = S (β) + Mr − S (x)(x − β)(Mr + S (β)) . (1.7)
En [103] se muestra que el grupo de las transformaciones espectrales lineales
de la forma
S˜ (x) =
A(x)S (x) + B(x)
D(x)
es un grupo no conmutativo generado a partir de las transformaciones de Christof-
fel y Geronimus descritas anteriormente. Además,
RC(β) ◦ RG(β, Mr)[S (x)] = S (x) (transformación identidad),
RG(β, Mr) ◦ RC(β)[S (x)] = RU(β, Mr)[S (x)].
1.1.3. Transformaciones espectrales racionales en la recta real.
1.1.3.1. Polinomios asociados de primera especie en la recta real.
A partir de una familia de polinomios ortogonales mónicos {Pn}n>0, podemos
definir la sucesión de polinomios asociados mónicos de orden k, {P(k)n }n>0, por
medio de la relación de recurrencia desplazada [22]
P(k)n+1(x) = (x − bn+k)P(k)n (x) − dn+kP(k)n−1(x), n > 0, (1.8)
con P(k)−1(x) = 0, P
(k)
0 (x) = 1. La relación de recurrencia (1.8) puede también ser
escrita en forma matricial
xP(k)(x) = J(k)P(k)(x),
donde P(k)(x) = [P(k)0 (x), P1(k)(x), . . .]
t y J(k) es la matriz tridiagonal
J(k) =

bk 1 0 0 · · ·
dk+1 bk+1 1 0 · · ·
0 dk+2 bk+2 1
. . .
0 0 dk+3 bk+3
. . .
...
...
. . .
. . .
. . .

,
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esto es, hemos eliminado en la matriz mónica de Jacobi J, los primeras k filas y
columnas.
La función de Stieltjes correspondiente a los polinomios asociados de orden
k, S (k)(x), se obtiene mediante la fórmula (ver [98], [103])
S (k)(x) =
S k(x)
d1S k−1(x)
, (1.9)
donde S k(x) está dada por (1.4). También podemos expresar
S k(x) = S (x)Pk(x) − P(1)k−1(x). (1.10)
1.1.3.2. Polinomios antiasociados de primera especie en la recta real.
Consideremos una nueva familia de polinomios ortogonales, {P(−k)n }n>0, que se
obtiene desplazando hacia abajo k filas y columnas en la matriz mónica de Jacobi
asociada con la medida µ, e introduciendo en la esquina superior izquierda nuevos
coeficientes b−i (i = k, k − 1, ..., 1) en la diagonal, y d−i (i = k − 1, k − 2, ..., 0)
en la subdiagonal inferior.
La matriz mónica de Jacobi para los nuevos polinomios es
J(−k) =

b−k 1
d−k+1 b−k+1 1
d−k+2 b−k+2 1
. . .
. . .
. . . 1
d0 J

.
Estos polinomios son llamados polinomios antiasociados de orden k, y fueron
analizados en [89]. Las familias de los parámetros de la relación de recurren-
cia para estos polinomios están dadas por {b˜i}i>0 = {b−i}1i=k
⋃{bi}i>0 and {d˜i}i>1 =
{d−i}0i=k−1
⋃{di}i>1.
Su correspondiente función de Stieltjes se obtiene a partir de [103]
S (−k)(x) =
d˜kP
(−k)
k−2 (x)S (x) − P(−k+1)k−1 (x)
d˜kP
(−k)
k−1 (x)S (x) − P(−k+1)k (x)
. (1.11)
Si k = 1, tenemos los polinomios antiasociados de primer especie, y su corre-
spondiente función de Stieltjes S (−1)(x), dada por (1.11), es
S (−1)(x) =
1
x − b˜0 − d˜1S (x)
, (1.12)
16
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donde S (x) es la función de Stieltjes asociada conL y d˜1, b˜0 son parámetros libres.
Denotaremos R(−1)[S (x)] = S (−1)(x).
En [103] se muestra que el grupo de las transformaciones espectrales racionales
de la forma
S˜ (x) =
A(x)S (x) + B(x)
C(x)S (x) + D(x)
es un grupo no conmutativo generado a partir de las transformaciones espec-
trales lineales de Christoffel y Geronimus, y de las transformaciones espectrales
racionales correspondientes a los polinomios asociados y antiasociados.
1.1.4. Polinomios ortogonales clásicos.
Las familias de polinomios ortogonales en la recta real más extensamente es-
tudiadas y con mayor campo de aplicación son las denominadas clásicas. Aquí
están incluidos los conocidos polinomios de Hermite, Laguerre y Jacobi asoci-
ados a funcionales definidos positivos. Las características más importantes que
distinguen a estas familias de polinomios ortogonales de las demás familias son
sus propiedades diferenciales, siendo las más relevantes (véase [71])
(i) Son soluciones de una ecuación diferencial de segundo orden del tipo
φ(x)y′′(x) + τ(x)y′(x) + λny(x) = 0,
donde φ(x) y τ(x) son polinomios determinados para cada familia, que no
dependen de n y de grado a lo más dos y uno, respectivamente (ver [7], [90]).
(ii) Pueden ser generados por una fórmula que contiene derivadas de orden n,
conocida como fórmula de Rodrigues, dada por
Pn(x) =
1
κnω(x)
dn
dxn
[ω(x)ρn(x)],
donde κn no depende de x, ω(x) es no negativa e integrable en un interva-
lo de la recta real y φ(x) es un polinomio que no depende de n, de grado
no mayor que dos, y todos ellos están prefijados para cada familia de poli-
nomios (ver [23]).
17
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1.1.4.1. Polinomios de Jacobi.
Los polinomios de Jacobi cumplen la siguiente relación de ortogonalidad
∫ 1
−1
P(α,β)n (x)P
(α,β)
m (x)dµ(x) =
2α+β+1
n!(2n + α + β + 1)
Γ(n + α + 1)Γ(n + β + 1)
Γ(n + α + β + 1)
δn,m,
donde dµ(x) = (1 − x)α(1 + x)βdx, x ∈ [−1, 1], α > −1, β > −1 y Γ es la función
gamma.
Los polinomios de Jacobi se pueden obtener de modo explícito a partir de la
fórmula de Rodrigues
P(α,β)n (x) =
1
(−2)nn!(1 − x)α(1 + x)β
dn
dxn
[(1 − x)α+n(1 + x)β+n],
de donde podemos deducir la representación hipergeométrica
P(α,β)n (x) =
2n(α + 1)n
(n + α + β + 1)n
2F1
(
−n, n + α + β + 1;α + 1; 1 − x
2
)
.
Además, el n-ésimo polinomio de Jacobi es la única solución polinómica de
la ecuación diferencial
(x2 − 1)y′′(x) + [(2 + α + β)x + α − β]y′(x) − n(n + 1 + α + β)y(x) = 0.
Dependiendo de los valores de α y β, existen algunos casos de polinomios de
Jacobi que merecen especial atención
(i) Cuando α = β, los polinomios resultantes se denominan polinomios de
Gegenbauer ( polinomios ultraesféricos).
(ii) Cuando α = β = − 12 , ( polinomios de Chebyshev de primera especie).
(iii) Cuando α = β = 12 , ( polinomios de Chebyshev de segunda especie).
(iv) Cuando α = 12 , β = − 12 , ( polinomios de Chebyshev de tercera especie).
18
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(v) Cuando α = −12 , β = 12 , ( polinomios de Chebyshev de cuarta especie).
(vi) Cuando α = β = 0, ( polinomios de Legendre).
1.1.4.2. Polinomios de Laguerre.
Esta familia de polinomios satisfacen la siguiente relación de ortogonalidad∫ ∞
0
Lαn (x)L
α
m(x)dµ(x) =
Γ(n + α + 1)
n!
δn,m,
donde dµ(x) = xαe−xdx, x ∈ R+ y α > −1.
Pueden obtenerse a partir de la fórmula de Rodrigues
Lαn (x) =
ex
n!xα
dn
dxn
[e−xxn+α],
de donde deducimos la expresión explícita en forma hipergeométrica
Lαn (x) =
(−1)nΓ(n + α + 1)
Γ(α + 1) 1
F1(−n, α + 1, x),
El n-ésimo polinomio de Laguerre satisface la ecuación diferencial
xy′′(x) + (α + 1 − x)y′(x) + ny(x) = 0.
1.1.4.3. Polinomios de Hermite.
Los polinomios de Hermite satisfacen la relación de ortogonalidad∫ ∞
−∞
Hn(x)Hm(x)dµ(x) =
√
pi2nn!δn,m,
donde dµ(x) = e−x
2
dx y x ∈ R.
La fórmula de Rodrigues correspondiente es
Hn(x) = (−1)nex2 d
n
dxn
[e−x
2
],
y de aquí podemos deducir la fórmula explícita en términos de funciones hiperge-
ométricas
19
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H2n(x) = (−1)n
(
1
2
)
n
1F1
(−n
1
2
∣∣∣∣∣∣ x2
)
,
H2n+1(x) = (−1)n
(
3
2
)
n
x1F1
(−n
3
2
∣∣∣∣∣∣ x2
)
,
El n-ésimo polinomio ortogonal de Hermite es solución de la ecuación difer-
encial
y′′(x) − 2xy′(x) + 2ny(x) = 0.
1.2. Polinomios ortogonales en la circunferencia unidad.
1.2.1. Definiciones y propiedades generales.
Si L es un funcional lineal en el espacio Λ de los polinomios de Laurent
(Λ = span {zn}n∈Z) tal queL es Hermitiano, es decir, cn = 〈L, zn〉 = 〈L, z−n〉 = c¯−n,
n ∈ Z, entonces se puede introducir un funcional bilineal asociado con L en el
espacio P de los polinomios con coeficientes complejos como sigue
〈p(z), q(z)〉L =
〈
L, p(z)q¯(z−1)
〉
, (1.13)
donde p, q ∈ P. Denotaremos mediante Pn el subespacio de los polinomios de
grado a lo más n.
La matriz de Gram asociada a este funcional bilineal en términos de la base
canónica {zn}n>0 de P es
T =

c0 c−1 · · · c−n · · ·
c1 c0 · · · c−(n−1) · · ·
...
...
. . .
...
cn cn−1 · · · c0 · · ·
...
...
...
. . .

, (1.14)
conocida en la literatura como matriz de Toeplitz [52].
Se dice que el funcional lineal es cuasi-definido si las submatrices principales
(Tn)n>0 de T son no singulares. En este caso, se puede introducir una única suce-
sión de polinomios mónicos {Φn}n>0 con grad Φn = n tal que
〈Φn,Φm〉L = knδn,m, (1.15)
20
1.2. Polinomios ortogonales en la circunferencia unidad. 21
donde kn , 0 para todo n > 0. Esta sucesión se denomina sucesión de polinomios
ortogonales mónicos asociados a L.
Además, tenemos
〈Φn,Φn〉L = ‖Φn‖2 = kn.
La sucesión de polinomios ortogonales mónicos satisface dos relaciones de
recurrencia equivalentes debidas a G. Szego˝ (ver [45], [52], [92], [96])
Φn+1(z) = zΦn(z) + Φn+1(0)Φ∗n(z), (1.16)
Φn+1(z) =
(
1 − |Φn+1(0)|2
)
zΦn(z) + Φn+1(0)Φ∗n+1(z), (1.17)
las denominadas relaciones de recurrencia ascendente y descendente, respectiva-
mente, donde Φ∗n(z) = z
nΦ¯n(z−1) es el llamado polinomio recíproco. Obsérvese
que de (1.16) se tiene
Φ∗n+1(z) = Φ
∗
n(z) + Φn+1(0)zΦn(z). (1.18)
Los números complejos {Φn(0)}n>1 se denominan coeficientes de reflexión (o
coeficientes de Verblunsky) y tienen suma importancia en el estudio de los poli-
nomios ortogonales en la circunferencia unidad. En el caso cuasi-definido, ten-
emos |Φn(0)| , 1 para todo n > 1.
Por otro lado, si las submatrices principales (Tn)n>0 de T tienen determinante
positivo, entonces el funcional lineal se dice definido positivo. Todo funcional
definido positivo tiene una representación integral
〈L, p(z)〉 =
∫
T
p(z)dσ(z), (1.19)
donde σ es una medida de Borel positiva, no trivial, soportada en la circunferencia
unidad (ver [45], [52], [62], [92]).
En este último caso, podemos garantizar que existe una única sucesión de
polinomios ortonormales {ϕn}n>0 respecto a L que satisface
〈ϕn, ϕm〉L = δn,m. (1.20)
El n-ésimo polinomio ortonormal está dado por
ϕn(z) =
1√
det Tn det Tn−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
c0 c1 c2 . . . cn
c−1 c0 c1 . . . cn−1
...
... . . .
...
...
c−(n−1) c−(n−2) c−(n−3) . . . c1
1 z z2 . . . zn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
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Ambas sucesiones de polinomios están relacionadas por
Φn(z) =
ϕn(z)
κn
,
donde κn es el coeficiente principal de ϕn(z), que está dado por
κn =
√
det Tn−1
det Tn
.
Además, tenemos
kn =
1
κ2n
.
Es importante notar que, en este caso, |Φn(0)| < 1, para todo n > 1. De hecho,
Teorema 4 Para cualquier medida de probabilidad no trivial σ, soportada en
la circunferencia unidad, podemos definir una sucesión de números complejos
{Φn(0)}n>1 con |Φn(0)| < 1, n > 1, tal que se cumplen las relaciones de recur-
rencia (1.16) y (1.17), donde {Φn}n>0 es la familia de polinomios ortogonales con
respecto a σ.
Además,
‖Φn+1‖2 = (1 − |Φn+1(0)|2)‖Φn‖2
=
n∏
j=0
(1 − |Φ j+1(0)|2).
Es bien conocido que para cada medida de probabilidad σ soportada en la
circunferencia unidad, existe una única sucesión de coeficientes de Verblunksky
{Φn(0)}n>1 asociada con σ. El recíproco también se cumple, es decir, dada una
sucesión de números complejos {an}n>1, con |an| < 1, existe una única medida
de probabilidad no trivial soportada en la circunferencia unidad tal que dichos
números son los coeficientes de Verblunsky asociados. Este es el análogo del teo-
rema de Favard en el caso real (ver [2], [27]).
La familia de coeficientes de Verblunsky proporciona información acerca de
la medida y su correspondiente sucesión de polinomios ortogonales.
La medida σ puede descomponerse en una parte que es absolutamente contin-
ua con respecto a la medida de Lebesgue normalizada dθ2pi y una medida singular.
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Denotamos mediante ω = σ′ la derivada de Radon-Nikodyn de σ respecto a la
medida de Lebesgue y por σs la medida singular. Entonces
dσ(θ) = ω(θ)
dθ
2pi
+ dσs(θ).
Definición 5 [96] Supongamos que se satisface la condición de Szego˝,∫ 2pi
0
log(ω(θ))
dθ
2pi
> −∞. (1.21)
Entonces, la función de Szego˝, D(z), se define en |z| < 1 mediante
D(z) = exp
(
1
4pi
∫ 2pi
0
eiθ + z
eiθ − z log(ω(θ))dθ
)
. (1.22)
Además, D(z) es analítica y no se anula en D.
La condición de Szego˝ (1.21) es equivalente a que
∑∞
n=0 |Φn(0)|2 < ∞.
Decimos que la medida σ es de variación acotada si se cumple
∞∑
n=0
|Φn+1(0) − Φn(0)| < ∞.
La función de Christoffel asociada con una medida de probabilidad no trivial
σ, soportada en la circunferencia unidad, está definida del modo siguiente. Sea
λn(ζ) = mı´n
{∫ 2pi
0
|pi(eiθ)|2dσ(θ), deg pi 6 n, pi(ζ) = 1
}
.
Fijado ζ ∈ C, λn es una función positiva y decreciente en n, de manera que
λ∞(ζ) = lı´m
n→∞ λn(ζ)
= ı´nf
{∫ 2pi
0
|pi(eiθ)|2dσ(θ), pi ∈ P, pi(ζ) = 1
}
.
λ∞ se conoce en la literatura como función de Christoffel ([80], [91]).
Existe una relación entre la función de Christoffel y la familia de coeficientes
de Verblunsky asociados a una medida de probabilidad σ dada.
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Teorema 6 Sea σ una medida de probabilidad no trivial soportada en la circun-
ferencia unidad, y sea {Φn(0)}n>1 la correspondiente familia de coeficientes de
Verblunsky. Entonces,
(i) Si |ζ | > 1, λ∞(ζ) = 0.
(ii) Si |ζ | = 1, λ∞(ζ) = σ({ζ}).
(iii) Si
∑∞
n=0 |Φn(0)|2 = ∞, entonces λ∞(ζ) = 0 para todo ζ con |ζ | < 1.
(iv) Si
∑∞
n=0 |Φn(0)|2 < ∞, entonces λ∞(ζ) > 0 para todo ζ con |ζ | < 1.
Por otro lado,
λ∞(0) =
∞∏
n=1
(
1 − |Φn(0)|2
)
.
También tenemos
λn(ζ) =
1
Kn(ζ, ζ)
,
donde Kn(z, y) es el n-ésimo núcleo reproductor asociado con {ϕn}n>0, que está
definido por
Kn(z, y) =
n∑
j=0
ϕ j(y)ϕ j(z) =
n∑
j=0
Φ j(y)Φ j(z)
k j
,
con k j = ‖Φ j‖2 = κ j(σ)−2. Existe una fórmula directa para calcular Kn(z, y), en
términos del (n + 1)-ésimo polinomio ortonormal.
Teorema 7 (Fórmula de Christoffel-Darboux) Para todo n > 0 y z, y ∈ C con
y¯z , 1,
Kn(z, y) =
n∑
j=0
ϕ j(y)ϕ j(z) =
ϕ∗n+1(y)ϕ
∗
n+1(z) − ϕn+1(y)ϕn+1(z)
1 − y¯z .
En el caso cuasi-definido, la fórmula anterior se convierte en
Kn(z, y) =
Φ∗n+1(y)Φ
∗
n+1(z) − Φn+1(y)Φn+1(z)
kn+1(1 − y¯z) .
El núcleo reproductor tiene, entre otras, las siguientes propiedades.
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Teorema 8 Sean y ∈ C y p ∈ Pn. Entonces se verifican las siguientes propiedades:
(i)
L(p(z),Kn(z, y)) = p(y), (1.23)
(ii)
Kn(z, 0) =
n∑
j=0
ϕ j(0)ϕ j(z) = κn(σ)ϕ∗n(z), (1.24)
(iii)
Kn(0, 0) =
n∑
j=0
|ϕ j(0)|2 = κ2n(σ) (1.25)
Además, considerando el polinomio recíproco de Kn(x, y) en la variable x, que
denotaremos mediante K∗n(x, y), se tiene
K∗n(x, y) =
1
kn+1
Φn+1(x)Φ∗n+1(y) − Φ∗n+1(x)Φn+1(y)
x − y ,
conocido en la literatura como el Bézoutiano de Φn+1 y Φ∗n+1 (ver [21], [65], [66],
[88]).
De la relación (1.25) se tiene
κ2n(σ) − κ2n−1(σ) = |ϕn(0)|2 = κ2n(σ)|Φn(0)|2,
de donde se sigue que (
κn−1(σ)
κn(σ)
)2
= 1 − |Φn(0)|2, n ∈ N. (1.26)
Las funciones
q j(t) =
∫
T
ϕ j(z)
t − z dσ(z), t < T, j > 0, (1.27)
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se denominan funciones de segunda especie asociadas con σ. También denotamos
Q j(t) =
∫
T
Φ j(z)
t − z dσ(z) = (κ j(σ))
−1q j(t).
Finalmente, en términos de los momentos {ck}k∈Z se puede considerar la sigu-
iente función analítica en un entorno del origen
F(z) = c0 + 2
∞∑
n=1
c−nzn. (1.28)
Si L es un funcional lineal definido positivo, entonces F es analítica en D y
Re (F(z)) > 0 en D. En este caso, F se denomina función de Carathéodory y
se puede representar mediante la transformación de Riesz-Herglotz de la medida
positiva σ definida en (1.19) (ver [45], [62], [92])
F(z) =
∫
T
w + z
w − zdσ(w).
Por extensión, dado un funcional de momentos Hermitiano denominaremos
función de Carathéodory asociada al funcional a la función analítica en el entorno
del origen dada por (1.28).
1.2.2. Matrices de Hessenberg.
Si tenemos en cuenta que {Φn}n>0 es una base ortogonal en el espacio P, de
(1.16), (1.17) y la fórmula de Christoffel-Darboux, deducimos
zΦn(z) =
n+1∑
j=0
λn, jΦ j(z), (1.29)
con
λn, j =

1 si j = n + 1,
−knk j Φn+1(0)Φ j(0) si j 6 n,
0 si j > n + 1,
(1.30)
(ver [63], [92]). Entonces, la representación matricial del operador lineal h : P 7→
P, la multiplicación por z, en términos de la base {Φn}n>0, es
zΦ(z) = HΦΦ(z), (1.31)
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donde Φ(z) = [Φ0(z),Φ1(z), . . . ,Φn(z), . . .]t y HΦ es una matriz de Hessenberg
inferior
HΦ =

λ0,0 1 0 0 . . .
λ1,0 λ1,1 1 0 . . .
...
...
. . .
. . .
. . .
 .
En lo sucesivo, diremos que HΦ es la matriz de Hessenberg asociada a la
familia de polinomios ortogonales mónicos {Φn}n>0.
En el caso definido positivo, si {ϕn}n>0 es la base de P formada por los poli-
nomios ortonormales, entonces, la relación matricial es
zϕ(z) = Hϕϕ(z), (1.32)
donde ϕ(z) =
[
ϕ0(z), ϕ1(z), . . . , ϕn(z), . . .
]t y Hϕ es una matriz de Hessenberg infe-
rior con elementos
hn, j =

κn
κn+1
si j = n + 1,
− κ j
κn
Φn+1(0)Φ j(0) si j 6 n,
0 si j > n + 1.
(1.33)
Proposición 9 SeaL un funcional lineal definido positivo sobre la circunferencia
unidad. Si {ϕn}n>0 es la sucesión de polinomios ortonormales correspondiente a
L y Hϕ es la matriz Hessenberg inferior tal que
zϕ(z) = Hϕϕ(z),
donde ϕ(z) =
[
ϕ0(z), ϕ1(z), . . . ]t, entonces
(i) HϕH∗ϕ = I,
(ii) H∗ϕHϕ = I − λ∞(0)ϕ(0)ϕ(0)∗,
donde I es la matriz identidad.
Prueba. (i) El funcional lineal L satisface
〈zp, zq〉L = 〈p, q〉L , para todo p, q ∈ P.
Entonces
HϕH∗ϕ = Hϕ
〈
ϕ, ϕt
〉
LH∗ϕ
=
〈
Hϕϕ, ϕtHtϕ
〉
L
=
〈
zϕ, zϕt
〉
L =
〈
ϕ, ϕt
〉
L = I.
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(ii) Para n > 0, tenemos(
H∗ϕ
)
(n)
(
Hϕ
)(n)
=
(
κn−1
κn
)2
+ |Φn(0)|2|Φn+1(0)|2 + κ2n|Φn(0)|2
∞∑
j=n+1
|Φ j+1(0)|2
κ2j
,
donde H( j), H( j) representan la j-ésima fila y la j-ésima columna de la matriz H,
respectivamente. Usando en forma reiterada la relación (1.26), se deduce(
H∗ϕ
)
(n)
(
Hϕ
)(n)
= 1 −
(
κn
κn+1
)2 |Φn(0)|2 (1 − |Φn+1(0)|2) + κ2n|Φn(0)|2 ∞∑
j=n+1
|Φ j+1(0)|2
κ2j
= 1 −
(
κn
κn+2
)2 |Φn(0)|2 (1 − |Φn+2(0)|2) + κ2n|Φn(0)|2 ∞∑
j=n+2
|Φ j+1(0)|2
κ2j
...
= 1 − κ2n|Φn(0)|2 lı´mj→∞
1
κ2j
= 1 − |ϕn(0)|2 lı´m
j→∞
1
K j(0, 0)
= 1 − |ϕn(0)|2λ∞(0).
Por otra parte, para 0 6 j < n,(
H∗ϕ
)
(n)
(
Hϕ
)( j)
= ϕn(0)ϕ j(0)
− 1κ2n +
∞∑
l=n
|Φl+1(0)|2
κ2l
 .
Usando la relación (1.26),(
H∗ϕ
)
(n)
(
Hϕ
)( j)
= ϕn(0)ϕ j(0)
− 1κ2n+1 +
∞∑
l=n+1
|Φl+1(0)|2
κ2l

= ϕn(0)ϕ j(0)
− 1κ2n+2 +
∞∑
l=n+2
|Φl+1(0)|2
κ2l
 .
Finalmente, si aplicamos reiteradamente (1.26), se obtiene(
H∗ϕ
)
(n)
(
Hϕ
)( j)
= ϕn(0)ϕ j(0) lı´m
l→∞
1
κ2l
= ϕn(0)ϕ j(0) lı´m
l→∞
1
Kl(0, 0)
= ϕn(0)ϕ j(0)λ∞(0).

El análogo de la Proposición 9 para HΦ, la matriz de Hessenberg asociada a la
familia de polinomios ortogonales mónicos, se enuncia a continuación.
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Proposición 10 Sea L un funcional lineal cuasi-definido sobre la circunferencia
unidad. Si {Φn}n>0 es la sucesión de polinomios mónicos correspondiente a L y
HΦ es la matriz Hessenberg inferior tal que
zΦ(z) = HΦΦ(z),
donde Φ(z) =
[
Φ0(z), Φ1(z), . . . ]t, entonces
(i) HΦDΦH∗Φ = DΦ,
(ii) H∗
Φ
D−1
Φ
HΦ = D−1Φ − λ∞(0)Φ(0)Φ(0)∗,
donde DΦ es la matriz diagonal infinita diag(k0,k1, . . .).
Corolario 11 La matriz Hϕ es unitaria si y sólo si
∞∑
n=0
|Φn(0)|2 = +∞, lo que se
traduce en términos de la medida σ en que logσ′ < L1
(
dθ
2pi
)
, esto es, la medida σ
no pertenece a la clase de Szego˝ (ver [92]).
Además, en este caso, los polinomios son densos en L2(σ). Las filas de la matriz
de Hessenberg son finitas, pero sus columnas pueden tener un número infinito de
elementos distintos de cero. Esto, junto con la restricción de que la medida σ no
debe pertenecer a la clase de Szego˝, representa un importante inconveniente en las
aplicaciones.
Nota 12 Existe otra representación matricial que solventa esta dificultad, desar-
rollada por Cantero, Moral y Velázquez ([18]). Se denomina representación CMV,
y se define de la siguente manera.
Sea Λ(k,l) el subespacio de los polinomios de Laurent generado por {z j}lj=k,
k 6 l, y P(k,l) la proyección ortogonal sobre Λ(k,l) respecto a la forma bilineal
hermitiana (1.13). Definimos
Λ(n) =
Λ(−k,k) n = 2k,Λ(−k,k+1) n = 2k + 1,
y P(n) es la proyección ortogonal sobre Λ(n). Además, definimos
χ(0)n =
z−k n = 2k,zk+1 n = 2k + 1,
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y aplicando el proceso de ortogonalización de Gram-Schmidt, obtenemos la base
CMV mediante
χn = (1 − P(n−1))χ(0)n .
En lugar de considerar la sucesión {1, z, z−1, z2, z−2, . . .}, podríamos de igual
manera considerar la sucesión {1, z−1, z, z−2, z2, . . .}. En estas condiciones, sean
Λ˜(n) =
Λ(−k,k) n = 2k,Λ(−k−1,k) n = 2k + 1,
y P˜(n) la proyección ortogonal sobre Λ˜(n). Además, definimos
x(0)n =
z−k n = 2k,z−k−1 n = 2k + 1,
y la base CMV alternativa mediante
xn = (1 − P˜(n−1))x(0)n .
También definimos
ηn(z) = χ2n(z), n > 0,
τn(z) = χ2n−1(z), n > 1,
sn(z) = x2n(z), n > 0,
tn(z) = x2n−1(z), n > 1.
ηn, τn, sn y tn se pueden expresar en términos de los polinomios ortogonales móni-
cos con respecto a L, Φn, de la siguente manera.
Proposición 13 Se cumple
ηn(z) = z−nΦ∗2n(z),
τn(z) = z−n+1Φ2n−1(z),
sn(z) = z−nΦ2n(z),
tn(z) = z−nΦ∗2n−1(z).
Además,
xn(z) = χn(1/z¯).
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Proposición 14 Las sucesiones {χn}n>0 y {xn}n>0 satisfacen las siguientes rela-
ciones de recurrencia
zχ0 = −Φ1(0)χ0 + ρ0χ1,
z
(
χ2n−1
χ2n
)
= Ξ̂T2n−1
(
χ2n−2
χ2n−1
)
+ Ξ2n
(
χ2n
χ2n+1
)
, n > 1,
z
(
x0
x1
)
=
(−Φ1(0)
ρˆ0
)
x0 + Ξ1
(
x1
x2
)
,
z
(
x2n
x2n+1
)
= Ξ̂T2n
(
x2n−1
x2n
)
+ Ξ2n+1
(
x2n+1
x2n+2
)
, n > 1,
con
Ξn :=
( −ρn−1Φn+1(0) ρn−1ρn
−Φn(0)Φn+1(0) Φn(0)ρn
)
,
Ξ̂n :=
( −ρˆn−1Φn+1(0) ρˆn−1ρˆn
−Φn(0)Φn+1(0) Φn(0)ρˆn
)
,
donde {Φn(0)}n>1 son los parámetros de Verblunsky asociados al funcional L,
ρn = |1 − |Φn+1(0)|2|1/2 y ρˆn = ςnρn, con ςn = sign(1 − |Φn|2).
Las anteriores relaciones de recurrencia proporcionan una representación
matricial que juega un rol similar al de la matriz de Jacobi en la recta real. En
este caso, la matriz pentadiagonal C de la representación CMV resulta ser
Ci, j =
〈
χi, zχ j
〉
L ,
donde {χn}n>0 es la base CMV. Por otro lado, utilizando la base CMV alternativa,
{xn}n>0, obtenemos la matriz C˜ de la representación CMV alternativa,
C˜i, j =
〈
xi, zx j
〉
L .
Además, C˜ es la transpuesta de C. Los elementos de C se pueden expresar en
términos de los coeficientes de Verblunsky {Φn(0)}n>1 asociados al funcional L.
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Proposición 15 Los elementos de la matriz C están dados por〈
η j−1, zη j
〉
L = ρˆ2 j−1ρˆ2 j−2,〈
τ j, zη j
〉
L = Φ2 j−1(0)ρˆ2 j−1,〈
η j−1, zτ j
〉
L = −Φ2 j(0)ρˆ2 j−2,〈
τ j, zτ j
〉
L = −Φ2 j(0)Φ2 j−1(0),〈
η j, zη j
〉
L = −Φ2 j(0)Φ2 j+1(0),〈
τ j+1, zη j
〉
L = Φ2 j(0)ρ2 j,〈
η j, zτ j
〉
L = −Φ2 j+1(0)ρ2 j−1,〈
τ j+1, zτ j
〉
L = ρ2 jρ2 j−1.
Los restantes elementos de la matriz son nulos.
En otras palabras, C es una matriz pentadiagonal de la forma
C =

−Φ1(0) −Φ2(0)ρˆ0 ρˆ1ρˆ0 0 0 . . .
ρ0 −Φ2(0)Φ1(0) Φ1(0)ρˆ1 0 0 . . .
0 −Φ3(0)ρ1 −Φ3(0)Φ2(0) −Φ4(0)ρˆ2 ρˆ3ρˆ2 . . .
0 ρ2ρ1 Φ2(0)ρ2 −Φ4(0)Φ3(0) Φ3(0)ρˆ3 . . .
0 0 0 −Φ5(0)ρ3 −Φ5(0)Φ4(0) . . .
. . . . . . . . . . . . . . . . . .

.
Se puede factorizar Cmediante dos matrices tridiagonalesM yW de la sigu-
iente manera
Proposición 16 Si
Mi, j =
〈
xi, χ j
〉
L ,
Wi, j =
〈
χi, zx j
〉
L ,
entonces
(i) C =WM.
(ii) C˜ =MW.
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(iii) M es una matriz diagonal por bloques, con un bloque de tamaño 1 × 1
seguido de bloques de tamaño 2 × 2.
(iv) W es una matriz diagonal por bloques, con bloques de tamaño2 × 2.
Además, C admite la siguiente factorización.
Proposición 17 Sea
Θ j =
( −Φ j+1(0) ρ j
ρˆ j Φ j+1(0)
)
.
Entonces
M =

1
Θ1
Θ3
. . .
 ,
W =

Θ0
Θ2
Θ4
. . .
 .
1.2.2.1. Ejemplo.
Si dσ = 1−|β|
2
|z−β|2
dθ
2pi , |β| < 1, tenemos Φ1(0) = −β y Φk(0) = 0, k = 2, 3, . . .. Luego,
M =

1 (
0 1
1 0
)
(
0 1
1 0
)
. . .

,
W =

(
β (1 − |β|2) 12
(1 − |β|2) 12 −β¯
)
(
0 1
1 0
)
. . .

,
y, finalmente,
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C =

β 0 (1 − |β|2) 12
(1 − |β|2) 12 0 −β¯
0 0 0 1
1 0 0 0
0 0 0 1
1 0 0 0
. . .

.
1.2.3. Transformaciones espectrales en la circunferencia unidad.
1.2.3.1. Transformaciones espectrales lineales.
Consideramos tres casos de transformaciones canónicas introducidas en [25].
(i) La perturbación dσ˜ = |z − α|2dσ, |z| = 1, α ∈ C, es la llamada transforma-
ción canónica de Christoffel (ver [73]).
(ii) La perturbación dσ˜ = dσ+ Mcδ(z−α)+ Mcδ(z− α¯−1), α ∈ C  {0}, Mc ∈ C,
es la llamada transformación de Uvarov (ver [68] ).
(iii) La perturbación dσ˜ = dσ|z−α|2 + Mcδ(z − α) + M¯cδ(z − α¯−1), |z| = 1, m ∈ C y|α| , 1, es la llamada transformación de Geronimus (ver [47],[33],[72]).
Estas tres transformaciones corresponden, de una manera análoga al caso de la
recta real, a transformaciones espectrales lineales de la función de Carathéodory
correspondiente, y serán estudiadas con más detalle en los siguientes capítulos
de esta memoria. Este enfoque fué iniciado en [68]. Las denotaremos mediante
FC(α), FU(α,Mc) y FG(α, Mc), respectivamente.
1.2.3.2. Polinomios asociados de segunda especie en la circunferencia unidad.
SeaL un funcional lineal Hermitiano cuasi-definido, normalizado tal que c0 =
1 y sea {Φn}n>0 la sucesión de polinomios mónicos ortogonal respecto al funcional
lineal L. La sucesión de polinomios {Ωn}n>0 definida por
Ωn(z) = L
(
y + z
y − z (Φn(y) − Φ(z))
)
, n > 1, (1.34)
Ω0(z) = 1, (1.35)
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se denomina sucesión de polinomios de segunda especie asociados con el fun-
cional L. Nótese que el grado de Ωn es n, y que Ωn(z) es mónico.
Estos polinomios también satisfacen la relación de recurrencia
Ωn+1(z) = zΩn(z) − Φn+1(0)Ω∗n(z), n > 0,
y, por tanto, {Ωn}n>0 es una sucesión de polinomios ortogonales mónicos con re-
specto a un funcional lineal Hermitiano cuasi-definido que denotaremos LΩ.
Proposición 18 [68] Sea Φn(z) el polinomio ortogonal mónico de grado n aso-
ciado con el funcional lineal L y sea Ωn(z) tal y como se ha definido en (1.34).
Entonces
(i) Φn(z)F(z) + Ωn(z) = O(zn), |z|<1,
(ii) Φ∗n(z)F(z) −Ω∗n(z) = O(zn+1), |z|<1,
(iii) FΩ(z) = 1F(z) ,
donde F(z) y FΩ(z) son las funciones de Carathéodory asociadas a los funcionales
lineales L y LΩ, respectivamente.
Así, este es un caso especial de transformación espectral racional propia de
F(z), que en adelante se denotará por FΩ.
1.2.3.3. Transformación de Aleksandrov.
Consideremos la familia de parámetros de Verblunsky {Φn(0)}n>1 y sea λ un
número complejo con |λ| = 1. La transformación que resulta al considerar una
nueva familia de parámetros de Verblunsky definidos por {Φλn(0)}n>1, donde Φλn(0) =
λΦn(0), se denomina transformación de Aleksandrov. En el caso especial λ =
−1, los polinomios resultantes son los polinomios asociados de segunda especie
definidos en el apartado anterior.
La correspondiente sucesión de polinomios ortogonales mónicos, {Φλn}n>0, puede
escribirse en términos de Φn y Ωn como sigue
Φλn(z) =
1
2
(1 + λ)Φn(z) +
1
2
(1 − λ)Ωn(z),
(Φλn)
∗(z) =
1
2
(1 + λ¯)Φ∗n(z) +
1
2
(1 − λ¯)Ω∗n(z).
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Además, las correspondientes funciones de Carathéodory están relacionadas
mediante
Fλ(z) =
(λ + 1)F(z) + λ − 1
(λ − 1)F(z) + λ + 1 . (1.36)
Por otra parte, si denotamos por Hλ
Φ
la matriz de Hessenberg correspondiente
a la sucesión de polinomios ortogonales {Φλn}n>1, estudiamos a continuación la
relación entre Hλ
Φ
y HΦ.
Dado que Φλn(0) = λΦn(0), con |λ| = 1, deducimos de (1.26) que k
λ
n+1
kλn
= kn+1kn ,
n > 0, así como kλ0 =
(λ+1)k0+λ−1
(λ−1)k0+λ+1 . Es decir, k
λ
n =
kλ0
k0
kn.
Luego, de acuerdo con (1.30), los elementos de la matriz Hλ
Φ
son los mismos
de la matriz HΦ, excepto los elementos de la primera columna, que están multi-
plicados por λ. Por tanto,
Hλ = HΦdiag(λ, 1, 1, . . .).
1.2.3.4. Polinomios asociados de orden N en la circunferencia unidad.
Sea {Φn}n>0 la sucesión de polinomios ortogonales mónicos respecto a un fun-
cional lineal cuasi-definido L. Denotamos por {Φ(N)n }n>0 los polinomios asociados
de orden N de {Φn}n>0, que están generados por la relación de recurrencia
Φ
(N)
n+1(z) = zΦ
(N)
n (z) + Φn+N+1(0)(Φ
(N)
n )
∗(z), n > 0. (1.37)
Obsérvese que {Φ(N)n }n>0 es también una sucesión de polinomios ortogonales móni-
cos con respecto a un funcional lineal cuasi-definido LN . Denotaremos esta trans-
formación por F (N), esto es, F (N)[F(z)] = F(N)(z), donde F(z) y F(N)(z) son las
funciones de Carathéodory asociadas a los funcionales respecto a los que son or-
togonales {Φn}n>0 y {Φ(N)n }n>0, respectivamente.
La función de Carathéodory F(N)(z) se puede expresar como una transforma-
ción espectral racional de F(z), como sigue (ver [83])
F(N)(z) =
A(z)F(z) + B(z)
C(z)F(z) + D(z)
, (1.38)
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donde
A(z) = ΦN(z) + Φ∗N(z),
B(z) = ΩN(z) −Ω∗N(z),
C(z) = ΦN(z) − Φ∗N(z),
D(z) = ΩN(z) + Ω∗N(z).
Por otro lado, si denotamos por HN la matriz de Hessenberg correspondiente
a {Φ(N)n }n>0, consideremos ahora la relación entre HN y HΦ. Observando que
kNn+1
kNn
= 1 − |ΦNn+1(0)|2
= 1 − |ΦNn+N+1(0)|2
=
kn+N+1
kn+N
,
de (1.30), se sigue que las entradas de la matriz HN están dadas por
hNk, j =

1 si j = k + 1,
−kNkkNj Φ
N
n+1(0)Φ
N
j (0) si j 6 k,
0 si j > k + 1,
a excepción de las entradas de la primera columna, que satisfacen hNk,0 = hk+N,0,
k ∈ N, las restantes entradas satisfacen
hNk, j =

hk+N,k+N+1 si j = k + 1,
hk+N, j+N si 1 6 j 6 k,
0 si j > k + 1.
Luego,
HNdiag(ΦN(0), 1, 1, . . .) = (Zt)NHΦZN , N > 1,
donde Z es la matriz infinita con 1 en la subdiagonal principal inferior y las
restantes entradas son nulas.
1.2.3.5. Los polinomios antiasociados de orden N en la circunferencia unidad.
Sea {Φn}n>0 la sucesión de polinomios ortogonales mónicos con respecto a un
funcional lineal cuasi-definido L−N . Sean ν1, ν2, . . . , νN números complejos con
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|ν j| < 1, 1 6 j 6 N. Denotamos los polinomios antiasociados de orden N de
{Φn}n>0, {Φ(−N)n }n>0, como los polinomios mónicos generados por los parámetros
de Verblunsky {Φˆn(0)}n>1 = {ν j}Nj=1
⋃{Φ j(0)}∞j=1. Denotaremos esta transformación
por F (−N), esto es, F (−N)[F(z)] = F(−N)(z). F(−N)(z) es la función de Carathéodory
asociada con el funcional de ortogonalidad de {Φ(−N)n }n>0.
F(−N)(z) se puede expresar como una transformación espectral racional de F(z)
como sigue (ver [83])
F(−N)(z) =
A˜(z)F(z) + B˜(z)
C˜(z)F(z) + D˜(z)
, (1.39)
donde
A˜(z) = Ω˜N(z) + Ω˜∗N(z),
B˜(z) = Ω˜∗N(z) − Ω˜N(z),
C˜(z) = Φ˜∗N(z) − Φ˜N(z),
D˜(z) = Φ˜N(z) + Φ˜∗N(z),
donde Φ˜N(z) (respectivamente Ω˜N(z)) es el polinomio de grado N generado a partir
de los números complejos ν1, ν2, . . . , νN (respectivamente −ν1,−ν2, . . . ,−νN), a
través de la relación de recurrencia. Es decir, Ω˜N(z) es el polinomio de segunda
especie asociado a Φ˜N(z) respecto al funcional L−N .
Finalmente, obsérvese que F (N) ◦ F (−N)[F(z)] = F(z) (transformación identi-
dad), mientras que el recíproco, en general, no se cumple, ya que depende de la
elección de los parámetros libres en la transformación F (−N).
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CAPÍTULO 2
Transformaciones espectrales lineales I.
En el presente capítulo se estudian dos transformaciones espectrales lineales
que resultan de la modificación polinómica de un funcional lineal cuasi-definido
L.
Por un lado, al multiplicar dicho funcional por un polinomio trigonométrico
positivo de grado 1, obtenemos la llamada transformación de Christoffel. En el
caso definido positivo, esta transformación corresponde a una multiplicación de
la medida de ortogonalidad σ asociada a L por un polinomio trigonométrico pos-
itivo de grado 1. En particular, analizamos la condición necesaria y suficiente para
que el nuevo funcional lineal LC sea también cuasi-definido, la relación existente
entre las familias de polinomios ortogonales mónicos correspondientes, la trans-
formación obtenida en términos de las funciones de Carathéodory asociadas, la
relación entre las matrices de Hessenberg asociadas al operador de multiplicación
por z y, por último, la relación entre las correspondientes familias de parámetros
de Verblunsky, así como algunas propiedades relacionadas con su comportamien-
to asintótico.
Por otra parte, realizamos un estudio análogo para el funcional lineal LR
(LI) obtenido mediante la multiplicación del funcional lineal L por un polinomio
trigonométrico de grado 1, no necesariamente positivo. Finalmente, se muestran
ejemplos de ambas transformaciones espectrales.
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2.1. La transformación de Christoffel.
Consideremos el funcional bilineal
〈p, q〉LC := 〈(z − α)p, (z − α)q〉L , p, q ∈ P, (2.1)
de tal manera que el funcional lineal asociado LC es hermitiano. Parece natural
preguntar qué condiciones se requieren para que (2.1) sea cuasi-definido, supuesto
que L también lo sea. La respuesta a esta pregunta es
Teorema 19 [25] El funcional lineal LC, cuya forma bilineal asociada es (2.1),
es cuasi-definido si y sólo si Kn(α, α) , 0, para todo n > 0.
LC se denomina transformada canónica de Christoffel del funcional lineal L.
Si Kn(α, α) , 0, para todo n > 0, existe una sucesión de polinomios ortogonales
mónicos asociados a LC, que denotaremos {Rn}n>0. En estas condiciones es posi-
ble determinar la relación entre {Φn}n>0, la sucesión de polinomios ortogonales
mónicos asociados a L, y {Rn}n>0.
Proposición 20 Sea {Φn}n>0 la sucesión de polinomios ortogonales mónicos aso-
ciados al funcional lineal L. Entonces, la sucesión de polinomios ortogonales
mónicos {Rn}n>0 asociados al funcional lineal LC está dada por
Rn(z) =
1
z − α
(
Φn+1(z) − Φn+1(α)Kn(α, α)Kn(z, α)
)
, n > 0. (2.2)
La representación matricial de (2.2) es
(z − α)R(z) = NΦ(z), (2.3)
donde R(z) = [R0(z),R1(z), . . .]t, Φ(z) = [Φ0(z),Φ1(z), . . .]t y N es una matriz de
Hessenberg inferior con entradas
ni, j =

−Φi+1(α)Φ j(α)Ki(α,α) , si j 6 i,
1 si j = i + 1,
0, si j > i + 1.
(2.4)
Supongamos ahora que el funcional lineal L es definido positivo, y sea {ϕn}n>0
la sucesión de polinomios ortonormales con respecto a L, dada por
ϕn(z) = κnΦn(z).
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Estudiaremos la perturbación LC del funcional lineal L introducida en (2.1).
Notemos que el nuevo funcional linealLC es también hermitiano y definido positi-
vo, y entonces podemos considerar la familia {ψn}n>0 de polinomios ortonormales
asociada al funcional LC.
Procedamos ahora a mostrar la relación entre las matrices de Hessenberg Hϕ y
Hψ asociadas al operador de multiplicación por z en términos de las bases {ϕn}n>0
y {ψn}n>0, respectivamente. En primer lugar, deduciremos una expresión que rela-
ciona los polinomios ortonormales {ϕn}n>0 y {ψn}n>0 con respecto a L y LC, re-
spectivamente.
A partir de (2.2) mediante la correspondiente normalización obtenemos
(z − α)ψn(z) =
√
Kn(α, α)
Kn+1(α, α)
ϕn+1(z) −
n∑
j=0
ϕn+1(α)ϕ j(α)√
Kn+1(α, α)Kn(α, α)
ϕ j(z). (2.5)
2.1.1. Matrices de Hessenberg.
Si consideramos
ϕ(z) = [ϕ0(z), ϕ1(z), . . . , ϕn(z), . . .]t y ψ(z) = [ψ0(z), ψ1(z), . . . , ψn(z), . . .]t,
entonces, en forma matricial, la expresión (2.5) resulta ser
(z − α)ψ(z) = MCϕ(z), (2.6)
donde MC es una matriz Hessenberg inferior cuyas entradas mi, j están dadas por
mi, j =

− ϕi+1(α)ϕ j(α)√
Ki+1(α,α)Ki(α,α)
, si j 6 i,√
Ki(α,α)
Ki+1(α,α)
, si j = i + 1,
0, si j > i + 1.
(2.7)
Proposición 21 ([73]) La matriz MC satisface
(i) MCM∗C = I.
(ii) M∗CMC = I − λ∞(α)ϕ(α)ϕ(α)∗.
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Prueba. Debido al carácter ortonormal de {ϕn}n>0 y {ψn}n>0 respecto a L y LC,
respectivamente, obtenemos
I =
〈
ψ(z),ψ(z)t
〉
LC =
〈
(z − α)ψ(z), (z − α)ψt(z)〉L
=
〈
MCϕ(z), ϕ(z)tMtC
〉
L = MC
〈
ϕ(z), ϕ(z)t
〉
LM∗C = MCM
∗
C.
(ii) Para j = 0, 1, . . .
M∗C ( j)M
( j)
C =
K j−1(α, α)
K j(α, α)
+ |ϕ j(α)|2
∞∑
l= j
|ϕl+1(α)|2
Kl+1(α, α)Kl(α, α)
=
K j−1(α, α)
K j(α, α)
+ |ϕ j(α)|2
∞∑
l= j
(
1
Kl(α, α)
− 1
Kl+1(α, α)
)
= 1 − |ϕ j(α)|
2
K∞(α, α)
= 1 − λ∞(α)|ϕ j(α)|2.
Para k < j
M∗C (k)M
( j)
C = −
1
K j(α, α)
ϕk(α)ϕ j(α) + ϕk(α)ϕ j(α)
∞∑
l= j
|ϕl+1(α)|2
Kl+1(α, α)Kl(α, α)
= ϕk(α)ϕ j(α)
− 1K j(α, α) +
∞∑
l= j
(
1
Kl(α, α)
− 1
Kl+1(α, α)
)
= −ϕk(α)ϕ j(α)
K∞(α, α)
= −λ∞(α)ϕk(α)ϕ j(α).

Nota 22 De acuerdo con el Teorema 6, la matriz MC es unitaria si |α| > 1. Si
|α| = 1 entonces λ∞(α) = 0 siempre y cuando σ({α}) = 0.
Si |α| < 1 y
∞∑
n=0
|Φn(0)|2 = ∞, esto es, si la medida σ no pertenece a la clase
de Szego˝, entonces MC es unitaria.
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A continuación, mostramos el resultado análogo a la proposición anterior para
las submatrices principales (ver [73])
Proposición 23 Sea MCn la submatriz principal de dimensión n × n de MC.
(i) Consideremos el vector columna en = [0, . . . , 0, 1]t ∈ C(n,1), entonces
MCnMC∗n = In − Kn−1(α,α)Kn(α,α) ene∗n,
donde In denota la matriz unidad de dimensión n × n.
(ii) Sea ϕ(n)(α) = [ϕ0(α), ϕ1(α), . . . , ϕn−1(α)]t, entonces
MC∗nMCn = In − 1Kn(α,α)ϕ(n)(α)ϕ(n)∗(α).
Prueba. Para 0 6 k 6 n − 2, deducimos
(MCn)(k)(MC∗n)(k) =
|ϕk+1(α)|2
Kk+1(α,α)Kk(α,α)
k∑
l=0
|ϕl(α)|2 + Kk(α, α)Kk+1(α, α)
=
|ϕk+1(α)|2
Kk+1(α,α)Kk(α,α)
Kk(α, α) +
Kk(α,α)
Kk+1(α,α)
= 1.
Por otro lado,
(MCn)(n−1)(MC∗n)(n−1) =
|ϕn(α)|2
Kn(α,α)Kn−1(α,α)
n−1∑
l=0
|ϕl(α)|2
=
|ϕn(α)|2
Kn(α,α)
= 1 − Kn−1(α,α)Kn(α,α) .
Finalmente, para k < j, obtenemos
(MCn)(k)(MC∗n)( j) =
k∑
l=0
ϕk+1(α)ϕ j+1(α) |ϕl(α)|2√
Kk+1(α, α)Kk(α, α)
√
K j+1(α, α)K j(α, α)
− ϕk+1(α)ϕ j+1(α)√
K j+1(α, α)K j(α, α)
√
Kk(α, α)
Kk+1(α, α)
=
ϕk+1(α)ϕ j+1(α)√
Kk+1(α, α)Kk(α, α)K j+1(α, α)K j(α, α)
 k∑
l=0
|ϕl(α)|2 − Ki(α, α)

= 0.
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(ii) Para 1 6 k 6 n − 1,
(MC∗n)(k)(MCn)(k) =
Kk−1(α, α)
Kk(α, α)
+
n−1∑
l=k
|ϕk(α)|2|ϕl+1(α)|2
Kl+1(α, α)Kl(α, α)
=
Kk−1(α, α)
Kk(α, α)
+ |ϕk(α)|2
n−1∑
l=k
(
1
Kl(α, α)
− 1
Kl+1(α, α)
)
=
Kk−1(α, α)
Kk(α, α)
+ |ϕk(α)|2
(
1
Kk(α, α)
− 1
Kn(α, α)
)
= 1 − |ϕk(α)|
2
Kn(α, α)
,
así como
(MC∗n)(0)(MCn)(0) =
n−1∑
l=0
|ϕ0(α)|2|ϕl+1(α)|2
Kl+1(α, α)Kl(α, α)
= |ϕ0(α)|2
n−1∑
l=0
(
1
Kl(α, α)
− 1
Kl+1(α, α)
)
= 1 − 1
Kn(α, α)
.
Finalmente, para k < j,
(MC∗n)(k)(MCn)( j) = −
ϕk(α)ϕ j(α)√
K j(α, α)K j−1(α, α)
√
K j−1(α, α)
K j(α, α)
+
n−1∑
l=k
|ϕl+1(α)|2ϕk(α)ϕ j(α)
Kl+1(α, α)Kl(α, α)
= −ϕk(α)ϕ j(α)
K j(α, α)
+ ϕk(α)ϕ j(α)
n−1∑
l= j
|ϕl+1(α)|2
Kl+1(α, α)Kl(α, α)
= −ϕk(α)ϕ j(α)
 1K j(α, α) −
n−1∑
l= j
(
1
Kl(α, α)
− 1
Kl+1(α, α)
)
= −ϕk(α)ϕ j(α)
Kn(α, α)
.

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En la literatura, la matriz MCn se denomina casi-unitaria (ver [63], [92]) en el
sentido de que las primeras n − 1 filas constituyen un conjunto ortonormal, y la
última fila es ortogonal con respecto a ese conjunto, pero no está normalizada.
Para obtener una relación entre las matrices de Hessenberg Hϕ y Hψ, intro-
ducimos la matriz de cambio de base Lϕψ tal que ϕ(z) = Lϕψψ(z). Esta matriz
puede expresarse en términos de las matrices Hϕ y MC de la siguiente manera
Proposición 24
Lϕψ = (Hϕ − αI)M∗C. (2.8)
Prueba. Sea Lϕψ la matriz de cambio de base tal que ϕ(z) = Lϕψψ(z). Entonces
(z − α)ψ(z) = (z − α)L−1ϕψϕ(z).
De la relación (2.6) obtenemos
MCϕ(z) = L−1ϕψ(Hϕ − αI)ϕ(z).
De esta forma,
LϕψMC = Hϕ − αI,
y dado que MCM∗C = I (Proposición 21), se sigue el enunciado. 
De la proposición anterior, se deduce
Proposición 25
Hψ − αI = MCLϕψ.
Prueba. De la expresión (2.6),
(z − α)ψ(z) = MCϕ(z).
Por tanto,
(Hψ − αI)ψ(z) = MCLϕψψ(z),
y, en consecuencia, deducimos el enunciado. 
Para calcular Hψ partiendo de Hϕ, primero necesitamos encontrar la matriz tri-
angular inferior Lϕψ. De las expresiones (2.7) y (2.8), mediante cálculos sencillos
deducimos
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Proposición 26 Las entradas ln, j de la matriz Lϕψ son
ln, j =

kn
kn+1
√
Kn+1(α,α)
Kn(α,α)
, j = n,
ϕn(α)
(
Φn+1(0)
kn kn−1ϕ
∗
n−1(α)
)
√
Kn(α,α)Kn−1(α,α)
−
(
Φn+1(0)Φn(0) + α
) √
Kn−1(α,α)
Kn(α,α)
, j = n − 1,
Φn+1(0)
kn
√
K j(α,α)K j+1(α,α)
(
k jϕ j+1(α)ϕ∗j(α) − ϕ j+1(0)K j(α, α)
)
, j 6 n − 2,
0, en otro caso.
Obsérvese que, para sucesiones de polinomios ortogonales mónicos, teniendo
en cuenta que ϕn(z) = κnΦn(z), la matriz de cambio de base LΦR, tal que Φ(z) =
LΦRR(z), puede expresarse en términos de Lϕψ como
LΦR = D−1Φ LϕψDR, (2.9)
donde DΦ = diag(κ0, κ1, . . .), DR = diag(r0, r1, . . .) y r j es el coeficiente principal
de ψ j(z).
2.1.1.1. Ejemplo
Consideremos ahora los funcionales bilineales
〈p, q〉L =
∫ 2pi
0
p(eiθ)q(eiθ)
1
|eiθ − β|2
dθ
2pi
,
〈p, q〉LC =
∫ 2pi
0
p(eiθ)q(eiθ)
|eiθ − α|2
|eiθ − β|2
dθ
2pi
,
con α, β ∈ C, |β| < 1 y |α| = 1 (ver [47]). En este caso, es bien conocido que la
sucesión {ϕn}n>0 está dada por
ϕ0(z) =
(
1 − |β|2
) 1
2
, ϕn(z) = zn−1(z − β), para n > 1.
De esta manera,
Hϕ − αI =

β − α
(
1 − |β|2
) 1
2 0 · · ·
0 −α 1 0
0 0 −α 1 . . .
...
. . .
. . .
. . .

,
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y el n-ésimo núcleo reproductor Kn(z, α) correspondiente a L es
Kn(z, α) = 1 − |β|2 +
n∑
j=1
(z − β)(α − β)
( z
α
) j−1
.
En consecuencia, tenemos
Kn(α, α) = 1 − |β|2 + n|α − β|2.
Las entradas ml, j de MC son
ml, j =

− α
l(α − β)(1 − |β|2) 12√
Kl(α, α)Kl+1(α, α)
, si j = 0,
− |α − β|
2αl− j+1√
Kl(α, α)Kl+1(α, α)
, si 1 6 j 6 l,√
Kl(α, α)
Kl+1(α, α)
, si j = l + 1,
0, en otro caso.
(2.10)
De (2.8), deducimos que Lϕψ = (Hϕ − αI)M∗C. De ahí, obtenemos las entradas
lr, j de la matriz Lϕψ
lr, j =

√
K1(α, α), j = r = 0,
−α
√
Kr−1(α, α)
Kr(α, α)
, j = r − 1,√
Kr+1(α, α)
Kr(α, α)
, j = r,
0, en otro caso.
(2.11)
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De acuerdo con la Proposición 25 las entradas h˜r, j de la matriz Hψ − αI son
h˜r, j =

−
(
α − β + αK0(α, α)
K1(α, α)
)
, si r = j = 0,
− α
r−1(1 − |β|2) 12 (α − β)2√
K1(α, α)Kr(α, α)Kr+1(α, α)
, si j = 0, r > 1,
√
Kr(α, α)Kr+2(α, α)
Kr+1(α, α)
, si j = r + 1,
−α
( |α − β|2
Kr(α, α)
− Kr(α, α)
Kr+1(α, α)
)
, si 1 6 j = r,
− |α − β|
4αr− j+1√
Kr(α, α)Kr+1(α, α)K j(α, α)K j+1(α, α)
, si 1 6 j < r,
0, en otro caso.
2.1.2. Funciones de Carathéodory.
Sea L un funcional lineal definido positivo en Λ y sea F(z) la correspondi-
ente función de Carathéodory. Consideremos ahora una transformación espectral
racional lineal F˜ de F, de la siguiente manera
F˜(z) =
A(z)F(z) + B(z)
D(z)
, (2.12)
donde A(z), B(z) y D(z) son polinomios en z. La función F˜ es analítica en un
entorno de z = 0, es decir,
F˜(z) = c˜0 + 2
∞∑
n=0
c˜−nzn,
donde c˜0 ∈ R, c˜−k ∈ C para k ∈ N, y lı´m sup |c˜k| 1k < ∞, y puede ser asociada con
el funcional lineal L˜ en Λ definido por〈
L˜, zn
〉
= c˜n, n ∈ Z,
con el convenio c˜n = c˜−n, n ∈ N.
Sea L˜ un funcional lineal tal que el funcional bilineal asociado satisface
〈p, q〉L˜ = 〈(z − α)p, (z − α)q〉L , α ∈ C. (2.13)
48
2.1. La transformación de Christoffel. 49
Es decir, L˜ = LC, la transformación canónica de Christoffel de L definida en
(2.1).
Si
FC(z) = c˜0 + 2
∞∑
n=1
c˜−nzn,
con c˜−k =
〈
1, zk
〉
LC , probaremos que es una transformación espectral lineal de F.
Dado que
c˜−k =
〈
1, zk
〉
LC
=
〈
(z − α, (z − α)zk
〉
L
=
〈
z − α, zk+1 − αzk
〉
L
= c−k − αc−(k+1) − α¯c−(k−1) + |α|2c−k
=
(
1 + |α|2
)
c−k − αc−(k+1) − α¯c−(k−1), k ∈ Z,
se sigue que
FC(z) = c˜0 + 2
∞∑
n=1
c˜−nzn
=
(
1 + |α|2
)
c0 − αc−1 − α¯c1 − 2α¯
∞∑
n=1
c−(n−1)zn − 2α
∞∑
n=1
c−(n+1)zn
+ 2
∞∑
k=1
(
1 + |a|2
)
ckzk
=
(
1 + |α|2
)
F(z) − α¯
c1 + 2 ∞∑
k=0
c−nzn+1
 − α c−1 + 2 ∞∑
k=2
c−nzn−1
 .
Como consecuencia,
FC(z) =
(
1 + |α|2
)
F(z) − α¯
(
c1 + z (F(z) + c0)
)
− α
(
c−1 +
1
z
(F(z) − c0 − 2c−1z)
)
=
−α¯z2 +
(
1 + |α|2
)
z − α
z
F(z) +
−α¯c0z2 + (αc−1 − α¯c1) z + αc0
z
.
Así pues,
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Proposición 27
FC(z) =
A(z)F(z) + B(z)
D(z)
, (2.14)
donde
A(z) = (1 − α¯z)(z − α),
B(z) = −α¯c0z2 + (αc−1 − α¯c1) z + αc0,
D(z) = z.
2.1.3. Coeficientes de Verblunsky
Ahora encontraremos la relación entre {Φn(0)}n>1, la familia de coeficientes de
Verblunsky asociados a la sucesión de polinomios ortogonales mónicos {Φn}n>0,
respecto al funcional linealL, y la familia de coeficientes de Verblunsky {Rn(0)}n>1
correspondientes a {Rn}n>0, la sucesión de polinomios ortogonales mónicos re-
specto a LC.
Proposición 28 Sea {Φn(0)}n>1 la familia de coeficientes de Verblunsky corre-
spondientes a {Φn}n>0, la sucesión de polinomios ortogonales mónicos con re-
specto al funcional lineal L. Entonces, la familia de coeficientes de Verblunsky
correspondientes a {Rn}n>0, resulta ser
Rn(0) =
Φn+1(α)Φ∗n(α)
αknKn(α, α)
− Φn+1(0)
α
, n > 1. (2.15)
Prueba. Usando (2.2) y evaluando en z = 0, obtenemos
Rn(0) = −α−1
(
Φn+1(0) − Φn+1(α)Kn(α, α)Kn(0, α)
)
.
Aplicando la fórmula de Christoffel-Darboux,
Rn(0) = −α−1
(
Φn+1(0) − Φn+1(α)knKn(α, α)Φ
∗
n(0)Φ∗n(α)
)
(2.16)
=
Φn+1(α)Φ∗n(α)
αknKn(α, α)
− Φn+1(0)
α
, (2.17)
dado que Φ∗n(0) = 1.
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Otra manera de expresar (2.17) es
Rn(0) =
[αΦn(α) + Φn+1(0)Φ∗n(α)]Φ∗n(α)
αknKn(α, α)
− Φn+1(0)
α
=
[ |Φ∗n(α)|2
knKn(α, α)
− 1
]
Φn+1(0)
α
+
Φn(α)Φ∗n(α)
knKn(α, α)
,
es decir, existe una dependencia lineal entre ambas familias de coeficientes de
Verblunsky.
Notemos que, si |α| , 1, la expresión para los coeficientes de Verblunsky
{Rn(0)}n>1 en términos de Φn(α) y Φ∗n(α) es
Rn(0) =
Φn+1(α)Φ∗n(α)(1 − |α|2)
α[|Φ∗n(α)|2 − |α|2|Φn(α)|2]
− Φn+1(0)
α
=
[αΦn(α) + Φn+1(0)Φ∗n(α)]Φ∗n(α)(1 − |α|2)
α[|Φ∗n(α)|2 − |α|2|Φn(α)|2]
− Φn+1(0)
α
=
1
α
(αΦn(α)Φ∗n(α) + Φn+1(0)|Φ∗n(α)|2)(1 − |α|2)
|Φ∗n(α)|2 − |α|2|Φn(α)|2
− 1
α
Φn+1(0)|Φ∗n(α)|2 + |α|2Φn+1(0)|Φn(α)|2
|Φ∗n(α)|2 − |α|2|Φn(α)|2
.
Así pues
Rn(0) =
Φn(α)Φ∗n(α)(1 − |α|2) + α¯Φn+1(0)[|Φn(α)|2 − |Φ∗n(α)|2]
|Φ∗n(α)|2 − |α|2|Φn(α)|2
,
Es decir, Rn(0) se puede expresar mediante
Rn(0) = A(α; n)Φn+1(0) + B(α; n),
con
A(α; n) =
α¯[|Φn(α)|2 − |Φ∗n(α)|2]
|Φ∗n(α)|2 − |α|2|Φn(α)|2
,
B(α; n) =
Φn(α)Φ∗n(α)(1 − |α|2)
|Φ∗n(α)|2 − |α|2|Φn(α)|2
.
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Por otra parte, si |α| = 1,
Kn(z, α) =
Φ∗n+1(α)Φ
∗
n+1(z) − Φn+1(α)Φn+1(z)
kn+1(1 − α¯z)
=
αΦn+1(α)Φn+1(z) − α¯nΦn+1(α)Φ∗n+1(z)
kn+1(z − α) ,
y aplicando la regla de L’Hospital, obtenemos
Kn(α, α) = lı´m
z→α Kn(z, α) =
αΦn+1(α)Φ
′
n+1(z) − α¯nΦn+1(α)Φ∗
′
n+1(z)
kn+1
=
αΦn+1(α)Φ
′
n+1(α) − α¯nΦn+1(α)Φ∗
′
n+1(α)
kn+1
.
Por tanto,
Rn(0) =
kn+1Φn+1(α)Φ∗n(α)
αkn[αΦn+1(α)Φ
′
n+1(α) − α¯nΦn+1(α)Φ∗′n+1(α)]
− Φn+1(0)
α
=
Φn+1(α)Φ∗n(α)(1 − |Φn+1(0)|2)
α[αΦn+1(α)Φ
′
n+1(α) − α¯nΦn+1(α)Φ∗′n+1(α)]
− Φn+1(0)
α
.

Teorema 29 ([80], [82] ) Supongamos que
∑∞
n=0 |Φn(0)|2 < ∞ y
∑∞
n=0 |Φn+1(0) −
Φn(0)| < ∞. Entonces, para todo δ > 0,
sup
n;δ<arg(z)<2pi−δ
|Φ∗n(z)| < ∞.
Además, fuera de z = 1, tenemos que existe lı´mn→∞Φ∗n(z), es continuo e igual a
D(0)D(z)−1, donde D(z) es la función de Szego˝ definida en (1.22). Por otra parte,
dµs = 0 o si no, es a lo más una medida discreta consistente en un punto con masa
en |z| = 1.
Proposición 30 Supongamos que
∑∞
n=0 |Φn(0)|2 < ∞ y
∑∞
n=0 |Φn+1(0)−Φn(0)| < ∞.
Entonces, para |α| 6 1, α , 1,
(i)
∑∞
n=0 |Rn(0)|2 < ∞.
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(ii)
∑∞
n=0 |Rn+1(0) − Rn(0)| < ∞.
Prueba.
(i) Llamamos
tn+1 =
Φn+1(α)Φ∗n(α)
αknKn(α, α)
.
Sea |α| = 1. Obsérvese que Φn+1(α) = αn+1Φ∗n+1(α) y, por el Teorema 29,
sabemos que lı´mn→∞Φ∗n(α) = D(0)D(α)
−1, donde D es la función de Szego˝.
Esto también implica que 1/Kn(α, α) = O(1/n).
Para |α| < 1, obsérvese que Φn(α) y Φ∗n(α) son O(αn) y 1/K∞(α, α) =
λ∞(α) > 0, donde λn es la función de Christoffel asociada a σ.
Entonces tn+1 es O(1/n). Dado que
∑∞
n=0 |Φn(0)|2 < ∞ y tn+1 es O(1/n), en-
tonces
∑∞
n=0 |Rn(0)|2 < ∞.
(ii) Dado que
∑∞
n=0 |Φn+1(0) − Φn(0)| < ∞, solo necesitamos probar que
∞∑
n=0
|tn+1 − tn| < ∞.
Nótese que, de la relación de recurrencia se tiene
Φ∗n+1(α) − Φ∗n(α) = Φn+1(0)αΦn(α).
Entonces |Φ∗n+1(α) − Φ∗n(α)| = O(|Φn+1(0)|) y, por tanto,∣∣∣∣∣∣ (Φ∗n+1(α) − Φ∗n(α))Φ∗n+1(α)knKn(α, α)
∣∣∣∣∣∣ = O
( |Φn+1(0)|
n
)
. (2.18)
Por otro lado,∣∣∣∣∣∣∣
(
1
Kn+1(α, α)
− 1
Kn(α, α)
)
Φn(α)Φ∗n−1(α)
kn
∣∣∣∣∣∣∣ = O
(
1
n2
)
. (2.19)
Entonces, usando (2.18) y (2.19) tenemos
|tn+1 − tn| = O
( |Φn+1(0)|
n
)
+ O
(
1
n2
)
,
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y, por tanto,
∞∑
n=0
|tn+1 − tn| < ∞.

Por último, consideremos el ejemplo mostrado en la Sección 2.1.1.1. Para este
caso, tenemos
Kn(z, α) =
Φ∗n+1(α)Φ
∗
n+1(z) − Φn+1(α)Φn+1(z)
(1 − α¯z)kn+1 ,
=
(1 − βα¯)(1 − β¯z) − (α¯z)n(α¯ − β¯)(z − β)
1 − α¯z ,
dado que kn = 1, n > 1, y k0 = 11−|α|2 . Por otro lado,
Kn(α, α) =
n∑
m=0
Φm(α)Φm(α)
km
,
= 1 − |α|2 +
n∑
m=1
α¯m−1(α¯ − β¯)αm−1(α − β),
= 1 − |α|2 + n|α − β|2,
y por tanto, la familia de polinomios ortogonales mónicos {Rn}n>0 está dada por
(ver (2.2))
Rn(z) =
1
z − α
[
zn(z − β) − α
n(α − β)(1 − βα¯)(1 − β¯z) − zn|α − β|2(z − β)
[1 − |α|2 + n|α − β|2](1 − α¯z)
]
.
Por tanto, los coeficientes de Verblunsky son
R1(0) =
(α − β)(1 − βα¯) − α−1β|α − β|2
1 − |α|2 + n|α − β|2 ,
Rn(0) =
αn−1(α − β)(1 − βα¯)
1 − |α|2 + n|α − β|2 , n > 2.
La figura a continuación muestra el comportamiento de Rn(0) para algunos
valores específicos de α y β.
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Por otra parte, la existencia de {Rn}n>0 está garantizada dado que Kn(α, α) > 0,
para todo n ∈ N.
2.2. TransformacionesLR = Re[Pn(z)]L yLI = Im[Pn(z)]L.
Consideremos las siguientes transformaciones de un funcional lineal hermi-
tiano L.
Definición 31 Dado un funcional lineal hermitiano L y un polinomio mónico
Pn(z) =
∑n
i=0 αiz
i , αn = 1, denotaremos por LR y LI los funcionales lineales tales
que
(i) 〈LR, q〉 =
〈
L, 12 (Pn(z) + P¯n(z−1))q
〉
,
(ii) 〈LI , q〉 =
〈
L, 12i (Pn(z) − P¯n(z−1))q
〉
.
Obsérvese que LR y LI son también hermitianos. Si L es cuasi-definido,
las condiciones necesarias y suficientes para que LR y LI sean también cuasi-
definidos han sido estudiadas en [17] y [95], principalmente en el caso en que
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P1(z) = z − α, es decir, un polinomio mónico de grado 1. Adicionalmente, se
muestran expresiones explícitas para las sucesiones de polinomios mónicos or-
togonales con respecto a LR y LI , respectivamente, en términos de {Φn}n>0. En
particular,
Proposición 32 [95]
(i) Si |Reα| , 1 y b1, b2 son los ceros del polinomio z2−(α+α¯)z+1, entoncesLR
es cuasi-definido si y sólo si K∗n(b1, b2) , 0, n > 0. Además, si denotamos
por {Yn}n>0 la sucesión de polinomios mónicos ortogonales con respecto a
LR, entonces
Yn−1(z) =
Φn(z)K∗n−1(b1, b2) − K∗n−1(z, b2)Φn(b1)
K∗n−1(b1, b2)(z − b1)
, n > 1, (2.20)
y
Yn−1(0) =
Φn(b1)Φn−1(b2) − Φn(b2)Φn−1(b1)
K∗n−1(b1, b2)(b1 − b2)kn−1
, n > 1. (2.21)
(ii) Si |Reα| = 1 y b es el cero doble del polinomio z2 − (α + α¯)z + 1, entonces
LR es cuasi-definido si y sólo si K∗n(b, b) , 0, n > 0. Además,
Yn−1(z) =
Φn(z)K∗n−1(b, b) − K∗n−1(z, b)Φn(b)
K∗n−1(b, b)(z − b)
, n > 1, (2.22)
y
Yn−1(0) = −b
Φn(0)K∗n−1(b, b)kn−1 − Φn−1(b)Φn(b)
K∗n−1(b, b)kn−1
, n > 1. (2.23)
Proposición 33 [95]
(i) Si |Imα| , 1 y b˜1, b˜2 son los ceros del polinomio z2 + (α¯− α)z− 1, entonces
LI es cuasi-definido si y sólo si K∗n(b˜1, b˜2) , 0, n > 0. Además, si denotamos
por {yn}n>0 la sucesión de polinomios mónicos ortogonales con respecto a
LI , entonces
yn−1(z) =
Φn(z)K∗n−1(b˜1, b˜2) − K∗n−1(z, b˜2)Φn(b˜1)
K∗n−1(b˜1, b˜2)(z − b˜1)
, n > 1, (2.24)
y
yn−1(0) =
Φn(b˜1)Φn−1(b˜2) − Φn(b˜2)Φn−1(b˜1)
K∗n−1(b˜1, b˜2)(b˜1 − b˜2)kn−1
, n > 1. (2.25)
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(ii) Si |Imα| = 1 y b˜ es el cero doble del polinomio z2 + (α¯ − α)z − 1, LI es
cuasi-definido si y sólo si K∗n(b˜, b˜) , 0, n > 0. Además,
yn−1(z) =
Φn(z)K∗n−1(b˜, b˜) − K∗n−1(z, b˜)Φn(b˜)
K∗n−1(b˜, b˜)(z − b˜)
, n > 1, (2.26)
y
yn−1(0) = b˜
Φn(0)K∗n−1(b˜, b˜)kn−1 − Φn−1(b˜)Φn(b˜)
K∗n−1(b˜, b˜)kn−1
, n > 1. (2.27)
Obsérvese que, si α = a + ci, entonces b1 = a +
√
a2 − 1 y b2 = b−11 = a −√
a2 − 1, así como b˜1 =
√
1 − c2+ci y b˜2 = −b˜−11 . Existe otra condición equivalente
para que LR y LI sean cuasi-definidos, así como una expresión adicional para las
familias de parámetros de Verblunsky asociados con ellos, como se muestra a
continuación.
Proposición 34 [17] Los funcionales lineales LR y LI son cuasi-definidos si y
sólo si Πn(b1) , 0, Πn(b˜1) , 0, n > 0, respectivamente, donde
Πn(x) =
∣∣∣∣∣∣ xΦn(x) Φ∗n(x)x−1Φn(x−1) Φ∗n(x−1)
∣∣∣∣∣∣ .
Además, las familias de los parámetros de Verblunsky {Yn(0)}n>1, {yn(0)}n>1,
asociadas a LR y LI , respectivamente, están dadas por
Yn(0) = (b1 − b−11 )
Φn(b1)Φn(b−11 )
Πn(b1)
, n > 1, (2.28)
yn(0) = (b˜1 + b˜−11 )
Φn(b˜1)Φn(−b˜−11 )
Πn(b˜1)
, n > 1. (2.29)
Observación 35 Si |Re(α)| > 1, la transformación resultante es de tipo Christof-
fel (ver Sección anterior).
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2.2.1. Matrices de Hessenberg.
Ahora procedemos a estudiar la matriz de Hessenberg asociada al funcional
LR. Asumimos que |α| , 1. De (2.20),
(z − b1)Yn(z) = Φn+1(z) − Φn+1(b1)K∗n(b1, b2)
K∗n(z, b2)
= Φn+1(z) − Φn+1(b1)K∗n(b1, b2)
[
1
kn
zΦn(z)Φ∗n(b2) − b2Φ∗n(z)Φn(b2)
z − b2
]
= Φn+1(z) − Φn+1(b1)knK∗n(b1, b2)
[
Φn+1(z)Φ∗n(b2) − Φn+1(b2)Φ∗n(z)
z − b2
]
.
Luego,
(z − b1)(z − b2)Yn(z) = (z − b2)Φn+1(z) − Φn+1(b1)Φ
∗
n(b2)
knK∗n(b1, b2)
Φn+1(z)
+
Φn+1(b1)Φn+1(b2)
K∗n(b1, b2)
n∑
j=0
Φ j(0)Φ j(z)
k j
= zΦn+1(z) − b2Φn+1(z) − Φn+1(b1)Φ
∗
n(b2)
knK∗n(b1, b2)
Φn+1(z)
+
Φn+1(b1)Φn+1(b2)
K∗n(b1, b2)
n∑
j=0
Φ j(0)Φ j(z)
k j
= Φn+2(z) − Φn+2(0)Φ∗n+1(z) − b2Φn+1(z)
− Φn+1(b1)
knK∗n(b1, b2)
Φ∗n(b2)Φn+1(z) − Φn+1(b2) n∑
j=0
Φ j(0)Φ j(z)
k j

= Φn+2(z) −
(
b2 + Φn+2(0)Φn+1(0) +
Φn+1(b1)Φ∗n(b2)
knK∗n(b1, b2)
)
Φn+1(z)
+
(
Φn+1(b1)Φn+1(b2)
K∗n(b1, b2)
− Φn+2(0)kn+1
) n∑
j=0
Φ j(0)Φ j(z)
k j
.
En forma matricial, la expresión anterior se convierte en
(z − b1)(z − b2)Y(z) = MRΦ(z), (2.30)
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donde MR es una matriz cuyos elementos son
m˜n, j =

1 si j = n + 2,
b2 + Φn+2(0)Φn+1(0) +
Φn+1(b1)Φ∗n(b2)
knK∗n(b1,b2)
si j = n + 1,(
Φn+1(b1)Φn+1(b2)
K∗n(b1,b2)
− Φn+2(0)kn+1
)
Φ j(0) si j 6 n,
0 en otro caso,
(2.31)
y Y(z) = [Y0(z),Y1(z), . . .]t, Φ(z) = [Φ0(z),Φ1(z), . . .]t. Obsérvese que (2.30) tam-
bién puede escribirse como
z[Re{P1(z)}Y(z)] = MRΦ(z). (2.32)
Por otro lado, si denotamos por HY la matriz de Hessenberg asociada a {Yn}n>0, es
decir, la matriz que satisface zY(z) = HYY(z), entonces de (2.30) obtenemos
(HY − b1I)(HY − b2I)Y(z) = MRΦ(z)
= MRLYΦY(z),
donde LYΦ es una matriz triangular inferior que satisface Φ(z) = LYΦY(z), esto es,
una matriz de cambio de base. Por lo tanto,
(HY − b1I)(HY − b2I) = MRLYΦ.
No es muy difícil mostrar que los elementos de LYΦ son
ln, j =

1 si j = n,
− knk˜n−1 (Φn+1(0)Y j(0) − 1) si j = n − 1,
−knk˜ j Φn+1(0)Y j(0) si j 6 n − 2,
0 en otro caso,
(2.33)
donde Yk(0) puede calcularse utilizando (2.28) y k˜n−1 = − knK∗n(b1,b2)2K∗n−1(b1,b2) .
2.2.2. Funciones de Carathéodory.
Sea σ una medida de probabilidad no trivial, soportada en la circunferencia
unidad, y consideremos la transformación dσ˜ = Re(Pn)dσ, donde Pn es un poli-
nomio en z de grado n. Si F(z) es la función de Carathéodory asociada a σ, quer-
emos encontrar FR(z), la función de Carathéodory asociada a σ˜.
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Empecemos con n = 1, es decir, P1(z) = z − α. De la representación integral
de Riesz-Herglotz para FR(z), tenemos
FR(z) =
∫ 2pi
0
eiθ + z
eiθ − zdσ˜
=
∫ 2pi
0
eiθ + z
eiθ − z
P1(eiθ) + P1(eiθ)
2
dσ.
Llamamos
FR1(z) =
∫ 2pi
0
eiθ + z
eiθ − zP1(e
iθ)dσ
=
∫ 2pi
0
eiθ + z
eiθ − z(e
iθ − α)dσ
=
∫ 2pi
0
eiθ + z
eiθ − z(e
iθ − z + z − α)dσ
= (z − α)
∫ 2pi
0
eiθ + z
eiθ − zdσ +
∫ 2pi
0
(eiθ + z)dσ.
Por tanto,
FR1(z) = (z − α)F(z) + zc0 + c1.
Por otro lado,
FR2(z) =
∫ 2pi
0
eiθ + z
eiθ − zP1(e
iθ)dσ
=
∫ 2pi
0
eiθ + z
eiθ − z (e
−iθ − α¯)dσ
=
∫ 2pi
0
z−1 + e−iθ
z−1 − e−iθ (e
−iθ − z−1 + z−1 − α¯)dσ
= (z−1 − α¯)F(z) −
∫ 2pi
0
(z−1 + e−iθ)dσ
= (z−1 − α¯)F(z) − z−1c0 − c1.
Luego,
FR(z) =
FR1(z) + FR2(z)
2
=
[z − α − α¯ + z−1]F(z) + c0z + c1 − c−1 − c0z−1
2
.
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Esto es, FR(z) puede expresarse como una transformación espectral lineal de F(z)
de la siguiente manera
FR(z) = M(z)F(z) + N(z),
donde
M(z) = Re[P1(z)],
N(z) =
c0
2
(z − 1
z
) +
1
2
(c1 − c¯1).
Obsérvese que si c0 = 1, entonces N(z) = 12 [Ω1(z) − z−1Ω∗1(z)], donde Ω1(z) es
el polinomio de segunda especie de grado 1 asociado a σ.
Generalizando para un polinomio Pn de grado n, obtenemos
Proposición 36 Sea σ una medida de probabilidad no trivial soportada en la
circunferencia unidad. Consideremos una perturbación de σ definida mediante
dσ˜ = (RePn)dσ, donde Pn es un polinomio en z de grado n, es decir, Pn(z) =
zn + α1zn−1 + α2zn−2 + ...+ αn. Sea F(z) la función de Carathéodory asociada a σ.
Entonces, FR(z), la función de Carathéodory asociada a σ˜, es una transformación
espectral lineal de F(z) dada por
FR(z) =
[Pn(z) + Pn(1/z)]F(z) + Qn(z) − Qn(1/z)
2
,
donde Qn(z) =
∫ 2pi
0
eiθ+z
eiθ−z [Pn(e
iθ) − Pn(z)]dσ.
Prueba. Tenemos∫ 2pi
0
eiθ + z
eiθ − z Pn(e
iθ)dσ =
∫ 2pi
0
eiθ + z
eiθ − z [Pn(e
iθ) − Pn(z)]dσ + Pn(z)F(z)
= Pn(z)F(z) + Qn(z),
donde
Qn(z) =
∫ 2pi
0
eiθ + z
eiθ − z [Pn(e
iθ) − Pn(z)]dσ.
Por otra parte,∫ 2pi
0
eiθ + z
eiθ − zPn(e
iθ)dσ =
∫ 2pi
0
1
z + e
−iθ
1
z − e−iθ
[Pn(e−iθ) − Pn(1/z)]dσ + Pn(1/z)F(z)
= Pn(1/z)F(z) − Qn(1/z).
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Por lo tanto,
FR(z) =
[Pn(z) + Pn(1/z)]F(z) + Qn(z) − Qn(1/z)
2
.

2.2.3. Coeficientes de Verblunsky.
En el resto del capítulo, supondremos que σ pertenece a la clase de Szego˝, es
decir, satisface (1.21) y, además, es una medida de variación acotada. Asumiremos
también que LR es cuasi-definido.
Proposición 37 La familia de parámetros de Verblunsky {Yn(0)}n>1 puede ser ex-
presada en términos de la familia {Φn(0)}n>1 mediante
Yn(0) = An(b1)Φn+1(0) + Bn(b1), (2.34)
con
An(b1) =
Φn(b−11 )Φ
∗
n(b1) − Φn(b1)Φ∗n(b−11 )
Φn+1(b1)Φ∗n(b−11 ) − Φn+1(b−11 )Φ∗n(b1)
, (2.35)
Bn(b1) =
Φn+1(b1)Φn(b−11 ) − Φn+1(b−11 )Φn(b1)
Φn+1(b1)Φ∗n(b−11 ) − Φn+1(b−11 )Φ∗n(b1)
. (2.36)
Prueba. De la relación de recurrencia y (2.28), tenemos
Yn(0) =
[Φn+1(b1) − Φn+1(0)Φ∗n(b1)]Φn(b−11 ) − [Φn+1(b−11 ) − Φn+1(0)Φ∗n(b−11 )]Φn(b1)
[Φn+1(b1) − Φn+1(0)Φ∗n(b1)]Φ∗n(b−11 ) − [Φn+1(b−11 ) − Φn+1(0)Φ∗n(b−11 )]Φ∗n(b1)
,
y el resultado se obtiene mediante una reordenación de los términos. 
Ahora, estudiamos el comportamiento de An(b1) y Bn(b1) cuando n → ∞.
Para |b1| < 1, dividiendo por Φn+1(b−11 ) en el numerador y denominador de An(b1),
tenemos
An(b1) =
[Φn(b−11 )Φ
∗
n(b1) − Φn(b1)Φ∗n(b−11 )] 1Φn+1(b−11 )
[Φn+1(b1)Φ∗n(b−11 ) − Φn+1(b−11 )Φ∗n(b1)] 1Φn+1(b−11 )
.
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Por otra parte, tomando el límite cuando n→ ∞,
lı´m
n→∞ An(b1) = − lı´mn→∞
b1Φ∗n(b1)
Φ∗n(b1)
= −b1,
ya que lı´mn→∞
Φn+1(z)
Φn(z)
= z, para z ∈ C  D, y si |b1| < 1, entonces
lı´m
n→∞
Φn(b1)Φ∗n(b
−1
1 )
Φn+1(b−11 )
= lı´m
n→∞
Φn(b1)b−n1 Φn(b¯1)
Φn+1(b−11 )
= 0.
De manera similar, para |b1| > 1, dividiendo por Φn+1(b1) en el numerador y
denominador de An(b1), se tiene lı´mn→∞ An(b1) = −b−11 .
Por otro lado, para Bn(b1), cuando |b1| < 1,
Bn(b1) =
[Φn+1(b1)Φn(b−11 ) − Φn+1(b−11 )Φn(b1)]/Φn(b−11 )
[Φn+1(b1)Φ∗n(b−11 ) − Φn+1(b−11 )Φ∗n(b1)]/Φn(b−11 )
.
Obsérvese que Φn(b−11 ) nunca se anula si |b1| < 1 y, por tanto, el denominador
solamente se anula en b1 = ±1. Tomando el límite cuando n→ ∞ en el numerador
de Bn(b1), obtenemos
lı´m
n→∞
Φn+1(b1)Φn(b−11 ) − Φn+1(b−11 )Φn(b1)
Φn(b−11 )
= lı´m
n→∞Φn(b1)
[
Φn+1(b1)
Φn(b1)
− Φn+1(b
−1
1 )
Φn(b−11 )
]
= (b1 − b−11 ) lı´mn→∞Φn(b1) = 0,
Para el denominador, tenemos
lı´m
n→∞
Φn+1(b1)Φ∗n(b
−1
1 ) − Φn+1(b−11 )Φ∗n(b1)
Φn(b−11 )
= lı´m
n→∞[−b
−1
1 Φ
∗
n(b1)] = −b−11 .
De manera similar, cuando |b1| > 1, dividiendo el numerador y denominador
de Bn(b1) por Φn(b1) y calculando el límite, obtenemos el mismo resultado.
Por lo tanto, lı´mn→∞ Bn(b1) = 0 para todo b1 ∈ R  0, salvo si b1 = ±1. En
consecuencia,
Proposición 38 Supongamos que
∑∞
n=0 |Φn(0)|2 < ∞ y
∑∞
n=0 |Φn+1(0)−Φn(0)| < ∞.
Entonces, para α ∈ C con |α| ∈ R+  {0, 1},
63
64 Capítulo 2. Transformaciones espectrales lineales I.
(i)
∑∞
n=0 |Yn(0)|2 < ∞.
(ii)
∑∞
n=0 |Yn+1(0) − Yn(0)| < ∞.
Observación 39 Si b1 = ±1, obtenemos el resultado probado en la Sección (2.1.3).
2.2.4. Ejemplos.
2.2.4.1. El caso Bernstein-Szego˝.
Estudiamos una transformación de la medida de Bernstein-Szego˝ definida me-
diante dσ˜ = 12(z − α + z−1 − α¯)1−|β|
2
|z−β|2
dθ
2pi , con α ∈ C, |α| ∈ R+  {0, 1} y |β| < 1. Es
bien conocido que en este caso,
Φn(z) = zn − βzn−1 y Φ∗n(z) = 1 − β¯z, n > 1.
La condición para la existencia de la sucesión de polinomios ortogonales
mónicos {Yn}n>0 es
0 , b1Φn(b1)Φ∗n(b
−1
1 ) − b−11 Φn(b−11 )Φ∗n(b1)
= bn1(b1 − β)(1 − β¯b−11 ) − b−n1 (b−11 − β)(1 − β¯b1).
En otras palabras
b2n1 ,
(b−11 − β)(1 − β¯b1)
(b1 − β)(1 − β¯b−11 )
=
Φ1(b−11 )Φ
∗
1(b1)
Φ1(b1)Φ∗1(b
−1
1 )
.
Por tanto, tenemos un caso cuasi-definido si y sólo si
ln Φ1(b
−1
1 )Φ
∗
1(b1)
Φ1(b1)Φ∗1(b
−1
1 )
2 ln b1
< N.
Si β = 0, es decir, una transformación de la medida de Lebesgue, entonces la
condición se convierte en
b2n1 ,
1
b21
,
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es decir,
b1 , e
kpii
n+1 , 1 6 k 6 n.
A continuación, obtenemos una expresión para la nueva familia de parámetros
de Verblunsky. De (2.35),
An(b1) =
b−n+11 (b
−1
1 − β)(1 − β¯b1) − bn−11 (b1 − β)(1 − β¯b−11 )
bn1(b1 − β)(1 − β¯b−11 ) − b−n1 (b−11 − β)(1 − β¯b1)
=
b−n+11 Φ1(b
−1
1 )Φ
∗
1(b1) − bn−11 Φ1(b1)Φ∗1(b−11 )
bn1Φ1(b1)Φ
∗
1(b
−1
1 ) − b−n1 Φ1(b−11 )Φ∗1(b1)
=
b1Φ1(b−11 )Φ
∗
1(b1) − b2n−11 Φ1(b1)Φ∗1(b−11 )
b2n1 Φ1(b1)Φ
∗
1(b
−1
1 ) − Φ1(b−11 )Φ∗1(b1)
.
Obsérvese que
lı´m
n→∞ An(b1) = −b1, |b1| < 1,
lı´m
n→∞ An(b1) = −b
−1
1 , |b1| > 1.
Por otra parte, de (2.36),
Bn(b1) =
bn1(b1 − β)b−n+11 (b−11 − β) − b−n1 (b−11 − β)bn−11 (b1 − β)
bn1(b1 − β)(1 − β¯b−11 ) − b−n1 (b−11 − β)(1 − β¯b1)
=
b1Φ1(b1)Φ1(b−11 ) − b−11 Φ1(b1)Φ1(b−11 )
bn1Φ1(b1)Φ
∗
1(b
−1
1 ) − b−n1 Φ1(b−11 )Φ∗1(b1)
=
bn1(b1 − b−11 )Φ1(b1)Φ1(b−11 )
b2n1 Φ1(b1)Φ
∗
1(b
−1
1 ) − Φ1(b−11 )Φ∗1(b1)
.
Por lo tanto, para n suficientemente grande, si |b1| < 1, entonces
Yn(0) = An(b1)Φn+1(0) + Bn(b1)
∼ N1(b1)bn1,
con N1(b1) = − (b1−b
−1
1 )Φ1(b1)Φ1(b
−1
1 )
Φ1(b−11 )Φ
∗
1(b1)
.
Si |b1| > 1, entonces
Yn(0) ∼ N2(b1)b−n1 ,
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con N2(b1) =
(b1−b−11 )Φ1(b1)Φ1(b−11 )
Φ1(b1)Φ∗1(b
1
1)
.
Finalmente, para β = 0,
An(b1) =
1 − b2n1
b2n+11 − b−11
,
Bn(b1) =
bn1(b1 − b−11 )
b2n+11 − b−11
.
Por tanto, en este caso obtenemos el siguiente comportamiento asintótico para
los parámetros de Verblunsky
Yn(0) ∼ bn1, |b1| < 1,
Yn(0) ∼ b−n1 , |b1| > 1.
La siguiente figura muestra dicho comportamiento para algunos valores es-
pecíficos de b1.
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Figura 2
n
Y n
(0)
b1=0.5; beta=0.6 − Rojo
b1=2.0; beta=0.6 − Azul
b1=−0.2; beta=0.6 − Verde
b1=−2.0; beta=0.6 − Negro
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2.2.4.2. El caso 12dσ˜ = (z − α + z−1 − α¯)|z − 1|2 dθ2pi .
Ahora estudiamos una transformación de dσ = |z − 1|2 dθ2pi , es decir, una trans-
formación de Christoffel de la medida de Lebesgue con parámetro 1 (ver [73]). Es
bien conocido que si denotamos por {Φn}n>0 la sucesión de polinomios mónicos
ortogonales con respecto a σ, entonces
Φn(z) =
1
z − 1
zn+1 − 1n + 1
n∑
j=0
z j
 , n > 1, (2.37)
Φ∗n(z) =
1
1 − z
1 − 1n + 1
n∑
j=0
z j+1
 , n > 1, (2.38)
así como
Φn(0) =
1
n + 1
, n > 1. (2.39)
Entonces, la condición para la existencia de la sucesión de polinomios ortog-
onales mónicos {Yn}n>0 es
b1
1
b1 − 1
bn+11 − 1n + 1
n∑
j=0
b j1
 11 − b−11
1 − 1n + 1
n∑
j=0
b− j−11

− b−11
1
b−11 − 1
b−n−11 − 1n + 1
n∑
j=0
b− j1
 11 − b1
1 − 1n + 1
n∑
j=0
b j+11
 , 0,
bn+21 −b−n−21 −
1
n + 1
n∑
j=0
b j+11 −
bn+21
n + 1
n∑
j=0
b− j−11 +
1
n + 1
n∑
j=0
b− j−11 +
b−n−21
n + 1
n∑
j=0
b j+11 , 0,
bn+21 − b−n−21 −
2
n + 1
n∑
j=0
b j+11 +
2
n + 1
n∑
j=0
b− j−11 , 0.
Equivalentemente,
b2n+41 − 1 −
2bn+21 − 2
n + 1
n∑
j=0
b j+11 , 0,
bn+21 + 1 −
2b1
n + 1
bn+11 − 1
b1 − 1 , 0,
(n + 1)(b1 − 1)(bn+21 + 1) − 2b1(bn+11 − 1) , 0, para todo n ∈ N.
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Por otro lado, para los parámetros de Verblunsky, de (2.28) tenemos
Yn(0) =
(b1 − b−11 ) 1b1−1
(
bn+11 − 1n+1
∑n
j=0 b
j
1
)
1
b−11 −1
(
b−n−11 − 1n+1
∑n
j=0 b
− j
1
)
1
(b1−1)(1−b−11 )
(
bn+21 − b−n−21 − 2n+1
∑n
j=0 b
j+1
1 +
2
n+1
∑n
j=0 b
− j−1
1
)
=
(b−11 − b1)
(
1 − 1n+1
∑n
j=0 b
j+1
1 − 1n+1
∑n
j=0 b
− j−1
1 +
1
(n+1)2
∑n
j=0 b
j
1
∑n
j=0 b
− j
1
)
bn+21 − b−n−21 − 2n+1
∑n
j=0 b
j+1
1 +
2
n+1
∑n
j=0 b
− j−1
1
=
(b−11 − b1)
[
bn+21 − b1(b
n+2
1 +1)
n+1
bn+11 −1
b1−1 +
b21
(n+1)2
(
bn+11 −1
b1−1
)2]
b2n+41 − 1 −
2b1(bn+21 −1)
n+1
bn+11 −1
b1−1
.
Por tanto, para n suficientemente grande, si |b1| < 1,
Yn(0) ∼
(b−11 − b1)
[
b1
(n+1)(b1−1) +
b21
(n+1)2(b1−1)2
]
−1 − 2b1(n+1)(b1−1)
∼ (b1 − b−11 )
b1
(n + 1)(b1 − 1)
∼ 1
n + 1
.
Por otra parte, si |b1| > 1,
Yn(0) =
(b−11 − b1)
[
− 1(n+1)(b1−1) + 1(n+1)2(b1−1)2
]
1 − 2(n+1)(b1−1)
∼ (b1 − b−11 )
1
(n + 1)(b1 − 1)
∼ 1
n + 1
.
El comportamiento de Yn(0) para valores específicos de b1 se muestra a con-
tinuación
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CAPÍTULO 3
Transformaciones espectrales lineales II.
A manera de continuación del capítulo precedente, el presente se enfoca en el
análisis de otros dos modelos de transformaciones espectrales lineales. Primero,
se estudia un caso más general de la transformación de Geronimus analizada en
[72], que consiste en la adición de dos masas colocadas de tal manera que el
nuevo funcional lineal LG preserve el carácter hermitiano. Se analizan para el
nuevo funcional las mismas propiedades estudiadas en el capítulo anterior.
Luego, se estudian dos casos de la llamada transformación de Uvarov. Por
una parte, se considera una modificación de un funcional lineal por medio de
la adición de una masa real en un punto localizado en la circunferencia unidad.
Posteriormente, se aborda una transformación de Uvarov más general consistente
en la adición de dos masas complejas conjugadas en puntos localizados fuera de
la circunferencia unidad, que son inversos en relación a T, de tal forma que el
nuevo funcional conserve el carácter hermitiano.
Se muestran ejemplos representativos en cada caso.
3.1. La transformación de Geronimus.
Consideramos el funcional lineal LG tal que
〈LG, p〉 =
∫
T
p(z)
dσ
|z − α|2 + mp(α) + m¯p(α¯
−1), p ∈ P,
71
72 Capítulo 3. Transformaciones espectrales lineales II.
donde |α| > 1, así como el funcional bilineal asociado
〈p, q〉LG :=
∫
T
p(z)q(z)
dσ
|z − α|2 + mp(α)q(α¯
−1) + mp(α¯−1)q(α).
En este caso, la medida compleja asociada a LG está dada mediante
dσG =
dσ
|z − α|2 + mδ(z − α) + mδ(z − α¯
−1), m ∈ C. (3.1)
σG se denomina transformación canónica de Geronimus de σ.
Proposición 40 El funcional lineal LG tal que 〈p, q〉LG =
∫
p(z)q(z)
dµ
|z − α|2 +
mp(α)q(α¯−1) + mp(α¯−1)q(α) es cuasi-definido si y solo si
εn(α) := ‖σG‖ −
n∑
j=0
∣∣∣∣q j(α) + m(α¯ − α−1)ϕ j(α¯−1)∣∣∣∣2 , 0, para todo n > 0,
donde ‖σG‖ =
∫
T
dσ
|z − α|2 + m + m.
Prueba. Consideremos la base {1, (z − α), z(z − α), . . . , zn(z − α), . . .} del espacio
vectorial P. Entonces los momentos c˜k, j asociados con σG correspondientes a la
base anterior son
c˜k− j =
〈
zk−1(z − α), z j−1(z − α)
〉
σG
=
〈
zk−1, z j−1
〉
σ
= ck− j, k, j = 1, 2, . . . .
Así, la matriz de Gram T˜ asociada con σG tiene como submatriz principal de
orden (n + 1) × (n + 1)
T˜n =

c˜0 c˜−1 · · · c˜−n+1 c˜−n
c˜1 c−n+1
... Tn−2
...
c˜n−1 c−1
c˜n cn−1 · · · c1 c0

, (3.2)
con
c˜− j =
〈
1, z j−1(z − α)
〉
σG
=
〈
1
z − α, z
j−1
〉
σ
+ m(α¯−1 − α)α− j+1, j = 1, 2, . . .
c˜0 = 〈1, 1〉σG =
〈
1
z − α,
1
z − α
〉
σ
+ m + m.
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Usando la identidad de Sylvester (ver [58], pag. 22) obtenemos, para n > 2,
det T˜n det Tn−2 = det T˜n−1 det Tn−1 − Dn−1Dn−1,
donde
Dn−1 =
∣∣∣∣∣∣∣∣∣∣∣∣
c˜−1 c˜−2 · · · c˜−n
c0 c−1 · · · c−n+1
...
...
. . .
...
cn−2 cn−3 · · · c−1
∣∣∣∣∣∣∣∣∣∣∣∣ .
Pero
c˜− j =
〈
1, z j−1(z − α)
〉
σG
=
〈
1
z − α, z
j−1
〉
σ
+ m(α¯−1 − α)α− j+1
= Qn−1(α) − Φn−1(α¯−1)m(α¯−1 − α),
y, por tanto,
Dn−1 = (−1)n det Tn−2Qn−1(α) + (−1)n−1 det Tn−2Φn−1(α¯−1)m(α−1 − α¯)
= (−1)n det Tn−2
(
Qn−1(α) + m(α¯ − α−1)Φn−1(α¯−1)
)
.
Entonces,
det T˜n det Tn−2 = det T˜n−1 det Tn−1
− det Tn−2 det Tn−1
∣∣∣∣qn−1(α) + m(α¯ − α−1)ϕn−1(α¯−1)∣∣∣∣2 ,
luego, tenemos
det T˜n
det Tn−1
=
det T˜n−1
det Tn−2
−
∣∣∣∣qn−1(α) + m(α¯ − α−1)ϕn−1(α¯−1)∣∣∣∣2 , n > 2.
Para n = 1 tenemos
det T˜1
det T0
= c˜0 − |c˜−1|
2
c0
= ‖σG‖ −
∣∣∣∣q0(α) + m(α¯ − α−1)ϕ0(α¯−1)∣∣∣∣2 .
Así pues, podemos deducir de manera recursiva
det T˜n
det Tn−1
= ‖σG‖ −
n−1∑
j=0
∣∣∣∣q j(α) + m(α¯ − α−1)ϕ j(α¯−1)∣∣∣∣2 = εn−1(α). (3.3)

Como una consecuencia, asumiendo que el funcional lineal asociado con σG
es cuasi-definido, obtenemos
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Corolario 41 Para n > 0
k˜n+1
kn
=
εn(α)
εn−1(α)
,
con el convenio ε−1(α) = ‖σG‖ .
Prueba. Tenemos
k˜n+1
kn
=
det T˜n+1
det T˜n
det Tn−1
det Tn
,
y de aquí se sigue el resultado. 
Obsérvese que {εn}n>0 es una sucesión decreciente. De acuerdo con el clásico
teorema de los cosenos, tenemos∣∣∣∣q j(α) + m(α¯ − α−1)ϕ j(α¯−1)∣∣∣∣2 < 2 (∣∣∣q j(α)∣∣∣2 + ∣∣∣m(α¯ − α−1)∣∣∣2 ∣∣∣ϕ j(α¯−1)∣∣∣2) .
Entonces,
εn(α) > ‖σG‖ − 2
n∑
j=0
∣∣∣q j(α)∣∣∣2 − 2 ∣∣∣m(α¯ − α−1)∣∣∣2 Kn(α¯−1, α¯−1),
pero, teniendo en cuenta que las funciones q j(α) son los coeficientes de Fourier
de 1z−α con respecto a la familia de polinomios ortonormales {ϕ j}n>0, tenemos
εn(α) >
∥∥∥∥∥ 1z − α
∥∥∥∥∥2
σ
+ m + m− 2
n∑
j=0
∣∣∣q j(α)∣∣∣2 − 2 ∣∣∣m(α¯ − α−1)∣∣∣2 Kn(α¯−1, α¯−1)
>
1
‖z − α‖2 + m + m− 2
∣∣∣m(α¯ − α−1)∣∣∣2 Kn(α¯−1, α¯−1).
Luego, si definimos ε∞(α) = lı´m
n→∞ εn(α), para tener ε∞(α) > −∞, necesitamos∞∑
j=0
∣∣∣ϕ j(α¯−1)∣∣∣2 < ∞ o, de manera equivalente, que σ pertenezca a la clase de Szego˝
(ver [92], pag. 170).
Ahora, suponemos que LG es cuasi-definido o, equivalentemente, εn(α) , 0,
n > 0. Entonces existe una sucesión de polinomios ortogonales mónicos {Gn}n>0
con respecto a 〈·, ·〉LG .
Presentamos, a continuación, una expresión explícita para la sucesión de poli-
nomios ortogonales {Gn}n>0. Dado que {(z − α)Φn(z)}n>0 es una base en (z − α)P,
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que es ortogonal respecto al funcional bilineal 〈·, ·〉LG , entonces podemos expresar
Gn+1(z) −Gn+1(α) ∈ (z − α)P, n > 1, en términos de la base anterior, es decir
Gn+1(z) −Gn+1(α) = (z − α)Φn(z) + (z − α)
n−1∑
j=0
λn+1, jΦ j(z),
donde
λn+1, j =
〈
Gn+1(z) −Gn+1(α), (z − α)Φ j(z)
〉
LG
k j
= −Gn+1(α)
k j
〈
1, (z − α)Φ j(z)
〉
LG
= −Gn+1(α)
k j
∫
T
Φ j(z)
z − αdσ(z) + m
(
α¯−1 − α)Φ j(α¯−1)
=
Gn+1(α)
k j
(
Q j(α) + m(α¯ − α−1)Φ j(α¯−1)
)
, j = 0, 1, . . . , n − 1.
Luego
Gn+1(z) = (z − α)Φn(z) + Gn+1(α)
1 + (z − α) n−1∑
j=0
Q j(α)+m(α¯−α−1)Φ j(α¯−1)
k j
Φ j(z)

= (z − α)Φn(z) + Gn+1(α)
(
1 + (z − α)
[∫
T
Kn−1(z, t)
α − t dσ(t)+
+m
(
α¯ − α−1
)
Kn−1(z, α¯−1)
])
.
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Por otra parte,
k˜n+1 = 〈Gn+1(z), zn(z − α)〉LG
= 〈Φn(z), zn〉σ + Gn+1(α)
(
〈1, zn(z − α)〉LG +
∫
T
〈Kn−1(z, t), zn〉σ
α − t dσ(t)+
+ m
(
α¯ − α−1
) 〈
Kn−1(z, α¯−1), zn
〉
σ
)
= kn + Gn+1(α)
(∫
T
z¯n
z − αdσ(z) + mα
−n−1 (1 − |α|2) + ∫
T
t¯n
α − t dσ(t)
−Qn(α) + m
(
α¯ − α−1
) (〈
Kn(z, α¯−1), zn
〉
σ
− Φn(α¯−1)
))
= kn −Gn+1(α)
(
Qn(α) + m(α¯ − α−1)Φn(α¯−1)
)
.
Del Corolario 41, se sigue que
κn(σ)
(
qn(α) + m(α¯ − α−1)ϕn(α¯−1)
)
Gn+1(α) =
∣∣∣∣qn(α) + m(α¯ − α−1)ϕn(α¯−1)∣∣∣∣2
εn−1(α)
.
Entonces, para n > 1,
Gn+1(z) = (z − α)Φn(z) + An
εn−1(α)
1 + (z − α) n−1∑
j=0
A j
k j
Φ j(z)
 , (3.4)
donde A j = Q j(α) + m(α¯ − α−1)Φ j(α¯−1), j = 0, 1, . . . , n.
Obsérvese que G1(z) − G1(α) = z − α y (3.4) también se cumple para n = 0,
con el convenio
∑−1
j=0
A j
k j
Φ j(z) = 0.
3.1.1. Matrices de Hessenberg.
Proposición 42 Las sucesiones {Gn}n>0 y {Φn}n>0 satisfacen
(z − α)Φ(z) = MGG(z), (3.5)
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donde Φ(z) = [Φ0(z),Φ1(z), . . .]t,G(z) = [G0(z),G1(z), . . .]t, y MG es una matriz
de Hessenberg inferior con elementos
mk, j =

1 si j = k + 1,
−κ j−1(σ)
2AkA j−1
ε j−1(α)
si 1 6 j 6 k,
− Ak‖σ˜‖ si j = 0,
0 en otro caso.
Prueba. Tomamos
Gn+1(z) = (z − α)Φn(z) + Bn
1 + (z − α) n−1∑
j=0
A j
k j
Φ j(z)
 ,
donde Bn =
A¯n
εn−1(α)
, para n > 0. Por tanto, para n = 0, tenemos
G1(z) = (z − α)Φ0(z) + B0,
G1(z) − B0G0(z) = (z − α)Φ0(z),
Para n > 1, restamos BnGn(z) de Bn−1Gn+1(z) y obtenemos
Bn−1Gn+1(z) − BnGn(z) = (z − α) [Bn−1Φn(z) − BnΦn−1(z)]
+ (z − α)BnBn−1 An−1kn−1 Φn−1(z)
= (z − α)
[
Bn−1Φn(z) +
(
BnBn−1
An−1
kn−1
− Bn
)
Φn−1(z)
]
.
Dividiendo por Bn−1, finalmente obtenemos
Gn+1(z) − BnBn−1 Gn(z) = (z − α)
[
Φn(z) −
(
Bn
An−1
kn−1
+
Bn
Bn−1
)
Φn−1(z)
]
= (z − α)
Φn(z) − An
An−1
Φn−1(z)
 .
En forma matricial
(z − α)M̂GΦ(z) = M˜GG(z), (3.6)
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donde M˜G y M̂G son matrices bidiagonales superior e inferior, respectivamente,
con los siguientes elementos
m˜k, j =

1 si j = k + 1,
−B0 si j = k = 0,
− BkBk−1 si j = k,
0 en otro caso,
m̂k, j =

1 si j = k,
− Ak
Ak−1
si j = k − 1,
0 en otro caso.
Teniendo en cuenta que M̂G es no singular, podemos escribir
(z − α)Φ(z) = M̂G−1M˜GG(z),
y, por tanto,
MG = M̂G
−1
M˜G.
Por otro lado, los elementos de M̂G
−1
son
m̂k, j =

1 si j = k,
Ak
A j
si j 6 k − 1,
0 en otro caso.
Multiplicando M̂G
−1
M˜G obtenemos el resultado. 
Proposición 43 La matriz MG satisface
(i) MGD˜M∗G= D.
(ii) M∗GD
−1MG = D˜−1 − ε∞(α)bb∗.
con D =
〈
Φ,ΦT
〉
σ
, D˜=
〈
G,GT
〉
LG , ε∞(α) = lı´mn→∞ εn(α), b =
[
1
‖σ˜‖ ,
κ0(σ)a0
ε0(α)
, κ1(σ)a1
ε1(α)
, . . .
]t
,
a j = κ j(σ)A j, y el convenio k−1(σ) = A−1 = 1.
Prueba.
(i) Tenemos
MGD˜M∗G = MG
〈
G,GT
〉
LG M
∗
G
=
〈
MGG, (MGG)T
〉
LG
=
〈
(z − α)Φ, (z − α)ΦT
〉
LG
=
〈
Φ,ΦT
〉
σ
= D.
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(ii) De la computación directa de M∗GD
−1MG se sigue(
M∗GD
−1MG
)
0,0
=
‖B0‖2
k0
+
1
‖σG‖2
∞∑
l=1
|Al|2
kl
=
|a0|2
‖σG‖2
+
1
‖σG‖2
∞∑
l=1
|al|2 .
=
1
k˜0
− ε∞(α) 1
(ε−1(α))2
.
Para los restantes elementos diagonales,
(
M∗GD
−1MG
)
j, j
=
1
k j−1
+
κ j−1(σ)4
∣∣∣A j−1∣∣∣2
ε2j−1(α)
∞∑
l= j
|Al|2
kl
=
1
k j−1
1 +
∣∣∣a j−1∣∣∣2
ε j−1(α)
 − ε∞(α)κ j−1(σ)2
∣∣∣a j−1∣∣∣2
ε2j−1(α)
=
1
k˜ j
− ε∞(α)
κ j−1(σ)2
∣∣∣a j−1∣∣∣2
ε2j−1(α)
.
Finalmente, para los elementos no diagonales tenemos(
M∗GD
−1MG
)
k, j
= −κk−1(σ)
2Ak−1A j−1
k j−1εk−1(α)
+
κk−1(σ)2κ j−1(σ)2Ak−1A j−1
εk−1(α)ε j−1(α)
∞∑
l= j
|Al|2
kl
= κk−1(σ)κ j−1(σ)ak−1a j−1
(
− 1
εk−1(α)
+
ε j−1(α) − ε∞(α)
εk−1(α)ε j−1(α)
)
= −ε∞(α)κk−1(σ)κ j−1(σ)ak−1a j−1
εk−1(α)ε j−1(α)
.

Proposición 44 Sean MGn, MG∗n, Dn y D˜n las submatrices principales de orden
(n + 1) × (n + 1) de MG, M∗G, D y D˜, respectivamente, y consideremos bn =[
1
‖σ˜‖ ,
κ0(σ)a0
ε0(α)
, . . . , κn−1(σ)an−1
εn−1(α)
]t
. Entonces
(i) MGnD˜nMG∗n = Dn − εn(α)εn−1(α)knen+1etn+1, donde en+1 = [0, . . . , 0, 1] ∈ Rn+1 es
el vector canónico de orden (n + 1).
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(ii) MG∗nD−1n MGn = D˜−1n − εn(α)bnb∗n.
Prueba.
(i) Para k = 0, j > 1, tenemos(
MGnD˜nMG∗n
)
0, j
=
B0A jk˜0
‖σG‖ −
κ0(σ)2A jA0k˜1
ε0(α)
.
Teniendo en cuenta el Corolario 41, obtenemos(
MGnD˜nMG∗n
)
0, j
= A jA0
(
1
‖σG‖ −
κ0(σ)2ε0(α)k0
ε0(α)ε−1(α)
)
= 0.
Para los restantes elementos no diagonales, k , j,
(
MGnD˜nMG∗n
)
k, j
=
AkA jk˜0
‖σG‖2
+
k−1∑
l=0
κl(σ)4AkA j |Al|2 k˜l+1
εl(α)2
− κk(σ)
2AkA j
εk(α)
= AkA j
 1‖σG‖ +
k−1∑
l=0
|al|2
εl(α)εl−1(α)
− 1
εk−1(α)

= AkA j
 1‖σG‖ +
k−1∑
l=0
εl−1(α) − εl(α)
εl(α)εl−1(α)
− 1
εk−1(α)

= AkA j
 1‖σG‖ +
k−1∑
l=0
(
1
εl(α)
− 1
εl−1(α)
)
− 1
εk−1(α)
 = 0.
Para los elementos diagonales, 0 6 j 6 n − 1,
(
MGnD˜nMG∗n
)
j, j
=
∣∣∣A j∣∣∣2 k˜0
‖σG‖2
+
j−1∑
l=0
κl(σ)4
∣∣∣A j∣∣∣2 |Al|2 k˜l+1
εl(α)2
+ k˜k+1 (3.7)
=
∣∣∣A j∣∣∣2  1‖σG‖ +
j−1∑
l=0
|al|2
εl(α)εl−1(α)
 + k jε j(α)ε j−1(α)
=
∣∣∣A j∣∣∣2  1‖σG‖ +
k−1∑
l=0
(
1
εl(α)
− 1
εl−1(α)
) + k jε j(α)ε j−1(α)
=
∣∣∣A j∣∣∣2 1
ε j−1(α)
+
k jε j(α)
ε j−1(α)
= k j.
(3.8)
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Finalmente, para el último elemento diagonal, k = n, obsérvese que obten-
emos el mismo resultado que (3.7), salvo por el término k˜n+1, que ya no es
un elemento de MGn. Por lo tanto,(
MGnD˜nMG∗n
)
n,n
= kn − k˜n+1 = kn − εn(α)
εn−1(α)
kn.
(ii) En este caso, necesitamos los mismos cálculos que en la demostración de la
Proposición 43(ii), excepto que la suma es finita. Entonces, reemplazamos
ε∞(α) por εn(α) en dichos cálculos para obtener el resultado.

Denotaremos por HΦ la matriz Hessenberg inferior tal que zΦ(z) = HΦΦ(z),
es decir, HΦ es la matriz asociada con {Φn}n>0 para el operador de multiplicación
(hp)(z) = zp(z), p ∈ P. Ahora estableceremos la relación entre las matrices HΦ y
HG.
Proposición 45 Sea LG la matriz triangular inferior con 1 en los elementos de la
diagonal tal que G(z) = LGΦ(z). Entonces
HΦ − αI = MGLG (3.9)
y
HG − αI = LGMG. (3.10)
Prueba. De (3.5), tenemos
(HΦ − αI) Φ(z) = (z − α)Φ(z) = MGG(z) = MGLGΦ(z).
De manera similar, obtenemos
(HG − αI) G(z) = (z − α)G(z) = (z − α)LGΦ(z) = LGMGG(z).

De (3.6),
M̂G (HΦ − αI) = M˜GLG. (3.11)
En consecuencia, los elementos lk, j, 0 6 j 6 k, k = 1, 2, . . . de LG están dados por
lk, j = Bk
k∑
r= j−1
hˆr, j
B j
, (3.12)
donde hˆr, j son los elementos de la matriz Hˆ = M̂G (HΦ − αI). Ver también [51]
donde se estudia el algoritmo QR para matrices Hessenberg unitarias.
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3.1.1.1. Ejemplo.
A continuación analizaremos la transformación de Geronimus σG de la medi-
da de Lebesgue, es decir, el funcional bilineal
〈p, q〉LG =
1
2pi
∫ 2pi
0
p(eiθ)q(eiθ)
|eiθ − α|2 dθ + mp(α)q(α¯
−1) + mp(α¯−1)q(α), |α| > 1, m ∈ C,
y determinaremos la condición para que 〈·, ·〉LG sea cuasi-definido (respectiva-
mente, definido positivo).
En el caso definido positivo, necesitamos
‖σG‖ −
n−1∑
n=0
∣∣∣∣q j(α) + m(α¯ − α−1)ϕ j(α¯−1)∣∣∣∣2 > 0,
es decir, ‖σG‖ >
n−1∑
n=0
∣∣∣∣q j(α) + m(α¯ − α−1)ϕ j(α¯−1)∣∣∣∣2 .
Pero
‖σG‖ = 12pi
∫ 2pi
0
dθ
|z − α|2 + m + m =
1
|α|2 − 1 + m + m.
=
1
2pii
∫
dz
z |z − α|2 + m + m
=
1
2pii
∫
dz
(z − α)(1 − zα¯) + m + m.
Luego, el funcional lineal LG es definido positivo si y solo si 1|α|2−1 + m + m >∑n−1
j=0
∣∣∣a j∣∣∣2 para todo n > 1 o, equivalentemente, ε∞(α) > 0. Esto significa
1
|α|2 − 1 + m + m >
∞∑
n=0
∣∣∣∣q j(α) + m(α¯ − α−1)ϕ j(α¯−1)∣∣∣∣2
>
∞∑
n=0
∣∣∣∣∣ 1αn+1 + m(α¯ − α−1) 1αn
∣∣∣∣∣2
>
∣∣∣1 + m(|α|2 − 1)∣∣∣2 1|α|2
∞∑
n=0
1
|α|2n
>
(
1 + (m + m)(|α|2 − 1) + |m|2 (|α|2 − 1)2
) 1
|α|2 − 1
0 > |m|2 (|α|2 − 1).
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Luego,
0 > |m|2 (|α|2 − 1),
y entonces tenemos un caso definido positivo si y sólo si m = 0.
A continuación, consideramos el caso cuasi-definido. Necesitamos εn−1(α) ,
0 o, de manera equivalente,
‖σG‖ ,
n−1∑
n=0
∣∣∣∣q j(α) + m(α¯ − α−1)ϕ j(α¯−1)∣∣∣∣2 para todo n > 1.
Por otra parte, si
1
|α|2 − 1 + m + m =
∣∣∣1 + m(|α|2 − 1)∣∣∣2 1|α|2
n−1∑
n=0
1
|α|2n
=
∣∣∣1 + m(|α|2 − 1)∣∣∣2 |α|2n − 1|α|2n (|α|2 − 1)
=
(
1
|α|2 − 1 m + m + |m|
2 (|α|2 − 1)2
) |α|2n − 1
|α|2n ,
entonces
1
|α|2 − 1 + m + m = |m|
2 (|α|2 − 1)(|α|2n − 1),∣∣∣1 + m(|α|2 − 1)∣∣∣ = |m| (|α|2 − 1) |α|n , para todo n > 1.
Luego, para un α fijo con |α| > 1, tendremos un caso cuasi-definido si m satisface
ln |1+m(|α|2−1)||m|(|α|2−1)
ln |α| < N.
En particular, si m ∈ R+ y |α|2 = 2 la condición anterior es, para todo n ∈ N,
ln
(
1 + m
m
)
, n ln(21/2),
1 + m
m
, 2n/2,
m ,
1
2n/2 − 1 .
Es decir, para un α fijo, existe un número infinito de valores de m para los cuales
el funcional LG es cuasi-definido.
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3.1.2. Funciones de Carathéodory.
Ahora determinaremos la función de Carathéodory asociada a la transforma-
ción de Geronimus. Tenemos
ck =
〈
zk, 1
〉
L =
〈
zk(z − α), z − α
〉
LG
= c˜k
(
1 + |α|2
)
− α¯c˜k+1 − αc˜k−1, k > 0.
(3.13)
Si sk = ckαk y qk =
c˜k
αk
− c˜k−1
αk−1 , entonces de la expresión anterior obtenemos
sk = qk − |α|2qk+1, k > 0,
y, en consecuencia,
qk =
q0 − c0 − α¯c1 − · · · − α¯k−1ck−1
|α|2k , k > 1, (3.14)
así como
q0 = c˜0 − α ¯˜c1
q1 =
q0 − c0
|α|2 =
c˜1
α
− c˜0.
Luego, q0 es un parámetro libre. Por tanto
c˜0 − α¯c˜1 = q¯0,
c˜0 − c˜−1
α
=
c0 − q0
|α|2
(3.15)
y (
1 − |α|2
)
c˜0 = 2Re (q0) − c0,
es decir, c˜0 ∈ R. Si asumimos |α| > 1, de (3.15) obtenemos c˜1. Por otra parte, de
(3.14),
c˜k
αk
= c˜0 +
k∑
j=1
q j, k > 2.
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Por lo tanto, tenemos un grado de libertad que es la elección de q0. Por otro lado,
si multiplicamos (3.13) por zk, k > 1, obtenemos
F(z) = c˜0
(
1 + |α|2
)
− α¯c˜1 − α ¯˜c1 + 2
(
1 + |α|2
) ∞∑
k=1
c˜−kzk − 2α¯
∞∑
k=1
c˜−k+1zk
− 2α
∞∑
k=1
c˜−k−1zk
=
(
1 + |α|2
)
FG(z) − α¯
c˜1 + 2z ∞∑
k=0
c˜−kzk
 − α  ¯˜c1 + 2z
∞∑
k=2
c˜−kzk

=
(
1 + |a|2
)
FG(z) − a
(
c˜1 +
1
z
(FG(z) − c˜0 − 2c˜1z)
)
− a¯ (c¯1 + z (c˜0 + FG(z)))
=
(
1 + |a|2
)
FG(z) + a
(
c˜1 +
c˜0
z
)
− a
z
FG(z) − a¯ (c¯1 + c˜0z) − a¯zFG(z)
=
(
1 + |a|2 − a
z
− a¯z
)
FG(z) + ac˜1 − a¯ ¯˜1c + c˜0
(a
z
− a¯z
)
=
(
1 + |α|2 − α
z
− α¯z
)
FG(z) + ¯˜c0 − q0 − c˜0 + q¯0 + c˜0
(
α
z
− α¯z
)
.
Entonces,
Proposición 46
FG(z) =
AG(z)F(z) + BG(z)
DG(z)
,
donde
AG(z) = z,
BG(z) = α¯c˜0z2 + 2iIm (q0) z − αc˜0,
DG(z) = (1 − α¯z)(z − α).
Del resultado anterior, es sencillo verificar que
FG(z) =
AG(z)
DG(z)
F(z) + m
α + z
α − z + m
1 + α¯z
1 − α¯z ,
donde m =
1
2
2q0 − c0
1 − |α|2 .
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3.2. Transformación de Uvarov con una masa.
Consideremos nuevamente un funcional lineal hermitiano cuasi-definido L y
sea LU una perturbación de L tal que el funcional bilineal asociado satisface
〈p, q〉LU = 〈p, q〉L + mp(α)q(α), p, q ∈ P, (3.16)
donde m ∈ R y |α| = 1. Puesto que m ∈ R, el funcional lineal LU es también
hermitiano.
Esta transformación del funcional lineal L es un caso particular de la transfor-
mación de Uvarov (ver [64], [94] y [103]).
Proposición 47 El funcional lineal LU es cuasi-definido si y sólo si
1 + mKn−1(α, α) , 0,
para todo n > 1.
Prueba. Supongamos que LU es cuasi-definido y sea {Un}n>0 la sucesión de poli-
nomios ortogonales mónicos con respecto a LU .
A continuación obtenemos una relación entre las familias de polinomios or-
togonales mónicos {Un}n>0 y {Φn}n>0. Podemos escribir
Un(z) = Φn(z) +
n−1∑
j=0
λn, jΦ j(z), (3.17)
donde {λn, j}n−1j=0 son los coeficientes de Fourier de Un respecto a la familia {Φn}n>0,
esto es
λn, j =
〈
Un,Φ j
〉
L〈
Φ j,Φ j
〉
L
, j = 0, . . . , n − 1.
De la expresión (3.16) y la condición de ortogonalidad de Un con respecto a
LU , se tiene
λn, j =
〈
Un,Φ j
〉
LU − mUn(α)Φ j(α)〈
Φ j,Φ j
〉
L
= −mUn(α)Φ j(α)〈
Φ j,Φ j
〉
L
, j = 0, . . . , n − 1.
De esta manera,
Un(z) = Φn(z) +
n−1∑
j=0
λn, jΦ j(z) = Φn(z) − mUn(α)Kn−1(z, α).
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Si hacemos z = α en la expresión anterior, entonces obtenemos
Φn(α) = Un(α) (1 + mKn−1(α, α)) .
Si 1 + mKn0−1(α, α) = 0 para algún n0, entonces Φn0(α) = 0.
Por otro lado, si tenemos en cuenta que |α| = 1, se tiene que Φ∗n0(α) = 0.
Aplicando la relación de recurrencia descendente (1.17), se obtiene Φn0−1(α) =
0, y si usamos dicha relación reiteradamente, llegamos a Φ1(α) = 0. Así pues
Φ1(z) = z − α y entonces |Φ1(0)| = 1, lo que contradice el carácter cuasi-definido
de L. Luego,
1 + mKn−1(α, α) , 0,
para todo n > 1.
Supongamos ahora que 1 + mKn−1(α, α) , 0 para todo n > 1 y sea la familia
de polinomios mónicos {Un}n>0 definida por
Un(z) = Φn(z) − mΦn(α)1 + mKn−1(α, α) Kn−1(z, α). (3.18)
Entonces, para 0 6 k 6 n,〈
Un(z), (z − α)k
〉
LU =
〈
Φn(z), (z − α)k
〉
L −
mΦn(α)
1+mKn−1(α,α)
〈
Kn−1(z, α), (z − α)k
〉
L
= knδn,k − mΦn(α)1 + mKn−1(α, α)
〈
Kn(z, α) − Φn(α)kn Φn(z), (z − α)k
〉
L
= knδn,k + m
Φn(α)Φn(α)
1 + mKn−1(α, α)
δn,k.
En consecuencia 〈
Un(z), (z − α)k
〉
LU = kn
1 + mKn(α, α)
1 + mKn−1(α, α)
δn,k. (3.19)
Así pues, {Un}n>0 es la sucesión de polinomios ortogonales mónicos con re-
specto a LU . 
Si el funcional L es definido positivo y m > 0, entonces 1 + mKn(α, α) > 0
para todo n > 0. En consecuencia LU es también definido positivo.
En este caso, sea {υn}n>0 la familia de polinomios ortonormales con respecto a
LU . Para encontrar una expresión de los elementos de la familia {υn}n>0 en térmi-
nos de {ϕn}n>0, debemos obtener la norma de Un respecto a LU . Así, de (3.19)
‖Un‖2LU = 〈Un,Un〉LU =
1
κ2n
1 + mKn(α, α)
1 + mKn−1(α, α)
.
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Por tanto,
υn(z) =
(
1
κn‖Un‖LU
)
ϕn(z) −
n−1∑
j=0
mΦn(α)
‖Un‖LU (1+mKn−1(α,α))ϕ j(α)ϕ j(z)
=
(√
1+mKn−1(α,α)
1+mKn(α,α)
)
ϕn(z) −
n−1∑
j=0
mϕn(α)ϕ j(α)√
(1+mKn(α,α))(1+mKn−1(α,α))
ϕ j(z).
(3.20)
3.2.1. Matrices de Hessenberg.
De acuerdo con (3.20) se tiene
Proposición 48 Sea Lυϕ una matriz triangular inferior tal que Υ(z) = Lυϕϕ(z),
donde Υ(z) = [υ0(z), υ1(z), . . .]t y ϕ(z) = [ϕ0(z), ϕ1(z), . . .]t. Entonces las entradas
de Lυϕ están dadas por
(
Lυϕ
)
n, j =

√
1 + mKn−1(α, α)
1 + mKn(α, α)
, n = j,
− mϕn(α)ϕ j(α)√
(1 + mKn(α, α))(1 + mKn−1(α, α))
, n > j,
0, n < j.
Para calcular L−1υϕ, hacemos
Φn(z) = Un(z) +
n−1∑
j=0
γn, jU j(z),
donde γn, j, 0 6 j 6 n − 1, son los coeficientes de Fourier dados por
γn, j =
〈
Φn,U j
〉
LU〈
U j,U j
〉
LU
=
〈
Φn,U j
〉
L + mPn(α)U j(α)
‖U j‖2LU
=
mΦn(α)U j(α)
‖U j‖2LU
.
Así pues, para las familias correspondientes de polinomios ortonormales se
tiene
ϕn(z) = κn‖Un‖LUυn(z) +
n−1∑
j=0
mϕn(α)U j(α)
‖U j‖LU υ j(z)
=
√
1+mKn(α,α)
1+mKn−1(α,α)υn(z) +
n−1∑
j=0
mϕn(α)ϕ j(α)√
(1+mK j(α,α))(1+mK j−1(α,α))
υ j(z).
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En consecuencia,
Proposición 49 Las entradas de la matriz L−1υϕ están dadas por
(
L−1υϕ
)
n, j
=

√
1 + mKn(α, α)
1 + mKn−1(α, α)
, n = j,
mϕn(α)ϕ j(α)√
(1 + mK j(α, α))(1 + mK j−1(α, α))
, n > j,
0, n < j.
Ahora, suponiendo que tenemos un caso definido positivo, queremos estable-
cer una relación entre las matrices de Hessenberg Hϕ y Hυ asociadas a L y LU ,
respectivamente. Para ello podemos usar los resultados presentados en la Sección
2.1.1 del Capítulo 2, observando lo siguiente.
Si al funcional lineal LU le aplicamos la transformación definida en (2.1), se
tiene
|z − α|2LU = |z − α|2L = LC, (3.21)
donde |z − α|2L denota el funcional lineal tal que〈
|z − α|2L, p(z)
〉
=
〈
L, (z − α)(z−1 − α¯)p(z)
〉
.
Sabemos, por la Proposición 25, que
Hψ − αI = MLϕψ,
donde M es la matriz cuasi-unitaria dada por (2.6) y Lϕψ es una matriz triangular
inferior tal que ϕ(z) = Lϕψψ(z).
Teniendo en cuenta (4.40), podemos entonces aplicar el mismo proceso con el
funcional lineal LU . De esta forma, para las familias de polinomios ortonormales
{υn}n>0 y {ψn}n>0 asociadas a LU y LC, respectivamente, tenemos las relaciones
siguientes
(z − α)ψ(z) = MUΥ(z) y Υ(z) = Lϕυψ(z).
Entonces, por la Proposición 25, Hψ − αI = MULϕυ.
Proposición 50
LU = LυϕLϕψ y MU = ML−1υϕ. (3.22)
89
90 Capítulo 3. Transformaciones espectrales lineales II.
Prueba. Dado que Υ(z) = Lυϕϕ(z) y ϕ(z) = Lϕψψ(z), entonces se tiene Υ(z) =
LυϕLψ(z).
Por otra parte, como Υ(z) = LUψ(z), obtenemos LU = LυϕLϕψ.
Ahora bien, dado que Hψ − αI = MLϕψ = MULU , se tiene
MU = MLϕψL−1U = MLϕψ(L
−1
ϕψL
−1
υϕ) = ML
−1
υϕ.

De esta manera, para calcular Hυ − αI partiendo de Hϕ − αI, necesitamos
obtener las matrices M y L definidas en (2.7) y (2.8), respectivamente. Luego,
calculamos MU y LU mediante las expresiones (50) y, finalmente, hacemos Hυ −
αI = LUMU .
El resultado análogo para las submatrices principales es el siguiente
Proposición 51 Sea (Hϕ − αI)n la submatriz principal de dimensión n × n de
Hϕ − αI y consideremos la factorización (Hϕ − αI)n = RnQn donde Rn es una
matriz triangular inferior y Qn es una matriz unitaria, tal que (Hϕ −αI)∗n = Q∗nR∗n.
Entonces
(Hυ − αI)n−1 =
(
Lˆ11RnQnLˆ−111
)
n−1 ,
donde Lˆ11 es la submatriz principal de dimensión n × n de la matriz Lυϕ, que
satisface Υ(z) = Lυϕϕ(z).
3.2.2. Coeficientes de Verblunsky.
De (3.18), obtenemos
Proposición 52 Sea {Φn(0)}n>1 la familia de coeficientes de Verblunsky corre-
spondientes a {Φn}n>0, la sucesión de polinomios ortogonales mónicos con re-
specto a L. Entonces, los coeficientes de Verblunsky correspondientes a {Un}n>0,
están dados por
Un(0) = Φn(0) −
mΦn(α)Φ∗n−1(α)
kn−1(1 + mKn−1(α, α))
. (3.23)
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Prueba. De (3.18), evaluando en z = 0, obtenemos
Un(0) = Φn(0) − mΦn(α)1 + mKn−1(α, α) Kn−1(0, α) (3.24)
= Φn(0) − mΦn(α)1 + mKn−1(α, α)ϕ
∗
n−1(α)ϕ
∗
n−1(0) (3.25)
= Φn(0) −
mΦn(α)Φ∗n−1(α)
kn−1(1 + mKn−1(α, α))
. (3.26)

De manera alternativa, podemos utilizar una expresión para los coeficientes
de Verblunsky correspondientes a σU , la medida asociada al funcional LU que
aparece en Simon [92] (este resultado también fué probado en [101]) de la sigu-
iente manera,
Teorema 53 Supongamos que σ es una medida de probabilidad no trivial en la
circunferencia unidad y que 0 < γ < 1. Sea σ˜ la medida de probabilidad resul-
tante de la adición a σ de un punto de masa ζ = eiθ ∈ T de la siguiente manera
dσ˜ = (1 − γ)dσ + γδ(z − ζ).
Entonces los coeficientes de Verblunsky asociados con σ˜ son
Un(0) = Φn(0) +
(1 − |Φn+1(0)|2)1/2
(1 − γ)γ−1 + Kn(ζ, ζ)ϕn+1(ζ)ϕ
∗
n(ζ). (3.27)
Notemos que kn/kn−1 = 1 − |Φn(0)|2 y, por tanto, (3.23) es equivalente a la
expresión (3.27). También existe un análogo de la Proposición 30 para la transfor-
mación de Uvarov en [101], que ha sido probado en un caso más general con un
número finito de m masas.
Por otra parte, obsérvese que (3.26) también puede expresarse como
Un(0) = Φn(0) −
m[αΦn−1(α) + Φn(0)Φ∗n−1(α)]Φ
∗
n−1(α)
kn−1(1 + mKn−1(α, α))
,
o, en otras palabras,
Un(0) = AU(α; n)Φn(0) + BU(α; n),
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con
AU(α; n) = 1 −
m|Φ∗n−1(α)|2
kn−1(1 + mKn−1(α, α))
,
BU(α; n) = −
mαΦn−1(α)Φ∗n−1(α)
kn−1(1 + mKn−1(α, α))
.
3.2.2.1. Ejemplo.
Sea dσ˜ = 1−|α|
2
|z−α|2
dθ
2pi+mδ(z−β), con |α| < 1, |β| = 1, m ∈ R. Es bien conocido que
{Φn}n>0, la sucesión de polinomios ortogonales mónicos respecto a dσ = 1−|α|2|z−α|2 dθ2pi ,
está dada por
Φn(z) = zn − αzn−1, n > 1.
Además, Φ∗n(z)) = 1 − α¯z. Obsérvese también que dσ es una medida no trivial
de probabilidad y, que en este caso tenemos k0 = 1, y kn = 1 − |α|2, n > 1.
Entonces, de (3.18) obtenemos
Un(z) = zn − αzn−1 − mΦn(β)1 + mKn−1(β, β) Kn−1(z, β). (3.28)
Pero, de la fórmula de Christoffel-Darboux
Kn−1(z, β) =
Φ∗n(β)Φ
∗
n(z) − Φn(β)Φn(z)
(1 − β¯z)(1 − |α|2)
=
(1 − αβ¯)(1 − α¯z) − (β¯z)n−1(β¯ − α¯)(z − α)
(1 − β¯z)(1 − |α|2) , n > 1,
y
Kn−1(β, β) =
n−1∑
k=0
Φk(β)Φk(β)
1 − |α|2
=
n−1∑
k=0
(βn − αβn−1)(βn − αβn−1)
1 − |α|2
= n
|β − α|2
1 − |α|2 , n > 1.
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Luego, (3.28) se convierte en
Un(z) = zn − αzn−1 − mβ
n−1(β − α)
1 + nm |β−α|
2
1−|α|2
(1 − αβ¯)(1 − α¯z) − (β¯z)n−1(β¯ − α¯)(z − α)
(1 − β¯z)(1 − |α|2)
= zn − zn−1
(
α − m|β − α|
2(z − α)
(1 − |α|2 + nm|β − α|2)(1 − β¯z)
)
− mβ
n−1(β − α)(1 − αβ¯)(1 − α¯z)
(1 − |α|2 + nm|β − α|2)(1 − β¯z) .
Evaluando en z = 0, obtenemos los coeficientes de Verblunsky correspondi-
entes a la medida dσ˜
U1(0) = −α
(
1 +
m|β − α|2
1 − |α|2 + nm|β − α|2
)
− m(β − α)(1 − αβ¯)
1 − |α|2 + nm|β − α|2 ,
Un(0) = −mβ
n−1(β − α)(1 − αβ¯)
1 − |α|2 + nm|β − α|2 , n > 2.
Es fácil ver que lı´mn→∞Un(0) = 0, como se muestra en la Figura 4.
Por otra parte, la existencia de {Un}n>0 está determinada por
1 + nm
|β − α|2
1 − |α|2 , 0, n > 0,
o, equivalentemente,
m , − 1 − |α|
2
n|β − α|2 .
Es decir, fijado α, existe una familia infinita de números reales m tales que el
funcional LU es cuasi-definido.
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3.3. Transformación de Uvarov con dos masas.
Consideremos ahora la transformación LV del funcional lineal cuasi-definido
L tal que la forma bilineal asociada es
〈p, q〉LV = 〈p, q〉L + mp(α)q¯(α−1) + m¯p(α¯−1)q(α), (3.29)
con |α| < 1 y m ∈ C  {0}. El funcional lineal LV es también hermitiano.
Proposición 54 El funcional lineal LV es cuasi-definido si y sólo si
Λn :=
∣∣∣∣∣∣ 1 + mKn(α, α¯−1) m¯Kn(α, α)mKn(α¯−1, α¯−1) 1 + m¯Kn(α¯−1, α)
∣∣∣∣∣∣ , 0,
para todo n > 0 o, equivalentemente,∣∣∣∣∣∣ Kn(α, α) 1m + Kn(α, α¯−1)1m¯ + Kn(α¯−1, α) Kn(α¯−1, α¯−1)
∣∣∣∣∣∣ , 0.
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Prueba. Supongamos que LU es cuasi-definido, y sea {Vn}n>0 la sucesión de poli-
nomios ortogonales mónicos con respecto a LV . Entonces
Vn(z) = Φn(z) +
n−1∑
j=0
λn, jΦ j(z),
donde
λn, j =
〈
Vn,Φ j
〉
L〈
Φ j,Φ j
〉
L
= −mVn(α)Φ¯ j(α
−1) + m¯Vn(α¯−1)Φ j(α)
k j
.
Por tanto,
Vn(z) = Φn(z) − mVn (α)
n−1∑
j=0
k−1j Φ j
(
α¯−1
)
Φ j(z) − m¯Vn(α¯−1)
n−1∑
j=0
k−1j Φ j (α)Φ j(z)
= Φn(z) − mVn (α) Kn−1(z, α¯−1) − m¯Vn(α¯−1)Kn−1 (z, α) .
Ahora, si evaluamos la expresión anterior en z = α y z = α¯−1, se tiene
−Φn(α) +
(
1 + mKn−1(α, α¯−1)
)
Vn(α) + m¯Kn−1(α, α)Vn(α¯−1) = 0,
−Φn(α¯−1) + mKn−1(α¯−1, α¯−1)Vn(α) +
(
1 + m¯Kn−1(α¯−1, α)
)
Vn(α¯−1) = 0.
o, equivalentemente,[
1 + mKn(α, α¯−1) m¯Kn(α, α)
mKn(α¯−1, α¯−1) 1 + m¯Kn(α¯−1, α)
] [
Vn(α)
Vn(α¯−1)
]
=
[
Φn(α)
Φn(α¯−1)
]
.
Teniendo en cuenta la unicidad de los valores Vn(α) y Vn(α¯−1), entonces, la
matriz del sistema lineal anterior
Bn−1 :=
[
1 + mKn−1(α, α¯−1) mKn−1(α, α)
mKn−1(α¯−1, α¯−1) 1 + m¯Kn−1(α¯−1, α)
]
debe ser no singular. En consecuencia Λn = det Bn , 0 para todo n > 0.
Supongamos que Λn , 0, para todo n > 0, y consideremos el polinomio
mónico
Vn(z) =
1
Λn−1
∣∣∣∣∣∣∣∣
Φn(z) mKn−1(z, α¯−1) m¯Kn−1(z, α)
Φn(α) 1 + mKn−1(α, α¯−1) m¯Kn−1(α, α)
Φn(α¯−1) mKn−1(α¯−1, α¯−1) 1 + m¯Kn−1(α¯−1, α)
∣∣∣∣∣∣∣∣ , n > 0.
(3.30)
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Para 0 6 k 6 n − 1 obtenemos
〈
Vn(z), (z − α)k
〉
LV =
∣∣∣∣∣∣∣∣
〈Φn(z),(z−α)k〉LV m〈Kn−1(z,α¯−1),(z−α)k〉LV m¯〈Kn−1(z,α),(z−α)k〉LV
Φn(α) 1 + mKn−1(α, α¯−1) m¯Kn−1(α, α)
Φn(α¯−1) mKn−1(α¯−1, α¯−1) 1 + m¯Kn−1(α¯−1, α)
∣∣∣∣∣∣∣∣
Λn−1
.
Por otro lado, para 0 6 k 6 n − 1, se tiene〈
Φn(z), (z − α)k
〉
LV = mΦn(α)
(
α−1 − α¯
)k
,〈
Kn−1(z, α¯−1), (z − α)k
〉
LV =
(
α−1 − α¯
)k (
1 + mKn(α, α¯−1)
)
,〈
Kn−1(z, α), (z − α)k
〉
LV = mKn−1(α, α)
(
α−1 − α¯
)k
.
Así pues,〈
Vn(z), (z − α)k
〉
LV =
=
m(α−1−α¯)k
Λn−1
∣∣∣∣∣∣∣∣
Φn(α) 1 + mKn−1(α, α¯−1) m¯Kn−1(α, α)
Φn(α) 1 + mKn−1(α, α¯−1) m¯Kn−1(α, α)
Φn(α¯−1) mKn−1(α¯−1, α¯−1) 1 + m¯Kn−1(α¯−1, α)
∣∣∣∣∣∣∣∣ = 0.
Por otra parte,
〈Vn,Vn〉LV = 〈Vn,Φn〉LV =
= 1
Λn−1
∣∣∣∣∣∣∣∣∣
〈Φn,Φn〉LV m
〈
Kn−1(z, α¯−1),Φn
〉
LV m¯ 〈Kn−1(z, α),Φn〉LV
Φn(α) 1 + mKn−1(α, α¯−1) m¯Kn−1(α, α)
Φn(α¯−1) mKn−1(α¯−1, α¯−1) 1 + m¯Kn−1(α¯−1, α)
∣∣∣∣∣∣∣∣∣ .
Pero,
〈Φn,Φn〉LV = kn + mΦn(α)Φn
(
α¯−1
)
+ m¯Φn
(
α¯−1
)
Φn(α),〈
Kn−1
(
z, α¯−1
)
,Φn
〉
LV = mKn−1
(
α, α¯−1
)
Φn
(
α¯−1
)
+ m¯Kn−1
(
α¯−1, α¯−1
)
Φn (α),
〈Kn−1 (z, α) ,Φn〉LV = mKn−1 (α, α) Φn
(
α¯−1
)
+ m¯Kn−1
(
α¯−1, α
)
Φn (α).
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de esta manera tenemos,
〈Vn,Vn〉LV = 1Λn−1
∣∣∣∣∣∣∣∣∣
kn −mΦn (α−1) −m¯Φn (α)
Φn(α) 1 + mKn−1(α, α¯−1) m¯Kn−1(α, α)
Φn(α¯−1) mKn−1(α¯−1, α¯−1) 1 + m¯Kn−1
(
α¯−1, α
)
∣∣∣∣∣∣∣∣∣
= 1
Λn−1
∣∣∣∣∣∣∣∣∣∣
kn −mΦn (α−1) −m¯Φn (α)
0 1 + mKn
(
α, α¯−1
)
m¯Kn (α, α)
0 mKn
(
α¯−1, α¯−1
)
1 + m¯Kn
(
α¯−1, α
)
∣∣∣∣∣∣∣∣∣∣
= kn
Λn
Λn−1
, 0.
(3.31)

Como consecuencia inmediata se tiene
Corolario 55 Si L es un funcional lineal definido positivo, entonces, el funcional
lineal LV es definido positivo si y sólo si Λn+1Λn > 0, para todo n > 0.
Además, obsérvese que
‖Vn‖ = ‖Φn‖
√
Λn
Λn−1
. (3.32)
En lo sucesivo vamos a suponer que m ∈ R  {0}.
3.3.1. Matrices de Hessenberg
Proposición 56 Sea LVΦ la matriz triangular inferior tal que V(z) = LVΦΦ(z),
donde V(z) = [V0(z),V1(z), . . .]t y Φ(z) = [Φ0(z),Φ1(z), . . .]t. Entonces, las en-
tradas de LVΦ están dadas por
(LVΦ)n, j =

1, n = j,
− m
Λn−1k j
(
An(α)Φ j(α¯−1) + An(α¯−1)Φ j(α)
)
, n > j,
0, n < j,
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donde An(z) := Φn(z) + mΦn(z)Kn−1(z¯−1, z) − mΦn(z¯−1)Kn−1(z, z). Las entradas de
la matriz L−1VΦ son
(L−1VΦ)n, j =

√
Λn−1
Λn
+ mknΛn
(
Φn(α)An(α¯−1) + Φn(α¯−1)An(α)
)
, n = j,
m
k jΛn
(
Φn(α)A j(α¯−1) + Φn(α¯−1)A j(α)
)
, n > j.
0, n < j.
Prueba. Podemos expresar Vn(z) en términos de su desarrollo en serie de Fourier
respecto a {Φn}n>0
Vn(z) = Φn(z) +
n−1∑
j=0
γn, jΦ j(z), (3.33)
donde γn, j =
〈Vn,Φ j〉L
‖Φ j‖2 , 0 6 j 6 n − 1. Por (3.29) y la condición de ortogonalidad
de Vn con respecto a LV
γn, j = − m‖Φ j‖2
(
Vn(α)Φ j(α¯−1) + Vn(α¯−1)Φ j(α)
)
.
Por otra parte, de (3.30)
Vn(α) =
1
Λn−1
An(α) y Vn(α¯−1) =
1
Λn−1
An(α¯−1).
Así, si n > j se tiene
(LVΦ)n, j = γn, j = − m
Λn−1k j
(
An(α)Φ j(α¯−1) + An(α¯−1)Φ j(α)
)
.
De (3.33), obtenemos (LVΦ)n,n = 1.
Por otra parte
Φn(z) =
n∑
j=0
βn, jV j(z),
con βn, j =
〈Φn,V j〉LV
‖V j‖2 .
Así,
βn, j =
1
‖V j‖2
[〈
Φn,V j
〉
L + mΦn(α)V j(α¯
−1) + mΦn(α¯−1)V j(α)
]
.
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Por tanto, si n > j,
l˜(−1)n, j = βn, j =
m
k jΛn
(
Φn(α)A j(α¯−1) + Φn(α¯−1)A j(α)
)
,
y, si n = j,
l˜(−1)n,n = βn,n =
√
Λn−1
Λn
+
m
knΛn
(
Φn(α)An(α¯−1) + Φn(α¯−1)An(α)
)
.

Notemos que, al igual que la sección anterior, si aplicamos a LV la transfor-
mación descrita en (2.1), es decir, si hacemos |z − α|2LV , resulta
|z − α|2LV = |z − α|2L = LC. (3.34)
De la Proposición 24, para el caso cuasi-definido, se sigue
HΦ − αI = LΦRN,
donde N es la matriz de Hessenberg dada en (2.4) y LΦR es la matriz triangular
inferior tal que Φ(z) = LΦRR(z). Además, de la Proposición 25, también en el caso
cuasi-definido, se tiene HR − αI = NLΦR.
Por tanto, teniendo en cuenta (3.34), podemos aplicar el mismo procedimiento
al funcional lineal LV . De esta manera, las familias de polinomios ortogonales
{Vn}n>0 y {Rn}n>0 con respecto a LV y LC, respectivamente, satisfacen
(z − α)R(z) = MVV(z) y V(z) = LVRR(z).
Finalmente, de la Proposición 25 deducimos
HR − αI = MVLVR.
Proposición 57
LVR = LVΦLΦR y MV = NL−1VΦ, (3.35)
donde M está dada por (2.4) y LΦR es la matriz triangular inferior definida en
(2.9).
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3.3.2. Funciones de Carathéodory.
Ahora, consideremos LV tal que el funcional bilineal asociado satisface
〈p, q〉LV = 〈p, q〉L + mp(α)q(α¯−1) + mp(α¯−1)q(α), (3.36)
con |α| < 1 y m ∈ C  {0}.
Veremos que FV(z) = c˜0+2
∞∑
k=1
c˜−kzk, con c˜−k =
〈
LV , z−k
〉
, es una transformada
espectral lineal de F.
c˜−k =
〈
LV , z−k
〉
=
〈
1, zk
〉
L + mα
k + mα¯−k.
Luego,
FV(z) = c0 + m + m + 2
∞∑
k=1
(
c−k + mα¯k + mα−k
)
zk
= F(z) + m
1 + 2 ∞∑
k=1
α¯kzk
 + m1 + 2 ∞∑
k=1
α−kzk

= F(z) + m
α + z
α − z + m
1 + α¯z
1 − α¯z
= F(z) +
α
(
m + m
)
+
(
1 − |α|2
) (
m− m) z − α¯ (m + m) z2
(z − α)(α¯z − 1) .
Obsérvese que, en la segunda ecuación, la primera suma converge si |αz| < 1,
mientras que la segunda suma converge si |α−1z| < 1. Luego, si |α| < 1, la región
de convergencia para FV(z) es |z| < |α|. Por tanto,
Proposición 58
FV(z) =
AV(z)F(z) + BV(z)
DV(z)
,
donde
AV(z) = DV(z) = (z − α)(α¯z − 1),
BV(z) = (α − α¯z2)(m + m¯) − (1 − |α|2)(m− m¯)z.
Por último, cabe mencionar que la transformación de Uvarov puede expresarse
como una composición de las transformaciones de Christoffel y Geronimus. De
hecho,
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Proposición 59
(i) FG(α,Mc) ◦ FC(α) = FU(α, Mc).
(ii) FC(α) ◦ FG(α,Mc) = I.
Por comparación con el caso real, un problema abierto es determinar si cualquier
transformación espectral lineal puede ser expresada como una composición de
transformaciones de Christoffel y Geronimus.
3.3.3. Coeficientes de Verblunsky.
Supondremos que el funcional lineal L es definido positivo. Sabemos que la
sucesión {Vn}n>0 de polinomios ortogonales mónicos respecto a LV está dada por
Vn(z) = Φn(z) − m[AnΦn(α) + BnΦn(α¯−1)]Kn−1(z, α¯−1)
− m¯[CnΦn(α) + DnΦn(α¯−1)]Kn−1(z, α). (3.37)
donde
An =
−[1 + m¯Kn−1(α¯−1, α)]
Λn−1
, (3.38)
Bn =
m¯Kn−1(α, α)
Λn−1
, (3.39)
Cn =
−mKn−1(α¯−1, α¯−1)
Λn−1
, (3.40)
Dn =
1 + mKn−1(α, α¯−1)
Λn−1
, (3.41)
con Λn−1 = |m|2Kn−1(α¯−1, α¯−1)Kn−1(α, α) − |1 + mKn−1(α, α¯−1)|2.
Entonces, los coeficientes de Verblunsky {Vn(0)}n>1 son
Vn(0) = Φn(0) − m[AnΦn(α) + BnΦn(α¯−1)]ϕ∗n−1(0)ϕ∗n−1(α¯−1)
− m¯[CnΦn(α) + DnΦn(α¯−1)]ϕ∗n−1(0)ϕ∗n−1(α). (3.42)
Ahora estudiaremos el comportamiento de Vn(0) cuando n → ∞. Dado que
|α| < 1, entonces sabemos que lı´mn→∞ Kn(α, α) < ∞ y lı´m→∞ Kn(α¯−1, α¯−1) = ∞.
Notemos que, de acuerdo con [92],
Kn(α¯−1, α)
Kn(α¯−1, α¯−1)
= |α|2n Kn(α, α¯
−1)
Kn(α, α)
.
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Entonces
lı´m
n→∞
Kn(α¯−1, α)
Kn(α¯−1, α¯−1)
= lı´m
n→∞ |α|
2n Kn(α, α¯−1)
Kn(α, α)
Dado que Kn(α, α¯−1) es O(α¯−n) y |α| < 1,
lı´m
n→∞
Kn(α¯−1, α)
Kn(α¯−1, α¯−1)
= 0.
Obtenemos el mismo resultado para Kn−1(α, α¯−1)/Kn−1(α¯−1, α¯−1), dado que Kn(α¯−1, α) =
Kn(α, α¯−1).
Por lo tanto, si dividimos por Kn−1(α¯−1, α¯−1) en el numerador y denominador
de An, y tomamos el límite cuando n → ∞, observamos que el numerador se
anula, y solamente |m|2Kn−1(α, α) sobrevive en el denominador. Luego, An → 0
cuando n→ ∞.
Lo mismo ocurre con Bn y Dn. De manera similar, obtenemos que Cn =
−1/m¯K∞(α, α) cuando n→ ∞.
Entonces, cuando n→ ∞
Vn(0) ∼ Φn(0) + Φn(α)Kn−1(α, α)ϕ
∗
n−1(0)ϕ
∗
n−1(α) (3.43)
= Φn(0) +
Φn(α)
kn−1Kn−1(α, α)
Φ∗n−1(0)Φ
∗
n−1(α) (3.44)
= Φn(0) +
Φn(α)Φ∗n−1(α)
kn−1Kn−1(α, α)
. (3.45)
Notemos que (3.45) tiene la misma forma que (2.15). Por lo tanto,
Proposición 60 Supongamos que
∑∞
n=0 |Φn(0)|2 < ∞ y
∑∞
n=0 |Φn+1(0)−Φn(0)| < ∞.
Entonces,
(i)
∑∞
n=0 |Vn(0)|2 < ∞.
(ii)
∑∞
n=0 |Vn+1(0) − Vn(0)| < ∞.
3.3.3.1. Ejemplos.
(i) Caso dσ˜ = dθ2pi + mδ(z − α) + m¯δ(z − α¯−1), |α| < 1, m ∈ C  {0}.
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Proposición 61 Sea dσ˜ = dθ2pi+mδ(z−α)+m¯δ(z−α¯−1). Entonces, la sucesión
de polinomios ortogonales mónicos {Vn}n>0 con respecto a σ˜ está dada por
Vn(z) = zn − m[Anαn + Bnα¯−n]
(
1 − α−nzn
1 − α−1z
)
− m¯[Cnαn + Dnα¯−n]
(
1 − α¯nzn
1 − α¯z
)
,
(3.46)
donde
An = −(1 + nm¯)/dn(α),
Bn =
m¯
dn(α)
n−1∑
k=0
|α|2k,
Cn = −B¯n|α|−2(n−1),
Dn = −A¯n,
y dn(α) = |m|2|α|−2(n−1)[∑n−1k=0 |α|2k]2 − |1 + nm|2.
Prueba. Es bien conocido que, en este caso, Φn(z) = ϕn(z) = zn, así como
Φn(0) = 0, n > 1. Entonces, de (3.37) obtenemos
Vn(z) = zn − m[Anαn + Bnα¯−n]Kn−1(z, α¯−1) − m¯[Cnαn + Dnα¯−n]Kn−1(z, α)
= zn − m[Anαn + Bnα¯−n]
(
1 − α−nzn
1 − α−1z
)
− m¯[Cnαn + Dnα¯−n]
(
1 − α¯nzn
1 − α¯z
)
.
Los valores de An, Bn,Cn,Dn y dn(α) se siguen de (3.39) - (3.41) dado
que Kn−1(α, α) =
∑n−1
k=0 |α|2k, Kn−1(α¯−1, α¯−1) =
∑n−1
k=0 |α|−2k y Kn−1(α¯−1, α) =
Kn−1(α, α¯−1) = n. 
Ahora obtenemos una condición necesaria y suficiente para la existencia de
{Vn}n>0. En este caso la condición en la Proposición 54 es∣∣∣∣∣∣ 1 + m(n + 1) m¯
∑n
k=0 |α|2k
m
|α|2n
∑n
k=0 |α|2k 1 + m¯(n + 1)
∣∣∣∣∣∣ , 0,
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es decir,
1 + (m + m¯)(n + 1) + |m|2(n + 1)2 − |m|
2
|α|2n
 n∑
k=0
|α|2k
2 , 0,
con |α| < 1. Nótese que esto se cumple si y sólo si
|m|2
|α|2n
 n∑
k=0
|α|2k
2 , 1 + (m + m¯)(n + 1) + |m|2(n + 1)2,
es decir
|m|2
|α|2n
( |α|2n+2 − 1
|α|2 − 1
)2
, 1 + (m + m¯)(n + 1) + |m|2(n + 1)2.
Si m ∈ R+,
[m(n + 1) + 1]2 ,
m2
|α|2n
( |α|2n+2 − 1
|α|2 − 1
)2
,
por tanto necesitamos
m(n + 1) + 1 ,
m
|α|n
( |α|2n+2 − 1
|α|2 − 1
)
, n > 0.
Luego, fijado un α con |α| < 1 podemos escoger aquellos valores de m tales
que
m ,
1
1
|α|n
( |α|2n+2−1
|α|2−1
)
− (n + 1)
, n > 0,
para que el funcional LV sea cuasi-definido.
Corolario 62 Los coeficientes de Verblunsky asociados con {Vn}n>0 están
dados por
Vn(0) = −(m[Anαn + Bnα¯−n] + m¯[Cnαn + Dnα¯−n]). (3.47)
Prueba. El resultado es inmediato evaluando (3.46) en z = 0. 
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Ahora obtenemos una estimación para Vn(0) cuando n→ ∞. Tenemos
Vn(0) = −(mAn + m¯Cn)αn − (mBn + m¯Dn)α−n.
Pero
−(mAn + mCn)αn = α
n
dn(α)
m + n|m|2 + |m|2|α|−2(n−1) n−1∑
k=0
|α|2k

= αn
|α|2n−2(m + n|m|2) + |m|2 ∑n−1k=0 |α|2k
|m|2 ∑n−1k=0 |α|2k − |α|2n−2|1 + nm|2
∼
αn |m|
2
1−|α|2
|m|2
1−|α|2
= αn.
Por otro lado,
−α¯−n(mBn + m¯Dn) = α¯−n
−|m|2 |α|2n−1|α|2−1 − (m¯ + n|m|2)
|m|2 1|α|2n−2 1−|α|
2n
1−|α|2 − |1 + nm|2
∼ αn
− |m|21−|α|2 − (m + n|m|2)
|m|2 |α|21−|α|2
.
En consecuencia,
Vn(0) ∼ N1(α)nαn,
donde N1(α) = −1−|α|2|α|2 .
El comportamiento de Vn(0) para algunos valores particulares de α y m se
muestra en la siguiente figura
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(ii) Caso dσ˜ = 1|z−α|2
dθ
2pi + mδ(z − α) + m¯δ(z − α¯−1), |α| < 1, m ∈ C  {0}.
Proposición 63 Sea dσ˜ = 1|z−α|2
dθ
2pi + mδ(z − α) + m¯δ(z − α¯−1), con |α| < 1.
Entonces, la sucesión de polinomios ortogonales mónicos {Vn}n>0 respecto
a σ˜ está dada por
Vn(z) = zn−αzn−1− α¯
−n(1 − |α|2)2[|m|2(1 − |α|2)(α−1z)n−1 + m¯ + |m|2(1 − |α|2)]
|m|2|α|−2n+2(1 − |α|2)2 − |1 + m(1 − |α|2)|2 ,
(3.48)
para n > 1.
Prueba. Es bien conocido que la sucesión de polinomios ortogonales móni-
cos {Φn}n>0 con respecto a 1|z−α|2 dθ2pi es
Φn(z) = zn − αzn−1, |α| < 1, n > 1.
Entonces, de (3.37) tenemos
Vn(z) = zn−αzn−1−mBnα¯−n(1−|α|2)Kn−1(z, α¯−1)−m¯Dnα¯−n(1−|α|2)Kn−1(z, α),
(3.49)
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dado que Φn(α) = 0, n > 1, y Φn(α¯−1) = α¯−n(1 − |α|2). Obsérvese que, en
este caso, k0 = ||Φ0||2 = 11−|α|2 , así como kn = 1, n > 1.
También tenemos Kn(z, α) = 1k0 , n > 0 y, en consecuencia,
Kn−1(α, α) = Kn−1(α, α¯−1) = Kn−1(α¯−1, α) =
1
k0
= 1 − |α|2.
Por otra parte, usando la fórmula de Christoffel-Darboux
Kn−1(z, α¯−1) =
n−1∑
j=0
Φ j(z)Φ j(α¯−1)
k j
=
Φ∗n(α¯−1)Φ
∗
n(z) − Φn(α¯−1)Φn(z)
(1 − α−1z)
=
−(α−n − α¯α−n+1)(zn − αzn−1)
(1 − α−1z)
=
−α−n(zn − αzn−1)(1 − |α|2)
1 − α−1z
= (α−1z)n−1(1 − |α|2).
Kn−1(α¯−1, α¯−1) =
Φ∗n(α¯−1)Φ
∗
n(α¯
−1)) − Φn(α¯−1)Φn(α¯−1))
(1 − α−1α¯−1))
=
−(α−n − α¯α−n+1)(α¯−n − αα¯−n+1)
(1 − |α|−2)
= −|α|
−2n(1 − |α|2)2
1 − |α|−2
= |α|−2n+2(1 − |α|2),
dado que Φ∗n(z) = 1 − α¯z. Por tanto
Bn =
m¯(1 − |α|2)
|m|2|α|−2n+2(1 − |α|2)2 − (1 + m(1 − |α|2)(1 + m¯(1 − |α|2)
=
m¯(1 − |α|2)
|m|2|α|−2n+2(1 − |α|2)2 − |1 + m(1 − |α|2)|2 ,
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y
Dn =
1 + m(1 − |α|2)
|m|2|α|−2n+2(1 − |α|2)2 − (1 + m(1 − |α|2)(1 + m¯(1 − |α|2)
=
1 + m(1 − |α|2)
|m|2|α|−2n+2(1 − |α|2)2 − |1 + m(1 − |α|2)|2 .
Entonces, (3.49) se convierte en
Vn(z) = zn − αzn−1 − |m|
2(1 − |α|2)3α¯−n(α−1z)n−1
|m|2|α|−2n+2(1 − |α|2)2 − |1 + m(1 − |α|2)|2
+
m¯[1 + m(1 − |α|2)]α¯−n(1 − |α|2)2
|m|2|α|−2n+2(1 − |α|2)2 − |1 + m(1 − |α|2)|2 ,
que es equivalente a (3.48). 
La existencia de {Vn}n>0 está determinada por la condición∣∣∣∣∣∣ 1 + m(1 − |α|2) m¯(1 − |α|2)m|α|−2n+2(1 − |α|2) 1 + m¯(1 − |α|2)
∣∣∣∣∣∣ , 0,
es decir,
1 + (m + m¯)(1 − |α|2) + |m|2(1 − |α|2)2 − |m|2|α|−2n+2(1 − |α|2)2 , 0.
En otras palabras,
|α|−2n+2 , 1 + (m + m¯)(1 − |α|
2) + |m|2(1 − |α|2)2
|m|2(1 − |α|2)2 ,
(−2n + 2) ln |α| , ln 1 + (m + m¯)(1 − |α|
2) + |m|2(1 − |α|2)2
|m|2(1 − |α|2)2 ,
−2n + 2 ,
ln 1+(m+m¯)(1−|α|
2)+|m|2(1−|α|2)2
|m|2(1−|α|2)2
ln |α| ,
n , 1 − 1
2
ln 1+(m+m¯)(1−|α|
2)+|m|2(1−|α|2)2
|m|2(1−|α|2)2
ln |α| .
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En particular, si m ∈ R y |α|2 = 12 , la condición anterior se convierte en
n , 1 +
ln
(
1 + 2m
)2
ln 2
,
y, por tanto,
ln
(
1 + 2m
)2
ln 2
< N.
Esto es, podemos escojer aquellos m ∈ R tales que
m ,
2
2n/2 − 1 , ∀n ∈ N.
Corolario 64 Los coeficientes de Verblunsky correspondientes a {Vn}n>0 es-
tán dados por
V1(0) = −α − α¯
−1(1 − |α|2)2[m¯ + 2|m|2(1 − |α|2)]
|m|2(1 − |α|2)2 − |1 + m(1 − |α|2)|2 ,
Vn(0) = − α¯
−n(1 − |α|2)2[m¯ + |m|2(1 − |α|2)]
|m|2|α|−2n+2(1 − |α|2)2 − |1 + m(1 − |α|2)|2 , n > 2.
Prueba. Se obtiene inmediatamente evaluando (3.48) en z = 0. 
Finalmente, obtenemos una estimación para Vn(0) cuando n→ ∞,
De (3.48), el coeficiente de zn−1 es
= −α[|m|
2|α|−2n+2(1 − |α|2)2 − |1 + m(1 − |α|2)|2]
|m|2|α|−2n+2(1 − |α|2)2 − |1 + m(1 − |α|2)|2
− α¯
−1(1 − |α|2)2[|m|2(1 − |α|2)|α|−2n+2
|m|2|α|−2n+2(1 − |α|2)2 − |1 + m(1 − |α|2)|2
=
|m|2α|α|−2n(1 − |α|2)2 − α|1 + m(1 − |α|2)|2
|m|2|α|−2n+2(1 − |α|2)2 − |1 + m(1 − |α|2)|2
=
|m|2α(1 − |α|2)2 − α|α|2n|1 + m(1 − |α|2)|2
|m|2|α|2(1 − |α|2)2 − |α|2n|1 + m(1 − |α|2)|2
∼ 1
α¯
.
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Por otro lado, el término independiente es
= − m¯(1 + m(1 − |α|
2))(1 − |α|2)2αn
|m|2|α|−2n+2(1 − |α|2)2 − |1 + m(1 − |α|2)|2
1
|α|2n
∼ − m¯(1 + m(1 − |α|
2))
|m|2|α|2 α
n
= − 1|α|2m(1 + m(1 − |α|
2))αn.
Es decir,
Vn(0) ∼ N2(α)αn,
donde N2(α) = 1 − 1+mm|α|2 .
Finalmente, se muestra una gráfica que muestra el comportamiento de Vn(0)
para algunos valores particulares de α y m.
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CAPÍTULO 4
La transformación de Szego˝.
Este capítulo está dedicado a la transformación de Szego˝, que establece una
relación entre medidas soportadas en el intervalo [−1, 1] de la recta real y ciertas
medidas soportadas en la circunferencia unidad.
De igual manera existe una relación entre los coeficientes de la relación de
recurrencia a tres términos para los polinomios ortogonales en la recta real y los
parámetros de Verblunsky asociados a la correspondiente medida soportada en la
circunferencia unidad. Se muestra una manera sencilla de calcular dichos parámet-
ros de Verblunsky, que está relacionada con la factorización LU de la matriz de
Jacobi asociada con la medida en la recta real, y algunos ejemplos basados en
polinomios ortogonales clásicos de Jacobi.
Por otra parte, es bien conocida la relación entre las funciones de Stieltjes y
las funciones de Carathéodory asociadas a medidas soportadas en la recta real y la
circunferencia unidad, respectivamente. Aplicando a una función de Stieltjes las
transformaciones definidas en las Secciones 1.1.2 y 1.1.3, estudiamos las trans-
formaciones resultantes en las correspondientes funciones de Carathéodory, por
medio de la transformación de Szego˝. Recíprocamente, aplicando las transforma-
ciones definidas en la Sección 1.2.3 a una función de Carathéodory, estudiamos
las transformaciones resultantes en las correspondientes funciones de Stieltjes.
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4.1. La transformación de Szego˝ y la factorización
LU.
A partir de una medida de Borel µ no trivial, positiva, soportada en [−1, 1],
podemos definir una medida σ de Borel, no trivial, positiva, soportada en [−pi, pi]
mediante
dσ(θ) =
1
2
|dµ(cosθ)|, (4.1)
de tal forma que si dµ(x) = ω(x)dx, entonces
dσ(θ) =
1
2
ω(cosθ)|senθ|dθ.
Si µ es una medida de probabilidad, es decir,
∫ 1
−1 dµ = 1, entonces σ es también
una medida de probabilidad en la circunferencia unidad T = {z ∈ C : |z| = 1} y
entonces existe una sucesión de polinomios ortonormales que satisface (1.20), así
como los correspondientes polinomios mónicos. En este caso, los coeficientes de
Verblunsky satisfacen la condición
Φn(0) ∈ (−1, 1), n = 1, 2, . . .
Existe una relación entre los polinomios ortogonales asociados a una medida
µ soportada en [−1, 1] y los polinomios ortogonales asociados con la medida σ
definida por (4.1), con soporte en la circunferencia unidad.
Teorema 65 [96] La sucesión de polinomios ortonormales {ϕn}n>0 en la circun-
ferencia unidad asociados con la medida σ tiene coeficientes reales. Además, si
x = (z+z
−1)
2 , entonces
pn(x) =
κ2n(σ)
2(
√
1 + Φ2n(0))
[z−nΦ2n(z) + znΦ2n(1/z)].
Por otra parte, los coeficientes de las relaciones de recurrencia (1.3), (1.16) y
(1.17) están relacionados mediante
2an =
√
[1 − Φ2n(0)][1 − Φ22n−1(0)][1 + Φ2n−2(0)], n > 1, (4.2)
2bn = Φ2n−1(0)[1 − Φ2n(0)] − Φ2n+1(0)[1 + Φ2n(0)], n > 0. (4.3)
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Obsérvese que, si definimos una sucesión {uk}k>1, con
uk =
1
2
(1 − Φk(0))(1 + Φk−1(0)), (4.4)
obtenemos
a2k = u2ku2k−1, k > 1, (4.5)
bk + 1 = u2k + u2k+1, k > 0, (4.6)
y, entonces, podemos obtener una factorización única
J˜ + I = LU,
donde I es la matriz identidad, y L y U son matrices bidiagonales inferior y supe-
rior, respectivamente, con
L =

1 0 0 0 · · ·
u2 1 0 0 · · ·
0 u4 1 0
. . .
0 0 u6 1
. . .
...
...
. . .
. . .
. . .

y U =

u1 1 0 0 · · ·
0 u3 1 0 · · ·
0 0 u5 1
. . .
0 0 0 u7
. . .
...
...
. . .
. . .
. . .

.
Así, de (4.4)
Φk(0) = 1 − 2uk1 + Φk−1(0) , (4.7)
o, equivalentemente,
Φk(0) = 1 − 2uk
2 − 2uk−1
2 − 2uk−2
2 −
. . .
2 − 2u2
2 − 2u1
. (4.8)
Por lo tanto, obtenemos una sucesión {un}n>1 que podemos utilizar para determinar
de una manera sencilla los coeficientes de Verblunsky {Φk(0)}k>1 de la medida σ
soportada en la circunferencia unidad.
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Obsérvese que, dado que los momentos {cn}n>0 son reales, F(z), la función de
Carathéodory asociada a σ tiene coeficientes reales. Por tanto, tenemos
ReF(eiθ) = ReF(ei(2pi−θ)),
y entonces dσ(θ) + dσ(2pi − θ) = 0. De esta manera, existe una sencilla relación
entre las funciones de Stieltjes y Carathéodory asociadas con µ y σ, respectiva-
mente,
F(z) =
1 − z2
2z
∫ 1
−1
dµ(t)
x − t =
1 − z2
2z
S (x), (4.9)
donde x = z+z
−1
2 , z = x −
√
x2 − 1 (ver [83]).
4.2. Transformaciones espectrales lineales.
Consideraremos medidas soportadas en T, definidas a partir de medidas de
Borel soportadas en el intervalo [−1, 1], y analizaremos la conexión entre sus cor-
respondientes transformaciones espectrales. En particular, en esta sección enfo-
caremos nuestra atención en las tres transformaciones canónicas estudiadas en
capítulos precedentes.
Nuestro objetivo es aplicar transformaciones espectrales lineales a la función
de Stieltjes S (x) ( asociada a la medida µ ) y estudiar la transformada de la corre-
spondiente función de Carathéodory F(z) por medio de la transformación definida
en la sección previa.
4.2.1. La transformación de Christoffel.
Consideremos la transformación de Christoffel de S (x) dada por
S C(x) =
(x − β)S (x) − 1
µ1 − β , (4.10)
que representa la perturbación de la medida de probabilidad µ
dµ˜ =
(x − β)
µ1 − β dµ,
de tal forma que µ˜ es, de nuevo, una medida de probabilidad.
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Sustituyendo (4.9) en (4.10)
2z
1 − z2 FC(z) =
( z+z
−1
2 − β) 2z1−z2 F(z) − 1
µ1 − β ,
FC(z) =
z+z−1−2β
2 F(z) − 1−z
2
2z
µ1 − β
=
(z2 − 2βz + 1)F(z) + z2 − 1
2z(µ1 − β) .
Entonces, la transformación resultante para la función de Carathéodory se
puede representar mediante la transformación espectral lineal
FC(z) =
AC(z)F(z) + BC(z)
DC(z)
,
con AC(z) =
z2−2βz+1
2(µ1−β) ,BC(z) =
z2−1
2(µ1−β) y DC(z) = z.
En [68] (véase también la proposición 24 de la Sección 2.1.2), se muestra que
la transformación canónica de Christoffel de una función de Carathéodory está
dada por
F˜1(z) =
A1(z)F1(z) + B1(z)
D1(z)
,
donde A1(z) = −α¯z2 + (1 + |α|2)z− α¯, B1(z) = −α¯z2 + (αc1 − α¯c¯1)z +α y D1(z) = z.
Normalizando F˜1(z) de tal manera que c˜0 = 1, los polinomios de la transformación
anterior se convierten en
A1(z) =
−α¯z2 + (1 + |α|2)z − α¯
(1 + |α|2) − 2Re(αc1) ,
B1(z) =
−α¯z2 + (αc1 − α¯c¯1)z + α
(1 + |α|2) − 2Re(αc1) ,
D1(z) = z.
Así, comparando los coeficientes de BC(z) y B1(z), tenemos
(αc1 − α¯c−1) = 0.
Por tanto, α ∈ R y, comparando los coeficientes de AC(z) y los restantes coefi-
cientes de BC(z) con los coeficientes de A1(z) y B1(z), respectivamente, encon-
tramos −α
(1 + |α|2) − 2αc1 =
1
2(µ1 − β) , (4.11)
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así como
(1 + α2)
(1 + |α|2) − 2αc1 =
−2β
2(µ1 − β) . (4.12)
De (4.11)
−2α(µ1 − β) = (1 + |α|2) − 2αc1, (4.13)
y de (4.12) y (4.13)
−(1 + α2)
2α(µ1 − β) =
−2β
2(µ1 − β) .
Entonces
α2 − 2βα + 1 = 0,
y, finalmente,
α± = β ±
√
β2 − 1, con |β| > 1.
Esto significa que el cero del polinomio complejo de grado 1 en la transformación
canónica de Christoffel debe ser real.
4.2.2. La transformación de Uvarov.
Ahora consideramos la transformación de Uvarov de la función de Stieltjes
S (x) asociada a µ
S U(x) =
S (x) + Mr(x − β)−1
1 + Mr
, (4.14)
correspondiente a una transformación de la medida µ definida por
dµ˜ =
dµ + Mrδ(x − β)
1 + Mr
.
De nuevo, µ˜ es una medida de probabilidad.
Usando (4.9) y (4.14) obtenemos
2z
1 − z2 FU(z) =
2z
1−z2 F(z) + Mr(
z+z−1
2 − β)−1
1 + Mr
, (4.15)
FU(z) =
F(z) + Mr( 2z+z−1−2β )(
1−z2
2z )
1 + Mr
(4.16)
=
F(z) + Mr( 1−z
2
z2−2βz+1 )
1 + Mr
. (4.17)
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En otras palabras, AU(z) =
z2−2βz+1
1+Mr
, BU(z) =
(1−z2)Mr
1+Mr
y DU(z) = z2 − 2βz + 1.
Por otro lado, de [68] sabemos que
F˜1(z) = F(z) +
B1(z)
D1(z)
, (4.18)
donde B1(z) = (α− α¯z2)(Mc + Mc)− (1− |α|2)(Mc−Mc)z, D1(z) = (z−α)(α¯z−1) y
F(z), F˜1(z) son las funciones de Carathéodory asociadas a σ y su transformación
de Uvarov σ˜1, respectivamente, dadas por
(p, q)σ˜1 = (p, q)σ + Mc p(α)q(α¯−1) + Mc p(α¯
−1)q(α), α ∈ C − {0}.
Teniendo en cuenta que
F˜1(0) = (1 + Mc + Mc),
obtenemos
Mr = 2ReMc.
Por otra parte, de la comparación entre (4.17) y (4.18) se tiene
α − α¯z2
(z − α)(α¯z − 1) =
1 − z2
z2 − 2βz + 1 , (4.19)
así como
(1 − |α|2)(Mc − Mc) = 0.
Como consecuencia, se analizan dos situaciones.
(i) Si |α| = 1, entonces de (4.19) se sigue que α
α¯
= 1 y β = 1. Esto significa
que α± = ±1. Como conclusión la transformación de Uvarov de la medida
σ aparece con la adición de una masa Mr en el punto α± = ±1.
(ii) Si |α| , 1, entonces Mc ∈ R y Mc = Mr2 . Por otra parte, de (4.19), αα¯ = 1 así
como 1+α
2
α
= 2β, es decir, α = α¯ y α2 − 2βα + 1 = 0. Esto significa que
α± = β ±
√
β2 − 1, |β| > 1.
Como conclusión, la transformación de Uvarov de la medida σ es el resul-
tado de la adición de dos masas reales Mr2 en los puntos α± = β ±
√
β2 − 1,
con |β| > 1.
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4.2.3. La transformación de Geronimus.
La transformación de Geronimus de la función de Stieltjes S (x) asociada con
µ está dada por
S G(x) =
S (β) + Mr − S (x)
(x − β)(Mr + S (β)) ,
y representa la siguiente transformación de la medida µ
dµ˜ =
(x − β)−1dµ + Mrδ(x − β)
Mr + S (β)
.
Nótese que, de nuevo, µ˜ es una medida de probabilidad. La función de Carathéodory
correspondiente FG(z) resulta ser
2z
1 − z2 FG(z) =
S (β) + Mr − 2z1−z2 F(z)
( z+z−12 − β)(Mr + S (β))
,
FG(z) =
−2zF(z) + (1 − z2)[S (β) + Mr]
(z2 − 2βz + 1)(S (β) + Mr) .
Equivalentemente,
FG(z) =
zF(z) + 12 (z
2 − 1)[S (β) + Mr]
− 12 (z2 − 2βz + 1)[S (β) + Mr]
. (4.20)
Así, AG(z) = z, BG(z) = 12 (z
2−1)[S (β)+MR] y DG(z) = − 12 (z2−2βz+1)[S (β)+Mr].
Por otra parte, en [68] se muestra que
F˜1(z) =
A1(z)F(z) + B1(z)
D1(z)
, (4.21)
donde
A1(z) = z,
B1(z) = α¯z2 − 2iIm(q0)z − α,
D1(z) = −α¯z2 + (1 + |α|2)z − α,
y q0 es un parámetro libre dado por
q0 = c˜0 − α¯c˜1.
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Entonces, comparando los coeficientes de B(z) y B1(z), obtenemos q0 ∈ R. Por
otro lado, (4.21) también puede expresarse como
F˜1(z) =
A1(z)
D1(z)
F(z) + Mc
α + z
α − z + Mc
1 + α¯z
1 − α¯z , (4.22)
con Mc =
q¯0− 12
1−|α|2 . Por lo tanto, Mc ∈ R y (4.22) se convierte en
F˜1(z) =
zF(z) − 2Mc(−α¯z2 + α)
(−α¯z2 + (1 + |α|2)z − α)Ag , (4.23)
donde Ag es el factor de normalización. Comparando los coeficientes de los poli-
nomios en (4.20) y (4.23) obtenemos
α ∈ R, Mc = S (β) + Mr4α ,
y
α2 − 2βα + 1 = 0.
Entonces,
α± = β ±
√
β2 − 1, con |β| > 1.
Esto es, en la transformación canónica de Geronimus, se agregan dos masas reales
en los puntos α± = β ±
√
β2 − 1.
4.2.4. Ejemplos.
Caso Jacobi.
Consideremos la familia de polinomios ortogonales mónicos correspondientes
a la medida
dµ = (1 − x)α(1 + x)βdx, α, β > −1, (4.24)
soportada en el intervalo (-1,1).
Es bien conocido (ver [22], [96]) que los coeficientes de la relación de recur-
rencia a tres términos que satisfacen dichos polinomios están dados por
bn =
β2 − α2
(2n + α + β)(2n + 2 + α + β)
, n > 0,
a2n =
4n(n + α)(n + β)(n + α + β)
(2n + α + β − 1)(2n + α + β)2(2n + α + β + 1) , n > 1.
Analizaremos algunos casos representativos de pesos de Jacobi.
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4.2.4.1. Polinomios de Tchebichev de primera especie, (α = β = −12 ).
En este caso
bn = 0, n > 0, a21 =
1
2
y a2n =
1
4
, n > 2.
Por lo tanto,
J˜ + I =

1 1 0 0 · · ·
1
2 1 1 0 · · ·
0 14 1 1
. . .
0 0 14 1
. . .
...
...
. . .
. . .
. . .

.
De la factorización LU de esta matriz, obtenemos
u1 = 1 y un =
1
2
, n > 2,
y de (4.7)
Φn(0) = 0, n > 1,
resultado previsible, dado que la medida en la circunferencia unidad asociada con
(4.24) para α = β = − 12 es la medida normalizada de Lebesgue.
4.2.4.2. Polonomios de Tchebichev de segunda especie, (α = β = 12 ).
En este caso,
bn = 0, n > 0, y a2n =
1
4
, n > 1.
Por lo tanto, J˜ + I se convierte en
J˜ + I =

1 1 0 0 · · ·
1
4 1 1 0 · · ·
0 14 1 1
. . .
0 0 14 1
. . .
...
...
. . .
. . .
. . .

.
Calculando la factorización LU de esta matriz, obtenemos, para los primeros ele-
mentos de la sucesión {uk}k>1,
u1 = 1, u2 =
1
4
,
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u3 =
3
4
, u4 =
1
3
,
u5 =
2
3
, u6 =
3
8
,
u7 =
5
8
, u8 =
2
5
,
u9 =
3
5
, u10 =
5
12
, . . .
es decir,
u2n =
2n
4(n + 1)
, n > 1,
u2n+1 =
n + 2
2(n + 1)
, n > 0,
y de (4.7) obtenemos
Φ1(0) = 0, Φ2(0) =
1
2
,
Φ3(0) = 0, Φ4(0) =
1
3
,
Φ5(0) = 0, Φ6(0) =
1
4
,
Φ7(0) = 0, Φ8(0) =
1
5
,
Φ9(0) = 0, Φ10(0) =
1
6
, . . .
Como consecuencia,
Φ2n(0) =
1
n + 1
, n > 1,
Φ2n+1(0) = 0, n > 0.
Esta es una perturbación de la medida de Lebesgue dada por
dµ˜ = |z2 − 1|2 dθ
2pi
, z = eiθ.
Obsérvese que la medida µ˜ es la medida cribada dµ1 = |z − 1|2 dθ2pi , z = eiθ.
Los polinomios ortogonales cribados para medidas soportadas en la circunferencia
unidad han sido analizados en [59] y [76].
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4.2.4.3. Polinomios de Tchebichev de tercera especie (α = 12 , β = −12 ).
Obtenemos
b0 = −12 , bn = 0, n > 1, y a
2
n =
1
4
, n > 1,
de modo que
J˜ + I =

1
2 1 0 0 · · ·
1
4 1 1 0 · · ·
0 14 1 1
. . .
0 0 14 1
. . .
...
...
. . .
. . .
. . .

.
Calculando la factorización LU de esta matriz, obtenemos
uk =
1
2
, k > 1,
y de (4.7) deducimos
Φ1(0) =
1
2
, Φ2(0) =
1
3
,
Φ3(0) =
1
4
, Φ4(0) =
1
5
,
Φ5(0) =
1
6
, Φ6(0) =
1
7
,
Φ7(0) =
1
8
, Φ8(0) =
1
9
,
Φ9(0) =
1
10
, Φ10(0) =
1
11
, . . .
Como consecuencia,
Φn(0) =
1
n + 1
, n > 1.
Esto corresponde a una perturbación de la medida de Lebesgue dada por (ver [73])
dµ˜ = |z − 1|2 dθ
2pi
, z = eiθ.
Se trata de una transformación de Christoffel de la medida de Lebesgue, como se
muestra en la Sección 5.1, con α = 1.
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4.2.4.4. Polinomios de Tchebichev de cuarta especie (α = −12 , β = 12 ).
Obtenemos
b0 =
1
2
, bn = 0, n > 1, y a2n =
1
4
, n > 1,
de tal manera que
J˜ + I =

3
2 1 0 0 · · ·
1
4 1 1 0 · · ·
0 14 1 1
. . .
0 0 14 1
. . .
...
...
. . .
. . .
. . .

.
Calculando la factorización LU de esta matriz, obtenemos para los primeros ele-
mentos de la sucesión {uk}k>1
u1 =
3
2
, u2 =
1
6
,
u3 =
5
6
, u4 =
3
10
,
u5 =
7
10
, u6 =
5
14
,
u7 =
9
14
, u8 =
7
18
,
u9 =
11
18
, u10 =
9
22
, . . .
y de (4.7) deducimos
Φ1(0) = −12 , Φ2(0) =
1
3
,
Φ3(0) = −14 , Φ4(0) =
1
5
,
Φ5(0) = −16 , Φ6(0) =
1
7
,
Φ7(0) = −18 , Φ8(0) =
1
9
,
Φ9(0) = − 110 , Φ10(0) =
1
11
, . . .
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Así pues,
Φn(0) =
(−1)n
n + 1
, n > 1.
Esto corresponde a una perturbación de la medida de Lebesgue dada por (ver
[45],[73])
dµ˜ = |z + 1|2 dθ
2pi
, z = eiθ.
Se trata, pues, de una transformación canónica de Christoffel de la medida de
Lebesgue, como se muestra en la Sección 5.1, con α = −1.
4.2.4.5. Polinomios de Gegenbauer, con α = β = 1.
En este caso
bn = 0, n > 0, a2n =
n(n + 2)
(2n + 1)(2n + 3)
, n > 1.
Por lo tanto, desarrollando la factorización LU de J˜ + I obtenemos, para los
primeros elementos de la sucesión {uk}k>1,
u1 = 1, u2 =
1
5
,
u3 =
4
5
, u4 =
2
7
,
u5 =
5
7
, u6 =
3
9
,
u7 =
6
9
, u8 =
4
11
,
u9 =
7
11
, u10 =
5
13
, . . .
y de (4.7) obtenemos
Φ1(0) = 0, Φ2(0) =
3
5
,
Φ3(0) = 0, Φ4(0) =
3
7
,
Φ5(0) = 0, Φ6(0) =
3
9
,
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Φ7(0) = 0, Φ8(0) =
3
11
,
Φ9(0) = 0, Φ10(0) =
3
13
, . . .
De aquí se sigue que,
Φ2n(0) =
3
2n + 3
, n > 1,
Φ2n+1(0) = 0, n > 1.
La correspondiente medida es una perturbación de la medida de Lebesgue definida
por
dµ˜ = |z2 − 1|3 dθ
2pi
, z = eiθ.
4.2.4.6. Transformación de Uvarov de los polinomios de Legendre.
Consideramos el caso de la medida de Legendre dµ = dx, es decir, un caso
Jacobi con α = β = 0, y su transformación de Uvarov definida por
dµ˜ = dx + δ(x + 1) + δ(x − 1), (4.25)
que ha sido considerada previamente en [32]. Denotamos mediante J la matriz
de Jacobi mónica asociada con µ. Por el Corolario 4.5 en [13], si aplicamos las
siguientes transformaciones
J − αI = L1U1,
J1 := U1L1,
J1 = U2L2,
J2 := L2U2 + I,
J2 + I = L3U3,
J3 := U3L3,
J3 = U4L4,
J4 := L4U4 − I,
entonces J4 es la matriz mónica de Jacobi asociada con (4.25). Ahora calculamos
la factorización LU de J4 + I para obtener la sucesión {uk}n>1 cuyos primeros
elementos son
125
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u1 = 1, u2 =
7
9
,
u3 =
2
9
, u4 =
24
35
,
u5 =
9
35
, u6 =
9
13
,
u7 =
4
13
, u8 =
124
189
,
u9 =
65
189
, u10 =
215
341
, . . .
es decir,
u2n =
(n + 1)2[n2(2n + 4) + 4n] + 2n
2(2n + 1)[n2(n + 1)2 + 2n(n + 1) + 1]
, n > 1,
u2n+1 =
n2(n + 1)2(2n − 2) + (n + 1)(4n2 + 2)
2(2n + 1)[n2(n + 1)2 + 2n(n + 1) + 1]
, n > 0.
De (4.7) obtenemos
Φ1(0) = 0, Φ2(0) = −59 ,
Φ3(0) = 0, Φ4(0) = −1735 ,
Φ5(0) = 0, Φ6(0) = − 513 ,
Φ7(0) = 0, Φ8(0) = − 59189 ,
Φ9(0) = 0, Φ10(0) = − 89341 , . . .
o bien,
Φ2n(0) = − 3n
2(n + 1)2 + 2n(n + 1) − 1
(2n + 1)[n2(n + 1)2 + 2n(n + 1) + 1]
, n > 1,
Φ2n+1(0) = 0, n > 1.
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4.3. Transformaciones espectrales racionales.
4.3.1. La transformación de Szego˝ y los polinomios asociados
de primera especie en la recta real.
A continuación estudiamos, para el caso de transformaciones espectrales ra-
cionales, la relación entre la función de Stieltjes asociada a una medida soportada
en el intervalo [−1, 1] y la correspondiente función de Carathéodory asociada a
una medida soportada en la circunferencia unidad, donde ambas medidas están
relacionadas mediante la transformación de Szego˝.
Analizamos la función de Stieltjes S (1)(x), correspondiente a los polinomios
asociados de primera especie (k = 1) [41]. De (1.4) y (1.10), tenemos
S (1)(x) = − 1
a21S (x)
+
x − b0
a21
, (4.26)
donde a1, b0 son parámetros fijos. Denotaremos S (1)(x) = R(1)[S (x)].
Aplicando la transformación de Szego˝ a (4.26), obtenemos
2z
1 − z2 Fˆ(z) =
z+z−1
2 − b0
a21
− 1
a21
(1 − z2)
2z
1
F(z)
, (4.27)
Fˆ(z) = −(1 − z
2)2
4a21z
2
1
F(z)
+
(1 − z2)(z2 − 2b0 + 1)
4a21z
2
(4.28)
=
−(1 − z2)2FΩ(z) + (1 − z2)(z2 − 2b0 + 1)
4a21z
2
, (4.29)
donde FΩ(z) es la función de Carathéodory correspondiente a los polinomios aso-
ciados de segunda especie (ver Proposición 18) con respecto a la medida σ sopor-
tada en la circunferencia unidad.
Obsérvese que (4.29) se puede expresar como el resultado de la composición
de dos transformaciones espectrales lineales
Fˆ1(z) =
Aˆ1(z)FΩ(z) + Bˆ1(z)
Dˆ1(z)
,
Fˆ2(z) =
Aˆ2(z)Fˆ1(z) + Bˆ2(z)
Dˆ2(z)
.
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En otras palabras, obtenemos
Fˆ(z) =
Aˆ1(z)Aˆ2(z)FΩ(z) + Aˆ2(z)Bˆ1(z) + Bˆ2(z)Dˆ1(z)
Dˆ1(z)Dˆ2(z)
.
Por lo tanto, de la comparación con (4.29) tenemos
Aˆ1(z)Aˆ2(z) = −(1 − z
2)2
4a21
,
Aˆ2(z)Bˆ1(z) + Bˆ2(z)Dˆ1(z) =
(1 − z2)(z2 − 2b0 + 1)
4a21
,
Dˆ1(z)Dˆ2(z) = z2.
Entonces, podemos considerar
Aˆ1(z) = (1 − z)2,
Bˆ1(z) = (z2 − 1),
Dˆ1(z) = −2(b0 + 1)z,
Aˆ2(z) = − (1 + z)
2
4a21
,
Bˆ2(z) =
1 − z2
4a21
,
Dˆ2(z) = − z2(b0 + 1) .
Así pues,
Fˆ1(z) =
− 12(b0+1) (1 − z)2FΩ(z) − 12(b0+1)(z2 − 1)
z
,
Fˆ2(z) =
2(b0+1)
4a21
(1 + z)2Fˆ1(z) + − 2(b0+1)4a21 (1 − z
2)
z
.
Por otro lado, en [68] se muestra que la transformación canónica de Christoffel
de una función de Carathéodory está dada por
Fc(z) =
Ac(z)F(z) + Bc(z)
Dc(z)
,
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donde Ac(z) = −α¯z2 + (1 + |α|2)z − α¯, Bc(z) = −α¯z2 + (αc1 − α¯c¯1)z + α y Dc(z) =
z. Normalizando Fc(z) para que el primer momento sea 1, los polinomios de la
transformación anterior se convierten en
Ac(z) =
−α¯z2 + (1 + |α|2)z − α¯
(1 + |α|2) − 2Reαc1 ,
Bc(z) =
−α¯z2 + (αc1 − α¯c¯1)z + α
(1 + |α|2) − 2Reαc1 ,
Dc(z) = z.
De esta manera, comparando los coeficientes de Bˆ1(z) y Bc(z), tenemos
α1c1 − α¯1c−1 = 0.
De aquí se sigue que α1 ∈ R y la comparación de los coeficientes de A˜1(z) y
los restantes coeficientes de Bˆ1(z) con los coeficientes de Ac(z) y Bc(z), respecti-
vamente, implica que
α1
(1 + |α1|2) − 2α1c1 =
1
2(b0 + 1)
(4.30)
y
(1 + α12)
(1 + |α1|2) − 2α1c1 =
1
b0 + 1
. (4.31)
Entonces, de (4.30) y (4.31)
α21 − 2α1 + 1 = 0,
y, finalmente,
α1 = 1.
Esto significa que el cero del polinomio complejo de grado 1 en esta transforma-
ción de Christoffel debe ser real e igual a 1.
De manera similar, comparando los coeficientes del conjunto de polinomios
para la segunda transformación de Christoffel, obtenemos
α2 = −1.
Por tanto, el cero del polinomio complejo de grado 1 en la segunda transformación
de Christoffel es también real e igual a −1.
Entonces, hemos probado
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Proposición 66 Sea S (1)(x) la función de Stieltjes correspondiente a los poli-
nomios asociados de primera especie con respecto a una medida de probabilidad
no trivial µ soportada en [−1, 1]. Entonces su imagen a partir de la transforma-
ción de Szego˝ es Fˆ(z), una función de Carathéodory que es el producto de dos
transformaciones de Christoffel aplicadas a FΩ(z), la función de Carathéodory
correspondiente a los polinomios asociados de segunda especie con respecto a la
medida de probabilidad no trivial σ, soportada en T. En otras palabras
ΣR(1) = FC2FC1FΩΣ
4.3.2. La transformación de Szego˝ y los polinomios antiasocia-
dos de primera especie en la recta real.
De la transformación de Szego˝, obtenemos
2z
1 − z2 F˜(z) =
1
z+z−1
2 − b˜0 − a˜21 2z1−z2 F(z)
, (4.32)
F˜(z) =
1−z2
2z
z2−2b˜0z+1
2z − a˜21 4z
2
(1−z2)2z F(z)
(4.33)
=
1 − z2
− 4a˜21z21−z2 F(z) + z2 − 2b˜0z + 1
(4.34)
=
(1 − z2)2
−4a˜21z2F(z) + (1 − z2)(z2 − 2b˜0z + 1)
. (4.35)
Aquí F˜(z) es una función de Carathéodory asociada a la medida σ˜ soportada
en la circunferencia unidad. Ahora consideramos la función de Carathéodory F˜Ω,
correspondiente a los polinomios asociados de segunda especie con respecto a la
medida σ˜
F˜Ω(z) =
1
F˜(z)
=
−4a˜21z2F(z) + (1 − z2)(z2 − 2b˜0z + 1)
(1 − z2)2
=
z2F(z) + 14a˜21
(z2 − 1)(z2 − 2b˜0z + 1)
− 14a˜21 (z
2 − 1)2 .
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Así, podemos expresar F˜Ω(z) como una transformación espectral lineal de F(z)
del modo siguiente
F˜Ω(z) =
A˜(z)F(z) + B˜(z)
D˜(z)
,
donde A˜(z) = z2, B˜(z) = 14a˜21
(z2 − 1)(z2 − 2b˜0z + 1) y D˜(z) = − 14a˜21 (z
2 − 1)2.
Ahora consideramos el funcional lineal σ˜ tal que〈
(z2 − α)p, (z2 − α)q
〉
σ˜
= 〈p, q〉σ .
Entonces, tenemos
c−k =
〈
1, zk
〉
σ
=
〈
(z2 − α), (z2 − α)zk
〉
σ˜
(4.36)
= c˜−k(1 + |α|2) − αc˜−(k+2) − α¯c˜−(k−2), k > 0. (4.37)
Multiplicando (4.37) por zk y sumando estas expresiones para k > 2, obten-
emos ∞∑
k=2
c−kzk = (1 + |α|2)
∞∑
k=2
c˜−kzk − α
∞∑
k=4
c−kzk−2 − α¯
∞∑
k=0
c−kzk+2.
En otras palabras,
F(z) − c0 − 2c−1z
2
= (1 + |α|2)
[
F˜(z) − c˜0 − 2c˜−1z
2
]
− α
[
z−2F˜(z) − c˜0z−2 − 2c˜−1z−1 − 2c˜−2 − 2c˜−3z
2
]
− α¯
[
z2F˜(z) − c˜0z2 + 2c˜0z2
2
]
,
y, por tanto,
F(z) =
[
(1 + |α|2) − αz−2 − α¯z2
]
F˜(z) + c0 + 2c−1z
− (1 + |α|2)(c˜0 + 2c˜−1z) + α(c˜0z−2 + 2c˜−1z−1 + 2c˜−2 + 2c˜−3z) − α¯c˜0z2.
Multiplicando por z2 y reordenando la expresión anterior, obtenemos
F˜(z) =
z2F(z) + Q(z)
[−α¯z4 + (1 + |α|2)z2 − α]c˜0 ,
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donde Q(z) = α¯c˜0z4 +[2(1+ |α|2)c˜−1−2αc˜−3−2c−1]z3 +[(1+ |α|2)c˜0−aαc˜−2−c0]z2−
2αc˜−1z − αc˜0 y c˜0 es agregado al denominador para efectos de normalización.
Esto significa que podemos expresar la función de Carathéodory F˜(z) asociada
con σ˜ como una transformación espectral lineal de la función de Carathéodory
F(z) asociada con σ como sigue
F˜(z) =
A˜(z)F(z) + B˜(z)
D˜(z)
, (4.38)
donde A˜(z) = z2, B˜(z) = Q(z), y D˜(z) = [−α¯z4 + (1 + |α|2)z2 − α]c˜0. Ahora,
comparando D˜(z) con D(z) en (4.35), obtenemos
−α¯c˜0 = − 14a˜21
, (1 + |α|2)c˜0 = 12a˜21
y − αc˜0 = − 14a˜21
.
Por tanto, α ∈ R y α = 14a˜21c˜0 . Además
(1 + α2) =
1
2a˜21c˜0
= 2α,
y, como consecuencia, α = 1.
Por otra parte, obsérvese que (4.35) se puede expresar como el producto de
dos transformaciones espectrales lineales aplicadas a F(z) de la siguiente manera
F˜1(z) =
A˜1(z)F˜Ω + B˜1(z)
D˜1(z)
,
F˜2(z) =
A˜2(z)F˜1(z) + B˜2(z)
D˜2(z)
.
Así pues,
F˜Ω(z) =
A˜1(z)A˜2(z)F(z) + A˜2(z)B˜1(z) + D˜1(z)B˜2(z)
D˜1(z)D˜2(z)
, (4.39)
donde
A˜1(z)A˜2(z) = z2,
A˜2(z)B˜1(z) + D˜1(z)B˜2(z) =
1
4a˜21
(z2 − 1)(z2 − 2b˜0z + 1),
132
4.3. Transformaciones espectrales racionales. 133
D˜1(z)D˜2(z) = − 14a˜21
(z2 − 1)2.
Entonces podemos elegir
A˜1(z) = z,
B˜1(z) = −2b˜04a˜21
(z2 − 1),
D˜1(z) =
1
4a˜21
(z2 − 1),
A˜2(z) = z,
B˜2(z) = z2 + 1,
D˜2(z) = 1 − z2.
De esta manera, (4.35) es equivalente a la composición de las siguientes trans-
formaciones
F˜1(z) =
zF(z) − 2b˜04a˜21 (z
2 − 1)
1
4a˜21
(z2 − 1) , (4.40)
F˜2(z) =
zF1(z) + (z2 + 1)
(1 − z2) . (4.41)
Obsérvese que F˜1(0) = F˜2(0) = 1, con la condición b˜0 = − 12 .
La anterior elección de polinomios no es única. Otra posible descomposición
es
F˜1(z) =
zF(z) − 2b˜04a˜21 (z
2 − 1)
1
2a˜1
(z2 − 1) ,
F˜2(z) =
zF1(z) + 12a˜1 (z
2 + 1)
1
2a˜1
(1 − z2) ,
que son el mismo tipo de transformaciones (4.40) y (4.41). Otra descomposición
es
F˜1(z) =
4a˜21zF(z) − (2 + b˜0)(z2 − 1)
(z + 1)2
,
F˜2(z) = −zF1(z) + (z
2 − 1)
(z − 1)2 .
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En conclusión
Proposición 67 Sea S (−1)(x) la función de Stieltjes correspondientes a los poli-
nomios anti-asociados de primera especie con respecto a una medida no trivial
de probabilidad µ soportada en [−1, 1]. Entonces, su transformación de Szego˝
F˜(z) es una función de Carathéodory que se obtiene como un producto de dos
transformaciones de Geronimus aplicadas a F(z), la función de Carathéodory
correspondiente a la medida σ, seguidas por la transformación correspondiente
a los polinomios asociados de segunda especie. Es decir,
ΣR(−1) = FΩFG2FG1Σ
4.3.3. La antitransformación de Szego˝ y los polinomios asoci-
ados de segunda especie en la circunferencia unidad.
Ahora consideramos la transformación correspondiente a los polinomios de
segunda especie asociados al funcional L. Como se vió en la Proposición 18, las
correspondientes funciones de Carathéodory están relacionadas mediante
FΩ(z) =
1
F(z)
. (4.42)
Ahora procederemos a analizar la función de Stieltjes correspondiente a los
polinomios asociados de segunda especie con respecto a una medida σ, soportada
en la circunferencia unidad, cuando consideramos la antiimagen a través de la
transformación de Szego˝.
De (4.42) y (4.9), obtenemos
1 − z2
2z
S˜ (x) =
(
1 − z2
2z
S (z)
)−1
,
S˜ (x) =
4z2
(1 − z2)2
1
S (x)
,
con z = x − √x2 − 1, y S˜ (x) es la función de Stieltjes asociada a FΩ(z) a través de
la transformación de Szego˝. Entonces
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S˜ (x) =
4(x +
√
x2 − 1)2[
1 − (x + √x2 − 1)2
]2 1S (x) (4.43)
=
2x2 + 2x
√
x2 − 1 − 1[
1 − x2 − x√x2 − 1
]2 1S (x) (4.44)
=
2x2 + 2x
√
x2 − 1 − 1
(x2 − 1)
[
x +
√
x2 − 1
]2 1S (x) (4.45)
=
1
x2 − 1
1
S (x)
. (4.46)
Ahora consideramos la función de Stieltjes S˜ (x) de los polinomios antiasoci-
ados de primera especie con respecto a una medida no trivial de probabilidad µ
soportada en [−1, 1] dada por (1.12). Obsérvese que, si denotamos una transfor-
mación espectral lineal de la función de Stieltjes S (x) por
S t(x) = At(x)S (x) + Bt(x),
con At(x) =
1 − x2
a˜21
, Bt(x) =
x − b˜0
a˜21
y luego aplicamos la transformación (1.12) a
S t(x), obtenemos (4.46).
Por otro lado, la transformación de Christoffel de una función de Stieltjes aso-
ciada con una medida no trivial de probabilidad µ soportada en la recta real viene
dada por
S C(x) =
(x − β)S (x) − 1
µ1 − β . (4.47)
Nótese que S t(x) se puede expresar como composición de dos transforma-
ciones consecutivas de Christoffel de S (x), como sigue
S 1(x) = A1(x)S (x) + B1(x), (4.48)
S t(x) = A2(x)S 1(x) + B2(x) (4.49)
= A1(x)A2(x)S (x) + A2(x)B1(x) + B2(x), (4.50)
135
136 Capítulo 4. La transformación de Szego˝.
con
A1(x)A2(x) =
1 − x2
a˜21
y
A2(x)B1(x) + B2(x) =
x − b˜0
a˜21
.
Por tanto, obtenemos A1(x) =
x + 1
a˜1
, A2(x) =
1 − x
a˜1
, B1(x) = − 1a˜1 y B2(x) =
1 − b˜0
a˜21
.
Como conclusión,
Proposición 68 Sea FΩ(z) la función de Carathéodory correspondiente a los poli-
nomios asociados de segunda especie con respecto a una medida de probabilidad
σ. Entonces, su anti-imagen mediante la transformación de Szego˝ es la función
de Stieltjes S˜ (x) = 1(x2−1)S (x) , que se obtiene como el producto de dos transfor-
maciones de Christoffel aplicadas a S (x), seguidas por la transformación de los
polinomios anti-asociados de primera especie. Es decir,
Σ−1FΩ = R−1RC2RC1
4.3.4. La antitransformación de Szego˝ y los polinomios asoci-
ados de orden N en la circunferencia unidad.
Nuestro objetivo es estudiar la relación entre los polinomios asociados de or-
den N en la circunferencia unidad y la correspondiente sucesión de polinomios or-
togonales mónicos obtenidos en la recta real a través de la transformación inversa
de Szego˝. Enfocaremos nuestra atención en la función de Stieltjes correspondiente
y en los parámetros de la relación de recurrencia a tres términos.
Proposición 69 Sea {Φ˜n(0)}n>1 la familia de coeficientes de Verblunsky corre-
spondiente a los polinomios asociados de orden N con respecto a {Φn}n>0. Supong-
amos que N es un entero par, es decir, N = 2M. Entonces, los parámetros de la
relación de recurrencia para los correspondientes polinomios ortogonales en la
recta real, {a˜n}n>1 y {b˜n}n>0, a través de la transformación de Szego˝, están dados
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por
a˜21 =
1
2
[1 − Φ2+2M(0)][1 − Φ21+2M(0)],
a˜2n = a
2
n+M, n > 2,
b˜0 = −Φ1+N(0),
b˜n = bn+M, n > 1.
En el caso particular N = 2, obtenemos
a˜21 = λa
2
2,
a˜2n = a
2
n+1, n > 2,
b˜0 = λ(b1 +
1
2
ηb0),
b˜n = bn+1, n > 1,
con λ = 21+Φ2(0) y η = 1 − Φ2(0). Esto significa que (a˜n, b˜n) son los coeficientes de
la relación de recurrencia a tres términos para los polinomios antiasociados de
orden 1 de los polinomios asociados de segundo orden {P(2)n }n>0.
Prueba. De (4.3), para n > 2 tenemos
4a˜2n = [1 − Φ˜2n(0)][1 − Φ˜22n−1(0)][1 + Φ˜2n−2(0)]
= [1 − Φ2(n+M)(0)][1 − Φ22(n+M)−1(0)][1 + Φ2(n+M)−2(0)]
= 4a2n+M.
Para n = 1,
4a˜21 = [1 − Φ˜2(0)][1 − Φ˜21(0)][1 + Φ˜0(0)],
a˜21 =
1
2
[1 − Φ2+N(0)][1 − Φ21+N(0)].
Por otra parte, de (4.3), para n > 1
2b˜n = Φ˜2n−1(0)[1 − Φ˜2n(0)] − Φ˜2n+1(0)[1 + Φ˜2n(0)]
= Φ2(n+M)−1(0)[1 − Φ2(n+M)(0)] − Φ2(n+M)+1(0)[1 + Φ2(n+M)(0)]
= 2bn+M,
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y, para n = 0,
2b˜0 = Φ˜−1(0)[1 − Φ˜0(0)] − Φ˜1(0)[1 + Φ˜0(0)],
b˜0 = −Φ1+N(0).
En el caso particular N = 2, obtenemos
a˜21 =
1
2
[1 − Φ4(0)][1 − Φ23(0)],
pero también tenemos a22 =
1
4 [1 − Φ4(0)][1 − Φ23(0)][1 + Φ2(0)] y, por tanto,
a˜21 =
2
1 + Φ2(0)
a22.
Por otra parte, b˜0 = −Φ3(0) así como b0 = −Φ1(0), y
2b1 = Φ1(0)[1 − Φ2(0)] − Φ3(0)[1 + Φ2(0)]
= Φ1(0)[1 − Φ2(0)] + b˜0[1 + Φ2(0)].
En consecuencia,
b˜0 =
2b1 − Φ1(0)[1 − Φ2(0)]
1 + Φ2(0)
.

Ahora estudiamos la función de Stieltjes resultante para esta transformación.
Proposición 70 La función de Stieltjes asociada con {a˜n}n>1 y {b˜n}n>0, cuando
N = 2, está determinada por
S˜ (x) =
1
λ − 1
P1(x)S (x) − 1
[(1 − x2)S (x) + x + b0] . (4.51)
Prueba. De acuerdo con [22], tenemos
S˜ (x) =
1
x − b˜0 − a˜
2
1
x−b˜1− a˜
2
2
x−b˜2−...
(4.52)
=
1
x − λ(b1 + 12ηb0) −
λa22
x−b2−...
(4.53)
=
1
x − λ(b1 + 12ηb0) − λT (x)
. (4.54)
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Por otro lado,
S (x) =
1
x − b0 − a
2
1
x−b1− a
2
2
x−b2−...
=
1
x − b0 − a
2
1
x−b1−T (x)
=
P(1)1 (x) − T (x)
P2(x) − P1(x)T (x) .
En otras palabras,
T (x) =
P2(x)S (x) − P(1)1 (x)
P1(x)S (x) − 1 . (4.55)
Reemplazando (4.55) en (4.54),
S˜ (x) =
1
x − λ(b1 + 12ηb0) − λ
[
P2(x)S (x)−P(1)1 (x)
P1(x)S (x)−1
]
=
P1(x)S (x) − 1
[x − λ(b1 + 12ηb0)](P1(x)S (x) − 1) − λ[P2(x)S (x) − P(1)1 (x)]
=
P1(x)S (x) − 1
C(x)S (x) + D(x)
,
donde
C(x) = (x − λ(b1 + 12ηb0))(x − b0) − λ[(x − b0)(x − b1) − a
2
1]
= (1 − λ)x2 + [(λ − 1)b0 − 12ληb0]x + λa
2
1 +
1
2
ληb20
= (1 − λ)(x2 − 1),
y
D(x) = −x + λ(x − b1) + λb1 + 12ληb0
= (λ − 1)(x + b0),
dado que η = λ−12λ y a
2
1 =
λ−1
λ
(1 − b20). De aquí se obtiene el resultado. 
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Existe otra manera de obtener (4.51) utilizando la antitransformación de Szego˝
de F(2)(z), la función de Carathéodory correspondiente a los polinomios asociados
de segundo orden con respecto a {Φn}n>0. De acuerdo con (1.38), F(2)(z) está dada
por
F(2)(z) =
(Φ2(z) + Φ∗2(z))F(z) + Ω2(z) −Ω∗2(z)
(Φ2(z) − Φ∗2(z))F(z) + Ω2(z) + Ω∗2(z)
.
Pero en este caso tenemos
Φ2(z) = z2 + (Φ1(0) + Φ1(0)Φ2(0))z + Φ2(0),
Φ∗2(z) = Φ2(0)z
2 + (Φ1(0) + Φ1(0)Φ2(0))z + 1,
Ω2(z) = z2 − (Φ1(0) − Φ1(0)Φ2(0))z − Φ2(0),
Ω∗2(z) = −Φ2(0)z2 − (Φ1(0) − Φ1(0)Φ2(0))z + 1,
y, por tanto,
F(2)(z) =
1 + Φ2(0)
1 − Φ2(0)
[z2 + 2Φ1(0)z + 1]F(z) + z2 − 1
[z2 − 1]F(z) + z2 − 2Φ1(0)z + 1 .
Aplicando la antitransformación de Szego˝, obtenemos
S˜ (x) =
1 + Φ2(0)
1 − Φ2(0)
[z + 2Φ1(0) + z−1]S (x) + [z − z−1] 1√x2−1
[z − z−1]√x2 − 1S (x) + z − 2Φ1(0) + z−1
=
1 + Φ2(0)
1 − Φ2(0)
2(x + Φ1(0))S (x) − (2
√
x2 − 1) 1√
x2−1
(−2√x2 − 1)√x2 − 1S (x) + 2(x − Φ1(0))
=
1 + Φ2(0)
1 − Φ2(0)
(x + Φ1(0))S (x) − 1
(1 − x2)S (x) + x − Φ1(0) ,
que es equivalente a (4.51), ya que
λ − 1 = 2
1 + Φ2(0)
− 1 = 1 − Φ2(0)
1 + Φ2(0)
.
A continuación, consideramos la función de Carathéodory correspondiente a
los polinomios asociados de primer orden (N = 1), que está dada por
F(1)(z) =
(Φ1(z) + Φ∗1(z))F(z) + Ω1(z) −Ω∗1(z)
(Φ1(z) − Φ∗1(z))F(z) + Ω1(z) + Ω∗1(z)
.
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En este caso,
Φ1(z) = z + Φ1(0),
Φ∗1(z) = Φ1(0)z + 1,
Ω1(z) = z − Φ1(0),
Ω∗1(z) = −Φ1(0)z + 1,
donde Φ1(0) ∈ (−1, 1) es el primer parámetro de Verblunsky. Por tanto,
F(1)(z) =
(1 + Φ1(0))(z + 1)F(z) + (1 + Φ1(0))(z − 1)
(1 − Φ1(0))(z − 1)F(z) + (1 − Φ1(0))(z + 1)
=
(
1 + Φ1(0)
1 − Φ1(0)
)
(z + 1)F(z) + (z − 1)
(z − 1)F(z) + (z + 1) ,
Para calcular F(1)(0), tomamos el límite cuando z→ 0 y obtenemos
F(1)(0) = lı´m
z→0
(
1 + Φ1(0)
1 − Φ1(0)
)
(z + 1)F(z) + (z − 1)
(z − 1)F(z) + (z + 1)
=
(
1 + Φ1(0)
1 − Φ1(0)
)
1 + c−1
1 − c−1 .
Luego, F(1)(z) normalizada es
F(1)(z) = CF
(z + 1)F(z) + (z − 1)
(z − 1)F(z) + (z + 1) (4.56)
= CF
F(z) + z−1z+1
z−1
z+1 F(z) + 1
, (4.57)
con CF = 1−c−11+c−1 .
Aplicando la antitransformación de Szego˝ obtenemos
√
x2 − 1S˜ (x) = CF
√
x2 − 1S (x) −
√
x2−1
x+1
−
√
x2−1
x+1
√
x2 − 1S (x) + 1
, (4.58)
S˜ (x) = CF
S (x) − 1x+1
−(x − 1)S (x) + 1 (4.59)
=
CF
x + 1
(x + 1)S (x) − 1
(1 − x)S (x) + 1 . (4.60)
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Observación 71 De la doble iteración de (4.60), deducimos (4.51).
(4.60) puede deducirse de la aplicación de las siguientes transformaciones a S (x)
S 1(x) = (1 − x)S (x) + 1, (4.61)
S 2(x) =
(x + 1)S 1(x) − 2
S 1(x)
, (4.62)
S 3(x) =
S 2(x)
1 − x , (4.63)
S 4(x) = S˜ (x) =
CFS 3(x)
(x + 1)
, (4.64)
donde (4.61) es una transformación de Christoffel, (4.62) es la transformación
correspondiente a los polinomios asociados de primera especie en la recta real, y
(4.63) y (4.64) son transformaciones de Geronimus (ver [13] y [103]).
En otras palabras,
Σ−1F (1)(F) = RG2RG1R1RC(Σ−1F).
4.3.5. La antitransformación de Szego˝ y los polinomios anti-
asociados de orden N en la circunferencia unidad.
Ahora estudiamos la relación entre los polinomios antiasociados de orden N
en la circunferencia unidad y la transformación correspondiente obtenida en la
recta real utilizando la antitransformación de Szego˝.
Proposición 72 Sea {Φˆn(0)}n>1 = {ν j}Nj=1
⋃{Φ j(0)}∞j=1 la familia de parámetros
de Verblunsky correspondiente a los polinomios antiasociados de orden N con
respecto a {Φn}n>0. Sea N un entero par, es decir, N = 2M. Entonces, los parámet-
ros de la relación de recurrencia para los correspondientes polinomios en la recta
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real, {aˆn}n>1 y {bˆn}n>0, a través de la transformación de Szego˝, son
aˆ21 =
1
2
(1 − ν2)(1 − ν21),
aˆ2n =
1
4
(1 − ν2n)(1 − ν22n−1)(1 + ν2n−2), 2 6 n 6 M,
aˆ2M+1 =
1
4
(1 − Φ2(n−M)(0))(1 − Φ22(n−M)−1(0))(1 + νN),
aˆ2n = a
2
n−M, n > M + 1,
bˆ0 = −ν1,
bˆn =
1
2
[ν2n−1(1 − ν2n) − ν2n+1(1 + ν2n)], 1 6 n < M,
bˆM =
1
2
[ν2M−1(1 − νN) − Φ1(0)(1 + νN)],
bˆn = bn−M, n > M.
Además, en el caso particular N = 2,
aˆ21 =
1
2
(1 − ν2)(1 − ν21),
aˆ22 =
1
4
(1 − Φ2(0))(1 − Φ21(0))(1 + ν2) =
1
2
a21(1 + ν2),
aˆ2n = a
2
n−1, n > 3,
bˆ0 = −ν1,
bˆ1 =
1
2
[ν1(1 − ν2) + b0(1 + ν2)],
bˆn = bn−1, n > 2,
Esto significa que (aˆn, bˆn) son los coeficientes de la relación de recurrencia a
tres términos para los polinomios antiasociados de orden 2 de los polinomios
asociados de orden 1, {P(1)n }n>0.
Prueba. De (4.3), para n > M + 1, tenemos
4aˆ2n = [1 − Φˆ2n(0)][1 − Φˆ22n−1(0)][1 + Φˆ2n−2(0)]
= [1 − Φ2(n−M)(0)][1 − Φ22(n−M)−1(0)][1 + Φ2(n−M)−2(0)]
= 4a2n−M.
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Para n = M + 1,
4aˆ2n = [1 − Φˆ2n(0)][1 − Φˆ22n−1(0)][1 + Φˆ2n−2(0)]
= [1 − Φ2(n−M)(0)][1 − Φ22(n−M)−1(0)][1 + νN],
para 2 6 n 6 M,
4aˆ2n = [1 − Φˆ2n(0)][1 − Φˆ22n−1(0)][1 + Φˆ2n−2(0)]
= [1 − ν2n][1 − ν22n−1][1 + ν2n−2],
y, finalmente,
4aˆ21 = [1 − Φˆ2(0)][1 − Φˆ21(0)][1 + Φˆ0(0)],
aˆ21 =
1
2
[1 − ν2][1 − ν21].
Por otro lado, de (4.3), para n > M obtenemos
2bˆn = Φˆ2n−1(0)[1 − Φˆ2n(0)] − Φˆ2n+1(0)[1 + Φˆ2n(0)]
= Φ2(n−M)−1(0)[1 − Φ2(n−M)(0)] − Φ2(n−M)+1(0)[1 + Φ2(n−M)(0)]
= 2bn−M.
Para n = M,
2bˆn = Φˆ2n−1(0)[1 − Φˆ2n(0)] − Φˆ2n+1(0)[1 + Φˆ2n(0)]
= νN−1[1 − νN] − Φ1(0)[1 + νN].
Para 1 6 n < M,
2bˆn = Φˆ2n−1(0)[1 − Φˆ2n(0)] − Φˆ2n+1(0)[1 + Φˆ2n(0)]
= ν2n−1[1 − ν2n] − ν2n−1[1 + ν2n].
Finalmente,
2bˆ0 = Φˆ−1(0)[1 − Φˆ0(0)] − Φˆ1(0)[1 + Φˆ0(0)],
bˆ0 = −ν1.
Los valores para el caso particular N = 2 se obtienen directamente de las expre-
siones anteriores. 
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Proposición 73 La función de Stieltjes asociada con {aˆn}n>1 y {bˆn}n>0, cuando
N = 2, está dada por
Sˆ (x) =
[K(x − bˆ1) − P1(x)]S (x) + 1
[KP(−2)2 − P(−1)1 (x)P1(x)]S (x) + P(−1)1 (x)
, (4.65)
con K = 21+ν2 .
Prueba. De acuerdo con [22], tenemos
Sˆ (x) =
1
x − bˆ0 − aˆ
2
1
x−bˆ1− a˜
2
2
x−b˜2−...
(4.66)
=
1
x − bˆ0 − aˆ
2
1
x−bˆ1− 12 (1+ν2)T (x)
. (4.67)
Por otro lado,
S (x) =
1
x − b0 − a
2
1
x−b1− a
2
2
x−b2−...
=
1
x − b0 − T (x)
=
1
P1(x) − T (x) .
En otras palabras,
T (x) =
P1(x)S (x) − 1
S (x)
. (4.68)
Usando (4.68) en (4.67), obtenemos
Sˆ (x) =
x − bˆ1 − 12 (1 + ν2)T (x)
(x − bˆ0)[x − bˆ1 − 12 (1 + ν2)T (x)] − aˆ21
=
x − bˆ1 − 12 (1 + ν2)
[
P1(x)S (x)−1
S (x)
]
(x − bˆ0)[x − bˆ1 − 12 (1 + ν2)
[
P1(x)S (x)−1
S (x)
]
] − aˆ21
=
[x − bˆ1 − 12 (1 + ν2)P1(x)]S (x) + 12 (1 + ν2)
[(x − bˆ0)(x − bˆ1) − aˆ21 − 12 (1 + ν2)(x − bˆ0)P1(x)]S (x) + 12 (1 + ν2)(x − bˆ0)
,
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que es, esencialmente, (4.65). 
Como en el caso de los polinomios asociados, también podemos deducir la
función de Stieltjes resultante utilizando la antitransformación de Szego˝ de F(−2)(z).
En este caso obtenemos
Φ˜2(z) = z2 + (ν1 + ν1ν2)z + ν2,
Φ˜∗2(z) = ν2z
2 + (ν1 + ν1ν2)z + 1,
Ω˜2(z) = z2 − (ν1 − ν1ν2)z − ν2,
Ω˜∗2(z) = −ν2z2 − (ν1 − ν1ν2)z + 1,
y, por tanto,
F(−2)(z) =
[(1 − ν2)z2 − 2(ν1 − ν1ν2)z + 1 − ν2]F(z) − (1 + ν2)z2 + 1 + ν2
[(ν2 − 1)z2 + 1 − ν2]F(z) + (1 + ν2)z2 + 2(ν1 + ν1ν2)z + ν2 + 1
=
(1 − ν2)(z2 − 2ν1z + 1)F(z) − (1 + ν2)(z2 − 1)
−(1 − ν2)(z2 − 1)F(z) + (1 + ν2)(z2 + ν1z + 1) .
Aplicando la antitransformación de Szego˝, obtenemos
Sˆ (x) =
(1 − ν2)(z − 2ν1 + z−1)S (x) − (1 + ν2)(z − z−1) 1√x2−1
−(1 − ν2)(z − z−1)
√
x2 − 1S (x) + (1 + ν2)(z + 2ν1 + z−1)
(4.69)
=
2(1 − ν2)(x − ν1)S (x) + (1 + ν2)(2
√
x2 − 1) 1√
x2−1
(1 − ν2)(2
√
x2 − 1)√x2 − 1S (x) + 2(1 + ν2)(x + ν1)
(4.70)
=
K˜(x − ν1)S (x) + 1
K˜(x2 − 1)S (x) + (x + ν1)
, (4.71)
donde K˜ = (1−ν2)(1+ν2) . No es difícil mostrar que (4.71) es equivalente a (4.65).
Ahora estudiamos el caso N = 1. En esta situación se tiene
Φ˜1(z) = z + ν1,
Φ˜∗1(z) = ν1z + 1,
Ω˜1(z) = z − ν1,
Ω˜∗1(z) = −ν1z + 1.
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Por tanto,
F(−1)(z) =
(1 − ν1)(z + 1)F(z) − (1 + ν1)(z − 1)
(ν1 − 1)(z − 1)F(z) + (1 + ν1)(z + 1) .
Obsérvese que F(−1)(0) = 1. Aplicando la transformación de Szego˝, obten-
emos
√
x2 − 1Sˆ (x) = (1 − ν1)(z + 1)
√
x2 − 1S (x) − (1 + ν1)(z − 1)
(ν1 − 1)(z − 1)
√
x2 − 1S (x) + (1 + ν1)(z + 1)
,
Sˆ (x) =
(1 − ν1)S (x) − (1 + ν1) z−1z+1 1√x2−1
(1 − ν1) z−1z+1
√
x2 − 1S (x) + (1 + ν1)
=
Kˆ(x + 1)S (x) + 1
Kˆ(1 − x2)S (x) + x + 1
=
1
x + 1
Kˆ(x + 1)S (x) + 1
Kˆ(1 − x)S (x) + 1 ,
donde Kˆ = 1−ν11+ν1 .
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Problemas abiertos.
Durante el estudio de los problemas abordados en la presente memoria, han
surgido algunos nuevos problemas que deseamos analizar en el futuro.
1. La representación matricial del operador de multiplicación para medidas so-
portadas en la circunferencia unidad da lugar a una matriz de Hessenberg
cuyo carácter unitario depende del hecho de que la medida no pertenezca a
la clase de Szego˝. Una nueva representación matricial ha sido desarrollada
recientemente por M. J. Cantero, L. Moral, y L. Velázquez (ver [18]) de
modo que elimina esta restricción en la medida utilizando ciertas bases or-
togonales en el espacio de los polinomios de Laurent. De esta forma, el op-
erador de multiplicación puede ser representado por una matriz pentadiag-
onal denominada matriz CMV. Pretendemos estudiar las transformaciones
espectrales lineales desde esta nueva perspectiva y analizar cómo afectan a
la correspondiente matriz CMV.
2. Es conocido que las transformaciones espectrales lineales aplicadas a fun-
ciones de Stieltjes asociadas a una medida soportada en la recta real forman
un grupo no conmutativo, cuyos generadores son las transformaciones de
Christoffel y Geronimus (ver [103]), definidas en la Sección (1.1.2). Para el
caso de transformaciones espectrales lineales de funciones de Carathéodory
asociadas a medidas soportadas en la circunferencia unidad, este es un prob-
lema abierto. Conjeturamos que dichas transformaciones forman un grupo
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que puede generarse de igual manera a partir de la transformaciones de
Christoffel y Geronimus.
3. Las transformaciones espectrales racionales aplicadas a funciones de Stielt-
jes forman también un grupo no conmutativo (ver [103]) que está genera-
do por las transformaciones correspondientes a los polinomios asociados y
antiasociados en la recta real (ver Sección (1.1.3), así como las transforma-
ciones espectrales lineales de Christoffel y Geronimus). Para el caso de la
circunferencia unidad, este es un problema abierto. Nuestra conjetura es que
las transformaciones espectrales racionales a funciones de Carathéodory
constituyen un grupo generado por las transformaciones correspondientes
a los polinomios asociados y antiasociados en la circunferencia unidad,
la transformación de Aleksandrov, y las transformaciones de Christoffel y
Geronimus (ver Sección (1.2.3)).
4. En el Capítulo 2 se han analizado las transformaciones espectrales lineales
tales que las correspondientes medidas satisfacen dσ˜ = ReP(z)dσ, dando
condiciones necesarias y suficientes para que el funcional lineal asociado
a σ˜ sea cuasi-definido. Es natural plantear la transformación inversa y las
condiciones necesarias y suficientes para el carácter cuasi-definido del nue-
vo funcional.
5. En las últimas décadas se ha estudiado la relación existente entre los poli-
nomios ortogonales en la recta real y las redes de Toda y cadenas no lin-
eales similares. Un problema interesante es estudiar si puede desarrollarse
una teoría similar para polinomios ortogonales en la circunferencia unidad,
cuestión que comenzó a abordarse en la década de los noventa en [5], [28].
Más recientemente, otro avance en esta dirección lo constituyen los trabajos
realizados en [48], [78], [93], donde se consideran las ecuaciones
Φ
′
n(0, t) = (1 − |Φn(0, t)|2)(Φn+1(0, t) − Φn−1(0, t)),
denominadas flujos de Schur, donde la medida de ortogonalidad asociada
con los coeficientes de Verblunsky Φn(0, t) resulta ser una transformación
del tipo
dσ(z, t) = et(z+z
−1)dσ(z, 0).
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Otro enfoque es presentado en [79], donde se analiza la conexión entre poli-
nomios ortogonales en la circunferencia unidad y sistemas integrables (sis-
temas de Ablowitz-Ladik y flujos de Schur), en el contexto de las matrices
CMV.
Nos planteamos estudiar los flujos de Schur correspondientes a perturba-
ciones de medidas del tipo dσ˜(z, t) = |z − t|2dσ(z, 0) y dσ˜(z, t) = dσ(z, 0) +
m(t)δ(z − eiθ0), con m(0) = 0, que corresponden a transformaciones del tipo
Christoffel y Uvarov, respectivamente.
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