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Resum 
A aquest projecte es farà servir el mètode dels elements finits combinant la intel·ligència artificial per 
a resoldre problemes plantejats en l’àrea de resistència de materials. A partir d’una sèrie de 
simulacions preparades en codificació MATLAB que empra el mètode d’elements finits parlat, donaran 
una sèrie de resultats i l’estudiant haurà de triar un mètode d’intel·ligència artificial en el qual sigui 
capaç d’estimar aquests resultats o interpolar-los a partir d’uns inputs qualssevol que s’ubiquin dintre 
d’un rang i sense haver de fer un altre cop ús d’aquests programes codificats en MATLAB, aquest 
mètode en concret serà el de les xarxes neuronals que es codificaran en llenguatge Python. 
Aquest treball s’estructura en parts diferenciades en quant a contingut com la resistència dels 
materials, una breu introducció a intel·ligència artificial, un mètode de factorització com l’SVD i el 
desenvolupament del projecte en sí, que aquesta última part, es podria dividir també en diverses com 
la presentació del problema, resolució d’aquest i exposició dels resultats/post-procés.  
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Resumen 
En este trabajo se hará uso de los métodos de los elementos finitos combinando de la inteligencia 
artificial para resolver problemas planteados en la resistencia de materiales. A partir de unas 
simulaciones que se obtienen a partir de un conjunto de scripts codificados en MATLAB que emplean 
el método de los elementos finitos, se arrojan una serie de resultados y el estudiante escogerá un 
método de inteligencia artificial en el que sea capaz de estimar estos resultados u otros interpolados a 
partir de unos inputs cualesquiera que se ubiquen dentro de un rango y sin tener que hacer uso de 
estos programas codificados en el lenguaje MATLAB, en concreto, las redes neuronales que se 
codificaran el lenguaje de programación Python. 
El trabajo se estructura en partes diferenciadas en cuanto a contenidos como la resistencia de los 
materiales, una breve introducción a la inteligencia artificial, un método de factorización como el SVD, 
y el desarrollo del proyecto en sí, que esta última parte, se podría dividir en varias como presentación 
del problema, resolución de éste y exposición de los resultados/postproceso. 
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Abstract 
In this project finite elements method and artificial intelligence will be used in order to solve problems 
proposed in mechanics of materials. Through a set of scripts codified in MATLAB in which the method 
of finite elements is used, a bunch results are given and the pupil must choose an appropriate method 
that is able to estimate all those results or others which are interpolated from any inputs inside a range 
of data and without using again those scripts codified in MATLAB. Specifically, neural networks have 
been chosen to carry out this project and they have been codified using the language of Python.  
This project is structured in few different parts in reference to the contents, for example, mechanics of 
materials, a short introduction to the artificial intelligence, a factorization method like SVD, and the 
development of the project, which could be split in presentation of the problem, its resolution and 
presentation of the results/postprocess.  
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Glosario 
?⃗?   fuerza total resultante 
?⃗⃗?   momento total resultante 
?⃗?   esfuerzo axil (en dirección X) 
𝑇𝑦⃗⃗⃗⃗   esfuerzo cortante (en dirección Y) 
𝑇𝑧⃗⃗  ⃗  esfuerzo cortante (en dirección Z) 
𝑀𝑥⃗⃗ ⃗⃗  ⃗ o 𝑀𝑡⃗⃗⃗⃗  ⃗ momento torsor (en dirección X) 
𝑀𝑦⃗⃗ ⃗⃗  ⃗  momento flector (en dirección Y) 
𝑀𝑧⃗⃗ ⃗⃗  ⃗  momento flector (en dirección Z) 
𝑡   tensión 
𝜎𝑥⃗⃗⃗⃗   tensión normal referida al eje X 
𝜏    tensión tangencial 
𝜏𝑥𝑦⃗⃗ ⃗⃗ ⃗⃗   proyección de 𝜏  en el eje Y 
𝜏𝑥𝑧⃗⃗ ⃗⃗  ⃗  proyección de 𝜏  en el eje Z 
𝑀𝑧⃗⃗ ⃗⃗  ⃗  momento flector (en dirección Z) 
𝑁(𝑥, 𝑦)  función de forma de desplazamientos 
?̿?   matriz de rigidez elástica 
?̿?   matriz operadora de deformaciones 
?̿?   matriz de forma de deformaciones 
?̿?   matriz de rigidez 
w  peso   
x variable proveniente de otra neurona tras ésta realizar un cómputo de pesos, 
variables y bias tras aplicar una función de activación 
b  sesgo o bia 
h  cómputo de pesos, variables y bias 
y  cómputo de pesos, variables y bias tras aplicar una función de activación 
?̿?   matriz independiente 
?̿?   matriz dependiente 
?̿?   matriz ortogonal de valores singulares por la izquierda 
?⃗?   vector que conforma la matriz de valores singulares por la izquierda 
?⃗?   vector de modo 
?̿?  matriz de valores singulares 
σ  valor singular 
𝑽𝑻̿̿̿̿   matriz ortogonal de valores singulares por la derecha 
𝑣   vector que conforma la matriz de valores singulares por la derecha 
𝐹   vector de fuerzas y reacciones 
𝑑   vector de desplazamientos y giros 
 
Notación 
?⃗?   vector 
?̿?   matriz 
El separador decimal se representará con una coma (,) salvo que se enumeren de manera sucesiva dos 
o más números reales que contengan parte decimal. En este último caso se empleará el punto (.) como 
separador decimal y la coma para separar diferentes números para evitar posibles confusiones. 
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1. Prefacio 
1.1. Origen y motivación del trabajo 
Uno de los motivos principales de este trabajo, como ya se ha comentado en el resumen de este 
trabajo, es, por petición del director y codirector de este trabajo, realizar un sistema en el que tarde 
menos tiempo en realizar una estimación de los resultados a partir de unos inputs dados dentro de 
unos márgenes acotados y unos ejemplos proporcionados que son proporcionados por unos 
programas escritos en lenguaje MATLAB. 
Por parte del alumno, éste decide fusionar dos materias las cuales ha llegado a estudiar durante la 
estancia en la universidad y le han despertado gran interés como son la inteligencia artificial y la 
resistencia de los materiales. 
Una vez el alumno ejecuta estos archivos codificados en MATLAB obtiene unos resultados de 
simulaciones, el mismo alumno decide emprender mediante Python, un lenguaje en el que tenía 
bastantes conocimientos previos y cursado dos optativas del grado en ingeniería mecánica, Inteligencia 
artificial y Programación para ingenieros, en las que se hizo uso de Python y al alumno se le potenciaron 
los conocimientos sobre este lenguaje. 
1.2. Requerimientos previos 
Para la realización de este proyecto se trabajará en una interfaz de sistema operativo de Microsoft 
Windows 10. Aparte se necesitará disponer de los siguientes programas con sus módulos 
implementados en caso de que se mencionen: 
• PyCharm (versión 2018.3.1) 
• Python (versión 3.6.7, instalado a través de WinPython) e instalaciones de paquetes/módulos 
siguientes: 
o Pandas (versión 0.23.4) 
o Sklearn (versión 0.20) 
o Numpy (versión 1.14.6) 
o Neurolab (versión 0.3.5) 
o Matplotlib (versión 3.0.1) 
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o Xlswriter (versión 1.1.2) 
• MATLAB R2017b 
• Microsoft Office Excel o similar (usado año 2016) 
• GiD (versión 13.0.4) 
Cabe mencionar que, mediante la instalación de Python realizada a través de WinPython, la librería de 
Python ya contenía algunos de estos paquetes mencionados, el resto que no venían instalados por 
defecto han sido instalados siguiendo estos pasos (1): 
1. Para instalar, por ejemplo, el paquete de Neurolab nos dirigimos a la raíz de Python (o carpeta 
principal donde se ha instalado). 
2. Abrimos WinPython Powershell Prompt, tecleamos pip install neurolab y presionamos intro. 
3. Nos aparecerá un mensaje conforme el módulo ha sido incorporado con éxito. 
4. Repetimos los pasos 1-3 para el resto de módulos que no se dispongan en Python 
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2. Introducción 
Hoy en día, el uso de la inteligencia artificial está en pleno auge y es difícil imaginar un mundo sin ella 
o acabe renunciando a ella una vez entrados en la era de la tecnología en el siglo XXI, en donde mucha 
de ésta está dotada de algoritmos inteligentes que hacen que sean punteras en el ámbito que se 
utilicen y también nos simplifica la vida de manera sustancial. Podríamos decir, en otras palabras, que 
los humanos y la inteligencia artificial convivimos actualmente. 
El concepto que representa la inteligencia artificial se podría comparar con el de ciencia misma. Ambos 
términos mencionados son hiperónimos, es decir, en el caso de la inteligencia artificial es una palabra 
que engloba otras como: Machine Learning, algoritmos genéticos, robótica, ciencia de datos... 
Podríamos decir algo, de manera análoga, de la ciencia que comprende términos de tal manera: física, 
química, biología, ... Una persona es incapaz de especializarse en ciencia o inteligencia artificial, como 
tales, pero sí en un campo específico pertenecientes.  
2.1. Objetivos del trabajo 
El objetivo principal de este proyecto es conseguir realizar un script definitivo que haga uso de método 
o métodos de la inteligencia artificial y que sirva como alternativa al empleo de los métodos de los 
elementos finitos. Se procurará también que éste sea mucho más rápido a la hora de calcular los modos 
que son calculados por los scripts codificados en MATLAB. 
 
2.2. Alcance del trabajo 
Para lograr el objetivo principal mencionado anteriormente se tratará, primeramente y por parte del 
alumno, de entender los diferentes métodos de aprendizaje supervisado que hay dentro del campo de 
la inteligencia artificial llamado Machine Learning. Posteriormente, y a raíz de ello, procederá a escoger 
el método oportuno que se adapte a las necesidades y permita con cierta flexibilidad abordar el 
problema de cálculo de modos obteniendo así al mismo tiempo unos resultados fiables 
simultáneamente se trata de analizar cómo funciona este método escogido anteriormente, aportando 
sus pros y contras a priori y a posteriori de la realización del proyecto. Mediante la adición de un 
método de compresión de datos, se tratará de mejorar el rendimiento de este método empleado. 
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Se harán experimentos para diferentes tipos de problemas que se detallarán en profundidad a lo largo 
de este proyecto analizando, para cada uno de esos problemas, los resultados con el objetivo de dar a 
conocer la veracidad del procedimiento escogido.  
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3. Resistencia de Materiales 
3.1. Introducción 
La Resistencia de Materiales parte de dos proposiciones básicas las cuales permiten la resolución 
analítica de los problemas enunciadas por Cervera Ruiz y Blanco Díaz en el capítulo 2 del libro que 
publicaron (2). Éstas son: 
• Restricción de la definición del problema elástico. Dichas restricciones afectan a la geometría 
de los elementos y condiciones de sustentación de estos. La resolución se lleva a cabo cuando 
estos elementos, piezas llamadas comúnmente vigas, columnas, barras, etc., se encuentran 
sometidas a acciones como fuerzas puntuales, distribuidas, etc. y sustentadas mediante 
empotramientos, articulaciones, etc. 
 
• Reducción de dimensionalidad. El hecho de que el problema esté definido en el espacio 
tridimensional resulta más complejo que si se trata unidimensionalmente. Por tanto, la 
Resistencia de Materiales trata de definirlo como un problema lineal donde las piezas o 
elementos se representan gráficamente mediante líneas y trata estos elementos como 
ensamblajes. 
Con ambas proposiciones mencionadas previamente, el objetivo de la Resistencia de Materiales será 
determinar las reacciones o respuestas de las estructuras a las acciones que éstas se ven sometidas. 
Términos de interés, en la práctica ingenieril, a todo ello será determinar el estado tensional, así como 
su magnitud de éste mismo, y la deformación que se ve sometida nuestra estructura, que serán 
necesarios para comprobar si se satisfacen los criterios de resistencia y garantizar la seguridad de las 
estructuras.  
3.2. Diferencia entre Resistencia de Materiales y teoría de elasticidad. 
La Resistencia de Materiales resuelve de manera analítica problemas en los que cuenta con 
determinados tipos de elementos estructurales. Estos pueden ser vigas, columnas, etc. Los cuales se 
ven sometidos a diferentes tipos de acciones, ya bien pueden ser fuerzas puntuales, fuerzas 
distribuidas, pares de fuerza entre otras. 
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Sin embargo, la teoría de la elasticidad se encarga de abordar problemas que no se podrían resolver 
mediante los conocimientos que se tienen acerca de la Resistencia de Materiales. En otras palabras, 
no obtendremos soluciones analíticas. Ya que, el cálculo en la teoría de la elasticidad se basa, 
principalmente, en el empleo de los métodos numéricos aproximados.  
Visto de otra manera, podríamos afirmar que la Resistencia de Materiales pertenece a la mecánica de 
estructuras y ésta a la mecánica de sólidos. Que ésta última resulta de aplicar la teoría de la elasticidad. 
Por tanto, podemos resumir que la Resistencia de Materiales pertenece a la teoría de la elasticidad.  
3.3. Conceptos de pieza y asociados a ésta 
Se llama pieza prismática, viga o barra al cuerpo sólido engendrado por un área plana S que se mueve 
en el espacio, de manera que su centro de gravedad G recorre una línea dada l y su plano se mantiene 
constantemente normal a dicha línea. A la línea l se le denomina directriz, línea media o eje de la pieza 
y a las diversas posiciones del área S se les llama secciones rectas o secciones normales de la pieza 
(Figura 3.1). 
La directriz de la pieza puede ser una curva alabeada, plana o recta, dando lugar a piezas alabeadas 
(viga en hélice), piezas planas (arcos, vigas balcón) o piezas rectas (ménsulas, columnas, etc.). La 
sección de la pieza puede ser constante o variable a lo largo de la pieza, dando lugar a piezas de sección 
constante o variable, respectivamente. 
 
Figura 3.1 Sección recta o normal de una pieza (2) 
Llamamos rebanada o discos delgados al elemento diferencial que está contenido entre dos secciones 
infinitesimalmente contiguas. Entonces se puede decir que una pieza puede estar formada por una 
sucesión o conjunto de rebanadas o discos delgados (Figura 3.2) 
Así mismo y desde otro punto de vista, se podría afirmar que la pieza también está formada por un 
conjunto de fibras. Éstas son elementos diferenciales de volumen y están formadas, básicamente, por 
un elemento diferencial de área plana dS extruido a lo largo de la directriz (Figura 3.3). 
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Figura 3.2 Rebanada de una pieza (2) 
 
Figura 3.3 Fibra de una pieza (2) 
 
3.4. Principios de la Resistencia de Materiales 
Todo cálculo de estructuras ha de cumplir con los tres principios los cuales se detallarán a continuación: 
• Principio de rigidez: basado en la hipótesis de los pequeños movimientos aplicada en el 
análisis de estructuras. Como bien enuncia este principio las ecuaciones de equilibrio serán 
válidas cuando consideramos la estructura como no deformada, en otras palabras, cuando se 
desprecian los desplazamientos provocados por las acciones externas debido a que estos son 
realmente pequeños, así como los giros (en radianes) son extremadamente pequeños en 
comparación con la unidad. En las siguientes ilustraciones, podríamos observar la diferencia, 
en la figura de la izquierda (Figura 3.4) se desprecian los movimientos y el problema es lineal, 
no obstante, en la figura de la derecha (Figura 3.5) la geometría se considera deformada y, por 
ende, aparecen nuevas incógnitas como la deflexión y la flecha que complicarían el cálculo de 
la estructura, pasando así a ser un problema no lineal. 
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Figura 3.4 Desprecio de la deformada en la 
estructura (2) 
Figura 3.5 Consideración de la estructura 
deformada (2) 
 
• Principio de superposición: es aquél que también es aplicable en problemas lineales. Este 
principio es el que establece que los efectos de las fuerzas externas, se puede considerar como 
la suma de cada ellas por separado. A partir de lo mencionado anteriormente podemos decir 
también que: 
• El estado final es independiente del orden el cual se somete la estructura a estas 
fuerzas. 
• Nuestro sistema se puede desglosar en dos sistemas más simples. 
 
• Principio de Saint-Venant:  este principio está considerado como uno de los más significativos dentro 
de la Resistencia de Materiales. Explica que las tensiones de una sección alejada de los puntos de 
aplicación de un conjunto de cargas dependen únicamente del valor de la fuerza y momento resultante 
en esa sección alejada. Por el contrario, la determinación del estado tensional de las zonas extremas 
donde se ven afectadas por los efectos locales de las acciones de las cargas se tendrá en cuenta 
consideraciones más cuidadosas. 
 
Aun así, en la práctica ingenieril, se suele aplicar el principio en la totalidad de la pieza analizada. 
Después de la obtención de los resultados, se suelen hacer unas adaptaciones en las secciones en las 
cuales son en principio donde teóricamente el principio de Saint-Venant no es aplicable con el objetivo 
de soportar los efectos locales debido a las cargas. 
 
 
 
3.5. Definición de esfuerzos 
Dada una viga y un conjunto de fuerzas a la que está sometida, podemos calcular una fuerza total 
resultante ?⃗?  y un momento resultante ?⃗⃗? . Si descomponemos tanto ?⃗? , como ?⃗⃗? , en los ejes cartesianos 
(x, y, z) siendo x el eje normal o longitudinal a la sección, los ejes y, z los ejes principales de inercia de 
una sección transversal cualquiera de esa viga (Figura 3.6), podemos nombrar a cada uno de los 
esfuerzos y momentos según el eje. Esta nomenclatura viene recogida en la Tabla 1 siguiente: 
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EJE ESFUERZO ?⃗⃗?  MOMENTO ?⃗⃗⃗?  
X Axil (?⃗? ) Torsor (𝑀𝑥⃗⃗ ⃗⃗  ⃗ ó 𝑀𝑡⃗⃗⃗⃗  ⃗) 
Y Cortante (𝑇𝑦⃗⃗⃗⃗ ) Flector (𝑀𝑦⃗⃗ ⃗⃗  ⃗) 
Z Cortante (𝑇𝑧⃗⃗  ⃗) Flector (𝑀𝑧⃗⃗ ⃗⃗  ⃗) 
Tabla 1. Nomenclatura y denominación de esfuerzos y momentos según eje 
 
Figura 3.6 Referenciación de una fuerza total resultante ?⃗?  y un momento resultante ?⃗⃗?  en una 
pieza. (2) 
 
 
3.5.1. Relación entre esfuerzos y tensiones 
Supongamos que un diferencial de área dS de la misma sección S, actúa una tensión 𝑡 , que esta puede 
descomponerse en dos componentes, tensión normal 𝜎𝑥⃗⃗⃗⃗  referida al eje x y una tensión tangencial 𝜏  
sobre la sección S (Figura 3.7). Esta tensión tangencial a la misma vez se puede descomponer según 
ejes y, z: 𝜏𝑥𝑦⃗⃗ ⃗⃗ ⃗⃗ , 𝜏𝑥𝑧⃗⃗ ⃗⃗  ⃗ respectivamente (Figura 3.8). 
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Figura 3.7 Descomposición de una tensión 𝑡 , 
en una tensión normal 𝜎𝑥⃗⃗⃗⃗  referida al eje x y 
una tensión tangencial 𝜏  sobre una sección S. 
(2) 
Figura 3.8 Tensión tangencial 𝜏  proyectada 
como 𝜏𝑥𝑦⃗⃗ ⃗⃗ ⃗⃗ , 𝜏𝑥𝑧⃗⃗ ⃗⃗  ⃗ sobre la sección S. (2) 
No obstante, para que ?⃗?  y ?⃗⃗?  formen un sistema equivalente de fuerzas internas diferenciales 𝑡 𝑑𝑆, se 
han de cumplir las siguientes ecuaciones Ecuación 3.1 y Ecuación 3.2: 
?⃗? =  ∮ 𝑡 𝑑𝑆 Ecuación 3.1 
?⃗⃗?  =  ∮ 𝑟 × 𝑡 𝑑𝑆 Ecuación 3.2 
Siendo 𝑟  el vector de posición de dS con origen en el centro de gravedad G de la sección con 
componentes y, z (ver figura 6). 
Cabe la posibilidad de escribir las anteriores ecuaciones descompuestas para cada uno de los ejes. De 
la Ecuación 3.1 y Ecuación 3.2 saldrán en total 6 ecuaciones (Ecuación 3.3, Ecuación 3.4, Ecuación 3.5, 
Ecuación 3.6, Ecuación 3.7 y Ecuación 3.8) de tal manera: 
?⃗? =  ∮𝜎𝑥⃗⃗⃗⃗ 𝑑𝑆 Ecuación 3.3 
𝑇𝑦⃗⃗⃗⃗ =  ∮ 𝜏𝑥𝑦⃗⃗ ⃗⃗ ⃗⃗ 𝑑𝑆  Ecuación 3.4 
𝑇𝑧⃗⃗  ⃗ =  ∮ 𝜏𝑥𝑧⃗⃗ ⃗⃗  ⃗𝑑𝑆 Ecuación 3.5 
𝑀𝑡⃗⃗⃗⃗  ⃗ =  ∮(𝜏𝑥𝑧⃗⃗ ⃗⃗  ⃗𝑦 − 𝜏𝑥𝑦⃗⃗ ⃗⃗ ⃗⃗ 𝑧)𝑑𝑆 Ecuación 3.6 
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𝑀𝑦⃗⃗ ⃗⃗  ⃗ =  ∮𝜎𝑥⃗⃗⃗⃗ 𝑧 𝑑𝑆 Ecuación 3.7 
𝑀𝑧⃗⃗ ⃗⃗  ⃗ =  −∮𝜎𝑥⃗⃗⃗⃗ 𝑦 𝑑𝑆 Ecuación 3.8 
3.5.2. Convenio de signos 
El convenio de signos usados para las tensiones y los momentos será el mismo: si el vector tensión o 
momento tiene el mismo sentido que el sentido de los semiejes considerado como positivo, entonces 
la tensión o el momento será positivo. También, podemos añadir que el signo del momento se puede 
determinar también aplicando la regla de la mano derecha o sacacorchos en caso de que tengamos 
representado gráficamente el momento como un giro y no como un vector (Figura 3.9). 
 
Figura 3.9 Arriba a la izquierda: Convenio de signos positivos para las tensiones en el sistema de 
ejes. 
Más al centro: Convenio de signos positivos para los momentos en el sistema de ejes. (2) 
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4. Método de los elementos finitos 
4.1. Introducción 
El método de los elementos finitos, o también llamado por sus siglas MEF o del inglés FEM, es un 
método numérico que se encarga de abordar múltiples problemas planteados en la física e ingeniería, 
principalmente. El procedimiento en el cual se fomenta esta manera de enfrentarse a dichos 
problemas se denomina la discretización. Ésta consiste básicamente en crear una subdivisión del 
sistema a analizar separando los elementos en los que se compone dicho sistema y estudiándolos de 
manera independiente. Posteriormente, se reconstruirá el sistema original para estudiarlo a partir de 
los diferentes elementos que lo componían y así también observar las relaciones que hay entre los 
estos.  
Cabe mencionar que el MEFs no es un método exacto, sino una aproximación. Ésta dependerá de la 
cantidad de elementos y forma, entre otros, escogidos por el usuario. Por tanto, según en qué contexto 
se ubique el problema y con la precisión que se considere suficiente, se requerirá una discretización 
más o menos intensiva. Obviamente, que cuantos más elementos se dispongan en la discretización, la 
solución más cerca estará de lo que se considera la exactitud. 
Algunos de los elementos con los que cuenta la discretización están marcados por unas condiciones de 
frontera que pueden simplificar los cálculos. Estos consisten, básicamente, en la resolución de 
ecuaciones diferenciales que pueden llegar a ser complejas y cálculos matriciales costosos en lo que 
concierne al tiempo a causa de la posible existencia de un sistema de numerosas ecuaciones e 
incógnitas. No obstante, hoy en día, los posibles obstáculos mencionados se pueden esquivar gracias 
a la disponibilidad de sistemas computacionales lo suficientemente potentes que nos permiten, en un 
intervalo de tiempo razonable, resolver el estudio de un cuerpo o conjunto de ellos mediante la 
resolución de las ecuaciones diferenciales y cálculo matricial.  
4.2. Conceptos básicos. Funciones de forma y desplazamientos 
Según explican Zienkiewicz y Taylor (3), discretizando en elementos de forma triangular el cuerpo de 
estudio y llamando a los vértices i, j, m en orden antihorario como se muestra en la siguiente Figura 
4.1, tenemos las siguientes ecuaciones (Ecuación 4.1, Ecuación 4.2 y Ecuación 4.3), que relacionan unos 
coeficientes de cada nodo a, b y c con las coordenadas de los nodos: 
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Figura 4.1 Nomenclatura de los nodos de un elemento en forma triangular (3)  
 
𝑎𝑖 = 𝑥𝑗 · 𝑦𝑚 − 𝑥𝑚 · 𝑦𝑗  
Ecuación 4.1 
𝑏𝑖 = 𝑦𝑗 − 𝑦𝑚 
Ecuación 4.2 
𝑐𝑖 = 𝑥𝑚 − 𝑥𝑗 
Ecuación 4.3 
Tenemos, por otra banda, la función de forma de desplazamientos Ni que es también única para cada 
nodo. Para el nodo i se expresaría de la siguiente forma, indicada en la Ecuación 4.4: 
𝑁𝑖 = 
𝑎𝑖 + 𝑏𝑖 · 𝑥 + 𝑐𝑖 · 𝑦
2∆
 Ecuación 4.4 
Donde 2∆, significa dos veces el área del triángulo o bien se puede relacionar con las coordenadas de 
los tres vértices del triángulo de la siguiente manera: 
2∆ =  det (
1 𝑥𝑖 𝑦𝑖
1
1
𝑥𝑗
𝑥𝑚
𝑦𝑗
𝑦𝑚
) 
Ecuación 4.5 
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También se define la matriz de rigidez elástica ?̿?, que va marcada en función del material con el cual 
se refiera el elemento finito seleccionado de la discretización, dicha matriz se puede definir como indica 
la siguiente Ecuación 4.6: 
?̿? =
𝐸
1 − 𝜐2
· [
1 𝜐 0
𝜐 1 0
0 0
1 − 𝜐
2
]  
Ecuación 4.6 
 
Donde 𝜐 y 𝐸 representan el módulo de Poisson y el módulo de Young o elasticidad, respectivamente. 
Por último, definimos la matriz de forma de deformaciones ?̿?, que la podemos definir de la manera 
siguiente: 
?̿? = ?̿? · 𝑁𝑖   
Ecuación 4.7 
Siendo ?̿? la matriz operadora de deformaciones y 𝑁𝑖, como ya hemos comentado en la Ecuación 4.4, 
la función de forma. Entonces ?̿? es: 
?̿?  =  
[
 
 
 
 
 
 
𝜕
𝜕𝑥 
0
0
𝜕
𝜕𝑦 
𝜕
𝜕𝑦 
𝜕
𝜕𝑥 ]
 
 
 
 
 
 
 
 
Ecuación 4.8 
 
Si aplicamos la Ecuación 4.8 en la Ecuación 4.7, se deduce que: 
?̿? =
[
 
 
 
 
 
 
𝜕𝑁𝑖  
𝜕𝑥 
0
0
𝜕𝑁𝑖  
𝜕𝑦 
𝜕𝑁𝑖  
𝜕𝑦 
𝜕𝑁𝑖  
𝜕𝑥 ]
 
 
 
 
 
 
 
Ecuación 4.9 
O bien, aplicando 4 veces la Ecuación 4.4 en la Ecuación 4.9: 
?̿? =
1
2∆ 
· [
𝑏𝑖 0
0 𝑐𝑖
𝑐𝑖 𝑏𝑖
] 
Ecuación 4.10 
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4.3. Matriz de rigidez 
4.3.1. Definición 
La matriz de rigidez se puede presentar de muchas formas en función del problema que vayamos a 
resolver, aunque, al fin y al cabo, el resto de la resolución del problema comparte un mecanismo 
similar. Lo que se quiere decir, es que no corresponde la misma manera de elaborar matriz de rigidez 
?̿?𝑒 para una discretización del problema en elementos que siguen una figura geométrica (triángulo, 
cuadrado, etc) que cuando se hace el enfoque a una estructura formada por un conjunto de vigas 
donde la discretización se realiza de una viga, tomando ésta como elemento finito. Por norma general 
y siempre que la matriz de rigidez para un elemento:  
?̿?𝑒 =  ∑𝐾𝑋𝑌  
Ecuación 4.11 
 
Donde 𝑋 e 𝑌  comprenden los subíndices i, j, m con todas las permutaciones posibles, como quedaría 
entonces: 
?̿?𝑒 = [
𝐾𝑖𝑖 𝐾𝑖𝑗 𝐾𝑖𝑚
𝐾𝑗𝑖 𝐾𝑗𝑗 𝐾𝑗𝑚
𝐾𝑚𝑖 𝐾𝑚𝑗 𝐾𝑚𝑚
] 
 
Ecuación 4.12 
Por otro lado, 𝐾𝑋𝑌 (empleado para definir la matriz de rigidez en la Ecuación 4.11) se puede escribir 
también, cumpliendo: 
𝐾𝑋𝑌 = ∫ ?̿?𝑋
𝑇 · ?̿? · ?̿?𝑌 𝑑𝑉 
 
Ecuación 4.13 
Donde 𝑑𝑉 hace referencia a un elemento infinitésimo de volumen que podemos reescribir pudiendo 
reescribir la ecuación: 
𝐾𝑋𝑌 = ∫ ?̿?𝑋
𝑇 · ?̿? · ?̿?𝑌 𝑡 𝑑𝑥 𝑑𝑦 
 
Ecuación 4.14 
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Donde 𝑡 es el espesor (considerado como despreciable), ahora si resolvemos la integral de la Ecuación 
4.14, nos resulta finalmente: 
𝐾𝑋𝑌 = ?̿?𝑋
𝑇 · ?̿? · ?̿?𝑌 · ∆ 
 
Ecuación 4.15 
4.3.2. Conectividad y ensamblaje 
Pasaremos de nomenclatura local a global para la construcción de la matriz ?̿? global a partir de otras 
matrices de rigidez por elementos ?̿?𝑒. Para explicar como se realiza esta conectividad entre matrices 
de rigidez de elementos lo haremos con un ejemplo. Supongamos que el triángulo que se ilustra en la 
Figura 4.1 nombramos sus nodos del 1 al 3 en lugar de usar letras. Por tanto, como resumimos en la 
siguiente tabla: 
 
  NUMERACIÓN 
Letra Nodos locales Nodos globales 
i 1 5 
j 2 6 
m 3 8 
Tabla 2 Ejemplo de numeración de 3 nodos locales y globales en referencia a la Figura 4.1 
 
No obstante, para una estructura entera tendríamos obviamente más de un triángulo, no tan sólo uno. 
Por tanto, lo recomendable es numerar todos los nodos de todos los elementos de 1 hasta n nodos 
totales. La matriz de rigidez local del triángulo mencionado en la Tabla 2 se puede escribir tal que así, 
usando la fórmula de la Ecuación 4.12: 
?̿?𝑒 = [
𝐾55 𝐾56 𝐾58
𝐾65 𝐾66 𝐾68
𝐾85 𝐾86 𝐾88
] 
 
Ecuación 4.16 
𝐾55 irá en la posición (5,5) (fila 5, columna 5) de la matriz de rigidez global, 𝐾56 irá en la posición (5,6) 
(fila 5, columna 6) de la matriz de rigidez global y así sucesivamente con el resto de componentes del 
elemento y del resto de elementos. 
Lo más seguro, es que a la hora de realizar los ensamblajes nos encontremos con vértices 
pertenecientes a diferentes triángulos, pero sendos haciendo referencia al mismo nodo. En este caso, 
cuando nos encontremos dos o más 𝐾𝑋𝑌 que ocupan la misma posición, se han de sumar todos los 𝐾𝑋𝑌 
pertenecientes a diferentes elementos y colocar la suma en la posición (X,Y).  
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Con todo esto ya tendríamos la matriz de rigidez global lista.  
4.3.3. Otras relaciones importantes 
Para concluir este capítulo se mencionará brevemente la ecuación e incisos que permiten deducir, a 
partir de las matrices de rigidez, los desplazamientos, siendo la incógnita principal a resolver en todo 
problema de elementos finitos. Se cumple que: 
?̿? · 𝑑 = 𝐹  
 
Ecuación 4.17 
Definiendo 𝑑  como el vector de desplazamientos y giros y 𝐹  como el vector de fuerzas que experimenta 
la estructura. 
En 𝑑  se contemplan todas las condiciones de contorno en el problema aplicadas, por ejemplo, si 
tenemos que un nodo coincide en la posición de un empotramiento los desplazamientos y giros serán 
0, si el nodo coincide con un apoyo simple los desplazamientos serán 0 pero los giros no tienen por qué 
serlo. Así entonces, esto último se puede tomar como hipótesis simplificadoras. Y, por tanto, 
tendremos un sistema de ecuaciones reducido, en el que en la matriz de rigidez ?̿? se eliminarán todas 
las filas y columnas que ocupen la misma posición que 0 en el vector 𝑑 . Lo mismo que se ha hecho con 
la matriz de rigidez, se puede hacer con 𝐹 . Es decir, el sistema contará con tantas ecuaciones e 
incógnitas (una incógnita por ecuación), las cuales son desplazamientos y giros, como tantas 
componentes diferentes de cero tenga 𝑑 .  
Lo último sería en el sistema no reducido incluir los desplazamientos y giros deducidos anteriormente 
para encontrar las reacciones de los apoyos en caso que fuera necesario. 
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5. Inteligencia artificial: Aprendizaje automático 
5.1. Introducción 
Como bien ya se comentó previamente, uno de los objetivos del proyecto consta de resolver 
problemas de cálculo de estructuras mediante el uso de la Inteligencia Artificial. 
Este apartado (5.1), el siguiente (5.2) y la introducción de los métodos supervisados (5.3.1) se 
referenciarán, principalmente, mediante las explicaciones que se dieron en la optativa cursada por el 
alumno de Inteligencia Artificial aplicada a la Ingeniería (4). 
Para empezar, el aprendizaje automático (del término inglés Machine Learning (5)) trata de crear un 
sistema el cual nuestra computadora o el compilador de código, aprenda mediante el uso de ejemplos 
proporcionados y gracias a ello, cree un patrón el cual sea representativo para ese conjunto, con el fin 
de ser usado, a menudo, para dar una respuesta a unos datos de entrada los cuales no han sido 
utilizados para el aprendizaje previamente y que se ajuste a este modelo creado. 
Brevemente, podríamos comentar la incidencia que tiene esta rama de la inteligencia artificial llamada 
aprendizaje automático en múltiples campos de aplicación como los mencionados a continuación 
acompañados de ejemplos: 
• Medicina: detección de tumores, diagnóstico de enfermedades... 
• Biología molecular: simulación de la evolución de moléculas, bacterias... 
• Economía: subida o bajada de las bolsas, predicción de los escenarios futuros para 
comprar/vender acciones... 
• Automoción: reconocimiento una señal, un obstáculo... 
• Informática: detección de caras, reconocimiento de huellas, voz... 
• (Video)juegos: encontrar camino más corto para que un enemigo pueda perseguir y atrapar al 
jugador, crear tácticas en deportes mentales como el ajedrez... 
• Robótica: seguir una línea recta, detectar la presencia de un obstáculo, …. 
• Publicidad virtual: al menos Google es capaz de proporcionar anuncios al usuario en función 
de las consultas realizadas de éste en el buscador.  
• Otros 
A continuación, se hará una breve introducción sobre la clasificación típica de los métodos de 
aprendizaje empleados en el campo de la Inteligencia Artificial y nos adentraremos a lo que realmente, 
emplearemos a lo largo de la elaboración de este proyecto.  
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5.2. Métodos de aprendizaje en la Inteligencia Artificial 
• Aprendizaje supervisado: es una técnica para deducir una función a partir de datos de 
entrenamiento. Los datos de entrenamiento consisten en pares de objetos (normalmente 
vectores): una componente del par son los datos de entrada y el otro, los resultados deseados. 
La salida de la función puede ser un valor numérico (como en los problemas de regresión) o 
una etiqueta de clase (como en los de clasificación). El objetivo del aprendizaje supervisado es 
el de crear una función capaz de predecir el valor correspondiente a cualquier objeto de 
entrada válida después de haber visto una serie de ejemplos, los datos de entrenamiento. Para 
ello, tiene que generalizar a partir de los datos presentados a las situaciones no vistas 
previamente. 
 
• Aprendizaje no supervisado: es un método de Aprendizaje Automático donde un modelo es 
ajustado a las observaciones. Se distingue del Aprendizaje supervisado por el hecho de que no 
hay un conocimiento a priori. En el aprendizaje no supervisado, un conjunto de datos de 
objetos de entrada es tratado. Así, el aprendizaje no supervisado típicamente trata los objetos 
de entrada como un conjunto de variables aleatorias, siendo construido un modelo de 
densidad para el conjunto de datos. 
 
 
La idea como dijimos es tratar de optimizar un perfil ya sea usando alguno de los métodos de 
aprendizaje explicados anteriormente. Para la parte de Inteligencia Artificial, habría varias formas de 
hacerlo: 
 
• Entrenando casos (corriendo casos) y almacenando esta información y luego usarlo como base 
de datos de entrenamiento. Esto último sería una definición de métodos de aprendizaje 
supervisado. 
 
• Tratar de "manera inteligente" minimizar una función, por ejemplo, que el desplazamiento sea 
mínimo. Según el contexto del problema, esta forma de afrontar la optimización del perfil 
podría pertenecer a uno o ambos tipos de aprendizaje a la vez. 
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5.3. Métodos supervisados 
5.3.1. Introducción 
Como ya se ha comentado anteriormente, los métodos de clasificación supervisados son aquellos que, 
a partir de un conjunto de datos entrados para el entrenamiento, se crea un modelo para luego ser 
probado mediante diferentes entradas.  
Como nomenclatura, normalmente, se le denomina matriz ?̿? o independiente a aquella que contiene 
el conjunto de variables de cada muestra para deducir la matriz ?̿? que es nuestra variable dependiente 
de los datos que se incluyen en nuestra matriz ?̿? y es el objetivo por estudiar. Como ya comentamos 
en la sección anterior, los métodos supervisados se pueden incluir dentro del aprendizaje automático, 
y estos tienen dos partes diferenciadas, entrenamiento, la fase en la que nuestra máquina aprende y 
prueba, fase en la que se comprueba cuán de efectivo es un determinado método para un conjunto 
de muestras. Por tanto, aquí cada matriz ?̿? y ?̿? la podremos dividir en las partes diferencias 
mencionadas anteriormente, es así como tendremos un total de 4 matrices: ?̿? e ?̿? para el 
entrenamiento y  ?̿? e ?̿? para la prueba. 
Los métodos supervisados se pueden dividir según las respuestas que den estos mismos: clasificación 
y regresión: 
• Métodos de clasificación supervisados: son aquellos que a partir de nuestra matriz  ?̿?, la 
variable objetivo a deducir será del tipo clase. En programación, esta clase de cada muestra se 
representa normalmente mediante números positivos (0, 1, 2, 3 …) ya que ciertos 
compiladores son incapaces de leer o interpretar las cadenas de texto (string). Un ejemplo 
práctico de métodos de clasificación es distinguir y deducir a partir de constantes vitales 
proporcionadas, si un paciente padece una enfermedad con un 1, o si está sano con 0.  
• Métodos de regresión supervisados: son aquellos que a partir de nuestra matriz  ?̿?, la variable 
objetivo a estimar será un número real. Un ejemplo práctico de métodos de regresión es a 
partir de, si nos ubicamos en el mundo de la automoción, una marca de vehículo (simbolizada 
con un número entero positivo si fuera necesario), consumo energético, caballos, número de 
puertas, etc, se estime el precio de éste. 
A continuación, se hablará de los diferentes tipos de aprendizaje supervisado. 
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5.3.2. Máquinas de vectores de soporte (SVMs) 
O más bien a este método se le conoce como su nombre original del inglés, Supported Vector 
Machines o también por sus siglas SVMs (6) (7) (8). Es un método consistente en separar dos clases o 
más mediante un hiperplano. Si se refiriera a 2 dimensiones en el espacio, el hiperplano se proyectaría 
viéndose simplemente como una recta. Generalmente, la representación de este método se ilustra y 
se trabaja en dos dimensiones.  
Existen infinitos hiperplanos posibles para llevar a cabo esta separación, pero la mejor manera de 
realizar esta separación es aquella que deja la mayor holgura o margen entre dos clases (Figura 5.1 y 
Figura 5.2) 
 
  
Figura 5.1 Ilustración de un hiperplano 
separador con el margen acotado (8)  
Figura 5.2 Diferentes hiperplanos posibles 
(H1, H2, H3) para separar dos clases. (6) 
Como vemos en la imagen anterior, se ve a simple vista que el hiperplano H1 coloreado en verde es un 
hiperplano que no separa realmente bien las clases. El hiperplano H2 de color azul está separando las 
dos clases, aunque con muy poco margen. Finalmente, el hiperplano H3 es el mejor separador posible 
ya que además de marcar la distinción entre esas dos clases, el margen que hay es el máximo posible 
(Figura 5.2). La aplicación de este método es recomendada aun cuando tenemos un número 
relativamente bajo de individuos de una clase que se ubiquen gráficamente en una zona de puntos 
que pertenezca a otra clase, estos puntos son despreciables. 
Hasta ahora, para este método se ha explicado cómo se trataría una población que es linealmente 
separable. Pero para un conjunto que no es linealmente separable existe un procedimiento que se 
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denomina trucos de Kernel (o Kernel tricks). Los Kernel tricks son funciones que tienen como inputs 
vectores en el espacio original que transforman un conjunto no separable linealmente a uno 
linealmente separable, subiendo una dimensión más (Figura 5.3) y posteriormente se traza el 
hiperplano, que es lo que se puede llamar aquí, hiperplano de Kernel, que posteriormente, se 
representa proyectado en el mismo espacio dimensional que se planteó nuestro problema (Figura 5.4). 
Dentro de los kernels tenemos diferentes tipos: radiales, cuadráticos, etc. La correcta aplicación de un 
correcto kernel no es trivial, depende de un estudio previo para determinarlo. 
 
  
Figura 5.3 Muestras pertenecientes a dos 
clases diferentes representadas en R3. (9) 
Figura 5.4 Muestras pertenecientes a dos 
clases diferentes separadas y no separables 
linealmente representadas en R2. (9) 
 
5.3.3. K-Vecinos más próximos (kNN) 
Del inglés kNN, K Nearest Neighbors (10): se hace un grupo conformado con la muestra más las K 
muestras más similares a la muestra que queremos clasificar (Figura 5.5). Cabe recordar, que dos 
muestras serán más parecidas entre sí cuanto menor sea la distancia euclídea de las variables entre 
ellas pertenecientes a la matriz ?̿?, es decir: 
 
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑖𝑎 = √∑(𝐴𝑖 − 𝐵𝑖)2
𝑛
𝑖
 Ecuación 5.1 
Donde i es la variable de las muestras A y B. Una vez conformado el grupo, a nuestra nueva muestra se 
le asignará un valor de clase acorde a la predominante en ese grupo.  
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Figura 5.5 Representación de los grupos realizados por el método de los k vecinos más próximos 
(10) 
La eficacia de este método dependerá en grado mayor de la K escogida por el usuario y en grado 
menor, de cómo se presenten los datos. La elección de K es preferible principalmente que sea un 
número impar para evitar empates, posteriormente, ha de haber un equilibrio entre 1 (número entero 
más bajo impar) y el número total de muestras entrenadas.  
Si se escoge un número bajo de K como 1 es posible que este método no esté siendo un buen 
clasificador ya que, según como presenten nuestros datos, tal y como ya hemos comentado antes, 
puede haber interferencias o ruidos de las muestras, aclarando en otras palabras, dentro de una nube 
de puntos de la misma clase, haya otro punto aislado perteneciente a otra clase.  
Si se escoge un parámetro de K realmente alto, quizás no sea representativo, ya que el K-Nearest 
Neighbors es un clasificador que realiza grupos y asigna a la muestra nueva la clase predominante en 
ese grupo. Es erróneo y consecuentemente absurdo que cuando apliquemos este método con una K 
muy alta, nuestra nueva muestra a clasificar que se ve claramente que pertenece a una clase por las 
similitudes que comparte con otras clases más cercanas, se le asigne otra clase por el hecho de que 
gana siempre la mayoría predominante del grupo realizado. 
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5.3.4. Árboles de decisión (DT) 
O del vocablo inglés Decision Trees (DT) (11) (12), es un método de que se asemeja, como ya se indica, 
a un árbol. No existe ningún patrón exacto para representar este árbol, pero podemos diferenciar un 
conjunto de partes comunes en todos ellos que son las siguientes, ilustradas en la siguiente Figura 5.6: 
 
Figura 5.6 Posible modelo de árbol de decisiones (12) 
Ahí como se ve ilustrado, el árbol “crece” de izquierda a derecha. Se puede establecer una analogía 
entre el esquema anterior y un árbol: el nodo de decisión podría ser lo que equivaldría a la raíz del 
árbol. Todo lo que se represente con líneas rectas serían las ramas o bifurcaciones del árbol que 
conectan así mismo a otros nodos de azar o bien, los resultados finales, que vendría a ser las hojas, 
donde el árbol no crece más por esa parte. 
Para entender cómo elegir una u otra rama se deben plantear expresiones booleanas para cada rama 
hasta llegar a una hoja, para determinar o bien una clase (en caso de clasificación, Figura 5.7) o una 
variable de una muestra (en caso de regresión, Figura 5.8). Generalmente y como convenio, la rama 
que se bifurca hacia la izquierda corresponde a una respuesta de verdadero a la pregunta del nodo 
anterior, mientras que la derecha será, lógicamente, falso.         
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Figura 5.7 Árbol de decisiones de clasificación de clases. (11) 
 
Figura 5.8  Árbol de decisiones de regresión. (12) 
 
Uno de los pros de este método es que es esquemático, sencillo de representar e intuitivo y, en general, 
no requieren demasiado tiempo para llevarse a cabo. Además, no hay que hacer mucho análisis para 
procesar nuestros datos para ejecutar el método, es decir, el árbol de decisiones no depende de un 
estudio a partir de parámetros como si pueden depender métodos anteriores como el SVMs (Capítulo 
5.3.2) o el kNN (Capítulo 5.3.3). 
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Por el contrario, una desventaja que presentan los árboles es que puede darse el 
sobredimensionamiento (overfitting (13)) a la hora de separar variables, que consiste en cuando 
tenemos ruido en nuestra población, pues provoca una frontera de separación de forma irregular 
ajustándose a estas muestras que generan este ruido (Figura 5.9). No obstante, este fenómeno puede 
darse al tratar datos con otros métodos.  
 
Figura 5.9 Ejemplo de overfitting o sobredimensionamiento (línea verde) comparado con uno de 
modelo regularizado (línea negra) (13) 
Como vemos en la figura anterior, la línea fronteriza verde es un modelo sobredimensionado. Y la línea 
negra es un modelo regularizado. Si bien la línea verde sigue mejor los datos de entrenamiento, 
depende demasiado de esos datos y es probable que tenga un error más alto en los datos nuevos que 
se introducen, en comparación con la línea negra, que es más general. 
 
5.3.5. Redes neuronales artificiales 
5.3.5.1. Introducción 
En este subapartado se dará comienzo a un preámbulo de lo que son las redes neuronales gracias a, 
principalmente, CSV Dot (14) (15) (16), canal experto en inteligencia artificial. Las redes neuronales 
artificiales son aquellas que se inspiran en el mismo modelo biológico. En estas redes se presentan 
unos elementos comunes pese a la diversidad que hay entre los tipos: la neurona, como unidad mínima 
de este sistema, se ubica en una parte concreta de la red.  
Si estudiamos la neurona como tal en nuestro sistema nervioso, se observa que una neurona está 
conectada a diferentes neuronas. Cuando activamos nuestra actividad cerebral, existe la posibilidad 
de que una neurona se active y si se da el caso, transmitirá una señal en forma de corriente eléctrica a 
sus neuronas próximas conectadas. Pues algo similar pasa en el mundo de las redes neuronales 
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artificiales. Se da que la neurona está normalmente conectada a todas las neuronas pertenecientes a 
la capa posterior (esto último depende del tipo de red neuronal a la que nos estemos refiriendo, como 
ya se comentará más adelante). En estas conexiones participan unas variables llamadas: pesos (w), bias 
o sesgos (b) y unas variables x. Las dos primeras mencionadas anteriormente se pueden controlar al 
libre albedrío del programador. Al final, el papel de cada neurona será calcular una variable h de salida 
que es la suma de los productos entre los pesos (w1, w2, w3...) y las variables x (x1, x2, x3...) que vienen 
de las neuronas anteriores y el sesgo (b) correspondiente a cada neurona, de tal forma que podríamos 
resumir y escribir lo mencionado justo ahora como lo indica la Ecuación 5.2: 
 
ℎ =  ∑(𝑤𝑖 · 𝑥𝑖)
𝑛
𝑖
+ 𝑏 
 
Ecuación 5.2 
Donde i es la conexión y n el número total de conexiones, como se esquematiza en la siguiente imagen 
(Figura 5.10): 
 
Figura 5.10 Esquematización de una neurona dentro de una red neuronal (17) 
 
Toda red neuronal cuenta con diferentes capas bien diferenciadas, sobre todo, por la función que 
desempeña cada una de éstas, como se comenta en los siguientes puntos: 
• Capa de entrada: independientemente del tipo de aprendizaje que se quiera implementar en 
la red neuronal, siempre y cada una de las redes neuronales dispondrá de una capa de entrada. 
Las neuronas que constituyen esta capa inicial se encargan de recoger los datos de entrada, la 
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cantidad de neuronas de esta capa coincide con la cantidad de datos de cada muestra que 
queremos que nuestra red aprenda. Por ejemplo, si queremos que nuestra red aprenda a 
predecir el coste de un coche a partir del número de ruedas, año de fabricación, tipo de 
combustible y marca, nuestra red dispondría, por lo tanto, de 4 neuronas en la entrada. 
 
• Capa(s) intermedia(s) u oculta(s): son las más importantes y se encargan de casi toda la parte 
de aprendizaje y predicción de los datos, salvo en las redes monocapas, ya que, en ese tipo de 
redes, no disponemos de capas intermedias. Conectan las neuronas de entrada con las de 
salidas mediante múltiples sinapsis que ocurren entre una neurona y otra. 
 
• Capa de salida: si hablamos de aprendizaje supervisado, ésta es imprescindible, en cambio, no 
tenemos la necesidad de disponer de una capa de salida en lo que concierne al aprendizaje no 
supervisado. Esta capa de salida está constituida por las mismas neuronas que salidas (matriz  
?̿?) asociadas por cada entrada (matriz  ?̿?) del conjunto de datos. Por ejemplo: si se desea 
determinar la imagen de una función en R2 en un punto dado, en este caso tan sólo 
necesitaremos una neurona de salida. 
 
 
5.3.5.2. Funciones de activación 
Cada neurona, cuenta con una función de activación (15). Ésta viene motivada por el simple hecho de 
que cada neurona, en verdad, cuando calcula h está calculando un hiperplano en el espacio. Pues para 
romper con esa linealidad, están las denominadas funciones de activación, que transforman h, en otra 
variable llamada y (ver tabla siguiente para observar dicha transformación). Existen nombrosas 
funciones de activación, pero las más empleadas, se nombran a continuación (Tabla 3, imágenes 
extraídas de la grabación realizada por Dot CSV (15)): 
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FUNCIÓN DE ACTIVACIÓN EXPRESIÓN GRÁFICA 
Escalonada 
 
f(h) =  
 
  
RELU 
(unidad rectificada lineal) 
 
f(h) =  
 
  
Sigmoide f(h) = σ(h) = 
1
1+𝑒−ℎ
 
 
Tanh 
(tangente hiperbólica) 
f(h) = tanh(h) = 
𝑒ℎ−𝑒−ℎ
𝑒ℎ+𝑒−ℎ
 
 
Tabla 3. Funciones de activación más comunes (Imágenes extraídas de CSV Dot (15)) 
Entonces, una vez calculada y (ver Figura 5.10), es decir, f(h), esta variable será la nueva x para la 
siguiente neurona de la capa siguiente que hará lo mismo descrito anteriormente: cálculo de suma 
ponderada por los pesos, suma del sesgo correspondiente y aplicación de la función de activación. Así 
0 
1 
si h < 0 
si h ≥ 0 
0 0 
h 
si h < 0 
si h ≥ 0 
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sucesivamente, hasta llegar a la última capa, aquí las últimas y calculadas serán las salidas, que 
determinarán las respuestas a todo el aprendizaje llevado a cabo hasta ahora, en el caso de que 
estemos entrenando a nuestra red. pesos y términos de sesgo de cada neurona se establecen en el 
entrenamiento y estos, por lo general, van variando con el paso de las generaciones para ajustarse con 
más o menos precisión a los datos de salida (matriz  ?̿?), relacionados con los datos de entrada (matriz  
?̿?). 
5.3.5.3. Tipos de entrenamiento 
En muchos tipos de entrenamiento para redes neuronales se emplean conceptos matemáticos dentro 
del campo de funciones como gradientes, derivación, mínimos, máximos, etc. Tenemos diferentes 
tipos de aprendizaje y estos se mencionan algunos de ellos, otros más conocidos que otros como 
podrían ser el primero y el segundo que se mencionarán respecto al tercero que no suele ser tan 
conocido.  Los dos últimos se emplearán para desarrollar este proyecto: 
• Backpropagation traducido como propagación hacia atrás (16) consiste en un algoritmo que, 
como su propio nombre indica, analiza partiendo desde el final de todo el entramado neuronal 
(capa de salida) toda la cadena de neuronas que ha desencadenado el error durante el 
aprendizaje dirigiendo a capas más anteriores. El error de las neuronas que están en capas 
anteriores depende de las capas posteriores, es decir, es un método recursivo. Relaciona la 
variación del coste con respecto a la variación de los pesos y con respecto a los términos de 
sesgo de cada neurona mediante la derivación. A este método se le asocian argumentos como 
el coeficiente de aprendizaje (normalmente designado con una alfa griega, α), del inglés 
learning rate (18)) (ver Figura 5.11) que normalmente adopta valores usuales como 0.07, 0.1, 
u otros comprendidos entre 0 y 1. Un coeficiente de aprendizaje excesivamente bajo 
conllevará a una computabilidad muy costosa en cuanto a tiempo con el riesgo  de atasco 
durante el aprendizaje y no se consiga una solución óptima (Figura 5.13 a). Por el contrario, si 
se introduce un coeficiente demasiado cercano a 1 o incluso superándolo, puede dar lugar a 
una no convergencia y a un proceso de aprendizaje infinito (Figura 5.13 b). Por tanto, el 
coeficiente de aprendizaje debe estar equilibrado para contribuir así, de manera positiva, con 
el proceso de aprendizaje (Figura 5.12). 
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Figura 5.11 Gráfico en el que se muestran diferentes coeficientes de aprendizajes representando el 
error en el eje de ordenadas y en el de abscisas las épocas. Si se escoge un coeficiente demasiado 
alto no habrá convergencia e incluso las soluciones en épocas posteriores podrían ser peores que 
aquellas de épocas anteriores, por el contrario, si se escoge uno muy bajo, no garantiza la solución 
más óptima y tendrá mucha más demora para llegar a una solución. (18) 
 
Figura 5.12 Búsqueda de un mínimo de la función f(x,y) mediante descenso de gradientes con 
un coeficiente de aprendizaje equilibrado (α= 0,0104) (las zonas oscuras representan mínimos) 
(19)  
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a) Con un coeficiente de aprendizaje muy bajo (α= 
0,0011) (19) 
b) Con un coeficiente de aprendizaje muy alto (α= 
0,0385) (19) 
Figura 5.13 Búsqueda de un mínimo de la función f(x,y) mediante descenso de gradientes (las 
zonas oscuras representan mínimos)  
 
• Propagación hacia atrás resiliente o más conocido como Resilient backpropagation y 
abreviado como rprop (20) (21). Este método está basado también en el backpropagation, con 
la diferencia de que el rprop tiene como principal ventaja una mejor y más rápida convergencia 
con una solución óptima respecto a backpropagation. Al emplear este tipo de entrenamiento, 
tan sólo se tiene en cuenta el signo de las derivadas parciales, no la magnitud del gradiente, 
como sí se tiene en cuenta en backpropagation. En este método, el aprendizaje no depende 
de los pesos que hay entre neuronas. Cuando hay un cambio de este signo en el gradiente, los 
pesos son multiplicados por un factor individual para cada peso η-<1 para la próxima 
generación. En el caso contrario de no haber ningún cambio de signo en el gradiente, se 
multiplicarán los pesos por un factor η+ tal que η+>1. Experimentalmente, se ha demostrado 
que los parámetros óptimos son η-= 0,5 y η+=1,2. 
 
Este método es el que se ha empezado empleando para el primer entrenamiento de la red 
neuronal. 
 
• Método de Broyden–Fletcher–Goldfarb–Shanno o abreviado como BFGS (22) (23). Es el 
método cuasi newtoniano más conocido y se emplea de manera iterativa para resolver 
problemas de optimización, especialmente, no lineal sin restricciones. A diferencia de los 
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métodos totalmente newtonianos, la segunda derivada en la matriz Hessiana no se calcula, 
sino que se aproxima mediante el gradiente. Aspecto que hace que sea mucho menos a nivel 
computacional.  
 
Se enumeran los pasos los cuales se siguen para llegar a una solución óptima en el siguiente 
pseudocódigo: 
 
1. Dada una función 𝑓(𝑥) a minimizar, se aísla la dirección 𝑝𝑘⃗⃗⃗⃗  de la siguiente ecuación 
análoga de Newton: 
 
𝑩𝒌̿̿ ̿̿ · 𝑝𝑘⃗⃗⃗⃗ =  −∇𝑓(𝑥𝑘⃗⃗⃗⃗ ) 
 
Ecuación 5.3 
Donde 𝑩𝒌̿̿ ̿̿  es la aproximación de la matriz Hessiana realizada como se ha comentado 
antes y se recalcula para cada iteración k, en la iteración inicial (k=0), 𝑩𝒌̿̿ ̿̿  se puede 
tomar como la matriz identidad, ?̿?  . ∇𝑓(𝑥𝑘⃗⃗⃗⃗ ) se refiere al gradiente de la función en el 
vector 𝑥𝑘⃗⃗⃗⃗  ubicado en el espacio de n dimensiones. Que cuando k=0, 𝑥0⃗⃗⃗⃗  se estima el 
valor óptimo inicial y se continúa de forma iterativa para obtener una mejor 
estimación en cada etapa. 
2. Seguidamente se procede al cálculo de 𝛼𝑘 = min 𝑓(𝑥𝑘⃗⃗⃗⃗ +  𝛼 · 𝑝𝑘⃗⃗⃗⃗ ) (Ecuación 5.4) 
donde 𝛼, no es el coeficiente de aprendizaje (ya que este método no depende de él), 
sino un número real positivo. 
3. Se ajusta 𝑠𝑘⃗⃗  ⃗ =  𝛼𝑘 · 𝑝𝑘⃗⃗⃗⃗  (Ecuación 5.5) y se recalcula 𝑥𝑘+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ como  𝑥𝑘+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ =  𝑥𝑘⃗⃗⃗⃗ +  𝑠𝑘⃗⃗  ⃗ 
(Ecuación 5.6) 
4. Establecemos 𝑦𝑘⃗⃗⃗⃗  como 𝑦𝑘⃗⃗⃗⃗ = ∇𝑓(𝑥𝑘+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗) − ∇𝑓(𝑥𝑘⃗⃗⃗⃗ ) (Ecuación 5.7) 
5. Calculamos la aproximación de la matriz hessiana para la siguiente iteración como: 
𝑩𝒌+𝟏̿̿ ̿̿ ̿̿ ̿ =  𝑩𝒌̿̿ ̿̿ +
𝑦𝑘⃗⃗⃗⃗ ·  𝑦𝑘⃗⃗⃗⃗ 
𝑇
 
𝑦𝑘⃗⃗⃗⃗ 
𝑇
· 𝑠𝑘⃗⃗  ⃗
−
𝑩𝒌̿̿ ̿̿ · 𝑠𝑘⃗⃗  ⃗ · 𝑠𝑘⃗⃗  ⃗
𝑇
· 𝑩𝒌̿̿ ̿̿
𝑇
𝑠𝑘⃗⃗  ⃗
𝑇
· 𝑩𝒌̿̿ ̿̿ · 𝑠𝑘⃗⃗  ⃗
 
 
Ecuación 5.8 
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Al contrario que la propagación hacia atrás y la propagación resiliente, el aprendizaje tiende a 
ser más rápido en cuanto a su ejecución, pero como se ilustrará posteriormente en el 
desarrollo del proyecto, por desventaja, el error no se puede controlar a partir de cierto punto. 
 
Se puede ilustrar con un ejemplo de este método de Broyden-Fletcher-Goldfarb-Shanno 
realizado por la universidad canadiense de McMaster University (24) que muestra la evolución 
de las variables en 2 iteraciones aplicando dicho método con el objetivo de minimizar una 
función de dos variables. En nuestro caso, la función a minimizar será la de coste o error como 
se profundizará un poco más en la siguiente sección.  
 
5.3.5.4. Funciones de coste o error 
También contamos con diferentes funciones de error o coste que es lo que la red neuronal procurará 
siempre que este error tienda siempre a 0 a la hora de aprender. Se presentan cuatro funciones que 
ya están implementadas por defecto en los paquetes de datos instalados del módulo Neurolab que se 
pueden consultar tanto en los archivos .py que incorpora dicho módulo como en la página donde se 
indica la documentación del módulo de paquete (25): 
 
 
• Suma de error cuadrático o del inglés Sum squared error function (SSE): 
𝑆𝑆𝐸 =  
1
2
· ∑(𝑦𝑝𝑟𝑒𝑑𝑖 − 𝑦𝑟𝑒𝑎𝑙𝑖)
2
𝑛
𝑖
 
 
Ecuación 5.9 
• Media de error cuadrático o del inglés Mean squared error function (MSE): 
𝑀𝑆𝐸 = 
1
𝑛
· ∑(𝑦𝑝𝑟𝑒𝑑𝑖 − 𝑦𝑟𝑒𝑎𝑙𝑖)
2
𝑛
𝑖
 
 
Ecuación 5.10 
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• Suma de error absoluto o del inglés Sum absolute error function (SAE): 
𝑆𝐴𝐸 = ∑|𝑦𝑝𝑟𝑒𝑑𝑖 − 𝑦𝑟𝑒𝑎𝑙𝑖|
𝑛
𝑖
 
 
Ecuación 5.11 
• Media de error absoluto o del inglés Mean absolute error function (MAE): 
𝑀𝐴𝐸 = 
1
𝑛
· ∑|𝑦𝑝𝑟𝑒𝑑𝑖 − 𝑦𝑟𝑒𝑎𝑙𝑖|
𝑛
𝑖
 
 
Ecuación 5.12 
Donde 𝑦𝑝𝑟𝑒𝑑 hace referencia a la predicción o estimación de un valor, 𝑦𝑟𝑒𝑎𝑙  hace referencia al valor 
verdadero, es aquél proporcionado a la red neuronal para que ésta entrene. 𝑛 hace referencia al 
número total de muestras. 
5.3.5.5. Tipos de redes neuronales:  
Existen muchos tipos de redes neuronales y estos se pueden clasificar acorde a diferentes criterios que 
son explicados por Xpikuos (26) . A continuación, se comentarán los tipos de redes más frecuentados 
y, sobre todo, aquellos que se empleen para el desarrollo de este proyecto. 
 
5.3.5.5.1 Según las conexiones que se hagan entre neuronas: 
• Redes totalmente o casi conectadas 
 
o Monocapa: es aquel conjunto de neuronas conectadas entre sí. En muchos ejemplos, 
no se distingue la capa de salida que la de entrada. Por ejemplo, existe la red de 
Hopfield, que se emplea para aprendizaje no supervisado. Se usan para resolver 
problemas de memoria asociativa. Algo característico de esta red es que los datos de 
entrada pueden ser binarios (0 ó 1) o bipolares (1 ó -1) y también que los pesos 
sinápticos son iguales de una neurona a otra y viceversa.  
o Multicapa: presentan una o más capas intermedias. La gran mayoría presentan una 
estructura de capa de entrada, capa intermedia y capa de salida, salvo las de 
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aprendizaje no supervisado, que, por lo general, no cuentan con la última 
mencionada, como ya se ha mencionado.  
Las redes totalmente o casi conectadas pueden presentar problemas de rendimiento 
dependiendo el contenido que se desea procesar, debido a que, en principio, este tipo de 
red selecciona cada uno de los datos introducidos como importante para aprender. 
 
• Redes parcialmente conectadas 
Por lo general, las redes parcialmente conectadas no presentan el problema 
mencionado anteriormente que pueden llegar a sufrir las redes totalmente o casi 
conectadas. Ya que, lo abordan mediante recursos como la compresión de la 
información y seleccionando la información más importante, como es el caso de las 
redes convulcionales, que principalmente se utilizan para el procesamiento de 
imágenes. 
 
5.3.5.5.2 Según tipo de aprendizaje 
• Aprendizaje supervisado: el aprendizaje se apoya principalmente en el backpropagation. Esto 
es, básicamente, un método empleado para el entrenamiento que se fundamenta en que las 
neuronas de salida calculan una vez, el error cometido a través de los valores reales. Este error 
se reparte de manera parcial entre las distintas neuronas anteriores que hay en las capas 
ocultas con el fin de que los pesos y bias se ajusten a los datos para poder llevar a cabo el 
aprendizaje.  
• Aprendizaje no supervisado: por ejemplo, las redes de Kohone o las redes SOM (Self organised 
maps), que entrenan usando aprendizaje no supervisado para producir una representación 
discretizada de baja dimensión (generalmente bidimensional) del espacio de entrada de las 
muestras de entrenamiento, llamado mapa, y es por lo tanto un método para reducir la 
dimensionalidad. 
 
5.3.5.5.3 Según flujo del procesamiento de datos 
• Unidireccionales: el flujo siempre va hacia adelante, es lo que en inglés se conoce como 
feedforward. 
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• Retroalimentadas o recurrentes: o también llamadas del término inglés feedback, forman 
bucles en los que el flujo es bidireccional (adelante y atrás). Usa un tipo de backpropagation 
modificado e incluso el empleo de algoritmos genéticos. Un ejemplo de red retroalimentada 
conocido es la llamada Long-short term memory. Ésta en específico se emplea especialmente 
para recordar y reconocer secuencias, una aplicación de este ejemplo de red sería por ejemplo 
el teclado predictivo de Google, pues en función de la palabra introducido por el usuario, el 
teclado sugerirá una palabra u otra que puede ser que el usuario las haya introducido en un 
orden determinado con anterioridad o no.  
5.4. Optimización 
Es la selección de la mejor solución, bajo un criterio de bondad de ésta, dentro de un abanico de 
posibles soluciones. Este proceso de selección es el que normalmente se aplica a la hora de abordar 
problemas donde es importante hallar el máximo o mínimo de una función, por ejemplo, en el ámbito 
económico, decidiendo así el menor coste, en el ámbito ingenieril, el mayor rendimiento, etc. (27) 
Algunos métodos para encontrar estas soluciones son muy sofisticados mientras que otros pueden ser 
muy rudimentarios hasta tal punto de ineficientes. En seguida, se detallan con más profundidad: 
• Fuerza bruta: Evaluar cada una de las posibles soluciones. Tiene bastantes contras como la 
baja eficiencia en términos computacionales, así como la practicidad. El tiempo invertido en el 
cálculo puede ser realmente demeritorio. 
• Búsqueda aleatoria: Búsqueda aleatoria sin ninguna guía. No garantiza soluciones óptimas, ni 
cuasi-óptimas. Simplemente se reducen el número de evaluaciones.  
• Técnicas basadas en gradiente: Requiere la existencia de derivadas; búsqueda local- problema 
de óptimos locales.  
• Algoritmos metaheurísticos: Tenemos que ser capaces de evaluar las soluciones, midiendo la 
calidad. No hay garantías de obtener siempre la solución óptima. 
 
5.4.1. Algoritmos genéticos 
Estos son un tipo de optimización y consisten en unas técnicas de búsqueda de soluciones para un 
problema basadas en la teoría de la evolución y selección natural propuestas por el biólogo Charles 
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Darwin. Podríamos establecer una analogía entre los conceptos que forman parte de la biología y de 
la naturaleza y un problema matemático. Ésta podría verse en la tabla siguiente (28):  
 
 
CONCEPTOS BIOLÓGICOS 
PROBLEMA 
MATEMÁTICO 
Individuo 
Candidato a 
solución 
Población 
Conjunto de 
candidatos 
Fitness 
Calidad/propiedad 
de la solución 
Función de fitness/Entorno Problema para resolver 
Adaptación Función objetivo 
Cromosoma Variables del problema 
Gen Bits de datos 
Mutación Cambio de un bit por otro al azar 
Operaciones 
genéticas 
Cruce/mutación para generar nuevos individuos 
Generación Número de iteraciones 
Selección Selección basada en función del fitness 
Tabla 4. Comparativa entre términos biológicos y componentes en la matemática. 
5.4.1.1. Proceso de selección 
El proceso de selección, o también llamado como ciclo del algoritmo genético, que siguen todos los 
lenguajes de programación en cuanto a la ejecución de algoritmos genéticos es el siguiente: 
• Contamos con un número definido inicial de candidatos o también denominados población 
inicial, que a priori son nuestras soluciones. 
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• Nuestros candidatos o individuos pasan por una fase de evaluación, que ésta no es más que 
evaluar cómo de buena es la aptitud (ésta en función de un criterio) de cada uno de los 
individuos. Al final, se quedan los mejores individuos que formarán parte de la siguiente 
generación. 
• A la hora de generar soluciones, se tiene en cuenta un cruce de datos, que son diferentes 
técnicas que se aplican sobre una cadena de datos nueva y todas éstas se basan en la 
combinación de datos de los “parientes” (progenitores, datos de la generación anterior), o 
bien en el corte de cadenas, etc. (Figura 5.14 más adelante). 
Aparte, se introduce un factor de probabilidad de mutación de datos. Ésta consiste en cambiar 
un bit por otro aleatoriamente dentro de la cadena de datos. El uso que se le da a esta 
mutación es que el algoritmo no se quede atorado o acabe dando a lugar a resultados sin 
sentido. 
• Todo este proceso se repetirá hasta que se dé alguna de estas condiciones: 
o El algoritmo se ejecuta las n veces impuestas por el usuario de éste. 
o Se llega a una solución satisfactoria y considerada como inmejorable. 
o Se rompe el algoritmo debido a un error. 
o Se detiene el programa manualmente. 
 
Figura 5.14 Ejemplo de descendencia (O1 y O2) a partir de dos muestras (P1 y P2). Ambos 
descendientes combinan secuencias de números de P1 y P2 (como se muestran divididas en color 
rojo) salvo las casillas coloreadas en verde, que hacen referencia a la mutación. (27) 
5.4.1.2. Ventajas  
La gran ventaja de optar por los algoritmos genéticos es que el programa que ejecuta el algoritmo 
explorará los diferentes escenarios de manera implícita teniendo en cuenta al mismo tiempo un 
número de variables considerable.  
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5.4.1.3. Precauciones 
Se debe elegir muy bien la función objetivo ya que de ésta dependerán completamente nuestros 
resultados. En caso de que la función no se haya escogido correctamente, o no sea totalmente válida, 
podemos obtener resultados no deseados, sin sentido o incluso que suceda un error, motivo para 
detener el ciclo del algoritmo genético, como se ha mencionado anteriormente.  
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6. SVD 
SVD, del inglés Singular Value Decomposition (29) (30), es un método de descomposición que se 
emplea en muchos campos de procesamiento de datos, especialmente, en aquellos de grandes 
dimensiones que se presentan o son agrupables en matrices ya estén éstas conformadas por valores 
reales o complejos. Como teorema genérico, toda matriz se puede descomponer como el producto de 
otras tres matrices: 
?̿?  =  ?̿? · ?̿? · 𝑽𝑻̿̿̿̿   
 
Ecuación 6.1 
Donde ?̿?  es cualquier matriz de dimensiones m × n, ?̿? y 𝑽𝑻̿̿̿̿   son matrices ortogonales y son llamadas 
vectores singulares por la izquierda y por la derecha, respectivamente. ?̿? es una matriz formada con 
los Valores Singulares, 𝜎𝑖 (raíz cuadrada de los respectivos valores propios o eigenvalues) (i = 0...nº de 
valores singulares), de A en su diagonal principal ordenados de mayor a menor. Generalmente esta 
matriz se escribe como una matriz diagonal cuya diagonal principal presenta dichos valores propios.  
𝑽𝑻̿̿̿̿  está conformada por los diferentes vectores propios (𝑣𝑖⃗⃗⃗  ) asociados a cada uno de los valores 
singulares y ?̿? es la matriz conformado por los vectores 𝑢𝑖⃗⃗  ⃗ tales que cumplen: 
𝒖𝒊⃗⃗⃗⃗ =
?̿? ⋅ 𝒗𝒊⃗⃗  ⃗
𝜎𝑖
 
 
Ecuación 6.2 
 
6.1. Versiones reducidas de SVD 
Si bien se le puede sacar provecho al SVD completo (o full), aplicar un método de SVD reducido podría 
ser mucho más eficiente en cuanto a rendimiento de nuestra computadora y calidad de resultados. El 
SVD completo puede acarrear grandes dimensiones de matrices que hagan ralentizarse nuestro 
sistema haciendo cálculos los cuales una parte de estos son despreciables, por ende, innecesarios 
debido a que no aportan información relevante de la matriz descompuesta. Existen diferentes 
métodos de SVD reducido que se enumeran y definen a continuación: 
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6.1.1. Thin SVD 
Su empleo se suele recomendar cuando n << m. Se calculan solamente los n vectores de ?̿? 
correspondientes en 𝑽𝑻̿̿̿̿ . 
Por tanto, la descomposición de una matriz ?̿? usando thin SVD quedaría tal y como indica la Ecuación 
6.3: 
?̿?(𝑚 ×𝑛)  ≈ ?̿?(𝑚 ×𝑛) · ?̿? (𝑛 ×𝑛) · 𝑽𝑻
̿̿̿̿
(𝑛 ×𝑛)  
Ecuación 6.3 
 
6.1.2. Compact SVD 
Su empleo se suele recomendar cuando r << n, siendo r los valores singulares diferentes de 0. Se 
calculan solamente los r vectores de ?̿? y los r vectores correspondientes a los valores singulares 
diferentes de 0.  
Por tanto, la descomposición de una matriz ?̿? aplicando compact SVD quedaría como se indica en la 
Ecuación 6.4: 
?̿?(𝑚 ×𝑛)  ≈ ?̿?(𝑚 ×𝑟) · ?̿? (𝑟 ×𝑟) · 𝑽𝑻
̿̿̿̿
(𝑟 ×𝑛) 
Ecuación 6.4 
 
6.1.3. Truncated SVD 
Su empleo se suele recomendar cuando t << r, siendo t la cantidad de valores singulares notoriamente 
más grandes. Se calculan solamente los t vectores de ?̿? y los t vectores que hacen referencia a los t 
valores singulares más grandes.  
Por tanto, la descomposición de una matriz ?̿? aplicando compact SVD como en la siguiente ecuación: 
?̿?(𝑚 ×𝑛)  ≈ ?̿?(𝑚 ×𝑡) · ?̿? (𝑡 ×𝑡) · 𝑽𝑻
̿̿̿̿
(𝑡 ×𝑛) 
 
Ecuación 6.5 
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7. Inteligencia artificial y resistencia de materiales 
7.1. Introducción 
Para dar comienzo a las explicaciones del desarrollo del proyecto, se ha de mencionar y aclarar un 
concepto fundamental del que vamos a mencionar numerosas veces en este séptimo capítulo. Ese 
término al cual nos referimos se llama modo.  Un modo (?⃗? ) es matemáticamente un vector que 
representa un conjunto de desplazamientos, según las tres direcciones en el espacio, que 
experimentan cada uno de los puntos de interés de un cuerpo. Cada vector de modo cuenta con N 
componentes siendo N el producto entre el número de puntos de estudio de ese cuerpo (también 
llamados nodos) y el número de dimensiones implicadas (3 en este proyecto).  
Si consideramos una barra como objeto de estudio, en la teoría de la Elasticidad, este volumen hace 
referencia a un punto, en vigas el volumen es una rebanada de espesor infinitesimal, que es con lo que 
se trabajará en este proyecto y acabaremos de definir el concepto de rebanada en la siguiente sección 
(7.2) de este mismo capítulo. Los modos que se calculan mediante los scripts ejecutados en MATLAB, 
ignoran los efectos locales debido a aplicación de las cargas, sólo se tienen en cuenta los efectos 
globales, es decir, las fuerzas y momentos resultantes.  
Para extraer los patrones más destacados de cada modo se pueden utilizar métodos de 
descomposición y compresión de datos como el SVD que se comentó en el capítulo 6 del proyecto.  
Existen 6 modos de fuerza diferentes por cada punto que trataremos en el proyecto: 2 asociados a la 
flexión pura, 2 a la flexión simple, 1 al axil (tracción) y 1 de torsión. Cabe recordar por si no estuviera 
en conocimiento del lector, que la diferencia entre flexión pura y simple es que la flexión pura es 
aquella en la que se aplican únicamente momentos en al menos un extremo libre de la viga. La flexión 
simple aparece cuando existen fuerzas puntuales el extremo libre o bien distribuidas. 
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7.2. Trabajando con 8 modos a esfuerzo axil 
7.2.1. Espesor variable 
7.2.1.1. Presentación de los datos y del código script 
En primer lugar, ejecutaremos una serie de scripts (programados en lenguaje MATLAB) en los que se 
aplica la teoría de elementos finitos. En todo el proyecto nos centraremos en el mismo concepto de 
rebanada, es aquella porción que se puede ir añadiendo una detrás de otra sucesivamente hasta crear 
la estructura deseada. Tras ejecutar estos scripts de una manera determinada y secuencial, 
obtendremos unos conjuntos de resultados arrojados por MATLAB que usan el método de los 
elementos finitos. Con estos resultados, los exportaremos a Excel y posteriormente, se procesarán en 
Python, donde se utilizará la red neuronal como método de inteligencia artificial escogido. Uno de los 
motivos por los que se ha escogido este método es debido a su versatilidad o flexibilidad frente a 
numerosos modelos diferentes de datos a aprender. Más adelante y a lo largo de este proyecto se 
aportarán otros pros y contras.  
Tras ejecutar estos scripts partiremos de una base de datos inicial de rebanadas con dimensiones 
variables que consta de 63504 datos repartido cada uno en una celda y en formato .mat (MATLAB) de 
la siguiente manera: cada columna será un vector de modo (?⃗? ), cada uno contando con 7938 
componentes (que hacen referencia a los desplazamientos de los 2646 nodos multiplicados por las 3 
dimensiones en el espacio) asociadas a un espesor de rebanada determinado. Se muestra una imagen 
de un modelo de rebanada mallada, elaborada y representada en GiD (Figura 7.1). En total tendremos 
8 vectores asociados a 8 espesores de rebanada diferentes cada uno. Estos ocho espesores son: 0.01, 
0.013217, 0.014418, 0.015619, 0.016735, 0.017851, 0.018967 y 0.020082 m. Decidiremos, para 
empezar, que las rebanadas estarán sometidas a un esfuerzo axial. Este esfuerzo axial será de tracción. 
Hay que mencionar que la numeración de los nodos sigue siendo la misma para conjuntos de diferente 
espesor, lo único que varía es la dimensión de la malla, que se escala en función a las dimensiones de 
la rebanada y así lo haremos para el resto de casos a lo largo del desarrollo de este proyecto. Se indican 
las propiedades mecánicas que tendrá esta rebanada, simulando que estará constituida de acero como 
material (Tabla 5). 
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Figura 7.1 Aspecto de una rebanada mallada presentada en GiD con la orientación de ejes X, Y, Z 
referentes al espesor, lado (transversal) y altura de ésta, respectivamente 
 
 
Módulo de Young, 𝑬 (MPa) Módulo de Poisson, 𝝊 Módulo de cizalladura, 𝑮 (MPa) 
2·105 0,3 7,7·104 
Tabla 5. Propiedades mecánicas del material acero que constituye las rebanadas 
Posteriormente, se procederá a la realización de un script en lenguaje Python (ver Anexo A1 para 
consultar toda la codificación en lenguaje Python de esta sección) donde se implemente una red 
neuronal que ésta tratará de ajustar un modelo matemático de manera progresiva a lo largo de las 
generaciones en el que se adapte al conjunto de datos proporcionados y salidas asociadas. La 
codificación de la red neuronal ha sido posible por mi parte gracias a las explicaciones del decimocuarto 
capítulo del libro que escribió y publicó Prateek a principios de 2017 (31) y una sección de una página 
web escrita por científicos de la computación (32). Se empleará una librería llamada Neurolab (requiere 
descarga e instalación previa mencionada en la sección 1.2 Requerimientos previos) característica para 
llevar a cabo la construcción de esta red neuronal. A través de otra librería llamada pandas 
importaremos los datos provenientes de un Excel, que éste ha sido creado copiando y pegando los 
datos encontrados en archivo .mat que se ha mencionado anteriormente, en este apartado. En 
principio, nuestra red neuronal trabajará aplicando con números reales cada uno obtenidos a partir 
del cociente de cada componente de la matriz ?̿? –incluye los desplazamientos de los nodos de las 8 
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rebanadas de espesor diferente – y la norma la matriz, que todo ello se realiza para obtener mejores 
resultados. Cuando hagamos una prueba a nuestra red para que haga predicciones, haremos el paso 
contrario al tratamiento aplicado a la matriz ?̿?, el resultado predicho por la red lo multiplicaremos por 
la norma para poder interpretar la predicción y que se ajuste a la misma escala de nuestra tabla de 
datos original.  
En cuanto a las características más relevantes de la red empleada, tenemos que nuestra red será del 
tipo multicapa añadiendo una capa oculta de 20 neuronas. Contará con una neurona en la capa de 
entrada y 7938 neuronas en la capa de salida. La neurona en la capa de entrada hará referencia al 
espesor introducido y las neuronas de salida a cada una de las componentes del vector modo. 
Asignando 1000 épocas (o generaciones) (si no se especifica serán 500 por defecto) y un objetivo de 
10-10 (objetivo aquí es el error mínimo para alcanzar como objetivo) (si no se especifica será 0,01 por 
defecto) como criterios de parada (cese de la etapa de entrenamiento). Contando con la aplicación del 
método de aprendizaje de la propagación hacia atrás resiliente o más conocido como Resilient 
backpropagation y abreviado como rprop, que nos permitirá usar el argumento del coeficiente de 
aprendizaje que lo asignaremos a 0,05 (si no se especifica será 0,07 por defecto). Este método permitirá 
abordar el problema a los tantos datos que la red neuronal ha de estudiar, ya que, si utilizamos el 
método BFGS será imposible debido a la cantidad numerosa de datos a memorizar. Siempre y en caso 
que no indiquemos lo contrario, contaremos con el método de medición de error de la suma de los 
errores cuadráticos (SSE) (ver capítulo 5.3.5), que es el que lleva predeterminado por defecto el módulo 
neurolab. Se fijará la semilla a 10. La semilla (del término inglés seed), en términos de programación, 
establece una pseudoaleatoriedad y tiene un número natural asociado como único argumento. Es 
decir, una aleatoriedad controlada de la siguiente forma, cada vez que se asigne un número a la semilla 
se iniciará y se seguirá un patrón de números aleatorios determinados, que a priori no tienen ninguna 
relación entre ellos. Ejemplificando el concepto de semilla, en Python al fijar la semilla a 8, pues 
tendremos los siguientes cinco números que se solicitan de un intervalo [0, 1) (comando 
random.random()): 0.2267058593810488, 0.9622950358343828, 0.12633089865085956, 
0.7048169228716079, 0.08518526805075266. Si ahora volviéramos a fijar la semilla a 8 y 
solicitásemos un número en el intervalo [0, 1) pues obtendríamos 0.2267058593810488, empezando 
de nuevo la secuencia mencionada. Inicialmente, los pesos de las conexiones entre neuronas y las bias 
de éstas se establecen aleatoriamente, pero tras haber fijado la semilla con la finalidad de obtener el 
mismo resultado y no obtener distintos en cada ejecución y poder estudiar la configuración óptima 
para cada caso.  
Cabe comentar que, si se trabaja con el módulo neurolab para llevar a cabo el procedimiento, el 
proceso de aprendizaje se detendrá o bien cuando se alcance el número de épocas preestablecido (500 
por defecto, como ya comentamos en el párrafo anterior) o cuando se consiga un error inferior al 
establecido para el argumento del objetivo (0,01 por defecto) comentado anteriormente o bien 
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cuando sea imposible reducir el error de una manera u otra (este último criterio de parada se suele dar 
más cuando se emplea BFGS, que es el que por defecto Neurolab empleará si no se especifica nada 
sobre ello). Simultáneamente da lugar el entrenamiento, haremos que se vaya registrando el error de 
aprendizaje de la red para cada generación en un vector que nos ayudará a encontrar el error mínimo 
tecleando un simple comando en Python (min(error)) que busque el valor mínimo de ese vector y 
también ese vector será usado para hacer una gráfica de este error a lo largo del paso de las épocas.  
Debido a la extensa cantidad de datos que vamos a introducir en la red neuronal, se coloca una tabla 
que refleje una clasificación de estos según el orden de magnitud que tendrán, en diferentes intervalos 
determinados (ver Tabla 6). Se debe hablar de orden de magnitud precisamente porque contamos con 
componentes de los modos que son negativas y no sería matemáticamente correcto indicar que estas 
componentes se ubican en el intervalo que hay entre, por ejemplo, 10-3 y 10-6.  
10-2> comp > 10-4 10-12 ≥ comp > 10-16 10-16 ≥ comp > 10-19 
61488 1905 111 
Tabla 6  Datos de la matriz arrojada por MATLAB y clasificados según las  
componentes por intervalos de orden de magnitud 
Nota comp hace referencia a cada una de las componentes que forman parte de la matriz 
Se aprecia claramente, que la gran mayoría de datos son de un orden de magnitud entre 10-2 y 10-4 
(96,8%). 
7.2.1.2. Resultados y análisis 
Una vez ejecutamos el script codificado en Python con las condiciones especificadas anteriormente, 
obtenemos un gráfico de error tal que así (Figura 7.2): 
 
Figura 7.2 Vista general de la evolución del error vs el paso de las generaciones. 
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Se alcanza a las 1000 generaciones con un error final de 0,0011531971539617898 tardando alrededor 
de 40 segundos en llevarse a cabo todo el entrenamiento. 
Si procuramos como acortar este tiempo de entrenamiento, se puede lograr buscando el mínimo del 
error (0,0011531971539366942) para así también sacarle toda la precisión posible al mismo tiempo 
que acortamos el tiempo de ejecución.  
Entonces asignamos al argumento goal ese mínimo encontrado en el vector error sumándole una 
unidad a la penúltima cifra decimal obtenida para asegurar su detenimiento, ya que, como se ha 
mencionado anteriormente, el aprendizaje se detiene cuando se alcanza un error inferior al 
establecido en el argumento goal. 
Volvemos a ejecutar y vemos que el proceso de entrenamiento tarda ahora menos tiempo, 
aproximadamente 15 segundos y justo en la 350ª generación la red acaba el aprendizaje (Figura 7.3). 
 
 
 
Y también es mostrado el gráfico que detalla el error cometido por la red neuronal durante el 
aprendizaje en las últimas 15 generaciones (Figura 7.4). 
Figura 7.3 Vista general de la evolución del error vs el 
paso de las generaciones. 
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1 
Figura 7.4 Vista en detalle de la evolución del error vs el paso de las últimas 15 generaciones. 
Una vez hemos entrenado nuestra red con los parámetros mencionados, le pedimos que nos estime 
el vector de modo asociado a los espesores asociados proporcionados, hacemos el error de la norma 
euclídea (en %) que hay entre el vector estimado y el vector original para ver, de manera orientativa, 
cuán de eficaz es el método que se ha ido detallando e implementando (Ecuación 7.1): 
 
𝐸𝑒𝑢𝑐(%) =
‖?⃗? 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 − ?⃗? 𝑒𝑠𝑡𝑖𝑚𝑎𝑑𝑜 ‖
‖?⃗? 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙  ‖
· 100 
 
Ecuación 7.1 
                                                          
 
 
1 Por si hubiera alguna posible confusión o duda por parte del lector a la hora de interpretar la escala del eje 
vertical del gráfico, ésta se interpreta multiplicando cualquier número de las divisiones de este eje por el primer 
miembro que aparece en la parte superior del mismo eje, en este caso 1·10-13, y luego sumándose al segundo 
miembro que aparece a continuación del primero, en este caso referenciado es 1.15319715·10-3, que también 
es, dicho en otras palabras, la secuencia de dígitos común a todos los errores referenciados en el gráfico. 
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Por otra banda, se han programado 2 métodos: uno para hacer el test a nuestra red neuronal en 
función del espesor y otro para calcular el error de la norma euclídea entre dos vectores (Ecuación 7.1). 
Se ha decidido poner a prueba la red neuronal preguntando por los mismos espesores por los que la 
red ha aprendido. Aunque parezca redundante hacer el test a una red neuronal proporcionando una 
matriz ?̿? asociada a ?̿?, no lo es ya que este aprendizaje por redes neuronales, por muy bueno que sea, 
no es perfecto al 100% como sí pueden llegar a ser otros métodos de regresión supervisados y 
mencionados anteriormente como regresión lineal, kNN, ... (ver capítulo 5.3) que, sin embargo, no se 
han empleado por el hecho de ser más restrictivos en según qué muestras de datos se esté tratando 
(si se tratara de una muestra de tendencia parabólica, por tanto, el empleo de la regresión lineal 
carecería de sentido) como se ha indicado a principios de este apartado.  
Se calcula error de la norma euclídea tal y como hemos especificado anteriormente, entre el vector 
estimado y el arrojado por MATLAB y se dibuja una tabla de ello: 
X - espesor (m) 
(?̿?) 
𝐸𝑒𝑢𝑐(%) 
0,01 5,797187 
0,013217 3,842482 
0,014418 4,910080 
0,015619 4,622748 
0,016735 3,153778 
0,017851 0,550331 
0,018967 3,168298 
0,020082 7,972142 
Tabla 7. Errores entre el modo estimado por la red neuronal y su respectivo original para cada uno 
de los espesores asociados. 
Interpretando los errores anteriores, se puede decir que, por lo menos, los resultados son bastantes 
mejorables. Pues existen algunas componentes de los modos estimados que distan bastante de lo que 
deberían de ser, si tomamos como referencia las componentes de los vectores arrojados por MATLAB. 
Por otro lado, Si nos fijamos en ambas ejecuciones realizadas hasta ahora, el error mínimo durante el 
aprendizaje no coincide con el error final, por tanto, en otras palabras, podemos afirmar que la 
progresión del error ha tenido etapas de crecimiento y de decrecimiento, en lugar de ir decreciendo 
de manera constante, como podemos ver gráficamente en la figura anterior, que se centra en el 
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comportamiento de este error en las últimas 15 generaciones. Una de las múltiples causas por las que 
esto sucede es porque el método de aprendizaje no es el más adecuado para este tipo de datos. Otra 
posible causa es que el tratamiento de datos no haya sido el adecuado tampoco. Otra hipótesis, que 
queda en primera instancia descartada, es que el coeficiente de aprendizaje sea demasiado alto y haga 
que no converja en la búsqueda del mínimo coste durante el entrenamiento.  
Llegados hasta aquí, toca decidir de manera razonada qué tipo de SVD queremos implementar y éste 
lo aplicaremos para el resto de bases de datos con el objetivo de obtener mejores entrenamientos y, 
por tanto, mejores resultados predichos por la red neuronal. 
7.2.2. Espesor variable - Aplicación de SVD 
7.2.2.1. Presentación de los datos 
Aplicamos SVD completo al conjunto de modos y obtenemos los 8 valores singulares siguientes, 
separados por una coma cada uno: 
2.05676811, 1.08336247e-01, 2.88502396e-08, 2.78751703e-08, 1.76153019e-08, 1.56756419e-08, 
1.13611895e-08, 7.01359136e-09. 
Viendo esto, se puede afirmar que el Compact SVD no es recomendable pues tenemos 8 valores 
singulares diferentes de 0 que no es ínfimamente inferior al número de columnas, 8, que componen 
todos los modos. Por tanto, descartamos el uso de Compact SVD y quedarían, por ende, de las 
versiones reducidas del SVD, 2 sin descartar. Ambos cumplen la recomendación de empleo 
especificada en la sección 6.1. Entonces, se opta por escoger el Truncated SVD porque éste trabajará 
con menos datos y, por tanto, nuestra estructura neuronal podrá aprender de manera más eficaz: pese 
a perder información, cuantos menos datos, más fácil y preciso será el aprendizaje y menor será el 
coste en cuanto a tiempo. Eso implica que nos quedaremos con los dos de los ocho valores singulares 
más significativos: 2.05676811 y 1.08336247e-01, en este caso y reduciremos ahora las matrices ?̿?, ?̿? 
y 𝑽𝑻̿̿̿̿  a las dimensiones (7938, 2), (2,2) y (2,8), respectivamente. De aquí en adelante, modificaremos 
la sección del código en la que proporcionando una matriz de datos y llamando a una función que se 
ubica en otro archivo Python y calcula estas matrices características del SVD. Automatizaremos la 
selección de los valores singulares para el cálculo del SVD mediante una tolerancia. Ésta será del 0,001. 
La cual cosa significa que todos los valores singulares inferiores a esta tolerancia serán descartados, así 
como sus vectores asociados que conforma la matriz de valores singulares por la derecha e izquierda 
(ver Anexo A5 para observar función de cálculo de SVD mencionada). 
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Ahora, una vez hemos aplicado el SVD Truncated a la base de datos, que es la misma que hemos 
utilizado con anterioridad (Tabla 6), haremos un nuevo enfoque en el entrenamiento de la red 
neuronal. A ésta se le proporcionarán los dos vectores (cada uno de ocho componentes) singulares por 
la derecha asociados cada uno a un valor singular y calculados a partir del SVD Truncated que 
conforman la matriz 𝑽𝑻̿̿̿̿ . Hay dos componentes, una de cada vector, se asociarán a un espesor 
determinado (ver Tabla 8). De ahora en adelante aplicaremos este nuevo tratamiento mencionado a 
los datos. Se realizará la siguiente configuración, la cual se ha determinado a base de prueba y error y 
ofrece mejores resultados (ver Anexo A2 para consultar toda la codificación en lenguaje Python de esta 
sección):  
• Ajuste de la semilla a 5. 
• Dos capas ocultas de neuronas: 2 neuronas en la capa posterior a la de entrada y a la siguiente, 
justo antes de la capa de salida, contando con 5 neuronas.  
• Sustitución del método de entrenamiento por train_rprop por el método de BFGS. 
• Criterio de parada: 5000 épocas y/o un error inferior a 2,65·10-7. 
 
Espesor 
asociado (m) 
(?̿?) 
Vectores singulares  
por la derecha (𝑽𝑻̿̿̿̿ ) 
(?̿?) 
0,01 -0,51376 -0,70122 
0,013217 -0,39363 -0,14703 
0,014418 -0,36251 -0,00345 
0,015619 -0,33618 0,118039 
0,016735 -0,31511 0,215231 
0,017851 -0,29668 0,300275 
0,018967 -0,28041 0,375313 
0,020082 -0,26595 0,442014 
Tabla 8  Espesores asociados a dos componentes de cada uno de los dos vectores singulares por la 
derecha 
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7.2.2.2. Resultados y análisis 
Se observa primeramente en la Figura 7.5 el siguiente gráfico que muestra el progreso del aprendizaje: 
 
 
Figura 7.5 Vista general de la evolución del error vs el paso de las generaciones. 
 
Y también es mostrado el gráfico que detalla el error cometido por la red neuronal en las últimas 15 
generaciones. 
 
Figura 7.6 Vista en detalle de la evolución del error vs el paso de las últimas 15 generaciones. 
  Memoria 
54   
El error mínimo es del 2,6498272331562746·10-7, que coincide con el error de aprendizaje cometido 
en la última generación. Por tanto, se deduce que la función graficada de error ahora, no presenta 
etapas de crecimiento/decrecimiento combinadas y decrece de manera constante. El error mínimo es 
del 2,6498272331562746·10-7, que coincide con el error de aprendizaje cometido en la última 
generación. Por tanto, se deduce que la función graficada de error ahora, no presenta etapas de 
crecimiento/decrecimiento combinadas y decrece de manera constante. 
Todo ello realizado en un intervalo de tiempo aproximado de 3 segundos, no más allá de 5 segundos. 
Eso quiere decir que el tiempo de entrenamiento de la red se ha reducido sustancialmente (alrededor 
de un 80%). Se mantienen los dos métodos de los que se habló con anterioridad, el método para 
consultar qué vector de modo correspondería un espesor determinado y proporcionado y el otro 
método para calcular el error de la norma euclídea entre dos vectores, salvo que el primero presenta 
la adicionalidad de que dentro del mismo está programado para hacer el producto de matrices entre 
𝑼 ̿̿̿y ?̿? y posteriormente, el producto entre el producto resultante entre las dos matrices anteriormente 
mencionadas y un vector singular por la derecha de dos componentes, que éste es estimado por la red 
neuronal en función del espesor proporcionado. Haciendo esta operación mencionada se obtendría 
un vector de modo (dim. 7938 x 1) asociado al espesor por el que se le ha pedido a la red que se calcule 
el vector singular por la derecha. Se ha decidido poner a prueba la red neuronal preguntando por los 
mismos espesores por los que la red ha aprendido para poder calcular también los errores de la norma 
euclídea de los vectores originales y los vectores estimados, vemos que son los siguientes organizados 
en la siguiente Tabla 9 según espesor. 
X - espesor (m) 
(?̿?) 
𝐸𝑒𝑢𝑐(%) 
0,01 0,00122503 
0,013217 0,0136673 
0,014418 0,01056254 
0,015619 0,01627734 
0,016735 0,00592601 
0,017851 0,01222155 
0,018967 0,0176437 
0,020082 0,01295733 
Tabla 9. Errores entre el modo estimado por la red neuronal y su respectivo original para cada uno 
de los espesores asociados. 
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A partir de la tabla anterior se aprecia cómo se ha disminuido notoriamente el error y, por ende, ha 
aumentado la precisión de la red, aparte de que el tiempo requerido para realizar el entrenamiento se 
ha reducido sustancialmente. Una de las causas de todo ello ha sido que la red neuronal ha pasado de 
tener que aprender 63504 datos a tener que aprender tan sólo 16.  
Por tanto, en resumidas cuentas, podemos dar por válido este entrenamiento. 
7.2.3. Lado y altura variables 
7.2.3.1. Presentación de los datos y del código script 
Se repetirá el mismo procedimiento anterior descrito para un espesor variable y con SVD Truncated 
aplicado, pero ahora consistirá en que los datos aprendidos lo estén en función de dos variables, lado 
(dirección y) y altura (dirección z) (ver Figura 7.1). Como ya hicimos en los apartados anteriores, se 
representa con una tabla el orden de magnitud de los datos calculados a partir de los scripts de MEF 
de MATLAB (ver Tabla 10), que si observamos cómo están distribuidos los datos, una absoluta mayoría 
de ellos vuelve a pertenecer al orden de magnitud entre 10-2 y 10-4. Luego se proporciona otra tabla 
que indica la matriz de vectores singulares por la derecha (tras haber aplicado SVD Truncated con 2 
valores singulares) y asociando dos valores de esos vectores al lado y altura (ver Tabla 11). 
 
10-2> comp > 10-4 10-12 ≥ comp > 10-16 10-16 ≥ comp > 10-19 
61488 1965 51 
Tabla 10. Datos de la matriz arrojada por MATLAB y clasificados según las  
componentes por intervalos de orden de magnitud 
Nota comp hace referencia a cada una de las componentes que forman parte de la matriz 
 
?̿? ?̿? 
Lado asociado (Y) 
(m) 
Altura asociada (Z) 
(m) 
Vectores singulares  
por la derecha (𝑽𝑻̿̿̿̿ ) 
0,1 0,2 0,247463 0,550327 
0,11 0,22 0,270467 0,438824 
0,121 0,242 0,295771 0,31617 
0,1331 0,2662 0,323606 0,181251 
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0,14641 0,29282 0,354224 0,03284 
0,161051 0,322102 0,387904 -0,13041 
0,1771561 0,3543122 0,424952 -0,30999 
0,19487171 0,38974342 0,465704 -0,50752 
Tabla 11. Lados y alturas asociados a dos componentes de cada uno de los dos vectores singulares 
por la derecha 
Así también cambiando algunos de los parámetros para asegurar un aprendizaje considerado como 
válido realizado por parte de la red (ver Anexo A3 para consultar toda la codificación en lenguaje 
Python de esta sección): 
• Ajuste de la semilla a 5. 
• Dos capas ocultas de neuronas: 2 neuronas en la capa posterior a la de entrada y a la siguiente, 
justo antes de la capa de salida, contando con 5 neuronas.  
• Sustitución del método de entrenamiento por train_rprop por el método de BFGS. 
• Criterio de parada: 1500 épocas y/o un error inferior a 7,4·10-7. 
7.2.3.2. Resultados y análisis 
Se observa primeramente el siguiente gráfico que muestra el progreso del aprendizaje: 
 
 
Figura 7.7 Vista general de la evolución del error vs el paso de las generaciones. 
Y también es mostrado el gráfico que detalla el error cometido por la red neuronal durante el 
aprendizaje en las últimas 15 generaciones. 
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Figura 7.8 Vista en detalle de la evolución del error vs el paso de las últimas 30 generaciones. 
Donde el error mínimo es 7,387385384678679·10-7 que coincide con el último error cometido durante 
el aprendizaje. Se garantiza, entonces, que el error ha ido decreciendo de manera constante. 
El aprendizaje se ha realizado con un tiempo aproximado de 2 segundos, no más allá de 5 segundos. 
Se obtienen ahora los siguientes errores en función del lado y altura: 
 
?̿? 
𝑬𝒆𝒖𝒄(%) Y - lado 
(mm) 
Z - altura 
(mm) 
0,1 0,2 0,08133287 
0,11 0,22 0,12844814 
0,121 0,242 0,05222771 
0,1331 0,2662 0,06809291 
0,14641 0,29282 0,0921396 
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0,161051 0,322102 0,0060294 
0,1771561 0,3543122 0,10152618 
0,19487171 0,38974342 0,0425984 
Tabla 12 Errores entre el modo estimado por la red neuronal y su respectivo original para cada 
uno de las diferentes medidas de lados y alturas de la rebanada asociados. 
Que se pueden dar por válidos, comparando la base de datos de muestra original y la estimada por la 
red, las componentes de los vectores distan de poca diferencia numérica. 
7.3. Trabajando con 64 modos a diferentes tipos de esfuerzo 
7.3.1. Presentación de los datos y del código script 
Viendo el procedimiento que hemos seguido y detallado hasta ahora en apartados anteriores, a 
continuación, seguiremos la misma metodología, pero ejecutaremos otro paquete de script que tiene 
automatizado el cálculo de modos para los 6 tipos de esfuerzos mencionados para diferentes 
dimensiones de rebanada en Y y Z que éstas adoptan 8 valores determinados comprendidos en un 
intervalo entre 0.1 y 0.15 m y que se combinan entre sí para establecer las medidas de Y y Z de la 
rebanada: 0.1, 0.107142857, 0.114285714, 0.121428571, 0.128571429, 0.135714286, 0.142857143 y 
0.15 m. Tendremos en total de 64 ejemplos por tipo de esfuerzo, que han llevado a tardar alrededor 
de 1127 segundos (18 minutos y 47 segundos aprox.) en calcularse los respectivos modos. Luego, tras 
obtener los resultados para cada modo, los pasaremos a diferentes hojas de cálculo de Excel y a estos 
los llamaremos desde un script de Python donde realizaremos todo el aprendizaje llevado a cabo por 
la red neuronal. Las modificaciones realizadas son varias, se añadirá una variable conforme si se desea 
realizar el entrenamiento de la red neuronal. En caso positivo, donde la variable train valdría 1, se 
llevará a cabo el entrenamiento acorde a las características seleccionadas por el usuario y 
posteriormente se guardará dicha red entrenada en un archivo llamado 
trained_multilayer_<<esfuerzo>>.net. De manera adicional, se añadirá unas líneas de código que, tras 
la ejecución de éste, se cree un bloc de notas (llamado trained_data_<<esfuerzo>>.txt) que recoja 
todos los errores de la norma euclídea entre vector de modo aproximado y vector de modo real (así 
como el error máximo y mínimo de todos estos errores) y el tiempo de entrenamiento. Por si el usuario 
deseara hacer posteriormente unas consultas, los modos estimados por la red neuronal a partir de las 
mismas dimensiones de Y y Z comentadas para el entrenamiento y esfuerzo serán almacenados en la 
hoja de cálculo llamada test_<<esfuerzo>>.xlsx. En caso contrario, donde la variable train tendría un 
valor de 0, se importaría el archivo del entrenamiento de la red neuronal, mencionado anteriormente, 
por si se deseara hacer alguna consulta a la red neuronal cuando ésta ya no estuviera en memoria y 
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para poder omitir un nuevo entrenamiento. Contaremos con una opción adicional conforme si el 
usuario deseara extraer, en una hoja de cálculo Excel (llamada draw_modes_<<esfuerzo>>.xlsx) aparte 
y de manera automatizada, dos modos de mismo esfuerzo y mismas dimensiones de rebanada (modos 
equivalentes) con la diferencia de que uno ha sido calculado a través de Matlab y otro a través de la 
inteligencia artificial aplicada en Python. Esto será práctico de cara a la ejecución de otro script de 
Matlab que, tras leer los modos, será capaz de arrojar un archivo que permita representarlos en GiD. 
Por tanto, y en resumen, en cuanto al script de Python, para cada tipo de modo, se creará por separado 
un archivo del entrenamiento de la red neuronal, un bloc de notas con el tiempo de entrenamiento y 
errores de normas euclídeas entre vectores, una hoja de cálculo Excel con todos y únicamente los 
modos estimados por la red neuronal y que son los equivalentes a los arrojados por Matlab y otro Excel 
en donde quedarán recogidos dos modos equivalentes (ver Anexo A4 para consultar toda la 
codificación en lenguaje Python de esta sección).  
 
En la siguiente tabla se clasifican todos los datos calculados por MATLAB según intervalos de orden de 
magnitud: 
Tipo de 
esfuerzo 
comp > 10-3 10-3 ≥ comp > 10-5 10-5 ≥ comp > 10-7 10-7 ≥ comp > 10-10 comp ≤ 10-10 
Axial 463191 28713 0 0 16128 
Torsión 226452 247068 720 0 33792 
Flexión pura 
(en Y) 
387173 96267 776 8 23808 
Flexión 
simple (en Y) 
308911 173745 1568 0 23808 
Flexión pura 
(en Z) 
387170 96270 776 8 23808 
Flexión 
simple (en Z) 
308911 173745 1568 0 23808 
Tabla 13  Datos de la matriz arrojada por MATLAB y clasificados según las  
componentes por intervalos de orden de magnitud 
Nota comp hace referencia a cada una de las componentes que forman parte de la matriz 
Observando la Tabla 13, podemos comentar que los tipos de esfuerzo a flexión presentan una cantidad 
de datos repartida de manera muy similar en cuanto a orden de magnitud, sobre todo si comparamos 
los de flexión pura en el eje Y con Z o los de flexión simple en el eje Y con los del eje Z. Podríamos decir, 
que el axial es un caso intermedio entre los casos de flexión y el único que tenemos de torsión. No 
presenta tantos datos menores al orden de 10-10 pero la mayoría de datos son de un orden superior al 
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de 10-5. El torsor, en cambio, es el caso en que tiene más componentes de orden menor (≤ 10-10) y el 
resto de datos se distribuye, de manera más o menos igual entre los dos intervalos seleccionados de 
mayor orden de magnitud.  
Adicionalmente se muestra esta otra tabla que clasifica, como se ha realizado anteriormente, las 
componentes de la matriz 𝑽𝑻̿̿̿̿  (matriz ?̿?). 
Tipo de esfuerzo comp > 10-3 10-3 ≥ comp > 10-5 comp ≤ 10-10 
Axial 184 0 8 
Torsión 358 2 24 
Flexión pura (en Y) 256 0 0 
Flexión simple (en Y) 255 1 0 
Flexión pura (en Z) 256 0 0 
Flexión simple (en Z) 255 1 0 
Tabla 14  Datos de 𝑉𝑇̿̿ ̿̿  clasificados según las componentes por intervalos de orden de magnitud 
Nota comp hace referencia a cada una de las componentes que forman parte de la matriz 
Se realiza el SVD Truncated para todas las matrices de modos para diferentes esfuerzos y se clasifican 
las componentes según los intervalos especificados en la Tabla 14, que refleja cómo están distribuidos 
los datos que realmente va a hacer servir la estructura neuronal para aprender. Las matrices  𝑽𝑻̿̿̿̿  para 
la flexión pura y la simple tienen la misma cantidad de vectores singulares por la derecha. La diferencia 
erradica en que en la flexión simple hay un término que pertenece al segundo intervalo establecido, el 
resto al primero.  Para el caso del axial, encontramos que la mayoría de valores de los vectores por la 
derecha son al menos de un orden de magnitud superior de un orden de 0,001 y unos 8, una minoría 
clara, son inferiores a 10-10. Finalmente, se puede ver que, en la fuerza de torsión, los vectores 
contienen el triple de componentes de orden ínfimo respecto al axial. Aparte de ser el caso en el que 
la interfaz neuronal tiene más componentes por aprender. Esos dos aspectos mencionados 
anteriormente, dificultarán el aprendizaje como comentaremos a continuación. 
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7.3.2. Resultados y análisis 
Se adjunta a continuación una tabla con los resultados y parámetros del entrenamiento: 
Tipo de esfuerzo Tiempo de 
entrenamiento  
óptimo (s) 
Neuronas 
capa interna 
𝑬𝒆𝒖𝒄 𝒎í𝒏 (%) 𝑬𝒆𝒖𝒄 𝒎á𝒙(%) 
Axial 18,45 15 0,0057 0,125953 
Torsión 300,13 30 0,005588 0,297885 
Flexión pura (en Y) 24,78 15 0,007786 0,105607 
Flexión simple (en Y) 13,22 15 0,013337 0,201330 
Flexión pura (en Z) 44,23 16 0,008595 0,137288 
Flexión simple (en Z) 46,68 15 0,005153 0,165921 
Tabla 15 Parámetros y datos obtenidos relacionados con el entrenamiento realizado 
Analizando datos relacionados con el entrenamiento y estructurados en la Tabla 15, resalta que, en 
esta fase, para el tipo de esfuerzo de torsión se ha tardado alrededor de 5 minutos para llevarse a cabo, 
mientras que el resto de entrenamientos para distintos tipos de esfuerzo no ha llegado a requerir el 
minuto. Se ha hecho uso de una capa interna en todos los casos de 15 neuronas, salvo en la flexión 
pura en Z que se ha tenido que añadir una neurona de más para obtener un margen de error aceptable 
que, a pesar de ello, su caso se sigue asemejando al del resto de flexiones. Y también mencionamos la 
excepción en el caso de la torsión, siendo el tipo más complejo del entrenamiento, que dispone de una 
capa interna de 30 neuronas, es decir, se modifica la arquitectura notablemente de la capa interna. 
Que el caso de torsión sea uno de los más complejos a aprender es porque en los modos extraídos y 
calculados en Matlab se observa que en los del tipo de esfuerzo torsión presentan muchísimas más 
componentes de orden ínfimamente más bajo que otras que no lo son tanto (como por ejemplo 10-10 
<< 10-3). Aspecto que influye posteriormente en la matriz 𝑽𝑻̿̿̿̿ , proveniente del cálculo del SVD a todos 
los modos de torsión, como se ha comentado en los párrafos anteriores y anotado en la Tabla 13 y 
Tabla 14. Asimismo, podemos ver también que el error máximo de la norma euclídea es precisamente 
cuando nos referimos al torsor.  
Cuanto menor orden de magnitud sean las componentes de un vector o matriz que tenga que 
memorizar la red neuronal, más tiempo requerirá la red para aprender para luego cometer un error 
similar a cuando nos enfrentamos a una situación en que las componentes a memorizar sean de orden 
mucho mayor, siendo esta última una situación mucho más sencilla a priori para nuestra red neuronal. 
En otras palabras y resumiendo, cuanta más precisión se requiera, más tiempo será necesario en el 
entrenamiento. 
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De la misma Tabla 15, podemos extraer todo el tiempo total que se ha invertido para entrenar a la red 
neuronal si hacemos la suma de todos los tiempos parciales que se han dedicado para cada uno de los 
tipos de esfuerzo. En total tenemos que 447,5 segundos (alrededor de 7 minutos y 27 segundos) se 
han utilizado para enseñar al sistema neuronal, que es mucho menor que los casi 19 minutos que ha 
tardado el programa de MATLAB que aplicaba el método de los elementos finitos para extraer los 
modos. 
7.3.3. Representación gráfica de los resultados 
Como ya se ha comentado anteriormente, se hará uso del software llamado GiD, en el que se 
representarán una de las diferentes rebanadas en cuanto a dimensiones, por cada manera que se 
deforme ésta, y se expondrán las imágenes tomadas de dicho software. 
7.3.3.1. Axial 
  
a) Representación de un modo calculado por 
MATLAB sobre una rebanada. 
b) Representación de un modo estimado por 
Python sobre una rebanada. 
Figura 7.9 Dos rebanadas representadas en GiD a través de uno de los modos sometidas a un 
esfuerzo axial. 
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En la Figura 7.9 a) y Figura 7.9 b), se han representado los módulos de los movimientos de los nodos 
para un esfuerzo axial, concretamente, para un esfuerzo de tracción. Es decir, lo que se ha hecho es la 
suma cuadrática de cada una de las coordenadas de desplazamiento de un nodo que contiene el modo 
(ver Ecuación 7.2). 
‖?⃗? 𝑛𝑜𝑑𝑜‖ = √𝑋𝑛𝑜𝑑𝑜
2 + 𝑌𝑛𝑜𝑑𝑜
2 + 𝑍𝑛𝑜𝑑𝑜
2 
 
Ecuación 7.2 
Vemos que mantienen una cierta similitud si observamos la distribución de estos movimientos en 
ambas rebanadas y también la escala en la leyenda. La parte central es la que menos movimiento 
experimenta y mientras que nos alejamos de la zona central se observa más, de tal forma que en las 
esquinas o vértices de las rebanadas es donde más se presenta este movimiento. 
Visto el movimiento de los nodos por cada dirección (X, Y, Z) también podemos comentar tras aplicar 
un efecto de deformación de aproximadamente 0,8 (expresada en tanto por 1) que en X (ver Figura 
7.10) la parte delantera tiende a moverse hacia el sentido positivo, mientras tanto la otra mitad, parte 
trasera de la rebanada se mueve en sentido contrario. En el resto de direcciones como consecuencia 
de aplicar un esfuerzo en el eje de las X, se puede observar el efecto contrario, tanto en Y (ver Figura 
7.11) y en Z (ver Figura 7.12) se aprecia a través de la escala de colores empleada que la rebanada se 
comprime, es lo que se conoce como efecto Poisson.  
 
Figura 7.10 Representación de los movimientos en X de una rebanada para el esfuerzo axial 
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Figura 7.11 Representación de los movimientos en Y de una rebanada para el esfuerzo axial 
 
Figura 7.12 Representación de los movimientos en Z de una rebanada para el esfuerzo axial 
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7.3.3.2. Torsión 
 
 
a) Representación de un modo calculado por 
MATLAB sobre una rebanada. 
b) Representación de un modo estimado por 
Python sobre una rebanada. 
Figura 7.13 Dos rebanadas representadas en GiD a través de uno de los modos sometidas a un 
esfuerzo de torsión 
Vemos que la Figura 7.13 a) y Figura 7.13 b) mantienen una cierta similitud si observamos la 
distribución de estos movimientos en ambas rebanadas y también la escala en la leyenda. Los 
movimientos se hacen nulos en la línea de la fibra neutra de la viga que coincide con el centro de 
gravedad de la rebanada y los efectos del momento torsor se crece a medida que nos alejamos del 
centro de la rebanada.  
En la Figura 7.14 y Figura 7.15 se muestran los campos de desplazamientos en el plano YZ, 
demostrándose así que la rebanada ha sido retorcida en sentido horario.  En Y (ver Figura 7.14) se ve 
que los nodos pertenecientes a la mitad inferior presentan un movimiento hacia la izquierda, contrario 
al sentido positivo de las Y. Lo contrario, y de manera simétrica en la otra mitad. Esta explicación se 
podría dar también para la dirección Z (ver Figura 7.15), la mitad izquierda se mueve siguiendo el 
sentido positivo de las Z, la otra derecha hacia abajo, en sentido negativo. 
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Figura 7.14 Representación de los movimientos en Y de una rebanada para el esfuerzo torsor visto 
desde el plano YZ 
 
Figura 7.15 Representación de los movimientos en Z de una rebanada para el esfuerzo torsor visto 
desde el plano YZ 
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7.3.3.3. Flexión pura en Y. 
 
 
a) Representación de un modo calculado por 
MATLAB sobre una rebanada. 
b) Representación de un modo estimado por 
Python sobre una rebanada. 
Figura 7.16 Dos rebanadas representadas en GiD a través de uno de los modos sometidas a un 
esfuerzo de flexión pura en Y 
Vemos que las distancias euclídeas de los desplazamientos en ambas figuras anteriores entre modo 
calculado por MATLAB y Python son muy parecidas. 
En cuanto a los desplazamientos en X (dirección longitudinal), la cara delantera parte superior de la 
rebanada (Figura 7.17 a)) presenta un movimiento contrario al sentido positivo establecido para el 
semieje X, mientras que en la cara trasera parte superior (Figura 7.17 b), los desplazamientos son a 
favor del sentido del eje X. Por tanto, podemos decir que la parte superior de la rebanada está a 
compresión. La tracción se da en la parte inferior ya que los sentidos de los movimientos de los nodos 
en X son opuestos y sin apuntarse. 
Algo similar se puede decir si observamos la Figura 7.18, la parte superior de la rebanada tiende a 
ensancharse (tracción), mientras que la inferior tiende a replegarse (compresión), fenómeno típico de 
cuando hablamos de flexión.  
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Viendo la rebanada de perfil (Figura 7.19) se notan dos zonas, la parte inferior y superior ambas 
experimentan más movimiento que la zona central, que es por donde pasa la fibra neutra. 
 
  
a) Cara delantera de la rebanada mostrando los 
desplazamientos en X 
b) Cara trasera de la rebanada mostrando los 
desplazamientos en X 
Figura 7.17 Dos rebanadas representadas en GiD a través de uno de los modos sometidas a un 
esfuerzo de flexión pura en Y 
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Figura 7.18 Representación de los movimientos en Y de una rebanada para el esfuerzo de flexión 
pura en Y. 
 
 
Figura 7.19 Representación de los movimientos de una rebanada para el esfuerzo de flexión pura 
en Y visto desde el plano XZ. 
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7.3.3.4. Flexión pura en Z 
Una vez comentada anteriormente, la flexión pura en Y. Se realizará la misma explicación para la flexión 
pura en Z.  
  
a) Representación de un modo calculado por 
MATLAB sobre una rebanada. 
b) Representación de un modo estimado por 
Python sobre una rebanada. 
Figura 7.20 Dos rebanadas representadas en GiD a través de uno de los modos sometidas a un 
esfuerzo de flexión pura en Z 
Vemos que las distancias euclídeas de los desplazamientos en ambas figuras anteriores entre modo 
calculado por MATLAB y Python son muy parecidas. 
En cuanto a los desplazamientos en X (dirección longitudinal), la cara delantera parte superior de la 
rebanada (Figura 7.21 a) ) presenta un movimiento contrario al sentido positivo establecido para el 
semieje X, mientras que en la cara trasera parte superior (Figura 7.21 b), los desplazamientos son a 
favor del sentido del eje X. Por tanto, podemos decir que la parte superior de la rebanada está a 
compresión. La tracción se da en la parte inferior ya que los sentidos de los movimientos de los nodos 
en X son opuestos y sin apuntarse. 
INTELIGENCIA ARTIFICIAL Y ELEMENTOS FINITOS.  
71 
 
 
Algo similar se puede decir si observamos la Figura 7.22, la parte derecha de la rebanada tiende a 
ensancharse (tracción), mientras que la izquierda tiende a replegarse (compresión), fenómeno típico 
de cuando hablamos de flexión.  
Viendo la rebanada de perfil (Figura 7.24) se notan dos zonas, la parte inferior y superior ambas 
experimentan más movimiento que la zona central, que es por donde pasa la fibra neutra. 
  
a) Cara delantera de la rebanada mostrando los 
desplazamientos en X 
b) Cara trasera de la rebanada mostrando los 
desplazamientos en X 
Figura 7.21 Dos rebanadas representadas en GiD a través de uno de los modos sometidas a un 
esfuerzo de flexión pura en Z 
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Figura 7.22 Representación de los movimientos en Z de una rebanada para el esfuerzo de flexión 
pura en Z. 
 
Figura 7.23 Representación de los movimientos de una rebanada para el esfuerzo de flexión pura 
en Z visto desde el plano XY. 
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7.3.3.5. Flexión simple en Y 
  
a) Representación de un modo calculado por 
MATLAB sobre una rebanada. 
b) Representación de un modo estimado por 
Python sobre una rebanada. 
Figura 7.24 Dos rebanadas representadas en GiD a través de uno de los modos sometidas a un 
esfuerzo de flexión simple en Y 
Vemos que las distancias euclídeas de los desplazamientos en ambas figuras anteriores entre modo 
calculado por MATLAB y Python son muy parecidas. 
Como hemos comentado en la sección de flexión pura en Y, también podemos comentar dichos rasgos 
en esta sección de flexión simple debido a la similitud que hay entre estos dos tipos de flexiones. Como 
se observan en la Figura 7.25 a) y  Figura 7.25 b), podemos demostrar también que la parte superior 
de la rebanada, tal y como se muestra en las figuras mencionadas, en la dirección X se puede apreciar 
que se comprime, ya que en la cara delantera presenta desplazamientos negativos, al contrario de la 
mitad superior ubicada en la otra cara. En la mitad inferior podríamos comentar lo mismo, pero justo 
a la inversa.  
Si ahora observamos la rebanada de perfil (ver Figura 7.26) pues podemos observar una diferencia con 
respecto a la flexión pura. En esta situación, vemos que la deformación no se produce de manera 
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simétrica, existe una arista de la rebanada en la vista seleccionada que se arquea menos que la otra. 
Eso sucede porque las fuerzas externas aplicadas en la viga, que se compone de las diferentes 
rebanadas, no están distribuidas de manera simétrica como sí es el caso de la flexión pura. En la misma 
ilustración, se puede ver también que una mitad de la rebanada, concretamente la inferior tiende a ir, 
refiriéndonos en dirección Y, en sentido “hacia adentro del papel”, por lo tanto, a encogerse. La otra 
mitad tiende a ensancharse, (el eje Y apunta en dirección positiva en sentido entrante del papel). 
  
a) Cara delantera de la rebanada mostrando los 
desplazamientos en X 
b) Cara trasera de la rebanada mostrando los 
desplazamientos en X 
Figura 7.25 Dos rebanadas representadas en GiD a través de uno de los modos sometidas a un 
esfuerzo de flexión simple en Y 
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Figura 7.26 Representación de los desplazamientos en Y de una rebanada para el esfuerzo de 
flexión simple en Y visto desde el plano XZ. 
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7.3.3.6. Flexión simple en Z 
  
a) Representación de un modo calculado por 
MATLAB sobre una rebanada. 
b) Representación de un modo estimado por 
Python sobre una rebanada. 
Figura 7.27 Dos rebanadas representadas en GiD a través de uno de los modos sometidas a un 
esfuerzo de flexión simple en Z 
Vemos que las distancias euclídeas de los desplazamientos en ambas figuras anteriores entre modo 
calculado por MATLAB y Python son muy parecidas. 
La secuencia de exposición de resultados será la misma que se ha empleado para la sección anterior, 
flexión pura simple en Y. Como se observan en la Figura 7.28 a) y  Figura 7.28 b), podemos demostrar 
que la parte superior de la rebanada, tal y como se muestra en las figuras mencionadas, en la dirección 
X se puede apreciar que se comprime, ya que en la cara delantera presenta desplazamientos negativos, 
al contrario de la mitad superior ubicada en la otra cara. En la mitad inferior podríamos comentar lo 
mismo, pero justo a la inversa.  
Si ahora observamos la rebanada de perfil (ver Figura 7.29), podemos ver el mismo fenómeno que 
hemos explicado para la flexión simple en el eje Y y que se ha ilustrado en la Figura 7.26. En la misma 
ilustración, se puede ver también que una mitad de la rebanada, concretamente la inferior tiende a ir, 
refiriéndonos en dirección Z, en sentido “hacia adentro del papel”, por lo tanto, a encogerse. La otra 
mitad tiende a ensancharse, (el eje Z apunta en dirección positiva en sentido saliente del papel). 
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a) Cara delantera de la rebanada mostrando los 
desplazamientos en X 
b) Cara trasera de la rebanada mostrando los 
desplazamientos en X 
Figura 7.28 Dos rebanadas representadas en GiD a través de uno de los modos sometidas a un 
esfuerzo de flexión simple en Z 
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Figura 7.29 Representación de los desplazamientos en Z de una rebanada para el esfuerzo de 
flexión simple en Z visto desde el plano XY.  
 
7.3.4. Ventajas y desventajas de haber usado redes neuronales 
Ahora podemos comentar una serie de ventajas y desventajas a partir del trabajo desarrollado de usar 
este método de inteligencia artificial escogido y que no se sabían con anterioridad, sin haber 
experimentado con el sistema neuronal. Una de las ventajas es que podemos considerar un método 
alternativo al de los elementos finitos a emplear según los resultados obtenidos. Además, el tiempo de 
entrenamiento, como ya hemos comentado anteriormente, en la sección 7.3.2, es menor a que cuando 
se aplica el método de los elementos finitos. Otra ventaja es que, a partir de una serie de modos 
podemos estimar con una fiabilidad considerable (siempre y cuando el entrenamiento esté bien 
realizado y el error euclídeo sea ínfimo) otros modos referentes a rebanadas de diferentes dimensiones 
de manera instantánea siempre y cuando se ubiquen en el intervalo entrenado. 
La desventaja principal de haber usado este método es que, una vez haya aprendido nuestro programa 
neuronal, si preguntamos por un modo cuyas dimensiones de rebanada están fuera de un intervalo 
entrenado, la precisión se pierde notoriamente y cuanto más nos alejemos de los extremos de los 
intervalos, más error obtendremos y por lo tanto los resultados serán menos confiables, como se 
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muestra en la Figura 7.30. Para demostrarlo, se ha tomado diferentes medidas de la rebanada en Y y Z 
y se han calculado para esas medidas los modos para el esfuerzo de flexión pura en Y con el método 
de elementos finitos y usando interpolación en la red neuronal ya entrenada, seguidamente, se ha 
calculado el error de la norma euclídea entre ambos vectores que hacen referencia a una misma 
dimensión de Y y Z, dentro del intervalo entrenado, el error no es superior al 0,5. En cambio, a medida 
que nos alejamos de ese intervalo, el error es creciente. Otro punto débil de esto es que se precisa de 
crear una configuración en la cual sea óptima y ésta no se conoce a priori, asimismo, como el hecho de 
precisar de una herramienta auxiliar como ha sido el SVD para según qué casos.  
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Figura 7.30 Representación del error de la norma euclídea con respecto a diferentes 
medidas de rebanada según estén éstas dentro o fuera del intervalo entrenado. 
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8. Análisis del impacto medioambiental 
Es importante respetar el medioambiente ya que éste es imprescindible para los seres humanos y el 
de demás seres vivos con los que convivimos en él. Es por eso que necesitamos procurar de utilizar los 
menos recursos de energía posibles y evitar si éstos son contaminantes y/o radiactivos.  
En primer lugar, es conveniente indicar que todo el proyecto se ha realizado utilizando el ordenador 
como herramienta, cuyas características principales son mencionadas en el apartado de presupuesto, 
tanto todo aquello que concierne a la programación como la redacción de la misma memoria. Por 
tanto, la fuente de energía usada es 100% eléctrica.  
La batería que posee dicho ordenador es de material litio-ion, que, aparte de ser un metal barato, 
aporta muchos puntos positivos medioambientales como, por ejemplo, es un metal ligero y mucho 
menos agresivo con el entorno medioambiental como podrían ser otros metales pesados presentes en 
otro tipo de baterías, como las de níquel-cadmio, que debido a diferentes motivos como el precio de 
éstas (el cadmio encarece el coste), el efecto memoria, y sobre todo, la más destacada, que contaminan 
mucho, hacen que se estén cada día utilizando menos en todos los ámbitos.  
En cuanto a la energía suministrada al ordenador, ésta proviene de la empresa distribuidora de energía 
eléctrica de baja tensión llamada ENDESA. Esta empresa genera la electricidad mediante hasta cinco 
maneras distintas: nuclear, térmica, hidroeléctrica, eólica y solar. No se conoce a ciencia cierta, a partir 
de cuál o cuáles de esas cinco se ha conseguido la energía eléctrica con la cual ha sido posible realizar 
este proyecto. Cabe remarcar que las dos primeras enumeradas son altamente contaminantes y de 
gran peligrosidad para los seres vivos ya que durante su procesado se emite a la atmósfera dióxido de 
carbono (CO2), óxidos nítricos (NOX), hidrocarburos (HC), etc. En cuanto a las renovables, como son de 
las mencionadas anteriormente: la solar, la eólica y la hidroeléctrica, no emiten ningún tipo de gas 
contaminante ni tampoco material nuclear. Sin embargo, el espacio que ocupen las instalaciones 
puede invadir ecosistemas y suponer la destrucción de estos y por tanto conllevar a la pérdida de la 
biodiversidad de especies o a la disminución de éstas, aparte de, que algunas edificaciones comportan 
un gran impacto visual.  
El entorno que se ha utilizado ha sido una habitación de aproximadamente 7 m2 iluminada por 3 
bombillas LED de bajo consumo aspecto con el cual se ha contribuido positivamente con el 
medioambiente.  
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Conclusiones 
Se ha conseguido, en primer lugar, diseñar una red neuronal en la que arroje unos resultados 
coherentes a partir de un entrenamiento previo. Esta red neuronal primeramente ha estado 
alimentada por ocho modos, a la hora de realizar los primeros entrenamientos. No obstante, también 
se han superado otras dificultades de cara a los resultados que nos proporcionaba este método de 
inteligencia artificial. Por ejemplo, la precisión de cara a algunos modos se veía bastante afectada 
considerablemente, por lo tanto, el codirector sugirió que investigara acerca el método numérico de 
SVD y así reducir la cantidad de información para aprender por la red neuronal. Tras haberlo aplicado 
en el script diseñado por mí, no tan sólo se ha mejorado en precisión, sino que el error euclídeo, el 
error escogido como criterio de aprendizaje (SSE) y el tiempo de entrenamiento habían decrementado 
sustancialmente y de manera progresiva a lo largo de la redacción de este trabajo.  
Otro objetivo era conseguir reducir el tiempo para obtener los modos mediante el entrenamiento de 
la red neuronal con respecto al tiempo que se invierte en la obtención de los modos mediante el uso 
de los programas de elementos finitos codificados en MATLAB y esto se ha logrado tal y como se indica 
en la sección 7.3. 
Finalmente, se ha demostrado la validez que tiene el trabajo, representando los modos en GiD y a su 
vez comparando los calculados por el método de los elementos finitos y aquellos estimados a partir 
del método diseñado por mí.  Explicando así también los fenómenos característicos que se producen 
en cada tipo de deformación.  
En cuanto a valoración personal, creo que he mejorado bastante de cara a programación, y 
exactamente he ampliado mis conocimientos en lo que se refiere a la inteligencia artificial dentro del 
área de aprendizaje computacional, ya que estos los había iniciado básicamente en la asignatura 
optativa llamada Inteligencia artificial aplicada a la ingeniería. Otras de las dificultades de haber 
escogido este método, a pesar de su versatilidad, están en haber escogido parámetros como la 
cantidad de neuronas y capas ocultas que las contengan, es decir, la distribución de la red neuronal.  
También la elección de las funciones de activación y el tipo de error por el cual aprende la red otros 
parámetros como criterios de parada como la selección de cantidad de épocas y el error mínimo a 
alcanzar como objetivo. En resumidas cuentas, como ya se comentó, no existe ninguna configuración 
óptima a priori, pues ésta se ha de encontrar de manera experimental.
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Presupuesto 
A continuación, se calcularán los costes para llevar a cabo el presente trabajo, estos se desglosarán en 
tres categorías: coste de material, coste de licencias y coste de ingeniería. Finalmente, se sumarán para 
obtener el coste final de todo el proyecto juntamente teniendo en cuenta el 21% del valor del total 
que supone el IVA. 
 
Coste material  
• Ordenador  
• Tipo Portátil 
• Marca y modelo HP Pavilion Gaming 15 - ak003ns 
• Procesador Intel ® Core ™ i7-6700HQ CPU @ 
2.60GHz 
• Memoria RAM 16 GB 
• Tipo de sistema 64 bits 
 
  
Total 1.306,85 € 
 
Coste licencias  
• Licencia GiD 13, profesional 1.600,00 €  
• Licencia Matlab, estándar 2.000,00 €  
  
Total 3.600,00 €  
 
Coste ingeniería Tiempo (h) Precio (€/h) Precio (€) 
• Entrenamiento 
de rebanadas 72 65 4.680,00 €  
• Redacción del 
proyecto 200 40 8.000,00 €  
• Programación  190 55 10.450,00 €  
• Validación de 
los datos 25 45 1.125,00 €  
    
Total   24.255,00 €  
Subtotal (suma de costes) 29.161,85 € 
TOTAL (SUBTOTAL + IVA 21%) 35.285,84 € 
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Se debe mencionar que, al estar matriculado en la universidad, las licencias de todos los programas 
que se han utilizado en el presente trabajo, no han supuesto ningún coste económico, puesto que se 
han obtenido a través de los destinos convenios que tiene la universidad con los distribuidores oficiales 
de los programas.
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Anexos 
A continuación, en los siguientes subapartados de este capítulo final, se colocan los scripts codificados 
realizados por el alumno. Cada script ha sido mencionado en su correspondiente subapartado del 
capítulo 7 y en el anexo se identificarán mediante un título mencionando el número y título del 
respectivo subapartado. Los códigos escritos se han separado en partes acompañándolos con 
comentarios (fuente de color gris) para facilitar su comprensión explicando de manera breve qué 
hacen.  
A1. Codificación del script referente al punto 7.2.1 Espesor variable 
# -*- coding: utf-8 -*- 
""" 
Created on Tue Oct 30 17:12:44 2018 
 
@author: Usuario 
""" 
 
# 1.- Módulos / Paquetes a importar 
 
import numpy as np 
import matplotlib.pyplot as plt 
import neurolab as nl 
import pandas as pd  
import random 
from time import time 
 
 
 
# 2.- Métodos 
### Método para hacer test de nuestra red neuronal 
def test_layer(net, espesor, norm = 1): 
    vector_espesor = (net.sim([[espesor]])*norm).transpose(1,0) 
    return vector_espesor 
 
### Método para calcular el error euclídeo entre dos vectores 
def error_vectors(v,w): 
    # v = vector original, w = vector estimado 
    if v.shape != w.shape: 
        v.shape = w.shape 
    error = np.linalg.norm(v-w)/np.linalg.norm(v)*100 
    return error 
 
# 3.- Variables generales e importación de los datos 
random.seed(10) 
dataset = pd.read_excel("vector_modos_full_axil_espesor.xlsx", header 
= None) 
dataset = np.asarray(dataset) 
 
col = 8 # de 0 a X columnas 
inputs = dataset[0,:col] # espesores 
outputs = dataset[1:,:col] # Modos de fuerza 
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norm = np.linalg.norm(outputs) 
outputs = outputs/norm 
 
input_min = min(inputs) 
input_max = max(inputs) 
inputs = inputs.reshape(len(inputs),1) 
 
#4.- Creación de la red neuronal y ajuste de parámetros 
multilayer= nl.net.newff([[input_min,input_max]], 
[20,outputs.shape[0]]) #con el numero de neuronas a la salida = a los 
outputs 
for i in range(len(multilayer.layers)): 
    for j in range(len(multilayer.layers[i].np['w'])): 
        multilayer.layers[i].np['w'][j] = random.random()# a cada 
capa se le asignan unos pesos y bias al azar 
        multilayer.layers[i].np['b'][j] = random.random()# dentro de 
un mismo patron por cada ejecución (seed) para que nuestro 
                                              # resultado no cambie 
por cada ejecución siendo la red idéntica 
 
# 5.- Entrenamiento 
# Método de entrenamiento escogido 
multilayer.trainf = nl.train.train_rprop 
 
# Criterio de error / Función de coste escogida 
multilayer.errorf = nl.error.SSE() 
 
outputs_transposed = outputs.transpose(1,0) 
to = time() 
error = multilayer.train(inputs, outputs_transposed, epochs = 1000 , 
show = 1, lr = 0.05, goal =  0.0011531971539366949) 
print("Tiempo de entrenamiento: ", np.around(time()-to, decimals = 
3), " segundos.") 
 
# Se grafica el error para todas las generaciones 
plt.figure() 
plt.plot(error) 
plt.xlabel('Número de generaciones') 
plt.ylabel('Error') 
plt.title('Evolución del error a lo largo\ndel paso de las 
generaciones') 
plt.show() 
 
# Se grafica el error en detalle para las últimas generaciones 
plt.figure() 
last_gens = 15 
xx = list(range(len(error)-last_gens+1,len(error)+1,1)) 
yy = error[len(error)-last_gens:] 
plt.xlabel('Últimas '+str(last_gens)+' generaciones.') 
plt.ylabel('Error') 
plt.xticks(np.arange(min(xx), max(xx)+1, 1)) 
plt.yticks(np.arange(min(yy), max(yy),(max(yy)-min(yy))/15)) 
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plt.title('Evolución del error en las últimas \n'+str(last_gens)+' 
generaciones.') 
plt.plot(xx, yy, 'b-') 
plt.ylim(min(yy)*1,max(yy)*1) 
plt.show() 
 
#6.- Resultados 
outputs_test = np.zeros(((dataset.shape[0] - 1) * dataset.shape[1])) 
outputs_test = outputs_test.reshape((dataset.shape[0] - 1), 
dataset.shape[1]) 
 
#Para cada espesor se llama al módulo creado para interpolar y el 
resultado se compara con el proporcionado 
for i in range(col): 
    outputs_test[:, i] = test_layer(multilayer, inputs[i,0], 
norm).reshape(7938,) 
    print(error_vectors(dataset[1:, i], outputs_test[:, i])) 
 
A2. Codificación del script referente al punto 7.2.2 Espesor variable - 
Aplicación de SVD 
# -*- coding: utf-8 -*- 
""" 
Created on Tue Oct 30 17:12:44 2018 
 
@author: Usuario 
""" 
 
# 1.- Módulos / Paquetes a importar 
 
import matplotlib.pyplot as plt 
import xlsxwriter 
import neurolab as nl 
import random 
from time import time 
from red_neuronal_svd import mainSVD, np, pd 
from neurolab import trans 
 
# 2.- Métodos 
### Método para hacer test de nuestra red neuronal 
def test_nn(net, espesor): 
    vector_espesor = (net.sim([[espesor]])).transpose(1,0) 
    vector_espesor = np.matmul(np.matmul(U, Sdiag), vector_espesor) 
    return vector_espesor 
 
### Método para calcular el error euclídeo entre dos vectores 
def error_vectors(v,w): 
    #v = vector original, w = vector estimado 
    if v.shape != w.shape: 
        v.shape = w.shape 
    error = np.linalg.norm(v-w)/np.linalg.norm(v)*100 
    return error 
 
# 3.- Variables generales e importación de los datos 
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random.seed(5) 
dataset = pd.read_excel("vector_modos_full_axil_espesor.xlsx", header 
= None) 
dataset = np.asarray(dataset) 
 
col, ini = 8, 1 # col: de 0 a X columnas, ini: primeras filas a 
despreciar debido a que éstas son inputs 
inputs = dataset[0,:col] # espesores 
U,S,Sdiag,Vt = mainSVD(dataset, col, ini) 
outputs = Vt # Modos 
 
input_min = min(inputs) 
input_max = max(inputs) 
inputs = inputs.reshape(len(inputs),1) 
 
#4.- Creación de la red neuronal y ajuste de parámetros 
m_o_layers = [2,5, outputs.shape[0]] 
multilayer= nl.net.newff([[input_min,input_max]], m_o_layers, transf 
= [trans.TanSig()] * len(m_o_layers)) #con el numero de neuronas a la 
salida = a los outputs 
for i in range(len(multilayer.layers)): 
    for j in range(len(multilayer.layers[i].np['w'])): 
        multilayer.layers[i].np['w'][j] = random.random()# a cada 
capa se le asignan unos pesos y bias al azar 
        multilayer.layers[i].np['b'][j] = random.random()# dentro de 
un mismo patron por cada ejecución (seed) para que nuestro 
                                              # resultado no cambie 
por cada ejecución siendo la red idéntica 
 
#5.- Entrenamiento 
# Método de entrenamiento escogido 
multilayer.trainf = nl.train.train_bfgs 
 
# Criterio de error / Función de coste escogida 
multilayer.errorf = nl.error.SSE() 
 
outputs_transposed = outputs.transpose(1,0) 
to = time() 
error = multilayer.train(inputs, outputs_transposed, epochs = 5000, 
show = 1, goal = 2.65*10**-7) 
print("Tiempo de entrenamiento: ", np.around(time()-to, decimals = 
3), " segundos.") 
 
# Se grafica el error para todas las generaciones 
plt.figure() 
plt.plot(error) 
plt.xlabel('Número de generaciones') 
plt.ylabel('Error') 
plt.title('Evolución del error a lo largo\ndel paso de las 
generaciones') 
plt.show() 
 
# Se grafica el error en detalle para las últimas generaciones 
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plt.figure() 
last_gens = 15 
xx = list(range(len(error)-last_gens+1,len(error)+1,1)) 
yy = error[len(error)-last_gens:] 
plt.xlabel('Últimas '+str(last_gens)+' generaciones.') 
plt.xticks(np.arange(min(xx), max(xx)+1, 1)) 
plt.ylabel('Error') 
plt.ticklabel_format(axis='y', style='sci', scilimits=(0,0)) 
plt.title('Evolución del error en las últimas \n'+str(last_gens)+' 
generaciones.') 
plt.plot(xx, yy, 'b-') 
plt.ylim(min(yy)*0.9888,max(yy)*1.0002) 
plt.show() 
 
#6.- Resultados 
outputs_test = np.zeros(((dataset.shape[0] - 1) * dataset.shape[1])) 
outputs_test = outputs_test.reshape((dataset.shape[0] - 1), 
dataset.shape[1]) 
 
#Para cada espesor se llama al módulo creado para interpolar y el 
resultado se compara con el proporcionado 
for i in range(col): 
    outputs_test[:, i] = test_nn(multilayer, 
inputs[i,0]).reshape(7938,) 
    print(error_vectors(dataset[1:, i], outputs_test[:, i])) 
 
A3. Codificación del script referente al punto 7.2.3 Lado y altura 
variables 
# 1.- Módulos / Paquetes a importar 
 
import matplotlib.pyplot as plt 
import xlsxwriter 
import neurolab as nl 
import random 
from time import time 
from red_neuronal_svd import mainSVD, np, pd 
from neurolab import trans 
 
 
# 2.- Métodos 
### Método para hacer test de nuestra red neuronal 
def test_nn(net, y, z): 
    vector_test = (net.sim([[y,z]])).transpose(1,0) 
    vector_test = np.matmul(np.matmul(U, Sdiag), vector_test) 
    return vector_test 
 
### Método para calcular el error euclídeo entre dos vectores 
def error_vectors(v,w): 
    # v = vector original, w = vector estimado 
    if v.shape != w.shape: 
        v.shape = w.shape 
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    error = np.linalg.norm(v-w)/np.linalg.norm(v)*100 
    return error 
 
# 3.- Variables generales e importación de los datos 
random.seed(5) 
dataset = pd.read_excel("vector_modos_full_axil_lado.xlsx", 
header=None) 
dataset = np.asarray(dataset) 
 
col, ini = 8,2 # col: número máximo #ini: ini: primeras filas a 
despreciar debido a que éstas son inputs 
inputs = dataset[:ini,:col] # dimensiones en Y y Z 
inputs = inputs.transpose(1,0) 
U,S,Sdiag,Vt = mainSVD(dataset, col, ini) 
outputs = Vt 
 
y_min = inputs[:,0].min() 
y_max = inputs[:,0].max() 
z_min = inputs[:,1].min() 
z_max = inputs[:,1].max() 
 
input_min = inputs.min() 
input_max = inputs.max() 
 
#4.- Creación de la red neuronal y ajuste de parámetros 
m_o_layers = [2,5,outputs.shape[0]] 
multilayer= nl.net.newff([[y_min,y_max],[z_min,z_max]], m_o_layers, 
transf = [trans.TanSig()] * len(m_o_layers)) #con el numero de 
neuronas a la salida = a los outputs 
for i in range(len(multilayer.layers)): 
    for j in range(len(multilayer.layers[i].np['w'])): 
        multilayer.layers[i].np['w'][j] = random.random()# a cada 
capa se le asignan unos pesos y bias al azar 
        multilayer.layers[i].np['b'][j] = random.random()# dentro de 
un mismo patron por cada ejecución (seed) para que nuestro 
                                              # resultado no cambie 
por cada ejecución siendo la red idéntica 
 
#5.- Entrenamiento 
# Método de entrenamiento escogido 
multilayer.trainf = nl.train.train_bfgs 
 
# Criterio de error / Función de coste escogida 
multilayer.errorf = nl.error.SSE() 
 
outputs_transposed = outputs.transpose(1,0) # 
to = time() 
error = multilayer.train(inputs, outputs_transposed, epochs = 5000, 
show = 1, goal = 7.4*10**-7) 
print("Tiempo de entrenamiento: ", np.around(time()-to, decimals = 
3), " segundos.") 
 
# Se grafica el error para todas las generaciones 
plt.figure() 
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plt.plot(error) 
plt.xlabel('Número de generaciones') 
plt.ylabel('Error') 
plt.title('Evolución del error a lo largo\ndel paso de las 
generaciones') 
plt.show() 
 
# Se grafica el error en detalle para las últimas generaciones 
plt.figure() 
last_gens = 30 
xx = list(range(len(error)-last_gens+1,len(error)+1,1)) 
yy = error[len(error)-last_gens:] 
plt.xlabel('Últimas '+str(last_gens)+' generaciones.') 
plt.xticks(np.arange(min(xx), max(xx)+1, 1)) 
plt.ylabel('Error') 
plt.ticklabel_format(axis='y', style='sci', scilimits=(0,0)) 
plt.title('Evolución del error en las últimas \n'+str(last_gens)+' 
generaciones.') 
plt.plot(xx, yy, 'b-') 
plt.ylim(min(yy)*0.9888,max(yy)*1.0002) 
plt.show() 
 
#6.- Resultados 
outputs_test = np.zeros(((dataset.shape[0] - 2) * dataset.shape[1])) 
outputs_test = outputs_test.reshape((dataset.shape[0] - 2), 
dataset.shape[1]) 
 
#Para cada pareja de Y y Z se llama al módulo creado para interpolar 
y el resultado se compara con el proporcionado 
for i in range(col): 
    outputs_test[:, i] = test_nn(multilayer, inputs[i,0], 
inputs[i,1]).reshape(7938,) 
    print(error_vectors(dataset[2:, i], outputs_test[:, i])) 
 
A4. Codificación del script referente al punto 7.3 Trabajando con 64 
modos a diferentes tipos de esfuerzo 
# 1.- Módulos / Paquetes a importar 
 
import matplotlib.pyplot as plt 
import xlsxwriter 
import neurolab as nl 
import random 
from time import time 
from red_neuronal_svd import mainSVD, np, pd 
from neurolab import trans 
 
 
# 2.- Métodos 
### Método para hacer test de nuestra red neuronal 
def test_nn(net, y, z, norm=1): 
    vector_test = (net.sim([[y, z]]) * norm).transpose(1, 0) 
    vector_test = np.matmul(np.matmul(U, Sdiag), vector_test) 
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    return vector_test 
 
 
### Método para calcular el error euclídeo entre dos vectores 
def error_vectors(v, w): 
    # v = vector original, w = vector estimado 
    if v.shape != w.shape: 
        v.shape = w.shape 
    error = np.linalg.norm(v - w) / np.linalg.norm(v) * 100 
    return error 
 
 
### Método para escribir datos en Excel 
def write_in_excel(var, row=0, col=0): 
    for row, data in enumerate([var]): 
        worksheet.write_column(row, col, data) 
 
 
# 3.- Variables generales e importación de los datos 
random.seed(5) 
type_mode = ['Pbendy', 'Pbendz', 'Axial', 'Torsion', 'Sbendy', 
'Sbendz'] 
strain = 0  # Tipo de esfuerzo 0: Pbendy (Flexión pura en Y), 1: 
Pbendz (Flexión pura en Z), ... según se indica en orden en el vector 
type_mode 
 
dataset = pd.read_excel("vector_modos_full_" + type_mode[strain] + 
"_YZ_64.xlsx", header=None) 
dataset = np.asarray(dataset) 
 
col, ini = 64, 2  # de 0 a X columnas #ini: ini: primeras filas a 
despreciar debido a que éstas son inputs 
inputs = dataset[:ini, :col]  # dimensiones en Y y Z 
inputs = inputs.transpose(1, 0) 
U, S, Sdiag, Vt = mainSVD(dataset, col, ini) 
outputs = Vt  # Modos de fuerza 
 
train = 1 
norm = 1 
if train == 1:  # En caso de que se desee realizar un entrenamiento 
    # Eliminar el contenido y crear un archivo nuevo 
    file = open("trained_data_" + type_mode[strain] + ".txt", "w") 
 
    norm = 1 
 
    y_min = inputs[:, 0].min() 
    y_max = inputs[:, 0].max() 
    z_min = inputs[:, 1].min() 
    z_max = inputs[:, 1].max() 
 
    # Según esfuerzo se escoge la configuración óptima de neuronas en 
capa oculta y final. 
    if strain == 0: 
        m_o_layers = [15, outputs.shape[0]] 
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    elif strain == 1: 
        m_o_layers = [16, outputs.shape[0]] 
    elif strain == 2: 
        m_o_layers = [15, outputs.shape[0]] 
    elif strain == 3: 
        m_o_layers = [30, outputs.shape[0]] 
    elif strain == 4: 
        m_o_layers = [15, outputs.shape[0]] 
    elif strain == 5: 
        m_o_layers = [15, outputs.shape[0]] 
 
    # 4.- Creación de la red neuronal y ajuste de parámetros 
    multilayer = nl.net.newff([[y_min, y_max], [z_min, z_max]], 
m_o_layers, transf=[trans.TanSig()] * len( 
        m_o_layers))  # con el numero de neuronas a la salida = a los 
outputs 
    for i in range(len(multilayer.layers)): 
        for j in range(len(multilayer.layers[i].np['w'])): 
            multilayer.layers[i].np['w'][j] = random.random()  # a 
cada capa se le asignan unos pesos y bias al azar 
            multilayer.layers[i].np['b'][ 
                j] = random.random()  # dentro de un mismo patron por 
cada ejecución (seed) para que nuestro 
            # resultado no cambie por cada ejecución siendo la red 
idéntica 
 
    # 5.- Entrenamiento 
    # Método de entrenamiento escogido 
    multilayer.trainf = nl.train.train_bfgs 
 
    # Criterio de error / Función de coste escogida 
    multilayer.errorf = nl.error.SSE() 
 
    outputs_transposed = outputs.transpose(1, 0) 
    to = time() 
    error = multilayer.train(inputs, outputs_transposed, 
epochs=25000, show=20, goal=7.4 * 10 ** -7) 
    train_time = time() - to 
    file.write("Tiempo de entrenamiento: " + str(train_time) + " 
segundos.\n") 
    print("Tiempo de entrenamiento: ", np.around(train_time, 
decimals=3), " segundos.") 
 
    """ 
    # Se grafica el error para todas las generaciones 
    plt.figure() 
    plt.plot(error) 
    plt.xlabel('Número de generaciones') 
    plt.ylabel('Error') 
    plt.title('Evolución del error a lo largo\ndel paso de las 
generaciones') 
    plt.show() 
     
    # Se grafica el error en detalle para las últimas generaciones 
    plt.figure() 
    last_gens = 30 
    xx = list(range(len(error)-last_gens+1,len(error)+1,1)) 
    yy = error[len(error)-last_gens:] 
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    plt.xlabel('Últimas '+str(last_gens)+' generaciones.') 
    plt.xticks(np.arange(min(xx), max(xx)+1, 1)) 
    plt.ylabel('Error') 
    plt.ticklabel_format(axis='y', style='sci', scilimits=(0,0)) 
    plt.title('Evolución del error en las últimas 
\n'+str(last_gens)+' generaciones.') 
    plt.plot(xx, yy, 'b-') 
    plt.ylim(min(yy)*0.9888,max(yy)*1.0002) 
    plt.show() 
    """ 
    # Guardar entrenamiento 
    multilayer.save('trained_multilayer_' + type_mode[strain] + 
'.net') 
 
    # 6.- Resultados 
    outputs_test = np.zeros(((dataset.shape[0] - 2) * 
dataset.shape[1])) 
    outputs_test = outputs_test.reshape((dataset.shape[0] - 2), 
dataset.shape[1]) 
 
    # Se escriben los datos relacionados con los resultados en un 
archivo .txt 
    file.write("Errores de norma euclidea:\n") 
    eucl_error = [] 
 
    # Para cada pareja de Y y Z se llama al módulo creado para 
interpolar y el resultado se compara con el proporcionado 
    for i in range(col): 
        outputs_test[:, i] = test_nn(multilayer, inputs[i, 0], 
inputs[i, 1], norm).reshape(7938, ) 
        eucl_error.append(error_vectors(dataset[2:, i], 
outputs_test[:, i])) 
        file.write(str(eucl_error[i]) + "\n") 
 
    file.write("Error máximo norma euclidea: " + str(max(eucl_error)) 
+ "\n") 
    file.write("Error mínimo norma euclidea: " + 
str(min(eucl_error))) 
    file.close() 
 
    # Se llama al módulo importado y creado para escribir los modos 
estimados 
    workbook = xlsxwriter.Workbook('test_' + type_mode[strain] + 
'.xlsx') 
    worksheet = workbook.add_worksheet(name='tested_modes') 
    for i in range(64): 
        write_in_excel(outputs_test[:, i], 0, i) 
    workbook.close() 
 
else:  # En caso de que no se desee realizar un entrenamiento... 
    # Se importa un archivo ya existente con un entrenamiento 
realizado 
    multilayer = nl.load('trained_multilayer_' + type_mode[strain] + 
'.net') 
  Annexos 
98   
    # Se importan los modos estimados previamente 
    outputs_test = pd.read_excel('test_' + type_mode[strain] + 
'.xlsx', header=None) 
    outputs_test = np.asarray(outputs_test) 
 
draw = 0 
if draw == 1:  # En caso de que se desee preparar un archivo Excel 
con dos modos correspondientes para ser leído por MATLAB y que éste 
arroje un archivo GiD donde se visualizan los modos 
    i = 42 
    workbook = xlsxwriter.Workbook('draw_modes_' + type_mode[strain] 
+ '.xlsx') 
    worksheet = workbook.add_worksheet(name='tested_modes') 
    write_in_excel(dataset[2:, i], 0, 0) 
    write_in_excel(outputs_test[:, i], 0, 1) 
    workbook.close() 
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A5. Codificación de la función SVD reducido (truncated) 
import numpy as np 
import pandas as pd 
from sklearn.utils.extmath import randomized_svd 
 
def mainSVD(dataset, col = 8, ini = 0): 
        '''dataset: conjunto de datos 
        col: máximo (por defecto 8) 
        ini: primeras filas a despreciar debido a que éstas son 
inputs 
        ''' 
        outputs = dataset[ini:,:col] # Modos de fuerza 
        tol = 0.001 
        #Decidir cuantos valores singulares tiene nuestra matriz 
        U, S, Vt = randomized_svd(outputs, 
n_components=dataset.shape[1], n_iter=col) 
        S = S.tolist() 
        n_singular_values = sum(float(num) >= tol for num in S) 
 
        #Truncated SVD, cálculo de matrices 
        U, S, Vt = randomized_svd(outputs, 
n_components=n_singular_values, n_iter=5) 
 
        Sdiag = np.zeros((len(S)*len(S))) 
        Sdiag = Sdiag.reshape(len(S),len(S)) 
 
 
        for i in range(len(S)): 
                Sdiag[i,i] = S[i] 
 
        if __name__ == '__main__': #Si se está ejecutando el código 
de manera directa... 
                print("#Truncated SVD") 
                print("#"*20) 
                print(U) 
                print(S) 
                print(Vt) 
                print("#"*10) 
                print("Dimensiones de las matrices U, S y Vt") 
                print("Matriz U", U.shape) 
                print("Matriz S", S.shape, "~ Matriz S diag", 
Sdiag.shape) 
                print("Matriz Vt", Vt.shape) 
 
        return U,S,Sdiag,Vt 
 
def checkSVD(U, Sdiag, Vt): 
        #Función para comprobar 
        A = np.matmul(U, Sdiag) 
        A = np.matmul(A, Vt) 
        A_parcial = np.matmul(U, Sdiag) 
        A_parcial = np.matmul(A_parcial, Vt[:, 0]) 
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        return A, A_parcial 
 
if __name__ == '__main__': 
        dataset = 
pd.read_excel("vector_modos_full_Torsion_YZ_64.xlsx", header = None) 
        dataset = np.asarray(dataset) 
        col, ini = 64, 2 #ini: n primeras filas a despreciar (inputs) 
        U,S,Sdiag,Vt = mainSVD(dataset, col, ini) #col -> cuantas 
columnas dispone el dataset #ini -> fila inicial a calcular el svd 
        check = 0 
        if check == 1: 
                A, A_parcial = checkSVD(U, Sdiag, Vt) 
 
 
 
 
 
 
 
 
