Recently, there has been extensive work on the construction of fuzzy controllers for mobile robots by genetic algorithm, so we can realize evolutionary optimization as a promising method for developing fuzzy controllers. However, much investigation on the evolutionary fuzzy controller remains because most of the previous works have not seriously attempted to analyze the fuzzy controller obtained by evolution. This paper develops a fuzzy logic controller for a mobile robot with a genetic algorithm in simulation environments and analyzes the behaviors of the controller with a state transition diagram of the internal model.
Fukuda [5] applied a genetic algorithm (GA) in the tuning of fuzzy membership functions to acquire the swimming motions of artificial fish. Beom [6] proposed a sensor-based method that utilized fuzzy logic and reinforcement learning for the navigation of a mobile robot in uncertain environments. In this work, fuzzy rule bases were built through the reinforcement learning that required simple evaluation data rather than input-output training data. Seng [7] proposed a neuro-fuzzy logic controller where all of its parameters could be tuned simultaneously by GA. The structure of the controller was based on the radial basis function neural network with Gaussian membership functions. They used a flexible position coding strategy of the neuro-fuzzy logic controller parameters to obtain near optimal solutions.
Lim [8] suggested a paradigm for learning fuzzy rules using GA. They formulated their problem as follows: Given a set of linguistic values that characterize the input and output state variables of the system in consideration, derive an ¡ -rule fuzzy control algorithm. They applied it to a classical inverted pendulum control problem to demonstrate the effectiveness of the GA learning scheme. Izumi [10] proposed a method to construct a fuzzy behavior-based control system when the robot cannot often receive any information from sensors by applying a virus evolutionary genetic algorithm with species [11] to generating the fuzzy rules.
The previous works show that the FLC parameters can be tuned to produce appropriate FLC rules, the shapes and centers of fuzzy membership functions by GA. Nonetheless, it is still necessary to reveal the control mechanisms of the FLC controller finally obtained by evolution so as to understand how the controller works for the robot.
In evolutionary biology and artificial life fields, there has been an implicit agreement that a complex and selforganized system shows emergent behaviors [13] [16] . Generally, emergence can be understood as a process that leads to the appearance of structure not directly described by defining constraint and instantaneous forces to control a system. There are several definitions on the terminology of emergence. Morgan and Emmeche defined it as "the creation of new properties" in 1923 [13] , [14] . Baas tried to define it more formally in a mathematical form [15] .
In this paper, we have constructed the FLC whose internal parameters are tuned by GA to control the sensor-based mobile robot. In order to do this, we have represented the FLC parameters, the fuzzy sets and rules of the FLC, in genetic codes. We have analyzed the evolved control mechanism to show that the behaviors of the mobile robot emerge from the interaction among several primitive rules. according to the kind of command received. If the controller receives a position control command, the control mode is automatically switched to the position mode. Used in speed mode, the controller has as input a speed value of the wheels, and controls the motor to keep this wheel speed. The speed modification is made as quick as possible, in an abrupt way. No limitation in acceleration is considered in this mode. Eight infrared proximity sensors are placed around the robot and are positioned and numbered as shown in Fig. 3 . These sensors embed an infrared emitter and a receiver.
This sensor device allows two measures:
¢
The normal ambient light. This measure is made using only the receiver part of the device, without emitting light with the emitter. A new measurement is made every 20ms. During the 20ms, the sensors are read in a sequential way every 2.5ms. The value returned at a given time is the result of the last measurement made.
The light reflected by obstacles. This measure is made emitting light using the emitter part of the device. The returned value is the difference between the measurement made emitting light and the light measured without light emission (ambient light). A new measurement is made every 2.5ms. The value returned at a given time is the result of the last measurement made.
III. FUZZY LOGIC CONTROLLER
The basic structure of a fuzzy logic controller consists of three conceptual components: fuzzification of the inputoutput variables, a rule base which contains a set of fuzzy rules, and a reasoning mechanism which performs the inference procedure on the rules and given facts to derive a reasonable output. An example of a fuzzy inference system with crisp output is shown in Fig. 4 . 
A. Fuzzy Sets
Navigation of a mobile robot in uncertain environments requires avoiding obstacles. In order to reach a destination point without colliding into obstacles, a mobile robot should take sensory information about obstacles into account.
Our FLC uses the sensory information of eight proximity sensors as inputs and controls the speed of the two motors on Khepera. 
The integration sign in equation (1) stands for the union of S U I P Q R S U V V pairs, and they do not indicate summation or integration. Similarly, "/" is only a marker and does not imply division.
In the same way, let Y ` a " $ & % , be output linguistic variables defined in the universe of discourse
to represent the speed of the th motor of Khepera robot, and a fuzzy set g on Y is defined as follows: 
where . . . represented as a fuzzy relation defined by equation (5).
where denotes fuzzy relation. The rule base for the behaviors of mobile robot can be represented as union as follows: 
This fuzzy relation can be implemented with each corresponding membership function defined by equations (8) and (9). Mamdani's fuzzy implication function [18] as shown in the following equations.
Based on Zadeh's compositional rule of inference [19] , g m y and g °| are expressed as
where ± denotes the maximum-minimum composition. The resulting g °y and g | are expressed as in the following equations.
Similarly, I i ¥ ¤ is defined as
where ® denotes the minimum operation and ¿ is the maxima of the membership functions of C Ì Ë C ¥ .
D. Defuzzification
Defuzzification refers to the way Í Y y and Í Y | are extracted from a fuzzy set as representative values. Among many defuzzification methods [18] , [20] [22], the center of gravity method is used because it is widely used and also appropriate for our system to control the mobile robot.
IV. EVOLUTION OF FLC PARAMETERS
A genetic algorithm (GA) is a search technique based on the mechanics of natural selection and natural genetics [23] .
This combines survival of the fittest among string structures with a structured yet randomized information exchange to form a search algorithm with some of the innovative flair of human search. In every generation, a new set of strings is created using bits and pieces of the fittest of the old; an occasional new part is tried for good measure. While randomized, genetic algorithms are no simple random walk. They efficiently exploit historical information to speculate on new search points with expected improved performance. The general procedure of GA is shown in Fig. 6 .
At first, a population of individuals that encode candidate solutions to given problem is initialized at random. Each individual in the population is evaluated in the problem at hand and changed by genetic operations such as crossover and mutation to reproduce a new population. This process goes on until a satisfactory individual appears in the population. The whole process of tuning FLC parameters using GA is depicted in Fig. 7 There are two parameters that should be determined to run GA: how to encode the FLC parameters in gene code and how to estimate the fitness value of each individual. For the FLC parameters, eight input variables, two output variables, and maximally ten rules are encoded as shown in Fig. 8 . Sixty bits are required to encode all the fuzzy sets defined on all the input-output variables because only two of the four fuzzy sets of a variable need to be encoded (see equation (4)) and only six bits are required to encode two fuzzy sets (see Fig. 9 ). 
To use GA for the evolution of individuals representing FLC for the mobile robot, a fitness function is defined by equation (18) .
where
. Here, only 'moving distance' and 'check points' have positive effects on the function ¡ . Therefore, the robot that moves long distance or passes through many check points gets higher fitness value. On the other hand, the robot that collides against the wall or has many rules and fuzzy sets gets lower fitness value.
V. SIMULATION RESULTS
Experiments have been performed on SUN SparcStation 10 machine. At the beginning of evolution, two hundred individuals are initialized at random. Crossover and mutation operations are applied with the probability of 0.5 and 0.05, respectively. Then each individual is decoded into an FLC, which controls the Khepera mobile robot in a simulation environment like Fig. 11 . Each individual is evaluated for five thousands times of sensor sampling. Fig. 12 shows the fitness change over generations. In early generations, the fitness has radically increased with some oscillation. After the 67th generation, the best fitness does not increase significantly. On the contrary, average fitness steadily and continuously increases as each generation passes. Although we have used an elite preserving strategy in the selection process [23] , the best fitness value oscillates because the sensor information is noisy to make the simulation more realistic. From the 64th generation, individuals with extremely high fitness value start to show up and disappear.
Among the individuals, the first individual that reaches the goal position has appeared from the 67th to 70th generations.
The movement of the best individual is shown in Fig. 13 . The robot can turn right, left, and around even though we did not give any information on the parameters to the fuzzy system.
The fuzzy rules of the best individual are shown in Table II , and Fig. 14 shows the associated fuzzy sets. 
VI. ANALYSIS
The robot has implicitly built an internal behavior model of three states, each of which has its own action to survive until it reaches the target point.
The behavior model can be described as shown in Fig. 15 . 'Corridor Passing' state is activated when the firing strength of rule 2 is greater than zero. This state controls the robot when it is passing through narrow path, 'Corridor', surrounded by wall on both sides. 'Wall Following' is activated when the firing strengths of rule 2 and 7 are greater than zero. 'Wall Following' controls the robot when it is in a situation where a wall on right side and not on the other side.
'Collision Avoidance' is activated when the firing strength of rule 5 is greater than zero. This state controls the robot when it is confronted a obstacle in the front.
As you can see in Table II , the rules obtained by evolution produce appropriate actions of the robot against corresponding sensory information. But to get to the goal point, the robot has to be able to do higher-level behaviors such as turning left, turning right, and turning around that are not explicitly described in the rules in Table II . As shown in Fig. 13 , even when the robot confronts the situations where each rule cannot produce the higher behavior, it makes appropriate action through cooperation of the rules using the behavior model described in Fig. 15 . Although we did not incorporate any a priori knowledge into the rules that are appropriate for the higher-level behaviors, the appropriate behaviors emerge based on the cooperation of the rules in Table II , which are very similar to the emergent behaviors from the notion of "the creation of new properties" [13] , [14] .
A. Passing through Corridor Fig. 16 shows the trajectories of the robot while it is passing through one of corridors in our experiment environments.
A corridor can be curved or straight as in Fig. 16 . From step 1 to step 97, the robot is in 'Corridor Passing' state using rule 2. Fig. 17 shows some data obtained when the robot moves forward passing through the corridor: (a) shows the speed of the robot with respect to the activation level of rule 2. As the activation level of rule 2 increases, the behaviors of the robot change from 'turning left' to 'moving forward' and then to 'turning right'. 'Turning left' behavior comes when the activation level of rule 2 is less than or equal to 0.23 because the speed of the right motor remains at 5 and the speed of the left motor remains below that of the right motor as can be seen in Fig. 17 (a) . When the activation level is in 0.237 0.35, two motors have the same speed so that the robot moves forward, and when the activation is greater than 0.35, the robot does the 'turning right' behavior.
In Fig. 16 , the robot seems to move straight forward. This implies that the activation level of rule 2 should be in 0.237 0.35 (see Fig. 17 (a) ). But as can be seen in Fig. 17 , the sensor values of oscillate with wide range. As a result, the activation level of rule 2 also oscillates from 0.025 to 0.425. With these activation levels, the robot indeed does the toggling behaviors of 'turning left' and 'turning right' which in combination lead to moving forward. Therefore, although the robot looks like 'moving straight forward' behavior in Fig. 16 , it actually does 'turning left' and 'turning right' behaviors (see Fig. 17 (d) ).
In summary, when the robot approaches to the right wall (high sensor value low activation level of rule 2) the robot turns left, and when it approaches to the left wall (low sensor value high activation level of rule 2) the robot turns right. With these behaviors, the robot moves forward. This implies that the 'Corridor Passing' state in Fig. 15 contains two substates as in Fig. 18 .
At step 1 in Fig. 17 (c) , the activation level of rule 2 is about 0.425 and the robot is in 'Turn Right' state. When the robot is in this state, it turns right with the right motor of speed 4 and the left motor of speed 5 (see Fig. 17 (d) ). However, when the activation level of rule 2 becomes less than or equal to 0.35 like step 6 in Fig. 17 (c) , the robot changes its state from 'Turn Right' to 'Turn Left' and finally turns left away from the right obstacle with the left speed of 2 and the right speed of 5. Therefore, the behaviors shown in Fig. 16 are the result of changing the two substates, 'Turn Right' and 'Turn Left'.
B. Turning Around Fig. 19 shows a situation where the robot collides against a wall so that it can go forward no more and should turn around to the opposite direction. This behavior is also important for the robot to reach the goal position. During the steps from 1 to 61 in Fig. 19 , the robot uses all the states shown in Fig. 15 . Especially when the robot reaches the obstacle governed by 'Collision Avoidance' and 'Wall Following' states which cause the robot to turn around without colliding to the front wall. C. Cornering Fig. 22 shows a situation where the robot turns a corner. During the steps from 1 to 90, the robot uses two states, 'Corridor Passing' and 'Wall Following' (see Fig. 23 ). From step 1 to 57, the robot uses all the two states, while it uses only 'Corridor Passing' state after step 58. Without the cooperation of the two states, the robot fails to turn the corner or collides to the corner. Fig. 25 shows what happens when there is no cooperation of the two states. As can be seen, the robot collides to the corner in case of using only 'Corridor Passing' state. Therefore, we can assert that the robot has acquired the ability of cooperation among basis rules during the evolution process. 
D. Adaptive Behaviors in Different Environments
As can be seen in the previous sections, the evolved FLC can control the Khepera mobile robot appropriately in a given environment. In this section, application to different environments is presented. The environments are different from the trained environment as shown in Fig. 26 . In these new environments, the robot is also able to reach the goal point, which means that the evolved FLC has the ability to navigate in environments that are different from the trained. The problems that have the same level of complexity as Fig. 26 might be solved and our approach is promising in that the controller is automatically constructed through the adaptation to the environments autonomously. As further research, the fitness function should be revised to contain more components such as wheel torques and velocities in order for the robot to turn around without tumbling over in real environments. Real world experiments should be also done to support the simulation results. Comparisons are necessary on the performance and adaptability with other conventional methods for constructing mobile robot controllers.
CAPTION LIST Fig. 1 . Mobile robot, Khepera. Fig. 2 . Position of some parts of the robot [17] . LEDs. Serial line (S) connector. Reset button. Jumpers for the running mode selection. Infra-Red proximity sensors. Battery recharge connector. ON-OFF battery switch. Second reset button. . General procedure of GA. Fig. 7 . Fuzzy system tuning by GA. Fig. 8 . Encoding of FLC parameters. Fig. 9 . Encoding of membership function. Fig. 10 . Encoding of a rule. Fig. 11 . The environment used for evolving the robot. Fig. 12 . Fitness change by generation. Fig. 13 . Trajectory of a successful robot in the simulation environment. Table 1 . Linguistic values and meanings. Table 2 . Evolved fuzzy rules.
