This paper introduces a prototype model in an attempt to capture some aspects of limit order book dynamics simulating market trading mechanisms. We start with a discrete time/space Markov process and then perform a re-scaling procedure leading to a deterministic dynamical system controlled by non-linear ODEs. This allows us to introduce approximants for the equilibrium distribution of the model represented by fixed points of deterministic dynamics.
I. INTRODUCTION. THE UNDERLYING MARKOV PROCESS
In what follows, LOB stands for the limit order book, a trading mechanism adopted in many modern financial markets. For a detailed description of some common LOB models and their applications, see [1] , [2] and references therein. In this paper we present a different model, including elements of queueing behavior of orders, and study it by using some techniques of asymptotic analysis. The model considered here is a prototype model which does not aim to take into account all features that can be viewed as defining, either theoretically or practically.
Our model differs from known models of the LOB in a number of aspects. Arguably, this model (as a number of others) can be a subject of criticism. In particular, the strategic behavior of the model and some further details do not match really existing LOBs. For instance, we do not encrypt in the basic Markov process a clear concept of the Best Ask and the Best Bid prices, ignore FCFS features of the LOB dynamics, as well as the possibility of several orders to be fulfilled simultaneously, etc. In response to (deserved) criticism, we have to say the following. (I) The concept of the LOB cannot be considered as fixed. A number of emerging market exchanges are actively researching on possible LOB formats before putting them into operation, and the LOB in one place and at a given period may differ from that elsewhere, although basic principles would perhaps be preserved. (II) The model, in our view, has a potential to cover most of the features that are considered important in the practical applications. See also the concluding remarks at the end of the paper.
A novelty of our approach is that the parameters of the original random (Markov) process are re-scaled, and a limiting dynamical system emerges, with a deterministic behavior described by a system of non-linear ordinary differential equations. Such techniques greatly simplify the structure of the model, and this phenomenon extends far beyond simple examples like the current prototype model.
A similar approach is commonly used in the literature on stochastic communication networks; see, e.g., [3] and its sequels (in particular, [4] ). In the present paper we consider a simplified model with 'minimal' number of constant parameters, where some of technically involved issues are absent. We also omit proofs, referring the reader to forthcoming publications beginning with [5] .
The rationale for the models below is as follows. We consider a single-commodity market where prices may be at one of N distinct levels (say, c 1 < c 2 < . . . < c N , although the exact meaning of these values is of no importance). The market is operating in discrete times 0, δ, 2δ, . . .. At a given time tδ, t = 0, 1, . . ., there are b i (t) traders prepared to buy a unit of the commodity at price c i and s i (t) traders prepared to sell it at this price, which leads to vectors
Here Z + = {0, 1, . . .} stands for a non-negative integer halflattice and Z N + for the non-negative integer N -dimensional lattice orthant. The pair (b(t), s(t)) represent a state of a Markov process U (t) that will be the subject of our analysis.
If b i (t) ≥ s i (t) > 0 then each of the sellers gets a trade with probability p T ∈ (0, 1] and leaves the market, together with his buyer companion. Therefore, both values b i (t) and s i (t) decrease by a random number n = 0, 1, . . . , s i (t) with the binomial probability. A seller among s i −n who did not get the trade either (i) quits the market with probability p Q ∈ (0, 1) or (ii) moves to the price level c i−1 with probability p M ∈ (0, 1) or (iv) remains at the same level with probability 1 − p Q − p M . (One can think that for this seller a random experiment is performed, with three outcomes.) Similarly, a buyer among b i (t) − n who did not get the trade quits the market with probability p Q ∈ (0, 1) or moves to the price level c i+1 with probability p M ∈ (0, 1) or remains at the same level with
> 0 then each of the buyers gets a trade with probability p T ∈ (0, 1] and leaves the market, together with his seller companion. The remaining traders at the price level c i proceed as above. After not getting a trade at price level c N , a buyer leaves the system with probability p Q + p M . Similarly, after not getting the trade at price level c 1 , a seller leaves the system with probability p Q + p M .
In addition, at every time point tδ a random number of new buyers arrive and position themselves at the price level c 1 ; it is distributed according to a Poisson law with mean Λ b > 0. Similarly, at every time tδ a Poisson random number of sellers arrive and take a position at price level c N ; the mean value of this variable is Λ s > 0.
All described events occur at each level independently. This generates the aforementioned Markov process
the process {U (t)} is irreducible, aperiodic and positive recurrent. Therefore, it has a unique set of equilibrium probabilities
, and ∀ initial state U (0) (deterministic or random), the distribution of the random state U (t) at time t converges weakly to π as t → ∞:
II. SCALING LIMIT
The explicit form of the equilibrium distribution π of process { U (t) } (and even probabilities of transitions (b, s) → (b ′ , s ′ )) are too cumbersome to work with. This fact makes it desirable to develop efficient methods of approximation. In this paper we focus on one such method based on scaling the parameters of the process (including states and time-steps), supposing that Λ b/s are sufficiently large.
The re-scaling procedure is as follows: we set
where γ > 0, α Q > 0, α M > 0, λ b > 0 and λ s > 0 are fixed and L → ∞. In addition, we re-scale the states and the time: pictorially,
Formally, denoting the Markov process generated for a given L by U (L) , we consider the continuous-time process
where ⌈a⌉ stands for the integer part of a > 0. Set: R + = (0, ∞) (a positive half-line), then R N + is a positive orthant in N dimensions. Suppose we are given a pair of vectors (x(0), y(0)) ∈ R N + × R N + where x(0) = (x 1 (0), . . . , x N (0)), y(0) = (y 1 (0), . . . , y N (0)). Consider the following system of first-order ODEs for functions x i = x i (τ ) and y i = y i (τ ) where τ > 0 and 1 ≤ i ≤ N :
with the initial data
The fixed point ( x * , y * ) of system (2) has x * = (x * 1 , . . . , x * N ) and y * = (y * 1 , . . . , y * N ) where x * i and y * i give a solution to
Both systems (2)- (3) and (4) are non-linear. However, the nonlinearity 'disappears' at a local level which greatly simplifies the analysis of these systems. In Theorems 2 and 3 below, we use the distance generated by the Euclidean norm in R N × R N .
As τ → ∞, the solution approaches a fixed point, which yields a unique solution to system (4) :
Theorem 3. Suppose that the re-scaled initial states converge in probability: ∀ ϵ > 0, y(0) )
Then, ∀ T > 0, the process
(6) In particular, if x(0) = x * and y(0) = y * then
Moreover, if process { U (t), t ∈ Z + } is in equilibrium then Eqn (7) holds true.
III. FIXED POINTS IN THE SCALING LIMIT. CONCLUDING

REMARKS
The approximation developed in Theorem 3 calls for an analysis of solutions to (4) . As follows from the middle equations in (4), Lemma 4. The fixed-point entries satisfy
x * 1 > . . . > x * N and y * 1 < . . . < y * N . Consequently, the parameter space R 5 + formed by γ, α Q/M , and λ b/s is partitioned into open domains where one of the following generic patterns persists:
In each of these domains system (4) is linear.
Lemma 4 allows us to develop simple algorithms for calculating the fixed point ( x * , y * ) and analyze the character of convergence in (5) .
A particular algorithm for calculating ( x * , y * ) is based on the following recursion. Set
, k = 1, 2, . . . be the solution to the system
] . and these limits satisfy the system (4) .
Note that if γ ≫ α Q , α M at stationary state the trade is mainly performed at the price levels where x * i (t) is close to y * i (t).
We conclude with the following remarks. 1. We hope that the variation of these models parameters can help to determine factors attracting or repelling various 'market participants'. An important aspect of any model of the LOB is what possibilities it gives for an accurate prediction of the stochastic component in the dynamics of the market prices and volumes (Best Ask and Best Bid) and -if possible -of prices and volumes of trades.
2. The current set-up of the model presented in this paper admits straightforward generalizations to the case where parameters γ and α Q/M depend on i, 0 < i < N and on the trader type (b/s). Another generalization emerges if these parameters and λ b/s become state-dependent. It is also possible to allow the exogenous buyers and sellers to enter the system at any price level among c 1 , . . ., c N . To take into account elements of the FCFS discipline, one could introduce various priorities into the dynamics of process U (t).
3. There are several forms of convergence for which the assertion in Theorem 3 holds true. The dynamical system (2) itself gives rise to a limiting process with interesting properties.
4. Another valid approximation for process U (t) is a diffusion approximation working on a different scale from that in (1) .
These topics are subject to forthcoming research. See [5] and subsequent publications.
