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Abstract. The need for computing logarithms or square roots of real matrices arises in
a number of applied problems. A significant class of problems comes from medical imag-
ing. One of these problems is to interpolate and to perform statistics on data represented
by certain kinds of matrices (such as symmetric positive definite matrices in DTI). Another
important and difficult problem is the registration of medical images. For both of these prob-
lems, the ability to compute logarithms of real matrices turns out to be crucial. However, not
all real matrices have a real logarithm and thus, it is important to have sufficient conditions
for the existence (and possibly the uniqueness) of a real logarithm for a real matrix. Such
conditions (involving the eigenvalues of a matrix) are known, both for the logarithm and the
square root.
As far as I know, with the exception of Higham’s recent book [18], proofs of the results
involving these conditions are scattered in the literature and it is not easy to locate them.
Moreover, Higham’s excellent book assumes a certain level of background in linear algebra
that readers interested in applications to medical imaging may not possess so we feel that
a more elementary presentation might be a valuable supplement to Higham [18]. In this
paper, I present a unified exposition of these results, including a proof of the existence of
the Real Jordan Form, and give more direct proofs of some of these results using the Real
Jordan Form.
1
1 Introduction and Motivations
Theorems about the conditions for the existence (and uniqueness) of a real logarithm (or a
real square root) of a real matrix are the theoretical basis for various numerical methods for
exponentiating a matrix or for computing its logarithm using a method known as scaling and
squaring (resp. inverse scaling and squaring). Such methods play an important role in the
log-Euclidean framework due to Arsigny, Fillard, Pennec and Ayache and its applications to
medical imaging [1, 3, 4, 5].
The registration of medical images is an important and difficult problem. The work de-
scribed in Arsigny, Commowick, Pennec and Ayache [2] (and Arsigny’s thesis [1]) makes an
orginal and valuable contribution to this problem by describing a method for parametriz-
ing a class of non-rigid deformations with a small number of degrees of freedom. After a
global affine alignment, this sort of parametrization allows a finer local registration with very
smooth transformations. This type of parametrization is particularly well adpated to the
registration of histological slices, see Arsigny, Pennec and Ayache [5].
The goal is to fuse some affine or rigid transformations in such a way that the resulting
transformation is invertible and smooth. The direct approach which consists in blending N
global affine or rigid transformations, T1, . . . , TN using weights, w1, . . . , wN , does not work
because the resulting transformation,
T =
N∑
i=1
wiTi,
is not necessarily invertible. The purpose of the weights is to define the domain of influence
in space of each Ti.
The novel key idea is to associate to each rigid (or affine) transformation, T , of Rn, a
vector field, V , and to view T as the diffeomorphism, ΦV1 , corresponding to the time t = 1,
where ΦVt is the global flow associated with V . In other words, T is the result of integrating
an ODE
X ′ = V (X, t),
starting with some initial condition, X0, and T = X(1).
Now, it would be highly desirable if the vector field, V , did not depend on the time
parameter, and this is indeed possible for a large class of affine transformations, which is one
of the nice contributions of the work of Arsigny, Commowick, Pennec and Ayache [2].
Recall that an affine transformation, X 7→ LX + v, (where L is an n × n matrix and
X, v ∈ Rn) can be conveniently represented as a linear transformation from Rn+1 to itself if
we write (
X
1
)
7→
(
L v
0 1
)(
X
1
)
.
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Then, the ODE with constant coefficients
X ′ = LX + v,
can be written (
X ′
0
)
=
(
L v
0 0
)(
X
1
)
and, for every initial condition, X = X0, its unique solution is given by(
X(t)
1
)
= exp
(
t
(
L v
0 0
))(
X0
1
)
.
Therefore, if we can find reasonable conditions on matrices, T =
(
M t
0 1
)
, to ensure that
they have a unique real logarithm,
log(T ) =
(
L v
0 0
)
,
then we will be able to associate a vector field, V (X) = LX + v, to T , in such a way that T
is recovered by integrating the ODE, X ′ = LX + v. Furthermore, given N transformations,
T1, . . . , TN , such that log(T1), . . . , log(TN) are uniquely defined, we can fuse T1, . . . , TN at the
infinitesimal level by defining the ODE obtained by blending the vector fields, V1, . . . , VN ,
associated with T1, . . . , TN (with Vi(X) = LiX + vi), namely
V (X) =
N∑
i=1
wi(X)(LiX + vi).
Then, it is easy to see that the ODE,
X ′ = V (X),
has a unique solution for every X = X0 defined for all t, and the fused transformation is just
T = X(1). Thus, the fused vector field,
V (X) =
N∑
i=1
wi(X)(LiX + vi),
yields a one-parameter group of diffeomorphisms, Φt. Each transformation, Φt, is smooth
and invertible and is called a Log-Euclidean polyaffine tranformation, for short, LEPT . Of
course, we have the equation
Φs+t = Φs ◦ Φt,
3
for all s, t ∈ R so, in particular, the inverse of Φt is Φ−t. We can also interpret Φs as (Φ1)s,
which will yield a fast method for computing Φs. Observe that when the weight are scalars,
the one-parameter group is given by(
Φt(X)
1
)
= exp
(
t
N∑
i=1
wi
(
Li vi
0 0
))(
X
1
)
,
which is the Log-Euclidean mean of the affine transformations, Ti’s (w.r.t. the weights wi).
Fortunately, there is a sufficient condition for a real matrix to have a unique real logarithm
and this condition is not too restrictive in practice.
Let S(n) denotes the set of all real matrices whose eigenvalues, λ+iµ, lie in the horizontal
strip determined by the condition −pi < µ < pi. We have the following weaker version of
Theorem 3.10:
Theorem 1.1. The image, exp(S(n)), of S(n) by the exponential map is the set of real
invertible matrices with no negative eigenvalues and exp: S(n)→ exp(S(n)) is a bijection.
Theorem 1.1 is stated in Kenney and Laub [23] without proof. Instead, Kenney and Laub
cite DePrima and Johnson [13] for a proof but this latter paper deals with complex matrices
and does not contain a proof of our result either.
It is also known that under the same condition (no negative eigenvalues) every real n×n
matrix, A, has a real square root, that is, there is a real matrix, X, such that X2 = A.
Moreover, if the eigenvalues, ρ eiθ, of X satisfy the condition −pi
2
< θ < pi
2
, then X is unique
(see Theorem 4.8).
Actually, there is a necessary and sufficient condition for a real matrix to have a real
logarithm (or a real square root) but it is fairly subtle as it involves the parity of the number
of Jordan blocks associated with negative eigenvalues, see Theorem 3.4. The first occurrence
of this theorem that we have found in the literature is a paper by Culver [12] published in
1966. We offer a proof using Theorem 2.7, which is more explicit than Culver’s proof.
Curiously, complete and direct proofs of the main Theorems, 3.4, 3.10, and 4.8 do not
seem to exist and references found in various papers are sometimes incorrect (for more on
this, see the beginning of Section 3, the remark after the proof of Theorem 4.4 and the remark
after the proof of Theorem 4.8). Versions of these results do appear in Higham’s book [18]
but one of the theorems involved (Theorem 1.28) is not proved and closer examination reveals
that Theorem 1.36 (in Higham’s book) is needed to prove Theorem 1.28.
In view of all this, we feel that providing a unifying treatment and giving complete proofs
of these results will be of value to the mathematical community.
4
2 Jordan Decomposition and the Real Jordan Form
The proofs of the results stated in Section 1 make heavy use of the Jordan normal form of a
matrix and its cousin, the Jordan decomposition of a matrix into its semisimple part and its
nilpotent part. The purpose of this section is to review these concepts rather thoroughly to
make sure that the reader has the background necessary to understand the proofs in Section
3 and Section 4. We pay particular attention to the Real Jordan Form (Horn and Johnson
[20], Chapter 3, Section 4, Theorem 3.4.5, Hirsh and Smale [19] Chapter 6) which, although
familiar to experts in linear algebra, is typically missing from “standard” algebra books. We
give a complete proof of the Real Jordan Form as such a proof does not seem to be easily
found (even Horn and Johnson [20] only give a sketch of the proof, but it is covered in Hirsh
and Smale [19], Chapter 6).
Let V be a finite dimensional real vector space. Recall that we can form the complex-
ification, VC, of V . The space VC is the complex vector space, V × V , with the addition
operation given by
(u1, v1) + (u2, v2) = (u1 + u2, v1 + v2),
and the scalar multiplication given by
(λ+ iµ) · (u, v) = (λu− µv, µu+ λv) (λ, µ ∈ R).
Obviously
(0, v) = i · (v, 0),
so every vector, (u, v) ∈ VC, can written uniquely as
(u, v) = (u, 0) + i · (v, 0).
The map from V to VC given by u 7→ (u, 0) is obviously an injection and for notational
convenience, we write (u, 0) as u, we suppress the symbol (“dot”) for scalar multiplication
and we write
(u, v) = u+ iv, with u, v ∈ V.
Observe that if (e1, . . . , en) is a basis of V , then it is also a basis of VC.
Every linear map, f : V → V , yields a linear map, fC : VC → VC, with
fC(u+ iv) = f(u) + if(v), for all u, v ∈ V.
Definition 2.1. A linear map, f : V → V , is semisimple iff fC can be diagonalized. In terms
of matrices, a real matrix, A, is semisimple iff there are some matrices D and P with entries
in C, with P invertible and D a diagonal matrix, so that A = PDP−1. We say that f is
nilpotent iff f r = 0 for some positive integer, r, and a matrix, A, is nilpotent iff Ar = 0 for
some positive integer, r. We say that f is unipotent iff f − id is nilpotent and a matrix A is
unipotent iff A− I is nilpotent.
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If A is unipotent, then A = I + N where N is nilpotent. If r is the smallest integer so
that N r = 0 (the index of nilpotency of N), then it is easy to check that
I −N +N2 + · · ·+ (−1)r−1N r−1
is the inverse of A = I +N .
For example, rotation matrices are semisimple, although in general they can’t be di-
agonalized over R, since their eigenvalues are complex numbers of the form eiθ. Every
upper-triangular matrix where all the diagonal entries are zero is nilpotent.
Definition 2.2. If f : V → V is a linear map with V a finite vector space over R or C, a
Jordan decomposition of f is a pair of linear maps, fS, fN : V → V , with fS semisimple and
fN nilpotent, such that
f = fS + fN and fS ◦ fN = fN ◦ fS.
The theorem below is a very useful technical tool for dealing with the exponential map.
It can be proved from the so-called primary decomposition theorem or from the Jordan form
(see Hoffman and Kunze [22], Chapter 6, Section 4 or Bourbaki [8], Chapter VII, §5).
Theorem 2.1. If V is a finite dimensional vector space over C, then every linear map,
f : V → V , has a unique Jordan decomposition, f = fS + fN . Furthermore, fS and fN can
be expressed as polynomials in f with no constant term.
Remark: In fact, Theorem 2.1 holds for any finite dimensional vector space over a perfect
field , K (this means that either K has characteristic zero of that Kp = K, where Kp =
{ap | a ∈ K} and where p ≥ 2 is the characteristic of the field K). The proof of this
stronger version of Theorem 2.1 is more subtle and involves some elementary Galois theory
(see Hoffman and Kunze [22], Chapter 7, Section 4 or, for maximum generality, Bourbaki
[8], Chapter VII, §5).
We will need Theorem 2.1 in the case where V is a real vector space. In fact we need a
slightly refined version of Theorem 2.1 for K = R known as the Real Jordan form. First, let
us review Jordan matrices and real Jordan matrices.
Definition 2.3. A (complex) Jordan block is an r × r matrix, Jr(λ), of the form
Jr(λ) =

λ 1 0 · · · 0
0 λ 1 · · · 0
...
...
. . . . . .
...
0 0 0
. . . 1
0 0 0 · · · λ
 ,
where λ ∈ C, with J1(λ) = (λ) if r = 1. A real Jordan block is either
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(1) a Jordan block as above with λ ∈ R, or
(2) a real 2r × 2r matrix, J2r(λ, µ), of the form
J2r(λ, µ) =

L(λ, µ) I 0 · · · 0
0 L(λ, µ) I · · · 0
...
...
. . . . . .
...
0 0 0
. . . I
0 0 0 · · · L(λ, µ)
 ,
where L(λ, µ) is a 2× 2 matrix of the form
L(λ, µ) =
(
λ −µ
µ λ
)
,
with λ, µ ∈ R, µ 6= 0, with I the 2 × 2 identity matrix and with J2(λ, µ) = L(λ, µ)
when r = 1.
A (complex) Jordan matrix , J , is an n× n block diagonal matrix of the form
J =
Jr1(λ1) · · · 0... . . . ...
0 · · · Jrm(λm)
 ,
where each Jrk(λk) is a (complex) Jordan block associated with some λk ∈ C and with
r1 + · · ·+ rm = n. A real Jordan matrix , J , is an n× n block diagonal matrix of the form
J =
Js1(α1) · · · 0... . . . ...
0 · · · Jsm(αm)
 ,
where each Jsk(αk) is a real Jordan block either associated with some αk = λk ∈ R as in (1)
or associated with some αk = (λk, µk) ∈ R2, with µk 6= 0, as in (2), in which case sk = 2rk.
To simplify notation, we often write J(λ) for Jr(λ) (or J(α) for Js(α)). Here is an
example of a Jordan matrix with four blocks:
J =

λ 1 0 0 0 0 0 0
0 λ 1 0 0 0 0 0
0 0 λ 0 0 0 0 0
0 0 0 λ 1 0 0 0
0 0 0 0 λ 0 0 0
0 0 0 0 0 λ 0 0
0 0 0 0 0 0 µ 1
0 0 0 0 0 0 0 µ

.
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In order to prove properties of the exponential of Jordan blocks, we need to understand
the deeper reasons for the existence of the Jordan form. For this, we review the notion of a
minimal polynomial.
Recall that a polynomial, p(X), of degree n ≥ 1 is a monic polynomial iff the monomial
of highest degree in p(X) is of the form Xn (that is, the coefficient of Xn is equal to 1). As
usual, let C[X] be the ring of polynomials
p(X) = a0X
n + a1X
n−1 + · · ·+ an−1X + an,
with complex coefficient, ai ∈ R, and let R[X] be the ring of polynomials with real coeffi-
cients, ai ∈ R. If V is a finite dimensional complex vector space and f : V → V is a given
linear map, every polynomial
p(X) = a0X
n + a1X
n−1 + · · ·+ an−1X + an,
yields the linear map denoted p(f), where
p(f)(v) = a0f
n(v) + a1f
n−1(v) + · · ·+ an−1f(v) + anv, for every v ∈ V ,
and where fk = f ◦ · · · ◦ f is the composition of f with itself k times. We also write
p(f) = a0f
n + a1f
n−1 + · · ·+ an−1f + anid.
 Do not confuse p(X) and p(f). The expression p(X) denotes a polynomial in the “inde-
terminate” X, whereas p(f) denotes a linear map from V to V .
For example, if p(X) is the polynomial
p(X) = X3 − 2X2 + 3X − 1,
if A is any n× n matrix, then p(A) is the n× n matrix
p(A) = A3 − 2A2 + 3A− I
obtained by formally substituting the matrix A for the variable X.
Thus, we can define a “scalar multiplication”, · : C[X]× V → V , by
p(X) · v = p(f)(v), v ∈ V.
We immediately check that
p(X) · (u+ v) = p(X) · u+ p(X) · v
(p(X) + q(X)) · u = p(X) · u+ q(X) · u
(p(X)q(X)) · u = p(X) · (q(X) · u)
1 · u = u,
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for all u, v ∈ V and all p(X), q(X) ∈ C[X], where 1 denotes the polynomial of degree 0 with
constant term 1.
It follows that the scalar multiplication, · : C[X]× V → V , makes V into a C[X]-module
that we will denote by Vf . Furthermore, as C is a subring of C[X] and as V is finite-
dimensional, V is finitely generated over C and so Vf is finitely generated as a module over
C[X].
Now, because V is finite dimensional, we claim that there is some polynomial, q(X), that
annihilates Vf , that is, so that
q(f)(v) = 0, for all v ∈ V.
To prove this fact, observe that if V has dimension n, then the set of linear maps from V to
V has dimension n2. Therefore any n2 + 1 linear maps must be linearly dependent, so
id, f, f 2, . . . , fn
2
are linearly dependent linear maps and there is a nonzero polynomial, q(X), of degree at
most n2 so that q(f)(v) = 0 for all v ∈ V . (In fact, by the Cayley-Hamilton Theorem,
the characteristic polynomial, qf (X) = det(X id − f), of f annihilates Vf , so there is some
annihilating polynomial of degree at most n.) By abuse of language (and notation), if q(X)
annihilates Vf , we also say that q(X) annihilates V .
The set of annihilating polynomials of V forms a principlal ideal in C[X], which means
that there is a unique monic polynomial of minimal degree, pf , annihilating V and every
other polynomial annihilating V is a multiple of pf . We call this minimal monic polynomial
annihilating V the minimal polynomial of f .
The fact that V is annihilated by some polynomial in C[X] makes Vf a torsion C[X]-
module. Furthermore, the ring C[X] has the property that every ideal is a principal ideal
domain, abbreviated PID (this means that every ideal is generated by a single polynomial
which can be chosen to be monic and of smallest degree). The ring R[X] is also a PID. In
fact, the ring k[X] is a PID for any field, k. But then, we can apply some powerful results
about the structure of finitely generated torsion modules over a PID to Vf and obtain various
decompositions of V into subspaces which yield useful normal forms for f , in particular, the
Jordan form.
Let us give one more definition before stating our next important theorem: Say that V is
a cyclic module iff V is generated by a single element as a C[X]-module, which means that
there is some u ∈ V so that u, f(u), f 2(u), . . . , fk(u), . . . , generate V .
Theorem 2.2. let V be a finite-dimensional complex vector space of dimension n. For every
linear map, f : V → V , there is a direct sum decomposition,
V = V1 ⊕ V2 ⊕ · · · ⊕ Vm,
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where each Vi is a cyclic C[X]-module such that the minimal polynomial of the restriction
of f to Vi is of the form (X − λi)ri. Furthermore, the number, m, of subspaces Vi and the
minimal polynomials of the Vi are uniquely determined by f and, for each such polynomial,
(X − λ)r, the number, mi, of Vi’s that have (X − λ)r as minimal polynomial (that is, if
λ = λi and r = ri) is uniquely determined by f .
A proof of Theorem 2.2 can be found in M. Artin [6], Chapter 12, Section 7, Lang [24],
Chapter XIV, Section 2, Dummit and Foote [14], Chapter 12, Section 1 and Section 3, or
D. Serre [27], Chapter 6, Section 3. A very good exposition is also given in Gantmacher
[15], Chapter VII, in particular, see Theorem 8 and Theorem 12. However, in Gantmacher,
elementary divisors are defined in a rather cumbersome manner in terms of ratios of deter-
minants of certain minors. This makes, at times, the proof unnecessarily hard to follow.
The minimal polynomials, (X − λi)ri , associated with the Vi’s are called the elementary
divisors of f . They need not be distinct. To be more precise, if the set of distinct elementary
divisors of f is
{(X − λ1)r1 , . . . , (X − λt)rt}
then (X − λ1)r1 appears m1 ≥ 1 times, (X − λ2)r2 appears m2 ≥ 1 times, ..., (X − λt)rt
appears mt ≥ 1 times, with
m1 +m2 + · · ·+mt = m.
The number, mi, is called the multiplicity of (X − λi)ri . Furthermore, if (X − λi)ri and
(X − λj)rj are two distinct elementary divisors, it is possible that ri 6= rj yet λi = λj.
Observe that (f−λiid)ri is nilpotent on Vi with index of nilpotency ri (which means that
(f −λiid)ri = 0 on Vi but (f −λiid)ri−1 6= 0 on Vi). Also, note that the monomials, (X−λi),
are the irreducible factors of the minimal polynomial of f .
Next, let us take a closer look at the subspaces, Vi. It turns out that we can find a “good”
basis of Vi so that in this basis, the restriction of f to Vi is a Jordan block.
Proposition 2.3. Let V be a finite-dimensional vector space and let f : V → V be a linear
map. If V is a cyclic C[X]-module and if (X − λ)n is the minimal polynomial of f , then
there is a basis of V of the form
((f − λid)n−1(u), (f − λid)n−2(u), . . . , (f − λid)(u), u),
for some u ∈ V . With respect to this basis, the matrix of f is the Jordan block
Jn(λ) =

λ 1 0 · · · 0
0 λ 1 · · · 0
...
...
. . . . . .
...
0 0 0
. . . 1
0 0 0 · · · λ
 .
Consequently, λ is an eigenvalue of f .
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Proof. A proof is given in Section 6.
Using Theorem 2.2 and Proposition 2.3 we get the Jordan form for complex matrices.
Theorem 2.4. (Jordan Form) For every complex n× n matrix, A, there is some invertible
matrix, P , and some Jordan matrix, J , so that
A = PJP−1.
If {λ1, . . . , λs} is the set of eigenvalues of A, then the diagonal elements of the Jordan
blocks of J are among the λi and every λi corresponds to one of more Jordan blocks of J .
Furthermore, the number, m, of Jordan blocks, the distinct Jordan block, Jri(λi), and the
number of times, mi, that each Jordan block, Jri(λi), occurs are uniquely determined by A.
The number mi is called the multiplicity of the block Jri(λi). Observe that the column
vector associated with the first entry of every Jordan block is an eigenvector of A. Thus, the
number, m, of Jordan blocks is the number of linearly independent eigenvectors of A.
Beside the references that we cited for the proof of Theorem 2.2, other proofs of Theorem
2.4 can be found in the literature. Often, these proofs do not cover the uniqueness statement.
For example, a nice proof is given in Godement [16], Chapter 35. Another interesting proof
is given in Strang [28], Appendix B. A more “computational proof” is given in Horn and
Johnson, [20], Chapter 3, Sections 1-4.
Observe that Theorem 2.4 implies that the characteristic polynomial, qf (X), of f is the
product of the elementary divisors of f (counted with their multiplicity). But then, qf (X)
must annihilate V . Therefore, we obtain a quick proof of the Cayley Hamilton Theorem (of
course, we had to work hard to get Theorem 2.4!). Also, the minimal polynomial of f is the
least common multiple (lcm) of the elementary divisors of f .
The following technical result will be needed for finding the logarithm of a real matrix:
Proposition 2.5. If J is a 2n×2n complex Jordan matrix consisting of two conjugate blocks
Jn(λ + iµ) and Jn(λ − iµ) of dimension n (µ 6= 0), then there is a permutation matrix, P ,
and matrix, E, so that
J = PEP−1,
where E is a block matrix of the form
E =

D I 0 · · · 0
0 D I · · · 0
...
...
. . . . . .
...
0 0 0
. . . I
0 0 0 · · · D
 ,
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and with D the diagonal 2× 2 matrix
D =
(
λ+ iµ 0
0 λ− iµ
)
.
Furthermore, there is a complex invertible matrix, Q, and a real Jordan matrix, C, so that
J = QCQ−1,
where C is of the form
C =

L I 0 · · · 0
0 L I · · · 0
...
...
. . . . . .
...
0 0 0
. . . I
0 0 0 · · · L
 ,
with
L =
(
λ −µ
µ λ
)
.
Proof. First, consider an example, namely,
J =

λ+ iµ 1 0 0
0 λ+ iµ 0 0
0 0 λ− iµ 1
0 0 0 λ− iµ
 .
If we permute rows 2 and 3, we get
λ+ iµ 1 0 0
0 0 λ− iµ 1
0 λ+ iµ 0 0
0 0 0 λ− iµ

and we permute columns 2 and 3, we get our matrix,
E =

λ+ iµ 0 1 0
0 λ− iµ 0 1
0 0 λ+ iµ 0
0 0 0 λ− iµ
 .
We leave it as an exercise to generalize this method to two n×n conjugate Jordan blocks to
prove that we can find a permutation matrix, P , so that E = P−1JP and thus, J = PEP−1.
Next, as µ 6= 0, the matrix L can be diagonalized and one easily checks that
D =
(
λ+ iµ 0
0 λ− iµ
)
=
(−i 1
−i −1
)(
λ −µ
µ λ
)(−i 1
−i −1
)−1
.
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Therefore, using the block diagonal matrix S = diag(S2, . . . , S2) consisting of n blocks
S2 =
(−i 1
−i −1
)
,
we see that
E = SCS−1
and thus,
J = PSCS−1P−1,
which yields our second result with Q = PS.
Proposition 2.5 shows that every (complex) matrix, A, is similar to a real Jordan matrix.
Unfortunately, if A is a real matrix, there is no guarantee that we can find a real invertible
matrix, P , so that A = PJP−1, with J a real Jordan matrix. This result known as the Real
Jordan Form is actually true but requires some work to be established. In this section, we
state the theorem without proof. A proof based on Theorem 2.2 is given in Section 6.
Theorem 2.6. (Real Jordan Form) For every real n×n matrix, A, there is some invertible
(real) matrix, P , and some real Jordan matrix, J , so that
A = PJP−1.
For every Jordan block, Jr(λ), of type (1), λ is some real eigenvalue of A and for every
Jordan block, J2r(λ, µ), of type (2), λ+ iµ is a complex eigenvalue of A (with µ 6= 0). Every
eigenvalue of A corresponds to one of more Jordan blocks of J . Furthermore, the number,
m, of Jordan blocks, the distinct Jordan block, Jsi(αi), and the number of times, mi, that
each Jordan block, Jsi(αi), occurs are uniquely determined by A.
Let A be a real matrix and let (X − α1)r1 , . . . , (X − αm)m1 be its list of elementary
divisors or, equivalently, let Jr1(α1), . . . , Jrm(αm) be its list of Jordan blocks. If, for every
ri and every real eigenvalue λi < 0, the number, mi, of Jordan blocks identical to Jri(αi) is
even, then there is a way to rearrange these blocks using the technique of Proposition 2.5 to
obtain a version of the real Jordan form that makes it easy to find logarithms (and square
roots) of real matrices.
Theorem 2.7. (Real Jordan Form, Special Version) Let A be a real n × n matrix and let
(X−α1)r1 , . . . , (X−αm)m1 be its list of elementary divisors or, equivalently, let Jr1(α1), . . .,
Jrm(αm) be its list of Jordan blocks. If, for every ri and every real eigenvalue αi < 0, the
number, mi, of Jordan blocks identical to Jri(αi) is even, then there is a real invertible matrix,
P , and a real Jordan matrix, J ′, such that A = PJ ′P−1 and
(1) Every block, Jri(αi), of J for which αi ∈ R and αi ≥ 0 is a Jordan block of type (1) of
J ′ (as in Definition 2.3), or
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(2) For every block, Jri(αi), of J for which either αi ∈ R and αi < 0 or αi = λi + iµi with
µi 6= 0 (λi, µi ∈ R), the corresponding real Jordan block of J ′ is defined as follows:
(a) If µi 6= 0, then J ′ contains the real Jordan block J2ri(λi, µi) of type (2) (as in
Definition 2.3), or
(b) If αi < 0 then J
′ contains the real Jordan block J2ri(αi, 0) whose diagonal blocks
are of the form
L(αi, 0) =
(
αi 0
0 αi
)
.
Proof. By hypothesis, for every real eigenvalue, αi < 0, for every ri, the Jordan block,
Jri(αi), occurs an even number of times say 2ti, so by using a permutation, we may assume
that we have ti pairs of identical blocks (Jri(αi), Jri(αi)). But then, for each pair of blocks
of this form, we can apply part (1) of Proposition 2.5 (since αi is its own conjugate), which
yields our result.
Remark: The above result generalizes the fact that when we have a rotation matrix, R, the
eigenvalues −1 occurring in the real block diagonal form of R can be paired up.
The following theorem shows that the “structure” of the Jordan form of a matrix is
preserved under exponentiation. This is an important result that will be needed to establish
the necessity of the criterion for a real matrix to have a real logarithm. Again, in this section,
we state the theorem without proof. A proof is given in Section 6.
Theorem 2.8. For any (real or complex) n × n matrix, A, if A = PJP−1 where J is a
Jordan matrix of the form
J =
Jr1(λ1) · · · 0... . . . ...
0 · · · Jrm(λm)
 ,
then there is some invertible matrix, Q, so that the Jordan form of eA is given by
eA = Qe(J)Q−1,
where e(J) is the Jordan matrix
e(J) =
Jr1(e
λ1) · · · 0
...
. . .
...
0 · · · Jrm(eλm)
 ,
that is, each Jrk(e
λk) is obtained from Jrk(λk) by replacing all the diagonal entries λk by e
λk .
Equivalently, if the list of elementary divisors of A is
(X − λ1)r1 , . . . , (X − λm)rm ,
then the list of elementary divisors of eA is
(X − eλ1)r1 , . . . , (X − eλm)rm .
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3 Logarithms of Real Matrices; Criteria for Existence
and Uniqueness
If A is any (complex) n× n matrix we say that a matrix, X, is a logarithm of A iff eX = A.
Our goal is to find conditions for the existence and uniqueness of real logarithms of real
matrices. The two main theorems of this section are Theorem 3.4 and Theorem 3.10. These
theorems are used in papers presenting methods for computing the logarithm of a matrix,
including Cheng, Higham, Kenney and Laub [11] and Kenney and Laub [23].
Reference [11] cites Kenney and Laub [23] for a proof of Theorem 3.10 but in fact, that
paper does not give a proof. Kenney and Laub [23] do state Theorem 3.10 as Lemma A2
of Appendix A, but they simply say that “the proof is similar to that of Lemma A1”. As
to the proof of Lemma A1, Kenney and Laub state without detail that it makes use of the
Cauchy integral formula for operators, a method used by DePrima and Johnson [13] to prove
a similar theorem for complex matrices (Section 4, Lemma 1) and where uniqueness is also
proved. Kenney and Laub point out that the third hypothesis in that lemma is redundant.
Theorem 3.10 also appears in Higham’s book [18] as Theorem 1.31. Its proof relies on
Theorem 1.28 and Theorem 1.18 (both in Higham’s book) but Theorem 1.28 is not proved
and only part of theorem 1.18 is proved in the text (closer examination reveals that Theorem
1.36 (in Higham’s book) is needed to prove Theorem 1.28). Although Higham’s Theorem
1.28 implies the injectivity statement of Theorem 3.8 we feel that the proof of Theorem 3.8
is of independent interest. Furthermore, Theorem 3.8 is a stronger result (it shows that exp
is a diffeomorphism).
Given this state of affairs where no explicit proof of Theorem 3.10 seems easily available,
we provide a complete proof of Theorem 3.10 using our special form of the Real Jordan
Form.
First, let us consider the case where A is a complex matrix. Now, we know that if A = eX ,
then det(A) = etr(X) 6= 0, so A must be invertible. It turns out that this condition is also
sufficient.
Recall that for every invertible matrix, P , and every matrix, A,
ePAP
−1
= PeAP−1
and that for every block diagonal matrix,
A =
A1 · · · 0... . . . ...
0 · · · Am
 ,
we have
eA =
e
A1 · · · 0
...
. . .
...
0 · · · eAm
 .
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Consequenly, the problem of finding the logarithm of a matrix reduces to the problem of
finding the logarithm of a Jordan block Jr(α) with α 6= 0. However, every such Jordan block,
Jr(α), can be written as
Jr(α) = αI +H = αI(I + α
−1H),
where H is the nilpotent matrix of index of nilpotency, r, given by
H =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
. . . . . .
...
0 0 0
. . . 1
0 0 0 · · · 0
 .
Furthermore, it is obvious that N = α−1H is also nilpotent of index of nilpotency, r, and we
have
Jr(α) = αI(I +N).
Logarithms of the diagonal matrix, αI, are easily found. If we write α = ρeiθ where
ρ > 0, then logα = log ρ+ i(θ + 2pih), for any h ∈ Z, and we can pick a logarithm of αI to
be
S =

log ρ+ iθ 0 · · · 0
0 log ρ+ iθ · · · 0
...
...
. . .
...
0 0 · · · log ρ+ iθ
 .
Observe that if we can find a logarithm, M , of I +N , as S commutes with any matrix and
as eS = αI and eM = I +N , we have
eS+M = eSeM = αI(I +N) = Jr(α),
which means that S +M is a logarithm of Jr(α). Therefore, the problem reduces to finding
the logarithm of a unipotent matrix, I + N . However, this problem always has a solution.
To see this, remember that for |u| < 1, the power series
log(1 + u) = u− u
2
2
+
u3
3
+ · · ·+ (−1)n+1u
n
n
+ · · ·
is normally convergent. It turns out that the above fact can be generalized to matrices in
the following way:
Proposition 3.1. For every n× n matrix, A, such that ‖A‖ < 1, the series
log(I + A) = A− A
2
2
+
A3
3
+ · · ·+ (−1)n+1A
n
n
+ · · ·
is normally convergent for any matrix norm ‖ ‖ (a matrix norm satisfies the inequality
‖AB‖ ≤ ‖A‖ ‖B‖). Furthermore, if ‖A‖ < 1, then
elog(I+A) = I + A.
16
Remark: For any matrix norm ‖ ‖ and any complex n× n matrix A, it can be shown that
ρ(A) = max
1≤i≤n
|λi| ≤ ‖A‖ ,
where the λi are the eigenvalues of A. Furthermore, the set of (complex) diagonalizable
matrices is dense in the set of all complex matrices (see Serre [27]). Using these two facts,
it can be shown that if ‖A‖ < 1, then
elog(I+A) = I + A
for any matrix norm.
For any given r ≥ 1, the exponential and the logarithm (of matrices) turn out to give a
homeomorphim between the set of nilpotent matrices, N , and the set of unipotent matrices,
I +N , for which N r = 0. Let N il(r) denote the set of (real or complex) nilpotent matrices
of any dimension n ≥ 1 such that N r = 0 and Uni(r) denote the set of unipotent matrices,
U = I +N , where N ∈ N il(r). If U = I +N ∈ Uni(r), note that log(I +N) is well-defined
since the power series for log(I +N) only has r − 1 nonzero terms,
log(I +N) = N − N
2
2
+
N3
3
+ · · ·+ (−1)rN
r−1
r − 1 .
Proposition 3.2. The exponential map, exp: N il(r)→ Uni(r), is a homeomorphism whose
inverse is the logarithm.
Proof. A complete proof can be found in Mmeimne´ and Testard [26], Chapter 3, Theorem
3.3.3. The idea is to prove that
log(eN) = N, for allN ∈ N il(r) and elog(U) = U, for all U ∈ Uni(r).
To prove the first identity, it is enough to show that for any fixed N ∈ N il(r), we have
log(etN) = tN, for all t ∈ R.
To do this, observe that the functions t 7→ tN and t 7→ log(etN) are both equal to 0 for t = 0.
Thus, it is enough to show that their derivatives are equal, which is left as an exercise.
Next, for any N ∈ N il(r), the map
t 7→ elog(I+tN) − (I + tN), t ∈ R
is a polynomial, since N r = 0. Furthermore, for t sufficiently small, ‖tN‖ < 1 and in
view of Proposition 3.1, we have elog(I+tN) = I + tN , so the above polynomial vanishes in a
neighborhood of 0, which implies that it is identically zero. Therefore, elog(I+N) = I +N , as
required. The continuity of exp and log is obvious.
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Proposition 3.2 shows that every unipotent matrix, I +N , has the unique logarithm
log(I +N) = N − N
2
2
+
N3
3
+ · · ·+ (−1)rN
r−1
r − 1 ,
where r is the index of nilpotency of N . Therefore, if we let M = log(I+N), we have finally
found a logarithm, S+M , for our original matrix, A. As a result of all this, we have proved
the following theorem:
Theorem 3.3. Every n× n invertible complex matrix, A, has a logarithm, X. To find such
a logarithm, we can proceed as follows:
(1) Compute a Jordan form, A = PJP−1, for A and let m be the number of Jordan blocks
in J .
(2) For every Jordan block, Jrk(αk), of J , write Jrk(αj) = αkI(I + Nk), where Nk is
nilpotent.
(3) If αk = ρke
iθk , with ρk > 0, let
Sk =

log ρk + iθk 0 · · · 0
0 log ρk + iθk · · · 0
...
...
. . .
...
0 0 · · · log ρk + iθk
 .
We have αkI = e
Sk .
(4) For every Nk, let
Mk = Nk − N
2
k
2
+
N3k
3
+ · · ·+ (−1)rkN
rk−1
rk − 1 .
We have I +Nk = e
Mk .
(5) If Yk = Sk +Mk and Y is the block diagonal matrix diag(Y1, . . . , Ym), then
X = PY P−1
is a logarithm of A.
Let us now assume that A is a real matrix and let us try to find a real logarithm. There is
no problem in finding real logarithms of the nilpotent parts but we run into trouble whenever
an eigenvalue is complex or real negative. Fortunately, we can circumvent these problems
by using the real Jordan form, provided that the condition of Theorem 2.7 holds.
The theorem below gives a necessary and sufficient condition for a real matrix to have a
real logarithm. The first occurrence of this theorem that we have found in the literature is a
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paper by Culver [12] published in 1966. The proofs in this paper rely heavily on results from
Gantmacher [15]. Theorem 3.4 is also stated in Horn and Johnson [21] as Theorem 6.4.15
(Chapter 6), but the proof is left as an exercise. We offer a proof using Theorem 2.7 which
is more explicit than Culver’s proof.
Theorem 3.4. Let A be a real n× n matrix and let (X − α1)r1 , . . . , (X − αm)m1 be its list
of elementary divisors or, equivalently, let Jr1(α1), . . ., Jrm(αm) be its list of Jordan blocks.
Then, A has a real logarithm iff A is invertible and if, for every ri and every real eigenvalue
αi < 0, the number, mi, of Jordan blocks identical to Jri(αi) is even.
Proof. First, assume that A satisfies the conditions of Theorem 3.4. Since the matrix A
satisfies the condition of Theorem 2.7, there is a real invertible matrix, P , and a real Jordan
matrix, J ′, so that
A = PJ ′P−1,
where J ′ satisfies conditions (1) and (2) of Theorem 2.7. As A is invertible, every block
of J ′ of the form Jrk(αk) corresponds to a real eigenvalue with αk > 0 and we can write
Jrk(αj) = αkI(I + Nk), where Nk is nilpotent. As in Theorem 3.3 (4), we can find a real
logarithm, Mk, of I +Nk and as αk > 0, the diagonal matrix αkI has the real logarithm
Sk =

logαk 0 · · · 0
0 logαk · · · 0
...
...
. . .
...
0 0 · · · logαk
 .
Set Yk = Sk +Mk.
The other real Jordan blocks of J ′ are of the form J2rk(λk, µk), with λk, µk ∈ R, not both
zero. Consequently, we can write
J2rk(λk, µk) = Dk +Hk = Dk(I +D
−1
k Hk)
where
Dk =
L(λk, µk) · · · 0... . . . ...
0 · · · L(λk, µk)

with
L(λk, µk) =
(
λk −µk
µk λk
)
,
and Hk is a real nilpotent matrix. If we let Nk = D
−1
k Hk, then Nk is also nilpotent,
J2rk(λk, µk) = Dk(I + Nk), and we can find a logarithm, Mk, of I + Nk as in Theorem
3.3 (4). We can write λk + iµk = ρke
iθk , with ρk > 0 and θk ∈ [−pi, pi), and then
L(λk, µk) =
(
λk −µk
µk λk
)
= ρk
(
cos θk − sin θk
sin θk cos θk
)
.
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If we set
S(ρk, θk) =
(
log ρk −θk
θk log ρk
)
,
a real matrix, we claim that
L(λk, µk) = e
S(ρk,θk).
Indeed, S(ρk, θk) = log ρkI + θkE2, with
E2 =
(
0 −1
1 0
)
,
and it is well known that
eθkE2 =
(
cos θk − sin θk
sin θk cos θk
)
,
so, as log ρkI and θkE2 commute, we get
eS(ρk,θk) = elog ρkI+θkE2 = elog ρkIeθkE2 = ρk
(
cos θk − sin θk
sin θk cos θk
)
= L(λk, µk).
If we form the real block diagonal matrix,
Sk =
S(ρk, θk) · · · 0... . . . ...
0 · · · S(ρk, θk)
 ,
we have Dk = e
Sk . Since Sk and Mk commute (observe that Mk is obtained from adding
up powers of Nk and Nk only has 2 × 2 blocks above a diagonal of 2 × 2 blocks and so, it
commutes with a block diagonal matrix of 2× 2 blocks) and
eSk+Mk = eSkeMk = Dk(I +Nk) = J2rk(λk, µk),
the matrix Yk = Sk + Mk is a logarithm of J2rk(λk, µk). Finally, if Y is the block diagonal
matrix diag(Y1, . . . , Ym), then X = PY P
−1 is a logarithm of A.
Let us now prove that if A has a real logarithm, X, then A satisfies the condition
of Theorem 3.4. As we said before, A must be invertible. Since X is a real matrix, we
know from the proof of Theorem 2.6 that the Jordan blocks of X associated with complex
eigenvalues occur in conjugate pairs, so they are of the form
Jrk(αk), αk ∈ R,
Jrk(αk) and Jrk(αk), αk = λk + iµk, µk 6= 0.
By Theorem 2.8, the Jordan blocks of A = eX are obtained by replacing each αk by e
αk ,
that is, they are of the form
Jrk(e
αk), αk ∈ R,
Jrk(e
αk) and Jrk(e
αk), αk = λk + iµk, µk 6= 0.
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If αk ∈ R, then eαk > 0, so the negative eigenvalues of A must be of the form eαk or
eαk , with αk complex. This implies that αk = λk + (2h + 1)ipi, for some h ∈ Z, but then
αk = λk − (2h+ 1)ipi and so
eαk = eαk .
Consequently, negative eigenvalues of A are associated with Jordan blocks that occur in pair,
as claimed.
Remark: It can be shown (see Culver [12]) that all the logarithms of a Jordan block, Jrk(αk),
corresponding to a real eigenvalue αk > 0 are obtained by adding the matrices
i2pihkI, hk ∈ Z,
to the solution given by the proof of Theorem 3.4 and that all the logarithms of a Jordan
block, J2rk(αk, βk), are obtained by adding the matrices
i2pihkI + 2pilkE hk, lk ∈ Z,
to the solution given by the proof of Theorem 3.4, where
E =
E2 · · · 0... . . . ...
0 · · · E2
 , E2 = (0 −11 0
)
.
One should be careful no to relax the condition of Theorem 3.4 to the more liberal
condition stating that for every Jordan block, Jrk(αk), for which αk < 0, the dimension rk
is even (i.e, αk occurs an even number of times). For example, the following matrix
A =
(−1 1
0 −1
)
satisfies the more liberal condition but it does not possess any real logarithm, as the reader
will verify. On the other hand, we have the following corollary:
Corollary 3.5. For every real invertible matrix, A, if A has no negative eigenvalues, then
A has a real logarithm.
More results about the number of real logarithms of real matrices can be found in Culver
[12]. In particular, Culver gives a necessary and sufficient condition for a real matrix, A, to
have a unique real logarithm. This condition is quite strong. In particular, it requires that
all the eigenvalues of A be real and positive.
A different approach is to restrict the domain of real logarithms to obtain a sufficient
condition for the uniqueness of a logarithm. We now discuss this approach. First, we state
the following property that will be useful later:
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Proposition 3.6. For every (real or complex) invertible matrix, A, there is a semisimple
matrix, S, and a unipotent matrix, U , so that
A = SU and SU = US.
Furthermore, S and U as above are unique.
Proof. Proposition 3.6 follows immediately from Theorem 2.1, the details are left as an
exercise.
The form, SU , of an invertible matrix is often called the multiplicative Jordan decompo-
sition.
Definition 3.1. Let S(n) denote the set of all real matrices whose eigenvalues, λ + iµ, lie
in the horizontal strip determined by the condition −pi < µ < pi.
It is easy to see that S(n) is star-shaped (which means that if it contains A, then it
contains λA for all λ ∈ [0, 1]) and open (because the roots of a polynomial are continuous
functions of the coefficients of the polynomial). As S(n) is star-shaped, it is path-connected.
Furthermore, if A ∈ S(n), then PAP−1 ∈ S(n) for every invertible matrix, P . The remark-
able property of S(n) is that the restriction of the exponential to S(n) is a diffeomorphism
onto its image. To prove this fact we will need the following proposition:
Proposition 3.7. For any two real or complex matrices, S1 and S2, if the eigenvalues,
λ + iµ, of S1 and S2 satisfy the condition −pi < µ ≤ pi, if S1 and S2 are semisimple and if
eS1 = eS2, then S1 = S2.
Proof. Since S1 and S2 are semisimple, they can be diagonalized over C, so let (u1, . . . , un)
be a basis of eigenvectors of S1 associated with the (possibly complex) eigenvalues λ1, . . . , λn
and let (v1, . . . , vn) be a basis of eigenvectors of S2 associated with the (possibly complex)
eigenvalues µ1, . . . , µn. We prove that if e
S1 = eS2 = A, then S1(vi) = S2(vi) for all vi, which
shows that S1 = S2.
Pick any eigenvector, vi, of S2 and write v = vi and µ = µi. We have
v = α1u1 + · · ·+ αkuk,
for some unique αj’s. We compute A(v) in two different ways. We know that e
µ1 , . . . , eµn
are the eigenvalues of eS2 for the eigenvectors v1, . . . , vn, so
A(v) = eS2(v) = eµv = α1e
µu1 + · · ·+ αkeµuk.
Similarly, we know that eλ1 , . . . , eλn are the eigenvalues of eS1 for the eigenvectors u1, . . . , un,
so
A(v) = A(α1u1 + · · ·+ αkuk)
= α1A(u1) + · · ·+ αkA(uk)
= α1e
S1(u1) + · · ·+ αkeS1(uk)
= α1e
λ1u1 + · · ·+ αkeλnuk.
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Therefore, we deduce that
αke
µ = αke
λk , 1 ≤ k ≤ n.
Consequently, if αk 6= 0, then
eµ = eλk ,
which implies µ − λk = i2pih, for some h ∈ Z. However, due to the hypothesis on the
eigenvalues of S1 and S2, µ and λi must belong to the horizontal strip determined by the
condition −pi < =(z) ≤ pi, so we must have h = 0 and then µ = λk.
If we let I = {k | λk = µ} (which is nonempty since v 6= 0), then v =
∑
k∈I αkuk and we
have
S1(v) = S1
(∑
k∈I
αkuk
)
=
∑
k∈I
αkS1(uk)
=
∑
k∈I
αkλkuk
=
∑
k∈I
αkµuk
= µ
∑
k∈I
αkuk = µv.
Therefore, S1(v) = µv. As µ is an eigenvector of S2 for the eigenvalue µ, we also have
S2(v) = µv. Therefore,
S1(vi) = S2(vi), i = 1, . . . , n,
which proves that S1 = S2.
Obviously, Proposition 3.7 holds for real semisimple matrices, S1, S2, in S(n), since the
condition for being in S(n) is −pi < =(α) < pi for every eigenvalue, α, of S1 or S2.
We can now state our next theorem, an important result. This theorem is a consequence
of a more general fact proved in Bourbaki [9] (Chapter III, Section 6.9, Proposition 17, see
also Theorem 6).
Theorem 3.8. The restriction of the exponential map to S(n) is a diffeomorphism of S(n)
onto its image, exp(S(n)). If A ∈ exp(S(n)), then PAP−1 ∈ S(n), for every (real) invert-
ible matrix, P . Furthermore, exp(S(n)) is an open subset of GL(n,R) containing I and
exp(S(n)) contains the open ball, B(I, 1) = {A ∈ GL(n,R) | ‖A− I‖ < 1}, for every norm
‖ ‖ on n× n matrices satisfying the condition ‖AB‖ ≤ ‖A‖ ‖B‖.
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Proof. A complete proof is given in Mmeimne´ and Testard [26], Chapter 3, Theorem 3.8.4.
Part of the proof consists in showing that exp is a local diffeomorphism and for this, to prove
that d exp(X) is invertible. This requires finding an explicit formula for the derivative of the
exponential and we prefer to omit this computation, which is quite technical. Proving that
B(I, 1) ⊆ S(n) is easier but requires a little bit of complex analysis. Once these facts are
established, it remains to prove that exp is injective on S(n), which we will prove.
The trick is to use both the Jordan decomposition and the multiplicative Jordan de-
composition! Assume that X1, X2 ∈ S(n) and that eX1 = eX2 . Using Theorem 2.1 we can
write X1 = S1 + N1 and X2 = S2 + N2, where S1, S2 are semisimple, N1, N2 are nilpotent,
S1N1 = N1S1, and S2N2 = N2S2. From e
X1 = eX2 , we get
eS1eN1 = eS1+N1 = eS2+N2 = eS2eN2 .
Now, S1 and S2 are semisimple, so e
S1 and eS2 are semisimple and N1 and N2 are nilpotent
so eN1 and eN2 are unipotent. Moreover, as S1N1 = N1S1 and S2N2 = N2S2, we have
eS1eN1 = eN1eS1 and eS2eN2 = eN2eS2 . By the uniqueness property of Proposition 3.6, we
conclude that
eS1 = eS2 and eN1 = eN2 .
Now, as N1 and N2 are nilpotent, there is some r so that N
r
1 = N
r
2 = 0 and then, it is clear
that eN1 = I + N˜1 and e
N2 = I + N˜2 with N˜
r
1 = 0 and N˜
r
2 = 0. Therefore, we can apply
Proposition 3.2 to conclude that
N1 = N2.
As S1, S2 ∈ S(n) are semisimple and eS1 = eS2 , by Proposition 3.7, we conclude that
S1 = S2.
Therefore, we finally proved that X1 = X2, showing that exp is injective on S(n).
Remark: Since proposition 3.7 holds for semisimple matrices, S, such that the condition
−pi < µ ≤ pi holds for every eigenvalue, λ + iµ, of S, the restriction of the exponential to
real matrices, X, whose eigenvalues satisfy this condition is injective. Note that the image of
these matrices under the exponential contains matrices, A = eX , with negative eigenvalues.
Thus, combining Theorem 3.4 and the above injectivity result we could state an existence
and uniqueness result for real logarithms of real matrices that is more general than Theorem
3.10 below. However this is not a practical result since it requires a condition on the number
of Jordan blocks and such a condition is hard to check. Thus, we will restrict ourselves to
real matrices with no negative eigenvalues (see Theorem 3.10).
Since the eigenvalues of a nilpotent matrix are zero and since symmetric matrices have
real eigenvalues, Theorem 3.8 has has two interesting corollaries. Denote by S(n) the vector
space of real n × n matrices and by SPD(n) the set of n × n symmetric, positive, definite
matrices. It is known that exp: S(n)→ SPD(n) is a bijection.
24
Corollary 3.9. The exponential map has the following properties:
(1) The map exp: N il(r)→ Uni(r) is a diffeomorphism.
(2) The map exp: S(n)→ SPD(n) is a diffeomorphism.
By combining Theorem 3.4 and Theorem 3.8 we obtain the following result about the
existence and uniqueness of logarithms of real matrices:
Theorem 3.10. (a) If A is any real invertible n×n matrix and A has no negative eigenvalues,
then A has a unique real logarithm, X, with X ∈ S(n).
(b) The image, exp(S(n)), of S(n) by the exponential map is the set of real invertible ma-
trices with no negative eigenvalues and exp: S(n)→ exp(S(n)) is a diffeomorphism between
these two spaces.
Proof. (a) If we go back to the proof of Theorem 3.4, we see that complex eigenvalues of the
logarithm, X, produced by that proof only occur for matrices
S(ρk, θk) =
(
log ρk −θk
θk log ρk
)
,
associated with eigenvalues λk + iµk = ρk e
iθk . However, the eigenvalues of such matrices are
log ρk ± iθk and since A has no negative eigenvalues, we may assume that −pi < θk < pi, and
so X ∈ S(n), as desired. By Theorem 3.8, such a logarithm is unique.
(b) Part (a) proves that the set of real invertible matrices with no negative eigenvalues
is contained in exp(S(n)). However, for any matrix, X ∈ S(n), since every eigenvalue of eX
is of the form eλ+iµ = eλeiµ for some eigenvalue, λ + iµ, of X and since λ + iµ satisfies the
condition −pi < µ < pi, the number, eiµ, is never negative, so eX has no negative eigenvalues.
Then, (b) follows directly from Theorem 3.8.
Remark: Theorem 3.10 (a) first appeared in Kenney and Laub [23] (Lemma A2, Appendix
A) but without proof.
4 Square Roots of Real Matrices; Criteria for Exis-
tence and Uniqueness
In this section we investigate the problem of finding a square root of a matrix, A, that is, a
matrix, X, such that X2 = A. If A is an invertible (complex) matrix, then it always has a
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square root, but singular matrices may fail to have a square root. For example, the nilpotent
matrix,
H =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
. . . . . .
...
0 0 0
. . . 1
0 0 0 · · · 0

has no square root (ckeck this!). The problem of finding square roots of matrices is thoroughly
investigated in Gantmacher [15], Chapter VIII, Sections 6 and 7. For singular matrices,
finding a square root reduces to the problem of finding the square root of a nilpotent matrix,
which is not always possible. A necessary and sufficient condition for the existence of a
square root is given in Horn and Johnson [21], see Chapter 6, Section 4, especially Theorem
6.1.12 and Theorem 6.4.14. This criterion is rather complicated because its deals with non-
singular as well as singular matrices. In this paper, we will restrict our attention to invertible
matrices. The main two Theorems of this section are Theorem 4.4 and Theorem 4.8. The
former theorem appears in Higham [17] (Theorem 5). The first step is to prove a version of
Theorem 2.8 for the function A 7→ A2, where A is invertible. In this section, we state the
following theorem without proof. A proof is given in Section 6.
Theorem 4.1. For any (real or complex) invertible n× n matrix, A, if A = PJP−1 where
J is a Jordan matrix of the form
J =
Jr1(λ1) · · · 0... . . . ...
0 · · · Jrm(λm)
 ,
then there is some invertible matrix, Q, so that the Jordan form of A2 is given by
eA = Qs(J)Q−1,
where s(J) is the Jordan matrix
s(J) =
Jr1(λ
2
1) · · · 0
...
. . .
...
0 · · · Jrm(λ2m)
 ,
that is, each Jrk(λ
2
k) is obtained from Jrk(λk) by replacing all the diagonal enties λk by λ
2
k.
Equivalently, if the list of elementary divisors of A is
(X − λ1)r1 , . . . , (X − λm)rm ,
then the list of elementary divisors of A2 is
(X − λ21)r1 , . . . , (X − λ2m)rm .
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Remark: Theorem 4.1 can be easily generalized to the map A 7→ Ap, for any p ≥ 2, that
is, by replacing A2 by Ap, provided A is invertible. Thus, if the list of elementary divisors
of A is
(X − λ1)r1 , . . . , (X − λm)rm ,
then the list of elementary divisors of Ap is
(X − λp1)r1 , . . . , (X − λpm)rm .
The next step is to find the square root of a Jordan block. Since we are assuming that
our matrix is invertible, every Jordan block, Jrk(αk), can be written as
Jrk(αk) = αkI
(
I +
H
αk
)
,
where H is nilpotent. It is easy to find a square root of αkI. If αk = ρke
θk , with ρk > 0,
then
Sk =

√
ρk e
i
θk
2 0 · · · 0
0
√
ρk e
i
θk
2 · · · 0
...
...
. . .
...
0 0 · · · √ρk ei
θk
2

is a square root of αkI. Therefore, the problem reduces to finding square roots of unipotent
matrices. For this, we recall the power series
(1 + x)
1
2 = 1 +
1
2
x+ · · ·+ 1
n!
1
2
(
1
2
− 1
)
· · ·
(
1
2
− n+ 1
)
xn + · · ·
=
∞∑
n=0
(−1)n−1 (2n)!
(2n− 1)(n!)222n x
n,
which is normally convergent for |x| < 1. Then, we can define the power series, R, of a
matrix variable, A, by
R(A) =
∞∑
n=1
(−1)n−1 (2n)!
(2n− 1)(n!)222n A
n,
and this power series converges normally for ‖A‖ < 1. As a formal power series, note that
R(0) = 0 and R′(0) = 1
2
6= 0 so, by a theorem about formal power series, R has a unique
inverse, S, such that S(0) = 0 (see Lang [25] or H. Cartan [10]). But, if we consider the
power series, S(A) = (I + A)2 − I, when A is a real number, we have R(A) = √1 + A− 1,
so we get
R ◦ S(A) =
√
1 + (1 + A)2 − 1− 1 = A,
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from wich we deduce that S and R are mutual inverses. But, R converges everywhere and
S converges for ‖A‖ < 1, so by another theorem about converging power series, if we let√
I + A = R(A) + I, there is some r, with 0 < r < 1, so that
(
√
I + A)2 = I + A, if ‖A‖ < r
and √
(I + A)2 = I + A, if ‖A‖ < r.
If A is unipotent, that is, A = I+N with N nilpotent, we see that the series has only finitely
many terms. This fact allows us to prove the proposition below.
Proposition 4.2. The squaring map, A 7→ A2, is a homeomorphism from Uni(r) to itself
whose inverse is the map A 7→ √A = R(A− I) + I.
Proof. If A = I +N with N r = 0, as A2 = I + 2N +N2 it is clear that (2N +N2)r = 0, so
the squaring map is well defined on unipotent matrices. We use the technique of Proposition
3.2. Consider the map
t 7→ (√I + tN)2 − (I + tN), t ∈ R.
It is a polynomial since N r = 0. Furthermore, for t sufficiently small, ‖tN‖ < 1 and we
have (
√
I + tN)2 = I + tN , so the above polynomial vanishes in a neighborhood of 0, which
implies that it is identically zero. Therefore, (
√
I +N)2 = I +N , as required.
Next, consider the map
t 7→
√
(I + tN)2 − (I + tN), t ∈ R.
It is a polynomial since N r = 0. Furthermore, for t sufficiently small, ‖tN‖ < 1 and we have√
(I + tN)2 = I + tN , so we conclude as above that the above map is identically zero and
that
√
(I +N)2 = I +N .
Remark: Proposition 4.2 can be easily generalized to the map A 7→ Ap, for any p ≥ 2, by
using the power series
(I + A)
1
p = I +
1
p
A+ · · ·+ 1
n!
1
p
(
1
p
− 1
)
· · ·
(
1
p
− n+ 1
)
An + · · · .
Using proposition 4.2, we can find a square root for the unipotent part of a Jordan block,
Jrk(αk) = αkI
(
I +
H
αk
)
.
If Nk =
H
αk
, then √
I +Nk = I +
rk−1∑
j=1
(−1)j−1 (2j)!
(2j − 1)(j!)222j N
j
k
is a square root of I +Nk. Therefore, we obtained the following theorem:
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Theorem 4.3. Every (complex) invertible matrix, A, has a square root.
Remark: Theorem 4.3 can be easily generalized to pth roots, for any p ≥ 2,
We now consider the problem of finding a real square root of an invertible real matrix.
It turns out that the necessary and sufficient condition is exactly the condition for finding a
real logarithm of a real matrix.
Theorem 4.4. Let A be a real invertible n×n matrix and let (X−α1)r1 , . . . , (X−αm)m1 be
its list of elementary divisors or, equivalently, let Jr1(α1), . . ., Jrm(αm) be its list of Jordan
blocks. Then, A has a real square root iff for every ri and every real eigenvalue αi < 0, the
number, mi, of Jordan blocks identical to Jri(αi) is even.
Proof. The proof is very similar to the proof of Theorem 3.4 so we only point out the
necessary changes. Let J ′ be a real Jordan matrix so that
A = PJ ′P−1,
where J ′ satisfies conditions (1) and (2) of Theorem 2.7. As A is invertible, every block
of J ′ of the form Jrk(αk) corresponds to a real eigenvalue with αk > 0 and we can write
Jrk(αj) = αkI(I +Nk), where Nk is nilpotent. As in Theorem 4.3, we can find a real square
root, Mk, of I +Nk and as αk > 0, the diagonal matrix αkI has the real square root
Sk =

√
αk 0 · · · 0
0
√
αk · · · 0
...
...
. . .
...
0 0 · · · √αk
 .
Set Yk = SkMk.
The other real Jordan blocks of J ′ are of the form J2rk(λk, µk), with λk, µk ∈ R, not both
zero. Consequently, we can write
J2rk(λk, µk) = Dk(I +Nk)
where
Dk =
L(λk, µk) · · · 0... . . . ...
0 · · · L(λk, µk)

with
L(λk, µk) =
(
λk −µk
µk λk
)
,
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and Nk = D
−1
k Hk is nilpotent. We can find a square root, Mk, of I +Nk as in Theorem 4.3.
If we write λk + iµk = ρke
iθk , then
L(λk, µk) = ρk
(
cos θk − sin θk
sin θk cos θk
)
.
Then, if we set
S(ρk, θk) =
√
ρk
(
cos
(
θk
2
) − sin ( θk
2
)
sin
(
θk
2
)
cos
(
θk
2
) ) ,
a real matrix, we have
L(λk, µk) = S(ρk, θk)
2.
If we form the real block diagonal matrix,
Sk =
S(ρk, θk) · · · 0... . . . ...
0 · · · S(ρk, θk)
 ,
we have Dk = S
2
k and then the matrix Yk = SkMk is a square root of J2rk(λk, µk). Finally,
if Y is the block diagonal matrix diag(Y1, . . . , Ym), then X = PY P
−1 is a square root of A.
Let us now prove that if A has a real square root, X, then A satisfies the condition of
Theorem 4.4. Since X is a real matrix, we know from the proof of Theorem 2.6 that the
Jordan blocks of X associated with complex eigenvalues occur in conjugate pairs, so they
are of the form
Jrk(αk), αk ∈ R,
Jrk(αk) and Jrk(αk), αk = λk + iµk, µk 6= 0.
By Theorem 4.1, the Jordan blocks of A = X2 are obtained by replacing each αk by α
2
k, that
is, they are of the form
Jrk(α
2
k), αk ∈ R,
Jrk(α
2
k) and Jrk(α
2
k), αk = λk + iµk, µk 6= 0.
If αk ∈ R, then α2k > 0, so the negative eigenvalues of A must be of the form α2k or α2k, with
αk complex. This implies that αk =
√
ρk e
ipi
2 , but then αk =
√
ρk e
−ipi
2 and so
α2k = α
2
k.
Consequently, negative eigenvalues of A are associated with Jordan blocks that occur in pair,
as claimed.
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Remark: Theorem 4.4 can be easily generalized to pth roots, for any p ≥ 2,
Theorem 4.4 appears in Higham [17] as Theorem 5 but no explicit proof is given. Instead,
Higham states: “The proof is a straightfoward modification of Theorem 1 in Culver [12]
and is omitted.” Culver’s proof uses results from Gantmacher [15] and does not provide a
constructive method for obtaining a square root. We gave a more constructive proof (but
perhaps longer).
Corollary 4.5. For every real invertible matrix, A, if A has no negative eingenvalues, then
A has a real square root.
We will now provide a sufficient condition for the uniqueness of a real square root. For
this, we consider the open set, H(n), consisting of all real n× n matrices whose eigenvalues,
α = λ + iµ, have a positive real part, λ > 0. We express this condition as <(α) > 0.
Obviously, such matrices are invertible and can’t have negative eigenvalues. We need a
version of Proposition 3.7 for semisimple matrices in H(n).
Remark: To deal with pth roots, we consider matrices whose eigenvalues, ρeiθ, satisfy the
condition −pi
p
< θ < pi
p
.
Proposition 4.6. For any two real or complex matrices, S1 and S2, if the eigenvalues, ρe
iθ,
of S1 and S2 satisfy the condition −pi2 < θ ≤ pi2 , if S1 and S2 are semisimple and if S21 = S22 ,
then S1 = S2.
Proof. The proof is very similar to that of Proposition 3.7 so we only indicate where modifi-
cations are needed. We use the fact that if u is an eigenvector of a linear map, A, associated
with some eigenvalue, λ, then u is an eigenvector of A2 associated with the eigenvalue λ2.
We replace every occurrence of eλi by λ2i (and e
µ by µ2). As in the proof of Proposition 3.7,
we obtain the equation
α1µ
2u1 + · · ·+ αkµ2uk = α1λ21u1 + · · ·+ αkλ2uk.
Therefore, we deduce that
αkµ
2 = αkλ
2
k, 1 ≤ k ≤ n.
Consequently, as µ, λk 6= 0, if αk 6= 0, then
µ2 = λ2k,
which implies µ = ±λk. However, the hypothesis on the eigenvalues of S1 and S2 implies
that µ = λk. The end of the proof is identical to that of Proposition 3.7.
Obviously, Proposition 4.6 holds for real semisimple matrices, S1, S2, in H(n).
Remark: Proposition 4.6 also holds for the map S 7→ Sp, for any p ≥ 2, under the condition
−pi
p
< θ ≤ pi
p
.
We have the following analog of Theorem 3.8, but we content ourselves with a weaker
result:
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Theorem 4.7. The restriction of the squaring map, A 7→ A2, to H(n) is injective.
Proof. Let X1, X2 ∈ H(n) and assume that X21 = X22 . As X1 and X2 are invertible, by
Proposition 3.6, we can write X1 = S1(I + N1) and X2 = S2(I + N2), where S1, S2 are
semisimple, N1, N2 are nilpotent, S1(I +N1) = (I +N1)S1 and S2(I +N2) = (I +N2)S2. As
X21 = X
2
2 , we get
S21(I +N1)
2 = S22(I +N2)
2.
Now, as S1 and S2 are semisimple and invertible, S
2
1 and S
2
2 are semisimple and invertible,
and as N1 and N2 are nilpotent, 2N1 + N
2
1 and 2N2 + N
2
2 are nilpotent, so (I + N1)
2 and
(I + N2)
2 are unipotent. Moreover, S1(I + N1) = (I + N1)S1 and S2(I + N2) = (I + N2)S2
imply that S21(I + N1)
2 = (I + N1)
2S21 and S
2
2(I + N2)
2 = (I + N2)
2S22 . Therefore, by the
uniqueness statement of Proposition 3.6, we get
S21 = S
2
2 and (I +N1)
2 = (I +N2)
2.
However, as X1, X2 ∈ H(n) we have S1, S2 ∈ H(n) and Proposition 4.6 implies that S1 = S2.
Since I + N1 and I + N2 are unipotent, proposition 4.2 implies that N1 = N2. Therefore,
X1 = X2, as required.
Remark: Theorem 4.7 also holds for the restriction of the squaring map to real or complex
matrices, X, whose eigenvalues, ρeiθ, satisfy the condition −pi
2
< θ ≤ pi
2
. This result is proved
in DePrima and Johnson [13] by a different method. However, DePrima and Johnson need
an extra condition, see the discussion at the end of this section.
We can now prove the analog of Theorem 3.10 for square roots.
Theorem 4.8. If A is any real invertible n× n matrix and A has no negative eigenvalues,
then A has a unique real square root, X, with X ∈ H(n).
Proof. If we go back to the proof of Theorem 4.4, we see that complex eigenvalues of the
square root, X, produced by that proof only occur for matrices
S(ρk, θk) =
√
ρk
(
cos
(
θk
2
) − sin ( θk
2
)
sin
(
θk
2
)
cos
(
θk
2
) ) ,
associated with eigenvalues λk + iµk = ρk e
iθk . However, the eigenvalues of such matrices are√
ρk e
±i θk
2 and since A has no negative eigenvalues, we may assume that −pi < θk < pi, and
so −pi
2
< θk
2
< pi
2
, wich means that X ∈ H(n), as desired. By Theorem 4.7, such a square
root is unique.
Theorem 4.8 is stated in a number of papers including Bini, Higham and Meini [7], Cheng,
Higham, Kenney and Laub [11] and Kenney and Laub [23]. Theorem 4.8 also appears in
Higham [18] as Theorem 1.29. Its proof relies on Theorem 1.26 and Theorem 1.18 (both in
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Higham’s book), whose proof is not given in full (closer examination reveals that Theorem
1.36 (in Higham’s book) is needed to prove Theorem 1.26). Although Higham’s Theorem
1.26 implies our Theorem 4.7 we feel that the proof of Theorem 4.7 is of independent interest
and is more direct.
As we already said in Section 3, Kenney and Laub [23] state Theorem 4.8 as Lemma A1
in Appendix A. The proof is sketched briefly. Existence follows from the Cauchy integral
formula for operators, a method used by DePrima and Johnson [13] in which a similar result
is proved for complex matrices (Section 4, Lemma 1). Uniqueness is proved in DePrima and
Johnson [13] but it uses an extra condition. The hypotheses of Lemma 1 in DePrima and
Johnson are that A and X are complex invertible matrices and that X satisfies the conditions
(i) X2 = A,
(ii) the eigenvalues, ρ eiθ, of X satisfy −pi
2
< θ ≤ pi
2
,
(iii) For any matrix, S, if AS = SA, then XS = SX.
Observe that condition (ii) allows θ = pi
2
, which yields matrices, A = X2, with negative
eigenvalues. In this case, A may not have any real square root but DePrima and Johnson are
only concerned with complex matrices and a complex square root always exists. To guarantee
the existence of real logarithms, Kenney and Laub tighten condition (ii) to −pi
2
< θ < pi
2
.
They also assert that condition (iii) follows from conditions (i) and (ii). This can be shown as
follows: First, recall that we have shown that uniqueness follows from (i) and (ii). Uniqueness
under conditions (i) and (ii) can also be shown to be a consequence of Theorem 2 in Higham
[17]. Now, assume X2 = A and SA = SA. We may assume that S is invertible since the set
of invertible matrices is dense in the set of all matrices. Then, as SA = AS, we have
(SXS−1)2 = SX2S−1 = SAS−1 = A.
Thus, SXS−1 is a square root of A. Furthermore, X and SXS−1 have the same eigenvalues
so SXS−1 satisfies (i) and (ii) and, by uniqueness, X = SXS−1, that is, XS = SX.
Since Kenney and Laub only provide a sketch of Theorem A1 and since Higham [18] does
not give all the details of the proof either, we felt that the reader would appreciate seeing a
complete proof of Theorem 4.8.
5 Conclusion
It is interesting that Theorem 3.10 and Theorem 4.8 are the basis for numerical methods for
computing the exponential or the logarithm of a matrix. The key point is that the following
identities hold:
eA = (eA/2
k
)2
k
and log(A) = 2k log(A1/2
k
),
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where in the second case, A1/2
k
is the unique kth square root of A whose eigenvalues, ρ eiθ,
lie in the sector − pi
2k
< θ < pi
2k
. The first identity is trivial and the second one can be shown
by induction from the identity
log(A) = 2 log(A1/2),
where A1/2 is the unique square root of A whose eigenvalues, ρ eiθ, lie in the sector
−pi
2
< θ < pi
2
. Let X˜ = A1/2, whose eigenvalues, ρ eiθ, lie in the sector −pi
2
< θ < pi
2
. Then, it
is easy to see that the eigenvalues, α, of log(X˜) satisfy the condition −pi
2
< =(α) < pi
2
. Then,
X = 2 log(X˜) = 2 log(A1/2) satisfies
eX = elog(A
1/2)+log(A1/2) = elog(A
1/2)elog(A
1/2) = A1/2A1/2 = A,
and the eigenvalues, α, of X satisfy the condition −pi < =(α) < pi so, by the uniqueness
part of Theorem 3.10, we must have log(A) = 2 log(A1/2).
The identity log(A) = 2k log(A1/2
k
) leads to a numerical method for computing the
logarithm of a (real) matrix first introduced by Kenney and Laub known as the inverse scaling
and squaring algorithm, see Kenney and Laub [23] and Cheng, Higham, Kenney and Laub
[11]. The idea is that if A is close to the identity, then log(A) can be computed accurately
using either a truncated power series expansion of log(A) or better, rational approximations
know as Pade´ approximants . In order to bring A close to the identity, iterate the operation
of taking the square root of A to obtain A1/2
k
. Then, after having computed log(A1/2
k
),
scale log(A1/2
k
) by the factor 2k. For details of this method, see Kenney and Laub [23] and
Cheng, Higham, Kenney and Laub [11]. The inverse squaring and scaling method plays an
important role in the log-Euclidean framework introduced by Arsigny, Fillard, Pennec and
Ayache, see Arsigny [1], Arsigny, Fillard, Pennec and Ayache [3, 4] and Arsigny, Pennec and
Ayache [5].
6 Appendix; Some Proofs Regarding the Jordan Form
Proposition 2.3. Let V be a finite-dimensional vector space and let f : V → V be a linear
map. If V is a cyclic C[X]-module and if (X − λ)n is the minimal polynomial of f , then
there is a basis of V of the form
((f − λid)n−1(u), (f − λid)n−2(u), . . . , (f − λid)(u), u),
for some u ∈ V . With respect to this basis, the matrix of f is the Jordan block
Jn(λ) =

λ 1 0 · · · 0
0 λ 1 · · · 0
...
...
. . . . . .
...
0 0 0
. . . 1
0 0 0 · · · λ
 .
Consequently, λ is an eigenvalue of f .
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Proof. Since V is a cyclic C[X]-module, there is some u ∈ V so that V is generated by
u, f(u), f 2(u), . . ., which means that every vector in V is of the form p(f)(u), for some
polynomial, p(X). We claim that u, f(u), . . . , fn−2(u), fn−1(u) generate V , which implies
that the dimension of V is at most n.
This is because if p(X) is any polynomial of degree at least n, then we can divide p(X)
by (X − λ)n obtaining
p = (X − λ)nq + r,
where 0 ≤ deg(r) < n and as (X − λ)n annihilates V , we get
p(f)(u) = r(f)(u),
which means that every vector of the form p(f)(u) with p(X) of degree ≥ n is actually a
linear combination of u, f(u), . . . , fn−2(u), fn−1(u).
We claim that the vectors
u, (f − λid)(u), . . . , (f − λid)n−2(u)(f − λid)n−1(u)
are linearly independent. Indeed, if we had a nontrivial linear combination
a0(f − λid)n−1(u) + a1(f − λid)n−2(u) + · · ·+ an−2(f − λid)(u) + an−1u = 0,
then the polynomial
a0(X − λ)n−1 + a1(X − λ)n−2 + · · ·+ an−2(X − λ) + an−1
of degree at most n − 1 would annihilate V , contradicting the fact that (X − λ)n is the
minimal polynomial of f (and thus, of smallest degree). Consequently, as the dimension of
V is at most n,
((f − λid)n−1(u), (f − λid)n−2(u), . . . , (f − λid)(u), u),
is a basis of V and since u, f(u), . . . , fn−2(u), fn−1(u) span V ,
(u, f(u), . . . , fn−2(u), fn−1(u))
is also a basis of V .
Let us see how f acts on the basis
((f − λid)n−1(u), (f − λid)n−2(u), . . . , (f − λid)(u), u).
If we write f = f − λid + λid, as (f − λid)n annihilates V , we get
f((f − λid)n−1(u)) = (f − λid)n(u) + λ(f − λid)n−1(u) = λ(f − λid)n−1(u)
and
f((f − λid)k(u)) = (f − λid)k+1(u) + λ(f − λid)k(u), 0 ≤ k ≤ n− 2.
But this means precisely that the matrix of f in this basis is the Jordan block Jn(λ).
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To the best of our knowledge, a complete proof of the real Jordan form is not easily
found. Horn and Johnson state such a result as Theorem 3.4.5 in Chapter 3, Section 4, in
[20]. However, they leave the details of the proof that a real P can be found as an exercise.
A complete proof is given in Hirsh and Smale [19]. This proof is given in Chapter 6, and
relies on results from Chapter 2 and Appendix III.
We found that a proof can be obtained from Theorem 2.2. Since we believe that some of
the techniques involved in this proof are of independent interest, we present this proof in full
detail. It should be noted that we were inspired by some arguments found in Gantmacher
[15], Chapter IX, Section 13.
Theorem 2.6. (Real Jordan Form) For every real n×n matrix, A, there is some invertible
(real) matrix, P , and some real Jordan matrix, J , so that
A = PJP−1.
For every Jordan block, Jr(λ), of type (1), λ is some real eigenvalue of A and for every
Jordan block, J2r(λ, µ), of type (2), λ+ iµ is a complex eigenvalue of A (with µ 6= 0). Every
eigenvalue of A corresponds to one of more Jordan blocks of J . Furthermore, the number,
m, of Jordan blocks, the distinct Jordan block, Jsi(αi), and the number of times, mi, that
each Jordan block, Jsi(αi), occurs are uniquely determined by A.
Proof. Let f : V → V be the linear map defined by A and let fC be the complexification of
f . Then, Theorem 2.2 yields a direct sum decomposition of VC of the form
VC = V1 ⊕ · · · ⊕ Vm, (∗)
where each Vi is a cyclic C[X]-module (associated with fC) whose minimal polynomial is
of the form (X − αi)ri , where α is some (possibly complex) eigenvalue of f . If W is any
subspace of VC, we define the conjugate, W , of W by
W = {u− iv ∈ VC | u+ iv ∈ W}.
It is clear that W is a subspace of VC of the same dimension as W and obviously, VC = VC.
Our first goal is to prove the following claim:
Claim 1 . For each factor, Vj, the following properties hold:
(1) If u+ iv, fC(u+ iv), . . . , f
rj−1
C (u+ iv) span Vj, then u− iv, fC(u− iv), . . . , f rj−1C (u− iv)
span V i and so, V i is cyclic with respect to fC.
(2) If (X−αi)ri is the minimal polynomial of Vi, then (X−αi)ri is the minimal polynomial
of V i.
Proof of Claim 1. As fC(u+ iv) = f(u)+ if(v), we have fC(u− iv) = f(u)− if(v). It follows
that fkC(u + iv) = f
k(u) + ifk(v) and fkC(u − iv) = fk(u) − ifk(v), which implies that if Vj
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is generated by u+ iv, fC(u+ iv), . . . , f
rj
C (u+ iv) then V j is generated by
u− iv, fC(u− iv), . . . , f rjC (u− iv). Therefore, V j is cyclic for fC.
We also prove the following simple fact: If
(fC − (λj + iµj)id)(u+ iv) = x+ iy,
then
(fC − (λj − iµj)id)(u− iv) = x− iy.
Indeed, we have
x+ iy = (fC − (λj + iµj)id)(u+ iv)
= fC(u+ iv)− (λj + iµj)(u+ iv)
= f(u) + if(v)− (λj + iµj)(u+ iv)
and by taking conjugates, we get
x− iy = f(u)− if(v)− (λj − iµj)(u− iv)
= fC(u− iv)− (λj − iµj)(u− iv)
= (fC − (λj − iµj)id)(u− iv),
as claimed.
From the above, (fC−αjid)rj(x+ iy) = 0 iff (fC−αjid)rj(x− iy) = 0. Thus, (X−αjid)rj
annihilates V j and as dimV j = dimVj and V j is cyclic, we conclude that (X − αj)rj is the
minimal polynomial of V j.
Next we prove
Claim 2 . For every factor, Vj, in the direct decomposition (∗), we have:
(A) If (X − λj)rj is the minimal polynomial of Vj, with λj ∈ R, then either
(1) Vj = V j and if u+ iv generates Vj, then u− iv also generates Vj, or
(2) Vj ∩ V j = (0) and
(a) the cyclic space V j also occurs in the direct sum decomposition (∗)
(b) the minimal polynomial of V j is (X − λj)rj
(c) the spaces Vj and V j contain only complex vectors (this means that if x+ iy ∈ Vj,
then x 6= 0 and y 6= 0 and similarly for V j).
(B) If (X − (λj + iµj))rj is the minimal polynomial of Vj with µj 6= 0, then
(d) Vj ∩ V j = (0)
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(e) the cyclic space V j also occurs in the direct sum decomposition (∗)
(f) the minimal polynomial of V j is (X − (λj − iµj))rj
(g) the spaces Vj and V j contain only complex vectors.
Proof of Claim 2. By taking the conjugate of the direct sum decomposition (∗) we get
VC = V 1 ⊕ · · · ⊕ V m.
By Claim 1, each V j is a cyclic subspace with respect to fC of the same dimension as Vj and
the minimal polynomial of V j is (X − αj)rj if the minimal polynomial of Vj is (X − αj)rj .
It follows from the uniqueness assertion of Theorem 2.2 that the list of conjugate minimal
polynomials
(X − α1)r1 , . . . , (X − αm)rm
is a permutation the list of minimal polynomials
(X − α1)r1 , . . . , (X − αm)rm
and so, every V j is equal to some factor Vk (possibly equal to Vj if αj is real) in the direct
decomposition (∗), where Vk and V j have the same minimal polynomial, (X − αj)rj .
Next, assume that (X − λj)rj is the minimal polynomial of Vj, with λj ∈ R. Consider
any generator, u + iv, for Vj. If u − iv ∈ Vj, then by Claim 1, V j ⊆ Vj and so V j = Vj,
as dimV j = dimVj. We know that u + iv, fC(u + iv), . . . , f
rj
C (u + iv) generate Vj and that
u− iv, fC(u− iv), . . . , f rjC (u− iv) generate V j = Vj, which implies (1).
If u − iv /∈ Vj, then we proved earlier that V j occurs in the direct sum (∗) as some Vk
and that its minimal polynomial is also (X − λj)rj . Since u− iv /∈ Vj and Vj and V j belong
to a direct sum decomposition, Vj ∩ V j = (0) and 2(a) and 2(b) hold. If u ∈ Vj or iv ∈ Vj
for some real u ∈ V or some real v ∈ V and u, v 6= 0, as Vj is a complex space, then v ∈ Vj
and either u ∈ V j or v ∈ V j, contradicting Vj ∩ V j = (0). Thus, 2(c) holds.
Now, consider the case where αj = λj + iµj, with µj 6= 0. Then, we know that V j = Vk
for some Vk whose minimal polynomial is (X−(αj− iµj))rj in the direct sum (∗). As µj 6= 0,
the cyclic spaces Vj and V j correspond to distinct minimal polynomials (X − (αj + iµj))rj
and (X− (αj− iµj))rj , so Vj ∩V j = (0). It follows that Vj and V j consist of complex vectors
as we already observed. Therefore, (d), (e), (f), (g) are proved, which finishes the proof of
Claim 2.
This completes the proof our theorem.
Theorem 2.8. For any (real or complex) n × n matrix, A, if A = PJP−1 where J is a
Jordan matrix of the form
J =
Jr1(λ1) · · · 0... . . . ...
0 · · · Jrm(λm)
 ,
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then there is some invertible matrix, Q, so that the Jordan form of eA is given by
eA = Qe(J)Q−1,
where e(J) is the Jordan matrix
e(J) =
Jr1(e
λ1) · · · 0
...
. . .
...
0 · · · Jrm(eλm)
 ,
that is, each Jrk(e
λk) is obtained from Jrk(λk) by replacing all the diagonal entries λk by e
λk .
Equivalently, if the list of elementary divisors of A is
(X − λ1)r1 , . . . , (X − λm)rm ,
then the list of elementary divisors of eA is
(X − eλ1)r1 , . . . , (X − eλm)rm .
Proof. Theorem 2.8 is a consequence of a general theorem about functions of matrices proved
in Gantmacher [15], see Chapter VI, Section 8, Theorem 9. Because a much more general
result is proved, the proof in Gantmacher [15] is rather involved. However, it is possible to
give a simpler proof exploiting special properties of the exponential map.
Let f be the linear map defined by the matrix A. The strategy of our proof is to go back
to the direct sum decomposition given by Theorem 2.2,
V = V1 ⊕ V2 ⊕ · · · ⊕ Vm,
where each Vi is a cyclic C[X]-module such that the minimal polynomial of the restriction
of f to Vi is of the form (X − λi)ri . We will prove that
(1) The vectors
u, ef (u), (ef )2(u), . . . , (ef )ri−1(u)
form a basis of Vi (here, (e
f )k = ef ◦ · · · ◦ ef , the composition of ef with itself k times).
(2) The polynomial (X − eλi)ri is the minimal polynomial of the restriction of ef to Vi.
First, we prove that Vi is invariant under e
f . Let N = f − λiid. To say that (X − λi)ri
is the minimal polynomial of the restriction of f to Vi is equivalent to saying that N is
nilpotent with index of nilpotency, r = rj. Now, N and λiid commute so as f = N + λiid,
we have
ef = eN+λiid = eNeλiid = eλieN .
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Furthermore, as N is nilpotent, we have
eN = id +N +
N2
2!
+ · · ·+ N
r−1
(r − 1)! ,
so
ef = eλi
(
id +N +
N2
2!
+ · · ·+ N
r−1
(r − 1)!
)
.
Now, Vi is invariant under f so Vi is invariant under N = f − λiid and this implies that Vi
is invariant under ef . Thus, we can view Vi as a C[X]-module with respect to ef .
From the formula for ef we get
ef − eλi id = eλi
(
id +N +
N2
2!
+ · · ·+ N
r−1
(r − 1)!
)
− eλi id
= eλi
(
N +
N2
2!
+ · · ·+ N
r−1
(r − 1)!
)
.
If we let
N˜ = N +
N2
2!
+ · · ·+ N
r−1
(r − 1)! ,
we claim that
N˜ r−1 = N r−1 and N˜ r = 0.
The case r = 1 is trivial so we may assume r ≥ 2. Since N˜ = NR for some R such that
NR = RN and N r = 0, the second property is clear. The first property follows by observing
that N˜ = N +N2T , where N and T commute, so using the binomial formula,
N˜ r−1 =
r−1∑
k=0
(
r − 1
k
)
Nk(N2T )r−1−k =
r−1∑
k=0
(
r − 1
k
)
N2r−k−2T r−1−k = N r−1,
since 2r − k − 2 ≥ r for 0 ≤ k ≤ r − 2 and N r = 0.
Recall from Proposition 2.3 that
((f − λiid)ri−1(u), . . . , (f − λiid)(u), u)
is a basis of Vi, which implies that N
r−1(u) = (f − λiid)ri−1(u) 6= 0. Since N˜ r−1 = N r−1, we
have N˜ r−1(u) 6= 0 and as N˜ r = 0, we have N˜ r(u) = 0. It is well-known that these two facts
imply that
u, N˜(u), . . . , N˜ r−1(u)
are linearly independent. Indeed, if we had a linear dependence relation
a0u+ a1N˜(u) + · · ·+ ar−1N˜ r−1(u) = 0,
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by applying N˜ r−1, as N˜ r(u) = 0 we get a0N˜ r−1(u) = 0, so, a0 = 0 as N˜ r−1(u) 6= 0; by
applying N˜ r−2 we get a1N˜ r−1(u) = 0, so a1 = 0; using induction, by applying N˜ r−k−2 to
ak+1N˜
k+1(u) + · · ·+ ar−1N˜ r−1(u) = 0,
we get ak+1 = 0 for k = 0, . . . , r − 2. Since Vi has dimension r (= ri), we deduce that
(u, N˜(u), . . . , N˜ r−1(u))
is a basis of Vi. But e
f = eλi(id + N˜), so for k = 0, . . . , r − 1, each N˜k(u) is a linear
combination of the vectors u, ef (u), . . . , (ef )r−1(u) which implies that
(u, ef (u), (ef )2(u), . . . , (ef )r−1(u))
is a basis of Vi. This implies that any annihilating polynomial of Vi has degree no less than r
and since (X−eλi)r annihilates Vi (because ef −eλi id = eλiN˜ and N˜ r = 0), it is the minimal
polynomial of Vi.
In summary, we proved that each Vi is a cyclic C[X]-module (with respect to ef ) and
that in the direct sum decomposition
V = V1 ⊕ · · · ⊕ Vm,
the polynomial (X − eλi)ri is the minimal polynomial of Vi, which is Theorem 2.2 for ef .
Then, Theorem 2.8 follows immediately from Proposition 2.3.
Theorem 4.1. For any (real or complex) invertible n×n matrix, A, if A = PJP−1 where
J is a Jordan matrix of the form
J =
Jr1(λ1) · · · 0... . . . ...
0 · · · Jrm(λm)
 ,
then there is some invertible matrix, Q, so that the Jordan form of A2 is given by
eA = Qs(J)Q−1,
where s(J) is the Jordan matrix
s(J) =
Jr1(λ
2
1) · · · 0
...
. . .
...
0 · · · Jrm(λ2m)
 ,
that is, each Jrk(λ
2
k) is obtained from Jrk(λk) by replacing all the diagonal enties λk by λ
2
k.
Equivalently, if the list of elementary divisors of A is
(X − λ1)r1 , . . . , (X − λm)rm ,
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then the list of elementary divisors of A2 is
(X − λ21)r1 , . . . , (X − λ2m)rm .
Proof. Theorem 4.1 is a consequence of a general theorem about functions of matrices proved
in Gantmacher [15], see Chapter VI, Section 8, Theorem 9. However, it is possible to give a
simpler proof exploiting special properties of the squaring map.
Let f be the linear map defined by the matrix A. The proof is modeled after the proof
of Theorem 2.8. Consider the direct sum decomposition given by Theorem 2.2,
V = V1 ⊕ V2 ⊕ · · · ⊕ Vm,
where each Vi is a cyclic C[X]-module such that the minimal polynomial of the restriction
of f to Vi is of the form (X − λi)ri . We will prove that
(1) The vectors
u, f 2(u), f 4(u), . . . , f 2(ri−1)(u)
form a basis of Vi.
(2) The polynomial (X − λ2i )ri is the minimal polynomial of the restriction of f 2 to Vi.
Since Vi is invariant under f , it is clear that Vi is invariant under f
2 = f ◦f . Thus, we can
view Vi as a C[X]-module with respect to f 2. Let N = f−λiid. To say that (X−λi)ri is the
minimal polynomial of the restriction of f to Vi is equivalent to saying that N is nilpotent
with index of nilpotency, r = rj. Now, N and λiid commute so as f = λiid +N , we have
f 2 = λ2i id + 2λiN +N
2
and so
f 2 − λ2i id = 2λiN +N2.
Since we are assuming that f is invertible, λi 6= 0, so
f 2 − λ2i id = 2λi
(
N +
N2
2λi
)
.
If we let
N˜ = N +
N2
2λi
,
we claim that
N˜ r−1 = N r−1 and N˜ r = 0.
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The proof is identical to the proof given in Theorem 2.8. Again, as in the proof of
Theorem 2.8, we deduce that we have N˜ r−1(u) 6= 0 and N˜ r(u) = 0, from which we infer that
(u, N˜(u), . . . , N˜ r−1(u))
is a basis of Vi. But f
2 − λ2i id = 2λiN˜ , so for k = 0, . . . , r − 1, each N˜k(u) is a linear
combination of the vectors u, f 2(u), . . . , f 2(r−1)(0) which implies that
(u, f 2(u), f 4(u), . . . , f 2(r−1)(u))
is a basis of Vi. This implies that any annihilating polynomial of Vi has degree no less than r
and since (X−λ2i )r annihilates Vi (because f 2−λ2i id = 2λiN˜ and N˜ r = 0), it is the minimal
polynomial of Vi. Theorem 4.1 follows immediately from Proposition 2.3.
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