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Linguistique et TAL, en 2019
Au cœur de la linguistique informatique : la catégorisation
Conclusion
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Karën Fort : ressources langagières pour le TAL
entre la linguistique et l’apprentissage (machine)
I Thèse (2012) sur l’annotation manuelle pour le TAL
I Depuis 2014 :
I production participative (crowdsourcing) de ressources
langagières pour le TAL
I éthique et TAL
I Avant :
I industrie du TAL (Xerox, TEMIS)
I traductrice : multilinguisme (pas abordé ici)
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Denis Maurel : linguistique et utilisation de règles
entre la linguistique et les algorithmes à nombre fini d’états
I Thèse (1989) sur les adverbes de date sous la direction de
Maurice Gross
I Depuis :
I Implantation d’un système de cascades de graphes sous Unitex
(CasSys)
I Études des entités nommées (CasEN)
I Constitution de ressources dictionnairiques autour des noms
propres (Prolexbase)
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Le TAL : enfant de la guerre (froide)
Expérience Georgetown-IBM (janvier 1954)
Dan - Flickr : IBM 701 / CC BY-SA 2.0
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Dates (et personnes) clées en linguistique informatique
I Zellig S. Harris : Mathematical Structures of Language, 1968
I Noam Chomsky : Syntactic Structures, 1957
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I langage Algol 60






Le TAL en France
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Au cœur de la linguistique informatique : la catégorisation
Conclusion
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Des dénominations qui évoluent, une communauté active
Création d’une association savante, l’Atala :
I 1959 : Association pour l’étude et le développement de la
traduction automatique et de la linguistique appliquée
I 1965 : Association pour le traitement automatique des langues
Et de sa revue :
I 1960 : La Traduction Automatique
I 1965 : TA Informations, Revue internationale des applications
de l’automatique au langage
I 1993 : Traitement automatique des langues
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Des dénominations qui évoluent, une discipline qui se perd ?
I Traduction automatique
I Linguistique informatique
I Traitement automatique des langues
avec une forte influence de
I La reconnaissance de la parole
I La recherche d’information
→ Hybride quand la description linguistique s’allie à
l’algorithmique
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Au cœur de la linguistique informatique : la catégorisation
Conclusion
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La révolution de l’évaluation
Ré-apparition dans les années 90, après le calamiteux rapport
ALPAC [Paroubek et al., 2007] :
I influence de la parole (1987)
I projet DARPA TIPSTER (1991) : Message Understanding
Conferences (MUC)
I devenu une tradition en TAL [Escartin et al., 2017] :
I Conférence A*, ACL 2016 : 9 nouvelles shared tasks
I Conference on Machine Translation 2016 : 10 shared tasks
. . . très liée à l’apprentissage
18 / 64
Qu’est-ce qu’une campagne d’évaluation ?
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La révolution du TAL par l’exemple (apprentissage)
F. Yvon, citant P. Norvig (http://norvig.com/chomsky.html)
I Moteurs de recherche : 100 % des principaux acteurs sont à
base d’apprentissage
I Reconnaissance de parole : 100 % des principaux systèmes
sont à base d’apprentissage
I Traduction automatique : 100 % des concurrents leaders
dans les compétitions de type NIST sont à base
d’apprentissage
I Question-réponse : cette application est moins développée,
mais de nombreux systèmes dépendent lourdement
d’approches à base d’apprentissage. Le système Watson,
d’IBM, qui a gagné au Jeopardy devant des humains est
largement basé sur de l’apprentissage
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La révolution du TAL par l’exemple (apprentissage)
Puisque les algorithmes sont rois, quel travail pour le linguiste
computationnel ?
Un travail indispensable, même si il est transparent pour
l’utilisateur final !
I La création de corpus annotés pour l’apprentissage
I La définition et le raffinement des annotations
(Est-ce la fin des souris ? J’en souris, bien qu’elles me soient souvent utiles.)
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En TAL, les corpus sont omniprésents, via l’apprentissage
(Est-ce la fin des souris ? J’en souris, bien qu’elles me soient souvent utiles.)
I Désambiguisation lexicale : 100 % des concurrents leaders dans la
compétition SemEval-2 ont utilisé des techniques statistiques.
[’souris’/animal ou ’souris’/outil ?]
I Résolution d’anaphore : la grande majorité des systèmes actuels sont à
base d’apprentissage
[’elles’ fait référence à ?]
I Étiquettage morpho-syntaxique : la plupart des systèmes actuels sont à
base d’apprentissage
[’souris’/N ou ’souris’/V ?]
I Analyse syntaxique : approches multiples.
[suj(’utile’) = ?]
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L’ogre a faim !





→ 100 000 mots annotés pour entraîner un tagger :
Il/CLS est/V sain/ADJ et/CC sauf/P ./PONCT
⇒ besoin d’annotateurs humains, ce qui coûte cher (600 000 $
pour le Prague Treebank)
⇒ beaucoup de langues restent "peu dotées"
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Ajout d’informations interprétatives [Leech, 1997, Habert, 2005]
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L’application : horizon de l’annotation
Une annotation est toujours orientée par une tâche
[Habert, 2000].
I visée applicative directe (résumés de matchs pour la
campagne football)
I application intermédiaire ou interne au TAL (étiquetage
morpho-syntaxique)
Une annotation est d’autant plus utile qu’elle a été
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La catégorisation, cette (presque) inconnue
L’exemple des noms propres et des entités nommées
Conclusion
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Le consensus, au cœur de l’annotation
Il faut «convenir pour mesurer »[Desrosières, 2008]
L’annotation est de l’ordre de la quantification
Mesurer vs quantifier [Desrosières, 2008] :
I mesurer : implique une forme mesurable (par ex. la hauteur
du Mont Blanc)
I quantifier : suppose des conventions d’équivalences préalables
Outiller le consensus :
I guide d’annotation (12 p. pour le football)
I réunions avec les annotateurs et le gestionnaire de la
campagne
I évaluer le consensus (la cohérence)
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Ce n’est pas nouveau : l’acceptabilité est une annotation
[Guentchéva and Desclés, 1991]
Annotation insérée en début de phrase, 3 catégories possibles :
I acceptable (aucune note)
I non acceptable : *
I incertain : ?
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Ce n’est pas nouveau : l’acceptabilité est une annotation
[Guentchéva and Desclés, 1991]
Obtention d’un consensus d’acceptabilité [Habert, 2008] :
I jugement éduqué, informé, soumis à un apprentissage
I suppose un travail collectif
36 / 64
Jugement d’acceptabilité vs annotation
cependant...
En France [Habert, 2008] :
I pas de guide d’acceptabilité : pas de "trace" globale des
acceptabilités sur tel ou tel phénomène (sauf LADL/M. Gross)
I pas de travail en largeur ou systématique (sauf LADL/M.
Gross)
I travail sur des énoncés simplifiés [Milner, 1989]
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La première définition ? est due à Nancy Chinchor qui utilise des
listes d’évidence :
I Enamex : personnes, lieux et organisations
I Timex : dates et heures
I Numex : pourcentages et valeurs monétaires
D’après Maud Ehrmann [Ehrmann, 2008] :
Étant donné un modèle applicatif et un corpus, on
appelle entité nommée toute expression linguistique qui
réfère à une entité unique du modèle de manière
autonome dans le corpus.
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Noms propres
Entre autres : [Molino, 1982, M. Grevisse, 1986, Kleiber, 1996]...
Kerstin Jonasson [Jonasson, 1994] :
Toute expression associée dans la mémoire à long
terme à un particulier en vertu d’un lien dénominatif
conventionnel stable
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De nombreuses ontologies des noms propres existent
Entre autres : [Zabeeh, 1968, Bauer, 1985, Grass, 2000,
Paik et al., 1996, Sekine et al., 2002]...







Célébrité Dynastie Association Objet
















Table – Prolexbase (2)
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Les campagnes d’évaluation des entités nommées
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Les campagnes d’évaluation des entités nommées
45 / 64
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Les campagnes d’évaluation des entités nommées
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Les campagnes d’évaluation des entités nommées
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Les campagnes d’évaluation des entités nommées
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Exemple
Exemple extrait du site du journal Le Monde, consulté le 2 juillet
2012 :
Migaud : "Il faut trouver de l’ordre de 33 milliards d’euros pour
2013". Premier président de la Cour des comptes et ancien député
PS, Didier Migaud a remis...
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Exemple
Exemple extrait du site du journal Le Monde, consulté le 2 juillet
2012 :
<enamex type="person"> Migaud </enamex> : "Il faut trouver
de l’ordre de <numex type="money"> 33 milliards d’euros
</numex> pour <timex type="date"> 2013 </timex>". Premier
président de la Cour des comptes et ancien député PS, <enamex
type="person"> Didier Migaud </enamex> a remis...
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Exemple
Exemple extrait du site du journal Le Monde, consulté le 2 juillet
2012 :
<entity type="pers.hum">Migaud</entity> : "Il faut trouver de
l’ordre de <entity type="amount.cur">33 milliards
d’euros</entity> pour <entity
type="time.date.abs">2013</entity>". <entity
type="fonc.admi">Premier président de la <entity
type="org.pol">Cour des comptes</entity></entity> et <entity
type="fonc.pol">ancien député PS</entity>, <entity
type="pers.hum">Didier Migaud</entity> a remis...
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Exemple
Exemple extrait du site du journal Le Monde, consulté le 2 juillet
2012 :
<pers.ind><name>Migaud</name></pers.ind> : "Il faut












Entités nommées : un exemple de raffinement
I L’exemple des entités nommées n’est peut-être pas des plus
pertinents pour un linguiste
I On aurait pu prendre un autre exemple, l’analyse de sentiments
I Mais cet exemple montre que le raffinement des concepts est
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Besoin de formalisationS linguistiques
Maurice Gross [Gross, 1975] :
I Eviter les observations isolées dans des régions différentes de la
structure linguistique
I Systématiser les observations
I Long travail d’accumulation systématique des données
I Tester l’acceptabilité d’une séquence, c’est procéder à une
expérience
I Il est donc fondamental :
I Que l’acceptabilité et l’interprétation ne pose pas de problème
lors d’une éventuelle reproduction
I Que les exemples ne soient pas ambigus
→ Besoin de linguistes qui font de la linguistique !
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Vers un retour de la linguistique en TAL ?
Des efforts, notamment. . .
Surface syntactic Universal Dependencies [Gerdes et al., 2019] :
I garder la proposition universelle et les dépendances
I en étant plus proche de la tradition linguistique
GDR LIFT : Linguistique Informatique, Formelle et de Terrain
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