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It is common for students to make mistakes while solving mathematical problems. Some 
of these mistakes might be caused by the false ideas, or misconceptions, that students developed 
during their learning or from their practice. Calculus courses at the undergraduate level are 
mandatory for several majors. The introductory course of calculus—Calculus I—requires 
fundamental skills. Such skills can prepare a student for higher-level calculus courses, additional 
higher-division mathematics courses, and/or related disciplines that require comprehensive 
understanding of calculus concepts. Nevertheless, conceptual misunderstandings of 
undergraduate students exist universally in learning calculus. Understanding the nature of and 
reasons for how and why students developed their conceptual misunderstandings—
misconceptions—can assist a calculus educator in implementing effective strategies to help 
students recognize or correct their misconceptions. For this purpose, the current study was 
designed to examine students’ misconceptions in order to explore the nature of and reasons for 
how and why they developed their misconceptions through their thought process.  
The study instrument—Calculus Problem-Solving Tasks (CPSTs)—was originally 
created for understanding the issues that students had in learning calculus concepts; it features a 
set of 17 open-ended, non-routine calculus problem-solving tasks that check students’ conceptual 
understanding. The content focus of these tasks was pertinent to the issues undergraduate 
students encounter in learning the function concept and the concepts of limit, tangent, and 
differentiation that scholars have subsequently addressed. Semi-structured interviews with 13 
 
 
mathematics college faculty were conducted to verify content validity of CPSTs and to identify 
misconceptions a student might exhibit when solving these tasks. The interview results were 
analyzed using a standard qualitative coding methodology. The instrument was finalized and 
developed based on faculty’s perspectives about misconceptions for each problem presented in 
the CPSTs. 
The researcher used a qualitative methodology to design the research and a purposive 
sampling technique to select participants for the study. The qualitative means were helpful in 
collecting three sets of data: one from the semi-structured college faculty interviews; one from 
students’ explanations to their solutions; and the other one from semi-structured student 
interviews. In addition, the researcher administered two surveys (Faculty Demographic Survey 
for college faculty participants and Student Demographic Survey for student participants) to 
learn about participants’ background information and used that as evidence of the qualitative 
data’s reliability. The semantic analysis techniques allowed the researcher to analyze 
descriptions of faculty’s and students’ explanations for their solutions. Bar graphs and frequency 
distribution tables were presented to identify students who incorrectly solved each problem in the 
CPSTs.  
Seventeen undergraduate students from one northeastern university who had taken the 
first course of calculus at the undergraduate level solved the CPSTs. Students’ solutions were 
labeled according to three categories: CA (correct answer), ICA (incorrect answer), and NA (no 
answer); the researcher organized these categories using bar graphs and frequency distribution 
tables. The explanations students provided in their solutions were analyzed to isolate 
misconceptions from mistakes; then the analysis results were used to develop student interview 
questions and to justify selection of students for interviews. All participants exhibited some 
 
 
misconceptions and substantial mistakes other than misconceptions in their solutions and were 
invited to be interviewed. Five out of the 17 participants who majored in mathematics 
participated in individual semi-structured interviews. The analysis of the interview data served to 
confirm their misconceptions and identify their thought process in problem solving. Coding 
analysis was used to develop theories associated with the results from both college faculty and 
student interviews as well as the explanations students gave in solving problems. The coding was 
done in three stages: the first, or initial coding, identified the mistakes; the second, or focused 
coding, separated misconceptions from mistakes; and the third elucidated students’ thought 
processes to trace their cognitive obstacles in problem solving.  
Regarding analysis of student interviews, common patterns from students’ cognitive 
conflicts in problem solving were derived semantically from their thought process to explain 
how and why students developed the misconceptions that underlay their mistakes. The nature of 
how students solved problems and the reasons for their misconceptions were self-directed and 
controlled by their memories of concept images and algorithmic procedures. Students seemed to 
lack conceptual understanding of the calculus concepts discussed in the current study in that they 
solved conceptual problems as they would solve procedural problems by relying on fallacious 
memorization and familiarity. Meanwhile, students have not mastered the basic capacity to 
generalize and abstract; a majority of them failed to translate the semantics and transliterate 
mathematical notations within the problem context and were unable to synthesize the 
information appropriately to solve problems. 
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Chapter 1: Introduction 
1.1 Need for the Study 
Calculus was created by Isaac Newton and Gottfried Leibniz in the mid-17th century 
(Boyer, 1949; Hall, 1980). In addition to Newton’s and Leibniz’s early contributions to calculus, 
many mathematicians from across the world, who are known as pioneers of calculus, generated 
many well-known theorems in calculus (e.g., the theory of Riemann Sums, L’Hôpital’s rule, 
Rolle’s theorem, the Mean Value Theorem, the Intermediate Value Theorem for Continuous 
Function). The theorems developed in calculus are widely used, not only in upper-division 
mathematics courses (e.g., probability theory, ordinary differential equations, mechanics, 
mathematical modeling), but also in the other disciplines (e.g., physics, computer science, 
engineering, commerce, biomedical analysis) (Boelkins, 2013; Christiansen, 2002; Florack & 
Assen, 2011; Muzangwa & Chifamba, 2012). Hence, “a proficient knowledge of calculus at the 
lower level may assist students when constructing knowledge in other courses requiring the use 
of calculus (e.g., sciences, engineering, and economics)” (Lewchalermvongs, 2015, p. 1). 
Therefore, both educators and researchers in the fields of mathematics and mathematics 
education have acknowledged the importance of grasping the core concepts of calculus. 
At undergraduate institutions, calculus is not only a fundamental course for students who 
major in mathematics and computer science, but also a general requirement for students who 
major in engineering, economics, physics, biomedical analysis, and other fields. Thus, calculus, 
an important topic in the mathematics curriculum at the undergraduate level, is widely taught 
today. In fact, calculus is even being taught at the high school level (e.g., AP Calculus). Yet, 
calculus concepts are some of the most difficult concepts for students to understand and master 
(Idris, 2009, p. 41). 
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Some issues emerge regarding calculus at the undergraduate level. Many students enter 
universities showing little understanding of pre-calculus (Makonye, 2012) and, thus, they obtain 
a low level of calculus proficiency (Engelbrecht et al., 2005). Although most students learn the 
specific procedure they were taught, “their general conceptual understanding often remains 
remarkably deficient” (Idris, 2009, p. 41). Consequently, students who exhibit these issues 
demonstrate poor achievement in calculus. Among those students, on one hand, it is common 
that students exhibit some mistakes while solving calculus problems. On the other hand, 
students’ concern about passing the course rather than understanding it leads them to ignore their 
calculus mistakes because they believe that “making little mistakes related to certain concepts 
will have minimal effects” (Lewchalermvongs, 2015, p. 1). Misconceptions as one of the causes 
of mistakes have been recognized as an issue in student learning. Indeed, many students, even 
students who passed the calculus course, could not apply basic calculus knowledge appropriately 
in upper-division courses or in other fields of study because of their calculus misconceptions 
(Makonye, 2012). Therefore, calculus misconceptions, developed by students, subsequently 
hindered their learning progress. As a result, a problem appearing at the undergraduate level is 
the misconceptions that students develop while learning calculus. How well students understand 
calculus concepts is key for students who will succeed in their upper-division mathematical 
courses and/or other courses pertinent to calculus. 
Looking beyond publications in which mathematics educators and researchers have 
defined misconceptions, Ben-Hur (2006) clarified misconceptions as “those false ideas that 
students develop” (p. 43); in addition, “the notion of misconception is based on the hypothesis of 
conflicting logics: the ‘objective logic’ that is the concepts, and the ‘psycho-logic’ that is the 
misconception” (p. 43). By contrast, Nesher (1987) and Perkins and Simmons (1988) addressed 
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the term misconceptions as those conceptions1 conflicting with the accepted meaning that was 
stated in mathematical theories/definitions. Misconceptions, therefore, are developed from those 
false ideas (Ben-Hur, 2006) as “certain conceptual relations that are acquired [and] may be 
inappropriate within a certain context” (Pines, 1985, p. 110). In the Oxford English Dictionary 
[OED] (Hawker, 2006), misconception is explained as a failure to understand something 
correctly. Thus, this study on calculus misconceptions focused on students’ false ideas pertaining 
to calculus concepts. 
False ideas—misconceptions—will often cause an error as students solve the problems, 
while an error might be due to a misconception, misjudgment, or miscalculation so that many 
students might not recognize why they made such errors. Some students might carry their 
misconceptions over a long period, say, from their elementary, middle, or high school, and those 
misconceptions may be related to false ideas about “procedural knowledge, conceptual 
knowledge, or links between these two types of knowledge” (Muzangwa & Chifamba, 2012,  
p. 2). The most challenging issue regarding misconceptions thus is that “many people have 
difficulty in relinquishing misconceptions because the false concepts may be deeply ingrained in 
the mental map of an individual” (Muzangwa & Chifamba, 2012, p. 2). 
Misconceptions that students develop in their problem solving are often related to  
their understandings of the concepts; however, accurately understanding the meaning of a 
mathematical concept is frequently a problem. Specifically, when learning new concepts, “due to 
the subjective nature of being human it can be assumed that everyone has some kind of 
misconception” (Muzangwa & Chifamba, 2012, p. 2). When a person has an obstacle in applying 
 
1 These conceptions include children’s conceptions of arithmetic procedures (Ginsburg, 1977), students’ 
preconceptions of mathematics knowledge (Ausubel et al., 1978; Ben-Hur, 2006), students’ understandings of Naïve 
theories/intuitive ideas (Ben-Hur, 2006; Sutton, 1983), and students’ prior knowledge about mathematics concepts 
(Ben-Hur, 2006; Clement, 1982). 
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her/his previous knowledge to solving mathematical problems, certain errors arise (Orton, 
1983a). Common misconceptions in learning mathematics, as many scholars have noted, might 
be caused by one’s lack of adequate previous knowledge (e.g., knowledge of algebra and/or of 
arithmetic); a person’s conceptual misunderstandings (Idris, 2009; Orton, 1983b); a person’s 
psychological nature (e.g., beliefs and/or perceptions) (Ben-Hur, 2006; Muzangwa & Chifamba, 
2012); and misleading teaching practices and materials (Kajander & Lovric, 2009; MacGregor & 
Stacey, 1997). 
In addition to scholarly studies on what causes misconceptions, Mohyuddin and Khalil 
(2016) have argued that misconceptions “interfere with learning when students use them to 
interpret new experiences,” and “students become emotionally and intellectually attached to their 
misconceptions because they have actively constructed them” (p. 134). As a result, it is difficult 
for students to accept new concepts while they hold their misconceptions. Some studies on 
misconceptions have been conducted within different subjects of mathematics. For example, 
Jendraszek (2008), Kustos (2010), and Rakes (2010) all drew attention to the subject of 
probability to determine what causes misconceptions, and they identified the causes of 
misconceptions as being associated with misunderstanding (the fallacy), misinterpretation, 
miscalculation, miscounting, heuristic intuition, and/or judgmental heuristics. Welder’s (2012) 
work relating to the subject of algebra provided some common algebraic misconceptions with 
bracket and letter usage, equality, and operational symbols. 
The causes of misconceptions discussed above were similar to scholarly studies in 
calculus. A majority of studies on calculus misconceptions addressed that misconceptions are 
caused by a person’s faulty knowledge of a previous mathematics subject, i.e., algebra and/or 
trigonometry (Orton, 1983b; Talley, 2009) and geometry (Elk, 1997); by a person’s limited 
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present calculus knowledge about definitions/theorems (e.g., of limit), formulas, graphs (Baker, 
et al., 2000; Blyth, 2006; Dawkins, 2003; Kiat, 2005; Muzangwa & Chifamba, 2012; Raman, 
2004; Walk, 2011); and by language difficulties, i.e., students are unable to translate the 
semantics in natural language to the formal mathematical language, or vice versa (Radatz, 1979). 
More specifically, Muzangwa and Chifamba (2012) investigated students’ error patterns 
in solving problems related to single and multivariable calculus courses using a pretest and a 
posttest. Although they attempted to investigate misconceptions among those errors, how they 
analyzed misconceptions or divided misconceptions from errors were not specifically stated. 
Their discussion concluded that a majority of the errors were due to knowledge gaps in basic 
algebra, perhaps meaning that a knowledge gap led to false knowledge—misconceptions. Some 
scholars (Cornu, 1991; Eisenberg, 1991; Orton, 1983b; Robert & Speer, 2001) addressed that 
learners had difficulties in understanding definitions of limits and derivatives. Elk (1997), 
however, argued that some representations of concepts in calculus textbooks often create 
misconception, i.e., the cross-product of two vectors is another vector is an inadequate 
description because “the cross-product of two vectors does not transform according to the same 
set of rules that vectors do” in a three-dimensional space (p. 538). Unlike Muzangwa and 
Chifamba as well as Elk, Lewchalermvongs (2015), who explored the relationship between 
undergraduate students’ majors and their calculus misconceptions, found there was no significant 
difference between students’ majors and their calculus misconceptions and the calculus 
misconceptions of students from different majors. In addition, he examined the background 
factors (e.g., current academic classification and ACT/SAT mathematics scores) that could 
contribute to these misconceptions, and he found that background factors were correlated with 
calculus misconceptions. Interestingly, Lewchalermvongs also found that students’ lack of prior 
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knowledge and misunderstandings of algebraic and trigonometric concepts were the most 
significant contributors to calculus misconceptions. 
Most of the studies presented above, but not limited to them, gave attention to how 
students’ prior faulty knowledge, misrepresentations in textbooks, academic classifications, and 
ACT/SAT mathematics scores have contributed to their mistakes. In general, most studies on 
calculus courses focused on how external factors caused mathematical errors or misconceptions, 
but not on how one’s mathematical thinking in problem solving affects or creates misconception. 
In essence, when students attempt to solve mathematical problems, their behaviors in solving 
problems are controlled by their natural thought process, and this can provide researchers with 
opportunities to learn about how students develop their misconceptions. Therefore, it was 
necessary to undertake the study of the nature of and reasons for how students develop their 
misconceptions because this original work can add to understanding what actually occurs when 
made mistakes because of misconceptions. To accomplish this study, it is important to look into 
students’ mathematical thinking to discover their cognitive roots because mathematical thinking 
provides “a structure of a connected collection of hierarchical relations” (Ben-Hur, 2006, p. 5).  
It is the kind of thinking that “requires deductive and rigorous reasoning about mathematical 
notions that are not entirely accessible to us through our five senses” (Harel et al., 2006, p. 160). 
In addition, mathematical thinking is the way of thinking mathematically using “categorization, 
encapsulation and definition in a variety of ways to compress ideas into more flexible forms” 
(Tall, 2013, p. 15). 
Pertaining to this idea of exploring one’s mathematical thinking, Harel et al. (2006) 
suggested that future research be thus directed: “of particular importance are analyses of certain 
developments such as cognitive and cultural roots of advanced mathematics concepts and skills 
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on everyday experience” (p. 162). Harel and Sowder (2005) recommended looking at “General 
ways of thinking, built on rich ways of understanding” (p. 46) so that exploring a student’s 
understanding conceptually is a key for researchers to explain the ways of a student’s 
mathematical thinking. Once the roots of a student’s mathematical thinking are known, we will 
be able to enlighten how students develop misconceptions about their conceptual understanding 
that “involves understanding concepts and recognizing their applications in various situations” 
(Ben-Hur, 2006, p. 6). 
It is understood that research on students’ mathematical thinking might not, and perhaps 
should not, attempt to explain completely how and why a student develops misconceptions about 
calculus concepts. Yet, research on misconceptions is essential in helping a collegiate educator 
learn about a student’s conceptual understanding of the fundamental ideas of calculus topics. 
Moreover, a collegiate educator, knowing how and why a student develops misconceptions, 
could construct effective instruction to avoid the misconceptions a student might have. More 
research on calculus misconceptions relating to a student’s mathematical thinking, therefore, is 
needed to explain sufficiently how and why students obtain misconceptions grounded in their 
conceptual misunderstanding. The findings of this original work can serve as a tool to empower 
teaching that might help students recognize and correct their misconceptions. Therefore, this 
research can contribute to supporting the teaching and learning of calculus. 
1.2 Purpose of the Study 
The primary purpose of this research was to examine students’ misconceptions in solving 
calculus problems to initiate auxiliary discussion on the nature of and reasons for how and why 
students develop their misconceptions through their thought process. To accomplish this 
purpose, the study was guided by the following research questions (RQ):  
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RQ1. What were college faculty perceptions about student misconceptions regarding the 
problems in Calculus Problem-Solving Tasks (CPSTs)? 
RQ2. What misconceptions did students exhibit while solving the problems in CPSTs? 
RQ3. What reasoning did students provide to explain their misconceptions in their solved 
problems? 
1.3 Procedures of the Study 
In brief, the study was designed to be completed in two major phases. The first phase 
included creating and validating the study instrument—CPSTs—that were used through the 
entire process of the study. Upon creating the CPSTs, the Faculty Demographic Survey (see 
Appendix A) and the Student Demographic Survey (see Appendix B) were also developed to 
ensure the purposive selection of participants for the study. Thereupon, college faculty 
interviews were conducted to validate the study instrument. The second phase focused on  
(a) having student participants solve the problems in the CPSTs, and (b) conducting student 
interviews.  
To answer the first research question, qualitative analysis was used to analyze college 
faculty descriptions about misconceptions from the interview transcripts. The interviews of 
college faculty who had experience teaching Calculus I courses at the undergraduate level were 
conducted individually at convenient times and locations and audiotaped for transcription 
purposes. During the interviews, faculty were consistently asked to identify misconceptions  
that students might exhibit specifically solving the problems in the CPSTs; they were also  
asked to clarify whether the problem(s) would be appropriate for identifying conceptual 
misunderstandings or examining students’ mathematical ideas if they did not state any 
misconception(s) for that problem(s). The detailed results from the interviews were analyzed to 
9 
 
identify the different types of misconceptions students might reveal if they attempted to solve  
the problems in the CPSTs. In addition, an analysis of the interview results helped to confirm 
whether the problems in the CPSTs were sufficient for detecting students’ misconceptions. 
To address the second research question, undergraduate students were recruited to solve 
problems in the CPSTs. The problem-solving sessions (approximately 60 minutes long) were 
individually arranged to involve up to two participants at one time; roughly sixteen sessions were 
given during the months of March, April, and May in 2019. Students’ solutions were first 
analyzed to identify mistakes, and the results of this analysis were displayed with bar graphs and 
frequency distribution tables to isolate students who incorrectly solved each problem in the 
CPSTs. Afterwards, qualitative analysis was followed to isolate misconceptions from mistakes in 
students’ incorrect solutions. Such results helped to create student interview questions and served 
as evidence for inviting student participants for interviews. 
To respond to the third research question, students who participated in the CPST sessions 
and exhibited misconceptions were invited for an interview. The interviews, each approximately 
35 minutes long, were audiotaped to enable the researcher to listen to how students explained 
their misconceptions in their solved problems. The audio-recordings were transcribed and used 
as evidence of a student’s thought process in problem solving. The qualitative analysis of the 
interview results was used to determine students’ cognitive roots of mathematical thinking 
through their conceptual misunderstanding and, furthermore, to identify the nature of and reasons 
for how and why students obtained their misconceptions. Additionally, the results of the 
qualitative analysis were also used to support possible implications and recommendations. 
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Chapter 2: Literature Review 
This review served to justify how the study addressed gaps or problems in the literature; 
it also presents the theoretical basis for the study. The review explored what previous scholars in 
the field of mathematics have studied about student misconceptions as well as what, if any, 
theoretical frameworks they used to conduct their research. In light of this, three areas were 
reviewed and analyzed: (a) the distinction between mathematical errors and misconceptions;  
(b) theories of mathematical thinking (MT), schemas in problem solving, and cognitive 
psychology; and (c) calculus concepts that were included in the study. The review on 
distinguishing errors and misconceptions provided an understanding of the differences between 
them and when to isolate student misconceptions in their sample work. Meanwhile, the review of 
theories of MT and schemas in problem solving gave rise to promote the theoretical basis for the 
development of the study instrument—the Calculus Problem-Solving Tasks (CPSTs). At the 
same time, the examination of theories of cognitive psychology provided the theoretical and 
methodological basis for analysis of the research findings, particularly to enlighten the researcher 
in determining the nature of and reasons for how and why students developed their 
misconceptions in the present study. In addition, the review of calculus concepts offered an 
understanding of the gaps or problems which should be further explored.  
Throughout the literature review, important gaps and omissions were identified and 
became relevant to the study. Thus, each section ends with a synthesis of implications, and the 
summary outlines how the existing literature provided degrees of interest in why the current 




2.1 The Distinction between Mathematical Errors and Misconceptions 
The question can be raised whether the terms errors and misconceptions can be used 
interchangeably. Before making any generalizations, it is essential to look beyond what scholars 
have said about mathematical errors and misconceptions. For example, Moru et al. (2014) 
illustrated misconceptions as “underlying conceptual structures that give rise to errors,” and 
therefore, it could be clarified that “errors are indicators of the existence of misconceptions”  
(p. 2). One idea from their study that can be further developed is that a misconception can cause 
an error, meaning that errors and misconceptions cannot be considered interchangeable. 
However, we need to define what types of errors should be categorized as misconceptions. 
Legutko (2008) divided errors into two major streams, mathematical and didactical:  
     A mathematical error is made by a person who in a given moment considers as true  
an untrue mathematical sentence or considers an untrue sentence as mathematical true. 
Didactic errors refer to a situation when teachers’ behavior is contradictory to the 
didactic, methodological and common-sense guidelines. (p. 149) 
 
By Legutko’s classifications, it seems that mathematical errors are caused by false ideas-
misconception, that is, a person mistakes an untrue mathematical statement as true and vice 
versa. Other have classified mathematical errors as structural, arbitrary, and executive. A 
structural error arises from some failure to appreciate the relationship involved in the problem or 
to grasp some principle essential to the solution; an arbitrary error is one in which the subject 
behaves arbitrarily and fails to take into account the constraints laid down; and an executive error 
is an error where students fail to carry out manipulations, though they may have understood the 
principles involved (Donaldson, 1963; Orton, 1983b).   
Eisenhart et al. (1993), much like Long (2005) and Shalem et al. (2014), classified 
mathematical errors as either procedural or conceptual; while procedural errors are related to 
procedural knowledge (e.g., knowledge of computation skills or procedures for classifying 
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mathematical definitions, components and/or algorithms), conceptual errors are related to 
conceptual knowledge (e.g., knowledge of the core structures of mathematics—the relations and 
interconnections of ideas underlying mathematical procedures). Thus, the study of calculus 
misconceptions specifically focused on false mathematical ideas that students develop in relation 
to their conceptual errors.  
2.2 Theoretical Basis for the Research 
This section reviews the literature providing (a) the theoretical basis for developing and 
creating the research instrument—the CPSTs, and (b) the theoretical and methodological basis 
for analysis of the research findings. It includes the following: (a) schemas in CPSTs, (b) 
research on mathematical thinking, and (c) calculus concepts and cognitive roots of the thought 
process.   
2.2.1 Schemas in Calculus Problem-Solving Tasks (CPSTs) 
Developing an effective instrument to collect the data for this study was a must. Skemp 
(1986) emphasized that, in mathematics, “to understand something is to assimilate it into an 
appropriate schema” (p. 43). As this study promoted an understanding of the way students think, 
the researcher sought to create an appropriate set of tasks to do so. One approach to encouraging 
students’ mathematical thinking (MT) was to create non-routine problems that “replace standard 
questions with open-ended ones” (Karp, 2007, p. 408). Karp (2007) suggested that to teach 
through problems successfully, a teacher must know (a) how to select appropriate assignments, 
(b) how to construct mathematical tasks with regard to methodological skills, and (c) how to 
organize these assignments. In discussing the process of forming methodological skills, Karp 
recounted giving teachers a problem to solve about the vertex of a parabola, then asking open-
ended questions to “shift the task from one of personal mathematical exploration to one of 
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identifying pedagogic potential” (p. 407). After analyzing the sample works, Karp concluded  
that substantive mathematical activity can lead to “the very concept of methodological skills”  
(p. 413). Applying this idea of examining a teacher’s methodological skills through effective 
activities, one must create a valid instrument that aims to explore students’ misunderstanding of 
calculus concepts.  
Marshall (1995) developed a theory of schemas in problem solving by examining the  
five types of arithmetic word problems. Such word problems require four types of knowledge: 
identification, elaboration, planning, and execution. Identification knowledge facilitates pattern 
recognition, which occurs as a consequence of the synchronized cognitive dispensation of 
numerous characters. Elaboration knowledge is primarily focused on the declaration of nature, 
permitting an individual to build an intellectual archetype of the present situation. Planning 
knowledge is having an idea of a schema that can be adapted to plan or create expectations and 
set up goals. Finally, execution knowledge permits the individual to perform a skill following a 
plan. Marshall emphasized that all schemas incorporated into her arithmetic story problems 
customized execution knowledge, carrying out the arithmetic operations identified from the 
planning knowledge. She believed that all four types of knowledge should be incorporated into 
word problems to allow for optimal learning, and she provided examples of two-schema-based 
instruction using computers. Based on her research, Marshall concluded that students were able 
to make use of the four types of knowledge to solve word problems, and that the computer-based 
models she created facilitated these practices. Therefore, “as part of the initial stages of 
developing appropriate schemas, individuals must learn to recognize the situations to which the 
schemas pertain…. The cognitive maps and the performance model both target this necessary 
early step in schema formation” (p. 362). 
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Based on Marshall’s work, one aspect of creating problem-solving tasks was the design 
of appropriate schemata models to assess student understanding. The model of the CPSTs in the 
study, on one hand, was to examine student misconceptions; on the other hand, it aimed to 
encourage students using mathematical ideas (e.g., definitions/theorems). Thus, the schema in 
the CPSTs focused on creating problems involving open-ended questions and designing the 
psychological cognitive model such that calculus concepts were presented in word-problem 
format. Yet, the word-problem format was essential in creating the study instrument. Using the 
graphical format in mathematical problems to examine students’ understanding of concepts was 
also important because graphic representations were the part of mathematics that represented 
mathematical ideas. For example, in teaching the concept of limit, the definition of limit was 
introduced in two ways. Students might have difficulty understanding an epsilon – delta (𝜖 − 𝛿) 
definition of the limit, but a graphical presentation of the idea might help their comprehension. 
Thus, the researcher decided to incorporate a graphing schema into the study, to assist in her 
understanding of how students understood calculus concepts from the different CPST 
representations.  
Pertaining to the idea of using the graphing schema, Baker et al. (2000) examined 
students’ conceptual understanding of the graphs of the first and second derivative, continuity, 
and the value of limits, and then analyzed how students interpreted and combined these elements 
to sketch the graph of a relevant function. They stated that students might be proficient at 
differentiating a function and finding its critical values algebraically, but the researchers’ 
interests were to examine whether students could conceptualize these actions when not given in 
an equation form, and whether students were capable of visualizing the graphical implications  
of the features. They used the action process object schema (APOS) theory to explore their 
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understanding of non-routine calculus graphing problems by taking into account both schema 
development and misunderstandings that students exhibited with regard to calculus concepts. 
Forty-one students majoring in engineering, mathematics, and science who had completed two or 
more semesters of single-variable calculus were given a problem with a set of conditions (e.g., 
derivatives, intervals of increasing or decreasing values) that required them to graph a function. 
In addition, they conducted follow-up interviews to give students the opportunity to explain their 
thought processes and the methods with which they attempted to graph the function. Baker et al. 
concluded that many students encountered obstacles with coordinating information while solving 
non-routine calculus graphing problems when the graph of the function had a cusp point, a 
vertical tangent, and a removable continuity; moreover, it represented the graph of the second 
derivative function. In Baker et al.’s results, students’ difficulties with the graphical 
representations of calculus concepts supported the idea of using the graphic schema to check 
students’ conceptual understandings. 
2.2.2 Research on Mathematical Thinking  
Students’ thought process—the process of mathematical thinking (MT)—is a mental 
activity that involves processing mathematical ideas while solving mathematical problems. It 
“lies on particular means such as different registers or representations that can be recognized as 
arising from or pertaining to the study of mathematics” (Aydin & Ubuz, 2014, p. 1280). It is a 
kind of thinking that consists of “a structure of a connected collection of hierarchical relations” 
(Ben-Hur, 2006, p. 5) and dictates “deductive and rigorous reasoning about mathematical notions 
that are not entirely accessible to us through our five senses” (Harel et al., 2006, p. 160). In 
addition, MT requires customizing “categorization, encapsulation and definition in a variety of 
ways to compress ideas into more flexible forms” (Tall, 2013, p. 15).  
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In discussing the thought process of a human mind, Bruner (1966) suggested three modes 
of mental representation—enactive, iconic, and symbolic—that develop in the sequence of a 
human’s cognitive growth. More specifically, he explained that enactive representation turns 
action into a mathematical context (enactive thinking); iconic representation involves visual and 
sensory organization (iconic thinking); and symbolic representation covers symbol systems, i.e., 
language, number, logic and algebraic expressions, which permit individuals to clarify 
mathematical concepts (formal thinking), perform procedural techniques (algorithmic thinking), 
and build generalizations (algebraic thinking). 
Based on Bruner’s framework, Hughes-Hallett (1991) categorized the types of thinking 
representation into four operations—numeric, analytic, verbal, and graphic—and suggested that 
the transformation from one to another can lead students toward robust, effective mathematical 
thinking. In Hughes-Hallett’s view, this means being able to (a) apply procedures (algorithmic 
thinking) while working within numbers and mathematical notations (numeric);  
(b) speculate about relationships and generalizations (algebraic thinking) while working with 
symbols and algebraic expressions (analytic); (c) explain static and factual information (formal 
thinking) while working with definitions and principles (verbal); and (4) build visualization 
(iconic thinking) while working with graphs, diagrams, and tables (graphic).  
Taking Bruner’s three modes (the sensorimotor, the iconic, and the symbolic) of mental 
representation, Tall (2003) combined the sensorimotor and iconic into the embodied mode and 
addressed formal aspects of thinking in mathematics in the formal-axiomatic mode, which  
begins with local deduction1 and develops into global systems of axioms and formal proof. Tall 
(2003) categorized Bruner’s three modes into three fundamentally distinctive worlds of 
 
1 deduction: “If I know something…then I can deduce something else” (Tall, 2003, p. 5). 
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operation: embodied, symbolic-proceptual, and formal-axiomatic. The embodied world is “the 
fundamental human mode of operation based on perception and action”; the symbolic-proceptual 
is “a world of mathematical symbol-processing”; and the formal-axiomatic world involves “an 
initial deductive stage based on embodied experience prior to building a full-blown systematic 
axiomatic theory” (pp. 3-4).   
Tall (2013) more closely detailed the development of mathematical thinking through his 
three-worlds framework, moving from perception and action through reflection. Mathematical 
thinking about perception, operations, and methods of reasoning as formulated in this framework 
were changed from one framework to another due to a changing purpose. However, Tall never 
positioned one framework as better than the others; rather, the changing of the framework was 
the process of changing mathematical ideas at different stages. Thus, Tall’s three worlds 
consisted of cognitive presentations at three different levels of mathematical thinking.  
Based on Tall’s framework, Aydin and Ubuz (2014) developed and validated a 
multidimensional test to assess undergraduate students’ mathematical thinking about derivatives. 
Their 30-item, multiple-choice thinking-about-derivative test (TDT) examined enactive, iconic, 
algorithmic, algebraic, formal, and axiomatic thinking. Aydin and Ubuz viewed (a) enactive 
thinking as the procedural modeling that students develop and use to solve real-world problems; 
(b) iconic thinking as the individual’s action (e.g., interpret and reflect) of visualizing images, 
diagrams, or graphs with the purpose of illustrating and combining information; (c) algorithmic 
thinking as procedures in nature—the automated process, i.e., computation, calculation, and 
execution; (d) algebraic thinking as an individual’s thinking process about using various 
representations to deal with quantitative situations; (e) formal thinking as thinking involving 
basic mathematical terminology (e.g., definitions, principles, facts, and symbols); and (f) 
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axiomatic thinking as an individual’s thinking affiliating with the process of proving such a 
process is a pathway between attempting to generate valid arguments and criticizing the process 
of attempting. Of Aydin and Ubuz’s six categorizations, formal thinking drew the researcher’s 
attention because of its involvement with mathematical terminology. Formal thinking is 
embodied by constructing meaning from definitions, principles, facts, and symbols (Tall, 2004), 
and it engages (a) using, connecting, and interpreting various conceptual representations; and (b) 
recalling, distinguishing, and integrating definitions, principles, facts, and symbols in a 
mathematical setting (Martin, 2000).  
To enhance a student’s formal thinking, Aydin and Ubuz (2014) suggested constructing 
concepts-related activities, such as creating a derivative problem by integrating the definitions of 
various differentiation concepts (e.g., the concepts of first and/or second derivative, of 
increasing/decreasing functions, and of concavity functions). Furthermore, Aydin and Ubuz 
recommended that the six mathematical thinking aspects should be combined in mathematical 
tasks because they are interconnected. As they described: 
     Mathematical thinking is not characterized by the replacement of one aspect  
of thinking by another that supposedly is “higher” or “more abstract”; rather it is 
characterized by the development and interlinking of different aspects of thinking that 
can develop alongside and in combination with one another. (p. 1286)  
 
The results of their study provided support for the instrument in terms of a theoretical framework 
when it came to assessing undergraduate students’ mathematical thinking about derivatives. 
They also offered an important takeaway: to examine formal thinking, appropriate concepts-
related tasks should be created. Although the researcher saw the six mathematical thinking 
aspects as important, the goal of the present study was to explore students’ misconceptions, that 
is, to examine conflicts in formal thinking—cognitive conflict. Therefore, the following sections 
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review the literature pertinent to the cognitive roots of mathematical thinking as related to 
calculus concepts. 
2.2.3 Cognitive Roots of Mathematical Thinking and Its Association with Calculus Concepts  
Calculus misconceptions are false mathematical ideas that students develop in their 
conceptual calculus knowledge. This section details how scholars have addressed concepts and 
cognitive roots and the relationship between them; this review assisted the researcher in creating 
the study instrument. Why do calculus concepts need to be discussed when detecting the 
cognitive roots of mathematical thinking? Normally, when we talk about concept, we think of it 
as a formal definition; in the review of literature above, however, we observed that an 
individual’s mathematical thinking process in problem solving depends on more than just the 
formal definition. Cornu (1981) offered a tip for creating mathematical activities: Mathematical 
concepts be used not only in their formal definition, but also throughout mental representations. 
The concept of limit, for example, signifies a bound as reachable, or sometimes as unreachable 
that cannot cross over, and so can, or cannot, be approached (Cornu, 1981). The definition itself 
of concept sometimes creates conflict or confusion as students process it in problem solving. 
Vinner and Hershkowitz (1980), as well as Tall and Vinner (1981), also discussed concept image 
and how it can create cognitive conflicts for students: 
     We shall use the term concept image to describe the total cognitive structure that is 
associated with the concept, which includes all the mental pictures and associated 
properties and processes.… As the concept image develops it need not be coherent at all 
times.… We will refer to the portion of the concept image which is activated at a 
particular time the evoked concept image. (p. 152) 
 
When students are first introduced to formal definitions of calculus concepts, cognitive 
conflicts are almost unavoidable, as their concept images have likely been built from their own 
experiences. Tall (1992) discussed this conflict that inevitably exists between mathematical 
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foundations and cognitive roots, emphasizing that “it is preferable to attempt to find an approach 
which builds on concepts which have the dual role of being familiar to the students and also 
provide the basis for later mathematical development. Such a concept I term a cognitive root”  
(p. 4). Pines (1985) described cognitive structure as the structure of relationships among 
concepts, where cognitive means “of the mind; having the power to know, recognize and 
conceive; concerning personally acquired knowledge, so cognitive structure concerns the 
individual’s ideas, meanings, concepts, cognitions” (p. 101).  
Mathematics educator and researcher David Tall has spent four decades developing 
theories of teaching and learning mathematical ideas at various ages, coming to recognize that 
the processes of learning mathematics at different levels all share one particular feature: a form 
of learning called mathematizing. Similarly, Tall and Vinner (1981) discussed concept image in 
their research, emphasizing that concept image is a notion of cognitive theory consisting of the 
cognitive structure of the individual mind connecting with the concept; concept image differs 
from the formal definition and contains aspects that trigger cognitive conflict. As Papert (1980) 
defined cognitive conflict: 
     New knowledge often contradicts the old, and effective learning requires strategies  
to deal with such conflict. Sometimes the conflicting pieces of knowledge can be 
reconciled, sometimes one or the other must be abandoned, and sometimes the two can 
both be ‘kept around’ if safely maintained in separate mental compartments. (p. 121) 
 
Davis and Vinner (1986) concurred that two ideas (learning a new idea and an earlier 
idea) can exist simultaneously. When a student is faced with a question or task, s/he has two 
ideas and needs to select which one to retrieve: the new one, the old one, or both. This 
phenomenon is particularly pertinent to shifts in advanced mathematical thinking, when “the 
mind simultaneously has concept images based on earlier experiences interacting with new ideas 
based on definitions and deductions” (Tall, 1992, p. 498). Tall (1992) agreed that these early 
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experiences impact the human mind; when the human mind develops accepted ways of seeing 
things from generation to generation, contradictions arise with the evolving corporate mind. 
Creases in the mind develop over time, becoming the individual’s own conceptions of 
mathematical ideas; some of these ideas, however, might be false, based on formal mathematical 
theorems over calculus concepts. The nature of one’s perceptions of calculus concepts can lead 
to a way of thinking that pertains to personal experiences. Therefore, students’ understandings of 
the concepts must be examined to trace cognitive roots through their thought processes, as the 
researcher attempted to do in this study of student misconceptions within calculus concepts.  
2.3 Calculus Concepts 
A student’s thought processes in solving problems show her/his comprehension of the 
concepts so that the researcher can investigate how misconceptions are exhibited. Several studies 
(e.g., Selden et al., 1994) have shown that students, even those capable of doing well on routine 
problems, had difficulty solving non-routine calculus problems. Orton (1983b) and Selden et al. 
(1994) believed that a student’s poor conceptual understanding of function causes some of these 
difficulties. To understand students’ conceptual understanding of function, the researcher 
included function concepts in the CPSTs.  
2.3.1 The Function Concept 
Per Tall (2009): 
     Calculus begins with the desire to quantify how things change (the function concept), 
the rate at which they change (the derivative), the way in which they accumulate (the 
integral), and the relationship between the two (i.e., the fundamental theorem of calculus 
and the solution of differential equation). (p. 481) 
 
The function concept represents how quantities co-vary. Its development has had numerous 
conceptions: the geometric graph presentation, the algebraic formula, the relation between two 
sets, an input-output machine expression, and the modern set-theory definition. In the late 17th 
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century, Leibniz created the term functio to describe a relationship between the variables x and y, 
where the y-value depends on a changing variable x. Sullivan (2008) described the function as a 
relation between two sets: “Let X and Y be two nonempty sets. A function from X to Y is a 
relation that associates with each element of X exactly one element of Y” (p. 46). Thomas et al. 
(2008) and Stewart (2014) defined a function as a rule that “a function f from a set D to a set Y is 
a rule that assigns a unique (single) element 𝑓(𝑥) ∈ 𝑌 to each element 𝑥 ∈ 𝐷” (p. 1). In calculus, 
a function is associated with its graph—the set of points in the cartesian plane (Tall, 1997). 
Therefore, the various definitions of a function in different textbooks can cause conceptual 
difficulties for students. Meanwhile, students knowing how to apply either the function definition 
as a relation, or as a rule, in problem solving may show that they understand the function 
definition but may not be showing the cognitive root of mathematical thinking. In developing the 
CPSTs, the researcher’s goal was to create problems that can trace the roots of students’ 
mathematical thinking, and how this was accomplished in the study touches on the function 
concept.   
Schaaf (1930) discussed the function concept as “anything but an extension of 
elaboration of previous number concepts—it is rather a complete emancipation from the early 
notion” (p. 500). The conceptions of this early notion involve the geometric image of a graph, 
the algebraic expression as a formula, the relationship between dependent and independent 
variables, an input-output machine acknowledging overall relationships, and the modern set-
theoretic definition (Buck, 1970, as cited in Tall, 1992). Tall (1992) concurred that the 
emancipation of the function concepts that Schaaf suggested is reflected in complete cognitive 
reconstruction, because it uses the new set-theoretic definition in place of earlier process-related 
notions. Malik (1980) emphasized that the significance of this definition, given its appropriate 
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distinctive structure of thought, shows a rule-based relationship between a dependent and an 
independent variable. This relationship between the two variables was considered the most 
fundamental conception of a function. Sierpinska (1988), in supporting this idea, stated: “If this 
[relationship between variable magnitudes] is not developed, representations such as equations 
and graphs lose their meaning and become isolated from one another” (p. 572).  
Dreyfus and Eisenberg (1982) drew attention to intuitive functional concepts in 
measuring the intuitive background of junior-high students in 12 Israeli schools as they learned 
the function concept. The researchers argued that the concept is complex because (a) “it is not a 
single concept by itself but has a considerable number of sub concepts associated with it (e.g., 
domain, preimage, variable, extremum, and growth)” (p. 361); (b) it can be part of the process of 
abstraction achieved by using functions; and (c) the function can be presented as a table, arrow 
diagram, graph, formulas, or verbal description. Dreyfus and Eisenberg developed an assessment 
of intuitions within four hypotheses by creating three questionnaires including questions about 
the sub-concept of function, i.e., image, preimage, growth, extrema, and slope. Each set contains 
the same functional relationships, presented as a diagram, a graph, a table, or sets; two functions 
in each booklet are given, one concrete and the other abstract. The concrete one gives an 
ordinary meaning to the functional relationship, while the abstract one removes it. For instance, 
“a concrete functional relationship from a discrete domain into a discrete range might be 
temperature readings taken at specific times during a given day” (p. 366), and an abstract 
functional relationship might be a relationship between two sets. The concrete and abstract 
situations were determined as two distinct levels, so that they were meaningfully different. This 
distinction led Dreyfus and Eisenberg to create their instrument: 42 multiple-choice questions in 
which five each covered image, preimage, and extrema in both the concrete and the abstract 
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functions; five focused on growth, presenting only the concrete functional relationship; and 
seven dealt with slope questions (five concrete function and two abstract function). Regarding 
their four hypotheses, Dreyfus and Eisenberg (1982) suggested: 
     H1, pupil’s intuitions on functional concepts do grow with their progress through the 
grades; H2, no differences in the intuitions between boys and girls in junior high school 
were observed. However, there are indications that girls tend to develop their intuitions at 
a different rate from boys; H3, high-level pupils demonstrate correct intuitions more 
often than low-level pupils; and H4, it is not true that intuitions in concrete situations are 
more often correct than in abstract ones. (p. 378) 
 
In sum, although Dreyfus and Eisenberg analyzed specific mathematical topics in terms of 
cognitive development, their study specifically examined students’ intuitions about functional 
concepts, and the inconsistencies exhibited by the different student groups.  
Vinner and Dreyfus conducted a similar study in 1989, comparing and contrasting 
characteristics of the images and definitions of the concept of a mathematical function that 271 
college students (not majoring in mathematics) and 36 junior-high school teachers held before 
taking calculus courses. They designed a questionnaire to explore the cognitive schemes for the 
function concept that actively empowered participants to identify and construct problems and 
made it possible to compare these schemes with the definition participants were given. Vinner 
and Dreyfus found that the modern concept of function—the Dirichlet-Bourbaki concept—
involved a correspondence between two nonempty sets that assigns every element in the set of 
domains exactly one element in the set of codomains; such correspondence has caused problems 
because, in some cases, it is not recognizable. A similar result was discussed by Barnes (1988) 
who claimed that many Grade 11 students and university students consider whether the given 
equation is a function by whether this equation is recognizable. For instance, students did not 
consider 𝑦 = 4 as a function because it is not recognizable since y does not depend on x; 
nonetheless, 𝑥2 + 𝑦2 = 1 is a function because it is recognizable.  
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Other studies have pointed to a similar phenomenon—that students consider whether the 
given graph is a graph of a function by associating it with their recognition. Malik (1980) stated 
that with the Dirichlet-Bourbaki approach to defining functions, many correspondences were not 
recognized as functions by earlier mathematicians, including discontinuous functions, piecewise-
functions, and functions defined by means of a graph. Similarly, Vinner and Dreyfus (1989) 
claimed: 
     Although the Dirichlet-Bourbaki approach is frequently presented in textbooks and 
curricula, the examples used to illustrate and work with the concept are usually, 
sometimes exclusively, functions whose rule of correspondence is given by a formula. 
This practice may lead to student images being based on the appearance of a formula, 
even though their definition may well be of the Dirichlet-Bourbaki type. Thus, when 
asked about the function definition, a student may well come up with the Dirichlet-
Bourbaki formulation, but when working on identification or construction tasks, his or 
her behavior might be based on the formula conception. (p. 357) 
 
This compartmentalized phenomenon happens, as Vinner and Dreyfus (1989) explained, because 
of a person’s inconsistent behavior due to two different, potential schemes in his/her cognitive 
structure, or potentially because 
a given situation does not stimulate the scheme that is the most relevant to the situation. 
For instance, respondents can give the Dirichlet-Bourbaki definition and even accept that 
a certain discontinuous correspondence is a function; when asked to justify this, however, 
they do not use the definition but rather say that it is a discontinuous function. (p. 357) 
 
With regard to compartmentalization, Vinner and Dreyfus designed six questions to examine the 
aspects of the graphs of functions, and one question to examine their definitions. They debated 
the difficulties students had with the Dirichlet-Bourbaki approach to the function concept, and 
whether it should be taught before learning about discontinuous functions, functions with split 
domains, functions with exceptional points, or other strange functions. In examining differences 
between groups, they concluded that students at a higher grade level obtained more ability to 
reason and to apply the function definition; therefore, these students were more conscious of 
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their thinking process. Though Vinner and Dreyfus intended to explore students’ reasoning 
ability and thinking process, their instrument was limited to checking students’ intuition about 
the function concept and its definition; they did not specifically analyze students’ thought 
process while students solved problems.  
Looking beyond studies on how the mind of the individual processes the function 
concept, Vinner (1983) illustrated how students intended to adapt their intuitive images (e.g., a 
function should be given by an algebraic rule, regular, reasonably increasing, or given by a single 
formula) answer questions—even those who can provide an accurate set-theoretic definition. 
Students obtained various conceptions of a function. For instance, a function is given by a 
formula, that if y is a function of x, x must be included in the formula, and its graph is expected 
to be a recognizable shape or to contain certain continuous characteristics (Bakar & Tall, 1992; 
Ferrini-Mundy & Graham, 1994). These conceptions, indeed, consist of false ideas of the 
concept of a function and its graph, which were considered as misconceptions for this study. 
2.3.2 The Limit Concept 
James Stewart (2014) said the following about the intuitive definition of a limit: 
     Suppose f(x) is defined when x is near the number a. (This means that f is defined  
on some open interval that contains a, except possibly at a itself.) Then we write 
lim
𝑥→𝑎
𝑓(𝑥) = 𝐿 and say ‘the limit of f(x), as x approaches a, equals L’ if we can make the 
values of f(x) arbitrarily close to L (as close to L as we like) by restricting x to be 
sufficiently close to a (on either side of a) but not equal to a. (p. 83) 
 
The phrase “but 𝑥 ≠ 𝑎” in the intuitive definition of a limit suggests that 𝑥 = 𝑎 will never be 
considered in finding the limit of 𝑓(𝑥) as x approaches a. Indeed, 𝑓(𝑥) does not even need to be 
defined at 𝑥 = 𝑎. As Stewart explained, “the only thing that matters is how f is defined near a” 
(p. 84). Look at the graphs of three functions (see Figure 2.1) Stewart (2014) provided; the limit 
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exists in all three cases, and lim
𝑥→𝑎
𝑓(𝑥) = 𝐿. However, in part (b), 𝑓(𝑎) ≠ 𝐿 and in part (c), 𝑓(𝑎) 
is not even defined.  
Figure 2.1. Stewart’s Illustration for lim
𝑥→𝑎
𝑓(𝑥) = 𝐿 in All Three Cases 
 
This intuitive definition of a limit, as shown in Figure 2.1, creates numerous cognitive conflicts. 
For example, “as x ‘approaches’ a” or “𝑓(𝑥) has a limit” might suggest to students that 𝑓(𝑥) gets 
close to the limit L but cannot equal it. The terminology here, connected with the definition of 
the limit of a function, suggests a meaning different from other mathematical meanings. For 
instance, the notion of a limit has been documented as unreachable (Schwarzenberger & Tall, 
1978), as a motion (Tall & Vinner, 1981), and/or as a bound that cannot be crossed (Cornu, 
1991). These expressions—as unreachable and/or as boundaries that limit of 𝑓(𝑥) is 𝐿, but 
𝑓(𝑎) ≠ 𝐿, or 𝑓(𝑎) is not defined—are inconsistent with the definition, and thus contribute to 
cognitive conflicts, which were considered as misconceptions for this study. 
Tall (1997) also discussed the cognitive difficulties with the limit concept in terms of the 




. As Tall explained: “In ‘intuitive’ terms this 
may be considered by varying h dynamically to see what happens as ℎ → 0. For ℎ ≠ 0, it 
simplifies [the expression of 
(𝑥+ℎ)2−𝑥2
ℎ
] to 2𝑥 + ℎ, and as h ‘tends to zero,’ this expression 
visibly becomes 2𝑥” (p. 16). Not only does the term “tends to” contribute to the conflict, but also 
the simplification can only be done if ℎ ≠ 0, hitherto acquire the limit by putting ℎ = 0. In Tall’s 
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explanations, the limit was first attained as a process and then encapsulated as a limit concept. 
While obtaining the limit of a function, a student may struggle to process this notion or to make a 
connection with the information in her/his mind—first setting ℎ ≠ 0 to simplify the expression, 
then setting ℎ = 0 to acquire the limit. Although a student might remember how to perform a 
procedure in finding the limit, s/he could encounter conceptual obstacles within the formal 
definition of the limit concept. Thus, the precise definition of a limit as Stewart (2014) stated: 
     Let f be a function defined on some open interval that contains the number a, except 
possibly at a itself. Then we say that the limit of f(x) as x approaches a is L, and we write 
lim
𝑥→𝑎
𝑓(𝑥) = 𝐿 if for every number > 0 there is a number 𝛿 > 0 such that if 0 <
|𝑥 − 𝑎| < 𝛿 then |𝑓(𝑥) − 𝐿| < . (p. 106) 
 
The intuitive definition of a limit gives the abstract idea because of its language usage that 
proposes whether f(a) can be a limit at 𝑥 = 𝑎, but the formal epsilon-delta definition of a limit 
itself is even more abstract. According to Stewart, the definition of a limit can be expressed as 
“lim
𝑥→𝑎
𝑓(𝑥) = 𝐿 means that the distance between 𝑓(𝑥) and 𝐿 can be made arbitrarily small by 
requiring that the distance from x to a be sufficiently small (but not 0)” (p. 106). The usage of 
arbitrarily small is abstract and creates cognitive conflict about how small it can be. Therefore, 
the limit concept is very difficult for students to comprehend.   
As Cornu (1981) expressed, “One of the greatest difficulties in teaching and learning the 
limit concept lies not only in its richness and complexity, but also in the extent to which the 
cognitive aspects cannot be generated purely from the mathematical definition” (p. 153). Many 
studies (Cornu, 1981, 1983; Davis & Vinner, 1986; Sierpinska, 1987; Tall, 1980; Tall & Vinner, 
1981) have confirmed that students have difficulties with understanding the limit concept.  
Moreover, students consistently hold inadequate and alternate conceptions of limit, even after 
receiving instruction intended to eliminate these conceptions (Davis & Vinner, 1986; Williams, 
1991).   
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Despite their difficulties with the limit concept, students obtained spontaneous 
conceptions (Cornu, 1981, 1983): ideas, intuitions, images, and knowledge from daily experience 
and formal teaching. To help prepare higher-level educators, Williams (1991) conducted a study 
to investigate students’ understanding of spontaneous models of limit, following Cornu’s (1981, 
1983) work on spontaneous conceptions. The study explored college students’ comprehension of 
the limit concept and the factors that affectively changed their own models to more formal 
conceptions; Williams’ (1991) goal was to investigate students’ cognitive conflict that 
encouraged their views of limit. First, he presented three-part questionnaires about limits to 341 
students in second-semester calculus classes. Part A included six true-false statements about 
limits such as “(a) dynamic-theoretical, (b) acting as a boundary, (c) formal, (d) unreachable,  
(e) acting as an approximation, and (f) dynamic-practical” (p. 221). In Part B, students were 
asked to identify their understanding of limits, and so in Part C, they were asked to describe their 
views of limits. 
In his (1991) second phase, Williams met with 10 volunteer students for five sessions 
over 7 weeks. The limit conceptions, such as whether a function could reach its limit or whether 
limits involved motion, were discussed in each session; at the end of each session, students were 
encouraged to amend their definitions of limits if they wished. In interviews during the fifth and 
final sessions, students were asked to give three informal viewpoints from the three middle 
sessions, and to describe why their views of limits had or had not changed. In discussing the 
results of limit models, Williams (1991) proposed idiosyncratic variations in students’ 
conceptions of limit—that the limit was evaluated by procedural operations: setting points 
sequentially close to a given x-value and, thus, approximating the limit. He concluded, “The 
students in the study failed to adopt a more formal view of limit after only five sessions”  
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(p. 235). However, the data suggested “the attitude toward practicality and mathematical truth 
displayed by the subjects did interfere with conceptual change” (p. 235). Ultimately, Williams 
argued that the students lacked appreciation for formal thinking, which removed their motivation 
to learn the formal definition of limit. He suggested providing careful, explicit instruction to 
improve students’ understanding of the formal definition of a limit, and therefore change 
students’ attitudes towards learning mathematical knowledge.  
Similarly, Szydlik (2000) studied university students’ mathematical beliefs and 
conceptual understanding of the limit of a function. Participants were chosen based on 
questionnaire and interview responses to real number, infinity, function, and sources-of-
conviction2 items. Data from the interviews relating to the successive limit suggested that 
students with external sources of conviction showed more incoherent or inappropriate definitions 
of limit, and thus had more misconceptions and were less capable of evaluating limits than those 
with internal sources of conviction. Szydlik (2000) concluded, “The most significant result of 
this work is the evidence that students’ beliefs can affect conceptual understanding in the domain 
of limit” (p. 274), which supports teaching students with a formal structure that permits them to 
discover significant ideas.   
Both Williams (1991) and Szydlik (2000) researched college students’ understanding of 
the limit concept with a baseline of their attitudes and beliefs. Unlike those researchers, Denbel 
(2014) investigated students’ misconceptions of the limit in 130 pre-engineering students’ first 
calculus course. A questionnaire and interviews explored students’ misconceptions about limit 
and the cognitive schemes for the limit concept. The results showed that: (a) students perceive a 
limit as unreachable—an approximation, a boundary, and a dynamic process; (b) they think a 
 
2 This differs from content beliefs in that these are beliefs about how mathematical truth and validity are 
established (Frid, 1994). 
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function has to be defined at a point in order to have a limit at that point; and (c) they believe that 
the limit must equal a function value at that point. Therefore, students’ understanding of a limit 
of a function largely relied on isolated facts, routine calculation, and memorizing algorithm 
procedures.  
According to studies by Williams (1991) and Szydlik (2000), students’ attitudes and 
beliefs about the limit concept created cognitive difficulties that affected their conceptual 
understanding. These studies demonstrated that students’ intuitive conceptions related to the 
intuitive definition of a limit rather than the formal epsilon-delta definition of a limit. Regarding 
what has been discussed about a limit of a function, scholars have suggested that there are 
unavoidable misconceptions with the notion of limit: (a) the influence of language (Davis & 
Vinner, 1986), and (b) the generic limit property (e.g., the limit of a continuous function must 
again be continuous) (Tall, 1986). However, there has been little research on students’ 
misconceptions about the notion of a limit of a function associated with their mathematical 
thinking. Therefore, the researcher included limit concepts in this study of calculus 
misconceptions. 
2.3.3 The Concept of Tangent 
In 1583 CE, the word tangent was derived from the Latin word tangens, which means 
“touching.” As Stewart (2014) argued, “a tangent to a curve is a line that touches the curve”  
(p. 78). Referring to the curve as a circle, the Euclidian definition provides that a tangent is a line 
intersecting the circle once and only once. Here, Euclid considered the curve a circle in Euclid’s 
Book III.3 This definition would be inadequate for more complicated curves if used to identify 
whether a line is a tangent. If a student took this idea of a tangent that intersects the curve once 
 




and only once to solve tangent problems, a misunderstanding of the Euclidian definition about a 
tangent definitely would create conflict. The Euclidean definition, therefore, would possibly 
cause students to mistake what a tangent is, and such an idea might persist during and afterwards 
in learning calculus. Furthermore, this false idea may lead students to believe that the tangent 
line should be a line that touches the graph at a point once and only once. As such, it produces a 
concept image in the mind that will cause cognitive conflict—a misconception when considering 
the cases that do not fit existing concept images.  
The concept of tangent is not limited to the definition stated above, but also consists of 
extended advanced determination. For instance, Stewart’s (2014) precise definition of the 
tangent line may cause difficulty for students’ in-depth understanding that “the tangent line to the 





provided that this limit exists” (p. 141). More misconceptions may arise because Stewart’s 





Mathematicians like Stewart have used this definition of derivative to develop derivative rules, 
including the constant rule, the power rule, the sum and the difference rules, the quotient rule, 
and so on.   
Students often have difficulties processing formal mathematical concepts when a concept 
image exists in their mind. Tall (1986) explored how to utilize interactive computer programs to 
promote students’ developing of a broader concept image in appropriate situations. The study 
was conducted with two groups of 16-year-old students: an experimental group and a control 
group. The experimental group consisted of three classes taught to use the computer program 
AREA, while the control group was taught to use a traditional approach to investigate the 
concepts of tangent—at a point with different left and right gradients and at a cusp. Students in 
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the experimental group were able to interpret the tangent concepts at a point or at a cusp more 
appropriately than students in the control group. Therefore, the computer program helped 
students in the experimental group develop a more comprehensible concept image with an 
enriched capacity and, moreover, to transfer this concept image to a new context (Rasslan & 
Tall, 2002; Tall, 1986, 1991a, 1991b, 1997, 2013; Tall & Vinner, 1981).  
While discussing a limit and a tangent line of a function, we have observed that the type 
of limit ascends in finding the slope of a tangent line or the velocity of an object in motion. 




 are often used to calculate rate of change. Hence, it 
is given a distinctive name and notation: derivatives. The concept of derivatives was introduced 
and discussed following the concepts of functions, limits, and tangents, and following the order 
of introduction in Stewart’s (2014) Single Variable Calculus Early Transcendentals. 
2.3.4 The Concept of Derivatives 
Students often feel confident finding the first or second derivative, or even higher 
derivatives of a given function, by using the limit rules without understanding the definition of a 
limit of a function. The concept of derivatives is a complex concept because it associates with 
various concepts of calculus topics. Stewart (2014) introduced the concept of derivative of a 
function as the slope of the tangent line to the curve at the point, which is the limit of the slopes 
of the secant lines, and then as the instantaneous rate of change while the object is in motion. At 
the beginning of learning derivatives, students are taught to interpret derivatives as slopes, rates 
of change, and instantaneous rates of change (when discussing the motion of objects); how to 
estimate derivatives of functions by using the definition of a limit of a function; how to graph 
derivatives of functions; and how to calculate derivatives of functions defined by formulas. Later 
on, students learn the laws of derivatives, which provide them with an easier and faster way to 
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find a slope of a tangent, a critical point, or an inflection point. After solving a few problems 
successfully, students believe they can solve the derivative problems without considering their 
original definition. This would be true in some cases, but not for all derivative problems, i.e., 
solving a derivative problem without a function. Thus, understanding the concept of derivatives 
is helpful in solving problems that do not demand a procedural approach.  
Understanding the concept of derivatives is often a problem for students. For example, 





, if the limit exists. Students frequently interpret the difference quotient 
𝑓(𝑥+ℎ)−𝑓(𝑥)
ℎ
 as the derivative, instead of the derivative defined as the limit of the difference 
quotient (Makonye, 2012; Thompson, 1994).  
Some students know how to use the derivative rules appropriately to find the first 
derivative, but they fail the algebraic operation, or they fail to make the appropriate substitution 
for 𝑓(𝑥 + ℎ) to evaluate the limit of a function (Makonye, 2012). For instance, Makonye (2012) 
stated that, when asked to find the derivative of 𝑓(𝑥) = −3𝑥2 by using the definition of 
derivative, instead of substituting −3(𝑥 + ℎ)2 for 𝑓(𝑥 + ℎ), students substituted −𝑥(𝑥 + ℎ − 3). 
Students also had problems expanding (𝑎 + ℎ)2, often missing the middle term 2𝑎ℎ such that 
they considered (𝑎 + ℎ)2 = 𝑎2 + ℎ2 as they expanded for a product of the square that (𝑎ℎ)2 =
𝑎2ℎ2 (Orton, 1983b). In the example Orton (1983b) gave, students were able to find the 
derivative of the given function 𝑦 = 𝑥3 − 3𝑥2 + 4 as 𝑓′(𝑥) = 3𝑥2 − 6𝑥, but 24 out of 110 
failed to solve 3𝑥2 − 6𝑥 = 0, and half of those 24 students lost one solution, 𝑥 = 0. The cases 
described here are types of errors that students encounter while finding the derivative of 
functions by using the definition of derivatives; Orton (1983b) clarified that these are structural 
and executive errors. In the study of students’ misconceptions such as false mathematical ideas 
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related to the concept of derivatives—the kinds of errors that Makonye and Orton identified in 
their texts as being categorized as algebraic errors and lack of computational skills, not 
misconceptions.   
Upon students’ difficulties with algebraic knowledge and ineffective computational 
skills, mathematical notations were also recognized as being challenging for students when 
solving derivative problems. Orton (1983b) discussed how the use of symbols in calculus created 
conceptual misunderstanding. In his study, the symbols (e.g., Δ𝑥, Δ𝑦,
Δ𝑦
Δ𝑥




incorporated in tasks that required students to provide explanations of the meaning of symbols. 
Although some of these explanations led to fundamentally structural errors (Orton, 1983b,  












stands for the first derivative of a function, and it implies the operation of differentiation; it is 
also used interchangeably with the notation 𝑓′(𝑥). Thus, the usage of mathematical notations in 
CPSTs is appropriate to detect students’ false ideas, if any, in transliterating these notations.  
Students not only exhibit difficulties with mathematical notations but also frequently 
encounter difficulties with the graphical interpretations of the derivative; for example, believing 
the derivative of a function is equal to the equation for the line that is tangent to the graph of the 
function at a given point (Amit & Vinner, 1990; Asiala et al., 2001; Orton, 1983b). Orton 
(1983b) stated that students’ difficulties with graphical interpretations of derivatives occur not 
only with the complex curves but also with straight lines. To support students’ understanding of 
concepts of derivatives and to eliminate their difficulties with the graphical interpretations of 
derivatives, some scholars and educators have drawn attention to this specific aspect.   
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Asiala et al. (2001) investigated calculus students’ graphical understanding of a function 
and its derivative. An instructional treatment was designed to enrich the cognitive constructions, 
with interviews conducted after the instructional treatment. The APOS theoretical frameworks 
were adapted to analyze the results of the interviews, and the revised epistemological analysis for 
the graphical understanding of the derivative was also applied. In addition, in seeking to 
understand how effective an instructional treatment could be, the researchers undertook a 
comparative study of students’ performance between the instructional treatment group and a 
traditional calculus course group. Based on analysis of data collected from each group, students 
from the instructional treatment group exhibited more success in developing a graphical 
understanding of a function and its derivative than students from traditional calculus courses. 
Giraldo et al. (2003) conducted a similar study regarding pedagogical approaches  
to enhance students’ understanding of graphical interpretations of derivatives, exploring the 
pedagogical role in the development of learners’ concept images of derivative and limit, and its 
limitations for the enhancement of concept images. Giraldo et al. found that the theoretical-
computational conflict that appeared in their case study played distinct roles for different 
students. For example, the conflict one student exhibited in determining whether there was a 
derivative for the function ℎ(𝑥) = √𝑥2 + 1 was raised when comparing the results from the 
algebraic manipulation and the graph that was produced by the computer software Maple. Most 
students in Giraldo et al.’s study stated that the algebraic manipulation suggests ℎ(𝑥) is 
differentiable, and the graphical representation suggests ℎ(𝑥) is not differentiable at the point of 
origin because the graph looks like a graph of an identity absolute value function, given the 
infinitesimal or infinite magnified domain or range such that 𝑥 ∈ [−100,100] 𝑎𝑛𝑑 𝑦 ∈
[−100,100]. Therefore, the graphic representation definitely will create conflict in 
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understanding the concept of derivatives; in other words, the graphic presentations of certain 
derivative problems are necessities in activating conflicts, which are appropriate and helpful for 
investigating students’ conceptual misunderstanding.   
2.4 Conclusion 
The distinction between mathematical errors and misconceptions provided a fundamental 
basis for identifying misconceptions in problem solving. The study instrument, CPSTs, was 
designed as open-ended questions to assess students’ conceptual misunderstandings. Students’ 
conceptual misunderstandings relate to their misunderstandings about formal definitions and the 
representations of some formal definitions. Although verbal descriptions of formal definitions 
were found to be challenging for many students due to their limited understanding of semantics, 
different representations, such as graphic and symbolic representations, could create cognitive 
conflict. Thus, the tasks were designed by using graphic representations of concepts (e.g., using 
graphs/curves to represent a concept) and symbolic representations with mathematical notations, 
such as function, limit, and derivative notations.  
The review of studies pertinent to calculus concepts has shown that students experience 
various obstacles while solving problems corresponding to these concepts. A majority of studies 
were focused on researching for one particular sub-area, such as the study of function concept or 
the concept of derivative. Among those studies, many used quantitative methodology to design 
the research and the statistical methodology to test the hypotheses. Although some studies 
focused on studying students’ cognitive obstacles, such as obstacles with mathematical notations, 
they examined a particular topic (e.g., the limit of a function) or one particular mathematical 
thinking (e.g., a test on enactive thinking). It is definitely powerful to focus on a specific topic or 
a particular aspect of mathematical thinking, but this research was more interested in studying 
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how students misunderstood the calculus concepts (the function concept, the concepts of limit, 
tangent, and derivative) because misunderstandings of these fundamental calculus concepts 
could hinder students’ ability when learning higher-level mathematics or other disciplines that 
require calculus knowledge. Moreover, it was essential to trace students’ thought process—the 
mathematical thinking for how they solved problems—to understand how students have 
comprehended these calculus concepts and how they have synthesized the different aspects 
provided within the context of problems. This is important because tracing students’ thought 
process enabled the researcher to identify false ideas, or misconceptions regarding calculus 
concepts, which was the purpose of this study. 
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Chapter 3: Research Methodology 
To answer the forementioned research questions, the researcher used a qualitative 
methodology to design the research study. The qualitative analysis—a semantic analysis—
helped to analyze the qualitative data in order to develop sequential explanatory theories. The 
study included two distinct major parts. Figure 3.1 displays an overview of the different parts of 
the research in which the significant methodology was discussed.  
Figure 3.1. An Overview of Different Parts of Research Methodology Discussed in the Study 
 
Part one included the development of the study instrument—Calculus Problem-Solving 
Tasks (CPSTs)—regarding calculus concepts (e.g., the graphs of functions, limits, tangents, 
derivatives) and faculty interviews. The study instrument was created based on the issues that 
students had with learning calculus in scholarly studies. Once the original calculus problem-
solving tasks were generated with the help of two calculus coordinators, college faculty 
interviews were conducted, and the results of the analysis were used to finalize the study 
instrument. Faculty interview protocols were developed as a Faculty Demographic Survey (see 
Appendix A) containing a prescreening questionnaire that was aimed to learn about the faculty’s 
experience of teaching Calculus I courses. 
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Part two included two major components that formed the research stream to develop 
bottom-up theories based on students’ behaviors in problem solving. The first component was to 
have students solve problems; the second component was to conduct student interviews. 
Moreover, the Student Demographic Survey (see Appendix B) containing prescreening 
questionnaires was developed to learn about students’ academic status and experience within a 
Calculus I course. The survey was distributed at the beginning of the problem-solving sessions. 
If students did not take a Calculus I course at the participating undergraduate school, they were 
requested to withdraw from the study. After students completed the CPSTs, their answers were 
labeled with three categories: CA (correct answer), ICA (incorrect answer), and NA (no answer). 
The answers with the ICA label were analyzed to classify whether the incorrect answers were 
related to misconceptions. Thereafter, students who exhibited misconceptions in their ICA 
solutions were invited for an interview. If students exhibited mathematical errors that were not 
categorized as misconception(s), or if their explanations were unclear, they were also invited for 
interviews. During the interviews, they were asked to explain the notion of a function, a limit, a 
tangent, and a derivative if they exhibited misconceptions in their ICA solutions; if their 
explanations were unclear, they were asked to add any additional explanations to their answer(s); 
if their additional explanations appeared to be misconception(s), they were asked to explain what 
made them to think their solutions were accurate. Student interview results were analyzed to 
confirm their misconceptions and to determine their thought process in problem solving. 
Before introducing the methodologies of the two parts illustrated above, it is important  
to address how and why the qualitative methodology, with its attention on semi-structured 
interviews, was utilized for the study needed. This was a primary format in conducting the 
college faculty interviews in part one and the student interviews in part two.  
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3.1 Qualitative Approach: Semi-Structured Interviews 
The interview is a fundamental tool for collecting data in qualitative research (Brinkman 
& Kvale, 2015; Seidman, 2012) because it provides opportunities for the researcher to capture an 
individual’s perspective on an event or a problem (Creswell, 2013; Denzin & Lincoln, 2013; 
Marshall & Rossman, 2015). As such, faculty interviews were used to learn about college faculty 
perspectives on students’ misconceptions in problem solving, and student interviews were used 
to learn their thought process in solving problems.  
Semi-structured interviews, in the form of the interview-question structure, provided a 
framework for covering the concepts in each interview while also encouraging participants to 
add information to the interview that they deemed important (Corbin & Strauss, 2015). Thus, 
these interviews were well suited for the purpose of this study, given that the researcher intended 
to maintain some consistency over the concepts covered in the CPSTs.   
The development of interview questions was based on the study’s research questions,  
and the interview questions were designed to further explore the students’ thought process on 
whether mathematical thinking significantly occurred in their problem solving regarding their 
misconceptions so that the researcher could navigate what might have contributed to these 
misconceptions. Two sets of semi-structured interview questions were developed, one for 
interviewing college faculty (see Appendix E) and the other for interviewing students (see 
Appendix F). Both sets of interview questions were open-ended questions, using the same 
framework when the interview questions were asked.   
Polkinghorne (1989) suggested that the number of interviewees should be at least in the 
range of five to 25 to develop possible theories from their experience. Thus, the interview results 
of this study included 13 college faculty members and 5 students, whose experiences had 
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potential relevance for developing theories for the study. The interviews with college faculty 
allowed the researcher to ask their opinions about the misconceptions that students had with the 
proposed problems in the CPSTs. The interviews with students allowed the researcher to learn 
about their explanations for their misconceptions in order to capture their thought process in 
problem solving.    
3.2 The Development of the Calculus Problem-Solving Tasks (CPSTs) 
The primary instrument for this study, the Calculus Problem-Solving Tasks (CPSTs, see 
Appendix C), was developed to identify the calculus misconceptions that students had. The 
development of the CPSTs involved two stages. The first stage was to create problems regarding 
the four concepts of calculus, based on the issues that were stated in the scholarly studies. The 
second stage was to validate whether each problem in the CPSTs was appropriate to detect 
students’ misconceptions.  
3.2.1 The Development of Primary Instrument 
It was important to highlight some common misconceptions that scholars have discussed 
and which have subsequently been associated with the concepts of functions, limits, tangents, 
and derivatives, such as: 
• A graph of a function must be continuous, reasonably increasing, or given by 
recognizable shape (Bakar & Tall, 1992; Ferrini-Mundy & Graham, 1994).  
• A limit is unreachable (Schwarzenberger & Tall, 1978; Vinner, 1991), a motion as it 
tends to or approaches a stationary point (Tall & Vinner, 1981; Tall, 1997), or a 
bound cannot be crossed (Cornu, 1991). 
• A tangent can only touch the curve but does not intersect it, or it meets the curve but 
does not cut it, or it has a common point with the curve but it is on one side of the 
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curve (Vinner, 1983, 1991); a tangent can only touch the graph once and only once 
(Tall, 1986).  




, was not 
properly understood and interpreted by students, in which the difference quotient 
𝑓(𝑥+ℎ)−𝑓(𝑥)
ℎ
 was interpreted as the derivative (Makonye, 2012; Thompson, 1994); 
mathematical symbols (e.g. ∆𝑥, ∆𝑦,
∆𝑦
∆𝑥
, 𝑑𝑥, 𝑑𝑦, 𝑎𝑛𝑑/𝑜𝑟 
𝑑𝑦
𝑑𝑥
) of differentiation 
created numerous misconceptions (Hart, 1981; Orton, 1983b); students had 
difficulties with the graphical interpretation of the derivative, where they believed 
that the derivative of a function is equal to the equation for the line that is tangent to 
the graph of the function at the given point (Amit & Vinner, 1990; Asiala et al., 2001; 
Orton, 1983b). 
The majority of misconceptions addressed above were incorporated into the CPSTs; for 
instance, Question 2 corresponds to the function misconception that a graph of a function must 
be continuous; question 4 matches the limit misconception that a limit is unreachable; Questions 
8, 9 and 11 are linked to a misconception about a tangent, that a tangent can only touch the 
graph once and only once; Question 10 resembles the tangent misconception that a tangent can 
only touch the curve but does not intersect it; and all the derivative problems (Questions 12 to 
16) are related to the idea of that mathematical symbols of differentiation create numerous 
misconceptions. Additionally, Questions 15 and 16 are associated with the idea that the definition 




, was not properly understood and 
interpreted by students. 
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In addition to calculus misconceptions, some common issues were identified while 
reviewing relevant literature. For instance, Vinner (1991) found in his study: 
     They [students] claim that a tangent touches the curve but does not intersect it, or that 
it meets the curve but does not cut it or that it has a common point with the curve, but it is 
on one side of the curve. (p. 76)  
 
According to Vinner’s findings, students seemed to have different conceptions of what a tangent 
line was, as well as difficulties with the words touch, intersect, and cut, with many believing that 
the terms differed in defining a tangent line. Additionally, among 278 first-year college students, 
only 18% believed a tangent could intersect the graph of a function, 8% believed a tangent could 
be a vertical, and 12% believed a tangent could have common points with the curve (Vinner, 
1991). Based on these issues that students had with the concept of tangents, the three images in 
Vinner’s study were adopted and modified as Questions 8, 9 and 10 in the CPSTs for this study, 
given the researcher’s interest in learning how students would respond and whether they 
appeared to be issues for public university undergraduates.  
The literature review also uncovered valuable information on the kinds of representations 
required for students to engage and learn related concepts. For example, the use of visual 
representations—concept images—in the CPSTs, as discussed by Vinner (1991), connects with 
the human mind through concept names. That is, when students hear the word function, they 
might recall the expression as the function notation 𝑦 = 𝑓(𝑥); they might visualize the graph of a 
function; or they might think about specific functions, such as 𝑦 = 2𝑥 + 5, 𝑦 = 𝑥2, or 𝑦 = 𝑥3. 
Therefore, one way to create associations with calculus concepts is to include visual 
representations (e.g., graphs) or to ask students to provide an image of the given problem.   
The researcher incorporated graphs into the CPSTs, not only because of their association 
with visual representations, but also because they are challenging for school students and 
45 
 
university students. For example, Bakar and Tall (1992), in their study of 36 secondary school 
students and 109 first-year university mathematics students, found that about two thirds of both 
populations claimed a graph of a circle was a function because it was continuous. Students 
considered “if it were a function, the graph would continue, not stop” (p. 258). Taking into 
consideration that the majority of students in Bakar and Tall’s study had false expressions with 
the function concept, Question 2 (Q2) was created in the CPSTs to give a discontinuous graph to 
check whether the undergraduates in this study would consider this discontinuous graph a graph 
of the function. This idea concerning graphic representations was also incorporated in the CPSTs 
with the concept of tangents on Q4 and Q5(b) and limits on Q8, Q9, and Q10. 
Considering the issues uncovered through the literature review, and in gathering ideas 
about how to incorporate concepts of functions, limits, tangents, and derivatives into calculus 
problems, James Stewart’s (2014) textbook, Single Variable Calculus Early Transcendentals 
(8th edition), was also used as a guide to formulate problems covering the four concepts. The 
order of delivering each concept in the CPSTs followed the order in the textbook. Some 
problems in the CPSTs were created and modified with a description of the theories and 
problems represented in the exercises. For instance, Questions 13 and 14 in the CPSTs were 
created by combining the ideas of Fermat’s Theorem1 and the Extreme Value Theorem2 because 
Stewart (2014) advised that (a) “the converse of Fermat’s Theorem is false in general,” and  
(b) “there may be an extreme value even when 𝑓′(𝑐) does not exist” (p. 280). Therefore, Q13, 
which considered (a) the idea of the converse of Fermat’s Theorem and Q14 in connection with 
(b) Stewart’s advice, was created to determine how students would have comprehended Fermat’s 
 
1 Fermat’s Theorem: if f has a local maximum or minimum at c, and if 𝑓′(𝑐) exists, then 𝑓′(𝑐) = 0  
(p. 279). 
2 The Extreme Value Theorem: If f is continuous on a closed interval [a, b], then f attains an absolute 
maximum value 𝑓(𝑐) and an absolute minimum value 𝑓(𝑑) at some numbers c and d in [a, b] (p. 278). 
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Theorem and the Extreme Value Theorem. The choices involving the set of problems related to 
the theorems introduced in the calculus textbook gave rise to classifying the level of 
comprehension students obtained about concept definitions. Concurrently, Vinner (1991) 
discussed this point as being challenging for high school and college students (luckily for many 
students, they did not need to remember definitions or theorems to pass the course).   
Another example was to modify the exercises in the textbook, i.e., Q15 in the CPSTs. 
The original exercise was given as “If 𝑓(1) = 10 and 𝑓′(𝑥) ≥ 2 for 1 ≤ 𝑥 ≤ 4, how small can 
𝑓(4) possibly be?” (Stewart, 2014, p. 292). This exercise was adapted because of the following 
three reasons: 
1. it checked students’ comprehension about the Mean Value Theorem; 
2. it enabled students to obtain information about a function from information about its 
derivatives; and 
3. it checked students’ epistemologies of the function and derivative notations, and the 
notation of inequalities. 
Based on these misconceptions addressed in the literature, highlighting the theorems and concept 
definitions (for a Calculus 1 course) addressed in the Stewart’s textbook, a total of 17 calculus 
concept-related problems were generated. All questions were created as open-ended, as Karp 
(2007) suggested: “One approach to constructing nonroutine problems is to replace standard 
questions with open-ended ones” (p. 408). The open-ended format giving students opportunities 
to provide reasoning for their solutions helped to explore situations where mathematical thinking 





3.2.2 Initial Content Validation with First Version 
Two calculus coordinators (one from the selected university, and the other from 
Columbia University) helped to clarify whether the initial problems in the CPSTs were 
appropriate to detect a student’s conceptual understandings, and if they observed any conceptual 
misunderstandings in teaching experience that were not presented in the CPSTs. In addition, they 
were asked about the accuracy of solutions that the researcher prepared for evaluating student 
answers. Based on their suggestions, the researcher revised some problems in the CPSTs. For 
instance, on Question 8, one of the professors suggested, if given that the line 𝑦 = 0 touches the 
curve at the point of origin once and only once, it would perhaps be more likely to see whether a 
student obtained a conceptual misunderstanding because of that false idea about a tangent. The 
professor further explained that given that the line 𝑦 = 0 touches the curve once and only once, a 
possible false idea might occur in one way or another: If students provide an incorrect answer 
saying that the line is a tangent, they might reason that with the proposed false idea; if students 
argue that the line is not a tangent, but the line 𝑥 = 0 is, they might also apply that false idea to 
explain. Therefore, the researcher modified Question 8 from Figure 3.2 to Figure 3.3 which 
enabled the identification of that false idea about a tangent. 









Figure 3.3. Revised Question 8 according to Calculus Coordinators’ Suggestions 
 
The study used a method of triangulation to complete the creation and validation of the 
study instrument to ensure its appropriate content. The college faculty interviews were conducted 
to confirm new revised problems in the CPSTs in order to help develop the final version of the 
instrument. The final stage of development of the instrument was first to confirm whether the 
problems could take misconceptions from invisible to visible, and then to confirm whether these 
misconceptions have been subsequently discussed by scholars using the theoretical frameworks 
about misconceptions that were developed from scholarly studies. The next section describes the 
methods of collecting and analyzing the faculty interview data to complete the second content 
validation.  
3.2.3 Second Content Validation with Final Version  
The college faculty interviews were designed to collect data for finalizing the CPSTs 
using Research Question 1 (RQ1) (What are college faculty perceptions about students’ 
misconceptions regarding the problems in CPSTs?) to guide the process of the second content 
validation. The purpose of the college faculty interviews was to clarify whether a misconception 
would be detected in each problem from the CPSTs, and the results of the interviews were to 
confirm the validity of the problems in the CPSTs. To begin with, the Faculty Demographic 
Survey (see Appendix A) was created with the prescreening questionnaire to learn about the 
college faculty teaching experience within the first course of calculus. Then invitation letters to 
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college faculty at the selected university were emailed or hand delivered. Upon receiving 
permission from the college faculty for an interview, the researcher scheduled the interviews at 
their convenience and conducted (audiotaped) them at on-site visits.  
Background information of college faculty. Eighteen college faculty from a public 
university in the northeastern United States agreed to participate in the study, but only 16 of 
them were interviewed. Based on the results of the Faculty Demographic Survey, two results 
from the interviews were excluded because the faculty had never taught the Calculus I course. 
Another interview result was also eliminated because the interview recording could not be 
transcribed because of its recording quality. This exclusion of some college faculty did not mean 
that their opinions regarding students’ misconceptions were valueless, but rather that their 
responses might not be representative in considering the four concepts taught in the Calculus I 
course at the undergraduate level. Therefore, a total of 13 faculty interview results were used; all 
13 interviewees had taught Calculus 1 courses for at least two semesters, and their average years 
of experience teaching Calculus I courses was 5.8 years. Among them, four had more than 10 
years of experience teaching Calculus I courses; one faculty had 8 years of experience; four 
faculty had 2-5 years of experience; the rest had 1 year of experience. Eleven faculty held PhD 
degrees in either mathematics or mathematics education, or EdD degrees in mathematics 
education; one had a PhD degree in physics; and one was working on an EdD degree in 
mathematics education at the time of the interview. Eleven were full-time faculty, and two were 
adjunct faculty. Four faculty specialized in calculus and number theory, one in calculus for 
engineering and economics, one in calculus-based physics, one in calculus on manifolds, one in 
physics, and five in mathematics education.  
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Semi-structured interview questions. The researcher created two semi-structured 
interview questions to explore faculty perceptions about students’ misconceptions that could 
arise as they attempted to solve the problems in the CPSTs: 
1. What misconceptions do you think students might have if they attempt to solve 
problem #1 (the problem number will be changed to #2, #3, etc.)? 
2. (If a faculty did not state any misconceptions for a problem, a follow-up question was 
asked) In your opinion, could this problem detect a misconception? If not, what’s 
your suggestion(s) to remodel the problem so that a misconception could be visible? 
These semi-structured questions ensured some level of consistency and reliability during the 
interview procedures while discussing student misconceptions (see Appendix E).  
Settings. All interviews were conducted in person and only involved the researcher and 
interviewees. Six interviews took place in the faculty offices, three interviews were conducted in 
a university library conference room, and one was held in a coffee shop. Each interview lasted 
between 35 and 60 minutes. All interviewed college faculty had received the CPSTs and the 
semi-structured interview questions via e-mail to review prior to the interview. All of the 
interviews were audio-recorded.  
Interview process. Before each interview, the researcher clarified the definition of 
misconception with each college faculty as it was explained in the emails. During the interviews, 
all the faculty were consistently asked the semi-structured interview question (see Appendix E). 
If faculty stated that they could not tell what misconception the students might exhibit for the 
problem, they were asked an open-ended interview question (In your opinion, could this problem 
detect a misconception?). In addition, a follow-up question (Could you explain what you mean 
by that [repeat what faculty said]?) was asked to clarify any statements that the researcher felt 
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were unclear during the interviews. The interview audio recordings were transcribed by the 
professional staff of a transcription company.  
Analysis of college faculty interviews. The interview transcripts were analyzed through 
a two-step process. The first step was to identify the misconceptions college faculty discussed 
during their interviews. For example, when a college faculty said that students believed a graph 
of the function must be continuous, or students believed it was not a graph of a function because 
of a discontinuity, gap, or break on the graph, these situations would be categorized as a 
misconception because these are false ideas. This form of analysis uncovered faculty perceptions 
about some common misconceptions that could be identified as students solved the problems in 
the CPSTs; therefore, this was helpful for answering RQ1 (What are college faculty perceptions 
about student misconceptions regarding the problems in CPSTs?). In addition, the analysis of the 
interview results was compared with the misconceptions found in the literature to revise the 
problems in the CPSTs so that could help to expose misconceptions as students solved problems.  
Besides presenting the misconceptions that the professors discussed, it was necessary to 
address the other substantial issues that faculty discussed to help validate the study instrument, 
the CPSTs. Some categories were taken directly from what the professors addressed. For 
example, Professor Victor noted that students had problems understanding the word asymptote,  
it was necessary to distinguish the meaning of the words horizontal and vertical. This was 
categorized under mathematical language difficulties because students were not properly 
understanding the mathematical terminology.   
Theme: Mathematical language difficulties 
     A horizontal asymptote, the sort of Greek usage of the word asymptote is different 
from how we use it mathematically. And the students tend to think that asymptotes are 
such that the graph approaches, but never touches.… Our students have trouble with the 
word asymptote distinguishing horizontal versus vertical, where a vertical asymptote does 
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have that property that it’s not touched, but a horizontal asymptote doesn’t. So that word 
horizontal is something they’re going to have to parse, which they’re not so good at 
doing because there’s not a graph in front of them. (Professor Victor) 
 
Other categories summarized the meaning of the professors’ illustrations. For instance, 
when the professors discussed why a student could not solve a conceptualized problem, they 
agreed that it was because they did not provide students with the conceptualized problems. This 
instance was categorized as didactical obstacles because students were not skilled enough to 
solve the conceptualized problems because a teacher had not provided them with these types  
of problems. Table 3.1 displays a list of themes that helped the researcher determine the 
qualifications of these categories. 
Table 3.1. Themes Used in Analysis of Faculty Interviews for Types of Issues  
Themes Explanation/Description 
Misconceptions False mathematical ideas regarding the concepts or 
misunderstanding of the concepts 
Epistemological Difficulties Difficulties occurred while dealing with knowledge 
Didactical Obstacles Difficulties occurred because of the teaching or related to how the 
content was delivered by a teacher 
Difficulties with Mathematical 
Notations/Symbols 
Difficulties occurred because of not being able to interpret 
mathematical notations/symbols in a meaningful way 
English Language Difficulties Not able to properly understand or correctly interpret the semantic 
meaning of questions  
Mathematical Language 
Difficulties 
Not properly understood or misinterpreted the mathematical 
terminology 
Difficulties with Synthesizing Not able to combine concepts into a connected whole 
Mathematical Thinking This was incorporated when college faculty addressed that students 
used mathematical terms in the process of their thinking to solve the 
problems  
Mathematical Procedures These were integrated when professors emphasized the term of 
mathematical procedure 
 
3.3 Methods for Collecting and Analyzing Student CPSTs Sample Work 
3.3.1 Sampling Procedure 
A purposive sampling technique was used to select student participants. Purposive 
sampling occurs when subjects for the sample are selected based on the researcher’s judgment 
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(Black, 2010). Since the aim of the study was to examine undergraduate students’ 
misconceptions about calculus concepts in problem solving, the researcher used these two 
criteria to select student participants. Participation was limited to undergraduates who had taken 
a Calculus I course because calculus concepts incorporated into the CPSTs were learned when 
students took this course.  
Participants. Student participants were selected from a public university in the 
northeastern United States. Two methods were used to recruit student participants. Invitation 
flyers with a brief description of the purpose of the study were emailed to a group of 125 
students who took a Calculus I course at the selected university. The researcher hand delivered 
the flyers to three higher-level mathematics classes with prior permission of the classroom 
instructors, took about 5 minutes to introduce the study, and then had students leave their contact 
information if they were interested in participating. A total of 34 students signed up for the 
problem-solving sessions, but only 20 attended. The Student Demographic Survey (see 
Appendix B) was used to learn about student participants’ experience with the Calculus I course. 
In this instance, one student who had taken the Calculus I course in high school but not at the 
selected undergraduate institute was eliminated from among the 20 participants. Two students 
withdrew during the problem-solving session because they felt they were unable to solve a 
majority of the tasks. Ultimately, a total of 17 students participated in the problem-solving 
sessions.  
Among the 17 participants, regarding ethnicity, there were eight Asians, two African 
Americans, two Asian Americans, three Hispanics or Latinos, one Black, and one White. 
Regarding their academic status, there were five freshmen, two sophomores, one junior, and nine 
seniors. Participants’ academic majors included five in mathematics, three in computer science, 
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two in biology, two in accounting, two in chemistry, one in pharmaceutical science, one in 
physics, and one in biotechnology.   
In addition, eight students (six seniors, one junior, and one sophomore) had taken all 
three levels of calculus courses at the current university; four (two seniors and two freshmen) 
had taken Calculus 1 and 2 courses; and five (three freshmen, one sophomore, and one senior) 
had taken only the Calculus 1 course. Students whose majors were mathematics, computer 
science, chemistry, and physics had also taken some other higher-level mathematics courses, 
such as advanced calculus, linear algebra, modern algebra, discrete mathematics, differential 
equations, and/or number theory.  
Settings. All the problem-solving sessions were held in a quiet environment at the 
conference room of the Department of Mathematics and Computer Science at the selected 
university. Each session had a minimum of one and a maximum of two students in attendance. A 
maximum of 60 minutes was scheduled for students to work on the CPSTs. At the beginning of 
each session, participants were reminded to provide reasoning or examples for their solutions. 
This served the purpose of tracking their conceptual understanding and their mathematical 
thinking process. Each student participant worked on solving problems independently, based on 
his/her understanding of the four calculus concepts at the time of participation. Participants did 
not receive any printed reference materials and did not use any electronics such as calculators 
and computers; the researcher did not offer any assistance during the problem-solving sessions. 
Because students solved problems at different schedules, they were reminded not to share any 





3.3.2 Procedures of Data Analysis 
Once the data were collected, two different analytical procedures were initiated. First, 
student sample solutions to all 17 problems were checked using the solution guide. Then, the 
solutions were classified into three categories and labeled accordingly as no answer (NA), 
correct answer (CA), or incorrect answer (ICA). Once labeling was complete, the researcher used 
Excel to calculate frequency distribution with a bar graph representation to display the number of 
students in each category for each problem. The frequency distribution was used to determine the 
incorrect answers and helped the researcher to focus on ICA problems in writing memos and to 
further assist in identifying students’ misconceptions.  
Qualitative analysis. Students’ explanations for their CPST solutions were coded with 
attributes (e.g., type of misconceptions) that were based on the framework developed from the 
literature. This stage of analytical coding was aimed at clarifying common misconceptions 
students had in problem solving and answering RQ2 (What misconceptions did students exhibit 
while solving the problems in CPSTs?). In addition, some other attributes, such as mathematical 
errors and imponderable explanations, were used based on the terminologies discussed in the 
literature review. The results of such coding helped to identify common issues and develop 
interview questions for collecting purposive interview data.  
Notes on writing memos. Corbin and Strauss (2015) suggested that qualitative analysis 
should start with writing memos that focus on making connections between concepts and 
interpreting what has been observed because the process of writing memos can help the 
researcher to recognize whether there is relevant background to the collected data. Therefore, 
memos were written for the ICA solutions. The following is an example of a memo written for a 
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sample solution and explanations for the first question of CPST Task 1 (see Figure 3.4) from one 
of the participants, Alex. 
Figure 3.4. Alex’s Sample Work on Q1 in CPSTs 
 
Example of Memos: Alex’s Sample Work on Q1 
March 15, 2019 
Concept: Infinite graphs of functions pass through two points 
     In Alex’s solution, he explains that there are infinite graphs passing through two 
points. In the example he provided, they might be the graphs of quadratic and cubic 
functions. It is mathematically true that there are infinite graphs of functions that pass 
through two distinct points, but not for the graph of a linear function. Alex seems to 
understand that many other graphs of functions with varying degrees could pass through 
two distinct points besides a graph of linear function. However, the question here asks 
students to “consider the graph of a linear function”; thus, Alex might have missed the 
word linear in the context. To explore this phenomenon further, he should be invited for 
an interview to clarify whether he did, in fact, misread what the question was asking. The 
interview process may uncover any false ideas or misconceptions regarding the graph of 
a linear function and what caused them. 
 
The analytical process on the data collected from the memos, using Alex’s case as an example, 
helped to identify some issues in the students’ sample answers and to determine potential 
interview participants.  
3.4 Student Interviews 
The student interviews were designed to collect data about students’ explanations to their 
misconceptions in their solved problems in order to answer Research Question 3 (RQ3) (What 
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reasoning did students provide to explain their misconceptions in their solved problems?). The 
data collected from student interviews were analyzed to confirm certain misconceptions that 
students exhibited in problem solving and to develop common themes based on students’ thought 
processes. The common themes developed from this analysis were to enlighten the nature of and 
reasons for how and why students obtained their misconceptions. 
3.4.1 Sampling Procedure 
Participants. Two measures were utilized to distinguish potential candidates for 
individual interviews, namely students who had: (a) exhibited misconceptions in problem 
solving, and (b) made specific mathematical errors. The assumptions here were that (a) if 
students who answered questions correctly did not have misconceptions, they were excluded 
from an interview; and (b) if students answered questions incorrectly and did not provide 
detailed explanations, they were invited for an interview even if they did not exhibit 
misconceptions. The purpose of using these two measures to select participants for interviews 
was to ensure a purposive data collection that focused on students’ explanations about their 
mathematical thinking in problem solving. It is important to note that the intention of the 
interviews was not to clarify all the issues students had regarding concepts in calculus, but to 
understand their thought processes in problem solving. 
All 17 students who completed the CPSTs exhibited different types of misconceptions or 
mistakes. Therefore, all were invited for individual interviews. However, only five of the 17 
students agreed to participate in interviews. All the interviewees were mathematics majors at the 
selected university and had earned an average A grade (93.5-95.5 of 100) for the Calculus 1 
course and an average cumulative GPA of 3.6374 out of 4. Four of the participants were seniors, 
and one was a freshman. All four seniors had taken a number of advanced mathematics courses 
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(e.g., including but not limited to Number Theory, Differential Equations, Discrete Math, Linear 
Algebra, Modern Algebra, Combinatorial Geometry, etc.); and one freshman had taken both 
Calculus 1 and 2 courses and Discrete Mathematics.  
Development of student interview questions. The purpose of the student interviews was 
to explore how and why students developed their misconceptions by tracking their mathematical 
thinking. To best serve this purpose, the interview questions were designed to be semi-structured. 
The interviews aimed to clarify unclear statements and encourage students to describe their 
thinking processes. Table 3.2 depicts how interview questions were developed corresponding to 
the situations that appeared in the student CPST solutions. (See Appendix F for detailed 
interview questions.) 
Table 3.2. Interview Questions with Corresponding Situations in Student CPST Solutions 
Situations in Student CPST Solutions Interview Questions Developed 
Vague explanations What do you mean when you said [repeat 
participant’s responses]? 
Mathematical errors without detailed explanations Can you explain [read participant’s responses]? 
Lack of explanations Can you provide reasoning for your solution? 
 
Although students were asked to provide explanations for their solutions and vague 
explanations were clarified during the interviews, students’ explanations were not guaranteed to 
be conceptual, unless enhanced concept-focused interview questions were asked. For example, a 
student may have claimed the given graph was a graph of a function because it passed the 
vertical line test. In this case, s/he would seem to have explained why the graph represented a 
graph of a function. But what that vertical line test revealed about a function would not be known 
if we had no prior knowledge of the vertical line test. Thus, asking concept definition-related 
questions was an appropriate way of checking students’ conceptual understanding.  
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As Vinner (1991) stated, “Definition creates a serious problem in mathematics learning” 
(p. 65), and “the majority of the students do not use definition when working on cognitive tasks 
in technical context” (p. 73). Were Vinner’s claims also an issue for mathematics students who 
participated in interviews? To explore this question, the researcher chose to check students’ 
understanding about definitions by asking, “What does a tangent [or a function; a limit of a 
function; a tangent to the graph of a function; 𝑓′(𝑥)—a derivative of a function] mean to you?” 
In this version, they had to explain concept definitions in either formal or informal ways. In 
addition, the follow-up questions (What makes you think that? or What theory/definition did you 
apply to answer this question? Why do you think this theory/definition you employed here will 
work?) were also utilized to examine students’ conceptual understanding. 
Settings. All interviews were conducted in person and only involved the researcher and 
interviewees one at a time. Each interview took place in a quiet environment in the conference 
room of the Department of Mathematics and Computer Science at the selected university. All 
interview questions were presented in a similar way to ensure consistency in the interview 
process. Each interview lasted between 35 and 60 minutes. In addition, interviews were audio 
recorded with the interviewees’ permission.  
Interview procedures. During the interviews, the researcher asked questions about the 
problems that were solved incorrectly using the list of semi-structured interview questions. In 
addition, if the researcher felt students’ statements or opinions were unclear, students were asked 
an additional question, “Can you repeat what you have just said?” After interviews, a staff 





3.4.2 Thematic Analysis of Student Interviews 
Thematic analysis is a method of qualitative data analysis for identifying, organizing, and 
offering insight into patterns of meaning based on semantic meanings across a data set (Braun & 
Clarke, 2012, p. 57). The purpose of this analysis of student interview transcriptions was to 
search for patterns of students’ behaviors in problem solving. A combination of an inductive 
approach and a deductive approach to data coding was used during the process of this analysis. 
An inductive approach is “a bottom-up approach and is driven by what is in the data,” while a 
deductive approach is “a top-down approach where the researcher brings to the data a series of 
concepts, ideas, or topics that they use to code and interpret data” (Braun & Clarke, 2012, p. 58). 
With an inductive approach, common patterns were derived from sematic meanings of students’ 
explanations to their misconceptions and mathematical errors, and consequential common 
themes were originated. A deductive approach was applied when coding a particular theoretical 
construct—themes; that is, the theoretical framework from an early discussion of literature about 
some particular descriptions of terminologies, such as concept images and concept definitions, 
was linked with the sematic content of the data. 
The student interview transcripts were first analyzed using an inductive approach to 
develop common patterns of behaviors in problem solving, and then using a deductive approach 
to link these common themes to the earlier developed theoretical frameworks. In the first part of 
the analysis, common patterns in students’ thought process associated with a particular aspect of 
problem-solving behaviors were developed based on their explanations. For example, when 
students described that the graph of a function must be continuous, their thought process showed 
that they had considered the preexisting image of the discontinued graph as not being a function. 
Based on a semantic analysis of the students’ explanations, further coding about this 
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phenomenon was categorized as associating with the concept image. This level of coding used 
the theoretical framework about a description of a concept image that the researcher developed 
during the review of literature. Table 3.3 depicts examples of some coding instances where the 
misconceptions happen in the problem-solving process, and definitions for coding instances were 
used to clarify these instances.  
Table 3.3. Examples of Some Coding Instances with Their Corresponding Definitions  
Coding Instances Definition for Coding Instances 
Concept Definition 
An individual’s thinking of involving basic mathematical terminology (e.g., 
definitions, principles, facts, and symbols) 
Concept Image 
An individual’s action of associating the preexisting images, diagrams, or graphs 
with the properties and processes to solve a problem (Tall, 1991b, p. 7) 
Intuition 
An individual’s behavior in two different ways: One signifies from sense and 
imagination developed in a natural way, and the other denotes from generalization 




An individual’s thinking of using algorithmic and algebraic procedures to prompt a 
solution (e.g., using of computation, calculation, and execution) 
Generalization 
An individual’s thinking associated with “the process of forming general 
conclusions from particular instances” (Tall, 1988, p. 1) 
Abstraction 
An individual’s thinking associated with “the isolation of specific attributes of a 
concept so that they can be considered separately from the other attributes” (Tall, 
1988, p. 2) 
Inductive Thinking 
The thought process relates to gathering data, observing commonalities of patterns, 
forming conjectures, and ultimately proving or disapproving these conjectures 
(Mura, 1995, pp. 385-399). 
 
The final common themes were developed based on patterned responses through all four 
concepts in the CPSTs and were used to answer RQ3 (What reasoning did students provide to 
explain their misconceptions in their solved problems?). In conclusion, this chapter provided the 
methodologies for how the research was conducted and for analyzing the data regarding the 
theory of qualitative research. Following this chapter are Chapter 4 (RQ1), Chapter 5 (RQ2), and 
Chapter 6 (RQ3) which detail the findings and analyses that were aimed to answer the three 
research questions for this study. 
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Chapter 4: College Faculty’s Perceptions about Calculus 
Misconceptions of Undergraduate Students 
In this chapter, the college faculty interview results of analysis are presented, focusing on 
students’ misconceptions about the function concept and the concept of limit, tangent, and 
differentiation. These findings addressed the Research Question 1 (RQ1) (What are college 
faculty perceptions about student misconceptions regarding the problems in CPSTs?). The 
representation of misconceptions prompted a discussion of the validation of the problems in the 
CPSTs by comparing faculty perceptions of student misconceptions with what scholars have 
discussed in the reviewed literature. Figure 4.1 provides an example of how faculty interview 
transcripts were analyzed and how the results of the analysis were used to validate the content of 
the problems in the CPSTs. 
Figure 4.1. An Example of Analyzing Faculty Interview Results in Prompting Second Content 




4.1 The Function Concept—What misconceptions might a student have while solving 
problems regarding the function concept?  
All 13 college faculty members (100%) who participated in the study stated that they 
would not expect students to make any mistakes for Q1, that is, they would not know what 
misconceptions students might have for Q1. However, all faculty described three different types 
of misconceptions that students might exhibit while solving Questions 2 and 3. These 
misconceptions were influential factors that could affect and prevent students from adequately 
solving the problems.   
A majority (12 of 13 [92%]) of the college faculty stated one common misconception 
student might have for Q2 in the CPST: thinking that the graph of a function must be continuous. 
In other words, if there is a discontinuity, gap, or break in the graph, the graph does not represent 
a function. Students who had this idea did not understand the definition of a function; rather, they 
only looked for a familiar visual, as Professor Coston described: 
     A misconception that some students might have is that functions are generally 
continuous; even if they are not familiar with the formal definition, they do have the 
intuition of continuity means a function doesn’t break. When students arrive to Calculus 
1, when they have studied all these functions that are, for example polynomials, some 
basic trigonometric functions, essentially all of those are continuous, or the majority of 
them are, and so the notion of continuity for them is very much attached to the notion of a 
function. So, some of them might conclude wrongly this is not a function because of the 
jump discontinuity. (Professor Coston) 
 
Other faculties spoke of this same misconception, noting that students often think the graph of a 
function should be continuous without regarding the definition of a function:  
     When students see a function that is not continuous, they may think that is not actually 
a function at all. Something which is, kind of, sensibility; what students want the graph to 
look like, and I think as human’s rule it is continuous to non-continuous. When they see 
the gap, they may just think it’s not a function. (Professor Jones) 
 
     I would definitely say there could be misconceptions about what functions could look 
like, because students probably imagine that functions are always continuous; in this case 
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this is not a continuous function. So, that would be one, I think. And another one would 
be, applying the vertical line test, in which case what happens at the jump is what could 
create confusion. So, noticing that the points at 𝑥 = 4 either filled in or not filled in. 
(Professor Williams) 
 
     One of the misconceptions would be they would see this gap, and they will say it 
cannot be a function.… They see since this is not joined and there is a gap between... 
which is called the jump discontinuity. Some of them would definitely say because of this 
break it’s not a graph of a function. (Professor Franklin) 
 
Students might mistakenly think the graph of a function should be continuous, meaning 
there is no gap or discontinuity in it; this idea was also discussed by a few faculty members using 
the word “break” to describe this phenomenon. Professor Elvis commented, “If you ask [if] this 
is a function or not, most of them probably say no, because of this break here.” Similarly, 
Professor Greg noted that students may look at Q2 and say, “Well, there’s a break in there, so it 
can’t be a function.”  
All of the faculty (13 of 13 [100%]), for Q3, mentioned that students thought a horizontal 
asymptote (HA) was equivalent to a vertical asymptote (VA)—namely, that a graph of a function 
approaches a HA but never touches it, as is the characteristic of a VA. The notion of a HA was 
considered the notion of a VA. As the faculty stated: 
     I think that when students learn about asymptotes, they tend to feel that the horizontal 
and the vertical asymptotes are almost equivalent; it’s just one is a vertical line, one is 
horizontal, and so those students who are very much aware that you cannot cross or touch 
a vertical asymptote may make the wrong assumption that the same applies to the 
horizontal asymptotes. (Professor Coston) 
 
     I think the problem that students will encounter quite often…is that, you know, 
because we’re often talking about asymptotes at the very beginning within the context of 
a vertical asymptotes. And so, it tilts the direction in terms of what students might expect 
for the behavior of vertical asymptotes that this would be similar. (Professor Willis) 
 
Every faculty mentioned students’ assumption about horizontal asymptotes. These 
included the assumption that a graph is approaching infinity, where it is getting closer and closer 
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to the HA but is not touching the graph. Some noted that students had that concept image of VA 
in their minds while actually considering a HA. As a few faculty noted:  
     So, then they [students] are looking at vertical asymptotes. And you tell them over and 
over, vertical asymptote is where it goes off to infinity or negative infinity. They have 
that sort of drilled in their head, so the misconception would be that you can’t cross a 
horizontal asymptote. (Professor Hanks) 
 
     I think definitely the misconception here could be the pictures that students have in 
their mind of what a horizontal asymptote is, of a function approaching a line but never 
touching it. (Professor Williams) 
 
     Most of the students will fail here, because on top of their head, whenever they think 
about asymptote the way they’re taught always is that the graph will not touch or cross 
the asymptote, it will always approach towards the asymptote. (Professor Elvis) 
 
A few (5 of 13 [38%]) faculty members addressed that one misconception students might 
have about a HA was: The HA of the graph of a function cannot cross the graph itself. Professor 
Jones expressed this idea when he said, “Misconceptions students might have, because of the 
examples they see, the curve [HA] would usually not cross the graph, which is approaching to 
infinity.” Similarly, Professor Siegel addressed it as “the misconception they [students] might 
have is that an asymptote does not cross the graph, or the definition of an asymptote in some 
sense is that the graph approaches but doesn’t cross the asymptote.”  
4.2 The Concept of Limit—What misconceptions might a student have while solving the 
problems regarding the concept of limit?  
In considering what misconceptions students might have while answering problems (Q4-
Q6) related to the concept of limit, a number of faculty members (7 of 13 [54%]) described two 
major misconceptions in different ways. 
One misconception that the faculty emphasized was that the limit at a point on the graph 
should be equal to the value of f(x); that is: lim
𝑥→𝑎
𝑓(𝑥) = 𝑓(𝑥). Referring to Q4 in Task 2, faculty 
noted that students often did not understand how the limit of 𝑔(−1) is one, but the value of 
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𝑔(−1) is not equal to one; that is, lim
𝑥→−1
𝑔(𝑥) ≠ 𝑔(𝑥), while the limit of 𝑔(𝑥) is one as x gets 
closer and closer to −1, but that 𝑔(𝑥) never equals −1. Faculties conveyed this idea in the 
following ways: 
     I think that there’s lots of students who, first of all might take some time to fully 
understand what the connection between the bounds is that we have for the values of the 
function, and then the notion of the limit.… To find the limit, you don’t need to 
necessarily know the value of the function. In the case that we have, say, a removable 
discontinuity, we have a hole in the graph, and then the function is defined in a different 
way. So, I think some of them might have a problem here making a connection between 
the limit of a function and the values of the function. (Professor Coston) 
 
     I think the common misconception is that [with a] hole, a student is going to say, “No, 
it doesn’t exist.” ... I think the idea of the limit is what the misconception is. They really 
don’t understand you can get really, really close without touching. (Professor Hanks) 
 
A few (5 of 13 [38%]) faculty members noted that one misconception students might 
have with Q4 and Q5(b) was “a confusion between continuity and differentiability” (Professor 
Coston). If students saw a hole, a discontinuity, or a corner in the graph of a function, they would 
immediately assume the limit does not exist because they would think it is not differentiable at 
that discontinuity, hole, or corner. This idea was subsequently associated with the graphs 
appearing with a corner, a hole, or a discontinuity. Once students saw these behaviors of the 
graphs, the faculty emphasized, they automatically concluded that the limit does not exist at that 
given point. Faculty expressed these views when they said: 
     Since that function is not differentiable, they [students] will become confused, and so 
the misconception is a confusion between continuity and differentiability and potentially 
having a limit, and so then they will sometimes answer that the limit doesn’t exist or that 
the function is not continuous because they’re thinking about differentiability. (Professor 
Coston) 
 
     They’re sort of going to have, like, their scheme, for derivative does not exist at a 
corner activated by this graph. They’ll describe why a thing does not exist, but they’ll be 
thinking of derivative rather than limits. So that misconception is definitely going to 




4.3 The Concept of Tangent—What misconceptions might a student have while solving the 
problems regarding the concept of tangent?  
Regarding misconceptions that students might have while answering the Task 3 questions 
(Q7-Q11), nine faculty members discussed four distinct misconceptions when students identify 
whether a graph is a tangent to the curve.  
Nine of 13 (69%) faculty expressed that the primary issue students might have was with 
the very beginning idea of the tangent. This is where a tangent line touches the graph at a given 
point once and only once. Subsequently, this could influence students’ answers. Faculty agreed 
that students might immediately say “no” to Q7 because of the idea that a tangent line touches 
the graph once and only once. Professor Elvis discussed this view on Q7 in this way: “…most of 
them have this understanding that the understanding of tangent comes from the circles. That 
tangent is a line that only touches a circle at one point.”  
This false idea that a tangent line touches a graph of a function once and only once was 
emphasized by faculty while discussing Q8. They believed that two possible answers might 
occur while students attempted to solve Q8. As Professor Jones expressed, students may believe 
“the line 𝑦 = 0 is a tangent line” because “the graph of the line 𝑦 = 0 does touch the graph [of 
the function] exactly once”; namely, it touches the graph of the function at the origin only.  
Another idea was that students might say the line 𝑥 = 0 is a tangent to the curve, but they 
might not be able to explain why it is a tangent. Professor Elvis described this potential response 
as follows:  
     They [students] also will see that this line, the x-axis, is also going through only one 
point of the curve.…they will get puzzled there. But I mean, they cannot deny that fact. 
Because according to the definition of tangent, it is going through one point.… The  




Along related lines, faculty noted that students might also have cognitive conflicts in 
answering Q9 because the tangent line coincidentally was the line 𝑦 = 0, where a tangent line 
“touches” the graph an infinite number of times. Professor Jones put it as follows: “Here, 
[referring to Q9] the line intersects the curve infinitely often, and not just once.” Other professors 
stated this view in the following ways: 
…here [referring to Q9] the tangent line is at zero but then the tangent line seems to be 
intersecting the graph for an extended period of time.… This conflict with the idea that 
students have in their mind: it [a tangent line] can only touch this point once and only 
once. (Professor Willis) 
 
     I think unfortunately many students, even students who are very good and understand 
very well what a tangent line is, might get it wrong, and it’s because of the very 
definition of a tangent line, which is supposed to just touch a graph right at the point of 
tangency. And so, they assume that, given that definition that the tangent line will be only 
touching or intersecting the graph once, and so they cannot possibly imagine how it could 
be that this [pointing to Q9] could happen more than once. (Professor Coston) 
 
…they [students] might think it [a tangent line] means very close to the graph, but also in 
their minds a lot of times with the expectation that it really gets away from the graph. For 
example, one thing, that kind of, they find unbelievable in some sense is that the tangent 
line to a line can’t be itself, the same line. That just, doesn’t correlate with how they 
imagine tangent lines, which is probably touching the graph once but never again—away 
from that point, divergent from the graph. It would be the same thing that they associate 
tangent with, kind of not touching it again. (Professor Dawn) 
 
…they [students] always have this thing in their mind that the tangent only touches at one 
point. Now, when it is touching many points here [referring to Q9], that’s the point of 
confusion. (Professor Elvis) 
 
Furthermore, college faculty stated that some students, who maintained the false idea that 
a tangent line touches a graph of a function once and only once, developed another false idea that 
a tangent line therefore cannot cross/intersect the graph. Students believed that the word touch 
was different from the words cross or intersect when these words were used in determining the 
tangents. Professor Elvis put it as, “They [students] always think that tangent is just a line that 
touches at one point. Doesn’t cross. And clearly x-axis is crossing this point here.” Likewise, 
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Professor Coston went on to say: “The only case in which I can see students getting confused is 
about the fact that, going back to the idea that a tangent line just touches a function while this 
one is properly crossing it....” 
Beyond the two misconceptions discussed above, faculty emphasized another false 
mathematical idea that students might have: that a tangent line to a graph of a function exists at a 
point if and only if the function is differentiable at that point. As Professor Williams said:  
     One can define tangent lines exist only when the derivative exists. Tangent lines to a 
graph of a function exist only when the derivative exists, but if the derivative doesn’t 
exist, then you can’t talk about tangent line at all. 
 
In general, a tangent does not exist at points where the function is not differentiable, 
except for the case of a vertical tangent line. Students often considered the idea of whether the 
function is differentiable when determining a tangent but did not take into account the case of a 
vertical tangent. In addition, students developed an idea that a tangent does not exist at a point 
where it is at a corner because of function being not differentiable at that point. Three faculty 
highlighted this additional idea about a tangent in discussing Q8. They believed that students 
who had this idea may incorrectly conclude, “The line 𝑦 = 0 on Q8 is not a tangent line to the 
graph at the origin” by saying it is not differentiable at the origin when they saw a corner there. 
As Professor Coston stated: 
     I think the biggest misconception for this problem would be for students to assume 
wrongly that there is a corner at the origin just because they have learned that corners 
usually appear in piece-wise defined functions like the absolute value, or usually if we 
just merge two different functions and just glue them together, corners tend to appear 
often. And so unfortunately if they look at that graph, they might wrongly assume there’s 




4.4 The Concept of Differentiation—What misconceptions might a student have while 
solving problems regarding the concept of differentiation?  
When discussing misconceptions that students might have while attempting to solve 
problems (Q12-Q16) relating to the concept of differentiation, a few faculty members 
highlighted two possible misconceptions that were associated with the theory of critical point 
and Fermat’s Theorem, referring to Q13 and Q14: (a) if 𝑓′(𝑐) = 0, then the point (c, 𝑓(𝑐)) must 
be an extreme value; and (b) if the point (c, 𝑓(𝑐)) is an extreme value, 𝑓′(𝑐) must exist. 
Five faculty members noted that students might have false mathematical ideas in their 
mind. They described that students would think, when 𝑓′(𝑐) = 0, the point (c, 𝑓(𝑐)) is a critical 
point, that it must be either a maximum or a minimum. This is because they might have used the 
converse of Fermat’s Theorem, which is false in general. The faculty conveyed this view in the 
following ways: 
     I think they would suppose that it is, because again, they’ve been ingrained to think 
that you take a derivative at a point, that’s got to be maxima or minima. (Professor Greg) 
 
     I think here the misconception could be that maximums and minimums.... You don’t 
need the derivative to exist in order to have maximums and minimums.... And the other 
one would be that f prime equals zero guarantees you of a local max only if c is in the 
interior of the domain. So, there could be a misconception here between if c is in the 
boundary of the domain, or if c is in the interior of the domain. (Professor Williams) 
 
     I think…they [students] see the derivative equals to zero gives the extreme values. 
Rather than remembering that it’s just critical points.… Yeah, it’s an extreme point and I 
get that when the derivative is zero. (Professor Siegel) 
 
Furthermore, four faculty members discussed that students might believe that, if the point 
(c, 𝑓(𝑐)) is an extreme value, then 𝑓′(𝑐) must exist, without taking into account that 𝑓′(𝑐) 
should not necessarily exist even if the extreme value exists. Professor Willis expressed this view 
as “I would say…students will immediately imagine that if something is an extreme point, then I 
know that its derivative at that point should exist.…” Professor Jones stated, “If seeing extreme 
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value theorem, they are convinced that extreme value must exist.” Finally, Professor Siegel 
emphasized that “… I think some of them are going to say, ‘Oh, when it’s an extreme point, the 
derivative is zero.’”  
4.5 Instrument—CPST Validity 
Seventeen problems—Q1-Q16 where Q5 included Q5(a) and Q5(b)—pertinent to the 
four calculus concepts were designed to assess students’ conceptual misunderstanding in the 
form of misconceptions. The various representations, such as graphs, mathematical language, 
and mathematical notations, were coordinated to track student misconceptions and to encourage 
student mathematical thinking in problem solving. To confirm whether the problems were 
appropriate for examining student misconceptions and mathematical thinking, the researcher 
conducted college faculty interviews. Regarding the interview results, a discussion of the content 
validation to finalize the study instrument had two goals: (a) to check whether the 
misconceptions that the professors discussed were consistent with those discussed by scholars, 
and (b) to check if any misconceptions discussed by faculty were inconsistent with literature but 
still appropriate to be used to check students’ conceptual understandings from the faculty’s 
viewpoints.  
During the interviews, all faculty stated that for Q1, students should know there was only 
one linear function passing through two distinct points if they understood the notion of a linear 
function. For this instance, faculty believed there were no misconceptions for Q1 that they could 
think about. Yet, they believed that Q1 was related to an understanding of a notion of a linear 
function which, indeed, checked students’ conceptual understandings. For Q2, 12 faculty 
members agreed that students often had a misconception about a function that a discontinuous 
function, such as a graph with gaps, breaks, or discontinuity, is not a function—as consistent 
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with the scholarly studies. For example, Bakar and Tall (1992) and Ferrini-Mundy and Graham 
(1994) claimed that students thought a graph of a function must be continuous, reasonably 
increasing, or given by recognizable shape. Although faculty did not mention if students would 
think a graph of a function must increase or be a recognizable shape as the scholars discussed, 
the misconception that a graph of a function must be continuous had been a concern of both 
professors and scholars. Thus, the false idea about the function concept that students had was 
significant. Question 2 in task 1 of the CPSTs, consisting of a discontinuous graph and requiring 
students to determine whether it was a graph of a function, was designed to examine this false 
idea. On Q3, misconceptions about a horizontal asymptote to the graph of a function that faculty 
discussed were not specifically mentioned by the scholars. However, faculty observed these 
misconceptions, which they felt were appropriate to be used to check whether students had such 
misconceptions. 
When discussing misconceptions about the concept of a limit, seven faculty members 
postulated that students seemed to have obtained two general misconceptions in solving limit 
problems: (a) the limit at a stationary point on the graph, say 𝑥 = 𝑎, must be equal to the value of 
𝑓(𝑎); and (b) the limit does not exist at the stationary point if there is a discontinuity or a corner 
at that point on the graph of the function. Subsequently, Stewart (2014) discussed three cases 
regarding the intuitive definition of a limit in which the limits exist: (a) the limit at 𝑥 = 𝑎 is 
equal to 𝑓(𝑎); (b) the limit at 𝑥 = 𝑎 is not equal to 𝑓(𝑎), while 𝑓(𝑎) is defined; and (c) the limit 
at 𝑥 = 𝑎 is not equal to 𝑓(𝑎), while 𝑓(𝑎) is not even defined. The first and third cases that 
Stewart addressed were concurrently discussed by the faculty. In the CPSTs, question 4 was 
given a graph of the function, considering Stewart’s second case, and asked students whether the 
limit existed; this aimed to check the first misconception the faculty discussed. Additionally, 
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question 5(b) included Stewart’s third case, given that a graph of the function was not defined at 
the stationary point. This question asked students whether the limit existed at that point; this 
aimed to check the second misconception deliberated by the faculty. They did not provide 
misconceptions for Q5(a) and Q6, but they agreed that these two questions checked abstract 
ideas about a limit and encouraged students’ mathematical thinking. Therefore, Q5(a) and Q6 
were appropriate for the purpose of the study. 
Regarding misconceptions about the concept of a tangent, nine faculty members shared 
that students appeared to believe a tangent line touches the graph at the given point once and 
only once. In this description of students’ belief, two misconceptions might occur. One was that a 
tangent line cannot intersect/through the point on a graph; such an idea using different verbal 
(touch, intersect/through) forms to check whether students had this kind of misconception was 
used in Q7, Q9, and Q10. The other misconception that students had was that a tangent touches 
the point on the graph once and only once. Q8 and Q11 aimed to check this misconception. In 
addition, another misconception might also occur when a tangent touches the graph an infinite 
number of times. In this variant discussed by the faculty, students might consider a line was not a 
tangent when it coincidentally overlapped with part of a graph, as was the case with Q9. The 
false ideas of the tangent discussed by the faculty was also discussed by Vinner (1983, 1991) and 
Tall (1986). Questions 7 to 11 in the CPSTs checked whether students had the same issues as the 
professors and scholars had claimed. For example, Q7 asked students: Can a tangent line 
intersect the graph more than once? It was significant to use the word intersect, which differed 
from touch, and more than once, which varied from once and only once.   
While considering misconceptions about the concept of differentiation, five faculty 
members highlighted two misconceptions that students often had: (a) when they saw 𝑓′(𝑐) = 0, 
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they would think the point (𝑐, 𝑓(𝑐)) must be an extreme value; and (b) when given the point 
(𝑐, 𝑓(𝑐)) as an extreme value, they would think 𝑓′(𝑐) must exist. These two misconceptions 
were not significantly discussed in the scholarly studies, but Stewart (2014) underscored these 
occasions in his textbook, namely that the point (𝑐, 𝑓(𝑐)) should not necessarily be an extreme 
value even if 𝑓′(𝑐) = 0 and the converse of Fermat’s Theorem are usually false. The faculty’s 
descriptions about misconceptions were consistent with those in Stewart’s texts; thus, Q13 and 
Q14 thoroughly addressed these issues to check whether students carried on these false ideas 
about derivatives.  
Upon discussing misconceptions students had about the four calculus concepts, given that 
some of them were discussed by scholars, all faculty expected some significant issues would 
appear when students solved problems because they used different representations (e.g., verbally 
on Q1, 3, 5(a), 6, 7, 11, and 12-16, graphically on Q2, 4, 5(b), and 8-10) to deliver the concepts 
of functions, tangents, limits, and derivatives in the CPSTs. These issues definitely created 
rigorous challenges for students (see Table 4.1).  
Table 4.1. Faculty Interview Excerpts about Other Substantial Issues besides Misconceptions  
Epistemological 
Difficulties 
Q1: “I would say, definition, they are not clear about the definition of what’s an asymptote, 
what’s a graph of a function.… I would say lack of knowledge of functions.” (Professor 
Franklin) 
 
Q4: “…But they would just think if I see that the function is defined at this point [refer to], 
so the limit exists, they don’t remember that one more...about one more condition that the 
limit from the left and limit from the right must be the same number.” (Professor Franklin) 
 
Q5(a): “If the students don’t master the concept of limit, what is limit, they may not be 
able to provide [an] example and even explain why this is true on that. So, I would say that 
it’s their understanding of the concept of limit, if they understand limit, they don’t 
understand it very well, they won’t be able to explain why this is true and be able to 
provide [an] example.” (Professor Russell) 
 
Q7-Q11: “I would say basically that has to do with definition. The definition of what is a 
tangent line, and also how a tangent line behaves with respect either to a circle or to the 
curve. Yeah, if they don’t have the strong background, they won’t be able to do it.… If 
they don’t master the idea of how to find the tangent line, so they won’t be able to do that 







Q3: “They are definitely going to think that an asymptote does not cross the graph, or the 
definition of an asymptote in some sense is that the graph approaches but does not cross 
the asymptote. Especially because this question is presented verbally and the definition that 
they have for asymptotes verbally is the one that I just gave.… If you could give a graph of 
an example, they could identify that it is. If it is just given verbally like this, they are not 
going to be able to sort of access the sort of more anomalous case where something is an 
asymptote, but still crosses the graph like in the middle of something.” (Professor Siegel) 
 
Q5(a): “If you just give a word problem like this with no mathematics, no graph, and no 
functional form, they will definitely get puzzled.… There is a possibility that they will mix 
up the value of the function and that of x. I mean if you clarify that point, then you will get 
probably the right answer, but they might have confusion there. They will think that, if x is 
zero, then how it could be a thousand. They will not think that this is the limit for the 
function at x.” (Professor Elvis) 
 
Q9: “Students often thought that a tangent.… Now, when you have a tangent going 
through a point infinitely many times, do we call that a tangent line?” (Professor Williams) 
 
Q9 and Q10: Using the different word pass through other than that word intersect would a 
problem for students because they thought those words in English had the different 
meaning. [Professor Siegel] 
 
Q12-Q16: “…these languages that you have used, these are very much mathematics,  
or physics major, students’ languages.… These languages are used in deriving the 
mathematical theory or the hypothesis there and usually the students who are not 
mathematics or physics majors in some cases, maybe chemistry or maybe economics 






Q6: “…it’s just too much to go from an inequality which they have real trouble with to a 
concrete statement that’s not sitting between zero and five because their calculator doesn’t 
graph that far out, and then you can see this big number, 100.… I just feel like our students 
are weak on many pieces here.… The notation for absolute value being bounded on the 
upper and lower parts, and the less and equal signs being an inequality….” (Professor 
Victor) 
 
 “Notation, notation, notation, definitely notation, students won’t understand what 
𝑓’(500) means [Referring to Q12]; … What does 𝑓′(𝑥) ≥ 2 mean? [Referring to Q15] 
Students would ask.…” (Professor Tod) 
 
“Number 12, I would say notation definitely…this notation here [Q13], they don’t 
understand what the (𝑐, 𝑓(𝑐)) means.… Notations, no numbers, and it does not say 
explicitly derivative like some of them, f prime, they don’t see, like, 𝑓′(𝑐), it’s a value.... 
They think f prime means its derivative. They don't think of a derivative as a function,  
they think f prime; it means they need to perform that operation finding derivative.… 
Inequalities here [Q12] and there [Q15 & 16], this thing they think of is not like an 
interval. They think it’s like, they have to solve an equality.… Notation, once again, 
definitely notation.… Not understanding what is asked based on this notation. Lack of 




Q1: “I think students generally know what a linear function is, but I think the way I had 
interpreted it was: Given two points A and B, there is a linear function that connects them, 
how many graphs could go through that? So, if you misinterpret it by not reading English 




Q2: “They think curve, it’s something curvy. A curve cannot be a straight line. They do not 





Q5(a): “Here we want to construct a function with the given limit. That’s like doing 
subtraction compared to addition. Some students will not even flinch, but other students 
will have a very hard time coming up with a function that does this because it’s not 
generally how they're asked this question.” (Professor Victor) 
 
Q12: “This is not something that we even give a lot of examples for, but just the idea of 
bounding a function and trying to get a conclusion about the derivative. I don’t think they 
would know where to start with that kind of question.” (Professor Dawn) 
 
Q12-Q16: “I don’t know that this [kind of questions] gets emphasized enough in the 
classroom because we’re too concerned with just techniques of differentiation as opposed 
to the use of the definition to derive things. I don’t think of this as part of the canon despite 
it being a good question.” (Professor Victor) 
 
“The obvious thing that would come to my mind is that a lot of times we ask the opposite, 
or the simpler question of, ‘Here’s a function or some bounded closed interval. Find the 
absolute maximum or find the absolute minimum.’ Of course, this is one thing they have to 
find, stationary and singular points and so on. I do think that because a lot of times our 
examples, let’s say in tests and so on, tend to be simple in the sense that we do stick to 




Q12: “…I think the biggest problem for students is to make the connection between the 
derivative and the function; … they would try to compute the derivative of the function 
and they wouldn’t know if they need to use differentiation rules, or if they need to use the 
limits definition, limit as h approaches 0, etc....” (Professor Coston) 
 
“…students read this and they’re not sure where to go [because] they can’t see 
immediately the connection between the function and its derivative and what are the 
implications; ... I think at some level in their [consciousness], or somewhere, they still have 
a little bit of [a] problem accepting that it could very well be that the derivative doesn’t 
exist at a point for some arbitrary functions; … I think they still by far have it in their 
heads that most functions, at most, of their domain should be very differentiable functions, 
infinitely differentiable. I think that is still their dominant [view], which is not 




Q15: “…Knowing that the derivative is bounded on the below, in this case it actually 
allows you to say something about a future y-value. To make the connection—I don’t 
know if they would think in terms of a—Just thinking how students would even approach 
this question. The way students would think about this question is...the derivative has to be 
bigger or equal to two, then the lowest possible thing it could be is a line or something like 
that. That’s mentally what I would think.” (Professor Dawn) 
 
Q13 & Q14: “The thing is students are not able to see things in a general way or in an 
abstract way. They want to see a number. Why it’s not three? Why it’s not five? I want to 
see fifteen there. If you use some letter there, then it means half of the class will be just 
whatever. I don’t see a formula here; this is what they’re going to ask me. What’s the c, it’s 




Q6: “…If I know the functional structure, then I can [find] the limit and I can calculate out 




Q12-Q16: “They [Students] see this f prime; they think...they need to differentiate 
something, and they will say, ‘what do I need to differentiate, there is no formula. I don’t 
see formula here.’… Because students just learn methods of finding derivatives, and some 
of them simply memorize it. They do not…understand the concept in the deeper level, 
which allows them to talk about certain things.… They don’t think of a derivative as a 
function, they think f prime, it means they need to perform that operation finding 
derivative.” (Professor Franklin) 
 
“…a lot of times our students think of how to solve a problem as just what steps I have to 
do to get the answer right, rather than what I am seeing with this statement.… I would say 
it’s a lot of focus on the purely symbolic and just algebraic manipulations, but with very 
little meaning behind what goes into them.” (Professor Dawn) 
 
Q13 & Q14: I think the ambiguity for the student would come from not knowing what  
the function is, because they’re taught this is a classical way of teaching. Finding the 
derivative.... Take the derivative of the function, set it equal to zero, and at that value of x 
you have your maxima and minima.” (Professor Greg) 
 
 
Additionally, faculty believed that asking students to provide examples or reasoning had 
encouraged students’ mathematical thinking. Meanwhile, the problems in the CPSTs did not 
require students to perform mathematical procedures—substitution, computation, and 
execution—as those were the ways that students normally solve the problems. In this case, the 
problems in the CPSTs required students’ sophisticated understanding. Professor Down said it 
this way:  
     Our students are definitely not used to these kinds of questions. I think the main 
problem comes from they have a very algorithmic understanding of things so if you ask 
them to, even at more basic levels, if you ask them to factor something, they might be 
able to do it. But you ask them, say you give them a polynomial, and you ask them, “Can 
this have…how many factors could this possibly have?” Those conceptual questions are 
much higher order for them. Even something like this where you are giving information 
about the y-value and then ask them about the limit of the y-values, I think this would 
already be a leap, the way it’s phrased, unless we practice specifically this type of 
questions with them. 
 
In concluding the validation of the problems in the CPSTs, it was clear that these problems were 
appropriate for tracking issues based on an analysis of the results of the faculty interviews. These 
issues included cognitive obstacles as students struggled to come up with ideas that contradicted 
their current conceptual understanding alongside the misconceptions that students might have, as 
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faculties and scholars discussed. Therefore, the problems in the CPSTs were well suited for the 
purpose of this study: to explore students’ mathematical thinking as they attempted to solve non-
routine problems by examining the misconceptions they exhibited in their answers. 
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Chapter 5: Misconceptions Students Exhibited in Solving  
Non-Routine Calculus Problems 
This chapter addresses the misconceptions that students exhibited while solving 17 non-
routine calculus problems, namely, Calculus Problem-Solving Tasks (CPSTs). Using the solution 
guide (see Appendix D), the researcher labeled the results as CA, ICA, and NA, where CA 
stands for a correct answer (note that a correct answer must include a correct explanation), ICA 
represents an incorrect answer, and NA was used for no answers. The frequency distribution 
depicts that every student exhibited some ICA solutions (see Figure 5.1).  
Figure 5.1. Frequency Distribution about Number of Students Who Correctly Answered (CA), or 
Incorrectly Answered (ICA) Each Problem in the CPSTs, or Who Did Not Provide Any Solution 
(NA)  
 
From students’ CPST work, the researcher collected the solutions with ICA, then 
identified misconceptions from those ICA solutions, and thereafter organized the solutions into 
common themes. In addition, students’ mistakes (note that these mistakes were not caused by 
their misconceptions) that were exhibited in their solutions were also organized under the 
categories of common themes to further assist in creating student interview questions and for 
justifying invitations to students for interviews.  
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5.1 Task 1: The Function Concept 
The evidence from the frequency distribution (see Table 5.1) revealed that approximately 
23.5% of students incorrectly answered Q2, while 64.7% and 76.5% incorrectly answered Q1 
and Q3. An analysis of students’ ICA solutions showed that some students seemed to have 
misread Q1 and Q2, while some appeared to have misconceptions on Q2 and Q3. Therefore, this 
report started by presenting students’ misinterpretations, followed by representing students’ 
misconceptions that occurred in their ICA solutions.  
Table 5.1. Frequency Distribution for Task 1 (n = 17) 
 
Q1 Q2 Q3 
Frequency Percent Frequency Percent Frequency Percent 
 NA 0 0 0 0 0 0 
CA 6 35.3 13 76.5 4 23.5 
ICA 11 64.7 4 23.5 13 76.5 
* NA = blank answer, CA = correct answer, ICA = incorrect answer 
 
5.1.1 Misinterpretation  
Q1 in Task 1 asked students to consider how many graphs of a linear function passed 
through two points A and B and to explain why they thought their answer was true or to provide 
an example to defend their claims. A few (35.3%) students stated there was a unique graph of a 
linear function passing through the two distinct points of A and B, while the majority (64.7%) of 
students provided incorrect solutions for Q1 (see Table 5.1). Among the students who provided 
incorrect answers, a few appeared to have misinterpreted the question itself. For example, Alex, 
Mike, and Giana claimed that an infinite number of graphs of functions could pass through 
points A and B and presented synonymous explanations by drawing the different graphs of 
polynomials, such as a line, a parabola, a cubic passing through points A and B. The graphs they 
drew or described in their texts apparently showed they had considered the graphs of different 
polynomial functions, but not the graph of a linear function (see Table 5.2). Perhaps they had 
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misread Q1 so that they misinterpreted that considering the graph of a linear function was 
considering the graph of a function. Did they misinterpret the statement “consider the graph of a 
linear function” in the question as “consider the graph of a function”? The interviews could help 
to clarify this phenomenon. 
Table 5.2. Misinterpretations on Q1 
      Q1 
 
Name 
Two points A and B are given. Consider the graph of a linear function. How many such 












Students not only misinterpreted the meaning of the questions, but they also appeared to 
misinterpret the graph of the function represented in Q2. For instance, Jennifer, who provided an 
incorrect solution for Q2, might have misinterpreted the graph when she said, “If you do a 
vertical [line] test, it goes through two points at x = 4. Not a function. A function will have only 
one y for every x” (see Figure 5.2). Jennifer seemed to understand that if the vertical line test 
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applied, it could only pass through one point, so that every x-value input could have a unique y-
value. Her explanations for testing whether the graph was a graph of a function by using the 
vertical line test were reasonable. Thus, she probably did not know mathematical notation, such 
as use of an open circle on a graph. A further interview could clarify whether she misread the 
graph. 
Figure 5.2. Jennifer’s Solution for Q2 
 
5.1.2 Students’ Misconceptions about the Function Concept  
Based on students’ ICA solutions and explanations, there appeared to be some 
mathematical errors in the form of misconceptions. Below, common misconceptions that 
exhibited in Q1, Q2, and Q3 are represented.  
Three out of 17 students indicated that multiple linear functions existed in which their 
graphs could pass through two distinct points A and B. Based on an analysis of student work, it 
seemed as if Harry thought AB and CD were two different linear graphs, although both AB and 
CD passed through points A and B, while Daniel considered 5𝑦 = 5𝑥 + 5 and 𝑦 = 𝑥 + 1 to be 
two different functions. Harry might not have considered that the two lines AB and CD, in fact, 
had the same slope, even though two graphs passed through points A and B. Daniel may not have 
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considered that the simplified equation of 5𝑦 = 5𝑥 + 5 was, indeed, 𝑦 = 𝑥 + 1. Chris stated that 
an infinite number of linear functions exist because “slopes and functions can be manipulated to 
reach certain points.” Because Chris’s reasoning was vague, an interview could help clarify what 
he was trying to imply. (see Table 5.3) 
Table 5.3. Misconceptions on Q1  
      Q1 
 
Name 
Two points A and B are given. Consider the graph of a linear function. How many such 












In the second task, Q2, students were asked to identify if the curve was a graph of a 
function, given that the curve has a discontinuity at x = 4. A few (3 of 17 [17.65%]) of the 
students considered that the graph of a function must be continuous. Alan, Saday, and Katherine 
addressed this false idea about the graph of a function when they considered that the given curve 
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was not the graph of a function because the graph was not continuous (Alan and Katherine) or 
“there is a jump discontinuity” in the curve (Saday) (see Table 5.4). 











Q3 asked students to consider whether an HA of a graph of a function can cross the 
graph. Among those who provided incorrect solutions to Q3, most (7 out of 9 [78%]) mistook the 
definition of a horizontal asymptote (HA) as that of a vertical asymptote (VA). Subsequently, 
they believed that an HA could not cross the graph of a function. For instance, Alan stated that 
“an asymptote by definition is a limit to a graph therefore the graph will never cross the 
asymptote.” According to Alan’s explanation, he might have considered a VA because that was 
the only case where an asymptote could never cross the graph. If he had considered an HA, he 
might be thinking about the limit of a function as x approaches infinity (that is, the end behavior 
of the graph gets closer and closer to the HA as x approaches infinity); or, he did not read the 
question correctly because it asked him to consider whether an HA can cross the graph of a 
function, not that whether the graph of a function can cross its HA, as he suggested when saying 
“the graph will never cross the asymptote” (see Table 5.5). 
Table 5.5. Misconceptions on Q3 
      Q3 
Name 
Can a horizontal asymptote of a graph of a function cross the graph? Explain why you think 

























While some considered an HA as a VA, Jack might have interpreted a tangent line to the 
graph of a function as an HA based on the images he provided (see Figure 5.3). 
Figure 5.3. Jack’s Solution for Q3 
 
5.2 Task 2: The Concept of Limit 
The frequency distribution confirmed that students exhibited some type of mistakes while 
solving the limit problems. Specifically, for the participants, 47.1% on Q4, 17.6% on Q5a, 64.7% 
on Q5b, and 29.4% on Q6 provided incorrect answers (see Table 5.6). 
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Table 5.6. Frequency Distribution for Task 2 (n = 17) 
 
Q4 Q5a Q5b Q6 
Frequency Percent Frequency Percent Frequency Percent Frequency Percent 
 NA 0 0 1 5.9 0 0 0 0 
CA 9 52.9 13 76.5 6 35.3 12 70.6 
ICA 8 47.1 3 17.6 11 64.7 5 29.4 
*NA = blank answer, CA = correct answer, ICA = incorrect answer 
5.2.1 Insufficient Explanations and Misinterpretations in Students’ Solutions 
Two common issues that students exhibited in their solutions were on Q5a and Q6. In 
Q5a, students were asked, “Is there a function that has limit 1000 at x = 0?” Three students who 
did not answer Q5a correctly provided insufficient explanations. For example, Habib stated that, 
“Yes. A linear function has a limit 1000 at x = 0.” But Habib’s explanation did not clarify what 
the linear function was because there could be an infinite number of linear functions whose limit 
was 1000. Five students who incorrectly answered Q6 had misinterpreted or disregarded 
mathematical notations within the context of the problem. For instance, Mike incorrectly 
interpreted the bound of y-values for the function f(x) when he reasoned that “because the 
function can approach 1 as x approaches 50” as well as it showed in the graph he drew (see 
Figure 5.4).  




5.2.2 Students’ Misconceptions about the Concept of a Limit 
An analysis of students’ explanations for their incorrect answers showed that there were 
common misconceptions for Q4 and Q5b. In Task 4 (Q4), students were asked to consider 
whether a limit exists at 𝑥 = −1, given that the graph of 𝑔(𝑥) has an open circle on it at 𝑥 = −1 
and a dot that 𝑔(−1) = 2. Student participants who provided incorrect answers to Q4 considered 
that the limit at 𝑥 = −1 must be equal to the value of 𝑔(−1), per se, lim
𝑥→−1
𝑔(𝑥) = 𝑔(−1). 
Katrina, Bob, Jennifer, Chris, and Alan all expressed this idea in different ways, with no 
consideration of either the Theorem of a Limit1 (left- and right-hand limit approaches) or a 
precise definition of a limit2 (see Table 5.7). 








𝑓(𝑥) = 𝐿 if and only if lim
𝑥→𝑎−
𝑓(𝑥) = 𝐿 = lim
𝑥→𝑎+
𝑓(𝑥) (Stewart, 2014, p. 99). 
2 Let f be a function defined on some open interval that contains the number a, except possibly at a itself. 
Then we say that the limit of f(x) as x approaches a is L, and we write lim
𝑥→𝑎
𝑓(𝑥) = 𝐿 if for every number > 0 there 












Among students who provided incorrect answers, Giana’s explanations did not address 
why the limit exists at 𝑥 = −1 when she said, “The limit exists at 𝑥 = −1 because the graph 
does not pass through that point.” If the graph passed through that point, would she consider the 
existence of a limit at the point? Moreover, her explanation had no indication of using the 
definition of a limit because she did not use it to explain why the limit existed at the given point. 
Among the 11 students who provided incorrect answers to Q5b, Richie considered that 
the limit did not exist at 𝑥 = 0 if there was a corner or cusp at the given point. Saday also 
seemed convinced of this, saying, “The following graph of a function [has no] limit at 𝑥 = 0 
because of absolute value” (see Table 5.8). 
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Similarly, Giana offered, “It does not have a limit at 𝑥 = 0 because no asymptotes are 
shown [and] the graph appears to be representing 𝑓(𝑥) = |𝑥|.” While the graph does represent 
the function 𝑓(𝑥) = |𝑥|, what does it have to do with whether there is an asymptote? Perhaps 
Giana meant that a derivative did not exist at 𝑥 = 0 because the point was at the corner of an 
absolute value function.  
Two out of 11 students who provided incorrect answers to Q5b might have thought that 
the limit did not exist when the limit was zero. Chris seemed to think as much when he said, 
“No, the limit does not exist because 0 is part of the function.” This false idea appeared to be 
more obvious in Alan’s response. Alan was able to deliver a proper procedure for finding a limit 
by applying the (left-right) Theorem of a Limit (see Footnote 1). He had lim
𝑥→0−
𝑓(𝑥) = 0 and 
lim
𝑥→0+
𝑓(𝑥) = 0, instead of giving a true mathematical statement of lim
𝑥→0
𝑓(𝑥) = 0, wrongly 
concluding that the limit did not exist at 𝑥 = 0 (see Figure 5.5). (Note that students seemed to be 
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able to find that a limit at the given point was zero, but they concluded that the limit did not exist 
because the limit was zero. They probably had misunderstood what the number zero meant.) 
Figure 5.5. Alan’s Solution for Q5b 
 
5.3 Task 3: The Concept of Tangent 
The frequency distribution confirmed that a majority of student participants had trouble 
with solving the tangent problems correctly. Among them, 41.2% answered Q7 and Q10 
incorrectly, and 76.5% and 58.8% incorrectly answered Q8 and Q9, respectively. Most students 
(88.2%) provided insufficient answers for Q11, while only two students (11.8%) provided 
correct solutions for it (see Table 5.9). 
Table 5.9. Frequency Distribution for Task 3 (n = 17) 
 Q7 Q8 Q9 Q10 Q11 
Freq. Percent Freq. Percent Freq. Percent Freq. Percent Freq. Percent 
 NA 0 0 1 5.9 0 0 0 0 0 0 
 CA 10 58.8 3 17.6 7 41.2 10 58.8 2 11.8 
 ICA 7 41.2 13 76.5 10 58.8 7 41.2 15 88.2 
* NA=blank answer, CA=correct answer, ICA=incorrect answer 
The related data to incorrect answers (ICA) are reported in the following section, with 
indicators of the responses being misconceptions, mathematical errors (correct statements with 
insufficient explanations or incorrect statements), and imponderabilia (statements that cannot be  
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precisely determined). Students who presented mathematical errors or made imponderable 
statements were invited for interviews to clarify whether those mathematical errors or 
imponderabilia were, in fact, misconceptions. 
5.3.1 Students’ Misconceptions about the Concept of Tangent 
Students expressed the idea that the tangent line can intersect or touch the graph of a 
function once and only once in different ways. Bob (Q7, Q8) and Mike (Q7) clearly stated this 
idea by providing a tangent line that touches/intersects a point of a circle for Q7. Similar to Bob 
and Mike, the other five students indirectly agreed on Q8 when they said that line 𝑦 = 0 is a 
tangent line to the curve because it touches (or intersects) at only one point. The idea that a 
tangent line of the graph of a function can touch or intersect a point on the graph once and only 
once also extended to Q9, for which Katherine expressed, “I do not think a tangent line exists 
because the graph goes to zero as x goes to infinity at and after the point (0, 0).” Katherine 
seemed to think that a tangent did not exist through point (0, 0) because it has infinite points 
coincidently on the graph after that point. 
For Q10, Alan seemed to believe that a tangent line cannot cross the graph of a function 
when he said, “A tangent line is a limit so the graph should not cross the line. This tangent line 
(𝑦 = 0) will cross the graph.” He explained his answer by stating that the tangent line is a limit; 
this is another misconception, as he most likely confused the tangent line with a horizontal 
asymptote here. Additionally, Alan made a statement about two undefined tangent lines, but he 






Figure 5.6. Alan’s Solution for Q10 
 
For Q10, Mike stated that “There does not exist a tangent line because at (0, 0), the graph 
doesn’t increase or decrease” (see Figure 5.7). Did Mike refer to that graph as a tangent? If so, 
Mike demonstrated a misconception using the terms increasing and decreasing at point (0, 0) and 
connecting it with the existence of the tangent line. If not, what graph did he refer to?  
Figure 5.7. Mike’s Solution for Q10 
 
Four students, working on Q11, believed that a graph containing multiple tangents at a 
point of a graph of a function could be created. Jennifer and Katherine both provided similar 
graphs containing what they called multiple tangents, where these tangent lines appeared to have 
different slopes passing through the same point on the graph of a function. They seemed to 
believe that those were tangent lines to the curve at that point. Harry, on the other hand, provided  
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a graph of an absolute value function and pointed out that at 𝑥 = 0, there were two different 
lines—one with a slope of −1 and another with a slope of +1. Saday provided the graph of a 
rational function, demonstrating that she believed multiple tangents could be drawn at one point 
of the graph, although she did not specify where this point should be located. 
5.3.2 Mathematical Errors Exhibited in Students’ ICA Solutions  
In students’ ICA solutions, two issues appeared to be particularly common in Task 3: (a) 
some students provided true statements but were unable to provide sufficient explanations; and 
(b) some students gave untrue statements with untrue supporting evidence. Therefore, the 
following section focuses on these two issues, which assisted the researcher in conducting 
interviews.  
True statements with insufficient explanations. For Q7, Chris appeared to believe that 
the tangent line could intersect the graph more than once, but his explanation was inadequate. He 
attempted to explain his statement by stating that “as [wide] parabolas can cause a tangent line to 
intersect [it] twice.” This does not explain how a tangent line can intersect a parabola twice and 
in what ways. Have Chris confused that tangent line with secant lines? A tangent could intersect 
a graph more than once for a general graph, but not for a parabola. Thus, the explanation Chris 
provided did not explain why a tangent line to a graph of a function could intersect the graph 
more than once.   
Katrina offered, “Yes, if the graph has multiple curves, then you would consider the 
limit” (see Figure 5.8). What limit was she referring to? Did she mean that a tangent line was a 





Figure 5.8. Katrina’s Solution for Q7 
 
Samantha, working on Q8 (see Figure 5.9), stated that line 𝑦 = 0 is not a tangent to the 
curve, but she did not provide a sufficient explanation. She explained that was “because the 
function has a limit at 𝑥 = 0. The curves seem to be approaching 𝑦 = 0, but are not at 𝑦 = 0, so 
it does not meet the 𝑦 = 0 line.” Did she mean that curve does not touch the line 𝑦 = 0 at 𝑥 =
0 ? This question could be answered if an interview had been conducted.  
Figure 5.9. Samantha’s Solution for Q8 
 
Four students seemed to be making the same mistake on Q9; that is, they agreed that a 
tangent exists through the point of origin, but their explanations appeared to be vague, and some 
of these explanations might be showing false ideas about a tangent (if they were confirmed 
during their interviews). They attempted to draw a tangent that touched the point on the graph of 
a function once and only once. Although they claimed a tangent existed through point (0, 0), the 
tangent lines they provided were not tangent to the curve at point (0, 0). For instance, Daniel 
seemed to believe a tangent line existed at the point of origin, but he sketched a tangent line with 
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a negative slope at point (0, 0) (see Figure 5.10). The tangent line that he drew was not a tangent 
to the curve. Jennifer’s and Giana’s work seemed to have the same issue as Daniel’s. 
Figure 5.10. Daniel’s Solution for Q9 
 
Bob, working on Q9 (see Figure 5.11), believed a tangent existed through point (0, 0), but 
was unable to provide an adequate explanation. In addition to supporting his claim, he sketched a 
completely different line that was “able to touch one point [point (0, 0)].” Although Bob claimed 
a tangent line existed at point (0, 0), his sketches of the tangent line were, in fact, not a tangent 
line. His explanation appeared to consist of a false idea that a tangent line touches the graph at 
one point.  
Figure 5.11. Bob’s Solution for Q9 
 
Katrina, who stated that a tangent exists through point (0, 0) on Q9, explained differently 




” to get a line. She probably meant the formula 
𝑓(𝑥+ℎ)−𝑓(𝑥)
ℎ
 that can be 
used to obtain a slope to develop a linear function of a tangent. She also had the same issue 
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drawing a tangent line to the curve at point (0, 0), as seen in the work of Daniel, Jennifer, and 
Giana. 
Figure 5.12. Katrina’s Solution for Q9 
 
A similar issue can be observed with Q10 in the case of Bob (see Figure 5.13), who 
agreed that there exists a tangent through point (0, 0), but only provided that that tangent line 
crosses the point (0, 0) with a negative slope. Bob’s example clearly shows that he believed a 
tangent line to the curve crosses the graph of a function at one point; he did not, however, 
consider how to approach getting to that tangent line. The error Bob made could be reinterpreted 
as a misconception if confirmed in an interview.   
Figure 5.13. Bob’s Solution for Q10 
 
A majority of students (six of 15 [40%]) on Q11 stated that multiple tangents at a point 
on the graph of a function cannot be created, and there must exist only one tangent at a point on 
the graph of a function. Although their statements were correct, they did not actually explain 
why there exists only one tangent line at a point of a graph of a function, or what theory they 
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used to form this conclusion. Among these answers, Bob’s (see Figure 5.14) in particular 
appeared to rely on a false idea, as he provided three graphs of linear functions intersecting at 
one point and claimed, “The other tangent line will touch each other, causing two points of 
contact.” Despite answering “no,” Bob seemed to believe there could be multiple tangents at a 
point on the graph of a function. 
Figure 5.14. Bob’s Solution for Q11 
 
Untrue statements. Jennifer, in answering Q7 (see Figure 5.15), appeared to believe that 
the tangent line could not intersect the graph more than once. She explained that by saying 
“another line will intersect it differently.” It was unclear how the other line can intersect the 
graph differently than that tangent line. In her sample, Jennifer provided a parabola with a 
tangent line, and then another line at the same point intersecting the graph differently. Was she 
referring to another line as a different tangent line? If so, there seemed to be two issues in 
Jennifer’s work: one, that she only considered the graph of a quadratic function (parabola), and 
the other, how the two distinct lines at the same point were tangent to a parabola. If not, what 
other line was she talking about? An interview with her could clarify the other line to which she 





Figure 5.15. Jennifer’s Solution for Q7 
 
 
Another apparently significant error on Q9 was that a student attempted to use a 
horizontal asymptote in place of a tangent line. This can be seen in the example of Joshua 
(Figure 5.16), who claimed that “there is not a tangent at (0, 0). There is [an] asymptote.” Did 
Joshua mean a tangent does not exist at point (0, 0) because an asymptote exists through this 
point? His reasoning in his statement was unclear, even though a tangent does exist at point (0, 
0) for this case.  
Figure 5.16. Joshua’s Solution for Q9 
 
 
In his sample work on Q10 (see Figure 5.17), Chris used a derivative in place of a tangent 
line. As a result, he attempted to find the derivative graph of the given graph of 𝑦 = 𝑥3 such that 
he provided a parabola as the graph of the derivative function (of course, we would not know 
what kind of quadratic function he was referring to for this parabola unless otherwise confirmed 
with him). He also wrote down 2𝑥2 on his answer but did not state whether this was the 
derivative of 𝑦 = 𝑥3. If indeed he meant that 2𝑥2 was the derivative of 𝑦 = 𝑥3, then this was a 
mistake. However, a tangent line to the curve is a graph of a linear function, not of a quadratic 
function. The idea of taking the graph of the derivative of the function as a tangent line to the 
curve might be a misconception, which could be confirmed during an interview. 
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Figure 5.17. Chris’s Solution for Q10 
 
 
While answering Q10, Katherine claimed, “There doesn’t exist a tangent line [because] it 
would intersect another point on the graph.” She seemed to believe that a tangent line intersects 
the graph of a function once and only once; this is false and a misconception if that is what 
Katherine meant. If that was her belief, what another point was Katherine talking about in her 
reasoning? This cannot be determined based on the sample work, but perhaps an interview could 
clarify whether this was a misconception.  
Samantha, on Q10, indicated that a tangent line does not exist through point (0, 0) 
“because the slopes to the left and right of (0, 0) are different.” Her explanation indicated that 
she believed one needs to have a defined slope at a point in order to have a tangent line, which is 
accurate for this case, but she did not recognize that slopes are equal.  
On Q11, students were asked to identify whether one can create a graph containing 
multiple tangents at a point on the given graph. Both Chris and Giana stated yes but their 
reasoning differed. Chris explained, “Different tangents can share the same point,” and Giana 
declared that “any point can be turned into a tangent.” (Did Giana mean that any point can be a 
point of tangency?) How the different tangents can be drawn at one point on a graph of a 
function at the same time as sharing the same point was unclear in Chris’s explanation, while 
how any points can be turned into tangent lines was also unclear in Giana’s explanation. These 
questions needed to be clarified during their interviews. 
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5.3.3 Mathematical Language Issues 
Based on their sample work, a number of participants appeared to have issues with 
mathematical language. Some of their work including mathematical errors might also have been 
associated with an understanding of mathematics language. But here, in some students’ work, 
using the different words in a problem appeared to be of significant concern. For example, in his 
answer for Q7 (see Figure 5.18), Habib seemed to believe that the word intersect was different 
from the word touch.   
Figure 5.18. Habib’s Solution for Q7 
 
Jennifer seemed to have considered a tangent should be touching, not intersecting the 
graph, as shown in her explanation, “It’s [a tangent line] not touching the graph. It intersects it at 
the end” (see Figure 5.19). If given that the line y = 0 touches the curve at point (0, 0) on the 
curve, will she confirm that the line is a tangent to the curve? This should be clarified during her 
interview. 




5.3.4 Imponderable Sample Work  
A number of students who provided incorrect answers had no explanations, while some 
students answered questions with yes or no; occasionally, their reasoning seemed to contradict 
their answer. For instance, on Q7 (see Figure 5.20), Katherine’s explanation appeared to be a 
contradiction of her statement when she said, “Yes, it cannot …” This could be due to poor 
wording (see that word No she crossed out), but if this was what she meant, then her explanation 
contradicted her statement. In addition, in examining the explanation she provided, that would be 
a false idea about a tangent that multiple tangents existed at a point on the graph of a function.  
Figure 5.20. Katherine’s Solution for Q7 
 
Some students’ explanations to their answers were also unclear and needed to be clarified 
during their interviews. For example, on Q8, Mike stated that line y = 0 is not a tangent to the 
curve because it goes “against a pointy.” Was Mike referring to the tangent line not existing at a 
pointy? The explanations that Chris (Q8 and Q9), and Katrina (Q8) provided were also unclear 







Table 5.10. Students’ Solutions That Appeared to Be Imponderable 











Another common issue was when students offered answers like, “I am not sure, to be 
honest” (Alex, Q8). This issue of not knowing cannot be properly categorized into any theme. 
Saday’s Q8 response also cannot be determined because she did not provide an explanation to 
her statement (see Figure 5.21). Alex, for Q9, stated, “I think there should be, but I am not sure 
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with the horizontal nature of the right side of the graph after 𝑥 = 0.” Alex was not clear about 
the appearance of the graph, which can be explained to him during his interview.   
Figure 5.21. Saday’s Solution for Q8 
 
Katrina, for Q10, stated that a graph containing multiple tangents at a point on a graph of 
a function can be created because “the tangent line considers the limit [and] will not aim towards 
a certain way.” Her explanations were vague, which involved what connections she considered 
between a tangent line and a limit, how a tangent line aims “towards a certain way,” and what 
she meant by that. Without detailed explanations, the answers these students provided could not 
be categorized precisely into any themes, unless otherwise confirmed with them. 
5.4 Task 4: The Concept of Differentiation 
Frequency distribution confirmed that most students had difficulty with the concept of 
differentiation. More precisely, none of the 17 participants provided a correct answer to Q12, 
while three did for Q13, four for Q14, five for Q15, and two for Q16. In terms of percentages, 
the inaccurate response rates for Task 4 were 88.2% for Q12, 76.5% for Q13, 70.6% for Q14, 
58.8% for Q15, and 88.2% for Q16. (see Table 5.11) 
Table 5.11. Frequency Distribution for Task 4 (n = 17) 
 Q12 Q13 Q14 Q15 Q16 
Freq. Percent Freq. Percent Freq. Percent Freq. Percent Freq. Percent 
 NA 2 11.8 1 5.9 1 5.9 2 11.8 0 0 
 CA 0 0 3 17.6 4 23.5 5 29.4 2 11.8 
 ICA 15 88.2 13 76.5 12 70.6 10 58.8 15 88.2 
* NA = blank answer, CA = correct answer, ICA = incorrect answer 
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The high inaccuracy rate in solving problems with the derivative concept in Task 4 may 
suggest that many students had serious issues with understanding the concept of differentiation, 
which is necessary to solve the problem. The following section reports students’ misconceptions. 
Following that is a discussion of the common errors that students exhibited in their answers. 
5.4.1 Students’ Misconceptions about the Concept of Differentiation 
For Q13, five out of 13 (38.5%) students believed that if (𝑐, 𝑓(𝑐)) was a point on the 
graph of 𝑓(𝑥) and 𝑓′(𝑐) = 0, then 𝑓(𝑐) must be an extreme value at 𝑥 = 𝑐. Students who 
expressed this idea discussed why 𝑓(𝑐) was a maximum or minimum value in different ways. 
Some students (i.e., Joshua, Katrina, and Harry) seemed to believe that when 𝑓′(𝑐) = 0, the 
slope of the tangent line was zero at point (𝑐, 𝑓(𝑐)), so that there must exist a maximum or 
minimum value. To support their statements, Bob gave a constant function 𝑓(𝑥) = 1 and its first 
derivative therefore was 𝑓′(𝑐) = 0; Richie gave a quadratic function, stating its vertex as the 
extreme value that had 𝑓′(𝑐) = 0. Katherine, however, offered that 𝑓(𝑐) was an extreme value 
because “the derivative tells you the rate of change and what is happening to the graph at that 
point” (see Table 5.12). 



















All 12 of the students who incorrectly answered Q14 believed that 𝑓′(𝑐) must exist at 
𝑥 = 𝑐, given that point (𝑐, 𝑓(𝑐)) is an extreme on the graph of 𝑓(𝑥). They seemed to have 
obtained this false idea in one way or another, when they argued that if point (𝑐, 𝑓(𝑐)) was an 
extreme on the graph of 𝑓(𝑥), then 𝑓′(𝑐) = 0; therefore, 𝑓′(𝑐) must exist. For example, 
Katherine claimed, “Yes, because the derivative tells you the max and min point and if it is equal 
[to zero] where 𝑥 = 𝑐, then it’s the extreme because of the concept of derivatives.” 
Two misconceptions that appeared in students’ ICA solutions were in Q15. Students 
reproduced a function 𝑓(𝑥) = 10𝑥 from the given information that 𝑓(1) = 10. This false idea 
led Bob, Katherine, and Saday (note she offered two solutions: the first showed this false idea, 
and the other appeared to be another false idea) to offer the same solution: that the smallest 𝑓(4) 
could possibly be was 40. Saday’s second solution showed another false idea when reproducing 
a function 𝑓(𝑥) from a derivative function 𝑓′(𝑥). She attempted to reproduce the inequality 
function using 𝑓′(𝑥) ≥ 2. As such, she obtained 𝑓(𝑥) ≥ 2𝑥, then replaced x with 4, and 
calculated the product of 2 and 4 for the answer of 8. Harry also obtained answer 8 but did not 
provide a detailed explanation for his answer. Did he use the same procedure that Saday did or 
consider that 𝑓′(𝑥) = 𝑓(𝑥)? Either one would be a misconception if confirmed during his 
interview. (see Table 5.13) 













A common false idea that students had for Q16 was the belief that |𝑓(𝑥)| ≤ 𝑥2 was 
equivalent to 𝑓(𝑥) = 𝑥2. Among 15 students who answered Q16 incorrectly, Richie and Saday 
shared this false idea. They did not consider the absolute value of a function and inequality 
notations and went on using the derivative rule, that is, letting 𝑓(𝑥) = 𝑥2, then 𝑓′(𝑥) = 2𝑥, and 
therefore by substitution, 𝑓′(0) = 2(0) = 0. Chris in his work appeared to have this idea as 
well, but he did not write 𝑓(𝑥) = 𝑥2. Instead, he explicitly wrote x-square prime equals 2x, then 
















Some students who believed that 𝑓′(0) = 0 is true for Q16 had considered that |𝑓(𝑥)| ≤
𝑥2 as 𝑓(𝑥) ≤ 𝑥2. For example, in his explanation to his answer, Bob disregarded the absolute 
value notation and explicitly wrote down 𝑓(𝑥) ≤ 𝑥2. He then produced its derivative 𝑓′(𝑥) ≤





Figure 5.22. Bob’s Solution for Q16 
 
 
A few students indirectly referenced the same approach Bob used, but they described that 
derivative as the slope at 𝑥 = 0, which would be zero. Alan explicitly expressed this idea (see 
Figure 5.23) by assuming 𝑓(𝑥) ≤ 𝑥2 and then stating that “the slope would be 2(0) which is 0.” 
Note that he wrote neither 𝑓′(𝑥) ≤ 2𝑥 nor 𝑓′(𝑥) = 2𝑥 in his explanation. Therefore, it was 
unclear how he had produced his conclusion. This should be clarified during his interview. 
Figure 5.23. Alan’s Solution for Q16 
 
5.4.2 Mathematical Errors Exhibited in Students’ ICA Solutions  
Answers with insufficient explanations or without detailed explanations. One error 
on Task 4 was students’ tendency, after making a correct judgment, to be unable to explain why 
it was true, or to offer explanations that had nothing to do with their statement. For instance, in 
answering Q12, Jack said, “Yes, it [𝑓′(500) = 1] can [be true]. I don’t know any justification.”  
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Similarly, both Alex and Samantha expressed that 𝑓′(500) = 1 could be true if 𝑓(𝑥) was 
defined in the interval [0, 10000] and |𝑓(𝑥)| ≤
1
10000
. Again, they were not sure why this was. 
Although Chris, Daniel, Katrina, and Jennifer provided reasons why 𝑓′(500) = 1 could be true, 
their reasons did not actually explain why. For example, Chris said, “Yes, 𝑓′ is not in the 
boundaries of |𝑓(𝑥)|,” but this had nothing to do with 𝑓′(500) = 1 being true, while 𝑓(𝑥) was 




For Q13, when students said 𝑓(𝑐) might not necessarily be an extreme value, they also 
did not provide an explanation for why their answers were true. For example, Jack said that 
“𝑓(𝑐) can also be a local maximum or minimum,” indicating that he might be thinking that 𝑓(𝑐) 
could be an absolute maximum or minimum value or a local maximum or minimum value. He 
apparently attempted to use a contradiction to prove his statement. Yet, his explanation was 
unclear about whether that was what he meant. In addition, it did not sufficiently explain why 
𝑓(𝑐) must not be an extreme value for this case. Samantha’s response to Q13 was similar to 
Jack’s, stating that there might be an absolute minimum or a local minimum, as shown in the 
graph she drew. Jennifer, Giana, Habib, and Chris all shared identical ideas: that 𝑓(𝑐) was a 
constant, so that 𝑓′(𝑐) = 0. This was an inappropriate statement and did not explain why 𝑓(𝑐) 
must be an extreme value if giving 𝑓′(𝑐) = 0 and the point (c, f(c)) on the graph of f(x).  
Some students gave the answers for Q16 that were lacking explanations for how they 
obtained these answers (see Table 5.15). For instance, Habib attempted to explain that 𝑓′(0) = 0 
meant the slope of the function is zero at 𝑥 = 0. Yet, it did not adequately describe why 𝑓′(0) 















Incorrect answers with inadequate explanations/assumptions. Another typical 
mathematical error occurred when students gave mathematically untrue statements to support 
incorrect answers. For example, on Q12, some considered 𝑓′(500) as 𝑓(500) and thus 
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 and 1 is greater than 
1
10000
.” Similarly, Joshua said, “No, it can’t be true for the 
domain 0 ≤ 𝑥 ≤ 10000. It is given that |𝑓(𝑥)| ≤
1
10000




 for no value of x in the domain would the range change. So 𝑓′(500) = 1 is not 
possible.”  
Beyond those common Q12 mistakes, another mathematical error that students exhibited 
involved providing mathematically incorrect statements with incorrect assumptions. For 
example, Katherine claimed that 𝑓′(500) = 1 could not be true because the derivative of a 
rational function 𝑓(𝑥) =
1
𝑥
 was 𝑓′(𝑥) = ln(𝑥), which leads to 𝑓′(500) = ln (500) ≠ 1. Alan, 
however, did not consider |𝑓(𝑥)| ≤
1
10000







]. Instead, he assumed that “the derivative of an absolute value function is 
undefined through the origin.” Furthermore, Saday, in defending her statement, tried to take a 
mathematical-procedural approach by using the rule of integration and the law of the derivative. 
Neither Bob’s nor Richie’s response showed clear reasoning for why or how 𝑓′(500) = 1 could 
not be true. Although Bob answered, “No, because the derivative is going to be 0,” he did not 
provide a sufficient explanation for why or how the derivative would be zero, while Richie’s 
response was imponderable.  
For Q15, students provided incorrect answers that were also lacking explanations on how 
they arrived at these answers. In this variant, Katrina and Giana, who claimed the smallest 𝑓(4) 
could be 1, did not provide reasonable explanations for their statements. Similarly, when Chris 
and Mike determined the smallest 𝑓(4) to be 2, they did not provide detailed explanations. 
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Joshua stated that the smallest 𝑓(4) was 2, as Chris and Mike did, but he did not provide any 
explanation at all. 
Mathematical errors made on Q16 were similar to those seen with Q12, where students 
misinterpreted how the function was bounded with intervals. The difference, however, was that 






], while in Q16, the 
function 𝑓(𝑥) was bounded by a positive and a negative function, namely, 𝑓(𝑥) = 𝑥2 and 
𝑓(𝑥) = −𝑥2. Samantha, in her Q16 response, said, “No, because 𝑓′(0) = 0 [when] 𝑓(𝑥) = 𝑥2. 
Since as |𝑓(𝑥)| can be less than 𝑥2, this may not be the case at 𝑥 = 0.” Clearly, she 
misinterpreted how the function 𝑓(𝑥) should be bounded. Daniel, however, not only 
misinterpreted the boundaries for function 𝑓(𝑥), but also seemed to have misread the question 
itself. This led him to misunderstand what the question was asking for when he claimed that 
𝑓′(0) = 0 was not true because “some none-zero slopes exist”—a statement that did not answer 
the question.  
5.5 Conclusion  
This chapter presented an analysis of student solutions with the purpose of identifying 
their misconceptions about the four calculus concepts which they exhibited while solving the 17 
non-routine calculus problems. In addition to examining students’ misconceptions, their incorrect 
answers were also analyzed and presented. All 17 student participants exhibited some types of 
misconceptions in solving problems. Some students were able to solve some problems accurately 
while providing sufficient examples or explanations for their solutions. Other students provided 
the correct answers but did not have sufficient explanations. A few students appeared to have 
mathematical language difficulties in understanding mathematical terms. Some students gave  
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answers with yes or no, but their reasonings seemed to contradict their claim. The next chapter—
Chapter 6—discusses these occasions in the form of mathematical thinking on how students 
arrived at their misconceptions. 
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Chapter 6: Mathematical Thinking in Solving  
Non-Routine Calculus Problems 
6.1 Chapter Overview 
This chapter presents a detailed analysis of interview results that trace a student’s thought 
process—the process of a student’s mathematical thinking—in solving 17 non-routine calculus 
problems pertinent to the concepts of a function, a limit, a tangent, and a derivative. The primary 
purpose of this analysis was to help answer RQ3: What reasoning did students provide in 
explaining their misconceptions that were exhibited in their solved problems? The data analysis 
was followed by a thorough discussion of common patterns that were developed from the 
observations of a student’s thought processes. Figure 6.1 depicts an example of how the 
interview results were analyzed according to a student’s thought process.  







As a result, the emergent common patterns from the discussion were utilized to identify 
the nature of and reasons for those misconceptions which students developed. Moreover, this 
analysis assisted in making recommendations for future research in Mathematics Education and 
for calculus/mathematics teaching and learning at the undergraduate level. These 
recommendations are presented in Chapter 7.  
6.2 Student Interviews 
Although students may have provided explanations for their answers, the interview data 
provided a deeper understanding of their thought process. As a result, these data helped in 
examining their conceptual misunderstandings. During the interviews, students were asked to 
clarify their unclear explanations, to explain what made them think their answers were true (note 
that some of these answers exhibited misconceptions in the early analysis of their solutions), and 
to provide mathematics theories/definitions (if any) that they employed to solve the problems. 
Most importantly, all students were asked to explain in their own words how and why they 
approached their solutions (see Appendix F for interview questions). 
Regarding the analysis of students’ solutions, all 17 students were invited for an 
interview and five of them agreed to participate. Conveniently, all five participating interviewees 
were mathematics majors. A total number of 17 problems (Q1-Q16; note that Q5 included two 
problems: Q5a and Q5b) were given in the CPSTs. The bar graph (see Figure 6.2) below depicts 
the frequency distribution of number of interviewed students who incorrectly solved each of the 
problems in the CPSTs. During the interviews, the discussion of how students explained their 





Figure 6.2. Number of Interviewed Students Who Incorrectly Solved  
Each of the Problems in the CPSTs  
 
This section includes a detailed analysis of students’ interview results based on their 
misconceptions or mathematical errors exhibited in their CPST sample work. It is followed by a 
discussion of how participants explained their solutions during the interviews. The purpose of 
analyzing the interview results was to track students’ behaviors in problem solving following 
their thought processes. In brief, this section is organized by discussing how students solved each 
problem and what cognitive obstacles appeared to be significantly hindering their capabilities to 
solve a problem correctly. 
6.2.1 The Function Concept  
The first problem (Q1) was designed to examine how successfully students had mastered 
the notion of a graph of a linear function by connecting the fact that the slope between the two 
given points is uniquely determined by the change in y over the change in x, and that a graph of a 
linear function is determined by this unique slope between those two points. Students were 
expected to use the fact of this uniqueness of the slope between the two points to reason that 
there exists one and only one graph of a linear function between two points (note that if students 
had just used the basic geometry postulate for Q1 without any need for slopes, they were 
expected to explain their solutions which would involve rate of change). It was surprising that 
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none of them met the expectation; in other words, they made no connection between the 
uniqueness of the slope and a linear function while determining the number of graphs of a linear 
function passing through the two distinct points. In their original sample work, two of them 
seemed to have misinterpreted the context of the question itself. In this instance, both Alex and 
Mike appeared to have believed that an infinite number of graphs passes through points A and B. 
Based on their explanations, they seemed to have missed the key word linear within the context 
where it was asked, with consideration to the graph of a linear function, not the graph of a 
function (see Table 5.2 for their original solutions).  
When asked “If considering the graph of a linear function, how many such graphs will 
pass through points A and B?” Alex quickly responded, “Only one. That’s why I realize when I 
see a linear here that I would have just said one because obviously just a line goes through.” 
Alex appeared to understand the difference between the graphs of a function and of a linear 
function; therefore, it can be confirmed that he had misread the graph of a linear function as a 
function. 
With an emphasis on indicating the graph of a linear function, Mike still believed that 
multiple linear graphs existed through points A and B because “it can go from point A to point B 
or it can extend past point A or point B.” Mike’s explanation for how the different linear graphs 
could be drawn and consequently passed through the two points clearly showed that he had 
considered the graphs of an infinite number of equal linear functions whose graphs pass through 
these two points, and he did not recognize that the slopes of the graphs of these linear functions 
were the same.  
Significantly, with Q1, both Daniel and Jennifer believed that the infinite number of 
graphs could be drawn through points A and B because the infinite number of linear functions 
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existed. For example, Daniel argued that the functions 5𝑦 = 5𝑥 + 5 and 𝑦 = 𝑥 + 1 were two 
different functions because the linear function 𝑦 = 𝑥 + 1 could be manipulated to be  
5𝑦 = 5𝑥 + 5, as well as 2𝑦 = 2𝑥 + 2, and so on. When asked to explain why he thought these 
two equations were different, Daniel clarified:  
     Whatever equation you come up [with], for example, 5𝑦 = 5𝑥 + 5 and 𝑦 = 𝑥 + 1, 
they may appear different, it’s really just a manipulation of this same formula while 
having the same value. 5𝑦 = 5𝑥 + 5 and 𝑦 = 𝑥 + 1 are essentially the same equation. 
I’m just saying that there is just one true solution between the two points of a linear 
function. 
 
Although Daniel believed that a linear function can be manipulated by multiplying a positive 
integer on both sides of the equal sign to obtain another linear function, he clarified that there 
was only “one true solution.” It remained unclear why there was only “one true solution.” When 
asked to explain, Daniel stated that no matter how many linear functions can be written, the 
slopes of these functions are the same; that is, only one slope can be obtained between two 
points. Daniel’s recognition of connecting the slope to a linear function indicated he understood 
that the graph of a linear function passing through the two points is determined by its slope.  
Jennifer, in explaining why she believed that multiple linear graphs could be drawn 
through points A and B, believed that 𝐴𝐵̅̅ ̅̅  could be extended longer to 𝐶𝐷̅̅ ̅̅  and one could continue 
this extension to another. Moreover, Jennifer explained her idea about how an infinite number of 
linear graphs could exist simultaneously between the two points. She believed this was due to the 
various linear functions that can be created by multiplying a number on each side of the equal 
sign (e.g., the linear function 𝑦 = 𝑥 + 2 can be manipulated to reproduce another linear function 
2𝑦 = 2𝑥 + 4 by multiplying a number 2 on each side of the equal sign). Although Jennifer 
seemed to agree by the end of the discussion that lines 𝐴𝐵̅̅ ̅̅   and 𝐶𝐷̅̅ ̅̅  were the same, she was not 
able to explain why the two lines were the same line, using the fact that they had the same slope. 
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Moreover, she did not recognize that the different linear functions she provided in her 
explanations were equivalent (one is a simplification of another), and that, indeed, they had the 
same slope for the graph of the two linear functions. In this regard, when Jennifer considered the 
infinite number of graphs of a linear function through the two points, she probably thought about 
the infinite number of linear functions based on the differences of the appearance of those 
functions, regardless of their slopes.  
Students who solved Q2 correctly adapted the vertical line test to reason that the given 
graph was a graph of a function. Two of five students who solved Q2 incorrectly reasoned that 
the graph was discontinuous. In her sample work, Jennifer who used the vertical line test on Q2 
seemed to have misread the graph when she said that “If you do the vertical [line] test, you end 
up getting two [y]-values…so it’s not a function.” After mentioning to her that point (4, 3) is 
with an open circle and point (4, 5) is with a dot on the graph, Jennifer believed that the given 
graph was not a graph of a function because it was not continuous: 
     Yeah, now that I am looking at it, I [am] thinking about that…it’s not continuous. 
That’s what I was thinking…because it’s not continuous, it won’t be a function…um, I 
guess so. You could describe them as two different functions, but now I am confused. I 
guess it could be a function. 
 
Jennifer then guessed that it could be a function. Later on, she recognized that the graph passed 
the vertical line test at that discontinuity, so she concluded that it was a graph of a function. 
When asked how she defined a function when using the vertical line test, she responded that “for 
every input, you should have only one output, not two.” Although Jennifer’s recognition of a 
function made reference to the definition of a function, she did not apply it to determine whether 
the graph was a graph of a function. 
Katherine, who believed that the curve on Q2 did not represent a graph of a function 
because it was not a continuous graph, remained convinced of this belief during the interview. 
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She did not recognize that one cannot determine whether the curve is the graph of a function by 
its discontinuity. The way she thought about depicting the given conditions was likely associated 
with the preexisting image of the discontinuous graph in her mind.  
Jennifer and Mike, who solved Q3 incorrectly, believed that a horizontal asymptote (HA) 
cannot cross the graph of a function. The reasoning of their belief aligned with the following 
lines. First, they seemed to have misinterpreted the context of the question. In this instance, 
Jennifer stated, “It [the horizontal asymptote] would never touch the x-axis.” But the question 
was asking about whether a horizontal asymptote (HA) of a graph of a function can cross the 
graph itself; it did not ask whether an HA can cross the x-axis. Mike had plausibly considered  
the question as “Can the graph of a function cross the horizontal asymptote?” When asked 
specifically to identify whether an HA of the graph of a function can cross the graph, Mike 
insisted on his belief that an HA cannot cross the graph of a function because the graph cannot 
ever touch the HA. His explanations clearly showed that he had considered the image of an HA 
where the graph is approaching its HA as x approaches negative or positive infinity. Similarly, 
Jennifer seemed to have also implemented the image of an HA where the graph gets closer to the 
HA as x approaches negative or positive infinity to explain why an HA cannot cross the graph. 
When asked to explain what the definition of an HA is, both students were not able to summarize 
what the HA was. In addition, neither Jennifer nor Mike was able to generalize an organized 
argument to defend their statement using the definition of an HA, which should have been taken 
into account.  
6.2.2 The Concept of Limit 
Students who solved the limit problems (Q4-Q6) adequately had consistently applied the 
left- and right-hand limit theory as one of the interviewees, Alex, described it: “The idea that if a 
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limit approaching, as x approaches a value from the left equals the limit as it approaches from the 
right, then that’s the limit.” When the graph—for example, in Q4 and Q5(b)—was provided for a 
limit problem, four of five students who solved Q4 and Q5(b) correctly traced the graph 
dynamically from left and right of the stationary point, and when the left- and right-hand limits 
were equal, by the left-right limit theory, they concluded that the limit of g(x) at 𝑥 = −1 was one 
in Q4 and the limit at 𝑥 = 0 was zero in Q5(b). All five students answered Q5(a) correctly and 
were able to provide an example of a graph of a function or a function such that its limit at 𝑥 = 0 
was 1000. When students provided a graph of a function, they applied the definition of the left-
right limit; when students provided a function, i.e., 𝑓(𝑥) = 𝑥 + 1000 that has a limit 1000 at 
𝑥 = 0, they used the substitution by replacing x with zero to prove their claim.  
Jennifer, who solved Q4 (see Table 5.7 for her original solution for Q4), incorrectly 
thought there was no limit at 𝑥 = −1 because “it’s a discontinued function at 𝑥 = −1.” In this 
instance, Jennifer did not consider a limit by using the left-right limit theory; instead, she 
considered a limit by taking into account whether the graph was continuous at the given point. 
When asked to explain how she determined whether a limit existed, Jennifer was able to explain 
the theory of the left- and right-hand limits. However, she did not apply it when solving a limit 
problem.  
Jennifer had consistently applied an algorithmic approach—a substitution to determine a 
limit, as she explained for Q5(a): “Whenever we talk about limits, I would think…the limit of x 
[goes] to a certain point, I would just…plug in zero for that x” to obtain a limit of 1000. Thus, 
she was able to provide a function such that its limit was 1000 because she could determine a 
limit of a function by a substitution. When a function was not available to her, as in Q4 and 
Q5(b), Jennifer struggled with finding a limit because no substitution could be possibly 
124 
 
performed. As explained with Q4, Jennifer had difficulty finding a limit when the graph was not 
continuous; but when the graph was continuous, namely, the graph had no hole in it, she lacked 
the skill of generalization. As such, with Q5(b), Jennifer did not generalize her explanation 
appropriately; that is, one cannot determine the exact meaning she expressed for her statement 
(see Figure 6.3).  
Figure 6.3. Jennifer’s Solution for Q5(b) 
 
During her interview, Jennifer seemed to attempt to use the definition of the left-right 
limit dynamically by tracing a graph from left and right at the given point to explain why the 
limit exists at 𝑥 = 0 in Q5(b); as she stated: 
     If you traced a graph from left and right, you do end up at a point and for this case, if 
we trace it back to zero from left and right, for both points you end up at zero, so that’s 
why I thought [there is a limit at x equal to zero]. 
 
When a limit problem was associated with the multifaceted abstract concepts in Q6, 
students were not able to make connections between the abstract ideas elaborated within the 
context (e.g., the absolute value inequality function with mathematical notations involved), and 
between the given context and the definition of the left-right limit that they applied to solve the 
other limit problems. First, students who claimed the limit of 𝑓(𝑥) was one as x approached 50 
made no connection with what was given within the context. For example, during a discussion 






when 𝑥 ∈ [0,100] and asked how he had connected the information to his answer, he became 
anxious and responded, “I don’t [think] there’s a connection, it has to be this…this is…this is a 
lot going on. I am not sure.…”  
Second, in their solutions, students who claimed that the limit of 𝑓(𝑥) cannot be one as x 
approached 50 were not able to provide a persuasive argument to defend their statement. During 
their interview, they were asked to clarify why they thought it cannot be true that lim
𝑥→50
𝑓(𝑥) = 1 
under the given condition that |𝑓(𝑥)| ≤
1
100
 where 𝑥 ∈ [0,100]. Daniel explained in his 
interview: 
     Yeah, I think I wanted to use Mean Value Theorem to…give me a second to look over 
it again. So, yeah, it is impossible because you could just have a function that’s much, it 
says the value function is less than or equal to 0.01 so the main limit may not equal one. 
Yeah, it cannot equal to one because [it] would be exceeding that value of one over one 
hundred…. It may not equal to one because that implies that, beforehand, it had to have 
values that were approaching one, meaning they were greater than one over one 
hundred.… For the limit to be equal to one at that point, means that the function before 
that point and the function after that point had to begin close to one, meaning it had to be 
greater than one over one hundred. 
 
For this instance, Daniel was able to express abstract mathematical ideas, where the 
mathematical notations were a significant aspect of expressing the boundaries of the given 
function and the limit dynamically. He was also able to synthesize the relationship between the 
given conditions to encapsulate the argument in defending his statement.  




 where x was bounded between zero and 100 inclusively, and she could not interpret 
the mathematical notations adequately. As such, she ignored the absolute value notation in the 
given context and went ahead to assume |𝑓(𝑥)| ≤
1
100
 be 𝑓(𝑥) =
1
𝑥















𝑓(𝑥) ≠ 1 was a true statement, her assumption of letting 𝑓(𝑥) =
1
𝑥
 does not satisfy the 
given condition. When asked to explain why she had assumed that 𝑓(𝑥) =
1
𝑥
, she explained that 
“I thought it looked like…if I do it with 100, I would get 1 over 100 and that means I’m going 
farther away from 1 and not equal to 1.” Here, Katherine thought that 𝑓(𝑥) =
1
100




; perhaps she was thinking about a quotient that the expression 
1
𝑥
 had the similar 
appearance of that 
1
100
. For this instance, she plausibly attempted to have a function to fit her 
expectation that seemed to have the characteristic of the given condition so that she could apply 
the left-right limit theory which she had relied on to solve the other three limit problems 
successfully. When asked what rule she used to solve the problem, she claimed that she used the 
limit theorem. Conceivably, she meant the substitution rule of calculating a limit because she had 
not applied the limit theorem in her explanation. 
Similar to Katherine’s approach in Q6, Jennifer also seemed to attempt to calculate a 
limit using substitution by plugging in 𝑥 = 50 to the function 𝑓(𝑥). Though her answer that 
lim
𝑥→50
𝑓(𝑥) cannot be equal to one given that |𝑓(𝑥)| ≤
1
100
 where 𝑥 ∈ [0,100] was correct, her 
reasoning was insufficient. This was because no substitution can be performed as there were no 
algebraic expression for the function. For this part, she was also unable to interpret the 
mathematical notations adequately when she had only considered that upper bound, “the function 
is always 0.01 or smaller,” while the function 𝑓(𝑥) has a lower bound where 𝑓(𝑥) is also greater 
than or equal to negative 0.01.  
6.2.3 The Concept of Tangent 
Some students who solved a tangent problem incorrectly held the idea that a tangent to 
the curve touches or intersects the curve at the given point once and only once, and consistently 
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applied this belief to solving tangent problems. As a result, they immediately rejected that a 
tangent could intersect the graph more than once in Q7, and a tangent existed through the point 
(0, 0) in Q9 because “it’s intersecting many other points.” They believed that line 𝑦 = 0 is a 
tangent to the curve in Q8 because “it intersects the curve at (0, 0) once.” Their belief about the 
appearance of a tangent touching or intersecting the graph at a certain point needed to be 
confirmed during their interview for whether they had implied the preexisting image—a tangent 
to a circle. Such misconception about a tangent contributed to their incorrect solutions to Q7, Q8, 
and Q9. However, the explanations they provided in Q10 were implemented based on their false 
idea about a tangent. For this part of the tangent problems, students had not seemed to consider 
the notion of a tangent that should have been utilized to defend their statement. During their 
interviews, it was also important to clarify how students defined a tangent. 
Some students appeared to have obtained a common idea about a tangent based on the 
words intersect, touch, or cross used in a tangent problem, which served as clues for them when 
comparing their preexisting image. For Q7, Mike believed that a tangent line can only intersect 
the graph once because “it can’t intersect a graph more than once.” Mike then provided an 
illusion to support his claim (see Figure 6.4). His sketches of tangents showed that he seemed to 
have considered this, based on the preexisting image involving a tangent intersecting the graph 
once at a point on a circle and on a parabola.   





Jennifer seemed to have also considered the words touching or intersecting as clues for 
explaining her answers to tangent problems. For example, she stated that “it [the tangent] can 
only intersect it [the graph] once [because] another line will intersect it differently” (in Q7). 
During her discussion, Jennifer was asked to explain what made her think the tangent can only 
intersect the graph once and what other line she was referring to in Q7. Jennifer explained:  
     For tangent line, what I was thinking that if you pick a single point in that graph, it can 
have more than…it would intersect only once at that point because it has to be tangent to 
that. May I borrow it [your pencil]? Thank you. So, if we’re talking about like this and 
we’re talking about this exact point, so we’re going to have a line intersecting right here. 
If it intersects, you wouldn’t have. If you had like an intersect like this, this is a different 
line. So, that’s what I meant that, in that very point, to have that tangent. This [the other 
line] is not really tangent to this [point]…this [the line t] would be the only tangent line 
…that would exist at that very point. (See Figure 6.5) 
 
Figure 6.5. Jennifer’s Sample Sketch for Q7 during the Interview 
 
Jennifer provided a rough sketch (see Figure 6.5) of a parabola and a point on it; she drew 
a tangent intersecting the graph at that point and another line intersecting that point differently on 
the parabola (another line Jennifer referred to, was a secant but she did not state that). This belief 
about a tangent intersecting a graph once at a point was a false idea in explaining her incorrect 
statement for why a tangent cannot intersect the graph more than once. When asked how she 
defined the line was a tangent, Jennifer stated, “Something that would be like touching the graph 
at a certain point.” Here, she used the word touching instead of intersecting, which she had used 
to describe a tangent in Q7. Did she think a tangent touching or intersecting the graph was 
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different? In her solution to Q8, Jennifer used these two words interchangeably when she stated, 
“No, [because] it’s [the tangent is] not touching the graph. It [should] intersect it at the end.” 
When asked why she thought the line 𝑦 = 0 was not touching the graph, Jennifer explained, “I 
felt like this line is up there. It’s not like here.” The curve and the line provided in Q8 seemed to 
be unclear to her in terms of whether the line was touching or not touching the curve. When she 
clarified whether the line 𝑦 = 0 was touching the curve at point (0, 0), Jennifer restated her 
answer to Q8: that line 𝑦 = 0 was a tangent to the curve at the origin “because at that point it 
does touch the curve once.” Her explanation constituted a false idea, as she had done for Q7.  
For Q8, Mike claimed that line 𝑦 = 0 was not a tangent to the curve because “the tangent 
line goes against a ‘pointy’”—he marked point (0, 0) as a pointy. When asked what pointy 
meant, he responded: 
     I remember something [in] calculus where, if a graph looks like this, like this pointy 
sort of thing, I don’t remember the exact term for it, but I do remember if a graph has this 
shape, then there is no tangent, or something like that.  
 
Mike remembered that the graph whose shape at the given point was as sharp as the one in Q8 
and did not have a tangent at that pointy. Mike’s description about a tangent confirmed that when 
he determined whether a line was a tangent to the curve, he had considered whether there was a 
pointy at the given point on the curve.    
When a graph or a curve was unfamiliar to students, a conflicting idea with their 
preexisting image or prior knowledge of a tangent significantly appeared in the discussion. For 
instance, with Q8, Alex who claimed that the curve was unfamiliar to him had also stated that he 
was not sure about whether the horizontal line 𝑦 = 0 should be the tangent to the point of origin 
on the curve, while he thought the vertical line 𝑥 = 0 could be the tangent. Below, the dialogue 
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between the researcher and Alex depicted his thought process of how he conceived the vertical 
and horizontal tangents:  
Researcher: Do you think the line 𝑦 = 0 is a tangent to the curve? 
 
Alex: I don’t think so. Yeah, I don’t think. I won’t say…. Intuitively, I probably would 
say, “no” …I was thinking, this was the one that I…. And so, I was thinking, “Is that 
vertical x equal zero, the tangent to the curve?” I’m not sure. Yeah, like a vertical line 
that x equal zero would be tangent, but I don’t think that y equal zero is. I’m not sure. 
 
Researcher: What made you unsure about it? 
 
Alex: This curve itself was not recognizable to me. You know what I mean? Like I could 
look at other things and say, “Oh! This is a parabola; this is a hyperbola. Oh! This is a 
degree three polynomial.” But this one I just didn’t recognize right away. 
 
It was evident that Alex was not sure whether the vertical line 𝑥 = 0 should be the tangent to the 
curve at the origin because the curve was unrecognizable to him. Yet, he believed intuitively that 
the horizontal line 𝑦 = 0 was not the tangent. In addition, Alex’s recognition of the vertical 
tangent showed that he seemed to have acquired a sophisticated level of mathematical thinking 
because he was attempting to criticize his own thought with advanced complex thinking, namely, 
abstraction. Still, he was not able to explain why the horizontal line 𝑦 = 0 was not the tangent to 
the curve at the origin, and why the vertical line 𝑥 = 0 was. When Alex was asked how 𝑥 = 0 
could possibly be the tangent to the curve, he responded: 
     So that’s what as I thought about it more, that this one would only touch once like a 
tangent should. But it’s just not…it doesn’t seem…like if I thought of the derivative of 
this, I would say that it’s increasing, that the slope is increasing here and decreasing here. 
And so, I guess that it would come, the tangent lines would come vertical. The tangent 
line from the left would go like that, and the tangent line from the right would go like 
that, and come to like x equals zero, I think. That’s what as I thought about it more, I 
think that’s what…. [Alex] 
 
In determining how line 𝑥 = 0 came to be the vertical tangent, Alex appeared to be making 
connections with the derivative and the slope analogically and dynamically. For this  
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circumstance, he seemed to have considered two secant lines, namely 𝑙1 and 𝑙2, where 𝑙1 was on 
the curve when x was in the set of all positive real numbers, 𝑙2 was on the curve when x was in 
the set of all negative real numbers, and both 𝑙1 and 𝑙2 were through the origin. Moreover, Alex 
appeared to have described an animation of how the slope of a tangent was approached by 
moving 𝑙1 counterclockwise and 𝑙2 clockwise, where 𝑙1 and 𝑙2 met exactly as a vertical line 
through the origin as the slope of 𝑙1 increased and the slope of 𝑙2 decreased.  
For this part of the problem, Alex appeared to have applied deductive reasoning by 
considering that one contradicts the other; that is, if line 𝑦 = 0 was a tangent to the curve, here 
line 𝑥 = 0 was a tangent to the curve, and, therefore, line 𝑦 = 0 was not the tangent. However, 
Alex was not able to generalize the appropriate argument with deductive reasoning, where 
deductive thinking appeared to be significant.  
Students who recognized that function in Q8 was not differentiable at 𝑥 = 0 insisted that 
𝑦 = 0 is a tangent to the curve because “it intersects it once at 𝑥 = 0” (Daniel). This reasoning 
clearly indicated that students’ behavior in solving a tangent problem heavily relied on their 
preexisting image of a tangent. When the other ideas about a tangent conflicted with the image 
they had in their mind, they preferred to believe the preexisting image that they had memorized. 
For example, during his discussion, Daniel confirmed that line t1, 𝑦 = 0 was the tangent to the 
curve, but he started to question himself. He appeared to believe that a vertical tangent t2 could 
possibly exist at the point of origin and another tangent t3 with a negative slope could also exist 






Figure 6.6. Daniel’s Sample Sketch for Q8 during the Interview 
 
Furthermore, Daniel explained: 
     That’s the dilemma I’m having because…usually [a] tangent line is used to describe 
the slope of the graph throughout the function…the slopes are going to either negative or 
positive infinity, so this [t2] could be a vertical tangent. 
 
Although Daniel’s recognition of how the vertical tangent t2 existed at the origin showed that he 
obtained some thoughtful ideas about the tangent, his determination on a vertical tangent still did 
not clearly explain why line 𝑦 = 0 was not a tangent. Beyond that, while he displayed the sketch 
of how the other tangents (t3) could be drawn simultaneously at the origin, he did not explain his 
thoughts on why tangent t3 could possibly be there. Perhaps he thought that t3 intersects the 
origin once and only once. Clearly, Daniel’s cognition about a tangent could not help him 
identify how a tangent should be drawn because the preexisting image of a tangent that touches 
the graph once and only once bounced back and forth in his mind. In addition, he was unable to 
generalize an appropriate argument to defend his statement for Q8. 
Students’ lack of generalization also seemed to be shown when a discussion during the 
interview was prompted for Q9. For example, Alex said there should be a tangent through the 
origin, but he was not sure “with the horizontal nature of the right side of the graph after 𝑥 = 0.” 
When asked why he was unsure about it, he expressed that he was not sure if the graph ended at  
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𝑥 = 0 or continued like an asymptote as 𝑦 = 0. With confirmation that the graph was continuing 
after point (0, 0) where it coincidentally overlapped with line 𝑦 = 0, Alex stated: “I understand 
now.… I’m thinking now because it’s a straight line on this side, the tangent curve would be a 
horizontal line through the rest of the curve.” He seemed to believe that the tangent line was line 
𝑦 = 0, but he still kept saying, “I’m just not sure. I don’t know.” Obviously, Alex was confused 
about whether line 𝑦 = 0 should be a tangent through point (0, 0). When asked what made him 
decide whether it was or was not a tangent at the given point on the curve, Alex responded: 
     So, I would say two things. That it touches only at that point, and that it’s the slope or 
the derivative. Or the slope of that line would be the value of the derivative. So, at that 
point zero, if it has zero slope, then that would be a horizontal tangent line there. And that 
it would, I guess. And that it could go through the rest of the graph, but only touch at that 
one…. I’m a little just confused. It’s another kind of curve that I don’t have experience 
with. You know what I mean? I’m very strong with things that I recognize, and 
uncomfortable with…. But as soon as I don’t know I can definitely question. 
 
Alex’s recognition about “the slope of that line would be the value of the derivative” helped him 
determine that the tangent line with a zero slope would be the horizontal tangent; hence, line 
𝑦 = 0 was the tangent through point (0, 0). Again, Alex had difficulty generalizing this argument 
in an appropriate way to convince himself because he was “a little confused.”  
Students who believed that line 𝑦 = 0 was not a tangent to the curve for Q9 attempted to 
draw a tangent that intersected/touched the origin once intentionally so that it would satisfy their 
recognition of a tangent. Later on, during a discussion, a few recognized that to determine a 
tangent, one must consider its slope. Yet, they were unclear about how to determine the slope of 
a tangent. Daniel, who seemed to understand clearly that a tangent existed at the given point, 





Figure 6.7. Daniel’s Original Solution for Q9 
 
During his interview, Daniel appeared to have convinced himself that one can determine 
whether a tangent exists at the discontinuous points of the piece-wise defined function, 
depending on whether the slope is obtained adequately. What Daniel meant was, for instance, the 
graph on Q9 can be written as a piece-wise function: 𝑓(𝑥) = {
𝑥2, 𝑥 < 0
0, 𝑥 ≥ 0
 or 𝑓(𝑥) = {
𝑥2, 𝑥 ≤ 0
0, 𝑥 > 0
.  
When considering the slope of the tangent, one needed to decide which one of the pieces, 
namely, which one of the functions: 𝑓(𝑥) = 𝑥2 or 𝑓(𝑥) = 0, should be used to acquire the slope 
at (0, 0). This verified Daniel’s recognition of a tangent that should be determined by its slope. 
However, he was not able to decide what the slope of that tangent was because he was unable to 
decide which one of the pieces was from the piece-wise defined function. Daniel did not 
recognize that this piece-wise defined function was indeed a continuous function so that there 
was no discontinuity on the graph and, more importantly, it had a derivative at point (0, 0). 
For Q9, Mike took into account whether a pointy existed on the graph when considering a 
tangent, which was a similar idea he used to solve Q8. In his original work, Mike claimed that 
“the x-axis is a tangent to the function 𝑓(𝑥) at (0, 0). It intersects the function once and doesn’t 
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have a ‘pointy’.” There is obviously a misconception in Mike’s reasoning that a tangent 
intersects the graph of a function once and does not have a cusp or a corner at the point of 
tangency. But also, he seemed to have not recognized that the tangent coincidentally overlapped 
with line 𝑦 = 0—the x-axis, which was one part of the curve in Q9, when x was greater than 
zero, namely, the horizontal line 𝑦 = 0. This means that the tangent intersects the curve infinite 
many times after point (0, 0) so that Mike’s reasoning to intersect the graph of a function once 
contradicts the given context. During his interview, Mike was asked to confirm whether he knew 
line 𝑦 = 0 was a part of the given curve. After clarifying that line 𝑦 = 0 was a part of the curve, 
Mike restated that the x-axis was not a tangent to the curve because it intersected the graph more 
than once, and a tangent can only intersect the graph once and only once. Mike also remembered 
“tangent lines being more associated with parabolas and circles and stuff like that. Anything that 
was curved. Yeah, …it [the tangent] always intersects at one point and as long as it doesn’t have 
a pointy.…” For this part of the problem, Mike seemed to have implied that the preexisting 
image (see Figure 6.4 which he drew for Q7) of a tangent intersects the parabola or the circle at a 
certain point.  
The false idea of a tangent relating to the preexisting image also appeared to affect 
students making decisions about how a tangent could be drawn at the origin for Q10. For 
example, during her discussion, Katherine first attempted to draw a vertical line and a decreasing 
linear graph through the origin (see Figure 6.8). She then disagreed with the tangents she drew 
because she thought a tangent should intersect the graph, not go through it. She considered the 
words intersect and go through to be different when she said, “…even though it’s intersecting at 
(0, 0), I don’t think [the] tangents are supposed to go through the [curve].” She believed that a 
tangent could intersect, cross, or touch the graph of a function, but not go through it. 
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Figure 6.8. Katherine’s Sample Sketch for Q10 during the Interview 
 
Another phenomenon appeared to be significant with Q10; that is, some students 
considered that a tangent to a curve must increase or decrease. For example, when Mike claimed 
that a tangent did not exist through point (0, 0), he reasoned it out by saying “at (0, 0), it [the 
tangent] doesn’t increase or decrease.” Mike remembered this from his calculus class that “it [the 
tangent] has something to do with derivatives…because the derivative is what determines if the 
graph increases or decreases.” With this idea about a tangent increasing or decreasing, Mike 
developed another false idea of a tangent that “If the derivative is zero, then there’s no tangent 
line.” Mike did not recognize that that derivative at a point is the slope of the tangent line at that 
point, and that eventually produces a horizontal tangent with the slope being zero. He was unable 
to determine a tangent based on the notion of a tangent when he considered that the tangent 
should increase or decrease. In addition, when asked to define a tangent, he was not able to 
define the concept of a tangent with a complete picture when he had only reflected on the 
characteristics of a tangent as increasing or decreasing.  
Students who believed that multiple tangents can be created at a point on the graph of a 
function for Q11 had drawn multiple lines they claimed to be tangents, such as passing the same 
point. For this instance, Katherine provided three tangents at the same point on a graph and 
argued that “each tangent line is a different function with a different slope that can intersect at 
the same point.” She plausibly thought about the image, built up from her learning experience 
when she said that “my teacher gave me this picture of tangents.…” Yet, the picture that she 
137 
 
described sounded like one involving the use of secants to approach a tangent when considering 
how to find a slope of a tangent: a slope of a tangent is the limit of the slopes of the secant lines. 
However, she did not recognize the tangents she provided at the same point, given that at least 
two of them were secant lines.  
During the discussion, students who claimed that one cannot create a graph containing 
multiple tangents at a point on the graph of a function had slightly different reasoning. Some 
students had likely applied Stewart’s1 (2014) definition of a tangent to explain. As Alex 
expressed, “The derivative of a function 𝑓′(𝑎) gives the slope of the tangent line [at] 𝑓(𝑎). That 
will only yield one value of the slope of that tangent line. Therefore, there is only one tangent 
line to a point.” Jennifer explained differently: 
     I am guessing if you have like a different line and a tangent, the way would like [the 
tangent] touch it here, that line, …it’s kind of like goes through the graph so it wouldn’t 
be a tangent line…because a tangent line just touches the graph.  
 
Here, Jennifer reasoned this way because the tangent touches the graph, not goes through the 
graph. If the line goes through the graph, it would not be a tangent. Therefore, one cannot create 
a graph containing multiple tangents at a point on the graph. 
With the idea that a tangent can only intersect the graph at the given point once, for Q11, 
Mike claimed that one cannot create a graph containing multiple tangents. However, he was 
unable to provide a sufficient argument to defend his belief, except to use the false idea of a 
tangent to explain. Mike’s demonstration during his interview seemed to be an attempt to apply 
the limit of the secant lines as the slope of the tangent, but he was not able to use these terms to 
explain his thought process.  
 
 
1 “The tangent line to 𝑦 = 𝑓(𝑥) at (𝑎, 𝑓(𝑎)) is the line through (𝑎, 𝑓(𝑎)) whose slope is equal to 𝑓′(𝑎), the 
derivative of f at a” (Stewart, 2014, p. 145). 
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6.2.4 The Concept of Differentiation 
Significantly, none of the interviewed students solved Q12 correctly. Students who were 
able to explain what the inequality |𝑓(𝑥)| ≤
1
10000
 meant to them were not able to generalize a 
sufficient argument to support their claim that “there could be an 𝑓(𝑥) such that 𝑓′(500) = 1.” 
A few of them had said “I’m not sure.” When asked what could have made them unsure about it 
and what made them think that 𝑓′(500) = 1 could be true under the given circumstances, Alex 
explained: 
     Because I was thinking that there could be…we don’t know what the graph looks like. 
But I was thinking that I guess there could be a part, if there was a slope, a tangent slope 
of one. If the tangent line at f of 500 was one, then that f prime of 500 could equal one.… 
But what I was saying, I don’t know that graph looks like and I’m not sure. I would say 
that it could, yeah.  
 
The cognitive obstacle Alex had on Q12 appeared to be that the question itself was abstract and 
not accompanied by a graph. Yet, his intuition led him to propose that 𝑓′(500) could possibly be 
equal to one because it represented the slope of a tangent line. Again, Alex was not able to 
generalize a proper argument to prove his statement was true because he had approached the 
answer intuitively.  
Some students simply made no references to the absolute value notation within the 
context of the question and made no connection to that abstract idea of the inequality function of 
where it was bounded with the mathematical symbol—the absolute value notation. If a student 
considered that abstract idea of the absolute value function, he or she had likely considered the 
limit, not the slope at 𝑥 = 500. As Daniel explained: 
     If 𝑓′(500) is equal to one that means, at least for the moment, the value of the 
function is going to jump above 
1
10000
. So, it cannot be true that 𝑓′(500) = 1,…because 
if that were [sic] true then for an instantaneous moment, the absolute value of the 
function will be greater than one over ten thousand and the problem states that this is not 
true. The problems states that it must be less than or equal to one over ten thousand.  
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In his explanations, Daniel had plausibly thought about the limit, not the first derivative of 𝑓(𝑥) 
at 𝑥 = 500, or the slope of the function 𝑓(𝑥) at 𝑥 = 500, given that the function 𝑓(𝑥) was 
bounded between a negative and positive one over 10000. 
When the function was not available, students attempted to make an assumption of a 
function so that an algorithmic approach could be performed. For example, Jennifer attempted to 
use a quadratic function 𝑓(𝑥) = 𝑥2 + 2 as a model to find its derivative 𝑓′(𝑥) = 2𝑥, which was 
irrelevant to the question itself. Katherine, on the other hand, attempted to assume that |𝑓(𝑥)| ≤
1
10000
 was the function 𝑓(𝑥) =
1
𝑥






= ln (𝑥); finally, she substituted 500 for the derivative function by replacing x 
with 500, to have 𝑓′(500) = ln (500). She declared that ln (500) ≠ 1 because only ln (𝑒) = 1. 
Therefore, she concluded that 𝑓′(500) cannot be equal to one. Based on her approach, Katherine 
seemed to have applied deductive thinking to prove her statement, despite the fact that her 
assumption of the function 𝑓(𝑥) =
1
𝑥
 did not represent |𝑓(𝑥)| ≤
1
10000
. In addition, she was not 
able to explain why she had picked the function 𝑓(𝑥) =
1
𝑥
; perhaps she thought it was a quotient 




Students who seemed to be able to explain what 𝑓′(500) = 1 meant made no reference 
to what was given within the context because they were unable to synthesize the given 
information within the context of the problem in which the independent variable x was bounded 







When asked to explain what 𝑓′(500) = 1 meant to them, Daniel expressed that it meant the 
slope, and that the instantaneous rate of change of the function at 𝑥 = 500 was one. Katherine 
elucidated as follows: 
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     That’s the derivative, or…I would say the rate of change to the function. Yes, I think 




ln(𝑥), and when I plugged in 500, I got ln(500) and I know it’s not equal to one.  
 
Both Daniel and Katherine seemed to have considered 𝑓′(500) as a rate of change but provided 
vague explanations.  
Students who solved Q13 incorrectly believed that if 𝑓′(𝑐) = 0, given that (𝑐, 𝑓(𝑐)) is a 
point on the graph of 𝑓(𝑥), 𝑓(𝑐) must be an extremum. Students argued:   
     If 𝑓(𝑐) is equal to zero, I think there has to be a maximum or minimum, because if 
𝑓(𝑐) is equal to zero, that’s how you figure out if you have a critical point. And if you 
have a critical point, there has to be a max or a min, either a local or absolute. (Jennifer) 
 
…the derivative tells you the rate of change and what is happening to the graph at that 
point.… I know you use a derivative to find extreme values. It can be used for in this 
instance.… I don’t know, I don’t feel like I had enough information ‘cause when it came 
to my calculus classes, I’ve seen the problems had different numbers and functions. 
(Katherine) 
 
     If 𝑓′(𝑐) = 0, then 𝑓(𝑐) is an extreme value of a point on the graph where 𝑓(𝑥) is 
neither increasing [nor] decreasing.… This is the part where I was like…I didn’t get 
much of what was going on because I remember mostly limit stuff from calculus…that it 
was just like…I can’t remember because my memory is not that good.… I remember if it 
was like this, at zero like this, then it was an extreme value. (Mike) 
 
Here, all the students seemed to have applied the converse of Fermat’s Theorem in various ways 
to explain their proposed statements. Jennifer apparently believed that if 𝑓′(𝑐) = 0, then point 
(𝑐, 𝑓(𝑐)) is a critical point; if it is a critical point, then it must be an extremum. Katherine 
perhaps was trying to connect the derivative or the rate of change to the critical point, so that if 
one has a critical point, one can determine that critical point would be an extremum (note that 
when asked how she connected the derivative to the extremum, Katherine was unable to explain 
the connections between the derivative and the extremum because not enough information was 
given within the context of the problem). Mike’s recognition of the extremum was based on his 
memories rather than epistemology. Perhaps he did not comprehend the concept of a derivative 
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such that he could not make connections between a derivative and the extremum. Furthermore, 
this problem was different from the problems they had in their calculus class (Katherine and 
Mike). Additionally, they were not able to solve the abstract word problem when the function 
was not given and no numbers were available because “I’ve never had a theorem behind it. They 
[the teachers] never gave us a theorem behind it on why it’s the maximum or why it’s the 
minimum” (Katherine). 
Four students who solved Q14 inadequately believed that 𝑓′(𝑐) must exist if the point 
(𝑐, 𝑓(𝑐)) was an extreme on the graph of 𝑓(𝑥). When asked to explain why they thought their 
answers were true, Jennifer was able neither to explain why 𝑓′(𝑐) did not necessarily need to 
exist at 𝑥 = 𝑐 under the given condition, nor to provide an example that could have helped to 
prove her statement. Alex provided the graph of a quadratic function as 𝑓(𝑥) = 𝑥2, and 
ultimately determined the derivative function and its graph corresponding to that quadratic 
function, in which the derivative function was 𝑓′(𝑥) = 2𝑥 and its graph was the identity of the 
linear graph (see Figure 6.9). Alex seemed to have set that point (0, 0) on the graph of 𝑓(𝑥) =
𝑥2 was an extreme and had been the derivative of the original function. Eventually, he 
substituted zero in 𝑓′(𝑥) = 2𝑥 for x, which gave 𝑓′(0) = 0.  




For this part of the problem, Alex attempted to provide the graphic presentation but made 
no generalization to prove his statement verbally to show how 𝑓′(𝑐) must exist at 𝑥 = 𝑐 under 
the given condition. What f prime c must exist at 𝑥 = 𝑐 meant to him and why he provided the 
graph of the quadratic function remained unclear, so he was asked to explain. Alex responded: 
     f prime c, f of c is an extreme on the graph would mean that f prime of c equals zero. 
Because it’s an extreme…it’s a critical point. So that means that the derivative of f prime 
of c which should equal zero, and so it should exist at x equals c. It has to exist because it 
[equals] zero.… I think, …if I have an extreme, …a critical point occurs when f prime at 
that point equals zero. Not undefined, if it didn’t exist at that point; [if] it would not exist, 
it would not equal zero. So, then there wouldn’t be a critical value here. Or there 
wouldn’t...I don’t know if I’m wording exactly what I want to say. That the critical value, 
knowing that it’s an extreme tells me that it’s a critical value. And so, knowing it’s a 
critical value tells me this has to be true. And if it did not exist, this wouldn’t be true. So 
that’s why I think yes. 
 
Clearly, Alex’s thought process revealed that if 𝑓(𝑐) was an extremum, the point (𝑐, 𝑓(𝑐)) was a 
critical point; if (𝑐, 𝑓(𝑐)) was a critical point, 𝑓′(𝑐) must equal zero so that 𝑓′(𝑐) must exist. He 
seemed to have used the converse of Fermat’s Theorem (see Footnote 1 in Chapter 3) to explain 
how he had determined 𝑓′(𝑐) must exist at 𝑥 = 𝑐.  
Mike used a similar approach to Alex’s approach by constructing a graph of a quadratic 
function and its derivative, but he had a different idea when considering whether 𝑓′(𝑐) must 
exist at 𝑥 = 𝑐. He assumed the point (3, 3) was the vertex as one example of where it appeared to 
be an extreme value, namely, 𝑓(3) = 3, so that 𝑓′(3) = 0. Therefore, he concluded that “𝑓′(𝑐) 
would be zero because it doesn’t increase or decrease there. That’s the maximum.” Mike 
emphasized that he remembered 𝑓′(𝑐) = 0 implied that the graph at (𝑐, 𝑓(𝑐)) did not increase or 




not increase or decrease, then 𝑓′(𝑐) = 0; as a result, 𝑓′(𝑐) must exist at 𝑥 = 𝑐. This idea, once 
more, conversed Fermat’s Theorem.  
Katherine, who also believed that 𝑓′(𝑐) must exist at 𝑥 = 𝑐 was true under the given 
condition, had another idea that was different than Alex’s and Mike’s ideas: she had considered 
the derivative of a function at 𝑥 = 𝑐. Although she claimed that was “because of the concept of 
derivatives,” she did not explain what the concept of derivatives was. When asked to clarify, 
Katherine responded as follows: 
     I guess derivatives get you closer to something.… I know derivatives tell you…where 
the zeros are. I forgot an example for it, but let’s say my teacher would give us [a] good 
example. She would give us a random thing like this [see Figure 6.10] …derivative 
would be as this approach going up, these max and min points would be like. So, the 
derivative at this point [p1] is zero; the derivative is zero here [p2], and the derivative is 
zero here [p3]. That’s how to figure out the derivatives of…at here [p1] the rate of change 
is zero, here [p2] is also zero, here [p3] is also zero. And here it’s going up so it’s positive. 
Here’s it’s negative, that’s what derivatives tell you. 
 
In addition, Katherine integrated the graphs (see Figure 6.10) to show her recognition of what the 
concept of a derivative was by using a model that her teacher gave in class. She provided the 
three points p1, p2, and p3 on a graph of a function 𝑓(𝑥) such that these points were extremums, 
which satisfied the given condition in the problem because all had obtained the rate of change 
zero. Therefore, Katherine believed that 𝑓′(𝑐) must exist at point (𝑐, 𝑓(𝑐)). She solved and 
explained Q14, making the same mistake as Alex and Mike did by relying on a false idea of the 








Figure 6.10. Katherine’s Sample Sketch for Q14 during the Interview 
 
Two students who solved Q15 incorrectly simply did not make use of the given condition 
that 𝑓(1) = 10 and 𝑓′(𝑥) ≥ 2 for 1 ≤ 𝑥 ≤ 4, nor did they make adequate connections between 
𝑓(4) and 𝑓′(𝑥). For this instance, they were unable to interpret 𝑓′(𝑥) as the rate of change or the 
slope of the tangent to the curve. Mike attempted to draw the graphs of 𝑓(𝑥) and 𝑓′(𝑥), but he 
was not successful. He ended up claiming that “𝑓(4) can’t be smaller than 2 because 𝑓′(𝑥) ≥ 2” 
and concluded 𝑓(4) ≥ 2. Katherine attempted to select the random number 10 because 𝑓(1) =
10, then claimed that If 𝑓(𝑥) = 10𝑥, then 𝑓(1) = 10 and 𝑓′(𝑥) = 10 would have satisfied the 
given conditions. Afterwards, she substituted 4 to 𝑓(𝑥) = 10𝑥, so that 𝑓(4) = (10)(4) = 40. 
The following dialogue depicts Katherine’s recognition: 
Researcher: In your sample work, you said that ‘If 𝑓′(𝑥) ≥ 2, then 𝑓′(𝑥) = 10’ which is 
greater than 2. Can you explain why 𝑓′(𝑥) = 10? 
 
Katherine: Well, I guess I used an easy number to show what I meant. I just picked a 
random number 10. 
 




Katherine: If 𝑓(𝑥) = 10𝑥, then 𝑓(1) = 10, which is right here. So, in that case, that is 
just a function I made up. So then, 𝑓(4) would equal 40, ‘cause that’s the only way if 
𝑓(1) = 10, then that means the function can be 𝑓(𝑥) = 10𝑥, so therefore 𝑓(4) is 40. 
 
Katherine made up a function so that it could satisfy the given condition, and she ignored the 
inequality signs where the derivative of the function 𝑓(𝑥) was greater than or equal to two for  
x-values between one and four inclusively. Obviously, neither Mike nor Katherine was able to 
apply the abstract idea of the Mean Value Theorem using the point-slope form of the equation of 
a tangent line that 𝑓(𝑥2) −  𝑓(𝑥1) = 𝑓′(𝑥)(𝑥2 − 𝑥1), given two points to prompt the least value 
of 𝑓(4). 
Four interviewed students who solved Q16 inadequately discarded the property |𝑓(𝑥)| ≤
𝑥2 for all x that function 𝑓(𝑥) was bounded by two functions, that is, −𝑥2 ≤ 𝑓(𝑥) ≤ 𝑥2 for all x. 
Additionally, they attempted to use a procedural approach by finding the first derivative of the 
function and then substituting zero for that derivative function to obtain their solution. As such, 
Jennifer kept the inequality sign when attempting to use the derivative rule to find the first 
derivative, then substituted zero for the derivative function, and therefore concluded |𝑓′(0)| = 0. 
When asked what made her think her approach to solve Q16 was correct, Jennifer stated:  
     I think I was just thinking about the regular like, figuring out the derivative because  
I saw like 𝑓(𝑥) and f prime, I know I need to find the derivative. And then it [the 
derivative] says it could be less than or equal to 2x and then I just plugged in [zero]  
for x, which is zero, which is all right because it is less than or equal to this term.   
 
Jennifer’s explanation confirmed that she had only thought about the procedures of promoting 
the derivative of a function if she had a function and knew to find f prime. When asked if she 
used any theorem in this question, Jennifer quickly responded, “No, I don’t think so.”  
Mike used a similar approach as Jennifer’s—substitution to solve Q16—but exhibited a 
false idea about the derivative. When asked why he claimed 𝑓′(0) = 0 given that |𝑓(𝑥)| ≤ 𝑥2 
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for all x, Mike responded that he first substituted zero for the inequality function, |𝑓(0)| ≤ 02 =
0, then let 𝑓(0) = −2 so that 𝑓′(0) = 0. When asked how he got 𝑓(0) = −2, he said, “I just 
used −2 as an example for that because the derivative of any real number is zero.” Mike gave a 
value of function at x = 0 was equal to −2, then produced a derivative when he no longer had a 
function, but just a point (0, −2). Substituting zero for the inequality and getting 𝑓(0) = 0 and 
then assuming 𝑓(0) = −2 were indeed a dichotomy.  
Some students seemed to have misinterpreted the question itself. According to his 
answer, Daniel might have considered “Is it true that 𝑓′(0) = 0?” as “Must it be true that 
𝑓′(0) = 0?” During the discussion with Daniel, he attempted to draw a graph to defend why 
there must not have been 𝑓′(0) = 0 (see Figure 6.11). As an illustration, Daniel tried to organize 
the information by constructing the graph of an identity of a quadratic function and then another 
graph of a function that was less than the value of the quadratic function. He concluded that 
some values of 𝑓′(𝑐) at 𝑥 = 0 could not be zero. Therefore, “it is not true that 𝑓′(0) = 0” 
because, here, he had 𝑓′(𝑐) with a nonzero value. For this part of the problem, Daniel did not 
answer the question based on the given condition; rather, he focused on the question itself. Yet, 
he had misinterpreted the meaning of the question. 




Students who had claimed using the Squeeze Theorem2 to determine that 𝑓′(0) = 0 was 
true clearly did not use the Squeeze Theorem at all. When attempting to apply the Squeeze 
Theorem, they exhibited a false idea about functions. In her original work, Katherine let 𝑓(𝑥) =
𝑥2, then used the law of a derivative, 𝑓′(𝑥) = 2𝑥. Following this, she substituted zero for the 
derivative function, that is, 𝑓′(0) = 2(0) = 0. When asked to explain how she had approached 
her solution, she responded:  
     Well, I was going to show it, but I kind of forgot a little bit of it in my mind, so I 
didn’t even do it, so I just said it. You just use Squeeze Theorem here. [The] Squeeze 
Theorem [tells] you [to] make two different types of functions that are close to each 
other, and then if both of them equal to a certain number, then that middle…so here we’re 
trying to see if what is x squared, right? … So, I make something that’s bigger than x 
squared and smaller than x squared. So, x squared would be like that middle number here. 
So, let’s say this is x squared and there’s, let’s say x3 or x here and if these go to zero, 
then that means the middle number should also go to zero, [because] it doesn’t make 
sense if, let’s say, this equals zero and this equals 1. You don’t know if this equals zero or 
not, [because] this can be any number between 0 and 1. But there’s no number other than 
zero between 0 and 0. (Katherine) 
 
Although Katherine attempted to use the Squeeze Theorem to promote the solution, she was 
unable to find the two functions between which was function 𝑓(𝑥) because she did not remember 
how to do so. She considered that function 𝑓(𝑥) = 𝑥2 was between the functions 𝑔(𝑥) = 𝑥 and 
ℎ(𝑥) = 𝑥3, which was not what the problem stated. Katherine was able to represent a correct 
concept about the Squeeze Theorem, but she was unable to use this theorem. In addition, she 
plausibly had compared the exponents of these three functions, where the exponent of 𝑓(𝑥), two, 
was between one, the exponent of 𝑔(𝑥), and three, the exponent of ℎ(𝑥). Incredibly, both 𝑔′(0) 
and ℎ′(0) became zero, which had been what Katherine was expecting. Therefore, she concluded 
it was true that 𝑓′(0) = 0. Katherine’s recognition of the Squeeze Theorem did not help her 
 





ℎ(𝑥) = 𝐿, then lim
𝑥→𝑎
𝑔(𝑥) = 𝐿” (Stewart, 2014, p. 101). 
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solve the problem because she did not remember how to find those two functions between which 
was 𝑓(𝑥).  
6.3 Common Themes 
This section presents a discussion about the common themes developed from the analysis 
of student interviews. Common themes are addressed based on students’ thought processes in 
explaining their solutions where misconceptions and mathematical errors appeared to be 
significant.  
6.3.1 The Gap between Concept Image and Concept Definition  
When attempting to solve problems associated with the function concept and the concepts 
of limit, tangent, and differentiation, the majority of students considered the preexisting image to 
promote the solutions for the problems across all four of these concepts. These preexisting 
images were generalized by students as concept images after observing a few examples from 
their teachers and/or from their practice because “after repetition it is easier to remember” 
(Vygotsky, 1981a, p. 181). The students’ consciousness of solving problems was first based on 
their imaginary memorizations: “though growing steadily in awareness and mastery of such 
functions as memory and attention, [the schoolchild] is not aware of his conceptual operation” 
(Vygotsky, 1986, p. 167). The preexisting images that students mastered played a decisive role in 
how the concept images appeared to be disconnected from the concept definitions. In fact, not all 
the questions in the CPSTs had provided options for implementing concept images, especially 
the questions associated with the concept of differentiation, where no images were associated 
with the derivative problems. For these problems, students should have always referenced the 
concept definition to solve the problems, regardless of whether the associated images or graphs 
were provided. The primary goal of creating the CPSTs was to examine students’ conceptual 
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understanding, so that most of the problems in the CPSTs were intentionally necessitated by a 
concept definition. However, from the students’ explanations of their errors and misconceptions, 
the preexisting image—a concept image that the students had mastered and the concept 
definition—were imbalanced substantially; that is, a discrepancy between concept image and 
concept definition appeared to be significant in the students’ problem solving.  
An example of this discrepancy can be seen with Q2, where students believed that the 
graph of a function must be continuous, and with Q3, where students held the idea that the HA of 
the graph of a function cannot cross the graph itself. With Q2, when the graph of a function had a 
discontinuity, a gap, or a break, students believed this graph was not a graph of a function 
because they reflected the preexisting, perfect graph of a function—the continuous graph of a 
function without regarding the notion of a function. Likewise, when students presented the idea 
of an HA, they had thought about the image of the VA, where the graph of a function cannot 
cross its VA without regarding the principle of the HA.  
The discrepancy between concept image and concept definition also appeared to be 
significant when the graphs were provided in the limit problems. For example, for both Q4 and 
Q5(b) in Task 2 of the CPSTs, students were asked to identify the limit at the given point. If the 
students had considered the concept definition of a limit—the theorem of a limit to promote their 
answers—they should have been able to come up with the accurate solutions and explanations by 
finding the left and right limits. Unpredictably, students did not apply the terminology of a limit. 
Instead, they consistently evoked the concept image they obtained to promote the answers by 
connecting graphs with preexisting images to determine whether the limit exists at the given 
point. Students should have consulted the definition of a limit before adapting the concept image 
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because the concept image they had in mind did not represent the concept of a limit. How could 
one determine a limit and not consider the definition of a limit? 
When dealing with tangent problems, regardless of whether the graphs were provided, the 
discrepancy between concept image and concept definition also appeared to be significant. 
Students applied the preexisting image without consulting the concept definition. As such, they 
thought about the preexisting image—the behavior of a tangent—where a tangent touches the 
circle/parabola at a stationary point once and only once. For this instance, students did not take 
into account the notion of a tangent, which they should have considered when determining 
whether the line was a tangent to the curve or whether a tangent existed at the given point.  
It seemed to be a problem when the graphs were not provided in derivative questions 
because students could not directly recall the concept image as it was an a priori choice for them 
to answer the questions. Although the concept of a derivative should have been incorporated into 
answering the derivative problems, a few students still attempted to provide the graphs to deliver 
their arguments (e.g., with Q13, Q14, and Q16). For these instances, students did not implement 
the Extreme Value Theorem in Q13, the Definition of a Critical Number in Q14, and the 
Squeezed Theorem in Q16.  
6.3.2 Procedural Power vs. Conceptual Understanding 
While the gap between concept image and concept definition appeared to be significant 
in problem solving, another phenomenon also appeared to be imbalanced substantially. The 
thought processes of a majority of students, which emerged from their CPST sample work and 
from their interviews, were associated with procedural thinking—an algorithmic approach, that 
is, assuming some mathematical models fit into the given conditions, and then are substituted 
and executed algebraically. Such behaviors in problem solving encompassed “knowledge of 
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specific algorithms and standard procedures that have been directly taught” (Nezhnov et al., 
2015, p. 237) so that “they [students] operate with complex tasks in the same way they operate 
with simple ones” (Vygotsky, 1978, p. 71). In other words, students’ consciousness of solving 
problems was associatively linked to their learned procedures, which have relatively narrowed 
their conceptual understanding and resulted in one being more dominant than the other. 
Upon expecting to apply the concept image, students most often attempted to adopt 
mathematical models that they learned from calculus courses or with which they were already 
familiar. As such, a few students attempted to use the linear models on Q1 by presenting two 
linear functions (e.g., 5𝑦 = 5𝑥 + 5 and 𝑦 = 𝑥 + 1 [Daniel], 𝑦 = 𝑥 + 2 and 2𝑦 = 2(𝑥 + 2) 
[Jennifer]) to argue how the multiple graphs of linear functions passing through two points A and 
B could exist. These students lacked knowledge of the notion of a linear function because these 
pairs of functions were identical, meaning that the simplification of one was identical to the 
other. In this instance, students should have considered the aspects of the notion of a function  
or a linear function, not the appearances of the functions. The disconnect between using 
mathematical models and understanding the graph of a linear function or the expression of a 
function was observed for this instance. 
This phenomenon also appeared to be substantial when students attempted to answer the 
derivative problems. It was perfectly understandable when adopting mathematical models to 
solve problems. However, the nature of the derivative task in the study required students’ 
conceptual understanding; as such, solving the derivative problems involved students 
considering differentiation as a limit process, not simply as an algorithm to apply the laws of 
limit, i.e., Katherine’s CPST sample work and explanations for Q6 and Q12. Students who 
exhibited misconceptions or errors did not think of differentiation as a limit process but as an 
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algorithm. Their thinking about algorithmic procedures overpowered their conceptual 
understanding. 
It remains noteworthy to emphasize, once again, that the nature of the problems in the 
CPSTs was to explore students’ misconceptions. In light of this notion, the problems in the 
CPSTs created were to promote students’ sophisticated thinking to trace their thought processes 
in problem solving. The issues observed in students’ sample work and interviews revolved 
around the power of using mathematical models in promoting answers rather than understanding 
aspects of calculus concepts.  
Upon using mathematical models in problem solving, the process of a student’s thinking 
has often focused on a procedural approach (e.g., substitution, calculation, and execution) and/or 
using algebraic expressions to deal with quantitative situations in a variety of ways. Although 
some students had explored the notion of a tangent to explain their solution, they did not actually 
comprehend the concept of a tangent. For example, Harry believed that multiple tangents existed 
at 𝑥 = 0 for Q11. He provided an absolute value function and claimed that two slopes existed: 
one was −1 and the other was +1. Based on the two different slopes, there were two tangents at 
𝑥 = 0. In his approach, Harry seemed to have considered that the graphs of 𝑦 = −𝑥 and 𝑦 = 𝑥 
were two tangents passing through the origin. Subsequently, he believed that multiple tangents 
could be created at a point on a graph. What kind of a graph can possibly have this 
characteristic? For this aspect of the problem, Harry was not able to explain his thought process. 
On the other hand, if he meant the graph of the identity absolute value function was indeed the 
graph containing multiple tangents at the origin, he did not consider what it meant to be a 
tangent—the definition of a tangent.  
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Similar examples were observed with Q14, and especially Q15 and Q16, where students 
obviously performed substitution, calculation, and execution to handle quantitative situations. 
Meanwhile, students who used an algorithmic approach attempted to reproduce the original 
function by converting the given derivative through antidifferentiation. Yet, they were unable to 
find that original function successfully. For example, for Q15, students who claimed the smallest 
𝑓(4) can be 8 had reproduced the original inequality function to be 𝑓(𝑥) ≥ 2𝑥 from 𝑓′(𝑥) ≥ 2, 
then practically substituted 4 for the inequality function 𝑓(𝑥) ≥ 2𝑥 to obtain 𝑓(4) ≥ 2(4), and, 
finally, calculated and executed that 𝑓(4) ≥ 8. Moreover, they did not take into account the 
given information that 𝑓(1) = 10 within the context of the problem while promoting their 
solutions. For this part of the problem, student problem-solving behaviors explicitly relied on the 
algorithmic approach, not on an understanding of the concept of the derivatives—that is, the 
procedural approach overlapped an understanding of the concepts. 
6.3.3 Leveraging of Proving 
The nature of creating the problems in the CPSTs was not only to explore students’ 
misconceptions but also to understand how these misconceptions were obtained. One aspect of 
this understanding was to examine students’ thought processes by asking them to explain why 
the answers they provided were true. To provide an explanation, students were supposed to 
synthesize and organize the given information and their thoughts, to think and re-think the 
attempted procedures, such that they may encapsulate the logic and create valid arguments to 
defend their claims. This process enabled students’ skills of mastering generalization and 
abstraction that corresponds with the notion of proof and the process of proving because it 
follows a procedure of attempting to generate valid arguments and criticize these attempts 
(Aydin & Ubuz, 2014). The discussion below on how students presented their arguments helps to 
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determine what went wrong in the students’ explanations for their solutions and how they 
contributed to their errors and misconceptions. 
A majority of students in this study who exhibited misconceptions and/or errors were not 
able to encapsulate an appropriate argument by synthesizing the given conditions because their 
conceptual understanding did not include the notion of formal definitions. For example, to 
determine whether a limit existed at a point on the graph of a function on Q4 and Q5(b) in Task 
2, students should have presented their arguments by applying the theorem of a limit, that is, 
“lim
𝑥→𝑎
𝑓(𝑥) = 𝐿 if and only if lim
𝑥→𝑎−
𝑓(𝑥) = 𝐿 = lim
𝑥→𝑎+
𝑓(𝑥)” (Stewart, 2014, p. 99). However, 
when many students claimed the limit existed or did not exist at a point of the graph of a 
function, they considered whether that graph was continuous at the given point (e.g., on Q4), and 
whether there was a corner (e.g., on Q5[b]). These characteristics of the graph of a function were 
not supposed to be used to determine whether a limit existed. Those students relied on their own 
intuition to make such arguments. 
Moreover, many students were unable to provide any explanations for their statements, 
and so there was no way to know their thought processes for solving problems. Perhaps they had 
not obtained any knowledge of the proof and, therefore, did not know where to begin to defend 
their statement. In other words, these students have not achieved the capability of generalization 
and abstraction that could assist them to elucidate such specific situations—that is, using abstract 
terms to generalize an appropriate argument to defend a statement.  
Some students provided explanations that encapsulated their proposed arguments based 
on their prior experiences and/or intuition. Most of the time, these arguments appeared to be 
vague or irrelevant to their proposed solution(s) and, thus, were insufficient. In such instances, 
students did not obtain proficiency in generalization because they were not able to “form general 
155 
 
conclusions from particular instances” (Tall, 1988, p. 1). While students experienced obstacles to 
generalization, the obstacles to abstraction also appeared to be substantial. Abstraction requires a 
reconstruction of the cognitive schema that isolates the specific attributes of a concept separately 
from the other attributes (Tall, 1988). The fact that the set of calculus problems was abstract, 
requiring students to visit or revisit the original function concept and the concepts of limit, 
tangent, and differentiation, subsequently tested students’ abstraction abilities. Indeed, it was 
observed that most students had not obtained the skill of abstraction when no graphs and no 
functions were provided in the problems.  
The lack of skills for generalization and abstraction hindered students’ abilities to provide 
adequate solutions and explanations. In general, there were two outcomes: (a) most students did 
not know how to propose an argument, and (b) some students did not know how to encapsulate a 
generalization and an abstraction in defending their statements. Therefore, students have not 
developed skills of proving because they have not achieved the capability of generalization and 
abstraction that are required for a proof or proving.   
6.3.4 Understanding Mathematical Language  
“By understanding, we mean not just the instrumental understanding involved in being 
able to carry out processes, but the relational understanding, in the sense of Skemp (1976), which 
involves a meaningful grasp of the relationship between the concepts” (Ervynck, 1991, p. 48). 
Such understanding involves not just knowing what is given within a context, but also knowing 
how to interpret the relationship between the concepts and connect them to solve a problem 
meaningfully. In this study, understanding mathematical language was not only based on how 
students interpreted semantics within a given context (e.g., the words touch, intersect, go 
through, etc. in a tangent problem), but also on how they comprehended mathematical notations 
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and operations, and how they understood graphical representations, connected them with the 
concepts, and implicitly interpreted the relationship between the concepts.  
Many students, including those who missed the key words in the problems, 
misinterpreted the context of the problems. Some students were not able to comprehend what the 
questions asked, resulting in an inability to provide any solution. A majority of students were not 
able to interpret the mathematical notations, such as function and derivative notations, and the 
absolute inequality symbols. Some of them interpreted mathematical notations in inappropriate 
ways. A few of them did not understand what hole means on a graph. In addition, a number of 
students could not make connections between concepts, mathematical notations, and the concept 
within the context. For those scenarios, students were not able to explain the relationship 
between the concepts, and the relationship between mathematical notation and the concept 
represented within the context. 
6.3.5 Didactical Obstacles 
Another phenomenon that appeared to be substantial was students’ descriptions about 
how they perceived their solutions to be based on memorization. For instance, when Katherine 
provided the graph for Q14, she retrieved it from her memory. She remembered the good model 
her teacher demonstrated in calculus class, which accurately introduced how the first derivative 
of a function was associated with the critical points of the graphical illustration. Therefore, 
Katherine’s understanding of whether the first derivative of a function exists at a given point on 
the graph if it was a critical point was based on her experience of learning calculus concepts, 
which inspired her spontaneous conception.  
In fact, many students, like Katherine, obtained misconceptions in problem solving that 
were caused by didactical obstacles. Didactical obstacles occurred because of the nature of the 
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teaching and the teacher (Cornu, 1991). Students conceived the ideas of the concepts through a 
few examples their teachers provided in class and remembered them later on. They believed 
those previously learned ideas were aspects of the concepts. Furthermore, some students stated 
how they were not familiar with the graph in a problem because they had not seen this type of 
graph in their calculus class.   
6.4 Conclusion 
In this chapter, an analysis of student interview results, where the misconceptions or 
mathematical errors they obtained were substantial, was presented. The common patterns 
developed from this analysis were intended to explore the nature of cognitive obstacles that 
contributed to a student’s misconceptions. Hitherto, five common themes were systematically 
established regarding some substantial behaviors in problem solving. The foremost was that a 
gap existed between the concept image students conceived from their learning experiences and 
the concept definition. Meanwhile, students always attempted to use a procedural approach 
rather than understanding the concept; that is, procedural approaches in problem solving 
overpowered their conceptual understandings. Identically, a majority of students did not know 
how to prove (or disprove) a statement that they claimed was true (despite some students not 
providing an explanation); this suggested that they may not have acquired proving skills for 
generalization and abstraction. Moreover, students lacked an understanding of mathematical 
language as well as mathematical notations and graphical representations. In addition, students 
have developed spontaneous conceptions from their previous experiences learning calculus 
concepts. Some of these experiences came from their teachers’ demonstrations, so that didactical 
obstacles appeared to be significant, in conjunction with other cognitive obstacles.  
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Chapter 7: Discussion and Recommendations 
7.1 Discussion 
The study presented in this dissertation documented different types of misconceptions 
from students’ solved calculus problems that are pertinent to the function concept and the 
concepts of limit, tangent, and differentiation. A semantic analysis of students’ explanations of 
their misconceptions made it possible to explore their mathematical thinking process, which 
helped to uncover cognitive obstacles exhibited in their problem solving. While tracing students’ 
thought processes, some consequential internal mental powers associated with the human mind’s 
natural thinking processes of problem solving appeared to affect students’ abilities to solve 
problems adequately. The findings on the connections between students’ behaviors in problem 
solving and how these behaviors were controlled by their mental powers contributed a new 
understanding of how undergraduate mathematics major students developed their 
misconceptions about calculus concepts. Based on an analysis of interviews with mathematics 
major students, the findings filled an important gap in scholarly studies and contributed new 
research to the field of calculus education.  
One aspect that often dictated students’ behaviors in problem solving relied heavily on 
memorization. That is, the nature of how a mathematics major student solved the CPST problems 
and the reasons for their misconceptions were self-directed and controlled by their memories of 
concept images and algorithmic procedures as well as their spontaneous perceptions. Apparently, 
students lacked conceptual understanding of calculus concepts such that they solved conceptual 
problems in the same way they solved procedural ones by relying on fallacious memorization 
and familiarization. Meanwhile, students have not seemed to master the basic capacity for 
generalization and abstraction that were necessity for proof or proving because a majority of 
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them failed to translate the given information (e.g., mathematical notations and language within 
the context of the problems) and were unable to connect the information appropriately to solve 
the problems. Some participants struggled to provide explanations and reasoning. In addition, 
students interpreted mathematical language within the context of the problems as associating 
with their understanding of the semantics. Some participants simply discarded mathematical 
notations provided within the context of the problems (perhaps they did not know how to 
transliterate these symbols in an appropriate manner). 
The findings confirmed studies of a general population conducted by Tall (1987) and 
Vinner (1991) noting the discrepancy between concept image and concept definition in student 
learning. This showed how common it was for students—whether mathematics majors or not—
to use concept images rather than concept definitions in problem solving. As such, the majority 
of students did not use definitions to solve cognitive tasks, and many students who were able to 
provide a definition of a function were not using it (Vinner, 1991). Some students intuitively 
used concept images, such as the image of a tangent (some were from examples their teachers 
gave in their calculus classes) to solve the problems consistently without referencing the concept 
definition. The concept image of a tangent or the idea of a generic tangent1 that students 
developed was no longer defined by the concept definition of a tangent “as a limit of secants or 
as a line having a common point with the function graph whose slope is the derivative at this 
particular point” (Vinner, 1991, p. 76). With the idea of a generic tangent, students tried to draw 
a tangent by forcing it to meet the image generated by their concept image (Tall, 1987).  
The current study also showed how the concept images that mathematics major students 
generated from concept definitions created obstacles, such as cognitive conflicts, developed 
 




during their learning. This finding was subsequently discussed in the work of Tall and Vinner 
(1981) and Vinner and Hershkowitz (1980). Such cognitive conflicts exist between mathematical 
foundations and cognitive roots, as they build on concepts having “the dual role of being familiar 
to the students and also provid[ing] the basis for later mathematical development” (Tall, 1992,  
p. 4). The nature of cognitive structure considers how an individual’s mind recognizes and 
conceives ideas, meanings, and concepts based on generating graphs and examples during 
learning experiences and/or some parts of the formal definition. Visualization in the learning 
process is one conceivable outcome in the formation of concept images, playing an essential role 
in the process of generating a mental representation (Dreyfus, 1991). The conflict between 
concept image and concept definition, therefore, is one plausible factor that obstructed students’ 
capabilities to solve problems adequately.  
Memorizing a procedural approach to solve problems has also been an issue when a 
procedural approach overpowered conceptual understanding. Students whose majors were not 
mathematics as well as mathematics major students relied on their memorized procedure—an 
algorithmic approach to solving calculus problems, but such behaviors in problem solving were 
not based on their conceptual understanding. This process substantially influenced their ability to 
solve conceptualized problems adequately. However, it also frequently helped them pass their 
calculus examinations successfully; some had even received an A grade for a Calculus I course. 
This confirmed the conclusion Davis (1988) drew that students’ success in passing examinations 
followed mathematics instructions such as “do this, then do this, then do this…” (as cited in 
Dreyfus, 1991, p. 28); that is:  
…what most students learn in their mathematics courses is, to carry out a large number of 
standardized procedures, cast in precisely defined formalisms, for obtaining answers to 
clearly delimited classes of exercise questions…. They have been taught the products of 
the activity of scores of mathematicians in their final form, but they have not gained 
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insight into the processes that have led mathematicians to create these products. (Dreyfus, 
1991, p. 28) 
 
The current researcher initially asked students to solve 17 non-routine calculus problems. 
To solve the problems, students needed not only to consider an appropriate solution but also to 
explain why the solution was correct. In this instance, thinking mathematically to solve the 
problems required students to provide reasoning for their solutions. Subsequently, students 
needed to have obtained the skills of generalization and abstraction to form the three levels of 
proving operation: convince oneself,2 convince a friend,3 and convince an enemy4 (Mason et al., 
1982; Tall, 1991b, 2013). Tall’s (1991b) findings based on classifications5 of levels of 
mathematical thinking with regard to the level of proving were evidenced in the study such that 
students’ mathematical thinking about proving was literally at the elementary level, or at the pre-
elementary level for students who were unable to explain why their solutions were true.  
Through the use of mathematical language, not only did the words tangent and limit, but 
also the quantifiers there exists, for all x in the CPSTs, lead to conceptual obstacles because such 
quantifiers “have their own meanings in everyday language [that are] subtly different from those 
encountered in the definition of the concept” (Cornu, 1991, p. 153). The common challenges that 
students had with mathematical language was not only because of the words and the quantifiers, 
but also because of the mathematical notations and graphical representations used in the 
problems. Mathematical notations and graphical representations often represent abstract ideas. 
Although students should have developed the capability for abstraction at the end of their 
 
2 The argument should make the problem solution plausible in a way to convince yourself. 
3 The argument should express the solution in a way that can convince someone else. 
4 The argument should produce evidence that stand the test of serious criticization (Tall, 2013, p. 179). 
5 Elementary mathematical thinking is categorized when the argument is only made to convince oneself or 




adolescent period (Vygotsky, 1986), they did not master this transition successfully from the 
formulation of an abstract mathematical idea to a concrete situation to result in conceptual 
comprehension.  
The findings are consistent across numerous studies (Schwarzenberger & Tall, 1978; 
Stewart, 2014; Tall, 1997; Tall & Vinner, 1981), in that the mathematical language used (e.g., 
approaches, touches, quantifier exists) in the intuitive/formal definition, such as of a limit, 
created cognitive difficulties because its meaning differed from their original meanings. 
Simultaneously, in this research, students’ cognitive obstacles pertinent to their inability to 
transliterate mathematical notations/symbols accurately within the context of the problems were 
observed. This confirmed other scholarly studies (Eisenberg, 1991; Hart, 1981; Orton, 1983b) on 
how the use of mathematical symbols, such as the symbols of differentiation, may cause 
numerous cognitive obstacles.  
One cognitive obstacle that students encountered in problem solving was identified as a 
didactical obstacle. The nature of how students developed didactical obstacles was based on 
interactions with their teachers who conveyed through tone of voice implicit meanings and ideas 
(Cornu, 1991). Given this aspect of the learning process, it is seemingly unavoidable that 
students will encounter didactical obstacles. The present study supported this view as well as 
verified Davis and Vinner’s (1986) study, highlighting that students’ spontaneous conceptions 
arose from their teachers’ language usage, possibly resulting in inappropriate images that 
dominated their concept images.  
7.2 Recommendations  
In the present study, the findings of students’ cognitive obstacles to solving problems 
related to calculus concepts and of the nature of how and why students obtained their 
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misconceptions inspired specific recommendations for future calculus educators on ways to 
empower teaching and learning in undergraduate schools and to help students successfully make 
the transition from the elementary to the college level of mathematical thinking (it should be 
notified that these cognitive obstacles occurred with mathematics major students). In addition, 
the findings were useful in coming up with suggestions for future research to gain a more 
comprehensive understanding of why some undergraduates carry conceptual misunderstandings 
in general and particular types of cognitive obstacles while learning calculus. 
7.2.1 Recommendations for Teaching and Learning Calculus 
Cognitive obstacles, as observed in this study, appeared to contribute to student 
misconceptions. The foremost issue was that the gap between concept image and concept 
definition seemed to be a problem that hindered students’ ability to solve problems accurately, as 
has also been a concern for scholars (e.g., Vinner, 1991). Students obtained a concept image after 
observing several examples and explanations that gradually filled in their problem solving, so 
they believed those images reflected all the properties of the concept definition. Unfortunately, a 
student’s intuitive response was not formed by all aspects of a concept definition. When students 
solve cognitive tasks, they are supposed to activate the concept image and the concept definition 
cells simultaneously (Vinner, 1991). Therefore, one suggestion resulting from this study is to 
help students close the gap between concept image and concept definition.  
To achieve this, instructional activities creating situations that direct ways to adapt the 
concept definition should be promoted to stimulating self-regulation6 (Vygotsky, 1986), such 
that students’ behaviors in solving problems controlled by their own thoughts would be 
 
6 “For Vygotsky, self-regulation takes the form of deliberate control of one’s own attention, thoughts, and 
actions; it is an essential characteristic of human behavior achieved by means of the social force of systems of 
stimuli” (Fox & Riconscente, 2008, p. 385).  
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developed with “the external forces of nature” (Vygotsky, 1981a, p. 175). Therefore, 
undergraduate calculus educators may provide students with the use of concept definition stimuli 
in examples or exercises that could possibly activate their concept definition cell. This would 
help students develop self-regulated behaviors, which will subsequently enrich the capacity of 
students’ reflective abstraction (Vygotsky, 1986). One example of promoting concept definition 
stimuli is for calculus educators to provide some projects requiring students to investigate special 
cases that were not discussed in class. For example, this may include non-routine problems, in 
which the concept image cannot be an explanation but a concept definition, or both the concept 
image and the concept definition must be implied simultaneously to complete the project.  
“The greatest difficulty of all is the application of a concept, finally grasped and 
formulated on the abstract level, on new concrete situations …” (Vygotsky, 1986, p. 142). The 
students themselves were not able to understand a concept and transfer it into an abstract idea in 
problem solving without appropriate assistance. It was evident that the cognitive obstacles 
students experienced were related to their lack of conceptual understanding. For example, 
instances when students took into account the procedural approach rather than applied the 
concept definition to solve a problem were likely because they did not grasp the aspects of a 
concept—that is, they did not obtain a conceptual understanding. Such conceptual understanding 
necessitated the comprehension of mathematics concepts, operations, and relations (Fuson et al., 
2005). One suggestion to enhance students’ conceptual understanding is to provide problems that 
not only can be solved by applying the operations (e.g., the laws of derivative), but also require 
epistemologies that deal with the relation within the context (e.g., the calculus problems tested in 
the study could be used as models).  
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Conceptual understanding should not be limited to the comprehension of concepts, 
operations, and relations, but should also consider the understanding of mathematical language 
and mathematical notations. One facet of the issues that were observed in the study was that 
students found it problematic to answer a question vigorously. That is, students’ misconceptions 
occurred pertinent to their understanding of the semantics within a given context (e.g., touches, 
intersects, cuts, goes through in tangent problems), and the mathematical symbols (e.g., the 
function, the limit and derivative notations, and the absolute of a function sign) that were 
integrated into the questions. The possibility of students overcoming obstacles with their 
understanding of mathematical language and mathematical notations should be considered. 
Therefore, specific didactical treatment, such as a teacher’s use of different words to describe the 
same situation (e.g., for a tangent), should be planned to promote students’ cognition.  
In this study, a majority of students were not able to generate and encapsulate appropriate 
arguments to support their statement of plausibility. Furthermore, they had not obtained the skills 
of generalization and abstraction that were necessary for proving. The importance of knowing 
how to develop a sufficient argument to defend a statement was noted by Daniel Albert and 
Michael Thomas (1991). Both scholars believed that the processes of a proof will “allow 
students to tackle real problems involving important concepts, even though many of the 
statements considered are false they are still important” (p. 227) because a teacher could 
“discover what students really think about concepts at that precise point in the course” (p. 227), 
and students’ debates about their proposals enable them “to be convinced of any false ideas or 
deep misunderstanding of the concepts, which they may hold” (p. 227).  
For this reason, what a teacher discovers about students’ false ideas or deep 
misunderstandings of the concepts may be used to develop a curriculum that includes a proof as 
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part of the requirements for a calculus course. The proof in the curriculum can be used as a tool 
“which may be used to improve ideas and separate false intuition…from true mathematical 
statements, to communicate and hence validate or refute mathematical ideas” (Albert & Thomas, 
1991, p. 227). Therefore, the suggestion to develop a curriculum of proofs to encourage students’ 
thinking about proving is sufficient because it could help determine how and why students obtain 
false ideas or deep misunderstandings; furthermore, it could help them recognize and correct 
their false ideas about the concepts.  
The advantage of using a proof as a tool to support students’ learning is not only for a 
teacher to discover students’ illusions and/or misunderstandings, but also to nurture their 
theoretical perspective. In this sense, a teacher can learn students’ conceptions of the 
epistemology of a concept—aspects of the Mathematical Definitions/Theorems. At the same 
time, it will assist a teacher to understand what conceptual misunderstandings a student has 
obtained, and perhaps revitalize versatile mathematical activities that could foster conceptual 
understanding.  
7.2.2 Recommendations for Further Research 
One of the findings of this study highlighted the gap between concept image and concept 
definition that exists in learning calculus, conceivably obtained by mathematics major students 
and contributing to their calculus misconceptions, while simultaneously hindering their ability to 
solve calculus problems correctly. Prior to this finding, many psychologists and mathematics 
educators (Tall & Vinner, 1981; Vinner, 1991; Vinner & Hershkowitz, 1980) recognized the 
distinction between concept definition and concept image in different branches of mathematics 
(see, e.g., geometry, Vinner & Hershkowitz, 1980; limits and continuity, Tall & Vinner, 1981). 
However, these studies did not study the thought process of mathematics major students and how 
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such distinctions were developed. The findings on this gap between concept image and concept 
definition in the current study, with reference to the first course of calculus, were developed from 
mathematics major students’ thought processes; as a result, the findings have the potential to 
enrich the field of teaching and learning calculus. However, more modest research designed to 
extend this study to second, third, or advanced calculus courses, and even upper-division 
mathematics courses, may be of interest to scholars. In particular, it could be intriguing to  
learn whether these are also challenges for future mathematics teachers, engineers, and/or 
mathematicians.  
A nuanced study on students’ thought processes in proving within a calculus course 
might be an interesting topic as well, not only because there is currently no research in this area, 
but also because it is concerned with detecting a student’s cognition and recognition. This 
concern may further assist a college faculty to grasp a student’s conceptual understanding. The 
topic can also be utilized to study a group of future mathematics educators and, furthermore, to 
learn how future mathematics teachers (e.g., teachers of an AP calculus course) may have 
obtained their knowledge of proving. 
According to Polkinghorne (1989), an appropriate sample size for interviews is 5 to 25. 
The current study included a minimum sample size of five student interviewees. The common 
themes developed from the study might be more enlightening if they included a larger sample 
size of student interviews. The cognitive obstacles that were taken from the larger sample size 
might be more representative and have greater generality than those from the sample of five 
interviews.  
If an increased sample size plans to use the set of the problems in the CPSTs, one 
suggestion is to modify Q7, Q8, and Q9 (see Appendix C for original problems) because these 
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questions were found to be ambiguous when analyzing the students’ answers. That is, the 
questions themselves did not provide enough information and/or the graph provided for the 
question was unclear. For example, Q7 could be improved if converting to “Can a tangent line 
intersect the graph of a function more than once?” When asking students to consider whether a 
tangent line can intersect the graph more than once, a few in the study provided examples of a 
tangent to the graph, where the graph did not appear to be the graph of a function that was not 
originally planned for checking students’ misconceptions. Changes to Q7 would be clearer about 
that tangent specifically to the graph of a function, not just any graph.  
The research topics discussed above present possibilities for future research as of this 
writing; however, there is no doubt that more research opportunities can be found from this study 
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Appendix A: Faculty Demographic Survey  
Calculus Misconceptions of Undergraduate Students  
 
Faculty Demographic Survey 
 
Faculty Demographic Survey was designed to learn the background information about college 
faculty participants’ teaching experience within calculus I courses in supporting the researcher’s 
study. It takes approximately 5 minutes to complete. A participant’s name and email address are 
only for the research purpose only and will be protected by the researcher. No mention of name 
and email address will be used in the dissertation, in any publications or presentations of this 
research. Any names appeared in dissertation, in publication or presentation were 





Email Address: …………………………………………………………………………………….. 
 
 
How many academic years have you taught calculus I courses? 
 
Courses Yes No Academic years 
Calculus I    
Calculus II    
Calculus III    
Other courses related to calculus contents (e.g., Calculus for 



















Appendix B: Student Demographic Survey 
Calculus Misconceptions of Undergraduate Students  
 
Student Demographic Survey 
 
Student Demographic Survey was designed to learn about students’ background information of learning 
experience within calculus courses or other advanced mathematics courses. It takes approximately 5 
minutes to complete. Participants’ names and email address are for the research purpose only and will be 
protected by the researcher. No mention of names and email addresses will be used in the dissertation, 
publications or presentations. Any names appeared in dissertation, publications or presentations were 
pseudonymous.   
 
Name (Print):  
………………………………………………………………………………………………...  
  
Email Address (Active):  
………………………………………………………………………………………………..  
  
What is your current academic classification?   
[    ] Freshman          [    ] Sophomore          [    ] Junior          [    ] Senior                  
[    ] unknown   
 
What is your college major (or area of interest)?  
[    ] Mathematics             [    ] Computer Science            [    ] Chemistry  
[    ] Physics                      [    ] Biology                            [    ] Engineering  
[    ] Mechanics                 [    ] Nurse                               [    ] Economics  
  [    ] Other (Please specify) ……………………………………..  
  
Have you taken or are you taking any of the following courses? If so, when?  
 
Courses  
Yes  No  
When (High School or 
College)  
Calculus I        
Calculus II        
Calculus III        
Other mathematics courses that you have taken or currently take if not listed 
above (Specify):  
1.   
2.  







Appendix C: The Calculus Problem-Solving Tasks 
Calculus Misconceptions of Undergraduate Students 
 
  
The Calculus Problem-Solving Tasks 
 
The Calculus Problem-Solving Tasks (CPSTs) were designed to explore students’ 
misconceptions pertaining to calculus concepts at the undergraduate level. It will take 
approximately 60 minutes to complete the tasks.   
  
Please complete the CPSTs presented below. Your answers of the tasks will be used for the 
researcher’s dissertation, publications, and/or conference presentations that follow from this 
research. Participants will be asked to give a pseudonym in order to keep your identity 
confidential (If a participant did not provide one, the researcher will give a pseudonym for the 
research purpose). However, you will be asked to provide your name and email address to the 
researcher so that the researcher could invite you for an interview. Your participation is 
confidential, that is, no mention of your name or email address will be used in the dissertation, 
publications and/or conference presentations of this research.    
  
If you have further questions regarding your participation in this study, please feel free to 
contact the researcher.  
  
Researcher: Yonghong L McDowell, PhD Student  
Institution: Teachers College, Columbia University 
IRB Protocol Number: 19-144 
 





















The Calculus Problem-Solving Tasks 
 
Purpose of the Calculus Problem-Solving Tasks (CPST): The tasks were designed to explore 
students’ misconceptions within the concepts of functions, tangents, limits, and differentiations. 
 
Directions: The tasks contain open – ended questions. Answer the following questions according 
to the specific question directions.  
 
Task 1: Is designed to investigate students’ misconceptions about the function concept.  
 
1. Two points A and B are given. Consider the graph of a linear function. How many such graphs 
pass through A and B? Explain why you think your answer is true or provide an example.  
 
2. The graph is provided below. Answer the following question. 
                                   
 
 
Is the curve in the diagram above the graph a function? Explain. 
 
3. Can a horizontal asymptote of a graph of a function cross the graph? Explain why you think 
your answer is true or provide an example. 
 
Task 2: Is designed to investigate students’ misconceptions within the concept of limits of a 
function.  
 
4. Given graph of a function y = g(x). Does limit exist at 𝑥 = −1? Explain why you think your 





5(a). Is there a function that has limit 1000 at 𝑥 = 0? Explain why you think your answer is true 
or provide an example. 
 
5(b). Does this function have a limit at 𝑥 = 0 given graph of the absolute value function y = |x|? 




6. It is given that |𝑓(𝑥)| ≤
1
100
, 𝑤ℎ𝑒𝑟𝑒 𝑥 ∈ [0, 100]. Can it be true that lim
𝑥→50
𝑓(𝑥) = 1? Explain 
why you think your answer is true. 
 
Task 3: Is designed to investigate students’ misconceptions within the concept of tangent.  
 
7. Can the tangent line intersect the graph more than once? Explain why you think your answer is 
true or provide an example. 
 
8. Is the line 𝑦 = 0 a tangent to the curve? Explain why you think your answer is true. 
 
 
9. Does there exist a tangent through the point (0, 0)? Explain why you think your answer is true. 





10. Does there exist a tangent through the point (0, 0)? Explain why you think your answer is 






11. Can you create a graph containing multiple tangents at a point on a graph? Explain why you 
think your answer is true or provide an example. 
 
Task 4: Is designed to investigate students’ misconceptions within the concept of differentiation.  
 
12. Suppose f is differentiable in the interval [0, 10000] such that |𝑓(𝑥)| ≤
1
10000
. Can it be true 
that 𝑓′(500) = 1? Explain why you think your answer is true or provide an example. 
 
13. Given that (𝑐, 𝑓(𝑐)) is a point on the graph of 𝑓(𝑥). If 𝑓′(𝑐) = 0, must 𝑓(𝑐) be an extreme 
value (i.e.  a maximum or minimum) at 𝑥 = 𝑐? Explain why you think your answer is true or 
provide an example. 
 
14. Given that the point (𝑐, 𝑓(𝑐)) is a point of extreme value on the graph of 𝑓(𝑥). Must 𝑓′(𝑐) 
exist at 𝑥 = 𝑐?  Explain why you think your answer is true or provide an example. 
 
15. If 𝑓(1) = 10, and 𝑓′(𝑥) ≥ 2 for 1 ≤ 𝑥 ≤ 4, how small can 𝑓(4) possibly be? Explain by 
providing the smallest possible value for 𝑓(4). 
 
16. Suppose f is a function with the property that |𝑓(𝑥)| ≤ 𝑥2 for all x.  Is it true that 𝑓′(0) = 0? 














Appendix D: The Solution Guide for the  
Calculus Problem-Solving Tasks  
 
Sample Solutions for the Calculus Problem-Solving Tasks (CPSTs) 
 
Notes: Student sample CPST work was labeled with CA (correct answer), ICA (incorrect answer), or NA 
(no answer). A correct answer must include a correct mathematical statement and sufficient explanations 
for it. If a solution had a correct mathematical statement without sufficient explanations, or if a solution 
had a mathematical untrue statement, it was labeled with ICA. NA was given if no answer was provided. 
The solutions for each problem provide rubrics for evaluating student sample CPST work with the three 
categories: CA, ICA, and NA.  
             
Task 1 is designed to investigate students’ misconceptions about the function concept.  
 
1. Two points A and B are given. Consider the graph of a linear function. How many such graphs pass 
through A and B? Explain why you think your answer is true or provide an example.  
 
Solution: Students should consider whether two points are distinct when determining the graph of a linear 
function. Given two distinct points A and B with different x coordinates, there exists one and only one 
graph of a linear function that passes through A and B, because there exists a unique slope between the 
two points for the graph of a linear function. If x-coordinates are equal, then there are no linear functions 
(vertical line is not a graph of the function). If points A and B are not distinct (in this case, we would be 
discussing a single point only), then there are infinitely many graphs of linear functions. 
 
2. The graph is provided below. Answer the following question. 
                
 
 
Is the curve in the diagram above the graph a function? Explain. 
 
Solution: YES, the graph is a graph of a function, because each element x in a domain of f(x) is assigned 
exactly one element y in the range of f(x). Students are expected to use the definition of a function to 
explain why the given curve is the graph of a function. The problem is also used to check students’ 
understanding of graphical representation of a function. 
 
3. Can a horizontal asymptote of a graph of a function cross the graph? Explain why you think your 
answer is true or provide an example. 
 
Solution: YES, a horizontal asymptote of a graph of a function can sometimes cross the graph. The 











Students are expected to use the definition of a horizontal asymptote (HA) to explain why a HA could 
possibly intersect the corresponding graph more than once or to provide a HA of the graph of a function 
that intersects/passes through the graph more than once. 
 
Task 2 is designed to investigate students’ misconceptions within the concept of limit of a function.  
 




Solution: YES, a limit exists at 𝑥 = −1. As x approaches −1,  f(x) approaches 1. Students may also show 
that lim
𝑥→−1−
𝑓(𝑥) = 1 and lim
𝑥→(−1)+
𝑓(𝑥) = 1, which the left-hand limit of f(x) equals to the right-hand limit 
of f(x) as x approaches −1. Thus, lim
𝑥→1
𝑓(𝑥) = 1 so that lim
𝑥→1
𝑓(𝑥) exists. Students are expected to use the 
Definition of Limit to explain why lim
𝑥→1
𝑓(𝑥) exists as it is shown in the processes of finding a limit at the 
186 
 
stationary point. The problem was also designed to check students’ understanding of graphical 
representation of a function.  
 
5(a). Is there a function that has limit 1000 at 𝑥 = 0? Explain why you think your answer is true or 
provide an example. 
 
Solution: YES, there is a function that has limit 1000 at 𝑥 = 0. A graph of a function 𝑓(𝑥) = 5𝑥3 + 2𝑥 +
1000 is provided below whose limit at 𝑥 = 0 is 1000 by the Definition of Limit: lim
𝑥→0±
𝑓(𝑥) = 1000. 
Students are expected to use the Definition of Limit to explain why the graph of a function or a function 
they provided has the limit 1000 at 𝑥 = 0.  
 
 
5(b). Does this function have a limit at 𝑥 = 0 given graph of the absolute value function y = |x|? 




Solution: YES, a limit exists at 𝑥 = 0. lim
𝑥→0
𝑓(𝑥) exists, the limit of 𝑓(𝑥) at 𝑥 = 0 is indeed zero. In detail, 
the graph is a graph of 𝑓(𝑥) = |𝑥|. This leads us that |𝑥| = {
𝑥       𝑖𝑓 𝑥 ≥ 0
−𝑥    𝑖𝑓 𝑥 < 0
. Since |𝑥| = 𝑥 for 𝑥 > 0, we 
have lim
𝑥→0+
| 𝑥| = lim
𝑥→0+




( − 𝑥) = 0. Thus, lim
𝑥→0
|𝑥| = 0, so 
does lim
𝑥→0
𝑓(𝑥) = 0. Students are expected to show how they obtained the limit or use the Definition of 
Limit to explain why a limit exists at 𝑥 = 0 as it is shown in the solution. 
 
6. It is given that |𝑓(𝑥)| ≤
1
100
, 𝑤ℎ𝑒𝑟𝑒 𝑥 ∈ [0, 100]. Can it be true that lim
𝑥→50
𝑓(𝑥) = 1? Explain why you 
think your answer is true. 
 




, there will be an interval around 𝑥 = 50 such that on this interval all values of f(x) will be within 



















 inclusively as given. It contradicts the conditions.  
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Task 3 is designed to investigate students’ misconceptions within the concept of tangent.  
 
7. Can a tangent line intersect the graph more than once? Explain why you think your answer is true or 
provide an example. 
 
Solution: YES, a tangent line can intersect the graph more than once. One possible example is as the 
following where the horizontal tangent 𝑦 = 4 to the curve at 𝑥 = −4 intersects the graph of 𝑓(𝑥) three 
times, that is more than once: 
 
 
This problem is designed to check how well students understood the concept of tangent, that is, to check 
whether they will consider a tangent using the false idea that a tangent intersects/touches the graph of a 
function once, and only once to propose their solution and explanations.  
 
8. Is the line 𝑦 = 0 a tangent to the curve? Explain why you think your answer is true. 
 
  
Solution: NO, the line 𝑦 = 0 is NOT a tangent to the curve. The derivative at (0, 0) is not defined, 
therefore y = 0 cannot be the tangent line, since its slope is 0 (defined). To show this, one can draw a 
secant line through the origin, finding that the limit of the slopes of the secant lines at the origin is +∞ or 
−∞, which gives the slope of the tangent line is +∞ or −∞.  But the line 𝑦 = 0 has the slope ZERO. 
Therefore, the line 𝑦 = 0 is not a tangent to the curve.   
 
For this problem, one might argue that there is a vertical tangent at the point of origin because the slope of 
the tangent at this point is the absolute value of ±∞, but that slope of the line 𝑦 = 0 is zero. Or, one 
might say that there does not exist a tangent at the point of origin because the slope of the tangent at this 
point is undefined. To defend why the line 𝑦 = 0 is not a tangent to the curve, both arguments are correct. 
 
9. Does there exist a tangent through the point (0, 0)? Explain why you think your answer is true. If you 






Solution: YES, there exists a tangent through the point (0, 0) that partly coincides with the graph to the 
right. Since the slope of the tangent line is zero, which is the limit of the slopes of the secant lines, the line 
𝑦 = 0 is a tangent to the curve.   
 
This problem was also designed to check how well students understood the concept of tangent. When a 
tangent intersects the graph of a function an infinite number of times, will students consider it a tangent? 
If no, do students apply that false idea of a tangent to explain? If yes, students are expected to use the 
Definition of Tangent to explain.  
 
10. Does there exist a tangent through the point (0, 0)? Explain why you think your answer is true. If you 




Solution: YES, there exists a horizontal tangent through the point (0, 0). To show this, one can simply 
write an equation of the tangent line at the point x = 0. Students are expected to use the Definition of 
Tangent to explain why the horizontal line 𝑦 = 0 is a tangent through the point (0, 0).  
 
11. Can you create a graph containing multiple tangents at a point on a graph? Explain why you think 
your answer is true or provide an example. 
 
Solution: No, a graph containing multiple tangents cannot be created at the given point on this graph. 
Because there is a single value of derivative at a point which is equal to the slope of the tangent line, and 
therefore, there is a single linear function with a given slope through a given point (point-slope equation). 
It can also be explained using the idea that the limit of the slopes of the secant lines is unique such that 
there will be only one limit at a point (by Definition of Limit).  
 
Task 4 is designed to investigate students’ misconceptions within the concept of differentiation.  
 
Students are expected to have comprehended the definition of the derivative of a function and be able to 
transliterate the mathematical notations (Q12-Q16). The theorems or definitions expected to be used to 
explain solutions are the Definition of the First Derivative (Q12), the Extreme Value Theorem, the 
Fermat’s Theorem and the Definition of a Critical Number (Q13 & Q14), and the Squeeze Theorem 
(Q16). Students are also expected to have mastered the skills of synthesizing the context of the problem 
involving the first derivative of an inequality function and to use the Mean Value Theorem to answer 
Q15. 
 
12. Suppose f is differentiable in the interval [0, 10000] such that |𝑓(𝑥)| ≤
1
10000
. Can it be true that 
𝑓′(500) = 1? Explain why you think your answer is true or provide an example. 
 
Solution: YES, it can be true that 𝑓′(500) = 1. Since f is differentiable on the given domain, 𝑓′(𝑥) is 
defined at x = 500. The idea of 𝑓′(500) = 1 means the derivative of 𝑓(𝑥) at 𝑥 = 500 is 1. We can 
certainly envision many functions f such that f(x) lies between the two horizontal lines y = 1/10000 and y 
= −1/10000. Having 𝑓′(500) = 1 is as feasible as having a derivative of any other value. For example, 
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one can consider a function such that at the interval (500 − 10−10, 500 + 10−10), it will coincide with 
the function 𝑔(𝑥) =  𝑥 − 500. 
 
13. Given that (𝑐, 𝑓(𝑐)) is a point on the graph of 𝑓(𝑥). If 𝑓′(𝑐) = 0, must 𝑓(𝑐) be an extreme value 
(e.g., an absolute maximum or minimum) at 𝑥 = 𝑐? Explain why you think your answer is true or provide 
an example. 
 
Solution: No, 𝑓(𝑐) does not necessary be an extreme value if 𝑓′(𝑐) = 0. One example can be provided as 
following: If 𝑓(𝑥) = 𝑥3, then 𝑓′(0) = 0, but 𝑓(𝑥) has neither minimum nor maximum at 𝑥 = 0. 
 
 
14. Given that the point (𝑐, 𝑓(𝑐)) is a point of extreme value on the graph of 𝑓(𝑥). Must 𝑓′(𝑐) exist at 
𝑥 = 𝑐? Explain why you think your answer is true or provide an example. 
 
Solution: No, 𝑓′(𝑐) could possibly not exist at 𝑥 = 𝑐. Here is an example: If 𝑓(𝑥) = |𝑥|, then 𝑓(0) = 0 is 




15. If 𝑓(1) = 10, and 𝑓′(𝑥) ≥ 2 for 1 ≤ 𝑥 ≤ 4, how small can 𝑓(4) possibly be? Explain by providing 
the smallest possible value for 𝑓(4). 
 
Solution: Using the Mean Value Theorem, we can write 𝑓(4) − 𝑓(1) = 𝑓′(𝑐)(4 − 1), where 1 < 𝑐 < 4, 
that is 𝑓(4) = 𝑓′(𝑐)(4 − 1) + 𝑓(1). Since 𝑓′(𝑐) ≥ 2, 𝑓(4) ≥ (2)(3) + 10, that is, 𝑓(4) ≥ 16. 
Therefore, the value for 𝑓(4) is no less than 16. Consider 𝑓(𝑥) = 2𝑥 + 8 to see that it is possible that 
𝑓(4) = 16. 
 
16. Suppose f is a function with the property that |𝑓(𝑥)| ≤ 𝑥2 for all x. Is it true that 𝑓′(0) = 0? Explain 
why you think your answer is true or provide an example. 
 
Solution: Yes, it is true that 𝑓′(0) = 0. Given |𝑓(𝑥)| ≤ 𝑥2, then −𝑥2 ≤ 𝑓(𝑥) ≤ 𝑥2 for all x. Thus, 
lim
𝑥→0
−𝑥2 = 0, and lim
𝑥→0
𝑥2 = 0 provides that 0 ≤ lim
𝑥→0
𝑓(𝑥) ≤ 0. Therefore, 𝑓(0) = 0. Now using the 












. Using the Squeeze Theorem, 





Appendix E: Semi-Structured Interview Questions  
for College Faculty Participants 
Interview Questions for College Faculty Participants 
 
1. What misconceptions do you think students might have if they attempt to solve the 
problem #1 [the problem number will be changed to #2, #3, and etc.]?  
 
2. (If a faculty did not state any misconceptions for a problem, a follow up question is 
asked) In your opinion, could this problem detect a misconception? If not, what’s your 
suggestion(s) to remodel the problem so that a misconception could be visible? 
 
3. What do you mean when you say that [repeat faculty’s responses]? 
 




























Appendix F: Semi-Structured Interview Questions  
for Student Participants 
 Semi-Structured Interview Questions for Student Participants 
 
Interview Introduction (Language to be used) 
 
The purpose of this interview is to help the researcher to understand students’ mathematical 
thinking pertaining to cognitive roots, and furthermore, to understand how and why they have 
developed calculus misconceptions that were exhibited in completing the Calculus Problem-
Solving Tasks. This interview will be approximately 35 minutes long and it will be audiotaped.   
 
Do you agree with audiotaping the entire interview? 
[Wait for participants answering this question] 
 
Before audio recording, confirm with participant that a pseudonym or false name s/he provided 
during the CPSTs session will be used in this interview, so that her/his information will remain 
confidential.  
 
Semi-Structured Interview Questions 
 
1. In question # ________, can you explain [read participant’s responses]? 
 
2. In question # ________, what do you mean when you said [repeat participant’s 
responses]? 
 
3. In question # ________, can you provide an example? Or can you provide 
reasoning for your solution? 
 
4. In question # ________, What theorems/definitions/rules did you apply to answer 
this question? Why do you think this theorem/definition you employed here will 
work? 
 
5. In question # ________, can you explain in your own words what do you mean by 
that? 
 
6. In question # ________, you responded that [read participant’s responses]. What 
makes you think ________? 
 
7. What does ________ mean to you? 
 
8. Can you repeat what you have just said? 
