Chomsky and Schützenberger showed in 1963 that the sequence d L (n), which counts the number of words of a given length n in a regular language L, satisfies a linear recurrence relation with constant coefficients for n, i.e., it is C-finite. It follows that every sequence s(n) which satisfies a linear recurrence relation with constant coefficients can be
Introduction

Holonomic sequences
In this paper we study sequences a(n) of natural numbers or integers which arise in combinatorics. Many such sequences satisfy linear recurrence relations with constant coefficients, or with coefficients which are polynomials in n. The former are called C-finite, and the latter are called holonomic (or P-recursive). There is also a q-analog for holonomic sequences, the q-holonomic sequences, which arose first in the 19th century in the context of hypergeometric sequences. Note that hypergeometric sequences are holonomic.
There is a substantial theory of how to verify and prove identities among the terms of a(n), see [21, 18] . We are interested in the case where a(n) admits a combinatorial or a logical interpretation, i.e., a(n) counts the number of some relations or functions on the set [n] = {1, . . . ,n} or on the ordered structure [n], < nat which have a certain property possibly definable in some logical formalism (with or without its natural order). Here < nat denotes the natural order on integers. In this paper we are mostly interested in the case where the underlying structure is a fixed linear order on [n] . E. Specker asked in [23] whether a combinatorial interpretation can be found for special holonomic sequences, i.e., holonomic sequences where the leading coefficient in the recurrence relation is 1. We shall discuss Specker's question in detail in Section 6.
A simple example for a C-finite sequence is a(n) = 2 n with recurrence a(n) = 2 · a(n − 1) and a(0) = 1. a(n) counts the number of subsets of the set [n] , and it also counts the number of unary predicates on [n], < nat , which can be viewed as the number of binary words of size n. Similarly, the Catalan numbers satisfy the recurrence relation (n + 2)C (n + 1) = 2(2n + 1) · C (n), hence C (n) is holonomic. They are know to count the number of words of size 2n of the Dyck language of balanced parentheses. An example of a q-holonomic sequence is given by the q-derangement numbers, which count the number of automorphisms of a vector space V which do not fix any vector in V except for 0. Here V is an n-dimensional vector space over the finite field of q elements, cf. [7] .
The exact framework needed for the paper is described in Sections 2 and 3.
Representation theorems
It was observed in the literature [8, 24] that sequences a L (n) which count the number of words of size n in a regular language L are C-finite, i.e. they satisfy a linear recurrence relation with constant coefficients. Conversely, every C-finite sequence a(n) can be obtained as the difference a L 1 (n) − a L 2 (n) where L 1 , L 2 are two regular languages. Similarly, sequences b L (n) which count the number of words of size n in a context-free language L are P-recursive or holonomic, i.e., they satisfy a linear recurrence relation with coefficients in Z [x] . However, using a growth argument one can easily see that there is a P-recursive sequence which cannot be obtained by counting words in any (not necessarily context-free) language.
In [17] , a characterization of P-recursive sequences was given counting special classes of lattice paths.
In this paper we want to put the result from [17] into a more general context which allows us also to characterize q-holonomic sequences.
We augment languages over a fixed alphabet by introducing positionally dependent weight for occurrences of letters. We want to count weighted words in a language L. The weight is defined by a position specific scoring matrix, widely used in computational biology to search DNA and protein databases for sequence similarities, cf. [25, 1] . This approach is also reminiscent to counting weighted homomorphisms, cf. [2] . Position-independent weights on words were used in [20] for the extension of the powerful (and so far under-utilized) Goulden-Jackson Cluster method for finding the generating function for the number of words avoiding, as factors, the members of a prescribed set. Our main result shows that by suitably choosing the weights one can characterize both holonomic and q-holonomic sequences. The exact statement of these characterizations is given in Sections 4 and 5.
The characterization of holonomic sequences given in [17] does not use weights, but counts combinations of regular languages with lattice paths. Our second main result shows how to replace lattice paths by more general structures. We look at structures [n], < nat , R 1 , . . . , R k where each R i is a binary relation.
We show in Section 5 that for every holonomic sequence a(n) there is a k and a formula φ in
The converse is easily seen not to be true using a growth argument, see Remark 16. However, we can identify a subset HOL − MSOL of MSOL(R 1 , . . . , R k ) which captures exactly holonomicity.
Outline
In Section 2 we give the background on recurrence relations. In Section 3 we give the background on logic and regular languages. In Section 4 we state and prove our first representation theorem for holonomic and q-holonomic sequences using positionally weighted languages. In Section 5 we state and prove our second representation theorem for holonomic sequences using sparse regular languages instead of positionally weighted languages. Finally, in Section 6 we draw our conclusions and state open problems.
Linear recurrences
We are in particular interested in linear recurrence relations which may hold over Z or Z m .
Definition 1 (Recurrence relations). Given a sequence a(n) of integers we say a(n) is:
(i) C-finite or rational if there is a fixed r ∈ N\{0} for which a(n) satisfies for all n > r a(n + r) =
where each p i ∈ Z.
(ii) P-recursive or holonomic if there is a fixed r ∈ N\{0} for which a(n) satisfies for all n > r
where each p i is a polynomial in Z[x] and p r (n) = 0 for any n. We call it simply P-recursive or SP-recursive, if additionally p r (n) = 1 for every n ∈ Z.
where each p i is a polynomial in Z[x] and p 1 (n) = 0 for any n. In other words, a(n) is P-recursive with q = 1. (iv) Let q be a formal parameter. a q (n) is q-holonomic if there is a fixed r ∈ N\{0} for which a q (n) satisfies for all n > r e r (n)
where each e i is a polynomial in Q[q x ], cf. [28] .
The terminology C-finite and holonomic are due to [29] . P-recursive is due to [26] . P-recursive sequences were already studied in [4, 6] . We use both terms P-recursive and holonomic interchangeably. P-recursive sequences also arise in the literature as the sequences of coefficients of differentiably finite (D-finite) power series, cf. [26] .
The following are well known, see [14, 12] .
Lemma 2.
(i) Let a(n) be C-finite. Then there is a constant c ∈ Z such that a(n) 2 cn .
(ii) Furthermore, for every holonomic sequence a(n) there is a constant γ ∈ N such that |a(n)| n! γ for all n 2.
(iii) The sets of C-finite, SP-recursive, P-recursive (holonomic) and q-holonomic sequences are closed under addition, subtraction and point-wise multiplication.
In general, the bound on the growth rate of holonomic sequences is best possible, since a(n) = n! m is easily seen to be holonomic for integer m [15] .
(iv) Every holonomic sequence b(n) can be obtained from a q-holonomic sequence a q (n) by a suitable limit process.
Moreover, the converses of (i), (ii), (iii) and (iv) do not hold.
Proof. The implications follow from the definitions. n! is SP-recursive, but not C-finite, as, by Lemma 2 it grows too fast. The Catalan numbers are P-recursive (holonomic) by the recurrence relation (n + 2)C (n + 1) = 2(2n + 1) · C (n). They are not SP-recursive, because SP-recursive sequences satisfy modular recurrence relations, but the Catalan numbers fail to do so already modulo 2, cf. [23] .
The derangement numbers D(n) count the number of permutations of [n] without fixed points. They satisfy the recurrence relation D(n) = (n − 1)(D(n − 1) + D(n − 2)), so they are SP-recursive. They are not hypergeometric, cf. [21] . For (iv), see [3] . 2
Some background from logic and regular languages
In this section we introduce the necessary background from logic and regular languages.
Definability in MSOL
MSOL, an extension of First Order Logic, FOL, is defined as follows. We denote by ρ a vocabulary, i.e., a set of relation symbols. The formulas of MSOL(ρ) are defined like the ones of FOL, with the addition that we allow countably many variables for unary relation symbols U i for i ∈ N called set variables and quantification over these. We refer the reader to [11] for further details. We say a class K of structures of vocabulary ρ is definable in MSOL if there exists φ ∈ MSOL(ρ) such that K = {A: A | φ} i.e., K is the set of ρ-structures which satisfy φ.
For t ∈ N, let ρ t be the vocabulary which consists of t unary relations and one binary relation. The binary relation will always be interpreted as a linear order of the universe. The class of structures of vocabulary ρ t for which the unary relations in ρ t form a partition of the universe is MSOL-definable by a sentence φ Partition .
For a unary relation U over [n] we can interpret [n], < nat , U as a binary word where position i is occupied by letter 1 if i ∈ U and by letter 0 if i ∈ [n] − U . Similarly, for a vocabulary ρ t consisting of t unary relation symbols and < nat , where
. . , U t as a word over an alphabet of size t.
We state here precisely the connection between regular languages and MSOL, due to R. Büchi, C. Elgot and B. Trakhtenbrot, cf. [19, 10] :
Ordered disjoint unions
For a set C of natural numbers and a natural number c, we denote C + c = {x
and the relation < nat B is the natural order on [n].
The following is well known [10] :
Proposition 5 (Hintikka sentences). Let ρ be a vocabulary. For every ξ ∈ N there is a finite set
• Every θ ∈ Θ ξ has a model.
• The conjunction of any two sentences θ 1 , θ 2 ∈ Θ ξ is unsatisfiable.
• every MSOL(ρ) sentence ψ of quantifier rank ξ is equivalent to exactly one finite disjunction of sentences in Θ ξ .
For fixed quantifier rank ξ and a ρ-structure A we denote by θ(ξ, A) the unique sentence θ ∈ Θ ξ such that A | θ . If the quantifier rank is clear from the context, we omit it and write θ(A). θ(ξ, A) is called the Hintikka sentence of A of quantifier rank ξ .
where
Bounded and sparse regular languages
Definition 7.
A language L is bounded if there exist e ∈ N and words
It is well known and often rediscovered that a regular language L is bounded iff L is sparse [16] . The earliest reference may be [27] . F. D'Alessandro, B. Intrigila and S. Varricchio [9] , proved the following theorem:
Theorem 8. Let L be a regular language which is bounded. There exist polynomials p
where (n mod y) stands for the number in {0, . . . , y − 1} for which it holds that ≡ n (mod y).
In fact, Theorem 8 holds also for context-free languages.
Positionally weighted words and our main theorem
Characterizing (q-)holonomic sequences using positional weights
Let Σ be an alphabet of size t = |Σ|. We denote by w[i] the ith letter, and by |w| the length of the word w ∈ Σ . For each s ∈ Σ , let α s (i) be a function α s : N → Q. We define the weight of a word w ∈ Σ by (1) and for each language L ⊆ Σ its positionally weighted counting by
where the summation is over all words of length n in L.
Theorem 10 (Main theorem). Let a(n) be a sequence of integers.
(
The proof of Theorem 10 is given in Sections 4.2 and 4.3.
Proof of Theorem 10: from recurrences to PW-interpretations
and let a(n) satisfy the recurrence
The initial conditions of the recurrence are a (1), . .
. , a(q). If a(n)
is SP-recursive then the recurrence in Eq. (3) is such that p 0 (x) is identically 1. We will show that a(n) has a PW-interpretation as indicated in the theorem.
We will prove this direction by looking at the recurrence tree of the recurrence given in Eq. (3). The recurrence tree is a rooted tree in which every vertex is labeled with an element from [n] . Every vertex in the recurrence tree has degree 0 or r. The root is labeled n and the leafs are labeled elements of [r] (and only the leafs are labeled as such). The difference between the label of a vertex v and its ith child is i.
Let us look at a pathv = (v 0 , . . . , v y ) in the recurrence tree of a(n) from the root to a leaf. Letπ = (π 1 , . . . , π y ) be a tuple of [r] elements such that the sequence of labels on the path is (n, n − π 1 , . . . ,n − (π 1 + · · · + π y )). In other words, v i is the π i th child of v i−1 . Each such pathv corresponds to successive application of the recurrence formula
, where the last step is an initial condition. At each step
of the successive application of the recurrence formula we multiply by the coefficient p π z (n − (π 1 + · · · + π z−1 )) and we divide by p 0 (n − (π 1 + · · · + π z−1 )). Finally we multiply by an initial condition, which is the label of the leaf v y . The value of the path is the product of the relevant coefficients in the recurrence formula, given as
is then the sum of the values val(v) over all the pathsv from the root to a leaf in the recurrence tree of a(n).
We will use unary relations U 1 , . . . , U r ⊆ [n] − [r] to encode the path and U r+1 , . . . , U 2r ⊆ [r] to encode the initial condition. The relations U i for i ∈ [r] will correspond to the choices in the path. That is, if the path contains the step a(n ) → a(n − i) then n will belong to U i , and n − 1, . . . ,n − (i − 1) will not belong to any of the 
where the summation is over all τ k -structures [n], < nat , U 0 , . . . , U 2r which satisfy the following conditions: 
be the polynomials defined by
Recall that we denote by τ r the vocabulary which consists of a binary relation and r unary relation symbols. By changing the order of the products a(n) can be written equivalently as
The inner product in Eq. (4) 
If Eq. (3) is an SP-recurrence we have that p 0 (x) is identically 1. Thus,
is a P-recurrence, then (4) are elements of field of functions Q(q j ). Setting t = 2r + 1 the first direction of the theorem is done.
Proof of Theorem 10: from PW-interpretations to recurrences
We now want to show how to convert a PW-interpretation into a P-recurrence or a q-holonomic recurrence. We use the decomposition properties of MSOL to compute a scheme of recurrence relations for a finite number of sequences, and then extract a P-recurrence for the desired sequence.
Let R be one of Z[x], Q(x) and Q(q x ). Let a(n) be a sequence of integers which has a PW-interpretation forᾱ = (α s : s ∈ Σ) where all the α s (x) are in R.
Let r = |Σ|. For any formula ψ ∈ MSOL(τ r ), let the sequence a ψ (n) be 
By the closure of R to finite sum, we need only show that each a θ is P-recursive, SP-recursive or q-holonomic (depending
Denote by STR 1 the set of τ r -structures with universe [1] = {1}. Every τ r -structure A with universe [n] is given uniquely as the ordered disjoint union of two structures B and C of size n − 1 and 1 respectively. Thus, we now write a θ (n) as 
where the summation is over pairs (χ ,
Since Θ is finite, Eq. (5) can be written in matrix form for a finite |Θ| × |Θ|-matrix D as follows.
k be the characteristic polynomial of D. The Cayley-Hamilton theorem holds Z[x], for Q(x) and for Q(q x ). Hence the matrix D over R satisfies
Thus, each b i (n) = a θ i (n) satisfies a linear recurrence relation with coefficients in R. Finally, for the case of SP-recursive a(n) we need also note that δ |Θ| (x) is identically 1.
A weightless representation theorem for holonomic sequences
Characterizing holonomic sequences using sparse structures
Let τ k be the vocabulary consisting of k binary relation symbols. • It holds that
• For each j, it holds that
If there exist such φ and ψ , we say C is MSOL-expressible.
Theorem 15 below states that P-recursive sequences can be characterized in terms of counting sequences of φ, ψ -expressible classes of sparse diagonal τ k -structures. To do so we use Lemma 13 and Lemma 14, whose proofs will be given in Section 5.2 and Section 5.3 respectively.
Let C be a class of finite structures. For the rest of this section, we denote by a C (n) the number of structures of size n in C. In particular, for languages L is holds that a L (n) = d L (n). 
Theorem 15. Let a(n) be a sequence of integers. The sequence a(n) is P-recursive iff there exist two classes of sparse diagonal
τ k -structures C 1 and C 2 and a polynomial r(
Proof. Let a(n) be a P-recursive sequence of integers. By Theorem 10 there exist an alphabet Σ , a regular language L and 
The sequence b(n) has a PW-interpretation forp = (p s (x): s ∈ Σ) and it holds that
Therefore, it follows from Lemma 14 that there exist two MSOL-expressible classes of sparse diagonal τ k -structures, C 1 and C 2 , for which that Eq. (6) 
.
Let Σ 2 = {t 1 , . . . , t μ } and let Σ 3 be a disjoint copy of Σ 2 , Σ 3 = { t 1 , . . . , t μ }. We may further assume
e. a(n) has a PW-interpretation forδ , where δ σ (x) for every σ is a rational function over Q. By Theorem 10, a(n) is P-recursive. 2
(i) Let C be a class of sparse diagonal τ k -structures which is φ, ψ -expressible with φ, ψ ∈ MSOL(ρ k ). It is easy to see that C is also MSOL(τ k )-definable.
(ii) On the other hand, let D func be the class of τ 1 
n is not P-recursive [15] . Notice D func is also not diagonal.
2 . Again, the class D diag is easily seen to be MSOL-definable. However, by Lemma 2, the sequence a D diag (n) is not P-recursive.
Proof of Lemma 13
In this subsection we prove Lemma 13, which states:
Let C be a class of sparse diagonal τ k -structures which is MSOL-expressible. There exist an alphabet Σ and a tuplē
such that the counting sequence a C (n) has a PW-interpretation forᾱ.
. . , R k be a structure from C. As discussed before Theorem 4, we can regard words as structures which consist of a universe, a linear order on the universe and unary relations which partition the universe. Let ω(M) be a tuple of words
which satisfies:
, and
By Theorem 4 there exist regular languages L 1 and L 2 such that
It is not hard to see that L 2 is a bounded language. Moreover, for every σ ∈ Σ , L 2,σ = L 2 ∩ (σ · Σ ) is regular and bounded.
We may rewrite a D (n) as
where the inner summation is over all tuples (u 1 , . . . , u n ) such that for each i, u i ∈ L 2,w[i] and |u i | = i. Since each L 2,σ is bounded and regular, there exist for each L 2,σ a natural number y σ and polynomials p (n mod y σ ),σ (x) ∈ Q[x] as guaranteed in Theorem 8. We may assume w.l.o.g. that there exists y such that y = y σ for every σ ∈ Σ by taking y to be the product of all the y σ . Since the u i do not depend on each other,
Let Σ be the disjoint union of y disjoint copies of Σ ,
Let h be the homomorphism h :
is regular by the closure of regular languages to inverse homomorphisms. Let T be the language of the regular expression
The language T consists of all words w = w [1] 
and the lemma follows.
Proof of Lemma 14
In this subsection we prove Lemma 14, which states: 
The PW-interpretation is a sum of positive and negative integers, each of them obtained as a product. The general idea of the proof is to partition the integers so that the positive integers are counted by a C 1 (n) and the negative by a C 2 (n).
as follows:
The language L 2 is regular by the closure of regular languages under inverse homomorphism. Thus, we may write a(n) as 
. It remains to show that if L is regular then there exists a class of sparse diagonal structures C which is MSOL-expressible and b L (n) = a C (n).
To do so, we first prove that for every polynomial p(x) ∈ N[x] with coefficients in N there exists a bounded regular language S of a special type such that a S (n) = p(n). We say a bounded regular language S is simple if there exist letters 
) be the power set of [r] . Let S be the set of words w ∈ Σ r such that for every
where n = |w|. It is not hard to see that S is regular and that a S (n) = n r . Since S is sparse and regular, it is bounded. In fact, S is the disjoint union of a finite number of simple bounded regular languages with regular expressions of the form ∅ e 1 ∅ · · · ∅ e η ∅ , where e 1 , . . . , e η form a partition of [r] . This implies that there exists a language T which is a simple bounded regular language and for which a S (n) = a T (n).
Hence, for every p(x) ∈ N[x] there exists a simple bounded regular language S with alphabet Γ such that a S (n) = p(n).
Let Γ = {σ | σ ∈ Γ } be a distinct copy of Γ . Let S be the language over Γ ∪ Γ × Γ given by
Since S is regular, so is S . It holds that a S (n − 1) = p(n) if n 2.
Returning to Eq. (8), for each f ∈ {β σ , γ σ | σ ∈ Σ} let S f be a simple bounded regular language such that a S f (n − 1) = f (n). We may assume that the languages S f are over alphabets Γ f = {γ 1 , . . . , γ ϑ f } respectively, which are pairwise disjoint and each is also disjoint from the alphabet of L, Σ . We may assume 
language T is a simple bounded regular language satisfying
Let U be the class of all tuples t for which there exists n such that t = (w, u 1 the number of tuples (w, u 1 , . . . , u n 
By 
The class D is a class of diagonal sparse structures which is MSOL-expressible by φ and ψ and a D (n) = a(n), as required.
Discussion and open problems
We studied combinatorial interpretations of counting functions by counting the number of relations definable in MSOL over linear orders on [n].
We proved an analog of the Chomsky-Schützenberger theorem for holonomic and q-holonomic sequences using positionally weighted structures with unary predicates (words), and for holonomic sequences also by counting binary relations, but without weights.
Some holonomic sequences can also be represented by counting relations over a fixed set (without a linear order). For example, the factorial sequence counts the number of linear orders on [n], and the derangement numbers count the number of permutations without fixed points. Both these properties are definable in First Order Logic, and hence in MSOL. It follows from the results in [5, 23] that the central binomial coefficient 2n n has no MSOL-definable combinatorial interpretation counting binary relations on [n] without the order. In [5, 23] the focus is on modular recurrence relations, and it is noted that every SP-recursive sequence satisfies for every modulus m a linear recurrence relation with constant coefficients in Z m .
The converse is not true because there are only countably many SP-recursive sequences, but uncountable many sequences satisfying linear modular recurrence relations with constant coefficients. In [23] , Specker asks whether, given a sequence a(n) with a combinatorial interpretation, there exists a definability criterion for the combinatorial interpretation which ensures that a(n) is SP-recursive, and hence satisfies linear modular recurrence relations. The sequence of primes p n is neither holonomic [13] nor does it satisfy any modular linear recurrence relation [22] . Note that it follows from [5, 23] that no combinatorial interpretation of the primes exists which is definable in Monadic
Second Order Logic on [n] without order and counts binary relations.
In [17] we have given a positive answer to Specker's question in the case with order. However, the definability criterion given in [17] restricts the combinatorial interpretation to a very special class of lattice paths. Our Theorem 15 gives a more general definability criterion. However, in Lemma 13 the polynomials have rational coefficients. This only gives a characterization of P-recursive sequences where the leading polynomial is a constant c ∈ N. Such sequences still satisfy an infinite set of modular linear recurrence relations, namely for each prime p c + 1. 
