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Abstract
We establish the existence of smooth stable manifolds for semiflows defined by ordinary differential
equations v′ = A(t)v + f (t, v) in Banach spaces, assuming that the linear equation v′ = A(t)v admits a
nonuniform exponential dichotomy. Our proof of the Ck smoothness of the manifolds uses a single fixed
point problem in the unit ball of the space of Ck functions with α-Hölder continuous kth derivative. This is
a closed subset of the space of continuous functions with the supremum norm, by an apparently not so well-
known lemma of Henry (see Proposition 3). The estimates showing that the functions maintain the original
bounds when transformed under the fixed-point operator are obtained through a careful application of the
Faà di Bruno formula for the higher derivatives of the compositions (see (31) and (35)). As a consequence,
we obtain in a direct manner not only the exponential decay of solutions along the stable manifolds but also
of their derivatives up to order k when the vector field is of class Ck .
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The invariant manifold theory plays an important role in the modern theory of dynamical
systems, as a means to obtain precious information on the qualitative behavior of the dynamics.
Consider, for example, the equation
v′ = A(t)v + f (t, v) (1)
in a Banach space. In its classical formulation, the invariant manifold theory applies to flows for
which the associated linear variational equation, here assumed to be
v′ = A(t)v, (2)
admits a uniform exponential dichotomy. We note that this is a strong requirement. In particular
it forbids the norm of solutions of (2) to depend on the initial time at which the solution begins.
In this paper we establish the existence of smooth invariant manifolds for Eq. (1) assuming
the existence of a nonuniform exponential dichotomy for Eq. (2). This is in fact the weakest
possible setting in which one can construct smooth invariant manifolds (see [3] for details).
Furthermore, nonuniform exponential dichotomies are much more typical than their uniform
counterpart. In particular, any equation v′ = A(t)v with at least one negative Lyapunov exponent
admits a nonuniform exponential dichotomy (see [4]). It is also shown in [4] that almost all linear
variational equations obtained from a measure-preserving flow on a compact smooth Riemannian
manifold admit a nonuniform exponential dichotomy with arbitrarily small nonuniformity. We
refer to [3] for a detailed discussion of the relation and novelty of our work with respect to the
theory of nonuniformly hyperbolic dynamics.
Our main aim is to establish the existence of smooth stable manifolds for nonuniformly hyper-
bolic trajectories of semiflows in Banach spaces. One can also obtain unstable manifolds simply
by reversing time. Smooth invariant manifolds were first obtained for nonuniformly hyperbolic
trajectories by Pesin in [13], in the finite-dimensional setting (see [1,2] for details). We emphasize
that the methods used in this setting (as described for example in [1]) cannot be used in our work,
at least without further changes. Namely, we want to consider semiflows and not only flows. In
particular, it is thus in general impossible to introduce the same adapted Lyapunov norms as in
the case of flows. On the other hand, we still require some appropriate device that can play a sim-
ilar role in the case of semiflows. The first related results in Hilbert spaces were established by
Ruelle in [14]. The case of transformations in Banach spaces under some compactness assump-
tions was considered by Mañé in [12] (including the case of differentiable maps with compact
derivative at each point). These results were extended in [15] to a class of transformations satis-
fying a certain asymptotic compactness. Ruelle also considered flows in [14] but in a very brief
manner and only in Hilbert spaces. There are related results for partial differential equations and
functional differential equations. However, to the best of our knowledge, these results consider
only the case of uniform exponential dichotomies.
We also establish the exponential decay on the stable manifold of the derivatives of the semi-
flow with respect to the initial condition (see (18) and (19) below). We are not aware of any
similar result in the literature, even in the case of uniform exponential dichotomies. Never-
theless, the result should not be considered surprising and can be understood in the following
manner. When we consider higher-order jets (other than the first, which amounts to the linear
variational equation), the corresponding higher-order linearized vector fields maintain the linear
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sess essentially the same nonuniform exponential dichotomies as the linear variational equation,
although in higher-dimensional spaces. Thus, we should expect each of the corresponding higher-
dimensional dynamics to possess a similar exponential behavior. Since the lower-dimensional
parts of these jets coincide with the lower-order jets, the corresponding initial components of the
higher-order jets maintain the exponential behavior along the stable manifolds of the lower-order
jets.
Our approach to the proof of the stable manifold theorem follows closely the ideas developed
in our paper [5] concerning the study of central manifolds, although the hypotheses and par-
ticularly the arguments required substantial changes. The proof consists, as usual, in using the
differential equation to express the invariance of the stable manifold under the dynamics to con-
clude that it must be the graph of a function satisfying a certain fixed point problem. However,
the extra small exponentials in a nonuniform exponential dichotomy substantially complicate this
approach and the implementation requires several new ideas. In particular, we need to consider
two fixed-point problems—one to obtain an a priori estimate for the speed of decay of the stable
component of solutions along a given graph, and the other to obtain the graph which is the stable
manifold.
Furthermore, to obtain the estimates in the fixed point problems, we need sharp bounds for the
derivatives in the stable component of a solution, and for the derivatives of the vector field along
a given graph. For this, we use a multivariate version of the Faà di Bruno formula in [6] for the
derivatives of a composition (see (31) for a particular case). The formula allows us to estimate
the norms of the derivatives of the composition in terms of the original functions (see (35)).
Although several special cases were treated before, the general formula for the derivative of a
composition was first obtained by Faà di Bruno in [8]. We recommend [11] for the history of the
problem and for many related references.
We also use a result in [7], that goes back to a lemma of Henry in [9] (see Proposition 3).
This result allows us to establish the existence and simultaneously the regularity of the stable
manifolds using a single fixed point problem, instead of one for each of the successive higher-
order derivatives. Essentially, the result says that the unit ball of the space Ck,α of functions of
class Ck between two Banach spaces with α-Hölder continuous kth derivative is closed with re-
spect to the C0-topology. This allows us to consider contraction maps solely using the supremum
norm instead of any norm involving also the derivatives.
The structure of the paper is the following. In Section 2 we describe our setup and our nonuni-
form hyperbolicity assumptions. Our main result concerning the existence of stable manifolds is
formulated in Section 3 and is proved in Section 4.
2. Setup and nonuniform exponential dichotomies
Let X be a Banach space, and let A :R+0 → B(X) be a Ck function (for some k ∈ N), where
B(X) is the space of bounded linear operators on X. We consider the problem
v′ = A(t)v, v(s) = vs (3)
with s  0 and vs ∈ X. We assume that
each solution of (3) is defined for every t  0, (4)
L. Barreira, C. Valls / Journal of Functional Analysis 238 (2006) 118–148 121and that there exists a decomposition X = E ×F (independent of t), with respect to which A(t)
has the block form
A(t) =
(
B(t) 0
0 C(t)
)
for every t  0. (5)
The blocks B(t) and C(t) will correspond respectively to the stable and center-unstable compo-
nents of A(t). Due to the block form in (5), the unique solution of (3) can be written in the form
v(t) = (U(t, s)ξ,V (t, s)η) for t  s,
with vs = (ξ, η) ∈ E × F , where U(t, s) and V (t, s) are the evolution operators associated re-
spectively with B(t) and C(t). Consider now constants
a¯ < 0 b and a, b 0. (6)
We say that the evolution operators U(t, s) and V (t, s) define a nonuniform exponential di-
chotomy if there exist constants as in (6) and D1, D2  1 such that for every t  s  0 we have∥∥U(t, s)∥∥D1ea¯(t−s)+as, ∥∥V (t, s)−1∥∥D2e−b(t−s)+bt . (7)
We also consider a Ck function f :R+0 ×X → X, and the problem
v′ = A(t)v + f (t, v), v(s) = vs (8)
with s  0 and vs ∈ X. We assume that f (t,0) = 0 for every t  0, and thus v(t) ≡ 0 is a solution
of (8). We write f = (g,h) ∈ E × F , and v = (x, y) ∈ E × F . Given s  0 and vs = (ξ, η) ∈
E × F , we denote by (x(·, s, vs), y(·, s, vs)) the unique solution of (8) or, equivalently, of
x(ρ) = U(ρ, s)ξ +
ρ∫
s
U(ρ, r)g
(
r, x(r), y(r)
)
dr,
y(ρ) = V (ρ, s)η +
ρ∫
s
V (ρ, r)h
(
r, x(r), y(r)
)
dr (9)
for ρ  s. For each τ  0, we define
Ψτ (s, vs) =
(
s + τ, x(s + τ, s, vs), y(s + τ, s, vs)
)
.
This is the semiflow generated by the autonomous equation t ′ = 1, v′ = A(t)v + f (t, v). Since
A and f are of class Ck , the map (τ, s, vs) → Ψτ (s, vs) is of class Ck on R+ ×R+ ×X (see, for
example, [9]).
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3.1. Main result
We present here our main result on the existence of a stable manifold for the origin in Eq. (8).
Let Q(δ) ⊂ E be the closed ball of radius δ ∈ (0,1) centered at zero. Given k ∈ N and q > k we
set
β = a(q + k + 1)+ b
q − k > a and γ = β + a =
a(2q + 1)+ b
q − k , (10)
with a and b as in (6). The number β specifies the size of the neighborhood Q(δe−βs) in which
we will take the initial condition. We consider the set
Zβ = Zβ(δ) =
{
(s, ξ): s  0 and ξ ∈ Q(δe−βs)}⊂ R+0 ×E. (11)
We also denote by ∂ the partial derivative with respect to the second variable of any given func-
tion of two variables. We assume that for some k ∈ N the following conditions hold:
H1. The function A :R+0 → B(X) is of class Ck and satisfies (4) and (5);
H2. The function f :R+0 × X → X is of class Ck , and there exist c > 0, q > k, and α ∈ (0,1]
such that for every t  0 and u,v ∈ X we have
f (t,0) = 0, ∂f (t,0) = 0, f |Yβ ≡ 0, (12)
where Yβ = {(s, u) ∈ R+0 ×X: ‖u‖ δe−βs/2} and∥∥∂jf (t, u)∥∥ c‖u‖q+1−j for j = 1, . . . , k, (13)∥∥∂kf (t, u)− ∂kf (t, v)∥∥ c‖u− v‖α(‖u‖ + ‖v‖)q−k. (14)
In applications the last condition in (12) might sometimes be obtained with an appropriate cutoff
of the function f . We will verify that for the stable manifold of the origin in Eq. (8) constructed
in Theorem 1, the solutions starting on the manifold never intersect the region Yβ . Therefore, the
region does not interfere with these solutions, and hence with the stable manifold of the origin.
However, for our purposes it is convenient to deal already from the beginning with a perturbation
satisfying (12).
We fix κ > 0 and we denote by Xβ the space of continuous functions ϕ :Zβ → F of class Ck
in ξ such that for each s  0 and x, y ∈ Zβ we have:
1. ϕ(s,0) = 0 and ∂ϕ(s,0) = 0.
2. ‖∂jϕ(s, x)‖ κ for j = 1, . . . , k.
3. ‖∂kϕ(s, x)− ∂kϕ(s, y)‖ κ‖x − y‖α .
Given a function ϕ ∈ Xβ we consider its graph
V = {(s, ξ, ϕ(s, ξ)): (s, ξ) ∈ Zβ}⊂ R+ ×X. (15)0
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for every (s, ξ) ∈ Zγ ⊂ Zβ the corresponding solution of (8) is entirely contained in V. We will
assume the conditions
a¯ + β < 0 and a¯ + b < b. (16)
Note that both inequalities in (16) hold when a and b are sufficiently small.
We can now present our main result on the existence of stable manifolds.
Theorem 1. Assume that H1, H2 hold. If the equation v′ = A(t)v in the Banach space X admits
a nonuniform exponential dichotomy and the conditions in (16) hold, then there exist δ > 0 and
a unique function ϕ ∈ Xβ such that the set V in (15) is forward invariant under the semiflow Ψτ ,
i.e.,
if (s, ξ) ∈ Zγ then Ψτ
(
s, ξ, ϕ(s, ξ)
) ∈ V for every τ  0. (17)
Furthermore:
1. V is a manifold of class Ck that contains the line [0,+∞) × {0} and satisfies T(s,0)V =
R
+
0 ×E for each s  0.
2. For every (s, ξ) ∈ Zγ we have
ϕ(s, ξ) = −
+∞∫
s
V (τ, s)−1h
(
Ψτ−s
(
s, ξ, ϕ(s, ξ)
))
dτ.
3. There exists D > 0 such that for every s  0, ξ , ξ¯ ∈ Q(δe−γ s), and τ  0 we have∥∥∂jξ Ψτ (s, ξ, ϕ(s, ξ))− ∂jξ Ψτ (s, ξ¯ , ϕ(s, ξ¯ ))∥∥Dea¯τ+a(j+1)s‖ξ − ξ¯‖ (18)
for j = 0, . . . , k − 1, and∥∥∂kξ Ψτ (s, ξ, ϕ(s, ξ))− ∂kξ Ψτ (s, ξ¯ , ϕ(s, ξ¯ ))∥∥Dea¯τ+a(k+1)s‖ξ − ξ¯‖α. (19)
We call V a local stable manifold or simply a stable manifold of the origin. In particular,
setting ξ¯ = 0 in (18) we find that any solution of the initial value problem in (8) starting in V, i.e.,
with v(s) = (ξ,ϕ(s, ξ)) for some ξ ∈ Q(δe−γ s), approaches the zero solution with exponential
speed a¯.
3.2. Stable manifolds of nonuniformly hyperbolic trajectories
We now use Theorem 1 to obtain smooth stable manifolds for solutions of differential equa-
tions with nonuniformly hyperbolic behavior.
Consider a function F :R+0 ×X → X of class Ck (k ∈ N) and the equation
v′ = F(t, v). (20)
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A(t) = ∂F (t, v0(t)) (21)
admits a nonuniform exponential dichotomy. We continue to assume that A(t) satisfies (4) and
has the block form in (5) with respect to some invariant decomposition X = E × F . It is conve-
nient to introduce the function
G(t, y) = F (t, y + v0(t))− F (t, v0(t))−A(t)y. (22)
Theorem 2. Let F be of class Ck (k ∈ N) and let v0(t) be a nonuniformly hyperbolic solution
of (20). We assume that G|Yβ ≡ 0 and that there exist c > 0, q > 1, and α ∈ (0,1] such that for
every t  0 and u,v ∈ X we have∥∥∂jG(t, u)− ∂jG(t, v)∥∥ c‖u− v‖(‖u‖q−j + ‖v‖q−j ) (23)
for j = 0, . . . , k − 1, and∥∥∂kG(t, u)− ∂kG(t, v)∥∥ c‖u− v‖α(‖u‖q−k + ‖v‖q−k). (24)
If the conditions in (16) hold, then there exist δ > 0 and a unique function ϕ ∈ Xβ such that the
set
V = {(s, ξ, ϕ(s, ξ))+ (0, v0(s)): (s, ξ) ∈ Zβ}
is a manifold of class Ck with the following properties:
1. (s, v0(s)) ∈ V and T(s,0)V = R+0 ×E for every s  0.
2. V is forward invariant under solutions of t ′ = 1, v′ = F(t, v), i.e., if
(s, vs) ∈ V′ =
{(
r, ξ, ϕ(r, ξ)
)+ (0, v0(r)): (r, ξ) ∈ Xγ }
then (t, v(t)) ∈ V for every t  s, where v(t) = v(t, vs) is the unique solution of (20) for
t  s with v(s) = vs .
3. There exists D > 0 such that for every s  0, (s, vs), (s, v¯s) ∈ V′, and t  s we have∥∥v(t, vs)− v(t, v¯s)∥∥Dea¯(t−s)+as‖vs − v¯s‖.
Proof. The proof follows closely arguments in [3]. We first reduce the study of Eq. (20) to
that of (8). For this we consider the change of variables (t, y) = (t, v − v0(t)). Letting y(t) =
v(t)− v0(t), where v(t) is a solution of (20), we obtain
y′(t) = F (t, v(t))− F (t, v0(t))
= F (t, y(t)+ v0(t))− F (t, v0(t))= A(t)y(t)+G(t, y(t)).
By hypothesis A(t) satisfies assumption H1 in Section 3.1. It follows from (22) that G is of
class Ck . Furthermore, G(t,0) = 0 and ∂G(t,0) = ∂F (t, v0(t))−A(t) = 0, using (21). By (23),
for every (t, y,u) ∈ R+ ×X ×X,0
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h→0
F(t, y + v0(t)+ hu)− F(t, y + v0(t))
h
−A(t)u
∥∥∥∥
= lim
h→0
1
|h|
∥∥F (t, y + v0(t)+ hu)− F (t, y + v0(t))−A(t)hu∥∥
 lim
h→0
1
|h|c‖hu‖
(‖y + hu‖q + ‖y‖q) 2c‖u‖ · ‖y‖q,
and thus, ‖∂G(t, y)‖ 2c‖y‖q . For j = 2, . . . , k − 1, it follows from (23) that
∥∥∂jG(t, y)u∥∥= ∥∥∥∥ lim
h→0
∂j−1F(t, y + v0(t)+ hu)− ∂j−1F(t, y + v0(t))
h
∥∥∥∥
 lim
h→0
c
|h| ‖hu‖
(‖y + hu‖q−j+1 + ‖y‖q−j+1)= 2c‖u‖ · ‖y‖q−j+1,
and thus, ‖∂jG(t, y)‖ 2c‖y‖q−j+1. Together with (24) this shows that the function G satisfies
assumption H2 in Section 3.1. We can now apply Theorem 1 to obtain the desired statement. 
4. Proof of Theorem 1
4.1. Preliminaries
In view of the required forward invariance of V under solutions of the equation in (8) (see
(17)), any solution with initial condition in V at time s  0 must remain in V for every t  s, and
thus must be of the form (x(t), ϕ(t, x(t))) for every t  s. In particular, on such a manifold V
the equations in (9) can be written in the form
x(t) = U(t, s)x(s)+
t∫
s
U(t, τ )g
(
τ, x(τ ),ϕ
(
τ, x(τ )
))
dτ, (25)
ϕ
(
t, x(t)
)= V (t, s)ϕ(s, x(s))+ t∫
s
V (t, τ )h
(
τ, x(τ ),ϕ
(
τ, x(τ )
))
dτ. (26)
Without loss of generality we will always consider the norm ‖(x, y)‖ = ‖x‖+‖y‖ for (x, y) ∈
E × F . We equip the space Xβ in Section 3.1 with the norm
‖ϕ‖ = sup{∥∥ϕ(t, x)∥∥/‖x‖: t  0 and x ∈ Q(δe−βt )\{0}}. (27)
Clearly ‖ϕ‖ κ . We want to verify that Xβ is a complete metric space with the norm in (27). Let
X, Y be Banach spaces and let U ⊂ X be an open set. Given constants α ∈ (0,1], k ∈ N ∪ {0},
and b > 0 we define the set
C
k,α
(U,Y ) = {u ∈ Ck,α(U,Y ): ‖u‖k,α  b},b
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derivative with Hölder exponent α. Furthermore, we set
‖u‖k,α = max
{‖u‖∞,‖Du‖∞, . . . ,∥∥Dku∥∥∞,Hα(Dku)},
where ‖ · ‖∞ denotes the supremum norm and
Hα(u) = sup
{‖u(x)− u(y)‖
‖x − y‖α : x, y ∈ X and x = y
}
.
The following result shows that Ck,αb (U,Y ) is closed in the space of continuous functions
C(U,Y ) with the supremum norm.
Proposition 3 (Henry’s lemma [7, Lemma 2.2]). Let X, Y be Banach spaces and let U ⊂ X
be an open subset. If un ∈ Ck,αb (U,Y ) for each n ∈ N and u :U → Y is a function such that
‖un − u‖∞ → 0 as n → ∞, then u ∈ Ck,αb (U,Y ) and for each x ∈ U we have Dkun(x) →
Dku(x) as n → ∞.
When k = 1, this was first established by Henry in [9, p. 151]. A similar result was obtained
by Lanford in [10, p. 182] (with all limits, in the hypothesis and in the conclusion, pointwise in
the weak topology).
Given ϕ ∈ Xβ , t  0, and x ∈ Q(δe−βt ) we have
∥∥ϕ(t, x)∥∥ δe−βt ‖ϕ(t, x)‖‖x‖  δe−βt‖ϕ‖ δκ.
Thus, if (ϕn)n ⊂ Xβ is a Cauchy sequence with respect to the norm in (27), then, for each t  0,
(ϕn(t, ·))n ⊂ Ck,αδκ (Q(δe−βt ),F ) is a Cauchy sequence in the supremum norm. A simple appli-
cation of Proposition 3 yields the following.
Proposition 4. With the norm in (27), Xβ is a complete metric space.
For technical reasons, we also consider the space X∗β of continuous functions ϕ :R
+
0 ×E → F
such that ϕ|Zβ ∈ Xβ (see (11)) and
ϕ(s, ξ) = ϕ(s, δe−βsξ/‖ξ‖) whenever s  0 and ξ /∈ Q(δe−βs).
Clearly, there is a one-to-one correspondence between functions in Xβ and functions in X∗β . In
particular we have the following statement.
Proposition 5. With the norm ϕ → ‖ϕ|Zβ‖, X∗β is a complete metric space.
As in Section 3, we denote by ∂ the partial derivative with respect to the second variable. For
each fixed s  0, set
ρ(t) = a¯(t − s)+ as, (28)
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second variable such that for some constant C > 0 we have:
1. x(s, ξ) = ξ for every ξ ∈ Q(δe−βs).
2. ‖x‖′  Cδe−βs and ∥∥∂j x∥∥′  C for j = 1, . . . , k, (29)
where
‖x‖′ := sup{∥∥x(t, ξ)∥∥e−ρ(t): t  s and ξ ∈ Q(δe−βs)}; (30)
3. |x|′k := sup
{‖∂kx(t, ξ)− ∂kx(t, ξ¯ )‖
‖ξ − ξ¯‖α e
−ρ(t)
}
 C
with the supremum taken over t  s and ξ, ξ¯ ∈ Q(δe−βs) with ξ = ξ¯ .
An application of Proposition 3 now yields the following result.
Proposition 6. With the norm in (30), B is a complete metric space.
4.2. Preliminary bounds
We establish here several auxiliary bounds that are needed in the proof of Theorem 1.
We first recall the Faà di Bruno formula for the nth derivative of a composition. Consider open
sets Y , Z, and W of Banach spaces. Let g :Y → Z be defined in a neighborhood of x ∈ Y with
derivatives up to order n at x. Let also f :Z → W be defined in a neighborhood of y = g(x) ∈ Z
with derivatives up to order n at y. Then the nth derivative of the composition h = f ◦ g at x is
given by
dnx h =
n∑
k=1
dkyf
∑
0r1,...,rkn
r1+···+rk=n
cr1...rk d
r1
x g . . . d
rk
x g, (31)
for some nonnegative integers cr1...rk . Collecting derivatives of equal order, one can show that for
each n ∈ N there exists c = c(n) > 0 such that (see [6])
∥∥dnx h∥∥ c n∑
k=1
∥∥dkyf ∥∥ ∑
p(n,k)
n∏
j=1
∥∥djx g∥∥kj , (32)
where
p(n, k) =
{
(k1, . . . , kn) ∈ Nn0:
n∑
kj = k and
n∑
jkj = n
}
(33)j=1 j=1
128 L. Barreira, C. Valls / Journal of Functional Analysis 238 (2006) 118–148(here N0 is the set of nonnegative integers). Furthermore, using (31) and the triangular inequality
one can show that for y = g(x) and y¯ = g(x¯),
∥∥dnx h− dnx¯ h∥∥ c n∑
k=1
∥∥dkyf − dky¯ f ∥∥ ∑
p(n,k)
n∏
j=1
∥∥djx g∥∥kj + c′ n∑
k=1
∥∥dky¯ f ∥∥Sk, (34)
for some constant c′ = c′(n) > 0, where
Sk :=
∑
p(n,k)
n∑
j=1
Tj
j−1∏
m=1
∥∥dmx¯ g∥∥km n∏
m=j+1
∥∥dmx g∥∥km,
and
Tj :=
∥∥djx g − djx¯ g∥∥ kj−1∑
k=0
∥∥djx g∥∥kj−1−k∥∥djx¯ g∥∥k.
A multivariate extension of the Faà di Bruno formula was established in [6]. It can be readily
generalized to transformations in Banach spaces, as follows. Let g = (g1, g2) be defined in a
neighborhood of x with derivatives up to order n at x. Let also f (y) be defined in a neighbor-
hood of (y1, y2) = (g1(x), g2(x)) with derivatives up to order n at (y1, y2). Then for each n ∈ N
there exists c = c(n) > 0 such that the nth derivative of h = f ◦ (g1, g2) at x satisfies (compare
with [6])
∥∥dnx h∥∥ c∑
q(n)
∥∥∂λ1,λ2y1,y2 f ∥∥ n∑
s=1
∑
ps(n,λ)
s∏
j=1
∥∥dljx g1∥∥kj1∥∥dljx g2∥∥kj2, (35)
with the notations
∂λ1,λ2y1,y2 f =
∂λ1+λ2f (y1, y2)
∂y
λ1
1 ∂y
λ2
2
, q(n) = {(λ1, λ2): λ1 + λ2 ∈ {1, . . . , n}},
and, setting λ = (λ1, λ2),
ps(n,λ) =
{
(k11, k12, . . . , ks1, ks2; l1, . . . , ls) ∈ N2s0 ×Ns :
(kj1, kj2) = (0,0) for 1 j  s, l1 < · · · < ls,
s∑
j=1
kjl = λl for l = 1,2, and
s∑
j=1
lj (kj1 + kj2) = n
}
. (36)
Furthermore, in a similar manner to that in (34) one can show that for (y1, y2) = (g1(x), g2(x))
and (y¯1, y¯2) = (g1(x¯), g2(x¯)),
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q(n)
∥∥∂λ1,λ2y1,y2 f − ∂λ1,λ2y¯1,y¯2 f ∥∥ n∑
s=1
∑
ps(n,λ)
s∏
j=1
∥∥dljx g1∥∥kj1∥∥dljx g2∥∥kj2
+ c′
∑
q(n)
∥∥∂λ1,λ2y¯1,y¯2 f ∥∥ n∑
s=1
S˜s , (37)
for some constant c′ = c′(n) > 0, where
S˜s :=
∑
ps(n,λ)
s∑
j=1
T˜kj1,kj2,lj
j−1∏
i=1
∥∥dlix¯ g1∥∥ki1∥∥dlix¯ g2∥∥ki2 s∏
i=j+1
∥∥dlix g1∥∥ki1∥∥dlix g2∥∥ki2 , (38)
and
T˜kj1,kj2,lj :=
∥∥dljx g2∥∥kj2∥∥dljx g1 − dljx¯ g1∥∥ kj1−1∑
k=0
∥∥dljx g1∥∥kj1−1−k∥∥dljx¯ g1∥∥k
+ ∥∥dljx¯ g1∥∥kj1∥∥dljx g2 − dljx¯ g2∥∥ kj2−1∑
k=0
∥∥dljx g2∥∥kj2−1−k∥∥dljx¯ g2∥∥k. (39)
We now use these inequalities to obtain several auxiliary bounds. Given ϕ ∈ X∗β and x ∈ B we
will write
ϕ∗(t, ξ) = ϕ(t, x(t, ξ)). (40)
Lemma 1. There exists A > 0 such that for each j = 1, . . . , k, ϕ ∈ X∗β , (s, ξ) ∈ Zβ , and t  s
satisfying x(t, ξ) ∈ intQ(δe−βt ) we have∥∥∂jϕ∗(t, ξ)∥∥Aeρ(t)+(j−1)as .
Proof. Using (32) for the derivative ∂jϕ∗ we obtain
∥∥∂jϕ∗(t, ξ)∥∥ d j∑
m=1
∥∥∂mϕ(t, x(t, ξ))∥∥ ∑
p(j,m)
j∏
l=1
∥∥∂lx(t, ξ)∥∥kl
with p(j,m) as in (33). Since ∑jl=1 kl = m (see (33)), using (29) we obtain
∥∥∂jϕ∗(t, ξ)∥∥ dκ j∑
m=1
∑
p(j,m)
j∏
l=1
(
Ceρ(t)
)kl  c1 j∑
m=1
∑
p(j,m)
eρ(t)
∑j
l=1 kl
 c2
j∑
emρ(t)  c3eρ(t)+(j−1)as,
m=1
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and a  0). 
Given ϕ ∈ X∗β and x ∈ B we will write
g∗(t, ξ) = g(t, x(t, ξ), ϕ(t, x(t, ξ))). (41)
Lemma 2. There exists B > 0 such that for each j = 1, . . . , k, ϕ ∈ X∗β , (s, ξ) ∈ Zβ , and t  s we
have ∥∥∂jg∗(t, ξ)∥∥ Bδq+1−j e−β(q+1−j)se(q+1)ρ(t)+jas .
Proof. We note that the derivative ∂jg∗(t, ξ) is defined for every t  s. This is due to the fact
that, by (12), whenever t  0 is such that x(t, ξ) ∈ E \ intQ(δe−βt ) we have g∗(t, ξ) = 0. Indeed,∥∥(x(t, ξ), ϕ(t, x(t, ξ)))∥∥ ∥∥x(t, ξ)∥∥,
and by (12) we conclude that ∂jg∗(t, ξ) = 0 whenever ‖x(t, ξ)‖ δe−βt .
Assume now that x(t, ξ) ∈ intQ(δe−βt ). Using (35) for the derivative ∂jg∗ we obtain
∥∥∂jg∗(t, ξ)∥∥ c∑
q(j)
∥∥∂λ1,λ2x(t,ξ),ϕ(t,x(t,ξ))g(t, ·)∥∥
×
j∑
s=1
∑
ps(j,λ)
s∏
m=1
∥∥∂lmx(t, ξ)∥∥km1∥∥∂lmϕ∗(t, ξ)∥∥km2 ,
with ϕ∗(t, ξ) as in (40), and ps(j, λ) as in (36).
Since ϕ ∈ X∗β , using (13), (29), and the fact that in ps(j, λ) we have
s∑
j=1
(kj1 + kj2) = λ1 + λ2 and
s∑
j=1
lj kj2 
s∑
j=1
lj (kj1 + kj2) = j
(see (36)). It follows from Lemma 1 that
∥∥∂jg∗(t, ξ)∥∥ c1∑
q(j)
(∥∥x(t, ξ)∥∥+ ∥∥ϕ(t, x(t, ξ))∥∥)q+1−λ1−λ2
×
j∑
s=1
∑
ps(j,λ)
s∏
m=1
(
Ceρ(t)
)km1(Aeρ(t)+(lm−1)as)km2
 c2
∑
q(j)
(
(1 + κ1)
∥∥x(t, ξ)∥∥)q+1−λ1−λ2eρ(t)(λ1+λ2)+jas
 c3e(q+1)ρ(t)+jas
∑(
δe−βs
)q+1−(λ1+λ2),
q(j)
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statement. 
Lemma 3. For each j = 0, . . . , k − 1, (s, ξ), (s, ξ¯ ) ∈ Zβ , and t  s we have∥∥∂j x(t, ξ)− ∂j x(t, ξ¯ )∥∥ Ceρ(t)‖ξ − ξ¯‖. (42)
Proof. To prove the lemma it suffices to observe that by (29),∥∥∂j x(t, ξ)− ∂j x(t, ξ¯ )∥∥ sup
r∈[0,1]
∥∥∂j+1x(t, ξ + r(ξ¯ − ξ))∥∥ · ‖ξ − ξ¯‖Ceρ(t)‖ξ − ξ¯‖,
applying the mean value theorem. 
Lemma 4. There exists C′ > 0 such that for each ϕ ∈ X∗β , (s, ξ), (s, ξ¯ ) ∈ Zβ , and t  s satisfying
x(t, ξ), x(t, ξ¯ ) ∈ intQ(δe−βt ) we have∥∥∂kϕ∗(t, ξ)− ∂kϕ∗(t, ξ¯ )∥∥ C′eρ(t)+kas‖ξ − ξ¯‖α.
Proof. By (34) we obtain∥∥∂kϕ∗(t, ξ)− ∂kϕ∗(t, ξ¯ )∥∥
 c
k∑
m=1
∥∥∂mϕ(t, x(t, ξ))− ∂mϕ(t, x(t, ξ¯ ))∥∥ ∑
p(k,m)
k∏
l=1
∥∥∂lx(t, ξ)∥∥kl
+ c′
k∑
m=1
∥∥∂mϕ(t, x(t, ξ¯ ))∥∥Sm, (43)
with p(k,m) as in (33), and where
Sm :=
∑
p(k,m)
k∑
l=1
Tl
l−1∏
i=1
∥∥∂ix(t, ξ¯ )∥∥ki k∏
i=l+1
∥∥∂ix(t, ξ)∥∥ki , (44)
and
Tl :=
∥∥∂lx(t, ξ)− ∂lx(t, ξ¯ )∥∥ kl−1∑
k=0
∥∥∂lx(t, ξ)∥∥kl−1−k∥∥∂lx(t, ξ¯ )∥∥k.
Since ϕ ∈ X∗β , it follows from Lemma 3 that for i = 1, . . . , k − 1,∥∥∂iϕ(t, x(t, ξ))− ∂iϕ(t, x(t, ξ¯ ))∥∥
 sup
r∈[0,1]
∥∥∂i+1ϕ(t, x(t, ξ)+ r(x(t, ξ¯ )− x(t, ξ)))∥∥ · ∥∥x(t, ξ)− x(t, ξ¯ )∥∥
 κ
∥∥x(t, ξ)− x(t, ξ¯ )∥∥ κCeρ(t)‖ξ − ξ¯‖.
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 κCαeαρ(t)‖ξ − ξ¯‖α. (45)
Since δ < 1, we have ‖ξ − ξ¯‖ ‖ξ − ξ¯‖α , and using (29) with j = l we obtain
Tl  Ceρ(t)‖ξ − ξ¯‖α
kl−1∑
k=0
(
Ceρ(t)
)kl−1 Ckl kleklρ(t)‖ξ − ξ¯‖α. (46)
By (44) together with (46), (29), and the fact that in p(k,m) we have ∑ki=1 ki = m (see (33)) we
conclude that
Sm 
∑
p(k,m)
k∑
l=1
Tl
k∏
i=1,i =l
(
Ceρ(t)
)ki
 c1
∑
p(k,m)
k∑
l=1
Ckl kle
klρ(t)‖ξ − ξ¯‖α
k∏
i=1,i =l
ekiρ(t)  c2emρ(t)‖ξ − ξ¯‖α, (47)
for some constants c1, c2 > 0. By (43), (45), (47), (29), the fact that in p(k,m) we have∑k
i=1 ki = m (see (33)), and since ρ(t) = a¯(t − s)+ as with a¯ < 0 and a > 0, we obtain
∥∥∂kϕ∗(t, ξ)− ∂kϕ∗(t, ξ¯ )∥∥ c3eas‖ξ − ξ¯‖α k∑
m=1
∑
p(k,m)
k∏
l=1
(
Ceρ(t)
)kl
+ c4‖ξ − ξ¯‖α
k∑
m=1
emρ(t)
 c5eas‖ξ − ξ¯‖α
k∑
m=1
emρ(t)  c6eρ(t)+kas‖ξ − ξ¯‖α,
for some constants c3, c4, c5, c6 > 0. This gives the desired statement. 
In view of Lemmas 1 and 4, for each j = 0, . . . , k we have∥∥∂jϕ∗(t, ξ)− ∂jϕ∗(t, ξ¯ )∥∥ V eρ(t)+jas‖ξ − ξ¯‖α, (48)
for some constant V > 0.
Lemma 5. There exists D′ > 0 such that for each ϕ ∈ X∗β , x ∈ B, (s, ξ), (s, ξ¯ ) ∈ Zβ , and t  s
we have ∥∥∂kg∗(t, ξ)− ∂kg∗(t, ξ¯ )∥∥D′(δe−βs)q−keqρ(t)+(k+1)as‖ξ − ξ¯‖α. (49)
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of Lemma 2. We first assume that x(t, ξ), x(t, ξ¯ ) ∈ intQ(δe−βt ). We use (37) to obtain
∥∥∂kg∗(t, ξ)− ∂kg∗(t, ξ¯ )∥∥
 c
∑
q(k)
Gλ1,λ2
k∑
s=1
∑
ps(k,λ)
s∏
m=1
∥∥∂lmx(t, ξ)∥∥km1∥∥∂lmϕ∗(t, ξ)∥∥km2
+ c′
∑
q(k)
∥∥∂λ1,λ2
x(t,ξ¯ ),ϕ∗(t,ξ¯ )g(t, ·)
∥∥ k∑
s=1
S˜s , (50)
where
Gλ1,λ2 =
∥∥∂λ1,λ2x(t,ξ),ϕ∗(t,ξ)g(t, ·)− ∂λ1,λ2x(t,ξ¯ ),ϕ∗(t,ξ¯ )g(t, ·)∥∥,
and, in view of (38) and (39),
S˜s :=
∑
ps(k,λ)
s∑
m=1
T˜km1,km2,lm
(
m−1∏
i=1
∥∥∂li x(t, ξ¯ )∥∥ki1∥∥∂li ϕ∗(t, ξ¯ )∥∥ki2
×
s∏
i=m+1
∥∥∂li x(t, ξ)∥∥ki1∥∥∂li ϕ∗(t, ξ)∥∥ki2), (51)
and
T˜km1,km2,lm :=
∥∥∂lmϕ∗(t, ξ)∥∥km2∥∥∂lmx(t, ξ)− ∂lmx(t, ξ¯ )∥∥
×
km1−1∑
k=0
∥∥∂lmx(t, ξ)∥∥km1−1−k∥∥∂lmx(t, ξ¯ )∥∥k
+ ∥∥∂lmx(t, ξ¯ )∥∥km1∥∥∂lmϕ∗(t, ξ)− ∂lmϕ∗(t, ξ¯ )∥∥
×
km2−1∑
k=0
∥∥∂lmϕ∗(t, ξ)∥∥km2−1−k∥∥∂lmϕ∗(t, ξ¯ )∥∥k. (52)
By the mean value theorem, for λ1 + λ2 = 1, . . . , k − 1 we have
Gλ1,λ2  sup
r∈[0,1]
∥∥∂λ1+1,λ2a(r) g(t, ·)∥∥ · ∥∥x(t, ξ)− x(t, ξ¯ )∥∥
+ sup
r∈[0,1]
∥∥∂λ1,λ2+1b(r) g(t, ·)∥∥ · ∥∥ϕ∗(t, ξ)− ϕ∗(t, ξ¯ )∥∥,
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a(r) = (x(t, ξ)+ r(x(t, ξ¯ )− x(t, ξ)), ϕ∗(t, ξ)),
b(r) = (x(t, ξ), ϕ∗(t, ξ)+ r(ϕ∗(t, ξ¯ )− ϕ∗(t, ξ))).
By (13), (29), and Lemma 1, for λ1 + λ2 = 1, . . . , k − 1 we obtain
Gλ1,λ2  c
(
(1 + κ)Cδe−βseρ(t))q−λ1−λ2Ceρ(t)‖ξ − ξ¯‖
+ c((1 + κ)Cδe−βseρ(t))q−λ1−λ2Aeρ(t)‖ξ − ξ¯‖
= c1
(
δe−βs
)q−λ1−λ2eρ(t)(q+1−(λ1+λ2))‖ξ − ξ¯‖,
for some constant c1 > 0. Furthermore, since ϕ ∈ X∗β , in view of (14), (29), and Lemma 3, for
λ1 + λ2 = k we have
Gλ1,λ2  c2eαρ(t)‖ξ − ξ¯‖α
(
2(1 + κ)Cδe−βseρ(t))q−k
 c3
(
δe−βs
)q−k
eρ(t)(q−k+α)‖ξ − ξ¯‖α,
for some constants c2, c3 > 0. Thus, for each λ1 + λ2 ∈ {1, . . . , k} we have
Gλ1,λ2 max{c1, c3}
(
δe−βs
)q−(λ1+λ2)eρ(t)(q−(λ1+λ2))eas‖ξ − ξ¯‖α,
where we have used (28).
By Lemma 1 together with the fact that in ps(k,λ) we have
s∑
m=1
(km1 + km2) = λ1 + λ2 and
s∑
m=1
(lm − 1)km2 
s∑
m=1
lm(km1 + km2) = k,
the first summand in (50) can be bounded by
c4
(
δe−βs
)q−k
eqρ(t)+(k+1)as‖ξ − ξ¯‖α, (53)
for some constant c4 > 0. To bound the second summand in (50) we first bound T˜km1,km2,lm .
By (52), using Lemmas 1 and 3, (29), and (48), we obtain
T˜km1,km2,lm  c5eρ(t)(km1+km2)‖ξ − ξ¯‖ekm2(lm−1)as
+ c6eρ(t)(km1+km2)‖ξ − ξ¯‖αe((km2−1)(lm−1)+lm)as
= c7eρ(t)(km1+km2)e(km2(lm−1)+1)as‖ξ − ξ¯‖α,
for some constants c5, c6, c7 > 0. In view of (51), using Lemma 1 and the fact that in ps(k,λ)
we have
∑s
m=1(km1 + km2) = λ1 + λ2 and
s∑
(lm − 1)(km1 + km2)
s∑
lm(km1 + km2) = k,m=1 m=1
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S˜s  c8eas‖ξ − ξ¯‖α
∑
ps(k,λ)
s∑
m=1
eρ(t)(km1+km2)ekm2(lm−1)as
×
s∏
i=1,i =m
eρ(t)(ki1+ki2)e(ki1+ki2)(li−1)as
 c9eρ(t)(λ1+λ2)+(k+1)as‖ξ − ξ¯‖α,
for some constants c8, c9 > 0. Therefore, the second summand in (50) can be bounded by
c10e
(k+1)as‖ξ − ξ¯‖α
∑
q(k)
(
(1 + κ)∥∥x(t, ξ¯ )∥∥)q+1−λ1−λ2eρ(t)(λ1+λ2)
 c10e(q+1)ρ(t)+(k+1)as‖ξ − ξ¯‖α
∑
q(k)
(
(1 + κ)Cδe−βs)q+1−λ1−λ2
 c11
(
δe−βs
)q+1−k
e(q+1)ρ(t)+(k+1)as‖ξ − ξ¯‖α, (54)
for some constants c10, c11 > 0. By (50), (53), and (54) we obtain∥∥∂kg∗(t, ξ)− ∂kg∗(t, ξ¯ )∥∥ c4(δe−βs)q−keqρ(t)+(k+1)as‖ξ − ξ¯‖α
+ c11
(
δe−βs
)q+1−k
e(q+1)ρ(t)+(k+1)as‖ξ − ξ¯‖α
D′
(
δe−βs
)q−k
eqρ(t)+(k+1)as‖ξ − ξ¯‖α,
for some constant D′ > 0, since β > a.
When x(t, ξ), x(t, ξ¯ ) /∈ intQ(δe−βt ) we have ∂kg∗(t, ξ) = ∂kg∗(t, ξ¯ ) = 0 and there is nothing
to show.
We now assume that x(t, ξ) ∈ intQ(δe−βt ) and x(t, ξ¯ ) /∈ intQ(δe−βt ). Take c ∈ (0,1] such
that the vector z = cξ + (1 − c)ξ¯ satisfies ‖x(t, z)‖ = δe−βt . Then ∂kg∗(t, ξ¯ ) = ∂kg∗(t, z) = 0
and ∥∥∂kg∗(t, ξ)− ∂kg∗(t, ξ¯ )∥∥

∥∥∂kg∗(t, ξ)− ∂kg∗(t, z)∥∥+ ∥∥∂kg∗(t, z)− ∂kg∗(t, ξ¯ )∥∥
D′
(
δe−βs
)q−k
eqρ(t)+(k+1)as‖ξ − z‖α
D′
(
δe−βs
)q−k
eqρ(t)+(k+1)as‖ξ − ξ¯‖α.
This completes the proof. 
4.3. Solution on the stable direction
The proof of Theorem 1 is obtained in several steps. We first establish the existence of a
unique function x(t) = xϕ(t) satisfying (25) for each given ϕ ∈ X∗ .β
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1. For each ϕ ∈ X∗β , given s  0 there exists a unique function x = xϕ ∈ B satisfying (25) for
every t  s.
2. We have ∥∥x(t, ξ)∥∥ Ceρ(t)‖ξ‖ for every t  s. (55)
Proof. Given x ∈ B, we define the operator
(Jx)(t, ξ) = U(t, s)ξ +
t∫
s
U(t, τ )g
(
τ, x(τ, ξ), ϕ
(
τ, x(τ, ξ)
))
dτ
for each t  s and ξ ∈ Q(δe−βs). Using the last condition in (12), we find that Jx is a contin-
uous function of class Ck in ξ . The fact that (Jx)(s, ξ) = ξ is immediate from U(s, s)ξ = ξ .
Furthermore, using (13) and (29),∥∥g(τ, x(τ ),ϕ(τ, x(τ )))∥∥ c(1 + κ)q+1∥∥x(τ)∥∥q+1
 c(1 + κ)q+1Cq+1δq+1e−β(q+1)se(q+1)ρ(τ).
By (10) we have
β  a(q + k + 1)/(q − k) > a(q + 1)/q.
Therefore, using the first inequality in (7) and (28), we obtain∥∥(Jx)(t, ξ)−U(t, s)ξ∥∥

t∫
s
∥∥U(t, τ )∥∥ · ∥∥g(τ, x(τ ),ϕ(τ, x(τ )))∥∥dτ
 c(1 + κ)q+1Cq+1D1δq+1
t∫
s
ea¯(t−τ)+aτ ea¯(q+1)(τ−s)e(q+1)(a−β)s dτ
 c(1 + κ)q+1Cq+1D1δq+1ea¯(t−s)+as+(q+1)(a−β)s
∞∫
s
e(qa¯+a)(τ−s) dτ
 c(1 + κ)q+1Cq+1D1δq+1e−βse(q+1)as−qβseρ(t)
∞∫
s
eT1(τ−s) dτ,
with
T1 = (q − 1)a¯ + a < 0. (56)
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T1 + (1 − k)a¯ + a(q + k)+ b = (q − k)(a¯ + β) < 0,
and hence T1 < 0. Therefore∥∥(Jx)(t, ξ)−U(t, s)ξ∥∥ θδe−βseρ(t),
where
θ = c(1 + κ)q+1Cq+1D1δq/|T1|.
Furthermore, by (7), (28), and since ξ ∈ Q(δe−βs) we have∥∥U(t, s)ξ∥∥D1eρ(t)‖ξ‖D1δe−βseρ(t).
Thus, choosing C >D1 in the definition of B independently of s, and taking δ sufficiently small
we obtain
‖Jx‖′  (D1 + θ)δe−βs  Cδe−βs .
We now consider the derivatives ∂j (Jx). By Lemma 2 applied to the function g∗ (see (41)), for
j = 1, . . . , k we have ∥∥∂jg∗(τ, ξ)∥∥ Bδq+1−j e−β(q+1−j)se(q+1)ρ(τ)+jas . (57)
Therefore, by (57) and the first inequality in (7), for j = 2, . . . , k,
∥∥∂j (Jx)(t, ξ)∥∥ t∫
s
∥∥U(t, τ )∥∥ · ∥∥∂jg∗(τ, ξ)∥∥dτ
 BD1δq+1−j e−β(q+1−j)se(q+1+j)aseρ(t)
t∫
s
e(qa¯+a)(τ−s) dτ
 BD1δq+1−j e−β(q+1−j)se(q+1+j)aseρ(t)
∞∫
s
eT1(τ−s) dτ,
with T1 < 0 as in (56). Therefore, taking δ sufficiently small, for j = 2, . . . , k we have∥∥∂j (Jx)∥∥′  BD1δq+1−j e−β(q+1−j)se(q+1+j)as/|T1|C,
where we have used that by (10) we have β > a(q + 1 + j)/(q − j). When j = 1, the term
U(t, s) is also present in the derivative, and thus
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
(
D1 +BD1δqe−βqse(q+2)as/|T1|
)
eρ(t).
Taking δ sufficiently small, and using (10) we obtain∥∥∂(Jx)∥∥′ D1 +BD1δqe−βqse(q+2)as/|T1|C.
Finally, by Lemma 5 and the first inequality in (7), for each t  s and ξ , ξ¯ ∈ Q(δe−βs) we have
∥∥∂k(Jx)(t, ξ)− ∂k(Jx)(t, ξ¯ )∥∥

t∫
s
∥∥U(t, τ )∥∥ · ∥∥∂kg∗(τ, ξ)− ∂kg∗(τ, ξ¯ )∥∥dτ
D′δq−ke−β(q−k)se(q+k+1)as‖ξ − ξ¯‖αD1
t∫
s
ea¯(t−τ)+aτ ea¯q(τ−s) dτ
D′D1δq−k‖ξ − ξ¯‖αea¯(t−s)+as
t∫
s
e((q−1)a¯+a)(τ−s) dτ
= D′D1δq−k‖ξ − ξ¯‖αeρ(t)
∞∫
s
eT1(τ−s) dτ = D
′D1δq−k
|T1| ‖ξ − ξ¯‖
αeρ(t).
Taking δ sufficiently small we obtain∣∣(Jx)∣∣′
k
D′D1δq−k/|T1| C.
Hence Jx ∈ B, and J :B → B is a well-defined operator.
We now prove that J is a contraction in the norm ‖ · ‖′. Given x, y ∈ B and τ  s, it follows
from (13), the mean value theorem, and (29) that
∥∥g(τ, x(τ, ξ), ϕ(τ, x(τ, ξ)))− g(τ, y(τ, ξ), ϕ(τ, y(τ, ξ)))∥∥
 sup
r∈[0,1]
∥∥∂a(r)g(t, ·)∥∥ · ∥∥x(τ, ξ)− y(τ, ξ)∥∥
+ sup
r∈[0,1]
∥∥∂b(r)g(t, ·)∥∥ · ∥∥ϕ(τ, x(τ, ξ))− ϕ(τ, y(τ, ξ))∥∥
 c(1 + κ)((1 + κ)Cδe−βseρ(τ))q∥∥x(τ, ξ)− y(τ, ξ)∥∥
= c(1 + κ)((1 + κ)Cδe−βseρ(τ))q‖x − y‖′eρ(τ),
with
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b(r) = (x(τ, ξ), ϕ(τ, x(τ, ξ))+ r(ϕ(τ, y(τ, ξ))− ϕ(τ, x(τ, ξ)))).
By the first inequality in (7) and (10) we obtain∥∥(Jx)(t, ξ)− (Jy)(t, ξ)∥∥

t∫
s
∥∥U(t, τ )∥∥ · ∥∥g(τ, x(τ, ξ), ϕ(τ, x(τ, ξ)))− g(τ, y(τ, ξ), ϕ(τ, y(τ, ξ)))∥∥dτ
 c(1 + κ)q+1Cqδq‖x − y‖′
t∫
s
D1e
a¯(t−τ)+aτ ea¯(q+1)(τ−s) dτ
 c(1 + κ)q+1CqD1δq‖x − y‖′ea¯(t−s)+as
∞∫
s
e(qa¯+a)(τ−s) dτ
 c(1 + κ)q+1CqD1δq‖x − y‖′eρ(t)
∞∫
s
eT1(τ−s) dτ  θ1‖x − y‖′eρ(t),
where
θ1 = c(1 + κ)q+1CqD1δq/|T1|.
Therefore, taking δ sufficiently small, we obtain
‖Jx − Jy‖′  θ1‖x − y‖′ (58)
with θ1 < 1. Hence, J is a contraction. Thus, by Proposition 6 there exists a unique function
x = xϕ ∈ B such that Jx = x. The inequality in (55) is an immediate consequence of Lemma 3,
by setting j = 0 and ξ¯ = 0 in (42); note that it follows readily from (25) that x(t,0) = 0 for
every t , by the uniqueness of the solutions. 
4.4. Auxiliary results
In order to establish the existence of a function ϕ ∈ X∗β satisfying (26) when x is the func-
tion xϕ given by Lemma 6 with xϕ(s, ξ) = ξ , we first transform this problem into another one.
Lemma 7. Given δ > 0 sufficiently small and ϕ ∈ X∗β , the following properties hold:
1. If
ϕ
(
t, xϕ(t, ξ)
)= V (t, s)ϕ(s, ξ)+ t∫ V (t, τ )h(τ, xϕ(τ, ξ), ϕ(τ, xϕ(τ, ξ)))dτ (59)
s
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ϕ(s, ξ) = −
∞∫
s
V (τ, s)−1h
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ (60)
for every (s, ξ) ∈ Zβ (including the requirement that the integral is well defined).
2. If (60) holds for every (s, ξ) ∈ Zβ = Zβ(δ), then (59) holds for every (s, ξ) ∈ Zγ = Zγ (δ/C)
and t  s.
Proof. We first show that the integral in (60) is well defined for each (s, ξ) ∈ Zβ . By (55) in
Lemma 6, (13), and (29) we have
∥∥h(τ, xϕ(τ, ξ), ϕ(τ, xϕ(τ, ξ)))∥∥ c∥∥(xϕ(τ, ξ), ϕ(τ, xϕ(τ, ξ)))∥∥q+1
 c(1 + κ)q+1∥∥xϕ(τ, ξ)∥∥q+1
 c(1 + κ)q+1Cq+1e(q+1)a¯(τ−s)+a(q+1)s‖ξ‖q+1.
By the second inequality in (7) and since ξ ∈ Q(δe−βs) we obtain
∞∫
s
∥∥V (τ, s)−1h(τ, xϕ(τ, ξ), ϕ(τ, xϕ(τ, ξ)))∥∥dτ
D2c(1 + κ)q+1Cq+1δq+1e(q+1)(a−β)s
∞∫
s
e−b(τ−s)+bτ+(q+1)a¯(τ−s) dτ
= D2c(1 + κ)q+1Cq+1δq+1e(b+(q+1)(a−β))s
∞∫
s
e(T2+qa¯)(τ−s) dτ, (61)
where (see (16))
T2 = a¯ − b + b < 0. (62)
Since a¯ < 0 we have T2 +qa¯ < 0, and thus the last integral in (61) is finite. Therefore, the integral
in (60) is well defined.
We now assume that (59) holds for every (s, ξ) ∈ Zβ and t  s, and we rewrite the identity in
the equivalent form
ϕ(s, ξ) = V (t, s)−1ϕ(t, xϕ(t, ξ))− t∫
s
V (τ, s)−1h
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ. (63)
By (55) in Lemma 6, we have
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D2e−b(t−s)+bt κCea¯(t−s)δe(a−β)s
= D2κCδeT2(t−s)+(a+b−β)s → 0
as t → ∞. Thus, letting t → ∞ in (63), we obtain (60) for every (s, ξ) ∈ Zβ and t  s. This
establishes the first property.
We now assume that (60) holds for every (s, ξ) ∈ Zβ and t  s. Since V (t, s)V (τ, s)−1 =
V (t, τ ) we readily obtain
V (t, s)ϕ(s, ξ)+
t∫
s
V (t, τ )h
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ
= −
∞∫
t
V (τ, t)−1h
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ. (64)
We now show that the right-hand side of (64) is equal to ϕ(t, xϕ(t)). We first define a semiflow Fτ
for each τ  0 and (s, ξ) ∈ Zβ by
Fτ (s, ξ) =
(
s + τ, xϕ(s + τ, s, ξ)
)
.
This semiflow is obtained from the autonomous equation
t ′ = 1, x′ = B(t)x + g(t, x,ϕ(t, x))
considering a new time variable. Note that in view of (60),
ϕ(s, ξ) = −
∞∫
s
V (τ, s)−1h
(
Fτ−s(s, ξ), ϕ
(
τ,Fτ−s(s, ξ)
))
dτ. (65)
Given τ  t  s, we have
Fτ−t
(
t, xϕ(t)
)= Fτ−t(Ft−s(s, ξ))= Fτ−s(s, ξ) = (τ, xϕ(τ )).
Furthermore, when (s, ξ) ∈ Zγ (δ/C) it follows from (55) in Lemma 6 that∥∥xϕ(t)∥∥ Cea¯(t−s)+as‖ξ‖ δe(a¯+β)(t−s)−βt  δe−βt .
Thus (t, xϕ(t)) ∈ Zβ = Zβ(δ) for every t  s, provided that (s, ξ) ∈ Zγ = Zγ (δ/C), and we can
replace (s, ξ) by (t, xϕ(t)) in (65). This yields
ϕ
(
t, xϕ(t, ξ)
)= − ∞∫ V (τ, t)−1h(Fτ−t(t, xϕ(t, ξ)), ϕ(τ,Fτ−t(t, xϕ(t, ξ))))dτ
t
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∞∫
t
V (τ, t)−1h
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ. (66)
Combining (64) and (66), we conclude that (59) holds for every (s, ξ) ∈ Zγ and t  s. This
completes the proof of the lemma. 
We need to discuss how the function xϕ varies with ϕ. Given ϕ,ψ ∈ X∗β and (s, ξ) ∈ Zβ , we
denote by xϕ and xψ the functions given by Lemma 6 such that xϕ(s, ξ) = xψ(s, ξ) = ξ .
Lemma 8. There exists K > 0 such that for every δ > 0 sufficiently small, ϕ, ψ ∈ X∗β , and
(s, ξ) ∈ Zβ we have∥∥xϕ(t, ξ)− xψ(t, ξ)∥∥Kea¯(t−s)‖ξ‖ · ‖ϕ −ψ‖ for every t  s. (67)
Proof. Using (13) (with f replaced by g) we obtain
∥∥g(τ, xϕ(τ, ξ), ϕ(τ, xϕ(τ, ξ)))− g(τ, xψ(τ, ξ),ψ(τ, xψ(τ, ξ)))∥∥
 c(1 + κ)q∥∥(xϕ(τ, ξ)− xψ(τ, ξ), ϕ(τ, xϕ(τ, ξ))−ψ(τ, xψ(τ, ξ)))∥∥
× (∥∥xϕ(τ, ξ)∥∥q + ∥∥xψ(τ, ξ)∥∥q). (68)
Furthermore,
∥∥ϕ(τ, xϕ(τ, ξ))−ψ(τ, xψ(τ, ξ))∥∥

∥∥ϕ(τ, xϕ(τ, ξ))−ψ(τ, xϕ(τ, ξ))∥∥+ ∥∥ψ(τ, xϕ(τ, ξ))−ψ(τ, xψ(τ, ξ))∥∥

∥∥xϕ(τ, ξ)∥∥ · ‖ϕ −ψ‖ + κ∥∥xϕ(τ, ξ)− xψ(τ, ξ)∥∥. (69)
When xϕ(τ, ξ) /∈ Q(δe−βτ ), the first term after the last inequality in (69) appears in this form
due to the fact that
∥∥ϕ(τ, xϕ(τ, ξ))−ψ(τ, xϕ(τ, ξ))∥∥
=
∥∥∥∥ϕ(τ, δe−βτ xϕ(τ, ξ)‖xϕ(τ, ξ)‖
)
−ψ
(
τ, δe−βτ
xϕ(τ, ξ)
‖xϕ(τ, ξ)‖
)∥∥∥∥
 δe−βτ‖ϕ −ψ‖ ∥∥xϕ(τ, ξ)∥∥ · ‖ϕ −ψ‖.
By (55) in Lemma 6 we conclude that
∥∥g(τ, xϕ(τ, ξ), ϕ(τ, xϕ(τ, ξ)))− g(τ, xψ(τ),ψ(τ, xψ(τ)))∥∥
 2c(1 + κ)qCqδqeqa¯(τ−s)+qas−qβs
× (∥∥xϕ(τ, ξ)∥∥ · ‖ϕ −ψ‖ + (1 + κ)∥∥xϕ(τ, ξ)− xψ(τ, ξ)∥∥). (70)
L. Barreira, C. Valls / Journal of Functional Analysis 238 (2006) 118–148 143We now apply Gronwall’s lemma. Set
ρ¯(t) = ∥∥xϕ(t, ξ)− xψ(t, ξ)∥∥ and η¯ = 2c(1 + κ)qCqδq . (71)
Note that η¯  2q+1c(1 + κ)qCq , and that the last constant is independent of δ. Using the first
inequality in (7), (55) in Lemma 6, and (70), it follows from (25) that
ρ¯(t) η¯
t∫
s
∥∥U(t, τ )∥∥eqa¯(τ−s)+qas−qβs∥∥xϕ(τ, ξ)∥∥ · ‖ϕ −ψ‖dτ
+ η¯
t∫
s
∥∥U(t, τ )∥∥eqa¯(τ−s)+qas−qβs(1 + κ)∥∥xϕ(τ, ξ)− xψ(τ, ξ)∥∥dτ
 η¯D1C‖ξ‖ · ‖ϕ −ψ‖e((q+1)a−qβ)s
t∫
s
ea¯(t−s)+((q−1)a¯+a)(τ−s) dτ
+ η¯D1(1 + κ)eq(a−β)s
t∫
s
ea¯(t−τ)+aτ eqa¯(τ−s)ρ¯(τ ) dτ.
We conclude that
e−a¯(t−s)ρ¯(t) η¯D1Ce((q+1)a−qβ)s
∞∫
s
eT1(τ−s) dτ‖ξ‖ · ‖ϕ −ψ‖
+ η¯D1(1 + κ)e((q+1)a−qβ)s
t∫
s
eT1(τ−s)ρ¯(τ ) dτ
 η¯D1C
∞∫
s
eT1(τ−s) dτ‖ξ‖ · ‖ϕ −ψ‖
+ η¯D1(1 + κ)
t∫
s
eT1(τ−s)ρ¯(τ ) dτ,
with T1 < 0 as in (56), using also the definition of β . We can now apply Gronwall’s lemma to the
function e−a¯(t−s)ρ¯(t) to obtain
ρ¯(t) η¯D1C|T1| e
η¯D1(1+κ)/|T1|ea¯(t−s)‖ξ‖ · ‖ϕ −ψ‖.
This completes the proof of the lemma. 
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We now put together the information given by the former lemmas to establish the existence of
a function ϕ ∈ X∗β satisfying (26) when x = xϕ (with the function xϕ given by Lemma 6).
Lemma 9. Given δ > 0 sufficiently small, there exists a unique function ϕ ∈ X∗β such that (60)
holds for every (s, ξ) ∈ Zβ .
Proof. We look for a fixed point of the operator Φ defined for each ϕ ∈ Xβ by
(Φϕ)(s, ξ) = −
∞∫
s
V (τ, s)−1h
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ (72)
when (s, ξ) ∈ Zβ , where xϕ : [s,+∞) × E → E is the unique function given by Lemma 6 such
that xϕ(s, ξ) = ξ , and by
(Φϕ)(s, ξ) = (Φϕ)(s, δe−βsξ/‖ξ‖),
otherwise. In view of Proposition 5, it suffices to prove that Φ is a contraction with the norm ‖ · ‖
in (27) (or more precisely the norm ϕ → ‖ϕ|Zβ‖).
We first note that by the chain rule, Φϕ|Zβ is of class Ck in ξ for each ϕ ∈ X∗β . Since
xϕ(t,0) = 0 for every ϕ ∈ X∗β and t  s (see Lemma 6), it follows from (72) that (Φϕ)(s,0) = 0
for every s  0. Furthermore, also from (72),
∂(Φϕ)(s,0) = −
∞∫
s
V (τ, s)−1∂h(τ,0)∂aϕ(τ,0) dτ,
where aϕ(τ, ξ) = (xϕ(τ, ξ), ϕ(τ, xϕ(τ, ξ))). Since ∂h(τ,0) = 0, we conclude that
∂(Φϕ)(s,0) = 0 for every s  0.
By an analogous argument to that in the proof of Lemma 2 with g replaced by h and setting
h∗(τ, ξ) = h(τ, aϕ(τ, ξ)), for j = 1, . . . , k we have∥∥∂jh∗(τ, ξ)∥∥ Bδq+1−j e−β(q+1−j)se(q+1)ρ(τ)+jas .
Using the second inequality in (7) together with the definition of β in (10), we obtain∥∥∂j (Φϕ)(s, ξ)∥∥

∞∫
s
∥∥V (τ, s)−1∥∥ · ∥∥∂jh∗(τ, ξ)∥∥dτ
 Bδq+1−j e−β(q+1−j)se(q+1+j)asD2
∞∫
e−b(τ−s)+bτ e(q+1)a¯(τ−s) dτs
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∞∫
s
e(−b+b+(q+1)a¯)(τ−s) dτ
 Bδq+1−jD2
∞∫
s
e(T2+qa¯)(τ−s) dτ  Bδ
q+1−jD2
|T2 + qa¯| ,
with T2 < 0 as in (62). Taking δ sufficiently small so that
Bδq+1−kD2/|T2 + qa¯| < κ,
we have ‖∂j (Φϕ)(s, ξ)‖ κ for every s  0 and ξ ∈ Q(δe−βs). Furthermore, by an analogous
statement to that in Lemma 5 with g replaced by h,∥∥∂kh∗(τ, ξ)− ∂kh∗(τ, ξ¯ )∥∥D′(δe−βs)q−keqρ(τ)+(k+1)as‖ξ − ξ¯‖α.
Using again the second inequality in (7) together with the definition of β in (10) we conclude
that ∥∥∂k(Φϕ)(s, ξ)− ∂k(Φϕ)(s, ξ¯ )∥∥

∞∫
s
∥∥V (τ, s)−1∥∥ · ∥∥∂kh∗(τ, ξ)− ∂kh∗(τ, ξ¯ )∥∥dτ
D′δq−ke−β(q−k)se(q+k+1)as‖ξ − ξ¯‖αD2
∞∫
s
e−b(τ−s)+bτ+a¯q(τ−s) dτ
D′δq−ke((q+k+1)a+b−β(q−k))s‖ξ − ξ¯‖αD2
∞∫
s
e(−b+b+a¯q)(τ−s) dτ
D′δq−kD2‖ξ − ξ¯‖α
∞∫
s
e(T2+(q−1)a¯)(τ−s) dτ
 D
′δq−kD2
|T2 + (q − 1)a¯| ‖ξ − ξ¯‖
α.
Taking δ sufficiently small so that the last fraction is at most κ , for every s  0 and ξ ∈ Q(δe−βs)
we have ∥∥∂k(Φϕ)(s, ξ)− ∂k(Φϕ)(s, ξ¯ )∥∥ κ‖ξ − ξ¯‖α.
This shows that Φ(X∗β) ⊂ X∗β , and hence, Φ :X∗β → X∗β is well defined.
We now show that Φ :X∗β → X∗β is a contraction. Given ϕ, ψ ∈ X∗β , and (s, ξ) ∈ Zβ , let xϕ
and xψ be the unique functions given by Lemma 6 such that xϕ(s, ξ) = xψ(s, ξ) = ξ . Proceeding
in a similar manner to that in (68) and (69), with g replaced by h, we obtain
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 c(1 + κ)q∥∥(xϕ(τ, ξ)− xψ(τ, ξ), ϕ(τ, xϕ(τ, ξ))−ψ(τ, xψ(τ, ξ)))∥∥
× (∥∥xϕ(τ, ξ)∥∥q + ∥∥xψ(τ, ξ)∥∥q)
 c(1 + κ)q(∥∥xϕ(τ, ξ)∥∥ · ‖ϕ −ψ‖ + (1 + κ)∥∥xϕ(τ, ξ)− xψ(τ, ξ)∥∥)
× (∥∥xϕ(τ, ξ)∥∥q + ∥∥xψ(τ, ξ)∥∥q).
It follows from Lemma 6, and (67) in Lemma 8 that
b(τ) η¯eqa¯(τ−s)+q(a−β)s
(∥∥xϕ(τ, ξ)∥∥ · ‖ϕ −ψ‖ + (1 + κ)∥∥xϕ(τ, ξ)− xψ(τ, ξ)∥∥)
 η¯e(q+1)a¯(τ−s)+(q+1)as−βqs
(
C + (1 + κ)Ke−as)‖ξ‖ · ‖ϕ −ψ‖,
with η¯ as in (71). Setting G = η¯(C + (1 + κ)K) and using (7), we obtain∥∥(Φϕ)(s, ξ)− (Φψ)(s, ξ)∥∥

∞∫
s
∥∥V (τ, s)−1∥∥ · b(τ) dτ
D2G‖ξ‖ · ‖ϕ −ψ‖e((q+1)a+b−β)s
∞∫
s
e(−b+b+(q+1)a¯)(τ−s) dτ
= D2G‖ξ‖ · ‖ϕ −ψ‖
∞∫
s
e(T2+qa¯)(τ−s) dτ  D2G|T2 + qa¯| ‖ξ‖ · ‖ϕ −ψ‖.
Taking δ > 0 sufficiently small, we have
θ¯ = D2G|T2 + qa¯| =
D22c(1 + κ)qCqδq(C + (1 + κ)K)
|T2 + qa¯| < 1.
Therefore
‖Φϕ1 −Φϕ2‖ θ¯‖ϕ1 − ϕ2‖,
and Φ :X∗β → X∗β is a contraction in the complete metric space X∗β (see Proposition 5). Hence,
there exists a unique function ϕ ∈ X∗β satisfying Φϕ = ϕ. In particular, in view of (72), the
identity (60) holds for every (s, ξ) ∈ Zβ . This completes the proof of the lemma. 
We can now establish Theorem 1.
Proof of Theorem 1. As explained in the beginning of Section 4.1, in view of the required
forward invariance property in (17), to show the existence of a stable manifold V is equivalent to
find a function ϕ satisfying (25) and (26) in some appropriate domain. If follows from Lemma 6
that for each fixed ϕ ∈ X∗ there exists a unique function x = xϕ satisfying (25) and thus it remainsβ
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the problem can be reduced to solve the equation in (60), i.e., to find ϕ ∈ X∗β such that (60) holds
for every (s, ξ) ∈ Zβ . More precisely, it follows from the second property in Lemma 7 that if
(60) holds for every (s, ξ) ∈ Zβ = Zβ(δ), then (59) holds for every (s, ξ) ∈ Zγ = Zγ (δ/C) and
t  s. Finally, Lemma 9 shows that there exists a unique function ϕ ∈ X∗β such that (60) holds
for every (s, ξ) ∈ Zβ . Furthermore, by (55), provided that δ is sufficiently small and (s, ξ) ∈ Zγ
we have (t, xϕ(t)) ∈ Zβ for every t  s. This ensures that we can replace the function ϕ in (25),
(26) by its restriction ϕ|Zβ . In other words, there exists a unique function ϕ ∈ Xβ such that the
corresponding set V in (15) is forward invariant under the semiflow Ψτ for the initial conditions
(s, ξ) ∈ Zγ , and thus (17) holds.
We now establish the remaining properties in the theorem. For each s > 0, we consider a
constant ε = ε(s) ∈ (0, s) and we define the map
Fs : (−ε, ε)×Q
(
δe−γ (s+ε)
)→ R+ ×X
by Fs(t, ξ) = Ψt(s, ξ,ϕ(s, ξ)). Since A and f are of class Ck , the map (t, s, ξ, η) → Ψt(s, ξ, η)
is also of class Ck (see Section 2). Since ϕ ∈ Xβ , the map Fs is also of class Ck (for each
fixed s). Furthermore, Fs is injective and Fs is a parametrization of class Ck of an open subset
of V containing (s,0). Therefore, V is a smooth manifold of class Ck . The second property
in Theorem 1 is an immediate consequence of the above discussion (or of the first property in
Lemma 7). To prove the third property, we denote again by x = xϕ the unique function given by
Lemma 6 such that xϕ(s, ξ) = ξ . With the notation in (40) we have∥∥∂jξ Ψτ (s, ξ, ϕ(s, ξ))− ∂jξ Ψτ (s, ξ¯ , ϕ(s, ξ¯ ))∥∥
= ∥∥∂jξ (t, x(t, ξ), ϕ∗(t, ξ))− ∂jξ (t, x(t, ξ¯ ), ϕ∗(t, ξ¯ ))∥∥

∥∥∂j x(t, ξ)− ∂j x(t, ξ¯ )∥∥+ ∥∥∂jϕ∗(t, ξ)− ∂jϕ∗(t, ξ¯ )∥∥ (73)
for every τ  0 and t = s + τ . When ξ , ξ¯ ∈ Q(δe−γ s), in view of (55) we can replace the
function ϕ in (73) by its restriction to Zβ . Note that by Lemma 1, we have∥∥∂jϕ∗(t, ξ)− ∂jϕ∗(t, ξ¯ )∥∥Aeρ(t)+jas‖ξ − ξ¯‖
for j = 0, . . . , k − 1. Thus, for these values of j the inequality in (18) follows readily from
Lemmas 3 and 1, taking into account that a  0. For j = k the inequality in (19) follows from
the fact that xϕ ∈ B (see Lemma 6) and Lemma 4, since ‖ξ − ξ¯‖ ‖ξ − ξ¯‖α (recall that δ < 1)
and a  0. This completes the proof of the theorem. 
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