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a b s t r a c t
Solving a variational inequality problem can be equivalently reformulated into solving
a unconstraint optimization problem where the corresponding objective function is
called a merit function. An important class of merit function is the generalized D-gap
function introduced in [N. Yamashita, K. Taji, M. Fukushima, Unconstrained optimization
reformulations of variational inequality problems, J. Optim. Theory Appl. 92 (1997)
439–456] and Yamashita and Fukushima (1997) [17]. In this paper, we present new
fractional local/global error bound results for the generalized D-gap functions of
nonsmooth variational inequality problems, which gives an effective estimate on the
distance between a specific point to the solution set, in terms of the corresponding function
value of the generalized D-gap function. Numerical examples and a simple application to
the free boundary problem are also presented to illustrate the significance of our error
bound results.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The famous variational inequality problem (VIP) occurs in many areas. A representative prototype of the problems we
consider throughout this paper is the following:
Definition 1.1. Let F be a mapping from Rn into itself and let S be a nonempty closed convex subset of Rn. Then the
variational inequality problem, denoted by VI(F , S), is to find a vector x ∈ S such that
〈F(x), y− x〉 ≥ 0 for all y ∈ S (1.1)
where 〈·, ·〉 denotes the inner product on Rn.
When S is the nonnegative orthant in Rn, VI(F , S) reduces to the nonlinear complementarity problem NCP(F), i.e., finding a
vector x ∈ Rn+, F(x) ∈ Rn+ such that F(x)T x = 0. Variational inequality problems have been widely studied in various fields
such as mathematical programming, game theory and economics etc.; see [1,2] and references therein for the background
information and motivation of the variational inequality problems covering both smooth and nonsmooth functions. In fact
nonsmooth variational problems are quite abundant, see [3–9] for recent developments. Below, let us mention explicitly
one of the simplest examples (which is borrowed from [3]).
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Example 1.1. LetΩ be a bounded open set inR2 with Lipschitz boundary ∂Ω . Given two positive numbers λ and p ∈ (0, 1),
consider the following free boundary problem
∆u+ λup = 0 inΩ+,
u = 0 inΩ0,
u = |∇u| = 0 on Γ ,
u = 1 on ∂Ω
where Ω+ = {z ∈ Ω : u(z) > 0}, Ω0 = {z ∈ Ω : u(z) = 0}, and Γ = ∂Ω0 = ∂Ω+ ∩ Ω are unknown. Using finite
element approximation or finite difference approximation, we obtain a nonlinear complementarity problem NCP(F) with
F(x) = Mx+ φ(x), whereM is a n× nmatrix and ϕ : Rn → Rn is defined by
φ(x) = Emax{0, x}p + q,
(here E is an n×n diagonalmatrixwith positive diagonals,max{0, x}p = (max{0, x1}p, . . . ,max{0, xn}p)T and q is a vector in
Rn). Since p ∈ (0, 1), it can be verified that ϕ is not differentiable at the origin and lima→0,a>0 ‖∇ϕ(a)‖ → +∞. Therefore,
we see that the corresponding nonlinear complementarity problem is an example of a nonsmooth (non-Lipschitzian)
variational inequality problem.
In recent years, much effort has been made to reformulate the variational inequality problems (VIP) as equivalent
optimization problems through the merit functions. Among them, the D-gap functions for VIP are particularly interesting
because they cast the VIP as equivalent unconstrained optimization problems. On the other hand, the theory of error bounds
provides a useful aid for understanding the connection between the merit function and the actual distance function to the
given set and hence provides valuable information about the iterates obtained at the termination of the iterative algorithms.
Therefore, it is interesting and useful to investigate the error bound result for the D-gap function. Recently, under the
assumption that F is smooth, globally Lipschitz and strongly monotone, Peng and Fukushima [10] gave a fractional global
error bound result for D-gap functions. Moreover, Yamashita, Taji and Fukushima [11] extended the D-gap functions to the
generalized D-gap functions and thereby gave an corresponding error bound results for generalized D-gap functions. Very
recently, under the assumption that F is smooth and strongly monotone, Qu, Wang, Zhang [12] extended the work of [10]
and presented a local error bound result based on the generalized D-gap functions (for other closed related work, see [13,
14]). However, all the error bound results for D-gap functions mentioned above are only for smooth and strongly monotone
function F . In this paper, under the weaker assumption that F is continuous, locally ξ -monotone and coercive, we establish
some fractional global/local error bound results for generalized D-gap functions.
This paper is organized as follows: In Section 2, we review some basic results that will be used in this paper. In Section 3,
we collect some important properties of the generalized D-gap functions. In Section 4, we establish fractional local/global
error bound results under appropriate conditions. Finally, as an application, we provide a global error bound result for the
nonsmooth complementarity problem which arises from the free boundary problem.
2. Preliminaries
We first review some concepts related to the nonsmooth analysis and variational inequality problem. Throughout this
paper, the n-dimensional Euclidean real vector spacewill be denoted byRn. For vectors x, y ∈ Rn, the inner product between
x and y is defined by 〈x, y〉 := ∑ni=1 xiyi where xi (resp. yi) is the ith coordinate of x (resp. y). The norm arising from
the inner product is the usual Euclidean norm on the respective Rn space denoted by ‖x‖ := 〈x, x〉 12 . The open unit ball
{x ∈ Rn : ‖x‖ < 1} is denoted by B(0; 1) and the closed unit ball {x ∈ Rn : ‖x‖ ≤ 1} is denoted by B(0; 1). For an
arbitrary subset C of Rn, we denote the interior, closure, convex hull and topological boundary of it by int C , C , conv(C) and
∂C , respectively.
Definition 2.1. Let m, n ∈ N. A vector-valued function F : Rn → Rm is said to be (locally) Lipschitz near x0 ∈ Rn if there
exist two positive constants δ and L such that
‖F(x1)− F(x2)‖ ≤ L‖x1 − x2‖ for all x1, x2 ∈ B(x0; δ).
The vector valued function F : Rn → Rm is said to be locally Lipschitz on an open subset D of Rn if F is (locally) Lipschitz
near any point x0 ∈ D. Moreover, we say F is globally Lipschitz (with modulus L) on an open subset D, if there exists a
positive constant L such that
‖F(x1)− F(x2)‖ ≤ L‖x1 − x2‖ for all x1, x2 ∈ D.
Definition 2.2. Let S be a closed subset of Rn. A mapping F : Rn → Rn is said to be
(a) monotone on S if for all x, y ∈ S, 〈F(x)− F(y), x− y〉 ≥ 0;
(b) strictly monotone on S if for all x, y ∈ S with x 6= y, 〈F(x)− F(y), x− y〉 > 0;
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(c) ξ -monotone on S for some ξ > 0, if there exists a constantM > 0 such that for all x, y ∈ S
〈F(x)− F(y), x− y〉 ≥ M‖x− y‖ξ ; (2.1)
(d) strongly monotone on S if F is 2-monotone on S, i.e. for all x, y ∈ S
〈F(x)− F(y), x− y〉 ≥ µ‖x− y‖2.
Theorem 2.1 (Theorem 2.3.3 of [1]). Let S be a closed convex set of Rn and let F : S → Rn be continuous.
(a) If F is strictly monotone on S. Then VI(F , S) has at most one solution.
(b) If F is strongly monotone on S. Then VI(F , S) has a unique solution.
Remark. In general, the solution set of VI(F , S) could be empty if we only assume that F is strictly monotone. For example,
let S = R and define F : R → R by F(x) = ex. Consider the corresponding VI(F , S). Obviously, S is a closed and convex
set, and F is strictly monotone. Since S = R, the corresponding VI(F , S) is equivalent to finding the solution of the equation
F(x) = 0 on R. Hence, the solution set of VI(F , S) is empty (as the equation ex = 0 has no solution on the whole real line).
A general and powerful theorem on the existence of solution is listed below.
Theorem 2.2 (Proposition 2.2.3 of [1]). Let S ⊆ Rn be a closed convex set and let F : S → Rn be continuous. Suppose that there
exists a vector y ∈ S such that the set L<(y) is bounded (possibly empty) where L<(y) is defined by
L<(y) := {x ∈ S : 〈F(x), x− y〉 < 0}.
Then, the corresponding VI(F , S) has a solution.
Next, we introduce some new terminologies which will be useful for our later analysis.
Definition 2.3. A mapping F : Rn → Rn is said to be locally ξ -monotone on S for some ξ > 0 if for all vectors y in S we
have
lim inf
x∈S\{y},x→y
〈F(x)− F(y), x− y〉
‖x− y‖ξ > 0. (2.2)
Definition 2.4. A mapping F : Rn → Rn is said to be
(a) coercive if for any y ∈ Rn
lim inf‖x‖→∞
〈x− y, F(x)〉
‖x‖ = +∞; (2.3)
(b) β-coercive if for any y ∈ Rn, there existM > 0, β > 1 such that
lim inf‖x‖→∞
〈x− y, F(x)〉
‖x‖β ≥ M. (2.4)
Remark 2.1. From Definition 2.3, it is clear that the β-coerciveness implies coerciveness. Furthermore, it holds that strong
monotonicity implies β-coerciveness and locally ξ -monotonicity with β = ξ = 2 (hence coerciveness and locally ξ -
monotonicity). Indeed, suppose that F is strongly monotone on Rn. Then, there exists µ > 0 such that for any x, y ∈ Rn
〈x− y, F(x)− F(y)〉 ≥ µ‖x− y‖2.
Thus, (2.2) holds for ξ = 2 for all y ∈ Rn. In addition, for any fixed ywe have
lim inf‖x‖→∞
〈x− y, F(x)〉
‖x‖2 = lim inf‖x‖→∞
〈x− y, F(x)〉
‖x− y‖2 = lim inf‖x‖→∞
〈x− y, F(x)− F(y)〉
‖x− y‖2 ≥ µ.
Hence (2.4) follows with β = 2,M = µ. However, in general, coercive and locally ξ -monotone functions with ξ = 2 need
not to be strongly monotone. For instance, define F : R→ R by F(x) = x1/3. For any y ∈ Rwe have
lim inf‖x‖→∞
〈x− y, F(x)〉
‖x‖ = lim inf|x|→∞
x4/3 − x1/3y
|x| = +∞
and
lim inf
x6=y,x→y
〈F(x)− F(y), x− y〉
‖x− y‖2 = lim infx6=y,x→y
(x1/3 − y1/3)(x− y)
|x− y|2 =
{ +∞ if y = 0,
1
3
y−2/3 if y 6= 0.
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Hence F is coercive and locally ξ -monotone with ξ = 2. On the other hand, it can be verified that F is not ξ -monotone on R
for any ξ > 1 (hence not strongly monotone). Indeed, letting xk = k and yk = k− 1, then we have
〈F(xk)− F(yk), xk − yk〉
‖xk − yk‖ξ = k
1/3 − (k− 1)1/3 → 0.
More generally, it can be verified that the following class of functions is both coercive and locally ξ -monotone (for some
ξ > 1) but not strongly monotone:
F(x) := x2m+1 or F(x) := x1/(2m+1) (m ∈ N).
3. Generalized D-gap functions
We first recall the definitions of generalized regularized gap functions and generalized D-gap functions.
Definition 3.1 ([11]). Let the VI(F , S) be given and let c be a positive constant. The generalized regularized gap function of
the VI(F , S) is defined by
θϕc (x) = sup
y∈S
{F(x)T (x− y)− cϕ(x, y)} for all x ∈ Rn, (3.1)
where ϕ(x, y) : Rn × Rn → R is given function with the following properties:
P1: It is continuously differentiable on Rn × Rn.
P2: ϕ(x, y) ≥ 0 for all x, y ∈ Rn.
P3: ϕ(x, ·) is uniformly strongly convex for every fixed x, i.e., there exists a positive real number β such that for all x ∈ Rn
ϕ(x, y1)− ϕ(x, y2) ≥ ∇yϕ(x, y2)T (y1 − y2)+ β‖y1 − y2‖2 for all y1, y2 ∈ Rn (3.2)
where ∇yϕ denotes the partial derivative of ϕ with respect to the second variable.
P4: ϕ(x, y) = 0 if and only if x = y.
P5: ∇yϕ(x, ·) is uniformly Lipschitz on Rn with modulus κ ≥ 2β , i.e. there exists a positive real number κ ≥ 2β such that
for all x ∈ Rn
‖∇yϕ(x, y1)−∇yϕ(x, y2)‖ ≤ κ‖y1 − y2‖ for all y1, y2 ∈ Rn. (3.3)
P6: For any x, y ∈ Rn, ∇xϕ(x, y) = −∇yϕ(x, y).
Remark 3.1. For example, the function ϕ(x, y) = 12‖x − y‖2 satisfies properties P1–P6 (in this case, the resulting
generalized regularized gap function is referred as the regularized gap function.). More generally, for any nonnegative, twice
continuously differentiable, strongly convex function ν1 : Rn → R such that ν1(0) = 0, the function ϕ(x, y) := ν1(x − y)
satisfies properties P1–P6.
Next, we give the definition of the generalized D-gap functions.
Definition 3.2 (cf. [11]). Let F : Rn → Rn be a continuous mapping and let S be a closed convex set in Rn. Let a and b be
scalars satisfying b > a > 0. The generalizedD-gap function of theVI(F , S) is definedby θϕab(x) := θϕa (x)−θϕb (x) for all x ∈ Rn
(If ϕ(x, y) = 12‖x− y‖2, then the resulting generalized D-gap function is referred as the D-gap function).
Lemma 3.1. [cf. [11]] Let ϕ(x, y) satisfy properties P1–P6. Then we have
(a) ∇xϕ(x, y) = 0⇔ ∇yϕ(x, y) = 0⇔ x = y.
(b) for all x, y ∈ S,
β‖x− y‖2 ≤ ϕ(x, y) ≤ (κ − β)‖x− y‖2, (3.4)
where β and κ is defined as in P3 and P5.
Theorem 3.1 ([15]). Let S ⊆ Rn be a closed convex set and let F : Rn → Rn be continuous. Let c be a positive scalar. Then, the
following statements hold.
(a) For each x ∈ Rn, there exists a unique vector, yϕc (x) ∈ S such that the supremum in expression (3.1) is attained, i.e.,
θϕc (x) = F(x)T (x− yϕc (x))− cϕ(x, yϕc (x)). (3.5)
(b) yϕc (·) and θϕc (·) are continuous on Rn and θϕc (x) ≥ 0 for all x ∈ S.
(c) If F is locally Lipschitz (resp. continuously differentiable), then θϕc is also locally Lipschitz (resp. continuously differentiable) on
Rn.
(d) θϕc (x) = 0, x ∈ S ⇔ x = yϕc (x)⇔ x is a solution of VI(F,S).
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Lemma 3.2 (Proposition 3.1 of [11]). Let S ⊆ Rn be a closed convex set and let F : Rn → Rn be continuous. Let a and b be
constants satisfying b > a > 0. Then we have
(b− a)ϕ(x, yϕb (x)) ≤ θϕab(x) ≤ (b− a)ϕ(x, yϕa (x)). (3.6)
Finally, we collect some important properties of the generalized D-gap function in the following theorem (cf. Lemma 3.1
and Theorem 3.2 of [11]).
Theorem 3.2. Let F : Rn → Rn be a given continuous mapping and let S be a closed convex set inRn. Let a and b be given scalars
satisfying b > a > 0. Then the following statements hold:
(a) θϕab(x) is continuous and nonnegative on R
n.
(b) [θϕab(x) = 0] ⇔ x belongs to the solution set of VI(F , S)⇔ [x = yϕa (x) = yϕb (x)].
(c) If F is continuously differentiable, then θϕab is also continuously differentiable on R
n.
4. Error bound results for generalized D-gap functions
In this section, we establish some fractional error bound results for the generalized D-gap functions. To do this, we
formally recall definitions of error bounds (basically, we follow the definition and notation of [1]). Throughout this section,
we use d(x, X) to denote the distance from x to the set X .
Definition 4.1. Let S be a nonempty subset of Rn and let g : S → R be a continuous function. Let X be defined by
X := {x ∈ S : g(x) ≤ 0}. Then the function g is said to provide a
(a) local error bound on S if for any  > 0 there exists a constant τ() > 0 such that for all x ∈ {a ∈ S : g(a) ≤ }
d(x, X) ≤ τ()max{g(x), 0}; (4.1)
(b) pointwise error bound near x ∈ S, if there exist two constants τ > 0 and  > 0 such that (4.1) holds for all x ∈ S∩B(x; );
(c) global error bound on S if there exists a constant τ > 0 such that (4.1) holds for all x ∈ S.
Let c be a positive constant. In order to establish the error bound result, we first give the following lemmawhich studies the
boundness of the sets
Sc() = {x ∈ Rn : ‖x− yϕc (x)‖ ≤ } (4.2)
for all  > 0 under some suitable conditions, where yϕc is defined as in (3.5). This result has been derived in an earlier
paper [16]. For convenience, we include its proof below.
Lemma 4.1. Let c be a positive number and let S be a closed convex subset of Rn. Suppose that F : Rn → Rn is continuous and
coercive. Consider the variational inequality problem VI(F , S) defined as in (1.1). Then, for all  ≥ 0, the set Sc() is nonempty
and bounded.
Proof. First of all, we show that Sc() is nonempty for all Sc() with  ≥ 0. Note that, for all  ≥ 0, Sc(0) ⊆ Sc() and
Sc(0) = {x ∈ Rn : x = yϕc (x)}which is just the solution set of VI(F , S) (See Theorem 3.1 (d)). Thus, to see the non-emptiness
of Sc(), it suffices to show that the solution set of VI(F , S) is nonempty. To see this, fix y ∈ Rn. Since F is coercive, we have
lim inf‖x‖→∞
〈F(x), x− y〉
‖x‖ = +∞.
Hence there exist K , µ > 0 such that 〈F(x), x− y〉 ≥ µ‖x‖ for all ‖x‖ ≥ K . In other words, we have L<(y) ⊆ B(0, K). Thus,
Theorem 2.2 implies that the solution set is nonempty.
Next, we show that Sc() is bounded for all  ≥ 0. To see this, we proceed by the method of contradiction and suppose
that there exists a sequence {xk} and a constantw > 0 such that
lim
k→∞ ‖xk‖ = ∞ and ‖xk − y
ϕ
c (xk)‖ ≤ w. (4.3)
Since yϕc (xk)minimizes the function−F(xk)T (xk − ·)+ cϕ(xk, ·) on S, it follows from the first order optimality condition
that
[F(xk)+ c∇yϕ(xk, yϕc (xk))]T [y− yϕc (xk)] ≥ 0 for all y ∈ S.
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Fix a y0 in S, and it follows that
0 ≥ [−F(xk)− c∇yϕ(xk, yϕc (xk))]T [y0 − yϕc (xk)]
≥ −F(xk)T (y0 − yϕc (xk))− c‖∇yϕ(xk, yϕc (xk))‖‖y0 − yϕc (xk)‖
= −F(xk)T (y0 − yϕc (xk))− c‖∇yϕ(xk, yϕc (xk))−∇yϕ(xk, xk)‖‖y0 − yϕc (xk)‖
≥ −F(xk)T (y0 − yϕc (xk))− cκ‖xk − yϕc (xk)‖‖y0 − yϕc (xk)‖
≥ −F(xk)T (y0 − yϕc (xk))− cκw‖y0 − yϕc (xk)‖, (4.4)
where the second inequality is from Cauchy–Schwartz inequality, the equality is from Lemma 3.1 (a), the third inequality is
from property P5 and the last inequality comes from (4.3). It follows that
lim sup
k→∞
−F(xk)T (y0 − yϕc (xk))
‖y0 − yϕc (xk)‖ ≤ cκw. (4.5)
On the other hand, let Hc(xk) = y0 + xk − yϕc (xk). It follows from (4.3) that {Hc(xk); k ∈ N} is bounded and
lim sup
k→∞
−F(xk)T (y0 − yϕc (xk))
‖y0 − yϕc (xk)‖ = lim supk→∞
F(xk)T (xk − Hc(xk))
‖xk − Hc(xk)‖
≥ lim sup
k→∞
F(xk)T (xk − Hc(xk))
2‖xk‖ (4.6)
where the last inequality is from xk → ∞ and {Hc(xk)} is bounded. Noting that {Hc(xk)}∞k=1 is bounded, there exists a
bounded box B such that Hc(xk) ⊆ B for all k. Hence
F(xk)T (xk − Hc(xk))
‖xk‖ ≥ infz∈B
F(xk)T (xk − z)
‖xk‖ . (4.7)
Since the infimum on the right-hand side of the previous inequality is attained on the extreme points of B and B is a bounded
box (hence it has only finitely many extreme points). The coercive condition (2.3) and (4.6) implies that
lim sup
k→∞
−F(xk)T (y0 − yϕc (xk))
‖y0 − yϕc (xk)‖ = +∞. (4.8)
This contradicts (4.5) and finishes the proof. 
Note that strong monotonicity implies coerciveness. As a consequence of the preceding theorem, the following corollary
holds immediately.
Corollary 4.1 (Lemma 4.4 of [12]). Let F : Rn → Rn be continuous and strongly monotone. Let S be a closed convex subset of
Rn and let c > 0. Consider the variational inequality problem VI(F , S) defined as in (1.1). Then, the set Sc() (defined as in (4.2))
is non-empty and bounded for all  ≥ 0.
Next, we study the local error bound for generalized D-gap functions. As a preparation, we first present a local error
bound result for a closed related function h defined by h(x) = ‖x− yϕc (x)‖ for all x ∈ Rn.
Theorem 4.1. Let F : Rn → Rn be locally ξ -monotone on S, continuous on Rn and satisfy coercive condition (2.3). Let c be a
positive constant and let S be a closed convex subset of Rn. Consider the variational inequality problem VI(F , S) defined as in
(1.1) and denote the corresponding solution set to be X∗. Then the function ‖x− yϕc (x)‖1/ξ has a local error bound on Rn, i.e., for
any  > 0 there exists a constant τ1() > 0 such that
dist(x, X∗) ≤ τ1()‖x− yϕc (x)‖1/ξ for all x ∈ A := {x ∈ Rn : ‖x− yϕc (x)‖1/ξ ≤ }. (4.9)
Moreover, if we further assume that F is locally Lipschitz. Then, ξ ≥ 2 and the function ‖x − yϕc (x)‖
1
ξ−1 has a local error bound
on Rn, i.e., for any  > 0 there exists a constant τ1() > 0 such that
dist(x, X∗) ≤ τ1()‖x− yϕc (x)‖
1
ξ−1 for all x ∈ A := {x ∈ Rn : ‖x− yϕc (x)‖
1
ξ−1 ≤ }. (4.10)
Proof. First of all, in view of Remark 4.1, X∗ 6= ∅. Now, suppose the conclusion of this theorem is not true, i.e., there exists
0 > 0 and a sequence xk ∈ A0(k ∈ N) such that
1
k
dist(xk, X∗)ξ > ‖xk − yϕc (xk)‖ for all k ∈ N. (4.11)
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By the preceding Lemma, A0 is closed and bounded hence compact. By passing to a subsequence if necessary, we may
assume that xk → x∗ for some x∗ ∈ Rn. Letting k → ∞ in (4.11), it follows from part (b) and (d) of Theorem 3.1 that
x∗ ∈ X∗. Let rk ≡ xk − yϕc (xk). Using (4.11), we know that xk 6= x∗ for all k,
xk − rk = yϕc (xk) and
‖rk‖
‖xk − x∗‖ξ <
‖rk‖
dist(xk, X∗)ξ
<
1
k
. (4.12)
In particular we have rk → 0. Since yϕc (xk)minimizes the function−F(xk)T (xk − ·)+ cϕ(xk, ·) on S, it follows from the first
order optimality condition that
[F(xk)+ c∇yϕ(xk, yϕc (xk))]T [y− yϕc (xk)] ≥ 0 for all y ∈ S.
Substituting y = x∗, we obtain
[F(xk)+ c∇yϕ(xk, yϕc (xk))]T [x∗ − (xk − rk)] ≥ 0.
Moreover, since x∗ is a solution of VI(F , S) and xk − rk = yϕc (xk) ∈ S. It follows that
F(x∗)T [(xk − rk)− x∗] ≥ 0.
Adding the above two inequalities, we deduce that
[F(xk)− F(x∗)+ c∇yϕ(xk, yϕc (xk))]T [x∗ − (xk − rk)] ≥ 0. (4.13)
Note from part (a) of Lemma 3.1 and P5 that ∇yϕ(xk, xk) = 0. This together with (4.13), (3.3) and the Cauchy–Schwartz
inequality implies that
[F(xk)− F(x∗)]T rk ≥ [F(xk)− F(x∗)]T (xk − x∗)− [c∇yϕ(xk, yϕc (xk))]T [x∗ − (xk − rk)]
= [F(xk)− F(x∗)]T (xk − x∗)− c[∇yϕ(xk, yϕc (xk))−∇yϕ(xk, xk)]T (x∗ − xk + rk)
≥ [F(xk)− F(x∗)]T (xk − x∗)− c‖∇yϕ(xk, yϕc (xk))−∇yϕ(xk, xk)‖‖x∗ − xk + rk‖
≥ [F(xk)− F(x∗)]T (xk − x∗)− cκ‖rk‖‖x∗ − xk + rk‖. (4.14)
Since F is locally ξ -monotone on S and x∗ ∈ X∗ ⊆ S, we have
M := lim inf
x6=x∗,x→x∗
〈F(x)− F(x∗), x− x∗〉
‖x− x∗‖ξ > 0. (4.15)
Combining this fact with (4.14), we have for all k large enough,
[F(xk)− F(x∗)]T rk ≥ M2 ‖xk − x
∗‖ξ − cκ‖rk‖‖x∗ − xk + rk‖.
Using the Cauchy–Schwartz inequality, this implies that for all k large enough
‖F(xk)− F(x∗)‖‖rk‖ ≥ M2 ‖xk − x
∗‖ξ − cκ‖rk‖‖x∗ − xk + rk‖.
Dividing both sides by ‖xk − x∗‖ξ , we have for all k large enough
‖F(xk)− F(x∗)‖ ‖rk‖‖xk − x∗‖ξ ≥
M
2
− cκ ‖rk‖‖xk − x∗‖ξ ‖x
∗ − xk + rk‖. (4.16)
Letting k→∞, using (4.12), rk → 0 and the boundness of {F(xk)−F(x∗)}k≥1 (since F is continuous and xk → x∗), we obtain
0 ≥ M/2which is impossible. This finishes the proof of (4.9). In addition, if F is further assumed to be locally Lipschitz, using
(4.15) we get
lim inf
x6=x∗,x→x∗
L‖x− x∗‖2
‖x− x∗‖ξ ≥ lim infx6=x∗,x→x∗
〈F(x)− F(x∗), x− x∗〉
‖x− x∗‖ξ = M > 0,
where L is the Lipschitz modulus near x∗. This immediately implies ξ ≥ 2. Now we establish (4.10). We proceed by the
method of contradiction. Similar to (4.12), we obtain a sequence xk such that
‖rk‖
‖xk − x∗‖ξ−1 <
1
k
and rk → 0, (4.17)
where rk = xk − yϕc (xk). Since F is locally Lipschitz, it follows from (4.16) that
L‖rk‖
‖xk − x∗‖ξ−1 ≥
M
2
− cκ ‖rk‖‖xk − x∗‖ξ−1
∥∥∥∥ x∗ − xk‖xk − x∗‖ + rk‖xk − x∗‖
∥∥∥∥ .
Letting k→∞, using (4.17), xk → x∗, ξ ≥ 2 and rk → 0 we get 0 ≥ M/2 which contradicts the positivity ofM . 
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From the preceding theorem, we now give the promised local error bound result for the generalized D-gap functions.
Theorem 4.2. Let F : Rn → Rn be locally ξ -monotone on S, continuous and satisfy coercive condition (2.3) onRn. Let a and b be
two constants satisfying b > a > 0. Let S be a closed convex subset of Rn. Consider the variational inequality problem VI(F , S)
defined as in (1.1) and denote the corresponding solution set to be X∗. Then the function [θϕab(x)]1/2ξ has a local error bound on
Rn, i.e., for any  > 0 there exists a constant τ1() > 0 such that the following holds:
dist(x, X∗) ≤ τ1()[θϕab(x)]1/2ξ for all x ∈ B := {x ∈ Rn : [θϕab(x)]1/2ξ ≤ }. (4.18)
Moreover, if we further assume that F is locally Lipschitz. Then, ξ ≥ 2 and the function [θϕab(x)]
1
2(ξ−1) has a local error bound on
Rn, i.e., for any  > 0 there exists a constant τ1() > 0 such that
dist(x, X∗) ≤ τ1()[θϕab(x)]
1
2(ξ−1) for all x ∈ A := {x ∈ Rn : [θϕab(x)]
1
2(ξ−1) ≤ }. (4.19)
Proof. The conclusion follows immediately by Lemma 3.2, part (b) of Lemma 3.1 and the preceding theorem. 
Corollary 4.2 (Theorem 4.2 of [12]). Let F : Rn → Rn be strongly monotone and continuously differentiable on Rn. Let a and
b be two constants satisfying b > a > 0. Let S be a closed convex subset of Rn. Consider the variational inequality problem
VI(F , S) defined as in (1.1). Then the function [θϕab(x)]1/2 has a local error bound on Rn, i.e., for any  > 0 there exists a constant
τ1() > 0 such that the following holds:
‖x− x∗‖ ≤ τ1()[θϕab(x)]1/2 for all x ∈ B := {x ∈ Rn : [θϕab(x)]1/2 ≤ }, (4.20)
where x∗ is the unique solution of VI(F , S).
Proof. Since F is stronglymonotone and continuously differentiable, it follows that F is locally Lipschitz, locally ξ -monotone
on S with ξ = 2 and coercive. In addition, the corresponding VI(F , S) has a unique solution by part (b) of Theorem 2.1. Thus
the conclusion holds by setting ξ = 2 in (4.19). 
The following simple one-dimensional example illustrates that Theorem 4.1 can be applied to some cases when F is
neither strongly monotone nor differentiable.
Example 4.1. Consider F : R→ R defined by F(x) = x1/3 and S = [−1,∞). Clearly, F is continuous but not differentiable
at 0. In addition, from Remark 2.1, we see that F is coercive and locally ξ -monotone with ξ = 2 on S. Hence Theorem 4.1
implies that [θϕab(x)]1/4 has a local error bound for any b > a > 0. However, as observed in Remark 2.1, F is not strongly
monotone.
Remark 4.1. In general, the local error bound result for the D-gap function might fail if the coercive condition is dropped.
First of all, the solution set of VI(F , S)may be empty. (For instance, let S = R and let F : R → R be defined by F(x) = ex.
Clearly, F is not coercive on S. Moreover, it can be verify that this VI(F , S) has no solutions.) Secondly, even the solution
exists, local error bound result may fail in general. For example, let F : R → R be defined by F(x) = ex − 1, S = R,
ϕ(x) = 12‖x− y‖2, a = 1 and b = 2. It can be verified that F is locally ξ -monotone with ξ = 3 and F is not coercive. Indeed,
for any y ∈ R, one has
lim inf
x6=y,x→y
〈F(x)− F(y), x− y〉
‖x− y‖3 = lim infx6=y,x→y
(ex − ey)(x− y)
|x− y|3 = +∞
and
lim inf‖x‖→∞
〈x− y, F(x)〉
‖x‖ = lim inf|x|→∞
(ex − 1)(x− y)
|x| = −1.
Thus our claim follows. Obviously, this VI(F , S) has a unique solution x∗ = 0 since it reduces to the problem of solving
F(x) = 0. In view of Lemma 3.2 and part (b) of Lemma 3.1, we only need to show that, for all t > 0, the function (H(x))t has
no local error bound where H(x) := ‖x− yϕa (x)‖. Indeed, we can verify that (see also [1])
yϕa (x) = PrS(x− a−1F(x)) = x− (ex − 1),
where PrS denote the Euclidean projection onto S. Hence, we have x − yϕa (x) = ex − 1. Consider 0 = e − 1. Then,
xk := −k ∈ A0 := {x : (H(x))t ≤ 0} for all k ∈ N. Thus the local error bound fails since for any t > 0
d(xk, X∗)
(H(xk))t
= ‖xk − x
∗‖
‖xk − yϕa (xk)‖t =
k
(1− e−k)t →+∞.
Next we present a pointwise error bound result for the generalized D-gap functions.
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Theorem 4.3. Let S be a closed convex subset of Rn. Let F : Rn → Rn be locally ξ -monotone, continuous on Rn and satisfy the
coercive condition (2.3). Let a and b be two constants satisfying b > a > 0. Consider the variational inequality problem VI(F , S)
defined as in (1.1) and denote the corresponding solution set to be X∗. Then the function [θϕab(x)]1/2ξ has a pointwise error bound
on Rn, i.e., for any  > 0 and for any z ∈ Rn there exists a positive constant c1() such that
dist(x, X∗) ≤ c1()[θϕab(x)]
1
2ξ for all x ∈ B(z; ). (4.21)
Proof. Let  > 0 and z ∈ Rn. Since B(z, ) is a compact subset of Rn. The continuous function θϕab(x) attains a maximum on
B(x∗; ) (sayM). This implies that
B(z; ) ⊆ {x ∈ Rn : [θϕab(x)]
1
2ξ ≤ M 12ξ }. (4.22)
Hence Theorem 4.2 gives the corresponding conclusion. 
It is known that, the square root of generalized D-gap function enjoys a global error bound if F is strongly monotone,
continuously differentiable and globally Lipschitz on Rn (see Theorem 4.1 in [11]). Next we present a new global error
bound result in the following theorem with a weaker assumption.
Theorem 4.4. Let S be a closed convex subset of Rn and a, b be two constants satisfying b > a > 0. Let F : Rn → Rn be
locally ξ -monotone on S, continuous on Rn and satisfy the β-coercive condition (2.3) with β ≥ ξ > 1. Consider the variational
inequality problem VI(F , S) defined as in (1.1). Suppose that the following condition holds: there exists η ∈ [0, ξ) such that
lim sup
‖x‖→∞
‖F(x)‖
‖x‖η <∞. (4.23)
Then there exists a positive constant τ such that for all x ∈ Rn
dist(x, X∗) ≤ τ {[θϕab(x)]
1
2(ξ−η) + [θϕab(x)]
1
2ξ }. (4.24)
Moreover, if we further assume that F is locally Lipschitz. Then there exists τ > 0 such that for all x ∈ Rn
dist(x, X∗) ≤ τ {[θϕab(x)]
1
2(ξ−η) + [θϕab(x)]
1
2(ξ−1) }. (4.25)
Proof. First of all, we note that the solution set of VI(F , S) is nonempty (by Remark 4.1 and the fact thatβ-coercive condition
(2.4) implies the coercive condition (2.3)). To see the conclusion, we proceed by the method of contradiction and suppose
that there exists a sequence {xk}∞k=1 such that
dist(xk, X∗) > k{[θϕab(xk)]
1
2(ξ−η) + [θϕab(xk)]
1
2ξ }. (4.26)
In particular
dist(xk, X∗) > k[θϕab(xk)]
1
2ξ .
If {xk} is bounded, then the preceding inequality yields {θϕab(xk)} and is also bounded. This contradicts Theorem4.2. Therefore,
we may assume that {xk} is unbounded. By passing to subsequence if necessary, we may further assume without loss of
generality that ‖xk‖ → ∞. Using (4.26) again, we get
dist(xk, X∗) > k[θϕab(xk)]
1
2(ξ−η) .
Denote rk = xk − yϕc (xk). By Lemma 3.2 and part (b) of Lemma 3.1, there exists a constant c1 > 0 such that
dist(xk, X∗) > c1k‖rk‖
1
ξ−η .
This implies that for any fixed x∗ ∈ X∗
‖x∗ − xk‖ > c1k‖rk‖
1
ξ−η . (4.27)
On the other hand, proceeding as in Theorem 4.1 (see (4.14)), one has
[F(xk)− F(x∗)]T rk ≥ [F(xk)− F(x∗)]T (xk − x∗)− cκ‖rk‖‖x∗ − yϕc (xk)‖
= [F(xk)− F(x∗)]T (xk − x∗)− cκ‖rk‖‖(xk − x∗)− rk‖. (4.28)
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Notice the following two properties:
lim inf
k→∞
[F(xk)− F(x∗)]T (xk − x∗)
‖xk − x∗‖ξ = lim infk→∞
F(xk)T (xk − x∗)
‖xk − x∗‖ξ
≥ lim inf
k→∞
F(xk)T (xk − x∗)
‖xk − x∗‖β := M1 > 0 (4.29)
lim inf
k→∞
[F(xk)− F(x∗)]T rk
‖xk − x∗‖ξ ≤ lim infk→∞
‖F(xk)− F(x∗)‖‖rk‖
‖xk − x∗‖ξ
= lim inf
k→∞
‖F(xk)‖
‖xk‖η
‖rk‖
‖xk − x∗‖ξ−η = 0, (4.30)
where (4.29) is from xk →∞, ξ > 1, β ≥ ξ and F is β-coercive; (4.30) is from the Cauchy–Schwartz inequality, (4.23) and
(4.27). In addition, by enlarging η in (4.23) if necessary, we may assume without loss of generality that η ≥ max{1, ξ/2}.
This together with (4.27) yield that
lim inf
k→∞
rk
‖xk − x∗‖η ≤ lim infk→∞
rk
‖xk − x∗‖ξ−η = 0.
It follows that
lim inf
k→∞
‖rk‖‖(xk − x∗)− rk‖
‖xk − x∗‖ξ = lim infk→∞
‖rk‖
‖xk − x∗‖ξ−η
∥∥∥∥ xk − x∗‖xk − x∗‖η − rk‖xk − x∗‖η
∥∥∥∥ = 0. (4.31)
Hence, dividing both sides of (4.28) by ‖xk − x∗‖ξ and letting k→∞, it follows from (4.31), (4.30) and (4.29) that 0 ≥ M1.
This contradicts our choice of M1. Thus (4.24) is shown. Now we turn to the proof of (4.25). We proceed by contradiction
and suppose that there exists {xk}∞k=1 such that
dist(xk, X∗) > k{[θϕab(xk)]
1
2(ξ−η) + [θϕab(xk)]
1
2(ξ−1) }. (4.32)
In particular, we have
dist(xk, X∗) > k[θϕab(xk)]
1
2(ξ−1) .
If {xk} is bounded, it follows that {θϕab(xk)} is a bounded sequence. This contradicts Theorem 4.2 again. On the other hand, if{xk} is unbounded, it follows from (4.32) that
dist(xk, X∗) > k[θϕab(xk)]
1
2(ξ−η) .
This together with (4.24) implies that there exists τ > 0 such that
k[θϕab(xk)]
1
2(ξ−η) < τ {[θϕab(xk)]
1
2(ξ−η) + [θϕab(xk)]
1
2ξ }.
Dividing both sides by [θϕab(xk)]
1
2(ξ−η) , it follows that
k < τ {1+ [θϕab(xk)]
1
2ξ − 12(ξ−η) }. (4.33)
Since F is β-coercive (hence coercive), Lemma 4.1 and ‖xk‖ → ∞ imply that θϕab(xk) → +∞. Note that 12ξ − 12(ξ−η) < 0.
We get a contradiction by letting k→∞ in (4.33). 
Corollary 4.3 (cf [11]). Let S be a closed convex subset of Rn and let a, b be two constants satisfying b > a > 0. Suppose that F
is strongly monotone and globally Lipschitz on Rn. Consider the variational inequality problem VI(F , S) defined as in (1.1). Then
there exists a positive constant τ such that for all x ∈ Rn
‖x− x∗‖ ≤ τ [θϕab(x)]
1
2 , (4.34)
where x∗ is the unique solution of VI(F , S).
Proof. Since F is strongly monotone, F is locally ξ -monotone on S and β-coercive with β = ξ = 2. Moreover, by
Theorem 2.1, the solution of VI(F , S) is unique. Note that (4.23) holds with η = 1 as F is globally Lipschitz. Thus the
conclusion of this theorem holds by the preceding Theorem (see (4.25)). 
The following example illustrates that the Theorem4.4 can be applied to some caseswhen F is neither stronglymonotone
nor globally Lipschitz.
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Example. Let S = R2, a = 1, b = 2 and let F : R2 → R2 be defined by
F(x) = (F1(x1, x2), F2(x1, x2)) ∀ x = (x1, x2) ∈ R2
where F1(x1, x2) = x31 and F2(x1, x2) = x2 + x32. It can be easily verified that F is not strongly monotone and is not globally
Lipschitz. Next, we claim that F is locally ξ -monotone and β-coercive with ξ = β = 4. Indeed for any y = (y1, y2) ∈ R2
lim inf
x6=y,x→y
〈F(x)− F(y), x− y〉
‖x− y‖4 = lim infx6=y,x→y
(x31 − y31)(x1 − y1)+ (x2 − y2)2 + (x32 − y32)(x2 − y2)
[(x1 − y1)2 + (x2 − y2)2]2 .
Let x1 = y1 + r sin θ and x2 = y2 + r cos θ . It follows that
〈F(x)− F(y), x− y〉
‖x− y‖4 =
{
((r sin θ + y1)3 − y31)r sin θ + r2 cos2 θ + ((r cos θ + y1)3 − y32)r cos θ
r4
}
.
Note that
((r sin θ + y1)3 − y31)r sin θ + r2 cos2 θ + ((r cos θ + y1)3 − y32)r cos θ
r4
tends to+∞ if cos θ 6= 0, we have
lim inf
x6=y,x→y
〈F(x)− F(y), x− y〉
‖x− y‖4 = infθ∈cos−1(0) lim infr→0+
((r sin θ + y1)3 − y31)r sin θ
r4
.
Since sin θ = ±1 whenever cos θ = 0, it follows that
lim inf
x6=y,x→y
〈F(x)− F(y), x− y〉
‖x− y‖4 = lim infr→0+
{
1− 3|y1|
r
+ 3y
2
1
r2
}
≥ 1.
Moreover, one has
lim inf‖x‖→∞
〈x− y, F(x)〉
‖x‖4 = lim inf‖x‖→∞
(x1 − y1)x31 + (x2 − y2)(x2 + x32)
(x21 + x22)2
= inf
θ∈[0,2pi ]
{
lim inf
r→+∞
(r sin θ − y1)r3 sin3 θ + (r cos θ − y2)(r cos θ + r3 cos3 θ)
r4
}
= inf
θ∈[0,2pi ]
{
lim inf
r→+∞
r4(sin4 θ + cos4 θ)
r4
}
= 1/2.
Thus our claim follows. In addition, it can be verified that (4.23) holds for η = 3. Hence the conditions of Theorem 4.4 hold
and hence VI(F , S) has a global error bound on R2.
5. Application to boundary free problem
In this part, as an application of Theorem 4.4, we provide a global error bound result for the nonsmooth complementarity
problem arising from the free boundary problem (see Example 1.1).
Let ϕ(x, y) = 12‖x − y‖2, S = Rn+, a ∈ (0, 1), b = 1, λ = 1 and p ∈ (0, 1). Consider the corresponding
nonsmooth nonlinear complementary problem (arises in solving the boundary free problem) as in Example 1.1. In this
case, one has F(x) = Mx + φ(x) where M = (Mi,j)1≤i,j≤n ∈ Rn×n is the finite difference matrix defined by Mi,i = 2 and
Mi,i+1 = Mi+1,i = −1, i = 1, . . . , n, and φ is defined by
φ(x) = (max{0, x1}p, . . . ,max{0, xn}p)+ q, x = (x1, . . . , xn)
for some q ∈ Rn. Clearly, F is continuous. Moreover, sinceM is positive definite, there exists α > 0 such that dTMd ≥ α‖d‖2.
Thus, we see that F is β-coercive with β = 2 and F is locally-ξ monotone on Rn+ with ξ = 2, because for any y ∈ Rn,
lim inf‖x‖→∞
〈x− y, F(x)〉
‖x‖2 = lim inf‖x‖→∞
(x− y)TMx+
n∑
i=1
(xi − yi)max{0, xi}p + qT (x− y)
‖x‖2
= lim inf‖x‖→∞
xTMx
‖x‖2 ≥ α > 0,
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and for any y ∈ Rn+
lim inf
x∈S\{y},x→y
〈F(x)− F(y), x− y〉
‖x− y‖2 = lim infx∈Rn+,x6=y,x→y
(x− y)TM(x− y)+
n∑
i=1
(xi − yi)(xpi − ypi )
‖x− y‖2
≥ lim inf
x∈Rn+,x6=y,x→y
(x− y)TM(x− y)
‖x− y‖2 ≥ α > 0,
where the first inequality holds as (xi − yi)(xpi − ypi ) ≥ 0 for all xi, yi ≥ 0. Note that
lim sup
‖x‖→∞
‖F(x)‖
‖x‖ ≤ lim sup‖x‖→∞
‖Mx‖ +
√
n∑
i=1
(max{0, xi}p)2 + ‖q‖
‖x‖ <∞.
Thus, we obtain that (4.24) holds with η = 1. It follows from Theorem 4.4 that there exists a positive constant τ such that
for all x ∈ Rn
dist(x, X∗) ≤ τ {[θϕab(x)]
1
2 + [θϕab(x)]
1
4 }
where X∗ is the solution set of the corresponding nonsmooth nonlinear complementary problem.
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