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Abstract
This thesis presents both a computational and experimental investigation
into light propagation in hot alkali-metal vapours, with a particular focus on
utilizing the Faraday effect for practical applications. A model to calculate
various spectra for a weak-probe laser beam in an atomic medium with an
applied axial magnetic field is presented. A computer program (ElecSus)
was developed which implements this model efficiently. Using ElecSus we
design optical devices such as Faraday filters and laser frequency stabilizing
references. The design of Faraday filters utilizing compact vapour cells is
shown, along with excellent agreement with experiment. The importance
of including the effect of self broadening in the model is shown for these
short path length vapour cells. Also, a Faraday filter is presented that can
potentially be used for quantum optics experiments on the caesium D1 line
(894 nm). The filter displays the highest ratio of transmission to equivalent
noise bandwidth to date for a linear Faraday filter, demonstrating the power
of computerized optimization for this application. Furthermore, a Faraday
filter is presented for use as an intra-cavity element in an external-cavity
diode laser. A proof-of-principle experiment is demonstrated which shows
that using a short external cavity with the Faraday filter eliminates mode-
hops.
Experimentally and theoretically the Faraday effect is investigated in large
magnetic fields where alkali-metal atoms enter the hyperfine Paschen-Back
regime. This hyperfine Paschen-Back Faraday effect is shown to allow a direct
measure of the refractive indices for left and right circular polarized light.
Furthermore, fitting the weak-probe spectra using ElecSus is found to give
measures of the magnetic field with a fractional precision of the order of 10−4.
In addition we study slow-light pulse propagation in a high density rubidium
vapour, showing that our theoretical model for the electric susceptibility is
valid for short pulses as well as continuous-wave light. This shows that the
model is accurate for predicting weak-probe pulse propagation.
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Chapter 1
Introduction
Optical media consisting of a gas of single atoms have remarkable properties
which can be exploited for a large range of applications. Since indistinguish-
able atoms can be thought of as identical oscillators, gaseous ensembles of
atoms can be used to create clocks with unprecedented precision, long term
stability and reproducibility [1]. Also, since electromagnetic fields affect the
atomic state, probing the atomic gases can be a way to sense these fields
with high precision [2]. On the other hand, the atoms will affect the light
which interacts with it and so we can envisage using atomic media as optical
elements to manipulate light.
Since the invention of laser cooling, cold atoms have been a workhorse for
research into many phenomena. They provide an opportunity to do research
that would otherwise be impossible, such as studies on Bose-Einstein con-
densates [3], or the interaction between individual atoms [4] in optical dipole
traps [5]. However, in recent years the interest in thermal atomic vapours
is increasing, especially for creating compact devices. This is due to experi-
ments with thermal atomic vapours generally being simpler, cheaper, smaller
and lighter in mass. Using vapour cells allows one to tune the atomic number
density over several orders of magnitude. From figure 1.1, we can see that we
can exceed the number densities that can be achieved in cold-atom experi-
ments by heating the vapour cell. Although, this is at the cost of increased
line-broadening due to the Doppler effect.
1
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Figure 1.1: Number density of atomic rubidium, in the gas phase, as a
function of temperature (using formula given in [6]). The typical maximum
number density in magneto-optical trap (MOT) and Bose-Einstein conden-
sate (BEC) experiments are 1012 and 1014 cm−3 respectively [7].
1.1 Motivation for smaller cells
The attenuation of the intensity, I, of weak1 monochromatic light by a
medium of length ` is given by the well known Beer-Lambert law,
I = I0 exp(−α`), (1.1)
where I0 is the initial intensity and α is known as the attenuation coefficient.
Interesting phenomena such as Rydberg blockade [8], the cooperative Lamb
shift [9, 10], saturated opacity [11] and enhanced energy transfer [12] can be
seen at large atom number densities. The high number density will cause α to
be large, causing conventional cell lengths of a few centimetres to be optically
thick close to the atomic resonances. This means that it can be difficult for
a probe beam to extract information about the sample. One way round this
problem may be to tune the probe beam away from the atomic resonance
and then use a dispersive signal [13], however this technique may not suitable
for applications where we need to work near resonance (e.g. measuring shifts
1There are many times in this thesis where we will make the approximation that the
light is ‘weak’, but in full generality this means the intensity is small enough such that the
behaviour of the medium is independent of intensity.
Chapter 1. Introduction 3
of resonance lines). Another idea is to use selective reflection [14] as the
signal, or possibly use electromagnetically-induced transparency [15]. One
straightforward solution is to reduce ` such that the optical depth is small
enough for some of the probe beam to pass through the atomic medium and
provide a signal. Remarkably, vapour cells with path lengths as small as 30
nm have now been demonstrated [10].
Other than fundamental physics, the use of compact vapour cells is of interest
for applied physics2. Making atomic devices more compact, power efficient
and lighter is currently a burgeoning area of research [16–18], since it allows
them to become practical and mobile consumer products. Particularly for
devices that require an applied magnetic field, compact vapour cells [19–25]
offer the additional advantage that small permanent magnets can be used
as an alternative to current carrying coils to create a uniform magnetic field
across the vapour cell [26], while consuming no power.
1.2 The hyperfine Paschen-Back regime
Another advantage of using permanent magnets to apply magnetic fields to
atomic vapours is that large magnetic fields are more easily accessible. Some
applications require very large fields [27–30] to be applied to the atomic
vapour. As we will see in this thesis (section 4.2), magnetic fields of the
order 10 kG can be applied using compact permanent magnets. At these
large fields alkali-metal atoms enter the hyperfine Paschen-Back regime [31–
36], where the nuclear spin, and the total electronic angular momenta are
decoupled. Exceptionally, for lithium a magnetic field of the order of 10 kG
is strong enough to also decouple the orbital and spin angular momenta of
the electron [37].
The hyperfine Paschen-Back (HPB) regime is also of interest for studies of
coherent dynamics as individual transitions can become separately address-
able [38, 39]. This happens when the magnetic field breaks the degeneracy
and the spacing between the transitions is greater than the Doppler width;
allowing ideal two- or three-level systems to be realized [39].
2Although, today’s fundamental physics is tomorrow’s applied.
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1.3 The Faraday effect
In 1846, Faraday discovered that the plane of polarization of light ro-
tates when travelling through various media with an applied axial magnetic
field [40]. This was the first magneto-optic phenomenon discovered, and
showed that light, magnetism and electricity are related.
The Faraday effect has many applications, since it allows precise manipula-
tion of the polarization of light. The effect has uses in optical filtering [41],
quantum memories [42], optical isolation [29], optical limitation [43] and off-
resonance laser-frequency stabilization [44, 45], to name only a few.
The Faraday effect has been studied in many regimes. The resonant Fara-
day effect (also known as the Macaluso-Corbino effect [46]) is characterized
when the light’s frequency is near the atomic resonance. The off-resonant
Faraday effect [47] is characterized when the light is detuned far from the
atomic resonance. However, both these phenomena are often only studied
for weak magnetic fields, such that the Zeeman shift is smaller than the
line-broadening. In chapter 5 the Faraday effect is studied in the hyperfine
Paschen-Back regime, where for 87Rb the Zeeman shift is much larger than
the atomic line-broadening.
1.3.1 Faraday filters
In 1956, O¨hman noticed [41] that the resonant Faraday effect could be used to
create a filter by placing crossed polarizers around an optical medium subject
to an axial magnetic field. Faraday filters were later applied to solar observa-
tions [48, 49] and used to frequency stabilize dye lasers [50–52]. In the early
1990s the subject of Faraday filters was revived [53, 54]. Such filters have
received increasing attention ever since, owing to their high performance in
many applications. Faraday filters now find use in remote temperature sens-
ing [55], atmospheric lidar [56–59], diode laser frequency stabilisation [60–62],
Doppler velocimetry [49, 63, 64], communications [65] and quantum key dis-
tribution [66] in free space, optical limitation [43], filtering Raman light [67],
and quantum optics experiments [68, 69].
It’s interesting to note that the same apparatus used to create a Faraday
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filter can be used to create an optical isolator [29], a device which has high
transmission in one direction but low transmission in the opposite direction3.
This is achieved by rotating one of the polarizers such that they are at 45◦
with respect to one another. Also the temperature and magnetic field are
chosen such that there is a 45◦ Faraday rotation rather than a 90◦ rotation
needed for a Faraday filter.
The main advantages to using Faraday filters over similarly spectrally-narrow
Fabry-Perot etalons is that they are cheaper, and more robust to temperature
changes or vibrations [57]. Another advantage to using Faraday filters is that
they typically have a very large field of view [71], in contrast to fibre Bragg
gratings.
1.4 Aim of this thesis
The aim of this investigation is to further the understanding of the underlin-
ing physics of optical devices utilizing thermal atomic vapours. The Faraday
effect is of particular interest since it allows the manipulation of the polariza-
tion state of light. Also, the use of compact, short path-length vapour cells
in this thesis (and the new physics that must be considered) is important
since these will make the most practical devices. In this thesis we describe
a model to calculate the weak-probe electric susceptibility of an ensemble
of hot alkali-metal atoms. We then develop a computational implementa-
tion of the model which is open source and fast. This computer program
(ElecSus) includes global fitting routines to effectively fit the model to ex-
perimental data. Also the speed of the program allows one to interface the
program with optimization routines, which allows the optical properties of
the vapour to be efficiently designed. We use this technique extensively to
design Faraday filters for alkali metals.
1.5 Thesis summary
The rest of this thesis is structured as follows:
3or more precisely, a device which breaks “Lorentz reciprocity” [70].
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Chapter 2. Here we develop a model to calculate the electric susceptibility
of an ensemble of hot alkali-metal atoms. This model underpins the rest of
the work in this thesis. The model is then used to discuss the hyperfine
Paschen-Back regime and the Faraday effect.
Chapter 3. The computational implementation of the model (the ElecSus
program [72]) for the electric susceptibility is described. Also, we explain how
to calculate signals that would be seen in experiments such as transmission
or other Stokes parameters. The methods used to fit the theory to the data
are explained and we describe how fitting to local solutions is avoided by
using global fitting routines.
Chapter 4 This chapter details the experimental apparatus and tech-
niques used for the investigations in this thesis. We show how the atomic
medium is prepared by showing the vapour cells used and describing their
heaters. Also we describe how to apply a magnetic field using permanent
magnets that have their dimensions precisely designed. We then go on to
explain how the laser frequency is calibrated when taking atomic spectra
and also explain how pulsed light is generated from a continuous-wave beam.
These techniques form the basis of the experiments in the following chapters.
Chapter 5. We show that unique properties of an atomic vapour emerge
at the very high magnetic fields of the hyperfine Paschen-Back regime. The
Faraday effect in this regime is shown to have three important applications:
 Weak-probe spectroscopy can be used to measure the magnetic field
with a relative precision at the 10−4 level.
 The Faraday spectra are good approximations to the refractive indices
of the vapour, and so could be used as a direct measure.
 The Faraday spectra can be used as a laser-frequency reference that
is far detuned from the usual atomic resonances seen at zero magnetic
field; a highly temperature stable way of off-resonance laser locking.
Chapter 6. In this chapter we describe the technique of Faraday fil-
tering. We use computer optimization in order to design the best working
conditions of Faraday filters. Computer optimization is also employed as a
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tool to explain how line broadening affects the performance of Faraday fil-
ters. The effect of homogeneous and inhomogeneous broadening mechanisms
are explored for both ‘wing’ and ‘line-centre’ filters. We show how wing-type
filters are extremely sensitive to homogeneous broadening mechanisms. This
result is of particular importance for the design of compact Faraday filters,
where dense vapours are necessary but are subject to homogeneous ‘self’
broadening.
Chapter 7. Using the technique of computer optimization, we find that
the caesium D1 line performs best for a key figure of merit. Experimentally,
we realize the predicted caesium D1 filter, which achieves a performance that
surpasses any other Faraday filter demonstrated to date. This filter could be
incorporated into quantum optics experiments that utilize the Cs D1 line.
Chapter 8. We experimentally demonstrate a diode laser system where a
Faraday filter is used in an external cavity as the frequency selective element.
We again employ the ElecSus program in order to find the optimal filter
parameters. This ‘Faraday-filter laser’ is the first to be made where the
cavity free-spectral range is greater than the filter width. This means that
the laser frequency does not mode hop within the filter profile. This kind
of laser system is in principle more mechanically stable than grating based
external cavity diode lasers, with the caveat that it is less frequency tunable.
Chapter 9. ElecSus is used to design a slow-light medium with an atomic
rubidium vapour. An experiment is described, where the medium is probed
with nano-second pulses, to test the theoretical prediction. The agreement
between experiment and theory is excellent, showing that we can use the ab-
sorptive and dispersive properties calculated by ElecSus to accurately model
weak-probe pulse propagation.
Chapter 10. Here we summarize the main conclusions of this thesis and
briefly look at studies that could be done in future that build on the work
presented here.
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1.6 Publications
During the work for this thesis several journal articles have been published.
The work is a collaborative effort between the named authors, with all au-
thors contributing to the discussions of the results as well as contributing to
the preparation of the article. The specific contributions of this author has
been listed under the respective article.
1.6.1 Publications arising from this work
Listed here are journal articles which have arisen from the work carried out
for this thesis. As such, these articles form the basis of some of the chapters.
[72] M. A. Zentile, J. Keaveney, L. Weller, D. J. Whiting, C. S. Adams,
and I. G. Hughes, ElecSus: A program to calculate the electric suscep-
tibility of an atomic ensemble, Comput. Phys. Commun. 189, 162
(2015).
– Assembled the experiments, and acquired and analysed the data.
– Wrote the majority of the ElecSus code in it’s present form.
– Lead the writing of the article, creating all the figures and writing
the majority of the text.
[73] M. A. Zentile, D. J. Whiting, J. Keaveney, C. S. Adams, and I.
G. Hughes, Atomic Faraday filter with equivalent noise bandwidth less
than 1 GHz, Opt. Lett. 40, 2000 (2015).
– Performed the computerized optimization.
– Assembled the experiment, and acquired and analysed the data.
– Lead author of the article.
[74] M. A. Zentile, J. Keaveney, R. S. Mathew, D. J. Whiting, C. S.
Adams, and I. G. Hughes, Optimisation of atomic Faraday filters in
the presence of homogeneous line broadening, ArXiv:1504.03651 (2015),
accepted for publication in J. Phys. B At. Mol. Opt. Phys.
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– Performed the computerized optimizations and theoretical analy-
sis.
– Assembled the experiment, and acquired and analysed the data.
– Lead author of the article.
[45] M. A. Zentile, R. Andrews, L. Weller, S. Knappe, C. S. Adams,
and I. G. Hughes, The hyperfine Paschen-Back Faraday effect, J. Phys.
B At. Mol. Opt. Phys. 47, 075005 (2014).
– Performed the theoretical calculations.
– Acquired the data alongside R. Andrews, and analysed the data.
– Lead author of the article.
[29] L. Weller, K. S. Kleinbach, M. A. Zentile, S. Knappe, I. G. Hughes,
and C. S. Adams, Optical isolator using an atomic vapor in the hyper-
fine Paschen-Back regime, Opt. Lett. 37, 3405 (2012).
– Assisted in taking the experimental data.
– Analysed the experimental data used to characterize the vapour
cell.
[26] L. Weller, K. S. Kleinbach, M. A. Zentile, S. Knappe, C. S. Adams,
and I. G. Hughes, Absolute absorption and dispersion of a rubidium
vapour in the hyperfine Paschen-Back regime, J. Phys. B At. Mol.
Opt. Phys. 45, 215005 (2012).
– Assisted in taking the experimental data.
– Fitted some of the experimental data to theory.
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1.6.2 Other work
The following publications arose during the work for this thesis. Whilst they
are relevant, they do not underpin the work presented in this thesis.
[12] L. Weller, R. J. Bettles, C. L. Vaillant, M. A. Zentile, R. M.
Potvliege, C. S. Adams, and I. G. Hughes, Cooperative Enhancement
of Energy Transfer in a High-Density Thermal Vapor, ArXiv:1308.0129
(2013).
– Assisted in taking the experimental data.
– Performed the theoretical analysis concerning the kinetic theory.
[39] D. J. Whiting, E. Bimbard, J. Keaveney, M. A. Zentile, C. S.
Adams, and I. G. Hughes, Electromagnetically induced absorption in a
non-degenerate three-level ladder system, (2015) in preparation.
– Designed the magnets and cell heater used for the experiment.
– Characterized the vapour cell.
Part I
Theory and computational
methods
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Chapter 2
A model for the weak-probe
electric susceptibility of an
atomic vapour
2.1 Introduction
This chapter outlines how to calculate the attenuation and dispersion of
light for a hot atomic gas. We will start with a plane wave solution to
Maxwell’s wave equation in free space, then modify it to include a medium
with a frequency dependent refractive index (dispersion) and attenuation. It
is shown that the electric susceptibility is key in calculating these properties.
The applied electric field is then linked to the atomic polarizability, in order to
describe the macroscopic electric susceptibility from the microscopic atomic
polarizability. Then using the steady state solution to the optical Bloch
equations, the susceptibility for a two-level atomic medium is found. This is
then generalized for a multi-level atom giving us our final result.
Note that the model is ‘semi-classical’, where the light is treated as a classical
wave and the atomic system is treated quantum mechanically. The quantum
nature of light is not expected to be required since the electromagnetic field
is not strongly coupled to the atom. This means that photons that interact
with an atom only do so once, unlike a cavity system for example [75].
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2.2 A plane wave in a dispersive medium
We start by considering a monochromatic plane wave of an electric field
restricted to propagation in one dimension. Plane waves are solutions to
Maxwell’s wave equation [76], and are a sufficient approximation to the Gaus-
sian laser beams used experimentally for this thesis [77]. We choose to write
the plane wave as,
E(z, t) = E0 exp(i[kz − ωt]), (2.1)
where z is the propagation direction, t is time, ω is the angular frequency
and k is the wavenumber defined as k ≡ 2pi/λ, where λ is the wavelength.
E0 is a complex amplitude, and is a vector which lies in the x-y plane (a
transverse wave). We have written the electric field as a complex number,
but in principle it is a directly observable quantity and so should be real
valued. However, this complex solution to the Maxwell’s wave equation is
more mathematically convenient when dealing with a superposition of waves
with different phases (see chapter 9). We should interpret the real part of
equation (2.1) as representing the electric field [76, 78].
The wavenumber in a medium can be represented by its value in vacuum (k0)
using the relation, k = nk0, where n is the refractive index of the medium,
defined as the ratio of the speed of light in vacuum to the phase velocity in
the medium (n ≡ c/vp). In this way we can parameterize the phase shift
caused by the medium. However, we could instead allow a complex index of
refraction, (nc ≡ n+ iβ). We now write the wavenumber as follows,
k = nck0. (2.2)
Putting this into equation (2.1) we get,
E(z, t) = E0 exp(i[nck0z − ωt]), (2.3)
E(z, t) = E0 exp(−βk0z) exp(i[nk0z − ωt]). (2.4)
By allowing a complex index of refraction, we have parameterized the atten-
uation in the medium as well as the phase shift. We can see this more clearly
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if we use the relation for the intensity of light from a sinusoidal wave [78],
I =
1
2
n0c|E|2, (2.5)
where 0 is the permittivity of free space. Therefore the transmission T after
traversing a medium of length ` will be given by,
T ≡ I
I0
= exp(−2βk0`). (2.6)
This is simply the Beer-Lambert law (see equation (1.1)) with the attenuation
coefficient given by,
α = 2βk0. (2.7)
Also evident is that the medium imparts a phase shift, ∆φ, (when compared
to a wave travelling in vacuum) of,
∆φ = (n− 1)k0`. (2.8)
In general, nc changes with optical frequency and so we need to calculate its
spectrum for an atomic medium. This will allow us to compare theory and
experiment by spectroscopy.
2.3 The electric susceptibility
We require a link between our macroscopic nc quantity and the microscopic
behaviour of the atoms. We can start by noting that the applied electric field
from the light should electrically polarize an atom, since its bound charges
will interact with the electric field. If the wavelength of light is much larger
than the size of the atom, then the atom will closely resemble a dipole [79].
This will cause the macroscopic medium to be polarized, P , in the following
way [78],
P =
∑
a
Na(da)av, (2.9)
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where Na is the number density of the a’th type of identical atom and (da)av
is the spatial average of its dipole moment. If we also ignore local field effects1
(valid for low number density) we can simply write,
P =
∑
a
Nada, (2.10)
without taking the spatial average. However, the atom has been treated as a
classical dipole. To treat the atom quantum mechanically, we should replace
da with the expectation value of the dipole operator. The dipole operator is
given by d ≡ er, where e is the elementary charge and r is the position of
the electron from the nucleus. This gives us,
P =
∑
a
Na〈d〉a. (2.11)
Since an atomic gas is macroscopically isotropic, the medium’s polarization
should be in the same direction to the applied field and directly proportional.
Therefore,
P = e0χE, (2.12)
where e0 is the vacuum permittivity and χ is known as the electric suscep-
tibility. Note that e0χ is simply the proportionality constant, written such
that χ is dimensionless. This equation defines χ. Also since the polariza-
tion of the medium may not be entirely in phase with E, χ is necessarily
a complex number. Another feature to note about equation (2.12) is that
the polarization is linear with the applied electric field. This is actually an
approximation. Very large electric fields will in general cause a non-linear
response by the medium [81], but since only weak fields will be used in this
thesis, linearity is a safe approximation.
The complex index of refraction is related to χ by the equation [78]
nc =
√
1 + χ ≈ 1 + χre
2
+ i
χim
2
, (2.13)
where the approximation is valid when |χ| is small. Note that under this
approximation, the attenuation coefficient can now be given by α = kχim
1See [80] for further discussion of local field effects in atomic vapours.
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and the phase shift is given by ∆φ = 1
2
χrek0`.
Having linked the electric susceptibility to the medium’s dispersion and at-
tenuation, a calculation of the expectation value of the dipole operator is
now required in order to calculate χ.
2.3.1 The two-level atom
We start by considering the simplest atomic ensemble, consisting of only
identical two-level atoms. The atom has a ground state, |g〉, and an excited
state, |e〉. The excited state decays spontaneously into the ground state with
a rate constant of Γ0. The two states are separated in energy by ~ω0 (where
~ is the reduced Plank’s constant), and are coupled via a plane wave. It is
convenient to define the detuning, ∆ = ω − ω0 which is the difference of the
light’s angular frequency to the resonant frequency of the transition.
Since we are considering only one type of atom we will simplify our notation
for the expectation of the dipole operator, 〈d〉a = 〈d〉. We want to describe
the evolution of the atomic wave-function, as the atom interacts with the
light (under the assumption that the atom can be described as a dipole),
and hence calculate 〈d〉. This is a well known problem and can be described
using a matrix formalism and the optical Bloch equations with the Lindblad
operator (see page 72 in [79]). Here we simply quote the results.
From the density matrix formalism (see page 643 in [82]), we can write the
expectation value as
〈dˆ〉 = Tr(dˆρˆ) = dge(ρge + ρeg), (2.14)
where the diagonal matrix elements of dˆ are zero2 and the off diagonal el-
ements are both equal (so we simply label them dge ≡ 〈g|d|e〉). We then
define ρge ≡ ρ˜ge exp(iωt) and ρeg ≡ ρ˜eg exp(−iωt), so we can write
〈dˆ〉 = dge[ρ˜ge exp(iωt) + ρ˜eg exp(−iωt)]. (2.15)
If we also substitute the real part of the plane wave (equation (2.1), under
2This is due to the odd parity the dipole operator (see [83] for further discussion).
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the dipole approximation of z = 0) into equation (2.12), we can write
P =
1
2
0E0[χ exp(−iωt) + χ∗ exp(iωt)]. (2.16)
Substituting equation (2.15) into (2.11) and then equating with (2.16) yields,
Ndge[ρ˜ge exp(iωt) + ρ˜eg exp(−iωt)] = 1
2
0E0[χ exp(−iωt) + χ∗ exp(iωt)],
(2.17)
where we can immediately identify,
χ =
2Ndge
0E0
ρeg. (2.18)
The steady-state solution of the optical Bloch equations, under the rotating
wave approximation, is then used to calculate
ρeg =
idgeE0
2~(Γ0/2− i∆) . (2.19)
Therefore we can write
χ(∆) =
d2geN
0~
f(∆), (2.20a)
f(∆) =
i
Γ0/2− i∆ . (2.20b)
One final element to calculate is dge. This can be calculated ab initio, where
a model is built up by calculating the eigenstates of the valence electron in
the potential of the ionic core. However this technique is limited by imprecise
knowledge of the ionic core potential. However, it can be shown that dge can
be calculated from the decay rate Γ0 by using [79]
dge =
√
3pi0~c3Γ0
ω30
. (2.21)
The decay rates are measurable quantities and are well known for alkali-metal
atoms (see section B.2 where the values are provided).
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Discussion of the two-level atom result
This result has utilized the steady-state solution of the optical Bloch equa-
tions. The steady-state solution is valid when the atoms spend a long time
in the beam relative to their decay time (τ) [79]. For a typical laser beam
sizes of ∼ 1 mm, the majority of atoms in a thermal vapour cell will spend
> 40 τ in the beam (see discussion in section 6.5.1 of [84]). By this point the
atoms are in the steady state to a very good approximation [79].
Another approximation made is that the atoms are stationary, but in fact
their motion will cause a Doppler shift of the resonant frequency. Also this
result is only valid for an ensemble of non-interacting two-level atoms. For
alkali-metal atoms, this assumption of two-levels is not good. Hyperfine
splitting and Zeeman sub-levels mean that there are many transitions which
can be driven by a single frequency of the light. Also we may have a mixture
of different atoms, such as different isotopes. However, this two-level atom
result can be generalized to include all these effects, as will be shown in the
next two sections.
2.3.2 The electric susceptibility for a multi-level atom
A full description of the multi-level atom is quite complicated since the num-
ber of coupled optical Bloch equations becomes very large. Also, taking
the steady-state solution to the optical Bloch equations actually becomes
invalid, since slow processes such as off-resonant optical pumping mean that
the atoms have not reached the steady state even for the > 40 τ time they
spend in the beam. The distribution of beam crossing times must now be
taken into account, which will be different for different laser beam geometries
and sizes. This is a more complicated problem but solvable [85, 86]. How-
ever, we can drastically simplify this problem by again restricting ourselves
to a weak beam. In this context, the beam is ‘weak’ enough such that opti-
cal pumping does not occur for the amount of time the atoms spend in the
beam [87, 88]. This means that we can treat an ensemble of multi-level atoms
as a mixture of two-level atoms where their single transition corresponds to
the same strength and frequency that occurs in the multi-level atom. There-
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fore we can re-write equations (2.20a) & (2.20b) for a single transition i as
χi(∆i) =
C2i d
2Na
0~
f(∆i) (2.22a)
f(∆i) =
i
Γ/2− i∆i , (2.22b)
where C2i is the relative strength factor of the transition (see section 2.3.5),
d is the reduced dipole matrix element which represents the strength of the
atomic transition if no fine or hyperfine structure were present. Note that
equation (2.21) can be modified to calculate d (see [89]). Also, because
different transitions occur at different energies we write the detuning as ∆i ≡
ω − ωi where ωi is the resonance angular frequency of transition i. Recall
that Na is the number density of identical atoms, and can be calculated from
the elemental number density N (see B.1) by the following equation,
Na = FaN
2(2I + 1) , (2.23)
where Fa is the isotopic fraction and I the nuclear spin quantum number.
The denominator, 2(2I + 1), is the number of states in the ground manifold
since we expect the atoms to be distributed evenly among all these states.
We can justify this by noting that we expect the population of atomic states
to follow a Boltzmann distribution [90]. By calculating the Boltzmann factor,
which represents the fraction of atoms in a higher state (N2) relative to a
lower state (N1), we can calculate how much the population of each state
will deviate from uniform. The Boltmann factor is given by [90]
N2
N1
= exp
(
E1 − E2
kBT
)
, (2.24)
where kB is the Boltzmann constant, T is the thermodynamic temperature
and E1 and E2 are the energies of the lower and upper state respectively. The
largest deviation will be given for high magnetic fields and low temperatures.
Considering the ground manifold of 87Rb, at our largest achievable magnetic
field of 6200 G and lowest temperature of 20◦C, the two states with the
largest energy difference give a Boltzmann factor of 0.997. The assumption
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of zero population in the excited manifolds is again justified by calculating
the Boltzmann factor which shows the population is of the order of 10−13.
Note that when not in the weak-probe regime, hyperfine pumping will occur
and redistribute populations [87, 88].
The real and imaginary parts of χi are plotted as a function of ∆i in panel (i)
of figure 2.1. The decay rate, Γ, is also the full width half maximum of the
imaginary part of χi (a Lorentzian distribution). Γ has contributions from
natural broadening (Γ0), dipole-dipole induced self broadening [91] (Γself),
and any extra homogeneous broadening e.g. pressure broadening due to
buffer gasses (Γbuf).
2.3.3 Including the Doppler effect
The centre of the complex line-shape occurs at the resonance frequency, how-
ever, due to motion the Doppler effect causes the atom to observe a shifted
frequency. A thermal ensemble of atoms has a Gaussian distribution of ve-
locities in the light propagation direction, given by [92]
g(v) =
1
U
√
pi
exp
(
− v
2
U2
)
, (2.25)
where v is the component of velocity of the atom in the light propagation
direction and U is the root mean square (rms) speed of the atoms, given by
U =
√
2kBT/m, where m is the mass of the atom. The resulting atomic
line-shape (V) is given by a convolution between f and g. Therefore, equa-
tions (2.22a) & (2.22b) are generalized to
χi(∆i) =
C2i d
2Na
0~
V(∆i) (2.26a)
V(∆i) =
∫ ∞
−∞
f(∆− kv)g(v)dv. (2.26b)
Panel (ii) of figure 2.1 shows the line-shape of χi when we include Doppler
broadening at 20 ◦C. It is again important for the atom-light interaction
to be in the weak-probe regime or deviations from this line-shape will be
seen [85, 93]. Further deviations can also occur for large amounts of buffer
gasses or short length cells due to Dicke narrowing [94]. These effects are
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beyond the scope of this work, but studies including them can be found in
[80].
To calculate the total susceptibility we add the contribution from all tran-
sitions (χ =
∑
i χi). We then write the susceptibility in terms of a global
detuning, ∆, which is the frequency relative to a global linecentre. For con-
venience we have chosen zero detuning to occur at the weighted linecentre for
D1 (n
2S1/2 → n2P1/2) and D2 (n2S1/2 → n2P3/2) transitions (see B.2) where
n = 3, 4, 5 or 6 for sodium, potassium, rubidium or caesium, respectively. We
now look at using an atomic Hamiltonian to calculate the frequencies of the
transitions relative to the linecentre as well as their strengths.
2.3.4 The atomic Hamiltonian
The atomic Hamiltonian is written as a sum of interaction mechanisms,
H = H0 +Hf +Hhf +HZ, (2.27)
where H0 is the coarse atomic energy and Hf , Hhf and HZ are the fine, hyper-
fine and external magnetic field interactions respectively. The fine structure
interaction can be written as
Hf =
γf
~2
(L · S) , (2.28)
where L and S are the orbital and spin angular momenta of the valence elec-
tron respectively, and γf is the spin-orbit constant for the particular atom.
The hyperfine interaction has contributions from the magnetic dipole inter-
action, Hd, and electric quadrupole interaction, Hq, (Hhf = Hd + Hq). We
have omitted higher order multi-pole interactions since their effect is small
(∆E/h < 1 kHz [95]). The magnetic dipole interaction can be written as [83]
Hd =
Ahf
~2
(I · J) , (2.29)
where Ahf is the magnetic dipole constant, and I and J are the nuclear
spin and total electron (J = L + S) angular momenta respectively. Using
the convention that the magnitude of an arbitrary angular momentum K is
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Figure 2.1: Graphs showing how the refractive indices and attenuation
coefficients are found as a function of global detuning (∆/2pi). Panel (a) is
a stick spectrum showing the transition frequencies and strengths which are
calculated from finding the eigenenergies and eigenvectors of the Hamiltonian
of 87Rb in a 6 kG magnetic field. An energy-level diagram corresponding
to the 8 strong transitions is shown in figure 2.2. Inset (i) of panel (a)
shows the Doppler-free complex lineshape profile for 87Rb on the D1 line
(795 nm). Doppler broadening is added by convolving the lineshapes in (i)
with a Gaussian resulting in the lineshapes given in (ii), (both insets are
normalized to the peak of their respective imaginary part). For this example
the Gaussian distribution was calculated for a temperature of 20◦C. The
lineshapes in (ii) are then simply added to the spectrum at the position
of the transitions multiplied by their strength. This yields the attenuation
coefficient shown in panel (b) or the refractive index shown in panel (c).
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√
K(K + 1)~, the electric quadrupole interaction can be written as [83]
Hq =
Bhf
~4
[
3(I · J)2 + 3
2
(I · J)~2 − I(I + 1)J(J + 1)~4
2I(2I − 1)J(2J − 1)
]
, (2.30)
where Bhf is the electric quadrupole constant. See B.2 for values for Ahf and
Bhf . The interaction with an external magnetic field is given as
3
HZ =
µB
~
(gLL+ gSS + g
′
II) ·B, (2.31)
where µB is the Bohr magneton, and gL, gS and g
′
I are the g-factors corre-
sponding to the electron orbital, electron spin and nuclear4 angular magnetic
moments. gL is taken to be 1; the values for the other g-factors are given
in B.2. If we choose our quantization axis to be parallel to the magnetic field,
equation 2.31 reduces to
HZ =
µB
~
(gLLz + gSSz + g
′
IIz)Bz. (2.32)
Once the Hamiltonian is constructed, we need to find the eigenenergies, Ej,
and corresponding eigenstates, |j〉, in order to calculate the transition ener-
gies and strengths. The transition energy is simply the difference in energy
between the ground and excited states (Ee − Eg).
2.3.5 Calculating transition strengths from the eigen-
states
The eigenstates will be given by some combination of completely uncoupled
basis states |L,mL,mS,mI〉, where mL, mS and mI are the z-projection
quantum numbers. Transition strengths are given by the electric dipole ma-
trix element squared, |〈g|erq|e〉|2, where erq is the component of the dipole
operator in the spherical basis (see equation 5.17 in [96]); this chooses whether
the transition is σ+, σ− or pi (∆mL = −q where q = −1,+1 or 0 respec-
tively). To illustrate how the strength is calculated, we take the example of
3We have ignored the quadratic (diamagnetic) term in B [83] since it should be negli-
gible for the low principle quantum numbers and magnetic fields [26] used in this thesis.
4The nuclear g-factor is written with a prime here since commonly gI is defined with
the product gIµI , where µI is the nuclear magneton.
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σ+
σ-
Figure 2.2: Energy levels for the D1 line for a rubidium-87 atom in a
6 kG magnetic field. The energy levels are labelled by the quantum numbers
which dominate the eigenstate in the hyperfine Paschen-Back regime. The
8 transitions correspond to the strong ones shown in figure 2.1, with shorter
arrows corresponding to transitions occurring at lower frequency. The arrow
lengths are not to scale with the transition frequency. See equation (3.29) in
section 3.3.2 for precise details of how the energy levels are calculated.
a σ− transition between the eigenstates
|g〉 = a1 |0, 0,+1/2,−1/2〉+ a2 |0, 0,−1/2,+1/2〉 (2.33)
|e〉 = b1 |1,−1,+1/2,−1/2〉+ b2 |1,+1,−1/2,−3/2〉
+b3 |1, 0,−1/2,−1/2〉+ b4 |1, 0,+1/2,−3/2〉 (2.34)
where a1, a2, b1, b2, b3 and b4 are parameters which are known after finding
the eigenenergies and eigenstates of the Hamiltonian. Note that this choice of
eigenstates is analogous to the |1, 0〉 → |1,−1〉, D1 transition, in the |F,mF 〉
coupled basis5 in rubidium-87. The transition strength will be given by
|〈g |er1| e〉|2 = a21b21 |〈0, 0,+1/2,−1/2 |er1| 1,−1,+1/2,−1/2〉|2 . (2.35)
All other terms are zero since the er1 operator can only couple states where
the excited mL quantum number is reduced by one and all other quantum
numbers are the same. Since only the orbital angular momentum of the
5The coupled basis angular momentum is defined as F = I + L + S and mF is its
projection on the quantization axis which we have defined as the z-axis.
Chapter 2. A model for the electric susceptibility of an atomic vapour 25
electron is changed during an electric dipole transition, we can decouple the
transition into angular and spin parts,
|〈g |erq| e〉|2 = a21b21 |〈L,mL |erq|L′,mL′〉 〈mS,mI | mS′ ,mI′〉|2 , (2.36)
where symbols with a prime denote the excited state quantum number. The
last part in equation (2.36) ensures that the only non-zero result comes when
the electron spin and nuclear spin remain unchanged. Using the Wigner-
Eckart theorem [96] we can reduce the angular part,
|〈L,mL |erq|L′,mL′〉|2 =
(
L 1 L′
−mL q mL′
)2
〈L||er||L′〉2 . (2.37)
The symbol in brackets is a Wigner 3-j symbol [97]. When L′ = 1 and
L = 0, the square of the Wigner 3-j symbol is 1/3 for any σ+, σ− or pi
transition. The double-bar matrix element, 〈L||er||L′〉, denotes the reduced
dipole matrix element, d. Therefore, for our particular example the transition
strength is simply,
| 〈g |er1| e〉 |2 = 1
3
d2a21b
2
1 ≡ d2C2i . (2.38)
Recalling equation (2.26a), we see how the strength fits in to the amplitude
of the electric susceptibility for a single transition. For the general case we
find the strength from d2/3 multiplied by
∑
i,j a
2
i b
2
j , where ai and bi are the
coefficients of two basis states which are allowed to couple by the selection
rules.
See section 3.3.2 for details of how this strength factor is calculated using a
matrix representation of the Hamiltonian. Note that only the case where the
magnetic field is parallel to the propagation axis of the light is considered.
In this case pi transitions are forbidden [83].
Figure 2.1 shows an example for the rubidium D1 line, showing the result
of adding the lineshape at each transition frequency, scaled by the relative
transition strength. A large magnetic field was simulated which separates
the individual transitions for clarity. Figure 2.2 shows the corresponding
energy-level diagram.
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Figure 2.3: Energy levels of the 52S1/2 manifold of
87Rb as a function of
magnetic field. The solid back lines show the energy levels calculated after
finding the eigenvalues of the atomic Hamiltonian. The dashed red lines show
the approximation given by equation (2.39). At low magnetic fields the states
group into F = 1 or 2. On the right of the plot each eigenstate is labelled
with the basis state which dominates it’s composition at high magnetic fields.
2.4 Phenomena arising from application of
an external magnetic field
Using the model described in the previous sections, we will discuss two phe-
nomena that emerge from applying a magnetic field: the hyperfine Paschen-
Back regime and the Faraday effect.
2.4.1 Magnetic field regimes: the emergence of the hy-
perfine Paschen-Back regime
From analysis of the atomic Hamiltonian as a function of applied magnetic
field we can see that the behaviour of the energy levels can be separated into
three separate regimes. Further discussion of these regimes is given in [83].
Here we briefly describe them.
Figure 2.3 shows the energy levels of the ground manifold of 87Rb (52S1/2) as
a function of applied magnetic field. We can see that the magnetic field lifts
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the degeneracy. At low magnetic fields the magnetic interaction causes a lin-
ear shift in the energy levels. This is because, when the magnetic interaction
can be considered weak compared to the hyperfine interaction (µBB  Ahf),
all the angular momenta of the atom are coupled via their individual mag-
netic moments. This means the atom behaves as though it has one angular
momentum, F = I+L+S, with it’s z-projection mF . Therefore the energy
shifts are linear (δE ∝ mFµBB). This is known as the hyperfine linear-
Zeeman regime [26]. In this regime F and mF are good quantum numbers
since each eigenstate of the Hamiltonian can be predominantly described by
a single F and mF quantum number.
When the magnetic field is increased further the energy shifts of most states
are no longer linear with magnetic field. This is due to the partial uncoupling
of the angular momenta. In this ‘intermediate’ regime, their are no good
quantum numbers.
At large magnetic fields, the linear shift of the energy levels is recovered. This
is due to I and J having almost completely decoupled. This is known as the
hyperfine Paschen-Back (HPB) regime [33]. In this regime mI and mJ are
good quantum numbers since each eigenstate of the Hamiltonian will now be
predominantly described by a single mI and mJ quantum number. At large
magnetic fields the hyperfine interaction can be treated as a perturbation.
As such we can approximate the energy of each state by using the following
equation [96],
E = (gJmJ + g
′
ImI)µBB + AhfmJmI
+
Bhf
4I(2I − 1)J(2J − 1)[3m
2
J − J(J + 1)][3m2I − I(I + 1)]. (2.39)
It should be noted that Bhf is zero for states for which J = 1/2, and therefore
the last term in equation (2.39) is only required when approximating the
P3/2 term energy levels. From figure 2.3 we can see that the energy levels
asymptotically reach the result given by equation (2.39) at high magnetic
fields. Figure 2.3 also shows that there are two exceptional states (known as
stretched states) in which the eigenenergies of the Hamiltonian are completely
described by equation (2.39) for all magnetic field values. The explanation
for this is that these eigenstates can be expressed in a single basis state at all
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Figure 2.4: Energy levels of the 52P3/2 manifold of
87Rb as a function of
magnetic field. The solid back lines show the energy levels calculated after
finding the eigenvalues of the atomic Hamiltonian. The dashed red lines show
the approximation given by equation (2.39). The states can be grouped by
the mJ quantum number shown on the right of the plot.
values of the magnetic field, and as such are perfectly described by a single
set of quantum numbers.
Figure 2.4 shows the energy levels of the 52P3/2 manifold of
87Rb. Again we
calculate the energy levels from the eigenvalues of the atomic Hamiltonian
and also by the approximation of equation (2.39). The behaviour is generally
similar to that seen for the 52S1/2 manifold except that we enter the Paschen-
Back regime at much lower values of the magnetic field. This is because the
hyperfine interaction is much weaker for the 52P3/2 manifold. This is true
in general for alkali-metal atoms; the ground manifold will always enter the
HPB regime at the largest magnetic field.
For the model described here, equation (2.39) will well represent all the
energy levels when the magnetic field becomes infinite. However, at some
point the coupling between L and S will break down. At this point we enter
what is known as the fine Paschen-Back regime [26], where the magnetic field
interaction is much larger than the fine structure interaction. However, for
the magnetic fields studied in this thesis we will not reach this regime and
therefore our model should remain valid.
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Atomic transitions in the HPB regime
Once both the excited manifold and the ground manifold are both in the
HPB regime, we can see that the shifts of the atomic transitions should be
predictably linear. Also, since the ground manifold of alkali-metal atoms
will always enter the HPB regime at the largest magnetic field, we can say
that optical transitions (or optical spectra) are in the HPB regime when the
ground manifold is in the HPB regime.
To demonstrate this, the attenuation coefficient is plotted in figure 2.5 for in-
creasing values of the magnetic field. At small and large magnetic field values
the spectra are simple, and can be defined by good quantum numbers [26].
In these regimes, it may be sufficient to estimate frequency shifts by a per-
turbative treatment. However, in the intermediate regime there are no good
quantum numbers, and neither the hyperfine interaction nor the magnetic
interaction can be considered small. This shows the power of the Hamil-
tonian technique in being able to find transition frequencies and strengths
accurately in all these regimes.
2.4.2 The Faraday effect
Our model considers the case of a medium where only σ± transitions are
allowed. On application of a magnetic field the transition frequencies will
be shifted and their strengths will be altered. This effect is different for
σ+ and σ− transitions. Therefore the refractive indices for the polarizations
that drive σ+ and σ− are different (n+ 6= n−). This is known as circular
birefringence and it gives rise to the Faraday effect, which is the rotation of
the plane of polarization of linearly polarized light as it propagates through a
medium which has an axial magnetic field. This can be explained by noting
that linearly polarized light can be thought of as being composed of equal
amplitudes of left- and right-hand circularly polarized light. The differing
refractive indices of the two in the optical medium mean that there will be a
phase shift between the two circular components which will be observed as
a rotation in the plane of linear polarization.
In addition to birefringence the magnetic field causes circular dichroism.
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Figure 2.5: The attenuation coefficient as a function of linear detuning
(∆/2pi) for a 87Rb vapour on the D1 line (795 nm) and at a temperature of
20 ◦C. There are seven plots of the attenuation coefficient at magnetic field
values ranging from 0 to 3000 G in increments of 500 G. Each plot is placed
on its side, displaced to the right for clarity, with the attenuation coefficient
ranging from 0 to 5 m−1 in each one. The area under each curve has been
coloured either translucent red or blue, representing σ− and σ+ transitions.
Overlaying the plots are curves showing the transition frequencies as a func-
tion of magnetic field. Notice that the strong σ− transitions move to lower
energies while the strong σ+ ones move to higher energies. A video showing
the evolution of the attenuation coefficients for a Caesium vapour is available
from http://www.jqc.org.uk/research/project/elecsus/12683.
This is defined as the situation where the attenuation coefficients are differ-
ent (α+ 6= α−). This will cause linearly polarized light to become elliptical.
However, since refractive index curves fall to 1 (as 1/∆) slower than atten-
uation falls to zero (1/∆2), going off-resonance will cause the dispersion to
dominate over attenuation. Therefore, it is possible to observe large rota-
tions of linearly polarized light with little ellipticity generated [47]. When
the attenuation is low, the plane of polarization rotates by the angle [46],
θ =
1
2
(n+ − n−)k`. (2.40)
Therefore we can say that the Faraday effect is a good probe of the differential
dispersion (n+ − n−).
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Figure 2.5 quite clearly shows that the atomic medium in the HPB regime
exhibits a large amount of dichroism, where the σ+ and σ− transitions become
completely separated. This gives rise to further phenomena which we will
investigate in detail in chapter 5.
2.5 Discussion
A model for the weak-probe electric susceptibility of an atomic ensemble has
been described. The next chapter will describe a computational implemen-
tation of this model. The method by which the model is implemented is not
trivial. A program which runs quickly is essential for practical computerized
optimization which is used extensively in this thesis.
Chapter 3
ElecSus: A program to
calculate the electric
susceptibility of an atomic
ensemble
3.1 Introduction
Most applications of atomic vapours benefit from being able to predict the
attenuation and dispersion (in absolute measures) of the medium. In chap-
ter 2 we saw how the electric susceptibility is key in calculating these prop-
erties; here we present a fast, and easy to use, computer program utilizing
the model described in chapter 2, that can be used to predict the atten-
uation and dispersion given certain parameters. This facilitates designing
optical devices, such as Faraday filters [53, 54, 67, 98, 99] and optical isola-
tors [29], without resorting to experimental trial and error. Also, since each
theory curve will typically take less than a second to compute, fitting ex-
periment to theory becomes practical. This allows experimental parameters
to be measured efficiently. This has applications for optical magnetome-
try [100], optical thermometry [101–103], number density measurements in
optically thick vapour [13, 104], and diagnostics for devices such as vacuum
dispensers [105–107] and vapour cells [22–24, 108, 109].
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In principle, programs could be constructed for any gas, but here we focus
on alkali-metal vapours. Extensions to the case of molecular gases are also
of interest [110].
3.2 The Stokes parameters
The electric susceptibility is not a directly measurable quantity. To compare
theory and experiment the most convenient place to meet is the Stokes pa-
rameters. These are easily measured experimentally, and easily calculated
theoretically, from the electric susceptibility.
This section is concerned with finding how to calculate the Stokes parameters
for arbitrarily polarized light that has passed through a circularly birefringent
and dichroic medium.
Together, the four Stokes parameters characterize the polarization state of
light [111]. They are measurable with linear optics and photodetectors [112],
and are therefore a convenient way to measure the polarization of light.
However, the Stokes parameters have uses beyond measuring polarization.
Predicting their spectral dependence for an atomic medium is useful since
they can be used for several optical devices. The S0 parameter, equivalent
to transmission, can be used for primary thermometry [101]. The S1 and
S2 parameter signals can be used as far off-resonance laser-frequency stabil-
ising references [44], while the S3 signal is the dichroic atomic vapour laser
lock [113, 114] error signal. The Stokes parameters are defined as
S0 ≡ (I− + I+) /I0 (3.1a)
= (Ix + Iy) /I0 (3.1b)
= (I↗ + I↘) /I0 (3.1c)
S1 ≡ (Ix − Iy) /I0 (3.1d)
S2 ≡ (I↗ − I↘) /I0 (3.1e)
S3 ≡ (I− − I+) /I0, (3.1f)
where Ix and Iy are the intensities of light that are transmitted and reflected,
respectively, at a polarizing beam-splitter placed after the medium; this de-
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fines the x- and y-axes. The symbols I↗ and I↘ denote the intensities of
light after the medium, which are polarized at an angle that deviates from
the x-axis by 45◦ and −45◦ respectively, while I− and I+ represent the in-
tensities of light which drive σ± transitions. I0 is the initial intensity of light
just after entering the medium.
3.2.1 Jones Calculus in the circular basis
Jones calculus is a well known way of calculating the polarization state of a
coherent beam of light [115]. The Jones vectors and matrices in the linear
basis can simply be looked up in books [116], and are generally preferred
since optical elements such as polarizers tend to filter linear components
of polarization. Since our medium is circularly birefringent and dichroic,
it is more convenient to work in the circular basis. First we need to find
the transformation matrix Uˆ , and then use this to convert the vectors and
matrices given in the linear basis to the circular basis. Using the Jones
vectors in the linear basis (given in table 3.1), we find Uˆ by,
Uˆ =
[
J †− · Jx J †− · Jy
J †+ · Jx J †+ · Jy
]
(3.2)
=
1√
2
[
1 −i
1 i
]
. (3.3)
The vectors in the circular basis are then given by Uˆ acting on the vectors in
the linear basis. The result is given in table 3.1. To change the Jones matrices
(which describe optical elements) into the circular basis we use UˆAˆUˆ †, where
Aˆ is the matrix in the linear basis. The Jones matrices for polarizers can be
found in table 3.2.
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Linear basis Circular basis
Jx =
[
1
0
]
J− =
(
1
0
)
Jy =
[
0
1
]
J+ =
(
0
1
)
JR =
1√
2
[
1
−i
]
Jx =
1√
2
(
1
1
)
JL =
1√
2
[
1
i
]
Jy =
1√
2
(−i
i
)
J↗ = 1√2
[
1
1
]
J↗ = 12
(
1− i
1 + i
)
J↘ = 1√2
[
1
−1
]
J↘ = 12
(
1 + i
1− i
)
Table 3.1: Jones vectors for horizontal (Jx), vertical (Jy), circular driving
σ+ (J+), circular driving σ
− (J−), linear +45◦ (J↗) and linear -45◦ (J↘)
light.
Optical element Linear basis Circular basis
Horizontal linear polarizer (Pˆx)
[
1 0
0 0
]
1
2
(
1 1
1 1
)
Vertical linear polarizer (Pˆy)
[
0 0
0 1
]
1
2
(
1 −1
−1 1
)
Linear polarizer at +45◦ (Pˆ↗) 12
[
1 1
1 1
]
1
2
(
1 −i
i 1
)
Linear polarizer at -45◦ (Pˆ↘) 12
[
1 −1
−1 1
]
1
2
(
1 i
−i 1
)
Table 3.2: Jones matrices for polarizers.
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3.2.2 Calculating the Stokes parameters for a circu-
larly birefringent and dichroic medium
We start by writing the initial polarization of the light as a Jones vector in
the circular basis,
E0 = E0,−eiφ0,−J− + E0,+eiφ0,+J+, (3.4)
=
(
E0,−eiφ0,−
E0,+e
iφ0,+
)
. (3.5)
Here E0,− and E0,+ are the amplitudes of the electric field in the left and
right polarized components respectively, and φ0,− and φ0,+ are their initial
phases. Since we only need to maintain information about the difference in
phases between the left and right components, we can set φ0,− = 0 and write
E0 in terms of the phase difference φ0 = φ0,+ − φ0,−,
E0 =
(
E0,−
E0,+e
iφ0
)
, (3.6)
Note that we can use equation (2.5) to find the total initial intensity [116],
I0 =
c0
2
E†0 ·E0. (3.7)
Note further that the constants in front of E†0 ·E0 are not important for our
calculation since they will cancel out, which can be seen in the definition of
the Stokes parameters. Then we apply the effect of the medium as both the
effect of attenuation (Dˆ) and a phase shift (Bˆ) to find the electric field after
the cell (E),
E = BˆDˆE0, (3.8)
=
(
ein−k` 0
0 ein+k`
)(
e−
1
2
α−` 0
0 e−
1
2
α+`
)(
E0,−
E0,+e
iφ0
)
, (3.9)
=
(
E0,−ei(n−k`)e−
1
2
α−`
E0,+e
i(n+k`+φ0)e−
1
2
α+`
)
≡
(
E−
E+
)
, (3.10)
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recalling that ` is the length of the medium, and n and α denote the re-
fractive index and attenuation coefficient, and the − and + subscripts refer
to circular polarizations which drive σ− and σ+ respectively. Note that the
factor of 1/2 before the attenuation coefficient which arises due to the fact
that electric field is proportional to the square root of intensity, and the
attenuation coefficient is defined with respect to intensity.
We now need to find the intensity of light polarized in all six components
(horizontal, vertical, +45◦, −45◦, left and right) in order to construct the
Stokes parameters. The left and right circular components of intensity are
simple to find since we have worked in the circular basis,
I− =
c0
2
E∗−E− (3.11)
I+ =
c0
2
E∗+E+. (3.12)
To find the other polarizations we need first apply the corresponding polarizer
(in the circular basis) to E,
Ex = PˆxE (3.13)
=
1
2
(
E− + E+
E− + E+
)
(3.14)
Ey = PˆyE (3.15)
=
1
2
(
E− − E+
−E− + E+
)
(3.16)
E↗ = Pˆ↗E (3.17)
=
1
2
(
E− − iE+
iE− + E+
)
(3.18)
E↘ = Pˆ↘E (3.19)
=
1
2
(
E− + iE+
−iE− + E+
)
. (3.20)
The corresponding intensities are found from equation (3.7). It is useful
to define a quantity (p) representing the proportion of the light before the
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medium that drives σ− transitions,
p ≡ |E0,−|
2
|E0,−|2 + |E0,+|2 . (3.21)
We can now write the Stokes parameters in terms of p and the attenuation
coefficients, α±, and refractive indices n±,
S0 = p exp (−α−`) + (1− p) exp (−α+`) , (3.22a)
S1 = 2
√
p− p2 cos (2ψ) exp
[
−1
2
(α− + α+) `
]
, (3.22b)
S2 = 2
√
p− p2 sin (2ψ) exp
[
−1
2
(α− + α+) `
]
, (3.22c)
S3 = p exp (−α−`))− (1− p) exp (−α+`)), (3.22d)
ψ =
1
2
(n+ − n−)k0`+ θ0, (3.22e)
where θ0 = φ0/2. For linearly polarized light incident on the medium, θ0
represents the angle the plane of polarization makes with the x-axis. The
parameters p and θ0 are enough to characterize the initial polarization state
of a coherent laser beam.
We can also calculate the individual Ix and Iy spectra using the definitions
(3.1b) and (3.1d),
Ix = (S0 + S1)/2, (3.23)
Iy = (S0 − S1)/2. (3.24)
These spectra are useful since they correspond to Faraday filtering [53, 54,
67, 98, 99].
3.3 Program structure
This section outlines the structure of the ElecSus program as well as giving
details about how the key components of the program work. The program
is centred on the elecsus.py module. This module takes the user-specified
parameters and settings from the run card, imports the spectrum function
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Figure 3.1: The flow of information in the ElecSus program.
and uses it to generate the spectrum, or imports the fitting modules which
fit user data to curves generated by spectrum. Experimental data supplied
by the user should be as a two-column comma separated values (csv) file;
the first column specifies linear detuning in units of GHz while the second is
the corresponding value for the spectrum. csv files are readable by spread-
sheet programs and are a common data output format on digital storage
oscilloscopes. The program then creates a new sub-directory for the output
files. It writes the main result to a csv file named by the user-specified label
suffixed by theory.csv. If requested in the run card, the module also uses
matplotlib [117] to plot the curve and display it to the screen; there is also
an option to save the plot to a file. If a fit was performed the module will
also save the residuals [118] of data and theory curves as a csv file, as well as
output the fit parameters to a file suffixed by Parameters.txt. Figure 3.1
shows a flowchart of the program structure.
3.3.1 Global lineshape profile
In section 2.3.3 we saw that calculating the atomic line-shape, V(∆i), can
be done by performing a convolution. However, the result is related to the
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Faddeeva function, w(ζ),
V(∆i) = i
√
pi
k0U
w(ζ), (3.25)
ζ =
i
2
Γ
k0U
+
∆i
k0U
, (3.26)
recalling that U is the rms speed of the atoms. Using a scipy implementation
of the Faddeeva function (scipy.special.wofz), which is a wrapper for a
fast algorithm written in C++ [119], ElecSus quickly calculates the line-
shape. Calculating the global line-shape must be done with care since an
inefficient implementation can be slow. The line-shape should be the same
for all transitions of the same atom and so the wofz function only needs to
be called once per isotope. Isotopes of the same element will also have a
slightly different line-shape because the different masses provide a different
Doppler broadening. The appropriate line-shape profile is then added to the
spectrum for each transition with a shift given by the transition detuning
and an amplitude proportional to its line-strength.
3.3.2 Matrix representation of the atomic Hamiltonian
For each atomic term (n2S1/2 and n
2P) a separate Hamiltonian is built up in
a similar manner as described in section 2.3.4 as a matrix in the completely
uncoupled basis. Each matrix is of size DLSI ×DLSI where
DLSI = (2L+ 1)(2S + 1)(2I + 1). (3.27)
We set the coarse atomic energy to zero since we are simply looking for the
detuning values from a global linecentre. For the n2S1/2 term L = 0, so there
is no fine structure interaction. The Hamiltonian is therefore given by
HˆS =
Ahf
~2
(I · J) + µBBz
~
(
gSSˆz + g
′
I Iˆz
)
. (3.28)
ElecSus calculates D1 and D2 spectra separately, however the full n
2P term
is calculated. The eigenenergies of the fine structure part of the Hamiltonian
are −γf and γf/2, but since we want to calculate detuning values from a
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σ+ σ-π
Figure 3.2: A schematic of the n2P term matrix for 87Rb obtained once
diagonalized. The first column gives the eigenenergies which are added to
the left of the matrix. The corresponding rows give the coefficients of the
(completely uncoupled) basis states that make up the eigenstate. Certain
parts of the matrix correspond to allowed final states for transitions, and
so are post selected when finding transition strengths. In this case the sub-
matrices are 8 by 8 for a D1 transition and 16 by 8 for D2. Adapted with
permission from a figure in [120]
global linecentre we need to recentre this energy. We therefore calculate the
Hamiltonian as
HˆP =
γf
~2
(L · S) + Hˆhf + HˆZ +
γf ⊗ IDLSI , for n2P1/2,−γf/2⊗ IDLSI , for n2P3/2, (3.29)
where IDLSI is the identity matrix. Figure 3.2 shows a schematic of the
HˆP matrix after it is diagonalized. When calculating transition strengths,
certain parts of the HˆP matrix are selected depending on whether we want to
calculate σ+ or σ− transitions, and which D-line. Each strength factor (Ci) is
then calculated by performing the dot product between one of the rows of HˆS
with one of the post-selected rows of the excited state matrix. Many strength
factors will be zero (with some numerical computing error) and as such a
lower bound on the strength is placed in order to reject these transitions
and save computing time. Also, the transition strengths corresponding to
pi transitions are not calculated since they are forbidden for the considered
magnetic field orientation. It should be noted that in the case of a zero
Chapter 3. ElecSus 42
magnetic field ElecSus adds a very small magnetic field (10−4 G) in order to
discriminate between the energy levels. This is necessary in order to perform
the post-selection. It should also be highlighted that even though we calculate
the full P-term Hamiltonian, we cannot use this to calculate both D1 and D2
spectra at the same time, as might be expected. This is because the hyperfine
coefficients used for the n2P1/2 term are different to those for the n
2P3/2 term.
The omission of lithium spectra from the current version of ElecSus is partly
due to this reason. ElecSus treats D1 and D2 spectra separately, but lithium
D1 and D2 lines are sufficiently close (∼ 10 GHz) that they need to both be
included when predicting a single spectrum.
3.3.3 Fitting experimental spectra and timing infor-
mation
The user provides experimental data, in csv format, as two columns of values.
The first column specifies the linear detuning (in GHz) while the second gives
the spectrum data. If a different linecentre value (from that specified in B.2)
has been used to make the linear detuning axis, the user can specify a global
shift in the run card in order to take this into account.
Fitting theory to experiment involves defining a ‘cost’ function, which quanti-
fies how far the theory curve deviates from the experimental. This is often de-
fined as the square of the difference between theory and experiment summed
at each point along the curve [118]. The cost function is then minimized by
changing the parameters which define the theory curve. It is useful to think
of this as finding the global minimum in a parameter space. There are three
different fitting routines that can be used and should be selected based on
the complexity of the fitting problem. A more complex fitting problem will
tend to be one with many fit parameters.
In simple cases the option of fitting via the Marquardt-Levenberg (ML)
method [118] should be chosen. This method is a ‘hill-climbing’ algorithm,
which will quickly find the local minimum (or maximum, hence the name).
Figure 3.3 shows four different experimental transmission spectra (the meth-
ods and apparatus used to take the data will be described in chapter 4). The
data were taken at different temperatures, and these temperatures were then
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Figure 3.3: Plots of transmission versus detuning on the D1 line (795 nm)
for four different temperatures of a 75 mm long rubidium vapour cell with
natural isotopic abundance. The (black) solid lines show the experimental
data while the (red) dashed curves are theoretical results using ElecSus with
temperature as the only fit parameter. Lower curves correspond to higher
temperatures; the temperatures were found to be 18.6 ◦C, 36.1 ◦C, 59.8 ◦C
and 69.3 ◦C. Underneath, the residuals (R) between experiment and theory
are plotted for the 18.6 ◦C data set (rms deviation of 0.1%). The magnetic
field was assumed to be zero.
found by fitting using the ML method. Typically, when fitting one parame-
ter we find no further improvement by using the global fitting routines. One
exception to this is the case of fitting high magnetic fields, where the ML
technique can fail unless the initial guess is accurate. This is because there
may be little or no overlap between the experimental and initial theoretical
prediction, creating a plateau in parameter space which is known to be hard
for hill-climbing algorithms to deal with [121].
For more complicated fits of more parameters the ML technique may fail
to find the global minimum, and so a global fitting routine should be used.
Figure 3.4 shows the result of fitting three experimental parameters using the
ML method and the random-restart [121] (RR) method. The random-restart
method is a meta-algorithm which simply performs an ML fit for a range of
randomly generated initial states, then picks the best fit. In this way the
Chapter 3. ElecSus 44
0.0
0.2
0.4
0.6
0.8
1.0
Tr
an
sm
iss
io
n
8 6 4 2 0 2 4 6 8 10
Linear Detuning (GHz)
5
2
R 
(
×1
00
)
Figure 3.4: Transmission as a function of linear detuning on the D1 line
(795 nm) for a 87Rb cell (99.0 % 87Rb, 1.0 % 85Rb) with a length of 1 mm.
The solid (black) curve shows the experimental data while the dashed (blue)
and dotted (purple) curves show fits to the theory using the RR and ML
fitting routines. rms deviations from the experimental data of 0.5% and 1%
were found for the RR and ML fits respectively. The fit parameters were the
magnetic field, cell temperature, and increased Lorentzian broadening due
to buffer gases.
RR technique has the possibility of escaping the nearest minimum. Another
advantage of this method is that it is easily parallelized and can therefore
be more time efficient; ElecSus will use all available cores of the computer’s
CPU in order to perform an RR fit.
Another global fitting routine supplied with ElecSus is based on simu-
lated annealing (SA) [122]. It uses the Metropolis algorithm [123] with a
Tn+1 = Tn/(1 + δTn) cooling schedule [124] where δ is simply a small num-
ber. Figure 3.5 shows an experimental S1 spectrum fitted to theory with
four fit parameters, using both the ML and SA techniques. The ML method
clearly does not perform as well as the SA method. ElecSus’ RR routine was
found to be unreliable when applied to these particular data, but on occasion
did manage to find a good fit. Note the data in figure 3.5 are being used
in this context simply as test data. However this spectrum has underlying
interesting physical properties which will be studied in detail in chapter 5.
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Figure 3.5: S1 Stokes parameter as a function of linear detuning on the
D2 line (780 nm) for a
87Rb cell (99.0 % 87Rb, 1.0 % 85Rb) with a length
of 1 mm. The solid (black) line is the experimental data while the solid
(blue) and dashed (purple) lines are the fits to theory using the SA and ML
techniques respectively. The ML fit is clearly poor; shown underneath are
the residuals for the SA fit. The rms deviations of the ML and SA fits were
2.2% and 0.16% respectively.
To compare the speed of the different fitting routines the data provided in
figure 3.4 were fit to theory using all three fitting routines, with the same
precision (10 MHz) and the same number of points (4774). A computer with
an Intelr Core i3-3220 processor was used. The time taken was found to be
13 seconds, 80 seconds and 10 minutes for the ML, RR and SA techniques re-
spectively. Note that the RR technique involves evaluating spectra in parallel
(4 parallel processes in this case) whilst the other two are sequential.
Uncertainties in fit parameters
When fitting experiment to theory a ‘χ2’ analysis [118] is often used to ex-
tract the statistical uncertainty in the fit parameters. This requires knowl-
edge of the uncertainty of the data points which will vary between different
experiments. The current version of ElecSus has no facility to accept these
uncertainties as an input and so does not provide uncertainties in the fit pa-
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rameters. However, since ElecSus outputs the theoretical curve as a csv file,
the user can perform this analysis manually (see [118]).
Another method to extract the statistical uncertainty in the fit parameters is
to take several data sets under nominally the same experimental conditions
and fit them independently. This gives several values for each fit parameter.
Then the mean and standard error of each parameter can be found from this
set of values. By this method we have found that our experimental technique
typically gives statistical uncertainties of ∼ 0.1◦C for temperature and ∼ 1 G
for magnetic field [45] (at large magnetic field values).
3.4 Installation and usage
The program can be downloaded from http://www.jqc.org.uk/research/
project/elecsus/12683 as a zip file named ElecSus.zip. Installation
should be complete after simply extracting the ElecSus.zip file. No further
action is required since it is assumed that the prerequisites (NumPy, SciPy
and Matplotlib) are installed, and are found by the python interpreter. To
use the program, the following steps should be taken.
1. Open a command prompt window and move to the directory extracted
from the zip file (main directory).
2. Copy the file runcard.py to create your own file myruncard.py.
3. If fitting is required, place the csv file containing the data in the main
directory.
4. Change the values and options in the file myruncard.py to the desired
ones.
5. Execute the following command in the prompt window:
python elecsus.py myruncard.py
If the myruncard.py option is omitted the program will, by default,
look in runcard.py for parameter values and options.
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3.4.1 Run card parameters and options
In the run card the user must specify which alkali element, D-line and spec-
trum they want to compute. The choices of spectra for ElecSus to compute
are the refractive indices, n±, the group indices, n±g , Stokes parameters and
the individual Ix and Iy spectra. The user can then specify parameters such
as temperature, cell length, etc. and whether they would like to fit exper-
imental data or simply produce a theoretical prediction. The variables in
the run card are python variables, and as such the order in which they are
specified does not matter.
We should note that there are two temperature variables, one which pa-
rameterizes the number density (see B.1) and one which parameterizes the
Doppler broadening, where the second is constrained to the first by default.
The option to treat these two temperatures separately is included for two
reasons. The first reason is that non-uniform heating of vapour cells can
cause the vapour temperature near the laser beam to be different to the
temperature at or near the metal reservoir. As we will see in chapter 4, a
small inhomogeneity in cell heating is desired to avoid metal condensing on
the windows. The second reason is that the number density formulas used
are only quoted to be accurate to about 5% [6], and so when fitting to a
sufficiently accurate and precise experimental spectrum we would expect the
two temperatures to disagree even if the whole cell is in thermal equilibrium.
This disagreement would correspond to the systematic error in the vapour
pressure formula.
It should also be noted that not all the options are relevant, and in these
cases ElecSus will ignore those entries. For example when fitting to data
the options that define the detuning axis are ignored since this is defined by
the first column of the csv data file provided by the user. However, these
variables should not be deleted from the run card.
3.4.2 Test runs
Provided with ElecSus are two sets of experimental data taken using the
same experimental procedure described in chapter 5. Also provided are two
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sample run cards, which can immediately be used by the user to ensure the
program is working on their computer.
The first example can be run by executing the following command in a
prompt window whilst in the main directory:
python elecsus.py runcard D1sample.py
This will use the data provided in the data file SampleDataRbD1.csv, and
then fit three parameters using the RR method. Since these data are the
same as shown in figure 3.4, and the same parameters are being fitted, the
result should be very similar to that found in figure 3.4. Fitting should not
take longer than a few minutes.
Similarly, the user can run the second example with the runcard D2sample.py
file. This will use data from the SampleDataRbD2.csv file, which is the same
as the data shown in figure 3.5. Running this example will fit the data using
the SA technique and should give a correspondingly similar result to that
seen in the figure. Note that this example can take up to 30 minutes to run.
3.5 An example application: Faraday filter-
ing
Faraday filters are made by placing a Faraday rotator between two crossed
polarizers [53]. Using an atomic medium as the Faraday rotator means typi-
cally only frequencies close to a resonance line are rotated and hence creating
an ultranarrow filter. Here we predict Faraday filtering spectra on the D2
line for all four alkali metals programmed in ElecSus.
To generate a Faraday filtering spectrum in ElecSus we first need to emulate
the effect of the first polarizing beam splitter cube by setting p to 50% (see
equation (3.21)) and θ0 to 90
◦. This defines the light before the medium as
linearly polarized in the y-direction. We then choose to plot the Ix spectrum
which corresponds to light transmitted through a second polarizer crossed
with the first. Note that choosing θ0 = 0 and plotting Iy gives the same
result.
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Figure 3.6: Faraday filtering. The intensity of light polarized in the x-
direction (Ix) after propagating through a 75 mm long atomic medium. The
incident intensity is normalized to one and the light is linearly polarized
(p = 50%) in the y-direction (θ0 = 90
◦). The vertical axis of each plot ranges
from 0 to 1. Each horizontal axis shows the linear detuning from the D2
global linecentre of each element (see B.2), ranging from -20 to 20 GHz. The
temperatures parameterising number density and Doppler broadening were
constrained to be the same, while isotopic ratios were set to their natural
values.
The spectral profile of the filter can be controlled by changing cell length,
magnetic field and temperature. The optimal spectral profile is dependent
on the application; we have chosen to emulate filters in the line-centre op-
eration [98], where the main filter transmission occurs at the weighted line
centre. Figure 3.6 shows the results for a 75 mm long atomic medium with all
four alkali-metal vapours. Figure 3.7 shows the potassium filter profile taken
from figure 3.6 along with the corresponding rotation angle and transmission
curves for the two hands of light. We can see that transmission through this
line-centre type filter occurs because of two effects. One is that the mag-
netic field is large enough to separate the σ+ and σ− transitions enough for
there to be little attenuation at line-centre. The second is that the mag-
netic field causes a significant Faraday rotation (near 90◦) for frequencies
near line-centre. Notice that at frequencies where the medium is opaque
for one polarization but transparent for the other, approximately 1/4 of the
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Figure 3.7: Faraday filtering on the potassium D2 line. The vapour is
modelled at natural abundance with a length of 75 mm, a temperature of
71.5◦C and a magnetic field of 734 G. The light is modelled as initially lin-
early polarized (p = 50%) in the y-direction (θ0 = 90
◦). Panel (a) plots
ψ − θ0 (see equation (3.22e) which corresponds to the rotation angle of the
plane of linearly polarized light (when circular dichroism is small). Panel (b)
shows the transmission of the two circular polarizations which drive σ+ or
σ− transitions. Panel (c) shows the intensity polarized in the x-direction (Ix)
after propagating through the medium.
light gets through the filter. This is because at these frequencies the atomic
medium scatters half of the light, while the linear polarizer only allows half
the intensity of the remaining circular component through.
Faraday filtering is investigated in more detail in chapters 6, 7 and 8.
3.6 Discussion
We have presented a computer program to calculate the electric susceptibility
of an alkali-metal vapour on the both the D-line transitions. The program can
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be used to design optical devices such as Faraday filters, and laser-frequency
stabilising references (see chapters 6 and 7, and section 5.4). The fitting
routines provided in the program allow the user to measure experimental
parameters (such as temperature or magnetic field). The program is fast
which makes processes such as fitting or other kinds of optimization problem
practical (the speed of the program is found to be particularly important for
the applications shown in chapters 6 and 7).
We have modelled the D lines of Na, K, Rb and Cs; a future version will
include Li. Also, extending the program beyond D-line transitions will prove
useful. For example, including transitions from the nS ground state to the
(n + 1)P excited states will be useful for modelling Faraday filtering on these
lines [125] as well as experiments utilizing these transitions for creating high
phase-space density magneto-optical traps [126–128]. Also, extending the
model to include transitions between excited states may allow modelling of
excited state Faraday anomalous dispersion filters (ESFADOF) [28, 129, 130].
Working with atoms in confined geometries such as nanometric thin cells [19]
or hollow-core fibres [131–136], introduces deviations of the atomic lineshape
from the simple Voigt profile. This is due to effects such as atom-surface
interactions [137–139] and Dicke narrowing. Extending the model to allow
different atomic lineshapes has already been shown to accurately account for
these effects [10, 139], and so we intend to extend ElecSus to include them.
Part II
Experimental applications
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Chapter 4
Experimental techniques and
apparatus
In the previous part of this thesis the underlying theory and computational
methods were discussed. In this part of the thesis we look at physical appli-
cations realized by proof-of-principle experiments. To perform these experi-
ments there are many common experimental techniques used. This chapter
describes these experimental techniques and the apparatus.
Using the theory described in the earlier part of this thesis it is possible
to design an atomic medium which has the desired circular dichroic and
birefringent properties. On the experimental side, this means that the atomic
medium needs to be prepared with a given length (`), cell temperature (T )
and axial magnetic field (B). This requires usage of various vapour cells for
which heaters and permanent magnets are designed and mounted.
To test that the atomic medium is behaving as designed we also need to
probe the medium optically. This is done by sending a laser beam of known
frequency through the medium and detecting it on the other side. This can
either be done with continuous-wave (CW) or pulsed light.
Here we describe the apparatus used to heat the vapour cells and to provide
uniform magnetic fields. Also we describe the technique for calibrating the
laser frequency and the apparatus employed to generate optical pulses from
CW laser beams.
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Figure 4.1: A vapour cell containing rubidium. The internal distance be-
tween the windows is 75 mm.
4.1 Vapour cells and heaters
In this section we will look at the three choices of vapour cell and also the
heaters used to control their temperature. Different applications require
different cell types. Each cell type requires a different heater, due to their
vastly differing dimensions. However, a common feature of all the heaters is
that they ensure the cell windows are not the coldest part of the cell. This
is important because it prevents the alkali metal condensing on the windows
and forming a reflective coating.
4.1.1 Vapour cells with a 75 mm long internal path
Figure 4.1 shows a typical 75 mm long vapour cell. These cells are commer-
cially available and are made from borosilicate glass and contain the alkali
metal1 in a vacuum. These cells are typically long enough to provide a signal
without heating, which makes them useful for laser frequency calibration (see
section 4.3). However, as we will see in chapter 7, the cell needs to be heated,
and an axial magnetic field applied, when using it as part of a Faraday filter.
This is achieved by using a solenoid, which provides Ohmic heating as well
as an axial magnetic field.
The solenoid is shown in figure 4.2. It is very similar to that described in
[44] which is in turn based on a design described in [140]. The two coils of
the solenoid are 43 mm in length and are mounted with a 12 mm separation
between them. The nipple, in the centre of the cell, is somewhat exposed to
1Either rubidium or caesium were employed for the investigations presented in this
thesis.
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Figure 4.2: Photograph of a 75 mm long vapour cell inside the solenoid;
the two sections of the solenoid are separated slightly to show the cell, but
are usually mounted together. A solenoid, made from two sections, heats the
vapour cell and provides an axial magnetic field.
the ambient air to ensure it is the coldest part.
The axial magnetic field produced by the solenoid can be estimated by mod-
elling each turn of the coil as a ring and superimposing the field produced
by each. The axial magnetic field for each circular ring is given by the well
known formula [141],
B(z) =
µ0Ir
2
2 ((z − z0) + r2)
3
2
, (4.1)
where z0 is the position of the ring and r is its radius. Figure 4.3 shows the
result of this model. The field variation is in agreement with numbers quoted
in [44] and the profile qualitatively agrees with measurements made with the
similar design shown in [140].
The standard deviation of the field across the length of the cell is ∼ 9 % of
the average value. The model presented in part I of this thesis assumed a
uniform field profile and so we may expect that experimental spectra will
deviate from the theoretical spectra. The variation of the field along the
cell length can be taken into account by modelling the vapour as sufficiently
thin layers such that the field variation is negligible within a layer. Such
modelling reveals that some experimental spectra can be very insensitive to
field inhomogeneity (see chapter 7), meaning that treating the vapour as
having a uniform field of the same strength as the average can be a good
approximation.
Besides the variation in the axial magnetic field, it is possible to have a
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Figure 4.3: Axial magnetic field produced by the solenoid (shown in fig-
ure 4.2). The curve is the result of a model which approximates each turn
of the coils as circular current loops and superimposing the result of equa-
tion (4.1) for each. The range within the vertical dashed lines show the
extent of the atomic medium. With a current of 0.65 A, the average field
across the length of the vapour is 46 G and the standard deviation is ∼ 9 %
of the mean.
radial component of the magnetic field for parts of the laser beam profile
which are off-axis. This radial component is not considered in the model
presented in the last part of this thesis. Estimating the radial part of the
magnetic field is complicated, but possible. Using the formulas provided in
ref. [142], we estimate that the standard deviation of the radial component is
∼ 3 % of mean value of the axial component in the volume. Since this radial
component is much smaller than the axial, we have ignored it.
4.1.2 2 mm long vapour cell and heater
For applications that require shorter path lengths (see section 1.1) a 2 mm
long vapour cell can be used. Figure 4.4 shows the dimensions of the vapour
cell. These vapour cells are also commercially available and are made from
borosilicate glass. Heating of the vapour cell is usually required since the
vapour is optically thin at room temperature on the D lines. This is again
done via Ohmic heating. Ceramic resistors are used since they can withstand
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Figure 4.4: Schematic and photograph of the typical 2 mm long vapour
cell. The metal reservoir is kept in the stem.
high temperatures (up to ∼ 350◦C). Figure 4.5 shows a photograph of a
mount constructed for a 2 mm long vapour cell and ceramic resistors. The
mount is composed of two halves which are screwed together. The resistors
are mounted above and below the cell. Slots have been cut out, below where
the cell windows would sit, in order to thin the aluminium material and slow
the heat flow between the upper and lower sections. In this way the top part
can be kept at a different temperature to the bottom, which allows the cell
windows to be hotter than the stem.
Three holes, each with a diameter of 2 mm, are drilled though the aluminium
for laser beams to pass through the vapour cell. Two of the holes are drilled
such that beams can pass through the 2 mm length vapour, one at the centre
of the windows and the other at the edge. The third hole is drilled perpen-
dicular to the first two such that a beam passing though would enter the
medium from the curved face.
4.1.3 Mircro-fabricated cell and heater
For chapters 5 & 6 the experimental cells were micro-fabricated 1×1×1 mm
cube cells [21], provided by S. Knappe from NIST. Figure 4.6 shows the cell
and heater used for the experiment in chapter 5. A single ceramic resistor
is mounted along with the mirco-fabricated vapour cell in a copper holder.
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Figure 4.5: Photograph showing the aluminium mount for the cell and
ceramic resistors made from two parts. There is space for two resistors above
the cell and one below. Two of the typical ceramic resistors are also shown.
The windows of the cell should be kept hotter than the stem to stop the
alkali metal condensing on the windows. The inset shows the mount once
the two parts are screwed together, giving a total thickness of 9.5 mm.
Figure 4.6: Photograph showing the copper mount for a ceramic resistor
and the 1 × 1 × 1 mm cube vapour cell. The copper mount is held up with
a post via a plastic (polyether ether ketone) connector which insulates the
copper from the steel post.
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A hole is drilled to allow a laser beam to pass through the vapour cell. The
cell does not have separate compartments and so the metal reservoir may
condense on the cell windows. Therefore, we focus the light with a lens to
allow the probe beam to pass through the cell and miss the area where the
metal reservoir has condensed. We use 30 cm focal length lenses, which in
our experiment, give a beam waist of ∼ 80µm.
The cell and heater used in chapter 5 is described in detail on page 91 of
[120], and is similar to that described here.
4.2 Permanent magnets to apply an axial
magnetic field
With the exception of the long 75 mm cells, permanent magnets are employed
to create axial magnetic fields across the atomic vapour. We use axially
magnetized ring magnets made from N52 grade NdFeB alloy. By using two
ring magnets placed around the vapour cell, the magnetic field strength is
changed by changing the distance between the magnets.
A formula to describe the field profile from the magnets aids in the magnet
design such that the required field and uniformity can be realized. The
magnetic field is a vector quantity, B ≡ (Bx, By, Bz), but if we remain on
axis with a magnet with cylindrical symmetry, then Bx = By = 0. Assuming
uniform magnetization, the following formula [143] calculates Bz(z) along
the axis of an axially magnetized cylinder,
Bz(z) =
B0
2
(
z − z0 + d√
(z − z0 + d)2 +R2
− z − z0 − d√
(z − z0 − d)2 +R2
)
, (4.2)
where 2d is the length of the cylinder, R is its radius, B0 is the remanence
field, and z0 is the position of the cylinder’s centre along z-axis (which points
along the cylinder’s axis). The field for a ring magnet is simply given by the
principle of superposition. For a ring magnet with outer radius Ro and inner
radius Ri the field is that from a cylinder of radius Ro minus the field from
a cylinder with radius Ri. In a similar way, the field profile of any magnets
with cylindrical symmetry can be calculated.
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4.2.1 Achieving the hyperfine Paschen-Back regime
for the micro-fabricated cell
Large fields can be achieved with a single compact magnet if the cell is placed
within the bore of the magnet [29]. In chapter 5 we will use this technique
to put an atomic vapour of 87Rb into the hyperfine Paschen-back (HPB)
regime (which we defined in section 2.4.1). We require a field approximately
greater than 5 kG. The magnet used was identical to that described in [26],
which gave a peak magnetic field of ≈ 5.5 kG and a field variation of ≈ 2 %
across the length of the cell. A 2 % field inhomogeneity is sufficiently small
for the purposes of our study, but for narrow spectroscopic signals [144]
inhomogeneous magnetic fields may cause unwanted broadening. Here we
show that by using a longer ring magnet it is possible to reduce the field
variation.
Using the simple model described in the previous section a ring magnet was
designed which reduced the field variation across the length of the cell. This
was done by allowing the magnet dimensions and separation to vary whilst
minimizing the standard deviation of the magnetic field across the 1 mm
range where the cell would be mounted. The magnitude of the field profile
was calculated using a previous measurement of the remanence field [26],
B0 = (14.2 ± 0.7) kG. Across the length of the 1 mm cell, the mean of Bz
was designed to be 5.55 kG while the standard deviation was 0.36 G. The
magnet was custom made and purchased from Magnet Expert Ltd. A Hall
probe was used to measure Bz as a function of z. Figure 4.7 shows the
measured field profile of the magnet as well as the designed profile. Since
the magnet dimensions may not have been made identical to that specified,
and/or the remanence may be different, these parameters were extracted
using a Marquardt-Levenberg fit [118]. The fitted field profile and parameters
are also shown in figure 4.7. Since the fitted field profile well describes the
data, any inhomogeneity in the magnetization of the magnet is small. From
the fitted profile, the mean magnetic field across the cell is Bz = (5.48 ±
0.03) kG with a standard deviation of (0.29±0.02) G across the same region.
This shows that the magnet will give a sufficiently large field and a field
inhomogeneity of less than 0.01 %.
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Figure 4.7: Axial magnetic field (Bz) as a function of axial distance z.
The black dots show the Hall probe measurements while the blue solid
line shows the designed profile. The red dashed line is the result of a
Marquardt-Levenberg fit with fit parameters: 2Ri = (7.81±0.04) mm, 2Ro =
(30.49 ± 0.08) mm, 2d = (18.519 ± 0.009) mm and B0 = (13.63 ± 0.06) kG.
The uncertainties in the fit parameters are quoted as the square root of the
diagonal elements of the covariance matrix [118]. The vertical dashed lines
show the extent of the cell. Underneath the main graph is a plot of both
the difference between the experimental data and design values (blue), and
the difference between the experimental and fit values (red). Any inhomo-
geneity in the magnetization only affects the residual between theory and
experimental data at the 2% level.
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Figure 4.8: Schematic of the ‘top-hat’ magnet pair used to give a uniform
magnetic field of 6.21 kG across the length of a 2 mm cell. A schematic of
the magnet pair is shown. Each magnet has a 4.2 mm diameter axial bore
for the laser beam to pass through. Underneath, the field profile produced
by the magnet pair in the axial direction is plotted as a function of axial
distance (solid purple line). The dashed olive and red lines show the field
profile from each magnet individually. The vertical dashed black lines show
the extent of the atomic vapour in the 2 mm cell. The average magnitude of
the magnetic field across the cell is 6210 G with a standard deviation of less
than 0.06 G. The schematic is to scale with the plot.
4.2.2 Achieving the hyperfine Paschen-Back regime
for the 2 mm cell
Placing the 2 mm type of cell within the bore of a ring magnet is not possible
without having a prohibitively large magnet. However, here we will show
that a large and homogeneous magnetic field can be achieved using a pair of
displaced ring magnets. This configuration also has the advantage of allowing
optical access to the side of the vapour cell if desired.
When designing the magnet pair, we use the same procedure as described in
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Figure 4.9: Panel (a) shows a photograph of one of the magnets (right), a
brass magnet holder (centre) and the aluminium block (left). The magnets
slot into the brass magnet holder such that the smaller diameter part can
fit through the hole at the end but the rest cannot. The two brass magnet
holders are threaded allowing them to screw into the aluminium block. Panel
(b) shows the experimental arrangement. A copper version of the cell heater,
shown in figure 4.5, is shown mounted between the magnets. Once the brass
holders are fully screwed in the magnets are separated by the required 15 mm.
the previous section whilst constraining the dimensions of the two magnets
to be the same and introducing their separation as a fit parameter. The
magnetization of the two magnets is chosen to be in the same direction, such
that the magnets attract each other. Figure 4.8 shows the result of this
optimization. The field profile from a pair of magnets that have a ‘top-hat’
shape is shown along with the dimensions of the magnets. The top-hat shape
can simply be modelled as adjacent ring magnets.
The field variation across the length of the cell can in theory be made arbi-
trarily small. The uniformity will be limited by the precision of the magnet
manufacture and how accurately they can be positioned, along with the ac-
curacy of the vapour cell positioning. Assuming a 0.1 mm error in all magnet
dimensions and separation, along with a 0.5 mm shift in the vapour cell po-
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sition, in the worst case the standard deviation of the field is 0.03% (2 G) of
the average field across the length of the vapour cell.
The force between the magnets is considerable. By approximating each mag-
net as a cylinder with a 34 mm diameter, and using a Mathematica code
provided from [145], we get an order of magnitude estimate of the force as
∼ 100 N. Therefore a robust mount is required that allows one to mount the
magnets safely without them snapping together. Figure 4.9 shows a magnet
holder design made from an aluminium block. The design allows the magnets
to be screwed in and out with a lever, making it easy to overcome the large
attractive force and separate the magnets.
4.3 Laser calibration
Throughout this thesis, external cavity diode lasers (ECDL), with diffraction
gratings providing the frequency selective element, are used (see chapter 8
for further discussion about ECDLs). The frequency of the lasers can be
scanned but the frequency needs to be calibrated. The method of calibrating
the laser scans was identical to that shown in [120]. Here we briefly describe
this method.
Figure 4.10 shows an illustration of the experimental arrangement for cal-
ibrating the laser scan. The laser beam from the ECDL is incident on a
beam splitter (BS). The reflected beam passes through an optical cavity and
onto a photodetector (PD1). The light transmitted at the BS is incident
on a polarizing beam splitter cube (PBS). The light transmitted after the
PBS is sent to the experiment. The reflected beam is used to perform sub-
Doppler hyperfine pumping spectroscopy [87, 146]. This beam is intense
enough to optically pump atoms as it passes through a 75 mm long vapour
cell. The beam is then attenuated by a neutral density filter (ND) before
passing through a quarter-wave plate (λ/4). The beam is then reflected
directly back onto itself, passing again through the λ/4, ND, and vapour
cell. The double pass through the λ/4 causes a pi/2 rotation in the plane
of polarization, ensuring the light is now transmitted through the PBS and
onto another photodetector (PD2). Each photodetector consists of a photo-
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Figure 4.10: The experimental arrangement for laser calibration. ECDL
– external cavity diode laser, BS – beam splitter, PBS – polarizing beam
splitter, ND – neutral density filter, λ/4 – quarter-wave plate, M – mirror,
PD1/PD2 – Photodetector number 1/2.
diode with a transimpedance amplifier. The voltage output PD1 and PD2
are recorded on an oscilloscope simultaneously. Figure 4.11 shows the two
signals detected on the oscilloscope whilst the laser is scanned.
The peaks seen in the cavity transmission signal should occur at fixed fre-
quency intervals. However, the peaks seen in figure 4.11 do not occur at fixed
intervals in time, indicating that the laser frequency is non-linear with time.
We can then use the cavity transmission peaks to ‘linearize’ the laser scan.
This leaves us with a linear but arbitrary frequency axis. In order to turn
this into an absolute frequency reference we use the sub-Doppler spectrum
(also shown in figure 4.11). The sharp peaks in this spectrum correspond
to well known atomic transition frequencies (and cross-over resonances [87]).
As such the arbitrary frequency axis is shifted and scaled such that it fits to
where the sharp peaks should lie. This leaves us with an absolute frequency
axis. Figure 4.11 shows a scan over the rubidium D1 line, but the technique
is applicable to other elements and transitions from the ground manifold.
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Figure 4.11: The red curve shows the sub-Doppler hyperfine-pumping spec-
trum recorded on PD1, whilst the blue curve shows the cavity transmission
signal recorded on PD2. The vapour cell contained naturally abundant ru-
bidium. The laser frequency is increasing with time, and is scanning over the
rubidium D1 line.
4.4 Generation of pulses with nano-second
width
In chapter 9 we will be concerned with how optical pulses propagate through
an atomic vapour. Interesting effects are seen for short pulses of the order
of 1 ns. Here we describe the experimental technique used to generate the
optical pulses.
To generate pulsed light we use the same continuous-wave ECDLs as before,
but employ a technique that works like a fast shutter. Figure 4.12 shows
an illustration of the apparatus used to generate pulses with a nano-second
width. The CW laser beam passes through a Glan-Taylor polarising beam
splitter (PBS), linearly polarising the beam. The beam then enters a Pockels
cell [116], which rotates the plane of polarization when a large voltage is
applied. The beam is then incident on another Glan-Taylor PBS which is
crossed with respect to the first PBS. The extinction ratio, when the Pockels
cell is inactive, is at the 10−3 level. The Pockels cell is attached to a voltage
supply which can rapidly switch a large voltage. The Pockels cell acts as a
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Figure 4.12: Illustration of the experimental arrangement for generating
nano-second pulses. A CW beam is incident on crossed polarizers blocking
the beam. A Pockels cell placed between the crossed polarizers is used to
rapidly rotate the plane of polarization. This causes transmission through
the second polarizer.
variable waveplate, and as such causes the plane of polarization of the beam
to rotate and allow some transmission through the second PBS. Due to the
short voltage pulse sent to the Pockels cell, a short optical pulse is created.
Typically we measure pulse widths of the order of ∼ 1 ns.
The detection of the optical pulses is done using single-photon counting mod-
ules (SPCMs) where the pulse profile is built up as a histogram over many
repetitions. Further details of how this is done is given in appendix A.
4.5 Discussion
The apparatus used to heat the vapour cells has been described. Where
possible, the windows of the cells are kept hotter than the other parts to
avoid the alkali-metal vapour condensing on them. We should note that this
inhomogeneous heating of the vapour cell will cause the gas temperature to
be larger than the metal reservoir temperature. In general this will cause
the temperature which parameterizes the Doppler width to be larger than
the one which parameterizes the number density (as was briefly discussed in
section 3.4.1). However, with the exception of chapter 9, treating the cell as
having a single temperature value was sufficient.
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Magnetic fields are applied to the vapour cells primarily from permanent
magnets. The method used to design the magnets was discussed. We have
shown that field inhomogeneity can be kept below 0.03% while achieving
magnetic fields of up to 6.2 kG.
Also we have described the technique used to calibrate the laser frequency.
This method has been used to calibrate all the experimental spectra in this
thesis.
We have also described the apparatus used to generate optical pulses from
CW laser beams. This is relevant for chapter 9 where the propagation of
optical pulses through atomic vapour will be studied.
Chapter 5
The hyperfine Paschen-Back
Faraday effect
5.1 Introduction and theory
In section 1.3 we explained that the Faraday effect is important for many
applications involving atomic vapours. Some applications require very large
fields [28, 29] of the order of 10 kG. As we saw in section 2.4.1, magnetic
fields of this magnitude will cause alkali-metal atoms to enter the hyperfine
Paschen-Back (HPB) regime. In this chapter we compare theory and exper-
iment for the Faraday effect of an atomic vapour in the HPB regime. This
extends previous work on absolute absorption [89] and dispersion [147] at
high densities [10, 91] and high magnetic fields [26]. The Faraday effect in
very strong magnetic fields has been studied before in the case of Rydberg
transitions [148, 149]. However, to the best of our knowledge, it has not been
studied for the main resonance lines (D lines).
5.1.1 The HPB Faraday effect
As we will see in the following sections, the HPB regime has some interesting
consequences for the Faraday effect. By applying such a large magnetic field
σ+ and σ− transitions are separated by a large frequency. This makes it
possible to address σ+ independently of σ−, and vice versa.
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Transition mI
∂ν0/∂B (MHz/G) mJ m
′
JHamiltonian Approximation
1 3/2 −1.46  -1.40 −12 −322 1/2 −1.523 −1/2 −1.54
4 −3/2 −1.40
5 −3/2 −2.19  −2.33 +12 −126 −1/2 −2.217 1/2 −2.27
8 3/2 −2.33
Table 5.1: Good quantum numbers characterising the σ− (negatively de-
tuned) HPB transitions 1 to 8, as labelled in figures 5.3 and 5.4. mJ and m
′
J
refer to the projection on the magnetic field axis of the total electronic an-
gular momentum J in the ground and excited state respectively. Also given
is the shift of the transition line-centre with a magnetic field around 0.55 T,
as calculated with the Hamiltonian model described in section 2.3.4 and by
the approximation of equation (5.1).
The HPB regime is defined when the Zeeman interaction is larger than the
hyperfine splitting (µBB >
Ahf
~2 I · J). However, we will define the hyperfine
Paschen-Back Faraday effect as the situation where the Zeeman shift, ∆Z, is
larger than the Doppler width, ∆D, as well as the hyperfine splitting. In this
way we emphasise the importance of the splitting of σ+ and σ− transitions.
This HPB Faraday effect is distinct from the resonant Faraday effect [46]
where the laser detuning, ∆, is in the regime |∆| < ∆D ≈ |∆Z|, or the off-
resonant Faraday effect [47] where |∆| > ∆D ≈ |∆Z|. In our experiment we
use 87Rb on the D2 line (5
2S1/2 → 52P3/2) to investigate the effect.
5.1.2 Approximation for energy level shifts in the hy-
perfine Paschen-Back regime
When the hyperfine interaction is small compared to the magnetic field in-
teraction we can approximate the shifts in the energy levels (∆E) due to
shifts in magnetic field (∆B) using
∆E ≈ (gJmJ + g′ImI)µB∆B, (5.1)
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which derives from equation (2.39). The values of the constants can be
found in section B.2. Equation (5.1) can be useful to quickly estimate line-
shifts with changes in magnetic field, since the line shift is given by the
difference of the excited-level shift to the ground-level shift. Table 5.1 shows a
comparison of this approximation to the more accurate Hamiltonian method
at the magnetic field of our experiment.
5.2 Faraday rotation as a direct measure of
refractive index
The Faraday effect has already been shown to be a good direct measure of
absolute differential dispersion (n+ − n−) [47, 54]. Measuring a spectrum
(e.g. transmission) and fitting to the comprehensive model implemented by
ElecSus allows the individual refractive indices, n+ and n− to be extracted
indirectly. In general Faraday rotation cannot be used as a direct measure
since both n+ and n− tend to change with detuning; other techniques need
to be used [150, 151]. However, we show that measuring Faraday rotation
in the HPB regime gives a good approximation to the individual refractive
indices of the medium.
The output polarization is conveniently parameterized in terms of the Stokes
parameter [111] S1. Recalling equation (3.22b), for linearly polarized light
incident on the medium, S1 is calculated using the equation
S1 = cos (2ψ) exp
[
−1
2
(
α− + α+
)
`
]
, (5.2)
where the rotation angle is simply given by ψ = 1
2
(n+ − n−)k0` + θ0, where
θ0 is the initial angle with respect to the x-axis. Performing a Taylor-series
expansion of the cosine (around 2θ0) and exponential parts of equation (5.2),
and writing explicitly in terms of the real and imaginary parts of n+c and n
−
c
gives
cos (2ψ) = cos (2θ0)− k0`
(
n+ − n−) sin (2θ0)
− 1
2
[
k0`
(
n+ − n−)]2 cos (2θ0) + . . . , (5.3)
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exp
[−k0` (β+ − β−)] = 1 + k0` (β+ − β−)
+
1
2
[
k0`
(
β+ − β−)]2 + . . . . (5.4)
Condition 1: We assume that the σ+ and σ− transitions are far from each
other in frequency space, which is the case when in the HPB regime. If we
consider the part of the spectrum far from σ+ transitions then n+ → 1 and
β+ → 0.
Condition 2: The optical depth of the medium is small implying that
k0` |(n− − 1)| and k0`β− are small, such that we can neglect terms higher
than first order in the Taylor series expansions. Note that by inspection of
equation (5.3) this also requires θ0 be set close to 45
◦ (balanced polarime-
try [46]), otherwise the spectrum will be insensitive to rotation. This leaves
us with
S1 ≈
(
n− − 1) k0` (1 + β−k0`) . (5.5)
Condition 3: If we further restrict β− such that β−k0`  1 then we derive
our final result,
S1 ≈
(
n− − 1) k0`. (5.6)
If we instead consider the spectrum far from σ− transitions, we change con-
dition 2 such that n− → 1 and β− → 0. Repeating the derivation would give
us the complimentary result,
S1 ≈
(
1− n+) k0`. (5.7)
Note that the validity of equations (5.6) and (5.7) improves for larger mag-
netic fields, since condition 1 will be better satisfied. Figure 5.1 plots S1/k0`
along with n− − 1 and 1 − n+ against detuning. S1 was calculated without
approximation using equation (5.2). In panel (a) we have modelled a simple
system of three-level atoms with a single σ+ and σ− transition far detuned
from each other. S1/k0` gives an excellent approximation to the refractive
indices when close to their respective transitions. Panel (b) shows the model
of 87Rb vapour on the D2 line at 5.5 kG. We can see that S1/k0` gives a
reasonable approximation to n−− 1 and 1−n+, except in the region around
zero global detuning, where the frequency of light is not sufficiently far from
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Figure 5.1: Faraday rotation signal S1/k0` and circular refractive indices
plotted against detuning. Panel (a) is modelled for a single σ+ and σ− tran-
sition each. Panel (b) is modelled for 87Rb in a 1 mm long cell at a magnetic
field of 0.55 T and a temperature of 70 ◦C (this fixes both the Doppler width
and the number density [6]). The dashed black line corresponds to S1/k0`
while the light blue and purple lines correspond to n−−1 and 1−n+ respec-
tively.
resonance for either refractive index to be close to 1. We now investigate
such Faraday rotation spectra experimentally.
5.3 Experimental apparatus and results
The experimental apparatus used was similar to that used in references [26,
29]. Figure 5.2 shows a schematic of the experimental set-up. An exter-
nal cavity diode laser was scanned by ∼ 30 GHz around the rubidium D2
transition. Due to the limited mode-hop free tuning range of the laser, we
restricted the scan to the negatively detuned part of the spectrum. The
method described in section 4.3 was used to calibrate the laser scan. The
beam was attenuated by a neutral-density filter ensuring the weak-probe
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Figure 5.2: Schematic of the experimental set-up. PBS = polarizing beam
splitter cube, λ/2 = half-wave plate, M = permanent magnet, PD = photodi-
ode. Linearly polarized light set at an angle of 45 ◦ is incident on the thermal
vapour cell. After the cell the horizontal and vertical polarizations of the
beam are separated and measured on separate PD detectors.[The experiment
was set-up by Rebecca Andrews.]
regime [87, 88] was achieved. The beam then travelled through a lens of
focal length 30 cm, a polarising beam splitter cube (PBS) and a half-wave
plate (λ/2) before being focussed onto the experimental cell. The 1× 1× 1
mm3 micro-fabricated vapour cell [21] was held within a permanent magnet.
The cell was heated with similar apparatus shown in section 4.1.3 (see [120]
for details of the heater used). After the cell the beam was collimated using
another lens before being split into its horizontal (Ix) and vertical (Iy) po-
larizations with a PBS. These two beams were then measured on separate
photodiodes (PD).
Figure 5.3 shows an example transmission and S1 signal measured for a sin-
gle laser scan. Excellent agreement between experiment and theory can be
seen. Also shown in figure 5.3 are the atomic energy levels labelled by their
eigenstates in the mJ basis (mI labels are not included). The diagram of
the energy levels shows that the weak transitions arise from small compo-
nents of the eigenstates giving allowed ∆mJ = ±1 transitions. It should be
noted that the eight strong HPB transitions are insensitive to the nuclear
magnetic moment while the weak transitions are sensitive. This can be seen
from equation 5.1 and recalling the ∆mI = 0 selection rule. The fact that
the energy of the eigenstates are mostly governed by the largest contribution
to the state, necessarily implies this difference in sensitivity.
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Figure 5.3: Experimental and theoretical transmission and Faraday rotation spectra
for the 1 mm long Rb vapour cell (99 % 87Rb, 1 % 85Rb) with rubidium vapour number
density of N = 3.10 × 1012 cm−3. Panel (a) shows the sum of the horizontal (Ix) and
vertical (Iy) components of the probe beam divided by the initial intensity (I0), equivalent
to transmission. The solid black curve shows the experimental data, while the dashed
red curve is the result of a fit to the model. Panel (b) shows (Ix − Iy)/I0, the Stokes
parameter S1, using the same experimental data as that in panel (a). The dashed olive
line is an independent fit to the model. The bottom sections of panels (a) and (b) show
the residuals (R). We see excellent agreement between experiment and theory with rms
deviations of 0.5 % and 0.7 % for the fits in panels (a) and (b) receptively. From fitting
the transmission spectrum, the magnetic field was found to be (5.453± 0.002) kG, the cell
temperature was (89.95±0.05) ◦C, the buffer gas broadening was Γbuf/2pi = (47±2) MHz.
From fitting the S1 spectrum, the magnetic field was (5.454± 0.002) kG, the temperature
was (89.77 ± 0.07) ◦C, the buffer gas broadening was (60.6 ± 0.3) MHz and the initial
polarization angle was (44.515±0.006)◦. Below panel (b) the energy levels are shown with
their eigenstates (labelled by mJ) calculated at 5.5 kG. The excited state manifold shows
16 levels in four groups of 4 but the spacings between levels in a group are too small to
be resolved in the diagram. The transitions labelled 1 to 8 correspond to table 5.1. Note
that the transitions are σ− except for the three weakly allowed transitions on the right,
which are σ+.
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Five data sets were taken in quick succession and each one was fitted to
the model. We used a method similar to random-restart hill climbing [121]
to avoid fitting to a local minimum, with the Marquardt-Levenberg method
used to perform χ2 minimisation and find the optimum parameters [118].
See the caption in figure 5.3 for the values of the fit parameters with their
standard errors. These statistical uncertainties were found to be very small;
systematic uncertainties are likely to dominate. See section 5.5 for further
details on the systematic uncertainties.
The value of the magnetic field we extract corresponds to the average mag-
netic field across the beam path. By measuring the field profile produced
by our magnet [26], we estimated a ∼ 2 % magnetic field variation across
the beam path. We achieve a small fractional statistical uncertainty in the
average magnetic field of 4× 10−4.
Figure 5.3 shows that the individual transitions are separated by more than
their Doppler width, making each transition separately addressable. This is
due the fact that the hyperfine interaction is larger than the Doppler width.
This individual separability is not a general feature of alkali-metals in the
HPB regime, it will only be seen for vapour cells containing 87Rb or Cs
metal1.
5.4 Laser-frequency stabilisation at large de-
tuning
It has already been shown by Marchant et al. [44] that a Faraday rotation
signal can be used as a laser-frequency reference at large values of detuning.
In that system, with relatively low magnetic fields, zero crossings are achieved
when the Faraday rotation is a multiple of 90◦, but not at zero rotation.
Since all the atoms in the path of the laser beam take part in rotating the
plane of polarization, these zero crossings are sensitive to number density.
Since number density is a near exponential function with temperature [6], the
frequency where the zero crossings occur change rapidly with temperature
1There is an exception when using very thin cells where the Dicke narrowing reduces
the line broadening [152, 153].
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(∼ 0.2 GHz/◦C [44]). Therefore, the cell temperature must be controlled
carefully and may require active stabilisation.
In contrast, figure 5.3 shows an S1 spectrum with zero crossings that occur
for zero rotation angle. They occur due to the fact that n− − 1 changes
sign when the detuning is scanned over a σ− resonance, while the refractive
index for the light driving σ+ remains constant at approximately 1. This
also happens between resonances. These changes in speed across c cause a
change in rotation direction and hence the zero crossings occur when the
rotation is zero (when both circular polarizations of the light travel at c).
This indicates that the position of these zero crossings should be temperature
insensitive. Theoretically, the limiting factors to the temperature stability
are the rotation caused by nearby resonances and the small deviation of n+
from 1.
The effect was characterized theoretically by changing the cell temperature
from 65 to 110 ◦C with all other parameters fixed (B = 5.5 kG, θ0 = 45◦,
Γbuf = 23.7 MHz). This showed that the zero crossings typically move by
less than 40 kHz/◦C.
However, in real experimental conditions there will be more limitations. For
example any offset in the signal, which for example could be caused by devi-
ations of the input polarization from 45◦, means that the zero crossing will
no longer occur exactly at zero rotation. Other limitations arise from cor-
relations between the other parameters and cell temperature. For example
an increase in cell temperature is likely to cause heating of the surround-
ing neodymium magnet, which in turn will cause reversible demagnetisa-
tion [154]. To investigate these effects experimentally, transmission and S1
spectra were taken at cell temperatures ranging from 60 to 125 ◦C. By fit-
ting the spectra, a linear correlation between the cell temperature and the
magnetic field was found with a gradient of (−2.21± 0.03) G/◦C. From the
manufacturer’s specifications we expect ∼ 7 G change in magnetic field per
degree change in magnet temperature. This shows that the magnet tem-
perature increased by about 0.3 ◦C per one degree increase in cell temper-
ature. It should be noted that there was no attempt to insulate the per-
manent magnet from the cell heater [16]. Despite this, the zero crossings
were found to move by no more than ∼ 5 MHz per one degree change in
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Figure 5.4: Theoretical transmission and S1 spectra through a 1 mm long
rubidium vapour (99 % 87Rb, 1 % 85Rb) with an applied magnetic field of
5.5 kG. Panels (a) and (b) correspond to a vapour temperature of 70 ◦C,
while panels (c) and (d) correspond to 130 ◦C. The data in panel (b) have
been multiplied by a factor of 5 for clarity. Transitions labelled 1 to 8 corre-
spond to table 5.1. These transitions are the σ− (negatively detuned) HPB
transitions for which mJ and mI are good quantum numbers. In the higher-
temperature case, the increase in number density has caused the medium to
be optically thick at some frequencies for one circular polarization. Also, at
higher temperatures the S1 spectrum (d) no longer approximates the refrac-
tive index since both absorption and rotation are large.
cell temperature. Note that this frequency shift can be estimated by us-
ing our determined (−2.21± 0.03) G/◦C value along with the largest shift
of −2.33 MHz/G shown in table 5.1 to estimate that the magnitude of the
largest shift should be ∼ 5 MHz/◦C.
At high cell temperatures the medium starts to become optically thick for
one circular polarization. When this happens the sharp zero crossings seen
directly on resonance in the S1 spectrum disappear. Figure 5.4 shows the
effect on the atomic spectra when moving from the low-density regime to
the high-density/optically-thick regime. However, the zero crossings between
resonance can still be seen, with additional ones forming as a result of Faraday
rotation of 90◦. It is worth noting that the zero crossing between transitions
3 and 4 becomes a good reference at this high optical depth. Figure 5.4
clearly shows that when increasing the temperature of the vapour cell the
amplitude of the signals arising from the three weak, far-detuned transitions
(at −25 to −20 GHz) become significant. However, the Faraday rotation
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induced from these resonances is always weaker than the off-resonant rotation
of the stronger HPB transitions. This means that one cannot use the weak
resonances to make zero crossings that occur at zero rotation. Therefore,
these weak transitions cannot be used as highly temperature stable frequency
references, in contrast to the HPB transitions.
5.5 Discussion of experimental systematic and
statistical uncertainties
The systematic uncertainty in magnetic field was found by estimating
shifts due to error in laser scan calibration (∼ 10 MHz) and buffer gasses
(∼ 8 MHz [26]), giving a value of ∼ 10−3 T. The systematic uncertainty in
the temperature was found to be 0.7 ◦C, given by the uncertainty in the
vapour pressure formula used [6]. For the initial polarization angle, the un-
certainty in the difference between the collection and detection on the two
photodiodes was estimated and equation (5.3) was used to turn this into an
uncertainty in angle. This was found to be approximately 0.3 ◦. The trans-
mission spectrum was found to give a value of Γbuf that was approximately
double the (23.7± 1.2) MHz previously found from fitting spectra with zero
applied magnetic field [26]. We attribute this to non-uniformity of the mag-
netic field across the path length of the beam. Simulating the non-uniform
magnetic field was done by averaging many theoretical transmission spectra
over a range of field values. Fitting to this average spectrum gave a value
of Γbuf that was ∼ 20 MHz larger for a 2.5 % field variation. Also, the value
of Γbuf found from fitting to the S1 spectrum was found to give a further
∼ 15 MHz larger value which was likely to be caused by imperfections in the
polarizing optics after the cell. This is justified by simulating an imperfect
PBS cube [155], which caused a decrease in contrast in the S1 signal, which
looks like an increase in Γself when fitting. These imperfections therefore af-
fect the S1 signal but not the transmission spectrum. In principle the effect
of imperfect polarizing optics can be compensated for by multiplying by the
inverse Mueller Matrix for the imperfections [155].
The statistical uncertainty in the experiment is largely attributed to detector
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noise. If desired, further improvements could be made by modulating the in-
put probe beam and then using a lock-in amplifier to recover the signal [103].
5.6 Discussion
We have investigated the Faraday effect in an atomic medium in the hyperfine
Paschen-Back regime. In this regime a Faraday spectrum can be used to
measure directly the refractive index of the vapour. 87Rb was chosen to model
the effect both experimentally and theoretically, finding excellent agreement
between theory and experiment. We have also demonstrated sensitivity to
fields of the order of 10 kG with a precision of the order of 1 G. In addition
we note that the Faraday spectra have zero crossings that can be used to
make laser-frequency error signals which are temperature insensitive, with a
theoretical stability of the order of tens of kHz/◦C.
Chapter 6
The effect of line-broadening on
the performance of atomic
Faraday filters
6.1 Introduction
Devices utilizing thermal atomic vapour cells are of increasing interest since
they offer high precision with compact and relatively simple apparatus. Mak-
ing these devices more compact, power efficient and lighter is currently a
burgeoning area of research [16–18], since it allows them to become practical
consumer products. However, when confining the atomic vapour in small
geometries, additional effects may need to be taken into account. For ex-
ample, atom-surface interactions become important for atoms in hollow-core
fibres [134] or nano-metric thin cells [139]. Also, cells with a shorter path
length require the medium to be heated more to increase the atomic number
density. Not only will this increased heating cause more Doppler broadening
but the increased number density will mean that self broadening [91, 156]
must be taken into account. In this chapter we investigate the effects of
these homogeneous and inhomogeneous broadening mechanisms on the per-
formance of Faraday filters.
The Faraday-filter spectrum is sensitive to many experimental parameters
and so a theoretical model is useful for designing filters. However, there are
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only a few articles describing computer optimization [157]. In this chap-
ter we use computer optimization to find the best working conditions for
compact Faraday filters. We find homogeneous broadening is particularly
important for Faraday filters in ‘wing’ operation [73, 99], where the filter
transparencies occur just off-resonance from the atomic transitions, and less
important for ‘line-centre’ operation [98, 157] (which we saw in section 3.5).
The homogeneous broadening mechanism of self broadening is particularly
important to include since it is unavoidable at high density. Previous theo-
retical treatments of Faraday filters [99, 158, 159] have not included the effect
of self broadening; we find that self broadening is important for short cell
lengths and must be included in the model in order to find the best working
parameters.
6.2 Background
As we saw in section 3.5, the Faraday effect can be utilized to create a
narrowband optical filter by placing an atomic medium between two crossed
polarizers and applying an axial magnetic field. For a dilute atomic medium
the Faraday effect is usually negligibly small except near resonances, and
since atomic resonances are extremely narrow, this results in a narrowband
filter. If the signal being detected is unpolarized then half of the light will not
pass through the first polarizer. This limits the filter transmission to 50%.
However using a polarizing beam splitter allows one to arrange two Faraday
filters to allow each polarization component through with little loss [57].
For a given cell length the parameters that affect the Faraday filter transmis-
sion spectra are the applied field (B) and cell temperature (T ). The effect
of T is primarily to change the atomic number density [6] and secondly the
Doppler width, while B causes the circular birefringence and dichroism. In
general the filter spectrum is a complicated function of these two parameters
which requires a computer program to calculate [72, 99, 157].
It should be noted that, in a similar way to using the Faraday effect, if the
magnetic field is perpendicular to the light propagation direction, one can
also make a ‘Voigt filter’ [160] which exploits the Voigt effect [161]. However,
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in this chapter we will only consider Faraday filters. We have chosen to
consider the D2 (n
2S1/2 → n2P3/2) lines of potassium and rubidium where
n = 4 or 5 respectively.
6.3 Optimization
6.3.1 The simple approach
The optical signal in a vapour cell device comes from the interaction of the
light with all the atoms in the beam path. This means that for compact
vapour cells with shorter path lengths, the atomic number density must in-
crease to compensate for the loss of signal. For example the linear Faraday-
filter spectrum can be thought of as some function of the product σN `, where
N is the number density, ` is the length of the medium and σ is the average
microscopic atomic cross-section (describing the effect of extinction and dis-
persion due to a single atom). Assuming σ remains constant, when reducing
` we can achieve the same filter by increasing N by the same factor. There-
fore, once good parameters of B and T are found for a particular cell length,
we can find the new appropriate parameters by changing the temperature
such that N ` remains constant.
However, this argument will break down at some point since σ is not generally
constant. By increasing the cell temperature we also change the amount of
Doppler broadening. Also, at high densities interactions between atoms cause
self broadening, which can be modelled as Γself = βselfN , where βself is the
self-broadening parameter [91]. Both the Doppler and self broadening will
affect σ. To find where these effects become important, we need to compare
this simple approach of keeping N ` constant, with a computer optimization
technique which can find the best parameters at each cell length.
6.3.2 Computerized optimization procedure
Efficiently finding the optimal experimental conditions for a Faraday filter
requires three tools. Firstly, a computer program is needed which can cal-
culate the spectrum with the experimental conditions as parameters. Sec-
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ondly, a definition of a figure of merit (or conversely a ‘cost function’ [121])
is then needed to numerically quantify which filter spectra are more desir-
able. Finally, this figure of merit is then maximized (or the cost function is
minimized) by varying the parameters according to some algorithm.
We used a global minimization technique [118] which includes the random-
restart hill climbing meta-algorithm [121] in conjunction with the downhill
simplex method [162] to find the values of B and T which maximized our
figures of merit. This routine was used in conjunction with the ElecSus
program [72] which calculated the filter spectra. ElecSus was used because
it includes the effect of self broadening, which is essential for this study, and
also because it evaluates the filter spectrum quickly (< 1 s) which makes this
kind of optimization practical, since the filter spectra need to be evaluated a
few thousand times.
6.3.3 Figure-of-merit choices
The signal-to-noise ratio of a narrowband signal in broadband noise is greatly
improved by using a bandpass filter. For the case of white noise, the noise
power is directly proportional to the bandwidth of a top-hat filter. For a more
general filter profile, the equivalent-noise bandwidth (ENBW) is a quantity
which is inversely proportional to the signal to noise ratio, and is defined as
ENBW =
∫∞
0
Ix(ν)dν
Ix(νs)
, (6.1)
where Ix is the light intensity after the filter, ν is the optical frequency and
νs is the signal frequency. If there is freedom in the exact position of the
signal frequency we can set it to the frequency which gives the maximum
transmission (Ix(νs) = Imax).
Although minimising the ENBW is desirable, this usually comes with a re-
duction in transmission [157]. Using the following figure of merit,
FOM =
I2max/I0∫∞
0
Ix(ν)dν
=
Imax/I0
ENBW
∣∣∣∣
Ix(νs)=Imax
, (6.2)
we can maintain a reasonably large transmission [157], while minimizing the
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ENBW. When optimizing using this figure of merit we often find a wing-type
filter spectrum [73] (see section 6.3.4). In order to compare with line-centre
filters we also use the following figure of merit,
FOM′ =
I2x(νs)/I0∫∞
0
Ix(ν)dν
∣∣∣∣
νs=ω0/2pi
, (6.3)
where we set νs to the desired signal frequency, which in this case is the
line-centre frequency.
To calculate these figure-of-merit values we simulate filter spectra with a
range of 60 GHz around the atomic weighted line-centre with a 10 MHz grid
spacing. The integration is performed by a simple rectangle method. For
the temperatures and magnetic fields explored in this chapter, the limitation
to the accuracy of the calculated figure-of-merit values comes from the grid
spacing; a finer grid spacing of 1 MHz only improves the accuracy by 0.2%
at best.
Note that truncating the ENBW integration to the ∆/2pi = −30 to +30 GHz
frequency range is justified if the optical noise does not extend to other
transitions from the ground manifold (such as to the other D-line), although
it is possible to use a Faraday filter in conjunction with an interference filter
if this is the case [59].
6.3.4 The importance of using a global fitting routine
Section 6.3.2 describes a computer optimization procedure which is time effi-
cient and will precisely find the global minimum. However, it can be instruc-
tive to plot the figure of merit calculated over the entire parameter space.
Also, this allows one to check the reliability of the computer optimization
technique. Figure 6.1 shows the inverse of the FOM of equation (6.2), for a
naturally abundant potassium vapour, plotted as a function of both B and
T . There are two deep minima in the parameter space. The one that occurs
at a higher magnetic field and lower temperature corresponds to a line-centre
filter profile, while the one at a higher temperature and lower magnetic field
corresponds to a wing-type filter profile. The global minimum is the wing-
type filter minimum. Using a global minimization routine we ensure we do
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Figure 6.1: The inverse of the FOM of equation (6.2), for a naturally abun-
dant potassium vapour with a length of 100 mm, as a function of magnetic
field and temperature. The data were calculated with grid spacings of ap-
proximately 15 G and 1.7◦C for the magnetic field and temperature ranges
respectively. Contours are plotted as blue lines. There are two minima
bounded by the contour lines given by log10(1/FOM · GHz) = 3.70 . The
global minimum is plotted as a blue dot at B = 76.3 G and T = 107.3◦C.
not fit the local minimum.
Figure 6.1 also shows the importance of choosing an appropriate figure of
merit. Equation 6.2 should be used when we have the freedom in choosing
the exact position of the signal frequency. However, if we need the signal
frequency to occur at a specific value, equation 6.3 should be used instead.
By choosing to use equation 6.3, with the line-centre as the signal frequency,
one can ensure that a line-centre profile will be the global minimum. In
the rest of this chapter we choose to use equation 6.2 to optimize wing-
type filters for 87Rb and we use equation 6.3 to calculate line-centre profiles
for potassium. Potassium is a good element to investigate line-centre filter
profiles since the Doppler broadening masks the hyperfine splitting. This is
not the case for rubidium or caesium, resulting in more complicated spectra.
Wing-type filter profiles on the other hand are straightforward to find for all
four elements programmed in ElecSus. 87Rb was chosen to allow comparison
with experiment.
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Figure 6.2: The figures of merit of filter spectra found by optimization or
extrapolation. The hollow (olive) circles show the figure of merit found by
taking the optimal magnetic field and temperature of the 100 mm length cell
and changing the temperature such that N ` = const. The solid (purple)
dots show the figure of merit maximized by changing the magnetic field and
temperature for each cell length. The main panel shows the results of a
wing-type filter using an isotopically pure 87Rb vapour, the inset shows a
line-centre filter with a potassium vapour at natural abundance. Both are
modelled for the D2 line of the respective element.
6.3.5 Results for wing and line-centre filters
The figure of merit of equation (6.2) was maximized while simulating an
isotopically pure 87Rb vapour with ` = 100 mm, finding the optimal values
of B and T to be 67.3 G and 60.9 ◦C respectively. We then used the simple
approach (section 6.3.1) to find the new values of the vapour cell temperature
for a range of shorter cell lengths, and then evaluated the figure-of-merit
values. In addition the figure-of-merit values were re-optimized (section 6.3.2)
for each cell length to see if further improvement could be made. Figure 6.2
shows the comparison of the two methods. We can see that the figure of
merit changes with cell length, as is expected, since line broadening means
that the filter spectra cannot be made identical for different cell lengths. We
can also see that moving to shorter cells has a deleterious effect, but can be
somewhat mitigated by re-optimization at each cell length.
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Figure 6.3: Atomic number density after computer optimization (Nopt)
multiplied by cell length (`), as a function of `. The optimization involves
changing the magnetic field and temperature of the cell in order to maximize
the figure of merit at each cell length. The purple dots show the results
when self broadening is included in the model for the filter spectrum, while
the light blue circles show the result without self broadening. The main panel
shows results for an isotopically pure 87Rb vapour while the inset gives the
results for potassium at natural abundance.
The inset of figure 6.2 shows the result of a similar analysis for a potassium
vapour at natural abundance [163], this time using the figure of merit of
equation (6.3) to produce a line-centre profile filter. The main difference in
the results is that the figure of merit is less affected by decreasing cell length
than the wing-type filter.
The reason for the difference between wing-type and line-centre filters can
be elucidated by plotting the N ` product as a function of ` after computer-
ized optimization at each cell length, as shown in figure 6.3. By repeating
the optimization with the effect of self broadening ‘turned off’, we can see
that the 87Rb wing-type filter is affected far more by self broadening than
the K line-centre filter. One can understand this difference in the behaviour
of the two types of filters by inspection of the spectra (see figure 6.4). In-
creases in Lorentzian broadening cause a decrease in transmission through
the vapour cell at the filter frequency. This happens far more for the wing-
type than line-centre filters. Changes in transmission on the wing of an
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Figure 6.4: Filter transmission (Ix/I0, solid black curve) and cell trans-
mission ((Ix + Iy)/I0, dashed blue curve) as a function of linear detuning
(∆/2pi), zoomed around the region of peak transmission. The left panel
models a 87Rb vapour on the D2 line, while the right panel models the K
D2 line; both of length 1 mm. The cell parameters were set to B = 85.8 G
and T = 127.8 ◦C (N = 3.2 × 1013 cm−3) for 87Rb, and B = 864 G and
T = 136.1 ◦C (N = 6.0× 1012 cm−3) for K. The uppermost lines were calcu-
lated with a Lorentzian width given by natural broadening only (∼ 6 MHz)
while the middle and lower lines have a further 50 and 100 MHz of Lorentzian
width. The global line-centres occur at 384.23042812 THz [144, 164] for the
Rb D2 line and 391.01617854 THz [165] for the K D2 line.
absorption resonance due to Lorentzian broadening is due to the fact that
Gaussian broadening decreases much faster than Lorentzian broadening with
detuning from resonance [166]. A higher optical depth transition feature will
show this effect more strongly. This is one of the differences between wing
and line-centre type filters. Wing-type filters rely on the sharp decrease in
transmission caused by the atomic resonances to create narrow filter trans-
parencies. This means that the circular dichroism cannot be too large since
both polarizations need be scattered in the cell to sharply reduce the filter
transmission to zero. However, a small amount of dichroism means that there
is a small relative birefringence, which means that a high number density is
required to create the large absolute birefringence necessary for the rotation
of pi/2. Conversely, the line-centre filter works by having a large circular
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Figure 6.5: Computer optimized Faraday filter spectra as a function of
linear detuning. The optimal parameters were found to be B = 67.3 G and
T = 60.9 ◦C for the 100 mm long 87Rb vapour, B = 85.8 G and T = 127.8 ◦C
for the 1 mm long 87Rb vapour, B = 801 G and T = 70.2 ◦C for the 100
mm long K vapour, and B = 864 G and T = 136.1 ◦C for the 1 mm long K
vapour. The ENBW is 2.0 and 2.2 GHz for the 87Rb vapour at 100 and 1
mm length receptively, whereas for the K vapour the ENBW is 2.4 and 2.6
GHz at 100 and 1 mm length receptively.
dichroism, such that the transitions which absorb each polarisation of light
are almost completely separated. We can see this in figure 6.4 where the
cell transmission is optically thick for just one circular polarization on either
side of the transparency (causing ≈ 50% transmission of linearly polarized
light through the cell and ≈ 25% transmission though the filter). This large
dichroism comes with a large relative birefringence, meaning that the number
density can be lower for a line-centre filter.
Line broadening clearly has a deleterious effect, however, good filter spectra
for shorter vapour cells can be found as long as we change both the B and T
to re-optimize the filter. This is shown in figure 6.5 where it is evident that
the optimal filters achieved for a 1 mm cell length closely match that at 100
mm length.
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Figure 6.6: Illustration of the experimental arrangement. A micro-
fabricated 1 × 1 × 1 mm3 87Rb vapour cell is placed between two axially
magnetized ring magnets. This arrangement is then placed between two
crossed polarizers, forming the filter. The filter is tested by passing a laser
beam through and onto a photodiode. The filter transmission is defined as
the intensity of light transmitted through the second polarizer (Ix) divided by
the initial intensity before the cell (I0). Light out of the passband frequency
is either scattered in the cell or rejected at the second polarizer (Iy).
6.4 Experiment
To compare theory with experiment for a compact cell, we used the micro-
fabricated 1×1×1 mm3 isotopically enriched 87Rb cell shown in section 4.1.3.
The isotopic abundance of 85Rb was found by transmission spectroscopy to be
(1.00±0.02)%, in a similar way to that shown in [26]. This isotopic impurity
affects the filter spectra, therefore the filter parameters were optimized taking
this into account. We found the optimal parameters to be B = 72.0 G and
T = 137.5 ◦C, which gave a transmission peak at a detuning of 3.1 GHz.
The experimental Faraday filter arrangement is illustrated in figure 6.6. The
cell was heated close to the optimal temperature, while an axial magnetic field
was applied using a pair of permanent ring magnets. The field inhomogeneity
across the cell was less than 1%. Two crossed Glan-Taylor polarizers were
placed around the cell to form the filter. A weak-probe laser beam was
focussed using a lens (not shown in figure 6.6) with a 30 cm focal length,
and was sent through the filter such that the focus was approximately at
the location of the cell. After the filter, the beam was focussed using a 5
cm focal length lens onto an amplified photodiode. The laser frequency was
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Spectrum Imax/I0 ENBW (GHz) FOM (GHz
−1)
Fit to Experiment 0.55 3.0 0.18
No buffer gas 0.77 2.6 0.29
No self broadening
or buffer gas
0.83 2.6 0.31
Table 6.1: Maximum transmission (Imax/I0), equivalent-noise bandwidth
(ENBW) and their ratio (FOM) for a 1 mm long isotopically enriched vapour
cell. The magnetic field and temperature were 73 G and 138.5◦C respectively.
The first row represents the fit to the experiment shown in figure 6.7, while
subsequent rows give the values after certain physical effects were removed
(theoretically).
scanned across the Rb D2 transition, and was calibrated using the technique
described in section 4.3.
Panel (a) of Figure 6.7 shows the experimental filter spectrum plotted with a
fit to theory using ElecSus [72]. The fit parameters were found to beB = 73 G
and T = 138.5 ◦C. The first thing to note is that, due to the 1% 85Rb impurity,
the peak transmission occurs at ∆/2pi = 3.1 GHz rather than near −1.3 GHz
which would be the case if the cell were isotopically pure (see Figure 6.5).
Also, a further 42 MHz of Lorentzian broadening was added in addition to
Γ0 and Γself , due to the presence of a small quantity of background buffer
gas in the vapour cell. This value was previously measured by transmission
spectroscopy to be Γbuf/2pi = (42±1) MHz. Panel (b) of figure 6.7 shows the
filter spectrum zoomed in to the main peak. In addition to the experimental
data and theoretical fit, the filter spectrum for the optimization that did not
include the buffer gas broadening is shown. We can see that the additional
broadening drastically affects the filter transmission. Also by removing the
effect of self broadening from the theory, we again see a larger transmission.
Table 6.1 quantitatively compares the transmission, ENBW and FOM values
for the curves shown in figure 6.7. The inset of panel (a) shows the filter
transmission at a detuning of 3.1 GHz and the ENBW as a function of Γbuf .
The transmission decreases while the ENBW increases, showing that the
performance (as measured by the the ratio transmission to ENBW) of this
kind of Faraday filter deteriorates quickly with increasing buffer gas pressures.
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Figure 6.7: Experimental and theoretical Faraday-filter spectra on the ru-
bidium D2 line as a function of linear detuning (∆/2pi) from the weighted
line-centre (384.23042812 THz [144, 164]). A 1 mm length vapour cell was
used with an isotopic ratio of 99% 87Rb to 1% 85Rb. The solid black line in
panel (a) shows the experimental filter spectrum and the dashed (red) line
shows the fit to theory that includes the natural, self, and buffer gas induced
(Γbuf) Lorentzian broadening effects. Below panel (a) the residuals, R, (the
difference between experiment and theory) are plotted. There is an RMS
deviation between experiment and theory of 0.6%. The inset of panel (a)
shows the effect of Γbuf on transmission (solid purple line) and equivalent-
noise bandwidth (ENBW) (dashed blue line) of theoretical filter spectra.
The vertical dashed line marks the amount of buffer gas broadening seen in
the experiment. Panel (b) shows a zoomed in region around the peak at
3.1 GHz, including theoretical curves with natural homogeneous broadening
only (dashed blue) and with natural and self broadening (solid blue).
Chapter 6. Effect of line-broadening on Faraday filters 94
The amount of broadening due to buffer gas pressure that we observe, typ-
ically corresponds to approximately 1-2 Torr of buffer gas [167, 168]. The
fact that this small pressure affects the filter spectra by a large amount shows
that the wing-type Faraday filter spectra are very sensitive to buffer gas pres-
sure. It has previously been shown that non-linear Faraday rotation can be
a sensitive probe of buffer gas pressure [169], being non-invasive and using
simple apparatus. Our results show that it may be possible to use the linear
Faraday effect instead, which has the advantage of more easily modelling the
effect of buffer pressure. However, it is not yet clear if this is more sensitive
than using transmission spectroscopy [170].
6.5 Discussion
We have described an efficient computerized method to optimize the cell
magnetic field and temperature for short cell length Faraday filters. From
theoretical spectra we see that wing-type filters in particular are deleteri-
ously affected by homogeneous broadening, while line-centre filters are less
affected. We perform an experiment to realise a wing-type filter using a
micro-fabricated 1 mm length 87Rb vapour cell, and find excellent agreement
with theory. While buffer gasses can enhance some signals using vapour
cells [171], they should be kept to a minimum in order to achieve the nar-
rowest Faraday filters with the highest transmission.
Chapter 7
A Faraday filter on the
Caesium D1 line
7.1 Introduction
In the previous chapter we looked into how to optimize Faraday filters, and
we saw how line-broadening deleteriously affects the performance of the filter.
In this chapter we design a filter for a specific application, namely quantum-
optics experiments utilizing the caesium D1 line. Only one Faraday filter
on the caesium D1 line has been previously demonstrated [43], however, few
details were provided about the filter itself.
Faraday filters have so far been demonstrated experimentally using neon [52],
calcium [172], sodium [48, 50, 51, 98, 157, 173, 174], potassium [64, 129, 175],
rubidium [53, 99, 176], and caesium [43, 54, 125]. A Faraday filter on the
caesium D1 line (894 nm) could be useful for quantum optics experiments
which utilize the Cs D1 line [177], and could aid filtering degenerate photon-
pairs at 894 nm in a similar way to that shown for 795 nm [69].
This chapter uses the computerized optimization technique (see section 6.3.2)
to find optimal working parameters for the Faraday filter. Using this tech-
nique we find that a Faraday filter working at the Cs D1 line has superior
performance when compared to similar linear Faraday filters working with
different elements and/or transitions. Experimentally, we verify the predic-
tion of the model, and achieve a linear Faraday filter with the best perfor-
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Figure 7.1: Computer optimization of Cs D1 Faraday filters for different cell
lengths. Panel (a) shows the values of the parameters required to maximize
the figure of merit (FOM); the hollow (purple) circles show the values of
magnetic field while the solid (blue) circles give the temperature. Panel (b)
shows the optimum FOM values. Panel (c) shows the corresponding ENBW
(solid circles) and Imax values (hollow circles). The vertical dashed line marks
the length of the experimental cell used to measure the spectrum shown in
Fig. 7.3. Panels (d) to (f) are the result of the same optimization but with
the effect of self broadening removed.
mance to date.
7.2 Optimization
We use exactly the same computerized optimization technique as described
in section 6.3.2. The figure of merit used was that of equation (6.2). This
technique used a few thousand evaluations of the filter spectrum from the
ElecSus program, taking less than five minutes to complete using a computer
with an Intelr Core i3-3220 processor.
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Figure 7.2: Illustration of the experimental arrangement. The vapour cell
has an axial magnetic field (B) applied, and is placed between two crossed
polarizers. The (blue) arrows denote the polarization of the light. The
experiment used a 75 mm long caesium vapour cell.
Panels (a) to (c) of figure 7.1 show the results of the optimization for vapour
cell lengths ranging from 100µm to 10 cm. We can see that for cell lengths
above 10 mm, the optimal value of the magnetic field is constant at 45.3
G, while the optimal temperature changes such that the change in number
density [6] (N ) compensates the change in cell length (L) in a predictable
way; NL ≈ constant. However, for cell lengths of 10 mm and less, the op-
timal magnetic field changes. This is due to self broadening [91] becoming
important at higher densities, having a greater effect than Doppler broad-
ening, as discussed in chapter 6. This was was confirmed by repeating the
optimization with the effect of self broadening removed; shown in panels (d)
to (f) of figure 7.1.
7.3 Experiment
To validate the prediction of the model, an experiment using a 75 mm long
Cs vapour cell (similar to that shown in figure 4.1) was performed. Figure 7.2
shows an illustration of the experimental arrangement. The vapour cell was
placed in the solenoid as described in section 4.1.1 which produced an axial
magnetic field and provided heating of the vapour cell. To measure the filter
spectrum a continuous wave Ti:sapphire laser was used to produce a beam
of light that could be scanned across the Cs D1 line. The laser scan was
calibrated using the method described in section 4.3.
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Figure 7.3: Transmission through a Cs D1 Faraday filter with a 75 mm long
atomic medium as a function of linear detuning from the weighted linecentre
(335.116048807 THz [178]). The solid back line shows the experimental data
while the dashed (red) line is the theory fit. From the fit, the cell temperature
and magnetic field are found to be (67.8± 0.3)◦C and (45.7± 0.8) G respec-
tively. The ENBW was found to be (0.96 ± 0.01) GHz and the maximum
transmission was (0.76 ± 0.01). Plotted underneath are the residuals (R)
between experiment and theory, with a root mean square (RMS) deviation
of 0.4%, showing excellent agreement.
Figure 7.3 shows the measured Faraday filter spectrum and a theory fit using
ElecSus [72]. Excellent agreement is found between theory and experiment.
The full width at half maximum of the passband was found to be 310 MHz,
while the ENBW and Imax/I0 were found to be (0.96± 0.01) GHz and 0.76±
0.01 respectively; in agreement with the theoretical optimum values. This
gives a ratio of Imax/I0 to ENBW (FOM) of (0.794±0.015) GHz−1, which, to
the best of our knowledge, is the highest demonstrated to date for any linear
Faraday filter.
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Atom (λ [nm]) B [G] T [◦C] ENBW [GHz] Imax/I0 FOM [GHz−1]
Na (589) 128 191 3.1 0.78 0.25
Na (590) 169 198 3.3 0.80 0.24
K1 (766) 76.3 107 1.8 0.80 0.44
K1 (770) 92.2 113 1.8 0.82 0.45
85Rb (780) 223 54.4 2.1 0.96 0.45
85Rb (795) 63.8 79.8 1.1 0.75 0.66
87Rb (780) 67.3 64.5 2.0 0.79 0.39
87Rb (795) 61.0 82.4 1.1 0.72 0.67
Rb1 (780) 53.4 84.1 2.3 0.91 0.40
Rb1 (795) 72.3 88.6 1.4 0.76 0.53
Cs (852) 55.6 47.2 1.6 0.79 0.51
Cs (894) 45.3 68.0 0.96 0.77 0.80
Table 7.1: Prediction of the optimal values of magnetic field (B) and tem-
perature (T) by computer optimization for different atoms and transition
wavelengths (λ). Each atomic medium was set to 75 mm long. The caesium
D1 filter, realized in this work (see Fig. 7.3), shows by far the highest ratio
of maximum transmission to ENBW (FOM).
7.4 Comparison with other elements and D
lines
The computer optimization was also performed for both D lines of sodium,
potassium, rubidium and caesium, for a 75 mm long atomic medium. From
Table 7.1, we can clearly see that caesium D1 line gives the highest FOM
value. We also find that the performance of rubidium D1 line filters [99]
could be improved further by using an isotopically pure vapour. One thing
to note is that, with the exception of 85Rb at 780 nm, the filter spectra that
give the highest FOM value all show ‘wing’ type operation, where the filter
transparencies occur just off-resonance from the atomic transitions. Line-
centre operation [157] is found for local FOM maxima (as shown in figure 6.1
in chapter 6.3.4).
1At natural abundance [163].
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7.5 Discussion
In conclusion, we have introduced Faraday filtering on the caesium D1 line.
The filter shows excellent performance, surpassing other elements and tran-
sitions, and could find use in quantum optics experiments. The method used
to find the optimal magnetic field and temperature is fast and simple, utiliz-
ing publicly available software [72] and could be applied for other figures of
merit for other applications.
This type of filter is designed primarily for quantum-optics experiments. Very
recently another study has been completed which designs a caesium D1 line
filter for photon emission from quantum dots [179]. This further motivates
the use of Faraday filters for quantum-optics experiments in general.
Chapter 8
An external cavity diode laser
with an intra-cavity Faraday
filter
8.1 Introduction
In chapters 6 and 7 we introduced the concept of Faraday filtering and de-
signed a Faraday filter primarily for the purpose of quantum-optics exper-
iments. In this chapter we will look into using a Faraday filter for laser
frequency stabilization. Unlike in chapter 5 where laser frequency error sig-
nals were created in an external cell, this chapter will look into putting a
Faraday filter into the cavity of a diode laser. The technique of putting a
Faraday filter in a laser cavity is one of the first applications of a Faraday
filter, having been used to frequency stabilize dye lasers [50–52]. In recent
years the same technique has been applied to diode lasers [60–62, 180].
External cavity diode lasers (ECDL) are used extensively for many appli-
cations where the laser frequency needs to be controlled and the line-width
needs to be small. For example, a grating can be used as a frequency-selective
element that creates the external cavity [181]. The position of the grating
can then be adjusted to change the frequency of the laser. This method
typically creates free-running line-widths of less than 1 MHz, which can be
reduced when electronically stabilising against an external frequency refer-
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ence [182]. However, the precise position of the grating is critical, which
means that this type of ECDL is susceptible to vibrations. Also, changes in
temperature or diode current can change the laser frequency substantially.
There is, therefore, a need for an external reference to measure the frequency
of the laser.
These issues are solved by using a Faraday filter as the frequency selective
element of an ECDL, while compromising on tunability. Previous imple-
mentations of this technique [60, 61] were able to ensure the laser frequency
did not mode hop more than a few tens of GHz. A recent experiment [62]
showed that the laser frequency can stay within a single filter transparency
(∼ 1 GHz) even when the laser’s temperature and current are changed by
∼ 20◦C and ∼ 90 mA respectively. However, due to the presence of multiple
cavity modes within the filter profile, mode hops caused frequency jumps of
∼ 400 MHz. Also, since the cavity length was not stabilized, the laser will
have exhibited long term frequency drift. One method to reduce the range
of frequency jumps is by using a very long cavity such that the cavity free-
spectral range is short [183], thereby leaving a cavity mode near the peak of
the filter transmission at all times. This technique also has the advantage
that the length of the cavity does not need to be actively stabilized. However,
one drawback is that this technique does not eliminate mode hops.
We demonstrate another technique; to use a short cavity length such that
there is only one cavity mode within the filter transparency. In this way,
mode hops are eliminated. The compromise is that the cavity length must
be stabilized for long term frequency stability. We use an external Faraday
rotation signal as a laser frequency error signal, however, in principle the fre-
quency can be stabilized by monitoring power of the laser output. Therefore,
there should be no need for an external reference.
To be useful for typical atomic physics applications (such as laser cooling),
the frequency noise of the laser (characterized by the laser line-width [184])
should be much smaller than the atomic natural line-width. Optical hetero-
dyne detection [185] was used to measure the beat note between the laser
and a different grating based ECDL, concluding that the laser linewidth is
less than 850 kHz.
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Figure 8.1: Illustration of the experimental arrangement of an external
cavity diode laser utilizing a Faraday filter as the frequency selective element.
LD – laser diode, M – magnet, B – magnetic field, BS – Beam splitter.
8.2 Background and theory
The working principle of an external cavity diode laser (ECDL) is that a
portion of the light is fed back into the laser diode by a frequency selective
element. For a Faraday-filter laser this is done by passing a portion of the
light through an intra-cavity Faraday filter and then feeding this back into
the laser diode. Figure 8.1 shows an illustration of one possible arrangement
of a Faraday-filter laser. A beam splitter is placed after the laser diode
which allows some light to pass through whilst the reflected light passes
though a Faraday filter. This light is then reflected back through the same
Faraday filter before being incident again on the beam splitter. A portion
of the beam then reflects back into the laser diode. Note that in addition to
the Faraday filter, frequency selectivity is provided from the external cavity
formed between the laser diode to the mirror. This is due to the fact that
only integer wavelengths can be supported within an optical cavity. These
cavity modes therefore occur periodically in frequency.
If the frequency spacing between cavity modes (known as the free-spectral
range) is large enough, we can ensure that only one cavity mode is supported
within the filter bandwidth. This prevents the laser spontaneously jumping
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to another cavity mode (a mode hop), which otherwise might occur due to
small fluctuations such as acoustic vibrations or diode current fluctuations
etc. We can approximate the length of the cavity (D) required by assuming
a plane-parallel cavity and using the equation [186]
∆ν =
c
2nD
, (8.1)
where ∆ν is the free-spectral range. Note that we can define an effective
length Deff ≡ nD, which takes into account the refractive index of the
medium within the cavity. The effective length can also be built up in parts
if there are media of different refractive indices between the cavity mirrors.
Since the passband of a typical Faraday filter is of the order of 1 GHz, putting
this into equation (8.1) and rearranging gives Deff ≈ 15 cm. This approxi-
mates the longest possible cavity length before multiple modes are passed by
the filter.
8.3 Faraday-filter laser design
8.3.1 Experimental arrangement
An anti-reflection (AR) coated laser diode was chosen since this simplifies
the situation by removing the internal laser diode cavity. This in turn means
that the laser diode has much more of a broadband emission profile when
compared to non-AR coated laser diodes, removing the need for heating or
cooling the diode [61] to tune its emission characteristics.
Figure 8.1 shows an illustration of the experimental arrangement. The beam
from the laser diode was collimated using an aspheric lens (not shown) and
was then incident on a beam splitter. The beam splitter transmits approx-
imately 80% of light and reflects the remainder. The transmitted beam is
the main output of the laser system since it contains the majority of the
output power. The reflected beam passed through a 5×5×5 mm3 polarising
beam splitter cube (PBS1), ensuring it was linearly polarized in the vertical
direction. The beam then passes through a naturally abundant rubidium
vapour cell with an internal path length of 5 mm. The cell was placed in an
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oven which provided heating. Ring magnets apply a magnetic field across
the vapour cell of which the non-uniformity is less than 2%. After travelling
through the atomic vapour, the polarization of the laser beam was rotated
by pi/2 and then passed through a second cube polarizer (PBS2) crossed
with the first. The beam was then reflected back over the same path using
a mirror. After travelling through the atomic vapour for the second time,
the polarization of the beam rotated by a further1 pi/2 and passed through
PBS1. The beam is then incident on the beam splitter, where the transmit-
ted beam gives a secondary output and the reflected beam feeds back into
the laser diode. The length of the external cavity (from the laser diode to the
mirror) was 52 mm; this gives an effective cavity length of approximately 60
mm once the refractive indices (approximated as 1.5) are taken into account
for the PBS cubes and the cell windows. Therefore, using equation (8.1),
∆ν ≈ 2.5 GHz. The cavity mirror is mounted on a piezoelectric transducer,
which allows fine adjustment of the cavity length (up to ∼ 1µm). This serves
to shift the cavity resonances by up to ∼ 3 GHz.
Both PBS cubes, the vapour cell and the collimating lens were all AR coated.
This is to minimize losses and ensure the external cavity dominates the feed-
back into the laser diode.
8.3.2 Filter-profile design
We desire a filter profile that is as narrow as possible whilst consisting of
only one large transparency. Also, the filter should transmit as much light
as possible so that the feedback to the diode is efficient. It is also desirable,
for practical reasons, for this to occur for relatively small magnetic fields
and temperatures. Figure 8.2 shows a Faraday filter spectrum, found using
ElecSus [72], which shows all of the desired characteristics. The peak trans-
mission feature has a full-width at half-maximum of 0.6 GHz, which is much
less than the cavity free-spectral range of 2.5 GHz. Therefore we expect
multi-mode behaviour to be greatly suppressed.
1Note that the beam rotates further rather than being rotated back to its previous
polarization. It makes little difference in this context but for applications such as optical
isolators [29], this distinction is crucial.
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Figure 8.2: Theoretical filter transmission (solid purple line) as a function of
linear detuning from the Rubidium D2 weighted line centre. Simulated is a 5
mm long rubidium vapour at natural abundance with an axial magnetic field
of 240 G and a temperature of 93◦C. The vertical dashed-blue lines represent
the cavity modes, with a free-spectral range of 2.5 GHz corresponding to a
60 mm long effective cavity length. [Optimal magnetic field and temperature
values were found by Renju S. Mathew.]
8.4 Measuring the filter spectrum
In order to measure the filter spectrum experimentally the arrangement de-
scribed in section 8.3.1 was slightly modified. The laser diode was replaced
by a photodiode, and then a weak-probe laser beam was sent through the fil-
ter (backwards against the arrow denoting the second output in figure 8.1).
The laser beam was from a grating based ECDL, and the frequency was
scanned across the rubidium D2 weighted line-centre (see appendix B.2).
The frequency of the laser beam was calibrated using the method described
in section 4.3. The signal measured on the photodiode represents the inten-
sity of light after two passes through the filter. This ‘double pass’ signal is
convenient to measure whilst also being a more natural measure of the filter’s
affect on the laser light, since any light that is fed back into the laser must
make at least two passes through the filter.
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Figure 8.3: Experimental (black solid line) and theoretical (dashed red
line) transmission spectra after two passes through the Faraday filter. The
fit parameters were the magnetic field and temperature and were found to
be (235.73 ± 0.15) G and (91.82 ± 0.04)◦C respectively. Plotted underneath
are the residuals (R) between experiment and theory. The root-mean-square
deviation between experiment and theory is 0.2%. The inset shows the spec-
trum zoomed into the main transmission feature, which has a full-width at
half-maximum of 530 MHz.
Figure 8.3 shows the experimental double pass transmission spectrum along
with a fit using ElecSus [72]. Five spectra were taken in quick succession
(only one shown) and were independently fit to theory using the random-
restart routine in ElecSus. The mean values of the fitted magnetic field
and temperature were found to be (235.73 ± 0.15) G and (91.82 ± 0.04)◦C
respectively, where the uncertainties represent the standard error [118]. Note
that, in a similar way to the results of chapter 5 (see section 5.5), these
statistical uncertainties are likely to be much smaller than the systematic
uncertainties.
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8.5 Laser-linewidth measurements
Optical heterodyne detection is a common way to characterize the frequency
noise of laser systems. The technique involves superimposing beams from two
lasers and detecting the resulting beat-note in intensity. The distribution of
beat-note frequencies over time characterizes the combined frequency noise
in the two laser [181].
8.5.1 Background on optical heterodyne detection
The superimposed electric field from two collimated laser beams with dif-
fering angular frequencies ω1 and ω2, and wavenumbers k1 and k2, can be
written as [186]
E(x, y, z, t) = E1(x, y) cos(k1z − ω1t) +E2(x, y) cos(k2z − ω2t+ φ), (8.2)
where φ is an arbitrary phase shift, and the amplitudes E1(x, y) and E2(x, y)
represent the transverse pattern of the two beams as well as their polarization.
The power of this combined beam on a photodetector (choosing the position
to be at z = 0) will be given by
P (t) ∝
∫∫
E2(x, y, t)dxdy (8.3)
∝ P1 cos2(−ω1t) + P2 cos2(−ω2t+ φ)
+ 2P12 cos(−ω1t) cos(−ω2t+ φ), (8.4)
where P1, P2 and P12 are given by
P1 =
∫∫
E21(x, y)dxdy, (8.5)
P2 =
∫∫
E22(x, y)dxdy, (8.6)
P12 =
∫∫
E2(x, y) ·E1(x, y)dxdy. (8.7)
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After using a suitable trigonometric identity2 we get,
P (t) ∝ P1 cos2(−ω1t) + P2 cos2(−ω2t+ φ)
+ P12(cos([ω2 − ω1]t− φ) + cos(−[ω1 + ω2]t+ φ)), (8.8)
Photodetectors in general have limited detection bandwidths and therefore
terms which oscillate at optical frequencies (ω1, ω2 and ω1 +ω2) are typically
detected as an average, dc voltage. Therefore the signal we expect from
a photodetector is a constant signal modulated by a sinusoidal wave with
frequency, ωbeat = ω2 − ω1, known as the beat-note.
8.5.2 Laser line-width from ωbeat distribution
If the individual frequencies ω1 and ω2 have statistical fluctuations over time,
then we will measure fluctuations in ωbeat. Assuming the fluctuations in the
two frequencies are independent we can write the probability density function
of ωbeat as [187]
fb(ωbeat) =
∞∫
−∞
f1(ωbeat − ω2)f2(ω2)dω2
=
∞∫
−∞
f1(ω1)f2(ωbeat − ω1)dω1, (8.9)
where f1 and f2 are the probability density functions of ω1 and ω2 respec-
tively. This result is the convolution of the individual probability den-
sity functions. If one of the laser beams has very small frequency fluctu-
ations compared with the other then then we can make the approximation,
fb(ωbeat) ≈ f1(ω1), since this gives the approximation f2(ω2) ≈ δ(ω2), where
δ represents the Dirac delta distribution. Therefore the laser line-width will
be given by the FWHM of fb(ωbeat).
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Figure 8.4: Illustration of the heterodyne detection experiment. M – mir-
ror, BD – beam dump, FPD – fast photodetector, DPD – differencing pho-
todetector, BS – beam splitter, PBS – polarizing beam splitter, λ/2 – half-
wave plate. ECDL – external-cavity diode-laser. A beam from the Faraday-
filter laser is incident on a PBS. The reflected beam is overlapped with a
beam from the grating based ECDL using a 50:50 BS. This combined beam
is detected using an FPD. The beam from the Faraday-filter laser which was
transmitted through the first PBS is used to make a laser-frequency error
signal, which was used to stabilize the laser detuning to ∆/2pi ≈ 0.2 GHz
from the weighted rubidium D2 line centre.
8.5.3 Optical heterodyne detection experiment
A schematic of the optical heterodyne experiment is given in figure 8.4. For
this experiment another laser beam is required. A grating based ECDL [188]
(Toptica DL 100) was used. This laser was frequency stabilized, using po-
larization spectroscopy [189] (not shown in figure 8.4), to a detuning from
the rubidium weighted line centre of ∆/2pi ≈ −1.2 GHz. The Faraday-filter
laser was also frequency stabilized using an external atomic reference. This
was done by using a portion of the beam from the output, making it linearly
polarized at a 45◦ angle to the x-axis, before being passed through a 75 mm
long Rb vapour cell in a solenoid (described in section 4.1.1). The solenoid
provides heating of the cell as well as an axial magnetic field. After the
vapour cell, the beam is incident on a PBS which splits the beam into Ix and
Iy components. A differencing photodetector measures Ix− Iy (proportional
to S1) and this signal is used as an error-signal which is fed back to the laser
to keep its frequency stabilized to a detuning value of ∆/2pi ≈ 0.2 GHz. This
22 cos Θ1 cos Θ2 ≡ cos(Θ1 −Θ2) + cos(Θ1 + Θ2)
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Figure 8.5: Power spectrum of the beat-note signal between the two lasers.
The black dots represent the experimental data, while the solid red line is the
fit to a Voigt profile. From the fit, the Gaussian full-width at half-maximum
(FWHM) was found to be 0.84 MHz while the Lorentzian FWHM was 0.01
MHz.
feedback works by sending the error signal to a PID controller, which outputs
a voltage to the piezoelectric transducer placed behind the cavity mirror.
Another beam from the Faraday-filter laser was overlapped with the beam
from the grating based laser using a 50:50 non-polarizing beam splitter cube
(see figure 8.4). This combined beam was then incident on a fast photode-
tector. The photodetector has an AC-coupled output and a bandwidth up
to ∼ 1.2 GHz. Therefore the photodetector will only measure the beat-note
term of equation (8.8). Also despite the 1.2 GHz upper bound on the band-
width of the detector (as quoted by the manufacturer), we found that the
beat-note was detectable up to frequencies of approximately 2 GHz.
A 0.5 ms long signal from the photodetector was measured on an oscilloscope
(LeCroy WaveRunner 625Zi), with a sampling resolution of 40 GS/s and an
analogue bandwidth of 2.5 GHz. The power spectrum of this signal was
calculated using the FFT function of the oscilloscope. The power spectrum
showed a single clear peak, indicating that both lasers were exhibiting single
mode behaviour within the detection bandwidth. Figure 8.5 shows the power
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spectrum zoomed in around the peak. A Voigt profile was fitted to the
spectrum which had a full-width at half-maximum (FWHM) of 0.85 MHz.
We can therefore conclude that the Faraday-filter laser must have a line-
width of less than 0.85 MHz. This linewidth is small enough to be useful for
many atomic physics experiments where the laser linewidth should be ideally
be less than the natural line-width of the D lines (∼ 6 MHz).
8.6 Discussion of potential improvements
The Faraday-filter laser has been shown to work with a sufficiently small line-
width. However, it is not yet clear what the exact line-width value is since the
beat-note measurement may be limited by the line-width of the grating-based
ECDL system. Further work can be done to find out the absolute line-width,
either by introducing a third laser so that three beat-note measurements can
be taken3 or by building an identical Faraday-filter laser system which can
be assumed to have the same linewidth.
Another improvement would be to use the power output of the laser to sta-
bilize the frequency, rather than using an external reference. This is possible
because the amount of optical feedback to the laser diode is dependent on
frequency (due to the intra-cavity Faraday filter). When there is the most op-
tical feedback, there should correspondingly be the most optical output power
from the laser. Therefore, we can keep the frequency stable by ensuring the
cavity mode frequency coincides with the maximum filter transmission.
Figure 8.6 shows the power of the laser output as a function of frequency,
along with the measured weak-probe filter spectrum. We can see that the
peak power does not coincide with the peak of the weak-probe filter profile,
which may indicate that the beam inside the filter’s vapour cell is not in the
weak-probe regime. Since the weak-probe filter spectrum is not a good mea-
sure of the filter spectrum, we expect that the frequency of peak transmission
of the filter is a function of intensity. Unfortunately, this means that adjust-
ing the cavity length in order to maximize the output power may not result
3If we assume either a Gaussian or Lorentzian beat-note distribution then equation (8.9)
can be deconvolved. The three beat-note measurements would then give a set of three
linear equations which can be solved to find the line-width of each laser.
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Figure 8.6: The solid back dots show the laser beam intensity (normalized)
while the solid red line shows the previously measured (weak-probe) filter
spectrum. Both curves are plotted against linear detuning (∆/2pi) from the
rubidium weighted line centre.
in a unique frequency. A preliminary experiment of this kind showed that
the laser exhibits long term drift of ∼ 10 MHz over tens of hours. This indi-
cates that further work needs to be done to reduce the intensity of the beam
within the vapour cell of the filter. This could be achieved by expanding the
size of the beam.
8.7 Discussion
This chapter demonstrates a short cavity length Faraday-filter laser, such
that a single cavity mode exists within the filter’s passband. We have used
an external atomic signal as a reference, however, it should be possible to
stabilize the frequency using only the power output of the laser. No external
reference is required in principle.
Further work to improve the long term stability of the laser system is ongoing.
Chapter 9
Slow-light pulse propagation
9.1 Introduction
There has been much interest in recent years in the phenomenon of slow
light [190]. It is characterized by the situation where the light pulse veloc-
ity is much less than that of continuous-wave (CW) light, and is realized
in systems where there is a large derivative of the refractive index with re-
spect to frequency. The slow-light effect increases the amount of time a light
pulse spends in the medium, and so can enhance processes such as all optical
switching [131], image rotation [191] and optical delay lines [192]. A slow-
light medium can also increase the sensitivity of interferometers [193]. When
combined with the Faraday effect, a slow-light pulse placed off-resonance can
act as a sensitive atomic probe [194]. Electromagnetically-induced trans-
parency (EIT) [195] is often used to create large pulse delays [196, 197] due
to the extremely (spectrally) narrow transparencies that can be achieved.
However, one drawback is the requirement for pulses with low bandwidth to
avoid distortion, which corresponds to relatively long (of the order of a mi-
crosecond) pulses. For communication purposes, shorter pulses mean more
information can be sent in any given time.
In this chapter we look at applying our model (as described in chapter 2)
for the electric susceptibility (χ) to describe slow light. So far we have only
considered CW beams; in fact χ was calculated using the steady-state solu-
tion to the optical Bloch equations. As such it could be expected that the
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model is invalid for short pulses of light. However, in this chapter we will
experimentally provide some evidence that our model for χ is still valid.
The key is noting that a pulse of light can decomposed (using a Fourier
transform) into a collection of continuous sinusoidal waves. Each one of
these waves will have its own attenuation and phase shift which we can
calculate using ElecSus. We then simply do the reverse Fourier transform
to reconstruct the pulse that would be seen after traversing the medium.
This section describes in detail an experiment to test the model for pulse
propagation.
It should be noted that similar experiments were performed previously
in [198], but the agreement with theory started to deviate for large opti-
cal depths. It was proposed that this may simply be due to the experiment
being carried out beyond the weak-probe regime. In this section we show
excellent agreement between theory and the results of an experiment carried
out at large optical depth but for much weaker pulse intensities.
9.2 Theory
Consider a time varying intensity profile, I(z = 0, t), which is measured
before entering an atomic medium. Assuming a single polarization compo-
nent, we can relate the intensity with the magnitude of its electric field using
equation (2.5). This gives us a measurement of the modulation. We can
reconstruct the form of the electric field1 if we know the carrier frequency,
as illustrated in panel (a) of figure 9.1. Given this initial electric field at the
front of the medium, E(z = 0, t), we perform a Fourier transform to find the
electric field in terms of angular frequency,
E˜ (z = 0, ω) =
1√
2pi
∞∫
−∞
E(z = 0, t) exp(−iωt)dt. (9.1)
Recalling equations (2.1) to (2.4), we can find the electric field at an arbi-
trary depth z by multiplying this result by exp(ik(ω)z) (where k(ω) can be
1Strictly speaking we still cannot reconstruct the phase of the electric field, but this
does not affect the results.
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calculated for the atomic medium using ElecSus). Setting z = ` gives us the
pulse angular frequency profile at the exit of the medium. We can then use
the reverse Fourier transform2 to construct the electric field as a function of
time at z = `,
E (z = `, t) =
1√
2pi
∞∫
−∞
E˜(z = L, ω) exp(iωt)dω. (9.2)
Now we can again use equation (2.5) to reconstruct the pulse intensity,
and hence predict what would be measured by a detector after the atomic
medium. Note that since our medium is circularly birefringent and dichroic,
we simply perform the previous procedure for each circular polarization com-
ponent independently.
Figure 9.1 illustrates the procedure. After the pulse is constructed (see panel
(a)) the Fourier transform is taken. The attenuation due to the medium is
shown in panel (b) while panel (c) shows the result of applying this atten-
uation to the pulse spectrum. This, along with the appropriate phase shift
at each frequency, is all that is required to construct the electric field at the
output of the medium. Note that the parameters chosen for figure 9.1 closely
match those of the experiment (see section 9.4 for the experimental results).
The sharp peak of the pulse’s spectral magnitude (shown in panel (c)) is the
result of the continuous part of the temporal pulse profile.
This treatment is all that is required to describe weak-probe pulse propaga-
tion, but there are certain approximations which can be made that provide
further insight. Most notably is the concept of the ‘group’ velocity, which
describes the speed a pulse propagates through a medium.
9.2.1 Group velocity and the narrowband approxima-
tion
It can be shown, by applying a modulation to a sinusoidal wave (see pages
1–3 in [200]), that while the phase velocity of a carrier wave propagates at
2The occurrence of negative frequencies is a mathematical construct associated with
using a complex field (see pages 24 to 25 in [199])
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Figure 9.1: Panel (a) shows the electric field of the carrier Ecarr, modulation
Emod and the resultant Ein = EmodEcarr. Note that the angular frequency
of Ecarr has been divided by 5 × 104 for illustration purposes. The solid
purple line in Panel (b) shows the magnitude of the Fourier transform of Ein
as a function of linear detuning (∆/2pi). The output electric-field amplitude
(Eout) is the solid red line and is found from the input electric-field amplitude
(Ein) multiplied by the ratio Eout/Ein. The ratio is plotted in panel (b) and
is calculated using ElecSus. The ratio is equivalent to the square root of
transmission.
vp = ω/(nk0), the modulation moves with a velocity vg ≡ c/ng, where
ng(ω) = n(ω) + ω
dn(ω)
dω
. (9.3)
This can be a useful quantity when we want to estimate the speed of pulse
propagation. We can see from equation (9.3) that the speed of the pulse can
be very different from the phase velocity when there is a large gradient in
n. Even in an atomic gas where |n| ≈ 1 a pulse can be slowed by almost
an arbitrary amount [196] or made to travel faster [151, 201] by tuning the
gradient in n.
However, when the group velocity changes significantly over the pulse band-
width, and/or there is differing absorption over the bandwidth, the group
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Figure 9.2: Transmission, refractive index (n) and group index (ng) against
linear detuning (∆/2pi) from the rubidium D1 linecentre frequency. The
atomic vapour was modelled at natural abundance with a path length of 2
mm. The grey shaded region represents the pulse bandwidth of a Gaussian
pulse with a 1 ns full-width at half maximum.
velocity is not well defined. This is because the pulse will distort signifi-
cantly. Therefore the concept of group velocity is tied into the ‘narrowband’
approximation, where we can ascribe a single transmission value across the
pulse bandwidth, and derivatives of n at higher than first order are negligible.
For our experiment, the narrowband approximation does not yield a precise
enough result. As such only the Fourier transform method will be used to
model the pulse propagation.
9.2.2 The atomic medium
In general, a region between two absorptive resonances will have a positive
group index. Therefore, when the pulse bandwidth fits between two reso-
nances, some light will be transmitted and the pulse will be slowed. This
is true for micro-second long pulses with MHz transparencies [196] or even
pico-second pulses with the carrier frequency tuned between the rubidium
D1 and D2 lines [202] (a 7 THz transparency). Fast-light, where the peak
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Figure 9.3: Illustration of the pulse propagation apparatus. ND – Neutral
density filter, PBS – Polarizing beam splitter, FC – Fibre coupler.
of the pulse arrives before the peak of the reference pulse, is generally seen
directly on resonance with an absorptive feature [151].
To demonstrate slow-light pulse propagation we need to look for a frequency
range with a large value of ng across the pulse bandwidth. Figure 9.2 shows
that this can be achieved using a 2 mm rubidium vapour cell (at natural
abundance) heated to around 180◦C. The frequency region between the two
Doppler broadened 85Rb transitions gives a group index of ∼ 103 while al-
lowing some light to be transmitted.
9.3 Experiment
Figure 9.3 shows an illustration of the apparatus used for the experiment.
Pulses were generated in the same manner as described in section 4.4, with
the addition of a neutral density filter (ND) to weaken the pulses. The pulses
were then incident on a 2 mm long rubidium (natural abundance) vapour cell,
of the kind shown in section 4.1.2. After traversing the cell, the pulse was
sent down an optical fibre to a single-photon counting module (SPCM). The
signal from the SPCM is detected with an oscilloscope with a bandwidth of
2.5 GHz and 40 × 109 samples a second. A histogram is then built up of
photon arrival times over many repetitions.
The pulses typically have 1 ns widths, whereas the SPCM has a 32 ns dead
time. This means that, in order to avoid skewing the measurements, the
pulses were weak enough so as to cause the SPCM to output less than one
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in ten times on average (see appendix A). Taking into account the quantum
efficiency of the SPCM and the losses caused by the optics after the cell,
we can estimate that the incident pulses contained ∼ 1 photon per pulse on
average.
To measure the required transmission and refractive index spectra, a weak
continuous laser beam was sent through the medium and the transmission
of the beam was measured as a function of laser frequency (see inset (a)
of figure 9.4). ElecSus was then used to fit this spectrum to find the two
temperatures that parameterize number density and the Doppler broaden-
ing. These were found to be 179.4 ◦C and 189.6 ◦C respectively, which may
indicate asymmetric heating of the cell. ElecSus can then be used again to
infer what the refractive index of the medium should be given these parame-
ters. Also, this measurement was done before and after the pulse propagation
experiment in order to check that the temperature of the vapour does not
change significantly during the photon counting.
9.3.1 Laser-frequency stabilization
To measure the pulse profile accurately enough, counting was done over
∼ 15 minutes for approximately 100k repetitions. Over this length of time
the laser frequency needs to be actively stabilized in order to prevent the
carrier frequency of the pulse from drifting. We again use an S1 signal in
a separate 75 mm long vapour cell, a technique similar to that described
in section 8.5.3 and ref. [44]. The experimental parameters required to give
suitable frequency references were found using ElecSus. We found that tun-
ing the temperature to around ∼ 140 ◦C and magnetic field to around 200 G,
gave zero crossings both far off-resonance and near zero detuning for the 75
mm long rubidium vapour cell. This is useful since a carrier detuning near
zero can be used to demonstrate slow light while a far off-resonance carrier
gives a good approximation to the shape of the reference pulse (defined as a
pulse that traversed vacuum instead of the atomic medium). Inset (b) of fig-
ure 9.4 shows the raw photodetector signal used as the frequency references.
Measuring this signal before and after the experiment ensured that the laser
locking points did not vary significantly.
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9.4 Results
Figure 9.4 shows the experimentally measured pulse after the medium
and the theoretical prediction. When the carrier detuning was locked to
(−13.0 ± 0.1) GHz, the shape of the reference pulse is well characterized by
a phenomenological multiple-Gaussian fit. However, this off-resonance pulse
is not identical to the reference pulse (the pulse as though it had travelled
through vacuum). Theoretically, it is predicted that a pulse travelling though
the medium at this frequency will be time-delayed by 0.12 ns and be atten-
uated by a factor of 1.026. Therefore a simple shift and re-scaling is all that
is required to recover the reference pulse (the solid black line in figure 9.4).
We can see that the theoretical prediction matches the experimental data
within the precision of the experiment; no fit parameters are used. The pulse
shows a large time delay which is accurately predicted by the theory. This
gives evidence that the refractive index spectrum predicted by ElecSus is
accurate.
9.5 Discussion
Excellent agreement between experiment and theory has been seen for slow-
light pulse propagation at high optical depths. Not only does this give some
evidence that the refractive index spectrum predicted by ElecSus is accurate,
but also that our model for the electric susceptibility can be applied to pulses
as well as continuous-wave light.
Figure 9.4 shows that it would be desirable for future versions of the ElecSus
program to contain a pulse propagation feature. It again shows that the
medium can be accurately probed at GHz bandwidth [194]. As such, fitting
to short pulses should allow further improvements to accuracy and facilitate
observation of dynamics on short time-scales [203].
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Figure 9.4: Slowlight pulse propagation through a 2 mm long rubidium
vapour at natural abundance on the D1 line (795 nm). The black dots and
blue diamonds show the number of photons counted as a function of time
(20 ps bin width) for a laser pulse with a carrier detuning near and far from
resonance respectively. The counting was completed after approximately
100 k repetitions. The purple dashed line shows a multiple-Gaussian fit used
to characterize the shape of the reference pulse. The off-resonance pulse is
still subject to a small amounts of time delay and attenuation. The solid-
olive curve shows the reference pulse after this is taken into account. The
red dashed line shows the theoretical prediction of pulse intensity measured
after the cell. The data are normalized to the peak intensity of the reference
pulse, while the time axis is centred at this peak. Underneath the graph,
the normalized residuals [118] are plotted, which show good agreement (bins
with less than 5 counts were omitted since they have been judged statistically
insignificant [118]). Inset (a) shows a theoretical fit to a CW experimental
transmission scan, performed immediately after the pulse experiment in order
to extract the number density temperature and Doppler temperature of the
medium. These are taken to be 179.4 ◦C and 189.6 ◦C respectively. Inset (b)
shows a Faraday signal from a 75 mm long cell used to stabilize the frequency
of the laser [44] during the experiment. The black vertical dashed lines show
the locking points used to stabilize the carrier detuning to (354 ± 2) MHz,
and to (−13.0± 0.1) GHz when measuring the reference pulse.
Chapter 10
Conclusions and outlook
10.1 Conclusions
Here we summarize the work presented in this thesis. Part I of the thesis
was concerned with the theoretical model of atom-light interaction and its
computational implementation. Chapter 1 motivated the work in this thesis
and introduced the concept of using alkali-metal vapours as the basis of
optical devices. Chapter 2 introduced the theoretical model used to describe
the atom-light interaction. The model has previously been shown to be very
accurate, however the inclusion of the nuclear interaction with the magnetic
field increases this accuracy (essential for the improved accuracy shown in
the experiment of chapter 5).
Described in chapter 3 is the computational implementation of the model,
which can calculate spectra for all commonly used alkali metals (with the
exception of lithium). The implementation is efficient which results in fast
computation. The speed of the program makes the problem of computer
optimization (whether it be fitting to theory or optimizing some figure of
merit) much more practical. Fitting routines are supplied with the program
to allow the user to fit experimental atomic spectra to theory. It was shown
that fitting to a local minimum can be a problem, therefore two of the three
fitting routines supplied are global routines which make it far more likely to
find the best fit.
Part II of this thesis looked into applying the computer program to solve
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a variety of experimental problems. Chapter 4 described the experimental
techniques and apparatus used for the studies in the following chapters. The
types of vapour cells, their heaters and the application of magnetic field
using permanent magnets were described. Also described was the technique
used to calibrate the laser frequency as well as the method used to generate
nano-second pulses from continuous light.
In Chapter 5 a new regime for the Faraday effect was introduced. Neither
described by the resonant, nor off-resonant, Faraday effect, we call the effect
the ‘hyperfine Paschen-Back Faraday effect’. This regime of the Faraday
effect in a high magnetic field is essentially characterized by the fact that only
one hand of light shows dispersion, while the other simply travels through
the medium at the vacuum speed c. This has 3 potential uses. One is that
the S1 Faraday rotation spectra closely resemble the refractive index of the
medium. The second is that fitting the spectra at these large magnetic fields
gives a fractional sensitivity at the 10−4 level. Finally, the S1 spectra have
very temperature stable frequency references that could be used as far off-
resonance laser frequency error signals.
In Chapter 6 the technique of Faraday filtering was described. We used
computer optimization to design the best working conditions of Faraday fil-
ters. We see how the two characteristic types of Faraday filter (wing and
line-centre) are typically global and local minima respectively (when there
is freedom in the signal frequency). The tool of computer optimization was
used to explain how line broadening affects the performance of Faraday fil-
ters. In particular inhomogeneous broadening was seen to affect the Filter
performance drastically for short cell lengths. Also, inhomogeneous broad-
ening affects wing-type filters much more than line-centre filters. This result
is of particular importance for the design of compact Faraday filters, where
dense vapours are necessary but are subject to unavoidable homogeneous
‘self’ broadening.
Chapter 7 again employed the technique of computer optimization. It was
found the caesium D1 line performs best for a key figure of merit. Experi-
mentally, the caesium D1 filter was realized, and achieved a performance that
surpasses any other Faraday filter demonstrated to date. This filter could be
incorporated into quantum optics experiments that utilize the Cs D1 line.
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The concept of using a Faraday filter in a laser cavity is introduced in chap-
ter 8. A diode laser system using a rubidium Faraday filter as an intra cavity
element was experimentally demonstrated. The ElecSus program was again
employed in order to find the optimal filter parameters. This ‘Faraday-filter
laser’, to the best of our knowledge, is the first to be made where the cavity
free-spectral range is greater than the filter width. This means that the laser
frequency does not mode hop within the filter profile, and should in principle
be robust to vibrations, temperature changes or current fluctuations.
Finally in chapter 9 we demonstrated a slow-light pulse propagation exper-
iment. Nano-second pulses were detected with single-photon counting mod-
ules to test the theoretical prediction. The agreement between experiment
and theory is excellent, showing that we can use the absorptive and disper-
sive properties calculated by ElecSus to accurately model weak-probe pulse
propagation. This shows that the optical devices that can be designed using
the ElecSus program need not just be continuous-wave, and in principle can
be for arbitrary modulations also.
10.2 Outlook
On the theoretical side, the model used was partially in the completely-
uncoupled basis. That is to say the matrices were large enough to represent
the uncoupled states but the usage of hyperfine coefficients was valid only
for the LS-coupled states. When magnetic fields get larger, we expect mixing
between the D lines to occur and hence our usage of hyperfine coefficients
that are attributed to either D line becomes invalid. This is primarily the
reason for the omission of lithium in the ElecSus program. Therefore a model
which is based entirely in the completely-uncoupled basis [204] is desirable.
For the heavier alkali-metal atoms, this generalization of the model will be
advantageous for studies involving the higher lying states. This is because
these states (for example the D-states) mix for achievable magnetic fields.
This opens up the possibility of studying the Paschen-Back effect, and maybe
also the diamagnetic term in the Zeeman interaction [83].
Another extension to the model would be to allow varying populations in
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the ground manifold in line with Boltzmann statistics. We assumed that the
population of the Zeeman sub-levels in the ground manifold was uniform due
to their small separation. In section 2.3.2 we used the fact that the Boltzmann
factor was close to unity to justify this. However, using a modified version
of the ElecSus program that takes the varying populations of the ground
manifold into account, we find that a noticeable difference in the spectra is
seen for magnetic fields of just a few tens of kG. This begs the question,
can we use the modification of spectra by Boltzmann statistics as a way
to perform precise measurements of Boltzmann’s constant? Currently there
is interest in providing accurate and precise measurements of Boltzmann’s
constant that can compliment acoustic gas thermometry [205]. One method
is to use Doppler broadening of spectral lines [101, 102, 206]. It remains to
be seen if measuring the population variation, as predicted by Boltzmann
statistics, in hot alkali-metal vapours is feasible as a method to measure
Boltzmann’s constant.
On the experimental side, we used spectroscopy of a small vapour cell we
managed to measure magnetic fields precisely by fitting. We achieve a stan-
dard error of 2 G for magnetic fields of ∼ 5.5 kG. Further investigation is
needed to see if the precision can be further improved. One might expect
that using a non-linear signal may improve the precision [207].
Work is ongoing on using the Faraday filter as an internal frequency reference
for a Faraday-filter laser. The long term drift needs to be under ∼ 1 MHz
for the laser to be convenient for atomic physics experiments (such as laser
cooling). It is hoped that with these new improvements a ‘turnkey’ based
system can be produced, where the user simply turns on the laser and knows
its frequency to an accuracy of 1 MHz or better. This system may also, be
cheaper than current systems based on external frequency references, since
the control electronics should be simpler. Also a new compact design using a
single magnet is under construction. This design shows field variation across
the length of the cell, however, theoretical spectra taking this into account
seem to indicate that this will not be a problem.
We have seen that by having a model for atomic spectra, and a fast com-
putational implementation, many practical atomic devices can be designed
and many experimental problems solved. With our program now publicly
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available, there should be no end to the solutions it will provide.
Appendix A
Simulating pulse profiles from
photon counting
In this work a single-photon counting module (SPCM) was used to mea-
sure the shape of pulses. This was done by building a histogram over time
over many repetitions. The shape of the initial pulse (especially its width)
critically affects the result of the pulse propagation through the medium.
Therefore it is important that we measure the pulse profile accurately. How-
ever, two important questions need to be addressed before we can consider
the histograms as good representations of the pulses. The first concerns the
arrival times of the pulses; if the pulses arrive at different times and/or have
different heights, will the histogram be broadened or somehow deformed? It
has been observed that pulses can arrive as far apart as 0.3 ns, which is a
significant fraction of the pulse width. Therefore one could imagine that the
histograms measured are just the result of much shorter pulses arriving at
various times. The second question regards the relatively large dead time
(×30 pulse widths) of the SPCM; Does the dead time skew the histogram
towards earlier times? If the SPCM outputs at the front edge of the pulse,
due to the large dead time, there is no chance for it to output again until the
next pulse arrives. Therefore we might expect this to significantly skew the
data. In this appendix we answer these two questions and confirm that the
histograms generated are good representations of the pulse profile.
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Figure A.1: Pulse peak voltages and arrival times as measured by an FPD.
Panel (a) shows the raw data from 2011 repetitions, while panels (b) and (c)
show histograms of the voltages and arrival times respectively. The red curves
on the histograms are Gaussian curves with the same mean and standard de-
viation of the data. The voltage mean was found to be 0.498528(14) V while
its standard deviation was 2.9 mV. The arrival time mean was 0.0(1.1) ps
with a standard deviation of 0.050 ns. The oscilloscope trigger occurs at
−150.218 ns.
A.1 Pulse jitter
The pulse propagation experiment utilizes a Pockels cell to create pulses (see
section 4.4 for details of the apparatus used to generate pulses). The voltage
to the Pockels cell and the trigger to the oscilloscope both come from the
same pulse generator, but from different channels. A small variation in the
oscilloscope trigger time will make the pulse arrival time (as defined from the
oscilloscope trigger) vary. Also any variation in the peak voltage sent to the
Pockels cell may change the peak pulse intensity.
To quantify this pulse ‘jitter’, a method to measure the pulse arrival times
and relative intensities for each shot is required, rather than building up a
histogram. This can be done by using a fast photo-detector (FPD). The FPD
used in this study had a 30 kHz to 1.2 GHz bandwidth. It was found that
when using the FPD the pulse shape was not very accurately represented.
This was likely due to the limited bandwidth of the detector. However, since
we are interested in the spread of arrival times and intensities rather than
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Figure A.2: The solid blue curve in panel (a) is the original reference pulse
profile, and the dashed purple curve is the result of adding many copies of
the original profile with the different arrival times and peak heights given
in figure A.1. The curves are normalized such that the peak value is one.
The solid black curve in panel (b) shows the theoretical result after the
original pulse profile propagates through the atomic medium (with the same
properties as given in the caption of figure 9.4). The dashed red curve is
the result of adding the pulses which result from propagating each of the
shifted and scaled original reference pulses. This dashed red curve is then
normalized using the same factor used to normalize the dashed purple curve
in panel (a). Beneath each panel is plotted the difference (∆I) between the
two curves.
absolute values, we can simply take the peak of the FPD measured pulses as
reference points.
Figure A.1 shows the measured peak voltages and arrival times. We can see
that over 2011 repetitions the range of peak arrival times was roughly 0.3 ns,
while the range of peak intensities was roughly 3% of the mean. To simulate
the effect these variations will have on the measured histogram we used the
following procedure. First a pulse profile was assumed. Then we assigned
a time shift and scaling that corresponds to each of the measured arrival
times and peak intensities. The resulting pulses are summed together and
then normalized. Figure A.2 shows the resulting pulse shape along with the
originally assumed pulse shape. We can see that the difference between the
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two pulse shapes is very small (less than 1 %). This effect is far too small to
be observed with the precision of our experiment. Therefore, it can safely be
ignored.
A.2 The effect of skewed histograms from
SPCM dead time
Our measured pulse profiles are built up as histograms of counts from the
SPCM over many repetitions. It should be expected that the SPCM is more
likely to output at earlier times under the pulse profile than at later times
(even for a symmetric pulse profile). This is because of the fact that if the
SPCM outputs, it cannot output again until the next pulse arrives, due to
the large dead time. For a more intense pulse we may expect that this skew
to earlier times will be more pronounced, because we expect the likelihood of
the SPCM to output in any given time bin to increase with increasing pulse
intensity. In the experiment we do not directly measure the pulse intensity
profile, however we have information about the average number of times the
SPCM has outputted per repetition. Therefore, we need to know how small
the number of counts per repetition should be in order for the measured
histograms to accurately represent the pulse intensity profile.
We can directly simulate this by using a ‘Monte-Carlo’ method [208], which
is described as follows.
 Firstly, the time axis (t) was taken to range from -5 to 5 (arb. units)
with a grid spacing of 0.05.
 For each time bin there was assigned a value representing the prob-
ability (P ) of a photon being counted in this time. This probability
curve was given a Gaussian profile, P (t) = A exp(−t2), where A is an
amplitude factor which represents the pulse intensity.
 A random number (R) between 0 and 1 was generated for each time
bin. The earliest time bin for which R < P had a ‘count’ added to it
(if there were any at all).
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Figure A.3: Normalized counts as a function of time resulting from a Monte-
Carlo method of simulating photon counting of pulses (described in the text).
We can see that when there are less than 0.1 counts per repetition the counted
profile is not significantly skewed to earlier times
 The last step was repeated 800 million times to build up a histogram
with good precision.
This algorithm was implemented for three values of A, with higher values
giving more counts per repetition, as expected. The resulting histograms
are shown in figure A.3. We can see that when the number of counts per
repetition is ∼ 0.1 or lower the histograms will not be significantly skewed
to earlier times.
Appendix B
Physical constants used by the
ElecSus program
B.1 Vapour pressure equations and isotopic
abundances
Here we list the vapour pressure equations that are used to find the atomic
number density as a function of temperature, T . The equations for all four
elements are of the form
log10(p[atm]) = A+B(T [K])
−1 + C log10(T [K]), (B.1)
where p is the vapour pressure, values in square brackets denote the units
of the corresponding variables and A, B and C are constants specific to the
element and its phase (solid or liquid). Table B.1 shows the values of the
constants used for the ElecSus program. All the constants were taken from
the “precise” values given in [6]. The atomic number density can then be
found from the pressure by assuming an ideal gas,
N = p
kBT
. (B.2)
The conversion factor for atmospheres to pascals (1 atm = 101325 Pa) is
also used in order to get the number density in units of atoms/m3. It should
133
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Element (phase) A B C
Na (solid) 5.298 −5603
Na (liquid) 8.400 −5634 −1.1748
K (solid) 4.961 −4646
K (liquid) 8.233 −4693 −1.2403
Rb (solid) 4.857 −4215
Rb (liquid) 8.316 −4275 −1.3102
Cs (solid) 4.711 −3999
Cs (liquid) 8.232 −4062 −1.3359
Table B.1: Values of the constants used in eq B.1 to determine the vapour
pressure. Values are taken from [6].
be noted these equations will give the elemental atomic number density and
so they need to be reduced by the appropriate factor when considering one
isotope of the element. For example the number density of 87Rb in a naturally
abundant vapour will be given by the Rb elemental number density multiplied
by 0.2783. Table B.2 shows the natural isotopic abundances.
Element Mass number Abundance (%)
Na 23 100
K
39 93.2581
40 0.0117
41 6.7302
Rb
85 72.17
87 27.83
Cs 133 100
Table B.2: Natural abundances of sodium, potassium, rubidium and cae-
sium. Taken from [163].
B.2 Physical constants
This section lists the values of the physical constants used by ElecSus. Note
that there has been no attempt to reduce floating point rounding error in
calculations. References denote either where the constants have been found
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Quantity Symbol Value
Electron spin g-factor gS 2.00231930436153(53)
Bohr magneton µB 9.27400968(20)× 10−24 J·T−1
Boltzmann constant kB 1.3806488(13)× 10−23 J·K−1
Atomic mass unit u 1.660538921(73)× 10−27 kg
Vacuum permittivity 0 8.854187817620389× 10−12 F·m−1
Bohr radius a0 5.2917721092(17)× 10−11 m
Reduced Planck constant ~ 1.054571726(47)× 10−34 J·s
Speed of light c 299792458 m·s−1
Elementary charge e 1.602176565(35)× 10−19 C
Table B.3: Fundamental constants which are loaded from SciPy v0.13.2
library [209], which in turn come from the 2010 CODATA recommended
values [210]. Updating SciPy may automatically update these physical con-
stants for ElecSus.
explicitly or for where numbers were found in order to calculate the given
constant. The user can change these numbers by changing the entries in
the FundamentalConstants.py and AtomConstants.py files. Isotope shifts
are given relative to the linecentre values; negative isotope shifts denote an
increase in the hyperfine-free transition frequency. Uncertainties in the values
are only given for completeness and do not feature in the code.
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Element Quantity Symbol Value Reference
Na
Linecentre wavelength λ0 589.7558147(15) nm [211]
Linecentre frequency ν0 508.3331958(13) THz [211]
Natural linewidth (FWHM) Γ0 2pi × 9.765(13) MHz [212]
K
Linecentre wavelength λ0 770.10836827(12) nm [165]
Linecentre frequency ν0 389.286067199(63) THz [165]
Natural linewidth (FWHM) Γ0 2pi × 5.956(11) MHz [213]
Rb
Linecentre wavelength λ0 794.978969380(82) nm [214]
Linecentre frequency ν0 377.107407299(39) THz [214]
Natural linewidth (FWHM) Γ0 2pi × 5.746(8) MHz [215]
Cs
Linecentre wavelength λ0 894.59295986(11) nm [178]
Linecentre frequency ν0 335.116048807(41) THz [178]
Natural linewidth (FWHM) Γ0 2pi × 4.584(8) MHz [216]
Table B.4: Constants related to the D1 line. The linecentre refers to the definition of
zero global detuning.
Element Quantity Symbol Value Reference
Na
Linecentre wavelength λ0 589.1583264(15) nm [211]
Linecentre frequency ν0 508.8487162(13) THz [211]
Natural linewidth (FWHM) Γ0 2pi × 9.792(13) MHz [212]
K
Linecentre wavelength λ0 766.70090511(24) nm [165]
Linecentre frequency ν0 391.01617854(12) THz [165]
Natural linewidth (FWHM) Γ0 2pi × 6.035(11) MHz [213]
Rb
Linecentre wavelength λ0 780.24132411(2) nm [144, 164]
Linecentre frequency ν0 384.23042812(1) THz [144, 164]
Natural linewidth (FWHM) Γ0 2pi × 6.065(9) MHz [215]
Cs
Linecentre wavelength λ0 852.34727582(27) nm [217]
Linecentre frequency ν0 351.72571850(11) THz [217]
Natural linewidth (FWHM) Γ0 2pi × 5.225(7) MHz [218]
Table B.5: Constants related to the D2 line. The linecentre refers to the definition of
zero global detuning.
Quantity Symbol Value Reference
Nuclear spin I 3/2
Nuclear spin g-factor g′I −0.0008046108(8) [219]
Magnetic dipole constant for 52S1/2 Ahf 885.8130644(5) MHz·h [219]
Magnetic dipole constant for 52P1/2 Ahf 94.44(13) MHz·h [220]
Magnetic dipole constant for 52P3/2 Ahf 18.534(15) MHz·h [221]
Electric quadrupole constant for 52P3/2 Bhf 2.724(30) MHz·h [221]
Mass m 22.9897692807(28)u [222]
Table B.6: Constants related to the 23Na atom.
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Quantity Symbol Value Reference
Nuclear spin I 3/2
Nuclear spin g-factor g′I −0.00014193489(12) [219]
Magnetic dipole constant for 52S1/2 Ahf 230.8598601(3) MHz·h [219]
Magnetic dipole constant for 52P1/2 Ahf 27.775(42) MHz·h [165]
Magnetic dipole constant for 52P3/2 Ahf 6.093(25) MHz·h [165]
Electric quadrupole constant for 52P3/2 Bhf 2.786(71) MHz·h [165]
Isotope shift (D1) Eiso 8.483 MHz·h [165]
Isotope shift (D2) Eiso 8.51 MHz·h [165]
Mass m 38.96370668(20) u [223]
Table B.7: Constants related to the 39K atom.
Quantity Symbol Value Reference
Nuclear spin I 4
Nuclear spin g-factor g′I 0.000176490(34) [219]
Magnetic dipole constant for 52S1/2 Ahf −285.7308(24) MHz·h [219]
Magnetic dipole constant for 52P1/2 Ahf −34.523(25) MHz·h [165]
Magnetic dipole constant for 52P3/2 Ahf −7.585(10) MHz·h [165]
Electric quadrupole constant for 52P3/2 Bhf −3.445(90) MHz·h [165]
Isotope shift (D1) Eiso −117.154 MHz·h [165]
Isotope shift (D2) Eiso −117.51 MHz·h [165]
Mass m 39.96399848(21) u [223]
Table B.8: Constants related to the 40K atom.
Quantity Symbol Value Reference
Nuclear spin I 3/2
Nuclear spin g-factor g′I −0.00007790600(8) [219]
Magnetic dipole constant for 52S1/2 Ahf 127.0069352(6) MHz·h [219]
Magnetic dipole constant for 52P1/2 Ahf 15.245(42) MHz·h [165]
Magnetic dipole constant for 52P3/2 Ahf 3.363(25) MHz·h [165]
Electric quadrupole constant for 52P3/2 Bhf 3.351(71) MHz·h [165]
Isotope shift (D1) Eiso −227.006 MHz·h [165]
Isotope shift (D2) Eiso −227.67 MHz·h [165]
Mass m 40.96182576(21) u [223]
Table B.9: Constants related to the 41K atom.
Quantity Symbol Value Reference
Nuclear spin I 5/2
Nuclear spin g-factor g′I −0.0002936400(6) [219]
Magnetic dipole constant for 52S1/2 Ahf 1011.910813(2) MHz·h [219]
Magnetic dipole constant for 52P1/2 Ahf 120.640(20) MHz·h [214]
Magnetic dipole constant for 52P3/2 Ahf 25.038(5) MHz·h [224]
Electric quadrupole constant for 52P3/2 Bhf 26.011(22) MHz·h [224]
Isotope shift (D1) Eiso 21.624 MHz·h [214]
Isotope shift (D2) Eiso 21.734 MHz·h [144]
Mass m 84.911789732(14) u [222]
Table B.10: Constants related to the 85Rb atom.
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Quantity Symbol Value Reference
Nuclear spin I 3/2
Nuclear spin g-factor g′I -0.0009951414(10) [219]
Magnetic dipole constant for 52S1/2 Ahf 3417.34130545215(5) MHz·h [225]
Magnetic dipole constant for 52P1/2 Ahf 406.147(15) MHz·h [214]
Magnetic dipole constant for 52P3/2 Ahf 84.7185(20) MHz·h [164]
Electric quadrupole constant for 52P3/2 Bhf 12.4965(37) MHz·h [164]
Isotope shift (D1) Eiso -56.077 MHz·h [214]
Isotope shift (D2) Eiso -56.361 MHz·h [144]
Mass m 86.909180520(15) u [222]
Table B.11: Constants related to the 87Rb atom.
Quantity Symbol Value Reference
Nuclear spin I 7/2
Nuclear spin g-factor g′I −0.00039885395(52) [219]
Magnetic dipole constant for 52S1/2 Ahf 2298.1579425 MHz·h (exact) [219]
Magnetic dipole constant for 52P1/2 Ahf 291.922(20) MHz·h [217]
Magnetic dipole constant for 52P3/2 Ahf 50.28827(23) MHz·h [95]
Electric quadrupole constant for 52P3/2 Bhf −0.4934(17) MHz·h [95]
Mass m 132.905451933(24) u [223]
Table B.12: Constants related to the 133Cs atom.
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