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1. Introduction
In this paper we study the analyticity of solutions to semilinear elliptic degenerate equations
on RN . The equation was treated in the work by Grushin in [11] for the linear case. We will use some
notations in the original paper of Grushin. Namely, let z = (x, y) ∈ RN , x ∈ Rn , y ∈ Rk , k + n = N; and
let there be given an integer m > 0 and a rational positive number δ such that mδ is an integer. For
every non-negative integer t we set
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{
(α,β,γ ) ∈ Z¯n+ × Z¯k+ × R¯n+: |α| + |β| t; |γ | |α| + (1+ δ)|β| − t
}
,
M∗t =
{
(α,β,) ∈ Z¯n+ × Z¯k+ × R¯+: |α| + |β| t;   |α| + (1+ δ)|β| − t
}
,
M˜t =
{
(α,β,γ ) ∈ Mt : γ ∈ Z¯n+
}
,
M0t =
{
(α,β,γ ) ∈ Mt : |γ | = max
{
0, |α| + (1+ δ)|β| − t}},
M00t =
{
(α,β,γ ) ∈ M0t : |α| + |β| = t
}
,
M˜0t =
{
(α,β,γ ) ∈ M˜t : |γ | = |α| + (1+ δ)|β| − t
}
,
M˜00t =
{
(α,β,γ ) ∈ M˜0t : |α| + |β| = t
}
.
We will consider the following equation
Pu +Ψ (z, xγ ∂αx ∂βy u)(α,β,γ )∈M˜m−1 = 0 inΩ, (1)
where
Pu =
∑
(α,β,γ )∈M˜0m
a(α,β,γ )x
γ ∂αx ∂
β
y u, (2)
a(α,β,γ ) are complex constants and Ω is a bounded domain containing the origin in RN with smooth
boundary. We note that although the set M˜m−1 contains inﬁnitely many elements, the function Ψ
depends only on a set of ﬁnite elements in M˜m−1. In Section 4 we will abbreviate ∂αx ∂βy as ∂(α,β) .
We consider the following conditions (see [11]):
Condition 1:
P (x, ξ,η) =
∑
(α,β,γ )∈M˜00m
a(α,β,γ )x
γ ξαηβ = 0, ∀(ξ,η) ∈ RN\{0}, ∀x = 0.
Condition 2: For every |η| = 1 the equation
L(x, ∂x, η)v(x) =
∑
(α,β,γ )∈M˜0m
a(α,β,γ )x
γ (iη)β∂αx v(x) = 0
has no nontrivial solution in S(Rn).
Let us introduce a weighted Sobolev space. Denote by Ht(RN ) the completion of the Schwartz
space S(RN ) with the following norm
‖u‖2Ht (RN ) =
∫
RN
(
|u|2 +
∑
|α|=t
∣∣∂αx u∣∣2 +
∑
|β|=t
|x|2δt∣∣∂βy u∣∣2
)
dz.
It is easily seen that Ht(RN ) is a Hilbert space with the inner product
(u, v)Ht (RN ) =
∫
N
(
uv¯ +
∑
|α|=t
∂αx u∂
α
x v¯ +
∑
|β|=t
|x|2δt∂βy u∂βy v¯
)
dzR
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N ) ⊂ Ht(RN ). The space Ht(RN ) can be considered as
Ht(RN)= {u ∈ L2(RN): |x|δt∂βy u, ∂αx u ∈ L2(RN) for all |α| = |β| = t}.
If we denote by uˆ(x, η) the partial Fourier transform of u(x, y) in y then the norm in Ht(RN ) is
equivalent to the following one
1‖u‖2Ht (RN ) =
∫
RN
((
1+ |x|2δt |η|2t)∣∣uˆ(x, η)∣∣2 + ∑
|α|=t
∣∣∂αx uˆ(x, η)∣∣2
)
dη dx.
For t  0 we can deﬁne the spaces Ht(Ω),Ht0(Ω),Htcomp(Ω),Htloc(Ω) as follows:
Ht(Ω) = {Restriction of u ∈ Ht(RN) onΩ},
Ht0(Ω) =
{
u ∈ Ht(RN): suppu ⊂ Ω¯}, Htcomp(Ω) = {u ∈ Ht(RN): suppu Ω},
Htloc(Ω) =
{
u ∈ L2loc(Ω): ϕu ∈ Ht
(
RN
)
for every ϕ ∈ D(Ω)}.
Equipped with the natural topology Ht(Ω), Ht0(Ω) are Hilbert spaces and Htloc(Ω) is a metric space.
If t < 0 we set
Ht(Ω) = (Ht0(Ω))∗, Ht0(Ω) = (Ht(Ω))∗,
Htloc(Ω) =
(Htcomp(Ω))∗, Htcomp(Ω) = (Htloc(Ω))∗.
Our main theorem is
Theorem 1. Assume that t  (N + 2)(1 + δ) + m + 5 and Conditions 1 and 2 hold. Suppose that u is an
Htloc(Ω) solution of Eq. (1) and Ψ is an analytic function of its arguments. Then u is analytic.
Analyticity of solutions to linear elliptic degenerate equations has been discussed in many works
(see for example [7,11,12,18] and the references therein). Various aspects of semilinear elliptic degen-
erate equations have been considered in [3,5,6,10,17,19,27,30] (see also the references therein and the
recent survey paper [28]). Results on smoothness and analyticity of solutions of semilinear elliptic de-
generate differential equations were obtained in [13,14,22–26]. The analyticity and Gevrey regularity
of solutions to a semilinear perturbation of a power of the Mizohata operator were studied in [22,23].
In [13,14,24] the second author and his collaborator considered the Gevrey regularity of solutions to a
semilinear perturbation of the Grushin–Treves–Gilioli–Menikoff operator on the plane. The results in
this paper contain all the previously considered cases. We organize the paper as follows: in Section 2
we prove some auxiliary lemmas concerning the weighted Sobolev spaces. In Section 3 we obtain
the smoothness of solutions. In Section 4 we give estimates for the nonlinear terms. In Section 5 we
construct a fundamental solution for P and study its behavior. In the ﬁnal section we give the proof
of the main theorem.
2. Some auxiliary lemmas
Lemma 1. u ∈ Ht(RN ) ⇔ |x||γ |∂αx ∂βy u ∈ L2(RN ) for all (α,β,γ ) ∈ M0t .
Proof. We need only to prove that if u ∈ Ht(RN ) then |x||γ |∂αx ∂βy u ∈ L2(RN ) for all (α,β,γ ) ∈ M0t
since the other way is obvious. First we show that
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Rn
(
1+ |x|2)δ(t−|ι|)∣∣∂ιxv∣∣2 dx C
∫
Rn
( ∑
|α|=t
∣∣∂αx v(x)∣∣2 + |x|2δt |v|2
)
dx (3)
for all |ι| t and functions v ∈ S(Rn). We may assume that v is a real-valued function. When |ι| = 0
the inequality (3) reduces to
∫
|x|1
|v|2 dx C
∫
|x|1
( ∑
|α|=t
∣∣∂αx v(x)∣∣2 + |x|2δt |v|2
)
dx
which is true in view of compact embedding of Sobolev spaces (see [29] for more details). Next, by
integration by parts it is easy to deduce that for 1 t1  t −1 and every ε > 0 there exists a constant
C(t1, ε) such that
∑
|ι|=t1
∫
Rn
(
1+ |x|2)δ(t−t1)∣∣∂ιxv∣∣2 dx ε
∑
|ι|=t1+1
∫
Rn
(
1+ |x|2)δ(t−t1−1)∣∣∂ιxv∣∣2 dx
+ C(t1, ε)
∑
|ι|=t1−1
∫
Rn
(
1+ |x|2)δ(t−t1+1)∣∣∂ιxv∣∣2 dx.
Summing the above inequalities in t1 from 1 to t and reducing similar terms in both sides then
choosing ε suﬃciently small we immediately get (3). From (3) we see that
∫
Rn
|x|2λ∣∣∂ιxv∣∣2 dx C
∫
Rn
( ∑
|α|=t
∣∣∂αx v(x)∣∣2 + |x|2δt |v|2
)
dx (4)
for every λ satisfying 0  λ  δ(t − |ι|). Now for every η ∈ Rk\{0} applying (4) to the function
v(x|η|− 11+δ ) we get
∫
Rn
|x|2λ|η| 2(λ+t−|ι|)1+δ ∣∣∂ιxv∣∣2 dx C
∫
Rn
( ∑
|α|=t
∣∣∂αx v(x)∣∣2 + |x|2δt |η|2t |v|2
)
dx. (5)
From (5) and the Parseval identity one can easily deduce the estimate
∫
RN
∑
(α,β,γ )∈M0t|γ |=|α|+(1+δ)|β|−t
|x|2|γ |∣∣∂αx ∂βy u∣∣2 dxdy  C
∫
RN
( ∑
|α|=t
∣∣∂αx u∣∣2 + |x|2δt
∑
|β|=t
∣∣∂βy u∣∣2
)
dxdy
which proves the lemma for the case |α|+ (1+δ)|β|− t  0. Now we turn to the case when |α|+ (1+
δ)|β| − t  0. Inserting λ = 0 into (5) and combining it with the following variant of the Gagliardo–
Nirenberg inequality
∫
Rn
∣∣∂ιxv∣∣2 dx C
∫
Rn
( ∑
|α|=t
∣∣∂αx v(x)∣∣2 + |v|2
)
dx
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∫
Rn
|η|2|β|∣∣∂ιxv∣∣2 dx C
∫
Rn
[ ∑
|α|=t
∣∣∂αx v(x)∣∣2 + (1+ |x|2δt |η|2t)|v|2
]
dx (6)
for every β satisfying (1+ δ)|β| t − |ι|. By using the Parseval formula, (6) implies that
∫
RN
∑
(α,β,0)∈M0t|α|+(1+δ)|β|−t0
∣∣∂αx ∂βy u∣∣2 dxdy  C
∫
RN
( ∑
|α|=t
∣∣∂αx u∣∣2 + |x|2δt
∑
|β|=t
∣∣∂βy u∣∣2
)
dxdy
which, together with the standard completion process, completes the proof of the lemma. 
Set
P˜ =
∑
(α,β,γ )∈M˜00m
aαβγ x
γ ∂αx ∂
β
y .
Corollary 1. P˜ continuously maps Ht+m(RN ) into Ht(RN ).
It is easily seen that if |α| + |β|  [ t
δ+1 ], where the symbol [·] denotes the integral part of the
argument, then (α,β,0) ∈ M0t . Hence Ht(RN ) ⊂ H [
t
δ+1 ](RN ). Here, the symbol Hs(RN ) stands for
the standard Sobolev space. Therefore, by Sobolev’s embedding theorem we have Ht(RN ) ⊂ C(RN ) if
[ t1+δ ] > N2 .
Lemma 2. u ∈ Htloc(Ω) ⇔ |x||γ |∂αx ∂βy u ∈ L2loc(Ω) for all (α,β,γ ) ∈ Mt .
Proof. We need only to prove the direct claim since the converse one is trivial. Assume that u ∈
Htloc(Ω), that is ∂αx (ϕu), |x|δt∂βy (ϕu) ∈ L2(RN ) for any ϕ ∈ D(Ω) and |α| = |β| = t . First we start with
(α,β,γ ) ∈ M0t and |γ | = |α| + |β|(1 + δ) − t . Then Lemma 1 implies that |x||γ |∂αx ∂βy (ϕu) ∈ L2(RN ).
By the Leibniz rule
ϕ|x||γ |∂αx ∂βy u = |x||γ |∂αx ∂βy (ϕu)
−
∑
(0,0)<(α1,β1)(α,β)
hmin{|γ |,|α1|+|β1|(1+δ)}
(
α
α1
)(
β
β1
)
|x|h(∂α1x ∂β1y ϕ)|x||γ |−h∂α−α1x ∂β−β1y u. (7)
By Lemma 1 we have |x||γ |−h∂α−α1x ∂β−β1y u ∈ L2(RN ). From identity (7) it follows that |x||γ |∂αx ∂βy u ∈
L2loc(R
N ). Next, assume that (α,β,γ ) ∈ M0t with |γ | = 0 and |α| + |β|(1 + δ) < t . Arguing similarly
with |γ | = 0 in (7) gives the desirable claim. Finally, if (α,β,γ ) ∈ Mt then there exists γ0 such that
|γ |  |γ0|, (α,β,γ0) ∈ M0t . From the just obtained claim we already have |x||γ0|∂αx ∂βy u ∈ L2loc(RN ).
Therefore |x||γ |∂αx ∂βy u ∈ L2loc(RN ). 
We now deﬁne a generalized Friedrichs molliﬁer. Let χ(x, y) ∈ C∞0 (B1), 0  χ ,
∫
χ dxdy = 1,
χ(x, y) = χ(x,−y) and χε(x, y) = 1εn+(1+δ)k χ( xε ,
y
ε1+δ ). It is not diﬃcult to see that limε→0 χε ∗ u = u
for every function u ∈ Lp(RN ) (1  p < ∞). We will need the following “Friedrichs lemma” for the
generalized Friedrichs molliﬁer.
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∥∥[χε∗, |x||γ |∂αx ∂βy ]u∥∥L2  C‖u‖Ht
for u ∈ C∞0 (K ) and 0< ε  1.
Proof. Note that if |γ | = 0 then the lemma is trivial since [χε∗,1] = 0. Now suppose that |γ | =
|α| + (1+ δ)|β| − t > 0. Put [|γ |] = l. If |γ | > l or |γ | = l ∈ 2Z+ then by Taylor’s expansion we deduce
|x||γ | − |x1||γ | =
∑
|ι|l
Aι(x1)(x− x1)ι + B(x, x1), (8)
where |Aι(x1)| C |x1||γ |−|ι| and |B(x, x1)| C |x− x1||γ | when x, x1 remain in compact sets of Rn (in
the case |γ | = l ∈ 2Z+ we have B(x, x1) = 0). Therefore we have
[
χε∗, |x||γ |
]
∂αx ∂
β
y u(x, y) =
∫ ∫
χε(x− x1, y − y1)
(|x||γ | − |x1||γ |)∂αx1∂βy1u(x1, y1)dx1 dy1
:=
∑
|ι|l
T ιu + T u. (9)
By Parseval’s identity
T ιu =
∫ ∫
χε(x− x1, y − y1)(x− x1)ιAι(x1)∂αx1∂βy1u(x1, y1)dx1 dy1
= (2π)−k
∫ ∫
(iη)βe−iyη
χ˜( x−x1ε ,ηε
1+δ)
εn
(x− x1)ιAι(x1)∂αx1 u˜(x1, η)dx1 dη.
Hence by the Young–Hausdorff inequality and Lemma 1
‖T ιu‖L2(RN )

(
sup
η∈Rk
∥∥∥∥ |ηε
1+δ| |ι|1+δ xιχ˜ ( xε ,ηε1+δ)
εn
∥∥∥∥
L1(Rn)
)
· ∥∥|x||γ |−|ι||η||β|− |ι|1+δ ∂αx1 u˜(x1, η)
∥∥
L2(RN )
 C‖u‖Ht for 0< ε  1. (10)
Analogously,
‖T u‖L2(RN )

(
sup
η∈Rk
∥∥∥∥ |ηε
1+δ| |γ |1+δ |x||γ |χ˜ ( xε ,ηε1+δ)
εn
∥∥∥∥
L1(Rn)
)
· ∥∥|η||β|− |γ |1+δ ∂αx1 u˜(x1, η)
∥∥
L2(RN )
 C‖u‖Ht for 0< ε  1. (11)
Combining (9), (10), (11) we get the desired result for the considered case. If |γ | = l /∈ 2Z+ then in
the expansion (8) we should replace l by l − 1. The other arguments remain unchanged. 
Lemma 4. u ∈ Htloc(Ω) ⇔ u, ∂αx u, |x|δt∂βy u ∈ L2loc(Ω) for every multi-indices α,β such that |α| = |β| = t.
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|x|δt∂βy (ϕu), ∂αx (ϕu) ∈ L2(RN ) for all |α| = |β| = t . By Lemma 2 we deduce that |x||γ |∂αx ∂βy (ϕu) ∈
L2(RN ) for all (α,β,γ ) ∈ M0t . From the identity
ϕ|x||γ |∂αx ∂βy u = |x||γ |∂αx ∂βy (ϕu)
+
∑
0<(α1,β1)(α,β)
(−1)|(α1,β1)|
(
α
α1
)(
β
β1
)
|x||γ |∂α−α1x ∂β−β1y
[(
∂
α1
x ∂
β1
y ϕ
)
u
]
it follows that |x||γ |∂αx ∂βy u ∈ L2(RN ) for (α,β,γ ) ∈ M0t since all the terms on the right-hand side
belong to L2(RN ).
Next we show the inverse implication. Suppose that u, ∂αx u, |x|δt∂βy u ∈ L2loc(RN ) for |α| = |β| = t .
We claim that ∂α1x u, |x|δt∂β1y u ∈ L2loc(RN ) for any 0 |α1|, |β1| t . Indeed, it is not diﬃcult to show it
by induction down on |α1|, |β1| containing only one pure component and then extend the claim to
the other cases. Finally, from the identities
∂αx (ϕu) =
∑
α1α
(
α
α1
)
∂
α1
x ϕ∂
α−α1
x u; |x|δt∂βy (ϕu) =
∑
β1β
(
β
β1
)
|x|δt∂β1y ϕ∂β−β1y u
it follows that u ∈ Htloc(Ω). 
3. Smoothness of solutions
Lemma 5. Let Conditions 1 and 2 hold. If u ∈ L2loc(Ω), Pu ∈ Htloc(Ω) then u ∈ Ht+mloc (Ω).
Proof. Let Vρ = {x ∈ Rn: |x| < ρ} be a small ball in Ω . As in [11] (with slight changes) we can
construct an operator Rt : Ht0(Vρ × Rky) → Ht+m(Vρ × Rky) such that
Rt Pu = u, ∀u ∈ Ht+m0
(
Vρ × Rky
)
.
We now will prove the lemma for t = 0. For ϕ ∈ C∞0 (Vρ × Rky) we have
ϕu = R0(Pϕu) = R0
(
ϕPu − [P ,ϕ]u).
From the assumptions that u ∈ L2loc(Ω), it follows that [P ,ϕ]u ∈ H−m+1(Vρ × Rky). Hence ϕu ∈
H1(Vρ ×Rky). Repeating the argument again and again we arrive at u ∈ Hmloc(Vρ ×Rky). In this manner,
by induction, we can prove the lemma for arbitrary t . 
Another proof of Lemma 5 can be given by using a priori estimates in [11] and Lemma 3.
Proposition 1. Let t  (N + 2)(1 + δ) + m + 5. Assume that u ∈ Htloc(Ω), Ψ ∈ C∞ . Then
Ψ (x, y, xγ ∂αx ∂
β
y u)(α,β,γ )∈M˜m−1 ∈ H
t−m+1
loc (Ω).
Proof. Denote by w1, . . . ,wT the elements xγ ∂αx ∂
β
y u when (α,β,γ ) ∈ M˜m−1. We need to prove
that Ψ (x, y,w1, . . . ,wT ), ∂αx Ψ (x, y,w1, . . . ,wT ), |x|δ(t−m+1)∂βyΨ (x, y,w1, . . . ,wT ) ∈ L2loc(Ω) when-
ever |α| = |β| = t − m + 1. Since t  (N + 2)(1 + δ) + m + 5 we deduce that w1, . . . ,wT ∈ C(Ω).
Therefore Ψ (x, y,w1, . . . ,wT ) ∈ C(Ω) ⊂ L2loc(Ω). Next, by the Faà di Bruno formula we see that
|x|δ(t−m+1)∂βyΨ (x, y,w1, . . . ,wT ) is a linear combination of terms of the form
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∏
q
T∏
j=1
(
∂
βq, j
y w j
)ζq, j
,
where q belongs to a ﬁnite set, |βq, j| 0, ∑q, j |βq, j |ζq, j  |β| − |β1|. Therefore the theorem is proved
if we can show this general terms are in L2loc(Ω). If all ζq, j vanish then it is immediate that θ1 = · · · =
θT = 0 and |x|δt∂β1y Ψ (x, y,w1, . . . ,wT ) ∈ C(Ω), since Ψ ∈ C∞,w1, . . . ,wT ∈ C(Ω). Therefore we can
assume that there exists at least one of ζq, j that differs from 0. Choose q0, j0 such that ζq0, j0  1 and
|βq0, j0 | = max
q, j
ζq, j1
|βq, j|.
Consider the following possibilities:
I) ζq0, j0  2. We then have |βq, j | < [ t−m+12 ] + 1 for all q, j such that ζq, j  1. Indeed, in this case
we have
t −m+ 1
∑
q, j
|βq, j|ζq, j  2|βq0, j0 |.
Therefore |βq, j| |βq0, j0 | < [ t−m+12 ] + 1.
For |βq, j| t1+δ we have
∂
βq, j
y w j ∈ H[
(N+2)(1+δ)
2 ]+1
loc ⊂ H
[[ (N+2)(1+δ)2 ]+1]+1
loc ⊂ H
[ N+22 ]
loc ⊂ C(Ω).
For |βq, j| > t1+δ we have δ|βq, j | > δt1+δ . Choose s j,q ∈ Z such that 2s j,q  δ|βq, j | < 2sq, j + 2. It is not
diﬃcult to verify that |x|2sq, j∂βq, jy w j ∈ C(Ω). Now the typical term
|x|δ(t−m+1)∂β1y ∂θ1w1 . . . ∂θTwT Ψ (x, y,w1, . . . ,wT )
∏
q
T∏
j=1
(
∂
βq, j
y w j
)ζq, j
can be written as a product of |x||γ ∗|∂βq, jy w j for |βq, j | t1+δ and |x|2sq, j∂
βq, j
y w j for |βq, j | > t1+δ . Hence
it belongs to C(Ω) ⊂ L2loc(Ω).
II) ζq0, j0 = 1 and ζq, j = 0 for q = q0 or j = j0. We have
|x|δ(t−m+1)
∏
q
T∏
j=1
(
∂
βq, j
y w j
)ζq, j = |x|δ(t−m+1)∂βq0, j0y w j0 ∈ L2loc(Ω).
III) ζq0, j0 = 1 and there exists (q1, j1) = (q0, j0) such that ζq1, j1 = 0. As in part I) we claim
that |βq, j| < [ t−m+12 ] + 1 for q = q0 or j = j0 and |βq0, j0 |  t − m + 1. Therefore |x|δ|βq, j |∂
βq, j
y w j ∈
H[
t−m+1
2 ]+m
loc (Ω) ⊂ C(Ω) for (q, j) = (q0, j0) and |x|δ|βq0, j0 |∂
βq0, j0
y w j0 ∈ L2loc(Ω). Now the desired re-
sult follows from the decomposition of the general terms. This completes the proof for the claim
for |x|δ(t−m+1)∂βyΨ (x, y,w1, . . . ,wT ) with |β| = t − m + 1. Similarly, we can establish the claim for
∂αx Ψ (x, y,w1, . . . ,wT ) with |α| = t −m+ 1. The proof of Proposition 1 is therefore completed. 
Theorem 2. Let Ψ be a C∞-function of its arguments and t  (N + 2)(1 + δ) +m + 5. Assume that Condi-
tions 1 and 2 hold. If u ∈ Htloc(Ω) is a solution of Eq. (1) then u ∈ C∞(Ω).
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Ht+1loc (Ω). Repeat the argument and we ﬁnally arrive at u ∈ Ht+t1loc (Ω) for every positive t1, i.e.
u ∈ C∞(Ω). 
4. Estimates for the nonlinear term
In the linear case, i.e. when the function Ψ (z, xγ ∂αx ∂
β
y u)(α,β,γ )∈M˜m−1 linearly depends on its argu-
ments xγ ∂αx ∂
β
y u
Ψ
(
z, xγ ∂αx ∂
β
y u
)
(α,β,γ )∈M˜m−1 =
∑
(α,β,γ )∈M˜m−1
a(α,β,γ )(z)x
γ ∂αx ∂
β
y u +ψ(z),
the analyticity of solutions can be obtained from the cut-off function techniques. Indeed, in this case,
if φ(z) is a cut-off function then by the Leibniz formula we can write
P (φu)+Ψ (z, xγ ∂αx ∂βy (φu))(α,β,γ )∈M˜m−1 = −φ(z)ψ(z)+ error terms, (12)
where the error terms involve a product of derivatives of φ and xγ ∂αx ∂
β
y u. We note that the derivatives
xγ ∂αx ∂
β
y u in the products, in some sense, are dominated by x
γ ∂αx ∂
β
y u contained in the expression (2)
for P . The analyticity of u can be achieved by using formula (12) and a priori estimates resulted from
a parametrix for P (see [11] for more details).
The situation changes drastically as we consider the nonlinear case. In this case the for-
mula (12) does not hold. We need to construct a fundamental solution for P and treat the
nonlinear term Ψ (z, xγ ∂αx ∂
β
y u)(α,β,γ )∈M˜m−1 as a whole. To carry out this plan we ﬁrst estimate
Ψ (z, xγ ∂αx ∂
β
y u)(α,β,γ )∈M˜m−1 . Let us introduce some additional quantities.
For L ∈ Z+ let ΓL denote the set of pairs of multi-indices (α,β) such that ΓL = Γ 1L ∪ Γ 2L where
Γ 1L =
{
(α,β): |α|m(1+ δ), 2|α| + |β| L},
Γ 2L =
{
(α,β): |α|m(1+ δ), |α| + |β| L −m(1+ δ)}.
For a pair (α,β) we denote by (α,β)∗ the minimum of L such that (α,β) ∈ ΓL . This means that
(α,β)∗ = |α| + |β| +m(1+ δ) if |α|m(1+ δ) and (α,β)∗ = 2|α| + |β| if |α|m(1+ δ). Deﬁne
|u,Ω|L = max
(α¯,β¯)∈ΓL
∣∣∂(α¯,β¯)u,Ω∣∣+ max
(α¯,β¯)∈ΓL
|α¯|1, |β¯|1; |α|=m
sup
(x,y)∈Ω¯
∣∣∂(α¯+α,β¯)u∣∣,
where |u,Ω| =∑
(α,β,γ )∈M˜m−1 sup(x,y)∈Ω¯ |xγ ∂(α,β)u|.
Proposition 2. Assume that Ψ is an analytic function. There exists a constant C such that for every
H1  1, H1  CHm+20 if
|u,Ω|d  H0Hd−m(1+δ)−21
(
d −m(1+ δ)− 2)! for 0 d L + 1
then
sup
(x,y)∈Ω¯
∣∣∂(α¯,β¯)Ψ (x, y, xγ ∂αx ∂βy u)∣∣ H0HL−m(1+δ)−11 (L −m(1+ δ)− 1)! (13)
for every (α¯, β¯) ∈ ΓL+1 .
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to prove the estimate when (α¯, β¯) ∈ ΓL+1\ΓL . Set p = |α¯| + |β¯| and R = m(1 + δ) + p − L − 1. This
means that R = 0 if |α¯| m(1 + δ) and R = m(1 + δ) − |α¯| if |α¯|  m(1 + δ). As in Proposition 1,
∂(α¯,β¯)Ψ (x, y, xγ ∂αx ∂
β
y u) is a linear combination with positive coeﬃcients of terms of the form
∂α
2
x ∂
β2
y ∂
ϑ1
w1 . . . ∂
ϑ T
wT Ψ (x, y,w1, . . . ,wT )
∏
q
T∏
j=1
(
∂(α
q, j ,βq, j)w j
)ζ q, j
, (14)
where q belongs to a ﬁnite set, |αq, j| > 0, ∑q, j |αq, j|ζ q, j  |α¯| − |α2|, |βq, j | > 0, ∑q, j |βq, j |ζ q, j 
|β¯| − |β2|. Note that if α¯ = 0 then αq, j = 0 for all q, j. Since each of w j is of the form xγ ∂(α,β)u we
have
∂(α
q, j ,βq, j)w j =
∑
α3γ ,α3αq, j
(
αq, j
α3
)[
γ ,α3
]
xγ−α3∂(αq, j+α−α3,βq, j+β)u,
with [γ ,α3] = γ1 . . . (γ1 −α31 + 1) . . . γn . . . (γn −α3n + 1). We claim that xγ−α
3
∂(α
q, j+α−α3,βq, j+β)u can
be rewritten as xγ−α3∂(α4,β4)(∂(α5,β5)u) with (γ −α3,α4, β4) ∈ M˜m−1 and (α5, β5) ∈ Γ(αq, j ,βq, j)∗−|α3| .
Indeed, if |αq, j| + |α| − |α3|m, hence |αq, j| 1 then αq, j + α − α3 = α4 + α5 with |α4| =m − 1,
|α5| 1. We can choose β4 = 0, (α5, β5) = (α5, βq, j + β). If |αq, j| + |α| − |α3|m− 1 and |αq, j| 1
then we can choose (α4, β4) = (αq, j + α − α3,0), (α5, β5) = (0, βq, j + β). Finally, if αq, j = 0 then
α3 = 0 and we write (α4, β4) = (α,β), (α5, β5) = (0, βq, j). Now by the inductive assumption we
have
sup
(x,y)∈Ω¯
∣∣∂(αq, j ,βq, j)w j∣∣ C sup
(x,y)∈Ω¯
∣∣xγ−α3∂(α4,β4)(∂(α5,β5)u)∣∣
 CH0H |α
q, j |+|βq, j |−R−2
1
(∣∣αq, j∣∣+ ∣∣βq, j∣∣− R − 2)!.
Since Ψ is an analytic function, there exist constants C , D such that
∣∣∂α2x ∂β2y ∂ϑ1w1 . . . ∂ϑ TwT Ψ (x, y,w1, . . . ,wT )
∣∣
(x,y)∈Ω¯
 CD |α2|+|β2|−R
(∣∣α2∣∣+ ∣∣β2∣∣− R − 2)!Dϑ1+···+ϑ T (ϑ1 + · · · + ϑ T − R − 2)!.
Now for ξ ∈ R, v = v(ξ) : R → R we take Z(ξ) = Z1(v(ξ)) · Z2(ξ) where
Z1(ξ) = Z1
(
v(ξ)
)= C
p∑
i=0
Ci(i − R − 2)!vi(ξ)
i! ,
Z2(ξ) =
p∑
i=0
Ci−R(i − R − 2)!ξ i
i! ,
and
v(ξ) = CH0
p∑
i=1
Hi−R−21 (i − R − 2)!ξ i
i! .
By comparing terms of the form (14) with the corresponding terms in d
p Z(ξ)
dξ p it follows that
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(x,y)∈Ω¯
∣∣∂(α¯,β¯)Ψ (x, y, xγ ∂αx ∂βy u)∣∣ d
p Z(ξ)
dξ p
∣∣∣∣
ξ=0
.
Next we introduce the following notation (see [8]): v(ξ)  h(ξ) if and only if v( j)(0)  h( j)(0) for
1 j  p. It is not diﬃcult to check that, there exists a constant D (independent of p) such that
v j(ξ)  (CH0) j D j−1
p∑
i= j
Hi− j−R−11 (i − j − R − 1)!ξ i
(i − j + 1)! .
Next using the same technique as in [24] with obvious modiﬁcation we then obtain
sup
(x,y)∈Ω¯
∣∣∂(α¯,β¯)Ψ (x, y, xγ ∂αx ∂βy u)∣∣ CH0Hp−R−21 (p − R − 2)!
 CH0HL−m(1+δ)−21
(
L −m(1+ δ)− 1)!. 
Corollary 2. Under the same hypotheses of Proposition 2 with d L + 1 replaced by d L then
sup
(x,y)∈Ω¯
∣∣∂(α¯,β¯)Ψ (x, y, xγ ∂αx ∂βy u)∣∣ C(|u,Ω|L+1 + H0HL−m(1+δ)−11 (L −m(1+ δ)− 1)!)
for every (α¯, β¯) ∈ ΓL+1 .
Proof. Indeed, as in proof of Proposition 2 all typical terms, except ∂Ψ
∂w j
∂(α
1,β1)w j can be estimated
by |·,Ω|L . Replacing w j by one of xγ ∂(α,β)u we have
∂Ψ
∂w j
∂(α
1,β1)w j = ∂Ψ
∂w j
xγ ∂(α,β)
(
∂(α
1,β1)u
)
+ ∂Ψ
∂w j
∑
α3γ ,α3α1
α3 =0
(
α1
α3
)[
γ ,α3
]
xγ−α3∂(α1+α−α3,β1+β)u.
The terms ∂Ψ
∂w j
xγ ∂(α,β)(∂(α
1,β1)u) are estimated by C |u,Ω|L+1. The last sum is majorized as in Propo-
sition 2. 
5. Construction of a fundamental solution for P
In this section we will construct a fundamental solution for the operator P . The fundamental
solution will then be used to write a representation formula for the solutions. We should note that the
problem of constructing explicit fundamental solutions of a particular operator has its own interest.
Some formulas for fundamental solutions of general linear elliptic operators were obtained in [8,9,15,
16]. Recently we have seen some progress in this direction, see for example the papers [1,2,4] and
the references therein. In case P is a power of the Mizohata operator, a fundamental solution for P is
written down in an explicit formula (see [22]). If P is the Grushin–Treves–Gilioli–Menikoff operator,
a fundamental solution for P is expressed through hypergeometric functions (see [13,14,20,21]).
Suppose that Conditions 1 and 2 hold. For every η transpose operator t L(x, ∂x, η) of L(x, ∂x, η) has
the same form as L(x, ∂x, η)
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∑
(α,β,γ )∈M˜0m
b(α,β,γ )x
γ ηβ∂αx ,
where b(α,β,γ ) are complex constants. Therefore from [11] we deduce that t L(x, ∂x, η) is a Fredholm
operator from H(m,δ)(Rn) to L2(Rn) (see the deﬁnition of H(m,δ)(Rn) in [11]). Due to Condition 1 the
principal part of t L(x, ∂x, η) is elliptic we can ﬁnd a smooth function in η satisfying
t L(x, ∂x, η)E
(
x, x′, η
)= δ(x− x′) (15)
for all |η| 1. For E(x, x′, η) we have the estimate
∂ |α|+|α′|E(x, x′, η)
∂xα∂x′α′
 C|x− x′|n−m+|α|+|α′| (16)
provided n −m + |α| + |α′| > 0 and x, x′ remain in a bounded domain Ω˜ ⊂ Rn (see [9,15,16]). When
n −m+ |α| + |α′| 0 we have
∂ |α|+|α′|E(x, x′, η)
∂xα∂x′α′
 C|x− x′|n−m+|α|+|α′|+ε (17)
for any small positive number ε and x, x′ remain in a bounded domain Ω˜ ⊂ Rn . Next, Condition 2
implies that t L(x, ∂x, η) is an onto mapping. Consider a function t(r) ∈ C∞ such that t(r) = 1 if r 
1 and t(r) = rδ if r  2. As in [11] we make the following change of variables: x˜ = h(x) = t(|x|)x,
u1(x˜) = tm− n2 (|x˜| 11+δ )u(|x˜|− δ1+δ x˜), f1(x˜) = t− n2 (|x˜| 11+δ ) f (|x˜|− δ1+δ x˜). Operator t L(x, ∂x, η) then becomes
t Q (x˜, ∂x˜, η) acting in the coordinates x˜ as an onto mapping from H
m−n−1 to H−n−1. Hence for the
function δ(x˜− x˜′) we can ﬁnd a function E1(x˜, x˜′, η) such that
t Q (x˜, ∂x˜, η)E1
(
x˜, x˜′, η
)= δ(x˜− x˜′) (18)
with x˜, x˜′ ∈ Rn . The solution E1(x˜, x˜′, η) may be uniquely determined by imposing the condition
E1(x˜, x˜′, η) ∈ {Ker t Q (x˜, ∂x˜, η)}⊥ . Since the coeﬃcients of t L(x, ∂x, η) depend on η smoothly, we
can choose E1(x˜, x˜′, η) so that it is smooth in η when η remains on the unit ball. Note that the
rapidly decreasing of δ(x˜ − x˜′) at inﬁnity implies the same for E1(x˜, x˜′, η). Locally, we will have
E1(x˜, x˜′, η) ∈ L1loc(Rnx˜) and E1(x˜, x˜′, η) ∈ C∞(Rnx˜\{x˜′}) since t Q (x˜, ∂x˜, η) is an elliptic operator in x˜ ac-
cording to Condition 1. Moreover,
∂ |α|+|α′|E1(x˜, x˜′, η)
∂ x˜α∂ x˜′α′
 C|x˜− x˜′|n−m+|α|+|α′| (19)
provided n −m+ |α| + |α′| > 0 (see [9,15,16]). When n−m+ |α| + |α′| 0 we have
∂ |α|+|α′|E1(x˜, x˜′, η)
∂ x˜α∂ x˜′α′
 C|x˜− x˜′|n−m+|α|+|α′|+ε (20)
for any small positive number ε. Globally, for every α, α′ , β , M there exists a constant C such that
∂ |α|+|α′|+|β|E1(x˜, x˜′, η)
∂ x˜α∂ x˜′α′∂ηβ
 C
(1+ |x˜− x˜′|2)M , (21)
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the integral operator Q acting as follows:
Q(η) : f1(x˜) →
(Q(η) f1)(x˜′)=
∫
Rn
E1
(
x˜, x˜′, η
)
f1(x˜)dx˜
then from Eq. (18) we deduce that
(Q(η)(Q u1(x˜)))(x˜′)=
∫
Rn
E1
(
x˜, x˜′, η
)
Q (x˜, ∂x˜, η)u1(x˜)dx˜ = u1
(
x˜′
)
for every function u1 ∈ C∞0 (Rn). Returning to the x coordinates we have
∫
Rn
E1
(
t
(|x|)x, t(∣∣x′∣∣)x′, η)t n−22 (|x|)(|x|t′(|x|)+ t(|x|))L(x, ∂x, η)u(x)dx = tm− n2 (∣∣x′∣∣)u(x′)
for every function u ∈ C∞0 (Rn). In other words, if we deﬁne the integral operator
L(η) : u(x) → (L(η)u)(x′)=
∫
Rn
E
(
x, x′, η
)
u(x)dx
with
E
(
x, x′, η
)= t−m+ n2 (∣∣x′∣∣)E1(t(|x|)x, t(∣∣x′∣∣)x′, η)t n−22 (|x|)(|x|t′(|x|)+ t(|x|))
then we have
(L(η)(Lu(x)))(x′)=
∫
Rn
E
(
x, x′, η
)
L(x, ∂x, η)u(x)dx = u
(
x′
)
for every function u ∈ C∞0 (Rn). Locally, we will have E(x, x′, η) ∈ L1loc(Rnx) and E(x, x′, η) ∈ C∞(Rnx\{x′}). Moreover, from estimates (15)–(21) it follows that locally the estimate
∂ |α|+|α′|E(x, x′, η)
∂xα∂x′α′
 C|x− x′|n−m+|α|+|α′|
holds provided n −m+ |α| + |α′| > 0. When n −m+ |α| + |α′| 0 we have
∂ |α|+|α′|E(x, x′, η)
∂xα∂x′α′
 C|x− x′|n−m+|α|+|α′|+ε
for any small positive number ε. Globally, for every α, α′ , β , M there exists a constant C such that
∂ |α|+|α′|+|β|E(x, x′, η)
∂xα∂x′α′∂ηβ
 C
(1+ ||x|δx− |x′|δx′|2)M ,
where the derivatives in η are taken along the sphere and |x − x′| is not too small. So far we have
found the fundamental solution for the parameter η belonging to the unit sphere.
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E
(
x, x′, η
)= |η| n−m1+δ E
(
|η| 11+δ x, |η| 11+δ x′, η|η|
)
.
Finally set
K
(
x, y, x′, y′
)= 1
(2π)k
∫
Rk
e−i(y−y′)ηE
(
x, x′, η
)
dη.
It is not diﬃcult to guess that K (x, y, x′, y′) serves a fundamental solution for P∗(x, ∂x, ∂y). In order
to show this, for a ﬁxed point (x′, y′) ∈ RN we deﬁne a linear map P(x′, y′) : C∞0 (RN ) → C as follows
P(x′, y′) : ϕ(x, y) ∈ C∞0 (RN)→ 1
(2π)k
∫
RN
E
(
x, x′, η
)
eiηy
′
ϕˆ(x, η)dη dx ∈ C,
where ϕˆ(x, η) = ∫
Rk
e−iηyϕ(x, y)dy, the partial Fourier transform of ϕ(x, y) with respect to y. It is
easily seen that P(x′, y′) is a distribution in the Schwartz sense.
Lemma 6. Assume that Conditions 1 and 2 hold. For every (x′, y′) ∈ RN we have K (x, y, x′, y′) ∈
C∞(RN\(x′, y′)) and
P∗(x, ∂x, ∂y)K
(
x, y, x′, y′
)= δ(x− x′, y − y′),
i.e.
∫
RN
K
(
x, y, x′, y′
)
Pϕ(x, y)dxdy = ϕ(x′, y′)
for every ϕ ∈ C∞0 (RN ).
Proof. First we establish that K (x, y, x′, y′) ∈ C∞(RN\(x′, y′)). The statement is purely local. Take
(x0, y0) ∈ RN\(x′, y′). Consider the following possibilities:
1. Assume that x0 = x′ . Then there exist a constant d and a neighborhood O (x0, y0) of (x0, y0)
such that |x− x′| > d for all (x, y) ∈ O (x0, y0). Suppose that suppϕ(x, y) O (x0, y0). In O (x0, y0) we
have for 0 |η| c
∣∣e−i(y−y′)ηE(x, x′, η)∣∣ C
dn−m+ 12
.
In O (x0, y0) we have for c < |η| < ∞ and any M
∣∣e−i(y−y′)ηE(x, x′, η)∣∣ CM |η|
n−m
1+δ
(1+ |η|||x|δx− |x′|δx′|)M 
CM |η| n−m1+δ
(1+ |η|d1+δ)M .
Hence
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RN+k
∣∣e−iη(y−y′)E(x, x′, η)ϕ(x, y)∣∣dη dxdy < ∞.
By Fubini’s theorem
K
(
x, y, x′, y′
)= 1
(2π)k
∫
Rk
e−i(y−y′)ηE
(
x, x′, η
)
dη. (22)
Since analogous estimates hold
∣∣∂αx ∂βy (e−i(y−y′)ηE(x, x′, η))∣∣ C
dn−m+|α|+|β|+ 12
for 0 |η| c,
∣∣∂αx ∂βy (e−i(y−y′)ηE(x, x′, η))∣∣ CM |η|
n−m
1+δ +|α|+|β|
(1+ |η|d1+δ)M for c < |η| < ∞ and any M
it follows that
∂αx ∂
β
y K
(
x, y, x′, y′
)= 1
(2π)k
∫
Rk
∂αx ∂
β
y
(
e−i(y−y′)ηE
(
x, x′, η
))
dη < ∞
and therefore K (x, y, x′, y′) ∈ C∞(O (x0, y0)).
2. Assume that x0 = x′ . In this case y0 = y′ . Then there exist a constant d and a neighborhood
O (x0, y0) of (x0, y0) such that |y − y′| > d for all (x, y) ∈ O (x0, y0). Suppose that suppϕ(x, y) 
O (x0, y0). We ﬁrst consider the easy case:
A) x′ = 0. We can choose O (x0, y0) such that x = 0 when x ∈ O (x0, y0). We write
P(ϕ) = 1
(2π)k
∫
RN
h(η)eiy
′ηE
(
x, x′, η
)
ϕˆ(x, η)dη dx
+ 1
(2π)k
∫
RN
(
1− h(η))eiy′ηE(x, x′, η)ϕˆ(x, η)dη dx =: Ph1 (ϕ)+ Ph2 (ϕ),
where h(η) is any function in C∞0 (Rk) with h(η) = 1 if |η|  2c. Denote the kernels for Ph1 , Ph2 by
Kh1 , K
h
2 . It is clear that the integral
∫
Rk
e−i(y−y′)ηh(η)E
(
x, x′, η
)
dη
converges and we can differentiate it in y as many times as we want. Using the equation that E
satisﬁes as shown in Theorem 2 of [14] we can conclude that Kh1 ∈ C∞(RN ). To investigate Kh2 we
introduce the function ϕT (x, y, y′) = ϕ(x,y)|y−y′|2T for any T ∈ Z¯+ . Then
eiy
′ηϕˆ(x, η) = (−η)T
(
eiy
′ηϕˆT
(
x, η, y′
))
.
Differentiating by parts gives
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1
(2π)k
∫
RN
(
1− h(η))E(x, x′, η)(−η)T (eiy′ηϕˆT (x, y′, η))dη dx
= 1
(2π)k
∫
RN
eiy
′η(−η)T
((
1− h(η))E(x, x′, η))ϕˆT (x, η, y′)dη dx
= KhT
(
ϕ
|y − y′|2T
)
,
or in other words Kh2 = K
h
T
|y−y′|2T . For |η|max{2c, |x− x′|−(1+δ)} we have
∣∣(−η)T ((1− h(η))E(x, x′, η))∣∣ C(|η| n−m1+δ −2T δ + |η| n−m1+δ −2T ).
Hence for |x− x′|−(1+δ)  2c
∫
supp(ϕ)
∫
|η|2c
∣∣e−iη(y−y′)(−η)T ((1− h(η))E(x, x′, η))∣∣dxdy dη
 C
∫
supp(ϕ)
∫
|η|2c
|η| n−m1+δ −min{2T ,2δT } dxdy dη < ∞ (23)
if we choose min{2T ,2δT } > n−m1+δ + k. For 2c  |η| |x− x′|−(1+δ) we have
∣∣(−η)T ((1− h(η))E(x, x′, η))∣∣ C(|η| n−m1+δ −2T δ + |η|−2T δ− 12(1+δ) ∣∣x− x′∣∣−(n−m+ 12 )).
Hence
∫
supp(ϕ)
∫
2c|η|∣∣x−x′∣∣−(1+δ)
∣∣e−iη(y−y′)(−η)T ((1− h(η))E(x, x′, η))∣∣dxdy dη
 C
∫
supp(ϕ)
∣∣x− x′∣∣−n+m− 12 dxdy < ∞ (24)
if we choose 2δT > max{n−m1+δ + k,k}. Further by choosing T big enough we can differentiate the
integral (24) in y as many time as we want. Therefore we deduce that Kh2 ∈ C∞y (O (x0, y0)). As for Kh1
we can use the equation that E satisﬁes to conclude that Kh2 ∈ C∞(O (x0, y0)).
B) x′ = 0. In this case note that |x− x′| = |x|. Therefore if 2c  |η| |x|−(1+δ) we have
∣∣∂αη E(|η| 11+δ x,0, η)∣∣ C |η| 12(1+δ)− |α|δ1+δ |x|−(n−m+ 12 )
for any α and therefore estimates (23), (24) together with the rest of the argument unchanged com-
paring to the case x′ = 0.
It remains to prove the last statement of the lemma, i.e. to show that P(P (x, ∂x, ∂y)ϕ) = ϕ(x′, y′).
This is easily deduced from integration by parts and the construction of K (x, y, x′, y′). 
In the sequence we will denote by K (x, y, x′, y′) the smooth function that represents the distribu-
tion P(x′, y′) away from (x′, y′). Put
2456 T.T. Khanh, N.M. Tri / J. Differential Equations 249 (2010) 2440–2475Kα,β
(
x, y, x′, y′
)=
⎧⎪⎪⎨
⎪⎪⎩
(|x′|2(1+δ) + |x|2(1+δ) + |y − y′|2) δ(n−m+|α|+|β|(1+δ))2(1+δ)
×(||x|δx− |x′|δx′|2 + |y − y′|2)m−n−k−|α|−|β|(1+δ)2 for x = x′, x′ = 0,
(|x|2(1+δ) + |y − y′|2)m−n−k(1+δ)−|α|−|β|(1+δ)2(1+δ) for x = x′, x′ = 0.
By the following lemma we may identify the function K (x, y, x′, y′) with the distribution P(x′, y′).
Lemma 7. Assume that Conditions 1 and 2 hold. If m− n − k< 0 then
∣∣K (x, y, x′, y′)∣∣ CK0,0(x, y, x′, y′) (25)
and if m− n− k 0 then there exists an analytic function ψ(x, y, x′, y′) such that
∣∣K (x, y, x′, y′)∣∣ C(ψ(x, y, x′, y′)+ K0,0(x, y, x′, y′) log K0,0(x, y, x′, y′)) (26)
for (x, y, x′, y′) in a compact set of R2N . Moreover P(x′, y′) coincides with K (x, y, x′, y′) ∈ L1loc(RN(x,y)) as a
distribution.
Proof. First assume that m − n − k < 0 and x = x′; x′ = 0. Since a smooth function is bounded, it
suﬃces to assume that 12 |x′| |x| 2|x|. In this case we also have similar inequality 12 |x| |x′| 2|x|.
Without loss of generality we may assume that |x′|  |x|. It is easy to see that |x − x′|  3|x|. From
(22) we have
K
(
x, y, x′, y′
)= 1
(2π)k
( ∫
|η|1
e−i(y−y′)ηE
(
x, x′, η
)
dη +
∫
|η|1
e−i(y−y′)ηE
(
x, x′, η
)
dη
)
.
Note that when 0< |η| 1
E
(
x, x′, η
)= E3(x, x′, η)
+ ∣∣x′∣∣δ( n2−m)|x| δn2
(
|η|n−mE1
(
|η||x|δx, |η|∣∣x′∣∣δx′, η|η|
)
+ E2
(|x|δx, ∣∣x′∣∣δx′, η)
)
,
where E2(x, x′, η), E3(x, x′, η) satisfy the equation
t L(x, ∂x, η)E2 = t L(x, ∂x, η)E3 = 0
and E3(x, x′, η) is an analytic function in x, x′ and smooth in |η| 1. Hence,
K
(
x, y, x′, y′
)
= 1
(2π)k
∫
Rk
e−i(y−y′)ηE
(
x, x′, η
)
dη
= K1
(
x, y, x′, y′
)+ |x′|δ(
n
2−m)|x| δn2
(2π)k
{ ∫
|η|1
e−i(y−y′)η|η|n−mE1
(
|η||x|δx, |η|∣∣x′∣∣δx′, η|η|
)
dη
+ lim
ε→0
∫
ε|η|1
e−i(y−y′)η
[
|η|n−mE1
(
|η||x|δx, |η|∣∣x′∣∣δx′, η|η|
)
+ E2
(|x|δx, ∣∣x′∣∣δx′, η)
]
dη
}
,
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of general linear elliptic operators we derive the estimates (25), (26) for the case x = x′ , x′ = 0.
Next assume that x = 0, x′ = 0. In this case we have
K
(
x, y, x′, y′
)= 1
(2π)k
∫
Rk
e−i(y−y′)ηE
(
x, x′, η
)
dη
= K1
(
x, y, x′, y′
)+ |x|
δn
2
(2π)k
{ ∫
|η|1
e−i(y−y′)η|η| n−m1+δ + nδ2(1+δ) E1
(
|η||x|δx,0, η|η|
)
dη
+ lim
ε→0
∫
ε|η|1
e−i(y−y′)η
[
|η| n−m1+δ + nδ2(1+δ) E1
(
|η||x|δx,0, η|η|
)
+ E2
(|x|δx,0, η)
]
dη
}
and the conclusion follows.
Analogously, we can establish the estimates for x′ = 0, x = 0.
Now we show the last statement. By Lemma 6 we have K (·, ·, x′, y′) ∈ C∞(RN\(x′, y′)). The es-
timate (25) in combination with Lemma 7 implies that K (x, y, x′, y′) ∈ L1loc(RN(x,y)). Assume that
ϕ ∈ C∞0 (Rn). Deﬁne a non-negative function ζ(x, y) ∈ C∞0 (Rn) satisfying
ζ(x, y) =
{
1 if |x|2 + |y|2  1,
0 if |x|2 + |y|2  4.
For 0< ε  1 we have
P(ϕ) = P(ϕ − (ζϕ)ε)+ P((ζϕ)ε),
where (ζϕ)ε(x, y) = ζ( x−x′ε , y−y
′
ε )ϕ(x, y). Since
(̂ζϕ)ε(x, η) =
εkeiy
′η
(2π)k
∫
e−iy′ξ ζˆ
(
x− x′
ε
, ε(η − ξ)
)
ϕˆ(x, ξ)dξ
we deduce that P((ζϕ)ε) → 0 as ε → 0. Therefore
P(ϕ) = lim
ε→0P
(
ϕ − (ζϕ)ε
)= lim
ε→0
∫
RN
K
(
x, y, x′, y′
)(
ϕ − (ζϕ)ε
)
dxdy.
By using the estimates (25), (26) we arrive at the desired results. 
From Lemma 7 it is easily to deduce the representation formula. For the sake of completeness we
will establish a particular representation formula. To simplify the notations in this part we denote
z = (z1, . . . , zN ). Let R(z, ∂) be a linear differential operator of order m in Ω
R(z, ∂) =
∑
|ι|m
aι(z)∂
ι.
For the operator R(z, ∂) we can deﬁne its transpose operator t R(z, ∂) as follows
2458 T.T. Khanh, N.M. Tri / J. Differential Equations 249 (2010) 2440–2475t R(z, ∂)u(z) =
∑
|ι|m
(−1)|ι|∂ι(aι(z)u(z))
and formal adjoint operator R(z, ∂)∗ by the formula
R(z, ∂)∗u(z) = t R(z, ∂)u(z),
where the bar denotes the complex conjugate.
Deﬁnition 1. A function U (z), deﬁned on Ω , is said to be a fundamental solution at z0 for the operator
R(z, ∂) in Ω , if U (z) ∈ L1loc(Ω) and
R(z, ∂)U (z) = δ(z − z0).
For the operator R(z, ∂) and a subdomain Ω1 Ω deﬁne the following expression on ∂Ω1
Aι, j,i(u, v) = ∂(0,...,0,ι j−i,ι j+1,...,ιN )u∂(ι1,...,ι j−1,i−1,0,...,0)(aιv),
Rν(u, v) = −
∑
|ι|m
N∑
j=1
ι j∑
i=1
(−1)ι1+···+ι j−1+iν j Aι, j,i(u, v),
where ν = (ν1, . . . , νN ) is the outward unit normal on ∂Ω1. Particular cases of the following (non-
complicated) proposition are widely used. However, we cannot ﬁnd its general formulation and full
proof in literature.
Proposition 3. Let U (z) be a fundamental solution for operator t R(z, ∂) at the point z0 ∈ Ω . Furthermore, as-
sume that U (z) ∈ Cm(Ω\z0) and Ωε ⊂ Ω is a system of simply connected bounded neighborhoods of z0 with
piece-wise smooth boundary and limε→0 mes(Ωε(z0)) = 0. Then for any function u ∈ Cm(Ω) the following
formula holds
u(z0) =
∫
Ω ′
U (z)R(z, ∂)u dz −
∫
∂Ω ′
Rν(u,U )dS, (27)
where Ω ′ Ω with piece-wise smooth boundary.
Proof. First note that t R(z, ∂)U (z) = 0 for z = z0. For any function ϕ ∈ C∞0 (Ω) we have
ϕ(z0) = t R(z, ∂)U (ϕ) =
∫
Ω
U (z)R(z, ∂)ϕ dz = lim
ε→0
∫
Ω\Ωε(z0)
U (z)R(z, ∂)ϕ dz.
Now for each function ψ ∈ Cm0 (Ω) we can ﬁnd a sequence of functions ϕk ∈ C∞0 (Ω) such that
ϕk → ψ in Cm0 (Ω) when k → ∞. Hence
∫
Ω\Ωε(z0)
U (z)R(z, ∂)ψ dz = lim
k→∞
∫
Ω\Ωε(z0)
U (z)R(z, ∂)ϕk dz
uniformly in ε. However by the Gauss theorem
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Ω\Ωε(z0)
U (z)R(z, ∂)ψ dz =
∫
∂Ωε(z0)
Rν(ψ,U )dS.
Letting ε → 0, we obtain
lim
ε→0
∫
∂Ωε(z0)
Rν(ψ,U )dS = ψ(z0)
for each function ψ ∈ Cm0 (Ω). Since the last inequality depends only on local behavior of function ψ
belonging to Cm in some neighborhood of z0 by using the just obtained claim with the help of the
Gauss theorem we conclude that
∫
Ω ′
U (z)R(z, ∂)u dz = lim
ε→0
∫
Ω ′\Ωε(z0)
U (z)R(z, ∂)u dz
= lim
ε→0
∫
Ω ′\Ωε(z0)
t R(z, ∂)U (z)u dz +
∫
∂Ω ′
Rν(u,U )dS
+ lim
ε→0
∫
∂Ωε(z0)
Rν(u,U )dS =
∫
∂Ω ′
Rν(u,U )dS + u(z0),
which veriﬁes the identity (27). The proof of Proposition 3 is complete. 
Corollary 3. Assume that Ω ⊂ RN is a bounded domain with piece-wise smooth boundary, u ∈ Cm(Ω¯) and
Conditions 1 and 2 hold. Then
u
(
x′, y′
)=
∫
Ω
K
(
x, y, x′, y′
)
Pu(x, y)dxdy +
∫
∂Ω
Pν(u, K )dS, (28)
where
Pν(u, K ) =
∑
|α|+|β|m
k∑
j=1
βn+ j∑
i=1
(−1)βn+1+···+βn+ j−1+iνn+ jaαβγ xγ ∂(α,
ˆˆ
β)u∂(0,βˆ)K
+
∑
|α|+|β|m
n∑
j=1
α j∑
i=1
(−1)|β|+α1+···+α j−1+iν jaαβγ ∂( ˆˆα,0)u∂(αˆ,β)
(
xγ K
)
,
ν = (ν1, . . . , νn, νn+1, . . . , νn+k) is the outward unit normal on ∂Ω , and αˆ, ˆˆα, βˆ , ˆˆβ stand for (α1, . . . ,α j−1,
i − 1,0, . . . ,0), (0, . . . ,0,α j − i,α j+1, . . . ,αn), (βn+1, . . . , βn+ j−1, i − 1,0, . . . ,0), (0, . . . ,0, βn+ j − i,
βn+ j+1, . . . , βn+k), respectively.
In the next lemma we prove some estimates for derivatives of the fundamental solution K that
will be used later in the investigation of analyticity of solutions of (1).
Lemma 8. Assume that Conditions 1 and 2 hold.
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max
{∣∣∣∣∂
|α|+|β|K (x, y, x′, y′)
∂xα∂ yβ
∣∣∣∣,
∣∣∣∣∂
|α|+|β|K (x, y, x′, y′)
∂x′α∂ y′β
∣∣∣∣
}
 CKα,β
(
x, y, x′, y′
)
.
• If m− n − k − |α| − |β| 0 then there exists an analytic function ψα,β(x, y, x′, y′) such that
max
{∣∣∣∣∂
|α|+|β|K (x, y, x′, y′)
∂xα∂ yβ
∣∣∣∣,
∣∣∣∣∂
|α|+|β|K (x, y, x′, y′)
∂x′α∂ y′β
∣∣∣∣
}
 C
(
ψα,β
(
x, y, x′, y′
)+ Kα,β(x, y, x′, y′) log Kα,β(x, y, x′, y′)),
where (α,β) ∈ Z¯N+ , for every (x′, y′) in a compact set of RN .
Proof. We can differentiate the formulas (22), (24) and obtain the desirable results. 
Remark 1. If m< n + k(1+ δ), as in [24,14], the function E(x, x′, η) ∈ L1loc(Rk).
6. Proof of the main theorem
Theorem 3. Assume that Conditions 1, 2 hold and Ψ is an analytic function. If u is a C∞ solution of Eq. (1)
then u is analytic.
Proof. Assuming a solution u ∈ C∞(Ω¯) we show that u is analytic. Let us deﬁne the distance
ρ
((
x′, y′
)
, (x, y)
)=max{∣∣|x|δx− ∣∣x′∣∣δx′∣∣, ∣∣y − y′∣∣}.
Let V T (T  1) be the cube with edges of size (in the ρ metric) 2T which are parallel to the coordi-
nate axes and centered at (0,0). Denote by V Tτ the subcube which is similar to V
T and such that the
distance between its boundary and the boundary of V T is τ . We prove by induction that if T is small
enough then there exist constants H0, H1 with H1  CHm+20 such that
∣∣u, V Tτ ∣∣l  H0 for 0 lm(3+ δ),
and
∣∣u, V Tτ ∣∣l  H0
(
H1
τ
)l−m(1+δ)−2(
l −m(1+ δ)− 2)!
for l m(3 + δ), and τ suﬃciently small. Hence the desired conclusion follows. The ﬁrst estimate of
the pair follows easily from the C∞ smoothness assumption on u. Assume that the second one holds
for l = L. We shall prove it for l = L+1. Put τ ′ = τ (1−1/L), τ ′′ = τ (1−4/L). Fix (x, y) ∈ V Tτ and then
deﬁne σ(x, y) = ρ((x, y), ∂V T ) and σ˜ (x, y) = σ(x, y)/L. Let Vt(x, y) denote the cube with center at
(x, y) and edges of length 2t which are parallel to the coordinate axes, and St(x, y) the boundary of
Vt(x, y). Now by postponing the proof of Theorem 3 we will establish some auxiliary lemmas.
Lemma 9. Assume that (α′, β ′, γ ′) ∈ M˜m−1 and (α¯, β¯) ∈ ΓL+1 . Then if |α¯| 1, |β¯| 1 there exists a con-
stant C such that
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(x,y)∈V¯ Tτ
∣∣xγ ′∂(α′+α¯,β ′+β¯)u∣∣
 C
(
T
1
1+δ
∣∣u, V Tτ ′ ∣∣L+1 + H0
(
H1
τ
)L−m(1+δ)−1(
L −m(1+ δ)− 1)!
(
T
1
1+δ + 1
H1
))
.
Proof. It is not diﬃcult to show that
∣∣x′γ ′∂(0,0,α′,β ′)K (x, y, x′, y′)∣∣V T  C[
∣∣x− x′∣∣2(1+δ) + ∣∣y − y′∣∣2]− n+k(1+δ)−12(1+δ) . (29)
Differentiating Eq. (1) α¯ times in x and β¯ times in y then applying the representation formula (28)
for any bounded smooth domain ω  (x′, y′) we have
∂(α¯,β¯)u
(
x′, y′
)=
∫
ω
K
(
x, y, x′, y′
)(
A(x, y)+ B(x, y))dxdy
−
∫
∂ω
Pν
(
∂(α¯,β¯)u, K
(
x, y, x′, y′
))
dS,
where
A(x, y) = −
∑
(α,β,γ )∈M˜0m
β =0
∑
α˜α¯, α˜γ
α˜ =0
aαβγ [γ , α˜]
(
α¯
α˜
)
xγ−α˜∂(α+α¯−α˜,β+β¯)u
and
B(x, y) = −∂(α¯,β¯)Ψ
(
x, y,u, xγ
∂ |α|+|β|u
∂xα∂ yβ
)
.
Therefore
x′γ ′∂(α′+α¯,β ′+β¯)u =
∫
ω
x′γ ′∂(0,0,α′,β ′)K
(
x, y, x′, y′
)(
A(x, y)+ B(x, y))dxdy
−
∫
∂ω
x′γ ′∂(0,0,α′,β ′)Pν
(
∂(α¯,β¯)u, K
)
dS
=: I1 + I2. (30)
1) Consider ﬁrst the case |x′| σ˜ 11+δ . Choose ω = V2σ˜ (x′, y′). We want to estimate A(x, y). Con-
sider the following possibilities:
I) |α¯|m(1+ δ). In this case we have |β¯|m, (α¯α˜) C .
a) Suppose that |α˜| |α| + 1. If |β| 2 then we can choose α˙, α¨, β˙ , β¨ such that
α = α˙ + α¨, |α˙| = |α| + 1− |α˜|, |α¨| = |α˜| − 1, β = β˙ + β¨, |β¨| = 2.
Hence we can write
x′γ−α˜∂(α+α¯−α˜,β+β¯)u = x′γ−α˜∂(α˙,β˙)(∂(α¨+α¯−α˜,β¯+β¨)u)
2462 T.T. Khanh, N.M. Tri / J. Differential Equations 249 (2010) 2440–2475with (α˙, β˙, γ − α˜) ∈ M˜m−1 and (α¨ + α¯ − α˜, β¯ + β¨) ∈ ΓL+1. Note that |α¨| + |α¯| − |α˜| = |α¯| − 1. Hence
by a ﬁnite number of steps we can estimate the term through ∂(0,β)u with |β| = L + 1, which is done
in Lemma 10 (the proof of Lemma 10 does not use any result of the current lemma). If |β| = 1 we
can write
x′γ−α˜∂(α+α¯−α˜,β+β¯)u = x′γ−α˜∂(α,0)(∂(α¯−α˜,β¯+β)u)
with (α,0, γ − α˜) ∈ M˜m−1 and (α¯ − α˜, β¯ + β) ∈ ΓL . Therefore in both cases we have
sup
(x,y)∈V¯2σ˜ (x′,y′)
∣∣A(x, y)∣∣ C
(∣∣u, V Tτ ′ ∣∣L+1 + H0
(
H1
τ ′
)L−m(1+δ)−2(
L −m(1+ δ)− 1)!
)
.
b) Now suppose that |α˜| |α|+ |β|. In this case (α+ α¯− α˜, β + β¯) ∈ ΓL . Hence the matter reduces
to case a).
c) Finally consider the case |α|+1< |α˜| < |α|+ |β|. In this case we have |β| 3. Choose β˙, β¨ such
that β = β˙ + β¨ , |β˙| + |α| = |α˜| + 1. Therefore we can write
x′γ−α˜∂(α+α¯−α˜,β+β¯)u = x′γ−α˜∂(0,β¨)(∂(α+α¯−α˜,β˙+β¯)u)
with (0, β¨, γ − α˜) ∈ M˜m−1 and (α + α¯ − α˜, β˙ + β¯) ∈ ΓL+1, |α| + |α¯| − |α˜| |α¯| − 1. Therefore, again
the matter reduces to case a).
II) |α¯|m(1+ δ)+1. In this case |α|+ |α¯|− |α˜|m+1. Choose α˙, α¨ such that α+ α¯− α˜ = α˙+ α¨
and |α˙| =m. Then
x′γ−α˜∂(α+α¯−α˜,β+β¯)u = x′γ−α˜∂(α˙,0)(∂(α¨,β+β¯)u)
with |α¨| 1, |β + β¯| 1, (α¨, β + β¯) ∈ ΓL+1−|α˜| . Therefore we deduce that
sup
(x,y)∈V¯2σ˜ (x′,y′)
∣∣A(x, y)∣∣ CH0
(
H1
τ ′
)L−m(1+δ)−2(
L −m(1+ δ)− 1)!.
Hence in all cases we have
sup
(x,y)∈V¯2σ˜ (x′,y′)
∣∣A(x, y)∣∣ CH0
(
H1
τ ′
)L−m(1+δ)−2(
L −m(1+ δ)− 1)!. (31)
On the other hand, from Corollary 2 and the inductive assumptions we have
sup
(x,y)∈V¯2σ˜ (x′,y′)
∣∣B(x, y)∣∣ C
(∣∣u, V Tτ ′ ∣∣L+1 + H0
(
H1
τ ′
)L−m(1+δ)−1(
L −m(1+ δ)− 1)!
)
. (32)
Combining (29), (31), (32) we obtain
|I1| C
(∣∣u, V Tτ ′ ∣∣L+1 + H0
(
H1
τ ′
)L−m−2
(L −m− 2)!
)
×
∫
V (x′,y′)
[∣∣x− x′∣∣2(1+δ) + ∣∣y − y′∣∣2]− n+k(1+δ)−12(1+δ) dxdy
2σ˜
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1
1+δ
(∣∣u, V Tτ ′ ∣∣L+1 + H0
(
H1
τ ′
)L−m(1+δ)−1(
L −m(1+ δ)− 1)!
)
. (33)
Now we will consider the integral in (30) that involves the boundary.
I) Consider the integral, denoted by Ix3, on the part of S
x
2σ˜ (x
′, y′) of S2σ˜ (x′, y′) where (y1 − y′1)2 +
· · · + (yk − y′k)2 = 4σ˜ 2 and ||x|δx− |x′|δx′| 2σ˜ . On this part we have ν1 = · · · = νn = 0. Actually, the
integrand in Ix3 is a ﬁnite sum. By abusing notation we still denote each term in the sum by I
x
3. It is
easily seen that |x| (3σ˜ ) 11+δ on S2σ˜ (x′, y′). Assume that |βˆ| 1. In this case |α| + | ˆˆβ|m − 2. We
claim that
∣∣I x3∣∣ CH0H1
(
H1
σ˜
)L−m(1+δ)−1(
L −m(1+ δ)− 1)!. (34)
First we show (34) for |α| + |β| =m in (30). In this case |γ | = δ|β|. We can choose ˙¯α, ¨¯α, ˙¯β , ¨¯β such
that
α¯ = ˙¯α + ¨¯α, β¯ = ˙¯β + ¨¯β, |α| + | ˙¯α| + | ˆˆβ| + | ˙¯β| =m − 1,
(
α + ˙¯α, ˆˆβ + ˙¯β, δ(| ˆˆβ| + | ˙¯β|)) ∈ M∗m−1.
Hence
∣∣xγ ∂(α+α¯, ˆˆβ+β¯)u(x, y)∣∣ |x|δ(1+ ˙¯α)|x|δ(| ˆˆβ|+| ˙¯β|)∂(α+ ˙¯α, ˆˆβ+ ˙¯β)(∂( ¨¯α, ¨¯β)u(x, y))
with ( ¨¯α, ¨¯β) ∈ ΓL+1−|βˆ| . On Sx2σ˜ (x′, y′) we have the following estimate
∣∣x′γ ′∂(α′,β ′,0,βˆ)K ∣∣∣∣Sx2σ˜ (x′,y′)  C σ˜
1−n
1+δ −k−|βˆ|,
∫
Sx2σ˜ (x
′,y′)
|x|δ dS  C σ˜ n+δ1+δ +k−1.
Therefore we have
∣∣I x3∣∣ C σ˜ 1−n1+δ −k−|βˆ||u, Vτ ′ |L+1−|βˆ|
∫
Sx2σ˜ (x
′,y′)
|x|δ dS
 CH0
H1
(
H1
σ˜
)L−m(1+δ)−1(
L −m(1+ δ)− 1)!
which is exactly (34). Now assuming that the claim is already true for |α|+|β|m− j (0 j m−1)
we then prove it for |α| + |β| =m− j − 1. Indeed, we have
(γ1 + 1)xγ ∂(α+α¯,
ˆˆ
β+β¯)u(x, y)
=
[
∂
∂x
(
xγ+(1,0,...,0)∂(α+α¯,
ˆˆ
β+β¯)u(x, y)
)− xγ+(1,0,...,0)∂(α+α¯+(1,0,...,0), ˆˆβ+β¯)u(x, y)
]
.1
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integral
∫
Sx2σ˜ (x
′,y′)
xγ+(1,0,...,0)∂(α+α¯+(1,0,...,0),
ˆˆ
β+β¯)u(x, y)x′γ ′∂(α′,β ′,0,βˆ)K dS
is estimated as in the previous step. Next, integrating by parts gives
∣∣∣∣
∫
Sx2σ˜ (x
′,y′)
∂
∂x1
(
xγ+(1,0,...,0)∂(α+α¯,
ˆˆ
β+β¯)u(x, y)
)
x′γ ′∂(α′,β ′,0,βˆ)K dS
∣∣∣∣

∣∣∣∣
∫
Sx2σ˜ (x
′,y′)
(
xγ+(1,0,...,0)∂(α+α¯,
ˆˆ
β+β¯)u(x, y)
)
x′γ ′∂(α′,β ′,(1,0,...,0),βˆ)K dS
∣∣∣∣
+
∣∣∣∣
∫
∂ Sx2σ˜ (x
′,y′)
(
xγ+(1,0,...,0)∂(α+α¯,
ˆˆ
β+β¯)u(x, y)
)
x′γ ′∂(α′,β ′+βˆ)K d∂ S
∣∣∣∣ := T1 + T2.
To estimate T1 we note that (α,β,γ + (1,0, . . . ,0)) ∈ M∗m−1. Therefore we can choose ˙¯α, ¨¯α, ˙¯β , ¨¯β
such that
α¯ = ˙¯α + ¨¯α, β¯ = ˙¯β + ¨¯β, | ˙¯α| + | ˙¯β| = |βˆ| + 1,
(
α + ˙¯α, ˆˆβ + ˙¯β,γ + (1,0, . . . ,0)) ∈ M∗m−1.
Hence
∣∣xγ+(1,0,...,0)∂(α+α¯, ˆˆβ+β¯)u(x, y)∣∣ |x||γ |+1∣∣∂(α+ ˙¯α, ˆˆβ+ ˙¯β)(∂( ¨¯α, ¨¯β)u(x, y))∣∣
with ( ¨¯α, ¨¯β) ∈ ΓL−|βˆ| . On Sx2σ˜ (x′, y′) we have the following estimate
∣∣x′γ ′∂(α′,β ′,(1,0,...,0),βˆ)K ∣∣∣∣Sx2σ˜ (x′,y′)  C σ˜
−n
1+δ −k−|βˆ|;
∫
Sx2σ˜ (x
′,y′)
dS  C σ˜
n
1+δ +k−1
from which we deduce that
|T1| CH0
H1
(
H1
σ˜
)L−m(1+δ)−1(
L −m(1+ δ)− 1)!.
On ∂ Sx2σ˜ (x
′, y′) we have
∣∣x′γ ′∂(α′,β ′,0,βˆ)K ∣∣∣∣Sx2σ˜ (x′,y′)  C σ˜
1−n
1+δ −k−|βˆ|;
∫
∂ Sx2σ˜ (x
′,y′)
d∂ S  C σ˜
n−1
1+δ +k−1
which implies that
T.T. Khanh, N.M. Tri / J. Differential Equations 249 (2010) 2440–2475 2465|T2| CH0
H1
(
H1
σ˜
)L−m(1+δ)−1(
L −m(1+ δ)− 1)!.
Now assume that |βˆ| = 0. Since |α¯|  1 we can write α¯ = ˙¯α + ¨¯α with | ¨¯α| = 1. Differentiating by
parts gives
∣∣∣∣
∫
Sx2σ˜ (x
′,y′)
(
∂(α+α¯,
ˆˆ
β+β¯)u
)
xγ x′γ ′∂(α′,β ′,0,0)K dS
∣∣∣∣

∣∣∣∣
∫
Sx2σ˜ (x
′,y′)
(
∂(α+ ˙¯α,
ˆˆ
β+β¯)u
)
xγ x′γ ′∂(α′,β ′, ¨¯α,0)K dS
∣∣∣∣
+
∣∣∣∣
∫
Sx2σ˜ (x
′,y′)
γ !xγ− ¨¯α
(γ − ¨¯α)!
(
∂(α+ ˙¯α,
ˆˆ
β+β¯)u
)
x′γ ′∂(α′,β ′,0,0)K dS
∣∣∣∣
+
∣∣∣∣
∫
∂ Sx2σ˜ (x
′,y′)
(
∂(α+ ˙¯α,
ˆˆ
β+β¯)u
)
xγ x′γ ′∂(α′,β ′,0,0)K d∂ S
∣∣∣∣ := T3 + T4 + T5.
To estimate T3 we write xγ (∂(α+ ˙¯α,
ˆˆ
β+β¯)u) = xγ ∂(α, ˆˆβ)(∂( ˙¯α,β¯)u) with (α, ˆˆβ,γ ) ∈ M∗m−1 and
( ˙¯α, β¯) ∈ ΓL . Hence the estimate for T3 follows from
∣∣x′γ ′∂(α′,β ′, ¨¯α,0)K ∣∣∣∣Sx2σ˜ (x′,y′)  C σ˜
−n
1+δ −k;
∫
Sx2σ˜ (x
′,y′)
dS  C σ˜
n
1+δ +k−1.
Next we deal with T4. If | ˆˆβ| 1, | ˙¯α|m−2 then ˆˆβ =
˙ˆˆ
β+ ¨ˆˆβ with | ˙ˆˆβ| = 1. Rewrite xγ− ¨¯α∂(α+ ˙¯α, ˆˆβ+β¯)u
as xγ− ¨¯α∂(α,
¨ˆˆ
β)(∂(
˙¯α,β¯+ ˙ˆˆβ)u) with (α,
¨ˆˆ
β,γ − ¨¯α) ∈ M∗m−1 and ( ˙¯α, β¯ +
˙ˆˆ
β) ∈ ΓL . Therefore from
∣∣x′γ ′∂(α′,β ′,0,0)K ∣∣∣∣Sx2σ˜ (x′,y′)  C σ˜
1−n
1+δ −k;
∫
Sx2σ˜ (x
′,y′)
dS  C σ˜
n
1+δ +k−1
it follows the estimate for T4 in this case. If | ˆˆβ| = 0, | ˙¯α|  m − 2 then xγ− ¨¯α∂(α+ ˙¯α,β¯)u =
xγ− ¨¯α∂(α,0)(∂( ˙¯α,β¯)u) with ( ˙¯α, β¯) ∈ ΓL−1. By noting that |α|  m − 1 the estimate for T4 easily fol-
lows. If | ˆˆβ| = 0, | ˙¯α|m−1 then we can choose ˙ˇα, ¨ˇα such that ˙¯α = ˙ˇα+ ¨ˇα and |α|+ | ˙ˇα| =m−1. Now
xγ− ¨¯α∂(α+ ˙¯α,β¯)u = xγ− ¨¯α∂(α+ ˙ˇα,0)(∂( ¨ˇα,β¯)u) with ( ¨ˇα, β¯) ∈ ΓL . Now the bounds for K imply the needed
estimate for T4.
To estimate T5 we again use the identity xγ (∂(α+ ˙¯α,
ˆˆ
β+β¯)u) = xγ ∂(α, ˆˆβ)(∂( ˙¯α,β¯)u) with (α, ˆˆβ,γ ) ∈
M∗m−1 and ( ˙¯α, β¯) ∈ ΓL . Hence the estimate for T5 follows from
∣∣x′γ ′∂(α′,β ′,0,0)K ∣∣∣∣Sx2σ˜ (x′,y′)  C σ˜
1−n
1+δ −k;
∫
∂ Sx2σ˜ (x
′,y′)
d∂ S  C σ˜
n−1
1+δ +k−1.
II) Next consider the integral I y3 on the part S
y
σ˜
(x′, y′) of S2σ˜ (x′, y′) where (y1 − y′1)2 +· · ·+ (yk −
y′k)
2  4σ˜ 2 and ||x|δx− |x′|δx′| = 2σ˜ . On this part we have νn+1 = · · · = νn+k = 0. By the Leibniz rule
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that |α˜| + |β| 1. In this case m− 1− | ˆˆα| 1. We can choose ˙¯α, ¨¯α, ˙¯β , ¨¯β such that
α¯ = ˙¯α + ¨¯α, β¯ = ˙¯β + ¨¯β, | ˙¯α| + | ˙¯β| =m− 1− | ˆˆα|,( ˆˆα + ˙¯α, ˙¯β, δ| ˙¯β|) ∈ M∗m−1.
Hence
∣∣xγ−αˆ+α˜∂( ˆˆα+α¯, ˙¯β+β¯)u(x, y)∣∣ |x||γ |−|αˆ|+|α˜|−δ| ˙¯β||x|δ| ˙¯β|∂( ˆˆα+ ˙¯α, ˙¯β)(∂( ¨¯α, ¨¯β)u(x, y))
with ( ¨¯α, ¨¯β) ∈ Γ
L+2+| ˆˆα|−m . On S
y
2σ˜ (x
′, y′) we have
∣∣|x||γ |−αˆ+α˜−δ| ˙¯α|x′γ ′∂(α′,β ′,α˜,β)K ∣∣∣∣S y2σ˜ (x′,y′)  C σ˜
1−n
1+δ −k−m+1+| ˆˆα|;
∫
S y2σ˜ (x
′,y′)
dS  C σ˜
n−1
1+δ +k.
Hence by the inductive assumption
∣∣I y3 ∣∣ σ˜ 1−n1+δ −k−m+1+| ˆˆα||u, Vτ ′ |L+2+| ˆˆα|−m
∫
S y2σ˜ (x
′,y′)
dS
 CH0
H1
(
H1
σ
)L−m(1+δ)−1(
L −m(1+ δ)− 1)!.
Now assume that |α˜| + |β| = 0. Since |β¯| 1 we can choose ˙¯β , ¨¯β such that β¯ = ˙¯β + ¨¯β and | ¨¯β| = 1.
Hence integrating by parts gives
∣∣∣∣
∫
S y2σ˜ (x
′,y′)
∂(0,
¨¯β)(∂( ˆˆα+α¯, ˙¯β)u)xγ−αˆx′γ ′∂(α′,β ′,0,0)K dS
∣∣∣∣

∣∣∣∣
∫
2S y
σ˜
(x′,y′)
xγ−αˆ
(
∂(
ˆˆα+α¯, ˙¯β)u
)
x′γ ′∂(α′,β ′,0,
¨¯β)K dS
∣∣∣∣
+
∣∣∣∣
∫
∂ S y2σ˜ (x
′,y′)
xγ−αˆ
(
∂(
ˆˆα+α¯, ˙¯β)u
)
x′γ ′∂(α′,β ′,0,0)K d∂ S
∣∣∣∣= T6 + T7.
To estimate T6, T7 we write xγ−αˆ∂(
ˆˆα+α¯, ˙¯β)u = xγ−αˆ(∂( ˆˆα,0)(∂(α¯, ˙¯β)u) with | ˆˆα|  m − 1 and
(α¯, ˙¯β) ∈ ΓL . From
∣∣x′γ ′∂(α′,β ′,0, ¨¯β)K ∣∣∣∣S y2σ˜ (x′,y′)  C σ˜
1−n
1+δ −k−1;
∫
S y (x′,y′)
dS  C σ˜
n−1
1+δ +k2σ˜
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∣∣x′γ ′∂(α′,β ′,0,0)K ∣∣∣∣S y2σ˜ (x′,y′)  C σ˜
1−n
1+δ −k;
∫
∂ S y2σ˜ (x
′,y′)
d∂ S  C σ˜
n−1
1+δ +k−1
it follows the needed estimate for T7.
2) Now consider the case |x′|  σ˜ 11+δ . Choose ω = V 21+δ−1
2δ
σ˜
(x′, y′). Then it is easily seen that
|x| 2σ˜ 11+δ on S 21+δ−1
2δ
σ˜
(x′, y′). First consider the integral Ix3. Assume that |βˆ| 1. In this case |α| +
| ˆˆβ|m− 2. We claim that Ix3 satisﬁes (34). Indeed, we can choose ˙¯α, ¨¯α, ˙¯β , ¨¯β such that
α¯ = ˙¯α + ¨¯α, β¯ = ˙¯β + ¨¯β, |α| + | ˙¯α| + | ˆˆβ| + | ˙¯β| =m− 1
(
α + ˙¯α, ˆˆβ + ˙¯β, |γ |) ∈ M∗m−1.
Hence
∣∣xγ ∂(α+α¯, ˆˆβ+β¯)u(x, y)∣∣ |x||γ |∣∣∂(α+ ˙¯α, ˆˆβ+ ˙¯β)(∂( ¨¯α, ¨¯β)u(x, y))∣∣
with ( ¨¯α, ¨¯β) ∈ ΓL+1−|βˆ| . On Sx21+δ−1
2δ
σ˜
(x′, y′) we have the following estimate
∣∣|x|−nδx′γ ′∂(α′,β ′,0,βˆ)K ∣∣∣∣Sx
21+δ−1
2δ
σ˜
(x′,y′)  C σ˜
1
1+δ −n−k−|βˆ|,
∫
Sx
21+δ−1
2δ
σ˜
(x′,y′)
|x|nδ dS  C σ˜ n+k−1.
Therefore we have
∣∣I x3∣∣ C σ˜ 11+δ −n−k−|βˆ||u, Vτ ′ |L+1−|βˆ|
∫
Sx
21+δ−1
2δ
σ˜
(x′,y′)
|x|nδ dS
 CH0
H1
(
H1
σ˜
)L−m(1+δ)−1(
L −m(1+ δ)− 1)! (35)
which is exactly (34).
Now assume |βˆ| = 0. Since |α¯| 1 we can write α¯ = ˙¯α + ¨¯α with | ¨¯α| = 1. Differentiating by parts
gives
∣∣∣∣
∫
Sx
21+δ−1
δ
σ˜
(x′,y′)
(
∂(α+α¯,
ˆˆ
β+β¯)u
)
xγ x′γ ′∂(α′,β ′,0,0)K dS
∣∣∣∣
2
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∣∣∣∣
∫
Sx
21+δ−1
2δ
σ˜
(x′,y′)
(
∂(α+ ˙¯α,
ˆˆ
β+β¯)u
)
xγ x′γ ′∂(α′,β ′, ¨¯α,0)K dS
∣∣∣∣
+
∣∣∣∣
∫
Sx
21+δ−1
2δ
σ˜
(x′,y′)
γ !xγ− ¨¯α
(γ − ¨¯α)!
(
∂(α+ ˙¯α,
ˆˆ
β+β¯)u
)
x′γ ′∂(α′,β ′,0,0)K dS
∣∣∣∣
+
∣∣∣∣
∫
∂ Sx
21+δ−1
2δ
σ˜
(x′,y′)
(
∂(α+ ˙¯α,
ˆˆ
β+β¯)u
)
xγ x′γ ′∂(α′,β ′,0,0)K d∂ S
∣∣∣∣ := T8 + T9 + T10.
To estimate T8 we write xγ (∂(α+ ˙¯α,
ˆˆ
β+β¯)u) = xγ ∂(α, ˆˆβ)(∂( ˙¯α,β¯)u) with (α, ˆˆβ,γ ) ∈ M∗m−1 and
( ˙¯α, β¯) ∈ ΓL . Hence the estimate for T8 follows from
∣∣|x|−nδx′γ ′∂(α′,β ′, ¨¯α,0)K ∣∣∣∣Sx
21+δ−1
2δ
σ˜
(x′,y′)  C σ˜
−n−k,
∫
Sx
21+δ−1
2δ
σ˜
(x′,y′)
|x|nδ dS  C σ˜ n+k−1.
Next we deal with T9. If | ˆˆβ| 1, | ˙¯α|m−2 then ˆˆβ =
˙ˆˆ
β+ ¨ˆˆβ with | ˙ˆˆβ| = 1. Rewrite xγ− ¨¯α∂(α+ ˙¯α, ˆˆβ+β¯)u
as xγ− ¨¯α∂(α,
¨ˆˆ
β)(∂(
˙¯α,β¯+ ˙ˆˆβ)u) with (α,
¨ˆˆ
β,γ − ¨¯α) ∈ M∗m−1 and ( ˙¯α, β¯ +
˙ˆˆ
β) ∈ ΓL . Therefore from
∣∣|x|−nδx′γ ′∂(α′,β ′,0,0)K ∣∣∣∣Sx
21+δ−1
2δ
σ˜
(x′,y′)  C σ˜
1
1+δ −n−k,
∫
Sx
21+δ−1
2δ
σ˜
(x′,y′)
|x|nδ dS  C σ˜ n+k−1
it follows the estimate for T9 in this case. If | ˆˆβ| = 0, | ˙¯α|  m − 2 then xγ− ¨¯α∂(α+ ˙¯α,β¯)u =
xγ− ¨¯α∂(α,0)(∂( ˙¯α,β¯)u) with ( ˙¯α, β¯) ∈ ΓL−1. By noting that |α|  m − 1 the estimate for T9 easily fol-
lows. If | ˆˆβ| = 0, | ˙¯α|m−1 then we can choose ˙ˇα, ¨ˇα such that ˙¯α = ˙ˇα+ ¨ˇα and |α|+ | ˙ˇα| =m−1. Now
xγ− ¨¯α∂(α+ ˙¯α,β¯)u = xγ− ¨¯α∂(α+ ˙ˇα,0)(∂( ¨ˇα,β¯)u) with ( ¨ˇα, β¯) ∈ ΓL . Now the bounds for K imply the needed
estimate for T9.
To estimate T10 we again use the identity xγ (∂(α+ ˙¯α,
ˆˆ
β+β¯)u) = xγ ∂(α, ˆˆβ)(∂( ˙¯α,β¯)u) with (α, ˆˆβ,γ ) ∈
M∗m−1 and ( ˙¯α, β¯) ∈ ΓL . Hence the estimate for T10 follows from
∣∣|x|−(n−1)δx′γ ′∂(α′,β ′,0,0)K ∣∣∣∣Sx
21+δ−1
2δ
σ˜
(x′,y′)  C σ˜
1−n−k,
∫
∂ Sx
21+δ−1
δ
σ˜
(x′,y′)
|x|(n−1)δ d∂ S  C σ˜ n+k−2.2
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(αˆ,β,0,0)(xγ K ) is a linear combination of terms
of type xγ−αˆ+α˜∂(α˜,β,0,0)K with 0 α˜  αˆ. Suppose that |α˜| + |β| 1. We can choose ˙¯α, ¨¯α, ˙¯β , ¨¯β such
that
α¯ = ˙¯α + ¨¯α, β¯ = ˙¯β + ¨¯β, | ˙¯α| + | ˙¯β| =m− 1− | ˆˆα|,( ˆˆα + ˙¯α, ˙¯β, δ| ˙¯β|) ∈ M∗m−1.
Hence
xγ−αˆ+α˜∂( ˆˆα+α¯,
˙¯β+β¯)u(x, y) = x|γ |−αˆ+α˜∂( ˆˆα+ ˙¯α, ˙¯β)(∂( ¨¯α, ¨¯β)u(x, y))
with ( ¨¯α, ¨¯β) ∈ ΓL+1−|β|−|α˜| . On S y21+δ−1
2δ
σ˜
(x′, y′) we have
∣∣|x|(1−n)δx′γ ′∂(α′,β ′,α˜,β)K ∣∣∣∣S y
21+δ−1
2δ
σ˜
(x′,y′)  C σ˜
1−n−k−|α˜|−|β|,
∫
S y
21+δ−1
2δ
σ˜
(x′,y′)
|x|(n−1)δ dS  C σ˜ n−1+k.
Hence by the inductive assumption
∣∣I y3 ∣∣ σ˜ 1−n−k−|α˜|−|β||u, Vτ ′ |L+1−|α˜|−|β|
∫
S y
21+δ−1
2δ
σ˜
(x′,y′)
dS
 CH0
H1
(
H1
σ
)L−m(1+δ)−1(
L −m(1+ δ)− 1)!. (36)
Now assume that |α˜| + |β| = 0. Since |β¯| 1 we can choose ˙¯β , ¨¯β such that β¯ = ˙¯β + ¨¯β and | ¨¯β| = 1.
Hence integrating by parts gives
∣∣∣∣
∫
S y
21+δ−1
2δ
σ˜
(x′,y′)
∂(0,
¨¯β)(∂( ˆˆα+α¯, ˙¯β)u)xγ−αˆx′γ ′∂(α′,β ′,0,0)K dS
∣∣∣∣

∣∣∣∣
∫
S y
21+δ−1
2δ
σ˜
(x′,y′)
xγ−αˆ
(
∂(
ˆˆα+α¯, ˙¯β)u
)
x′γ ′∂(α′,β ′,0,
¨¯β)K dS
∣∣∣∣
+
∣∣∣∣
∫
∂ S y
21+δ−1
2δ
σ˜
(x′,y′)
xγ−αˆ
(
∂(
ˆˆα+α¯, ˙¯β)u
)
x′γ ′∂(α′,β ′,0,0)K d∂ S
∣∣∣∣= T11 + T12.
To estimate T11, T12 we write xγ−αˆ∂(
ˆˆα+α¯, ˙¯β)u = xγ−αˆ∂( ˆˆα,0)(∂(α¯, ˙¯β)u) with | ˆˆα|  m − 1 and
(α¯, ˙¯β) ∈ ΓL . From
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21+δ−1
2δ
σ˜
(x′,y′)  C σ˜
−n−k,
∫
S y
21+δ−1
2δ
σ˜
(x′,y′)
|x|(n−1)δ dS  C σ˜ n−1+k
it follows the needed estimate for T11. From
∣∣|x|(1−n)δx′γ ′∂(α′,β ′,0,0)K ∣∣∣∣S y
21+δ−1
2δ
σ˜
(x′,y′)  C σ˜
1−n−k,
∫
∂ S y
21+δ−1
2δ
σ˜
(x′,y′)
|x|(n−1)δ d∂ S  C σ˜ n+k−2
it follows the needed estimate for T12. We therefore complete the proof of Lemma 9. 
Lemma 10. Assume that (α′, β ′, γ ′) ∈ M˜m−1 . Then there exists a constant C such that for all (0, β¯) with
|β¯| = L + 1
sup
(x,y)∈V¯ Tτ
∣∣xγ ′∂(α′,β ′+β¯)u∣∣
 C
(
T
1
1+δ
∣∣u, V Tτ ′′ ∣∣L+1 + H0
(
H1
τ
)L−m(1+δ)−1(
L −m(1+ δ)− 1)!
(
T
1
1+δ + 1
H1
))
.
Proof. Almost all the arguments in Lemma 9 can be repeated. Now we have the representation for-
mula (30) with A(x, y) = 0. Hence I1 is estimated as in Lemma 9. To deal with the integral on the
boundary we consider two cases:
1) First let us assume that |x′|  σ˜ 11+δ . The arguments for Ix3 are similar to those in Lemma 9
except for the case βˆ = 0. In this case if |α|  1 then we can write α = α˙ + α¨ with |α¨| = 1 and
therefore by using integration by parts as in Lemma 9 we get the desirable bounds. Now assume that
α = 0. If k  2 we can choose ˙¯β , ¨¯β such that β¯ = ˙¯β + ¨¯β and | ¨¯β| = 1. Now integrating by parts again
gives the result. If k = 1 then ˆˆβ =m− 1, β¯ = L + 1. Denote by M∗m the set of (0,m, γ ) which belong
to M˜00m . In that case we have
∑
(0,m,γ )∈M∗m
a(0,m,γ )x
γ ∂(0,m)u = −
∑
(α,β,γ )∈M˜0m\M∗m
a(α,β,γ )x
γ ∂(α,β)u −Ψ
(
x, y,u, xγ
∂ |α|+|β|u
∂xα∂ yβ
)
.
Applying ∂(α
′,β ′) to the above identity we reduce the matter to estimating terms of type
xγ
′
∂(α
′,β ′+L+1)(xγ ∂(α,β)u) for (α,β,γ ) ∈ M˜0m\M∗m and xγ ′∂(α′,β ′+L+1)(Ψ (x, y,u, xγ ∂
|α|+|β|u
∂xα∂ yβ
)). When
|α| = 0 we can get estimates for xγ ′∂(α′,β ′+L+1)(xγ ∂(α,β)u) by the same procedure as in Lemma 9
(integrating by parts in x is possible). When |α| = 0, β <m we can use the inductive assumption to
conclude the lemma. The estimate for xγ
′
∂(α
′,β ′+L+1)(Ψ (x, y,u, xγ ∂ |α|+|β|u
∂xα∂ yβ
)) can be achieved by using
Proposition 1 and the inductive assumption. By this we ﬁnish the consideration of Ix3. The arguments
for I y3 are similar to those in Lemma 9.
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Lemma 9. If |βˆ| = 0 then the arguments in 1) apply. To get the bounds for I y3 we use the same tricks
as in Lemma 9. The proof of Lemma 10 is therefore complete. 
Lemma 11. Assume that (α′, β ′, γ ′) ∈ M˜m−1 . Then there exists a constant C such that for all (α¯,0) with
|α¯| = L + 1−m(1+ δ)
sup
(x,y)∈V¯ Tτ
∣∣xγ ′∂(α′+α¯,β ′)u∣∣
 C
(
T
1
1+δ
∣∣u, V Tτ ′ ∣∣N+1 + H0
(
H1
τ
)L−m(1+δ)−1(
L −m(1+ δ)− 1)!
(
T
1
1+δ + 1
H1
))
.
Proof. Again almost all the arguments in Lemma 9 can be repeated. The estimate for I1 can be
obtained as in Lemma 9. To deal with the integral on the boundary we consider two cases:
1) First let us assume that |x′| σ˜ 11+δ . The arguments for Ix3 are similar to those in Lemma 9. The
arguments for I y3 are similar to those in Lemma 9 except for the case |α˜| + |β| = 0. In this case if
n  2 we can choose ˙¯α, ¨¯α such that α¯ = ˙¯α + ¨¯α and | ¨¯α| = 1. Now integrating by parts again gives
the result. If n = 1 then ˆˆα =m − 1, α¯ = L + 1−m(1+ δ). Denote by M∗∗m the set of (m,0, γ ) which
belong to M˜00m . In that case we have
∑
(m,0,γ )∈M∗∗m
a(m,0,γ )∂
(m,0)u = −
∑
(α,β,γ )∈M˜0m\M∗∗m
a(α,β,γ )x
γ ∂(α,β)u −Ψ
(
x, y,u, xγ
∂ |α|+|β|u
∂xα∂ yβ
)
.
Applying ∂(α
′,β ′) to the above identity we reduce the matter to estimating terms of type
xγ
′
∂(α
′+L+1−m,β ′)(xγ ∂(α,β)u) for (α,β,γ ) ∈ M˜0m\M∗∗m and xγ ′∂(α′+L+1−m,β ′)(Ψ (x, y,u, xγ ∂
|α|+|β|u
∂xα∂ yβ
)).
When |β| = 0 we can get estimates for xγ ′∂(α′+L+1−m,β ′)(xγ ∂(α,β)u) by the same procedure as in
Lemma 9 (integrating by parts in y is possible). When |β| = 0, α < m we can use the inductive
assumption to conclude the lemma. The estimate for xγ
′
∂(α
′+L+1−m,β ′)(Ψ (x, y,u, xγ ∂ |α|+|β|u
∂xα∂ yβ
)) can be
achieved by using Proposition 1 and the inductive assumption.
2) Now assume that |x′| σ˜ 11+δ . To get the bounds for Ix3 we use the same tricks as in Lemma 9.
For I y3 as in a) if |α˜| + |β| 1 we use the same techniques as in Lemma 9. If |α˜| + |β| = 0 then the
arguments in 1) apply. The proof of Lemma 11 is therefore complete. 
Lemma 12. Assume that (α¯, β¯) ∈ ΓL+1\ΓL , |α¯| 1, |β¯| 1. Then there exists a constant C such that for all α′
with |α′| =m
sup
(x,y)∈V¯ Tτ
∣∣∂(α′+α¯,β¯)u∣∣
 C
(
T
1
1+δ
∣∣u, V Tτ ′ ∣∣L+1 + H0
(
H1
τ
)L−m(1+δ)−1(
L −m(1+ δ)− 1)!
(
T
1
1+δ + 1
H1
))
.
Proof. First we prove that
sup
(x,y)∈V¯ Tτ
∣∣∂(α′,β¯)u∣∣
 C
(
T
1
1+δ
∣∣u, V Tτ ′ ∣∣L+1 + H0
(
H1
τ
)L−m(1+δ)−1(
L −m(1+ δ)− 1)!
(
T
1
1+δ + 1
H
))
1
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∑
|α|=m
a(α,0,0)∂
(α,β¯)u(x, y) = −∂(0,β¯)Ψ
(
x, y,u, xγ
∂ |α|+|β|u
∂xα∂ yβ
)
−
∑
(α,β,γ )∈M˜0m
β =0
a(α,β,γ )x
γ ∂(α,β+β¯)u =: − J1 − J2. (37)
From the inductive assumption and Proposition 2 we have
sup
(x,y)∈V¯ Tτ
| J1|
 C
(
T
1
1+δ
∣∣u, V Tτ ′′ ∣∣L+1 + H0
(
H1
τ
)L−m(1+δ)−1(
L −m(1+ δ)− 1)!
(
T
1
1+δ + 1
H1
))
. (38)
If |β|  1 then β = β˙ + β¨ with |β¨| = 1 and we write xγ ∂(α,β+β¯)u = xγ ∂(α,β˙)(∂(0,β¯+β¨)u) with
(α, β˙, γ ) ∈ M˜m−1 and |β¯| + |β¨| = L + 1. Hence by Lemma 10 we deduce
sup
(x,y)∈V¯ Tτ
| J2|
 C
(
T
1
1+δ
∣∣u, V Tτ ′′ ∣∣L+1 + H0
(
H1
τ
)L−m(1+δ)−1(
L −m(1+ δ)− 1)!
(
T
1
1+δ + 1
H1
))
. (39)
From (38), (39) and the elliptic theory the estimate in Lemma 12 follows.
Next assume that (α¯, β¯) satisﬁes the condition in Lemma 12. Differentiating ∂(α¯,β¯) Eq. (1) we
obtain
∑
|α|=m
a(α,0,0)∂
(α,0)(∂(α¯,β¯)u(x, y))
= −∂(α¯,β¯)Ψ
(
x, y,u, xγ
∂ |α|+|β|u
∂xα∂ yβ
)
−
∑
(α,β,γ )∈M˜0m
β =0
∑
α˜min{α¯,γ }
a(α,β,γ )[γ , α˜]
(
α¯
α˜
)
xγ−α˜∂(α+α¯−α˜,β+β¯)u
=: − J3 − J4. (40)
By Corollary 2 and Lemmas 9–11 we see that
sup
(x,y)∈V¯ Tτ
| J3|
 C
(
T
1
1+δ
∣∣u, V Tτ ′′ ∣∣L+1 + H0
(
H1
τ
)L−m(1+δ)−1(
L −m(1+ δ)− 1)!
(
T
1
1+δ + 1
H1
))
. (41)
To estimate J4 we consider two cases:
I) |α¯|m(1+ δ).
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xγ−α˜∂(α+α¯−α˜,β+β¯)u = xγ−α˜∂(α+α¯−α˜,0)(∂(0,β+β¯)u)
with (α + α¯ − α˜,0, γ − α˜) ∈ M˜m−1 and |β| + |β¯| L + 1.
If |β| > 2|α¯| then we can choose β = β˙ + β¨ such that |β¨| = 2|α¯|. Write
xγ−α˜∂(α+α¯−α˜,β+β¯)u = xγ−α˜∂(α+α¯−α˜,β˙)(∂(0,β¨+β¯)u)
with (α + α¯ − α˜, β˙, γ − α˜) ∈ M˜m−1 and |β¨| + |β¯|  L + 1. Hence in both cases by Lemma 10 we
deduce the needed estimate for J4.
B) Suppose that |α| + |α¯| − |α˜| =m. Then
|β|m− |α| = |α¯| − |α˜| |α¯| < 2|α¯|.
Therefore we can write
xγ−α˜∂(α+α¯−α˜,β+β¯)u = xγ−α˜∂(α+α¯−α˜,0)(∂(0,β+β¯)u)
with |β| + |β¯|  L. Hence by the above just proved inequality at the beginning of this lemma we
deduce the needed estimate for J4.
C) Suppose that m + 1 |α| + |α¯| − |α˜|. Then we can ﬁnd α˙, α¨ such that α + α¯ − α˜ = α˙ + α¨ and
|α˙| =m. Hence we can write
xγ−α˜∂(α+α¯−α˜,β+β¯)u = xγ−α˜∂(α˙,0)(∂(α¨,β¯+β)u).
If |α˜| = 0 or |α| + |β| < m then m(1 + δ)  |α¨|  1, |β¯| + |β|  1, (α¨, β¯ + β) ∈ ΓL . If |α˜| = 0 and
|α| + |β| =m then |γ | 1, |α¨| 1, |β¯| + |β| 1, (α¨, β¯ + β) ∈ ΓL+1. In both cases we have
sup
(x,y)∈V¯ Tτ
| J4| C
(
T
1
1+δ sup
(x,y)∈V¯ Tτ
| J4| + H0
H1
(
H1
τ
)L−m(1+δ)−1(
L −m(1+ δ)− 1)!
)
. (42)
II) |α¯|  m(1 + δ) + 1. In this case we have |α¯| − |α˜|  m + 1. We can choose α˙, α¨ such that
α¯ − α˜ = α˙ + α¨ and |α˙| =m. Now we write
xγ−α˜∂(α+α¯−α˜,β+β¯)u = xγ−α˜∂(α˙,0)(∂(α¨+α,β+β¯)u)
with (α¨+α,β + β¯) ∈ ΓL+1−|α˜| and |α¯|− |α˜|−m 1, |β|+ |β¯| 1. When α˜ = 0 we have the estimate
for this term by the inductive assumptions. We need to argue the case α˜ = 0. If |α|+ |β| <m then we
have a stronger inclusion for (α¨+α,β+ β¯), namely (α¨+α,β+ β¯) ∈ ΓL−|α˜| . Hence again the inductive
assumptions work. Suppose |α| + |β| =m. Since |α| <m in J4 we deduce that |γ | 1. Combining all
the above said we have
sup
(x,y)∈V¯ Tτ
| J4| C
(
T
1
1+δ sup
(x,y)∈V¯ Tτ
| J4| + H0
H1
(
H1
τ
)L−m(1+δ)−1(
L −m(1+ δ)− 1)!
)
. (43)
Now the conclusion of Lemma 12 follows from estimates (40)–(43) with small enough T and the
elliptic theory. 
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gl(τ ) C
(
gl
(
τ
(
1− 4
l
))
+ H0
(
H1
τ
)l−m(1+δ)−2(
l −m(1+ δ)− 2)!
(
T
1
1+δ + 1
H1
))
.
Choosing T suﬃciently small, then by a lemma of [8] (see also [22]) we deduce that
gl(τ ) H0
(
H1
τ
)l−m(1+δ)−2(
l −m(1+ δ)− 2)!.
That means
∣∣u, V Tτ ∣∣l  H0
(
H1
τ
)l−m(1+δ)−2(
l −m(1+ δ)− 2)!.
The proof of Theorem 3 is therefore completed. 
The proof of the main theorem. The proof is the combination of Theorems 2 and 3. 
Remark 2. The main results of this paper can be generalized to the Gevrey setting.
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