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Bayesian methods in machine learning, such as Gaussian processes, have great advantages com-
pared to other techniques. In particular, they provide estimates of the uncertainty associated with a
prediction. Extending the Bayesian approach to deep architectures has remained a major challenge.
Recent results connected deep feedforward neural networks with Gaussian processes, allowing train-
ing without backpropagation. This connection enables us to leverage a quantum algorithm designed
for Gaussian processes and develop a new algorithm for Bayesian deep learning on quantum com-
puters. The properties of the kernel matrix in the Gaussian process ensure the efficient execution
of the core component of the protocol, quantum matrix inversion, providing an at least polynomial
speedup over classical algorithms. Furthermore, we demonstrate the execution of the algorithm on
contemporary quantum computers and analyze its robustness with respect to realistic noise models.
I. INTRODUCTION
The Bayesian approach to machine learning provides
a clear advantage over traditional techniques: namely,
it provides information about the uncertainty in their
predictions. But not only that, they have further ad-
vantages, including automated ways of learning structure
and avoiding overfitting, a principled foundation [1], and
robustness to adversarial attacks [2, 3]. The Bayesian
framework has been making advances in various deep ar-
chitectures [4, 5]. Some recent advances made a connec-
tion between a quintessentially Bayesian model, Gaus-
sian processes (GPs) [6], and deep feedforward neural
networks [7, 8].
Parallel to these developments, quantum technologies
have been making advances in machine learning. A new
breed of quantum neural networks is aimed at current
and near-future quantum computers [9–13] , which is in
stark contrast with attempts in the past [14]. Some con-
straints must be observed that are unusual in classical
machine learning algorithms. In particular, the protocol
must be coherent, that is, we require from a quantum
machine learning algorithm that it is described by a uni-
tary map that maps input nodes to output nodes. While
the common wisdom is that a nonlinear activation is a
necessary component in neural networks, a linear, uni-
tary mapping between the inputs and outputs actually
reduces the vanishing gradient problem [15, 16]. Train-
ing a hierarchical representation in a unitary fashion is
also possible on classical computers [17, 18]. So while
this constraint is unusual, it is not entirely unheard of
in classical machine learning, and it is the most com-
mon setting in quantum-enhanced machine learning [19].
Furthermore, the description of quantum mechanics uses
complex numbers and some promising results in machine
learning show advantages of using these over real num-
bers [20].
In this paper, we exploit the connection between deep
learning and Gaussian processes and rely on a quantum-
enhanced protocol for the latter [21] to develop new algo-
rithms that perform quantum Bayesian training of deep
neural networks. We implement the core of the algorithm
on both the Rigetti Forest [22] and the IBM QISKit [23]
software stacks, and analyze how noise affects the success
of the calculations on both quantum simulators. To run
on real quantum processing units, we implement a simpli-
fied, shallow-circuit version of the protocol, and compare
the outcome with the simulations. The source code is
available under an open source license1.
II. BACKGROUND
The algorithm that we present makes use of two previ-
ous results, which we now briefly review: the connection
between deep neural networks and Gaussian processes
(Section IIA), and the quantum Gaussian process proto-
col (Section II B).
A. Gaussian processes and deep learning
The correspondence between Gaussian processes and
a neural network with a single hidden layer is well-
known [24]. Let z(x) ∈ Rdout denote the output with
1https://gitlab.com/apozas/bayesian-dl-quantum/
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2input x ∈ Rdin , with zi(x) denoting the ith component of
the output layer. If the weight and bias parameters are
taken to be i.i.d., each zi will be a sum of i.i.d. terms. If
the hidden layer has an infinite width, the Central Limit
Theorem implies that zi follows a Gaussian distribution.
Now let us consider a set of k input data points, with cor-
responding outputs {zi(x[1]), zi(x[2]), . . . zi(x[k])}. Any
finite collection of the set will follow a joint multivari-
ate Gaussian distribution. Therefore zi corresponds to
a Guassian process, zi ∼ GP(µ,K). Conventionally, the
parameters are chosen to have zero mean, so the mean of
the GP, µ, is equal to zero. The covariance matrix K is
given by K(x, x′) = E[zi(x)zi(x′)].
The Bayesian training of the neural network then cor-
responds to computing the posterior distribution of the
given GP model, that is, calculating the mean and vari-
ance of the predictive distribution from inverting the co-
variance matrix. Choosing the GP prior amounts to the
selection of the covariance function and tuning the corre-
sponding hyperparameters. These include the informa-
tion of the neural network model class, depth, nonlinear-
ity, and weight and bias initializations.
This argument is generalized to a deep neural net-
work architecture in a recursive manner [7, 8]. Let
zli denote the ith component of the output of the lth
layer. By induction it follows that zli ∼ GP(0,Kl).
The covariance matrix on the lth layer is given
by Kl(x, x′) = E[zli(x)zli(x′)]. To explicitly compute
Kl(x, x′), we need to specify the variance on the weight
and bias parameters, σ2w and σ2b , as well as the nonlin-
earity φ. In a single-line recursive formula, this reads
as
Kl(x, x′) = σ2b + σ
2
wE[φ(z
l−1
i (x))φ(z
l−1
i (x
′))], (1)
where zl−1i ∼ GP(0,Kl−1). The base case of the induc-
tion is given by K0(x, x′) = σ2b + σ
2
w
(
x.x′
din
)
.
Remarkably, numerical experiments suggest that the
infinite-width neural network trained with Gaussian pri-
ors outperforms finite deep neural networks trained with
stochastic gradient descent in many cases [7, 8].
B. Quantum Gaussian process algorithm
A quantum algorithm for Gaussian process regression
was introduced in Ref. [21]. Given a supervised learn-
ing problem with a training dataset with input points
{xi}n−1i=0 and corresponding output points {yi}n−1i=0 , the
quantum GP algorithm leverages the quantum linear sys-
tem subroutine introduced in Ref. [25], and computes a
GP model’s mean predictor,
f¯∗ = kT∗ (K + σ
2
nI)
−1y (2)
and variance predictor,
V[f∗] = k (x∗, x∗)− kT∗ (K + σ2nI)−1k∗. (3)
Here (K + σ2nI) denotes the model’s covariance matrix
with Gaussian noise entries of variance σ2n, and k∗ de-
notes the row in the covariance matrix that corresponds
to the target point for prediction. The scalar k (x∗, x∗)
is the covariance function of the target point with itself,
and takes only a constant time to compute.
Assuming a black-box access to the matrix elements
of K, the quantum GP algorithm simulates (K + σ2nI)
as a Hamiltonian acting on an input state, |b〉, performs
quantum phase estimation [26] to extract estimates of the
eigenvalues of (K + σ2nI), and stores them in a quantum
register as a weighted superposition. While in superpo-
sition, the stored eigenvalues are inverted and used to
construct a controlled rotation on an ancillary system.
Conditioned on a final measurement result on the ancil-
lary system, the algorithm probabilistically completes a
computation for (K + σ2nI)−1|b〉. Depending on whether
the aim is computing the mean predictor or the variance
predictor, one chooses |b〉 = |y〉 or |b〉 = |k∗〉, which en-
codes the classical vectors y or k∗ respectively. Finally
applying a quantum inner product routine, such as those
described in Refs. [27, 28], allows for a good estimation
of the quantities kT∗ (K+σ2nI)−1y and kT∗ (K+σ2nI)−1k∗,
which leads to the goal of a GP regression model compu-
tation.
The quantum GP algorithm runs in O˜(log(n)) time
when K is sparse and well-conditioned. A caveat here
is that the quantum algorithm only runs in logarithmic
time for sparse covariance matrices, and this could re-
strict the form of the non-linear function or other parame-
ters in the network architecture. The simulation of sparse
Hamiltonians is more efficient when using quantum com-
puters [29–31]. This can be addressed by tapering the
covariance function using a compactly supported func-
tion [32]; a similar methodology is also known in kernel
methods [33]. Furthermore, one could apply the meth-
ods in Ref. [34] to construct a O(√n) time algorithm for
Gaussian processes. This should ensure at least a poly-
nomial quantum speedup for general constructions. Sub-
sequently to the quantum GP algorithm, a corresponding
quantum method for enhancing the training and model
selection of GPs was introduced in Ref. [35].
III. QUANTUM BAYESIAN TRAINING OF
NEURAL NETWORKS
Now, we leverage the previous two results to develop
a way of conducting Bayesian training of deep neural
networks using a Gaussian prior.
According to the connection described in Section IIA,
Bayesian training of a deep neural network of L layers
requires sampling the values of the neurons in the final
layer from the Gaussian process GP(0,KL), where KL
can be computed in a recursive manner beginning from
K0 following Eq. (1). If we had classical access to the ele-
ments of the covariance matrix K0, one possibility could
be to classically compute KL and then resort to the sim-
3ulation of the Hamiltonian evolution generated by KL
to obtain the mean predictor f¯∗ and variance predictor
V[f∗] needed in the quantum Gaussian process algorithm
of Section II B [21]. This procedure would require simu-
lating the Hamiltonian evolution from a classical encod-
ing of KL, which may hinder the speedup expected from
the algorithm in this case.
The algorithm we propose makes use of the following
observation: for the quantum Gaussian process algorithm
there is no need to have a complete knowledge of the
covariance matrix. In reality, one just needs to know
the time evolution operator under the covariance matrix
encoded as a Hamiltonian. We propose a way of con-
structing such time evolution operator given access to a
quantum encoding of the base case covariance matrixK0,
either in the form of oracular access or encoded as a den-
sity matrix of a qubit system (we discuss both possibili-
ties later in this section). Once the time evolution opera-
tor is simulated, our algorithm, as the quantum Gaussian
process algorithm, needs sampling from only one Gaus-
sian process, that corresponding to the last layer in the
network.
A requirement of the algorithm is, as in the classical
case, a functional expression of the covariance matrix in
the last layer in terms of the base case K0. For gen-
eral non-linear activation functions, this can only be done
with numerical integration, which seems quite unreach-
able to implement coherently with contemporary quan-
tum computers. A complete quantum protocol would
require a large number of qubits and at least polynomial-
size quantum circuits, which remains out of reach with
current technology. However, different works showed ac-
tivation functions which yield kernels and recursion re-
lations that can be analytically calculated or approxi-
mated [36, 37]. A particularly useful special case amounts
to using only the ReLU non-linear activation on every
layer. The ReLU activation function is φ(x) = max(0, x),
and has been crucial in addressing issues such as the van-
ishing gradient problem in deep learning [38]. For this
case, the lth layer covariance matrix has an analytical
formula [7]:
Kl(x, x′) =σ2b +
σ2w
2pi
√
Kl−1(x′, x′)Kl−1(x, x)
×
[
arcsin(θl−1x,x′)−(pi − θl−1x,x′) arccos(θl−1x,x′)
]
,
(4)
where
θlx,x′ = arccos
(
Kl(x, x′)√
Kl(x, x)Kl(x′, x′)
)
.
The non-linear functions featured in Eq. (4) can be
approximated by polynomial series with some conver-
gence conditions. The factor Kl(x, x)Kl(x′, x′) repre-
sents outer products between the two identical vectors
of diagonal entries in Kl. As such, the computation of
Eq. (4) can be decomposed into such outer product op-
erations combined with element-wise matrix multiplica-
tion. In Sections III B and III C we provide a construc-
tion for simulating the evolution under the Hamiltonians
generated by these operations on the matrix elements of
a quantum state.
For the remaining discussion, we briefly introduce the
mathematical formalism of quantum computing. In par-
ticular, a ket |x〉 denotes a column vector x ∈ Cd for some
dimension d, with norm 1. Its complex conjugate is a
bra 〈x|. A ket represents a pure quantum state. A quan-
tum computer essentially transforms quantum states into
quantum states, and the result of the quantum compu-
tation is a quantum state with some desired properties.
The density matrix of a pure state is the outer prod-
uct of ket and the corresponding bra, and it is a posi-
tive semidefinite matrix with trace 1. For pure states,
the density matrix is an equivalent way of describing a
quantum state. In addition, the density matrix allows
to describe mixed quantum states, i.e. statistical ensem-
bles of pure states. For the algorithm proposed here it
is needed that K0 is given as a real symmetric, positive
semi-definite matrix, normalized by its trace in order to
qualify as a quantum state [39]. All but the last prop-
erty are satisfied by the definition of covariance matrix,
and the last one can be achieved with an appropriate
rescaling, equivalent to an appropriate choice of the ker-
nel function. For more details on quantum computations,
we refer the reader to Ref. [40].
As introduced above, the quantum algorithms used in
the present work can admit two data-input models. First,
we can assume efficient computability or oracular access
to the matrix elements of the covariance matrix K0. In
this model, the quantum simulation methods of [31, 41]
can be used in the quantum GP algorithm, as long as
the assumptions of these methods are satisfied. Second,
we can assume that the covariance matrix is presented as
the quantum density matrix of a qubit system. Multiple
copies of such a density matrix allow the use of a method
inspired by the quantum principal component analysis
algorithm [39]. We discuss the first method for the single-
layer case and the second method for the multiple-layer
case.
A. Single-layer case
Assume that we are given oracle access to the matrix
elements of the base case:
OK0 |j, k〉|z〉 → |j, k〉|z ⊕K0jk〉,
where the matrix elements are written in the notation
K0jk = K
0(xj , xk). The desired kernel function of Eq. (4)
can be implemented by oracle queries using ancillary la-
beling registers with |j, j〉, |k, k〉 and |j, k〉, as well as an
additional register which stores the value of a classical
computation step. This procedure can be described as
4follows:
OK0 |j, j〉|k, k〉|j, k〉|0〉 → |j, j〉|k, k〉|j, k〉|0⊕K1jk〉. (5)
With the oracle access to the elements of K0, the first,
and final, layer covariance matrix K1 can be classically
computed and simulated as a Hamiltonian used in the
quantum GP algorithm.
B. Multi-layer case
In the case of multi-layer network architectures, we de-
scribe a method to simulate the lth-layer kernel matrix
as a Hamiltonian. Our approach is inspired by the quan-
tum principal component analysis algorithm [39] where
the density matrix ρ of a quantum state is treated as
a Hamiltonian and used to construct the desired con-
trolled unitary eitρ acting on a target quantum state for
a time period t. This is an unusual concept for classi-
cal machine learning and classical algorithms: a high-
dimensional vector becomes an operator on itself to re-
veal its own eigenstructure. A throughout description of
this density matrix-based Hamiltonian simulation proce-
dure is presented in Ref. [42]. Here we will first give
an overall description of the quantum method, while the
detailed analysis is presented later in the paper.
In order to apply density matrix-based Hamiltonian
simulation using the lth-layer kernel, we need to incor-
porate methods to compute certain element-wise matrix
operations between two density matrices. It is convenient
to define the following:
S1 =
∑
j,k
|j〉〈k| ⊗ |j〉〈k| ⊗ |k〉〈j|,
S2 =
∑
j,k
|j〉〈j| ⊗ |k〉〈k| ⊗ |k〉〈j|.
With an augmented density matrix exponentiation
scheme, S1 computes exponential of the Hadamard prod-
uct of two density matrices, while S2 computes the expo-
nential of the outer product between the diagonal entries
of two density matrices. Specifically, we have
tr1,2{e−iS1δ(ρ1 ⊗ ρ2 ⊗ σ)eiS1δ}
= exp[−i(ρ1  ρ2)δ]σ exp[i(ρ1  ρ2)δ] +O(δ2),
(6)
where ρ1ρ2 denotes the Hadamard product between ρ1
and ρ2, and tr1,2 denotes tracing out the first and second
subsystems, respectively. The factor δ represents a small
evolution time with the operator in the exponents. We
also have
tr1,2{e−iS2δ(ρ1 ⊗ ρ2 ⊗ σ)eiS2δ}
= exp[−i(ρ1  ρ2)δ]σ exp[i(ρ1  ρ2)δ] +O(δ2),
(7)
where ρ1  ρ2 denotes taking the outer product between
the diagonal entries of ρ1 and ρ2. The derivation of
Eqs. (6) and (7) are presented later in Section III C.
Both S1 and S2 are sparse and thus efficiently simula-
ble as a Hamiltonian with methods based on quantum
walks [31, 41]. A similar method of using a modified ver-
sion of the SWAP operator combined with density matrix
exponentiation scheme was used in [43] for a quantum
singular value decomposition algorithm.
In order to approximately compute the non-linear func-
tion of Eq. (4), we make use of a polynomial series in
K0(x, x′). Note that due to the structure of Eq. (4),
the products involved in this polynomial series are the
Hadamard products denoted by , and the diagonal
outer products denoted by . We will denote the poly-
nomial in K0 to the order N(l) which approximates the
lth layer kernel function as PN(,)(K
0).
We note that by using a generalized S˜ operator which
combines the components in S1 and S2, one can imple-
ment a total N number of  and  operations in arbi-
trary orders. In Section III C, we will show this simply
amounts to summing over the tensor product of the pro-
jectors |j〉〈j|, |j〉〈k|, and |k〉〈k|. Similar polynomial series
simulation problems were addressed in Refs. [42] and [44],
but the type of product considered was standard matrix
multiplication instead of element-wise operations.
The quantum technique described above combined
with using the series expansions of the non-linear
functions in Eq. (4) gives us a way to approximate
eitK
l
σe−itK
l
, where σ is an arbitrary input state. Hence
given multiple copies of a density matrix which encodes
the initial layer covariance matrix,K0, the unitary opera-
tor, exp(−itKl) can be constructed to act on an arbitrary
input state, as required by applying the quantum GP al-
gorithm described in Section II B. Note that there is a
subtle but crucial difference between the single-layer and
the multilayer case: while in the training of single-layer
networks one needs of a quantum random access memory
to perform the oracle queries of the matrix elements of
K0, in the multilayer case we substitute this requirement
by having access to multiple copies of the quantum state
encoding K0. This requirement is much more feasible
given current technology since the desired state prepa-
ration can be encoded in a quantum circuit and run as
many times as needed.
C. Coherent element-wise operations
In this section we give a more formal description of the
quantum method for approximately compute the poly-
nomial PN(,)(K
0). The main results needed are well
summarised by the following Lemmas 1 and 2, and The-
orem 1.
Lemma 1. Given O(t2/) copies of d-dimensional qubit
density matrices, ρ1 and ρ2, let ρ1  ρ2 denote the
Hadamard product between ρ1 and ρ2. There exists a
5quantum algorithm to implement the unitary e−iρ1ρ2t
on a d-dimensional qubit input state σ, for a time t to
accuracy  in operator norm.
Proof. The usual SWAP matrix employed in quan-
tum principal component analysis [39] is given by
S =
∑
j,k |j〉〈k| ⊗ |k〉〈j|. Here we take the modified
SWAP operator S1 =
∑
j,k |j〉〈k| ⊗ |j〉〈k| ⊗ |k〉〈j|. With
an arbitrary input state σ, the operation
tr1,2{e−iS1δ(ρ1 ⊗ ρ2 ⊗ σ)eiS1δ} (8)
can be efficiently performed with a small parameter δ.
The symbol tr1,2 represents the trace over the subspaces
of ρ1 and ρ2. Expanding Eq. (8) to O(δ2) leads to:
tr1,2{e−iS1δ(ρ1 ⊗ ρ2 ⊗ σ)eiS1δ}
= 1− i tr1,2{S1(ρ1 ⊗ ρ2 ⊗ σ)}δ
+ i tr1,2{(ρ1 ⊗ ρ2 ⊗ σ)S1}δ
+O(δ2). (9)
Examining the first element linear in the parameter δ
reveals
tr1,2{S1(ρ1 ⊗ ρ2 ⊗ σ)}
= tr1,2{
∑
j,k
|j〉〈k| ⊗ |j〉〈k| ⊗ |k〉〈j|(ρ1 ⊗ ρ2 ⊗ σ)}
=
∑
n,m,j,k
〈n|j〉〈k|ρ1|n〉〈m|j〉〈k|ρ2|m〉|k〉〈j|σ
=
∑
j,k
〈k|ρ1|j〉〈k|ρ2|j〉|k〉〈j|σ
= (ρ1  ρ2)σ. (10)
In the same manner we have
tr1,2{(ρ1 ⊗ ρ2 ⊗ σ)S1} = σ(ρ1  ρ2). (11)
Thus in summary, we have shown that
tr1,2{e−iS1δ(ρ1 ⊗ ρ2 ⊗ σ)eiS1δ}
=σ − i[(ρ1  ρ2), σ]δ +O(δ2). (12)
The above is equivalent to applying the unitary
exp[−i(ρ1  ρ2)δ] to σ up to O(δ):
exp[− i(ρ1  ρ2)δ]σ exp[i(ρ1  ρ2)δ]
=[1− i(ρ1  ρ2)δ +O(δ2)]σ[1 + i(ρ1  ρ2)δ +O(δ2)]
=σ − i[(ρ1  ρ2), σ]δ +O(δ2). (13)
The above completes the derivation of Eq. (6). Note
that if the small time parameter is taken to be δ = /t,
and the above procedure is implemented O(t2/) times,
the overall effect amounts to implementing the desired
operation, e−iρtσeiρt up to an error O(δ2t2/) = O(),
while consuming O(t2/) copies of ρ1 and ρ2. This con-
cludes the proof of Lemma 1.
Lemma 2. Given O(t2/) copies of d-dimensional qubit
density matrices, ρ1 and ρ2, let ρ1  ρ2 denote the outer
product between the diagonal entries of ρ1 and ρ2. There
exists a quantum algorithm to implement the unitary
e−iρ1ρ2t on a d-dimensional qubit input state, σ for a
time t to accuracy  in operator norm.
Proof. By simply re-indexing the operator S1, one ob-
tains S2 =
∑
j,k |j〉〈j|⊗ |k〉〈k|⊗ |k〉〈j|. Analogously with
the proof of Lemma 1, we have
tr1,2{e−iS2δ(ρ1 ⊗ ρ2 ⊗ σ)eiS1δ}
= σ − i[(ρ1  ρ2), σ]δ +O(δ2). (14)
The above can be compared with
exp[−i(ρ1  ρ2)δ]σ exp[i(ρ1  ρ2)δ]
=σ − i[(ρ1  ρ2), σ]δ +O(δ2). (15)
The equivalence up to the linear term in δ confirms
the validity of Eq. (7). Similarly with Lemma 1, with
a O(t2/) repetition consuming O(t2/) copies of ρ1 and
ρ2, the desired e−iρtσeiρt can be implemented up to error
.
Given the density matrix ρ = K0 which encodes the
base case covariance matrix, we approximate the non-
linear kernel function at lth layer with the order N poly-
nomial, PN(,)(ρ) =
∑N
r crρ
(,)r. Here the label (,)
indicates that we work in the setting where the types of
product operation involved for taking the rth power of
ρ are arbitrary combinations of Hadamard and diagonal
outer products. Now we are in the position of present-
ing the main theorem required to implement the kernel
function at the lth layer.
Theorem 1. Given O(N2t2/) copies of the d-
dimensional qubit density matrix ρ, and the order-N
polynomial of Hadamard and diagonal outer products,
PN(,)(ρ) =
N∑
r
crρ
(,)r,
there exists a quantum algorithm to implement the uni-
tary e−iP
N
(,)(ρ)t on a d-dimensional qubit input state σ
for a time t to accuracy  in operator norm.
Proof. We first address how to implement the unitary
e−iρ
(,)rt. Intuitively, this can be achieved by construct-
ing a generalized S˜ operator with tensor product compo-
nents of |j〉〈j|, |j〉〈k|, |k〉〈k| and |k〉〈j|, corresponding to
the contributing elements in the matrices in each term.
We give a recursive procedure to determine S˜:
In the case of r = 2, we have already shown in Lemma 1
and Lemma 2 the desired operation can be achieved using
S1 and S2 corresponding to the  and  cases respec-
tively. Thus we can write the base case of the recursive
procedure as
S˜(r=2) =
∑
j,k
T (2)(j, k)⊗ |k〉〈j|,
6where T (2)(j, k) denotes the possible combinations of ten-
sor products, |j〉〈k|⊗|j〉〈k| or |j〉〈j|⊗|k〉〈k|. Now consider
the r = 3 case, the additional factor of ρ will come in two
possible cases. If it comes as a  product, the updated
operator S˜(r=3) is simply given by
S˜
(r=3)
 =
∑
j,k
T (2)(j, k)⊗ |j〉〈k| ⊗ |k〉〈j|.
If the additional ρ comes in as a  product, the up-
dated operator S˜(r=3) is instead given by
S˜
(r=3)
 =
∑
j,k
|j〉〈j| ⊗ |j〉〈j| ⊗ |k〉〈k| ⊗ |k〉〈j|.
This can be seen by observing that the contributing
elements to a  product are exclusively diagonal, which
we use |j〉〈j| to pick up. Any off-diagonal information
about the previous element-wise product operations is
irrelevant. In general, if we have the rth order S˜ operator
given by
S˜(r) =
∑
j,k
T (r)(j, k)⊗ |k〉〈j|,
the operators S˜(r+1) and S˜
(r+1)
 can be generated as fol-
lows:
S˜
(r+1)
 =
∑
j,k
T (r)(j, k)⊗ |j〉〈k| ⊗ |k〉〈j|,
S˜
(r+1)
 =
∑
j,k
(|j〉〈j|)⊗r ⊗ |k〉〈k| ⊗ |k〉〈j|. (16)
We have shown a recursive procedure to construct S˜(r)
up to r = N such that
tr1...r{e−iS˜(r)δ(ρ⊗r ⊗ σ)eiS˜(r)δ}
= exp[−iρ(,)rδ]σ exp[iρ(,)rδ] +O(δ2), (17)
for a small evolution δ. Analogously with Lemma 1 and
Lemma 2, with a O(t2/) repetition consuming O(rt2/)
copies of ρ, the desired
exp[−iρ(,)rt]σ exp[iρ(,)rt]
can be implemented up to an  error.
Finally one makes use of the Lie product formula for
summing the terms in the polynomial [45–47]:
eiδ(A+B)+O(δ
2/m) = (eiδA/meiδB/m)m, (18)
where A and B are taken to different terms in
PN(,)(ρ) =
∑N
r crρ
(,)r, and the factors cr simply
amount to multiplying the S(r) matrices with the re-
spective coefficients. The parameter m can be chosen
further suppress the error by repeating the entire proce-
dure. However, for the purpose of implementing
e−iP
N
(,)(ρ)tσeiP
N
(,)(ρ)t
to our desired accuracy , O(N2t2/) copies of ρ are re-
quired. The quadratic dependency in the order of the
polynomial, N2, stems from implementing the unitary
exp[−iρ(,)rt] up to r = N , each consuming O(Nt2/)
copies as argued before.
IV. EXPERIMENTS
The central part of the algorithm described in Sec-
tion III is the intricate quantum protocol of matrix inver-
sion for computing the predictors in Eqs. (2), (3). This
protocol [25] is probabilistic, meaning that it only suc-
ceeds conditioned on obtaining specific results after mea-
suring specific qubits in the protocol. Therefore, it is not
assured that the protocol will succeed in a particular run,
and it has to be repeatedly performed until it succeeds in
obtaining the correct solution. Moreover, computations
on real quantum computers are subject to imprecisions in
the gates applied to the qubits, readout errors and losses
of coherence in the state of the system.
Therefore, when thinking about a realistic application
of the quantum Bayesian algorithm, the important ques-
tions to ask are how experimentally feasible it is, and how
far we are from running it on real quantum computers.
With this goal in mind, we have performed two sets of
experiments: on the one hand, we have run simulations
of the quantum matrix inversion protocol on two differ-
ent quantum virtual machines with various noise models
that affect real quantum computers, and analyzed their
impact on the output—the final quantum state after the
protocol—of the algorithm. On the other hand, we have
run scaled-down versions of the protocol on two real,
state-of-the-art quantum processing units to gauge how
far we are from implementations of practical relevance.
We have implemented the complete quantum matrix
inversion protocol in the Rigetti Forest API using PyQuil
and Grove [22]. This implementation can perform ap-
proximate eigenvalue inversion on a Hermitian matrix of
arbitrary size. The PyQuil framework has advanced gate
decomposition features and provides a way to perform
arbitrary unitary operations on a multi-qubit quantum
state. Furthermore, Rigetti’s classical simulator of quan-
tum circuits (referred to as a quantum virtual machine)
provides a variety of noise models that can affect compu-
tations in real quantum architectures, allowing a detailed
analysis of how noise affects accuracy and computational
overhead.
In addition, we have implemented reduced, 2×2 matrix
inversion problems in both PyQuil—to be run in Rigetti’s
Quantum Processing Unit—and in IBM’s QISKit soft-
ware stack [23]—to be run in IBM’s Quantum Experi-
ence computers—. QISKit also provides a noisy classical
7simulator, of which we also make use to contrast the per-
formance of the quantum matrix inversion algorithm run
in the real QPUs against simulations with realistic noise
models.
The quantum processing units employed in the exper-
iments are IBM’s 16-qubit Rueschlikon (IBMQX5) [48]
and Rigetti’s 8-qubit 8Q-Agave. While the number of
available physical qubits is in both cases higher than the
number of qubits required for the implementation (a to-
tal of six for the 2× 2 reduced version), the depth of the
circuit is much higher for larger matrices, and the cur-
rent noise levels in the QPUs would not allow obtaining
meaningful results when inverting larger examples.
A. Simulations of algorithm success on a quantum
virtual machine
In this section, we report the results of the simula-
tions conducted in Rigetti’s quantum virtual machine.
We have conducted two sets of experiments to analyze the
sensitivity of the protocol to different noise types that ap-
pear in real quantum computers. In the first, we restrict
ourselves to the simplest possible scenario of inverting
the 2× 2 matrix A = 12
(
3 1
1 3
)
with the problem-specific
circuit in Ref. [49]. This circuit is much shallower than
the full protocol detailed in Ref. [50], making it more
realistic to implement on current and near-future quan-
tum computers due to its reduced depth. The second
case is the complete implementation of the full quantum
matrix inversion protocol [25, 50]. This version requires
a large number of ancilla qubits to perform the calcula-
tions, in particular for the computation of the reciprocals
of the eigenvalues. We choose to simulate the inversion
of a 4 × 4 matrix with four bits of precision, which is
the largest example that could fit on the largest Rigetti
QPU.
We have studied the impact of two noise models,
both being instances of parametric depolarizing noise.
The first one, known as gate noise, applies a Pauli X
operator—which swaps the states |0〉 and |1〉 of the qubit
it acts upon—with a certain probability on each qubit af-
ter every gate application. The probability of application
of the operator indicates the noise level. The second type
of noise that we study is known as measurement noise.
In this case, a Pauli X operator is applied with certain
probability only on every qubit that is measured, before
the measurement takes place. Therefore, it can also be
understood as a readout error that, with a certain prob-
ability, instead of recording the result of a measurement,
y, it records NOT (y).
The circuits we implement have a much larger number
of gates (∼20 for the 2 × 2 reduced version, increasing
for the increasing size of the matrix being inverted) than
measurements (just one, that which certifies the success
of the eigenvalue inversion). This is the reason why in all
the experiments we run we observe that the gate noise has
a stronger impact on the results than the measurement
noise.
In Fig. 1 we show the results for the inversion of the
2×2 matrix A. We analyze the two critical factors of the
protocol, namely how different are the expected result
of the protocol and the output from the simulator when
we know that the inversion has succeeded, and how many
times it is needed to run the protocol in order to obtain a
successful run. As expected, the measurement noise has
a much smaller impact in the result than the gate noise,
which for reasonably low noise levels already renders the
output state (and hence the result of the inversion) with
low overlap with the expected result.
The number of repetitions needed for the algorithm to
succeed, understood as the average number of times the
algorithm must be run in order to obtain the outcome
associated to the state |1〉 when measuring the qubit
to which the conditional rotation is applied, is a fragile
quantity that, on its own, does not provide meaningful
insights when dealing with noise. In the case of measure-
ment noise, an error in the measurement either discards
a successful run of the algorithm or accepts as successful
a failed run, deeming further computations useless. In
the case of gate noise, even in the case the measurement
succeeds and therefore the state of the flag qubit is |1〉,
the remaining computations on the other qubits may lead
to a final state that deviates from the expected result.
In order to obtain a good estimation of the number
of runs needed to detect a final state that encodes the
desired solution, in Fig. 1(b) we show the number of rep-
etitions of the algorithm needed in order to have a suc-
cessful run according to the flag qubit (i.e., that its state
after the measurement is |1〉 [25]), in which the overlap of
the final state and the desired state is higher than a spe-
cific value. We measure such an overlap with the fidelity,
given by F = |〈ψreal|ψideal〉|2, where |ψreal〉 and |ψideal〉
determine the state of the qubits after a noisy simulation
and a noiseless successful run, respectively.
Given that the protocol is probabilistic, the number of
repetitions needed to have a successful run is dependent
on the actual matrix to be inverted even in the case of a
noiseless run, as can be observed by comparing Figs. 1(b)
and 2(b), and grows fast with the gate noise level in the
qubits. It is important to track not only the average be-
havior of the protocol (in solid blue in Fig. 1(b)), but also
worst-case scenarios (in dashed orange) where the proto-
col must be run up to more than five times the average in
order to have a successful execution. Nevertheless, worst-
case performance scales with the noise level in a similar
way as the average performance.
In Fig. 2 we perform the same studies for the imple-
mentation of the general algorithm inverting a random
4 × 4 matrix. It is immediately apparent that increas-
ing the circuit depth makes the protocol more sensitive
to noise, and the fidelity drops to zero with lower vari-
ance in the case of the gate noise. However, the noise
level for which the fidelity of the output of the circuit
with the expected state drops abruptly is approximately
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FIG. 1. Simulated gate and measurement noise on a specialized circuit for inverting the 2 × 2 matrix A, run in Rigetti’s
quantum virtual machine. (a) The fidelity shows the overlap with the expected correct state after the computation. A fidelity
of zero means that the output state (and hence the result of the computation) is completely orthogonal to the correct solution,
while a fidelity of one means that the output state coincides with the expected one. (b) The number of repetitions expresses
the average of how many times the probabilistic program is executed before it succeeds. We define a successful run with two
conditions: the qubit in which the controlled rotation is performed is in the state |1〉 after its measurement, and the final
state of the qubits has a fidelity greater than 0.9 with the expected outcome of an ideal run of the protocol. The dashed line
represents the maximum number of runs observed in the simulations before having a successful one.
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FIG. 2. Simulated gate and measurement noise on the generic circuit for inverting a matrix. The matrix in the benchmark was
4× 4, and the eigenvalues were represented by four bits of precision. Together with the ancilla qubits in the calculations, this
is the largest system that can be simulated with less than 19 qubits, which is the size of Rigetti’s largest QPU (19Q-Acorn).
equal in both the 2× 2 and 4× 4 cases, and it would be
interesting to see whether it remains constant for larger
problems. We still observe better robustness to measure-
ment noise, but the impact of this kind of noise in the
resulting state is stronger than in the problem-specific
algorithm of Fig. 1. The number of repetitions for a suc-
cessful run now has a non-linear behavior with the level
of gate noise in the simulation, although the ratio of the
worst-case scenario to the average is the same as in the
case of inverting the 2× 2 matrix.
B. Evaluation on quantum processing units
In this section, we implement the restricted 2 × 2-
matrix inversion algorithm in two real quantum comput-
ing architectures. The reason of choosing the restricted
algorithm is that current quantum computers have a
small number of qubits, limited qubit-qubit connectiv-
ity, and most importantly, short coherence times, which
implies that only shallow quantum circuits can be imple-
mented. The restricted algorithm be implemented with
a much simpler circuit than the general one, resulting in
9about 20 gates for the full protocol [49].
In the case of runs on real QPUs one does not have
direct access to the whole output state of the circuit, but
only to samples of measurements on it. This makes it
difficult to compute the fidelity with the expected state,
and instead, we perform a swap test [51]. The test runs
as follows: the expected result of the algorithm is en-
coded in auxiliary qubits, and after operations between
the output and the expected result a flag qubit indicates
whether both states are equal, in which case the state of
the flag qubit is |0〉, or not, in which case the state is |1〉.
The figure of merit is now the probability of success in the
test P (success) = P (0), which can then be related to the
fidelity by the expression F = |2P (success) − 1|. Note
that this success probability is different from the proba-
bility that the eigenvalue inversion subroutine succeeds,
which is the quantity that has already been studied in
Figs. 1(b) and 2(b).
We have implemented the protocol to be run in both
Rigetti’s 8Q-Agave and IBM’s IBMQX5 quantum pro-
cessing units. The IBM QISKit software [23] also pro-
vides a classical simulator to run noisy experiments, and
we use these to benchmark the performance of the runs
on the real chips. The results of the experiments can be
found in Fig. 3.
As in the case of the simulations in Rigetti’s software
stack, the measurement noise produces a smaller impact
in the protocol than the gate noise. Note that the qubit
that encodes the success of the swap test is also sub-
ject to readout error when simulating measurement noise.
Therefore, for large measurement noise levels, the fact
that P (success) = P (0) is very low means that the ac-
tual state of the flag qubit is |0〉 (i.e., the protocol has
succeeded, and the output state is the desired one), but
due to the noise the result that is recorded after measur-
ing is 1.
Gate noise has a stronger impact in the final state.
This kind of error, unlike the measurement noise, does
affect the computations in the circuit, so lower success
probabilities now represent a real discrepancy between
the output and desired states. In this case, the success
probabilities lie in the range of [0.35, 0.6], which trans-
lates into fidelities in the range of [0, 0.3].
Turning to executions in the real QPUs, the proba-
bility of protocol success is higher in IBMQX5. This is
mostly due to its improved coherence time2,3, that al-
lows keeping the state in the circuit better isolated from
external perturbations during computation. The proba-
bility of protocol success is 89%, which translates into a
fidelity with the expected state of 0.78. This is a very en-
couraging result, despite the size of the matrix inverted.
2Information about performance measures of Rigetti’s QPUs
can be found in http://docs.rigetti.com/en/1.9/qpu.html
3Information about performance measures of IBM’s
QPUs can be found in http://www.research.ibm.com/ibm-
q/technology/devices/
In contrast, the fidelity when the protocol is run in 8Q-
Agave is close to zero, which means that all the infor-
mation about the computation is lost during the process.
This is mainly due to the circuit depth being too large
to maintain the quantum state isolated enough from the
environment.
V. CONCLUSIONS
As quantum computers become available and continue
improving in scale and noise tolerance, it is an excit-
ing question to ask whether they can make a qualita-
tive difference in machine learning applications. Semi-
nal works that explored this question focused on ideal-
ized, fully noise tolerant, large-scale quantum computers,
and implemented simple machine learning algorithms like
support vector machines and nearest-neighbor clustering.
However, an important fact is that for at least the next
decade quantum computers will remain limited in scale
and noise tolerance, and we must factor this in when we
construct quantum-enhanced algorithms. Furthermore,
simple machine learning methods are already efficiently
executed on classical hardware, so there is no need for
the use of quantum algorithms in this case.
In this work, we studied a complex, Bayesian approach
to deep architectures that is difficult to perform on dig-
ital hardware. We developed a quantum algorithm for
learning Gaussian processes that can be applied layer by
layer for training arbitrarily deep neural networks. Fur-
thermore, our protocol is a classical-quantum hybrid that
largely removes the currently unrealistic technological re-
quirements, such as a quantum random access memory.
The algorithm makes use of the quantum matrix inver-
sion protocol which, albeit intricate, its mathematical as-
sumptions are fulfilled by the kernel matrices originating
from Gaussian processes. In order to analyze the feasi-
bility of a real use of the algorithm, we implemented its
core routine, the quantum matrix inversion protocol, to
be run in both quantum simulators and real state-of-the-
art quantum processors. We observe that the accuracy of
the protocol sharply drops with noise, but even with cur-
rent, small quantum computers, high success rates can
be achieved.
Although promising, these experimental results do not
completely prove that the full protocol will be efficiently
implementable in near-term quantum technologies. Full
implementation in architectures with limited coherence
time and sparse connectivity, as well as a fully-coherent
variant of the training algorithm (which would have im-
portant applications in quantum simulations and quan-
tum control), are interesting avenues for future research.
Not only are commercial quantum computers prolif-
erating, but also the tools to program them, and, even
more importantly, the collection of high-level algorith-
mic primitives [52]. This enables machine learning re-
searchers to leverage quantum technologies without the
need of having an extensive background in quantum tech-
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FIG. 3. Probability of success of the swap test (i.e., the probability of the circuit result being the desired) after success in
the eigenvalue inversion subroutine, for different classical noisy simulations, and executions on the IBM and Rigetti quantum
processing units (rightmost bars). The noise models involve faulty gate operations—gate noise—and faulty readout errors—
measurement noise—, with different probabilities of failure. The algorithm is run 8192 times for each instance, after which
P (success) is computed.
nologies. Just as GPUs and efficient frameworks like
TensorFlow [53] and PyTorch [54] created an enormous
community researching and deploying deep learning, we
expect the same phenomenon will happen in the future
with quantum processing units and collections of quan-
tum algorithms.
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