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IGUSA’S p-ADIC LOCAL ZETA FUNCTION AND THE
MONODROMY CONJECTURE FOR NON-DEGENERATE
SURFACE SINGULARITIES
BART BORIES AND WILLEM VEYS
Abstract. In 2011 Lemahieu and Van Proeyen proved the Monodromy Con-
jecture for the local topological zeta function of a non-degenerate surface sin-
gularity. We start from their work and obtain the same result for Igusa’s
p-adic and the motivic zeta function. In the p-adic case, this is, for a poly-
nomial f ∈ Z[x, y, z] satisfying f(0, 0, 0) = 0 and non-degenerate with respect
to its Newton polyhedron, we show that every pole of the local p-adic zeta
function of f induces an eigenvalue of the local monodromy of f at some point
of f−1(0) ⊆ C3 close to the origin.
Essentially the entire paper is dedicated to proving that, for f as above,
certain candidate poles of Igusa’s p-adic zeta function of f , arising from so-
called B1-facets of the Newton polyhedron of f , are actually not poles. This
turns out to be much harder than in the topological setting. The combina-
torial proof is preceded by a study of the integral points in three-dimensional
fundamental parallelepipeds. Together with the work of Lemahieu and Van
Proeyen, this main result leads to the Monodromy Conjecture for the p-adic
and motivic zeta function of a non-degenerate surface singularity.
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0. Introduction
0.1. Igusa’s zeta function and the Monodromy Conjecture. For a prime
p, we denote by Qp the field of p-adic numbers and by Zp its subring of p-adic
integers. We denote by | · | the p-adic norm on Qp. Let n ∈ Z>0 and denote by
|dx| = |dx1∧· · ·∧dxn| the Haar measure on Q
n
p , so normalized that Z
n
p has measure
one.
Definition 0.1 (Igusa’s p-adic local zeta function). Let p be a prime number,
f(x) = f(x1, . . . , xn) a polynomial in Qp[x1, . . . , xn], and Φ a Schwartz–Bruhat
function on Qnp , i.e., a locally constant function Φ : Q
n
p → C with compact support.
Igusa’s p-adic local zeta function associated to f and Φ is defined as
Zf,Φ : {s ∈ C | ℜ(s) > 0} → C : s 7→
∫
Qnp
|f(x)|sΦ(x)|dx|.
4 BART BORIES AND WILLEM VEYS
We will mostly consider the case where Φ is the characteristic function of either
Znp or pZ
n
p = (pZp)
n. By Igusa’s p-adic zeta function Zf of f (without mentioning
Φ), we mean Zf,Φ, where Φ = χ(Z
n
p ) is the characteristic function of Z
n
p . By
the local Igusa zeta function Z0f of f , we mean Zf,Φ, where Φ = χ(pZ
n
p ) is the
characteristic function of pZnp .
Using resolution of singularities, Igusa [26] proved in 1974 that Zf,Φ is a rational
function in the variable t = p−s; more precisely, he shows that there exists a rational
function Z˜f,Φ ∈ Q(t), such that Zf,Φ(s) = Z˜f,Φ(p
−s) for all s ∈ C with ℜ(s) > 0.
Denoting the meromorphic continuation of Zf,Φ to the whole complex plane again
with Zf,Φ, he also obtains a set of candidate poles for Zf,Φ in terms of numerical
data associated to an embedded resolution of singularities of the locus f−1(0) ⊆ Qnp .
In 1984 Denef [11] proved the rationality of Zf,Φ in an entirely different way, using
p-adic cell decomposition.
For a prime number p and f(x) = f(x1, . . . , xn) ∈ Zp[x1, . . . , xn], Igusa’s zeta
function Zf is closely related to the numbers Nl of solutions in (Zp/p
lZp)
n of the
polynomial congruences f(x) ≡ 0 mod pl for l > 1. For instance, the poles of Zf
determine the behavior of the numbers Nl for l big enough.
The poles of Igusa’s zeta function are also the subject of the Monodromy Con-
jecture, formulated by Igusa in 1988. It predicts a remarkable connection between
the poles of Zf and the eigenvalues of the local monodromy of f . The conjecture
is motivated by analogous results for Archimedean local zeta functions (over R or
C instead of Qp) and—of course—by all known examples supporting it. If the
Monodromy Conjecture were true, it would explain why generally only few of the
candidate poles arising from an embedded resolution of singularities, are actually
poles.
Conjecture 0.2 (Monodromy Conjecture for Igusa’s p-adic zeta function overQp).
[27]. Let f(x1, . . . , xn) be a polynomial in Z[x1, . . . , xn]. For almost all
1 prime
numbers p, we have the following. If s0 is a pole of Igusa’s local zeta function Zf
of f , then e2πiℜ(s0) is an eigenvalue of the local monodromy operator acting on
some cohomology group of the Milnor fiber of f at some point of the hypersurface
f−1(0) ⊆ Cn.
There is a local version of this conjecture considering Igusa’s zeta function on
a small enough neighborhood of 0 ∈ Qnp and local monodromy only at points of
f−1(0) ⊆ Cn close to the origin.
Conjecture 0.3 (Local version of Conjecture 0.2). Let f(x1, . . . , xn) be a poly-
nomial in Z[x1, . . . , xn] with f(0) = 0. For almost all prime numbers p and for
k big enough, we have the following. If s0 is a pole of Zf,χ(pkZnp ), then e
2πiℜ(s0)
is an eigenvalue of the local monodromy of f at some point of the hypersurface
f−1(0) ⊆ Cn close to the origin.
There exists a stronger, related conjecture, also due to Igusa and also inspired
by the analogous theorem in the Archimedean case.
Conjecture 0.4. [27]. Let f(x1, . . . , xn) ∈ Z[x1, . . . , xn]. For almost all prime
numbers p, we have the following. If s0 is a pole of Zf , then ℜ(s0) is a root of the
Bernstein–Sato polynomial bf (s) of f .
1By ‘almost all’ we always mean ‘all, except finitely many’, unless expressly stated otherwise.
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There is a local version of this conjecture considering Zf,χ(pkZnp ) for k big enough
and the local Bernstein–Sato polynomial b0f (s) of f .
Malgrange [34] proved in 1983 that if f(x1, . . . , xn) ∈ C[x1, . . . , xn] and s0 is a
root of the Bernstein–Sato polynomial of f , then e2πis0 is a monodromy eigenvalue
of f . Therefore Conjecture 0.4 implies Conjecture 0.2.
The above conjectures were verified by Loeser for polynomials in two variables
[31] and for non-degenerate polynomials in several variables subject to extra non-
natural technical conditions (see [32] or Theorem 0.35). In higher dimension or in
a more general setting, there are various partial results, e.g., [3, 4, 6, 7, 22, 25, 29,
30, 32, 35, 41, 43, 45].
In [29] Lemahieu and Van Proeyen proved the Monodromy Conjecture for the
local topological zeta function (a kind of limit of Igusa zeta functions) of a non-
degenerate surface singularity. Hence they achieve the result of Loeser for the
topological zeta function in dimension three without the extra conditions. Very
recently Takeuchi [40] obtained some higher-dimensional analogues of [29], assuming
certain combinatorial restrictions.
0.2. Statement of the main theorem. The (first) goal of this paper is to obtain
the result of Lemahieu and Van Proeyen for the original local Igusa zeta func-
tion, i.e., to prove Conjecture 0.3 for a polynomial in three variables that is non-
degenerate over C and Fp with respect to its Newton polyhedron. Before formulat-
ing our theorem precisely, let us first define the Newton polyhedron of a polynomial
and the notion of non-degeneracy.
Definition 0.5 (Newton polyhedron). Let R be a ring. For ω = (ω1, . . . , ωn) ∈
Zn>0, we denote by x
ω the corresponding monomial xω11 · · ·x
ωn
n in R[x1, . . . , xn]. Let
f(x) = f(x1, . . . , xn) =
∑
ω∈Zn
>0
aωx
ω be a nonzero polynomial over R satisfying
f(0) = 0. Denote the support of f by supp(f) = {ω ∈ Zn>0 | aω 6= 0}. The Newton
polyhedron Γf of f is then defined as the convex hull in R
n
>0 of the set⋃
ω∈supp(f)
ω +Rn>0.
The global Newton polyhedron Γglf of f is defined as the convex hull of supp(f).
Clearly we have Γf = Γ
gl
f +R
n
>0.
Notation 0.6. Let f be as in Definition 0.5. For every face2 τ of the Newton
polyhedron Γf of f , we put
fτ (x) =
∑
ω∈τ
aωx
ω.
Definition 0.7 (Non-degenerate over C). Let f(x) = f(x1, . . . , xn) be a nonzero
polynomial in C[x1, . . . , xn] satisfying f(0) = 0. We say that f is non-degenerate
over C with respect to all the faces of its Newton polyhedron Γf , if for every
3 face
τ of Γf , the zero locus f
−1
τ (0) ⊆ C
n of fτ has no singularities in (C
×)n.
We say that f is non-degenerate over C with respect to all the compact faces of
its Newton polyhedron, if the same condition is satisfied, but only for the compact
faces τ of Γf .
2By a face of Γf we mean Γf itself or one of its proper faces, which are the intersections of Γf
with a supporting hyperplane. See, e.g., [38].
3Thus also for Γf .
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Definition 0.8 (Non-degenerate over Qp). Let f(x) = f(x1, . . . , xn) be a nonzero
polynomial in Qp[x1, . . . , xn] satisfying f(0) = 0. We say that f is non-degenerate
over Qp with respect to all the faces of its Newton polyhedron Γf , if for every
3 face
τ of Γf , the zero locus f
−1
τ (0) ⊆ Q
n
p of fτ has no singularities in (Q
×
p )
n.
We say that f is non-degenerate over Qp with respect to all the compact faces
of its Newton polyhedron, if we have the same condition, but only for the compact
faces τ of Γf .
Notation 0.9. For f ∈ Zp[x1, . . . , xn], we denote by f the polynomial over Fp,
obtained from f , by reducing each of its coefficients modulo pZp.
Definition 0.10 (Non-degenerate over Fp). Let f(x) = f(x1, . . . , xn) be a nonzero
polynomial in Zp[x1, . . . , xn] satisfying f(0) = 0. We say that f is non-degenerate
over Fp with respect to all the faces of its Newton polyhedron Γf , if for every
3
face τ of Γf , the zero locus of the polynomial fτ has no singularities in (F
×
p )
n, or,
equivalently, the system of polynomial congruences
fτ (x) ≡ 0 mod p,
∂fτ
∂xi
(x) ≡ 0 mod p; i = 1, . . . , n;
has no solutions in (Z×p )
n.
We say that f is non-degenerate over Fp with respect to all the compact faces of
its Newton polyhedron, if the same condition is satisfied, but only for the compact
faces τ of Γf .
Remarks 0.11. (i) Let f(x1, . . . , xn) ∈ Z[x1, . . . , xn] be a nonzero polynomial
satisfying f(0) = 0. Suppose that f is non-degenerate over C with respect
to all the (compact) faces of its Newton polyhedron Γf . Then f is non-
degenerate over Fp with respect to all the (compact) faces of Γf , for almost
all p. This is a consequence of the Weak Nullstellensatz.
(ii) The condition of non-degeneracy is a generic condition in the following
sense. Let Γ ⊆ Rn>0 be a Newton polyhedron. Then almost all
4 polyno-
mials f(x) ∈ C[x1, . . . , xn] with Γf = Γ are non-degenerate over C with
respect to all the faces of Γ. (The same is true if we replace C by Qp.)
We can now state our main theorem.
Theorem 0.12 (Monodromy Conjecture for Igusa’s p-adic local zeta function of a
non-degenerate surface singularity). Let f(x, y, z) ∈ Z[x, y, z] be a nonzero polyno-
mial in three variables satisfying f(0, 0, 0) = 0, and let U ⊆ C3 be a neighborhood of
the origin. Suppose that f is non-degenerate over C with respect to all the compact
faces of its Newton polyhedron, and let p be a prime number such that f is also
non-degenerate over Fp with respect to the same faces.
5 Suppose that s0 is a pole
of the local Igusa zeta function Z0f associated to f . Then e
2πiℜ(s0) is an eigenvalue
of the local monodromy of f at some point of f−1(0) ∩ U .
4By ‘almost all’ we mean the following. Let B be any bounded subset of Rn
>0 that contains
all vertices of Γ. Put N = #Zn ∩Γ∩B, and associate to every f(x) ∈ C[x1, . . . , xn] with Γf = Γ
and supp(f) ⊆ B an N -tuple containing its coefficients. Then the set of N -tuples corresponding
to a non-degenerate polynomial, is Zariski-dense in CN .
5By Remark 0.11(i) this is the case for almost all prime numbers p.
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Next we want to state two results of Denef and Hoornaert on Igusa’s zeta function
for non-degenerate polynomials. To do so, we need some notions that are closely
related to Newton polyhedra. We introduce them in the following subsection (see
also [5, 14, 15, 25]).
0.3. Preliminaries on Newton polyhedra. We gave the definition of a Newton
polyhedron in Definition 0.5. Now we introduce some related notions.
Definition 0.13 (m(k)). Let R be a ring, and let f(x) = f(x1, . . . , xn) be a
nonzero polynomial over R satisfying f(0) = 0. For k ∈ Rn>0, we define
m(k) = inf
x∈Γf
k · x,
where k · x denotes the scalar product of k and x.
The infimum in the definition above is actually a minimum, where the minimum
can as well be taken over the global Newton polyhedron Γglf of f , which is a compact
set, or even over the finite set supp(f).
Definition 0.14 (First meet locus). Let f be as in Definition 0.13 and k ∈ Rn>0.
We define the first meet locus of k as the set
F (k) = {x ∈ Γf | k · x = m(k)},
which is always a face of Γf .
Definition 0.15 (Primitive vector). A vector k ∈ Rn is called primitive if the
components of k are integers whose greatest common divisor is one.
Definition 0.16 (∆τ ). Let f be as in Definition 0.13. For a face τ of Γf , we call
∆τ = {k ∈ R
n
>0 | F (k) = τ}
the cone associated to τ . The ∆τ are the equivalence classes of the equivalence
relation ∼ on Rn>0, defined by
k ∼ k′ if and only if F (k) = F (k′).
The ‘cones’ ∆τ thus form a partition of R
n
>0:
{∆τ | τ is a face of Γf} = R
n
>0/ ∼ .
The ∆τ are in fact relatively open
6 convex cones7 with a very specific structure,
as stated in the following lemma.
Lemma 0.17 (Structure of the ∆τ ). [14, Lemma 2.6]. Let f be as in Defini-
tion 0.13. Let τ be a proper face of Γf and let τ1, . . . , τr be the facets
8 of Γf that
contain τ . Let v1, . . . , vr be the unique primitive vectors in Z
n
>0 \ {0} that are
perpendicular to τ1, . . . , τr, respectively. Then the cone ∆τ associated to τ is the
convex cone
∆τ = {λ1v1 + λ2v2 + · · ·+ λrvr | λj ∈ R>0},
and its dimension9 equals n− dim τ .
6A subset of Rn
>0 is called relatively open if it is open in its affine closure.
7A subset C of Rn is called a convex cone if it is a convex set and λx ∈ C for all x ∈ C and
all λ ∈ R>0.
8A facet is a face of codimension one.
9The dimension of a convex cone is the dimension of its affine hull.
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Definition 0.18 (Rational, simplicial, simple). For v1, . . . , vr ∈ R
n \ {0}, we call
∆ = cone(v1, . . . , vr) = {λ1v1 + λ2v2 + · · ·+ λrvr | λj ∈ R>0}
the cone strictly positively spanned by the vectors v1, . . . , vr. When the v1, . . . , vr
can be chosen from Zn, we call it a rational cone. If we can choose v1, . . . , vr
linearly independent over R, then ∆ is called a simplicial cone. If ∆ is rational and
v1, . . . , vr can be chosen from a Z-module basis of Z
n, we call ∆ a simple cone.
It follows from Lemma 0.17 that the topological closures ∆τ
10 of the cones ∆τ
form a fan11 of rational polyhedral cones12.
Remark 0.19. The function m from Definition 0.13 is linear on each ∆τ .
We state without proofs the following two lemmas (see, e.g., [14]).
Lemma 0.20 (Simplicial decomposition). Let ∆ be the cone strictly positively
spanned by the vectors v1, . . . , vr ∈ R
n
>0 \ {0}. Then there exists a finite partition
of ∆ into cones δi, such that each δi is strictly positively spanned by a R-linearly
independent subset of {v1, . . . , vr}. We call such a decomposition a simplicial de-
composition of ∆ without introducing new rays.
Lemma 0.21 (Simple decomposition). Let ∆ be a rational simplicial cone. Then
there exists a finite partition of ∆ into simple cones. (In general, such a decompo-
sition requires the introduction of new rays.)
Finally, we need the following notion, which is related to the notion of a simple
cone.
Definition 0.22 (Multiplicity). Let v1, . . . , vr be Q-linearly independent vectors
in Zn. The multiplicity of v1, . . . , vr, denoted by mult(v1, . . . , vr), is defined as the
index of the lattice Zv1+ · · ·+Zvr in the group of points with integral coordinates
in the subspace spanned by v1, . . . , vr of the Q-vector space Q
n.
If ∆ is the cone strictly positively spanned by v1, . . . , vr, then we define the
multiplicity of ∆ as the multiplicity of v1, . . . , vr, and we denote it by mult∆.
The following is well-known (see, e.g., [2, §5.3, Thm. 3.1]).
Proposition 0.23. Let v1, . . . , vr be Q-linearly independent vectors in Z
n. The
multiplicity of v1, . . . , vr equals the cardinality of the set
Zn ∩
{∑r
j=1
hjvj
∣∣∣ hj ∈ [0, 1) for j = 1, . . . , r} .
Remark 0.24. Let ∆ be as in Definition 0.22. Note that ∆ is simple if and only if
mult∆ = mult(v1, . . . , vr) = 1.
0.4. Theorems of Denef and Hoornaert.
Notation 0.25. For k = (k1, . . . , kn) ∈ R
n, we denote σ(k) = k1 + · · ·+ kn.
10We have ∆τ = {λ1v1 + λ2v2 + · · ·+ λrvr | λj ∈ R>0} = {k ∈ R
n
>0 | F (k) ⊇ τ}.
11A fan F is a finite set of rational polyhedral cones such that every face of a cone in F is
contained in F and the intersection of each two cones C and C′ in F is a face of both C and C′.
12A rational polyhedral cone is a closed convex cone, generated by a finite subset of Zn.
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Theorem 0.26. [12, 13].13 Let f(x1, . . . , xn) ∈ Qp[x1, . . . , xn] be a nonzero polyno-
mial with f(0, . . . , 0) = 0, and Φ a Schwartz–Bruhat function on Qnp . Let τ1, . . . , τr
be all the facets of Γf , and let v1, . . . , vr be the unique primitive vectors in Z
n
>0 \{0}
that are perpendicular to τ1, . . . , τr, respectively. Suppose that f is non-degenerate
over Qp with respect to all the compact faces of its Newton polyhedron, and suppose
that the support of Φ is contained in a small enough neighborhood of the origin. If
s0 is a pole of Zf,Φ, then
(1)
s0 = −1 +
2kπi
log p
for some k ∈ Z, or
s0 = −
σ(vj)
m(vj)
+
2kπi
m(vj) log p
for some j ∈ {1, . . . , r} with m(vj) 6= 0 and some k ∈ Z.
Essential in the proof of Theorem 0.12 is the following combinatorial formula for
Z0f for non-degenerate polynomials due to Denef and Hoornaert.
Theorem 0.27. [14, Thm. 4.2]. Let f(x) = f(x1, . . . , xn) be a nonzero polynomial
in Zp[x1, . . . , xn] satisfying f(0) = 0. Suppose that f is non-degenerate over Fp
with respect to all the compact faces of its Newton polyhedron Γf . Then the local
Igusa p-adic zeta function associated to f is the meromorphic complex function
(2) Z0f =
∑
τ compact
face of Γf
LτS(∆τ ),
with
Lτ : s 7→ Lτ (s) =
(
p− 1
p
)n
−
Nτ
pn−1
ps − 1
ps+1 − 1
,
Nτ = #
{
x ∈ (F×p )
n
∣∣ fτ (x) = 0} ,
and
S(∆τ ) : s 7→ S(∆τ )(s) =
∑
k∈Zn∩∆τ
p−σ(k)−m(k)s
for every compact face τ of Γf .
The S(∆τ ) can be calculated as follows. Choose a decomposition {δi}i∈I of the
cone ∆τ into simplicial cones δi without introducing new rays. Then clearly
(3) S(∆τ ) =
∑
i∈I
S(δi),
in which
S(δi) : s 7→ S(δi)(s) =
∑
k∈Zn∩δi
p−σ(k)−m(k)s.
Suppose that the cone δi is strictly positively spanned by the linearly independent
primitive vectors vj, j ∈ Ji, in Z
n
>0 \ {0}. Then we have
S(δi)(s) =
Σ(δi)(s)∏
j∈Ji
(pσ(vj)+m(vj)s − 1)
,
13The theorem was announced in [12] and a proof is written down in [13].
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with Σ(δi) the function
(4) Σ(δi) : s 7→ Σ(δi)(s) =
∑
h
pσ(h)+m(h)s,
where h runs through the elements of the set
H(vj)j∈Ji = Z
n ∩ ♦(vj)j∈Ji ,
with
♦(vj)j∈Ji =
{∑
j∈Ji
hjvj
∣∣∣ hj ∈ [0, 1) for all j ∈ Ji}
the fundamental parallelepiped spanned by the vectors vj, j ∈ Ji.
Remark 0.28. There exists a global version of this formula for Zf ; the condition is
that f is non-degenerate over Fp with respect to all the faces of its Newton polyhe-
dron, and the sum (2) should be taken over all the faces of Γf as well (including Γf
itself). In the few definitions that follow, we state everything for the local Igusa zeta
function Z0f , since this zeta function is the subject of our theorem. Nevertheless,
all notions and results have straightforward analogues for Zf (see [14]).
The formula for Z0f in the theorem confirms (under slightly different conditions)
the result of Denef that if s0 is a pole of Z
0
f , it must be one of the Numbers (1)
from Theorem 0.26. We call these numbers the candidate poles of Z0f .
0.5. Expected order and contributing faces.
Definition 0.29 (Expected order of a candidate pole). Let f be as in Theorem 0.27,
and suppose that s0 is a candidate pole of Z
0
f . We define the expected order of the
candidate pole s0 (as a pole of Z
0
f with respect to the formula in Theorem 0.27) as
(5) max{order of s0 as a pole of LτS(∆τ ) | τ face of Γf}.
Hereby we agree that the order of s0 as a pole of LτS(∆τ ) equals zero, if s0 is not
a pole of LτS(∆τ ). Note that if ℜ(s0) 6= −1, we may omit Lτ in (5).
Remark 0.30. Clearly the expected order of a candidate pole s0 of Z
0
f is an upper
bound for the actual order of s0 as a pole of Z
0
f .
Definition 0.31 (Contributing vector/face/cone). Let f be as in Theorem 0.27,
and suppose that s0 is a candidate pole of Z
0
f . We say that a primitive vector
v ∈ Zn>0 \ {0} contributes to s0 if p
σ(v)+m(v)s0 = 1, or, equivalently, if
s0 = −
σ(v)
m(v)
+
2kπi
m(v) log p
for some k ∈ Z. We say that a facet τ of Γf contributes to the candidate pole s0, if
the unique primitive vector v ∈ Zn>0 \{0} that is perpendicular to τ , contributes to
s0. More generally, a face of Γf is said to contribute to s0, if it is contained in one
or more contributing facets of Γf . Finally, we say that a cone δ = cone(v1, . . . , vr),
minimally14 strictly positively spanned by the primitive vectors v1, . . . , vr ∈ Z
n
>0 \
{0}, contributes to s0, if one or more of the vectors vj contribute to s0. Note that
in this way a face τ of Γf contributes to s0 if and only if its associated cone ∆τ
does so.
14By ‘minimally’ we mean that δ 6= cone(v1, . . . , vj−1, vj+1, . . . , vr) for all j ∈ {1, . . . , r}.
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Let f be as above, and suppose that s0 is a candidate pole of Z
0
f with ℜ(s0) 6= −1.
From Theorem 0.27 it should be clear that if we want to investigate whether s0
is actually a pole or not, we only need to consider the sum
∑
LτS(∆τ ) over the
contributing compact faces τ of Γf . Furthermore, if, for a contributing compact
face τ , in order to deal with S(∆τ ), we consider a simplicial subdivision {δi}i of
the cone ∆τ , we only need to take into account the terms of (3) corresponding to
the contributing simplicial cones in {δi}i, in order to decide whether s0 is a pole or
not.
Remark 0.32. Let f be as in Theorem 0.27. Let τ be a facet of Γf and s0 a candidate
pole of Z0f . One easily checks that if τ contributes to s0, then ℜ(s0) = −1/t0, where
(t0, . . . , t0) denotes the intersection point of the affine support aff τ of τ with the
diagonal {(t, . . . , t) | t ∈ R} ⊆ Rn of the first orthant (see also [14, Prop. 5.1]).
0.6. B1-facets and the structure of the proof of the main theorem. The
proof of Theorem 0.12 consists of three results, namely Theorem 0.34, Proposi-
tion 0.39, and Theorem 0.40, all stated below. The first two results have been
proved by Lemahieu and Van Proeyen in [29]; the last one is the subject of the
current paper; its proof covers Sections 1–8 (pp. 18–97). In order to state the
theorems, we have one last important notion to introduce: that of a B1-facet.
Definition 0.33 (B1-facet). LetR be a ring and n ∈ Z>2. Let f(x) = f(x1, . . . , xn)
be a nonzero polynomial over R satisfying f(0) = 0. We call a facet τ of Γf a B1-
simplex for a variable xi ∈ {x1, . . . , xn}, if τ is a simplex with n− 1 vertices in the
coordinate hyperplane {xi = 0} and one vertex in the hyperplane {xi = 1}. We
call a facet of Γf a B1-simplex, if it is a B1-simplex for some variable xi.
A facet τ of Γf is called non-compact for a variable xj ∈ {x1, . . . , xn}, if for
every point (x1, . . . , xn) ∈ τ , we have (x1, . . . , xj−1, xj + 1, xj+1, . . . , xn) ∈ τ . For
j ∈ {1, . . . , n}, we shall denote by πj the projection
πj : R
n → Rn−1 : (x1, . . . , xn) 7→ (x1, . . . , xj−1, xj+1, . . . , xn).
Suppose that n > 3. We call a facet τ of Γf a non-compact B1-facet for a variable
xi, if τ is non-compact for precisely one variable xj 6= xi and πj(τ) is a B1-simplex
in Rn−1 for the variable xi. A facet of Γf is called a non-compact B1-facet, if it is
a non-compact B1-facet for some variable xi.
Finally, we call a facet of Γf a B1-facet (or B1 for short) for a variable xi, if it
is either a B1-simplex for xi or a non-compact B1-facet for xi; we call it a B1-facet
when it is B1 for some variable xi.
The first step in the proof of Theorem 0.12 is the fact that ‘almost all’ candi-
date poles of Z0f induce monodromy eigenvalues; ‘almost all’ means all, except—
possibly—those that are only contributed by B1-facets.
Theorem 0.34 (On the candidate poles of Z0f contributed by non-B1-facets). Cfr.
[29, Theorem 10]. Let f and p be as in Theorem 0.12. Let s0 be a candidate pole of
Z0f and suppose that s0 is contributed by a facet of Γf that is not a B1-facet. Then
e2πiℜ(s0) is an eigenvalue of the local monodromy of f at some point of the surface
f−1(0) ⊆ C3 close to the origin.
The proof of the theorem above relies on Varchenko’s formula [42] for the zeta
function of monodromy of f (at the origin) in terms of the Newton polyhedron of f ,
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which in turn relies on A’Campo’s formula [1] for the same zeta function in terms
of an embedded resolution of singularities of f−1(0) ⊆ C3.
In this context, we would also like to mention the results of Denef–Sperber [21]
and Cluckers [8, 9] on exponential sums associated to non-degenerate polynomials.
Here one also obtains nice results when imposing certain conditions on the faces of
the Newton polyhedron that are similar to the one in the theorem above.
This is probably also a good place to state the result of Loeser on the Monodromy
Conjecture for non-degenerate singularities. Loeser proves (in general dimension)
a result similar to Theorem 0.34, imposing several, rather technical conditions on
the Newton polyhedron’s facets.
Theorem 0.35. [32]. Let f(x1, . . . , xn) ∈ C[x1, . . . , xn] be a nonzero polynomial
with f(0, . . . , 0) = 0. Suppose that f is non-degenerate over C with respect to all
the compact faces of its Newton polyhedron. Let τ0 be a compact facet of Γf , and let
τ1, . . . , τr be all the facets of Γf that are different, but not disjoint from τ0. Denote
by v0, v1, . . . , vr the unique primitive vectors in Z
n
>0 \ {0} that are perpendicular to
τ0, τ1, . . . , τr, respectively. Suppose that
(i)
σ(v0)
m(v0)
< 1 and that
(ii)
1
mult(v0, vj)
(
σ(vj)−
σ(v0)
m(v0)
m(vj)
)
6∈ Z for all j ∈ {1, . . . , r}.
Then −σ(v0)/m(v0) is a root of the local Bernstein–Sato polynomial b
0
f of f . Hereby
mult(v0, vj) denotes the multiplicity of v0 and vj (cfr. Definition 0.22).
By the result of Malgrange [34] we mentioned earlier, under the conditions of the
theorem, we also have that e−2πiσ(v0)/m(v0) is an eigenvalue of the local monodromy
of f at some point of f−1(0) ⊆ Cn close to the origin. Loeser proves that this
remains true if we replace Condition (i) by σ(v0)/m(v0) 6∈ Z.
Let us go back to Theorem 0.34 and the B1-facets. What can we say about the
candidate poles of Z0f that are exclusively contributed by B1-facets? In 1984 Denef
announced the following theorem (in general dimension) on candidate poles of Zf,Φ
that are contributed by a single B1-simplex.
Theorem 0.36. Cfr. [12, 20].15 Let f(x1, . . . , xn) ∈ Qp[x1, . . . , xn] be a non-
zero polynomial with f(0, . . . , 0) = 0, and Φ a Schwartz–Bruhat function on Qnp .
Suppose that f is non-degenerate over Qp with respect to all the compact faces of
its Newton polyhedron, and suppose that the support of Φ is contained in a small
enough neighborhood of the origin. Let τ0, τ1, . . . , τr be all the facets of Γf , and let
v0, v1, . . . , vr be the unique primitive vectors in Z
n
>0 \ {0} that are perpendicular to
τ0, τ1, . . . , τr, respectively. Suppose that τ0 is a B1-simplex, that σ(v0)/m(v0) 6= 1,
and that σ(v0)/m(v0) 6= σ(vj)/m(vj) for all j ∈ {1, . . . , r}. Then there is no pole
s0 of Zf,Φ with ℜ(s0) = −σ(v0)/m(v0).
We can restate Denef’s theorem as follows.
Theorem 0.37. Cfr. [12, 20]. Let f(x1, . . . , xn) ∈ Qp[x1, . . . , xn] be a nonzero
polynomial with f(0, . . . , 0) = 0, and Φ a Schwartz–Bruhat function on Qnp . Sup-
pose that f is non-degenerate over Qp with respect to all the compact faces of its
15The theorem was announced in [12] and a proof is sketched in the real case in [20]. This
proof is adaptable to the p-adic case, but except for dimension three, a complete detailed proof
has not been written down yet.
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Newton polyhedron, and suppose that the support of Φ is contained in a small enough
neighborhood of the origin. Let s0 6= −1 be a real candidate pole of Zf,Φ. Suppose
that exactly one facet of Γf contributes to s0 and that this facet is a B1-simplex.
Then there exists no pole of Zf,Φ with real part s0.
Denef noticed that one cannot expect this theorem to be generally true for can-
didate poles that are contributed by several B1-simplices. He gave the following
counterexample16 in dimension three. We will discuss the example in detail, as it
also illustrates Denef and Hoornaert’s formula.
Example 0.38 (Actual pole of Z0f only contributed by B1-facets). [Denef, 1984].
Let p > 3 be a prime number and consider f = x3 + xy + y2 + z2 ∈ Zp[x, y, z].
The Newton polyhedron Γf of f and the cones associated to its faces are drawn
in Figure 1. One checks that f is non-degenerate over Fp with respect to all the
compact faces of Γf (p 6= 2).
Table 1 gives an overview of the facets τj of Γf , their associated numerical data
(m(vj), σ(vj)), and their associated candidate poles of Z
0
f . Facets τ0 and τ1 are
B1-simplices, while τ2, τ3, τ4 lie in coordinate hyperplanes and hence do not yield
any candidate poles. Poles of Z0f are therefore among the numbers
sk = −
3
2
+
kπi
3 log p
, s′l = −1 +
2lπi
log p
; k, l ∈ Z.
The candidate poles sk with 3 ∤ k are only contributed by τ0 and have expected
order one, while the sk with 3 | k are contributed by τ0 and τ1; the latter have
expected order two since the contributing facets τ0 and τ1 share the edge [BD].
We will now calculate Z0f using Theorem 0.27 in order to find out which candidate
poles are actually poles. Table 2 provides an overview of Γf ’s compact faces and
their associated cones and all the data needed to fill in the theorem’s formula. The
numbers Nτ that appear in the Lτ (s) are listed in the third column. Hereby N0
and N1 represent the numbers
N0 = #
{
(x, z) ∈ (F×p )
2
∣∣ x3 + z2 = 0} and
N1 = #
{
(y, z) ∈ (F×p )
2
∣∣ y2 + z2 = 0} .
The S(∆τ )(s) can be calculated based on the data on the cones ∆τ in the
right-hand side of Table 2. We find that ∆τ is simplicial for every (compact) face
τ of Γf , except for τ = D. Those cones ∆τ , τ 6= D, are even simple, except
for ∆A,∆B ,∆[AB], whose corresponding fundamental parallelepipeds contain be-
sides the origin also the integral point (1, 2, 2) (see Table 1). In order to calculate
S(∆D)(s), we choose to decompose ∆D into the simplicial cones δ1, δ2, δ3 that
happen to be simple as well (see Table 2).
We now obtain Z0f as
Z0f (s) =
∑
τ compact
face of Γf
Lτ (s)S(∆τ )(s) =
(p− 1)(ps+3 − 1)
p3(ps+1 − 1)(p2s+3 − 1)
.
Note that Z0f (s) does not depend on N0 or N1. We conclude that the candidate
poles that are only contributed by a single B1-simplex are not poles. On the other
16Denef in fact showed that for f = xn + xy + ym + z2, the candidate pole −3/2 (which is
contributed by two B1-simplices) is an actual pole of Zf,Φ for n,m big enough.
14 BART BORIES AND WILLEM VEYS
x
y
z
A
(3, 0, 0)
B
(1, 1, 0)
C
(0, 2, 0)
D (0, 0, 2)
τ0
τ1
τ2
τ3
τ4
lx
ly
lz
(a) Newton polyhedron Γf of f = x
3 + xy + y2 + z2 and its faces
v4
v0
v2 v3
v1
∆lx
∆ly
∆lz
y,∆τ3
∆τ2 , x
∆A
∆B
∆C
δ1
δ2δ3
∆[CD]
∆τ1 ∆[BC] z,∆τ4 ∆[AB]
∆τ0
∆[BD]
∆[AD]
(b) Cones ∆τ associated to the faces τ of Γf
Figure 1. Combinatorial data associated to f = x3 + xy + y2 + z2
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Table 1. Numerical data associated to (1, 2, 2) and the facets of Γf
facet τ τ com- primitive vector
m(v) σ(v)
candidate poles of Z0f
of Γf pact? v ⊥ τ contributed by τ
τ0 yes v0(2, 4, 3) 6 9 −
3
2
+
kπi
3 log p
; k ∈ Z
τ1 yes v1(1, 1, 1) 2 3 −
3
2
+
kπi
log p
; k ∈ Z
τ2 no v2(1, 0, 0) 0 1 none
τ3 no v3(0, 1, 0) 0 1 none
τ4 no v4(0, 0, 1) 0 1 none
integral point h m(h) σ(h)
(1, 2, 2) 3 5
hand we find that the numbers s3k, despite being only contributed by B1-simplices,
are indeed poles, although their order is lower than expected.
In situations as in Example 0.38 that are not covered by Theorem 0.34, one needs
to prove that the pole in question induces a monodromy eigenvalue. This is done
by Lemahieu and Van Proeyen in the following proposition and forms the second
step in the proof of Theorem 0.12. Note that the two B1-simplices in the example
are B1 with respect to different variables.
Proposition 0.39. Cfr. [29, Theorem 15]. Let f and p be as in Theorem 0.12. Let
s0 be a candidate pole of Z
0
f and suppose that s0 is contributed by two B1-facets of
Γf that are not B1 for a same variable and that have an edge in common. Then
e2πiℜ(s0) is an eigenvalue of the local monodromy of f at some point of the surface
f−1(0) ⊆ C3 close to the origin.
The proof of the proposition again uses Varchenko’s formula and is part of the
proof of Theorem 15 in [29]. In this paper one considers the local topological zeta
function Ztop,0f instead of Z
0
f ; however, the candidate poles of Z
top,0
f are precisely
the real parts of the candidate poles of Z0f , and whenever a facet of Γf contributes
to a candidate pole s0 of Z
0
f , it contributes to the candidate pole ℜ(s0) of Z
top,0
f as
well; therefore Proposition 0.39 follows in the same way.
In order to conclude Theorem 0.12, we want to prove that the remaining candi-
date poles, i.e., candidate poles only contributed by B1-facets, but not satisfying the
conditions of Proposition 0.39, are actually not poles. The result is—under slightly
different conditions and in dimension three—an optimization of Theorem 0.37, par-
tially allowing the candidate pole s0 to be contributed by several B1-facets, includ-
ing non-compact ones. This is the final step of the proof.
Theorem 0.40 (On candidate poles of Z0f only contributed by B1-facets). Let
f(x, y, z) ∈ Zp[x, y, z] be a nonzero polynomial in three variables with f(0, 0, 0) = 0.
Suppose that f is non-degenerate over Fp with respect to all the compact faces of its
Newton polyhedron. Let s0 be a candidate pole of Z
0
f with ℜ(s0) 6= −1, and suppose
1
6
B
A
R
T
B
O
R
IE
S
A
N
D
W
IL
L
E
M
V
E
Y
S
Table 2. Data associated to the compact faces of Γf and their associated cones
face τ
fτ Nτ Lτ (s)
cone dim primitive mult
S(∆τ )(s), S(δi)(s)of Γf ∆τ , δi ∆τ , δi generators ∆τ , δi
A x3 0
(
p−1
p
)3
∆A 3 v0, v3, v4 2
1+p3s+5
(p6s+9−1)(p−1)2
B xy 0
(
p−1
p
)3
∆B 3 v0, v1, v4 2
1+p3s+5
(p6s+9−1)(p2s+3−1)(p−1)
C y2 0
(
p−1
p
)3
∆C 3 v1, v2, v4 1
1
(p2s+3−1)(p−1)2
δ1 3 v0, v1, v3 1
1
(p6s+9−1)(p2s+3−1)(p−1)
δ2 2 v1, v3 1
1
(p2s+3−1)(p−1)
δ3 3 v1, v2, v3 1
1
(p2s+3−1)(p−1)2
D z2 0
(
p−1
p
)3
∆D 3 v0, v1, v2, v3 –
p6s+10−1
(p6s+9−1)(p2s+3−1)(p−1)2
[AB] x3 + xy (p− 1)2
(
p−1
p
)3
−
(
p−1
p
)2 ps−1
ps+1−1 ∆[AB] 2 v0, v4 2
1+p3s+5
(p6s+9−1)(p−1)
[BC] xy + y2 (p− 1)2
(
p−1
p
)3
−
(
p−1
p
)2 ps−1
ps+1−1 ∆[BC] 2 v1, v4 1
1
(p2s+3−1)(p−1)
[AD] x3 + z2 (p− 1)N0
(
p−1
p
)3
− (p−1)N0p2
ps−1
ps+1−1 ∆[AD] 2 v0, v3 1
1
(p6s+9−1)(p−1)
[BD] xy + z2 (p− 1)2
(
p−1
p
)3
−
(
p−1
p
)2 ps−1
ps+1−1 ∆[BD] 2 v0, v1 1
1
(p6s+9−1)(p2s+3−1)
[CD] y2 + z2 (p− 1)N1
(
p−1
p
)3
− (p−1)N1p2
ps−1
ps+1−1 ∆[CD] 2 v1, v2 1
1
(p2s+3−1)(p−1)
τ0 x
3 + xy + z2 (p− 1)2 −N0
(
p−1
p
)3
− (p−1)
2−N0
p2
ps−1
ps+1−1 ∆τ0 1 v0 1
1
p6s+9−1
τ1 xy + y
2 + z2 (p− 1)2 −N1
(
p−1
p
)3
− (p−1)
2−N1
p2
ps−1
ps+1−1 ∆τ1 1 v1 1
1
p2s+3−1
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that s0 is only contributed by B1-facets of Γf . Assume also that for any pair of
contributing B1-facets, we have that
- either they are B1-facets for a same variable,
- or they have at most one point in common.
Then s0 is not a pole of Z
0
f .
This is the key theorem of the paper that we will prove in the next eight sections.
The theorem has been proved for the local topological zeta function by Lemahieu
and Van Proeyen [29, Proposition 14]. In our proof we will consider the same
seven cases as they did, distinguishing all possible configurations of contributing
B1-facets. The idea is to calculate in every case the residue(s) of Z
0
f in the can-
didate pole in question s0, based on Denef and Hoornaert’s formula for Z
0
f for
non-degenerate f (Theorem 0.27).
The main difficulty in comparison with the topological zeta function approach
lies in the calculation of Σ(δ)(s0) and Σ(δ)
′(s0) for different simplicial cones δ
(see Equation (4) in Theorem 0.27). Where for the topological zeta function it is
sufficient to consider the multiplicity of a cone, for the p-adic zeta function one
has to sum over the lattice points that yield this multiplicity. Lemahieu and Van
Proeyen used a computer algebra package to manipulate the rational expressions
they obtained for the topological zeta function and so achieved their result; in the
p-adic case this approach is no longer possible.
In order to deal with the aforementioned sums, we study in Section 1 the integral
points in a three-dimensional fundamental parallelepiped. The aim is to achieve an
explicit description of the points that we can use in the rest of the proof to calculate
the sums Σ(δ)(s0) and Σ(δ)
′(s0) over those points. These calculations often lead to
polynomial expressions with floor or ceil functions in the exponents; dealing with
them forms the second main difficulty of the proof. A third complication is due
to the existence of imaginary candidate poles; their residues are usually harder to
calculate than those of their real colleagues.
Remark 0.41. Although everything in this paper is formulated for Qp, the results
can be generalized in a straightforward way to arbitrary p-adic fields. The reason
is that Denef and Hoornaert’s formula for Igusa’s zeta function has a very similar
form over finite field extensions of Qp.
0.7. Overview of the paper. As mentioned before, Section 1 contains an elabo-
rate study of the integral points in three-dimensional fundamental parallelepipeds.
Sections 2–8 cover the proof of Theorem 0.40; every section treats one possible
configuration of B1-facets contributing to a same candidate pole.
In Section 9 we verify the analogue of Theorem 0.40 for Igusa’s zeta function
of a polynomial f(x1, . . . , xn) ∈ Zp[x1, . . . , xn] and a non-trivial character of Z
×
p .
This leads to the Monodromy Conjecture in this case as well.
In Section 10 we state and prove the motivic version of our main theorem; i.e., we
obtain the motivic Monodromy Conjecture for a non-degenerate surface singularity.
This section also contains a detailed proof of the motivic analogue of Denef and
Hoornaert’s formula. Our objective is to obtain a formula for the motivic zeta
function as an element in the ring MC[[T ]], as it is defined, rather than as an
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element in some localization of MC[[T ]].
17 This explains the technicality of the
formula and its proof.
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1. On the integral points in a three-dimensional fundamental
parallelepiped spanned by primitive vectors
1.0. Introduction. We recall some basic definitions and results.
Definition 1.1 (Primitive vector). A vector w = (a1, . . . , an) ∈ Z
n is called prim-
itive if gcd(a1, . . . , an) = 1.
Definition 1.2 (Fundamental parallelepiped). Let w1, . . . , wt be R-linear indepen-
dent primitive vectors in Zn>0. We call the set
♦(w1, . . . , wt) =
{∑t
j=1
hjwj
∣∣∣ hj ∈ [0, 1); j = 1, . . . , t} ⊆ Rn>0
the fundamental parallelepiped spanned by the vectors w1, . . . , wt.
Definition 1.3 (Multiplicity). The number of integral points (i.e., points with
integer coordinates) in a fundamental parallelepiped ♦(w1, . . . , wt) is called the
multiplicity of the fundamental parallelepiped. We denote it by
mult♦(w1, . . . , wt) = # (Z
n ∩ ♦(w1, . . . , wt)) .
The following result is well-known (see, e.g., [2, §5.3, Thm. 3.1]).
Proposition 1.4. Let w1, . . . , wt be R-linear independent primitive vectors in Z
n
>0.
The multiplicity of the fundamental parallelepiped ♦(w1, . . . , wt) equals the greatest
common divisor of the absolute values of the determinants of all (t× t)-submatrices
of the (t× n)-matrix whose rows contain the coordinates of w1, . . . , wt.
Notation 1.5. We will denote the determinant of a square, real matrix M = (aij)ij
by detM = |aij |ij and its absolute value by |detM | = ‖aij‖ij .
For the rest of this section, we fix three linearly independent primitive vectors
w1, w2, w3 ∈ Z
3
>0 and denote their coordinates by
w1(a1, b1, c1), w2(a2, b2, c2), and w3(a3, b3, c3).
We also fix notations for the following sets and their cardinalities (cfr. Figure 2):
H = Z3 ∩ ♦(w1, w2, w3), µ = #H = mult♦(w1, w2, w3),
H1 = Z
3 ∩ ♦(w2, w3) ⊆ H, µ1 = #H1 = mult♦(w2, w3),
H2 = Z
3 ∩ ♦(w1, w3) ⊆ H, µ2 = #H2 = mult♦(w1, w3),
H3 = Z
3 ∩ ♦(w1, w2) ⊆ H, µ3 = #H3 = mult♦(w1, w2).
17The ringMC denotes the localization of the Grothendieck ring of complex algebraic varieties
with respect to the class of the affine line, while T is a formal indeterminate.
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x y
z
H1
H2
H3
H
w1
w2
w3
Figure 2. A fundamental parallelepiped spanned by three prim-
itive vectors in Z3>0. The sets H,H1, H2, H3 denote the intersec-
tions of the respective fundamental parallelepipeds with Z3.
Throughout this section we consider the matrix
M =
a1 b1 c1a2 b2 c2
a3 b3 c3
 ∈ Z3×3>0
and its minors
M11 =
(
b2 c2
b3 c3
)
, M12 =
(
a2 c2
a3 c3
)
, M13 =
(
a2 b2
a3 b3
)
,
M21 =
(
b1 c1
b3 c3
)
, M22 =
(
a1 c1
a3 c3
)
, M23 =
(
a1 b1
a3 b3
)
,
M31 =
(
b1 c1
b2 c2
)
, M32 =
(
a1 c1
a2 c2
)
, M33 =
(
a1 b1
a2 b2
)
.
Let us denote d = detM and dij = detMij ; i, j = 1, 2, 3. The matrix
adjM =
 d11 −d21 d31−d12 d22 −d32
d13 −d23 d33
 = ((−1)i+jdij)Tij
is called the adjugate matrix of M and has the important property that
(adjM)M =M(adjM) = dI,
with I the (3× 3)-identity matrix. According to Proposition 1.4, we have
µ = #H = |d|,
µ1 = #H1 = gcd(|d11|, |d12|, |d13|),
µ2 = #H2 = gcd(|d21|, |d22|, |d23|),
µ3 = #H3 = gcd(|d31|, |d32|, |d33|).
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Note that every h ∈ H can be written in a unique way as
h = h1w1 + h2w2 + h3w3
with hj ∈ [0, 1); j = 1, 2, 3. We shall always denote the coordinates of a point
h ∈ H with respect to the basis (w1, w2, w3) of R
3 over R, by (h1, h2, h3).
Notation 1.6. Let a ∈ R. We denote by ⌊a⌋ the largest integer not greater than a
(integer part of a) and by ⌈a⌉ the smallest integer not less than a. The fractional
part of a will be denoted by {a} = a−⌊a⌋ ∈ [0, 1). By generalization, we shall denote
for any b ∈ R>0 by {a}b the unique element {a}b ∈ [0, b) such that a− {a}b ∈ bZ.
Note that
{a}b = b
{a
b
}
.
The aim of this section is to prove the following theorem.
Theorem 1.7. (i) The multiplicities µ1, µ2, µ3 all divide µ;
(ii) we have even more: for all distinct i, j ∈ {1, 2, 3} it holds that µiµj | µ.
(iii) For every h ∈ H1 the coordinates h2, h3 of h belong to the set{
0,
1
µ1
,
2
µ1
, . . . ,
µ1 − 1
µ1
}
,
and every element of the above set is the w2-coordinate (w3-coordinate) of
exactly one point h ∈ H1; i.e.,
{h2 | h ∈ H1} = {h3 | h ∈ H1} =
{
0,
1
µ1
,
2
µ1
, . . . ,
µ1 − 1
µ1
}
.
Moreover, there exists a unique ξ1 ∈ {0, . . . , µ1 − 1} with ξ1 + µ1Z a
generator of the additive group Z/µ1Z (i.e., with gcd(ξ1, µ1) = 1), such
that all µ1 points of H1 are given by
i
µ1
w2 +
{
iξ1
µ1
}
w3; i = 0, . . . , µ1 − 1.
Of course, we have analogous results for H2 and H3.
(iv) For every h ∈ H the coordinate h1 of h belongs to the set{
0,
µ1
µ
,
2µ1
µ
, . . . ,
µ− µ1
µ
}
.
Moreover, every possible coordinate lµ1/µ, l ∈ {0, . . . , µ/µ1 − 1}, occurs
precisely µ1 times. (The set H indeed contains µ1(µ/µ1) = µ points.)
We have of course analogous results for the coordinates h2 and h3 of
the points h ∈ H.
(v) By (ii) we can write µ = µ1µ2ϕ3 with ϕ3 ∈ Z>0. It then holds that
gcd(µ1, µ2) | µ3 | gcd(µ1, µ2)ϕ3.
As a consequence we have that gcd(µ1, µ2, µ3) = gcd(µ1, µ2). (The same
result holds, of course, as well for the other two combinations of two out
of three multiplicities µj.)
(vi) We give an explicit description of the µ points of H.
(vii) Finally, we explain how the numbers ξ1, ξ2, ξ3 (mentioned above), and
η, η′, l0 (defined later on) that appear in the several descriptions of points
of H, can be calculated from the coordinates of w1, w2, w3.
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1.1. A group structure on H.
Notation 1.8. For any h ∈ R3 we denote by {h} its reduction modulo Zw1 +
Zw2 + Zw3; i.e., {h} denotes the unique element {h} ∈ ♦(w1, w2, w3) such that
h − {h} ∈ Zw1 + Zw2 + Zw3. If we write h as h = h1w1 + h2w2 + h3w3 with
h1, h2, h3 ∈ R, we have that
{h} = {h1}w1 + {h2}w2 + {h3}w3.
We can make H into a group by considering addition modulo Zw1+Zw2+Zw3
as a group law:
{·+ ·} : H ×H → H : (h, h′) 7→ {h+ h′}.
The operation {·+ ·} makes H into a finite abelian group of order µ. It is easy to
verify that the subsets H1, H2, H3 of H are in fact subgroups.
Consider the abelian group Z3,+ and its subgroups
Λ = Zw1 + Zw2 + Zw3, Λ1 = Zw2 + Zw3,
Λ2 = Zw1 + Zw3, Λ3 = Zw1 + Zw2,
generated by {w1, w2, w3}, {w2, w3}, {w1, w3}, and {w1, w2}, respectively. It then
holds that
(6)
H ∼=
Z3
Λ
, H1 ∼=
Z3 ∩ (Rw2 +Rw3)
Λ1
,
H2 ∼=
Z3 ∩ (Rw1 +Rw3)
Λ2
, H3 ∼=
Z3 ∩ (Rw1 +Rw2)
Λ3
.
1.2. Divisibility among the multiplicities µ, µ1, µ2, µ3. Since H1, H2, H3 form
subgroups of H, their orders divide the order of H: µ1, µ2, µ3 | µ (Theorem 1.7(i)).
Consider the subgroups H1, H2 of H. The subgroup H1 ∩H2 precisely contains
the integral points in the fundamental parallelepiped
♦(w3) = {h3w3 | h3 ∈ [0, 1)}.
Hence since w3 is primitive, H1∩H2 is the trivial group (this can also be seen from
the isomorphisms (6)). It follows that H1 +H2 ∼= H1 ⊕H2 and thus
|H1 +H2| = |H1 ⊕H2| = |H1||H2| = µ1µ2.
The fact that H1 + H2 is a subgroup of H now easily implies that µ1µ2 | µ.
Analogously, we find that µ1µ3, µ2µ3 | µ. This proves Theorem 1.7(ii).
From now on, we shall write
µ = µ1µ2ϕ3 = µ1µ3ϕ2 = µ2µ3ϕ1
with ϕ1, ϕ2, ϕ3 ∈ Z>0.
1.3. On the µ1 points of H1. Let h ∈ H1 = Z
3 ∩ ♦(w2, w3) and write
h = h2w2 + h3w3
with h2, h3 ∈ [0, 1). Because |H1| = µ1, the µ1-th multiple of h in H must equal
the identity element:
{µ1h} = {µ1h2}w2 + {µ1h3}w3 = (0, 0, 0);
i.e., {µ1h2} = {µ1h3} = 0, and thus h2, h3 ∈ (1/µ1)Z.
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3/5
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w2 + w3
Rw2 +Rw3
♦(w2, w3
)
Figure 3. Example of a fundamental parallelepiped ♦(w2, w3)
spanned by two primitive vectors w2 and w3 in Z
3
>0. The dots
represent the integral points in the plane Rw2 + Rw3; the solid
dots are the integral points inside the fundamental parallelepiped
and make up H1. Observe the coordinates (h2, h3) of the points
h ∈ H1 with respect to the basis (w2, w3). In this example the
multiplicity µ1 of ♦(w2, w3) equals 5 and ξ1 = 2.
Since h2, h3 ∈ (1/µ1)Z and 0 6 h2, h3 < 1, the only possible values for h2, h3 are
0,
1
µ1
,
2
µ1
, . . . ,
µ1 − 1
µ1
.
Moreover, since w2, w3 are primitive, every i/µ1, i ∈ {0, . . . , µ1 − 1}, is the w2-
coordinate (w3-coordinate) of at most, and therefore exactly, one point h ∈ H1:
{h2 | h ∈ H1} = {h3 | h ∈ H1} =
{
0,
1
µ1
,
2
µ1
, . . . ,
µ1 − 1
µ1
}
.
So there exists a unique ξ1 ∈ {0, . . . , µ1 − 1} such that
(7) h∗ =
1
µ1
w2 +
ξ1
µ1
w3 ∈ H1.
Consider the cyclic subgroup 〈h∗〉 ⊆ H1 generated by h
∗. This subgroup contains
the µ1 distinct elements
{ih∗} =
i
µ1
w2 +
{
iξ1
µ1
}
w3; i = 0, . . . , µ1 − 1;
of H1, and therefore equals H1. Figure 3 illustrates the situation. This gives us
a complete18 description of the points of H1. Besides, since h3 = {iξ1/µ1} runs
through {0, 1/µ1, . . . , (µ1−1)/µ1} when i runs through {0, . . . , µ1−1}, we have that
ξ1 + µ1Z generates Z/µ1Z,+ and therefore gcd(ξ1, µ1) = 1. Obviously, analogous
results hold for H2 and H3, concluding Theorem 1.7(iii).
18In Paragraph 1.7.1 we explain how to obtain ξ1 from the coordinates of w2 and w3.
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1.4. On the w1-coordinates of the points of H. Let h ∈ H and write
(8) h = h1w1 + h2w2 + h3w3
with h1, h2, h3 ∈ [0, 1). Because |H| = µ, it holds that
{µh} = {µh1}w1 + {µh2}w2 + {µh3}w3 = (0, 0, 0),
and therefore
h1, h2, h3 ∈
{
0,
1
µ
,
2
µ
, . . . ,
µ− 1
µ
}
.
Let us study the w1-coordinates of the µ points of H in more detail. Note
that the µ/µ1 cosets of the subgroup H1 of H form the equivalence classes of the
equivalence relation ∼ on H defined by
h ∼ h′ if and only if h1 = h
′
1;
i.e., H/H1 = H/ ∼ as sets. This implies that there are µ/µ1 possible values for the
w1-coordinate of a point of H, and since every coset of H1 contains µ1 elements,
every possible w1-coordinate occurs precisely µ1 times.
Moreover, the classes modulo Z of the possible w1-coordinates form a subgroup
of (1/µ)Z/Z, isomorphic to H/H1. The possible values for the coordinates h1 of
the points h ∈ H are therefore
0,
µ1
µ
,
2µ1
µ
, . . . ,
µ− µ1
µ
,
and every lµ1/µ, l ∈ {0, . . . , µ/µ1 − 1}, is the w1-coordinate of exactly µ1 points
of H. Again, there are similar results for the other two coordinates h2 and h3. We
conclude Theorem 1.7(iv).
1.5. More divisibility relations.
Notation 1.9. For the remaining of this section, we will use the following notations:
γ = gcd(µ1, µ2) and λ = lcm(µ1, µ2) =
µ1µ2
γ
.
We will denote as well µ′1 = µ1/γ and µ
′
2 = µ2/γ.
Recall that
µ = µ1µ2ϕ3 = µ1µ3ϕ2 = µ2µ3ϕ1.
It follows that µ1µ3, µ2µ3 | µ1µ2ϕ3. Hence µ3 | µ1ϕ3, µ2ϕ3 and thus µ3 | γϕ3.
We already know that the subgroup H1 + H2 of H is isomorphic to the direct
sum H1 ⊕ H2 of H1 and H2 and therefore contains µ1µ2 elements. We can write
down the µ1µ2 points of H1 +H2 explicitly.
The µ1 points of H1 are given by{
iξ′1
µ1
}
w2 +
i
µ1
w3; i = 0, . . . , µ1 − 1;
for some uniquely determined ξ′1 ∈ {0, . . . , µ1 − 1} with gcd(ξ
′
1, µ1) = 1. We prefer
this representation (with ξ′1 instead of ξ1) of the points of H1 to the one on p. 22
(Equation (7)), because this one is more convenient for what follows.
In the same way, we can list the points of H2 as{
jξ′2
µ2
}
w1 +
j
µ2
w3; j = 0, . . . , µ2 − 1;
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for some uniquely determined ξ′2 ∈ {0, . . . , µ2 − 1} with gcd(ξ
′
2, µ2) = 1. Conse-
quently, H1 +H2 consists of the following µ1µ2 points:
(9)
{
jξ′2
µ2
}
w1 +
{
iξ′1
µ1
}
w2 +
{
jµ1 + iµ2
µ1µ2
}
w3;
i = 0, . . . , µ1 − 1; j = 0, . . . , µ2 − 1.
Let us take a look at the w3-coordinates of the above points. We see that for
each h ∈ H1+H2, the w3-coordinate h3 is a multiple of γ/µ1µ2. Indeed, for all i, j
it holds that γ = gcd(µ1, µ2) | jµ1 + iµ2. Moreover, γ/µ1µ2 and all of its multiples
in [0, 1) are the w3-coordinate of some point in H1 +H2. Indeed, if we write γ as
γ = α1µ1 + α2µ2 with α1, α2 ∈ Z, we have that
γ
µ1µ2
=
{
jµ1 + iµ2
µ1µ2
}
for j = {α1}µ2 and i = {α2}µ1 . It follows that
{h3 | h ∈ H1 +H2}
=
{{
jµ1 + iµ2
µ1µ2
} ∣∣∣∣ i ∈ {0, . . . , µ1 − 1}, j ∈ {0, . . . , µ2 − 1}}
=
{
0,
γ
µ1µ2
,
2γ
µ1µ2
, . . . ,
µ1µ2 − γ
µ1µ2
}
=
{
0,
1
λ
,
2
λ
, . . . ,
λ− 1
λ
}
.
As we know, every multiple of µ3/µ in [0, 1) is the w3-coordinate of some point
in H. Choose h∗ ∈ H with h∗3 = µ3/µ, and consider the coset h
∗ + (H1 +H2) of
H1 +H2 in the quotient group H/(H1 +H2). Since∣∣∣∣ HH1 +H2
∣∣∣∣ = |H||H1 +H2| = µµ1µ2 = ϕ3,
it holds that{
ϕ3
(
h∗ + (H1 +H2)
)}
= {ϕ3h
∗}+ (H1 +H2) = H1 +H2,
and thus {ϕ3h
∗} ∈ H1 +H2.
The w3-coordinate
{ϕ3h
∗
3} =
{
ϕ3µ3
µ
}
=
{
µ3
µ1µ2
}
of {ϕ3h
∗} therefore must equal{
µ3
µ1µ2
}
=
{
jµ1 + iµ2
µ1µ2
}
for some i ∈ {0, . . . , µ1 − 1} and some j ∈ {0, . . . , µ2 − 1}. It follows that µ3 is a
Z-linear combination of µ1 and µ2; hence γ | µ3.
Next, we will count the number of points in (H1 + H2) ∩ H3. Based on the
explicit description (9) of the µ1µ2 points of H1 + H2, we have to examine for
which (i, j) ∈ {0, . . . , µ1 − 1} × {0, . . . , µ2 − 1} it holds that
h3 =
{
jµ1 + iµ2
µ1µ2
}
= 0.
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Since
0 6
jµ1 + iµ2
µ1µ2
< 2,
we have that h3 = 0 if and only if i = j = 0 or
(10) jµ1 + iµ2 = µ1µ2.
For this last equality to hold, it is necessary that µ2 | jµ1 and µ1 | iµ2, which
is equivalent to19 λ | jµ1, iµ2, and even to µ
′
2 | j and µ
′
1 | i. In other words,
Equality (10) implies that
j =
gµ2
γ
and i =
g′µ1
γ
for certain g, g′ ∈ {0, . . . , γ − 1} and is therefore equivalent to
j =
gµ2
γ
and i =
(γ − g)µ1
γ
for some g ∈ {1, . . . , γ − 1}.
We can conclude that (H1+H2)∩H3 contains precisely γ = gcd(µ1, µ2) points,
and they are given by
h =
{
gξ′2
γ
}
w1 +
{
(γ − g)ξ′1
γ
}
w2; g = 0, . . . , γ − 1.
Because ξ′2+µ2Z and ξ
′
1+µ1Z generate Z/µ2Z and Z/µ1Z, respectively, and γ |
µ1, µ2, it follows that ξ
′
1+γZ and ξ
′
2+γZ are both generators of Z/γZ. (Moreover,
the map g 7→ {γ − g}γ is a permutation of {0, . . . , γ − 1}.) The coordinates
h1(g) =
{
gξ′2
γ
}
and h2(g) =
{
(γ − g)ξ′1
γ
}
therefore both run through all the elements of{
0,
1
γ
,
2
γ
, . . . ,
γ − 1
γ
}
when g runs through {0, . . . , γ − 1}. (Hence the maps g 7→ h1(g) and g 7→ h2(g)
from {0, . . . , γ − 1} to {0, 1/γ, . . . , (γ − 1)/γ} are both bijections.)
This leads to the existence of a unique ξγ ∈ {0, . . . , γ − 1}, coprime to γ, such
that the elements of (H1 +H2) ∩H3 can be represented as
(11)
g
γ
w1 +
{
gξγ
γ
}
w2; g = 0, . . . , γ − 1.
Hence (H1+H2)∩H3 is the cyclic subgroup of H generated by (1/γ)w1+(ξγ/γ)w2.
Remark 1.10. The number ξγ appearing in (11) is determined by the equality
ξγ + γZ = −(ξ
′
2 + γZ)
−1(ξ′1 + γZ)
in the ring Z/γZ,+, ·. Furthermore, we have that ξγ = {ξ3}γ , with ξ3 the unique
element of {0, . . . , µ3 − 1} such that
1
µ3
w1 +
ξ3
µ3
w2 ∈ H3.
19Cfr. Notation 1.9.
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Remark 1.11. From γ = gcd(µ1, µ2) | µ3, we see that in fact
γ = gcd(µ1, µ2, µ3) = gcd(|dij |)i,j=1,2,3,
and by symmetry, γ = gcd(µ1, µ2) = gcd(µ1, µ3) = gcd(µ2, µ3).
The quotient group
(12)
H1 +H2
(H1 +H2) ∩H3
of order µ1µ2/γ = λ partitions H1 +H2 based on the w3-coordinates of its points,
and
{h3 + Z | h ∈ H1 +H2},+
therefore is the unique subgroup of R/Z,+ of order λ. The set of w3-coordinates
of points of H1 + H2 is thus {0, 1/λ, . . . , (λ − 1)/λ} (we already knew that), and
since every coset of (H1 +H2) ∩H3 counts γ points, every l/λ, l ∈ {0, . . . , λ− 1},
is the w3-coordinate of precisely γ points in H1 + H2. This ends the proof of
Theorem 1.7(v).
1.6. Explicit description of the points of H. We shall write the µ1 points of
H1 and the µ2 points of H2 as
h(i, 0, 0) =
i
µ1
w2 +
{
iξ1
µ1
}
w3; i = 0, . . . , µ1 − 1;
and
h(0, j, 0) =
j
µ2
w1 +
{
jξ2
µ2
}
w3; j = 0, . . . , µ2 − 1;
respectively. The µ1µ2 points of H1 +H2 are then given by
h(i, j, 0) =
j
µ2
w1 +
i
µ1
w2 +
{
iξ1µ2 + jξ2µ1
µ1µ2
}
w3;
i = 0, . . . , µ1 − 1; j = 0, . . . , µ2 − 1.
The w3-coordinate h3(i, j, 0) of h(i, j, 0) can also be written as
h3(i, j, 0) =
{
iξ1µ2 + jξ2µ1
µ1µ2
}
=
l(i, j, 0)γ
µ1µ2
=
l(i, j, 0)
λ
,
with
l(i, j, 0) =
{iξ1µ2 + jξ2µ1}µ1µ2
γ
=
{
iξ1µ2 + jξ2µ1
γ
}
λ
= {iξ1µ
′
2 + jξ2µ
′
1}λ ∈ {0, . . . , λ− 1}
for all i, j. This results in
h(i, j, 0) =
j
µ2
w1 +
i
µ1
w2 +
l(i, j, 0)
λ
w3; i = 0, . . . , µ1 − 1; j = 0, . . . , µ2 − 1;
whereby l(i, j, 0) runs exactly γ times through all the elements of {0, . . . , λ − 1}
when i and j run through {0, . . . , µ1 − 1} and {0, . . . , µ2 − 1}, respectively.
Because H is the disjoint union of the ϕ3 cosets of H1+H2 in H, we can describe
all elements of H by choosing representatives h(0, 0, k); k = 0, . . . , ϕ3 − 1; one for
each coset, and then view H as the set
H = H1 +H2 + {h(0, 0, 1), . . . , h(0, 0, ϕ3 − 1)}.
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We know that every h ∈ H has a w1-coordinate h1 of the form h1 = tµ1/µ for
some t ∈ {0, . . . , µ/µ1 − 1}, i.e., of the form
h1 =
jϕ3 + k
µ2ϕ3
for some j ∈ {0, . . . , µ2 − 1} and some k ∈ {0, . . . , ϕ3 − 1}, and that every such
number (jϕ3 + k)/µ2ϕ3 is the w1-coordinate of precisely µ1 points of H. In this
way, we can associate to each h ∈ H a number k = {µ2ϕ3h1}ϕ3 ∈ {0, . . . , ϕ3 − 1},
and we see that H/(H1+H2) is the partition of H based on these values of k. The
analogous result holds for the w2-coordinates of the points of H.
The w3-coordinate h3 of every point h ∈ H has the form h3 = tµ3/µ for some
t ∈ {0, . . . , µ/µ3 − 1}, and every tµ3/µ is the w3-coordinate of precisely µ3 points
of H. Since γ | µ3 | γϕ3 and we actually have γ = gcd(µ1, µ2, µ3), we can put
µ3 = γµ
′
3 and ϕ3 = µ
′
3ϕ
′
3 with µ
′
3, ϕ
′
3 ∈ Z>0.
We can now write every w3-coordinate h3 as
h3 =
tµ3
µ
=
tγµ′3
µ1µ2ϕ3
=
t
λϕ′3
for some t ∈ {0, . . . , λϕ′3 − 1}, and thus as
h3 =
t
λϕ′3
=
lϕ′3 + k
′
λϕ′3
for some l ∈ {0, . . . , λ− 1} and some k′ ∈ {0, . . . , ϕ′3 − 1}.
The k′ = {λϕ′3h3}ϕ′3 , associated in this way to every h ∈ H, is constant on the
cosets of H1 + H2, but points in different cosets may have the same value for k
′.
In fact each of the ϕ′3 possible values for k
′ is adopted in precisely µ′3 cosets of
H1 + H2. (This agrees with the fact that every (lϕ
′
3 + k
′)/λϕ′3 appears precisely
µ3 = γµ
′
3 times as the w3-coordinate of a point of H, considered that each l/λ is
the w3-coordinate of precisely γ points in H1 +H2.)
We can now choose representatives for the elements of H/(H1 + H2). First,
choose a point h∗ ∈ H with w1-coordinate h
∗
1 = 1/µ2ϕ3. The w2-coordinate of this
point equals
h∗2 =
i0ϕ3 + η
µ1ϕ3
for some i0 ∈ {0, . . . , µ1−1} and some η ∈ {0, . . . , ϕ3−1}. All µ1 points of H with
w1-coordinate 1/µ2ϕ3 are given by {h
∗ + h}, h ∈ H1, and their w2-coordinates by{
(i0 + i)ϕ3 + η
µ1ϕ3
}
; i = 0, . . . , µ1 − 1;
this is, after reordering, by
iϕ3 + η
µ1ϕ3
; i = 0, . . . , µ1 − 1.
It follows that there exists a unique point h(0, 0, 1) ∈ H of the form
h(0, 0, 1) =
1
µ2ϕ3
w1 +
η
µ1ϕ3
w2 +
l0ϕ
′
3 + η
′
λϕ′3
w3
with η ∈ {0, . . . , ϕ3 − 1}, l0 ∈ {0, . . . , λ − 1}, and η
′ ∈ {0, . . . , ϕ′3 − 1}. We will
choose this point h(0, 0, 1) as the representative of its coset h(0, 0, 1) + (H1 +H2).
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The ϕ3 multiples
{kh(0, 0, 1)} =
k
µ2ϕ3
w1 +
{
kη
µ1ϕ3
}
w2 +
{
kl0ϕ
′
3 + kη
′
λϕ′3
}
w3;
k = 0, . . . , ϕ3 − 1;
of h(0, 0, 1) run through all cosets of H1+H2, and therefore, h(0, 0, 1)+ (H1+H2)
is a generator of the cyclic group H/(H1 +H2).
We can choose the elements {kh(0, 0, 1)}; k = 0, . . . , ϕ3 − 1; as representatives
of their respective cosets, but we can also choose, for each k, as a representative
for {kh(0, 0, 1)}+ (H1 +H2), the unique element h(0, 0, k) ∈ {kh(0, 0, 1)}+H1 for
which h2(0, 0, k) < 1/µ1. We take the last option. This is,
h(0, 0, k) =
{
kh(0, 0, 1)−
i(k)
µ1
w2 −
i(k)ξ1
µ1
w3
}
,
with
(13) i(k) =
{
kη − {kη}ϕ3
ϕ3
}
µ1
=
{⌊
kη
ϕ3
⌋}
µ1
∈ {0, . . . , µ1 − 1}
for k = 0, . . . , ϕ3−1, resulting in the following set of representatives for the elements
of H/(H1 +H2):
h(0, 0, k) =
k
µ2ϕ3
w1 +
{kη}ϕ3
µ1ϕ3
w2 +
l(k)ϕ′3 + {kη
′}ϕ′3
λϕ′3
w3; k = 0, . . . , ϕ3 − 1;
with for every k,
(14) l(k) =
{
kl0 − i(k)ξ1µ
′
2 +
⌊
kη′
ϕ′3
⌋}
λ
∈ {0, . . . , λ− 1},
µ′2 = µ2/γ, and i(k) as in (13).
When k runs through {0, . . . , ϕ3−1}, the coset h(0, 0, k)+(H1+H2) runs through
all elements of H/(H1+H2). This means that {kη}ϕ3 runs through {0, . . . , ϕ3−1}
once, while {kη′}ϕ′3 runs through {0, . . . , ϕ
′
3 − 1} precisely µ
′
3 times. It follows
that η + ϕ3Z and η
′ + ϕ′3Z are generators of Z/ϕ3Z and Z/ϕ
′
3Z, respectively, and
therefore gcd(η, ϕ3) = gcd(η
′, ϕ′3) = 1.
We can now list all the points of H. We start with an overview. The µ1 points
of H1 are
h(i, 0, 0) =
i
µ1
w2 +
{
iξ1
µ1
}
w3; i = 0, . . . , µ1 − 1;
while the µ2 points of H2 are given by
h(0, j, 0) =
j
µ2
w1 +
{
jξ2
µ2
}
w3; j = 0, . . . , µ2 − 1.
This gives the following µ1µ2 points for H1 +H2:
h(i, j, 0) = {h(i, 0, 0) + h(0, j, 0)} =
j
µ2
w1 +
i
µ1
w2 +
l(i, j)
λ
w3;
i = 0, . . . , µ1 − 1; j = 0, . . . , µ2 − 1;
with for all i, j,
l(i, j) = {iξ1µ
′
2 + jξ2µ
′
1}λ ∈ {0, . . . , λ− 1}.
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As representatives for the ϕ3 cosets of H1 +H2, we chose
h(0, 0, k) =
k
µ2ϕ3
w1 +
{kη}ϕ3
µ1ϕ3
w2 +
l(k)ϕ′3 + {kη
′}ϕ′3
λϕ′3
w3; k = 0, . . . , ϕ3 − 1;
with l(k) as in (14).
Consequently, the µ = µ1µ2ϕ3 points of H are given by
h(i, j, k) = {h(i, 0, 0) + h(0, j, 0) + h(0, 0, k)}
=
jϕ3 + k
µ2ϕ3
w1 +
iϕ3 + {kη}ϕ3
µ1ϕ3
w2 +
l(i, j, k)ϕ′3 + {kη
′}ϕ′3
λϕ′3
w3;
i = 0, . . . , µ1 − 1; j = 0, . . . , µ2 − 1; k = 0, . . . , ϕ3 − 1;
with for all i, j, k,
l(i, j, k) = {l(i, j) + l(k)}λ
=
{
(i− i(k))ξ1µ
′
2 + jξ2µ
′
1 + kl0 +
⌊
kη′
ϕ′3
⌋}
λ
∈ {0, . . . , λ− 1} and
i(k) =
{⌊
kη
ϕ3
⌋}
µ1
∈ {0, . . . , µ1 − 1},
and where
ξ1 ∈ {0, . . . , µ1 − 1}, η ∈ {0, . . . , ϕ3 − 1}, l0 ∈ {0, . . . , λ− 1}
ξ2 ∈ {0, . . . , µ2 − 1}, η
′ ∈ {0, . . . , ϕ′3 − 1},
are uniquely determined by
1
µ1
w2 +
ξ1
µ1
w3,
1
µ2
w1 +
ξ2
µ2
w3,
1
µ2ϕ3
w1 +
η
µ1ϕ3
w2 +
l0ϕ
′
3 + η
′
λϕ′3
w3 ∈ H.
We repeat that when k runs through {0, . . . , ϕ3 − 1}, the numbers {kη}ϕ3 and
{kη′}ϕ′3 run through {0, . . . , ϕ3− 1} and {0, . . . , ϕ
′
3− 1} once and µ
′
3 times, respec-
tively, while for fixed k, we have that l(i, j, k) runs γ times through {0, . . . , λ− 1}
when i and j run through {0, . . . , µ1 − 1} and {0, . . . , µ2 − 1}, respectively. This
concludes Theorem 1.7(vi).
1.7. Determination of the numbers ξ1, ξ2, ξ3, η, η
′, l0 from the coordinates
of w1, w2, w3.
1.7.1. The numbers ξ1, ξ2, ξ3. We will give the explanation for ξ1. Recall that we
introduced ξ1 as the unique element of {0, . . . , µ1 − 1} for which the µ1 points of
H1 = Z
3 ∩ ♦(w2, w3) are given by
i
µ1
w2 +
{
iξ1
µ1
}
w3; i = 0, . . . , µ1 − 1.
How can we find ξ1 from the coordinates of w2(a2, b2, c2) and w3(a3, b3, c3)?
Consider the vector
−a3w2 + a2w3 = (−a3a2 + a2a3,−a3b2 + a2b3,−a3c2 + a2c3)
= (0, d13, d12) ∈ Z
3.
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Since µ1 = gcd(|d11|, |d12|, |d13|) divides every coordinate
20 of −a3w2 + a2w3, it
holds that
1
µ1
(−a3w2 + a2w3) =
−a3
µ1
w2 +
a2
µ1
w3 ∈ Z
3.
On the other hand, we have
1
µ1
w2 +
ξ1
µ1
w3 ∈ Z
3.
It follows that also
−a3
µ1
w2 +
−a3ξ1
µ1
w3 ∈ Z
3 and
a2 + a3ξ1
µ1
w3 ∈ Z
3.
Since w3 is primitive, we obtain
a3ξ1 ≡ −a2 mod µ1.
Analogously, we find that
b3ξ1 ≡ −b2 mod µ1 and c3ξ1 ≡ −c2 mod µ1.
Consequently, ξ1 is a solution of the following system of linear congruences:
(15)

a3x ≡ −a2 mod µ1,
b3x ≡ −b2 mod µ1,
c3x ≡ −c2 mod µ1.
The first linear congruence has a solution if and only if gcd(a3, µ1) | a2. We show
that this is indeed the case. Put
γa = gcd(a3, µ1) = gcd(a3, |d11|, |d12|, |d13|).
It then follows from γa | a3, d12, d13 that γa | a2a3, a2b3, a2c3. Hence
γa | a2 gcd(a3, b3, c3) = a2.
Analogously we have gcd(a2, µ1) | a3, and thus we can write
γa = gcd(a2, µ1) = gcd(a3, µ1).
In the same way the other two congruences have solutions, and we may put
γb = gcd(b2, µ1) = gcd(b3, µ1) and
γc = gcd(c2, µ1) = gcd(c3, µ1).
The system (15) is then equivalent to
(16)

x ≡ −a′2{a
′
3}
−1
µ
(a)
1
mod µ
(a)
1 ,
x ≡ −b′2 {b
′
3}
−1
µ
(b)
1
mod µ
(b)
1 ,
x ≡ −c′2{c
′
3}
−1
µ
(c)
1
mod µ
(c)
1 ,
with
a′2 = a2/γa, a
′
3 = a3/γa, µ
(a)
1 = µ1/γa,
and where {a′3}
−1
µ
(a)
1
denotes the unique element of {0, . . . , µ
(a)
1 − 1} such that
a′3{a
′
3}
−1
µ
(a)
1
≡ 1 mod µ
(a)
1 .
20Here we mean coordinates with respect to the standard basis of R3.
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(Analogously for the numbers appearing in the other two congruences.)
Since the moduli µ
(a)
1 , µ
(b)
1 , µ
(c)
1 are generally not pairwise coprime, according
to the Generalized Chinese Remainder Theorem, the system (16) has a solvability
condition in the form of
(17) a′2{a
′
3}
−1
µ
(a)
1
≡ b′2{b
′
3}
−1
µ
(b)
1
mod gcd(µ
(a)
1 , µ
(b)
1 ),
together with the analogous conditions for the other two combinations of two out
of three congruences. Of course we know that the system is solvable since ξ1 is a
solution, but for the sake of completeness, let us verify Condition (17) in a direct
way.
Because a′3 and b
′
3 are units modulo µ
(a)
1 and µ
(b)
1 , respectively, they are both
units modulo gcd(µ
(a)
1 , µ
(b)
1 ). Furthermore, we have that
(18) a′3{a
′
3}
−1
µ
(a)
1
≡ b′3{b
′
3}
−1
µ
(b)
1
≡ 1 mod gcd
(
µ
(a)
1 , µ
(b)
1
)
.
If we multiply both sides of (17) with the unit a′3b
′
3 and apply (18), we find that
Condition (17) is equivalent to
a′2b
′
3 ≡ a
′
3b
′
2 mod gcd(µ
(a)
1 , µ
(b)
1 ),
and—after multiplying both sides and the modulus with γaγb—even to
gcd(a2, a3, b2, b3)µ1 = gcd(γa, γb)µ1
= γaγb gcd(µ
(a)
1 , µ
(b)
1 ) | γaγb(a
′
2b
′
3 − a
′
3b
′
2) = d13.
Of course we have that µ1 | d13. It is therefore sufficient to show that for every
prime p with p | gcd(a2, a3, b2, b3), it holds that
ordp d13 > ordp gcd(a2, a3, b2, b3) + ordp µ1.
Let p be such a prime. Since p | a2, b2 and w2 is primitive, it certainly holds that
p ∤ c2. It now follows from a2d11 − b2d12 + c2d13 = 0 that
ordp d13 = ordp c2d13
= ordp(−a2d11 + b2d12)
> min{ordp a2 + ordp d11, ordp b2 + ordp d12}
> min{ordp a2, ordp a3, ordp b2, ordp b3}
+min{ordp d11, ordp d12, ordp d13}
= ordp gcd(a2, a3, b2, b3) + ordp µ1.
The system is thus indeed solvable and the Generalized Chinese Remainder The-
orem asserts that its solution is unique modulo
lcm(µ
(a)
1 , µ
(b)
1 , µ
(c)
1 ) = µ1.
We can thus find ξ1 as the unique solution in {0, . . . , µ1 − 1} of the system (15).
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1.7.2. Determination of η, η′, and l0. Recall that we introduced the numbers η, η
′, l0
as the unique η ∈ {0, . . . , ϕ3− 1}, l0 ∈ {0, . . . , λ− 1}, and η
′ ∈ {0, . . . , ϕ′3− 1} such
that
(19)
1
µ2ϕ3
w1 +
η
µ1ϕ3
w2 +
l0ϕ
′
3 + η
′
λϕ′3
w3 ∈ H.
Recall as well that (adjM)M = dI, with d = detM ; i.e.,
(20)
 d11 −d21 d31−d12 d22 −d32
d13 −d23 d33
a1 b1 c1a2 b2 c2
a3 b3 c3
 =
d 0 00 d 0
0 0 d
 .
Let j ∈ {1, 2, 3}. Since µ = |d| divides d, it follows from (20) that
h(j) =
d1j
µ
w1 −
d2j
µ
w2 +
d3j
µ
w3 ∈ Z
3.
Recall also that µ = µ1µ2ϕ3 and that
µi = gcd(|di1|, |di2|, |di3|); i = 1, 2, 3.
If we now put d′ij = dij/µi; i = 1, 2, 3; we obtain
h(j) =
d′1j
µ2ϕ3
w1 −
d′2j
µ1ϕ3
w2 +
d′3jµ3
µ1µ2ϕ3
w3
=
d′1j
µ2ϕ3
w1 −
d′2j
µ1ϕ3
w2 +
d′3j
λϕ′3
w3 ∈ Z
3.
On the other hand, we also know the point
h′(j) =
d′1j
µ2ϕ3
w1 +
d′1jη
µ1ϕ3
w2 +
d′1j(l0ϕ
′
3 + η
′)
λϕ′3
w3 ∈ Z
3
with the same w1-coordinate as h(j). After reduction of its coordinates
21 modulo
one, h(j)−h′(j) thus belongs to H1, and since the coordinates
21 of the elements of
H1 belong to (1/µ1)Z, we have that
d′1jη
µ1ϕ3
≡ −
d′2j
µ1ϕ3
mod
1
µ1
and
d′1j(l0ϕ
′
3 + η
′)
λϕ′3
≡
d′3j
λϕ′3
mod
1
µ1
,
or, equivalently, that
d′1jη ≡ −d
′
2j mod ϕ3 and
d′1jη
′ ≡ d′3j mod µ
′
2ϕ
′
3.
(Recall that λ = lcm(µ1, µ2) = µ1µ2/γ = µ1µ
′
2.) A fortiori, it thus holds that
d′1jη
′ ≡ d′3j mod ϕ
′
3.
We have just showed that η and η′ are solutions of the respective systems of
linear congruences
(21)

d′11x ≡ −d
′
21 mod ϕ3,
d′12x ≡ −d
′
22 mod ϕ3,
d′13x ≡ −d
′
23 mod ϕ3;
and

d′11x ≡ d
′
31 mod ϕ
′
3,
d′12x ≡ d
′
32 mod ϕ
′
3,
d′13x ≡ d
′
33 mod ϕ
′
3.
21Here we mean coordinates with respect to the basis (w1, w2, w3).
MONODROMY CONJECTURE FOR NON-DEGENERATE SURFACE SINGULARITIES 33
Moreover, it turns out that η and η′ are the unique solutions of these systems
in {0, . . . , ϕ3 − 1} and {0, . . . , ϕ
′
3 − 1}, respectively. This gives us a method to
determine η and η′ from the coordinates of w1, w2, w3. We will study the first
system of (21) in more detail, for the second system analogous conclusions will be
true.
Let us verify the solvability conditions of the first system. The first linear con-
gruence has solutions if and only if gcd(d′11, ϕ3) | d
′
21, i.e., if and only if
gcd(µ2d11, µ) | µ1d21.
Put Γ1 = gcd(µ2d11, µ). Then we have Γ1 | µ and Γ1 | d11d2j for every j ∈ {1, 2, 3},
and it is sufficient to prove that Γ1 | d1jd21 for every j.
We already know that Γ1 | d11d21. Furthermore, from adj(adjM) = dM , it
follows that
d11d22 − d12d21 =
(
adj(adjM)
)
33
= dc3 and
d11d23 − d13d21 =
(
adj(adjM)
)
32
= db3.(22)
We find thus that Γ1 | µ | dc3 = d11d22 − d12d21, and together with Γ1 | d11d22,
this implies that Γ1 | d12d21. Analogously, it follows from (22) that Γ1 | d13d21.
The first linear congruence therefore has solutions, and the same thing holds for
the other two congruences.
The first system of (21) is now solvable if and only if for all j1, j2 ∈ {1, 2, 3}, it
holds that
(23) d′1j1d
′
2j2 ≡ d
′
1j2d
′
2j1 mod gcd
(
ϕ3
γj1
,
ϕ3
γj2
)
,
with γj = gcd(d
′
1j , ϕ3) for all j. Let us verify this for j1 = 1 and j2 = 2. For these
values of j1 and j2, Condition (23) is equivalent to
d11d22 ≡ d12d21 mod gcd
(
µ
γ1
,
µ
γ2
)
,
which follows from µ | dc3 = d11d22 − d12d21.
The (Generalized) Chinese Remainder Theorem now states that the system has
a unique solution modulo
lcm
(
ϕ3
γ1
,
ϕ3
γ2
,
ϕ3
γ3
)
=
ϕ3
gcd(d′11, d
′
12, d
′
13, ϕ3)
= ϕ3.
An alternative way to find η and η′, and a way to find l0 is as follows. We know
that
h(j) =
d′1j
µ2ϕ3
w1 −
d′2j
µ1ϕ3
w2 +
d′3j
λϕ′3
w3 ∈ Z
3; j = 1, 2, 3;
and that gcd(d′11, d
′
12, d
′
13) = 1. Find λj ∈ Z; j = 1, 2, 3; such that
∑
j λjd
′
1j = 1,
and consider the point{∑
j
λjh(j)
}
=
1
µ2ϕ3
w1 +
{
−
∑
j λjd
′
2j
µ1ϕ3
}
w2 +
{∑
j λjd
′
3j
λϕ′3
}
w3 ∈ H.
Substract from
{∑
j λjh(j)
}
the point
i
µ1
w2 +
{
iξ1
µ1
}
w3 ∈ H1,
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x
y
z
A(xA, yA, 0)
B(xB , yB , 0)
C(xC , yC , 1)
τ0
τ3
τ2
τ1
(a) B1-simplex τ0, its subfaces, and its neighbor
facets τ1, τ2, and τ3
x y
v0
v2
v1
v3
∆τ2∆τ1
z,∆τ3
δAδB
δC
∆[BC] ∆τ0 ∆[AB] ∆[AC]
(b) Relevant cones associated to relevant faces
of Γf
Figure 4. Case I: the only facet contributing to s0 is the B1-
simplex τ0
with
i =
{⌊
−
∑
j λjd
′
2j
ϕ3
⌋}
µ1
,
and find the point
1
µ2ϕ3
w1 +
{
−
∑
j λjd
′
2j
}
ϕ3
µ1ϕ3
w2 +
{∑
j λjd
′
3j − iξ1µ
′
2ϕ
′
3
λϕ′3
}
w3 ∈ H.
Because of the uniqueness in H of a point of the form (19), we find that
η =
{
−
∑
j
λjd
′
2j
}
ϕ3
,
η′ =
{∑
j
λjd
′
3j
}
ϕ′3
, and
l0 =
{⌊∑
j λjd
′
3j
ϕ′3
⌋
− iξ1µ
′
2
}
λ
.
2. Case I: exactly one facet contributes to s0 and this facet is a
B1-simplex
2.1. Figure and notations. Without loss of generality, we may assume that the
B1-simplex τ0 contributing to s0 is as drawn in Figure 4.
Let us fix notations. We shall denote the vertices of τ0 and their coordinates by
A(xA, yA, 0), B(xB , yB , 0), and C(xC , yC , 1).
The neighbor facets of τ0 will be denoted τ1, τ2, τ3, as indicated in Figure 4, and
the unique primitive vectors perpendicular to them will be denoted by
v0(a0, b0, c0), v1(a1, b1, c1), v2(a2, b2, c2), v3(0, 0, 1),
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respectively. Consequently, the affine supports of the considered facets should have
equations of the form
aff(τ0)↔ a0x+ b0y + c0z = m0,
aff(τ1)↔ a1x+ b1y + c1z = m1,
aff(τ2)↔ a2x+ b2y + c2z = m2,
aff(τ3)↔ z = 0,
and we associate to them the following numerical data:
m0 = m(v0) = a0xC + b0yC + c0, σ0 = σ(v0) = a0 + b0 + c0,
m1 = m(v1) = a1xC + b1yC + c1, σ1 = σ(v1) = a1 + b1 + c1,
m2 = m(v2) = a2xC + b2yC + c2, σ2 = σ(v2) = a2 + b2 + c2,
m3 = m(v3) = 0, σ3 = σ(v3) = 1.
We assume that τ0 (and only τ0) contributes to the candidate pole s0. With the
notations above this is, we assume that pσ0+m0s0 = 1, or equivalently, that
ℜ(s0) = −
σ0
m0
= −
a0 + b0 + c0
a0xC + b0yC + c0
and ℑ(s0) =
2nπ
m0 log p
for some n ∈ Z.
In this section we will consider the following simplicial cones:
δA = cone(v0, v2, v3), ∆[AB] = cone(v0, v3), ∆τ0 = cone(v0).
δB = cone(v0, v1, v3), ∆[AC] = cone(v0, v2),
δC = cone(v0, v1, v2), ∆[BC] = cone(v0, v1),
The ∆τ are the simplicial cones associated to the faces τ in the usual way. The
cones ∆A,∆B ,∆C , associated to the vertices of τ0, are generally not simplicial.
Later in this section we will consider simplicial subdivisions (without creating new
rays) of ∆A,∆B ,∆C that contain the respective simplicial cones δA, δB , δC .
Lastly, we fix notations for the vectors along the edges of τ0:
−→
AC (xC − xA , yC − yA , 1) = (αA, βA, 1),
−−→
BC(xC − xB , yC − yB , 1) = (αB , βB , 1),
−−→
AB(xB − xA , yB − yA , 0) = (αA − αB , βA − βB , 0).
The first two vectors are primitive; the last one is generally not. We put
ϕAB = gcd(xB − xA, yB − yA) = gcd(αA − αB , βA − βB).
2.2. Some relations between the variables. Expressing that
−→
AC ⊥ v0, v2 and
−−→
BC ⊥ v0, v1, we obtain(
c0
c2
)
= −αA
(
a0
a2
)
− βA
(
b0
b2
)
and(
c0
c1
)
= −αB
(
a0
a1
)
− βB
(
b0
b1
)
.
These relations imply that
gcd(ai, bi, ci) = gcd(ai, bi) = 1; i = 0, . . . , 2.
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Another consequence is that∣∣∣∣a0 c0a2 c2
∣∣∣∣ = ∣∣∣∣a0 −αAa0 − βAb0a2 −αAa2 − βAb2
∣∣∣∣ = −βA ∣∣∣∣a0 b0a2 b2
∣∣∣∣ ,
and analogously,∣∣∣∣b0 c0b2 c2
∣∣∣∣ = αA ∣∣∣∣a0 b0a2 b2
∣∣∣∣ , ∣∣∣∣a0 c0a1 c1
∣∣∣∣ = −βB ∣∣∣∣a0 b0a1 b1
∣∣∣∣ , ∣∣∣∣b0 c0b1 c1
∣∣∣∣ = αB ∣∣∣∣a0 b0a1 b1
∣∣∣∣ .
It will turn out to be convenient (and sometimes necessary) to know the signs of
certain determinants. Considering the orientations of the corresponding coordinate
systems, one can show that∣∣∣∣a0 b0a2 b2
∣∣∣∣ > 0, ∣∣∣∣a0 b0a1 b1
∣∣∣∣ < 0, Ψ = ∣∣∣∣a1 b1a2 b2
∣∣∣∣ > 0, and
∣∣∣∣∣∣
a0 b0 c0
a1 b1 c1
a2 b2 c2
∣∣∣∣∣∣ > 0.
2.3. Igusa’s local zeta function. As f is non-degenerate over Fp with respect to
the compact faces of its Newton polyhedron Γf , by Theorem 0.27 the local Igusa
zeta function Z0f of f is the meromorphic complex function
(24) Z0f =
∑
τ compact
face of Γf
LτS(∆τ ),
with
Lτ : s 7→ Lτ (s) =
(
p− 1
p
)3
−
Nτ
p2
ps − 1
ps+1 − 1
,
Nτ = #
{
(x, y, z) ∈ (F×p )
3
∣∣ fτ (x, y, z) = 0} ,
and
S(∆τ ) : s 7→ S(∆τ )(s) =
∑
k∈Z3∩∆τ
p−σ(k)−m(k)s
=
∑
i∈I
Σ(δi)(s)∏
j∈Ji
(pσ(wj)+m(wj)s − 1)
.(25)
Here {δi}i∈I denotes a simplicial decomposition without introducing new rays of the
cone ∆τ associated to τ . The simplicial cone δi is supposed to be strictly positively
spanned by the linearly independent primitive vectors wj , j ∈ Ji, in Z
n
>0 \ {0}, and
Σ(δi) is the function
Σ(δi) : s 7→ Σ(δi)(s) =
∑
h
pσ(h)+m(h)s,
where h runs through the elements of the set
H(wj)j∈Ji = Z
3 ∩ ♦(wj)j∈Ji ,
with
♦(wj)j∈Ji =
{∑
j∈Ji
hjwj
∣∣∣ hj ∈ [0, 1) for all j ∈ Ji}
the fundamental parallelepiped spanned by the vectors wj , j ∈ Ji.
Remark 2.1. The formula above is generally valid, not particularly in Case I. We
will use this formula throughout the entire proof (Sections 2–8).
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2.4. The candidate pole s0 and its residue.
Remark 2.2. This subsection is general to all cases where s0 is a candidate pole of
expected order one, i.e., to this case and the next.
We want to prove that s0 is not a pole of Z
0
f . Since s0 is a candidate pole of
expected order one (and therefore is either no pole or a pole of order one), it is
enough to prove that the coefficient a−1 in the Laurent series
Z0f (s) =
∞∑
k=−1
ak(s− s0)
k
of Z0f centered at s0, equals zero. This coefficient, also called the residue of Z
0
f in
s0, is given by
a−1 = Res(Z
0
f , s0) = lim
s→s0
(s− s0)Z
0
f (s).
Equivalently, we will prove in the rest of this section that R1 = 0, with
R1 = lim
s→s0
(
pσ0+m0s − 1
)
Z0f (s) = (log p)m0a−1.
2.5. Terms contributing to R1. We will next calculate R1 based on Formula (24)
for Z0f .
The only (compact) faces of Γf that contribute to the candidate pole s0 are the
subfaces A,B,C, [AB], [AC], [BC], τ0 of the single facet having s0 as an associated
candidate pole. They are only the terms of (24) corresponding to these faces that
should be taken into account in the calculation of R1:
R1 = lim
s→s0
(
pσ0+m0s − 1
) ∑
τ=τ0,A,B,C,
[AB],[AC],[BC]
Lτ (s)S(∆τ )(s).
A second simplification is the following. First, note that vertex A is contained
in facets τ0, τ2, τ3, but can still be contained in other facets. Hence ∆A is—in
general—not simplicial and the same thing holds for the other vertices B,C and
their associated cones. Consequently, to handle SA, SB , and SC , we need to consider
simplicial decompositions of ∆A,∆B , and ∆C , and we will choose ones that contain
the simplicial cones δA, δB , and δC , respectively. Terms of (25) associated to cones,
other than δA, δB , δC , in these decompositions, do not have a pole in s0 and hence
do not contribute to R1.
Let us write down the seven contributions to the ‘residue’ R1 explicitly. We
obtain
R1 = LA(s0)
Σ(δA)(s0)(
pσ2+m2s0 − 1
)
(p− 1)
+ LB(s0)
Σ(δB)(s0)(
pσ1+m1s0 − 1
)
(p− 1)
+ LC(s0)
Σ(δC)(s0)(
pσ1+m1s0 − 1
)(
pσ2+m2s0 − 1
) + L[AB](s0)Σ(∆[AB])(s0)
p− 1
+ L[AC](s0)
Σ(∆[AC])(s0)
pσ2+m2s0 − 1
+ L[BC](s0)
Σ(∆[BC])(s0)
pσ1+m1s0 − 1
+ Lτ0(s0)Σ(∆τ0)(s0).
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2.6. The numbers Nτ . Let us fix notations for the coefficients of f . We put
f(x, y, z) =
∑
ω=(ω1,ω2,ω3)∈Z3>0
aωx
ω1yω2zω3 ∈ Zp[x, y, z].
For a ∈ Zp, we denote by a = a+ pZp ∈ Fp its reduction modulo pZp. Recall that
for every face τ of Γf , we have
fτ (x, y, z) =
∑
ω∈Z3∩τ
aωx
ω1yω2zω3 and fτ (x, y, z) =
∑
ω∈Z3∩τ
aωx
ω1yω2zω3 .
Because the polynomial f is non-degenerate over Fp with respect to all the compact
faces of its Newton polyhedron (and thus especially with respect to the vertices
A,B,C), we have that none of the numbers aA, aB , aC equals zero.
Hence the numbers Nτ in the formula for Z
0
f are as follows. For the vertices of
τ0 we find
NA = #
{
(x, y, z) ∈ (F×p )
3
∣∣ aAxxAyyA = 0} = 0,
and analogously, NB = NC = 0. About the number N[AB] we don’t know so much,
except that
N[AB] = #
{
(x, y, z) ∈ (F×p )
3
∣∣ f[AB](x, y) = aAxxAyyA + · · ·+ aBxxByyB = 0}
= (p− 1)N,
with
N = #
{
(x, y) ∈ (F×p )
2
∣∣ f[AB](x, y) = 0} .
For the other edges we find
N[AC] = #
{
(x, y, z) ∈ (F×p )
3
∣∣ aAxxAyyA + aCxxCyyCz = 0} = (p− 1)2,
and analogously, N[BC] = (p− 1)
2. Finally, for τ0 we obtain
Nτ0 = #
{
(x, y, z) ∈ (F×p )
3
∣∣ f[AB](x, y) + aCxxCyyCz = 0} = (p− 1)2 −N.
2.7. The factors Lτ (s0). The above formulas for the Nτ give rise to the following
expressions for the Lτ (s0):
LA(s0) = LB(s0) = LC(s0) =
(
p− 1
p
)3
,
L[AB](s0) =
(
p− 1
p
)3
−
(p− 1)N
p2
ps0 − 1
ps0+1 − 1
,
L[AC](s0) = L[BC](s0) =
(
p− 1
p
)3
−
(
p− 1
p
)2
ps0 − 1
ps0+1 − 1
,
and Lτ0(s0) =
(
p− 1
p
)3
−
(p− 1)2 −N
p2
ps0 − 1
ps0+1 − 1
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2.8. Multiplicities of the relevant simplicial cones. We use Proposition 1.4
to calculate the multiplicities of the relevant simplicial cones (and their correspond-
ing fundamental parallelepipeds), thereby exploiting the relations we obtained in
Subsection 2.2. That way we find22
µA = mult δA = #H(v0, v2, v3) =
∥∥∥∥∥∥
a0 b0 c0
a2 b2 c2
0 0 1
∥∥∥∥∥∥ =
∣∣∣∣a0 b0a2 b2
∣∣∣∣ > 0,
µB = mult δB = #H(v0, v1, v3) =
∥∥∥∥∥∥
a0 b0 c0
a1 b1 c1
0 0 1
∥∥∥∥∥∥ = −
∣∣∣∣a0 b0a1 b1
∣∣∣∣ > 0,
µC = mult δC = #H(v0, v1, v2) =
∥∥∥∥∥∥
a0 b0 c0
a1 b1 c1
a2 b2 c2
∥∥∥∥∥∥ =
∣∣∣∣∣∣
a0 b0 c0
a1 b1 c1
a2 b2 c2
∣∣∣∣∣∣ > 0
for the maximal dimensional simplicial cones, while for the two-dimensional cones
we obtain
mult∆[AB] = #H(v0, v3) = gcd
(∥∥∥∥a0 b00 0
∥∥∥∥ , ∥∥∥∥a0 c00 1
∥∥∥∥ , ∥∥∥∥b0 c00 1
∥∥∥∥)
= gcd(0, a0, b0) = 1,
mult∆[AC] = #H(v0, v2) = gcd
(∥∥∥∥a0 b0a2 b2
∥∥∥∥ , ∥∥∥∥a0 c0a2 c2
∥∥∥∥ , ∥∥∥∥b0 c0b2 b2
∥∥∥∥)
= gcd
(∣∣∣∣a0 b0a2 b2
∣∣∣∣ , |βA| ∣∣∣∣a0 b0a2 b2
∣∣∣∣ , |αA| ∣∣∣∣a0 b0a2 b2
∣∣∣∣)
=
∣∣∣∣a0 b0a2 b2
∣∣∣∣ = µA, and
mult∆[BC] = #H(v0, v1) = gcd
(∥∥∥∥a0 b0a1 b1
∥∥∥∥ , ∥∥∥∥a0 c0a1 c1
∥∥∥∥ , ∥∥∥∥b0 c0b1 b1
∥∥∥∥)
= gcd
(
−
∣∣∣∣a0 b0a1 b1
∣∣∣∣ ,−|βB | ∣∣∣∣a0 b0a1 b1
∣∣∣∣ ,−|αB | ∣∣∣∣a0 b0a1 b1
∣∣∣∣)
= −
∣∣∣∣a0 b0a1 b1
∣∣∣∣ = µB .
For the one-dimensional cone δτ0 , finally, we have of course that
mult∆τ0 = #H(v0) = gcd(a0, b0, c0) = 1.
2.9. The sums Σ(·)(s0). We found above that the multiplicities of ∆[AB] and ∆τ0
both equal one; i.e., their corresponding fundamental parallelepipeds contain only
one integral point which must be the origin: H(v0, v3) = H(v0) = {(0, 0, 0)}. Hence
Σ(∆[AB])(s0) = Σ(∆τ0)(s0) =
∑
h∈{(0,0,0)}
pσ(h)+m(h)s0 = 1.
Furthermore we saw that the multiplicities of ∆A and ∆[AC] are equal:
µA = #H(v0, v2, v3) = #H(v0, v2).
22Cfr. Notation 1.5.
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The inclusion H(v0, v2, v3) ⊇ H(v0, v2) thus implies equality:
HA = H(v0, v2, v3) = H(v0, v2),
and therefore,
ΣA = Σ(δA)(s0) = Σ(∆[AC])(s0) =
∑
h∈HA
pσ(h)+m(h)s0 .
Analogously we have
HB = H(v0, v1, v3) = H(v0, v1) and
ΣB = Σ(δB)(s0) = Σ(∆[BC])(s0) =
∑
h∈HB
pσ(h)+m(h)s0 .
Consistently, we shall also denote
HC = H(v0, v1, v2) and
ΣC = Σ(δC)(s0) =
∑
h∈HC
pσ(h)+m(h)s0 .
Note that, since ∆[AC],∆[BC], δC ⊆ ∆C , we have that
23
m(h) = C · h for all h ∈ HA ∪HB ∪HC ⊆ ∆C .
Hence, if we denote by w the vector
w = (1, 1, 1) + s0(xC , yC , 1) ∈ C
3,
it holds that
ΣV =
∑
h∈HV
pw·h; V = A,B,C.
2.10. A new formula for R1. If we denote
F1 = p
w·v1 − 1 = pσ1+m1s0 − 1 and F2 = p
w·v2 − 1 = pσ2+m2s0 − 1,
the results above on the numbers Nτ and the multiplicities of the cones lead to
R1 =
(
p− 1
p
)3 [
ΣA
F2(p− 1)
+
ΣB
F1(p− 1)
+
ΣC
F1F2
+
1
p− 1
+
ΣA
F2
+
ΣB
F1
+ 1
]
−
(
p− 1
p
)2
ps0 − 1
ps0+1 − 1
[
N
(p− 1)2
+
ΣA
F2
+
ΣB
F1
+
(p− 1)2 −N
(p− 1)2
]
.
If we put R′1 = (p/(p− 1))
3R1, this formula can be simplified to
(26) R′1 =
1
1− p−s0−1
(
ΣA
F2
+
ΣB
F1
+ 1
)
+
ΣC
F1F2
.
Note that the number N disappears from the equation. In what follows we shall
prove that R′1 = 0.
23In this text, by the dot product w1 ·w2 of two complex vectors w1(a1, b1, c1), w2(a2, b2, c2) ∈
C3, we mean w1 · w2 = a1a2 + b1b2 + c1c2.
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2.11. Formulas for ΣA and ΣB. As in Section 1, we will consider the set
HC = H(v0, v1, v2) = Z
3 ∩ ♦(v0, v1, v2)
as an additive group, endowed with addition modulo the lattice
Λ(v0, v1, v2) = Zv0 + Zv1 + Zv2.
In this way, HA = Z
3∩♦(v0, v2) and HB = Z
3∩♦(v0, v1) become subgroups of HC
that correspond to the subgroups H1 and H2 of H in Section 1.
From the description of the elements of these groups there, we know that there
exist numbers ξA ∈ {0, . . . , µA − 1} and ξB ∈ {0, . . . , µB − 1} with gcd(ξA, µA) =
gcd(ξB , µB) = 1, such that the µA points of HA are precisely{
iξA
µA
}
v0 +
i
µA
v2; i = 0, . . . , µA − 1;(27)
while the µB points of HB are given by{
jξB
µB
}
v0 +
j
µB
v1; j = 0, . . . , µB − 1.(28)
Recall that ξA and ξB are, as elements of {0, . . . , µA − 1} and {0, . . . , µB − 1},
respectively, uniquely determined by
(29) ξAv0 + v2 ∈ µAZ
3 and ξBv0 + v1 ∈ µBZ
3.
These descriptions allow us to find ‘closed’ formulas for ΣA and ΣB . We know
that
ΣA = Σ(δA)(s0) = Σ(∆[AC])(s0) =
∑
h∈HA
pσ(h)+m(h)s0 =
∑
h∈HA
pw·h,
with w = (1, 1, 1) + s0(xC , yC , 1). Note that since s0 is a candidate pole associated
to τ0, we have that p
w·v0 = pσ0+m0s0 = 1. Hence pa(w·v0) = p{a}(w·v0) for every real
number a. So if we write h as h = h0v0 + h2v2, we obtain
(30)
ΣA =
∑
h∈HA
ph0(w·v0)+h2(w·v2) =
µA−1∑
i=0
(
p
ξA(w·v0)+w·v2
µA
)i
=
pw·v2 − 1
p
ξA(w·v0)+w·v2
µA − 1
=
F2
p
ξA(w·v0)+w·v2
µA − 1
.
Completely analogously we find
(31) ΣB =
F1
p
ξB(w·v0)+w·v1
µB − 1
.
2.12. A formula for µC = mult δC . We know from Section 1 that µAµB | µC . We
will give a useful interpretation of the quotient µC/µAµB . We have the following:
µC =
∣∣∣∣∣∣
a0 b0 c0
a1 b1 c1
a2 b2 c2
∣∣∣∣∣∣
= −a1
∣∣∣∣b0 c0b2 c2
∣∣∣∣+ b1 ∣∣∣∣a0 c0a2 c2
∣∣∣∣− c1 ∣∣∣∣a0 b0a2 b2
∣∣∣∣ .
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Using the relations from Subsection 2.2, we continue:
µC = −a1αA
∣∣∣∣a0 b0a2 b2
∣∣∣∣− b1βA ∣∣∣∣a0 b0a2 b2
∣∣∣∣− c1 ∣∣∣∣a0 b0a2 b2
∣∣∣∣
= −µA(a1αA + b1βA + c1)
= −µA
(
v1 ·
−→
AC
)
,
and since v1 ⊥
−−→
BC, we obtain
µC = −µA
(
v1 ·
−→
AC − v1 ·
−−→
BC
)
= −µA
(
v1 ·
−−→
AB
)
.
Because the vector
−−→
AB lies in the xy-plane and is perpendicular to v0 and its
coordinates have greatest common divisor ϕAB and we assume that xA > xB , it
must hold that
−−→
AB = ϕAB(−b0, a0, 0).
Hence
µC = −µAϕAB(a0b1 − a1b0) = µAµBϕAB .
Next, we will use this formula in describing the points of HC .
2.13. Description of the points of HC . It follows from (27) and (28) that the
µAµB points of the subgroup HA +HB ∼= HA ⊕HB of HC are{
iξAµB + jξBµA
µAµB
}
v0 +
j
µB
v1 +
i
µA
v2; i = 0, . . . , µA − 1; j = 0, . . . , µB − 1.
We know that the v2-coordinates h2 of the points h ∈ HC belong to the set{
0,
1
µAϕAB
,
2
µAϕAB
, . . . ,
µAϕAB − 1
µAϕAB
}
,
and that every l/µAϕAB in this set occurs µB times as the v2-coordinate of a
point in HC , while every h ∈ HA +HB has a v2-coordinate of the form i/µA with
i ∈ {0, . . . , µA − 1}, and every such i/µA is the v2-coordinate of exactly µB points
in HA +HB . (Analogously for the v1-coordinates.)
In order to describe all the points of HC in a way as we did in Section 1 for the
points of H, we need to find a set of representatives for the elements of HC/(HA+
HB). The ϕAB cosets of HA + HB are characterised by constant {h1}1/µB and
constant {h2}1/µA , which can each take indeed ϕAB possible values.
From the discussion in Section 1, we know there exists a unique point h∗ ∈ HC
with v2-coordinate h
∗
2 = 1/µAϕAB and v1-coordinate h
∗
1 = η/µBϕAB < 1/µB ,
and that the ϕAB multiples {kh
∗}; k = 0, . . . , ϕAB − 1; of h
∗ in HC make good
representatives for the cosets of HA +HB . We will now try to find h
∗.
If we denote by M the matrix
M =
a0 b0 c0a1 b1 c1
a2 b2 c2

with detM = µC , it follows from (adjM)M = (detM)I = µCI that∣∣∣∣a1 b1a2 b2
∣∣∣∣ v0 − ∣∣∣∣a0 b0a2 b2
∣∣∣∣ v1 + ∣∣∣∣a0 b0a1 b1
∣∣∣∣ v2 = Ψv0 − µAv1 − µBv2 = (0, 0, µC),
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and hence
h∗ =
{
−Ψ
µC
}
v0 +
1
µBϕAB
v1 +
1
µAϕAB
v2 ∈ HC
is the point we are looking for.
So, considering all possible sums (in the group HC) of one of the µAµB points{
iξAµB + jξBµA
µAµB
}
v0 +
j
µB
v1 +
i
µA
v2; i = 0, . . . , µA − 1; j = 0, . . . , µB − 1;
of HA +HB and one of the ϕAB chosen representatives
{kh∗} =
{
−kΨ
µC
}
v0 +
k
µBϕAB
v1 +
k
µAϕAB
v2; k = 0, . . . , ϕAB − 1;
for the cosets of HA +HB in HC , we find the µC = µAµBϕAB points of HC as{
iξAµBϕAB + jξBµAϕAB − kΨ
µC
}
v0 +
jϕAB + k
µBϕAB
v1 +
iϕAB + k
µAϕAB
v2;
i = 0, . . . , µA − 1; j = 0, . . . , µB − 1; k = 0, . . . , ϕAB − 1.
Using the above description of the points of HC , we will next derive a formula
for ΣC .
2.14. A formula for ΣC . Recall that
ΣC = Σ(δC)(s0) =
∑
h∈HC
pσ(h)+m(h)s0 =
∑
h∈HC
pw·h,
with w = (1, 1, 1)+s0(xC , yC , 1). If we write h = h0v0+h1v1+h2v2 and remember
that pw·v0 = 1 and µC = µAµBϕAB , we find
ΣC =
∑
h∈HC
ph0(w·v0)+h1(w·v1)+h2(w·v2)
=
µA−1∑
i=0
µB−1∑
j=0
ϕAB−1∑
k=0
p
iξAµBϕAB+jξBµAϕAB−kΨ
µC
(w·v0)+
jϕAB+k
µBϕAB
(w·v1)+
iϕAB+k
µAϕAB
(w·v2)
=
∑
i
(
p
ξA(w·v0)+w·v2
µA
)i∑
j
(
p
ξB(w·v0)+w·v1
µB
)j∑
k
(
p
−Ψ(w·v0)+µA(w·v1)+µB(w·v2)
µC
)k
=
F2
p
ξA(w·v0)+w·v2
µA − 1
F1
p
ξB(w·v0)+w·v1
µB − 1
p
−Ψ(w·v0)+µA(w·v1)+µB(w·v2)
µAµB − 1
p
−Ψ(w·v0)+µA(w·v1)+µB(w·v2)
µC − 1
.
We already observed in Subsection 2.13 that if we put
M =
a0 b0 c0a1 b1 c1
a2 b2 c2
 ,
the identity (adjM)M = (detM)I = µCI implies that
(32)
∣∣∣∣a1 b1a2 b2
∣∣∣∣ v0 − ∣∣∣∣a0 b0a2 b2
∣∣∣∣ v1 + ∣∣∣∣a0 b0a1 b1
∣∣∣∣ v2 = Ψv0 − µAv1 − µBv2 = (0, 0, µC).
Making the dot product with w = (1, 1, 1)+s0(xC , yC , 1) on all sides of the equation
yields
−Ψ(w · v0) + µA(w · v1) + µB(w · v2) = µC(−s0 − 1).
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Hence we find
(33) ΣC =
F1F2
p−s0−1 − 1
p
−Ψ(w·v0)+µA(w·v1)+µB(w·v2)
µAµB − 1(
p
ξA(w·v0)+w·v2
µA − 1
)(
p
ξB(w·v0)+w·v1
µB − 1
) .
2.15. Proof of R′1 = 0. Bringing together Equations (26, 30, 31, 33) for R
′
1,ΣA,
ΣB , and ΣC , we obtain that
R′1 =
1
1− p−s0−1
(
ΣA
F2
+
ΣB
F1
+ 1
)
+
ΣC
F1F2
=
1
1− p−s0−1
(
1
p
ξA(w·v0)+w·v2
µA − 1
+
1
p
ξB(w·v0)+w·v1
µB − 1
+ 1
)
+
1
p−s0−1 − 1
p
−Ψ(w·v0)+µA(w·v1)+µB(w·v2)
µAµB − 1(
p
ξA(w·v0)+w·v2
µA − 1
)(
p
ξB(w·v0)+w·v1
µB − 1
)
=
1
p−s0−1 − 1
p
(ξAµB+ξBµA)(w·v0)+µA(w·v1)+µB(w·v2)
µAµB − 1(
p
ξA(w·v0)+w·v2
µA − 1
)(
p
ξB(w·v0)+w·v1
µB − 1
)
−
1
1− p−s0−1
p
−Ψ(w·v0)+µA(w·v1)+µB(w·v2)
µAµB − 1(
p
ξA(w·v0)+w·v2
µA − 1
)(
p
ξB(w·v0)+w·v1
µB − 1
) .
Hence it is sufficient to prove that
p
(ξAµB+ξBµA)(w·v0)
µAµB = p
−
Ψ(w·v0)
µAµB ,
or, as pw·v0 = 1, equivalently, that
(34)
ξAµB + ξBµA +Ψ
µAµB
∈ Z.
In fact, it follows from (29) and (32) that
(ξAµB + ξBµA +Ψ)v0
= µB(ξAv0 + v2) + µA(ξBv0 + v1) + (Ψv0 − µAv1 − µBv2) ∈ µAµBZ
3.
The primitivity of v0 now implies (34), concluding Case I.
3. Case II: exactly one facet contributes to s0 and this facet is a
non-compact B1-facet
3.1. Figure and notations. We shall assume that the one facet τ0 contributing
to s0 is non-compact for the variable x, and B1 with respect to the variable z. We
denote by A(xA, yA, 0) the vertex of τ0 in the xy-plane and by B(xB , yB , 1) the
vertex in the plane {z = 1}. The situation is sketched in Figure 5.
If we denote by
−−→
AB(xB − xA, yB − yA, 1) = (α, β, 1) the vector along the
edge [AB], then the unique primitive vector v0 ∈ Z
3
>0 perpendicular to τ0 equals
v0(0, 1,−β), and an equation for the affine hull of τ0 is given by
aff(τ0)↔ y − βz = yA.
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x
y
z
A(xA, yA, 0)
B(xB , yB , 1)
τ0
τ1
τ3
τ2
l
(a) Non-compact B1-facet τ0, its subfaces, and
its neighbor facets τ1, τ2, and τ3
x y
v3
v0
v2
v1
∆τ0
∆τ1
∆l
∆τ2
δA
δB
z,∆τ3 ∆[AB]
(b) Relevant cones associated to relevant faces
of Γf
Figure 5. Case II: the only facet contributing to s0 is the non-
compact B1-facet τ0
Note that since τ0 is B1, we must have β < 0 and hence yB < yA. The numerical
data associated to τ0 are therefore (m(v0), σ(v0)) = (yA, 1−β), and thus we assume
s0 =
β − 1
yA
+
2nπi
yA log p
for some n ∈ Z.
We denote by τ1 the facet of Γf that has the edge [AB] in common with τ0, by
τ2 the non-compact facet of Γf sharing with τ0 a half-line with endpoint B, and
finally, by τ3 the facet lying in the xy-plane. Primitive vectors in Z
3
>0 perpendicular
to τ1, τ2, τ3 will be denoted by
v1(a1, b1, c1), v2(0, b2, c2), v3(0, 0, 1),
respectively, and equations for the affine supports of these facets are denoted
aff(τ1)↔ a1x+ b1y + c1z = m1,
aff(τ2)↔ b2y + c2z = m2,
aff(τ3)↔ z = 0,
for certain m1,m2 ∈ Z>0. If we put σ1 = a1 + b1 + c1 and σ2 = b2 + c2, then the
numerical data for τ1, τ2, τ3 are (m1, σ1), (m2, σ2), and (0, 1), respectively.
3.2. The candidate pole s0 and the contributions to its residue. The aim of
this section is to prove that s0 is not a pole of Z
0
f . As in Case I (cfr. Subsection 2.4)
it suffices to demonstrate that
R1 = lim
s→s0
(
p1−β+yAs − 1
)
Z0f (s) = 0.
Since we work with the local version of Igusa’s p-adic zeta function, we only consider
the compact faces of Γf in the formula for Z
0
f (s) for non-degenerate f . Of course,
in order to find an expression for R1, we only need to account those compact faces
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that contribute to s0, i.e., the compact subfaces A,B, and [AB] of τ0:
R1 = lim
s→s0
(
p1−β+yAs − 1
) ∑
τ=A,B,[AB]
Lτ (s)S(∆τ )(s).
As in Case I, we note that vertices A and B may be contained in facets other
than τi; i = 0, . . . , 3; and subsequently their associated cones ∆A and ∆B may be
not simplicial. Therefore, instead of ∆A and ∆B , we shall consider the simplicial
cones
δA = cone(v0, v1, v3) and δB = cone(v0, v1, v2)
as members of simplicial decompositions of ∆A and ∆B , respectively. It follows as
before that of all cones in these decompositions, only δA and δB are relevant in the
calculation of R1:
R1 = LA(s0)
Σ(δA)(s0)(
pσ1+m1s0 − 1
)
(p− 1)
+ LB(s0)
Σ(δB)(s0)(
pσ1+m1s0 − 1
)(
pσ2+m2s0 − 1
) + L[AB](s0)Σ(∆[AB])(s0)
pσ1+m1s0 − 1
.
3.3. The factors Lτ (s0), the sums Σ(·)(s0) and a new formula for R1. As in
Case I we find easily that NA = NB = 0 and N[AB] = (p − 1)
2. Hence the factors
Lτ (s0) are as follows:
LA(s0) = LB(s0) =
(
p− 1
p
)3
and
L[AB](s0) =
(
p− 1
p
)3
−
(
p− 1
p
)2
ps0 − 1
ps0+1 − 1
.
Let us look at the multiplicities of δA, δB , and ∆[AB]. For mult δA we find
µA = mult δA = #H(v0, v1, v3) =
∥∥∥∥∥∥
0 1 −β
a1 b1 c1
0 0 1
∥∥∥∥∥∥ = a1 > 0.
Although this non-compact edge does not appear in the formula for R1, we also
mention the multiplicity µl of the cone ∆l associated to the half-line l = τ0 ∩ τ2:
µl = mult∆l = #H(v0(0, 1,−β), v2(0, b2, c2)) =
∥∥∥∥ 1 −βb2 c2
∥∥∥∥ .
Since the coordinate system (v0, v2) for the yz-plane has the opposite orientation
of the coordinate system (ey(0, 1, 0), ez(0, 0, 1)) we work in, we have that
µl =
∥∥∥∥ 1 −βb2 c2
∥∥∥∥ = − ∣∣∣∣ 1 −βb2 c2
∣∣∣∣ = −βb2 − c2 > 0.
We see now that
µB = mult δB = #H(v0, v1, v2)
=
∥∥∥∥∥∥
0 1 −β
a1 b1 c1
0 b2 c2
∥∥∥∥∥∥ = a1
∥∥∥∥ 1 −βb2 c2
∥∥∥∥ = a1(−βb2 − c2) = µAµl.
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Finally, for mult∆[AB] we obtain
mult∆[AB] = #H(v0, v1) = gcd
(∥∥∥∥ 0 1a1 b1
∥∥∥∥ , ∥∥∥∥ 0 −βa1 c1
∥∥∥∥ , ∥∥∥∥ 1 −βb1 c1
∥∥∥∥)
= gcd(a1,−βa1, |βb1 + c1|) = gcd(a1,−βa1, |α|a1) = a1 = µA.
In the third to last equality we used that βb1 + c1 = −αa1, which follows from the
fact that
−−→
AB(α, β, 1) is perpendicular to v1(a1, b1, c1).
Since H(v0, v1, v3) ⊇ H(v0, v1) and µA = #H(v0, v1, v3) = #H(v0, v1), we have
that
HA = H(v0, v1, v3) = H(v0, v1),
and therefore,
ΣA = Σ(δA)(s0) = Σ(∆[AB])(s0) =
∑
h∈HA
pσ(h)+m(h)s0 =
∑
h∈HA
pw·h,
with w = (1, 1, 1) + s0(xB , yB , 1) ∈ C
3. Furthermore we denote
Hl = H(v0, v2), HB = H(v0, v1, v2),
ΣB = Σ(δB)(s0) =
∑
h∈HB
pσ(h)+m(h)s0 =
∑
h∈HB
pw·h,
F1 = p
w·v1 − 1 = pσ1+m1s0 − 1, and F2 = p
w·v2 − 1 = pσ2+m2s0 − 1.
The considerations above result in the following concrete formula for R1:
R1 =
(
p− 1
p
)3 [
ΣA
F1(p− 1)
+
ΣB
F1F2
+
ΣA
F1
]
−
(
p− 1
p
)2
ps0 − 1
ps0+1 − 1
ΣA
F1
.
With R′1 = (p/(p− 1))
3R1, this can be simplified to
(35) R′1 =
1
1− p−s0−1
ΣA
F1
+
ΣB
F1F2
.
Next, we will prove that R′1 = 0.
3.4. Proof of R′1 = 0. First, note that
−b2v0 + v2 = −b2(0, 1,−β) + (0, b2, c2) = −(0, 0,−βb2 − c2) = −(0, 0, µl)
yields
(36)
−b2
µl
v0 +
1
µl
v2 = (0, 0,−1) ∈ Z
3 and p
−b2(w·v0)+w·v2
µl = p−s0−1,
with w = (1, 1, 1) + s0(xB , yB , 1).
Let us, as before, consider
HB = H(v0, v1, v2) = Z
3 ∩ ♦(v0, v1, v2)
as a group, endowed with addition modulo Zv0 + Zv1 + Zv2. Then, by (36) and
Theorem 1.7, there exists a ξA ∈ {0, . . . , µA − 1} such that the elements of the
subgroups HA = H(v0, v1) and Hl = H(v0, v2) of HB are given by{
iξA
µA
}
v0 +
i
µA
v1; i = 0, . . . , µA − 1;
and {
−jb2
µl
}
v0 +
j
µl
v2; j = 0, . . . , µl − 1;
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respectively.
Furthermore, we found above that in this special case
#HB = µB = µAµl = #HA#Hl.
Hence HA∩Hl = {(0, 0, 0)} implies that HB = HA+Hl ∼= HA⊕Hl and its elements
are the following:{
iξAµl − jb2µA
µAµl
}
v0 +
i
µA
v1 +
j
µl
v2; i = 0, . . . , µA − 1; j = 0, . . . , µl − 1.
We can now easily calculate ΣA and ΣB . If, for h ∈ HB , we denote by (h0, h1, h2)
the coordinates of h with respect to the basis (v0, v1, v2) and keep in mind that
pw·v0 = 1, we obtain
(37)
ΣA =
∑
h∈HA
pw·h =
∑
h
ph0(w·v0)+h1(w·v1)
=
µA−1∑
i=0
(
p
ξA(w·v0)+w·v1
µA
)i
=
pw·v1 − 1
p
ξA(w·v0)+w·v1
µA − 1
=
F1
p
ξA(w·v0)+w·v1
µA − 1
,
while ΣB is given by
ΣB =
∑
h∈HB
pw·h
=
∑
h
ph0(w·v0)+h1(w·v1)+h2(w·v2)
=
µA−1∑
i=0
µl−1∑
j=0
p
iξAµl−jb2µA
µAµl
(w·v0)+
i
µA
(w·v1)+
j
µl
(w·v2)
=
∑
i
(
p
ξA(w·v0)+w·v1
µA
)i∑
j
(
p
−b2(w·v0)+w·v2
µl
)j
=
F1
p
ξA(w·v0)+w·v1
µA − 1
F2
p
−b2(w·v0)+w·v2
µl − 1
=
1
p−s0−1 − 1
F1F2
p
ξA(w·v0)+w·v1
µA − 1
,(38)
where we used (36) in the last step.
By Equations (35, 37, 38) we have R′1 = 0. This concludes Case II.
4. Case III: exactly two facets of Γf contribute to s0, and these two
facets are both B1-simplices with respect to a same variable and
have an edge in common
4.1. Figure and notations. Without loss of generality, we may assume that the
B1-simplices τ0 and τ1 contributing to s0 are as drawn in Figure 6.
Let us fix notations. We denote, as indicated in Figure 6, the vertices of τ0 and
τ1 and their coordinates by
A(xA, yA, 0), B(xB , yB , 0), C(xC , yC , 0), and D(xD, yD, 1).
MONODROMY CONJECTURE FOR NON-DEGENERATE SURFACE SINGULARITIES 49
x y
z
A
B C
D
τ0
τ3
τ1
τ2
τ4
1
(a) B1-simplices τ0 and τ1, their subfaces and neighbor facets τ2, τ3, and τ4
x y
v4
v0
v2
v3
v1
b∆τ3
∆τ2
δA
∆B
δC
δ1
δ2
δ3
∆[CD]
∆τ1 ∆[BC] z,∆τ4 ∆[AB] ∆τ0
∆[BD]
∆[AD]
(b) Relevant cones associated to relevant faces of Γf
Figure 6. Case III: the only facets contributing to s0 are the
B1-simplices τ0 and τ1
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∆τ3
∆τ2
δA
∆B
δC
δ1
δ2
δ3
{x+ y + z = 1} ∩R3
>0
∆[CD]
∆τ1 ∆[BC] ∆τ4 ∆[AB] ∆τ0
∆[BD]
∆[AD]
Figure 7. Sketch of the intersection of the contributing cones
with the plane {x+ y + z = 1}
We denote the neighbor facets of τ0 and τ1 by τ2, τ3, τ4. The unique primitive
vectors perpendicular to τi; i = 0, . . . , 4; will be denoted by
v0(a0, b0, c0), v1(a1, b1, c1), v2(a2, b2, c2), v3(a3, b3, c3), v4(0, 0, 1),
respectively. In this way the affine supports of these facets have equations of the
form
aff(τi)↔ aix+ biy + ciz = mi; i = 0, . . . , 3;
aff(τ4)↔ z = 0;
and we associate to them the numerical data
(mi, σi) = (m(vi), σ(vi)) = (aixD + biyD + ci, ai + bi + ci); i = 0, . . . , 3;
(m4, σ4) = (m(v4), σ(v4)) = (0, 1).
We assume that τ0 and τ1 both contribute to the candidate pole s0. With the
present notations, this is, we assume that pσ0+m0s0 = pσ1+m1s0 = 1, or equivalently,
ℜ(s0) = −
σ0
m0
= −
σ1
m1
= −
a0 + b0 + c0
a0xD + b0yD + c0
= −
a1 + b1 + c1
a1xD + b1yD + c1
and
ℑ(s0) =
2nπ
gcd(m0,m1) log p
for some n ∈ Z.
Throughout this section we will consider the following thirteen simplicial cones:
δA = cone(v0, v3, v4), ∆[AB] = cone(v0, v4), ∆τ0 = cone(v0),
∆B = cone(v0, v1, v4), ∆[BC] = cone(v1, v4), ∆τ1 = cone(v1).
δC = cone(v1, v2, v4), ∆[AD] = cone(v0, v3),
δ1 = cone(v0, v1, v3), ∆[BD] = cone(v0, v1),
δ2 = cone(v1, v3), ∆[CD] = cone(v1, v2),
δ3 = cone(v1, v2, v3),
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The ∆τ listed above are the simplicial cones associated to the faces τ . The cones
∆A,∆C ,∆D, associated to the respective vertices A,C,D, are generally not simpli-
cial. Later in this section we will consider simplicial subdivisions (without creating
new rays) of ∆A,∆C , and ∆D that include {δA}, {δC}, and {δ1, δ2, δ3}, respectively
(cfr. Figure 7).
Finally, let us fix notations for the vectors along the edges of τ0 and τ1:
−−→
AD(xD − xA , yD − yA , 1) = (αA, βA, 1),
−−→
BD(xD − xB , yD − yB , 1) = (αB , βB , 1),
−−→
CD(xD − xC , yD − yC , 1) = (αC , βC , 1),
−−→
AB (xB − xA , yB − yA , 0) = (αA − αB , βA − βB , 0),
−−→
BC (xC − xB , yC − yB , 0) = (αB − αC , βB − βC , 0).
The first three vectors are primitive; the last two are generally not. We put
ϕAB = gcd(xB − xA, yB − yA) and ϕBC = gcd(xC − xB , yC − yB).
4.2. Some relations between the variables. In the same way as in Case I we
obtain that (
c0
c3
)
= −αA
(
a0
a3
)
− βA
(
b0
b3
)
,(
c0
c1
)
= −αB
(
a0
a1
)
− βB
(
b0
b1
)
,(
c1
c2
)
= −αC
(
a1
a2
)
− βC
(
b1
b2
)
.
A first consequence is that
gcd(ai, bi, ci) = gcd(ai, bi) = 1; i = 0, . . . , 3.
As a second consequence, we have∣∣∣∣a0 c0a3 c3
∣∣∣∣ = −βA ∣∣∣∣a0 b0a3 b3
∣∣∣∣ , ∣∣∣∣b0 c0b3 c3
∣∣∣∣ = αA ∣∣∣∣a0 b0a3 b3
∣∣∣∣ ,∣∣∣∣a0 c0a1 c1
∣∣∣∣ = −βB ∣∣∣∣a0 b0a1 b1
∣∣∣∣ , ∣∣∣∣b0 c0b1 c1
∣∣∣∣ = αB ∣∣∣∣a0 b0a1 b1
∣∣∣∣ ,∣∣∣∣a1 c1a2 c2
∣∣∣∣ = −βC ∣∣∣∣a1 b1a2 b2
∣∣∣∣ , ∣∣∣∣b1 c1b2 c2
∣∣∣∣ = αC ∣∣∣∣a1 b1a2 b2
∣∣∣∣ .
In the calculations that will follow it is often convenient (or necessary) to know
the signs of certain determinants. Coordinate system orientation considerations
show that ∣∣∣∣a0 b0a3 b3
∣∣∣∣ > 0, ∣∣∣∣a0 b0a1 b1
∣∣∣∣ < 0, ∣∣∣∣a1 b1a2 b2
∣∣∣∣ < 0,
Ψ =
∣∣∣∣a1 b1a3 b3
∣∣∣∣ > 0, −Ω = ∣∣∣∣a0 b0a2 b2
∣∣∣∣ < 0, Θ = ∣∣∣∣a2 b2a3 b3
∣∣∣∣ > 0,(39) ∣∣∣∣∣∣
a0 b0 c0
a1 b1 c1
a3 b3 c3
∣∣∣∣∣∣ > 0,
∣∣∣∣∣∣
a0 b0 c0
a1 b1 c1
a2 b2 c2
∣∣∣∣∣∣ > 0,
∣∣∣∣∣∣
a1 b1 c1
a2 b2 c2
a3 b3 c3
∣∣∣∣∣∣ > 0.
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4.3. Igusa’s local zeta function. For the convenience of the reader, we recall the
formula for the local Igusa zeta function Z0f of f from Subsection 2.3:
(40) Z0f =
∑
τ compact
face of Γf
LτS(∆τ ),
with
Lτ : s 7→ Lτ (s) =
(
p− 1
p
)3
−
Nτ
p2
ps − 1
ps+1 − 1
,
Nτ = #
{
(x, y, z) ∈ (F×p )
3
∣∣ fτ (x, y, z) = 0} ,
and
S(∆τ ) : s 7→ S(∆τ )(s) =
∑
k∈Z3∩∆τ
p−σ(k)−m(k)s
=
∑
i∈I
Σ(δi)(s)∏
j∈Ji
(pσ(wj)+m(wj)s − 1)
.(41)
Here {δi}i∈I denotes a simplicial decomposition without introducing new rays of the
cone ∆τ associated to τ . The simplicial cone δi is supposed to be strictly positively
spanned by the linearly independent primitive vectors wj , j ∈ Ji, in Z
n
>0 \ {0}, and
Σ(δi) is the function
Σ(δi) : s 7→ Σ(δi)(s) =
∑
h
pσ(h)+m(h)s,
where h runs through the elements of the set
H(wj)j∈Ji = Z
3 ∩ ♦(wj)j∈Ji ,
with
♦(wj)j∈Ji =
{∑
j∈Ji
hjwj
∣∣∣ hj ∈ [0, 1) for all j ∈ Ji}
the fundamental parallelepiped spanned by the vectors wj , j ∈ Ji.
4.4. The candidate pole s0 and its residues.
Remark 4.1. This subsection is totally general to all cases where s0 is a candidate
pole of expected order two, i.e., to Cases III–V.
We want to prove that s0 is not a pole of Z
0
f . Since s0 is a candidate pole of
expected order two (and therefore is a pole of actual order at most two), it is enough
to prove that the coefficients a−2 and a−1 in the Laurent series
Z0f (s) =
∞∑
k=−2
ak(s− s0)
k
of Z0f centered at s0, both equal zero. These coefficients are given by
a−2 = lim
s→s0
(s− s0)
2Z0f (s) and
a−1 = Res(Z
0
f , s0) = lim
s→s0
d
ds
[
(s− s0)
2Z0f (s)
]
.
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Alternatively (and consequently), it is sufficient to show that
R2 = lim
s→s0
(
pσ0+m0s − 1
) (
pσ1+m1s − 1
)
Z0f (s)
= (log p)2m0m1a−2
and
R1 = lim
s→s0
d
ds
[(
pσ0+m0s − 1
) (
pσ1+m1s − 1
)
Z0f (s)
]
= (log p)2m0m1a−1 +
1
2
(log p)3m0m1(m0 +m1)a−2
both vanish. We will in the rest of this section prove that R2 = R1 = 0.
4.5. Terms contributing to R2 and R1. We intend to calculate R2 and R1 based
on Formula (40) for Z0f .
Precisely 11 compact faces of Γf contribute to the candidate pole s0. These are
the subfaces A,B,C,D, [AB], [BC], [AD], [BD], [CD], τ0, and τ1 of the two compact
facets τ0 and τ1 that have s0 as an associated candidate pole. They are only the
terms of (40) associated to these faces that should be taken into account in the
calculation of R1. The other terms do not have s0 as a pole and therefore do not
contribute to the limit R1.
Vertex B is only contained in the facets τ0, τ1, and τ4; hence its associated cone
∆B is simplicial. The cones associated to the other vertices A,C, and D are gener-
ally not simplicial. For dealing with SA and SC , we will, just as in Case I, consider
simplicial decompositions of ∆A and ∆C that contain δA and δC , respectively.
Terms of (41) associated to other cones than δA and δC in these decompositions
do not have a pole in s0, hence do not contribute to R1. Vertex D is contained
in at least four facets. We shall consider a decomposition of ∆D into simplicial
cones among which δ1, δ2, and δ3. Only the terms associated to these three cones
should be taken into account when calculating R1. This makes a total of 13 terms
contributing to R1 (three coming from D and one for every other contributing face).
The limit R2 counts fewer contributions: the only terms of (40) and (41) that
need to be considered are the ones that have a double pole in s0. These are the
terms associated to B, [BD], and δ1. All other terms have at most a single pole in
s0 and do not contribute to R2.
Let us write down these contributions explicitly. For R2 we obtain
R2 = LB(s0)
Σ(∆B)(s0)
p− 1
+ LD(s0)
Σ(δ1)(s0)
pσ3+m3s0 − 1
+ L[BD](s0)Σ(∆[BD])(s0).
The thirteen terms making up R1 are
R1 =
d
ds
[
LA(s)
(
pσ1+m1s − 1
)
Σ(δA)(s)(
pσ3+m3s − 1
)
(p− 1)
]∣∣∣∣∣
s=s0
+
d
ds
[
LB(s)
Σ(∆B)(s)
p− 1
]∣∣∣∣
s=s0
+
d
ds
[
LC(s)
(
pσ0+m0s − 1
)
Σ(δC)(s)(
pσ2+m2s − 1
)
(p− 1)
]∣∣∣∣∣
s=s0
+
d
ds
[
LD(s)
Σ(δ1)(s)
pσ3+m3s − 1
]∣∣∣∣
s=s0
+
d
ds
[
LD(s)
(
pσ0+m0s − 1
)
Σ(δ2)(s)
pσ3+m3s − 1
]∣∣∣∣∣
s=s0
54 BART BORIES AND WILLEM VEYS
+
d
ds
[
LD(s)
(
pσ0+m0s − 1
)
Σ(δ3)(s)(
pσ2+m2s − 1
)(
pσ3+m3s − 1
)]∣∣∣∣∣
s=s0
+
d
ds
[
L[AB](s)
(
pσ1+m1s − 1
)
Σ(∆[AB])(s)
p− 1
]∣∣∣∣∣
s=s0
+
d
ds
[
L[BC](s)
(
pσ0+m0s − 1
)
Σ(∆[BC])(s)
p− 1
]∣∣∣∣∣
s=s0
+
d
ds
[
L[AD](s)
(
pσ1+m1s − 1
)
Σ(∆[AD])(s)
pσ3+m3s − 1
]∣∣∣∣∣
s=s0
+
d
ds
[
L[BD](s)Σ(∆[BD])(s)
]∣∣
s=s0
+
d
ds
[
L[CD](s)
(
pσ0+m0s − 1
)
Σ(∆[CD])(s)
pσ2+m2s − 1
]∣∣∣∣∣
s=s0
+
d
ds
[
Lτ0(s)
(
pσ1+m1s − 1
)
Σ(∆τ0)(s)
]∣∣
s=s0
+
d
ds
[
Lτ1(s)
(
pσ0+m0s − 1
)
Σ(∆τ1)(s)
]∣∣
s=s0
.
After simplification, R1 is given by
R1 = LA(s0)
m1(log p)Σ(δA)(s0)(
pσ3+m3s0 − 1
)
(p− 1)
+ L′B(s0)
Σ(∆B)(s0)
p− 1
+ LB(s0)
Σ(∆B)
′(s0)
p− 1
+ LC(s0)
m0(log p)Σ(δC)(s0)(
pσ2+m2s0 − 1
)
(p− 1)
+ L′D(s0)
Σ(δ1)(s0)
pσ3+m3s0 − 1
+ LD(s0)
Σ(δ1)
′(s0)
pσ3+m3s0 − 1
− LD(s0)
m3(log p)p
σ3+m3s0Σ(δ1)(s0)(
pσ3+m3s0 − 1
)2 + LD(s0)m0(log p)Σ(δ2)(s0)pσ3+m3s0 − 1
+ LD(s0)
m0(log p)Σ(δ3)(s0)(
pσ2+m2s0 − 1
)(
pσ3+m3s0 − 1
)
+ L[AB](s0)
m1(log p)Σ(∆[AB])(s0)
p− 1
+ L[BC](s0)
m0(log p)Σ(∆[BC])(s0)
p− 1
+ L[AD](s0)
m1(log p)Σ(∆[AD])(s0)
pσ3+m3s0 − 1
+ L′[BD](s0)Σ(∆[BD])(s0)
+ L[BD](s0)Σ(∆[BD])
′(s0) + L[CD](s0)
m0(log p)Σ(∆[CD])(s0)
pσ2+m2s0 − 1
+ Lτ0(s0)m1(log p)Σ(∆τ0)(s0) + Lτ1(s0)m0(log p)Σ(∆τ1)(s0).
4.6. The numbers Nτ . Analogously to Case I we obtain
NA = NB = NC = ND = 0,
N[AB] = (p− 1)N0, N[BC] = (p− 1)N1,
N[AD] = N[BD] = N[CD] = (p− 1)
2,
Nτ0 = (p− 1)
2 −N0, Nτ1 = (p− 1)
2 −N1,
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with
N0 = #
{
(x, y) ∈ (F×p )
2
∣∣ f[AB](x, y) = 0} ,
N1 = #
{
(x, y) ∈ (F×p )
2
∣∣ f[BC](x, y) = 0} .
4.7. The factors Lτ (s0) and L
′
τ (s0). For the Lτ (s0) we obtain
LA(s0) = LB(s0) = LC(s0) = LD(s0) =
(
p− 1
p
)3
,
L[AB](s0) =
(
p− 1
p
)3
−
(p− 1)N0
p2
ps0 − 1
ps0+1 − 1
,
L[BC](s0) =
(
p− 1
p
)3
−
(p− 1)N1
p2
ps0 − 1
ps0+1 − 1
,
L[AD](s0) = L[BD](s0) = L[CD](s0) =
(
p− 1
p
)3
−
(
p− 1
p
)2
ps0 − 1
ps0+1 − 1
,
Lτ0(s0) =
(
p− 1
p
)3
−
(p− 1)2 −N0
p2
ps0 − 1
ps0+1 − 1
,
Lτ1(s0) =
(
p− 1
p
)3
−
(p− 1)2 −N1
p2
ps0 − 1
ps0+1 − 1
,
while the L′τ (s0) are given by
L′B(s0) = L
′
D(s0) = 0,
L′[BD](s0) = −(log p)
(
p− 1
p
)3
ps0+1(
ps0+1 − 1
)2 .
4.8. Multiplicities of the relevant simplicial cones. Based on Proposition 1.4
and the relations obtained in Subsection 4.2, we have, analogously to Case I, that
mult∆[AB] = mult∆[BC] = mult∆τ0 = mult∆τ1 = 1,
µA = mult δA = #H(v0, v3, v4) = mult∆[AD] = #H(v0, v3) =
∣∣∣∣a0 b0a3 b3
∣∣∣∣ > 0,
µB = mult∆B = #H(v0, v1, v4) = mult∆[BD] = #H(v0, v1) = −
∣∣∣∣a0 b0a1 b1
∣∣∣∣ > 0,
µC = mult δC = #H(v1, v2, v4) = mult∆[CD] = #H(v1, v2) = −
∣∣∣∣a1 b1a2 b2
∣∣∣∣ > 0,
µ2 = mult δ2 = #H(v1, v3) = gcd
(
Ψ,
∥∥∥∥a1 c1a3 c3
∥∥∥∥ , ∥∥∥∥b1 c1b3 c3
∥∥∥∥) > 0,
with Ψ > 0 as in (39).
Although we did not choose δ′1 = cone(v0, v1, v2) to be part of a simplicial de-
composition of ∆D, we will consider its multiplicity as well. As in Case I, we then
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find that
µ1 = mult δ1 = #H(v0, v1, v3) =
∣∣∣∣∣∣
a0 b0 c0
a1 b1 c1
a3 b3 c3
∣∣∣∣∣∣ = µAµBϕAB > 0 and
µ′1 = mult δ
′
1 = #H(v0, v1, v2) =
∣∣∣∣∣∣
a0 b0 c0
a1 b1 c1
a2 b2 c2
∣∣∣∣∣∣ = µBµCϕBC > 0.
Finally, we will derive a more useful formula for
µ3 = mult δ3 = #H(v1, v2, v3) =
∣∣∣∣∣∣
a1 b1 c1
a2 b2 c2
a3 b3 c3
∣∣∣∣∣∣ > 0,
similar to the ones for µ1 and µ
′
1, in Subsection 4.17.
4.9. The sums Σ(·)(s0) and Σ(·)
′(s0). Since the corresponding multiplicities equal
one, we find that
Σ(∆[AB])(s0) = Σ(∆[BC])(s0) = Σ(∆τ0)(s0) = Σ(∆τ1)(s0) = 1.
From the overview of the multiplicities, it is also clear24 that we may put
HA = H(v0, v3, v4) = H(v0, v3),
HB = H(v0, v1, v4) = H(v0, v1),
HC = H(v1, v2, v4) = H(v1, v2),
H1 = H(v0, v1, v3), H2 = H(v1, v3), H3 = H(v1, v2, v3).
It follows that
ΣA = Σ(δA)(s0) = Σ(∆[AD])(s0) =
∑
h∈HA
pσ(h)+m(h)s0 ;
ΣB = Σ(∆B)(s0) = Σ(∆[BD])(s0) =
∑
h∈HB
pσ(h)+m(h)s0 ;
ΣC = Σ(δC)(s0) = Σ(∆[CD])(s0) =
∑
h∈HC
pσ(h)+m(h)s0 ;
Σi = Σ(δi)(s0) =
∑
h∈Hi
pσ(h)+m(h)s0 ; i = 1, 2, 3;
Σ′B = Σ(∆B)
′(s0) = Σ(∆[BD])
′(s0) =
d
ds
[∑
h∈HB
pσ(h)+m(h)s
]∣∣∣
s=s0
;
Σ′1 = Σ(δ1)
′(s0) =
d
ds
[∑
h∈H1
pσ(h)+m(h)s
]∣∣∣
s=s0
.
Let us for the rest of this section denote by w the vector
w = (1, 1, 1) + s0(xD, yD, 1) ∈ C
3.
Then since ∆D contains all points of HV ; V = A,B,C, 1, 2, 3; we have moreover
that
ΣV =
∑
h∈HV
pw·h; V = A,B,C, 1, 2, 3;
and Σ′W = (log p)
∑
h∈HW
m(h)pw·h; W = B, 1.
24See Case I for more details.
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4.10. Simplified formulas for R2 and R1. Let us put
F2 = p
w·v2 − 1 = pσ2+m2s0 − 1 and F3 = p
w·v3 − 1 = pσ3+m3s0 − 1.
Then, exploiting the information above on the numbers Nτ and the multiplicities
of the cones, we obtain the following new formulas for R2 and R1:
R2 =
(
p− 1
p
)3(
ΣB
1− p−s0−1
+
Σ1
F3
)
,(42)
R1 = (log p)
(
p− 1
p
)3
·[
1
1− p−s0−1
(
m1ΣA
F3
+
Σ′B
log p
−
ΣB
ps0+1 − 1
+
m0ΣC
F2
+m0 +m1
)
+
Σ′1
(log p)F3
−
m3(F3 + 1)Σ1
F 23
+
m0Σ2
F3
+
m0Σ3
F2F3
]
.
(43)
Note that the ‘unknown’ numbers N0 and N1 disappear from the equation.
4.11. Vector identities. We will quite often use the following identities:∣∣∣∣a1 b1a3 b3
∣∣∣∣ v0 − ∣∣∣∣a0 b0a3 b3
∣∣∣∣ v1 + ∣∣∣∣a0 b0a1 b1
∣∣∣∣ v3 = Ψv0 − µAv1 − µBv3 = (0, 0, µ1),(44) ∣∣∣∣a1 b1a2 b2
∣∣∣∣ v0 − ∣∣∣∣a0 b0a2 b2
∣∣∣∣ v1 + ∣∣∣∣a0 b0a1 b1
∣∣∣∣ v2 = −µCv0 + Ωv1 − µBv2 = (0, 0, µ′1),(45) ∣∣∣∣a2 b2a3 b3
∣∣∣∣ v1 − ∣∣∣∣a1 b1a3 b3
∣∣∣∣ v2 + ∣∣∣∣a1 b1a2 b2
∣∣∣∣ v3 = Θv1 − Ψv2 − µCv3 = (0, 0, µ3).(46)
Hereby Ψ,Ω,Θ > 0 are as introduced in (39). As also mentioned in Case I, these
equations simply express the equalities of the last rows of the identical matrices
(adjM)M and (detM)I for M the respective matricesa0 b0 c0a1 b1 c1
a3 b3 c3
 ,
a0 b0 c0a1 b1 c1
a2 b2 c2
 , and
a1 b1 c1a2 b2 c2
a3 b3 c3

with respective determinants µ1, µ
′
1, and µ3.
Useful consequences of (44–46) arise from making the dot product with w =
(1, 1, 1) + s0(xD, yD, 1) on all sides of the equations:
−Ψ(w · v0) + µA(w · v1) + µB(w · v3) = µ1(−s0 − 1),(47)
µC(w · v0) − Ω(w · v1) + µB(w · v2) = µ
′
1(−s0 − 1),(48)
−Θ(w · v1) + Ψ(w · v2) + µC(w · v3) = µ3(−s0 − 1).(49)
4.12. Points of HA, HB , HC , H2, H1 and additional relations. Based on the
discussion on integral points in fundamental parallelepipeds in Section 1, we can
state that the points of HA, HB , HC , and H2 are given by{
iξA
µA
}
v0 +
i
µA
v3; i = 0, . . . , µA − 1;(50)
by {
jξB
µB
}
v0 +
j
µB
v1; j = 0, . . . , µB − 1;(51)
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by {
iξC
µC
}
v1 +
i
µC
v2; i = 0, . . . , µC − 1;(52)
and by {
jξ2
µ2
}
v1 +
j
µ2
v3; j = 0, . . . , µ2 − 1;(53)
respectively. Here ξA denotes the unique element ξA ∈ {0, . . . , µA − 1} such that
ξAv0 + v3 belongs to µAZ
3. It follows that ξA is coprime to µA. (Analogously for
ξB , ξC , and ξ2.)
In exactly the same way as we did in Case I for the points of HC (cfr. Subsec-
tion 2.13), we obtain that the µ1 = µAµBϕAB points of H1 = H(v0, v1, v3) are
precisely
(54)
{
iξAµBϕAB + jξBµAϕAB − kΨ
µ1
}
v0 +
jϕAB + k
µBϕAB
v1 +
iϕAB + k
µAϕAB
v3;
i = 0, . . . , µA − 1; j = 0, . . . , µB − 1; k = 0, . . . , ϕAB − 1.
On the other hand, we also know from Section 1 that µ2 | µ1 and that when
h runs through the elements of H1, its v0-coordinate h0 runs precisely µ2 times
through the numbers
lµ2
µ1
; l = 0, . . . ,
µ1
µ2
− 1.
This implies that25{
{iµBϕAB + jµAϕAB − kΨ}µ1
}µA−1,µB−1,ϕAB−1
i,j,k=0
=
{
lµ2
}µ1/µ2−1
l=0
.
From this equality of sets, we easily conclude that
µ2 | µAϕAB , µBϕAB ,Ψ,
what we already knew26, but also that µ2 can be written as a linear combination
with integer coefficients of µAϕAB , µBϕAB , and Ψ. Hence
µ2 = gcd(µAϕAB , µBϕAB ,Ψ).
Recall from (44) that
Ψv0 − µAv1 − µBv3 = (0, 0, µ1).
If we put γ = gcd(µAϕAB ,Ψ), we have γ | µ1, and therefore it follows that
µBϕABv3 = ΨϕABv0 − µAϕABv1 − (0, 0, ϕABµ1) ∈ γZ
3.
25First, note that in the left-hand side of the equation, the inner curly brackets denote the
reduction of the argument modulo µ1 (cfr. Notation 1.6), while the outer curly brackets serve as
set delimiters. Secondly, recall that the maps i 7→ {iξA}µA and j 7→ {jξB}µB are permutations
of {0, . . . , µA − 1} and {0, . . . , µB − 1}, respectively, so that after reordering the elements of the
set, we can indeed omit the ξA and ξB from the equation.
26The fact that µ2 | µAϕAB , µBϕAB was shown in several ways in the proof of Theorem 1.7(v),
while it follows from Proposition 1.4 that µ2 = gcd
(
Ψ,
∥∥ a1 c1
a3 c3
∥∥,∥∥ b1 c1
b3 c3
∥∥).
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The primitivity of v3 now implies that γ | µBϕAB , and thus we obtain that
µ2 = gcd(µAϕAB , µBϕAB ,Ψ)
= gcd(µAϕAB ,Ψ)
= gcd(µBϕAB ,Ψ),
the last equality due to the symmetry of the argument above.
Finally, let us denote
(55)
µAϕAB
µ2
=
µ1
µBµ2
= ϕB2 ∈ Z>0,
µBϕAB
µ2
=
µ1
µAµ2
= ϕA2 ∈ Z>0,
and
Ψ
µ2
= ψ ∈ Z>0,
resulting in
µ1 = µAµBϕAB = µAµ2ϕA2 = µBµ2ϕB2.
4.13. Investigation of the Σ• and the Σ
′
•, except for Σ
′
1, Σ3.
4.13.1. The sum ΣB. Because in this case τ0 and τ1 both contribute to s0, and
therefore pw·v0 = pw·v1 = 1, the term ΣB plays a special role. By (51) and the fact
that pa(w·v0) = p{a}(w·v0) for every a ∈ R, we have
ΣB =
∑
h∈HB
pw·h =
µB−1∑
j=0
(
p
ξB(w·v0)+w·v1
µB
)j
=
µB−1∑
j=0
(
pw·h
∗
)j
,
with
h∗ =
ξB
µB
v0 +
1
µB
v1 ∈ Z
3,
a generating element of HB (if µB > 1).
Unlike, e.g., p(ξA(w·v0)+w·v3)/µA , appearing in Formula (58) for ΣA below, the
µBth root of unity p
w·h∗ = p(ξB(w·v0)+w·v1)/µB may equal one, but may as well
differ from one. We need to distinguish between these two cases. As
s0 = −
σ0
m0
+
2nπi
gcd(m0,m1) log p
= −
σ1
m1
+
2nπi
gcd(m0,m1) log p
for some n ∈ Z and hence
pw·h
∗
= pσ(h
∗)+m(h∗)s0 = exp
2nm(h∗)πi
gcd(m0,m1)
,
we see that pw·h
∗
= 1 if and only if
n∗ =
gcd(m0,m1)
gcd(m0,m1,m(h∗))
| n.
In this way we find
(56) ΣB =
µB−1∑
j=0
(
pw·h
∗
)j
=

∑
j
1 = µB , if n
∗ | n;(
pw·h
∗)µB
− 1
pw·h∗ − 1
= 0, otherwise.
Let us next look at Σ′B .
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4.13.2. The sum Σ′B. As we know, the µB points of HB are given by{
jξB
µB
}
v0 +
j
µB
v1; j = 0, . . . , µB − 1;
but if ξ′B denotes the unique element ξ
′
B ∈ {0, . . . , µB − 1} such that ξBξ
′
B ≡ 1
mod µB , they are as well given by
j
µB
v0 +
{
jξ′B
µB
}
v1; j = 0, . . . , µB − 1.
Recall that we introduced Σ′B as
Σ′B = Σ(∆B)
′(s0) = Σ(∆[BD])
′(s0)
=
d
ds
[ ∑
h∈HB
pσ(h)+m(h)s
]∣∣∣∣∣
s=s0
= (log p)
∑
h∈HB
m(h)pσ(h)+m(h)s0
= (log p)
∑
h
m(h)pw·h.
Hence if we write h = h0v0 + h1v1 for h ∈ HB = H(v0, v1), we find
Σ′B
log p
= m0
∑
h∈HB
h0p
h0(w·v0)+h1(w·v1) +m1
∑
h∈HB
h1p
h0(w·v0)+h1(w·v1)
=
m0
µB
µB−1∑
j=0
j
(
p
w·v0+ξ
′
B(w·v1)
µB
)j
+
m1
µB
µB−1∑
j=0
j
(
p
ξB(w·v0)+w·v1
µB
)j
.
As
(57)
p
w·v0+ξ
′
B(w·v1)
µB =
(
p
ξB(w·v0)+w·v1
µB
)ξ′B
and p
ξB(w·v0)+w·v1
µB =
(
p
w·v0+ξ
′
B(w·v1)
µB
)ξB
,
the numbers p(ξB(w·v0)+w·v1)/µB and p(w·v0+ξ
′
B(w·v1))/µB are either both one (if n∗ |
n) or both different from one (if n∗ ∤ n). We obtain
Σ′B
log p
=

m0 +m1
µB
µB−1∑
j=0
j =
(m0 +m1)(µB − 1)
2
, if n∗ | n;
m0
p
w·v0+ξ
′
B
(w·v1)
µB − 1
+
m1
p
ξB(w·v0)+w·v1
µB − 1
, otherwise.
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4.13.3. The sums ΣA, ΣC , and Σ2. From (50, 52, 53) and the fact that p
w·v0 =
pw·v1 = 1, we obtain in the same way as in Case I that
ΣA =
∑
h∈HA
pw·h =
µA−1∑
i=0
(
p
ξA(w·v0)+w·v3
µA
)i
=
F3
p
ξA(w·v0)+w·v3
µA − 1
,(58)
ΣC =
∑
h∈HC
pw·h =
µC−1∑
i=0
(
p
ξC (w·v1)+w·v2
µC
)i
=
F2
p
ξC (w·v1)+w·v2
µC − 1
, and
Σ2 =
∑
h∈H2
pw·h =
µ2−1∑
j=0
(
p
ξ2(w·v1)+w·v3
µ2
)j
=
F3
p
ξ2(w·v1)+w·v3
µ2 − 1
.
In Case I we also observed that ξAv0 + v3 ∈ µAZ
3, ξBv0 + v1 ∈ µBZ
3, and (44)
give rise to (ξAµB + ξBµA +Ψ)v0 ∈ µAµBZ
3 and hence to
(59)
ξAµB + ξBµA +Ψ
µAµB
∈ Z.
Using (47) it follows that
(60) p
ξA(w·v0)+w·v3
µA p
ξB(w·v0)+w·v1
µB = p
(ξAµB+ξBµA)(w·v0)+µA(w·v1)+µB(w·v3)
µAµB
= p
−Ψ(w·v0)+µA(w·v1)+µB(w·v3)
µAµB = pϕAB(−s0−1).
Analogously, v0 + ξ
′
Bv1 ∈ µBZ
3, ξCv1 + v2 ∈ µCZ
3, (45), and (48) yield
(61) p
w·v0+ξ
′
B(w·v1)
µB p
ξC (w·v1)+w·v2
µC = p
µC (w·v0)+(ξ
′
BµC+ξCµB)(w·v1)+µB(w·v2)
µBµC
= p
µC (w·v0)−Ω(w·v1)+µB(w·v2)
µBµC = pϕBC(−s0−1),
while v0 + ξ
′
Bv1 ∈ µBZ
3, ξ2v1 + v3 ∈ µ2Z
3, (44), (47), and (55) lead to
(62)
(
p
w·v0+ξ
′
B(w·v1)
µB
)−ψ
p
ξ2(w·v1)+w·v3
µ2 = p
−Ψ(w·v0)+(−ξ
′
BΨ+ξ2µB)(w·v1)+µB(w·v3)
µBµ2
= p
−Ψ(w·v0)+µA(w·v1)+µB(w·v3)
µBµ2 = pϕB2(−s0−1).
Consequently, if n∗ | n and hence p(ξB(w·v0)+w·v1)/µB = p(w·v0+ξ
′
B(w·v1))/µB = 1,
one has that
(63)
ΣA =
F3
pϕAB(−s0−1) − 1
, ΣC =
F2
pϕBC(−s0−1) − 1
,
and Σ2 =
F3
pϕB2(−s0−1) − 1
.
4.13.4. The sum Σ1. If for h ∈ H1 = H(v0, v1, v3), we denote by (h0, h1, h3) the
coordinates of h with respect to the basis (v0, v1, v3), then by (54) and p
w·v0 = 1
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we have that
Σ1 =
∑
h∈H1
pw·h
=
∑
h
ph0(w·v0)+h1(w·v1)+h3(w·v3)
=
µA−1∑
i=0
µB−1∑
j=0
ϕAB−1∑
k=0
p
iξAµBϕAB+jξBµAϕAB−kΨ
µ1
(w·v0)+
jϕAB+k
µBϕAB
(w·v1)+
iϕAB+k
µAϕAB
(w·v3)
=
∑
i
(
p
ξA(w·v0)+w·v3
µA
)i∑
j
(
p
ξB(w·v0)+w·v1
µB
)j∑
k
(
p
−Ψ(w·v0)+µA(w·v1)+µB(w·v3)
µ1
)k
= ΣAΣB
pϕAB(−s0−1) − 1
p−s0−1 − 1
,
where in the last step we again used (47). It now follows from (56) and (63) that
Σ1 =

µBF3
p−s0−1 − 1
, if n∗ | n;
0, otherwise.
4.14. Proof of R2 = 0 and a new formula for R1. If we fill in the formulas for
ΣB and Σ1 in Formula (42) for R2, we obtain
R2 =
(
p− 1
p
)3(
ΣB
1− p−s0−1
+
Σ1
F3
)
=
(
p− 1
p
)3(
µB
1− p−s0−1
+
µB
p−s0−1 − 1
)
= 0
in the case that n∗ | n and clearly the same result in the other case as well.
Let us check how much progress we made on R1. First of all, denote by R
′
1 the
third factor in Formula (43) for R1; i.e., put
(64) R1 = (log p)
(
p− 1
p
)3
R′1.
Obviously, we want to prove that R′1 = 0. Secondly, let us from now on denote
p−s0−1 by q.
If we then fill in the formulas for ΣA,ΣB ,ΣC ,Σ1,Σ2, and Σ
′
B obtained above in
the formula for R′1, we find that in the case n
∗ | n, the ‘residue’ R′1 equals
(65) R′1 =
1
1− q
(
m0
1− q−ϕBC
+
m1
1− q−ϕAB
+
µB
1− q−1
+
m3µB(F3 + 1)
F3
+
(m0 +m1)(µB − 1)
2
)
+
Σ′1
(log p)F3
+
m0
qϕB2 − 1
+
m0Σ3
F2F3
.
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In the complementary case we have
R′1 =
m1
1− q
(
1
p
ξA(w·v0)+w·v3
µA − 1
+
1
p
ξB(w·v0)+w·v1
µB − 1
+ 1
)
+
m0
1− q
(
1
p
w·v0+ξ
′
B
(w·v1)
µB − 1
+
1
p
ξC (w·v1)+w·v2
µC − 1
+ 1
)
+
Σ′1
(log p)F3
+
m0
p
ξ2(w·v1)+w·v3
µ2 − 1
+
m0Σ3
F2F3
,
and by (60–61) this is,
R′1 =
m1
1− q
qϕAB − 1(
p
ξA(w·v0)+w·v3
µA − 1
)(
p
ξB(w·v0)+w·v1
µB − 1
)
+
m0
1− q
qϕBC − 1(
p
w·v0+ξ
′
B
(w·v1)
µB − 1
)(
p
ξC (w·v1)+w·v2
µC − 1
)(66)
+
Σ′1
(log p)F3
+
m0
p
ξ2(w·v1)+w·v3
µ2 − 1
+
m0Σ3
F2F3
.
4.15. Study of Σ′1. The term Σ
′
1 was defined as
Σ′1 = Σ(δ1)
′(s0)
=
d
ds
[ ∑
h∈H1
pσ(h)+m(h)s
]∣∣∣∣∣
s=s0
= (log p)
∑
h
m(h)pσ(h)+m(h)s0
= (log p)
∑
h
m(h)pw·h.
Writing h = h0v0 + h1v1 + h3v3 for h ∈ H1 = H(v0, v1, v3), we have that
Σ′1
log p
=
∑
h∈H1
(h0m0 + h1m1 + h3m3)p
w·h
= m0Σ
(0)
1 +m1Σ
(1)
1 +m3Σ
(3)
1 ,(67)
with
Σ
(i)
1 =
∑
h∈H1
hip
w·h; i = 0, 1, 3.
We will now calculate Σ
(1)
1 ,Σ
(3)
1 , and Σ
(0)
1 .
4.15.1. The sum Σ
(1)
1 . With the notation q = p
−s0−1, Identity (47) yields
p
−Ψ(w·v0)+µA(w·v1)+µB(w·v3)
µ1 = p−s0−1 = q.
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Hence, based on the description (54) of the points of H1 and proceeding as in
Paragraph 4.13.4, we obtain
Σ
(1)
1 =
∑
h∈H1
h1p
w·h
=
µA−1∑
i=0
µB−1∑
j=0
ϕAB−1∑
k=0
jϕAB + k
µBϕAB
(
p
ξA(w·v0)+w·v3
µA
)i(
p
ξB(w·v0)+w·v1
µB
)j
qk
=
ΣA
µB
[∑
j
j
(
p
ξB(w·v0)+w·v1
µB
)j∑
k
qk +
1
ϕAB
∑
j
(
p
ξB(w·v0)+w·v1
µB
)j∑
k
kqk
]
.(68)
For n∗ | n, by Formula (63) for ΣA, we then find
Σ
(1)
1 =
F3
µB(qϕAB − 1)
(
µB(µB − 1)
2
qϕAB − 1
q − 1
+
1
ϕAB
µB
qϕAB (ϕABq − ϕAB − q) + q
(q − 1)2
)
=
F3
1− q
(
−
µB − 1
2
−
1
1− q−ϕAB
+
1
ϕAB(1− q−1)
)
,(69)
while in the complementary case, we conclude
Σ
(1)
1 =
F3
µB
(
p
ξA(w·v0)+w·v3
µA − 1
) µB
p
ξB(w·v0)+w·v1
µB − 1
qϕAB − 1
q − 1
=
F3
q − 1
qϕAB − 1(
p
ξA(w·v0)+w·v3
µA − 1
)(
p
ξB(w·v0)+w·v1
µB − 1
) .(70)
Note that if n∗ ∤ n, the second term of (68) vanishes, as the sum over j equals zero
in this case.
4.15.2. The sum Σ
(3)
1 . Similarly, Σ
(3)
1 is given by
Σ
(3)
1 =
∑
h∈H1
h3p
w·h
=
µA−1∑
i=0
µB−1∑
j=0
ϕAB−1∑
k=0
iϕAB + k
µAϕAB
(
p
ξA(w·v0)+w·v3
µA
)i(
p
ξB(w·v0)+w·v1
µB
)j
qk.
If n∗ ∤ n, the sum over j vanishes and Σ
(3)
1 = 0. In the other case, one has
p
ξB(w·v0)+w·v1
µB = 1 and subsequently p
ξA(w·v0)+w·v3
µA = pϕAB(−s0−1) = qϕAB ,
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leading to
Σ
(3)
1 =
µB
µAϕAB
µA−1∑
i=0
ϕAB−1∑
k=0
(iϕAB + k)q
iϕAB+k
=
µB
µAϕAB
µAϕAB−1∑
l=0
lql
=
µB
µAϕAB
qµAϕAB (µAϕABq − µAϕAB − q) + q
(q − 1)2
=
µB
1− q
(
−(F3 + 1) +
F3
µAϕAB(1− q−1)
)
.(71)
Note that qµAϕAB = pξA(w·v0)+w·v3 = pw·v3 = F3 + 1 in this case.
Let us now look at Σ
(0)
1 .
4.15.3. The sum Σ
(0)
1 . Still based on (54), this time we ought to consider the fol-
lowing sum:
Σ
(0)
1 =
∑
h∈H1
h0p
w·h
=
µA−1∑
i=0
µB−1∑
j=0
ϕAB−1∑
k=0
{
iξAµBϕAB + jξBµAϕAB − kΨ
µ1
}
·
(
p
ξA(w·v0)+w·v3
µA
)i(
p
ξB(w·v0)+w·v1
µB
)j
qk.
If we put
(72) j0 =
⌊
iξAµBϕAB − kΨ
µAϕAB
⌋
,
we can write this sum as
Σ
(0)
1 =
1
µB
µA−1∑
i=0
ϕAB−1∑
k=0
(
p
ξA(w·v0)+w·v3
µA
)i
qkS(i, k), with(73)
S(i, k) =
µB−1∑
j=0
({
iξAµBϕAB − kΨ
µAϕAB
}
+ {j0 + jξB}µB
)(
p
ξB(w·v0)+w·v1
µB
)j
.
Since gcd(ξB , µB) = 1, the map
{0, . . . , µB − 1} → {0, . . . , µB − 1} : j 7→ {j0 + jξB}µB
is a permutation, and with ξ′B as before the unique element ξ
′
B ∈ {0, . . . , µB − 1}
such that ξBξ
′
B ≡ 1 mod µB , the inverse permutation is given by
{0, . . . , µB − 1} → {0, . . . , µB − 1} : j 7→ {(j − j0)ξ
′
B}µB .
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Therefore, after reordering the terms, the sum S(i, k) can be written as
S(i, k) =
µB−1∑
j=0
({
iξAµBϕAB − kΨ
µAϕAB
}
+ j
)(
p
ξB(w·v0)+w·v1
µB
){(j−j0)ξ′B}µB(74)
=
(
p
w·v0+ξ
′
B(w·v1)
µB
)−j0∑
j
({
iξAµBϕAB − kΨ
µAϕAB
}
+ j
)(
p
w·v0+ξ
′
B(w·v1)
µB
)j
.(75)
Indeed, as p(ξB(w·v0)+w·v1)/µB is a µBth root of unity, one may omit the curly
brackets {·}µB in the exponent in (74). Expression (75) is then obtained by (57)
and the fact that j0 is independent of j.
It is now a good time to make a case distinction between n∗ | n and n∗ ∤ n.
Case n∗ | n. Since in this case
p
ξA(w·v0)+w·v3
µA = pϕAB(−s0−1) = qϕAB and p
w·v0+ξ
′
B(w·v1)
µB = 1,
Equations (73) and (75) give rise to
Σ
(0)
1 =
1
µB
µA−1∑
i=0
ϕAB−1∑
k=0
qiϕAB+k
µB−1∑
j=0
({
iξAµBϕAB − kΨ
µAϕAB
}
+ j
)
=
µB − 1
2
µAϕAB−1∑
l=0
ql +
∑
i
∑
k
{
iξAµBϕAB − kΨ
µAϕAB
}
qiϕAB+k(76)
= −
µB − 1
2
F3
1− q
+ T2.(77)
The second term of (76), which we temporarily denote by T2, can be further
simplified as follows. Either directly from ξAv0 + v3 ∈ µAZ
3 and (44), or as a
corollary of (59), we have that
ξAµB +Ψ
µA
∈ Z.
This makes that we can replace ξAµB by −Ψ in the second term T2 of (76):
T2 =
µA−1∑
i=0
ϕAB−1∑
k=0
{
iξAµBϕAB − kΨ
µAϕAB
}
qiϕAB+k
=
∑
i
∑
k
{
i(−Ψ)ϕAB − kΨ
µAϕAB
}
qiϕAB+k
=
∑
i
∑
k
{
−(iϕAB + k)Ψ
µAϕAB
}
qiϕAB+k
=
µAϕAB−1∑
l=0
{
−lΨ
µAϕAB
}
ql.
In Subsection 4.12 we showed that gcd(µAϕAB ,Ψ) = µ2. Therefore, if we recall
that Ψ = ψµ2 and µAϕAB = µ2ϕB2, we can write the fraction −Ψ/µAϕAB in
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lowest terms and continue:
T2 =
µAϕAB−1∑
l=0
{
−lψ
ϕB2
}
ql
=
µ2−1∑
ι=0
ϕB2−1∑
κ=0
{
−(ιϕB2 + κ)ψ
ϕB2
}
qιϕB2+κ
=
∑
ι
(qϕB2)
ι
∑
κ
{
−κψ
ϕB2
}
qκ
=
F3
qϕB2 − 1
∑
κ
{
−κψ
ϕB2
}
qκ,
where ψ = {ψ}ϕB2 denotes the reduction of ψ modulo ϕB2. Obviously, we have
ψ ∈ {0, . . . , ϕB2 − 1} and still gcd(ψ,ϕB2) = 1. Note also that ψ = 0 if and only
if ϕB2 = 1, and that if ϕB2 = 1, then T2 = 0. In what follows, we study T2 under
the assumption that ϕB2 > 1.
For any real number a, one has that {−a} = 0 if a ∈ Z, and {−a} = 1 − {a}
otherwise. Since ψ and ϕB2 are coprime, the only κ ∈ {0, . . . , ϕB2 − 1} for which
κψ
ϕB2
∈ Z,
is κ = 0. Consequently,
T2 =
F3
qϕB2 − 1
(
ϕB2−1∑
κ=0
(
1−
{
κψ
ϕB2
})
qκ − 1
)
,
and since {a} = a− ⌊a⌋ for any a ∈ R, we obtain that T2 equals
F3
qϕB2 − 1
(∑
κ
qκ −
ψ
ϕB2
∑
κ
κqκ +
∑
κ
⌊
κψ
ϕB2
⌋
qκ − 1
)
=
F3
qϕB2 − 1
(
qϕB2 − 1
q − 1
−
ψ
ϕB2
qϕB2(ϕB2(q − 1)− q) + q
(q − 1)2
+
∑
κ
⌊
κψ
ϕB2
⌋
qκ − 1
)
=
F3
1− q
(
ψ
1− q−ϕB2
−
ψ
ϕB2(1− q−1)
− 1
)
+
F3
qϕB2 − 1
(∑
κ
⌊
κψ
ϕB2
⌋
qκ − 1
)
.
As we assume that ϕB2 > 1, we have ψ ∈ {1, . . . , ϕB2 − 1}. Hence the finite
sequence
(78)
(⌊
κψ
ϕB2
⌋)ϕB2−1
κ=0
of non-negative integers increases from 0 to ψ − 1 with steps of zero or one. If we
denote
κρ = min
{
κ ∈ Z>0
∣∣∣∣ ⌊ κψϕB2
⌋
= ρ
}
=
⌈
ρϕB2
ψ
⌉
; ρ = 0, . . . , ψ;
then
0 = κ0 < κ1 < · · · < κψ−1 < κψ = ϕB2,
and κ1, . . . , κψ−1 are the indices where a ‘jump’ in the sequence (78) takes place.
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Let us express ∑
κ
⌊
κψ
ϕB2
⌋
qκ
in terms of these numbers. We have(
ϕB2−1∑
κ=0
⌊
κψ
ϕB2
⌋
qκ
)
(1− q) =
ϕB2−1∑
κ=1
(⌊
κψ
ϕB2
⌋
−
⌊
(κ− 1)ψ
ϕB2
⌋)
qκ − (ψ − 1)qϕB2
=
ψ−1∑
ρ=1
qκρ − (ψ − 1)qϕB2
=
ψ∑
ρ=1
qκρ − ψqϕB2 ,
and therefore,
(79) T2 =
F3
1− q
(
1
qϕB2 − 1
ψ∑
ρ=1
qκρ −
ψ
ϕB2(1− q−1)
− 1
)
−
F3
qϕB2 − 1
.
If we agree that an empty sum equals zero, then the above formula stays valid for
ϕB2 = 1.
Case n∗ ∤ n. With Equations (73) and (75) as a starting point, we now calculate
Σ
(0)
1 in the complementary case. First of all, as p
(w·v0+ξ
′
B(w·v1))/µB is now a µBth
root of unity different from one, one has that
µB−1∑
j=0
(
p
w·v0+ξ
′
B(w·v1)
µB
)j
= 0,
and Expression (75) simplifies to
S(i, k) =
(
p
w·v0+ξ
′
B(w·v1)
µB
)−j0 µB−1∑
j=0
j
(
p
w·v0+ξ
′
B(w·v1)
µB
)j
=
µB
p
w·v0+ξ
′
B
(w·v1)
µB − 1
(
p
w·v0+ξ
′
B(w·v1)
µB
)−j0
.
Next, let us recall from (72) and (59) that
j0 =
⌊
iξAµBϕAB − kΨ
µAϕAB
⌋
and
ξAµB + ξBµA +Ψ
µA
∈ µBZ.
We observe that
−j0 ≡ −
⌊
i(−ξBµA −Ψ)ϕAB − kΨ
µAϕAB
⌋
= iξB −
⌊
−(iϕAB + k)Ψ
µAϕAB
⌋
mod µB ,
which gives rise to
(80) S(i, k) =
µB
p
w·v0+ξ
′
B
(w·v1)
µB − 1
(
p
ξB(w·v0)+w·v1
µB
)i(
p
w·v0+ξ
′
B(w·v1)
µB
)−⌊−(iϕAB+k)ΨµAϕAB ⌋.
Finally, in Paragraph 4.13.3 we obtained
p
ξA(w·v0)+w·v3
µA p
ξB(w·v0)+w·v1
µB = pϕAB(−s0−1) = qϕAB ;
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using this identity, Formulas (73) and (80) for Σ
(0)
1 and S(i, k) eventually yield
Σ
(0)
1 =
1
p
w·v0+ξ
′
B
(w·v1)
µB − 1
µA−1∑
i=0
ϕAB−1∑
k=0
qiϕAB+k
(
p
w·v0+ξ
′
B(w·v1)
µB
)−⌊−(iϕAB+k)ΨµAϕAB ⌋.
Proceeding as in Case n∗ | n, we write the double sum DS in the expression
above as
DS =
µAϕAB−1∑
l=0
ql
(
p
w·v0+ξ
′
B(w·v1)
µB
)−⌊ −lψϕB2 ⌋
=
µ2−1∑
ι=0
ϕB2−1∑
κ=0
qιϕB2+κ
(
p
w·v0+ξ
′
B(w·v1)
µB
)−⌊−(ιϕB2+κ)ψϕB2 ⌋
=
∑
ι
[
qϕB2
(
p
w·v0+ξ
′
B(w·v1)
µB
)ψ]ι∑
κ
qκ
(
p
w·v0+ξ
′
B(w·v1)
µB
)−⌊−κψϕB2 ⌋.
By (62) and the fact that κψ/ϕB2 /∈ Z for κ ∈ {1, . . . , ϕB2 − 1},
27 we then have
DS =
∑
ι
(
p
ξ2(w·v1)+w·v3
µ2
)ι[∑
κ
qκ
(
p
w·v0+ξ
′
B(w·v1)
µB
)⌊ κψ
ϕB2
⌋
+1
− p
w·v0+ξ
′
B(w·v1)
µB + 1
]
,
and hence we conclude
Σ
(0)
1 =
p
w·v0+ξ
′
B(w·v1)
µB F3(
p
w·v0+ξ
′
B
(w·v1)
µB − 1
)(
p
ξ2(w·v1)+w·v3
µ2 − 1
) ϕB2−1∑
κ=0
qκ
(
p
w·v0+ξ
′
B(w·v1)
µB
)⌊ κψ
ϕB2
⌋
−
F3
p
ξ2(w·v1)+w·v3
µ2 − 1
.(81)
4.15.4. A formula for Σ′1. Bringing together Equations (67, 69, 71, 77, and 79) for
Σ′1, Σ
(0)
1 , Σ
(1)
1 , Σ
(3)
1 , and T2, we find the following formula in case that n
∗ | n:
Σ′1
(log p)F3
=
m0Σ
(0)
1 +m1Σ
(1)
1 +m3Σ
(3)
1
F3
=
m0
1− q
(
−
µB − 1
2
+
1
qϕB2 − 1
ψ∑
ρ=1
qκρ −
ψ
ϕB2(1− q−1)
− 1
)
−
m0
qϕB2 − 1
+
m1
1− q
(
−
µB − 1
2
−
1
1− q−ϕAB
+
1
ϕAB(1− q−1)
)
+
m3µB
1− q
(
−
F3 + 1
F3
+
1
µAϕAB(1− q−1)
)
=
1
1− q
(
m0
qϕB2 − 1
ψ∑
ρ=1
qκρ −
(m0 +m1)(µB − 1)
2
−
m1
1− q−ϕAB
(82)
+
m1µA +m3µB −m0ψµ2
µAϕAB(1− q−1)
−
m3µB(F3 + 1)
F3
−m0
)
−
m0
qϕB2 − 1
;
27Recall that ψ and ϕB2 are coprime.
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if on the contrary n∗ ∤ n, then Equations (67, 70, and 81) yield
Σ′1
(log p)F3
=
m0Σ
(0)
1 +m1Σ
(1)
1 +m3Σ
(3)
1
F3
=
m0p
w·v0+ξ
′
B(w·v1)
µB(
p
w·v0+ξ
′
B
(w·v1)
µB − 1
)(
p
ξ2(w·v1)+w·v3
µ2 − 1
) ϕB2−1∑
κ=0
qκ
(
p
w·v0+ξ
′
B(w·v1)
µB
)⌊ κψ
ϕB2
⌋
−
m0
p
ξ2(w·v1)+w·v3
µ2 − 1
+
m1
q − 1
qϕAB − 1(
p
ξA(w·v0)+w·v3
µA − 1
)(
p
ξB(w·v0)+w·v1
µB − 1
) .
(83)
4.16. An easier formula for the residue R1.
4.16.1. Case n∗ | n. If we fill in Formula (82) in Equation (65) for R′1, the latter
simplifies to
1
1− q
(
m0
qϕB2 − 1
ψ∑
ρ=1
qκρ +
m0
qϕBC − 1
+
m1µA +m3µB + µ1 −m0ψµ2
µAϕAB(1− q−1)
)
+
m0Σ3
F2F3
.
There is a very convenient interpretation of m1µA+m3µB+µ1 appearing in the
equation above. Recall from (44) that
Ψv0 − µAv1 − µBv3 = (0, 0, µ1).
Making the dot product with D = (xD, yD, 1) on both sides yields
m0Ψ−m1µA −m3µB = Ψ(D · v0)− µA(D · v1)− µB(D · v3) = D · (0, 0, µ1) = µ1,
and hence
m1µA +m3µB + µ1 = m0Ψ = m0ψµ2.
It follows that
m1µA +m3µB + µ1 −m0ψµ2
µAϕAB(1− q−1)
=
m0(ψ − ψ)
ϕB2(1− q−1)
=
m0t
1− q−1
,
with
t =
ψ − ψ
ϕB2
=
ψ − {ψ}ϕB2
ϕB2
=
⌊
ψ
ϕB2
⌋
the quotient of Euclidean division of ψ by ϕB2. Note that if ϕB2 = 1, then t = ψ.
If we now put R′′1 = R
′
1/m0, it remains to prove that
(84) R′′1 =
Σ3
F2F3
+
1
1− q
(
1
qϕB2 − 1
ψ∑
ρ=1
qκρ +
1
qϕBC − 1
+
t
1− q−1
)
vanishes.
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4.16.2. Case n∗ ∤ n. In this case, according to (66) and (83), it now comes to
proving that
(85) R′′1 =
R′1
m0
=
Σ3
F2F3
−
qϕBC − 1
(q − 1)
(
p
w·v0+ξ
′
B
(w·v1)
µB − 1
)(
p
ξC (w·v1)+w·v2
µC − 1
)
+
p
w·v0+ξ
′
B(w·v1)
µB(
p
w·v0+ξ
′
B
(w·v1)
µB − 1
)(
p
ξ2(w·v1)+w·v3
µ2 − 1
) ϕB2−1∑
κ=0
qκ
(
p
w·v0+ξ
′
B(w·v1)
µB
)⌊ κψ
ϕB2
⌋
equals zero.
4.17. Investigation of Σ3. First we try to find a useful formula for µ3.
4.17.1. Multiplicity µ3 of δ3. From our study in Section 1, we remember that
µCµ2 = #H(v1, v2)#H(v1, v3) | µ3 = #H(v1, v2, v3).
We look for more information on the factor ϕC2 = µ3/µCµ2. Let us proceed in the
same way as when interpreting µC/µAµB = ϕAB in Case I (cfr. Subsection 2.12).
One has
µ3 =
∣∣∣∣∣∣
a1 b1 c1
a2 b2 c2
a3 b3 c3
∣∣∣∣∣∣
= a3
∣∣∣∣b1 c1b2 c2
∣∣∣∣− b3 ∣∣∣∣a1 c1a2 c2
∣∣∣∣+ c3 ∣∣∣∣a1 b1a2 b2
∣∣∣∣
=
∣∣∣∣a1 b1a2 b2
∣∣∣∣ (a3αC + b3βC + c3)
= −µC
(
v3 ·
−−→
CD
)
,
and since v3 and
−−→
AD are perpendicular, we can continue:
µ3 = µC
(
v3 ·
−−→
AB + v3 ·
−−→
BC
)
.
The fact that
−−→
AB ⊥ v0 and
−−→
BC ⊥ v1 implies that
−−→
AB = ϕAB(−b0, a0, 0) and
−−→
BC = ϕBC(−b1, a1, 0).
Hence
µ3 = µC
(
ϕAB(a0b3 − a3b0) + ϕBC(a1b3 − a3b1)
)
= µC(µAϕAB + ϕBCΨ)
= µCµ2ϕC2,
with
(86) ϕC2 = ϕB2 + ϕBCψ.
Note that (86) and the coprimality of ψ and ϕB2 imply ψ ∈ {0, . . . , ϕC2 − 1} and
gcd(ψ,ϕC2) = 1.
Next, we try to list all the µ3 = µCµ2ϕC2 points of H3.
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4.17.2. Points of H3 = H(v1, v2, v3). We proceed in the same way as in Case I for
the points of HC . As we know, the points of HC = H(v1, v2) and H2 = H(v1, v3)
can be presented as
h(i, 0, 0) =
{
iξC
µC
}
v1 +
i
µC
v2; i = 0, . . . , µC − 1;
and
h(0, j, 0) =
{
jξ2
µ2
}
v1 +
j
µ2
v3; j = 0, . . . , µ2 − 1;
respectively.
To generate a complete list of points of H3, it is now sufficient to find a set of
representatives for the ϕC2 cosets of the subgroup HC +H2 of H3. Recall that the
cosets of HC +H2 can be described as
28
Ck =
{
h ∈ H3
∣∣∣∣ {h3} 1µ2 = kµCµ3 = kµ2ϕC2
}
; k = 0, . . . , ϕC2 − 1.
We will follow the approach of Section 1 and select for each coset Ck, as a represen-
tative, the unique element h(0, 0, k) ∈ Ck with v3-coordinate h3(0, 0, k) = k/µ2ϕC2
and v2-coordinate h2(0, 0, k) < 1/µC . We find h(0, 0, 1) as follows.
Recall from (46) that
Θv1 −Ψv2 − µCv3 = (0, 0, µ3),
with Θ =
∣∣ a2 b2
a3 b3
∣∣ > 0. It follows that
h(0, 0, 1) =
{
−Θ
µ3
}
v1 +
ψ
µCϕC2
v2 +
1
µ2ϕC2
v3 = {(0, 0,−1)} ∈ C1
is the representative for C1 we are looking for. Indeed, it follows from Equation (86)
that h2(0, 0, 1) = ψ/µCϕC2 is not only reduced modulo 1, it is also already reduced
modulo 1/µC .
It is now natural to find all representatives h(0, 0, k) by considering the ϕC2
multiples {kh(0, 0, 1)}; k = 0, . . . , ϕC2−1; of h(0, 0, 1) in the group H3, and adding
to each multiple {kh(0, 0, 1)} the unique element of HC such that the v2-coordinate
h2(0, 0, k) of the sum h(0, 0, k) is reduced modulo 1/µC :
h(0, 0, k) =
{
−kΘ− ⌊kψ/ϕC2⌋ξCµ2ϕC2
µ3
}
v1 +
{kψ}ϕC2
µCϕC2
v2 +
k
µ2ϕC2
v3 ∈ Ck;
k = 0, . . . , ϕC2 − 1.
Note that since ψ and ϕC2 are coprime, {kψ}ϕC2 runs, as expected, through the
numbers 0, . . . , ϕC2 − 1 when k does so.
28Here h3 denotes the v3-coordinate of h. We can as well, and completely similarly, describe
these cosets in terms of the v2-coordinate, but the choice for h3 is more convenient in this case.
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All this leads to the following member list of H3:
h(i, j, k) = {h(i, 0, 0) + h(0, j, 0) + h(0, 0, k)}
=
{
(i− ⌊kψ/ϕC2⌋)ξCµ2ϕC2 + jξ2µCϕC2 − kΘ
µ3
}
v1
+
iϕC2 + {kψ}ϕC2
µCϕC2
v2 +
jϕC2 + k
µ2ϕC2
v3;
i = 0, . . . , µC − 1; j = 0, . . . , µ2 − 1; k = 0, . . . , ϕC2 − 1.
Finally, we will try to calculate Σ3 based on the above description of H3’s points.
4.17.3. Calculation of Σ3. Writing h as h = h1v1 + h2v2 + h3v3 for h ∈ H3 =
H(v1, v2, v3) and noting that p
w·v1 = 1, we find
Σ3 =
∑
h∈H3
pw·h
=
µC−1∑
i=0
µ2−1∑
j=0
ϕC2−1∑
k=0
p
(i−⌊kψ/ϕC2⌋)ξCµ2ϕC2+jξ2µCϕC2−kΘ
µ3
(w·v1)+
iϕC2+{kψ}ϕC2
µCϕC2
(w·v2)+
jϕC2+k
µ2ϕC2
(w·v3)
=
∑
i
(
p
ξC (w·v1)+w·v2
µC
)i∑
j
(
p
ξ2(w·v1)+w·v3
µ2
)j
∑
k
(
p
−Θ(w·v1)+Ψ(w·v2)+µC (w·v3)
µ3
)k(
p
ξC (w·v1)+w·v2
µC
)−⌊ kψϕC2 ⌋
=
F2F3(
p
ξC (w·v1)+w·v2
µC − 1
)(
p
ξ2(w·v1)+w·v3
µ2 − 1
) ϕC2−1∑
k=0
qk
(
p
ξC (w·v1)+w·v2
µC
)−⌊ kψϕC2 ⌋,(87)
where in the last step we used Identity (49).
In the special case that n∗ | n, based on (61–63), we obtain the slightly simpler
formula
(88) Σ3 =
F2F3
(qϕBC − 1)(qϕB2 − 1)
ϕC2−1∑
k=0
q
k−ϕBC
⌊
kψ
ϕC2
⌋
.
4.18. Proof that the residue R1 equals zero.
4.18.1. Case n∗ | n. According to Formula (84) for R′′1 and Formula (88) for Σ3, it
now suffices to prove that
(89)
ϕC2−1∑
k=0
q
k−ϕBC
⌊
kψ
ϕC2
⌋
=
qϕBC − 1
q − 1
ψ∑
ρ=1
qκρ +
qϕB2 − 1
q − 1
(
tq
qϕBC − 1
q − 1
+ 1
)
.
Let us do this now.
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First of all, if ϕB2 = 1, then by (86) we have ϕC2 = ϕBCψ + 1, and
ϕC2−1∑
k=0
q
k−ϕBC
⌊
kψ
ϕC2
⌋
= 1 +
ψϕBC∑
k=1
q
k−ϕBC
⌊
kψ
ϕC2
⌋
= 1 +
ψ−1∑
r=0
ϕBC∑
l=1
q
(rϕBC+l)−ϕBC
⌊
(rϕBC+l)ψ
ϕBCψ+1
⌋
= 1 +
∑
r
∑
l
ql
= ψq
qϕBC − 1
q − 1
+ 1,
which agrees with (89) for ϕB2 = 1.
In what follows, we shall assume that ϕB2 > 1 and thus that ψ > 0. Since
ψ ∈ {1, . . . , ϕC2 − 1}, the finite sequence
(90)
(⌊
kψ
ϕC2
⌋)ϕC2−1
k=0
of non-negative integers increases from 0 to ψ− 1 with steps of zero or one. Let us
denote
kr = min
{
k ∈ Z>0
∣∣∣∣ ⌊ kψϕC2
⌋
= r
}
=
⌈
rϕC2
ψ
⌉
; r = 0, . . . , ψ.
Then
0 = k0 < k1 < · · · < kψ−1 < kψ = ϕC2,
and obviously,
ϕC2−1∑
k=0
q
k−ϕBC
⌊
kψ
ϕC2
⌋
=
ψ−1∑
r=0
kr+1−1∑
k=kr
qk−ϕBCr.
We recall that
(91) ϕC2 = ϕB2 + ϕBCψ and ψ = tϕB2 + ψ,
with t ∈ Z>0 and ψ = {ψ}ϕB2 ∈ {1, . . . , ϕB2 − 1}. Remember also that for
ρ ∈ {0, . . . , ψ}, the number κρ denotes the smallest integer satisfying κρψ > ρϕB2.
Let us first verify (89) for t = 0. In this case we have that ψ = ψ, and hence
kρ =
⌈
ρϕC2
ψ
⌉
=
⌈
ρ(ϕB2 + ϕBCψ)
ψ
⌉
= ϕBCρ+
⌈
ρϕB2
ψ
⌉
= ϕBCρ+ κρ,
MONODROMY CONJECTURE FOR NON-DEGENERATE SURFACE SINGULARITIES 75
for all ρ ∈ {0, . . . , ψ}. It follows that
ϕC2−1∑
k=0
q
k−ϕBC
⌊
kψ
ϕC2
⌋
=
ψ−1∑
ρ=0
kρ+1−1∑
k=kρ
qk−ϕBCρ
=
ψ−1∑
ρ=0
ϕBC(ρ+1)+κρ+1−1∑
k=ϕBCρ+κρ
qk−ϕBCρ
=
ψ−1∑
ρ=0
ϕBC+κρ+1−1∑
κ=κρ
qκ
=
ψ−1∑
ρ=0
(
κρ+1−1∑
κ=κρ
qκ + qκρ+1
ϕBC−1∑
l=0
ql
)
=
ϕB2−1∑
κ=0
qκ +
qϕBC − 1
q − 1
ψ−1∑
ρ=0
qκρ+1
=
qϕBC − 1
q − 1
ψ∑
ρ=1
qκρ +
qϕB2 − 1
q − 1
,
which agrees with (89) for t = 0.
Let us from now on assume that t > 0. In the lemma below we express kr and
kr+1 − 1 explicitly as a function of r after writing r in a special form, but first we
introduce the following notation.
Notation 4.2 (Iverson’s convention). Cfr. [28]. For any proposition P we shall
denote by
[P ] =
{
1, if P is true;
0, otherwise;
the truth value of P .
Lemma 4.3. Assume that t > 0. Then the map
(92)
{
(ρ, κ, λ) ∈ Z3>0 |
0 6 ρ 6 ψ − 1, κρ 6 κ 6 κρ+1 − 1, 0 6 λ 6 t− [κ < κρ+1 − 1]
}
→ {0, . . . , ψ − 1} : (ρ, κ, λ) 7→ r = κt+ ρ+ λ
is bijective, and for r = κt + ρ + λ ∈ {0, . . . , ψ − 1} written in this way, we have
that
kr = ϕBCr + κ+ [λ > 0] and
kr+1 − 1 = ϕBC(r + 1) + κ.
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We will prove this lemma shortly. If we accept it now, we obtain29
ϕC2−1∑
k=0
q
k−ϕBC
⌊
kψ
ϕC2
⌋
=
ψ−1∑
r=0
kr+1−1∑
k=kr
qk−ϕBCr
=
ψ−1∑
ρ=0
κρ+1−1∑
κ=κρ
t−[κ<κρ+1−1]∑
λ=0
ϕBC(r+1)+κ∑
k=ϕBCr+κ+[λ>0]
qk−ϕBCr
=
ψ−1∑
ρ=0
κρ+1−1∑
κ=κρ
qκ
t−[κ<κρ+1−1]∑
λ=0
ϕBC∑
l=[λ>0]
ql
=
ψ−1∑
ρ=0
κρ+1−1∑
κ=κρ
qκ
t−[κ<κρ+1−1]∑
λ=0
(
q
qϕBC − 1
q − 1
+ [λ = 0]
)
=
ψ−1∑
ρ=0
κρ+1−1∑
κ=κρ
qκ
((
t+ [κ = κρ+1 − 1]
)
q
qϕBC − 1
q − 1
+ 1
)
=
ψ−1∑
ρ=0
[(
tq
qϕBC − 1
q − 1
+ 1
) κρ+1−1∑
κ=κρ
qκ + qκρ+1
qϕBC − 1
q − 1
]
=
(
tq
qϕBC − 1
q − 1
+ 1
) ϕB2−1∑
κ=0
qκ +
qϕBC − 1
q − 1
ψ−1∑
ρ=0
qκρ+1
=
qϕBC − 1
q − 1
ψ∑
ρ=1
qκρ +
qϕB2 − 1
q − 1
(
tq
qϕBC − 1
q − 1
+ 1
)
,
which agrees with (89).
We conclude the proof of R1 = 0 in Case n
∗ | n by verifying Lemma 4.3. Since
for all (ρ, κ, λ) in the domain, we have that
0 6 κt+ ρ+ λ 6 (κψ − 1)t+ (ψ − 1) + t = tϕB2 + ψ − 1 = ψ − 1,
the map (92) is well-defined.
We check that the map is onto. Let r ∈ {0, . . . , ψ − 1}. Because the finite
sequence (
κρt+ ρ
)ψ
ρ=0
of non-negative integers strictly increases from κ0t + 0 = 0 to κψt + ψ = ψ, there
exists a (unique) ρ ∈ {0, . . . , ψ − 1} such that
κρt+ ρ 6 r < κρ+1t+ (ρ+ 1).
If r = κρ+1t + ρ, we can write r as r = (κρ+1 − 1)t + ρ + t, and r is the image of
(ρ, κρ+1 − 1, t) under the map (92). Otherwise we have that
κρt 6 r − ρ < κρ+1t,
29Note that r = κt+ ρ+ λ in the second line.
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and we can write r − ρ (in a unique way) as r − ρ = κt + λ with κ, λ ∈ Z;
κρ 6 κ 6 κρ+1 − 1; and 0 6 λ 6 t− 1. In this case r = κt+ ρ+ λ is the image of
(ρ, κ, λ) under the map (92). This proves surjectivity.
The uniqueness of the representation r = κt+ρ+λ can either be checked directly,
or by verifying that the cardinality of the domain,
ψ−1∑
ρ=0
κρ+1−1∑
κ=κρ
t−[κ<κρ+1−1]∑
λ=0
1 =
ψ−1∑
ρ=0
κρ+1−1∑
κ=κρ
(
t+ [κ = κρ+1 − 1]
)
=
ϕB2−1∑
κ=0
t+
ψ−1∑
ρ=0
1
= tϕB2 + ψ
= ψ,
indeed equals the cardinality of the codomain {0, . . . , ψ − 1}.
Let r = κt + ρ + λ ∈ {0, . . . , ψ − 1}, written in the appropriate way. We prove
the expression for kr stated in the lemma. On the one hand, because κ > κρ, it
holds that κψ > κρψ > ρϕB2, and since λ 6 t, we have
(ρ+ λ)ϕB2 6 κψ + [λ > 0](tϕB2 + ψ).
On the other hand, since we assume t > 0, it follows from κ 6 κρ+1 − 1 that
κψ 6 (κρ+1 − 1)ψ < (ρ+ 1)ϕB2 6 (ρ+ λ)ϕB2 + [λ = 0](tϕB2 + ψ).
Hence
κψ − [λ = 0](tϕB2 + ψ) < (ρ+ λ)ϕB2 6 κψ + [λ > 0](tϕB2 + ψ).
Adding κtϕB2 in all sides of the equation, we get
(κ− [λ = 0])(tϕB2 + ψ) < (κt+ ρ+ λ)ϕB2 6 (κ+ [λ > 0])(tϕB2 + ψ).
If we apply (91) and the representation of r, we obtain
(κ− [λ = 0])ψ < rϕB2 6 (κ+ [λ > 0])ψ,
and after adding ϕBCrψ, we have
(ϕBCr + κ− [λ = 0])ψ < r(ϕB2 + ϕBCψ) 6 (ϕBCr + κ+ [λ > 0])ψ.
Using Formula (91) for ϕC2, we eventually obtain
(ϕBCr + κ+ [λ > 0]− 1)ψ < rϕC2 6 (ϕBCr + κ+ [λ > 0])ψ,
which proves that
(93) kr = ϕBCr + κ+ [λ > 0].
Finally, let us verify the expression for kr+1 − 1. If r = ψ − 1, then
r = (κψ − 1)t+ (ψ − 1) + t and
kr+1 − 1 = kψ − 1 = ϕC2 − 1 = ϕB2 + ϕBCψ − 1
= ϕBCψ + (κψ − 1) = ϕBC(r + 1) + κ.
78 BART BORIES AND WILLEM VEYS
Otherwise r + 1 6 ψ − 1 and we can use (93) to find kr+1. First suppose that
λ < t− [κ < κρ+1 − 1]. Then we have
r + 1 = κt+ ρ+ (λ+ 1) and
kr+1 − 1 = ϕBC(r + 1) + κ+ [λ+ 1 > 0]− 1 = ϕBC(r + 1) + κ.
If on the contrary λ = t− [κ < κρ+1 − 1], we have
r + 1 = (κ+ 1)t+ (ρ+ [κ = κρ+1 − 1]) + 0 and again
kr+1 − 1 = ϕBC(r + 1) + (κ+ 1) + [0 > 0]− 1 = ϕBC(r + 1) + κ.
This ends the proof of the lemma and concludes Case n∗ | n.
4.18.2. Case n∗ ∤ n. By Equations (85) and (87) for R′′1 and Σ3, proving R
′′
1 = 0
boils down to verifying that
(
p
w·v0+ξ
′
B(w·v1)
µB − 1
) ϕC2−1∑
k=0
qk
(
p
ξC (w·v1)+w·v2
µC
)−⌊ kψϕC2 ⌋
+ p
w·v0+ξ
′
B(w·v1)
µB
(
p
ξC (w·v1)+w·v2
µC − 1
) ϕB2−1∑
κ=0
qκ
(
p
w·v0+ξ
′
B(w·v1)
µB
)⌊ κψ
ϕB2
⌋
=
(
p
ξ2(w·v1)+w·v3
µ2 − 1
)qϕBC − 1
q − 1
.
Expressing everything in terms of
q and β = p
w·v0+ξ
′
B(w·v1)
µB
by means of Identities (61) and (62), the above statement is equivalent to
(94)
(q − 1)(β − 1)
ϕC2−1∑
k=0
q
k−ϕBC
⌊
kψ
ϕC2
⌋
β
⌊
kψ
ϕC2
⌋
+ (q − 1)(qϕBC − β)
ϕB2−1∑
κ=0
qκβ
⌊
κψ
ϕB2
⌋
= (qϕBC − 1)(qϕB2βψ − 1).
This equality in fact turns out to be a polynomial identity in the variables q and
β, as we will show now.
Both sequences,
(
⌊kψ/ϕC2⌋
)ϕC2
k=0
and
(
⌊κψ/ϕB2⌋
)ϕB2
κ=0
, increase from 0 to ψ. As
ψ < ϕC2 and ψ may be strictly greater than ϕB2, the first sequence adopts all
values in {0, . . . , ψ}, but the second one may not. We put
kr = min
{
k ∈ Z>0
∣∣∣∣ ⌊ kψϕC2
⌋
= r
}
=
⌈
rϕC2
ψ
⌉
and
κr = min
{
κ ∈ Z>0
∣∣∣∣ ⌊ κψϕB2
⌋
> r
}
=
⌈
rϕB2
ψ
⌉
; r = 0, . . . , ψ.
The numbers kr are the same as in Case n
∗ | n, while the κr are defined differently;
note that the sequence (κr)r is still increasing, but no longer necessarily strictly.
We have
0 = k0 < k1 < · · · < kψ−1 < kψ = ϕC2 and
0 = κ0 < κ1 6 · · · 6 κψ−1 6 κψ = ϕB2;
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furthermore, there is the following relation between the numbers kr and κr:
kr =
⌈
rϕC2
ψ
⌉
=
⌈
r(ϕB2 + ϕBCψ)
ψ
⌉
= ϕBCr +
⌈
rϕB2
ψ
⌉
= ϕBCr + κr,
for all r ∈ {0, . . . , ψ}.
Next, we use these data in rewriting both sums appearing in (94). If we adopt
the convention that empty sums equal zero, then the first sum is given by
ϕC2−1∑
k=0
q
k−ϕBC
⌊
kψ
ϕC2
⌋
β
⌊
kψ
ϕC2
⌋
=
ψ−1∑
r=0
kr+1−1∑
k=kr
qk−ϕBCrβr
=
∑
r
βr
ϕBC(r+1)+κr+1−1∑
k=ϕBCr+κr
qk−ϕBCr
=
∑
r
βr
ϕBC+κr+1−1∑
κ=κr
qκ
(⋆)
=
∑
r
βr
(
κr+1−1∑
κ=κr
qκ + qκr+1
ϕBC−1∑
l=0
ql
)
=
∑
r
βr
∑
κ
qκ +
qϕBC − 1
q − 1
∑
r
βrqκr+1 .(95)
Note that Equality (⋆) holds even if κr = κr+1 for some r. With Notation 4.2, the
second sum can be written as
(96)
ϕB2−1∑
κ=0
qκβ
⌊
κψ
ϕB2
⌋
=
ψ−1∑
r=0
βr
∑
κ
[⌊
κψ
ϕB2
⌋
= r
]
qκ =
∑
r
βr
κr+1−1∑
κ=κr
qκ.
Indeed, if there is no κ ∈ {0, . . . , ϕB2−1} such that ⌊κψ/ϕB2⌋ = r, then κr = κr+1
and
∑κr+1−1
κ=κr
qκ = 0, otherwise κr < κr+1 and κr, . . . , κr+1 − 1 are precisely the
indices κ satisfying ⌊κψ/ϕB2⌋ = r.
From (95–96), it now follows that
(q − 1)(β − 1)
ϕC2−1∑
k=0
q
k−ϕBC
⌊
kψ
ϕC2
⌋
β
⌊
kψ
ϕC2
⌋
+ (q − 1)(qϕBC − β)
ϕB2−1∑
κ=0
qκβ
⌊
κψ
ϕB2
⌋
= (qϕBC − 1)
[
(q − 1)
ψ−1∑
r=0
βr
κr+1−1∑
κ=κr
qκ + (β − 1)
ψ−1∑
r=0
βrqκr+1
]
= (qϕBC − 1)
[∑
r
βrqκr+1 −
∑
r
βrqκr +
∑
r
βr+1qκr+1 −
∑
r
βrqκr+1
]
= (qϕBC − 1)(qϕB2βψ − 1).
Having verified that the calculations above make sense even if κr = κr+1 for some
r, we achieve (94) and therefore conclude Case n∗ ∤ n. This ends the proof of the
main theorem in Case III.
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(b) Relevant cones associated to relevant faces
of Γf
Figure 8. Case IV: the only facets contributing to s0 are the
non-compact B1-facets τ0 and τ1
5. Case IV: exactly two facets of Γf contribute to s0, and these two
facets are both non-compact B1-facets with respect to a same
variable and have an edge in common
5.1. Figure and notations. Let us assume that the two facets τ0 and τ1 con-
tributing to s0 are both B1-facets with respect to the variable z. Note that τ0
and τ1 cannot be non-compact for the same variable unless they coincide. There-
fore, we may assume that τ0 is non-compact for x, while τ1 is non-compact for y,
and that τ0 and τ1 share their unique compact edge [AB]. Here A(xA, yA, 0) and
B(xB , yB , 1) ∈ Z
3
>0 denote the common vertices of τ0 and τ1 in the xy-plane and
at ‘height’ one, respectively. The situation is shown in Figure 8.
If we put
−−→
AB(xB − xA, yB − yA, 1) = (α, β, 1) as usual, then v0(0, 1,−β) and
v1(1, 0,−α) are the unique primitive vectors in Z
3
>0 perpendicular to τ0 and τ1,
respectively, while equations for the affine hulls of τ0 and τ1 are provided by
aff(τ0)↔ y − βz = yA and aff(τ1)↔ x− αz = xA.
Necessarily, we have that α, β < 0; i.e., xB < xA and yB < yA. Given that
the numerical data associated to τ0 and τ1 are (m(v0), σ(v0)) = (yA, 1 − β) and
(m(v1), σ(v1)) = (xA, 1− α), respectively, we assume
ℜ(s0) =
β − 1
yA
=
α− 1
xA
and ℑ(s0) =
2nπ
gcd(xA, yA) log p
for some n ∈ Z.
As indicated in Figure 8, we denote by τ2 and τ3 the non-compact facets of Γf
sharing with τ1 and τ0, respectively, a half-line with endpoint B, and by τ4 the
facet lying in the xy-plane. Primitive vectors in Z3>0 perpendicular to τ2, τ3, τ4 will
be denoted
v2(a2, 0, c2), v3(0, b3, c3), v4(0, 0, 1),
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respectively, and equations for the affine supports of these facets are given by
aff(τ2)↔ a2x+ c2z = m2,
aff(τ3)↔ b3y + c3z = m3,
aff(τ4)↔ z = 0
for certainm2,m3 ∈ Z>0. Finally, the numerical data for τ2, τ3, and τ4 are (m2, σ2),
(m3, σ3), and (0, 1), respectively, with σ2 = a2 + c2 and σ3 = b3 + c3.
5.2. The candidate pole s0 and the contributions to its residues. Again we
want to prove that s0 is not a pole of Z
0
f . Since s0 has expected order two as a
candidate pole of Z0f , in order to do this, we will, as in Case III, show that
R2 = lim
s→s0
(
p1−β+yAs − 1
) (
p1−α+xAs − 1
)
Z0f (s) and
R1 = lim
s→s0
d
ds
[(
p1−β+yAs − 1
) (
p1−α+xAs − 1
)
Z0f (s)
]
both equal zero.
In this case the (compact) faces contributing to s0 are A,B, and [AB]; i.e., we
may in the above expressions for R2 and R1 replace Z
0
f (s) by∑
τ=A,B,[AB]
Lτ (s)S(∆τ )(s).
Vertex A is exclusively contained in the facets τ0, τ1, and τ4; its associated cone
∆A is therefore simplicial. Vertex B, on the other hand, is contained in at least
the facets τ0, τ1, τ2, and τ3; hence ∆B is certainly not simplicial. However, if we
consider the cones δ1, δ2, δ3 defined below as members of a simplicial subdivision of
∆B , the relevant contributions to s0 come from the simplicial cones
∆A = cone(v0, v1, v4), δ1 = cone(v0, v1, v3), ∆[AB] = cone(v0, v1).
δ2 = cone(v1, v3),
δ3 = cone(v1, v2, v3),
This way we find, similarly to Case III, that R2 and R1 are explicitly given by
R2 = LA(s0)
Σ(∆A)(s0)
p− 1
+ LB(s0)
Σ(δ1)(s0)
pσ3+m3s0 − 1
+ L[AB](s0)Σ(∆[AB])(s0),
R1 = L
′
A(s0)
Σ(∆A)(s0)
p− 1
+ LA(s0)
Σ(∆A)
′(s0)
p− 1
+ L′B(s0)
Σ(δ1)(s0)
pσ3+m3s0 − 1
+LB(s0)
Σ(δ1)
′(s0)
pσ3+m3s0 − 1
− LB(s0)
m3(log p)p
σ3+m3s0Σ(δ1)(s0)(
pσ3+m3s0 − 1
)2
+LB(s0)
yA(log p)Σ(δ2)(s0)
pσ3+m3s0 − 1
+ LB(s0)
yA(log p)Σ(δ3)(s0)(
pσ2+m2s0 − 1
)(
pσ3+m3s0 − 1
)
+L′[AB](s0)Σ(∆[AB])(s0) + L[AB](s0)Σ(∆[AB])
′(s0).
5.3. Towards simplified formulas for R2 and R1.
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5.3.1. The factors Lτ (s0) and L
′
τ (s0). Since NA = NB = 0 and N[AB] = (p − 1)
2,
we obtain
LA(s0) = LB(s0) =
(
p− 1
p
)3
, L′A(s0) = L
′
B(s0) = 0,
L[AB](s0) =
(
p− 1
p
)3
−
(
p− 1
p
)2
ps0 − 1
ps0+1 − 1
, and
L′[AB](s0) = −(log p)
(
p− 1
p
)3
ps0+1(
ps0+1 − 1
)2 .
5.3.2. Cone multiplicities. We calculate the multiplicities of the five contributing
simplicial cones, as well as the multiplicities µx and µy of the cones associated to
the non-compact edges lx = τ0 ∩ τ3 and ly = τ1 ∩ τ2 (see Figure 8):
mult∆A = #H(v0, v1, v4) =
∥∥∥∥∥∥
0 1 −β
1 0 −α
0 0 1
∥∥∥∥∥∥ = 1,
µx = mult∆lx = #H(v0, v3) =
∥∥∥∥ 1 −βb3 c3
∥∥∥∥ = − ∣∣∣∣ 1 −βb3 c3
∣∣∣∣ = −βb3 − c3 > 0,
µy = mult∆ly = #H(v1, v2) =
∥∥∥∥ 1 −αa2 c2
∥∥∥∥ = − ∣∣∣∣ 1 −αa2 c2
∣∣∣∣ = −αa2 − c2 > 0,
mult δ1 = #H(v0, v1, v3) =
∥∥∥∥∥∥
0 1 −β
1 0 −α
0 b3 c3
∥∥∥∥∥∥ =
∥∥∥∥ 1 −βb3 c3
∥∥∥∥ = µx,
µ3 = mult δ3 = #H(v1, v2, v3) =
∥∥∥∥∥∥
1 0 −α
a2 0 c2
0 b3 c3
∥∥∥∥∥∥ = b3
∥∥∥∥ 1 −αa2 c2
∥∥∥∥ = b3µy,
mult δ2 = #H(v1, v3) = gcd(b3, c3,−αb3) = 1,
mult∆[AB] = #H(v0, v1) = gcd(1,−β,−α) = 1.
5.3.3. The sums Σ(·)(s0) and Σ(·)
′(s0). Because the corresponding multiplicities
are one, we have that
Σ(∆A)(s0) = Σ(δ2)(s0) = Σ(∆[AB])(s0) = 1 and
Σ(∆A)
′(s0) = Σ(∆[AB])
′(s0) = 0.
Furthermore, since H(v0, v3) ⊆ H(v0, v1, v3) and
µx = #H(v0, v3) = #H(v0, v1, v3),
we may put
Hx = H(v0, v3) = H(v0, v1, v3),
Σx = Σ(δ1)(s0) =
∑
h∈Hx
pσ(h)+m(h)s0 =
∑
h∈Hx
pw·h, and
Σ′x = Σ(δ1)
′(s0) =
d
ds
[∑
h∈Hx
pσ(h)+m(h)s
]∣∣∣
s=s0
= (log p)
∑
h∈Hx
m(h)pw·h,
with w = (1, 1, 1) + s0(xB , yB , 1) ∈ C
3.
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Finally we denote
Hy = H(v1, v2), H3 = H(v1, v2, v3), and
Σ3 = Σ(δ3)(s0) =
∑
h∈H3
pσ(h)+m(h)s0 =
∑
h∈H3
pw·h.
5.3.4. New formulas for the residues. If we put
R2 =
(
p− 1
p
)3
R′2, R1 = (log p)
(
p− 1
p
)3
R′1,
F2 = p
σ2+m2s0 − 1, F3 = p
σ3+m3s0 − 1, and q = p−s0−1,
the observations above yield
R′2 =
1
1− q
+
Σx
F3
and(97)
R′1 = −
q
(1− q)2
+
Σ′x
(log p)F3
−
m3(F3 + 1)Σx
F 23
+
yA
F3
+
yAΣ3
F2F3
.(98)
We shall prove that R′2 = R
′
1 = 0.
5.4. Some vector identities and their consequences. Given the coordinates
of vi; i = 0, . . . , 3; one easily checks that
30
b3v0 − v3 = (0, 0, µx),(99)
a2v1 − v2 = (0, 0, µy), and(100)
−µ3v0 + a2µxv1 − µxv2 + µyv3 = (0, 0, 0).(101)
Considering dot products with w = (1, 1, 1) + s0(xB , yB , 1), it follows from (99)
and (100) that
(102)
−b3(w · v0) + w · v3
µx
=
−a2(w · v1) + w · v2
µy
= −s0 − 1,
whereas making the dot product with B(xB , yB , 1) on both sides of (99) yields
(103) yAb3 −m3 = µx.
Other consequences of (99–101) include
−b3
µx
v0 +
1
µx
v3 = (0, 0,−1) ∈ Z
3,(104)
−a2
µy
v1 +
1
µy
v2 = (0, 0,−1) ∈ Z
3, and(105)
a2µx
µ3
v1 +
−µx
µ3
v2 +
1
b3
v3 = v0 ∈ Z
3.(106)
30As in the previous cases, the first two identities arise from (adjM)M = (detM)I for M =(
1 −β
b3 c3
)
,
(
1 −α
a2 c2
)
with detM = µx, µy , respectively, while the third one follows immediately
from the other two.
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5.5. Points of Hx, Hy, and H3. It follows from (104) that the µx points of Hx
are given by {
−jb3
µx
}
v0 +
j
µx
v3; j = 0, . . . , µx − 1;(107)
while it follows from (105) that the µy points of Hy = H(v1, v2) are{
−ia2
µy
}
v1 +
i
µy
v2; i = 0, . . . , µy − 1.
Note that b3 and a2 are, as expected, coprime to µx and µy, respectively.
31
If we consider H3 = H(v1, v2, v3) in the usual way as an additive group with
subgroup32 Hy = Hy+H(v1, v3) of index b3, then we see from (105) and (106) that
the points{
−a2{−kµx}b3
µ3
}
v1 +
{−kµx}b3
µ3
v2 +
k
b3
v3 ∈ H3; k = 0, . . . , b3 − 1;
can serve as representatives for the b3 cosets of Hy in H3. Hence a complete list of
the µ3 = b3µy points of H3 is provided by
(108)
{
−a2(ib3 + {−kµx}b3)
µ3
}
v1 +
ib3 + {−kµx}b3
µ3
v2 +
k
b3
v3;
i = 0, . . . , µy − 1; k = 0, . . . , b3 − 1.
These descriptions should allow us to find expressions for Σx,Σ
′
x, and Σ3 in the
next subsection.
5.6. Formulas for Σx,Σ
′
x, and Σ3. If for h ∈ Hx = H(v0, v3), we denote by
(h0, h3) the coordinates of h with respect to the basis (v0, v3), then by (102), (107),
and pw·v0 = 1, we have
(109) Σx =
∑
h∈Hx
pw·h =
µx−1∑
j=0
(
p
−b3(w·v0)+w·v3
µx
)j
=
∑
j
qj =
F3
q − 1
,
whereas
Σ′x
log p
=
∑
h∈Hx
m(h)pw·h
=
∑
h
(h0yA + h3m3)p
w·h
=
µx−1∑
j=0
(
yA
{
−jb3
µx
}
+m3
j
µx
)(
p
−b3(w·v0)+w·v3
µx
)j
= yA
∑
j
{
−jb3
µx
}
qj +
m3
µx
∑
j
jqj .(110)
If µx = 1, then clearly Σ
′
x = 0. Let us find an expression for Σ
′
x in the comple-
mentary case. So from now on assume that µx > 1. Write b3 as b3 = tµx + b3 with
31This follows from µx = −βb3 − c3, µy = −αa2 − c2, and the primitivity of v2 and v3.
32Recall that H(v1, v3) is the trivial subgroup of H3.
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t ∈ Z>0 and b3 = {b3}µx ∈ {1, . . . , µx − 1}; note that by the coprimality of b3 and
µx, we have gcd(b3, µx) = 1 and hence b3 6= 0. Furthermore, put
(111) jk = min
{
j ∈ Z>0
∣∣∣∣ ⌊jb3µx
⌋
= k
}
=
⌈
kµx
b3
⌉
; k = 0, . . . , b3;
yielding
0 = j0 < j1 < · · · < jb3−1 < jb3 = µx.
Then, proceeding as in Case III (Subsection 4.15), we write (110) as
Σ′x
log p
= yA
µx−1∑
j=0
{
−jb3
µx
}
qj +
m3[q
µx(µxq − µx − q) + q]
µx(q − 1)2
=
yA
1− q
(
b3−1∑
k=0
qjk −
b3F3
µx(1− q−1)
)
− yA +
m3
1− q
(
−(F3 + 1) +
F3
µx(1− q−1)
)
=
F3
1− q
(
yA
F3
∑
k
qjk −
yAb3 −m3
µx(1− q−1)
−
m3(F3 + 1)
F3
)
− yA.
Finally, if we use that yAb3 −m3 = µx (cfr. (103)) and b3 = tµx + b3, we obtain
(112)
Σ′x
(log p)F3
=
1
1− q
(
yA
F3
b3−1∑
k=0
qjk +
yAt− 1
1− q−1
−
m3(F3 + 1)
F3
)
−
yA
F3
(if µx > 1).
Let us now calculate Σ3. Using (102, 108) and p
w·v0 = pw·v1 = 1, we find
Σ3 =
∑
h∈H3
pw·h
=
∑
h
ph1(w·v1)+h2(w·v2)+h3(w·v3)
=
µy−1∑
i=0
b3−1∑
k=0
p
−a2(ib3+{−kµx}b3)
µ3
(w·v1)+
ib3+{−kµx}b3
µ3
(w·v2)+
k
b3
(w·v3)
=
∑
i
(
p
−a2(w·v1)+w·v2
µy
)i∑
k
p
−a2(w·v1)+w·v2
µy
{
−kµx
b3
}
+
−b3(w·v0)+w·v3
µx
kµx
b3
=
∑
i
qi
∑
k
p
(−s0−1)
({
−kµx
b3
}
+ kµxb3
)
.
Since µx and b3 are coprime, one has kµx/b3 /∈ Z and {−kµx/b3} = 1− {kµx/b3}
for k not a multiple of b3. Hence{
−
kµx
b3
}
+
kµx
b3
=
{
0, if k = 0;
1 +
⌊
kµx
b3
⌋
∈ Z, if k ∈ {1, . . . , b3 − 1};
and we obtain
(113) Σ3 =
F2
q − 1
(
1 + q
b3−1∑
k=1
q
⌊
kµx
b3
⌋)
,
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with the understanding that the empty sum equals zero in case b3 = 1.
5.7. Proof of R′2 = R
′
1 = 0. As it follows immediately from (97) and (109) that
R′2 = 0, we can further focus on R
′
1. Let us first assume that µx = 1. In this case,
we found that Σ′x = 0, while it follows from (113) that
Σ3 =
F2
q − 1
(1 + (b3 − 1)q);
furthermore, note that F3 = q−1 and hence Σx = 1, while yAb3−m3 = 1 by (103).
With these observations, (98) easily yields R′1 = 0.
From now on, suppose that µx > 1 and thus that b3 > 0. If we then fill in (109,
112, 113) in (98), one sees that proving R′1 = 0 eventually boils down to proving
that
(114)
b3−1∑
k=1
q
⌊
kµx
b3
⌋
=
b3−1∑
k=1
qjk −1 + t
F3
q − 1
,
whereby the sum over k is again understood to be zero if b3 = 1. Let us do this
now.
Recall that b3 = tµx + b3 with t ∈ Z>0 and b3 ∈ {1, . . . , µx − 1}. So if t = 0, we
have b3 = b3, and by (111) and the coprimality of b3 and µx, we then find
b3−1∑
k=1
q
⌊
kµx
b3
⌋
=
b3−1∑
k=1
q
⌊
kµx
b3
⌋
=
∑
k
q
⌈
kµx
b3
⌉
−1
=
∑
k
qjk −1,
which agrees with (114) for t = 0.
In what follows, we assume that t > 0 and hence that b3 > µx. Define the
numbers
kj = min
{
k ∈ Z>0
∣∣∣∣ ⌊kµxb3
⌋
= j
}
=
⌈
jb3
µx
⌉
; j = 0, . . . , µx;
and note that
0 = k0 < k1 < · · · < kµx−1 < kµx = b3.
This gives rise to
b3−1∑
k=1
q
⌊
kµx
b3
⌋
=
µx−1∑
j=0
kj+1−1∑
k=kj
qj − 1 =
b3−1∑
k=0
jk+1−1∑
j=jk
(kj+1 − kj)q
j − 1.
Finally, observe that
kj =
⌈
jb3
µx
⌉
=
⌈
j(tµx + b3)
µx
⌉
= jt+
⌈
jb3
µx
⌉
= jt+
⌊
jb3
µx
⌋
+ 1− [j = 0]− [j = µx]
for j ∈ {0, . . . , µx}; hence for 0 6 k 6 b3 − 1 and jk 6 j 6 jk+1 − 1, we have
kj+1 − kj
=
(
(j + 1)t+ (k + [j + 1 = jk+1]) + 1− [j + 1 = µx]
)
−
(
jt+ k + 1− [j = 0]
)
= t+ [j = jk+1 − 1] + [j = 0]− [j = µx − 1].
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of Γf
Figure 9. Case V: the only facets contributing to s0 are the non-
compact B1-facet τ0 and the B1-simplex τ1
Therefore,
b3−1∑
k=1
q
⌊
kµx
b3
⌋
=
b3−1∑
k=0
jk+1−1∑
j=jk
(kj+1 − kj)q
j − 1
=
∑
k
∑
j
(
t+ [j = jk+1 − 1] + [j = 0]− [j = µx − 1]
)
qj − 1
= t
µx−1∑
j=0
qj +
b3−1∑
k=0
qjk+1−1 + q0 − qµx−1 − 1
=
b3−1∑
k=1
qjk −1 + t
F3
q − 1
,
which agrees with (114). This concludes Case IV.
6. Case V: exactly two facets of Γf contribute to s0; one of them is
a non-compact B1-facet, the other one a B1-simplex; these facets
are B1 with respect to a same variable and have an edge in
common
6.1. Figure and notations. We assume that the two facets τ0 and τ1 contributing
to s0 are both B1-facets with respect to the variable z. Let τ0 be non-compact, say
for the variable x, and let τ1 be a B1-simplex. Facet τ0 shares its unique compact
edge [AC] with τ1. We denote the vertices of τ0 and τ1 and their coordinates by
A(xA, yA, 0), B(xB , yB , 0), C(xC , yC , 1)
and the neighbor facets of τ0 and τ1 by τ2, τ3, τ4 as indicated in Figure 9.
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Let us put
−→
AC (xC − xA , yC − yA , 1) = (αA , βA , 1),
−−→
BC(xC − xB , yC − yB , 1) = (αB , βB , 1),
and ϕAB = gcd(xB − xA, yB − yA)
as before. The unique primitive vector v0 ∈ Z
3
>0 perpendicular to τ0 is given by
v0(0, 1,−βA); such vectors for the other relevant facets τ1, τ2, τ3, τ4 will be denoted
v1(a1, b1, c1), v2(a2, b2, c2), v3(0, b3, c3), v4(0, 0, 1),
respectively. Equations for the affine supports of τi; i = 0, . . . , 4; are given by
aff(τ0)↔ y − βAz = yA,
aff(τ1)↔ a1x+ b1y + c1z = m1,
aff(τ2)↔ a2x+ b2y + c2z = m2,
aff(τ3)↔ b3y + c3z = m3,
aff(τ4)↔ z = 0
for certain m1,m2,m3 ∈ Z>0, and to these facets we associate the respective nu-
merical data
(yA, 1− βA), (m1, σ1), (m2, σ2), (m3, σ3), (0, 1),
with σi = ai + bi + ci; i = 1, 2; and σ3 = b3 + c3.
Since we assume that τ0 and τ1 both contribute to the candidate pole s0, we
have that p1−βA+yAs0 = pσ1+m1s0 = 1; hence
ℜ(s0) =
βA − 1
yA
= −
σ1
m1
and ℑ(s0) =
2nπ
gcd(yA,m1) log p
for some n ∈ Z.
6.2. Contributions to the candidate pole s0. The goal of this section is again
to show that both
R2 = lim
s→s0
(
p1−βA+yAs − 1
) (
pσ1+m1s − 1
)
Z0f (s) and
R1 = lim
s→s0
d
ds
[(
p1−βA+yAs − 1
) (
pσ1+m1s − 1
)
Z0f (s)
]
equal zero. The compact faces of Γf contributing to s0 are again the (seven)
compact subfaces A,B,C, [AB], [AC], [BC], and τ1 of the two contributing facets
τ0 and τ1. Only three of them also contribute to the ‘residue’ R2: A,C, and [AC].
If we consider the nine simplicial cones
∆τ1 = cone(v1), δ1 = cone(v0, v1, v3), ∆[AB] = cone(v1, v4),
∆A = cone(v0, v1, v4), δ2 = cone(v1, v3), ∆[AC] = cone(v0, v1),
δB = cone(v1, v2, v4), δ3 = cone(v1, v2, v3), ∆[BC] = cone(v1, v2),
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the same approach as in Cases III and IV leads to the following expressions for R2
and R1:
R2 = LA(s0)
Σ(∆A)(s0)
p− 1
+ LC(s0)
Σ(δ1)(s0)
pσ3+m3s0 − 1
+ L[AC](s0)Σ(∆[AC])(s0),
R1 = L
′
A(s0)
Σ(∆A)(s0)
p− 1
+ LA(s0)
Σ(∆A)
′(s0)
p− 1
+ LB(s0)
yA(log p)Σ(δB)(s0)(
pσ2+m2s0 − 1
)
(p− 1)
+L′C(s0)
Σ(δ1)(s0)
pσ3+m3s0 − 1
+ LC(s0)
Σ(δ1)
′(s0)
pσ3+m3s0 − 1
−LC(s0)
m3(log p)p
σ3+m3s0Σ(δ1)(s0)(
pσ3+m3s0 − 1
)2 + LC(s0)yA(log p)Σ(δ2)(s0)pσ3+m3s0 − 1
+LC(s0)
yA(log p)Σ(δ3)(s0)(
pσ2+m2s0 − 1
)(
pσ3+m3s0 − 1
) + L[AB](s0)yA(log p)Σ(∆[AB])(s0)
p− 1
+L′[AC](s0)Σ(∆[AC])(s0) + L[AC](s0)Σ(∆[AC])
′(s0)
+L[BC](s0)
yA(log p)Σ(∆[BC])(s0)
pσ2+m2s0 − 1
+ Lτ1(s0)yA(log p)Σ(∆τ1)(s0).
6.3. Towards simplified formulas for R2 and R1.
6.3.1. The factors Lτ (s0) and L
′
τ (s0). In the usual way we obtain
LA(s0) = LB(s0) = LC(s0) =
(
p− 1
p
)3
, L′A(s0) = L
′
C(s0) = 0,
L[AB](s0) =
(
p− 1
p
)3
−
(p− 1)N
p2
ps0 − 1
ps0+1 − 1
,
L[AC](s0) = L[BC](s0) =
(
p− 1
p
)3
−
(
p− 1
p
)2
ps0 − 1
ps0+1 − 1
,
L′[AC](s0) = −(log p)
(
p− 1
p
)3
ps0+1(
ps0+1 − 1
)2 ,
and Lτ1(s0) =
(
p− 1
p
)3
−
(p− 1)2 −N
p2
ps0 − 1
ps0+1 − 1
,
with
N = #
{
(x, y) ∈ (F×p )
2
∣∣ f[AB](x, y) = 0} .
6.3.2. Cone multiplicities. Let us investigate the multiplicities of the nine contribut-
ing simplicial cones. As we did before, we shall also consider the multiplicities µl
and µ′1 of the respective simplicial cones ∆l and δ
′
1 = cone(v0, v1, v2); the first cone
is the cone associated to the half-line l = τ0 ∩ τ3 (see Figure 9), while the second
one is a simplicial subcone of ∆C that could have been chosen as a member of an
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alternative subdivision of ∆C . Proceeding as in the previous cases, we find
mult∆[AB] = mult∆τ1 = 1,
µA = mult∆A = #H(v0, v1, v4) = mult∆[AC] = #H(v0, v1) = a1,
µB = mult δB = #H(v1, v2, v4) = mult∆[BC] = #H(v1, v2) = −
∣∣∣∣a1 b1a2 b2
∣∣∣∣ ,
µl = mult∆l = #H(v0, v3) = −
∣∣∣∣ 1 −βAb3 c3
∣∣∣∣ ,
µ1 = mult δ1 = #H(v0, v1, v3) =
∣∣∣∣∣∣
0 1 −βA
a1 b1 c1
0 b3 c3
∣∣∣∣∣∣ = −a1
∣∣∣∣ 1 −βAb3 c3
∣∣∣∣ = µAµl,
µ′1 = mult δ
′
1 = #H(v0, v1, v2) =
∣∣∣∣∣∣
0 1 −βA
a1 b1 c1
a2 b2 c2
∣∣∣∣∣∣ = µAµBϕAB .
We observe that
µ1 = #H(v0, v1, v3) = µAµl = #H(v0, v1)#H(v0, v3);
i.e., the factor ϕAl = µ1/µAµl equals one. Theorem 1.7(v) now asserts that
µ2 = mult δ2 = #H(v1, v3) = gcd(µA, µl).
For
µ3 = mult δ3 = #H(v1, v2, v3) =
∣∣∣∣∣∣
a1 b1 c1
a2 b2 c2
0 b3 c3
∣∣∣∣∣∣ > 0,
finally, we obtain in a similar way as in Case III that
µ3 = −b3
∣∣∣∣a1 c1a2 c2
∣∣∣∣+ c3 ∣∣∣∣a1 b1a2 b2
∣∣∣∣
=
∣∣∣∣a1 b1a2 b2
∣∣∣∣ (b3βB + c3)
= −µB
(
v3 ·
−−→
BC
)
= µB
(
v3 ·
−−→
AB − v3 ·
−→
AC
)
= µB
(
v3 · ϕAB(−b1, a1, 0)− v3 · (αA, βA, 1)
)
= µB
(
ϕABΨ+ µl
)
= µBµ2ϕB2,
whereby
Ψ = a1b3 = b3µA, ϕB2 = ϕABψ + µ
′
l,
ψ =
Ψ
µ2
= b3µ
′
A ∈ Z>0, µ
′
A =
µA
µ2
∈ Z>0, and µ
′
l =
µl
µ2
∈ Z>0.
Note that the coprimality of b3 and c3 implies the coprimality of b3 and µl. Hence
µ2 = gcd(µA, µl) = gcd(Ψ, µl)
and gcd(ψ, µ′l) = gcd(ψ,ϕB2) = 1.
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6.3.3. The sums Σ(·)(s0) and Σ(·)
′(s0). We have of course that Σ(∆[AB])(s0) =
Σ(∆τ1)(s0) = 1. As usual, we denote
HA = H(v0, v1, v4) = H(v0, v1), H1 = H(v0, v1, v3),
HB = H(v1, v2, v4) = H(v1, v2), H2 = H(v1, v3),
Hl = H(v0, v3), H3 = H(v1, v2, v3),
and w = (1, 1, 1) + s0(xC , yC , 1) ∈ C
3, yielding
ΣA = Σ(∆A)(s0) = Σ(∆[AC])(s0) =
∑
h∈HA
pw·h;
ΣB = Σ(δB)(s0) = Σ(∆[BC])(s0) =
∑
h∈HB
pw·h;
Σ′A = Σ(∆A)
′(s0) = Σ(∆[AC])
′(s0) = (log p)
∑
h∈HA
m(h)pw·h;
Σl = Σ(∆l)(s0) =
∑
h∈Hl
pw·h;
Σi = Σ(δi)(s0) =
∑
h∈Hi
pw·h; i = 1, 2, 3;
Σ′1 = Σ(δ1)
′(s0) = (log p)
∑
h∈H1
m(h)pw·h.
6.3.4. New formulas for the residues. Let us put
R2 =
(
p− 1
p
)3
R′2, R1 = (log p)
(
p− 1
p
)3
R′1,
F2 = p
σ2+m2s0 − 1, F3 = p
σ3+m3s0 − 1, and q = p−s0−1.
Our findings so far lead to the following expressions for R′2 and R
′
1:
R′2 =
ΣA
1− q
+
Σ1
F3
,(115)
R′1 =
1
1− q
(
Σ′A
log p
−
ΣA
q−1 − 1
+
yAΣB
F2
+ yA
)
+
Σ′1
(log p)F3
−
m3(F3 + 1)Σ1
F 23
+
yAΣ2
F3
+
yAΣ3
F2F3
.
(116)
We prove that R′2 = R
′
1 = 0.
6.4. Investigation of the sums Σ• and Σ
′
•.
6.4.1. Vector identities and consequences. The identities that will be useful to us
in this case are
b3v0 − v3 = (0, 0, µl),(117)
−µBv0 + a2v1 − µAv2 = (0, 0, µ
′
1), and(118)
Θv1 −Ψv2 − µBv3 = (0, 0, µ3),
whereby Θ = a2b3 and Ψ = a1b3. These give rise to
(119) yAb3 −m3 = µl
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and to
−b3(w · v0) + w · v3 = µl(−s0 − 1),(120)
µB(w · v0)− a2(w · v1) + µA(w · v2) = µ
′
1(−s0 − 1), and(121)
−Θ(w · v1) + Ψ(w · v2) + µB(w · v3) = µ3(−s0 − 1).(122)
Moreover, they show that
(123)
−b3
µl
v0 +
1
µl
v3 ∈ Z
3 and
−Θ
µ3
v1 +
ψ
µBϕB2
v2 +
1
µ2ϕB2
v3 ∈ Z
3.
(Recall that µ3 = µBµ2ϕB2 and Ψ = ψµ2.)
6.4.2. Points of HA, HB , Hl, H1, H2, and H3. The µA points of HA are given by{
iξA
µA
}
v0 +
i
µA
v1; i = 0, . . . , µA − 1;
or, alternatively, by
i
µA
v0 +
{
iξ′A
µA
}
v1; i = 0, . . . , µA − 1;(124)
for certain ξA, ξ
′
A ∈ {0, . . . , µA−1} with ξAξ
′
A ≡ 1 mod µA. By (123), the µl points
of Hl are {
−jb3
µl
}
v0 +
j
µl
v3; j = 0, . . . , µl − 1;(125)
while those of HB and H2 are given by{
iξB
µB
}
v1 +
i
µB
v2; i = 0, . . . , µB − 1;(126)
and by {
jξ2
µ2
}
v1 +
j
µ2
v3; j = 0, . . . , µ2 − 1;(127)
respectively, for unique ξB ∈ {0, . . . , µB − 1} and ξ2 ∈ {0, . . . , µ2 − 1}, coprime to
µB and µ2, respectively.
Since µ1 = µAµl, the description of the µ1 points of H1 is rather easy:
(128){
iξAµl − jb3µA
µ1
}
v0 +
i
µA
v1 +
j
µl
v3; i = 0, . . . , µA − 1; j = 0, . . . , µl − 1.
Based on (126–127) and (123), we find in exactly the same way as in Case III
(Paragraph 4.17.2) a complete list of the µ3 = µBµ2ϕB2 points of H3:
(129)
{
(i− ⌊kψ/ϕB2⌋)ξBµ2ϕB2 + jξ2µBϕB2 − kΘ
µ3
}
v1
+
iϕB2 + {kψ}ϕB2
µBϕB2
v2 +
jϕB2 + k
µ2ϕB2
v3;
i = 0, . . . , µB − 1; j = 0, . . . , µ2 − 1; k = 0, . . . , ϕB2 − 1.
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6.4.3. Formulas for ΣA,Σ
′
A,ΣB ,Σl,Σ1,Σ
′
1,Σ2, and Σ3. As in Case III, for some of
the sums Σ• and Σ
′
•, we will have to distinguish between two cases. Let us put
n∗ =
gcd(yA,m1)
gcd(yA,m1,m(h∗))
,
with m(h∗) =
ξAyA +m1
µA
∈ Z>0 and h
∗ =
ξA
µA
v0 +
1
µA
v1 ∈ Z
3,
a generating element of the group HA (if µA > 1). Then we have that
p
ξA(w·v0)+w·v1
µA and p
w·v0+ξ
′
A(w·v1)
µA
both equal one if n∗ | n, while they both differ from one if n∗ ∤ n. Proceeding as in
Paragraphs 4.13.1–4.13.2, we obtain that
ΣA =
{
µA, if n
∗ | n;
0, otherwise;
and(130)
Σ′A
log p
=

(yA +m1)(µA − 1)
2
, if n∗ | n;
yA
p
w·v0+ξ
′
A
(w·v1)
µA − 1
+
m1
p
ξA(w·v0)+w·v1
µA − 1
, otherwise.
(131)
We continue as in Paragraph 4.13.3. Based on (126) and pw·v1 = 1, we find that
(132) ΣB =

F2
p
ξB(w·v1)+w·v2
µB − 1
, in any case;
F2
qϕAB − 1
, if n∗ | n.
The special formula for n∗ | n arises from
(133) p
w·v0+ξ
′
A(w·v1)
µA p
ξB(w·v1)+w·v2
µB = pϕAB(−s0−1) = qϕAB ,
which in turn follows from v0 + ξ
′
Av1 ∈ µAZ
3, ξBv1 + v2 ∈ µBZ
3, (118), and (121).
For Σl we use (125), p
w·v0 = 1, and (120) in order to conclude
Σl =
∑
h∈Hl
pw·h =
µl−1∑
j=0
(
p
−b3(w·v0)+w·v3
µl
)j
=
∑
j
qj =
F3
q − 1
.
By (124), (127), and (117) we have that
v0 + ξ
′
Av1 ∈ µAZ
3, ξ2v1 + v3 ∈ µ2Z
3, and b3v0 − v3 ∈ µlZ
3.
Since µ2 = gcd(µA, µl), we obtain
−b3(v0 + ξ
′
Av1) + (ξ2v1 + v3) + (b3v0 − v3) = (−ξ
′
Ab3 + ξ2)v1 ∈ µ2Z
3,
and hence
−ξ′Ab3 + ξ2
µ2
∈ Z.
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Using ψµ2 = Ψ = b3µA, p
w·v1 = 1, (120), and µl/µ2 = µ
′
l ∈ Z>0, it then follows
that
(134)
(
p
w·v0+ξ
′
A(w·v1)
µA
)−ψ
p
ξ2(w·v1)+w·v3
µ2 = p
−Ψ(w·v0)+(−ξ
′
AΨ+ξ2µA)(w·v1)+µA(w·v3)
µAµ2
= p
−b3(w·v0)+(−ξ
′
Ab3+ξ2)(w·v1)+w·v3
µ2 = p
−b3(w·v0)+w·v3
µ2 = p
µl(−s0−1)
µ2 = qµ
′
l .
In this way (127) yields
(135)
Σ2 =
∑
h∈H2
pw·h =
µ2−1∑
j=0
(
p
ξ2(w·v1)+w·v3
µ2
)j
=

F3
p
ξ2(w·v1)+w·v3
µ2 − 1
, in any case;
F3
qµ
′
l − 1
, if n∗ | n.
Keeping in mind that pw·v0 = 1, we easily find from the description (128) of the
points of H1 that
Σ1 =
∑
h∈H1
pw·h =
µA−1∑
i=0
µl−1∑
j=0
p
iξAµl−jb3µA
µ1
(w·v0)+
i
µA
(w·v1)+
j
µl
(w·v3)
=
∑
i
(
p
ξA(w·v0)+w·v1
µA
)i∑
j
(
p
−b3(w·v0)+w·v3
µl
)j
= ΣAΣl =

µAF3
q − 1
, if n∗ | n;
0, otherwise.
(136)
To calculate Σ′1 we follow the same process as in Case III. Write ψ as ψ = tµ
′
l+ψ
with t ∈ Z>0 and ψ = {ψ}µ′l . Clearly ψ ∈ {0, . . . , µ
′
l− 1}, and since gcd(ψ, µ
′
l) = 1,
we also have gcd(ψ, µ′l) = 1. Hence ψ = 0 occurs if and only if µ
′
l = 1. Exclusively
in the case that µ′l > 1 we also introduce the numbers
κρ = min
{
κ ∈ Z>0
∣∣∣∣ ⌊κψµ′l
⌋
= ρ
}
=
⌈
ρµ′l
ψ
⌉
; ρ = 0, . . . , ψ.
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Proceeding as in Subsection 4.15 and applying (119) in the end, we eventually
obtain that
(137)
Σ′1
(log p)F3
=

1
1− q
(
yA
qµ
′
l − 1
ψ∑
ρ=1
qκρ −
(yA +m1)(µA − 1)
2
+
yAt− µA
1− q−1
−
m3µA(F3 + 1)
F3
− yA
)
−
yA
qµ
′
l − 1
, if n∗ | n;
yAp
w·v0+ξ
′
A(w·v1)
µA(
p
w·v0+ξ
′
A
(w·v1)
µA − 1
)(
p
ξ2(w·v1)+w·v3
µ2 − 1
) ·
µ′l−1∑
κ=0
qκ
(
p
w·v0+ξ
′
A(w·v1)
µA
)⌊κψ
µ′
l
⌋
−
yA
p
ξ2(w·v1)+w·v3
µ2 − 1
+
m1
(q − 1)
(
p
ξA(w·v0)+w·v1
µA − 1
) , if n∗ ∤ n;
thereby adopting the convention that the empty sum over ρ equals zero if µ′l = 1.
From the description (129) of the points of H3, it is reasonable that also the
calculation of Σ3 is essentially not different from the one in Case III; proceeding as
in Paragraph 4.17.3, thereby using Identity (122), we find that
(138)
Σ3 =
F2F3(
p
ξB(w·v1)+w·v2
µB − 1
)(
p
ξ2(w·v1)+w·v3
µ2 − 1
) ϕB2−1∑
k=0
qk
(
p
ξB(w·v1)+w·v2
µB
)−⌊ kψϕB2 ⌋.
A simplified version of this formula, valid in the case that n∗ | n and justified by
Equalities (133) and (134), is given by
(139) Σ3 =
F2F3
(qϕAB − 1)(qµ
′
l − 1)
ϕB2−1∑
k=0
q
k−ϕAB
⌊
kψ
ϕB2
⌋
.
6.5. Proof of R′2 = R
′
1 = 0. On the one hand, it is clear from (115, 130, and
136) that R′2 = 0 in any case. On the other hand, if we fill in Formulas (130–132,
135–139) for the Σ(·)(s0) and the Σ(·)
′(s0) in Expression (116) for R
′
1, we see that
proving R′1 = 0 comes down to verifying that
ϕB2−1∑
k=0
q
k−ϕAB
⌊
kψ
ϕB2
⌋
=
qϕAB − 1
q − 1
ψ∑
ρ=1
qκρ +
qµ
′
l − 1
q − 1
(
tq
qϕAB − 1
q − 1
+ 1
)
,
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x y
z
A B
C
τ0
τ1 τ2
V (xV , yV , 1)
Figure 10. Case VI: B1-facets τ0, τ1, and τ2 all contribute to s0
if n∗ | n, and
(
p
w·v0+ξ
′
A(w·v1)
µA − 1
) ϕB2−1∑
k=0
qk
(
p
ξB(w·v1)+w·v2
µB
)−⌊ kψϕB2 ⌋
+ p
w·v0+ξ
′
A(w·v1)
µA
(
p
ξB(w·v1)+w·v2
µB − 1
) µ′l−1∑
κ=0
qκ
(
p
w·v0+ξ
′
A(w·v1)
µA
)⌊κψ
µ′
l
⌋
=
(
p
ξ2(w·v1)+w·v3
µ2 − 1
)qϕAB − 1
q − 1
,
otherwise. In order to obtain this last equation, we need to apply Identity (133) at
some point. Since the analogous relations between the variables hold, e.g.,
ϕB2 = ϕABψ + µ
′
l and ψ = tµ
′
l + ψ,
these final assertions can be proved in exactly the same way as in Subsection 4.18
of Case III. Hence we conclude Case V.
7. Case VI: at least three facets of Γf contribute to s0; all of them
are B1-facets (compact or not) with respect to a same variable
and they are ‘connected to each other by edges’
More precisely, we mean that we can denote the contributing B1-facets by
τ0, τ1, . . . , τt with t > 2 in such a way that facets τi−1 and τi share an edge for
all i ∈ {1, . . . , t}. An example with t = 2 is shown in Figure 10.
Let us assume that the contributing facets τ0, τ1, . . . , τt are B1 with respect
to the variable z. Since the τi all contribute to the same candidate pole s0,
their affine supports intersect the diagonal of the first octant in the same point
(−1/s0,−1/s0,−1/s0). As these affine supports share only one point, the afore-
mentioned intersection point must be the contributing facets’ common vertex V at
‘height’ one: (
−
1
s0
,−
1
s0
,−
1
s0
)
= (xV , yV , 1).
We conclude that xV = yV = 1 and s0 = −1. Hence under the conditions of
Theorem 0.40, Case VI cannot occur.
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x
y
z
b
b
b
A
B C
D = τ0 ∩ τ1
τ0
τ1
1
d↔ x = y = z
aff τ0 ∩ aff τ1 ∩ d = (−1/s0,−1/s0,−1/s0)
(a) Non-compact B1-facet τ0 and B1-simplex τ1 both contribute to s0. As they have only one
point in common, they form two separate clusters.
x
y
z
b
b
b
b
b
A B C
E D
τ0 τ1 τ2
1
d↔ x = y = z
aff τ0 ∩ aff τ1 ∩ aff τ2 ∩ d
= (−1/s0,−1/s0,−1/s0)
(b) B1-Facets τ0, τ1, τ2 all contribute to s0. We distinguish the clusters {τ0} and {τ1, τ2}.
Figure 11. General Case: several ‘clusters’ of B1-facets con-
tribute to the candidate-pole s0
8. General case: several groups of B1-facets contribute to s0; every
group is separately covered by one of the previous cases, and the
groups have pairwise at most one point in common
As the different ‘clusters’ of contributing B1-facets pairwise share not more than
one point, we can decompose each cone associated to a vertex of Γf into simplicial
cones in such a way that the relevant residues in s0 split up into parts, each part
corresponding to one of the preceding cases. In this way the general case follows
immediately from the previous ones. Figure 11 shows two possible configurations
of B1-facets that fall under the general case.
9. The main theorem for a non-trivial character of Z×p
In this section we consider Igusa’s zeta function of a polynomial f(x1, . . . , xn) ∈
Zp[x1, . . . , xn] and a character χ : Z
×
p → C
× of Z×p , and we prove the analogue
of Theorem 0.12 for a non-trivial character. We start with the definition of this
‘twisted’ p-adic zeta function.
Let p be a prime number and a ∈ Qp. We denote the p-adic order of a by
ordp a ∈ Z ∪ {∞}; we write |a| = p
− ordp a for the p-adic norm of a and ac a = |a|a
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for its angular component. As before, we denote by |dx| = |dx1 ∧ · · · ∧ dxn| the
Haar measure on Qnp , normalized in such a way that Z
n
p has measure one.
Definition 9.1 (local twisted Igusa zeta function). Cfr. [24, Def. 1.1]. Let p be
a prime number and f(x) = f(x1, . . . , xn) a polynomial in Zp[x1, . . . , xn]. Let
χ : Z×p → C
× be a character of Z×p , i.e., a multiplicative group homomorphism
with finite image. We formally put χ(0) = 0. To f and χ we associate the local
Igusa zeta function
Z0f,χ : {s ∈ C | ℜ(s) > 0} → C : s 7→
∫
pZnp
χ(ac f(x))|f(x)|s|dx|.
If χ is the trivial character, we obtain the usual local Igusa zeta function of f .
In this section we will deal with the non-trivial characters. The rationality result
of Igusa [26] and Denef [11] holds for the above version of Igusa’s zeta function as
well. From now on, by Z0f,χ we mean the meromorphic continuation to C of the
function defined in Definition 9.1.
The goal is to verify the following analogue of Theorem 0.12.
Theorem 9.2 (Monodromy Conjecture for Igusa’s zeta function of a non-degener-
ate surface singularity and a non-trivial character of Z×p ). Let f(x, y, z) ∈ Z[x, y, z]
be a nonzero polynomial in three variables satisfying f(0, 0, 0) = 0, and let U ⊆ C3
be a neighborhood of the origin. Suppose that f is non-degenerate over C with re-
spect to all the compact faces of its Newton polyhedron, and let p be a prime number
such that f is also non-degenerate over Fp with respect to the same faces.
33 Let
χ : Z×p → C
× be a non-trivial character of Z×p , and assume that χ is trivial on
1 + pZp. Suppose that s0 is a pole of the local Igusa zeta function Z
0
f,χ associated
to f and χ. Then e2πiℜ(s0) is an eigenvalue of the local monodromy of f at some
point of f−1(0) ∩ U .
The reason that we restrict to characters χ that are trivial on 1+ pZp, is that in
this case we have a nice analogue of Denef and Hoornaert’s formula (Theorem 0.27)
for Z0f,χ. We give the formula below, but first we introduce a notation that simplifies
the statement of the formula.
Notation 9.3. Let p be a prime number and χ : Z×p → C
× a character of Z×p .
Assume that χ is trivial on the (multiplicative) subgroup 1 + pZp of Z
×
p . We
shall identify the quotient group Z×p /(1 + pZp) with F
×
p , and we shall denote by
π : Z×p → F
×
p the natural surjective homomorphism. Since 1 + pZp ⊆ kerχ, there
exists a unique homomorphism χ : F×p → C
× such that χ = χ ◦ π. In order for χ
to be defined on the whole of Fp, we shall formally put χ(0) = 0.
Theorem 9.4. [24, Thm. 3.4]. Let p be a prime number; let f(x) = f(x1, . . . , xn) be
a nonzero polynomial in Zp[x1, . . . , xn] satisfying f(0) = 0. Suppose that f is non-
degenerate over Fp with respect to all the compact faces of its Newton polyhedron
Γf . Let χ : Z
×
p → C
× be a non-trivial character of Z×p , and assume that χ is
trivial on 1 + pZp. Then the local Igusa zeta function associated to f and χ is the
meromorphic complex function
Z0f,χ : s 7→
∑
τ compact
face of Γf
LτS(∆τ )(s),
33By Remark 0.11(i) this is the case for almost all prime numbers p.
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with
Lτ = p
−n
∑
x∈(F×p )n
χ
(
fτ (x)
)
and
S(∆τ )(s) =
∑
k∈Zn∩∆τ
p−σ(k)−m(k)s
for every compact face τ of Γf . Hereby fτ , fτ , and χ are defined as in Notations 0.6,
0.9, and 9.3, respectively; the definitions of σ(k),m(k), and ∆τ can be found in
Notation 0.25 and Definitions 0.13 and 0.16, respectively. The sums S(∆τ )(s) can
be calculated in the same way as in Theorem 0.27.
Note that, contrary to the trivial character case, the Lτ do not depend on the
variable s. Consequently, Z0f,χ for a non-trivial character χ, has ‘fewer’ candidate
poles than Z0f .
Corollary 9.5. Let f and χ be as in Theorem 9.4. Let γ1, . . . , γr be all the facets
of Γf , and let v1, . . . , vr be the unique primitive vectors in Z
n
>0\{0} that are perpen-
dicular to γ1, . . . , γr, respectively. From Theorem 9.4 and the rational expression
for S(∆τ )(s) obtained in Theorem 0.27, it follows that the poles of Z
0
f,χ are among
the numbers
(140) −
σ(vj)
m(vj)
+
2kπi
m(vj) log p
,
with j ∈ {1, . . . , r} such that m(vj) 6= 0, and k ∈ Z. We shall refer to these numbers
as the candidate poles of Z0f,χ.
Now suppose that f, U, p, χ, and s0 are as in Theorem 9.2. Then s0 is one of the
numbers (140). Theorem 0.34 tells us that if s0 is contributed (cfr. Definition 0.31)
by a facet of Γf that is not a B1-facet (cfr. Definition 0.33), then e
2πiℜ(s0) is an
eigenvalue of monodromy of f at some point of f−1(0) ∩ U . Proposition 0.39 says
that the same is true if s0 is contributed by two B1-facets of Γf that are not B1 for
a same variable and that have an edge in common. Therefore, in order to obtain
Theorem 9.2, it is sufficient to verify the following proposition.
Proposition 9.6 (On candidate poles of Z0f,χ only contributed by B1-facets). Let
p be a prime number and let f(x, y, z) ∈ Zp[x, y, z] be a nonzero polynomial in three
variables with f(0, 0, 0) = 0. Suppose that f is non-degenerate over Fp with respect
to all the compact faces of its Newton polyhedron. Let χ : Z×p → C
× be a non-trivial
character of Z×p that is trivial on 1 + pZp. Suppose that s0 is a candidate pole of
Z0f,χ that is only contributed by B1-facets of Γf . Further assume that for any pair
of contributing B1-facets, we have that
- either they are B1-facets for a same variable,
- or they have at most one point in common.
Then s0 is not a pole of Z
0
f,χ.
Let p, f, χ, and s0 be as in the proposition. Let us consider the same seven cases
as in the proof of Theorem 0.40. The three observations below show that in every
case, the relevant terms in the formula for Z0f,χ from Theorem 9.4, are either zero
or they cancel in pairs. In what follows we shall use the notations of Theorem 0.27.
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First consider a vertex V (xV , yV , 1) of Γf at ‘height’ one. The corresponding
polynomial fV has the form fV = aV x
xV yyV z with aV ∈ F
×
p . The factor LV is
thus given by
LV = p
−3
∑
(x,y,z)∈(F×p )3
χ
(
aV x
xV yyV z
)
= p−3χ(aV )
∑
x∈F×p
χxV (x)
∑
y∈F×p
χyV (y)
∑
z∈F×p
χ(z).(141)
Since χ is non-trivial but trivial on 1+pZp, the character χ of F
×
p is also non-trivial.
It is well-known that in this case the last sum of (141) equals zero. Indeed, for any
u ∈ F×p the map F
×
p → F
×
p : z 7→ uz is a permutation. Consequently,∑
z∈F×p
χ(z) =
∑
z∈F×p
χ(uz) = χ(u)
∑
z∈F×p
χ(z).
As χ is non-trivial, there exists a u ∈ F×p with χ(u) 6= 1, and for such u the above
equation implies that
∑
z∈F×p
χ(z) = 0. We conclude that LV = 0 and the term
associated to V vanishes.
Next let us consider a B1-simplex τ0, say for the variable z. Let A and B be the
two vertices of τ0 in the plane {z = 0}, and let C(xC , yC , 1) be the vertex of τ0 at
distance one of this plane. For L[AB] we find
L[AB] = p
−3
∑
(x,y,z)∈(F×p )3
χ
(
f[AB](x, y)
)
= p−3(p− 1)
∑
(x,y)∈(F×p )2
χ
(
f[AB](x, y)
)
,
while Lτ0 is given by
(142) Lτ0 = p
−3
∑
(x,y)∈(F×p )2
∑
z∈F×p
χ
(
f[AB](x, y) + aCx
xCyyCz
)
for some aC ∈ F
×
p . Fix (x, y) ∈ (F
×
p )
2. If z runs through F×p , the argument of χ in
(142) runs through all elements of the set Fp \
{
f[AB](x, y)
}
. Consequently,
Lτ0 = p
−3
∑
(x,y)∈(F×p )2
(∑
u∈Fp
χ(u)− χ
(
f[AB](x, y)
))
= −p−3
∑
(x,y)∈(F×p )2
χ
(
f[AB](x, y)
)
.
Together with the fact that
S(∆τ0)(s) =
1
pσ0+m0s − 1
and S(∆[AB])(s) =
1
(pσ0+m0s − 1)(p− 1)
(with (m0, σ0) the numerical data associated to τ0), we now easily find that the
sum of the terms associated to τ0 and [AB] equals zero.
Finally, consider any B1-facet τ0 (compact or not), and assume that τ0 is B1 for
the variable z. Let A be a vertex of τ0 in the plane {z = 0} and C(xC , yC , 1) the
vertex of τ0 at ‘height’ one. Denote by τ1 the other facet of Γf that contains the
edge [AC], and let τ2 be the facet in {z = 0}. Denote by δA the simplicial subcone
of ∆A strictly positively spanned by the primitive vectors v0, v1, v2 ∈ Z
3
>0 \ {0}
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that are perpendicular to τ0, τ1, τ2, respectively. In the same way as in the previous
paragraph we find that
LA = −(p− 1)L[AC].
If we combine this identity with the expressions
S(∆[AC])(s) =
Σ(∆[AC])(s)
(pσ0+m0s − 1)(pσ1+m1s − 1)
and
S(δA)(s) =
Σ(∆[AC])(s)
(pσ0+m0s − 1)(pσ1+m1s − 1)(p− 1)
(where (m0, σ0) and (m1, σ1) denote the numerical data of τ0 and τ1, respectively),
we find again that the terms associated to [AC] and δA cancel out.
This concludes (the sketch of) the proof of Proposition 9.6 and Theorem 9.2.
10. The main theorem in the motivic setting
10.1. The local motivic zeta function and the motivic Monodromy Con-
jecture. The theory of motivic integration was invented by Kontsevich and further
developed by among others Denef–Loeser [17, 18, 19], Loeser–Sebag [33, 39], and
Cluckers–Loeser [10]. Denef and Loeser introduced the motivic zeta function and
the corresponding Monodromy Conjecture in [16]. For an introduction to motivic
integration, motivic zeta functions, and the (motivic) Monodromy Conjecture, we
refer to [36] and [44]. In this section we will only give the definitions that are needed
to state the results.
In motivic integration theory, one associates to each algebraic variety X over C,
and to each l ∈ Z>0, a space Ll(X) of so-called l-jets on X. Informally speaking,
this jet space Ll(X) is an algebraic variety over C whose points with coordinates
in C correspond to points of X with coordinates in C[t]/(tl+1), and vice versa. For
all l′ > l, there are natural truncation maps πl
′
l : Ll′(X) → Ll(X), sending l
′-jets
to their reduction modulo tl+1.
Next one obtains the space L(X) of arcs on X as the inverse limit lim
←−
Ll(X) of
the system
(
(Ll(X))l>0, (π
l′
l )l′>l>0
)
. The arc space L(X) should be thought of as
an ‘algebraic variety of infinite dimension’ over C whose points with coordinates
in C agree with the points of X with coordinates in C[[t]]. It comes together
with natural truncation maps πl : L(X) → Ll(X), sending arcs to their reduction
modulo tl+1.
In this section, the only algebraic variety we will consider, is the n-dimensional
affine space X = An(C). In this case, Ll(A
n(C)) ∼= An(l+1)(C) and L(An(C))
can be identified with (C[t]/(tl+1))n and (C[[t]])n, respectively. We will use these
identifications throughout the section. The truncation maps are as expected:
πl
′
l : (C[t]/(t
l′+1))n → (C[t]/(tl+1))n :
(
ϕρ + (t
l′+1)
)
ρ
7→
(
ϕρ + (t
l+1)
)
ρ
,
πl : (C[[t]])
n → (C[t]/(tl+1))n :
(∑
κϕρ,κt
κ
)
ρ
7→
(∑l
κ=0ϕρ,κt
κ + (tl+1)
)
ρ
.
In motivic integration, the discrete valuation ring C[[t]] and its uniformizer t play
the role that Zp and p play in p-adic integration.
The Grothendieck group of (complex) algebraic varieties is the abelian group
K0(V arC) generated by the isomorphism classes [X] of algebraic varieties X, mod-
ulo the relations [X] = [X \ Y ] + [Y ] if Y is Zariski-closed in X. The Grothendieck
group is turned into a Grothendieck ring by putting [X] · [Y ] = [X × Y ] for all
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algebraic varieties X and Y . The class of a (complex) algebraic variety in the
Grothendieck ring is the universal invariant of an algebraic variety with respect to
the additive and multiplicative relations above; it is a refinement of the topological
Euler characteristic.
We call a subset C of an algebraic variety X constructible if it can be written
as a finite disjoint union of locally closed34 subvarieties Y1, . . . , Yr of X. For such
a constructible subset C =
⊔
j Yj , the class [C] =
∑
j [Yj ] of C in the Grothendieck
ring is well-defined, i.e., is independent of the chosen decomposition. We denote the
class of a point by 1 and the class of the affine line A1(C) by L. Finally, we denote
by MC = K0(V arC)[L
−1] the localization of K0(V arC) with respect to L. It is
known that K0(V arC) is not a domain [37]; however, it is still an open question
whether MC is a domain or not.
We shall call a subset A of (C[[t]])n cylindric if A = π−1l (C) for some l ∈ Z>0
and some constructible subset C of (C[t]/(tl+1))n. For such a cylindric subset
A = π−1l (C), one has that
πl′(A) ∼= C ×A
n(l′−l)(C) for all l′ > l;
therefore,
µ(A) = [C]L−n(l+1) = lim
l′→∞
[πl′(A)]L
−n(l′+1) ∈MC
is independent of l. We call µ(A) the naive motivic measure of A. Its definition
and in particular the chosen normalization are inspired by the p-adic Haar measure;
note that µ((tlC[[t]])n) = L−nl for all l ∈ Z>0.
For ϕρ = ϕρ,0 + ϕρ,1t + ϕρ,2t
2 + · · · ∈ C[[t]] \ {0}, we define ordt ϕρ as the
smallest κ ∈ Z>0 such that ϕρ,κ 6= 0; additionally, we agree that ordt 0 = ∞. If
ϕ = (ϕ1, . . . , ϕn) ∈ (C[[t]])
n, then we put
ordt ϕ = (ordt ϕ1, . . . , ordt ϕn) ∈ (Z>0 ∪ {∞})
n.
Let us recall the definition of the local p-adic zeta function. If f(x) = f(x1, . . . , xn)
is a nonzero polynomial in Zp[x1, . . . , xn] with f(0) = 0, then
Z0f (s) =
∫
pZnp
|f(x)|s|dx|
=
∑
l>1
µ({x ∈ pZnp | ordp f(x) = l})p
−ls
= p−n
∑
l>1
#
{
x+ pl+1Znp ∈
(
pZp/p
l+1Zp
)n
| ordp f(x) = l
}
· (p−np−s)l,
with µ(·) the Haar measure on Qnp , so normalized that µ(Z
n
p ) = 1. This is the
motivation for the following definition.
Definition 10.1 (Local motivic zeta function). Let f(x) = f(x1, . . . , xn) be a
nonzero polynomial in C[x1, . . . , xn] satisfying f(0) = 0. Put
X 0l =
{
ϕ+
(
tl+1C[t]
)n
∈
(
tC[t]/tl+1C[t]
)n
| ordt f(ϕ) = l
}
34We mean locally closed w.r.t. the Zariski-topology on X.
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for l ∈ Z>0. Then the local motivic zeta function Z
mot,0
f (s) associated to f is by
definition the following element of MC[[L
−s]]:
Zmot,0f (s) =
∑
l>1
µ({ϕ ∈ (tC[[t]])n | ordt f(ϕ) = l})(L
−s)l
= L−n
∑
l>1
[X 0l ](L
−nL−s)l ∈MC[[L
−s]].
Here L−s should be seen as a formal indeterminate. In what follows we shall always
denote L−s by T ; i.e., we define the local motivic zeta function Zmot,0f (T ) of f as
Zmot,0f (T ) = L
−n
∑
l>1
[X 0l ](L
−nT )l ∈MC[[T ]].
The (local) motivic zeta function Zmot,0f (T ) is thus by definition a formal power
series in T with coefficients in MC. By means of resolutions of singularities, Denef
and Loeser proved that it is also a rational function in T . More precisely, they
proved that there exists a finite set S ⊆ Z2>0 such that
Zmot,0f (T ) ∈MC
[
L−σTm
1− L−σTm
]
(m,σ)∈S
⊆MC[[T ]].
Denef and Loeser also formulated a motivic version of the Monodromy Conjec-
ture. One should be careful, however, when translating the p-adic (or topological)
statement of the conjecture to the motivic setting; since it is not known whether
MC is a domain or not, the notion of pole of Z
mot,0
f (T ) is not straightforward.
Conjecture 10.2 (Motivic Monodromy Conjecture). Let f(x) = f(x1, . . . , xn) be
a nonzero polynomial in C[x1, . . . , xn] satisfying f(0) = 0. Then there exists a
finite set S ⊆ Z2>0 such that
Zmot,0f (T ) ∈MC[T ]
[
1
1− L−σTm
]
(m,σ)∈S
⊆MC[[T ]],
and such that, for each (m,σ) ∈ S, the complex number e−2πiσ/m is an eigenvalue
of the local monodromy of f at some point of the complex zero locus f−1(0) ⊆ Cn
close to the origin.
The goal of this section is to prove the motivic Monodromy Conjecture for a
polynomial in three variables that is non-degenerate over C with respect to its
Newton polyhedron, i.e., to prove the following motivic version of Theorem 0.12.
Theorem 10.3 (Monodromy Conjecture for the local motivic zeta function of a
non-degenerate surface singularity). Let f(x, y, z) ∈ C[x, y, z] be a nonzero polyno-
mial in three variables satisfying f(0, 0, 0) = 0, and let U ⊆ C3 be a neighborhood of
the origin. Suppose that f is non-degenerate over C with respect to all the compact
faces of its Newton polyhedron. Then there exists a finite set S ⊆ Z2>0 such that
Zmot,0f (T ) ∈MC[T ]
[
1
1− L−σTm
]
(m,σ)∈S
,
and such that, for each (m,σ) ∈ S, the complex number e−2πiσ/m is an eigenvalue
of the local monodromy of f at some point of f−1(0) ∩ U ⊆ C3.
We discuss a proof of Theorem 10.3 in Subsection 10.3. The essential formula
for this proof is treated in the next subsection.
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10.2. A formula for the local motivic zeta function of a non-degenerate
polynomial. We will prove a combinatorial formula a` la Denef–Hoornaert [14] for
the local motivic zeta function associated to a polynomial that is non-degenerate
over the complex numbers. This was also done (in less detail) by Artal et al. [4]
and Guibert [23]. We state the formula below, but first we recall the precise notion
of non-degeneracy we will be dealing with.
Definition 10.4 (Non-degenerate over C). Let f(x) = f(x1, . . . , xn) be a nonzero
polynomial in C[x1, . . . , xn] satisfying f(0) = 0. We say that f is non-degenerate
over C with respect to all the compact faces of its Newton polyhedron Γf , if for
every compact face τ of Γf , the zero locus f
−1
τ (0) ⊆ C
n of fτ has no singularities
in (C×)n (cfr. Notation 0.6).
Looking for an analogue for the motivic zeta function of Denef and Hoornaert’s
formula for Igusa’s p-adic zeta function, one roughly expects to recover their formula
with p, p−s, and Nτ replaced by L, T , and the class of {x ∈ (C
×)n | fτ (x) = 0}
in the Grothendieck ring of complex varieties, respectively. We have to be careful
however. Neither T−1, nor (1−L−1)−1 are elements inMC[[T ]]; especially, whereas∑∞
λ=0 p
−λ = (1−p−1)−1 inR, the corresponding
∑∞
λ=0 L
−λ = (1−L−1)−1 does not
make sense inMC[[T ]]. To avoid the appearance of T
−1 in the formula, we adopt a
slightly different notion of fundamental parallelepiped; to avoid dividing by 1−L−1,
we have to treat compact faces lying in coordinate hyperplanes differently.35
Theorem 10.5. Let f(x) = f(x1, . . . , xn) be a nonzero polynomial in C[x1, . . . , xn]
satisfying f(0) = 0. Suppose that f is non-degenerate over C with respect to all the
compact faces of its Newton polyhedron Γf . Then the local motivic zeta function
associated to f is given by
Zmot,0f (T ) = ∑
τ compact face of Γf ,
τ*{xρ=0} for all ρ
LτS(∆τ ) +
∑
τ compact face of Γf ,
τ⊆{xρ=0} for some ρ
L′τS(∆τ )
′ ∈MC[[T ]],
where the Lτ , S(∆τ ), L
′
τ , S(∆τ )
′ are as defined below.
For τ not contained in any coordinate hyperplane, we have
Lτ =
(
1− L−1
)n
− L−n[Xτ ]
1− T
1− L−1T
∈MC[[T ]],
with
Xτ =
{
x ∈ (C×)n
∣∣ fτ (x) = 0} ,
and
S(∆τ ) =
∑
k∈Zn∩∆τ
L−σ(k)Tm(k) ∈MC[[T ]].
By S(∆τ ) ∈ MC[[T ]] we mean, more precisely, the following. First choose a de-
composition {δi}i∈I of the cone ∆τ into simplicial cones δi without introducing new
rays, and put S(∆τ ) =
∑
i∈I S(δi), with
S(δi) =
∑
k∈Zn∩δi
L−σ(k)Tm(k) ∈MC[[T ]]
35The reason is that for such a face τ , at least one v among the primitive vectors spanning
∆τ , has numerical data (m(v), σ(v)) = (0, 1).
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for all i ∈ I. Then assuming that the cone δi is strictly positively spanned by
the linearly independent primitive vectors vj, j ∈ Ji, in Z
n
>0 \ {0}, the element
S(δi) ∈MC[[T ]] is defined as
36
S(δi) =
Σ˜(δi)∏
j∈Ji
(
1− L−σ(vj)Tm(vj)
) ∈MC[[T ]],
with
Σ˜(δi) =
∑
h
L−σ(h)Tm(h) ∈MC[T ],
where h runs through the elements of the set
H˜(vj)j∈Ji = Z
n ∩ ♦˜(vj)j∈Ji ,
with
♦˜(vj)j∈Ji =
{∑
j∈Ji
hjvj
∣∣∣ hj ∈ (0, 1] for all j ∈ Ji}
the fundamental parallelepiped 37 spanned by the vectors vj, j ∈ Ji.
Suppose now that the compact face τ of Γf is contained in at least one co-
ordinate hyperplane. Define Pτ ⊆ {1, . . . , n} such that ρ ∈ Pτ if and only if
τ ⊆ {(x1, . . . , xn) ∈ R
n
>0 | xρ = 0}. Note that 1 6 |Pτ | 6 n − 1 and that fτ
only depends on the variables xρ, ρ 6∈ Pτ . If we put
X ′τ =
{
(xρ)ρ 6∈Pτ ∈ (C
×)n−|Pτ |
∣∣∣ fτ (xρ)ρ 6∈Pτ = 0} ,
then we have
L′τ =
(
1− L−1
)n−|Pτ | − L−(n−|Pτ |)[X ′τ ] 1− T1− L−1T ∈MC[[T ]].
Denoting the standard basis of Rn by (eρ)16ρ6n, it follows that ∆τ is strictly pos-
itively spanned by the vectors eρ, ρ ∈ Pτ , and one or more other primitive vectors
vj, j ∈ Jτ , in Z
n
>0 \ {0}.
38 Choose a decomposition {δi}i∈I of the cone ∆τ into
simplicial cones δi without introducing new rays, and assume that δi is strictly pos-
itively spanned by the linearly independent primitive vectors eρ, vj; ρ ∈ Pi, j ∈ Ji;
with ∅ ⊆ Pi ⊆ Pτ and ∅  Ji ⊆ Jτ . For i ∈ I, put
δ′i = ♦˜(eρ)ρ∈Pi + cone(vj)j∈Ji
=
{∑
ρ∈Pi
hρeρ +
∑
j∈Ji
λjvj
∣∣∣ hρ ∈ (0, 1], λj ∈ R>0 for all ρ, j} ⊆ δi.
36Since τ is not contained in any coordinate hyperplane, all m(vj) are positive integers. Hence(
1− L−σ(vj)Tm(vj)
)
−1
=
∑
∞
λ=0
(
L−σ(vj)Tm(vj)
)λ
∈MC[[T ]] for all j ∈
⋃
i∈I Ji.
37This is the fundamental parallelepiped with opposite boundaries as before.
38Indeed, as τ is compact and contained in
⋂
ρ∈Pτ
{xρ = 0}, we have that dim τ 6 n−|Pτ |−1;
hence dim∆τ > |Pτ |+ 1.
106 BART BORIES AND WILLEM VEYS
Then S(∆τ )
′ is given by 39
S(∆τ )
′ =
∑
i∈I
(
1− L−1
)|Pτ |−|Pi| ∑
k∈Zn∩δ′i
L−σ(k)Tm(k)
=
∑
i∈I
(
1− L−1
)|Pτ |−|Pi| Σ˜(δi)∏
j∈Ji
(
1− L−σ(vj)Tm(vj)
) ∈MC[[T ]],
with
Σ˜(δi) =
∑
h
L−σ(h)Tm(h) ∈MC[T ],
where h runs through the elements of the set
H˜(eρ, vj)ρ,j = Z
n ∩
{∑
ρ∈Pi
hρeρ +
∑
j∈Ji
hjvj
∣∣∣ hρ, hj ∈ (0, 1] for all ρ, j} .
The formula as stated above is obtained from Denef and Hoornaert’s formula
by first replacing p, p−s, and Nτ by their proper analogues and then rewriting the
formula in such a way that everything lives in MC[[T ]]. The proof is naturally
similar to its p-adic counterpart, but we have to make adaptations due to some
restrictions in comparison with the p-adic case.
One important restriction is that the (naive) motivic measure is not σ-additive.
As mentioned earlier, we can no longer give meaning to countable sums of measures
as
∑∞
λ=0 L
−λ in MC. This results in a necessary different treatment of compact
faces that are contained in coordinate hyperplanes. It also makes that we have—in
some sense—less measurable subsets and therefore less freedom in the way we cal-
culate things. For example, where in the p-adic case we start the proof by splitting
up the integration domain pZnp according to the p-order of its elements, we cannot
copy this approach in the present setting, as it would give rise to unmeasurable
sets. Another example is the following.
In the p-adic case, when calculating
∫
pZnp
|f(x)|s|dx|, we could ignore the x ∈ pZnp
with one or more coordinates equal to zero, because this part of the integration do-
main has measure zero. In the motivic setting, working with the naive motivic
measure, we don’t have this luxury; the corresponding {(ϕ1, . . . , ϕn) ∈ (tC[[t]])
n |
ϕρ = 0 for some ρ} is not a cylindric subset of (tC[[t]])
n, hence is not measur-
able. In what follows, we adapt some familiar notions to better describe this new
situation.
We consider the extended non-negative real numbers R>0 = R>0 ∪ {∞} with
the usual order ‘6’ and addition ‘+’. We extend the usual multiplication in R>0
to a multiplication in R>0 by putting ∞· 0 = 0 ·∞ = 0 and ∞· x = x ·∞ =∞ for
x ∈ R>0 = R>0 ∪ {∞}. This allows us to also extend the dot product on R
n
>0 to
a dot product
· : Rn>0 ×R
n
>0 → R>0 :
(
(xρ)ρ, (yρ)ρ
)
7→ (xρ)ρ · (yρ)ρ =
∑n
ρ=1
xρyρ
on Rn>0. The motivation for this definition is that, in this way,
ordt ϕ
ω = ordt ϕ
ω1
1 · · ·ϕ
ωn
n = (ordt ϕ1, . . . , ordt ϕn) · (ω1, . . . , ωn) = (ordt ϕ) · ω
39Note again that all m(vj) are positive; therefore,
(
1− L−σ(vj)Tm(vj)
)
−1
∈ MC[[T ]] for all
j ∈ Jτ =
⋃
i∈I Ji.
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for ϕ = (ϕ1, . . . , ϕn) ∈ (tC[[t]])
n and ω = (ω1, . . . , ωn) ∈ R
n
>0, even if ϕρ = 0 for
some ρ.
Next we extend m(·) and F (·) to Rn>0 in the expected way:
m(k) = inf
x∈Γf
k · x = min
ω∈supp(f)
k · ω ∈ R>0, F (k) = {x ∈ Γf | k · x = m(k)}
for k ∈ Rn>0. We have the following properties.
Proposition 10.6. Let k ∈ Rn>0 and put Pk = {ρ | kρ =∞} ⊆ {1, . . . , n}.
(i) If k = (0, . . . , 0) or m(k) =∞, then F (k) = Γf , otherwise F (k) is a proper
face of Γf ;
(ii) the face F (k) is compact if and only if k ∈ Rn>0 and m(k) <∞;
(iii) if Pk 6= ∅ and m(k) <∞, then F (k) is contained in
⋂
ρ∈Pk
{xρ = 0}.
The map F : Rn>0 → {faces of Γf} induces an equivalence relation on R
n
>0. For
every face τ of Γf , we put ∆
∞
τ = F
−1(τ) and call it the (extended) cone associated
to τ . These equivalence classes are subject to the following properties.
Proposition 10.7. Let τ be a face of Γf and put ∅ ⊆ Pτ = {ρ | τ ⊆ {xρ = 0}}  
{1, . . . , n}. Suppose that ∆τ is strictly positively spanned by the primitive vectors
eρ, vj; ρ ∈ Pτ , j ∈ Jτ ; in Z
n
>0 \ {0}.
40 Then we have
(i) ∆τ = ∆
∞
τ ∩R
n
>0;
(ii) if τ = Γf , then ∆
∞
τ = {(0, . . . , 0)} ∪ {k ∈ R
n
>0 | m(k) =∞};
(iii) if τ is a proper face of Γf , then
∆∞τ =
{∑
ρ∈Pτ
λ¯ρeρ +
∑
j∈Jτ
λjvj
∣∣∣ λ¯ρ ∈ R>0, λj ∈ R>0 for all ρ, j} ;
(iv) in particular, if τ is a proper face not contained in any coordinate hyper-
plane, then ∆∞τ = ∆τ .
Furthermore,
(v) the family {∆∞τ | τ is a face of Γf} of all extended cones forms a partition
of Rn>0, while
(vi) {∆∞τ | τ is a compact face of Γf} partitions {k ∈ R
n
>0 | m(k) <∞}.
Let us do some more preliminary work to facilitate the actual proof of the the-
orem. In the lemmas and corollaries that follow we calculate the (naive) motivic
measure of some cylindric subsets of (tC[[t]])n, but first we introduce a notation.
Notation 10.8. For K ⊆ Zn>0 = (Z>0 ∪ {∞})
n and l ∈ Z>0, we put
XK,l = {ϕ ∈ (tC[[t]])
n | ordt ϕ ∈ K and ordt f(ϕ) = l}.
If k ∈ Zn>0, then we usually write Xk,l instead of X{k},l.
Lemma 10.9. Let f be as in Theorem 10.5. Suppose that τ is a compact face of
Γf , and put Xτ = {x ∈ (C
×)n | fτ (x) = 0}. Let k ∈ Z
n ∩∆τ and l ∈ Z>0. Then
k ∈ Zn>0, m(k) ∈ Z>0, and
µ(Xk,l) =

0, if l < m(k);(
(L− 1)n − [Xτ ]
)
L−n−σ(k), if l = m(k);
[Xτ ](L− 1)L
−n+m(k)−σ(k)−l, if l > m(k).
40We agree that Jτ = ∅ if τ = Γf ; this is, ∆Γf = {(0, . . . , 0)} is strictly positively spanned by
the empty set.
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Proof. Let ϕ = (ϕ1, . . . , ϕn) ∈ (tC[[t]])
n with ordt ϕ = k = (k1, . . . , kn), and
let ψ = (ψ1, . . . , ψn) ∈ (C[[t]]
×)n be such that ϕρ = t
kρψρ for all ρ. Then, for
ω = (ω1, . . . , ωn) ∈ Z
n
>0, we have that
ϕω = ϕω11 · · ·ϕ
ωn
n = t
k1ω1ψω11 · · · t
knωnψωnn = t
k·ωψω.
Write
f(x) =
∑
ω∈Zn
>0
aωx
ω and fτ (x) =
∑
ω∈Zn∩τ
aωx
ω.
It follows from k ∈ ∆τ that k · ω = m(k) for all ω ∈ supp(f) ∩ τ ,
41 whereas
k · ω > m(k) + 1 for ω ∈ supp(f) \ τ . Hence we can write f(ϕ) as
f(ϕ) = tm(k)
(
fτ (ψ) + tf˜τ,k(t, ψ)
)
,
with
f˜τ,k(t, ψ) =
∑
ω∈supp(f)\τ
aωt
k·ω−m(k)−1ψω.
First of all, we see that ordt f(ϕ) > m(k); hence µ(Xk,l) = 0 for l < m(k).
Secondly, we observe that ordt f(ϕ) = m(k) if and only if ordt fτ (ψ) = 0. If we
write ψ = (ψρ,0+ψρ,1t+ψρ,2t
2+· · · )16ρ6n, then fτ (ψ) ∈ fτ (ψ1,0, . . . , ψn,0)+tC[[t]].
Consequently, the set
X˜k,m(k) = {ψ ∈ (C[[t]]
×)n | ordt f(ϕ) = m(k)}
= {ψ ∈ (C[[t]]×)n | fτ (ψ1,0, . . . , ψn,0) 6= 0}
= π−10
(
π0
(
X˜k,m(k)
))
is a cylindric subset of (C[[t]])n of motivic measure
µ
(
X˜k,m(k)
)
=
[
π0
(
X˜k,m(k)
)]
L−n = [(C×)n \ Xτ ]L
−n =
(
(L− 1)n − [Xτ ]
)
L−n.
The corresponding set Xk,m(k) has motivic measure
µ
(
Xk,m(k)
)
= L−σ(k)µ
(
X˜k,m(k)
)
=
(
(L− 1)n − [Xτ ]
)
L−n−σ(k).
Suppose now that l > m(k). Let us first calculate the measure of
Xk,>l = {ϕ ∈ (tC[[t]])
n | ordt ϕ = k and ordt f(ϕ) > l}.
From our expression for f(ϕ) we see that ordt f(ϕ) > l if and only if
ordt
(
fτ (ψ) + tf˜τ,k(t, ψ)
)
> l′ = l −m(k) > 1,
or, equivalently, if and only if
(143) fτ (ψ) + tf˜τ,k(t, ψ) ≡ 0 mod t
l′C[[t]].
Whether ψ satisfies the above condition, only depends on the complex numbers
ψρ,κ; ρ = 1, . . . , n; κ = 0, . . . , l
′ − 1.
Clearly, for ψ to satisfy (143), it is necessary that fτ (ψ1,0, . . . , ψn,0) = 0. Fix such
an n-tuple (ψ1,0, . . . , ψn,0). Since f is non-degenerate over C with respect to τ ,
there exists a ρ0 such that (∂fτ/∂xρ0)(ψ1,0, . . . , ψn,0) 6= 0. Therefore, Hensel’s
lifting lemma returns, for every free choice of (n− 1)(l′ − 1) complex numbers
ψρ,κ; ρ = 1, . . . , ρ0 − 1, ρ0 + 1, . . . , n; κ = 1, . . . , l
′ − 1;
41Recall that supp(f) = {ω ∈ Zn
>0 | aω 6= 0}.
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unique ψρ0,1, . . . , ψρ0,l′−1 ∈ C such that ψ satisfies (143). It follows that
X˜k,>l = {ψ ∈ (C[[t]]
×)n | ordt f(ϕ) > l}
= {ψ ∈ (C[[t]]×)n | fτ (ψ) + tf˜τ,k(t, ψ) ≡ 0 mod t
l′C[[t]]}
= π−1l′−1
(
πl′−1
(
X˜k,>l
))
is a cylindric subset of (C[[t]])n of motivic measure
µ
(
X˜k,>l
)
=
[
πl′−1
(
X˜k,>l
)]
L−nl
′
=
[
Xτ ×C
(n−1)(l′−1)
]
L−nl
′
= [Xτ ]L
−n+m(k)−l+1.
The corresponding set Xk,>l therefore has motivic measure
µ(Xk,>l) = L
−σ(k)µ
(
X˜k,>l
)
= [Xτ ]L
−n+m(k)−σ(k)−l+1.
By additivity of the motivic measure, finally, we obtain that
µ(Xk,l) = µ(Xk,>l \Xk,>l+1) = µ(Xk,>l)− µ(Xk,>l+1) =
[Xτ ]L
−n+m(k)−σ(k)−l+1 − [Xτ ]L
−n+m(k)−σ(k)−l = [Xτ ](L− 1)L
−n+m(k)−σ(k)−l,
which concludes the proof of the lemma.
Corollary 10.10. Let f be as in Theorem 10.5 and suppose that τ is a compact
face of Γf that is not contained in any coordinate hyperplane. Let l ∈ Z>0. Then
XZn∩∆τ ,l is a cylindric subset of (tC[[t]])
n; i.e., µ(XZn∩∆τ ,l) exists.
Proof. Clearly, XZn∩∆τ ,l equals the disjoint union
(144) XZn∩∆τ ,l =
⊔
k∈Zn∩∆τ
Xk,l.
We know that Xk,l = ∅ for k ∈ Z
n
>0 with m(k) > l; hence we may restrict the above
union to k satisfying m(k) 6 l. Choose x ∈ τ ∩Rn>0 6= ∅. Then m(k) = k · x for
all k ∈ ∆τ . Moreover, {k ∈ R
n
>0 | k · x 6 l} is a closed and bounded subset of R
n,
containing finitely many integral points. The union (144) so boils down to a finite
disjoint union of sets Xk,l that, by Lemma 10.9, are cylindric subsets of (tC[[t]])
n.
Consequently,
µ(XZn∩∆τ ,l) =
∑
k∈Zn∩∆τ ,
m(k)6l
µ(Xk,l)
is well-defined.
Lemma 10.11. Let f be as in Theorem 10.5 and suppose that τ is a compact face of
Γf that is contained in at least one coordinate hyperplane. Define Pτ ⊆ {1, . . . , n}
such that ρ ∈ Pτ if and only if τ ⊆ {xρ = 0}, and denote
X ′τ =
{
(xρ)ρ 6∈Pτ ∈ (C
×)n−|Pτ |
∣∣∣ fτ (xρ)ρ 6∈Pτ = 0} .
Let k ∈ Zn ∩∆τ , ∅ ⊆ P ⊆ Pτ , and put
k ∨ P = k +
∑
ρ∈P
Z>0eρ ⊆ Z
n
>0 ∩∆
∞
τ .
42
42Hereby (eρ)16ρ6n denotes the standard basis of R
n, and Z>0 = Z>0 ∪ {∞} ⊆ R>0.
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Note that m(k′) = m(k) ∈ Z>0 for all k
′ ∈ k ∨ P . Finally, let l ∈ Z>0. Then
µ(Xk∨P,l) =
0, if l < m(k);(
(L− 1)n−|Pτ | − [X ′τ ]
)
(L− 1)|Pτ |−|P |L−n+|P |−σ(k), if l = m(k);
[X ′τ ](L− 1)
|Pτ |−|P |+1L−n+|P |+m(k)−σ(k)−l, if l > m(k).
Proof. The proof is analogous to the proof of Lemma 10.9. Essential is that fτ only
depends on the variables xρ, ρ 6∈ Pτ . The measure of
Xk∨P,>l = {ϕ ∈ (tC[[t]])
n | ordt ϕ ∈ k ∨ P and ordt f(ϕ) > l}
equals
µ(Xk∨P,>l) = [X
′
τ ](L− 1)
|Pτ |−|P |L−n+|P |+m(k)−σ(k)−l+1
for l > m(k).
Corollary 10.12. Let f be as in Theorem 10.5 and suppose that τ is a compact
face of Γf that is contained in at least one coordinate hyperplane. Let l ∈ Z>0.
Then XZn>0∩∆∞τ ,l
is a cylindric subset of (tC[[t]])n; i.e., µ(XZn>0∩∆∞τ ,l
) exists.
Proof. Put ∅  Pτ = {ρ | τ ⊆ {xρ = 0}}  {1, . . . , n} as usual, and suppose that
∆τ is strictly positively spanned by the primitive vectors eρ, vj ; ρ ∈ Pτ , j ∈ Jτ 6= ∅;
in Zn>0\{0}. Choose a decomposition {δi}i∈I of the cone ∆τ into simplicial cones δi
without introducing new rays, and assume that δi is strictly positively spanned by
the linearly independent primitive vectors eρ, vj ; ρ ∈ Pi, j ∈ Ji; with ∅ ⊆ Pi ⊆ Pτ
and ∅  Ji ⊆ Jτ . Then the extended simplicial cones
δ∞i =
{∑
ρ∈Pi
λ¯ρeρ +
∑
j∈Ji
λjvj
∣∣∣ λ¯ρ ∈ R>0, λj ∈ R>0 for all ρ, j} , i ∈ I,
clearly partition ∆∞τ , and so we are looking at the finite disjoint union
XZn>0∩∆∞τ ,l
=
⊔
i∈I
XZn>0∩δ∞i ,l
.
Next we decompose Zn>0 ∩ δ
∞
i , and subsequently XZn>0∩δ∞i ,l
, as
(145) Zn>0 ∩ δ
∞
i =
⊔
k∈Zn∩δ′i
k ∨ Pi and XZn>0∩δ∞i ,l
=
⊔
k∈Zn∩δ′i
Xk∨Pi,l,
with
δ′i =
{∑
ρ∈Pi
hρeρ +
∑
j∈Ji
λjvj
∣∣∣ hρ ∈ (0, 1], λj ∈ R>0 for all ρ, j} ⊆ δi.
Recall thatXk∨Pi,l = ∅ for k ∈ Z
n
>0 withm(k) > l. We may therefore restrict the
second union of (145) to k satisfying m(k) 6 l. Choose x = (x1, . . . , xn) ∈ τ with
xρ > 0 for all ρ 6∈ Pτ . Then m(k) = k ·x for all k ∈ δ
′
i ⊆ ∆τ , and {k ∈ δ
′
i | k ·x 6 l}
is a bounded subset of Rn, containing finitely many integral points. It follows that
the second union of (145) is actually a finite disjoint union of cylindric43 subsets
Xk∨Pi,l of (tC[[t]])
n. We conclude that the finite sum
µ
(
XZn>0∩∆∞τ ,l
)
=
∑
i∈I
∑
k∈Zn∩δ′i,
m(k)6l
µ(Xk∨Pi,l)
43See Lemma 10.11.
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is well-defined.
Proof of Theorem 10.5. By definition we have44
Zmot,0f (T ) = L
−n
∑
l>1
[X 0l ](L
−nT )l =
∑
l>1
µ(X0l )T
l,
with
X0l = {ϕ ∈ (tC[[t]])
n | ordt f(ϕ) = l}, l ∈ Z>0.
If ϕ ∈ X0l , then ordt ϕ ∈ Z
n
>0 and m(ordt ϕ) 6 ordt f(ϕ) = l < ∞. Further,
{∆∞τ | τ is a compact face of Γf} forms a partition of {k ∈ R
n
>0 | m(k) < ∞}.
Hence we may write each X0l as the finite disjoint union
X0l =
⊔
τ
XZn>0∩∆∞τ ,l
=
⊔
τ,
Pτ=∅
XZn∩∆τ ,l ⊔
⊔
τ,
Pτ 6=∅
XZn>0∩∆∞τ ,l
,
where all unions are over compact faces τ of Γf , and Pτ = {ρ | τ ⊆ {xρ = 0}} as
usual. By Corollaries 10.10 and 10.12, all XZn∩∆τ ,l and XZn>0∩∆∞τ ,l
are cylindric
subsets of (tC[[t]])n, which allows us to write µ(X0l ) as the finite sum
µ(X0l ) =
∑
τ,
Pτ=∅
µ
(
XZn∩∆τ ,l
)
+
∑
τ,
Pτ 6=∅
µ
(
XZn>0∩∆∞τ ,l
)
.
This leads to
Zmot,0f (T ) =
∑
τ,
Pτ=∅
∑
l>1
µ
(
XZn∩∆τ ,l
)
T l +
∑
τ,
Pτ 6=∅
∑
l>1
µ
(
XZn>0∩∆∞τ ,l
)
T l.
If τ is not contained in any coordinate hyperplane, then by Corollary 10.10, we
have∑
l>1
µ
(
XZn∩∆τ ,l
)
T l
=
∑
l>1
∑
k∈Zn∩∆τ ,
m(k)6l
µ(Xk,l)T
l(146)
=
∑
k∈Zn∩∆τ
∑
l>m(k)
µ(Xk,l)T
l(147)
=
∑
k∈Zn∩∆τ
µ
(
Xk,m(k)
)
Tm(k) +
∑
k∈Zn∩∆τ
∑
l>m(k)+1
µ(Xk,l)T
l.
Replacing the motivic measures µ(·) by the expressions found in Lemma 10.9, we
obtain∑
l>1
µ
(
XZn∩∆τ ,l
)
T l =
(
(L− 1)n − [Xτ ]
)
L−n
∑
k∈Zn∩∆τ
L−σ(k)Tm(k)
+ [Xτ ](L− 1)L
−n
∑
k∈Zn∩∆τ
L−σ(k)
∑
l>m(k)+1
Lm(k)−lT l,
44Note the difference between X 0l (see Definition 10.1) and X
0
l .
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and since∑
l>m(k)+1
Lm(k)−lT l = Tm(k)
∑
l>1
L−lT l = Tm(k)
L−1T
1− L−1T
∈MC[[T ]],
we eventually find∑
l>1
µ
(
XZn∩∆τ ,l
)
T l
=
((
1− L−1
)n
− L−n[Xτ ]
1− T
1− L−1T
) ∑
k∈Zn∩∆τ
L−σ(k)Tm(k).
This last sum, denoted S(∆τ ), can be calculated as follows. First choose a
decomposition {δi}i∈I of the cone ∆τ into simplicial cones δi without introducing
new rays. Then S(∆τ ) =
∑
i∈I S(δi), whereby
S(δi) =
∑
k∈Zn∩δi
L−σ(k)Tm(k)
for all i ∈ I. Next assume that the cone δi is strictly positively spanned by the
linearly independent primitive vectors vj , j ∈ Ji, in Z
n
>0 \ {0}. Then Z
n ∩ δi equals
the finite disjoint union
⊔
h h+
∑
j∈Ji
Z>0vj , where h runs through the elements of
H˜(vj)j∈Ji = Z
n ∩ ♦˜(vj)j∈Ji = Z
n ∩
{∑
j∈Ji
hjvj
∣∣∣ hj ∈ (0, 1] for all j ∈ Ji} .
Consequently,
S(δi) =
∑
h∈H˜(vj)j
∑
(λj)j∈Z
|Ji|
>0
L−σ(h+
∑
j λjvj)Tm(h+
∑
j λjvj);
then exploiting the linearity45 of m(·) on ∆τ ⊇ δi, we find
S(δi) =
∑
h∈H˜(vj)j
L−σ(h)Tm(h)
∏
j∈Ji
∑
λj>0
(
L−σ(vj)Tm(vj)
)λj
=
∑
h∈H˜(vj)j
L−σ(h)Tm(h)∏
j∈Ji
(
1− L−σ(vj)Tm(vj)
) ∈MC[[T ]].
Note that since all m(vj) are positive, we indeed obtain an element of MC[[T ]].
The eventual formula for
∑
l>1 µ
(
XZn∩∆τ ,l
)
T l is thus((
1− L−1
)n
− L−n[Xτ ]
1− T
1− L−1T
)∑
i∈I
∑
h∈H˜(vj)j∈Ji
L−σ(h)Tm(h)∏
j∈Ji
(
1− L−σ(vj)Tm(vj)
) ∈MC[[T ]],
as announced in the theorem. To rigorously prove that (146) equals this last ex-
pression in MC[[T ]], in particular to explain the change of summation order in
going from (146) to (147), one compares the coefficients of T l in both elements and
finds twice the same finite sum in MC.
From now suppose that τ is contained in at least one coordinate hyperplane; i.e.,
Pτ 6= ∅. Let ∆τ be strictly positively spanned by the primitive vectors eρ, vj ; ρ ∈
Pτ , j ∈ Jτ 6= ∅; in Z
n
>0 \ {0}. Choose a decomposition {δi}i∈I of ∆τ into simplicial
cones δi without introducing new rays, and assume that δi is strictly positively
45Recall that for any x ∈ τ we have that m(k) = k · x for all k ∈ ∆τ .
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spanned by the linearly independent primitive vectors eρ, vj ; ρ ∈ Pi, j ∈ Ji; with
∅ ⊆ Pi ⊆ Pτ and ∅  Ji ⊆ Jτ . Finally, put δ
′
i = ♦˜(eρ)ρ∈Pi +cone(vj)j∈Ji as before.
We proceed as in the Pτ = ∅ case. Corollary 10.12 yields∑
l>1
µ
(
XZn>0∩∆∞τ ,l
)
T l
=
∑
l>1
∑
i∈I
∑
k∈Zn∩δ′i,
m(k)6l
µ(Xk∨Pi,l)T
l ∈MC[[T ]]
=
∑
i∈I
∑
k∈Zn∩δ′i
µ
(
Xk∨Pi,m(k)
)
Tm(k) +
∑
i∈I
∑
k∈Zn∩δ′i
∑
l>m(k)+1
µ(Xk∨Pi,l)T
l.
Then applying Lemma 10.11, we find∑
l>1
µ
(
XZn>0∩∆∞τ ,l
)
T l
=
(
(L− 1)n−|Pτ | − [X ′τ ]
)
L−n
∑
i∈I
(L− 1)|Pτ |−|Pi|L|Pi|
∑
k∈Zn∩δ′i
L−σ(k)Tm(k)
+ [X ′τ ]L
−n
∑
i∈I
(L− 1)|Pτ |−|Pi|+1L|Pi|
∑
k∈Zn∩δ′i
L−σ(k)
∑
l>m(k)+1
Lm(k)−lT l
=
((
1− L−1
)n−|Pτ | − L−(n−|Pτ |)[X ′τ ] 1− T1− L−1T
)
·
∑
i∈I
(
1− L−1
)|Pτ |−|Pi| ∑
k∈Zn∩δ′i
L−σ(k)Tm(k).
This last double sum, which we denote by S(∆τ )
′, can be calculated in the same
way as we calculated S(∆τ ) in the Pτ = ∅ case. We obtain
S(∆τ )
′ =
∑
i∈I
(
1− L−1
)|Pτ |−|Pi| ∑h L−σ(h)Tm(h)∏
j∈Ji
(
1− L−σ(vj)Tm(vj)
) ∈MC[[T ]],
where h runs through the elements of the set
H˜(eρ, vj)ρ,j = Z
n ∩
{∑
ρ∈Pi
hρeρ +
∑
j∈Ji
hjvj
∣∣∣ hρ, hj ∈ (0, 1] for all ρ, j} .
Note again that since all m(vj) are positive, we indeed find an element ofMC[[T ]].
This concludes the proof of Theorem 10.5.
10.3. A proof of the main theorem in the motivic setting. In this final
subsection we explain why (and how) Theorem 10.3 can be proved in the same way
as Theorem 0.12. Let us start with a small overview.
Let f be as in Theorem 10.3. By the general rationality result of Denef–Loeser,
we know that there exists a finite set S˜ ⊆ Z2>0 such that
Zmot,0f (T ) ∈MC
[
L−σTm
1− L−σTm
]
(m,σ)∈S˜
⊆MC[[T ]].
Our formula for non-degenerate f (Theorem 10.5), on the other hand, yields
Zmot,0f (T ) ∈MC[T ]
[
1
1− L−σTm
]
(m,σ)∈S
⊆MC[[T ]],
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whereby
(148) S = {(1, 1)} ∪ {(m(v), σ(v)) | v is the primitive vector associated to a
facet of Γf that is not contained in any coordinate hyperplane} ⊆ Z
2
>0.
Now we want to prove that there exists a subset S′ ⊆ S such that
(149) Zmot,0f (T ) ∈MC[T ]
[
1
1− L−σTm
]
(m,σ)∈S′
,
and such that e−2πiσ/m is an eigenvalue of monodromy (in the sense of the theorem)
for each (m,σ) ∈ S′.
Let us introduce some notations and terminology. Consider the set S from (148),
and put Q = {σ/m | (m,σ) ∈ S} ⊆ Q>0. Let q ∈ Q and let τ be a facet of Γf
that is not contained in any coordinate hyperplane. We say that τ contributes to
q if σ(v)/m(v) = q, with v the unique primitive vector in Zn>0 \ {0} perpendicular
to τ . We shall call a ratio q ∈ Q good if
• q = 1,
• or q is contributed by a facet of Γf that is not a B1-facet,
• or q is contributed by two B1-facets of Γf that are not B1 for a same
variable and that have an edge in common.
We shall call q ∈ Q bad if q is not good, i.e., if
• q 6= 1;
• and q is only contributed by B1-facets of Γf ;
• and for any pair of contributing B1-facets, we have that
– either they are B1-facets for a same variable,
– or they have at most one point in common.
Finally, we shall call a facet τ of Γf bad if it contributes to a bad q ∈ Q. This
implies that τ is a B1-facet.
Let us now define
S′ = {(m,σ) ∈ S | σ/m is good} ⊆ S.
Then by Theorem 0.34 and Proposition 0.39 by Lemahieu and Van Proeyen, we
know that e−2πiσ/m is an eigenvalue of monodromy for each (m,σ) ∈ S′. It remains
to prove that (149) holds for the S′ proposed above.
The formula for Zmot,0f (T ) in Theorem 10.5 associates a term to every compact
face τ of Γf . If τ is not contained in any bad facet, then its associated term clearly
belongs to
MC[T ]
[
1
1− L−σTm
]
(m,σ)∈S′
.
Hence it suffices to consider the sum of the terms associated to bad B1-simplices or
compact subfaces of bad B1-facets. We will refer to this sum as the relevant part
of Zmot,0f (T ).
If we look at the formula carefully, we see that it is a rational expression (with
integer coefficients) in L and T , except for the presence of [Xτ ] and [X
′
τ ] in Lτ
and L′τ , respectively. Fortunately, for the relevant faces, these classes have a fairly
simple form. For any vertex V , we have [XV ] = [X
′
V ] = 0. If [CD] is any edge
with one vertex in a coordinate hyperplane and the other vertex at distance one of
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this hyperplane, then [X[CD]] = (L− 1)
2 if [CD] is not contained in any coordinate
hyperplane, and [X ′[CD]] = L− 1 otherwise.
Lastly, let τ0 be a B1-simplex with a base
46 [AB]. Then we have the relation
(150) [Xτ0 ] = (L− 1)
2 − [X ′[AB]].
Let us write down the contributions of τ0 and [AB] to Z
mot,0
f (T ). If we denote by
v0 the unique primitive vector in Z
n
>0 \ {0} perpendicular to τ0, then
Lτ0S(∆τ0) + L
′
[AB]S(∆[AB])
′
=
[(
1− L−1
)3
− L−3
(
(L− 1)2 − [X ′[AB]]
) 1− T
1− L−1T
]
L−σ(v0)Tm(v0)
1− L−σ(v0)Tm(v0)
+
[(
1− L−1
)2
− L−2[X ′[AB]]
1− T
1− L−1T
]
L−σ(v0)−1Tm(v0)
1− L−σ(v0)Tm(v0)
=
(
1− L−1
)3
1− L−1T
L−σ(v0)Tm(v0)
1− L−σ(v0)Tm(v0)
.(151)
As we observed in the p-adic case, Identity (150), together with the fact that
mult∆[AB] = 1, causes the cancellation of [X
′
[AB]]. We shall call (151) the con-
tribution of τ0 and [AB] to Z
mot,0
f (T ) after cancellation.
After these cancellations (one for every bad B1-simplex), the relevant part of
Zmot,0f (T ) is indeed a rational expression in L and T . More precisely, it is an
element of the ring
(152) Z[L,L−1][T ]
[
1
1− L−σTm
]
(m,σ)∈S
⊆MC[T ]
[
1
1− L−σTm
]
(m,σ)∈S
,
whereby Z[L,L−1] ⊆MC denotes the smallest subring ofMC containing Z,L, and
L−1. We can now replace L by a new indeterminate U and study the relevant part
of Zmot,0f (T ) in the ring
(153) Z[U,U−1][T ]
[
1
1− U−σTm
]
(m,σ)∈S
⊆ Z[U,U−1](T ),
where Z[U,U−1] is the ring of formal Laurent polynomials over Z. The advantage
is that the coefficients of T now live in the unique factorization domain Z[U,U−1].
There clearly exists a surjective ring morphism from (153) to (152); so if we can
prove equality in (153), equality in (152) follows.
The goal is now to prove that the relevant part of Zmot,0f (T ) (seen as an element
in this new ring) also belongs to
Z[U,U−1][T ]
[
1
1− U−σTm
]
(m,σ)∈S′
.
The advantage of working in a unique factorization domain is that we may now
choose a bad q ∈ Q randomly and restrict ourselves to proving that the relevant
46If a B1-simplex τ0 has two vertices A and B in a coordinate hyperplane and one vertex
at distance one of this hyperplane, then we shall call [AB] a base of τ0. A B1-simplex has by
definition at least one base, but can have several.
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part of Zmot,0f (T ) is an element of
Z[U,U−1][T ]
[
1
1− U−σTm
]
(m,σ)∈S\Sq
,
with Sq = {(m,σ) ∈ S | σ/m = q} ⊆ S and S
′ ⊆ S \ Sq ⊆ S. Indeed, if
σ1/m1 6= σ2/m2, then 1−U
−σ1Tm1 and 1−U−σ2Tm2 have no common irreducible
factors in Z[U,U−1][T ].
So from now on, q is a fixed bad ratio in Q. We define a q-cluster as a family C
of (bad B1-) facets contributing to q, such that for any two facets τ, τ
′ ∈ C, there
exists a chain τ = τ0, τ1, . . . , τt = τ
′ of B1-facets in C with the property that τj−1
and τj share an edge for all j ∈ {1, . . . , t}. A maximal q-cluster is a q-cluster that
is not contained in a strictly bigger one. Note that every facet contributing to q is
contained in precisely one maximal q-cluster. Also note that the supports47 of two
distinct maximal q-clusters may share a vertex of Γf , but never share an edge.
Let V be a vertex of Γf , and let τj , j ∈ J , be all the facets of Γf that contain V .
Denote for each j ∈ J , by vj the unique primitive vectors in Z
n
>0\{0} perpendicular
to τj . Then ∆V is the cone strictly positively spanned by the vectors vj , j ∈ J . Let
{δi}i∈I be a decomposition of ∆V into simplicial cones δi without introducing new
rays, and assume that δi is strictly positively spanned by the vectors vj , j ∈ Ji. We
shall say that a cone δi meets a q-cluster C if {τj | j ∈ Ji} ∩ C 6= ∅. We shall call
{δi}i∈I a nice decomposition if every δi meets at most one maximal q-cluster. By
construction of the maximal q-clusters, a nice decomposition of ∆V always exists.
Let us now choose a nice decomposition {δV,i}i∈IV of ∆V for every relevant
vertex V of Γf . The relevant part of Z
mot,0
f (T ) contains a term for every such V .
According to the formula in Theorem 10.5, this term can be split up into terms,
one for each simplicial cone δV,i in the decomposition of ∆V . Let C be a maximal q-
cluster. We define the part of Zmot,0f (T ) associated to C as the sum of the following
terms:
• for each B1-simplex τ ∈ C with chosen base bτ , the contribution of τ and
bτ to Z
mot,0
f (T ) after cancellation;
• the terms associated to the other compact edges of the B1-facets in C;
• the terms associated to the simplicial cones δV,i that meet C.
Note that in this way no term is assigned to more than one maximal q-cluster.
It follows that the relevant part of Zmot,0f (T ) is given by∑
C maximal
q-cluster
(part of Zmot,0f (T ) associated to C) + (sum of remaining terms).
By construction the sum of the remaining terms is certainly an element of
(154) Z[U,U−1][T ]
[
1
1− U−σTm
]
(m,σ)∈S\Sq
.
The problem is therefore reduced to proving that for every maximal q-cluster C,
the part of Zmot,0f (T ) associated to C belongs to (154).
A maximal q-cluster contains no more than two B1-facets, otherwise q would
equal one (see Case VI in Section 7). Moreover, two B1-facets belonging to the
same maximal q-cluster, are always B1 for a same variable, otherwise q would be
47By the support of a q-cluster we mean the union of its facets.
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good. This leaves us five possible configurations of a maximal q-cluster C; it consists
of
(i) one B1-simplex τ0,
(ii) or one non-compact B1-facet τ0,
(iii) or two B1-simplices τ0 and τ1 for a same variable,
(iv) or two non-compact B1-facets τ0 and τ1 for a same variable,
(v) or one non-compact B1-facet τ0 and one B1-simplex τ1 for a same variable.
Pictures can be found in Figures 4, 5, 6, 8, and 9, respectively.
In Cases (i) and (ii), the part of Zmot,0f (T ) associated to C has the form
N1(T )
(1− U−1T )F0F1F2
∈ Z[U,U−1][T ]
[
1
1− U−σTm
]
(m,σ)∈S
⊆ Z[U,U−1](T ),
while in Cases (iii)–(v), it has the form
N2(T )
(1− U−1T )F0F1F2F3
∈ Z[U,U−1][T ]
[
1
1− U−σTm
]
(m,σ)∈S
⊆ Z[U,U−1](T ).
Hereby N1(T ) and N2(T ) are polynomials in T with coefficients in Z[U,U
−1], and
so are
Fj = 1− U
−σjTmj ⊆ Z[U,U−1][T ]; j = 0, . . . , 3.
In Cases (i) and (ii), the factor F0 corresponds to τ0, while F1 and F2 correspond
to neighbor facets48 of τ0. It follows that σ0/m0 = q and σj/mj 6= q for j = 1, 2. In
Cases (iii)–(v), factors F0 and F1 correspond to τ0 and τ1, where F2 and F3 come
from neighbor facets48 of τ0 and τ1. We have σ0/m0 = σ1/m1 = q and σj/mj 6= q
for j = 2, 3.
Finally everything boils down to proving that (depending on the case)
(155) F0 | N1(T ) or F0F1 | N2(T )
in the polynomial ring Z[U,U−1][T ]. As F0 and F1 are monic polynomials (in
the sense that their leading coefficients are units of Z[U,U−1]), the divisibility
conditions (155) can be investigated equivalently over the fraction field Q(U) of
Z[U,U−1]. Now we can decide divisibility by looking at the roots of F0 and F1
in some algebraic closure of the coefficient field Q(U). We shall consider the field
Q{{U}} of formal Puiseux series over the field Q of algebraic numbers.
The polynomial Fj = 1− U
−σjTmj has mj distinct roots
T
(j)
k = U
σj
mj e
2kpii
mj ; k = 0, 1, . . . ,mj − 1;
in Q{{U}} for j = 0, 1. Hence F0 divides N1(T ) if and only if N1
(
T
(0)
k
)
= 0 in
Q{{U}} for all k. In Cases (iii)–(v), we may conclude that F0F1 | N2(T ) as soon
as N2
(
T
(j)
k
)
= 0 for all k and j = 0, 1 and N ′2(T ) vanishes in all common roots
T
(0,1)
k = U
qe
2kpii
gcd(m0,m1) ; k = 0, 1, . . . , gcd(m0,m1)− 1;
of F0 and F1 in Q{{U}}.
The proof of each of the identities N1
(
T
(0)
k
)
= 0, N2
(
T
(j)
k
)
= 0, N ′2
(
T
(0,1)
k
)
= 0
is identical to one of the ‘residue vanishing proofs’ in Cases I–V in Sections 2–6. For
example, in Case (iii) of the current proof, the proof of N2
(
T
(j)
k
)
= 0 for a simple
48By a neighbor facet we mean a facet sharing an edge. A factor will appear in the denominator
for every neighbor facet that does not lie in a coordinate hyperplane.
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root T
(j)
k of F0F1, corresponds to the proof of R1 = 0 in Case I. For a double root
T
(0,1)
k of F0F1, the proofs of N2
(
T
(0,1)
k
)
= 0 and N ′2
(
T
(0,1)
k
)
= 0 are completely
analogous to the proofs of R2 = 0 and R1 = 0, respectively, in Case III. This ends
the sketch of the proof of the main theorem in the motivic setting.
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