A study in this journal that assessed the impact of exchange rate volatility on Malaysia-EU trade at commodity level used the linear ARDL approach of Pesaran et al. (2001) and did not find significant effects in most of the 81 Malaysian exporting and 66 importing industries. In this paper, we argue for asymmetric effects of exchange rate volatility on the same industries' trades which implies using Shin et al.'s (2014) nonlinear ARDL approach. While we find short-run asymmetric effects of volatility in almost all industries, we find evidence of adjustment asymmetry in 17 exporting and nine importing industries. We also find significant impact or short-run cumulative asymmetry in 12 exporting and six importing industries. The most important finding is significant long-run asymmetric effects in 36 Malaysian exporting industries and 25 Malaysian importing industries. Clearly, trade flows react to an increased exchange rate volatility differently than to a decreased volatility.
I. Introduction
Malaysia is now one of the fast growing economies in Asia and one of the largest members of Association of East Asian Nations (ASEAN). As it grows, so does its trade with outside world and European Union is no exception. To reduce any uncertainty associated with impact of exchange rate volatility on its trade flows, Malaysia and other members of ASEAN share the idea of a common currency similar to euro. Until that idea is materialized and a common currency is introduced, Malaysia's trade with other nations including the euro zone could be affected by the real ringgit-euro volatility. To gain some insight in how volatile is the real exchange rate between the two regions, we plot our volatility measure in Figure 1 .
Figure 1 goes here
Clearly, the real ringgit-euro rate is volatile enough to be concerned with the response of the trade flows between the two regions to such volatility. To infer the impact of exchange rate volatility on the trade flows, a common practice is to rely upon past studies. Doroodian (1999), Arize et al. (2000) , and Doganlar (2002) who included Malaysia in their studies, found adverse effects of exchange rate volatility on Malaysia's real exports to the rest of the world. None considered Malaysia's imports. 1 Aftab et al (2016) criticized above studies on the ground that they used aggregate trade data between Malaysia and rest of the world. They then considered the trade flows between Malaysia and a specific region, the European Union (EU). However, in order to discover more significant effects of exchange rate volatility on the Malaysia-EU trade, they disaggregated their trade flows by industry and assessed the impact of the real ringgit-euro volatility on the exports of 81 exporting industries and 66 importing industries. They found that in the short-run exports of 30 industries and imports of 45 industries are significantly affected by volatility. However, short-run effects were translated into the long-run effects only in five exporting industries and 15 importing industries.
Methodological advances have now moved into a new direction and suggest that failure to find a significant link between two variables could be due to assuming symmetric effects of one variable on the other. If the effects are asymmetric which require applying nonlinear models, the outcome could be different (Bahmani-Oskooee and Fariditavana 2016) . In the context of our topic, the symmetry assumption implies that if an x% increase in exchange rate volatility depresses exports by a y%, an x% decrease in volatility should increase exports by y%. Clearly, this need not be the case since traders' expectation and therefore their reaction could be different to an increased exchange rate volatility compared to a decreased volatility. Furthermore, if import and export prices react in an asymmetric manner to exchange rate changes, as demonstrated by Bussiere (2013), we would expect trade flows to respond to exchange rate changes as well as to its volatility in an asymmetric manner.
In this paper we consider the same data set which was used by Aftab et al. (2016) and investigate the asymmetric effects of exchange rate volatility on the exports of the same 81 industries and imports of the same 66 industries that trade between Malaysia and EU. However, rather than using the linear ARDL approach of Pesaran et al. (2001) which was used by Aftab et al. (2016) , we rely upon the nonlinear ARDL approach of Shin et al. (2014) . Indeed, we find evidence of asymmetric effects of exchange rate volatility on exports and imports in many industries. To show these results, we introduce the models and methods in Section II. Our empirical results are then presented in Section III. While Section IV concludes, the Appendix is devoted to the sources of the data and definition of variables.
II. The Models and Methods
Since our goal is to compare our findings using a nonlinear model with the results of Aftab et al. (2016) who relied upon a linear model, we begin with the same specifications as Aftab et al (2016) first. Their long-run export and import demand models were as follows:
(1 IP , negatively to REX, and again negatively or positively to exchange rate volatility, V.
As mentioned equations (1) and (2) are long-run models and in order to assess the short-run effects of right-hand side variables, we need to specify them in an error-correction modeling format. Aftab et al. (2016) 
Specifications (3) and (4) are error-correction models and once they are estimated, short-run effects are inferred by the estimates of coefficients attached to first-differenced variables. Longrun effects are derived by the estimates of θ2-θ4 normalized on θ1 in (3) and estimates of 4 2    normalized on 1  in (4). However, an additional step needs to be taken to avoid spurious regression problem. Joint significance of lagged level variables in both models must be established by applying the F test as a sign of cointegration. Next, we follow Shin et al. (2014) and modify (3) and (4) so that we can determine if exchange rate volatility has symmetric or asymmetric effects on trade flows. The first step is to 2 Pesaran et al. (2001) supply new critical values for this F test that account for integrating properties of variables. They demonstrate that their upper bound critical values could be used when variables are combination of I(0) and I(1). Since these are properties of almost all macro variables, there is no need for unit root testing here. construct changes in our volatility measure as ΔLnVt which includes positive values reflecting increased exchange rate volatility and negative values reflecting decreased volatility. From this variable we generate two new time-series variables using partial sum concept. Denoting partial sum of positive changes by POSt and partial sum of negative changes by NEGt, at the recommendation of Shin et al. (2014) we move back to (3) and (4) and replace LnVt by POSt and NEGt variables. 3 We then arrive at:
) 5 ( 
Specifications (5) and (6) are labeled as nonlinear ARDL models due to method of constructing partial sum variables. Indeed, Shin et al. (2014) demonstrate that the F test proposed by Pesaran et al (2001) is equally applicable to both models (5) and (6). Comparing (5) to (3) and (6) to (4), although (5) and (6) have one more variable than (3) and (4) respectively, Shin et al. (2014, p. 291) recommend treating the POS and NEG as one variable and using the same critical values of the F test for both linear and nonlinear models. 4 Once the nonlinear models are estimated, we can test a few asymmetry assumptions. First, short-run adjustment asymmetry will be established if the ΔPOS in either model take a different lag order than the ΔNEG. Second, exchange rate volatility will have short-run asymmetric effects on trade flows if size or sign of the coefficient estimates attached to the ΔPOS variable are different than those attached to the ΔNEG variable. Third, short-run cumulative or impact asymmetry will be established if
in (6). The Wald test which has a χ 2 distribution with one degree of freedom will be used to test the last two hypothesis.
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III. Empirical Results
In this section we estimate nonlinear models (5) and (6) using monthly data that spans from June 2000-December 2013. Following Aftab et al. (2016) we too impose a maximum of four lags on each first-differenced variable and use the Akaike's Information Criterion (AIC) to select an optimum model in each case. Only under the same conditions we will be able to compare our estimates from the nonlinear models in this paper to those of Aftab et al. (2016) Table 2 . Finally, diagnostic statistics are reported in Table 3 . From Table 1 we gather that either ΔPOS or ΔNEG carry at least one significant lagged coefficient in 26 industries, implying that increased or decreased volatility has short-run effects on the exports of 26 industries. The comparable figure from Aftab et al. (2016) 03, 08, 22, 27, 48, 57, 64, 79, 82, 85, 91 , and 95 since in these industries the Wald test that is reported in Table 3 as Wald-S is significant. Do these asymmetric short-run effects last into the long run?
From the normalized long-run estimates reported in Table 2 we gather that either POS or NEG variable carry a significant coefficient in 24 industries coded as 06, 08, 12, 18, 19, 24, 27, 28, 32, 33, 39, 48, 51, 52, 61, 68, 74, 79, 82, 85, 89, 95, 96, and 98 . The comparable figure from the linear model by Aftab et al. (2016) 01, 03, 06, 07, 15, 16, 17, 19, 22, 24, 28, 32, 33, 35, 36, 37, 38, 39, 40, 42, 43, 44, 48, 49, 52, 57, 63, 68, 72, 76, 82, 83, 85, 90, 92, 94, and 98 . In these industries the Wald statistic reported as the Wald-L in Table 3 is significant, implying that the normalized estimate attached to the POS variable is different than the normalized estimate attached to the NEG variable.
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As for the long-run effects of the other two variables, 
We then shift back to specification (5) and replace the linear combination of lagged level variables by ECMt-1. The new specification is estimated after imposing the same optimum lags. A significantly negative coefficient estimate attached to ECMt-1 will support cointegration. Note that the t-ratio that is used to judge significance of ECMt-1 has a new distribution. Therefore, like the F test, Pesaran et al. (2001, p. 303) tabulate an upper and a lower bound critical value. As can be seen from Table 3 , ECMt-1 is significant in most models.
A few additional diagnostics are also reported in Table 3 . The Lagrange Multiplier (LM) statistic is reported to establish autocorrelation free property of the residuals in each optimum model. Since we are testing for first order serial correlation, it is distributed as χ 2 with one degree of freedom. Clearly, it is insignificant in most models. Ramsey's RESET test is also insignificant in most models, implying that optimum models are correctly specified. Note that this statistic is also distributed as χ 2 with one degree of freedom. To establish stability of short-run and long-run estimates, we apply CUSUM and CUSUMSQ tests to the residuals of each optimum model. These two tests are reported as CU for CUSUM and CU 2 for CUSUMSQ. Denoting stable estimates by "S" and unstable ones by "U", clearly most estimates are stable. Finally, to judge goodness of fit, we report the size of adjusted R 2 .
Following the same procedure and the same approach, we estimate Malaysian import demand model for each of the 66 importing industries and report the results in Tables 4-6 . Shortrun coefficient estimates that are reported in Table 4 reveal that either the ΔPOS or ΔNEG variable carries at least one significant coefficient in 15 industries. The comparable figure from the linear model in Aftab et al. (2016, Table 6 .
In order to identify industries in which short-run asymmetric effects last into the long run, we move to Table 5 and estimates of long-run normalized coefficients. As can be seen, only in industries 08, 65, and 86 either POS or NEG carry a significant coefficient. Thus, unlike export demand model, Malaysian imports are not affected by either increased or decreased volatility in the long run. However, significant long-run asymmetric effects is established by the Wald-L test in 25 out of 66 industries (Table 6 ). Furthermore, while the real exchange rate itself does not play that much significant role in the long run, Malaysian income proxied by the index of industrial production does. The ln IP MY variable carries significant coefficient in 41 out of 66 models, supporting importance of economic activity as the main determinants of imports.
Long-run estimates of Malaysian import demand for each industry in which there is at least one significant long-run coefficient estimate are valid since cointegration is established either by the F test or by ECMt-1. (Table 6 ). Other statistics reported in Table 6 support autocorrelation free residuals in most models as well as stability of coefficient estimates at least by CUSUM test.
Finally, the size of adjusted R 2 indicates that most models enjoy a good fit.
IV. Summary and Conclusion
Since introduction of asymmetry analysis, researchers are revisiting and trying to establish asymmetric response of one variable to another. Examples include response of import and export prices to exchange rate changes, response of domestic price level to exchange rate changes, response of domestic production to exchange rate changes, response of house prices to changes in mortgage rates and personal income, etc. If trade flows react to exchange rate changes in an asymmetric manner, we would expect them to also react asymmetrically to volatility of the exchange rate. This could be mostly due to change in expectations of traders. For example, a trader may decide to trade more when an exchange rate becomes more volatile so that he can cover his future losses. He will still trade more when exchange rate volatility declines due to stabilization policies since he will become more optimistic about future courses of action that have led to the decline in the exchange rate volatility, hence asymmetric response of trade flows to volatility.
A previous paper in this journal assessed the short-run and long-run effects of the real ringgiteuro volatility on Malaysian exports of 81 industries to EU and on 66 Malaysian importing industries from EU using the linear ARDL approach of Pesaran et al. (2001) . They found that the real ringgit-euro volatility has short-run effects on exports of 25 industries and on imports of 15 industries. However, in the long run, only five exporting and 15 importing industries were significantly affected. We use the same data set and nonlinear ARDL approach of Shin et al. (2014) which is designed to assess the short-run and long-run asymmetric effects by separating increases in the exchange rate volatility from declines in the volatility and found some interesting results that were hidden in the results from the linear model. First, we find short-run asymmetric effects of exchange rate volatility almost in all exporting and importing industries. Second, there was evidence of adjustment asymmetry in 17 exporting and nine importing industries. Thirds, significant impact or short-run cumulative asymmetry was discovered in 12 exporting and six importing industries. The most important finding was significant long-run asymmetric effects in 36 Malaysian exporting industries and 25 Malaysian importing industries. Clearly, our findings are industry specific and cannot be generalized. There was evidence of industries that react to an increased exchange rate volatility but not to a decreased volatility and vice versa. It appears that incorporating nonlinear adjustment of volatility yields useful information that could be important for every industry that trade. This analysis should be extended to commodity trade between other pair of countries so that we can arrive at some general conclusion.
Data Definition and Sources
As mentioned the data set is the same as Aftab et al. (2016) . IPt EU = EU industrial production index is used as a measure of economic activity in EU. Source b.
IPt MY = Malaysian industrial production index, source b. Notes: * and ** indicates significance at 10% and 5% level respectively. The critical values of standard t-distribution, i.e., 1.64 and 1.96 are used to arrive at * and **. Abbreviation n.e.s. refers to not elsewhere specified. Notes: * and ** indicates significance at 10% and 5% level respectively. The critical values of standard t-distribution, i.e., 1.64 and 1.96 are used to arrive at * and **. Abbreviation n.e.s. refers to not elsewhere specified. It is distributed as χ 2 with one degree of freedom (first order). Its critical value at 10% (5%) significance level is 2.70 (3.84). These critical values are also used for Wald tests since they also have a χ 2 distribution with one degree of freedom. d. RESET is Ramsey's test for misspecification. It is distributed as χ 2 with one degree of freedom. e. Trade share is in percentage calculated over the sample period. f. Abbreviation n.e.s. refers to not elsewhere specified. Notes: * and ** indicates significance at 10% and 5% level respectively. The critical values of standard t-distribution, i.e., 1.64 and 1.96 are used to arrive at * and **. Abbreviation n.e.s. refers to not elsewhere specified. Notes: * and ** indicates significance at 10% and 5% level respectively. The critical values of standard t-distribution, i.e., 1.64 and 1.96 are used to arrive at * and **. Abbreviation n.e.s. refers to not elsewhere specified. 
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