We study the complex zeros of the partition function of the Ising model, viewed as a polynomial in the "interaction parameter"; these are known as Fisher zeros in light of their introduction by Fisher in 1965. While the zeros of the partition function as a polynomial in the " eld" parameter have been extensively studied since the classical work of Lee and Yang, comparatively little is known about Fisher zeros for general graphs. Our main result shows that the zero-eld Ising model has no Fisher zeros in a complex neighborhood of the entire region of parameters where the model exhibits correlation decay. In addition to shedding light on Fisher zeros themselves, this result also establishes a formal connection between two distinct notions of phase transition for the Ising model: the absence of complex zeros (analyticity of the free energy, or the logarithm of the partition function) and decay of correlations with distance. We also discuss the consequences of our result for e cient deterministic approximation of the partition function. Our proof relies heavily on algorithmic techniques, notably Weitz's self-avoiding walk tree, and as such belongs to a growing body of work that uses algorithmic methods to resolve classical questions in statistical physics.
Introduction
where γ k is the number of k-edge cuts in G. Note that Z G (β) is a polynomial in β with positive coe cients. We also sometimes consider graphs in which certain vertices are pinned to '+' or '−' spins.
For such a graph, we restrict the sum in the de nition of Z G to those con gurations σ in which these vertices have the spin determined by their pinning.
In physical terms, the parameter β above is a proxy for the "interaction strength", while the graph is a proxy for the physical structure of the magnet. Further, in this parameterization, β > 1 corresponds to so-called anti-ferromagnetic interactions (where neighbors prefer to have di erent spins), β < 1 to ferromagnetic interactions (where neighbors prefer to have the same spins), and β = 1 to in nite temperature (where the neighbors behave independently of each other). We will restrict our attention throughout to graphs of xed maximum degree ∆ (i.e., a bounded number of neighbors per vertex).
Historically, there have been two distinct (though closely related) mechanisms for de ning and understanding phase transitions in statisical physics. The rst is decay of long-range correlations in the Gibbs measure. The second, more classical mechanism is analyticity of the "free energy" log Z (where Z is the partition function). This second notion connects naturally to the stability theory of polynomials, and in particular to the study of the location of complex roots of the partition function Z, even when only real values of the parameters make physical sense in the model. The seminal work of Lee and Yang 15, 31 was one of the rst, and certainly the best known, to use this notion. It is interesting to note that the stability theory of polynomials has seen a recent surge of interest following the central role it has played in developments in a wide variety of areas ranging from mathematical physics to combinatorics and theoretical computer science: examples include the resolution of the Kadison-Singer conjecture 22 , proofs of the existence of Ramanujan graphs 21 , and progress on the traveling salesman problem and other algorithmic questions (see, e.g., Refs. 1, 2, 29) .
Algorithms, phase transitions, and roots of polynomials. While the algorithmic consequences of phase transitions de ned in terms of decay of correlations have been well studied, rst in the context of Markov Chain Monte Carlo algorithms (Glauber dynamics) and more recently in determinstic algorithms that directly exploit correlation decay (see, e.g. Refs. 30, 3) , algorithmic use of the information on complex roots of the partition function originated only recently in the work of Barvinok (see Ref. 5 for a survey). This has led to increased interest in understanding the relationship between the above two notions of phase transitions. Such connections have been the focus of some recent work on the independent set (or "hard core lattice gas") model; notably, connections similar to the ones in this paper have been explored for that model by Peters and Regts 24 , while related ideas are harnessed in early work of Shearer 26 , as later elucidated by Scott and Sokal 25 and further elaborated by Harvey et al. 12 , to shed light on the Lovász Local Lemma.
The motivation for our work here is to take a step towards achieving a fuller understanding of these connections. Speci cally, we study the zeros of the Ising partition function (at zero eld), viewed as a polynomial in the interaction parameter. While the study of zeros in terms of the fugacity (or eld) parameter was famously pioneered by Lee and Yang 15 , and has given rise to a well developed theory, very little is known about the zeros in terms of the interaction parameter, which were rst studied in the classical 1965 paper of Fisher 9 and are thus known as "Fisher zeros".
Our main result is that the Ising model has no Fisher zeros in a region of the complex plane that contains the entire interval B on the positive real line where correlation decay holds. Our analysis crucially exploits the correlation decay property (see, in particular, Proposition 3.1 and Lemma 3.2) in order to understand the Fisher zeros. Thus, in the particular case of the zero eld Ising model, we are able to establish a tight connection between correlation decay and the absence of zeros. Another potentially interesting aspect of this result is the use of algorithmic techniques associated with correlation decay (notably, Weitz's algorithm 30 ) to understand a classical concept in statistical physics.
We now proceed to formally describe our results. First we identify the range of the parameter β for which the Ising model is, in a certain sense, well-behaved on graphs of bounded degree ∆.
De nition 1.1 (Correlation decay region). Given ∆ > 0, the correlation decay region B = B ∆ for β is the interval ( ∆−2 ∆ , ∆ ∆−2 ).
The correlation decay region is very well studied in both physical and algorithmic contexts, and comes from a consideration of the behavior of the Gibbs measure on trees. In particular, it corresponds to those β for which there is exponential decay of correlations in the Gibbs measure on any nite subtree of the in nite ∆-regular tree-a fact which has been used to give a deterministic algorithm for approximating the partition function of the Ising model for such β. 30, 32 On the other hand, Sly and Sun 28 have shown that for β > ∆ ∆−2 , this approximation problem is NP-hard under randomized reductions. In statistical physics, the correlation decay region describes those β for which the de nition of the Gibbs measure given by eq. (1) for nite graphs can be extended in a unique way to a Gibbs measure on the in nite ∆-regular tree 10 ; for this reason, the correlation decay region is also referred to as the uniqueness region.
As advertised earlier, our goal is to prove the existence of a region of the complex plane, containing B, which contains no Fisher zeros. We state this now as our main theorem. ∆ , ∆ ∆−2 , there exists a δ > 0 such that for all β ∈ C with |β − β| < δ, the Ising partition function Z G (β ) = 0 for all graphs G of maximum degree ∆. Moreover the same holds even if G contains an arbitrary number of vertices pinned to + or − spins.
Remarks. (1)
It is worth noting that the choice of δ does not depend on the size of the graph, only on ∆ and β. In particular, given any δ 1 > 0, one can choose δ > 0 such that, for all β in a complex neighborhood of radius δ around the closed interval
is non-zero for all graphs of degree at most ∆.
(2) For the case of the Ising model, the above theorem establishes a connection between the two notions of phase transition discussed above. Namely, for the zero-eld Ising model, it shows that decay of correlations on the ∆-regular tree also implies the absence of Fisher zeros for nite graphs of degree at most ∆, and hence the analyticity of the free energy for appropriate in nite graphs (i.e., those of maximum degree at most ∆ and of subexponential growth, such as regular lattices).
Discussion.
While there are some results in the literature on Fisher zeros in the case of speci c regular lattices (see, e.g., Refs. 18 and 14) , to the best of our knowledge, the previous best general result on the Fisher zeros of the Ising model appears in the work of Barvinok and Soberón 7 , who showed that Z G (β) is non-zero if |β − 1| < c/∆, where ∆ is the maximum degree of G, and c can be chosen to be 0.34 (and as large as 0.45 if ∆ is large enough). While this result provides a disk around 1 in which there are no Fisher zeros, it cannot guarantee the absence of Fisher zeros in a neighborhood of the correlation decay region B (which would require at least that c ≥ 2 − o ∆ (1)). Our Theorem 1.2 therefore strengthens this result to a neighborhood of the entire correlation decay region B. 1 Our main theorem on Fisher zeros can also be combined with the techniques of Barvinok 5 and Patel and Regts 23 to give a new deterministic polynomial time approximation algorithm for the partition function of the ferromagnetic Ising model with zero eld on graphs of degree at most ∆ when β ∈ 3 . Fix a positive integer ∆ and δ > 0. There exist positive constants δ 1 > 0 and c such that for any complex β with (β) ∈ ∆−2 ∆ + δ, ∆ ∆−2 − δ and | (β)| ≤ δ 1 , the following is true. There exists an algorithm which, on input a graph G of degree at most ∆ on n vertices, and an accuracy parameter
For real β in the same range, a deterministic algorithm with the above properties, based on correlation decay, was already analyzed in Ref. 32 . However, our extension to complex values of the parameter is of independent algorithmic interest in light of the fact that algorithms for approximating the Ising partition function at complex values of the parameters have applications to the classical simulation of restricted models of quantum computation. 20 Finally, we emphasize that in contrast to most other recent applications of Barvinok's method (e.g., Refs. 23, 6, 7, 4, 17) , where the required results on the location of the roots of the associated partition function are derived without reference to correlation decay, the algorithmic version of correlation decay is crucial to our proof. Indeed, implicit in our proof is an analysis of Weitz's celebrated correlation decay algorithm 30 (proposed originally for the independent set, or "hard core", model, and analyzed by Zhang, Liang and Bai 32 for the Ising model in the case of real positive β ∈ B) for the Ising model with complex β close to β ∈ B. Thus, as mentioned earlier, our work shows that Weitz's algorithm can be viewed as a bridge between the "decay of correlations" and "analyticity of free energy" views of phase transitions. We note also that our work is close in spirit to recent work of Peters and Regts 24 (see also Ref. 8) , who employ correlation decay in the hard core model to prove stability results for the hard core partition function.
Outline of proof
We x ∆ to be the maximum degree throughout, and let d = ∆ − 1. Let G be any graph of maximum degree ∆. Our starting point is a recursive criterion that guarantees that the partition function Z G (β) has no zeros. For any non-isolated vertex v of G,
can be seen as Ising partition functions de ned on the same graph G with the vertex v pinned to the appropriate spin; i.e., they are partition functions de ned on a graph with one less unpinned vertex. Thus we may assume recursively that neither
Our next ingredient is a formal recurrence, due to Weitz 30 , for computing ratios such as R G,v (β) in two-state spin systems. This recurrence is based on the so-called "tree of self-avoiding walks" (or "SAW tree") in G, rooted at v, with appropriate boundary conditions (i.e., initial inputs, or xed values at the leaves of the tree). Weitz's recurrence has been used in the development of several approximate counting algorithms based on decay of correlations (see, e.g., Refs. 30, 32, 16, 27) . We now state a precise version of Weitz's result that is tailored to our application. 
Then, the ratio R G,v (β) can be obtained by iteratively applying a sequence of multivariate maps of the form F β,k,s (x) such that, in all but the nal application, one has 1 ≤ k + |s| ≤ d, while for the nal application one has 1 ≤ k + |s| ≤ ∆, and any initial input to these maps is x i = 1.
For completeness we sketch a proof of Lemma 2.1 at the end of this section.
Returning now to the condition R G,v (β) = −1 derived above, we see from Lemma 2.1 that a su cient condition for the absence of zeros of Z G (β) is the existence of a subset D ⊆ C such that 1 ∈ D, −1 / ∈ D, and D is closed under the recurrence F β,k,s (in the sense that F β,k,s maps D k into D). These properties guarantee that the recurrence, with initial inputs 1 at the leaves, can never yield the value −1, and hence that R G,v (β) = −1, so Z G (β) = 0. The main technical content of this paper is to prove, under the conditions on β stated in Theorem 1.2, the existence of such a set D, a result which we formally state as follows.
At the end of this section, we spell out the details of how to combine Lemma 2.1 and Theorem 2.2 into a proof of our main result, Theorem 1.2. The rest of the paper focuses on proving Theorem 2.2. We brie y sketch our approach here. The rst step is to simplify the problem by working with a univariate version of the recurrence F β,k,s de ned in Lemma 2.1. The univariate version is de ned as f β,k,s (x) := β s h β (x) k , and we can show that it satis es F β (D k ) = f β (D) for any set D such that C := log(h β (D)) is convex in the complex plane. (Henceforth we will drop the subscripts k, s for simplicity.) This means that the set D we seek in Theorem 2.2 should be the image of a convex set C under the map log • h β .
Next, to enable us to exploit the fact that β is in the correlation decay interval B = ∆−2 ∆ , ∆ ∆−2 , we further modify the univariate recurrence to f ϕ β :
This is an example of the use of a so-called "potential" function ϕ in order to smooth a recurrence, as has been useful in several correlation decay arguments. The key point here is that, when β ∈ B, f ϕ β (unlike f β itself) is actually a uniform contraction on an appropriate domain in C; hence we can conclude that f ϕ β (S) ⊆ S for "nice" sets S (i.e., S that are convex and symmetric around the origin).
Since the condition f β (D) ⊆ D is equivalent to f ϕ β (log D) ⊆ log D, this imposes the further constraint that log D be a "nice" set.
Putting together the constraints in the previous two paragraphs, we need to construct a suitable convex set C whose image log(h −1 β (exp(C))) is nice; our set D in Theorem 2.2 will then be de ned as h −1 β (exp(C)) (and this set must include 1 and exclude −1). This turns out to be hard to achieve directly due to the complexity of the map p := log • h −1 β • exp. However, we are able to show that one can instead work with a (non-analytic) approximation of p under which the image of a natural convex C becomes a nice (in fact, rectangular) set. Moreover, this holds even for complex β that are su ciently close to the region B. This fact then allows us to push through the analysis and arrive at a proof of Theorem 2.2. Groundwork for implementing the above strategy is laid in Section 3. The di erent approximations required by the strategy outlined above lead to various geometric considerations that are dealt with in Section 4. The detailed proof of the theorem then appears in Section 5.
We conclude this overview section with the proofs of Lemma 2.1 and Theorem 1.2 promised earlier. The remainder of the paper will then be devoted to proving our main technical result, Theorem 2.2.
Proof of Lemma 2.1 (Sketch). Except for a few minor di erences, this description is exactly the same as the version of Weitz's result used for the Ising model in, e.g., Refs. 32 and 27; for completeness, we describe the version of Weitz's SAW tree construction used in these references in Appendix A. In the above references, only the maps F β,k,0 for 1 ≤ k ≤ d (with at most one nal application with k = ∆, at the root of the SAW tree) are used, and the initial values come from the set {0, ∞}; these initial values are the values of the ratio for single leaf vertices in the SAW tree pinned to − and + respectively, and the maps F β,k,0 describe how to combine the ratios from k subtrees. The version in the lemma follows by noticing that h β (1) = 1, h β (0) = β and h β (∞) = 1/β, so that F β,k,0 applied to a vector x with k coordinates, s 1 of which are set to 0 and s 2 to ∞, produces the same output as F β,k−(s 1 +s 2 ),s 1 −s 2 applied to the vector x of k − (s 1 + s 2 ) coordinates obtained from x by removing the 0 and ∞ entries.
Proof of Theorem 1.2. As indicated earlier, the induction is on the number of unpinned vertices, n, of G. For the base case n = 0, Z G (β) = β k , where k is the number of pairs of adjacent vertices in G that are pinned to di erent spins. Therefore, Z G (β) = 0 unless β = 0. Next suppose that for some positive integer t, it holds that for every β ∈ B, there exists a δ > 0 such that for all β ∈ C with |β − β| < δ, Z G (β ) = 0 for all graphs G of maximum degree ∆ with at most t unpinned vertices. Now, let G be any graph of the same maximum degree with t + 1 unpinned vertices. Fix any non-
be the contributions to the partition function from con gurations with σ(v) = +, σ(v) = −, respectively. By the induction hypothesis, we know that Z + G ,v (β ) = 0, Z − G ,v (β ) = 0 as they are exactly the Ising partition function de ned on the same graph G with the vertex v pinned (thus reducing the number of unpinned vertices to t). Further, Lemma 2.1
can be computed by iteratively applying a sequence of maps of the form F β ,k,s for 1 ≤ k + |s| ≤ d, followed by at most one application where k + |s| = ∆, starting with initial values of 1. Part (a) of Theorem 2.2 then implies that the outputs of all except possibly the nal application remain in the set D de ned in that theorem, and part (b) of the theorem implies that the nal output, which is equal to
are non-zero, this implies that Z G (β ) = 0, completing the induction.
Preliminaries

Tree recurrence and correlation decay
We consider rst the following univariate version of the recurrence F β,k,s de ned above:
where as before h β (x) := β+x βx+1 . Both the multivariate and univariate recurrences have been studied extensively in the literature on the Ising model on trees. It has also been found useful to re-parameterize the recurrence in terms of logarithms of likelihood ratios as follows (see, e.g., Ref. 19 
One then has the following "step-wise" version of correlation decay. 19, 32 Proposition 3. 1 . Fix a degree ∆ = d + 1 and integers k ≥ 0 and s.
Proof. By direct calculation, one has
.
By the AM-GM inequality, e x + e −x ≥ 2 for every real x, and the left hand side is therefore at most
which is strictly smaller than k d under the condition on β.
For any integers k ≥ 0 and s and a positive real β, we have
Taking the logarithm of these bounds motivates the de nition of the intervals I 0 (β, k) as follows:
We now note some consequences of the contraction shown in Proposition 3.1 for the behaviour of the recurrence on the complex plane. We write f ϕ β,k in place of f ϕ β,k,0 to simplify notation.
. Then there exist positive real constants δ β , ε, η and M such that the following is true. Let C 0 = C 0 (β, d) be the set consisting of all points within distance ε of I 0 (β, d) in C, and let B 0 be the set of all β ∈ C such that |β − β| < δ β . Then, 
Moreover,
(a) f ϕ β,k (x) preserves the real axis: for any x ∈ R, β ∈ R, we have f ϕ β,k (x) ∈ R;
(b) f ϕ β,k (x) preserves the imaginary axis: for any purely imaginary number x and β ∈ R, f ϕ β,k (x) is also purely imaginary;
Proof. We know from Proposition 3.1 that there exists η > 0 (depending only upon β and d) such that for every
Note also that f ϕ β,k is analytic in both β and x when β and x lie in suitably small open neighborhoods (in C) of β and I 0 respectively. The existence of suitable constants δ β , ε and M , and eq. (5) then follows from the compactness of the interval I 0 .
Now for part (a), when both
For part (b), we consider a purely imaginary number yι and β ∈ R and use again the preceding de nition of f ϕ β,k . Note rst that exp(yi) lies on the unit circle, and hence is mapped again to the unit circle by the Möbius transform β+x βx+1 when β ∈ R. f β,k (exp(yι)) also therefore lies on the unit circle, and its logarithm is therefore a purely imaginary number as required.
For part (c), consider the real number x = (x ), and note that f ϕ β,k (x) is also a real number. Then,
For part (d), consider the purely imaginary number x = (x )ι, so that thus f ϕ β,k (x) is also a purely imaginary number. Then, as in the case of part (c),
Reduction to the univariate case
We now show that, as in the analysis of several correlation decay algorithms (see, e.g. the arguments in Refs. 27, 16 , and more recently, Ref. 24 ), we can restrict our attention to the univariate version of the recurrence by exploiting a suitable notion of convexity. Recall that
so that the univariate recurrence f β,k, 
Our strategy now will be to start with an appropriate convex set C 2 in the complex plane, and for a real β ∈ B and a complex β close to β, de ne D as the region h −1 β (exp(C 2 )).
Here C 2 will have to be so chosen that its preimage D is closed under application of the univariate recurrence (i.e., f β ,k,s (D) ⊆ D for all integers k ≥ 0 and s such that 1 ≤ k + |s| ≤ ∆ − 1).
To establish this latter claim, we will consider instead the action of the maps f ϕ β ,k,s on the set
, and show that f ϕ β ,k,s (C 1 ) ⊆ C 1 (which is equivalent to f β ,k,s (D) ⊆ D). We know from Lemma 3.2 that f ϕ β ,k,0 is a contraction in an appropriate domain. Note that, on sets S that are convex and symmetric around the origin (which we call "nice"), this contraction property implies that f ϕ β ,k,0 maps S into itself. (Extending this to f β ,k,s with non-zero s requires a careful argument, which we defer to the full proof in Section 5.)
Unfortunately, we are unable to prove directly that C 1 is "nice" due to the complexity of the map p β := log •h −1 β • exp taking C 2 to C 1 . Instead we will work with a (non-analytic) approximation q of p β , and further use the fact that p β is an approximation of p β . We will show that q(C 2 ) is a "nice" (in fact, rectangular) region, and then show in the following section how such approximations can be "chained" to establish that C 1 is indeed mapped into itself by f ϕ β ,k,s .
Rectangular sets and contraction
Given non-negative reals a and b, we de ne R(a, b) := {x + yι : |x| ≤ a and |y| ≤ b} .
We will need to consider maps which contract all but very small rectangles in a given set. For later use, we de ne this notion not just for functions C → C but also for maps 2 C → 2 C which map subsets of complex numbers to subsets.
De nition 3.4 ((χ, τ, ξ)-contraction of rectangles). A map g : 2 C → 2 C is said to (χ, τ, ξ)-contract rectangles in a given subset C of the complex plane if for every rectangle R(a, b) contained in C and z ∈ g(R(a, b)), we have
We will now establish two facts which underlie the use of rectangular sets for our purposes. The rst of these is the simple observation that maps which contract rectangles either map the set into itself or contract it . (Again for later use, we prove this for the more general case of maps from 2 C to 2 C .) The second is the fact that the maps f ϕ β,k we considered above do contract rectangles. Proof. Since g is a map that (χ, τ, ξ)-contracts rectangles in C, and C itself is a rectangular set, we have, for any z ∈ g(C),
Thus g(C) ⊆ χC.
We now show that the 2 C → 2 C map naturally induced by f ϕ β,k = f ϕ β,k,0 satis es the hypothesis of the above lemma for rectangular sets contained in C 0 . 
Proof. It su ces to show that, for any z ∈ C 0 , we have
A symmetrical argument using part (d) of Lemma 3.2 gives the desired upper bound on f ϕ β ,k (z) .
We can now describe the convex set C 2 . Given a degree ∆ = d + 1, β > 0, and δ > 0, we de ne
Note that when k ≥ 1, i k,δ is an even function that is continuous, decreasing and concave for positive x. Further, when k ≥ 1, we also have i k,δ log h β (β 2k ) > 0 for all positive β = 1 (as can be veri ed by checking that log h β (β 2k ) = log(β 2k+1 + 1) − log(β + β 2k ), and that this in turn is always smaller than |log β| when β = 1). In particular, these facts imply that C 2 is convex. Proof. This follows from the fact that log h β (β 2k ) is monotonically increasing in k when β = 1 and k ≥ 0. The latter fact is a consequence of the monotonicity of h β on the positive real line (it is monotonically increasing when β < 1 and monotonically decreasing when β > 1), and the fact that h β (1/x) = 1/h β (x).
Approximations for functions and sets
As hinted in the discussion in the previous section, in order to apply Lemmas 3.5 and 3.6 directly we would need C 1 := p β (C 2 ) to be a rectangular set, where for a complex β close to β,
Unfortunately, we are not able to work directly with the somewhat complicated map p β in order to prove that C 1 is rectangular. Instead we take the di erent approach of "approximating" C 1 by a region we can directly prove to be rectangular. We will do this approximation in two steps. We rst considerC = p β (C 2 ) as an approximation of C 1 and then q β (C 2 ), where q β is a function approximating p β , as an approximation toC. We then show that q β (C 2 ) is indeed a rectangular set, and further, that the two approximations above are good enough to allow one to show that C 1 itself is mapped into itself by f ϕ β . The machinery for justifying the approximations will be developed later in this section; rst, we describe q β and show that q β (C 2 ) is indeed rectangular.
Unlike p β , which is analytic in a suitable neighborhood close to the positive real line, q β will not be an analytic function. Given a + bι with a, b ∈ R, we de ne
We will show that q β (C 2 (β, δ, k)) is in fact a rectangular region. In preparation for this, we need the following facts: (c) For β = 1 and δ > 0, q β bijectively maps the interior of C 2 (β, δ, k) into the interior of q β (C 2 (β, δ, k)), and the boundary ∂C 2 (β, δ, k) to the boundary of q β (C 2 (β, δ, k)). In particular, ∂q β (C 2 (β, δ, k)) = q β (∂C 2 (β, δ, k)).
Proof. (a) We have p β (a) =
(1−β 2 ) 2β(cosh(log β)−cosh a) , so that p β (a) = p β (−a). Note that the denominator is always positive for a such that |a| < |log β|, since cosh x > cosh y whenever |x| > |y|.
(b) The previous part implies that p β is either monotonically strictly increasing (when β < 1) or monotonically strictly decreasing (when β > 1) in the open interval (− |log β| , |log β|). As argued in the paragraph below eq. (7), this interval contains the interval
Thus, the fact that the map is bijective follows. The values of p β at the endpoints are obtained by direct evaluation.
(c) This follows from the above two parts and the form of q β , since the boundary of C 2 is given by the two vertical line segments ±| log h β (β 2d )| + yι : |y| ≤ i k,δ (| log h β (β 2k )|) along with the curves x ± i k,δ (x)ι : |x| ≤ | log h β (β 2k )| .
The property in part (c) of Observation 4.1 in fact holds also for p β and p β for β close to β, so we make a note of this for future use. There exists a δ > 0 such that, for any β with |β − β| ≤ δ and 0 < δ ≤ δ , p β is analytic on C 2 (β, δ, d) and also has an analytic inverse. Further, ∂p β (C 2 (β, δ, k)) = p β (∂C 2 (β, δ, k)) for any non-negative integer k ≤ d.
Proof.
Recall that p β := log •h −1 β • exp. Note that for δ > 0 small enough and any β within distance δ of β, the real part of any z in (h −1 β • exp)(C 2 (β, δ , d)) (where 0 < δ ≤ δ ) is strictly positive. Thus, the standard branch of the log function is analytic with an analytic inverse on the sets (h −1 β • exp)(C 2 (β, δ, d) )). The analyticity of p β and the existence of the analytic inverse p −1 β = log •h −1 β • exp thus follow for such β and δ. The nal claim is trivially true when k = 0 since in this case C 2 (β, δ, k) = {0}. We therefore assume k ≥ 1. Let C := p β (C 2 (β, δ, k)). By the compactness and connectedness of C 2 (β, δ, k) and the continuity of p β , C is also compact and connected. By the open mapping theorem applied to p β and int (C 2 (β, δ, k)), we see that p β (int (C 2 (β, δ, k))) ⊆ int (C ). This implies that ∂C ⊆ p β (∂C 2 (β, δ, k)). On the other hand, an application of the open mapping theorem to p −1 β and int (C ) shows that p −1 β (int (C )) ⊆ int (C 2 (β, δ, k)), which implies that p β (∂C 2 (β, δ, k)) ∩ int (C ) = ∅. It therefore follows that ∂C is in fact equal to p β (∂C 2 (β, δ, k)).
We can now show that q β (C 2 (β, δ, k)) is indeed a rectangular region. 
Further, if positive integers d and ∆ = d + 1 are such that k ≤ d and β ∈ ( ∆−2 ∆ , ∆ ∆−2 ), then there exists a positive δ 1 = δ 1 (β, ∆) such that for all δ ≤ δ 1 , q β (C 2 (β, δ, k)) is contained in the interior of the set C 0 (β, d) de ned in Lemma 3.2.
Proof. The range of (x) follows from part (b) of Observation 4.1. To derive the range of (x), we rst note that the maximum and minimum possible values of b in eq. (9) for a given value of a > 0 are given by ±i k,δ (a). From part (a) of Observation 4.1, we then have that the set of all possible (q β (a + ιb)) for all such a and b is precisely the interval [−|p β (|a|)| × i k,δ (|a|) , |p β (|a|)| × i k,δ (|a|)], which equals [−kδ, kδ] using the form of p β and i k,δ .
The fact that q β (C 2 (β, δ, k)) is contained in the interior of C 0 = C 0 (β, d) for small enough δ follows from the facts that i k,δ is proportional to δ, that the real part of every point z in q β (C 2 (β, δ, k)) lies in the interval I 0 = I 0 (β, d) as de ned in Lemma 3 .2 , and that C 0 is an open neighborhood of I 0 in the complex plane.
We now show that q β is a meaningful approximation to p β . We begin with a simple observation. 7),
We have already argued in Observation 4.2 that there exists δ > 0 (depending upon β and d) such that p β is analytic in C 2 (β, δ, d) for δ ≤ δ . We therefore have a nite maximum, say M 0 , for |p β (x)| when x ranges over all C 2 (β, δ, d) with δ ≤ δ . From a mean value argument applied to p β , we then have, for any a + bι ∈ C 2 (β, δ, k) ⊆ C 2 (β, δ, d),
to get the claim. (Note that M 1 > M 0 su ces if β is in the correlation decay interval
In a similar fashion, we can show that p β approximates p β for complex β close to β: 
Here, C 2 (β, δ, k) is as de ned in eq. (7).
Proof. Arguments similar to those used in Observation 4.2 show that for small enough positive δ and δ 1 , p β (x) is analytic in both β and z when |β − β| ≤ δ and x ∈ C 2 (β, δ, d) for some δ ≤ δ 1 . Hence we have a nite upper bound M 0 on ∂ ∂β p β (z) for such β and z. By a mean value argument, we then have for any such β and any z ∈ C 2 (β, δ, k) ⊆ C 2 (β, δ, k),
We can then choose M 1 > M 0 and δ 2 ≤ min δ , δ 2 /2 to get the claim.
In order to study how these approximations act on subsets of the complex plane, we use the following notion of set approximation. Note that for any ε ≥ 0, S ε (A) ⊆ A ⊆ S † ε (A). It is also easy to see that for any collection S of sets, S ε A∈S A = A∈S S ε (A), and S † ε A∈S A = A∈S S † ε (A). Further, S † ε is a "pointwise pseudoinverse" of S ε in the sense that z ∈ S ε (A) ⇐⇒ S † ε ({z}) ⊆ A. To see this, observe that z ∈ S ε (A) i for all ζ such that |ζ| ≤ ε, z − ζ ∈ A. The latter is true i S † ε ({z}) ⊆ A. The latter fact implies that the statements S † ε (A) ⊆ B and A ⊆ S ε (B) are equivalent. (Note, however, that the statements A ⊆ S † ε (B) and S ε (A) ⊆ B are not in general equivalent.) For non-negative ε and δ, we also have
This notion of set approximation can be related to function approximation via the following lemma. Proof. We rst show that g(C) ⊆ S † ε (f (C)). Consider a point g(z) for some z ∈ C, so g(z) ∈ g(C). Since f and g are close, we see that ζ := f (z) − g(z) has length less than ε/2. Therefore g(z) ∈ S † ε ({f (z)}) ⊆ S † ε (f (C)). Next, we show that S ε (f (C)) ⊆ g(C). Note rst that S ε (f (C)) ⊆ f (C), so that every point in the former is of the form f (z) for some z ∈ C. Now suppose, for the sake of contradiction, that for some z ∈ C we have f (z) ∈ S ε (f (C)) but f (z) ∈ g(C). Since f and g are close, we have |f (z) − g(z)| < ε/2. Thus, if f (z) is not in g(C), there exists y ∈ ∂g(C) such that |f (z) − y | < ε/2.
On the other hand, f (z) ∈ S ε (f (C)) means that S † ε ({f (z)}) ⊆ f (C), so that for all y ∈ ∂f (C), |y − f (z)| ≥ ε. We then have, for every y ∈ ∂f (C),
We have thus shown that there exists y ∈ ∂g(C) such that for all y ∈ ∂f (C), |y − y | > ε/2. However, since y ∈ ∂g(C) and ∂g(C) is assumed to be g(∂C), there must exist z ∈ ∂C such that g(z ) = y . Since f and g are close, we then have that |f (z ) − y | < ε/2. However, since we assumed that f (∂C) = ∂f (C), we must also have f (z ) ∈ ∂f (C) (since z ∈ ∂C). But this is a contradiction to eq. (10).
The above lemma, along with our previous observations about the properties of the maps q β , p β and p β now allows us to lift our function approximations from Lemmas 4.4 and 4.5 to set approximations.
Corollary 4. 8 . Fix a positive β = 1 and a positive integer d, and let C 2 (β, δ, k) for an integer k such that 0 ≤ k ≤ d be as de ned in eq. (7) . There exist positive constants δ 1 and M 1 (depending only upon β and d) such that for every δ ≤ δ 1 , there exists a positive δ 2 such that for all β with |β − β| < δ 2 , and all integers k with 0 ≤ k ≤ d, we have
where ε := M 1 δ 2 , C(k) := q β (C 2 (β, δ, k)),C(k) := p β (C 2 (β, δ, k)) and C 1 (k) := p β (C 2 (β, δ, k)).
In particular, S 2ε (C(k)) ⊆ C 1 (k) ⊆ S † 2ε (C(k)).
We choose δ 1 to be the smaller and M 1 to be the larger of the corresponding quantities guaranteed by Lemmas 4.4 and 4. 5 . Given this choice of δ 1 and any δ ≤ δ 1 , we then choose δ 2 to be the corresponding quantity guaranteed by Lemma 4.5. Now, for part (a), we apply Lemma 4.7 to the set C 2 (β, δ, k) with f = q β , g = p β and ε = M 1 δ 2 , and note that the topological conditions required on f and g are satis ed due to part (c) of Observations 4.1 and 4.2 respectively, while the required closeness of f and g is guaranteed by Lemma 4. 4 .
Similarly, for part (b), we apply Lemma 4.7 again to the set C 2 (β, δ, k) with f = p β , g = p β and ε = M 1 δ 2 . In this case the topological conditions required on f and g are satis ed due to Observation 4.2, while the closeness of f and g is guaranteed by Lemma 4. 5 .
The nal claim follows from combining parts (a) and (b) and using the properties of the maps S ε and S † ε described in the paragraph following De nition 4. 6 . In particular, we have
Finally, the following lemma shows that the notion of contraction of rectangles is robust with respect to these set approximations.
Lemma 4. 9 . Let C be a subset of the complex plane. Let the positive constants χ, η ∈ (0, 1), ε 0 , τ and ξ and the map g : 2 C → 2 C be such that it (χ(1 − η), τ, ξ)-contracts rectangles in S † ε 0 (C). Then for all ε ≤ min(ε 0 , χητ /4, χηξ/4), the 2 C → 2 C map g S † ε := S † ε • g • S † ε is a map that (χ(1 − η/2), τ, ξ)contracts rectangles in C. Further, if g A∈S A = A∈S g(A), then g S † ε also satis es
for all collections S of subsets of C.
Thus, since g is a map that (χ (1 − η) , τ, ξ)-contracts rectangles in S † ε 0 (C) (and hence also in S † ε (C)), we have for any z ∈ (
These conditions imply
provided ε ≤ χη min(τ, ξ)/4, as claimed. Thus under this further condition on ε ≤ ε 0 , g S † ε is a map that (χ(1 − η/2), τ, ξ)-contracts rectangles in C.
For the nal claim we have, for any collection S of subsets of C,
We now have all the machinery in place to prove our main technical result, Theorem 2.2.
Proof of Theorem 2.2
We rst concentrate on the case β = 1; the special case β = 1 is simpler and will be dealt with at the end of the proof. Given β ∈ ( ∆−2 ∆ , 1) ∪ (1, ∆ ∆−2 ), we show that if we choose δ β and δ small enough, then for all β such that |β − β | ≤ δ β , D = (h −1 β • exp)(C 2 (β, δ, d)) satis es all the desired properties (note that the condition 1 ∈ D is satis ed by design, since 0 ∈ C 2 (β, δ, d)). Let the sets I 0 = I 0 (β, d), C 0 = C 0 (β, d) and the neighborhood B 0 of β, all depending on d and β, be as in Lemma 3.2. We deal rst with part (b) of the theorem, which can be handled via simple continuity arguments. By Lemma 3.3, we have F β ,k,s (D d+1 ) = f β ,k,s (D), so it su ces to show that −1 ∈ f β ,k,s (D). Note that there exists a xed positive constant M (which can be taken to be e 4d|log β| ) such that, given any ε > 0, we can choose δ and δ β to be su ciently small so that for any β such that |β − β | ≤ δ β and for any z in the corresponding D, | (z)| ≤ ε and 1 M ≤ (z) ≤ M (note that this already establishes that −1 ∈ D when δ and δ β are small enough). Due to its continuity near the positive real line, f β ,k,s (D) will map any such z to a number with positive real part provided ε, and then δ and δ β , are chosen to be small enough. This proves part (b).
We now proceed to prove part (a). The set C 2 (β, δ, d) is convex by design (for every δ > 0), so that by Lemma 3.3, we have F β ,k,s (D k ) = f β ,k,s (D) for all integers k ≥ 0 and s such that k + |s| ≤ d. Thus it su ces to show that f β ,k,s (D) ⊆ D for δ and δ β small enough. As in Corollary 4.8, we use the notation C(k) = q β (C 2 (β, δ, k)), C 1 (k) = p β (C 2 (β, δ, k)) (so that C 1 (d) = log(D)) and C(k) = p β (C 2 (β, δ, k)), suppressing the dependence of these sets on δ, β and β for simplicity of notation.
Recall from Observation 3.7 that for every δ > 0, we have the following ascending chain of subsets:
Since the C(k), C 1 (k) andC(k) are obtained by applying the same maps (i.e., the maps do not depend upon k) to these subsets, we therefore have similar chains for these subsets as well:
{0} =C(0) ⊆C(1) ⊆ . . .C(k) ⊆ · · · ⊆C(d).
As observed earlier, f β ,k,s (D) ⊆ D will follow if we can show that f ϕ β ,k,s (C 1 (d)) ⊆ C 1 (d). We now prove this latter fact when δ and δ β are small enough positive constants.
We will do this by showing that, for small enough δ and δ β , the following two facts hold for all β such that |β − β| ≤ δ β and all integers k ≥ 0 and s such that k + |s| ≤ d:
Together, these facts imply that f ϕ β ,k,s (C 1 (d)) = s log β + f ϕ β ,k (C 1 (d)) ⊆ C 1 (d), which, as pointed out above, establishes part (a) of the theorem. It therefore remains to prove the two facts above for small enough δ, δ β ; we start now with the proof of fact (1).
Note rst that fact (1) is trivially true when k = 0, since in that case f ϕ β ,k is the constant map f ϕ β ,k ≡ 0. We therefore assume in the proof of fact (1) that k ≥ 1. Let δ 1 be the smaller of the corresponding quantities promised by Lemma 4.3 and Corollary 4.8, and let δ 2 and M be as given by Corollary 4.8. Since q β (C 2 (β, δ , d)) ⊆ q β (C 2 (β, δ, d)) for δ ≤ δ, it follows from the last statement in Lemma 4.3 that there exists an ε 0 > 0 such that for all δ ≤ δ 1 , S † ε 0 (C(d)) is contained in the interior of C 0 .
Let τ and ξ be positive constants satisfying τ ≤ |log β| and ξ ≤ 1/2. Then, from Lemma 3.6, we know that there exists positive constants η < 1 and ν such that for any δ β ≤ ν min {τ, δξ} and any β ∈ B 0 such that |β − β | ≤ δ β , f ϕ β ,k is a map that ( k d (1 − η), τ, δξ)-contracts rectangles in S † ε 0 (C(d)). Also, recall from Lemma 4.3 that C(k) = q β (C 2 (β, δ, k)) is a rectangular set for all δ > 0 and positive integers k, and is given by C(k) = R(2k |log β| , kδ).
Note now that for the rectangular set C(k) = R(2k |log β| , kδ), τ < 2k |log β| and δξ < kδ. Then, provided δ ≤ δ 1 is chosen small enough such that ε := M δ 2 satis es ε = M δ 2 ≤ min (ε 0 , τ η/(4d), ξδη/(4d)) /2,
we see from Lemma 4.9 that for every β ∈ B 0 with |β − β| ≤ δ β (with δ β chosen as above depending upon the choice of δ), the
) is a map that ( k d (1 − η/2), τ, δξ)-contracts rectangles in C(d). By our choice of τ and ξ, Lemma 3.5 then applies to the rectangular set C(d) and the map g = S † 2ε • f ϕ β ,k • S † 2ε , (with the quantity χ in the lemma set to k d (1 − η/2)) and implies that
The latter in turn is equivalent to the statement that
Now, from Corollary 4.8, we know that if δ β is chosen to be at most δ 2 , then for ε = M δ 2 as above, we have, for all non-negative integers j ≤ d,
Thus, if δ is chosen small enough that eq. (12) is satisfed and δ β is chosen to be at most min {δ 2 , ντ, νδξ} and also small enough that the δ β ball around β is contained in B 0 , then for every β such that |β − β| ≤ δ β , eqs. (14) and (15) imply
which proves fact (1) above.
To prove fact (2), we note rst that the claim follows trivially when s = 0 (since k ≤ d). When |s| is positive, k + |s| ≤ d implies that k ≤ d − 1. Therefore, since β is real and positive, any translate s log β +C(k) of the set C(k) = R(2k |log β| , kδ) is contained in R ((2k + |s|) |log β| , kδ) ⊆ R ((d + k) |log β| , kδ) ⊆ R ((2d − 1) |log β| , (d − 1)δ). The latter set is in turn contained in the set S 5ε (R(2d |log β| , dδ)) if δ is chosen small enough that 10ε = 10M δ 2 ≤ min {δ, |log β|}. We then have s log β + C(k) ⊆ S 5ε (C(d)) = S 3ε (S 2ε (C(d))). From eq. (15), we then see that for δ β and δ small enough and ε = M δ 2 ,
and that
Together, these imply that S † ε (s log β + C 1 (k)) ⊆ C 1 (d). Now, if δ β is chosen small enough, then, by the analyticity of log in the closed δ β -ball around β, we have that |log β − log β | ≤ ε/d for any β such that |β − β | ≤ δ β . We then have s log β + C 1 (k) ⊆ S † ε (s log β + C 1 (k)). We already showed that the latter is contained in C 1 (d). This completes the proof of fact (2) , and hence of the theorem, when β = 1.
Finally, to handle the case β = 1, we proceed to de ne the sets C 1 = C 1 (d) and D = exp(C 1 ) directly. Consider the function h ϕ β (x) = log β+e x βe x +1 . By a direct calculation, we have h ϕ 1 (x) = 0 for all x. By the continuity of h ϕ β (x) in β for all x in a small neighborhood of 0, and the compactness of R(ε, ε) for any ε > 0, there then exists for any small enough such ε, a positive δ β such that for all β with |β − 1| ≤ δ β and any x in R(ε, ε), we have log β ≤ M ε 2 and |h ϕ β (x)| ≤ M ε 2 .
Let C 1 := R(ε, ε) for such a small enough ε < 1 to be speci ed later, and let δ β be chosen as above given ε . Then, for any integers k and s and any x ∈ C k 1 , we have that
The latter is less than ε when k > 0 and s are such that k + |s| ≤ ∆, and provided ε is chosen small enough that ε∆M is less than 1. We then have F ϕ β ,k,s (C k 1 ) ⊆ C 1 for all integers k > 0 and s such that k + |s| ≤ ∆, and this proves both parts of the theorem with D = exp(C 1 ).
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A Weitz's self-avoding walk (SAW) tree construction
In this section we brie y describe Weitz's self-avoiding walk (SAW) tree construction used in the proof of Lemma 2.1. We refer to Refs. 30 and 32 for further details. We also note that a similar construction was used in Godsil's work on the monomer-dimer model. 11 Given a graph G = (V, E) and a vertex v ∈ V , Weitz's construction produces a tree T = T SAW (G, v) (with some pinned leaf vertices) which has the following property: if the root of the tree is denoted ρ, then (in the notation introduced in Section 2) R G,v (β) = R T,ρ (β).
We now describe how the tree T is constructed from G and v. Consider all self-avoiding walks (i.e., those that do not revisit any vertex) in the graph G starting at the vertex v. The set of these walks has a natural tree structure, which we denote by T . The root ρ of T is identi ed with the trivial zero-length walk consisting of the vertex v alone. Inductively, if ω is a node in T identi ed with the walk (v, v 1 , v 2 , . . . , v l ) of length l, then the children of ω in T are identi ed with walks of length l + 1 that are obtained by appending to ω a neighbor (in G) of the last vertex v l in ω that does not already appear in the walk ω.
Consider now an arbitrary node in T , and suppose that it is identi ed with the walk ω = (v, v 1 , v 2 , . . . , v l ). Let L ω denote the set of neighbors of v l in G, except for its immediate predecessor v l−1 in ω, that have already appeared in ω. The tree T SAW (G, v) in Weitz's construction is obtained from T as follows. To each such node ω = (v, v 1 , . . . , v l ) in T , we attach as children the (non-self-avoiding) walks obtained by appending to ω each of the neighbors of v l in L ω , and then pinning these new nodes according to a rule that we now describe. Let µ be any node in T , and let u be the last node in the self-avoiding walk identi ed with µ. We choose arbitrarily a total order < µ,u on all neighbors (in G) of u.
Once such an order has been chosen for all nodes of T , the pinning of the newly added leaf nodes of T = T SAW (G, v) is decided as follows. As before, let ω be a node of T with last vertex v l , and consider the leaf vertex ω of T obtained by appending to ω a neighbor u of v l that already appears in ω. Let µ be the node representing the pre x of the path ω that ends at u, and let u = v l be the successor of u in ω. Then, we pin ω to '+' if v l < µ,u u and to '−' otherwise. We give an example of this construction in Figure 1 . (In the example, the order at the nodes of T is obtained by assigning a global order on the vertices of V according to their integer labels, and then using the induced order on the subset of neighbors). Note that if G is of maximum degree ∆ = d + 1, then all nodes of T , except for the root node, have at most d children, while the root may have up to ∆ children. As stated above, Weitz's theorem 30, 32 then shows that R G,v (β) = R T,ρ (β). Since T is a tree, R T,ρ (β) can be computed according to a simple tree recurrence. In particular, if the root ρ of T has k children and T i is the subtree rooted at the ith child ρ i of ρ in T , for 1 ≤ i ≤ k, then we have (suppressing the dependence of all quantities on β for ease of notation)
Here F β,k,0 is as de ned in Lemma 2. 1 . Note also that the initial conditions for the recurrence (at the leaf nodes of T ) are given by 0 (for leaf nodes pinned to −) and ∞ (for leaf nodes pinned to +).
