Abstract. Let H be a character Hopf algebra. Every right coideal subalgebra U that contains the coradical has a PBW-basis which can be extended up to a PBW-basis of H. If additionally U is a bosonization of an invariant with respect to the left adjoint action subalgebra, then H is a free left (and right) U-module with a free PBW-basis over U. These results remain valid if H is a braided Hopf algebra generated by a categorically ordered subset of primitive elements. If the ground field is algebraically closed, the results are still true provided that H is a pointed Hopf algebra with commutative coradical and is generated over the coradical by a direct sum of finite-dimensional YetterDrinfeld submodules of skew primitive elements.
Introduction
A recent survey by G. Letzter [17] offers a panorama of the use of one-sided coideal subalgebras in studying Drinfeld-Jimbo quantum enveloping algebras. The very one-sided comodule subalgebras, but not the Hopf subalgebras, turn out to be the Galois objects in the Galois theory for Hopf algebra actions (see a recent survey by T.Yanai [45] and the references there). In particular the Galois correspondence theorem for the actions on a free algebra set up a one-to-one correspondence between all right coideal subalgebras and all intermediate free subalgebras; see V.O. Ferreira, L.S.I. Murakami, and A. Paques [7] .
In the present paper we consider right coideal subalgebras in character Hopf algebras, the Hopf algebras generated by skew-primitive semi-invariants. This class includes the quantum enveloping algebras of Kac-Moody algebras, all their generalizations (see S.-J. Kang [11] , G. Benkart, S.-J. Kang, and D. Melville [2] , M. Costantini and M. Varagnolo [4] , J. Towber [42] ), the bosonizations of quantum symmetric (bitensor, external, Nichols) algebras related to diagonal braidings, and so on. To some extent this class of Hopf algebras can be treated as the abstractly defined class of all quantum universal enveloping algebras (see [13, Theorem 6 .1], [14] ). We prove the following general statement on the structure of the right coideal subalgebras.
Theorem 1.1. Let H be a character Hopf algebra. Every right coideal subalgebra that contains all group-like elements has a PBW-basis which can be extended up to a PBW-basis of H.
There are many publications on the construction of a PBW-basis for Hopf algebras. M. Rosso [33] and, independently of him, H. Yamane [44] have constructed the PBW-basis for Drinfeld-Jimbo algebras of type A n . Then G. Lusztig in his fundamental works [19, 20] has found the PBW-bases for arbitrary Drinfeld-Jimbo and Lusztig quantum enveloping algebras. These bases and their modifications have been considered in a number of ensuing papers: J. Towber [42] , F. Gavarini [9] , V. Chari and N. Xi [3] , M. Reineke [31] , B. Leclerc [16] . Let us mention an original approach based on the Ringel-Hall algebras [5, 6, 32] .
The author in [12] by means of a combinatorial method based on the LyndonShirshov standard words has shown that every character Hopf algebra does have a PBW-basis. This statement has an equivalent braided version: Every primitively generated braided Hopf algebra with a diagonal braiding has a PBW-basis. The most general result to date in this direction is due to S. Ufer [43] , who has found a large class of braided Hopf algebras where the method applies.
There exist several investigations dealing with the freeness of a Hopf algebra H over a right coideal subalgebra U. M. Takeuchi showed that H (and more generally each right (H, U)-Hopf module) is a free U-module provided that U is contained in the center of H and satisfies some additional restrictions: see [39, p. 453] . In particular if H is a commutative pointed Hopf algebra, there is a 1-1 correspondence between right coideal subalgebras over which H is free, and Hopf ideals of H. A. Masuoka [21] proved that a finite-dimensional Hopf algebra H is left and right free over a right coideal subalgebra U if and only if U is a Frobenius algebra, while S. Skryabin [38] has proved that any right coideal subalgebra indeed is Frobenius. As an application of Theorem 1.1 we prove the following freeness theorem.
Theorem 1.2. If in Theorem 1.1 the right coideal subalgebra U is a bosonization of an invariant under the left adjoint action subalgebra, then H has a free PBW-basis as a left and right U-module.
The ad-invariant one-sided coideal subalgebras are the key constituents of the locally finite part of quantum enveloping algebras [17, p. 139] . Constants of coordinate differential calculi provide more examples of ad-invariant one-sided coideal subalgebras [15, Corollary 4.3, Lemma 4.13] .
If the ground field is algebraically closed, Theorem 1.1 and Theorem 1.2 remain valid in a more general setting when H is a pointed Hopf algebra with commutative coradical and is generated over the coradical by a direct sum of finite-dimensional Yetter-Drinfeld submodules of skew primitive elements (Theorem 6.1, Corollary 6.3). Any character Hopf algebra in these terms is generated by one-dimensional YD-submodules.
The results have an equivalent formulation in terms of braided Hopf algebras (Corollary 7.1) that admit a generalization as follows. Suppose that a braided space (V, τ ) has a completely ordered basis X. For each x ∈ X we denote by V ≤x a subspace spanned by all y ≤ x. The basis X is categorically ordered if all such spaces are categorical: [27] . In this case just the existence of a free PBW-basis provides some new information. It should be remembered that there has been considerable interest in the problem of determining the Hopf subalgebras over which H is free as a module. We mention the famous theorem of Nichols and Zoeller [23] that every finite-dimensional Hopf algebra is a free left (and right) module over each Hopf subalgebra. A braided version is due to B. Scharfschwerdt [34] (see also M. Takeuchi [40] ). In the infinite-dimensional case, it has been known for a long time that a Hopf algebra need not be free over a Hopf subalgebra (U. Olberst and H.-J. Schneider [26] , M. Takeuchi [39, Section 5] , D. Radford [29] ), although it is true in various special cases when the Hopf subalgebra is still supposed to be finite-dimensional (D. Radford [28] , W.D. Nichols and M.B. Richmond [25] , H.-J. Schneider [35] , M. Graña [10] ), or has other types of restrictions (D. Radford [27] , M. Takeuchi [39] , W.D. Nichols and M.B. Zoeller [24] ).
Finally we remark that in this paper we do not require H to be finitely generated; this even slightly generalizes [12] .
Preliminaries

PBW-generators.
Let S be an algebra over a field k and let A be a subspace of S with a basis {a j | j ∈ J}. A linearly ordered subset V ⊆ S is said to be a set of PBW-generators of S over A if there exists a function h : V → Z + ∪ {∞}, called the height function, such that the set of all products
The value h(v) is referred to as the height of v in V. If A = k is the ground field, then we shall call V simply a set of PBW-generators of S. Definition 2.1. Let V be a set of PBW-generators of S over a subalgebra A. Suppose that the set of all words in V as a free monoid has its own order ≺ (that is, a ≺ b implies cad ≺ cbd for all words a, b, c, d in V ).
1) A leading word of s ∈ S is the maximal word m = v
k that appears in the decomposition of s in the basis (2.1).
2) A leading term of s is the sum am of all terms α i a i m that appear in the decomposition of s in the basis (2.1), where m is the leading word of s.
3) The order ≺ is compatible with the PBW-decomposition related to V if the leading word of each product W = w 1 w 2 · · · w m , w i ∈ V ∪ {a j } (considered as an element of S) is less than or equal to the word W t that appears from w 1 w 2 · · · w m by deletion of all letters a j .
2.2.
Associated graded algebra. Let Γ be a completely ordered additive (commutative) monoid. A Γ-filtration on an algebra S is a map D from S to Γ extended by a symbol −∞ with the properties
The element D(x) is the degree of x. We denote by S γ the subspace of all elements of degree ≤ γ, while by S − γ we denote the subspace of all elements of degree < γ.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use 5124 V. K. KHARCHENKO Example 2.2 (Filtration by constitution). Suppose that an algebra S is generated over a subalgebra A by a set X. That is, there exists a homomorphism ξ : A X → S, where A X is the free product A * k X . A constitution of a word u in A ∪ X is a family of nonnegative integers {m x , x ∈ X} such that u has m x occurrences of x. Certainly almost all m x in the constitution are zero. We fix an arbitrary complete order, <, on the set X.
Let Γ be the free additive (commutative) monoid generated by X. The monoid Γ is a completely ordered monoid with respect to the following order:
On S we define a Γ-filtration related to ξ : A * k X → S as follows:
With every Γ-filtered algebra S a Γ-graded algebra is associated in the obvious way. For each γ ∈ Γ, write gr γ S for the linear space S γ /S This lemma has been proved by S. Ufer [43, Proposition 46] for the case Γ = Z + . In the general case the proof is quite similar. Lemma 2.4. Let U be a subalgebra of a Γ-filtered algebra S. If gr S is a free left (right) Γ-graded module over grU, then S is a free left (right) module over U. This is part of the folklore.
2.3.
Thin elements and replacement of basis. Suppose that an algebra S has a set V of PBW-generators over a subalgebra A, and 1 ∈ {a j }. Let ≺ be any complete order of the free monoid of words in V which is compatible with the PBW-decomposition related to V. An element c ∈ S is said to be a thin element if its decomposition in the basis (2.1) has the from
where
Let T ⊆ S be some set of thin elements. Suppose that for each v ∈ V there exists at most one element c v ∈ T with the leading term of the form v m , m ≥ 1. One may construct a new set of PBW-generators, P T , related to T in the following way.
If in T there does not exist an element with the leading term of the form v m , m ≥ 1, then we include v in P T and define the height h T (v) related to T to be equal to h (v) .
If there exists an element c v ∈ T with the leading term v m and m > 1, then we include in P T both elements: v and c v . In this case we define the height of v in P T to be equal to m, while the height of c v related to P T is the quotient h(v)/m.
If there exists an element c v ∈ T with the leading term v (that is, if m = 1), then we include in P T just c v (that accidentally may be equal to v). In this case the height of c v with respect to T by definition equals h(v).
We extend on P T the order < in the natural way: Proof. We have to prove that the monotonous restricted words (2.1) with v i ∈ P T are linearly independent in S, and they span S. only word U. If U has form (2.6), then W 0 has form (2.7). Since the order ≺ is compatible with the PBW-decomposition related to V, the maximal word of Ξ in the PBW-decomposition appears just in summands α sj a j W 0 , where the equality U s = U defines the index s. Hence Ξ = 0 in S, a contradiction.
To see that monotonous restricted words in P T ∪ {a j } span S we may use a standard induction on words ordered by ≺. Indeed, for any monotonous restricted word in V, 
. Suppose by induction that the values of all super-words smaller than W belong to the linear space spanned by monotonous restricted words in P T ∪ {a j }. The difference between W and (2.6) is a linear combination of words U in P T ∪ {a j } such that U t are less than W. Due to the comparability of ≺ with the PBW-decomposition related to V, the PBW-decomposition of any such word has only summands αa j W with W ≺ W. By induction the lemma is proved.
Remark. In the proof we have seen that the leading term of (2.6) in basis (2.1) equals (2.7).
PBW-basis of a character Hopf algebra
Recall that a Hopf algebra H is referred to as a character Hopf algebra if the group G of all grouplike elements is commutative and H is generated over k[G] by skew primitive semi-invariants s i , i ∈ I :
where χ s i , i ∈ I are characters of the group G. Let us associate a variable x i to s i . For each word u in X = {x i | i ∈ I} we denote by g u an element of G that appears from u by replacing each x i with g s i . In the same way we denote by χ u a character that appears from u by replacing of each x i with χ s i . We define a bilinear skew commutator by the formula
where by definition
where u is an arbitrary monomial in X. The skew group algebra G X has the natural Hopf algebra structure
The construction of the PBW-basis given in [12] requires I to be finite. In order to get a PBW-basis in the general case one may slightly modify this construction as follows.
We fix a Hopf algebra homomorphism ξ :
and consider the filtration D related to ξ as defined in Example 2.2. This filtration is compatible with the Hopf algebra structure, that is,
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where σ is the antipode. Therefore gr H is also a character Hopf algebra generated by k[G] and ξ(X). By Lemmas 2.3 and 2.4 in what follows we may suppose that H is a Γ-graded character Hopf algebra (or, in other words, it is homogeneous in each of the generators s i ).
On the set of all words in X we fix the lexicographical order with the priority from the left to the right, where a proper beginning of a word is considered to be greater than the word itself. This order is not monoidal: we have x > x 2 , while xy < x 2 y if y < x. It has neither ACC, nor DCC:
For by these reasons we need one more order, the Hall
Since there exists just a finite number of words in X of a given constitution, the Hall order indeed is a complete order of the free monoid.
A nonempty word u is called a standard word (or Lyndon word, or LyndonShirshov word) if vw > wv for each decomposition u = vw with nonempty v, w. A nonassociative word is a word where brackets [, ] are somehow arranged to show how multiplication applies. If [u] denotes a nonassociative word, then by u we denote an associative word obtained from [u] by removing the brackets (of course [u] is not uniquely defined by u in general).
The set of standard nonassociative words is the biggest set SL that contains all variables x i and satisfies the following properties.
Every standard word has the only alignment of brackets such that the appeared nonassociative word is standard (the Shirshov theorem [36] ). In order to find this alignment one may use the following procedure: The factors v, w of the nonasso-
] are the standard words such that u = vw and v has the minimal length ( [37] , see also [18] h is a linear combination of super-words in less than [u] super-letters. If there exists no such number, then the height equals infinity.
Theorem 3.4. The values of all hard in H super-letters form a set of PBWgenerators of H over k[G].
Proof. If X is a finite set, this statement has been proved in [12, Theorem 2] ; see a footnote on page 267. In the general case the algebra G X has a covering by G X α , where X α runs through all finite subsets of X. We shall consider each of X α as an ordered subset of X, and G X α as a Γ-graded subalgebra of G X . Respectively H has a covering by the finitely generated Γ-graded character Hopf subalgebras In the same way the height function is independent of α.
The following statements provide important properties of the PBW-basis defined by the hard super-letters. Proof. The m-th power of the right-hand side of (3.4) after developing the product takes the form (3.5), where each of the U i is a product of m super-words some of which are equal to [w] (but not all of them!) and others are equal to the W i 's. Hence U i as a super-word is less than [w] m with respect to the lexicographical ordering of words in super-letters. Let us decompose ξ(U i ) in the PBW-basis defined by the hard super-letters. According to Lemma 3.6 we turn to the formula (3.5) where
Lemma 3.5 ([12, Lemma 8]). The coproduct of a super-letter [w] has a representation
m . This implies the required property since the first super-letter in a basis super-word is always the minimal one. By Lemma 2.3 it suffices to show that grU as a subalgebra of grH has a required basis. Since grU is a right coideal subalgebra of grH, we may still suppose that H is a Γ-graded character Hopf algebra and U is a Γ-graded coideal subalgebra. 
Right coideal subalgebras
We shall use this evident statement as a basic tool. Note that once we have a PBW-basis of H, to define a linear map it suffices to fix its values on the restricted monotonous words in an arbitrary way.
Let [u] be a hard super-letter. Suppose that in U there exists an element c with the leading super-word [u] m , m ≥ 1. Since G ⊆U, we may suppose that the super-word [u] m appears one time with the trivial coefficient:
where W i are nonempty basis super-words in less than [u] super-letters, while the R i are basis super-words in greater than or equal to [u] super-letters,
Thus, by Lemma 4.2,
In what follows we fix the notation c u for one of the elements from U of the form (4.2) that has the minimal possible m. 
otherwise.
By means of formula (3.5) we have 
Thus we may write 
Proposition 4.4. An element c ∈ H belongs to U if and only if all PBWgenerators in the PBW-decomposition of c with respect to P T belong to T. In particular T is a set of PBW-generators of U over k[G].
To prove this statement we will need some additional properties of the PBWbasis defined by P T . We extend the order "<" already defined on P T onto the set of all words in P T as the lexicographical order. The order "≺" is the Hall order induced by the degree function D; that is, W ≺ U if and only if either
We have to stress that the order on the set of letters P T differs from the order on the set of one-letter words P T .
We start with connections between these two PBW-decompositions.
Lemma 4.5. The leading term of a monotonous restricted word in
under the PBW-decomposition related to the hard super-letters equals
is a monotonous restricted super-word in hard super-letters, then its leading term in the decomposition with respect to P T equals (4.7), where
Proof. The first part of the lemma has been proved in Lemma 2.5. The second part follows by induction on super-words ordered by the Hall order. Indeed the difference E between W and (4.7) is a linear combination of super-words that are less than W. By Lemma 3.6 all basis super-words in the PBW-decomposition of E are less than W. It remains to note that if W ≺ W is another basis super-word, then the word (4.7) related to W is less than that related to W.
Lemma 4.6. The Hall order on the words in P T is compatible with the PBWdecomposition related to P T (see Definition 2.1).
Proof. Let W be a word in P T . The word W has the form (4.7), where [
By Lemma 3.6 each super-word W 1 in the PBW-decomposition of ξ(Σ) is less than or equal to (4.10). That is, if W 1 is different from (4.10), we may write
here [v] is the first from the left super-letter where W 1 differs from (4.10), and 0 ≤ t < n s+1 m s+1 + r s+1 . Since W 1 is monotonous, we have v > u s+1 , provided that t = 0. However in this case W 1 is greater than (4.10). Hence t = 0, and
If all inequalities among the u i 's in the above chain are strict, then according to Lemma 4.5, all words of the PBW-decomposition with respect to P T of ξ(W 1 ) are less than or equal to (4.12) θ
. Hence they are less than W.
If not all inequalities are strict, say u 1 < u 2 < . . . < u p = · · · = u q < u q+1 , q ≤ s, then again by Lemma 4.5 the P T -leading word of ξ(W 1 ) starts with (4.13) θ
where 
Lemma 4.7. The coproduct of each θ ∈ P T has a representation
be the decomposition of θ ∈ P T with respect to the hard super-letters. By Lemma 3.7 and Lemma 4.3, we have 
Therefore the right hand side of each tensor that appears in the P Tdecomposition of (g w ⊗ξ([w]))∆(ξ(UR i )) starts with a letter that is less than θ.
Lemma 4.8. Let θ ∈ P T . The coproduct of θ
n has a decomposition Proof. If we develop multiplication in the n-th power of the right hand side of (4.14), then we get the first sum of (4.
15) and a k[G]-linear combination of tensors
, where i and j may be zero, but either W or W starts with a less than θ letter. Let it be W . By Lemma 4.6 the PBW-decomposition of θ i W has only words that are less than θ i W in lexicographical order. Since these words are monotonous, no one of them may start with a letter that is greater than or equal to θ. The lemma is proved.
Proof of Proposition 4.4. Let to the contrary c ∈ U be an element of the minimal degree whose decomposition in the P T -basis has super-letters [u] ∈ P T \ T. Since U is a subalgebra, we may suppose that each term of the decomposition has such a super-letter.
Let U = θ
be the leading word of c in the P T -basis. Since G ⊆U, we may suppose that U appears one time with the trivial coefficient:
where U i < U. To get a contradiction we consider two cases. Case 1. Suppose that θ k / ∈ T ; that is, θ k = [u] and in U there does not exist an element with the leading super-word [u] m , 1 ≤ m ≤ n k . Let us define the following two linear maps set up on the PBW-basis related to P T :
Let us show first that
Since the word U is monotonous, by Lemma 4.8 we have
where for each j i , i ≤ k, either W j i starts by a letter from P T that is less than θ k , or W j i starts by a letter from P T that is less than θ i , with the only exception being
i . In the same way,
where either W j k or W j i starts by a letter from P T that is less than θ k , with exceptions of the form
Let W j s be the first from the left nonempty factor in E. If, first, s = k, then the tensor takes the form Let us show, further, that
η · · · , where 0 ≤ r < n s+1 , η < θ s+1 . If r = 0, then θ s+1 < η since the word U i is monotonous. Thus r s = 0; that is,
By means of Lemma 4.7 we have
where for each j, either V j or V j starts by a letter from P T which is less than θ s+1 . 
Since either W j r starts with a less than θ k letter, or W j r starts with a less than θ r letter, again (π ⊗ ν)(E) = 0.
If the first from the left nonempty factor is V j , then in the same way either V j starts with a letter ≤ η < θ s+1 ≤ θ k , or V j does. In both cases (π ⊗ ν)(E) = 0.
Thus (π ⊗ ν)(∆(U i )) = 0. Now taking into account (4.17), we get
Lemma 4.2 implies that in U there exists an element c such that 
Hence by Lemma 4.2 there exists c ∈ U such that ν(c ) = gθ 
Corollary 4.9. If a right coideal subalgebra U of a character Hopf algebra H contains k[G], then it is a free left k[G]-module, and
where H + is the space spanned by all monotonous restricted words in P T \ T.
Proof. 
ad l -Invariant subalgebras
We are reminded that the (left) adjoint action of a Hopf algebra H on itself is given by (ad l h)(θ) = h (1) θS(h (2) ), where S is the antipode, ∆(h) = h (1) ⊗h (2) . (2) ), where A = ϑ(H) is a subalgebra generated by s i , i ∈ I. If U is a right coideal subalgebra of H, and
Theorem 5.1. If a right coideal subalgebra U of a character Hopf algebra H is a bosonization of an ad l -invariant subalgebra U, then H has a PBW-basis over U, and it is a left and right free U-module.
In what follows we keep the notation of Section 3 and Section 4. In particular we regard H as a Γ-filtered Hopf algebra. The map ad l h satisfies ad l h(
In particular grU is an ad l -invariant right coideal Γ-graded subalgebra of grH. From this point on we shall assume that H = grH, U = grU are Γ-graded objects (see Lemma 2.3 and Lemma 2.4), while the chosen elements θ ∈ T belong to U.
Recall that W + is the word that appears from W by cancellation of all letters from T, and W − is the word that appears from W by cancellation of all letters from P T \ T. If W 1 is a monotonous restricted word in T and W 2 is a monotonous restricted word in P T \ T, then there exists the only monotonous restricted word
We denote this word by W 1 • W 2 . We shall define a new degree function D + on the set of all words in P T in the following way:
. This degree function provides one more complete order on the set of all words in P T . We shall write
The following lemma shows that this order is compatible with the PBWdecomposition related to P T provided that U is ad l -invariant.
Lemma 5.2. Under the conditions of Theorem 5.1, if W is a word in P T , then every monotonous restricted word V in the P
Proof. We shall use induction on words ordered by the Hall order ≺.
then W is a basis word and there is nothing to prove. It remains to check the following two cases.
By Lemma 3.5 and Lemma 4.5 we have
where W i are words in P T starting with less than [u] letters. By means of this formula we have
The first summand in the right hand side belongs to U. All others start with letters that are less than [u]; hence we may apply the inductive supposition. Since
By definition of the antipode, we have ad l ([u])(1) = ε(u) = 0; that is, in terms of (5.1), we get
One may apply the inductive supposition to the right hand side in the same way as we have done in the case a).
Let W have more than two letters, 
Proof. Induction on words ordered by ≺ . Let W = θ 1 θ 2 . In this case θ 1 > θ 2 , and either Let W have more than two letters, W = θ 1 θ 2 · · · θ n , n ≥ 3, and suppose that one of the basis words in the decomposition of W, say V, does not fulfill the conclusion of the lemma.
If θ 2 · · · θ n is not a basis word, then by Lemma 4.6 and the inductive supposition, it is a linear combination over k[G] of smaller basis words
The word V must appear in the decomposition of one of the words θ 1 
, the word V may appear only in the decomposition of
that is, V fulfills the lemma conditions. This contradiction shows that θ 2 · · · θ n is monotonous and restricted.
In the same way θ 1 · · · θ n−1 is monotonous and restricted. Therefore W itself is monotonous. It is not restricted only if Proof. We use induction on words ordered by . Let W = θ 1 θ 2 . In this case θ 1 > θ 2 , and either 
Proof of Theorem 5.1. Consider a linear map ϕ :
where · is the multiplication in H, while W 1 runs through the set of all monotonous restricted words in T, and W 2 runs through the set of all monotonous restricted words in P T \ T, g ∈ G. Certainly this map is a homomorphism of left U-modules. We need to prove that ϕ is an isomorphism.
We shall check by induction with respect to that the value of every monotonous restricted word W in P T is a linear combination of the products gW 1 
An application to pointed Hopf algebras
If the ground field is algebraically closed, the main results admit a nice generalization inspired by [43, Theorem 47] . We are reminded that the space P spanned by all skew primitive elements in any pointed Hopf algebra is a Yetter-Drinfeld module over the coradical k[F ]; that is, P is graded by the group F of all group-like elements and F acts on P so that
Theorem 6.1. Suppose that the field k is algebraically closed. Let a Hopf algebra H be generated by a commutative group G of group-like elements and a subspace Proof. Recall that in the context of Theorem 6.1 every irreducible finite-dimensional representation of an Abelian group is one-dimensional. Hence each of the V k 's has a flag of G-invariant subspaces
Let us fix an arbitrary complete order on the set G. 
Braided version
The main results can be restated in terms of braided Hopf algebras with diagonal braidings. More precisely these are Hopf algebras in a braided tensor category of bigraded spaces, spaces graded by G × G * , where G is a fixed Abelian group, and G * is the group of its characters; see [41] for the axioms of braided Hopf algebras. 
. Hence U is an ad l -invariant subalgebra in H, provided that it is so in S, and we may apply Theorem 4.1 and Theorem 5.1. Suppose that V has a completely ordered basis X. For each x ∈ X we denote by V ≤x a subspace spanned by all y ≤ x, respectively V <x = y<x V ≤y . We shall call the basis X categorically ordered if all such spaces are categorical: If p x,y = 0, then we arrive at a contradiction,
where we have used the inductive supposition (7.9). Hence p x,y = 0, and
Thus grR is a braided Hopf algebra generated by a subspace grV = V of primitive elements with diagonal braiding, τ (x ⊗ y) = p x,y y ⊗ x. One may define bigrading on grR as follows. Let G be a free Abelian group freely generated by elements g i , i ∈ I. Denote by χ i the character χ i (g j ) = p −1
We let x i ∈ R χ i g i and extend the bigrading multiplicatively. Since grR and grU are homogeneous in each of the generators x i , they are bigraded spaces as well.
The braided Hopf algebras generated by ordered sets of primitive elements have been considered by S. Ufer in the above cited paper [43] . He has proved that every braided Hopf algebra generated by a braided subspace V spanned by a completely ordered set X of primitive elements with the left triangular braiding, (7.10) τ (x ⊗ y) − p x,y y ⊗ x ∈ V <y ⊗ V, 0 = p x,y ∈ k, x, y ∈ X, has a PBW-basis [43, Theorem 34] . Formula (7.10) certainly implies that subspaces V ≤y are right categorical, but in general they are not left categorical. At the same time if X is categorically ordered, then the braiding is not necessarily left triangular. We remark that S. Ufer considers X to be finite. Nevertheless he uses this assumption just to produce the (downward) induction (see [43, Definition 32] and the comments after that); hence, in fact, his result covers the case of infinite X as well. To avoid confusion we should stress that the order on X that we discuss here is opposite to that considered in [43] .
