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Abstract
The algorithmic theory of randomness is well developed when the underlying space is the set of
ﬁnite or inﬁnite sequences and the underlying probability distribution is the uniform distribution or a
computable distribution. These restrictions seem artiﬁcial. Some progress has beenmade to extend the
theory to arbitrary Bernoulli distributions (by Martin-Löf) and to arbitrary distributions (by Levin).
We recall the main ideas and problems of Levin’s theory, and report further progress in the same
framework. The issues are the following:
• Allow non-compact spaces (like the space of continuous functions, underlying the Brownian mo-
tion).
• The uniform test (deﬁciency of randomness) dP (x) (depending both on the outcome x and the
measure P) should be deﬁned in a general and natural way.
• See which of the old results survive: existence of universal tests, conservation of randomness,
expression of tests in terms of description complexity, existence of a universal measure, expression
of mutual information as “deﬁciency of independence”.
• The negative of the new randomness test is shown to be a generalization of complexity in continuous
spaces; we show that the addition theorem survives.
The paper’s main contribution is introducing an appropriate framework for studying these questions
and related ones (like statistics for a general family of distributions).
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1. Introduction
1.1. Problem statement
The algorithmic theory of randomness is well developed when the underlying space is the
set of ﬁnite or inﬁnite sequences and the underlying probability distribution is the uniform
distribution or a computable distribution. These restrictions seem artiﬁcial. Some progress
has beenmade to extend the theory to arbitraryBernoulli distributions byMartin-Löf in [15],
and to arbitrary distributions by Levin in [11–13]. The paper [10] byHertling andWeihrauch
also works in general spaces, but it is restricted to computable measures. Similarly,Asarin’s
thesis [1] deﬁnes randomness for sample paths of the Brownian motion: a ﬁxed random
process with computable distribution.
The present paper has been inspired mainly by Levin’s early paper [12] (and the much
more elaborate [13] that uses different deﬁnitions): let us summarize part of the con-
tent of [12]. The notion of a constructive topological space X and the space of mea-
sures over X is introduced. Then the paper deﬁnes the notion of a uniform test. Each
test is a lower semicomputable function (, x) → f(x), satisfying
∫
f(x)(dx)1
for each measure . There are also some additional conditions. The main claims are the
following.
(a) There is a universal test t(x), a test such that for each other test f there is a constant
c > 0 with f(x)c · t(x). The deﬁciency of randomness is deﬁned as d(x) =
log t(x).
(b) The universal test has some strong properties of “randomness conservation”: these say,
essentially, that a computable mapping or a computable randomized transition does
not decrease randomness.
(c) There is a measure M with the property that for every outcome x we have tM(x)1.
In the present paper, we will call such measures neutral.
(d) Semimeasures (semi-additive measures) are introduced and it is shown that there is
a lower semicomputable semimeasure that is neutral (so we can assume that the M
introduced above is lower semicomputable).
(e) Mutual information I (x : y) is deﬁned with the help of (an appropriate version of)
Kolmogorov complexity, between outcomes x and y. It is shown that I (x : y) is essen-
tially equal to dM×M(x, y). This interprets mutual information as a kind of “deﬁciency
of independence”.
This impressive theory leaves a number of issues unresolved:
1. The space of outcomes is restricted to be a compact topological space, moreover, a
particular compact space: the set of sequences over a ﬁnite alphabet (or, implicitly in
[13], a compactiﬁed inﬁnite alphabet). However, a good deal of modern probability
theory happens over spaces that are not even locally compact: for example, in case of
the Brownian motion, over the space of continuous functions.
2. The deﬁnition of a uniform randomness test includes some conditions (different ones in
[12] and in [13]) that seem somewhat arbitrary.
3. No simple expression is known for the general universal test in terms of description
complexity. Such expressions are nice to have if they are available.
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1.2. Content of the paper
The present paper intends to carry out as much of Levin’s program as seems possible after
removing the restrictions. It leaves a number of questions open, but we feel that they are
worthy to be at least formulated. A fairly large part of the paper is devoted to the necessary
conceptual machinery. Eventually, this will also allow to carry further some other initiatives
started in the works [15,11]: the study of tests that test nonrandomness with respect to a
whole class of measures (like the Bernoulli measures).
Constructive analysis has been developed by several authors, converging approximately
on the same concepts. We will make use of a simpliﬁed version of the theory introduced
in [24]. As we have not found a constructive measure theory in the literature ﬁtting our
purposes, we will develop this theory here, over (constructive) complete separable metric
spaces. This generality is well supported by standard results in measure theoretical proba-
bility, and is sufﬁcient for constructivizing a large part of current probability theory.
The appendix recalls some of the needed topology, measure theory and constructive
analysis. Constructive measure theory is introduced in Section 2.
Section 3 introduces uniform randomness tests. It proves the existence of universal uni-
form tests, under a reasonable assumption about the topology (“recognizable Boolean in-
clusions”). Then it proves conservation of randomness.
Section 4 explores the relation between description (Kolmogorov) complexity and uni-
form randomness tests. After extending randomness tests over non-normalized measures,
its negative logarithm will be seen as a generalized description complexity.
The rest of the section explores the extent to which the old results characterizing a
random inﬁnite string by the description complexity of its segments can be extended to the
new setting. We will see that the simple formula working for computable measures over
inﬁnite sequences does not generalize. However, still rather simple formulas are available
in some cases: namely, the discrete case with general measures, and a space allowing a
certain natural cell decomposition, in case of computable measures.
Section 5 proves Levin’s theorem about the existence of a neutral measure, for compact
spaces. Then it shows that the result does not generalize to non-compact spaces, not even
to the discrete space. It also shows that with our deﬁnition of tests, the neutral measure
cannot be chosen semicomputable, even in the case of the discrete space with one-point
compactiﬁcation.
Section 6 takes up the idea of viewing the negative logarithm of a randomness test as
generalized description complexity. Calling this notion algorithmic entropy, this section
explores its information-theoretical properties. The main result is a (nontrivial) generaliza-
tion of the addition theorem of preﬁx complexity (and, of course, classical entropy) to the
new setting.
1.3. Some history
Attempts to deﬁne randomness rigorously have a long but rather sparse history starting
with von Mises and continuing with Wald, Church and Ville. Kolmogorov’s work in this
area inspired Martin-Löf whose paper [15] introduces the notion of randomness used here.
Description complexity has been introduced independently by Solomonoff, Kolmogorov
and Chaitin. Preﬁx complexity has been introduced independently by Levin and Chaitin.
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See [14] for a discussion of priorities and contributions. The addition theorem (whose
generalization is given here) has been proved ﬁrst for Kolmogorov complexity, with a
logarithmic error term, by Kolmogorov and Levin. For the preﬁx complexity its present
form has been proved jointly by Levin and Gács in [6], and independently by Chaitin
in [5].
In his Ph.D. thesis, Martin-Löf also characterized randomness of ﬁnite sequences via
their complexity. For inﬁnite sequences, complete characterizations of their randomness
via the complexity of their segments were given by Levin in [11], by Schnorr in [17] and
in [5] (attributed). Of these, only Levin’s result is formulated for general computable mea-
sures: the others apply only to coin-tossing. Each of these works uses a different variant of
description complexity. Levin uses monotone complexity and the logarithm of the univer-
sal semicomputable measure (see [8] for the difﬁcult proof that these two complexities are
different). Schnorr uses “process complexity” (similar to monotone complexity) and preﬁx
complexity. The work [7] by the present author gives characterizations using the original
Kolmogorov complexity (for general computable measures).
Uniform tests over the space of inﬁnite sequences, randomness conservation and neutral
measures were introduced in Levin’s work [12]. The present author could not verify every
result in that paper (which contains no proofs); he reproduced most of them with a changed
deﬁnition in [7]. A universal uniform test with yet another deﬁnition appeared in [13]. In
this latter work, “information conservation” is a central tool used to derive several results in
logic. In the constellation of Levin’s concepts, information conservation becomes a special
case of randomness conservation. We have not been able to reproduce this exact relation
with our deﬁnition here.
The work [9] is based on the observation that Zurek’s idea on “physical” entropy and the
“cell volume” approach of physicists to the deﬁnition of entropy can be uniﬁed: Zurek’s
entropy can be seen as an approximation of the limit arising in a characterization of a
randomness test by complexity. The author discovered in this same paper that the negative
logarithm of a general randomness test can be seen as a generalization of complexity. He
felt encouraged by the discovery of the generalized addition theorem presented here.
The appearance of other papers in themeantime (including [10]) convinced the author that
there is no accessible and detailed reference work on algorithmic randomness for general
measures and general spaces, and a paper like the present one, developing the foundations,
is needed. (Asarin’s thesis [1] does develop the theory of randomness for the Brownian
motion. It is a step in our direction in the sense that the space is not compact, but it is all
done for a single explicitly given computable measure.)
We do not advocate the uniform randomness test proposed here as necessarily the “deﬁni-
tive” test concept. Perhaps a good argument can be found for some additional conditions,
similar to the ones introduced by Levin, providing additional structure (like a semicom-
putable neutralmeasure)while preserving naturalness and the attractive properties presented
here.
1.4. Notation for the paper
(Nothing to do with the formal concept of “notation”, introduced later in the section on
constructive analysis.) The sets of natural numbers, integers, rational numbers, real numbers
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and complex numbers will be denoted respectively by N,Z,Q,R. The set of nonnegative
real numbers will be denoted byR+. The set of real numbers with−∞,∞ added (with the
appropriate topology making it compact) will be denoted by R. We use ∧ and ∨ to denote
min and max, further
|x|+ = x ∨ 0, |x|− = | − x|+
for real numbers x. We partially follow [24,3,10]. In particular, adopting the notation of
[24], we denote intervals of the real line as follows (to avoid the conﬂict with the notation
of a pair (a, b) of objects).
[a; b] = {x : axb}, (a; b) = {x : a < x < b}, [a; b) = {x : ax < b}.
If X is a set then X∗ is the set of all ﬁnite strings made up of elements of X, including the
“empty string” . We denote by X the set of all inﬁnite sequences of elements of X. If A
is a set then 1A(x) is its indicator function, deﬁned to be 1 if x ∈ A and to 0 otherwise. For
a string x, its length is |x|, and
xn = (x(1), . . . , x(n)).
The relations
f
+
< g, f
∗
< g
mean inequality to within an additive constant and multiplicative constant respectively. The
ﬁrst is equivalent to f g + O(1), the second to f = O(g). The relation f ∗= g means
f
∗
< g and f ∗> g.
Borrowing from [16], for a function f and a measure , we will use the notation
f =
∫
f (x)(dx), yf (x, y) =
∫
f (x, y)(dy).
2. Constructive measure theory
The basic concepts and results of measure theory are recalled in Appendix B. For the
theory of measures over metric spaces, see Section B.6. We introduce a certain ﬁxed,
enumerated sequence of Lipschitz functions that will be used frequently. Let F0 be the
set of functions of the form gu,r,1/n where u ∈ D, r ∈ Q, n = 1, 2, . . . , and
gu,r,(x) = |1− |d(x, u)− r|+/|+
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is a continuous function that is 1 in the ball B(u, r), it is 0 outside B(u, r + ), and takes
intermediate values in between. Let
E = {g1, g2, . . .} (2.1)
be the smallest set of functions containing F0 and the constant 1, and closed under ∨, ∧
and rational linear combinations. The following construction will prove useful later.
Proposition 2.1. All bounded continuous functions can be obtained as the limit of an in-
creasing sequence of functions from the enumerated countable set E of bounded computable
Lipschitz functions introduced in (2.1).
The proof is routine.
2.1. Space of measures
Let X = (X, d,D, ) be a computable metric space. In Section B.6, the spaceM(X)
of measures over X is deﬁned, along with a natural enumeration  = M for a subbase
 = M of the weak topology. This is a constructive topological space M which can be
metrized by introducing, as in Section B.6.2, theProkhorov distancep(, ): the inﬁmumof
all those  for which, for all Borel sets A, we have (A)(A)+ , where A = {x : ∃y ∈
A d(x, y) < }. Let DM be the set of those probability measures that are concentrated on
ﬁnitelymany points ofD and assign rational values to them. Let M be a natural enumeration
of DM. Then
(M, p,DM, M) (2.2)
is a computable metric space whose constructive topology is equivalent to M. Let U =
B(x, r) be one of the balls in X, where x ∈ DX, r ∈ Q. The function  → (U) is
typically not computable, not even continuous. For example, if X = R and U is the open
interval (0; 1), the sequence of probability measures 1/n (concentrated on 1/n) converges
to 0, but 1/n(U) = 1, and 0(U) = 0. The following theorem shows that the situation is
better with  → f for computable f:
Proposition 2.2. Let X = (X, d,D, ) be a computable metric space, and let M =
(M(X),, ) be the effective topological space of probability measures over X. If
function f : X → R is bounded and computable then  → f is computable.
Proof (Sketch). To prove the theorem for bounded Lipschitz functions, we can invoke the
Strassen coupling theorem B.16.
The function f can be obtained as a limit of a computable monotone increasing sequence
of computable Lipschitz functions f >n , and also as a limit of a computable monotone
decreasing sequence of computable Lipschitz functions f <n . In step n of our computation
of f , we can approximate f >n from above to within 1/n, and f <n from below to within
1/n. Let these bounds be a>n and a<n . To approximate f to within , ﬁnd a stage n with
a>n − a<n + 2/n < . 
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2.2. Computable measures and random transitions
Ameasure  is called computable if it is a computable element of the space of measures.
Let {gi} be the set of bounded Lipschitz functions over X introduced in (2.1).
Proposition 2.3. Measure  is computable if and only if so is the function i → gi .
Proof. The “only if ” part follows from Proposition 2.2. For the “if ” part, note that in order
to trap  within some Prokhorov neighborhood of size , it is sufﬁcient to compute gi
within a small enough , for all in for a large enough n. 
Example 2.4. Let our probability space be the set R of real numbers with its standard
topology. Let a < b be two computable real numbers. Let  be the probability distribution
with density function f (x) = [1/(b − a)]1[a; b](x) (the uniform distribution over the inter-
val [a; b]). Function f (x) is not computable, since it is not even continuous. However, the
measure  is computable: indeed, gi = [1/(b − a)]
∫ b
a
gi(x) dx is a computable sequence;
hence Proposition 2.3 implies that  is computable.
The following theorem compensates somewhat for the fact mentioned earlier, that the
function  → (U) is generally not computable.
Proposition 2.5. Let  be a ﬁnite computable measure. Then there is a computable map h
with the property that for every bounded computable function f with |f |1with the property
(f−1(0)) = 0, if w is the name of f then h(w) is the name of a program computing the
value {x : f (x) < 0}.
Proof. Straightforward. 
Remark 2.6. Suppose that there is a computable function that for each i computes aCauchy
sequence j → mi(j) with the property that for i < j1 < j2 we have |mi(j1)−mi(j2)| <
2−j1 , and that for all n, there is a measure with the property that for all in, gi = mi(n).
Is there a measure  with the property that for each i we have limj mi(j) = gi? Not
necessarily, if the space is not compact. For example, letX = {1, 2, 3, . . .}with the discrete
topology. The sequencesmi(j) = 0 for j > i satisfy these conditions, but they converge to
the measure 0, not to a probability measure. To guarantee that the sequences mi(j) indeed
deﬁne a probability measure, progress must bemade, for example, in terms of the narrowing
of Prokhorov neighborhoods.
Now let X,Y be computable metric spaces. They give rise to measurable spaces with
-algebrasA,B respectively. Let  = {	x : x ∈ X} be a probability kernel from X toY (as
deﬁned in Section B.5). Let {gi} be the set of bounded Lipschitz functions overY introduced
in (2.1). To each gi , the kernel assigns a (bounded) measurable function
fi(x) = (gi)(x) = 	yxgi(y).
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Wewill call computable if so is the assignment (i, x) → fi(x). In this case, of course, each
function fi(x) is continuous. Themeasure∗ is determined by the values∗gi = (gi),
which are computable from (i,) and so the function  → ∗ is computable.
Example 2.7. A computable function h : X → Y deﬁnes an operator h with hg =
g ◦h (as in Example B.12). This is a deterministic computable transition, in which fi(x) =
(hgi)(x) = gi(h(x)) is, of course, computable from (i, x). We deﬁne h∗ = ∗h.
2.3. Cells
As pointed out earlier, it is not convenient to deﬁne a measure  constructively starting
from(
) for open cells
.The reason is that nomatter howweﬁx
, the function → (
)
is typically not computable. It is better to work with bounded computable functions, since
for such a function f, the correspondence  → f is computable.
Under some special conditions, we will still get “sharp” cells. Let f be a bounded com-
putable function over X, let 1 < · · · < k be rational numbers, and let  be a computable
measure with the property that f−1(j ) = 0 for all j. In this case, we will say that j
are regular points of f with respect to . Let 0 = −∞, k+1 = ∞, and for j = 0, . . . , k,
let Uj = f−1((j, j + 1)). The sequence of disjoint r.e. open sets (U0, . . . , Uk) will be
called the partition generated by f, 1, . . . , k . (Note that this sequence is not a partition in
the sense of
⋃
j Uj = X, since the boundaries of the sets are left out.) If we have several
partitions (Ui0, . . . , Ui,k), generated by different functions fi (i = 1, . . . , m) and different
regular cutoff sequences (ij : j = 1, . . . , ki), then we can form a new partition generated
by all possible intersections
Vj1,...,jn = U1,j1 ∩ · · · ∩ Um,jm.
A partition of this kind will be called a regular partition. The sets Vj1,...,jn will be called
the cells of this partition.
Proposition 2.8. In a regular partition as given above, the valuesVj1,...,jn are computable
from the names of the functions fi and the cutoff points ij .
Proof. Straightforward. 
Assume that a computable sequence of functions b1(x), b2(x), . . . over X is given, with
the property that for every pair x1, x2 ∈ X with x1 = x2, there is a j with bj (x1) · bj (x2) <
0. Such a sequence will be called a separating sequence. Let us give the correspondence
between the set B of inﬁnite binary sequences and elements of the set
X0 = {x ∈ X : bj (x) = 0, j = 1, 2, . . .}.
For a binary string s1 · · ·msn = s ∈ B∗, let

s
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be the set of elements ofXwith the property that for j = 1, . . . , n, if sj = 0 then bj () < 0,
otherwise bj () > 0. This correspondence has the following properties:
(a) 
 = X.
(b) For each s ∈ B, the sets 
s0 and 
s1 are disjoint and their union is contained in 
s .
(c) For x ∈ X0, we have {x} =⋂x∈
s 
s .
If s has length n then
s will be called a canonical n-cell, or simply canonical cell, or n-cell.
From now on, whenever 
 denotes a subset of X, it means a canonical cell. We will also
use the notation
l(
s) = l(s).
The three properties above say that if we restrict ourselves to the set X0 then the canonical
cells behave somewhat like binary subintervals: they divideX0 in half, then each half again
in half, etc. Moreover, around each point, these canonical cells become “arbitrarily small”,
in some sense (though they may not be a basis of neighborhoods). It is easy to see that if

s1 ,
s2 are two canonical cells then they either are disjoint or one of them contains the
other. If 
s1 ⊂ 
s2 then s2 is a preﬁx of s1. If, for a moment, we write 
0s = 
s ∩X0 then
we have the disjoint union 
0s = 
0s0 ∪ 
0s1. For an n-element binary string s, for x ∈ 
s ,
we will write
(s) = (
s).
Thus, for elements ofX0, we can talk about the nth bit xn of the description of x: it is uniquely
determined. The 2n cells (some of them possibly empty) of the form 
s for l(s) = n form
a partition
Pn
of X0.
Example 2.9.
1. IfX is the set of inﬁnite binary sequences with its usual topology, the functions bn(x) =
xn − 1/2 generate the usual cells, and X0 = X.
2. If X is the interval [0; 1], let bn(x) = − sin(2nx). Then cells are open intervals of
the form (k · 2−n; (k + 1) · 2n), and the correspondence between inﬁnite binary strings
and elements of X0 is just the usual representation of x as the binary decimal string
0.x1x2 . . . .
When we ﬁx canonical cells, we will generally assume that the partition chosen is also
“natural”. The bits x1, x2, . . . could contain information about the point x in decreasing
order of importance from a macroscopic point of view. For example, for a container of gas,
the ﬁrst few bits may describe, to a reasonable degree of precision, the amount of gas in the
left half of the container, the next few bits may describe the amounts in each quarter, the next
few bits may describe the temperature in each half, the next few bits may describe again
the amount of gas in each half, but now to more precision, etc. From now on, whenever 

denotes a subset of X, it means a canonical cell. From now on, for elements of X0, we can
talk about the nth bit xn of the description of x: it is uniquely determined.
The following observation will prove useful.
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Proposition 2.10. Suppose that the spaceX is compact and we have a separating sequence
bi(x) as given above. Then the cells 
s form a basis of the space X.
Proof. We need to prove that for every ball B(x, r), there is a cell x ∈ 
s ⊂ B(x, r). Let C
be the complement ofB(x, r). For each point y ofC, there is an i such that bi(x) ·bi(y) < 0.
In this case, let J 0 = {z : bi(z) < 0}, J 1 = {z : bi(z) > 0}. Let J (y) = Jp such that
y ∈ Jp. Then C ⊂ ⋃y J (y), and compactness implies that there is a ﬁnite sequence
y1, . . . , yk with C ⊂ ⋃kj=1 J (yj ). Clearly, there is a cell x ∈ 
s ⊂ B(x, r) \ ⋃kj=1
J (yj ). 
3. Uniform tests
3.1. Universal uniform test
Let X = (X, d,D, ) be a computable metric space, and let M = (M(X),, ) be
the constructive topological space of probability measures over X. A randomness test is a
function f :M× X → R with the following two properties.
Condition 3.1.
1. The function (, x) → f(x) is lower semicomputable. (Then for each , the integral
f = xf(x) exists.)
2. f1.
The value f(x) is intended to quantify the nonrandomness of the outcome xwith respect
to the probability measure . The larger the values the less random is x. Condition 3.1.2
guarantees that the probability of those outcomes whose randomness is m is at most 1/m.
The deﬁnition of tests is in the spirit of Martin-Löf’s tests. The important difference is in
the semicomputability condition: instead of restricting the measure  to be computable, we
require the test to be lower semicomputable also in its argument .
Just as with Martin-Löf’s tests, we want to ﬁnd a universal test; however, we seem to
need a condition on the spaceX. Let us say that a sequence i → Ui of sets has recognizable
Boolean inclusions if the set{
(S, T ) : S, T are ﬁnite, ⋂
i∈S
Ui ⊂ ⋃
j∈T
Uj
}
is recursively enumerable. We will say that a computable metric space has recognizable
Boolean inclusions if this is true of the enumerated basis consisting of balls of the form
B(x, r) where x ∈ D and r > 0 is a rational number.
It is our conviction that the important metric spaces studied in probability theory have
recognizable Boolean inclusions, and that proving this in each individual case should not
be too difﬁcult. For example, it does not seem difﬁcult to prove this for the space C[0; 1]
of Example C.6, with the set of rational piecewise-linear functions chosen as D. But, we
have not carried out any of this work!
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Theorem 1. Suppose that the metric space X has recognizable Boolean inclusions. Then
there is a universal test, that is a test t(x) with the property that for every other test f(x)
there is a constant cf > 0 with cf f(x)t(x).
Proof.
1. We will show that there is a mapping that to each name u of a lower semicomputable
function (, x) → g(, x) assigns the name of a lower semicomputable functiong′(, x)
such that xg′(, x)1, and if g is a test then g′ = g.
To prove the statement, let us represent the spaceM rather as
M = (M(X), p,D, M), (3.1)
as in (2.2). Since g(, x) is lower semicomputable, there is a computable sequence of
basis elements Ui ⊂M and Vi ⊂ X and rational bounds ri such that
g(, x) = sup
i
ri1Ui ()1Vi (x).
Let hn(, x) = maxin ri1Ui ()1Vi (x). Let us also set h0(, x) = 0. Our goal is to
show that the condition ∀ xhn(, x)1 is decidable. If this is the case then we will
be done. Indeed, we can deﬁne h′n(, x) recursively as follows. Let h′0(, x) = 0. As-
sume that h′n(, x) has been deﬁned already. If ∀ xhn+1(, x)1 then h′n+1(, x) =
hn+1(, x); otherwise, it is h′n(, x). The function g′(, x) = supn h′n(, x) clearly
satisﬁes our requirements.
We proceed to prove the decidability of the condition
∀ xhn(, x)1. (3.2)
The basis elements Vi can be taken as balls B(qi, i ) for a computable sequence qi ∈ D
and computable sequence of rational numbers i > 0. Similarly, the basis element Ui is
the set of measures that is a ball B(i , i ), in the metric space (3.1). Here, using nota-
tion (B.7), i is a measure concentrated on a ﬁnite set Si .According to Proposition B.17,
the ball Ui is the set of measures  satisfying the inequalities
(Ai ) > i (A)− i
for all A ⊂ Si . For each n, consider the ﬁnite set of balls
Bn = {B(qi, i ) : in} ∪ {B(s, i ) : in, s ∈ Si}.
Consider all sets of the form
UA,B = ⋂
U∈A
U \ ⋃
U∈B
U
for all pairs of sets A,B ⊂ Bn. These sets are all ﬁnite intersections of balls or com-
plements of balls from the ﬁnite set Bn of balls. The space X has recognizable Boolean
inclusions, so it is decidable which of these setsUA,B are nonempty. Condition (3.2) can
be formulated as a Boolean formula involving linear inequalities with rational coefﬁ-
cients, for the variables A,B = (UA,B), for thoseA,B withUA,B = ∅. The solvability
of such a Boolean condition can always be decided.
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2. Let us enumerate all lower semicomputable functions gu(, x) for all the names u.
Without loss of generality, assume these names to be natural numbers, and form the
functions g′u(, x) according to assertion 1 above. The function t =
∑
u 2−u−1g′u will
be the desired universal test. 
From now on, when referring to randomness tests, we will always assume that our space
X has recognizable Boolean inclusions and hence has a universal test. We ﬁx a universal
test t(x), and call the function
d(x) = log t(x)
the deﬁciency of randomness of xwith respect to . We call an element x ∈ X randomwith
respect to  if d(x) <∞.
Remark 3.2. Tests can be generalized to include an arbitrary parameter y: we can talk
about the universal test
t(x | y),
where y comes from some constructive topological space Y. This is a maximal (within a
multiplicative constant) lower semicomputable function (x, y,) → f (x, y,) with the
property xf (x, y,)1.
3.2. Conservation of randomness
For i = 1, 0, let Xi = (Xi, di,Di, i ) be computable metric spaces, and let Mi =
(M(Xi ),i , i ) be the effective topological space of probability measures over Xi . Let 
be a computable probability kernel fromX1 toX0 as deﬁned in Section 2.2. In the following
theorem, the same notation d(x)will refer to the deﬁciency of randomness with respect to
two different spaces, X1 and X0, but this should not cause confusion. Let us ﬁrst spell out
the conservation theorem before interpreting it.
Theorem 2. For a computable probability kernel  from X1 to X0, we have
	yxt∗(y)
∗
< t(x). (3.3)
Proof. Let t(x) be the universal test over X0. The left-hand side of (3.3) can be written as
u = t∗.
According to (B.4), we have u = (∗)t∗ which is 1 since t is a test. If we show that
(, x) → u(x) is lower semicomputable then the universality of t will imply u ∗< t.
According to Proposition C.7, as a lower semicomputable function, t(y) can be written
as supn gn(, y), where (gn(, y)) is a computable sequence of computable functions. We
pointed out in Section 2.2 that the function  → ∗ is computable. Therefore the function
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(n,, x) → gn(∗, f (x)) is also computable. So, u(x) is the supremum of a computable
sequence of computable functions and, as such, lower semicomputable. 
It is easier to interpret the theorem ﬁrst in the special case when = h for a computable
function h : X1 → X0, as in Example 2.7. Then the theorem simpliﬁes to the following.
Corollary 3.3. For a computable function h : X1 → X0, we have dh∗(h(x)) +< d(x).
Informally, this says that if x is random with respect to  in X1 then h(x) is essentially at
least as random with respect to the output distribution h∗ in X0. Decrease in randomness
can only be caused by complexity in the deﬁnition of the function h. It is even easier to
interpret the theorem when  is deﬁned over a product space X1 ×X2, and h(x1, x2) = x1
is the projection. The theorem then says, informally, that if the pair (x1, x2) is random with
respect to  then x1 is random with respect to the marginal 1 = h∗ of . This is a very
natural requirement: why would the throwing-away of the information about x2 affect the
plausibility of the hypothesis that the outcome x1 arose from the distribution 1?
In the general case of the theorem, concerning random transitions, we cannot bound the
randomness of each outcome uniformly. The theorem asserts that the average nonrandom-
ness, as measured by the universal test with respect to the output distribution, does not
increase. In logarithmic notation, 	yx2
d∗(y) +< d(x) or, equivalently,
∫
2d∗(y)	x(dy)
+
<
d(x).
Corollary 3.4. Let be a computable probability kernel fromX1 toX0.There is a constant
c such that for every x ∈ X1 and integer m > 0, we have
	x{y : d∗(y) > d(x)+m+ c}2−m.
Thus, in a computable random transition, the probability of an increase of randomness
deﬁciency by m units (plus a constant c) is less than 2−m. The constant c comes from the
description complexity of the transition .
A randomness conservation result related to Corollary 3.3 was proved in [10]. There, the
measure over the space X0 is not the output measure of the transformation, but is assumed
to obey certain inequalities related to the transformation.
4. Tests and complexity
4.1. Description complexity
4.1.1. Complexity, semimeasures, algorithmic entropy
Let X = ∗. For x ∈ ∗ for some ﬁnite alphabet , let H(x) denote the preﬁx-free
description complexity of the ﬁnite sequence x as deﬁned, for example, in [14] (where it is
denoted byK(x)). For completeness, we give its deﬁnition here. LetA : {0, 1}∗×∗ → ∗
be a computable (possibly partial) function with the property that if A(p1, y) and A(p2, y)
are deﬁned for two different strings p1, p2, then p1 is not the preﬁx of p2. Such a function
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is called a (preﬁx-free) interpreter. We denote
HA(x | y) = min
A(p,y)=x |p|.
One of the most important theorems of description complexity is the following:
Proposition 4.1 (Invariance Theorem, see, for example, Li and Vitányi [14]). There is an
optimal interpreter T with the above property: with it, for every interpreter A there is a
constant cA with
HT (x | y)HA(x | y)+ cA.
Weﬁx an optimal interpreterT andwriteH(x | y) = HT (x | y), calling it the conditional
complexity of a string x with respect to string y. We denote H(x) = H(x | ). Let
m(x) = 2−H(x).
The functionm(x) is lower semicomputablewith
∑
x m(x)1. Let us call any real function
f (x)0 over ∗ with∑x f (x)1 a semimeasure. The following theorem, known as the
Coding Theorem, is an important tool.
Proposition 4.2 (Coding Theorem). For every lower semicomputable semimeasure f there
is a constant c > 0 with m(x)c · f (x).
Because of this theorem, we will say that m(x) is a universal lower semicomputable
semimeasure. It is possible to turn m(x) into a measure, by compactifying the discrete
space ∗ into
∗ = ∗ ∪ {∞}
(as in part 1 of Example A.3; this process makes sense also for a constructive discrete
space), and settingm(∞) = 1−∑x∈∗ m(x). The extended measurem is not quite lower
semicomputable since the number (∗ \ {0}) is not necessarily lower semicomputable.
Remark 4.3. A measure  is computable over ∗ if and only if the function x → (x) is
computable for x ∈ ∗. This property does not imply that the number
1− (∞) = (∗) = ∑
x∈∗
(x)
is computable.
Let us allow, for a moment, measures  that are not probability measures: they may not
even be ﬁnite. Metric and computability can be extended to this case (see [22]), and the
universal test t(x) can also be generalized. The Coding Theorem and other considerations
suggest the introduction of the following notation, for an arbitrary measure :
H(x) = −d(x) = − log t(x). (4.1)
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Then, with # deﬁned as the counting measure over the discrete set ∗ (that is, #(S) = |S|),
we have
H(x)
+= H#(x).
This allows viewing H(x) as a generalization of description complexity: we will call
this quantity the algorithmic entropy of x relative to the measure . Generalization to
conditional complexity is done using Remark 3.2. A reformulation of the deﬁnition of tests
says thatH(x) is minimal (within an additive constant) among the upper semicomputable
functions (, x) → f(x) with x2−f(x)1. The following identity is immediate from
the deﬁnitions:
H(x) = H(x | ). (4.2)
4.1.2. Computable measures and complexity
It is known that for computable , the test d(x) can be expressed in terms of the de-
scription complexity of x (we will prove these expressions below). Assume that X is the
(discrete) space of all binary strings. Then we have
d(x) = − log(x)−H(x)+ O(H()). (4.3)
The meaning of this equation is the following. Due to the maximality property of the
semimeasure m following from the Coding Theorem 4.2 above, the expression − log(x)
is an upper bound (within O(H())) of the complexity H(x), and nonrandomness of x is
measured by the difference between the complexity and this upper bound. See [26] for a
ﬁrst formulation of this general upper bound relation. As a simple example, consider the
uniform distribution  over the set of binary sequences of length n. Conditioning everything
on n, we obtain
d(x | n) += n−H(x | n),
that is the more the description complexityH(x | n) of a binary sequence of length n differs
from its upper bound n, the less random is x.
Assume that X is the space of inﬁnite binary sequences. Then Eq. (4.3) must be replaced
with
d(x) = sup
n
(− log(xn)−H(xn))+ O(H()). (4.4)
For the coin-tossing distribution , this characterization has ﬁrst been proved by Schnorr,
and published in [5].
Remark 4.4. It is possible to obtain similar natural characterizations of randomness, us-
ing some other natural deﬁnitions of description complexity. A universal semicomputable
semimeasure m over the set  of inﬁnite sequences was introduced, and a complexity
KM(x) = − logm(x) deﬁned in [26]. A so-called “monotonic complexity”, Km(x), was
introduced, using Turing machines with one-way input and output, in [11], and a closely
related quantity called “process complexity” was introduced in [17]. These quantities can
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also be used in a characterization of randomness similar to (4.3). The nontrivial fact that
the complexities KM and Km differ by an unbounded amount was shown in [8].
For noncomputable measures, we cannot replace O(H()) in these relations with any-
thing ﬁnite, as shown in the following example. Therefore however attractive and simple,
exp(− log(x)−H(x)) is not a universal uniform test of randomness.
Proposition 4.5. There is a measure  over the discrete spaceX of binary strings such that
for each n, there is an x with d(x) = n−H(n) and − log(x)−H(x) +< 0.
Proof. Let us treat the domain of our measure  as a set of pairs (x, y). Let xn = 0n,
for n = 1, 2, . . . . For each n, let yn be some binary string of length n with the property
H(xn, yn) > n. Let (xn, yn) = 2−n. Then − log(xn, yn)−H(xn, yn)n− n = 0. On
the other hand, let t(x, y) be the test nonzero only on strings x of the form xn:
t(xn, y) = m(n)∑
z∈Bn (xn, z)
.
The form of the deﬁnition ensures semicomputability and we also have∑
x,y
(x, y)t(x, y)
∑
n
m(n) < 1,
therefore t is indeed a test. Hence t(x, y)
∗
> t(x, y). Taking logarithms, d(xn, yn)
+
>
n−H(n). 
The same example implies that it is also not an option, even over discrete sets, to replace
the deﬁnition of uniform tests with the ad hoc formula exp(− log(x)−H(x)):
Proposition 4.6. The test deﬁned as f(x) = exp(− log(x)−H(x)) over discrete spaces
X does not obey the conservation of randomness.
Proof. Let us use the example of Proposition 4.5. Consider the function : (x, y) → x. The
image of the measure  under the projection is ()(x) =∑y (x, y). Thus, ()(xn) =
(xn, yn) = 2−n. We have seen log f(xn, yn)0. On the other hand,
log f((xn, yn)) = − log()(xn)−H(xn) += n−H(n).
Thus, the projection  takes a random pair (xn, yn) into an object xn that is very nonrandom
(when randomness is measured using the tests f). 
In the example, we have the abnormal situation that a pair is random but one of its
elements is nonrandom. Therefore even if we would not insist on universality, the test
exp(− log(x)−H(x)) is unsatisfactory.
Looking into the reasons of the nonconservation in the example,wewill notice that it could
only have happened because the test f is too special. The fact that− log()(xn)−H(xn)
is large should show that the pair (xn, yn) can be enclosed into the “simple” set {xn}×Y of
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small probability; unfortunately, this observation does not reﬂect on− log(x, y)−H(x, y)
when the measure  is non-computable (it does for computable ).
4.1.3. Expressing the uniform test in terms of complexity
It is a natural idea to modify Eq. (4.3) in such a way that the complexityH(x) is replaced
with H(x | ). However, this expression must be understood properly. The measure 
(especially when it is not computable) cannot be described by a ﬁnite string; on the other
hand, it can be described by inﬁnite strings in many different ways. Clearly, irrelevant
information in these inﬁnite strings should be ignored. The notion of representation in
computable analysis (see SectionC.1)will solve the problem.An interpreter function should
have the property that its output depends only on  and not on the sequence representing it.
Recall the topological space M of computable measures over our space X. An interpreter
A : {0, 1}∗ ×M → ∗ is a computable function that is preﬁx-free in its ﬁrst argument. The
complexity
H(x | )
can now be deﬁned in terms of such interpreters, noting that the Invariance Theorem holds
as before. To deﬁne this complexity in terms of representations, let M be our chosen
representation for the space M (thus, each measure  is represented via all of its Cauchy
sequences in the Prokhorov distance). Then we can say that A is an interpreter if it is
(id, M, id)-computable, that is a certain computable function B : {0, 1}∗ ×  → ∗
realizes A for every p ∈ {0, 1}∗, and for every sequence z that is a M-name of a measure
, we have B(p, z) = A(p,).
Remark 4.7. The notion of oracle computation and reducibility in the new sense (where
the result is required to be independent of which representation of an object is used) may
be worth investigating in other settings as well.
Let us mention the following easy fact:
Proposition 4.8. If  is a computable measure then H(x | ) += H(x). The constant in +=
depends on the description complexity of .
Theorem 3. If X is the discrete space ∗ then we have
d(x) += − log(x)−H(x | ). (4.5)
Note that in terms of the algorithmic entropy notation introduced in (4.1), this theorem
can be expressed as
H(x)
+= H(x | )+ log(x). (4.6)
Proof. In exponential notation, Eq. (4.5) can be written as t(x) ∗= m(x | )/(x). Let us
prove ∗> ﬁrst. We will show that the right-hand side of this inequality is a test, and hence
∗
< t(x). However, the right-hand side is clearly lower semicomputable in (x,) and when
we “integrate” it (multiply it by (x) and sum it), its sum is 1; thus, it is a test.
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Let us prove ∗< now. The expression t(x)(x) is clearly lower semicomputable in (x,),
and its sum is 1. Hence, it is +< m(x | ). 
Remark 4.9. Asmentioned earlier, our theory generalizes tomeasures that are not probabil-
ity measures. In this case, Eq. (4.6) has interesting relations to the quantity called “physical
entropy” by Zurek in [25]; it justiﬁes calling H(x) “ﬁne-grained algorithmic Boltzmann
entropy” by this author in [9].
For non-discrete spaces, unfortunately, we can only provide less intuitive expressions.
Proposition 4.10. LetX = (X, d,D, ) be a complete computable metric space, and let E
be the enumerated set of bounded Lipschitz functions introduced in (2.1), but for the space
M(X)× X. The uniform test of randomness t(x) can be expressed as
t(x) ∗= ∑
f∈E
f (, x)
m(f | )
yf (, y)
. (4.7)
Proof. For ∗>, we will show that the right-hand side of the inequality is a test, and hence
∗
< t(x). For simplicity, we skip the notation for the enumeration of E and treat each element
f as its own name. Each term of the sum is clearly lower semicomputable in (f, x,); hence
the sum is lower semicomputable in (x,). It remains to show that the -integral of the sum
is 1. But, the -integral of the generic term is m(f | ), and the sum of these terms is
1 by the deﬁnition of the function m(· | ·). Thus, the sum is a test.
For ∗<, note that (, x) → t(x), as a lower semicomputable function, is the supremum
of functions in E . Denoting their differences by fi(, x), we have t(x) = ∑i fi(, x).
The test property implies
∑
i 
xfi(, x)1. Since the function (, i) → xfi(, x) is
lower semicomputable, this implies xfi(, x)
∗
< m(i | ), and hence
fi(, x)
∗
< fi(, x)
m(i | )
x fi(, x)
.
It is easy to see that for each f ∈ E we have∑
i:fi=f
m(i | )(f | ),
which leads to (4.7). 
Remark 4.11. If we only want the ∗> part of the result, then E can be replaced with any
enumerated computable sequence of bounded computable functions.
4.2. Inﬁnite sequences
In this section, we get a nicer characterization of randomness tests in terms of complexity,
in special cases. LetMR(X) be the set of measures  with (X) = R.
P. Gács / Theoretical Computer Science 341 (2005) 91–137 109
Theorem 4. Let X = N be the set of inﬁnite sequences of natural numbers,
with the product topology. For all computable measures  ∈MR(X), for the deﬁciency of
randomness d(x), we have
d(x) += sup
n
(− log(xn)−H(xn)). (4.8)
Here, the constant in += depends on the computable measure .
We will be able to prove the +> part of the statement in a more general space, and without
assuming computability. Assume that a separating sequence b1, b2, . . . is given as deﬁned
in Section 2.3, along with the set X0. For each x ∈ X0, the binary sequence x1, x2, . . . has
been deﬁned. Let
(
s) = R −∑ {(
s′) : l(s) = l(s′), s′ = s}.
Then (s,) → (
s) is lower semicomputable, and (s,) → (
s) is upper semicom-
putable. And, every time that the functions bi(x) form a regular partition for , we have
(
s) = (
s) for all s. LetM0R(X) be the set of those measures  inMR(X) for which
(X \X0) = 0.
Theorem 5. Suppose that the space X is compact. Then for all computable measures
 ∈M0R(X), for the deﬁciency of randomness d(x), the characterization (4.8) holds.
For arbitrary measures and spaces, we can say a little less:
Proposition 4.12. For all measures  ∈MR(X), for the deﬁciency of randomness d(x),
we have
d(x)
+
> sup
n
(− log(xn)−H(xn | )). (4.9)
Proof. Consider the function
f(x) =∑
s
1
s (x)
m(s | )
(
s)
=∑
n
m(xn | )
(xn)
 sup
n
m(xn | )
(xn)
.
The function (, x) → f(x) is clearly lower semicomputable and satisﬁes xf(x)1,
and hence
d(x)
+
> log f (x) +> sup
n
(− log(xn)−H(xn | )). 
Proof of Theorem 4. For binary sequences instead of sequences of natural numbers, the
part +> of the inequality follows directly from Proposition 4.12: indeed, look at Example 2.9.
For sequences of natural numbers, the proof is completely analogous.
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The proof of +< reproduces the proof of Theorem 5.2 of [7]. The computability of 
implies that t (x) = t(x) is lower semicomputable. Let us ﬁrst replace t (x) with a rougher
version:
t ′(x) = max{2n : 2n < t(x)}.
Then t ′(x) ∗= t (x), and it takes only values of the form 2n. It is also lower semicomputable.
Let us abbreviate:
1y(x) = 1xN(x), (y) = (yN).
For every lower semicomputable function f overN, there are computable sequences yi ∈
N∗ and ri ∈ Q with f (x) = supi ri1yi (x), with the additional property that if i < j and
1yi (x) = 1yj (x) = 1 then ri < rj . Since t ′(x) only takes values of the form 2n, there are
computable sequences yi ∈ B∗ and ki ∈ N with
t ′(x) = sup
i
2ki1yi (x)
∗=∑
i
2ki1yi (x),
with the property that if i < j and 1yi (x) = 1yj (x) = 1 then ki < kj . The equality ∗= follows
easily from the fact that for any ﬁnite sequencen1 < n2 < . . . ,
∑
j 2nj 2maxj 2nj . Since
t ′ ∗< 1, we have
∑
i 2ki(yi)
∗
< 1. Since the function i → 2ki(yi) is computable, this
implies 2ki(yi)
∗
< m(i), 2ki ∗< m(i)/m(yi). Thus,
t (x)
∗
< sup
i
1yi (x)
m(i)
(yi)
.
For y ∈ N∗ we certainly have H(y) +< infy=yi H(i), which implies supy=yi m(i)m(y).
It follows that
t (x)
∗
< sup
y∈B∗
1y(x)
m(y)
(y)
= sup
n
m(xn)
(xn)
.
Taking logarithms, we obtain the +< part of the theorem. 
Proof of Theorem 5. The proof of part +> of the inequality follows directly from Proposi-
tion 4.12, just as in the proof of Theorem 4.
The proof of +< is also similar to the proof of that theorem. The only part that needs to be
reproved is the statement that for every lower semicomputable function f over X, there are
computable sequences yi ∈ B∗ and qi ∈ Q with f (x) = supi qi1yi (x). This follows now,
since according to Proposition 2.10, the cells 
y form a basis of the space X. 
5. Neutral measure
Let t(x) be our universal uniform randomness test. We call a measure M neutral if
tM(x)1 for all x. If M is neutral then no experimental outcome x could refute the theory
(hypothesis, model) that M is the underlying measure to our experiments. It can be used
as “a priori probability”, in a Bayesian approach to statistics. Levin’s theorem says the
following:
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Theorem 6. If the space X is compact then there is a neutral measure over X.
The proof relies on a nontrivial combinatorial fact, Sperner’sLemma,which also underlies
the proof of the Brouwer ﬁx-point theorem. Here is a version of Sperner’s Lemma, spelled
out in continuous form:
Proposition 5.1 (see, for example, Spanier [20]). Let p1, . . . , pk be points of some ﬁnite-
dimensional spaceRn. Suppose that there are closed sets F1, . . . , Fk with the property that
for every subset 1 i1 < · · · < ijk of the indices, the simplex S(pi1 , . . . , pij ) spanned
by pi1 , . . . , pij is covered by the union Fi1 ∪ · · · ∪ Fij . Then the intersection
⋂
i Fi of all
these sets is not empty.
The following lemma will also be needed.
Lemma 5.2. For every closed set A ⊂ X and measure , if (A) = 1 then there is a point
x ∈ A with t(x)1.
Proof. This follows easily from  t = x1A(x)t(x)1. 
Proof of Theorem 6. For every point x ∈ X, let Fx be the set of measures for which
t(x)1. If we show that for every ﬁnite set of points x1, . . . , xk , we have
Fx1 ∩ · · · ∩ Fxk = ∅, (5.1)
then we will be done. Indeed, according to Proposition B.18, the compactness of X implies
the compactness of the space M(X) of measures. Therefore if every ﬁnite subset of the
family {Fx : x ∈ X} of closed sets has a nonempty intersection, then the whole family has
a nonempty intersection: this intersection consists of the neutral measures.
To show (5.1), let S(x1, . . . , xk) be the set of probability measures concentrated on
x1, . . . , xk . Lemma 5.2 implies that each such measure belongs to one of the sets Fxi .
Hence S(x1, . . . , xk) ⊂ Fx1 ∪ · · · ∪ Fxk , and the same holds for every subset of the indices
{1, . . . , k}. Sperner’s Lemma 5.1 implies Fx1 ∩ · · · ∩ Fxk = ∅. 
When the space is not compact, there are generally no neutral probability measures, as
shown by the following example.
Proposition 5.3. Over the discrete space X = N of natural numbers, there is no neutral
measure.
Proof. It is sufﬁcient to construct a randomness test t(x) with the property that for every
measure , we have supx t(x) = ∞. Let
t(x) = sup
{
k ∈ N : ∑
y<x
(y) > 1− 2−k
}
. (5.2)
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By its construction, this is a lower semicomputable function with supx t(x) = ∞. It is a
test if
∑
x (x)t(x)1. We have∑
x
(x)t(x) = ∑
k>0
∑
t(x)k
(x) <
∑
k>0
2−k1. 
Using a similar construction over the spaceN of inﬁnite sequences of natural numbers,
we could show that for every measure  there is a sequence x with t(x) = ∞.
Proposition 5.3 is a littlemisleading, since as a locally compact set,N can be compactiﬁed
intoN = N∪ {∞} (as in Part 1 of Example A.3). Theorem 6 implies that there is a neutral
probability measureM over the compactiﬁed spaceN. Its restriction toN is, of course, not
a probability measure, since it satisﬁes only
∑
x<∞ M(x)1. We called these functions
semimeasures.
Remark 5.4.
1. It is easy to see that Theorem 3 characterizing randomness in terms of complexity holds
also for the spaceN.
2. The topological space of semimeasures overN is not compact, and there is no neutral one
among them. Its topology is not the same as what we get when we restrict the topology
of probability measures overN toN. The difference is that overN, for example, the set
of measures { : (N)1/2} is closed, sinceN (as the whole space) is a closed set. But
overN, this set is not closed.
Neutral measures are not too simple, even overN, as the following theorem shows.
Theorem 7. There is no neutral measure overN that is upper semicomputable overN or
lower semicomputable overN.
Proof. Let us assume that  is a measure that is upper semicomputable over N. Then
the set
{(x, r) : x ∈ N, r ∈ Q, (x) < r}
is recursively enumerable: let (xi, ri) be a particular enumeration. For each n, let i(n) be
the ﬁrst i with ri < 2−n, and let yn = xi(n). Then (yn) < 2−n, and at the same time
H(yn)
+
< H(n). As mentioned, in Remark 5.4, Theorem 3 characterizing randomness in
terms of complexity holds also for the spaceN. Thus,
d(yn) += − log (yn)−H(yn | ) +> n−H(n).
Suppose now that  is lower semicomputable over N. The proof for this case is longer.
We know that  is the monotonic limit of a recursive sequence i → i (x) of recursive
semimeasures with rational values i (x). For every k = 0, . . . , 2n − 2, let
Vn,k = { ∈M(N) : k · 2−n < ({0, . . . , 2n − 1}) < (k + 2) · 2−n}.
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We introduce the function j (n, k) as follows. For k with  /∈ Vn,k we deﬁne j (n, k) = 2n.
For  ∈ Vn,k , let j (n, k) be the smallest i with i ({0, . . . , 2n − 1}) > k · 2−n. Clearly, the
set of pairs (n, k) with j (n, k) < 2n is recursively enumerable. For j (n, k) < 2n, the set
{y < 2n : j (n,k)(y) < 2−n+1} is not empty. Then let
xn,k = min{y < 2n : j (n,k)(y) < 2−n+1}.
Otherwise, xn,k is not deﬁned. Let us deﬁne the function f(x, n, k) as follows. We set
f(x, n, k) = 2n−2 if the following conditions hold:
(a)  ∈ Vn,k;
(b) (x) < 2−n+2;
(c) j (n, k) < 2n and x = xn,k .
Otherwise, f(x, n, k) = 0. Clearly, the function (, x, n, k) → f(x, n, k) is lower semi-
computable. Condition (b) implies∑
y
(y)f(y, n, k)(xn,k)f(xn,k, n, k) < 2−n+2 · 2n−2 = 1. (5.3)
Let us show that  ∈ Vn,k implies
f(xn,k, n, k) = 2n−2. (5.4)
Consider x = xn,k . Conditions (a) and (c) are satisﬁed by deﬁnition. Let us show that
condition (b) is also satisﬁed. Let j = j (n, k). By deﬁnition, we have j (x) < 2−n+1.
Since by deﬁnition j ∈ Vn,k and j ∈ Vn,k , we have
(x)j (x)+ 2−n+1 < 2−n+1 + 2−n+1 = 2−n+2.
Since all three conditions (a), (b) and (c) are satisﬁed, we have shown (5.4). Now we deﬁne
g(x) = ∑
n2
1
n(n+ 1)
∑
k
f(x, n, k).
Let us prove that g(x) is a uniform test. It is lower semicomputable by deﬁnition, so we
only need to prove
∑
x (x)f(x)1. For this, let In, = {k :  ∈ Vn,k}. Clearly by
deﬁnition, |In,|2. We have, using this last fact and the test property (5.3),
∑
x
(x)g(x) = ∑
n2
1
n(n+ 1)
∑
k∈In,
∑
x
(x)f(x, n, k)
∑
n2
1
n(n+ 1) · 21.
Thus, g(x) is a uniform test. If  ∈ Vn,k then we have
t(xn,k)
∗
> g(xn,k)
1
n(n+ 1) f(xn,k, n, k)
2n−2
n(n+ 1) .
Hence  is not neutral. 
Remark 5.5. In [12,13], Levin imposed extra conditions on tests which allow one to ﬁnd a
lower semicomputable neutral semimeasure. A typical (doubtless reasonable) consequence
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of these conditions would be that if outcome x is random with respect to measures  and 
then it is also random with respect to (+ )/2.
Remark 5.6. The universal lower semicomputable semimeasurem(x) has a certain prop-
erty similar to neutrality.According to Theorem 3, for every computable measure we have
d(x) += − log(x) − H(x) (where the constant in += depends on ). So, for computable
measures, the expression
d(x) = − log(x)−H(x) (5.5)
can serve as a reasonable deﬁciency of randomness. (We will also use the test t = 2d.) If we
substitute m for  in d(x), we get 0. This substitution is not justiﬁed, of course. The fact
thatm is not a probability measure can be helped, at least overN, using compactiﬁcation as
above, and extending the notion of randomness tests. But the test d can replace d only for
computable , whilem is not computable. Anyway, this is the sense in which all outcomes
might be considered random with respect tom, and the heuristic sense in whichmmay still
be considered “neutral”.
Remark 5.7. Solomonoff proposed the use of a universal lower semicomputable semimea-
sure (actually, a closely related structure) for inductive inference in [18]. He proved in [19]
that sequences emitted by any computable probability distribution can be predicted well by
his scheme. It may be interesting to see whether the same prediction scheme has stronger
properties when used with the truly neutral measure M of the present paper.
6. Relative entropy
Some properties of description complexity make it a good expression of the idea of
individual information content.
6.1. Entropy
The entropy of a discrete probability distribution  is deﬁned as
H() = −∑
x
(x) log(x).
To generalize entropy to continuous distributions the relative entropy is deﬁned as follows.
Let ,  be two measures, where  is taken (typically, but not always) to be a probability
measure, and  is another measure that can also be a probability measure but is most
frequently not. We deﬁne the relative entropy H() as follows. If  is not absolutely
continuous with respect to , thenH() = −∞. Otherwise, writing
d
d
= (dx)
(dx)
=: f (x)
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for the (Radon–Nikodym) derivative (density) of  with respect to , we deﬁne
H() = −
∫
log
d
d
d = −x log (dx)
(dx)
= −xf (x) log f (x).
Thus,H() = H#() is a special case.
Example 6.1. Let f (x) be a probability density function for the distribution  over the real
line, and let 	 be the Lebesgue measure there. Then
H	() = −
∫
f (x) log f (x) dx.
In information theory and statistics, when both  and  are probability measures,−H()
is also denotedD( ‖ ), and called (after Kullback) the information divergence of the two
measures. It is frequently used in the role of a distance between  and . It is not symmetric,
but can be shown to obey the triangle inequality, and to be nonnegative. Let us prove the
latter property: in our terms, it says that relative entropy is nonpositive when both  and 
are probability measures.
Proposition 6.2. Over a space X, we have
H() − (X) log (X)(X) . (6.1)
In particular, if (X)(X) thenH()0.
Proof. The inequality −a ln a − a ln b+ b− a expresses the concavity of the logarithm
function. Substituting a = f (x) and b = (X)/(X) and integrating by ,
(ln 2)H()=−xf (x) ln f (x) − (X) ln (X)(X) +
(X)
(X)
(X)− (X)
=−(X) ln (X)
(X)
,
giving (6.1). 
The following theorem generalizes an earlier known theorem stating that over a discrete
space, for a computablemeasure, entropy iswithin an additive constant the same as “average
complexity”:H() += xH(x).
Theorem 8. Let  be a probability measure. Then we have
H()xH(x | ). (6.2)
If X is a discrete space then the following estimate also holds:
H() +> xH(x | ). (6.3)
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Proof. Let  be themeasurewith density t(x |)with respect to : t(x |) = (dx)/(dx).
Then (X)1. It is easy to see from themaximality property of t(x | ) that t(x | ) > 0;
therefore according to Proposition B.9, we have (dx)/(dx) = ((dx)/(dx))−1. Using
Proposition B.9 and 6.2,
H()=−x log (dx)(dx) ,
−xH(x | )= x log (dx)(dx) = −
x log
(dx)
(dx)
,
H()− xH(x | )=−x log (dx)(dx)  − (X) log
(X)
(X)
0.
This proves (6.2).
Over a discrete space X, the function (x,, ) → (dx)/(dx) = (x)/(x) is com-
putable; therefore by the maximality property of H(x | ) we have (dx)/(dx) ∗< t(x |
), henceH() = −x log(dx)/(dx) +> xH(x | ). 
6.2. Addition theorem
The most important information-theoretical property of description complexity is the
following theorem (see, for example, [14]):
Proposition 6.3 (Addition Theorem). We have H(x, y) += H(x)+H(y | x,H(x)).
Mutual information is deﬁned as I (x : y) = H(x)+H(y)−H(x, y). By the Addition
Theorem, we have I (x : y) += H(y) − H(y | x, H(x)) += H(x) − H(x | y, H(y)).
The two latter expressions show that, in some sense, I (x : y) is the information held in
x about y as well as the information held in y about x. (The terms H(x), H(y) in the
conditions are logarithmic-sized corrections to this idea.) Using (5.5), it is interesting to
view mutual information I (x : y) as a deﬁciency of randomness of the pair (x, y) in terms
of the expression d, with respect to m×m:
I (x : y) = H(x)+H(y)−H(x, y) = dm×m(x, y).
Taking m as a kind of “neutral” probability, even if it is not quite such, allows us to view
I (x : y) as a “deﬁciency of independence”. Is it also true that I (x : y) += dm×m(x)? This
would allow us to deduce, as Levin did, “information conservation” laws from randomness
conservation laws. 1
Expression dm×m(x) must be understood again in the sense of compactiﬁcation, as in
Section 5. There seem to be two reasonable ways to compactify the spaceN×N: we either
compactify it directly, by adding a symbol∞, or we form the productN×N.With either of
them, preservingTheorem 3, wewould have to checkwhetherH(x, y | m×m) += H(x, y).
But, knowing the functionm(x)×m(y)we know the function x → m(x) ∗= m(x)×m(0),
and hence also the function (x, y) → m(x, y) = m(〈x, y〉), where 〈x, y〉 is any ﬁxed
1We cannot use the test t for this, since—as it can be shown easily—it does not obey randomness conservation.
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computable pairing function. Using this knowledge, it is possible to develop an argument
similar to the proof of Theorem 7, showing thatH(x, y | m×m) += H(x, y) does not hold.
Question 1. Is there a neutral measure M with the property I (x : y) = dM×M(x, y)?
Is this true maybe for all neutral measures M? If not, how far apart are the expressions
dM×M(x, y) and I (x : y) from each other?
The Addition Theorem (Proposition 6.3) can be generalized to the algorithmic entropy
H(x) introduced in (4.1) (a somewhat similar generalization appeared in [23]). The gen-
eralization, deﬁning H, = H×, is
H,(x, y)
+= H(x | )+H(y | x, H(x | ), ). (6.4)
Before proving the general addition theorem, we establish a few useful facts.
Proposition 6.4. We have
H(x | ) +< − log y2−H,(x,y).
Proof. The function f (x,, ) that is the right-hand side, is upper semicomputable by
deﬁnition, and obeys x2−f (x,,)1. Therefore the inequality follows from the minimum
property of H(x). 
Let us generalize the minimum property of H(x).
Proposition 6.5. Let (x, y, ) → f(x, y) be a nonnegative lower semicomputable func-
tion with F(x) = log yf(x, y). Then for all x with F(x) > −∞ we have
H(y | x, "F(x)#) +< − log f(x, y)+ F(x).
Proof. Let us construct a lower semicomputable function (x, y,m, ) → g(x, y,m) for
integers m with the property that yg(x, y,m)2−m, and for all x with F(x) −m we
have g(x, y,m) = f(x, y). Such a g can be constructed by watching the approximation
of f grow and cutting it off as soon as it would give F(x) > −m. Now (x, y,m, ) →
2mg(x, y,m) is a uniform conditional test of y and hence it is
∗
< 2−H(y|x,m). To ﬁnish the
proof, substitute −"F(x)# for m and rearrange. 
Let z ∈ N, then the inequality
H(x)
+
< H(z)+H(x | z) (6.5)
will be a simple consequence of the general addition theorem. The following lemma, needed
in the proof of the theorem, generalizes this inequality somewhat:
Lemma 6.6. For a computable function (y, z) → f (y, z) overN, we have
H(x | y) +< H(z)+H(x | f (y, z)).
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Proof. The function
(x, y,) → g(x, y) =∑
z
2−H(x|f (y,z))−H(z)
is lower semicomputable, and xg(x, y)
∑
z 2−H(z)1. Hence g(x, y)
∗
< 2−H(x|y).
The left-hand side is a sum, and hence the inequality holds for each element of the sum:
just what we had to prove. 
Asmentioned above, the theory generalizes tomeasures that are not probabilitymeasures.
Taking f(x, y) = 1 in Proposition 6.5 gives the inequality
H(x | "log(X)#) +< log(X),
with a physical meaning when  is the phase space measure. Using (6.5), this implies
H(x)
+
< log(X)+H("log(X)#). (6.6)
The following simple monotonicity property will be needed:
Lemma 6.7. For i < j we have
i +H(x | i) +< j +H(x | j).
Proof. From Lemma 6.6, with f (i, n) = i + n we have
H(x | i)−H(x | j) +< H(j − i) +< j − i. 
Theorem 9 (General addition). The following inequality holds:
H,(x, y)
+= H(x | )+H(y | x, H(x | ), ).
Proof. To prove the inequality +<, let us deﬁne
G,(x, y,m) = min
im
i +H(y | x, i,).
Function G,(x, y,m) is upper semicomputable and decreasing in m. Therefore
G,(x, y) = G,(x, y,H(x | ))
is also upper semicomputable since it is obtained by substituting an upper semicomputable
function for m in G,(x, y,m). Lemma 6.7 implies
G,(x, y,m)
+=m+H(y | x,m,),
G,(x, y)
+=H(x | )+H(y | x,H(x | ),).
Now, we have
y2−m−H(y|x,m,)  2−m,
y2−G,(x,y) ∗< 2−H(x|).
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Therefore xy2−G ∗< 1, implying H,(x, y)
+
< G,(x, y) by the minimality property of
H,(x, y). This proves the
+
< half of our theorem.
To prove the inequality +>, let
f(x, y,)= 2−H,(x,y),
F(x,)= log yf(x, y,).
According to Proposition 6.5,
H(y | x, "F #,) +<− log f(x, y,)+ F(x,),
H,(x, y)
+
>−F +H(y | x, $−F %,).
Proposition 6.4 implies−F(x,) +> H(x | ). The monotonicity lemma 6.7 implies from
here the +> half of the theorem. 
6.3. Some special cases of the addition theorem; information
The function H(·) behaves quite differently for different kinds of measures . Recall
the following property of complexity:
H(f (x) | y) +< H(x | g(y)) +< H(x) (6.7)
for any computable functions f, g. This implies
H(y)
+
< H(x, y).
In contrast, if  is a probability measure then
H(y)
+
> H,(x, y).
This comes from the fact that 2−H(y) is a test for × .
Let us explore some of the consequences and meanings of the additivity property. As
noted in (4.2), the subscript  can always be added to the condition: H(x) += H(x | ).
Similarly, we have
H,(x, y) :=H×(x, y) += H×(x, y | × ) += H×(x, y | , )
=:H,(x, y | , ),
where only before-last inequality requires new (easy) consideration.
Let us assume that X = Y = ∗, the discrete space of all strings. With general ,  such
that (x), (x) = 0 for all x, using (4.6), the addition theorem specializes to the ordinary
addition theorem, conditioned on , :
H(x, y | , ) += H(x | , )+H(y | x, H(x | , ), , ).
In particular, whenever ,  are computable, this is just the regular addition theorem.
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Just as above we deﬁned mutual information as I (x : y) = H(x) + H(y) − H(x, y),
the new addition theorem suggests a more general deﬁnition
I,(x : y) = H(x | )+H(y | )−H,(x, y).
In the discrete case X = Y = ∗ with everywhere positive (x), (x), this simpliﬁes to
I,(x : y) = H(x | , )+H(y | , )−H(x, y|, ),
which is += I (x : y) in case of computable , . How different can it be for non-computable
, ?
In the general case, even for computable , , it seems worth ﬁnding out how much this
expression depends on the choice of , . Can one arrive at a general, natural deﬁnition of
mutual information along this path?
7. Conclusion
When uniform randomness tests are deﬁned in as general a form as they were here,
the theory of information conservation does not ﬁt nicely into the theory of randomness
conservation as it did with [12,13]. Still, it is worth laying the theory onto broad foundations
that, we hope, can serve as a basis for further development.
Appendix A. Topological spaces
Given two sets X, Y , a partial function f from X to Y, deﬁned on a subset of Y, will be
denoted as
f :⊆ X → Y.
A.1. Topology
A topology on a set X is deﬁned by a class  of its subsets called open sets. It is required
that the empty set and X are open, and that arbitrary union and ﬁnite intersection of open
sets is open. The pair (X, ) is called a topological space. A topology ′ on X is called
larger, or ﬁner than  if ′ ⊇ . A set is called closed if its complement is open. A set B is
called the neighborhood of a set A if B contains an open set that contains A. We denote by
A,Ao the closure (the intersection of all closed sets containing A) and the interior of A (the
union of all open sets in A), respectively. Let
A = A \ Ao
denote the boundary of set A. A base is a subset  of  such that every open set is the union
of some elements of . A neighborhood of a point is a base element containing it. A base
of neighborhoods of a point x is a set N of neighborhoods of x with the property that each
neighborhood of x contains an element of N. A subbase is a subset  of  such that every
open set is the union of ﬁnite intersections from .
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Example A.1.
1. Let X be a set, and let  be the set of all points of X. The topology with base  is the
discrete topology of the set X. In this topology, every subset of X is open (and closed).
2. Let X be the real line R, and let R be the set of all open intervals (a; b). The topology
R obtained from this base is the usual topology of the real line. When we refer to R
as a topological space without qualiﬁcation, this is the topology we will always have in
mind.
3. Let X = R = R ∪ {−∞,∞}, and let R consist of all open intervals (a; b) and in
addition of all intervals of the forms [−∞; a) and (a; ∞]. It is clear how the space R+
is deﬁned.
4. Let X be the real line R. Let >R be the set of all open intervals (−∞; b). The topology
with base >R is also a topology of the real line, different from the usual one. Similarly,
let <R be the set of all open intervals (b; ∞).
5. On the space , let C = {A : A ⊆ ∗} be called the topology of the Cantor space
(over ).
A set is called a G set if it is a countable intersection of open sets, and it is an F set if
it is a countable union of closed sets.
For two topologies 1, 2 over the same set X, we deﬁne the topology 1 ∨ 2 = 1 ∩ 2,
and 1 ∧ 2 as the smallest topology containing 1 ∪ 2. In the example topologies of the
real numbers above, we have R = <R ∧ >R.
We will always require the topology to have at least the T0 property: every point is
determined by the class of open sets containing it. This is the weakest one of a number of
other possible separation properties: both topologies of the real line in the example above
have it. A stronger such property would be the T2 property: a space is called a Hausdorff
space, or T2 space, if for every pair of different points x, y there is a pair of disjoint open
setsA,B with x ∈ A, y ∈ B. The real line with topology >R in ExampleA.1.4 above is not
a Hausdorff space. A space is Hausdorff if and only if every open set is the union of closed
neighborhoods.
Given two topological spaces (Xi, i ) (i = 1, 2), a function f :⊆ X1 → X2 is called
continuous if for every open set G ⊂ X2 its inverse image f−1(G) is also open. If the
topologies 1, 2 are not clear from the context then we will call the function (1, 2)-
continuous. Clearly, the property remains the same if we require it only for all elements G
of a subbase of X2. If there are two continuous functions between X andY that are inverses
of each other then the two spaces are called homeomorphic. We say that f is continuous at
point x if for every neighborhoodV of f (x) there is a neighborhoodU of xwith f (U) ⊆ V .
Clearly, f is continuous if and only if it is continuous in each point.
A subspace of a topological space (X, ) is deﬁned by a subset Y ⊆ X, and the topology
Y = {G ∩ Y : G ∈ }, called the induced topology on Y. This is the smallest topology on
Y making the identity mapping x → x continuous. A partial function f :⊆ X → Z with
dom(f) = Y is continuous iff f : Y → Z is continuous.
For two topological spaces (Xi, i ) (i = 1, 2), we deﬁne the product topology on their
productX×Y : this is the topology deﬁned by the subbase consisting of all setsG1×X2 and
all sets X1 ×G2 with Gi ∈ i . The product topology is the smallest topology making the
projection functions (x, y) → x, (x, y) → y continuous. Given topological spacesX, Y,Z
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we call a two-argument function f : X×Y → Z continuous if it is continuous as a function
from X × Y to Z. The product topology is deﬁned similarly for over the product∏i∈I Xi
of an arbitrary number of spaces, indexed by some index set I. We say that a function is
(1, . . . , n,)-continuous if it is (1 × · · · × n,)-continuous.
Example A.2.
1. The space R × R with the product topology has the usual topology of the Euclidean
plane.
2. Let X be a set with the discrete topology, and X the set of inﬁnite sequences with
elements from X, with the product topology. A base of this topology is provided by all
sets of the form uX where u ∈ X∗. The elements of this base are closed as well as
open.WhenX = {0, 1}, this topology is the usual topology of inﬁnite binary sequences.
A real function f : X1 → R is called continuous if it is (1, R)-continuous. It is called
lower semicontinuous if it is (1, <R)-continuous. The deﬁnition of upper semicontinuity
is similar. Clearly, f is continuous if and only if it is both lower and upper semicontinuous.
The requirement of lower semicontinuity of f is that for each r ∈ R, the set {x : f (x) > r}
is open. This can be seen to be equivalent to the requirement that the single set {(x, r) :
f (x) > r} is open. It is easy to see that the supremum of any set of lower semicontinuous
functions is lower semicontinuous.
Let (X, ) be a topological space, and B a subset of X. An open cover of B is a family of
open sets whose union contains B. A subset K of X is said to be compact if every open cover
of K has a ﬁnite subcover. Compact sets have many important properties: for example, a
continuous function over a compact set is bounded.
Example A.3.
1. Every ﬁnite discrete space is compact. An inﬁnite discrete space X = (X, ) is not
compact, but it can be turned into a compact space X by adding a new element called
∞: let X = X ∪ {∞} and  = ∪ {X \A : A ⊂ X closed}. More generally, this simple
operation can be performed with every space that is locally compact, that each of its
points has a compact neighborhood.
2. In a ﬁnite-dimensional Euclidean space, every bounded closed set is compact.
3. It is known that if (Xi )i∈I is a family of compact spaces then their direct product is also
compact.
A subsetK of X is said to be sequentially compact if every sequence inK has a convergent
subsequence with limit in K. The space is locally compact if every point has a compact
neighborhood.
A.2. Metric spaces
In our examples for metric spaces, and later in our treatment of the space of probability
measures, we refer to [2]. A metric space is given by a set X and a distance function
d : X × X → R+ satisfying the triangle inequality d(x, z)d(x, y) + d(y, z) and also
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the property that d(x, y) = 0 implies x = y. For r ∈ R+, the sets
B(x, r) = {y : d(x, y) < r}, B(x, r) = {y : d(x, y)r}
are called the open and closed balls with radius r and center x. A metric space is also
a topological space, with the base that is the set of all open balls. Over this space, the
distance function d(x, y) is obviously continuous. Each metric space is a Hausdorff space;
moreover, it has the following stronger property. For every pair of different points x, y there
is a continuous function f : X → Rwith f (x) = f (y). (To see this, take f (z) = d(x, z).)
This is called the T3 property. A metric space is bounded when d(x, y) has an upper bound
on X. A topological space is called metrizable if its topology can be derived from some
metric space.
Notation. For an arbitrary set A and point x let
d(x,A)= inf
y∈A d(x, y),
A = {x : d(x,A) < }. (A.1)
Example A.4.
1. The real line with the distance d(x, y) = |x − y| is a metric space. The topology of this
space is the usual topology R of the real line.
2. The space R × R with the Euclidean distance gives the same topology as the product
topology of R× R.
3. An arbitrary set X with the distance d(x, y) = 1 for all pairs x, y of different elements
is a metric space that induces the discrete topology on X.
4. Let X be a bounded metric space, and let Y = X be the set of inﬁnite sequences
x = (x1, x2, . . .) with distance function d(x, y) =∑i 2−id(xi, yi). The topology of
this space is the same as the product topology deﬁned in Example A.2.2.
5. Let X be a metric space, and let Y = X be the set of inﬁnite bounded sequences
x = (x1, x2, . . .) with distance function d(x, y) = supi d(xi, yi).
6. Let X be a metric space, and let C(X) be the set of bounded continuous functions over X
with distance function d ′(f, g) = supx d(f (x), g(x)). A special case is C[0; 1] where
the interval [0; 1] of real numbers has the usual metric.
7. Let l2 be the set of inﬁnite sequences x = (x1, x2, . . .) of real numbers with the property
that
∑
i x
2
i <∞. The metric is given by the distance d(x, y) = (
∑
i |xi − yi |2)1/2.
A topological space has the ﬁrst countability property if each point has a countable base of
neighborhoods. Every metric space has the ﬁrst countability property since we can restrict
ourselves to balls with rational radius. Given a topological space (X, ) and a sequence x =
(x1, x2, . . .) of elements of X, we say that x converges to a point y if for every neighborhood
G of y there is a k such that for all m > k we have xm ∈ G. We will write y = limn→∞ xn.
It is easy to show that if spaces (Xi, i ) (i = 1, 2) have the ﬁrst countability property then
a function f : X → Y is continuous if and only if for every convergent sequence (xn) we
have f (limn xn) = limn f (xn). A topological space has the second countability property if
the whole space has a countable base. For example, the spaceR has the second countability
property for all three topologies R, <R, 
>
R. Indeed, we also get a base if instead of taking
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all intervals, we only take intervals with rational endpoints. On the other hand, the metric
space of Example A.4.5 does not have the second countability property. In a topological
space (X, ), a set B of points is called dense at a point x if it intersects every neighborhood
of x. It is called everywhere dense, or dense, if it is dense at every point. A metric space is
called separable if it has a countable everywhere dense subset. This property holds if and
only if the space as a topological space has the second countability property.
Example A.5. In Example A.4.6, for X = [0; 1], we can choose as our everywhere dense
set the set of all polynomialswith rational coefﬁcients, or alternatively the set of all piecewise
linear functions whose graph has ﬁnitely many nodes at rational points.
Let X be a metric space, and let C(X) be the set of bounded continuous functions over X
with distance function d ′(f, g) = supx d(f (x), g(x)). A special case is C[0; 1] where the
interval [0; 1] of real numbers has the usual metric.
Let (X, d) be a metric space and a = (a1, a1, . . .) an inﬁnite sequence. A metric space
is called complete if every Cauchy sequence in it has a limit. It is well-known that ev-
ery metric space can be embedded (as an everywhere dense subspace) into a complete
space.
It is easy to see that in a metric space, every closed set is a G set (and every open set is
an F set).
Example A.6. Consider the set D[0; 1] of functions over [0; 1] that are right continuous
and have left limits everywhere. The book [2] introduces two different metrics for them:
the Skorohod metric d and the d0 metric. In both metrics, two functions are close if a slight
monotonic continuous deformation of the coordinate makes them uniformly close. But in
the d0 metric, the slope of the deformation must be close to 1. It is shown that the two
metrics give rise to the same topology; however, the space with metric d is not complete,
and the space with metric d0 is.
Let (X, d) be a metric space. It can be shown that a subset K of X is compact if and only
if it is sequentially compact. Also, K is compact if and only if it is closed and for every ,
there is a ﬁnite set of -balls (balls of radius ) covering it.
We will develop the theory of randomness over separable complete metric spaces. This
is a wide class of spaces encompassing most spaces of practical interest. The theory would
be simpler if we restricted it to compact or locally compact spaces; however, some impor-
tant spaces like C[0; 1] (the set of continuous functions over the interval [0; 1], with the
maximum difference as their distance) are not locally compact.
Given a function f : X → Y between metric spaces and  > 0, let Lip(X,Y) de-
note the set of functions (called the Lipschitz() functions, or simply Lipschitz functions)
satisfying
dY (f (x), f (y))dX(x, y). (A.2)
All these functions are uniformly continuous. Let Lip(X) = Lip(X,R) =⋃ Lip be the
set of real Lipschitz functions over X.
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Appendix B. Measures
For a survey of measure theory, see for example [16].
B.1. Set algebras
A (Boolean set-) algebra is a set of subsets of some set X closed under intersection and
complement (and then, of course, under union). It is a -algebra if it is also closed under
countable intersection (and then, of course, under countable union). A semialgebra is a set
L of subsets of some set X closed under intersection, with the property that the complement
of every element of L is the disjoint union of a ﬁnite number of elements of L. If L is a
semialgebra then the set of ﬁnite unions of elements of L is an algebra.
Example B.1.
1. The set L1 of left-closed intervals of the line (including intervals of the form (−∞; a))
is a semialgebra.
2. The set L2 of all intervals of the line (which can be open, closed, left-closed or right-
closed) is a semialgebra.
3. In the set {0, 1} of inﬁnite 0–1-sequences, the set L3 of all subsets of the form u{0, 1}
with u ∈ {0, 1}∗ is a semialgebra.
4. The -algebra B generated by L1 is the same as the one generated by L2, and is also the
same as the one generated by the set of all open sets: it is called the family of Borel sets
of the line. The Borel sets of the extended real line R are deﬁned similarly.
5. Given -algebrasA,B in sets X, Y , the product -algebraA×B in the space X× Y is
the one generated by all elements A× Y and X × B for A ∈ A and B ∈ B.
B.2. Measures
A measurable space is a pair (X,S) where S is a -algebra of sets of X. A measure
on a measurable space (X,S) is a function  : B → R+ that is -additive: this means
that for every countable family A1, A2, . . . of disjoint elements of S we have (⋃i Ai) =∑
i (Ai). A measure  is -ﬁnite if the whole space is the union of a countable set of
subsets whose measure is ﬁnite. It is ﬁnite if (X) < ∞. It is a probability measure if
(X) = 1.
It is important to understand how a measure can be deﬁned in practice. Algebras are
generally simpler to grasp constructively than -algebras; semialgebras are yet simpler.
Suppose that  is deﬁned over a semialgebra L and is additive. Then it can always be
uniquely extended to an additive function over the algebra generated by L. The following
is an important theorem of measure theory.
Proposition B.2. Suppose that a nonnegative set function deﬁned over a semialgebra L is
-additive. Then it can be extended uniquely to the -algebra generated by L.
Example B.3.
1. Let x be point and let (A) = 1 if x ∈ A and 0 otherwise. In this case, we say that  is
concentrated on the point x.
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2. Consider the line R, and the algebra L1 deﬁned in Example B.1.1. Let f : R→ R be a
monotonic real function. We deﬁne a set function over L1 as follows. Let [ai; bi), (i =
1, . . . , n) be a set of disjoint left-closed intervals. Then (⋃i [ai; bi)) = ∑i f (bi) −
f (ai). It is easy to see that  is additive. It is -additive if and only if f is left-continuous.
3. Let B = {0, 1}, and consider the set B of inﬁnite 0–1-sequences, and the semialgebra
L3 of Example B.1.3. Let  : B∗ → R+ be a function. Let us write (uB) = (u)
for all u ∈ B∗. Then it can be shown that the following conditions are equivalent:  is
-additive over L3; it is additive over L3; the equation (u) = (u0)+ (u1) holds for
all u ∈ B∗.
4. The nonnegative linear combination of any ﬁnite number of measures is also a measure.
In this way, it is easy to construct arbitrary measures concentrated on a ﬁnite number of
points.
5. Given two measure spaces (X,A,) and (Y,B, ), it is possible to deﬁne the product
measure ×  over the measurable space (X× Y,A× B). The deﬁnition is required to
satisfy × (A× B) = (A)× (B), and is determined uniquely by this condition. If
 is a probability measure then, of course, (A) = × (A× Y ).
Remark B.4. Example B.3.3 shows a particularly attractive way to deﬁne measures. Keep
splitting the values (u) in an arbitrary way into (u0) and (u1), and the resulting values
on the semialgebra deﬁne a measure. Example B.3.2 is less attractive, since in the process
of deﬁning  on all intervals and only keeping track of ﬁnite additivity, we may end up
with a monotonic function that is not left continuous, and thus with a measure that is not
-additive. In the subsection on probability measures over a metric space, we will ﬁnd that
even on the real line, there is a way to deﬁne measures in a step-by-step manner, and only
checking for consistency along the way.
A probability space is a triple (X,S, P ), where (X,S) is a measurable space and P is a
probability measure over it.
Let (Xi,Si ) (i = 1, 2) be measurable spaces, and let f : X → Y be a mapping. Then f
is measurable if and only if for each element B of S2, its inverse image f−1(B) is in S1. If
1 is a measure over (X1,S1), then 2 deﬁned by 2(A) = 1(f−1(A)) is a measure over
X2 called the measure induced by f.
B.3. Integral
A measurable function f : X → R is called a step function if its range is ﬁnite. The set
of step functions is closed with respect to linear combinations and also with respect to the
operations ∧,∨. Such a set of functions is called a Riesz space.
Given a step function which takes values xi on sets Ai , and a ﬁnite measure , we deﬁne
(f ) = f =
∫
f d =
∫
f (x)(dx) =∑
i
xi(Ai).
This is a linear positive functional on the set of step functions. Moreover, it can be shown
that it is continuous on monotonic sequences: if fi ↘ 0 then fi ↘ 0. The converse can
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also be shown. Let  be a linear positive functional on step functions that is continuous on
monotonic sequences. Then the set function (A) = (1A) is a ﬁnite measure.
Proposition B.5. Let E be any Riesz space of functions with the property that 1 ∈ E . Let 
be a positive linear functional on E continuous on monotonic sequences, with 1 = 1. The
functional  can be extended to the set E+ of monotonic limits of nonnegative elements of E ,
by continuity. In case E is the set of all step functions, the set E+ is the set of all nonnegative
measurable functions.
Let us ﬁx a ﬁnite measure  over a measurable space (X,S). A measurable function
f is called integrable with respect to  if |f |+ < ∞ and |f |− < ∞. In this case,
we deﬁne f = |f |+ − |f |−. The set of integrable functions is a Riesz space, and
the positive linear functional  on it is continuous with respect to monotonic sequences.
The continuity over monotonic sequences also implies the following bounded convergence
theorem.
Proposition B.6. Suppose that functionsfn are integrable and |fn| < g for some integrable
function g. Then f = limn fn is integrable and f = limn fn.
Two measurable functions f, g are called equivalent with respect to  if (f − g) = 0.
For two-dimensional integration, the following theorem holds.
Proposition B.7. Suppose that function f (·, ·) is integrable over the space (X × Y,A ×
B,× ). Then for -almost all x, the function f (x, ·) is integrable over (Y,B, ), and the
function x → yf (x, y) is integrable over (X,A,) with (× )f = xyf .
B.4. Density
Let ,  be two measures over the same measurable space. We say that  is absolutely
continuous with respect to , or that  dominates , if for each set A, (A) = 0 implies
(A) = 0. It can be proved that this condition is equivalent to the condition that there is a
positive real number c with c. Every nonnegative integrable function f deﬁnes a new
measure  via the formula (A) = (f · 1A). This measure  is absolutely continuous with
respect to . The Radon–Nikodym Theorem says that the converse is also true.
Proposition B.8 (Radon–Nikodym Theorem). If  is dominated by  then there is a non-
negative integrable function f such that (A) = (f · 1A) for all measurable sets A. The
function f is deﬁned uniquely to within equivalence with respect to .
The function f of the Radom–Nikodym Theorem above is called the density of  with
respect to . We will denote it by
f (x) = (dx)
(dx)
= d
d
.
The following theorem is also standard.
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Proposition B.9.
(a) Let , ,  be measures such that  is absolutely continuous with respect to  and  is
absolutely continuous with respect to . Then the “chain rule” holds:
d
d
= d
d
d
d
. (B.1)
(b) If (dx)/(dx) > 0 for all x then  is also absolutely continuous with respect to  and
(dx)/(dx) = ((dx)/(dx))−1.
Let ,  be two measures, then both are dominated by some measure  (for example by
 = +). Let their densities with respect to  be f and g. Then we deﬁne the total variation
distance of the two measures as
D(, ) = (|f − g|).
It is independent of the dominating measure .
Example B.10. Suppose that the space X can be partitioned into disjoint sets A,B such
that (A) = (B) = 0. Then D(, ) = (A)+ (B) = (X)+ (X).
B.5. Random transitions
Let (X,A), (Y,B) be two measurable spaces (deﬁned in Section B.2). We follow the
deﬁnition given in [16]. Suppose that a family of probability measures  = {	x : x ∈ X}
on B is given.We call it a probability kernel (or Markov kernel, or conditional distribution)
if the map x → 	xB is measurable for each B ∈ B. When X, Y are ﬁnite sets then 	 is a
Markov transition matrix. The following theorem shows that 	 assigns a joint distribution
over the space (X × Y,A× B) to each input distribution .
Proposition B.11. For each nonnegative A× B-measurable function f over X × Y ,
1. the function y → f (x, y) is B-measurable for each ﬁxed x;
2. x → 	yxf (x, y) is A-measurable;
3. the integral f → x	yxf (x, y) deﬁnes a measure on A× B.
According to this proposition, given a probability kernel , to each measure  over A
corresponds a measure over A× B. We will denote its marginal over B as
∗. (B.2)
For every measurable function g(y) overY, we can deﬁne the measurable function f (x) =
	xg = 	yxg(y): we write
f = g. (B.3)
The operator  is linear, and monotone with 1 = 1. By these deﬁnitions, we have
(g) = (∗)g. (B.4)
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Example B.12. Let h : X → Y be a measurable function, and let 	x be the measure
h(x) concentrated on the point h(x). This operator, denoted h, is, in fact, a deterministic
transition, and we have hg = g ◦ h. In this case, we will simplify the notation as follows:
h∗ = ∗h.
B.6. Probability measures over a metric space
We follow the exposition of [2].Whenever we deal with probability measures on a metric
space, we will assume that our metric space is complete and separable (Polish). Let X =
(X, d) be a complete separable metric space. It gives rise to a measurable space, where the
measurable sets are the Borel sets of X. It can be shown that if A is a Borel set and  is a
ﬁnite measure, then there are sets F ⊆ A ⊆ G where F is an F set, G is a G set, and
(F ) = (G). LetB be a base of open sets closed under intersections. Then it can be shown
that  is determined by its values on elements of B. The following proposition follows then
essentially from Proposition B.2.
Proposition B.13. Let B∗ be the set algebra generated by the above base B, and let  be
any -additive set function on B∗ with (X) = 1. Then  can be extended uniquely to a
probability measure.
We say that a set A is a continuity set of measure  if (A) = 0: the boundary of A has
measure 0.
B.6.1. Weak topology
Let
M(X)
be the set of probability measures on the metric space X. Let
x
be a probability measure concentrated on point x. Let xn be a sequence of points converging
to point x but with xn = x. We would like to say that xn converges to x . But the total
variation distance D(xn, x) is 2 for all n. This suggests that the total variation distance
is not generally the best way to compare probability measures over a metric space. We say
that a sequence of probability measures n over a metric space (X, d) weakly converges
to measure  if for all bounded continuous real functions f over X we have nf → f .
This topology of weak convergence (M, w) can be deﬁned using a number of different
subbases. The one used in the original deﬁnition is the subbase consisting of all sets of the
form
Af,c = { : f < c}
for bounded continuous functions f and real numbers c. We also get a subbase (see, for
example, [16]) if we restrict ourselves to the set Lip(X) of Lipschitz functions deﬁned
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in (A.2). Another possible subbase giving rise to the same topology consists of all sets of
the form
BG,c = { : (G) > c} (B.5)
for open setsG and real numbers c. Let us ﬁnd some countable subbases. Since the spaceX
is separable, there is a sequence U1, U2, . . . of open sets that forms a base. We can restrict
the subbase of the space of measures to those sets BG,c where G is the union of a ﬁnite
number of base elementsUi and c is rational. Thus, the space (M, w) itself has the second
countability property.
It is more convenient to deﬁne a countable subbase using bounded continuous functions f,
since  → f is continuous on such functions, while  → U is typically not continuous
when U is an open set. Let F0 be the set of functions introduced before (2.1). Let
F1
be the set of functions fwith the property that f is theminimumof a ﬁnite number of elements
of F0. Note that each element f of F1 is bounded between 0 and 1, and from its deﬁnition,
we can compute a bound  such that f ∈ Lip.
Proposition B.14. The following conditions are equivalent:
1. n weakly converges to .
2. nf → f for all f ∈ F1.
3. For every Borel set A, that is a continuity set of , we have n(A)→ (A).
4. For every closed set F, lim infn n(F )(F ).
5. For every open set G, lim supn n(G)(G).
As a subbase
M (B.6)
forM(x), we choose the sets { : f < r} and { : f > r} for all f ∈ F1 and r ∈ Q. Let
E be the set of functions introduced in (2.1). It is a Riesz space as deﬁned in Section B.3.
A reasoning combining Propositions B.2 and B.5 gives the following.
Proposition B.15. Suppose that a positive linear functional  with 1 = 1 is deﬁned on E
that is continuous with respect to monotone convergence. Then  can be extended uniquely
to a probability measure over X with f = ∫ f (x)(dx) for all f ∈ E .
B.6.2. Prokhorov distance
The deﬁnition of measures in the style of Proposition B.15 is not sufﬁciently constructive.
Consider a gradual deﬁnition of the measure , extending it to more and more elements of
E , while keeping the positivity and linearity property. It can happen that the function  we
end up with in the limit is not continuous with respect to monotone convergence. Let us
therefore metrize the space of measures: then an arbitrary measure can be deﬁned as the
limit of a Cauchy sequence of simple measures.
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One metric that generates the topology of weak convergence is the Prokhorov distance
p(, ): the inﬁmum of all those  for which, for all Borel sets A, we have (using the
notation (A.1))
(A)(A)+ .
It can be shown that this is a distance and it generates the weak topology. The following
result helps visualize this distance:
Proposition B.16 (Coupling Theorem, see Strassen [21]). Let,  be twoprobabilitymea-
sures over a complete separable metric spaceX with p(, ). Then there is a probability
measurePon the spaceX×Xwithmarginalsand  such that for a pair of randomvariables
(, ) having joint distribution P we have
P {d(, ) > }.
Since this topology has the second countability property, the metric space deﬁned by the
distance p(·, ·) is separable. This can also be seen directly. Let S be a countable everywhere
dense set of points in X. Consider the set of M0(X) of those probability measures that
are concentrated on ﬁnitely many points of S and assign rational values to them. It can be
shown thatM0(X) is everywhere dense in the metric space (M(X), p); so, this space is
separable. It can also be shown that (M(X), p) is complete. Thus, a measure can be given
as the limit of a sequence of elements 1,2, . . . ofM0(X), where p(i ,i+1) < 2−i .
The deﬁnition of the Prokhorov distance quantiﬁes over all Borel sets. However, in an
important simple case, it can be handled efﬁciently.
Proposition B.17. Assume that measure  is concentrated on a ﬁnite set of points S ⊂ X.
Then the condition p(,) <  is equivalent to the ﬁnite set of conditions
(A) > (A)−  (B.7)
for all A ⊂ S.
B.6.3. Relative compactness
A set  of measures in (M(X), p) is called relatively compact if every sequence of
elements of  contains a convergent subsequence. Relative compactness is an important
property for proving convergence of measures. It has a useful characterization. A set of 
of measures is called tight if for every  there is a compact set K such that (K) > 1 − 
for all  in . Prokhorov’s theorem states (under our assumptions of the separability and
completeness of (X, d)) that a set of measures is relatively compact if and only if it is tight
and if and only if its closure is compact in (M(X), p). In particular, the following fact is
known.
Proposition B.18. The space (M(X), p) of measures is compact if and only if the space
(X, d) is compact.
So, if (X, d) is not compact then the set of measures is not compact. But still, each
measure  is “almost” concentrated on a compact set. Indeed, the one-element set {} is
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compact and therefore by Prokhorov’s theorem tight. Tightness says that for each  a mass
of size 1−  of  is concentrated on some compact set.
Appendix C. Computable analysis
If for some ﬁnite or inﬁnite sequences x, y, z, w, we have z = wxy then we writew ) z
(w is a preﬁx of z) and x z. For integers, we will use the tupling functions
〈i, j〉 = 12 (i + 1)(i + j + 1)+ j, 〈n1, . . . , nk+1〉 = 〈〈n1, . . . , nk〉, nk+1〉.
Inverses: ki (n).
Unless said otherwise, the alphabet  is always assumed to contain the symbols 0 and 1.
After [24], let us deﬁne the wrapping function  : ∗ → ∗ by
(a1a2 · · · an) = 110a10a20 · · · an011. (C.1)
Note that
|(x)| = (2|x| + 5) ∨ 6. (C.2)
For strings x, xi ∈ ∗,p, pi ∈ , k1, appropriate tupling functions 〈x1, . . . , xk〉, 〈x, p〉,
〈p, x〉, etc. can be deﬁned with the help of 〈·, ·〉 and (·).
C.1. Notation and representation
The concepts of notation and representation, as deﬁned in [24], allow us to transfer
computability properties from some standard spaces to many others. Given a countable
set C, a notation of C is a surjective partial mapping  :⊆ N → C. Given some ﬁnite
alphabet  ⊇ {0, 1} and an arbitrary set S, a representation of S is a surjective mapping
 :⊆  → S. A naming system is a notation or a representation. Here are some standard
naming systems:
1. id, the identity over ∗ or .
2. N, Z, Q for the set of natural numbers, integers and rational numbers.
3. Cf :  → 2N, the characteristic function representation of sets of natural numbers, is
deﬁned by Cf(p) = {i : p(i) = 1}.
4. En :  → 2N, the enumeration representation of sets of natural numbers, is deﬁned
by En(p) = w ∈ {∗ : 110n+111 p}.
5. For  ⊆ , En :  → 2∗ , the enumeration representation of subsets of ∗, is
deﬁned by En(p) = w ∈ {∗ : (w) p}.
One can deﬁne names for all computable functions between spaces that are Cartesian
products of terms of the kind∗ and. Then, the notion of computability can be transferred
to other spaces as follows. Let i : Yi → Xi , i = 1, 0 be naming systems of the spaces Xi .
Let f :⊆ X1 → X0, g :⊆ Y1 → Y0. We say that function g realizes function f if
f (1(y)) = 0(g(y)) (C.3)
holds for all y forwhich the left-hand side is deﬁned.Realizationofmulti-argument functions
is deﬁned similarly. We say that a function f : X1 ×X2 → X0 is (1, 2, 0)-computable
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if there is a computable function g :⊆ Y1 × Y2 → Y0 realizing it. In this case, a name for f
is naturally derived from a name of g. 2
For representations , , we write  if there is a computable function f :⊆  → 
with (x) = (f (x)). In words, we say that  is reducible to , or that f reduces (translates)
 to . There is a similar deﬁnition of reduction for notations. We write  ≡  if  and
.
C.2. Constructive topological space
C.2.1. Deﬁnitions
Section A gives a review of topological concepts. A constructive topological space X =
(X,, ) is a topological space over a set X with a subbase  effectively given as a list
 = {(1), (2), . . .}, and having the T0 property (thus, every point is determined uniquely
by the subset of elements of  containing it). By deﬁnition, a constructive topological space
satisﬁes the second countability axiom. 3 We obtain a base
∩
of the space X by taking all possible ﬁnite intersections of elements of . It is easy to
produce an effective enumeration for ∩ from . We will denote this enumeration by ∩.
The product operation is deﬁned over constructive topological spaces in the natural way.
Example C.1.
1. A discrete topological space, where the underlying set is ﬁnite or countably inﬁnite, with
a ﬁxed enumeration.
2. The real line, choosing the base to be the open intervals with rational endpoints with
their natural enumeration. Product spaces can be formed to give the Euclidean plane a
constructive topology.
3. The real line R, with the subbase >R deﬁned as the set of all open intervals (−∞; b)
with rational endpoints b. The subbase <R, deﬁned similarly, leads to another topology.
These two topologies differ from each other and from the usual one on the real line, and
they are not Hausdorff spaces.
4. Let X be a set with a constructive discrete topology, andX the set of inﬁnite sequences
with elements from X, with the product topology: a natural enumerated basis is also easy
to deﬁne.
Due to the T0 property, every point in our space is determined uniquely by the set of open
sets containing it. Thus, there is a representation X of X deﬁned as follows. We say that
X(p) = x if En(p) = w : x ∈ {(w)}. If X(p) = x then we say that the inﬁnite sequence
2Any function g realizing f via (C.3) automatically has a certain extensivity property: if 1(y) = 1(y′) then
g(y) = g(y′).
3 A constructive topological space is an effective topological space as deﬁned in [24], but, for simplicity we
require the notation  to be a total function.
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p is a complete name of x: it encodes all names of all subbase elements containing x. From
now on, we will call X the complete standard representation of the space X. 4
C.2.2. Constructive open sets, computable functions
In a constructive topological space X = (X,, ), a set G ⊆ X is called r.e. open in set
B if there is an r.e. set E withG =⋃w∈E ∩(w)∩B. It is r.e. open if it is r.e. open in X. In
the special kind of spaces in which randomness has been developed until now, constructive
open sets have a nice characterization:
Proposition C.2. Assume that the space X = (X,, ) has the form Y1 × · · · × Yn where
each Yi is either ∗ or . Then a set G is r.e. open iff it is open and the set {(w1, . . . , wn) :⋂
i (wi) ⊂ G} is recursively enumerable.
Proof. The proof is not difﬁcult, but it relies on the discrete nature of the space ∗ and on
the fact that the space  is compact and its base consists of sets that are open and closed
at the same time. 
It is easy to see that if two sets are r.e. open then so is their union. The above remark
implies that a space having the form Y1 × · · · × Yn where each Yi is either ∗ or , and
also the intersection of two recursively open sets is recursively open. We will see that this
statement holds, more generally, in all computable metric spaces.
Let Xi = (Xi,i , i ) be constructive topological spaces, and let f :⊆ X1 → X0 be a
function. As we know, f is continuous iff the inverse image f−1(G) of each open set G is
open. Computability is an effective version of continuity: it requires that the inverse image
of subbase elements is uniformly constructively open. More precisely, f :⊆ X1 → X0 is
computable if the set⋃
V∈∩0
f−1(V )× {V }
is an r.e. open subset ofX1×∩0 . Here the base ∩0 ofX0 is treated as a discrete constructive
topological space, with its natural enumeration. This deﬁnition depends on the enumerations
1, 0. The following theorem (taken from [24]) shows that this computability coincides
with the one obtained by transfer via the representations Xi .
Proposition C.3. For i = 0, 1, let Xi = (Xi,i , i ) be constructive topological spaces.
Then a function f :⊆ X1 → X0 is computable iff it is (X1 , X0)-computable for the
representations Xi deﬁned above.
As a name of a computable function, we can use the name of the enumeration algorithm
derived from the deﬁnition of computability, or the name derivable using this representation
theorem.
4 The book [24] denotes X as ′X instead. We use X only, dispensing with the notion of a “computable”
topological space.
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Remark C.4. As in Proposition C.2, it would be nice to have the following statement, at
least for total functions: “Function f : X1 → X0 is computable iff the set
{(v,w) : ∩1 (w) ⊂ f−1[0(v)]}
is recursively enumerable.” But such a characterization seems to require compactness and
possibly more.
Let us call two spaces X1 and X0 effectively homeomorphic if there are computable
maps between them that are inverses of each other. In the special case when X0 = X1, we
say that the enumerations of subbases 0, 1 are equivalent if the identity mapping is an
effective homeomorphism. This means that there are recursively enumerable sets F,G such
that
1(v) = ⋃
(v,w)∈F
∩0 (w) for all v, 0(w) =
⋃
(w,v)∈G
∩1 (v) for all w.
Lower semicomputability is a constructive version of lower semicontinuity. Let X =
(X,, ) be a constructive topological space. A function f :⊆ X → R+ is called lower
semicomputable if the set {(x, r) : f (x) > r} is r.e. open. Let Y = (R+,<R, <R) be
the effective topological space introduced in Example C.1.2, in which >R is an enumera-
tion of all open intervals of the form (r; ∞] with rational r. It can be seen that f is lower
semicomputable iff it is (, >R)-computable.
C.2.3. Computable elements and sequences
Let U = ({0},0, 0) be the one-element space turned into a trivial constructive topo-
logical space, and let X = (X,, ) be another constructive topological space. We say that
an element x ∈ X is computable if the function 0 → x is computable. It is easy to see that
this is equivalent to the requirement that the set {u : x ∈ (u)} is recursively enumerable.
Let Xj = (Xj ,j , j ), for i = 0, 1, be constructive topological spaces. A sequence fi ,
i = 1, 2, . . . of functions with fi : X1 → X0 is a computable sequence of computable
functions if (i, x) → fi(x) is a computable function. Using the s–m–n theorem of recur-
sion theory, it is easy to see that this statement is equivalent to the statement that there is a
recursive function computing from each i a name for the computable function fi . The proof
of the following statement is not difﬁcult.
Proposition C.5. Let Xi = (Xi,i , i ) for i = 1, 2, 0 be constructive topological spaces,
and let f : X1 ×X2 → X0, and assume that x1 ∈ X1 is a computable element.
1. If f is computable then x2 → f (x1, x2) is also computable.
2. If X0 = R and f is lower semicomputable, then x2 → f (x1, x2) is also lower semi-
computable.
C.3. Computable metric space
Following [4], we deﬁne a computable metric space as a tuple X = (X, d,D, ) where
(X, d) is a metric space, with a countable dense subset D and an enumeration  of D. It
is assumed that the real function d((v), (w)) is computable. As x runs through elements
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of D and r through positive rational numbers, we obtain the enumeration of a countable
basis {B(x, r) : x ∈ D, r ∈ Q} (of balls or radius r and center x) of X, giving rise to a
constructive topological space X˜. Let us call a sequence x1, x2, . . . a Cauchy sequence if
for all i < j we have d(xi, xj )2−i . To connect to the type-2 theory of computability
developed above, the Cauchy-representation X of the space can be deﬁned in a natural
way. It can be shown that as a representation of X˜, it is equivalent to X˜: X ≡ X˜.
Example C.6. Example A.5 is a computable metric space, with either of the two (equiva-
lent) choices for an enumerated dense set.
Similarly to the deﬁnition of a computable sequence of computable functions in Sec-
tion C.2.3, we can deﬁne the notion of a computable sequence of bounded computable
functions, or the computable sequence fi of computable Lipschitz functions: the bound and
the Lipschitz constant of fi are required to be computable from i. The following statement
shows, in an effective form, that a function is lower semicomputable if and only if it is the
supremum of a computable sequence of computable functions.
Proposition C.7. Let X be a computable metric space. There is a computable mapping
that to each name of a nonnegative lower semicomputable function f assigns a name of
a computable sequence of computable bounded Lipschitz functions fi whose supremum
is f.
Proof (Sketch). Show that f is the supremum of a computable sequence of computable
functions ci1B(ui ,ri ) where ui ∈ D and ci, ri > 0 are rational. Clearly, each indicator
function 1B(ui ,ri ) is the supremum of a computable sequence of computable functions gi,j .
We have f = supn fn where fn = maxin cigi,n. It is easy to see that the bounds on the
functions fn are computable from n and that they all are in Lipn for a n that is computable
from n. 
The following is also worth noting.
Proposition C.8. In a computable metric space, the intersection of two r.e. open sets is r.e.
open.
Proof. Let  = {B(x, r) : x ∈ D, r ∈ Q} be a basis of our space. For a pair (x, r) with
x ∈ D, r ∈ Q, let

(x, r) = {(y, s) : y ∈ D, s ∈ Q, d(x, y)+ s < r}.
If U is an r.e. open set, then there is an r.e. set SU ⊂ D ×Q with U = ⋃(x,r)∈SU B(x, r).
Let S′U =
⋃{
(x, r) : (x, r) ∈ SU }; then we have U =⋃(x,r)∈S′U B(x, r). Now, it is easy
to see
U ∩ V = ⋃
(x,r)∈S′U∩S′V
B(x, r). 
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