328 ❘❙❚ BERKSHIRE ENCYCLOPEDIA OF HUMAN-COMPUTER INTERACTION

FURTHER READING
Austrian, G. D. (1982). Herman Hollerith: Forgotten giant of infor
mation processing. New York: Columbia University Press.

HUMAN FACTORS
ENGINEERING
See Anthropometry; Keyboard; Task Analysis

HUMAN-ROBOT
INTERACTION
The relationship between robots and humans is so dif
ferent in character from other human-machine rela
tionships that it warrants its own ﬁeld of study. Robots
differ from simple machines and even from complex
computers in that they are often designed to be mo
bile and autonomous. They are not as predictable as
other machines; they can enter a human’s personal
space, forcing a kind of social interaction that does not
happen in other human-machine relationships.

Background
The term robot ﬁrst entered literature through the
play R.U.R. (1920), by the Czech playwright and nov
elist Karel Capek (1890–1938); R.U.R. featured hu
manoid devices as servants for humans. In the
mid-1950s, the ﬁrst true robots appeared. A human
operator working from a distance ran these devices,
which had the ability to carry out numerical compu
tations and contained mechanisms to control machine
movement. The rest of the twentieth century saw robot
ics continue to make signiﬁcant advances in such ar
eas as more flexible motion, refined manipulators
(e.g., articulated hands and walking devices), and in
creased intelligence. Researchers took advantage of
progress in computer science and software engineer
ing, including developments in parallel and distrib
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uted computing (which allow for more speedy com
putation through the use of multiple processors
and/or computers), and more sophisticated user in
terface design.
By the 1980s, robotics was recognized as funda
mentally interdisciplinary, with major contributions
from mathematics, biology, computer science, con
trol theory, electrical engineering, mechanical engi
neering, and physics. By the 1990s, robots were
increasingly involved in automated manufacturing
environments, in deep-sea and space exploration, in
military operations, and in toxic-waste management.
Predictions abounded that robots would become im
portant in home and office environments as well.
At the beginning of the twenty-ﬁrst century, we are
closer to the day when various robot entities may
be integrated into people’s daily lives.
Just as computers began as academic and researchrelated computational tools but became personal elec
tronic accessories for the general public, robots now
have the potential to serve not only as high-tech work
horses in scientiﬁc endeavors but also as more per
sonalized appliances and assistants for ordinary people.
However, while the study of human-computer inter
action has a relatively long history, it is only recently
that sufﬁcient advances have been made in robotic per
ception, action, reasoning, and programming to allow
researchers to begin serious consideration of the cog
nitive and social issues of human-robot interaction.

From Human-Computer Interaction
to Human-Robot Interaction
In the past, techniques and methodologies developed
under the general umbrella of user- or humancentered computing began by looking at static
(unintelligent) software applications and their re
lated input and output devices. Today these tech
niques are being extended to consider issues such as
mobile wireless technology, wearable augmentation
devices (such as miniature heads-up displays and
cameras), virtual reality and immersive environments,
intelligent software agents (both cooperative and au
tonomous), and direct brain interface technologies.
In addition, mobile robotic agents are now poised
to become part of our everyday landscape—in the
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workplace, in the home, in the hospital, in remote
and hazardous environments, and on the battleﬁeld.
This development means we have to look more
closely at the nature of human-robot interaction;
and define a philosophy that will help shape the
future directions of this relationship.
Human interface and interaction issues continue
to be important in robotics research, particularly since
the goal of fully autonomous capability has not yet
been met. People are typically involved in the super
vision and remote operation of robots, and interfaces
that facilitate these activities have been under de
velopment for many years. However, the focus of the
robotics community can still be said to be on the ro
bot, with an emphasis on the technical challenges
of achieving intelligent control and mobility. It is only
in the early years of the twenty-first century that
the state of the art has improved to such a degree that
it is predicted that by 2010 there may be robots that

answer phones, open mail, deliver documents to dif
ferent departments of a company, make coffee, tidy
up, and run the vacuum. Due to the nature of the in
telligence needed for robots to perform such tasks,
there is a tendency to think that robots ought to be
come more like humans, that they need to interact
with humans (and perhaps with one another) in the
same way that humans interact with one another, and
that, ultimately, they may replace humans altogether
for certain tasks. This approach, sometimes termed
human-centered robotics, emphasizes the study of
humans as models for robots, and even the study of
robots as models for humans.

Current Challenges
Roboticists—scientists who study robotics—are now
considering more carefully the work that has been go
ing on in the sister community of human-computer

Carbo-Powered Robots
TAMPA, Fla. (ANS)—When modern technology was in
its infancy, scientists held out the hope that one day robots
would cook our meals, do the housework and chauffeur
the children to school. That hope has yet to become real
ity, but hold on: Here come the gastrobots.
Powered by carbohydrates and bacteria, these robots
with gastric systems are taking the science to new dimen
sions by mimicking not just the anatomy and intelligence
of humans—but our digestive processes as well.
Stuart Wilkinson, an associate professor of mechan
ical engineering at the University of South Florida, is
pioneering the new subspecialty.
“The main thing I’m shooting for is a robot that can
perform some sort of task outdoors for long periods of
time without anybody having to mess with it,” he said.
Traditionally powered by regular or rechargeable bat
teries or solar panels, robots lose their efficiency when
placed at any distance from a power source or human
overseer. But when powered by food—say, fruit fallen
to the ground or grass on a lawn—they have the poten
tial to eat and wander indeﬁnitely.
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His test gastrobot—a 3-foot-long, wheeled device—
uses bacteria to break down the carbohydrate mole
cules in sugar cubes. The process releases electrons that
are collected and turned into electrical current.
Any food high in carbohydrates could be used, the pro
fessor says, including vegetables, fruit, grains and foliage.
Meat contains too much fat to be an efficient fuel, he
pointed out—so the family pets are safe. A gastrobot would
be far happier in an orange orchard, stabbing the fallen
fruit and sucking the juice to propel itself.
Measuring soil moisture and checking for insect infes
tations, it could then relay its findings via a cell phone
connection to the farmer’s desktop computer.
In its infancy, the new generation of robots has a few
kinks yet to be worked out. At present, his creation “is a bit
of a couch potato,” Wilkinson admitted, and requires 18 hours
worth of carbo-loading to move for just 15 minutes.
Then there’s the issue of, well, robot poop. “We need
to develop some sort of kidney,” he explained.
Source: Carbo-powered robot holds promise of relief from drudgery.
American News Service, September 7, 2000
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interaction (HCI), which has been studying tech
nology development and its impact on humans since
the 1960s. However, collaboration between HCI
researchers and robotics researchers is not as straight
forward as one might think. Until recently, much
of the work in robotics has focused on integration
of increasingly intelligent software on the more slowly
evolving hardware platforms. Individual robots with
some humanoid qualities have been developed with
amazing capabilities, but it has taken years of ex
tensive work to produce them, and they are still
not advanced enough to accomplish real tasks in the
real world. Human-robot interaction in these ex
amples is studied primarily to find out what can
we learn from humans to improve robots. On the
other hand, since the late 1990s, much of the HCI
community has adopted an explicitly strong em
phasis on human-centered computing—that is, on
technology that serves human needs, as opposed
to technology that is developed for its own sake, and
whose purpose and function may ultimately oppose
or contravene human needs or wishes.
Because humans are still responsible for the out
comes in human-machine systems—if something
goes wrong, it is not the machine that will suffer
the consequences or be punished—it is important
that as robots become more independent, they are
also taught how to become more compliant, com
municative, and cooperative so that they can be team
players, rather than simply goal-oriented mechanisms.
Another challenge that faces researchers is how
much like a human to make the robot. Does the robot’s
physical form and personality affect how people re
spond to it? Does the context of the relationship
play a role? Are the needs and desires of those who
will interact with the robots different in the workplace
than they are in the home, for example, or different
in dangerous situations than they are in safe ones,
or in interactions that occur close at hand as opposed
to remotely? Interesting work by the sociologist
Clifford Nass at Stanford University shows that often
people will respond trustingly to technology and will
attribute qualities such as intelligence to technology
based on very superﬁcial cues, such as how friendly
or unfriendly the messages generated by the technol
ogy are. This has serious implications for the design
of robots, especially those to be used in hazardous sit
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uations or other situations in which safety is critical.
What if the robot has qualities that make the hu
man think that it is smarter than it really is? To take
another example, if the robot is to be used as an as
sistant to a disabled person or a senior citizen,
would it be desirable to program the robot to act
like it has emotions, even if it doesn’t really have any?
Would this make the users of the robots feel more
comfortable and happy about using the technology?

Current Applications and Case Studies
Researchers are attempting to address these questions
by taking their robots out of controlled laboratory en
vironments and having them tackle real-world prob
lems in realistic settings with real people as users. The
results are bringing us closer to a more human-cen
tered approach to human-robot interaction.
Urban Search and Rescue
One application is the use of robots for urban search
and rescue (USAR). These are situations in which peo
ple are trapped or lost in man-made structures such
as collapsed buildings. For example, after the collapse
of New York City’s Twin Towers as a result of the ter
rorist attack of September 11, 2001, small teams of
robots were ﬁelded to give limited assistance to search
and rescue operations. Because collapsed buildings and
associated rubble pose risks not only to the victims
but also to the rescue workers—secondary collapses
and toxic gases are constant dangers while the work
ers are engaged in the time-consuming and painstak
ing tasks of shoring up entry points and clearing
spaces—robot aid is potentially very desirable.
Small, relatively inexpensive, and possibly ex
pendable robots may be useful for gathering data
from otherwise inaccessible areas, for monitoring the
environment and structure while rescue workers are
inside, for helping detect victims in the rubble, and
eventually perhaps even for delivering preliminary
medical aid to victims who are awaiting rescue. For
the robots to work effectively, however, they must be
capable of understanding and adapting to the orga
nizational and information rescue hierarchy. They
must be able to adapt to episodes of activity that may
be brief and intense or long term; they must be
equipped to help different levels of users who will
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have differing information needs and time pressures.
Most of the robots currently available for these kinds
of hazardous environments are not autonomous and
require constant supervision.
The rescue workers will have to adapt as well.
They will need to have special training in order to
handle this technology. Currently robotics special
ists, or handlers, are being trained in search and res
cue to supplement rescue teams. However, even
the specialists are not entirely familiar with the kind
of data that the robots are sending back, and there
fore understanding and interpreting that data in a
time-critical situation poses additional challenges.
Teams of researchers led by pioneers in the ﬁeld, such
as Robin Murphy of University of South Florida, are
now studying these kinds of problems and work
on improving the methodologies so that the humanrobot interaction can be more smoothly integrated
into the response team’s overall operation.
Personal Service Robots
Personal service robots also offer many opportunities
for exploring human-robot interaction. Researchers
at the Royal Institute of Technology in Stockholm,
Sweden, have been working on the development of a
robot to assist users with everyday tasks such as fetch
ing and delivering objects in an ofﬁce environment.
This effort has been targeted at people with physical
impairments who have difﬁculty doing these kinds of
tasks themselves, and a goal of the project is to develop
a robot that someone can learn to operate in a rela
tively short period of time. From the early stages of this
project, this group adopted user-centered techniques
for their design and development work, and, conse
quently, have produced some very interesting results.
Since ordinary people have little or no experi
ence in interacting with a robot, a general survey was
conducted to determine what people would like
such a robot to do, how it should look, how they would
prefer to communicate with it, and generally how they
would respond to it. A large proportion of the re
spondents were positive about having robotic help with
some kinds of basic household or other mundane tasks;
the majority preferred the service robot not to act
independently, and speech was the preferred mode
of communication. Experiments with an early robot
prototype showed that people had difﬁculty under
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standing the robot’s orientation (it was cylindrical in
shape, with no clearly deﬁned front), in communi
cating spatial directions, and in understanding what
the robot was doing due to lack of feedback.
Further iterations improved the physical design and
the interface, and longer studies were conducted in
an actual ofﬁce environment with physically impaired
people, who were given the opportunity to use the
robot during their work days to perform tasks such
as fetching coffee from the kitchen. One of the inter
esting observations from these studies was the insight
that although the robot was the personal assistant of
one individual, it also affected other people. For ex
ample, because the robot was not able to pour the cof
fee itself (it did not have any arms), it had to solicit help
from someone in the kitchen to actually get the cof
fee into the cup.Another example was that people pass
ing by in the hallway would greet the robot, although
from the robot’s perspective, they were obstacles if they
were in the way. These ﬁndings suggest that even if a
robot is designed for individual use, it may need to be
programmed to deal with a social context if it is to man
age successfully in its working environment.
Robots are working closely with humans in many
other areas as well. Robotic technology augments space
exploration in numerous ways, and in the military arena
robotic units are being considered for surveillance, sol
dier assistance, and possibly even soldier substitutes in
the future. Of perhaps greater concern are the areas
in which robots will interact with ordinary people, as
it remains to be seen whether the robots will be pro
grammed to adjust to human needs or the humans will
have to be trained to work with the robots. The robotic
design decisions that are made today will affect the na
ture of human-robot interaction tomorrow.
Erika Rogers
See also Affective Computing; Literary Representa
tions; Search and Rescue
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HYPERTEXT AND
HYPERMEDIA
The terms hypertext and hypermedia refer to webpages and other kinds of on-screen content that em
ploy hyperlinks. Hyperlinks give us choices when we
look for information, listen to music, purchase prod
ucts, and engage in similar activities. They take the
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form of buttons, underlined words and phrases, and
other “hot” (interactive) areas on the screen.
Hypertext is text that uses hyperlinks (often called
simply links) to present text and static graphics. Many
websites are entirely or largely hypertexts. Hyper
media extends that idea to the presentation of video,
animation, and audio, which are often referred to
as dynamic or time-based content, or multimedia.
Non-Web forms of hypertext and hypermedia in
clude CD-ROM and DVD encyclopedias (such as
Microsoft’s Encarta), e-books, and the online help
systems we ﬁnd in software products. It is common
for people to use hypertext as a general term that in
cludes hypermedia. For example, when researchers
talk about hypertext theory, they refer to theoreti
cal concepts that pertain to both static and multi
media content.
Starting in the 1940s, an important body of
theory and research has evolved, and many impor
tant hypertext and hypermedia systems have been
built. The history of hypertext begins with two vision
ary thinkers: Vannevar Bush and Ted Nelson. Bush,
writing in 1945, recognized the value of technologies
that would enable knowledge workers to link docu
ments and share them with others. Starting in the
mid-1960s,from
Nelson
decades
trying to build a
thespent
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very ambitious
global hypertext system
(Xanadu) and
of Human–Computer
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as part of this effort produced a rich (though idio
syncratic)
body ofattheory.
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Linear and Nonlinear Media
A linear communication medium is one we typically
experience straight through from beginning to end.
There is little or no choosing as we go. Cinema is a
linear medium. In the world of print, novels are lin
ear, but newspapers, magazines, and encyclopedias
are somewhat nonlinear. They encourage a certain
amount of jumping around. The Web and other hy
pertextual media are strongly nonlinear. Indeed, the
essence of hypertext and hypermedia is choice—the
freedom to decide what we will experience next. You
can build a website in which the hyperlinks take
the user on a single path from beginning to end, but
this would be a strange website, and one can ques
tion whether it is really hypertext.
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