Abstract. Let G be a group and let O G denote the set of left orderings on G. Then O G can be topologized in a natural way, and we shall study this topology to answer three conjectures. In particular we shall show that O G can never be countably infinite. Furthermore in the case G is a countable nonabelian free group, we shall show that O G is homeomorphic to the Cantor set and that the positive cone of a left order on G is not finitely generated. Generalizations to locally indicable groups will also be considered.
Introduction
A group G is left-ordered means that there is a total order < on the group G which is left invariant. Thus we have for all g, x, y ∈ G with x = y:
• Either x < y or y < x, but never both.
• If g < x < y, then g < y.
• If x < y, then gx < gy.
In this situation, we shall write (G, <) to mean the left-ordered group G together with the given left order. Of course in general, there are many left orders on a leftordered group. However when G is finite, G has no left orders except in the case G = 1, and then G has exactly one left order.
We study the space O G of all left orders on the left-ordered group G. Throughout this paper we let N = {1, 2, . . . }, the positive integers. Also for a, g ∈ G and A G, we let a g = gag −1 and A g = gAg −1 . The topology on O G is given by a base of open sets of the form U g1,...,gn := {< ∈ O G | g 1 < · · · < g n } where g i ∈ G and n ∈ N. Another way to describe this topology is that it is given by the subbase {U 1,g | g ∈ G \ 1}. Of course to check that a map is continuous, we need only check that the inverse image of each element of the subbase is open, in particular if f : X → O G is a map from a topological space X, then f is continuous if and only if f −1 (U 1,g ) is open in X for all g ∈ G \ 1. For g 1 , . . . , g n ∈ G, set V g1,...,gn = U 1,g1 ∩ · · · ∩ U 1,gn . Then the sets V g1,...,gn (0 ≤ n ∈ Z) form a base for the topology on O G . Sometimes we will write V (G) g1,...,gn for V g1,...,gn if it not clear with which group we are working with. An important property of O G is that it is a totally disconnected compact Hausdorff space [12, Theorem 1.4] . In the case G is countable, O G is metrizable. Also there is a natural right G-action on O G by homeomorphisms, where for g ∈ G and < ∈ O G , we define (1.1)
x < g y ⇐⇒ x g < y g
for all x, y ∈ G. Thus < gh = (< g ) h for all g, h ∈ G.
Recently Dave Witte Morris [9] gave a fabulous proof that a left-ordered amenable group is locally indicable. His method used the space O G and some elementary ergodic theory. It would seem that O G is worthy of further investigation.
If (G, <) is a left-ordered group, then the positive cone of G (relative to <) is P := {g ∈ G | g > 1}. Then P satisfies the following: Property 1.2. (a) If g, h ∈ P , then gh ∈ P . (b) If g ∈ P , then g −1 / ∈ P . (c) If 1 = g ∈ G, then either g or g −1 is in P .
Conversely given a subset P of G satisfying (a), (b) and (c) above, one can define a left order < on G by h < g ⇔ h −1 g ∈ P . Also one can use P to give G a right order, that is a total order ≺ which is right invariant, by defining h ≺ g if and only if gh −1 ∈ P . From this it is easy to see that a group is left-ordered if and only if it is right-ordered. For convenience, we only consider left-ordered groups. It is also clear that P −1 := {p −1 | p ∈ P } satisfies (a), (b) and (c) above, so given < ∈ O G , we can define < * ∈ O G by 1 < * g if and only if g < 1, and this yields a continuous involution on O G . If < g = < for all g ∈ G, then G is a bi-ordered group.
Our first result answers [8, Problem 16 .51] in the negative. The problem asks "do there exist groups that can be right-ordered in infinitely countably many ways?" Considerable progress on this problem was made by A. V. Zenkov in [14] , where he proved that the number of right orders on a locally indicable group is either finite or uncountable; see [6, Theorem 5.2.5] . We shall prove Theorem 1.3. There is no group which can be left-ordered in a countably infinite number of ways.
Next we derive conditions which ensure that O G has no isolated points. The significance of this is that a totally disconnected nonempty compact metric space without isolated points is homeomorphic to the Cantor set [5, . Our conditions show that in the case G is a nonabelian free group, O G has no isolated points. Thus we have our next result, which gives a positive answer to the first half of [12, Conjecture 2.2]. Theorem 1.4. Let G be a nonabelian countable free group. Then O G is homeomorphic to the Cantor set.
A consequence of Theorem 1.4 is the following, which answers the question raised in [13, p. 1286 , also the abstract]. Corollary 1.5. Let G be a nonabelian free group and let < ∈ O G . Then the positive cone of < is not finitely generated as a semigroup.
Finally in Section 5 we consider further conditions which ensure that O G has no isolated points. In particular we will generalize Theorem 1.4 and Corollary 1.5 to locally indicable groups as follows. Theorem 1.6. Let G be a locally indicable group. Then O G has an isolated point if and only if it is finite. Corollary 1.7. Let G be a locally indicable group and let P be the positive cone of some left order on G. If P is finitely generated as a semigroup, then G has only a finite number of orders.
The structure of groups with a finite number of orders is well understood due to work of Tararin; this is described in Theorem 5.4. We make the following conjecture. Conjecture 1.8. Let G be a group and suppose O G is infinite. Then O G has no isolated points.
The converse of the above statement, namely that if G is finite (and nonempty, i.e. G is left orderable) then O G has isolated points is obvious, because O G is Hausdorff.
The restriction map
If H is a subgroup of the group G, then any left order on G restricts to a left order on H, so we have a well-defined restriction map ρ G,H : O G → O H , which is clearly continuous, because ρ
We say that H is a left convex subgroup of the left-ordered group (G, <) if whenever a, b ∈ H, g ∈ G and a < g < b, then g ∈ H. Also we say that H is a left relatively convex subgroup of G if it is left convex with respect to some left order on G. If H ¡ G and G is left-orderable, then H is left relatively convex if and only if G/H is left-orderable. The following comment is easily checked.
Remark 2.1. Let H be a left convex subgroup of the left-ordered group (G, <), let 1 < x, y ∈ G \ H, and let a, b ∈ H. Then xy / ∈ H and 1 < axb. Proof. Let P = {g ∈ G | 1 < g}, the positive cone of G under <, let Q = {h ∈ H | 1 ≺ h}, the positive cone of H under ≺, and let R = (P \ H) ∪ Q. We show that R is the positive cone of some left order on G, by following part of the proof of [6, Lemma 5.2.1]. We need to check Property 1.2. It is clear that 1 / ∈ R, and that if 1 = g ∈ G, then exactly one of g and g −1 is in R. It remains to prove that if x, y ∈ R, then xy ∈ R. This follows from Remark 2.1. Now let ≺ G be the left order on G determined by R, so 1 ≺ G g if and only if g ∈ R. Then it is clear that ρ G,H (≺ G ) = ≺ and for g ∈ G \ H, we have 1 < g if and only if 1 ≺ G g. Finally instead of < we could have used < * , and this yields another choice for ≺ G which is different except in the case H = G.
Remark. Suppose H is a left relative convex subgroup of the left-ordered group G and that K is a left relative convex subgroup of H. Then Lemma 2.2(a) shows that K is a left relative convex subgroup of G. Now let H ¡ G be groups and suppose that G/H is left-ordered. If < is a left order on H, then we can define the inflation map σ G,H,< : O G/H → O G as follows. Given ≺ ∈ O G/H , we let σ G,H,< (≺) be the left order on G obtained by using the lexicographic order of < on H and ≺ on G/H. Specifically if x, y ∈ G and ≺ 1 = σ G,H,< (≺), then we declare that x ≺ 1 y if and only if xH ≺ yH or x −1 y ∈ H and 1 < x −1 y. We can now state Lemma 2.5. Let H ¡ G be groups such that G/H and H are left-ordered, and let
Furthermore the image of σ G,H,< consists precisely of those left orders ≺ on G such that H is a left convex subgroup of (G, ≺) and ρ G,H (≺) = <.
Proof. Write σ = σ G,H,< . Clearly σ G,H,< is injective. To show that it is continuous, it will be sufficient to verify that σ
On the other hand if g ∈ G \ H, then σ −1 (V g ) = V gH and we have shown that σ G,H,< is an injective continuous map.
The derived series of O G
Let X be an arbitrary Hausdorff topological space. Then the derived subset X ′ of X is the subset obtained from X by removing all its isolated points; equivalently X ′ is the set of limit points of X. Then X ′ is a closed subset of X. Of course, X ′ itself can still have isolated points, so for each ordinal α, we define X (α) by transfinite induction as follows.
•
It is clear that the subspaces X (α) form a descending sequence of closed subspaces of X. For more details, see [11, §8.5] ; in particular by [11, Theorem 8.5.2] , there is an ordinal α such that X (α+1) = X (α) . We require the following easy lemma.
Lemma 3.1. Let X be a nonempty countable compact Hausdorff space. Then there exists an ordinal α such that X (α) is finite and nonempty.
Proof. By [11, Proposition 8.5.7] , let α be the least ordinal such that X (α) = ∅. Suppose α is a limit ordinal. Then X (α) = λ<α X (λ) . Since the X (λ) form a descending sequence of closed nonempty subsets of the compact space X, we see that λ<α X (λ) = ∅ and we have a contradiction. Therefore α must be a successor ordinal and we may write α = β + 1 for some ordinal β. Then X (β) is a nonempty compact Hausdorff space which consists only of isolated points, because (X (β) ) ′ = ∅. Therefore X (β) is finite and nonempty.
Proof of Theorem 1.3. Suppose by way of contradiction that G is a left-ordered group such that O G is countably infinite. We have a right G-action on O G by homeomorphisms defined by x < g y if and only if x g < y g (see (1.1)), and this will
G for all ordinals α. By Lemma 3.1, there is an ordinal
G is finite and nonempty, and then there will be a normal subgroup H of finite index in G which fixes all the elements of O (β) Therefore there exist x 1 , . . . , x m ∈ H such that V (H) x1,...,xm contains ≺ and no other left order. Choose n ∈ N such that x i ∈ H n for 1 ≤ i ≤ m. Then ρ H,Hn (≺) ∈ V (H n ) x1,...,xm . Since H n = H, we see from Lemma 2.2(b) that there is a left order ≺ 1 ∈ O H such that ≺ 1 = ≺ and ρ H,Hn (≺ 1 ) = ρ H,Hn (≺). Then it is clear that ≺ = ≺ 1 ∈ V (H) x1,...,xm , which contradicts the above statement that ≺ is the unique left order of V (H) x1,...,xm . Lemma 4.3. Let (G, <) be a left-ordered group and let P = {g ∈ G | 1 < g}, the positive cone of <. If P is finitely generated as a semigroup, then < is an isolated point in O G .
Proof. Suppose P is generated as a semigroup by the elements g 1 , . . . g n ∈ G. Then V g1,...,gn = {<}, so < is an isolated point in O G .
Lemma 4.4. Let G be a nonabelian free group. Then G does not have the maximum condition on left relatively convex subgroups.
Proof. We use the notation H ′ to indicate the commutator subgroup of the group H. We know that free groups are left-orderable, so certainly all subgroups of G are left-orderable. Since G/G ′ is a free abelian group and torsion-free abelian groups are left-orderable, we see that G ′ is a left relatively convex subgroup of G. Now G ′ /G ′′ is a free abelian group of infinite rank, so we may write
where the A i are infinite cyclic groups. This shows that G ′ /G ′′ does not have the maximum condition on left relatively convex subgroups and the result follows.
We can now finish the proofs of Theorem 1.4 and Corollary 1.5, which were described in the introduction. 
Locally indicable groups
Recall that the convex hull of a subgroup H of the left-ordered group (G, <) is the set {g ∈ G | h ≤ g ≤ k for some h, k ∈ H}. In general the convex hull of H is not a subgroup, but we do have the following result.
Lemma 5.1. Let (G, <) be a left-ordered group and let H G. (b) Suppose h < a, b < k where a, b ∈ G and h, k ∈ H. Then ah < ab < ak by left orderability. Since < h = < k = <, we see that hh < ah and ak < kk, consequently h 2 < ab < k 2 . Also 1 < h −1 a, a −1 k by left orderability, hence a −1 h, k −1 a < 1. Using < h = < k = < again, we see that ha −1 , ak −1 < 1, consequently 1 < ah −1 , ka −1 and by left orderability we conclude that k −1 < a −1 < h −1 . This completes the proof.
Recall that a rank one torsion-free abelian group is the same thing as a nontrivial subgroup of Q, the rational numbers under addition.
Lemma 5.2. Let (G, <) be a left-ordered group and suppose < is an isolated point in O G . Then (a) G has only finitely many left convex subgroups under <. (b) Assume that G = 1. Then (G, <) has a left convex subgroup that is a torsionfree rank one abelian group.
Proof. Since < is an isolated point, we may choose x 1 , . . . , x n ∈ G for some n ∈ N such that V x1,...,xn = {<}.
(a) Suppose (G, <) has infinitely many left convex subgroups. Then there exist left convex subgroups H < K of G such that x i / ∈ K \ H for all i. Let P denote the positive cone of <. By two applications of Lemma 2.2, we see that there exists ≺ ∈ O G with positive cone Q such that P ∩ (H ∪ G \ K) = Q ∩ (H ∪ G \ K) and P −1 ∩H \K = Q∩H \K. Then < = ≺ ∈ V x1,...,xn and we have a contradiction. (b) We may assume that x 1 < x 2 < · · · < x n . Then x −1 x i x > 1 for all i and for all x such that 1 ≤ x ≤ x 1 , by [2, Lemma 6] . Therefore < x −1 = < and hence < x = <, for all x such that 1 ≤ x ≤ x 1 . In particular, we see that < y = < for all y ∈ x 1 and we deduce from Lemma 5.1(b) that the convex hull
for some n ∈ Z and hence 1 ≤ x −n 1 h < x 1 and we see that < h = < for all h ∈ H, consequently H is bi-ordered under <. Since (G, <) has only finitely convex subgroups by (a) and H is a convex subgroup of (G, <), there is a minimal convex subgroup A of H. Then A is a bi-orderable group with no nontrivial convex subgroups, so A must be abelian by [1, Theorem 1.3.4 and following remark on p. 11]. The result now follows from Corollary 2.4.
Next we briefly review the structure of groups with a finite number of orders. A finite rational series
is a finite normal series (perhaps subnormal series would be better terminology) of 
is finite if and only if G i ¡ G for all i and none of the factors G i+2 /G i is biorderable. Furthermore in this case, the rational series is unique and for every left order on G, the convex subgroups are precisely the groups G 0 , G 1 , . . . , G n .
We will require the following easy lemma.
Lemma 5.5. Let B ¡ G be groups such that G/B is a torsion-free rank one abelian group, and identify G/B with a subgroup of Q.
Then Q = P ±1 .
Proof. Let 0 < Bx ∈ G/B. By replacing Q with Q −1 if necessary, we may assume that x ∈ Q. We show that Q = P . Observe that if b ∈ B and y ∈ Q, then by ∈ Q. Also if n ∈ N, then q ∈ Q if and only if q n ∈ Q. Suppose p ∈ P . Then Bp m = Bx n for some m, n ∈ Z with m > 0. Furthermore Bp m > 0, hence Bx n > 0 and we deduce that n ∈ N. Thus x n ∈ Q. From the above observations, we see that p m ∈ Q and hence p ∈ Q.
Conversely suppose q ∈ Q. Then Bq m = Bx n for some m, n ∈ Z with m > 0. From the above observations, we see that x n ∈ Q and hence n ∈ N. It follows that Bq m > 0, consequently Bq > 0 and we deduce that q ∈ P . This establishes Q = P as required.
We need to consider the case when the group G has a finite rational series of length 2 (i.e. n = 2 in (5.3) ).
Lemma 5.6. Let A ¡ G be groups such that A and G/A are rank one torsion-free abelian groups and suppose O G has an isolated point. Then O G is finite.
Proof. Let Aut(A) denote the group of automorphisms of A. Consider the conjugation action of G/A on A, so for gA ∈ G/A, we define α(gA) ∈ Aut(A) by α(gA)(a) = a g for all a ∈ A. Then α : G/A → Aut(A) is a group homomorphism. If α(gA) = 1 for all g ∈ G, then A is central in G and hence G is abelian, because G/A is locally cyclic. This contradicts Corollary 2.4. Next suppose 1 = ker α = G/A. Then (G/A)/ ker α is a nontrivial torsion group, and since the only nontrivial automorphism of finite order of A is inversion, that is a → a −1 , we see that there exists g ∈ G such that a g = a −1 for all a ∈ A. This shows that G is not bi-orderable and it follows from Theorem 5.4(b) that O G is finite. Therefore we may assume that ker α = 1 and then G/A ∼ = Z. Thus we may write G/A = gA for some g ∈ G.
Also if we regard A as a subgroup of Q, then α(gA) must be multiplication by q for some nonzero rational number q. If q is negative, then G is not bi-orderable and again we see from Theorem 5.4(b) that O G is finite. Therefore we may assume that q is positive.
Summarizing the above, we now have A ¡ G where A is a torsion-free rank one abelian group, G/A = gA ∼ = Z for some g ∈ G, and a g = a q for all a ∈ A, where q is a fixed positive rational number. Of course, this implies that a q is well-defined; so if q = q 1 /q 2 where q 1 , q 2 are coprime positive integers, then A is q 2 -divisible. Thus we may write G = A ⋊ K for some subgroup K of G. We will regard K as a subgroup of the positive rational numbers under multiplication, so K = q where 0 < q ∈ Q. Also we shall view A as an additive subgroup of Q, and then G can be viewed as the group of matrices (a, k) := k a 0 1 under matrix multiplication, where a ∈ A and k ∈ K. We follow [6, Example 2.1.1], so for each ǫ ∈ [−∞, ∞], we let
As in the proof of [6, Example 2.1.1], P ǫ satisfies Properties 1.2(a), 1.2(b), and Q ǫ < G. Furthermore Q ǫ = 1 if and only if ǫ is irrational, and in this case P ǫ also satisfies Property 1.2(c), and is therefore the positive cone of some left order < ǫ .
Clearly if ǫ 1 = ǫ 2 , then < ǫ1 = < ǫ2 . We shall identify A with {(a, 1) | a ∈ A} and K with {(0, k) | k ∈ K}. Suppose ≺ is an isolated point in O G with positive cone P . By Lemma 5.2(b) G has a rank one abelian left convex subgroup B. Let (0, 1) = (b, ℓ) ∈ B and set δ = (1 − ℓ)/b; if b = 0, then δ = ±∞ depending on whether ℓ > 1 or ℓ < 1. Then B = Q δ . Let P denote the positive cone of ≺. Then P δ and P \ B satisfy the conditions for Q in Lemma 5.5, so P δ = P ±1 \ B. Since ≺ is an isolated point in O G if and only if ≺ * is, we may assume that P \ B = P δ . Also because ≺ is isolated, there exist (a 1 , k 1 ) , . . . , (a n , k n ) ∈ P for some n ∈ N such that ≺ is the only point in V (a1,k1) ,..., (an,kn) . By renumbering if necessary, we may assume that there is an N ∈ N such that (a i , k i ) ∈ B if and only if i < N . First consider the case δ = ±∞. Since the inverse of (a, k) is (−a/k, 1/k), we may loss of generality assume that (a, 1 − δa) ∈ P if and only if a > 0 and (a, 1 − δa) ∈ G (note that {(a, 1 − δa) | a ∈ A} ∩ G = B). Then if ǫ > δ, we have P ∩ B = P ǫ ∩ B and hence (a i , k i ) ∈ P ǫ for all i < N . Also the numbers k i + δa i are positive for all i ≥ N . Therefore if ǫ > δ and ǫ is close to δ, then < ǫ ∈ V (a1,k1),...,(an,kn) and we have a contradiction. Finally consider the case δ = ±∞. Here B = K. Without loss of generality, assume that (0, k) ∈ P if and only if k > 1. Suppose δ = ∞; the case δ = −∞ is similar, so we shall omit it. Then for a = 0, we have (a, k) ∈ P if and only if a > 0. Thus if i < N , we have a i = 0 and (a i , k i ) ∈ P ǫ for all ǫ > 0. On the other hand if i ≥ N , we have k i + ǫa i > 1 for all sufficiently large ǫ. Therefore < ǫ ∈ V (a1,k1),...,(an,kn) for all sufficiently large ǫ, another contradiction and the proof is finished.
Recall that the rational derived series G (α) r (the subscript r stands for "rational") [3, p. 2163 ] is defined inductively for each ordinal α as follows:
is a left relatively convex subgroup of G for all α. Also there is always a least ordinal α such that G We also need to review the properties of groups with a Conrad order; that is an order < on the group G with the property that whenever 1 < a, b ∈ G, then there exists n ∈ N such that a < ba n [4, Lemma 6.6.2(1,3), p. 121].
Theorem 5.7. Let G be a group. We can now state Lemma 5.8. Let G be a locally indicable group and suppose O G has an isolated point. Then To prove Theorem 1.6, we first consider the special case when G has a finite rational series.
Lemma 5.9. Suppose G has a finite rational series and O G has an isolated point. Then O G is finite.
Proof. Let 1 = G 0 ¡ G 1 ¡ · · · ¡ G n = G be a finite rational series. We shall prove the result by induction on n; the result is obvious if n ≤ 1, and follows from Lemma 5.6 if n = 2. Therefore we assume that n ≥ 3. Here the rational derived series terminates in 1, so G has well-defined rational derived length, which we shall denote by m. Clearly G = 1, so m ∈ N. Since G has rank one, so we may assume that G 1 ¡ G. Let < be an isolated point in O G . Then Lemma 5.2(b) tells us that (G, <) has a left convex subgroup A which is torsion-free rank one abelian.
First suppose A = G 1 . Then A is a left convex normal subgroup of (G, <), and hence < will induce a left order < 1 on G/A; specifically gA < 1 hA if and only if gA = hA and g < h. By Lemma 2.5, < 1 is an isolated point in O G/A and by induction on n, we see that O G/A is finite. Since G 2 is left relatively convex in G, we can apply Lemma 2.3 to see that O G2 has an isolated point and we conclude from Lemma 5.6 that O G2 is also finite. The result now follows from Theorem 5.4(b). Now suppose A = G 1 . Let H denote the convex hull of G 1 in (G, <), a subgroup of G by Lemma 5.1(a). Lemma 2.3 shows that O G2 has an isolated point, hence O G2 has a finite number of orders, and we can now apply Theorem 5.4(b) with G = G 2 to deduce that H ∩ G 2 = G 1 , in particular H has a shorter rational series than G, so by induction O H has only finitely many orders. This contradicts Theorem 5.4(b).
Proof of Theorem 1.6. Since G is locally indicable, it is left-orderable and so O G is non-empty. Furthermore O G is Hausdorff so if it is finite, it will certainly have an isolated point (of course, all its points will be isolated in this case).
We need to consider the converse, so suppose < is an isolated point of O G and that G = 1. Lemma 5.8 shows that the rational derived series of G terminates in the identity, so we can assume the result is true for all locally indicable groups with shorter rational derived length. This means that if a left-ordered group with shorter rational derived length has an isolated point, then it has only finitely many left orders.
By Lemma 5.2(b), (G, <) has a left convex rank one abelian subgroup A. Let 1 = a 0 ∈ A. Lemma 5.8 tells us that the rational derived series terminates in the
