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Pixel Classification algorithms for noise removal and signal
preservation in low pass filtering
Sha Gong
Contrast enhancement is essential to improve the image quality in most of image
pre-processing. A histogram equalization process can be used to achieve a high contrast.
It causes, however, also noise generation. Involving a low-pass filtering process is an
effective way to achieve a high-quality contrast enhancement with low-noise, but it leads
to the conflict between noise removal and signal preservation. To perform discriminative
low-pass filtering operations with the presence of noises and signal variations in different
regions, it is thus necessary to develop good algorithms to classify the pixels.
In this thesis, two classification algorithms are proposed. They aim at low-contrast
images where gradient signals are severely degraded by various causes during the
acquisition process. They are to classify the pixels according to the initial gray-level
homogeneity of their regions. The basic classification method is done by gradient
thresholding, and the threshold values are generated by means of gradient distribution
analysis. To tackle the problems of various gradient degradation patterns in low-contrast
images, image pixels are grouped in a particular way that, in the same group, pixels in
iv
homogeneous regions can be easily distinguished from those in non-homogeneous
regions by the basic method of simple gradient thresholding. Two algorithms based on
different grouping methods are proposed. The first algorithm aims at high dynamic range
images. The pixels are first grouped according to their gray-level ranges, as the gradient
degradation is, in such a case, gray-level-dependent. The gradient distribution of each
sub-range is obtained and a pixel classification is then made to adapt to their original
gray-level signals in the sub-range. The other algorithm is to tackle a wider range of
low-contrast images. In this algorithm, a gray-level histogram thresholding is performed
to divide the pixels into two groups according to their likelihood to homogeneous, or
non-homogeneous, pixels. Thus, in one group a majority of homogeneous pixels is
established and in the other group the majority is of non-homogeneous pixels. The
classification done in each group is to identify those in the minority.
Both proposed algorithms are very simple in computation and each of them is
incorporated into the contrast enhancement procedure to make the integrated low-pass
filters effectively remove the noise generated in the histogram equalization while well
preserving the signal details. The simulation results demonstrates, by subjective
observation and objective measurements, that the proposed algorithms lead to a superior
quality of the contrast enhancement for varieties of images, with respect to two advanced
enhancement schemes.
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1Chapter 1. Introduction
1.1. Subject of the work
Contrast enhancement is one of the basic operations in image processing. One
commonly employed method to achieve a good contrast is histogram equalization (HE).
In particular, adaptive histogram equalization (AHE) processes are developed to enhance
the contrast of image details. However, while the pixel signal is enhanced, the noise is
also amplified. Therefore, a lot of research work has been done to solve the conflict
between detail enhancement and noise generation during a histogram equalization
process. Varieties of advanced AHE attempt to minimize the noise by means of
modulating transformation functions. Such a noise removal method has its limitation of
achieving both good contrast enhancement and effective noise removal. Therefore, it has
been proposed to have low-pass (LP) filters placed after HE to obtain high-quality
low-noise images [1]. The basic block diagram of the contrast enhancement involving LP
filters is shown in Figure 1.1.
Figure 1.1. Block diagram of contrast enhancement involving LP filters.
The involvement of low-pass filtering allows the enhancement of the image contrast
and the reduction of the noise to be performed separately to gain a good contrast with a
low level of noise. A critical issue in the design of the LP filters is the conflict between
2noise removal and signal preservation, as the smoothing operations performed by LP
filters may erase both noise and signal variations. Hence, the filtering must be
discriminative to protect signal variations from being erased. To this end, varieties of
local-signal-dependent LP filtering methods have been proposed. To implement the signal
dependency, one can use local information to modulate the parameters in the function of
a LP filter, which may lead to a complex filter structure. One can also use simple LP
filters to perform smoothing operations and masks to expose/protect the pixels in the
operations. In this case, the pixels need to be classified based on certain criteria, such as
gray level homogeneity, to generate the controlling masks. The quality of the LP filtering
is closely related to that of the classification. The work presented in this thesis is in the
aspect of the pixel classification to improve the quality of the low pass filtering
operations in order to remove the noise generated in the contrast enhancement.
In this chapter, the problem and challenge in the design of the classification
algorithms is addressed in Section 1.2. The motivations and the objective of the work are
stated in Section 1.3. The scope of the work and the organization of the thesis are
described in Section 1.4.
1.2. Challenges in the design of pixel classification
algorithms
As described above, the application of low-pass filters can be a solution to the
3conflict between contrast enhancement and noise removal since these two issues can be
dealt with separately. However, the LP filtering operations may erase the signal variations
while removing the noise, introducing another conflict between signal preservation and
noise removal. In order to perform the smoothing operations selectively, it is necessary to
classify the pixels according to the homogeneity of their regions.
The homogeneity of gray levels in a region is related to the gradients of pixel signals.
A gradient detection is involved in most of the pixel classification methods. However, the
degree of the homogeneity is not simply proportional to the gradients. In most cases, the
gradient signals of low-contrast images are degraded by various causes. Acquiring
high-dynamic-range (HDR) images by a medium-range camera can cause gradient
compression, due to nonlinear transformation functions, as shown in Figure 1.2, of the
acquisition devices. It is often the case that the compression in the higher ranges is very
different from that in the lower ones.
Figure 1.2. Response of real films, digital cameras to the irradiance. The y-axis represents the
normalized brightness of the image [2].
4The gradient degradation can be in different forms. Images acquired from long
distances may not have problems caused by over-and-under exposure that occurs in case
of HDR images, but their gradient signal attenuation can be very severe and the signal
detection is very delicate to handle. Medical images can also have the problems of low
contrast, mostly due to, low-level intensity of projection in imaging. The signal variations
are reflected poorly in the acquired images. This imaging process results in complex
patterns of gradient degradations making the gradient-based signal detection and
classification a challenging task.
The processing time for the pixel classification with respect to that of the other
blocks in the system is another important concern in the design. The processing time for
the classification should be short enough so that the low-pass filters do not need to wait
long time for the completion of the classification after CLAHE is finished. Considering
the complexity of the gradient degradation, we need to develop signal-dependent
classification algorithms addressing different problems in the images, which often lead to
a time-consuming computation process. It is thus another challenge to make the
algorithm simple and effective.
1.3. Motivation and objective
Image pre-processing is to obtain low-noise high-contrast images from poor-quality
input ones. High contrast can be obtained by HE but low-noise is not easy to achieve.
5However, as the quality of the pre-process images can have an effect on that of the
succeeding image signal extractions, high-quality noise removal is essential. In the
contrast enhancement scheme shown in Figure 1.1, this high-quality depends on how the
LP operations can be performed to the noise part of the pixel gray level and preserve the
signal part. To this end, a good classification is essential.
The objective of the work presented in this thesis is to develop simple algorithms of
the pixel classification according to the homogeneity of gray levels. Its result will be used
to generate masks to implement discriminative low-pass filtering operations in the
contrast enhancement scheme for noise removal and signal preservation to achieve a
high-quality low-noise enhancement. Controlling masks provide the low-pass filtering
operations with different levels of exposure/protection so that different pixel groups to
effectively remove the noise while signal variations are protected can be given different
levels of smoothing operations.
1.4. Scope and organization of the thesis
The work presented in this thesis is to develop algorithms to classify the pixels in
low-contrast images in which the signal quality may be severely affected by gradient
degradation. In order to achieve satisfactory classification results, characters of gradients
of different pixel groups will be analyzed. The relationship among the gray level
homogeneity in the image, gray level distribution and signal gradients will be studied.
6The work will be focused on developing algorithms in which the image pixels are
grouped in such a way that a simple gradient-based classification method can be applied
to achieve high-quality pixel classification.
The thesis is organized as follows. In chapter 2, basic image processing building
blocks used in this work are briefly described and some existing methods for the
classification and contrast enhancement relevant to the work are presented. Two
algorithms of the pixel classification are proposed in chapter 3. A performance evaluation
of the contrast enhancement involving the proposed algorithms is presented in chapter 4.
The results have been examined by subjective observation and objective measurements,
and compared with those resulting from two contrast enhancement algorithms reported
recently. The work of the thesis is concluded in chapter 5.
7Chapter 2. Background and RelevantWork
2.1. Introduction
In real world, due to the limitation of illumination conditions and acquisition devices,
image quality can be degraded in various ways causing information to be shaded.
Therefore, as being capable of enhancing detailed information in images, contrast
enhancement became a fundamental necessity in most image processing applications.
A variety of methods to improve image contrast have been developed, including
histogram equalization (HE) and gray level stretching [3] [4], among which HE is
generally preferred because of its effectiveness and simplicity. Intensive researches have
been investigated trying to remove the noise generated in HE. Some of the approaches,
e.g., [5], are based on the modulation of the transformation function in order to make it
adaptive to input signals. Another method to overcome the limitation of HE is using LP
filters after HE. However, in order to avoid the attenuation of the original signals, the
low-pass filters need to be made discriminative according to the signal density and noise
severity in different regions of the image, such as the detail-preserving filters in [6] and
ideal masks in [7]. The challenge of this method is the classification of pixels in order to
determine which regions should be protected and the strength of the low-pass filters for
different noisy regions.
In this chapter, an introduction of some fundamental conceptions in contrast
enhancement is given in Section 2.2. Some recent progress on improving the performance
8of contrast enhancement is reviewed in Section 2.3. A brief summary is presented in
Section 2.4.
2.2. Fundamentals of contrast enhancement
2.2.1. Histogram Equalization
Generally, there are two kinds of histogram equalization, global HE [8] [9] and
adaptive HE [10]. The global HE is the standard method and the adaptive HE is a
variation of the global HE.
Standard HE process enhances the contrast of an image by uniformly distributing all
pixels along all the gray levels in the histogram, which gives the entire image a maximum







where cdfmin is the minimum non-zero value of the cumulative distribution function, M ×
N gives the dimensions of the image and L is the number of grey levels.
Through such a transformation process, the dynamic range of the image is stretched
to (L-1). However, if the input image already has a high dynamic range (HDR), i.e., some
regions of the image are significantly lighter or darker than the other parts, the effect of a
global HE will be greatly weakened.
This limitation in global HE can be overcome by adaptive histogram equalization
(AHE). In this method, the image is divided into a number of tiles and the histograms for
9each tile are generated to derive a unique transfer function for the local HE. Therefore,
even for an HDR image, it is still capable to improve the local contrast and bring out
more local details. However, even though AHE is more powerful in stretching the local
contrast, it introduces the speckle noise in a region where the majority pixels are
homogeneous ones. In such regions, most local pixels have very similar gray levels,
which form a high peak in the local histogram. This high peak then leads to a high slope
in its CDF function causing the transfer function to be very sensitive to the gray levels
around these peaks in the histogram. Eventually, small variations in a relatively flat
region are amplified and this region becomes a less flat region with many speckle noises.
To avoid such a drawback of AHE, a variation of AHE emerges, which is known as
contrast limited adaptive histogram equalization (CLAHE) [11]. Differing from ordinary
HE method, CLAHE limits the local contrast enhancement by clipping the bins in the
histogram that are higher than a global limit before computing the CDF. As discussed
before, high peaks in the histogram means a high slope in its CDF, therefore, by clipping
the pixels in those peaks and evenly redistributing them into every bin, one can reduce
the slope and hence alleviate the gray level stretching around those peaks.
In most applications, CLAHE is usually used as a trade-off between the local
contrast and the amount of the speckle noises in the output image, such as fog removal
presented in [12]. But meanwhile its contrast performance will be attenuated. Therefore,
in order to achieve an optimum local contrast without introducing more noises, a
denoising process using low-pass filter after CLAHE is required.
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2.2.2. Low-pass filters
In view of the fact that traditional HE introduces speckle noises, one needs a
denoising process to suppress these noises while maintaining the original signal
variations. Many kinds of LP filters are designed for various purposes or demands for
noise removal, such as Gaussian filters [13], mean-based filters [14], median-based filters
[15], bilateral filters [16] and Yaroslavsky neighborhood filters [17]. Among these filters,
the first three are commonly used because of their relatively low computation intensity
and good performance.
Gaussian blur is one of the most fundamental ways to smooth the image by replacing
the center pixel with the weighted average of neighboring pixels. A two-dimensional









where σ is the standard deviation, which is typically used to adjust the “strength” of its
smoothing effect. Its simplicity and effectiveness in the suppression of the random noise
make it a preference for noise removal. Mean-based filters can be seen as a special case
of Gaussian filter.
Another example of smoothing filters is median-based filters. Unlike the
average/mean filters, it replaces the existing value with one of those present in its
neighborhood. It will not be affected if one of its neighboring pixels is much larger or
smaller than the others. Thus, it can provide a good image quality in terms of preserving
11
signal variations during the smoothing process. Moreover, as the median filter does not
introduce any new gray levels, it can be applied repeatedly to strengthen the noise
smoothing effect. However, this filter cannot preserve the corners of the image objects
and may erase very thin lines.
One can choose a certain type of LP filters according to its design requirements.
However, no matter which kind of LP filter one chooses, there still exists the problem of
signal attenuation or loss during the smoothing process. Therefore, it is essential to
develop an effective classification method to generate controlling masks for different
levels of protection/exposure during LP filtering operations.
2.2.3. High-pass filters used to detect gray-level variations
For the sake of not impairing any useful signals during noise removal, all signals
should be extracted and protected in advance. In order to achieve such goal, one needs to
have the knowledge of the characteristics of both noises and signals.
The pixels representing a particular feature (e.g. edges/textures, flat regions) of the
image usually have a common distribution of gray level variations. Therefore, by
inspecting the distributions of the gray level variations, the pixels can be classified into
different regions, such as, objective edges, textures and flat regions. In the practical
applications, the pixel classes can be more specific, such as stars and background in
astronomy pictures or human faces in a face recognition system. General pixel
classifications have already been used in a wide range of image systems, such as camera
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system, traffic control systems, agricultural imaging, computer vision and etc [18].
Commonly used approaches for gray scale image classification include histogram based
approach [19], clustering approach [20], watersheds transformation approach [21],
classifier method and neural networks.
A fundamental application of pixel classification is to split objective edges and other
flat areas in the image, namely, edge detection. A basic way to achieve this is by applying
a proper threshold which is obtained by inspecting the pixel population on the histogram
[22]. However, such kind of classification only works when the edges and flat regions are
clearly distinguishable in gray level, which is very rare for the real images. For many
images with high dynamic range (HDR), both homogeneous and non-homogeneous
pixels are randomly distributed in almost all gray levels. In this case, the classification
simply by inspecting the histogram is not sufficient and a further correction of the
misclassified pixels is required. As the nature of the edges is some sharp changes in gray
level, we need another metric which can indicate the gray level variations for edge
detection. Then by applying a proper threshold on this metric, one can extract the edges
in the image.
High pass filters are used to be an option for the extraction of edges. So far, many
kinds of edge enhancement operators are developed. These operators are based on
convolving the image with a small, separable, and integer-valued filter and therefore
reducing computations. Examples include PREWITT, SOBEL and LAPLACIAN
13
operators, all of which can indicate the extent of gray level variations by simply doing a
convolution with the input image.
However, as any single operator can only indicate gray level variations in a single
direction, it is of more accuracy to combine multiple operators and calculate the gray
level gradient vector [23]. The kernels of SOBEL operator, detecting the gray level
variation in the horizontal, vertical and diagonal directions, used in this thesis is shown in
Figure 2.1.
Figure 2.1. Kernels of SOBEL operators emphasizing variations on different directions.
Once one has such a “gradient map” indicating how the gray level varies all over the
image, edges can be determined by applying a threshold on the gradient or any other
similar metrics. Multiple approaches have been proposed to find the optimum
thresholding way for precise classifications [24].
2.3. Relevant work
2.3.1. Advanced histogram equalization
Many variations based on the original histogram equalization have been investigated
in order to improve their performance of contrast enhancement. Most of them fall into
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two categories, the first of which is to make the transformation function of histogram
equalization more adaptive to local image signals. It can be done by modulating the
“local” cumulative functions [25] or by weighted threshold HE [26].
In [27], a smart contrast enhancement technique based on traditional HE algorithm is
proposed. This dynamic histogram equalization (DHE) technique aims at good detail
preservation during contrast enhancement. It segments the image histogram according to
its local information and assigns specific gray level ranges for each segment before
equalizing them separately. This process will be repeated in order to ensure an even
distribution.
Some other methods of advanced AHE are based on the modulation of the
parameters involved in the mapping function according to its homogeneity, such as
CLAHE [28]. However, in the standard CLAHE, a global clip limit will be applied to all
tiles, which results in improper histogram clipping in some local regions. Therefore, a
new tone mapping algorithm for HDR images has been presented in [29]. In order to
alleviate the artifacts introduced by the standard CLAHE algorithm, each contextual
region is applied with an individual clip limit defined as
)),(var()1(12)),(( 1,1, jiIajiImeana kk  ,
where α is the normalized clip limit, a is a weight factor between [0, 1], Ik,l(i,j) is the pixel
gray level on ith row and jth column and factor 12 is used to renormalize the variance
value.
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Improvements have also been made on the strategy of redistributing the excess pixels
over the clip limit. Instead of redistributing them equally to all bins, in this way the
excess pixels are put in a “decision bag” [29]. A bin that does not reach the clip limit but
with at least one of its two neighbors reaches will be filled with pixels obtained from the
bag. In this way, all the pixels are assigned in the neighborhoods of the peaks in the
histogram.
The work presented above demonstrates a good visual quality in an automated way
without the need to define any external parameter. The local details are improved
regardless of the original local intensity. However, no matter how automatic and precise
the clip limit is, there still exists the limitation for such method since its noise removal is
at a cost of lower contrast enhancement.
2.3.2. Filters in the contrast enhancement
In order to perform the enhancement of the image contrast and the reduction of the
noise separately, another approach involving LP filters is widely used. Many studies have
been investigated in this area by introducing extra denoising processes after finishing a
contrast enhancement process to remove the speckle noises. A dynamic non-local
mean-based filter is introduced in [30] to remove the noise in magnetic resonance images
after a dynamic contrast enhancement. Work in [31] aims at developing a good noise
removal method specifically for Poisson and Gaussian mixture noise generated during the
contrast enhancement process.
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In [32], a low-pass filter and a high-pass filter are combined to generate a filter
mask for the purpose of signal protection. The filter mask is defined as a class of
surrounding pixels with similar signal features to the current pixel. The filter structure is
displayed in Figure 2.2. Compared with other quadratic filters [33], this robust nonlinear
contrast enhancement filter shows good signal preservation for blurred and noisy images
during the process of contrast enhancement.
Figure 2.2. Filter structure proposed in [32].
Another example involving LP filters is presented in [34] with a view to removing
the blocking effects while maintaining the advantages of AHE with a fine visual quality.
Such method is based on partially overlapped sub-block histogram equalization (POSHE).
However, in order to completely get rid of the blocking effects, a considerable number of
overlapping is needed, which may increase the computation complexity. Moreover, its
application in image processing may be limited because of its incapability of scaling for
large sub-block and image sizes. Thus, a generalization of the POSHE approach
involving cascaded multi-step binomial filtering HE (CMBFHE) [35] is proposed.
Compared to the original POSHE method, its performance in scaling for large sub-block
sizes and large image sizes is significantly improved with less computational complexity.
17
In [1], another noise removal method based on transportation map regularization
(TMR) filter is proposed. Such TMR filter can be expressed as
)())(())(( uYuuTYuTTMR uuu  ,
where u is the original image, T(u) is the contrast modified image, Yu is a non-local
operator. The first part of the equation Yu(T(u)) represented a blurred image due to
low-pass filtering, while the second part u - Yu(u) is added to restore the image details.
In order to remove all the artifacts, this regularization process should be made
iterative and the filtering process can be presented as
uuuTYuTTMR kuku  ))(())(( ,
where Yuk refers to the recursive use of Yu filter.
With a view to controlling the iterations of the TMR filters, a convergence map C(x)
is used and defined as
||))(())((||)( 1 uuTYuuTYxC kuku   ,
For a pixel x, the iteration of the filtering process will be continuous until C(x) is
smaller than a user-defined threshold t (in many case, t=1). The whole procedure of the
iterated TMR filtering can be represented by the following scheme [36].
Figure 2.3. Iterated TMR filtering of contrast enhanced image.
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As shown in Figure 2.3, the input image is involved both before and after low-pass
filtering in every loop. The quality of the output image is, therefore, significantly
depended on the quality of the input image, which results in a limitation for its noise
removal. Moreover, the involvement of low-pass filters may blur fine details without any
protection of the pixel signals. As for the computation, because of the iterations, it is very
time-consuming.
One effective way for maintaining the signal variations is to use a series of
discriminative LP filters to adjust the degree of smoothing according to the presence of
the noise and pixel signals. The scheme shown in Figure 2.4 uses a multi-stage low-pass
filtering process to achieve such adaptive noise removal [36].
Figure 2.4. Block diagram of contrast enhancement involving multi-stage LP filters.
In order to protect signal variations during the low-pass filtering operations, the
regions existing some pixel signals should not be given the same smoothing strength as
those flat ones. Therefore, a low-pass filtering is implemented by successive stages of
simple low-pass filers. Such multi-stage low-pass filters make the strength of the filtering
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progressive, giving different regions different levels of smoothing. The masks controlling
each of the low-pass stages make the filtering discriminative. The different coverage by
the binary masks allows the multi-stage LP filtering to be applied progressively in
different categories of regions with different purpose of protection/exposure. The image
quality, therefore, is based on the quality of the controlling masks. Because of its superior
performance in both noise removal and contrast enhancement with the protection of
signal variations, in this thesis, it is applied as a starting point to be researched.
2.3.3. Existing classification methods
It is obvious that the usage of post-HE low-pass filters may reduce the effects of the
contrast enhancement by degrading its signal variations. Therefore, it necessitates a good
classification method to preserve pixel signals and expose noise while applying the LP
filters.
As described previously in [29], the parameter a is used to weight the linear
dependence between the mean and the gray level variance. Once the factor a is
determined, the normalized clip limit of CLAHE will be generated automatically,
applying to classify the pixels into bright regions and dark regions. Experimentally, it has
been observed that for bright regions with high gray levels and high variance, the best
normalized clip limit of CLAHE falls into the interval [0.005−0.01], while for dark areas
the clip limit should be in the range [0.01 − 0.015]. Based on this observation, an
automatic calculation of the adaptive normalized clip limit is used to decide which region
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the pixels should belong to, making the classification more adaptive to the local
information.
Recently, a denoising technique based on improved adaptive directional lifting
wavelet transform (ADL) [37] is proposed in order to separate noise from image signal.
Since ADL is normally inaccurate in a noisy image, a classification method based on the
pixel pattern is implemented so that ADL can be applied in a noise-free environment.
Suppose the noisy in an image is additive zero-mean white Gaussian noise whose
variance is 2n , the variance of a local window imn_2 can be represented in different
ways. In smooth region, 2_2 nimn   , and in texture region, 22_2 nimimn   .
Therefore, for each pixel Y(i,j),
0),( jiYflag , if TnjiY 2),(2 /
1),( jiYflag , if TnjiY 2),(2 / ,
where ),(2 jiY is the variance of the local window centered by the pixel Y(i,j), T is the
threshold defined by researchers. If 0),( jiYflag , the pixel Y(i,j) belongs to the smooth
region, otherwise it is in the texture region. By applying this pixel classification method,
pixel signals can be distinguished from noise, providing a good foundation for the
succeeding operations. However, such simple classification method with a user-defined
threshold may generate the problem of misclassification.
In order to correct the misclassified pixels, another classification method is proposed
in [38], separating images into detail regions and smooth regions. In this method, the
original image is divided into several blocks and the classification of each block depends
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on the local gradient image by applying Prewitt operators. If the amplitude of the local
gradient image is small, the block will be classified into smooth regions; otherwise it
belongs to detail regions. In such case, the gradient threshold value is chosen as the first
“dip” point of the distribution curve of the regional gradient mean, as shown in Figure
2.5(a). The block of which the gradient mean is less than the threshold will be classified
into smooth regions. However, due to the small number of regions in an image, it is hard
to detect the position of the “dip” point precisely without any misclassification, such as
the situation displayed in Figure 2.5 (b).
Figure 2.5. (a) The distribution of regional gradient means. The first “dip” point in the curve denotes
the initial gradient threshold. (b) An example of misclassification [38].
In [38], two methods have been proposed to solve the problem of misclassification.
The first one is smoothing the distribution curve. The second method tries to redefine the
gradient threshold Tg by using the equation shown below
gggg kT   ,
where μg, g is the mean and standard variation of gradient amplitudes of all the pixels
in smooth regions after classification, kg = 3.5. A parameter is then introduced to classify
all the blocks, its definition is
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max/ NNp kk 
where NK is the number of pixels of which the gradient mean is larger than Tg in the kth
block, Nmax is the maximum value among all the NK. Therefore, if its pk < pT, the block
will be classified as smooth region, otherwise it belongs to detail regions. pT is a
user-defined factor.
In this way, the blocks will be classified to achieve a balance between the
background noise removal and signal preservation. However, it is difficult to decide the
value of pT in order to minimize the probability of misclassification. For example, a too
large value of pTmay increase its likelihood of misclassifying detail regions into smooth
regions. It needs more manual observation and analysis for input images.
In the work presented in [36], a specific binary mask is used in each LP stage to
protect the signal pixels and expose noise. The signal quality of the final image is related
to the quality of the controlling masks, which are generated by the process of pixel
classification. Thus, the essence of this approach is to design a good classification
method to obtain high quality signal masks for different levels of protection/exposure.
Figure 2.6 shows a schematic diagram of pixel classification followed by a region
correction process [36].
Figure 2.6. Pixel classification with region correction.
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This classification method is based on the homogeneity of pixel locations. The first
step is to group the pixels by gray level thresholding, i.e., G1 and G2. The pixels of which
the gray level is between G1 and G2 will be classified as homogeneous pixels and others
non-homogeneous ones. However, no matter how carefully one can choose the threshold
values, there always exist a large number of misclassified pixels. Therefore, a region
correction based on the pattern recognition is designed to locate those misclassified pixels.
Once a misclassified pixel is confirmed, it would be assigned to its original class. [36]
uses pattern recognition method to distinguish the patterns formed by non-homogeneous
pixels from those of misclassified ones. It is known that a non-homogeneous region is
unlikely to be one-pixel-wide. Therefore, if a classified region of non-homogeneous
pixels is very thin, it is very likely to be formed by misclassified pixels and should be
corrected into homogeneous regions. By applying such classification method, the
concentration of pixel signals in non-homogeneous regions and that of noise in
homogeneous regions will be increased greatly. Finally, after region correction, a series of
binary masks containing different groups of pixels are generated and will be used in the
multi-stage LP filtering process.
However, the classification process reported in [36] requires the users to manually
select and adjust parameters, which makes the quality control less evident. To overcome
this limit, an autonomous pixel classification method is required.
Many other approaches of pixel classification are also reported in [39]. However, any
method of pixel classification stands a chance of misclassifying a certain portion of pixels.
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Therefore, a precise and automatic pixel classification method is needed to minimize
such chance for an effective noise removal and good signal preservation.
2.4. Summary
This chapter describes the main approaches of contrast enhancement. Some recent
progresses on improving the traditional contrast enhancement methods are reviewed,
which includes improved versions of the standard HE, post-CE denoising techniques and
pixel classifications methods for generating signal-preserving masks. To develop a simple
algorithm for a good contrast and low noise, after lots of research on the relevant work,
the multi-stage low-pass filtering operation is, thus, introduced as the basis of the work
presented in this thesis for its simplicity and effectiveness. The technical challenge of
implementing this method is to develop an effective and precise classification method for
a high-quality low-noise image. In next chapter, .the algorithms of the pixel classification
and its two applications in image processing are proposed and explained in detail, trying
to achieve adaptive and autonomous generation of the signal-preserving masks.
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Chapter 3. Description of Proposed Algorithm
3.1. Overview
As described previously, contrast enhancement is essential in image processing and
varieties of HE-based enhancement method have been reported. However, it is often the
case that, while the signal contrast is enhanced, the image noise is also amplified. A lot of
research efforts have been made to develop better adaptive HE algorithms. Nevertheless,
it is hard to find a good solution to the conflict between contrast enhancement and noise
generation. Using low-pass filters to remove HE-generated noise is an effective approach,
as the two issues of the conflict are addressed separately. The critical point in this
approach is, however, the conflict of noise removal and signal preservation. The
multi-stage LP filtering involved in the contrast enhancement scheme [36] can be
effective to remove the noise while preserving signal variation if the pixels can be well
classified according to the homogeneity of their locations. The work presented in this
chapter focused on developing simple and effective methods for the pixel classification.
It is known that the gray level homogeneity can be indicated by gradients [38]. One
can use a simple gradient thresholding to classify, approximately, the pixels into two
classes, i.e., those in homogeneous regions and those in non-homogeneous regions. As
mentioned previously, if the gradient signals are degraded in a complex manner, such a
simple classification may not be satisfactory. In order to achieve better results, the
gradient-based classification should be made discriminative, i.e., pixels having the same
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gradient value may be classified differently according to their signals and/or their
positions in the image. To this end, the pixels need to be grouped, and the classification
by means of the gradient analysis is then performed in each group. Therefore, a procedure
to generate the control masks from the input image should involve HP filtering to
generate the pixel gradients and pixel grouping for the pixel classification, as shown in
Figure 3.1.
Figure 3.1. Schematic diagram of the proposed algorithm.
This chapter is organized as follows. In the following section, a simple gradient
distribution analysis is described and the basic method to generate the thresholds for the
classification is presented. In Section 3.3, an algorithm for the classification and mask
generation aiming at HDR images is proposed. Another classification algorithm, also
involving the basic method, is proposed in section 3.4. It targets a wider range of low
contrast images.
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3.2. Analysis of the gradient distribution and the threshold
generation for pixel classifications
In order to perform an efficient low-pass filtering with gradient signal preservation,
the pixels of an image need to be classified into groups, according to the homogeneity of
their gray level variations of the regions where they are located. The pixels can be
classified, for example, into three groups. The first one consists of homogeneous pixels,
i.e., those located in homogeneous regions, the second one of non-homogeneous pixels,
and the rest of the pixels form the third group. For clarity of the description of the
classification method, it is assumed that the third group is divided into two sub-groups,
one consisting of the pixels in near-homogeneous regions and the other found in
near-non-homogeneous regions.
Gray level variations can be evaluated by the gradients obtained in a convolution
with high-pass kernels, such as Sobel, detecting the gray level variation in the horizontal,
vertical and diagonal directions. The method of the classification presented in this study
is based on an analysis of the gradient distribution, i.e., the gradient histogram of the
image.
In order to illustrate a typical gradient distribution, a SOBEL convolution is applied
to a test image shown in Figure 3.2 (a) and the gradient map obtained is presented in
Figure 3.2(b). The normalized histogram of the gradient is shown in Figure 3.3(a), and its
outline represents the gradient distribution of the image.
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(a) (b)
Figure 3.2. (a) Test image. (b) Gradient map of image (a).
It is commonly known that the pixels having low gradient values are likely to be
found in homogeneous regions, and those in non-homogeneous regions usually have
higher gradient values. Hence, conceptually the pixels found in the left side are mostly
homogeneous ones and those in the right side are non-homogeneous ones. However, to
group the pixels more precisely, one needs to have a close observation on the distribution
and its variation.
In order to classify the pixel population into the groups as stated above, three specific
gradient values, denoting ThL, ThM, ThH, should be identified. This gradient-based
classification is presented in Table 3.1.
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Table 3.1. Gradient based classification
The gradient value of ThH is to be used as a threshold to identify non-homogeneous
pixels from the entire pixel population. Figure 3.3(a) shows that, the gradient distribution
is relatively stable if the weighted gradient value is relatively large. The pixels having
these gradient values are mostly non-homogeneous ones. To define the specific point ThH
in order to separate the section corresponding to those pixels from the rest of the curve, a





GdH )( , the change rate of the gradient distribution varying
with Gr. If the weighted gradient value is much greater than 10, the derivative will










Figure 3.3. (a) Gradient distribution obtained from the gradient map shown in Figure 3.2(b). The
y-axis is the normalized value of the distribution, and Gr of x-axis is the SOBEL-weighted gradient
value, i.e., the height of the gradient bin. (b) First derivative of the outline curve presented in (a).
(c) Second derivative of the outline curve presented in (a).
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The low gradient homogeneous pixels are to be identified from the total pixel
population by a threshold ThL. In general, ThL should be found between GP, shown in
Figure 3.3(b), and ThH. In this segment of the distribution, the rate of the histogram




GdH )( varies from zero to its negative
peak and approach to zero again. The specific point of ThL should be found between the
distribution segment of homogeneous pixels and that of near-homogeneous pixels. This










GHd , shown in
Figure 3.3(b).
The pixels having their gradient values between ThL and ThH are located neither in
homogeneous regions nor non-homogeneous regions. However some of them carry
features more like homogeneous pixels and others more non-homogeneous ones. The
distribution segments corresponding to the two sub-groups, i.e., near-homogeneous pixels





GdH )( , the change rate of the gradient distribution, shown in Figure 3.3(b), is
ranged from its negative peak to near-zero. The specific point of ThM is found at the
highest peak point in the second derivative of the distribution as shown in Figure 3.3(c).
Summarizing the above description, the generation of the three specific values, ThL,
ThM, ThH, is illustrated in the diagram shown in Figure 3.4. As these values serve in the
classification presented in Table 3.1 as the thresholds, the procedure involving the
histogram and derivation operations is referred to as the threshold generation. Applying
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this procedure to the test image shown in Figure 3.2(a), one can obtain the three
thresholds and then produce the three binary images shown in Figure 3.5.
Figure 3.4. Procedure to define the three gradient values ThL, ThM, ThH used in the gradient-based
classification
(a) (b) (c) (d)
Figure 3.5. (a) Test image. (b) Mask generated by thresholding the gradient map of the image shown
in (a) with the threshold ThH = 38.8. (c) Mask generated by thresholding the gradient map of the
image shown in (a) with the threshold ThM = 17.1. (d) Mask generated by thresholding the gradient
map of the image shown in (a) with the threshold ThL = 14.9.
As described in §3.1, to implement the signal-preserving LP filtering, the masks for
the protections of different pixel groups are needed. The first one protects only the
non-homogeneous pixels, and the last one all the pixels except the homogeneous ones.
Comparing Figure 3.5(a) and (b), one can find that, in the mask shown in (b), pixel
positions in non-homogeneous regions have the logic-1 status, displayed as white dots,
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while those in the rest of the image having the logic-0 status. This mask can be used to
control the first LP stage shown in Figure 3.1. Contrary to Figure 3.5(b), the mask in
Figure 3.5(d) is used to distinguish homogeneous pixels in (a) from the rest of the image,
by marking the pixel positions of the former with the logic-0 status and the latter the
logic-1 status. If the masks shown in Figure 3.5(b) and (d) are to identify the
homogeneous and non-homogeneous pixel groups, respectively, the mask shown in
Figure 3.5(c) is designed to distinguish the homogeneous and near-homogeneous pixels
from the non-homogeneous and near-non-homogeneous ones. With this mask, the LP
operation can be applied to all the homogeneous and near-homogeneous pixels.
In this section, a basic method for the threshold generation, based on the gradient
distribution, has been presented. It has been shown that the gradient-based classification
described above can be effectively used to generate binary masks for the
signal-preserving LP filtering operations in the multiple stages as shown in Figure 3.1.
The application of this simple method should be adaptive to the conditions of the input
image. The gradient signal in an image of poor quality may be degraded in different ways
depending on image features in different locations. In order to apply the basic method,
the gradient distribution should be made “local” to facilitate the identification of the pixel
groups. Hence, the pixels of the input image should first be grouped, according to a
defined pixel features. And based on the gradient distribution of each pixel, the thresholds
are found for the generation of the masks used in the LP filtering.
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In the following sections, two algorithms, in which the basic method is applied to
pixel groups, are presented. In each of them, the pixels are grouped based on different
features and the control masks are generated accordingly.
3.3. Classification algorithm with pixel grouping based on
gray level ranges
It is commonly known that in a high-dynamic-range (HDR) image, gradient signals
may be degraded differently, likely depending on the intensity level. For example, a
signal variation in a low intensity region or a gray level fluctuation in a median intensity
region may yield gradient signals of the same level. In this case, in order to effectively
apply the basic method of the threshold generation for pixel classification presented in
§3.2, the pixels of the image need to be grouped according to its gray level, which
correspond to the original intensity level.
Figure 3.6(a) illustrates an HDR test image. It is a combination of the two images of
the same motives. One is under exposed and the other over exposed. The histogram of its
SOBEL-gradients is shown in Figure 3.6(b). In this histogram, i.e., gradient distribution,
the pixels in a gradient bin in a middle-range, e.g., those pixels having Gr = 10, can be in
a bright homogeneous region or a darker non-homogeneous region. If the threshold
values are generated from this distribution, the pixels in entire bin will be considered as
homogeneous pixels or non-homogeneous ones. The binary masks produced
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subsequently may not be able to serve the purpose of a threshold generation for gradient
pixel classification. Hence one need to divide the gray level range of the image into some
sub-ranges and to apply the method to a gradient distribution made from the pixels
having their gray level values in the same sub-range. The threshold values based on such
a distribution can thus be appropriate for the pixels. In this way, one can generate a set of
masks in each sub-range. Combining it with other sets, one can produce a final set of
masks for pixel classification of the entire image.
(a)
(b)
Figure 3.6. (a) An HDR test image. (b) Gradient distribution obtained from the gradient map of the
image shown in (a).
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For clarity purposes in the description, let us divide the gray level range of the input
image into three sub-ranges, namely [ 0 , GL1 ] , ( GL1 , GL2 ] and ( GL2 , 255 ], and the
pixels are grouped accordingly. The three gradient distributions can then be generated.
One can obtain three thresholds from each of them, for example, ThL1, ThM1 and ThH1
from the gradient distribution of the pixels ranged from 0 to GL1. The threshold ThL1 is
then used to produce a binary mask BL1 in which the positions of all homogeneous pixels
in the sub-image are indicated with the status of Logic-0, and the rest with Logic-1. Its
counterparts in other two sub-images, i.e., the binary masks BL2 and BL3, are produce in
the same manner to identify the homogeneous pixels from the rest of the sub-images.
Figure 3.7. Process of mask generation
Figure 3.7 illustrates, in a conceptual manner, the process of the image data to
demonstrate the algorithm of the pixel classification and mask generation. Combining the
masks BL1, BL2 and BL3, one can obtain a binary mask, namely Mask1, to distinguish the
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positions of all the homogeneous pixels in the entire image from the rest of the pixel
population. The two other masks are produced in a similar manner for the classification.
All the three masks are to be used in the multi-stage low-pass filtering.
The block diagram of the algorithm for applying the gray-level-dependent local
gradient distribution for pixel classification is shown in Figure 3.8. In this diagram, Ig(i,j)
denotes the gradient map of the input image I(i,j), and Ig1, Ig2 and Ig3 are the local gradient
maps of the sub-image, the detailed diagram of the classification block is found in Fig.
3.9 and that of the combination in Figure 3.10.
Figure 3.8. Block diagram of the algorithm for the pixel classification.
Figure 3.9. Block diagram of the classification shown in Figure 3.8.
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Figure 3.10. Block diagram of the combination shown in Figure 3.8.
Applying the algorithm presented in Figure 3.8 to the test image shown in Figure
3.6(a), with GL1 = 100, GL2 = 200, one can obtain the three local SOBEL-gradient
distributions of the sub-images shown in Figure 3.11. They are, in fact, the result of the
decomposition of the global gradient distribution shown in Figure 3.6(b). In Figure
3.11(a), the global gradient distribution curve is placed with the three local ones. The
three local gradient distributions are presented separately in Figure 3.11(b), (c) and (d)
after the normalization with the total pixel number of the sub-image. One can see that the
pixels in each bin in the global distribution are now sorted, according to their gray level,
to form three segments, and placed in the corresponding bins of the three local
distributions, respectively. The thresholds for each sub-images obtained based on the
analysis of the three gradient distributions are displayed in Table 3.2. About 3% of the
pixels in the global gradient distribution have Gr = 10, among these, only 0.1% are in the
gray level range of [GL1, GL2], forming the bin in Figure 3.11(c). They are classified as
homogeneous pixels according to the threshold shown in Figure 3.11(c) and Table 3.2.
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The other pixels make the bins of Gr = 10 in Figure 3.11(b) and (d) will be considered as




Figure 3.11. (a) Gradient distribution of the entire image displayed with the distributions of the three
sub-images. (b) Local gradient distribution and its 1st order derivative for the pixels ranged from 0 to
100. (c) Local gradient distribution and its 1st order derivative for the pixels ranged from 101 to 200.
(d) Local gradient distribution and its 1st order derivative for the pixels ranged from 201 to 255.
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Table 3.2. Threshold values for pixel classification.
By a simple pixel grouping according to their initial gray levels, one can obtain a
number of “local” gradient distributions. Each distribution corresponds to the local gray
level condition and leads to a better threshold generation which should result in a
significant improvement in the subsequent pixel classification.
As mentioned previously, the test image has two identical image motives placed side
by side but the gradient signals are degraded non-linearly due to over-exposure and
under-exposure condition. If the classification is satisfactory, the identified homogeneous
regions in one side should be similar to those in the other side. The three masks obtained
by applying the algorithm, shown in Figure 3.12, demonstrate that the proposed
algorithm can produce such a classification result.
(a) (b) (c)
Figure 3.12. Masks obtained by threshold generation. (a) Mask corresponding to gradient level ThL. (b)
Mask corresponding to gradient level ThM. (c) Mask corresponding to gradient level ThH.
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In this section, an algorithm for pixel classification in HDR images has been
presented. In this algorithm, the basic method of the threshold generation based on the
gradient distribution is applied. Aiming at gray-level-dependent gradient degradation, a
pixel grouping by intensity range is incorporated to make the gradient analysis adapt to
local gray level signals. Hence, one can expect a good classification result from the
algorithm.
The basic method in §3.2 can be applied in a different way to target images having
different features. In the next section, another algorithm, also involving this method, is
presented.
3.4. Classification algorithm with pixel grouping by
histogram-thresholding
In the algorithm proposed in §3.3, the pixels are grouped according to their original
gray levels, if the gradient degradation is gray-level-dependent, and the algorithm is thus
effective in case of HDR images. In many other cases, the image quality may be reduced
by various causes, and the gradient signal degradation can be more complex than that in
the cases discussed. In order to classify the pixels in terms of the gray level homogeneity,
one wishes to group the pixels in such a way that the difference in gradients between the
homogeneous pixels (or non-homogeneous pixels) and the rest of the population in the





Figure 3.13. Low-contrast images and their histograms. (a1) (a2) X-ray. (b1) (b2) Window and
Desk. (c1) (c2) Pollen Grain.
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The histogram of an image illustrates its gray level distribution. Figure 3.13 shows
three low-contrast images and their histograms. The gray level ranges of these images are
very different, so are their textures, which results in different patterns in their histograms.
However, one can easily see that in each of the histograms, the higher bins have a higher
concentration of the homogeneous pixels. In other words, homogeneous pixels are more
likely found in higher bins, and non-homogeneous ones in lower bins. If a histogram
threshold TG is applied to a typical gray level histogram, such as the one shown in Figure
3.14, the gray level bins will be divided into two groups. This is often referred to as
histogram thresholding [24]. The dashed areas are composed of high bins, and include
much more homogeneous pixels than the other bins of the histogram. It is to say that the
pixels of the image are grouped according to the height of the bins, related to their
likelihood to be homogeneous pixels. However while the majority of pixels in the
high-bin group belongs to the class of homogeneous pixels, there is a minority of
non-homogeneous pixels. In the low-bin pixel group, the situation is just in the opposite
direction. If the gradients of the pixels of the minority in one group can be differentiated
from those of the majority, those pixels will be easily identified. One can then apply the
method of the gradient distribution analysis in each group to distinguish the minority
pixels for a better pixel classification according to their gray level homogeneity.
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Figure 3.14. Histogram thresholding of an image to group the pixels. The binary mask B indicates the
positions of the pixels in the undashed bins with Logic-1 status and the others Logic-0.
It should be mentioned that, in order to implement the preservation of signal
variations in the low-pass filtering process shown in Figure 3.1, one needs to produce a
binary mask for each LP stage. The mask controlling the first stage after the pre-filtering
is to protect the non-homogeneous regions and expose the rest of the image. In other
words, it is to distinguish the non-homogeneous pixels from the rest of the population.
The non-homogeneous pixels are concentrated in the lower bins. Lowering TG will group
the lower bins together and exclude more homogeneous pixels from the group. Hence, to
produce such a mask, a low-level TG is applied to the histogram to increase the
concentration of the non-homogeneous pixels of the un-dashed bins in the group in order
to secure a good majority of likely-non-homogeneous pixels. In this case, the
classification in this group is then to identify the minority homogeneous pixels by the
gradient distribution analysis. Meanwhile, the majority of the pixels of the dashed-bin
group are considered to be homogeneous pixels. To find the minority non-homogeneous
pixels in that group, the same analysis is applied. Combining the results of the two
classifications in the two groups, the mask identifying non-homogeneous pixels in the
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image can be obtained. The other masks used in the LP process can be produced in a
similar way. For example, the mask controlling the last LP is to expose only
homogeneous pixels and protect the rest of the image. In this case the threshold TG should
be as high as possible to secure the majority pixels of the dashed bins likely being
homogeneous ones.
Summarizing the analysis presented in the preceding paragraph, one can see that a
simple histogram thresholding can be used to divide the pixels in an image into two
groups, i.e., high-bins and low-bins. Each has a majority class and minority one, as
presented in Table 3.3. By this grouping, each pixel position carries a logic status
indicating which class it belongs to.
Table 3.3.
Table 3.3 demonstrates the pixel grouping with a view to classifying the pixels to
generate a binary mask for the protection of a particular group of pixels. As described
previously, the histogram threshold TG can be adjusted to pre-determine the concentration
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of the homogeneous pixels or other kinds of pixels in a group. Aiming at the objective of
a protective mask to be designed, the value of TG should be chosen appropriately. By
applying multiple TG values, one can generate multiple binary masks for the multiple LP
stages.
The above-described algorithm of the pixel grouping and classification for the mask
generation can be presented in the block diagram shown in Figure 3.15. In this algorithm,
each of the thresholds TG1, TG2 and TG3 is applied to the histogram of the input image,
which results in three binary images, namely B1, B2 and B3. The binary images are then
applied individually to the gradient map Ig (i,j). In each application Ig is divided into two
groups, such as Ig1-0 and Ig1-1 in case of applying B1. The pixel classification to be done in
each of the groups is illustrated in Figure 3.16.
Figure 3.15. Block diagram of Algorithm 2.
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Figure 3.16. Detailed block diagram of the pixel grouping and the classification in the diagram shown
in Figure 3.15.
As shown in Figure 3.16, the pixel gradient data is divided into two groups, i.e., Ig-0
and Ig-1, and each is to be binaried in the classification. The classification in each group is
to identify the minority pixels. The identification is done by the analysis of the gradient
histogram, such as the one shown in Figure 3.17, of the pixels in the group. For the group
of Ig-1, the majority pixels are in the non-homogeneous regions. The classification is to
identify the minority homogeneous pixels and to switch their logic status from Logic-1 to
Logic-0. The gradient threshold is chosen, with precaution, to be ThL, the lowest among
the three threshold values shown in Figure 3.17, to exclude likely-non-homogeneous
pixels, while minimizing the misclassification and a mask Bc1 is then generated. In the
group Ig-0, the pixels in the non-homogeneous regions need to be identified from the
majority ones that are located in the homogeneous regions. The threshold, in this case, is
chosen to be the highest, i.e., ThH, among the three values. Finally the two masks Bc0 and
Bc1 are combined to form the mask used in a low-pass stage.
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Figure 3.17. Example of the gradient distribution of a pixel group.
In order to generate the three masks, namely mask 1, mask 2 and mask 3, shown in
Figure 3.15, three values of TG, i.e., 10%, 30% and 80% of the maximum of the
bin-height in the histogram have been chosen, as shown in Figure 3.18(a). Consequently,
three pairs of gradient maps have been obtained from the same Ig of the test image. The
gradient histogram of one of the three pairs is shown in Figure 3.18(b) obtained by
applying TG of 30% of the highest bin. One can see in Figure 3.18(b) that the pixel
grouping results in a decomposition of the global gradient distribution into two
distinguished gradient characteristics. The two thresholds, i.e., ThL and ThH, obtained
from the two gradient characteristics, respectively, are used to generate the mask to be
used in one of the stages. The pixels, of which the gradient values are in the range of (ThL,
ThH), are classified discriminatively according to the group to which they belong. Those
in the high-bin group maintain their Logic-0 status as they are highly probably to be the
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majority homogeneous pixels. Similarly, those in the low-bin group remain as
non-homogeneous ones.
(a) (b)
Figure 3.18. (a) Histogram of the test image shown in Figure 3.6(a). (b) Gradient distributions of Ig.
The solid curve is given by the pixels of the entire Ig. When the pixels are grouped with TG2, which is
30% of the maximum height, the low-bin group yields the dashed curve and high-bin group the
dot-dashed one.
The gradient distributions with other values of TG are, in principle, similar to those
shown in Figure 3.18(b). The same procedure has been applied for the pixel classification
and mask generation for the other LP stages. The masks illustrated in Figure 3.19 are the
results of this application of the algorithm to the test image. They can provide the
low-pass stages with different levels of protection/exposure.
(a) (b) (c)
Figure 3.19. Binary masks obtained by applying the algorithm 2. They can be used in the procedure
shown in Figure 3.15. (a)Mask 1. (b)Mask2. (c)Mask 3.
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The work presented in this section is to propose a simple algorithm for pixel
classification targeting a wide range of low-contrast images of different motives/textures
in which signal gradients may be degraded by various causes. In this algorithm, the
method of the gradient distribution analysis presented in §3.2 is applied. To make the
application effective to an image with complex gradient attenuations, the pixels are
grouped according to their positions in the gray-level histogram bins, which implies their
likelihood to be homogeneous (or non-homogeneous) pixels. By this grouping, the signal
gradients of the pixels can be differentiated from those of the background fluctuations,
and homogeneous pixels and non-homogeneous ones can be distinguished easily in each
group by applying the simple gradient distribution analysis. One example of applying the
algorithm has been presented and the results have shown the effectiveness of the
proposed algorithm.
3.5. Summary
The objective of the work presented in this chapter is to develop simple and effective
methods for the pixel classification according to the homogeneity of the regions where
they are located. The two classification algorithms proposed in this chapter aim at
low-contrast images where gradient signals are severely degraded. In each of the two, a
high-pass filtering is involved. Base on a simple analysis of the subsequently generated
gradient distribution, the special gradient values that can be used as thresholds in the
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pixel classification are then determined. One of the algorithms has been developed to
target HDR images. The pixels are first grouped according to their gray level ranges, as
the gradient degradation is, in such a case, gray-level dependent. The analysis can then be
done with the gradient distribution of each sub-image with a view to a pixel classification
adapting to their original gray level signals. The other algorithm proposed is to tackle a
wider range of low-contrast images. It has a simple computation procedure. In this
algorithm, a gray-level histogram thresholding is performed to group the pixels according
to their likelihood to homogeneous, or non-homogeneous groups, which establishes a
majority of homogeneous/non-homogeneous pixels in each group. The classification
done in the group is to identify those in the minority. The applications of the two
algorithms to a test image have also been presented to illustrate how they can be used
easily and promising results can be observed. Application to other low-contrast images
and the analysis on the results are presented in the following chapter.
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Chapter 4. Simulation Results and Evaluations
4.1. Introduction
The MATLAB simulation is carried out to evaluate the effectiveness of the proposed
algorithms described in Chapter 3. The assessment of the performance involves
subjective observations of the processed images and objective measurements for noise
removal and edge preservation. These results are compared with those obtained by some
of the advanced methods relevant to the work.
This chapter consists of two sections. In the first section, the simulation conditions
are described and the parameters presented. The objective performance metrics used in
the assessment are also presented. The simulation results and comments are found is the
second section.
4.2. Simulation conditions
The simulation of the procedure shown in Figure 3.1 has been performed with
MATLAB. The algorithm of CLAHE is used in the block of contrast enhancement. In this
block, the tile size is 8 x 8 pixels and clip limit is 0.03 in order to obtain a good contrast
enhancement. All the low-pass filters are Gaussian. The first one, i.e., the pre-filter, is
placed to perform a weak smoothing operation to the entire image. It has its window
sized 3 x 3 pixels and σ = 0.5. The other LP filters have 5 x 5 windows and σ = 1.0,
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each providing a moderate smoothing operation. The four SOBEL kernels, detecting the
gray level variation in the horizontal, vertical and diagonal directions, are used in the HP
block to obtain the weighted gradients.
In the simulation, the two proposed algorithms are involved in the procedure. For
Algorithm 1, the gray level thresholds for the pixel grouping are GL1 = 100 and GL2 = 200.
In case of Algorithm 2, the histogram thresholds are chosen to be 10%, 30% and 80% of
the maximum of the bin-height in the gray level histogram.
The simulation results are compared with those obtained by using two high-quality
contrast enhancement methods. On is the iterated TMR filtering [1]. It uses LP filtering to
remove the noise generated in histogram equalization, a similar approach to that of the
proposed algorithms to the improvement of the image quality. The other method is an
adaptive histogram clipping CLAHE for contrast enhancement [29], in which signal
variance is used in the histogram equalization to reduce the noise effectively.
The contrast enhancement procedure involving the two proposed algorithms have
been applied to three low-contrast images of different dynamic ranges and different
characters, as they are acquired from different sources, one of X-ray, another one
microscopic, and the other of high dynamic range scene. The simulation results, including
those obtained by the two above-referred methods, are also presented in the next section.
To assess the effectiveness of noise removal and signal preservation of the LP
filtering with the masks generated by the proposed algorithms, Peak Signal to Noise
Ratio (PSNR) and Pratt’s Figure of Merit (PFOM) are measured for the objective
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er jiIjiImnMSE , Imax is the maximum possible pixel value of
the processed image, Ir and Ie are the reference and processed image, respectively.
Pratt’s Figure of Merit (PFOM) [40] is calculated based on a comparison of the










where IN is the maximum value from the reference edge map and that of the processed
image, IF is the number of edge points found in the latter, α is a scaling constant usually
set to 1/9 [40] and di is the distance between the position of a found edge point and
corresponding one in the reference edge map.
4.3. Simulation results
The input images used in the MATLAB simulation are of very poor contrast, and
thus require a good contrast enhancement, which is a challenge in the processing quality.
In each of the four procedures, i.e., the iterated TMR filtering [1], the adaptive clipping
[29] and those with two proposed algorithms, CLAHE is used to obtain a good contrast
enhancement. It makes, however, the noise more pronounced in the enhancement process.
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The final results illustrate how much different the LP filtering operations, or the adaptive
clipping, can solve this problem of noise generated in the CLAHE process.
Figure 4.1 illustrates the simulation results of the different procedures applied to the
image of “X-ray”. One can easily see the noise in the image processed by CLAHE in
Figure 4.1(b). The image shown in Figure 4.1(c) is the result of the iterated TMR filtering.
There is much less noise compared with that in Figure 4.1(b) but some signal details are
also erased by the filtering. The adaptive clipping is to reduce the noise generation in the
CLAHE process. It results in a contrast enhanced image, shown in Figure 4.1(d), with
less noise than that in (b). However, the noise is still visible as there is a limit for the
noise reduction and contrast enhancement if one attempts to achieve both in the same
enhancement process. The images shown in Figure 4.1(e) and (f) have a significantly
better quality, compared to that in (c) or (d). Each shows more signal details and much
less noise. The good selectivity of the multi-stage low-pass filtering operation, resulting
from the proposed algorithm for the pixel classification, has been proven effective to





Figure 4.1. (a) Original image of X-ray. (b) By CLAHE. (c) By CLAHE combined with the iterated TMR
filters. (d) By the adaptive clipping method. (e) By the procedure involving the proposed algorithm 1.
(f) By the procedure involving the proposed algorithm 2.
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The low contrast image shown in Figure 4.2(a) contains fine details, i.e., high spatial
frequency components. After the CLAHE process, the noise is generated in the image,
particularly around the boundaries of small objects. Similar to the results shown in Figure
4.1, one can see, by comparing Figure 4.2(e) & (f) with (c) & (d), the better noise





Figure 4.2. (a) Original image of Pollen Grain. (b) By CLAHE. (c) By CLAHE combined with the iterated TMR
filters. (d) By the adaptive clipping method. (e) By the procedure involving the proposed algorithm 1. (f) By
the procedure involving the proposed algorithm 2.
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The image shown in Figure 4.3(a) is acquired from an HDR scene. It contains both
under-exposed and over-exposed areas, and is thus chosen to test the effectiveness of the
proposed algorithms in HDR cases, even though one of them is not designed specifically
for HDR images. The CLAHE process makes a significant improvement in the image
contrast, as shown in Figure 4.3(b), but the noise is also visible in the areas of high spatial
frequencies, such as the clusters of the pens placed in the lower-left part of the image or
around the edges of the bowl placed in the right side of the picture frame. The iterated
TMR filtering gives a good smoothing effect, but it is visibly overdone with signal
variations as shown in Figure 4.3(c). Compared with the image processed by the adaptive
clipping, both proposed algorithms yield significantly better results, in terms of noise
removal in the high frequency areas, as shown in Figure 4.3(e) and (f), while preserving





Figure 4.3. (a) Original image of Window and Desk. (b) By CLAHE. (c) By CLAHE combined with the
iterated TMR filters. (d) By the adaptive clipping method. (e) By the procedure involving the
proposed algorithm 1. (f) By the procedure involving the proposed algorithm 2.
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From the observation of the images processed by the different procedures and the
comparison of the results, it is obvious that the two proposed algorithms leads to visibly a
better quality of the image contrast enhancement procedure, in terms of noise reduction
and signal preservation. The objective measurements, i.e., PSNR and PFOM, are carried
out with the images “Window and Desk” and “Pollen Grain”. The PSNR values are
obtained by using CVIP tools [22]. The results are displayed in Tables 4.1 and 4.2. It is
shown that the two proposed algorithms yield better PSNR and PFOM compared to those
given by the adaptive clipping. The iterated TMR filtering produces a similar PSNR to
those from the proposed algorithms, but its process gives a lower PFOM, reflecting its
limitation in the edge preservation. These results confirm the conclusion obtained from
the examination of the processed images.
Table 4.1. PSNR of the iterated TMR filtering, adaptive clipping and the two proposed algorithms.
Table 4.2. PFOM of the iterated TMR filtering, adaptive clipping and the two proposed algorithms.
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Table 4.3 displays the elapsed time for MATLAB simulation of each of the
procedures when the simulation is performed in the environment of Intel Core i7-3700K
CPU @3.5GHz with 16.00 GB RAM and 64-bit Windows 7 Professional Operating
System. As the procedures are simulated under the same conditions, the elapsed times
presented in the table give an indication of the required computation volume of each
procedure with respect to those of the others. It takes the shortest time to complete the
adaptive clipping, which reflects the smallest computation volume among the four
procedures, but has its weakness in image quality. As mentioned previously, each of the
other three procedures is a combination of the CLAHE process and low-pass filters. Thus
they need more computation with respect to that of CLAHE. Comparing the three
procedures, those involving the proposed algorithms require much less time, i.e.,
computation volume, than that of the iterated TMR.
Table 4.3. Average elapsed time in second.
4.4. Summary
In this chapter, the effectiveness of the two proposed algorithms has been evaluated
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by the MATLAB simulation. The results have been examined by subjective observation
and objective measurements. The algorithms have been compared with those produced by
the iterated TMR filtering and adaptive clipping, two of the methods most relevant to this
work. From the results, one can conclude that the two proposed algorithms lead to a good




The objective of the work presented in this thesis is to develop algorithms of the
pixel classification for a cascaded low-pass filtering stages to remove noise generated in a
HE process. The classification is expected to result in a number of masks, each of which
protects a class of pixels located in the areas of a certain level of non-homogeneity. These
masks are then used to achieve a high-quality low-noise enhancement. The quality of the
LP filtering operations, in terms of noise removal and signal preservation, depends on the
precision of the different levels of protection, which is related to the quality of the
classification.
Signal gradients of the pixels in a region can be used to detect the gray level
homogeneity. A HP filtering operation is applied to generate the signal gradients and their
distributions are then obtained. In an image of good gradient condition, one can
determine, by means of a simple analysis of the gradient distribution, multiple thresholds
values to classify the pixels according to a given level of homogeneity. However, the
gradient signals in most of the input images are degraded as image signal can be
attenuated under different acquisition conditions. One cannot classify the pixels by a
simple thresholding as the regional homogeneity in the input image is not simply related
to the gradient amplitudes. Therefore, the pixels should first be grouped in such a way
that the pixels in the same group are easily “distinguishable” by a simple gradient
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thresholding so that a high-quality overall classification can be achieved by combining
the classification results of the individual group. Two classification algorithms, each
involving a different grouping, have been proposed.
The first algorithm aims at low contrast images acquired in HDR scenes, of which
over-and-under exposure may seriously degrade the signal gradients during the
acquisition process. As the gradient degradation in HDR images is often gray-level
dependent, the gray-level range of the image is divided into sub-ranges, and the pixels in
each sub-range make a group. In this way, the global gradient distribution is decomposed
into the sub-distributions given by the pixel groups, making the gradient analysis
performed in the sub-ranges and thus adapt to local gray level signals. The pixels of the
same gradient are sorted and classified differently according to their gray level sub-range.
Binary masks obtained in different pixel groups are combined to make final binary masks.
In the case presented in this thesis, the image has been divided into three sub-ranges and
nine binary masks have been generated. They have been combined to produce three
controlling masks for the multi-stage LP filters.
The other algorithm has been proposed to tackle a pixel classification in a wider
range of low-contrast images with different motives/textures in which signal gradients
may be degraded due to various causes. To be more specific, it has been designed to
identify a specific pixel class, e.g., those in non-homogeneous regions, from an image
where the gradient degradation is not necessarily gray-level-dependent. In this algorithm,
a gray level histogram thresholding has been performed to divide the pixels into two
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groups according to the height of the gray level bins, i.e., their likelihood to be in
homogeneous, or non-homogeneous, groups. In high-bin group, a majority of
homogeneous pixels is against the minority of non-homogeneous ones. In the low-bin
group, the situation is in the opposite direction. Such a pixel grouping differentiates the
gradients of the minority pixels from those of the majority pixels. The gradient
thresholding method can then be applied to identify the minority pixels. For the pixel
grouping, the value of the gray level histogram threshold can be adjusted to
pre-determine the concentration of the majority pixels in the subsequent pixel group. By
applying different gray-level histogram thresholds, one can produce different masks for
different levels of protection/exposure. To be more specific, the lowest histogram
threshold value is applied to generate a controlling mask in order to distinguish the
non-homogeneous pixel from the rest of the image for the protection, while another mask
with the highest histogram threshold value aims at expose the homogeneous pixel and
shields all the others.
In order to evaluate the effectiveness of the two algorithms, the contrast enhancement
scheme involving the proposed algorithms has been applied, by MATLAB simulation, to
three images from different sources. The results of the subjective observation and
objective measurements have been obtained. They have been compared with those
produced by two of the advanced contrast enhancement schemes most relevant to this
work. One can see that the two proposed algorithms have led to a good performance in a
high-quality low-noise contrast enhancement with less computation complexity.
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5.2. Future work
In this thesis, two algorithms have been proposed to classify the pixels of an image
of very poor contrast according to the homogeneity of their regions. Many efforts have
been done in this work trying to achieve a high-quality and low-noise enhance, of which
the effectiveness has been proven by the simulation results. As for the improvement of
the proposed algorithms, there exist several possibilities for future work to optimize their
performance.
One possibility is to further analyze and more systematically choose the thresholds
used to group the pixels for the classification. In particular, the histogram thresholds used
in the second algorithm can be defined in a more elaborate way. Besides using different
percentage of the peak of the histogram as threshold values, one can also consider the
influence of the valley and the slope in the gray-level histogram. Therefore, after pixel
grouping, the majority pixels will have more concentration in the sub-group, resulting
less possibility of misclassification of the minority ones.
Another extent can be achieved by optimizing the scheme of the classification, e.g.,
the process of gradient analysis and threshold generation. It is expected that CLAHE and
the classification can be finished at the same time so that the LP filters do not need to
wait for the completion of the classification. Such improvements can result in less
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Appendix
Values of the parameters used in the simulation of TMR filtering method [3].
Values of the parameter used in the simulation of adaptive clipping method [4].
