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Introduction
Modern ecological theory has become increasingly concerned with stochastic behaviour and spatial heterogeneity (Hastings 1990; Hassell et cal. 1991; Durrett & Levin 1994; Kareiva 1994; . Once the stochastic nature of an ecological system has been acknowledged, the persistence of populations becomes an important consideration. The persistence of deterministic models is governed by a strict invasion criterion. However, for real stochastic individual-based populations a new phenomenon arises; chance events may cause the number of individuals to hit zero, after which recovery can only come from an external source. These extinctions and the large stochastic fluctuations that generate them play a vital role in the dynamics of many populations. A population is said to per-sist if such extinction events are rare; in theory, stochastic populations are always doomed to extinction eventually, but a persistant population should have a negligible chance of extinction on an ecological time scale.
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For many ecological and epidemiological models, the populations fail to persist when clearly the natural systems do. Spatial heterogeneity within the population has been considered to be one of the main causes of the increased persistence observed (Hilborn 1975; Hastings 1977; Hassell & Pacala 1990; Hassell et cal. 1991; Grenfell, et al. 1995; Lloyd & May 1996; Keeling 1997) . Metapopulation or patch models are a simple means of incorporating space into mathematical models (Gilpin & Hanski 1991; Hanski & Gilpin 1997; Grenfell & Harwood 1997) and predominantly take the form of interactions within each subpopulation, together with coupling between the subpopulations (Keeling 1999) . where xi is the population size in patch i, x is the average population size and o-is the coupling. The above equations model coupling in two different ways; in the first equation, o-gives the movement rate of individuals between subpopulations, whereas with the second, o-tells us how much the global average affects the dynamics of a subpopulation. For mathematical simplicity only the second type of coupling is dealt with here, although preliminary analysis indicates that the qualitative results are generic.
It has been argued, primarily for diseases, that persistence is frequently maximized at intermediate levels of coupling (Grenfell & Harwood 1997; Lande et al. 1998 ). If coupling is small then subpopulations which hit zero are seldom rescued by imports from other subpopulations. By contrast, when coupling is large, spatial heterogeneity is lost and we effectively return to a single large population. Despite much supporting evidence from stochastic simulations Ferguson, et al. 1997; Lande et al. 1998) there have been few analytical results.
Most theoretical studies have assumed a classical Levins-type metapopulation (Levins 1969) for the behaviour of a single species, where internal dynamics are ignored and each subpopulation is classified as either empty or occupied (Gilpin & Hanski 1991; Hanski & Gilpin 1997; ter Braak et al. 1998) . Here, we seek to understand full individualbased metapopulations where it is the stochastic nature of the interaction within each subpopulation that leads to extinction and the likelihood of extinction in different patches is not independent. The methodology takes the form of moment closure analysis (Renshaw 1991; Isham 1995; Keeling et al. 1997; Keeling 2000) , finding differential equations for the means, variances and covariances at both the subpopulation and metapopulation level. The good qualitative agreement with stochastic (Monte-Carlo) simulations shows that the moment closure approximations are justified.
The next section develops the equations for a simple single-species population, showing how the moment closure technique is implemented. Section 3 extends this model to consider the persistence of finite spatially distributed populations. Finally, in section 4, attention is focused on a two-species natural-enemy model, where the level of coupling plays a vital role.
A simple stochastic population
The logistic model is one of the simplest generic ecological models and one of the most widely used forms of density dependence. It can be interpreted in terms of a constant birth rate per individual, but a density dependent death rate. The underlying deterministic equation for the number of individuals in the population will therefore be taken as, dx/dt = rx -Dx2 eqn 1
Thlis has an equilibrium at x= 0, whichl is unstable, anld a positive stable equilibrium at x=r D (K= r/D is the carrying capacity).
To make this model stochastic, we will insist that x is an integer and that, at any given x, births occur at rate (r + m) x and deaths occur at rate mx + Dx2. Here, r is the basic reproductive rate, ni is the density independent mortality rate and D is the density dependent mortality rate. In the deterministic formulation the mx terms in the birth and death rates cancel giving a basic reproductive rate of r, but for the stochastic model this extra term increases the amount of stochasticity experienced. Assume that many realizations of the stochastic model are performed; although we cannot predict the outcome of any one realization, the ensemble average over infinitely many realizations should behave deterministically.
THE MOMENT CLOSURE TECHNIQUE
As detailed in Appendix I, the differential equation for the mean population level, X, now also contains the variance V.
Occasionally, our understanding of the biology means that the variance can be approximated in terms of known quantities or from available data. For example, if it is known that the distribution is Poisson, V can be set equal to X. However, in general, the variance is an unknown parameter, hence it is necessary to formulate a differential equation for its evolution (Appendix I), this contains the third order moment.
One could now write an equation for the third order moment, which would contain terms of the fourth order. Even if we could write an infinite set of differential equations for all the higher order moments (Renshaw 1991; Marion et al. 1998) , truncation at some level would still be necessary if the equations were to be solved numerically. However, an alternative approach is to approximate any higher order moments in terms of known quantities -the moment closure technique. Although this methodology has been around for over 40 years (Whittle 1957 ) it has only recently been applied to ecological problems (Isham 1995; Levin & Durrett 1996; Bolker & Pacala 1997; Keeling et al. 1997) and appears to be a very powerful tool. Generally, this technique is used to approximate third order (or higher) terms.
The accuracy of this technique relies on the assumption that the first few moments (means and variances, etc.) capture the distribution of population sizes, with the higher order terms only having a minor contribution to the statistical properties of interest. Therefore, the dynamics of a complex stochastic system can be captured by a few deterministic equations, allowing simple mathematical analysis of what was previously a highly complex problem (Renshaw 1997) .
THE BASIC EQUATIONS
As detailed in Appendix I, by approximating the third order component in terms of the mean and variance, two equations are obtained that describe the dynamics of the system. These differential equations for the mean and variance have a unique positive stable equilibrium for all values of r, D and in. To simplify consideration of this system, we shall set m=0 (which minimizes the variance) and re-scale time such that D= 1; this leaves just a single parameter, r. The equilibrium values are X = r 2/(l + r) V* = r 3/(1 + -)2
We find that the variance, V*, is always less than the mean-the population is under-dispersed. This can be attributed to the non-linear nature of the system, as there is strong density dependence that forces distributions closer to the mean. When in is non-zero, due to the extra stochasticity in the system, it is possible for populations to be aggregated or over-dispersed, as they predominantly are in nature.
Finite metapopulation and persistence
To understand persistence and the role of spatial heterogeneity it is necessary to expand from a single isolated population to consider finitely many coupled subpopulations. The entire population can be decomposed into ii distinct subpopulations, where subpopulation i contains xi individuals and has a coupling o-to the global mean. It now becomes necessary to describe variations at both the local subpopulation and global meta-population level.
The subpopulations will be taken to obey the following underlying deterministic equations, The birth and death rates have two components, one from the within subpopulation dynamrics and one influenced by the average over all the subpopulations, x. This deterministic model predicts that all subpopulation asymptote to the same equilibrium point as the single population model, x.i =K=r/D for all i. Therefore, stochasticity is vital if non-trivial and biologically realistic results are to be obtained.
As before, using the moment closure technique, equations can be developed for the mean and variance at the subpopulation level for the stochastic system with birth and death rates given by equation 3. The evolution equation for the mean density is dX/dt = rX-DX2-DV-D5D(V-C) eqn 4
The inclusion of coupling to the global average has introduced a new term (cf equations 2 and 4) which includes C, the covariance between a subpopulation (xi) and the mean metapopulation level (X).
The relative magnitude of C measures the amount of spatial heterogeneity within the system. When C is comparable to V, all the subpopulation fluctuations are synchronized, whereas when C is small the subpopulations behave independently. The derivation of equation 4, and the equations governing the behaviour of the variance and covariance are given in Appendix II; a more complete and mathematical approach can be found in Keeling (2000) . Figure 1 , graphs a and b show the mean number of individuals in stochastic (Monte Carlo) simulations and as predicted by the moment closure equations, respectively. As expected, both the systems show that the mean density increases strongly with the reproductive rate r, but there is also a slight increase with the amount of coupling o. The stochastic simulations also show the tendency for the population to die out, and once the total population over all patches hits zero it can never recover. The predicted population level from the moment equation 4 cannot display this effect, nor should it be expected to. However, the likelihood of extinctions can be captured by considering the behaviour of the variance and covariance.
EXTINCTION MEASURES
It is proposed that the standard deviation relative to the mean (i.e. the standard error) will provide a measure for the likelihood of extinctions. Given a fixed shape for the population distribution, we should expect many more extinctions when the standard error is large than when it is small, as there are many more points further from the mean and, hence, closer to zero. In particular, it is supposed that the probability of extinction is an increasing function of the variance divided by the mean squared. We therefore define the local extinction measure, LE, to be
This tells us about the probability that any given subpopulation is empty. Similarly, because C is equal to the variance in the global average, the probability that all the sites are extinct can be quantified by the global extinction measure, GE,
GE= C/X2
For a large range of distributions (negative binomials, truncated normals and log normals) it is found that provided extinctions are not rapid, the probability of extinction is, in general, an increasing function of the standard error-thus supporting our above argument. The relationship between LE, GE and extinction rates is examined more carefully in Keeling (2000) . Figure 1 (c,d) show the local and global extinction measures, LE and GE. These results compare well with our understanding from Fig. l(a) and are also supported from measurements of the global extinction rate in the stochastic model (Fig. le) . Compared with the stochastic model, the moment closure approximation predicts a less dramatic effect of the coupling o-on the rate of extinction. This may be attributed to the bimodal nature of the distribution as extinctions become common.
The chance of both local extinctions (subpopulations being empty) and global extinction (the entire metapopulation going extinct) increases as the reproductive rate r is reduced. This is to be expected; the smaller population sizes associated with low birth rates are more prone to stochastic extinctions (Renshaw 1991) . Local extinctions are affected little by coupling values, whereas global extinctions are clearly minimized when the coupling is at its largest, and the birth and death rate in each subpopulation depends solely on the metapopulation average. Therefore, this single-species system persists better in one large patch-spatial heterogeneity actually reduces the persistence of the system. This goes against the standard view of many ecologists and is attributable to the non-linearities in the system.
The simple single-species model used here cannot display a wide range of dynamical behaviour. Therefore, the next section considers the behaviour of two-species systems and, in particular, concentrates on the dynamics of natural-enemy systems.
A natural-enemy model One area which has made great use of metapopulations is the study of natural-enemy interactions and, in particular, the study of epidemics. The spatial heterogeneity that arises in these metapopulations is believed to be vital to explain the persistence of many ecological and epidemiological systems (Hassell & May 1974; Hastings 1977; Hassell & Pacala 1990; Keeling 1997; Earn et al. 1998 ). Here, attention is focused on a stochastic SIR disease metapopulation mlodel as a system which captures the salient features of many naturalenemy interactions.
An alternative would have been to consider continuous time predator-prey or host-parasitoid models; however, we chose to examine the SIR model for two major reasons. First, the deterministic SIR model has a stable attracting fixed point, whereas the Lotka-Volterra model is neutrally stable so there is no deterministic 'force' acting again extinctions. Secondly, for the SIR model there is a single event which creates an infectious case while destroying a susceptible; with a predator-prey type model, predator births and prey deaths are two separate events-hence, the stochastic SIR model is mathematically simpler. Despite these differences between the models, a wide range of natural-enemy systems are likely to display similar behaviour.
The standard SIR equations (Anderson & May 1992) for the state of subpopulation i can be simplified to
In this formulation, disease mortality, as well as death in the susceptible and infectious classes has been ignored and the total population size (and hence the birth rate B) has been assumed constant. This is a good approximation for many childhood diseases, such as measles or chickenpox, where the disease is rarely fatal and the vast majority of individuals have been infected before they die. The coupling o-is only present in the infection terms and, as such, represents new cases in a given subpopulation caused by infectious individuals in others. Therefore, o-measures the amount of interaction between communities. The c term, which mimics imports from outside the metapopulation, is included to prevent permanent extinctions.
BEHAVIOUR OF THE MOMENT CLOSURE EQUATIONS
As before, differential equations can be developed for the ensemble means (S and 1) of the stochastic system (Appendix III). As expected, these equations involve terms including the variances and covariances. However, the equilibrium point for the average number of infectious individuals can be simply calculated:
A corresponding form for the average number of susceptibles requires the solution of the full system of differential equations and does not provide a simple analytical solution. Surprisingly, the mean number of infectious individuals is the same as that Ecology, 69, [725] [726] [727] [728] [729] [730] [731] [732] [733] [734] [735] [736] predicted by the deterministic equations, and so is unaffected by either the stochasticity or the spatial heterogeneity of the system. This is of great benefit when approximating the persistence from the local and global extinction measures, as changes in the coupling c-will only effect the variance and not the mean.
As there are eight moment closure equations, any further attempt at an analytical result would probably be non-informative. Instead numerical integration shall be used to determine the equilibria. Figure 2 shows results from the deterministic moment closure model and the corresponding stochastic metapopulation. Similar results have been obtained for a variety of parameter values. Figure  2(a) gives the covariance between susceptible and infectious individuals within a subpopulation, which is most negative when the coupling is small. This corresponds to the existence of many disease-free subpopulations, which have a high number of susceptibles, whereas those subpopulations that contain the disease have a relatively low number of susceptibles. Hence, for small coupling more irregular isolated outbreaks of the disease are expected than when the coupling is large.
Figure2b,c shows the local and global extinction measures, respectively, for the infection. As the coupling increases, local extinction events become much more rare-this agrees with our intuition; when the coupling is large, a local extinction will only occur when infection is rare in all sites. However, the global extinction measure shows a minimum at intermediate levels of coupling, c--0 2. Figure 2d gives the results from the fully stochastic version of this metapopulation model, showing the probability of low numbers in every subpopulation. There is strong agreement between figures (c) and (d), except where ai is small. This discrepancy at low coupling occurs ) and (c) the correlation between infectious and susceptible individuals, and the measures of local and global extinction, respectively, from the moment closure equations; (d) is from stochastic simulations and gives the probability that the number of infectious individuals is below 6, 7, 8, 9 and 10 in all of the subpopulations -values below 5 occurred so rarely that results were not reliable. This should be compared to (c) which is the predicted probability that the number of cases is below one in all subpopulations. This section examines how the global extinction measure changes as some of the main epidemiological parameters of the system are varied. Figure 3 a-c show the extinction measure for infectious individuals as birth rate B, contact rate /3, and infectious period g-1 change. The circle indicates the set of variables used in Fig. 2 , and allows us to gauge how sensitive persistence is to various parameters. Changes to the infectious period g-1 have the most profound effect on persistence, with diseases with longer infectious periods suffering far fewer extinctions (Dietz & Schenzle 1985) . The dashed line shows the global extinction rate of susceptibles, so although a high contact rate and long infectious period may be beneficial for the disease, they can potentially cause extinction by removing all susceptibles.
The moment closure equations can also be used to consider how the global extinction measure varies as the attributes of the population change. The simplest change to consider is to increase the number of subpopulations, n, while maintaining the population size in each; this is shown in Fig. 3d . This is likely to be useful for human infections, where social groups (such as schools) are often a fixed size and it is the number of such groups that increases with the cornmunity. The decrease in extinction rates with increasing number of subpopulations therefore gives rise to the classical fade-out curves observed for measles and other childhood diseases (Bartlett 1957 (Bartlett , 1960 Grenfell 1992) . If these parameter changes are to mimic the behaviour of human societies, then consideration should be given to whether the coupling a also changes with the population size.
Discussion
This paper has developed a mathematical framework to approximate the behaviour of stochastic metapopulation models and, in particular, has highlighted the effects of coupling and, hence, spatial heterogeneity on the persistence of a population. Metapopulations have been used extensively in both ecology and epidemiology to study the effects of spatial heterogeneity. Although they are only an approximation to the full spatial system, in many situations where there are distinct groups of individuals (e.g. the clustering of people in towns and cities) the metapopulation offers a good description (Grenfell & Harwood 1997) . This paper relies on moment closure approximations; these are proving to be a very powerful tool in ecology, allowing us to develop a qualitative understanding of the effects of stochasticity and individuals (Renshaw 1991; Isham 1995; Bolker & Pacala 1997) .
Unlike the basic Levins metapopulation, the moment closure equations do not differentiate between empty and occupied habitats. However, by directly modelling the population dynamics and coupling in terms of means, variances and covariances, we have a robust model of the behaviour in terms of individual level parameters. Unlike the majority of metapopulation models, which assume independence of populations, the equations used here naturally incorporate the correlation between habitats. The use of moment closure approximations means that this model is most suited to situations where global extinctions are rare. Fortunately, this is also the most biologically realistic case to study.
The results for both the single-species demographic model and the natural-enemy model show that persistence increases with population size. However, the two models display very different results as the coupling changes. For the single-species model, the extinction rate decreases monotonically with the coupling, whereas for the disease system, extinctions are minimized for intermediate levels of coupling.
For many single-species models, the non-linearities present in the birth and death rates are such that the reproductive rate is maximized when each individual experiences the same mean value. (This is certainly the case for the density-dependent death rate used in this paper.) Therefore, any form of spatial heterogeneity merely reduces the average reproductive rate without providing any benefits. We believe that the vast majority of single-species models will persist better as the amount of coupling increases. This can be compared to simple metapopulation models used in conservation, where large amounts of mixing between subpopulations is considered beneficial (Hanski 1982; Fahrig & Merriam 1985) .
The two-species natural-enemy model has very different behaviour. The instantaneous change of infectious individuals is now independent of their distribution between subpopulations and heterogeneities allow the number of susceptibles within a subpopulation to build-up. Therefore, the stochasticity causes ephemeral partial refuges to develop for the host or prey (cf. Sih 1987; Schrag & Mittler 1996; Lynch et al. 1998) ; hence, spatial heterogeneities are good for persistence. However, if the coupling drops too low, the disease suffers from an absence of rescue effects. It is this trade-off between heterogeneity and rescue effects that leads to the maximum persistence for intermediate values of coupling. Although this work has concentrated on the infectious population, I believe that it is the presence of a second species (susceptibles), leading to oscillatory damping, that is vital if heterogeneity is to increase persistence. This oscillatory behaviour is present in many natural-enemy models and, hence, these results are likely to be generic. Of course, oscillatory dynamics can also be observed in singlespecies systems where the population can be decomposed into different classes, so the presence of a second species is not a prerequisite for intermediate levels of coupling to be beneficial.
This maximizing of persistence at intermediate levels of coupling has strong implications for disease eradication. From an epidemiological perspective, increased travel is often seen as deleterious as there is a greater risk of spreading any disease. However, this work has shown that in some circumstances increasing the interaction between communities may, in fact, lead to far less persistence of the disease. An associated problem is the effect of vaccination, although vaccination reduced the overall number of cases, which should lead to a greater risk of eradication, it also effectively reduces the coupling which could have the opposite effect. This is thought to be the likely cause of the observed behaviour of measles, where vaccinating at 60% does not reduce the persistence of the disease (Keeling 1997) .
The likelihood for local and global extinctions have been approximated by considering the ratio of the variance to the mean squared. However, there are limits to this approximation (Keeling 2000) ; it has been assumed throughout that the same monotonic relationship, between the global extinction measure GE and the likelihood of a global extinction, holds at all parameter values. Although this is not necessarily the case, when the changes in GE are large, we can be reasonably confident that the general pattern is true. The formulation developed here is most suited to study populations on the brink of extinction and this is likely to be the scenario which is also ecologically and epidemiologically the most important.
Throughout this work only global coupling has been considered. In almost all real ecological systems the influence of an organism is expected to decrease with distance, so that many effects are localized. Although models with local interactions are far more complex and can display far richer dynamics, the same qualitative results can be expected to hold as persistence will frequently be a trade-off between spatial heterogeneity and rescue events. Many spatial models consider the dynamics of individuals on a homogeneous plane (Keeling 1999a) . However, for humans and many other social animals, a metapopulation is a good model as distinct subpopulations do exist. This work is a first step towards an analytical understanding of persistence in spatially heterogeneous environments. Although more works needs to be done before we can predict the observed stochastic dynamics of many natural systems, this methodology has confirmed our basic intuitions and provides the opportunity for a more analytical understanding of extinctions and persistence in a spatial context.
Notice that the mean of x2 has been decomposed into the square of the mean (X2) plus the variance (V).
In a similar manner the behaviour of the variance, V, is calculated by considering the ensemble average of x :
Notice that the density independent death rate in, which cancelled out in the deterministic approach, enters here to increase the variance V.
The standard moment-closure assumption is to set the third order cumulant, T, to zero -approximating the distribution as Gaussian. However, this is fraught with difficulties and can lead to negative average densities. Instead, by writing products in terms of multiplicative, rather than additive moments (Keeling 2000) , this difficulty can be removed. This is equivalent to assuming a log-normal distribution (Keeling 2000) . Writing multiplicative moments with hats, for the mean of x2 we find,
The simplest assumption about the multiplicative third order cumulant (I) is that it is unity. This is equivalent to assuming that the additive third cumulant is given by, T = 3(V2/X) + V3/X3 eqn 10
Due to their greater familiarity, in the text we still consider additive moments. However, in the Appendix it will be mathematically simpler to reformulate all equations in terms of multiplicative moments and ignore T. Hence, after some algebra, our new equations for the mean and variance are, becomes zero or complex. Obviously, when K is small the system should suffer more extinctions, but the mean should still be real and positive. Therefore, even at this simple level, there are strong advantages to using multiplicative moments.
Appendix II: finite metapopulations
If we retain the notation of multiplicative moments, then the evolution equation for the mean density is, X = (xi) = () eqn 14 where V is the multiplicative variance within a subpopulation (as before) and we introduce C, the multiplicative covariance between a subpopulation (xi) and the mean metapopulation level (X'). However, C can also be expressed as the multiplicative variance in the mean metapopulation level, and this formulation is an easier quantity to work with.
X2C
= (xiX)
Using the multiplicative moments, it is now possible to construct an equation for the variance at the subpopulation level. As expected, when the number of subpopulations becomes large the covariance tends to zero as the behaviour of the mean will become independent of the value of any individual subpopulation.
Appendix III: a natural-enemy metapopulation model 
