We present an inductive logic programming bottom-up learning algorithm (BFOIL) for synthesizing logic programs for multi-slot information extraction from hypertext documents. BFOIL learns from positive examples only. Furthermore we introduce a logical and relational based representation for hypertext documents (TDOM). We briefly discuss several BFOIL refinements and show very promising results of our system LIPX in comparison to state of the art IE systems.
Introduction
In the last decade several techniques and systems based on relational learning in the area of information extraction (IE) have been developed [Kushmerick and Thomas, 2002] . Though a handful approaches [Califf, 1998; Ciravegna, 2000; Freitag, 1998 ] exist which capture the idea of bottom-up and top-down rule learning inspired by inductive logic programming (ILP) [Muggleton and Raedt, 1994] , it is surprising that almost no system [Junker et al., 1999] tries to follow a pure logical ILP based approach. ILP in general offers broad varieties to be adapted to different problem domains by simply changing the problem representation and/or the hypothesis language. Our aim is to develop an algorithm for learning multi-slot wrappers for hypertext documents, based on logic programming and ILP concepts. This technology can easily be extended with additional information on the representational level (document pre-processing and hypothesis language) and algorithmic level (semantic least general generalization operators).
In Section 2 and 3 we introduce a DOM [Dom, 2000] based representation for hypertext documents and relational representation of text examples. Section 4 briefly explains the hypoth-
Document Representation
Node identifiers are terms representing a path from the root node to a node in the TDOM. To illustrate the idea of node identifiers assume every node in a tree is assigned a unique number. The function child : N 0 × N 0 → N 0 computes for a given node number i and n ∈ N 0 the n-th unique child node of i. For example the term child(child(child(root, 1), 0), 3) refers to the fourth child of the first child of the second child of the root node in the TDOM. For better readability we use the abbreviation 1-0-3, leaving out the root node. Hence a node identifier is used to assign a unique term to each node in a TDOM. It also provides information about the position in the TDOM-tree.
<html><head><title>Example</title></head> <body><h1>Example</h1> <ul><li> A simple <b>example</b> <li> of a TDOM-tree. </ul></body></html> node(0,0-1-1-0, token(ttype=html, value = '<li>', tag=li, s_pos='116', e_pos='119'), [0-1-1-0-0, 0-1-1-0-1, 0-1-1-0-2]).
Figure 1: HTML document and example TDOM node
A leaf node in a DOM-tree represents text appearing at the "surface" of the hypertext document. For example a whole paragraph may be associated with one leaf node in a DOM-tree. In 3 Example Representation 3 many cases, this representation is not accurate enough for IE tasks. We modify the concept of a DOM-tree such that a leaf node in a DOM-tree becomes many leaf nodes in a TDOM-tree. Each of these nodes represent one token from the text.
Given this notation, an arbitrary HTML document D can be represented as a set of ground unit clauses describing a TDOM model of D. T (D i ) denotes the TDOM of D with D id = i. The T (D 0 ) representation of the HTML page shown in Figure 1 is depicted in Figure 2 . Inherently every TDOM encodes a tree structure, we use the terms TDOM and TDOM-tree interchangeable.
For later purposes we have to define an order relation on node identifiers. A node identifier n i is smaller than a node identifier n j written n i < n j iff ∃x ∈ N 0 : n j .x > n i .x∧∀y ∈ N 0 : y < x it holds that n j .y = n i .x where n i .n denotes the n-th child number (starting from left) of a node identifier. Two node identifiers n i and n j are equal if they have the same length and n i < n j ∧ n j < n i . For example: 0-0-3 < 0-2.
Node identifiers have nice properties for wrapper-learning. Similar to expressions in the XPATH language [XPa, 1999] node identifier expressions can be used to refer to more than one node by the use of variables. The node identifier 0-1-1-X refers to every child node of the <ul> environment of Figure 1 . For example, the term X-3 refers to all child nodes of the root nodes with at least 3 child nodes. Without giving a formal definition of node identifiers and the use of variables it is important to point out, that variables can only be substituted by one value and not by partial node identifier expression like 0-1. It should be mentioned that constraints can be introduced by more than one occurrences of the same variable (e.g. 0-X-2-X-0). Such pattern variables are not treated disjunctively. In fact, these expressions cannot be expressed in the XPATH query language.
Our notation makes it easy to generalize on node identifiers by means of lgg operations [Plotkin, 1970] . Assume two text examples are located in the node 0-1-1-0-0 and 0-1-1-1-0. A reasonable first step in learning an extraction rule is the assumption that all nodes described by the generalized node identifier 0-1-1-X-0 are good extractions.
Example Representation
One essential concept of our approach is that of span. Informally spoken a span determines a subtree in a TDOM-tree. We pick up the idea mentioned by [Cohen et al., 2002] where a span is defined as a triple consisting of a node identifier N and a left and right delimiter L,R. Delimiters determine the left and right boundaries of an interval of child nodes contained in a span. For example the span <0-1-1-0,1,2> of the example TDOM (Figure 2 ) refers to the set of node identifiers {0-1-1-0-1, 0-1-1-0-2, 0-1-1-0-2-0}. More precise: a span S =<N, R, L> is the set of all reachable descendant nodes starting at the i-th child node of node N with i = R..L. In general we assume a depth first traversal to enumerate all nodes of a span to ensure the left to right order of the text at the surface of a document.
A minimal example span M S for a given text T is the span with the least cardinality in- cluding the text T . For example let T be a text fragment from the document (Figure 1 ) like simple example and S 1 be a span with <0−1−1, 0, 1> and S 2 be the span from our previous example. Clearly both S 1 and S 2 contain T but card(S 1 ) > card(S 2 ) and therefore S 2 is the only existing minimal example span of T with respect to the example TDOM because:
where S ′ is a span including T . For the rest of the paper we focus on multi-slot extraction tasks, where a text example t with n slots consists of a tuple of texts <t 1 , . . . , t n > taken from a document D. The initial example set of text tuples is denoted by E D T . Given D and t we define the example representation of t with respect to D as e D t :=< <s 1 , . . . , s n >, <t 1 , . . . , t n > > where s i is the minimal example span of t i with i = 1..n in T (D). For later purposes we define the notion of a validation set given by
Further we take some assumptions according to the presentation of examples: 1) t 1 to t n do not define a particular order of occurrences of t i in D (i.e. we can not follow that t i occurs before t i+1 in D). But given a set of examples the order of tuple arguments according to their occurrence in the text has to be fixed for all examples. 2) Each t i is associated with an intended semantics (e.g. t i describes the ZIP code of an address tuple). 3) Missing slot fillers in the text (e.g. no ZIP field or placeholder stated in the text) or empty slot fillers (e.g. there is a ZIP placeholder but no code is given) are represented by the empty string "" and the corresponding empty span is represented as <empty,empty,empty>.
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Hypothesis Language
This section will cover three questions: given an example representation which important relational properties can be observed (Section 4.1)? How can these observations be represented? How are these representations are used to define a hypothesis language for inductive learning of extraction rules (Section 4.2)?
Observing Example Properties
We write s.n, s.l and s.r to refer to the components of a span s :=<n, l, r>. Given an example representation e D t we investigate each tuple argument t i and its span s i according to the following four levels. structural level: the position of a span s i and its neighbor nodes are investigated: xpath(D id , s, tl) holds if D id is a document id (Section 2), s is span and tl is the list of tokens associated with each node following the path from the root node to the node of s. xspan(D id , s, tl) holds if tl is the associated list of tokens of all nodes of span s. xright brother(D id , n, t r ) holds if n is a node identifier and t r is the associated token of the right neighbor node of n. Analogously we define a left brother predicate. textual or content level: a relation between the example text, its tokens associated with the leaf nodes and its span is defined: span text and tokens(D id , s, t, tl) holds if tl is a list of tokens associated with all leaf nodes of span s for text t. delimiter level: predicates to incorporate a widespread idea of IE approaches to learn right and left delimiters of relevant text parts are defined: start end nodes(D id , t, n l , n r ) holds if n l is the start node and n r the end node of text t in T (D) referred to by D id . xpredecessor(D id , n, n i , tl) holds if the token list tl contains the tokens associated with the first n nodes we meet going backwards in a depth first search 1 to n i . Analogously we define xsuccessor to collect all n successor tokens we meet by a depth first traversal after having met n i . We call n the context distance. relational span level: to figure out relations between spans we define: xsame span node(D id , s i , s j ) holds if n i and n j of spans s i =< n i , l i , r i > and s j =< n j , l j , r j > are unifiable. xnode less(D id , n i , n j , dist) holds if n i < n j . Where dist is a list of differences between the components of n j and n i (e.g.
where tl i and tl j are the corresponding token lists of s i and s j . span in span(D id , s i , s j ) holds if span s i is a subtree of span s j . 6 xdirect neighbor spans(D id , s i , s j ) holds if s i .n is n-th left or n-th right neighbor of s j .n with n = 1. xneighbor spans(D id , s i , s j ) holds if s i .n is a n-th left or n-th right neighbor of s j .n with n = 1..m for an arbitrarily chosen context distance m. xsub related span(D id , s i , s j ) holds if s j .n is a prefix of s i .n (e.g. 1-2 is a prefix of 1-2-3). xsmallest common span(D id , [s 1 , . . . , s n ], s x , tk x ) holds if s x is the smallest span (wrt. to its number of nodes) in D id such that each span s i with i = 1..n is a subtree of s x and tk x is the associated token with s x .n.
Clause Descriptions of Examples
Now that we have defined predicates for the description of text example properties based on the representation of a TDOM, we introduce the concept of a clause description CD(e D t ) for an example representation e D t . Let L H be the set of predicates introduced in Section 4.1. We call this the hypothesis language which is used later for construction of rules. This is in analogy to standard ILP algorithms like FOIL [Quinlan, 1990] . It should be noted that the hypothesis language can be freely chosen. Furthermore let us assume that a logic program P L H is given that implements the intended semantics of the predicates in L H . To denote the union of
with l ∈ L H and l ′ is l instantiated according to its given semantics with (s i , t i ) ∈ e D t and σ calculated answer substitution}.
Finally we define E + u to be the set of clause descriptions for a given set of examples as 
BFOIL Algorithm
This section will introduce and discuss in briefly the learning algorithm BFOIL we have developed. The central idea of BFOIL is learn in a bottom-up fashion from positive examples only a set of rules by means of least general generalization techniques [Plotkin, 1970] . The term clause-lgg denotes the lgg of two clauses C 1 and C 2 defined as clause−lgg(C 1 , C 2 ) = {lgg(l, m) | l ∈ C 1 ∧ m ∈ C 2 ∧ lgg(l, m) is defined}. In general the clause-lgg of two clauses 5 BFOIL Algorithm 7 has to be reduced, in the sense that redundant literals under θ-subsumption have to be removed. Since it is obvious that calculating the clause-lgg of E + u results in one rule that over-generalizes with high probability, BFOIL inductively tries to partition E + u into sets of clauses C i ⊆ E + u such that the clause-lgg of each C i forms a new rule that does not produce any false positive predictions (extractions). Rule ∈ E + u 4:
P roblemSet ← ∅ 6:
X ∈ E + u 8:
R ← clause lgg(Rule, X)
9:
if apply(R, P, E D T ).f p > 0 then 10: P roblemSet ← P roblemSet ∪ {X} 11:
Rule ← R 13:
LearnedRules ← LearnedRules ∪ {Rule}
Since we only learn from positive examples, standard techniques to determine false predictions during the learning phase (validation on negative example sets) are not applicable. To yield good rules anyhow, it is essential to estimate the correctness of rules during learning. Thus we assume that the set E D T is exhaustively enumerated. This means every intended extraction from D is contained in E D T . Then we can conclude that if a rule extracts a tuple t from D with t ∈ E D T it is false positive. In general an IE learning task has to deal with multiple documents D 1 . . . D n and examples drawn from D 1 . . . D n then we define
T . Additionally we assume that the logic program P is an implementation of L H ∪ ( n i=1 T (D i )). Algorithm 5.1 shows the basic BFOIL algorithm and Function 5.2 the function apply for calculating false positives. In the best case basic BFOIL returns one rule, the clause-lgg of E + u . Experiments showed that this happens if examples are identical wrt. to their structural properties in a TDOM. In the worst case basic BFOIL just memorizes each clause in E + u . This might happen if examples are too different wrt. to the expressiveness of L H and the clause-lgg leads to over-generalized rules.
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Function 5.2 apply(R,P,V) with false positive calculation Require: R :=rule ; P = logic program ; V = examples 1: A ← {R head σ | P ∪ R ⊢ R head σ with σ answer subst.
BFOIL Refinements
The results of using basic BFOIL to multi-slot extraction are not satisfying. Imagine a clause 
Rule ∈ E + u 4:
while E + u = ∅ do 8:
10:
if (apply(R, P,
P roblemSet ← P roblemSet ∪ {X} 12:
Rule ← R
14:
C ← C ∪ {X} 15:
Calculating the clause-lgg of C 1 and C 2 generalizes each xpath literal in C 1 with each xpath literal in C 2 . This is not what we want. Only the lgg of xpath literals describing the same argument i should be calculated from both clauses. With a simple syntactic transformation before the calculation of an lgg and re-transformation before evaluation of a generalized clause (rule) we can still use the standard lgg operation for learning. Adding a prefix arg i to every predicate symbol of each literal in E + u prevents the lgg to generalize from non-intended literals. This prefix protection is more an issue of representation than a refinement of the BFOIL algorithm.
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The basic BFOIL algorithm is not consistent (e.g. learned rules may not cover examples from E + learn ). Imagine two examples e 1 and e 2 . The second argument of e 1 is empty. Due to P and L H the clause description for e 1 would not contain literals for the description of argument 2 to reduce the complexity associated with empty substitutions. Because of the absence of these literals the clause-lgg eliminates the literals for argument 2 from clause two. It is possible that the new rule still covers e 1 and does not produce any false positives, but does not cover e 2 anymore. For this reason, we keep track of examples that had been used successfully for learning the current rule (line 14 Algorithm 5.3) . Every rule refinement (line 9) must cover all examples that have been successfully used in previous learning steps (line 10). Function 5.4 implements this test.
Function 5.4 apply(R,P,V,L,C) with consistency check
e ∈ L ∧ e is described by c e
7:
if e ∈ A then 8: consistent ← f alse 9: else 10:
A third refinement of BFOIL is the modification of the clause-lgg operator. Therefore we introduce the concept of a semantic lgg operator. Semantic lgg operators are closely related to the chosen hypothesis language and example representation in general. The key idea is to guide the lgg operation by additional knowledge to prevent over-generalization. For example the lgg of spans and the generalization of xspan literals tend to blow up the search space. The lgg of xspan(0, (1-2-3,3,6) , [...] ) and xspan(0, (1-2-3,1,10) , [...] ) is xspan(0, (1-2-3,X,Y) , [...] ) which is obviously to general. For this reason we define additional semantical lgg operators. These operators provide semantical based generalization by adding special literals to the lgg of two clauses. We denote a semantic lgg operator similar to an inference rule:
Extending the standard clause-lgg with semantic lgg operators can reduce the search space significantly, resulting in faster learning and extraction times. Especially if spans in a document are huge, the insertion of the member predicates are of practical relevance. Instead of considering all possible instances for the left and right delimiter of the span, they are constrained to take only values between the smallest and the greatest value seen so far. All results presented in this paper have been generated by using only one semantic lgg operator, that is for the xspan literal.
Results and Conclusion
We tested the BFOIL algorithm with our extraction system LIPX on the RISE repository [Muslea, 1999] . RISE contains document resources with an extraction task description taken from various IE research papers and projects. Most publications refer to these problem cases as kind of standard tests. Unfortunately not all approaches give a complete overview of their results with respect to precision and recall values. We focused on extraction tasks from HTML documents only. We learned multi-slot extraction rules for HTML resources as described in the RISE repository. Though we developed BFOIL (LIPX) for multi-slot tasks we tested it on single slot extraction tasks to provide a comparison to one state of the art single slot extraction approach (BWI) of [Freitag and Kushmerick, 2000] . All tests were ran using a fixed number of randomly drawn examples to perform 20 learning and test runs for each problem class (settings shown in Table 1 ). For each problem class the learning examples were randomly drawn from one half of the available documents. The validation set consisted of all documents, but only the data tuples not used for learning were considered. Table 3 shows the median of these experiments in comparison 2 with the systems SoftMealy [Hsu and Chang, 1999] , Stalker [Muslea et al., 1999] and Wien [Kushmerick, 1997] . Table 4 shows the results (median) for single slot learning. An extraction was counted as correct when all of its slots where correctly extracted. Values for precision, recall and F1 are displayed in percentages, all other values in totals. For all tests we used the hypothesis language described in Section 4.1 with context distance n = 7.
Our main aim, to show that a generic inductive logic programming based approach for learning multi-slot wrappers for semi-structured documents can provide competitive results, is illustrated by the promising results shown in this section. Our approach offers a wide variety for extensions by modifying the token representation of text units for richer semantic text preprocessing. This allows to incorporate linguistic or additional general semantic information. By modification of the underlying hypothesis language we can adapt the presented approach to other mark up languages or focus on different relationships than those stated in this paper. By extending the BFOIL algorithm with additional semantic lgg operators, the hypothesis space can be decreased and runtime behavior increased to provide better extraction quality. An additional modification to increase recall rate is, to accept rules that cover a small number of false positives. This modification was not tested yet. But it is easily accomplished by incorporating a threshold (e.g. if the percentage of false positive extractions is below 0.03 % (algorithm 5.1 line 9)). These observations show that all results presented in this paper depend strongly on the chosen hypothesis language and the degree of additional information chosen for the representation of TDOM nodes. So far we only made experiments with the one mentioned in Section 4.1 without any fine tuning (e.g. context distance, sem-lgg, etc.). LIPX shows partially bad learning time 13 results, which clearly stems from the combinatorial explosion while applying a rule that became too general during the learning process. Unfortunately we have to leave out the comparison with related work and learning algorithms like FOIL or GOLEM [Muggleton and Raedt, 1994] . To summarize LIPX capabilities: It can learn single or multi slot wrappers for HTML or XML documents. It can handle slot fillers occurring in varying orders in the texts and it can handle slots that may be empty, missing or nested. Though there are a few important and interesting questions left open, we presented a pure logic programming motivated and based technique to learn multi-slot wrappers which show very promising results.
