Riemannian wavefield extrapolation (RWE) is a method for performing one-way wave propagation on generalized coordinate meshes. Previous RWE implementations assume that coordinate systems are either orthogonal or semi-orthogonal, which can lead to situations where meshes suffer from problematic bunching, singularities, or multivaluedness. This paper develops a procedure for avoiding these problems that is based on wavefield extrapolation on smoother, but generally non-orthogonal, coordinate system meshes. The corresponding extrapolation wavenumber is comprised of a number of mixed-domain fields, in addition to velocity, that encode coordinate system geometry. An extended split-step Fourier approximation of the extrapolation operator is developed that provides accurate results when multiple reference parameter sets are used. Two analytic coordinate system examples are presented to help validate the theory. A procedure for generating triplication-free coordinate systems in complex media is developed, which is followed by calculations of 2D and 3D Green's functions estimates in cylindrical and near-spherical geometries. An important consequence is that greater emphasis can be placed on generating smooth computational meshes for RWE rather than satisfying more restrictive semi-orthogonal criteria.
INTRODUCTION
A persistent goal of wave-equation migration research is to improve seismic imaging capabilities in complex geologic settings. Although ubiquitous velocity model uncertainty and uneven illumination can contribute greatly to image interpretation ambiguity in these contexts, extrapolation operator inaccuracy remains a significant problem. The central issues with one-way wave-equation extrapolation operators are well documented: while naturally handling wavefield multipathing in the presence of lateral velocity variation, they are of limited accuracy at steep propagation angles and cannot propagate overturning waves by design. Propagation errors are subsequently manifest in migration images as defocused or misplaced reflectors or even by a complete absence of interpretable reflectivity. Accordingly, minimizing these deleterious effects should improve image quality and any subsequent interpretation based thereon.
One strategy for reducing extrapolation operator inaccuracy is to orient computational meshes in the wave propagation direction (see, e.g., Gaussian beams (Hill, 2001) , beam-waves (BrandsbergDahl and Etgen, 2003) , coherent states (Albertin et al., 2001) or tilted Cartesian meshes (Etgen, 2002) ). The key concept in each of these approaches is that a judicious choice of reference frame lowers the effective propagation angle, reducing the need for expensive extrapolation operators and enabling imaging of overturned waves. Sava and Fomel (2005) followed this approach in developing Riemannian wavefield extrapolation (RWE), a theory of one-way wavefield propagation through a generalized Riemannian space. This formulation specifies wave-equation operators appropriate for wavefield extrapolation on generalized computational meshes. One important ramification is that the user is free to specify the degree to which wave-propagation effects are incorporated into the computational mesh. However, finding the optimal trade-off between computational mesh simplicity, how well the mesh conforms to the wavefield propagation direction, and the computational cost is not a straightforward task.
RWE was initially implemented to model high-quality Green's functions. This process involved extrapolating wavefields on a point-source coordinate mesh comprised of a suite of rays traced beforehand through a smoothed version of the migration velocity model. Hence, RWE computational meshes explicitly were asserted to exhibit ray-field characteristics: semi-orthogonal geometry with an extrapolation direction (i.e. travel-time along a ray) orthogonal to the two other axes (i.e. shooting angles) that are not necessarily mutually orthogonal. This supposition results in a wave-equation dispersion relationship for semi-orthogonal meshes that contains a number of mixed-domain fields, in addition to velocity, that encoded coordinate system geometry. In most examples, modeled Green's function estimates interpolated into the Cartesian domain are highly accurate at steep propagation angles; however, accuracy is compromised in certain situations exhibiting certain unfavorable mesh characteristics.
In general, the semi-orthogonality assertion is overly restrictive because it precludes using nonorthogonal computational meshes designed to be smoothly varying, with singularities and singlevalued. One problematic example occurs in coordinate system triplications (see upper panel of figure 1) , that arise wherever a mesh is developed from a triplicating field of rays. This generates spatial singularities that lead to zero-division of the wavefield during extrapolation and cause infinite amplitudes. Although ray-coordinate triplications can be avoided by iterative velocity model smoothing, this less-than-ideal solution counters the goal of having a coordinate system conformal to the wavefield propagation direction. A second example of restrictive semi-orthogonal geometry is illustrated in Shragge and Sava (2005) , who formulate a wave-equation migration from topography strategy that poses wavefield extrapolation directly in locally orthogonal meshes conformal to the acquisition surface. This approach successfully generates subsurface images beneath areas exhibiting longer wavelength and lower amplitude relief; however, imaging results in situations involving more rugged acquisition topography degrade due to the grid compression/extension demanded by semi-orthogonality geometry (see lower panel of figure 1b).
In this paper, I argue that the RWE approach can be made more broadly applicable by resolving the issues related to semi-orthogonal geometry using a combination of localized computational mesh smoothing and the judicious removal of all coordinate triplication branches. In doing so, though, the asserted semi-orthogonality mesh geometry is lost, and one must propagate wavefields on nonorthogonal grids. Fortunately, a non-orthogonal extrapolation wavenumber can be isolated from the general RWE dispersion relationship. This wavenumber is used in forming a basis for a one-way extrapolation operator that is used in the usual sense of wave-equation imaging. In comparison to semi-orthogonal geometry, propagation on non-orthogonal meshes introduces two additional dispersion relationship terms, and makes the existing coefficients slightly more involved. These spatially varying coefficients, though, can be handled through an extended split-step Fourier approach (Stoffa et al., 1990) .
The goal of this paper is develop and implement a one-way wave-equation extrapolation operator appropriate for RWE in 3D non-orthogonal coordinates. A second goal is to specify a procedure for generating unconditionally triplication-free computational meshes. The development presented herein naturally follows that of Sava and Fomel (2005) ; however, I recast the theory in a more compact notation that leads to a closer analytic connection of the generalized computation geometry with the underlying Cartesian grid. The paper begins with the formulation of the 3D Riemannian acoustic wave-equation and the corresponding non-orthogonal one-way wavefield extrapolation wavenumber.
Subsequently, I develop the corresponding split-step Fourier approximation, and present two analytic 2D non-orthogonal coordinate system examples to help validate the theory. The final sections detail the procedure for generating triplication-free coordinate systems, and present 2D and 3D Green's functions estimates modeled in cylindrical and near-spherical coordinates, respectively.
ACOUSTIC WAVE-EQUATION IN 3D GENERALIZED RIEMANNIAN SPACES
Specifying the acoustic wave-equation in a 3D Riemannian space requires formulating the physics of wave-propagation in a generalized coordinate system framework. By definition, generalized Riemannian coordinates are related to the underlying Cartesian mesh by unique transformations (i.e.
non-triplicating and one-to-one). In this paper, I use a notation where a generalized coordinate sys-
Provided these conditions are met, the acoustic wave-equation for a wavefield, U, in a generalized Riemannian space is,
where ∇ 2 ξ is the Laplacian operator applied in coordinates ξ , ω is frequency, and s is the propagation slowness.
Correctly formulating the wave-equation in coordinate system ξ requires that Laplacian operator ∇ 2 ξ be specified by differential geometry relationships. (An overview of necessary differential geometry theory is provided in Appendix A.) The Laplacian operator in generalized coordinates is,
where g i j is an element of the metric tensor g, |g| is the metric tensor discriminant, and
is weighted metric tensor element that enables a more compact notation. Unless otherwise stated, summation over all repeated indices (i.e. i , j = 1, 2, 3) is assumed throughout this paper. Substituting equation 2 into 1 generates a Helmholtz equation appropriate for propagating waves through a 3D
Riemannian space,
The first step in developing a generalized RWE wave-equation dispersion relationship is to expand the derivative terms in equation 3 and multiply through by √ |g| to obtain,
The spatial derivative of the weighted metric tensor in the first term of equation 4 is written concisely using the following substitution,
Fields n j are interpreted as measures of the rates by which space expands, compresses and/or shears in the j th direction and can be non-zero even for orthogonal coordinate systems. Using this substitution, equation 4 is rewritten,
A wave-equation dispersion relation is developed by replacing the partial differential operators acting on wavefield U with their Fourier domain wavenumber duals (Claerbout, 1985) ,
where k ξ i is the Fourier domain dual of differential operator
Equation 7 
Extrapolation wavenumber isolation
Specifying a one-way extrapolation operator requires isolating one of the wavenumbers in equation 7.
In this paper, I associate the extrapolation direction with coordinate ξ 3 . Expanding equation 7 by evaluating indices and rearranging the results yields,
An expression for wavenumber k ξ 3 is obtained through a complete-the-square transform,
Isolating the contributions of wavenumber k ξ 3 yields,
where a i are non-stationary coefficients given by, 
Handling Spatially Varying Coefficients
The dispersion relationship specified by equations 10 and 11 contains ten coefficients that represent mixed-domain fields. Similar to Cartesian-based wavefield extrapolation through homogeneous media, a constant-coefficient Fourier-domain (ω − k ξ ) phase-shift extrapolation scheme can be developed to recursively advance a wavefield from level ξ 3 to level ξ 3 + ξ 3 ,
If U represents a post-stack wavefield, an image I can be produced from the propagated wavefield through an imaging condition (Claerbout, 1985) ,
Situations where coefficients vary across an extrapolation step, though, required additional approximations. One straightforward approach is to use an extended split-step Fourier (SSF) method (Stoffa et al., 1990) , which is detailed in Appendix B. This method uses Taylor expansions of the dispersion relation about a set of reference parameters to form a bulk phase-shift operator in the Fourier domain (ω − k ξ ). Differences between the reference and true parameters then form a correction term applied in the mixed ω − ξ domain. In addition, the phase-shift extrapolation scheme can be extended to incorporate multiple reference media followed by interpolation similar to the phase-shift plus interpolation (PSPI) technique of Gazdag and Sguazzero (1984) .
Discussion
The accuracy of the extended SSF approach is directly related to the degree to which coefficients vary across a propagation step. At a first glance, one might expect that far too many expansions are required to make a PSPI approach practical. (For example, three reference expansions for each of the ten terms would seemingly require 3 10 = 22599 separate wavefield extrapolations.) However, three factors combine to greatly reduce the total number of required reference coefficient sets.
First, the a i coefficients in equation 10 tend to be highly correlated because they are composed of similar metric tensor elements g 
NUMERICAL MODELING EXAMPLES

2D sheared Cartesian coordinate system
An instructive analytic coordinate system to examine is a 2D sheared Cartesian grid formed by a uniform shearing action on a 2D Cartesian mesh (see left panel of figure 2 ). This coordinate system is uniquely specified by one additional degree of freedom and is related to an underlying Cartesian mesh through the following transformation,
where θ is the shear angle of the coordinate system (θ = 90
• is Cartesian). The metric tensor of this transformation is,
and has a discriminant |g| = sin 2 θ and an associated metric tensor g i j given by,
Note that because the tensor in equation 16 is coordinate invariant, equation 6 simplifies to,
which generates the following dispersion relation,
Expanding out these terms leads to an expression for wavenumber k ξ 3 ,
Substituting the values of the associated metric tensor in equation 16 into equation 19 yields,
which is appropriate for performing RWE on the 2D sheared Cartesian coordinate system shown in left panel in figure 2 .
The right panel of figure 2 shows a numerical test using a Cartesian coordinate system sheared at 25
• from vertical. The background velocity model is 1500 m/s and the zero-offset data consist of 4 flat plane-waves at times t = 0.2, 0.4, 0.6 and 0.8 s. Zero-offset migration results generated by equation 13 show migrated reflectors at the expected depths of z=300, 600, 900, and 1200 m.
Note that the propagation creates explainable boundary artifacts: reflections on the left are due to a truncated coordinate system and hyperbolic diffractions on the right are caused by truncated planewaves.
Polar Ellipsoidal Coordinates
A second example is an ellipsoidal polar coordinate system (see upper left panel in figure 3 ) appropriate for migrating overturning plane-waves. A polar ellipsoidal coordinate system is specified by,
where parameter coordinate ξ 1 is the radius from the center focus, ξ 3 is polar angle, and is a = a(ξ 3 ) is a smooth function that controls coordinate system ellipticity and has curvature parameters b = ∂a ∂ξ 3
and c = ∂ 2 a ∂ξ 2
3
. The metric tensor g i j for the polar ellipsoidal coordinate system defined in equation 21
is,
and has a metric discriminant given by |g| = a 4 ξ 2 1 . The associated and weighted associated metric tensors are given by, 
The kinematic approximation of equation 24 is given by,
and the orthogonal polar case (i.e. a = 1 and b = 0) yields,
which is a case examined in Nichols (1994) . One interesting observation is that if a propagating plane-wave wavepath is well represented by a single ellipticity parameter a = a(ξ 3 ), then a polar elliptical mesh can form the coordinate basis for a plane-wave migration strategy that is more dynamic than tilted Cartesian coordinates, but with little more computational cost.
GENERATING TRIPLICATION-FREE COORDINATE MESHES
A RWE computational mesh design challenge is finding a coordinate system that is fairly conformal to the wavefield propagation direction, but is unconditionally triplication-free. This problem is illustrated by the panels in figure 4 . The top panel shows a v(z) velocity model with three Gaussian anomaly inclusions overlain by a ray-coordinate system calculated by the Huygen's rayfront tracing method (Sava and Fomel, 2001) . Note that the anomalies cause both mesh triplications to the left and right of the model, as well as a grid rarefaction directly beneath the shot-point.
The center panel shows a first-arrival Eikonal equation solution for the same shot-point presented in the top panel. Plotted overtop are single-valued Eikonal solution isochrons. Note that isochron generally conform to the propagation direction, and can be used to construct the extrapolation steps of a RWE computational mesh. The first mesh generation step is to extract initial and final isochron surfaces from the Eikonal equation solution to form the inner and outer mesh boundaries. The mesh domain is then enclosed by interpolating between the edges of the inner and outer bounding surfaces.
The interior mesh can then be formed through bi-linear interpolation methods, such as blending functions (Liseikin, 2004) .
A corresponding triplication-free mesh is presented in the bottom panel of figure 4 . The grid is regularly-spaced on the outer isochron and has a couple of dimples at the locations of removed triplications. These discontinuities have been reduced by applying a smoothing operator to the Eikonal equation solution before calculating the mesh. Importantly, smoothing does not greatly affect propagation accuracy because the coordinate system mesh forms only the skeleton on which wavefield extrapolation occurs.
2D Green's Function Generation
The third test uses RWE to model 2D Green's functions on coordinate systems constructed by the aforementioned approach. Figure 5 presents the slice of the SEG-EAGE salt velocity model chosen for the test. Importantly, the contrast between the salt body and sediment velocities causes compli- 
3D Point Source Coordinates
The procedure discussed above can be extended to 3D point-source coordinate systems. However, any wavefield extrapolation procedure in near-spherical coordinates must account for the apparent singularity at the poles. One approach is to rotate the poles such that the small arc-length regions are at the Earth's surface (Schneider, 1995) . A second approach is to avoid sampling at the existing polar singularity (Fowler, 1995) . Both solutions, though, have highly variable spatial sampling because regular spherical angle discritization leads to highly variable sampling in Cartesian space.
Another solution is to choose a discritization of the spherical surface that has a fairly uniform distribution in Cartesian domain. Herein, I use a 3D point source gridding technique based on the Winkel-Tripel cartographic projection (Bugayevskiy and Snyder, 1995) . This mapping, illustrated in figure 7 , does not eliminate distortions in area, direction or distance; rather, it tries to minimize the sum of all three. The gridding equations for a Winkel-Tripel surface are the following,
where ξ 3 is in the radial direction, ξ 1 and ξ 2 are a latitude parallel and longitude meridian, respectively, and,
Note that the 3D grid is created by stepping outward in the radial direction ξ 3 (or equally by the Eikonal equation solution method described above). 
APPENDIX A
Geometry in a generalized 3D Riemannian space is described by a symmetric metric tensor,
that relates the geometry in a general non-orthogonal coordinate system, {ξ 1 , ξ 2 , ξ 3 } , to an underlying Guggenheimer, 1977) . In matrix form, the metric tensor is written,
g 12 g 22 g 23
where g 11 , g 12 , g 22 , g 13 , g 23 and g 33 are functions linking the two coordinate systems through,
The associated (or inverse) metric tensor, g i j , is defined by
, where |g| is metric tensor matrix discriminant. The associated metric tensor is given by, , is also used throughout the paper.
APPENDIX B
The extrapolation wavenumber defined in equations 10 and 11 cannot generally be implemented exactly in the Fourier domain due to a simultaneous spatial dependence (i.e. a function of both x 1 and k ξ 1 ). This can be addressed using an extended version of the split-step Fourier approximation (Stoffa et al., 1990 ) that uses Taylor expansions to separate k ξ 3 into two parts: k ξ 3 ≈ k 
