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We construct rolling tachyon solutions of open and boundary string field theory (OSFT and
BSFT, respectively), in the bosonic and supersymmetric (susy) case. The wildly oscillating solution
of susy OSFT is recovered, together with a family of time-dependent BSFT solutions for the bosonic
and susy string. These are parametrized by an arbitrary constant r involved in solving the Green
equation of the target fields. When r = 0 we recover previous results in BSFT, whereas for r
attaining the value predicted by OSFT it is shown that the bosonic OSFT solution is the derivative
of the boundary one; in the supersymmetric case the relation between the two solutions is more
complicated. This technical correspondence sheds some light on the nature of wild oscillations,
which appear in both theories whenever r > 0.
PACS numbers: 11.25.Sq, 11.25.Wx, 02.30.Uu
I. INTRODUCTION
Since the seminal papers by Sen on the rolling
tachyon [1–3], much work has been devoted to the study
of time-dependent solutions in string theory. These solu-
tions describe a system of unstable D-branes which decay
into closed strings as the tachyon field rolls down from the
maximum of the potential towards the stable minimum
[4, 5]. Besides the boundary state description originally
used in [1], there are two main approaches to the study
of rolling tachyon solutions: boundary string field theory
(BSFT) [6–12] and open string field theory (OSFT, often
called “cubic” as the bosonic version has a cubic inter-
action) [13–16]. While in BSFT rolling tachyons are well
established, in OSFT these solutions have been searched
for a long time with unsatisfactory results; i.e., even at
lowest-level truncation order a smooth solution of the
equations of motion interpolating between the two in-
equivalent vacua was not found, and the supposed equiv-
alence between BSFT and OSFT was in doubt. Two
seemingly contrasting results were found: an even bump,
nonanalytic at the origin [17], and a solution with wildly
increasing oscillations [18–20]. Recently, the understand-
ing of OSFT has been improved thanks to the choice of
a gauge alternative to the Siegel gauge [21], which al-
lowed one to prove Sen’s conjecture analytically [21–23]
(see also [24–26]). In particular, the problem of finding
bosonic rolling solutions has been reexamined [27–29],
and the existence of an oscillating unbounded solution
confirmed.1
1 For a solution of supersymmetric (Berkovits’) SFT, see [30–32].
For a bosonic solution in another gauge, see [33].
The aim of the present paper is threefold.
(i) First, to present OSFT as an example in Minkowski
spacetime of a class of nonlocal scalar field theories
which can be solved by a method based on the dif-
fusion equation. The wildly oscillating solution of
supersymmetric OSFT is naturally recovered and
its series and integral representations are given.
(ii) Second, to clarify the relation between (and inter-
pretation of) even solutions [17], which are now
reinterpreted, and those with wild oscillations. Al-
though they seem not to be in contrast to each
other (analytic continuation of even solutions at
negative time t to the half plane t > 0 gives pre-
cisely the oscillating behaviour), it is argued that
the spiky solution may be unphysical.
(iii) Last but not least, to clarify why, contrary to what
happens in BSFT, the OSFT solution does not de-
scribe a condensate in the true vacuum. This is
achieved in two steps: (1) a generalization of the
BSFT solution to a family depending on a param-
eter r whose sign (together with the parity of the
solution) determines whether a solution in either
theory rolls or displays wild oscillations; and (2)
a quantitative relation between BSFT and OSFT
tachyons: in the bosonic example, the rolling BSFT
tachyon is just the antiderivative of the solution of
OSFT.
The last property, although it relates approximate so-
lutions of an approximate equation in OSFT with the
exact solutions of BSFT, is remarkable and confirms pre-
vious findings [29]. The rolling solution φ(t) of (0, 0)-level
bosonic OSFT studied in Ref. [17] is easily written as the
2series
ψ−(r, t) = −6
∞∑
k=1
(−1)ke−rk2kekt , (1)
where r = r∗ ≡ (lnλ∗)/3, λ∗ = 39/2/26 ≈ 2.19 and
φ(t) = λ
−5/3−∂2t /3∗ ψ(r, t). This equation is an approxi-
mate solution of the OSFT equations of motion truncated
at the (0,0)-level. Its antiderivative can be written, up
to additive and normalization constants, as
ϕ−(r, t) = −
∞∑
k=1
(−1)k e−rk2ekt. (2)
We claim and hereafter prove that Eq. (2) is just a one-
parameter family of solutions of BSFT. Here, the param-
eter r is arbitrary, not necessarily equal to r∗, and reflects
an ambiguity in solving the Green equation for this the-
ory. If we set r = 0, it reproduces the BSFT solutions
studied in Refs. [10–12], and if r is left unspecified it pro-
vides a generalization of the latter. When r is positive,
the BSFT solution has wild oscillations.
The paper is organized as follows.
The bosonic OSFT case and the diffusion equation
method are reviewed in Sec. II. The supersymmetric case
is discussed in Sec. III. The oscillating tachyon solution
on a Minkowski target spacetime is described in Sec. III B
and compared with another candidate solution which is
an even function nonanalytic at the origin; on physical
grounds the latter can be discarded.
In Sec. IV we derive the BSFT bosonic open string
disk partition function in the presence of a tachyon pro-
file of the form T (X) = T0e
ip·X , where Xµ are the target
scalars and pµ is time-like. The calculations are per-
formed by keeping the constant r undetermined. The
exact solution is Eq. (2).
The tachyonic solution of supersymmetric BSFT is de-
rived in Sec. V. The correspondence between OSFT and
BSFT solutions is discussed in Sec. VI. The last section
contains a summary and conclusions.
The appendices are devoted to material which would
distract the reader from the main thread. The re-
lation between different representations of the BSFT
bosonic solution is shown in Appendix A with techniques
which can be readily extended to the susy BSFT and
OSFT solutions. The rolling solutions in BSFT have a
close relationship to the one obtained through bound-
ary states [1, 34] (see also [35, 36]). In Appendix B we
construct the solution (2) in this framework. There, the
presence of the arbitrary parameter r is justified by the
order ambiguity in the regularization of quantum corre-
lators. It is always possible to define an r ordering which
tends to the usual normal ordering when r → 0.
II. BOSONIC OSFT
A. General setup
The bosonic OSFT action is of Chern–Simons type
[13],
S = − 1
g2o
∫ (
1
2α′
Φ ∗QBΦ+ 1
3
Φ ∗ Φ ∗ Φ
)
, (3)
where go is the open string coupling constant (with
[g2o ] = E
6−D in D = 26 dimensions),
∫
is the path inte-
gral over matter and ghost fields, QB is the BRST oper-
ator, * is a noncommutative product, and the string field
Φ is a linear superposition of states whose coefficients
correspond to the particle fields of the string spectrum.
At the lowest truncation level [37], all particle fields in
Φ are neglected except the tachyonic one, labeled φ(x)
and depending on the center-of-mass coordinate x of the
string. The Fock-space expansion of the string field is
truncated so that Φ ∼= |Φ〉 = φ(x)|↓〉, where the first step
indicates the state-vertex operator isomorphism and | ↓〉
is the ghost vacuum with ghost number −1/2. At level
(0, 0) the action becomes, in D = 26 dimensions and with
metric signature (−+. . .+) [14, 15],
S¯ =
1
g2o
∫
dDx
[
1
2α′
φ(α′∂µ∂µ + 1)φ
−λ∗
3
(
λ
α′∂µ∂
µ/3
∗ φ
)3
− Λ
]
, (4)
where λ∗ = 39/2/26 , α′ is the Regge slope, and Greek
indices run from 0 to D − 1 and are raised and lowered
via the Minkowski metric ηµν . The tachyon field is a real
scalar with dimension [φ] = E2. The constant Λ does not
contribute to the scalar equation of motion but it does
determine the energy level of the field. In particular, it
corresponds to the D-brane tension which sets the height
of the tachyon potential at the (closed-string vacuum)
minimum to zero. This happens when Λ = (6λ2∗)
−1,
which is around 68% of the brane tension; this value is
lifted up when taking into account higher-level fields in
the truncation scheme.
We define the operator
λ
/3
∗ = er∗ ≡
+∞∑
ℓ=0
(ln λ∗)ℓ
3ℓℓ!

ℓ =
+∞∑
ℓ=0
cℓ
ℓ , (5)
where  ≡ −∂2t and
r∗ ≡ lnλ∗
3
= c1 = ln 3
3/2 − ln 4 ≈ 0.2616. (6)
Defining the “dressed” scalar field
φ˜ ≡ λ/3∗ φ = er∗φ, (7)
the total action is
S =
∫
dDx
[
1
2
φ( −m2)φ− U(φ˜)− Λ
]
, (8)
3wherem2 is the squared mass of the field (negative for the
tachyon) and we have absorbed the open string coupling
into φ, so that the latter has dimension [φ] = E(D−2)/2.
The equation of motion for the SFT tachyon is (see
[38, 39] for the detailed derivation of the dynamical equa-
tions)
φ = m2φ+ U ′ , (9)
where
U ′ = er∗U˜ ′ ≡ er∗ ∂U
∂φ˜
, (10)
is constructed from a nonlocal potential term U(φ˜) which
does not contain derivatives of φ˜. One can also recast
Eq. (9) in terms of φ˜,
(−m2)e−2r∗φ˜ = U˜ ′. (11)
When the nonlocal term is a monomial, the total tachy-
onic potential is
V˜ (φ, φ˜) ≡ 1
2
m2φ2 +
σ
n
φ˜n + Λ, (12)
where σ is a coupling constant and we have isolated the
quadratic local mass term, withm2 being a dimensionless
number, and Λ is the (possibly vanishing) cosmological
constant, which sets the energy level
E =
φ˙2
2
(1 −O2) + V˜ −O1, (13)
where
O1 =
∫ r∗
0
ds (esU˜ ′)(e−sφ˜),
O2 = 2
φ˙2
∫ r∗
0
ds ∂t(e
sU˜ ′)∂t(e−sφ˜) . (14)
In the local case (r∗ = 0, λ∗ = 1), Oi = 0. The tachyon
of the bosonic string has
U(φ˜) =
λ∗
3
φ˜3 , m2 = −1 . (15)
B. Truncated power-series solution
As r = r∗ is a small number, one can try to find a
homogeneous solution as a power series in r (subscript
* ignored from now on). The leading term r = 0 is the
solution of the local system, which is
φ(0, t) ≡ φloc(t) = 3
2 cosh2 t/2
= 6
∫ +∞
0
dσ
σ cos(σt)
sinh(πσ)
,
(16)
where we wrote a useful integral representation. Apply-
ing the nonlocal operator, one gets
ψ(r, t) = 6er
∫ +∞
0
dσ
σ cos(σt)
sinh(πσ)
= 6
∫ +∞
0
dσ erσ
2 σ cos(σt)
sinh(πσ)
. (17)
Expanding the exponential as erσ
2 ≈ ∑nmaxn=0 (rσ2)n/n!,
r < 0, Eq. (17) would display growing oscillations2 near
the origin and diverge at t = 0. This is a spurious effect of
the truncation, and the full expression (17) must be used
instead. Although this example is valid only for negative
r, the same problem reappears in the physical case r > 0,
where there are no oscillations but the function blows up
at the origin.
C. Diffusion equation method
We derive a solution of SFT following the method
outlined in [17, 40]. The same features encountered in
the bosonic case [17] will emerge in the supersymmetric
string, i.e., solutions with either a spike (a point where
the left and right derivatives are finite but different3) or
wild oscillatory behaviour. Since the same strategy can
be adopted also in other examples on curved backgrounds
[40, 41], we shall discuss the method in detail.
(1) Interpret r∗ as a fixed value of an auxiliary evolu-
tion variable r, so that the scalar field φ = φ(r, t) is
thought to live in 1 + 1 dimensions (there is no
role of the spatial directions in this discussion).
Find a solution of the corresponding local system
(r = r∗ = 0 everywhere). This is the initial condi-
tion for a system that evolves in r.
(2) Solve the eigenvalue equation of the d’Alembertian
operator, Gk(t) = k
2Gk(t).
(3) Write the local solution (r = 0) as a linear combi-
nation of the eigenfunctions of the d’Alembertian
operator
φ(0, t) =
∑
k
ckGk(t) . (18)
If the spectrum of  is continuous, the above series
is replaced by an integral in k.
(4) Look for nonlocal solutions φ(r, t) of the type
er(β+/α)φ(0, t), for some (unknown) parameters
2 These are not to be confounded with the oscillations at t > 0 of
the solution below.
3 The spike was not recognized in [17], whose discussion on the
point t = 0 is now superseded.
4α and β. Notice that the action of nonlocal op-
erators of the type e(r/α) on the local solution
φ(0, t) now simply corresponds to the replacement
ck → erk2/αck in the sum (18). Thus one looks for
solutions of the type
φ(r, t) = er(β+/α)φ(0, t) = erβ
∑
k
erk
2/αckGk(t) .
(19)
(5) The coefficients α and β such that Eq. (19) is a
solution (exact or approximate) of Eq. (30) can be
chosen either by equating the “modes” Gk(t) in the
two sides of the equation of motion or by variational
techniques.
The great advantage of this procedure is that it makes
the equation of motion local in the time variable t; the
(1+1) system solved by some φ(r, t) will be referred to as
localized. By construction, ψ(r, t) ≡ e−βrφ(r, t) satisfies
the homogeneous diffusion equation
α∂rψ(r, t) = ψ(r, t) . (20)
As a consequence
eqψ(r, t) = eαq ∂rψ(r, t) = ψ(r + αq, t) , (21)
and the effect of the nonlocal operator eq is a shift of
the auxiliary variable r. In our case, q must be a mul-
tiple of r; since r and ∂r do not commute, we need an
ordering prescription for the exponential. We adopt the
one compatible with the diffusion equation (20), setting
all the derivatives ∂r to the right of the powers of r. In
fact,
erψ(r, t) =
∞∑
k=0
rk
k!

kψ(r, t) =
∞∑
k=0
(αr)k
k!
∂krψ(r, t)
= ψ((1 + α)r, t) . (22)
Then one can check whether the found solution fulfils
the equation of motion globally (that is, at all times)
or locally (i.e., in any specified time interval). This
check is not possible if the nonlocal operator is ex-
panded as a truncated power series, as any such analysis
would be necessarily limited only to solutions of the form
φ˜ = (1 + c1 + · · · + cℓmaxℓmax)φ. In other words, one
can only increase the truncation order ℓmax and see nu-
merically whether the solution is convergent and, in this
case, sensibly postulate that the fully resummed solution
enjoys the same properties of the truncated one. How-
ever, the sum is unknown and a formal proof of global
or local convergence is not possible. On the other hand,
there is no issue of convergence for localized systems.
D. Rolling solutions of bosonic cubic SFT
An even solution of bosonic OSFT was found in [17]
and here we recall the main equations; they can be easily
derived via the methods below. The series representation
for r > 0 is Eq. (1) for t < 0 and ψ+(r, t) = ψ(r,−t) for
t > 0, the integral representation for r < 0 is Eq. (17),
while for r > 0 one has4
ψ(r, t) = −6
∫ ∞
0
dσ ∂σK(σ, r)
sinσ
eε cosh t+ cosσ
, (23)
where
K(σ, r) =
e−
σ2
4r
2
√
πr
. (24)
The eε term redefines ψ and all its derivatives at the
origin and it can be removed after integration over σ is
performed. Note that the integral Eq. (23) with ε = 0
(“strong limit”) is ill-defined in t = 0, as the integral
picks up the poles of the integrand at σ = π(2k + 1).
Hence one would conclude that ψ(0) = ∞, while the
spike does have a well-defined finite value. This suggests
that the “weak limit” (first integrate, then set ε → 0)
is the only one in which the integral representation of ψ
makes any sense.5 The discussion of these formulæ will
be amended with respect to the material presented in
[17]. Since it runs along the same lines as for the susy
case, we postpone it to the next section.
The wildly oscillating solution is simply the analytic
continuation of Eq. (23) from t < 0 to positive times,
Eq. (1) (we will soon expand this statement).
III. SUPERSYMMETRIC OSFT
A. General setup
Contrary to the cubic string, there are several propos-
als for superstring field theory, the first being Witten’s
[42–47]. The action was later modified by [48–50] as
S = − 1
g2o
∫
Y−2
(
1
2α′
Φ ∗QBΦ+ 1
3
Φ ∗ Φ ∗Φ
)
, (25)
where Y−2 is a double-step inverse picture-changing op-
erator and Φ now includes superfields in the 0-picture.
4 Equation (23) corresponds to Eq. (2.26) in [17], integrated twice
by parts, with lnλ→ (lnλ)/3 in order to match our conventions.
Compare Eq. (2.12) with Eq. (19) below.
5 A simple example of strong and weak limits is provided by
the Fourier transform of the retarded distribution. As a weak
limit, it is just the definition of the Heaviside (step) function,
Θ(p) = limε→0(2ipi)−1
R
+∞
−∞
dx eipx/(x − iε). However, setting
R
dx cos(px)/x = 0 by symmetry, the integral with ε = 0 also
exists (strong limit), and the result would be (1/2)sgn(p), which
is the Fourier transform of the principal value distribution. The
difference of the two results is a constant, which is a contact (δ)
term in the integrand. The same phenomenon happens also in
our case and the choice of limiting procedure, made at the level
of the solution ψ of the equation of motion, is dictated by the
physics of the problem.
5The operator Y−2 can be either chiral and local [48, 49]
or nonchiral and bilocal [50] (see the literature and the
review [51] for full details). These two theories predict
the same tree-level on-shell amplitudes but different off-
shell sectors.
From now one we concentrate on the nonchiral version
[50, 52]. At level (1/2, 1), which is the lowest for the susy
tachyon effective action, the tachyon potential is [53]
U(φ˜) =
e4r∗
36
(
er∗φ˜2
)2
, m2 = −1/2 . (26)
Equation (26) contains derivatives of φ˜ and Eq. (10) does
not apply. Rather, the susy equation of motion is
(−m2)φ = U ′ = σer∗(φ˜ e2r∗φ˜2) , (27)
but at first we will use the approximation [53]
e2r∗φ˜2 ≈ φ˜2 , (28)
in order to have a qualitative idea about the behaviour
of the supersymmetric string. Below we verify that the
nonlocal solution of the approximated system Eq. (28) is
not a solution of Eq. (27), but it will be straightforward
to find the latter.
B. Rolling solutions of supersymmetric OSFT
Rescaling t→ √2t and φ→ 3φ in Eqs. (27) and (28),
the (approximate) susy equation of motion for a purely
homogeneous field configuration reads
(1 − ∂2t )φ = 2e4r∗e−
r∗
2 ∂
2
t
(
e−
r∗
2 ∂
2
t φ
)3
. (29)
Performing the field redefinition φ¯ = e
r∗
2 ∂
2
t φ, and ne-
glecting the bar over φ to keep notation light, Eq. (29)
becomes
(1− ∂2t )φ = 2e4r∗
(
e−r∗∂
2
t φ
)3
, (30)
so that
σ = 2λ
4/3
∗ = 2e4r∗ , m2 = −1 , (31)
in Eq. (12).
Let us follow the recipe of Sec. II C step by step. A
solution with r = 0 satisfying the boundary condition
φ(r = 0, t = −∞) = 0 is φ(0, t) = ± secht, where the
± sign reflects the degeneracy of the potential under the
exchange φ→ −φ. From now on and without loss of gen-
erality, we shall consider the positive sign, corresponding
to the rolling of the tachyon to the right side of the poten-
tial. The eigenfunctions of −∂2t are obviously eikt. The
local solution φ(0, t) can be easily expanded on the basis
of these eigenfunctions. However, the explicit expansion
depends on the sign of the eigenvalues k2. Accordingly,
Eq. (18) splits into two distinct cases. If k2 > 0, the
sum in Eq. (18) becomes an integral and it provides the
Fourier expansion of secht:
φ(0, t) = secht =
1
2
∫ +∞
−∞
dσ
cos(σt)
cosh(πσ/2)
. (32)
If k2 < 0, Eq. (18) gives the expansion of secht as a
geometric series. Convergence of these series imposes two
different representations depending on the sign of t,
φ+(0, t) =
2
et + e−t
= 2
∞∑
k=0
(−1)ke−(2k+1)t, t > 0 ,
φ−(0, t) =
2
et + e−t
= 2
∞∑
k=0
(−1)ke(2k+1)t, t < 0 ,
(33)
where k has been redefined to be real. Notice that,
strictly speaking, none of the sums in Eq. (33) is defined
at t = 0; the value φ(0, 0) = 1 are defined by analytic
continuation of any of the sums.
Next, applying er(β−∂
2
t /α) to Eqs. (32) and (33) we get
φ(r, t) =
eβr
2
∫ +∞
−∞
dσ erσ
2/α cos(σt)
cosh(πσ/2)
, (34)
and
φ+(r, t) = 2e
rβ
∞∑
k=0
(−1)ke−r(2k+1)2/αe−(2k+1)t, t > 0 ,
φ−(r, t) = 2erβ
∞∑
k=0
(−1)ke−r(2k+1)2/αe(2k+1)t, t < 0 .
(35)
The Gaussian factors must have the appropriate signs in
order for Eqs. (34) and (35) to be well-defined. Choos-
ing α > 0, Eq. (34) is defined for r < 0 and Eq. (35)
for r > 0; this sign choice is justified a posteriori noting
that the equation of motion is not solved even approxi-
mately when α < 0. For r < 0, φ(r, t) ∈ C∞ [Eq. (34)],
whereas if r > 0, φ(r, t) presents a spike at the point
t = 0, Eq. (35) (for any other t, it is C∞). The two
cases behave differently because φ(r, t) satisfies the dif-
fusion equation with negative diffusion coefficient. Since
the “initial condition” in r has been given for r = 0, the
diffusion flow is for negative values of r. In Eq. (35), on
the contrary, the evolution in r is opposite to the natu-
ral flow and a nonanalytic point is expected on general
grounds. The physical case is obtained for r = r∗ ≈ 0.26,
so we shall have to consider Eq. (35).
The final step is to fix the values of α and β such that
the equation of motion (30) is approximately satisfied.
One can either minimize the L2 norm of the equation of
motion with respect to the parameters α and β or, more
simply, impose that the first coefficients of the modes
e(2k+1)t in the expansion of the left- and right-hand sides
6(LHS and RHS, respectively) of Eq. (30) coincide.6 In
either case, the answer is
α = 1 , β = −7/2 (36)
(for the first two coefficients of the series; by including
the third, α and β change less than 10%). In order to
avoid confusion in the derivative with respect to r in the
diffusion equation, one absorbs the factor in β redefining
ψ(r, t) = e7r/2φ(r, t) . (37)
Notice that the local version of the two functions co-
incides, ψ(0, t) = φ(0, t). Then, taking into account
Eq. (21), the equation of motion becomes local in the
variable t,
(1− ∂2t )ψ(r, t) = 2e−3r[ψ(2r, t)]3 , (38)
and its approximate (although very accurate) solution is,
for r > 0,
ψ+(r, t) = 2
∞∑
k=0
(−1)ke−r(2k+1)2e−(2k+1)t, t > 0 ,
ψ−(r, t) = 2
∞∑
k=0
(−1)ke−r(2k+1)2e(2k+1)t, t < 0 .(39)
Besides the equation of motion (38), ψ(r, t) satisfies the
diffusion equation (20) with α = 1. Unfortunately, at the
origin t = 0 the second derivative of Eq. (39) develops a
δ-function, so the solution breaks down at that point.
One can show that there is a way to circumvent this
problem by defining an even integral representation of ψ,
analog to Eq. (23), which coincides with Eq. (39) almost
everywhere, is not singular in t = 0 upon derivation,
and is a very accurate global solution of the equation of
motion:
ψ(r, t) = lim
ε→0
ψε(r, t)
= lim
ε→0
∫ +∞
−∞
dσ K(σ, r)
cosσ
eε cosh t+ sinσ
,(40)
where the limit is performed after integration. To under-
stand to what extent Eq. (39) is a solution of Eq. (38), we
can evaluate the L2 norm of Eq. (38) written in the form
(LHS− RHS) and compare it with a typical scale in the
problem, that is the L2 norm of ψ or (LHS+RHS) (both
are of the same order). The result evaluated at r = r∗
is ∆ ≡ ∫ +∞−∞ dt(LHS − RHS)2/ ∫ +∞−∞ dt(LHS + RHS)2 ∼
10−8. It is also easy to check whether Eq. (39) is a so-
lution also in the exact case, Eq. (26). The equation of
motion (38) becomes (1 − ∂2t )ψ(r, t) = 2e(4+2β)rψ[(1 +
6 This truncation at finite k is of a very different nature with re-
spect to the truncation of the series operator e : in the former
case, this operator is fully resummed.
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FIG. 1: The approximated solutions of the nonlocal approx-
imate supersymmetric system. Solid curve: the wild oscilla-
tory solution Eq. (41). Dashed curve: Eq. (39), which co-
incides with Eq. (40). The series are truncated at k ∼ 102.
The spike is at ψ(r∗, 0) ≈ 1.3526. The figure is unchanged for
the solution of the system with nontrivial nonlocal potential,
except for the height of the spike (lowered down to 1.2956).
α)r, t] e−r∂
2
t ψ2[(1 + α)r, t]. With the same values of
Eq. (36), Eq. (39) is not a solution at any time. This
shows that Eq. (28) is not, for this global solution, a
good approximation.7 The equation of motion can be ex-
panded in powers of time and written as
∑
n ane
−nt = 0.
Imposing an = 0 for the first n’s, the (approximated)
solution is given by Eq. (35) with α ≈ 0.67330 ≈ 23 ,
β ≈ −2.95564 ≈ −3, which gives ∆ ∼ 10−13. There-
fore this global solution can be considered as exact for
all purposes.
However, we will eventually reject it and therefore omit
a lengthy technical discussion of Eq. (40). In fact, the
splitting of ψ in two series is due to the convergence con-
dition of the local series Eq. (35). When the Gaussian
factor is introduced, one is entitled to select only one
branch, as the Gaussian factor e−r(2k+1)
2
has the effect
of enlarging the convergence abscissa to the whole real
axis. The only constraint is given by the boundary con-
dition at t = −∞ (rolling from the local maximum), so
another solution is given by ψ− with domain extended to
positive values of t:
ψ−(r, t) = 2
∞∑
k=0
(−1)ke−r(2k+1)2e(2k+1)t. (41)
Thus, Eq. (40) can be regarded as a solution with
the particular future boundary condition ψ(r,+∞) =
ψ+(r,+∞) = 0. Figure 1 shows the two alternative solu-
tions. Equation (41) admits an integral representation,
7 It is possible that the approximation Eq. (28) is valid for other
(e.g. kink-type) solutions asymptotically [53].
7as k2 < 0 (exponential rather than pure-phase eigenval-
ues) naturally leads to a Laplace transform which has no
definite parity. Starting from the second line of Eq. (33),
ψ−(0, t) =
∫ ∞
0
ds
∞∑
k=−∞
est−i
π
2 (s−1)δ[s− (2k + 1)]
= 2π
∫ ∞
0
ds est−i
π
2 (s−1)δ
[√
2(1 + cosπs)
]
,
(42)
where in the first line we have extended the sum to neg-
ative k’s as these are are ignored by the integral domain.
In the second line we have used the definition of periodic
δ function. This can be written as the limit
2πδ
[√
2 (1 + cosπs)
]
= lim
ε→0
ε
1 + ε2/2 + cosπs
= lim
ε→0
sinh ε
cosh ε+ cosπs
. (43)
Substituting Eq. (43) in (42), one obtains
ψ−(0, t) = lim
ε→0
∫ ∞
0
ds est
sinh ε sin(πs/2)
cosh ε+ cosπs
, (44)
which is well-defined if t is negative. However, applying
the nonlocal operator convergence is expanded on the
whole real axis:
ψ−(r, t) = lim
ε→0
∫ ∞
0
ds est−rs
2 sinh ε sin(πs/2)
cosh ε+ cosπs
. (45)
This function does coincide with Eq. (1), as one can see
also by numerical plots. The same result is achieved
directly by taking the Laplace antitransform of ψ(0, t),
which is the integral (closed to the left if t < 0) in dt of
e−stsecht on the line γ± i∞, γ > 0. The infinitely many
poles of the integrand at tk = iπ(2k + 1)/2 have residue
Rk = Res
(
e−st
cosh t
)
tk
= (−1)ke−iπs/2e−iπsk . (46)
This is a sum of phases which is regularized in a standard
way by inserting a convergence factor e±ε (depending of
the sign of k):
∞∑
k=−∞
Rk = e
−iπs/2
∞∑
k=0
(−1)ke−εk−iπsk
+
∞∑
k=1
(−1)ke−εk+iπsk
= e−iπs/2
1
1 + e−ε−iπs
+
1
1 + e−ε+iπs
− 1
= e−iπs/2
sinh ε
cosh ε+ cosπs
, (47)
yielding the desired result. The bosonic case is a variation
on the same theme which presents no difficulty.
C. Bosonic and susy solutions with wild
oscillations: Comparison with the literature
A completely different way of approaching the problem
was adopted in [19] for the bosonic case and subsequently
developed in Ref. [20]. In [19], a level truncation analysis
of the tachyon dynamics was carried out for a perturba-
tive solution given as a finite sum of exponentials of the
form
φ(t) =
nmax∑
n=1
ane
nt . (48)
The solution and all its derivatives satisfy the boundary
condition φ(p) → 0 as t → −∞. The first three coeffi-
cients are exact, since an can be related to the (exact)
n + 1 scattering amplitude [20]. The remaining coeffi-
cients (n ≥ 4) can be perturbatively obtained by impos-
ing that the trial function (48) satisfies the cubic equation
of motion in the bosonic case at increasing levels. Reli-
able numerical values of an were known only up to a6
[19, 20], but recently an analytic bosonic expression for
an has been derived [28].
For negative t, Eq. (48) with the appropriate coeffi-
cients an describes the rolling of the tachyon off the un-
stable maximum along the potential. The physical inter-
pretation for positive t is more problematic. The trun-
cated expansion (48) is a solution only up to some upper
bound t = tb, which increases by increasing the num-
ber of terms one includes in the sum. Consequently, the
asymptotic behaviour of the solution for large positive
t cannot be extrapolated from Eq. (48): being the sum
alternate, φ ∼ ±∞ depending on the order n at which
one truncates the sum (48).
Before exploding exponentially, the field φ(t) presents
an oscillatory behaviour with increasing amplitudes that
makes the rolling tachyon dynamics difficult to interpret.
In particular, the width of oscillations for t > 0 is well
beyond the classical inversion point on the tachyon po-
tential, apparently violating conservation of the total en-
ergy.
For n ≤ 2, the coefficients an of Eq. (48) are identical
to the ones defining our analytic solution Eq. (1), even
though the latter corresponds to a (0, 0) level truncation;
for n > 2 they are very close. In Fig. 2, Eq. (1) is com-
pared to the perturbative solution discussed in [19, 20].
The two curves are practically overlapped up to t = 2.
For 2 < t < 4 there are some small deviations.
While in the perturbative method the convergence ab-
scissa tb of the solution is unknown (because the full
tower of coefficients an is unknown beyond the trunca-
tion point), here one can verify the equations of motion at
any time (because they are localized). To check whether
ψ−(r, t) is a solution of the SFT equation also for t > 0,
one can substitute it in Eq. (38). It turns out that this
is the case, at least up to some t∗ = O(1) (see Fig. 3).
The heat equation method allows one to find both the
bounded even solution and another (being the analytic
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FIG. 2: The nonperturbative [Eq. (1), solid line] and per-
turbative ([19, 20], dashed line) bosonic solutions with wild
oscillations. The two curves are zoomed in in the second
panel.
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FIG. 3: The left- and right-hand side of Eq. (38) (solid
and dashed curve, respectively) when the oscillating function
Eq. (41) is plugged in.
continuation of the left half of the former to the region
t > 0) with wild oscillations. The two classes of solutions
seem, so far, not mutually exclusive, inasmuch as the
choice of one instead of the other is dictated by different
requirements. Analyticity at the origin selects the wildly
oscillating solution, while boundedness and inversion of
the nonlocal operator (the possibility to recover the lo-
cal solution by applying e−r∗ to the nonlocal solution)
support the even solution.
Therefore, this oscillating solution is nonperturbative
(i.e., an infinite convergent series with known coefficients)
but limited at lowest truncation level in the string spec-
trum. On the other hand, the approach of [19, 20] con-
structs an oscillating perturbative series (that is, finite
and with numerical coefficients) which is higher-level (in
the string spectrum) and whose radius of convergence
cannot be calculated but seems to be infinite.
D. The physical picture: Choice of the oscillating
solution
We have at hand two possible approximate solutions of
supersymmetric SFT: either Eq. (39) or Eq. (41). How-
ever, none of the two is completely satisfactory, both on
mathematical and physical grounds. One solution is well-
defined on the whole temporal axis but has a spike at the
origin, where one must define its derivatives in a delicate
way. The other solution does not have these problems, it
is well-defined at the origin but can be found only up to
some finite convergence abscissa and, for t > 0, presents
ever-growing oscillations.
Physically, the situation may seem even more obscure.
We first summarize the properties of the corresponding
local solution φ(0, t) = secht (φ > 0 from now on). At
t = −∞ it is at rest at the unstable (perturbative) vac-
uum, that is, the local maximum of the potential V . As
time passes, the field rolls down the potential and passes
through the minimum, where the kinetic energy is max-
imal. Since the energy is conserved and the system is
classical, the field cannot stop at the minimum and pro-
ceeds towards an inversion point φ∗ defined, through en-
ergy conservation, by the condition V (0) = V (φ∗). This
happens at t = 0, where the field reaches the maximum
value. For t > 0, the tachyon inverts its motion, passing
again through the minimum and reaching asymptotically
the unstable maximum. The behaviour of φ(0, t) is clear
as dictated by energy conservation.
For t < 0, both candidate nonlocal solutions behave in
a way similar to that of the local solution. For t > 0, one
solution suddenly bounces back before reaching the inver-
sion point required by energy conservation of a canonical
particle. This would happen if a rigid wall was placed
between the minimum and the inversion point of the po-
tential, while in this case the potential does not have any
such feature. On the other hand, the second solution
passes the inversion point and proceeds further along the
potential, reaching energy levels that a canonical, local
9system would not have at t = −∞.
To understand these facts, one has to abandon the
misleading picture of a standard particle with a given
kinetic energy moving in a potential. The point is that
the self-interaction felt by the particle is not given by
the potential. Rather, it is the potential dressed by the
kinematic (nonlocal) factors e−r∂
2
t . Their presence dras-
tically changes the dynamics, as one can see by the follow-
ing heuristic arguments valid on any homogeneous back-
ground. Let us consider slowly varying profiles. In this
case, the interaction term Eq. (12) can be expanded as
(we ignore the cosmological constant)
V˜ =
1
2
m2φ2 +
σ
n
(
erφ
)n
≈ 1
2
m2φ2 +
σ
n
φn + rσφn−1φ
= V + rσφn−1φ , (49)
where V is the potential of the local solution φ(0, t), and
the additional term can be thought as a modification of
the kinetic energy Ekin. The Lagrangian is ≈ φφ/2 −
rσφn−1φ− V → −(∇φ)2/2+ (n− 1)rσφn−2(∇φ)2 −V
via an integration by parts, and
Ekin ≈ 12 φ˙2
[
1− 2(n− 1)rσφn−2] . (50)
During slow rolling, the major contribution due to the
nonlocality of the potential affects the kinetic term rather
than the potential. Specializing to the bosonic string and
positive field values, if r < 0 the square bracket in the
right-hand side of Eq. (50) is positive definite (n, σ > 0)
and the usual physical interpretation of motion along the
potential exchanging kinetic and potential energy holds.
On the contrary, r = 0 is a bifurcation point for the sys-
tem, as for r > 0 the square bracket can become negative.
More precisely, if r > 0 there is a critical value for the
tachyonic field, φc(r) = 1/(4rσ), at which Ekin ≈ 0.
Two cases are possible. If any solution of the equation
of motion exceeds φc, then the effective kinetic energy
contributes with a negative sign to the total energy, and
conservation of the latter forces the tachyon to go indef-
initely up the potential. This happens to the oscillating
solution, which is related to the perturbative solution
analyzed in [19, 20]. Or, since φc is located between the
minimum of the potential and the local inversion point,
if the tachyon solution is bounded it must be so by φc
and not by the local inversion point, otherwise it would
undergo the previous phenomenon. On the other hand,
when the tachyon arrives at φc it has not exhausted its
velocity, being below the inversion point. It cannot stop,
otherwise it would violate energy conservation, and the
only thing it can do compatibly with the latter is bounc-
ing back rigidly. Then, the tachyon field has a spike and
its velocity changes sign.8
8 Another example of physical models with discontinuities is ther-
Within this simple approximation, all the main char-
acteristic features of the solutions we discussed are re-
covered, including not only the spike and the indefinite
growth but also the bifurcation of the solutions when
t > 0 in the r > 0 case. One can check the validity of
this qualitative picture, for instance, in the bosonic case,
where
φc(r∗)
φ(r∗, 0)
≈ 0.83, (51)
which misses the value of the spike by only 17%.
As mentioned in the introduction, the tachyon with
wild oscillations has been confirmed as a solution of the
full equation of motion [28]. A posteriori, this result is
not surprising. At level (0, 0), Schnabl’s gauge coincides
with Siegel’s gauge, and the effective equation of motion
for the tachyon is the same. As the truncation level in the
Siegel gauge increases, the shape of the effective tachy-
onic potential changes only in the quantitative details
of the local minima. Hence, one would expect that the
features of solutions at low levels would survive through
the truncation procedure. This guess was confirmed in
Ref. [28] for the case of the wildly oscillating solution.
Also, evidence was given that the radius of convergence
of the series defining this solution is actually infinite for
any t. In order to complete the comparison, one can note
that the analogous of the bounded solution in the Schn-
abl gauge for the exact equation of motion exists and is
the mirroring at t = 0 of the solution of [28] for negative
times, as explained above.
In the diffusion equation method, the spike solution
is more accurate than the oscillating one and has the
advantage of admitting several integral representations.
However, there are reasons to believe that the oscillating
solution Eq. (41) is actually the only feasible one:
(i) As said in Sec. III B, the spiky solution emerges be-
cause we fixed the asymptotes at both the infinite
past and future. In other words, we have imposed
that the origin continues to be the inversion point
of the solution even in the nonlocal system. How-
ever, nothing forces us to do so and, rather, the
most natural option is to leave the solution uncon-
strained asymptotically.
(ii) The only solution found perturbatively is the os-
cillating one. The point t = 0, where the two so-
lutions bifurcate, is not special in the perturbative
approach.
(iii) When two solutions overlap before a bifurcation
point which is not physically special, they are phys-
ically equivalent under a gauge transformation. In
mal systems displaying one or more discontinuous phase transi-
tions. The relevant parameter there is the total energy, which is
a constant observable. This is also our case, as one can verify
numerically from Eq. (13).
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the case under scrutiny there is no such gauge free-
dom, so one solution must be discarded.
These arguments, together with others in Sec. IVB, show
that one can safely consider the solution with wild oscil-
lations as the only meaningful alternative. This will be
our attitude in what follows. Before proceeding, it may
be interesting to remark that one of the most common
objections against the spike (“The spiky solution rolls
back to the local maximum and this certainly does not
describe tachyon condensation at the minimum”) can-
not be moved to exclude it. In fact, the same can be
said regarding the oscillating solution, which does not
sit down to the local minimum but climbs the potential
indefinitely back and forth.
For heuristic reasons, in this section we have tried to
give a partial explanation of the wild oscillations in terms
of the effective change of sign of an effective kinetic en-
ergy. However, it was shown in [19, 29] that these oscilla-
tions disappear after a suitable gauge transformation in-
terpolating between OSFT and BSFT. In our approach
(effective OSFT lowest-level tachyonic action) it is not
possible to see this mechanism in action, the gauge be-
ing fixed from the beginning; hence we cannot establish
whether the oscillations of the solution are physical or
gauge artifacts. However, we shall derive in Sec. VI a re-
lation between OSFT and BSFT governed by the sign of
the parameter r, supporting the idea that the framework
of BSFT has more transparent physical features.
IV. BOSONIC BSFT
A. General setup
In Witten’s construction of open boundary string field
theory [6], the space of all two-dimensional worldsheet
field theories on the unit disk, which are conformal in
the interior of the disk but have arbitrary boundary in-
teractions, is described by the worldsheet action
S = S0 + Sboundary = S0 +
∫ 2π
0
dτ
2π
V . (52)
Here, S0 is the bulk action, a free action describing an
open plus closed conformal background integrated over
the volume of the unit disk, and V is a general per-
turbation defined on the disk boundary which can be
parametrized by couplings λi,
V =
∑
i
λiVi . (53)
The couplings λi correspond to fields in spacetime, and
according to [7, 8] the classical spacetime action S is
defined by
S =
(∑
i
βi
∂
∂λi
+ 1
)
Z , (54)
where Z is the disk partition function of the worldsheet
theory (52) and βi are the β functions of the couplings
governing their worldsheet renormalization group flow.
For open strings propagating in a tachyon background
the worldsheet action (52) reads
S[X ] =
∫
dσdτ
1
4π
∂aX(σ, τ) · ∂aX(σ, τ)
+
∫ 2π
0
dτ
2π
T [X(τ)] , (55)
and the partition function
Z =
∫
[dX ] e−S[X] . (56)
Via a standard procedure [54–56] the bulk excitations
can be integrated out to get an effective field theory [57]
which lives on the boundary [58]:
Z(J) =
∫
[dX ] e−
R 2π
0
dτ
2π [
1
2X
µ|i∂τ |Xµ+T (X)−J·X] , (57)
where · denotes the scalar product of Lorentz vectors,
Jµ(τ) is the usual source generating correlators of the
fields Xµ restricted to the boundary of the worldsheet,
and the operator |i∂τ | is defined by the Fourier series
|i∂τ | δ(τ − τ ′) =
+∞∑
n=−∞
|n|
2π
ein(τ−τ
′) . (58)
Z(J) in Eq. (57) is defined up to a multiplicative constant
c which, in turn, is just the tension of the D25-brane [58,
59].
To calculate the energy, we split Xµ in a classical term
xµ (constant in worldsheet coordinates) and a varying
part (which we still call Xµ), promote the Minkowskian
metric in Eq. (56) to a general one, ηµν → gµν , and
use the standard definition of the energy-momentum ten-
sor. The spacetime action is proportional to the partition
function (via a positive constant c) and one has [1, 12]
Tµν ≡ − 2c√−g
δZ
δgµν
= c(gµνZ +Aµν) , (59)
where
Aµν ≡ 2
∫
[dX ]
(∫
dσdτ
1
4π
∂aXµ∂
aXν
)
e−S[X]
= 2
∫
[dX ] ∂aXµ(0)∂
aXν(0) e
−S[X] . (60)
The first term in Eq. (59) comes from the variation of the
extra factor dDx
√−g which appears in the measure of
the integral in Xµ; the zero mode has been integrated out
in the partition function Z. The second term corresponds
to the expectation value of the graviton vertex operator
and is found under the assumption that the boundary
interaction is independent from the metric. In the last
line, the position of this operator was fixed.
11
B. Rolling solution of bosonic boundary SFT
If we consider the case of constant source ikµ for the
zero mode of theXµ field, the integral over the zero mode
variable will just provide the energy-momentum conser-
vation δ function. In this case, the partition function (57)
becomes
Z(k) =
∫
[dX ] e−
R
2π
0
dτ
2π [
1
2X
µ|i∂τ |Xµ+T (X)]−ik·x , (61)
where x is the zero mode defined by
xµ =
∫ 2π
0
dτ
2π
Xµ(τ) . (62)
In order to evaluate the path integral (61), we need the
Green functionG of the operator |i∂τ |, |i∂τ |G(τ ′) = δ(τ−
τ ′),
G(τ) = 2
∞∑
n=1
e−εn
cosnτ
n
= − ln [1− 2e−ε cos τ + e−2ε] ,
(63)
where ε is an ultraviolet cutoff. Clearly, G(τ) is defined
up to an arbitrary constant, which is the kernel of the
operator |i∂τ |. Regularizing the propagator as in Eq. (63)
and adding the arbitrary constant parametrized as 2r, we
are led to the following prescription for G(τ):
G(τ) =
{
− ln [4 sin2 ( τ2 )]+ 2r τ 6= 0
−2 ln ε τ = 0 . (64)
In the second line the arbitrary constant r has been ab-
sorbed in the regulator ε. The parameter r is an ambigu-
ity stemming from different prescriptions in the scheme
adopted to renormalize the effective action [57, 60]. As
this affects vertex operators, it corresponds to a field re-
definition of target fields. In Appendix B it will be shown
that r naturally arises also in a canonical quantization
framework, and it will be related to the ordering pre-
scription in the evaluation of quantum correlators. The
usual normal ordering corresponds to the choice r = 0.
The partition function (61) can be evaluated as an ex-
pansion in powers of the bare fields T [X(τ)]. Taking the
Fourier transform of the tachyon and performing all the
contractions of the X(τi) fields, we get [58]
Z(k) =
∞∑
n=0
(−1)n
n!
ε−n
∫ n∏
i=1
dki T (ki)
∫ 2π
0
n∏
i=1
dτi
2π
×e−
Pn
i=1
k2i
2 G(0)−
P
j>i ki·kjG(τi−τj)
×δ
(
k −
n∑
i=1
ki
)
, (65)
where we have omitted the vector indices in the δ func-
tion. Taking into account the propagator (64) and evalu-
ating the integrand on the support of the δ function, we
obtain
Z(k) = e−rk
2
Zˆ(k)
= e−rk
2
∞∑
n=0
(−1)n
n!
∫ n∏
i=1
dki Tˆ (ki) δ
(
k −
n∑
i=1
ki
)
×
∫ 2π
0
n∏
i=1
dτi
2π
∏
j>i
[
4 sin2
(
τi − τj
2
)]ki·kj
, (66)
where Tˆ (ki) ≡ T (ki)εk2i−1erk2i . Apart from a trivial
rescaling of the tachyon fields, all the r-dependence in
Z(k) can be factorized out of the integrals by an overall
factor e−rk
2
. In fact, Zˆ(k) is nothing but the partition
function for the tachyon field Tˆ when r = 0. Rolling
tachyon solutions can be obtained by the following choice
of the bare tachyon fields
T (X) = T0 e
ip·X ,
T (ki) =
1
(2π)D
∫
dXe−iki·XT (X) = T0δ(ki − p) .
(67)
This corresponds to the case in which all the momenta
kµi in Eq. (66) have the same value p
µ (coherent phases).
Such a profile is particularly simple and corresponds, in
the Minkowskian formulation, to a perturbation around
the unstable vacuum at X0 = −∞ if the momenta kµi are
purely time-like (in that case, T0 is the tachyon velocity
at X0 = 0). Moreover, the integrals over τi can be now
explicitly performed by using the formula∫ 2π
0
n∏
i=1
(
dτi
2π
)∏
j>i
[
2 sin
(
τi − τj
2
)]2p2
=
Γ(1 + np2)
[Γ(1 + p2)]n
.
(68)
To get the partition function Z(X) in the coordinate
space we have to Fourier transform Eq. (66). Taking
Eq. (68) into account we obtain
Z(X) = e−r
∞∑
n=0
(−1)n
n!
[T (X)]n Γ(1 + np2) ,
T (X) = εp2−1T0e
ip·Xerp
2
Γ(1 + p2)
. (69)
The sum over n can be perfomed if the Euler represen-
tation for Γ(1 + np2) is used. We get
Z = e−r
∫ ∞
0
ds e−s[1+T (X)s
p2−1] . (70)
The renormalized tachyon field ϕ(X) is related to the
partition function Z(X) by the formula [58]
Z(X) = 1− ϕ(X) . (71)
The equation of motion for the renormalized field are
obtained by imposing the vanishing of the corresponding
β function
βϕ ≡ − ∂ϕ
∂ ln ε
= 0 , (72)
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which enforces the condition p2 = 1, as one can ver-
ify. We shall consider the Wick rotated back profile
(iX0 = t, −ip0 = pEucl0 ) in the spatially homogeneous
case, p = (1, 0, . . . , 0) (pEucl0 = −i). The integration over
s in Eq. (70) is now trivial, but the effect of the (Wick
rotated) operator e−r∂
2
t on it is cumbersome. It is prefer-
able to first rewrite the integral in (70) as∫ ∞
0
ds e−s[1+T (t)] = − 1
2i
∫
ΓR
dσ
[T (t)]σ
sin(πσ)
, (73)
where T (t) = T0et+r, and the contour ΓR lies on the
imaginary σ axis from −i∞ to +i∞ keeping the pole in
σ = 0 to its right. Then, from Eq. (71) the renormalized
tachyon reads
ϕ(r, t) =
1
2i
e−r∂
2
t
∫
ΓL
dσ
[T (t)]σ
sin(πσ)
, (74)
where we have written the dependence on r as an ar-
gument of ϕ and the contour ΓL now keeps the pole in
σ = 0 to the left. When r = 0 one should recover the
case analyzed in Ref. [12]. Indeed, without the operator
e−r∂
2
t one gets
ϕ+(0, y) =
∞∑
n=0
(−1)n e−ny, y > 0 ,
ϕ−(0, y) = −
∞∑
n=1
(−1)n eny, y < 0 , (75)
where y ≡ t + lnT0. These expressions are obtained as
the sum over the residues of the function 1/ sinπσ closing
the integral over σ to the left or to the right depending
on the sign of y. Both the expressions ϕ(±)(0, y) in (75)
sum to
ϕ(0, y) =
1
1 + e−y
=
1
2
+
1
2
sinh y
cosh y + 1
. (76)
This expression exactly represents the well-known rolling
tachyon solution of bosonic BSFT [12], as can be easily
seen by recalling the definition of the tachyon effective
potential in terms of the renormalized field 1− ϕ = e−T˜
[58]:
U = (1− ϕ) [1− ln (1− ϕ)] = e−T˜ (1 + T˜ ) . (77)
At the infinite past t → −∞, the tachyon T˜ = 0 starts
from the unstable maximum of the potential (77), reach-
ing the stable vacuum at t → +∞ as T˜ → +∞. Ex-
panding Eq. (77) for small T˜ , one reproduces the cubic
potential. From Eqs. (71) and (76), one has precisely the
partition function of Ref. [12]
Z(r = 0) =
1
1 + T0et
. (78)
The value of the partition function (as well as ϕ) at y = 0
is defined only by analytic continuation.
A solution for r < 0 can be obtained directly from
Eq. (74) by changing variable σ → −iσ, leading to
ϕ(r, t) =
1
2
+
1
2
∫ +∞
−∞
dσ erσ
2 sin(σy)
sinh(πσ)
, r < 0 , (79)
where y ≡ t+ r + lnT0. The factor 1/2 comes from the
integral over the half-circle around the origin. The profile
in Eq. (79) is C∞ and generalizes the solution (76) and
its rolling behaviour for any r ≤ 0 [for r = 0 it coincides
with Eq. (76)].
In order to get a solution in the region r > 0, one can
start from Eq. (76) and apply the method of Appendix A,
or by analytic continuation of the series representation.
Both calculations give the same result:
ϕ(r, t) =
1
2
+
1
2
∫ ∞
−∞
dσ K(σ, r)
sinh y
eε cosh y + cosσ
. (80)
The behaviour at the origin y = 0 in the r > 0 case is
regulated by a mechanism analogous to that described
in the OSFT case and we shall not repeat it here. The
solution ϕ in any of its representations [for instance (79)
or (80)] satisfies the diffusion equation with −1 diffusion
coefficient
∂rϕ(r, t) = −∂2t ϕ(r, t) , (81)
with respect to the “radial” variable r and the time vari-
able t. In fact, ϕ(r, t) is nothing but the solutions of this
diffusion equation with “initial” condition Eq. (76) and
“boundary” condition ϕ(r,±∞) = 1/2 ± 1/2. The ef-
fect of r in the rolling solutions is twofold: it translates
the origin of time and it changes the slope of the rolling.
The first effect can be always reabsorbed by a suitable
time translation, under which the system is invariant; in
alternative, one fixes T0 = e
−r.
In Appendix A we discuss the series representation of
the solution (80) for r > 0, which is
ϕ+(r, t) =
∞∑
n=0
(−1)ne−rn2e−ny, y > 0 , r > 0 ,
ϕ−(r, t) = −
∞∑
n=1
(−1)ne−rn2eny, y < 0 , r > 0 .
(82)
There, we show that the series and integral representa-
tion are exactly equivalent, and they are the analytic
continuation of the solution with r < 0. As in the OSFT
case, one can also consider the solution
ϕ−(r, t) = −
∞∑
n=1
(−1)ne−rn2eny, (83)
at all times; its integral representation can be found
with the same technique of Sec. III B. The behaviour
of Eq. (83) for different values of r is shown in Fig. 4.
When r > 0 the solution oscillates at positive times.
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FIG. 4: The BSFT solution for different values of r, given by
Eq. (79) (r ≤ 0, kink-type) and (83) (r > 0, wild oscillations).
In the panel, r = −2 (dashed curve), r = −1 (dotted curve),
r = 0, 0.5, 1 (solid curves with decreasing thickness).
Any evaluation of the path integral (57) based on the
Taylor expansion in powers of the bare fields T [X(τ)] un-
avoidably leads to Eq. (83), which is the representation
of ϕ [or Z, through Eq. (71)] as a power series of T . An
alternative route is through the boundary states [1, 34].
Even in that case, one gets the power series Eq. (83),
as the calculation is expressed in terms of correlators,
and therefore intrinsically perturbative. As the boundary
state calculation does not show any sign of the decompo-
sition Eq. (82), we select Eq. (83) as the correct family of
BSFT solutions. Another reason is that Eq. (82) would
lead to inconsistencies in its interpretation as an instan-
tonic particle, since the latter could cover finite lengths
instantaneously.
C. Energy–momentum tensor
It is convenient to define the normal-ordered graviton
vertex operators
: ∂Xµ(z, z¯)∂¯′Xν(z′, z¯′) : ≡ ∂Xµ(z, z¯)∂¯′Xν(z′, z¯′)
+gµν∂∂¯′ ln e−r|z − z′| ,
(84)
and
◦
◦ ∂Xµ(z, z¯)∂¯′Xν(z′, z¯′) ◦◦ ≡ ∂Xµ(z, z¯)∂¯′Xν(z′, z¯′)
+gµν∂∂¯′ ln e−2r|z − z′|2
= : ∂Xµ∂¯′Xν : −g
µν
2
, (85)
where ∂ = ∂z and ∂¯ = ∂z¯. In agreement with our defini-
tion of the propagator, we have generalized the expres-
sions of [12] for r 6= 0. This operation is clearly trivial,
and the calculation of [12] (to which we refer the reader
for intermediate steps) is reproduced. Setting gµν = ηµν ,
one has Aij = δijZ, while
A00 = 2〈◦◦ ∂X0(0)∂¯X0(0) ◦◦ e−
R
dτ
2πT [X
0(τ)]〉 − Z
= 2
+∞∑
n=0
(−T0et)n
n!
×〈◦◦ ∂X0(0)∂¯X0(0) ◦◦
n∏
i=1
∫
dτ
2π
eX
0(τ)〉 − Z
= 2
+∞∑
n=1
(−T0et)n
n!
e−2rn(n−1)/2n!− Z
= 2
+∞∑
n=1
(−ey)n e−rn2 − Z
= −(1 + ϕ) . (86)
Combining this expression with Eq. (59), the pressure
and energy read
p ≡ T11 = 2c(1− ϕ) , E ≡ −T00 = 2c . (87)
The energy is constant, as it should be in Minkowski, and
the tachyon tends asymptotically to pressureless matter.
V. SUPERSYMMETRIC BSFT
One can extend the discussion of Sec. IV to the
case of superstrings. Typical unstable configura-
tions where the open string contains a tachyon are
non-BPS (Bogomolnyi–Prasad–Sommerfield)Dp-branes,
with even p for type IIB and odd p for type IIA. This
situation can be described through a perturbation of
the worldsheet field theory by a boundary superpoten-
tial [61, 62]
Sboundary =
∫
dτ
2π
∫
dθ
[
ζˆDζˆ + ζˆT (Xˆ)
]
. (88)
Here, a one-dimensional superfield notation is used to
define worldsheet supercoordinates on the boundary,
Xˆµ(τ, θ) = Xµ(τ) + θψµ(τ) , (89)
where θ is a Grassmann variable and ψµ is a Majo-
rana fermion (in Neveu–Schwarz–Ramond formalism). In
Eq. (88), D = ∂θ + θ∂τ is the derivative in superspace
and the superfields ζˆ are auxiliary anticommuting de-
grees of freedom encoding the Chan–Paton indices of the
brane [61, 62],
ζˆI(τ, θ) = ηI(τ) + θF I(τ) , (90)
where ηI is a propagating boundary fermion and F I is
an auxiliary field. As in [12], we will consider a single
non-BPS D-brane. This implies the existence of a single
boundary fermion, and the index I can be omitted. The
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superstring generalization of the partition function (57)
reads then
Z = P
∫
[dXˆ ][dζˆ]e−S0[Xˆ]−
R
dτ
2π
R
dθ[ζˆDζˆ+ζˆT (Xˆ)], (91)
where P is the standard path-ordering operator, here
nontrivial because of the tachyon-to-fermions coupling.
In Eq. (91), we have ignored the presence of contact terms
proportional to T 2(Xˆ) [2, 12].
As in the bosonic case, the partition function can be
evaluated perturbatively by expanding in powers of the
tachyon field. However, it is difficult to extract the e
operator from Z in momentum space, the reason be-
ing that one has to solve an integral much more in-
volved than Eq. (68). It is more convenient to adopt
the background field method [58, 63]. In this case
one expands the fields Xˆ around a classical background
Xˆµ(τ, θ) = xµ + Yˆ µ(τ, θ), where xµ satisfies the equa-
tions of motion and varies slowly compared to the cutoff
scale. The supersymmetric version of the homogeneous
time-dependent tachyon field (67) can then be written as
T (Xˆ) = e
i√
2
x0+ i√
2
Yˆ 0(τ, θ) ≡ T˜ e i√2 Yˆ 0(τ, θ),
where T˜ = e
i√
2
x0
(we will neglect the tilde from now on).
The partition function reads as the following functional
integral over the nonzero modes:
Z =
∞∑
n=0
(−1)n
n!
(
T
ε
)n ∫ 2π
0
n∏
i=1
dτi
2π
∫ n∏
i=1
dθi
×〈ζˆ(τ1, θ1)e
i√
2
Yˆ (τ1,θ1) · · · ζˆ(τn, θn)e
i√
2
Yˆ (τn,θn)〉.
(92)
In order to evaluate this path integral, we need the su-
persymmetric extension of the Green function (63) that
includes the fermionic two-point function on the disc (for
a detailed derivation see [64]):
Gˆij = 2
∞∑
n=1
e−εn
cosn (τi − τj)
n
− 2θiθj
×
∞∑
q=0
e−εq sin [(q + 1/2) (τi − τj)] . (93)
Adding the arbitrary constant consistently with (64), we
are led to the following definition for the Green function:
Gˆij = 〈Yˆ (τi, θi), Yˆ (τj , θj)〉
= − ln e−2r|zi − zj |2 − 2i
√
zizj
zi − zj θiθj
= −2 ln e−r|zi − zj + i√zizj θiθj |, i 6= j,(94)
where zi = e
iτi and we used the fact that {θi, θj} = 0,
θi ∈ R. The zero-point Green function Gˆ(0) ≡ G(0) is
still defined through Eq. (64). The two-point function
for the boundary fermions is defined by
〈ζˆ(τi, θi), ζˆ(τj , θj)〉 = Θˆi,j ≡ Θˆ(τi − τj + θiθj)
= Θ(τi − τj) + δ(τi − τj) θiθj ,
(95)
where Θ(τi − τj) is the Heaviside step function. The
partition function (92) can now be formally written as
Z =
∞∑
n=0
(−1)n
(
T 2
ε
)n ∫ 2π
0
2n∏
i=1
dτi
2π
×
∫ 2n∏
i=1
dθi Θˆ1,2 . . . Θˆ2n−1,2ne−
P2n
i=1
G(0)
4 −
P
j>i
Gˆij
2
=
∞∑
n=0
(−1)nT 2n
∫ 2π
0
2n∏
i=1
dτi
2π∫ 2n∏
i=1
dθi Θˆ1,2 . . . Θˆ2n−1,2n
×
∏
j>i
e−r|zi − zj + i√zizj θiθj | , (96)
where the restriction to an even number of fields arises
from the overall trace over the Chan–Paton matrices here
represented by the boundary fermions. Using the relation
|zi−zj+ i√zizj θiθj | = |zi−zj|+sgn(τi−τj) θiθj , (97)
the integrals in (96) can be evaluated as [12]
∫ 2π
0
2n∏
i=1
dτi
2π
∫ 2n∏
i=1
dθi Θˆ1,2 . . . Θˆ2n−1,2n
×
∏
j>i
|zi − zj + i√zizj θiθj | = 1
2n
. (98)
After a Wick rotation ix0 = t, the tachyonic profile is
T = et/
√
2 and the final result for the field Eq. (71) is
then
ϕ− = −
∞∑
n=1
(−1)ne−2rn2eny , (99)
where y ≡ √2t+ r − ln 2. This is a q series with infinite
radius of convergence for r > 0 and valid for y < 0 [see
Eq. (92)].
The same calculation of Appendix A yields the integral
representation of the solution for negative values of r:
ϕ =
1
2
+
1
2
∫ +∞
−∞
dσ e2rσ
2 sin(σy)
sinh(πσ)
. (100)
Modulo rescalings, Eq. (100) is identical to the bosonic
solution, Eq. (79), and satisfies the diffusion equation
ϕ = ∂rϕ.
VI. BSFT/OSFT CORRESPONDENCE AND
PROPERTIES OF ROLLING SOLUTIONS
We are now ready to establish a correspondence be-
tween the bosonic OSFT and BSFT tachyon solutions
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we found. The relation between wildly oscillating solu-
tions in series representation is clear from Eqs. (1) and
(2):
6ϕ˙ = ψ . (101)
This relation can be verified also in integral representa-
tion. For simplicity we shall consider t < 0, where the
spiky and the wild oscillating solutions overlap, thus im-
plying that Eq. (101) holds for any solution and for any
sign and value of the parameter r.
One starts with two real-valued functions
u(σ, t) =
sinσ
cosh t+ cosσ
, v(σ, t) =
sinh t
cosh t+ cosσ
,
(102)
which are harmonic conjugate,
∂tu+ ∂σv = 0 , ∂σu− ∂tv = 0 . (103)
They define a complex function in the variable z = σ+it,
f(z) ≡ u+ iv = tan z
2
. (104)
Since ∂σv is odd in σ, it is possible to write the OSFT
solution in Eq. (23) as (t 6= 0)
ψ(r, t) = 3
∫ +∞+it
−∞+it
dz K(z − it, r) ∂σf(z) . (105)
The BSFT solution Eq. (80) in complex form reads
ϕ(r, t) =
1
2
− i
2
∫ +∞+it
−∞+it
dz K(z − it, r) f(z) , (106)
where we exploited the σ parity of u. From the Cauchy–
Riemann identity ∂σf = −i∂tf one gets Eq. (101).
It should be remarked that this is a relations between
exact solutions (BSFT) and approximate solutions of
an approximate equation (OSFT). Consequently, at first
sight it could sound incidental. However, there are sev-
eral arguments supporting the existence of a correspon-
dence between the two theories. An independent argu-
ment underlying a relation between bosonic BSFT and
OSFT was advocated in [19, 29]. In [29], Ellwood showed
that OSFT and BSFT solutions are related by a finite
gauge transformation. In our case such a transformation
should be parametrized by r. At present it is not clear if
there is a precise quantitative relation between Ellwood’s
gauge transformation and the BSFT/OSFT correspon-
dence outlined here.
In this work, we have regarded the (1+1)-dimensional
nature of the tachyon field as just a mathematical trick
to localize the effective equation of motion of OSFT. A
varying parameter r is the key factor to link the solutions
of cubic SFT with those of boundary SFT. According to
this correspondence, the parameter r allows one to inter-
polate between the (unit disk) bulk where the worldsheet
string field theory is conformal (OSFT) and the boundary
where nonconformal interactions are turned on (BSFT)
[41]. When r > 0, both cubic and boundary solutions ψ−
and ϕ− present wild oscillations. The choice of r is not
facultative in OSFT, as is dictated by worldsheet confor-
mal symmetry: this is the reason why the only possible
cubic solution oscillates at higher and higher absolute val-
ues of the potential. Also parity-definite solutions, if they
are granted validity, are pathological for sgn(r) > 0, as
they are bounded but nonanalytic at the origin. On the
other hand, in BSFT r is arbitrary and one can set it to
0 or to negative values; in such cases the BSFT solution,
together with its derivative, is bounded and analytic. In
parallel, even solutions with sgn(r) ≤ 0 are bounded and
smooth.
One encounters the same situation in the supersym-
metric case, despite the lack of a simple relation like
Eq. (101). Using
u(σ, t) =
cosσ
cosh t+ sinσ
, v(σ, t) =
sinh t
cosh t+ sinσ
,
(107)
the even susy OSFT solution is
ψ(r, t) =
∫ +∞+it
−∞+it
dz K(z − it, r) f
(π
2
− z
)
. (108)
As for the bosonic tachyon, the integral of the solution is
r-independent. However, the primitive is not the solution
of supersymmetric BSFT Eq. (99). This can also be seen
by looking at the integral form Eq. (99), which in complex
notation reads
ϕ(r, t) =
1
2
− i
2
∫ +∞+it
−∞+it
dz K(z − it, r) f(
√
2z) . (109)
This expression is similar to the OSFT solution but with
the difference that the argument of the function con-
voluted with the kernel is shifted along the real axis
and rescaled (reversing the time rescaling we made in
Sec. III A, z → z/√2 in Eq. (108), the total relative
rescaling factor is 2). In the series representation, the
shift is responsible for the summation only over odd num-
bers in the exponents. Again, the argument is unchanged
when considering the wildly oscillating solutions ψ− and
ϕ−.
VII. CONCLUSIONS
Let us summarize the main results of this paper.
(i) We found and discussed in detail approximated so-
lutions to the fully nonlocal lowest-level equation
of motion for the tachyon in supersymmetric open
string field theory (in particular, in the 0-picture
formulation). One solution is even and global, and
has a spike at the origin which can be regularized or
smoothened; this solution is eventually discarded.
The other solution is related to that with increasing
oscillations already studied in the literature and is
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valid up to some critical time. The description of
these properties extends also, with minor modifi-
cations, to the bosonic case presented in [17]. One
can verify that the approximation er∗φ˜2 ≈ φ˜2 pro-
posed to simplify the quartic potential is not valid
for our solutions.
(ii) All these results stem from a method which can
be of broader application in the general class of
nonlocal theories. The study of nontrivial nonlocal
cosmologies under the same procedure is in progress
[40, 41].
(iii) A family of exact solutions of boundary string field
theory was found, both in the bosonic and super-
symmetric case. When the ambiguity r is posi-
tive, these solutions have wild oscillations, as in
the OSFT case.
(iv) BSFT and OSFT solutions are formally related by a
continuously varying parameter r which takes fixed
values in the physical case for each SFT. In the
context of BSFT, this parameter can be naturally
interpreted in two complementary ways: as the ker-
nel of the Green function in the boundary action,
and as a normalization or normal-ordering ambi-
guity in the boundary states corresponding to the
open string partition function. The sign of r de-
termines the behaviour of these solutions in each
theory; in particular, wild oscillations always occur
in parity-undefinite solutions when r > 0.
This is a summary of wildly oscillating solutions (r > 0):
• Bosonic OSFT: Eq. (1) (series representation).
• Bosonic BSFT: Eq. (83) (series representation).
• Supersymmetric OSFT: Eq. (41) (series repre-
sentation) or (45) (integral representation). The
solution related to the exact potential Eq. (26) is
the same but with r → 3r/2 and a rescaled nor-
malization.
• Supersymmetric BSFT: Eq. (99) (series repre-
sentation).
The case r < 0 is allowed in BSFT and gives rise to
bounded, smooth solutions: Eqs. (79) and (100) for
bosonic and susy BSFT, respectively.
There are several issues which have not been consid-
ered here. Other tachyonic profiles may be chosen (e.g.,
[65]), as well as particular compactification schemes.
Also, we have not given an explanation of the differ-
ence between the bosonic and susy correspondence. For
the time being we notice that the supersymmetric cubic
string field theory is less explored than its bosonic coun-
terpart. The gauge trasformation of [29] was derived
explicitly only in the latter case; also, there are differ-
ent proposals regarding the susy OSFT action. However,
there seems to be no reason why the bosonic correspon-
dence should not have a supersymmetric version; also, all
susy OSFT candidates predict a local (r = 0) lowest-level
effective action for the tachyon with quadratic + quartic
potential, which fixes the initial condition of the nonlocal
problem. Other tachyon profiles in BSFT would unlikely
account for the difference in the series coefficients. On
the other hand the source of discrepancy might be traced
in the different field dependence of the partition function
(i.e., effective action) with respect to the tachyon pro-
file T . In both the bosonic and susy case the BSFT
renormalized tachyon field is ϕ = 1 − Z but the parti-
tion function is Z ∼ e−T for the bosonic string [59, 66],
while Z ∼ e−T 2/4 for the susy string [67]. In this respect,
it is not surprising to have found different relations for
the two string theories. This issue will require further
investigation; for the time being, the BSFT/OSFT re-
lationship may be considered a technical device rather
than a physical correspondence.
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APPENDIX A: RELATIONS BETWEEN
DIFFERENT REPRESENTATIONS
OF THE BOSONIC BSFT SOLUTION
In Sec. III, we claimed that the series and integral rep-
resentations [Eq. (39) and (40), respectively] of the OSFT
supersymmetric solution (r > 0) are equivalent, and both
are related by analytic continuation to the integral rep-
resentation Eq. (34) (rescaled) in the region r < 0. Here
we show this in the case of the analogous formulæ of
bosonic BSFT. Only the final result Eq. (80) was pre-
sented in Sec. IV, which we write again for convenience
of the reader:
ϕ(r, t) =
1
2
+
1
2
∫ ∞
−∞
dσ
e−
σ2
4r
2
√
πr
sinh y
cosh y + cosσ
, (A1)
where y = t+ r+lnT0. First, we find and discuss the se-
ries representation. When considering the r 6= 0 case,
one has to apply the operator e−r∂
2
t to the solutions
ϕ(±)(0, y) of Eq. (75). Since Eq. (75) is an expansion
of ϕ in terms of eigenfunctions of the operator ∂2t , one
would be tempted to replace e−r∂
2
t with its eigenvalue
e−rn
2
inside the sums, obtaining (for r > 0)
ϕ+(r, t) =
∞∑
n=0
(−1)ne−rn2e−ny, y > 0 , r > 0 ,
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ϕ−(r, t) = −
∞∑
n=1
(−1)ne−rn2eny, y < 0 , r > 0 .
(A2)
This choice corresponds to the strong limit and shows
the discontinuity at the origin. In fact,
ϕ+(r, 0)−ϕ−(r, 0) =
∞∑
n=−∞
(−1)ne−rn2 = ϑ4(0, e−r) 6= 0 ,
(A3)
with ϑ4(u, q) =
∑
n∈Z(−1)nqn
2
e2inu being the fourth Ja-
cobi theta function. This discontinuity is troublesome
because ϕ − 1/2 should be an antisymmetric function
and as such it should vanish at the origin.
Part of the troubles exhibited by Eq. (A2) at the ori-
gin are a consequence of the fact that the replacement
e−r∂
2
t → e−rn2 implies an interchange of the order of two
sums that indeed do not commute at y = 0. Acting with
the operator (5) on (A2) leads to a double sum. Each of
the sums over n (for any fixed ℓ) is divergent, and needs
to be regularized. At y = 0,
ϕ+
∣∣∣
y=0
= 1+
∞∑
ℓ=0
∞∑
n=1
(−1)n (−r)
ℓ
ℓ!
n2ℓ
= 1+
∞∑
ℓ=0
(−r)ℓ
ℓ!
(22ℓ+1 − 1)ζ(−2ℓ)
=
1
2
,
ϕ−
∣∣∣
y=0
= −
∞∑
ℓ=0
∞∑
n=1
(−1)n (−r)
ℓ
ℓ!
n2ℓ
= −
∞∑
ℓ=0
(−r)ℓ
ℓ!
(22ℓ+1 − 1)ζ(−2ℓ)
=
1
2
. (A4)
Consequently, the series representation provides the cor-
rect result ϕ(±)(y = 0) = 1/2 if the sums over ℓ and
n are not interchanged. This regularization at the ori-
gin characterizes the weak limit solution. In the integral
representation it is encoded by a small regulator ε which
smoothens the curve at the origin and is then set equal
to 0 after integration. The discontinuity and the problem
of the physical picture are removed either if ε 6= 0 and
the limit ε→ 0 is not performed, or by taking r ≤ 0.
A different way to understand why Eq. (A2) is prob-
lematic is the following. It would correspond to replace
the operator e−r∂
2
t with e−rσ
2
in the integrand of Eq. (74)
and then closing with semicircles at infinity the contour
ΓL to the right or to the left depending on the sign of
y. However, this cannot be done, because when the fac-
tor e−rs
2
is inserted in the integrand of (74), the path
ΓL cannot be closed by any curve at infinity, neither to
the right nor to the left. In fact, if r < 0 the integral
diverges at the points σ = ±∞, whereas if r > 0 it di-
verges at σ = ±i∞. Thus, the integral (74) can never be
computed as a sum of residues of the type (A2). As al-
ready discussed, an appropriate regulator in the integral
representation fixes the behaviour at the origin.
The demonstration that Eq. (A1) (which has no regu-
lator) and (A2) are equivalent goes as follows. We recast
the integrand in the first equation as a Gaussian times
sinh y
cosh y + cosσ
= Im tan
z
2
= −1+ Im
(
2i
1 + eiz
)
, (A5)
where z ≡ σ+iy. The first term gives a Gaussian integral
which cancels the factor 1/2 in Eq. (A1). If y > 0, the
last term in Eq. (A5) is a convergent geometric series
(|eiz | = e−y < 1):
Im
(
2i
1 + eiz
)
= Im
[
2i
∞∑
n=0
(−1)neinz
]
= 2
∞∑
n=0
(−1)ne−ny cos(nσ) . (A6)
Integration over σ yields immediately ϕ+ in Eq. (A2). If
y < 0, one writes tan(z/2) in terms of e−iz and repeats
the same procedure to get ϕ−.
Now we would like to analytically continue Eq. (A1)
or (A2) to the region r < 0. For instance, to show that
Eq. (79) is the analytic continuation of the solution with
r > 0, we take one of the two branches of Eq. (A2), say
ϕ+, and use the relation (valid for n > 0)
e−rn
2
= ∓ 1
2πi
∫ +∞
−∞
dσ
e∓irσn
σ ± in , r > 0 . (A7)
By the residue theorem, we can then rewrite ϕ+ as
ϕ+ = 1∓ 1
2πi
∞∑
n=1
(−1)ne−ny
∫ +∞
−∞
dσ
e∓irσn
σ ± in
= 1± 1
(2πi)2
∫ +∞
−∞
dσ
∫
Γ
ds
π
sinπs
e(∓irσ−y)s
σ ± is ,
(A8)
where the contour Γ is made of an upwards-oriented curve
parallel to the imaginary s axis, lying between the poles
in s = 0 and s = 1, and closed at infinity on the right.
Closing the path Γ on the left, one finds
ϕ = 1± 1
2πi
∫ +∞
−∞
dσ
∞∑
n=0
(−1)n e
(±irσ+y)n
σ ∓ in± iη
∓ 1
2πi
∫ +∞
−∞
dσ
πerσ
2
e∓iyσ
sinhπσ
, (A9)
where η > 0 is an arbitrary small constant which regu-
larizes the integral for n = 0. When r < 0, the integrals
in the second term of Eq. (A9) vanish for n ≥ 1, while
the third term converges. Then
ϕ =
1
2
+
1
2
∫ +∞
−∞
dσ erσ
2 sin(σy)
sinh(πσ)
, r < 0 . (A10)
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This completes the proof that the BSFT solution with
r > 0 [Eq. (A1) or (A2), which are equivalent] and the
solution with r < 0 [Eq. (79)] are one the analytic con-
tinuation of the other.
APPENDIX B: BOSONIC BOUNDARY STATES
In this section we shall construct the boundary states
corresponding to the open string partition function of
Sec. IV. Let us first briefly review standard boundary
states for the rolling tachyon with r = 0. One begins with
the Wick rotated profile eiX
0
which defines a conformal
field theory with a marginal boundary interaction. One
can then consider the theory as compactified on a circle
of self-dual critical radius RX0 = 1. It is well-known that
at this radius the normal-ordered operator : e2iXL(z) : in
the left-moving sector forms a level-1 Kac–Moody su(2)
algebra together with : e−2iXL(z) : and i∂zXL(z). From
now on, X ≡ X0 and X(z, z¯) has to be considered a
closed-string variable, z = ei(τ+σ), where τ and σ are
Euclidean worldsheet coordinates. In general X(z, z¯) is
X(z, z¯) = X(τ, σ)
= x+ pσ +
pL − pR
2
τ
+
i√
2
∑
m 6=0
e−imσ
m
(
αme
−imτ + α˜meimτ
)
,
(B1)
where x is the center-of-mass coordinate of the string.
At the self-dual radius RX = 1, pL = pR. It is useful
to define the positive and negative parts of X at σ = 0
where the boundary state is inserted:
X>(τ) =
i√
2
∑
m>0
1
m
(
αme
−imτ + α˜meimτ
)
,
X<(τ) =
i√
2
∑
m<0
1
m
(
αme
−imτ + α˜meimτ
)
. (B2)
Their commutator is
[X>(τ1), X<(τ2)] = −1
2
ln
[
4 sin2
(
τ1 − τ2
2
)]
. (B3)
One also introduces the normal-ordered currents
J1 =
1
2
(J+ + J−) =
1
2
(: e2iX : + : e−2iX :) ,
J2 =
1
2i
(J+ − J−) = 1
2i
(: e2iX : − : e−2iX :) ,
J3 = i∂zX , (B4)
whose Laurent modes
J in =
∮
dz
2πi
znJ i(z) (B5)
satisfy the level-1 Kac–Moody algebra
[J im, J
j
n] =
δij
2
mδm+n,0 + iǫ
ijkJkm+n , (B6)
which in turn implies
[
J3n, J
3
m
]
=
n
2
δn+m, 0,
[
J+n , J
−
m
]
= 2J3n+m + nδn+m, 0,[
J3n, J
±
m
]
= ±J±n+m.
The tachyon profile corresponds to an su(2) generator
given by the zero mode of the J+ current:
J+0 =
∫ 2π
0
dτ
2π
: e2iXL(τ,σ=0) :≡
∮
dz
2πi
: e2iXL(z) : (B7)
(no Jacobian is needed when changing variable from τ
to z because we are integrating a weight-1 field). The
su(2) algebra corresponding to the zero modes of these
currents plays an important role when one constructs the
boundary states for the conformal field theory with the
periodic boundary interaction. The Neumann boundary
state for the unperturbed D-brane can be represented in
terms of the Ishibashi state of su(2) as [68, 69]
|N〉 =
∑
j
∑
m≥0
|j,m,−m〉〉 , (B8)
where |j,m,−m〉〉 is the Virasoro–Ishibashi state for the
primary |j,m,m〉. At the self-dual radius where the left
and right momenta pL, pR are equal, the boundary state
|B〉 generated by the periodic boundary interaction can
be obtained by acting with the SU(2) group element
eiT0J
+
0 on the Neumann boundary state
|B〉 = exp
[
iT0
∮
dz
2πi
: eiX(z) :
]
|N〉 = exp (iT0J+0 ) |N〉 ,
(B9)
where the last step follows from the Neumann condition
XL|N〉 = XR|N〉. When the boundary interaction T0 is
turned off, the boundary state reduces to the Neumann
state. It is known from earlier works [69, 70] that such
a boundary state can be written in terms of the spin-j
representation matrix of the rotation in the Jz eigenbasis:
|B〉 =
∑
j=0,1/2,...
j∑
m=0
Djm,−m|j,m,m〉〉 , (B10)
where Djm,−m is the rotation matrix element
Djm,−m = 〈j,m|eiT0J
+
0 |j,−m〉 = 〈j,m| (iT0J
+
0 )
2m
(2m)!
|j,−m〉
=
(
j +m
2m
)
(iT0)
2m. (B11)
This matrix element requires m to be non-negative.
To obtain an even more explicit form for the boundary
state |B〉, one can use the observation by Sen [1] that the
Virasoro–Ishibashi state |j;m,m〉〉 in Eq. (B10) is built
over the primary state |j;m,m〉 which, in this c = 1 con-
formal field theory, has momentum 2m and therefore is
created by a vertex of the form : e2imX(τ=0) :N . Here
the operator X(τ) is defined where the boundary state
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is inserted, at σ = 0. Since it should describe a Neu-
mann boundary state, it has to be constructed with the
Neumann normal ordering : :N , defined as [71]
: eiωX(τ) :N≡ e2iωX<(τ)eiωxeiω[X<(τ)−X>(τ)]. (B12)
The exponent on the right annihilates the Neumann
boundary state |N〉, [X<(τ) − X>(τ)]|N〉 = 0, and for
the one- and two-point functions one finds
〈0| : eiωX(τ) :N |N〉 = δ(ω) ,
〈0| : eiωX(τ1) :N : eiωX(τ2) :N |N〉 = δ(ω1 + ω2)
×
[
4 sin2
(
τ1 − τ2
2
)]−ω21
.(B13)
However, the primary state |j;m,m〉 has conformal
weight (j2, j2), and it can be obtained from : e2imX(0) :N
|0〉c by acting on it with an operator Oj,m which is a
combination of oscillators of total level j2 − m2. Here,
|0〉c is the SL(2,C) invariant Fock vacuum for the closed
string. This primary state can be expressed in the form
|j;m,m〉 = eiθ(j,m)Oj,m : e2imX(0) :N |0〉c , (B14)
where θ(j,m) is a suitable phase.
The general expression for |B〉 is quite complicated ex-
cept in the scalar sector, which does not involve any X
oscillator. Writing the boundary state in an expansion
in the bosonic oscillator basis and performing a Wick ro-
tation, one has
|B〉 = f(t)|0〉c + g(t)α−1α˜−1|0〉c + . . . , (B15)
where
f(t)|0〉c =
∑
j=0,1/2,...
(iT0)
2j |j; j, j〉
=
∑
j=0,1/2,...
(−T0et)2j |0〉c
=
1
1 + T0et
|0〉c . (B16)
In the second of these equalities we have used Eq. (B14)
and the phase convention of Ref. [1], eiθ(j,j) = i2j. The
last equality provides the partition function found in [12]
which corresponds to the case r = 0, Eq. (78).
We shall now introduce the ambiguity r in the bound-
ary state formalism. The variable r is related to the
normal-ordering ambiguity which is present both in the
Neumann normal-ordered vertex entering the primary
state (B14) and in the definition of the currents J± of
Eq. (B4).
The normal ordering in the currents of Eq. (B4) may
contain a constant related to the prescription used to
regularize the vertex. We shall now look for a prescrip-
tion that provides a boundary state consistent with the
open-string partition function computed in the previous
section. This would amount in introducing a generic pa-
rameter in the normalization of the vertex. Consider the
vertex operator : eiωX(z,z¯) : at σ = 0; its holomorphic
part with ω = 2 provides the generator : e2iXL(τ,0) : ap-
pearing in Eq. (B7), which then enters the definition of
the boundary state |B〉, Eq. (B9). A regularized ver-
sion of this current with a normalization containing the
conformal weight of the operator is given by
Vω(τ) = e
ω2r/2eiωX<(τ)eiωxeiωX>(τ) , (B17)
where r is an arbitrary constant. The one-point function
on the closed-string vacuum for this vertex is a δ function
〈0|Vω(τ)|0〉c = δ(ω) , (B18)
and the two-point function reads
〈0|Vω1(τ1)Vω2(τ2)|0〉c = δ(ω1 + ω2)erω
2
1
×
[
4 sin2
(
τ1 − τ2
2
)]−ω212
.
(B19)
This correlation function reproduces the propagator
structure of Eq. (64). The current : e2iXL(z) : should be
normalized with half of the factor in Eq. (B17), becoming
er : e2iXL(z) :. As a consequence, to preserve the Kac–
Moody algebra unchanged the generator : e−2iXL(z) :
should become e−r : e−2iXL(z) : .
One can define the vertex (B13) with a suitable nor-
malization which provides the boundary correlators for
a Neumann open string coordinate with the propagator
prescription (64). This should be given by
⋆
⋆ eiωX(τ) ⋆⋆≡ erω2 : eiωX(τ) :N . (B20)
In terms of this operator, the correlation functions read
〈0| ⋆⋆ eiωX(τ) ⋆⋆ |N〉 = δ(ω) ,
〈0| ⋆⋆ eiωX(τ1) ⋆⋆ ⋆⋆ eiωX(τ2) ⋆⋆ |N〉 = δ(ω1 + ω2)
×
[
e−2r sin2
(
τ1 − τ2
2
)]−ω21
,(B21)
and are consistent with the open string correlation func-
tions computed in Sec. IV. Therefore, the normaliza-
tion for the bulk vertex giving the current generating the
Kac–Moody algebra and that for the boundary vertex
operator entering in Eq. (B14) are different.
Then, the boundary state becomes
|B〉 = exp (iT0erJ+0 ) |N〉
=
∑
j=0,1/2,...
j∑
m=0
Djm,−m|j,m,m〉〉 , (B22)
where Djm,−m now is
Djm,−m = 〈j,m|eiT0e
rJ+0 |j,−m〉 =
(
j +m
2m
)
(iT0e
r)
2m
.
(B23)
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The primary state (B14) becomes
|j;m,m〉 = eiθ(j,m)Oj,me−r(2m)
2
⋆
⋆ e2imX(0) ⋆⋆ |0〉c .
(B24)
Expanding the boundary state in the bosonic oscillator
basis and performing a Wick rotation, one finds |B〉 =
f(t)|0〉c + . . . , where
f(t)|0〉c =
∑
j=0,1/2,...
(iT0e
r)2j |j; j, j〉
=
∑
j=0,1/2,...
(−T0et+r)2j e−r(2j)2 |0〉c
=
∞∑
n=0
(−1)ne−rn(n−1)T n0 ent|0〉c . (B25)
This is precisely the partition function 1 − ϕ− for the
general case r ≥ 0 found in Appendix A. The radius of
convergence of this series is infinite (respectively, zero)
for r > 0 (r < 0). The sign of r is determined by the
choice of writing the partition function as a perturbative
series, but we have seen how to find representations of Z
valid also for r < 0.
For r = 0, Eq. (B25) reproduces Eq. (B16), otherwise
one gets a solution with wild oscillations.
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