In this paper, we are concerned with the local well-posedness of the initialboundary value problem for complex Ginzburg-Landau (CGL) equations in bounded domains. There are many studies for the case where the real part of its nonlinear term plays as dissipation. This dissipative case is intensively studied and it is shown that (CGL) admits a global solution when parameters appearing in (CGL) belong to the so-called CGL-region. This paper deals with the non-dissipative case. We regard (CGL) as a parabolic equation perturbed by monotone and non-monotone perturbations and follows the basic strategy developed inÔtani (1982) to show the local well-posedness of (CGL) and the existence of small global solutions provided that the nonlinearity is Sobolev subcritical.
Introduction
In this paper, we consider the following Cauchy problem for the complex Ginzburg-Landau equation.
∂u ∂t (t, x)−(λ+iα)∆u−(κ+iβ)|u| q−2 u−γu = f (t, x),
where Ω is a bounded domain in R N with smooth boundary ∂Ω; λ, κ are positive parameters, α, β, γ are real parameters and i = √ −1 denotes the imaginary unit; q ≥ 2 is a given number; f : [0, T ] → C is a given external force defined on an interval [0, T ] with T > 0. Our unknown function u : [0, T ] → C, which takes values in the complex numbers, represents an order parameter.
This equation is originally introduced by Ginzburg & Landau [7] in order to give a mathematical model of superconductivities. In their theory, the GinzburgLandau theory for superconductivities, the physical quantity u is only a parameter which describes the randomness of a certain physical state. In the sequel, the theory has been applied to more general phenomena related to phase change (Nishiura [9] ) or pattern formulation (Cross & Hohenberg [6] ).
There have been many contribution to the case where κ < 0: Temam [14] showed the existence of the unique weak solution using Galerkin method for the case where N = 1, 2 and q = 4; Yang [15] got mild solutions in terms of the semi-group e (λ+iα)t∆ ; t ≥ 0 for the case where N = 1, 2, 3 and q ≤ 2 + 4 N ; Okazawa & Yokota [12] developed the maximal monotone operator theory in Hilbert spaces over the complex field and proved that strong solutions exist in bounded Ω for the case where being in the "CGL-region" and u 0 ∈ L 2 . In [8] , the abstract theory of parabolic equations are used, where −λ∆u is regarded as its leading term, −iα∆u as a monotone perturbation and −iβ|u| q−2 u as a non-monotone perturbation. We remark that when κ < 0 the real part of our nonlinear term −κ|u| q−2 u becomes maximal monotone in L 2 and −λ∆u − κ|u| q−2 u can be represented as a subdifferential operator.
On the other hand, there are few treatment for the case where κ > 0 especially on the well-posedness: Cazenave et al. studied blow-up of solutions( [4, 3] ) and the existence of standing wave solutions ( [5] ). In their papers [4, 3] they made restriction on parameters λ, κ, α, β to be α λ = β κ . They proved the existence of the unique local solution based on the semi-group theory for sufficiently smooth initial data in the whole space R N for any q > 2. The local well-posedness of (CGL) for general coefficients was treated in Shimotsuma, Yokota & Yoshii [13] . They showed the local existence of the unique solution in various kind of domains using the semi-group theory in L p over the complex numbers under the assumption 2 < q < 2 + 2p N . They also deduced the global extension of solutions by assuming
p−2 and a suitable condition on γ. The main purpose of this paper is to discuss the local well-posedness of (CGL) in a bounded domain Ω when u 0 belongs to H 1 0 (Ω) and q is Sobolev subcritical, i.e., 2 ≤ q < 2 * := +∞ N = 1, 2,
To expect the local well-posedness of (CGL) under this situation is quite natural on the analogy of the theory of nonlinear parabolic equations. In order to show that this conjecture holds true, we follow the basic strategy in [8] , i.e., we regard (CGL) as a parabolic equation with the principal part −λ∆u perturbed by the monotone perturbation −iα∆u and the non-monotone perturbations −(κ + iβ)|u| q−2 u. To cope with these perturbations, as for the monotone perturbation, we can use the standard argument from the maximal monotone operator theory. As for the non-monotone perturbations, we rely on the Schauder-Tychonoff fixed point theory as in [11] .
The outline of this paper is as follows. In Section 2, we fix function spaces over the real numbers which are direct products of usual Lebesgue or Sobolev spaces over the real numbers. Introducing suitable functionals and their subdifferentials on this space, we rewrite (CGL) in terms of an evolution equation in a real Hilbert space governed by subdifferential operators with perturbations. We conclude this section by stating our main results on the local well-posedness (Theorem 1), an alternative on the maximal existence time of solutions (Theorem 2) and the existence of small global solutions (Theorem 3).
In Section 3, we discuss the solvability of some auxiliary equations (Proposition 4), which is needed for the application of the Schauder-Tychonoff fixed point theorem. In Section 4, we establish some a priori estimates for the solutions of auxiliary equations, by which we prove the existence part of Theorem 1. Theorem 2 will be proved in Section 5 and the uniqueness part of Theorem 1 is shown in Section 6. The last section is devoted to the proof of Theorem 3.
Preliminaries
In this section, we fix some function spaces to be used later and prepare notations in order to reduce (CGL) to an evolution equation in a certain product function space. With these preparations, this section will be concluded by stating our main results of this paper. We first introduce product function spaces made up of usual Lebesgue and Sobolev spaces over the real field using the following identification:
These spaces are also Banach or Hilbert spaces with respect to the following norms or inner products. We set
In addition, H S denotes the space of functions with value in L 2 (Ω) defined on [0, S] with S > 0, which is a Hilbert space with the following inner product and norm.
• H
To apply the theory of parabolic equations, we write down each term of (CGL) in terms of subdifferential of some functional.
Let H be a real Hilbert space and denote by Φ(H) the set of all lower semicontinuous convex function φ from H into (−∞, +∞] such that the effective domain of φ given by D(φ) := {u ∈ H | φ(u) < +∞} is not empty. Then for φ ∈ Φ(H), the subdifferential of φ at u ∈ D(φ) is defined by
Then ∂φ becomes a (possibly multivalued) maximal monotone operator with domain D(∂φ) = {u ∈ H | ∂φ(u) = ∅}. However for the arguments below, it suffices to deal with single-valued subdifferential operators.
Here we define two functionals on L 2 (Ω).
Since these functionals are proper ( ≡ +∞), convex and lower semi-continuous, subdifferentials of these are given by
By the maximal monotonicity of subdifferential operators, we can consider their Yosida approximations. Here we fix notations for resolvent operators and Yosida approximations, and collect their properties for later use.
Let φ be a proper convex lower semi-continuous functional on a real Hilbert Space H. Since the subdifferential ∂φ of φ is maximal monotone in H, we can define its resolvent J (2.6) and the following inequality holds (see [10] , [1] , [2] ):
Using these notations, we can rewrite our partial differential equation
where the matrix I is given by
This matrix I plays the same role in L 2 (Ω) as the imaginary unit in terms of the inner product of C, e.g.,
where (·, ·) C and (·, ·) R 2 denote the inner products in C and R 2 respectively. Here we collect basic properties of the matrix I: imaginary unit :
where E is the 2 × 2 unit matrix, ∂ϕ µ = (∂ϕ) µ = ∂ϕ(1 + µ∂ϕ) −1 and ∂ψ r,µ = (∂ψ r ) µ = ∂ψ r (1 + µ∂ψ r ) −1 denotes the Yosida approximations of ∂ϕ and ∂ψ r respectively.
Though these properties can be proved by direct calculations, we give proofs of (2.16) and (2.17) for the sake of completeness.
Proof of (2.16) . Let V := (1 + µ∂ϕ) −1 U . Then by (2.12), (2.15), we get
Furthermore, by virtue of (2.12), (2.15) and the self-adjointness of ∂ϕ(·), we get
Proof of (2.17) . Let V := (1 + µ∂ψ r ) −1 U . By (2.12) and (2.15), we obtain
As for the second identity, we obtain by (2.12) and (2.14),
where we use temporal notation | · | R 2 for the length of vectors in R 2 .
Under these preparation we state our main results. The first one is concerning the local well-posedness.
Theorem 1 Local well-posedness in bounded domains.
Let Ω ⊂ R N be a bounded domain of C 2 -regular class, F ∈ H T and 2 < q < 2 * (subcritical), where
Furthermore the following alternative on the maximal existence time of the solution holds:
Theorem 2 Alternative. Let T m be the maximal existence time of the solution to (ACGL) satisfying the regularity (i)-(iii) given in Theorem 1 for all T 0 ∈ (0, T m ). Then the following alternative on T m holds:
In order to formulate the existence of small global solutions (see Theorem 3), we need to use the first eigenvalue λ 1 > 0 of −∆ with the homogeneous Dirichlet boundary condition characterized by Poincaré's inequality:
, letF be the extention of F by zero to (0, +∞). We set the following notation in order to scale the external force F in terms ofF
Theorem 3 Existence of small global solutions.
Let all the assumptions in Theorem 1 be satisfied and let γ < λ λ 1 . Then there exists a sufficiently small number r independent of T such that for all
and |||F ||| ≤ r, every local solution given in Theorem 1 can be continued globally up to [0, T ].
Solvability of Auxiliary Equation
In this section, for any S fixed in (0, T ], we consider the following auxiliary equation:
h which is (ACGL) with ∂ψ q U (t) replaced by h ∈ H S . As for the global well-posedness for this auxiliary equation (AE) h , we have:
First we consider the following approximate equation: Here we are going to establish some a priori estimates for the solution U µ of (AE)
Proof .
Multiplying (AE)
h µ by U µ and by (2.16), we obtain 1 2
where we used the notation γ + := max{0, γ} and Cauchy-Schwarz' inequality. Integrating (3.2) on (0, S), we obtain by Gronwall's inequality
which implies the desired estimate (3.1).
Lemma 2 Second Energy Estimates.
Let U µ be the solution of (AE) h µ . Then there exists C 2 depending only on
Multiplying (AE)
h µ by ∂ϕ(U µ ) and using (2.16) and Young's inequality, we ob-
whence follows
Integrating (3.5) on (0, t) for t ∈ (0, S] and by Lemma 1, we get
(3.6)
Thus from (3.6), (2.7) and (AE) h µ , we derive (3.3).
Proof of Proposition 4 . Let U µ be a solution of (AE) h µ . First we show {U µ } µ>0 forms a Cauchy net in C([0, S]; L 2 (Ω)). To this end, we multiply (AE)
By the definition of Yosida approximation, it holds
We make use of the linearity of ∂ϕ and (2.15) to obtain
Combining (3.7)-(3.9), we have
Thus Gronwall's inequality yields
Then by Lemma 2, we have 
for some sequence {ν n } n∈N such that ν n → 0 as n → ∞. We can also find
Indeed by the definition of Yosida approximation, it holds that
, by the demiclosedness of ∂ϕ we find that U satisfies
i.e., U is the desired solution of (AE) h .
Proof of Theorem 1 (Existence)
Before proceeding to the proof of Theorem 1, we establish some a priori estimates for the unique solutions U h of auxiliary equations (AE) h , which are given in Proposition 4. First fix a constant R such as
and define the closed convex subset K
Lemma 3 First Energy Estimate. Let h ∈ K S R and U h be the unique solution of (AE) h . Then there exists C 1 depending only on λ, κ, β and γ such that
where we used the notation γ + := max{0, γ} and the Cauchy-Schwarz inequality. Integrating (4.4) on (0, S) and noting the fact that h ∈ K S R , we obtain 1 2
We apply Gronwall's inequality to (4.5) to get 
Lemma 4 Second Energy Estimates.
Let U h be the solution of (AE) h . Then there exists C 2 depending only on λ, κ, β and γ such that
Multiplying (AE)
h by ∂ϕ(U h ) and using (2.16), we obtain (see (3.4) )
Integrating (4.7) on (0, t) for t ∈ (0, S] and by Lemma 3, we get
(4.8)
Thus from (4.8) and (AE) h , we derive (4.6).
Now we are ready to prove the existence part of Theorem 1.
Proof of Theorem 1 (Existence)
. Let K S R be the closed convex subset of H S defined by (4.2) and we introduce a mapping F by the following correspondence:
where U h is the unique solution of (AE) h . First we show that F maps K S R into itself for a sufficiently small S ∈ (0, T ]. By the Gagliardo-Nirenberg-Sobolev inequality, for any q ∈ (2, 2 * ) there exists a constant C GN such that 10) where parameter ξ satisfies
We apply the elliptic estimate to (4.10) to obtain
where C denotes some embedding constant. Our assumption on q being Sobolev subcritical assures (1 − ξ)(q − 1) < 1. Then by Young's inequality, for arbitrary ε > 0, there exists a constant C ε such that
(4.12)
Here we note that χ > 1 if and only if q > 2. Hence by (4.10), (4.11) and (4.12), we get
Integration of (4.13) on [0, S] together with (4.6) gives
where M ε (·) denotes a non-decreasing function depending on ε. First fix ε := 1 2C2 and then define S by
and U hn , U h be unique solutions of (AE) hn and (AE) h respectively. Lemma 4 assures the equi-continuity of U hn (t) n∈N . In fact we have by (4.6)
Lemma 4 and Rellich-Kondrachov theorem assure that the set U hn (t) n∈N is relatively compact in L 2 (Ω) for all t ∈ [0, S]. By Ascoli's Theorem and Lemma 4, there exists a subsequence {h n } n ∈N ⊂ {h n } n∈N and
here we used the demiclosedness of
(Ω)) in (4.16), (4.17) and (4.18). Thus U satisfies the following equation:
i.e., U coincides with its unique solution U h . Since the above argument does not depend on the choice subsequences, we conclude that
whence follows the weak continuity of F. Now, we can apply Schauder-Tychonoff's fixed point theorem on F and K
S R
to obtain a fixed point h, i.e., h satisfies
By (4.19), the corresponding solution U h satisfies:
which means U h is the desired solution of (ACGL).
Proof of Theorem 2
Before showing the uniqueness of the solution for (ACGL), we prove Theorem 2.
Let T m be the maximal existence time of a solution of (ACGL), i.e.,
Proof of Theorem 2 . We rely on proof by contradiction. Assume T m < T and the assertion lim t↑Tm ϕ(U (t)) = +∞ does not hold. Then there exists monotonically increasing sequence t n ↑ T m such that ϕ(U (t n )) ≤ C holds for all n ∈ N. We repeat the same argument as before with U (0) replaced by U (t n ) to assure the existence of σ > 0 independent of n such that a solution of (ACGL) exists on [t n , t n + σ]. Recalling the definition (4.1) of R, we define
Then by Poincaré's inequality, it holds for all n ∈ N
Additionally we define σ by ( see (4.14) )
which is independent of n. We can deduce F maps K σ ρ into itself in the same way as before. Thus we can construct solution on [t n , t n +σ] applying SchauderTychonoff's fixed point theorem again.
Since {t n } n∈N converges to T m , there exists N 0 ∈ N such that for all n ≥ N 0 , it holds that T m < t n + σ 2 . This means the local solution can be extended up to 0, T m + σ 2 , which contradicts the definition of T m .
Proof of Theorem 1 (Uniqueness)
Here we give a proof for the uniqueness of solution of (ACGL). We first prepare the following lemma.
Lemma 5.
Let r ∈ (2, ∞), then there exists a constant d r > 0 depending only on r such that the following inequality holds. 
Interchanging the roles of U and V , we also get
Here we claim that the following inequality holds.
In fact, we have
When 2 < r ≤ 3 or 4 ≤ r, by the convexity of the function s → |s| r−3 , we obtain
which together with (6.5) implies (6.4). As for the case 3 < r < 4, we note that the following inequality holds. Hence, applying (6.6) with x = θ |U | and a = (1 − θ)|V |, we find
which together with (6.5) implies (6.4). Combining (6.4) with (6.2) and (6.3), we get
(6.8)
For the case where 4 ≤ r, we note that Young's inequality gives 9) and plug this in (6.7), then we obtain (6.1) with d r = r − 1 2 .
As for the case where 3 < r < 4, interchanging the roles of U and V in (6.9) and adding the result to (6.9), we have
Then plugging (6.10) in the sum of (6.7) and (6.8), we derive (6.1) with d r = 3 2 .
For the case where 2 < r ≤ 3, we distinguish between two cases, namely |U | ≥ |V | or |V | ≥ |U |. Suppose that |U | ≥ |V |, then |U | r−3 ≤ |V | r−3 holds, so we get by (6.7) 11) which gives (6.1) with d r = 1. For the case where |V | ≥ |U |, we repeat the same argument as above with (6.7) replaced by (6.8) to obtain (6.1) with d r = 1.
The following estimate follows directly from Lemma 5.
Corollary 5.
There exists a constant C such that the following estimates hold for all U, V ∈ D(∂ψ r ).
We now proceed to the proof of the uniqueness.
Proof of Theorem 1 (Uniqueness) . Let U, V be two solutions of (ACGL) with U (0) = U 0 and
Multiplying the difference of two equations by W := U − V and using the linearity of ∂ϕ, (2.15) and Corollary 5 with r = q, we get
14) where C is a constant depending only on q, κ, β.
By our assumption on q being Sobolev subcritical, using the parameter η ∈ (0, 1) defined by 1
with an appropriate constant C. Thus by (6.14), (6.16) and Young's inequality, we obtain 
whence follows the uniqueness.
Proof of Theorem 3
First we prepare some lemmas.
Lemma 6.
Let all the assumptions in Theorem 3 be satisfied. There exist ε 0 > 0 and δ > 0 such that for all
Since we assume λ λ 1 > γ, we first note that
On the other hand, since q is subcritical, there exist a constant C > 1 such that
Here we take
Then, by (7.2), (7.3) and (7.4), we see that
holds if ϕ(U ) < ε 0 .
Lemma 7.
Let f (t) ∈ L 1 (0, T ) and j(t) be an absolutely continuous positive function on [0, S] with 0 < S ≤ T such that
where δ > 0 and K > 0. Then we have
wheref is the zero extension of f to [0, ∞).
Proof . This fact is essentially proved in Lemma 4.3 ofÔtani [11] . Let n = [t], i.e., n ∈ N ∪ {0} such that n ≤ t < n + 1. Then it is easy to see that (7. Proof . By the same argument as that for (4.7), we get
Then using (4.13) with ε = ε λ := λ 2 /8(κ 2 + β 2 ), we obtain Then we claim that (7.7) holds true for all t ∈ [0, S]. Suppose that this is not the case, then by the continuity of ϕ(U (t)), there exists t 1 ∈ (0, S) such that ϕ(U (t)) < N r ∀t ∈ [0, t 1 ) and ϕ(U (t 1 )) = N r. (7.12) We are going to show that this leads to a contradiction. We first multiply (ACGL) by U (t) for t ∈ [0, t 1 ]. Then since ϕ(U (t)) ≤ N r ≤ ε 0 for all t ∈ [0, t 1 ], Lemma 6 gives
(7.14)
Hence, by (7.14) and Lemma 7, we get 
whence follows |∂ϕ(U )| 2 L 2 ≥ 2λ 1 ϕ(U ) ∀U ∈ D(∂ϕ), (7.17) which together with (7.9) yields
Without loss of generality, we can take N r ≤ N ε 1 ≤ ε 0 ≤ 1. Then Since χ > 1, in view of (7.16), (7.18 ) and Lemma 7, we obtain ϕ(U (t)) ≤ 1 + 1
which contradicts (7.11).
Now we are ready to prove Theorem 3.
Proof of Theorem 3 .
