Segmentation is a process of converting inhomogeneous data into homogeneous data. There are many segmentation techniques available inthe literature. Among these techniques, finite Gaussian Mixture Model using EM algorithm is one mostly used. However, Gaussian Mixture Model is suited well when the image under consideration is symmetric. But in reality, medical images are asymmetric. Hence, it is needed to develop new algorithms for segmenting non -symmetric images. Therefore, skew symmetric mixture model is utilized for this purpose. The segmentation is carried out by using Fuzzy C-Means clustering technique and the updated parameters are obtained through EM algorithm. The model is tested with 8 images and the segmentation evaluation is carried out by using objective evaluation criteria namely Jaccard Coefficient (JC) and Volumetric Similarity (VS), Variation of Information (VOI), Global Consistency Error (GCE) and Probabilistic Rand Index (PRI). The performance evaluation of reconstructed images is carried out by using image quality metrics. The experimentation is carried out using T 1 weighted images and the results are compared with the existing models.
INTRODUCTION
The field of biomedical image analysis has emerged rapidly over the couple of decades. The wide spread availability of suitable detectors have helped for the latest developments in medical analysis with respect to monitoring, diagnosing and treatment of the patients. There are many methods available in the literature for the identification of the deformities with respect to the medical images pertaining to a patient's data. Among these methods, techniques based on segmentation and mixture models have gained popularity. Segmentation is mainly used by radiologists to segment the image into meaningful regions [1] , [2] , [3] , [4] .The specific application of these segmentation techniques is to detect the tumor regions by segmenting the MRI data [5] . The size of the tumor can be estimated by using the segmentation techniques thereby planning for the treatment. Many segmentation algorithms have been utilized for segmenting the brain images.Among these algorithms K-Means algorithm is mostly used. In KMeans clustering algorithm, the image is divided into number of homogeneous classes effectively and it works very efficiently if the image contains noise and the feature vectors of the dataset can be exactly a member of only one cluster. But, in medical images absolute classification of a pixel is not possible because of partial volume effects where multiple tissues contribute to a pixel or because a voxel causes intensity blurring across the boundaries and this type of clustering algorithms allows for the uncertainty in the location of the object boundaries. Moreover, the hierarchical clustering algorithm also shares similar arguments as the case of KMeans algorithm. In order to segment the medical image more approximately, Fuzzy C-Means algorithm is widely preferred because of the additional flexibility which allows the pixel to belong to multiple classes with varying degree of membership [6] . Hence,in this paper, Finite Skew Gaussian distribution mixture model with Fuzzy C-Means clustering algorithm is proposed to segment the image into number of image regions.The performance of the segmentation algorithm is carried out by using objective evaluation metrics such as Jaccard Coefficient (JC), Volumetric Similarity (VS), Variation of Information (VOI), Global Consistency Error (GCE) and Probabilistic Rand Index (PRI). The performance of developed medical image segmentation algorithm is compared with Finite Skew Gaussian Mixture Model with KMeans algorithm and with Finite Skew Gaussian Mixture Model with Hierarchical Clustering algorithm using quality metrics such as Average Difference, Maximum Distance, Image Fidelity, Mean squared error and Signal to noise ratio. The accuracy of the developed algorithm is tested with brain medical images.
The initial estimates obtained by Fuzzy C-Means clustering are refined by using EM algorithm presented in section -5 of the paper. The paper is organized as follows: Section -2 deals with introduction to Fuzzy C-Means clustering. Section -3 deals with Skew Gaussian Distribution, initialization of parameters is discussed in section -4 and the updation of initial estimates is presented in section -5. Section-6 explains about the segmentation algorithm and in section-7, experimental results and performance of the algorithm is discussed. Finally, section-8 concludes the paper. The experimentation is carried out with 8 different medical images and the results are tabulated.
FUZZY C-MEANS CLUSTERING ALGORITHM
The first step in any segmentation algorithm is to divide image into different image regions. Many segmentation algorithms are presented in literature [6] , [7] , [8] , [9] , [10] . Among these techniques, medical image segmentation based on K-Means is mostly utilized [5] . But, the main disadvantage with K-Means is that, K-Means are slow in convergence and pseudo unsupervised learning that requiresthe initial value of K. Apart from K-Means, hierarchical clustering algorithm is also used but even this algorithm shares similar arguments as the case of K-Means algorithm. Hence, in this paper we have used Fuzzy C-Means clustering algorithm inorder to identify the initial clusters. The algorithm for Fuzzy C-means clustering is presented below.
The FCM employs fuzzy partitioning such that a data point can belong to all groups with different membership grades between 0 and 1 and it is an iterative algorithm. The aim of FCM is to find cluster centers (centroids) that minimize a dissimilarity function.To accommodate the introduction of fuzzy partitioning, the membership matrix (U) is randomly initialized according to Equation (1) .
The dissimilarity function which is used in FCM is given Equation (2) To reach a minimum of dissimilarity function there are two conditions. These are given in Equation (3) and Equation (4) . This algorithm determines the following steps.
Step-1:Randomly initialize the membership matrix (U) that has constraints in Equation (1).
Step-2:Calculate centroids (c i ) by using Equation (3).
Step-3:Compute dissimilarity between centroids and data points using equation (2) . Stop if its improvement over previous iteration is below a threshold.
Step-4:Compute a new U using Equation (4). Go to Step 2.
By iteratively updating the cluster centers and the membership grades for each data point, FCM iteratively moves the cluster centers to the "right" location within a data set.
FCM does not ensure that it converges to an optimal solution. Because of cluster centers (centroids) are initialize using U that randomly initialized.(Equation (3)).
Performance depends on initial centroids. For a robust approach there are two ways which is described below. 1) Using an algorithm to determine all of the centroids. (for example: arithmetic means of all data points) 2) Run FCM several times each starting with different initial centroids.
SKEW GAUSSIAN DISTRIBUTION
The pixels intensities inside the medical images may not be symmetric or bell shaped due to several factors associated like part of the body, bone structure etc. In these cases, the pixels are distributed asymmetrically and follow a skew distribution. Hence, to categorize these sorts of medical images, Skew Gaussian distribution is well suited. Every image is a collection of several regions. To model the pixel intensities inside these image regions, we assume that the pixels in each region follow a Skew normal distribution, where the probability density function is given by . ( Substituting equations (6), (7), and (8) in equation (5) 
INITIALIZATION OF PARAMETERS
In order to initialize the parameters, it is needed to obtain the initial values of the model distribution. The initial estimates of the Mixture model µ i , σ i and α i where i=1, 2, , k are estimated using Hierarchical Clustering algorithm as proposed in section-II. It is assumed that the pixel intensities of the entire image is segmented into a K component model π i , i=1, 2...K with the assumption that π i = 1/K where K is the value obtained from Hierarchical Clustering algorithm discussed in section-II
UPDATION OF INITIAL ESTIMATES THROUGH EM ALGORITHM
The initial estimates of µ i l+1 ,σ i l+1 , α i l+1 that are obtained from section -4 are to be refined to obtain the final estimates. For this purpose EM algorithm is utilized. The EM algorithm consists of 2 steps E-step and M-Step. In the E-Step, the initial estimates obtained in section -4 are taken as input and the final updated equations are obtained in the M-Step. The updated equations for the model parameters µ, σ andα are given below. 
SEGMENTATION ALGORITHM
After refining the parameters, the first step in image reconstruction by allocating pixels to the segments. This operation is done by the segmentation algorithm. The segmentation algorithm consists of 7 steps.
Step 1: Obtain the pixel intensities of the gray image. Let they be represented by x ij .
Step 2: Obtain the number of regions by k-means algorithm and divide the (image) pixelinto regions.
Step 3: For each region obtain the initial estimates using moment methods of estimationfor µ i , σ i . Let α i =1/k be the initial estimate for α i.
Step 4: Obtain the refined estimates of µ i , σ i , α i for i=1….k using updated equations forthe parameters derived by EM algorithm with step 3 estimates as initial estimates.
Step 5: Implement the segmentation and retrieval algorithm by considering maximum likelihood estimate.
Step 6: With the step 5 obtain the image quality metric.
Step 7:The image segmentation is carried out by assigning each pixel into a properregion (Segment) according to maximum likelihood estimates of the j th element L j according to the following equation L j =Max j
EXPERIMENTAL RESULTS AND PERFORMANCE EVALUATION
After developing the segmentation algorithm, the algorithm is applied to8 different medical images obtained from the web database. The segmentation performance is evaluated by using objective segmentation evaluation criteria based on Jaccard Index and Volumetric similarity using formulas
Where, , ,
Where, LRE = S and S' are segment classes and x i is the pixel.
VOI (X,Y)= H(X) = H (Y) -2I(X;Y) (16)
Where, X and Y are two clusters PRI(S t ,{S})=
Where, and the values range from 0 to 1. 1 denotes the segments are identical.
And the results obtained are tabulated in Table - 
Graph -1: Comparison of Image Segmentation Techniques
In order to demonstrate the algorithm, the initial number of segments of the medical images under consideration is obtained from the histograms of the respective image and is presented in Table - 2. After obtaining the initial estimates, hierarchical clustering is applied for obtaining initial estimates of model parameters and initial estimates of number of segments for each of medical image and is presented in Table -3 . After obtaining the initial estimates, the equations for EM algorithm are derived and the final parameters are estimated and are presented in Table - 4. 
SGMM-FCM
After obtaining the updated estimates, using these estimates the image reconstruction is carried out byassigning each pixel in the PDF of the image and the outputs obtained are presented below in figure-2.
The image reconstruction is carried out by assigning each pixel to the segments using the segmentation algorithm and the probability density function and is given as follows.
After reconstructing the image, the reconstructed images are shown below. 
B1S4
In order to evaluate the performance of the reconstructed image, image quality metrics are used and the metrics utilized for this purpose are presented in below table-5. Using above metrics, the performance evaluation is carried out and the comparison is done with respect to the model proposed using skew symmetric distribution [5] and the results are presented below in Table -5 and bar graphs -2. 
SGMM-FCM
From the above Table -6 and bar graphs -2, it can be clearly seen that the model developed by using hierarchical clustering shows better results with respect to the quality metrics. The model is compared the existing models based on Gaussian Mixture Model and Skew Gaussian Mixture Model with K -Means algorithm and the results are shown pictorially by the graphs -1 and graphs -2.
From the above graphs, it can be clearly seen that the model developed by using hierarchical clustering performs better compared to the earlier models. This may be due to the fact of the asymmetric nature of the medical images.
CONCLUSION
In this paper, a medical image segmentation technique based on finite skew Gaussian mixture model with hierarchical clustering using EM algorithm is developed and evaluated. The results obtained by this algorithm outperform the existing methods. This method can be mainly suited in particular cases of medical pathology where diseases like acoustic neuroma and Parkinson's diseases can be identified accurately there by helping in proper diagnosis and preventing disabilities such as hearing loss and preventing disabilities such as hearing loss and dizziness.
