Abstract. Suppose that G is a graph with maximum degree d(G) and for every vertex v in G, the neighborhood of v contains at most d(G) 2 /f (f > 1) edges. We show that the list chromatic number of G is at most Kd(G)/ log f , for some positive constant K. This result is sharp up to the multiplicative constant K and strengthens previous results by Kim [Kim], Johansson [Joh], Alon, Krivelevich and Sudakov [AKSu], and the present author [Vu1] . This also motives several interesting questions.
§1 THE RESULT Given a graph G, the list chromatic number of G is defined as follows. Assign to each vertex v in G a list L v of k colors (different vertices may have different lists), a list coloring is a coloring in which every vertex is colored by a color from its own list. The list chromatic number χ l (G) of G is the least number k such that there exists a proper list coloring for every assignment of lists of size k to the vertices. If we require that all the lists are the same, then we obtain the classical definition of the chromatic number. Throughout the paper d(G) denotes the maximum degree of a vertex in G.
The list chromatic number was introduced by Erdős, Rubin and Taylor [ERT] and independently by Vizing [Viz] , as a natural extension of the chromatic number. The problem of bounding the list chromatic number, using structural properties of the graph, becomes an exciting research topic in the last ten years, leading to many fascinating results (see [Alo, Tuz] for surveys). One of these is the following theorem, proved by Johansson [Joh] .
Theorem 1.1. If G is triangle free then χ l (G) ≤ Kd(G)/ log d(G), for some positive constant K.
Johansson's theorem solves the first case of the famous Brooks' conjecture on coloring K r -free graphs and strengthens an earlier theorem of Kim [Kim] , which proved the same bound (with a better constant) under a stronger assumption that G has girth at least 5. The logarithms in this paper always have natural base. For a detailed discussion about Johansson's and Kim's results and proofs, we refer to [MS2] .
In a more recent paper [Vu1] , the present author showed that Johansson's bound still holds in the case the maximum degree of the subgraph spanned by the neighborhood of a vertex is not too large. We call such a subgraph a neighborhood subgraph. 
Theorem 1.2 has a wide range of applications (see [Vu1] ), thanks to the fact that many natural graphs (such as random and pseudo-random graphs), while are not triangle-free, do satisfy the sparse neighborhood condition.
The goal of this note is to consider a more general definition of a sparse neighborhood. Assume now that in a neighborhood subgraph, we do not have an upper bound on the maximum degree, but only on the average degree. We also allow this upper bound can be arbitrarily close to 
This bound is sharp up to the multiplicative constant K.
A rough description of Alon, Krivelevich and Sudakov's argument is the following. Partition the vertex set of G into many small sets such that the induced subgraph on each set is triangle-free. Having such a a partition, one can finish the proof using Johansson's bound and the subadditivity of the chromatic number. (Subadditivity means if one partitions the vertex set of G into two sets, then the chromatic number of G is at most the sum of the chromatic numbers of the two corresponding induced subgraphs.) On the other hand, the list chromatic number does not have the subadditivity property (for instance χ l (K n,n ) = Θ(log n) where K n,n denotes the complete bipartite graph on two color classes of size n [Alo, ERT] ), so above argument cannot be extended. However, Alon, Krivelevich and Sudakov [AKSu] still wonder whether their bound also holds for the list chromatic number.
It turned out that by modifying the proof of Theorem 1.2, we can settle this question 
This bound is sharp up to the multiplicative constant K. The proof of the upper bound of Theorem 1.4, as already mentioned, is a modification of the proof of Theorem 1.2. Both proofs use a greedy randomized algorithm (or nibble method), following the frame work of Johansson [Joh] (the proof of Kim also used this method, but the analysis is somewhat different). This algorithm works as follows. At each step, color a small random subset of the vertex set and remove from the lists of the uncolored vertices all colors used by its neighbors. Remove the colored vertices and continue with the remaining (induced) graph. The essence of Johansson's (and also Kim's) proof is that if G is locally sparse, then after few steps, the lists in the remaining graph behave, in certain sense, as random subsets of the original lists. Using this, the general plan is to prove that during the algorithm, the sizes of the lists shrink slower than the maximum degree of the graph. Thus, at some stage, the minimum size of a list will exceed the maximum degree and one can finish the coloring in a trivial way. Notice that what happen to a list depends at a vertex depends on the coloring of its neighborhood. The triangle-free assumption can be used to show that what happen to the lists at the two vertices of an edge are independent from each other, as these two vertices do not have any common neighbors. Johansson used this observation in an ingenious way to control the sizes of the lists at each step and successfully carried out the plan.
The core of our improvement is the observation that perfect independence is not crucial. The key new ingredient here is a large deviation inequality which allows us to prove strong concentration results for certain sums of dependent random variables [Vu1] . With this tool in hand, a more careful analysis shows that in order to obtain the bound in Theorem 1.1, it suffices to assume that the two ends of any edge share at most d (G) 1− common neighbors and this leads to Theorem 1.2. In fact, if in every neighborhood subgraph all degrees are
δ ) (where δ is a fixed constant), then one can repeat, with nominal changes, the analysis in the proof of Theorem 1.2 to obtain the bound of Theorem 1.4.
Given the last result, the main obstacle in the completion of Theorem 1.4 is the possible existence of large degrees in the neighborhood graphs. In order to handle this obstacle, we first need to split the vertices in the neighborhood graph of every vertex v into two classes: vertices with large degree (at least d(G)/f δ ) and vertices with smaller degree. If the first class is empty, we are done as mentioned in the previous paragraph. On the other hand, as we have a bound a the total edges in a neighborhood graph, with a right choice of parameters we can show that the size of the first class is sufficiently small so that its influence in the whole process is controllable. The details are rather technical and lengthy but the structure of the proof remains more or less the same as that of Theorem 1.2. Following a suggestion by one of the referees, we decide not to present the proof here and refer the interested reader to the author's home page http://msnhomepages.talkcity.com/IvyHall/vanhavu/default.htm, where the full version of this paper can be found.
Beside being the most general result of this type, Theorem 1.4 has several interesting applications, including various bounds on the strong list chromatic index of a graph. Among others, we obtain common extension of an old result of Faudree, Gyárfás, Schelp and Tuza [FGST] and a very recent one of Madhian [Mah] , both concerning a conjecture of Erdős and Nesetȓil. We can also determine, up to a constant factor, the strong (list) chromatic index of a random graph. Another application is an extension of a recent result of Kostochka and Steibitz [KS] on critical graphs. Theorem 1.4 also leads to several open questions, posed in Section 3. These questions would be of special interest for readers who study edge-coloring of hypergraphs as they are closely related to a well-known theorem of Kahn [Kah] on the list chromatic index of linear hypergraphs. §2 APPLICATIONS §2.1 The strong list chromatic index of locally sparse graphs.
Given a graph G, define the graph L 1 (G) as follows. The vertex set of L 1 (G) is the edge set of G; two vertices in L 1 (G) are adjacent if and only if the corresponding edges in G have graph distance at most 1 (they are either adjacent or there is another edge adjacent to both of them). The (list) chromatic number of L 1 (G) is called the strong (list) chromatic index of G. The strong chromatic index of G can be interpreted as the minimum number of induced matchings needed to cover the edge set of G. The following two conjectures were made by Erdős and Nesetȓil in the 80's [FGST] 
The upper bounds, if hold, are best possible. The conjectures are still open, but several partial results have been proven. In [FGST] , Faudree,Gyárfás, Schelp and Tuza shown that if all cycle lengths in G are divisible by 4, then χ(
2 , and they conjectured that in this case a much better bound should hold. In [MR] , Molloy and Reed shown that
2 , for some small positive constant . Recently, Madhian [Mah] shown that for all
. Theorem 1.4 enables us to derive several upper bounds for χ l (L 1 (G)) (which are, of course, also upper bounds for χ(L 1 (G))) in the case G is locally sparse, extending the result of Faudree et al and that of Madhian. To this end, d(u, v) denotes the number of common neighbors of u and v.
Corollary 2.3. There is a positive constant K such that the following holds. Assume that in a graph G, d(u, v) ≤ d(G)/g, for some 1 < g ≤ d(G) for all pair u, v of vertices. Then
The bound is sharp, up to the constant K.
Corollary 2.4. For any fixed bipartite graph H, there is a positive constant K H such that if G does not contain H as a subgraph, then
χ(L 1 (G)) ≤ χ l (L 1 (G)) ≤ K H d(G) 2 log d(G) .
The bound is sharp, up to the constant K H .

The statement is not true if we forbid an odd cycle. An example is the complete bipartite graph K d(G),d(G) , whose strong chromatic index is d(G)
2 . Both Corollaries 2.3 and 2.4 considerably generalize Madhian's result, with a somewhat larger constant; Corollary 2.4 also strengthens the result of Faudree et al significantly, since any graph with no C 6 satisfies the condition of Corollary 2.4.
In order to obtain Corollary 2.3 from Theorem 1.4, we only need to show that, under the assumption on codegrees, each neighborhood in L 1 (G) spans at most O d (G) 4 /g edges. The verification of this statement is routine and the reader might consider it as an exercise. However, it is worth mentioning that Corollary 2.3 does not follow from Theorem 1.2, since the maximum degree of a neighborhood subgraph in L 1 (G) can be as large as d 2 (G). The sharpness of the bound is demonstrated by a random graph (see next subsection).
To prove the bound in Corollary 2.4, it is sufficient to consider the case where H is the complete bipartite graph K l.l , for some fixed l. In this case, the statement is a consequence of Theorem 1.4 and the following claim. 
Proof of Claim 2.5. We use the following well-known fact: For any fixed l there is a constant C l such that the following holds. Any graph on n points (where n is sufficiently large) with at least C l n 2−1/l edges should contain K l,l [Lov, Exercise 10.37] . To finish the proof, it remains to verify that if there is a neighborhood in L 1 (G) which contains at least d (G) 4− l edges, where l is sufficiently small, then there is a subgraph of G on Θ
(d(G)) vertices, having ω(d(G)
2−1/l ) edges. We leave out the relatively simple proof as an exercise.
The sharpness of the bound in Corollary 2.4 follows from Erdős's classical construction of graphs with high girth and high chromatic number [AS] . Remark. One can prove similar results for a more general graph L k (G), which is defined by joining edges of distance at most k. §2.2 The strong list chromatic index of random graphs.
Corollary 2.3 enables us to determine the strong (list) chromatic index of a random graph or a random bipartite graph, up to a constant factor. The random graph G(n, p) is obtained by choosing each edge of the complete graph K n with probability p (which might depend on n), independently from each other. Similarly, the random bipartite graph K(n, n, p) is obtained by choosing each edge of the complete bipartite graph K n,n with probability p. For more details about these basic notions, we refer to [Bol] .
Consider a random graph G(n, p) where n − ≥ p ≥ n −1 log 1+ n for any positive constants , < 1. Corollary 2.6. In this range of p, almost surely,
for any graph G, where α(H) denotes the independence number (the size of the largest independent set) of a graph H. By definition, |V (L 1 (G))| is the number of edges of G.
In the interested range of p, the number of edges of G(n, p) is Θ(n 2 p) and α(G(n, p)) = Θ(log(np)/p), almost surely. It follows that almost surely,
It remains to show that almost surely χ l (L 1 (G(n, p) )) = O(n 2 p 2 / log(np)). This follows directly from Corollary 2.3 and the following fact which can be proved using Csernoff bound: In the above range of p, the maximum codegree of G(n, p) is almost surely at most (np) 1−δ for some positive constant δ.
For the random bipartite graph, a similar argument yields Corollary 2.7. In the above range of p, almost surely
Remark. The results in this subsection can be extended to a wider range of p, but the details are more tedious. Similar results can be proven for random regular graphs, based on a recent progress on the independent number and codegrees of these graphs [KSVW] . §2.3 The structure of list critical graphs
The following application was suggested by M. Krivelevich (private communication) . Given a graph G and a collection L of lists 
Proof. Let X be the set of vertices in G with degree at least l √ log f and let Y be the complement of X. Consider a set A of Y such that each a ∈ A has at most α = l(1 − K/ √ log f ) − 1 neighbors in B = V \A, where K is a positive constant in Theorem 1.4.
Assume that A is not empty. Since G is L-critical, we now can color the subgraph spanned by B, using the lists in L. For each a ∈ A, remove from L a the colors used to color any neighbor of a in B; after the removing, L a still has at least l − 1 − α = Kl/ √ log f colors.
Notice that the maximum degree in the subgraph spanned by A is less than l √ log f , by Theorem 1.4, one can use these reduced lists to color A and obtain a full coloring of G. This is a contradiction; so, A should be empty. This allows us to order V in a way so that the vertices of X precede the vertices of Y , and each y ∈ Y has at least α preceding neighbors. So the number of edges of G is at least |X|l √ log f /2 + |Y |α ≥ |V |α, completing the proof.
Remark. It is known [KS] that the constant 2 is best possible. §3 SOME OPEN QUESTIONS In this section, the asymptotic notation is used under the condition d(g) → ∞. The analysis used in the proof of Theorem 1.4 leads to the following question:
Open question 1. Let be a fixed small positive constant. Assume that G is a graph with maximum degree d(G) and maximum codegree at most d(G). Is it true that
Notice that Theorem 1.4 only implies a weaker bound χ l (G) ≤
Kd(G)
log 1/ . So, Question 1 asks for a stronger bound under a stronger assumption.
The bound in Question 1, if holds, would be an amazing result. For instance, it would immediately imply a deep theorem of Kahn on the list chromatic index of hypergraphs. Consider a k-uniform, D-regular hypergraph H on n vertices; we call H linear if any two vertices in H is contained at most 1 common edge (here k is fixed and D → ∞ and the asymptotic notation are used with this assumption). The intersecting graph G H of H is defined as follows: The vertex set of G H is the edge set of H, and two vertices are adjacent if the corresponding edges intersect. Kahn [Kah] proved
Kahn's theorem is a powerful result. For instance, it implies the asymptotic version of the famous Erdős-Faber-Lovász's conjecture [Kah] . The lower bound χ l (G H ) ≥ D is trivial, since G H contains a D-clique. We show that (3.1), if holds, implies the upper bound. It is trivial that the maximum degree of G H is at most kD. To estimate the codegrees, consider two edges e and e in H. If e and e are disjoint, then the number of edges intersecting both is at most k 2 . Moreover, if e and e intersect, then they should intersect in 1 point, and the number of edges intersecting both e and e is at most (D − 2) + (k − 1)
2 . This shows that the codegrees in G H are at most (D − 2) + (k − 1) 2 . So G H satisfies the conditions of (3.1) with d(G) = kD and = 1/k. So (3.1) would yield
The following two questions are weakened versions of Question 1.
Open question 2. Let be a fixed, small constant. Assume that G is a graph with maximum degree d(G) and maximum codegree at most d(G). Is it true that α(G) ≥ |V (G)| ( + o(1))d(G) ?
Open question 3. Is there a fixed constant K such that the following holds. For any small positive constant (independent from K) and any graph G with maximum degree at most d (G) and maximum codegree at most d(G),
Added in proof. After this paper was finished, we realized that we can extend Theorem 1.4 to hypergraphs. For hypergraphs, one needs to do much more than just modify the proof of Theorem 1.2. The details are fairly involved and will appear elsewhere.
