It is well known that a best rank-R approximation of order-3 tensors may not exist for R ≥ 2. A best rank-(R, R, R) approximation always exists, however, and is also a best rank-R approximation when it has rank (at most) R. For R = 2 and real order-3 tensors it is shown that a best rank-2 approximation is also a local minimum of the best rank-(2,2,2) approximation problem. This implies that if all rank-(2,2,2) minima have rank larger than 2, then a best rank-2 approximation does not exist. This provides an easy-to-check criterion for existence of a best rank-2 approximation. The result is illustrated by means of simulations.
Introduction
Order-N tensors are defined on the Cartesian product of N linear spaces. For fixed bases of these linear spaces the tensor is represented by an N -way array. where a r ∈ R I , b r ∈ R J , c r ∈ R K , r = 1, . . . , R, and • denotes the outer vector product. where · F denotes the Frobenius norm (i.e., the square root of the sum-of-squares). The problem (1.3) is solved in the variables a r ∈ R I , b r ∈ R J , c r ∈ R K , r = 1, . . . , R, and its solution is known as a Canonical Polyadic Decomposition (CPD), or Candecomp [1] , or
Parafac [2] . It was introduced in [3, 4] . The CPD and related decompositions have numerous applications [5, 6, 7, 8, 9, 10, 11, 12] , and various iterative CPD algorithms are available [13] . Unfortunately, for R ≥ 2 the problem may not have an optimal solution because the set S R (I, J, K) is not closed [14] . In such a case, trying to compute a best rank-R approximation yields a rank-R sequence converging to a boundary point X of S R (I, J, K)
with rank(X ) > R. This is accompanied by rank-1 terms that become nearly linearly dependent, while their norms become arbitrarily large [15, 16, 14] . This phenomenon is known as "diverging components" or "degenerate solutions" or "diverging rank-1 terms" [17, 18, 19, 20] . To guarantee existence of a best rank-R decomposition, one may impose constraints on the rank-1 terms such as orthogonality or nonnegativity [16, 21, 22] . However, these constraints are not suitable for all applications.
Results on nonexistence of a best rank-R approximation are the following. Any 2 × 2 × 2 tensor of rank 3 does not have a best rank-2 approximation [14] . Nonexistence of a best rank-2 approximation of Z ∈ R I×J×K holds on a set of positive volume [14] . Nonexistence of a best rank-R approximation holds on a set of positive volume or even almost everywhere for certain classes of Z ∈ R I×J×2 [23, 24] . Note that a best rank-1 approximation always exists, since S 1 (I, J, K) is closed [14] .
Instead of imposing constraints, one may consider the following problem instead:
where S R (I, J, K) denotes the closure of S R (I, J, K) in R I×J×K . To solve problem (1.4), a characterization of the boundary points of S R (I, J, K) is needed, and an algorithm to find an optimal boundary point. For S R (I, J, 2) and R ≤ min(I, J) this can be done via the Generalized Schur Decomposition (GSD) [25, 26] . Results on the existence of best rank-R approximations for generic Z ∈ R I×J×2 can be found in [23, 24] . For S 2 (I, J, K) the boundary points are described in [14] and an algorithm is developed in [27] by means of finding a best rank-(2,2,2) approximation with several zero restrictions on the 2 × 2 × 2 core tensor. If the free (2,2,2)-entry of the core tensor equals zero for all such best rank-(2,2,2) approximations, then the optimal boundary point of S 2 (I, J, K) has rank 3 and no best rank-2 approximation exists.
A different approach to find an optimal boundary point of S R (I, J, K) is to determine its decomposition form from the pattern of groups of diverging rank-1 terms in the CPD sequence generated by the iterative CPD algorithm. The decomposition can then be fitted to the tensor using initial values obtained from the diverging CPD sequence. This method has been proposed and demonstrated in simulation studies in [28, 29] . For an application see [30] .
In this paper, we prove a new criterion for existence of a best rank-2 approximation for real order-3 tensors via (unconstrained) best rank-(2,2,2) approximations as recently suggested in [31] . The 2 × 2 × 2 core tensor of a best rank-(2,2,2) approximation has rank 2 or 3.
When it has rank 2 the best rank-(2,2,2) approximation is also a best rank-2 approximation.
We prove that a best rank-2 approximation is also a local minimum of the best rank-(2,2,2) approximation problem for generic tensors. Hence, if all best rank-(2,2,2) minima have rank 3, then no best rank-2 approximation exists. Verifying the rank of the 2 × 2 × 2 core array is numerically more reliable than checking whether a core entry equals zero [27] . This will be demonstrated in a simulation study. A data analytic perspective on the equivalence of a best rank-(2,2,2) approximation of rank 2 and a best rank-2 approximation can be found in [32] .
The paper is organized as follows. In section 2 we consider the problem of finding a best rank-(R 1 , R 2 , R 3 ) approximation by iterating over Givens rotations to find the orthonormal bases for the three subspaces. The first-order conditions of this problem are derived. In section 3 we parameterize the set S 2 (I, J, K) by a variant of the GSD and derive first-order conditions using Givens rotations as in section 2. The first-order conditions are used to prove our main result in section 4. In section 5 we compare our criterion for existence of a best rank-2 approximation to that of [27] in a simulation study. 
2 Finding a best rank-(R 1 , R 2 , R 3 ) approximation 
) is referred to as the multilinear rank, which we denote as mrank(Y). The set of tensors of multilinear rank at most (R 1 , R 2 , R 3 ) is denoted by
where we assume R 1 ≤ I, R 2 ≤ J, and R 3 ≤ K. We define the multilinear transformation
, and U ∈ R K×R 3 being columnwise orthogonal, and G ∈ R R 1 ×R 2 ×R 3 . We consider the problem of finding a best rank-(R 1 , R 2 , R 3 ) approximation to a given tensor Z ∈ R I×J×K : 2) which is solved in the variables S, T, U, and G. A solution to problem (2.2) is also known as a Tucker3 decomposition [33] , with the higher-order singular value decomposition (HOSVD)
[34] being a Tucker3 solution in which the transformational ambiguities are (mostly) fixed.
Problem (2.2) is equivalent to maximizing (S
F over (S, T, U) and setting G = (S T , T T , U T ) · Z; see [36] . This in turn is equivalent to maximizing the Frobenius norm
and U ∈ R K×K , with G equal to the transformed subtensor, and (S, T, U) equal to the corresponding columns of ( S, T, U). We work with this formulation of problem (2.2), where we take the subtensor that has indices (i, j, k) with 1 ≤ i ≤ R 1 , 1 ≤ j ≤ R 2 , and 1 ≤ k ≤ R 3 .
Since the set of orthogonal matrices is compact, problem (2.2) is guaranteed to have an optimal solution.
Algorithms for solving problem (2.2) have been proposed in [35, 36, 37, 38, 31] . In the higher-order power method of [36] each iteration rotates mass to the target subtensor by using the singular value decomposition (SVD) of the columns of one of the three matrix unfoldings of the rotated tensor corresponding to the subtensor. First-order conditions are derived in [39] and correspond to orthogonal sets of vectors in the three matrix unfoldings.
Let the slices of
optimal solution the core tensor G has slices G k , k = 1, . . . , R 3 . The first-order conditions can be written as 5) where vec(·) stacks the columns of a matrix below each other in a column vector.
For later use, we present an alternative derivation of the first-order conditions. We consider updating each of ( S, T, U) by means of Givens rotations, an approach that has been used for the Simultaneous Generalized Schur Decomposition (SGSD) in [40] , and for the GSD in [24] . The first-order conditions can be derived by requiring that rotating two rows, columns, or slices of ( S T , T T , U T ) · Z will not increase the Frobenius norm of its
We need the following result.
Lemma 2.1 For vectors x, y ∈ R p and α ∈ R, define the rotation
For f (α) = x 2 =x Tx we have ∂f /∂α = 2x Tỹ .
Proof. We write
The first derivative is obtained as
Consider rotating rows i and j of each slice of Z, with 1 ≤ i ≤ R 1 and R 1 + 1 ≤ j ≤ I. This is done by premultiplying S T by a rotation matrix Q that is equal to I I except
By Lemma 2.1, the rotation can increase the norm of the subtensor unlessx andỹ are orthogonal, wherex contains the ith rows of G k , k = 1, . . . , R 3 , stacked below each other as column vectors, andỹ analogously contains the (j − R 1 )th rows of
This yields (2.3) as the first-order condition for all row rotations together. Analogously, the first-order condition for all column rotations together equals (2.4). For rotations of slices we obtain the first-order condition (2.5).
We use the first-order conditions (2.3)-(2.5) in the proof of our main result in section 4. Note that the first-order conditions only imply restrictions on S, T, U and not on the full matrices S, T, U. Indeed, the additional columns in the latter matrices correspond to rotations of rows, columns, or slices outside the R 1 × R 2 × R 3 subtensor.
Using results from algebraic geometry, the following lemma is obtained. Its proof is found in the appendix. The notion of "almost all Z ∈ R I×J×K satisfy property P" is used in the sense that the Lebesgue measure is zero for the set of Z not satisfying P.
2) has a unique minimizer X and a finite number of stationary points X i , i.e., with corresponding S i , T i , U i satisfying the firstorder conditions (2.3)-(2.5).
Proof. See Appendix A.
3 Finding a best approximation from S 2 (I, J, K)
Here we discuss a parameterization of S 2 (I, J, K) and derive first-order conditions for problem (1.4) with R = 2. In the sequel we make use of two classifications of tensors in R 2×2×2 , both of which can be found in Appendix D. One distinguishes interior, boundary, and exterior points of S 2 (2, 2, 2) and is due to [26] . The other is the classification of [14] of R
2×2×2
into eight distinct orbits under nonsingular transformations. We start with following lemma.
Lemma 3.1 For R ≤ min(I, J, K) we have the following results.
(i) Any Y ∈ S R (I, J, K) can be written as Y = (S, T, U) · H, with columnwise orthogonal S ∈ R I×R , T ∈ R J×R , and U ∈ R K×R , and H ∈ S R (R, R, R) having upper triangular slices. Moreover, Y ∈ S R (I, J, K) if and only if H ∈ S R (R, R, R).
(iii) For any Y = (S, T, U) · H, with columnwise orthogonal S ∈ R I×2 , T ∈ R J×2 , and
, and H ∈ R 2×2×2 having upper triangular slices, we have Y ∈ S 2 (I, J, K).
Proof. The proof of (i) can be found in [28, lemma 3.2] and uses [14, theorem 5.2] . Since (S, T, U) · H in (i) has multilinear rank at most (R, R, R), statement (ii) follows from (i).
The proof of (iii) is as follows. We have rank(Y) = rank(H) and Y ∈ S 2 (I, J, K) if and only if H ∈ S 2 (2, 2, 2). We use the classification of interior, boundary, and exterior points of 1 is upper triangular and has real eigenvalues. This completes the proof of (iii).
From Lemma 3.1 we obtain that
An analogous result is proven in [27] , who set (and h 111 = 0, h 221 = 0, h 122 = 0).
Next, we consider the problem of finding a best approximation of Z ∈ R I×J×K from S 2 (I, J, K) using the parameterization (3.1). Analogous to finding a best rank-(R 1 , R 2 , R 3 ) approximation, problem (1.4) is equivalent to maximizing the Frobenius norm of the upper triangular parts of the slices of the 2
setting H equal to the upper triangular parts of (S
This in turn is equivalent to maximizing the Frobenius norm of the upper triangular parts of the slices of any 2 × 2 × 2 subtensor of (
, and U ∈ R K×K , with H equal to the upper triangular parts of the transformed subtensor, and (S, T, U) equal to the corresponding columns of ( S, T, U). We work with this formulation of problem (1.4) for R = 2, where we take the subtensor that has indices (i, j, k) with i = 1, 2, j = 1, 2, and
The alternating least squares (ALS) algorithm derived in [41] is used in [27] to find a best approximation from S 2 (I, J, K) using (3.1) under the restriction (3.2). Alternatively, (3.1)
can be used without the restriction (3.2) and an algorithm iterating over Givens rotations can be applied. We derive first-order conditions for the latter problem analogous to (2.3)-(2.5)
, and
Hence, in an optimal solution the core tensor H has slices equal to the upper triangular parts of
We obtain first-order conditions analogous to (2.3)-(2.5), with (R 1 , R 2 , R 3 ) = (2, 2, 2) and slices G 1 and G 2 upper triangular. That is,
Additionally, using Lemma 2.1, we need to consider rotations of rows 1 and 2 and columns 1 and 2, since these too transfer mass to the upper triangular parts of G 1 and G 2 . For rows 1 and 2 we obtain the condition
For columns 1 and 2 we obtain the condition
We use the first-order conditions (3.3)-(3.7) in the proof of our main result in section 4. Note that the first-order conditions only imply restrictions on S, T, U (with
and not on the full matrices S, T, U. Analogous to Lemma 2.2 we have the following result.
Lemma 3.2 For almost all Z ∈ R I×J×K problem (1.4) has a unique minimizer X and a finite number of stationary points X i , i.e., with corresponding S i , T i , U i satisfying the firstorder conditions (3.3)-(3.7).
For later use, we state the following results.
Lemma 3.3
For almost all Z ∈ R I×J×K with Z / ∈ S 2 (I, J, K) any local minimizer X of problem (1.4) has mrank(X ) = (2, 2, 2).
Proof. See Appendix B.
and let X be a best approximation of Z / ∈ W R (I, J, K) from the set W R (I, J, K). Then
Proof. The proof for S R (I, J, K) is easy: if rank(X ) < R, then a rank-1 term can be added to
, the same argument can be used for S R (I, J, K) and
Existence of a best rank-2 approximation
Here we relate existence of a best rank-2 approximation to the rank of local minima of the best rank-(2,2,2) approximation problem. Since
it follows that if a best rank-(2,2,2) approximation has rank 2, then it is also a best rank-2 approximation. Our main result is a partial converse of this. Recall that a best rank-(2,2,2) approximation has rank equal to the rank of its core tensor G ∈ R 2×2×2 , which has rank 2 or 3 (Lemma 3.4, and the fact that the maximal rank equals 3; see Appendix D). We prove the following.
Theorem 4.1 Let Z ∈ R I×J×K have rank larger than 2. Let X be a locally best approximation of Z from S 2 (I, J, K), with rank(X ) = 2. The following statements hold.
(i) X is a stationary point of the best rank-(2, 2, 2) approximation problem for Z.
(ii) If X is an interior point of S 2 (I, J, K), then it is a local minimizer in the best rank-(2, 2, 2) approximation problem for Z.
Proof. First, we prove (i). We consider a locally best approximation X of Z from the set S 2 (I, J, K) parameterized as in (3.1). We write X = (S, T, U) · H with columnwise orthogonal S ∈ R I×2 , T ∈ R J×2 , and U ∈ R K×2 , and H ∈ R 2×2×2 having upper triangular slices. We assume that rank(X ) = rank(H) = 2 and consider all possibilities for H in Proposition D.1.
Suppose first that slice H 1 is nonsingular (or, equivalently, that a linear combination of the slices of H is nonsingular). Proposition D.1 implies that
1 has real eigenvalues and two linearly independent eigenvectors. Recall that H k is equal to the upper triangular part of G k in the first-order conditions (3.3)-(3.7). We have 
Swapping rows 1 and 2, followed by swapping columns 1 and 2, then yields upper triangular
Hence, we obtain a better approximation from S 2 (I, J, K) unless G k , k = 1, 2, were already upper triangular before the rotations. As above we obtain
Finally, suppose that no linear combination of H 1 and H 2 exists that is nonsingular.
Since H 1 and H 2 are upper triangular, it follows that g 111 = g 112 = 0 or g 221 = g 222 = 0 or both. If g 111 = g 112 = 0, then a rotation of rows 1 and 2 can move nonzero mass to the (1, 1) entries unless g 211 = g 212 = 0. Likewise, if g 221 = g 222 = 0, then a rotation of columns 1 and 2 can move nonzero mass to the (2,2) entries unless g 221 = g 222 = 0. Hence, in both cases G k = H k are upper triangular for k = 1, 2. Hence, in all possible cases X is a stationary point of the best rank-(2, 2, 2) approximation. This completes the proof of (i).
Next, we prove (ii). Local minimizer X = (S, T, U)·H is an interior point of S 2 (I, J, K) if and only if H is an interior point of S 2 (2, 2, 2). Note that mrank(X ) = mrank(H) = (2, 2, 2) according to Proposition D.1. We use the fact that generic tensors in R 2×2×2 have rank 2 or 3, both on sets of positive Lebesgue measure (Appendix D), to obtain that for Y in a small neighborhood of X in M (2,2,2) (I, J, K) we have rank(Y) = 2. It follows that
F , which implies that X is a local minimizer of the best rank-(2, 2, 2) approximation problem. This completes the proof.
We have the following corollary to Theorem 4.1.
Corollary 4.2 For almost all Z ∈ R
I×J×K with rank(Z) > 2, if all locally best approxima-
Proof. Recall from Lemma 2.2 that there are finitely many locally best approximations X i of Z from M (2,2,2) (I, J, K). Theorem 4.1 (ii), together with the conditions of the corollary, implies that Z has no best rank-2 approximation that is an interior point of S 2 (I, J, K). It remains to consider the possibility that a best rank-2 approximation X of Z is a boundary point of S 2 (I, J, K). From Lemma 3.4 it follows that rank(X ) = 2. From the classification of tensors in R 2×2×2 into eight orbits (Appendix D) it follows that X has multilinear rank (1,2,2), (2,1,2), or (2,2,1). This possibility is excluded by Lemma 3.3.
We now have the following options for determining whether Z ∈ R I×J×K has a best rank-2 approximation or not, and to obtain a best rank-2 approximation when it exists.
(A) Compute the best approximation X = (S, T, U) · H from the set S 2 (I, J, K) using the parameterization (3.1) under the restriction (3.2), and the algorithm of [41] . As shown in [27] (C) Compute all local minima X = (S, T, U) · G of the best rank-(2,2,2) approximation problem. The rank of G for a best rank-(2,2,2) approximation determines whether a best rank-2 approximation has been found, and all ranks of G may determine whether it exists (Theorem 4.1).
For (A) we need to check whether h 222 equals zero or not, and for (B) we need to verify whether the eigenvalues of
are identical or not. In practice, these criteria can be verified numerically only be setting some tolerance. For large tensors the tolerance may need to be larger as well, and the stopping criterion of the algorithm to find a best approximation from S 2 (I, J, K) may need to be more strict. For (C) we need to verify whether
has real or complex eigenvalues (Proposition D.1), which is numerically more reliable. Note, however, that (C) does not yield a conclusion regarding existence of a best rank-2 approximation when local rank-(2,2,2) minima are encountered of both rank 2 and rank 3, but the best rank-(2,2,2) approximation has rank 3.
When using (C) we do not expect to encounter any locally best rank-(2,2,2) approximations that are a boundary points of S 2 (I, J, K) (i.e., with
1 having identical real eigenvalues, see Proposition D.1). This is formally proven in the lemma below.
Lemma 4.3 For almost all Z ∈ R
I×J×K with mrank(Z) > (2, 2, 2) any locally best rank-(2, 2, 2) approximation X has mrank(X ) = (2, 2, 2) and is not a boundary point of S 2 (I, J, K).
Proof. See Appendix C.
Simulations
We conduct a simulation study to compare the criteria (A) and (C) for existence of a best rank-2 approximation for randomly sampled tensors. For (A) we use the ALS algorithm of [41] as is also done in [27] . For (C) we use the ALS algorithm of [35] as described in [36] .
For both algorithms we use convergence criterion 10 −9 for the relative decrease of Z − Y To illustrate the difference between small and large tensors, we consider two sizes of tensors: 4 × 4 × 4 and 30 × 10 × 5. The latter size was also used in the simulation study in [27] . For each size we generate 1000 random tensors Z. The ALS algorithms of [41] and [35] yield a monotonically decreasing sequence Z − Y (n) 2 F . To check whether they terminate in local minima (and not saddle points) we compute the eigenvalues of the Hessian matrix of second-order derivatives corresponding to the maximization of (S
F (or the upper triangular parts thereof for S 2 (I, J, K)). Here, the variables of the problem are the rotation angles of the Givens rotations parameterizing orthogonal Q 1 ∈ R I×I , Q 2 ∈ R J×J , and Q 3 ∈ R K×K , and the objective function is taken as (
F (or the upper triangular parts thereof for S 2 (I, J, K)). The Hessian is computed symbolically and then evaluated at Q 1 = I I , Q 2 = I J , and Q 3 = I K . The largest eigenvalue of the Hessian should be close to zero for a local maximum. Note that the Hessian always has zero eigenvalues, since rotations of rows 1 and 2, columns 1 and 2, and slices 1 and 2 do not affect the objective function of finding a best rank-(2,2,2) approximation. For finding a best approximation from S 2 (I, J, K), (more complicated) combinations of these rotations can be found that do not affect the objective function. Since the Hessian is computed symbolically, which takes a lot of time, we compute the Hessian only for 100 random 4 × 4 × 4 tensors and one run with random starting values per tensor of both ALS algorithms. The largest eigenvalue of the Hessian for all 100 runs is 0.00033 for the algorithm of [41] and 0.00025 for the algorithm of [35] . Hence, we have found only local minima as solutions produced by the algorithms in these runs.
Next, we report the number of distinct local minima found by each algorithm for the same tensor Z (for all 1000 generated tensors). We consider two solutions X 1 and X 2 as distinct when X 1 − X 2 2 F > for some small threshold > 0. For 4 × 4 × 4 tensors we take = 0.001 and for 30 × 10 × 5 we take = 0.1. Table 1 Table 1 : Number of tensors Z with number of distinct local minima as indicated per column.
The last column contains the total number of distinct local minima found.
Depending on the eigenvalues of
1 for the local minima of the best rank-(2,2,2) problem, we partition the 1000 tensors into four subsets: all local minima having real eigenvalues (rank 2, referred to as 'all real'), all local minima having complex eigenvalues (rank 3, referred to as 'all complex'), both real and complex eigenvalues occur but the best minimum has real eigenvalues ('mixed real'), and both real and complex eigenvalues occur but the best minimum has complex eigenvalues ('mixed complex'). In Table 2 we report for each subset the number of rank-(2,2,2) minima with real eigenvalues that are also found as minima in the approximation from S 2 (I, J, K), and their associated values for |h 222 |. have rank 2 or rank 3 a threshold with respect to |h 222 | needs to be specified. In Figure 1 the small values of h 222 for the best minimum from S 2 (4, 4, 4) are plotted. As can be seen, determining a suitable threshold may be difficult. Checking for real or complex eigenvalues
1 is numerically more reliable. Next, we discuss the results for 30 × 10 × 5 tensors. In this case the 'all complex' subset consists of one tensor only. Hence, the result of Corollary 4.2 does not add much to the analysis of the simulation results. Of the rank-(2,2,2) minima with real eigenvalues more than 86 percent are also found as minima of the S 2 (30, 10, 5) problem. Almost all best such minima are also found as best minima in the S 2 (30, 10, 5) problem. However, one best rank-(2,2,2) minima is better than the best found approximation from S 2 (30, 10, 5), and there is also one best approximation from S 2 (30, 10, 5) that is better than the best rank-(2,2,2) approximation. Apparently, for thess Z more runs of the algorithms are needed. The values of |h 222 | for the shared minima should be nonzero, but their minimal value is 0.05. This is an outlier, however, with other values being at least 0.58 for the 'all real' subset. In Figure 1 it can be seen that for 30 × 10 × 5 tensors the small values of h 222 show more variation than for 4 × 4 × 4 tensors, which makes it harder to choose a threshold for |h 222 |.
The simulation results clearly show the added value of computing local rank-(2,2,2) minima to determine whether a best rank-2 approximation exists, and to obtain it when it does.
Determining the rank of the 2 × 2 × 2 core tensor G via observing real or complex eigenvalues of (G 2 G −1 1 ) is numerically more reliable than deciding whether an obtained value of h 222 is zero or not. Note that both approaches require running the algorithm a large number of times, either to obtain all local minima, or to make sure the best minimum is obtained.
However, the rank-(2,2,2) approach is inconclusive for tensors in the 'mixed complex' subset, the size of which is 12 and 25 percent in our simulation study. Hence, for these tensors the only option is to compute a best approximation from S 2 (I, J, K) and use either method (A) or (B) in section 4.
Results for complex tensors
As in the real case, for complex tensors a best rank-R approximation may not exist for R ≥ 2. The contrived examples in [9, 17, 14] for real tensors are also valid in the complex case. However, whether nonexistence of a best rank-R approximation holds on a set of positive volume is still an open problem. A related result by [42] concerns tensors that allow a Schmidt-Eckart-Young (SEY) decomposition: a decomposition into a sum of rank-1 tensors with a best rank-R approximation given by the sum of R of these rank-1 tensors. For matrices the SEY decomposition is given by the SVD [43] . The result of [42] is that the set of complex order-N tensors that do not admit an SEY decomposition has positive volume for N ≥ 3. Since the set of complex tensors that do not have a best rank-R approximation is a subset of the set of complex tensors that do not admit an SEY decomposition, this does not imply that the former set also has positive volume.
For Z ∈ C I×J×2 the situation is better than in the real case. Namely, it is shown in [44] that M (R,R,2) (I, J, 2) = S R (I, J, 2) for R ≤ min(I, J), and that M (R,J,2) (I, J, 2) = S R (I, J, 2)
for J ≤ R ≤ I. Hence, in these cases computing the best rank-(R, R, 2) or rank-(R, J, 2) approximation suffices to determine whether a best rank-R approximation exists, and to obtain it when it does. Note that Lemma 2.2 also holds for complex tensors (see Appendix A).
For complex 2×2×2 tensors the generic rank is 2 and the maximal rank is 3 (see Appendix D). Since any rank-3 tensor in C 2×2×2 can be approximated arbitrarily well by rank-2 tensors, it follows that
with G ∈ C 2×2×2 . Hence, Y ∈ S 2 (I, J, K). Since S 2 (I, J, K) ⊆ M (2,2,2) (I, J, K), we obtain S 2 (I, J, K) = M (2,2,2) (I, J, K). We thus obtain the following result.
Lemma 6.1 Z ∈ C I×J×K has a best (complex) rank-2 approximation if and only if it has a best (complex) rank-(2,2,2) approximation of rank 2.
In algebraic geometry the set S 2 (I, J, K) is also known as the second secant variety to the Segre variety and the equality S 2 (I, J, K) = M (2,2,2) (I, J, K) is shown in [45] , also for arbitrary order N of the tensors. In [46] an algorithm is given to check whether a complex order-N tensor has border rank 2, which makes it a boundary point of S 2 (I, J, K). The description above and in Appendix D for N = 3 is simpler, however. Note that our results for real tensors do not follow immediately from the mentioned results for complex tensors.
Discussion
In this paper we have proposed to compute locally best rank-(2,2,2) approximations for real order-3 tensors to determine whether a best rank-2 approximation exists, and to obtain it when it does. When a best rank-(2,2,2) approximation has rank 2, it is also a best rank-2 approximation. For generic tensors, we proved that when all locally best rank-(2,2,2) approximations have rank 3, then no best rank-2 approximation exists. Verifying the rank of locally best rank-(2,2,2) approximations boils down to checking whether a 2 × 2 matrix has real or complex eigenvalues, which is numerically more reliable than checking whether a core entry is zero or not [27] . This was demonstrated clearly in our simulation study.
However, a drawback of our method is that it yields no conclusion regarding the existence of a best rank-2 approximation when the best rank-(2,2,2) approximation has rank 3, but also local minima of rank 2 are encountered. In that case one still has to compute a best approximation from the closure of the rank-2 set and decide whether it has rank 2 or 3.
Although using both algorithms for the same tensor may help to choose a suitable tolerance for |h 222 | by inspecting the values of h 222 for local minima found by both algorithms.
One may wonder whether our approach can be extended to best rank-3 approximations.
Since S 3 (I, J, K) ⊂ M (3, 3, 3) (I, J, K) it is still true that if the best rank-(3,3,3) has rank 3, then it is also a best rank-3 approximation. However, since real 3 × 3 × 3 tensors have generic rank 5 [47] , we do not expect a best rank-(3,3,3) approximation to have rank 3 for almost all Z. Indeed, we were unable to find a counterexample for randomly sampled tensors. To obtain an analogue of Theorem 4.1 for S 3 (I, J, K) and M (3, 3, 3) (I, J, K), we need a parameterization of S 3 (I, J, K) analogous to (3.1). From Lemma 3.1 (i) we obtain that Y ∈ S 3 (I, J, K) can be written as (S, T, U) · H, with H ∈ R 3×3×3 having upper triangular slices. However, to obtain rank(H) = 3 we also need
1 to have identical eigenvectors [28] (assuming H 1 is nonsingular). Computing a best approximation from S 3 (I, J, K) does not seem as simple as finding orthogonal S, T, U that maximize the Frobenius norm of some part of a subtensor of ( S T , T T , U T ) · Z. This makes the link with locally best approximations from M (3,3,3) (I, J, K) more complicated than in the rank-2 case.
Note that we may not replace M (3,3,3) (I, J, K) in the above by either M (3,2,2) (I, J, K) or M (3,3,2) (I, J, K), since both these sets do not contain all rank-3 tensors when min(I, J, K) ≥ 3. Indeed, an example is the tensor Y = 3 r=1 (a r • b r • c r ) with linearly independent a r , r = 1, 2, 3, and b r , r = 1, 2, 3, and c r , r = 1, 2, 3, which has rank 3 and mrank (3, 3, 3) .
If min(I, J, K) = 2, then S 3 (I, J, K) is equal to the GSD set and computing a best GSD approximation yields a best rank-3 approximation when it exists [25, 26] . Next, we prove that the number of stationary points is finite in the approximation prob-
known that the set of I × J matrices with rank exactly R is a manifold, i.e., in a neighborhood of each point a homeomorphism to Euclidian space of dimension n exists. Such points are called smooth points and, hence, a manifold consists of only smooth points. Analogous to the matrix result, the set of I × J × K tensors with multilinear rank exactly (
is also a manifold. After fixing orthonormal bases in the three subspaces, each such tensor Y can be written uniquely as Y = (S, T, U) · G, with G an R 1 × R 2 × R 3 tensor. This provides the homeomorphism to Euclidian space. By a general result of [50] over the complex field, for almost all Z the number of (complex) stationary points in the approximation from M (R 1 ,R 2 ,R 3 ) (I, J, K) with multilinear rank exactly (R 1 , R 2 , R 3 ) is finite, and the real stationary points are a subset of the complex stationary points. It remains to consider stationary points with multilinear rank less than (R 1 , R 2 , R 3 ). For each triplet (r 1 , r 2 , r 3 )
and set M (r 1 ,r 2 ,r 3 ) (I, J, K) we again apply the result of [50] to obtain a finite number of stationary points with multilinear rank exactly (r 1 , r 2 , r 3 ). Note that the stationary points in the approximation from M (r 1 ,r 2 ,r 3 ) (I, J, K) may not be stationary points in the approximation from M (R 1 ,R 2 ,R 3 ) (I, J, K), whereas the converse is true for the stationary points that have multilinear rank at most (r 1 , r 2 , r 3 ). Since the number of triplets (r 1 , r 2 , r 3 ) is finite and we obtain finitely many stationary points for each triplet, it follows that there are finitely many stationary points in the approximation from M (R 1 ,R 2 ,R 3 ) (I, J, K). This completes the proof of Lemma 2.2.
For Lemma 3.2 we need to consider the smooth points of S 2 (I, J, K). The tensors in 
. By [43] we need to show that σ R (G) ≥ σ 1 (M). For R z = R we have X = Z and we are done. In the following, let R z > R. Let e i,n ∈ R n be the ith unit vector. For small t, consider the rank-R matrix
) (e R,J + t e R+1,J )
We have
By local optimality of X we must have ||Z − X(t)|| From the orbits of R 2×2×2 in Appendix D it follows that mrank(X ) = (2, 2, 1) implies rank(X ) = 2. An orthogonal U ∈ R K×K exists such that X = (I I , I J , U T ) · X has I × J slices X k with rank( X 1 ) = 2 and
Then X is a local minimum in the approximation of Z from S 2 (I, J, K) with mrank( X ) = (2, 2, 1). We have || Z − X ||
F . Local optimality of X implies that X 1 is a locally best rank-2 approximation of Z 1 . Indeed, otherwise a locally better approximation from S 2 (I, J, K) can be found by varying X 1 in its neighborhood of rank-2 matrices. Let the SVD of Z 1 be given by
T , where the singular values σ i ( Z 1 ) are in descending order, and S ∈ R I×I and T ∈ R J×J are orthogonal. It follows from Lemma B.3 and [43] that X 1 is of the form
Note that equal nonzero singular values imply nonuniqueness of the corresponding left-and right singular vectors in S and T. However, since this nonuniqueness is present in both the SVD of Z 1 and the SVD of a best rank-2 approximation X 1 when one or both of σ 1 ( Z 1 ) and σ 2 ( Z 1 ) have multiplicity greater than one, it remains true that X 1 can be written in the form above. Now define
This proves the form of Z 1 = S T Z 1 T, and X is a local minimum in the approximation of Z from S 2 (I, J, K).
Let e i,n ∈ R n be the ith unit vector, and set g 111 = σ 1 ( Z 1 ) and g 221 = σ 2 ( Z 1 ) for ease of presentation. Then X 1 = g 111 e 1,I e T 1,J +g 221 e 2,I e T 2,J . Also, we have X k = O for k = 2, . . . , K. To prove the form of Z k , k = 2, . . . , K, we consider small perturbations of X in S 2 (I, J, K) and use the local optimality of X . Let k ∈ {2, . . . , K} be fixed. For parameters s, t ∈ R, the perturbation of X 1 is given by
with h i,1 ∈ span(e 3,I , . . . , e I,I ) and h i,2 ∈ span(e 3,J , . . . , e J,J ), for i = 1, 2. For parameter u ∈ R, the perturbation of X k is given by X k (s, t, u) = u a(s) b(t) T , with a(s) ∈ span(e 1,I + s h 1,1 , e 2,I + s h 2,1 ) and b(t) ∈ span(e 1,J + t h 1,2 , e 2,J + t h 2,2 ). We do not perturb X m = O for m = k and m ≥ 2. We claim that the perturbation X (s, t, u) lies in S 2 (I, J, K) for small s, t, u. It suffices to show that the I × J × 2 tensor with slices X 1 (s, t) and X k (s, t, u) lies in S 2 (I, J, 2). In R I , R J , and R 2 we choose the following bases: e 1,I + s h 1,1 , e 2,I + s h 2,1 , e 3,I , . . . , e I,I in R I , e 1,J + t h 1,2 , e 2,J + t h 2,2 , e 3,J , . . . , e J,J in R J , and e 1,2 , e 2,2 in R 2 .
With respect to these bases, the I × J × 2 tensor has representation with I × J slices
Hence, we need to show that the 2 × 2 × 2 tensor with slices equal to the nonzero parts in (B.4) lies in S 2 (2, 2, 2). But this follows from Proposition D.1 since slice 2 multiplied by the inverse of slice 1 cannot have complex eigenvalues.
Next, we use the perturbation X (s, t, u) and local optimality of X to prove the form of Z k . We have by the triangle inequality that
For small enough s, t, u, local optimality of X thus implies
, e 2,2 ), a 2 ∈ span(e 1,I−2 , . . . , e I−2,I−2 ), and b 2 ∈ span(e 1,J−2 , . . . , e J−2,J−2 ). It follows that 6) and || Z k − X k (s, t, u)|| 2 F can be written as
Let s = 0 and fix t, u = 0. Then (B.7) equals
for t, u small enough. Hence, the first three terms of (B.8) together should be nonnegative for t, u small enough. Denote this second degree polynomial by c 2 x 2 − 2 c 1 x + c 0 , where Proof of Lemma B.2
Let S ∈ R I×I , T ∈ R J×J , and U ∈ R K×K be orthogonal such that
has the form in the statement of Lemma B.1. When min(I, J) = 2 we have Z k = O for k = 2, . . . , K and, hence, the mode-3 rank of Z equals 1. Since this is equal to the mode-3 rank of Z, it does not occur for almost all Z. In the following, let min(I, J) ≥ 3.
where ⊗ denotes the Kronecker product. By assumption, the matrix on the left-hand side of (B.9) has allzero rows 1 and 2 and, hence, rank at most I − 2. Let L be the inverse of a nonsingular (K − 1) × (K − 1) submatrix of [ũ 12 U 22 ] T , which has rank K − 1. Then a smooth point, it follows that dim(T X ) = dim(W ) = dim(M (2,2,2) (I, J, K)). Since X is a smooth stationary point, the gradient of ||Z − Y|| 2 F restricted to T X is zero at X . Generic Z ∈ R I×J×K with (I, J, K) > (2, 2, 2) for which X is a stationary point are of the form Z = X + X 3 for some X 3 ∈ W ⊥ , with W ⊥ denoting the orthogonal complement of W in R I×J×K .
Hence, the variety of such Z has dimension IJK − dim(W ) = IJK − dim(M (2,2,2) (I, J, K)).
Since X is an isolated smooth stationary point, it follows from the above that by varying Z in a neighborhood in R I×J×K we obtain a neighborhood of X in M (2,2,2) (I, J, K) of dimension dim(M (2,2,2) (I, J, K)). This contradicts that X is a boundary point of S 2 (I, J, K) for generic Z since then the neighborhood of X in M (2,2,2) (I, J, K) should have dimension (at most) dim(M (2,2,2) (I, J, K)) − 1. This completes the proof.
Appendix D: classification of 2 × 2 × 2 tensors
In [14] it is shown that all tensors in R 2×2×2 can be transformed to eight canonical forms, i.e., for each Y ∈ R 2×2×2 nonsingular S ∈ R 2×2 , T ∈ R 2×2 , and U ∈ R 2×2 exist such that (S, T, U) · Y equals a canonical form. Moreover, each Y ∈ R 2×2×2 can be transformed to one canonical form only. This implies a classification of R 2×2×2 into eight orbits, with rank and mrank fixed on each orbit. In Table 3 the canonical forms are listed, together with values of rank, mrank, and the Lebesgue measure for each orbit.
As can be seen, a generic tensor in R 2×2×2 is either in orbit G 2 or in orbit G 3 . Hence, rank 2 and rank 3 both occur on sets of positive measure. It is shown in [14] that Z ∈ R
2×2×2
with rank(Z) = 3 does not have a best rank-2 approximation. It is stated in [14] The boundary of S 2 (2, 2, 2) is characterized by the hyperdeterminant being zero, where the latter is a polynomial in the entries of the 2 × 2 × 2 tensor [14] . Orbits G 2 and G 3 have positive and negative hyperdeterminant, respectively. It follows that the boundary of S 2 (2, 2, 2) has codimension 1 in R 2×2×2 . This implies that the boundary of S 2 (I, J, K) has codimension 1 in M (2,2,2) (I, J, K) and is a subvariety of M (2,2,2) (I, J, K).
