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1. Introduction
We study (generally, non-self-adjoint) Schrödinger operators HP and HAP in the Hilbert space
L2([0,π ];dx) associated with the differential expression
L = − d
2
dx2
+ V (x), x ∈ [0,π ], (1.1)
and complex-valued potential V satisfying
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with periodic and antiperiodic boundary conditions deﬁned by
(
HP f
)
(x) = (L f )(x), x ∈ [0,π ],
f ∈ dom(HP )= {g ∈ L2([0,π ];dx) ∣∣ g, g′ ∈ AC([0,π ]); Lg ∈ L2([0,π ];dx);
g(π) = g(0), g′(π) = g′(0)}, (1.3)
and
(
HAP f
)
(x) = (L f )(x), x ∈ [0,π ],
f ∈ dom(HAP)= {g ∈ L2([0,π ];dx) ∣∣ g, g′ ∈ AC([0,π ]); Lg ∈ L2([0,π ];dx);
g(π) = −g(0), g′(π) = −g′(0)}, (1.4)
respectively. In addition to the periodic and antiperiodic Schrödinger operators HP and HAP we also
invoke the corresponding Dirichlet operator HD in L2([0,π ];dx) deﬁned by
(
HD f
)
(x) = (L f )(x), x ∈ [0,π ],
f ∈ dom(HD)= {g ∈ L2([0,π ];dx) ∣∣ g, g′ ∈ AC([0,π ]); Lg ∈ L2([0,π ];dx);
g(0) = g(π) = 0}. (1.5)
On occasion we shall also mention the Neumann operator HN in L2([0,π ];dx) deﬁned by
(
HN f
)
(x) = (L f )(x), x ∈ [0,π ],
f ∈ dom(HN)= {g ∈ L2([0,π ];dx) ∣∣ g, g′ ∈ AC([0,π ]); Lg ∈ L2([0,π ];dx);
g′(0) = g′(π) = 0}. (1.6)
One notes that HP , HAP , HD , and HN are closed and densely deﬁned; they are self-adjoint if and
only if V is real-valued a.e. on [0,π ]. In particular, the boundary conditions in HP , HAP , HD , and HN
are all self-adjoint.
The Schrödinger equation associated with L will be written in the form
Lψ(ζ, x) = ζ 2ψ(ζ, x), ζ ∈C, x ∈ [0,π ], (1.7)
with ψ,ψ ′ ∈ AC([0,π ]) (the set of absolutely continuous functions on [0,π ]). Moreover, we empha-
size the notational choice in (1.7) which depicts z = ζ 2 as the energy variable (i.e., ζ as momentum),
which will be convenient in the following.
The spectra of HP , HAP , and HD are well known to be purely discrete (cf., e.g., [58, Section 1.3]),
that is, their resolvents are compact,
(
HQ − zI)−1 ∈ B∞(L2([0,π ];dx)), z ∈ ρ(HQ ), (1.8)
where Q stands for P , AP, and D . In fact, the resolvents in (1.8) are known to lie in the trace class
B1(L2([0,π ];dx)). In particular, we will use the notation
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(
HP
)= σd(HP )= {λ+0 , λ+2k, λ−2k}k∈N, (1.9)
σ
(
HAP
)= σd(HAP)= {λ+2k+1, λ−2k+1}k∈N0 , (1.10)
σ
(
HD
)= σd(HD)= {μ j} j∈N, (1.11)
for the spectra of HP , HAP , and HD (where N0 =N∪ {0}).
The asymptotic behavior of the eigenvalues of HP , HAP , and HD can be described as follows:
Let k ∈ N and k  k0, for some k0 ∈ N suﬃciently large, then there exists R = R(k0) > 0 such that
every open disk D2k(R) = {z ∈C | |z− 4k2| < R} ⊂C, k ∈N, with center at 4k2 contains precisely two
eigenvalues of HP denoted by
λ+2k, λ
−
2k, k ∈N, (1.12)
and every open disk D2k+1(R) = {z ∈ C | |z − (2k + 1)2| < R} ⊂ C, k ∈ N, with center at (2k + 1)2
contains precisely two eigenvalues of HAP denoted by
λ+2k+1, λ
−
2k+1, k ∈N. (1.13)
In addition, every open disk D j(R) = {z ∈ C | |z − j2| < R} ⊂ C, j ∈ N, with center at j2 contains
precisely one eigenvalue of HD (resp., HN ) denoted by
μ j (resp., ν j), j ∈N. (1.14)
Next, we recall a few facts regarding the eigenvalues of a compact, linear operator T ∈ B∞(H) in a
separable complex Hilbert space H: The geometric multiplicity, mg(λ0, T ), of an eigenvalue λ0 ∈ σp(T )
of T is given by
mg(λ0, T ) = dim
(
ker(T − λ0 IH)
)
, (1.15)
with ker(T − λ0 IH) a closed linear subspace in H.
The set of all root vectors of T (i.e., eigenvectors and generalized eigenvectors, or associated eigen-
vectors) corresponding to λ0 ∈ σp(T ) is given by
R(λ0, T ) =
{
f ∈H ∣∣ (T − λ0 IH)k f = 0 for some k ∈N}. (1.16)
For λ0 ∈ σp(T )\{0}, the set R(λ0, T ) is a closed linear subspace of H whose dimension equals the
algebraic multiplicity, ma(λ0, T ), of λ0,
ma(λ0, T ) = dim
({
f ∈H ∣∣ (T − λ0 IH)k f = 0 for some k ∈N})< ∞. (1.17)
One has
mg(λ0, T )ma(λ0, T ), λ0 ∈ σp(T )\{0}. (1.18)
Moreover, for λ0 ∈ σp(T )\{0} one can introduce the Riesz projection, P (λ0, T ) of T corresponding
to λ0, by
P (λ0, T ) = − 1
2π i
‰
C(λ0;ε)
dζ (T − ζ IH)−1, (1.19)
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such that the closed disk with center λ0 and radius ε excludes σ(T )\{λ0}. In this case one has (cf.
[34, Section II.1], [35], [36, Sections I.1, I.2])
ma(λ0, T ) = dim
(
ran
(
P (λ0, T )
))
< ∞, R(λ0, T ) = ran
(
P (λ0, T )
)
. (1.20)
We are particularly interested in the case where A is a densely deﬁned, closed, linear operator in
H whose resolvent is compact, that is,
(A − zIH)−1 ∈ B∞(H), z ∈ ρ(A). (1.21)
Via the spectral mapping theorem all eigenvalues of A then correspond to nonzero eigenvalues of its
compact resolvent (A − zIH)−1, z ∈ ρ(A), and vice versa. Hence, we use the same notions of root
vectors, root spaces, and geometric and algebraic multiplicities associated with the eigenvalues of A.
Moreover, in the case where
(A − zIH)−1 ∈ B1(H), z ∈ ρ(A), (1.22)
we recall the fact that (cf. [30])
detH
(
IH − (z − z0)(A − zIH)−1
)
=
∏
j∈J
(
λ j − z
λ j − z0
)ma(λ j ,A)
=
z→λk
(λk − z)ma(λk,A)
[
Ck + O (z − λk)
]
, Ck 	= 0, k ∈ J, (1.23)
where J ⊆ N denotes an appropriate index set such that σ(A) = {λ j} j∈J with λ j 	= λ j′ , j 	= j′ ,
j, j′ ∈ J.
We recall that a system of vectors {gk}k∈N ⊂ H is called complete in H if ({gk}k∈N)⊥ = {0}
(equivalently, if lin. span{gk}k∈N = H). Moreover, a system {hk}k∈N ⊂ H is called minimal if no vec-
tor hk0 ∈ {hk}k∈N satisﬁes hk0 ∈ lin. span{hk}k∈N\{k0} . The system { fk}k∈N ⊂H is called a Schauder basis
in H
if for each f ∈H, there exist unique ck = ck( f ) ∈C, k ∈N, such that
f =
∑
k∈N
ck( f ) fk converges in the norm ofH. (1.24)
Two systems {gk}k∈N ⊂H and {hk}k∈N ⊂H are called biorthogonal if
(g j,hk)H = δ j,k, j,k ∈N. (1.25)
We also recall (cf. [36, Section VI.1]) that if {gk}k∈N ⊂ H is minimal, then a biorthogonal system
{hk}k∈N ⊂ H exists. Moreover, if {gk}k∈N is minimal, then the biorthogonal system {hk}k∈N in H is
uniquely determined if and only if {gk}k∈N is complete in H.
Next, we turn to the deﬁnition of a Riesz basis in a Hilbert space due to Bari (cf., e.g., [36, Sec-
tion VI.2], [99, Section 1.8]):
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is called a Riesz basis in H if there exists an operator A ∈ B(H), with A−1 ∈ B(H), and an orthonor-
mal system {ek}k∈N in H, such that
fk = Aek, k ∈N. (1.26)
Given these preparations, we can now formulate the principal result of this paper:
Theorem 1.2. Assume V ∈ L2([0,π ];dx), then the following results hold:
(i) The system of root vectors of H P contains a Riesz basis in L2([0,π ];dx) if and only if
sup
k∈N,
λ+2k 	=λ−2k
|μ2k − λ±2k|
|λ+2k − λ−2k|
< ∞. (1.27)
(ii) The system of root vectors of HAP contains a Riesz basis in L2([0,π ];dx) if and only if
sup
k∈N,
λ+2k+1 	=λ−2k+1
|μ2k+1 − λ±2k+1|
|λ+2k+1 − λ−2k+1|
< ∞. (1.28)
Here supk∈N, λ+j 	=λ−j signiﬁes that all subscripts j ∈ N in (1.27) and (1.28) for which λ
+
j and λ
−
j
coincide are simply excluded from the supremum considered.
Remark 1.3.
(i) Only the simple periodic (resp., antiperiodic) eigenvalues enter in the necessary and suﬃcient
conditions (1.27) (resp., (1.28)) for the existence of a Riesz basis of root vectors of HP (resp., HAP).
The multiple periodic (resp., antiperiodic) eigenvalues play no role in deciding whether or not
the system of root vectors of HP (resp., HAP) constitutes a Riesz basis in L2([0,π ];dx). This
leads to an interesting class of examples exhibiting a Riesz basis of root vectors as discussed in
Remark 6.4.
(ii) In addition, only every other Dirichlet eigenvalue (i.e., half the Dirichlet spectrum) enters the
criterion (1.27) (resp., (1.28)).
(iii) Of course, an analogous result holds with the Dirichlet spectrum σ(HD) = {μ j} j∈N replaced by
the Neumann spectrum σ(HN ) = {ν j} j∈N0 .
Next, we brieﬂy turn to the closed Schrödinger operators HP , HAP , and HD generated by the
differential expression L = −(d2/dx2)+ V (x) in Lp([0,1];dx), replacing the Hilbert space L2([0,1];dx)
by the Banach space Lp([0,1];dx), p ∈ (1,∞), in (1.3), (1.4), and (1.5). (For notational simplicity we
keep the same symbols for these three operators as well as for their eigenvalues in the Lp-context.)
Theorem 1.4. Assume V ∈ L2([0,π ];dx) and let p ∈ (1,∞). Then the following results hold:
(i) The system of root vectors of H P contains a Schauder basis in Lp([0,π ];dx) if and only if (1.27) holds.
(ii) The system of root vectors of HAP contains a Schauder basis in Lp([0,π ];dx) if and only if (1.28) holds.
Corollary 1.5. Assume V ∈ L2([0,π ];dx). Then the system of root vectors of H P (resp., HAP) contains a Riesz
basis in L2([0,π ];dx) if and only if the system of root vectors of H P (resp., HAP) contains a Schauder basis in
L2([0,π ];dx).
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on the case of HP in the remainder of this paper.
To properly place Theorem 1.2 in perspective, we also recall the following more general family of
densely deﬁned, closed, linear operators H(t), t ∈ [0,2π), in L2([0,π ];dx) given by
(
H(t) f
)
(x) = (L f )(x), x ∈ [0,π ],
f ∈ dom(H(t))= {g ∈ L2([0,π ];dx) ∣∣ g, g′ ∈ AC([0,π ]); Lg ∈ L2([0,π ];dx);
g(π) = eit g(0), g′(π) = eit g′(0)}, t ∈ [0,2π). (1.29)
The family {H(t)}t∈[0,2π) is of fundamental importance in the spectral theory of periodic Schrödinger
operators in L2(R;dx) (see below), and again, H(t), t ∈ [0,2π), is self-adjoint if and only if V is
real-valued a.e. on [0,π ]. Moreover, one recalls that for t ∈ (0,2π)\{π}, that is, for all boundary con-
ditions different from periodic and antiperiodic ones, the t-dependent boundary conditions in (1.29)
are strongly Birkhoff regular and hence H(t), t ∈ (0,2π)\{π}, possesses a Riesz basis of root vectors
(cf. [42,61]). For this reason we deal exclusively with the special periodic (t = 0) and antiperiodic
(t = π ) cases in this paper which are Birkhoff regular, but not strongly regular.
Next, to provide a further perspective, we brieﬂy describe the connection between the family of
operators H(t), t ∈ [0,2π), in L2([0,π ];dx), and non-self-adjoint Hill operators H in L2(R;dx), that
is, periodic Schrödinger operators on R deﬁned by
(H f )(x) = (L f )(x), x ∈R,
f ∈ dom(H) = {g ∈ L2(R) ∣∣ g, g′ ∈ AC loc(R); Lg ∈ L2(R)}, (1.30)
with L = − d2
dx2
+ V (x), x ∈R, and V ∈ L2loc(R) periodic on R with period π ,
V (x+ π) = V (x) for a.e. x ∈R. (1.31)
The connection between H in L2(R;dx) and that of the family H(t), t ∈ [0,2π) in L2([0,π ];dx) is
then explicitly given by
GHG−1 = 1
2π
⊕ˆ
[0,2π ]
dt H(t). (1.32)
Here we introduced the Gel’fand transform [26] deﬁned by
G :
{
L2(R) →K,
f → (G f )(x, t) = F (x, t) = l.i.m.N↑∞∑Nn=−N f (x+ nπ)e−int, (1.33)
where K abbreviates the direct integral of Hilbert spaces with constant ﬁbers L2([0,2π ]),
K= 1
2π
⊕ˆ
[0,2π ]
dt L2
([0,2π ])= L2([0,2π ];dt/(2π); L2([0,π ];dx)), (1.34)
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transform is given by
G−1 =
{
K→ L2(R),
F → (G−1F )(x+ nπ) = 12π
´
[0,2π ] dt F (x, t)e
int, n ∈ Z. (1.35)
One then has the spectral connection
σ(H) =
⋃
0tπ
σ
(
H(t)
)
(1.36)
(we recall that σ(H(2π − t)) = σ(H(t)), t ∈ [0,π ]).
There has been a lot of activity in connection with spectral theory for non-self-adjoint Hill oper-
ators H (and HP , HAP) and more general, for closed realizations of L on [0,π ] in (1.1) for various
(non-self-adjoint boundary conditions) especially since the late 1970s, some of which were inspired
by connections to the Korteweg–de Vries hierarchy of evolution equations (we refer, e.g., to [2–6,
24–33,38,44,59,65–67,69–76,83–92,97,98,100]). More closely related to the current paper are the fol-
lowing publications studying non-self-adjoint boundary value problems and associated completeness
and basis properties of the associated root vector systems such as [9–21,41–43,50–57,60–63,77–81,
93–95]. We also note that basis properties for (anti)periodic boundary conditions in the context of
Lp([0,π ];dx), p ∈ (1,∞), were recently discussed in [60]; we also refer to [50,53–55] for various
other boundary conditions.
To the best of our knowledge, results of the type Theorem 1.2, formulated in terms of spectral
data, appear to be without precedent in the literature.
Finally, we brieﬂy summarize the principal notation used in this manuscript: Let H be a separable
complex (inﬁnite-dimensional) Hilbert space, (·,·)H the scalar product in H (linear in the second
factor), and IH the identity operator in H. Next, let T be a linear operator in H, with dom(T ),
ran(T ), and ker(T ) denoting the domain, range, and kernel (i.e., null space) of T . The spectrum, point
spectrum, and resolvent set of a closed linear operator in H will be denoted by σ(·), σp(·), and ρ(·),
respectively. The Banach space of bounded linear operators on H is denoted by B(H); similarly,
B∞(H) and Bp(H), p > 0, denote the Banach space of compact operators on H and the p(N)-based
trace ideals of B(H).
Prime ′ denotes differentiation w.r.t. x, • abbreviates ζ -derivatives where z = ζ 2 represents the
complex spectral parameter. We also use the abbreviation N0 =N∪ {0}. For simplicity of notation we
will abbreviate I = I L2([0,π ];dx) .
2. Floquet theoretic preliminaries
In this section we brieﬂy recall some standard results on the operators HP and HAP and some
elements of the associated Floquet theory. The results recorded in this section were discussed in
detail in [29, Sections 2–4], hence we reproduce them here for the convenience of the reader without
proofs.
For the remainder of this paper we assume condition (1.2), that is, we will always suppose that
V ∈ L2([0,π ];dx).
Associated with the differential expression L = −d2/dx2 + V (x), x ∈ [0,π ], one introduces the fun-
damental system of distributional solutions c(ζ, ·) and s(ζ, ·) of
Lψ(ζ, x) = ζ 2ψ(ζ, x), ζ ∈C, x ∈ [0,π ], (2.1)
satisfying
c(ζ,0) = s′(ζ,0) = 1, c′(ζ,0) = s(ζ,0) = 0, ζ ∈C. (2.2)
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given by
M(ζ ) =
(
c(ζ,π) s(ζ,π)
c′(ζ,π) s′(ζ,π)
)
, ζ ∈C, (2.3)
and its eigenvalues ρ±(ζ ), the Floquet multipliers, satisfy
ρ+(ζ )ρ−(ζ ) = 1 (2.4)
since
det
(M(ζ ))= c(ζ,π)s′(ζ,π) − c′(ζ,π)s(ζ,π) = 1. (2.5)
The Floquet discriminant u+(·) is then deﬁned by
u+(ζ ) = tr
(M(ζ ))/2= [c(ζ,π) + s′(ζ,π)]/2, ζ ∈C, (2.6)
u+(·) is an even function of exponential type, and one obtains
ρ±(ζ ) = u+(ζ ) ± i
√
1− u+(ζ )2, (2.7)
with an appropriate choice of the square root branches. We also note that
∣∣ρ±(ζ )∣∣= 1 if and only if u+(ζ ) ∈ [−1,1]. (2.8)
The signiﬁcance of the Floquet discriminant is underscored by the fact that
σ
(
HP
)= {ζ 2 ∈C ∣∣ u+(ζ ) = 1}, (2.9)
σ
(
HAP
)= {ζ 2 ∈C ∣∣ u+(ζ ) = −1}, (2.10)
σ
(
H(t)
)= {ζ 2 ∈C ∣∣ u+(ζ ) = cos(t)}, t ∈ [0,2π). (2.11)
Concerning the asymptotic behavior of c(ζ, ·), s(ζ, ·), and u+(ζ ) as |ζ | → ∞ we recall the repre-
sentations
c(ζ, x) = cos(ζ x) + c sin(ζ x)
ζ
+ f (ζ, x)
ζ
, (2.12)
s(ζ, x) = sin(ζ x)
ζ
− c cos(ζ x)
ζ 2
+ g(ζ, x)
ζ 2
, (2.13)
u+(ζ ) = cos
(
π
(
ζ − (c/ζ )))+ h(ζ )
ζ 2
, (2.14)
where c ∈ C is a constant, f (ζ, x), g(ζ, x), and h(ζ ) are entire functions of exponential type with
respect to ζ (the type of h(·) being less or equal to π ) satisfying
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R
dp
πˆ
0
dx
∣∣ f (p, x)∣∣2 + ˆ
R
dp
πˆ
0
dx
∣∣g(p, x)∣∣2 < ∞, (2.15)
ˆ
R
dp
∣∣h(p)∣∣2 < ∞, ∑
k∈Z
∣∣h(k)∣∣< ∞. (2.16)
The asymptotic representations (2.12)–(2.16) imply that every disk D2k = {z ∈ C | |z − 4k2| 
2|c| + 1} for k ∈ N suﬃciently large, contains precisely two eigenvalues λ+2k and λ−2k of HP and one
eigenvalue μ2k of HD satisfying
λ±2k =
[
2k + c
2kπ
+ h
±
k
k
]2
,
∑
k∈N
∣∣h±k ∣∣2 < ∞, (2.17)
μ2k =
[
2k + c
2kπ
+ gk
k
]2
,
∑
k∈N
|gk|2 < ∞ (2.18)
(cf. also [58, Chapter 1, Section 3.4]). Similarly, every disk Dk = {z ∈ C | |z − k2|  2|c| + 1} contains
for k ∈N suﬃciently large a critical point κk of +(ζ 2) = u+(ζ ), that is, u•+(κ1/2k ) = 0.
For future purposes it is also convenient to introduce
u−(ζ ) =
[
c(ζ,π) − s′(ζ,π)]/2, ζ ∈C. (2.19)
Floquet solutions ψ±(ζ, x), x ∈ R, of Lψ(ζ, x) = ζ 2ψ(ζ, x), normalized at x = 0, associated with L are
then given by (ζ 2 ∈C\{μ j} j∈N)
ψ±(ζ, x) = c(ζ, x) +
[
ρ±(ζ ) − c(ζ,π)
]
s(ζ,π)−1s(ζ, x) (2.20)
= c(ζ, x) +m±(ζ )s(ζ, x), (2.21)
m±(ζ ) =
[−u−(ζ ) ± i√1− u+(ζ )2 ]/s(ζ,π), (2.22)
ρ±(ζ ) = u+(ζ ) ± i
√
1− u+(ζ )2, (2.23)
ψ±(ζ,0) = 1, ψ ′±(ζ,0) =m±(ζ ). (2.24)
One then veriﬁes (for ζ 2 ∈C\{μ2j } j∈N , x ∈R),
ψ±(ζ, x+ π) = ρ±(ζ )ψ±(ζ, x), (2.25)
W
(
ψ+(ζ, ·),ψ−(ζ, ·)
)=m−(ζ ) −m+(ζ ) = −2i√1− u+(ζ )2/s(ζ,π), (2.26)
m+(ζ ) +m−(ζ ) = −2u−(ζ )/s(ζ,π), (2.27)
m+(ζ )m−(ζ ) = −c′(ζ,π)/s(ζ,π), (2.28)
where
W ( f , g)(x) = f (x)g′(x) − f ′(x)g(x), x ∈ [0,π ] (resp., x ∈R), (2.29)
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satisfy the ζ -dependent boundary conditions (cf. also (1.29)),
g(π) = ρ±(ζ )g(0), g′(π) = ρ±(ζ )g′(0). (2.30)
Moreover, the Floquet solutions ψ±(ζ, ·) become periodic solutions of (2.1) if ζ 2 = λ±2k , k ∈N, that is,
ψ+
((
λ±2k
)1/2
, x
)= ψ−((λ±2k)1/2, x), x ∈R,
if ρ±
((
λ±2k
)1/2)= 1= u+((λ±2k)1/2) for some k ∈N. (2.31)
Assuming that the square root in (2.7) is chosen such that
∣∣ρ+(ζ )∣∣< 1, ∣∣ρ−(ζ )∣∣> 1, ζ ∈C, u+(ζ ) /∈ [−1,1], (2.32)
then
ψ±(ζ, ·) ∈ L2
([x0,±∞);dx) for all x0 ∈R, ζ ∈C\{μ1/2j } j∈N, u+(ζ ) /∈ [−1,1]. (2.33)
Next, we will take a closer look at eigenfunctions and generalized eigenfunctions (i.e., root vectors)
of HP . For this purpose we suppose that ψ j(ζ j, ·), j = 1,2, are distributional solutions of
Lψ j(ζ j, x) = ζ 2j ψ j(ζ j, x), ζ j ∈C, j = 1,2, x ∈ [0,π ]. (2.34)
Then the fact that
d
dx
W
(
ψ1(ζ1, ·),ψ2(ζ2, ·)
)
(x) = (ζ 21 − ζ 22 )ψ1(ζ1, x)ψ2(ζ2, x), (2.35)
yields for x j ∈ [0,π ], j = 1,2,
x2ˆ
x1
dxψ1(ζ1, x)ψ2(ζ2, x)
= W (ψ1(ζ1, ·),ψ2(ζ2, ·))(x2) − W (ψ1(ζ1, ·),ψ2(ζ2, ·))(x1)
ζ 21 − ζ 22
, ζ 21 	= ζ 22 . (2.36)
Letting ζ2 → ζ1 this implies
x2ˆ
x1
dxψ1(ζ1, x)ψ2(ζ1, x) (2.37)
= −[W (ψ1(ζ1, ·),ψ•2 (ζ1, ·))(x2) − W (ψ1(ζ1, ·),ψ•2 (ζ1, ·))(x1)]/[2ζ1], ζ1 ∈C.
Applying (2.37) with x1 = 0 and x2 = x and ψ1(ζ, ·) and ψ2(ζ, ·) equal to one of s(ζ, ·) and c(ζ, ·), and
employing (cf. (2.2))
s•(ζ,0) = c•(ζ,0) = s• ′(ζ,0) = c• ′(ζ,0) = 0, ζ ∈C, (2.38)
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s•(ζ, x) = 2ζ
xˆ
0
dy
[
c(ζ, x)s(ζ, y) − s(ζ, x)c(ζ, y)]s(ζ, y), (2.39)
c•(ζ, x) = 2ζ
xˆ
0
dy
[
c(ζ, x)s(ζ, y) − s(ζ, x)c(ζ, y)]c(ζ, y), (2.40)
s• ′(ζ, x) = 2ζ
xˆ
0
dy
[
c′(ζ, x)s(ζ, y) − s′(ζ, x)c(ζ, y)]s(ζ, y), (2.41)
c• ′(ζ, x) = 2ζ
xˆ
0
dy
[
c′(ζ, x)s(ζ, y) − s′(ζ, x)c(ζ, y)]c(ζ, y) (2.42)
for ζ ∈C, x ∈ [0,π ]. In particular, choosing x= π in (2.40) and (2.41) implies
u•+(ζ ) =
[
c•(ζ,π) + s• ′(ζ,π)]/2
= ζ
πˆ
0
dy
[−s(ζ,π)c(ζ, y)2 + [c(ζ,π) − s′(ζ,π)]c(ζ, y)s(ζ, y)
+ c′(ζ,π)s(ζ, y)2] (2.43)
= −ζ s(ζ,π)
πˆ
0
dxψ+(ζ, x)ψ−(ζ, x), ζ ∈C. (2.44)
We also refer to [7, Section 8.3], [18, Chapter 2], [39, Section 10.8], [82, Section 21.3] in connection
with (2.38)–(2.43).
Turning to eigenvectors of HP associated with some ζ 2 ∈ σ(HP ), the corresponding eigenvector
ansatz
f (ζ, x) = Ac(ζ, x) + Bs(ζ, x), x ∈ [0,π ], (2.45)
and the periodic boundary conditions in (1.3) yield the characteristic equation
det
(
I2 −M(ζ )
)= det((1− c(ζ,π) −s(ζ,π)−c′(ζ,π) 1− s′(ζ,π)
))
= 2[1− c(ζ,π) − s′(ζ,π)]
= 2[1− u+(ζ )]= 0, (2.46)
with I2 the identity matrix in C2.
To discuss the connection between the algebraic multiplicity of an eigenvalue of HP and the order
of a zero in Eq. (2.46), we recall the following results:
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(
I − (ζ 2 − ζ 20 )(HP − ζ 20 I)−1)= 1− u+(ζ )1− u+(ζ0) , ζ ∈C, ζ 20 ∈ ρ
(
HP
)
, (2.47)
detL2([0,π ];dx)
(
I − (ζ 2 − ζ 20 )(HD − ζ 20 I)−1)= s(ζ,π)s(ζ0,π) , ζ ∈C, ζ 20 ∈ ρ
(
HD
)
, (2.48)
detL2([0,π ];dx)
(
I − (ζ 2 − ζ 20 )(HN − ζ 20 I)−1)= c′(ζ,π)c′(ζ0,π) , ζ ∈C, ζ 20 ∈ ρ
(
HN
)
. (2.49)
Here detL2([0,π ];dx)(·) denotes the Fredholm determinant of trace class perturbations of the identity
operator I in L2([0,π ];dx) and we used the fact that
(
HP − ζ 20 I
)−1
,
(
HD − ζ 20 I
)−1
,
(
HN − ζ 20 I
)−1 ∈ B1(L2([0,π ];dx)) (2.50)
for ζ 20 in the corresponding resolvent set. Eqs. (2.47)–(2.49) have been derived, for instance, in [30]
(cf. also [27]). The relevance of (2.47)–(2.49) now becomes clear when combined with the fact (1.23):
The multiplicity of a zero ζ0 of
[
u+(·) − 1
]
equals the algebraic multiplicity
of the eigenvalue ζ 20 of σ
(
HP
)
, (2.51)
the multiplicity of a zero ζ0 of s(·,π) equals the algebraic multiplicity
of the eigenvalue ζ 20 of σ
(
HD
)
, (2.52)
the multiplicity of a zero ζ0 of c′(·,π) equals the algebraic multiplicity
of the eigenvalue ζ 20 of σ
(
HN
)
. (2.53)
Alternatively, the conclusions in (2.51)–(2.53) also follow from the results in [64, &2.3] (see also [46,
Appendix IV, Section 2]).
To reduce the number of case distinctions necessary in connection with a discussion of root vectors
of HP and the multiplicity of a zero ζ0 in (2.46), we now assume that |ζ0| is suﬃciently large so that
by the asymptotic behavior (2.12)–(2.16) and an application of Rouché’s theorem, [1− u+(·)] = 0 has
a zero of multiplicity at most two at ζ0, and analogously, s(·,π) and c′(·,π) both have at most a
simple zero at ζ0. Combining this with the facts in (2.51)–(2.53), this implies that
the algebraic multiplicity of any eigenvalue of HP outside D(0; R)
is at most two for R > 0 suﬃciently large, (2.54)
the algebraic multiplicity of any eigenvalue of HD and HN outside D(0; R)
equals one for R > 0 suﬃciently large, (2.55)
where D(0; R) ⊂ C denotes the open disk in C with center at the origin and radius R > 0. In partic-
ular, for R > 0 suﬃciently large, all eigenvalues of HD and HN outside D(0; R) are thus simple.
To describe the root vectors of HP we now consider the following cases:
Case (I). Suppose that ζ0 is a simple zero of [1− u+(·)], that is,
u+(ζ0) = 1, u•+(ζ0) 	= 0. (2.56)
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P with corresponding eigenspace
ker
(
HP − ζ 20 I
)=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
lin. span{s(ζ0,π)c(ζ0, ·) + [1− c(ζ0,π)]s(ζ0, ·)},
if s(ζ0,π) 	= 0 or c(ζ0,π) 	= 1,
lin. span{[1− s′(ζ0,π)]c(ζ0, ·) + c′(ζ0,π)]s(ζ0, ·)},
if c′(ζ0,π) 	= 0 or s′(ζ0,π) 	= 1.
(2.57)
One observes that
s(ζ0,π) = c′(ζ0,π) = 0 and c(ζ0,π) = s′(ζ0,π) = 1 (2.58)
contradicts the assumption that ζ0 is a simple zero of [1− u+(·)].
Case (II). Suppose that ζ0 is a double zero of [1− u+(·)], that is,
u+(ζ0) = 1, u•+(ζ0) = 0, u••+ (ζ0) 	= 0, (2.59)
and
s(ζ0,π) 	= 0, c′(ζ0,π) = 0. (2.60)
Then W (c(ζ0, ·), s(ζ0, ·))(π) = 1 and u+(ζ0) = 1 yield c(ζ0,π) = s′(ζ0,π) = 1 and hence (2.43)
implies
πˆ
0
dy c(ζ0, y)
2 = 0 (2.61)
and thus (2.42) yields
c• ′(ζ0,π) = 0. (2.62)
However, (2.62) would imply the contradiction that ζ 20 is an eigenvalue of H
N of algebraic multiplicity
equal to two by (2.42) and (2.49). Hence this case cannot occur for |ζ0| > R by hypothesis.
Case (III). Suppose that ζ0 is a double zero of [1− u+(·)], that is,
u+(ζ0) = 1, u•+(ζ0) = 0, u••+ (ζ0) 	= 0, (2.63)
and
s(ζ0,π) = 0, c′(ζ0,π) 	= 0. (2.64)
Then again W (c(ζ0, ·), s(ζ0, ·))(π) = 1 and u+(ζ0) = 1 yield c(ζ0,π) = s′(ζ0,π) = 1 and hence
(2.43) now implies
πˆ
dy s(ζ0, y)
2 = 0 (2.65)0
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s•(ζ0,π) = 0. (2.66)
However, (2.66) would imply the contradiction that ζ 20 is an eigenvalue of H
D of algebraic multiplicity
equal to two by (2.40) and (2.49). Hence also this case cannot occur for |ζ0| > R by hypothesis.
Case (IV). Suppose that ζ0 is a double zero of [1− u+(·)], that is,
u+(ζ0) = 1, u•+(ζ0) = 0, u••+ (ζ0) 	= 0, (2.67)
and
s(ζ0,π) 	= 0, c′(ζ0,π) 	= 0. (2.68)
Then ζ 20 is an eigenvalue of H
P of algebraic multiplicity equal to two with corresponding
eigenspace
ker
(
HP − ζ 20 I
)= lin. span{s(ζ0,π)c(ζ0, ·) + [1− c(ζ0,π)]s(ζ0, ·)} (2.69)
and generalized eigenspace
ker
((
HP − ζ 20 I
)2)\ker(HP − ζ 20 I)
= lin. span{{[c•(ζ0,π)/[1− c(ζ0,π)]]+ [s•(ζ0,π)/s(ζ0,π)]}c(ζ0, ·)
+ c•(ζ0, ·) +
[[
1− c(ζ0,π)
]
/s(ζ0,π)
]
s•(ζ0, ·)
}
. (2.70)
The fact (2.70) is obtained as follows: First, one makes the general ansatz for the root vector
g(ζ0, ·) of HP associated with ζ 20 ,
g(ζ0, x) = Ac(ζ0, x) + Bs(ζ0, x) + Cc•(ζ0, x) + Ds•(ζ, x), x ∈ [0,π ], (2.71)
and requires that
g(ζ0, ·) ∈ dom
(
HP
)
. (2.72)
Because of (2.69) one can, without loss of generality, either set A = 0 or B = 0 in (2.71). Choosing
B = 0 (2.73)
in (2.71), and noting that
(
L − ζ 20
) 1
2ζ0
(
c•(ζ0, ·)
s•(ζ0, ·)
)
=
(
c(ζ0, ·)
s(ζ0, ·)
)
(2.74)
in the sense of distributions, the requirement
(
L − ζ 20
)
g(ζ, ·) = [Cc(ζ0, ·) + Ds(ζ, ·)] ∈ dom(HP ) (2.75)
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[
1− c(ζ0,π)
]
C − s(ζ0,π)D = 0, (2.76)
and solving for A in connection with (2.72) implies (2.70).
As a consequence, all eigenvalues λ+2k of H
P of suﬃciently large magnitude, necessarily either
belong to Case (I) or to Case (IV).
For additional discussions of root vectors we also refer, for instance, to [47, Appendix IV.2], [58,
Section 1.3] and [64, &I.2].
In connection with the concept of biorthogonality we recall the elementary fact that if HP fk =
λk fk , fk ∈ dom(HP ) and (HP )∗g = λg , g ∈ dom((HP )∗), with λk 	= λ , then
λk(g, fk)H =
(
g, H
P fk
)
H =
((
HP
)∗
g, fk
)
H = λ(g, fk)H (2.77)
yields [λk − λ](g, fk)H = 0 and hence
(g, fk)H = 0 since λk 	= λ. (2.78)
In particular, since the boundary conditions in HP are self-adjoint, this shows that g(x) = f(x),
x ∈ [0,π ], satisﬁes g ∈ dom((HP )∗) and (HP )∗g = λg , whenever f satisﬁes HP f = λ f , f ∈
dom(HP ).
Of course, completely analogous considerations apply to HAP .
Next, we note that the entire functions u+(·) − cos(t), t ∈ [0,2π), s(·,π), and c′(·,π) are all
nonconstant, in particular, the characteristic functions associated with the boundary value problems
Lg = ζ 2g , g, g′ ∈ AC([0,π ]), and the corresponding boundary conditions in H(t), t ∈ [0,2π), HD , and
HN do not vanish identically. By deﬁnition, the latter property characterizes the boundary conditions
in H(t), t ∈ [0,2π), HD , and HN as nondegenerate. This yields the following special case of a result
proved, for instance, in [58, Theorem 1.3.1]:
Theorem 2.1. Assume V ∈ L2([0,π ];dx), then the system of root vectors of H(t), t ∈ [0,2π), HD , and HN ,
respectively, is complete in L2([0,π ];dx).
It should be noted that since the boundary conditions for H(t) in (1.29) are regular in the sense
of Birkhoff (cf. [64, &4.8], and for various generalizations, see, e.g., [19,20,22,23,96]), every vector in
L2([0,π ];dx) can be represented as a bracketed series of root vectors which also implies the com-
pleteness of the system of root vectors of H(t), t ∈ [0,2π).
In conclusion, we also recall the resolvent formula for the operator H(t), t ∈ [0,2π); the special
periodic case, t = 0, will play a particular role in Section 3.
((
H(t) − ζ 2 I)−1 f )(x) =
πˆ
0
dy GH(t)
(
ζ 2, x, y
)
f (y),
ζ 2 ∈ ρ(H(t)), t ∈ [0,2π), f ∈ L2([0,π ];dx), (2.79)
where (cf., e.g., [64, &3.7], [68, Section III.16])
GH(t)
(
ζ 2, x, y
)= 1
W (ψ+(ζ ),ψ−(ζ ))
{
ψ−(ζ, x)ψ+(ζ, y), x y,
ψ+(ζ, x)ψ−(ζ, y), x y,
(2.80)
+ ψ+(ζ, x)ψ−(ζ, y)[eitρ (ζ ) − 1]W (ψ (ζ ),ψ (ζ )) +
ψ−(ζ, x)ψ+(ζ, y)
[e−itρ (ζ ) − 1]W (ψ (ζ ),ψ (ζ ))− + − − + −
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2[u+(ζ ) − cos(t)] c(ζ, x)c(ζ, y) −
c′(ζ,π)
2[u+(ζ ) − cos(t)] s(ζ, x)s(ζ, y)
+
{
e−it − c(ζ,π), x y,
−eit + s′(ζ,π), x y,
2[u+(ζ ) − cos(t)] c(ζ, x)s(ζ, y) (2.81)
+
{−e−it + s′(ζ,π), x y,
eit − c(ζ,π), x y,
2[u+(ζ ) − cos(t)] s(ζ, x)c(ζ, y),
ζ 2 ∈ ρ(H(t)), t ∈ [0,2π), x, y ∈ [0,π ].
3. More background properties on H P and HD
In this section we take a closer look at root vectors of HP and HD .
We start by partitioning the spectrum of HD appropriately: First, let k0 ∈ N be suﬃciently large
such that every disk D2k = {z ∈C | |z−4k2| 2|c|+1}, k k0, contains precisely two points of σ(HP )
and one point of σ(HD). It follows from (2.17)–(2.18) that the disk D0 = {z ∈C | |z| 4k20 + 2|c| + 1}
contains precisely 2k0 + 1 points of σ(HP ) and k0 points of σ(HD).
Now we split up N0 into three disjoint subsets as follows,
N0 =
{
Nk0 ∪ {0}
}∪Ns ∪Nm, (3.1)
where Nk0 = {1, . . . ,k0}, Ns is the subset of all positive integers k such that the points of σ(HP ) in
the disk D2k are simple and distinct, and Nm is the subset of all positive integers k such that there is
only one point of σ(HP ) inside the disk D2k of algebraic multiplicity equal to two.
For the 2k0 + 1 eigenvalues of σ(HP ) inside the disk D0 we ﬁx an arbitrary labeling λ0, λ±2 ,
. . . , λ±2k0 and two associated biorthogonal root systems
{
φ0, φ
±
k
}
k∈Nk0
, and
{
χ0,χ
±
k
}
k∈Nk0
(3.2)
of HP and (HP )∗ , respectively.
Moreover, the set Ns can be further disjointly decomposed into Ns = N′s ∪N′′s , where the distinct
points λ+2k and λ
−
2k of σ(H
P ) in the disk D2k , for k ∈ N′s differ from μ2k ∈ σ(HD), while for k ∈ N′′s
one of the distinct points λ+2k and λ
−
2k of σ(H
P ) in the disk D2k coincides with μ2k ∈ σ(HD).
For k ∈N′s we ﬁx an arbitrary labeling of λ+2k and λ−2k , and set λ+2k = μ2k 	= λ−2k for k ∈N′′s .
Finally, for k ∈Nm one has λ+2k = λ−2k and we further disjointly decompose Nm =N′m ∪N′′m , where
N
′
m =
{
k ∈Nm
∣∣ λ+2k = λ−2k = μ2k}, N′′m = {k ∈Nm ∣∣ λ+2k = λ−2k 	= μ2k}. (3.3)
In the following we will use the connection z = ζ 2 ∈C and predominantly use the variable ζ ∈C.
In addition, we also agree to use the notation
ζk = [μk]1/2, ξ0 = [λ0]1/2, ξ±k =
[
λ±k
]1/2
,
ω0 = [κ0]1/2, ωk = [κk]1/2, k ∈N. (3.4)
In particular, we use the enumeration where (cf. (2.17), (2.18)) for k  k0, with k0 ∈ N suﬃciently
large,
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(
k−1
)
, ξ±2k =k→∞2k + O
(
k−1
)
, (3.5)
and choose some enumeration of the 2k0 + 1 points ξ0, ξ±2 , . . . , ξ±2k0 and the k0 points ζ2, . . . , ζ2k0
(counting multiplicity) inside the disk {ζ ∈C | |ζ | [4k20 + 2|c| + 1]1/2}.
Moreover, in the proof of Lemma 4.2 we need to enumerate all zeros of u+(·) − 1, u•+(·), and
s(·,π). Due to our choice of λ0 = [ξ0]2, λ±k = [ξ±k ]2, μk = [ζk]2, κ0 = [ω0]2, κk = [ωk]2, k ∈N, we then
use the additional enumeration
ζ−k = −ζk, ±ξ0, ξ±−k = −ξ±k , ±ω0,ω−k = −ωk, k ∈N. (3.6)
Summarizing our notation concerning Ns and Nm , one then has the following scenarios:
u+
(
ξ±2k
)= 1, u•+(ξ±2k) 	= 0, ξ+2k 	= ξ−2k, k ∈Ns, (3.7)
s
(
ξ±2k,π
) 	= 0, k ∈N′s, (3.8)
s
(
ξ+2k,π
)= 0, s•(ξ+2k,π) 	= 0, s(ξ−2k,π) 	= 0, k ∈N′′s , (3.9)
u+
(
ξ±2k
)= 1, u•+(ξ±2k)= 0, u••+ (ξ±2k) 	= 0, ξ+2k = ξ−2k, k ∈Nm, (3.10)
s
(
ξ±2k,π
)= 0, s•(ξ±2k,π) 	= 0, k ∈N′m, (3.11)
s
(
ξ±2k,π
) 	= 0, k ∈N′′m. (3.12)
To describe root vectors of HP and (HP )∗ we will employ the resolvent RP (·) of HP . The latter
corresponds to the case t = 0 in (2.81) and hence is of the form,
(
RP
(
ζ 2
)
f
)
(x) = ((HP − ζ 2 I)−1 f )(x) =
πˆ
0
dy GHP
(
ζ 2, x, y
)
f (y),
ζ 2 ∈ ρ(HP ), f ∈ L2([0,π ];dx), (3.13)
GHP
(
ζ 2, x, y
)= s(ζ,π)
2[u+(ζ ) − 1] c(ζ, x)c(ζ, y) −
c′(ζ,π)
2[u+(ζ ) − 1] s(ζ, x)s(ζ, y)
+ A(ζ )
2[u+(ζ ) − 1]c(ζ, x)s(ζ, y) +
B(ζ )
2[u+(ζ ) − 1] s(ζ, x)c(ζ, y)
+ Ω(ζ, x, y; f ; A, B), ζ 2 ∈ ρ(HP ), x, y ∈ [0,π ], (3.14)
where A(ζ ) and B(ζ ) can be chosen to be either [1− c(ζ,π)] or [s′(ζ,π) − 1],
A(ζ ), B(ζ ) ∈ {[1− c(ζ,π)], [s′(ζ,π) − 1]}, (3.15)
and Ω(ζ, x, y; f ; A, B) is entire with respect to ζ .
(I) We start with eigenvectors of HP associated with the eigenvalues λ+2k = [ξ+2k]2 for k ∈ Ns =
N′s ∪N′′s .
We ﬁrst treat the case k ∈ N′s , where ξ+2k 	= ξ−2k , ζ2k 	= ξ±2k , and hence s(ξ±2k,π) 	= 0. Focusing tem-
porarily on ξ+2k , we separately consider the cases where s
′(ξ+2k,π) 	= 1 and s′(ξ+2k,π) = 1. We start
with the case
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s′
(
ξ+2k,π
)− 1= s′(ξ+2k,π)− u+(ξ+2k)= −u−(ξ+2k)= −[c(ξ+2k,π)− 1], (3.16)
and the identity
u+(ζ )2 − 1− u−(ζ )2 = c′(ζ,π)s(ζ,π), (3.17)
yields
u−(ξ+2k)
2
s(ξ+2k,π)2
= −c
′(ξ+2k,π)
s(ξ+2k,π)
. (3.18)
Since λ+2k = [ξ+2k]2 is a simple pole of RP (·), one obtains from (3.14)
−(Resζ 2=λ+2k R P (ζ 2) f )(x) = ξ
+
2ks(ξ
+
2k,π)
u•+(ξ+2k)
ψ±
(
ξ+2k, x
) πˆ
0
dyψ±
(
ξ+2k, y
)
f (y), (3.19)
with
ψ±
(
ξ+k , x
)= c(ξ+k , x)− [u−(ξ+k )/s(ξ+k ,π)]s(ξ+k , x). (3.20)
Next, we turn to the case
s′(ξ+2k,π) = 1: Then the identity (3.17) and the fact
2u+
(
ξ+2k
)= c(ξ+2k,π)+ s′(ξ+2k,π)= 2 (3.21)
imply
c
(
ξ+2k,π
)= 1, u−(ξ+2k)= 0, and hence c′(ξ+2k,π)s(ξ+2k,π)= 0. (3.22)
Since k ∈N′s and thus s(ξ+2k,π) 	= 0, one obtains that c′(ξ+2k,π) = 0 and (3.14) implies
−(Resζ 2=λ+2k R P (ζ 2) f )(x) = ξ
+
2ks(ξ
+
2k,π)
u•+(ξ+2k)
c
(
ξ+2k, x
) πˆ
0
dy c
(
ξ+2k, y
)
f (y), (3.23)
which coincides with (3.19) since u−(ξ+2k) = 0 and u+(ξ+2k) = 1 now yield
ψ±
(
ξ+2k, x
)= c(ξ+2k, x). (3.24)
In this context we want the stress the following point: The fact that u•+(ξ±2k) 	= 0 implies the
existence of some biorthogonal system of eigenvectors, but our point here is that we are looking
for such eigenvectors that can be a part of a Riesz basis. For this purpose we use the residues of the
resolvent operators given by (1.19) to calculate these vectors explicitly. Subsequently, we will use them
in the proofs of our principal results.
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φ±k (x) =
[
ξ±2ks(ξ
±
2k,π)
u•+(ξ±2k)
]1/2
ψ+
(
ξ±2k, x
)
,
χ±k (x) = φ±k (x), x ∈ [0,π ], k ∈N′s. (3.25)
Employing (2.44), one concludes that
{
φ±k
}
k∈N′s and
{
χ±k
}
k∈N′s (3.26)
form two biorthogonal systems in L2([0,π ];dx), where φ±k , k ∈ N′s , are eigenvectors of HP , and χ±k ,
k ∈N′s , are eigenvectors of (HP )∗ , with eigenvalues ξ±2k and ξ±2k , respectively.
Next, we consider the case k ∈N′′s implying that ξ+2k = ζ2k 	= ξ−2k . In this case
c
(
ξ+2k,π
)− 1= s′(ξ+2k,π)− 1 = s(ξ+2k,π)= s(ζ2k,π) = u−(ξ+2k)= 0 (3.27)
and
c′
(
ξ+2k,π
)= lim
ζ→ξ+2k
u+(ζ )2 − 1− u−(ζ )2
s(ζ,π)
= 2u
•+(ξ+2k)
s•(ξ+2k,π)
. (3.28)
Rewriting (2.44) in the form
u•+(ζ ) = ζ
πˆ
0
dy
[−s(ζ,π)c(ζ, y)2 + 2u−(ζ )c(ζ, y)s(ζ, y)
+ [u+(ζ )2 − 1− u−(ζ )2]s(ζ,π)−1s(ζ, y)2], (3.29)
one concludes that
s•
(
ξ+2k,π
)= 2ξ+2k
πˆ
0
dy s
(
ξ+2k, y
)2 	= 0. (3.30)
Thus, (3.14) implies
−(Resζ 2=λ+2k R P (ζ 2) f )(x) = −2ξ
+
2k
s•(ξ+2k,π)
s
(
ξ+2k, x
) πˆ
0
dy s
(
ξ+2k, y
)
f (y). (3.31)
Hence, introducing
φ+k (x) =
[ −2ξ+2k
s•(ξ+2k,π)
]1/2
s
(
ξ+2k, x
)
, φ−k (x) =
[
ξ−2ks(ξ
−
2k,π)
u•+(ξ−2k)
]1/2
ψ+
(
ξ−2k, x
)
,
χ±(x) = φ±(x), x ∈ [0,π ], k ∈N′′s (3.32)k k
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{
φ±k
}
k∈N′′s and
{
χ±k
}
k∈N′′s (3.33)
represent two biorthogonal systems in L2([0,π ];dx). Here φ±k , k ∈ N′′s , are eigenvectors of HP ,
and χ±k , k ∈N′′s , are eigenvectors of (HP )∗ , with eigenvalues ξ±2k and ξ±2k , respectively.
Concluding case (I), we note the following: The non-trivial part of (3.30) is the equality between
the left- and right-hand sides in (3.30). Since evidently ζ2k = ξ+2k is a simple root of s(·,π), either side
of (3.30) is nonzero. Consequently, we can deﬁne the functions φ+k and χ
−
k and verify the condition
(φ+k ,χ
−
k )L2([0,π ];dx) = 1.
(II) We continue with root vectors associated with the eigenvalues λ+2k = [ξ+2k]2 for k ∈ Nm =
N′m ∪N′′m .
We start with k ∈N′m , where ξ±2k = ζ2k and
c(ζ2k,π) − 1= s′(ζ2k,π) − 1= s(ζ2k,π) = c′(ζ2k,π)
= u+(ζ2k) − 1 = u•+(ζ2k) = u−(ζ2k) = 0, (3.34)
and hence every nonzero solution of (2.1) with ζ = ξ±2k = ζ2k is an eigenfunction of HP . Moreover, for
k ∈N′m , [1− u+(ζ )2]1/2 is a single-valued function of ζ for ζ 2 ∈ D2k and hence the Floquet solutions
permit the asymptotic expansion
ψ±(ζ, x) =
ζ→ζ2k
c(ζ2k, x) − u
•−(ζ2k) ± [u••+ (ζ2k)]1/2
s•(ζ2k,π)
s(ζ2k, x) + o(1). (3.35)
Differentiating (2.44) with respect to ζ , subsequently taking ζ = ζ2k , yields
u••+ (ζ2k) = −ζ2ks•(ζ2k,π)
πˆ
0
dyψ+(ζ2k, y)ψ−(ζ2k, y). (3.36)
Denoting
dk =
[−ζ2ks•(ζ2k,π)/u••(ζ2k)]1/2, (3.37)
it follows from (2.12)–(2.18) that the asymptotic representations
dk =
k→∞
π−1/2
[
1+ o(1)], ψ±(ζ2k, x) =
k→∞
e±iζ2kx
[
1+ o(1)] (3.38)
hold. Moreover, if we set
φ+k (x) = dkψ+(ζ2k, x), χ+k (x) = dkψ−(ζ2k, x), x ∈ [0,π ], k ∈N′m, (3.39)
then (3.36) implies
(
φ+k ,χ
+
k
)
L2([0,π ];dx) = 1, k ∈N′m. (3.40)
Furthermore, one ﬁnds that the numbers
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(
χ+k ,χ
+
k
)
L2([0,π ];dx), βk =
(
φ+k , φ
+
k
)
L2([0,π ];dx),
γk =
(
χ+k − αkφ+k , φ+k − βkχ+k
)
L2([0,π ];dx), k ∈N′m, (3.41)
satisfy the asymptotic relations
αk =
k→∞
o(1), βk =
k→∞
o(1), γk =
k→∞
1+ o(1), (3.42)
and the fact that
(
χ+k − αkφ+k ,χ+k
)
L2([0,π ];dx) =
(
φ+k − βkχ+k , φ+k
)
L2([0,π ];dx) = 0, k ∈N′m. (3.43)
At this point we deﬁne the functions
φ−k (x) = γ −1/2k
[
χ+k (x) − αkφ+k (x)
]
, χ−k (x) = γ −1/2k
[
φ+k (x) − βkχ+k (x)
]
,
x ∈ [0,π ], k ∈N′m, (3.44)
and conclude that
{
φ±k
}
k∈N′m and
{
χ±k
}
k∈N′m (3.45)
represent two biorthogonal systems in L2([0,π ];dx). Here φ±k , k ∈ N′m , are eigenvectors of HP ,
and χ±k , k ∈N′m , are eigenvectors of (HP )∗ , with eigenvalues ζ2k and ζ2k , respectively.
Finally, we consider the case k ∈ N′′m , where ξ+2k = ξ−2k 	= ζ2k . In this case s(ξ±2k,π) 	= 0, and hence
(2.44) implies
πˆ
0
dyψ+
(
ξ±2k, y
)
ψ−
(
ξ±2k, y
)= 0 (3.46)
(with ξ+2k = ξ−2k), and
ψ+
(
ξ±2k, x
)= ψ−(ξ±2k, x)= c(ξ±2k, x)− [u−(ξ±2k)/s(ξ±2k,π)]s(ξ±2k, x),
x ∈ [0,π ], k ∈N′′m. (3.47)
Differentiating (2.44) with respect to ζ , subsequently taking ζ = ξ±2k , yields
−u••+
(
ξ±2k
)= ξ±2ks(ξ±2k,π)
πˆ
0
dyψ+
(
ξ±2k, y
)[
ψ•+
(
ξ±2k, y
)+ ψ•−(ξ+2k, y)]. (3.48)
Employing the identity
ψ+(ζ, x) + ψ−(ζ, x) = 2c(ζ, x) − 2
[
u−(ζ )/s(ζ,π)
]
s(ζ, x), (3.49)
to compute ψ•+(ξ±2k, ·) + ψ•−(ξ±2k, ·), the functions
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−1
u••+ (ξ±2k)
ψ+
(
ξ±2k, x
)
,
φ−k (x) = ξ±2ks
(
ξ±2k,π
)[
ψ•+
(
ξ±2k, x
)+ ψ•−(ξ±2k, x)]
= 2ξ±2k
[
s
(
ξ±2k,π
)
c•
(
ξ±2k, x
)− u−(ξ±2k)s•(ξ±2k, x)]
+ 2[[s•(ξ±2k,π)/s(ξ±2k,π)]u−(ξ±2k)− u•−(ξ±2k)]ξ±2ks(ξ±2k, x), (3.50)
χ+k (x) = φ+k (x),
χ−k (x) = φ−k (x) −
(
φ−k , φ
−
k
)
L2([0,π ];dx)χ
+
k (x), x ∈ [0,π ], k ∈N′′m,
form two biorthogonal systems in L2([0,π ];dx). Here φ±k , k ∈ N′′m , are root vectors of HP , and χ±k ,
k ∈N′′m , are root vectors of (HP )∗ , with eigenvalues ξ±2k and ξ±2k , respectively.
We summarize the results of this preparatory section as follows:
Theorem 3.1. Assume V ∈ L2([0,π ];dx). Then the system {φ±k (·)}k∈N , as deﬁned in (3.2), (3.25), (3.32),
(3.39), (3.44), and (3.50) are all the root vectors of H P , and the system {χ±k (·)}k∈N , as deﬁned in (3.2), (3.25),
(3.32), (3.39), (3.44), and (3.50) are all the root vectors of (HP )∗ . In particular, {φ±k (·)}k∈N and {χ±k (·)}k∈N
are biorthogonal, complete, and minimal in L2([0,π ];dx).
We note that associated with the system of root vectors of every operator H(t) as used in Theo-
rem 3.1, there exists a unique biorthogonal system of root vectors of the operator H(t)∗ (also used in
Theorem 3.1), implying minimality of the system of root vectors of H(t), t ∈ [0,2π).
4. The proof of Theorem 1.2
Given the preparations in Sections 2 and 3, we now provide the proof of Theorem 1.2 in this
section.
We will apply the following standard criterion for the existence of a Riesz basis:
Theorem 4.1. (See [36, Theorem IV.2.1].) LetH be a complex separable Hilbert space and fk ∈H, k ∈N. Then
the system { fk}k∈N is a Riesz basis inH if and only if { fk}k∈N is complete inH and there exists a corresponding
complete biorthogonal system {gk}k∈N (i.e., ( f j, gk)H = δ j,k, j,k ∈N) such that for some C > 0,
∑
k∈N
∣∣( fk, f )H∣∣2  C‖ f ‖2H, ∑
k∈N
∣∣(gk, f )H∣∣2  C‖ f ‖2H, f ∈H. (4.1)
By a result of Gel’fand on convex functionals (cf. [1, Section 21]) it actually suﬃces to replace (4.1)
by
∑
k∈N
∣∣( fk, f )H∣∣2 < ∞, ∑
k∈N
∣∣(gk, f )H∣∣2 < ∞, f ∈H. (4.2)
We start with the necessity part of the proof of Theorem 1.2:
Proof of necessity of the conditions in Theorem1.2. Suppose that {F±k }k∈N represents a system of root
functions of HP that forms a Riesz basis in L2([0,π ];dx). Since by hypothesis {F±k }k∈N forms a basis
in L2([0,π ];dx), the corresponding biorthogonal system {G±k }k∈N is unique (cf., e.g., [36, Section VI.1]),
and hence it is formed by the root vectors of (HP )∗ .
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dimensional. Thus, there exists a sequence {α±k }k∈Ns such that
F±k (x) = α±k φ±k (x), G±k (x) =
(
α±k
)−1
χ±k (x), x ∈ [0,π ], k ∈Ns, (4.3)
with φ±k (·), χ±k (·), k ∈Ns , as deﬁned in (3.25), and (3.32).
According to Deﬁnition 1.1 of a Riesz basis, there exists a constant C > 0 such that
C−1 
∥∥F±k ∥∥L2([0,π ];dx)  C, C−1  ∥∥G±k ∥∥L2([0,π ];dx)  C, k ∈Ns. (4.4)
Thus,
C−1 
∥∥F±k ∥∥L2([0,π ];dx) = ∣∣α±k ∣∣∥∥φ±k ∥∥L2([0,π ];dx) = ∣∣α±k ∣∣∥∥χ±k ∥∥L2([0,π ];dx)
= ∣∣α±k ∣∣2∥∥G±k ∥∥L2([0,π ];dx)  C ∣∣α±k ∣∣2, (4.5)
that is, |α±k | C−1. Replacing F±k by G±k , one obtains |α±k |−1  C−1, and hence,
C−1 
∣∣α±k ∣∣ C, k ∈Ns. (4.6)
Consequently, the system
{
F0, F
±
k
}
k∈Nk0
∪ {φ±k }k∈Ns ∪ {F±k }k∈Nm (4.7)
is a Riesz basis in L2([0,π ];dx) with corresponding complete biorthogonal system
{
G0,G
±
k
}
k∈Nk0
∪ {χ±k }k∈Ns ∪ {G±k }k∈Nm . (4.8)
By Theorem 4.1, there exists a constant C > 0 such that
∑
k∈Ns
∣∣(φ±k , f )L2([0,π ];dx)∣∣2  C‖ f ‖2L2([0,π ];dx), f ∈ L2([0,π ];dx). (4.9)
Next, for k ∈N′s , we introduce
γ ±k = −
(c(ξ±2k, ·), s(ξ±2k, ·))L2([0,π ];dx)
(s(ξ±2k, ·), s(ξ±2k, ·))L2([0,π ];dx)
(4.10)
and
f ±k (x) = c
(
ξ±2k, x
)+ γ ±k s(ξ±2k, x), x ∈ [0,π ], k ∈N′s, (4.11)
implying
(
f ±k , s
(
ξ±2k, ·
))
L2([0,π ];dx) = 0, k ∈N′s. (4.12)
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sup
k∈N
[∥∥ f (ξ±2k, ·)∥∥L2([0,π ];dx) + ∥∥g(ξ±2k, ·)∥∥L2([0,π ];dx)]< ∞ (4.13)
(with f (·,·) and g(·,·) deﬁned in (2.12) and (2.13)), and hence (2.12), (2.13), (2.15), and (2.17) imply
γ ±k =k→∞o(1), (4.14)∥∥c(ξ±2k, ·)∥∥2L2([0,π ];dx) =k→∞
[
1+ o(1)]π/2, (4.15)
(
c
(
ξ±2k, ·
)
, ξ±2ks
(
ξ±2k, ·
))
L2([0,π ];dx) =k→∞o(1), (4.16)∥∥ f ±k ∥∥2L2([0,π ];dx) =k→∞
[
1+ o(1)]π/2. (4.17)
Thus, by (3.25),
∣∣( f ±k , φ±k )L2([0,π ];dx)∣∣2 =k→∞
∣∣ξ±2ks(ξ±2k,π)/u•+(ξ±2k)∣∣[1+ o(1)]π/2, (4.18)
and by (4.9),
∣∣ξ±2ks(ξ±2k,π)/u•+(ξ±2k)∣∣ C, k ∈N′s. (4.19)
For k ∈ N′′s we deﬁne γ −k as in (4.10) and obtain the estimate (4.19) for ξ−2k using (3.32). The
corresponding estimate for ξ+2k is trivial as s(ξ
+
2k,π) = 0. Thus one concludes that
∣∣ξ±2ks(ξ±2k,π)/u•+(ξ±2k)∣∣ C, k ∈Ns. (4.20)
Employing (4.20) and the estimates,
∣∣ξ±2ks(ξ±2k,π)∣∣ ∣∣ξ±2k − ζ2k∣∣ min|ζ−2k|10−1
∣∣ζ s(ζ,π)/[ζ − ζ2k]∣∣ C ∣∣ξ±2k − ζ2k∣∣, (4.21)∣∣u•+(ξ±2k)∣∣ 2∣∣u••+ (ω2k)[ξ±2k − ω2k]∣∣ C ∣∣ξ+2k − ξ−2k∣∣ (4.22)
(recalling that ωk is a critical point of u+(·), i.e., u•+(ωk) = 0, k ∈N0, cf. (3.3)), one arrives at (1.27). 
We emphasize that the set Nm plays no role in condition (1.27) in Theorem 1.2.
Next, we turn to the suﬃciency part of the proof of Theorem 1.2:
We start with the following result:
Lemma 4.2. Assume condition (1.27), that is,
sup
k∈N,
λ+2k 	=λ−2k
|μ2k − λ±2k|
|λ+2k − λ−2k|
< ∞. (4.23)
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sup
k∈Ns
∣∣∣∣ u−(ξ
±
2k)
2
ξ±2ks(ξ
±
2k,π)u
•+(ξ±2k)
∣∣∣∣ C < ∞. (4.24)
Proof. At this point we need to use the enumeration (3.6) of all the zeros of s(·,π), u+(·) − 1,
and u•+(·), respectively,
{ζk}k∈Z\{0},
{
ξ±k
}
k∈Z, {ωk}k∈Z. (4.25)
For all suﬃciently large |k| we have
∣∣u−(ζk)2∣∣= ∣∣u+(ζk)2 − 1∣∣= ∣∣u+(ζk)2 − u+(ξ±k )2∣∣ 3∣∣u+(ζk) − u+(ξ±k )∣∣
 3
∣∣∣∣∣
ξ±kˆ
ζk
dζ u•+(ζ )
∣∣∣∣∣ 3
∣∣∣∣∣
ξ±kˆ
ζk
dζ
ζˆ
ωk
dζ ′ u••+
(
ζ ′
)∣∣∣∣∣
 C
∣∣ξ±k − ζk∣∣max{∣∣ωk − ξ±k ∣∣, |ωk − ζk|}. (4.26)
Next, differentiating (2.14) at ζ = ωk and taking into account (2.16) one obtains
ωk = k + ckπ +
pk
k2
, {pk}k∈Z ∈ 2(Z). (4.27)
Together with (2.17) and (2.18) this implies
{
k
[
ξ±k − ζk
]}
k∈Z\{0} ∈ 2
(
Z\{0}), {k[ωk − ξ±k ]}k∈Z ∈ 2(Z), (4.28)
and hence one concludes
{
ζku−(ζk)
}
k∈Z\{0} ∈ 2
(
Z\{0}). (4.29)
Because of the representation (2.13)–(2.18), the function ζ s(ζ,π) has all properties of a function of
sine-type (cf. [47, Lecture 22]), except that it may possess a ﬁnite number of multiple zeros. Thus, fol-
lowing the methods in [47, Lecture 22], one can prove that the entire function ζu−(ζ ) is representable
by the Lagrange–Hermite interpolation series (cf. [37]) as
ζu−(ζ ) =
∑
k∈Z
Resζ ′=ζk
{
ζ s(ζ,π) − ζ ′s(ζ ′,π)
(ζ − ζ ′)ζ ′s(ζ ′,π) ζ
′u−
(
ζ ′
)}
(4.30)
(introducing ζ0 = 0), convergent in the norm of the Paley–Wiener space PWπ . In this context we
recall that the Paley–Wiener class PWπ is deﬁned as the set of all entire functions of exponential
type not exceeding π satisfying
‖ f ‖2
PWπ
=
ˆ
R
dx
∣∣ f (x)∣∣2 < ∞. (4.31)
Since the function ζ s(ζ,π) may now have a ﬁnite number of multiple zeros we will add some more
remarks concerning the representation (4.30) at the end of this proof and for now assume its validity.
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term under the sum in (4.30) is of the form
ζ s(ζ,π)
(ζ − ζk)ζks•(ζk,π)ζku−(ζk). (4.32)
Consequently,
ζu−(ζ ) =
ζ→ζk
ζku−(ζk)
[
1+ o(ζ − ζk)
]+ ζ s(ζ,π)ρk(ζ ), (4.33)
where
ρk(ζ ) =
∑
j∈N\{k}
Resζ ′=ζ j
{
ζ ′u−(ζ ′)
(ζ − ζ ′)ζ ′s(ζ ′,π)
}
. (4.34)
Taking ζ = ξ±2k in (4.33) then yields for k ∈N suﬃciently large,
∣∣u−(ξ±2k)∣∣ C ∣∣u−(ζ2k)∣∣+ ck∣∣ξ±2ks(ξ±2k,π)∣∣, (4.35)
with
ck =
k→∞
o(1). (4.36)
Next, assume for a moment that vk(·) is one of the functions π−1u•+(ξ) or ξ s(ξ,π) in the disk
Dk = {ξ ∈C | |ξ − 2k| 4−1}, k ∈ Z. Then (2.13)–(2.16) imply
vk(ξ) = sin(πξ) + Hk(ξ), lim|k|→∞maxξ∈Dk
∣∣Hk(ξ)∣∣= 0. (4.37)
By Rouché’s theorem, every disk Dk with suﬃciently large |k| contains the unique zero αk of vk(ξ).
Moreover, the asymptotics
vk(ξ)
π(ξ − αk) =
[sin(πξ) − sin(παk)] + [Hk(ξ) − Hk(αk)]
π(ξ − αk) =|k|→∞1+ o(1) (4.38)
holds uniformly with respect to k ∈ Z. Therefore,
ξ±k s
(
ξ±k ,π
) =
|k|→∞
π
(
ξ±k − ζk
)[
1+ o(1)], u•+(ξ±k ) =|k|→∞π
(
ξ±k − ωk
)[
1+ o(1)]. (4.39)
At this point we set ξ = ξ±2k in the Taylor expansion
u+(ξ) = γ2k + 2−1u••+ (ω2k)(ξ − ω2k)2 + 2−1
ξˆ
κ2k
dt (ξ − t)2 d
3u+(t)
dt3
, (4.40)
and obtain
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[
1+ A±k
]
, Ak =
(
2(1− γ2k)/u••+ (ω2k)
)1/2
,
A±k =|k|→∞o(1). (4.41)
Consequently,
2Ak =
(
ξ+2k − ξ−2k
)[1+ ak], ak =|k|→∞o(1), (4.42)
2
(
ξ±2k −ω2k
)= ±(ξ+2k − ξ−2k)(1+ ak)[1+ A±k ], (4.43)
and
2u•+
(
ξ±k
) =
|k|→∞
±π(ξ+2k − ξ−2k)[1+ o(1)]. (4.44)
Combining (4.26) and (4.34) one obtains
∣∣∣∣ u−(ξ
±
2k)
2
ξ±2ks(ξ
±
2k,π)u
•+(ξ±2k)
∣∣∣∣
 C
[ |ξ±2k − ζ2k|(|ω2k − ξ±2k| + |ω2k − ζ2k|)
|ξ±2ks(ξ±2k,π)u•+(ξ±2k)|
+ |ξ
±
2ks(ξ
±
2k,π)|
|u•+(ξ±2k)|
]
, (4.45)
and hence (4.39), (4.44), and (4.23) imply (4.24). 
Returning to the Lagrange–Hermite interpolation series (4.30), we note that alternatively to follow-
ing the methods in [47, Lecture 22], which ultimately yields convergence of (4.30) in the PWπ -norm,
one can introduce a new function σ(·) that has the appropriate number of simple zeros in a small
neighborhood of the multiple zeros of ζ s(ζ,π) and otherwise the same simple zeros as the latter, and
writes (4.30) with ζ s(ζ,π) replaced by σ(ζ ). The absolute convergence of the sum on the right-hand
side of (4.30), which suﬃces for our purpose, then follows from the fact (4.36) together with (2.13),
(4.29), and (4.30) in terms of σ(·), which permits the limiting procedure from σ(ζ ) to ζ s(ζ,π).
Proof of suﬃciency of the conditions in Theorem 1.2. Since the root systems of the operators HP and
(HP )∗ are complete in L2([0,π ];dx) by Theorem 2.1, it suﬃces to prove that the systems
{
φ±k
}
k∈Ns∪Nm and
{
χ±k
}
k∈Ns∪Nm (4.46)
constructed in Section 3 satisfy the conditions (4.1) in Theorem 4.1. To this end one observes that
every function φ±k (x), x ∈ [0,π ], k ∈N′s , is a linear combination of the functions
c
(
ξ±2k, x
)
, c•
(
ξ±2k, x
)
, ξ±2ks
(
ξ±2k, x
)
, ξ±2ks
•(ξ±2k, x), x ∈ [0,π ], (4.47)
for which the inequalities in (4.1) are satisﬁed. In this context we note that the latter functions are of
one of the following forms,
cos(2kx) + k−1 fk(x), sin(2kx) + k−1gk(x), x ∈ [0,π ], k ∈N, (4.48)
with
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k∈N
[‖ fk‖L2([0,π ];dx) + ‖gk‖L2([0,π ];dx)]< ∞, (4.49)
and hence are parts of a Riesz basis in L2([0,π ];dx). Consequently, it suﬃces to verify that the
coeﬃcients in these linear combinations remain bounded as k → ∞.
For k ∈N′s , these coeﬃcients are either given by
[
ξ±2ks(ξ
±
2k,π)
u•+(ξ±2k)
]1/2
and
[
u−(ξ±2k)
2
ξ±2ks(ξ
±
2k,π)u
•+(ξ±2k)
]1/2
, k ∈N′s, (4.50)
or their complex conjugates. The ﬁrst coeﬃcient in (4.50) is bounded since
ξ±2ks(ξ
±
2k,π)
u•+(ξ±2k)
=
k→∞
2ξ±2ks
•(ζ2k,π)(ξ±2k − ζ2k)
u••+ (ω2k)(ξ+2k − ξ−2k)
[
1+ o(1)] (4.51)
and (1.27) holds. In this context we recall that
u••+ (ωk) =
k→∞
−π2 + o(1). (4.52)
By Lemma 4.2 one concludes that the second coeﬃcient in (4.50) is bounded for k ∈N′s .
For k ∈N′′s , the coeﬃcient [−2/[ξ+2ks•(ξ+2k,π)]]1/2 in φ+k multiplying ξ+2ks(ξ+2k, ·) in (3.32) is bounded
by (2.13). Regarding φ−k , k ∈N′′s , its coeﬃcients are bounded as in the case k ∈N′s , treated above.
Hence, it remains to consider the coeﬃcients of φ±k , represented as linear combinations of the
functions in (4.47), for k ∈Nm . In this context it suﬃces to observe that for k ∈Nm , one has
s
(
ξ±2k,π
) =
k→∞
s•(ζ2k)
(
ξ±2k − ζ2k
)[
1+ o(1)], (4.53)
and
∣∣u−(ξ±2k)∣∣ ∣∣u−(ζ2k)∣∣+ ∣∣u−(ξ±2k)− u−(ζ2k)∣∣ C ∣∣ξ±2k − ζ2k∣∣. (4.54)
Thus, the fraction u−(ξ±2k)/[ξ±2ks(ξ±2k,π)], multiplying ξ±2ks(ξ±2k, ·) in (3.47) and (3.50), is bounded
with respect to k ∈ Nm . The boundedness of the remaining coeﬃcients in the linear combina-
tions representing φ±k and χ
±
k is evident from our considerations thus far, in particular, |u••+ (ξ±2k)|
in (3.37) is bounded from below by (4.52). This completes the proof of the suﬃciency part of Theo-
rem 1.2. 
5. The proof of Theorem 1.4
In our ﬁnal section we prove the Schauder basis results in connection with Lp([0,π ];dx), p ∈
(1,∞), stated in Section 1.
Let B denote a complex, separable Banach space and denote by B∗ its conjugate dual space. We
recall that a system of vectors {gk}k∈N ⊂ B is called complete in B if lin. span{gk}k∈N = B. Moreover (as
in the Hilbert space context), a system {hk}k∈N ⊂H is called minimal in B if no vector hk0 ∈ {hk}k∈N
satisﬁes hk0 ∈ lin. span{hk}k∈N\{k0} .
A system {hk, k}k∈N , h j ∈ B,  j ∈ B∗ , j ∈N, is called biorthogonal if
 j(hk) = 0, j 	= k, j,k ∈N, (5.1)
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 j(hk) = δ j,k, j,k ∈N. (5.2)
The system {k}k∈N is then called biorthonormal (or dual) to {hk}k∈N . In general, such a biorthonormal
system {k}k∈N is nonunique. However, if {hk}k∈N is complete in B, then its biorthogonal {k}k∈N is
unique, if it exists. In this context we also mention that a given system {gk}k∈N ⊂ B has a biorthonor-
mal system {k}k∈N ∈ B∗ if and only if {gk}k∈N is minimal.
As in the Hilbert space context considered in the bulk of this paper, the system { fk}k∈N ⊂ B is
called a Schauder basis in B
if for each f ∈ B, there exists unique ck = ck( f ) ∈C, k ∈N, such that
f =
∑
k∈N
ck( f ) fk converges in the norm of B. (5.3)
One recalls (cf., [40, Sections 1.2, 1.4]) that { fk}k∈N ⊂ B is a Schauder basis in B, if and only if the
following three conditions hold
(i) { fk}k∈N is complete in B, (5.4)
(ii) { fk}k∈N is minimal in B, (5.5)
(iii) then there exist a unique biorthonormal system {lk}k∈N ⊂ B∗ and a constant C > 0 such that for
all N ∈N,
∥∥∥∥∥
N∑
k=1
k( f ) fk
∥∥∥∥∥B  C‖ f ‖B, f ∈ B. (5.6)
In the following, for f ∈ Lp([0,π ];dx) and g ∈ Lq([0,π ];dx), with p,q ∈ (1,∞), (1/p)+ (1/q) = 1,
we introduce the functional
g( f ) =
πˆ
0
dx g(x) f (x), (5.7)
linear with respect to f and antilinear in g .
Finally, we recall that if {ψk(·)}k∈N is a Schauder basis in Lp([0,π ];dx), p ∈ (1,∞), then its
biorthonormal system {ηk(·)}k∈N is a Schauder basis in Lq([0,π ];dx), where (1/p) + (1/q) = 1.
Proof of necessity of the conditions in Theorem 1.4 for 1 < p  2. In analogy to the case p = 2, if
there exists a Schauder basis of root vectors of HP in Lp([0,π ];dx), then the system {φ±k }k∈Ns ⊂
Lp([0,π ];dx) is a part of a Schauder basis of HP as well, with corresponding biorthogonal system
{χ±k }k∈Ns ⊂ Lq([0,π ];dx). Thus, by (5.6) there exists a constant C > 0 such that
∥∥χ±k ( f )φ±k ∥∥Lp([0,π ];dx)  C‖ f ‖Lp([0,π ];dx), f ∈ Lp([0,π ];dx), k ∈Ns, (5.8)
holds.
For k ∈N′s , we still deﬁne the functions f ±k by (4.10), (4.11) and ﬁnd that (4.14) and (4.16) continue
to hold. However, instead of (4.15) one now obtains for some constant Cr > 0,
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( πˆ
0
dx
∣∣cos(ξ±2kx)∣∣r
)1/r
+ O (k−1)
=
( πˆ
0
dx
∣∣cos(2kx)∣∣r
)1/r
+ O (k−1) Cr, r ∈ (1,∞), (5.9)
∥∥ξ±2ks(ξ±2k, ·)∥∥Lr([0,π ];dx)  Cr, r ∈ (1,∞). (5.10)
An application of (4.10) and (4.11) then yields
∥∥ f ±k ∥∥Lr([0,π ];dx)  Cr, r ∈ (1,∞), (5.11)
which permits one to consider f ±k as elements of L
q([0,π ];dx) = Lp([0,π ];dx)∗ . By (5.8) one con-
cludes that
∣∣χ±k ( f ±k ) f ±k (φ±k )∣∣= ∣∣ f ±k (χ±k ( f ±k )φ±k )∣∣
 C
∥∥χ±k ( f ±k )φ±k ∥∥Lp([0,π ];dx)∥∥ f ±k ∥∥Lq([0,π ];dx)  C . (5.12)
Hence one obtains
C 
∣∣∣∣∣
πˆ
0
dx f ±k (x)χ
±
k (x)
∣∣∣∣∣
∣∣∣∣∣
πˆ
0
dx f ±k (x)φ
±
k (x)
∣∣∣∣∣
= ∣∣ξ±2ks(ξ±2k, x)/u•+(ξ±2k)∣∣
∣∣∣∣∣
πˆ
0
dx f ±k (x)c
(
ξ±2k, x
)∣∣∣∣∣
 D
∣∣ξ±2ks(ξ±2k, x)/u•+(ξ±2k)∣∣ (5.13)
for some constant D > 0. This proves (4.19). The same arguments yield (5.13) for k ∈ N′′s . To com-
plete the proof of necessity of the conditions in Theorem 1.4 for 1 < p  2 it now suﬃces to
employ (4.21), (4.22). 
Proof of suﬃciency of the conditions in Theorem 1.4 for 1 < p  2. We need to prove that for all
f ∈ Lp([0,π ];dx),
f (·) =
∑
k∈N0
( πˆ
0
dyχ±k (y) f (y)
)
φ±k (·), (5.14)
converges in the norm of Lp([0,π ];dx).
We showed in Section 4, that φ±k and χ
±
k are linear combinations of the functions in (4.47) with
coeﬃcients bounded as k → ∞. The standard Volterra integral equations
c(ζ, x) = cos(ζ x) +
xˆ
dx′ ζ−1 sin
(
ζ
(
x− x′))V (x′)c(ζ, x′), (5.15)0
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xˆ
0
dx′ ζ−1 sin
(
ζ
(
x− x′))V (x′)ζ s(ζ, x′),
ζ ∈C, x ∈ [0,π ], (5.16)
combined with the asymptotic formulas (3.5) show that each function in (4.47) is of the form
xα cos(2kx) + τ
±
k,α(x)
k
, xβ sin(2kx) + ρ
±
k,β(x)
k
, α,β ∈ {0,1}, x ∈ [0,π ], (5.17)
where
sup
k∈N,α,β∈{0,1}
sup
x∈[0,π ]
[∣∣τ±k,α(x)∣∣+ ∣∣ρ±k,β(x)∣∣]< ∞. (5.18)
Consequently, (5.14) can be split into ﬁnitely many terms of the following type:
xβ
∑
k∈N
c(1)k
( πˆ
0
dy yα f (y)ak,1(y)
)
bk,1(x), (5.19)
xβ
∑
k∈N
c(2)k
1
k
( πˆ
0
dy f (y)ck,2(y)
)
bk,2(x), (5.20)
∑
k∈N
c(3)k
1
k
( πˆ
0
dy yα f (y)ak,3(y)
)
ck,3(x), (5.21)
∑
k∈N
c(4)k
1
k2
( πˆ
0
dy f (y)ck,4(y)
)
dk,4(x), (5.22)
where α,β ∈ {0,1}, the functions ak, j and bk, j coincide with one of the functions cos(2kx) and
sin(2kx), and the functions ck, j and dk, j coincide with one of the functions τ
±
k,α and ρ
±
k,β . In addi-
tion, as a consequence of (1.27),
{
c( j)k
}
k∈N ∈ ∞(N), 1 j  4. (5.23)
According to part (i) of the Hausdorff–Young theorem in [101, Theorem XII.2.3], for every f ∈
Lp([0,π ];dx), one has
{ πˆ
0
dy yα f (y)einy
}
n∈Z
∈ q(Z), 1
p
+ 1
q
= 1. (5.24)
Moreover, it follows from part (ii) of [101, Theorem XII.2.3] that the estimate
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n∑
k=m
c(1)k
( πˆ
0
dy yα f (y)ak,1(y)
)
bk,1(·)
∥∥∥∥∥
Lp([0,π ];dx)
 C
(
n∑
k=m
∣∣∣∣∣
πˆ
0
dy yα f (y)ak,1(y)
∣∣∣∣∣
q)1/q
(5.25)
holds for all m,n ∈ Z, and hence the series (5.19) converges in Lp([0,π ];dx).
In addition, the series (5.20) converges in L2([0,π ];dx), and it is easy to see that (5.21) as well as
(5.22) converge uniformly to continuous functions on [0,π ].
Thus, the series on the right-hand side of (5.14) converges in Lp([0,π ];dx) and equality in (5.14)
now follows from completeness of the system {φ±k }k∈N0 in Lp([0,π ];dx). 
Proof of Theorem 1.4 for 2  p <∞. Then 1  q = p/(p − 1)  2 and Theorem 1.4 applies to the
operator (HP )∗ in the space Lq([0,π ];dx). Since this operator is generated by the complex conjugate
potential V (·) and the periodic and antiperiodic as well as Dirichlet boundary conditions are all self-
adjoint, condition (1.27) for HP and (HP )∗ coincide. At the same time, the system of root vectors of
HP contains a Schauder basis if and only if the system of root vectors of (HP )∗ contains a Schauder
basis. Since the system {φ±k }k∈N0 is dual to {χ±k }k∈N0 , this proves Theorem 1.4 for p ∈ [2,∞). 
6. Some remarks
In this section we brieﬂy further illustrate the principal result of this paper and provide some
connections with the existing literature on this subject:
Remark 6.1. Starting with the pioneering works by Birkhoff and Tamarkin (cf. the discussion in [63]),
almost all results related to eigenfunction expansions generated by ordinary differential operators
were obtained within the framework of direct spectral theory.
For instance, in [51, Theorem 1] (see also [52]) for potentials V ∈ L1([0,π ];dx), necessary and
suﬃcient conditions in terms of the leading asymptotic coeﬃcients of normalized root functions cor-
responding to a pair of distinct, but close, periodic (or antiperiodic) eigenvalues is found. Suﬃcient
conditions for the existence of Riesz basis for potentials in Sobolev spaces, V ∈ Wm1 ([0,1]), m ∈N0, in
terms of conditions on the Fourier coeﬃcients of q are described in [51, Theorem 2].
In addition, in [81, Theorem 1] a speciﬁc system of root vectors corresponding to a potential in
the space L2([0,π ];dx) was introduced, and a criterium for it to form a Riesz basis was proved in
terms of the Fourier coeﬃcients of the eigenfunctions. The conditions on the Riesz basis involved
imply that there exist at most ﬁnitely many associated eigenfunctions in connection with periodic
and antiperiodic boundary conditions.
Moreover, in the papers [14, Theorem 2], [15, Theorem 1], and again for potentials V ∈
L2([0,π ];dx), necessary and suﬃcient conditions for the Riesz property of a normalized system of
eigenfunctions and associated eigenfunctions were derived. The conditions imposed imply that at
most ﬁnitely many periodic and antiperiodic eigenvalues are nonsimple. The applicability of this cri-
terion for the existence of a Riesz basis to certain two- and four-term trigonometric polynomials is
then shown explicitly in terms of the coeﬃcients of these trigonometric polynomials.
In this context it is interesting to note that in the case of the (analytic) potential V (x) = Ke2ix,
K ∈ C, |K |  1, each periodic and antiperiodic eigenvalue (with the only exception of the periodic
eigenvalue zero) has geometric multiplicity one, yet algebraic multiplicity equal to two, as shown
in [75] (see also [3, p. 5] and [8]). In particular, this simple example exhibits inﬁnitely many nonsimple
and inﬁnitely many associated eigenfunctions in its periodic and antiperiodic problem.
Moreover, soon after our preprint was archived, a new preprint by Djakov and Mityagin [16]
derived necessary and suﬃcient conditions for the system of root vectors for one-dimensional
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butional) potential coeﬃcients belonging to H−1per in the Schrödinger operators are permitted in [16].
Moreover, also the case Lp([0,π ];dx), p ∈ (1,∞), is treated in [16].
Although not directly connected with the topic at hand, we note that for the Mathieu potential
and a certain potential involving two cosine functions the existence/nonexistence of a Riesz basis for
a rather different set of boundary conditions is derived in [53]. In this context of rather different
boundary conditions we also note that a criterium for the existence of a Riesz basis for potentials
V ∈ L1([0,π ];dx) is derived in [50].
Focusing on the periodic/antiperiodic boundary problems for Schrödinger operators only from this
point on, we note that additional results in this context were obtained under assumptions which re-
strict the smoothness properties of potentials, for instance, in [9,41,43,45,56,57,60]. Such assumptions
are attractive, since they are expressed in terms of explicit properties of the potential. However, in
spite of sometimes rather involved eigenfunction constructions, they did not result in a criterium, that
is, necessary and suﬃcient conditions for the desired basis property of the root systems of operators
with generic (e.g., L2) potentials. It is worth noting that the above-mentioned smoothness restrictions
are redundant in connection with analytic and Ck-potentials in the self-adjoint situation where the
Riesz property always holds. In contrast to what has just been described, in our approach, we treat
the problem of Riesz and Schauder bases within the framework of inverse spectral theory. Our aim
was three-fold:
• First, to deal with the Riesz property of the root system of the operators HP and HAP with an
arbitrary potential V ∈ L2([0,π ];dx), with no restrictions on its form, no smoothness properties,
and no analyticity assumptions.
• Second, to obtain necessary and suﬃcient conditions for the existence of Riesz and Schauder
bases in terms of spectral data which permit one to construct (or reconstruct) a potential V in a
one-to-one manner.
• Third, to establish the Riesz and property of at least one root system without restricting ourselves
to a speciﬁc choice of its elements.
The spectral data adequate for our purpose were proposed in [71] and [87]. These data consist of
the functions u+(·) and s(·,π) or, alternatively, of the periodic/antiperiodic spectra {λ+0 , λ+2k, λ−2k}k∈N ,
{λ+2k+1, λ−2k+1}k∈N0 , and the Dirichlet spectra, {μ j} j∈N , respectively. As shown in [70] and [84],
these two sets of data represent independent parameters which uniquely determine the potential
V ∈ L2([0,π ];dx), in particular, we recall that the precise properties of these two sets of data, as
implied by the condition V ∈ L2([0,π ];dx), were recorded in [70] and [84].
It follows from [70] and [84] that for arbitrary positive sequences
{αn}n∈N, {βn}n∈N ∈ 2(N), (6.1)
there exists a potential V ∈ L2([0,π ];dx) such that the conditions
lim
n→∞
∣∣λ+n − λ−n ∣∣α−1n = limn→∞∣∣λ−n −μn∣∣β−1n = 1 (6.2)
are satisﬁed. As shown in [71] and [87], this potential may have arbitrary (e.g., fractional) smooth-
ness, or even be an analytic function, while the Riesz basis property of its system of eigenfunctions
depends on the existence of the ﬁnite limit limsupn→∞(βn/αn). Consequently, the upper and lower
estimates on the smoothness of V are not necessary for the Riesz and Schauder basis properties of
the root system of HP and HAP , and hence are dictated by the methods used in [9,41,43,45,51,52,56,
57,60]. The suﬃciency of the conditions imposed on potentials in the latter papers follows from [58,
Theorems 1.51, 1.52] and our Theorems 1.2 and 1.4. Indeed, let for some s ∈N0,
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πˆ
0
dx V (s)(x)e2ikx, k ∈ Z, (6.3)
be the Fourier coeﬃcients of a potential V ∈ Ws2([0,π ]). Following [51,52], assume that these coeﬃ-
cients satisfy the condition
∣∣v(s)k ∣∣ c|k|−1, k ∈ Z\{0}, (6.4)
for some constant c > 0. As proved in [58, Eqs. (1.4.19) and (1.5.19)], the asymptotic formulas
[μk]1/2 = k + P (1/k) − (−1)
s
π(2k)s+1
πˆ
0
dx V (s)(x) sin
[
2kx− (π/2)(s + 1)]+ αk
ks+2
, (6.5)
[
λ±k
]1/2 = k + P (1/k) ± 1
π(2k)s+1
[
σ(z,π)σ (−z,π)|z=k+±k
]1/2 + β±k
ks+2
, (6.6)
are valid, where P (·) is a polynomial with P (0) = 0,
σ
(
k + ±k
)= v(s)k + γ ±k /k, ±k =|k|→∞ O (1/k), (6.7)
and the sequences {αk}k∈Z , {β±k }k∈Z , {γ ±k }k∈Z belong to the space 2(Z). Hence,
π
(
λ+k − λ−k
)
(2k)s =
|k|→∞
2
(
1+ o(1))(v(s)k v(s)−k)1/2 (6.8)
and
π
(
μk − λ±k
)
(2k)s =
|k|→∞
A
(
1+ o(1))v(s)k + B(1+ o(1))v(s)−k + (1+ o(1))(v(s)k v(s)−k)1/2, (6.9)
with |A| = |B| = 1/2. Theorem 1.2 now implies that if conditions (6.4) are satisﬁed either for k even,
or for k odd, then the root systems of HP and HAP , respectively, contain a Riesz basis in L2([0,π ];dx)
if and only if the sequences
{∣∣v(s)2m(v(s)−2m)−1∣∣}m∈Z respectively, {∣∣v(s)2m+1(v(s)−(2m+1))−1∣∣}m∈Z (6.10)
are bounded from above and below by positive constants, which was proved in [51]. Of course, the
analogous conclusion is true in the spaces Lp([0,π ];dx) with p ∈ (1,∞).
Remark 6.2. In the special self-adjoint case, where V ∈ L2([0,π ];dx) is in addition real-valued, stan-
dard oscillation theory implies that
μk ∈
[
min
(
λ−k , λ
+
k
)
,max
(
λ−k , λ
+
k
)]
, k ∈N (6.11)
(cf., e.g., [58, Section 3.4]). Thus, (1.27) and (1.28) are of course satisﬁed (as they must be on abstract
grounds since the system of eigenvectors for any self-adjoint operator in H with purely discrete
spectrum forms an orthonormal basis in H).
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Remark 8.10], that if (1.27) and (1.28) are satisﬁed, then the root system of every operator H(t),
t ∈ [0,2π ], deﬁned in (1.29) contains a Riesz basis. However, we showed in [28,29] that this prop-
erty may not be uniform with respect to t ∈ [0,2π ]. More precisely, we constructed a potential
V ∈ L2([0,π ];dx) such that (1.27) and (1.28) are valid, but the family of constants C = C(t) in (4.1)
corresponding to the family H(t) is not bounded with respect to t ∈ [0,2π ]. As a result, the corre-
sponding operator H in (1.30) is not a spectral operator of scalar type in the sense of Dunford (cf. [17,
Section XVIII.2]). Nevertheless, every Hill operator with a complex-valued locally square-integrable
potential is an operator with a separable spectrum as deﬁned by Lyubicˇ and Matsaev [48,49].
Remark 6.4. Gasymov showed in [24] (cf. also [25,74]) that if
V (x) =
∞∑
n=1
cne
2inx, {cn}n∈N ∈ 1(N), x ∈ [0,π ], (6.12)
then u+(ζ ) = cos(ζπ). Thus, in this case σ(H) = [0,∞) and hence Ns = ∅. Consequently, the condi-
tion (1.27) (resp. (1.28)) in Theorem 1.2 is obviously satisﬁed and hence any operators HP and HAP
associated with a potential in the Gasymov class (6.12) possesses a Riesz basis of root vectors in
L2([0,π ];dx).
However, one notes that the function
φ(ζ,π)
u•+(ζ )
= −2ζφ(ζ,π)
π sin(ζπ)
(6.13)
is analytic in an open neighborhood of σ(H) if and only if φ(ζ,π) = sin(ζπ)/ζ . In the latter case
u−(·) ≡ 0 and V (x) = 0 for a.e. x ∈ R. As discussed in [28,29], this implies that no smoothness or
analyticity conditions imposed on a periodic potential V on R can guarantee that a Hill operator H
in L2(R;dx) as in (1.30), (1.31) is a spectral operator of scalar type.
For every operator H in L2(R;dx) with a non-trivial potential (6.12) on R there exists at least one
integer n0 ∈N such that φ(n20,π) 	= 0 and the point n20 is then a spectral singularity. Still, as observed
above, all potentials in the Gasymov class yield operators HP and HAP which possess a Riesz basis of
root vectors in L2([0,π ];dx).
Remark 6.5. In conclusion, we note that there are a variety of ways to ﬁx two vectors represent-
ing the root subspace corresponding to an eigenvalue ξ+2k = ξ−2k of algebraic multiplicity two (e.g.,
for k ∈ N suﬃciently large) in a Riesz basis. For example, according to [78], the eigenspaces of peri-
odic/antiperiodic boundary value problems form a Riesz basis of eigenspaces and therefore, by [36,
Section VI.5], any orthonormal pair of root vectors may be chosen as basis vectors. However, it was
our intention to develop the material from ﬁrst principles whenever possible, using a straightforward
and explicit construction of basis vectors. In particular, in Section 3 we demonstrated how to pick
such a pair based on a study of the singularity structure of the resolvent of the operator HP .
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