Abstract. A theorem of Venkov says that each nontrivial shell of an extremal even unimodular lattice in R n with 24 | n is a spherical 11-design. It is a difficult open question whether there exists any 12-design among them. In the first part of this paper, we consider the following problem: When do all shells of an even unimodular lattice become 12-designs? We show that this does not happen in many cases, though there are also many cases yet to be answered. In the second part of this paper, we study the modulo p property of the Fourier coefficients of the extremal modular forms f = P i≥0 aiq i (where q = e 2πiτ ) of weight k with k even. We are interested in determining, for each pair consisting of k and a prime p, which of the following three (exclusive) cases holds: (1) p | ai for all i ≥ 1; (2) p | ai for all i ≥ 1 with p i, and there exists at least one j ≥ 1 with p aj; (3) there exists at least one j ≥ 1 with p j such that p aj. We first prove that case (1) holds if and only if (p − 1) | k. Then we obtain several conditions which guarantee that case (2) holds. Finally, we propose a conjecture that may characterize situations in which case (2) holds.
Introduction
It is known by a theorem of Venkov that each nontrivial shell of extremal even unimodular lattice in the Euclidean space R n is (at least) a spherical 11-design (resp., 7-design, 3-design) in R n if n is a multiple of 24 (resp., congruent to 8 modulo 24, congruent to 16 modulo 24). It is an interesting problem, posed by Venkov, de la Harpe and Pache, to find out when it becomes a t-design for bigger values of t than mentioned above. This innocent-looking problem is not easy to solve, as is seen, for example, from the fact that the statement that no shell of the E 8 -lattice can become an 8-design is equivalent to Lehmer's famous conjecture in number theory that the Ramanujan function τ (m) can never become 0 for any positive integer m. In the first part of this paper, we consider a more specific problem: When do all shells of the even unimodular lattice become t-designs for a bigger value of t than mentioned above. We will show that if n ≡ 0 (mod 24), then this does not happen in many cases. However, there still remain the cases where this possibility cannot be eliminated. We also consider the corresponding combinatorial t-design version of this result, i. e., for binary extremal Type II codes of length n ≡ 0 (mod 24). In the second part of this paper, we study the modulo p property of the Fourier coefficients of the extremal modular forms. Let f = i≥0 a i q i (where q = e 2πiτ ) be the extremal modular form of weight k with k even. For each pair of k and prime p, we want to decide which one of the following (exclusive) three cases holds: (1) p | a i for all i ≥ 1, (2) p | a i for all i ≥ 1 with p i, and there exists at least one j ≥ 1 with p a j , and (3) there exists at least one j ≥ 1 with p j such that p a j . We have a characterization when case (1) holds. We also prove that under some conditions case (2) holds, and consequently we obtain many interesting examples of case (2) . It is interesting to note that although these extremal modular forms are not necessarily associated with even unimodular extremal lattices (of dimension n = 2k), we have anticipated that such a property may hold, from the study of the spherical designs attached to the presumed extremal lattice in the first part of this paper, though logically it was independent. Our main result in this paper is Theorem 7 (as well as Theorems 9 and 10) mentioned in Section 4, which guarantees that many extremal modular forms in fact fall in case (2) .
Spherical designs are defined as follows:
Definition 1 (Spherical t-design in S n−1 , Delsarte-Goethals-Seidel [7] , 1977). A nonempty finite subset X in S n−1 ⊂ R n is called a spherical t-design if the following condition holds:
for any polynomial f (x) = f (x 1 , x 2 , . . . , x n ) of degree at most t, where dσ is the O(n)-invariant measure and |S n−1 | is the area of the sphere S n−1 . The maximum value of t for which X is a t-design is called the strength of X. Remark 1. (1) An equivalent condition for X to be a spherical t-design is that x∈X f (x) = 0 for all homogeneous harmonic polynomials f (x) = f (x 1 , x 2 , . . . , x n ) in R n of degree i (1 ≤ i ≤ t). See [7] , [2] , [27] for more details on spherical designs. (2) A finite subset X in S n−1 (r) (r > 0), the sphere of radius r, is also called a spherical t-design if it is similar to a spherical design in the unit sphere S n−1 = S n−1 (1). (3) A subset X in S n−1 is antipodal if X = −X. If a finite subset X is antipodal, then, for all homogeneous polynomials f of odd degree, x∈X f (x) = 0. In particular, to investigate that X is a t-design, it is sufficient to confirm that, for all homogeneous harmonic polynomials of even degree i (1 ≤ i ≤ t), x∈X f (x) = 0.
Definition 2 (Extremal even unimodular lattices). Let L be a lattice in R n . We say L is an even unimodular lattice (or Type II) lattice in R n if it is unimodular (i. e., L = L * := {x ∈ R n : (x, y) ∈ Z for all y ∈ L}) and even (i. e., (x, x) ∈ 2Z for all x ∈ L), where (x, y) denotes the Euclidean inner product as usual. It is well known that if there are even unimodular lattices in R n , then n must be a multiple of 8. Write n = 24µ + 8l, l = 0, 1, 2. An even unimodular lattice L is called extremal if min{(x, x) : x( = 0) ∈ L} = 2µ + 2.
The following Proposition 1 is well known, and Proposition 1, (2) is called the theorem of Hecke and Schoeneberg.
Proposition 1 (see [8] , [19] ). Let L be an even unimodular lattice in R n . Then the following holds.
(1) The theta series
(where q = e 2πiτ )
is a modular form of weight n/2 with respect to the full modular group SL(2, Z). (2) Moreover, if P is a nonzero homogeneous harmonic polynomial of degree j ≥ 1, then
is a cusp form of weight n 2 + j with respect to the full modular group SL(2, Z). Although extremal lattices are not necessarily unique for a fixed rank in general, the theta series of extremal lattices is uniquely determined by the rank, and so are the cardinalities of shells of extremal lattices, because when we write the theta series in the form Θ L (τ ) = ∞ m=0 a m q m , a m is equal to the cardinality of L 2m .
Definition 3 (extremal modular forms). Let k ≥ 4, and let f = ∞ i=0 a i q i be a modular form of weight k = 12µ + 4δ + 6 , for δ = 0, 1, 2 and = 0, 1, with respect to the full modular group SL(2, Z). Then f is called the extremal modular form of weight k if a 0 = 1, a 1 = · · · = a µ = 0.
From the theory of modular forms for the full modular group, it is easy to see that the extremal modular form is uniquely determined by the weight (for the details, refer to [17] , [15] ). The theta series of extremal lattices are extremal modular forms. But extremal modular forms are not necessarily the theta series of extremal lattices, because extremal lattices do not exist for sufficiently large n. Note that extremal modular forms always exist for any even integer k ≥ 4. By calculating the coefficients of the extremal modular forms, we can obtain the cardinality of the shells of extremal lattices. For example, for extremal even unimodular lattices of the rank 32, the theta series is given like the following:
Therefore, for extremal lattices L of rank 32,
Definition 4 (t 1 2 -design in the sense of Venkov [26] , [27] ). A nonempty antipodal finite subset X in S n−1 is a t 1 2 -design if X is a t-design and X satisfies the following additional condition: x∈X f (x) = 0 (for any f ∈ Harm t+3 (R n )).
Here Harm j (R n ) denotes the space of homogeneous harmonic (with real coefficient) polynomials of degree j.
The shells of extremal lattices have the following property.
Theorem 1 (theorem of Venkov [26] , [27] ). Let L be an extremal even unimodular lattice in R n . Then each shell (layer ) of the lattice L, i. e., L 2m = {x ∈ L : (x, x) = 2m} for each even integer 2m, is a spherical t 1 2 -design for t = 11 (resp., t = 7, t = 3) if n ≡ 0 (mod 24) (resp., n ≡ 8 (mod 24), n ≡ 16 (mod 24)) provided that L 2m is a nonempty subset in S n−1 ( √ 2m).
Remark 2. We should remark that the proof of the theorem of Venkov is obtained from the theorem of Hecke and Schoeneberg (see [8] , [19] ) and the dimension of the cusp forms for the full modular group SL(2, Z).
To be more precise, it is easily seen (cf. [18] ) that if n = 24µ, then for a certain linear function c from Harm 12 (R n ) to R, the theta series Θ Λ,P for P ∈ Harm 12 (R n ) is written as follows:
24 . Now it is easy to see that the spaces of cusp forms of weight ≤ 10 and weight 14 are of dimension 0, and consequently, if P is in Harm 2j (R n ) with 2j = 2, 4, 6, 8, 10 and 14, then we obtain Θ Λ,P = c(P )∆ µ+1 ≡ 0. This completes the proof of the theorem of Venkov.
Since L 2m is antipodal, for example, in the case n ≡ 0 (mod 24), it follows that if L 2m is a 12-design, then L 2m becomes automatically a 14-design. This follows from the property of t 1 2 -design and Remark 1 (1), (3) . The cases in which n ≡ 8 (mod 24) and n ≡ 16 (mod 24) are also similar.
We define Dedekind's η-function as follows:
Also, we define
Then it is known that |τ (p)| < 2 p 11 2 for all primes p. (Note that this was conjectured by Ramanujan and proved by Deligne.)
The following is a famous conjecture called Lehmer's conjecture and is another extreme of Ramanujan's conjecture (a theorem of Deligne). It is known that this conjecture is true for m < 3316799 (Lehmer [12] ) and true for m ≤ 10 15 (Serre [22] ). The following observation is very interesting.
Observation (known to Venkov for many years (unpublished), de la Harpe-Pache [5] , Pache [18] ). Let Λ be the E 8 -lattice in R 8 , and let Λ 2m = {x ∈ Λ : x 2 = 2m}. Then Λ 2m is an 8-design if and only if τ (m) = 0. Thus Lehmer's conjecture is equivalent to the statement that Λ 2m is never an 8-design for any m. Also, note that if Λ 2m is an 8-design, then it is automatically an 11-design by the theorem of Venkov.
Remark 3. There are many situations and conjectures similar to the above observation. For example, let Λ be the Leech lattice in R 24 (the Leech lattice is an extremal even unimodular lattice). Then for all positive integer m, Λ 2m = {x ∈ Λ : x 2 = 2m} (if nonempty) are all 11-designs from the theorem of Venkov. It is known (cf. [18] ) that the following statement is true. Now we come to the main point of this paper. The theorem of Venkov (the lattice version of the Assmus-Mattson theorem) says that shells of extremal lattices with rank n = 24µ all become 11-designs. In this section, we shall consider the problem whether the shells become t-designs for larger values of t.
In this section, we assume that n = 24µ, unless otherwise stated. We also assume that Λ is an extremal even unimodular lattice in R n . Then, for 2j = 2, 4, 6, 8, 10 and 14, we have Θ Λ,P ≡ 0 for all P ∈ Harm 2j (R n ). Moreover, as is proved in Pache [18, Proposition 6] , for P ∈ Harm 12 (R n ),
24 , where c(P ) is a linear function from Harm 12 (R n ) to R. Then one of the following two cases holds: Case 1. c(P ) = 0 for all P ∈ Harm 12 (R n ). Case 2. c(P ) = 0 for some P ∈ Harm 12 (R n ).
In Case 1, Λ 2m = ∅ is a 12-design for all m. We prove the following theorem.
Theorem 2. Let Λ be an extremal even unimodular lattice in R n with n = 24µ. If µ ≤ 150 and µ is not in B, where B = {5, 10, 15, 17, 20, 25, 28, 30, 39, 40, 45, 50, 52, 55, 61, 65, 70, 72, 75, 80, 83, 90, 94, 95, 100, 103, 115, 116, 120, 125, 127, 128, 130, 135, 138, 140, 145, 147, 149 , 150}, then the minimal shell, that is, Λ 2µ+2 , is not a 12-design. In particular, Case 2 holds (Case 1 does not hold ); i. e., c(P ) = 0 for some P ∈ Harm 12 (R n ).
We are currently trying to extend the results for larger µ. Note that it is known (by Mallows-Odlyzko-Sloane [15] , 1975) that extremal even unimodular lattices in R n exist only for up to (about) n = 41000. So we may assume that µ ≤ 1800, say. For the proof of Theorem 2, the following theorem is important.
Theorem 3 (Fundamental Equation for spherical t-designs, due to Venkov). A subset X with X = −X in S n−1 (r) (where S n−1 (r) is the sphere of radius r with the center at the origin) is a t-design if and only if, for all α ∈ R n ,
]. The Fundamental Equation (cf. Venkov [26] , [27] ), which is easily obtained from the definition of spherical t-designs in R n , is very useful for the study of spherical t-designs. (Cf. [27] , [7] , [2] , [3] .)
Proof of Theorem 2. For each µ ≤ 150 (µ = 6) not in the set B and for m = µ + 1, we can find an odd prime p ≥ 11 that satisfies the following conditions:
Considering the Fundamental Equation for k = 7, we see that the existence of such integer m implies that Λ 2m is not a 14-design, and so not a 12-design, because if Λ 2m is a 12-design, then Λ 2m becomes a 14-design by the theorem of Venkov. More precisely, take α from Λ 2m . Then both sides of the Fundamental Equation above are rational numbers. The prime p above implies that the denominator of the left hand side is not divisible by p, while that of the right hand side is divisible by p, a contradiction. For example, in the case of µ = 1 (resp., µ = 2 and µ = 3), the above conditions are satisfied for p = 17, m = µ + 1 = 2 (resp., p = 29, m = 3 and p = 41, m = 4). Note that the cardinality of Λ 2m is 196560 (resp., 52416000 and 6218175600). The details of this calculation for the other cases are seen from Table  1 given at the end of this paper.
Discussion of the cases µ = 5 and µ = 6. We treat these two cases by ad hoc arguments.
We first consider the case µ = 5. For Λ 12 to be a 12-design, it must be a 14-design, since it is a 11 1 2 -design in the sense of Venkov. So we assume that Λ 12 is a 14-design. For any fixed x 0 ∈ Λ 12 , we denote by n i the number of y ∈ Λ 12 such that (x 0 , y) = i. Then we can calculate from the Fundamental Equations that n 0 = 31182627062664, n 1 = 11024045028864, n 2 = 3189105363312, n 3 = 379941920512, n 4 = 16861473783, n 5 = 237447936, n 6 = 774928, n 12 = 1, and we cannot get a contradiction, so far. (It seems very interesting to try to eliminate this case, as the most imminent test case.)
Now suppose that µ = 6. For X = Λ 14 to be a 12-design, for each pair of α, β such that α⊥β and α = β , we have the following from the equation in the definition of 12-design:
Since σ is the O(n)-invariant measure, without loss of generality, we may assume α = (1, 0, 0, . . . , 0), β = (0, 1, 0, . . . , 0). From this, we can calculate the integral on the right-hand side easily, and after all, we obtain the following equation:
Take any two distinct elements α, γ ∈ Λ 14 , and let (α, γ) = c. Then if we define
then α⊥β and α = β = 14 hold. Note that |X| = |Λ 14 | = 3486157968384000 is not divisible by 11, while 11 must divide the denominator in the right hand side of the fundamental equation (1) . This implies that 14 2 − c 2 ≡ 0 (mod 11). This in turn implies that c = ±3. Since α and γ are any two distinct elements in Λ 14 , we see that inner products of any two distinct elements in Λ 14 are 3 or −3. But this is a contradiction, since Λ 14 is of strength at least 11 and of degree at most 2. (Note that the strength is bounded by the twice of the degree, cf. [7] .) Here, in general, for a finite subset X in S n−1 , the cardinality of {(x, y) : x ( =) y ∈ X} is called the degree of X. The definition of strength is given in Definition 1.
The theorem of Venkov says that each shell of an extremal even unimodular lattice Λ in R n with n = 24µ is an 11 1 2 -design. This implies that if Λ 2m is a 12-design, then it is a 14-design. So, we really cannot get new condition from the condition that Λ 2m is a 14-design. However, we can get the following weaker results. Many numerical confirmations are obtained in number theory (see [22] ). Thus if this conjecture is true, then there are no 12-designs among Λ 2m for n = 24µ with µ ≤ 150 and not in B of Theorem 2.
In Theorem 2, we considered whether only the minimal shell becomes a 12-design or not. But as we see from the proof, it is natural to look for not only p in the case m = µ + 1, but also all pairs (p, m) satisfying the following conditions:
The existence of such a pair (p, m) implies that the shell Λ 2m is not a 12-design (if the Atkin-Serre conjecture is true, nothing is a 12-design). But we could not find such pairs for µ in B of Theorem 2. We gather from this phenomenon that if p | |Λ 2µ+2 |, then p | |Λ 2m | for all m not divided by p, in many situations. We shall study this modulo p property in detail in Sections 4 and 5.
Shells of Binary Extremal Type II Codes and the Assmus-Mattson Theorem
In this section, we consider a problem similar to that in Section 2. Let C be a subspace of F n 2 , where F 2 is the binary finite field. C is called a (binary) linear code of length n.
The minimum weight of nonzero elements of C is called the minimum distance of C. In this section, we always set (x, y) =
: (x, y) = 0 for all y ∈ C}) and doubly-even (i. e., weight(x) ∈ 4Z for all x ∈ C). It is well known that if there exists a Type II code in F n 2 , then n must be a multiple of 8. Write n = 24µ + 8l, l = 0, 1, 2. A Type II code C is called extremal if the minimum distance is equal to 4µ + 4.
Next, we shall review the notion of combinatorial t-design. Definition 6. Let V be a finite set with v elements and V k the set of all k-element subsets of V , and let B be a subset of
Let C be an extremal Type II code of length n = 24µ over F 2 . Then the minimum distance of C is 4µ + 4. For each i ≡ 0 (mod 4), let us set
It is known by the Assmus-Mattson theorem that C i becomes a combinatorial 5-design for any i with i ≡ 0 (mod 4) and 4µ + 4 ≤ i ≤ n − (4µ + 4). (Note that this result can be regarded as a special case of the Assmus-Mattson theorem.) Here, using the notation of Definition 6, we are regarding V with {1, . . . , n}, and each element x = (x 1 , . . . , x n ) of C i is associated with the set of indices i for which
One of the most interesting questions around Assmus-Mattson theorem is the following question.
Question. Can any of the C i become a 6-design?
Note that so far, no 6-design has been obtained by applying Assmus-Mattson theorem, and no reasonable answer is obtained whether any 6-design can be obtained by Assmus-Mattson theorem, or not. The reader is referred to [14] , [1] for more on Assmus-Mattson theorem.
First, we recall the result corresponding to Hecke-Schoeneberg's Theorem obtained by Bachoc ([1], 1999). Bachoc obtained this result to give an alternative proof of Assmus-Mattson theorem for combinatorial designs. We recall several concepts which will be needed in what follows.
Let G be the subgroup of GL(2, C) generated by the elements Let χ l be the character of G defined by
We denote by I G = C[x, y] G the ring of polynomial invariants of G and by I G,χ l the ring of relative invariants of G with respect to the character χ l . The structure of these invariant rings is described as follows (see [1] ).
If l ≡ 0 (mod 4), then I G = I G,χ0 = P 8 , P 24
If l ≡ 1 (mod 4), then I C,χ1 = P 30 · I G with P 30 = P 12 · P 18 .
Let X = {1, 2, . . . , n}, and let X l be the set of l-element subsets of X. (Note that the notation here is slightly different from that in [1] .) In general, for a finite set U , denote by RU the vector space with the formal basis U . An element f ∈ RU is denoted by f = z∈U f (z)z.
Define γ :
and extend the domain of definition linearly to the whole space. We set Harm l = Ker γ. Let f ∈ Harm l and define f ∈ R2 X as follows:
We also define
Theorem 4 (Bachoc [1] , 1999). Let C be a binary Type II code of length n, and let f ∈ Harm l . Then we have
Moreover, the polynomial Z C,f (x, y) is of degree n − 2l and is in I G,χ l , the space of the relative invariants of G with respect to the character χ l .
Note that a set B ⊂ X k of blocks is a combinatorial t-design if
(See [6, Theorem 7] . Cf. also [24] .) In fact, using this interpretation of combinatorial designs due to Delsarte, Bachoc gave an excellent alternative proof of the AssmusMattson theorem in [1, Theorem 4.1]. Now let us assume that n = 24µ, t = 6, and C is an extremal Type II code. Then from the above theorem we see that
, where c(f ) is a linear function from Harm 6 to R and Z C,f (x, y) ∈ I G,χ2 . Write Z C,f (x, y) in the following form:
Since the minimum distance of C is 4µ+4, it follows that a 0 = a 1 = · · · = a µ−2 = 0. After all, W C,f (x, y) is written in the following form:
Moreover, one of the following two cases must hold:
The following is the main theorem in this section. Note that it is shown by [15] and [13] that an extremal Type II code does not exist if n ≥ 3984, i. e., if µ ≥ 166. Thus the condition µ ≤ 165 is not necessary in the statement of Theorem 2.
Proof of Theorem 5. We calculate that if µ is not in the union of B and the set {5, 10, 28, 97, 142}, then the number λ 6 , which is the number of blocks which contain a given set of 6 points, is not an integer. In general, let us denote by λ t the number of blocks which contain a given set of t points. Here we note that
for a general t-(v, k, λ) design; in our case v = n = 24µ, k = 4µ + 4, and λ 0 = |B| with B = C 4µ+4 . Further, |C 4µ+4 | is given by the formula
Refer to [16] for this formula. The cases 10, 28, 97, 142 are eliminated by the following reason. The theorem of Koch-Venkov, which gives an alternative proof of the Assmus-Mattson theorem for extremal codes, (see [10] , [11] , [1] ), says that the set of fixed weight of extremal codes is not only a 5-design but also a 5
That is, if it is a 6-design, then it is a 7-design. However, we can show that if µ = 10, 28, 97, or 142, then λ 7 are nonintegers. This says that the set B cannot be a 6-design.
Here we have used just the condition that the numbers λ t are integers as a necessary condition that C 4µ+4 are t-designs. This is essentially equivalent to using the fundamental equation for t-designs (due to Koch and Venkov) mentioned in Koch [10] , [11] .
We can eliminate the case µ = 5 as follows. In order to do it, let us introduce the fundamental equation for combinatorial designs in Koch [11, p. 460] . Let a ∈ F n 2 and u j (a) := |{x ∈ C h : w(a ∩ x) = j}|, where we are identifying F n 2 with the power set of {1, . . . , n} and we put w(y) = weight(y) = cardinality of y, for y ∈ F n 2 , for simplicity and for unifying the notation with Koch [11, p. 460] . Suppose that C h is a t-design. Then the following holds:
This equation follows by counting the cardinality of the set
Suppose that C h = C 4µ+4 is a 6-design. Take a ∈ C 4µ+8 and define x j := u j (a) = {c ∈ C 4µ+4 : |a ∩ c| = j} for simplicity. By using the above fundamental equation, we have
for i = 0, 1, . . . , t. (Note that x j = 0 if j ≥ 2µ + 6 or j = odd.) Consequently, we have The solution is x 0 = 118209/2, x 2 = 10200645/4, x 4 = 12486474, x 6 = 64639575/4, x 8 = 14315301/2, x 10 = 4831827/4, x 12 = 80262, x 14 = 9009/4 which is a contradiction, as these numbers must be all integers.
Remark 4. (1) In the proof of Theorem 5 for µ = 5, we took an element a from C 4µ+8 , but we can also consider a similar argument by taking an element a from C 4µ+4 , which is the set of codewords with the minimum weight of C. It is interesting that we cannot get a contradiction from C 4µ+4 , although it is more natural than the operation in the proof. (2) It would be interesting to try to eliminate any of the remaining values in the set B of Theorem 5 by using the refinement of the fundamental equation, as we did the case µ = 6 in the proof of Theorem 2. In the above theorem, we considered when C 4µ+4 are not 6-designs, or equivalently not 7-designs. (We could not get conclusive answers for those values of µ in the set B.) However, we can obtain the following weaker results.
(i) For C 4µ+4 to be an 8-design, µ must be in the set {8, 42, 63, 75, 130}.
(ii) C 4µ+4 is never a 9-design.
Currently, we do not know whether Case 1 actually occurs or not. (So far, no 6-designs are obtained from Assmus-Mattson theorem, but we do not know why this is the case.)
We also obtain the following theorem, which is related to the combinatorial design version of Lehmer's conjecture. In the extremal lattice and the spherical design case, it was possible, at least in theoretical level, that two different shells of the extremal lattice may have different strength t, since the generalization of Lehmer's conjecture, due to Serre and Atkin, has not been proved yet. But from the following theorem, we see that this is not the case in the case of extremal codes and combinatorial designs.
Theorem 6. For any extremal binary Type II code of length n ≡ 0 (mod 24), all its shells are 6-designs or not simultaneously.
Proof of Theorem 6. In the above expansion of W C,f (x, y) = c(f )(xy)
, the coefficients of x i with i ≡ 0 (mod 4) and 4µ+4 ≤ i ≤ n − (4µ + 4) are all nonzero or zero at the same time. Therefore, one of the following two exclusive cases must hold (for an extremal Type II code with n = 24µ).
(i) All C i are 6-designs.
(ii) None of C i is a 6-design.
(Here we assumed that i ≡ 0 (mod 4) and 4µ + 4 ≤ i ≤ n − (4µ + 4).)
Remark 5. We also prove the following results, by a similar argument as above.
(1) If n ≡ 8 (mod 24) and C is an extremal Type II code in F 
3) It would be interesting to find 4-designs (resp., 2-designs) among the extremal Type II codes of length n with n ≡ 8 (mod 24) (resp., n ≡ 16 (mod 24)).
Modulo p Properties of the Fourier Coefficients of the Extremal Modular Forms: I. Proof of Theorem 7
If there is an extremal even unimodular lattice L in R n with n = 24µ, then its theta series Θ L (τ ) = m≥0 a m q m is the extremal modular form of weight k = n/2 that is, it is the uniquely determined modular form of weight k = 12µ, with the condition a 0 = 1 and a 1 = a 2 = · · · = a µ = 0. By the theorem of Venkov, spherical 11-designs are attached for all nontrivial shells of the lattice. Therefore, the Fundamental Equations (Theorem 3) hold: X(= −X) ⊂ S n−1 (r) is an 11-design if and only if
for all i = 1, 2, . . . , 5. This equation also holds for i = 7, since the spherical designs attached to L are 11 1 2 -designs in the sense of Venkov (Definition 4). Therefore, if we take α ∈ L 2m , and if a prime p > 13 and p divides the denominator of the right hand side of (2), i. e., n(n + 2) . . . (n + 2i − 2), then we must have either p | m or p | a m . We are interested in when this property holds for the coefficients of the extremal modular form, which are not necessarily associated with the theta series of an extremal lattice. In fact, we will show that this property generally holds for the extremal modular forms, independent of the existence of the extremal lattice.
Let f (τ ) = m≥0 a m q m be the extremal modular form of weight k = 12µ. It is known by Siegel's theorem (see [9, Corollary 5] and also Siegel(1969) or Hida (1993)) that a µ+1 = 0. Also, note that the extremal modular form is defined for any even weight k which is not necessarily a multiple of 12. In this section, we will mostly treat the case n = 2k = 24µ, and we will briefly mention later what will happen in other cases. The purpose of this section is to prove the following theorem. (2) if p | (n + 12). However, since 13 − 1 = 12 divides 12µ, it is obvious from Proposition 2 which will be mentioned below that p | a µ+1 . Thus we may assume that p ≥ 13 instead of p ≥ 17 in the assumption of Theorem 7.
Proof of Theorem 7. The rest of this section is to prove Theorem 7. For that purpose, we need some preparations.
Starting from a well-known theorem in [21] , we obtain Theorem 9 and Theorem 10 which are of independent interest. We believe Theorem 9 and Theorem 10 were not known before, at least in this form.
First, we fix the notation. Let k ≥ 4 and k = 12µ + 4δ + 6 , δ ∈ {0, 1, 2}, ∈ {0, 1}. Let M k be the space of modular forms of weight k with respect to the group SL(2, Z). Then dim M k = µ + 1. As a basis of the space M k , we can take
Let f k = ∞ m=0 a m q m be the extremal modular form of weight k. Since each element of the basis is of the form q i +0(q i+1 ), we can conclude that all the coefficients a i of the extremal modular form f k are integers.
The Eisenstein series . Let p be a prime dividing A. Then, when we consider the coefficients as p-adic integers, in each step of reaching to f k , a p-adic integral multiple of A are added. Therefore, we can conclude that A | a i for all i ≥ 1.
The denominator of the Bernoulli number b k consists of the product p of primes p such that (p − 1) | k. We call such primes Bernoulli type primes for k. Also, it is well known that the numerator of 2k
where the product runs over primes p such that (p − 1) | k and α are the largest integers with p α | k. Now we first prove the following proposition, which may be known to some experts. Here for two modular forms f and f with Fourier coefficients in p-adic integers, f ≡ f (mod p t ) means that each of the corresponding Fourier coefficients is the same in modulo p t Z p where Z p is the ring of p-adic integers.
Proposition
We need the following lemma to prove Proposition 2. This is an easy variation of Sturm's theorem.
Lemma 1 [25] , [21] , [17] . Let l be an integer at least 2. Suppose that f, g ∈ M k , f = a(n)q n , and
Proof of Lemma 1 (for completeness). f − g = a 0 + a 1 q + · · · + a µ q µ + · · · with a 0 , a 1 , . . . , a µ ∈ lZ p . Therefore, if we determine the c i 's inductively, c 0 , c 1 , . . . , by using the formula
then we can conclude that c i ∈ lZ p for all i. Therefore, we find that a(n) ≡ b(n) (mod l) for all n ≥ 0.
We also need the following well-known important results. Here we assume that p is a prime number ≥ 5, unless otherwise stated.
Theorem 8 [21] . Let f ∈ M k and f ∈ M k , and let all Fourier coefficients be p-adic integers. If f ≡ f (mod p) and f ≡ 0 (mod p), then k ≡ k (mod p − 1).
We immediately have the following:
Proof of Proposition 2. In Lemma 1, put
Then b(n) ≡ 0 (mod p α+1 ) for all 14sn ≥ 1 and a(1) = a(2) = · · · = a(µ) = 0. Therefore, by Lemma 1, we have
and since E k ≡ 1 (mod p α+1 ), we have
The congruence for 2 β+2 is proved similarly. Now let us note that the condition that p | a µ+1 and that f k ≡ 1 (mod p) implies that p is a Bernoulli type prime, by Corollary 1. The converse and the rest of the claim in Proposition 2 is immediate.
The next interesting case is case (2), i. e., the case in which p m implies a m ≡ 0 (mod p) holds for f k = ∞ m=0 a m q m . Then this might suggest the existence of a "function" g(τ ) such that f k ≡ g(pτ ) (mod p). Thus we look for the possibility where g(τ ) is a modular form of a lower weight. We suppose g(τ ) is a modular form.
Following 
With this notation, for h ∈ M s , we define w( h) be the smallest s with h ∈ M s such that s ≡ s (mod p − 1). This is well defined by Theorem 8. Since g(pτ ) = g p , we have w( g(pτ )) = w( g p ) = pw( g).
Using this method of Serre [21] , we first obtain the following two theorems: Theorem 9 and Theorem 10, which guarantee that certain modular forms are in case (2) . We use Theorem 9 in the proof of our main Theorem 7. Now we define k 1 to be the number in {4, 6, 8, . . . , p − 1, p + 1} such that k ≡ k 1 (mod p − 1). Moreover, we assume that
(This means that p is not a Bernoulli type prime.) We define the number l 1 by the following condition:
Also, we define the number k 2 to be the smallest integer with k 2 ≡ k 1 (mod p − 1) and dim M k2 ≥ l 1 + 1. Now note that l 1 and k 2 are determined by k and p. Since k ≡ k 2 (mod p − 1), r 2 is determined by k = k 2 + (p − 1)r 2 . We say that the condition ( * ) 1 is satisfied if
or, equivalently, r 2 ≥ k 2 .
Theorem 9. Let g(τ ) be an extremal modular form in M k2 , and let
If the condition ( * ) 1 is satisfied for p, then we have
Moreover, we have p | a l1+1 .
Proof of Theorem 9. Since g ∈ M k2 , we have g(pτ ) ∈ M k2p . Since ( * ) 1 holds, it follows that r 2 ≥ k 2 , and so we have k
Since f and g(pτ ) are in the same space M k , we have
with pl 1 ≤ µ + 1 < p(l 1 + 1). Since f and g(pτ ) have the same coefficients (mod p) up to the degree q µ , we have, by Lemma 1,
Consequently, since the coefficient of q µ+1 in g(pτ ) is 0, we have p | a µ+1 . Now consider the condition ( ) 2 instead of ( ) 1 :
We define the condition ( * ) 2 by
where k 3 is determined as the smallest number k 3 such that k 3 ≡ k 1 (mod p − 1) and dim M k3 ≥ l 2 + 1 and r 3 is determined by
Theorem 10. Let g(τ ) be an extremal modular form in M k3 , and let
Suppose that the condition ( * ) 2 is satisfied for p. Then we have
Moreover, we have a µ+1 ≡ d l2+1 (mod p).
Proof of Theorem 10. Since g ∈ M k3 , we have g(pτ ) ∈ M k3p . Since ( * ) 2 holds, it follows that r 3 ≥ k 3 , and so we have k = (p − 1)r 3 + k 3 ≥ k 3 p. Therefore, we have g(pτ ) ∈ M k . Since f and g(pτ ) are in the same space M k , we have
with µ + 1 = p(l 2 + 1). Since f and g(pτ ) have the same coefficients (mod p) up to the degree q µ , we have, by Lemma 1,
Consequently, a µ+1 ≡ d l2+1 (mod p).
Proof of Theorem 7. Suppose that k = 12µ. Let us set
We may assume that p is not a Bernoulli type prime. Therefore, we may assume that (p − 1) k, and hence r ≥ 2.
Claim 1. We may assume that a ≥ r and r ≥ 4.
We divide our proof into the following 6 cases. (iv) 2k + 6 = pb. Since 12 | k, it follows that 6 | b. Hence we set b = 6b , and we have k + 3 = 3a p. If a = 1, we have k = 3(p − 1), and hence p is a Bernoulli type prime, which is a contradiction. If b = 2, we get a contradiction since k is even. Thus b ≥ 3 and is odd, and so k = 3b (p − 1) + (3b − 3) and 3b − 3 ≥ 6. 
Now let
a − r = sp + i.
Then we may assume that 0 ≤ i ≤ p − 1.
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Claim 2. We have i ∈ {0, 1, 2, 3, 4, 6}.
We have
Thus p | (k + i). Since p divides one of k, k + 1, k + 2, k + 3, k + 4, k + 6, it follows that i must be one of 0, 1, 2, 3, 4, 6. This proves Claim 2.
We divide our proof of Theorem 7 into six cases according to the values of i ∈ {0, 1, 2, 3, 4, 6} . In what follows, we sometimes denote l 1 simply by l unless confusion can arise. Hence 12l ≤ r + sp − s + 12 p . Since p ≥ 13, we have 12l ≤ r + sp − s. Now we want to show that dim M r+s(p−1) ≥ l + 1. The only case that this does not hold is the case r + sp − s = 12l + 2. Then k = p(12l + 2) ≡ 2p (mod 12). This contradicts the assumption that 12 | k. Therefore, we obtain
Taking r 2 = (r + sp − s) = k 2 , we have r 2 ≥ k 2 ; i. e., the condition ( * ) 1 is satisfied. Hence, by Theorem 9, we get the conclusion.
(ii) a = r + sp + 1. Then
Thus we have 12pl ≤ k + 12 = p(r + sp − s + 1) + 11.
Hence 12l ≤ r + sp − (s − 1) + 11 p . Thus 12l ≤ r + sp − (s − 1), and so 12l − 1 ≤ r + s(p − 1). Now we want to show that dim M r+s(p−1) ≥ l + 1. The only case that this does not hold is the case r + sp − s = 12l + 2. Putting this into formula (3), we get k + 1 = p(12l + 3). Considering both sides modulo 3, we get a contradiction. Therefore, as in the previous case, we get the conclusion.
(iii) a = r + sp + 2. Then
Thus we have 12pl ≤ k + 12 = p(r + sp − s + 2) + 10.
Thus 12l − 2 ≤ r + s(p − 1). Now we want to show that dim M r+s(p−1) ≥ l + 1. The only case that this does not hold is the case r + sp − s = 12l − 2 or 12l + 2. First, suppose that r + sp − s = 12l − 2. Putting this into formula (4), we get k + 2 = p(12l − 2 + 2) = p · 12l. Considering both sides modulo 12, we get a contradiction.
Next, suppose that r + sp − s = 12l + 2. Putting this into formula (4), we get k + 2 = p(12l + 2 + 2) = p(12l + 4). Considering both sides modulo 4, we get a contradiction.
(iv) a = r + sp + 3. Then
Thus we have 12pl ≤ k + 12 = p(r + sp − s + 3) + 9.
Thus 12l ≤ r + sp − s + 3, and so 12l − 3 ≤ r + s(p − 1). Now we want to show that dim M r+s(p−1) ≥ l + 1. The only case that this does not hold is the case r + sp − s = 12l − 2 or 12l + 2. First, suppose that r + sp − s = 12l − 2. Putting this into formula (5), we get k + 3 = p(12l − 2 + 3) = p(12l + 1). Considering both sides modulo 3, we get a contradiction. Next, suppose that r + sp − s = 12l + 2. Putting this into formula (5), we get k + 3 = p(12l + 2 + 3) = p(12l + 5). Considering both sides modulo 3, we get a contradiction.
(v) a = r + sp + 4. Then
Thus we have 12pl ≤ k + 12 = p(r + sp − s + 4) + 8.
Hence 12l ≤ r + sp − s + 4. Thus 12l − 4 ≤ r + s(p − 1). Now we want to show that dim M r+s(p−1) ≥ l + 1. The only case that this does not hold is the case r + sp − s = 12l − 4 or 12l − 2 or 12l + 2. First, suppose that r + sp − s = 12l − 4. Putting this into formula (6), we get k + 4 = p(12l − 4 + 4) = 12pl. Considering both sides modulo 12, we get a contradiction.
Next, suppose that r + sp − s = 12l − 2. Putting this into formula (6), we get k + 4 = p(12l − 2 + 4) = p(12l + 2). Considering both sides modulo 4, we get a contradiction.
Finally, suppose that r + sp − s = 12l + 2. Putting this into formula (6), we get k + 4 = p(12l + 2 + 4) = p(12l + 6). Considering both sides modulo 3, we get a contradiction.
(vi) a = r + sp + 6. Then k + 6 = p(r + sp − s + 6).
Thus we have 12pl ≤ k + 12 = p(r + sp − s + 6) + 6.
Hence 12l ≤ r + sp − s + 6. Thus 12l − 6 ≤ r + s(p − 1). Now we want to show that dim M r+s(p−1) ≥ l + 1. The only case that this does not hold is the case r + sp − s = 12l − 6 or 12l − 4 or 12l − 2 or 12l + 2. First, suppose that r + sp − s = 12l − 6. Putting this into formula (7), we get k + 6 = p(12l − 6 + 6) = 12pl. Considering both sides modulo 12, we get a contradiction.
Second, suppose that r + sp − s = 12l − 4. Putting this into formula (7), we get k + 6 = p(12l − 4 + 6) = p(12l + 2). Considering both sides modulo 3, we get a contradiction.
Third, suppose that r + sp − s = 12l − 2. Putting this into formula (7), we get k + 6 = p(12l − 2 + 6) = p(12l + 4). Considering both sides modulo 4, we get a contradiction.
Finally, suppose that r + sp − s = 12l + 2. Putting this into formula (7), we get k + 6 = p(12l + 2 + 6) = p(12l + 8). Considering both sides modulo 4, we get a contradiction.
The proof of Theorem 7 is complete.
In Theorem 7, we assumed that k = 12µ, and this is the most interesting case. However, we remark that for k = 12µ + 4 or k = 24µ + 8 we do obtain exactly same kind of results which reflect the spherical designs of extremal even unimodular lattices of dimension n = 2k for k = 12µ + 4 or k = 24µ + 8. Here we just record the results. The proof is similar to that of Theorem 7.
Theorem 11. (i) Let k = 12µ + 4, and let f k be the extremal modular form of weight k with respect to the full modular group SL(2, Z), i. e.,
Let p be a prime number ≥ 11. Suppose that p divides 2k(2k + 2)(2k + 4)(2k + 8).
Then p | a µ+1 . (ii) Let k = 12µ + 8, and let f k be the extremal modular form of weight k with respect to the full modular group SL(2, Z), i. e.,
Let p be a prime number ≥ 5. Suppose that p divides 2k(2k + 4).
Then p | a µ+1 .
Modulo p Properties of the Fourier Coefficients of the Extremal Modular Forms: II. More Examples of Case (2)
In Table 1 , when k = 12µ with µ ≤ 150, we divide the primes p into three cases, case (1), case (2), and case (3), as we described them in the abstract of this paper. Let us explain Table 1 .
The first two rows, µ and a µ+1 , are obvious. We list a µ+1 only for µ < 30, where the a i 's are the coefficients of the extremal modular form of weight k = 12µ. The row P lists all the primes which appear in the numerator of the (irreducible) rational number 24µ(24µ + 2)(24µ + 4) . . . (24µ + 12)/(3 · 5 · . . . · 13). The row C1 lists all the primes p ∈ P which do not divide a µ+1 . Thus if this row is nonempty, then µ is not in the set B in Theorem 2. That is, p are the primes in case (3). The row BT lists all Bernoulli type primes, including those which are not in P . The row CA lists all primes p (not in BT ) that satisfy the assumption ( * ) 1 of Theorem 9. The row CB lists all primes p (not in BT or CA) that satisfy the assumption ( * ) 2 of Theorem 10. The row CC lists all primes p (not in BT or CA or CB) which are in case (2) , that is, p | a t if p t. Note that in this row we listed all primes p that satisfy the condition that p | a t for all t ≤ µ + 50 (say) with p t, which are not in BT or CA or CB. Thus at the beginning there was no guarantee that p in this row are in case (2) . However, as we will explain in Section 5, at least for µ ≤ 150, it is shown that such primes p in fact belong to case (2) . For each µ, we omit the rows which are empty.
We have seen that many primes p are in case (2), namely, p a j for some j ≥ 1 and p | a t if p t. (Note that, precisely speaking, the row CC gives the candidates of p which satisfy this property for all t ≤ µ + 50.) The condition that p is either in the class CA or class CB guarantees that the prime p is actually in case (2). We observe that many of those (actually, all of those for µ ≤ 150) in case (2) are obtained from an extremal modular form g(τ ) of smaller weight as Table 2 below lists all the pairs of (p, µ) with µ ≤ 150 in CC.
The purpose of this section is to interpret these remaining examples. Our main purpose is to show that, even in these exceptional cases, they are obtained by a similar method as in our Theorem 9 and Theorem 10. Actually, they are obtained by successively applying this method to smaller modular forms. For example, we get:
If µ = 57, p = 11, then f 12µ ≡ E 4 (121τ ) (mod 11).
We could check this phenomenon up to the cases µ ≤ 150, and the results are listed in Table 2 . Note that, as Table 2 shows, if p = 11 or p = 17, then f (τ ) ≡ g(p 2 τ ) (mod p) for an extremal modular form g(τ ), while if p = 23, then f (τ ) ≡ g(pτ ) (mod p) for an extremal modular form g(τ ).
We do not know any necessary and sufficient condition for p to be in case (2). On the other hand, if p is in case (2), then it seems that the extremal modular forms are obtained from the successive applications of the construction indicated above. Although it may be too optimistic, and may be too bold, to put this as a conjecture at this stage, we suspect this might be the case. Thus we mention the following:
Conjecture 3. Let f be an extremal modular form of weight k = 12µ. Suppose that f is in case (2); namely, p a j for some j ≥ 1 and p | a t if p t.
for a modular form of smaller weight.
(ii) Moreover, there exist an extremal modular form g of a smaller weight and a natural number r such that
It would be very interesting either to prove or disprove this conjecture.
Tables
Below is a brief explanation of the table. (See the beginning of Section 5 for a more detailed explanation.)
P lists all primes that appear in the numerator of the (irreducible) rational number 24µ(24µ + 2)(24µ + 4) . . .
C1 lists all primes p ∈ P that do not divide a µ+1 .
BT lists all Bernoulli type primes, including those which are not in P .
CA lists all primes p (not in BT ) that satisfy the assumption ( * ) 1 of Theorem 9. CB lists all primes p (not in BT or CA) that satisfy the assumption ( * ) 2 of Theorem 10.
CC lists all primes p (not in BT or CA or CB) that satisfy p | a t if p t. We omit empty rows. 
