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Abstract
In multi-task reinforcement learning (MTRL), the objective is to simultaneously
learn multiple tasks and exploit their similarity to improve the performance w.r.t.
single-task learning. In this paper we investigate the case when all the tasks can
be accurately represented in a linear approximation space using the same small
subset of the original (large) set of features. This is equivalent to assuming that
the weight vectors of the task value functions are jointly sparse, i.e., the set of
their non-zero components is small and it is shared across tasks. Building on ex-
isting results in multi-task regression, we develop two multi-task extensions of the
fitted Q-iteration algorithm. While the first algorithm assumes that the tasks are
jointly sparse in the given representation, the second one learns a transformation
of the features in the attempt of finding a more sparse representation. For both
algorithms we provide a sample complexity analysis and numerical simulations.
1 Introduction
Reinforcement learning (RL) and approximate dynamic programming (ADP) [26, 3] are effective
approaches to solve the problem of decision-making under uncertainty. Nonetheless, they may fail
in domains where a relatively small amount of samples can be collected (e.g., in robotics where
samples are expensive or in applications where human interaction is required, such as in automated
rehabilitation). Fortunately, the lack of samples can be compensated by leveraging on the presence
of multiple related tasks (e.g., different users). In this scenario, usually referred to as multi-task rein-
forcement learning (MTRL), the objective is to simultaneously solve multiple tasks and exploit their
similarity to improve the performance w.r.t. single-task learning (we refer to [28] and [15] for a com-
prehensive review of the more general setting of transfer RL). In this setting, many approaches have
been proposed, which mostly differ for the notion of similarity leveraged in the multi-task learning
process. In [30] the transition and reward kernels of all the tasks are assumed to be generated from
a common distribution and samples from different tasks are used to estimate the generative distri-
bution and, thus, improving the inference on each task. A similar model, but for value functions, is
proposed in [16], where the parameters of all the different value functions are assumed to be drawn
from a common distribution. In [25] different shaping function approaches for Q-table initialization
are considered and empirically evaluated, while a model-based approach that estimates statistical in-
formation on the distribution of theQ-values is proposed in [27]. Similarity at the level of the MDPs
is also exploited in [17], where samples are transferred from source to target tasks. Multi-task rein-
forcement learning approaches have been also applied in partially observable environments [18].
In this paper we investigate the case when all the tasks can be accurately represented in a linear
approximation space using the same small subset of the original (large) set of features. This is
equivalent to assuming that the weight vectors of the task value functions are jointly sparse, i.e., the
set of their non-zero components is small and it is shared across tasks. We can illustrate the concept
of shared sparsity using the blackjack card game. The player can rely on a very large number of




the table and/or already discarded, different scoring functions for the player’s hand (e.g., sum of the
values of the cards) and so on. The more the features, the more likely it is that the corresponding
feature space could accurately represent the optimal value function. Nonetheless, depending on the
rules of the game (i.e., the reward and dynamics), a very limited subset of features actually contribute
to the value of a state and we expect the optimal value function to display a high level of sparsity.
Furthermore, if we consider multiple tasks differing for the behavior of the dealer (e.g., the value at
which she stays) or slightly different rule sets, we may expect such sparsity to be shared across tasks.
For instance, if the game uses an infinite number of decks, features based on the history of the cards
played in previous hands have no impact on the optimal policy for any task and the corresponding
value functions are all jointly sparse in this representation.
In this paper we first introduce the notion of sparse MDPs in Section 3. Then we build on existing
results in multi-task regression [19, 1] to develop two multi-task extensions of the fitted Q-iteration
algorithm. While the first algorithm (Section 4) assumes that the tasks are jointly sparse in the given
representation, the second algorithm (Section 5) performs a transformation of the given features
in the attempt of finding a more sparse representation. For both algorithms we provide a sample
complexity analysis and numerical simulations both in a continuous chain–walk domain and in the
blackjack game (Section 6).
2 Preliminaries
2.1 Multi-Task Reinforcement Learning (MTRL)
A Markov decision process (MDP) is a tupleM = (X ,A, R, P, γ), where the state space X is a
bounded closed subset of the Euclidean space, the action space A is finite (i.e., |A| < ∞), R :
X ×A → [0, 1] is the reward of a state-action pair, P : X ×A → P(X ) is the transition distribution
over the states achieved by taking an action in a given state, and γ ∈ (0, 1) is a discount factor. A
deterministic policy π : X → A is a mapping from states to actions. We denote by B(X × A; b)
the set of measurable state-action functions f : X ×A → [−b; b] absolutely bounded by b. Solving
an MDP corresponds to computing the optimal action–value function Q∗ ∈ B(X × A;Qmax =
1/(1 − γ)), defined as the largest expected sum of discounted rewards that can be collected in the
MDP and fixed point of the optimal Bellman operator T : B(X × A;Qmax) → B(X × A;Qmax)
defined as
T Q(x, a) = R(x, a) + γ
∑
y
P (y|x, a) max
a′
Q(y, a′).
The optimal policy is finally obtained as the greedy policy w.r.t. the optimal value function as
π∗(x) = arg maxa∈AQ
∗(x, a). In this paper we study the multi-task reinforcement learning
(MTRL) setting where the objective is to solve T tasks, defined asMt = (X ,A, Pt, Rt, γt) with
t ∈ [T ] = {1, . . . , T}, with the same state-action space, but different dynamics Pt and goals Rt.
The objective of MTRL is to exploit possible relationships between tasks to improve the perfor-
mance w.r.t. single-task learning. In particular, we choose linear fitted Q-iteration as the single-task
baseline and we propose multi-task extensions tailored to exploit the sparsity in the structure of the
tasks.
2.2 Fitted Q-iteration with linear function approximation
Whenever X and A are large or continuous, we need to resort to approximation schemes to learn
a near-optimal policy. One of the most popular ADP methods is the fitted-Q iteration (FQI) algo-
rithm [7], which extends value iteration to approximate action-value functions. While exact value
iteration proceeds by iterative applications of the Bellman operator (i.e., Qk = T Qk−1), in FQI,
each iteration approximates T Qk−1 by solving a regression problem. Among possible instances,
here we focus on a specific implementation of FQI in the fixed design setting with linear approxima-
tion and we assume access to a generative model of the MDP. Since the action space A is finite, we
approximate an action-value function as a collection of |A| independent state-value functions. We
introduce a dx-dimensional state-feature vector φ(·) = [ϕ1(·), ϕ2(·), . . . , ϕdx(·)]T with φi : X → R
such that supx ||φ(x)||2 ≤ L, while the corresponding state-action feature vector is
ψ(x, a) = [ 0, · · · , 0,︸ ︷︷ ︸
(a−1)×dx times











output: WKa , bKa,t
Initialize w0 ← 0 , k = 0
do
k ← k + 1
for a← 1, . . . , |A| do
for t← 1, . . . , T do
for i← 1, . . . , nx do
Sample rki,a,t = Rt(xi,t, a) and y
k
i,a,t ∼ Pt(·|xi,t, a)
Compute zki,a,t = r
k

















∥∥W ka −W k−1a ∥∥2 ≥ tol) and k < K
with dimension d = |A| × dx. From φ we construct a linear approximation space for action-value
functions as F = {fw(·, ·) = ψ(·, ·)Tw,w ∈ Rd} where the weight vector w can be decomposed
as w = [w1, . . . , w|A|] so that for any a ∈ A, we have fw(·, a) = φ(·)Twa. FQI receives as input
a fixed set of states S = {xi}nxi=1 (fixed design setting) and the space F . Starting from w0 = 0





from the generative model of the MDP for each action a ∈ A on each of the states {xi}nxi=1 (i.e.,
rki,a = R(xi, a) and y
k
i,a ∼ P (·|xi, a)). From the samples, |A| independent training sets Dka =
{(xi, a), zki,a}
nx








′) is computed using the weight vector learned at the previous iteration as
ψ(yki,a, a
′)Twk−1 (or equivalently φ(yki,a)
Twk−1a′ ). Notice that each z
k
i,a is an unbiased sample of
T Q̂k−1 and it can be written as
zki,a = T Q̂k−1(xi, a) + ηki,a, (2)
where ηki,a is a zero-mean noise bounded in [−Qmax;Qmax]. Then FQI solves |A| linear regression
problems, each fitting the training set Dka and it returns vectors ŵka , which lead to the new action
value function fŵk with ŵk = [ŵk1 , . . . , ŵ
k
|A|]. Notice that at each iteration the total number of
samples is n = |A| × nx. The process is repeated until a fixed number of iterations K is reached or
no significant change in the weight vector is observed. Since in principle Q̂k−1 could be unbounded
(due to numerical issues in the regression step), in computing the samples zki,a we can use a function
Q̃k−1 obtained by truncating Q̂k−1 within [−Qmax;Qmax]. In order to simplify the notation, we
also introduce the matrix form of the elements used by FQI as
Φ = [φ(x1)




T; · · · ;φ(yknx,a)
T] ∈ Rnx×dx ,
Rka = [r
k




and the vector Zka = [z
k











The convergence and the performance of FQI are studied in detail in [21] in the case of bounded
approximation space, while linear FQI is studied in [17, Thm. 5] and [24, Lemma 5]. When moving
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to the multi-task setting, we consider different state sets {St}Tt=1 and each of the previous terms is
defined for each task t ∈ [T ] as Φkt , Φ′ka,t, Rka,t, Zka,t and we denote by Ŵ k ∈ Rd×T the matrix with
vector ŵkt ∈ Rd as the t–th column. The general structure of FQI in a multi-task setting is reported
in Figure 1.
Finally, we also introduce the following matrix notation. For any matrix W ∈ Rd×T , [W ]t ∈ Rd
is the t–th column and [W ]i ∈ RT the i–th row of the matrix, Vec(W ) is the RdT vector obtained
by stacking the columns of the matrix one on top of each other, Col(W ) is its column-space and
Row(W ) is its row-space. Beside the classical `2, `1 norm for vectors, we also use the trace (or








i=1 ‖[W ]i‖2. We denote by O
d the set of orthonormal matrices. Finally, for
any pair of matrices V and W , V⊥Row(W ) denotes the orthogonality between the spaces spanned
by the two matrices.
3 Fitted Q–Iteration in Sparse MDPs
Depending on the regression algorithm employed at each iteration, FQI can be designed to take ad-
vantage of different characteristics of the functions at hand, such as smoothness (`2–regularization)
and sparsity (`1–regularization). In this section we consider the standard high–dimensional regres-
sion scenario and we study the performance of FQI under sparsity assumptions. Define the greedy
policy w.r.t. a Qk function as πk(x) = arg maxaQk(x, a). We start with the following assumption.
Assumption 1. The linear approximation space F is such that for any function fwk ∈ F , the
Bellman operator T can be expressed as








where πk is greedy w.r.t. fwk .
The main consequence of this assumption is that the image of the Bellman operator is contained in




k. This implies that after enough applications of the Bellman operator, the function fw∗ = Q∗
will belong to F as a combination ψ(x, a)Tw∗. The assumption encodes the intuition that in the
high–dimensional feature space F induced by ψ, the transition kernel P , and therefore the system
dynamics, can be expressed as a linear combination of the features using the matrix Pπ
k
ψ . This con-
dition is usually satisfied whenever the space F is spanned by a very large set of features that allows
it to approximate a wide range of different functions, including the reward and transition kernel. The
matrix Pπ
k
ψ is dependant on the previousQ
k approximation through the πk policy, and on the feature
representation ψ, since it effectively encodes the operator
∫
x′
P (dx′|x, a)Qk(x′, πk(x′))dx′. Under
this assumption, at each iteration of FQI, there exists a weight vector wk such that T Q̂k−1 = fwk
and an approximation of the target function fwk can be obtained by solving an ordinary least-squares
problem on the samples in Dka . Unfortunately, it is well known that OLS fails whenever the number
of samples is not sufficient w.r.t. the number of features (i.e., d > n). For this reason, Asm. 1 is
often joined together with a sparsity assumption. Let J(w) = {i = 1, . . . , d : wi 6= 0} be the
set of s non-zero components of vector w (i.e., s = |J(w)|) and J c(w) be the complementary set.
In supervised learning, the LASSO is effective in exploiting the sparsity assumption that s  d
and dramatically reduces the sample complexity, so that the squared prediction error of Õ(d/n) of
OLS decreases to Õ(s log d/n) for LASSO (under specific assumptions), thus moving from a linear
dependency on the number of features to a linear dependency only on the features that are actually
useful in approximating the target function. A detailed discussion about LASSO, its implementa-
tion and theoretical guarantees can be found in [5] and [11]. In RL the idea of sparsity has been
successfully integrated into policy evaluation [14, 23, 9, 12] but rarely in the full policy iteration.
In value iteration, it can be easily integrated in FQI by approximating the target weight vector wka
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through LASSO as1











While this integration is technically simple, the conditions on the MDP structure that imply sparsity
in the value functions are not fully understood. In fact, we could simply assume that the optimal
value functionQ∗ is sparse in F , with s non-zero weights, thus implying that d−s features captures
aspects of states and actions that do not have any impact on the actual optimal value function.
Nonetheless, this would not provide any guarantee about the actual level of sparsity encountered
by FQI through iterations, where the target functions fwk may not be sparse at all. For this reason
we need stronger conditions on the structure of the MDP. In [10, 6], it has been observed that state
features that do not affect either immediate rewards or future rewards through the transition kernel
can be discarded without loss of information about the value function. Thus, we introduce the
following assumption.2
Assumption 2 (Sparse MDPs). Given the sets of states S = {xi}nxi=1 used in FQI, there exists a set




and there exists a function fwR = R such that J(wR) ⊆ J .
Assumption 2 implies that not only the reward functions are all sparse, but also that the features
that are useless (i.e., features not in J) have no impact on the dynamics of the system. Building
on the previous interpretation of Pπψ as the linear representation of the transition kernel embedded
in the high-dimensional space F , we can see that the assumption corresponds to imposing that the
matrix Pπψ has all its rows corresponding to features outside of J set to 0. This in turn means that
the future state-action vector E[ψ(x′, a′)T] = ψ(x, a)TPπψ depends only on the features in J . In
the blackjack scenario illustrated in the introduction, this assumption is verified by features related
to the history of the cards played so far. In fact, if we consider an infinite number of decks, the
feature indicating whether an ace has already been played is not used in the definition of the reward
function and it is completely unrelated to the other features and, thus it does not contribute to the
optimal value function. Two important consideration on this Assumption can be derived by a closer
look to the sparsity pattern of the matrix Pπψ . Since the sparsity is required at the level of the rows,
this does not mean that the features that do not belong to J have to be equal to 0 after each transition.
Instead, their value will be governed simply by the interaction with the features in J . This means
that the features outside of J can vary from completely unnecessary features with no dynamics, to
features that are redundant to those in J to describe the evolution of the system. Another important
point is the presence of linear dependency among the non-zero rows in Pπψ . Because it is often the
case that we do not have access to the Pπψ matrix, it is possible that in practice dependant features
are introduced in the high-dimensional setting. In this case we could select only an independent
subset of them to be included in J and remove the remaining, but this can not be easily done in
practice without full access to the model. For the rest of the paper we assume for simplicity that the
sparsity pattern J is unique. As we will see later, the presence of multiple possible Pπψ matrices and
sparsity patterns J is not a problem for the regression algorithms that we use, and we will provide
a longer discussion after introducing more results on sparse regression in Remark 2 of Theorem 1.
Assumption 2, together with Asm. 1, leads to the following lemma.
Lemma 1. Under Assumptions 1 and 2, the application of the Bellman operator T to any function
fw ∈ F , produces a function fw′ = T fw ∈ F such that J(w′) ⊆ J .
1Notice that when performing linear regression, it is important to include a constant feature to model the
offset of the function. To avoid regularizing this term in the optimization, we subtract its average from the
target of the regression, and then add it again when evaluating the function. For this reason at iteration k we
may also store a bias bka ∈ R for each action. Once the algorithm terminates it returns the weights ŵKa together
with the bias bKa , that can be used to determine the policy in any state.
2Notice that this assumption can be interpreted as an explicit sufficient condition for feature independency in
the line of [10, Eq. 5], where a completely implicit assumption is formalized. Furthermore, a similar assumption
has been previously used in [?] where the transition P is embedded in a RKHS.
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Proof. As stated in Assumption 1, F is closed under the Bellman operator T , i.e., fw ∈ F ⇒
T fw ∈ F . We also introduced the Pπ
k
ψ matrix that represent the expected transition kernel in the
High-Dimensional space. Using this assumption, we have that, given a vector wk, for all x ∈ X
there exists a wk+1 such that
fwk+1(x, a) = ψ(x, a)
Twk+1 = ψ(x, a)TwR + γψ(x, a)Pπ
k
ψ w
k = T fwk
Clearly vector wk+1 = wR + Pπ
k
ψ w
k satisfies this condition. Under Assumption 2, we know that it
exists a set of useful features J . Moreover, the assumption implies that the rows of the matrix Pπ
k
ψ
corresponding to features outside the J set are equal to 0. The product Pπ
k
ψ w
k will therefore follow
the same sparsity patter of J , irregardless of wk. This, in addition to the fact that J(wR) ⊆ J proves
the lemma.
The previous lemma guarantees that at any iteration k of FQI, the target function fwk = T Q̂k−1 has
a number of non-zero components |J(wk)| ≤ s. We are now ready to analyze the performance of
LASSO-FQI over iterations. In order to make the following result easier to compare with the multi-
task results in sections 4 and 5, we analyze the accuracy of LASSO-FQI averaged over multiple tasks
(which are solved independently). For this reason we consider that the previous assumptions extend
to all the MDPs {Mt}Tt=1 with a set of useful features Jt such that |Jt| = st and average sparsity
s = (
∑
t st)/T . The quality of the action–value function learned after K iterations is evaluated
by computing the corresponding greedy policy πKt (x) = arg maxaQ
K
t (x, a) and comparing its
performance to the optimal policy. In particular, the performance loss is measured w.r.t. a target
distribution µ ∈ P(X × A). To provide performance guarantees we have first to introduce an
assumption used in [4] to derive theoretical guarantees for LASSO.





: |J | ≤ s,∆ ∈ Rd\{0}, ‖∆Jc‖1 ≤ 3 ‖∆J‖1
}
≥ κ(s), (6)
where n is the number of samples, and Jc denotes the complement of the set of indices J .
Theorem 1 (LASSO-FQI). Let the tasks {Mt}Tt=1 and the function space F satisfy assump-
tions 1, 2 and 3 with average sparsity s̄ =
∑
t st/T and features bounded supx ||φ(x)||2 ≤ L.







for any numerical constant δ > 8, then with probability at least (1− 2d1−δ/8)KT , the performance




















where κmin(s) = mint κ(st).
Ramark 1 (concentrability terms). Unlike similar analyses for FQI (see e.g., [21]), no concentra-
bility term appears in the previous bound. This is possible because at each iteration LASSO provides
strong guarantees about the accuracy in approximating the weight vector of the target function by
bounding the error ||wkt − ŵkt ||2. This, together with the boundedness of the features ||φ(x)||2 ≤ L,
provides an `∞-norm bound on the prediction error ||fwkt −fŵkt ||2,∞ which allows for removing the
concentrability terms relative to the propagation of the error.
Remark 2 (assumptions). Intuitively, Assumption 3 gives us a weak constraint on the representa-
tion capability of the data. In an OLS approach, the rank of the matrix ΦTΦ is required to be strictly
greater than 0. This can be expressed also as ‖Φ∆‖2 / ‖∆‖2 > 0, because the minimum quantity
that this expression can take is equal to the smallest singular value of Φ. In a LASSO setting, the
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number of features d is usually much larger than the number of samples, and the matrix ΦTΦ is
often not full rank. The RE Assumption forces a much weaker restriction focusing on a condition
on ‖Φ∆‖2 / ‖∆J‖2, where in the denominator the norm ||∆J ||2 only focuses on the components of
∆ in the set J . This vector is composed only by the non-zero groups of variable, and intuitively this
norm will be larger than the smallest eigenvalue of the part of the matrix Φ related to the non-zero
groups. κ(s) is therefore a lower bound on the capability of the matrix Φ to represent a solution
not for the full OLS problem, but only for the sparse subspace that truly supports the target func-
tion. A number of sufficient conditions are provided in [29], among them one of the most common,
although much stronger than the RE, is the Restricted Isometry Condition. Assumption 1 and 2
are specific to our setting and may provide a significant constraint on the set of MDPs of interest.
Assumption 1 is introduced to give a more explicit interpretation for the notion of sparse MDPs. In
fact, without Assumption 1, the bound in Eq. 12 would have an additional approximation error term
similar to standard approximate value iteration results (see e.g., [21]). Assumption 2 is a potentially
very loose sufficient condition to guarantee that the target functions encountered over the iterations
of LASSO–FQI have a minimum level of sparsity. More formally, the necessary condition needed
for Thm. 1 is that for any k ≤ K, the weight wk+1t corresponding to fwk+1t = T fwkt (i.e., the
target function at iteration k) is such that there exist s  d such that maxk∈[K] maxt∈[T ] skt ≤ s
where skt = |J(wk+1t )|. Such condition can be obtained under much less restrictive assumptions
than Assumption 2 at the cost of a much lower level of interpretability (see e.g., [10]). Without this
necessary condition, we may expect that, even with sparse Q∗t , LASSO–FQI may generate through
iterations some regression problems with little to no sparsity, thus compromising the performance of
the overall process. Nonetheless, we recall that LASSO is proved to return approximations which
are as sparse as the target function. As a result, to guarantee that LASSO–FQI is able to take ad-
vantage of the sparsity of the problem, it may be enough to state a milder assumption that guarantees
that T never reduces the level of sparsity of a function below a certain threshold and that the Q∗t
functions are sparse. As discussed in the definition of Assumption 2, we decided to consider J(wkt )
to be unique for each task. This is not guaranteed to hold when the rows of the matrix Pπ
k
φ that are in
J are not linearly independent. Nonetheless, if we consider that at each step the new weight vector
wk+1 is chosen to be sparse, we see that LASSO will naturally disregard linearly correlated lines
in order to produce a sparser solution. On the other hand, not all sparsity patterns can be recovered
from the actual samples that we use for regression. In particular, we can only recover patterns for
which Assumption 3 holds. Therefore the LASSO guarantees hold for the sparsity pattern J(wk+1)
such that the ratio |J(wk+1)|/κ4(J(wk+1)) is most favorable, while the patterns that do not satisfy
Assumption 3 have a 0 denominator and are automatically excluded from the comparison. Finally,
we point out that even if “useless” features (i.e., features that are not used inQ∗t ) do not satisfy Eq. 5
and are somehow correlated with other (useless) features, yet their weights would be discounted
by γ at each iteration (since not “reinforced” by the reward function). As a result, over iterations
the target functions would become “approximately” as sparse as Q∗t and this, together with a more
refined analysis of the propagation error as in [8], would possibly return a result similar to Thm. 1.
We leave for future work a more thorough investigation of the extent to which these assumptions
can be relaxed.
Proof. We recall from Asm. 1 and Lemma 1, that at each iteration k and for each task t, samples
zki,a,t can be written as







where wka ∈ Rd is the vector that contains the weight representing exactly the next value function
for each task. With this reformulation we made explicit the fact that the sample are obtained as
random observations of linear functions evaluated on the set of points in {St}t∈[T ]. Thus we can
directly apply the following proposition.
Proposition 1 ([4]). For any task t ∈ [T ], any action a ∈ A and any iteration k < K, let wka,t be
sparse such that |J(wa,t)| ≤ skt and satisfy Assumption 3 with κkt = κ(skt ). Then if Eq. 4 is run







for any numerical constant δ > 2
√
2, then with probability at least 1− d1−2δ2/8, the function fŵka,t





In order to prove the final theorem we need to adjust previous results from [21] to consider how this
error is propagated through iterations. We begin by recalling the intermediate result from [21] about
the propagation of error through iterations adapted to the case of action-value functions. For any
policy π, given the right-linear operator Pπt : B(X ×A)→ B(X ×A)





































































and with the state-action error εkt (y, b) = Q̂
k(y, b) − TtQ̂k−1(y, b) measuring the approximation
error of action value functions at each iteration. We bound the error in any state y ∈ X and for any
action b ∈ A as
|εkt (y, b)| = |fwkt (y, b)− fŵkt (y, b)| = |φ(y)
Twkb,t − φ(y)Tŵkb,t|
≤ ||φ(y)||2||wkb,t − ŵkb,t||2 ≤ L||wkb,t − ŵkb,t||2,
We notice that the operators Atk, once applied to a function in a state-action pair (x, a), are well-





















||wkb,t − ŵkb,t||2 + 2αKQmax
]
. (9)




























holds. Since from Lemma 1, skt ≤ |Jt| = st for any iteration k, this proves the statement.
4 Group-LASSO Fitted Q–Iteration
After introducing the concept of MDP sparsity in Section 3, we now move to the multi-task scenario
and we study the setting where there exists a suitable representation (i.e., set of features) under
which all the tasks can be solved using roughly the same set of features, the so-called shared sparsity
assumption. We consider that assumptions 1 and 2 hold for all the tasks t ∈ [T ], such that each MDP
Mt is characterized by a set Jt such that |Jt| = st. We denote by J = ∪Tt=1Jt the union of all the
useful features across all the tasks and we state the following assumption.
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Figure 1: Visualization of ‖W‖2,1 penalties (high on the left and low on the right).
Assumption 4. We assume that the joint useful features across all the tasks are such that |J | = s̃
d.
This assumption implies that the set of features “useful” for at least one of the tasks is relatively
small compared to d. As a result, we have the following result.
Lemma 2. Under Assumptions 2 and 4, at any iteration k, the target weight matrix W k ∈ Rd×T is
such that J(W k) ≤ s̃, where J(W ) = ∪Tt=1J([W k]t).
Proof. By Lemma 1, we have that for any task t, at any iteration k, J([W k]t) ⊆ Jt, thus J(W k) =
∪Tt=1J([W k]t) ⊆ J and the statement follows.
Finally, we notice that in general the number of jointly non-zero components cannot be smaller than
in each task individually as maxt st ≤ s̃ ≤ d. In the following we introduce a multi-task extension
of FQI where the samples coming from all the tasks contribute to take advantage of the shared
sparsity assumption to reduce the sample complexity and improve the average performance.
4.1 The Algorithm
In order to exploit the similarity across tasks stated in Asm. 4, we resort to the Group LASSO (GL)
algorithm [11, 19], which defines a joint optimization problem over all the tasks. GL is based on
the observation that, given the weight matrix W ∈ Rd×T , the norm ‖W‖2,1 measures the level of
shared-sparsity across tasks. In fact, in ‖W‖2,1 the `2-norm measures the “relevance” of feature i
across tasks, while the `1-norm “counts” the total number of relevant features, which we expect to
be small in agreement with Asm. 4. In Fig. 1 we provide a visualization on the case when ‖W‖2,1
is small and large. Building on this intuition, we define the GL–FQI algorithm in which, using the
notation introduced in Section 2.2, the optimization problem solved by GL at each iteration for each
action a ∈ A is




∥∥Zka,t − Φtwa,t∥∥22 + λ ‖Wa‖2,1 . (10)
Further details on the implementation of GL–FQI are reported in Appendix A.
4.2 Theoretical Analysis
The multi-task regularized approach of GL–FQI is designed to take advantage of the shared-sparsity
assumption at each iteration and in this section we show that this may lead to reduce the sample
complexity w.r.t. using LASSO in FQI for each task separately. Before reporting the analysis of
GL–FQI, we need to introduce a technical assumption defined in [19] for GL.










where n is the number of samples, Jc denotes the complement of the set of indices J , and Φ indicates
the block diagonal matrix composed by the union of the T sample matrices Φt.
Similar to Theorem 1 we evaluate the performance of GL–FQI as the performance loss of the
returned policy w.r.t. the optimal policy and we obtain the following performance guarantee.
Theorem 2 (GL–FQI). Let the tasks {Mt}Tt=1 and the function space F satisfy assump-
tions 1, 2, 4, and 5 with joint sparsity s̃ and features bounded supx ||φ(x)||2 ≤ L. If GL–FQI














for any numerical constant δ > 0, then with probability at least1− 4
√
log(2d)[64 log2(12d) + 1]1/2
(log d)3/2+δ
K ' (1− log(d)−δ)K ,
























Remark 1 (comparison with LASSO-FQI). We first compare the performance of GL–FQI to
single-task FQI with LASSO regularization at each iteration. Ignoring all the terms in common









, LASSO-FQI : Õ




where s̄ = 1/T
∑
t st is the average sparsity. The first interesting aspect of the bound of GL–FQI
is the role played by the number of tasks T . In LASSO–FQI the “cost” of discovering the st useful
features is a factor log d, while GL–FQI has a factor 1 + log(d)/
√
T , which decreases with the
number of tasks. This illustrates the advantage of the multi–task learning dimension of GL–FQI,
where all the samples of all tasks actually contribute to discovering useful features, so that the more
the number of features, the smaller the cost. In the limit, we notice that when T → ∞, the bound
for GL–FQI does not depend on the dimensionality of the problem anymore. The other aspect of
the bound that should be taken into consideration is the difference between s̄ and s̃. In fact, if the
shared-sparsity assumption does not hold, we can construct cases where the number of non-zero
features st is very small for each task, but the union J = ∪tJt is still a full set, so that s̃ ≈ d. In this
case, GL–FQI cannot leverage on the shared sparsity across tasks and it may perform significantly
worse than LASSO–FQI. This is the well–known negative transfer effect that happens whenever
the wrong assumption over tasks is enforced thus worsening the single-task learning performance.
Remark 2 (assumptions). Assumption 5 is a rather standard (technical) assumption in Group-
LASSO and RL and it is discussed in detail in the respective literature. The shared sparsity assump-
tion (Assumption 4) is at the basis of the idea of the joint optimization defined in GL–FQI.
Proof of Theorem 2. The proof follows similar steps as for Theorem 1, with the main difference
that here we directly rely on multi-task error bounds. Adapting the model equation, we recall from
Asm. 1 and Lemma 1, that at each iteration k and for each task t, samples zki,a,t can be written as




a ]t + ηi,a,t,
where W ka ∈ RT×d is the matrix the contains the weight vectors representing exactly the next value
function for each task. With this reformulation we made explicit the fact the sample are obtained as
random observations of a linear function in the set of points in {St}t∈[T ] and we can directly apply
the following proposition.
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Proposition 2 ([19]). For any action a ∈ A and any iteration k < K, let W ka be sparse such that


















log(2d)[64 log2(12d) + 1]1/2
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||wkb,t − ŵkb,t||22 + 2αKQ2max
]
Since the bound in Proposition 2 holds for any iteration, the statement follows.
5 Feature Learning Fitted Q–Iteration
Unlike other properties such as smoothness, the sparsity of a function is intrinsically related to the
specific representation used to approximate it (i.e., the function space F). While Assumption 2
guarantees that F induces sparsity for each task independently, Assumption 4 requires that all the
tasks share the same useful features in the given representation. As discussed in Rem. 1, whenever
this is not the case, GL–FQI may be affected by negative transfer and perform worse than LASSO–
FQI. In this section we further investigate an alternative notion of sparsity in MDPs and we introduce
the Feature Learning fitted Q-iteration (FL–FQI) algorithm, and derive finite–sample bounds.
5.1 Sparse Representations and Low Rank approximation
Since the poor performance of GL–FQI may be due to a representation (i.e., definition of the fea-
tures) which does not lead to similar tasks, it is natural to ask the question whether there exists an
alternative representation (i.e., a different set of features) that induces a high-level of shared sparsity.
Let as assume that there exists a linear space F∗ defined by features φ∗ such that the weight matrix
of the optimal Q-functions is A∗ ∈ Rd×T such that J(A∗) = s∗  d. As shown in Lemma 2, to-
gether with Assumptions 2 and 4, this guarantees that at any iteration J(Ak) ≤ s∗. Given the set of
states {St}Tt=1, let Φ and Φ∗ the feature matrices obtained by evaluating φ and φ∗ on the states. We
assume that there exists a linear transformation of the features of F∗ to the features of F such that
Φ = Φ∗U with U ∈ Rdx×dx . In this setting, at each iteration k and for each task t, the samples used
to define the regression problem can be formulated as noisy observations of Φ∗Aka for any action
a. Together with the transformation U , this implies that there exists a weight matrix W k defined in
the original space F such that Φ∗Aka = Φ∗UU−1Aka = ΦW ka with W ka = U−1Aka. It is clear that,
although Aka is indeed sparse, any attempt to learn W
k
a using GL would fail, since W
k
a may have a
very low level of sparsity. On the other hand, an algorithm able to learn a suitable transformation
U , it may be able to recover the representation Φ∗ (and the corresponding space F∗) and exploit the
high level of sparsity of Aka. This additional step of representation or feature learning introduces
additional complexity, but allows to relax the strict assumption on the joint sparsity s̃. In particular,
we are interested in the special case when the feature transformation is obtained using an orthogonal
matrix U . Our assumption is formulated as follows.
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Assumption 6. There exists an orthogonal matrix U ∈ Od (the block matrix obtained by having
transformation matrices Ua ∈ Odx for each action a ∈ A on the diagonal) such that the weight
matrix A∗ obtained as a transformation of W ∗ (i.e., A∗ = U−1W ∗) is jointly sparse, i.e., has a set
of “useful” features J(A∗) = ∪Tt=1J([A∗]t) with |J(A∗)| = s∗  d.
Coherently with this assumption, we adapt the multi-task feature learning (MTFL) problem defined
in [1] and at each iteration k for any action a we solve the optimization problem
(Ûka , Â
k






||Zka,t − ΦtUa[Aa]t||2 + λ ‖A‖2,1 . (14)
In order to better characterize the solution to this optimization problem, we study more in detail
the relationship between A∗ and W ∗ and analyze the two directions of the equality A∗ = U−1W ∗.
When A∗ has s∗ non-zero rows, then any orthonormal transformation W ∗ will have at most rank
r∗ = s∗. This suggests that instead of solving the joint optimization problem in Eq. 14 and explicitly
recover the transformation U , we may directly try to solve for low-rank weight matrices W . Then
we need to show that a low-rankW ∗ does indeed imply the existence of a transformation to a jointly-
sparse matrix A∗. Assume W ∗ has low rank r∗. It is then possible to perform a standard singular
value decomposition W ∗ = UΣV = UA∗. Because Σ is diagonal with r∗ non-zero entries, A∗ will
have r∗ non-zero rows. It is important to notice that A∗ will not be an arbitrary matrix, but since it
is the product of an orthonormal matrix with a diagonal matrix, it will have exactly r∗ orthogonal
rows. Although this construction show that a low-rank matrixW ∗ may imply a sparse matrixA∗, the
constrain coming from the SVD argument and the fact thatA∗ has orthogonal rows may prevent from
finding the representation which indeed leads to the most sparse matrix (i.e., the matrix recovered
from the SVD decomposition of a low-rank W may lead to a matrix A which is not as sparse as the
A∗ defined in Assumption 6). Fortunately, we can show that this is not the case by construction.
Assume that starting from W ∗ an arbitrary algorithm produces a sparse matrix A′ = U−1W ∗, with
sparsity s′. Again, given a SVD decomposition A′ = U ′Σ′V ′ = U ′A′′. Because the rank r′ of
matrixA′ is surely equal or smaller than s′, we have that by construction A′′ is an orthogonal matrix
with at most s′ non-zero rows. Finally, since A′′ = U ′−1A′ = U ′−1U−1W ∗, and since U ′−1U−1
is still an orthonormal transformation, it is always possible to construct an orthogonal sparse matrix
A∗ that is not less sparse than any non-orthogonal alternatives. Based on this observations, it is
possible to derive the following equivalence.





||Zka,t − ΦtUa[Aa]t||2 + λ ‖A‖2,1 = minW
T∑
t=1
||Zka,t − Φt[Wa]t||2 + λ‖W‖1. (15)
The relationship between the optimal solutions is W ∗ = UA∗.
In words the previous proposition states the equivalence between solving a feature learning version
of GL and solving a nuclear norm (or trace norm) regularized problem. This penalty is equivalent
to an `1-norm penalty on the singular values of the W matrix, thus forcing W to have low rank.
This is motivated by the fact that if there exists a representation F∗ in whichA∗ is jointly sparse and
that can be obtained by transformation of F , then the rank of the matrix W ∗ = U−1A∗ corresponds
to the number of non-zero rows in A∗, i.e., the number of useful features. Notice that assuming that
W ∗ has low rank can be also interpreted as the fact that either the task weights [W ∗]∗t (the columns
of W ∗) or the features weights [W ∗]i (the rows of W ∗) are linearly correlated. In the first case, it
means that there is a small dictionary, or basis, of core tasks that is able to reproduce all the other
tasks as a linear combination. As a result, Assumption 6 can be reformulated as Rank(W ∗) = s∗.
Building on this intuition we define the FL–FQI algorithm that is identical to the GL–FQI (Fig. 2)
except for the optimization problem, which is now replaced by Eq. 15.
5.2 Theoretical Analysis
Our aim is to obtain a bound similar to Theorem 2 for the new FL-FQI Algorithm. We begin by
introducing a slightly stronger assumption on the data available for regression.
Assumption 7 (Restricted Strong Convexity). Under Assumption 6, letW ∗ = UDV T be a singular






with the top r singular values. Define B = {∆ ∈ Rd×T : Row(∆)⊥Us∗ and Col(∆)⊥V s∗}, and





: ∆ ∈ Rd×T , ‖ΠB(∆)‖1 ≤ 3‖∆−ΠB(∆)‖1
}
≥ κ (16)
We can now derive the main result of this section.
Theorem 3 (FL–FQI). Let the tasks {Mt}Tt=1 and the function spaceF satisfy assumptions 1, 2, 6,
and 7 with s∗ = Rank(W ∗), features bounded supx ||φ(x)||2 ≤ L and T > O(log n). If FL–FQI






then there exist constants c1 and c2 such that with probability at least (1− c1 exp{−c2(d+ T )})K ,

























Remark 1 (comparison with GL-FQI). From the previous bound, we notice that FL–FQI does
not directly depend on the shared sparsity s̃ of W ∗ but on its rank, that is the value s∗ of the most
jointly-sparse representation that can be obtained through an orthogonal transformation U of the
given features X . As commented in the previous section, whenever tasks are somehow linearly
dependent, even if the weight matrix W ∗ is dense and s̃ ≈ d, the rank s∗ may be much smaller
than d, thus guaranteeing a dramatic performance improvement over GL–FQI. On the other hand,
learning a new representation comes at the cost of increasing the dependency on d. In fact, the
factor 1 + log(d)/
√
T in GL–FQI, becomes 1 + d/T , implying that many more tasks are needed
for FL–FQI to construct a suitable representation (i.e., compute weights with low rank). This is
not surprising since we added a d × d matrix U in the optimization problem and a larger number
of parameters needs to be learned. As a result, although significantly reduced by the use of trace-
norm instead of `2,1-regularization, the negative transfer is not completely removed. In particular,
the introduction of new tasks, that are not linear combinations of the previous tasks, may again
increase the rank s∗, corresponding to the fact that no alternative jointly-sparse representation can
be constructed.
Remark 2 (assumptions). Assumption 7 is directly obtained obtained from [22]. Intuitively, the top
s∗ singular values play the role of the non-zero groups, the space B is perpendicular to the non-zero
part of the column space and row space (i.e., the submatrix of Φ with positive κ in RE). Then the
residual ∆−ΠB(∆) (that is parallel to the space spanned by the top s∗ singular values because is
perpendicular to B) must be greater than the projection. This is similar to ‖∆Jc‖2,1 ≤ 3 ‖∆J‖2,1
where we have spaces parallel and perpendicular to the top r subspace instead of group J and its
complement.
Proof. Similar to theorems 2 and 1, the proof is based on a error bound on the prediction error at
each iteration and then on it propagation through iterations. Nonetheless, the bound on the prediction
error in this case needs a careful instantiation of previous results from [22]. The resulting guarantee
is stated in the following lemma.
Lemma 3. For any action a ∈ A and any iteration k < K, let W ka satisfy Assumption 6 with





for any numerical constant δ > 0 and the noise is symmetric3, then there exists constants c1 and c2
such that with probability at least 1− c1 exp{−c2(d+T )} the function fŵka,t computed in Eq. 4 has
3The requirement on the noise to be drawn from a symmetric distribution can be easily relaxed but the cost
of a much more complicated proof. In fact, with an asymmetric noise, the truncation argument used in the proof
of Lemma 3 would introduce a bias. Nonetheless, this would only translate in higher order terms in the bound
and they would not change the overall dependency on the critical terms.
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Given this intermediate result the rest of the proof follows exactly as in Thm 2.
Proof of Lemma 3. In [22] an error bound is provided for a very general nuclear–norm regularized
problem. In order to use such results we need to show that the setting considered in FL–FQI does fit
into the general model and we need to instantiate their bound in the specific case of bounded noise.
In [22], they consider a general generative model where the samples zki,a,t are generated as
zki,a,t = X(W
k
a )i,t + η
k
i,a,t,
where X is a generic operator and ηki,a,t is an observation noise. In our setting, the observation model
is




a ]t + ηi,a,t,
with a zero-mean noise bounded in [−Qmax;Qmax] and a fixed design matrix Φt. In this case the
operator X and its adjoint operator X∗ are defined as











where et ∈ RT is a column indicator vector and ηka ∈ RnxT is the noise vector across samples and
tasks. While these definitions show that our model can be viewed as a specific instance of the more
general observation model, in order to apply Theorem 1 of [22], we need to further study the norm
of X∗(ηka). In order to simplify the notation, in the following we will drop the dependency on the


















where Σ ∈ Rd×T is the noise matrix with elements [Σ]i,t = ηi,t. If we define Et ∈ RT×T as the





















‖Φ>t Σ‖op‖Et‖op ≤ T max
t
‖Φ>t Σ‖op,
While [22] consider a random Gaussian design matrix Φ and random zero mean Gaussian noise Σ,
here we have a fixed design matrix Φ and random bounded zero mean noise Σ. Thus we need to
adapt the proof of [22, Lemma 3] to our setting. Since we need to bound the maximum over all tasks
of ‖Φ>t Σ‖op in the following we drop the dependency on t and we derive a bound for any matrix
4In accordance with the original paper, we use || · ||op to denote the operator norm, which in our case reduces
to the matrix norm of X∗(η), which corresponds to the largest singular value of the matrix.
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Φ. We define Sd−1 = {u ∈ Rd| ‖u‖2 = 1} as the unit hypersphere in d dimensions. The operator










Let A = {u1, u2, . . . , uA}, B = {v1, v2, . . . , vB} denote 1/4 covers of ST−1 and Sd−1, then [22,
F.1] states
‖ΦTΣ‖op ≤ 4 max
ua∈A,vb∈B
〈Φv,Σu〉.
Since the number of elements in a 1/4-cover of a hypersphere is bounded as |A| ≤ 8t and |B| ≤ 8d,
we can write



























By a direct application of the Cauchy-Scharwz inequality we obtain the each element of the previous
summation is bounded as
〈v, [Φ]i〉 ≤ ‖v‖2‖[Φ]i‖2 = L
〈u, [Σ]i〉 ≤ ‖u‖2‖[Σ]i‖2 ≤
√
TQmax,
As a result we could simply use a Chernoff-Hoeffding inequality to prove a bound on 1n 〈Φv,Σu〉.
Nonetheless, the resulting bound would not satisfactory since it would have a poor dependency on


















This guarantees that although large deviations of 〈u,Σi〉 are indeed possible, they have low prob-
ability. Thus introduce the event E as the event where all inner products {〈u,Σi〉}ni=1 are smaller






and therefore the event E happens with probability (1 − e−2T )n. It is important to notice that
E[〈Φvb,Σua〉] = 0, but in general E[〈Φvb,Σua〉|E ] can be different. For the sake of simplicity, we
assume symmetric noise, in order to avoid changing the expected value. In the general case, the
expected value converges to 0 with a higher order rate of e−T . The final decomposition is therefore






















































≤ exp{2.08(d+ T )}
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(1− (1− e−2T )n)
)








≤ exp{−O(d+ T )}














and it allows the application of [22, Lemma 3], thus proving the statement.
6 Experiments
We investigate the empirical performance of GL–FQI, and FL–FQI and compare their results to
single-task LASSO–FQI. First in Sec. 6.1 we report a detailed analysis in the chain walk domain,
while in Sec. 6.2 we consider a more challenging blackjack domain.
6.1 Chain Walk
In the chain walk domain, the agent is placed on a line and needs to reach a goal from a given
starting position. The chain is a continuous interval with range [0, 8], and the goal can be situated at
any point in the interval [2, 6]. The agent has 2 actions at her disposal, a1 and a2, that correspond to
a step in each direction. When choosing action a1 the state of the environment, represented by the
agent’s position, transitions from x to x′ = x + 1 + ε (respectively x′ = x − 1 + ε for a2), with ε
a Gaussian noise. Given a goal g = y, the agent receives a reward 0 for every step, and a reward 1
when the future state x′ is close to g, according to the formula |x′ − y| ≤ 0.5.
We generate T tasks by randomly selecting a position for the goal from U(2, 6), and we randomly
select n = 30 samples for each task, starting from random positions and taking a random action. We
force the inclusion of at least two transitions with reward equal to 1 to characterize each task. The
average regret, evaluated by taking a set of random points {xi}Ni=1 and simulating many trajectories



















γjrj |x0 = xi
]]
. (18)
We define two experiments to test GL–FQI and FL–FQI. In both cases, the chain is soft-discretized
by defining 17 evenly spaced radial basis functions N (xi, 0.05) on [0, 8]. To these 17 informative
dimensions, we added noisy features U(−0.25, 0.25), for a total d ∈ 17, . . . , 2048. In the first ex-
periment, the features are inherently sparse, because the noisy dimensions are uncorrelated with the
tasks. Since s = 17 d we expect a clear advantage of GL–FQI over LASSO. The averages and
confidence intervals for regret are plotted in Figure 2. As expected, GL–FQI solution outperforms
LASSO–FQI when the number of tasks increases. In particular we can see that when T = 10, the
term log(d)/
√
T remains small and the performance of GL–FQI remains stable.
In the second experiment, we introduced a rotation in the features, by randomly generating an or-
thonormal matrix U . This rotation combines the RBFs and the noise, and s̃ grows, although the rank
s∗ remains small. Results are reported in Figure 3, where, as expected, the low rank approxima-
tion found by FL–FQI is able to solve the tasks much better than GL–FQI, which assumes joint
sparsity. Moreover, we can see that the stability to the number of noisy dimensions grows when T
increases, but not as much as in the first experiment.
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T = 3 T = 10
Figure 2: Results of first experiment in the chain walk domain comparing GL–FQI and LASSO–
FQI. On the y axis we have the average regret computed according to Equation (18). On the x axis
we have the total number of dimensions d, including noise dimensions, on a logarithmic scale. For
each graph T corresponds to the number of tasks learned at the same time in the experiment.






















T = 100 T = 200
Figure 3: Results of the second experiment in the chain walk domain comparing GL–FQI and FL–
FQI. On the y axis we have the average regret computed according to Equation (18). On the x axis
we have the total number of dimensions d, including noise dimensions, on a logarithmic scale. For
each graph T corresponds to the number of tasks learned at the same time in the experiment.
6.2 Black Jack
We consider two variants of the more challenging blackjack domain. In both variants the player
can choose to hit to obtain a new card or stay to end the episode, while the two settings differ in the
possibility of performing a double (doubling the bet) on the first turn. We refer to the variant with the
double option as the full variant, while the other is the reduced variant. After the player concludes
the episode, the dealer hits until a fixed threshold is reached or exceeded. Different tasks can be
defined depending on several parameters of the game, such as the number of decks, the threshold at
which the dealer stays and whether she hits when the threshold is research exactly with a soft hand.
Full variant experiment. In the first experiment we consider the full variant of the game. The tasks
are generated by selecting 2, 4, 6, 8 decks, by setting the stay threshold at {16, 17} and whether the
dealer hits on soft, for a total of 16 tasks. We define a very rich description of the state space with
the objective of satisfying Asm. 1. At the same time this is likely to come with a large number of
useless features, which makes it suitable for sparsification. In particular, we include the player hand
value, indicator functions for each possible player hand value and dealer hand value, and a large
description of the cards not dealt yet (corresponding to the history of the game), under the form
of indicator functions for various ranges. In total, the representation contains d = 212 features.
We notice that although none of the features is completely useless (according to the definition in
Asm. 2), the features related with the history of the game are unlikely to be very useful for most of
17











(a) Full variant of blackjack.












(b) Reduced variant of blackjack.
Figure 4: Results of the experiment comparing FL–FQI, GL–FQI and LASSO–FQI. On the y
axis we have the average house edge (HE) computed across tasks. On the x axis we have the total
number of episodes used for training.
the tasks defined in this experiment. We collect samples from up to 5000 episodes, although they
may not be representative enough given the large state space of all possible histories that the player
can encounter and the high stochasticity of the game. The evaluation is performed by simulating the
learned policy for 2,000,000 episodes and computing the average House Edge (HE) across tasks.
For each algorithm we report the performance for the best regularization parameter λ in the range
{2, 5, 10, 20, 50}. Results are reported in Fig. 4a. Although the set of features is quite large, we
notice that all the algorithms succeed in learning a good policy even with relatively few samples,
showing that all of them can take advantage of the sparsity of the representation. In particular, GL–
FQI exploits the fact that all 16 tasks share the same useless features (although the set of useful
feature may not overlap entirely) and its performance is the best. On the other hand, FL–FQI
suffers from the increased complexity of representation learning, which in this case does not lead
to any benefit since the initial representation is already sparse. Nonetheless, it is interesting to note
that the performance of FL–FQI is comparable to single-task LASSO–FQI.
Reduced variant experiment. In the second experiment we construct a representation for which
we expect the weight matrix to be dense. In particular, we only consider the value of the player’s
hand and of the dealer’s hand and we generate features as the Cartesian product of these two discrete
variables plus a feature indicating whether the hand is soft, for a total of 280 features. Similar to the
previous setting, the tasks are generated with 2, 4, 6, 8 decks, whether the dealer hits on soft, and a
larger number of stay thresholds in {15, 16, 17, 18}, for a total of 32 tasks. We used regularizers in
the range {0.1, 1, 2, 5, 10}. Since the history is not included, the different number of decks influences
only the probability distribution of the totals. Moreover, limiting the actions to either hit or stay
further increases the similarity among tasks. Therefore, we expect to be able to find a dense, low-
rank solution. The results in Fig. 4b confirms this guess, with FL–FQI performing significantly
better than the other methods. In addition, GL–FQI and LASSO–FQI perform similarly, since the
dense representation penalizes both single-task and shared sparsity. This was also observed by the
fact that both methods favor low values of λ, indicating that the sparse-inducing penalties are not
effective.
7 Conclusions
We studied the problem of multi-task reinforcement learning under shared sparsity assumptions
across the tasks. GL–FQI extends the FQI algorithm by introducing a Group-LASSO step at each
iteration and it leverages over the fact that all the tasks are expected to share the same small set of
useful features to improve the performance of single-task learning. Whenever the assumption is not
valid, GL–FQI may perform worse than LASSO–FQI. With FL–FQI we take a step further and
we learn a transformation of the given representation that could guarantee a higher level of shared
sparsity. This also corresponds to find a low-rank approximation and to identify a set of core tasks
that can be used as a basis for learning all the other tasks. While the theoretical guarantees derived
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for the presented methods provide a solid argument for their soundness, preliminary empirical results
suggest that they could be a useful alternative to single-task learning in practice. Future work will
be focused on providing a better understanding and a relaxation of the theoretical assumptions and
on studying alternative multi-task regularization formulations such as in [31] and [13].
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[9] Mohammad Ghavamzadeh, Alessandro Lazaric, Rémi Munos, Matt Hoffman, et al. Finite-sample analy-
sis of lasso-td. In International Conference on Machine Learning, 2011.
[10] H. Hachiya and M. Sugiyama. Feature selection for reinforcement learning: Evaluating implicit state-
reward dependency via conditional mutual information. In Machine Learning and Knowledge Discovery
in Databases. 2010.
[11] T. Hastie, R. Tibshirani, and J. Friedman. The elements of statistical learning. Springer, 2009.
[12] M. Hoffman, A. Lazaric, M. Ghavamzadeh, and R. Munos. Regularized least squares temporal difference
learning with nested `2 and `1 penalization. In EWRL, pages 102–114. 2012.
[13] Laurent Jacob, Guillaume Obozinski, and Jean-Philippe Vert. Group lasso with overlap and graph lasso.
In Proceedings of the International Conference on Machine Learning, pages 433–440. ACM, 2009.
[14] J Zico Kolter and Andrew Y Ng. Regularization and feature selection in least-squares temporal difference
learning. In Proceedings of the 26th annual international conference on machine learning, 2009.
[15] A. Lazaric. Transfer in reinforcement learning: a framework and a survey. In M. Wiering and M. van
Otterlo, editors, Reinforcement Learning: State of the Art. Springer, 2011.
[16] Alessandro Lazaric and Mohmammad Ghavamzadeh. Bayesian multi-task reinforcement learning. In
Proceedings of the Twenty-Seventh International Conference on Machine Learning (ICML-2010), 2010.
[17] Alessandro Lazaric and Marcello Restelli. Transfer from multiple MDPs. In Proceedings of the Twenty-
Fifth Annual Conference on Neural Information Processing Systems (NIPS’11), 2011.
[18] Hui Li, Xuejun Liao, and Lawrence Carin. Multi-task reinforcement learning in partially observable
stochastic environments. Journal of Machine Learning Research, 10:1131–1186, 2009.
[19] Karim Lounici, Massimiliano Pontil, Sara Van De Geer, Alexandre B Tsybakov, et al. Oracle inequalities
and optimal inference under group sparsity. The Annals of Statistics, 39(4):2164–2204, 2011.
[20] Charles A Micchelli, Jean Morales, and Massimiliano Pontil. A family of penalty functions for structured
sparsity. In NIPS, pages 1612–1623, 2010.
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A Implementation of GL-FQI and FL-FQI
Although MTFL [1] provides a clear interpretation of the nuclear norm regularization in the frame-
work of representation learning, its original formulation is not suitable for theoretical analysis. Al-





we notice that most of theoretical results require a precise value for λ, and in order to provide a
more smooth transition from GL to a representation learning algorithm, we modify MTFL to use
the same (non-squared) penalties of GL. We will now provide convergence and optimality proofs
for the multi-task regression algorithm that we run at each iteration of FL–FQI, that we refer to as
MTFL-GL. Since most of the proofs are directly built from the original analysis of MTFL, here we
only focus on the steps within the original derivation that needed to be adjusted to the new penality.
For the full proof the reader can refer to [1]. The main goal of this section is to provide a justification
for Proposition 3. The appendix is divided in two parts. We will first provide a series of lemmas
in order to provide a compact explanation of the proposition, and we will then proceed to prove the
lemmas.
A.1 MTFL-GL: Equivalent problems and Proof of Equation 15






L(yti, 〈at, UTxti〉) + λ ‖A‖2,1 , (20)
min
{
E(A,U) : U ∈ Od, A ∈ Rd×T
}
. (21)
where, compared to [1], we simply eliminated the squared term in the penalty. This is reflected in













C(W,D) : W ∈ Rd×T , D ∈ Sd+, trace(D) ≤ 1,Ran(W ) ⊆ Ran(D)
}
. (23)
Theorem 4 ([1, Theorem 1]). Problem (21) is equivalent to Problem (23), in particular if (Â, Û) is
an optimal solution of (21), then
(Ŵ , D̂) =






is an optimal solution of (23)




C(W,D) : W ∈d×T , D ∈ Sd++, trace(D) ≤ 1
}
. (24)
A sequence that minimizes (24) converges to a minimum of Problem (23), and with an identical
proof as in [1, Appendix A] we can show that the minimum is attained. All that is left is to compute


















input: Xt, Yt, λ, tol, ε, α
output: W,D




k ← k + 1












while ‖Wk −Wk−1‖2 ≥ tol and k < K
ε← αε
while ε > tol
This last formulation results in an alternating minimization algorithm almost identical to [1, Al-
gorithm 1]. The algorithm alternates between independant minimizations w.r.t. D and W . The
minimization of the D variable, or D-step, is the same as in the original MTFL.











On the other hand, for the minimization of theW variable, we cannot resort to separate Kernel Ridge
Regression as in the original article, because the square root term ties the norm of all the tasks wt
together. Instead we exploit the gradient to obtain a characterization of the solution.










Although this problem has no closed form solution, it can be formulated as a single group Group
Lasso, and its solution can be found iteratively.
Using Lemma 4, we can justify Proposition 3. By substituting Equation (27) into Equation 25, and

















(yti, 〈wt, xti〉)2 + λ ‖W‖1 ,
(29)
which proves the Proposition.
We notice that [1, Proposition 1] does not hold anymore. In particular, the optimization problem
(26) is not guaranteed to be convex in bothD andW taken together, although it is separately convex






2 = ‖W‖1 .
Since at each step the D-step is computed exactly, and the score function strictly decreases across
iterations, the Algorithm will only terminate in the global optimum of the convex function Sε.
The analysis of MTFL-GL is completed with the two following Lemmas, that provide convergence
guarantees for Algorithm 2.
Lemma 6 ([1, Theorem 2]). For every ε > 0 the sequence {(Wk, Dε(Wk)) : k ∈ NK} converges
to the minimizer of Problem (26).
Lemma 7 ([1, Theorem 3]). Consider the sequence of functions {Cε` : ` ∈ N} such that ε` → 0 as
`→∞. Any limiting point of the minimizer of the sequence, under the constraints of Problem (26),
is associated with an optimal solution to (21).
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A.2 MTFL-GL: Extended Proofs and Proof of Convergence
The equivalence statement of Theorem 4 follows from Theorem 1 in [1]. We begin by introducing
an intermediate result















and the minimizer is σ̂i =
|bi|
‖b‖1 .






























































Proof of Theorem 4. Given a feasible solution of Problem (23) (W,D), let D = U Diag(σi)di=1U
T






















If σi = 0 for any eigenvalue, then ui ∈ null(D) and by the range constraint and A = UTW we can























and E(A,U) ≤ C(W,D). If we apply the definition of σi proposed in Lemma 8, we see the infi-
mum is attained, and we obtain the relationship between the optimal solutions of the two problems.
Therefore the minimum of Problem (21) does not exceed the minimum of Problem (23). Conversely,

























Therefore C(W,D) = E(A,U), and the two problems have the same minimum.
Lemma 4 and 5 trivially follow from [1, Appendix A].
The proof of Lemma 6 and 7 follows closely the proof of Theorem 2 and 3 in [1], but some differ-
ences arise from the loss of global convexity in the MTFL-GL formulation. Proving that oscillations
do not happen is straightforward following the original proof for MTFL. We define
gε(W ) = min
{




Since Sε(W ) = Cε(W,Dε(W )) and Dε(W ) = min Cε(W, •) we can derive:
Sε(W(k+1)) ≤ gε(W(k)) ≤ Sε(W(k)). (30)
At every step the objective function decreases, so no oscillation is possible, and Proposition 3 from
[1] still holds. The only part left to modify in the proof is the original Lemma 2 in [1]. In particular
we need to prove the following.
Lemma 9. The function gε is continuous for every ε > 0.
Proof. We will proceed by proving that a more general function
Gε(D) = min Cε(W,D) : V ∈ Rd×T , D ∈ S++ (31)
is continuous. To do this we will follow a similar approach as in [2]. Again we will only mention
the differences w.r.t. the original proof. In our case, the Kernel is D, w = Vec(W ), c = D
−1
w,




L(Dc) + λ(cTDc+ εD)
1






cTDv + λ(cTDc+ εD)
1
2 : c ∈ Rm
}
− L∗(v) : v ∈ V
}
.
We have now to characterize min
{




for a given v. First we pass through
two variable substitutions. Since the D arises from the DP matrix D, the terms D
1
2 is well defined.
Let D = UEUT be an eigendecomposition, then we introduce c′ = E
1
2UTc and v′ = E
1
2UTv.
The minimization problem can be rewritten as
min
{





This problem is convex, and the regularizer is smooth, thus a necessary and sufficient condition for
the minimum to exist is the nullity of the derivative. We can easily see that the vector to minimize c′
is normalized by its denominator, and to obtain the null vector we need the c′ vector to approximate
−v′. The normalization depends on λ and ε, thus we introduce α ∈ R+, substitute c′ = −αv′ and
rewrite the equation as









If λ2 < v′Tv′, then α2 < 0 which is impossible for real numbers. Therefore for a solution to exists
we have λ2 ≥ v′Tv′. The case λ2 = v′Tv′ is again unfeasible. It follows that the only way to have
a solution is to have λ2 > v′Tv′ = vTDv. Geometrically, this translate into having the v vector
inside the open ellipsoid defined by D and its radius λ2. This can be interpreted as an underlying
constraint on the outer maximization problem, because if the inner problem does not have a null
derivative in some point, then it is convex and unbounded, and its objective value will be−∞. Since
the vector v = 0 satisfies the inequality, and produces a solution with an objective function greater
than−∞, the solution of the outer problem v will never lie outside or on the surface of the ellipsoid,





2 . By using the definition of the Legendre-Fenchel dual function of
the squared loss
L(w) = ‖w − y‖2, L∗(v) = 1
4
‖v‖2 + yTv.







‖v‖2 − yTv : vTDv < λ2
}
.
We can see that the objective function is continuous, and we can also prove that optimization prob-
lem is concave, as a sum of concave functions. −‖v‖2 − yv is concave, and we can show that
f(v) = (λ2 − vDv) 12 has a negative Hessian. For the next result, we first need to introduce the
following result
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Lemma 10. For any function f(x, y), continuous in x and concave in y, then g(x) = maxy f(x, y)
is continuous in x.
Proof. From the definition of continuity
∀e ∃δ : |x1 − x2| < δ ⇒ |g(x1)− g(x2)| < e.
We have g(x1) = f(x1, y1), g(x2) = f(x2, y2), where y1, y2 are the optimal solutions of the
maximization problem. By adding and subtracting mixed terms
|f(x1, y1)− f(x2, y1) + f(x2, y1)− f(x1, y2) + f(x1, y2)− f(x2, y2)| ≤
|f(x1, y1)− f(x2, y1)|+ |f(x2, y1)− f(x1, y2)|+ |f(x1, y2)− f(x2, y2)| ≤ e.
Since f is continuous in x, the first and third term can be bounded in term of δ. To bound the second
term first we assume f(x2, y1) > f(x1, y2), and since f(x2, y2) ≥ f(x2, y) ∀y because of the
convexity and the definition of g we derive
f(x2, y1)− f(x1, y2) ≤ f(x2, y2)− f(x1, y2) < e
due to the continuity of f . A symmetrical derivation can be followed if f(x2, y1) < f(x1, y2).
Using Lemma 10, we can prove that Lλ(D) is indeed continuous in D. We only need to be careful
since the two functions Lλ(D1), Lλ(D2) have to follow restrictions in the solutions based on their
arguments. Due to the fact that the feasible region is open, we can guarantee that when |D1−D2| <
δ then the optimal solutions v1, v2 are feasible for both problems. Formally we want to prove that
vT1D2v1 < λ
2. Since the ellipsoid is open vT1D1v1 + e = λ
2 for some small value e. we can then
write
vT1D2v1 − vT1D1v1 < e,
vT1 (D2 −D1)v1 < e,
which is satisfied when δ is small enough.
After proving Lemma 9, the proof follows exactly the proof of Theorem 2 and Theorem 3 in [1].
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