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Abstract In this article we explore the exponential-type error bound for multiquadric and in-
verse multiquadric interpolations, which was put forward by Madych and Nelson in 1992. It is of
the form |f(x)− s(x)| ≤ λ 1d ‖f‖h , where 0 < λ < 1 is a constant, d is the fill distance which roughly
speaking measures the spacing of the data points, s(x) is the interpolating function of f(x), and h
denotes the multiquadric or inverse multiquadric. The error bound converges very fast as d → 0.
The constant λ is very sensitive. A slight change of it will result in a huge change of the error bound.
Unfortunately, λ can not be calculated, or even approximated. In Wendland’s book [8] there is also
an exponential-type error bound for multiquadric interpolation. However, the crucial constant λ
there remains unknown. This is a famous question in the theory of radial basis functions. The
purpose of this paper is to answer the question. Incidentally, we find that the constant λ greatly
depends on the shape parameter c contained in the multiquadrics. It ushers in a useful criterion for
the optimal choice of the shape parameter.
Key words: radial basis function, conditionally positive definite function, interpolation, multi-
quadric, inverse multiquadric
AMS subject classification: 41A05, 41A15, 41A25, 41A30, 41A63
1 Introduction
Let h be a continuous function on Rn which is conditionally positive definite of order m. Given
data (xj , yj) , j = 1, ..., N, where X = {x1, ..., xN } is a subset of points in Rn and the yj are real
or complex numbers, the so-called h spline interpolant of these data is the function s defined by
s(x) = p(x) +
N∑
j=1
cjh(x− xj), (1.1)
where p(x) is a polynomial in Pm−1 and the cj are chosen so that
N∑
j=1
cjq(xj) = 0 (1.2)
for all polynomials q in Pm−1 and
p(xi) +
N∑
j=1
cjh(xi − xj) = yi, i = 1, ..., N. (1.3)
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Here Pm−1 denotes the class of those polynomials of Rn of degree ≤ m− 1.
As pointed out in [4], the linear system of equations (1.2)and (1.3) has a unique solution when X
is a determining set for Pm−1 and h is strictly conditionally positive definite. For more details, please
see [4]. Therefore, the interpolant s(x) here is well defined because we only deal with multiquadrics
and inverse multiquadrics which are conditionally positive definite of order m ≥ 0.
A set X is said to be a determining set for Pm−1 if p is in Pm−1 and p vanishes on X imply that
p is identically zero. This kind of sets is also called polynomial-nondegenerate by some authors.
In this paper h is defined by the formula
h(x) := Γ(−β
2
)(c2 + |x|2)β2 , β ∈ R \ 2N≥0, c > 0, (1.4)
where |x| is the Euclidean norm of x, Γ is the classical gamma function and β, c are constants.
The function h is called multiquadric or inverse multiquadric, respectively, depending on β > 0, or
β < 0.
In [5] Madych and Nelson obtain bounds on the pointwise difference between a function f and
the h spline which agrees with f on a subset X of Rn. These estimates involve a parameter that
measures the spacing of the points in X and are O
(
dℓ
)
as d→ 0 where l depends on h. Later in [6]
they find that for multiquadrics and inverse multiquadrics, the estimate can be improved to O
(
λ
1
d
)
as d→ 0, where λ is a constant which satisfies 0 < λ < 1. The conditions on f are the same as those
in [5].
There is something we have to clarify. Because this area of material is quite complicated and not
easy to understand, we try to maintain the features and notations of [6] in order to avoid unnecessary
troubles. There are two advantages for doing so. First, it will be easier to find the differences between
the results of [6] and this paper. Second, it will help the reader understand Madych and Nelson’s
great works via this paper. For the first point, we emphasize on the constant ρ which also appears
in [6]. The calculation of ρ is a big problem and has been considered to be a hard question. Madych
and Nelson only point out that such a constant exists, but no tool is offered to calculate it. We solve
it in this paper. Once this is solved, the calculations of other constants, especially λ, can be easily
achieved by following the route of [6]. Nothing has to be changed; otherwise it will become messy.
Consequently the reader shouldn’t be surprised if they find too many counterparts in the two papers.
1.1 An Inequality for Multivariate Polynomials
Our theory involves an inequality for multivariate polynomials whose proof is very deep and is
based on the theory of algebraic geometry. In order to avoid digression, we will not talk too much
about its construction. We cite it directly from [6] and omit its proof.
Lemma 1.1 For n = 1, 2, ..., define γn by the formulas γ1 = 2 and, if n > 1, γn = 2n(1 + γn−1).
Let Q be a cube in Rn that is subdivided into qn identical subcubes. Let Y be a set of qn points
obtained by selecting a point from each of those subcubes. If q ≥ γn(k + 1), then for all p in Pk
sup
x∈Q
|p(x)| ≤ e2nγn(k+1) sup
y∈Y
|p(y)| .
1.2 Function Space and Interpolation Setting
Our calculation of λ involves the basic theory of interpolation introduced by Madych and Nelson
in [5]. In order to make this paper more readable, let’s review some basic ingredients and notations.
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The space of complex-valued functions on Rn that are compactly supported and infinitely differ-
entiable is denoted by D. The Fourier transform of a function φ in D is
φˆ(ξ) =
∫
e−i<x,ξ>φ(x)dx.
A continuous function h is conditionally positive definite of order m if∫
h(x)φ(x) ∗ φ˜(x)dx ≥ 0
holds whenever φ = p(D)ψ with ψ in D and p(D) a linear homogeneous constant coefficient differ-
ential operator of order m. Here φ˜(x) = φ(−x) and ∗ denotes the convolution product
φ1 ∗ φ2(t) =
∫
φ1(x)φ2(t− x)dx.
As pointed out in [5] , this definition of conditional positive definiteness is equivalent to that of [4] ,
which is generally used.
If h is a continuous and conditionally positive definite function of order m, the Fourier transform
of h uniquely determines a positive Borel measure µ on Rn \ {0} and constants ar,|r| =2m as follows:
For all ψ ∈ D
∫
h(x)ψ(x)dx =
∫ 
ψˆ(ξ)− χˆ(ξ)
∑
|γ|<2m
Dγ ψˆ(0)
ξγ
γ!

 dµ(ξ) (1.5)
+
∑
|γ|≤2m
Dγ ψˆ(0)
aγ
γ!
,
where for every choice of complex numbers cα, |α| = m,∑
|α|=m
∑
|β|=m
aα+βcαcβ ≥ 0.
Here χ is a function in D such that 1− χˆ(ξ) has a zero of order 2m+1 at ξ = 0; both of the integral∫
0<|ξ|<1 |ξ|
2m
dµ(ξ),
∫
|ξ|≥1 dµ(ξ) are finite. The choice of χ affects the value of the coefficients aγ for
|γ| < 2m.
In this paper, the space of the interpolated functions is denoted by Ch,m which some people call
the native space. If
Dm =
{
φ ∈ D :
∫
xαφ(x)dx = 0 for all |α| < m
}
,
then Ch,m is the class of those continuous functions f which satisfy∣∣∣∣
∫
f(x)φ(x)dx
∣∣∣∣ ≤ c(f)
{∫
h(x− y)φ(x)φ(y)dxdy
} 1
2
(1.6)
for some constant c(f) and all φ in Dm. If f ∈ Ch,m, let ‖f‖h denote the smallest constant c(f) for
which (1.6) is true. Recall that ‖f‖h is a semi-norm and Ch,m is a semi-Hilbert space; in the case
m = 0 it is a norm and a Hilbert space respectively. The characterizations of the native space can
be found in [1],[2],[3],[4],[5] and [8].
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2 Main Results
We first recall that the function h defined in (1.4) is conditionally positive definite of orderm = 0
if β < 0, and m =
⌈
β
2
⌉
if β > 0. This can be found in [7] and many relevant papers. Then we have
the following lemma.
Lemma 2.1 Let h be as in (1.4) and m be its order of conditional positive definiteness. There exists
a positive constant ρ such that∫
Rn
|ξ|k dµ (ξ) ≤
(√
2
)n+β+1
· (√pi)n+1 · nαn · cβ−k · △0 · ρk · k! (2.1)
for all integer k ≥ 2m + 2 where µ was defined in (1.5) , αn denotes the volume of the unit ball in
Rn, c is as in (1.4) , and △0 is a positive constant.
Proof. Let Kν denote the modified Bessel function of the second kind. Then∫
Rn
|ξ|k dµ (ξ)
=
∫
Rn
|ξ|k · 2pi n2 ·
( |ξ|
2c
)−n+β
2
·Kn+β
2
(c |ξ|) dξ
= 2pi
n
2
(
1
2c
)−n+β
2
·
∫
Rn
|ξ|k− n+β2 ·Kn+β
2
(c |ξ|) dξ
∼
√
pi√
2
· 2pi n2 ·
(
1
2c
)−n+β
2
∫
Rn
|ξ|k− n+β2 · 1√
c |ξ| · ec|ξ| dξ (See p.11)
=
√
pi√
2
· 2pi n2 ·
(
1
2c
)−n+β
2
· n · αn
∫ ∞
0
rk−
n+β
2 · r
n−1√
c |r| · ec|r| dr
=
√
pi√
2
· 2pi n2 · (2c)n+β2 · 1√
c
· n · αn
∫ ∞
0
rk+
n−β−3
2
ecr
dr
=
√
pi√
2
· 2pi n2 · (2c)n+β2 · 1√
c
· n · αn · 1
ck+
n−β−1
2
∫ ∞
0
rk+
n−β−3
2
er
dr
= 2
n+β+1
2 · pi n+12 · n · αn · cβ−k
∫ ∞
0
rk
′
er
dr where k
′
= k +
n− β − 3
2
.
Note that if β < 0, then m = 0 and k ≥ 2m+ 2 = 2. This implies k′ > 0. If β > 0, then m =
⌈
β
2
⌉
and k ≥ 2m+ 2 = 2
⌈
β
2
⌉
+ 2. This implies k
′
> 0. In any case k
′
> 0.
Now we divide the proof into three cases. Let k
′′
=
⌈
k
′
⌉
which is the smallest integer greater
than or equal to k
′
.
Case1. Assume k
′′
> k. Let k
′′
= k + s. Then
∫ ∞
0
rk
′
er
dr ≤
∫ ∞
0
rk
′′
er
dr = k
′′
! = (k + s)(k + s− 1) · · · (k + 1)k!
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and ∫ ∞
0
rk
′
+1
er
dr ≤
∫ ∞
0
rk
′′
+1
er
dr = (k
′′
+ 1)! = (k + s+ 1)(k + s) · · · (k + 2)(k + 1)k!.
Note that
(k + s+ 1)(k + s) · · · (k + 2)
(k + s)(k + s− 1) · · · (k + 1) =
k + s+ 1
k + 1
.
(i)Assume β < 0. Then m = 0 and k ≥ 2. This gives
k + s+ 1
k + 1
≤ 3 + s
3
.
Let ρ = 3+s3 . Then ∫ ∞
0
rk
′′
+1
er
dr ≤ △0 · ρk+1 · (k + 1)!.
if
∫∞
0
rk
′′
er
dr ≤ △0 · ρk · k!. The smallest k′′ is k′′0 = 2 + s. Now,∫ ∞
0
rk
′′
0
er
dr = k
′′
0 ! = (2 + s)(2 + s− 1) · · · (3) · k! where k = 2
=
(2 + s)(2 + s− 1) · · · (3)
ρ2
· ρkk!(k = 2)
= △0 · ρ2 · 2! where △0 = (2 + s)(2 + s− 1) · · · (3)
ρ2
.
It follows that
∫∞
0
rk
′
er
dr ≤ △0 · ρk · k!. for all k ≥ 2.
(ii)Assume β > 0, Then m=
⌈
β
2
⌉
and k ≥ 2m+ 2. This gives
k + s+ 1
k + 1
≤ 2m+ 3 + s
2m+ 3
= 1 +
s
2m+ 3
.
Let ρ = 1 + s2m+3 . Then ∫ ∞
0
rk
′′
+1
er
dr ≤ △0 · ρk+1 · (k + 1)!
if
∫∞
0
rk
′′
er
dr ≤ △0 · ρk · k!. The smallest k′′ is k′′0=2m+2+s when k=2m+2. Now,∫∞
0
rk
′′
0
er
dr
= k
′′
0 ! = (2m+ 2 + s)(2m+ 1 + s) · · · (2m+ 3)(2m+ 2)!
=
(2m+ 2+ s)(2m+ 1 + s) · · · (2m+ 3)
ρ2m+2
· ρ2m+2 · (2m+ 2)!
= △0 · ρ2m+2 · (2m+ 2)! where △0 = (2m+ 2 + s)(2m+ 1 + s) · · · (2m+ 3)
ρ2m+2
.
It follows that
∫∞
0
rk
′
er
dr ≤ △0ρkk! for all k ≥ 2m+ 2.
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Case2. Assume k
′′
< k. Let k
′′
= k − s where s > 0. Then∫ ∞
0
rk
′
er
dr ≤
∫ ∞
0
rk
′′
er
dr = k
′′
! = (k − s)! = 1
k(k − 1) · · · (k − s+ 1) · k!
and ∫ ∞
0
rk
′
+1
er
dr ≤
∫ ∞
0
rk
′′+1
er
dr
= (k
′′
+ 1)! = (k − s+ 1)! = 1
(k + 1)k · · · (k − s+ 2) · (k + 1)!.
Note that{
1
(k + 1)k · · · (k − s+ 2)
/
1
k(k − 1) · · · (k − s+ 1)
}
=
k(k − 1) · · · (k − s+ 1)
(k + 1)k · · · (k − s+ 2) =
k − s+ 1
k + 1
.
(i) Assume β < 0, then m = 0 and k ≥ 2. Since k′′ = k − s ≥ 1 holds for all k ≥ 2, it must be
that s = 1. Thus
k − s+ 1
k + 1
= 1− s
k + 1
= 1− 1
k + 1
≤ 1 for all k ≥ 2.
Let ρ = 1. Then ∫ ∞
0
rk
′′
+1
er
dr ≤ △0ρk+1(k + 1)! if
∫ ∞
0
rk
′′
er
dr ≤ △0ρkk!.
The smallest k
′′
is k
′′
0 = k0 − s = 2− s. Now,∫ ∞
0
rk
′′
0
er
dr = k
′′
0 ! = (2− s)! = 1! = 1
=
1
2
k! where k = 2
=
1
2
ρkk!
= △0ρkk! where △0 = 1
2
.
It follows that
∫∞
0
rk
′
er
dr ≤ △0ρkk! for all k ≥ 2.
(ii)Assume β > 0 Then m=
⌈
β
2
⌉
and k ≥ 2m+ 2. This gives
k − s+ 1
k + 1
= 1− s
k + 1
≤ 1.
Let ρ = 1 Then
∫∞
0
rk
′′
+1
er
dr ≤ △0 · ρk+1 · (k + 1)! if
∫∞
0
rk
′′
er
dr ≤ △0 · ρk · k!.
The smallest k is k0 = 2m+ 2. Hence the smallest k
′′
is k
′′
0=k0 − s = 2m+ 2− s. Now,∫ ∞
0
rk
′′
0
er
dr = k
′′
0 ! = (2m+ 2− s) = (k0 − s)!
=
1
k0(k0 − 1) · · · (k0 − s+ 1) · (k0)!
= △0 · ρk0k0! where △0 = 1
(2m+ 2)(2m+ 1) · · · (2m− s+ 3) .
6
It follows that
∫∞
0
rk
′
er
dr ≤ △0ρkk! for all k ≥ 2m+ 2.
Case3. Assume k
′′
= k. Then
∫ ∞
0
rk
′
er
dr ≤
∫ ∞
0
rk
′′
er
dr = k! and
∫ ∞
0
rk
′
+1
er
dr ≤ (k + 1)!.
Let ρ = 1. Then
∫ ∞
0
rk
′
er
dr ≤ △0ρkk! for all k where △0 = 1.
The lemma is now an immediate result of the three cases. 
Remark. For the convenience of the reader, we should express the constants △0 and ρ in a
clear form. It’s easily shown that
(a) k
′′
> k if and only if n− β > 3;
(b) k
′′
< k if and only if n− β ≤ 1;
(c) k
′′
= k if and only if 1 < n− β ≤ 3
where k
′′
and k are as in the proof of the lemma.
We thus have the following situations.
(a) n-β > 3. Let s =
⌈
n−β−3
2
⌉
. Then
(i)if β < 0, ρ = 3+s3 and △0 = (2+s)(1+s)···3ρ2 ;
(ii)if β > 0, ρ = 1 + s
2⌈ β2 ⌉+3 and △0 =
(2m+2+s)(2m+1+s)···(2m+3)
ρ2m+2
where m =
⌈
β
2
⌉
.
(b) n-β ≤ 1. Let s = −
⌈
n−β−3
2
⌉
. Then
(i)if β < 0, ρ = 1 and △0 = 12 ;
(ii)if β > 0, ρ = 1 and △0 = 1(2m+2)(2m+1)···(2m−s+3) ; where m =
⌈
β
2
⌉
.
(c) 1 < n− β ≤ 3. Then ρ = 1 and △0 = 1.
Before introducing our main theorem, we need the following lemma which is taken directly from
[6].
Lemma 2.2 Let Q, Y , and γn be as in Lemma1.1. Then, given a point x in Q ,there is a measure
σ supported on Y such that ∫
Rn
p(y)dσ(y) = p(x)
for all p in Pk, and ∫
Rn
d |σ| (y) ≤ e2nγn(k+1).
Now we need another lemma.
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Lemma 2.3 For any positive integer k, √
(2k)!
k!
≤ 2k.
Proof. This inequality holds for k = 1 obviously. We proceed by induction.√
[2(k + 1)]!
(k + 1)!
=
√
(2k + 2)!
k!(k + 1)
=
√
(2k)!
k!
·
√
(2k + 2) · (2k + 1)
k + 1
≤
√
(2k)!
k!
·
√
(2k + 2)2
k + 1
≤ 2k · (2k + 2)
k + 1
= 2k+1.

We can now enter the core of our theory. In the following theorem and its proof, we try to
maintain the symbols of [6] whenever possible so that the reader can easily compare our results to
those of Madych and Nelson. In fact the original form of this theorem is essentially Madych and
Nelson’s work. They offer the existence of the constant λ and the exponential-type expression of the
error bound. We include it here just to make this paper more readable. Our main contribution is the
calculation of (i)the constant λ which greatly depends on ρ, (ii)the constant δ0 and (iii)the coefficient
to the left of λ
1
δ in (2.2) which greatly depends on the dimension n and the shape parameters c and β.
Theorem 2.4. Suppose h is defined as in (1.4) and m is its order of conditional positive defi-
niteness. Let µ be its corresponding measure as in (1.5) .Then, given a positive number b0, there are
positive constants δ0 and λ, 0 < λ < 1, which depend on b0 for which the following is true:
If f ∈ Ch,m and s is the h spline that interpolates f on a subset X of Rn, then
|f(x)− s(x)| ≤ 2n+β+14 · pi n+14 · √nαn · c
β
2 ·
√
△0 · λ 1δ · ‖f‖h (2.2)
holds for all x in a cube E provided that (i)E has side b and b ≥ b0,(ii)0 < δ ≤ δ0 and (iii)every
subcube of E of side δ contains a point of X. Here, αn denotes the volume of the unit ball in R
n and
c, △0 are as in (2.1) .
The numbers δ0 and λ can be expressed specifically as
δ0 =
1
3Cγn(m+ 1)
, λ =
(
2
3
) 1
3Cγn
where
C = max
{
2ρ′
√
ne2nγn ,
2
3b0
}
, ρ
′
=
ρ
c
.
The number ρ can be found in the remark immediately following Lemma2.1, and γn was defined in
Lemma1.1.
Proof. Let ρ and γn be as in the statement of the theorem. Fix the parameter c in (1.4). For any
b0 > 0, let
B = 2ρ
′√
ne2nγn and C = max
{
B,
2
3b0
}
where ρ
′
=
ρ
c
.
Let δ0 be defined as in the statement of the theorem.
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We start our proof with a crucial inequality which is a result of Theorem4.2 of [5]. Let E be the
cube mentioned in the theorem. For any x ∈ E,
|f(x) − s(x)| ≤ ck ‖f‖h
∫
Rn
|y − x|k d |σ| (y) (2.3)
whenever k > m, where σ is any measure supported on X such that
∫
Rn
p(y)dσ(y) = p(x) (2.4)
for all polynomials p in Pk−1. Here
ck =
{∫
Rn
|ξ|2k
(k!)2
dµ(ξ)
} 1
2
whenever k > m. By (2.1) , for all 2k ≥ 2m+ 2,
(2.5) ck =
{∫
Rn
|ξ|2k
(k!)2 dµ(ξ)
} 1
2
≤ 1
k!
· 2n+β+14 · pi n+14 · √nαn · c
β−2k
2 ·
√
△0 · ρk ·
√
(2k)!
≤ 2n+β+14 · pi n+14 · √nαn · c
β
2 · c−k ·
√
△0 · (2ρ)k
due to Lemma2.3.
In order to develop the inequality (2.3) into (2.2), we have to find a bound for the value
I := ck
∫
Rn
|y − x|k d |σ| (y).
For this we have to appeal to Madych and Nelson’s theory in [5] an [6].
Let δ > 0 be as in the statement of the theorem. Since δ ≤ δ0, one easily finds that 0 < 3Crnδ ≤
1
m+1 . Obviously we can choose an integer k ≥ m+ 1 so that
1 ≤ 3Cγnkδ ≤ 2.
By the definition od C and simple calculation we get γnkδ ≤ b0 for such a k. Let Q be any cube
which contains x, has side γnkδ, and is contained in E. Subdivide Q into (γnk)
n
subcubes of side
δ. By hypothesis each of these subcubes must contain a point of X . Select arbitrarily a point of X
from each such subcube and let Y denote the set of these points. As a result of Lemma2.2, there
exists a measure σ supported on Y satisfying (2.4) and the following inequality.∫
Rn
d |σ| (y) ≤ e2nγnk. (2.6)
With the help of this measure and a bound on I can be constructed.
Because the support of σ is contained in Q whose diameter is
√
nγnkδ, by (2.5) and (2.6), we get
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(2.7) I ≤ 2n+β+14 · pi n+14 · √nαn · c β2 · c−k ·
√△0 · (2ρ)k(
√
nγnkδ)
ke2nγnk
≤ (Cγnkδ)k (2
n+β+1
4 · pi n+14 · √nαn · c
β
2 ·
√
△0).
Since
Cγnkδ ≤ 2
3
and k ≥ 1
3Cγnδ
,
(2.7) implies that
I ≤
[
(
2
3
)
1
3Cγn
] 1
δ
· (2n+β+14 · pi n+14 · √nαn · c
β
2 ·
√
△0).
This together with (2.3) gives
|f(x)− s(x)| ≤ 2n+β+14 · pi n+14 · √nαn · c
β
2 ·
√
△0 · λ 1δ · ‖f‖h ,
where
λ =
(
2
3
) 1
3Cγn
.

Remark. The value of λ can now easily be obtained by its very definition in Theorem2.4. For
example, if we fix n = 1, b0 = 1, β = 1 and let c = 1, 5, and 10, then λ will be 0.999381, 0.99691 and
0.99383, repectively. This shows an important fact that the crucial constant λ has a close relation-
ship with c and a criterion for the optimal choice of c may be developed.
What’s noteworthy is that in Theorem2.4 the parameter δ is not the generally used fill distance.
For easy use we should transform the theorem into a statement described by the fill distance.
Let
d (Ω, X) = sup
y∈Ω
inf
x∈X
|y − x|
be the fill distance. Observe that every cube of side δ contains a ball of radius δ2 . Thus the subcube
condition in Theorem2.4 is satisfied when δ = 2d(E,X). More generally, we can easily conclude the
following:
Corollary2.5 Suppose h is defined as in (1.4) and m is its order of conditional positive defi-
niteness. Let µ be its corresponding measure as in (1.5) . Then, given a positive number b0,there
are positive constants d0 and λ
′
, 0 < λ
′
< 1, which depend on b0 for which the following is true: If
f ∈ Ch,m and s is the h spline that interpolates f on a subset X of Rn, then
|f(x)− s(x)| ≤ 2n+β+14 · pi n+14 · √nαn · c
β
2 ·
√
△0 · (λ
′
)
1
d · ‖f‖h (2.8)
holds for all x in a cube E ⊆ Ω, where Ω is a set which can be expressed as the union of rotations
and translations of a fixed cube of side b0, provided that (i)E has side b ≥ b0, (ii)0 < d ≤ d0 and
(iii)every subcube of E of side 2d contains a point of X. Here, αn denotes the volume of the unit
ball in Rn and c, △0 are as in (2.1) . Moreover d0 = δ02 and λ
′
=
√
λ where δ0 and λ are as in
Theorem2.4.
Proof. Let d0 =
δ0
2 and δ = 2d. Then 0 < d ≤ d0 iff 0 < δ ≤ δ0. Our corollary follows immediately
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by noting that λ
1
δ = λ
1
2d =
√
λ
1
d = (λ′)
1
d . 
Remark. (a)The space Ch,m probably is unfamiliar to most people. It was introduced by Madych
and Nelson in [4]and [5] . Later Luh made characterizations for it in [1] and [2] . Many people think
that it is defined by Gelfand and Shilov’s definition of generalized Fourier transform, and is therefore
difficult to deal with. This is not true. In fact, it can be characterized by Schwartz’s definition of
generalized Fourier transform. The situation is not so bad. Moreover, many people mistake Ch,m
to be the closure of Wu and Schaback’s function space defined in [9] . This is also not true. The
two spaces have very subtle connection. Luh has also made a clarification for this problem. For
further details, please see [3]. (b)In the proof of Lemma2.1 although the integration was obtained
by approximation in the fifth line, the gap for ξ near the origin can be made arbitrarily small by
decreasing δ0 of Theorem2.4. Note that the integrand collapses to zero for 0 < |ξ| < 1 as k → ∞.
The third paragraph of page 9 shows that k → ∞ as δ → 0. Hence it’s harmless. As for |ξ| ≥ 1,
this approximation is a commonly used approach and the proof of Theorem2.4 shows that the gap
can be ignored from the viewpoint of error bound. (c)Seemingly our main results Theorem2.4 and
Corollary2.5 are quite complicated. However they strongly promise the birth of a useful set of crite-
ria for the optimal choice of the shape parameters c and β contained in the multiquadrics. All these
will be seen in the forthcoming papers of the author.
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