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Null space structure of tree-patterned matrices 
Peter Nylen ’ 
Abstract 
In this note, we study the null space structure ol’ singular real symmetric matrices 
with undirected graph a tree. The main result is a relationship between the dimension 
of the nullspace of A, the zero-nonzero Pattern of the null vectors of A and the graph 
ol’ A. This work extends results of Fiedler (M. Fiedler. Czechoslovak Mathematical 
Journal 25 (100) (1975) 607-618) [1], Wiener (G. Wiener. Linear Algebra and its Appli- 
cations 61 (1984) 15-29) [2] and Parter (S. Parter. J. SIAM 8 (3) (1960) 376 188) 
[3]. 0 1998 Elsevier Science Inc. All rights reserved. 
1. Introduction and Statements of results 
Given an M x M real matrix A = [Q,,], we may define an undirected graph 
r(A) on II vertices 1.2. , II by including the unordered pair (i,,j). i.e.. the edgc 
connecting vertex i to vertex j in the edge set if and only if ai, # 0. (We suppress 
the possible loops (i. i).) This graph is useful for describing the Zero-nonzero 
Pattern of a symmetric matrix. (See p. 168 and 357 in [4].) 
A graph T is called a tree if between every pair of vertices there is a uniyue 
path. Examples of matrices with tree-graphs include tridiagonal matrices. 
whose graph is a Single path, and the bordered diagonal matrix. whose graph 
is a Star, i.e. a Single central vertex to which all other vertices are Pendant. 
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The null space of a matrix A is denoted in what follows by N(A). By null space 
structure, we mean the list of indices i such that X, is nonzero for some x E N(A). 
We shall use the notation sup N(A) (Sup for support) for this set. There is 
always a basis {y,, . . . , yd} of N(A) with sup yi = sup N(A). See Lemma 7 for 
justification. 
We now state a first result. It is a special case of Corollary 2.5 of [l]. It also 
follows rather easily from the older result Theorem B of [3]. 
Theorem 1. Let A be an n x n symmetric matrix with T(A) a tree. If 
supN(A) ={l,... , n}, then dim N(A) = 1. 
This is the most basic result relating null space structure, null space dimen- 
sion and the graph T(A). We include its proof in the following section for com- 
pleteness of exposition and because the method used lends insight to the other 
results of this work. 
To proceed further with our discussion, a systematic notation for sub- 
matrices is needed. Let CI and p be two subsets of { 1,. . . , n}. Then for an 
12 x n matrix A, A[a; p] denotes the submatrix of A obtained by deleting the rows 
indexed by CI and the columns indexed by ß from A. When c( = ß, we shorten 
A[a;ß] to A[a]. W e d enote the complement of CI in { 1, . . . , n} by /a. 
The following result appears in a slightly different form as Theorem 19 of [2]: 
Theorem 2. Let A be an n x n symmetric matrix with T(A) a tree. If 
dim N(A) = k > 1, then there is an index j such that dim N(Ab]) = k + 1. 
This result, for k = 2, is the aformentioned result of [3]. It (for k = 2 or 
otherwise) implies Theorem 1. To see why, suppose that dim N(A) 2 2 and 
assume that the index given in Theorem 2 is j = 1. Let Al denote the first 
row of A. Then 
NA11 ” ({O]@ N(A[lI)) C NA) 
holds for any matrix, and dim N(A) = dim N(A[I]) - 1 implies equality. Thus, 
dim N(A) 3 2 implies there exists j (assumed to be 1) such that 
dim N(A) = dim N(Ab]) - 1 which in turn implies that j e sup N(A). 
We are able to strengthen Theorem 2 to the following: 
Theorem 3. Let A be an n x n Symmetrie matrix with T(A) a tree. v 
dim N(A) > 0 and jl, . . , j, are indices that are adjacent to (with respect to 
T(A)) but not in sup N(A), then dim N(A[{jl, . . , j4}]) = dim N(A) + q. 
This answers (partially) a question implicit in [5], which is to provide a char- 
acterization of the indices j mentioned in Theorem 2. 
We now state one of the main results appearing in ([l], Theorem 2.4): 
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Theorem 4. Let A be an n x n symmetric matrix with T(A) a tree, and let y he a 
nonzero null vector of A. If there are not two indices j and k such that ajk # 0 and 
yj = yk = 0 (we will refer to this us the indicial condition), then the dimension of 
the null space sf A is 
n-l 
1 + E(i - 2)s, 
i=3 
where si is the number of vertices of T(A) corresponding to a zero entry of y and 
having degree i in T(A). 
Our main result is a generalization of the above theorem 
Theorem 5. Let A be an n x n symmetric matrix with T(A) a tree. The dimension 
of the null space of A is the number of connected components of the subgraph of 
T(A) induced by sup N(A) minus the number of indices adjacent to (with respect 
to T(A)) but not in sup N(A). 
One may wonder at the Claim that this theorem generalizes Theorem 4, since 
in the latter one has the support of the null space, while the former uses only 
the support of a particular vector. In fact: 
Proposition 6. If the indicial condition of Theorem 4 is met, then the vector 1’ 
there must haue support equal to sup N(A). 
Furthermore, the next example Shows that even when the support of y is the 









Then N(B) = {(a, -a, 0, 0, b, -b)Tla, b E FR}, so sup N(B) = { 1,2,5,6} and the 
subgraph of T(B) induced by sup N(B) consists of four isolated vertices. The 
indices 3, 4 are not in sup N(B) but are adjacent to sup N(B). Also note that 
b34 # 0. 
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2. Proofs of results 
Lemma 7. Let S be a subspace of FF’ with dimension d > 0. Then there exists a 
basis {u(‘), . . , dd)} 0fS satisfjing sup Ji) = sup S for all i = 1,. . . <d. 
Proof. Let {Y(l), . . . , y(d)} be any basis of S. Let v be a vector in S having maximal 
number of nonzero entries. Suppose that Vi = 0 and i @ sup S. Let x E S have 
xi # 0. For sufficiently small t > 0, v + tx has more nonzero entries that does u. 
Conclude that sup v = sup S. For sufficiently small 6 > 0, sup (v + 6Y(‘)) = 
sup S for all i. Furthermore, {v, v + 6Y(‘), . . , v+ 6~‘~)) is a spanning set of 
S with this property. A subset of this spanning set will serve as the required 
basis. 0 
Proof of Theorem 1. Let T denote the graph T(A). We label the vertices of T 
with{l,... , n} to correspond with the rows and columns of A. For an index set 
a, let T[a] denote the subgraph of T obtained by deleting the vertices of T 
indexed by CI. With this notation, we have T(A[a]) = T[M]. 
Re-index the vertices of T so that vertex 1 is Pendant in T, and vertex k 
ispendantinT[{l,...:k-l}]fork=2;..., n. We denote the unique neighbor 
ofkinT[{l,... : k - 1}] by k. As we re-label the vertices of T, we replace A with 
a Permutation similarity of A so that the correspondence between the row- 
column indices of A and the vertices of T is preserved. Implicit in this labelling 
scheme is that T[{ 1, . . ,k-l}]isatreeforeachk=2 ,..., n. 
First, suppose that x and Y are both entrywise nonzero null vectors of A. 
Such vectors exists by appeal to Lemma 7. Consider the first entries of 
Ax = 0 and Ay = 0 
allxl + aijx, = 0 = allyl + qyj, (1) 
where j = !, and since vertex 1 is Pendant in T, ali is the only nonzero off 
diagonal entry in row 1 of A. 
Re-arranging Eq. (l), we obtain 
alj- = -a,, = aii- xi 
XI Yl 
which is equivalently stated as 
XI Xi -=- 
YI Yi . 
Next, suppose that for each k = 1,. ! m - 1, 
xk Xi -=- 
Yk Yi 
and consider the mth entry of Ax = 0: 
(2) 
where (m, IG) is the edge joining m to T[{ 1. , m - l}] and VI,, i = 1. ..j,,l arc 
the remaining vertices adjacent to rn in T which are not present in 
T[{l,.... VI-I}].Thus,m=~,andm,<m-Iforeachi=I ,...., j,,I.Eq.(3) 
then becomes, upon division by x,,,, 
~~,rr,n + am,,, -z + “Qn,, 2 = 0 
/SI 
which, when combined with the analogous equation involving J’ yields 
Since m, < m - 1, we may apply the inductive supposition Eq. (2) to produce 
-2 _ -;n, 
X!,i, ,%I , 
Substitute the above into Eq. (4) and simplify the result: 
Since the edges (m. h) for m = 1. . 17 - 1 must all be distinct, all edges in T 
are of the form (m>h) and satisfy Eq. (5). 
Given a vertex p, there is a sequences of edges ( 1, iI ). (i, . iz). ~ (it,. p) in 7‘. 
Applying Eq. (5) we obtain 




This proves that y is a multiple of X. It follows immediately that the null spacc 
of A is one dimensional. 0 
Proof of Theorem 5. Assume that N(A) # {0}, and that sup N(A) # { 1~. ,77}. 
Partition the set { 1, . . . , rz} into 3 subsets: sup N(A), the set S,, of i not in 
sup N(A) but adjacent to sup N(A) with respect to the graph T = T(A) and the 
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set Sb of i not in sup N(A) and not adjacent to sup N(A). Under our 
assumptions, S, is nonempty, and Sb may or may not be empty. For future use, 
define k = I,S,/. Further partition the set sup N(A) into 6, 6, . . . , V, so that 
T[/VJ,i= l,... , m are the connected components of the subgraph of T induced 
by sup N(A). Relabel the vertices of T so that a listing of Sb, S,, fi, fi, . . . , V, is 
the natura1 ordering of 1, . . . , n. Replace A with the Permutation similarity of A 
corresponding to this relabelling. 
We then have the block form 
A= 
Ai1 A12 0 
A21 A22 BT 
Al 0 . . . 0 
OA2 : 
0 B 
0 . . . Al72 
(6) 
where All = A[/&],A22 = A[/Sa],Ai = A[/E] and B = A[& U Sa; /Sa]. Let 
y E N(A) be given, with sup y = sup N(A). Partition y conformally with the 
partitioning of A so that 
-0- 
Yl 






BY inspection of Eq. (71, yi E N(Ai) 
sup y = sup N(A), yi is entrywise nonzero. By 






for i= l,...,m. Since 
Theorem 1, dim N(Ai) = 1. 
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for some 
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Since Lemma 7 provides a basis y(’ ‘, . . , ycdJ of N(A) with sup $) = sup N(A ), 
this Shows that 
N(A) C 
By inspection of Eq. (7), y = 0 $11, where 
is in N(A) if and only if BTv = 0. To analyze this condition, we partition the 
rows of BT conformally with the partition of v. For the ith row 
bT = (b;,b;,..., b:). The condition BTv = 0 then becomes CX = 0, where C 
is the k x m matrix whose i, j entry is c;, = b>,. 
To complete the proof, it suffices to show that rank C is k. To that end we 
consider the bipartite graph of this k x m matrix, BPG(C). By definition, this 
graph contains two types of vertices: row vertices Y], . ) rk and column vertices 
Cl,. . . ,c,. There is an edge between r, and cJ if and only if the i.j entry of C is 
nonzero; no other edges are present. 
We now argue that the graph BPG(C) is acyclic, and each row vertex has 
degree at least two. 
(i) The vector bij contains at most one nonzero entry because the graph T 
contains no cycles. Since xj is entrywise nonzero, cij # 0 if and only if h, # 0. 
(ii) The ith row of BT, b:, bi,. . . : bl, contains at least two nonzero entries. 
The row must contain at least one nonzero because the row indices of BT 
correspond to the set of indices adjacent to sup N(A) and the column indices 
correspond to sup N(A). There must be at least two nonzero entries in each 
row of BT by inspection of Eq. (7). Combined with the previous (i). this means 
that each row of C contains at least two nonzero elements. 
(iii) A moment of thought reveals that the BPG(C) tan be obtained by 
starting with T[&] and modifying as follows: Delete all edges between the 
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vertices labelled by the set S, and then identify these as the row vertices. Next, 
coalesce the vertices of the connected component T[/ K] into a Single vertex for 
i= l,...; m. Identify these vertices as the column vertices. It is clear that Prior 
to the step of coalescing vertices, the graph under consideration is acyclic, 
since it is a vertex induced subgraph of a tree with (perhaps) some edges 
removed. The coalescing step cannot introduce loops or multiple edges 
because it is connected components that are being coalesced. Therefore, 
BPG(C) is acyclic. 
An acyclic graph on p vertices has at most p - 1 edges; equality holds if and 
only if the graph is also connected. Thus, by virtue of the fact that the row ver- 
tices of BPG(C) have degree at least two, m > k. 
We complete this proof by showing that the rows and columns of C tan be 






0 0 * 
where * denotes a nonzero entry. We induct on the quantity m + k. For the 
smallest possible value, which is m + k = 3, C = [*, *]. As the row vertices of 
BPG(C) are all degree two or greater, the degree one vertices are all column 
vertices. Some degree one vertices must exist because BPG(C) is acyclic. Re- 
Order the columns so that cl is degree one, and re-Order the rows so that it 
is adjacent to rl Delete row 1 and column 1 from C and cal1 the result C. Apply 
the induction hypothesis to C, and re-assemble C. Since cl has degree one 
and there is an edge from cl to yi, the first column of C has only one nonzero 
element, it is in the top Position. 0 
Proof of Theorem 3. Consider the block form (6) in the proof of Theorem 5. 
Removing q rows and columns whose indices are adjacent to but not in 
sup N(A) amounts to removing q rows from the matrix C. This removes q 
independent constraints on the Parameter CL Thus, the dimension of 
N(A[{jl,. . ,jq}]) exceeds that of N(A) by q. 0 
Proof of Proposition 6. Again, consider the argument in the proof of Theorem 
5. If sup y # sup N(A), then the entries of y corresponding to T[/V,] are zero 
for some p. There is an edge in T from V, to the set S,. This edge corresponds to 
i,j that violate the indicial condition of Theorem 6. 0 
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