Abstract. McNamara and Sagan conjectured that if a 0 , a 1 , a 2 , . . . is a Pólya frequency (PF) sequence, then so is a 2 0 , a 2 1 − a 0 a 2 , a 2 2 − a 1 a 3 , . . .. We prove this conjecture for a natural class of PF-sequences which are interpolated by polynomials. In particular, this proves that the columns of Pascal's triangle are infinitely log-concave, as conjectured by McNamara and Sagan. We also give counterexamples to the first mentioned conjecture.
Introduction
Consider the operator L defined on sequences of real numbers by L(A) = {a 
.}. Hence a sequence A is log-concave if and only if L(A)
is a nonnegative sequence. A sequence A is said to be k-fold log-concave if L j (A) is a nonnegative sequence for all 0 ≤ j ≤ k, and infinitely log-concave if it is k-fold logconcave for all k ≥ 0. The work of Boros and Moll [2, p. 157 ] spurred the interest in infinite log-concavity in the combinatorics community, although more than a decade earlier similar notions were introduced by Craven and Csordas [8, 9] in the theory of entire functions. Boros is infinitely log-concave for each m ∈ N. Chen et. al. [7] proved 3-fold log-concavity of {d ℓ (m)} m ℓ=0 by proving a related conjecture of the first author [3] which implies 3-fold log-concavity of {d ℓ (m)} m ℓ=0 for each m ∈ N by the work of Craven and Csordas [9] . Concurrent with their conjecture for {d ℓ (m)} m ℓ=0 , Boros and Moll suggested proving the infinite log-concavity of the more fundamental sequence of binomial numbers, { n k } k≥0 , for any n ∈ N (established by the first author in [3] ). The following additional conjectures for the columns and diagonals of Pascal's triangle, the first of which has remained open, were made McNamara and Sagan. } m≥0 is infinitely log-concave for all n ≥ 0 if and only if u < v or v = 0. Conjecture 1.2 was established by results in [3] and [22] . We settle Conjecture1.1 in the affirmative by proving Theorem 2.1. Part of our proof generalizes to provide examples of nonlinear transformations of polynomials which preserve the property that the zeros lie in a prescribed subset of C. Nonlinear transformations of polynomials have been the topic of several recent investigations [3, 11, 12] .
A (possibly infinite) matrix is called totally nonnegative if all of its minors are nonnegative. In particular, if the Toeplitz matrix M = (a j−i ) i,j≥0 defined by the sequence {a k } ∞ k=0 is totally nonnegative, then then the sequence is called totally nonnegative or said to be a Pólya frequency sequence (PF-sequence). Let PF be the class of all Pólya frequency sequences, which is characterized by the following theorem.
is a Pólya frequency sequence if and only if its power series generating function is analytic in a neighborhood of the origin and has the expansion
The first author [3] proved that if the sequence A = {a k } Simple examples show that Conjecture 1.4 is false in general (consider the sequence generated by (1 + x) 3 /(1 − 10x)). Furthermore, the following example shows that some PF-sequence are not even 3-fold log-concave.
, 116, 332, . . .} be the sequence of real numbers with the rational generating function
is not log-concave.
Wagner [21] has shown that PF-sequences which are interpolated by polynomials are closed under the Hadamard product, while arbitrary PF-sequences are not. This motivates us to look for a subclass of the PF-sequences which is closed under L. Such a subclass cannot include all polynomial PF-sequences, as we observe in Example 2.1. We show in Section 2 that Conjecture 1.4 holds for several large classes of PF-sequences which are interpolated by polynomials. These classes are natural in a sense, being indicated by Wagner's results for the Hadamard product with an additional requirement (cf. Theorem 2.1). In Section 3, we generalize the proof in Section 2 to provide some new nonlinear transformations which have prescribed effects on the zero loci of polynomials.
Main results
We are interested in PF-sequences that are interpolated by polynomials, i.e., sequences
In terms of generating functions this is equivalent to (by Theorem 1.3) that the generating function of A is of the form
where w(x) is a real-rooted polynomial with nonnegative coefficients. However we will also require that L k (A) is interpolated by polynomials for all k ∈ N. We shall see that the following are natural such classes
Our main result is the following. (
is a Pólya frequency sequence which is interpolated by a polynomial.
(ii) A, L(A) and L 2 (A) are interpolated by polynomials, and A as well as L(A) are Pólya frequency sequences.
Conjecture 1.1 trivially holds for k = 0, 1, see [14] . For k ≥ 2, { n+k k } n≥0 ∈ A −2 , and in particular { n+k k } n≥0 is infinitely log-concave, by Theorem 2.1. This solves Conjecture 1.1.
has two non-real zeros, so L(A) is not a Pólya frequency sequence. Similarly, q(x) = (x + 1)(x + 3) 2 interpolates a Pólya frequency sequence, but L({q(k)} ∞ k=0 ) does not, providing an example where q(−1) = 0 and q(0)
Although Example 2.1 shows that iterates of
under L cannot remain in PF, it is still possible that they are infinitely log-concave.
infinitely log-concave for all positive integers d? Question 1 is analogous to a problem for the coefficients of entire functions posed by Craven and Csordas [9, p. 6, Open Problem (e)]. Example 2.2. A labeled poset is a partially ordered set on [p] := {1, 2, . . . , p}, where p ≥ 1. Let P be a labeled poset. A P -partition is a map f : P → N such that
, and
, where < is the usual order on the integers. The order polynomial of a labeled poset P is defined by
The Neggers-Stanley conjecture asserted that {Ω P (n)} ∞ n=0 is a PF-sequence for all labeled posets P , see e.g. [6] . Counterexamples to the Neggers-Stanley conjecture have been found [5, 19] , but it remains open in the case of naturally labeled and graded and sign graded posets (see [19] ). If P is not an antichain, then it is easy to see that either Ω P (−1) = Ω P (0) = 0, or Ω P (0) = Ω P (1) = 0. Hence if P is a not an antichain, and if the Neggers-Stanley conjecture holds for P , then
is infinitely log-concave by Theorem 2.1.
be the linear operator defined by
where x 0 = 1 and The diamond product is a natural bilinear form associated to E defined by
The diamond product may be expressed as 
where f (x) = x(1 + x)g(x) and g (−1) (x)/(−1)! := 0.
be such that p(0) = p(−1) = 0, and let f = E(p) = x(1 + x)g. By the definition of the diamond product
We claim that for any h ∈ R[x],
The second identity of (2.4) follows from the first by a shift of argument, and to prove the first it is enough to prove it for x k , k ∈ N:
By (2.3) and (2.4),
Now (2.2) follows by using (2.1) and the identities (xg)
The final ingredient for the proof of Theorem 2.1 is the powerful Grace-WalshSzegő Theorem. A circular region is a proper subset of the complex plane that is bounded by either a circle or a straight line, and is either open or closed. A polynomial is multi-affine provided that each variable occurs at most to the first power.
Theorem 2.4 (Grace-Walsh-Szegő, [15] ). Let f ∈ C[z 1 , . . . , z n ] be a multi-affine and symmetric polynomial, and let K be a circular region. Assume that either K is convex or that the degree of f is n. For any ζ 1 , . . . , ζ n ∈ K there is a ζ ∈ K such that f (ζ 1 , . . . , ζ n ) = f (ζ, . . . , ζ). 
Proof of Theorem 2.1. We prove (i)
k preserves the property of having all zeros in the interval [−1, 0].
. We shall prove that T (g)(y) = 0. We claim that we may choose ξ ∈ C such that ξ 2 = y(y +1) and Re(ξ/y) > 0. Indeed if ζ is a square root of y(y + 1) and Re(ζ/y) = 0, then ζ 2 /y 2 = 1 + 1/y is a negative real number and thus y ∈ (−1, 0). Hence we may choose ξ = ±ζ. Let z = (z 1 , . . . , z n ), where z i = ξ/(y + θ i ) for 1 ≤ i ≤ n. Thus Re(z i ) > 0 for all 1 ≤ i ≤ n. Let e k (x) is the kth elementary symmetric function in the variables x = (x 1 , . . . , x n ). Then 5) and therefore,
The identity
where
is a Catalan number and 1/x = (1/x 1 , . . . , 1/x n ), was proved in [3] . Hence
For the sake of contradiction suppose T (g)(y) = 0. Since Re(z i + 1/z i ) > 0 for all 1 ≤ i ≤ n, the Grace-Walsh-Szegő Theorem provides a number η ∈ C, with Re(η) > 0, such that
Since Re(η) > 0, we have 1/η 2 ∈ C \ {x ∈ R : x ≤ 0}. Hence, the desired contradiction follows if we can prove that all the zeros of q n (x) are real and negative. This follows from the identity
where {P
(1,1) n (x)} n are Jacobi polynomials, see [16, p. 254] . The zeros of the Jacobi polynomials {P
(1,1) n (x)} n are located in the interval (−1, 1). Note that the first identity in the equation above follows immediately from (2.6).
Non-linear differential operators acting on polynomial spaces
Here we generalize the proof of Conjecture 1.4 to more general statements involving non-linear differential operators, paralleling results in [3] . For our extensions we require the following theorem. be a sequence of complex numbers, and e k (x) be the k-th elementary symmetric function in the variables x 1 , . . . , x n . Then
where 1/x = (1/x 1 , . . . , 1/x n ) and
Note the sum on the left hand side of (3.1) runs over the available indices of the elementary symmetric functions, 0 ≤ i ≤ j ≤ n.
For the remainder of the section let P + n denote the set of all real polynomials of degree at most n, whose zeros are all real and non-positive, and let P + = ∪ ∞ n=0 P + n . By convention we also let 0 ∈ P + n for all n ≥ 0. We say that a polynomial f ∈ C[x] is stable if either f ≡ 0 or f (z) = 0 implies Im z ≤ 0.
The following characterizations follow from a straightforward generalization of the proof of Theorem 2.1. Below, we frequently use the algebraic relations 
k has only real zeros for all g ∈ P + n . Moreover if any of the conditions above hold and r = 0, then E (0,s) α (g) is stable whenever g is stable and of degree at most n. 
. We claim that we may choose ξ ∈ C such that ξ 2 = c(y − a)(y − b) and Re(ξ/(y − a)) > 0. Indeed if ζ is a square root of c(y − a)(y − b) and Re(ζ/(y − a)) = 0, then ζ 2 /(y − a) 2 = c(y − b)/(y − a) is a negative real number and thus y ∈ (a, b). Hence we may choose ξ = ±ζ. Next we claim that Re(ξ/(y − θ)) > 0 for all θ ∈ [a, b]. Indeed if Re(ξ/(y − θ)) ≤ 0 for some
is a negative real number. This implies y ∈ [a, b], which is a contradiction, and proves the claim. We now suppose that U (a,b,c) α (g)(y) = 0, for some y ∈ C \ [a, b], and obtain a contradiction. Let µ = {α 0 , 0, α 1 , 0, α 2 , 0, . . . } and let z = (z 1 , . . . , z n ), where z i = ξ/(y − θ i ) for 1 ≤ i ≤ n. Thus Re(z i ) > 0 for all 1 ≤ i ≤ n. Let e k (x) be the kth elementary symmetric function in the variables x = (x 1 , . . . , x n ). Then with the relation (cf. 2.5)
and Theorem 3.1,
Applying Theorem 2.4, there is a number η, with Re(η) > 0, such that
Since η −2 is not a negative real number, and since Q α n ∈ P + n we obtain the desired contradiction. This proves (iii). 
so the zeros of Y α n must be real and non-positive. We now sketch the proof of (i)⇒(iv) which is almost the same as the proof for These follow by the same reasoning used to show (i)⇒(iii). The proof of (i)⇒(iv) then continues as in the case for (i)⇒(iii).
The implication (iv)⇒(ii) is proved in a way similar to (iii)⇒(ii): 
