We propose a new four-parameter lifetime model, called the extended log-logistic distribution, to generalize the two-parameter log-logistic model. The new model is quite flexible to analyze positive data. We provide some mathematical properties including explicit expressions for the ordinary and incomplete moments, probability weighted moments, mean deviations, quantile function and entropy measure. The estimation of the model parameters is performed by maximum likelihood using the BFGS algorithm. The flexibility of the new model is illustrated by means of an application to a real data set. We hope that the new distribution will serve as an alternative model to other useful distributions for modeling positive real data in many areas.
INTRODUCTION
Numerous classical distributions have been extensively used over the past decades for modeling data in several areas. In fact, the statistics literature is filled with hundreds of continuous univariate distributions (see, e.g, Johnson et al. 1994 Johnson et al. , 1995 . However, in many applied areas, such as lifetime analysis, finance and insurance, there is a clear need for extended forms of these distributions.
The log-logistic ("LL" for short) distribution is a very popular distribution pioneered to model population growth by Verhulst (1838) . In income inequality literature, the LL model is well-known as the Fisk distribution due to Fisk (1961) , and has also been widely used in many areas such as reliability, survival analysis, actuarial science, economics, engineering and hydrology. In some cases, the LL distribution is proved to be a good alternative to the log-normal distribution since it characterizes increasing hazard rate function (hrf). Further, its use is well appreciated in case of censored data usually common in reliability and life-testing experiments, Tahir et al. (2014) . The cumulative distribution function (cdf) G(x) and probability density function (pdf) g(x) of the LL distribution are given by
and
respectively, where α > 0 is the scale parameter and also the median of the distribution and β > 0 is the shape parameter. Some basic properties of the LL distribution are given, for example, by Kleiber and Kotz (2003) , Lawless (2003) and Ashkar and Mahdi (2006) . The moments (for r < β) are easily derived as, Tadikamalla (1980) 
where B(a,b) = 1 0 ω a−1 (1 − ω) b−1 dω is the beta function. Hence,
, β > 1 and Var(T ) = 2πα 2 β −1 sin(2πβ −1 ) − παβ −1 sin(πβ −1 ) 2 , β > 2.
If T has a LL distribution with scale parameter α and shape parameter β, LL(α,β) say, then W = log(T ) has a logistic distribution with location parameter log(α) and scale parameter 1/β. It has attracted a wide applicability in survival and reliability over the last few decades, particularly for events whose failure rate increases initially and decreases later, for example, mortality from cancer following diagnosis or treatment, Gupta et al. (1999) . It has also been used in hydrology to model stream flow and precipitation -see, Shoukri et al. (1988) and Ashkar and Mahdi (2006) -and for modeling flood frequency, see, Ahmad et al. (1988) .
For a baseline continuous cdf G(x), Cordeiro et al. (2013) defined the exponentiated generalized ("EG") class of distributions by the cdf
where a > 0 and b > 0 are two extra parameters whose role is to govern the skewness and generate distributions with heavier/ligther tails. They are sought as a manner to furnish a more flexible distribution. Because of its tractable cdf (4), this class can be used quite effectively even if the data are censored. The EG class is suitable for modeling continuous univariate data that can be in any interval of the real line. The pdf corresponding to (4) is given by
where g(x) = dG(x)/dx is the baseline pdf. The two parameters in (5) can control both tail weights and possibly adding entropy to the center of the EG density. The baseline pdf g(x) is a special case of (5) when a = b = 1. Setting a = 1 it gives to the exponentiated-G ("exp-G") class of distributions. If b = 1, we obtain Lehmann type II distribution. So, the distribution (5) generalizes both Lehmann types I and II alternative distributions; that is, this method can be interpreted as a double construction of Lehmann alternatives. Note that even if g(x) is a symmetric density, the density f (x) will not be symmetric.
In this paper, we propose and study some structural properties of a new four-parameter distribution with positive real support, called the extended log-logistic ("ELL") distribution, derived from equation (5) by taking G(x) and g(x) to be the cdf and pdf of the LL distribution, respectively. We also discuss maximum likelihood estimation of the model parameters of the proposed distribution. We adopt a different approach to much of the literature so far: rather than considering the beta and Kumaraswamy generators applied to a baseline distribution, we consider the EG generator applied to the LL distribution. The ELL distribution can be applied to positive real data in several areas in a similar manner of the beta log-logistic and Kumaraswamy log-logistic distributions.
The rest of the paper is organized as follows. In Section "The ELL Distribution', we define the ELL distribution and provide plots of the density and hazard rate functions. In Section "useful representations", we derive a useful mixture representation for its density function in terms of LL densities. In Section "'Main Properties', we provide some mathematical properties of the proposed model. In fact, explicit expressions for the ordinary and incomplete moments, a power series expansion for the quantile function (qf), standard measures for the skewness and kurtosis, probability weighted moments, mean deviations and entropy measure. Estimation by the method of maximum likelihood is presented in Section "Maximum Likelihood Estimation". An application to a real data set illustrates the flexibility of the ELL distribution in Section "Application". Concluding remarks are given in Section "Conclusions".
THE ELL DISTRIBUTION
By inserting (1) and (2) in equation (5), we obtain the ELL density function (for x > 0) with positive parameters a, b, α and β, say ELL(a,b,α,β), given by
The ELL density is straightforward to compute using any statistical software with numerical facilities. Also, there is no functional relationship between the parameters and they vary freely in the parameter space. The new distribution due to its flexibility in accommodating non-monotonic hrf may be an important distribution that can be used in a variety of problems in modeling survival data. The LL and Exp-LL (exponentiated log-logistic) distributions are clearly the most important sub-models of (6) for a = b = 1 and a = 1, respectively. If b = 1, we obtain Lehmann type II log-logistic distribution. The cdf and hrf corresponding to (6) are
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Quantiles of interest can be obtained from (9) by substituting appropriate values for u. In particular, the median of X is
We can also use (9) for simulating ELL random variables: if U is a uniform random variable on the unit interval (0,1), then
has the pdf (6). We consider the generalized binomial expansion
which holds for any real non-integer b and |z| < 1. Using (10) in equation (9), we can rewrite Q(u) as
where (for k > 0) a k = (−1) k α β 1/α k . Figures 1 and 2 display some shapes of (6) and (8), respectively, for specified parameter values. The pdf and hrf take various forms depending on the parameter values. The ELL distribution is much more flexible than the LL distribution, that is, the additional shape parameters (a and b) allow for a high degree of its flexibility. So, the new model can be very useful in many practical situations for modeling positive real data sets. (4) and (5) can be derived using the concept of exponentiated distributions. The properties of these distributions have been studied by many authors in recent years. See, for example, Mudholkar et al. (1995) and Mudholkar and Srivastava (1993) for exponentiated Weibull, Gupta et al. (1998) for exponentiated Pareto, Nadarajah (2005) for exponentiated Gumbel, Nadarajah and Gupta (2007) for exponentiated gamma, and Lemonte (2012) for exponentiated Kumaraswamy (Kw), among others. Cordeiro and Lemonte (2015) proved, using (10) twice in equation (4), that the EG cdf can be expressed as
USEFUL REPRESENTATIONS

Some useful representations for
and H j+1 (x) is the exp-G cdf with power parameter j + 1. By differentiating F (x), we can write where h j+1 (x) is the exp-G pdf with power parameter j + 1. Thus, equation (12) reveals that the EG density function is a mixture of exp-G densities. This result is important to obtain some properties of the EG class from those exp-G properties. An expansion for (6) can be derived by defining the exponentiated log-logistic (exp-LL) distribution. A random variable Z has the exp-LL distribution with power parameter d > 0, say Z ∼ exp-LL(d), if its cdf and pdf are given, respectively, by
First, the expansion holds
Inserting this expansion in h d (x) gives where s n = dβ
Inserting the last expression in equation (12) gives
. In a more simplified form, the last equation reduces to
q j,n g(x; α,β(j + n + 1)).
An Acad Bras Cienc (2017) 89 (1) THE EXTENDED LOG-LOGISTIC DISTRIBUTION 9 where q j,n = s n w j+1 . Equation (16) reveals that the ELL density function is a mixture of LL densities. The cdf corresponding (16) is evidently given by
q j,n G(x; α,β(j + n + 1)).
where G(x; α,β(j + n + 1)) denotes the cdf of the LL distribution with shape parameter β(j + n + 1). So, several of the ELL mathematical properties can be obtained form those of the LL distribution. The coefficients q j,n depend only on the generator parameters. This equation is the main result of this section.
MAIN PROPERTIES
In this section, we obtain the ordinary and incomplete moments, moment generating function (mgf), qf, probability weighted moments (PWMs), entropy measure and mean deviations of the ELL distribution.
The formulas derived throughout the paper can be easily handled in analytical softwares such as MAPLE and MATHEMATICA which have the ability to deal with analytic expressions of formidable size and complexity.
MOMENTS AND GENERATING FUNCTION
We derive a simple expression for the rth moment of X,
x r g(x; α,β(j + n + 1))dx.
By using (3), we obtain µ r = α r B(1 − rβ(j + n + 1) −1 ,1 + rβ(j + n + 1) −1 ) = rπα r β(j + n + 1) −1 sin(rπβ(j + n + 1) −1 ) ,
where B(a,b) = 1 0 ω a (1 − ω) b−1 dω is the beta function. Setting r = 1 in (18), it follows that the mean of X is
.
Further, the central moments (µ n ) and cumulants (κ n ) of X are obtained from (18) as
respectively, where κ 1 = µ 1 . The skewness γ 1 = κ 3 /κ 3/2 2 and kurtosis γ 2 = κ 4 /κ 2 2 can be calculated from the third and fourth standardized cumulants.
For empirical purposes, the shape of many distributions can be usefully described by the incomplete moments. These types of moments play an important role for measuring inequality, for example, income quantiles. The main application of the first incomplete moment refers to the Bonferroni and Lorenz curves. These curves are very useful in economics, reliability, demography, insurance and medicine. q j,n y β(j+n+1)+s β(j + n + 1) + s .
Applications of these equations to obtain Bonferroni and Lorenz curves are important in several fields such as economics, reliability, demography, insurance and medicine. For a given probability π, these curves are given by B(π) = m 1 (q)/πµ 1 and L(π) = m 1 (q)/µ 1 , respectively, where µ 1 = E(X),
is the qf of X at π and m 1 (q) comes from (19) with s = 1.
QUANTILE FUNCTION
The effects of the shape parameters a and b on the skewness and kurtosis can be considered based on quantile measures. The shortcomings of the classical kurtosis measure are well-known. Bowley skewness, Kenney and Keeping (1962) , and Moors kurtosis, Moors (1998) , are based on quartiles and octiles given by
respectively. Clearly, M > 0 and there is good concordance with the classical kurtosis measures for some distributions. These measures are less sensitive to outliers and they exist even for distributions without moments. Now, consider an equation for a power series raised to a positive integer r 
given in Gradshteyn and Ryzhik (2007) , where the coefficients p r,m (for m = 1,2, . . .) can be determined from w 0 , . . . ,w m based on the recurrence equation p r,m = (m w 0 ) −1 m k=1 [(r + 1)k − m] w k p r,m−k , with p r,0 = w r 0 . Clearly, p r,m can be computed numerically in any algebraic or numerical software. Using (10) in equation (9), we can rewrite Q(u) as
where s j = α β (−1) j −1/α j . Let W (·) be any integrable function in the positive real time. We can write
Equations (21) and (22) 
The ordinary moments of X follow as δ s,0 = E(X s ). Based on (21), we can write
Then, using (20), we obtain
where t s,j = (j ν 0 ) −1 j k=1 [(s + 1)k − j] ν k h s,j−k and t s,0 = ν s 0 . Equation (24) is very simple to be calculated analytically or numerically using symbolic computer systems.
MEAN DEVIATIONS
The amount of scatter in a population is evidently measured to some extent by the totality of deviations from the mean and median. The mean deviations about the mean (δ 1 = E(|X − µ 1 |)) and about the median (δ 2 = E(|X − M |)) of X can be expressed as δ 1 = 2µ 1 F (µ 1 ) − 2m 1 (µ 1 ) and δ 2 (X) = µ 1 − 2m 1 (M ), respectively, where µ 1 = E(X), M = M edian(X) is the median, and m 1 (z) is the first incomplete moment obtained from (19) with s = 1.
ENTROPY MEASURE
Entropy has been used in various situations in science as a measure of variation of the uncertainty. Numerous measures of entropy have been studied and compared in the literature. Let X ∼ ELL(a,b,α,β) . Here, we shall derive an explicit expression for the Shannon entropy. We consider this entropy since it plays a similar role as the kurtosis measure in comparing the shapes of various densities and measuring heaviness of the tails. It is defined by I S = E{− log[f (X)]}, which implies
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Some other expected values can be determined analytically using the MATHEMATICA software and they can be obtained from the authors upon request.
MAXIMUM LIKELIHOOD ESTIMATION
We consider the estimation of the unknown parameters of the ELL distribution by the method of maximum likelihood. Let x 1 , . . . , x n be a random sample from (6). Let Θ = (a,b,α,β) be the vector of model parameters. The log-likelihood function log L = log L(θ) for θ is given by
Maximization of (25) can be performed by using well-established routines like NLM or OPTIMIZE in the R statistical package, NLMIXED procedure in the SAS or MaxBFGS in the Ox program or, alternatively, by solving the nonlinear likelihood equations obtained by differentiating (25).
The components of the score vector U = U (θ) = (∂ log L/∂a, ∂ log L/∂b, ∂ log L/∂α, ∂ log L/∂β) are given by
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The maximum likelihood estimates (MLEs) in (θ), say (θ), are the simultaneous solutions of the equations ∂L/∂θ = 0. For interval estimation and tests of hypotheses on the model parameters, we require the 4 × 4 observed information matrix J (θ), whose elements can be obtained from the authors under request.
Upon conditions that are fulfilled for parameters in the interior of the parameter space, the asymptotic distribution of ( θ − θ) is N 4 (0, J (θ) −1 ), which can be used to construct approximate confidence intervals and confidence regions for the parameters. We believe that the standard likelihood regularity conditions are satisfied for the ELL model. These conditions are: i) the support of the distribution does not depend on unknown parameters; ii) the parameter space is open and the log-likelihood function has a global maximum in it; iii) the third order log likelihood derivatives have finite expected values; iv) the fourth order log likelihood derivatives exist almost everywhere, and are continuous in an open neighborhood that contains the true parameter value; v) the expected information matrix is positive definite and finite. These regularity conditions hold for almost distributions which satisfy i). So, they are not restrictive.
APPLICATION
In this section, we compare the fits of the ELL distribution defined in (6) (2013) and log-logistic (LL) to a real data set. In many applications there is qualitative information about the hrf, which can help with selecting a particular model. In this context, a device called the total time on test (TTT) plot Aarset (1987) is useful. The TTT plot is obtained by plotting G(r/n) = [( r i=1 y i:n ) + (n − r)y r:n ]/ n i=1 y i:n , where r = 1, . . . , n and y i:n (i = 1, . . . , n) are the order statistics of the sample, against r/n. It is a straight diagonal for constant failure rates, it is convex for decreasing failure rates and concave for increasing failure rates. It is first convex and then concave if the failure rate is bathtub-shaped. It is first concave and then convex if the failure rate is upside-down bathtub.
We consider an uncensored data set from Nichols and Padgett (2006) consisting of 100 observations on breaking stress of carbon fibres (in Gba). The TTT plot for the exceedances of flood peaks data in Figure 3 indicates a bathtub-shaped hrf and, therefore, the appropriateness of the ELL distribution to fit these data. Further, we fit the ELL, ELLog, McLL, BeLL, KwLL, MoLL and LL models (for x > 0) with corresponding densities:
,
where a, b, c > 0, α > 0 and β > 0. Table I lists the MLEs of the parameters (their standard errors are given in parentheses) for the ELL, ELLog, McLL, BeLL, KwLL, MoLL and LL models fitted to the exceedances of flood peak data. We estimate the unknown parameters of each model by maximum likelihood. There exists many maximization methods in R packages like NR (Newton-Raphson), BFGS (Broyden-FletcherGoldfarb-Shanno), BHHH (Berndt-Hall-Hall-Hausman), SANN (Simulated-Annealing) and NM (Nelder-Mead). The MLEs are calculated using the Limited Memory quasi-Newton code for Bound-constrained optimization (L-BFGS-B). Further, the Anderson-Darling (A * ) and Cramér-Von Mises (W * ) statistics are computed to compare the fitted models. The computations are carried out using the R-package AdequacyModel given freely from http://cran.r-project.org/web/packages/AdequacyModel/AdequacyModel.pdf.
Plots of the estimated pdfs and cdfs of the fitted models are displayed in Figure 4 . It is clear that the ELL, BeLL and McLL distributions present practically the same fits, i.e., there is significant difference among the curves. Additionally, these plots indicate that these models provide better fits than the other models.
The statistics W * and A * are described in Chen and Balakrishnan (1995) . In general, the smaller the values of these measures, the better the fit to the data. The statistics W * and A * for all models fitted to the current data are given in Table II . From the figures in this table, we conclude that the ELL model fits these data better than the other models. Therefore, the ELL distribution may be an interesting alternative to other models available in the literature for modeling positive real data with bathtub-shaped hrf. In summary, the proposed distribution produces a better fit for the current data than other known lifetime models and it could be chosen since has fewer parameters to be estimated. 
CONCLUSIONS
In this paper, we propose a new four-parameter distribution, called the extended log-logistic (ELL) distribution, and study some of its general structural properties. This distribution has the support in the positive real interval. Further, the new distribution includes as special models other known distributions. We provide explicit expressions for the ordinary and incomplete moments, probability weighted moments, quantile function, mean deviations and entropy measure. The model parameters are estimated by maximum likelihood. The usefulness of the new model is illustrated by means of one application to real data. For these data the new model provides a consistently better fit than other known lifetime models. We hope that the proposed model may attract wider applications for modeling positive real data sets in many areas such as engineering, survival analysis, hydrology, economics, among others.
