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Abstract
Quantum computing is powerful because unitary operators describing the time-evolution
of a quantum system have exponential size in terms of the number of qubits present in the
system. We develop a new “Singular value transformation” algorithm capable of harnessing
this exponential advantage, that can apply polynomial transformations to the singular values
of a block of a unitary, generalizing the optimal Hamiltonian simulation results of Low and
Chuang [LC17a]. The proposed quantum circuits have a very simple structure, often give rise
to optimal algorithms and have appealing constant factors, while typically only use a constant
number of ancilla qubits.
We show that singular value transformation leads to novel algorithms. We give an efficient so-
lution to a “non-commutative” measurement problem used for efficient ground-state-preparation
of certain local Hamiltonians, and propose a new method for singular value estimation. We
also show how to exponentially improve the complexity of implementing fractional queries to
unitaries with a gapped spectrum. Finally, as a quantum machine learning application we show
how to efficiently implement principal component regression.
“Singular value transformation” is conceptually simple and efficient, and leads to a unified
framework of quantum algorithms incorporating a variety of quantum speed-ups. We illustrate
this by showing how it generalizes a number of prominent quantum algorithms, and quickly
derive the following algorithms: optimal Hamiltonian simulation, implementing the Moore-
Penrose pseudoinverse with exponential precision, fixed-point amplitude amplification, robust
oblivious amplitude amplification, fast QMA amplification, fast quantum OR lemma, certain
quantum walk results and several quantum machine learning algorithms.
In order to exploit the strengths of the presented method it is useful to know its limitations
too, therefore we also prove a lower bound on the efficiency of singular value transformation,
which often gives optimal bounds.
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1 Introduction
It is often said in quantum computing that there are only a few quantum algorithms that are
known to give speed-ups over classical computers. While this is true, a remarkable number of
applications stem from from these primitives. The first class of quantum speedups is derived from
quantum simulation which was originally proposed by Feynman [Fey82]. Such algorithms yield
exponential speedups over the best known classical methods for simulating quantum dynamics as
well as probing electronic structure problems in material science and chemistry. The two most
influential quantum algorithms developed later in the 90’s are Shor’s algorithm [Sho97] (based on
quantum Fourier transform) and Grover’s search [Gro96]. Other examples have emerged over the
years, but arguably quantum walks [Sze04] and the quantum linear systems algorithm of Harrow,
Hassidim and Lloyd [HHL09] are the most common other primitives that provide speed-ups relative
to classical computing. An important question that remains is whether “are these primitives truly
independent or can they be seen as examples of a deeper underlying concept?” The aim of this work
is to provide an argument that a wide array of techniques from these disparate fields can all be seen
as manifestations of a single quantum idea that we call “singular value transformation” generalizing
all the above mentioned techniques except for quantum Fourier transform.
Of the aforementioned quantum algorithms, quantum simulation is arguably the most diverse
and rapidly developing. Within the last few years a host of techniques have been developed that have
led to ever more powerful methods [CMN+17]. The problem in quantum simulation fundamentally
is to take an efficient description of a Hamiltonian H, an evolution time t, and an error tolerance ε,
and find a quantum operation V such that
∥∥e−iHt − V ∥∥ ≤ ε while the implementation of V should
use as few resources as possible. The first methods introduced to solve this problem were Trotter
formula decompositions [Llo96, BACS07] and subsequently methods based on linear combinations
of unitaries were developed [CW12] to provide better asymptotic scaling of the cost of simulation.
An alternative strategy was also developed concurrent with these methods that used ideas from
quantum walks. Asymptotically, this approach is perhaps the favored method for simulating time-
independent Hamiltonians because it is capable of achieving near-optimal scaling with all relevant
parameters. The main tool developed for this approach is a walk operator that has eigenvalues
e−i arcsin(Ek/α) where Ek is the kth eigenvalue of H and α is a normalizing parameter. While early
work adjusted the spectrum recovering the desired eigenvalues e−iEk by using phase estimation to
invert the arcsin, subsequent work achieved better scaling using linear combination of quantum walk
steps [BCK15]. Recently another approach, called qubitization [LC16], was introduced to transform
the spectrum in a more efficient manner.
Quantum simulation is not the only field that uses such spectral transformations. Quantum
linear systems algorithms [HHL09], as well as algorithms for semi-definite programming [BS17,
AGGW17], use these ideas extensively. Earlier work on linear systems used a strategy similar to
the quantum walk simulation method: use phase estimation to estimate the eigenvalues of a matrix
λj and then use quantum rejection sampling to rescale the amplitude of each eigenvector |λj〉 via
the map |λj〉 7→ λ−1j |λj〉. This enacts the inverse of a matrix and generalizations to the pseudo-
inverse are straightforward. More recent methods eschew the use of phase estimation in favor of
linear-combination of unitary methods [CKS17] which typically approximate the inversion using a
Fourier-series or Chebyshev series expansion. Similar ideas can be used to prepare Gibbs states
efficiently [CS17, AGGW17].
These improvements typically result in exponentially improved scaling in terms of precision
in various important subroutines. However, since these techniques work on quantum states, and
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usually one needs to learn certain properties of these states to a specified precision ε, a polynomial
dependence on 1ε is unavoidable. Therefore these improvements typically “only” result in polynomial
savings in the complexity. Nevertheless, for complex algorithms this can make a huge difference.
These techniques played a crucial role in improving the complexity of quantum semi-definite program
solvers [AG18] where the scaling with accuracy was improved from the initial O(1/32) to O(1/4).
We provide a new generalization of qubitization that allows us to view all of the above mentioned
applications as a manifestation of a single concept we call singular value transformation. The central
object for this result is projected unitary encoding, which is defined as follows. Suppose that Π˜,Π are
orthogonal projectors and U is a unitary, then we say that the unitary U and the projectors Π˜,Π form
a projected unitary encoding of the operator A := Π˜UΠ. We define singular value transformation by
a polynomial P ∈ C[x] in the following way: if P is an odd polynomial and A = WΣV † is a singular
value decomposition (SVD), then P (SV )(A) := WP (Σ)V †, where the polynomial P is applied to
the diagonal entries of Σ. Our main result is that for any degree-d odd polynomial P ∈ R[x], that
is bounded by 1 in absolute value on [−1, 1], we can implement a unitary UΦ with a simple circuit
using U and its inverse a total number of d times such that
A = Π˜UΠ =⇒ P (SV )(A) = Π˜UΦΠ.
We prove a similar result for even polynomials as well, but with replacing Π˜ by Π in the above
equation, and defining P (SV )(A) := V P (Σ)V † for even polynomials. One can view these results as
generalizations of the quantum walk techniques introduced by Szegedy [Sze04].
In order to illustrate the power of this technique we briefly explain some corollaries of this result.
For example suppose that U is a quantum algorithm that on the initial state |0〉⊗n succeeds with
probability at least p, and indicates success by setting the first qubit to |1〉. Then we can take
Π˜ := |1〉〈1| ⊗ In−1 and Π := |0〉〈0|⊗n. Observe that A = Π˜UΠ is a rank-1 matrix having a single
non-trivial singular value being the square root of the success probability. If P is an odd polynomial
bounded by 1 in absolute value such that P is ε2 -close to 1 on the interval [
√
p, 1], then by applying
singular value transformation we get an algorithm UΦ that succeeds with probability at least 1− ε.
Such a polynomial can be constructed with degree O
(
1√
p log
(
1
ε
))
providing a conceptually simple
and efficient implementation of fixed-point amplitude amplification.
It also becomes straightforward to implement the Moore-Penrose pseudoinverse directly. Sup-
pose that A = WΣV † is an SVD, then the pseudoinverse is simply A+ = V Σ−1W †, where we take
the inverse of each non-zero diagonal element of Σ. If we have A represented as a projected unitary
encoding, then simply finding an appropriately scaled approximation polynomial of 1x and applying
singular value transformation to it implements an approximation of the Moore-Penrose pseudoin-
verse directly. As an application in quantum machine learning, we design a quantum algorithm
for principal component regression, and argue that singular value transformation could become a
central tool in designing quantum machine learning algorithms.
Based on singular value transformation we develop two main general results: singular vec-
tor transformation, which maps right singular vectors to left singular vectors, and singular value
threshold projectors, which project out singular vectors with singular value below a certain threshold.
These threshold projectors play a major role in quantum algorithms recently proposed by Kerenidis
et al. [KP17b, KL18], and our work fills a minor gap that was present in earlier implementation
proposals. Our implementation is also simpler and applies in greater generality than the algorithm
of Kerenidis and Prakash [KP17b]. As a useful application of singular value threshold projectors we
develop singular value discrimination, which decides whether a given quantum state has singular
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value below or above a certain threshold. As another application we show that using singular vector
transformation one can efficiently implement a form of “non-commutative measurement” which is
used for preparing ground states of local Hamiltonians. Also we propose a new method for quantum
singular value estimation introduced by [KP17b].
Other algorithms can also be cast in the singular value transformation framework, including
optimal Hamiltonian simulation, robust oblivious amplitude amplification, fast QMA amplification,
fast quantum OR lemma and certain quantum walk results. Based on these techniques we also
show how to exponentially improve the complexity of implementing fractional queries to unitaries
with a gapped spectrum. We summarize in Table 1 the various types of quantum speed-ups that
are inherently incorporated in our singular value transformation framework.
Speed-up Source of speed-up Examples of algorithms
Exponential Dimensionality of the Hilbert space Hamiltonian simulation [Llo96]Precise polynomial approximations Improved HHL algorithm [CKS17]
Quadratic
Singular value = square root of probability Grover search [Gro96]
Distinguishability of singular values Amplitude estimation [BHMT02]
Singular values close to 1 are more useful Quantum walks [Sze04]
Table 1: This table gives an intuitive summary of the different types of speed-ups that our singular
value transformation framework inherently incorporates. The explanations, examples and the cited
papers are far from being complete or representative, the table only intends to give some intuition
and illustrate the different sources of speed-ups.
In order to harness the power of singular value transformation one needs to construct projected
unitary encodings. A special case of projected unitary encoding is called block-encoding, when Π˜ =
Π = |0〉〈0|⊗a⊗I. In this case A is literally the top-left block of the unitary U . In the paper we provide
a versatile toolbox for efficiently constructing block-encodings, summarizing recent developments in
the field. In particular we demonstrate how to construct block-encodings of unitary matrices, density
operators, POVM operators, sparse-access matrices and matrices stored in a QROM1. Furthermore,
we show how to form linear combinations and products of block-encodings.
1.1 Structure of the paper
In Section 3 we derive a new formalization of qubitization that allows us to view all of the aforemen-
tioned applications as a manifestation of a single concept we call “singular value transformation”.
In Subsection 3.1 we develop a slightly improved version of the quantum signal processing result of
Low et al. [LYC16]. In Subsection 3.2 we develop our singular value transformation result based
on qubitization ideas of Low and Chuang [LC16]. In Subsection 3.3 we prove bounds about the
robustness of singular value transformation. We then introduce singular vector transformation and
singular value amplification in Subsection 3.4, from which we provide elementary derivations of
fixed-point amplitude amplification and robust oblivious amplitude amplification. We then extend
these ideas in Subsection 3.5 to solve the problem of singular value threshold projection and singular
value discrimination which as we show allow us to detect and find marked elements in a reversible
Markov chain. These ideas then allow us to provide an easy derivation of the quantum linear-systems
algorithm, and more generally the quantum least-squares fitting algorithm, in Subsection 3.6. In
1By QROM we mean quantum read-only memory, which stores classical data that can be accessed in superposition.
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Subsection 3.7 we show how to implement a form of “non-commutative measurement” which is used
for preparing ground states of local Hamiltonians, and propose a new method for quantum singular
value estimation. Finally, in Subsection 3.8, we design a quantum algorithm for principal compo-
nent regression, and show how various other machine learning problems can be solved within our
framework.
Section 4 shows how to efficiently construct block-encodings and contains a discussion of how
these techniques can be employed to perform matrix arithmetic on a quantum computer. In partic-
ular we show how to perform basic linear algebra operations on Hamiltonians using block-encodings;
we discuss matrix addition and multiplication in Subsections 4.3 and 4.4. We follow this up with
a discussion of how arbitrary smooth functions of Hermitian matrices can be performed. We then
give an elementary proof of the complexity of block-Hamiltonian simulation in Subsection 5.1 and
discuss approximating piecewise smooth functions of Hamiltonians in Subsection 5.2 and present the
special cases of Gibbs state preparation and fractional queries in Subsection 5.3. We then conclude
by proving lower bounds for implementing functions of Hermitian matrices in Section 6, which in
turn implies lower bounds on singular value transformation.
2 Preliminaries and notation
It is well known that for every A ∈ Cm×n matrix there exists a pair of unitaries W ∈ Cm×m,
V ∈ Cn×n and Σ ∈ Rm×n such that Σ is a diagonal matrix with non-negative non-increasing entries
on the diagonal, and A = WΣV †. Such a decomposition is called singular value decomposition. Let
k := min[m,n], then we use ςi := Σii for i ∈ [k] to denote the singular values of A, which are the
diagonal elements of Σ. The columns of V are called right singular vectors, and the columns of
W are called the left singular vectors. In this paper we often define the matrix A as the product
of two orthogonal projectors Π˜,Π and unitary U such that A = Π˜UΠ. In such a case we will
assume without loss of generality that the first rank(Π˜) left singular vectors span img(Π˜) and the
first rank(Π) right singular vectors span img(Π).
The singular value decomposition is not unique if there are multiple singular values with the
same value. However, the singular value projectors are uniquely determined, see, e.g., Gilyén and
Sattath [GS17].
Definition 1 (Singular value projectors). Let A = WΣV † be a singular value decomposition. Let Σς
be the matrix that we get from Σ by replacing all singular values that have value = ς by 1 and replacing
all 6= ς singular values by 0. Then we define the right singular value projector to singular value ς
as V ΣςV †, and define the left singular value projector to singular value ς as WΣςW † projecting
orthogonally to the subspace spanned by the corresponding singular vectors. For a set S ⊂ R we
similarly define the right and left singular value projectors V ΣSV †, WΣSW † projecting orthogonally
to the subspace spanned by the singular vectors having singular value in S.
In this paper we will work with polynomial approximations, and therefore we introduce some
related notation. For a function f : I → C and a subset I ′ ⊆ I we use the notation ‖f‖I′ :=
supx∈I′ |f(x)| to denote the sup-norm of the function f on the domain I ′. We say that a function
f : R→ C is even if for all x ∈ R we have f(−x) = f(x), and that it is odd if for all x ∈ R we have
f(−x) = −f(x).
Let P ∈ C[x] be a complex polynomial P (x) = ∑kj=0 ajxj , then we denote by P ∗(x) :=∑k
j=0 a
∗
jx
j the polynomial with conjugated coefficients, and let <[P ](x) := ∑kj=0<[aj ]xj denote
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the real polynomial we get by taking the real part of the coefficients. We say that P is even if
all coefficients corresponding to odd powers of x are 0, and similarly we say that P is odd if all
coefficients corresponding to even powers of x are 0. For an integer number z ∈ Z we say that P
has parity z if z is even and P is even or z is odd and P is odd. We will denote by Td ∈ R[x] the
d-th Chebyshev polynomial of the first kind, defined by Td(x) := cos(d arccos(x)).
Whenever we present a matrix and put a . in some place we mean a matrix with arbitrary values
of the elements in the unspecified block. For example [.] just denotes a matrix with completely
arbitrary elements, similarly
U =
[
A .
. .
]
denotes an arbitrary matrix whose top-left block is A.
For an orthogonal projector Π we will frequently use the Π-controlled NOT gate, denoted by
CΠNOT, which implements a coherent measurement operator by flipping the value of a qubit based
on whether the state of a register is in the image of Π or not. For example if Π = |1〉〈1|, then we
just get back the usual CNOT gate controlled by the second qubit.
Definition 2 (CΠNOT gate). For an orthogonal projector Π let us define the Π-controlled NOT
gate as the unitary operator
CΠNOT := X ⊗Π + I ⊗ (I −Π).
3 Qubitization and Singular value transformations
The methods in this section are based on the so called “Quantum Signal Processing” techniques
introduced by Low, Yoder and Chuang [LYC16]. In Section 3.1 we present a self-contained treatment
of these techniques, significantly streamline the formalism, and develop slightly improved versions
of the results presented in [LYC16]. As a corollary of the results we also develop Corollary 8-10,
which will be the only results that we need in the rest of the paper. We suggest the first-time reader
to skip the proofs in Section 3.1, as they are not necessary in order to understand the main ideas
of Sections 3.2-3.6.
In Sections 3.2 we show how to leverage the results of Section 3.1 to perform singular value trans-
formation of projected unitary matrices, with ideas coming from “qubitization” [LC16]. Singular
value transformation is a common generalization of the techniques developed around qubitization,
based on which we can quickly derive a host of well-optimized applications in Sections 3.4-3.8.
3.1 Parametrized SU(2) unitaries induced by Pauli rotations
In this section we review the results of Low, Yoder and Chuang [LYC16], who show how to build 2×2
unitary matrices whose entries are trigonometric polynomials by taking products of various rotation
and phase gates. They consider essentially the following problem, which they call “Quantum Signal
Processing”: suppose one can apply a gate sequence
eiφ0σzeiθσxeiφ1σzeiθσxeiφ2σz · . . . · eiθσxeiφkσz , (1)
where θ is unknown (they call eiθσx the signal unitary) but one has control over the angles ϕ0, ϕ1, . . . , ϕk;
which unitary operators can we build this way? They give a characterization of the unitary opera-
tors that can be constructed this way, and find that the set of achievable unitary operators is quite
rich.
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We find it more useful to work with the above matrices using a slightly modified parametrization.
For x ∈ [−1, 1] let us define
W (x) :=
[
x i
√
1− x2
i
√
1− x2 x
]
= ei arccos(x)σx .
It is easy to see that if θ ∈ [0, pi], then by setting x := cos(θ) Eq. (1) can be rewritten as
eiφ0σzW (x)eiφ1σzW (x)eiφ2σz · . . . ·W (x)eiφkσz . (2)
Now we present the characterization of Low et al. [LYC16] using the above formalism. Our
formulation makes the statement simpler and reduces the number of cases. We also present a
succinct simplified proof which can be conveniently described using our formalism.
Theorem 3. Let k ∈ N; there exists Φ = {φ0, φ1, . . . , φk} ∈ Rk+1 such that for all x ∈ [−1, 1] :
eiφ0σz
k∏
j=1
(
W (x)eiφjσz
)
=
[
P (x) iQ(x)
√
1− x2
iQ∗(x)
√
1− x2 P ∗(x)
]
(3)
if and only if P,Q ∈ C[x] such2 that
(i) deg(P ) ≤ k and deg(Q) ≤ k − 1
(ii) P has parity-(k mod 2) and Q has parity-(k − 1 mod 2)
(iii) ∀x ∈ [−1, 1] : |P (x)|2 + (1− x2)|Q(x)|2 = 1.
Proof. “=⇒”: For the k = 0 case the unitary on the left hand side of (3) is eiφ0σz , so that P ≡ eiφ0
and Q ≡ 0 satisfy the properties (i)-(iii). Now we prove (i)-(ii) by induction. The induction step
can be shown as follows: suppose we have proved for k − 1 that
eiφ0σz
k−1∏
j=1
(
W (x)eiφjσz
)
=
[
P˜ (x) iQ˜(x)
√
1− x2
iQ˜∗(x)
√
1− x2 P˜ ∗(x)
]
,
where P˜ , Q˜ ∈ C[x] satisfy (i)-(ii). Then
eiφ0σz
k∏
j=1
(
W (x)eiφjσz
)
=
[
P˜ (x) iQ˜(x)
√
1− x2
iQ˜∗(x)
√
1− x2 P˜ ∗(x)
][
eiφkx ie−iφk
√
1− x2
ieiφk
√
1− x2 e−iφkx
]
=
[ P (x):=︷ ︸︸ ︷
eiφk
(
xP˜ (x) + (x2 − 1)Q˜(x)
)
ie−iφk
(
xQ˜(x) + P˜ (x)
)√
1− x2
ieiφk
(
xQ˜∗(x) + P˜ ∗(x)
)
︸ ︷︷ ︸
Q∗(x):=
√
1− x2 e−iφk
(
xP˜ ∗(x) + (x2 − 1)Q˜∗(x)
) ],
(4)
2Note that the value of P (x) is only determined for x ∈ [−1, 1] and Q(x) for x ∈ (−1, 1); thus more precisely we
should talk about the polynomial functions induced by P (x)|[−1,1] ∈ C[x] and Q(x)|(−1,1) ∈ C[x].
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and it is easy to see that P,Q satisfy (i)-(ii). Finally note that the left hand side of (3) is a product
of unitaries, therefore the right hand side is unitary too, which implies (iii).
“⇐=”: Suppose P,Q satisfy (i)-(iii). First we handle a trivial case: suppose that deg(P ) =
0, then due to (iii) we must have that |P (1)| = 1 and thus P ≡ eiφ0 for some φ0 ∈ R. This
again using (iii) implies that Q ≡ 0. Due to (ii) we must have that k is even, and thus Φ =
(φ0,
pi
2 ,−pi2 , . . . , pi2 ,−pi2 ) ∈ Rk+1 is a solution, since
eiφ0σz
k/2∏
j=1
(
W (x)ei
pi
2
σzW (x)e−i
pi
2
σz
)
= eiφ0σz =
[
eiφ0 0
0 e−iφ0
]
.
This special case also covers the k = 0 case, providing the base of our induction.
Now we show the induction step, assuming that we proved the claim for k − 1. Note that (iii)
can be rewritten as
∀x ∈ [−1, 1] : P (x)P ∗(x) + (1− x2)Q(x)Q∗(x) = 1. (5)
Since this equation holds for infinitely many points, the polynomial on the right hand side of (5)
must be the constant ≡ 1 polynomial. Assume without loss of generality that 1 ≤ deg(P ) = ` ≤ k,
then we must have that deg(Q) = `− 1, and |p`| = |q`−1|, since the highest order terms cancel each
other in (5). Let φk ∈ R be such that e2iφk = p`q`−1 , and let us define[
P˜ (x) iQ˜(x)
√
1− x2
iQ˜∗(x)
√
1− x2 P˜ ∗(x)
]
:=
[
P (x) iQ(x)
√
1− x2
iQ∗(x)
√
1− x2 P ∗(x)
]
e−iφkσzW †(x)
=
[
P (x) iQ(x)
√
1− x2
iQ∗(x)
√
1− x2 P ∗(x)
][
e−iφkx −ie−iφk√1− x2
−ieiφk√1− x2 eiφkx
]
=
[ P˜ (x):=︷ ︸︸ ︷
e−iφkxP (x) + eiφk(1− x2)Q(x) iQ˜(x)√1− x2
i
(
e−iφkxQ∗(x)− eiφkP ∗(x)
)
︸ ︷︷ ︸
Q˜∗(x):=
√
1− x2 P˜ ∗(x)
]
(6)
where
P˜ (x) = e−iφkxP (x) + eiφk(1− x2)Q(x) = e−iφk
(
xP (x) +
p`
q`−1
(1− x2)Q(x)
)
(7)
and
Q˜(x) = eiφkxQ(x)− e−iφkP (x) = e−iφk
(
p`
q`−1
xQ(x)− P (x)
)
. (8)
It is easy to see that the highest order terms in (7)-(8) cancel out, and therefore deg(P˜ ) ≤ `− 1 ≤
k−1, deg(Q˜) ≤ `−2 ≤ k−2. Using (7)-(8) we can also verify that P˜ , Q˜ satisfy (i)-(ii) regarding k−1,
moreover property (iii) is preserved due to unitarity. So by the induction hypothesis we get that (6)
equals eiφ˜0σz
(∏k−1
j=1 W (x)e
iφ˜jσz
)
for some Φ˜ ∈ Rk, therefore Φ := (φ˜0, φ˜1, φ˜2, . . . , φ˜k−1, φk) ∈ Rk+1
is a solution.
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Note that the above proof also gives an algorithm that finds Φ usingO(k2) arithmetic operations.
The following two characterizations and their proofs also follow a constructive approach which can
be translated to a polynomial time algorithm. However, they have the drawback that they rely on
finding roots of high-degree polynomials,3 which makes it harder in practice to execute the resulting
protocols.
Theorem 4. Let k ∈ N be fixed. Let P ∈ C[x], there exists some Q ∈ C[x] such that P,Q satisfy
properties (i)-(iii) of Theorem 3 if and only if P satisfies properties (i)-(ii) of Theorem 3 and
(iv.a) ∀x ∈ [−1, 1] : |P (x)| ≤ 1
(iv.b) ∀x ∈ (−∞,−1] ∪ [1,∞) : |P (x)| ≥ 1
(iv.c) if k is even, then ∀x ∈ R : P (ix)P ∗(ix) ≥ 1.
Similarly, let Q ∈ C[x], there exists some P ∈ C[x] such that P,Q satisfy properties (i)-(iii) of
Theorem 3 if and only if Q satisfies properties (i)-(ii) of Theorem 3 and
(v.a) ∀x ∈ [−1, 1] : √1− x2|Q(x)| ≤ 1
(v.b) if k is odd, then ∀x ∈ R : (1 + x2)Q(ix)Q∗(ix) ≥ 1.
Proof. “=⇒”: Trivially follows from (iii):
∀x ∈ C : P (x)P ∗(x) + (1− x2)Q(x)Q∗(x) = 1.
“⇐=”: First consider the case when k is odd, and consider the polynomial A(x) := 1− P (x)P ∗(x).
Note that A ∈ R[x] and A is even, therefore A is in fact a polynomial in x2. Let y = x2 and
consider the real polynomial A˜(y) := A(√y). Observe that ∀y ≥ 1: A˜(y) ≤ 0 due to (iv.b),
∀y ∈ [0, 1] : A˜(y) ≥ 0 due to (iv.a) and ∀y ≤ 0: A˜(y) ≥ 1 since
A˜(y) = A(i
√−y) (y ≤ 0)
= 1− P (i√−y)P ∗(i√−y) = 1 + P (i√−y)P ∗(−i√−y) (P is odd)
= 1 + P (i
√−y)(P (i√−y))∗ = 1 + |P (i√−y)|2 ≥ 1.
Therefore all real roots have even multiplicity except for 1, moreover all complex roots come in pairs.
Thus A˜(y) = (1−y)K2∏s∈S(y−s)(y−s∗) for someK ∈ R and S ⊆ Cmultiset of roots. LetW (y) :=
K
∏
s∈S(y − s) ∈ C[y], then A˜(y) = (1 − y)W (y)W ∗(y), and thus A(x) = (1 − x2)W (x2)W ∗(x2),
i.e., 1 = P (x)P ∗(x) + (1− x2)W (x2)W ∗(x2). Setting Q(x) := W (x2) concludes this case.
The other cases can be proven similarly, by examining the polynomial 1−P (x)P ∗(x) or 1− (1−
x2)Q(x)Q∗(x) respectively.
The original proof of the next theorem in [LYC16] used the Weierstrass substitution, which
made it difficult to understand, and made it hard to analyze the numerical stability of the induced
algorithm. Also the theorem was stated in a slightly less general form requiring <[P˜ ](1) = 1. We
roughly follow the approach of [LYC16], but improve all of the mentioned aspects of the theorem
and its proof, while making the statement and the proof conceptually simpler.
3For a good bound on the complexity of approximate root finding see, e.g., the work of Neff and Reif [NR96].
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Theorem 5. Let k ∈ N be fixed. Let P˜ , Q˜ ∈ R[x], there exists some P,Q ∈ C[x] satisfying properties
(i)-(iii) of Theorem 3 such that P˜ = <[P ], Q˜ = <[Q], if and only if P˜ , Q˜ satisfy properties (i)-(ii)
of Theorem 3 and
(vi) ∀x ∈ [−1, 1] : P˜ (x)2 + (1− x2)Q˜2 ≤ 1.
(Note that the same holds if we replace <[P ] by =[P ] and/or <[Q] by =[Q] in the statement. More-
over we may set Q˜ ≡ 0 or P˜ ≡ 0 if we are only interested in P˜ or Q˜.)
Proof. “=⇒”: Trivial.
“⇐=”: Apply Lemma 6 to the polynomial 1 − P˜ (x)2 − (1 − x2)Q˜(x)2, and set P := P˜ + iB,
Q := Q˜+ iC.
Lemma 6. Suppose that A ∈ R[x] is an even polynomial such that deg(A) ≤ 2k and for all
x ∈ [−1, 1] we have A(x) ≥ 0. Then there exist polynomials B,C ∈ R[x] such that A(x) =
B2(x) + (1− x2)C2(x), moreover deg(B) ≤ k, deg(C) ≤ k− 1, B has parity-(k mod 2) and C has
parity-(k − 1 mod 2).
Proof. If A = 0 the statement is trivial, so we assume in the rest that A 6= 0. Let S be the
multiset of roots, containing the roots of A with their algebraic multiplicity. Note that if s ∈ S
then also −s ∈ S and s∗ ∈ S since A is an even real polynomial. (This statement holds considering
multiplicities.) Let us introduce the following subsets of S (these are again multisets):
S0 := {s ∈ S : s = 0}
S(0,1) := {s ∈ S : s ∈ (0, 1)}
S[1,∞) := {s ∈ S : s ∈ [1,∞)}
SI := {s ∈ S : Re(s) = 0 & Im(s) > 0}
SC := {s ∈ S : Re(s) > 0 & Im(s) > 0}.
Using the roots in S and some scaling factor K ∈ R+ we can write
A(x) = K2x|S0|
∏
s∈S(0,1)
(x2 − s2)
∏
s∈S[1,∞)
(s2 − x2)
∏
s∈SI
(x2 + |s|2)
∏
(a+bi)∈SC
(
x4 + 2x2(b2 − a2) + (a2 + b2)2).
(9)
Consider the following rearrangement of the above terms corresponding to the roots in S[1,∞), SI , SC :
s2 − x2 = (s2 − 1)x2 + s2(1− x2) =
(√
(s2 − 1)x+ is
√
1− x2
)
︸ ︷︷ ︸
R(s)(x):=
R∗(s)(x) (10)
x2 + |s|2 = (|s|2 + 1)x2 + |s|2(1− x2) =
(√
(|s|2 + 1)x+ i|s|
√
1− x2
)
︸ ︷︷ ︸
P(s)(x):=
P ∗(s)(x) (11)
x4 + 2x2(b2 − a2) + (a2 + b2)2 =
((
cx2 − (a2 + b2))+ i√c2 − 1x√1− x2)︸ ︷︷ ︸
Q(a,b)(x):=
Q∗(a,b)(x), (12)
where4 c = a2 + b2 +
√
2(a2 + 1)b2 + (a2 − 1)2 + b4.
11
Let us define
W (x) := Kx|S0|/2
∏
s∈S(0,1)
√
(x2 − s2)
∏
s∈S[1,∞)
Rs(x)
∏
s∈SI
Ps(x)
∏
(a+bi)∈SC
Q(a,b)(x).
Note that the factor x|S0|/2
∏
s∈S(0,1)
√
(x2 − s2) is a polynomial, since every root in S0 and S(0,1) has
even multiplicity as A(x) ≥ 0 for all x ∈ (−1, 1). Also note that W (x) is a product of expressions of
the form B′(x) + i
√
1− x2C ′(x) where B′, C ′ ∈ R[x] are polynomials having opposite parities (n.b.
the zero polynomial is both even and odd, thus it has opposite parity to any even/odd polynomial).
Since the product of expressions of such form can again be written in such a form, we have that
W (x) = B(x) + i
√
1− x2C(x) for some B,C ∈ R[x] having opposite parities. Also note that
deg(B) ≤ |S|/2 and deg(C) ≤ |S|/2− 1.
Finally observe that by (9)-(12) we have that A(x) = W (x) · W ∗(x), thus A(x) = B(x)2 +
(1 − x2)C(x)2. Since deg(B) ≤ |S|/2 ≤ k and deg(C) ≤ |S|/2 − 1 ≤ k − 1, in case deg(A) =
2k, we must have that B has parity-(k mod 2) and C has parity-(k − 1 mod 2). If deg(A) ≤
2k − 2 and B has parity-(k − 1 mod 2), then consider W˜ (x) := W (x) ·
(
x+ i
√
1− x2
)
. Since(
x+ i
√
1− x2
)(
x+ i
√
1− x2
)∗
= 1 we still have that W˜ (x)W˜ ∗(x) = A(x). Now let us denote
W˜ (x) = B˜(x)+i
√
1− x2C˜(x), then we get that A(x) = B˜(x)2+(1−x2)C˜(x)2, moreover deg(B˜) ≤ k,
deg(C˜) ≤ k − 1, B˜ has parity-(k mod 2) and C˜ has parity-(k − 1 mod 2).
Note that the proofs of Theorems 3-5 are constructive, therefore they also give algorithms to find
P,Q and Φ. The most difficult step in the proofs is to find the roots of a given degree-d univariate
complex polynomial. This problem is fortunately well studied, and can be solved up to ε precision
on a classical computer in time O(poly(d, log(1/ε))).
Now we prove a corollary of the above result where we replace the W (x) rotation operators with
the following R(x) reflection gates, which fit the block-encoding formalism nicer.
Definition 7 (Parametrized family of single qubit reflections). We define a parametrized
family of single qubit reflection operators for all x ∈ [−1, 1] such that
R(x) :=
[
x
√
1− x2√
1− x2 −x
]
. (13)
Corollary 8 (Quantum signal processing using reflections). Let P ∈ C[x] be a degree-d polynomial,
such that
• P has parity-(d mod 2),
• ∀x ∈ [−1, 1] : |P (x)| ≤ 1,
• ∀x ∈ (−∞,−1] ∪ [1,∞) : |P (x)| ≥ 1,
• if d is even, then ∀x ∈ R : P (ix)P ∗(ix) ≥ 1.
4Observe that c ≥ 1 for all a, b ≥ 0 and thus √c2 − 1 ∈ R.
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Then there exists Φ ∈ Rd such that5
d∏
j=1
(
eiφjσzR(x)
)
=
[
P (x) .
. .
]
. (14)
Moreover for x ∈ {−1, 1} we have that P (x) = xd∏dj=1 eiφj , and for d even P (0) = e−i∑dj=1(−1)jφj .
Proof. By Theorem 4 we have that there exists Φ′ ∈ Rd+1 for some d ≥ 1 such that
eiφ
′
0σz
 d∏
j=1
W (x)eiφ
′
jσz
 = [ P (x) .
. .
]
. (15)
Observe that
W (x) = ie−i
pi
4
σzR(x)ei
pi
4
σz , (16)
thus the left-hand-side of (14) equals
eiφ
′
0σz
 d∏
j=2
eiφjσz ie−i
pi
4
σzR(x)ei
pi
4
σz
 = idei(φ′0−pi4 )σzR(x)
 d∏
j=2
ei(φ
′
j−1−pi2 )σzR(x)
ei(φ′d−pi4 ).
Therefore
ei(φ
′
0+φ
′
d+(d−1)pi2 )R(x)
 d∏
j=2
ei(φ
′
j−1−pi2 )σzR(x)
 = [ P (x) .
. .
]
.
So choosing φ1 := φ′0 + φ′d + (d− 1)pi2 and for all j ∈ {2, 3, . . . , d} setting φj := φ′j−1 − pi2 , results in
a Φ ∈ Rd that clearly satisfies (14). The additional result for x ∈ {−1, 1} follows from the fact that
for x ∈ {−1, 1} every matrix in (14) becomes diagonal.
The claim about P (0) follows from the observation that
eiφ1σzR(0)eiφ2σzR(0) = ei(φ1−φ2)σz .
The above requirements on P are not very intuitive, but fortunately we have a good understand-
ing of the polynomials that can emerge by taking the real part of the above complex polynomials.
Before stating the corresponding corollary, we note that Chebyshev polynomials satisfy the above
requirements. One can prove it directly, but instead of doing so we just explicitly describe6 the
corresponding Φ.
Lemma 9 (Constructing Chebyshev polynomials via quantum signal processing). Let Td ∈ R[x] be
the d-th Chebyshev polynomial of the first kind. Let Φ ∈ Rd be such that φ1 = (1− d)pi2 , and for all
i ∈ [d] \ {1} let φi := pi2 . Using this Φ in equation (14) we get that P = Td.
Proof. One can prove this, e.g., by induction using the substitution x := cos(θ).
5Note that the eiφ1σz gate can in fact be replaced by a simple phase gate eiφ1 .
6By Theorem 4 it actually proves that the conditions of Corollary 8 hold for Chebyshev polynomials.
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Corollary 10. (Real quantum signal processing) Let P<(x) ∈ R[x] be a degree-d polynomial for
some d ≥ 1, such that
• P< has parity-(d mod 2), and
• for all x ∈ [−1, 1] : |P<(x)| ≤ 1.
Then there exists P ∈ C[x] that satisfies the requirements of Corollary 8.
Moreover, given P<(x) and δ ≥ 0 we can find a P and a corresponding Φ, such that |<[P ]−P<| ≤
δ for all x ∈ [−1, 1], using a classical computer in time O(poly(d, log(1/δ))).
Proof. The existence of such P follows directly from Theorem 3-5.
The complexity statement follows from the fact that we can find P and Φ′ using the procedures
of Theorems 3-5 on a classical computer in time O(poly(d, log(1/ε))) as noted above. Computing
Φ from Φ′ as in the proof of Corollary 8 only yields a small overhead.
3.2 Singular value transformation by qubitization
Qubitization is a technique introduced by Low and Chuang [LC16] in order to apply polynomial
transformations to the spectrum of a Hermitian (or normal) operator, which is represented as the
top-left block of a unitary matrix. They also showed how to use their techniques in order to develop
advanced amplitude amplification techniques. In this section we generalize their results, and develop
the technique of singular value transformation, which applies to any operator as opposed to only
normal operators.
It turns out that by applying a unitary U back and forth interleaved with some simple phase
operators one can induce polynomial transformations to the singular values of a particular (not
necessarily rectangular) block-matrix of the unitary U . The main idea behind the qubitization
approach is to lift the quantum signal processing results presented in the previous section. One can
do so by defining some two-dimensional invariant subspaces within which the results of quantum
signal processing apply, thereby “qubitizing”7 the problem. Then by understanding how the two-
dimensional subspaces behave, one can infer the higher-dimensional behavior.
The original qubitization approach can be understood along the lines of C. Jordan’s Lemma [Jor75]
about the common invariant subspaces of two reflections.8 Jordan’s result is most often presented
stating that the product of two reflections decomposes to one- and two-dimensional invariant sub-
spaces, such that the operator has eigenvalue ±1 on the one-dimensional subspaces, and the operator
acts as a rotation on the two-dimensional subspaces. This higher dimensional insight lies at the
heart of Szegedy’s quantum walk results [Sze04] as well as Marriott and Watrous’ QMA amplification
scheme [MW05].
Motivated by a series of prior work on quantum search algorithms [Gro05, Hø00, YLC14] the
original qubitization approach of Low and Chuang [LC16] replaced one of the reflections in Jordan’s
Lemma by a phase-gate, such as in Figure 1b. They examined the operators arising by iterative
application of the reflection- and phase-operator with applying possibly different phases in each
step. In this paper we go one step further and replace the other reflection9 by an arbitrary unitary
7Another justification for the term “qubitization” is that the involved higher-dimensional phase operations reduce
to carefully choosing a single qubit phase gate, see Figure 1b.
8By reflection we mean a Hermitian operator having only ±1 eigenvalues, possibly having multiple −1 eigenvalues.
9One could also merge U into one of the projectors, leading to a product of reflections as in Jordan’s Lemma [Jor75].
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operator U , and analyze the procedure with carefully chosen one- and two-dimensional subspaces
coming from singular value decomposition.
Definition 11 (Singular value decomposition of a projected unitary). Let HU be a finite-dimensional
Hilbert space and let U,Π, Π˜ ∈ End(HU ) be linear operators on HU such that U is a unitary, and
Π, Π˜ are orthogonal projectors, and let
A = Π˜UΠ.
Let d := rank(Π), d˜ := rank
(
Π˜
)
, dmin := min(d, d˜). By singular value decomposition we know that
there exist orthonormal bases (|ψi〉 : i ∈ [d]),
(
|ψ˜i〉 : i ∈ [d˜]
)
of the subspaces img(Π) and img
(
Π˜
)
respectively, such that
A =
dmin∑
i=1
ςi|ψ˜i〉〈ψi|, (17)
and10 for all i ∈ [dmin] : ςi ∈ R+0 . Moreover, ςi ≥ ςj for all i ≤ j ∈ [dmin].
Definition 12 (Invariant subspaces associated to a singular value decomposition).
Let U,Π, Π˜, A be as in Definition 11, and let us use its notation. Let k ∈ [dmin] be the largest
index for which ςk = 1, and let r = rank(A). For
i ∈ [k] let Hi := Span(|ψi〉) and H˜i := Span
(
|ψ˜i〉
)
,
i ∈ [r] \ [k] let Hi := Span
(
|ψi〉, |ψ⊥i 〉
)
where |ψ⊥i 〉 :=
(I −Π)U †|ψ˜i〉∥∥∥(I −Π)U †|ψ˜i〉∥∥∥ =
(I −Π)U †|ψ˜i〉√
1− ς2i
,
i ∈ [r] \ [k] let H˜i := Span
(
|ψ˜i〉, |ψ˜⊥i 〉
)
where |ψ˜⊥i 〉 :=
(I − Π˜)U |ψi〉∥∥∥(I − Π˜)U |ψi〉∥∥∥ =
(I − Π˜)U |ψi〉√
1− ς2i
,
i ∈ [d] \ [r] let HRi := Span(|ψi〉) and H˜Ri := Span(U |ψi〉),
i ∈ [d˜] \ [r] let HLi := Span
(
U †|ψ˜i〉
)
and H˜Li := Span
(
|ψ˜i〉
)
.
Finally let
H⊥ :=
⊕
i∈[r]
Hi ⊕
⊕
i∈[d]\[r]
HRi ⊕
⊕
i∈[d˜ ]\[r]
HLi
⊥ and H˜⊥ :=
⊕
i∈[r]
H˜i ⊕
⊕
i∈[d]\[r]
H˜Ri ⊕
⊕
i∈[d˜ ]\[r]
H˜Li
⊥.
Now we show that the subspaces Hi : i ∈ [k], Hi : i ∈ [r]\ [k], HRi : i ∈ [d]\ [r] and HLi : i ∈ [d˜]\ [r]
are indeed pairwise orthogonal, by proving that their spanning bases described in Definition 12 form
an orthonormal system of vectors. (By symmetry it also implies that the spanning bases of the H˜
subspaces form also an orthonormal system of vectors.) The proof is summarized in Table 2, relying
10In singular value decomposition one usually requires that the diagonal elements of Σ are non-negative. Here
we could also allow negative reals, all the proofs of this section would go through with minor modifications, mostly
defining the ordering of the singular values with decreasing absolute value. This would enable one to treat spectral
decompositions of Hermitian matrices also as singular value decompositions.
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on the following observations:
∀i, j ∈ [d] 〈ψi|ψj〉 = δij (18)
∀i ∈ [d], j ∈ [r] \ [k] 〈ψi|ψ⊥j 〉 ∝ 〈ψi|(I −Π)U †|ψ˜j〉 ∝ 〈ψi|(I −Π) = 0 (19)
∀i ∈ [d], j ∈ [d˜] \ [r] 〈ψi|U †|ψ˜j〉 = 〈ψi|ΠU †Π˜|ψ˜j〉 = 〈ψi|A†|ψ˜j〉 ∝ A†|ψ˜j〉 = 0 (20)
∀i, j ∈ [r] \ [k] 〈ψ⊥i |ψ⊥j 〉 =
〈ψ˜i|U(I −Π)U †|ψ˜j〉√
(1− ς2i )(1− ς2j )
=
δij − 〈ψ˜i|AA†|ψ˜j〉√
(1− ς2i )(1− ς2j )
= δij (21)
∀i ∈ [r] \ [k], j ∈ [d˜] \ [r] 〈ψ⊥i |U †|ψ˜j〉 =
〈ψ˜i|U(I −Π)U †|ψ˜j〉√
(1− ς2i )
=
δij − 〈ψ˜i|AA†|ψ˜j〉√
(1− ς2i )
= 0 (22)
∀i, j ∈ [d˜] 〈ψ˜i|ψ˜j〉 = δij (23)
Hi ⊥ Hj
|ψj〉 ∈ Hj |ψj〉 ∈ Hj |ψ⊥j 〉 ∈ Hj |ψj〉 ∈ HRj U †|ψ˜j〉 ∈ HLj
j ∈ [k] j ∈ [r] \ [k] j ∈ [r] \ [k] j ∈ [d] \ [r] j ∈ [d˜] \ [r]
|ψi〉 ∈ Hi by (18) by (18) by (19) by (18) by (20)
i ∈ [k] 〈ψi|ψj〉 = δij 〈ψi|ψj〉 = 0 〈ψi|ψ⊥j 〉 = 0 〈ψi|ψj〉 = 0 〈ψi|U †|ψ˜j〉 = 0
|ψi〉 ∈ Hi by (18) by (19) by (18) by (20)
i ∈ [r] \ [k] 〈ψi|ψj〉 = δij 〈ψi|ψ⊥j 〉 = 0 〈ψi|ψj〉 = 0 〈ψi|U †|ψ˜j〉 = 0
|ψ⊥i 〉 ∈ Hi by (21) by (19) by (22)
i ∈ [r] \ [k] 〈ψ⊥i |ψ⊥j 〉 = δij 〈ψ⊥i |ψj〉 = 0 〈ψ⊥i |U †|ψ˜j〉 = 0
|ψi〉 ∈ HRi by (18) by (20)
i ∈ [d] \ [r] 〈ψi|ψj〉 = δij 〈ψi|U †|ψ˜j〉 = 0
U †|ψ˜i〉 ∈ HLi by (23)
i ∈ [d˜] \ [r] 〈ψ˜i|UU †|ψ˜j〉 = δij
Table 2: Proof of the orthonormality of the spanning bases described in Definition 12.
Now we introduce some notation for matrices that represent linear maps acting between different
subspaces. This will enable us to conveniently express matrices in a block-diagonal form. We will
use the subspaces of Definition 12, because they enable us to block-diagonalize the unitaries used
for implementing singular value transformation.
Definition 13 (Notation for matrices of linear maps between different vector spaces). For two
vector (sub)spaces H,H′ let us denote by [ · ]HH′ the matrix of a linear map that maps H 7→ H′.
Moreover, if the subspaces are as in Definition 12 and we explicitly write down matrix elements,
they are meant to be interpreted in the spanning bases we used for defining H,H′ in Definition 12.
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Lemma 14 (Invariant subspace decomposition of a projected unitary). Let HU be a finite-dimensional
Hilbert-space and U,Π, Π˜ ∈ End(HU ) be as in Definition 11. Then using the singular value decom-
position of Definition 12 we have that
U =
⊕
i∈[k]
[ςi]
Hi
H˜i ⊕
⊕
i∈[r]\[k]
 ςi √1− ς2i√
1− ς2i −ςi
Hi
H˜i
⊕
⊕
i∈[d]\[r]
[1]
HRi
H˜Ri
⊕
⊕
i∈[d˜]\[r]
[1]
HLi
H˜Li
⊕ [ · ]H⊥H˜⊥ . (24)
Moreover,
2Π− I =
⊕
i∈[k]
[1]HiHi ⊕
⊕
i∈[r]\[k]
[
1 0
0 −1
]Hi
Hi
⊕
⊕
i∈[d]\[r]
[1]
HRi
HRi
⊕
⊕
i∈[d]\[r]
[−1]HLiHLi ⊕ [ · ]
H⊥
H⊥ , (25)
eiφ(2Π−I) =
⊕
i∈[k]
[
eiφ
]Hi
Hi
⊕
⊕
i∈[r]\[k]
[
eiφ 0
0 e−iφ
]Hi
Hi
⊕
⊕
i∈[d]\[r]
[
eiφ
]HRi
HRi
⊕
⊕
i∈[d]\[r]
[
e−iφ
]HLi
HLi
⊕ [ · ]H⊥H⊥ ,
(26)
and
2Π˜− I =
⊕
i∈[k]
[1]H˜iH˜i ⊕
⊕
i∈[r]\[k]
[
1 0
0 −1
]H˜i
H˜i
⊕
⊕
i∈[d]\[r]
[−1]H˜RiH˜Ri ⊕
⊕
i∈[d]\[r]
[1]
H˜Li
H˜Li
⊕ [ · ]H˜⊥H˜⊥ , (27)
eiφ(2Π˜−I) =
⊕
i∈[k]
[
eiφ
]H˜i
H˜i
⊕
⊕
i∈[r]\[k]
[
eiφ 0
0 e−iφ
]H˜i
H˜i
⊕
⊕
i∈[d]\[r]
[
e−iφ
]H˜Ri
H˜Ri
⊕
⊕
i∈[d]\[r]
[
eiφ
]H˜Li
H˜Li
⊕ [ · ]H˜⊥H˜⊥ .
(28)
Proof. For all i ∈ [r] \ [k] we can verify that
U |ψi〉 = Π˜U |ψi〉+ (I − Π˜)U |ψi〉 = Π˜UΠ︸ ︷︷ ︸
A
|ψi〉+ (I − Π˜)U |ψi〉 = ςi|ψ˜i〉+
√
1− ς2i |ψ˜⊥i 〉, (29)
and√
1− ς2i U |ψ⊥i 〉 = U(I −Π)U †|ψ˜i〉 = |ψ˜i〉 − UΠU †|ψ˜i〉 = |ψ˜i〉 − UΠU †Π˜︸ ︷︷ ︸
A†
|ψ˜i〉 = |ψ˜i〉 − Uςi|ψi〉
= (1− ς2i )|ψ˜i〉 − ςi
√
1− ς2i |ψ˜⊥i 〉, (30)
where in the last equality we used (29). Since U is unitary, it preserves the inner product and there-
fore maps H⊥ onto H˜⊥. Now equation (24) directly follows from (29)-(30). The other statements
trivially follow from Definition 11.
Definition 15 (Alternating phase modulation sequence). Let HU be a finite-dimensional
Hilbert space and let U,Π, Π˜ ∈ End(HU ) be linear operators on HU such that U is a unitary,
and Π, Π˜ are orthogonal projectors. Let Φ ∈ Rn, then we define the phased alternating sequence UΦ
as follows
UΦ :=
 e
iφ1(2Π˜−I)U
∏(n−1)/2
j=1
(
eiφ2j(2Π−I)U †eiφ2j+1(2Π˜−I)U
)
if n is odd, and∏n/2
j=1
(
eiφ2j−1(2Π−I)U †eiφ2j(2Π˜−I)U
)
if n is even.
(31)
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Definition 16 (Singular value transformation by even/odd functions). Let f : R → C be an even
or odd function. Let A ∈ Cd˜×d, let dmin := min(d, d˜) and let
A =
dmin∑
i=1
ςi|ψ˜i〉〈ψi|
be a singular value decomposition of A.
We define the polynomial singular value transformation of A, for odd function f as
f (SV )(A) :=
dmin∑
i=1
f(ςi)|ψ˜i〉〈ψi|,
and for even f as
f (SV )(A) :=
d∑
i=1
f(ςi)|ψi〉〈ψi|,
where for i ∈ [d] \ [dmin] we define ςi := 0.
The following theorem is a generalized and improved version of the “Flexible quantum signal
processing” result of Low and Chuang [LC17a, Theorem 4]. Our result is more general because
it works for arbitrary matrices as opposed to only working for Hermitian (or normal) matrices.
Another improvement is that we remove the constraint P<(0) = 0 for even d, which stems from our
improved treatment of Theorem 5 and Corollary 8. Also note that the following theorem can be
viewed as a generalization of the quantum walk techniques introduced by Szegedy [Sze04].
Theorem 17 (Singular value transformation by alternating phase modulation). Let HU be a finite-
dimensional Hilbert space and let U,Π, Π˜ ∈ End(HU ) be linear operators on HU such that U is a
unitary, and Π, Π˜ are orthogonal projectors. Let P ∈ C[x] and Φ ∈ Rn is as in Corollary 8, then
P (SV )(Π˜UΠ) =
{
Π˜UΦΠ if n is odd, and
ΠUΦΠ if n is even.
(32)
Proof. We first prove the odd case. Observe that P (1) =
∏n
j=1 e
iφj , and let eiφ0 := ei
∑n
j=1(−1)nφj
UΦ = e
iφ1(2Π˜−I)U
n/2∏
j=1
(
eiφ2j(2Π−I)U †eiφ2j+1(2Π˜−I)U
)
=
⊕
i∈[k]
[ςnkP (1)]
Hi
H˜i ⊕
⊕
i∈[r]\[k]
 n∏
j=1
(
eiφjσzR(ς`)
)Hi
H˜i
⊕
⊕
i∈[d]\[r]
[
eiφ0
]HRi
H˜Ri
⊕
⊕
i∈[d˜]\[r]
[
e−iφ0
]HLi
H˜Li
⊕ [ · ]H⊥H˜⊥
(by Lemma 14)
=
⊕
i∈[k]
[P (ςi)]
Hi
H˜i ⊕
⊕
i∈[r]\[k]
[
P (ςi) .
. .
]Hi
H˜i
⊕
⊕
i∈[d]\[r]
[
eiφ0
]HRi
H˜Ri
⊕
⊕
i∈[d˜]\[r]
[
e−iφ0
]HLi
H˜Li
⊕ [ · ]H⊥H˜⊥ .
(by Corollary 8)
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Finally equation (32) follows from the fact that Π =
∑d
i=1 |ψi〉〈ψi| and Π˜ =
∑d˜
i=1 |ψ˜i〉〈ψ˜i|, therefore
Π˜UΦΠ =
⊕
i∈[k]
[P (ςi)]
Hi
H˜i ⊕
⊕
i∈[r]\[k]
[
P (ςi) 0
0 0
]Hi
H˜i
⊕
⊕
i∈[d]\[r]
[0]
HRi
H˜Ri
⊕
⊕
i∈[d˜]\[r]
[0]
HLi
H˜Li
⊕ [0]H⊥H˜⊥
=
dmin∑
i=1
P (ςi)|ψ˜i〉〈ψi|.
The last equality follows from the observation that for n odd P is odd, therefore P (0) = 0.
For the even case we can similarly derive that
UΦ =
⊕
i∈[k]
[P (ςi)]
Hi
Hi ⊕
⊕
i∈[r]\[k]
[
P (ςi) .
. .
]Hi
Hi
⊕
⊕
i∈[d]\[r]
[
e−iφ0
]HRi
HRi
⊕
⊕
i∈[d˜]\[r]
[
eiφ0
]HLi
HLi
⊕ [ · ]H⊥H⊥ .
(by Corollary 8)
Finally equation (32) follows from the fact that Π =
∑d
i=1 |ψi〉〈ψi|, and therefore
ΠUΦΠ =
⊕
i∈[k]
[P (ςi)]
Hi
Hi ⊕
⊕
i∈[r]\[k]
[
P (ςi) 0
0 0
]Hi
Hi
⊕
⊕
i∈[d]\[r]
[
e−iφ0
]HRi
HRi
⊕
⊕
i∈[d˜]\[r]
[0]
HLi
HLi
⊕ [0]H⊥H⊥
=
d∑
i=1
P (ςi)|ψi〉〈ψi|.
The last equality uses the observation that for n even P (0) = e−iφ0 , as shown by Corollary 8.
Corollary 18 (Singular value transformation by real polynomials). Let U,Π, Π˜ be as in
Theorem 17. Suppose that P< ∈ R[x] is a degree-n polynomial satisfying that
• P< has parity-(n mod 2) and
• for all x ∈ [−1, 1] : |P<(x)| ≤ 1.
Then there exist Φ ∈ Rn, such that
P
(SV )
<
(
Π˜UΠ
)
=

(
〈+| ⊗ Π˜
)(
|0〉〈0|⊗UΦ + |1〉〈1|⊗U−Φ
)(
|+〉 ⊗Π
)
if n is odd, and(
〈+| ⊗Π
)(
|0〉〈0|⊗UΦ + |1〉〈1|⊗U−Φ
)(
|+〉 ⊗Π
)
if n is even.
(33)
Proof. By Corollary 10 we can find a Φ ∈ Rn such that <[P ] = P<. Observe that −Φ gives rise to
P ∗ in Corollary 8 as can be seen from equation (14). Let Π′ = Π˜ for n odd and let Π′ = Π for n
even. Then by Theorem 17 we get that P (SV )
(
Π˜UΠ
)
= Π′UΦΠ, and P ∗(SV )
(
Π˜UΠ
)
= Π′U−ΦΠ.
Therefore (〈+| ⊗Π′)(|0〉〈0| ⊗ UΦ)(|+〉 ⊗Π) = P (SV )(Π˜UΠ)/2(〈+| ⊗Π′)(|1〉〈1| ⊗ U−Φ)(|+〉 ⊗Π) = P ∗(SV )(Π˜UΠ)/2.
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We can conclude by observing that P< = (P + P ∗)/2, and therefore
P
(SV )
<
(
Π˜UΠ
)
=
(
P (SV )
(
Π˜UΠ
)
+ P ∗(SV )
(
Π˜UΠ
))
/2.
Note that the above result is essentially optimal in the sense that the requirements are necessary.
It is obvious that the polynomial needs to be bounded within [−1, 1] since the matrix must have norm
at most 1 as it is a projected unitary. Also one cannot implement a degree d Chebyshev polynomial
with d−1 uses of the unitary U , since Td(x) takes value 1 at 1 with derivative d2. Substituting y := 1
and x := 1 − δ for some small δ to equation (68) in Theorem 73 shows that exactly implementing
Td(x) requires at least d uses of U . Finally, about the parity constraint, note that every result in this
subsection would stay valid if we would extend the concept of singular values by allowing negative
values as well. But then by changing a singular vector/singular value term ς|φ〉〈ψ| to −ς| − φ〉〈ψ|
would be again a valid decomposition, where singular value transformation could be applied with a
polynomial P . It would require that P (ς)|ψ〉〈ψ| = P (−ς)|ψ〉〈ψ|, and P (ς)|φ〉〈ψ| = −P (−ς)| − φ〉〈ψ|
for consistency, showing the necessity of the even/odd constraint. Equations (34)-(35) in the proof
of Corollary 21 also show that the even/odd case separation for singular value transformation is
quite natural.
What remains is to discuss how to efficiently implement an alternating phase modulation se-
quences. Observe that with a single ancilla qubit, two uses of CΠNOT, and a single-qubit phase
gate e−iφσz we can implement the operator eiφ(2Π−I)=CΠNOT
(
I ⊗ e−iφσz)CΠNOT, which leads to
an efficient implementation of UΦ, see Figure 1b.
Lemma 19 (Efficient implementation of alternating phase modulation sequences).
Let Φ ∈ Rn, then the alternating phased sequence UΦ of Definition 15 can implemented using a
single ancilla qubit with n uses of U and U †, n uses of CΠNOT and n uses of CΠ˜NOT gates and
n single qubit gates. A controlled version of UΦ can be built similarly just replacing the n sin-
gle qubit gates by controlled gates, and in case n is odd replacing one U gate with a controlled U
gate. For a set of vectors {Φ(k) ∈ Rn : k ∈ {0, 1}m} a multi-controlled alternating phased sequence∑
k∈{0,1}m |k〉〈k|⊗UΦ(k) can be implemented similarly by replacing the single qubit gates with multiply
controlled single qubit gates of the form
∑
k∈{0,1}m |k〉〈k| ⊗ eiφ
(k).
Proof. See the constructions of Figure 1.
Note that Figure 1 also explains the term “qubitization”: the fine-tuned driving of the circuit
giving rise to the required polynomial transformation is achieved by cleverly chosen Pauli-z rotations
of a single ancilla qubit. The rotations of the single ancilla qubit induce rotations on the common
two-dimensional invariant subspaces of U,Π, Π˜ cf. Lemma 14.
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Π...
...
(a) CΠNOT
|b〉 e−iφσz
Π Π...
...
...
(b) |b〉〈b| ⊗ e(−1)biφ(2Π−I)
|c〉 •
|b〉 e−iφ(0)σz e−iφ(1)σz
Π Π...
...
...
(c) |cb〉〈cb| ⊗ e(−1)biφ(c)(2Π−I)
U eiφn(2Π˜−I) U † eiφn−1(2Π−I) U
· · ·
U eiφ1(2Π˜−I)...
...
· · ·
(d) UΦ = eiφ1(2Π˜−I)U
∏(n−1)/2
j=1
(
eiφ2j(2Π−I)U†eiφ2j+1(2Π˜−I)U
)
(for odd n)
Figure 1: Gates and gate sequences used for singular value transformation in Theorem 17. Figure 1a
shows how to implement a CΠNOT gate, and Figure 1b shows how to implement eiφ(2Π−I) using
a single ancilla qubit, two CΠNOT gates and an e−iφσz gate. Figure 1c demonstrates how to
implement a controlled version of the gate eiφ(c)(2Π−I), by only controlling the single qubit gate
e−iφ(c)σz . Finally, Figure 1d summarizes the complete circuit used in Theorem 17.
3.3 Robustness of singular value transformation
In this subsection we will prove results about the robustness of singular value transformation. More
precisely we prove bounds on how big can be difference
∥∥∥P (SV )(A)− P (SV )(A˜)∥∥∥ in terms of the
magnitude of “perturbation”
∥∥∥A− A˜∥∥∥.
First consider the generalization of ordinary R → C functions to Hermitian matrices. One is
tempted to think that if such a function is Lipschitz-continuous, then the induced operator function
is also Lipschitz-continuous, however it turns out to be false. For a recent survey on the topic see
the work of Aleksandrov and Peller [AP16].
Although the Lipschitz property cannot be saved directly, one may not lose more than some
logarithmic factors. We invoke a nice result form the theory of operator functions, quantifying this
claim. The following theorem is due to Farforovskaya and Nikolskaya [FN09, Theorem 10].
Theorem 20 (Robustness of eigenvalue transformation). Suppose that f : [−1, 1]→ C is a function
such that ω : [0, 2]→ [0,∞] is a modulus of continuity, i.e., for all x, x′ ∈ [−1, 1]
|f(x)− f(x′)| ≤ ω(|x− x′|).
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Then for all A,B Hermitian matrices such that ‖A‖, ‖B‖ ≤ 1, we have that
‖f(A)− f(B)‖ ≤ 4
[
ln
(
2
‖A−B‖ + 1
)
+ 1
]2
ω(‖A−B‖).
Now we show how this general theorem implies a general robustness result for singular value
transformation.
Corollary 21 (Robustness of singular value transformation 1). If f : [−1, 1]→ C is an even or odd
function such that ω : [0, 2] → [0,∞] is a modulus of continuity, and A, A˜ ∈ Cd˜×d are matrices of
operator norm at most 1, then we have that∥∥∥f (SV )(A)− f (SV )(A˜)∥∥∥ ≤ 4
ln
 2∥∥∥A− A˜∥∥∥ + 1
+ 1
2ω(∥∥∥A− A˜∥∥∥).
Proof. Let us assume that f is an even function and that d˜ ≤ d. Then, using singular value
decomposition, we can rewrite A as
A = W
[
Σ 0
]
V †,
where W ∈ Cd˜×d˜, V ∈ Cd×d are unitaries and Σ ∈ Rd˜×d˜ is a diagonal matrix with nonnegative
diagonal entries. Let A :=
[
0 A
A† 0
]
∈ C(d˜+d)×(d˜+d) be the Hermitian matrix obtained from A. We
claim that
f(A) =
[
f (SV )(A†) 0
0 f (SV )(A)
]
. (34)
To prove this claim, first note that
A =
[
0 A
A† 0
]
=
 0 W [Σ 0]V †
V
[
Σ
0
]
W †
[
0 0
0 0
]  = [W 0
0 V
]0 Σ 0Σ 0 0
0 0 0
[W † 0
0 V †
]
and that [
0 Σ
Σ 0
]
=
1√
2
[
I I
I −I
][
Σ 0
0 −Σ
]
1√
2
[
I I
I −I
]
.
Therefore, if we denote
U =
[
W 0
0 V
] 1√2
[
I I
I −I
]
0
0
0 0 I
,
we get
A = U
Σ 0 00 −Σ 0
0 0 0
U †,
which implies that
f(A) =U
f(Σ) 0 00 f(−Σ) 0
0 0 f(0)I
U † = U
f(Σ) 0 00 f(Σ) 0
0 0 f(0)I
U †
=
Wf(Σ)W † 0 00
0
V
[
f(Σ) 0
0 f(0)I
]
V †
 = [f (SV )(A†) 0
0 f (SV )(A)
]
.
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Thus, using Theorem 20 we get that∥∥∥f (SV )(A)− f (SV )(A˜)∥∥∥ ≤ ∥∥∥f(A)− f(A˜)∥∥∥
≤ 4
ln
 2∥∥∥A− A˜∥∥∥ + 1
+ 1
2ω(∥∥∥A− A˜∥∥∥)
= 4
ln
 2∥∥∥A− A˜∥∥∥ + 1
+ 1
2ω(∥∥∥A− A˜∥∥∥),
which completes the proof for the case where f is an even function and that d˜ ≤ d. The case d˜ ≥ d
can be handled by symmetry. Finally, the remaining case where f is odd can be handled similarly
by observing that
f(A) =
[
0 f (SV )(A)
f (SV )(A†) 0
]
. (35)
We can also prove robustness results by bootstrapping our exact (non-robust) results, enabling
us to remove the log factor from the above corollary under certain circumstances. We study two
cases. First we make no extra assumptions, and establish error bounds that scale with the square
root of the initial error. Then we improve the dependence to linear under the assumption that the
singular values are bounded away from 1 in absolute value.
Lemma 22 (Robustness of singular value transformation 2). If P ∈ C[x] is a degree-n polynomial
satisfying the requirements of Corollary 8, moreover A, A˜ ∈ Cd˜×d are matrices of operator norm at
most 1, then we have11 that ∥∥∥P (SV )(A)− P (SV )(A˜)∥∥∥ ≤ 4n√∥∥∥A− A˜∥∥∥.
Proof. Let ε =
∥∥∥A˜−A∥∥∥, and let B, B˜ ∈ C(d+d˜)×(d+d˜) be the matrices such that
B :=
[
A 0
0 0
]
, B˜ :=
[
A˜−A
ε 0
0 0
]
,
and let U ∈ C4(d+d˜)×4(d+d˜) be a unitary such that12
U =

B 0 . .
0 B˜ . .
. . . .
. . . .
.
11Let us do a sanity check for d = d˜ = 1. For large d we have that Td(1)−Td(1− 12d2 ) ≈ 1− cos(1) ≈ 0.46, whereas
our upper bound gives 2
√
2, showing that the upper bound is tight up to a constant factor, for arbitrary large d and
for arbitrary small ε. (However, the joint dependence on d and ε might not be optimal.)
12We denote by · arbitrary matrix blocks and elements that are irrelevant for our presentation.
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Such U must exist because ‖B‖ ≤ 1 and
∥∥∥B˜∥∥∥ ≤ 1. Let Π be the orthogonal projector projecting to
the first d coordinates, and let Π˜ be the orthogonal projector projecting to the first d˜ coordinates.
Observe that Π˜UΠ = A. Let W ∈ C4(d+d˜)×4(d+d˜) be the unitary
W :=

√
1
1+εI −
√
ε
1+εI 0 0√
ε
1+εI
√
1
1+εI 0 0
0 0 I 0
0 0 0 I
.
Let U¯ := W †UW , and observe that Π˜U¯Π = A˜/(1 + ε). Also observe that
‖W − I‖ =
√
2− 2/√1 + ε ≤ √ε,
therefore
∥∥U − U¯∥∥ ≤ 2√ε. Let Π′ = Π˜ if n is odd, and let Π′ = Π for n even. Let Φ be as in
Corollary 8, then Theorem 17 implies that∥∥∥P (SV )(A)− P (SV )(A˜/(1 + ε))∥∥∥ = ∥∥Π′UΦΠ−Π′U¯ΦΠ∥∥ ≤ ∥∥UΦ − U¯Φ∥∥ ≤ n∥∥U − U¯∥∥ ≤ 2n√∥∥∥A− A˜∥∥∥.
Let B′ ∈ C(d+d˜)×(d+d˜) be the matrix such that
B′ :=
[
A˜ 0
0 0
]
,
and let U ′ ∈ C4(d+d˜)×4(d+d˜) be a unitary such that
U ′ =

B′ 0 . .
0 0 . .
. . . .
. . . .
.
Observe that Π˜U ′Π = A˜, and U¯ ′ := W †V˜ W is such that Π˜U¯ ′Π = A˜/(1+ε). By the same argument
as before we get that ∥∥∥P (SV )(A˜)− P (SV )(A˜/(1 + ε))∥∥∥ ≤ 2n√∥∥∥A− A˜∥∥∥.
We can conclude using the triangle inequality.
Now we establish another lemma which improves on the previous results for example in the case
when the singular values are bounded away from 1 in absolute value.
Lemma 23 (Robustness of singular value transformation 3). If P ∈ C[x] is a degree-n polynomial
satisfying the requirements of Corollary 8, moreover A, A˜ ∈ Cd˜×d are matrices of operator norm at
most 1, such that ∥∥∥A− A˜∥∥∥+ ∥∥∥∥∥A+ A˜2
∥∥∥∥∥
2
≤ 1,
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then we have that ∥∥∥P (SV )(A)− P (SV )(A˜)∥∥∥ ≤ n√√√√ 2
1−
∥∥∥A+A˜2 ∥∥∥2
∥∥∥A− A˜∥∥∥.
Proof. Let B, B˜ ∈ C(d+d˜)×(d+d˜) be the matrices such that
B :=
[
A+A˜
‖A+A˜‖ 0
0 0
]
, B˜ :=
[
A−A˜
‖A−A˜‖ 0
0 0
]
.
Let x > 1 and let U ∈ C4(d+d˜)×4(d+d˜) be a unitary such that
U =

√
x−1
x B
√
1
xB˜ . .
. . . .
. . . .
. . . .
.
Let C :=
√
x−1
x B ⊕
√
1
xB˜ be top-left block of U . It is easy to see that
‖C‖2 ≤ x− 1
x
‖B‖2 + 1
x
∥∥∥B˜∥∥∥2 = x− 1
x
+
1
x
= 1,
therefore a unitary U must exist with C being the top-left block. Suppose that
x
x− 1
∥∥∥A+ A˜∥∥∥2
4
+ x
∥∥∥A− A˜∥∥∥2
4
= 1. (36)
Let W± ∈ C4(d+d˜)×4(d+d˜) be the unitary
W± :=

√
x
x−1
‖A+A˜‖
2 I ∓
√
x
‖A−A˜‖
2 I 0 0
±√x‖A−A˜‖2 I
√
x
x−1
‖A+A˜‖
2 I 0 0
0 0 I 0
0 0 0 I
.
Let Π be the orthogonal projector projecting to the first d coordinates, and let Π˜ be the orthog-
onal projector projecting to the first d˜ coordinates. Observe that Π˜UW+Π = A and Π˜UW−Π = A˜.
Also observe that ‖W+ −W−‖ =
√
x
∥∥∥A− A˜∥∥∥, thus ‖UW+ − UW−‖ = √x∥∥∥A− A˜∥∥∥.
Let ε :=
∥∥∥A− A˜∥∥∥2 and let δ := 4− ∥∥∥A+ A˜∥∥∥2. We can rewrite (36) as
x
x− 1
4− δ
4
+ x
ε
4
= 1, (37)
which has a solution
x =
4
δ + ε
1 +
(
1− 8ε
(δ+ε)2
)
−
√
1− 16ε
(δ+ε)2
8ε
(δ+ε)2
. (38)
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Now let y := 8ε/(δ + ε)2, it is easy to see that for y ≤ 12 we have that (1−y)−
√
1−2y
y ≤ 1. It is also
easy to see that if ε ≤ δ2/16, then y ≤ 12 . Thus for ε ≤ δ2/16 we get that x ≤ 8/(δ + ε), and
therefore ‖UW+ − UW−‖ =
√
8/(δ + ε)
∥∥∥A− A˜∥∥∥ ≤√8/δ∥∥∥A− A˜∥∥∥.
Now we proceed similarly to the proof of Lemma 22. Let Π′ = Π˜ if n is odd, and let Π′ = Π for
n even. Let Φ be as in Corollary 8 and let U (±) := UW±, then Theorem 17 implies that∥∥∥P (SV )(A)− P (SV )(A˜)∥∥∥ = ∥∥Π′U+Φ Π−Π′U−Φ Π∥∥ ≤ ∥∥U+Φ − U−Φ ∥∥ ≤ n∥∥U+ − U−∥∥ = n
√
8
δ
∥∥∥A− A˜∥∥∥.
Finally note that ε ≤ δ2/16 is equivalent to 4√ε ≤ δ, which by definition is equivalent to
∥∥∥A− A˜∥∥∥+ ∥∥∥∥∥A+ A˜2
∥∥∥∥∥
2
≤ 1.
3.4 Singular vector transformation and singular value amplification
In this subsection we derive some corollaries of singular value transformation. We call the first
corollary projected singular vector transformation, because it implements a unitary that transforms
the right singular vectors to the left singular vectors above some singular value threshold. Then we
show how to quickly derive advanced amplitude amplification results using this general technique.
Finally, we develop a corollary called singular value amplification, which shows how to uniformly
amplify the singular values of a matrix represented as a projected unitary.
First we define singular value threshold projectors which are slight modifications of the singular
value projectors of Definition 1.
Definition 24 (Singular value threshold projectors). Let A = Π˜UΠ = WΣV † be a singular value
decomposition of a projected unitary. For S ⊆ R we define ΠS := ΠV ΣSV †Π, and similarly
Π˜S := Π˜WΣSW
†Π˜. For δ ∈ R we define Π≥δ := Π[δ,∞), also we define Π>δ,Π≤δ,Π<δ,Π=δ and
Π˜>δ, Π˜≤δ, Π˜<δ, Π˜=δ analogously.
Then we invoke a result of Low and Chuang [LC17a, Corollary 6] about constructive polynomial
approximations of the sign function – the error of the optimal approximation, studied by Eremenko
and Yuditskii [EY07], achieves similar scaling but is non-constructive.
Lemma 25 (Polynomial approximations of the sign function). For all δ > 0 , ε ∈ (0, 1/2) there
exists an efficiently computable odd polynomial P ∈ R[x] of degree n = O
(
log(1/ε)
δ
)
, such that
• for all x ∈ [−2, 2] : |P (x)| ≤ 1, and
• for all x ∈ [−2, 2] \ (−δ, δ) : |P (x)− sign(x)| ≤ ε.
Now we are ready to prove our result about singular value transformation. Our singular vector
transformation implements a unitary which maps a right singular vector having singular value at
least δ to the corresponding left singular vector.
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Theorem 26 (Singular vector transformation). Let U,Π, Π˜ be as in Theorem 17 and let δ > 0.
Suppose that Π˜UΠ = WΣV † is a singular value decomposition. Then there is an m = O
(
log(1/ε)
δ
)
and a Φ ∈ Rm such that
∥∥∥Π˜≥δUΦΠ≥δ − Π˜≥δ(WV †)Π≥δ∥∥∥ ≤ ε. Moreover, UΦ can be implemented
using a single ancilla qubit with m uses of U and U †, m uses of CΠNOT and m uses of CΠ˜NOT
gates and m single qubit gates.
Proof. By Lemma 25 we can construct an odd polynomial P< ∈ R[x] of degree m = O
(
log(1/ε2)
δ
)
that approximates the sign function with ε2/2 precision on the domain [−1, 1] \ (−δ, δ). By Corol-
lary 10 we know that there exists a polynomial P of the same degree as P< such that <[P ] = P<,
moreover P satisfies the conditions of Corollary 8. Use singular value transformation Theorem 17
to construct a Φ ∈ Rm such that Π˜UΦΠ = P (SV )
(
Π˜UΠ
)
up to precision ε and observe that∥∥∥Π˜≥δP (SV )(Π˜UΠ)Π≥δ − Π˜≥δ(WV †)Π≥δ∥∥∥ ≤ ε. Conclude the gate complexity using Lemma 19.
As an easy corollary we recover and improve upon fixed-point amplitude amplification results [Hø00,
Gro05, AC12, YLC14] by combining the advantages of prior art. On one hand, the query complexity
of O(1δ poly(1/ε)) by [AC12] is optimal with respect to target state overlap δ, but converges slowly
with respect to error ε. On the other hand, the query complexity of O(1δ log (1/ε)) by [YLC14] is
optimal and exhibits exponentially fast convergence with respect to the error, but it introduces an
unknown phase on the amplified state. Our presented approach has the same optimal asymptotic
scaling and also ensures that this phase error is -close to 0.
Theorem 27 (Fixed-point amplitude amplification). Let U be a unitary and Π be an orthogonal
projector such that a|ψG〉 = ΠU |ψ0〉, and a > δ > 0. There is a unitary circuit U˜ such that∥∥∥|ψG〉 − U˜ |ψ0〉∥∥∥ ≤ ε, which uses a single ancilla qubit and consists of O( log(1/ε)δ ) U,U †, CΠNOT,
C|ψ0〉〈ψ0|NOT and e
iφσz gates.
Proof. Set Π˜ := Π and Π′ := |ψ0〉〈ψ0| and observe that
Π˜UΠ′ = a|ψG〉〈ψ0|.
Now use Theorem 26 in order to get an algorithm U˜ that satisfies∥∥∥|ψG〉〈ψG|U˜ |ψ0〉〈ψ0| − |ψG〉〈ψ0|∥∥∥ ≤ ε.
Another easy to derive corollary of our machinery is robust oblivious amplitude amplification.13
Theorem 28 (Robust oblivious amplitude amplification). Let n ∈ N+ be odd, let ε ∈ R+, let U be
a unitary, let Π˜,Π be orthogonal projectors, and let W : img(Π) 7→ img
(
Π˜
)
be an isometry, such
that ∥∥∥sin( pi
2n
)
W |ψ〉 − Π˜U |ψ〉
∥∥∥ ≤ ε (39)
13Note that we could also easily derive a fixed-point version of oblivious amplitude amplification based on Theo-
rem 26, but we state the usual version instead for readability.
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for all |ψ〉 ∈ img(Π). Then we can construct a unitary U˜ such that for all |ψ〉 ∈ img(Π)∥∥∥W |ψ〉 − Π˜U˜ |ψ〉∥∥∥ ≤ 2nε,
which uses a single ancilla qubit, with n uses of U and U †, n uses of CΠNOT and n uses of CΠ˜NOT
gates and n single qubit gates.
Proof. First we prove the ε = 0 case. We prove this case by reproducing the polynomials stemming
from ordinary amplitude amplification. Let Tn ∈ R[x] be the degree-n Chebyshev polynomial of the
first kind. As discussed after Corollary 8 there is an easy to describe Φ ∈ Rn which corresponds to
Tn in equation (14).
Now observe that by (39) we have that Π˜UΠ = sin
(
pi
2n
)
W . We can apply singular value trans-
formation using Tn to obtain UΦ such that
Π˜UΦΠ = Tn
(
sin
( pi
2n
))
W = Tn
(
cos
(pi
2
− pi
2n
))
W = cos
(
n− 1
2
pi
)
W = ±W.
After correcting the global phase ±1 (which depends on the parity of (n− 1)/2) we get U˜ := ±UΦ
such that for all |ψ〉 ∈ img(Π) we have U˜ |ψ〉 = W |ψ〉. The complexity statement follows from
Lemma 19.
In the ε 6= 0 case we first handle some trivial cases. If n = 1 or ε > 13 we simply take U˜ := U .
Otherwise if n ≥ 3 and ε ∈ [0, 13 ] the error bounds follow from Lemma 23, in the following way: Let
A := sin
(
pi
2n
)
W and let A˜ := Π˜UΠ, by (39) we have that
∥∥∥A− A˜∥∥∥ ≤ ε. Then∥∥∥A+ A˜∥∥∥ ≤ ‖A‖+ ‖A‖+ ∥∥∥A˜−A∥∥∥ = 2 sin( pi
2n
)
+ ε ≤ 2 sin
(pi
6
)
+
1
3
=
4
3
,
thus
∥∥∥A+A˜2 ∥∥∥2 ≤ 49 and ∥∥∥A− A˜∥∥∥+ ∥∥∥A+A˜2 ∥∥∥2 ≤ 79 < 1. This also implies that √ 2
1−
∥∥∥A+A˜2 ∥∥∥2 ≤
√
2
1− 4
9
=√
18
5 < 2, and therefore by Lemma 23 we get that
∥∥∥W − Π˜U˜Π∥∥∥ ≤ 2nε.
Now we turn to solving the linear singular value amplification problem. That is, given a matrix
in a projected encoding form, construct a projected encoding of a matrix which have singular values
that are γ times larger than the original singular values.
In order to proceed we first construct some polynomials similarly that can be used in combination
with our singular value transformation results.
Lemma 29 (Polynomial approximations of the rectangle function). Let δ′, ε′ ∈ (0, 12) and t ∈
[−1, 1]. There exist an even polynomial P ′ ∈ R[x] of degree O(log( 1ε′ )/δ′), such that |P ′(x)| ≤ 1 for
all x ∈ [−1, 1], and{
P ′(x) ∈ [0, ε′] for all x ∈ [−1,−t− δ′] ∪ [t+ δ′, 1], and
P ′(x) ∈ [1− ε′, 1] for all x ∈ [−t+ δ′, t− δ′]. (40)
Proof. First let us take a real polynomial P which ε
′
2 -approximates the sign function on the interval
[−2, 2]\(−δ′, δ′), moreover for all x ∈ [−2, 2] : |P (x)| ≤ 1. Such a polynomial of degree O( 1δ′ log( 1ε′ ))
can be efficiently constructed by Lemma 25. Now take the polynomial
P ′(x) := (1− ε′)P (x+ t) + P (−x+ t)
2
+ ε′.
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It is easy to see that by construction P ′(x) is an even polynomial of degree O( 1δ′ log( 1ε′ )). Moreover
|P ′(x)| ≤ 1 for all x ∈ [−1, 1] and (40) also holds.
Now we prove our result about uniform singular value amplification, which is a common gener-
alization of the results of Low and Chuang [LC17a, Theroems 2,8].
Theorem 30 (Uniform singular value amplification). Let U,Π, Π˜ be as in Theorem 17, let γ > 1
and let δ, ε ∈ (0, 12). Suppose that Π˜UΠ = WΣV † =
∑
i ςi|wi〉〈vi| is a singular value decomposition.
Then there is an m = O(γδ log(γε )) and an efficiently computable Φ ∈ Rm such that14(
〈+| ⊗ Π˜≤ 1−δ
γ
)
UΦ
(
|+〉 ⊗Π≤ 1−δ
γ
)
=
∑
i : ςi≤ 1−δγ
ς˜i|wi〉〈vi|, where
∥∥∥∥ ς˜iγςi − 1
∥∥∥∥ ≤ ε. (41)
Moreover, UΦ can be implemented using a single ancilla qubit with m uses of U and U †, m uses of
CΠNOT and m uses of CΠ˜NOT gates and m single qubit gates.
Proof. Let us set in Lemma 29 t := 1−δ/2γ , δ
′ := δ2γ and ε
′ := εγ in order to get an even polynomial P
of degree O(γδ log(γε )) that is an εγ -approximation of the rectangle function. Let P<(x) := γ ·x·P (x),
which is an odd polynomial of degree m = O(γδ log(γε )). It is easy to see that P< approximates the
linear function γ · x with ε-multiplicative-precision on the domain
[
−1+δ
γ ,
1−δ
γ
]
, and observe that
|P<(x)| ≤ 1 for all x ∈ [−1, 1], thereby it satisfies the requirements of Corollary 18. We use singular
value transformation Corollary 18 to construct a Φ ∈ Rm such that
(〈+| ⊗ Π˜)UΦ(|+〉 ⊗Π) = P (SV )<
(
Π˜UΠ
)
=
∑
i
P<(σi)|wi〉〈vi|
which shows that equation (41) is satisfied because P<(x)γ·x is ε-close to 1 on the domain
[
−1+δ
γ ,
1−δ
γ
]
.
We conclude the gate complexity using Lemma 19.
Finally, note that if ‖Σ‖ ≤ 1−δγ in the above theorem then we get that∥∥∥γΠ˜UΠ− (〈+| ⊗ Π˜)UΦ(|+〉 ⊗Π)∥∥∥ ≤ ε,
thereby this procedure gives an efficient way to magnify a projected unitary encoding.
3.5 Singular value discrimination, quantum walks and the fast OR lemma
First we show how to efficiently implement approximate singular value threshold projectors, which
will be the main tool of this section.
Theorem 31 (Implementing singular value threshold projectors). Let U,Π, Π˜ be as in Theorem 17
and let t, δ > 0. Suppose that Π˜UΠ = WΣV † is a singular value decomposition. Then there
is an m = O
(
log(1/ε)
δ
)
and a Φ ∈ Rm such that we have ‖Π≥t+δUΦΠ≥t+δ −Π≥t+δ‖ ≤ ε, and14
‖(〈+| ⊗Π≤t−δ)UΦ(|+〉 ⊗Π≤t−δ)‖ ≤ ε. Moreover, UΦ can be implemented using a single ancilla
qubit with m uses of U and U †, m uses of CΠNOT and m uses of CΠ˜NOT gates and m single qubit
gates.
14Here we implicitly assumed that UΦ is implemented as in Figure 1, with the phase gates as in Figure 1b and the
the |+〉 ancilla state corresponds to the ancilla qubit in Figure 1b.
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Proof. By Lemma 29 we can construct an even polynomial P< ∈ R[x] of degree m = O
(
log(1/ε2)
δ
)
that approximates the rectangle function with ε2/2 precision on the domain [−1, 1] \ (−t− δ,−t+
δ) ∪ (t − δ, t + δ). By Corollary 10 we know that there exists a polynomial P of the same degree
as P< such that <[P ] = P<, moreover P satisfies the conditions of Corollary 8. Use singular value
transformation Theorem 17 to construct a Φ ∈ Rm such that Π˜UΦΠ = P (SV )
(
Π˜UΠ
)
up to precision
ε and observe that ‖Π≥t+δUΦΠ≥t+δ −Π≥t+δ‖ ≤ ε, and ‖(〈+| ⊗Π≤t−δ)UΦ(|+〉 ⊗Π≤t−δ)‖ ≤ ε.
Conclude the gate complexity using Lemma 19.
Note that the above complexity can be improved up to quadratically in terms of scaling with
δ, when the threshold t is close to 1, see, e.g., Lemma 35. For the error of the optimal polynomial
approximation of the step function see the results of Eremenko and Yuditskii [EY11].
We define the singular value discrimination problem as to find out whether a given quantum
state has singular value at most a or it at least b. As we indicated above whenever a and b are
O(|a− b|) close to 1 we can get a quadratic improvement. A simple way to achieve this quadratic
improvement is to perform singular value projection on the complementary singular values rather
than on the original ones, by replacing the matrix Π˜UΠ by the complementary projection (I−Π˜)UΠ.
Theorem 32 (Efficient singular value discrimination). Let 0 ≤ a < b ≤ 1, and let A = Π˜UΠ be a
projected unitary encoding. Let |ψ〉 be a given unknown quantum state, with the promise that |ψ〉 is
a right singular vector of A with singular value at most a or at least b. Then we can distinguish the
two cases with error probability at most ε using singular value transformation of degree
O
(
1
max[b− a,√1− a2 −√1− b2] log
(
1
ε
))
.
Moreover, if a = 0 or b = 1 we can make the error one sided.
Proof. Let us assume that b− a ≥ √1− a2 −√1− b2. First we apply an √ε-approximate singular
value projector on |ψ〉 using Theorem 31, with choosing t := a+b2 and δ := b−a2 , at the end measuring
the projector |+〉〈+|⊗Π. If we find the state in the image of |+〉〈+|⊗Π we conclude that the singular
value is at least b, otherwise we conclude that it is at most a. The correctness and the complexity
follows from Theorem 31. If a = 0 then we make the error one-sided by using singular vector
transformation Theorem 26 with setting δ := b, and measuring Π˜ at the end. Similarly as before if
we find the state in the image of Π˜ we conclude that the singular value is at lest b, otherwise we
conclude that it is 0. The error becomes one-sided because Theorem 26 uses an odd-degree singular
value transformation which always preserves 0 singular values.
The proof of the b−a < √1− a2−√1− b2 case works analogously just changing Π˜ to Π′ := I−Π˜
in the proof, which leads to A′ := Π′UΠ. It is easy to see by Lemma 12 that |ψ〉 is a singular vector
of A′ with singular value at least
√
1− a2 in the first case or with singular value at most √1− b2
in the second case. Also if b = 1 we can make the error one sided since then the corresponding
singular value of |ψ〉 with respect to A′ is 0.
Finally note that if a = 0, then b−a = b ≥ 1−√1− b2 = √1− a2−√1− b2, and if b = 1, then
b− a = 1− a ≤ √1− a2 = √1− a2 −√1− b2, therefore we covered all cases.
The above result can also be used when the input state is promised to be a superposition of
singular values, with the promised bounds. Also in order to distinguish the two cases with constant
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success probability it is enough if most of the amplitude is on singular vectors with singular vectors
satisfying the promise.
3.5.1 Relationship to quantum walks
Now we show how to quickly derive the quadratic speed-ups of Markov chain based search algorithms
using our singular value transformation and discrimination results. Before doing so we introduce
some definitions and notation for Markov Chains.
Let P ∈ Rn×n be a time-independent Markov chain on discrete state space X with |X| = n,
which sends an element x ∈ X to y ∈ X with probability pxy, thereby P is a row-stochastic matrix.
We say that P is ergodic if for a large enough t ∈ N all elements of Pt are non-zero. For an ergodic
P there exists a unique stationary distribution pi such that piP = pi, and we define the time-reversed
Markov chain as P∗ := diag(pi)−1 · PT · diag(pi). We say that P is reversible if it is ergodic and
P∗ = P. For an ergodic Markov chain P we define the discriminant matrix D(P) such that its xy
entry is
√
pxyp∗yx, where p∗yx stands for entries of the time-reversed chain. It is easy to see that
D(P) = diag(pi) 12 · P · diag(pi)− 12 .
This form has several important consequences. First of all the spectrum of P and D(P) coincide,
moreover the vector
√
pi, that we get from pi by taking the square root element-wise, is a left
eigenvector of D(P) with eigenvalue 1. Also from the definition √pxyp∗yx of the xy entry it follows
that for reversible Markov chains D(P) is a symmetric matrix, therefore its singular values and
eigenvalues coincide after taking their absolute value.
In the literature [Sze04, MNRS11, KMOR16] quantum walk based search methods are usually
analyzed with the help of this discriminant matrix. Here we directly use the discriminant matrix
as opposed to the associated quantum walk, significantly simplifying the analysis. Before deriving
our versions of the Markov chain speed-up results we introduce some definitions regarding sets of
marked elements.
For a set of marked elementM ⊆ X, we denote by DM (P) the matrix that we get after setting to
zero the rows and columns of D(P) corresponding to the marked elements. For an ergodic Markov
chain P we define the hitting time HT (P,M) as the expected number of step of the Markov chain
before reaching the first marked element, if started from the stationary15 distribution pi. We denote
the probability that an element is marked in the stationary distribution by pM :=
∑
x∈M pix. Now
we invoke some results about the connection between the hitting time and the discriminant matrix,
which are proven for example in [KMOR16, Proposition 2] and [Gil14, Lemma 10].
Lemma 33 (Relationship between the hitting time and the discriminant matrix). Let P be a
reversible Markov chain and M a set of marked elements. Let (vi, λi) be the eigenvector-eigenvalue
pairs of DM (P), then
HT (P,M) =
n∑
i=1
|〈vi,
√
pi〉|2
1− λi − pM , and
n∑
i=1
|〈vi,
√
pi〉|2
1− |λi| ≤ 2
n∑
i=1
|〈vi,
√
pi〉|2
1− λi (42)
The following result shows how the presence of marked elements can be detected quadratically
faster using singular value discrimination compared to using the corresponding classical Markov
chain. A slightly less general version of this result was proven by Szegedy [Sze04].
15Here we follow the convention of Szegedy [Sze04, Equation (15)], and define hitting time without conditioning
on the stationary distribution to unmarked vertices.
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Corollary 34 (Detecting marked elements in a reversible Markov chain). Let P be a reversible
Markov chain, and M ⊆ X a set of marked elements. Let U be a unitary and Π˜,Π orthogonal
projectors. Suppose that B, B˜ are orthogonal bases, such that representing the matrix of Π˜UΠ in
the bases B → B˜ we have that
Π˜UΠ =
[
DM (P) 0
0 .
]
.
Suppose that we are given a copy of |pi〉 := ∑x∈X √pix|x〉, where |x〉 : x ∈ X are the first n basis
elements in B. Then we can distinguish with constant one sided error the case HT(P,M) ≤ K from
the case M = ∅ (i.e., HT(P,M) =∞) with singular value transformation of degree O(√K + 1).
Proof. Suppose that M 6= ∅. Let (|vi〉, λi) : i ∈ [n] be the eigenvector and eigenvalue pairs of the
DM (P) block of Π˜UΠ. By Lemma 33 we have that
n∑
i=1
|〈vi|pi〉|2
1− |λi| ≤ 2HT(P,M) + 2pM ≤ 2(K + 1).
By Markov’s inequality we have that ∑
i : |λi|≥1− 112(K+1)
|〈vi|pi〉|2 ≤ 1
6
,
and so
∥∥∥Π≤1− 1
12(K+1)
|pi〉
∥∥∥2 ≥ 56 . On the other hand if M = ∅, then DM (P) = D(P), and
‖D(P)|pi〉‖ = 1. Therefore we can apply our singular value discrimination result Theorem 32
to distinguish the two cases M = ∅ and HT(P,M) ≤ K using singular value transformation of
degree O(√K + 1).
The above result shows how to detect the presence of marked elements quadratically faster than
the classical hitting time. In practice one usually also wants to find a marked element, and quantum
walks are also good at solving this problem. In order to show the connection to the literature of
quantum walk based search algorithms we define some additional notation.
First we define the standard implementation procedures for Markov chains together with their
associated costs following Magniez et al. [MNRS11]. We slightly generalize the usual approach
fitting our singular value transformation framework. Let us fix an orthogonal basis B, such that
the first n elements of B are labeled by |x〉d : x ∈ X. We define the following costs an operations
with their matrices represented in the basis B.
U : Update cost U. The cost of implementing CΠNOT and U gates such that
ΠUΠ =
[
D(P) 0
0 .
]
. (43)
C : Checking cost C. The cost of implementing a CΠMNOT gate such that for all x ∈
M : ΠM |x〉d = |x〉d and for all x ∈ X \M : ΠM |x〉d = 0. This implies that
(I −ΠM )ΠUΠ(I −ΠM ) =
[
DM (P) 0
0 .
]
.
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S : Setup cost S. The cost of preparing the stationary state in basis B: |pi〉 := ∑x∈X √pix|x〉d.
First we would like to describe how these operators are usually implemented in the literature.
Usually P is represented using basis elements |x〉d = |0〉|x〉|dx〉, where the |dx〉 register stores some
data associated with the vertex x, which enables efficient implementation of the update procedure.
The unitary U is usually implemented using a product of state preparation unitaries U = U †LUR:
UR : |0〉|x〉|dx〉 →
∑
y∈[n]
√
pxy|x〉|y〉|dxy〉 ∀x ∈ X (44)
UL : |0〉|y〉|dy〉 →
∑
x∈[n]
√
p∗yx|x〉|y〉|dxy〉 ∀y ∈ X (45)
We assume for simplicity that 0 /∈ X, resulting in a helpful “free” label, and also let us assume that
the first register is n+ 1 dimensional and the second register is n dimensional. If the third register
is one-dimensional (i.e., we can just trivially omit it), by equations (44)-(45) we get that
(|0〉〈0| ⊗ I)U(|0〉〈0| ⊗ I) =
[
D(P) 0
0 0
]
.
If the data structure register is non-trivial, we can still conclude that
(|0〉〈0| ⊗ I)U(|0〉〈0| ⊗ I) =
[
D(P) .
. .
]
,
however we need a slightly stronger assumption about U . We assume that UL, UR are imple-
mented such that the block-matrices next to D(P) are 0 as in (43). This is implicitly assumed16
in [MNRS11], and a sufficient condition is presented in the work of Childs et al. [CJKM13].
Before solving the above problem, we invoke a useful polynomial approximation result due to
Dolph [Dol46].
Lemma 35 (Optimal polynomial approximation of a windowing function on a bounded interval).
For all ε ∈ (0, 1] and n ∈ N we have that17
argmax
P∈R[x]
(
max
{
λ : ‖P (x)‖[−λ,λ] ≤ ε
})
= Tn(xT1/n(1/ε)),
where argmax is over all real degree-n polynomials satisfying ‖P‖[−1,1] ≤ 1, and P (±1) = (±1)n.
Moreover, for any δ ∈ (0, 1) for some n = O
(
1√
δ
log(1ε )
)
we have that∥∥Tn(xT1/n(1/))∥∥[−1+δ,1−δ] ≤ ε.
Notably, the phase sequence required to implement this polynomial using quantum signal pro-
cessing is expressed in closed-form in the work of Yoder et al. [YLC14].
16This assumption is necessary for the correctness of the analysis in [MNRS11], however it is not explicitly stated.
17The standard generalization of Chebyshev polynomials to non-integer degree y is Ty(x) ≡ cosh(y arccosh(x)) ≡
cos(y arccos(x)).
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Theorem 36 (Quadratic speed-up for finding marked elements of a Markov chain). Let P be a
reversible Markov chain, such that the singular value gap18 of D(P) is at least δ, and the set of
marked elements M is such that pM ≥ ε. Then we can find a marked element with high probability
in complexity of order S+ 1√
ε
(
C+
√
1
δ log
(
1
ε
)
U
)
.
Proof. First we apply singular value transform on ΠUΠ using an ε-approximation of the zero-
function given by Lemma 35 in order to get UΦ with all 6= 1 singular values of D(P) shrunk below
a level of O(ε). Then the top-left block of ΠUΦΠ is O(ε)-close to |pi〉〈pi|, and the implementation of
UΦ has complexity O
(√
1
δ log
(
1
ε
)
U
)
. We pretend that the top-left block is |pi〉〈pi|, in which case we
seem to have that ΠMΠUΦΠ =
√
pM |piM 〉〈pi|, where |piM 〉 :=
∑
x∈M
√
pix|x〉d√
pM
. Then we apply singular
vector transform to get a constant approximation of |piM 〉〈pi| in the top-left block, and apply it to the
state |pi〉 in order to find a marked element with high probability. Finally, we use the robustness of
singular value transformation Lemma 22 to show that we can indeed dismiss the O(ε) discrepancy
between ΠUΦΠ and |pi〉〈pi|.
Note that the above algorithm is simpler and more efficient than the phase estimation based
algorithm of [MNRS11]. However note, that Magniez et al. [MNRS11] showed how to remove the
log(1ε ) factor completely using a more involved procedure.
Finally note that it is known that a unique marked element can be found using a quantum walk
quadratically faster than the hitting time. However, it is an open question whether in the presence
of multiple marked elements the quadratic advantage can be retained.19 For more details see the
work of Krovi et al. [KMOR16]. They use an interpolated matrix between D(P) and DM (P) –
which is an idea very naturally fitting our framework, see for example Lemma 52. We believe that
the algorithms of Krovi et al. [KMOR16] for finding marked elements can also be cast in our singular
value transformation framework, but we leave the discussion of these algorithms for future work.
3.5.2 Fast QMA amplification and fast quantum OR lemma
We show how the fast QMA amplification result of Nagaj et al. [NWZ09] follows directly from our
singular value discrimination results. In order to state the result we invoke the definition of the
language class QMA.
Definition 37 (The language class QMA). Let L ⊆ {0, 1}∗ be a language of yes and no instances
L = Lyes
.∪ Lyes. The language L belongs to the class QMA if there exists a uniform family of
quantum verifier circuits V working on n = poly(|x|) qubits using m = poly(|x|) ancillae and two
numbers 0 ≤ b < a ≤ 1 satisfying 1a−b = O(poly(|x|)) such that for all x in
Lyes : there exists an n-qubit witness |ψ〉 such that upon measuring the state V |ψ〉|0〉m the probability
of finding the first qubit in state |1〉 has probability at least a.
18We define the singular value gap as the difference between the two largest singular values. For a reversible Markov
chain the singular values of D(P) are the same as the absolute values of the eigenvalues of P. Note however, that
this is not strictly necessary, we could work with the eigenvalues too using eigenvalue transformation results, such as
Theorem 56.
19One can show that pM = Ω
(
1
HT (P,M)
)
, therefore using amplitude amplification one can find a marked element
quadratically faster, however with a large S cost. The appeal of the quantum walk algorithms is that they only use
the setup procedure a very few times.
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Lno : for any n-qubit state |φ〉 upon measuring the state V |φ〉|0〉m the probability of finding the first
qubit in state |1〉 has probability at most b.
Now we are ready to reprove the result of Nagaj et al. [NWZ09]:
Theorem 38 (Fast QMA amplification). Suppose that we have a language in QMA as in Defini-
tion 37. We can modify the verifier circuit V such that the acceptance probabilities become a′ := 1−ε
and b′ := ε using singular value transformation of degree O
(
1
max[
√
a−√b,√1−b−√1−a] log
(
1
ε
))
.
Proof. Observe that by Definition 37 for all x ∈ Lyes we have that∥∥(|1〉〈1| ⊗ In+m−1)V (In ⊗ |0〉〈0|⊗m)∥∥ ≥ √a,
and for all x ∈ Lno we have that∥∥(|1〉〈1| ⊗ In+m−1)V (In ⊗ |0〉〈0|⊗m)∥∥ ≤ √b.
After applying a singular value discrimination circuit for discriminating singular values below
√
b
and above
√
a we get a circuit that in the former case accepts some witness |ψ〉 with probability at
least 1− ε and in the latter case rejects every state |φ〉 with probability at least 1− ε.
Finally we show how to quickly derive a slightly improved version of the fast quantum OR lemma
of Brandão et al. [BKL+17]. We use the main ideas of the proof of the original quantum OR lemma
of Harrow et al. [HLM17] in a way similar to the approach of Brandão et al. [BKL+17].
Theorem 39 (Fast quantum OR lemma). Let m ∈ N, let Πi : i ∈ [m] be orthogonal projectors and
let η, ν ∈ (0, 12 ]. Suppose we are given one copy of a quantum state ρ with the promise that either
(i) there exists some i ∈ [m] such Tr[ρΠi] ≥ 1− η, or
(ii) 1m
∑m
j=1 Tr[ρΠj ] ≤ ν.
Suppose that we have access20 to an operator V such that (〈i|⊗I)V (|i〉⊗I) =CΠiNOT for all i ∈ [m].
Then for all ε ∈ (0, 12 ] we can construct an algorithm which, in case (i) accepts ρ with probability at
least (1−η)
2
4 −ε, and in case (ii) it accepts ρ with probability at most 5mν+ε. Moreover, the algorithm
uses V and its inverse a total number of O(√m log(1ε)) times and uses O(√m log(m) log(1ε)) other
gates and O(log(m)) ancilla qubits.
Proof. Let us defineA := 1m
∑m
i=1(I−Πi). First observe that I−Πi = (|0〉〈0| ⊗ I)CΠiNOT(|0〉〈0| ⊗ I).
Let a := dlog2(m+ 1)e+ 1 and let U be a unitary that implements the map |0〉a−1 → 1√m
∑m
i=1|i〉,
and let us define V˜ :=
(
U † ⊗ I)V (U ⊗ I) and Π := |0〉〈0|a⊗I. Then it is easy to see that A = ΠV˜Π.
Now let λ := 1−η2m , in case (i) Harrow et al. [HLM17, Corollary 11] proved that
Tr[ρΠ≤1−λ] ≥ (1− η)2/4. (46)
20Brandão et al. [BKL+17] assumes access to a multiply-controlled reflection operator instead of V , but it is easy
to see that such an operator can be easily transformed to the operator required here using a single qubit by applying
phase-kickback.
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On the other hand in case (ii) we have that Tr[ρA] ≥ 1− ν. Using Markov’s inequality we get
Tr
[
ρΠ≤1− 4
5
λ
]
≤ ν4
5λ
=
5mν
2(1− η) ≤ 5mν. (47)
Finally, we apply ε-precise singular value discrimination on ρ with a := 1− λ and b := 1− 45λ.
The correctness follows from (46)-(47) and Theorem 32. The complexity statement follows from
Theorem 32, Lemma 19 and the fact that U can be implemented using O(log(m)) one- and two-qubit
gates.
3.6 “Non-commutative measurements” and singular value estimation
Preparing ground states of local Hamiltonians is a notoriously hard problem. However, under
the conditions of the quantum Lovász Local Lemma, the local Hamiltonian is guaranteed to be
frustration-free as shown by Ambainis et al. [AKS12]. As shown by Sattath and Arad [SA15] and
Schwarz et al. [SCV13] under same conditions the problem becomes efficiently solvable when the
local Hamiltonian terms commute. The non-commuting case is more difficult, but under a gap-
promise Gilyén and Sattath [GS17] showed that a ground state can be efficiently prepared.
Gilyén and Sattath [GS17] essentially reduced the state preparation problem to solving the fol-
lowing task: Given two (non-commuting) orthogonal projectors ΠF and Πc and quantum state
|ψ〉 ∈ img(ΠF ) perform a “non-commutative” measurement in the following sense. If |ψ〉 ∈
img
(
ΠF
) ∩ ker(Πc) then output 0 and leave the state intact, otherwise if |ψ〉 is a right singular
vector of ΠcΠF with singular value greater than 0, then output 1 and “rotate” the state |ψ〉 to the
corresponding left singular vector of ΠcΠF which in turn lies in img(Πc). They showed how to
implement such a quantum channel using a combination of weak measurements and the quantum
Zeno effect, however their quantum channel does not preserve coherence between singular vectors
with different singular values. The complexity of their implementation is essentially O
(
log(1/ε)
ες2
)
,
where ς is the smallest non-zero singular value of ΠcΠF , and ε is the desired maximum failure
probability.
Gilyén and Sattath [GS17] called exact quantum channel the procedure which solves the above
problem, but also preserves coherence between singular vectors with different singular values. In
their paper it was unclear how to efficiently implement such a “non-commutative” measurement.
However note, that the techniques developed in this paper result in an efficient implementation. In-
deed, by setting A := ΠcΠF this task can be solved with maximal failure probability ε using singular
value transformation Theorem 26, with O
(
log(1/ε)
ς
)
uses of CΠFNOT, CΠcNOT and other two-qubit
gates. This improves the ε dependence exponentially and improves the ς dependence quadratically,
while solves a qualitatively stronger problem. These improvements also greatly improve the final
complexity of the main algorithm presented in [GS17].
Finally, we turn to the singular value estimation results of Kerenidis an Prakash [KP17b].
Kerenidis and Prakash mostly use singular value estimation in order to implement singular vec-
tor projectors, with similar complexity to that of Theorem 31. However, to our knowledge, there is
an unresolved issue in their implementation procedure, stemming from the ambiguity of the phase
labels produced by phase estimation. Using our techniques combined with ideas of Chakraborty et
al. [CGJ18], we show an alternative approach to singular value estimation.
Suppose that A = Π˜UΠ, and we would like to perform singular value estimation of A. The main
idea is to first implement an operator V such that (I ⊗Π)V (I ⊗Π) = ∑2n−1t=0 |t〉〈t| ⊗ T (SV )2t (A).
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This can be done by using controlled quantum walk steps, i.e., using controlled alternating phase
modulation sequences with phases as in Lemma 9. Suppose that |ψj〉 ∈ img(Π) is a right singular
vector of A with singular value cos(θj), then
(I ⊗Π)V (H⊗n ⊗ I)|0〉n|ψj〉 = (I ⊗Π)V 1√
2n
2n−1∑
t=0
|t〉|ψj〉 = 1√
2n
2n−1∑
t=0
cos(2tθj)|t〉|ψj〉.
One can show that the norm of this state Nj is always bigger than some constant c. However, the
problem is that the norm Nj depends on the singular value cos(θj). Fortunately we can use singular
vector transformation using the projected unitary encoding (I ⊗Π)V (H⊗n ⊗ I)(|0〉〈0|⊗n ⊗Π) by
Theorem 26 in order to ε-approximate the map |0〉n|ψj〉 → 1√2n
∑2n−1
j=0
cos(2tθj)
Nj
|t〉|ψj〉. Applying a
Fourier transform on the first (time) register, and taking half of the absolute value of the resulting
estimation solves the singular value estimation problem. The correctness can be seen using the
usual analysis of quantum phase estimation [CEMM98] by utilizing the identity cos(x) = e
ix+e−ix
2 .
For more details see [CGJ18, version 2].
3.7 Direct implementation of the Moore-Penrose pseudoinverse
Suppose Π˜UΠ = A and A = WΣV † is a singular value decomposition. Then the pseudo-inverse
of A is A+ = V Σ+W †, where Σ+ contains the inverses of the diagonal elements of Σ, except for 0
entries which remain 0.
Now it is pretty straightforward to proceed using our singular value transformation methods.
Suppose that all non-zero singular values are at least δ. Let P< be an odd real polynomial that
ε-approximates the function δ/(2x) on the domain [−1, 1] \ (−δ, δ), then P (SV )< (A†) = ΠU †ΦΠ˜
ε-approximates δ2A
+. The only thing remaining is to construct a relatively low-degree odd polyno-
mial P< that achieves the desired approximation, and which is bounded by 1 in absolute value on
[−1, 1], in order to be able to apply Corollary 18. Childs et al. [CKS17, Lemmas 17-19] constructed
a useful polynomial for improving the HHL algorithm, which we can use after some adjustments.
Lemma 40. (Polynomial approximations of 1/x, [CKS17, Lemmas 17-19]) Let κ > 1 and ε ∈ (0, 12).
For b =
⌈
κ2 log(κ/ε)
⌉
the odd function
f(x) :=
1− (1− x2)b
x
is ε-close to 1/x on the domain [−1, 1] \ (− 1κ , 1κ). Let J :=
⌈√
b log(4b/ε)
⌉
, then the O(κ log(κε ))-
degree odd real polynomial
g(x) := 4
J∑
j=0
(−1)j
[∑b
i=j+1
(
2b
b+i
)
22b
]
T2j+1(x)
is ε-close to f(x) on the interval [−1, 1], moreover |P (x)| ≤ 4J = O(κ log(κε )) on this interval.
Theorem 41 (Implementing the Moore-Penrose pseudoinverse). Let U,Π, Π˜ be as in Theorem 17
and let 0 < ε ≤ δ ≤ 12 . Suppose that A = Π˜UΠ = WΣV † is a singular value decomposition. Let
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Π0,≥δ := Π=0 + Π≥δ and similarly Π˜0,≥δ := Π˜=0 + Π˜≥δ. Then there is an m = O
(
1
δ log(
1
ε )
)
and an
efficiently computable Φ ∈ Rm such that14∥∥∥∥(〈+| ⊗Π0,≥δ)UΦ(|+〉 ⊗ Π˜0,≥δ)−Π0,≥δ(δ2 ·A+
)
Π˜0,≥δ
∥∥∥∥ ≤ ε. (48)
Moreover, UΦ can be implemented using a single ancilla qubit with m uses of U and U †, m uses of
CΠNOT and m uses of CΠ˜NOT gates and m single qubit gates.
Proof. Using Lemma 40 we can construct an odd polynomial P (x) of degree O(log(1/ε)/δ) that
ε
3 -approximates the function
δ
2x on the domain [−1, 1] \ (− δ2 , δ2), and is less than 1 on this domain.
Let us define Pmax := maxx∈[−1,1] |P (x)| and observe that Pmax = O
(
log(1ε )
)
. Let us also construct
an even polynomial P ′ of degree O(log(1/ε)/δ) using Lemma 29 setting t := 34δ, δ′ := δ4 and
ε′ := min
(
ε
3 ,
1
Pmax
)
that ε′-approximates the rectangle function. Finally let P< := P · (1 − P ′),
which is and odd real polynomial of degree m = O(log(1/ε)/δ). It is easy to see that P< ε-
approximates δ2x on the domain [−1, 1] \ (− δ2 , δ2), moreover P< is bounded by 1 in absolute value on
[−1, 1]. Finally, we apply real singular value transformation on A† = ΠU †Π˜ using the polynomial
P< by Corollary 18, and conclude the gate complexity using Lemma 19.
Note that the ε ≤ δ assumption in the above statement is quite natural, but it is not necessary,
and can be removed by using our general polynomial approximation results, see Corollary 69.
3.8 Applications in quantum machine learning
The ability to transform singular values is central to the operation of many popular machine learning
methods. Quantum machine learning methods such as quantum support vector machines [RML14],
principal component analysis [LMR14, WK17], regression [HHL09, WBL12, CKS17, CGJ18], slow
feature analysis [KL18], Gibbs sampling [CS17, AGGW17] and in turn training Boltzmann ma-
chines [AAR+18, KW17] all hinge upon this idea. These results are among the most celebrated in
quantum machine learning, showing that singular value transformation has substantial impact on
this field of quantum computing.
Many quantum algorithms for basic machine learning problems, such as ordinary least squares,
weighted least squares, generalized least squares, were studied in a series of works [HHL09, WBL12,
CKS17, CGJ18]. We do not examine these problems case-by-case, but point out that they can all
be reduced to implementing the Moore-Penrose pseudoinverse and matrix multiplication, therefore
they can be straightforwardly implemented by Theorem 41 and Lemma 53 (to be discussed in
Subsection 4.4) within our framework.
We demonstrate how to apply our singular value transformation techniques to quantum machine
learning by developing a new quantum algorithm for principal component regression. This machine
learning algorithm is closely related to principal component analysis (PCA), which is a tool that is
commonly used to reduce the effective dimension of a model by excising irrelevant features from it.
The PCA method is quite intuitive, it simply involves computing the covariance matrix for a data set
and then diagonalizing it. The eigenvectors of the covariance matrix then represent the independent
directions of least or greatest variation in the data. Dimension reduction can be achieved by culling
out any components that have negligibly small variation over them. This technique has many
applications ranging from anomaly detection to quantitative finance. Quantum algorithms are
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known for this task and can lead to substantial speed-ups under appropriate assumptions about the
data and the oracles used to provide it to the algorithm [LMR14, KLL+17].
Principal component regression is identical in spirit to principal component analysis. Rather
than simply truncating small eigenvalues of the covariance matrix for a data set, principal component
regression aims to approximately reconstruct a target vector on a domain/range that is spanned
by the right or left singular vectors with large singular values. A least-squares type estimation of
the target vector within this subspace of the data can be found by performing a singular vector
transformation. This can provide a more flexible and powerful approach to dimensionality reduction
than ordinary principal component analysis permits.
The problem of principal component regression can be formally stated as follows [FMMS16]:
given a matrix A ∈ Rn×d, a vector b ∈ Rn and a threshold value 0 < ς, find x ∈ Rd such that
x = argminx∈Rd
∥∥∥Π˜≥ςAΠ≥ςx− b∥∥∥, (49)
where Π˜≥ς ,Π≥ς denote left and right singular value threshold projectors. A closed-form expression
for the optimal solution of (49) is given by x = Π≥ςA+Π˜≥ςb = A+Π˜≥ςb.
As the following corollary shows, our singular value transformation techniques give rise to an
efficient quantum algorithm for implementing Π≥ςA+Π˜≥ς , and thus principal component regression.
Corollary 42 (Implementing the threshold pseudoinverse). Let U,Π, Π˜ form a projected unitary
encoding of the matrix A, and let ε, δ ∈ (0, 12 ] and 0 < ς < 1. Suppose that A = Π˜UΠ = WΣV †
is a singular value decomposition of the projected unitary encoding of A. Then there is an m =
O(1δ log(1ε )) and an efficiently computable Φ ∈ Rm such that14∥∥∥(〈+| ⊗ (Π−Π[ς−δ,ς+δ]))UΦ(|+〉 ⊗ (Π˜− Π˜[ς−δ,ς+δ]))−Π≥ς( ς2A+)Π˜≥ς∥∥∥ ≤ ε. (50)
Moreover, UΦ can be implemented using a single ancilla qubit with m uses of U and U †, m uses of
CΠNOT and m uses of CΠ˜NOT gates and m single qubit gates.
Proof. We can implement this operator by first applying a singular value threshold projector Π˜≥ς
according to Theorem 31, followed by performing the Moore-Penrose pseudoinverse A+ as in The-
orem 41.
Implementing these two operations separately is actually suboptimal. In order to get the stated
result we simply take the polynomials used for singular value transformation in Theorem 31 and
Theorem 41, then take their product and implement singular value transformation according to the
product polynomial. The complexity statement can be proven similarly to the proofs of Theorem 31
and Theorem 41.
Given a unitary preparing a quantum state |b〉 we can approximately solve principal component
regression by applying an approximation of Π≥ς
(
ς
2A
+
)
Π˜≥ς to |b〉, and then applying amplitude
amplification to get |x〉. Strictly speaking, in order for this to work as required by (49), we would
need to have the promise that |b〉 does not have an overlap with left singular vectors that have
eigenvalues in [ς − δ, ς + δ], while it does have a non-negligible overlap with left singular vectors
having singular value > ς + δ. In fact, due to the nature of singular value transformation, for
a left singular vector |wj〉 with singular value ςj ∈ [ς − δ, ς + δ] the procedure still performs a
meaningful operation: it maps |wj〉 → f(ςj)|vj〉, such that f(ςj) ∈ [−1, 1]. It is plausible to
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believe that the transition behavior on [ς − δ, ς + δ] would in practice not significantly degrade the
performance of typical machine learning applications, therefore the promise of not having singular
values in [ς − δ, ς + δ] is probably not crucial. Also note that an essentially quadratic improvement
to the runtime of the above procedure can be achieved using variable-time amplitude amplification
techniques [Amb12, CKS17, CGJ18].
Finally, we briefly discuss a recently developed quantum machine learning algorithm which is sig-
nificantly more complex then the previous algorithm, but can still be easily fitted to our framework.
Kerenidis and Luongo recently proposed a quantum algorithm for slow feature analysis [KL18]. The
main ingredient of their algorithm is to apply a threshold projection on some input state, i.e., to
project onto the subspace spanned by the singular vectors of a matrix with singular values smaller
than a certain threshold. Their algorithm is based on singular value estimation, whereas our The-
orem 31 approaches the same problem in a more direct way, by transforming the singular values
according to a threshold function.
In the first step of the quantum algorithm of Kerenidis and Luongo, the task is to implement
Y := V Σ−1V † for a given input matrix X = WΣV †. In our framework this can be performed
analogously to Theorem 41 using singular value transformation; the only difference is that one
needs to use an even polynomial approximation of 1x , for example given by Corollary 67. In the
next step, one needs to implement singular value threshold projection using the matrix X˙Y for a
given “derivative” matrix X˙. Taking the product21 of the two matrices can be implemented using
Lemma 53, after which we can use our Theorem 31 to implement singular value threshold projection.
4 Matrix Arithmetics using blocks of unitaries
In this section we describe a generic toolbox for implementing matrix calculations on a quantum
computer in an operational way, representing the vectors as quantum states. The matrix arithmetics
methodology we propose carries out all calculations in an operational way, such that the matrices
are represented by blocks of unitary operators of the quantum system, thereby can in principle result
in exponential speed-ups in terms of the dimension of the matrices. The methodology we describe
is a distilled version of the results of a series of works on quantum algorithms [HHL09, BCC+15,
CKS17, LC16, AGGW17, CGJ18].
We present the results in an intuitively structured way. First we define how to represent arbitrary
matrices as blocks of unitaries, and show how to efficiently encode various matrices this way. Then
we show how to implement addition and subtraction of these matrices, and finally show how to
efficiently obtain products of block-encoded matrices. In order to make the results maximally
reusable we also give bounds on the propagation of errors arising from inaccurate encodings.
4.1 Block-encoding
We introduce a definition of block-encoding which we are going to work with in the rest of the
paper. The main idea is to represents a subnormalized matrix as the upper-left block of a unitary.
U =
[
A/α .
. .
]
=⇒ A = α(〈0| ⊗ I)U(|0〉 ⊗ I)
21In case we would have a subnormalized version of X˙, in order to get maximal efficiency, it usually worth amplifying
X˙ using Theorem 30 before taking the product X˙Y .
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Definition 43 (Block-encoding). Suppose that A is an s-qubit operator, α, ε ∈ R+ and a ∈ N, then
we say that the (s+ a)-qubit unitary U is an (α, a, ε)-block-encoding of A, if∥∥A− α(〈0|⊗a ⊗ I)U(|0〉⊗a ⊗ I)∥∥ ≤ ε.
Note that since ‖U‖ = 1 we necessarily have ‖A‖ ≤ α + ε. Also note that using the above
definition it seems that we can only represent square matrices of size 2s × 2s. However, this is not
really a restriction. Suppose that A ∈ Cn×m, where n,m ≤ 2s. Then we can define an embedding
matrix denoted by Ae ∈ C2s×2s such that the top-left block of Ae is A and all other elements
are 0. This embedding is a faithful representation of the matrices. Suppose that A,B ∈ Cn×m
are matrices, then Ae + Be = (A + B)e. Moreover, suppose C ∈ Cm×k for some k ≤ 2s, then
Ae · Ce = (A · C)e.
The above defined block-encoding is a special case of the projected-encoding of Definition 11,
therefore we can later apply our singular value transformation results for block-encoded matrices.
In this manner the advantage of block-encoding is that the CΠNOT gate which is required in order
to implement the gates of Figure 1 is just a Toffoli gate on a+ 1 qubits, which can be implemented
by O(a+ 1) two-qubit gates and using a single additional ancilla qubit [HLZ+17].
4.2 Constructing block-encodings
Definition 44 (Trivial block-encoding). A unitary matrix is a (1, 0, 0)-block-encoding of itself.
If we ε-approximately implement a unitary U using a ancilla qubits via a unitary U˜ acting
jointly on the system and the ancilla qubits, then U˜ is an (1, a, ε)-block-encoding of U . This is also
a rather trivial encoding. Note that we make a slight distinction between ancilla qubits that are
exactly returned to their original state after the computation and the ones that might pick up some
error. The latter qubits we will treat as part of the encoding, and the former qubits we usually
treat separately as purely ancillary qubits.
Now we present some non-trivial ways for constructing block-encodings, which will serve as a
toolbox for efficiently inputting and representing matrices for arithmetic computations on a quantum
computer. We will denote by Iw a w-qubit identity operator, and let SWAPw denote the swap
operation of two w-qubit register. We denote by CNOT the controlled not gate that targets the
first qubit. When clear from the context we use simply notation |0〉 to denote |0〉⊗w.
First we show following Low and Chuang [LC16], how to create a block-encoding of a purified
density operator. This technique can be used in combination with the optimal block-Hamiltonian
simulation result Theorem 58, in order to get much better simulation performance, compared to
density matrix exponentiation techniques [LMR14, KLL+17] which does not use purification. This
result can be generalized for subnormalized density operators too, for more details see [AG18].
Lemma 45 (Block-encoding of density operators). Suppose that ρ is an s-qubit density operator
and G is an (a+ s)-qubit unitary that on the |0〉|0〉 input state prepares a purification |0〉|0〉 → |ρ〉,
s.t. Tra|ρ〉〈ρ| = ρ. Then (G† ⊗ Is)(Ia ⊗ SWAPs)(G⊗ Is) is a (1, a+ s, 0)-block-encoding of ρ.
Proof. Let r be the Schmidt-rank of ρ, let {|ψk〉 : k ∈ [2s]} be an orthonormal basis, let {|φk〉 : k ∈
[r]} be an orthonormal system and let p ∈ [0, 1]2s be such that |ρ〉 = ∑rk=1√pk|φk〉|ψk〉 and p` = 0
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for all ` ∈ [2s] \ [r]. Then for all i, j ∈ [2s] we have that
〈0|⊗a+s〈ψi|(G† ⊗ Is)(Ia ⊗ SWAPs)(G† ⊗ Is)|0〉⊗a+s|ψj〉 =
= 〈ρ|〈ψi|(Ia ⊗ SWAPs)|ρ〉|ψj〉
=
(
r∑
k=1
√
pk〈φk|〈ψk|
)
〈ψi|(Ia ⊗ SWAPs)
(
r∑
`=1
√
p`|φ`〉|ψ`〉
)
|ψj〉
=
(
r∑
k=1
√
pk〈φk|〈ψk|〈ψi|
)(
r∑
`=1
√
p`|φ`〉|ψj〉|ψ`〉
)
=
√
pjpiδij
= 〈ψi|ρ|ψj〉.
Apeldoorn and Gilyén [AG18] recently also showed that an implementation scheme for a POVM
operator can also be easily transformed to block-encoding of the POVM operators. By an imple-
mentation scheme we mean a quantum circuit U that given input ρ and a ancilla qubits, it sets a
flag qubit to 0 with probability Tr[ρM ].
Lemma 46 (Block-encoding of POVM operators). Suppose that U is an a+ s qubit unitary, which
implements a POVM operator M with ε-precision such that for all s-qubit density operator ρ∣∣∣Tr[ρM ]− Tr[U(|0〉〈0|⊗a ⊗ ρ)U †(|0〉〈0|⊗1 ⊗ Ia+s−1)]∣∣∣ ≤ ε. (51)
Then (I1 ⊗ U †)(CNOT⊗ Ia+s−1)(I1 ⊗ U) is a (1, 1 + a, ε)-block-encoding of the matrix M .
Proof. First observe that by the cyclicity of trace we have that
Tr
[
U
(|0〉〈0|⊗a ⊗ ρ)U †(|0〉〈0| ⊗ Ia+s−1)] = Tr[U(|0〉⊗a ⊗ I)ρ(〈0|⊗a ⊗ I)U †(|0〉〈0| ⊗ Ia+s−1)]
= Tr
[
ρ
(〈0|⊗a ⊗ I)U †(|0〉〈0| ⊗ Ia+s−1)U(|0〉⊗a ⊗ I)].
Together with (51) this implies that for all ρ density operator∣∣∣Tr[ρ(M − (〈0|⊗a ⊗ I)U †(|0〉〈0| ⊗ Ia+s−1)U(|0〉⊗a ⊗ I))]∣∣∣ ≤ ε,
which is equivalent to saying that
∥∥M − (〈0|⊗a ⊗ I)U †(|0〉〈0| ⊗ Ia+s−1)U(|0〉⊗a ⊗ I)∥∥ ≤ ε. We can
conclude by observing that(〈0|⊗a ⊗ I)U †(|0〉〈0| ⊗ Ia+s−1)U(|0〉⊗a ⊗ I) =
=
(
〈0|⊗1+a ⊗ I
)(
I1 ⊗ U †
)
(CNOT⊗ Ia+s−1)
(
I1 ⊗ U
)(
|0〉⊗1+a ⊗ I
)
.
Now we turn to a more traditional way of constructing block-encodings via state preparation.
This is a common technique for example to implement quantum walks. Note that we introduce the
notation [n]− 1 to denote the set {0, 1, . . . , n− 1}.
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Lemma 47 (Block-encoding of Gram matrices by state preparation unitaries). Let UL and UR
be “state preparation” unitaries acting on a + s qubits preparing the vectors {|ψi〉 : i ∈ [2s] − 1},
{|φj〉 : j ∈ [2s]− 1}, s.t.
UL : |0〉|i〉 → |ψi〉
UR : |0〉|j〉 → |φj〉.
Then U = U †LUR is an (1, a, 0)-block-encoding of the Gram matrix A such that Aij = 〈ψi|φj〉.
Based on the above idea one can efficiently implement block-encodings of sparse-access matrices.
Lemma 48 (Block-encoding of sparse-access matrices). Let A ∈ C2w×2w be a matrix that is sr-row-
sparse and sc-column-sparse, and each element of A has absolute value at most 1. Suppose that we
have access to the following sparse-access oracles acting on two (w + 1) qubit registers
Or : |i〉|k〉 → |i〉|rik〉 ∀i ∈ [2w]− 1, k ∈ [sr], and
Oc : |`〉|j〉 → |c`j〉|j〉 ∀` ∈ [sc], j ∈ [2w]− 1, where
rij is the index for the j-th non-zero entry of the i-th row of A, or if there are less than i non-zero
entries, then it is j+2w, and similarly cij is the index for the i-th non-zero entry of the j-th column
of A, or if there are less than j non-zero entries, then it is i+2w. Additionally assume that we have
access to an oracle OA that returns the entries of A in a binary description
OA : |i〉|j〉|0〉⊗b → |i〉|j〉|aij〉 ∀i, j ∈ [2w]− 1, where
aij is a b-bit binary description22 of the ij-matrix element of A. Then we can implement a
(
√
srsc, w + 3, ε)-block-encoding of A with a single use of Or,Oc, two uses of OA and addition-
ally using O(w + log2.5( srscε )) one and two qubit gates while using O(b, log2.5( srscε )) ancilla qubits.
Proof. We proceed by constructing state preparation unitaries in the spirit of Lemma 47. We will
work with 3-registers the first of which is a single qubit register, and the other two registers have
(w + 1) qubits. Let Ds be a (w + 1)-qubit unitary that implements the map |0〉 →
∑s
k=1
|k〉√
s
, it
is known that this operator Ds can be implemented with O(w) quantum gates using O(1) ancilla
qubits. Then we define the 2(w + 1) qubit unitary VL := Or(Iw+2 ⊗Dsr)SWAPw+1 such that
VL : |0〉w+2|i〉 →
sr∑
k=1
|i〉|rik〉√
sr
∀i ∈ [2w]− 1.
We implement the operator VR := Oc(Dsc ⊗ Iw+1) in a similar way acting as
VR : |0〉w+2|j〉 →
sc∑
`=1
|c`j〉|j〉√
sc
∀j ∈ [2w]− 1.
It is easy to see that the above unitaries are such that
〈0|w+2〈i|V †LVR|0〉w+2|j〉 =
1√
srsc
if aij 6= 0 and 0 otherwise.
22For simplicity we assume here that the binary representation is exact.
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Now we define UL := I1 ⊗ VL and define UR as performing the unitary I1 ⊗ VR followed by some
extra computation. After performing VR we get a superposition of index pairs |i〉|j〉. Given an index
pair |i〉|j〉 we query the matrix element |aij〉 using the oracle OA. Then we do some elementary
computations in order to implement a single qubit gate |0〉 → aij |0〉 +
√
1− |aij |2|1〉 on the first
qubit, with precision O
(
poly
(
ε
srsc
))
. This can be executed with the stated complexity, for more
details see, e.g., the work of Berry et al. [BCK15]. Finally we also need to uncompute everything
which requires one more use of OA. This way we get a good approximation of
UR : |0〉w+3|j〉 →
sc∑
`=1
(
ac`jj |0〉+
√
1− |ac`jj |2|1〉
)
|c`j〉|j〉
√
sc
∀j ∈ [2w]− 1.
Note that in the above method the matrix gets subnormalized by a factor of 1√srsc . If we would
know that for example ‖A‖ ≤ 12 , then we could amplify the block-encoding in order to remove this
unwanted subnormalization using singular value amplification Theorem 30 using the block-encoding
roughly
√
srsc times. However, under some circumstances one can defeat the subnormalization more
efficiently by doing an amplification at the level of the state preparation unitaries. The idea comes
from Low and Chuang [LC17a], who called this technique “Uniform spectral gap amplification”. We
generalize their results combining with ideas of Kerenidis and Prakash [KP17a] and Chakraborty
et al. [CGJ18], who used similar ideas but assumed QROM-access to matrices rather than sparse-
access.
Lemma 49 (Preamplified block-encoding of sparse-access matrices). Let A ∈ C2w×2w be a matrix
that is sr-row-sparse and sc-column-sparse, and is given using the input oracles defined in Lemma 48.
Let ai. denote the i-th row of A and similarly a.j the j-th column. Let q ∈ [0, 2] and suppose that
nr ∈ [1, sr] is an upper bound on ‖ai.‖qq and nc ∈ [1, sc] is an upper bound on ‖a.j‖2−q2−q.
Let m = max[ srnr ,
sc
nc
]. Then we can implement a
(√
1
2nrnc
, w + 6, ε
)
-block-encoding of A with
O
(√
sr
nr
log( srscε )
)
uses of Or, O
(√
sc
nc
log( srscε )
)
uses of Oc, O
(√
m log( srscε )
)
uses of OA, and ad-
ditionally using O(√m(w log( srscε ) + log3.5( srscε ))) one and two qubit gates while using O(b, log2.5( srscε ))
ancilla qubits.
Proof. The idea is very similar to the proof of Lemma 48, we implement the unitaries VL, VR the
same way. However, we define UR, UL slightly differently. Using a similar method than in Lemma 48,
we implement O
(
poly
(
ε
srsc
))
-approximations of the maps
UL : |0〉w+4|i〉 →
sr∑
k=1
(
|airik |
q
2 |0〉+√1− |airik |q|1〉)|0〉|i〉|rik〉√
sr
∀i ∈ [2w]− 1,
UR : |0〉w+4|j〉 →
sc∑
`=1
ac`jj
|ac`jj |
|0〉
(
|ac`jj |1−
q
2 |0〉+
√
1− |ac`jj |2−q|1〉
)
|c`j〉|j〉
√
sc
∀j ∈ [2w]− 1.
It is easy to see that the above unitaries are such that
〈0|w+4〈i|U †LUR|0〉w+4|j〉 =
aij√
srsc
∀i, j ∈ [2w]− 1.
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We can see that for all i ∈ [2w] − 1 the modified row vector ∑srk=1 |airik | q2 |0〉|0〉|i〉|rik〉√sr has squared
norm at most nrsr , and a similar
nc
sc
upper bound holds for the squared norm of the modified column
vector. Also observe that
(|0〉〈0| ⊗ I2w+3)UL(|0〉〈0|w+4 ⊗ Iw) =
2w−1∑
j=0
(
sr∑
k=1
|airik |
q
2 |0〉|0〉|i〉|rik〉√
sr
)
〈0|w+4〈j|,
which is a singular value decomposition with the singular values being the modified row norms.
Therefore we can apply singular value amplification Theorem 30 to with amplification γr =
√
sr√
2nr
and precision O
(
poly
(
ε
srsc
))
resulting in an O
(
poly
(
ε
srsc
))
approximation of U˜L such that
(〈+| ⊗ |0〉〈0| ⊗ I2w+3)U˜L(|+〉 ⊗ |0〉〈0|w+4 ⊗ Iw) = γr
2w−1∑
j=0
(
sr∑
k=1
|airik |
q
2 |0〉|0〉|i〉|rik〉√
sr
)
〈0|w+4〈j|.
Similarly we apply singular value amplification with amplification γc =
√
sc√
2nc
and precision
O
(
poly
(
ε
srsc
))
resulting in a O
(
poly
(
ε
srsc
))
approximation of U˜R such that
〈++|〈0|w+4〈i|U˜ †LU˜R|++〉|0〉w+4|j〉 = γrγc
aij√
srsc
=
aij√
2nrnc
∀i, j ∈ [2w]− 1.
Finally adding 4 Hadamard gates we can change the |+〉 states above to |0〉 states, resulting in
the
(√
1
2nrnc
, w + 6, ε
)
-block-encoding of A. The complexity statement follows similarly as in the
proof of Lemma 48, with the extra observation that the singular value amplifications of UL and UR
can be performed using degree O(γr log( srscε )) and O(γc log( srscε )) singular value transformations
respectively.
Finally, for completeness we invoke the results of Kerenidis and Prakash [KP17a] and Chakraborty
et al. [CGJ18], who showed how to efficiently implement block-encodings of matrices that are stored
in a clever quantum data structures in a quantum accessible RAM.
For q ∈ [0, 2] let us define µq(A) =
√
nq(A)n(2−q)(AT ), where nq(A) := maxi‖ai.‖qq is the q-th
power of the maximum q-norm of the rows of A. Let A(q) denote the matrix of the same dimensions
as A, with23 A(q)ij =
√
aqij . The following was proven in [KP17a], although not in the language of
block-encodings, and was stated in this form by Chakraborty et al. [CGJ18].
Lemma 50 (Block-encodings of matrices stored in quantum data structures). Let A ∈ C2w×2w .
1. Fix q ∈ [0, 2]. If A(q) and (A(2−q))† are both stored in quantum accessible data structures24,
then there exist unitaries UR and UL that can be implemented in time O(poly(w log(1/ε)))
such that U †RUL is a (µq(A), w + 2, ε)-block-encoding of A.
2. On the other hand, if A is stored in a quantum accessible data structure24, then there exist
unitaries UR and UL that can be implemented in time O(poly(w log(1/ε))) such that U †RUL is
an (‖A‖F , w + 2, ε)-block-encoding of A.
23For complex values we define these non-integer powers using the principal value of the complex logarithm function.
24Here we assume that the data-structure stores the matrices with sufficient precision, cf. [CGJ18].
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4.3 Addition and subtraction: Linear combination of block-encoded matrices
We use a simple but powerful method for implementing linear combinations of unitary operators on
a quantum computer. This technique was introduced by Berry et al. [BCC+15] for exponentially
improving the precision of Hamiltonian simulation. Later it was adapted by Childs et al. [CKS17]
for exponentially improving the precision of quantum linear equation solving. Here we present this
method from the perspective of block-encoded matrices.
First we define state preparation unitaries in order to conveniently state our the result in the
following lemma.
Definition 51 (State preparation pair). Let y ∈ Cm and ‖y‖1 ≤ β, the pair of unitaries (PL, PR)
is called a (β, b, ε)-state-preparation-pair if PL|0〉⊗b =
∑2b−1
j=0 cj |j〉 and PR|0〉⊗b =
∑2b−1
j=1 dj |j〉 such
that
∑m−1
j=0 |β(c∗jdj)− yj | ≤ ε and for all j ∈ m, . . . , 2b − 1 we have c∗jdj = 0.
Now we show how to implement a block-encoding of a linear combination of block-encoded
operators.
Lemma 52 (Linear combination of block-encoded matrices). Let A =
∑m
j=1 yjAj be an s-qubit
operator and ε ∈ R+. Suppose that (PL, PR) is a (β, b, ε1)-state-preparation-pair for y, W =∑m−1
j=0 |j〉〈j| ⊗ Uj + ((I −
∑m−1
j=0 |j〉〈j|) ⊗ Ia ⊗ Is) is an s + a + b qubit unitary such that for all
j ∈ 0, . . . ,m we have that Uj is an (α, a, ε2)-block-encoding of Aj. Then we can implement a
(αβ, a+ b, αε1 + αβε2)-block-encoding of A, with a single use of W , PR and P
†
L.
Proof. Observe that W˜ = (P †L⊗ Ia⊗ Is)W (PR⊗ Ia⊗ Is) is a (αβ, a+ b, αε1 +αβε2)-block-encoding
of A:
∥∥∥A− αβ(〈0|⊗b ⊗ 〈0|⊗a ⊗ I)W˜ (|0〉⊗b ⊗ |0〉⊗a ⊗ I)∥∥∥ =
∥∥∥∥∥∥A− α
m−1∑
j=0
β(c∗jdj)(〈0|⊗a ⊗ I)Uj(|0〉⊗a ⊗ I)
∥∥∥∥∥∥
≤ αε1 +
∥∥∥∥∥∥A− α
m−1∑
j=0
yj(〈0|⊗a ⊗ I)Uj(|0〉⊗a ⊗ I)
∥∥∥∥∥∥
≤ αε1 + α
m−1∑
j=0
yj
∥∥Aj − (〈0|⊗a ⊗ I)Uj(|0〉⊗a ⊗ I)∥∥
≤ αε1 + α
m−1∑
j=0
yjε2
≤ αε1 + αβε2.
4.4 Multiplication: Product of block-encoded matrices
In general if we want to take the product of two block encoded matrices we need to treat their
ancilla qubits separately. In this case as the following lemma shows the errors simply add up and
the block encoding does not introduce any additional errors.
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Lemma 53 (Product of block-encoded matrices). If U is an (α, a, δ)-block-encoding of an s-qubit
operator A, and V is an (β, b, ε)-block-encoding of an s-qubit operator B then25 (Ib ⊗U)(Ia ⊗ V ) is
an (αβ, a+ b, αε+ βδ)-block-encoding of AB.
Proof. ∥∥∥AB − αβ(〈0|⊗a+b ⊗ I)(Ib ⊗ U)(Ia ⊗ V )(|0〉⊗a+b ⊗ I)∥∥∥
=
∥∥∥AB − α(〈0|⊗a ⊗ I)U(|0〉⊗a ⊗ I)︸ ︷︷ ︸
A˜
β(〈0|⊗b ⊗ I)V (|0〉⊗b ⊗ I)︸ ︷︷ ︸
B˜
∥∥∥
=
∥∥∥AB − A˜B + A˜B − A˜B˜∥∥∥
=
∥∥∥(A− A˜)B + A˜(B − B˜)∥∥∥
≤
∥∥∥A− A˜∥∥∥β + α∥∥∥B − B˜∥∥∥
≤αε+ βδ.
In the special case when the encoded matrices are unitaries and their block-encoding does not
use any extra scaling factor, then we might reuse the ancilla qubits, however it introduces an extra
error term, which can be bounded by the geometrical mean of the two input error bounds.
Lemma 54 (Product of two block-encoded unitaries). If U is an (1, a, δ)-block-encoding of an s-
qubit unitary operator A, and V is an (1, a, ε)-block-encoding of an s-qubit unitary operator B then
UV is a (1, a, δ + ε+ 2
√
δε)-block-encoding of the unitary operator AB.
Proof. It is enough to show that for all s-qubit pure states |φ〉, |ψ〉 we have that∣∣〈φ|AB|ψ〉 − 〈φ|(〈0|⊗a ⊗ I)UV (|0〉⊗a ⊗ I)|ψ〉∣∣ ≤ δ + ε+ 2√δε.
Observe that
〈φ|(〈0|⊗a ⊗ I)UV (|0〉⊗a ⊗ I)|ψ〉
=〈φ|(〈0|⊗a ⊗ I)U((|0〉〈0|⊗a ⊗ I) + ((I − |0〉〈0|⊗a)⊗ I))V (|0〉⊗a ⊗ I)|ψ〉
=〈φ|(〈0|⊗a ⊗ I)U(|0〉⊗a ⊗ I)(〈0|⊗a ⊗ I)V (|0〉⊗a ⊗ I)|ψ〉
+ 〈φ|(〈0|⊗a ⊗ I)U((I − |0〉〈0|⊗a)⊗ I)V (|0〉⊗a ⊗ I)|ψ〉
Now we can see that similarly to the proof of Lemma 53 we have∣∣〈φ|AB|ψ〉 − 〈φ|(〈0|⊗a ⊗ I)U(|0〉⊗a ⊗ I)(〈0|⊗a ⊗ I)V (|0〉⊗a ⊗ I)|ψ〉∣∣
=
∣∣〈φ|(AB − (〈0|⊗a ⊗ I)U(|0〉⊗a ⊗ I)(〈0|⊗a ⊗ I)V (|0〉⊗a ⊗ I))|ψ〉∣∣
≤∥∥AB − (〈0|⊗a ⊗ I)U(|0〉⊗a ⊗ I)(〈0|⊗a ⊗ I)V (|0〉⊗a ⊗ I)∥∥
≤δ + ε.
25The identity operators act on each others ancilla qubits, which is hard to express properly using simple tensor
notation, but the reader should read this tensor product this way.
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Finally note that∣∣〈φ|(〈0|⊗a ⊗ I)U((I − |0〉〈0|⊗a)⊗ I)V (|0〉⊗a ⊗ I)|ψ〉∣∣
=
∣∣∣〈φ|(〈0|⊗a ⊗ I)U((I − |0〉〈0|⊗a)⊗ I)2V (|0〉⊗a ⊗ I)|ψ〉∣∣∣
≤∥∥((I − |0〉〈0|⊗a)⊗ I)U(|0〉⊗a ⊗ I)|φ〉∥∥ · ∥∥((I − |0〉〈0|⊗a)⊗ I)V (|0〉⊗a ⊗ I)|ψ〉∥∥
=
√
1− ∥∥(|0〉〈0|⊗a ⊗ I)U(|0〉⊗a ⊗ I)|φ〉∥∥2 ·√1− ∥∥(|0〉〈0|⊗a ⊗ I)V (|0〉⊗a ⊗ I)|ψ〉∥∥2
≤
√
1− (1− δ)2 ·
√
1− (1− ε)2
≤2
√
δε.
The following corollary suggest that if we multiply together multiple block-encoded unitaries,
the error may grow super-linearly, but it increases at most quadratically with the number of factors
in the product.
Corollary 55 (Product of multiple block-encoded unitaries). Suppose that Uj is an (1, a, ε)-block-
encoding of an s-qubit unitary operator Wj for all j ∈ [K]. Then
∏K
j=1 Uj is an (1, a, 4K
2ε)-block-
encoding of
∏K
j=1Wj.
Proof. First observe that for the product of two matrices we get the precision bound 4ε by the
above lemma. If K = 2k for some k ∈ N. Then we can apply the above observation in a recursive
fashion in a binary tree structure, to get the upper bound 4kε on the precision, and observe that
4k = K2.
If 2k−1 ≤ K < 2k we can just add identity operators so that we have 2k matrices to multiply,
which gives the precision bound 4kε ≤ 41+log2 Kε = 4K2ε.
5 Implementing smooth functions of Hermitian matrices
In the previous section we developed an efficient methodology to perform basic matrix arithmetics,
such as addition and multiplication. In principle all smooth functions of matrices can be approxi-
mated arbitrarily precisely using such basic arithmetic operations. In this section we show how to
more efficiently transform Hermitian matrices according to smooth functions using singular value
transformation techniques. The key observation is that for a Hermitian matrix A we have that
P (SV )(A) = P (A), i.e., singular value transformation and eigenvalue transformation coincide.
The following theorem is our improvement of Corollary 18 removing the counter-intuitive par-
ity constraint at the expense of a subnormalization factor 1/2, which is not a problem in most
applications.
Theorem 56 (Polynomial eigenvalue transformation of arbitrary parity). Suppose that U is an
(α, a, ε)-encoding of a Hermitian matrix A. If δ ≥ 0 and P< ∈ R[x] is a degree-d polynomial
satisfying that
• for all x ∈ [−1, 1] : |P<(x)| ≤ 12 .
Then there is a quantum circuit U˜ , which is an (1, a + 2, 4d
√
ε/α + δ)-encoding of P<(A/α), and
consists of d applications of U and U † gates, a single application of controlled-U and O((a+ 1)d)
other one- and two-qubit gates. Moreover we can compute a description of such a circuit with a
classical computer in time O(poly(d, log(1/δ))).
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Proof. First note that for a Hermitian matrix A and for any even/odd polynomial P ∈ C[x] we
have that P (SV )(A) = P (A). Now let P (even)< (x) := P<(x) + P<(−x) ≤ 1, and let P (odd)< (x) :=
P<(x) − P<(−x) ≤ 1. Then we can implements both P (even)< (x) and P (odd)< (x) using Corollary 18
and we can take an equal 12 linear combination of them by Lemma 22. Using the notation of Figure 1
the final circuit is simply (H ⊗H ⊗ I)UΦ(c)(H ⊗H ⊗ I), where H denotes the Hadamard gate.
Note that a similar statement can be proven for arbitrary P ∈ C[x] that satisfy |P (x)| ≤ 14 for
all x ∈ [−1, 1]. The only difference is that for implementing the complex part one needs to add a
(controlled) phase ei
pi
2 . The ≤ 14 constraint comes form the fact that the implementation is a sum
of 4 different terms (even/odd component of the real/imaginary part).
5.1 Optimal Hamiltonian simulation
Let us define for t ∈ R+ and ε ∈ (0, 1) the number r(t, ε) ≥ t as the solution to the equation
ε =
(
t
r
)r
: r ∈ (t,∞). (52)
This equation is closely related to the Lambert-W function, and unfortunately we cannot give the
solution in terms of elementary functions. However, one can see that the function
(
t
r
)r is strictly
monotone decreasing for r ∈ [t,∞) and in the limit r →∞ it tends to 0. Since for r = t the function
value is 1, therefore the equation (52) has a unique solution. In particular for any r,R ∈ [t,∞) such
that
(
t
r
)r ≥ ε ≥ ( tR)R we have that r ≤ r(t, ε) ≤ R. This is an important expression for this section,
since Low and Chuang proved [LC17b, LC16] that the complexity of Hamiltonian simulation for
time t with precision ε is Θ(r(|t|, ε)).
Low and Chuang also claimed [LC17b] that for all t ≥ 1 one gets r(t, ε) = Θ
(
t+ log(1/ε)log(log(1/ε))
)
,
which led to their complexity statement. Note that we found a subtle issue in their calculations
making this formula invalid for some range of values of t. We show in Lemma 59 how to correct the
formula by a slight modification of the log(log(1/ε)) term. This is the reason why we need to give
more complicated expressions for the complexity of block-Hamiltonian simulation. First we show
what is the connection between equation (52) and the complexity of Hamiltonian simulation by
constructing polynomials of degree O(r(|t|, ε)), which ε-approximate trigonometric functions with
t-times rescaled argument.
Lemma 57 (Polynomial approximations of trigonometric functions). Let t ∈ R \ {0}, ε ∈ (0, 1e ),
and let R =
⌊
r
(
e|t|
2 ,
5
4ε
)
/2
⌋
, then the following 2R and 2R+ 1 degree polynomials satisfy∥∥∥∥∥cos(tx)− J0(t) + 2
R∑
k=1
(−1)kJ2k(t)T2k(x)
∥∥∥∥∥
[−1,1]
≤ ε, and
∥∥∥∥∥sin(tx)− 2
R∑
k=0
(−1)kJ2k+1(t)T2k+1(x)
∥∥∥∥∥
[−1,1]
≤ ε,
where Jm(t) : m ∈ N denote Bessel functions of the first kind.
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Proof. We use the Fourier-Chebyshev series of the trigonometric functions given by the Jacobi-Anger
expansion [AS74, 9.1.44-45]:
cos(tx) = J0(t) + 2
∞∑
k=1
(−1)kJ2k(t)T2k(x)
sin(tx) = 2
∞∑
k=0
(−1)kJ2k+1(t)T2k+1(x).
The Jacobi-Anger expansion implies that∥∥∥∥∥cos(tx)− J0(t) + 2
R∑
k=1
(−1)kJ2k(t)T2k(x)
∥∥∥∥∥
[−1,1]
=
∥∥∥∥∥2
∞∑
k=R+1
(−1)kJ2k(t)T2k(x)
∥∥∥∥∥
[−1,1]
≤ 2
∞∑
k=R+1
(−1)k|J2k|
= 2
∞∑
`=0
(−1)k|J2R+2+2`|, (53)
and similarly we can derive that∥∥∥∥∥sin(tx)− 2
R∑
k=0
(−1)kJ2k+1(t)T2k+1(x)
∥∥∥∥∥
[−1,1]
≤ 2
∞∑
`=0
(−1)k|J2R+3+2`|. (54)
It is known [AS74, 9.1.62] that for all m ∈ N+ and t ∈ R we have
|Jm(t)| ≤ 1
m!
∣∣∣∣ t2
∣∣∣∣m. (55)
Following [BCK15] we show that it implies that for any positive integer q ≥ |t| − 1 we have that
2
∞∑
`=0
|J(q+2`)(t)|
(55)
≤ 2
∞∑
`=0
|t/2|(q+2`)
(q + 2`)!
≤ 2 |t/2|
q
q!
∞∑
`=0
(
1
4
)`
=
8
3
|t/2|q
q!
≤ 1.07√
q
(
e|t|
2q
)q
, (56)
where in the last inequality we used that by Stirling’s approximation q! ≥ √2piq( qe)q. In the
inequalities (53)-(54) we can apply the bound of (56) with q ≥ 2(R+ 1) ≥ r
(
e|t|
2 , ε
)
, so we get the
upper bound
1.07√
q
(
e|t|
2q
)q
≤ 1.07√
2
(
e|t|
2q
)q
≤ 5
4
(
e|t|
2q
)q
≤ ε.
Now we are ready to prove the optimal block-Hamiltonian simulation result of Low and Chuang.
The optimality is discussed in an earlier work of the same authors [LC17b].
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Theorem 58. (Optimal block-Hamiltonian simulation [LC16]) Let t ∈ R \ {0}, ε ∈ (0, 1) and
let U be an (α, a, 0)-block-encoding of the Hamiltonian H. Then we can implement an ε-precise
Hamiltonian simulation unitary V which is an (1, a+ 2, ε)-block-encoding of eitH , with 3r
(
eα|t|
2 ,
ε
6
)
uses of U or its inverse, 3 uses of controlled-U or its inverse and with O
(
ar
(
eα|t|
2 ,
ε
6
))
two-qubit
gates and using O(1) ancilla qubits.
Proof. Use the polynomials of Lemma 57 and combine the even real polynomial ε6 -approximating
cos(αt) with the odd imaginary polynomial ε6 -approximating i · sin(αt) using the same method as
Theorem 56 in order to get an (1, a + 2, ε6)-block-encoding of e
itH/2. Then use robust oblivious
amplitude amplification Corollary 28 in order get an (1, a+ 2, ε)-block-encoding of eitH .
Now we prove some bounds on r(t, ε), in order to make the above result more accessible.
Lemma 59 (Bounds on r(t, ε)). For t ∈ R+ and ε ∈ (0, 1)
r(t, ε) = Θ
(
t+
ln(1/ε)
ln(e+ ln(1/ε)/t)
)
.
Moreover, for all q ∈ R+ we have that
r(t, ε) < eqt+
ln(1/ε)
q
.
Proof. First consider the case t ≥ ln(1/ε)e and set r := et, then we get that
∀t ≥ ln(1/ε)
e
:
(
t
et
)et
=
(
1
e
)et
≤ ε =⇒ ∀t ≥ ln(1/ε)
e
: r(t, ε) ≤ et. (57)
Now we turn to the case t ≤ ln(1/ε)e , and try to find r = r(t, ε).(
t
r
)r
= ε ⇐⇒
(r
t
)r
t
=
(
1
ε
)1
t
⇐⇒ r
t
ln
(r
t
)
= ln
(
1
ε
)
1
t
. (58)
Let us define x := rt ≥ 1 and c := ln
(
1
ε
)
1
t ≥ e. We will examine the solution of the equation
x ln(x) = c for c ≥ e. We see that the function x ln(x) is monotone increasing on [1,∞), takes
value 0 at 1 and in the x → ∞ limit it tends to infinity, therefore the equation x ln(x) = c has a
unique solution for all c ∈ R+. Moreover, if b, B ∈ [1,∞) are such that b ln(b) ≤ c ≤ B ln(B), then
b ≤ x ≤ B. Therefore we can see that cln(c) ≤ x since
c
ln(c)
ln
(
c
ln(c)
)
=
c
ln(c)
(ln(c)− ln(ln(c))) = c
(
1− ln(ln(c))
ln(c)
)
≤ c.
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By a similar argument we can see that x ≤ 53 e+clog(e+c) ≤ 4clog(e+c) , since
5
3
e+ c
ln(e+ c)
ln
(
5
3
e+ c
ln(e+ c)
)
>
5
3
e+ c
ln(e+ c)
ln
(
e+ c
ln(e+ c)
)
=
5
3
e+ c
ln(e+ c)
(ln(e+ c)− ln(ln(e+ c)))
=
5
3
(e+ c)
(
1− ln(ln(e+ c))
ln(e+ c)
)
≥ 5
3
(e+ c)
(
1− 1
e
) (
∀y ∈ R+ : ln(y)y ≤ 1e
)
> e+ c
> c.
Thus for x ≥ 1, c ≥ e we get that the solution of the equation x log(x) = c satisfies
c
log(e+ c)
≤ c
ln(c)
≤ x ≤ 4c
log(e+ c)
. (59)
Using x = rt ⇒ r = tx and c = ln
(
1
ε
)
1
t from (58)-(59) we get that
∀t ≤ ln(1/ε)
e
:
ln(1/ε)
ln(e+ ln(1/ε)/t)
≤ r(t, ε) ≤ 4 ln(1/ε)
ln(e+ ln(1/ε)/t)
. (60)
Combining (57) and (60) while observing t ≤ r(t, ε) and ln(1/ε)ln(e+ln(1/ε)/t) ≤ ln(1/ε), we get that
∀ε ∈ (0, 1)∀t ∈ R+ : r(t, ε) = Θ
(
t+
ln(1/ε)
ln(e+ ln(1/ε)/t)
)
. (61)
Finally note that for rq := eqt+ ln(1/ε)/q, then we get(
t
r1
)rq
≤ (e−q)rq ≤ e− ln(1/ε) = ε =⇒ r(t, ε) ≤ rq.
This enables us to conclude the complexity of block-Hamiltonian simulation. Note that for
t ≤ ε Hamiltonian simulation with ε-precision is trivial if ‖H‖ ≤ 1, therefore we should assume that
t = Ω(ε) in order to avoid this trivial situation. Apart from this we can conclude the complexity of
block-Hamiltonian simulation for entire range of interesting parameters.
Corollary 60 (Complexity of block-Hamiltonian simulation). Let ε ∈ (0, 12), t ∈ R and α ∈ R+.
Let U be an (α, a, 0)-block-encoding of the unknown Hamiltonian H. In order to implement an
ε-precise Hamiltonian simulation unitary V which is an (1, a + 2, ε)-block-encoding of eitH , it is
necessary and sufficient to use the unitary U a total number of times
Θ
(
α|t|+ log(1/ε)
log(e+ log(1/ε)/(α|t|))
)
.
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Proof. The upper bound follows from Theorem 58 and Lemma 59. The lower bound follows from
the argument laid out in [LC17b] using Lemma 59.
Note that the above corollary also covers the range t  1, unlike the result of Low and
Chuang [LC16] who assumed t = Ω(1). Also note that this result does not entirely match the
complexity stated by Low and Chuang [LC17b, LC16]. For example in the case t = log(1/ε)log(log(1/ε))
the above corollary shows that the complexity is Θ
(
log(1/ε)
log(log(log(1/ε)))
)
, whereas the expression of
[LC17b, LC16] claims complexity O
(
log(1/ε)
log(log(1/ε))
)
.
The following lemma of Chakraborty et al. [CGJ18, Appendix A] helps us to understand error
accumulation in Hamiltonian simulation, which enables us to present a slightly improved claim in
Theorem 62.
Lemma 61. Let t ∈ R and H,H ′ ∈ Cn×n Hermitian operators, then∥∥∥eitH − eitH′∥∥∥ ≤ |t|∥∥H −H ′∥∥.
Now we prove a robust version of Theorem 58 using Lemma 61, and also substitute a simple
expression of Lemma 59 bounding r(t, ε) in order to get explicit constants.
Corollary 62. (Robust block-Hamiltonian simulation) Let t ∈ R, ε ∈ (0, 1) and let U be an
(α, a, ε/|2t|)-block-encoding of the Hamiltonian H. Then we can implement an ε-precise Hamiltonian
simulation unitary V which is an (1, a+ 2, ε)-block-encoding of eitH , with 6α|t|+ 9 log(12/ε) uses of
U or its inverse, 3 uses of controlled-U or its inverse, using O(a(α|t|+ log(2/ε))) two-qubit gates
and using O(1) ancilla qubits.
Proof. Let H ′ = α(〈0|⊗a ⊗ I)U(|0〉⊗a ⊗ I), then ‖H ′ −H‖ ≤ ε/|2t|. By Theorem 58 we can
implement V an (1, a+ 2, ε/2)-block-encoding of eitH′ , with 3r
(
eα|t|
2 ,
ε
12
)
uses of U or its inverse, 3
uses of controlled-U or its inverse and with O
(
ar
(
eα|t|
2 ,
ε
12
))
two-qubit gates and using O(1) ancilla
qubits. By Lemma 61 we get that V is an (1, a+ 2, ε)-block-encoding of eitH . Finally by Lemma 59
choosing q := 13 we get that
r
(
eα|t|
2
,
ε
12
)
≤ eq eα|t|
2
+
ln(12/ε)
q
≤ 2α|t|+ 3 ln(12/ε).
5.2 Bounded polynomial approximations of piecewise smooth functions
We begin by invoking a slightly surprising result showing how to efficiently approximate monomials
on the interval [−1, 1] with essentially quadratically smaller degree polynomials than the monomial
itself. The following theorem can be found in the survey of Sachdeva and Vishnoi [SV14, Theorem
3.3].
Theorem 63 (Efficient approximation of monomials on [−1, 1]). For any positive integers s and d,
there exists an efficiently computable degree-d polynomial Ps,d ∈ R[x] that satisfies
‖Ps,d(x)− xs‖[−1,1] ≤ 2e−d
2/(2s).
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If one wants to approximate smooth functions on the entire [−1, 1] interval this result gives
essentially quadratic savings. For example one can easily derive Corollary 64 using the above result
as shown in [SV14].
Corollary 64 (Polynomial approximations of the exponential function). Let β ∈ R+ and ε ∈ (0, 12 ].
There exists an efficiently constructable polynomial P ∈ R[x] such that∥∥∥e−β(1−x) − P (x)∥∥∥
[−1,1]
≤ ε,
and the degree of P is O
(√
max
[
β, log(1ε )
]
log(1ε )
)
.
However, we often want to implement functions that are smooth only on some compact subset
of C ⊆ [−1, 1], which requires different techniques. The main difficulty is to achieve a good ap-
proximation on C, while keeping the norm of the approximating polynomial bounded on the whole
[−1, 1] interval. We overcome this difficulty by using Fourier approximations on C, which give rise to
bounded functions naturally. Later we convert these Fourier series to a polynomial using Lemma 57
from the previous subsection.
Apeldoorn et al [AGGW17, Appendix B] developed techniques that make it possible to imple-
ment smooth-functions of a Hamiltonian H, based on Fourier series decompositions and using the
Linear Combinations of Unitaries (LCU) Lemma [BCK15]. The techniques developed in [AGGW17,
Appendix B] access H only through controlled-Hamiltonian simulation, which step can be omitted
using singular value transformation techniques by constructing the corresponding bounded low-
degree polynomials.
Now we invoke one of the main technical results of [AGGW17, Lemma 37] about approximating
smooth functions by low-weight Fourier series. By low weight we mean that the 1-norm of the
coefficients is small. A notable property of the following result is that the bounds on the Fourier
series do not depend on the degrees of the polynomials terms. This can however be expected
since the terms that have large degree make negligible contribution due to the restricted domain
x ∈ [−1 + δ, 1− δ], and therefore we can drop them without loss of generality.
Lemma 65 (Low weight approximation by Fourier series). Let δ, ε ∈ (0, 1) and f : R → C s.t.∣∣∣f(x)−∑Kk=0 akxk∣∣∣ ≤ ε/4 for all x ∈ [−1 + δ, 1− δ]. Then ∃ c ∈ C2M+1 such that∣∣∣∣∣f(x)−
M∑
m=−M
cme
ipim
2
x
∣∣∣∣∣ ≤ ε
for all x ∈ [−1 + δ, 1− δ], where M = max
(
2
⌈
ln
(
4‖a‖1
ε
)
1
δ
⌉
, 0
)
and ‖c‖1 ≤ ‖a‖1. Moreover c can be
efficiently calculated on a classical computer in time poly(K,M, log(1/ε)).
Our main idea is to combine this result with the polynomial approximations of the trigonometric
functions as in Lemma 57. The low weights are useful because they let us reduce the precision
required for approximating the Fourier terms.
Corollary 66 (Bonded polynomial approximations based on a local Taylor series). Let x0 ∈ [−1, 1],
r ∈ (0, 2], δ ∈ (0, r] and let f : [−x0− r− δ, x0 + r+ δ]→ C and be such that f(x0 +x) =
∑∞
`=0 a`x
`
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for all x ∈ [−r − δ, r + δ]. Suppose B > 0 is such that ∑∞`=0(r + δ)`|a`| ≤ B. Let ε ∈(0, 12B ], then
there is an efficiently computable polynomial P ∈ C[x] of degree O(1δ log(Bε )) such that
‖f(x)− P (x)‖[x0−r,x0+r] ≤ ε (62)
‖P (x)‖[−1,1] ≤ ε+ ‖f(x)‖[x0−r−δ/2,x0+r+δ/2] ≤ ε+B (63)
‖P (x)‖[−1,1]\[x0−r−δ/2,x0+r+δ/2] ≤ ε. (64)
Proof. We proceed similarly to the proof of [AGGW17, Theorem 40]. Let L(x) := x−x0r+δ be the linear
transformation taking [x0− r− δ, x0 + r+ δ] to [−1, 1]. Let g(y) := f(L−1(y)), and b` := a`(r+ δ)`
such that g(y) =
∑∞
`=0 b`y
`. Let δ′ := δ2(r+δ) and let J =
⌈
1
δ′ log(
12B
ε )
⌉
, then for all y ∈ [−1, 1] we
have that∣∣∣∣∣∣g(y)−
J−1∑
j=0
bjy
j
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∞∑
j=J
bjy
j
∣∣∣∣∣∣ ≤
∞∑
j=J
∣∣bj(1− δ′)j∣∣ ≤ (1− δ′)J ∞∑
j=J
|bj | ≤
(
1− δ′)JB ≤ e−δ′JB ≤ ε
12
.
Now we construct a Fourier-approximation of g for all y ∈ [−1 + δ′, 1 − δ′], with precision ε3 . Let
b′ := (b0, b1, . . . , bJ−1) and observe that ‖b′‖1 ≤ ‖b‖1 ≤ B. We apply Lemma 65 to the function
g, using the polynomial approximation corresponding to the truncation to the first J terms, i.e.,
using the coefficients in b′. Then we obtain a Fourier ε3 -approximation g˜(y) :=
∑M
m=−M c˜me
ipim
2
y of
g, with
M = O
(
1
δ′
log
(‖b′‖1
ε′
))
= O
(
r
δ
log
(
B
ε
))
,
such that the vector of coefficients c˜ ∈ C2M+1 satisfies ‖c˜‖1 ≤ ‖b′‖1 ≤ ‖b‖1 ≤ B. Let
f˜(x) := g˜(L(x)) = g˜
(
x− x0
r + δ
)
=
M∑
m=−M
c˜me
ipim
2(r+δ)
(x−x0) =
M∑
m=−M
c˜me
− ipim
2(r+δ)
x0e
ipim
2(r+δ)
x
.
Since g(y) = f(L−1(y)) we have that f(x) = g(L(x)) thus we can see that f˜ is an ε3 -precise Fourier
approximation of f on the interval [x0 − r − δ2 , x0 + r + δ2 ]. Now we define P˜ as the polynomial
that we get by replacing each of the Fourier terms e
ipim
2(r+δ)
x by ε3B -approximating polynomials given
by Lemma 57. Using a tiny rescaling we can assure that the polynomial approximations of e
ipim
2(r+δ)
x
have absolute value at most 1 on [−1, 1]. Moreover by Lemma 59 we know that the degree of these
polynomials are O
(
M
r+δ + log
(
B
ε
))
= O(1δ log(Bε )). Since ‖c˜‖ ≤ B, we get that the absolute value
of the polynomial P˜ is bounded by B on the interval [−1, 1]. Finally we define P as the product of
P˜ and an approximation polynomial of the rectangle function that is ε3B -close to 1 on the interval
[x0 − r, x0 + r], and is ε3B -close to 0 on the interval [−1, 1] \ [x0 − r − δ2 , x0 + r + δ2 ], finally which
is bounded by 1 on the interval [−1, 1] in absolute value. By Lemma 29 we can construct such a
polynomial of degree O(1δ log(Bε )). As we can see P has degree O(1δ log(Bε )), and by construction
satisfies the required properties (62)-(64).
Combining this polynomial approximation result with Theorem 56 we can efficiently implement
smooth functions of Hermitian matrices. As an application, motivated by the work of Chakraborty
et al. [CGJ18] we show how to construct low-degree polynomial approximations of power functions.
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Corollary 67 (Polynomial approximations of negative power functions). Let δ, ε ∈ (0, 12 ], c > 0 and
let f(x) := δ
c
2 x
−c, then there exist even/odd polynomials P, P ′ ∈ R[x], such that ‖P − f‖[δ,1] ≤ ε,
‖P‖[−1,1] ≤ 1 and similarly ‖P ′ − f‖[δ,1] ≤ ε, ‖P ′‖[−1,1] ≤ 1, moreover the degree of the polynomials
are O
(
max[1,c]
δ log
(
1
ε
))
.
Proof. First note that for all y ∈ (−1, 1) we have that (1 + y)−c = ∑∞k=0 (−ck )yk. We first find a
polynomial P˜ ∈ C[x] such that
∥∥∥P˜ − f∥∥∥
[δ,1]
≤ ε2 ,
∥∥∥P˜∥∥∥
[−1,0]
≤ ε2 and
∥∥∥P˜∥∥∥
[−1,1]
≤ 1. We construct
such a polynomial of degree O
(
max[1,c]
δ log
(
1
ε
))
using Corollary 66, with choosing x0 := 0, r := 1−δ,
δ′ := δ2 max[1,c] and B := 1. The choice of B is justified by the observation that
δc
2
∞∑
k=0
∣∣∣∣(−ck
)∣∣∣∣(r + δ′)k = δc2
∞∑
k=0
(−c
k
)
(−r − δ′)k = δ
c
2
(1− r − δ′)−c
=
δc
2
(δ − δ′)−c = 1
2
(
1− δ
′
δ
)−c
=
1
2
(
1− 1
2 max[1, c]
)−c
≤ 1.
Finally, we define P as the even real part of P˜ , and define P ′ as the odd real part of P˜ .
Given a (1, a, 0)-block-encoding of A, with the promise that the spectrum of A lies in [δ, 1], using
the above polynomials and Theorem 56 we can implement a (1, a + 2, ε)-block-encoding of δ
c
2 A
−c
with O
(
max[1,c]
δ log
(
1
ε
))
uses of the block-encoding of A. Since the derivative of the function δ
c
2 x
−c
at x = δ is − c2δ , we get by Theorem 73 that the δ and c dependence of the complexity of this
procedure is optimal.
Finally we develop a theorem that is analogous to [AGGW17, Corollary 42], and shows that
any function that has quickly converging local Taylor-series can in principle be ε-approximated with
complexity ∝ log(1ε).
Theorem 68 (Bounded polynomial approximation based on multiple local Taylor series). Let J ∈
N, (xj , rj , δj) ∈ [−1, 1]J × (0, 2]J × (0, 1]J , such that xj : j ∈ [J ] is monotone increasing, and δj ≤ rj
for all j ∈ [J ]. Let I := ⋃j∈[J ][xj − rj , xj + rj ] be the union of the intervals [xj − rj , xj + rj ],
and suppose that for all i < j ∈ [J ] such that j − i ≥ 2 we have that rj + rj < xj − xj. Let
δ = min
[
minj∈[J ] δj ,minj∈[J−1] |xj+1 − xj − (rj+1 + rj)|
]
. Let f : I + [− δ2 , δ2 ] → C, B ∈ R+ be
such that for all j ∈ [J ] we have f(xj + x) =
∑∞
k=0 a
(j)
k x
k for all x ∈ [xj − rj − δj2 , xj + rj +
δj
2 ]
and
∑∞
k=0(rj + δj)
k|a(j)k | ≤ B. Let ε ∈
(
0, 12BJ
]
, then there is an efficiently computable polynomial
P ∈ C[x] of degree O(Jδ log(BJε )) such that
‖f(x)− P (x)‖I ≤ ε
‖P (x)‖[−1,1] ≤ ‖f(x)‖I+[−δ/2,δ/2]
‖P (x)‖[−1,1]\(I+[−δ/2,δ/2]) ≤ ε.
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Proof. Use Corollary 66 to construct polynomials fj : j ∈ [J ] of degree O
(
1
δ log
(
BJ
ε
))
such that
‖f(x)− fj(x)‖[xj−rj ,xj+rj ] ≤
ε
4J
‖fj(x)‖[−1,1] ≤ ‖f(x)‖I+[−δ/2,δ/2]
‖fj(x)‖[−1,1]\([xj−rj ,xj+rj ]+[−δ/2,δ/2]) ≤ ε.
Let us introduce a notation for the union of the intervals [xi − ri, xi + ri] : i ∈ {j, j + 1, . . . , k} as
I[j,k] :=
⋃
i∈{j,j+1,...,k}
[xi − ri, xi + ri].
We show inductively how to construct polynomials f[j,k] of degree O
(
k−j+1
δ log
(
BJ
ε
))
such that
∥∥f(x)− f[j,k](x)∥∥I[j,k] ≤ 2(k − j + 1)ε2J (65)∥∥f[j,k](x)∥∥[−1,1] ≤ ‖f(x)‖I+[−δ/2,δ/2] (66)∥∥f[j,k](x)∥∥[−1,1]\(I[j,k]+[−δ/2,δ/2]) ≤ ε. (67)
We already showed how to construct f[j,j] := fj : j ∈ [J ]. Suppose that we already constructed
f[1,j], then we construct f[1,j+1] as follows. We take a polynomial S(x) of degree O
(
1
δ log
(
BJ
ε
))
that
approximates the shifted sign function s.t.
∥∥∥S(x)− sign(x− xi+xj2 )∥∥∥[−1,1]\[xi+xj−δ
2
,
xi+xj+δ
2
] ≤ ε8BJ ,
moreover ‖S‖[−1,1] ≤ 1. Then we define f[1,j+1] := 1−S(x)2 f[1,j] + 1+S(x)2 f[j+1,j+1]. It satisfies (66)-
(67), since f[1,j+1] is a point-wise convex combination of f[1,j] and f[j+1,j+1]. Similarly (65) is also
easy to verify. Therefore by induction we can finally construct P := f[1,J ], which satisfies (65)-(67)
and therefore also the requirements of the theorem.26
A direct corollary of this theorem is for example that for all ε ∈ (0, 12 ] the function δx can be
ε-approximated on the domain [−1, 1] \ [−δ, δ] with a polynomial of degree O(1δ log(1ε)). Although
this also follows from Corollary 67, we prove it directly using Theorem 68, in order to illustrate its
usefulness.
Corollary 69 (Polynomial approximations of 1x). Let ε, δ ∈ (0, 12 ], then there is an odd polynomial
P ∈ R[x] of degree O(1δ log(1ε)) that is ε-approximating f(x) = 34 δx on the domain I = [−1, 1] \
[−δ, δ], moreover it is bounded 1 in absolute value.
Proof. Take J := 2, (x1 := −1, r1 := 1 − δ, δ1 := δ2), (x2 := 1, r2 := 1 − δ, δ2 := δ2) and B = 1 in
Theorem 68, observing that f(1 + x) = 3δ4
∑∞
k=0−(1)kxk = −f(−1 + x). Define P as the odd real
part of the polynomial given by Theorem 68.
26Note that this approach could be further improved to produce a degree O
(
log(J)
δ
log
(
B log(J)
ε
))
approximating
polynomial by combining the polynomial approximations on the different intervals in a binary tree structure. Since
J = O( 1
δ
)
, log(J) = log
(
1
δ
)
and then this gives at most a logarithmic overhead.
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5.3 Applications: fractional queries and Gibbs sampling
Scott Aaronson listed as one of “The ten most annoying questions in quantum computing” [Aar06]
the following problem: given a unitary U , can we implement
√
U? This was positively answered by
Sheridan et al. [SMM09]. We show how to improve the complexity of the result of Sheridan et al.
exponentially in terms of the error dependence. We proceed follow ideas of Low and Chuang [LC17a].
Suppose that we have access to a unitary U = eiH , where H is a Hamiltonian of norm at most
1
2 . Low and Chuang [LC17a] showed how to get a (1, 2, ε)-block-encoding of H with O
(
log
(
1
ε
))
uses
of U . We reprove this result; our proof becomes quite simple thanks to Corollary 66.
Lemma 70 (Polynomial approximations of arcsin(x)). Let δ, ε ∈ (0, 12 ], there is an efficiently
computable odd real polynomial P ∈ R[x] of degree O(1δ log(1ε)) such that ‖P‖[−1,1] ≤ 1 and∥∥∥∥P (x)− 2pi arcsin(x)
∥∥∥∥
[−1+δ,1−δ]
≤ ε.
Proof. Observe that 2pi arcsin(x) =
∑∞
`=0
(
2`
`
)
2−2`
2`+1
2
pix
2`+1 for all x ∈ [−1, 1]. Therefore we also have∑∞
`=0
∣∣∣(2`` ) 2−2`2`+1 2pi ∣∣∣ = 1. The result immediately follows by taking the odd real part of the polynomial
given by Corollary 66.
Corollary 71 (Implementing the logarithm of unitaries). Suppose that U = eiH , where H is a
Hamiltonian of norm at most 12 . Let ε ∈ (0, 12 ], then we can implement a ( 2pi , 2, ε)-block-encoding of
H with O(log(1ε)) uses of controlled-U and its inverse, using O(log(1ε)) two-qubit gates and using
a single ancilla qubit.
Proof. Let cU denote the controlled version of U controlled by the first qubit. Then
sin(H) = −i(〈+| ⊗ I)cU †(ZX ⊗ I)cU(|+〉 ⊗ I).
Now we apply singular value transformation Corollary 18 using an ε-approximating polynomial of
2
pi arcsin(x) on the domain [−12 , 12 ].
Combining the above result with block-Hamiltonian simulation techniques Corollary 62 we can
implement fractional queries of unitaries with complexity O(log2(1ε)). As we show in the following
corollary this complexity can be reduced to O(log(1ε)) by directly implementing27 Hamiltonian
simulation using a block-encoding of sin(H) rather than H.
Corollary 72 (Implementing fractional queries). Suppose that U = eiH , where H is a Hamiltonian
of norm at most 12 . Let ε ∈ (0, 12 ] and t ∈ [−1, 1], then we can implement an ε-approximation of
U t = eitH with O(log(1ε)) uses of controlled-U and its inverse, using O(log(1ε)) two-qubit gates and
using O(1) ancilla qubits.
Proof. As we have shown in the proof of Corollary 71, one can implement a block-encoding of
sin(H) with a constant number of queries to U . Let us look at the Taylor series of eit arcsin(x). One
can see that the 1-norm of the coefficients of the Taylor series of t arcsin(x) is |t| arcsin(1) = |t|pi2 .
Therefore, for t ∈ [− 2pi , 2pi ] we get that the 1-norm of the Taylor series of eit arcsin(x) is at most e1 = e.
27The method we describe uses block-encoding formalism, but in fact one could implement it more directly using
a Fourier series based approach similarly to the one used for Hamiltonian simulation by Low and Chuang [LC17b].
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Thereby, using Theorem 68 we can construct polynomial O(ε)-approximations of sin(t arcsin(x))
and cos(t arcsin(x)) of degree O(log(1ε)), which are bounded by 1 in absolute value on the interval
[−1, 1]. We can combine these polynomials in a similar way as in the proof of Theorem 58. This
way we can implement an ε-approximation of U t for all t ∈ [− 2pi , 2pi ] with complexity O
(
log
(
1
ε
))
.
Implementing U t for all t ∈ [−1, 1] can be achieved by implementing U t2 twice an taking their
product.
Note that the above technique can be combined with an initial phase estimation in order to
implement fractional queries under the weaker promise ‖H‖ ≤ pi − δ. It suffices to perform a
δ-precise phase estimation with success probability 1 − poly(ε), then implement fractional queries
using Corollary 72 and then undo the initial phase estimation. This leads to complexityO(1δ log(1ε)),
which exponentially improves the complexity O(max[1δ , 1ε ] log(1ε)) of Sheridan et al. [SMM09] in the
case of δ = Θ(1). Note that Sheridan et al. [SMM09] also proved a lower bound on this problem,
which shows that the δ dependence of this algorithm is actually optimal. We believe that the log(1ε )
dependence in the runtime is also necessary, therefore this algorithm is probably fairly close to
optimal.
After implementing a fractional query, such that ‖H‖ ≤ 12 is satisfied, one can use Corollary 72
to implement the logarithm of the unitary. Also note the gap promise on the spectrum of U is
necessary for implementing the fractional queries, but it is not important that the gap is exactly at
eipi, one can just add a phase gate for example to U in order to rotate the spectrum.
Finally, we briefly describe how these techniques can be used for Gibbs sampling. If one first
prepares a maximally entangled state on two registers and applies the map e−
β
2
(H+I) on the first
register, then one gets a subnormalized Gibbs state eβ(H+I) on the first register. Then, using
(fixed-point) amplitude amplification one gets a purification of a Gibbs-state. Each of these steps
can be compactly performed using singular value transformation techniques, providing an efficient
implementation.
An ε-approximation of the map e−
β
2
(H+I) can be implemented using Theorem 56 and Corol-
lary 64 with query complexity O(√β log (1/)), and it suffices to use O(√ nZ ) amplitude ampli-
fication steps in order to prepare the Gibbs-state with constant success probability, where n is
dimension of H and Z := Tr[e−β(H+I)] is the partition function. In the case when H does not have
an eigenvalue close to −1, but say λmin is the smallest eigenvalue, then one should implement an
approximation of e−β(H−λminI) on the domain [λmin, 1] in order to avoid unnecessary subnormaliza-
tion. However note, that this in general increases to complexity and gives a linear dependence on
β. For more details see, e.g., the work of Appeldoorn et al. [AGGW17, AG18].
In the special case when one has access to the square root of H, and H has an eigenvalue close
to 0, then one can still achieve quadratically improved scaling with β as shown by Chowdhury and
Somma [CS17]. This can be easily shown using our techniques observing that e−βH = e−β(
√
H)
2
, and
that the function e−βx2 can be ε-approximated on the interval [0, 1] using a polynomial of degree
O(√β log(1ε)) as follows from Theorem 63 or Corollary 64.
6 Limitations of the smooth function techniques
In the classical literature there are many good techniques for lower bounding the degrees of ap-
proximation polynomials [SV14]. There is a intimate relationship between the degrees of approx-
imation polynomials quantum query complexity [BBC+01]. In a recent result Arunachalam et
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al. [ABP17] showed that for discrete problems certain polynomial approximations characterize the
quantum query complexity. There are also some result about lower bounds for continuous prob-
lems [Aar09, Bel15, GAW17], however the literature to this end is much more sparse.
To advance the knowledge on lower bounds in the continuous regime, we prove a conceptually
simple lower bound on eigenvalue transformations, which guides our intuition about what sort of
transformations are possible. Intuitively speaking if a function has derivative d on the domain of
interest then we need to use the block-encoding Ω(d)-times in order to implement the eigenvalue
transformation corresponding to f . This suggests that Theorem 68 applied together with Theo-
rem 56 often gives optimal results, since the δ parameter usually turns out to be ∝ 1d , where d is
the maximal derivative of the function on the domain of interest.
Theorem 73 (Lower bound for eigenvalue transformation). Let I ⊆ [−1, 1], a ≥ 1 and suppose U is
a (1, a, 0)-block-encoding of an unknown Hermitian matrix H with the only promise that the spectrum
of H lies in I. Let f : I → R, and suppose that we have a quantum circuit V that implements a
(1, b, ε)-block-encoding of f(H) using T applications of U , for all U fulfilling the promise. Then for
all x 6= y ∈ I ∩ [−12 , 12 ] we have that
T = Ω
( |f(x)− f(y)| − 2ε
|x− y|
)
.
More precisely for all x, y ∈ I we have that
T ≥
max
[
f(x)− f(y)− 2ε,√1− (f(y)− ε)2 −√1− (f(x) + ε)2]
√
2
√
1− xy −√(1− x2)(1− y2) (68)
≥
max
[
f(x)− f(y)− 2ε,√1− (f(y)− ε)2 −√1− (f(x) + ε)2]
√
2 max
[
|x− y|,
∣∣∣√1− x2 −√1− y2∣∣∣] . (69)
Proof. First let us examine the case when H is a d×d matrix, a = 1 and U is of size 2d×2d. Recall
that in (13) we defined the two-dimensional reflection operator
R(x) =
[
x
√
1− x2√
1− x2 −x
]
,
and note, that for all x, y ∈ [0, 1] we have that
‖R(x)−R(y)‖ =
√
2
√
1− xy −
√
(1− x2)(1− y2) ≤
√
2 max
[
|x− y|,
∣∣∣√1− x2 −√1− y2∣∣∣].
(70)
For all z ∈ [0, 1] let Uz :=
⊕d
i=1R(z), where the direct sum structure is arranged in such a way that
Uz is a (1, 1, 0)-block-encoding of Hz := zI. Let V [Uz] denote the circuit V when using the input
unitary Uz. Since V [Uz] uses Uz a total number of T times we have that
‖V [Ux]− V [Uy]‖ ≤ T‖Ux − Uy‖ = T‖R(x)−R(y)‖. (71)
By the promise on V we get that V [Uz] is a (1, b, ε)-block-encoding of f(Hz) = f(z)I. Let ςmax /min
denote the maximal/minimal singular value of a matrix. Using this notation we get that
ςmax
[
(〈0|⊗b⊗I)V [Uy](|0〉⊗b⊗I)
]
≤ f(y) + ε, (72)
ςmin
[
(〈0|⊗b⊗I)V [Ux](|0〉⊗b⊗I)
]
≥ f(x)− ε. (73)
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Let use introduce the notation Π|0〉〈0| :=
((
Ib − |0〉〈0|⊗b
)⊗ I), then by (72)-(73) we have that
‖V [Ux]− V [Uy]‖ ≥
∥∥∥(|0〉〈0|⊗b ⊗ I)V [Ux](|0〉〈0|⊗b ⊗ I)− (|0〉〈0|⊗b ⊗ I)V [Uy](|0〉〈0|⊗b ⊗ I)∥∥∥
≥ ςmin
[
(〈0|⊗b⊗I)V [Ux](|0〉⊗b⊗I)
]
− ςmax
[
(〈0|⊗b⊗I)V [Uy](|0〉⊗b⊗I)
]
≥ f(x)− f(y)− 2ε, and (74)
‖V [Uy]− V [Ux]‖ ≥
∥∥∥Π|0〉〈0|V [Uy](|0〉〈0|⊗b ⊗ I)−Π|0〉〈0|V [Ux](|0〉〈0|⊗b ⊗ I)∥∥∥
≥ ςmin
[
Π|0〉〈0|V [Uy](|0〉⊗b⊗I)
]
− ςmax
[
Π|0〉〈0|V [Ux](|0〉⊗b⊗I)
]
=
√
1−ς2max
[
(〈0|⊗b⊗I)V [Uy](|0〉⊗b⊗I)
]
−
√
1−ς2min
[
(〈0|⊗b⊗I)V [Ux](|0〉⊗b⊗I)
]
≥
√
1− (f(y)− ε)2 −
√
1− (f(x) + ε)2. (75)
By combining (71) and (74)-(75) we get that
T ≥
max
[
f(x)− f(y)− 2ε,√1− (f(y)− ε)2 −√1− (f(x) + ε)2]
‖R(x)−R(y)‖ .
Combining this inequality with (70) proves (68)-(69). Finally note, that if a > 1 essentially the
same argument can be used to prove (68)-(69), just one needs to define Uz with additional tensor
products of identity matrices acting on the new ancilla qubits.
The above lower bound suggests that the spectrum of H lying closea to 1 is more flexible than
the spectrum lying below say 12 in absolute value. Indeed it turns out that the spectrum of H
lying close to 1 is quadratically more useful than the spectrum I ⊆ [−12 , 12 ], cf. Corollary 64 and
Lemma 22. This lower bound also explains why is it so difficult to amplify the spectrum close to
1, cf. Theorem 30. Finally note, that since eigenvalue transformation is a special case of singular
value transformation it also gives a lower bound in singular value transformation.
7 Conclusion
Our main contribution in this paper is to provide a paradigm that unifies a host of quantum
algorithms ranging from singular value estimation, linear equation solving, quantum simulation
to quantum walks. Prior to our contribution each of these fields would have to be understood
independently, which makes mastering all of them a challenge. By presenting them all within the
framework of quantum singular value transformation, many of the most popular techniques in these
fields follow as a direct consequence. This greatly simplifies the learning process while also revealing
algorithms that were hitherto unknown.
The main result of this paper is an efficient method for implement singular value transformation,
extending earlier qubitization techniques. The paper describes several novel applications to this
general result, including an algorithm for performing certain “non-commutative” measurements, an
exponentially improved algorithm for simulating fractional queries to an unknown unitary oracle,
and an improved algorithm for principal component regression.
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We also give a novel view on quantum matrix arithmetics by summarizing known results about
block-encoded matrices, showing that they enable performing matrix arithmetic on quantum com-
puters in a simple and efficient manner. The described method in principle can give exponential
savings in terms of the dimension of the matrices, and perfectly fits into our framework.
An interesting question for future work involves the recent work by Catalin Dohotaru and Peter
Høyer which shows that a wide range of quantum walk algorithms can be unified within a single
paradigm called controlled quantum amplification [DH17]. While the structure of the quantum
circuits introduced by them bears a strong resemblance to those used in qubitization, it is difficult
to place this work within the framework we present here. The question of how to unify their
approach with our techniques therefore remains open.
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