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Abstract: In this report, we are interested in blind restoration of optical images
that are degraded by a space-variant (SV) blur and corrupted with Poisson noise.
For example, blur variation is due to refractive index mismatch in three dimen-
sional fluorescence microscopy or due to atmospheric turbulence in astrophysical
images. In our work, the SV Point Spread Function (PSF) is approximated by a
convex combination of a set of space-invariant (SI) blurring functions. The prob-
lem is thus reduced to the estimation of the set of SI PSFs and the true image. For
that, we rely on a Joint Maximum A Posteriori (JMAP) approach where the im-
age and the PSFs are jointly estimated by minimizing a given criterion including
l1 and l2 norms for regularizing the image and the PSFs. Our contribution is to
provide a functional for the SV blind restoration problem allowing to simultane-
ously estimate the PSFs and the image. We show the existence of a minimizer of
such a functional in the continuous setting. We describe an algorithm based on
an alternate minimization scheme using a fast scaled gradient projection (SGP)
algorithm. The efficiency of the proposed method is shown on simulated and real
images.
Key-words: Blind restoration, JMAP, space-variant PSF, SGP
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Restauration aveugle spatialement variante
Résumé : Dans ce rapport, nous nous intéressons à la restauration aveugle des
images optiques qui sont dégradées par un flou spatialement variant (SV) et cor-
rompu par un bruit de Poisson. Par exemple, la variation du flou est due au change-
ment des indices de réfraction dans la microscopie à fluorescence tridimension-
nel ou due à la turbulence atmosphérique dans les images astrophysiques. Dans
notre travail, la fonction d’étalement de point SV ("Space Variant Point Spread
Function (SV PSF)" en anglais) est approchée par une combinaison convexe d’un
ensemble fonctions de flou spatialement invariants (SI). Le problème se réduit
alors à l’estimation de l’ensemble de ces fonctions ainsi que l’image nette. Pour
ce faire, nous nous appuyons sur une approche par Maximum A Posteriori Joint
(MAPJ) où l’image et les PSFs sont estimées conjointement par minimisation
d’un critère donné contenant les normes l1 et l2 pour régulariser l’image et les
PSFs. Notre contribution consiste à fournir une fonctionnelle pour la restauration
aveugle SV permettant d’estimer simultanément les PSFs et l’image. Nous mon-
trons l’existence d’un minimiseur d’une telle fonctionnelle dans un cadre continu.
Nous décrivons ensuite un algorithme basé sur un schéma de minimisation al-
ternée, chaque problème de minimisation élémentaire est résolu par une méthode
rapide de gradient projeté. L’efficacité de la méthode proposée est montrée sur
des images simulées et réelles.
Mots-clés : JMAP, PSF spatialement variante, restauration aveugle, SGP
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1 Introduction
1.1 General framework and state of the art
Since the first telescopes invented in the XVth century, optical imaging systems
have known a considerable advance providing high resolution and good contrast
photography. Nevertheless, till now they suffer from some artifacts mainly due to
the inherent limitations of the optical instruments as well as the imaging environ-
ment. First, optical images are affected by a blur coming from different sources
such as light diffraction, defocus, motion, etc. This resulting blur may vary ac-
cording to the imaged point in the scene due to different reasons, for example,
atmospheric turbulence in astrophysical imaging or moving objects in a real scene
imaging. In three-dimensional (3D) fluorescence microscopy, images are affected
by a variant blur due to refractive index mismatch between the different mediums
composing the system. In addition to this blur, optical images are affected by
random errors usually modeled by Gaussian or Poisson noise (or both). Facing
such optical limits, it is essential to remove both blur and noise using numerical
processing. In a mathematical point of view, the considered degradation can be
modeled by the following equation:
g = N (H ( f )) (1)
where f denotes the original image that we are looking for, H is a linear blur-
ring operator, N is the noise operator and g is the observed image. Knowing only
the observation g and the noise statistic N, our goal is to recover the sharp image
f . When the blurring operator H is additionally known, this inverse problem is
known as image restoration. When the blur is space-invariant (SI), the operator
H(.) = h ∗ . is a convolution with a blurring function h commonly called Point
Spread Function (PSF) or the system’s impulse response. In this case, the consid-
ered problem is known as deconvolution. When the blurring operator is unknown,
the problem is called blind restoration (BR). Blind deconvolution (BD) is thus a
particular case of BR where the blur is assumed to be SI. Actually, this problem
is more difficult than the non-blind case since the number of unknowns increases
without any increase of the number of observed variables. The solution of such a
problem is not unique and the problem is thus ill-posed. Literature on BD is wider
than literature on BR. A review of the main BD methods can be found for exam-
ple in (Campisi and Egiazarian [2007], Levin et al. [2009]) and the references
therein. Despite the numerous references on that topic, BD remains a difficult
under-determinate inverse problem which is still open in image processing.
RR n° 8073
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Nevertheless, dealing with significant space variation of the blur such as in 3D
fluorescence microscopy (F. Gibson and Lanni [1991], Pawley [2006]), a rigorous
SV model should be used. In this case, the convolution is no longer a valid rep-
resentation since the system response is different at each point. The degradation
operation should be computed at each point separately, which makes computa-
tions extremely time consuming. In this context, different methods dealing with
the SV BR problem have been developed. Most of them can be seen as an exten-
sion of the previous SI BD methods to the SV case. Let us recall some of these
works.
In the first BR methods in a SV blur framework, the PSF is assumed to be
piecewise-invariant in such a way that the image can be segmented into sub-
images where the blur is assumed to be invariant, see (Lagendijk and Biemond
[1991], Guo et al. [1996]). Then, the blur is locally estimated by applying SI
blur identification methods. However, this usually leads to domain decomposition
artifacts.
Recent methods consider a smoothly varying blur where the SV PSF is mod-
eled by a combination of SI ones. Two different approximation models of the SV
PSF have been developed in the literature, one in (Preza and Conchello [2004],
Hirsch et al. [2010], Harmeling et al. [2010]) and the other in (Nagy and O’Leary
[1998], Bardsley et al. [2006]). They essentially differ in the way of interpolating
the SI PSFs. Study and comparison of these two modeling classes are discussed
in (Denis et al. [2011], Ben Hadj and Blanc-Féraud [2012]). Nevertheless, none
of these aforementioned methods automatically estimate the SI PSF locations or
the combination functions used to compute the SV PSF from the SI PSFs. They
usually assume that combination functions and SI PSF locations are known and
that the accuracy of the results can be enhanced by increasing the SI PSF number.
In our knowledge, the only fully automatic work is the one presented in (Bar et al.
[2007]). However, in that method, it is assumed that there are only two different
blurs and that the blur difference is very significant. In our work, both abrupt and
smooth blur variations can be estimated. We also assume that the SI PSF number
is known. The SI PSF locations and combination functions are thus fixed.
Other works consider a continuously varying PSF as in (Blume et al. [2007]).
In other words, the PSF is estimated at every point of the image. This actually
leads to a very accurate result at the expense of a huge computational time. The
practical application of these methods, especially in 3D imaging, remains thus
prohibitive.
In essence, all existing BR methods differ in the way of regularizing the SV
PSF and the image in order to compensate for the severe lack of information en-
RR n° 8073
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countered in the BR problem. For example in (You and Kaveh [1996, 1999]), the
authors consider a piecewise smoothness of both the image and the PSF through
an anisotropic diffusion based regularization. In (Rajagopalan and Chaudhuri
[1999]), the SV PSF is parameterized by a single blur parameter, smoothness con-
straints on the spatial variations of the blur parameter is also incorporated using
Markov Random Field (MRF) model. In (Guo et al. [1996]), an autoregressive
(AR) model and a Tichonov term are used for the image regularization. In (Bar
et al. [2007]), the Mumford-Shah regularization for the image is used for the SV
deblurring problem.
1.2 Problem and main contribution
In this report, we propose a solution for the BR problem of optical images that
are degraded by a SV blur and corrupted with Poisson noise. In order to avoid
the extensive computations due to the SV blur, we approximate the SV PSF by a
convex combination of a set of SI PSFs that we denote by h1, ..., hM with M ≥ 1
the number of PSFs. That is, we consider an expression of the SV blurred image
of the following form:
H ( f ) = H˜
(
f , h1, ..., hM
)
(2)
An explicit expression of H˜ is given in sub-section 2.2. Thanks to this approxima-
tion, the blind restoration problem boils down to the estimation of the image f and
the set of SI PSFs h1, ..., hM. For that, we rely on a Joint Maximum A Posteriori
(JMAP) approach where an estimate of
(
f , h1, ..., hM
)
is given by minimizing a
criterion of the following from:
J
(
f , h1, ..., hM
)
= Jd
(
f , h1, ..., hM
)
+ Jpf ( f )+ J
p
h
(
h1, ..., hM
)
(3)
Jd
(
f , h1, ..., hM
)
is a data fidelity term arising from the considered image forma-
tion model. Jpf ( f ) and J
p
h
(
h1, ..., hM
)
are respectively prior terms on the image
and the SI PSF set resulting from a given probability distribution. In our work,
we use l1 norm to built J
p
f ( f ) and l2 norm to built J
p
h
(
h1, ..., hM
)
. These norms
are applied on the gradient of the variables in order to promote smoothness on the
solution: l1 norm is applied on the gradient of the image in order to obtain an edge
preserving smoothing and l2 norm is applied on the gradient of the PSF in order
to capture as much as possible blur in the PSF and not in the recovered image.
After defining the criterion to be minimized, we show the existence of a solu-
tion to such a minimization problem in a given set of functions that we define in
RR n° 8073
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the following section. To the best of our knowledge, the present report is the first
one that provides such a theoretical proof. In fact, all existing BD methods based
on a similar approach either attempt to minimize the criterion assuming the exis-
tence of such a minimum, either assume some hypothesis on the objective function
to be minimized. For example, in (Bolte et al. [2010]) a coercivity condition on
a functional similar to (3) is assumed for the minimization problem. Note that
in that work of (Bolte et al. [2010]), a Gaussian noise model is considered. Fur-
thermore, we derive an algorithm for the numerical resolution of the considered
problem, an algorithm which is appropriately designed to overcome the computa-
tional time limit. To this end, we use a scaled gradient projection (SGP) algorithm
as proposed in (Bonettini et al. [2009], Zanella et al. [2009]) in an alternate way
on the image f and the SI PSFs h1, ..., hM. In fact, SGP algorithm is known to
provide fast convergence by approximating Newton method. We show on 2D and
3D simulated and real images that the SV blur model as well as the proposed
algorithm are efficient for solving the considered BR problem. In particular, we
apply our method on digital camera images where the blur is assumed to be SV
due to spherical aberrations coming from the non-ideal shape of lenses (i.e. dif-
ference of the lens shape between the center and the edges). We also apply our
method on 3D confocal microscopy images where the blur is varying along the
z-axis (or the depth of the imaged point). Comparisons with the Maximum Like-
lihood Expectation-Maximization (MLEM) (Shepp and Vardi [1982]) embedded
with the alternate minimization procedure (AM), are also reported to assess the
accuracy as well as the computational gain provided by the proposed method.
We now outline the contents of this report. Section 2 is devoted to notations,
definitions, preliminary lemmas and problem formulation. In section 3, we prove
the existence of a minimizer of a functional that we define in (14). In section 4, we
describe the proposed SGP based optimization method embedded with the AM
algorithm for solving the considered problem. Experimental tests on simulated
and real images are reported and discussed in section 5. The report concludes in
section 6 with a summary and some perspectives of our research work.
RR n° 8073
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2 Problem formulation
Let O and I be two bounded sets of Rn (with n = 2, 3 the image dimension),
standing for the object space (i.e. true scene) and image space (i.e. observed
scene) respectively. Let f ∈ L1 (O) and k ∈ L1 (I ) be two functions modeling
respectively the original and blurred images. We denote by h˜ ∈ L1 (I ×O) the
SV PSF i.e. h˜(.,u′) refers to the system response to a point source placed at u′, a
location in the object space O . Neglecting the noise effect, the SV blurred image
can be modeled by the following equation:
k (u) =
∫
O
h˜
(
u,u′
)
. f
(
u′
)
du′, ∀u ∈I (4)
In spite of the accuracy and the effectiveness of model (4), we cannot use it in
the estimation process because it is prohibitive in terms of computational time.
Approximation of this model is needed in order to avoid such extensive compu-
tations. For that, we first recall some preliminary notations and introduce some
necessary lemmas which will be used throughout this report. Then, we present
the proposed approximate SV blur model based on a linear interpolation of a set
of SI PSFs. Afterwards, relying on a JMAP approach, we focus on inverting that
model by defining a criterion to be minimized.
2.1 Notations and preliminary lemmas
Let I = [−1, 1]n, n = 2, 3, be the support of the observed 2D or 3D image, and
B(O,R) be a closed disc or sphere centered on O, and of radius R ∈ [0, 1] such
that B(O,R)(I . Consider the following spaces:
• H1 (I ) =
{
h ∈ L2 (I ) , ∇h ∈ L2 (I )n}
• H = {h∈H1 (I ) ; h≥ 0; ∫I h(u)du= 1; supp(h)⊂B(O,R)}where supp(h)
refers to the support of function h. When
∫
I h(u)du = 1, the PSF h is said
to be normalized on I .
• F = { f ∈ BV (Rn); f ≥ 0;I − periodic} where BV (Rn) is the space of
functions of bounded variations, see (Aubert and Kornprobst [2006]).
• Fc = { f ∈F ;
∫
I f (u)du = c}, where 0 < c <+∞ is a positive constant.
RR n° 8073
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In the case of SI blur, the degraded image observed on a bounded set I , is as-
sumed to be obtained by convolving the image f with a SI PSF that we denote
by h. In a practical point of view, the convolution is computed in the Fourier do-
main. Consequently, the image f is assumed to be infinite and periodic of period
I . That is why we consider I -periodic functions in F . Then, the convolution
operation
h∗ f (u) =
∫
Rn
h(u−u′) f (u′)du′, ∀u ∈I
=
∫
Rn
f (u−u′)h(u′)du′, ∀u ∈I
(5)
is defined for f ∈F and h ∈ H1 (I ).
We consider in this work a photon conservative optical system. That is, the
number of photons entering the optical system is the same as the number of pho-
tons leaving the optical system. This property is known as flux conservation. We
prove that it is equivalent to PSF normalization, first in the SI case, then in the SV
case for the considered approximate SV blur model. In fact, these two latter prop-
erties (i.e. flux conservation and PSF normalization) are important for reducing
the ambiguity due to the ill-posedness of the problem. For example, one can note
that by imposing PSF normalization, one can discard many possible PSF solutions
obtained by rescaling the true one.
Lemma 1. Let f ∈F and h ∈ H1 (I ) , supp(h)⊂ B(O, R), we have:∫
I
f ∗h(u)du =
∫
I
f (u)du⇐⇒
∫
B(O,R)
h(u)du = 1 (6)
Proof. First, we need to prove the following lemma.
Lemma 2. Let f ∈ L2 (I ), and I -periodic, then we have the following result:∫
I−{z}
f (u)du =
∫
I
f (u)du, ∀z ∈ Rn (7)
Proof. Let prove the lemma 2 in the 1D case. The generalization to the n-dimensional
case is straightforward. ConsiderI = [−1, 1], z≥ 0 and f is 2-periodic. We have
∫
I−{z}
f (u)du =
∫ 1−z
−1−z
f (u)du
=
∫ −1
−1−z
f (u)du+
∫ 1
−1
f (u)du−
∫ 1
1−z
f (u)du
(8)
RR n° 8073
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The first term of this latter equation can be expressed as:
∫−1
−1−z f (u)du=
∫ 1
1−z f (y−
2)dy =
∫ 1
1−z f (u)du. Replacing this latter result in (8), we get:
∫ 1−z
−1−z f (u)du =∫ 1
−1 f (u)du. For z≤ 0, the proof is similar.
Now, we return to the proof of the equivalence between flux conservation and
PSF normalization in the SI case:∫
I
f ∗h(u)du =
∫
I
∫
Rn
h
(
u−u′) f (u′) du′du
=
∫
I
∫
B(O,R)
h(z) f (u− z) dzdu
=
∫
B(O,R)
h(z)
[∫
I
f (u− z) du
]
dz
=
∫
B(O,R)
h(z)
[∫
I−{z}
f (u) du
]
dz
Using lemma 2, we obtain:∫
I
f ∗h(u)du =
∫
B(O,R)
h(z)dz
∫
I
f (u) du
From the above equation, it is obvious the equivalence between flux conservation
and PSF normalization on B(O, R).
Remark. To reduce boundary artifacts in image restoration, usually the image is
extended by using a reflected version of it or simply by padding to it zeros (if
the image boundaries are zeros) (Aghdasi and Ward [1996]). The new domain Ω
on which the image is defined, is thus more extended than I (i.e. I ⊂ Ω). In
this case, the convolution computed using Fourier transform is periodic of period
Ω. Therefore, the flux conservation no longer holds on the domain I , but on the
domain Ω. period considered in the circular convolution.
2.2 SV blur model
Approximate SV blur models based on a linear interpolation of a set of SI PSFs
were previously studied and compared in (Denis et al. [2011], Ben Hadj and
Blanc-Féraud [2012]). In our work, we consider an efficient approximation simi-
lar to that proposed in (Preza and Conchello [2004], Hirsch et al. [2010], Harmel-
ing et al. [2010]) given by the following equation:
k (u) = ∑
1≤i≤M
hi ∗ (ψ i. f )(u) ,∀u ∈I (9)
RR n° 8073
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where k stands for the blurred image, f ∈F , hi ∈H , 1 ≤ i ≤ M is a set of SI
PSFs, andψ i ∈H , such thatψ i :Rn→ [0, 1], 1≤ i≤M is a set of weighting func-
tions verifying ∑
1≤i≤M
ψ i (u′) = 1, ∀u′ ∈Rn. Each weighting function is associated
with a SI PSF allowing to alleviate transitions between neighboring SI PSFs. Ac-
cording to the variations of the considered weighting functions ψ i, i = 1, ..., M,
the transitions between the different SI PSFs is more or less smooth. The expres-
sion of the SV PSF associated with model (9) is shown to be as follows:
h˜
(
u,u′
)
= ∑
1≤i≤M
ψ i(u′)hi(u−u′),∀u ∈I , u′ ∈ Rn (10)
An other model, proposed in (Nagy and O’Leary [1998], Bardsley et al. [2006])
consists in interpolating the SI PSFs in the image domain i.e. ψ i vary with the
image coordinates or u in our notations. It is proved in (Denis et al. [2011], Ben
Hadj and Blanc-Féraud [2012]) that such an interpolation is less realistic and less
efficient than model (9). In fact, we can easily verify that the SV PSF given
by (10) is normalized and the flux conservation property is satisfied when the
SI PSFs hi, i = 1, ..., M are normalized (see lemma 3 and 4). Whereas, this is
not the case for the other model of (Nagy and O’Leary [1998], Bardsley et al.
[2006]). Consequently, in the sequel of this report, we consider the approximate
degradation model given by (9).
Lemma 3. Let f ∈ L2 (I ), hi ∈H , 1 ≤ i ≤ M, and B(u′, R) a bounded disc or
sphere of radius R ∈ [0, 1], centered on u′ ∈ Rn, we have the following result:∫
B(u′,R)
∑
1≤i≤M
ψ i(u′)hi(u−u′)du = 1,∀u′ ∈ Rn (11)
Proof. ∫
B(u′,R)
∑
1≤i≤M
ψ i(u′)hi(u−u′)du
= ∑
1≤i≤M
ψ i(u′)
∫
B(u′,R)
hi(u−u′)du
= ∑
1≤i≤M
ψ i(u′)
∫
B(O,R)
hi(t)dt
= ∑
1≤i≤M
ψ i(u′)
= 1
RR n° 8073
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Lemma 4. Let f ∈ L2 (I ), hi ∈H , 1≤ i≤M, we have:∫
I
∑
1≤i≤M
hi ∗ (ψ i. f )(u)du = ∫
I
f (u)du (12)
Proof. We have:∫
I
∑
1≤i≤M
hi ∗ (ψ i. f )(u)du = ∑
1≤i≤M
∫
I
hi ∗ (ψ i. f )(u)du
As hi, 1≤ i≤M are normalized, we obtain from lemma 1:
∑
1≤i≤M
∫
I
ψ i (u) . f (u)du =
∫
I
∑
1≤i≤M
ψ i (u) . f (u)du
=
∫
I
f (u)du
2.3 JMAP criterion
After defining the SV blur model and checking some necessary properties, we
now introduce an objective functional allowing to solve the SV BR problem. In
addition to the SV blur, we take into account two kinds of noise:
First, the background noise usually appears in astrophysical and microscopy
images. For example, in fluorescence microscopy, the background noise is a re-
sult of the mounting media either auto-fluorescing or reflecting and scattering the
imaged specimen’s fluorescence. Similarly, in astronomy, the background noise
comes from the diffusion of the incoming light from nearby sources from the sky
or from the telescope itself. In fact, even if no visible astronomical objects are
present in given part of the sky, there always is some low luminosity present, due
to light diffusion from the atmosphere. comes from an error in the calibration of
the imaging system so that there is usually an offset in the detector that can be as-
similated to a non-negative constant bg > 0. This kind of noise can be assimilated
to a non-negative constant bg > 0 that can be easily estimated from a dark area of
the observed image which does not contain a signal (Pankajakshan [2009]). Then,
bg is assumed to be known in our model.
Second, a Poisson noise originates from the stochastic nature of the photon
detection process at the sensor, usually appears in astronomical and confocal mi-
RR n° 8073
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croscopy images. Consequently, the observed image denoted by g follows a Pois-
son statistic of the following mean:
g∼P
(
∑
1≤i≤M
hi ∗ (ψ i. f )(u)+bg) (13)
For a fixed set of weighting functions, our goal is thus to jointly estimate both
the SI PSF set hi,1 ≤ i ≤ M and the true image f from the observation g. This
problem is ill-posed since the solution ( f , h1, ..., hM) is not unique. In particular,
one trivial solution is (g, δ , ..., δ ) i.e. the SI PSFs are Dirac functions and the
recovered image is the same as the degraded image. Hence, regularization should
be introduced for both image and SI PSFs. In our work, we propose to use a total
variation (TV) regularization for the image f (Rudin et al. [1992]) and a quadratic
term for each of the SI PSFs hi,1 ≤ i ≤M i.e. l2 norm of the gradient of each of
the SI PSFs. In other words, we are interested in minimizing w.r.t ( f , h1, ..., hM)
the following JMAP criterion:
J( f , h1, ..., hM) =
∫
I
(
∑
1≤i≤M
hi ∗ (ψ i. f )(u)+bg)du
−
∫
I
g(u).log
(
∑
1≤i≤M
hi ∗ (ψ i. f )(u)+bg)du
+α
∫
I
|D f |+ ∑
1≤i≤M
β i
∥∥∇hi∥∥22
(14)
The two first terms corresponds to the data fidelity component related to the Pois-
son statistic (Zanella et al. [2009], Bertero et al. [2010]). The third term is the
total variation function (Rudin et al. [1992]) which allows to smooth homoge-
neous areas of the recovered images while preserving sharp edges. The last term,
introduced for regularizing the PSFs, allows to promote the largest possible PSF
and subsequently prevents a part of the blur to be associated with the recovered
image. α and β i, 1 ≤ i ≤M are regularizing weight parameters that quantify the
trade off between these regularizing components and the data fidelity term. As the
PSFs hi, 1≤ i≤M are different, the regularizing parameters β i, 1≤ i≤M could
also be different. Furthermore, as it is stated previously, in addition to these regu-
larizing terms, we take into account some other constraints in order to reduce the
degree of freedom of this problem: On the one hand, positivity and normalization
constraints are imposed on the SI PSFs. On the other hand, positivity and flux
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conservation constraints are imposed on the image. According to lemma 1, con-
straints of flux conservation and PSF normalization are redundant. However, both
of them are useful for regularizing the ill-posed problem and need to be included
in the estimation process (see section 4). Finally, we propose to solve the SV BR
problem by solving the following constrained optimization problem:(
fˆ , hˆ1, ..., ˆhM
)
= Arg Min
Fc×H M
J
(
f , h1, ..., hM
)
sub. to

f ≥ 0
hi ≥ 0, 1≤ i≤M∥∥hi∥∥1 = 1, 1≤ i≤M
‖ f‖1 = c
(15)
where c = ‖g‖1 =
∫
I g(u)du, andFc andH
M are as defined in sub-section 2.1.
It is worth stressing that minimizing such a criterion is a difficult problem since
it is not jointly convex w.r.t
(
f , h1, ..., hM
)
. Whereas, it can be shown that it is
convex w.r.t. each of the variables separately, strictly convex if and only if the
data g is strictly positive. Nevertheless, one of our contributions is to prove the
existence of a minimum ( f , h1, ..., hM)min of the considered objective function in
the continuous setting. The proof remains also valid in the SI case. In fact, it
suffices to take M = 1 and ψ1(u) = 1,∀u ∈ Rn.
3 Existence of a minimizer
Our goal is to prove the existence of ( fˆ , hˆ1, ..., ˆhM) ∈Fc×H M satisfying equa-
tion (15).
According to (Aubert and Kornprobst [2006]), it suffices to show the exis-
tence a minimizing sequence
(
fn, h1n, ..., h
M
n
)
n of functional J that converges to(
f0, h10, ..., h
M
0
) ∈Fc×H M such that:
lim
n→+∞J
(
fn, h1n, ..., h
M
n
)≥ J ( f0, h10, ..., hM0 ) .
For this end, some necessary lemmas should be proved:
Lemma 5. ∃a > 0 and b ∈ R such that ∀t > 0, we have:
t−g(u) log(t)≥ at+b, ∀u ∈I . (16)
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Proof. Let us define the following function for fixed a and b in R:
F(t) = (a−1)t+g(u)log(t)+b, ∀t > 0 (17)
The first derivative of this function is given by: F ′(t) = a− 1+ g(u)t . We know
that F ′(t) ≥ 0⇔ g(u)t ≥ 1−a. Consequently, for a ∈]0, 1[, we have F ′(t) ≥ 0⇔
g(u)
1−a ≥ t. In other words, F is increasing from F(0) = −∞ to F(g(u)1−a) in ]0, g(u)1−a ]
and decreasing from F(g(u)1−a) to F(+∞) = −∞ in [g(u)1−a ,+∞[. Furthermore, we
have:
F(
g(u)
1−a) = b−g(u)(1+ log(1−a)− log(g(u))) .
Hence, for a ∈]0, 1[, we have: F(g(u)1−a)≤ 0, ∀u ∈I . If we choose:
b≤ In f
u∈I
g(u)(1+ log(1−a)− log(g(u)))
we have F ′(t) ≤ 0, ∀u ∈ I i.e. t − g(u) log(t) ≥ at + b, ∀t > 0, ∀u ∈ I . In
particular, for t = ∑
1≤i≤M
hi ∗ (ψ i. f )(u)+bg, we have:
∑
1≤i≤M
hi ∗ (ψ i. f )(u)+bg
−g(u) log( ∑
1≤i≤M
hi ∗ (ψ i. f )(u)+bg)
≥ a ∑
1≤i≤M
hi ∗ (ψ i. f )(u))+bg+b
Corollary 1. From the previous lemma, we can deduce that:
J( f ,h)≥ (abg+b) |I |+a
∫
I
(
∑
1≤i≤M
hi ∗ (ψ i. f )(u))du
+α
∫
I
|D f |+ ∑
1≤i≤M
β i
∥∥∇hi∥∥22 (18)
where |I | is the measure of I .
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Now, let
(
fn, h1n, ..., h
M
n
)∈Fc×H M be a minimizing sequence of J ( f , h1, ..., hM)
i.e.
(
fn, h1n, ..., h
M
n
)
verifies:
lim
n→+∞J
(
fn, h1n, ..., h
M
n
)
= In f
Fc×H M
J
(
f , h1, ..., hM
)
(19)
Moreover, assume that this infimum is finite. That is, there exists a constant
K1 > 0 such that J
(
fn, h1n, ..., h
M
n
) ≤ K1. Hence, from this assumption and (18),
we deduce the following lemma.
Lemma 6. There exist constants C1 > 0 and C2 > 0 such that:∥∥∇hin∥∥22 ≤C1, 1≤ i≤M (20)
∫
I
|D fn| ≤C1 (21)∫
I
hin ∗
(
ψ i. fn
)
(u)du≤C2, 1≤ i≤M (22)
Corollary 2. For 1 ≤ i ≤ M, there exist hi0 ∈ H and a sub-sequence of (hin)n
which we also denote by (hin)n that weakly converges to h
i
0 in H
1 (I ) and strongly
converges to hi0 in L
2 (I ).
Proof. We know that each hin, 1 ≤ i ≤M is bounded in L1 (I ) since hin ≥ 0 and∫
I h
i
n(u)du= 1. From the Poincaré inequality, we have
∣∣∣hin− 1|I | ∫I hin(u)du∣∣∣L2(I )≤
C
∣∣∇hin∣∣L2(I ) with C a positive constant. From the inequality (20), we deduce that∣∣∣∣hin− 1|I |
∫
I
hin(u)du
∣∣∣∣
L2(I )
≤CC1
Hence, hin is bounded in L
2 (I ). Thus, there exist hi0 ∈ H1 (I ) and a sub-
sequence of hin that weakly converges to h
i
0 in H
1 (I ) and strongly converges to hi0
in L2 (I ). Furthermore, we can easily prove that hi0 ∈H since we can easily ver-
ify by taking the limit that hi0 ≥ 0,
∫
I h
i
0(u)du = 1 and supp(h
i
0)⊂ B(O,R).
Lemma 7. There exists a constant C4 such that | fn|L1(I ) ≤C4.
Proof. To show this lemma, we first need to prove the following preliminary
lemma.
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Lemma 8. Let h ∈H , and v ∈ L2 (I ), I -periodic, then we have:
|h∗ v|L1(I ) ≤ |v|L1(I ) (23)
Proof. Let v ∈ L2 (I ), I -periodic, we have:
|h∗ v|L1(I ) =
∫
I
|h∗ v(u)|du
=
∫
I
∣∣∣∣∫R2 h(u−u′)v(u′)du′
∣∣∣∣du
≤
∫
I
∫
R2
h(u−u′) ∣∣v(u′)∣∣du′ du
.
Thanks to the I -periodicity of |v(u′)| and lemma 1, we obtain |h∗ v|L1(I ) ≤∫
I |v(u)| du.
Now, we focus on proving that the sequence ( fn)n is bounded. For that, let
consider the following two functions:
wn =
1
I
∫
I
fn(u)du
vn = fn−wn
We can easily verify that
∫
I vn(u)du = 0 and Dvn = D fn. Consequently, from
(21), we obtain
∫
I |Dvn(u)| =
∫
I |D fn| ≤ C1. Furthermore, from the Poincaré
inequality, there exists a constant C > 0 such that∣∣∣∣vn− 1|I |
∫
I
vn(u)du
∣∣∣∣
L1(I )
≤C |Dvn|L1(I ) .
Hence, since
∫
I vn(u)du = 0, we obtain
|vn|L1(I ) ≤C3 (24)
with C3 =CC1.
Besides, we know that hin ∗ψ iwn = hin ∗ψ i fn−hin ∗ψ ivn. Hence, we obtain∣∣hin ∗ψ iwn∣∣L1(I ) ≤ ∣∣hin ∗ψ i fn∣∣L1(I )+ ∣∣hin ∗ψ ivn∣∣L1(I ) .
From inequality (22) and lemma 8, we get:
∣∣hin ∗ψ iwn∣∣L1(I ) ≤ C2 + |vn|L1(I ).
From inequality (24), we obtain for all i ∈ {1, ...., M}:∣∣hin ∗ψ iwn∣∣L1(I ) ≤C2+C3 =C4 (25)
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Besides, thanks to the periodicity of ψ i, we prove that∣∣hin ∗ψ iwn∣∣L1(I ) = ∫
I
fn(u)du.
Indeed, ∣∣hin ∗ψ iwn∣∣L1(I ) = ∫
I
∣∣∣∣∫R2 hn(u−u′)ψ i wn(u′)du′
∣∣∣∣ du.
Since hin, ψ i and wn are positive, we obtain:∣∣hin ∗ψ iwn∣∣L1(I ) = ∫
I
∫
R2
hn(u−u′)ψ i(u′)wn(u′)du′ du
=
1
|I |
∫
I
fn(u′)du′
∫
I
∫
R2
hn(u−u′)ψ i(u′)du′ du
Since
∫
R2 h
i
n(u− u′)du′ = 1, ∀u ∈ I , and ψ i is I -periodic, we obtain using
lemma 1 the following result∣∣hin ∗ψ iwn∣∣L1(I ) = 1|I |
∫
I
fn(u)du
∫
I
ψ i(u)du.
Summing over i and taking into account that ∑
1≤i≤M
ψ i(u) = 1, ∀u ∈ I , we
obtain,
∑
1≤i≤M
∣∣hin ∗ψ iwn∣∣L1(I ) = 1|I |
∫
I
fn(u)du
∫
I
∑
1≤i≤M
ψ i(u)du
=
∫
I
fn(u)du.
Consequently,
∫
I fn(u)du≤C4 i.e. | fn|L1(I ) ≤C4.
We proved that fn is bounded in BV (I ) i.e. | fn|L1 ≤ C4 and |D fn|L1 ≤ C1.
Consequently, there exists f0 such that fn weakly converges to f0 in BV (I ) and
strongly converges to f0 in L1 (I ).
Now, let us prove that f0 ∈Fc. By taking the limit of fn, it is easy to show
that
∫
I f0(u)du = c. It suffices to show that f0 is I -periodic. For sake of clarity,
we present the proof in the 1D case i.e. I = [−1, 1], the considered period is thus
2.
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Let f˜0 be the I -periodic extension of f0 and φ ∈ L1 (I ). We show that for
each cell Ik = [−1+2k, 1+2k], k ∈ Z, fn weakly converges to f˜0 in L1 (I )
lim
n→+∞
∫ 1+2k
−1+2k
fn(u)φ(u)du = lim
n→+∞
∫ 1
−1
fn(u+2k)φ(u+2k)du
= lim
n→+∞
∫ 1
−1
fn(u)φ(u+2k)du
=
∫ 1
−1
f0(u)φ(u+2k)du
=
∫ 1+2k
−1+2k
f˜0(u+2k)φ(u)du
=
∫ 1+2k
−1+2k
f˜0(u)φ(u)du
Thus, fn weakly converges to f˜0 in L1 (I ). In a similar way, we prove the peri-
odicity of D f0.
Theorem 1. The problem In f
Fc×H M
J
(
f , h1, ..., hM
)
has at least one solution.
Proof. Thanks to the previous lemma, we have that any minimizing sequence(
fn, h1n, ..., h
M
n
)
n converges (up to a subsequence) to
(
f0, h10, ..., h
M
0
)∈Fc×H M.
We have to prove that liminf
n→+∞ J
(
fn, h1n, ..., h
M
n
)≥ J ( f0, h10, ..., hM0 ).
From the convexity of functions
∫
I |∇hi(u)|2du, 1 ≤ i ≤ M and
∫
I |D f (u)|,
we infer that:
liminf
n→+∞
∫
I
|∇hn(u)|2du≥
∫
I
|∇h0(u)|2du (26)
liminf
n→+∞
∫
I
|D fn| ≥
∫
I
|D f0|du (27)
It remains to show that
lim
n→+∞
∫
I
G
(
∑
1≤i≤M
hin ∗
(
ψ i. fn
)
(u)+bg
)
du
≥
∫
I
G
(
∑
1≤i≤M
hi0 ∗
(
ψ i. f0
)
(u)+bg
)
du
with G(t) = t−g(u)log(t), ∀t > 0 and u ∈I .
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We know that G(t) has a lower bound since G(t)≥ u−g(u)log(u)≥ In f
u∈I
u−
g(u)log(u) = m.
Assuming that m >−∞, the sequence(
G
(
∑
1≤i≤M
hin ∗
(
ψ i. fn
)
(u)+bg
))
n
has a finite lower bound. Hence, using Fatou lemma, we obtain:
lim
n→+∞
∫
I
G
(
∑
1≤i≤M
hin ∗
(
ψ i. fn
)
(u)+bg
)
du
≥
∫
I
lim
n→+∞G
(
∑
1≤i≤M
hin ∗
(
ψ i. fn
)
(u)+bg
)
du
That is,
liminf
n→+∞
∫
I
G
(
∑
1≤i≤M
hin ∗
(
ψ i. fn
)
(u)+bg
)
du
≥
∫
I
In f G
(
∑
1≤i≤M
hi0 ∗
(
ψ i. f0
)
(u)+bg
)
du
Thereby, we proved that
liminf
n→+∞ J
(
fn, h1n, ..., h
M
n
)≥ J ( f0, h10, ..., hM0 )
and hence we showed that(
f0, h10, ..., h
M
0
)
= Arg Min
Fc×H M
J
(
f , h1, ..., hM
)
.
4 Numerical minimization
We focus in this section on the numerical approximation of a solution of prob-
lem (15). For that, we use an alternate minimization (AM) procedure. Each of
the problem variables is thus estimated alternately by setting the others to their
RR n° 8073
Space Variant Blind Image Restoration 21
previous estimates. The global minimization problem is thus divided into many
elementary minimization problems. To solve each of them, we use a recent scaled
gradient projection (SGP) method since it is shown to provide a high convergence
speed compared to other gradient based optimization methods (Bonettini et al.
[2009]). For sake of compactness, we call this method SGP based alternate min-
imization algorithm and we denote it in the sequel by SGPAM. In this section,
we first introduce the discrete version of the considered problem and describe the
proposed AM procedure. Then, we introduce the SGP method in its general form.
Afterwards, we show how we fit this latter algorithm to image and PSF estimation
problems.
4.1 Discrete notations and AM scheme
First of all, we need to introduce some discrete notations. We denote vectors by
bold symbols and matrices by uppercase letters. The 2D or 3D image can thus
be represented by an N-dimensional vector f = ( f1, ..., fN)T ∈ RN considering
lexicographical order of pixels (or voxels), with N the image size. The SI blur
operator can be represented by a matrix H ∈ RN×N which is block circulant with
circulant blocks for 2D images and block circulant with circulant block circulant
blocks for 3D images. The circular convolution is thus computed by the following
matrix-vector multiplication H f . Roles can be inverted and the circular convolu-
tion can be computed as Fh where F ∈ RN×N is a matrix representing the image
and h ∈ RN is N-dimensional vector representing the SI PSF. The discrete func-
tion that we are interested in, is also denoted by J
(
f , h1, ..., hM
)
and is expressed
as follows:
J
(
f , h1, ..., hM
)
= 1T
(
∑
1≤i≤M
H iψ i f +bg
)
−gT log
(
∑
1≤i≤M
H iψ i f +bg
)
+α ‖∇ f ‖1+ ∑
1≤i≤M
β i
∥∥∥∇hi∥∥∥2
2
(28)
where 1 ∈RN stands for N-size vector whose components are all equal to 1, bg ∈
RN is a strictly positive constant vector (all its components are equal) modeling
the background noise, ψ i ∈RN×N , 1≤ i≤M is a set of diagonal matrices referring
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to weighting coefficients for the SV blur, and H i ∈ RN×N , 1 ≤ i ≤ M is a set of
matrices modeling the SI blur operators. Numerical computations of the gradients
as well as l1 and l2 norms used in the considered regularizing terms are given in
appendix A.
The constrained optimization problem that we are interested in, is the follow-
ing: (
fˆ , hˆ1, ..., ˆhM
)
= Arg Min
( f ,h1, ...,hM)
J
(
f , h1, ..., hM
)
sub. to

f ≥ 0
‖ f ‖1 = c
hi ≥ 0, 1≤ i≤M∥∥∥hi∥∥∥
1
= 1, 1≤ i≤M
supp
(
hi
)
⊂ B, 1≤ i≤M
(29)
where c = ‖g‖1 is a positive constant and B is a given index set corresponding
to the support of the SI PSFs. As it is shown in lemma 1, constraints
∥∥∥hi∥∥∥
1
= 1
and ‖ f ‖1 = c are redundant. However, it is important to incorporate both of them
in the minimization algorithm since proceed by alternate minimization does not
necessarily preserve these two properties even if one of them is satisfied (see sub-
section 4.2). One trivial way for minimizing J is to stack the image and the PSF
vectors into the same vector X and then apply any optimization method on this
variable. However, this is not the optimal way for dealing with such a multivari-
ate optimization problem. In fact, this should be extremely slow especially when
using gradient-descent-based optimization methods since the gradients of the cri-
terion w.r.t. the image and w.r.t. the PSF vectors may have different orders of
magnitude. AM scheme is known to be appropriate to such a situation i.e. the
objective function to be minimized has two or more unknowns with different or-
ders of magnitude. It consists in splitting the problem into two or more stages
and alternating between them. First, keeping the PSF vectors constant, estimate
the image. Then, update each of the SI PSFs one after the other by fixing the
remaining PSFs and the image to their previous estimates. That is to say, starting
from an initial guess of the PSFs hˆ1
(0)
, ..., ˆhM
(0)
, the algorithm is given by the two
following steps:
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• Image estimation step:
fˆ
(k+1)
= ArgMin
f
J
(
f , hˆ1
(k)
, ..., ˆhM
(k)
)
sub. to

f ≥ 0,
∑
1≤i≤N
fi = c
(30)
• PSF estimation step:
hˆ1
(k+1)
= ArgMin
h1
J
(
fˆ
(k+1)
, h1, hˆ2
(k)
, ..., ˆhM
(k)
)
sub. to

h1 ≥ 0
∑
1≤i≤N
h1i = 1
supp
(
h1
)
⊂ B
(31)
...
ˆhM
(k+1)
= ArgMin
hM
J
(
fˆ
(k+1)
, hˆ1
(k+1)
, ..., ˆhM−1
(k+1)
, hM
)
sub. to

hM ≥ 0
∑
1≤i≤N
hMi = 1
supp
(
hM
)
⊂ B
(32)
One can remark that at each AM step, the global energy monotonously decreases:
J
(
fˆ
(1)
, hˆ1
(0)
, ..., ˆhM
(0)
)
≥ J
(
fˆ
(1)
, hˆ1
(1)
, ..., ˆhM
(0)
)
≥ . . .
≥ J
(
fˆ
(1)
, hˆ1
(1)
, ..., ˆhM
(1)
)
≥ . . .
≥ J
(
fˆ
(K)
, hˆ1
(K)
, ..., ˆhM
(K)
)
where K > 1 is the number of iterations.
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Several convex optimization methods have been developed in the literature. In
particular, gradient-search techniques such as RLTV algorithm (Dey et al. [2006])
are widely used. Here, we propose to use an efficient SGP method (Bonettini et al.
[2009]) very suitable to our constrained problem and presenting the advantage of
fast convergence. In the following sub-sections, we describe this algorithm and
show how we use it to solve problems (30), (31) and (32).
4.2 SGP algorithm
Recently, SGP method is shown to be efficient for solving convex constrained
optimization problem of the following form:
MinJ(x)
x∈Ω
(33)
where x = (x1, ..., xN)T ∈RN is an N-dimensional vector,Ω⊂RN is a closed con-
vex set, and J :Ω→R is a differentiable function. The method was firstly applied
for image deblurring by minimizing a non linear convex function arising from the
maximum likelihood approach, subject to non-negativity and flux conservation
constraints (Bonettini et al. [2009]) (no regularization term used in the objective
function). Then, it was applied for Poisson noise removal by minimizing an objec-
tive function including a total variation term and the Kullback-Leibler divergence
(Zanella et al. [2009]). The main success of this method consists in exploiting
effective scaling strategies and step-length updating rules, appropriately designed
for improving the convergence rate and thus the computational time also. We limit
ourselves to the presentation of the main lines of this method. Details of the algo-
rithm can be found in (Bonettini et al. [2009]). The method solves problem (33)
by approximating the following fixed point:
x∗ = PΩ,S (x∗−δS∇J(x∗)) (34)
where δ is a positive scalar referring to the step-length of the proposed descent
method and S is symmetric positive definite N×N matrix which corresponds to
the scaling matrix. (δS) used in (34) allows to approximate the inverse of the
Hessian matrix of J in order to enforce quasi-Newton properties and thus provide
good convergence rate. Appropriate selection of these two latter parameters i.e.
the scaling matrix S and the step length δ is thus an important task. In (Zanella
et al. [2009]), a technique for selecting these parameters is derived. In particular,
the scaling matrix S is chosen from the KKT condition (see sub-sections 4.3 and
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4.4) and the step-length δ is chosen by using an adaptive alternation of Barzilai
and Borwein rules (Barzilai and Borwein [1988], Frassoldati et al. [2008], Bonet-
tini et al. [2009]). Furthermore, the convergence of the proposed method is proved
in (Bonettini et al. [2009]) when the elements (si j)1≤i, j≤N of S verify:
1
L
≤ si j ≤ L, L > 1 (35)
PΩ,S : RN →Ω used in (34) is the projection operator expressed as follows:
PΩ,S(x) = Argmin
y∈Ω
‖y− x‖S
where ‖.‖S indicates the vector norm associated with the symmetric positive defi-
nite matrix S: ‖x‖S =
√
xT Sx.
To apply the SGP method for image and PSF estimations, it suffices to specify
the objective function J , its derivative∇J , the scaling matric S, and the step-length
δ for the considered problems. This will be the goal of the two following sub-
sections. For further details about the algorithm and its technical implementation,
we invite the reader to refer to (Bonettini et al. [2009]).
4.3 SGP algorithm for image estimation
We are interested in this sub-section in solving problem (30). As the PSF set is
supposed to be fixed at this step, the objective function to be minimized is reduced
to:
J0 ( f ) = 1T
(
∑
1≤i≤M
H iψ i f +bg
)
−gT log
(
∑
1≤i≤M
H iψ i f +bg
)
+α ‖∇ f ‖1
(36)
We apply on this functional the SGP algorithm with positivity and flux conser-
vation constraints on the variable f by following the same steps as in (Bonettini
et al. [2009]. Nevertheless, since we are considering a different objective func-
tional from that used in (Bonettini et al. [2009]), some variables need to be ex-
pressed, namely the gradient of the functional ∇J0 ( f ) and the scaling matrix S
used in equation (34). The step-length δ depends on S but it can be easily updated
using equations (29) and (30) of (Bonettini et al. [2009]). In fact, in the functional
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that we propose, we consider an additional regularizing term which is not used
in the deblurring problem of (Bonettini et al. [2009]), only a similar data term
including a simple blur operator is considered. In (Zanella et al. [2009]), a similar
regularizing term is used for image denoising but without considering any blur-
ring operator. In the functional that we propose, we consider both of the blurring
operator and the regularization term.
We now focus on expressing ∇J0 ( f ), then we infer an expression of the scal-
ing matrix S:
∇J0 ( f ) = ∑
1≤i≤M
ψ iH iT
(
1−Y−1g)+α∇JR0 ( f ) (37)
where Y is a diagonal matrix with the following entries:
Y = ∑
1≤i≤M
H iψ i f +bg (38)
As the PSFs are normalized, then we can easily prove that ∑
1≤i≤M
ψ iH iT 1 = 1.
Expression (37) can thus be simplified as:
∇J0 ( f ) = 1− ∑
1≤i≤M
ψ iH iTY−1g+α∇JR0 ( f ) (39)
The gradient of the regularization term ∇JR0 ( f ) can be split into positive and
negative parts:
−∇JR0 ( f ) =UR0 ( f )−V R0 ( f ) (40)
where V R0 ( f ) and U
R
0 ( f ) are non-negative vectors in RN . A similar splitting to
that proposed in (Zanella et al. [2009]), for 2D and 3D images is given in appendix
A.
−∇J0 ( f ) =
(
∑
1≤i≤M
ψ iH iTY−1g+αUR0 ( f )
)
−(1+αV R0 ( f ))
(41)
Now, we infer an expression of S from the first KKT condition for a minimum
f ∗ of function (36), i.e. f ∗∇J0 ( f ∗) = 0. That is, one can use the following
minimizing iteration:
f (k+1) = Z(k)
−1
f (k)
(
∑
1≤i≤M
ψ iH iTY (k)
−1
g+αUR0
(
f (k)
))
(42)
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where Z(k) is a diagonal matrix with entries 1+αV R0
(
f (k)
)
.
Remark that the above equation can be seen as a regularized version of the
Rishardson-Lucy (RL) or Maximum Likelihood Expectation Maximization (MLEM)
algorithm (Shepp and Vardi [1982]) fitted to a SV PSF. Note that this version has
an important advantage w.r.t. the widely used RLTV algorithm (Dey et al. [2006]).
Thanks to the proposed decomposition of the gradient of the regularization term,
the algorithm preserves the positivity of the solution which is not guaranteed by
RLTV algorithm. Furthermore, we can prove that (42) can be expressed as:
f (k+1) = f (k)−Z(k)−1 f (k)∇J0
(
f (k)
)
(43)
This iteration corresponds to the SGP algorithm for δ (k) = 1 and S(k) a diagonal
matrix as follows:
S(k) = diag
(
s(k)
)
, s(k) = (si(k))1≤i≤N = Z(k)
−1
f (k) (44)
As the scaling matrix should satisfy condition (35), we choose:
si(k) = min{L, max{1L , si
(k)}}, i = 1, ..., N, L > 1. (45)
As it is suggested in (Bonettini et al. [2009]), L should be set to a high value (e.g.
L = 1010 in our tests). By computing ∇J0 ( f ) as in (41) and choosing S as in (44)
and (45), one can easily apply SGP algorithm on f .
4.4 SGP algorithm for PSF estimation
Now, to solve problems (31) and (32), we follow a similar strategy as previously.
Consider for example the optimization problem w.r.t. the PSF h j, j ∈ {1, ..., M}.
Denoting by F i, i ∈ {1, ..., M} the matrix obtained from the vector ψ i f , we look
for minimizing the following function w.r.t. h j, j ∈ {1, ..., M}:
J j
(
h j
)
= 1T
(
∑
1≤i≤M
F ihi+bg
)
−gT log
(
∑
1≤i≤M
F ihi+bg
)
+β j JRj
(
h j
) (46)
with JRj
(
h j
)
=
∥∥∥∇h j∥∥∥2
2
. To apply SGP algorithm on the above functional with
positivity, PSF normalization, and PSF support constraints, we need to compute
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∇J j
(
h j
)
and S for this problem. Note that SGP algorithm has never been used for
such a problem where the regularizing term is quadratic and the operator applied
on the variable to be estimated, is not normalized (F i1 6= 1).
Let us first express the gradient of functional JRj
(
h j
)
w.r.t. h j:
∇J j
(
h j
)
= F j
T (
1−W−1g)+β j∇JRj (h j) (47)
with W = diag
(
∑
1≤i≤M
F ihi+bg
)
a diagonal matrix. In an analogous way as in
(40), we decompose ∇JRj
(
h j
)
into positive and negative parts (see appendix A):
−∇JRj
(
h j
)
=URj
(
h j
)
−V Rj
(
h j
)
Now, we can derive an expression of S from the following iteration of the regular-
ized RL algorithm:
h j
(k+1)
= E(k)
−1
h j
(k)
(
F j
T
W (k)
−1
g+β jURj
(
h j
(k)
))
(48)
where E(k) is a diagonal matrix with entries:
F j1+β jV Rj
(
h j
(k)
)
and W (k) = diag
(
F jh j
(k)
+ ∑
i∈{1,...,M}−{ j}
F ihi+bg
)
is a diagonal matrix. We
can prove that equation (48) is equivalent to the following one:
h j
(k+1)
= h j
(k)−E(k)−1h j(k)∇J j
(
h j
)
(49)
Consequently, an expression of S(k) = diag
(
s(k)
)
, that can be used for this prob-
lem is:
si(k) = min{L′, max{ 1L′ , s
′
i
(k)}}, i = 1, ..., N, L′ > 1. (50)
with s′i
(k), i = 1, ..., N are entries of the following vector: s′(k) = E(k)−1h j(k) and
L′ is a constant of high value.
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5 Experimental tests
We test our method on two kinds of data: 2D images of a digital camera and 3D
images of confocal microscopy. We first validate our method on simulated data
of both systems, then we apply it on real data. According to the considered ap-
plication, we define appropriate weighting functions dealing with smooth or non
smooth blur variations. The choice of these weighting functions was previously
discussed in (Yuan and Preza [2011]), where linear weighting functions as those
considered in our experiments are compared with those obtained by a Principle
component analysis (PCA) method (Arigovindan et al. [2010]). No very signifi-
cant difference in the precision provided by both models is noticed in that report.
Furthermore, in our experiments, the SGP parameters are set as in (Bonettini et al.
[2009]) for both image and PSF estimations: L = L′ = 1010 are used in (45) and
(50) to bound the scaling matrices, lower and upper bounds δmin and δmax of the
step-length δ are set as follows: δmin = 10−5, δmax = 105. The global iterative
algorithm is stopped when the global energy remains unchanged (i.e. the normal-
ized energy error between two successive iterations is less than a small threshold)
or when a maximum number of iterations of the global algorithm is achieved (e.g.
in our tests, the maximum number of iterations used is 1000). The maximum
number of iterations of the SGP algorithm is set to 10. All our tests are performed
on a machine having a processor frequency of 1.86GHz. In order to assess the
performance of the proposed BR method, we measure two different evaluation
criteria:
• the relative reconstruction error defined as:
RRE
(
fˆ
)
=
∥∥∥ fˆ − f ∥∥∥
2
‖ f ‖2
(51)
where f refers to the image vector to be reconstructed and fˆ is an estimate
of this latter.
• structural similarity index (SSIM) allowing to detect changes in structures
between two images (Wang et al. [2004]), expressed as:
SSIM
(
fˆ
)
=
(
2µ fˆ µ f + c1
)(
2σ fˆ f + c2
)
(
µ fˆ 2µ f 2+ c1
)(
σ fˆ 2σ f 2+ c2
) (52)
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where µ f and µ fˆ are respectively averages of f and fˆ , σ f
2 and σ fˆ
2 are their
variances and σ fˆ f is the covariance of f and fˆ . c1 and c2 are two constants
to stabilize the division that can be set as c1 = (k1 R)
2, c2 = (k2 R)
2, with R
the dynamic range of the pixel-values, and k1 and k2 two constants that can
be chosen as k1 = 0.01 , k2 = 0.03. More the SSIM value is close to 1, more
the two image structures are similar.
In order to better evaluate our method (SGPAM), we compare it with an other AM
based algorithm where elementary minimizations are performed using a regular-
ized version of RL method (see equations (42) and (48)). We denote this latter
method by RRLAM. In order to show the interest of the proposed SV blur model,
we present some BD results using one SI PSF.
5.1 Test on 2D digital camera images
The first experiment is related to optical distortions in digital camera which cannot
be considered as uniform, simply because an optical device (lenses, mirror, etc)
is not flat and does not have the same imaging properties at the center and at the
edges due to its spherical shape (Born et al. [1980], Sivak and Kreuzer [1983]).
Optical deformations are not identical over its entire surface. Nevertheless, these
distortions could be considered homogeneous on a given crown whose center is
the center of optics. That is why we consider circular variations of the PSF in
our experiments. In Fig. 1 (a), we show an example of two weighting functions
used in our experiments. The dominant noise in digital camera can be consid-
ered as Gaussian because of the the high illumination. Nevertheless, our method
designed for Poisson noise corrupted images can be applied on these images. In
fact, for high intensity level, the Poisson distribution is very similar to the Gaus-
sian distribution. In (Stagliano et al. [2011]), the authors prove that the Poisson
criterion can be approximated by the Gaussian criterion. Our tests are performed
on two different simulated images of a digital camera system, with different blur
variations and different noise levels.
First, consider the sharp image of 256×256 pixels, depicted on Fig. 2 (a), that
we denote by the letter "A". We blur this image with a SV PSF constructed from a
combination of two Gaussian PSFs displayed on Fig. 2 (e) and (i) in a logarithmic
scale. For that, we use two circular varying weighting functions as in Fig. 1 (a).
Before adding the Poisson noise to this blurred image, we add to it a background
constant of bg = 10−2. The final degraded image that we obtained, depicted in
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Fig. 2 (b) has a peak signal to noise ratio (PSNR) of 18dB. Starting from a ran-
dom initial guess of the two PSFs which is not very far from the true ones (cf.
Fig. 2 (f) and (j)), we run our SGPAM algorithm on that image. The regularizing
parameters are set in an empirical way by test/error in order to visually obtain a
satisfactory reconstructed image, say α = 0.005 and β i = 103, i= 1,2 for SV and
SI restoration tests. Note that α and β i have an antagonist impact on the recovered
image: a very high value of β i leads to a wide PSF and a sharp recovered image
(ringing artifacts could appear on the recovered image) while a low value of α
leads to a smooth image and a narrow PSF. The estimated image and SI PSFs are
respectively depicted in Fig. 2 (c), (g) and (k). In order to evaluate the proposed
method, we compare in terms of quality of reconstruction and speed of conver-
gence with RRLAM algorithm. Constraints of positivity, flux conservation and
PSF normalization are added to that algorithm by projecting each of the estimates
on a convenient set. In fact, without these two constraints, the algorithm leads to
disappointing results. The obtained image and PSF estimates by this latter algo-
rithm are displayed in Fig. 2 (d), (h), and (l). In order to show the interest and the
efficiency of the proposed BR method, we compare our result with that obtained
by considering one single SI PSF. In table 2, we summarize the main comparison
results. For the different considered tests, we present in that table the RRE and
the SSIM measures between the recovered images and the original one. We also
give the mean computing time per iteration (tm), the global computing time (tg),
and the required number of iterations (nb it).
Our second test is performed on an other image simulated with a more realistic
blur model. In fact, in the previous test, the PSFs used are Gaussian while in this
test we use real PSFs of a digital camera system. Furthermore, in the previous
test, the PSF is assumed to be the same on a given crown. However, an accurate
model should take into account the variation of the blur on the same crown (Sivak
and Kreuzer [1983], Cox et al. [1990]).
Let consider the original image of Fig. 3 (a) of size 500× 500 pixels. We
denote this test image by letter "B" in table 2. We decompose it into three crowns,
then each of these crowns unless the central one is sectioned into four pieces.
In Fig. 1 (b), we present such a decomposition. As the blur variation between
two neighboring regions is not significant, we consider a SI PSF at each region.
That is, weighting functions are chosen to be indicator functions (ψ i = 1 on the
considered region and ψ i = 0 outside that region). Note that it is possible to chose
other weighting functions, for example angular and radial varying functions in
order to take into account the transitions between neighboring PSFs. Having nine
measured PSFs, the distorted image is obtained by applying each of these PSFs on
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the corresponding region, adding a background constant of bg = 10−5 and finally
adding the Poisson noise. The resulting image depicted in Fig. 3 (b) has a PSNR
of 29dB. Restoration results using SGPAM and RLAM are respectively depicted
in Fig. 3 (c) and (d). The used regularizing parameters are set in an empirical way
by test/error: α = 0.05 and β i = 1, i = 1, ..., 9 for both SV and SI tests.
5.2 Test on 3D confocal microscopy images
Confocal laser scanning microscopy (CLSM) (Inoué [2006], Pawley [2006]) al-
lows to observe a 3D biological living specimen at a resolution of about 100nm.
However, 3D images coming from this system are distorted by a blur varying
along the z-axis i.e. the depth of the imaged point in the specimen. This vary-
ing blur is basically due to light refraction phenomenon when crossing medi-
ums of different refractive indexes in this system. As the system provides three-
dimensional images, the PSF, the image of a point source is thus 3D. Conse-
quently, we deal with 3D image restoration. The PSF variation mainly manifests
by three aspects when increasing the depth: radial and axial spread of the 3D PSF,
axial dissymmetry, and axial shift of the main lobe w.r.t the central plane (see Fig.
4 (e) and (i) which show axial slices of two PSFs at 0µm and 14.5µm of depths
respectively). Knowing all the imaging parameters such as light wavelength, re-
fractive indexes of the different system mediums, the PSF at different depths can
be computed using the theoretical model developed in (Gibson and Lanni [1989],
F. Gibson and Lanni [1991]). Nevertheless, some of these parameters are inac-
cessible, especially the refractive index (RI) which is very sensible to changes of
the temperature. That is why a blind or semi-blind restoration method need to be
developed for this system.
In what follows, we show test results on both simulated and real CLSM im-
ages. The simulated CLSM image is generated using the theoretical PSF model
presented in (F. Gibson and Lanni [1991]).
5.2.1 Test on a simulated CSLM image
Consider a 3D image of 100×100×100 voxels, of three spherical beads, whose
axial slice is depicted in Fig. 4 (a). We denote this image by letter "C". The beads
are assumed to be embedded in a medium of RI ns = 1.48. The CLSM imaging
system assumed to have a magnification of 100X , a numerical aperture of 1.4 and
an oil immersed lens with a RI of ni = 1.5. The cover-slip chosen to have a RI very
close to that of the objective immersion medium (nc ' 1.5), so that aberrations
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induced by the RI mismatch between these two mediums are negligible. The
excitation and emission wavelengths are respectively assumed to be 560 nm and
600 nm. The pinhole of the confocal microscope is considered to be very small
so that it can be approximated by a Dirac function in the PSF generation model of
(F. Gibson and Lanni [1991]). Radial and axial sampling steps are respectively set
to 50nm and 145nm, respecting Nyquist sampling. Knowing all these acquisition
parameters, we generate 100 PSFs, each at a different depth, using the theoretical
PSF model in (F. Gibson and Lanni [1991]). Then, we generated the blurred
image using a discrete version of model (4). Adding to it a background noise of
bg = 10−4 and Poisson noise, we obtain the simulated observation whose axial
slice is presented in Fig. 4 (b) with a PSNR of 13dB.
In order to restore that image, we approximate the depth-variant PSF by a
combination of two SI PSFs, taken at the top and the bottom of the sample. The
considered weighting functions are varying along the z-axis, and constant along
x,y axis, cf. Fig. 1 (c) that shows a plot along z of the used weighting func-
tions. The two SI PSFs to be estimated are initialized using the theoretical model
(F. Gibson and Lanni [1991]), parameters included in this model are set in an
approximate way (some random errors are introduced in these parameters). The
regularizing parameters are set as follows α = 10−3 and β i = 0.1, i = 1, 2 for
all tests. The estimated PSFs as well as the recovered image using SGPAM and
RLAM methods are respectively shown in Fig. 4 (c), (d), (g), (h), (k), and (l).
In order to better evaluate the proposed BR method, we show in Fig. 5 (a) the
plots of intensity profiles along the z-axis passing through the centers of the orig-
inal beads, the observed beads, and the restored beads with SGPAM and RLAM
methods. We also show in Fig. 5 (b) and (c) the intensity profiles along the z-axis
of the true, initial, and final estimated PSFs.
5.2.2 Test on a real CSLM image
Consider a real image of a bead shell of diameter 5µm, embedded in a polymer
medium. Radial and axial slices of this 3D image of size 140×140×70 voxels,
are depicted in Fig. 6 (a) and (e). We denote this image by letter "D". This image
is observed with a Zeiss LSM 780 microscope having a numerical aperture of
1.4, an oil immersed lens and a magnification of 63X . The radial and axial step-
sizes are respectively 54nm and 150nm. In order to test our algorithm, we also
consider a combination of two SI PSFs. To generate the initial PSF estimates, we
use the theoretical PSF model (F. Gibson and Lanni [1991]). For that, we consider
the following approximate RI values of the polymer ns = 1.45, of the cover-slip
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nc = 1.5, and of the oil immersion medium ni = 1.5. The regularizing parameters
used in this test are fixed as follows α = 0.05 and β i = 10, i= 1, 2 for all tests. The
restored images using SGPAM and RRLAM methods are respectively displayed
in Fig. 6 (b), (f), (c) and (g). We also present in Fig. 6 (d) and (h) a restoration
result using a SI PSF.
(a) (b) (c) (d)
Figure 1: (a) Circular variations of two considered weighting functions for the
test image A: ψ1 is increasing from the center to the edges of the image while
ψ2 is decreasing from the center to the edges of the image, the presented image
intensities vary from 0 in blue to 1 in red, (b) considered decomposition for the
test image B. The blur is assumed to be invariant on each region. Nine weighting
functions are used for this test, each of them is chosen to be an indicator function
(ψ i = 1 on the considered region and ψ i = 0 outside that region), (c) and (d)
linear variation of the two considered weighting functions along the z-axis for the
test images C and D: the presented plots show only a z-line of the 3D weighting
functions.
Image A Image B
RRLAM SGPAM RRLAM SGPAM
SI SV SI SV SI SV SI SV
RRE (%) 8.71 6.18 7.62 6.31 1.09 1.10 1.02 1.05
SSIM 0.933 0.955 0.943 0.955 0.974 0.974 0.975 0.975
tm (min) 0.010 0.01 0.011 0.02 0.08 0.71 0.22 1.29
tg (min) 10.59 18.01 6.31 18.97 8.98 72.09 5.07 41.48
nb it 1000 1000 563 796 101 101 23 33
Table 1: SGPAM method vs. RRLAM method. Tests are presented for 2D of
digital camera.
5.3 Discussions
From these experiments, we can say that:
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Figure 2: BR results on the test image A: (a) Original image, (b) observation, (c)
restoration using SGPAM, (d) restoration using RRLAM, (e) first true PSF h1, (f)
initial PSF hˆ1
(0)
, (g) estimated hˆ1 with SGPAM, (h) estimated hˆ1 with RRLAM,
(i) second true PSF h2, (j) initial PSF hˆ2
(0)
, (k) estimated hˆ2 with SGPAM, (l)
estimated hˆ2 with RRLAM.
First, one can notice from table 2 that SGPAM algorithm provides faster con-
vergence and more accurate results than RRLAM algorithm. Although one itera-
tion of SGPAM is longer than one iteration of RRLAM, SGPAM converges faster
since it requires less iterations than RRLAM to reach its convergence. Because
of the static step-length value in RRLAM, the algorithm rapidly stagnates to a not
necessarily optimal solution. However, in SGPAM method, thanks to the dynamic
step-length selection, SGPAM gives more accurate results than RRLAM. To illus-
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(a) (b) (c) (d)
Figure 3: BR results on the test image B: (a) original image, (b) degraded image,
(c) restoration using SGPAM, (d) restoration using RRLAM
Image C Image D
RRLAM SGPAM RRLAM SGPAM
SI SV SI SV SI SV SI SV
RRE (%) 20.17 16.59 16.03 7.81 - - - -
SSIM 0.85 0.88 0.90 0.95 - - - -
tm (min) 0.21 0.35 0.22 0.36 0.33 0.5 0.76 1.6
tg (min) 6.90 9.10 6.7 6.18 5.02 14.4 5.37 11.8
nb it 32 17 30 26 16 23 7 9
Table 2: SGPAM method vs. RRLAM method. Tests are presented for 3D images
of confocal microscopy.
trate this analysis, we present in Fig. 7 the global energy variation with iterations
for the test image A.
Second, from the presented tests, one can remark that the proposed BR gives
more accurate result than BD when the blur variation is significant. This is illus-
trated in Fig. 5 (a) which shows the intensity profiles passing through the centers
of each of the three restored beads using a SV PSF (in magenta) and a SI PSF (in
black). In particular, the last bead is not well restored by the BD algorithm since
the blur at the bottom of the sample (i.e. for high z) is more significant than at
the top of the sample (i.e. for low z). This also can be seen on the PSF images
presented in Fig. 4 (e) and (i) as well as their intensity profiles along the z axis
in Fig. 5 (b) and (c). One can notice that the second true PSF (Fig. 5 (c)) is
more spread than the first PSF (Fig. 5 (b)). Furthermore, using the proposed BR
approach, one can efficiently recover the spread of these two different PSFs (see
plots in magenta in Fig. 5 (b) and (c)). However, one can remark from the RRE
and SSIM values in table 2 that restoration with SI and SV PSFs have practically
the same accuracy for the test image B. This is also can be noticed by visually
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Figure 4: BR results on the test image C: a simulated CLSM image. Only (Y, Z)
sections of the 3D volumes are presented: (a) Original image, (b) observation, (c)
restoration using SGPAM, (d) restoration using RRLAM, (e) first true PSF h1, (f)
initial PSF hˆ1
(0)
, (g) estimated hˆ1 with SGPAM, (h) estimated hˆ1 with RRLAM,
(i) second true PSF h2, (j) initial PSF hˆ2
(0)
, (k) estimated hˆ2 with SGPAM, (l)
estimated hˆ2 with RRLAM.
comparing images of Fig. 3 (c) and (d). This is can be explained by the fact that
the blur variation across the processed image of Fig. 3 (b) is not very significant.
Hence, when the blur variation is not very important, it is not worth applying our
BR algorithm since it requires more computational time than BD without any gain
in the restoration quality.
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(a)
(b)
(c)
Figure 5: (a) Intensity profiles along the z-axis passing through the centers of the
three beads: the blue plots correspond to the original beads, the red plots cor-
respond to the degraded beads, the magenta plots correspond to the restoration
using SGPAM, the green plots correspond to the restoration using RRLAM, and
the black plots correspond to the restoration using a SI PSF and SGPAM method.
(b) and (c) intensity profiles along the z-axis of the first and second SI PSFs taken
respectively at the top and the bottom of the considered sample. True PSFs are pre-
sented in blue, initial PSFs are presented in red, estimated PSFs with SGPAM are
presented in magenta, and estimated PSFs with RRLAM are presented in green.
6 Conclusion
In this report, we presented a BR method for images degraded with a SV blur and
Poisson noise. In this method, the SV PSF is approximated by a convex com-
bination of a set of SI PSFs. In a JMAP framework, we defined a convenient
criterion to solve the simultaneous estimation problem of the SI PSF set and the
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 6: BR results on the test image D: a bead shell image acquired by Gilbert
Engler and Elie Maalouf at INRA with a Zeiss LSM 780 microscope. The first
raw shows (X , Y ) slices and the second raw shows (Y, Z) slices. The first col-
umn ((a) and (e)) corresponds to the observation, the second column ((b) and (f))
corresponds to the restoration using SGPAM, the third column ((c) and (g)) corre-
sponds to the restoration using RRLAM method, and the fourth column ((d) and
(h)) corresponds to the restoration using a SI PSF and SGPAM method.
Figure 7: Energy variation with iterations for the test image A.
sharp image, the set of weighting functions being fixed. Different constraints on
the unknown variables are involved, namely positivity, PSF normalization, flux
conservation, smoothness of the recovered image and spread out of the SV PSF.
We proved the existence of a solution of the considered problem, a minimizer of
the given criterion. We then proposed an SGPAM algorithm for the numerical res-
olution of this problem. That is, the multivariate minimization problem is solved
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by alternating between mono-variate minimizations using an SGP algorithm, an
efficient algorithm that provides fast convergence. Comparison of the proposed
method with the RRLAM algorithm (a regularized version of RL algorithm em-
bedded with the AM procedure) on simulated and real images of digital camera
and confocal microscopy shows that our algorithm is faster and more precise. Fur-
thermore, comparison of our algorithm with a BD algorithm where one SI PSF is
used reveals the potential interest of the SV blur model.
Nevertheless, some limitations of this work should be reported. In fact, in
our method, the number of the considered SI PSFs as well as the set of weight-
ing functions are fixed by the user. Further investigations about the choice of
these parameters and their impact on the accuracy of the solution, in a completely
automatic BR framework, would be an interesting future work. Moreover, regu-
larizing weight parameters included in our method are set in by try/error. It could
be interesting to automatically estimate them during the estimation procedure.
A Gradient decomposition
We give here a decomposition of the gradient of the used regularizing terms for
both 2D and 3D images. In this report, the considered regularizing terms are of
the following form:
• for 2D images X ∈ Rn×Rn:
JR(X) = ∑
1≤i, j≤n
φ
(
D2i, j
)
(53)
where D2i, j =
∣∣(∇X)i, j∣∣2 and the discrete gradient (∇X)i, j is computed by
adding one column and one row to X as follows:
(∇X)i, j =
(
Xi+1, j−Xi, j
Xi, j+1−Xi, j
)
(54)
with Xn+1, j = X1, j and Xi,n+1 = Xi,1;
• for 3D images X ∈ Rn×Rn×Rn:
JR(X) = ∑
1≤i, j≤n
φ
(
D2i, j,k
)
(55)
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where D2i, j,k =
∣∣(∇X)i, j,k∣∣2 and the discrete gradient (∇X)i, j,k is as follows:
(∇X)i, j,k =
Xi+1, j,k−Xi, j,kXi, j+1,k−Xi, j,k
Xi, j,k+1−Xi, j,k
 (56)
with Xn+1, j,k = X1, j,k, Xi,n+1,k = Xi,1,k, and Xi, j,n+1 = Xi, j,n+1
The function φ(t) is chosen as φ(t) = 2
√
t+ ε2, ∀t ≥ 0, ε > 0 for the total varia-
tion term used in (36) and as φ(t) = t, ∀t ≥ 0 for the quadratic regularizing term
used in (46). The parameter ε is a very small scalar used to avoid singularity
points in the derivative of the total variation term (e.g. in our simulation we con-
sider ε = 10−8 as it is suggested in (Vogel [2002], Zanella et al. [2009])).
Now, let us first consider 2D images. The gradient of function (53) w.r.t. Xi, j
is expressed as:
∇i, jJR(X) = φ ′
(
D2i, j
)(
2Xi, j−Xi+1, j−Xi, j+1
)
+φ ′
(
D2i−1, j
)(
Xi, j−Xi−1, j
)
+φ ′
(
D2i, j−1
)(
Xi, j−Xi, j−1
) (57)
with φ ′(t) the derivative of φ(t). A possible decomposition of the gradient∇i, jJR(x)
into two positive terms is as follows:
UR(X) = φ ′
(
D2i, j
)(
Xi+1, j +Xi, j+1
)
+φ ′
(
D2i−1, j
)
Xi−1, j
+φ ′
(
D2i, j−1
)
Xi, j−1
(58)
V R(X) =
[
2φ ′
(
D2i, j
)
+φ ′
(
D2i−1, j
)
+φ ′
(
D2i, j−1
)]
Xi, j (59)
Now, we give similar expressions for 3D images:
UR(X) = φ ′
(
D2i, j,k
)(
Xi+1, j,k +Xi, j+1,k +Xi, j,k+1
)
+φ ′
(
D2i−1, j,k
)
Xi−1, j,k +φ ′
(
D2i, j−1,k
)
Xi, j−1,k +φ ′
(
D2i, j,k−1
)
Xi, j,k−1
(60)
V R(X) = Xi, j,k[2φ ′
(
D2i, j,k
)
+φ ′
(
D2i−1, j,k
)
+φ ′
(
D2i, j−1,k
)
+
φ ′
(
D2i, j,k−1
)
]
(61)
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