Abstract: Breast cancer is one of the leading causes of death among women all around the world. Therefore, true and early diagnosis of breast cancer is an important problem. The rough set (RS) and extreme learning machine (ELM) methods were used collectively in this study for the diagnosis of breast cancer. The unnecessary attributes were discarded from the dataset by means of the RS approach. The classification process by means of ELM was performed using the remaining attributes. The Wisconsin Breast Cancer dataset (WBCD), derived from the University of California Irvine machine learning database, was used for the purpose of testing the proposed hybrid model and the success rate of the RS + ELM model was determined as 100%. Moreover, the most appropriate attributes for the diagnosis of breast cancer were determined from the WBCD in this study. It is considered that the proposed method will be useful in similar medical practices.
Introduction
The breast is an appendage of the skin covering the external part of our body and it includes lactating glands. Breast cancer (BC) is defined as the existence of cells progressing abnormally within the tissue of the breast that cannot be controlled. A group of cells growing or changing abnormally is called a tumor. Any tumor may be benign (not dangerous) or malignant (having the potential for being dangerous). BC is a cancer type that is very common in women and has a prevalence approximately 3 times higher than that of lung cancer [1] . The most common cancer types in women are BC and uterine cancer. In reports of the World Health Organization, it is anticipated that 1.2 million women will be diagnosed with BC every year [2, 3] . BC has become an important problem for women. Therefore, uninterrupted research has been conducted for the purpose of the early diagnosis of BC. In medical science, various tests like clinical exams or mammography are performed for diagnosing BC. Mammography is X-ray photography of the breast taken using a low-dose X-ray machine. It is done for the purpose of determining the anomalies that are too small to detect by means of palpation. In addition to clinical tests, machine learning methods are also widely used for the early diagnosis of BC. Thanks to the success of these machine learning methods, they are widely utilized in the medical field by specialists. When the literature is examined, it can be seen that statistical and artificial intelligence techniques have been used successfully for the diagnosis of BC. The machine learning methods that were widely used for the diagnosis of BC and provided overachievement are discussed in the following section.
A hybrid model based on rough set (RS) and extreme learning machine (ELM), the RS + ELM, is proposed in this study for diagnosing BC. The proposed model consists of 2 stages. The first is the stage of obtaining the optimal attribute subset representing the dataset. The second is the stage of performing the ELM classification process with the reduced attribute set so obtained. RS is a mathematical approach that was developed by Pawlak and is used for different purposes, like the selection of the attributes, implication of the attributes, reduction of the variables, implication of the decision-making rules, and pattern recognition [4] . The ELM is a single hidden layer feed-forwarded artificial neural network (ANN) model. In this model, the weights pertaining to the neurons available in the input layer and the threshold values pertaining to the neurons available in the hidden layer are produced randomly, while the outputs in the hidden layer are calculated analytically [5] . The most significant attribute of this model is that the learning process takes place very quickly.
The Wisconsin Breast Cancer datasets (WBCDs), derived from the University of California Irvine (UCI) machine learning database, were used for the purpose of testing the proposed hybrid model. The RS + ELM hybrid model was tried for different training-test percentages. When the results were examined, the highest success rate was determined as 100% when the training and the test datasets were selected at the percentage of 80% and 20%, respectively. As a result, we are of opinion that the proposed hybrid model will be a tool for assisting specialists in making decisions with respect to the patients at the final stage.
The content of this study is designed as follows. The other studies performed using the WBCD are summarized in the next section. The obtaining and the introduction of the dataset are explained in Section 3. The theoretical information with respect to the RS and ELM methods is provided in Section 4. The obtained experimental results are shared in Section 5. This study is discussed in the final section.
Studies for the diagnosis of BC
When the performed studies are examined, it is observed that the machine learning studies carried out using the WBCD are widespread and that high success rates were achieved in all of these performed studies.
Ster and Dobnikar [6] achieved a classification success rate of 96.80% using linear discriminant analysis.
Pena-Reyes and Sipper [7] achieved a classification success rate of 97.36% in the study that they performed using a hybrid model based on fuzzy logic and the genetic algorithm (GA). The classification success rate achieved in the study by Setiono [8] was 98.10%. Abonyi and Szeifert [9] achieved a classification success rate of 95.57% using the controlled fuzzy set method. A classification success rate of 96.66% was achieved in the study by Kim et al. [10] using a fuzzy rule-based method. Sahan et al. [11] achieved a success rate of 99.14% using a hybrid model based on fuzzy artificial immunity and K-nearest neighbor in their studies. Polat and Güneş [12] achieved a success rate of 98.53% by least squares support vector machine (LS-SVM) in their studies. Karabatak and Ince [13] demonstrated a success rate of 97.4% by developing a model based on association rules and an ANN.
Akay [2] reported a success rate of 99.51% using a model based on feature reduction and SVM. Kahramanli and Allahverdi [14] demonstrated a success rate of 92.31% using a model based on ANN and YBS. Marcano et al.
[15] achieved a success rate of 99.26% in their studies. Hui et al. [16] reported a success rate of 99.41% using SVM and KK. As a result, high success rates were achieved in all of the studies performed for the diagnosis of BC by means of different machine learning methods.
Dataset
The WBCD, the dataset used in this study, was derived from the UCI machine learning database [17] . The dataset consists of 699 samples that were collected by Dr WH Wolberg at the University of Wisconsin-Madison hospitals. A total of 16 instances were discarded from the dataset since they had missing observations and the RS + EML model was tested with the remaining 683 cases. The WBCD consists of 9 features and the values thereof range between 1 and 10. The target attribute was coded as benign (1 = benign) and malignant (0 = malignant). There are 444 benign cases and 239 malignant cases in the dataset. The attributes available in the dataset are detailed in Table 1 . 
Basic definitions of the RS theory

Information system
The information system in RSs is defined as S = (U, Q, V ). Here, U = {x 1 , x 2 , ...x n } indicates a finite nonempty universe. In this study, the universe is the set of patients. Q = A ∪ d indicates the finite nonempty attribute set and A indicates the set of case attributes pertaining to the patients. The set of case attributes covers the attributes given in Table 1, 
Indiscernibility relation
Observations cannot be discerned from each other due to the fact that a dataset is oversized or the obtained observations are similar to each other or identical. In such a case, the indiscernibility relation IND(B) for the attribute B can be written as follows, provided that B ⊆ A [18] : 
Set approximations
The main objective in RSs is the creation of approximations using the IND(B) binary relation. It is the combination of the sets absolutely pertaining to X using the B -indiscernibility relation of X , provided that X ⊆ U , and it can be expressed as follows:
Furthermore, the upper approximation can be written as follows [19, 20] :
The upper and lower approximations pertaining to X ⊂ U divides the universe (U ) into 3 regions, namely the POS(X) positive region, NEG(X) negative region, and BND(X) bound region. The sets pertaining to these regions are calculated as follows [19] :
Attribute reduction and core attributes
Attribute reduction is the process of selecting the appropriate features from the attribute set for the purpose of explaining an information system with the minimum attributes. If POS(B) = POS(A), provided that B ⊆ A , the information system can be explained with B consisting of the lower attribute number. Furthermore, an information system can have more than one reduced attribute set. The set obtained from the intersection of the reduced sets derived from an information system is called a core attribute set of the A attribute set [21, 22] . The core attribute set can also be derived from the discernibility matrix.
Discernibility matrix
The discernibility matrix for the A case attributes in the S information system is
can be written as follows:
The M (A) discernibility matrix has the feature of symmetry. Each component of M (A) is constituted by the attribute set, making the x i and x j values different.
Extreme learning machine
The ELM developed by Huang et al. [5] will be described in this section. The ELM is a single hidden layer feed-forwarded ANN model, of which the input weights are calculated randomly, while the output weights are calculated analytically. Nondifferentiable or discrete activation functions can also be used in the hidden layer of the ELM, in addition to activation functions like sigmoidal, sine, Gaussian, and hard-limit [23] . Conventional feed-forwarded ANNs depend on some certain parameters like momentum or learning rate. The parameters, like the weights and threshold values in these types of networks, should be updated with gradient-based learning algorithms. However, for achieving a good performance, the learning process takes a long time and the error can be focused on a local point. Changing the momentum value may prevent the error from focusing on a local point, but it will not have any influence on the long learning process. The input weights and threshold values are produced randomly, but the output weights are obtained analytically in ELM [23] . The ELM network is the customized form of a single hidden layer feed-forwarded ANN model. A single hidden layer feed-forwarded ANN is shown in Figure 1 .
X (1) Here, the mathematical statement of the network having M neurons in the hidden layer is expressed as follows, provided that X = (X 1 , X 2 , X 3 ...X N ) indicates the input attributes and
indicates the output attributes [24] :
Here, is the activation function [24] . The purpose in a network with N input is that the error is
(6) can be written as follows [5] :
With the above equation, it is possible to write the following [5] :
Here, H , β , and Y can be expressed as follows [24] :
and
Here, H is the hidden layer output matrix. The training of the network in the conventional feed-forwarded ANN is to look for the LS solution in a linear equation Hβ = Y in the ELM. The ELM algorithm can be summarized in 3 steps as follows briefly [5, 25] 
2.
Step: The H hidden layer output is calculated.
3.
Step: Theβ output weights are calculated according toβ = H + Y.Y is the target attribute.
Performance criteria
Accuracy, sensitivity, and specificity criteria were utilized in order to demonstrate the success of the RS + ELM method. Accuracy indicates the percentage of the accurately classified samples among all of the samples, sensitivity indicates the percentage of the accurately classified positive samples, and specificity indicates the percentage of the accurately classified negative samples [26] . These criteria are calculated as follows:
Here, TP (true positive) as well as TN (true negative) indicate the true classifications and FP (false positive) as well as FN (false negative) indicate the false classifications.
TP:
The number of samples that are not cancerous and are also indicated as healthy by the model.
TN:
The number of samples that are cancerous and are also indicated as cancerous by the model.
FP:
The number of samples that are cancerous, but are indicated as healthy by the model.
FN:
The number of samples that are healthy, but are indicated as cancerous by the model.
Proposed hybrid model
A hybrid model based on the RS and ELM methods was used in this study to diagnose BC. The RS approach provides significant advantages in the determination of the relations between the attributes, reduction of the attributes, presentation of the importance of the attributes, and the establishment of the decision-making rules. In this study, the RS was used for the reduction of the attributes. At the classification stage, the ELM was used. Some important features related to the ELM can be listed as follows:
• ELM is quick.
• ELM has a generalizable performance.
• ELM does not need parameters like the learning rate or momentum, which are needed in conventional networks.
• ELM can use discrete or nondifferentiable activation functions in the hidden layer.
The diagram pertaining to the model used in this study is shown in Figure 2 . The study consists of 7 blocks. The processes in these blocks can be summarized as briefly follows:
Obtaining the BC data.
Block 2:
Creation of the attribute sets, reduced by means of the RS from the obtained dataset.
Block 3:
Determination of the optimal reduced attribute set.
Block 4:
Dividing the dataset training-test partitions at different percentages, like 50%-50%, 70%-30%, and 80%-20%.
Block 5: Determination of the 50%-50%, 70%-30%, and 80%-20% partitions.
Block 6: Classification of the datasets by means of the ELM.
Block 7:
Sharing the classification results.
Experimental results
Attribute reduction by means of the RS
If the number of case attributes in the datasets is high, it is frequently problematic to determine which attributes will be included in the model. It is not possible to make a decision about how many attributes or which attributes should be measured in the formation of the appropriate model by means of the conventional methods. The models formed with all of the measured attributes frequently lead to various problems. Therefore, the selection of the case attributes best explaining the decision-making attribute becomes crucial. The optimal attribute subsets obtained by means of the RS for the BC dataset discussed in this study are shown in Table 2 . When the attribute subsets are examined, it is seen that the bare nucleoli (A6) attribute is available in all of the reduced attribute sets. The A6 attribute is the core attribute. There is a strong relation (high correlation) between the core attribute and the target attribute. It is seen that the attribute subsets consist of 4 or 5 attributes. The obtained attribute subsets will be used as the input for the ELM.
Form of the parameters for the ELM
The BC data were classified by means of the ELM using the attribute subsets obtained through the RS. The parameters pertaining to the ELM network used in this study are given in Table 3 . The ELM for single-hidden layer feedforward neural networks
The performance of the ELM network depends on the number of neurons in the hidden layer and the activation function to be used. Therefore, the suitability of the parameters in Table 3 was determined as a result of the trials. Activation functions like the sigmoid, tangent sigmoid, sine, and radial basis were used for the training and testing of the network to that end. The number of neurons in the hidden layer was determined by trials with increments within the range of 10-100. The optimal activation function and neuron number were decided according to the training and testing performance of the network. The optimal activation function in the classification of the BC was determined as tangent-sigmoid.
ELM classification results
Trials were conducted for the 50%-50%, 70%-30%, and 80%-20% training-test partitions, using all of the reduced attribute sets pertaining to BC. The success rates achieved for these training-test partitions are given in Table 4 . The sensitivity, specificity, and accuracy rates obtained by means of the optimal reduced attribute set are given in Table 5 . Figures 3, 4 , and 5 illustrate the ELM performance values for the 50%-50%, 70%-30%, and 80%-20% training-test partitions, respectively. The classification performance values on the 50%-50%, 70%-30%, and 80%-20% training-test partitions were obtained after a 100-fold cross-validation. Table 5 . Sensitivity, specificity, and accuracy rates for the R2 reduced subset.
Partition Sensitivity % Specificity % Accuracy % 50%-50% 98.72 95.65 97.71 70%-30% 100.00 98.57 99.52 80%-20% 100.00 100.00 100.00
Attribute reduction by other methods
In this section, the significant features are obtained by principal component analysis (PCA), GA, linear discriminant analysis (LDA), stepwise forward and backward, a filter method relief, and chi-squared ranking methods, after the important features selected in the classification process are addressed through the ELM with the generated feature sets. The attributes obtained with the different reduction methods and classification results by the ELM are shown in Table 6 . When Table 6 is examined, the best classification performance achieved with reduction 2 was obtained through the RS.
Comparison of the RS + ELM results with other studies in the literature
When the literature was examined, there were many machine learning methods formed using the WBCD. The studies conducted on the WBCD are given in Table 7 , where it is seen that the RS + ELM achieved a considerable success in comparison with the other methods. Table 7 . Classification achievements of the previous studies for the diagnosis of BC.
Author
Method Accuracy % Quinlan [27] C4.5 94.74 Hamiton et al. [28] RAIC 95.00 Nauck and Kruse [29] NEFCLASS 95.06 Abonyi and Szeifert [9] SFC 95.57 Ster and Dobnikar [6] LDA 96.80 Goodman et al. [30] AIRS 97.20 Pena-Reyes and Sipper [7] Fuzzy-GA1 97.36 Karabatak and Ince [13] AR + NN 97.40 Abbas [31] EANN 98.10 Setiono [8] Neuro-rule 98.10 Polat and Güneş [12] LS-SVM 98.53 Marcano et al. [15] AMMLP 99.26 Hui et al. [16] SVM + KK 99.41 Akay [2] SVM-CFS 99.51 Present study(80%-20% training-test) RS + ELM 100.00
Conclusion
Classification is an important tool used for diagnosing diseases in clinical practices. A support system related to medical decision-making was proposed in this study, using the RS and ELM models collectively for the diagnosis of BC. The RS was used for the reduction of the attributes, while the classification was made by means of the ELM, using the reduced attribute sets. For the performance test of the proposed RS + ELM method, the WBCD, which has been utilized widely by other researchers through different machine learning methods, was used. The dataset was divided into 50%-50%, 70%-30%, and 80%-20% training-test partitions and different practices were made for each partition during the study. The highest success rate was determined as 100% in the 80%-20% training-test partition. It was observed that the selection of the optimal attributes by means of the RS prior to the classification of the BC data positively influenced the success of the classification. As a result, we are of the opinion that the proposed model will be a tool for assisting specialists in making decisions at the final stage, as well as for different types of cancer.
