We consider a family of pairs of m × p and m × q matrices, in which some entries are required to be zero and the others are arbitrary, with respect to transformations (A, B) → (SAR 1 , SBR 2 ) with nonsingular S, R 1 , and R 2 . We prove that almost all of these pairs reduce to the same pair (A 0 , B 0 ) from this family, except for pairs whose arbitrary entries are zeros of a certain polynomial. The polynomial and the pair (A 0 , B 0 ) are constructed by a combinatorial method based on properties of a certain graph.
Introduction and main results
Let A : U 1 → V and B : U 2 → V be linear mappings of vector spaces over an arbitrary field F. Changing the bases of the vector spaces, we may reduce the matrices A and B of these mappings by transformations (A, B) → (SAR 1 , SBR 2 ) with nonsingular S, R 1 , and R 2 .
A canonical form of (A, B) for these transformations is 
where I r denotes the r-by-r identity matrix and r, s, and t are determined by the equalities r + s = rank A, r + t = rank B, and r + s + t = rank [A | B] (see Lemma 3) .
We consider a family of pairs (A, B), in which n entries a 1 , . . . , a n are arbitrary and the others are required to be zero. We prove that there exists a nonzero polynomial f (x 1 , . . . , x n ) such that all pairs (A, B) with f (a 1 , . . . , a n ) = 0 reduce to the same pair (A gen , B gen ) from this family. The pair (A gen , B gen ) has the form (2) up to permutations of columns and simultaneous permutations of rows in A and B. Following [6] , we call (A gen , B gen ) a generic canonical form of the family (this notion has no sense if F is a finite field). We give a combinatorial method of finding f (x 1 , . . . , x n ) and (A gen , B gen ).
Generic canonical form of matrices with zeros
Since the rows of A and B in (1) are transformed by the same matrix S, we represent the pair (A, B) by the block matrix M = [A | B], which will be called a bipartite matrix. A family of bipartite matrices, in which some entries are zero and the others are arbitrary, may be given by a matrix
whose n entries are unknowns x 1 , . . . , x n and the others are zero. For instance,
gives the family {M(a) | a ∈ F 9 }. Considering (3) as a matrix over the field
of rational functions (its elements are quotients of polynomials), we put
The following theorem is proved in Section 2.
] be a matrix whose n entries are unknowns x 1 , . . . , x n and the others are zero. Then there exists a nonzero polynomial
such that all matrices of the family
with nonsingular S, R 1 , and R 2 to the same matrix 
which is uniquely determined by M(x) due to the equalities r + s = r A , r + t = r B , r + s + t = r M (see (6) ).
We call M gen a generic canonical form of the family {M(a) | a ∈ F n } because M(a) reduces to M gen for all a ∈ F n except for those in the proper algebraic variety {a ∈ F n | f (a) = 0}.
A combinatorial method
The polynomial f (x) and the matrix M gen can be constructed by a combinatorial method: we represent the matrix M(x) = [A(x) | B(x)] by a graph and study its subgraphs. Similar methods were applied in [2, 4, 5, 6 ] to square matrices up to similarity and to pencils of matrices. The graph is defined as follows. For example, the matrix (4) is represented by the graph
with the left edges α 1 , α 2 , α 3 and the right edges α 4 , α 5 , . . . , α 9 . Each subset S in the set of edges (11) can be given by the characteristic vector
By a matchbox we mean a set of edges (=matches) that have no common vertices. The size of a matchbox S is the number of its matches; since each row and each column of M(ε S ) have at most one 1 and the other entries are zero, size S = rank M(ε S ).
A matchbox is left (right) if all its matches are left (right). Such a matchbox is said to be largest if it has the maximal size among all left (right) matchboxes. For example, the subgraph
e e e e e e
of (12) is formed by the largest left and right matchboxes
For a left matchbox A and a right matchbox B, we denote by A ⋒ B the matchbox obtained from A ∪ B by removing all matches of B that have common vertices with matches of A. For example,
for the matchboxes (14). For every matchbox
we denote by µ S (x) the minor of order α + β in M(x) = [A(x) | B(x)] whose matrix belongs to the rows numbered i 1 , . . . , i α+β , to the columns of A(x) numbered j 1 , . . . , j α , and to the columns of B(x) numbered k 1 , . . . , k β . For example, the matchbox (15) determines the minor
The next theorem will be proved in Section 2. 
where f AB (x) is the lowest common multiple of µ A (x), µ B (x), and µ A⋒B (x):
Up to permutations of columns within A gen and B gen and a permutation of rows, the matrix M(ε A∪B ) has the form (9) with r = v(A, B), s = size A − r, and t = size B − r.
An example
Let us apply Theorems 1 and 2 to the family given by the matrix (4) with the graph (12). The matchboxes (14) do not satisfy the conditions of Theorem 2 because they have two common vertices '2' and '3'. This number is not minimal since the largest matchboxes
forming the graph
have a single common vertex '3'. The matchboxes (19) satisfy the conditions of Theorem 2 since there is no pair of largest matchboxes without common vertices. The conditions of Theorem 2 also hold for the largest matchboxes
For these pairs of matchboxes, we have 2 Proof of Theorems 1 and 2
Bipartite matrices
The canonical form of a pair for transformations (1) 
Reduction of bipartite matrices by permutations of rows and columns
In this section we consider a bipartite matrix M = [A | B] with respect to permutations of rows and columns.
Lemma 4. Every bipartite matrix [A | B] with linearly independent columns reduces by a permutation of rows to the form
where A ′ and B ′ are nonsingular square blocks and the points denote unspecified blocks.
Proof. By permutations of rows we reduce [A | B] to the form 
where X r , Y r , Z s , and T t are nonsingular r × r, r × r, s × s, and t × t blocks in which all diagonal entries are nonzero and
Proof. Denote 
with nonsingular square matrices A 2 and B 2 .
Rearranging rows of the first strip and breaking it into two substrips, we reduce (25) to the form
where the matrices
have linearly independent rows. Lemma 4 to their transposes insures that (26) reduces by permutations of columns to the form
with nonsingular X, Y, Z, and T . If an n-by-n matrix has a nonzero determinant, then one of its n! summands is nonzero, and we may dispose the entries of this summand along the main diagonal by a permutation of columns. In this manner we make nonzero the diagonal entries of X, Y, Z, and T . At last, we reduce (27) to the form (23) by permutations of rows and columns.
Proof of Theorems 1 and 2
In this section M(x) = [A(x) | B(x)] is the matrix (3), A and B are the matchboxes from Theorem 2, and r A , r B , r M are the numbers (6).
Lemma 6.
Proof. By Lemma 5, the matrix M(x) over the field K of rational functions (5) reduces by permutations of rows and by permutations of columns within A(x) and B(x) to a matrix N(x) of the form (23), in which by (24)
The diagonal entries of X r , Y r , Z s , and T t are all nonzero, and hence they are independent unknowns; replacing them by 1 and the other unknowns by 0, we obtain the matrix 
The inverse permutations of rows and columns reduce N(x) to M(x), and hence N(a) to M(a). As follows from (30), a = ε A ′ ∪B ′ , where A ′ is a left matchbox, B ′ is a right matchbox, and by (29)
Since 
we have
In actuality the last inequality is an equality since the minor µ A⋒B (x) of order r M is nonzero.
Lemma 7. If a ∈ F n and f AB (a) = 0, then rank A(a) = r A , rank B(a) = r B , rank M(a) = r M .
Proof. The matrix A(a) has a nonzero minor h(a), whose order is equal to the rank of A(a). The corresponding minor h(x) of A(x) (belonging to the same rows and columns) is a nonzero polynomial, and so rank A(a) This proves (32) due to (28).
Let a ∈ F n and f AB (a) = 0. By Lemma 3, M(a) reduces to the matrix (9), which is determined by (10) due to (21) and (32). The matrix M(ε A∪B ) reduces by permutations of rows and columns to the same matrix (9) because (13) and (28) imply rank A(ε A∪B ) = size A = r A , rank B(ε A∪B ) = size B = r B , (33) rank M(ε A∪B ) = rank M(ε A⋒B ) = size A ⋒ B = r M .
Hence M(a) reduces to M(ε A⋒B ). This proves Theorem 1: we can take M gen and f (x) as indicated in (16). This also proves Theorem 2; the equalities (18) follow from (33), (34), and (31).
