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We evaluate the applicability of a hierarchy of quantum models in characterizing the binding 
energy of excess electrons to water clusters. In particular, we calculate the vertical detachment 
energy of an excess electron from water cluster anions with methods that include one-electron 
pseudopotential calculations, density functional theory (DFT) based calculations, and ab initio 
quantum chemistry using MP2 and eom-EA-CCSD levels of theory. The examined clusters range 
from the smallest cluster size (n = 2) up to nearly nanosize clusters with n = 1000 molecules. The 
examined cluster configurations are extracted from mixed quantum-classical molecular dynamics 
trajectories of cluster anions with n = 1000 water molecules using two different one-electron 
pseudopotenial models. We find that while MP2 calculations with large diffuse basis set provide 
a reasonable description for the hydrated electron system, DFT methods should be used with 
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precaution and only after careful benchmarking. Strictly tested one-electron psudopotentials can 
still be considered as reasonable alternatives to DFT methods, especially in large systems. The 
results of quantum chemistry calculations performed on configurations that represent possible 
excess electron binding motifs in the clusters appear to be consistent with the results using a 
cavity structure preferring one-electron pseudopotential for the hydrated electron, while they are 
in sharp disagreement with the structural predictions of a non-cavity model. 
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I. Introduction 
Negatively charged water clusters form a class of species with a set of challenging 
physical properties.1 The smallest water cluster that can bind an electron is the water dimer.2 
Increasing the cluster size leads to an increasing stability of the excess electron and an increasing 
complexity of the cluster anion potential energy surface. Experimentally, this complexity is 
manifest in the variation of the vertical detachment energy (VDE), the energy needed to remove 
an electron from the clusters vertically, with cluster size.3,4,5,6,7 The VDE-size diagrams exhibit 
various systematic patterns that may indicate common structural motifs within the groups. Based 
on early8 and subsequent improved one-electron model quantum simulations,9,10 and an all-
electron density functional theory based molecular dynamics study,11 tentative assignments of the 
different anionic groups have been proposed. Unfortunately, these theoretical predictions do not 
necessarily match the experimentally inferred classifications.3,4 In addition, recently a non-cavity 
structural model has been proposed based on a one-electron quantum model and simulation,12,13 
questioning the traditionally accepted cavity structure of the hydrated electron.14 In summary, it is 
a challenging theoretical problem to settle these two conceptually important structural/energetic 
issues (i.e. surface states vs. interior states, and cavity vs. non-cavity structures). 
The main problem is that the one-electron theoretical models15,16,17,18,19,20,21  that have 
been used to simulate and characterize the hydrated electron contain various approximations. 
These approximations, however, may be inherently reflected on the simulated structural and other 
physical properties.1 As many-electron calculations have become routinely available, the 
theoretical treatments of the hydrated electron system, both static22,23,24 and dynamic, 
11,25,26,27,28,29,30,31
  shifted to density functional theory (DFT) based approaches. The limitations of 
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the DFT methods, most importantly the choice of the exchange-correlation functional, are well-
known and documented for loosely-bound electrons.32 Clearly, quantum mechanical calculations 
at very high level of theory, and at very large basis set would be needed to address the 
problematic issues more reliably. Such treatments are, however, still very expensive. One 
possible route to improve the reliability of the hydrated electron theoretical results is to perform 
static benchmarking calculations and evaluate the available, computationally feasible methods in 
comparison with these high accuracy computations on relatively small systems. The evaluated 
methods then can be employed in large scale simulations and the predicted properties can be 
critically assessed in view of the benchmarking performance. The critical analysis of the 
performance of available, routinely employed theoretical models is one of the aims of the present 
study. 
Although benchmarking calculations of the excess electron binding energies are available 
in the literature for water cluster anions,23,24,26,33 these studies usually focus on analyzing a 
limited set of configurations of small clusters. The latest, most comprehensive study by 
Vysotskiy et al. concludes that the equations-of-motion electronaffinity coupled-cluster-singles-
doubles (eom-EA-CCSD and eom-EA-CCSD(2)) methods34 with large diffuse basis sets are able 
to capture the VDE in both the weakly and strongly bound excess electron cases for water cluster 
anions in selected ( )−
n2OH  cluster configurations with n = 4 - 24 monomers.
33
 We start our 
analysis on the conclusions of this study. However, instead of selecting more or less arbitrary 
water cluster configurations, in most cases optimized anionic or neutral clusters, here we propose 
a different approach. We generate a large set of cluster configurations of various size using mixed 
one-electron quantum-classical molecular dynamics (QCMD) simulations, and then analyze the 
binding energies of these configurations using a hierarchy of computational methods. The results 
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of one-electron based molecular dynamics simulations may strongly depend (both in energy, 
structure, spectroscopy and dynamics) on the applied electron-water pseudopotential.9,10,12,35 In 
the context of the present benchmarking procedure, configurations generated using different one-
electron models will serve as test cases for which one can directly evaluate and compare relevant 
physical properties with the results of more sophisticated quantum mechanical methods. In 
particular, we produce cluster configurations performing extensive molecular dynamics (MD) 
simulations using two different pseudopotentials, the Turi-Borgis (TB)19 and the Larsen-Glover-
Schwartz (LGS)12 potential. The TB model predicts a cavity structure,19 while the LGS model 
simulates a non-cavity type excess electron distribution in bulk hydrated electron simulations.12 
Furthermore, the TB model simulates at least two types of cluster configurations.9,36,37 In the first 
isomer type, the electron is localized in the interior of the cluster in a cavity (interior state 
clusters), while the second isomer structure stabilizes the excess electron outside the cluster, on 
its surface (surface state clusters). TB and LGS molecular dynamics simulations on clusters thus 
produce configurations that can support surface state excess electrons, cavity type interior state 
electrons, and non-cavity type interior state electrons.35 These cluster structures will form 
representative samples for the quantum mechanical binding energy calculations and the following 
analysis. In this respect, this series of calculations provides a comprehensive analysis of the 
hydrated electron system. The present calculations can also offer hints as which type of one-
electron MD generated cluster anion configurations has physical properties that are more 
consistent with the many-electron calculations.  
Here we mention that the Jordan group21,38 and the Herbert group also compared VDE of 
water cluster anions computed using pseudopotential models to ab initio calculations.20,39 Their 
structures were, however, to the best of our knowledge, not taken from MD simulations, the main 
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point of the present analysis. The MD generated configurations can also be compared, at least 
qualitatively, with the electron binding motifs found experimentally in vibrational predissociation 
spectra by the Johnson group.40,41 They identified two different classes for the electron binding 
sites in ( )−62OH   clusters, one with a double hydrogen-bonding acceptor (AA) water molecule 
pointing in the excess electron distribution with two hydrogen atoms, and the other with several, 
hydrogen-bond acceptor-donor (AD) water molecules with oriented dangling hydrogen atoms 
toward the electron. Of the two isomers, the one with the AA type water molecule binds the 
electron more strongly. 
A different (and in some sense, more fundamental) aspect, a comparison of the electron-
water molecule pseudopotentials in predicting experimental physical properties of hydrated 
electron clusters, has also been published recently.35 In that work, we referred to preliminary 
quantum chemical VDE calculations that appear to be fully consistent with the other findings of 
the paper.35 The present work provides the full quantum chemical analysis of the problem 
completing the comparison of pseudopotentials and giving a solid theoretical ground for the 
previous conclusions.    
The structure of the paper will be as follows. In Sec. II, we briefly describe the main 
features of the QCMD techniques used to generate the configuration sets, and the quantum 
mechanical computational methods that are employed in the present study. Sec III collects the 
results of the energy calculations followed by a systematic analysis and comparison of the results. 
Sec IV provides a discussion, and concludes the paper.     
 
II. Computational details 
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First, we performed one-electron QCMD simulations on water cluster anions containing 
1000 water molecules. The applied QCMD simulation technique has been developed by Rossky 
et al.42 The details of the simulations are identical to those described in our previous 
papers.9,19,35,37,43 Since the application of the QCMD technique is well documented (see 
references in  Ref 1), we mention shortly that in one-electron hydrated electron QCMD 
simulations the Schrödinger equation of the excess electron is solved in the field of classical 
water molecules, in the present case a three-site, simple point charge, flexible model 
(SPC+flex).44 The critical part of the present method is the choice of the electron-water molecule 
potential. Several pseudopotential models have been proposed in the literature.15,16,17,18,19,20,12 Of 
these models, we use the TB19 and the LGS12 potentials to generate equilibrated trajectories at 
~200 K. The main reason for selecting these two potentials is that, while both potentials employ 
the same non-polarizable water-water potential, and both are developed using the same 
implementation45 of the static-exchange pseudopotential theory,46 they produce a significantly 
different solvation structure for the excess electron.35  
Here we note that pseudopotentials, taking solvent polarization explicitly into account, 
have also been developed.18,20,21 These polarizable models are of higher theoretical sophistication, 
than the LGS or TB models that include polarization in an average way. In the present paper, 
however, the TB and LGS models serve to generate characteristic (and realistic) water cluster 
anion configurations to be analyzed. These potentials suffice for this purpose. Furthermore, the 
use of rigid water monomers in most of the polarizable models18,21 (with the exception of the 
Jacobson-Herbert potential)20 does not allow application of these potentials to the present non-
rigid structures. Therefore, although we readily acknowledge the merits of the polarizable models 
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(especially those20,21 that outperform simple DFT or small basis MP2 methods), we omit them 
from the present comparison. 
We generated 100 ps long equilibrium trajectories at 200 K using both potentials with a 
time step of 1 fs. In addition, we produced separate trajectories with the TB potential for surface 
state clusters and interior state clusters,9,36 as well. We chose 100-100 configurations of each of 
the three trajectories with 1 ps time segments between the selected individual configurations. For 
further analysis, in each of the configurations, we determined the center of mass of the hydrated 
electron, computed with the pseudopotential pertinent to the given trajectory, and produced 
clusters of gradually increasing size, consisting of n water molecules (n = 2 - 1000) that are 
nearest to the center of mass of the electron. For these cluster arrangements we performed various 
level quantum mechanical calculations. We computed the relevant energies for 100 
configurations in the n = 2-12 size range, 20 configurations with n = 16 and 20, and 10 
configurations with n = 24 using many-electron methods. All the data (geometries and energies) 
can be found in the Supplementary Material (with a very few problematic (convergence issues) 
cases). The VDE was computed for 100-100 configurations with one-electron pseudopotentials 
for all examined cluster sizes. The clusters are identified by the pseudopotential that was used to 
generate the parent trajectory and by the number of water molecules carved out of the n = 1000 
original cluster. The investigated structures will be referred to as TB generated interior or surface 
structures, or LGS generated non-cavity structures. We note that these names refer only to the 
electron binding motifs of the parent n = 1000 clusters, and they do not necessarily describe the 
interior or surface character of the computed excess electron distribution in the smaller 
investigated structures.  
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The three structure sets are distinctly different. We show three characteristic hexamer 
examples of the investigated structures in Figure 1. In a typical TB interior configuration, the 
interior cavity is clearly visible. Five of the six monomers that form the cavity in Figure 1 point 
with one of their hydrogen atoms in the interior of the cavity. The second hydrogen atoms of the 
water molecules participate in hydrogen bonds with the water molecules of the second solvation 
shell (not shown). The LGS generated interior structures are significantly different from the TB 
interior configurations at least in three respects. 1) The LGS structures are more compact around 
the localization site of the excess electron than the TB configurations. 2)  No localization cavity 
is observable in most of the LGS structures. 3) The hydrogen-bonded  network around the 
localization site does not differ discernibly from that of pure water. The excess electrons in the 
TB surface configurations (bottom of Figure 1) are localized around dangling hydrogen atoms on 
the cluster surface. The typical signature of these clusters, (at least) one AA water molecule that 
participates in two hydrogen bonds as an acceptor and has two dangling hydrogen atoms oriented 
toward the electron, can be easily identified in Figure 1. 
The main quantity we focus on is the vertical detachment energy of the excess electron, 
the difference of the energy of the anionic and the neutral species in the same geometry. The 
methods of the VDE calculations include a) one-electron pseudopotential quantum mechanical 
calculations using the TB and LGS pseudopotentials, b) various density functional theory (DFT) 
methods, c) second order Moller-Plesset methods, and d) eom-EA-CCSD calculations. We note 
that in the non-polarizable TB and LGS models the VDE is equivalent to the ground-state 
eigenvalue of the excess electron. The one-electron pseudopotential calculations are performed 
on each type of configurations including those generated by the other model. We also carried out 
DFT calculations using four different exchange-correlation functionals that were used previously 
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in hydrated electron simulations, the gradient corrected BLYP functional,47 the long range 
corrected BLYP functional (LC-BLYP),47,48 the hybrid BHandHLYP functional,49 and the PBE 
functional.50  Of the standard quantum chemistry methods that include correlation energy, we 
employed the simplest MP2 perturbation method.51 For comparison we also applied the eom-EA-
CCSD method34 that has been shown recently to be a reliable, although expensive, method to 
calculate precise vertical detachment energies for small water cluster anions.33 The choice of the 
basis set is a critical issue in hydrated electron cluster simulations due to the diffuse nature of the 
excess electron. We used two basis sets, both developed by Herbert and Head-Gordon, the 6-
31(1+3+)G* and the aug3-cc-pVDZ sets, both containing very diffuse extra functions in addition 
to the standard sets.23 Although these two basis sets have been demonstrated to provide relatively 
good results in comparison with larger, more extensive, for example, triple-zeta quality sets,23,24 
we further illustrate this feature in more detail below. The eom-EA-CCSD/aug3-cc-pVDZ 
calculations were performed with the CFOUR program package,52 while all other quantum 
chemistry calculations were executed using the Gaussian09 program suite.53 
 
III. Results 
The first task is to test the applied basis sets of the quantum chemistry calculations. 
Although the performance of the 6-31(1+3+)G* and the aug3-cc-pVDZ sets has been 
demonstrated in previous hydrated electron calculations,23,24 we decided to perform an additional 
test employing these basis sets. We carried out the analysis on hexamer configurations, and 
calculated the VDE with the above two basis sets. The calculations were performed on 20 -20 
configurations of all three configuration sets produced in the QCMD simulations driven by the 
LGS, and the TB pseudopotentials (LGS, TB interior and TB surface sets).  Typical structures are 
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shown in Figure 1. We emphasize that these structures are carved out of larger, n=1000 clusters 
and contain the molecules that are nearest to the computed center-of-mass of the excess electron. 
The n=4 and n=6 clusters include those molecules that are in direct contact with the excess 
electron distribution at the localization site (first solvation shell). Increasing the cluster size adds 
most likely hydrogen-bonding water molecules to the cluster that stabilize the molecules of the 
first solvation shell (second, third, etc. solvation shells). 
We carried out the calculations with MP2, BHandHLYP and LC-BLYP methods. To 
check reasonable convergence of the basis, we performed calculations using the standard aug-cc-
pVDZ set, the aug3-cc-pVTZ, and the aug4-cc-pVDZ sets. The calculated average VDE values 
are collected in Table I. To provide a statistically more informative analysis on the performance 
of the basis sets, we also computed the average difference between the VDE values computed 
with a smaller basis set and a larger basis set, defined as follows: 
[ ]
n
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BA i
∑ −
=
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),(σ     (1) 
In Eq (1), the sum runs over the investigated configurations with index i, n is the number of 
configurations, and A and B denote the basis sets with A= 6-31(1+3+)G*, aug-cc-pVDZ, aug3-cc-
pVDZ, and B= aug4-cc-pVDZ, aug3-cc-pVTZ. 
As a first observation, one notices that all five basis sets provide qualitatively similar 
results within the configuration groups, except the aug-cc-pVDZ basis for the LGS geometry. 
The general trend within this configuration set, small VDE values for the LGS geometries, 
suggest that the excess electron is weakly bound and diffuse. Clearly, the diffuse functions of the 
aug-cc-pVDZ set are unable to capture this character, and this causes the large negative VDE 
values in Table I. Additional diffuse functions stabilize the anion leading to small, but positive 
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VDE. We further analyze and discuss the small VDE values of the LGS set below. Due to the 
failure of the aug-cc-pVDZ basis within the LGS configuration set, although, there is no major 
difference between the VDE values of the aug-cc-pVDZ and the larger basis sets for the TB 
structures, we exclude this basis set from further considerations. Next, we inspect whether the 
two extra sets of diffuse functions in the aug3-cc-pVDZ are sufficient to reach reasonable 
agreement with aug3-cc-pVTZ and the aug4-cc-pVDZ sets. The VDE values rapidly converge 
(within 10-20 meV) for all type of configurations (Table 1) suggesting that the aug3-cc-pVDZ 
basis is a reasonable choice to characterize the VDE values of water cluster anions. The average 
VDE differences of the aug3-cc-pVDZ basis relative to the larger aug4-cc-pVDZ and aug3-cc-
pVTZ sets underline these observations on the basis set convergence. Increasing the number of 
diffuse sets from aug3 to aug4 or changing from VDZ to VTZ causes only moderate effect, 
crudely less than an average of ~20 meV difference in the individual VDE values. We note that 
although this difference seems quite small, it becomes significant in relative terms for the weakly 
binding LGS structures. One can also see that the use of additional diffuse shells influences the 
VDE of these delocalized, weakly bound excess electron cases more strongly than the use of 
additional valence shells. Clearly, accurate description of the low VDE cases would require 
significantly larger basis sets than those employed here. The situation is reversed for the strongly 
bound interior cavity and surface states, where additional valance functions have greater effect on 
the anions' stability than the extra diffuse functions. Nevertheless, we argue that the crudely 20 
meV accuracy of the aug3-cc-pVDZ VDE values in all three examined groups of configurations 
is sufficient for the general purposes of this paper.  Last, we examine the performance of a 
significantly cheaper, split-shell basis augmented with diffuse functions, the 6-31(1+3+)G* basis, 
proposed originally by Herbert and Head-Gordon.23 This basis still relatively nicely fares 
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compared to the more sophisticated augn-cc-pVXZ (n=3,4; X=D,T) basis sets. To illustrate this 
point we show a correlation diagram for the VDE, computed with 6-31(1+3+)G* vs. aug3-cc-
pVDZ for the examined hexamer structures (Figure 2). The relation is apparently linear, with a 
slope of 1.137 and an intercept of 0.005 for the fitted straight line. This indicates that although 
the 6-31(1+3+)G* overestimates the VDE (in some cases by ~15 % for the strongly bound 
clusters), it nicely follows the aug3-cc-pVDZ general tendencies. Despite this VDE 
overestimation, we shall use the 6-31(1+3+)G* basis in our more extensive calculations later in 
the paper, while the aug3-cc-pVDZ set will be employed for more accurate benchmarking 
purposes. 
In the next step, we inspect the employed computational techniques and examine how the 
VDE values obtained with the cheaper MP2 calculations compare with those using the high-level 
eom-EA-CCSD/aug3-cc-pVDZ method. For this, we computed the VDE for selected tetramer 
and hexamer configurations for each type of structures with the eom-EA-CCSD/aug3-cc-pVDZ 
method. The eom-EA-CCSD/aug3-cc-pVDZ calculations were performed with the CFOUR 
program package. The bottleneck of these calculations was the extremely slow SCF convergence 
of the anions in the CFOUR package, especially for the LGS configurations. For this reason, we 
increased the SCF convergence to 10-6 from the default 10-7 for the LGS tetramers. The TB 
configurations were computed with the default value. Tests performed on the converged TB 
structures showed that this technical step has no effect on the VDE values. All in all, for the 
tetramers we computed the eom-EA-CCSD/aug3-cc-pVDZ VDE for ten TB surface 
configurations, ten TB interior configurations and nine LGS configurations (with the looser 
convergence criterion). We also calculated the eom-EA-CCSD/aug3-cc-pVDZ VDE for six TB 
surface and five TB interior hexamer configurations. Our attempts to reach SCF convergence for 
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all the LGS hexamers failed using the CFOUR package. We suspect that the reason for these 
convergence difficulties may be of technical nature. About the stability of the anionic species we 
note that all generated anionic tetramer and hexamer TB structures are predicted to be bound, 
while of the nine converged cases of the anionic LGS tetramer configurations only four proved to 
be stable with respect to their VDE using the eom-EA-CCSD/aug3-cc-pVDZ method. Now we 
compare the computed eom-EA-CCSD/aug3-cc-pVDZ VDE values to MP2/aug3-cc-pVDZ and 
MP2/6-31(1+3+)G* results, considering only the positive VDE cases. Figure 3 shows the 
correlation between the eom-EA-CCSD results and MP2 calculations. The MP2 tendencies 
essentially capture the eom-EA-CCSD/aug3-cc-pVDZ behavior. Nevertheless, we observe that a) 
the MP2 numbers are too weak by ~70-80 meV in the lowest VDE regime (indicated by the 
negative intercept of the correlation line), and b) MP2 overestimates the VDE values above ~0.5 
eV (MP2/6-31(1+3+)G*) and ~1 eV (MP2/aug3-cc-pVDZ). This is the result of overestimated 
slopes of 1.18 and 1.06 with the 6-31(1+3+)G* and aug3-cc-pVDZ basis sets, respectively.  
Now we begin our analysis on larger cluster configurations using a variety of 
computational methods. The many-electron calculations are performed with the 6-31(1+3+)G* 
basis set, and we compare these VDE values to the MP2/6-31(1+3+)G* results. Here we would 
like to point out that, although 6-31(1+3+)G* is a relatively small basis set, it describes the 
general VDE tendencies surprisingly well. Nevertheless, it is known that the reasonable behavior 
of the MP2/6-31(1+3+)G* method is the result of fortuitous cancellation of errors.23,32 Part of the 
problems originates from the fact that this basis was optimized for structures that bind the excess 
electron more strongly than ~0.5 eV.23 All in all, despite the success of the 6-31(1+3+)G* basis 
set one has to be aware of its deficiencies. For this reason, we correct the MP2/6-31(1+3+)G* 
VDE values empirically for their underestimation in the low VDE regime, and for their 
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overestimation for the more strongly bound species using a linear scaling to the eom-EA-
CCSD/aug3-cc-pVDZ data for tetramers and hexamers (see the correlation line of Figure 3). In 
the following we examine the three configuration groups, the TB interior, the TB surface and the 
LGS configuration sets, separately.  
The computed VDE values for the TB potential generated configurations where the excess 
electron is stabilized in an interior state in QCMD simulations are shown in Figure 4. These 
configurations contain a preformed cavity within the cluster with hydrogen atoms orienting 
preferably toward the cavity's center. All examined methods with the exception of the TB 
potential overestimate the corrected MP2 values. The corrected MP2 VDE value at the largest 
examined cluster size (n = 24) is 1330 meV, while one-electron pseudopotentials give 1050 meV 
(TB) and  2020 meV (LGS). The large size behavior of the TB model (3.7 eV VDE for the n = 
1000 cluster) compares favorably to the direct experimental measurement of the VDE for the 
bulk hydrated electron by the Neumark group (3.6 eV),54 while the LGS potential predicts a 
larger value of 5.0 eV. The VDE values of the DFT methods are significantly overestimated 
relative to the corrected MP2 VDE results that we use as our benchmark data. The PBE and 
BLYP methods predict similar values, significantly overestimating both the corrected and the 
uncorrected MP2 VDE results (~50 %), while the  LC-BLYP and BHandHLYP functionals 
compute values that are more reasonably approximate the MP2 values (~30 %). Here we note 
that since the use of the 6-31(1+3+)G* basis sets results in larger VDE relative to larger diffuse 
sets (see Figure 2), we expect, that the overestimation tendency would be somewhat diminished 
in larger basis set DFT computations. 
The VDE values computed on the TB potential generated surface state configurations are 
collected in Figure 5. We remind that surface state configurations have large dipole moments and 
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a slight dent on the surface with free, dangling hydrogen atoms.36,55 The general tendencies of the 
computed VDE values are similar to the interior case, but here we emphasize that both one-
electron methods give a fair estimate of the MP2 values. While LGS results compare favorably to 
the uncorrected MP2 values (1670 meV vs 1550 meV for n=24), the TB numbers show good 
agreement with the corrected MP2 results (1230 meV vs 1370 meV for n=24). The 
overestimation of the uncorrected MP2 values by the DFT methods is more moderate for the 
surface state configurations, but still significant for the PBE and BLYP methods (~50 %), while it 
is less dramatic (~30 %) with the LC-BLYP and BHandHLYP functionals. 
The third test group of water cluster anions are formed by those configurations that were 
generated in QCMD simulations using the LGS pseudopotential. In these configurations, no 
preformed cavity or surface binding site for the excess electron are present. In fact, the LGS 
model predicts that the electron localizes in a region of locally enhanced water density within the 
cluster.35 The computed VDE data on this set of configurations are collected in Figure 6. The 
first, most obvious observation, that were already seen in Table I, is that all methods except LGS 
predict significantly smaller VDE than for surface or interior cavity configurations. The MP2 
uncorrected and corrected values are around 100 meV at n=24, suggesting that the excess 
electron is very weakly bound to the clusters. The one-electron TB potential only slightly 
underestimates MP2. The LGS potential, however, gives VDE values that shoot up very quickly 
to 3.5 eV at n = 24. The LGS numbers are fully incompatible with all other many-electron 
calculations, and appear to be unphysical. Of the DFT methods, PBE and BLYP methods predict 
relatively strong interactions up to ~1 eV at n=24, which again seem to be way too strong. For the 
non-cavity configurations BHandHLYP and LC-BLYP follow the MP2 tendency quite 
reasonably. 
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For a comparison, the large cluster size behaviors of the one-electron LGS and TB models 
are illustrated in Figure 7. As we observed LGS model predicts stronger electron attachment to 
water clusters than the TB potential in each of the three groups of configurations including the 
TB generated cavity type interior and surface state configurations, as well. Both simple models 
predict that the interior cavity structure is more strongly binding than the surface state 
configurations, the difference at the n=1000 cluster size is ~0.6 eV. Interestingly, the corrected 
MP2 numbers are practically identical for surface state and interior state configurations in the 
examined n = 2 - 24 size range. Significant differences are apparent in the VDE values of the 
LGS generated non-cavity interior structures. While the TB model, similarly to the trends for 
most many-electron calculations, computes only slight stabilization of the excess electron on 
these clusters, the LGS model predicts a huge binding, ~7 eV at the n=1000 cluster size. This 
value is a factor 2 larger than the experimentally observed bulk VDE (3.6 eV),54 the infinite size 
extrapolated limit of the cluster VDE. One may note that the experimental bulk VDE is in more 
sensible agreement with the TB model for interior cavity type configurations. 
At the end of the section we discuss the larger cluster size behavior of the MP2/6-
31(1+3+)G* computed VDE data of the TB interior state and surface state configurations. First, 
we note that the VDE is practically identical for the TB interior and surface state configurations 
as computed with MP2/6-31(1+3+)G* method up to n = 24. To further extend the examined size 
range, we performed VDE calculations on additional 10-10 selected configurations of the TB 
generated interior state and surface state configuration sets with n = 36 water molecules. We 
corrected the MP2 data according to our previous empirical scaling based on Figure 3. The 
average VDE's are 1.57 eV and 1.74 eV for n = 36 interior and surface state configurations, 
respectively. Interestingly, the surface state VDE becomes in average noticeably greater than that 
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for interior states. This tendency parallels the size dependence of the TB calculated VDE values 
for n < 300 cluster sizes. This trend is also clear in Figure 8 which shows the correlation between 
the TB data and the corrected MP2 values. Furthermore, the correlation, although it is reasonably 
linear, indicates that the TB results underestimate the MP2 predicted VDE values. The TB 
pseudopotential predicts 4.4 eV for interior states and 3.9 eV for surface states in the infinite size 
limit of water cluster anions.36 These values are somewhat stronger than those extrapolated from 
cluster data (3.3 eV)56 and those from direct bulk VDE measurements (3.3-3.6 eV).54,57,58 The 
corresponding MP2 values, assuming the validity of the linear correlation of Figure 8 in the large 
cluster size limit, are ~5 eV and ~4.5 eV. Thus, the MP2 estimate shifts the computed large size 
limit of the cluster VDE even farther from the experiment. A probable reason for this anomaly is 
that the TB model does not sample the MP2 configuration space of the anion quite correctly. 
According to a plausible assumption, MP2 prefers a somewhat larger cavity than the TB model. 
If that is the case, although larger MP2 cavities result in more stable structures for both the 
anionic and the neutral species, one may hypothesize that the stabilization for the neutral species 
in the anion's geometry with a larger cavity is greater than for the parent anion, leading overall to 
a decrease in the VDE values.   
 
IV. Discussion and Conclusions 
We performed a series of comparative VDE calculations on anionic water configurations 
that were generated using one-electron QCMD simulations with two different electron-water 
molecule pseudopotentials. The configurations were selected from three possible types of water 
cluster arrangements that have been proposed to support the binding of an excess electron in 
water cluster anions. The configurations included a set of molecular arrangements that 
20 
 
correspond to the traditional cavity type hydrated electron structure in the interior of the cluster, a 
recently proposed non-cavity type binding model in the interior, and a cluster isomer type with 
the electron attached to the cluster surface (surface-bound state).  
We examined the performance of several quantum mechanical computational methods 
with respect to the vertical detachment energy of the excess electron from various size cluster 
anions. For the smallest cluster sizes (up to n = 6) we found that MP2 calculations combined with 
reasonably diffuse basis set satisfactorily reproduce the tendencies of the most sophisticated 
method used in the present study, eom-EA-CCSD/aug3-cc-pVDZ. Based on the reasonable linear 
correlation between MP2/6-31(1+3+)G* and eom-EA-CCSD/aug3-cc-pVDZ methods, we 
proposed that VDE calculations using more approximate quantum chemical methods (i.e. DFT 
and one-electron methods) will be compared to the empirically corrected MP2/6-31(1+3+)G* 
results for larger cluster anions. 
Based on the comparisons we find that all examined many-electron calculation methods 
predict strong binding of the excess electron to the cavity configurations (TB interior clusters) 
and to the configurations supporting surface bound states (TB surface clusters), while the VDE 
values become distinctly lower for the non-cavity configurations (generated by the LGS 
potential). In particular, the general tendencies of the VDE's among and within the three classes 
of water cluster anions are qualitatively similar for all examined DFT methods. The BLYP and 
the PBE functionals predict trends significantly overestimating the MP2 data (for example, by >1 
eV for the n = 24 clusters). These methods suggest relatively large binding energy even for the 
weakly binding non-cavity structures. Although the LC-BLYP and BHandHLYP methods 
represent considerable improvement over the previous two functionals, they still tend to 
overestimate the benchmark data by about 0.5 eV for the largest examined cluster sizes for both 
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the cavity type structures and the surface bound states, while predicting a smaller, ~0.2 eV 
overbinding for the weakly bound non-cavity cluster arrangements. Of the one-electron 
pseudopotentials, we observed that the VDE numbers computed with the TB potential 
consistently follow the MP2 tendencies. The TB numbers (for n = 24) underestimate the 
corrected MP2 data by 0.2-0.3 eV for the cavity structures and 0.1-0.2 eV for surface bound 
states, the underestimation is even smaller for the non-cavity structures. The LGS method 
behaves similarly to the better performing DFT methods for both the cavity structures and the 
surface bound states. However, the LGS numbers for the non-cavity type structures reveal a 
serious mismatch relative to all other methods. While high level quantum chemistry calculations 
clearly indicate that these structures only very weakly bind the excess electron, we find non-
realistically large VDE values computed with the LGS pseudopotential. In fact, these structures 
are predicted by the LGS potential to be significantly more strongly bound for the excess electron 
than the TB cavity and surface state configurations. With this finding one can suspect that the 
LGS pseudopotential generates non-physical molecular configurations for water cluster anions 
and this observation points to the underlying problems with the LGS potential. These problems 
were suspected previously,59,60,35 but this study clearly indicates anomalies associated with the 
LGS potential. 
The present study also provides an opportunity to estimate bulk VDE values. The Turi-
Borgis pseudopotential predicts 4.4 eV for interior states and 3.9 eV for surface states in the large 
cluster limit of water cluster anions.36 These values are somewhat stronger than from direct bulk 
VDE measurements of 3.3-3.6 eV. We also find that the MP2 predicted VDE values on large TB 
generated configurations are roughly 10 % larger, further increasing the gap between the 
calculated and the measured VDE values. This suggests that the sampling of the configuration 
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space by the TB model may not be completely satisfactory. Nevertheless, this model still 
provides valuable semi-quantitative information on the physical behavior of negatively charged 
water cluster anions. On the other hand, significant difference appears between commonly used 
DFT methods and MP2 calculations. In particular, we conclude that while DFT methods should 
be used with certain precautions for the hydrated electron system, carefully parameterized one-
electron pseudopotential models still offer reasonable and viable alternative to the application of 
more expensive all-electron approaches, especially in large systems.   
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Figure Captions 
Figure 1. Typical TB interior (top), LGS interior (middle) and TB surface structures (bottom) 
containing six molecules that are nearest to the center-of-mass of the excess electron in the 
corresponding MD generated n=1000 clusters. 
Figure 2. Correlation of the vertical detachment energies of ( )−62OH water cluster anions 
computed with MP2/6-31(1+3+)G* vs. MP2/aug3-cc-pVDZ. Red: LGS non-cavity 
configurations; blue: TB interior cavity configurations; green: TB surface state configurations.  
Figure 3. Comparison of vertical detachment energies of ( )−42OH  and ( )−62OH  water cluster 
anions computed with MP2/aug3-cc-pVDZ (green) and MP2/6-31(1+3+)G* (red) vs eom-EA-
CCSD/aug3-cc-pVDZ. 
Figure 4. VDE values of various size  ( )−
n2OH  water cluster anions (n = 2 - 24) computed with 
selected quantum chemical methods on interior cavity configurations taken from TB potential 
generated QCMD trajectories. The DFT and MP2 calculations were performed using the 6-
31(1+3+)G* basis set. The stars indicate the corrected MP2 values (MP2/corrected) based on the 
red correlation line of Figure 3.  
Figure 5. VDE values of various size  ( )−
n2OH  water cluster anions (n = 2 - 24) computed with 
selected quantum chemical methods on surface state configurations taken from TB potential 
generated QCMD trajectories. The DFT and MP2 calculations were performed using the 6-
31(1+3+)G* basis set. The stars indicate the corrected MP2 values (MP2/corrected) based on the 
red correlation line of Figure 3. 
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Figure 6. VDE values of various size  ( )−
n2OH  water cluster anions (n = 2 - 24) computed with 
selected quantum chemical methods on non-cavity interior state configurations taken from LGS 
potential generated QCMD trajectories.  The DFT and MP2 calculations were performed using 
the 6-31(1+3+)G* basis set. The stars indicate the corrected MP2 values (MP2/corrected) based 
on the red correlation line of Figure 3. 
Figure 7. VDE values of various size  ( )−
n2OH  water cluster anions (n = 2 - 1000) computed with 
one-electron LGS (blue) and TB (red) pseudopotential models.  The calculations were performed 
on interior cavity configurations taken from QCMD trajectories with the TB potential (■), surface 
state configurations taken from QCMD trajectories with the TB potential (▲), and non-cavity 
interior state configurations taken from QCMD trajectories with the LGS potential (▼). 
Figure 8. Comparison of vertical detachment energies of TB model generated ( )−362OH  water 
cluster anions computed with the TB model vs corrected MP2/6-31(1+3+)G* values for interior 
(■) and surface bound structures (▲). The dashed fitted line illustrates the correlation.  
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Figure 5. 
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Tables 
Table I. Calculated VDE values in meV for negatively charged water haxamer configurations 
taken from one-electron QCMD simulations. The results are averages of twenty configurations. 
The data in parentheses show the average deviation of the VDE (see Eq (1)) relative to 
calculations using the  aug4-cc-pVDZ (first number) or the aug3-cc-pVTZ basis sets (second 
number). 
Method Geometry 
LGS TB interior TB surface 
MP2/6-31(1+3+)G* 9.55 (26.7, 14.1)  522 (75.2, 62.3) 611 (86.1, 74.2) 
MP2/aug-cc-pVDZ -288 (321, 311) 454 (62.8, 84.1) 491 (42.0, 51.8)  
MP2/aug3-cc-pVDZ 10.6 (16.8, 3.6)  453 (5.3, 15.4) 528 (1.6, 12.8) 
MP2/aug4-cc-pVDZ 22.2 450 528 
MP2/aug3-cc-pVTZ 13.6 464 540 
BHandHLYP/6-31(1+3+)G* 127 (-, 15.7) 788 (112, 121) 837 (118, 128) 
BHandHLYP/aug-cc-pVDZ -100 (-, 220) 637 (45.9, 37.4) 671 (42.1, 45.3) 
BHandHLYP/aug3-cc-pVDZ 119 (-, 3.1) 679 (0.1, 9.8) 722 (0.1, 9.8) 
BHandHLYP /aug4-cc-pVDZ - 679 722 
BHandHLYP /aug3-cc-pVTZ 116 669  712 
LC-BLYP/6-31(1+3+)G* 66.3 (21.7, 21.5)  794 (137, 144) 844 (139, 145) 
LC-BLYP/aug-cc-pVDZ -216 (288, 278) 625 (40.9, 35.6) 660 (52.5, 46.6) 
LC-BLYP/aug3-cc-pVDZ 53.0 (10.8, 2.8) 659 (0.1, 6.7) 709 (0.1, 6.6) 
LC-BLYP/aug4-cc-pVDZ 60.7 659 709 
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LC-BLYP/aug3-cc-pVTZ 52.1 653 703 
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