Introduction
Seeing an object is clearly a different experience from imagining it. In fact, when experiential boundaries between perceiving and imagining blur, we speak of psychosis and hallucinations. Nevertheless, recent studies emphasize the overlap in the neural substrates supporting visual perception and visual imagery (Ishai and Sagi, 1995; Ishai et al., 2000; Kosslyn et al., 1999; Kreiman et al., 2000; Lambert et al., 2004; Mechelli et al., 2004; O'Craven and Kanwisher, 2000) . For instance, most of the neurons in medial temporal cortex fire not only during both visual perception and imagery, but also share identical stimulus selectivity (Kreiman et al., 2000) . One can predict whether an imagined object during an fMRI scan was a face or a house based on the magnitude of activity in the areas that are differentially activated during the perception of faces or objects (O'Craven and Kanwisher, 2000) . Furthermore, it has been shown that visual imagery activates visual cortex in a retinotopic manner (Klein et al., 2004) . So, if the activated brain areas are so similar, why is our experience so different? We raise here the possibility that fundamental differences in brain activity between imagery and perception might exist.
We argue that visual perception is inextricably associated with a multisensory experience of the object Beauchamp, 2005; Driver and Spence, 1998; Pascual-Leone et al., 2005; PascualLeone and Hamilton, 2001; Stein and Meredith, 1993) . A number of recent findings are consistent with this notion. For example, early visual cortical areas are engaged in the processing of nonvisual information (Merabet et al., 2004) , and the lateral occipital complex is engaged in shape discrimination of objects, regardless of the sensory modality that the information is presented in (Amedi et al., 2001; Beauchamp, 2005; Zhang et al., 2004) . However, we hypothesize that imagery can be multisensory or purely visual. Often, imagery involves evoking the visual image of an object or behavior, along with its sounds, tactile impressions, proprioceptive input, and associated motor actions. Such a form of mental imagery can shape motor cortical outputs (Pascual-Leone et al., 1995) . In contrast, under appropriate instruction, imagery can be purely visual, simply involving seeing ''with the mind's eye'' a given object or pattern and over-riding conflicting sensory stimulation coming from other modalities. In such instances, the activation of visual areas is critical (Kosslyn et al., 1999) . Given this hypothesized contrast between ''multisensory visual perception'' and ''purely visual mental imagery,'' we studied the difference between visual perception and visual imagery of objects in brain activity as indexed by negative and positive BOLD signal measured with functional magnetic resonance imaging (fMRI).
Until recently, most studies focused on reporting only an elevation in the fMRI BOLD signal, namely the positive BOLD. The fMRI positive BOLD signal is a physiologic process associated with a corresponding change in blood flow, blood oxygenation metabolism, local field potentials, and neural activity (for review see Logothetis and Wandell, 2004) . Growing evidence suggests that, similarly, negative BOLD signal is a physiologic process that is correlated with a corresponding decrease in cerebral blood flow, oxygen consumption (Shmuel et al., 2002) , and neuronal activity (A. Shmuel et al., 2003, NeuroImage, abstract) , as opposed to an artifact due to image analysis or the shunting of blood flow (Laurienti, 2004; Shmuel et al., 2002; Wade, 2002) . Thus, negative BOLD signal indicates less neural processing for a given task as compared to a given baseline (Laurienti, 2004; Shmuel et al., 2002; Wade, 2002; A. Shmuel et al., 2003, NeuroImage, abstract) . Most studies on negative BOLD signal have focused on a network of posteriormedial, posterior-lateral, and ventro-medial prefrontal cortex originally referred to as the ''default brain'' network (Greicius and Menon, 2004; Raichle et al., 2001 ). This network is deactivated by a variety of goal-directed cognitive functions in various sensory modalities (Gusnard and ; Greicius and Menon, 2004 ).
Other studies have investigated negative BOLD signal in sensory areas during simple perceptual tasks (Laurienti et al., 2002) . Here we investigate the brain's deactivation pattern during visual imagery and compare it to the neural correlates of visual perception. We also correlate the magnitude of the activation or deactivation in different regions of interest (ROIs) and across the entire brain to the subjective report of the vividness of visual imagery questionnaire (VVIQ). Finally, we investigate the specific structures in the brain that correlate with the exact time course of seeds in visual and auditory cortices (frequently referred to as assessing ''functional connectivity'') during visual imagery and perception.
Results

Negative and Positive BOLD during Visual Imagery and Visual Perception
We measured brain activity, as indexed by fMRI BOLD signal, while sighted participants either performed a visual objects recognition task (VO), viewed scrambled images of the same objects (SCR), or created vivid mental images of familiar objects retrieved from memory (VI). As contrasted with rest, both VO and SCR tasks show positive BOLD activation in specific visual brain regions and show negative BOLD activation in medial posterior and lateral posterior areas (e.g., Raichle et al., 2001 ) (Figures 1B and 1C, respectively) . During VI ( Figure  1A ), positive activation involves visual object areas (e.g., lateral occipital complex [LOC] ) and retinotopic areas, as well as prefrontal and parietal areas, in concordance with previous reports (Ishai and Sagi, 1995; Ishai et al., 2000; Kosslyn et al., 1999; Kreiman et al., 2000; Lambert et al., 2004; Mechelli et al., 2004; O'Craven and Kanwisher, 2000) .
The posterior cingulate/medial parietal area (PC), a central component of the ''default brain'' areas , shows robust and similar deactivations during both VO and VI (Figure 2 ). The stronger deactivation during VO in comparison to SCR (where subjects were requested only to passively fixate) is consistent with the view that default brain areas are deactivated during ''goal-directed actions'' (Greicius and Menon, 2004; Raichle et al., 2001 ). This study shows that VI also deactivates this network and that the magnitude of this deactivation is similar to that found during VO (paired t test p > 0.9).
The main finding is that during VI we observed negative activation in bilateral auditory areas ( Figure 1A ), including planum temporale and Heschl's gyrus (HG, location of primary auditory cortex A1) and several other specific cortical and subcortical areas (not shown on cortex reconstruction, Figure 3 ). In contrast, the deactivation pattern associated with visual perception is Statistical parametric maps showing significant activation (red to yellow scale) and significant deactivation (blue to green scale) in a group of nine subjects, for visual imagery of objects (VI; [A]) versus a rest baseline condition, for visual object recognition (VO; [B] ), and for viewing highly scrambled versions of the same objects (SCR; [C] ). Group results are presented on a full Talairach-normalized brain of both cortical hemispheres. The most interesting result is the specific deactivation of auditory cortex to VI, but not to VO and SCR. This is in addition to positive activations in typical visual and prefrontal areas and deactivation for both VI and VO in typical ''default'' brain areas. The cyan dotted lines represent the borders of retinotopic areas (area V1-V4v in the ventral stream and V1-V7 in the dorsal stream). The green line represents object-related areas defined by the VO versus SCR contrasts. LS, lateral sulcus; STS, superior temporal sulcus; POS, parietal occipital sulcus; CS, cental sulcus; IFS, Inferior frontal sulcus; OTS, occipital temporal sulcus; CoS, collateral sulcus.
almost entirely limited to the default brain network, with very few significant voxels in auditory cortex (Figures 1B and 1C for VO and SCR, respectively) . This finding is also reflected in the time course of the fMRI hemodynamic response in the relevant regions of interest (ROIs) pooled over all subjects in auditory, visual, somatosensory, and prefrontal cortices (Figure 2 ). HG shows robust deactivation during VI with a typical hemodynamic response (average percent signal change 6 SD = 21.1 6 0.24). In contrast, a much weaker and nonsignificant deactivation was found during SCR (20.15 6 0.11), and no deactivation was found during VO (20.06 6 0.14). This demonstrates that the deactivation of auditory cortex is relatively specific for VI. Indeed, we found significantly more deactivation in A1 during imagery than during perception of objects (VI versus VO; p < 0.005; paired t test, Bonferroni corrected for multiple comparisons).
Deactivation during VI is not limited to early auditory areas. The superior temporal sulcus ROI (STS) also reveals robust negative BOLD to VI with some positive BOLD during VO (see Beauchamp et al., 2004) . This results in a highly significant difference in the percent signal change between the two conditions (paired t test, p < 0.001 corrected). A similar pattern of deactivation (though smaller in magnitude and variable in laterality across subjects) is also evident in the post-central gyrus, with similar differences between VO and VI (paired t test, p < 0.05 corrected).
In contrast, visual areas that are strongly activated during VO also show activation, though significantly weaker, during VI (Figure 2 ; paired t test, p < 0.005 corrected for both V1 and LOC). This is compatible with previous studies of visual imagery (Ishai et al., 2000 (Ishai et al., , 2002 O'Craven and Kanwisher, 2000) . There is also activation during VI in prefrontal cortex (PF; Figure 2 ), which might be attributed to the hypothesized top-down role of PF cortex in the initiation of the imagery process (Ishai et al., 2000 (Ishai et al., , 2002 Mechelli et al., 2004) . Interestingly, the absolute magnitude of deactivation in auditory cortex during VI is larger than that of positive activation in visual cortex in the same condition and is comparable to the activation in visual cortex during VO or SCR (Figure 2) or of auditory cortex during perception of pure tones (data not shown). The average time courses of activation for the three experimental conditions (VI, blue diamonds; VO, red triangles; SCR, orange squares; average percent signal changes across subjects 6 SEM) are presented in eight regions of interest (ROIs). These are primary auditory cortex (A1); superior temporal sulcus (STS); primary visual cortex (V1); the lateral-occipital-complex (LOC); post-central gyrus (PCG/S1); inferior prefrontal cortex (PF); posterior cingulate ''default brain'' area (PC); and occipito-parietal cortex (PO ROI). (For details on ROI selection criteria see Experimental Procedures). Auditory ROIs (A1 and STS) show robust deactivation for VI with typical hemodynamic response patterns while showing negligible response to VO. In contrast, in visual areas (V1, LOC, and PO) there is robust activation for visual perception and positive, weaker activation for visual imagery, in agreement with the reported overlap for imagery and perception in the relevant sensory areas. S1 shows a similar pattern of deactivation for visual imagery as in early auditory cortex (though smaller in magnitude) and a negligible response to visual VO and SCR conditions. The PF ROI shows significant activation for visual imagery, in agreement with the top-down hypothesis for VI. Interestingly, posterior to the parieto-occipital sulcus (PO), there is a positive activation for both VO and VI, while anterior to this sulcus, the PC default brain area shows a robust and similar deactivation for both the VO and VI tasks. Thus, it seems that the parietooccipital sulcus can serve as an anatomical marker separating activation and deactivation for both VO and VI. In order to identify further the localization of the deactivation pattern during VI, we projected the activations on axial slices and onto a corresponding Talairach normalized brain of Brodmann areas (Figure 3 ). Deactivation is evident in all subdivisions of auditory cortex, including primary auditory cortex (BA41), associative auditory cortex located primarily in superior temporal gyrus (BA42 and BA22), and stretching toward BA21. Lowering the threshold to p < 0.0001 uncorrected, clusters are found in the lateral geniculate nucleus (LGN; Figure 3C ) and superior colliculus (SC; Figure 3D ), as well as in the postcentral gyrus bilaterally ( Figure 3B ).
Single-subject statistical parametric maps show that deactivation of auditory cortex during VI is a highly consistent phenomenon present in both hemispheres of all subjects studied ( Figure 4 ). As illustrated by Figure 4 , deactivation in all subjects involves early auditory cortex in superior temporal gyrus. To further test the relations The same statistical parametric maps were projected onto corresponding axial slices depicting Brodmann areas (right). Deactivation was located in primary auditory cortex (BA41) and associative auditory cortex, located in superior temporal gyrus (BA42 and BA22). Some activation can also be seen in BA21 but to a lesser extent. (B) Deactivation for VI is evident also in somatosensory cortex and subcortical visual areas. The figure presents the activation pattern for visual imagery versus rest using a less conservative significance threshold (p < 0.0001 uncorrected for multiple comparisons in (B)-(D) for both positive and negative activations; scales hot and cold colors, respectively). Activation can be seen in the post-central gyrus bilaterally (PCG, where primary somatosensory cortex is located). (C) The thalamus, including parts of the lateral geniculate nucleus (LGN) and (D) the superior colliculus. These findings suggests that deactivation during visual imagery is evident also in bottom-up visual input pathways and other sensory modalities. However, these results should be taken tentatively, due to the less conservative threshold level used.
between early auditory cortex and deactivation during VI, we conducted an external pure tones localizer to identify the voxels within HG showing significant response to pure tones ( Figure 5A ). Then we examined the activation profile of these voxels to the VI, VO, and SCR experimental conditions, finding robust deactivation to VI and negligible response to VO or SCR ( Figure 5B ). The VI deactivation follows a typical hemodynamic response function (opposite in polarity to the typical positive hemodynamic response). Furthermore, when we analyzed for each subject the response to VI of each individual voxel within HG showing significant response to pure tones, we found that in all cases the vast majority of voxels showed deactivation during VI ( Figure 5B) .
Finally, to test the differences in the deactivation level between VI and VO across the entire brain, we used a group-level random-effect analysis approach (Figure 6 ). We performed a conjunction analysis of VI versus VO with voxels showing deactivation to VI versus baseline (i.e., voxels having negative parameter estimators to VI in the general-linear model). The vast majority of these voxels are located in the auditory cortex bilaterally, including early auditory cortex in the superior temporal gyrus, planum temporale, and HG.
Correlations of BOLD Signal and the Vividness of Visual Imagery
We used the widely applied VVIQ questionnaire (Marks, 1973) to assess the subjective vividness of visual imagery and predicted that the score might be correlated with the degree of deactivation of the auditory cortex in individual subjects. Figure 7 shows the correlations between the activity levels and the VVIQ scores across subjects. As a first step, we analyzed these correlations in several regions of interest. There is a significant positive correlation between the magnitude of A1 deactivation (negative BOLD signal in auditory cortex) and the subjective vividness of visual imagery (see Figure 7A , left panel, Pearson's r = 0.67, p < 0.05; Spearman r = 0.73, p < 0.05). In addition, the positive activation in visual areas shows a trend for positive correlation with the vividness of visual imagery (see Figure 7A , right panel, depicting V1 ROI: Pearson's r = 0.41, Spearman r = 0.32; p > 0.05; a similar pattern is found in the LOC ROI). Note that not all regions showing deactivation to VI show correlations to the VVIQ. For instance, the correlation between VVIQ and negative BOLD is almost flat in the ''default-brain network'' region PC ( Figure 7A , middle panel, r = 0.01; p > 0.9).
In order to look for possible correlations across the entire brain, we also ran a correlation analysis between VVIQ and BOLD on a voxel-by-voxel exploratory basis. The results of this analysis are presented in Figure 7B and in Table S1 (see the Supplemental Data available online). All significant negative correlations between VI BOLD and VVIQ are located in auditory or somatosensory cortex, including left HG, STG bilaterally, and right STS. In agreement with prior studies, we find positive correlations between VVIQ and BOLD signal in visual and inferior prefrontal cortex (Ishai and Sagi, 1995 The visual imagery versus rest contrast is presented (p < 0.05 corrected for multiple comparisons) on the individual inflated brain reconstruction of all nine subjects. Positive and negative BOLD are depicted by orange-to-red colors and blue-to-green colors, respectively. Kanwisher, 2000) , but also in parahippocampal areas bilaterally and left parieto-occipital sulcus (Sathian and Zangaladze, 2001 ).
Inter-Regional Correlations
Thus far, we have shown that auditory and visual cortex show reversed patterns of activation specific to visual imagery. While auditory cortex shows robust deactivation to VI and significant negative correlation to VVIQ, the pattern is reversed in visual cortex. We next tested whether the activation measured during VI in visual cortex should negatively covary with that of auditory cortex both within-and across-subjects (what frequently is referred to in the field as assessing ''functional connectivity'').
For the within-subject analysis, we used seed activation in left or right LOC. We then performed linear correlations across the entire brain on a voxel-by-voxel basis by using the time courses in the VI and the VO conditions independently ( Figure S1 ). When assessing functional connectivity with the VI response across the brain, there is a robust negative correlation with auditory cortex and parts of somatosensory cortex, and a positive correlation within the contralateral LOC and in PF cortex. When assessing against the VO time course, there are correlations mainly in extrastriate areas of both ventral and dorsal streams, but practically no negative correlations in auditory cortex. While there is some variation between subjects, the results are generally highly consistent across subjects for both conditions. These results support the notion that visual and auditory cortices might have different functional connectivity for visual imagery and visual perception, but in order to show that there are indeed changes in the direct effective connectivity between visual and auditory areas more work needs to be done (see Discussion; for more details see the Supplemental Data).
We also performed an across-subjects analysis of inter-regional covariation on a voxel-by-voxel basis for the VI task data (Horwitz, 1994; Weeks et al., 2000) with the use of the Talairach-transformed brains of each of the nine subjects. The assumption behind this analysis is that if the same network is activated during a given task across subjects and there is variation across subjects in the level of activity, then areas that are part of the network corresponding to a given task should show positive inter-regional covariation. Areas that show positive covariation to the activity in LOC during VI include LOC bilaterally, other ventral retinotopic regions, prefrontal cortex, and posterior parietal cortex (Figure 8 , We defined a pure tones region of interest (PT ROI) in order to define an early auditory ROI based on the functional response properties. For this analysis we sampled voxels located in Heschl's gyrus ([A]; cyan arrow) that showed significant responses to pure tones (A). The pattern of response shows similar deactivation for visual imagery, with a typical hemodynamic response (VI, blue diamonds) and no significant response to visual perception of objects (VO, red triangles) or to viewing scrambled versions of the objects (SCR, orange squares; average percent signal changes across subjects 6 SEM). We also analyzed the proportion of voxels within this external localizer in each subject showing deactivation versus activation to visual imagery. The vast majority of voxels showed deactivation to VI ([B] ; average percent signal changes across subjects 6 SEM).
top panel). The highest negative correlations are in auditory cortex, revealing that positive VI activation in visual cortex predicts negative VI activation in auditory cortex across subjects. Some negative correlation is found also in left somatosensory and in medial prefrontal cortex.
To test further this result, we conducted a similar analysis but now choosing the peak voxel in early auditory cortex (HG) as seed. There are positive correlations with the rest of bilateral auditory cortices and bilateral prefrontal and somatosensory cortices, but negative correlations with visual cortex (Figure 8 , lower panel).
Discussion
Consistent with previous reports, our results suggest that most brain areas that are activated during visual imagery are also activated by the visual perception of objects (Ishai and Sagi, 1995; Ishai et al., 2000; Kosslyn et al., 1999; Kreiman et al., 2000; Lambert et al., 2004; Mechelli et al., 2004; O'Craven and Kanwisher, 2000) . However, the two conditions are dramatically different in their brain-deactivation profile as measured by negative BOLD. In early auditory areas, while there is a minimal response to perception of visual objects, we find robust deactivation during visual imagery. This is demonstrated at group and individual levels of analysis: (1) at the group level by a random-effects GLM analysis of VI versus rest (Figures 1 and 3) or versus visual perception ( Figure 6 ); (2) at the individual subjects level by the high level of consistency in the presence of these VI deactivations bilaterally in all individual subjects studied ( Figure 4 ) and in the pattern of the negative time course, which follows a typical hemodynamic response in associative and early auditory cortex as defined using both anatomical and functional localizers (Figures 2 and 5 , respectively). A similar, though less robust, pattern of selective deactivation is also found in somatosensory cortex (post-central gyrus corresponding to S1; Figures 2-4 and 6; Figure 8B ) and subcortical structures of the visual pathway (LGN and SC; Figure 3) . Therefore, our main finding is that visual imagery is associated with deactivation of nonvisual sensory processing (auditory cortex and somatosensory cortex) as well as with bottom-up input into early visual areas (LGN and SC). This might functionally isolate the visual cortical system from multisensory and bottom-up influences and thus increase one's ability to create a vivid mental visual image.
The correlation between the level of deactivation and the vividness of visual imagery (Figure 7 ) further supports the hypothesis that subjects who are able to shut down or disconnect the ''irrelevant'' cortices are able to imagine visual objects more vividly. However, it is important to note that the VVIQ questionnaire is subjective, and thus this conclusion should be considered with some caution.
Finally, the functional connectivity and inter-regional covariation analysis across subjects ( Figure S1 and Figure 8, respectively) further supports the notion of interrelated, reversed patterns of activity in visual and auditory areas during visual imagery. This hypothesis could be further investigated by using advanced effective connectivity methods (Friston, 2002; Friston et al., 1997; Goebel et al., 2003; Horwitz, 1994 Horwitz, , 2003 .
Crossmodal Deactivation for Visual Imagery and Visual Perception
Some early PET studies demonstrated a decrease in blood flow within auditory cortex during visual perception relative to different baseline conditions (Haxby et al., 1994; Kawashima et al., 1993; Mazziotta et al., 1982) . Deactivation of nonvisual areas during visual perception has been demonstrated more recently using fMRI. Laurienti and colleagues (Laurienti et al., 2002) critically assessed the issue of crossmodal interactions and demonstrated crossmodal deactivation of the auditory cortex for viewing alternating checkerboard stimuli (percent signal change 6 SD = 20.2 6 0.3). This effect is comparable in magnitude to what we encountered for our visual SCR condition (20.15 6 0.11), which resembles the stimuli used by Laurienti et al. the most. In another fMRI study of visual and auditory motion, Lewis et al. reported deactivation in visual area MT for auditory motion, but did not show the reverse pattern in auditory cortex for visual motion (Lewis et al., 2000) . The magnitude of these crossmodal effects during visual perception may truly be significantly smaller when measured with fMRI than with PET. However, this might not always To test directly the apparent difference in auditory cortex between visual perception and visual imagery of objects, we used conjunction analysis for visual imagery versus visual objects with deactivation by visual imagery (visual imagery versus rest, negative GLM parameter estimator only). Voxels that show significantly lower activation to VI versus VO and have a negative GLM parameter for VI will appear in a corresponding blue-to-green color scale. The vast majority of these voxels are located in the auditory cortex bilaterally in both early and associative auditory cortex. In addition, some significant clusters are located in the right post-central gyrus and the thalamus (not shown; see Figure 3 ). When lowering the threshold to p < 0.0001 uncorrected, we also find a cluster in the left post-central gyrus. These results confirm the significant difference between the deactivation pattern to visual imagery versus visual perception in auditory cortex and to a lesser extent in somatosensory and subcortical visual areas. (Note: Similar results are evident when contrasting VI and SCR.) Figure 7 . Correlation between VVIQ Scores and VI BOLD Signal (A) Correlations between the percent signal change for VI in each subject and the VVIQ scores of these individual subjects in three ROIs. We find significant negative correlation between A1 activity and the vividness of the imagery, a trend for positive correlations with V1, and no correlation with PC. (B) Voxel-by-voxel correlations between VI activity and individual VVIQ correlations. Results presented on axial slices covering mainly auditory cortex (for the full set of whole-brain correlation results see Table S1 ). We find negative correlations in auditory and somatosensory cortex only. Positive correlations were found in visual, prefrontal, and parahippocampal areas bilaterally. be the case; for instance, with the use of PET imaging, recent studies showed significant positive rather than negative BOLD for tactile movement in visual area MT (Hagen et al., 2002) and in other occipital areas during auditory depth perception with the use of an auditory sensory-substitution device (Renier et al., 2005) . One hypothesis for the crossmodal deactivation pattern proposes a blood-stealing effect (i.e., as more blood is shunted to visual areas, there is less blood flow available to auditory areas). An alternative explanation for the deactivations suggests a neural link implying a decrease in neuronal firing of the relevant auditory areas and reduced processing and attention to visual input (and vice versa). Perhaps the combination of both of these effects may account for the differences in magnitude between neuroimaging methods. In addition, it is important to note that at the time of some of these earlier studies, random-effects analysis methods were not developed or widely used. This may have led to an overestimation of the magnitude of deactivation during perception.
Given the focus of our study, it is particularly critical to note that none of these studies included a corresponding visual imagery control condition, nor did they contrast the deactivation level during perception and imagery of similar stimuli. Therefore, our results do not contradict prior findings, but expand upon them in two ways. (1) We show that the observed deactivation during visual perception of noise patterns is also demonstrable during imagery. (2) More importantly, we show that the magnitude of the deactivation is significantly greater during imagery than during perception of both objects and noise patterns (Figures 1, 2 , 5, and 6). Interestingly, the blood-stealing model predicts that visual imagery should result in less deactivation, as the magnitude and extent of positive BOLD activation in visual areas (and across the entire brain) is much more modest than during visual perception (see Figures 1 and 2 ). Finding the reverse pattern supports the notion that the noted deactivation is not a result of a blood-stealing effect, but in fact is related to changes in the firing patterns and synaptic activity of neurons (Laurienti, 2004; Shmuel et al., 2002; Wade, 2002; A. Shmuel et al., 2003, NeuroImage, abstract) .
During visual perception, multiple sensory modalities interact and shape the resulting visual experience. For example, auditory or tactile stimuli can influence the perceived duration, rate, or intensity of a visual stimulus or even the interpretation of a visual event as moving, bouncing, or stationary . In fact, seeing in the absence of sound can activate the primary auditory cortex (Calvert et al., 1997) and vice versa (for review see Pascual-Leone et al., 2005) . Similarly, auditory or tactile stimulation can modulate activity in the visual cortex (Macaluso et al., 2000; Shams et al., 2001) . In contrast, visual imagery occurs when the visual scene is no longer being viewed and a visual short-term memory representation of it is evoked. We hypothesize that in this context the lack of crossmodal interactions might in fact be critical to creating the experiential distinction between visual perception and visual imagery. Thus, vivid visual imagery requires the activation of visual areas but also the deactivation of nonvisual cortical regions. 
Possible Confounding Factors Contributing to the Reported Deactivation Pattern Scanner Noise
We have demonstrated that deactivation of auditory cortex (and other nonvisual areas) is an important feature of the neural correlates of visual imagery. A remaining question is why this deactivation is so prominent in auditory cortex in comparison to other nonvisual cortical regions (Figures 1 and 3) . It might be speculated that the noisy environment of the MRI scanner increases the need to shut down auditory cortex activity in order to enable successful visual imagery. For instance, it might be speculated that visual perception induces large deactivations in A1, which are counterbalanced by auditory stimulation from gradient noise, and that this is why we might see only a modest deactivation in A1 for real stimuli in fMRI. However, the same gradient noise is also present during the rest and the visual imagery conditions and thus cannot solely explain the present results. Crossmodal inhibition during a difficult, attention-demanding task (Laurienti et al., 2002 ) may contribute to, but cannot fully account for, our results. Furthermore, the noisy MRI environment does not seem to be a necessary requirement for the deactivation of auditory cortex during imagery. Halpern and colleagues (Halpern et al., 2004) found that the secondary auditory cortex shows positive BOLD during perception and imagery of auditory timbre with the use of a fMRI sparsesampling approach that allowed them to perform the tasks in quiet intervals between data acquisition periods. In agreement with our results, this region shows deactivation during a control visual imagery task in relation to a rest period, although the imagery task was performed during the quiet interval. Thus, auditory cortex deactivation for visual imagery appears to occur also in less noisy settings. Unfortunately, the aforementioned study was not designed to contrast visual imagery with visual perception directly, but our results seem to confirm and expand upon these findings. Eyes Open, Eyes Closed In the present study, subjects had their eyes closed during imagery, but open during visual perception. This introduces a possible confounding factor, as it was shown recently that closed eyes can induce in certain circumstances deactivation in visual, auditory, and somatosensory cortex, as well as other areas (Marx et al., 2004) . However, it is important to note that in our case the rest period before each imagery condition was with the eyes closed (to serve as a relevant baseline to the following imagery condition). Thus, the deactivation presented in Figure 2 could not result from this difference alone (i.e., the first two time points reflect what happened in the rest period with eyes closed). The agreement between our results and those of Halpern and colleagues (Halpern et al., 2004 ) also argues against a critical impact of eyes open versus closed, as they found deactivation of auditory cortex during visual imagery even though their subjects performed the task with eyes open. Finally, we have added data from an additional experiment to further address this issue, which is presented in Figure S2 .
''Default Brain'' Network and Visual Imagery Most previous reports on deactivation patterns have focused on a network of posterior-medial parietal (PC), medial prefrontal, and lateral parieto-temporal areas originally termed the ''default brain'' network ). The working hypothesis was that deactivation of these areas during a goal-directed cognitive task reflects the interruption of internal processes going on during rest (e.g., ''stream of thoughts''). We show here that visual imagery deactivates this network (at least in PC) as much as visual perception of objects and thus may be considered in the context of the default brain hypothesis as a goal-directed task. This result is consistent with the notion that visual imagery represents an active cognitive process and that to some extent the brain ''treats'' the created mental images as real physical stimuli.
Conclusions and General Framework
Perception of the world requires the merging of multisensory information, and seeing is inextricably associated with the processing of other sensory modalities that modify visual cortical activity and shape experience (for reviews see Amedi et al., 2005; Beauchamp, 2005; Driver and Spence, 1998; Pascual-Leone et al., 2005; Pascual-Leone and Hamilton, 2001; Stein and Meredith, 1993) . In contrast, we suggest here that pure visual imagery is characterized by an isolated activation of visual cortical areas with concurrent deactivation of sensory inputs that could potentially disrupt the image created by our mind's eye. This is likely to be in sharp contrast to multisensory mental imagery, e.g., musicians who often visualize themselves playing their instrument, evoking the sensation and mentally rehearsing the sequence of finger movements involved, while listening in their mind's ear to the music (e.g., Pascual-Leone, 2001 ).
An alterative hypothesis to account for our results is that deactivation is the consequence of filtering out irrelevant stimuli. Perceiving real objects does not require much filtering because they are so salient; however, the signal-to-noise ratio is much smaller during mental imagery and thus may require more filtering to obtain image saliency. Note that this hypothesis is not mutually exclusive to our original interpretation-i.e., imagery is a special case of such filtering out of irrelevant information in situations of a ''problematic'' signal-to-noise ratio. There are some predictions of this alternative model that will need to be tested in the future. For instance, adding tactile noise (e.g., massive brushing on body) during the whole experiment might increase negative BOLD in S1 during visual imagery.
Finally, the mechanism that creates this robust deactivation is still unclear. It might simply reflect less neuronal activity in auditory cortex (and other ''irrelevant'' sensory areas) during visual imagery in comparison to visual perception or even rest. Alternatively, this deactivation might be the result of an active suppression process that is triggered by a separate brain region. For instance, it was shown recently that the PF cortex contributes to the top-down initiation of visual imagery in visual areas (Ishai et al., 2000 (Ishai et al., , 2002 Mechelli et al., 2004) . The reported pattern of correlations between PF, A1, and LOC might support this top-down role of PF cortex in imagery also for the negative BOLD effect, but this too needs to be further investigated in order to establish a causal rather than correlational relationship. Thus far, we have only demonstrated functional rather than effective connectivity (Figure 8 and Figure S1 ), as two neural entities are said to be ''functionally connected'' if their activities are correlated. More sophisticated effective connectivity techniques refer to the direct influence of one neural entity on a second one and are necessary to truly explore causal relationships with the use of neuroimaging techniques (Friston, 2002; Friston et al., 1997; Goebel et al., 2003; Horwitz, 1994 Horwitz, , 2003 Mechelli et al., 2004) . Alternatively, similar issues can be addressed with the use of transcranial magnetic stimulation to create virtual lesions (Pascual-Leone et al. 2000) or with combined fMRI-TMS techniques (Bohning et al., 1998; Baudewig et al., 2000; Bestmann et al., 2003; A. Amedi et al., 2005, Soc. Neurosci., abstract) .
Experimental Procedures
MRI Acquisition
The BOLD fMRI measurements were performed in a whole-body 1.5 T, Signa Horizon, LX8.25 General Electric scanner. The MRI system was equipped with 22 mT/m field gradients with a slew rate of 120 T/m/s (Echospeed). 3D anatomical volumes were collected using a T1 SPGR sequence. The functional MRI protocols were based on a multislice gradient echo, echo-planar imaging (EPI), and a standard head coil. The functional data were obtained under the optimal timing parameters: TR = 3 s, TE = 55 ms, flip angle = 90º, imaging matrix = 80 3 80, FOV = 24 cm. The 17 slices with slice thickness 4 mm and 1 mm gap were oriented approximately in the axial position, covering the whole brain except the most dorsal and ventral tips.
Experimental Setup
The stimulus sequences were generated on a PC and projected via an LCD projector (Epson MP 7200) onto a tangent screen located inside the scanner and in front of the subject.
Subjects
Nine volunteers without neurological or psychiatric problems (4 women and 5 men, ages 27-50 years) participated in the study. Six were right handed and three left handed as assessed by the Oldfield Handedness Questionnaire. The institutional review board approved the experimental procedure. A written informed consent was obtained from each subject.
Stimuli and Experimental Design
The experiment included three different experimental conditions in a block-design paradigm: a visual objects recognition task (VO) and viewing scrambled images of the same objects (SCR) while fixating using a standardized set of visual objects presented at a 1 Hz rate, and a visual imagery condition (VI). In VI, subjects were orally instructed in each block to visually imagine with their eyes closed three objects (they had seen these objects extensively before the scan). Pilot testing showed that it takes a few seconds to really be able to imagine the object's image. We used several objects because we preferred to work in a block design where the signal is building up. This might be especially important in imagery, which in many studies tends to show lower signals in comparison to perception (e.g., Ishai et al., 2000; Kosslyn et al., 1999; Mechelli et al., 2004; O'Craven and Kanwisher, 2000) . The subject determined the transitions between objects, while asking to maintain the last object until the stop cue. The short verbal instructions (to see or imagine in the beginning of the epochs and stop in the end) were shared by all three experimental conditions.
Data Analysis
Data analysis was performed using Brain Voyager 4.96 and Brain Voyager QX 1.4 software package (Brain Innovation, Maastricht, The Netherlands). This included preprocessing stages and general linear analysis (GLM). Preprocessing included head motion correction, slice scan time correction, and high-pass temporal smoothing in the frequency domain to remove drifts and to improve signal-tonoise ratio. To compute statistical parametric maps we applied a GLM with the use of predictors convoluted with a typical hemodynamic response function (using parameters as in Boynton et al., 1996) . Across-subject statistical parametric maps were calculated by using hierarchical random-effects model analysis (Friston et al., 1999) after transformation into Talairach space (Talairach, 1988) . Significance levels were calculated taking into account the probability of a false detection for any given cluster (Forman et al., 1995) . The minimum significance level, corrected for any given cluster was p < 0.05.
Single-Subject 3D Recording and Cortex Reconstruction Separate 3D recordings were used for surface reconstruction of all nine subjects. This procedure included the segmentation of the white matter by using a grow-region function. The cortical surface was then inflated and unfolded, cut along the calcarine sulcus, and flattened. The obtained activation maps were superimposed on the inflated and unfolded cortex for each subject. The Talairach coordinates were determined for each region of interest.
Time Course and Percent Signal Change Analysis Activation was sampled from various ROIs for visual imagery versus rest separately in each individual (using the peak voxel in a smoothed volume, after convolution with a Gaussian kernel of 4 mm full-width at half-maximum) and regardless of whether the voxel was peak maximum or minimum. Then the averaged percent signal change and the standard errors were calculated for each condition. The magnitude of activation was sampled from eight regions of interest ( Figure 2 ). (1) Primary auditory cortex (A1 ROI), which was defined either anatomically (Heschl's gyrus; Figure 2 ) or functionally by using a pure tones localizer ( Figure 5 ). For more details on the relation between primary auditory cortex, its newly discovered subdivisions, and its relation to anatomical markers see Morosan et al. (2001) , Penhune et al. (1996) , Rademacher et al. (2001) , and below. (2) Superior temporal sulcus (STS ROI) in the auditory cortex, based on anatomical marker. (3) V1 (calcarine sulcus), based on retinotopic mapping (see below). (4) LOC, the visual object-related lateral-occipital complex was defined by a functional localizer contrasting VO and SCR (Grill-Spector and Malach, 2004) . (5) Ventral prefrontal cortex (PF ROI, the peak voxel ventral to superior frontal gyrus and anterior to the central sulcus; activation was typically located in pars opercularis or a bit more anterior to it). (6) Post-central gyrus (PCG ROI), identified anatomically by using single-subject inflated surface reconstruction. (7) Posterior cingulate (PC) ''default brain '' area. (8) PO ROI. This is another occipital ROI, in which we picked up the peak voxel in the occipital lobe, which was most adjacent to parieto-occipital sulcus, (i.e., posterior to posterior-occipital sulcus: PO ROI). The rationale for this ROI was our observation (see statistical parametric maps) that the parieto-occipital sulcus seems to separate nicely regions of positive and negative BOLD to both visual perception and visual imagery, and we wanted to test the time course and percent signal change profiles in these two ROIs (PC and PO).
Retinotopic Mapping
The borders of retinotopic visual areas were determined based on mapping the vertical and horizontal visual field meridians for each subject (DeYoe et al., 1996; Engel et al., 1997; Sereno et al., 1995) . This map was obtained in a separate scan in which the subjects viewed triangular wedges either containing natural grayscale images or flickering black and white random dots. The flickering dots were effective in mapping borders between areas V1 and V2, and the natural grayscale images were useful for distinguishing higherorder areas (Levy et al., 2001 ).
''Pure Tones'' Localizer We defined a pure tones region of interest (PT ROI) in order to use an alternative way to define early auditory ROIs based on the auditory functional response properties in Heschl's gyrus and not only based on anatomy. We used a block-design paradigm with two main conditions: ''pure tones'' and rest. The pure tones blocks contained 24 tones presented at 2 Hz. The duration of each tone was 350 ms, with linear onset and offset ramps of 5 ms. Three block types were created, each containing tones in a different frequency range: low (200-300 Hz), medium (800-1200 Hz), and high (3200-4800 Hz). Each block type was repeated six times to make a total of 18 blocks.
The frequency of the tones in the low blocks (6 3 24 = 144 tones) was chosen from a uniform distribution over the frequency interval 200-300 Hz. For each of the six low-tone blocks thus created, corresponding medium and high blocks were created that contain the same melodic sequences, shifted by two octaves or four octaves up. As pure tones were only used to define early auditory cortex in general and not to assess tonotopic maps, we combined all these blocks into one predictor (PT). Specifically, we used here a combination of functional and anatomical markers. We took all the voxels located in Heschl's gyrus that were significantly activated by pure tones ( Figure 5A shows this procedure in one representative subject). This was intended to give us a functional signature of early auditory areas. We then used this mask to sample the individual time course and percent signal change from each subject. The averages and SEM are presented in Figure 5B . Finally, we present the proportions of individual voxels showing activation or deactivation to VI. This was done by sorting the individual estimate parameter of the VI predictor (the b values of the GLM model) in these ROIs in each subject to positive and negative, computing the proportion of each and averaging across subjects ( Figure 5B ). This localizer scan and procedure was run in five of the nine subjects that participated in the experiments.
Subjective Visual Imagery Score and Its Correlation to the BOLD Signal Following the fMRI scanning, the Vividness of Visual Imagery Questionnaire (VVIQ; Marks, 1973; Zhang et al., 2004) was completed by each subject. This questionnaire contains a series of questions testing the vividness of imagined scenes or objects on a five-rating scale. Following the advice of expert users of this questionnaire, we flipped the scale (so that 5 represented maximum imagery, and 1 minimum imagery, as this tends to be a more natural way to report the vividness of created visual mental image). Thus, the higher the VVIQ score, the more vivid the visual imagery that the subject reported (the full version of the questionnaire is included in the Supplemental Data). We assessed three scores: with eyes closed, with eyes open, and an average of the two (the average results in our group were 55.9 6 4.0 SEM; 51.2 6 4.1, and 53.6 6 4.0, respectively). The results of the correlations presented in Figure 7 and Table S1 represent the third score. In actuality, the correlation with eyes closed was higher and more significant in A1 (and most other ROIs), but we chose the more conservative average score. This score was correlated with the BOLD signal intensity of the peak voxel in a smoothed volume within each ROI, after convolution with a Gaussian kernel of 4 mm full-width at half-maximum (FWHM). Significance was computed both with Pearson (parametric correlations) and Spearman (nonparametric correlations) tests ( Figure 7A ) or on a voxel-by-voxel exploratory basis ( Figure 7B ). In the voxel-by-voxel correlations, the data of each subject were transformed to Talairach space and smoothed spatially with Gaussian kernel of 4 mm FWHM. For each voxel, the parameter estimator of the VI condition was computed using a standard GLM analysis. This resulted in a set of nine VI parameter estimates for each voxel in Talairach space, which was in then correlated to the VVIQ score.
Within-Subject Functional Connectivity
See Supplemental Data for details.
Across-Subjects Within-Task Inter-Regional Correlations
We looked for significant inter-regional correlations across the subjects on a voxel-by-voxel basis. To assess such functional connectivity across subjects, we used a technique adapted from Horwitz and colleagues (Horwitz, 1994; Weeks et al., 2000) . In the first step, we performed spatial smoothing of individual subjects' data by using a Gaussian kernel of 4 mm FWHM to enhance spatial coregistration and to average each voxel with its closest neighbors in a Gaussian manner. Next, all brains were transformed into Talairach space (Talairach, 1988) . We then assessed the activation level for the VI condition in all nine subjects independently in two seed areas (LOC and HG; in both cases using the peak deactivation in auditory cortex located in HG and the peak activation in LOC in the multisubject random-effect analysis GLM). Next, we searched for interregional covariation across subjects from these seed areas across the entire brain. This resulted in statistical parametric maps in which the color-coded index represents linear correlation values between the seed and all other voxels. The threshold of the correlations level was set to r (8) = 60.71, p < 0.05.
Supplemental Data
The Supplemental Data for this article can be found online at http:// www.neuron.org/cgi/content/full/48/5/859/DC1/.
