We describe methods for the construction of polynomials with certain types of Galois groups. As an application we deduce that all transitive groups G up to degree 15 occur as Galois groups of regular extensions of Q(t), and in each case compute a polynomial f 2 Q x] with Gal(f) = G.
Introduction
Until now, the inverse problem of Galois theory, i.e., the question whether everynite group occurs as the Galois group of a eld extension of Q, has not been solved.
Even less is known in the direction of explicit results. Complete results for permutation groups of small degree were previously only published for degrees up to eleven (see Eichenlaub (1996) , Malle and Matzat (1999) ). More then ten years ago, Malle (1987) completed the explicit realization of primitive non-solvable permutation groups of degree d 15 as Galois groups over Q. The purpose of this paper is to extend this result to cover all transitive permutation groups up to this degree. Thus we give polynomials for the 477 transitive groups of degree between 12 and 15. Note that there exist 1954 distinct transitive groups of degree 16. In fact we verify the following stronger result: Theorem 1.1. The transitive groups of degree d 15 have regular Galois realizations over Q(t).
The methods presented here would in principle allow to explicitly construct such regular eld extensions in all cases.
We encounter two types of problems. First, as mentioned above, not all the groups in the range were even theoretically known to occur as Galois groups over Q. Secondly, there arises the practical problem how to come from theoretical existence results to explicit polynomials. We recall some of the approaches to the rst problem and give algorithmic solutions for the second. The algorithms are not restricted to the ground eld Q but work, for example, for any Hilbertian eld. An important tool in the constructions is a Galois group program which for a polynomial f 2 Z x] gives a permutation representation of Gal(f) on the set of complex (approximations to the) roots of f, as provided by the computer algebra system Kant (Daberkow et al., 1997) . We are grateful to the Kant-team for obtaining access to this facility prior to its o cial release. Conversely, the polynomials constructed here can be (and have been) used as comprehensive test input for Galois group programs.
General methods
As noted in the introduction, it is not known whether every nite group is a Galois group over Q. In particular, there does not (yet) exist a general method which would allow, starting from some nite group G, to construct an extension N=Q with Galois group G. Nevertheless, there exist approaches allowing to handle certain subclasses of groups. In this section we recall and describe some of these methods for the (explicit) construction of eld extensions with given Galois group. Very roughly, these divide into the rigidity method on the one hand, which rst constructs regular extensions over some rational function eld and then invokes Hilbert's irreducibility theorem, and into applications of class eld theory on the other. But we will stress another subdivision, which relates to the structure of groups to be considered. First, in order to get started, one needs to realize simple groups as Galois groups. As a second step, eld extensions with composite groups can be obtained by solving embedding problems. Let's rst recall the approaches used to tackle simple groups.
Construction of extensions with simple Galois group
The most successful method so far for realizing nite simple groups as Galois groups is via rigidity. For cyclic groups of prime order, Kummer theory provides an alternative method. We rst review a very special case of rigidity and then explain how in some cases a descent to subgroups is possible; for details and proofs we refer the reader to Malle and Matzat (1999) , Chap. 1.
The rigidity method
Let G be a nite group, and assume that the center Z(G) has a complement in G. A triple C := (C 1 ; C 2 ; C 3 ) of conjugacy classes of G is called rigid, if the set f( 1 ; 2 ; 3 ) j i 2 C i ; 1 2 3 = 1; h 1 ; 2 i = Gg is non-empty and a single orbit under G-conjugation. To any conjugacy class C we attach the cyclotomic eld extension of Q generated by the values of the irreducible characters of G on C. Let Q C be the composite of these extensions for the three classes in C. The class vector C is called rationally rigid if Q C = Q. Assume that C is rigid. Then the Rigidity Theorem states that there exists a regular Galois extension N=Q C (t) with group G, i.e., an extension such that Q C is algebraically closed in N. Moreover, N=Q C (t) is rami ed in precisely three points, and the rami cation is described in terms of C. This allows to explicitly construct a generating polynomial for N=Q C (t) by solving a system of non-linear equations which can be derived solely from the knowledge of C (see Malle (1987) , Malle and Matzat (1999) for worked out examples).
By Hilbert's irreducibility theorem, for any such extension there exist in nitely many specializations of t such that the specialized extension of Q C is Galois with group G. In particular, a rationally rigid class vector leads to in nitely many Galois realizations of G over Q which can be constructed explicitly.
It has turned out that this criterion is particularly well-suited for an application to almost simple groups, i.e., to groups lying between a non-abelian simple group and its automorphism group (see Malle and Matzat (1999) ). A variant, which takes into account the action of the cyclotomic character, can also be applied to cyclic groups (which have rigid, but not rationally rigid class vectors) and gives regular Galois realizations over Q(t) for all cyclic groups (see Malle and Matzat (1999) , Chap. 3.4).
Descent to subgroups
The Galois extensions N=Q(t) constructed by the rigidity method lend themselves to a descent trick which under favorable circumstances allows the realization of subgroups as well. So assume that N=Q(t) is a regular Galois extension with group G rami ed in three prime divisors of degree 1 of Q(t). Let H G be a subgroup and K := N H its xed eld, so N=K is Galois with group H. If it can be shown that K is again a rational function eld K = Q(u), then this yields a regular Galois realization of H over Q(t), which by the Hilbert irreducibility theorem has in nitely many specializations to Galois extensions of Q with group H. This descent procedure always works if H is of index 2 in G. Indeed, in this case H is normal, the Galois extension K=Q(t) has Galois group Z 2 and is rami ed in precisely two prime divisors. The Hurwitz relative genus formula then shows that K has genus 0, and moreover any of the rami ed prime divisors has degree 1, so that K is a rational function eld.
Construction of extensions with composite Galois group
We now describe some methods to obtain new Galois extensions from given ones. The ground eld k is assumed to be Hilbertian, that is, for every irreducible polynomial f(t; X) 2 k(t) X] there exist in nitely many t 0 2 k with f(t 0 ; X) irreducible.
Factor groups
Some of the constructions to be presented rst yield a Galois extension N=k whose Galois group G = Gal(N=k) has the desired group G 0 as a factor. By the main theorem of Galois theory, if H denotes the kernel of the canonical epimorphism G ! G 0 , then G 0 = G=H occurs as the Galois group Gal(N H =k) of the xed eld of H, so theoretically the problem is solved. For the explicit construction using resolvents see Section 3.3.
Direct products
Let G 1 ; G 2 be two groups which are known to occur as Galois groups over k. If at least for one of the two, say G 2 , we have a regular realization over k(t), then also the direct product G 1 G 2 occurs over k. Indeed, by the Hilbert irreducibility theorem, for any given G 1 -extension N=k there exist in nitely many specializations of the regular G 2 -extension linearly disjoint from N=k. The composite of any such specialization with N=k then gives a Galois extension with group G 1 G 2 .
Wreath products
Let H; G be two nite groups such that G is realized as the Galois group of N=k and H is realized as a regular extension of k(t). We want to construct a eld extension N 0 =k with Galois group G 0 = H o G the wreath product of H with G (with respect to some faithful transitive permutation representation of G). Let f(x) 2 k x] be a polynomial with group G such that the induced permutation representation of G on the roots of f is the desired one. Let g(t; x) 2 k(t) x] be a generating polynomial for a regular H-extension. Denote by 1 ; : : :; m the rami cation points of its splitting eld in some algebraic closure of k. Let be a primitive element of a stem eld of N=k, with Galois conjugates 1 = ; : : :; n . Since k is Hilbertian, it is in nite and there exists 2 k n i1 ? i2 j1 ? j2 j 1 i 1 ; i 2 m; 1 j 1 6 = j 2 n :
Then the splitting elds of the polynomials g(t? j ; x), 1 j n, are pairwise linearly disjoint over k(t) since they are rami ed in disjoint sets. Thus the splitting eld of h(t; x) := Q n j=1 g(t ? j ; x) has as Galois group the wreath product H o G. Since k is Hilbertian, there exist in nitely many specializations of t to t 0 2 k such that the splitting eld of h(t 0 ; x) has the same Galois group.
Split extensions with abelian kernel
Let G 0 be a nite group with an abelian normal subgroup H having a complement G in G 0 . Then by Suzuki (1982) , Th. 10.10 the group G 0 is a factor group of the regular wreath product Ho r G. In particular, if G is realized as the Galois group of an extension N=k then G 0 can be realized by combining the methods for wreath products and factor groups. One class of groups for which this method is particularly suited are the semi-abelian groups. They are de ned inductively as follows. All nite abelian groups are semi-abelian, and a nite group G is called semi-abelian if it can be obtained as a quotient of a semi-direct product with abelian kernel and strictly smaller semi-abelian complement.
2.2.5. Subdirect products Let K i =k, i = 1; 2, be two Galois extensions inside some algebraic closure of k with groups G i . Let G denote the Galois group of the composite of K 1 and K 2 over k and N. Thus G = Gal(N=k) is realized as a transitive permutation group on the set of roots of f, with point stabilizer equal to the x group of M. To construct a Galois extension N 0 =k with group G 0 from N=k will then mean to give an algorithm how to compute the minimal polynomial of a primitive element of a stem eld of N 0 =k from f.
We rst describe how the realization of the Galois group as permutation group on the roots can be obtained in practice. Then we address the di erent cases described in the previous section. Finally, we remark about how to reduce the size of the coe cients of the constructed polynomials.
3.1. The computation of Galois groups Let f 2 Z x] be a monic irreducible polynomial. In this section we describe how to identify the Galois group G of f as a permutation group on (complex approximations of) the roots of f. For our purposes it is very important not only to know the abstract group G, but also its action on the roots of f. This has been implemented in KASH (Daberkow et al., 1997) for polynomials of degree up to 15. The algorithm is based on Stauduhar's method and described for degree up to 12 in Gei ler (1997) . The result of this algorithm is the name of the group and an ordering of the roots such that the action of the Galois group on this root ordering is equivalent to the computed transitive permutation group as classi ed in GAP (Sch onert et al., 1997) .
In the special situation that K=Q is an abelian number eld, Acciaro and Kl uners (1999) present an algorithm to compute the automorphismgroup. It is feasible to compute the automorphism group for abelian elds with degree bigger than 100. Kl uners (1997) has extended this algorithm to normal number elds K=Q and to relative extensions L=K, where L=K is abelian. For step 2 we use the algorithms implemented in Magma (Kemper and Steel, 1999) . This part is the most expensive step of our algorithm. In the sequel we give some improvements which are useful in our situation. Proof. The rst part follows directly from the de nitions of U andŨ. In the second clearly F +F is H-invariant. If g 2 G with (F +F) g = F +F then (F g ?F)+(F g ?F) = 0. Since F andF have di erent degrees this implies F g ? F = 0 andF g ?F = 0. This forces g 2 U \Ũ = H, proving that F +F is H-invariant G-relative.
In the third part we getŨ = H, therefore F is H-invariant G-relative. 2
Using 2 we hope to nd a smaller H-invariant G-relative polynomial. Apart from this remark we only consider homogeneous polynomials F.
We remarked that the most expensive part of this algorithm is the computation of H-invariants. In our examples we consider groups H of size up to 10 10 acting on up to 84 points. In these cases it is impossible to compute the invariants of H of degree 3 or higher. The following theorem gives a criterion which under suitable conditions allows us to reduce to the computation of the invariants of a smaller group. Theorem 3.4. Let H U G be permutation groups acting on fx 1 ; : : :; x n g. Assume that U = Stab G ( ) := fg 2 G j g = g is the stabilizer of a block fx 1 ; : : :; x n g. Step 2: Compute the preimage H of a point stabilizer ofG under .
Step 3: Compute an H-invariant G-relative polynomial F 2 Z x 1 ; : : :; x n ].
Step 4: Compute R G;H;F ( 1 ; : : :; n ) 2 Z x].
Step 5: If gcd(R G;H;F ( 1 ; : : :; n ); R 0 G;H;F ( 1 ; : : :; n )) = 1 then return R G;H;F ( 1 ; : : :; n ).
Step 6: Apply a Tschirnhausen transformation to f, update the roots f 1 ; : : :; n g and go to step 1.
We remark that it is not necessary that the polynomial f is irreducible, i.e., that the group G acts transitively on the roots of f. The sorting of the roots can be computed with the Galois function of KASH. In the following sections we give special constructions which give the sorting of the roots.
3.4. The computation of polynomials for direct and subdirect products Let G = G 1 G 2 be a permutation group which is a direct product. Suppose we know two irreducible polynomials f 1 ; f 2 2 Z x] such that G 1 = Gal(f 1 ) and G 2 = Gal(f 2 ).
We denote with N 1 and N 2 the splitting elds of f 1 and f 2 , respectively. Supposing N 1 \ N 2 = Q we know that Gal(N 1 N 2 =Q) = G. In this case it remains to compute a polynomial f such that Gal(f) = G. Let = 1 ; : : :; n and = 1 ; : : :; m be the roots of f 1 and f 2 , respectively. We want to compute a minimalpolynomial of a primitive element of the extension Q( ; )=Q.
There is a well known algorithm for this task. Step 1: Set a := 1.
Step 2: Compute r(x) := resultant y (f 1 (x ? y); f 2 (y=a)) 2 Z x].
Step 3: If gcd(r; r 0 ) = 1 then return r.
Step 4: Set a := a + 1 and go to Step 2.
Proof. By the de nition of the resultant the roots of r are i +a j (1 i n; 1 j m). If r has no multiple roots it follows that r is irreducible. If there are multiple roots there exist 1 i; k n; 1 j; l m with (i; j) 6 = (k; l) such that i + a j = k + a l . This is equivalent to: a = ( i ? k )=( l ? j ). This proves that there are only nitely many values for a which yield a reducible r. 2
Using algorithm 3.6 we can give a rst algorithm to compute a polynomial f 2 Z x] such that Gal(f) = G. After computing the polynomial r 2 Z x] with algorithm 3.6 we have to compute its Galois group including the action on the roots. After this we can apply the function ComputePolynomialFactorGroup to compute f. The above approach has two disadvantages. It may happen that it is impractical to compute the Galois group of r in its action on the roots. Even if it is possible to compute this Galois group, this approach tends to yield polynomials with large coe cients. The following algorithm avoids this. Output: A polynomial f 2 Z x] with Gal(f) = G.
Step 1: Compute the Galois groups G 1 and G 2 of f 1 and f 2 , respectively, including their action on the roots.
Step 2: Setf := f 1 f 2 .
Step 3: SetG to the direct product of G 1 and G 2 acting on f 1 ; : : :; n ; 1 ; : : :; m g such that Gj f 1;:::; ng = G 1 and Gj f 1;:::; mg = G 2 .
Step 4: Set f :=ComputePolynomialFactorGroup(f;G; G; f 1 ; : : :; n ; 1 ; : : :; m g).
Step 5: Return f.
The algorithm for computing polynomials for subdirect products is similar to algorithm 3.7. Recall the de nition of a subdirect product.
Definition 3.8. Let G 1 ; G 2 ; H be groups and i epimorphisms from G i to H (i = 1; 2).
The we de ne:
G 1 H G 2 := f(g 1 ; g 2 ) j g 1 2 G 1 ; g 2 2 G 2 ; 1 (g 1 ) = 2 (g 2 )g: Remark 3.9. Note that the notation G 1 H G 2 may be ambiguous if there exist several epimorphisms i : G i ! H for i = 1 or i = 2.
1 For example there exist two non-isomorphic subdirect products of the form D 4 Z2 S 3 , the reason being that D 4 has three di erent factor groups isomorphic to Z 2 (these are the groups denoted 12T12 and 12T13 in our tables). Monic polynomials f 1 ; f 2 2 Z x] of degree n; m, G = Gal(f 1 ) H Gal(f 2 ). Output: A polynomial f 2 Z x] with Gal(f) = G.
Step 1: Compute G 1 := Gal(f 1 ) and G 2 := Gal(f 2 ) including the action on the roots f 1 ; : : :; n g and f 1 ; : : :; m g, respectively.
Step 2: Compute all normal subgroups N 1 G 1 such that G 1 =N 1 = H. For each N 1 compute the xed eld using algorithm 3.5.
Step 3: Compute all normal subgroups N 2 G 2 such that G 2 =N 2 = H. For each N 2 compute the xed eld using algorithm 3.5.
Step 4: Choose N 1 G 1 and N 2 G 2 such that the corresponding xed elds are equal.
Step 5: Compute epimorphisms i : G i ! H with kernel N i (i = 1; 2).
Step 6: Compute A := Aut(H).
Step 7: For all 2 A do
2 SetG to the subdirect product of G 1 and G 2 acting on f 1 ; : : :; n ; 1 ; : : :; m g corresponding to the epimorphisms~ 1 ; 2 . 3 Set f :=ComputePolynomialFactorGroup(f 1 f 2 ;G; G; f 1 ; : : :; n ; 1 ; : : :; m g). 4 If f 2 Z x] then return f.
Proof. After having identi ed the correct kernels N 1 and N 2 our epimorphisms 1 ; 2 have to satisfy 1 (N 1 ) = 2 (N 2 ) = 1. Applying Lemma 3.10 we compute all epimorphisms from G 1 to H with kernel N 1 . We know that one of these epimorphisms ts to our representations of the given Galois groups. 2
We have to modify the function ComputePolynomialFactorGroup in such a way that this function can detect that the result is not in Z x] which happens when the ordering of the roots was not correct. In Step 3 we identify the normal subgroups which are the kernels of the corresponding epimorphisms. In this step we can check which subdirect product we get (compare Remark 3.9).
3.5. Wreath products Let G; H be nite groups such that we can realize G over Q and H regularly over Q(t). Recall from 2.2.3 that then the wreath product H o G (with respect to any faithful transitive permutation representation of G) also occurs as Galois group over Q. Without loss (see Section 3.3) we may assume that the realization of G is already given by a polynomial f such that the induced permutation representation on the roots of f is the desired one. Let g(t; x) 2 Z(t) x] be a generating polynomial for a regular H-extension.
For a number eld K=Q we denote by Norm the norm function extended to the polynomial ring K x]. A monic polynomial g 2 Z x] with Gal(g) = G, h(t; x) 2 Z t] x] with Gal(h) = H regular over Q(t). Output: A monic polynomial f 2 Z x] such that Gal(f) = H o G.
Step 1: Let K = Q( ), where is a zero of g.
Step 2: Choose a random algebraic integer of K.
Step 3: Compute f := Norm(h( ; x)) 2 Z x].
Step 4: If gcd(f; f 0 ) 6 = 1 then go to Step 2.
Step 5: If f is reducible then go to Step 2.
Step 6: If Gal(f) = H o G then return f, otherwise go to Step 2.
The time critical step of the above algorithm is Step 6. This can be improved by using the fact that the Galois group is a subgroup of H o G which is very useful for the Galois group computation. We remark that the right in Step 2 abound (see Section 2.2.3).
Suppose we know that G is a factor group of AoH, where A is an abelian group. When we are able to realize H over Q we can compute a polynomial g 2 Z x] for the wreath product. It may happen that we are not able to compute the Galois group including the ordering of the roots with general methods. We are looking for a special method in this case. In the following we denote with O K the ring of algebraic integers of K. We only give an algorithm when A is a cyclic group, but it is not di cult to extend it to abelian groups. Step 1: De ne L := K( ), where is a root of h.
Step 2: Compute the automorphisms of the abelian extension L=K.
Step 3: Leth := Norm(h) and 1 ; : : :; n be the roots of g.
Step 4: Let 2 Aut(L=K) be a generator of order m.
Step 5: Compute Gal(g) including the action on f 1 ; : : :; n g.
Step 6: Compute the images h (i) of h under the mapping 7 ! i (1 i n).
Step 7: Compute a root i;1 of h (i) (1 i n).
Step 8: Set i;j := j?1 i;1 (1 i n; 2 j m).
Step 9: Let H = h~ 1 ; : : :;~ r i. Denote by 1 ; : : :; r the permutations which operate simultaneously on f 1;j ; : : :; n;j g (1 j m) in the same way as~ 1 ; : : :;~ r on f 1 ; : : :; n g. De ne i = ( i;1 ; : : :; i;m ) (1 i n).
Step 10: SetG := h 1 ; : : :; n ; 1 ; : : :; r i.
Step 11: Set f :=ComputeFactorGroup(h;G; G).
Step 12: Return f.
3.7. Finding "nicer" polynomials Let f 2 Z x] be an irreducible monic polynomial of degree n and K be the stem eld of f. We want to nd an irreducible polynomial g 2 Z x] such that the stem elds of f and g are isomorphic and g is simpler or nicer in some sense. For instance that could mean that the coe cients or the discriminant of g are small. It is very di cult to solve this problem. A description of a possible approach to this problem can be found in Cohen (1993) , section 4.4.2. The algorithm presented there works as follows. Let 2 O K and m be the characteristic polynomial. We denote with 1 ; : : :; n 2 C the zeros of m . The idea of the algorithm is to nd a 2 O K such that the T 2 -norm
is small. If such an element is primitive one hopes that the corresponding polynomial m has small coe cients.
The rst step of this algorithm is to compute the maximal order O K of K. Then we can associate a lattice to O K . Elements with small norm in the lattice are associated to elements of O K with small T 2 -norm. By computing an LLL-basis (Lenstra et al., 1982) of the lattice we get a basis of the lattice consisting of elements of small norms. This algorithm is implemented in PARI (polred) and in KASH (OrderShort).
There are three main problems of the polred and the OrderShort function. The rst one is the computation of the maximal order. Here the main obstacle is the factorization of the polynomial discriminant. The second problem is the computation of the LLL reduced basis of the corresponding lattice. When the index of the equation order in the maximal order is very large we have to work with a high real precision in the lattice reduction. The third problem occurs when the given eld has many sub elds. In this case it is very probable that short vectors in the lattice correspond to elements which are not primitive. In the following section we give some ideas on how to overcome the second and third problem.
We remark that Fieker (1997) gives a relative version of this algorithm, where it is possible to nd a nicer polynomial for an extension K=L. When a number eld K has non-trivial sub elds, very often the following procedure is useful. We remark that sub eld computation can be done with algorithms described in Kl uners and and Kl uners (1999).
The computation of maximal orders
One important task in algorithmic number theory is the computation of the maximal order of a number eld. Well known algorithms for this are described for instance in Pohst and Zassenhaus (1989) and Cohen (1993) . All these algorithms have in common that the rst step is the factorization of the polynomial discriminant or some related large number. In our present applications it is often impractical to factorize this number. But since we have constructed our polynomials in a special way we are in a better situation. For instance in many cases we know the eld discriminant in advance from theory. The purpose of this section is to describe how to use special information to compute the maximal order of a number eld. The main idea of all approaches consists in avoiding the factorization of large integers.
Let K = Q( ) be a number eld, where is an algebraic integer. We rst describe an algorithm which works if the eld extension K=Q is not primitive, i.e., has proper intermediate elds. Using the sub eld algorithm described in Kl uners and and Kl uners (1999) The idea of the above algorithm is to nd integral elements which are not contained in Z ].The computation of a Z-basis can be done using the Hermite normal form algorithm.
In practice the discriminant of the order O is much smaller than the discriminant of Z ]. For primitive extensions K=Q we have two other possibilities to nd integral elements. When the extension is normal we can compute the automorphisms which in general produces elements not contained in Z ]. The other possibility is to factorize the minimal polynomial of over K. When the factorization is not trivial (a linear factor and a factor of degree n ? 1) the coe cients of the factors are in general not contained in Z ]. This approach is very useful for dihedral groups, but it cannot work when the group is at least 2-transitive.
Another approach is based on a theorem of Buchmann and Lenstra (1994) .
Theorem 3.14. There are polynomial time algorithms that given an algebraic number eld K and one of (a), (b), determine the other:
(a) the ring of algebraic integers of K, (b) the largest square free divisor of the discriminant of K.
Since our elds are constructed in a special way, we are very often in the situation that we know (b) of the above theorem. This result is not only theoretical. Buchmann and Lenstra (1994) also provide an algorithm which works well in practice. This has been implemented in KASH (Daberkow et al., 1997) by the rst author.
Determination of polynomials with groups of degree 15
In the preceding sections we have presented some general methods applicable to all groups with a certain structure. When trying to apply these to a particular group G, one has to investigate the structure of G to see whether it falls into one of the above categories. This was done for the transitive groups of degree at most 15 by using the computer algebra system GAP (Sch onert et al., 1997) . The results are collected in Section 5. It turned out that for the overwhelming majority of these groups at least one of the general methods can be used to construct a polynomial. Here, we do not consider the method of a subdirect product as a general method, since it depends on rst nding elds with the desired properties.
In this section we consider the few remaining groups of degree between 12 and 15 and show how they can be realized explicitly as Galois groups. Finally, we give the proof of Theorem 1.1.
The groups 12T57, 12T91, 12T93, 12T104
The permutation groups 12T91 and 12T93 are isomorphic as abstract groups. Moreover, all four groups contain a normal subgroup N isomorphic to 12T57. In the groups 12T91, 12T93, and 12T104 there exists an elementary abelian normal subgroup such that N is a supplement. Similar to the concept of semi-abelian groups we can prove that such a group is a factor group of a suitable wreath product. We computed the following: 1 12T91 and 12T93 are a factor group of Z 2 o G, where G operates on 24 points and is isomorphic to 12T57. We have G = h(1; 3)(2; 4)(7; 11)(8; 12); (1; 13; 5)(2;14;6) (3; 17; 9)(4; 18; 10)( It thus remains to construct a polynomial for the group 12T57. We know that 12T57 = SL 2 (3) A4 4 2 ]3 = 8T12 A4 12T31. One can prove that all subdirect products of this type are isomorphic. Therefore it is su cient to nd an A 4 -extension which is embeddable into both an SL 2 (3)-and a 4 2 ]3-extension. Since these are Frattini embedding problems the solutions are regular provided the A 4 extension is regular.
Let L=k be a normal A 4 extension and K=k be the unique sub eld of degree 3. Then K=k is cyclic and L=K has Galois group Z 2 Z 2 . The theorem of Kochend or er (see Malle and Matzat (1999) This theorem gives us an approach how to construct an SL 2 (3) extension. It is well known that a cyclic extension of degree 2 is embeddable into a Z 4 extension if and only if the generator of the quadratic extension is the sum of two squares. Suppose that a; b are sums of two squares, then ab is the sum of two squares, too. We want to choose r in the above theorem in such a way that 1 + r 2 is a square. In this case a and therefore b; c are sums of two squares. When we can prove that ab is not a square, we know that K( p ab; p bc)=k is embeddable into an SL 2 (3) and into a 4 2 ]3 extension and we are done. We have to solve two problems: 1 Find r 2 K n k such that 1 + r 2 is a square.
2 Check, that ab is not a square in K.
A parametrization of all k-points on the genus 0 curve s 2 = 1 + r 2 is given by r = 2 1 ? 2 ( 6 = 1):
It remains to nd an example such that ab is not a square in K. Let f(t; x) := x 3 + 3tx 2 ? 9x ? 3t 2 Q(t) x]. Since f is irreducible and disc(f) = 2 2 3 4 (t 2 + 3) 2 is a square, we get that Gal Therefore we can compute a := 1 + r 2 + r 2 (r) 2 = 1 512 (81t 4 ?135t 3 +423t 2 ?9t+512+(81t 4 +18t 2 +216t?27) +(27t 3 ?9t 2 ?3t+41) 2 ): Now we have to check that a (a) is not a square in K or equivalently that K( p a)=Q (t) is not cyclic. The latter one can be easily checked by specializations and we get that Gal(K( p a)=Q(t)) = Z 2 o Z 3 . Therefore we have proved that K( p a (a))=Q(t) is an A 4 (6) extension which can be embedded into 12T31 and 8T12.
The group 12T124
This group is the (unique) subdirect product of Z 4 and S 5 with kernel Z 2 . In particular 12T124 is not solvable. In order to construct a 12T124-extension we need S 5 and Z 4 -extensions with a common sub eld of degree 2. The following polynomials f i 2 Q(t i ) x], i 2 f1; 2g, generate regular Galois extensions of Q(t i ) with Galois group S 5 and Z 4 , respectively. f 1 (x; t) := x 5 ? 5x 4 + 256 t 1 ; f 2 (x; t) := x 4 + t 2 x 3 ? 6x 2 ? t 2 x + 1 : Their quadratic sub elds are generated by the square roots of the polynomial discriminants and equal Q( p 5t 1 (t 1 ? 1)), Q( p t 2 2 + 16) respectively. If we specialize t 1 := 4(5t 2 ? 6t + 5)=(4t 2 ? 5); t 2 := ?3(4t 2 ? 15t + 5)=(4t 2 ? 5); then the Galois groups are conserved, but the polynomial discriminants of f 1 ; f 2 coincide up to squares. This means that the splitting elds of f 1 and f 2 contain the same quadratic sub eld. It follows that the splitting eld of f 1 f 2 has Galois group isomorphic to 12T124 over Q(t). Furthermore this extension is regular since S 0 5 = A 5 is simple.
The groups 12T143, 12T192, 12T242
The group 12T143 is solvable but not semi-abelian. The normal subgroup Z 4 2 has a supplement which is isomorphic to 12T93.
The group 12T192 is semi-abelian, but not a split extension with abelian kernel. The normal subgroup Z 5 2 has a supplement isomorphic to 12T98. The group 12T242 is a split extension with abelian kernel: the normal subgroup Z 3 has complement 8T22. It follows that 12T242 is a factor group of the regular wreath product Z 3 o r 8T22. We have not succeeded in nding a smaller wreath product. The groups G mentioned in the title all occur as subgroups of index 2 in suitable wreath productsG or in groups with a rationally rigid class triple. We can realize them as Galois groups by rst constructing a regular extension with groupG and then using the descent trick explained in Section 2.1.2. This works whenever only two divisors of degree 1 ramify in the xed eld of G. We explain this by means of the following It contains a list of groupsG with class vectorC. A generating polynomial for a stem eld of aG-Galois extension N=Q(t) with rami cation typeC can be obtained by the wreath product construction described above. Any of the missing groups G is a subgroup of index at most 2 in one of the groupsG and we indicate these subgroups in the third column. The xed eld of G is a rational function eld, and in the fourth column we give the corresponding class vector C for the Galois extension N=N G .
The groups 14T33, 14T42
The group 14T33 is the non-split extension of the elementary abelian group of order 8 with the simple group L 3 (2) (the split extension already has a faithful permutation representation of degree 8), and 14T42 is the direct product of 14T33 with the group of order 2. Let us denote by 3A, 4A respectively the conjugacy classes of L 3 (2) containing elements of permutation types 3 2 , 4:2 in the degree 7 permutation representation. There exists a regular Galois extension of Q(t) with group L 3 (2) and class vector C = (3A; 4A; 4A), with generating polynomial given by f := (y 3 ? 41 y 2 + 5 y ? 1) (y 3 ? 20 y 2 + 19 y ? 162) (y ? 2) ? (y ? 1) 3 y t ; rami ed in 1 and 1372 p 7 (see Malle and Matzat (1985) It turns out that 14T42 has a generating system with three generators of permutation types 3 4 , 8:2 2 , 8:2 2 in the degree 14 representation. In the degree 7 permutation representation of the factor group L 3 (2), these map to elements in the class vector C. The above equation for the rami cation thus shows that we obtain a Galois extension of Q(t) with group 14T42 by extracting a square root from y 2 ? 4 y ? 3 in the stem eld Q(y)=Q(t) of the L 3 (2) extension. A generating polynomial is given by x 14 ?1764 x 12 ?27 (4 t?14063) x 10 ?378 (2 t?7203) x 8 ?(x 2 +3) (x 2 +6) 3 (t 2 ?13176688): It can be checked that the corresponding Galois extension of Q(t) with group 14T42 is regular. The group 14T33 is now obtained either via its xed eld of genus zero, or alternatively as a factor group in the way described in the previous section. We get an explicit polynomial over Q(u) using the substitution t := 1372(6u 2 ? 4u + 3)=(2u 2 ? 1).
Primitive non-solvable groups
Polynomials for the primitive non-solvable groups of permutation degree at most 15 were known previously, their determination was completed in Malle (1987) . References for these polynomials can either be found in loc. cit., or in the Appendix of the forthcoming book of Malle and Matzat (1999) .
More precisely, this concerns the alternating and symmetric groups and the almost simple groups given in the following All of these groups were realized by the rigidity method described in Section 2.1. Malle and Matzat (1999) , Appendix, except for the 7 groups for which no polynomialis given there. But all seven groups are semidirect products with abelian kernel and complement already known to occur regularly. Thus G itself occurs regularly by Section 2.2.4. So now assume that d 12. The arguments given in Section 2 show that G occurs regularly over Q(t) unless G is one of the groups treated in this section. But for all of these we have given explicit constructions of regular extensions with group G. This completes the proof of Theorem 1.1.
The groups of degree 12 d 15
In the following tables we give the information needed to realize the transitive groups of degree 12 d 15 as Galois groups. We denote by dTm the m-th transitive group of degree d. This is the same group one gets with TransitiveGroup(d; m) in GAP or Magma. For each group G we give a line with ve columns. The rst column gives the number of G, the second one the size of G. A * in the second column indicates that G acts primitively. In the third column we give the information if G is a wreath product, a direct product, or a subdirect product. In the fourth column we give the information whether G is a factor group of a non-trivial wreath product. This information was computed by checking whether G is a split extension with abelian kernel or an abelian normal subgroup of G has a proper supplement. In the case that there is no entry this means that no non trivial normal abelian subgroup has a supplement. In the last column we give groups such that G is a factor group. Here we give groups acting on less than d points and/or a list of the numbers of transitive groups acting on d points. In the degree 12 case we do not list all groups with that property. If a group is a factor group of a group G then all groups which are bigger than G having G as a factor group are not listed.
For the group 14T5 the following information is given in the This means that this group has 42 elements and is a direct product of 7T3 and 2T1 (7:3 Z 2 ). Furthermore this group can be realized as a factor group of Z 7 o6T1 (Z 7 oZ 6 ), 14T14, 14T18, and 14T44.
Transitive Groups of degree 12
In the following 8T45 163, 165, 195, 196, 197, 239 ] 162 576 8T46 160, 198 ] 163 576 8T45 161, 165, 195, 196, 197, 239 ] 164 576 8T45 161, 163, 195, 196, 197, 239 ] 
