In this paper, we analyze the integration of two different problems in the supply chain, concerning the tactical and operational levels, and how the integration of two complex problems can be profitable towards the context of industry 4.0. More precisely, we address the integrated planning and scheduling problem on parallel and identical machines, seeking fast solutions that are globally optimal and flexible. In the planning phase, a set of jobs is assigned to their processing periods of time. On the other hand, in the scheduling phase, jobs are assigned to a machine in a given order. We propose a new metaheuristic approach through a variable neighborhood descent algorithm which iteratively explores four neighborhood structures with a first improvement strategy.
INTRODUCTION
The integrated optimization of supply chain processes is a meaningful way to achieve better solutions to the problems that are increasingly demanding and complex. The economic and financial uncertainties of markets may cause variations in the production chain, which requires fast and effective reactions not only to the isolated processes but also throughout the chain using dynamic and highly flexible plants [1] .
Nowadays, besides seeking the optimization of processes inside the companies, there is also growing concern about the outer consequences of each decision, from a more holistic standpoint [2] [3] [4] . In this context, gathering sustainability with production is wellrecognized [5, 6] .
Sustainability is seen as an essential part of supply chains. Sustainable thinking and acting through a green supply chain, environmentally friendly decision-making, while keeping or reducing costs, may allow the industry and companies to achieve competitive business advantages [7] . Traditional supply chains become insufficient to meet all requirements, and thus new strategies are mandatory [8] .
Currently, the transition to the fourth industrial revolution is taking place through the potentialities of Cyber-Physical Systems (CPS) and the Internet of Things (IoT) that make factories smarter, more susta-inable and more inclusive [9, 10] .
The "Industry 4.0" allowed a close connection between the physical and the virtual world, leading to more flexibility to variations, reduced lead times, more customization ability and cost reduction.
The existence of multiple and highly sensitive devices able to collect and send information to other devices connected to the network can allow almost instantaneous intelligent actions and enable them to make other analysis [11, 12] . Typical examples include devices incorporated in processing machines, in products, or even in pieces as parts of the finished product.
In [13, 14] , the authors also emphasize the ability to exchange information not only between internal processes but also with suppliers and customers (external to the organization), possibly leading to more reliable and more representative data. Recognition of the needs for each phase of the supply chain in real time, often with no human interference [15] , opens new windows of opportunities.
With a significant increase of information sources, data processing in large scale and control mechanisms are also necessary, since unprocessed information cannot help in decision-making and it only consumes resources and time [16] . The information should be oriented to support decisions or alert to problems and issues which were unknown or imperceptible until then.
In [17] , the authors mention that the existence of a combination of big data tools and decision support systems would be a perfect match. However, despite the improvement of the inputs that support the optimization algorithms, there is still a significant lack of technological tools to explore the full potential of "Industry 4.0", and therefore, more sophisticated methods are required [18] .
In this sense, developing methods that simultaneously integrate different processes of the supply chain is one of the tendencies pointed out in [19] as a way to obtain more flexible solutions. The development of these methods as tools to better support decisionmaking in smaller companies may be essential to balance the fact that these companies may be behind in the digitalization process (due to the costs and time that the entire process can take [17] ).
In this sense, we propose new approaches to a complex problem that simultaneously considers two of the most significant processes in supply chain production: planning and scheduling. In the literature, and not surprisingly, these problems tend to be analyzed separately since they both are NP-hard. However, this separation of strongly related processes may lead to a failure when attempting to obtain globally optimal solutions [20, 21] . To find good solutions in a reduced computational time, we suggest heuristic and metaheuristic algorithms based on local search and neighborhood changes through a variant of variable neighborhood search [22] . Our aim is to provide a real-time optimization algorithm in order to obtain global and acceptable solutions in real-time to face unpredicted events that can require re-optimization.
We resort to the definition of the integrated planning and scheduling problem (IPSP) in parallel and identical machines described in [23] . The problem has a defined time horizon, divided into equal periods of time, in which jobs have to be processed, and each one has a release date and a due date. The planning phase defines which jobs are processed in each period of time, while the scheduling phase assigns and orders the jobs in the available machines. For each job, there are penalty factors for early or late processing time every time a job is not processed at its due date. The overall objective of the IPSP is to find the planning and scheduling solution that minimizes the sum of all penalties. In order to assess the quality of suggested approaches, all the results were compared to other contributions relying on exact methods [24] and on a simple local search heuristic [25] . This paper is organized as follows. In Section 2, we define the integrated planning and scheduling problem. In Section 3, the metaheuristic based approach is described in detail. The description of the benchmark instances, the obtained results and a critical analysis are presented in Section 4. The main conclusions are drawn in Section 5.
INTEGRATED PLANNING AND SCHEDULING PROBLEM
The IPSP can be formulated as follows. The entire time horizon T is divided into τ smaller periods of time (T= {1,…,τ}) of equal size P ∈ ℕ. There is a set of jobs N that should be processed in a set of parallel and identical machines M. Each job j ∈ N has five attributes: -Processing time (p j ∈ ), corresponding to the units of time required to process job j on any machine; -Release date (r j ∈ T), corresponding to the first period of time since when job j is available to be processed; -Due date (d j ∈ T) is the period of time when job j must be processed without penalties; -Penalty factor for earliness (e j ∈ ): penalty to be paid for each period that job j is processed in advance to its due date: if job j is processed in a period t ∈ T such that t < d j , the resulting penalty is equal to e j (d j − t); -Penalty factor for lateness (l j ∈ ): penalty to be paid for each period that job j is processed after its due date: if job j is processed in a period t ∈ T such that t > d j , the resulting penalty is equal to l j (t − d j ). Therefore, the weight of the penalty (w j t ) of a job j ∈ N processed in a period of time t∈ T, is given as follows:
Additionally, each machine can only process one job at a time, and each job can only be processed on one machine in a single period of time. Thus, it is not possible to interrupt a job processing, even between consecutive periods of time. As a consequence, the time required to process each job should be less than or equal to the maximum size of the period (p j ≤ P, j ∈ N).
The objective of IPSP is to determine the period to process each job while minimizing the sum of penalties.
A VARIABLE NEIGHBORHOOD DESCENT BASED APPROACH
In this section, we present the metaheuristic based approach aiming to achieve good solutions in a relatively short computational time. Firstly, the constructive heuristic to obtain the initial solutions is described. Then, neighboring structures applied in the local search phase are enumerated and described. Finally, we describe all the elements of the variable neighborhood descent (VND) algorithm.
Initial Solutions
In order to obtain starting solutions, we resort on one of the constructive heuristics proposed in [26] which consists of iteratively assigning each job of the set N to the set of available machines M using the following steps: 1. Sort the set of jobs in decreasing order of the ratio of the sum of the penalty factors by the processing time:
In case of a tie, priority is given to jobs with longest processing time.
2. Assign each job to its due date if possible. That is, a job j ∈ N is assigned to its due date if there is any available machine m ∈ M with the capacity to process it (p j ≤ capacity t m , where capacity t m ∈ corresponds to the free capacity of period t ∈ T of machine m ∈ M). 3. The remaining non-allocated jobs preserve its ordering. Each job will be assigned to a previous or a following period with a free capacity to process it while minimizing the penalty to be paid for antici-pation or delay. In this case, the value of the objective function will always be positive since it is not possible to assign at least one job in its due date.
Neighborhood Structures
In order to obtain neighborhood solutions in the metaheuristic approach, four different neighborhood structures were defined, as follows. N 1 -Inserting one job: the neighbors of a given solution consist of all obtained solutions by selecting one job assigned to a given period of time and moving it to another period. N 2 -Swapping two jobs from different periods: the neighbors of a given solution consist of all obtained solutions by exchanging two jobs assigned to different periods of time. N 3 -Swapping two different lists of jobs from different periods: the neighbors of a given solution consist of all obtained solutions by selecting two ordered lists of jobs not assigned to the same period, and by exchanging these two lists while the order of jobs in each list remains unchanged. The lists of jobs can be assigned to the same machine or not. N 4 -Swapping two jobs from the same period in different machines, and inserting another job in the same period. The neighbors of a given solution consist of all obtained solutions by firstly exchanging two jobs at a given period, and then inserting a given third job in the same period. In the first step, the selected pair of jobs must be assigned to the same period at different machines while the third job must be assigned to a different period (i.e., other than the considered one at the first step).
Variable Neighborhood Descent Algorithm
An exclusively deterministic variant of the basic variable neighborhood search (VNS) was developed. More precisely, the variable neighborhood descent method (VND) is proposed to tackle the IPSP. This metaheuristic explores several different neighborhood structures in the local search process so that it can achieve a global optimal solution more efficiently than a simple local search with a single neighborhood structure. A first improvement strategy is adopted in the local search phase. The four neighborhood approaches referred to above (N = {N 1 , N 2 , N 3 , N 4 }) are sequentially explored (basic sequential variable neighborhood descent procedure [27] ). That is, if there is an improvement, a new iteration is performed using the new improved solution, and the local search is applied through the first neighborhood structure. Otherwise, the following neighborhood structure is explored, or a local optimum was reached.
For the sake of clarity, the VND algorithm is summarized in Figure 1 . In this algorithm, the input is given by a benchmark instance of the IPSP (Instance), a maximum number of neighborhood structures (k max ) and a set N. A feasible solution of the IPSP is represented by S and z(S) corresponds to its value of the objective function. The first solution S is obtained through the constructive heuristic described in subsection 3.1, and denoted by ConstructiveHeuristic(Instance). The local search phase is denoted by SimpleLocalSearch(S, N k ) and it explores the neighborhood structure N k , with 1 ≤ k ≤ k max . 
COMPUTATIONAL EXPERIMENTS
In order to evaluate the VND algorithm, we resort on an extensive set of benchmark instances for the IPSP [23] . The computational experiments were performed on a PC with Intel Core i7, 2.70GHz processor and 8GB of RAM.
Benchmark Instances
The set of benchmark instances is divided into three large sets according to the processing time of jobs, as follows:
-set A which is composed of only the so-called small jobs (jobs with processing time between 1 and 33 units of time); -set B with half small jobs and the other half with large jobs (jobs with processing time between 34 and 100 units of time); -set C includes only instances with large jobs. The capacity of each period is equal to 100 units of time (P = 100) in all instances. For all sets, there are 5 different instances for each combination of the number of jobs (|N|), the number of available machines (|M|), and the value τ 0 that defines the maximum possible variation between release date and due date of jobs (which may be between period 1 and period τ 0 ). In order to be possible to solve all instances in the time horizon, the value of the number of available periods (τ) is defined in [23] by:
Therefore, a feasible solution is always ensured. The number of machines and the value of τ 0 are the same for all sets: |M| ∈ {2,6,10} and τ 0 ∈ {2,6,10}. The number of jobs is different for different sets. For the set A, |N| ∈ {100, 150, 200, 250, 300} while for the set B, |N| ∈ {50, 100, 150, 200, 250, 300}. Finally, for the set C, |N| ∈ {40, 60, 80, 100}. Therefore, considering 5 instances for each possible combination results in a total of 675 test instances (225 instances for set A, 270 in set B, and 180 for set C).
Obtained Results and Discussion
Based on the obtained results, we perform a critical analysis comparing them with other approaches from literature [24, 25] . Note that the exact methods proposed in [24] have a computational time limit of 1200 seconds.
Additionally, lower and upper bounds were provided, which are used in this analysis. Note also that in [25] , a simple local search heuristic with first improvement strategy is presented, where the same set of neighorhood structures N was explored, but in a separate way.
In Tables 1 and 2 , we report on the total (tot.) or the average (avg.) obtained results for all sets. The overall results are grouped by number of jobs and machines in Table 1 , and by number of jobs and τ 0 in Table 2 , as in [23, 24] . In both tables, each row represents the average or total values for each group of 15 instances. The approaches referred to above are denominated by "Exact Methods" and "Simple LS" ( [24] and [25] , respectively), while VND algorithm is denominated by "VND". The meaning of the columns of the table is defined as follows: -set: set of instances with common features related to the processing time of jobs (set A, B or C); -|N|: number of jobs; -|M|: number of machines; -τ 0 : nominal length of the time horizon; -bestLB: the average of best lower bound given in [24] ; -bestUB: the average of best upper bound given in [24] ; -bestLS: the average of the best value obtained by local search heuristics in [25] ;
-bestVND: the average of the best solutions obtained through the VND algorithm; -opt: number of instances solved up to optimality; -gap: the average of the optimality gap between the best result for each approach and the lower bound (column bestLB). For instance, let vLB i be the lower bound value and vVND i the best result of VND approach for a given instance i. The gap value is given by (vVND i -vLB i ) / vVND i ; -t: average computational time to achieve the final solution (in seconds).
The presented results for set A show that VND approach presents average values that are closer to the lower bound (bestLB) with an average gap of 14%. The VND algorithm was able to outperform both approaches, local search and exact method, with average optimality gaps of 24% and 38%, respectively. However, the number of instances solved up to optimality does not follow this trend. The VND approach was able to achieve only 48 optimal solutions against 83 through exact methods. Nevertheless, the exact approach tends to achieve best average results for instances with a lower number of jobs and a high number of machines (100 or 150 jobs and 6 or 10 machines), as it is depicted in Figure 2 .
Figure 2. Average of optimality gap in set A
Concerning set B, the VND algorithm was able to achieve the best solutions among all approaches in terms of the average value of the objective function, and thus the average upper bound was reduced. However, VND was only able to outperform the average of optimality gap of the local search approach (20% against 34%) whereas the exact method reduced this value to 16%. Again, the VND approach was not able to outperform the number of optimal solutions.
In set C, it was also possible for the VND approach to improve the local search solutions: the number of optimal solutions was doubled, and there was a decrease of 10% of the average gap. Not surprisingly, VND was not able to outperform the exact method in this set since all instances were solved up to optimality using an exact algorithm.
It is worth noting that the required computational time to obtain a solution is significantly different between VND and the exact methods, being one of the most important advantages of the implemented methods in this paper. While the exact methods take an average of hundreds of seconds to find the final solution, VND spent only hundredths of a second.
CONCLUSIONS
In this paper, we explored the integrated planning and scheduling problem on parallel and identical machines. This problem integrates two NP-hard problems belonging to different levels of supply chain management.
We resort on heuristics and metaheuristics to tackle this problem. More precisely, we defined a variable neighborhood descent algorithm as well as four neighborhood structures, seeking to obtain fast solutions. All the elements of the algorithm were implemented, and an exhaustive set of computational experiments was conducted using benchmark instances.
The proposed algorithm was able to outperform a local search heuristic proposed in the literature. Additionally, it was able to be competitive with exact methods for instances composed of a large number of jobs and a lower number of machines, within only hundredths of a second towards a real-time optimization algorithm in the context of industry 4.0.
