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In 1957, Parzen proved a central imit theorem for a class of scalar processes which 
he called multilinear processes. In the present paper only stationary bilinear processes are 
considered, but the theory is generalized to the multivariate case. 
r bilinear process iterated probabrhty hmrts ..l central imit theorem linear and bilinear transformations 
. 
1 _ Introduction 
In 1957, Parzen proved a central limit theorem for a class of scalar 
stochastic processes which he called multilinear processes. 
based on previous work by Diananda [4] and Marsaglia [ 71 on a central 
limit theorem for m-dependent processes. Similar results were obiaired 
also by Whittle [ 121. 
In the present paper we consider only stationary bilinear processes, 
but we generalize the theory to the multivariate case. The results ob- 
tained have been :lsed by Rennie and the author in the statistical analysis 
of a new model for time series [ lo]. 
For other recent extensions to the multivariate case of central limit 
theorems for dependent random 
[3,6,93. 
2. Iterated pro ability limits 
Let be the space of all row 
product of two vectors 
variables the reader is referred to refs. 
121 
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the norm of a vector ct E Rp , denated Ial, is defined as usual by 1 aI2 = (a,a). 
Let IV be the set of all positive integers. The index set for a double 
sequence Of vectors 4Zii E is the Cartesian product N X N. In order to 
define limits of double sequences when (i, j) + m, we have to introduce 
a family of neighbourhoods of ~AVeshallsaythatasetUcNXNisan 
iterated neighbourhood of QC, if there is a positive integer J E N and a 
function p : N + N satisfying the condition 
lim cp(j) = 00 (2.1) 
j-hw 
such that 
U= {(i,j): i> q(j), j> J}. (2.2) 
We shall say that a is the iterated Rmit of the double sequence afjv and 
we shall w Ate 
ilim aii = a , 
ij 
(2.3) 
if, given any e > 0, there is an iterated neighbourhood U such that 
Iaii - al < E whenever (i, j) E U. It can be checked that the following 
definition is equivalent: a is the iterated limit of the double sequence 
aij if 
lim lim SUP laij - al z 0 
j3w i-b- 
I (2.4) 
efinition 2.1. Let v and Vi/ (i, i = 1, 2, . ..) be random vectors in RP. We 
say that Vi] converges to v in probability in the iterated sense, and we 
write 
pilim vii = v , 
ij 
(2.5) 
if, for every E ‘r, 0, 
-vl>e] =o. (2.6) 
any theorems about convergence in distributicdn have an analog$Jus 
version about iterated convergellce. Let P and Pij {i, j = 1, 2, . ..) be pro- 
babil:i ty measures in
ir’ercated sense, an 
We say that Pij converges weakly to P in the 
. 7) 
if 
Proposition 2.2. 771 
Proof. The proof is similar to the proof of [ 2, ~~~~r~rn 2. E ) pa 3 E and 
is omitted. 0 
The probability distribution 
urePdennedbyP(A)=P[oEA]. 
RP is the meas- 
Definition 2.3. Given a double secluence 
probability distributions Pii, we say that 
in the iterated sense, and we write 
if PiI =s* P, where P is the probability distribution ofv. 
Proposition 2.4. If x, xi j and yi j are random ~~~t~~~ in , 9 
. The proof is simila 
is omitted. ci 
et (i, j = 1) 2, . . . 
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Roof. It is sufficient o apply Pro osition 2.4 to the ran 
and Yi, j =Xi. U 
Proposition 2.6. If for j -p - 
Xj ~ X 
and for fixed j and i + - 
k 
then 
Xij 3 X* * 
I 
Xij ~=) X. 
Proof, This is similar to fhe proof of [ 1, Theorem 4.2, p. 251 and is 
omitted. 0 
3. Linear and bilinear transformations 
In this paper linear transformations will operate on the right. That is, 
if V and W are wo Euclidean spaces and A : cld + V is a linear transfor- 
mation, then the image of a vector x E W under the linear transformation 
A will be denoted by xA. T : ?c+clp beado le sequence of linear 
transformations. We say tn converges to a lin transformation 
A : 9t + V in the iterated sense, and we write 
if 
ilim xAii = 
ij 
linear transforma- 
St? 
if 
r an 
Proposition 
pilim A, = A , 
ij 
XiiAii ~~ XA . 
Proof. The proof is similar to the proof of [ 10, Theorem 3.41 and is 
omitted. 0 
The Euclidean orm llAll of the linear transformation A : W -+ V is 
defined by 
P 
IIJU~ = c lo,,A12 , 
i=l 
where Q ) . ..) oup is an orthonorma! basis for CIC. It is well known that 
this definition is independent of the orthonormal basis chosen, and that 
for any vector u E ?c be another 
dean space and let A ransf0rmation. 
image of the ordered near transforma- 
tion A will be denote 
97, then the near transformation A will 
be defined by 
a it ca ove e orthonsrmal bases 
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chosen in Cu and w. If x = Z XiO,i and y = zlyioVi, thee we haTye 
IxyA12 = Ic XiYiOuiOuiAJ 
2 
ij 
and by ;a repeated application of 2khwarz’s inequality it follows that 
IxyAl G 1x1 lyl ll4I l (3.2) 
A random vector x belonging to a Euclidean space V is called a second- 
order nrndom vector if E{ lxi2 ) is finite. We define the norm in quadratic 
mean 11~11~ of asecond order rand.om vector x E c)3 by 
lixll: = E11x12 L (3.3) c, 
A sequence of random vectors x1 , x2 , . . . converges in quadratic mean to 
a random vector x if 11x, - xl12 + 0 when y? increases indefinitely. 
If x Is a random vector with finite mean E(x), we denote by 6x the 
centered random vector. 
8x=x--E(x), I34 
Clearly, if x is a second-order andom vector, then 6x is a second-order 
random vector and 
116x11~ = 11x11: - IEix_),12 9 (3.5) 
& & 
frcm which it follows that 
ll6x112 G llxl12 l 
We shall also use the norm 
llxll ; = EWh 
(3.6) 
in the fourth mean Ilxll, defined by 
(3.7) 
for any random vector x with finite fourth moment E (1~1~). If x E 34 
and y E ‘13 are random vectors with finite fourth moments, we get from “r 
(3.2) 
IlxyAll; G 
G 
and therefore 
IIA II 
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4. Bilinear processes 
A double sequence -dij u, k = 0, 1, . . . ) of bilinear transformations will 
be called a Zower triangular sequence if, for all ] < k, Aj, is identically 
zero. 
Definition 4.1. A vector process x1 , x2, . . . taking values in RP will be 
called a bilinear process if xi is’the sum in quadratic mean of a series 
W 
Xi = c ui_i"&k A jk 9 i= 1,2, . . . , j, k=O (4.1) 
where 
(i) Uh E q (h = 0, f 1, +z, . ..) is a sequence of independent random 
vectors in a Euclidean space % which have zero means and bounded 
fourth moments E{1uh14), 
(ii) Afk : 9t X Cu + RP is a lower triangular sequence of bilinear trans- 
formations satisfying the condition 
5 IIAjkII ’ O” l
j, k=O 
(4.2) 
It should be noted that (i) implies that there is a K > 0 such that for all 
h = 0, +l, 22, . . . we have 
(4.3) 
Lemma 4.1. Under the assumptions of the Definition 4. I, the partial 
sums 
m 
~:i m = c ;u. ,-j’i-k jk A (4.4) t j, k-0 
converge in quadratic mean when i is fixed and m + 00. 
roof. For any two nonnegative integers TJZ < m’ let J(m, mP) be the set 
ofallpairs(j,k)suchthatO~k~j<m’andj>m. hen we have 
11% i,m’ - xi ml12 ’ , 
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and -therefore I@ mP - xi m II 2 converges to zero w hen both m and m’ 
increase indefinitely. 0 ’ 
. 
bnarma 4.3. lfi # i’, then the expected value of the inner product 
(4.5) 
Proof. If I= k, then the conclusion follows from the fact that (4.5) is 
the inner product of two independent random vectors with mean vec- 
tor zero. 
If j > k, we cannot have at the same time i’- j = i - k and i’ - k = i-j. 
lf, for example, i’- k # i - i, then Ni_i is independent from Zli_k, Ui’_j 
and #i’_k and the conclusion follows from the fact that the t;onditional 
expecteid Value Of (4.5) given @i-k, Uf_j and Ui1-k iS eqUd to zero. u 
Lemma 4.4. FOP all j, k = 0, 1,) .. . . we have 
n 
)‘ II( l/+1) IJ S@ i_j’i_kAjk )I12 ’ ‘” IIAjk II l (4.6) 
i=l 
Proof. By Lemma 4.3 we have 
and 1:herefore 
5. A vector process x1 , x2, . . . taking values in Ipp’ will be 
called a stationary bilinear process if Xi can be represented as the sum in 
quadratic mean of ;, series (4.1), where 
(i) ah E c1c (h = 0: * 1, +-2, . ..) is a sequence of independent, identically 
distributed random vectors in a Euclidean space 3c, which have: zero 
oment E (Iiirh I4 ) ; 
s a lower triangular sequenc:e of bilinear trans- 
e condition ( 
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Lemma 4.6. lfxl, x2, . . . is a stationary bilinear process, and Ch,m is the 
COVarianCe matrix of the partial sums Xi,m and x;_h,m (defined by (4.4)), 
then 
m _._
converges, when m -3 ~0, to a’ limit 22. 
Proof. We can write 
m+h 
X. = t-h,m & j;k’=h 
Zli_j’ Ui_kl Aj~_h k’_h . 
, (4.7) 
Notice that the COVariaIlCe matrix Of Ui_j Ui_k Ajk and zCi_jZJi_k Aj_h k-h 
is alS0 the COVarianCe matrix Of 2.Q ZQj,k~Ajk and U1 zCS(j,k!, Aj_h,k_h ,‘where 
6(j, k) is the Kronecker delta, equal to 1 when j = k and equal to zero 
when j # k. It can be checked that 
m m k 
c chm= ’ 
fl=-m 
C cov(ul 'S(j k) Ajh;) *1 's(j k) Aj-h,k-h) l 
j,k=O h=j-m , , 
Let 
D(l,m)= {(j,k): j-k=,‘, jG m), 
D(Z)= ((j,k):j-k=I). 
Clearly we have 
EC h,m =I$0 CO”(u1 US(j k) Ajk 9 u1 ‘S(i k) ‘f! h=_m . 
,1 = 
, .P DW-km) Aj'k' ) ’ 
where the last sum is over all o’, k’) E D~j k 
, 
mJ. Therefore 
m 
=IC Cov(u u 
1~0 
C Ajk) l 
’ 6(‘s ‘) D(l,m) 
For fixed 2 we have 
lim Cov( 
HI-+ =
Ajk) = cov( 
it can be checked that C;, m = 0 for Ihl > m. , 
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is uniformly convergent, and therefore Z(F=_,, Ch m converges to a limit , 
a, 
2z=ccov(u u 
l=fI 1 
c Aik). [23 
6(hQ) D(l) 
5. Central Limit Theorem 
Given a stochastic process x1 , x2, . . . we consider the partial sums 
s, -‘= x1 + . . . + x, , 61) 
and we seek conditions under which the distribution of 6S, /dn ‘con- 
verges to a (possibly degenerate) normal distribution. 
A stochastic vector process x1 , x2, . . . is m-dependent if the two sets 
of random vectors x1, . . . . xr and x,, . . . . x, are independent i;vhenever 
s-r> m. 
Theorem 51. lfxl, x2, . . . is a stationary m-dependent see&d-order 
vector process, then : 
(i) the distribu tk’on of SS, /&* co,rverges’to a (possibly degenerate) 
normal distribution with zero mean vector and covariance matrix 
z= 5 c 
’ ’ 62) !I=-m 
where Ch ,is thx? covariance mat& 02' Xi and xi_& ; 
(ii) the ITovariance matrix of Sn /+Jn converges to 2: when n increases 
indefinitely. 
Proof. (Cf. f4, Theorems 2, 2A] ). It can be checked that the covariance 
matrix oW,/&z is: 
5 = CO + 2(1 - I/E) C, + . . . + 2(1 - m/n)C m 
clearly, when n + = this covariance matrix converges to 
pair (n, k) with 2m < k < n define 
Y ik = X(i-l)k+f + l ** ’ “ik_m 3 
Inlkl 
. (5 3 l ? 
Z. For each 
(5.4) 
(5.5) 
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Notice that, for a given k, the random vectorsylk ,yZk 9 . . . are indepen- 
dently and identically distributed second-order andom vectors. Since 
the covariance matrix C’f Yik is equal to (k- m)& m , by the Central 
Limit Theorem for independently and identically distributed second- 
order random vectors, the distribution of sgnk /1/ [n/k J converges when 
k is fixed and K -+ = to a normal distribution with zero mean vector and 
covariance matrix (k - m)xkcrn . It follows then that the distribution of 
8&k/&2 converges wh.en k is fixed and n + = to a normal distribution 
wi*:h zero mean vector and covariance matrix (1 - m/k)Zk_, . By Propo- 
sition 2.6 it follows then that the distribution of 6&k/&z converges in 
t)‘e iterated sense to a normal distribution with mean vector zero and co- 
variance matrix Z. 
By virtue of Corollary 2.5 the proof will be completed if we show that 
pilim( l/t/n) 6(s, -gnk) = 0. (5.6) 
By Tchebyshev’s Theorem it will be sufficient to show that 
ilim II( l/h) &s, -gnk )I!, = 0 . (5.7) 
Notice that both S, and&& are sums of vectors XI’S, Many of these vec- 
tors are at the same time in S, and in&k and so they disappear in the 
difference S, -gnke Let B > 0 be such that 
tE{(xi, sil))I < B2 l 
It can be checked that 
and therefore 
lim sup Il(lIt/rz) S(S, -gnk)lli G m2B2,%. 
n+- 
Taking limits when k + 00, (5.7) follows immediately. 0 
eorcm 5.2. lfq, x2, . . . is a stationary biimear vector process, then : 
(i) the distribution of &S,.J~n converges to a (possib& degenerate) 
normal distribution with zero mean vector; 
(ii) the covariance matrix of this limiting distribution 1:s the limit of 
the covariance matrix of n/&z when n increases indefinitely. 
ccor l,x2, . . . can berepre- 
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sented as a series converging in quadratic mean 
00 
Xi = c 84. .&#a A 
j,k=O 
I--] 1-k jk ) 
(5.8) 
WhereAjk u,k=O, 1, . . . ) is a lower triangular sequence of bilinear trans- 
formations atisfying the conditions (4.2) and tih (h = 0, i: 1, . ..) is a 
sequence of independent identically distributed random vectors which 
have zero means and satisfy the conditions (4.3). We shall consider the 
truncated process 
m 
x. = 
l,m z j k=o “i-j ‘i-k A jk , 
and the corresponding sums 
n 
S = n,m c Xim i=l *‘ 
(5.10) 
Clearly the truncated process (5.9) is m-dependent and therefore, by 
Theorem 5.1, the distribution of 6S, m /&z converges to a normal dis- 
tribution with zero mean vector and ‘covariance matrix 
=m = iti chrn’ n=-m * (5.11) 
where Ch,m is the covariance matrix of Xi m and Xi__h,m . By Lemma 4.6, 
the covariance matrix Em converges whei m + = to a covariance matrix 
Z, and therefore, by Proposition 2.6, the distribution of SSn m /&t con- 
verges in the itera.ted sense to a normal distribution with mek vector 
zero and covariance matrix 2. 
By virtue of Corollary 2.5 the proof will be complete if we show that 
pilim(l/&z) 6(S, -S, P Itl) = 0. 
By Tchebyshev’s inequality it will be sufficient o show that . 
ilim(I(l/~n)S(S,-S, m)l12 =O. 
, 
(5.12) 
(5.13) 
Let J(m) be the set of all pairs (i, k) such that j > m. Clearly we have 
n 
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and therefore 
and by Lemma 4.4 
from which (5.13) follows immediately. 
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