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Abstract: A constructive semilocal existence theorem for the function 
F: C+C, F(x):= E i sin;, 
k-l 
called Flett’s function is given. The constructive part of the theorem consists of an efficient numerical procedure to 
compute the zeros of F, its efficiency is based on special properties of F. For the real zeros a way is shown how to find 
starting approximations. It is illustrated by an example that the error estimate obtained is very sharp. 
1. Introduction 
Van de Lune [4] has computed real and complex zeros of the function 
F: C--+C, F(x):= E $ k, sin x 
k=l 
which he called Flett’s function, by means of Newton’s method. This function is an entire 
function which has infinitely many zeros. In order to get rough approximations for the real zeros 
van de Lune uses what he calls the maximal slope principle, a known method for extending a 
given zero-free region. Since the evaluation of the higher derivatives of F requires less computa- 
tion time than the computation of the values of F and F’, it makes sense to use a higher order 
iterative method instead of Newton’s method. In the present paper such a method called minimal 
linearization method [l] is applied, and a constructive semilocal existence and uniqueness 
theorem is presented. The necessary starting approximations for the real zeros are obtained in a 
manner different from that of van de Lune. The theorem includes a sharp error estimate which is 
illustrated numerically by an example. 
2. Minimal linearization method 
For n E N and any x,_~ E C we use the abbreviations 
C-1 := F(x,_,); for j E IBI: Fi?, = F(j)(x,_,). 
Let the sequence {x, },, ENO c C generated by an iterative method converge with limit x* E C. 
Then the sequence or the method is said to converge of order k E N or the method is of order k 
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3MER, V’nEN, IX*-xX,I~Mlx*-x,_J (3) 
We explain the minimal linearization method (MLM) which is in general an iterative method of 
order k for k = 3 *. Truncating Taylor’s series of F at x,-r after the first two terms leads to the 
well-known, quadratically converging Newton’s method, 
F,_, + F;_lc,_l =0 = c,,_~ =a X,:=X,-~ +c,, 
and truncating after the first three terms to 
F,_, + F;_,&_, + ;F;L,Li,2_1 = 0. 
In order to linearize this equation, d,‘_, may be replaced by $_r resulting in ebyshev’s method, 
which is of order 3. A minimum of replacements of factors d,_ 1 in the nonlinear term by c,_ 1 
means just replacing one a,,_,. Thus we arrive at the following two-stage iterative process 
F,_, + F;_lc,_l = 0 =a c,,_~, 
F,_, + F;__,d,_, + jF;llcn-ldn-l = 0 - d,,+ 
X” := x,,_~ + d,_,. 
This is MLM for k = 3, also known as Halley’s method [S]. The generalization of this derivation 
gives 
MLM 
For k E N/{ l} and x0 E C: 
For n = 1, 2.. . : 
F,-* - F;_,d,,,_, = 0 = dl,,-1 
For M = 2(l)k - 1: 
m 1 
(4) 
Remark. For k = 2 MLM reduces to Newton’s method. 
3. A semilocal existence, uniqueness and convergence theorem 
In this theorem we distinguish between the pure real and the general complex case. Therefore 
we consider F given by (1) as a mapping from IK into IK, where IK means either R or C. 
Moreover, let k E N/(l), K:= 1 for IK- W, K = cosh[]Im(x,)] + 2~~1 for IK = C with OL and x0 
defined as below, and Kj i= KS( j + 1) for j = 2( 1) k, where 1 is Riemann’s zeta function. Then it 
holds the following: 
’ If we here and in the sequel say a method is or converges of order k, then this implies of course: under suitable 
assumptions. 
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Theorem. If x0 E IK can be found such that 
(0 fV,) f 0, 
(ii) a := ]F(x,)/F’(x,)l< *, 
(iii) a/UC, < $, where j3 := l/F(x,)I, 
then the sequence ( x, },, E ,,,,, defined by (4) converges of order k with limit x* E S := (x E W[X - 
X,,I < 2a}, and x* is the only solution of the equation F(x) = 0 in S. Moreover, for all n E N the 
following error estimate holds: 
(5) 
M&_l := Mj := Kj/j ! , 
j=2 
&:=Idk_l,n_ll for j=3(l)k-1, 
&:=ldk-l,n-1 I(+, +b&-z.n-1 I’-‘). 
L-1 
VnEN, P,:= l_q)ln_lv &:=P, 
Vn E NO, r),,:= #,,a,K,, a,:=jF(x,)/F’(x,)). 
The proof mainly consists in verifying the assumptions of a theorem on MLM in Banach spaces 
111. There, Kj, j = 2(1)/c, is an upper bound for the norm of the FrCchet derivative of order j 
with respect to the ball S, and the essential requirements are that 
for j = 2(l)k, j3Kj(2a)j-’ < +, (6) 
for j=3(l)k, (Kj/K2)olj-2< $. 
(7) 
The numbers Kj as defined in this section are indeed an upper bound for the magnitude of the 
jth derivative of F with respect to the disk S 
forj=2(l)k, VXES, IF(~ k~~~cosh~aa~(j+l)=K,. 
(6) holds as a consequence of (ii), (iii) and Kj Q K, for j = 2(1)/c. Moreover, we have with the 




Thus the inequality (7) is also satisfied. In the theorem we refer to pn is differently defined, 
namely (we write p, in place of p,) 
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It can be shown that 
Using this inequality to estimate ji, one obtains p,,, and the theorem is proved. 
Taking p,, instead of ii,, has the advantage that only such data are required which have been 
computed together with the computation of x,. 
4. A numerical example 
To illustrate the application of the preceding theorem we consider the following numerical 
example. Let x0 := 1500. Then condition (i) is satisfied. Numerical computation results in 
(Y A 0.06258 2; /3 A 2.7606, K, A 1.2021 and @K, A 0.21 < a, thus (ii) and (iii) are also satisfied. 
As to the theorem F has exactly one zero x in the interval [x,, - 2a, x0 + 2a], and MLM 
converges of order k E N/{ l} with limit x*. Since the cost for the computation of the derivatives 
is the lower the higher their orders are, we computed one step of order k = 10 
xi + 1500,06877 94759 995. 
The error estimate according to (5) is 
1 x* - x1 / < /.Q( M,,I d,,, Ito1 d,,, - da,, 1 . M,,o) G I .09 . lo-“, 
thus from the data computed one has 
x* + 1500.06877 948. 
In order to numerically judge the error estimate obtained the zero was computed to higher 
precision showing the actual error of x1 for k = 10 to be 
Ix* - x1 1 + 0.58 - lo-“. 
That means, the error bound as to (5) in the present example is about twice the actual error. It 
may be remarked that supposed MLM is suitably implemented taking only one MLM step has 
the additional computing time saving advantage that for xi and each k used the values of 
sin( x/k) and cos( x/k) have to be computed only once. 
5. Starting approximations. Numerical experience 
In the preceding section we used x0 = 1500 as a starting approximation for MLM without 
giving any motivation. A natural question is how to obtain such approximations for the zeros of 
Flett’s function. As far as the real zeros are concerned a look at the graph of F and the structure 
of the series for F give a hint. If one considers each term of the series (1) for fixed k as a function 
of X, then these functions are characterized as oscillations the amplitudes of which decrease while 
at the same time their periods increase having the consequence that the oscillatory character of F 
2 i means rounding to above while the usual rounding is denoted by the symbol +. 
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is essentially determined by that of the first term of the series, i.e. of sin x (cp. Fig. 1). This 
together with the fact shown by van de Lune [4] that F(x) for positive x is preponderantly 
positive leads to the indication that if there are any positive real zeros of F then they are situated 
near the minima of the function sin x, that is to say, near G-IT + 2m7r, where m is any positive 
integer. 
Using this idea and MLM all positive real zeros of F which are smaller than 3000 have been 
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Algorithm 
Step 2. For m E N put y, := $I + 2m1r. By a rough search find the abscissa _yz of the 
corresponding local minimum starting at ym. If F( J$) > 0 then stop or repeat Step 1 with the 
next m (e.g. m + 1 instead of m), if F( ~2) = 0 do the same (~2 is then a zero) and if F( J$) < 0 
go to Step 2. 
Step 2. Compute the two real zeros corresponding to y, * by means of MLM using (5) as a 
stopping criterion. Then stop or insert the next m (e.g. m + 1 instead of m) and go to Step 1. 
The algorithm is supposed to work also for zeros of F that are larger than 3000. 
The value of F have been computed by the truncated series (1) using the Euler-MacLaurin 
summation formula cp. e.g. [4]. Correspondingly the derivatives of F have been evaluated. One 
MLM step has been carried out for each zero. 
It may be remarked that it has not yet been proved that there exist infinitely many real zeros 
of Flett’s function. This, however can be conjectured from the partial graph of F as shown in the 
figure and an Q-theorem on F of Hardy and Littlewood [2]. 
There is no principal difficulty in applying the theorem of Section 3 to complex zeros of Flett’s 
function. For methods to obtain rough approximations for these zeros see e.g. the paper by 
Ioakimidis [3]. 
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