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ABSTRACT  
We present the results of both laboratory and on sky astrometric characterization of the Gemini Planet Imager (GPI).  
This characterization includes measurement of the pixel scale* of the integral field spectrograph (IFS), the position of the 
detector with respect to north, and optical distortion.  Two of these three quantities (pixel scale and distortion) were 
measured in the laboratory using two transparent grids of spots, one with a square pattern and the other with a random 
pattern.  The pixel scale in the laboratory was also estimate using small movements of the artificial star unit (ASU) in the 
GPI adaptive optics system.  On sky, the pixel scale and the north angle are determined using a number of known binary 
or multiple systems and Solar System objects, a subsample of which had concurrent measurements at Keck Observatory.  
Our current estimate of the GPI pixel scale is 14.14 ± 0.01 millarcseconds/pixel, and the north angle is -1.00 ± 0.03°. 
Distortion is shown to be small, with an average positional residual of 0.26 pixels over the field of view, and is corrected 
using a 5th order polynomial. We also present results from Monte Carlo simulations of the GPI Exoplanet Survey 
(GPIES) assuming GPI achieves ~1 milliarcsecond relative astrometric precision.  We find that with this precision, we 
will be able to constrain the eccentricities of all detected planets, and possibly determine the underlying eccentricity 
distribution of widely separated Jovians.  
                                                
*The measurements of pixel scale in this work refer to the rectified scale in the reconstructed data cubes, or the lenslet 
array pixel scale.   
 
 
 
 
Keywords: Gemini Planet Imager, GPI, distortion, astrometry, calibration, integral field spectroscopy, planetary 
dynamics, high contrast imaging 
 
1. INTRODUCTION  
Exoplanet discovery by direct imaging probes a different region of parameter space that previous detection methods – 
that of widely separated, Jovian mass objects.  With the latest generation of exoplanet imagers now coming online1,2, the 
distribution of directly imaged planets (separations of ~10-1000 AU) will begin overlapping with objects discovered via 
the Doppler method (separations of ~0.01-10 AU), the properties of which have been generally well characterized.3 A 
key outstanding question is whether the two populations of exoplanets represent a continuous distribution of objects that 
form in the same manner, or are two distinct sets of objects. A possible probe of this question is the orbital 
characteristics of the planets.  If, for instance, the populations have similar eccentricity distributions, one could speculate 
that they stem from the same parent population. Eccentricities also allow for possible constraints of early dynamical 
evolution, with high eccentricities for widely separated planets implying scattering events and additional planetary 
bodies in the system.4  
For planets discovered via direct imaging, dynamical constraints can most easily be made by astrometric monitoring of 
their position with respect to the host star.  Because the orbital periods are long, high precision astrometry is necessary to 
achieve any constraints in a reasonable time frame.  Thus, instruments designed for high contrast imaging must be able 
to achieve a relative astrometric precision of less than a few milliarcseconds (mas), with higher precision over multiple 
epochs yielding tighter constraints on orbital parameter distributions.   
We present the current results and status of the astrometric characterization and calibration of the newly commissioned 
Gemini Planet Imager (GPI).1 The original specifications for GPI called for a relative astrometric precision of 3 mas, 
with a goal of 1.3 mas.  We aim to push even further and achieve 1 mas relative precision per epoch. There are multiple 
aspects of the calibration effort, as achieving this level of precision is not straightforward and complicated by the science 
camera being an IFS rather than an imager. The primary star is generally hidden behind the coronagraph occulting spot, 
presenting a challenge for relative astrometry of any companions.  This complication led to the introduction of a 
diffractive grid in the pupil plane, which generates four reference astrometric satellite spots.5,6 An analysis of the 
stability of these spots is presented by Wang et al. [7]. Here, we discuss the measurement of the IFS pixel scale (Section 
2) and the orientation of the instrument with respect to the celestial coordinate system (Section 3).  We also describe the 
characterization of the optical distortion in the IFS and our model for correcting it (Section 4).  Finally, we discuss the 
possible eccentricity constraints on the detected planet population we can expect during the GPI Exoplanet Survey 
(GPIES) if we reach an astrometric precision of 1 mas (Section 5). 
2. PIXEL SCALE 
2.1 Laboratory Measurements 
A number of laboratory experiments were performed to measure the GPI IFS pixel scale. The first were performed at the 
University of California, Los Angeles, prior to integration of the IFS and are described in Chilcote et al. [8]. All 
subsequent tests were conducted after integration of the IFS at the Uinversity of California, Santa Cruz.  
The second test, performed on 27 February 2013, utilized artificial star unit (ASU) in the adaptive optics system.9 The 
ASU is on a movable stage, which allowed us to combine a series of moves with the known pixel scale internal to GPI 
(1.610”/mm) to derive the pixel scale. Images were obtained of the ASU on the IFS in H-band spectral mode.  
Significant attenuation of the ASU and an exposure time of 1.5 seconds were used to avoid saturation. Images were 
taken at twelve different positions. A 3x3 grid was first made using separations in x and y of 0.5 mm = 0.805”.  The last 
three positions were taken at semi-random locations within the interior of the 3x3 grid in order to obtain “off-grid” 
points.   
 
The data were reduced and transformed into a data cube using the GPI reduction pipeline.10 We first verified that the 
centroid of the ASU spot in every data cube was consistent in every wavelength channel.  We found that the centroid 
varied by ≤ 0.03 pixels.  For the primary pixel scale analysis, we therefore elected to focus on channel 18 (1.636 µm), 
which is approximately midway through the cube. 
 
 
 
 
 
We measured the centroid of the ASU in each of the twelve IFS frames using the algorithm, which performs point spread 
function (PSF) fitting provided an input PSF is given.11 For an input PSF, we used a theoretical PSF generated for the 
GPI data simulator.12 StarFinder assigns a correlation value to each source it detects.  In the case of the ASU spot, all 
correlations were above 90%.   
 
Once the centroid in pixels was determined for each frame, we did a pairwise comparison, determining the separation 
between all independent positions. Figure 1 shows all vectors that went into the final determination of pixel scale in this 
test.  With separation measurements in both pixels and millimeters, we were able to derive a pixel scale. The average of 
all measurements yields a pixel scale of 14.2 mas/pixel, with a standard deviation of 0.1 mas/pixel. 
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Figure 1: Vectors used to determine the pixel scale (shown in pixel units).  All independent positions of the ASU were 
compared once to every other position to yield 66 total separation measurements. 
   
A similar test procedure was used to verify that the pixel scale did not significantly very with temperature or instrument 
orientation.  When GPI was mounted on the flexure rig13, we rotated it through five different zenith angles – 0, 16, 31, 
50, and 80 degrees.  At each location, we obtained the data at the same 12 ASU locations.  We then reduced and 
analyzed the data in the same method, and determined the implied pixel scale for each orientation.  We found that the 
maximum change in pixel scale was 0.06%.  For temperature verification, we compared our original measurements, 
which were obtained when GPI was at room temperature (~20° C) to measurements when GPI was in the cold room at 
an ambient temperature of 0° C.  We found that the maximum change in pixel scale with temperature was 0.4%, with all 
measurements statistically consistent with no change in plate scale.   
An additional pixel scale test, also performed on 27 February 2013, utilized a custom-designed pinhole grid consisting of 
20x20 square transparent spots on a dark background, printed in metal on a 1” round glass substrate.  It is back-
illuminated by placing it at an intermediate focus in the GPI telescope simulator downstream from the integrating 
sphere.9 IFS images were taken in H-band spectral mode.  The data were reduced and transformed into a data cube using 
the GPI data reduction pipeline.10 An example of the data is shown in Figure 2. 
 
 
 
 
 
 
Figure 2: Combined image of the illuminated pinhole grid (~1.64 µm).  The 20x20 square grid of spots fills the entire 
reduced FOV. 
 
We again measured the spot centroids using StarFinder and a theoretical PSF.11 When the grid was designed, we used an 
estimate for the pixel scale of the telescope simulator to calculate a hole spacing such that the spots would appear 
separated by 10 pixels.  This spacing was calculated to be 65.7 µm (with a spot size of 5 µm).  However, there was some 
uncertainty in both the telescope simulator pixel scale and the precision of the hole spacing.  It was immediately 
apparent when looking at the centroids of the spots that the average spot separation was slightly less than 10 pixels.  In 
order to determine the true spot separation on the detector, we fit for the best single separation value that matched our 
data.  This separation was found to be 9.756 pixels. 
 
Using 9.756 pixels as the separation and combining that with the true separation of 65.7 µm and the estimated telescope 
simulator pixel scale of 2.13”/mm gives a pixel scale of 14.3 mas/pixel. We derived an uncertainty of 0.15 mas/pixel on 
this value, based on an estimate of 0.1 pixels uncertainty in the spot separation and 1.5 µm uncertainty in physical hole 
placement on the grid.  We used the pixel scale from the pinhole grid to determine the IFS reconstructed field of view 
(FOV).  This was measured to be 2.67”x2.73”.  The slight difference in size stems from some spectra generated from 
lenslets near the edge of the array falling of the edge of the detector, and thus not being extracted.  This happens 
preferentially at the top and bottom edges of the field, where the spectral dispersion direction is orthogonal to the edge of 
the detector, as opposed to the sides, where the dispersion direction is nearly parallel to the edge of the detector. 
 
 
2.2 On-sky Measurements of Multiple Systems 
On-sky measurements of the IFS pixel scale were conducted over multiple observing runs in 2013 November, 2014 
March, and 2014 May. In general, the procedure utilized was to observe binary or multiple stars with known separations 
in arcseconds to translate into a pixel scale.  Several types of multiple systems were used for this purpose. 
The ideal target for these measurements is a binary or multiple system observed at a near-concurrent time with another 
well-calibrated instrument. One of the best astrometrically calibrated ground-based cameras is the AO fed camera 
NIRC2 on Keck II.14 Five binaries were observed using NIRC2 on three separate nights: 13 March 2014 (PI M. 
Fitzgerald), 13 May 2014, and 21 May 2014 (PI S. Hinkley). These binaries were identified from a number of catalogs, 
and include several high contrast binary targets.15-20 Table 1 summarizes the targets observed with NIRC2, listing the 
filter and integration time for each source. Data were reduced using standard techniques of dark and background 
subtraction, bad pixel correction, and flatfield division. They were also adjusted for the known distortion in NIRC2.14 
 
 
 
 
Centroids were measured using StarFinder (Diolatti et al. 2000). Pixel positions were converted to separations in 
arcseconds using the pixel scale given in Yelda et al. [14].  The NIRC2-measured separations and position angles are 
Table 1. 
 
Table 1. Keck – NIRC2 log of binary star observations and results 
Object Date Observed Filter Total Exp. 
Time (sec) 
Separation (“) Position Angle 
(deg) 
HIP 43947B 13 March 2014 K’ 4.0 0.425 ± 0.001  260.82 ± 0.04 
HIP 44804A 13 March 2014 K’ 12.5 0.4553 ± 0.0007 306.32 ± 0.04 
HIP 80628 13 March 2014 Brγ 0.724 0.8591 ± 0.0003 43.62 ± 0.02 
HIP 85667 13 May 2014 Brγ 0.477 0.788 ± 0.002 147.54 ± 0.03 
HIP 42074 21 May 2014 K’ 10 1.549 ± 0.002 220.82 ± 0.05 
 
In a number of cases, we observed with GPI sources with no concurrent measurements from other instruments.  Some of 
the earliest GPI observations made were of θ1 Ori B, which is a quadruple system (B1, B2, B3, and B4) in the Orion 
Nebula Cluster. The θ1 Ori B system was analyzed extensively in Close et al. [21] using MagAO on Magellan.  By 
combining new astrometric measurements with those previously obtained over a 15 year time baseline, they were able to 
determine that the separations of components B1 and B4 and B2 and B3 change only marginally each year - the primary 
orbital motion seems to affect mostly the positional angle.  As such, we were able to use the Close et al. [21] predicted 
change in separation as a function of time to predict the separations of these objects. 
Estimates of the true on-sky separation for five binaries were determined using either orbital ephemeris determination or 
line fitting to previous astrometric measurements. Table 2 lists the sources in this category and their calculated 
separations.   
 
Table 2. Binary and multiple system separation estimates from orbits or linear fits 
Object Estimate from Orbit (“) Estimate from Linear 
Fit (“) 
Astrometry Reference 
θ 1 Ori B1+B4 0.6189 ± 0.0009 n/a Close et al. [21] 
θ 1 Ori B2+B3 0.1160 ± 0.0002 n/a Close et al. [21] 
HIP 70931 0.72 ± 0.05 0.75 ± 0.08 De Rosa (private comm.) 
PZ Tel 0.463 ± 0.006 n/a Mugrauer et al. [22] 
HD 114174 0.63 ± 0.03 0.659 ± 0.012 Crepp et al. [21] 
 
Observations obtained with GPI are summarized in Table 3.  Six binaries were observed in coronagraphic mode, while 
two were observed in unocculted mode.  In general, unocculted observations are preferable, as they avoid uncertainties 
associated with the satellite spots, but are only possible if the primary’s brightness is sufficiently faint to avoid 
saturation.7 Raw data were converted to cubes using the GPI data reduction pipeline.  Images were corrected using the 
pre-ship estimate of distortion in the IFS (see Section 4). Centroids for both satellite spots and stars were measured by 
either fitting a Gaussian or with StarFinder using an idealized PSF.  If the satellite spots were used, the centroid of the 
primary was determined by finding the intersection of lines connecting diagonal spots.7 Separations were then 
determined, and the implied pixel scale was found using the estimates in Tables 1 and 2.  Table 3 gives the final pixel 
scale and uncertainty for each source.  In general the variation in measurement uncertainty for the pixel separation is due 
to variation in image quality due to the conditions when the data were obtained. 
 
 
 
 
Table 3. GPI log of astrometric calibrator observations and results 
Object Date Observed Filter Mode Separation (pix) Implied Pixel Scale 
(mas/pix) 
θ 1 Ori B1+B4 2013 November 13 H Coronagraph 43.47 ± 0.57 14.24 ± 0.19 
θ 1 Ori B2+B3 2013 November 13 H Coronagraph 8.07 ± 0.19 14.37 ± 0.34 
“ 2014 March 25 H Coronagraph 8.291 ± 0.001 13.99 ± 0.04 
HIP 43947B 2014 May 14 H Unocculted 29.962 ± 0.006 14.19 ± 0.03 
HIP 44804A 2014 March 23 K1 Unocculted 32.1449 ± 5.1x10-5 14.17 ± 0.03 
“ 2014 May 14 H Unocculted 32.23 ± 0.12 14.13 ± 0.06 
HIP 70931 2014 March 24 H Coronagraph 52.27 ± 0.31 14.35 ± 1.53 
“ 2014 May 11 H Coronagraph 52.26 ± 0.04 14.35 ± 1.53 
“ 2014 May 13 H Coronagraph 52.08 ± 0.12 14.40 ± 1.54 
HIP 80628 2014 March 23 K1 Coronagraph 60.80 ± 0.12 14.13 ± 0.03 
“ 2014 May 11 K1 Coronagraph 60.81 ± 0.06 14.13 ± 0.02 
HD 114174 2014 March 23 H Coronagraph 46.85 ± 0.02 14.07 ± 0.26 
PZ Tel 2014 May 11 H Coronagraph 32.34 ± 0.24 14.31 ± 0.21 
 
Combining all the measurements above gives a pixel scale value of 14.14 ± 0.01 mas/pix. This value is consistent to 
within the uncertainties of the combination of the laboratory measurements (14.23 ± 0.08 mas/pix), but at the low end of 
our expectations.  However, the number is well within the specifications for the IFS of 14 ± 0.5 mas/pix.8,23 To provide a 
feel for the overall pixel scale stability of the instrument, Figure 3 shows all measurements as a function of the date they 
were taken.    
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Figure 3: All independent pixel scale measurements as a function of the epoch they were obtained. On-sky 
measurements were obtained during three GPI commissioning runs.  The purple line marks the weighted average pixel 
scale for the IFS, 14.14 ± 0.01 mas/pix. The scale has generally been stable and consistent between observing runs. 
 
 
2.3 On-sky Measurements of Solar System Bodies 
Solar system bodies such as large planets and their large satellites can also be used to estimate the pixel scale of detector. 
Solar system bodies visited and inspected closely by space missions, have their size and shape very well constrained. 
Europa, satellite of Jupiter was observed on 18 November 2013 in K1 band, and direct mode (no coronagraph, no 
apodizer). Eleven data cubes with a true integration time of 8.73 s were processed using the data reduction pipeline.10 
Ephemeris calculations provided by JPL & IMCCE indicate that the satellite was bright (V~5.6) with an apparent 
diameter of 0.9508” and observed with a phase angle of 8.9°, leading to an illumination fraction of 99.4%. 
 
Europa was not dithered on the set of observations. We estimated the residual jittering to be 0.12 pixel on average by 
fitting the disk with an ellipsoid and measuring its center for each frame. Figure 4 shows the astrometric position of 
Europa (labeled from E0 to E10), plus the residual jittering measured on seven frames of HD1160 (labeled P0 to P5), a 
A0 V=7.1 star observed in K1 direct imaging mode on the same night. Because the residual jittering on the “PSF” stars 
is slightly higher (0.31 pixel in average), we concluded that no residual jittering due to the extended angular size of 
Europa was introduced. Consequently, it is likely that the angular resolution on these images of Europa is in fact very 
close to the angular resolution that we measured on the “PSF”, so 4.55 ± 0.07 pixels. More interestingly, these images 
can be used directly to estimate the pixel scale of GPI detector. 
 
 
 
 
 
 
  
Figure 4: Astrometric positions of Europa (E0 to E10) compared to the astrometric position of a star (labeled P0 to P5) 
observed shortly before Europa. The residual on the star is larger than the residual on Europa implying that the resolved 
shape of Europa (D~0.95”) does not introduce any residual smearing. 
 
We estimated the pixel scale on final assembled cubes shown in Figure 5 by fitting the observations of Europa with a 
sphere illuminated under the same geometry than Europa (Sub-Solar point and Sub-Earth point were extracted from the 
ephemeris) and degraded after convolving it by a Gaussian PSF with a FWHM of 4.545 pixels. We generated a grid of 
solutions varying the Minnaert coefficient, which defines the center-to-limb profile from 1.1 to 1.5 (steps of 0.02) and 
the pixel scale from 13 to 15 mas (steps of 0.04). The best fit is obtained with a pixel scale estimated to be 14.21 ± 0.21 
mas/pixel. This measurement is in agreement with binary star and laboratory measurements presented in Sections 2.1 
and 2.2. The error on the measurement may be reduced in the future by introducing an albedo map of Europa in the 
fitting process to account for the variation on the surface of the satellite. 
 
 
 
 
 
 
Figure 5: K1 images of Europa obtained during the GPI first light run. These images were used to derive a plate scale of 
14.21 ± 0.21 mas/pixel for the GPI IFS. 
 
3. POSITION ANGLE 
The orientation of the instrument on the sky depends both on rotation of the coordinate frame within GPI and the 
orientation of GPI on the Instrument Support Structure (ISS).  Therefore the direction of true north is best measured on 
sky.  For these measurements, we used only those binaries that had concurrent measurements from Keck.  The position 
angles of these binaries are given in Table 1.  For GPI data, we used the pipeline primitive “Rotate North Up” to first 
orient the binaries to the assumed correct north position for GPI.10 We then calculated their position angle by using the 
centroids derived in Section 2.2.  These angles are listed in Table 4.  The difference between the “true” north position 
from Keck and the position from GPI is the north offset that must be applied to GPI astrometry.  This difference is listed 
in Table 4.  Combining all measurements via weighted average gives a final value of -1.00 ± 0.03° for the GPI north 
offset.  Future versions of the GPI data pipeline will incorporate this correction into an updated version of the “Rotate 
North Up” primitive. 
Table 4. GPI log of position angle measurements. 
Object Date 
Observed 
GPI Measured 
Position Angle (deg) 
Implied North Offset 
(deg) 
HIP 43947B 14 May 2014 261.85 ± 0.02 -1.03 ± 0.04 
HIP 44804A 14 March 2014 307.239 ± 0.002 -0.92 ± 0.04 
“ 14 May 2014 307.22 ± 0.19 -0.90 ± 0.19 
HIP 80628 14 March 2014 44.89 ± 0.12 -1.27 ± 0.12 
“ 11 May 2014 44.75 ± 0.08 -1.13 ± 0.08 
 
4. DISTORTION 
4.1 Lab Measurements 
In order to obtain astrometry to ~1 mas with GPI, a good model of the IFS distortion is necessary. Previous estimates of 
distortion for other instruments using laboratory pinhole grids have been limited in their accuracy by unknown 
uncertainty in grid point spacing, or regular patterns that do not sample important terms like skew.24 To avoid these 
issues, we designed grids for GPI such that we could follow the methodology of Anderson & King [25].  In their 
 
 
 
 
measurements with the Wide Field Planetary Camera 2 (WFPC2) on the Hubble Space Telescope,26 they derived a 
distortion solution self-consistently by using a large number of measurements of a densely populated field at various 
positions and orientations to measure distortion.  In this framework, the true separations of points do not matter – only 
the ability to uniquely identify which point is which is important.  We therefore added additional transparent spots to the 
square regular pinhole grid described in Section 2.1 so that each spot could be uniquely identified.  These additional 
spots were slightly offset from the others and placed near the edge of the grid.  In addition, we also designed a grid with 
a random pattern on it to simulate a dense star field on the sky – in the case of this grid, the irregular pattern makes the 
spots easy to identify.  A sample observation of the random pattern grid is shown in Figure 6. 
 
Figure 6: Example image of the random pinhole grid designed to simulate a dense star field.  This grid was used in 
conjunction with the square pattern grid shown in Figure 2 to measure the geometric distortion in GPI. 
 
Data were taken for these measurements on 10 December 2012.  The pinhole grids were illuminated using an integrating 
sphere in the GPI telescope simulator as described in Section 2.1.  The grids were rotated such that the pattern was 
sampled through 360° in 11 IFS frames and at various (slight) offsets, all in H-band unocculted mode.  Data were 
reduced and transformed into data cubes using the GPI data reduction pipeline.  The position of each spot was then 
measured in all frames in order to conduct a comparative analysis in which all other frames were transformed into the 
reference frames of a “baseline” using only rotation and offset.25 The difference between the position of each spot in the 
“baseline” frame and the transformed frames are averaged to produce positional residuals. These residuals were then 
averaged for each 20x20 pixel region on the IFS, combining data from both the regular and random grid patterns.  A map 
of the residual vectors is shown in Figure 7 (magnified by a factor of 30). 
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Figure 7: Positional residuals across the GPI IFS reconstructed field of view, averaged into 20x20 sections.  The median 
residual size is 0.26 spatial pixels (spaxels).  The displacement vectors are magnified by a factor of thirty with respect to 
the pixel scale. 
 
For our current solution, we opted to model these vectors with a 5th order polynomial with coefficients [an,bn], n=0 à 20, 
such that: 
x' = a0 + a1 x + a2 y + a3 x2 + a4 xy + a5 y2 + a6 x3 + a7 x2y + a8 xy2 + a9 y3 + a10 x4 + a11 x3y + a12 x2y2 + a13 xy3 + a14 y4 
+ a15 x5 + a16 x4y + a17 x3y2 +  a18 x2y3 + a19 xy4 + a20 y5  
and 
y' = b0 + b1 x + b2 y + b3 x2 + b4 xy + b5 y2 + b6 x3 + b7 x2y + b8 xy2 + b9 y3 + b10 x4 + b11 x3y + b12 x2y2 + b13 xy3 + b14 y4 
+ b15 x5 + b16 x4y + b17 x3y2 + b18 x2y3 + b19 xy4 + b20 y5 
 
where x = xobs - 140 and y = yobs – 140. 
 
We experimented with polynomials of different order, and noticed no improvement beyond 5th order.  The largest terms 
in the solution are a1 and b1, which are both approximately 1.  This implies that the dominant terms in the GPI distortion 
are skew terms.25  The best-fit coefficients are incorporated into the data pipeline as an editable calibration file.  The 
“Correct Distortion” primitive performs a bilinear interpolation of each wavelength channel using the equations above.10 
Work is ongoing modify the primitive such that correcting for distortion preserves flux – however, the scale of the 
distortion is small enough that the error introduced to the flux is less than other portions of the data pipeline. 
 
Our nominal test for whether the distortion correction was improving our astrometry was to verify that distortion-
corrected images had a residual positional offset of less than 0.1 pixels.  To perform this test, cubes from the data set 
were first corrected for distortion, and then an identical analysis was performed on each frame.  The new positional 
 
 
 
 
residuals were derived, and had a median value of 0.04 pixels.  This is well below our requirement, thus implying that 
our first distortion map is a reasonably good estimate of the true IFS distortion.  Figure 8 shows positional residuals in a 
sample frame before and after distortion correction. 
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Figure 8: Positional residuals for an example IFS wavelength channel pre and post-distortion correction (left and right, 
respectively).  Vectors are magnified by a factor of 30.  The median drops from 0.24 pixels to 0.04 pixels when the 
correction applied.  Large vector “outliers” are likely due to poor centroid measurements for an individual spot in one 
frame.  
  
4.2 On-sky Measurements 
On-sky measurements to calibrate distortion are necessary to account for any additional affects from the Gemini 
telescope, which has an estimate geometrical image spread of 0.1 arcseconds over a 1 arcminute field of view.27 
However, these measurements have not yet been completed, as we have not been able to identify a field with a 
sufficiently bright guide star and stellar density in the GPI field of view to measure distortion properly as was done in the 
lab.  Efforts are ongoing to identify a field for this purpose. In the meantime, we are using the distortion measurements 
from the laboratory in the data reduction pipeline. 
5. EXOPLANET SURVEY SIMULATIONS 
In order to determine the expected orbital parameter constraints we can obtain during the three-year Gemini Planet 
Imager Exoplanet Survey (GPIES), a series of Monte Carlo simulations were performed assuming an ideal astrometric 
precision of 1 mas.  We used as input the theoretical planet catalog generated by McBride et al. [28].  This catalog 
included assumed orbital elements for each planet, which we then used to generate simulated astrometric data. Noise was 
injected into the data by sampling from a Gaussian distribution centered on the “perfect” relative x and y position with 1-
σ uncertainties of 1 mas.   
The first set of simulations focused on determining the expected eccentricity constraints achievable as a function of 
number of measurements obtained over the nominal campaign timescale of 3 years.  A simplifying assumption was 
made for all planets that the first epoch of data would be taken in the first semester of the campaign.  We then simulated 
an additional two to eight astrometric measurements, in every case assuming that at least one measurement was taken 
near the end of the campaign.  We then fit orbits to the simulated data using the method described in Ghez et al. [29]. 
This orbit fitting yields a probability density function (PDF) for each of the six astrometric orbital parameters (period, 
eccentricity, time of periastron passage, inclination, longitude of the ascending node, and longitude of periastron 
 
 
 
 
passage). Taking the PDFs for eccentricity, we calculated the upper and lower limits on this parameter expected for the 
given number of measurements.  The results for a subsample of seven simulated planets are shown in Figure 9.  From 
these simulations, we determined that three measurements, two near the beginning of the campaign and one near the end, 
would yield the best eccentricity limits with the least expenditure of telescope time.  Indeed, somewhat unsurprisingly 
having the longest time baseline possible has the greatest impact on the parameter distributions.  
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Figure 9: Eccentricity limits for a subsample of seven hypothetical GPIES discoveries as a function of the number of 
measurements over three years.  Periods and eccentricities of each planet are given in the legend.  Some limits can be 
placed on all planets except the one with the longest period.  Using these results, we determined that three measurements 
over the lifetime of the campaign is an ideal sampling cadence. 
 
We then considered the resulting PDFs from the three-measurement simulations and how those PDFs could be converted 
into an overall eccentricity distribution for the sample.  We again performed a Monte Carlo simulation, this time in each 
run sampling an eccentricity from each planet’s PDF.  This gave us one simulated distribution per iteration.  We 
combined the ensemble of distributions into a series of PDFs in each eccentricity bin of width 0.1.  This gives the range 
of probable eccentricity values for the sample. 
The simulations in McBride et al. [28] assumed an eccentricity distribution consistent with that derived for radial 
velocity planets.  In order to determine whether it was possible to distinguish between different underlying distributions, 
we performed the same simulations, but changed the planet eccentricities to follow two other distributions – an all zero 
distribution and a thermal distribution.  The results of all three simulations are shown in Figure 10.  The shaded regions 
represent the 3-σ range of values per bin.  While in a number of bins the distributions are indistinguishable, we find that 
in the lowest and the highest eccentricity bins, it might be possible to distinguish between the distributions.  Future 
simulations will test other underlying distributions and include more realistic estimates of the astrometric performance of 
GPI and the timescale between measurement epochs. 
 
 
 
 
 
Figure 10: The shape of the recovered eccentricity distributions assuming three measurements per planet over a three-
year campaign.  Three different underlying distributions were considered.  The shaded regions represent 3-σ limits per 
bin.  The easiest locations to distinguish between distributions are at e=0 and e ≥ 0.9.  At moderate eccentricities, the 
distributions are indistinguishable. 
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