Abstract-Despite the great benefits accruable from the debut of computer and the internet, efforts are constantly being put up by fraudulent and mischievous individuals to compromise the integrity, confidentiality or availability of electronic information systems. In Cyber-security parlance, this is termed 'intrusion'. Hence, this has necessitated the introduction of Intrusion Detection Systems (IDS) to help detect and curb different types of attack. However, based on the high volume of data traffic involved in a network system, effects of redundant and irrelevant data should be minimized if a qualitative intrusion detection mechanism is genuinely desirous. Several attempts, especially feature subset selection approach using Bee Algorithm (BA), Linear Genetic Programming (LGP), Support Vector Decision Function Ranking (SVDF), Rough, Rough-DPSO, and Mutivariate Regression Splines (MARS) have been advanced in the past to measure the dependability and quality of a typical IDS. The observed problem among these approaches has to do with their general performance. This has therefore motivated this research work. We hereby propose a new but robust algorithm called membrane algorithm to improve the Bee Algorithm based feature subset selection technique. This Membrane computing paradigm is a class of parallel computing devices. Data used were taken from KDD-Cup 99 Dataset which is the acceptable standard benchmark for intrusion detection. When the final results were compared to those of the existing approaches, using the three standard IDS measurements-Attack Detection, False Alarm and Classification Accuracy Rates, it was discovered that Bee Algorithm-Membrane Computing (BA-MC) approach is a better technique. This is because our approach produced very high attack detection rate of 89.11%, classification accuracy of 95.60% and also generated a reasonable decrease in false alarm rate of 0.004. Receiver Operating Characteristic (ROC) curve was used for results interpretation.
I. INTRODUCTION
It is an understatement to say that we currently live in an information-driven world. Pathetically though, as technology improves, information insecurity also increases. In fact, information insecurity has become the bane of today's underdevelopment. Hence, the computer and the networks suffer immeasurable attacks and intrusion and are therefore susceptible to high vulnerabilities. Several approaches had been used in the past to detect and prevent these intrusions but have not been fully sufficient to bring the rate of penetration to lowest ebb [1, 2] . Membrane Computing (MC) which is otherwise called P-system has proved to be a versatile formal model for solving NP hard computational problems despite its infancy stage. Its areas of application include; Boolean Satisfiability (SAT) problems and the Traveling Salesman Problem (TSP) [3] . Also, going through the literature, it is noteworthy to report the efforts of Leporati and Ferretti [4] on firewalls as it was the first attempt of the application of membrane computing to cyber security.
Furthermore, Intrusion Detection System (IDS) according to [5, 6, 12] , is viewed as a system which constantly and dynamically monitors a system with the primary aim of identifying and reporting unusual activities or actions which are symptomatic of an attack. If these supposedly attacks are not checkmated, the aftermath on a system would be: (i) compromise of its integrity, (ii) denial of its availability and (iii) inefficiency. Intrusion detection is based on the principle that intruder features are different from the normal behaviours [12] . It can be divided into two general types known as anomaly detection (otherwise called positive approach) and misuse or signature detection system (which is also known as negative approach) [13] . While a signature-based IDS looks for known signature attacks (misuse of the system resources) by pattern matching technique, an anomaly-based IDS detects threats by determining whether the activity deviates significantly from the known normal behaviour [12, 13] .
Anomaly detection detects threats by determining whether the activity deviates significantly from the known normal behaviour. Misuse detection detects threats based on whether the signature of the behaviour matching a known threat pattern or not [12] .
The quality of a typical IDS is usually impacted by factors such as feature selection, data normalization and classification techniques. Hence, the motivation behind this work is the enhancement of the efficiency of prediction rates (Classification Accuracy Rate, Attack Detection Rate and False Alarm Rate) by adopting feature selection (FS) method. This hinges on the fact that some features may contain false correlations which hinder the process of detecting intrusions, while some others may have redundant and extraneous features which increase computation time, and thereby negatively affecting the accuracy of an IDS.
Therefore, the focus of this paper is to make an exposé into the selection of feature subset in IDS with a view to improving the Bee Algorithm (BA) approach using MC paradigms of communication and parallelism. This will invariably help to make an efficient prediction.
The following sections of the paper are arranged thus: Section II briefly discusses membrane computing without leaving behind its communication rules and how they are applied. Section III dwells on Feature Selection with specific emphasis on Bee Algorithm. The fourth section discusses our proposed approach, that is, BA-MC technique. The fifth section highlights the dataset used, methodology, performance measurement and experimental set up. Section VI presents the experimental results with its analysis and justification. The final section concludes through summary.
II. MEMBRANE COMPUTING
Membrane computing emanated from natural computing (i.e computing which concerns itself with what is going on in nature and inspired by nature). Hence, membrane computing enriches the models of molecular computing by providing a spatial structure for molecular computations, inspired by the membrane structure and functioning of living cells. It is inherently and maximally a parallel computing model because communication between the multisets and objects within the regions and compartments of a membrane takes place concurrently. Usually, membranes which form hierarchical structure could be dissolved, divided, created and their permeability is modifiable [7] . The communications between compartments and with the environment play an essential role in the processes.
Formally therefore, a membrane system is machinery with a construct:
where:
O is an alphabet, its elements are called objects; μ is a membrane structure consisting of m membranes, with the membranes (and hence the regions) labeled with 1, 2, …, m; m is called the degree of Π; wi, 1 ≤ i ≤ m , are strings which represent multisets over O associated with the regions 1, 2, … ,m of μ; Ri , 1 ≤ i ≤ m, are finite sets of rules over O; Ri is associated with the region i of μ; io ∈ {1, 2, …, m} is a the label of an elementary membrane (the output membrane).
A. Communication Rule in Membrane Computing
The basic model of membrane computing consists of a hierarchical structure composed by several membranes, embedded into a main membrane called the skin. where h ∈ H, α, β ∈ {+,−, 0}, a, b ∈ O. Implying that when an object is released from the membrane, it is possible that this object is modified. The initial charge which is α, is changed to β. Also, the label is not affected
B. Application of Membrane Computing Rules
Generally, with a number of well-defined steps, a membrane computing always starts with an initial configuration where the input data is encoded. The transition from one configuration to the next is performed by applying rules to the objects inside the regions (the rules to be used are chosen randomly). Then thereafter, the system reaches a state called halting computation when it is no longer visible to apply any rule.
Each step involves iterating through all membranes in the system and the application of rules, which occurs in both maximally parallel and non-deterministic manner [7, 10] . Basically, each membrane possesses a collection of evolution and communication rules, which dictate how the content of membranes evolves and define the intermembrane communications. When a rule is applied within a system, it causes it to evolve to a new state. However, before a rule is functional, some conditions must be met, such as required set of input objects (symbols or catalysts).
So, when applying a rule within a membrane, the following steps are usually adopted:
1. Assign symbols from a membrane's content to the rule's inputs.
2. If all inputs are satisfied, remove all assigned symbols from membrane.
3. Create output symbols and hold until all rule assignment, for all membranes, has taken place.
4. Add output symbols to targeted membranes. 5. Dissolve membranes as necessary. Still on the application of rules, the membrane structure S such as in Fig. 1 Figure 1 is also captured it the tree diagram below: 
C. Simulating with Membrane Computing
All the variants (cell-like, tissue-like and neural-like) of membrane computing share the same simulation structure. So, a typical membrane computing structure is made up of three parts., namely: (i) the input which comprises of the user and the definition of the membrane computing to be executed (ii) The core -which is the computer system's processor where the manipulation of the membrane computing earlier defined takes place (iii) output-where relevant information is generated and given out to the user (See Figure 2 ). This implies that in a membrane computing, like any other system, ideas and problems to be solved emanate from man and the final result generated is made used by him. 
III. FEATURE SELECTION IN IDS
The quality of a typical IDS is usually impacted by factors such as feature selection, data normalization and classification techniques. Hence, in this work, feature selection (FS) helps to select a subset of relevant features occurring in a training set so as to build robust learning model to enhance the efficiency of prediction rate (Classification Accuracy Rate, Attack Detection Rate and False Alarm Rate). This hinges on the fact that some features may contain false correlations which hinder the process of detecting intrusions, while some others may have redundant and extraneous features which increase computation time, and thereby negatively impacting the accuracy of an IDS.
Generally therefore, FS may be viewed as a method of replacing a set of complex classifiers by using all features b, with a simpler one by using a subset of the features a, whereby a < b. Its benefits include:
It makes training and applying a classifier more efficient by decreasing the size of the effective vocabulary.
Feature selection often increase classification accuracy by eliminating noise features.
It improves model interpretability.
A. Distinctions between Filter and Wrapper Approaches
In all, feature selections are often grouped into two, namely; filter and wrapper approaches [5, 6, 12] . By adopting a filter is a classifier agnostic pre-selection methods which are independent of the applied machine learning algorithm. The selection of appropriate features is based on distance, information, dependency and consistency measures in the feature space and is carried out completely independent from the classifier deployed. On the other hand, wrapper is a feedback method which incorporates machine learning algorithm, in sharp contrast, to the filter approach. Wrapper approach relies on the performance of a specific classifier to evaluate the quality of a set of features [14] .Hence, it seen to be more computationally demanding than filter method.
B. Bee Algorithm in Feature Selection
The Bees Algorithm (BA) is a new population-based search algorithm, first developed in 2005. The algorithm mimics the food foraging behaviour of swarms of honey bees. In its basic version, the algorithm performs a kind of neighbourhood search combined with random search and can be used for optimization problems [19] .
The BA pseudo codes are captured in the figure 3 : Osama and Zulaiha [5] highlighted the steps involved in the application of Bee algorithm to feature selection thus:
(Initialization) randomly generates initial scout bee population.
Measure the fitness of all the bees in the population. Where the accuracy of the Support Vector Machine (SVM) classification and all the chosen features are utilized to calculate the fitness function.
The bees that have highest fitness are selected as elite bees and sites visited by them are chosen for neighbourhood search.
The algorithm conducts searches in the neighborhood of the selected sites. Mutation operator was used for neighbourhood search around elite bees' position.
The algorithm recruits bees around selected site, assigning more bees to search near to the best e sites. The fitness of each bee is then evaluated.
For each site only, the bee with the highest fitness will be selected to form bee population.
The algorithm conducts searches in the neighborhood of the selected sites. Mutation operator was used for neighborhood search around elite bees' position.
These steps are iterated until a stopping criterion is met and the bee that has feature subset with the best fitness is selected. Otherwise, the algorithm will continue to generate new population of scout bees. In this algorithm the fitness value is allocated as stopping criteria. At the end of all the iterations, the colony will have two parts of its new population representatives from each selected patch and other scout bees are assigned to carry out random searches.
At the end, SVM is trained based on the best feature subset. Then, the testing datasets are used for testing purpose.
IV. THE PROPOSED APPROACH

A. Membrane Computing in Feature Selection
Being a model which is inspired by biology, MC uses objects as transporting mechanisms through membranes. So, because a typical membrane structure consists of both internal and skin membranes, the membrane algorithm is also made up of sub-algorithms which interact based on its communication rules. Membrane communications only occur in parallel between adjacent regions. So, during implementation, MC algorithm is designed to have two phases. The first phase deals with activities in the sub-algorithms where initial solutions are generated. The second phase captures the proceedings within the skin membrane (otherwise called output membrane) which garners the initial solutions as its input to generate the final solution. Invariably, after necessary manipulations, better solutions are generated as shown in Figure 4 . Hence, the pseudo codes above are explained thus:
Step 1: We first initialize the 41 subsets randomly in membranes
Step 2: We execute the Bee Algorithm codes as contained in Figure 3 above by running it concurrently in the different membranes for x number of times
Step 3: Best solutions are collected from these individual membranes, sent into and mixed in the output membrane.
Step 4: In the output membrane, the BA codes are run once again.
Step 5: After running for a specific number of times, then collect the best solution which serve as the final solution. 
V. METHODS AND MATERIALS
The experiments were carried out on subsets from KDD Cup 1999 dataset which was pre-processed by the Columbia University and distributed as part of the UCI KDD Archive. This dataset has been chosen for this experiment because it is the generally accepted standard dataset for IDS which allows for easy comparison with previous works. Also, if any raw datasets are used for classification, there is every tendency that correct results may not be obtained at the end of the experiments because the classifier may get confused due to availability of redundancy.
Java was adopted as the implementation programming language.
Support Vector Machine which is a supervised machine learning algorithm was used for classification. We made use of the Library for Support Vector Machines LIBSVM [20] , which is the one of the most widely adopted implementations of support vector machines.
For each TCP/IP connection, 41 various quantitative and qualitative features were extracted along with one class label. Table 1 shows all the features labeled A-AO found in the dataset.
A. Experimental Setup:
The experiments used CORE i5-2450M CPU 2.50 GHZ with 4.00 GB RAM, Windows 7 Home Premium. While Java was adopted as the implementation programming language, three membranes were used including an output membrane.
B. Parameter and Performance Measurement:
The fitness accuracy was calculated using, equation (1) Furthermore, for these experiments, the following parameters were adopted: 
C. Performance Measurement:
Here, evaluation was done based on three performance metrics which are the Classification Accuracy Rate (CAR), Attack Detection Rate (ADR) and False Alarm Rate (FAR).
CAR: This is defined as the portion of True Positives and True Negatives in the population of all instances.
ADR: This is defined as the number of attack instances detected by the system(True Positive) divided by the total number of attack instances present in the test set.
FAR: Is defined as the number of 'normal' patterns classified as attacks (False Positive) divided by the total number of 'normal' patterns.
Usually, in calculating these performance metrics in IDS, the Confusion Matrix is adopted and they are mathematically derived as:
True Positive (TP): A legitimate attack which triggers an IDS to produce an alarm.
False Positive (FP):
An event signaling an IDS to produce an alarm when no attack has taken place.
False Negative (FN): A failure of an IDS to detect an actual attack.
True Negative (TN): When no attack has taken place and no alarm is raised.
VI. RESULTS AND DISCUSSIONS
Since the type of features selected has consequential effect on the overall intrusion detection, the fitness of such features should therefore be established initially. Therefore, Table III below shows the results of different feature subsets and their fitness obtained after 10 independent runs. The 9th run produced the highest fitness by returning 79.77, hence it was used for the training of our SVM classifier. An incoming data into a system is either an intrusive one or otherwise, hence, Table IV and Figure 6 depict the comparison of the obtained Classification Accuracy Rate (CAR) of BA-MC with other existing methods. Based on the feature subsets selected in Table III above, the mean values (x) for every method were subsequently calculated and the results show that BA-MC is the best of all by yielding 95.60. Figure 6 . Comparison of classification rates using bar chart Furthermore, an IDS is not only measured on how fast it is able to report an attack, but also in ascertaining that the alarm so generated is true. In the subsequent Tables V and VI, the Attack Detection Rate (ADR) and False Alarm Rate (FAR) of all the approaches including our BA-MC, were compared. Although, it is seen that BA has the highest mean value of 1.11 above ours in the ADR, but suffice to mention however that our BA-MC approach also produced very high detection rate of 89.11.
Furthermore, our MC approach outperformed all the other approaches by returning 0.004 as the mean value for the false alarm rate. This is a significant decrease when compared to others. Figure 7 depicts a typical Receiver Operating Characteristics (ROC) curve. Here, the false alarm rate is plotted against attack detection rate. Performance and accuracy are usually measured by the way a graph line tilts towards the top left corner of the y-axis, that is (0,1). This is a condition when an IDS returns 100% ADR and 0% FAR. So, a ROC curve helps to visualize trade-offs between ADR and FAR in intrusion detection models [21] . Therefore, from Figure 7 , it is evidently clear that our approach depicted with line shows a better performance. This is because it is almost directly positioned on the y-axis and a few distance away from the top left corner.
The justification for the superiority of our approach, over other known methods could be premised on:
The very high Classification Accuracy Rate The extremely low False Alarm Rate
VII. CONCLUSION
In this paper, we presented a summary of part of our recent work on IDS's subset feature selection. Simulation results demonstrated that Membrane Computing paradigm is a better tool for enhancing Bee Algorithm based feature subset selection method in IDS. With the KDD-Cup datasets used in the experiments, we were able to establish that, MC has the potential of considerably increasing Classification Accuracy Rate and consequently decreasing the False Alarm Rate. Generally, our approach returned as high as 89.11% ADR. Quite remarkably however, when the results are compared to other previous approaches so far, it has the highest CAR with an average value of 95.60% and the lowest FAR of 0.004. 
