WKB approach to zero distribution of solutions of linear second order differential equations  by Martı́nez-Finkelshtein, A. et al.
Journal of Computational and Applied Mathematics 145 (2002) 167–182
www.elsevier.com/locate/cam
WKB approach to zero distribution of solutions of linear
second order di)erential equations
A. Mart+,nez-Finkelshteina;b, P. Mart+,nez-Gonz+aleza ; ∗, A. Zarzoc;b
aDepartamento de Estadstica y Matematica Aplicada, Universidad de Almera, La Can˜ada, 04120 Almera, Spain
bInstituto Carlos I de Fsica Teorica y Computacional, Universidad de Granada, 18071 Granada, Spain
cDepartamento de Matematica Aplicada, E.T.S. Ingenieros Industriales, Universidad Politecnica de Madrid,
28006 Madrid, Spain
Received 6 February 2001; received in revised form 25 July 2001
Abstract
Given a second-order linear di)erential equation y′′(z)+S(z)y(z)= 0, the distribution of zeros of its solutions is de9ned
by =
∑
y(z)=0 z , where z stands for the Dirac delta at the point z. Some techniques of approximation of the restriction
of  to R directly from S(z) are considered. In particular, for the WKB method error bounds are provided and some
related results established. In the second part, formulas for the appropriate scaling in the holonomic case are given. As
an illustration, we obtain the asymptotic distribution of the real zeros of some families of polynomials. c© 2001 Elsevier
Science B.V. All rights reserved.
Keywords: Second-order linear equations; WKB approximation; Hypergeometric polynomials; Zero distribution; Van
Vleck polynomials; Heine–Stieltjes polynomials
1. Introduction
Given a real function y(x) on R, we associate with it the counting measure of its real zeros, y,
y =
∑
y(x)=0; x∈R
x;
where x is a unit mass at the point x and the sum is taken over all real zeros of y with account
of their multiplicity. Thus, the number of zeros of y lying on a given interval  ⊆ R is
y()=
∫

dy(x): (1)
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It is a classical problem of great interest to compute or estimate the measure y for a solution of a
linear second-order di)erential equation of the form
y′′(x) + S(x)y(x)= 0; (2)
directly in terms of the function S. Recall that, by the well known Sturm separation theorem (see
e.g. [24, p. 5]), the measure y of any interval  ⊂ R di)ers by at most 1 for all nontrivial solutions
of (2).
The 9rst step in this sense is given by the well known result (see e.g. [9, Section 10:32] or [26,
p. 131]) that if S ∈C() and S(x)6 0, then any solution y ≡ 0 of (2) has at most one zero in 
(in other words, it is nonoscillatory in ). Thus, for continuous S we will concentrate on the set of
positivity of S, where the “majority” of the real zeros of y should live. In fact, we will study the
restriction of y to
I+ = {x∈R: S(x)∈C2 and S(x)¿ 0}: (3)
Since it is rather ambitious to try to 9nd y precisely, several methods of approximation of y on
I+ have been proposed. For instance, Muldoon [18] starts by transforming (2) into the trigonometric
di)erential equation u′′(t) + u(t)= 0. As it was shown in [10], this is always possible by means of
the change
x′(t)=y21(x) + y
2
2(x); u(t)=y(x)
√
y21(x) + y
2
2(x); (4)
where y1(x) and y2(x) are two solutions of (2) whose wronskian is equal to one. Then, an estimate
for y on I+ is given by (see [18] for details)
dappy =
dx
[y21(x) + y
2
2(x)]
;
which for any subinterval  of I+ satis9es |y() − appy ()|6 1. An apparent drawback of this
method is that it requires the explicit knowledge of the solutions y1 and y2 or, at least, the compu-
tation of y21(x)+y
2
2(x). In [18] this was carried out for the Bessel di)erential equation by means of
some well known properties of its solutions.
In this paper, we will follow an alternative approach which does not require the explicit knowl-
edge of solutions nor the computation of any related quantity, and is based on the so-called WKB
approximation (see e.g. [6,20,21]). It considers the absolutely continuous measure wkby , whose
density is
(wkby )
′=
1

√
S(x) (5)
as an estimation of the restriction of y to I+. Here and below, we implicitly take the positive branch
of the square root of a positive function.
The same expression for wkby is obtained alternatively using a result by Nehari [19], which allows
to establish error bounds for the approximation. In the next section we state this result as it appears in
[24] and produce a direct and elementary proof of some alternative error bounds. Then, we study the
behavior of the WKB approximation when the di)erential equations depend on a parameter n→∞.
These results are applied to a class of holonomic di)erential equations, for which the limiting zero
distribution and the appropriate rescaling are determined. Finally, we consider several examples as
an illustration of our approach.
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2. Error bounds for the WKB approximation
The motivation to take wkby as in (5) can be summarized as follows (see [2–4,27,29,30] for
details). Consider an interval = [; ] ⊂ I+; insert in (2) the Liouville–Green transformation,
consisting in the change of function
v(x)= [S(x)]1=4y(x) (6)
and of the variable
!(x)=
∫ x

√
S(t) dt: (7)
We obtain the equation for V (!)= v(x(!)) of the form
d2
d!2
[V (!)] + (1− (!))V (!)= 0; (8)
where
(!)=(x)=
4S(x)S ′′(x)− 5[S ′(x)]2
16[S(x)]3
: (9)
Assuming || small, a good approximation for V satisfying (8) is V (!)=A sin(!+ B), where A; B
are some constants. Hence, the WKB approximation for the solutions of the starting Eq. (2) is
ywkb(x)=A[S(x)]−1=4 sin(!(x) + B); x∈: (10)
Since !(x) is a positive increasing function in , the zeros of ywkb(x) in (10), denoted by x1¡x2¡
· · ·¡xk ¡ · · ·, satisfy
!(xk)= k− B; k =0; 1; 2; : : : :
Thus, the function Nwkby (x) := (1=)!(x) veri9es
Nwkby (xk+j)− Nwkby (xk)= j: (11)
The latter relation allows us to consider the function Nwkby (x) as the cumulative number of zeros of
the WKB solution (10). Based on this property, the WKB approximation to the zero density on I+
is taken as the derivative of Nwkby (x) := (1=)!(x), i.e. the one given by (5).
These heuristic arguments need to be supported by some rigorous bounds showing how well wkby
approximates y on I+.
Let us 9rst make some remarks about notation. As pointed out in (1), y() denotes the number
of zeros of a solution y in the interval . In the same way, the WKB approximation to this number
of zeros will be denoted by wkby (). In view of (5), its expression is
wkby ()=
∫

dwkby (x)=
1

∫

√
S(x) dx: (12)
Finally, denote h(x)= S−1=2(x)¿ 0 for x∈ I+.
Using a result of Nehari [19] on eigenvalues of an equation connected with (2), the following
proposition is proved in [24, Theorem 2:55]:
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Proposition 1. Assume that = [; ] is a closed subinterval of I+ and the solution y of (2) satis:es
that y()=y()= 0. If
M =max
x∈
|h′(x)|;
then
(1− 12M)wkby ()6 y()− 16 (1 + 12M)wkby (): (13)
We present here some alternative bounds, based on  only:
Proposition 2. Let = [; ] is a closed subinterval of I+ and  the function de:ned in (9). Set
M=max
x∈
(x); m=min
x∈
(x): (14)
Then; if M¡ 1; the following inequalities hold for every nontrivial solution y of (2):
wkby ()
√
1−M − 36 y()6 wkby ()
√
1− m + 3: (15)
Proof. Notice, 9rst of all, that all the zeros of y in I+ are simple. The Liouville–Green transformation
(6) and (7), that takes the di)erential equation (2) into (8), assures that y()= V (˜), where
˜=!(). By the Sturm separation theorem, if Y is any other solution of (2), then
|Y ()− y()|6 1: (16)
We will compare (8) with two di)erential equations,
u′′(!) + (1− m)u(!)= 0; v′′(!) + (1−M)v(!)= 0 ; !∈ ˜:
By assumption, m¡M¡ 1; thus, up to multiplicative constants, their general real solutions can
be written as u(!)= sin[
√
1− m ! + B1] and v(!)= sin[
√
1−M ! + B2], respectively, where
B1; B2 ∈R. Then,
06 u(˜)− E
[√
1− m !()

]
6 1; 06 v(˜)− E
[√
1−M !()

]
6 1; (17)
where E[a] denotes the integer part of a.
Having in mind that 1−M¡ 1−(!)¡ 1−m and applying a well known comparison theorem
(see [24, p. 5]), the following bounds for y() can be obtained:√
1−M !()

− r16 y() + &6
√
1− m !()

+ r2;
where 0¡ri6 2, i=1; 2, and |&|6 1.
Finally, since ˜= [0; !()], we can conclude that for any solution y of (2) there always exist
two numbers, (1; (2, such that −1¡(i ¡ 3, i=1; 2, and
y()− (1
wkby ()
6
√
1− m; y() + (2wkby ()
¿
√
1−M:
From this, inequalities (15) follow.
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Corollary 3. If ln(S) is a downward concave function on an interval  ⊂ I+; then for every
nontrivial solution y of (2) inequalities (15) are valid.
Proof. Indeed, in this case M¡ 0, which is suQcient for Proposition 2.
3. Asymptotic distribution of zeros
In the rest of the paper, we will assume that the di)erential equation (2) depends upon a real
parameter, n, which runs over a (discrete or continuous) index set ). For each value of n∈) we
9x a nontrivial solution y :=yn(x) of the equation
y′′(x) + S(x; n)y(x)= 0 (18)
and study the zero distribution yn . Since each yn can be approximated by the corresponding WKB
distribution wkbyn , we are interested in how close asymptotically are yn and 
wkb
yn when the parameter
n tends to a given value n0. Without loss of generality, we may take n0 =∞, assuming in what
follows that this is the unique accumulation point of ).
Extending the notation introduced in (3), let
I+n = {x∈R: S(x; n)∈C2 and S(x; n)¿ 0}:
Assume that
I+∞=
⋃
k¿1
⋂
n¿k
I+n
contains an interval . Then, for all suQciently large n∈), wkbyn ()¿ 0. Taking into account Propo-
sition 2, we assume additionally that
lim
n∈)
wkbyn ()=∞: (19)
In this asymptotically oscillatory case it is more convenient to work with normalized-to-unity zero
distributions, i.e.:
*yn =
yn
yn()
; *wkbyn =
wkbyn
wkbyn ()
: (20)
In what follows, we denote the weak convergence of a sequence of measures {n} (n∈)) to a
measure  by n → .
Proposition 4. Assume that condition (19) holds and that the uniform limit
f(x) := lim
n∈)
√
S(x; n)
wkbyn ()
¿ 0; x∈; (21)
exists. Then; the sequence of the restriction of measures (20) to  verify:
(i) There exists an absolutely continuous unit measure * on  such that
*yn | → *; n∈):
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(ii) The sequence of WKB approximations *wkbyn ; given in (20); is asymptotically exact:
*wkbyn | → *. In particular;
*′(x)=f(x): (22)
Proof. It is a consequence of Proposition 2. Indeed, if the uniform limit (21) exists then we may
take derivatives in (21), so that with account of (9) and (19),
lim
n∈)
(x; n)= 0:
From (15), for any subinterval ′ ⊂ ,
lim
n∈)
*yn(
′)= lim
n∈)
*wkbyn (
′)=
∫
′
f(x) dx;
and the assertion follows.
Remark 5. A question, appearing frequently in practice, is the behavior of the so-called Stieltjes
sums, i.e. the moments of the zero counting measure of a solution of (18). An immediate consequence
of the proposition above is that under assumptions (19),
lim
n∈)
1
yn()
∑
yn(x)=0; x∈
xk =
∫

xk d*(x); k =0; 1; : : : :
4. Scaling in holonomic di'erential equations
In some cases when the limit (21) does not exist, Proposition 4 can be applied after a scaling
of the variable t= xrn in the original di)erential equation. In general, the appropriate scaling {rn},
if exists, is not trivial to 9nd. In this section we focus on a rather wide class of holonomic linear
di)erential equations of the second order. Namely, we consider a one-parametric family of di)erential
equations of the form
A0(x; n)y′′n (x) + A1(x; n)y
′
n(x) + A2(x; n)yn(x)= 0; n∈); (23)
which satisfy the following assumptions:
(i) The coeQcients
Ai(x; n)=
di∑
j=0
ai; j(n)xj; i=0; 1; 2; (24)
are polynomials in the variable x of 9xed degree (independent of the parameter n) di =degAi(x; n),
i=0; 1; 2.
(ii) The coeQcients Ai(x; n), i=0; 1; 2, (or equivalently, ai; j(n)) are meromorphic functions in the
variable n in a neighborhood of n=∞.
The solutions of such equations appear naturally in di)erent areas, such as quantum mechanics
(vawe functions, see [5]) or special functions (semiclassical polynomials, see [11]).
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The substitution
yn(x)= un(x) exp
(
−1
2
∫
A1(x; n)
A0(x; n)
dx
)
;
which leaves the zeros invariant, reduces the Eq. (23) to the Jacobi’s form
u′′n (x) + S(x; n)un(x)= 0 (25)
with
S(x; n)=
P(x; n)
4A20(x; n)
; P(x; n)=A1[2A′0 − A1]− 2A0[A′1 − 2A2]: (26)
Consequently,
degP6 2p− 2; p=max
i
{di + i}: (27)
We introduce one more piece of notation: if R is a meromorphic function of n in a neighborhood
of n=∞, we denote by @R the order of the zero at n=∞; in other words,
@R=sup
{
∈R: lim
n∈)
nR(n)= 0
}
;
in particular, if R(n) ≡ 0, then @R=+∞.
Theorem 6. Under the assumptions above; let un be a solution of (25) such that
lim
n∈)
un(R)
n
=C =0;
for an ¿ 0. Set
s=min{@ak;p−k + k : k =0; 1; 2}; (28)
r=min
{
@ak;j − s+ k
p− k − j : k =0; 1; 2; j=0; : : : ; p− k − 1
}
: (29)
Then there exist the :nite limits
A∗k (t) := limn∈)
ns+(p−k)r−kAk
( t
nr
; n
)
; k =0; 1; 2: (30)
Let
P(t)= 4A∗0(t)A
∗
2(t)− [A∗1(t)]2: (31)
If I = {t ∈R: P(t)¿ 0} = ∅; then for any nontrivial solution un of equation (25) the counting
measure of the scaled real zeros converges:
1
n
∑
un(t)=0; t∈R
nrt → *: (32)
The measure * is supported on the closure of I and its absolutely continuous part satis:es
*′(t)=
1
2
√
P(t)
|A∗0(t)|
; t ∈ I: (33)
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Proof. With account of the expression for Ai(x; n), i=0; 1; 2, given in (24),
Ai
( t
nr
; n
)
=
p−i∑
j=0
ai; j(n)
njr
tj; i=0; 1; 2:
Thus, for limits in (30) we have
lim
n∈)
ns+(p−i)r−iAi
( t
nr
; n
)
= lim
n∈)
p−i∑
j=0
ns+(p−i−j)r−iai; j(n)tj; i=0; 1; 2
and the statement in (30) is equivalent to the existence of the following 9nite limits:
lim
n∈)
ns+(p−i−j)r−iai; j(n); i=0; 1; 2; j=0; : : : ; p− i: (34)
For i=0; 1; 2 take 9rst j=p− i; then by (28),
s6 @[ai;p−i(n)] + i ⇔ @[ns−iai;p−i(n)]¿ 0;
so that 9nite limits (34) exist for i=0; 1; 2 and j=p− i.
On the other hand, if 06 j¡p− i, then by (29),
r6
@[ai; j(n)]− s+ i
p− i − j ⇔ @[n
s+(p−i−j)r−iai; j(n)]¿ 0;
which yields again 9nite limits in (34).
Assume now that I = ∅. Then obviously A∗0 ≡ 0, and expression (33) makes sense. Taking in the
di)erential equation (25) the change of variable x= t=nr , we obtain the equation
v′′n (t) + Sˆ(t; n)vn(t)= 0;
where
vn(t)= un(x) and Sˆ(x; t)=
1
n2r
S(t=nr; n):
With account of (30) and (31),
lim
n∈)
1
n
√
Sˆ(x; t)=
1
2
√
P(t)
|A∗0(t)|
and it is suQcient to apply Proposition 4 in order to conclude the proof.
Observe that the limit measure * may have a nontrivial singular component (say, mass points)
which is not “detected” by the WKB approximation (see an example with Jacobi polynomials below).
5. Some examples
The results in the previous section allow us to use the WKB method to 9nd the real zeros
distribution of solutions of linear second-order di)erential equations. As an illustration, we apply
these techniques to some families of polynomials.
An important class of special functions is that of the semiclassical orthogonal polynomials which
satisfy a di)erential equation (23), where Ai(x; n) are polynomials in x of degree 6 g− i (i=0; 1; 2),
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respectively (see [8]). The hypergeometric type polynomials (g=2) include the classical orthogo-
nal polynomials (Jacobi, Laguerre, Hermite) and the so-called relativistic Hermite polynomials as
particular cases (see [1,13,14,28,31]).
It is well known (cf. [20,31]) that the hypergeometric-type di)erential equation has a polynomial
solution yn(x) (the hypergeometric-type polynomial) of degree n if and only if
A2(x; n)=− nA′1(x; n)−
n(n− 1)
2
A′′0 (x; n): (35)
This solution yn is unique, up to a constant factor.
As above, we denote
A0(x; n)= a0;2(n)x2 + a0;1(n)x + a0;0(n); A1(x; n)= a1;1(n)x + a1;0(n):
Taking =1 and with account of (35) we get from Theorem 6 the following result:
Corollary 7. Consider the sequence of di?erential equations (23) with n∈) ⊂ N and the corre-
sponding sequence {yn}n∈) of their polynomial solutions; deg yn= n. De:ne
s=min{@a0;2; @a1;1 + 1}; r=min
{
@a0;1 − s; 12(@a0;0 − s); @a1;0 − s+ 1
}
: (36)
Then there exist the uniform limits
lim
n∈)
ns+2rA0
( t
nr
; n
)
=A∗0(t); limn∈)
ns+r−1A1
( t
nr
; n
)
=A∗1(t):
Furthermore; let
P(t)=− {[A∗1(t)]2 + 2A∗0(t)[2(A∗1)′(0) + (A∗0)′′(t)]}: (37)
Then; if I = {t ∈R: P(t)¿ 0} = ∅; we have that
*n=
1
n
∑
yn(t)=0; t∈R
nrt → *; (38)
where
*′(t)=
1
2
√
P(t)
|A∗0(t)|
; t ∈ I: (39)
Notice that in the hypergeometric case the degree of P(t) is 6 2, and the support  of the limit
distributions * can be easily found. In particular, it consists of either a single bounded interval, or
a union of at most 2 unbounded disjoint intervals.
From this general result, many particular cases of interest, thoroughly treated in the literature,
can be obtained. As an illustration, let us consider 9rst the Jacobi (P(n;n)n ), Laguerre (L
(n)
n ) and
generalized Bessel (B(n)n ) polynomials with varying parameters (see [15,16]). Assume that n and
n are two sequences of real numbers such that the limits
lim
n∈)
n
n
=A∈R; and lim
n∈)
n
n
=B∈R; (40)
exist.
176 A. Martnez-Finkelshtein et al. / Journal of Computational and Applied Mathematics 145 (2002) 167–182
Jacobi polynomials with varying parameters, P(n;n)n : in equation (23),
A0(x; n)= 1− x2; A1(x; n)= n − n − (n + n + 2)x;
so that according to our notation,
a0;0 = 1; a0;1 = 0; a0;2 =− 1; a1;0 = n − n; a1;1 =− n − n − 2:
From (36) we obtain that
s=min{0; 0}=0; r=min{+∞; 0; 0}=0:
Thus, no scaling is necessary. Furthermore, by (37),
P(t)= (A+ B+ 2)2(t − 4−)(4+ − t); t ∈ (4−; 4+);
where
4±=
B2 − A2 ± 4√(A+ 1)(B+ 1)(A+ B+ 1)
(A+ B+ 2)2
: (41)
Thus, I = {t ∈R: P(t)¿ 0} = ∅ if and only if
A+ B+ 2 =0 and (A+ 1)(B+ 1)(A+ B+ 1)¿ 0: (42)
In other words,
*n=
1
n
∑
yn(t)=0
t → *;
where * has a nontrivial absolutely continuous part on R if and only if (A; B)∈R2 belongs to one
of the following regions:
(i) A¿− 1; B¿− 1; A+ B+ 1¿ 0;
(ii) A¡− 1; B¿− 1; A+ B¡− 1 (and the symmetric one, A¿− 1; B¡− 1; A+ B¡− 1,
obtained by interchanging A and B).
As it was observed in [16], relations [25, Chapter IV]
P(;)n (−x)= (−1)nP(;)n (x) and P(;)n (x)=
(
1− x
2
)n
P(
′ ; )
n
(
x + 3
x − 1
)
;
where ′=− 2n− −  − 1, allow us to reduce the study to the situation
B¿A¿− 1; A+ B¿− 1: (43)
In this case, −16 4−¡4+6 1, and (39) reads as
*′(t)=
A+ B+ 2
2
√
(t − 4−)(4+ − t)
1− t2 ; t ∈ (4−; 4+); (44)
where 4± are given in (41). Straightforward computation allows to check that under conditions (43)∫ 4+
4−
*′(t) dt=
A+ B+ 2
4
(2−
√
(1− 4−)(1− 4+)−
√
(1 + 4−)(1 + 4+))
= 1 + min{A; 0}+min{B; 0}: (45)
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In particular, we see that for A; B¿ 0 the limit measure * has no mass points. In the case when
either A or B is negative Theorem 6 gives us only the absolutely continuous part of *. As it was
mentioned previously, the WKB-based method described is in general unable to “detect” mass points
in the limit distribution of real zeros.
Example 8. Assume ¿ − 1; k; n∈N and n¿ k. It is known that the Jacobi polynomials with
parameters (−k; ) satisfy [25, Section 4:22]
P(−k;)n (x)= 2
−k
(
 + n
k
)(
n
k
)−1
(x − 1)kP(k;)n−k (x):
Hence, for the sequence of polynomials y2n(x)=P
(−n;)
2n (x); n∈N, we have
*2n=
1
2n
∑
y2n(t)=0
t → 121 +
1
2
*;
where * is the unit measure describing the limit distribution of the zeros of the sequence P(n;)n . As
we have seen, * has no mass points and is supported on [− 1; 79 ], where *′ is given by (44) with
A=1; B=0.
On the other hand, direct application of Theorem 6 to yn (with A= − 12 ; B=0) gives the same
expression for *′ and only (45) shows that we have recovered half of the measure. In fact, the
missing part can be either concentrated in a mass point (as above) or distributed along some curve
in the complex plain (see [16] for details).
The results described above coincide and complement those in [16], where they were obtained
using potential theory techniques. That approach, though valid also for complex zeros, is much more
involved.
Laguerre polynomials with varying parameters, L(n)n : In Eq. (23),
A0(x; n)= x; A1(x; n)= n + 1− x;
so that
a0;0 = a0;2 = 0; a0;1 = 1; a1;0 = n + 1; a1;1 =− 1:
From (36) we obtain that
s=min{+∞; 1}=1; r=min{−1;+∞;−1}=− 1:
Thus, a scaling of the form x= nt is necessary in order to obtain informative asymptotics. Further-
more, by (37)
P(t)= (t − 4−)(4+ − t); t ∈ (4−; 4+);
where
4±=(
√
A+ 1± 1)2: (46)
Thus, I = {t ∈R: P(t)¿ 0} = ∅ if and only if A¿− 1. In this case,
*n=
1
n
∑
yn(t)=0
t=n → *;
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where
*′(t)=
√
(t − 4−)(4+ − t)
2t
; t ∈ (4−; 4+);
and 4± are given in (46). It is easy to see that under conditions A¿− 1,∫ 4+
4−
*′(t) dt=1 +min{A; 0}:
In particular, for A¿ 0 the limit measure * has no mass points; in the case when either A is negative
Theorem 6 gives us only the absolutely continuous part of *.
Generalized Bessel polynomials with varying parameters, B(n)n : In Eq. (23),
A0(x; n)= x2; A1(x; n)= 2(nx + 1);
so that
a0;0 = a0;1 = 0; a0;2 = 1; a1;0 = 2; a1;1 = 2n:
From (36) we obtain that
s=min{0; 0}=0; r=min{+∞;+∞; 1}=1:
Thus, a scaling of the form x= t=n is necessary in order to obtain informative asymptotics. Further-
more, by (37),
P(t)= 4(A+ 1)2(t − 4−)(4+ − t); t ∈ (4−; 4+);
where
4±=
−A± i√2A+ 1
(A+ 1)2
: (47)
Consequently, I = {t ∈R: P(t)¿ 0} = ∅ if and only if A = − 1 and A¡ − 12 . In this case, 4±¿ 0
and
*n=
1
n
∑
yn(t)=0
nt → *;
where
*′(t)=
1

√
(t − 4−)(4+ − t)(A+ 1)2
t2
; t ∈ (4−; 4+):
These results agree with those in [15], where they were obtained using potential theory techniques.
Moreover, it is easy to see that∫ 4+
4−
*′(t) dt=
(A+ 1)2(
√
4+ −
√
4−)2
2
=min(−2A− 1; 1):
This means that for −1¡A¡− 12 roughly speaking (−2A− 1)n scaled zeros of yn accumulate on
R according to the distribution given by the absolutely continuous part of *.
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An important particular case of (23) is the so-called generalized Lame di)erential equation (in
algebraic form),
A0(x)y′′(x) + A1(x)y′(x) + A2(x)y(x)= 0; (48)
where A0; A1 are polynomials of degree g+1; g, respectively, and A2 is of degree 6 g− 1. The case
g=1 corresponds to the hypergeometric di)erential equation, and g=2, to the Heun’s equation (see
[22]).
Heine [7] proved that for every N ∈N there exist at most
5(N )=
(
N + g− 1
N
)
di)erent polynomials A2 in (48) such that this equation admits a polynomial solution y of degree N .
These coeQcients A2 are called Van Vleck polynomials, and the corresponding polynomial solutions
y are known as Heine–Stieltjes polynomials.
Following Stieltjes, we assume the zeros of A0 to be simple and real, so that without loss of
generality we may take
0= a0¡a1¡ · · ·¡ag=1 (49)
and A0 monic. Moreover, it is assumed that
A1(x)
A0(x)
=
g∑
i=0
6i
x − ai ; 6i ¿ 0; i=0; : : : ; g: (50)
Stieltjes proved in [23] (see also [25, Theorem 6:8]) that for each N ∈N there are exactly 5(N )
di)erent Van Vleck polynomials of degree g − 1 and the same amount of corresponding Heine–
Stieltjes polynomials of degree N , given by all possible ways how the N zeros of y can be distributed
in the g intervals de9ned by the zeros ai of A0. This allows a vector parametrization in the class of
Van Vleck and Heine–Stieltjes polynomials.
For a vector n=(n1; : : : ; ng) let us denote by yn the unique (up to a constant factor) Heine–Stieltjes
polynomial of degree N = n1 + · · ·+ng, and by A2(x; n) the unique Van Vleck polynomial, such that∫ ai
ai−1
dyn = ni; i=1; : : : ; g:
Assume that N = n1 + · · ·+ ng →∞ in such a way that
lim
N→∞
ni
N
= 7i¿ 0; i=1; : : : ; g: (51)
Obviously, vector =(71; : : : ; 7g) belongs to the standard simplex in Rg (71 + · · ·+ 7g=1).
The asymptotic behavior of the sequence of Van Vleck polynomials A2(x; n) was studied in [17].
Namely, there exists a polynomial
Q =
g−1∏
j=1
(x − bj); 0= b06 b1¡ · · ·¡bg−16 1;
uniquely determined by the following conditions:∫ bj
bj−1
√
Q(x)
A0(x)
dx=− i7j; j=1; : : : ; g− 1: (52)
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If (51) holds, then
lim
N→∞
A2(x; n)
N 2
=Q(x): (53)
This facts puts us in the position of using Theorem 6. Indeed, with =1 and s= r=0 we see that
limits in (30) exist:
A∗0(x)=A0(x); A
∗
1(x)= limN→∞
A1(x)
N
=0; A∗2(x)= limN→∞
A2(x; n)
N 2
=Q(x):
Thus,
P(x)= 4A∗0(x)A
∗
2(x)= 4A0(x)Q(x):
The closure of the set I = {x∈R: P(x)¿ 0} consists of at most g− 1 disjoint intervals in [0; 1]. It
can be described in the following way: if we introduce the counting function
Z(x) :=
∫ x
−∞
d[A0 − Q ];
then UI = {x∈R: Z(x)= 1}.
By Theorem 6,
1
n
∑
y(t)=0; t∈R
t → *;
where * is supported on the closure of I and its absolutely continuous part satis9es
*′(x)=
1

√∣∣∣∣Q(x)A0(x)
∣∣∣∣; x∈ I:
This result coincides with the one in [17] where it was obtained using potential theory techniques.
6. Conclusions
It has been shown that the WKB approach gives us an elementary method for computing the
absolutely continuous part of the asymptotic distribution of zeros of a sequence of polynomials
satisfying some one-parametric family of di)erential equations. Furthermore, in a wide and relevant
set of situations it allows us to 9nd the right scaling of these zeros necessary in order to get an
informative result. As a drawback we can mention that this method in general does not render the
singular part of the limit distribution of zeros.
On the other hand, it is interesting to extend these techniques to the complex plane. In fact, as it
was observed in [12], expressions of the type (12) allow us to expect that the zeros distribute (at
least, asymptotically) along trajectories of some quadratic di)erentials. This is the case for classical
hypergeometric polynomials (cf. [15,16]), but a general result remains elusive.
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