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Introduction
Compared to trade in goods, trade in services is a comparatively new phenomenon. Rapid technological advances in information and communication technologies increasingly facilitate trade in services. Therefore, jobs in the service sector, which dominates the economic structure of the highly industrialised economies, due to the ongoing process of tertiarisation, are increasingly at risk of being relocated to countries with lower unit labour costs.
During the American election campaign of 2004, the labour market effects of increased service offshoring were discussed intensively. The theoretical debate was dominated by Paul Samuelson and Jagdish Bhagwati. Samuelson (2004) bases his arguments on a Ricardian model, demonstrating that the labour market effects of offshoring can be negative, if the trade partner were able to realise productivity gains in a formerly non-competitive sector. A share of the comparative advantage that was previously limited to the home economy could thus be sacrificed. Bhagwati (2004) uses a specific-factor model, indicating that service offshoring is always advantageous for the country of origin and leads to welfare gains. This is due to the fact that imported service goods are essential for the production of final goods. If the production factors which initially lose from trade, are compensated financially for their losses, all production factors can win.
There are quite a few empirical studies on the effects of service offshoring on the U.S. labour market. Blinder (2009) suggests that between 22 per cent and 29 per cent of all U.S. jobs could potentially be affected by an increased international sourcing of IT and ICT-enabled services. According to Jensen and Kletzer (2006) , 38 per cent of U.S. workers are in tradable occupations. They estimate that the share of workers in tradable professional and business service industries even exceeds the share of workers in tradable manufacturing industries. 1 Initially, public and political debate on service offshoring was concentrated in the AngloSaxon countries. The geographical and cultural proximity to the central and eastern European countries, which are now part of the European Union, is the main reason why the increased tradability of services is now also discussed intensively in Germany. Moreover, data shows how important both the offshoring and "inshoring" of services has become for the country. 1 For further studies on the U.S. labour market, see e.g. Bardhan/Kroll (2003) and Van Welsum/Vickery (2005) .
Between 1995 and 2006, real gross imports and exports of services increased by around 85 per cent and 132 per cent, respectively. The increase in real gross imports and exports was most pronounced in the sector "Professional, scientific and technical services" with 219 per cent and 264 per cent, respectively. (2) job-to-unemployment transitions. We therefore apply a "subjective" as well as a more "objective" measure of job insecurity. The underlying notion is that the intensification of international trade could raise firms' elasticity of labour demand, making wages and employment more volatile. 4 This could be a reason for employees to feel more insecure about their future employment perspectives.
We group service industries by their level of trade exposure, taking into account their import penetration ratio, export share and trade openness index. The "trading service sectors" have a relatively high value of imports and exports. Conversely, the "non-trading service sectors" are only marginally involved in international trade and therefore have low import and export levels. We examine whether individual labour market outcomes in the German service sector differ for these two groups of industries.
It is often argued that the risk of becoming unemployed declines for employees with a higher skill level. Quantitative analyses indicate a causal relationship between the increasing use of 2 Authors' calculations are based on data from input-output tables (Federal Statistical Office, Fachserie 18, Reihe 2).
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The German Socio-Economic Panel is a yearly conducted survey of the "Deutsches Institut für Wirtschaftsforschung (DIW)". For a detailed discussion of the German Socio-Economic Panel Study, see Wagner/Frick/Schupp (2007) . 4 See, for example, Rodrik (1997) , Slaughter (2001) , Senses (2006) and Molnar/Pain/Taglioni (2007) . However, it is quite evident that the impact of international economic integration on labour demand elasticities is a contentious issue.
computers or computer-based technologies and rising demand for high-skilled labour. Technological progress therefore substitutes for low-skilled labour and is complementary to highskilled labour.
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However, according to a relatively new theoretical approach, taking into account the effects of globalisation, the sustainability of jobs does not depend primarily on the skill level of employees. Blinder (2009) argues that the "more personal a service is, or the more closely tied to a specific geographical location, the harder it is to offshore". An increasing share of high-skill jobs that require expert thinking and/or complex communication but not physical presence, will surely be deliverable remotely in the future. Employees who currently perform these tasks in industrial countries, would have to compete with qualified employees in developing or emerging economies in the future. According to Blinder, there is almost no correlation between the offshorability of a specific task and the qualification of employees, as measured by the level of education. Consequently, we estimate the impact of trade openness both on the probability of a job-to-unemployment transition and on individually reported fear of job loss separately for high-skilled, medium-skilled and low-skilled employees.
Our study deals with the impact of international trade on labour market outcomes, using a worker-flow approach and combining micro and macro data. Whereas job flow studies assume a "direct connection between international factors and the total demand for labour at particular production sites or establishments" (Klein/Schuh/Triest 2003a, p. 73) , studies of worker flows postulate a "direct connection between international factors and the demand for individual workers at particular establishments" (Klein/Schuh/Triest 2003a, p. 78) . See, for example, Bartel/Lichtenberg (1987) , Berman/Bound/Griliches (1994), Berman/Bound/Machin (1998), Machin/van Reenen (1998) and Kölling/Schank (2003) .
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The particular advantages of worker-flow and job-flow approaches are discussed in Klein/Schuh/Triest (2003a), Goldberg/Tracy/Aaronson (1999) and Munch (2005) . Prominent examples of job-flow studies are Davis/Haltiwanger/Schuh (1996) , Gourinchas (1998) , Klein/Schuh/Triest (2003b) and Davidson and Matusz (2001 The combination of micro and macro data enables controlling for a large part of unobserved individual heterogeneity, thus reducing the potential endogeneity bias.
There are some researchers who choose a similar strategy. Scheve and Slaughter (2004) In this present paper, we examine the impact of trade on German labour-market outcomes by combining information on perceived job insecurity, employment status (employed versus 8 Narrow outsourcing is defined as the value of the industry's imported intermediate inputs from the same industry abroad, as a share of the domestic industry's production value. See also Feenstra/Hanson (1996 .
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Further studies which combine industry-level trade data with person-level data include Goldberg/Tracy (2003) , Liu/Trefler (2008) , Geishecker/Görg (2008) , Ebenstein et al. (2009) export ratio or export propensity shows "the overall degree of reliance of domestic producers on foreign markets" (United Nations 2007) and is defined as the ratio of exports to GDP. At the industry-level, the export ratio can be measured by the following equation:
(1)
The export ratio index is biased upwards by re-exports, if not corrected for, and tends to be negatively correlated with economic size. Therefore, we subtracted the re-exports from the value of exports.
The import penetration ratio indicates the degree to which domestic demand is satisfied by imports and is calculated as follows:
Again, we did not consider the imports that are re-exported directly. Domestic demand for goods of industry i was calculated by subtracting gross exports from the value of final uses of goods of industry i.
The trade openness index is defined as follows:
The measure of trade openness reflects the importance of international trade for each particular service sector.
10
The aggregation scheme is presented in the statistical annex.
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The input-output tables which include data on German imports and exports, classified by sectors, can be downloaded free of charge at www.destatis.de (Federal Statistical Office, Fachserie 18, Reihe 2). In order to categorize the 12 service sectors according to their trade exposure, we form two groups. The "trading service sectors" have a relatively high value of imports and exports.
Conversely, the "non-trading service sectors" are only marginally involved in international trade and therefore have low import and export levels. Table 1 reports to which of the two trade-exposed groups the 12 NACE industries are assigned.
The categorization is largely consistent with the aggregation of Kalmbach et al. (2005) , who distinguish between "market-determined services" and "other services". The only difference lies in the categorization of the sector "real estate activities". According to Kalmbach et al. (2005) , the sector produces marketdetermined services. Due to a relatively low import penetration ratio, export ratio and trade openness index, we classify the sector as a non-trading service sector. The next table presents the personal characteristics of employees in our two trade-exposed industry groups. The selected variables refer to labour market and educational aspects, as well as to the age and gender of respondents who completed valid interviews in the observa- The average age of employees in the two industry groups does not differ to a great extent.
However, the share of female employees is much higher in non-trading service industries than in trading service industries, reaching a level of 60.5 per cent, compared to 49.7 per cent in trading industries. This can be explained by the fact that many services in the non-trading category are personally-delivered and social services, where the share of women is traditionally higher. This applies especially to the sectors "Human health and social work services"
(share of female employees: 76.7 per cent) and "Education services" (63.4 per cent). In summary, our data indicates that employment in trading service industries is less stable than in non-trading service industries, because the longest continuous length of stay is shorter. Therefore, employees in non-trading service industries face fewer labour-market transitions than employees in the trading sectors. Moreover, both the required and highest level of education is significantly higher in non-trading service industries, indicating that production processes are more skill-intensive in this group of industries.
Description of worker outcomes and predictor variables
In order to determine the effects of international trade on labour market outcomes, we applied fear of job loss and employment status as outcome measures. In the SOEP, respondents are asked each year how concerned they are about job security. The increasing tradability of services surely has an impact on domestic labour markets. The share of employees in tradable professional and business service industries is now higher than it was 15 years ago. Therefore, an increasing share of total employment in advanced economies could potentially be affected by international sourcing of IT and ICT-enabled services.
Secondly, jobs in non-trading service industries tend to be more secure than those in trading service industries, because the share of public service personnel is higher in these sectors, especially in the following three: "Public administration and defence services; compulsory social security services", "Education services" and "Human health and social work services".
Even if the number of public service personnel has declined considerably (from around 5.4 million employees in 1995 to around 4.6 million in 2006) 14 , employment in these sectors does not tend to be subject to cyclical fluctuations. Politicians expressing their will to reduce public employment have to fear public pressure. Trade union representatives argue that job cuts put downward pressure on private consumption and therefore jeopardise economic growth.
Moreover, civil servants possess an employment guarantee; they can't be dismissed from work.
We therefore assume that the individually reported fear of job loss is significantly higher in trading than in non-trading service industries. Non-trading service industries also encounter continued job creation, but at a lower level.
From 1995 to 2006, the number of employees increased from 10.3 million to 11.7 million, which corresponds to an employment growth of 13.0 per cent. Employment growth was highest in the two sectors "Real estate services" (+34.9 per cent) and "Human health and social work services" (+26.4 per cent). By contrast, employment in the sector "Public administration and defence services; compulsory social security services" decreased by 11.8 per cent.
Due to the above-average employment trend reported in Figure 3 , the individual unemployment probability for employees in trading service industries should be lower than for employees in non-trading service industries. However, one has to keep in mind that the net employment changes conceal an enormous amount of job churning -there is a continuous process of job creation and job destruction. Therefore, the unemployment risk of an individual employee does not automatically decline when he is employed in one of the sectors within this group of industries. Furthermore, our data indicates that employment in trading service industries is less stable than in non-trading service industries, because the longest continuous length of stay is shorter.
Employment status and fear of job loss are influenced not only by international trade and increasing competition among employees, but also by the effects of business cycles, overall employment trends, technological progress and the personal characteristics of respondents.
To control for these aspects, we included a rich set of control variables in our estimations.
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To capture the effects of business cycles on current employment status and on fear of job loss, growth rates of real gross value added of each sector are included in the model. The business cycle not only affects the current employment status, but also individual concerns about job security, as described above. Our data indicates that people tend to be more concerned in periods of economic recession.
The individual employment status and the fear of job loss also depend on the industry's employment trend. Positive long-term employment trends should reduce the unemployment risk of individual employees and the fear of job loss. Therefore, growth rates of sectoral employment are applied to the estimation.
A detailed data description is presented in the statistical appendix. Another industry-specific variable is the capital coefficient, which is defined as the capital stock of an industry in relation to its real gross value added. The capital stock is measured in terms of real gross fixed assets. The capital coefficient is a critical factor for industry-level economic growth and provides information on the quantity of capital, which is required to produce a particular amount of output.
Growth rates of real net exports are employed in the estimation, because they contain information about business cycles in international trade and the competitiveness of German service industries. Growing net exports can be the result of rising international trade volumes or of improved sectoral competitiveness. Therefore, an increase in real net exports may influence the labour-market situation of German employees. Furthermore, the export or import orientation of German service industries is reflected in the data.
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It is important to control for worker-specific characteristics, otherwise there would be a high risk of unobserved factors which could be correlated with the right-hand-side variables. This endogeneity-problem would lead to biased estimation coefficients. We control for the follow-
ing personal characteristics: highest level of education, work experience in full-time employment, health status, gender, marital status and region.
The level of education is based on the ISCED-1997-classification and refers to education and further training at time of survey. The predefined categories range from "Inadequately completed schooling" to "Higher education", but were re-arranged in three dummy-variables, 16 Alternative measures of technological change include computer intensity (Haskel/Heden 1999) or a measure of technological adoption (Doms/Dunne/Troske 1997), but data for these measures is not available to us.
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Data for real net exports contains an extremely large range of values. To mitigate the biasing effect of outliers, observations were eliminated from the sample if they fell into either the top or bottom 1 percent of the real net exports distribution.
which describe a low, medium and high level of education. 18 The omitted category is "Low level of education".
Work experience in full-time employment provides information on the entire period of fulltime employment in the respondent's career up to the point of completing the questionnaire.
As Farber (1994) points out, increasing time spent at the job helps to gain firm-specific capital and lowers the risk of job turnover. Unfortunately, firm-specific human capital cannot be measured directly. Therefore, we approximate the variable through work experience in fulltime employment. The variable is coded in 11 categories, ranging from "less than one year"
to "more than 40 years" of work experience.
The individually reported health status is coded in five categories, ranging from "very good"
to "bad". A one-unit increase in the variable should deteriorate individual employment perspectives and increase perceived job insecurity. The omitted category is "very good". Royalty (1998) highlights the importance of gender for the transition from job to unemployment. We therefore apply a dummy for female respondents and an additional dummy for singles and married respondents 19 in our estimation.
Unemployment rates vary substantially between East and West Germany, because there are still enormous structural differences between the labour markets which can be ascribed to the ongoing catching-up process of East Germany. We control for such regional heterogeneity by including a dummy variable for the location of the respondent's household at the time of the survey.
Furthermore, we control for unobserved time-specific heterogeneity by including a set of time-dummies. The omitted category is the year 2006.
Methodology
In order to analyse the impact of international trade on worker outcomes, we examine fear of job loss and current employment status as dependent variables. A dummy variable for nontrading and trading service industries is used as the main predictor variable.
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Low level of education: primary education + lower secondary education; medium level of education: secondary + post-secondary non-tertiary education; high level of education: tertiary education.
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The omitted category is "divorced/separated/widowed". (Gujarati 2003, pp. 584-593) . 21 These problems can be solved using a Logit Regression (for the binary variable of employment status) and an Ordered Logit Regression (for the multinomial variable of concerns about job security), respectively. In both models, the predicted probabilities of the dependent variable range between 0 and 1, and the relationship between the explanatory variables and the regressand is non-linear.
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In order to analyse the effects of international trade on the probability of becoming unemployed, a Pooled Logit Regression was conducted. In principle, the panel structure of our data implies that a Logit Model with individual fixed effects would be appropriate. Unfortunately, there is minimal variability in the employment status, leading to a relatively high number of cases with (only) positive or negative outcomes. 23 The estimation of a Fixed Effects Model is not appropriate under these conditions, so that a Pooled Logit Regression was conducted. In the Logistic Regression of the impact of international trade on employment status, the coeffi-
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Only for the purpose of statistical inference (but not for the estimation of coefficients) are the disturbances (u i ) assumed to be normally distributed.
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With the exception of the last point, all problems can be solved by mathematical programming techniques or transformations.
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The relationship is assumed to have the shape of a sigmoid curve. This means that, for low and high values of the explaining variable, a one-unit increase will have little effect on the probability of becoming unemployed. However, the Logistic Regression requires that the independent variables, be linearly related to the log odds.
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The method of within transformation that is used to eliminate the time-invariant effects, leads to the omission of those cases with no variation in expressed employment status. and X 1 to X k are column vectors of the set of predictor variables. L i is the natural log of the probability ratio of becoming unemployed, to the probability that the respondent is employed.
For ease of interpretation, we have computed the odds ratios as described by Cornfield (1951) . The relationship between the odds ratio (OR) and the estimation coefficient is OR = , which is the antilog of the estimated logit. If the odds ratio is greater than one for a oneunit increase in X, the odds of becoming unemployed increase. 24 Similarly, an odds ratio smaller than one means that the probability of becoming unemployed is less than the probability of being employed.
To analyse the effects of international trade on concerns about job security, a Pooled Ordered
Logit Model was applied. Estimates are calculated by Maximum Likelihood Estimation. The Ordered Logit Estimation is an extension of the "standard" Logit Model and required if the latent dependent variable has ordered categorical values. As mentioned before, concerns about job security are measured on a scale of one to three and the three categories are in ascending order. A potential shortfall of the Ordered Logit Model is the fact that personspecific fixed effects cannot be implemented (Maddala 1983) . However, the consideration of fixed effects is advisable, because of their potential impact on the dependent variable. It is conceivable, for example, that the cultural background of a respondent affects his or her answering behaviour. If some groups of respondents avoid expressing their concern about job security, because they fear sounding too pessimistic, the average level of concerns seems to be lower in these groups and thus, the estimation results will be biased. Another serious problem is caused by the correlation of unobserved personal characteristics with the right-handside variables of the model. This relationship will exert biased coefficient estimates, because the statistically detected relation between the independent and depend variable is overlaid with the impact of the unobserved variable. To sum it up, it is particularly important to control for person-specific effects as far as possible. We do so by including a rich set of personspecific (control) variables. Even if these observable characteristics cannot completely cap-
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An odds ratio of one indicates that the chances of being employed and becoming unemployed are even.
ture person-specific effects, it is the best possible way to control for respondent heterogeneity.
In both the Logistic and the Ordered Logistic Regression, robust variance estimators were applied. The estimators are robust with respect to the assumptions that the Logistic Function is linear and that all necessary right-hand-side variables are included in the model. Furthermore, standard errors were clustered at the industry-level. This means that data need not necessarily be independent within groups, but must be independent across groups. A cluster technique should be used if error terms are serially correlated, e.g. if a random shock affects the outcome of an industry in the current and subsequent periods.
Effects on worker outcomes: Empirical results
The estimations presented in this section are based on 40,000-60,000 observations, compris- Table 4 reports the coefficient estimates of Equation (4). We report the odds ratios for all the coefficients. Column 1 shows that employees in trading service industries are more concerned about job security than those in non-trading service industries. The coefficient indicates that the odds of being very concerned about job security versus the combined lower categories ("not concerned" and "somewhat concerned") are 1.738 times higher for employees in trading service industries than for those in non-trading service industries, given that the other variables are held constant. This result is not surprising, because as Figure 2 reveals, the share of respondents who are "somewhat" or "very concerned" about job security was higher in trading industries compared to non-trading industries in each reporting year. Column 2 reveals that the effect does not decrease for high-skilled employees. In fact, the effect is strongest for high-skilled employees and weakest for low-skilled employees, which is quite surprising. This may indicate that the sustainability of jobs does not depend primarily on the skill level of employees, as Blinder (2009) argues. Employees seem to be aware that a high skill level does not protect their job from relocation to countries with lower unit labour costs.
The second trade-related variable employed in the estimation, the growth in real net exports, confirms the hypothesis that increasing trade volumes make employees feel more insecure, possibly due to more elastic labour demands which, in turn, raise the volatility of employment. For a one-unit increase in real net exports, the odds of being very concerned about job security are 1.251 times greater than the odds of the combined lower categories.
In our model, the set of industry-specific control variables, except for growth in real net exports, does not exert a significant influence on perceived job insecurity. The coefficient estimates for the capital coefficient, employment as well as output growth and technological change are imprecise in the first estimation. In the second estimation, controlling for different skill levels of employees, the capital coefficient is significant at the 10 per cent level, but its positive effect on perceived job insecurity is rather marginal.
In contrast to the macroeconomic variables, most of the personal characteristics of employees significantly affect the individually reported fear of job loss. Our estimations reveal that a one-unit increase in the average level of education and work experience in full-time employment significantly lowers the probability of being concerned about job security. By contrast, East German households, employees with a poorer state of health, as well as those who are divorced, separated or widowed, have a greater fear of job loss. However, we cannot prove that the job insecurity perceived by female employees is significantly higher than that of male employees.
The result for the level of education seems unequivocal. Employees with a higher level of education have better employment perspectives due to lower unemployment rates. 25 Consequently, perceived job insecurity declines, the higher the skill level. 
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Our results are in line with Fullerton/Wallace (2007) and Böckerman (2004) , who also find that perceived job insecurity is negatively related to education. job loss, due to substantially higher unemployment rates in East Germany. A relatively poor health status increases perceived job insecurity because employees are concerned about their future employment perspectives. The marital-status effect may be due to a less constructive attitude to life of persons who are divorced, separated or widowed. Notes: Cluster-robust standard errors in parentheses. ***, **, * = significant at 1%, 5% and 10%-levels.
We now analyse whether the subjective feeling of job insecurity of employees in trading service industries is also reflected in a higher objective unemployment risk of these workers.
Column 1 shows that employees in trading service industries have a greater probability of a job-to-unemployment transition than those in non-trading service industries. Column 1 reports an odds ratio of 1.511, which means that employees in a trading service industry have a 1.511 greater probability of becoming unemployed than other employees. This result is somewhat surprising, because the employment trend shown in Figure 3 is better for trading service industries than for non-trading service industries. However, the net employment changes, which are documented using input-output data for sectoral employment, conceal an enormous amount of job churning -many jobs are created and destroyed in all sectors of the economy. Consequently, the relatively positive employment trend in the trading service industries does not mean that the unemployment risk of an individual employee automatically declines when he is employed in one of the sectors in this group of industries. As Table 3 reveals, the average length of stay without interruption in a trading service industry is indeed shorter than in non-trading service industries (3.6 years versus 3.9 years), indicating that employees in trading service industries have a higher rate of individual labour market transition (job-to-job as well as job-to-unemployment transition). This may be a reason for the positive coefficient.
The effect of trade openness on individual unemployment probability could vary with the skill level. Consequently, we estimate separately the impact of being employed in a trading service sector on the probability of a job-to-unemployment transition for high-skilled, medium-skilled and low-skilled employees (see Column 2), using interaction terms. The results
show that employees in trading service industries face a higher risk of unemployment than those in non-trading service industries, regardless of their skill level. The effect is strongest for low-skilled employees and weakest for medium-skilled employees. Again, this can be explained by the hypothesis of Blinder (2009) , that there is almost no correlation between the offshorability of a specific task and employee qualifications, as measured by the level of education. Blinders' theory is confirmed by Schrader and Laaser (2009) , who find that around 53
per cent of German high-skill jobs can potentially be offshored, compared to around 43 per cent of low-skill jobs. An equal proportion of low-skill jobs seems not to be offshorable at all, supporting the assumption that low-skill jobs are not primarily offshorable. Especially in the service sector, many tasks that are performed by low-skilled employees, are delivered personally and therefore not tradable.
In our model, three of five industry-specific macroeconomic control variables exert a significant influence on the individual unemployment risk. Employment growth and growth in real net exports increase the unemployment risk of service employees, whereas technological change decreases the risk of becoming unemployed. At first glance, the impact of sectoral employment growth on the individual unemployment risk does not seem plausible. Due to positive net employment changes, the unemployment risk of an individual employee increases. However, net employment trends do not necessarily reflect developments at the micro-level. As stated by the OECD, worker flows, defined as hirings and separations, are driven "by a continuous process of labour reallocation and not necessarily by net employment growth" (OECD 2009, p. 120) . Moreover, worker reallocation would appear to be larger in expanding industries. This shows that the unemployment risk of an individual worker does not need to decline, due to employment growth at the industry-level.
Growth in real net exports not only exerts a positive impact on the subjective feeling of job insecurity of employees in service industries, but also on their objective unemployment risk.
The positive impact of trade on individual unemployment risk can possibly be explained by increasing labour demand elasticities, due to an intensification of economic integration. International trade enables firms to adjust the mix of domestic workers and foreign value-added in production processes, due to changes in relative factor prices.
By contrast, industry-specific technological progress significantly decreases the individual unemployment risk. This shows that employment prospects in sectors investing in research and development are better, possibly due to an increase in competitiveness.
The personal characteristics of employees affect individually reported fears of job loss and individual unemployment risk in an identical manner. Our estimation reveals that a one-unit increase in the average level of education and work experience in full-time employment significantly lowers the probability of becoming unemployed. By contrast, East German households, employees with a poorer state of health, as well as those who are divorced, separated or widowed, face a higher individual unemployment risk. However, we cannot prove that the employment perspectives of female employees are significantly worse than those of male employees.
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The estimations of Geishecker (2008) also reveal that the unemployment risk decreases with higher educational attainment. However, in contrast to our results, he finds that women face a significantly higher risk of losing employment than men. Notes: Cluster-robust standard errors in parentheses. ***, **, * = significant at 1%, 5% and 10%-levels.
Conclusion
The present paper investigates the impact of international trade on both the perceived and actual employment prospects of employees in the German service sector. The analysis is based on individual-level data, which enables us to control for the major proportion of unobserved individual heterogeneity, thus reducing the potential endogeneity bias.
Using a worker-flow approach and applying both a subjective and an objective measure of individual unemployment risk, to the best of our knowledge, we are the first to report that employees in trading service industries face a higher level of perceived and actual job insecurity. The negative impact of trade on the two outcome measures can possibly be explained by increasing labour-demand elasticities. We argue that international trade enables firms to adjust their mix of domestic workers and foreign value-added in production processes, thus making employment more volatile.
Our results hold for all employees in trading service sectors, irrespective of their skill level.
Thus, we support Blinder (2009) , who argues that there is almost no correlation between the offshorability of a specific task and employee qualifications, as measured by the level of education. According to Blinder, an increasing share of high-skill jobs that require expert thinking and/or complex communication, but not physical presence, will be deliverable remotely in the future.
The second trade-related variable employed in the estimation, the growth in real net exports, confirms the hypothesis that increasing trade volumes make employees feel less secure and also tend to raise their objective unemployment risk. Furthermore, the personal characteristics of employees seem to exert a substantial effect on both perceived job security and objective unemployment risk. In both regressions, worker characteristics have an almost identical influence on the two outcome measures.
Further research on perceived job insecurity and objective unemployment risk is essential to enhance our understanding of the impact of international trade on individual employment prospects, especially for service employees. 
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