Machine, was based on SVMs. Soon the framework started being applied to other popular machine learning algorithms, such as k-nearest neighbours for both classification [32] and regression [31] , Ridge Regression [20] , Random Forests [4] and Genetic Algorithms [13] . At the same time comparisons of the CP framework with the Bayesian framework and the the theory of Probably Approximately Correct learning (PAC theory) were performed in [18] and [21] .
In 2002 a modified version of the framework called Inductive Conformal Prediction (ICP) was proposed in [29] and [30] for the batch setting and in [36] for the on-line setting. ICP was developed in order to addresses the relative computational inefficiency of CP by replacing, as its name suggests, the transductive inference used in the latter with inductive inference. ICP has also been combined with a number of conventional machine learning algorithms such as Ridge Regression [29] , k-nearest neighbours for both classification [30] and regression [31] and Artificial Neural Networks for both classification [22] and regression [27] . In these studies ICP has been shown to have an important computational efficiency advantage over CP without suffering a significant accuracy loss when dealing with large or even moderately large data sets.
Another modification of CP called Venn Prediction (VP) was proposed in 2004 by Vovk et al. [39] . VP produces well-calibrated multiprobabilistic predictions, which are sets of probability distributions for the true classification of each new example. Such a set can be summarized by lower and upper bounds for the conditional probability of the new example belonging to each one of the possible classes. The resulting bounds are guaranteed to contain well-calibrated probabilities (up to statistical fluctuations). Again, as in the case of CP, the only assumption made for obtaining this guarantee is that the data are i.i.d. The VP framework has been combined with the Nearest Neighbour classifier in [39] and [7] , with Support Vector Machines in [16, 41] , with Logistic Regression in [19] and with Artificial Neural Networks (ANN) in [23, 24] .
In 2005 a book titled "Algorithmic Learning in a Random World" authored by Vovk, Gammerman and Glenn Shafer was published by Springer [38] . This book describes in detail the theoretical background of CP and its modifications together with examples of their combination with particular conventional algorithms. It also introduces a generalization of CP and VP called On-line Compression Modeling, which generalizes the i.i.d. assumption to any data generating mechanism that can be summarized by what is called an on-line compression model. Conformal prediction was also the subject of the second Computer Journal lecture of the British Computer Society by Gammerman and Vovk titled "Hedging Predictions in Machine Learning" [9] .
Since their development CP and ICP have been applied successfully to a variety of challenging real world problems, such as the early detection of ovarian cancer [10] , the classification of leukaemia subtypes [3] , the diagnosis of acute abdominal pain [26] , the assessment of stroke risk [15] , the recognition of hypoxia in electroencephalograms (EEGs) [40] , the recognition of gestures [35] , the prediction of plant promoters [34] , the assessment of the risk of complications following a coronary drug eluting stent procedure [1] , the prediction of network traffic demand [6] and the estimation of effort for software projects [28] . VP has also been applied to important real world problems, such as the classification of internet traffic [7] , the detection of Vesicoureteral Reflux [25] and the assessment of osteoporosis risk [14] . The framework has also been extended to additional problem settings such as semi-supervised learning, anomaly detection [17] , feature selection [2] , outlier detection, change detection in streams [12] and active learning [11] .
In 2012 the first Workshop on Conformal Prediction and its Applications (CoPA 2012) was organized as part of the eighth IFIP International Conference on Artificial Intelligence Applications and Innovations, which was held in September [27] [28] [29] [30] 2012 at the Sithonia peninsula of Halkidiki, Greece. The success of this first Workshop, at which ten quality papers were presented, lead to this Special Issue and the organization of the second CoPA Workshop in 2013, in Paphos, Cyprus. The third CoPA Workshop will take place this year (2014) in Rhodes, Greece. This special issue consists of extended versions of the best papers presented at CoPA 2012 together with independent submissions. In total eleven high quality manuscripts are included in this issue, which were accepted after a rigorous two-round review process. Next we give a short description of the papers presented in this issue.
In the first paper, Vladimir Vovk proposes a new CP method called Cross-conformal Prediction (CCP), which is a hybrid of Inductive Conformal Prediction and Cross-validation. As a result of this combination, CCP has comparable computational efficiency with that of the ICP while its empirical validity and informational efficiency are studied using the wellknown Spambase and USPS data sets. Additionally the paper develops a conditional version of CCP and empirically demonstrates its conditional validity.
Jing Lei et al. consider the problem of exploratory analysis and visualization of functional data. The authors extend conformal prediction to construct simultaneous prediction bands based on finite dimensional projections. In particular the constructed prediction bands are guaranteed to have a required level of coverage of a random curve drawn from the underlying process. Additionally the authors propose a new approach based on CP for the construction of clustering trees with finite sample interpretation for functional data, in which case the standard notion of density is no longer applicable and has to be replaced by that of pseudo-density.
Vineeth N. Balasubramanian et al. propose a methodology for information fusion under the CP framework in both the classification and regression settings. Their methodology applies CP to each data source independently and then combines the p-values obtained from each source to produce the fused prediction region for the required confidence level. The authors examine the use of six different methods for combining the p-values obtained from the individual classifiers and regressors. Specifically they experiment with three quantile combination methods, two order statistic methods and one learning-based method.
Rikard Laxhammar and Göran Falkman consider the problem of detecting anomalous sub-trajectories on-line. They propose an algorithm called Inductive Conformal Anomaly Detector (ICAD), which is a general anomaly detection method with a well-calibrated alarm rate based on the concept of ICP. They also propose a non-conformity measure for ICAD, called Sub-Sequence Local Outlier (SSLO), which is designed for examples represented as sequences of data points of varying length, such as trajectories. The authors examine the performance of the proposed technique, ICAD with SSLO, on an unlabeled data set of real vessel trajectories.
Frank-Michael Schleif et al. examine the application of CP in problems in which the data are expressed in terms of domain specific similarities or dissimilarities, also called proximity data. They extend a recent prototype based classifier for dissimilarity data using the CP framework. The use of CP enables the proposed approach to both produce reliable confidence measures with each prediction and to automatically adjust the number of prototypes to be used in the model.
Martin Eklund et al. investigate the application of CP to the drug discovery process. Specifically they apply ICP for the estimation of confidence in the predictions of Quantitative Structure-Activity Relationships (QSAR) models for properties of chemical compounds. The estimation of confidence in QSAR predictions is very important for making informed decisions in the particular field. The authors experiment on four large data sets, two of which are binary classification and two are regression, of historical data collected from four different experiment assays.
Khuong An Nguyen and Zhiyuan Luo consider the problem of indoor localisation based on the signal strength of wireless Bluetooth. The authors employ CP to achieve better accuracy in location predictions and to provide a reliability estimate with each prediction. They consider both a classification and a regression approach. In the case of classification they propose a new underlying algorithm for indoor localisation based on the Weighted k Nearest Neighbour method. In the case of Regression they use the Ridge Regression Conformal Predictor proposed in [20] . The proposed approaches are evaluated on data sets collected in two different environments.
Andrea Murari et al. investigate the development of CPs based on Fuzzy Logic Classifiers both in the supervised and unsupervised setting. The authors define a number of CPs based on fuzzy membership function outputs. An advantage of the proposed methods is that they can be used in conjunction with any fuzzy membership function and parameters according to the problem at hand. The behavior of the proposed Fuzzy Logic CPs is examined on one-dimensional and two-dimensional artificial data.
Antonis Lambrou et al. propose an inductive version of the Venn Prediction framework. The motivation of this work, as in the case of the ICP, is the relative computational inefficiency of the original transductive version of the framework. The authors perform an extensive experimental evaluation of the proposed version of the framework combined with a SVM as underlying algorithm in terms of computational efficiency, accuracy and quality of its probabilistic outputs in both the online and the batch settings.
Ilia Nouretdinov et al. examine the application of Venn Prediction to proteomic mass spectrometry data. Specifically the authors apply a Venn Predictor based on logistic regression to three real-world MALDI-TOF data sets concerning the diagnosis of heart disease and the early detection of ovarian and breast cancer. Their experimental results on the three data sets confirm the empirical validity of the proposed approach. Moreover the produced probabilistic intervals are shown to be very narrow and therefore almost as precise as single probabilities. In terms of accuracy both the VP and its underlying algorithm provide highly accurate predictions well in advance of the actual diagnosis.
Finally, Jesús Vega et al. apply two concepts from the CP framework to nuclear fusion diagnostics. Specifically they first examine the use of VP for predicting the number of perturbations that can appear at any time in the plasma emissivity. To this end they apply VP combined with the Nearest Centroid algorithm to nine simulated data sets and compare the results to those of the Naive Bayes classifier. The authors then consider the case in which labeled training examples do not exist and apply exchangeability testing for detecting the plasma transition from an unperturbed to a perturbed state.
In concluding this preface we would like to thank all the authors for submitting their work to this special issue and all the reviewers for dedicating their time and effort to the reviewing process. We are also grateful to the AMAI Editor-in-Chief Professor Martin Golumbic for approving and supporting this special issue.
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