In this paper, we investigate the generalization of the Call-Put duality equality obtained in [1] for perpetual American options when the Call-Put payoff (y − x) + is replaced by φ(x, y). It turns out that the duality still holds under monotonicity and concavity assumptions on φ. The specific analytical form of the Call-Put payoff only makes calculations easier but is not crucial unlike in the derivation of the Call-Put duality equality for European options. Last, we give some examples for which the optimal strategy is known explicitly.
Introduction
In [1], we have obtained a Call-Put duality equality for perpetual American options. More precisely, for an interest rate r > 0, a dividend rate δ ≥ 0 and a time-homogeneous local volatility function (H vol ) σ : R * + → R * + continuous and such that ∃σ, σ ∈ R * + , ∀x > 0, σ ≤ σ(x) ≤ σ, let (S 
Here, T 0,∞ denotes the set of stopping times with respect to the usual natural filtration of the underlying. Our primal goal was to generalize to American derivatives the Call-Put duality equality for η ≡ σ, ∀T, x, y > 0, E e −rT (y − S 
which holds in the European case. In the perpetual American case, unless σ is a constant (usual Black-Scholes model), then η is different from σ. Then it is natural to wonder whether the European and the perpetual American Call-Put dualities are similar in nature. The European equality is equivalent to Dupire's formula [3] and, to our knowledge, the existing proofs of both results rely heavily on the following specifity of the payoff function (y − x) + : for fixed y (resp. fixed x), in the distribution sense, ∂ 2 x (y − x) + = δ y (x) (resp. ∂ 2 y (x − y) + = δ x (y)). This property implies for instance that the second order derivative of the European Put price with respect to the strike variable y is the actualized density of the underlying asset S x T . It is not obvious at all that the equality (3) could be generalized by replacing respectively (y − S . In contrast, we are going to show that it is possible to generalize the perpetual American duality to payoff functions φ(x, y) which only share global properties with (x − y)
+ . The loss of the specific analytical expression only makes calculations more complicated.
More precisely, from now on, we assume that φ : R * + × R * + → R + is a continuous function such Φ = {(x, y) : φ(x, y) > 0} = ∅, φ is C 2 on Φ and such that ∀x, y ∈ Φ, ∂ x φ(x, y) < 0, ∂ y φ(x, y) > 0, ∂ 
Of course the function (y − x) + satisfies these assumptions. More general examples are given in Section 2. For y > 0, let us define X(y) = inf{x > 0, φ(x, y) = 0} with the convention inf ∅ = +∞. Thanks to (4), we have {x > 0, φ(x, y) = 0} = {x > 0, x ≥ X(y)} and 0 ≤ X(y) < ∞. Moreover, the function y → X(y) is nondecreasing. Let us also define Y (x) = inf{y > 0, φ(x, y) > 0} = inf{y > 0, x < X(y)}. As the pseudo-inverse of the nondecreasing function X, the function Y is nondecreasing. Finally, Φ = {(x, y), φ(x, y) > 0} = {(x, y), x < X(y)} = {(x, y), y > Y (x)}.
We also make the following assumption weaker than (H vol ) on the volatility functions :
+ continuous and such that ∃σ < +∞, ∀x > 0, σ(x) < σ.
When σ and η satisfy (H ′ vol ), then weak existence and uniqueness hold for (1) and (2) (see for example Theorem 5.15 in [4] , using a log transformation). Let
where the notations P and c standing respectively for "Put" and "Call" are slightly abusive. The paper is structured as follows. The first section is devoted to the pricing of perpetual American options with payoff φ. It turns out that, as in the Call-Put case, for fixed strike y > 0 (resp. x > 0), there is a unique x * (y) (resp. y * (x)) such that
These exercise boundaries x * (y) and y * (x) are characterized by some implicit equations involving φ, and we prove that they solve explicit ODEs. The second section deals with the duality result. We state a general result and, for two specific families of payoff functions, we are able to find an explicit relation between dual volatilities, as in the call-put case.
1 Pricing of the perpetual American options
Pricing formulas and exercise boundaries
In this section we will use the approach of Beibel and Lerche [2] to explicit the pricing functions P σ and c η . As in [1], we will denote by f (resp. g) the unique, up to a multiplicative constant, positive nonincreasing (resp. nondecreasing) solution of
Let us also recall that
This has been checked for example in [1] (Lemma 3.1) where σ is assumed to satisfy (H vol ), but the boundedness from below is not used in the proof.
is an optimal stopping time for P σ and:
In addition, we have
which implies the smooth-fit principle. Last, the function y ∈ {z : X(z) > 0} → x * σ (y) is C 1 and satisfies the following ODE:
.
It is strictly increasing if one assumes moreover φ∂
. The function h is nonnegative and we have h(0 + ) = 0 because lim x→0 + f (x) = +∞ (see [1] ) and lim x→0 + φ(x, y) exists thanks to the monotonicity assumption and is finite thanks to the concavity assumption made in (4) . We have also h(x) = 0 for x ≥ X(y). Therefore the function h reaches its maximum at some x * σ (y) ∈ (0, X(y)). In particular we have h ′ (x * σ (y)) = 0 which also writes F (x * σ (y), y) = 0 where the function F (x, y) =
is defined on Φ. This proves (9). Now since ∂ 2 x φ(x, y) ≤ 0 on {x < X(y)} and
is a positive function (see (7) for the
is positive on (0, X(y)) which ensures uniqueness of x * σ (y). The implicit function theorem, yields that x * σ is C 1 in the neighborhood of y and x * σ (y)
′ is positive if φ∂ 2 xy φ > ∂ x φ∂ y φ on Φ. From (9) and the ODE (5) satisfied by f , one gets
so that we can express ∂ x F (x * σ (y), y) only with the derivatives of φ and deduce (10). When x ≥ x * σ (y), the optimality of τ 
By Itô's formula,
In case r ≥ δ, it is obvious that the drift term is nonpositive since it is a sum of three nonpositive terms. This ensures that for
∧t , y)] ≤ φ(x, y) and τ P x = 0 is optimal. In case r ≤ δ, let us check that the drift term is still nonpositive by proving that the sum of the two last terms is nonpositive. The function is x → (r − δ)x∂ x φ(x, y) − rφ(x, y) is nondecreasing on (0, X(y)) since its derivative is equal to −δ∂ x φ(x, y) + (r − δ)x∂ equality, we have for x ≤ x * (y)
Proposition 1.2. Let us fix a strike x > 0 and assume
is an optimal stopping time for c η and:
and the smooth-fit principle holds. Last,
1 and satisfies the following ODE:
It is strictly increasing if one assume moreover φ∂
which vanishes for y ≤ Y (x) and for y = +∞. Indeed, the concavity ensures that y → φ(x, y) is bounded from above by some linear function and we have already shown in [1] that g(y) ≥ y→+∞ cy 1+a for some a, c > 0. We then obtain easily
. The uniqueness of y * η (x) ∈ (Y (x), +∞) and the optimality of τ c x can be checked by arguments similar to the ones given in the proof of Proposition 1.1. To obtain the ODE (12) satisfied by y * η , the calculations are the same as for (10) in Proposition 1.1 exchanging r ↔ δ, σ ↔ η and ∂ x ↔ ∂ y .
Remark 1.3. We incidentally obtain in the proof of Proposition 1.1 that
Similarly, ∀y ≥ y
Estimates on the exercise boundaries
Now, we would like to get also estimations on the exercise boundaries. 
and we can compare the exercise boundaries:
Proof. Let us focus on the put case. If P σ 1 (x, y) = φ(x, y), we have clearly
solving (1) for the volatility function σ i . Thanks to (7), we know that f σ 1 is a convex function. According to the proof of Proposition 1.9 [1],
Proposition 1.5. Let σ (resp. η) denote an upper bound of the function σ(.) (resp. η(.)). Then,
where
is an increasing function on (0, +∞) such that lim ς→+∞ a(ς) = 0 and
Proof. When δ = r, the properties of a(ς) = 
. In particular A ′ is negative on (0, +∞) when δ > r and positive on (−∞, 0) when δ < r. One easily deduces the monotonicity properties of a. Let us deduce the estimation for the put case. Thanks to Proposition 1.4, we have x * σ (y) ≥ x * σ (y). The solution of the EDO (5) with a volatility function constant equal to σ is f σ (x) = x a(σ) . Let us consider the function x ∈ (0, X(y)) →
. Integrating this inequality between x * σ (y) and X(y) then using (9) and remarking that by (4) , ∂ x φ(X(y) − , y) < 0 and
(X(y) − x * σ (y)) and thus:
The proof for y * η works in the same way considering the function y → 
Duality
Let us now investigate conditions ensuring
First, in order to use the pricing formulas given in Propositions 1.1 and 1.2, we assume that for all x > 0, Y (x) > 0 condition which implies X(0 + ) = 0. Since Φ = ∅, there exists (x, y) ∈ R * + × R * + such that φ(x, y) > 0. Then X(y) > 0 and Y (x) < +∞, and by Propositions 1.1 and 1.2, the functions z → P σ (z, y) and z → c η (z, x) do not vanish on (0, +∞). If for some y ′ ∈ (0, y), one had X(y ′ ) = 0, then φ and therefore P σ would vanish on (0, +∞) × (0, y ′ ]. In particular P σ would vanish on {x} × (0, y ′ ] preventing (13). In the same way, if one had X(+∞) < +∞, then c η would vanish on (0, +∞) × [X(+∞), +∞) preventing (13). That is why we make the following assumption on X:
∀y > 0, X(y) > 0, X(0 + ) = 0 and X(+∞) = +∞.
This assumption automatically ensures Y (0 + ) = 0, 0 < Y (x) < +∞ for x > 0 and Y (+∞) = +∞. We are now able give a necessary and sufficient condition for (13) to hold. 
and thus x ≤ x * σ (y * η (x)). Therefore (x ′ , y * η (x)) belongs to the exercise region for x ′ ≤ x and we get y *
Similarly, x * σ is nondecreasing. Therefore, using Propositions 1.1, 1.2 and 1.5 , we get that x * σ and y * η are continuous nondecreasing functions from R * + onto R * + . From (15), they are reciprocal functions. Since they are both continuous, they are increasing.
Let us recall here that under the following assumption on φ
Propositions 1.1 and 1.2 ensure that the exercise boundaries are automatically increasing. We give a general class of functions φ that satisfy all the required assumptions. (1) ∀x, y > 0, P σ (x, y) = c η (y, x).
(2) η ≡σ whereσ(y) = 2(y − 2.2 The case φ(x, y) = (ψ y (y) − ψ x (x)) + In this section, we will focus on the case φ(x, y) = (ψ y (y) − ψ x (x)) + where ψ y : R * + → R * + (resp. ψ x : R * + → R * + ) is a C 2 increasing concave (resp. convex) function such that ψ y (0 + ) = 0 and ψ y (+∞) = +∞ (resp. ψ x (0 + ) = 0). Then one has X(y) = ψ 
In the same way, for η constant equal to ν, as g(
These boundaries are reciprocal functions as soon as
According to Proposition 1.5, when r ≥ δ, for fixed ς ∈ (0, +∞) this equation admits a solution ν ∈ (0, +∞) iff ς < a −1 (γ(1 − )).
For general functions ψ x and ψ y , we are able to investigate uniqueness for the ODEs (10) and (12) which respectively write :
, the boundary y * η (x) is the unique solution y(x) of (18) on R * + that is increasing, such that Y (x) < y(x) and y(0 + ) = 0.
Proof. Let us consider y 1 (x) and y 2 (x), two solutions of (18) on R * + that are increasing and such that y i (x) > Y (x) and y i (0 + ) = 0 for i ∈ {1, 2}. In particular, y 1 and y 2 are bijections on R * + and we may defineĨ(x) = y −1 1 (y 2 (x))/x. By an easy computation, one checks
The constant 1 is clearly solution to this equation and we want to check thatĨ ≡ 1. Let us suppose thatĨ ≡ 1. Thanks to the Cauchy-Lipschitz theorem, it induces that either ∀x > 0,Ĩ(x) > 1 or ∀x > 0,Ĩ(x) < 1. Let us suppose ∀x > 0,Ĩ(x) < 1. Then, it is easy to see from the last expression that
Indeed, since ψ ′ x is non decreasing, we have ψ
) and the terms into brackets are also greater than 1 because ψ x is increasing and both denominators are nonnegative as ψ y (y 2 (x)) > ψ x (x), y 
The boundary x * σ (y) is the unique solution x(y) of (17) on R * + that is increasing and such that ∃α ∈ (0, 1), ∀y > 0, αX(y) ≤ x(y) < X(y).
Hypothesis (19) is satisfied by the function x a with a ≥ 1 but not by the function exp(bx) − 1 with b > 0.
Proof. The boundary x * σ (y) satisfies (20) with α = a(σ) a(σ)−1 according to Proposition 1.5. Let x 1 and x 2 denote two solutions of (17) satisfying (20) with respective constants α 1 , α 2 ∈ (0, 1) andÎ(y) = ψ y (x −1 1 (x 2 (y)))/ψ y (y). One haŝ
Let us suppose thatÎ(y) ≡ 1. Thanks to the Cauchy-Lipschitz theorem, we have either ∀y > 0,Î(y) > 1 or ∀y > 0,Î(y) < 1. Let us suppose that ∀y > 0,Î(y) > 1. As in the last proof, the second bracket is greater than 1, and we get
Since x 2 (y) < X(y) = (ψ x ) −1 (ψ y (y)), we have 0 < ψ x (x 2 (y))/ψ y (y) < 1 and thereforê I ′ (y) > 0. Since x 2 satisfies (20) with constant α 2 , we get by (19)
is increasing on (0, 1) andÎ is increasing, we deduce that
As a consequence,
In the same time, since x 1 satisfies (20) with constant α 1 , we have X(y) = (ψ x ) −1 (ψ y (y)) ≤ 1 α 1
x 1 (y) and therefore x −1
and thusÎ(y) ≤ 1 Cα 1 which is contradictory withÎ(+∞) = +∞.
When ∀y > 0,Î(y) < 1, considering ψ y (x −1 2 (x 1 (y)))/ψ y (y) instead ofÎ(y), we reach the same contradiction as previously.
Like in the call-put case, we are now able to state a more precise duality result. 
which are positive functions according to Remark 1.3. Then, the following assertions are equivalent :
If one assumes moreover that ψ x satisfies (19), they are also equivalent to
Notice that one easily recovers the call-put formulas given in Theorem 2.3 if one takes ψ x (x) = x and ψ y (y) = y.
Proof. Since the payoff function satisfies (16), by Theorem 2.1 the assertion (1) is equivalent to the reciprocity of the functions x * σ and y * η . Therefore the implications (1) ⇒ (2) and (1) ⇒ (3) are obtained by combining respectively (y * (17) and (18), the positivity of the terms between brackets in (21) and (22) 
By Proposition 2.6, we conclude that (y * η ) −1 ≡ x * σ . To give an analytical example of non constant dual volatility functions, we now assume that φ(x, y) = (αy − x γ ) + with α > 0 and γ ≥ 1. For a, b, c > 0, we introduce the reciprocal functions
Under some assumptions on the coefficients a, b and c, these functions are the exercise boundaries associated with explicit dual volatility functions. 
, and
are well defined and satisfy (H 
we get after some calculations that
and is positive because we have assumed (γ − 1)b(2c − a) + c(γ + 1) ≥ 0 (all other terms are positive). Thus σ is well defined and we have σ(x) = 2 γ r(
that is clearly bounded from above. To see that η is also bounded from above we calculate
using that 1/x * ′ (y) = y * ′ (x * (y)). Second step: We have
. Combining this equality for x = x * (y) with the definition of B, we deduce that x * solves the ODE (17). In the same manner, we show that y * solves the ODE (18). Thanks to Propositions 2.5 and 2.6, we conclude that y * ≡ y * η and x * ≡ x * σ .
Remark 2.9. For b = 1, we get cases where σ and η satisfy (H
. For δ > r, b = We have plotted in Figure 1 an example that illustrates the duality. We have computed prices of American options with finite maturity T , precisely sup
where the supremum is taken over T 0,T , the set of stopping times almost surely smaller than T . We see that both converge to the same limit when T is large. 
then yields For the particular choice φ(x, y) = (y − x) + γ the ODEs (10) and (12) write
. Proof. Let y 1 (x) and y 2 (x) denote two solutions of (25) satisfying the above hypotheses andĨ(x) =
Writing the estimations satisfied by y 1 (resp. y 2 ) at y −1 1 (y 2 (x)) (resp. x) one obtains F (xĨ(x), y 2 (x)) > 0 (resp. F (x, y 2 (x)) > 0). Moreover, since ∂ z F (z, y) = −2[2δ(y − z) + γ(r − δ)y] both xĨ(x) and x belong to the interval (0,
) on which z → F (z, y 2 (x)) is decreasing. One easily concludes by the same argument as in the proof of Proposition 2.5. (1−γ)δ+γr
, then x * σ (y) is the unique solution x(y) of (24) on R * + that is increasing and such that ∃ε > 0, ∀y > 0, εy < x(y) < min 1,
(1−γ)δ+γr δ y.
Proof. By the convexity of x → 1/x, one has r/(γδ + (1 − γ)r) ≤ r(γ/δ + (1 − γ)/r) = (γr + (1 − γ)δ)/δ. Therefore, using Remark 1.3 for the first inequality, one deduces Proof. The necessary condition is a consequence of the above calibration procedure. To check the sufficient condition, we consider σ 1 and σ 2 in Σ such that ∀x ≤ x 0 , σ 1 (x) = σ 2 (x) and y * σ 1
On the one hand, we have x * σ 1 (Y ) = x * σ 2 (Y ) = x 0 , and thus x * σ 1 (y) = x * σ 2 (y) for y ≤ Y since they solve the same ODE. Therefore, using either Theorem 2.13 or Theorem 2.7, one getsσ 1 (y) =σ 2 (y) for y ≤ Y . On the other hand, the smooth fit principle gives = P σ 2 (x 0 , K), and P σ 1 (x 0 , K) = φ(x 0 , K) = P σ 2 (x 0 , K) for K ≥ Y .
Like in Proposition 5.1 [1], we can get an analogous calibration of the complementary upper part of the local volatility function to the perpetual prices of the "Call" options with payoff φ(K, x 0 ) by exchanging the roles of η and σ, and of r and δ.
