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When we lower the temperature of a liquid, at some point we meet a first order phase transition
to the crystal. Yet, under certain conditions it is possible to keep the system in its metastable phase
and to avoid crystallization. In this way the liquid enters in the supercooled phase. Supercooled
liquids have a very rich phenomenology, which is still far from being completely understood. To
begin with, there is the problem of how to prevent crystallization and how deeply the liquid can be
supercooled before a metastability limit is hit. But by far the most interesting feature of supercooled
liquids is the dynamic glass transition: when the temperature is decreased below a certain point, the
relaxation time increases so much that a dramatic dynamical arrest intervenes and we are unable to
equilibrate the system within reasonable experimental times. The glass transition is a phenomenon
whose physical origin has stirred an enormous interest in the last hundred years. Why does it occur?
Is it just a conventional reference point, or does it have a more profound physical meaning? Is it
a purely dynamical event, or the manifestation of a true thermodynamic transition? What is the
correlation length associated to the sharp increase of the relaxation time? Can we define a new
kind of amorphous order? A shared theory of supercooled liquids and the glass transition does not
yet exist and these questions are still largely open. Here, I will illustrate in the most elementary
fashion the main phenomenological traits of supercooled liquids and discuss in a very partial way a
few theoretical ideas on the subject.
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2I. INTRODUCTION
In March 2007 I was invited at the Weizmann Institute
to deliver an introductory lecture on the physics of su-
percooled liquids and the glass transition. Even though
I had to talk about equilibrium behaviour, leaving aside
anything connected to aging and off-equilibrium phenom-
ena, the task looked quite daunting. In approximately
two hours I had to cover an exceptionally vast subject in
front of an unspecialized audience, who explicitly asked
me to stay at an elementary level. I therefore selected
very few concepts that were in my opinion the keystones
in the physics of supercooled liquids, and I tried to frame
them within a brief, but coherent story. The result was
apparently not too bad, and at the end of my talk the
Chairs invited me to turn the lecture into a review. I
was given complete freedom in deciding the plan of the
work, but for one key point: it had to be as elementary,
incomplete and fluent as the original lecture.
The problem is that the field of supercooled liquids
is already embarrassingly rich in reviews and textbooks.
References [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12] make just
a partial selection. Therefore, it seems polite to give a
justification of the apparently needless new effort, and
explain what is the new value of the work, beyond the
belief common to all authors to be considerably better
than the predecessors (which is, however, small consola-
tion to the reader).
I believe that in the literature on supercooled liquids
and the glass transition there is a certain lack of really
simple reviews, aimed at a young and unspecialized au-
dience. By this I mean reviews that can be read and
understood without any specific training in liquid the-
ory or disordered systems, but with just a background in
statistical mechanics. This is probably the reason why
my lecture at Weizmann was appreciated. The aim of
the present review is therefore to span the whole subject
in a brief and compact way, at the price of being utterly
inexhaustive and somewhat superficial. The level is truly
elementary. The expert reader is warned that many im-
portant topics are not covered.
Despite the similar pedestrian spirit, the plan of the
present work is quite different from my previous notes,
Spin-glass theory for pedestrians [13]. In that case, we
analyzed in full mathematical detail a single mean-field
spin-glass (the p-spin model), as a paradigm for the en-
tire field. A similar operation would be impossible for
supercooled liquids, where it is very hard to single out
one paradigmatic system and where no well-established
theoretical framework is present. Therefore, I decided
to proceed mainly through the phenomenology, as on a
journey through the various temperature regimes that are
crossed when a liquid is cooled. This journey is schemat-
ically depicted in Fig.1, which can be used as a map
throughout these notes.
After a first part containing some viscoelastic prelim-
inaries, we will try to understand what are the infa-
mous ‘certain conditions’ under which crystallization is
avoided and a supercooled liquid is formed below the
melting point Tm. In this part we will focus on nucle-
ation theory and in particular on the concept of kinetic
spinodal, namely the temperature below which the crys-
tal nucleation time becomes shorter than the liquid re-
laxation time. Below this temperature the only way to
prevent crystallization is to push the system out of equi-
librium. The kinetic spinodal represents a metastability
limit for the supercooled phase and it is thus essential to
discover under what conditions it can be avoided. This
chapter is important to understand that the existence of
supercooled liquids must not be taken for granted, and
that skipping crystallization is more subtle a process than
what is sometimes assumed.
Once the existence of the liquid is secured against un-
wanted crystallization, the temperature can be decreased
so much as to meet the dynamic glass transition, Tg.
At this point the relaxation time of the system grows so
sharply as to exceed our available experimental time: be-
low the glass transition the system falls inevitably out of
equilibrium, and a glass is formed. This operational defi-
nition may suggest that Tg is a purely conventional point,
whose existence is solely due to the finite timespan of our
experiments. Moreover, the structure of liquid configura-
tions close to Tg seems to remain exactly the same as at
higher temperature. This fact too gives the impression
that perhaps nothing crucial is going on at the famous
glass transition, and that the growth of the relaxation
time is just a not-too-relevant quantitative feature. We
will see that this is not true, and that at least for fragile
liquids some really new physics kicks in at Tg. We will
focus on those phenomenological traits that distinguish
at a qualitative level a liquid in its fluid phase from a
liquid close to the glass transition. We will find that the
two steps relaxation of the dynamical correlation func-
tion is the most insightful landmark of the proximity to
the glass transition.
In order to explain what physical ingredients leads to
the glass transition, we will discuss the crossover from
nonactivated to activated dynamics taking place at the
Goldstein’s temperature Tx. Above Tx activation is not
the main mechanism of diffusion and dynamics is rea-
sonably described by mode coupling theory. Below Tx,
however, the liquid enters in its activated phase, even-
tually leading to the dynamic glass transition at Tg. To
better understand the nature of this crossover, we will
discuss the mean-field results obtained within the p-spin
model and show that the dynamical transition Tc pre-
dicted by both mode coupling and the p-spin is concep-
tually the same as Goldstein’s temperature Tx. We will
finally explore the role of saddles of the potential energy
and explain how two steps relaxation can be the result of
a system running out of unstable directions in the phase
space.
After this, we will dive into the deeply supercooled
phase. We will imagine that we can skip the glass transi-
tion (we cannot) and keep the liquid at equilibrium even
at very low temperature. If we do this, we meet the
3Figure 1: A pedestrian map of supercooled liquids
- Schematic representation of the entropy as a function of
temperature in a liquid, from the high-T phase, down to the
deeply supercooled phase. All the relevant temperatures in-
troduced in these notes are marked: Tm is the melting point,
where a first-order phase transition between liquid and crys-
tal occurs; Tc is the temperature where mode coupling theory
and the p-spin model locate a purely dynamic transition; Tx is
Goldstein’s crossover temperature from a high-T nonactivated
dynamics to a low-T activated one; Tg is the dynamic glass
transition, where the relaxation time exceeds the conventional
experimental time of 103 seconds; the longer the available ex-
perimental time, the lower the temperature where the system
falls out of equilibrium forming a glass (different colours);
Tk is Kauzmann’s entropy crisis temperature, where the ex-
trapolated liquid entropy hits the crystal entropy, and where
according to some theories there is a thermodynamic phase
transition; T0 is the temperature where the Vogel-Fulcher-
Tamman fit locates a divergence of the relaxation time. Above
each temperature we report the approximate value (in sec-
onds) of the relaxation time.
famous Kauzmann’s temperature Tk, namely the point
where the entropy of the liquid becomes equal to that
of the crystal. According to some theoretical schemes,
at this point there must be a phase transition, with a
true divergence of the relaxation time. Whether or not
such transition really occurs is perhaps not too impor-
tant, since anyway the dynamic glass transition prevents
us to reach this point. However, the physical mechanisms
behind the phase transition may affect and regulate the
behaviour of the system even at higher temperatures, giv-
ing rise to some precursor phenomena that may be also
detected experimentally. For this reason studying the
deeply supercooled phase is not a mere academic exer-
cise.
Finally, we will look for a correlation length. Intu-
ition tells us that wherever there is a large time, there
should also be a large length. This makes sense: the
relaxation time becomes large because the system needs
to rearrange larger and larger correlated regions at low
temperature. A growing lengthscale is a key ingredient
of some important theoretical frameworks of supercooled
liquids, like the Adam-Gibbs theory and the mosaic the-
ory. Yet, how to define this lengthscale in supercooled
liquids is not quite clear. Finding a correlation length
normally requires to define a suitable order parameter
and measure its relative correlation function. However,
how to do this is nontrivial in glass-forming liquids, be-
cause all amorphous configurations look the same and it
is difficult to detect correlated regions. Explaining how
to uncover the growth of amorphous order will be the
final aim of this notes.
As in my former review on mean-field spin-glasses, I
do not cover the subject of aging and off-equilibrium dy-
namics. I cannot stress enough that this is not due to my
dislike or disregard of the subject, but, on the contrary,
to the fact that it is such an important and vast field that
it cannot be covered by a single section of a brief review
as this is. I have tried (starting from the title) to use
as much as possible the term ’supercooled liquids’ rather
than ’glasses’ expressly in order to avoid any confusion
between equilibrium and off-equilibrium physics.
A final word of caution on the theoretical frameworks
discussed in these notes. A shared theory of the glass
transition does not exist and different frameworks clash
continuously. As I write, a group of researchers from all
over the world prepares for a workshop in Leiden, where
they will kindly disagree about everything. In this con-
text, I had two choices: either to present a more or less
complete list of all theories on the market, briefly dis-
cussing the pros and cons of all of them, or to tell a single,
coherent, but inevitably partial story, and discuss what
is mainly my personal viewpoint. Not surprisingly, due
to lack of space and overwhelming laziness, I have cho-
sen the second solution. This was also more true to the
spirit of my original Weizmann lecture. In fact, even the
structure I gave to the material contained in this review
reflects my own understanding of the field. Therefore,
even though my view about the fundamental physical
mechanisms ruling supercooled liquids is not entirely a
minority one, the reader should be well aware that this
is not the whole story.
II. PRELIMINARIES
It seems nice to start a review on supercooled liquids
with a definition of what liquids are. This is particularly
important for deeply supercooled liquids, since in this
case the viscosity may be so large that, from the mechani-
cal point of view, the distinction between liquid and solid
becomes blurred. Viscoelasticity is crucial to understand
the mechanical features of supercooled liquids, and it is
also the ideal setting where to introduce two key tools for
the rest of these notes, namely shear relaxation time and
viscosity. Moreover, we will introduce the diffusion coef-
ficient, and explain how it is connected to the viscosity
through the Stokes-Einstein relation. Finally, I will clar-
4ify what I intend for ‘equilibrium supercooled liquid’, as it
may seem rather contradictory to define as ‘equilibrium’
a metastable phase of matter. As we shall see, however,
there are good reasons to adopt such a terminology. A
good discussion of the basic concepts of rheology can be
found in [14], and in briefer form in [15]. For a very sharp
introduction about diffusion and the Langevin equation
see [16].
A. Shear relaxation time and viscosity
Liquids flow, solids do not. For the level of these notes
this may be a good enough definition of the liquid phase.
Yet, let us expand a little. First, we must forget about
liquids, and focus on solids. Consider a cubic solid of side
L, subjected to a small shear. The effect of the shear is to
produce a displacement ux along the x axis, proportional
to the height y,
ux = γ y . (1)
When y = L, the displacement ux becomes equal to the
maximum shift of the top of the cube, let us call it l. In
this way we have γ = l/L. The shear strain is the (x, y)
component of the strain tensor, uxy, and it is given by,
uxy =
∂ux
∂y
, (2)
and thus,
uxy = γ . (3)
The solid responds elastically to such a step shear strain,
giving rise to a stress σxy proportional to the strain,
σxy = Guxy = Gγ . (4)
This equation defines the elastic shear modulus G of the
solid: the induced stress is proportional to the small step-
strain and the proportionality factor is the shear modu-
lus. The stress does not decay in time. Solids do not
flow.
Let us apply a similar small shear to a liquid sample:
at time t′ the liquid is subjected to a step shear given by
(1). Saying that liquids flow is equivalent to say that at
time t′′ > t′ the stress will be partially relaxed. Provided
that we are at equilibrium, so that time-translation in-
variance (TTI) holds, and provided that we are in the
linear regime, we can generalize equation (4) to,
σxy = G(t
′′ − t′) γ , (5)
where G(t−t′) is the time-dependent shear modulus (also
called linear stress-relaxation function, or linear step-
strain response function). The time-dependent shear
modulus is a decaying function of its argument. In a
liquid G(t) → 0 for t → ∞, whereas in a solid G(t) de-
cays to a plateau for infinite times. Therefore, when we
say that liquids flow, while solids do not, we must be
careful, since everything depends on the time-scale. Also
liquids have a nonzero elastic response to shear for short
enough times. This was the idea of Maxwell, according to
which liquids behave (mechanically) like solids at times
shorter than a certain time-scale. This time-scale can be
taken as the fundamental definition of shear relaxation
time τR. The simplest form of G(t) is provided by the
Maxwell model,
G(t) = G∞ exp(−t/τR) , (6)
where G∞ is the infinite frequency (i.e. zero time) shear
modulus. Within the Maxwell model there is just one
exponential relaxation time. In real liquids things are
more complicated, and there may be a superposition of
many components,
G(t) =
∑
i
Gi∞ exp(−t/τi) . (7)
In this case one has to extract a singly time-scale from
G(t) in a more or less arbitrary way (typically, one focuses
on the largest relaxation time). However, the essence of
the problem does not change: the shear relaxation time
of a liquid rules the way the stress-relaxation function
G(t) decays.
For times much smaller than the shear relaxation time
the liquid has a nonzero elastic response. If the liquid un-
dergoes an oscillatory shear with frequency much larger
than 1/τR, it does not flow. On the other hand, for times
much longer than the relaxation time, the stress is re-
laxed. This may be of little interest at high tempera-
tures, where τR is very small (∼ 10−13 sec). However, in
the deeply supercooled phase, the relaxation time is very
large (∼ 10− 100 sec), so that the sample has a nonzero
elastic response on a wide range of times.
Let us consider now an arbitrary time-dependent shear
strain γ(t), rather than a step-strain. In this case we can
say that the stress builds up as a consequence of the many
accumulated steps of strain,
δσxy = G(t− t
′) δγ(t′) = G(t− t′) γ˙(t′) dt′ . (8)
If the applied shear is zero for t < 0 and different from
zero for t > 0, we can integrate over time and obtain the
total stress,
σxy(t) =
∫ t
0
dt′ G(t− t′) γ˙(t′) . (9)
From this formula it is evident the role of the time-
dependent shear modulus G as a memory kernel. In the
particular, but important, case of a constant shear rate
γ˙, we get,
σxy(t) = γ˙
∫ t
0
ds G(s) . (10)
In a normal liquid, the shear relaxation function G(s)
decays faster than 1/s, so that in the asymptotic regime
5t→∞ the system develops a constant stress in response
to a linear shear strain (i.e. a constant shear rate). The
ratio of shear stress to linear shear strain is the very
definition of the viscosity η, and thus we have,
σxy = η γ˙ , η =
∫ ∞
0
ds G(s) . (11)
For Maxwell liquids (equation (6)) we recover the well-
known formula linking viscosity, relaxation time and
shear modulus,
η = G∞ τR . (12)
Let us specify the dimensions here, which will be useful
later. The shear modulus has the dimensions of force per
unit surface, and it is normally measured in the c.g.s.
system in dyne/cm2. We conclude that the viscosity has
the units of dyne sec/cm2, which is a Poise.
It is interesting to note that there are some soft materi-
als that are neither liquids, nor solids. When G(s) decays
to zero slower than 1/s, the shear relaxation function is
not integrable for infinite times: the system is able to re-
lax the shear for long times (in this sense it flows, so it is
not a solid), but it has an infinite viscosity (so it is neither
a liquid). From equation (10) we see that the response
of such systems to a constant shear rate γ˙ is a stress σxy
that grows indefinitely in time. Reversing the situation,
when they are subjected to a constant stress (as, for ex-
ample, gravity) these materials do flow, although slower
and slower, that is at a shear rate that vanishes as time
goes by [15]. Such systems are sometimes called ‘power
law fluids’, since typically G(t) ∼ 1/ta with a < 1, or ‘di-
latant compounds’. Silly putty is a good approximation
of what a dilatant compound is.
B. The diffusion coefficient and the Stokes-Einstein
relation
The last key player in the physics of viscous liquids is
the diffusion coefficient D. Let us consider the diffusion
equation for the concentration ρ(x, t) of a tagged particle
in a liquid (for simplicity we stay in one dimension),
ρ˙(x, t) = D
∂2ρ
∂x2
, (13)
where D is the diffusion coefficient. Let us compute the
time derivative of the mean square displacement of the
particle,
d
dt
〈x2〉 =
d
dt
∫
dx x2 ρ(x, t) = 2D . (14)
from which we derive the relation between mean square
displacement and diffusion coefficient,
〈x2〉 = 2Dt . (15)
The LHS of equation (14) can be calculated using directly
the particle velocity v(t). From,
〈x(t)2〉 =
∫ t
0
ds
∫ t
0
du 〈v(s)v(u)〉 , (16)
we obtain,
d
dt
〈x2〉 = 2
∫ t
0
ds 〈v(s)v(0)〉 , (17)
where we have used time-translation invariance. There-
fore, in the long time limit, we have a relation be-
tween diffusion coefficient and velocity-velocity correla-
tion function, which is valid in any dimension,
D =
∫ t
0
ds 〈v(s)v(0)〉 . (18)
The next step is to link diffusion to friction. This can
be done through the Langevin equation for a particle of
mass m,
mv˙(t) = −ζv(t) + η(t) , (19)
where ζ is the friction coefficient and the noise η(t) is
delta-correlated in time. Equation (19) is a linear, first-
order, inhomogeneous differential equation, that can be
easily solved, giving,
v(t) = e−ζt/mv(0) +
∫ t
0
dt′ e−ζ(t−t
′)/m η(t′)/m . (20)
By computing the long-time limit of the average kinetic
energy, 1/2m〈v2〉, and by using equipartition, we can fix
the balance between amplitude of the noise and temper-
ature,
〈η(t)η(t′)〉 = 2ζkBTδ(t− t
′) , (21)
which is known as the static fluctuation-dissipation the-
orem. This result says that the origin of the noise η and
that of the friction ζ is the same, namely the tempera-
ture T [16]. By using (20) and (21), we can calculate the
RHS of (18), and we obtain,
D =
kBT
ζ
, (22)
which is Einstein’s relation for the diffusion coefficient.
In order to make a final link with the viscosity η, we
need a relation between friction coefficient ζ and η. This
is provided by Stokes’ equation, which we will not derive
here (see [18]). A large sphere of radius a moving in a
liquid with shear viscosity η, undergoes a friction whose
coefficient is given by,
ζ = C a η , (23)
6where C is a constant depending on the boundary con-
ditions for the fluid on the sphere’s surface. Putting to-
gether the last two equations we finally get the Stokes-
Einstein relation between diffusion coefficient and viscos-
ity [17],
Dη =
kBT
C a
. (24)
Although this relation strictly holds only for a diffus-
ing sphere much larger than the molecules comprising
the fluid, it is in fact surprisingly accurate also in de-
scribing the self-diffusion coefficient D of a molecule sur-
rounded by other molecules of equal size. Yet, the Stokes-
Einstein relation sometimes fails. This typically happens
when the diffusion coefficient remains finite in situations
where the viscosity is either zero (as in superfluid he-
lium), or infinite (as in elastic crystals). As we shall see,
something similar happens in supercooled liquids close
to the glass transition, when the diffusion coefficient D
decreases with decreasing temperature less steeply than
T/η, so that the ration Dη/T is no longer a constant and
the Stokes-Einstein relation is violated.
C. Metastable equilibrium?
In the physics of supercooled liquids and glasses even
the terminology is not universally accepted, and this can
give rise to dangerous ambiguities. Given that it is es-
sential to avoid confusion from the very beginning, let us
specify the terminology used in these notes.
I use the words ‘liquid’, or ‘supercooled liquid’, when-
ever I talk about the equilibrium, albeit metastable, liq-
uid phase. One may object that a supercooled liquid is,
by definition, out of equilibrium, since below the melting
temperature true thermodynamic equilibrium is given by
the crystal, while the liquid is metastable. This is true.
However, we can experimentally equilibrate a liquid in its
metastable phase, in such a way that time-translation in-
variance (and thus the dynamical fluctuation dissipation
theorem) holds. In such situation, no experimental mea-
surement is able to tell us that the system is metastable.
Only an explicit crystallization of the sample would un-
veil metastability. Therefore, with a slight abuse of lan-
guage, I will call this the ‘equilibrium’ liquid phase, su-
percooled or not depending on whether we are below or
above the melting temperature. As always in first-order
phase transitions, there is no way to experimentally de-
tect the presence of the transition temperature, as long
as the system remains equilibrated into one of the two
phases.
On the other hand, whenever I will use the word ‘glass’
it will always be to characterize the off-equilibrium phase.
By this I mean a phase where time translation invariance
is broken, so that two-times correlation functions do not
depends simply on the difference of times and the fluctu-
ation dissipation theorem does not hold. Note that this is
not simply a stronger way to be out of equilibrium com-
pared to metastability; it is a completely different thing.
In principle it is possible to cool so rapidly a liquid that it
goes off-equilibrium even above the melting point, where
it is not metastable. In an off-equilibrium glass the relax-
ation time of the substance is too large compared to our
experimental time, whereas in the equilibrium metastable
phase the crystal nucleation time is larger than our ex-
perimental time, and yet the relaxation time is shorter
than the experimental time. We shall discuss these two
points more in details later on.
Of course, supercooled liquids and glasses are con-
nected: as we shall see, the deeper the degree of super-
cooling of a liquid, the larger the relaxation time, and
the easier is to form a glass. For this reason, sometimes
the words ‘glass-formers’ or ‘glass-forming liquids’ will be
used in alternative to ‘supercooled liquids’.
III. NEGOTIATING THE CRYSTAL
People working on supercooled liquids and the glass
transition normally show little interest in the crystal.
The reason is obvious: we want to study the exciting
properties of glasses, not the boring crystalline phase.
When pressed about the subtleties of crystallization, and
the risks of disregarding it, the typical glassy physicist
replies: “There are systems that do not have a crystalline
ground state. In that case, we certainly should not care!”,
which may be true, but leave us quite anxious about all
systems that do have a crystalline ground state. There-
fore, despite my full approval of supercooled liquids and
glasses, I believe that few words must be spent on how
crystallization can (sometimes) be avoided when cool-
ing a substance. We often read that ‘if we are careful
enough’, or ‘if we are fast enough’, we can avoid crys-
tallization and enter in the supercooled - metastable -
phase. How does this happen precisely? Answering this
question is what this chapter is about.
A. A nucleation primer
Liquids display a first order phase transition at the
melting temperature Tm. Their stable phase at low tem-
peratures is the crystal, which has a lower free energy
density than the liquid. In order to form a supercooled
liquid we therefore have to cool our sample below Tm
avoiding crystallization. A supercooled liquid is thus a
metastable phase. To learn how to skip the crystal, we
have first to learn how it forms within a supercooled liq-
uid. This is the aim of nucleation theory [19, 20]. In
these notes I will only discuss homogeneous nucleation,
that is the formation of crystal nuclei only due to ther-
mal fluctuations within the bulk of the sample. In fact,
crystal formation is often assisted by the presence of im-
purities and boundaries, and it is known in these cases
as heterogeneous nucleation. Before we forget about it,
7note that heterogeneous nucleation can make the lifetime
of a metastable sample even shorter than what expected
from the purely homogeneous theory.
Consider a sample in the liquid phase. Due to ther-
mal fluctuations there is a nonzero probability that some
particles form a nucleus of the ordered crystalline phase.
The crystal has a lower energy than the liquid, but also a
lower entropy. As long as T > Tm, the balance between
energy and entropy is still in favour of the entropy and
the liquid phase has a lower free energy than the crys-
tal. In these conditions forming a crystal nucleus is of
no advantage, and the nucleus will rapidly melt. On the
other hand, if T < Tm things change: now the crystal is
thermodynamically favoured, so that the crystal nucleus
formed by thermal fluctuations has a lower free energy
than a liquid droplet with the same number of particles.
However, there is a price we must pay to form the nu-
cleus: this is the free energy cost due to the mismatch
between the two different phases along the interface be-
tween liquid and crystal. This cost is proportional to the
surface of the nucleus.
The total Gibbs free energy change, due to the forma-
tion of the crystal nucleus in d dimensions, is therefore
given by,
∆G(R) = σ Rd−1 − δg Rd , (25)
where we have disregarded all the dimensionless geomet-
ric prefactors dependent on the shape of the nucleus.
Equation (25) is the the pillar of nucleation theory: σ is
the surface tension, i.e. the (positive) free energy cost per
unit area in forming the interface between the two phases.
On the other hand, δg is the Gibbs free energy density
difference between the metastable and stable phase,
δg = gmetastable − gstable ≥ 0 . (26)
Note that, by definition, δg = 0 at the melting temper-
ature Tm, and it grows when T goes below Tm. In fact,
δg is often fitted to a linear form below Tm,
δg(T ) =
δh
ν
(
1−
T
Tm
)
, (27)
where δh is the molar enthalpy of fusion, and ν is the
molar volume of the crystal [21]. This is a handy formula,
which may however break down well below Tm.
Equation (25) encodes the competition between the
surface cost, σ, opposing nucleus formation, and the bulk
thermodynamic drive, δg, favouring it. For small radii R,
the surface term dominates, so that small nuclei are ther-
modynamically unstable and melt; on the other hand, for
R larger than a critical nucleus size Rc, the volume term
takes over, and the nucleus is stable. By maximising (25)
we find the critical nucleus Rc and the free energy barrier
to form a stable nucleus, ∆G(R = Rc),
Rc =
σ
δg
, (28)
∆G(R = Rc) =
σd
δgd−1
, (29)
where once again we disregarded dimensionless geomet-
ric factors, irrelevant for the present discussion. From
these relations we understand that the size of the critical
nucleus, and thus the nucleation barrier, diverge at the
melting point, where δg = 0. This is obvious: at T = Tm
the two phases have the same free energy and there is no
thermodynamic advantage in the formation of the crys-
tal nucleus, whereas there is still a surface disadvantage.
Therefore, the sample always needs a certain degree of
supercooling (i.e. metastability) in order to form sta-
ble nuclei, and eventually collapse to the stable crystal
phase. Note that the surface tension is normally a func-
tion weakly dependent on the temperature close to Tm,
so that the largest part of the T dependence of Rc and
∆G comes from δg(T ) through equation (27).
It is very important not to make confusion between
∆G and δg: the first one is the free energy change caused
by the nucleus formation, it depends on the nucleus size
R, and, once evaluated at the critical size Rc, coincides
with the barrier to nucleation; δg is the thermodynamic
drive, i.e. the free energy (density) difference between the
two phases and it does not depend on R. In fact, equa-
tion (29) shows that these two quantities are inversely
proportional: when the temperature decreases, entering
in the supercooled phase, the thermodynamic drive to
nucleation δg increases, and thus the barrier to crystal
nucleation ∆G(Rc) is smaller the lower the temperature.
Hence, from a thermodynamic point of view, the lower
T , i.e. the larger δg, the easier is crystal nucleation.
B. Nucleation time vs. nucleation rate
After the free energy barrier to nucleation is calculated,
it is common to derive directly the nucleation time, i.e.
the time needed to form a critical nucleus, of size Rc. To
do this one simply invokes the Arrhenius formula that
rules activated processes, with ∆G(Rc) playing the role
of the activation barrier. In this way one gets for the
nucleation time,
τN = τ0 exp
(
∆G(Rc)
kBT
)
= τ0 exp
(
σd
kBT δgd−1
)
,
(30)
where kB is Boltzmann’s constant and τ0 is a - far from
harmless - prefactor.
When we think about it, however, we immediately re-
alize there is something odd about this formula: where is
the sample’s volume? The stochastic process of nucleus
formation is a local one: there is an equal and indepen-
dent probability to form a stable nucleus in each part of
the sample. It is as if we are tossing a biased coin (to nu-
cleate or not to nucleate) in each different position of our
system: the larger the sample, the sooner we will get a
critical nucleus. This tells us that the fundamental quan-
tity of nucleation theory is not the nucleation time τN,
8but rather the nucleation rate jN, defined as the number
of critical nuclei formed per unit time, per unit volume
[20]. The nucleation rate is a constant for large enough
volume V , and it is given by,
jN = j0 exp
(
−
σd
kBT δgd−1
)
, (31)
If the rate per unit volume is constant, then the time
needed to form one critical nucleus in a sample of volume
V scales as 1/V ,
τN =
1
jN V
. (32)
The larger the volume, the smaller the time needed to
nucleate the crystal, and thus leave the metastable phase.
Using small samples is indeed a well-known experimental
trick when trying to avoid nucleation. Therefore, the
prefactor of the nucleation time τ0 in (30) must contain
a term inversely proportional to the sample’s volume,
1/V . As we shall see, this is just the first of many tricky
ingredients of the infamous nucleation prefactor τ0.
Although it is important to understand that the nucle-
ation time depends on the volume of the sample, this fact
does not have momentous effects. First, the volume term
1/V is in the prefactor τ0, that is outside the exponential,
and it is therefore relatively weak: a change in temper-
ature of a few degrees close to Tm, where δg is almost
linear, gives rise to an enormous change in the nucleation
time, and it would take a change in the volume of sev-
eral orders of magnitude to compensate it. Secondly, the
relationship τnuc ∼ 1/V must break down at small val-
ues of V , either because surface effects become dominant
over bulk properties or simply because the sample size
L becomes smaller than the critical nucleus Rc. In this
last case taking even smaller volumes decreases the bar-
rier to nucleation (less particles have to be aggregated in
the nucleus) and the nucleation time decreases too. We
therefore expect the existence of a minimal volume v0
where the nucleation time is maximum. We can then set
V = v0 in the equations above and associate to a certain
substance a well-defined lifetime of its supercooled phase
at a given temperature.
Note that if we do not fix a reference volume as v0,
we end up with the funny result that all metastable
phases have zero lifetime in the infinite volume limit,
since τnuc → 0 for V → ∞. If we think about it, this
is obvious: if we take an infinite number of (metastable)
diamonds, we have probability one that at least one of
them immediately decays into graphite, whereas most of
the other diamonds will remain stable. If all these dia-
monds were just different parts of a single sample, then
the immediate nucleation event would eventually spread
throughout the whole sample, making it collapse into a
(very large and very cheap) chunk of stable graphite.
Yet, it would be unwise to use such an argument to im-
ply that no metastability can exist in the thermodynamic
limit. This for at least two reasons. First, let us remem-
ber once again that the 1/V factor in the nucleation time
is outside the exponential. We meet metastable phases
with very long lifetimes every day simply because their
volume is too small to make an impact on τnuc, even
though the number of their degrees of freedom is largely
beyond the conventional 1023 needed to grant the ther-
modynamic limit. Discovering that a sample larger than
the universe would effectively be unstable, is not too big
a problem.
The second reason is deeper: if a stable nucleus is
formed at a certain position x distant from a position
y in the same sample, the nucleus must grow from x to y,
before metastability is lost at y as well. As we shall see
later, the growth of a nucleus can be slowed down signif-
icantly, sometimes even blocked. As long as the nucleus
is far enough from y (beyond few correlation lengths),
any local measurement performed in y will be unable to
detect the loss of metastability taking place in x. The un-
derlying reason for this is that ordinary first-order tran-
sitions (unlike second order ones) are very local in na-
ture, without long range correlations. So, unless growth
is very fast, we need many locally formed nuclei to loose
metastability. We will come back to this point when we
will discuss the kinetic spinodal.
C. Avoiding the crystal
To understand what is the best route to avoid crystal-
lization we have now to study how the nucleation time
depends on the temperature. For the time being, let us
assume that the prefactor τ0 does not depend on T . As
we shall see this is a wrong assumption, but the mistake
is not essential at the moment. Let us also assume that
the surface tension σ does not depend on T , which is a
more reasonable hypothesis, especially close to Tm. Un-
der these assumptions, the temperature dependence of
the nucleation time in (30) comes from the explicit term
T and from δg(T ) in the exponential. We recall that
δg(T ) is zero at the melting point, and it grows when
decreasing the temperature, without however any reason
to diverge, not even at zero temperature. The nucleation
time thus diverges at T = 0 and at T = Tm, and it is
therefore a non-monotonic function of T . This implies
that there is a temperature where the nucleation time
reaches a minimum (see Fig.2), τmin. The minimum of
the nucleation curve is clearly a dangerous zone, where
crystallization is most likely.
Let us cool the system with a certain cooling rate r,
which is the temperature variation per unit time,
r =
dT
dt
. (33)
If we use a linear cooling rate, that is if r(T ) is a constant,
then we cannot cool slower than a critical value rc, which
is approximately equal to the inverse of the minimum
nucleation time (Fig.2),
rc ∼
1
τmin
. (34)
9Figure 2: Nucleation and relaxation time vs. temper-
ature - The nucleation time (full line) diverges at the melting
point Tm and at T = 0, reaching a minimum at Tmin. The
relaxation time (dashed line) is very small close to Tm and it
raises sharply as the temperature lowers. The straight lines
represent linear cooling schedules at different cooling rates.
The slope of these lines is the inverse of the cooling rate r. In
order to keep the liquid (LQ) at equilibrium we cannot cool
too slowly, otherwise we cross the nucleation time and we get
a crystal (CR). The line that is tangent to the nucleation time
represents the critical linear cooling rate, i.e. the slowest rate
at which we can cool avoiding crystallization. However, we
cannot cool too rapidly either, otherwise we cross the relax-
ation time and we go out of equilibrium, obtaining a glass
(GL). The red dotted line represents a nonlinear cooling that
is fast close to the minimum of the nucleation time and slower
at lower temperatures.
If r < rc, i.e. if we cool slower than the critical rate, we
give to the system enough time to form a stable nucleus,
and thus to start crystallization. This is why one nor-
mally says that to avoid crystallization we have to cool
‘fast enough’. Note that cooling fast a sample may be
very nontrivial from the experimental point of view, so
that avoiding crystallization may be not that easy, espe-
cially when τmin is very small and thus rc very large.
If we are not limited to linear cooling schedule, we
can do something smarter: we can cool slowly far from
the minimum Tmin, and rapidly just around the mini-
mum. This nonlinear strategy is indeed necessary if we
wish to keep the sample in the supercooled phase and
not to fall off-equilibrium. As we shall later on in these
notes, by lowering the temperature the relaxation time
τR of the supercooled liquid increases dramatically. This
means that, to keep the system at equilibrium, we need
to cool it slower and slower, while lowering the temper-
ature. Such requirement clearly conflicts with the need
of a fast cooling to avoid crystallization. If we stick to
a linear cooling schedule, with r > rc in order to avoid
crystal nucleation, the sample will inevitably fall out of
equilibrium as soon as the relaxation time exceeds r−1c .
On the other hand, if we fix r < rc to stay at equilibrium,
the sample will crystallize. We conclude that there is no
way to stay in the supercooled phase at arbitrary low
temperatures by means of a linear cooling schedule: the
sample either drops off-equilibrium, becoming a glass, or
it crystallizes.
If, on the other hand, we cool nonlinearly, we can cool
fast at higher temperatures, until the minimum of the
nucleation curve is negotiated, and slow down progres-
sively at lower temperatures to cope with the increasing
relaxation time of the supercooled liquid (Fig.2).
The situation seems therefore under control: we must
identify the minimum of the nucleation curve and nego-
tiate it by using a smart cooling schedule. In this way
we can forget forever about the crystal. Unfortunately,
the solution of the problem is not that easy. First, τmin
and τR may be such to make it experimentally impossi-
ble, for a reason or another, to skip crystallization, yet
keeping the system at equilibrium. Second, measuring
the nucleation time, and thus τmin, is far from trivial; as
a consequence, there is the concrete possibility that we
do not know the nucleation curve at all. Third, there
are cases where, no matter what we do and know, the
metastable liquid is doomed. This last point seems par-
ticularly disturbing, and we will focus on it.
D. The kinetic spinodal
The experimental protocol we use to cool our sample
is not the only factor affecting how deeply we can super-
cool a liquid. There are systems that crystallize below a
certain temperature, no matter the cooling schedule we
adopt. This temperature is known as kinetic spinodal,
Tsp. The kinetic spinodal is the metastability limit of
the supercooled phase: below this point the equilibrium
supercooled liquid ceases to exist. What is the origin of
Tsp?
As we have already seen, a supercooled liquid is
squeezed in an uncomfortable time region: if we are too
slow when cooling below Tm, the system has enough
time to nucleate the crystal; on the other hand, if we
are too fast, the system cannot thermalize, and an off-
equilibrium glass is formed. Thus, to reach the maximum
degree of supercooling we have to keep the sample be-
tween the relaxation and the nucleation curves, a region
which narrows at lower temperatures. Yet, if the quali-
tative behaviour of relaxation time, τR(T ) vs. nucleation
time τN(T ), were always the one depicted in Fig.2, there
would always be a way (at least theoretically) to super-
cool the system at arbitrary low temperature. However,
this is not always the case.
In some materials the relaxation time may exceed the
nucleation time below a certain temperature, as shown
in Fig.3 (right panel). This temperature is the kinetic
spinodal, which is thus defined by the relation,
τN(Tsp) = τR(Tsp) . (35)
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Figure 3: The kinetic spinodal - Left panel: If nucleation
time (full line) and relaxation time (dashed line) do not cross,
it is possible to equilibrate the liquid with a nonlinear cooling
at arbitrary low T . Right panel: However, if the relaxation
time becomes larger than the nucleation time (right panel),
the system has a kinetic spinodal Tsp. Below this tempera-
ture the supercooled liquid does not exist, because nucleation
starts before equilibrium can be established. The curves can
cross in two different ways. In the inset of the right panel we
see an easy-to-detect spinodal: the nucleation time is decreas-
ing when it crosses with the relaxation time. In this case,
even a naive extrapolation of the nucleation and relaxation
data clearly indicates that a kinetic spinodal is incumbent.
In the main panel, on the other hand, we see a sneaky spin-
odal: both times are increasing in this case. If we only have
data down to T > Tsp, an extrapolation can hardly say some-
thing about the possible existence of Tsp. For this reason it is
in general very difficult to rule out the existence of a kinetic
spinodal. Close to the spinodal the difference between poly-
crystal and glass is somewhat blurred [32].The symbols CR,
LQ and GL indicate respectively the crystalline, the liquid
and the glassy phase. (Reprinted with permission from [29];
copyright of American Physical Society.).
If a kinetic spinodal exists, no equilibrium measurements
can be performed on the supercooled sample below Tsp,
because τN(Tsp) < τR(Tsp), so that crystallization starts
before equilibrium is reached in the liquid phase.
The kinetic spinodal therefore marks the metastability
limit of the supercooled phase. Fig.4 shows the typical
time dependence of a physical quantity (in this case the
energy) above and below the kinetic spinodal. Note that
even above Tsp there is crystallization if we wait long
enough; however, in this temperature range there is a
long time window between τR(T ) and τN(T ) where equi-
librium properties of the supercooled liquid phase can
be measured. Below Tsp, on the other hand, this is not
possible: there is an overlap of relaxation and nucleation
regimes that makes it impossible to define an equilibrium
phase.
It was Kauzmann in 1969 [22] who first hypothesized
the existence of a kinetic spinodal in supercooled liquids.
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Figure 4: The time dependence of the energy above
and below the kinetic spinodal - Numerical simulations of
a system with a liquid-crystal first order transition. Energy
density vs. time at various temperatures above and below
the kinetic spinodal. Circles: at this temperature T > Tsp
nucleation time is so large that crystallization cannot be ob-
served within the maximum experimental time. Squares: at
lower temperature, but still with T > Tsp, nucleation can
be observed within the experimental time window. However,
the energy relaxes to its equilibrium value well before nucle-
ation occurs, so that the metastable liquid is well defined.
Triangles: for T < Tsp the two processes of relaxation and
nucleation are no longer well separated, so that we cannot de-
fine the metastable liquid phase in this temperature regime.
(Reprinted with permission from [32]).
He wrote: “Suppose that when the temperature is low-
ered a point is eventually reached at which the free energy
barrier to crystal nucleation becomes reduced to the same
height as the barriers to the simpler motions. At such
temperatures the liquid would be expected to crystallize
just as rapidly as it changed its typically liquid structure
to conform to a temperature or pressure change in its sur-
roundings.” Kauzmann introduced the concept of kinetic
spinodal as an effective way to avoid the entropy crisis,
defined as the point where the (extrapolated) entropy of
the liquid becomes equal to the entropy of the solid. We
shall discuss this phenomenon in great detail later on in
these notes.
Let us note that Tsp is called kinetic spinodal, and not
simply spinodal, for a reason. The barrier to nucleation
is nonzero at Tsp, and no thermodynamic loss of stability
occurs here. Despite this fact, the equilibrium phase can-
not be defined any better below Tsp than if there were
a bona fide thermodynamic spinodal. Indeed, it is im-
portant to understand that the kinetic spinodal does not
depend on the experimental protocol, but it is rather
an intrinsic property of the sample. Below Tsp the only
equilibrium phase is the crystal, whereas off-equilibrium
glassy and polycrystalline configurations can be obtained
if we cool fast or slow enough, respectively.
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E. Can the prefactor of nucleation save the day?
Whether or not a particular liquid has a kinetic spin-
odal that bounds its region of metastability depends on
the material characteristics. In particular, as we have
seen, it depends on the relative T -dependence of nucle-
ation and relaxation time. Clearly, those systems whose
relaxation time increases more smoothly when lowering
the temperature have a lower danger to present a ki-
netic spinodal, whereas a steeply increasing relaxation
time makes it more likely the crossing with the nucle-
ation time, and thus a metastability limit. In particular,
in those systems where relaxation time seems to become
infinite only at zero temperature, there is no a priori
reason to postulate the existence of a kinetic spinodal:
both τR(T ) and τN(T ) diverge at T = 0, and whether
they cross or not definitely depends on the details of the
material.
There are systems, however, where the relaxation time
increase much more steeply, and it seems to become very
large well above T = 0. In particular, as we shall see
later on, some theories predict the existence of a temper-
ature Tk > 0 where the relaxation time diverges. If this
is true, it seems that τR is bound to become larger than
the nucleation time τN, which, as we have seen, only di-
verges at T = 0. So, the very existence of a divergence
of the relaxation time at Tk would automatically imply
the existence of a kinetic spinodal, an this in turn would
prove that Tk does not exist! In order to exit from this
nasty loop there is a standard argument, which we report
here.
Up to know we have assumed that relaxation and nu-
cleation are completely independent phenomena. In fact,
this is not true. The prefactor τ0 in the nucleation time
(30) depends on the temperature, although this depen-
dence is quite complicated and somewhat unclear. It has
become customary to approximate the T dependence of
τ0 by using the self-diffusion coefficient D, thus writing
[19, 20],
τ0 ∼ 1/D . (36)
Although this equation is definitely not exact, its mean-
ing is rather clear: nucleation proceeds through an aggre-
gation process, and it is reasonable that the rate of this
process is proportional to the diffusion in the system. By
using the Stokes-Einstein relation (24), one then has,
τ0 ∼ η ∼ τR , (37)
where we have used the linear relation between shear vis-
cosity and relaxation time of normal liquids (12). From
equation (30) we get,
τN = τ0 exp
(
∆G
kBT
)
∼ τR exp
(
∆G
kBT
)
. (38)
This equation implies that the nucleation time is always
larger than the relaxation time. If this were true, a ki-
netic spinodal would never exist: nucleation would al-
ways be slower than relaxation, so that there would al-
ways exist a time window where equilibrium properties
could be measured. This is the underlying argument
when it is sometimes said that once a liquid enters in
its deeply supercooled phase, then crystallization is no
longer an issue, since it becomes too difficult. The idea
is that when relaxation is too slow, and viscosity is very
high, nucleation, and thus crystallization, is kinetically
inhibited.
By killing the kinetic spinodal Tsp > Tk, this argument
saves the existence of the transition at Tk. If we accept
equation (38), then not only the relaxation time, but also
the nucleation time diverges at Tk: the two times do not
cross, the kinetic spinodal is avoided and the Kauzmann
transition is saved. Is this argument satisfying?
Although the prefactor of nucleation definitely in-
creases by decreasing the temperature, it is hard to claim
that this fact can completely rule out the existence of a
kinetic spinodal. First, there are systems where a kinetic
spinodal exist (see [32], for example), so that this argu-
ment does not work in general. Secondly, even if equation
(38) strictly held, it would not be sufficient to grant the
survival of the liquid in a condition where the barrier to
nucleation is very small. In fact, in order to measure the
equilibrium properties of the liquid, we need the nucle-
ation time to be significantly larger than the relaxation
time. This means that there must be some orders of
magnitudes of difference between the two times, other-
wise the metastable liquid phase is only virtually, and
not operationally, existent. If the exponential is of or-
der 1, the two times are comparable, and equilibrium is
lost. Third, in the deeply supercooled phase, where the
liquid becomes very viscous, the Stokes-Einstein relation
is known to break down [67, 70], and typically,
1/D≪
τR
T
. (39)
Even in the extreme case of solids, where the shear vis-
cosity (and thus τR) is infinite, the diffusion coefficient D
remains nonzero. Nucleation is a local aggregation pro-
cess that may (slowly) proceed even when more complex
relaxation processes are completely blocked. Indeed, as
we shall see later on, the rearrangements that grants the
ergodicity, and thus true relaxation, to the system are
of cooperative nature at low T , whereas nucleation pro-
ceeds even at a single particle level. Thus, the nucleation
prefactor remains much smaller than the relaxation time
at low temperatures, and it cannot grant by itself the
condition τN ≫ τR necessary to skip the kinetic spin-
odal and guarantee the existence of the equilibrium liq-
uid. We conclude that, though the prefactor τ0 can actu-
ally depress nucleation in the not-too-cold regime where
1/D ∼ τR, it does not by itself prevent nucleation at low
T . Hence, the prefactor of nucleation cannot save the
day.
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F. An elastic twist
There is a mechanism that can inhibit nucleation in su-
percooled liquids, in some cases so much as to suppress
the kinetic spinodal. To understand what such mecha-
nism is we have to make a small detour.
Nucleation within a metastable phase is a very gen-
eral phenomenon, certainly not limited to liquid-crystal
transitions. In particular, when both phases (the stable
and the metastable one) are solids, equation (25) is in-
complete. The two solid phases typically have different
specific volumes; to fix ideas let us assume that the sta-
ble phase has a larger volume than the metastable one.
This implies that when a nucleus of the stable phase is
formed, the metastable background, and thus its solid
matrix, will be subjected to an elastic strain, due to the
volume misfit. Basically, it is as if we carved a volume
VM from the metastable phase, and tried to replace it
with a larger volume VS > VM. Intuition tells us that we
are going to pay something more than the simple surface
mismatch contribution.
Indeed, when the system has an elastic response, as in
the case of solids, there is an extra energetic price that
has to be paid. Because of the long-range nature of elastic
forces, the elastic price is proportional to the volume of
the nucleus, and it thus corrects the bare thermodynamic
drive δg [23, 24, 25]. The correct formula becomes,
∆G(R) = σ Rd−1 − δg Rd + Eelastic R
d . (40)
The elastic term is proportional to the square of the rela-
tive volume difference between the two phases, δv/v, and
to the elastic shear modulus, G∞ [26],
Eelastic = k
(
δv
v
)2
G∞ , (41)
where k is a dimensionless constant containing a com-
bination of the bulk and shear moduli. From (40) we
clearly see that as long as δg > Eelastic nucleation pro-
ceeds in the usual way, although it is delayed by an elastic
correction to the free energy drive,
τnuc = τ0 exp
(
σd
kBT [δg − Eelastic]d−1
)
. (42)
Therefore, the effect of the elastic contribution when δg >
Eelastic, is simply to increase the nucleation time. On
the other hand, when δg < Eelastic, there is no volume
advantage in forming the nucleus, since the free energy
gain is smaller than the elastic cost. In such situation
nucleation is totally suppressed. In particular, if δg <
Eelastic at all temperatures, the only way for the system
to collapse in the stable phase is to perform a so-called
zeroth-order phase transition, where the entire sample
jumps to the stable phase, in order not to create any
elastic strain [25].
As thrilling as all this may sound, the reader may nev-
ertheless ask: Who cares? What this has to do with the
liquid-crystal transition? Liquids are not solids. Why,
then, should we bother about elastic effects? The an-
swer is that at low temperatures, viscous liquids do have
a nonzero elastic response on time scales that may be
relevant for nucleation. As we have seen in Section II.A,
a liquid is described by a time-dependent shear modu-
lus G(t) that decays to zero only for times significantly
larger than the relaxation time (equations (5) and (6)).
For t≫ τR the liquid is able to relax the stress, G(t) ∼ 0,
and there is no elastic contribution, while for t≪ τR the
liquid responds like a solid, with finite shear modulus,
G(t) ∼ G∞.
At high temperatures, close to Tm, nucleation is slow
and relaxation is fast, so that τN ≫ τR. In this regime,
thus, G(τN) ∼ 0 and there is no elastic contribution. On
the other hand, at low temperatures nucleation occurs
on time scales that may be comparable to the relaxation
time (see Fig.2), τN ∼ τR and thus G(τN) 6= 0 [237]. In
this case when a nucleus is formed the background liquid
undergoes an elastic strain due to the volume mismatch
of the newly formed crystal nucleus (the specific volumes
of the liquid and crystal are typically different). As a re-
sult, an elastic price, proportional to the nucleus’ volume,
must be paid [27, 28].
The elastic response depresses the thermodynamic
drive to nucleation and increases the nucleation time
(equations (40) and (42)), therefore G(τN) decreases and
the elastic response is in turn depressed. Therefore, find-
ing τN becomes a self-consistent problem. It can be
proved [29, 30] that the final effect of this self-consistent
elastic mechanism is encoded in the following dimension-
less parameter,
λ =
(
δv
v
)2
G∞
δh/ν
, (43)
where we remind that δh/ν is the molar enthalpy of fu-
sion per molar volume (see equation (27)), which is the
drive to nucleation. The ratio G∞/δh thus encapsulates
the competition between elastic loss and thermodynamic
gain in forming the nucleus. In those liquids where λ is
small, elasticity is weak compared to the thermodynamic
drive to nucleation, so that nucleation is only moderately
depressed, and a kinetic spinodal may still exist. On the
other hand, when the parameter λ is large, elastic ef-
fects become so strong that the kinetic spinodal can be
completely suppressed [29, 30].
We conclude that some supercooled liquids, those with
a large enough elastic response, may survive in their
metastable phase even when the relaxation time becomes
very large, because the kinetic spinodal is suppressed by
elastic effects. Of course, the absence of a kinetic spin-
odal does not mean that these systems cannot crystallize:
we still have to be very careful when cooling. However,
knowing that, at least in principle, there are systems
where the metastable phase is well-defined, no matter
how low is T , is somewhat a consolation.
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G. Nucleation vs. growth
The curve of the nucleation time vs. temperature is
quite instructive from a theoretical point of view, but it is
not of great help experimentally. What we can measure
in an experiment is crystallization, rather than nucle-
ation. In particular, we can measure the time tx the sys-
tem takes to develop a substantial amount of crystalline
order. This amount must be large enough to be detected
experimentally and see that crystallization has started
at that particular temperature T . The function tx(T )
obtained in this way is often called Time-Temperature-
Transformation (TTT) curve, and it is the only experi-
mentally available tool to check how likely is crystal for-
mation at a given temperature [31]. The TTT curve,
as the nucleation curve, displays a minimum, indicating
that at this point crystallization is most likely. In the
experimental context the TTT curve is normally plotted
in a temperature vs. time representation, so that this
minimum looks in fact like the ’nose’ of the curve, and
this is the word normally used for it.
One may argue that the TTT curve is just the exper-
imental counterpart of the nucleation curve: they both
tell us how likely crystallization is, they both have a min-
imum, they both diverge at Tm and T = 0. In fact, up to
know we made little difference between nucleation and
crystallization. However, nucleation is a different phe-
nomenon from crystallization, and the two curves have a
fundamentally different meaning.
In order to form a substantial amount of crystal, which
can be detected experimentally, the system has to first
form some stable nuclei and then to grow them until
they invade a large part of the sample. The first pro-
cess is nucleation, the second is growth. These two pro-
cesses are different, and crystallization is given by the
concourse of the two of them. Nucleation is dominated by
the competition between surface tension and free energy
(potentially renormalized by an elastic factor). Growth,
on the other hand, is largely dominated by the viscos-
ity of the background liquid in which the nucleus must
expand. Moreover, growth may be slowed down because
different mismatched crystallites come in contact with
each other, giving rise to a very slow process of crystal
domain growth (or coarsening) [34]. Therefore, growth
is ruled mostly by relaxation mechanisms. As a result,
crystallization proceeds at the pace of the slowest pro-
cess, nucleation or growth.
Close to the melting point the viscosity of the liquid is
very small, whereas nucleation time is very large. There-
fore, it is always nucleation to slow down crystallization
near Tm and to make the TTT curve diverge here. More-
over, if there is no kinetic spinodal, i.e. if nucleation is
always significantly slower than relaxation, then as slow
as growth may be, nucleus formation is typically even
slower, and thus nucleation is the real bottleneck of crys-
tallization. In this case the TTT curve gives the same
qualitative physical information as the nucleation curve
(Fig.5 - left panel).
Figure 5: Crystallization curve vs. nucleation curve
- Left panel: when there is no spinodal, the bottleneck of
crystallization is nucleation at all temperatures, so that the
TTT-crystallization curve is basically the same as the nucle-
ation curve. Right panel: when a spinodal is present, the
right branch of the TTT curve is still given by nucleation,
while the right branch is dominated by slow growth. In this
case nucleation and crystallization (TTT) curves have differ-
ent meanings.
However, there is one important case where nucleation
is fast, and yet crystallization is slow, being hampered
by slow growth. This happens in presence of a kinetic
spinodal. In this case we have to be very careful in the
interpretation of the TTT curve (Fig.5 - right panel).
Nucleation and relaxation times intersect at the spin-
odal point Tsp. Below Tsp nucleation is fast, whereas
growth is slowed down by the large relaxation time. This
means that while the right branch of the TTT curve is
still dominated by nucleation, the left branch, the one for
T < Tsp, is dominated by growth. Thus, a metastabil-
ity limit makes the meaning of the crystallization (TTT)
and nucleation curves quite different [32, 33].
Strictly speaking, below the kinetic spinodal the equi-
librium supercooled liquid does not exist, and therefore
it is formally not possible to speak about the liquid relax-
ation time. Therefore, when we say that below Tsp the
growth of a nucleus is slowed down by the large relax-
ation time, we are quite sloppy, although the statement
is reasonable. We mean that the local relaxation of the
liquid background where the nucleus is expanding is com-
parable to the extrapolation of the relaxation time of the
liquid below the spinodal.
The final message of this section is the following: when
trying to avoid crystallization, we must make the best use
of the TTT curve, which is the only experimentally avail-
able tool; therefore, we have to cool rapidly around the
nose, and cross our fingers. However, there is no way we
can detect the existence of a kinetic spinodal by simply
inspecting the TTT curve, as it looks always the same (a
divergence at Tm plus a nose), both when there is and
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when there is not a metastability limit. The difference
is that when a kinetic spinodal is present the left branch
of the TTT curve is ruled by growth, rather than nucle-
ation (Fig.5); but this is something the TTT curve itself
is not going to tell us. As a consequence, we have al-
ways to be very careful in ruling out the possibility that
our sample has crystallized. Even after we have negoti-
ated the nose of the TTT curve, there is always the risk
that nucleation starts, but growth is so slow that it keeps
the crystallites’ size below the experimentally detectable
threshold. In that case our sample is a sneaky polycrys-
tal, i.e. an off-equilibrium system: however slow growth
may be, it is bound to drive away the system from its su-
percooled equilibrium condition. Therefore, when a spin-
odal is present (Fig.5 - right panel), we can only study the
supercooled liquid in the regime of equilibrium arrested
nucleation (right branch of the TTT curve), not in the
regime of off-equilibrium arrested growth (left branch of
the TTT curve) [32, 33].
Even though off-equilibrium glasses are not our main
concern in these notes, it is worthwhile saying that such
off-equilibrium polycrystals, as those obtained from a
widespread nucleation arrested by a very slow growth,
raise some conceptual issues about the nature of the
glassy phase. The question is whether or not it is always
possible to identify an order parameter that clearly dis-
tinguish these sneaky polycrystals from bona fide amor-
phous (i.e. glassy) configurations. In general, it is not at
all easy to clear up the difference between the two: there
are systems where it exists a grey zone where it proves
very hard to qualitatively distinguish a highly disperse
polycrystal from a truly amorphous glass [32, 33]. This
said, for the rest of these notes we will make the sim-
plifying assumption that bona fide amorphous minima,
qualitatively well separated from the crystal, can always
be defined.
IV. THE GLASS TRANSITION AND
THEREABOUTS
The glass transition is one of the most interesting open
problems in condensed matter physics. There is first of all
an issue of conceptual definition, since the glass transition
is not a ’transition’ at all. But more importantly, there is
the problem of whether or not a liquid close to the glass
transition is in any respect qualitatively different from a
normal liquid. In other words: does the glass transition
mark a fundamental change in the physical properties
of the liquid, or is it a mere conventional point? I will
try to convince the reader that a supercooled liquid close
to the glass transition is indeed different from a high
temperature liquid at a qualitative level, and not simply
because its relaxation time is much larger than normal.
Throughout these notes I will always use temperature,
rather than density, as the control parameter triggering
glassy behaviour. For a thorough comparison of the low-
ering T vs. increasing ρ effects on glass-forming liquids
Figure 6: The growth of the viscosity close to the glass
transition - Logarithm of the viscosity of several substances
as a function of the inverse temperature. The horizontal line
marks the value η = 1013 Poise, which conventionally de-
fines the dynamic glass transition. (Reprinted with permis-
sion from [44]; copyright of Societa’ Italiana di Fisica.)
see [35, 36]. Excellent brief accounts of the glass transi-
tion and related phenomena are given in [1] and [8].
A. Going off-equilibrium: the dynamic glass
transition
Once we have learned how to defend our supercooled
liquid sample from crystallization, we turn to face an-
other enemy, the glass. When we cool a liquid signifi-
cantly below the melting point, the shear relaxation time
and the viscosity grow sharply. This growth is very im-
pressive and very general (see Fig.6). Data show that
viscosity can increase by up to 14 decades in a relatively
narrow range of temperature [44]. This sharpness is very
different from what happens above the melting point,
where the viscosity increases in a much smoother way.
This dramatic growth is common to many liquids with
very different microscopic structures, including polymers.
By decreasing T we are therefore bound to hit a tem-
perature where the relaxation time exceeds the time ex-
perimentally available to our measurement. Below such
temperature it is impossible to equilibrate the system:
the sample is out of equilibrium on the time scale of
our experiment, and we have formed a glass. We give
a provisional definition of dynamic glass transition (or
kinetic glass transition, or simply glass transition) as the
temperature Tg where the relaxation time exceeds the
experimental time,
τR(T < Tg) > texp . (44)
What happens from the experimental point of view at
the glass transition? The most important practical con-
sequence of going off equilibrium is that we do not give
the system enough time to properly explore the phase
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Figure 7: Specific heat vs. temperature at the dy-
namic glass transition - The specific heat drops at the
dynamic glass transition to approximately the same value it
has in the crystal phase. This is because below Tg we are not
giving the system enough time to be ergodic. Roughly speak-
ing, a glass is stuck in a single potential energy minimum for
a long time, so that it looses all the configurational degrees
of freedom.
space, and, in so doing, we sharply cut the number of
degrees of freedom accessible to the system. This causes
a sharp drop (up to a factor 2) of the constant pressure
specific heat cp at Tg [1]. A schematic view of the typical
behaviour of cp(T ) is reported in Fig.7. The experimen-
tal time is smaller than the ergodicity time, i.e. the time
needed by the system to explore a representative frac-
tion of the phase space. In this dynamic sense, we can
say that the system is no longer ergodic.
This phenomenon becomes all the more clear when we
notice that the specific heat below Tg drops to a value
very close to that of the crystalline phase. In a crystal
the motion of all particles consists of vibrations around
their (ordered) equilibrium positions, without any kind
of rearrangement. Ergodicity is broken and the system is
confined to one (absolute) energy minimum in the phase
space. The behaviour of the specific heat thus suggests
that also in a glass at low temperature particles vibrate
around their (disordered) equilibrium positions, with al-
most no structural rearrangement. Ergodicity is dynam-
ically broken and the glass is confined to one (local) en-
ergy minimum in the phase space. For this reason, the
specific heat is approximately the same in the crystal as
in the low temperature glass.
Even though the view of a glass stuck in a local min-
imum is good enough to understand the behaviour of
static quantities as the specific heat, it is unfortunately
far too simplistic if we want to understand the dynamic
properties of the off-equilibrium phase. This is not our
focus, but we nevertheless must be a bit more precise
here. A glass is something more complicated than a sys-
tem vibrating around an amorphous minimum of the en-
ergy. Were this simple picture true, the glass would be at
a (broken-ergodicity) equilibrium within this minimum,
as it happens to the crystal. However, a glass is drasti-
cally out of equilibrium. Even though one-time quantities
(as the volume or the energy) may look almost constant
in the long time limit, two-time quantities (as the dy-
namic correlation function) show a stark off-equilibrium
behaviour, in that they depend explicitly on both times,
rather than on their difference. In other words, the prop-
erties of the system depend on the time elapsed from the
instant the system was cooled below Tg. This is aging.
The reasons for this behaviour are complex and go be-
yond the scope of these notes. Very nice introductions
on aging and off-equilibrium dynamics can be found in
[37] and [38]. Here, let us be content in knowing that
on short time-scales the most conspicuous effect of go-
ing off-equilibrium below Tg is indeed to remain stuck in
an amorphous configuration, where only vibrations con-
tribute to the specific heat, and for this reason cp has a
drop.
There is, of course, a crucial difference between an off-
equilibrium glass and a crystal: ergodicity breaking in a
glass is a purely dynamical accident, whereas in a crys-
tal is a truly thermodynamic phenomenon. On the time
scale over which we observe a glass, ergodicity cannot
be restored and equilibrium is lost. In such a situation,
in principle, we should not measure the specific heat at
all, which is an equilibrium concept. If we stubbornly do
that anyway, we inevitably record a loss in the number
of degrees of freedom that the system is dynamically pre-
vented to use. If we waited enough time to equilibrate
the system, we would see the curve cp(T ) modify drasti-
cally, and the specific heat drop would disappear. In a
crystal, on the the contrary, the system is confined in a
limited portion of the phase space forever, since energy
barriers are infinite. In other words: a crystal is a bona
fine broken ergodicity equilibrium phase of the system,
whereas an off-equilibrium glass is not.
To conclude this section, imagine that a very patient
researcher give us (as a gift) a liquid sample thermal-
ized at a temperature where we would not be able to
equilibrate the system, that is at T smaller than our ex-
perimental glass transition Tg. The sample now is at
equilibrium at very low temperature and we can start
doing our equilibrium measurements. The energy will
have the right value, and so the volume. But do we get
the right specific heat? The answer is no. In fact, we
would still give a very bad off-equilibrium experimental
estimate of cp. The reason is that, even though our sys-
tem is initially into an equilibrium configuration (that is
a configuration that has been correctly drawn with the
Boltzmann-Gibbs distribution), in order to perform an
equilibrium measurement of the specific heat we need to
let the configuration explore ergodically the phase space.
But we do not have enough time to do so, otherwise we
could have equilibrated the sample ourselves! Of course,
there are some quantities (like the volume, or the energy)
whose measurement would coincide with the right equi-
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librium value, but this is small consolation. Most of the
interesting observables, that is those involving the fluctu-
ations, need the system to be truly ergodic in order to be
measured correctly. Thus, few equilibrium configurations
do not solve the problem at all.
This apparently pointless issue is in fact relevant in
the field of numerical simulations: there are powerful al-
gorithms that use a non-physical dynamics to produce
very low T configurations equilibrated according to the
Boltzmann-Gibbs distribution. One may be tempted
then to use these equilibrium configurations as a starting
point to run a simulation with a more physical dynamics
(as, for example, molecular dynamics) and measure the
specific heat. This, however, cannot be done, since, as
we have seen, it would be impossible to make the system
explore ergodically the phase space, and to exploit all the
relevant degrees of freedom.
B. Is Tg a meaningful concept?
According to (44), the temperature where the glass
transition occurs depends on how long is our available
experimental time texp, and thus on the cooling rate.
Different values of texp yield different values of Tg, as
shown in Fig.1. This really looks as an odd definition of
a ‘transition’: what is the point in fixing a transition at
a temperature whose value depends on the experimental
protocol, and in particular on the cooling rate?
Truly enough, if the value of Tg for a certain sub-
stance depended strongly on the experimental time, then
it would be pointless to define a glass transition. How-
ever, this is not what happens. In many systems the
increase of the relaxation time is so sharp to make it
very hard to move significantly the position of Tg even
by a substantial change in the cooling rate. The reason
for this is that, whatever is the true underlying physi-
cal mechanism, the increase of the relaxation time when
decreasing the temperature is at least exponential, and
often sharper than that. This means that a change of
order 1 in texp causes at best a logarithmic change in the
glass transition temperature. To fix ideas, let us assume
that the shear relaxation time has a simple Arrhenius
dependence on the temperature, so that at T = Tg we
have,
texp = τ0 exp
(
∆
Tg
)
. (45)
By differentiating both sides of (45), we obtain,
dTg = −
(
τ0∆
T 2g
)
exp
(
−
∆
Tg
)
dtexp , (46)
which clearly shows that a change of texp is exponentially
damped, so to give a very small change of the glass tran-
sition temperature Tg. This fact is also expressed by the
Bartenev-Ritland phenomenological equation connecting
Tg to the cooling rate r [3],
1
Tg
= a− b log(r) , r =
dT
dt
(47)
where a and b are two constants. Equation (47) is just a
trivial consequence of (46).
Equation (45) is the expected behaviour for a system
where the mechanism of relaxation is ruled by barrier
crossing and where the barrier ∆ does not have any de-
pendence on the temperature. As we shall see, one of the
most interesting features of glass-formers is that the in-
crease of the relaxation time is often steeper than purely
Arrhenius, i.e. it is super-Arrhenius. In this case, the de-
pendence of Tg on texp is even weaker than in (46), and
the point we wanted to make is thus even stronger: the
dependence of the glass transition on the experimental
time is quite weak in general. For all practical purposes,
when the temperature arrives around a certain value, the
system falls out of equilibrium, and there is very little we
can do to move Tg much further down. For this reason
it makes sense to define the dynamic glass transition,
and it is more so the sharper is the slowing down of the
substance. When the relaxation time (and the viscosity)
increase by 12-14 decades under a temperature change
of a factor 3, we get the strong feeling that something
significant is going on there, and we want to mark this
point.
For these reasons, it is sensible to give a general defi-
nition of the kinetic glass transition by fixing a conven-
tional value for the maximum experimental time we are
prepared to wait in order to equilibrate a liquid. This was
first suggested in [39] and fixed at 100−1000 seconds, so
that we can write,
τR(Tg) ∼ 10
2 − 103 sec . (48)
By using the relation (12) between shear viscosity, re-
laxation time and infinity frequency shear modulus, and
using the standard value for G∞ ∼ 1010−1011 dyne/cm2,
equation (48) is equivalent to define Tg through the fol-
lowing classic relation,
η(Tg) ∼ 10
13 Poise (49)
At the melting point a liquid’s viscosity seldom exceeds
the value η ∼ 10−2 − 10−3 Poise, so we see that at the
glass transition the viscosity is pretty huge.
Of course, if we decrease by several orders of magnitude
our experimental available time, than we domove upward
significantly the glass transition. This is exactly what
happens in numerical simulations of liquids, which, com-
pared to real experiments, can cover a much smaller time
interval. For this reason, the definition of ’glass transi-
tion’ in numerical simulations is ruled by the CPU time,
rather than the simulated ’real’ time of the liquid, and
Tg is significantly higher than in realistic experiments.
The conclusion of this section is that, yes, the glass
transition is a meaningful concept, at least from a practi-
cal point of view. Even though it is not a sharply defined
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transition, the increase in the relaxation time is so steep,
that for all practical purposes it makes sense to mark a
point where this happens. As we shall see in the next
section, for some systems Tg not only makes practical
sense, but it also cries for a physical explanation.
C. Fragile vs. strong liquids
The conventional definition of glass transition given in
(49) allows us to report in a compact way the viscosity
data of many different substances in a single plot. The
benchmark for the increase of the relaxation time (and
thus of the viscosity) is the Arrhenius law (45). For this
reason data are normally plotted as a function of 1/T , as
done in Fig.6. In this way, however, there is a spread of
the data due to the different values of Tg of the various
systems. To balance this we can plot the logarithm of
the viscosity as a function of Tg/T , in such a way that
all curves have the same value (that is 1013 Poise) at
the point Tg/T = 1. This kind of graph, conventionally
called Angell’s plot [39, 40], is shown in Fig.8, and it is
quite instructive.
We see that different substances may have quite dif-
ferent behaviours. Some systems fall on a straight line,
meaning that the simple Arrhenius behaviour is a rea-
sonable description. Other systems, on the contrary,
are very far from an Arrhenius behaviour and display
a smooth growth at high temperatures, which becomes
however steeper and steeper as the temperature is low-
ered. These two extremes cases have names [40]: the al-
most purely Arrhenius systems are called strong liquids,
whereas those that have a sharper super-Arrhenius be-
haviour, displaying the largest deviation from a straight
line in the Tg/T representation, are called fragile liquids.
Archetypical strong liquids are SiO2 (window glass) and
GeO2, whereas o-terphenyl and toluene are two champi-
ons of the fragile class.
Of course, we have to be careful with the strong-fragile
classification, because, as Fig.8 shows clearly, there is a
whole spectrum of behaviours in between the two ex-
trema. Moreover, even in the most fragile cases, it is
clear that a piece-wise Arrhenius fit, with two different
values of the barrier ∆ at high and low temperatures,
will fit very reasonably the data (as can be appreciated
also by eye). The only important point we have to grasp
here is that the increase of the viscosity by lowering T is
not equally sharp in all systems. For strong-like liquids
the increase is relatively smooth, in the sense that it is
“only” exponential. For strong systems it seems that at
Tg really nothing particular happens, apart the viscosity
hitting 1013 P; in this case, one may argue that the defini-
tion of Tg has purely practical implications, and nothing
more.
On the other hand, in strongly fragile liquids the in-
crease is sharper the closer we get to Tg. Fragility can
be easily quantified by measuring the slope of log(η) vs.
Tg/T at the point Tg/T = 1: the larger this quantity,
Figure 8: Angell’s plot - Logarithm of the viscosity vs.
rescaled inverse temperature for many substances. In this
representation a purely Arrhenius behaviour shows up as a
straight line. This is typical of strong glass-formers. On the
other hand, sharper super-Arrhenius increase of η correspond
to fragile glass-formers. (Reprinted with permission from [44];
copyright of Societa’ Italiana di Fisica).
the sharper the growth of the viscosity, the larger the
fragility. Fragile behaviour suggests that something new
does happens close to Tg, and therefore that the glass
transition is a more fundamental quantity for fragile sys-
tems than for strong ones. For this reason, fragile liquids
are the most interesting glass-formers, and many of the
questions we ask about glassy physics are in fact perti-
nent only for this kind of systems. If a strong glass-former
may be interpreted simply as a very very viscous liquid,
this seems to be inappropriate for fragile liquids, which
seems to require a deeper explanation.
We have provided an unambiguous definition of the
glass transition, equation (48), and we have reasons to
believe that the physics of fragile liquids becomes tricky
close to the glass transition. Yet, we must admit that we
are still somewhat unsatisfied: the Tg we introduced is
indeed well-defined, but entirely conventional. It seems a
completely anthropocentric concept: give that our lifes-
pan is 102 rather than 1030 years, and given that that
we get bored at doing experiments longer than 1 day,
we give a different name to samples whose relaxation
time exceeds a certain threshold, and we call them glass.
Even though in very fragile liquids one feels that Tg has
a deeper meaning, from the formal point of view there
is little or nothing upon which to base this judgment.
Fragility is a quantitative feature, not a qualitative one.
What about the whole zoology of intermediate systems?
What is Tg for them? The problem is that, from what
we have seen up to now, nothing qualitatively remarkable
happens at Tg, apart from our inability to keep the sam-
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ple at equilibrium. Let us reformulate the problem in the
following way: if our lifespan were 1030 years, and we
were able to equilibrate a supercooled liquid well below
Tg as defined in (48), would we notice any qualitative
difference compared to the high T phenomenology? For-
tunately for the popularity of the field, the answer to this
question is: yes.
D. Supercooled liquids are structurally unexciting
Before we see how to answer positively to the ques-
tion above, it is important to point out that standard
structural observables cannot distinguish the deeply su-
percooled phase at a qualitative level. The static struc-
ture of the particles in a supercooled liquid close to Tg,
and even in a glass below Tg, is virtually indistinguish-
able from that of a liquid at temperatures well above Tg.
As far as structure is concerned, a glass looks exactly the
same as a liquid. Let us see in more detail what ‘struc-
turally’ means here.
The simplest way to give a structural characterization
of a homogeneous and isotropic liquid is to consider the
radial distribution function, g(r) [41, 42]. This quantity
tells us what is the probability to find a particle at dis-
tance r from a certain focal particle. Its formal definition
is the following,
g(r) =
1
N
1
4πr2ρ
〈
N∑
i
N∑
j 6=i
δ(r − rij)〉 , (50)
where N is the total number of particles, ρ is the density
and,
rij = ||~xi − ~xj || . (51)
From this relation we get,∫ ∞
0
dr 4πr2ρg(r) = N − 1 ∼ N . (52)
This shows that the mean local density at distance r from
a focal particle is equal to ρ g(r). From its definition it
is clear that g(r) must go to 1 for r →∞, whereas it has
a nontrivial structure at finite values of r.
The radial distribution function g(r) is very good at
distinguishing different phases (gas, liquid, crystal) of a
particle system: the higher the degree of order in the
system, the more structured in term of peaks is the g(r).
In a liquid, the typical shape of this function is showed
in Fig.9: at small r, g(r) is zero, due to the short-range
repulsion that prevents particles from getting too close
to each other; at larger r the function steeply rises in
correspondence to the first layer (or shell) of particles
around the focal one; at even larger r there are some
weaker, although still well defined, peaks corresponding
to the various shells around the focal particle. In the
liquid there is no long range order, so that the peaks
are weaker and weaker the larger r. In a crystal, on the
Figure 9: The radial distribution function - The radial
distribution function g(r) in liquid Argon at relatively high
temperature. The various peaks correspond to various shells
around each particle. (Reprinted with permission from [43]);
copyright of American Physical Society.
other hand, the peaks are very sharp, and do not decay,
because long range order sets in. On the contrary, in a
gas there is only the drop of probability at very low r
due to the hard core of the particles, and no peaks at all,
since there is no structure.
From the experimental point of view the easiest thing
to measure is the static structure factor S(q), which is ex-
perimentally accessible from inelastic neutron scattering
[41]. This quantity is related to the radial distribution
function g(r) by a simple Fourier integral [41, 42],
S(q) = 1 + 4πρ
∫ ∞
0
dr r2
sin qr
qr
(g(r) − 1) , (53)
and it provides in momentum space q the same kind of
structural information as g(r).
Do these structural quantities show anything peculiar
near Tg? Not at all. The static structure factor of a
deeply supercooled liquid, and even of an off-equilibrium
glass, is virtually indistinguishable from that of a high
T liquid [45, 46, 47, 48]. This result is clearly shown in
Fig.10 [49]. As the temperature is lowered, there is a
very small modification of the peaks structure, in partic-
ular the peaks become somewhat sharper. In the same
temperature range, on the other hand, the increase of
the relaxation time is very significant (Fig.10). In gen-
eral, the relaxation time τR increases by 12 − 14 orders
of magnitude at Tg. Yet, when this happens the struc-
ture does not show anything much more relevant going
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Figure 10: The static structure factor - The static struc-
ture factor S(q) in a Lennard-Jones liquid at three different
temperatures. The relaxation time τR increases by almost 4
orders of magnitude, and yet the structure factor shows no
particular change. (Reprinted with permission from [8]).
on than what is shown in Fig.10. We conclude that it is
impossible to use the structure factor, or any other stan-
dard structural quantity, to understand whether or not
the sample is close to the glass transition.
The weak modification of the structure factor with
temperature also implies that any lengthscale that can be
reasonably extracted from S(q) or g(r) shows a depress-
ingly weak dependence on T near the glass transition
[45, 46, 47, 48]. This is surprising. The common wisdom
is that the presence of a sharply increasing (or diverging)
relaxation time should be associated to a sharply increas-
ing (or diverging) correlation length. The wisdom comes
mainly form the theory of critical phenomena [50], and
the argument is basically that a large relaxation time de-
rives from the need to rearrange larger and larger corre-
lated regions. Even though common indeed, such wisdom
deserve some carefulness anyway. First, we cannot stress
too much the (obvious) fact that in a system with a finite
number of degrees of freedom, the relaxation time must
be equally finite. A real divergence can only occur in
the thermodynamic limit and only in presence of a phase
transition. Still, the time can be very large, typically be-
cause of the presence of large energy or free energy bar-
riers to relaxation. In general, a barrier could arise from
an external potential, and in this case there is no need to
invoke the existence a large length scale. However, in all
interesting systems barriers almost invariably arise from
the internal interaction among the degrees of freedom. In
this case, increasing barriers (and thus increasing relax-
ation times), are indeed due to the increasing number of
degrees of freedom that must be rearranged together to
relax the system. Hence: large time, large length.
This argument makes sense, but of course in order to
detect a sharply growing correlation length, we need to
identify a suitable correlation function. This is the cru-
cial point: in very viscous liquids and glasses we are com-
pletely lost when it comes to identify the correct order
parameter. Structural correlation functions are not up to
the job and fail to provide any exciting characterization
of the viscous and glassy phase. This is unfortunately
true for all other standard static correlation functions.
The reason for this can be either because we are using
the wrong correlation function, or simply because there
is no sharply growing lengthscale (the common wisdom
could be wrong!). In fact, we will see at the end of these
notes that the first hypothesis is the correct one. For now,
we simply note that the standard structural observables
are not good enough to say something about the deeply
supercooled phase. Structure remains qualitatively the
same going through the glass transition. Supercooled
liquids and glasses are structurally unexciting.
E. Equilibrium fingerprint of glassiness: two steps
relaxation
The failure of a standard static approach to find a sig-
nature of the glass transition is, in fact, not surprising.
The very definition of the glass transition is purely dy-
namic in nature, and therefore if something new happens
close to Tg, the dynamics, rather than the static struc-
ture, should detect it. In particular, the viscosity, which
marks the onset of glassiness, is the integral over time
of a dynamic correlation functions, namely the shear re-
laxation function, see equation (11). The same is true
for the diffusion coefficient, related to the time integral
of the velocity-velocity correlation function (18). An in-
tegral wraps up an entire function into a single number,
thus loosing a lot of information. Hence, it seems a good
idea to check the dynamic correlation functions, rather
than their integrals, to see whether they show some qual-
itative signature of Tg.
Let us consider, in full generality, the dynamic corre-
lation function,
C(t1, t2) =
1
N
N∑
k=1
〈ϕk(t1)ϕk(t2)〉 , (54)
where ϕk(t) is a generic quantity relative to particle k,
observed at time t. If the system is at equilibrium, then
time translation invariance (TTI) holds, and the corre-
lation function only depends on the difference of times,
t = t2 − t1, so that C(t1, t2) = C(t), and we can write,
C(t) =
1
N
N∑
k=1
〈ϕk(t)ϕk(0)〉 . (55)
In liquids, a typical choice for ϕk(t) is the Fourier trans-
form of the density fluctuations of a tagged particle k,
δρk(q, t) = exp[−iq · rk(t)], at fixed momentum q. In
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this case, the dynamic correlation function C(t) coin-
cides with the incoherent intermediate scattering func-
tion Fs(q, t) [41], which is normally measured in experi-
ments. In systems other than liquids, ϕk(t) can be any
meaningful observable carrying a real space label (be it
particle or spin).
The correlation function C(t) measures how quickly
correlations within the system decay in time. At high
temperatures we expect a very short-time ballistic regime
(for Newtonian dynamics), where particles move freely
with no mutual interactions, followed by a dissipative
regime, described by a normal exponential relaxation,
C(t) = C0 exp(−t/τ) . (56)
In principle the relaxation time τ depends on the partic-
ular observable ϕ. However, it is natural to expect that
at high T there is only one intrinsic time scale in the sys-
tem, for example the shear relaxation time τR, and that
all the other time scales are a simple rescaling of it.
We already know that by lowering the temperature the
relaxation time τR grows very sharply, so that the decay
of C(t) is increasingly slower approaching Tg. Therefore,
from a quantitative point of view, the dynamic corre-
lation function differs significantly from the structural
correlation function, which shows no dramatic temper-
ature dependence close to Tg. However, were the sharp
increase of τ the only effect of lowering T , there would be
no qualitative signature of approaching glassiness. But
this is not what happens. Fig.11 shows the typical be-
haviour of the dynamic correlation function at various
temperatures, down to a temperature that is above, but
close to Tg. What the figure shows is that the qualitative
shape of C(t) changes significantly approaching Tg: in a
log-time representation, a plateau is formed at low tem-
perature, so that, overall, the decay is no longer purely
exponential [51, 52]. We call this kind of decay two steps
relaxation.
Two steps relaxation is the qualitative fingerprint of
approaching glassiness. By performing a purely equilib-
rium measurement, we have a clear way to say whether
or not our sample is close to the dynamic glass transition,
Tg. The relaxation time increases (more or less sharply)
at low temperatures, but it is only from the nonexponen-
tial relaxation of the dynamic correlation function, and
in particular from the formation of a plateau, that we can
say that a system is approaching the glass transition. Of
course, the precise temperature window where this non-
exponential behaviour kicks in depends on the system
(and much less strongly on the observable ϕ), but, on
balance, it is fair to say that whenever the dynamic cor-
relation function develops a plateau, the glassy phase is
not far down in temperature, even though the relaxation
time (and the viscosity) may still be significantly lower
than their Tg values.
The nonexponential relaxation and the plateau of the
dynamical correlation function appears above the glass
transition Tg, as a qualitative precursor of it. We there-
fore see that the glass transition Tg does have some physi-
Figure 11: Two steps relaxation The dynamic correlation
function C(t) in a Lennard-Jones system. In this case C(t) is
the incoherent intermediate scattering function Fs(q, t), eval-
uated at the value of q where the static structure factor has the
main peak. At high temperatures the decay is exponential,
but when the temperature get close to Tg a plateau is formed
and relaxation proceeds in two steps. (Reprinted with per-
mission from [52]; copyright of American Physical Society).
cal significance, after all, because something qualitatively
new shows up in the equilibrium properties of a liquid
close to Tg.
Let us describe more carefully the shape of the cor-
relation function at low T (Fig.11). The time-scale over
which the correlation function arrives to the plateau does
not depend very much on T , whereas the length of the
plateau, i.e. the time needed to leave the plateau, be-
comes larger the lower the temperature. This second
phenomenon is the main contribution to the sharp in-
crease of any reasonably defined relaxation time τR, may
it be the point where C(t) reaches a certain arbitrary
threshold, for example,
C(t > τR) ≤ 0.1 , (57)
or a time-scale proportional to the integral of C(t),
τR ∼
1
C(0)
∫ ∞
0
dt C(t) . (58)
The very shape of C(t), however, strongly suggests that
describing its decay in terms of a single times scale is
unwise. Indeed, unlike at high T , where a simple expo-
nential decay exp(−t/τR) fits well the data, the plateau
structure of the low T correlation function cries for (at
least) a two time-scales description. Roughly speaking,
we can say that there is a fast process related to the ap-
proach to the plateau, and a slow process related to the
decay from the plateau. The fast process is weakly de-
pendent of T , while the slow process depends strongly
on the temperature. Conventionally, these two processes
are called, respectively, β (fast) and α (slow) relaxation.
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Given this structure of the correlation function, when
one mentions the relaxation time it would be better to
specify what time one is talking about. Throughout these
notes, by relaxation time τR we intend the α relaxation
time, i.e. the time of the longest relaxation processes.
Of course, the plateau is the common reference frame
for both processes, so that the late β relaxation overlaps
with the early α relaxation. Nevertheless, the structure
of C(t) clearly indicates that there is a separation of time-
scales, which is sharper the lower the temperature. This
separation of times scales is the qualitative landmark of
glassiness.
The appearance of two steps relaxation in the dynamic
correlation function occurs gradually on approaching the
glassy phase. For this reason it is not possible to sharply
define a temperature where the departure from the high-
T exponential behaviour firstly appears. Under this re-
spect, we may say that the transition from exponential
to two steps relaxation, and thus from fluid to glassy
behaviour, is continuous. However, under another im-
portant respect the transition can be considered as dis-
continuous. Indeed, the height of the plateau, i.e. the
value C(t) has at the plateau, is already different from
zero when the plateau appears.
We can make this observation more concrete in the fol-
lowing way. Imagine we are at a temperature T where
the plateau is well defined. By using some reasonable fit-
ting method, we can measure the height of the plateau,
let us call it C⋆. This quantity is sometimes called non-
ergodicity parameter in the literature. If we now raise
the temperature we observe that C⋆ decreases when T
increases [74]. This dependence, however, is rather weak
(Fig.11). For this reason the value of C⋆ is still well above
zero when we reach the temperature regime where there
is no plateau anymore. In this regime the nonergodicity
parameter C⋆ is ill-defined and we cannot assign a value
to it. Conversely, if we decrease, rather than increase, the
temperature, we observe that as soon as the plateau ex-
ists, C⋆ has a nonzero value. In this sense the transition
from the fluid to the glassy phase is discontinuous. We
will go back to this crucial point when discussing mode
coupling theory and spin-glasses.
F. The cage
What is the origin of two steps relaxation? To have a
first clue we turn to a different dynamical observable: the
mean square displacement (MSD) of a tagged particle,
〈r2(t)〉 =
1
N
∑
i
〈||~xi(t)− ~xi(0)||
2〉 . (59)
We have already met this quantity in the Section II.B
when discussing diffusion. We expect the MSD to have
an early regime where 〈r2(t)〉 ∼ t2, when particles move
ballistically without many collisions, followed by a diffu-
sive regime, where 〈r2(t)〉 ∼ t, dominated by collisions.
Figure 12: The mean square displacement - The mean
square displacement (MSD) as a function of the logarithm of
time in a Lennard-Jones system. At high temperature there
is a crossover from ballistic transport to diffusion. At low
temperatures this crossover is interrupted by a plateau sim-
ilar to what happens for the dynamic correlation function.
(Reprinted with permission from [55]; copyright of American
Physical Society).
In fact, as we have seen, the diffusion coefficient D is
given by the ratio between MSD and time in the asymp-
totic regime.
In a deeply supercooled liquid, however, when we
plot the MSD as a function of the logarithm of time,
the ballistic and diffusive regimes are separated by a
plateau, whose length increases on lowering the temper-
ature (Fig.12). The similarity with the dynamical cor-
relation function (Fig.11) is obvious, but the advantage
now is that the immediate physical meaning of the MSD
provides a simple interpretation of what is going on. In
the time region of the plateau the MSD increases very
little with time. The tagged particle is definitely beyond
the ballistic regime, but despite its many collisions with
the other particles something prevents it from a standard
diffusive motion, and the particle remains confined in a
small region of space. If we look at the actual value of
the MSD in correspondence of the plateau, we discover
that it is quite small, well below the (square) interparticle
distance [55].
We can explain these facts by hypothesizing that, on
the time scale of the plateau, the particle cannot exit
the cage formed by its neighbours. Under this interpre-
tation, the plateau corresponds to the vibrations of the
tagged particle within the cage. If we wait long enough,
though, the particle finds its way out of the cage, and
a standard diffusive dynamics sets in. Beware: we are
watching things in log-time. Therefore, after the particle
has got out of the cage, it is effectively out of any cage!
The time needed to get out of the cage is longer the lower
the temperature, and it corresponds to the α relaxation
process, whereas the β relaxation is given by the particle
vibrations within their local cages.
22
This seems a reasonable interpretation, and by simi-
larity it also extends to the plateau in the dynamic cor-
relation function. Few comments, however, are in order.
First, the cage explanation is in fact not so much of an
explanation: particles have neighbouring particles at all
temperatures; what we would like to understand is why
below a certain temperature, i.e. close to glassiness, the
cage suddenly becomes stiff. Moreover, how the particle
gets out of the cage after a certain time, and why this
time increases by decreasing the temperature?
That of the cage is little more than a description of
what is going on, but it is nevertheless a very useful one.
For example, it immediately suggests that to break a stiff
cage, and thus to exit the plateau and restore ergodic-
ity, particles must in some way rearrange. This can be
done by either finding a rare ‘hole’ through the many en-
ergy barriers giving rise to the cage (a process that may
be entropically costly, but energetically harmless), or by
climbing up these barriers (energetically costly, but en-
tropically harmless). We will get back later to these two
alternatives, but the example shows that the cage inter-
pretation should always be kept in mind.
Note that the size of the cage, i.e. the value of the MSD
at the plateau, changes very little with the temperature,
and it does not approach zero when raising T . As soon
as we start seeing the cage (i.e. a plateau of the MSD),
its physical size is already different from zero. Because of
this, the transition from high-T simple diffusion to low-T
two steps diffusion is discontinuous for the MSD exactly
as it was for the dynamic correlation function.
The cage description of two steps relaxation is deeply
rooted in real space: it is only concerned about what
the particles do in the real physical space, as opposed
to phase space arguments. On one hand this is good,
since real physical systems live in real space, and what
happens to them is ultimately related to real space phe-
nomena. On the other hand, this is somewhat puzzling,
because there are mean-field systems that have no real
space structure at all, but where the plateau of the dy-
namical correlation function is anyway present at low
temperatures. In these cases the cage effect cannot be
the right interpretation, since there is no real space, no
local neighbours and no cage: each degree of freedom
(particle) interacts with all the others, and a phase space
description is the only one we are left with. These obser-
vations do not imply that real space arguments are incor-
rect. Rather, the presence of mean-field model showing
two steps relaxation suggests that there may be an alter-
native explanation of this crucial landmark of glassiness.
As we shall see in the next chapter, this alternative ex-
planation can be given in terms of what the system does
in phase space.
A final warning. Even though we described decaging
as a single particle event (the particle ‘gets out of the
cage’), this is a simplistic view. As we shall see later
on, dynamical (as well as static) relaxation is achieved
through cooperative behaviour. Many particles must be
dynamically correlated in order to unstuck from their lo-
cal vibrational positions. Hence, one should rather say
that it is the cage that collectively breaks up to free the
particles, before another cage is formed. However, at
this stage of our study we still do not know what are the
details of such dynamical cooperativity, so we ask the
reader to simply keep this remark in the back of her/his
mind whenever we will use the naive short-cut of a par-
ticle getting out of the cage. Things may become clearer
when we will study the dynamical correlation length.
G. Stretched exponential, dynamical
heterogeneities and Stokes-Einstein violation
One may think that the departure of the dynamic cor-
relation function from exponential relaxation is solely due
to the break-up of the decay into two steps; this would
imply that the late relaxation, i.e. the α decay from the
plateau is exponential. However, this is not the case:
even the late relaxation is nonexponential. In particular,
it is found that the Kohlraush-Williams-Watts stretched
exponential form [53, 54],
C(t) = C0 exp
[
−(t/τ)β
]
, β < 1 (60)
fits reasonably well the data. The interesting point is
that the exponent β decreases when the temperature is
decreased, marking a larger and larger deviation from a
standard exponential relaxation, the deeper we get into
the supercooled phase [5]. On the other hand, at higher
T the exponent β approaches 1, and at the same time
the whole two steps structure of the dynamical correla-
tion function disappears, and the relaxation goes back to
simple exponential.
Regarding the origin of nonexponential relaxation we
can put forward two hypotheses, let us call them the het-
erogeneous and the homogeneous explanation. According
to the first, the relaxation of the entire system is stretched
because different regions have significantly different re-
laxation times, and in this sense dynamics is heteroge-
neous. When we measure the global relaxation time, we
are typically averaging over many different regions, each
one with a purely exponential relaxation ruled by a differ-
ent relaxation time, and from this heterogeneous average
one gets a global nonexponential decay. On the other
hand, according to the homogeneous explanation, relax-
ation is equally nonexponential in all regions, so that the
stretched nature of the correlation function is not due to
an heterogeneous spatial average, but it is an intrinsic
phenomenon also at the local level, due to the disordered
environment each particle sees around itself.
These two views are not necessarily contradictory. In
fact, there are reasons to believe that they are both valid
to some degree. There are mean-field systems (as the
p-spin model) where two steps relaxation and stretched
decay of the dynamic correlation function are present at
low T just as in supercooled liquids. In these systems,
due to their mean-field nature (each spin interacts equally
with all other spins) there is no space structure, so that
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there cannot be any spatial etherogeneities. Still, these
mean-field systems are spin-glass models, where there is
quenched disorder in the interactions between the degrees
of freedom; it is therefore reasonable that the relaxation
becomes nonexponential at low T , even without the aid of
spatially heterogeneous dynamics. In fact, even in mean-
field systems, at low T , different spins have very different
flipping frequencies [56, 57].
On the other hand, it is now well established both nu-
merically [58, 59, 60, 61] and experimentally [62, 63] that
close to the glass transition the dynamics of real super-
cooled liquids is heterogeneous. It is possible to directly
observe domains few nanometers away from each other
with significantly different mobility and relaxation times.
Therefore, in real liquids heterogeneous dynamics is likely
to contribute substantially to the formation of an overall
nonexponential relaxation. Given that heterogeneous dy-
namics has implications beyond the stretched exponen-
tial relaxation, it is worth considering it more carefully.
The literature on this subject is vast; see [64] and [65]
for experimental reviews and [66] for a more numerically
oriented one.
If we take one snapshot of our system, we see nothing
impressive close to Tg. We have already noted this fact,
structural quantities are unexciting. Let us now consider
two subsequent snapshots, taken at two instants of time
separated by an interval t. We can now measure how
much each particle moved in this time interval. If t is
very short, still in the ballistic regime, we do not expect
great variations of the particles mobility, because inter-
action has still not kicked in to make things interesting;
similarly, if t is very large, much larger than the struc-
tural relaxation time τR, then we are averaging over a
temporal window so large that the time average will be
equal to the ensemble average (remember: we are at equi-
librium!); but all particles are statistically the same, so
we cannot observe differences once we take the ensemble
average, and thus each particle will again have a similar
mobility. On the other hand, if t has an intermediate
value, long enough to monitor particles interaction, but
short enough not to restore statistical homogeneity, we
see something very different: there are particles with mo-
bility significantly higher, and lower, than the average;
moreover, particles with higher mobility tend to cluster
together in groups. This means that across the system
there are different patches of very fast and very slow par-
ticles. A liquid close to Tg is dynamically heterogeneous,
another qualitative landmark of incoming glassiness in a
system.
Few remarks. First, it is important to appreciate the
fact that the time interval t must have an intermediate
value, in order to observe an heterogeneous dynamics.
Such intermediate value is close to the plateau regime of
the dynamic relaxation function C(t) [58, 59, 60, 61].
This observation strongly suggests that the nonexpo-
nential relaxation of the dynamical correlation function,
whose main feature is indeed the plateau, is linked to het-
erogeneous dynamics. Each patch has a different value of
the local relaxation time, and all locally exponential re-
laxations add up to a stretched exponential one. Second,
when we raise the temperature, the dynamical correla-
tion function and the MSD loose their plateau structure,
the ballistic regime is directly followed by the diffusive
one, and dynamics becomes homogeneous, irrespective
of the value t has. Third, we must not forget that these
patches, or clusters, are dynamical, not structural. We
could not detect them by using one snapshot of the sys-
tem. We need two. Mobility fluctuations becomes very
large at low T , even though nothing similar happens at
the structural level.
Heterogeneous dynamics is believed to be at the basis
of another important phenomenon in low T supercooled
liquids, namely the violation of Stokes-Einstein (SE) re-
lation between diffusion coefficient and viscosity (24),
D ∼
T
η
. (61)
Close to the glass transition Tg, the diffusion coefficient
D may be several orders of magnitude larger than T/η
[67, 68, 69, 70]. In particular, the ratio T/(Dη), far from
remaining constant as the SE relation wold require, de-
creases sharply when the temperature is lowered close to
Tg [67, 68]. This means that D and 1/η have different
functional dependence on T . Hence, in the temperature
regime where structural relaxation becomes very slug-
gish, self-diffusion is still relatively vital. Why is that?
Several authors have linked the SE violation to hetero-
geneous dynamics. In particular, Cicerone and Ediger
provide in [70] a strikingly simple argument, which we
report here. The core of the argument is the following:
if the dynamics is heterogeneous, then diffusion is dom-
inated by the fastest clusters, whereas structural relax-
ation is dominated by the slowest ones. Thus, as soon
as mobility fluctuations become relevant, diffusion and
relaxation decouple, and the SE relation is violated. Let
us see how this happens. First, remember that in general
we can assume τR ∼ η, so that at fixed temperature T
the SE relation reduces to,
D ∼
1
τR
. (62)
It is therefore a decoupling between diffusion coefficient
and relaxation time that we are after. Now imagine an
oversimplified heterogeneous dynamics: there are just
two kinds of clusters, fast and slow ones, with relaxation
time and diffusion coefficient respectively τf ≪ τs and
Df ≫ Ds. In each cluster the SE relation is obeyed, so
that Df ∼ 1/τf and Ds ∼ 1/τs. Let us also assume that
fast and slow clusters are equally numerous across the
system. Under these hypotheses, the global relaxation
time measured in an experiment is given by,
τR =
τf + τs
2
∼ τs/2 , (63)
whereas a measurement of the diffusion coefficient gives,
D =
Df +Ds
2
∼ Df/2 . (64)
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We conclude that,
D ≫
1
τR
, (65)
so that the SE relation is violated: diffusion is enhanced
compared to structural relaxation. The crucial point in
the argument is that when we measure the diffusion coef-
ficient we are actually measuring a square displacement,
because we use the diffusion formula 〈x2〉 = 2Dt; on the
other hand, in measuring τR we are measuring a time,
which scales like 1/D. Thus, when the distribution of
these two quantities are broad, i.e. when the dynamics is
heterogeneous, their average value are no longer linked by
the SE relation that holds locally. The argument is some-
what oversimplified, but it gives a rough idea of what is
going on in a supercooled liquid.
The violation of SE relation has been also put in direct
connection with the nonexponential decay of the dynamic
correlation function. More precisely, by testing the SE re-
lation in various substances at the glass transition, it has
been concluded [70] that the stretched exponent β of (60)
is smaller the larger is the measured deviation from the
SE relation. Furthermore, it has been shown that the SE
equation is restored when the diameter of the probe used
to measure the diffusion coefficient increases [70]. This
makes sense in terms of heterogeneous dynamics: when
the probe is large enough, i.e. larger than the size of the
patches, we are averaging over many heterogeneities, thus
washing out their influence. These results strongly sup-
ports the link between stretched exponential, violation of
the SE equation and heterogeneous dynamics.
Even though mobility clusters do not necessarily imply
cooperativity, their very existence strongly suggests that
particles in these patches are in fact correlated in some
way, and thus that the cluster size is a very good candi-
date for a correlation length, even though of a dynamical
nature. Indeed, empirical data show that on lowering
the temperature mobility clusters grow in size [59, 60].
In the final chapter of these notes, when we will look for
a growing correlation length in supercooled liquids, we
will see in detail how this dynamical lengthscale can be
defined.
V. THEORETICAL VIEWS ON THE GLASS
TRANSITION
As I said in the introduction, the quest for a theory
of the glass transition is far from being over. Different
theoretical frameworks provide different interpretations
of the phenomenology, and it is hard to write about this
subject without having in mind our own ideas. Here I
will try to present a coherent perspective, rather than
to enumerate all different approaches. The result will
inevitably be partial.
A. Goldstein’s energy landscape scenario
Goldstein’s picture of the equilibrium dynamics of a
deeply supercooled liquid is so simple, that it may seem
trivial today, although it was definitely not when it was
formulated back in 1969 [71]. The very fact that his
description seems so natural to us is proof of how vast
the influence of his work has been on the understanding
of this field.
Goldstein put the emphasis on the evolution of the sys-
tem in the phase space, i.e. the space of all the configura-
tional degrees of freedom. For example, for a monatomic
liquid in three dimensions, this is the space of all 3N co-
ordinates of the particles. Over this space it is defined
the total potential energy of the system, and the surface
of this function is often called potential energy landscape.
Each different configuration is represented by a point in
the phase space, and the dynamics of the system can be
thought of as the motion of this point over the potential
energy landscape.
The local minima of the potential energy correspond to
locally stable configurations of the particle system. One
of them is of course the crystal, and this will be the ab-
solute minimum, i.e. the ground state. Moreover, there
will be all the minima obtained by introducing defects
and dislocations into the crystal; we can see these as ex-
citations over the crystalline ground state. But apart
from these crystalline, polycrystalline and defected crys-
tal minima, there will be many local minima correspond-
ing to particles arrangement that are completely lacking
long-range crystalline order. These are amorphous, or
glassy, minima, and have a potential energy that is ex-
tensively larger than the crystal one. For the rest of these
notes we will not deal with crystalline and polycrystalline
minima and only be interested in amorphous local min-
ima.
Goldstein’s idea is that at low enough temperatures
a supercooled liquid explores the phase space mainly
through activated jumps between different amorphous
minima, separated by potential energy barriers. It is
important to understand that the system does not do
these jumps in the attempt of reaching lower energy min-
ima: we are considering a system at equilibrium (albeit
metastable with respect to the crystal), so that the level
of average potential energy where the system lives is con-
stant in time. The system passes from one minimum to
another of similar energy (on average), and in so doing
it is ergodic and in equilibrium.
Even though the idea of a system globally jumping
from one minimum to another is clear enough, we should
not forget that the true dynamics of the system takes
place in real space. Goldstein himself is very keen in
giving a real space interpretation of the hopping process
in phase space. The jump over a barrier leading the whole
system from a minimum to another corresponds to the
local rearrangement of a relatively small number n of
particles localised in a limited region of space. Particles
far from where the rearrangement takes place are very
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weakly affected by this process, even though in a phase
space description it is the point representing the global
system that performs the transition.
It is indeed very important to appreciate the local na-
ture of the hopping processes in Goldstein’s scenario.
The potential energy barrier separating two minima in
the phase space is proportional to the number of parti-
cles participating in the rearrangement, and thus it scales
as some power of n. We will discuss thoroughly later on
about how the barrier grows with n, but the important
point to understand now is that n is sub-extensive, that
is negligible compared to the size N of the entire system.
Therefore, also the barrier is sub-extensive, and thanks to
this it can be surpassed by the system, which is equipped
of a thermal energy kBT of order 1. On the contrary, in a
fully connected mean-field model, each particle (or spin,
or any other degree of freedom) interacts with all other
particles, so that exiting a local energy minimum requires
changing N degrees of freedom. In this case the barrier
is extensive and it cannot be surpassed. For this rea-
son, once a mean-field system is trapped within a local
minimum it cannot escape and ergodicity is broken.
Moreover, in a large system the fact that each event
of rearrangement (jump over a barrier) is localized in
space implies that several independent molecular rear-
rangements will be occurring in different regions at the
same time: however small is the transition rate per unit
volume, in a very large system there will always be a
nonzero probability to have a rearrangement happening
somewhere at a given instant of time (we met a similar
argument when discussing nucleation). This, however,
may seem a bit counterintuitive: a system that is always
on top of a barrier does not exactly match our naive un-
derstanding of activated barrier crossing, where one is
supposed to wait a long time between different jumps.
This confusion arises from the difficulty in visualizing
an activated event performed by a small number of de-
grees of freedom embedded in a multidimensional space
(the phase space), where most of the other degrees of
freedom are unaffected by the transition. Once again, it
is essential to keep in mind the local nature of the ac-
tivated jump. Goldstein writes a very illuminating sen-
tence about this [71]: “The system will always be in the
process of transition, rather than some of the time, but al-
ways near a minimum, in the sense that a sudden cooling
will drop it into a minimum with relatively small changes
of most of the coordinates”. The last words are the most
important: even though in principle it is the entire sys-
tem that performs the transition, in fact it is only a very
small subpart of it that crosses the barrier. If we fo-
cus our attention on this subpart, we indeed recover our
intuitive idea of activated dynamics.
A further reason why it is important to appreciate the
local nature of the jump from one minimum to another
is that the temperature dependence of the number n of
particles involved in the rearrangement is a natural can-
didate to explain the super-Arrhenius behaviour of fragile
glass-formers. We said above that n is small, so that the
barrier is of order 1 and it is comparable to the kBT . This
was however rather vague. As we shall see in Chapter
VII, the aim of most theories of the deeply supercooled
phase is to estimate n and to explain why and how n
increases on lowering T .
When the temperature is increased, it is clear that
Goldstein’s scenario must break down at the point where
thermal energy becomes comparable and even higher
than the typical potential energy barriers. Under this
condition the theory of activation itself is a bad approxi-
mation of the true dynamics, since activation only holds
when the barrier is much larger than kBT [72]. In this
regime the liquid becomes very fluid, and local rear-
rangements will be no longer ruled by thermal activa-
tion. Therefore, the break down of Goldstein’s scenario
marks a conceptually useful border, that is the temper-
ature separating a low-T activated and viscous regime,
from a high-T nonactivated and fluid regime. Let us call
this temperature Tx. In his paper Goldstein provides
three independent estimates of what should be the value
of the shear relaxation time at Tx, concluding that [71],
τR(Tx) ∼ 10
−9 sec . (66)
Other estimates [73] give τR(Tx) ∼ 10−8 sec. Both figures
are well below the conventional glass transition value,
τR(Tg) ∼ 10
2 − 103 sec , (67)
but they are quite larger than that of simple liquids at
their melting point, which is of order,
τR(Tm) ∼ 10
−13 sec . (68)
We conclude that,
Tg < Tx < Tm . (69)
Let us not be fooled by the apparent similarity of the re-
laxation times at Tm and Tx, compared to its value at Tg.
We must remember that the increase of τR is very sharp.
For this reason the two temperature intervals [Tg : Tx]
and [Tx : Tm] are comparable, even though in time they
are wildly different. In particular, in very fragile systems,
where the raise of the relaxation time is super-Arrhenius,
Tx and Tg can be quite close. Goldstein’s temperature
Tx is therefore a precursor of the glass transition.
One of the arguments used by Goldstein in his deriva-
tion of τ(Tx) is worth to be mentioned explicitly. We have
stressed above that each activation event takes place lo-
cally, and that particles that are far only participate as
a background. This background is however crucial, since
it constitutes the rigid matrix that provides the poten-
tial energy barrier resisting the rearrangement. As long
as the temperature is well below Tx different events in
different positions will be independent, each one of them
surrounded by a rigid background. However, when the
temperature is raised the activation rate increases, so
that there will be more and more rearrangements tak-
ing place simultaneously and rather close to each other.
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In this case, different activation events will no longer
be independent. As a consequence, the view of a rigid
background breaks down. To locate this temperature
Goldstein compares the time to complete a rearrange-
ment with the shear relaxation time, which is a measure
of the time the background matrix can retain its rigid-
ity. In this way, using some rather arbitrary, but sensible
assumptions, he finds τ(Tx) ∼ 10−9 seconds.
Goldstein’s scenario provides a natural description in
terms of two time scales below Tx: a short time due to
the vibrational relaxation within a potential energy min-
imum, and a long time relaxation due to the transition
between different minima. The second time scale is much
longer than the first one, since the hopping time is given
by activation and it becomes exponentially large when
lowering the temperature. The low-T separation of time
scales has been indeed confirmed via numerical simula-
tions and it has been used as an explicit way to locate
Tx [74].
This separation of time scales seems to fit very well the
two steps relaxation of the dynamical correlation func-
tion. In particular, one may interpret the short vibra-
tional time scale and the long activated time scale of
Goldstein’s description respectively with the β (fast) and
α (slow) relaxation of the dynamic correlation function.
Under this interpretation, vibrations in the phase space
around a single potential energy minimum correspond to
vibrations of particles within their cages, whereas cross-
ing of a potential energy barrier corresponds to the lo-
cal decaging of some particles. By accumulating many
decaging events, i.e. many activated rearrangements, the
system decorrelates and the dynamic correlation function
leaves the plateau, giving rise to the α relaxation.
This interpretation is correct at low temperatures, that
is in the regime where Goldstein’s scenario holds, for
T < Tx. However, two steps relaxation is present in
general also above Tx. This is a very important point: a
plateau structure in the dynamical correlation function
and in the mean square displacements is already observed
in the temperature regime where τR(T ) < τR(Tx), a
regime where activated dynamics is not the main mecha-
nism of diffusion. This fact proves that vibrations around
minima and activated barrier crossing cannot be the right
interpretation of two steps relaxation at all temperatures,
and in particular it is not the right one for T > Tx.
The way particles get out of their cage, that is the way
the dynamic correlation function leaves the plateau, must
change from activated rearrangement below Tx, to some-
thing else above Tx. We will see in the next sections what
this ‘something else’ is.
B. Mode coupling and the infamous p-spin
Placing two rather extensive subjects as Mode Cou-
pling Theory (MCT) and mean-field Spin-Glass Theory
(SGT) in the same section is perhaps the most pedestrian
choice of this entire review. Mode coupling theory and
mean-field spin-glass theory have been developed com-
pletely independently, within rather different communi-
ties. MCT was formulated in the attempt to describe
at a quantitative level the dynamical properties of su-
percooled liquids. SGT, on the other hand, was origi-
nally developed to study the properties of a class sys-
tems (spin-glasses), which had apparently little in com-
mon with liquids. Just to mention one thing, spin-glasses
have quenched disorder, liquids do not. However, at some
point the SG community stumbled upon a class of models
that showed a phenomenology strikingly similar to that
of supercooled liquids. The p-spin model is the paradigm
of such class. It was proved that this particular model
was described by a set of dynamical equations formally
identical to those obtained by MCT. Moreover, and most
importantly, these equations reproduced the two steps re-
laxation typical of supercooled liquids, even though none
of the two theories made use of activation. Therefore, the
reason for putting together these two theoretical frame-
works is simple: both MCT and SGT provide a physical
mechanism able to explain the two steps relaxation of
the dynamical correlation function without resorting to
thermal activation.
I will not give any detail about MCT and SGT, because
the literature on both MCT and SGT is already exten-
sive. Apart from the original papers on MCT [75, 76],
useful reviews can be found in [2, 8, 9, 77]. On the
other hand, classic reviews on SGT can be found in
[78, 79, 80, 81]. For a more specific, yet elementary,
account of the p-spin model and of its similarities with
supercooled liquids see [13]. For the quantitative connec-
tion between p-spin model and MCT dynamical equa-
tions see [82].
By using the Zwanzig-Mori formalism [83, 84], MCT
aims to write a set of self-consistent equations for the
dynamical correlation function of the density fluctua-
tions. This program is rather complicated, and MCT
needs to make a number of simplifying approximations.
Even though these approaximations are the defining core
of the theory [75, 76], it is unfortunately, not that easy
to explain the physical intuition behind them (for a dia-
grammatic approach see [82]). Here we simply note that
the approximations adopted made it possible for MCT to
formulate a set of dynamical equations that can be han-
dled numerically, and even analytically at the qualitative
level [2]. The crucial point is that the input of the MCT
equations is given only by the static observables, and in
particular the static structure factor S(q) (53). This is
somewhat surprising, since we have seen that structural
quantities do not show anything peculiar close to Tg: how
can the MCT equations be anymore exciting, having the
boring structural quantities as an input?
The answer is the very nonlinear form of the interac-
tion vertex in the MCT equations, which gives rise to a
sharp feedback between static structure and dynamics:
even a tiny change in the structural properties causes a
steep slow down of the dynamical relaxation [2]. This
feedback in the MCT equations has a striking conse-
27
quence: at low temperature the MCT dynamical corre-
lation function displays two steps relaxation, developing
a plateau whose length increases when the temperature
is decreased. This is qualitatively the same as in real
supercooled liquids. Moreover, the behaviour of the non-
ergodicity parameter C⋆, i.e. the height of the plateau, is
as discontinuous as in liquids: as soon as the plateau can
be defined, its value is already different from zero. The
qualitative agreement between MCT and real liquids re-
garding the shape of the dynamic correlation function is
an argument in favour of the theory. But it is not the
only one.
MCT predicts in a quantitative fashion the way the
correlation function should arrive to and depart from the
plateau, and thus it gives a precise description of both
the β (fast) and α (slow) relaxation. These prediction
agrees rather well with the experimental and the numer-
ical evidence [51, 52, 55, 85]. This is remarkable, and
sometimes overlooked: in the general quest for a theory
able to explain the long time dynamics, or α relaxation,
most of the theories simply forget about the short time β
relaxation, which is however such a conspicuous feature
of glassy relaxation: as we have seen, the only qualita-
tive fingerprint of glassiness is two steps relaxation, not
simply the sharp growth of the relaxation time.
MCT thus captures the qualitative feature of two steps
relaxation and it also gives some quantitative predic-
tions about the approach and departure from the plateau,
which are (depending on the system) in more or less good
agreement with the data. However, there is also a down
side. The theory predicts that the length of the plateau,
and thus the α relaxation time diverges at a finite tem-
perature, Tc. The predicted divergence is a power law,
τR =
1
(T − Tc)γ
. (70)
If the divergence located by MCT were at very low tem-
perature, well below Tg, we could not completely rule out
its existence. However, this is not the case, and there is
in fact overwhelming evidence that such divergence is not
present in experimental data, but it is rather an artefact
of the theory.
Whenever the relaxation data are fitted to a power
law, as in (70), the resulting Tc is invariably and signif-
icantly larger than Tg, so that the α relaxation time is
not infinite at Tc. In fact, even in those systems where
MCT is most successful what happens is the following:
the data follow rather well a power law, with a certain
critical temperature Tc. However, the closer one gets to
Tc, the larger the discrepancy between data and fit is,
until right at Tc such discrepancy is infinite [1]. Unfor-
tunately, this means that whenever we want to perform
a MCT fit to a data-set we are in troubles. Imagine we
include in the fit data in the range T1 ≤ T ≤ T2, and get
a certain Tc, which is by construction lower than T1. If
we now perform again the fit using the data in the inter-
val Tc ≤ T ≤ T2 we are bound to obtain a lower critical
temperature T ′c, since at the former Tc the fit will try to
stick to the data, rather than locating a divergence.
Why MCT predicts an inexistent divergence? There
is a common consensus that this happens because MCT
in its original form does not take into account activated
barrier crossings. The relaxation mechanism of MCT is
something different from activation, even though it is not
easy to understand its nature by a mere inspection of the
MCT equations. Below Tc the MCT dynamical mecha-
nism is completely stuck, so that the theory cannot go
beyond Tc and it therefore locates a divergence here. A
real liquid, however, can switch from the MCT mecha-
nism to activated barrier crossing, thus keeping the relax-
ation time finite, although sharply increasing with low-
ering the temperature. When we include low T data in a
MCT power law fit, we are effectively asking the theory
to work in an activated regime, where it is not supposed
to work
This considerations suggest a key connection with
Goldstein’s scenario. As we have seen above, activated
dynamics only makes sense at temperatures low enough,
where potential energy barriers are substantially larger
than the thermal energy, i.e. for T < Tx. Above Tx
Goldstein’s scenario breaks down because activation is
no longer the main mechanism of relaxation. On the
other hand, MCT breaks down below Tc because acti-
vation becomes the main mechanism of relaxation. This
strongly suggests the identification,
Tx ∼ Tc . (71)
The two theoretical frameworks, Goldstein’s and MCT,
therefore joins at this temperature, having mirroring va-
lidity regimes. Relation (71) has been verified by several
investigations [74, 86]. In fact, the observation done in [1]
that the shear relaxation time at Tc is often of order 10
−9
sec, i.e. the same as Goldstein’s estimate for τR(Tx), sug-
gested relation (71), together with the theoretical scheme
we have just discussed. For a less schematic discussion of
the crossover from non-activated to activated dynamics
taking place at Tx ∼ Tc and of the break-down of MCT
see [87, 88].
The identification of the MCT transition temperature
with Goldstein’s crossover temperature has an important
implication: even though one knows there is no real di-
vergence, it is nevertheless very useful to work out Tc
(typically via a power law fit of the data) as a reference
temperature for a system approaching glassiness. In fact,
from what we have discussed above one may conclude
that the definition of Tx ∼ Tc is more fundamental than
that of Tg, which depends on an arbitrarily fixed time
or viscosity scale (see equation (49)). For example, the
position of the dynamic glass transition Tg is effectively
very different in experiments and numerical simulations,
since in the latter we can reach much shorter time scales;
on the other hand, the temperature where a crossover
from nonactivated to activated dynamics takes place is
independent from the experimental time, so that Tx ∼ Tc
is conceptually a better defined quantity. In particular,
while in real experiments Tg can be quite below Tc, in nu-
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merical simulations, where Tg is pushed at much higher
temperatures due to the shorter available time, the two
temperatures are typically much closer. For this reason,
it is somewhat customary to use Tc as a landmark of
impeding glassiness in numerical simulations.
The scenario depicted above, and in particular equa-
tion (71), relies on the hypothesis that Tc is the limit of
validity of MCT: the theory does not include activated
events, and therefore at the temperature where there is a
crossover from non-activated (MCT) to activated (Gold-
stein) dynamics, MCT locates a divergence. However,
we did not provide any solid evidence in favour of this
hypothesis, apart from saying that there is common con-
sensus. In particular, given the complete lack of details
in our exposition of MCT, it is far from obvious that the
theory’s failure at low T is the result of disregarding ac-
tivation. One could argue that the spurious divergence
at Tc just means that MCT is wrong, end of story. To
investigate this point we take a rather indirect road, and
dive into the physics of spin-glass.
After the explosion of spin-glass physics in the early
80s, a great deal of discussion started about the pos-
sible analogies between glass-forming liquids and spin-
glasses. However, there was one conceptual problem:
supercooled liquids display a sort of discontinuous tran-
sition, whereas spin-glass models analyzed in the early
days had a continuous nature. We have seen above what
‘discontinuous’ means in the context of the dynamical
correlation function of a liquid close to Tg: when the
plateau develops at low T , its height is already quite dif-
ferent from zero. The discontinuous nature of the struc-
tural glass transition is something more profound than
the behaviour of the dynamic correlation function; it is
a trait that pops out in very diverse contexts, including
off-equilibrium behaviour. For example, when the sys-
tem goes out of equilibrium at Tg the specific heat jumps
discontinuously to a smaller (crytal-like) value (Fig.7),
rather than simply changing slope. This discontinuous
nature of glass-forming liquids clashed with early spin-
glass models, which had a continuous behaviour of all
the corresponding observables. In particular, the noner-
godicity parameter was zero at the (spin) glass transition
[79].
Quite soon, however, it was discovered a new class of
mean-field spin-glass models that displayed a discontin-
uous glass transition. These models included the ran-
dom energy model [89], the p-spin model [90], and the
Pott’s spin-glass model [91]. In the following we will use
the p-spin models as a representative of this entire class
of systems. It was Kirkpatrick and Wolynes who first
noted in [92] the close analogy between the discontinuous
transition in this class of spin-glasses and that of glass-
forming liquids. They also noted the similarity between
dynamic spin-glass theory and mode coupling theory. In
a subsequent series of remarkable papers [93, 94, 95, 96],
Kirkpatrick, Thirumalai and Wolynes reached a deep un-
derstanding of this class of spin-glasses and of its connec-
tions with structural glasses.
The Hamiltonian of the p-spin model for p = 3 is the
following,
H = −
N∑
i,j,k=1
Jijk σiσjσk . (72)
The degrees of freedom σ are spins (they may be real or
integer variables) and the couplings J are quenched ran-
dom variables [13]. The model is mean-field because all
spins interact with all other spins: the couplings J do not
decay with the distance between spins. This is therefore
a model where there is no underlying lattice, nor space
structure at all, where each spin is equally close (or dis-
tant) to every other spin (such mean-field models are
also called fully connected or infinite dimensional mod-
els; for this reason, normal, non-mean-field systems are
sometimes called finite dimensional systems). We wrote
explicitly Hamiltonian (72) just to make it clear how far
is this model from a real liquid, whose Hamiltonian looks
something like,
H =
N∑
i,j=1
V (||~ri − ~rj ||) , (73)
where the degrees of freedom are the positions ~ri of the
particles and V (r) is a pair-wise interaction potential.
It therefore comes somewhat as a surprise to find
some impressive analogies between the phenomenology
of the p-spin model and that of real supercooled liquids.
Thanks to its mean-field nature, the Langevin dynam-
ics of model (72) can be studied analytically [94], and in
particular one can write a self-consistent equation for the
correlation function,
C(t) =
1
N
∑
i
〈σi(t0)σi(t0 + t)〉 , (74)
which at equilibrium only depends on the time-difference
t. This function is large when the two configurations
σ(t0) and σ(t0 + t) are very similar, and it decays to
zero when they becomes completely decorrelated. What
is found from the equations is that at low temperatures
the correlation function of the p-spin model develops a
plateau, giving rise to the (now familiar) two steps relax-
ation pattern. As in real liquids and in MCT, the length
of the plateau increases when decreasing the temperature
and the formation of the plateau has a discontinuous na-
ture. Unlike real liquids, however, but similar to MCT,
the length of the plateau (and thus the relaxation time τ)
diverges as a power law at a finite temperature Tc, called
the dynamical transition in the spin-glass literature [238].
The interesting thing is that no thermodynamic
(static) divergence, nor anomaly takes place at Tc: the
specific heat, free energy and so on show nothing note-
worthy around Tc: from a standard thermodynamic
treatment of the model, it is impossible to detect the
dynamical transition. What happens at Tc is that the
system remains dynamically trapped within metastable
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states. Due to the fully connected interaction, in a mean-
field model metastable states are surrounded by infinite
free energy barriers that the system cannot surpass by
using thermal activation [13]. For this reason in mean-
field metastable states have an infinite lifetime and can
be sharply defined. The system is therefore forbidden
to restore ergodicity, and a true dynamical divergence
occurs. Of course, metastable states are irrelevant from
a thermodynamic point of view, since their individual
weight is negligible. For this reason Tc goes undetected
by a standard thermodynamic investigation. I strongly
encourage the reader to see the original papers by Kirk-
patrick, Thirumalai and Wolynes about the nature of the
dynamic transition at Tc, and in particular the illuminat-
ing discussion at the end of Ref.[95].
The fact that two steps relaxation in the p-spin mod-
els ends up in a true dynamical transition at Tc is quite
similar to what happens at the corresponding Tc in the
context of MCT. Moreover, this divergence is described
by a power law both in MCT and in the p-spin. All these
coincidences are not fortuitous. In fact, the dynamical
equations for the correlation function analytically found
in the p-spin model are formally identical to those for-
mulated by MCT [82, 94]. This is what really brought
together for the first time the supercooled liquids and
spin-glass communities. MCT writes a set of dynamical
equations that are formally identical to those describing
the exact dynamics of a mean-field model, where, by def-
inition, activation is forbidden. Even though far from a
theorem, it seems reasonable to conclude that in doing
its approximations MCT lost the ability to describe acti-
vated events. For this reason MCT predicts a divergence
at Tc, which is formally completely equivalent to Tc in
the p-spin. Following the same line of thought, the non-
activated relaxation mechanism of MCT and that ruling
the dynamics of the p-spin above Tc are probably similar.
At this point one may ask: given that the p-spin model
is so similar to MCT, why do we need to bother about
it? After all, our dish was already full enough! The
reason why it is useful to consider both these theoret-
ical frameworks is that they originate from completely
different starting points, and this helps us a lot in un-
derstanding what is going on. MCT is an approximated
theory of a real system staged in real space; the cage ef-
fect is the pivotal interpretation of two steps relaxation
in terms of real particles. The correlation function leaves
the plateau when particles get out of their cage. The
p-spin model, on the other hand, has no real space struc-
ture: no distance, no neighbouring spins (particles), and
thus no cage, decaging, and all that. Any reasonable in-
terpretation of the dynamical slowing down for the p-spin
model must be staged in phase space, not in real space:
activation is forbidden by construction, not because of
an approximation.
Despite these differences, the phenomenology and the
formal structure of the dynamical equations of the p-spin
model are identical to MCT. It is clear that understand-
ing what is the dynamical relaxation mechanism in the
p-spin above Tc, can be very helpful to clarify what is
the origin of two steps relaxation and decaging in MCT,
and perhaps in real liquids too. Indeed, whereas MCT is
somewhat the pinnacle of the analytic effort in real liq-
uids, and it is very hard to go beyond it, the big advan-
tage of the p-spin is that, being a mean-field model, many
calculations can be performed exactly, and its physical
behaviour can be understood in great detail.
C. From minima to saddles
To understand the origin of the dynamical singular-
ity in the p-spin model we have to investigate the topol-
ogy of the potential energy surface visited by the sys-
tem at a certain temperature T . Roughly speaking, we
shall see that Goldstein’s activated scenario corresponds
to a motion from minimum to minimum in the phase
space, whereas MCT/p-spin nonactivated dynamics cor-
responds to a motion from saddle to saddle. Most of
the following concepts are treated in more detail in [13],
where all the relevant references may be found.
Let us start below the dynamical transition, T < Tc.
In the p-spin model we can (analytically) equilibrate a
configuration in this temperature region, and compute
the dynamical correlation function [97]. If we do this
what we find is that for large times C(t) approaches a
plateau and it never leaves it. In other words, after a
brief β relaxation, the correlation function does not show
any α relaxation, since the α relaxation time is infinite.
This is due to the fact that ergodicity is broken, and the
system never leaves the metastable state where it has
been initially equilibrated. The system is at equilibrium
within this particular state, but it cannot jump out, be-
cause free energy barriers are infinite. Thus, ergodicity
is broken and there is no long term relaxation.
The nice thing about the p-spin model is that the topo-
logical properties of the minima trapping the dynamics
for T < Tc can be worked out very precisely [13]. By
topological properties we mean essentially two things:
the height of the minimum in the landscape, i.e. the en-
ergy density E of the bottom of the well, and the shape of
the minimum in the N -dimensional phase space, where
N is the number of degrees of freedom. In a minimum, by
definition, the gradient of the potential (i.e. the force)
is zero, and thus it is the matrix of the second deriva-
tives, the so-called Hessian, that contains much of the
information about the shape. The N eigenvalues of the
Hessian give the curvature along the N directions (eigen-
vectors) out of the minimum. By definition of minimum,
the eigenvalues are all positive, but their values tells us
how soft or stiff is the minimum: a large eigenvalue λi
means that the energy climbs very rapidly along direc-
tion i, whereas a small (but positive) eigenvalue λi tells
us that direction i is almost flat (at least at the second
order of the expansion). Such soft directions are called
marginal when the eigenvalue is zero [239].
A compact way to assess the eigenvalues of the Hes-
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Figure 13: The spectrum of the Hessian - In the p-spin
model the spectrum ρ(λ;E) of the Hessian can be computed
exactly. This quantity gives the distribution of the eigenvalues
of the stationary points with energy E. For E < Eth the
spectrum is entirely contained in the positive semi-axis. As E
increases the spectrum moves to the left, until for E = Eth the
lower band edge touches the zero. This means that threshold
minima are marginal. For larger energies the spectrum has a
finite part in the negative semi-axis, i.e. the typical stationary
point has a finite fraction of negative eigenvalues, and it is
thus an unstable saddle.
sian is to define the spectrum, i.e. the fraction of the
eigenvalues equal to a particular value λ,
ρ(λ) =
1
N
N∑
i=1
δ(λ − λi) . (75)
The question now is: what is the typical spectrum ρ(λ)
of the minima trapping the dynamics for T < Tc?
The spectrum ρ(λ) can be computed exactly in the
p-spin model [13]. More precisely, we can compute the
average spectrum of all minima with a given bare energy
E, that is ρ(λ;E), and see how it changes with E. It can
be shown that at each E the spectrum has a compact
support (Fig.13), with a minimum eigenvalue λmin, the
so-called lower band edge [240].
The crucial thing is that, when the energy E increases
the whole spectrum shifts to the left, i.e. towards lower
values of λ (Fig.13). In other words, by increasing E
the lower band edge λmin approaches zero, meaning that
higher energy minima are softer than lower energy ones.
At a certain energy, called threshold energy Eth, the lower
band edge of the spectrum touches zero,
λmin(Eth) = 0 . (76)
Therefore, threshold minima have a marginal direction,
i.e. a flat direction along which a second order displace-
ment costs no energy. The important point is that the
spectrum is continuous, so this marginal direction is not
isolated: many eigenvalues are very small, even though
not precisely zero, implying that many directions within
a threshold state are almost flat. Furthermore, in the en-
ergy regime E > Eth the spectrum has a support partly
contained in the negative semiaxis (Fig.13). This means
that a nonzero fraction of eigenvalues of the Hessian is
negative: the typical stationary point with bare energy
E above the threshold is thus an unstable saddle [98, 99].
The interpretation of this result is the following: min-
ima in the p-spin model are less trapping the larger is
their energy, until at the threshold energy they open up
along the marginal direction and turn into something dif-
ferent, namely unstable saddle points. Therefore, at the
threshold energy a topological transition occurs between
a region of the landscape mainly populated by stable min-
ima (E < Eth), and a region mainly populated by unsta-
ble saddles (E > Eth). We stress once again that for the
p-spin model (for which MCT dynamical equations are
exact) this topological transition is found analytically,
without any approximation.
What the topological transition has to do with the real
dynamics of the system, and in particular with the dy-
namical transition at Tc? After all, there is nothing dy-
namic nor thermal in the energy landscape: it is the same
at all temperatures and times. However, the properties of
the landscape depend on the energy level E at which we
explore it, and this in turn depends on the temperature.
We must only be careful to a point: when we consider
a minimum with energy E, this is the energy density of
the bottom of the well; but at finite temperature the sys-
tem vibrates around the minimum, so that the average
potential energy density of the system will be larger than
E by factor roughly equal to 1/2 kBT . We will refer to
E as the bare energy of the system. At low temperature,
the full average energy 〈H〉 is equal to the bare energy
plus thermal fluctuations,
〈H〉 ∼ E +
1
2
kBT . (77)
The bare energy E is a better label than 〈H〉 because it
is more directly connected to the topological properties
of the stationary point. By E(T ) we indicate the bare
energy of the typical minima trapping the system at tem-
perature T < Tc. In the p-spin we can compute exactly
the curve E(T ): as expected, the bare energy grows with
the temperature, meaning that the system is trapped by
higher energy minima the higher the temperature. If this
is not particularly exciting, the following result is,
E(Tc) = Eth . (78)
The bare energy of the minima visited by the system
at the dynamical transition Tc is exactly equal to the
threshold energy. Moreover, it is possible to prove that
for T > Tc the closest stationary point to an equilibrium
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configuration is not a minimum, but a saddle; the fraction
of unstable (negative) eigenvalues of this saddle goes to
zero for T → T+c [99].
The nature of the dynamical transition in the p-spin
model is now clear: at equilibrium for T < Tc the sys-
tem is trapped within minima of the energy, with all
the eigenvalues of the Hessian larger than zero; the sys-
tem never escapes, and the dynamical correlation func-
tion C(t) does not decay to zero; the plateau and the α
relaxation time have infinite length; ergodicity is broken.
For T > Tc, on the contrary, the typical stationary point
is a saddle, with a finite fraction of negative eigenvalues;
saddles do not trap the dynamics for infinite times, since
sooner or later, by thermal fluctuations the system finds
the negative modes and leaves the saddle; this is not an
activated mechanism; the dynamic correlation function
decays to zero and the α relaxation time is finite; ergod-
icity is not broken. Even though the dynamical transi-
tion at Tc is the most visible effect of the border between
these two regimes, the fundamental transition takes place
at Eth: the thermal transition is just a manifestation of
the topological one.
Note that in the p-spin model for T < Tc it is possible
to sharply define the nonergodicity parameter C⋆(T ) as
the infinite time limit of the correlation function once the
system is thermalized within one state,
C⋆(T ) = lim
t→∞
C(t, T ) . (79)
The discontinuous nature of the transition amounts to
say that,
lim
T→T−c
C⋆(T ) 6= 0 . (80)
The topological transition between minima and sad-
dles not only gives us an explanation of the ergodicity
breaking at Tc, but it also clarifies the dynamical be-
haviour slightly above the transition. In this regime, as
we have seen, the dynamical correlation function is char-
acterised by two steps relaxation, with a plateau whose
length increases when Tc is approached from above. We
now know that this plateau is not due to local minima
trapping the system: in this temperature regime unstable
saddles, and not minima, are the stationary points most
relevant for the dynamics [99]. However, for T ∼ Tc,
and thus E ∼ Eth, these saddles have very few negative
eigenvalues; moreover, due to the fact that the spectrum
is continuous, these negative eigenvalues are also very
close to zero. In this condition, it is entropically very
difficult for the system to find the way out of the saddle,
and this is the fundamental reason why the plateau forms
[100].
The two steps relaxation can be interpreted in the
following way. First, the system relaxes exponentially
along the many positive eigenvalues, λi > 0, that is
along those directions with the steepest positive curva-
ture, giving rise to the β relaxation and the approach to
the plateau. In this early phase there is little difference
with the relaxation within a minimum, since only the
positive modes dominate; given that we are close to the
threshold, the positive eigenvalues are the overwhelming
majority. For later times, the effect of the few, almost
marginal, negative modes becomes important, and the
system can slowly leave the saddle along this sort of flat
tunnel [101]. This is the α relaxation: it does not cor-
respond to an activated event, nor to a jump over a po-
tential energy barrier; rather, it is the time the system
needs to fully exploit the negative modes that will lead
it out of the saddle, thus restoring ergodicity. The closer
the temperature is to Tc, the closer the bare energy is to
Eth, and the smaller the fraction of negative eigenvalues
of the Hessian. This is the reason why the α relaxation
time (and thus the plateau) increases when approaching
Tc: it is a direct consequence of the fact that the fraction
of negative eigenvalues vanishes at the threshold.
The p-spin model therefore provides in natural way
a nonactivated mechanism of diffusion, whose slowing
down is responsible for the appearance of the two steps
relaxation in the correlation function. We recall that the
exact dynamical equations of this model for T > Tc are
formally identical to those of MCT in the same temper-
ature regime. Given that MCT describes supercooled
liquids reasonably well for T > Tc, it is natural then
to ask whether the nonactivated diffusion mechanism of
the p-spin model above Tc is valid also in supercooled
liquids. Is the decreasing number of unstable directions
of saddle points responsible for the two steps relaxation,
and the corresponding slowing down, in the dynamics of
supercooled liquids?
D. Topological origin of the glass transition
Saddles of the potential energy are present also in finite
dimensional systems as real liquids, of course. However,
after Goldtein’s paper in 1969 [71] numerical investiga-
tions focused for a long time only on potential energy
minima. In particular, given an equilibrium configura-
tion of the system, it is possible by following the gradi-
ent of the potential energy, to associate a unique local
minimum to the initial equilibrium configuration [102].
This local minimum is also called inherent structure in
the literature. The partition of the phase space into
basins of the local minima is well defined and unique,
and it suites perfectly Goldstein’s scenario of an acti-
vated dynamics between different basins. This was the
reason why local potential energy minima have largely
dominated the analysis of supercooled liquids for quite
a while. It has been indeed thanks to such numerical
investigations that it has been possible to validate Gold-
stein’s picture [74] and to understand many important
properties of the dynamics of supercooled liquids at low
temperatures [103, 104, 105, 106, 107].
However, we know that for T > Tx ∼ Tc the descrip-
tion of the dynamics in terms of minima is not appropri-
ate, since activation is no longer the main mechanism of
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diffusion in this regime. We also know that two steps re-
laxation is anyway present for T > Tc, and that MCT
reproduces it. Finally, we have seen that the p-spin
model gives a neat framework to explain nonactivated
two steps relaxation: the cornerstone of this framework
is the topological transition between minima and saddles
taking place in the energy landscape. All these consid-
erations suggest that in order to better understand the
crossover between nonactivated to activated dynamics at
Tx we need to study the properties of saddles of the po-
tential energy.
A first attempt to exploit unstable modes of the po-
tential energy to study the diffusion properties of su-
percooled liquids was done by the Instantaneous Normal
Mode (INM) approach [108]. In this context, one would
compute the fraction of negative eigenvalues of the Hes-
sian averaged over all the instantaneous equilibrium con-
figuration visited by the system. The extrapolated tem-
perature where the fraction of negative modes goes to
zero should give an estimate of the glass transition. De-
spite the great interest it stirred, the INM method is af-
fected by a big problem: many of the negative modes vis-
ited by an instantaneous equilibrium configuration have
nothing to do with diffusion, so that the INM negative
modes do not correlate very well to the slowing down of
the dynamics. What one should do is to compute the neg-
ative modes in correspondence of a saddle point, whereas
the INM focuses on instantaneous equilibrium configura-
tions that, due to thermal fluctuations, are quite far from
any stationary point. For this very reason we considered
the bare energy, E, rather than the average energy, 〈H〉,
in the p-spin. Therefore, to go beyond both Goldstein’s
picture and the INM approach, we must study the prop-
erties of unstable saddles in supercooled liquids. The first
discussion of the role of saddles in supercooled liquids
was done in [109], building on the study of saddles car-
ried out for the p-spin model in [98] and more in general
on the topological approach to glassy dynamics discussed
in [101].
Finding unstable saddles numerically is less trivial
than finding minima, but it can be done. The real prob-
lem, however, is that there is no unique way to associate
to an equilibrium configuration a saddle. This is unlike
what happens with minima, where the gradient descent
method uniquely partition the phase space into basins.
In the case of saddles, the mapping between equilibrium
configuration and saddle depends on the particular algo-
rithm one uses [110], so that there is not a natural way
to partition the phase space into basins of unstable sta-
tionary points. This is not small a problem, because it
means that when we say sentences like, ‘the typical sad-
dle visited by the system at temperature T ’, we are in
fact using an ill-defined concept.
There are two ways to face this problem. First, we can
stick to one particular mapping (algorithm), and plot all
saddle properties as a function of the temperature T of
the equilibrium configurations used to generate the sad-
dles [111]. This first possibility is a natural generalization
of the INM approach, with saddles in place of instanta-
neous configurations. The second possibility is to use a
method that relies as little as possible on the mapping be-
tween equilibrium configurations and saddles [112]. The
difference between the two methods is critically discussed
in [110]. Here, we will explore the second method, which
is the one that most directly connects to the p-spin sce-
nario.
The fundamental quantity in the p-spin is the thresh-
old energy Eth, marking the border between minima and
saddles. To define Eth we do not need to mess with con-
figurations at thermal equilibrium: the threshold energy
is a purely geometric quantity, which describes the topol-
ogy of the potential energy surface. To find the threshold
in a realistic model we can sample saddles using any rea-
sonable algorithm and for each saddle measure its bare
energy density E and its density k of unstable directions,
namely the number of negative eigenvalues of the Hessian
divided by the number of degrees of freedom. If we plot
these two numbers on the (E, k) plane for each saddle,
we obtain the graph in Fig.14: stationary points are not
found anywhere in the (E, k) plane, but they are concen-
trated around a backbone, which forms an approximately
linear, monotonously increasing function [110, 112, 115].
This is very reasonable: the larger the energy of the sad-
dle, the more unstable this is.
The interesting point is that the temperature at which
we sample saddles (as well as the algorithm we use to
do this), only changes the part of this backbone that we
uncover, but not the backbone itself, which is a prop-
erty of the landscape, independent of the temperature.
Besides, this backbone is very weakly dependent on the
sampling method: it has indeed been confirmed that dif-
ferent numerical algorithms used to sample saddles give
rise to the same backbone in the (E, k) plane [110]. The
same, however, is not true if we use the generalization of
the INM approach mentioned above: when we compute
the average index k¯ as a function of the temperature T
at which we are sampling saddles, we obtain a curve that
strongly depends on the sampling algorithm [110]. This
fact seems a good reason to prefer the ‘geometric’ (E, k)
approach, with respect to the ‘thermal’ k¯(T ) approach.
When we average the energy of all stationary points
with the same instability index k, we obtain the curve in
Fig.15 [110, 112, 115]. This curve identifies a threshold
energy, Eth, as the point where k(E) goes to zero [241],
k(Eth) = 0 . (81)
From equation (78) we know that in the p-spin model
the dynamical transition corresponds to the temperature
where the bare equilibrium energy reaches the threshold.
To test this conclusion in real liquids we must define in
some way the bare potential energy. In accordance with
equation (77), this can be done by subtracting from the
average potential energy 〈U〉 at temperature T , the con-
tribution of the thermal vibrations,
E(T ) = 〈U〉 −
3
2
kBT (82)
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Figure 14: Instability index vs. energy of saddles - For
each sampled saddle one measures its energy density E and
the number of negative eigenvalues of the Hessian, divided by
N , i.e. the instability index (density) k. These two values are
reported for each saddle in the (E, k) plane in the figure. The
scatter plot cluster around a backbone curve k(E). Changing
the temperature amounts to change the region of the curve
we are sampling, but it does not change the curve itself. The
system is a Lennard-Jones binary mixture. (Reprinted with
permission from [112]; copyright of American Physical Soci-
ety).
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Figure 15: Average instability index vs. energy of
saddles - In order to identify a threshold energy one must
average the curve in Fig.14. This can be done in different, al-
though at the end equivalent, ways (see [112] for details). The
point where k(E) goes to zero identifies the threshold energy.
The system is a Lennard-Jones binary mixture. (Reprinted
with permission from [112]; copyright of American Physical
Society).
The bare energy E(T ) can thus be easily measured nu-
merically, and this measure is completely independent
from the determination of the threshold [242]. Inspired
by equation (78), we can now define the temperature
Tth where the bare energy crosses the threshold energy
[112, 115],
E(Tth) = Eth , (83)
and check whether Tth is in any way relevant for the sys-
tem. We know that, unlike in the p-spin model, in a real-
istic liquid there is no true dynamic transition. However,
we also know that mode coupling theory predicts a sharp
transition at Tc, as a consequence of the fact that below
this temperature activated phenomena, i.e. jumping be-
tween different minima, becomes the main mechanism of
diffusion. This is the reason why Tc has been identified
with the crossover temperature of Goldstein, Tx: below
Tc the dynamics is dominated by activated jumps be-
tween minima; above Tc a new, nonactivated mechanism
kicks in, and the analysis of this chapter suggests that
this may be a saddle ruled mechanism.
The temperature Tth defined in (83) is the thermal
counterpart of the topological transition between minima
and saddles at Eth, and thus, in order for this saddle ruled
scenario to be coherent, it is necessary that the following
relation holds,
Tth ∼ Tc . (84)
This relationship between threshold temperature and
Mode Coupling temperature has been tested in a se-
ries of numerical investigations, either in the geomet-
ric framework discussed here [112, 115], or in a thermal
framework, where k¯(T ) is computed [111, 113, 114]. In
all cases the result of the test has been positive: the
threshold temperature is within few percents equal to the
mode coupling temperature. We must note that Tc is de-
termined by measuring dynamical observables, whereas
Tth has a completely different (topological) origin. The
fact that they are so close indeed supports the view that
the dynamical crossover at the glass transition is in fact
the most visible effect of a more fundamental topological
transition, taking place in the phase space.
The scenario we have presented in these last sec-
tions gives a topological interpretation of the dynamic
crossover from nonactivated to activated dynamics that
takes place at Tx ∼ Tc. This is the point where the sys-
tems stops visiting saddles, and thus runs out of unstable
eigenvalues, which are equivalent to nonactivated diffu-
sive modes. Below the crossover, the system spends most
part of the time around minima, rather than around sad-
dles, and an activated Goldstein-like diffusion mechanism
kicks in.
Yet, we know that Tx > Tg and we also know that
in the temperature region Tg < T < Tx fragile systems
have a steep super-Arrhenius increase of the relaxation
time. What can we say about this regime? Very little
in this context. The topological approach is rooted in
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phase space, and knows nothing about the size of energy
barriers, which is determined by the number of particles
that really make the transition in real space. Numerical
studies in fragile glass-formers [112, 115] show that at Tx,
where the topological transition takes place, the size of
the barriers is already quite large, typically,
∆U(Tx) ∼ 10 kBT . (85)
This observation indicates that at the temperature Tx
where for first time the system must use activation, this
mechanism is already very slow, because barriers are al-
ready quite large. This explains the sharp increase of τR
on approaching Tx. In particular, the different size of ∆U
at Tx can rationalize the difference between fragile (large
∆U(Tx)) and strong (small ∆U(Tx)) systems [109]. How-
ever, in order to understand why there is super-Arrhenius
behaviour below Tx one must understand why and how
∆U increases when T decreases. Both the topological ap-
proach and MCT have nothing to say about this, because
they cannot go below Tx. To continue in our exploration
we therefore have to go to the deeply supercooled phase.
VI. GOING DEEPLY SUPERCOOLED
One of the main conclusions of the former chap-
ter is that at the Goldstein’s temperature Tx there is
a crossover from high-T nonactivated to low-T acti-
vated dynamics, where barrier crossing becomes the main
mechanism of diffusion. This slows down dramatically
the dynamics, so much that at Tg the relaxation time ex-
ceeds the experimental time and the dynamic glass tran-
sition occurs. Clearly Tg < Tx, but whether or not the
two temperatures are close to each other depends on how
large the potential energy barriers are at Tx, when acti-
vation kicks in, and to what extent they increase with
lowering the temperature.
At this stage of our study we do not have a clear idea
about the precise nature of these potential energy barri-
ers. Up to now we just assumed that they exist: there
are minima in the potential energy landscape, and in
order to visit different minima in the attempt of being
ergodic the system will have to cross the barriers con-
necting these minima. Now this explanation is no longer
sufficient. Once we have understood that activation is
the central diffusion mechanism at low temperatures, it
is essential to get a clearer understanding about barriers.
In order to do this we must first focus our attention
on the empirical evidence in the low T regime. More-
over, even though, by definition, we have no equilibrium
data below Tg, the extrapolation down in the T < Tg
region is very interesting. Indeed, it was such an extrap-
olation that stimulated a rather famous observation by
Kauzmann in 1948.
A. Entropy crisis
Let us quote the remarkable paper that Kauzmann
wrote in 1948 [116]: “The vitreous or glassy state of liq-
uids evidently only exists because experiments performed
by mortal beings must of necessity be of limited duration.
It is interesting to speculate on the behaviour which liq-
uids would show at very low temperatures if enough time
could be allowed in the thermodynamic measurement to
avoid vitrification.”
Basically, Kauzmann says that it seems restrictive not
to investigate what happens at low temperatures solely
because we do not live long enough to make an equi-
librium measurement. What we can do, therefore, is
to make an extrapolation of equilibrium data, and cross
our fingers. This is what Kauzmann did, by performing
a low-T extrapolation of various thermodynamic quan-
tities. In particular, Kauzmann was interested in the
metastable nature of the liquid phase with respect to the
crystal, and thus he plotted the liquid-crystal difference
of quantities such as enthalpy, entropy, free energy and
specific volume.
Let us focus our attention on the entropy. The liquid
entropy decreases much more rapidly than the crystal
one. This is obvious, since the derivative of the entropy
is the specific heat,
dS
dT
=
cp(T )
T
(86)
and the specific heat of the liquid is larger than that of
the crystal. We therefore conclude that the difference
between liquid and crystal, also called excess entropy of
the liquid,
∆S(T ) = SLQ(T )− SCR(T ) , (87)
decreases when the temperature is decreased. If we nor-
malize this quantity by its melting point value, i.e. if we
plot ∆S(T )/∆S(Tm) vs. T/Tm we can inspect many dif-
ferent liquids on the same diagram (Fig.16 is the original
plot of Kauzmann’s paper). What immediately catches
our attention is the fact that for some systems the ex-
trapolated excess entropy seems to vanish at finite tem-
perature. Abiding to the common convention, we will
call this the Kauzmann temperature, and indicate it as
Tk (we shall see later that this is in fact a very poor con-
ventional choice). Thus, if we trust the extrapolation, we
conclude that there is a temperature Tk such that,
∆S(Tk) = 0 . (88)
As we have seen, extrapolations suggest that Tk is fi-
nite for many substances. This is equivalent to say that
the entropy of the supercooled liquid becomes lower than
the entropy of the crystal for T < Tk. This phenomenon
is known as entropy crisis or Kauzmann’s paradox. If we
think about it, a metastable liquid with less entropy than
its relative stable crystal is sort of counterintuitive. Even
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Figure 16: Kauzmann entropy crisis - Kauzmann made a
low-T extrapolation of the excess entropy of many substances,
normalized by their melting point value. He noted that in sev-
eral cases the excess entropy seems to vanish at temperature
larger than zero. (Reprinted with permission from [116]).
this fact, it certainly stirs our curiosity about the signif-
icance of Tk: is there something funny going on at this
temperature?
The interesting point is that several other thermo-
dynamic observables have an extrapolation qualitatively
similar to that of the entropy: they all indicate a point
where their liquid-crystal difference vanishes. However,
the temperatures where this happens are not the same for
different observables; for example, the point where the
extrapolation of the entropy difference vanishes does not
coincide with the point where the extrapolation of the
enthalpy difference vanishes. Most importantly, Kauz-
mann noted that the liquid-crystal free-energy difference
∆F does not decrease when lowering the temperature,
so that any (reasonable) extrapolation does not indicate
that the free energies of the two phases converge to each
other. From this observations, Kauzmann immediately
ruled out the most naive interpretation of Tk, i.e. that it
could be the locus of a continuous transition from the liq-
uid to the crystal phase. This would require converging
free-energies and similar values of Tk for different observ-
ables, which is not the case.
An alternative way out of the conundrum posed by Tk
is to argue that the extrapolation is just wrong. In par-
ticular, the curve of ∆S vs. T could become flat at some
temperature below Tg (note that the flattening of ∆S
depicted by Kauzmann in Fig.16 - dotted lines - does
not refer to this, but to the dynamic glass transition).
If this were the case, ∆S would not vanish, and there
would be no Tk. This is quite an effective way to cool
down all the commotion about the Kauzmann tempera-
ture: the extrapolation is, indeed, just an extrapolation,
so we cannot trust any result coming from it. Also this
objection, however, is not completely reassuring. First,
some empirical observations, both experimental and nu-
merical, performed at rather lower temperatures, arrive
quite close to Tk without showing any evidence of an ‘el-
bow’ of the equilibrium ∆S(T ) curve [1]. Second, such
a flattening of ∆S would be for all practical purposes
identical to what happens at the dynamic glass transi-
tion Tg: the entropy freezes at a certain level, and the
specific heat drops to its crystalline value. Kauzmann
rightly noted that this would be weird, since a dynamic
glass transition certainly has nothing to do with the gen-
uine thermodynamic behaviour we were after when we
made the entropy extrapolation.
Kauzmann found a more effective (and elegant) way to
get rid of Tk and of all the conceptual problems related
to it: in his view, the extrapolation of the equilibrium
curves of a supercooled liquid is always interrupted by
a kinetic spinodal at a temperature Tsp > Tk. In fact,
Kauzmann has been the first one to describe in [116] the
kinetic spinodal in clear terms. Below Tsp the super-
cooled liquid simply does not exist, and no meaningful
extrapolation can be performed. We have extensively
described the mechanism behind the kinetic spinodal in
Section III.D: at a certain point the barriers to relax-
ation becomes larger than the barriers to crystallization;
below this point the liquid phase is no longer experimen-
tally well defined. No liquid, no extrapolation, no entropy
crisis. Problem solved.
Thus, Kauzmann did not believe that Tk existed at all.
In fact, he did not even give a name to such temperature.
On the other hand, he did give a name to the kinetic spin-
odal, and he call it Tk. At this point, the utterly confused
reader may ask: why do we indicate with Tk (where the
k is after Kauzmann) a temperature that Kauzmann re-
jected (i.e. the entropy crisis point), while we call Tsp the
temperature Kauzmann christened as Tk (i.e. the kinetic
spinodal)? The reason is that Kauzmann’s proposal of
a kinetic spinodal never enjoyed much fortune, whereas
the concept of entropy crisis (and of what would be going
on at Tk) stirred an enormous interest within the glassy
community and it was very influential in the develop-
ment of later theories. Because of this, irrespective of
Kauzmann’s own preferences, the name Tk stuck to the
entropy crisis temperature. Reluctantly, we abide to this
(now well established) convention, and use the symbol
Tsp for the kinetic spinodal.
How stands today Kauzmann’s proposal of a kinetic
spinodal as a resolution of the entropy crisis problem?
In my opinion, it is a very sensible idea. In fact, it is
unclear why such idea has been largely disregarded by
the community. As we stressed in Chapter III, the ki-
netic spinodal is a very sneaky enemy of the supercooled
liquid, and it is very hard to rule it out a priori in a
given substance. Therefore, in many cases the extrap-
olation discussed above is probably interrupted at Tsp,
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and no Tk is present. On the other hand, we have seen
that elastic effects may stabilize significantly the super-
cooled liquid phase, in some cases so much as to kill the
kinetic spinodal. Therefore, we do not see particularly
strong reasons to believe that a kinetic spinodal must
always be present in all supercooled liquids. In several
systems, where elastic effects are strong, the entropy cri-
sis is therefore still an issue.
There is a second reason why Kauzmann’s way out
of the problem is not fully satisfying, which is more
profound. The sharp approach of the liquid entropy
to the crystal value, seems an interesting fact by itself,
something which cries for an explanation, irrespective of
whether or not the metastable liquid phase actually sur-
vives down to Tk or not. This same observation is also
a reasonable reply to those who object that the entropy
crisis is irrelevant because we will never be able to exper-
imentally thermalize a liquid down to Tk. The incumbent
entropy crisis at Tk is important, even though we cannot
equilibrate at Tk, because it may have consequences on
the physics of the system even in the temperature range
where we can equilibrate the system. To better appre-
ciate this point, we must go deeper into the meaning of
the excess entropy ∆S and the physical implications of
its decrease. To do this we must go back to Goldstein’s
description of the low-T dynamics of a supercooled liq-
uid. As we shall see, this deeper insight will also suggest
a new interpretation of what happens at Tk.
B. Configurational entropy
Within Goldstein’s picture, activation is the main
mechanism of diffusion and thus at very low T the sys-
tem spends a long time vibrating within an amorphous
minimum of the potential energy, with rare jumps be-
tween different minima. The lower the temperature, the
more accurate is this description. A rather reasonable
consequence of Goldstein’s description is that the en-
tropy of an equilibrium liquid, SLQ, can be split into
two parts: a vibrational contribution corresponding to
the intra-minimum short-time vibrational dynamics, and
a configurational contribution given by the large num-
ber of different amorphous minima. We formalize this
hypothesis by writing,
SLQ = Svib + Sc . (89)
The configurational entropy Sc is different from zero only
if the number of minima is exponentially large in the size
of the system. In fact, Sc is defined by the relation,
Sc =
1
N
log N , (90)
where N is the number of amorphous minima visited by
the system at equilibrium. Hence, the total entropy SLQ,
which counts the total number of configurations partic-
ipating to the liquid state, has been decomposed into
a sum of the vibrational entropy Svib, which counts how
many configurations there are within each minimum, plus
the configurational entropy Sc, counting the number of
minima. We should be more specific about this point:
what minima are we considering? All amorphous min-
ima, or just those at a given energy level? In this last
case, what energy level? We will address all these ques-
tions later on, when we will discuss the configurational
entropy in the context of mean-field spin-glasses. For
now, let us adopt an empirical view and say that the con-
figurational entropy is the rest of the total liquid entropy
once we subtract the vibrational part, as in (89). From
this definition we can infer the number of amorphous
minima actually visited by the system at equilibrium.
We now make a crude, but rather sensible approxi-
mation: the vibrational entropy of an amorphous min-
imum is not too different from the vibrational entropy
of the crystal. They are not identical, of course, since
the shape of a typical amorphous minimum is in gen-
eral different from that of the crystalline minimum, and
so will be the vibrational frequencies, and thus the en-
tropy [107]. However, this difference is likely to be sub-
dominant compared to the difference between vibrational
and configurational entropies. We therefore assume,
Svib ∼ SCR . (91)
This equation basically derives from an harmonic expan-
sion of the potential around a minimum (local for the
liquid, global for the crystal). Hence, such approxima-
tion does not make a bit of sense in all those cases, most
notably hard sphere systems, where such an expansion
cannot be done and where excluded volume effects are
dominant over energetic considerations. In fact, many of
the considerations in this section are ill-suited for hard-
spheres and we suggest the reader to look at [147] for a
review dedicated to such system.
From equation (91) we can rewrite the excess entropy
as follows,
∆S(T ) = SLQ(T )− SCR(T ) ∼ Sc(T ) . (92)
This is a very important equation in the physics of su-
percooled liquids: the excess entropy is roughly equal
to the configurational entropy. Therefore, what Kauz-
mann actually discovered by means of his extrapolation
was that the configurational entropy of the deeply super-
cooled liquid sharply decreases when the temperature is
lowered. This means that the number of amorphous min-
ima the liquid visits in its equilibrium wandering through
the phase space becomes smaller and smaller when the
temperature is lowered. Such result is rather intriguing,
and it supports our suspicion that the decrease of the
excess entropy is an interesting fact by itself, irrespective
of its vanishing at Tk. The configurational entropy is a
key concept in the physics of supercooled liquids.
It is crucial to understand that the decrease of the
configurational entropy is not due to a lack of time to visit
all available minima: we are talking about equilibrium
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here, the system is ergodic, it has enough time to visit
whatever the Gibbs-Boltzmann distribution dictates and
to jump all necessary barriers. Yet, the number of visited
minima decreases with the temperature. Why is that?
Let us answer this question in two steps.
First, the equilibrium potential energy decreases with
the temperature. At low temperatures, where dynamics
is dominated by vibrations around minima, this obvious
fact implies that also the average energy of the minima
visited by the liquid is lower the lower T [118]. This
is rather reasonable. Second, the number of amorphous
minima with given potential energy is smaller the smaller
is the energy. This second fact is less obvious than the
first, even though it is still quite intuitive. Let us make
a very simple example. Imagine a system made up of
N non-interacting particles, each of them living into an
asymmetric double well that has an energy difference 1
between the lowest and highest minimum. Above the
ground state (with conventional energy zero), this sys-
tem has a trivial spectrum of excited states with discrete
energies 1, 2, 3, . . . . From purely combinatorial consider-
ations, the number of minima N with energy equal to K
is given by,
N (K) =
(
N
K
)
. (93)
If we consider excited states with extensive energy, K =
Nu, we get for their configurational entropy (eq. (90)),
Sc(u) = −u log(u)− (1− u) log(1− u) . (94)
Therefore, the configurational increases with increasing
energy, it is zero at u = 0 and it reaches a maximum at
u = 1/2. This is a trivial example, of course. In real
liquids the interaction plays a crucial role and the situa-
tion is much more complicated than this. In particular,
we will show that the drop of the configurational entropy
is intimately connected to the growth of a correlation
length. For now, this simple example helps us to accept
as plausible the general idea that the number of minima
with a certain energy decreases with decreasing energy.
Now that the decrease of the configurational entropy
with the temperature is somewhat clearer, we may ask:
what are the physical consequences of this fact? Can
we understand what happens at the Kauzmann temper-
ature? At Tk the configurational entropy (90) vanishes.
Hence at this temperature a system at equilibrium vis-
its only a few amorphous minima, more precisely a sub-
exponential number of them. If we now lower the tem-
perature below Tk, the number of visited minima cannot
become negative. Therefore, the configurational entropy
Sc remains stuck to zero, and the only thing to change
if we lower the temperature below Tk is the vibrational
entropy Svib within these minima. We conclude that the
total entropy SLQ must have a kink at Tk. Below Tk the
systems is confined in few lowest lying amorphous min-
ima (we do not call them ground state because there is
always the crystal).
If we are prone to theoretical speculation, from this
state of affairs we may argue that at Tk there is a ther-
modynamic phase transition from the supercooled liquid
to a new amorphous phase. Abiding to the convention,
we will call this phase the thermodynamic glass or ideal
glass phase. In fact, this is a possibility that Kauzmann
himself mentioned in his 1948 paper [116]. He acknowl-
edged that the vanishing of the excess entropy at Tk could
suggest the existence of a new disordered phase of mat-
ter. However, he dismisses the hypothesis two lines after
having mentioned it, proposing (as we have seen) the ki-
netic spinodal as a better resolution of the entropy crisis
paradox, and dropped what seemed to him an unphysical
hypothesis. Nevertheless, the hypothesis of a transition
at Tk enjoyed great success, mostly thanks to later theo-
ries that we will study in the next chapter.
The idea of a phase transition at Tk is a fascinating
one, especially within the physics of glass-formers, where
all notable temperatures are invariably defined in a fishy
way. Contrary to Tg, Tk would be a well-defined phase
transition, independent from any conventional time scale.
As we have seen, also Tx is independent from the exper-
imental time scale; however, at Tx there is a crossover
between two physical mechanisms, rather than a sharp
transition, and for this reason the position of Tx is some-
what blurred. On the other hand, Tk would be the under-
lying phase transition ruling the whole phenomenology of
supercooled liquids at higher temperature. No surprise
it is an appealing concept.
Yet, we must agree with Kauzmann that, given the ar-
guments we have provided until now, the hypothesis of
a thermodynamic phase transition at Tk seems a bit of
a long shot. The idea that the system remains confined
within few, deep amorphous minima seems reasonable,
because it agrees with the extrapolated behaviour of the
excess entropy. However, a couple of questions raise nat-
urally. Is ergodicity broken at Tk? This would be the
landmark of a thermodynamic phase transition. A mea-
surable manifestation of broken ergodicity would be the
divergence of the relaxation time τR at Tk. Hence, the
incumbent ergodicity breaking at Tk would cause a very
significant increase of the relaxation time even above Tk.
This is indeed what we meant when we said that the
entropy crisis at Tk could be relevant even for a system
that never reached Tk. Is there any hint of a divergence
of τ , beyond the obvious increase leading to Tg? More-
over: broken ergodicity and an infinite relaxation time
would imply infinite energy barriers. In other words, the
system should remain trapped in just one of the low-
est lying minima below Tk. Why the barriers between
amorphous minima would become infinite at Tk? What
physical, real-space mechanism would cause this drastic
phenomenon? Let us first focus on the relaxation time,
leaving the issue of barriers for later.
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C. The VFT law: just a fit?
As we know, the relaxation time τR grows quite sharply
when we get close to the dynamic glass transition Tg. On
the other hand, we also know that, by definition, τR is
finite at Tg; in fact, Tg is defined as the point where re-
laxation time is of order 102−103 seconds, which is finite.
Therefore, as we already said several times, the dynamic
glass transition is not a real transition at all. If some-
thing funny (like a divergence) happens to τR, it must
be below Tg. We therefore need (again!) to extrapolate
our data. However, this time we have to be more careful
than with the extrapolation of the entropy. Unlike the
entropy (or volume, or enthalpy), the relaxation time τR
has a very nonlinear temperature dependence (see Figs.5
and 7). This means that we cannot simply extrapolate
linearly the data of 1/τR by eye and see where it goes to
zero. What we need is a solid nonlinear formula that in-
terpolates well equilibrium data above Tg, and see what
this formula tells us about the T < Tg regime.
It would be nice to have a theoretically motivated for-
mula. Problem is that up to know the only theoretical
scheme we have seen, able to say something about the
dynamics of glassy systems, is Mode Coupling Theory
(MCT), and we cannot use MCT to go below Tg. As the
reader may remember, MCT predicts a power law diver-
gence of the relaxation time at a temperature Tc larger
than Tg. We need something else.
It turns out that the best fit to the relaxation data was
found a long time ago, quite independently from any the-
oretical framework. This is the celebrated Vogel-Fulcher-
Tamman (VFT) law [119, 120, 121], which hit the physics
journals almost one century ago. For the relaxation time,
it reads,
τR(T ) = τ0 exp
(
A
T − T0
)
. (95)
If we use this formula as a three parameters (τ0, A, T0) fit
to the data, it does a very decent job for many different
glass-formers in a wide range of temperature (see [122] for
a test of the validity of the VFT law in many materials).
In particular, the VFT law fits the data also in the region
that is off-limits for MCT, i.e. for Tg < T < Tc. Note
that the increase of τR in (95) is steeper than a simple
Arrhenius, but smoother than the MCT power law τR ∼
(T − Tc)−γ , since T0 ≪ Tc.
Even though we did not provide any theoretical argu-
ment, the VFT formula looks reasonable. Its exponential
nature agrees quite well with the the very physical idea
that activation rules the dynamics at low temperatures.
At the same time, the non-Arrhenius argument of the ex-
ponential is justified by what we already know to be the
difference between strong and fragile systems: by varying
the parameter T0 we can interpolate between the purely
Arrhenius behaviour typical of strong liquids (T0 ∼ 0),
to a sharper, and thus more fragile-like, growth of τR,
when T0 increases.
To be more precise, we recall that the fragility of a
substance is a measure of how steeply the relaxation time
(or viscosity) increases at the glass transition, and it can
thus be quantified as the slope of log τR evaluated at Tg,
in an Arrhenius 1/T plot. With such definition, eq.(95)
gives for the fragility,[
d log(τR/τ0)
d(Tg/T )
]
T=Tg
= κ
(
1 + κ
T0
A
)
, (96)
where κ = log[τR(Tg)/τ0]. The fragility of the system
therefore depends on the ratio T0/A. The prefactor τ0
is a microscopic time scale. When data are fitted, one
should get a reasonable value for it, even though far too
often its actual value is completely disregarded, as long
as the fit is good.
If we decide to trust the VFT law even below Tg, we
conclude that the relaxation time diverges at T0. Even
though the location of T0 varies from system to system,
it is fair to say that T0 is below but close to Tg in fragile
systems, while it is far below Tg, and quite close to 0 in
strong systems. Thus, while at Tg we observe a sharp
slowing down of the dynamics, the VFT law tells us that
at T0 we eventually meet a real divergence of the relax-
ation time, that is a dynamical phase transition. All this
would happen at equilibrium, thus this dynamical sin-
gularity cannot be simply due to the system remaining
trapped within some metastable state (as it could hap-
pen in mean-field), and it must be associated to a true
thermodynamic phase transition at T0, accompanied by
ergodicity breaking.
We now start to understand the link between the VFT
empirical law and Kauzmann’s entropy crisis. This first
predicts (on purely empirical basis) a divergence of the
relaxation time, and thus a phase transition, at a tem-
perature T0 < Tg. The second indicates a vanishing of
the configurational entropy at a temperature Tk < Tg,
which may be interpreted as a sign of a thermodynamic
phase transition. It is important to stress that both these
conclusions stretch to some degree the scenario they were
developed within: the VFT law is meant to fit the data
in the region where there are data, so that, in princi-
ple, T0 is just a fitting parameter, without any particular
relevance; the entropy crisis, as we have seen, can be in-
terpreted in several other ways than a transition at Tk,
including Kauzmann’s proposal that there is no Tk at all.
Yet, we cannot deny that the correspondence between Tk
and T0 seems intriguing.
D. A link between dynamics and thermodynamics
The most relevant question at this point is: is there a
quantitative link between Tk and T0? Even though this
rather crucial question is still debated, on balance we
may say that the answer is: yes. Indeed, in most systems
one can show that [123, 124],
T0 ∼ Tk . (97)
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Before diving into the implications of this relation, a few
words of caution. In (97) we are comparing two temper-
atures, none of which is directly measured. One comes
from a linear extrapolation of the data (Tk), the other
is a parameter in a highly nonlinear fit (T0), so that fix-
ing them sharply is quite difficult. For what concern
T0, we must note that the VFT fit parameters depend
on the temperature interval over which we fit the data,
and in particular on the highest temperature included.
As for Tk, the situation is perhaps even worse. First,
Kauzmann’s extrapolation fixes the point Tk where the
excess entropy vanishes with a certain degree of uncer-
tainty, which is the higher the larger the gap between Tg
and Tk. Secondly, we must remember that the config-
urational entropy is not exactly the same as the excess
entropy, because of approximation (91), so that Tk is not
exactly the point where a thermodynamic transition is
supposed to be. The bottom line is that equation (97) is
accepted by those who mostly agree with its theoretical
implications, whereas it is discarded by those who dis-
agree. Personally, I believe the empirical evidence is in
favour of (97), even though one should never forget the
caveats above.
A second important remark is in order. Some investi-
gations claim that there is no empirical evidence what-
so-ever for a divergence of τR, and thus conclude that
the VFT law must be wrong [125]. This is similar to an-
other objection we already met regarding Tk: if there is
a kinetic spinodal, there cannot be a Tk, and thus all the
entropy crisis business is useless. We believe this is not
the case. The way the relaxation time increases in the
VFT law, as well as the way the configurational entropy
goes to zero in the entropy crisis scenario, are more im-
portant than the actual singularities at T0 and Tk. In
fact, equation (97) is very important even if none of two
temperatures really existed! The relevance of (97) is to
point out a deep connection between two different worlds,
dynamics and relaxation time on one side, thermodynam-
ics and configurational entropy on the other side. This is
what matters, not the actual existence of the underlying
singularities.
We therefore have this ‘coincidence’: the dynamic di-
vergence predicted by the VFT fit is approximately equal
to the point where the configurational entropy vanishes.
This pseudo-fact seems indeed to establish a direct link
between the dynamic and thermodynamic frameworks
and it supports the scenario we discussed above of a
true phase transition from the liquid to the thermody-
namic glass at Tk ∼ T0. According to this scenario, the
number of thermodynamic amorphous minima becomes
sub-exponential at Tk, and the system remains trapped
within one of these minima. For this reason ergodicity is
broken and the relaxation time diverges, as in VFT.
As usual, we cannot avoid raising some conceptual
concerns. The states that presumably trap the system,
breaking the ergodicity at Tk, have nothing to do with
the crystal, of course, but are rather the lowest lying
amorphous minima of some free-energy functional. The
crystal, on the other hand, will always be the absolute
stable state of the system. Thus, below Tk the thermo-
dynamic glassy phase has a lower free energy than the
liquid, and it is thus stable with respect to it, but it is
metastable with respect to the crystal. This is a tricky
point: how to define a thermodynamic phase transition
between different metastable phases, excluding the crys-
tal from the game, is far from clear.
The main problem is the following: a thermodynamic
transition at Tk requires the (free-energy) barriers around
the lowest lying amorphous states to diverge. If this is
true, however, not only the system would be unable to
jump between the amorphous minima, but it could also
never make the transition to the crystal. However, the
crystal has a lower free-energy than the thermodynamic
glass, and thus standard nucleation theory predicts that
the amorphous states must collapse to the crystal. In
which case, though, they cannot be surrounded by infi-
nite free energy barriers. In other words, it is difficult
(but perhaps not impossible) to imagine an ergodicity
breaking mechanism that only affects the amorphous sec-
tor of the phase space, but that leaves open a transition
channel to the crystal.
We can only see three ways out of this contradictory
loop: first, there is no thermodynamic transition at Tk,
relation (97) is just a coincidence, or perhaps it is wrong;
second, elastic effects inhibits nucleation and stabilize
lowest-lying amorphous minima, making them effectively
‘equilibrium’ and cutting the crystal out of the game;
third, ‘equilibrium’ amorphous minima have the same
free-energy as the crystal, or even lower than that, thus
ruling out crystal nucleation.
Once we think about it, however, we realize that all
these conceptual problems stem from the singularity at
Tk. Imagine that the liquid has a kinetic spinodal at
Tk + ǫ. In this case, there would be no thermodynamic
glassy phase and no conceptual problems. Yet, the re-
laxation time at the spinodal would still be enormous
and the configurational entropy very small, and it would
still be crucial to understand why the relaxation time be-
comes so large when the configurational entropy becomes
so small. In other words, we believe that investigating
whether or not there is a relationship between relaxation
time and configurational entropy, and why it is so, is
more important than speculating about the properties of
the thermodynamic glass phase. The reason for this is
that a relationship between these two concepts may have
important consequences also on the supercooled phase
that we can observe experimentally. As we already said,
given that equilibrating the system at very low T is, and
always will be, an impossible task, the phenomenology
associated to the incumbent transition is more relevant
than the transition itself.
Therefore, our most urgent objective is to understand
what is the relation, if any, between the growth of the
relaxation time and the decrease of the configurational
entropy. This must be done in a direct physical way, we
can no longer invoke the existence of a transition where
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these two quantities are respectively infinite and zero, in
order to link the two concepts.
VII. THE QUEST FOR A CORRELATION
LENGTH
Everybody accepts that the low-T dynamics of super-
cooled liquids is dominated by activation. Thus, under-
standing the behaviour of the relaxation time amounts to
understand the behaviour of potential energy barriers. If
barriers were constant in T , the relaxation time would fol-
low a simple Arrhenius law. However, we have seen that
fragile liquids display a much faster, super-Arrhenius in-
crease of τR. Indeed, they are described by the VFT
formula (95), with T0 well above zero. This means that,
at least in fragile systems, potential energy barriers to re-
laxation increase with decreasing temperature [243]. Fur-
thermore, equation (97) is a clear indication that energy
barriers between amorphous minima have something to
do with the number of these minima. What this link is,
however, is not clear at the present stage of our study.
What is the physical mechanism behind barriers growth?
In a finite dimensional system with short range inter-
actions a rearrangement process must be local in space.
This means that barriers arise because a certain (finite)
number n of particles have to locally rearrange in real
space in order for the system to relax. Therefore, it is
natural to think that when barriers increase, it is because
the number n of particle involved in the rearrangement
increases, which is to say that the size ξ of the region
being rearranged becomes larger.
To our knowledge, the idea of a temperature depen-
dence of the size of the rearranging regions was first in-
troduced by Jenckel in 1939 [126], and it is quite a nat-
ural view. Almost invariably in physics the fundamental
cause for a sharp increase (divergence) of the relaxation
time τR, is the increase (divergence) of the correlation
length ξ. The precise nature of the time-length relation
depends on the system. In critical phenomena [50], it is
a power law,
τR ∼ ξ
z , (98)
whereas in supercooled liquids we expect some sort of
exponential law, due to the key role played by activation
[127],
τR ∼ exp
(
ξψ
kBT
)
. (99)
In this equation we have assumed that the barrier ∆
scales like some power of ξ,
∆ ∼ ξψ . (100)
This view implies that super-Arrhenius relaxation in
fragile supercooled liquids is due to the fact that larger
and larger regions becomes correlated as the temperature
is lowered, so that larger ensembles of particles have to be
rearranged to relax the system. The aim of this chapter
is to look for such increasing correlation length.
The problem in supercooled liquids is: how to detect
ξ? In a standard statistical system (for example the Ising
model) we would extract the correlation length from the
decay of the correlation function of the order parameter
[128, 129]. We already tried to do that in liquids, by us-
ing the standard correlation functions of density fluctua-
tions. Unfortunately, it did not work: we did not find any
clearly growing correlation length. As we already said,
supercooled liquids are structurally unexciting and den-
sity fluctuations seem to do nothing extraordinary close
to glassiness.
We have two paths, then. The first is to look for a
growing lengthscale using nonstandard thermodynamic
methods. However, what these methods may be is un-
clear at this level of our study. Thus, we will, in a way,
invert the problem: we will first try to understand what
is the nature of the static correlation length ξ in low T su-
percooled liquids, and then use this (hypothetical) knowl-
edge to develop the tools needed to unveil ξ. This will be
a long path, but it will allow us to see some interesting
theoretical frameworks meanwhile, as the Adam-Gibbs-
Di Marzio theory and the mosaic theory. The second
path is to go dynamical. We have seen that dynamical
correlation functions are exciting and that dynamically
heterogeneous clusters become larger as the temperature
decreases. Hence, so we can try to define a dynamic
growing lengthscale ξd. These two paths are different,
but not necessarily in contradiction with each other. We
will illustrate both of them.
A. The Adam-Gibbs-Di Marzio theory (and a hand
from Flory)
The first successful attempt to connect at the theo-
retical level the increase of the correlation length to the
decrease of the configurational entropy is due to a re-
markable series of papers published by Adam, Gibbs and
Di Marzio between 1956 and 1965, even though one could
argue that everything started with a calculation made by
Flory in 1956, which had nothing to do with glass physics.
Before we proceed, it is essential to make a remark.
Throughout the work of Flory’s and later the ones of
Adam, Gibbs and Di Marzio, the word ‘configurations’ is
used very much in the sense we now assign to the word
‘states’. In particular, these authors were not interested
in the decomposition between vibrational and configu-
rational entropy (see eq.(89)), they only focused on the
configurational part, disregarding the (somewhat more
trivial) vibrational part. In the case of the polymer on
a lattice (Flory) the use of the word ‘configurations’ is
quite approriate, whereas in the context of glass-forming
liquids (Adam-Gibbs-Di Marzio) such word is somewhat
misleading, because one expects a ‘state’ at finite T to be
actually made up of many ‘configurations’, contributing
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to the vibrational entropy of the ‘state’. Hence, unfaith-
ful to the original papers, when discussing Adam-Gibbs-
Di Marzio theory I will use as much as possible the word
‘states’. Unfortunately, I cannot accordingly change the
wording for ‘configurational entropy’ (and promote it to
‘state entropy’ or similar), because this is far too much a
well established notation in glass-forming liquids.
What Flory did in [130] was to calculate the number of
configurations available to a semi-flexible chain molecule,
i.e. a polymer, on a lattice. The aim of the calculation
was to compute the free energy of the disordered phase
and compare it to that of the ordered one, thus finding
the crystallization point. Flory’s analytic result demon-
strated that below a certain temperature Tm, [244], the
disordered phase has a larger free energy than the or-
dered one, and this was the main result he was after.
However, while commenting his result, Flory noted en
passant that at an even lower, but finite temperature,
Tk < Tm, the number of disordered configurations avail-
able to the polymer becomes smaller than 1, a fact that
he deemed as physically unacceptable. He formally re-
solved this paradox by recalling that there is always at
least one configuration, i.e. the perfect crystal, which
goes undetected simply because the theory was designed
to describe only disordered configurations, thus exclud-
ing the crystal. Moreover, Flory noted that it was not
necessary to bother about this funny temperature Tk, be-
cause it was anyway below the crystallization point Tm,
in a regime where the disordered phase is not stable, a
regime he was not interested about.
We clearly see that, despite the different contexts and
the different methods, the similarity with Kauzmann’s
paper is striking. Kauzmann made an extrapolation of
equilibrium empirical data in supercooled liquids, and
found a temperature below which the excess entropy be-
comes negative. He resolved the paradox by arguing in
favour of a kinetic spinodal: crystallization would avoid
the paradox. Flory made an analytic calculation in the
context of polymers, and found a temperature below
which the number of accessible configurations in the dis-
ordered phase becomes smaller than 1. He too, like Kauz-
mann, resolved the paradox arguing that crystallization
would save the day.
The first to seriously bother about this ‘funny’ temper-
ature Tk and to make the crucial leap between the two
approaches, was Gibbs [131]. In a very short Letter, writ-
ten few months later than Flory’s work appeared, Gibbs
noticed the similarity of the two paradoxes and saw the
deep implications of the connection between Flory’s num-
ber of available configurations and Kauzmann’s excess
entropy. Regarding Flory’s paradoxical temperature Tk
Gibbs asked the question [131]: “Could this be the glass
transition?” .
Gibbs was not satisfied by Flory’s (and Kauzmann’s)
resolution of the paradox, namely crystallization. He
noted that in some amorphous systems a crystal is not
even present, so that it could not be the conceptual way
out of the problem. Gibbs was the first to tackle the
paradox, instead of avoiding it, by arguing that a vanish-
ing configurational entropy is the signal of a thermody-
namic second order phase transition [131]. According to
this hypothesis, the configurational entropy has a kink at
the transition Tk, and it remains zero below this point,
thus resolving Flory’s and Kauzmann’s paradox. Gibbs
finally noted that the system’s dynamics had to become
very sluggish when the configurational entropy becomes
so small, even though in this first paper he did not elab-
orate about this rather crucial point.
Gibb’s arguments had to be developed in order to be-
come a theory. This was done in 1958 in a paper by Gibbs
and Di Marzio (GDM) [132], where they apply Flory’s
technique to tackle the problem of the glassy state. They
showed that a second order phase transition has indeed
to be associated to the vanishing of the configurational
entropy at Tk [245]. According to GDM, at the transition
the system remains trapped into one of the lowest-lying
amorphous minima, whose number is sub-exponential in
the size of the system, so that their configurational en-
tropy is zero. Hence, below Tk ergodicity is broken. This
is, according to GDM, the thermodynamic glass, ”the
fourth phase of matter” [132].
The work of GDM is of purely thermodynamic nature,
with no reference to relaxation times or energy barriers.
They argue that the dynamic glass transition Tg that
we observe empirically is just a kinetic manifestation of
the underlying transition at Tk. However, after reading
their paper one is left with the same questions we had in
the last chapter: why the relaxation time becomes very
large when the number of accessible states becomes very
small? What is the precise mechanism linking configu-
rational entropy to barriers? From the theoretical point
of view it is clear that a thermodynamic transition must
have implications also at the dynamical level. Yet, this
is a very nonstandard kind of transition, therefore hav-
ing an intuition on how dynamics is practically linked to
thermodynamics is essential.
GDM probably felt this urge as well and wrote a para-
graph about this point, [132]: “Furthermore, the (free
energy) barrier restricting flow of a system from one of
these states (configurations) to another is very high in
the neighbourhood of Tk because, in this region ... the few
states that could conceivably occur are widely separated in
phase space, and proceeding from one to another involves
a considerable change in the topology of the molecular
entanglements. Relaxation times ... should become very
long as Tk is approached from above.”
First, we cannot help noting the rather smart use of
the brackets, which allow GDM to skip all tricky expla-
nations about two very nontrivial issues, namely the dif-
ference between states and configurations, and how to
define free energy barriers. Apart from this, we have to
admit that this clarification is far from satisfying. Where
this ‘considerable change in the topology of the molecular
entanglement’ comes from? And why should it be larger
the fewer the states? An answer to these questions was
provided seven years later by Adam and Gibbs [133].
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The key idea of Adam and Gibbs (AG) is that at
low temperature relaxation proceeds through the rear-
rangement of larger and larger regions of correlated parti-
cles, which they called Cooperative Rearranging Regions
(CRR). AG define the typical CRR as the smallest region
that can be rearranged independently from its surround-
ing. This means that different portions of one CRR can-
not choose their own configuration independently from
each other, and thus cannot contribute to a combina-
torial proliferation of the number of states available to
the entire CRR. As a consequence of this fact, a typical
CRR can be found in only a very small number Ω of lo-
cally stable states. According to AG, this number Ω is
a constant: it does not depend on T , nor on the size of
the CRR. The only requirement is that it must be larger
than 1, but even Ω = 2 would be a reasonable value [133].
At this point AG ask: how many states N the global
system can be found in? Given that, by definition, dif-
ferent CRRs are weakly interacting with each other, the
answer to this question is very simple,
N = ΩN/n (101)
where N is the total number of particles of the system,
n the typical number of particles in each CRR, and thus
N/n is the total number of independent CRRs. The con-
figurational entropy Sc is just the logarithmic density of
the number of locally stable states, and thus we obtain,
Sc =
1
N
log N =
log Ω
n
. (102)
Inverting and including the temperature dependence, we
get,
n(T ) =
log Ω
Sc(T )
. (103)
Considered how little we had to work to get this rela-
tion, we must say that it is a remarkable result. As a
consequence of the combinatorial product of the Ω states
of each different CRR, the number of states of the entire
system is exponential and the size n of the CRR naturally
increases when the configurational entropy Sc decreases.
Let us note that AG always talk about the size of CRRs
in number of particles, n, rather than their linear size
ξ. Of course, the two concepts are strictly related, since
n ∼ ξd. Thus, the AGmechanism explains why the corre-
lation length increases when the configurational entropy
decreases. This was the result we were after.
In order to use equation (103) to obtain the relaxation
time, we need to work out a relation between size of the
CRR and energy barrier ∆ to be crossed in order re-
arrange the region. According to AG [133], the barrier
scales with the number n of particles that must be rear-
ranged cooperatively,
∆ ∼ n ∼
1
Sc
. (104)
Given that n ∼ ξd, AG result amounts to set ψ = d in
equation (100). Even though at the present stage this
seems a reasonable result, we will see later on that ψ =
d is not necessarily the most natural choice. Anyway,
at this point we can sum-up AG results and, by using
Arrhenius formula, obtain,
τR = τ0 exp
(
B
T Sc(T )
)
(105)
whereB contains all constant factors. Equation (105) not
only explains why the relaxation time increases when the
configurational entropy decreases, but it also gives quite
a neat interpretation of the strong vs. fragile behaviour
of supercooled liquids. Let us see this in detail.
No one knows, of course, what is the precise behaviour
of Sc(T ) at very low T . However, we can say something
by using approximation (92), together with the thermo-
dynamic relation between entropy and specific heat,
dSc
dT
=
d
dT
(SLQ − SCR) = c
LQ
p − c
CR
p ≡ ∆cp (106)
and thus,
Sc(T )− Sc(Tk) =
∫ T
Tk
dt
∆cp
T
(107)
AG assume that the liquid-crystal difference of the spe-
cific heat ∆cp is approximately independent of tempera-
ture. Within this approximation, and using Sc(Tk) = 0,
we have,
Sc(T ) = ∆cp log(T/Tk) , (108)
and expanding the logarithm for T ∼ Tk we finally ob-
tain,
Sc(T ) ∼ ∆cp
T − Tk
Tk
, (109)
which agrees with the linear behaviour of the excess en-
tropy observed in the empirical data [246]. Equation
(109) tells us something interesting, although not sur-
prising: the rate of change of the configurational entropy
is proportional to the crystal-liquid difference of the spe-
cific heat ∆cp. We recall that at the dynamical glass
transition Tg, when a liquid slips into the off-equilibrium
glassy phase, its specific heat drops to a value compa-
rable to that of the crystal (Fig.7). Therefore, ∆cp is
approximately equal to the jump of the specific heat at
Tg and equation (109) is telling us that the larger is this
jump (which is an off-equilibrium feature), the sharper is
the decrease of the configurational entropy (which is an
equilibrium quantity).
By plugging (109) into (105) we obtain,
τR = τ0 exp
(
Tk
∆cp T (T − Tk)
)
. (110)
Using the definition of fragility provided in equation (96),
we see that the AG relaxation time tells us that the
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fragility of a system is proportional to the jump of the
specific heat at the glass transition, ∆cp. Furthermore,
if we are far from T = 0 and closer to Tk, we can approx-
imate (110) as,
τR = τ0 exp
(
A
T − Tk
)
, (111)
where, as usual, we have wrapped up in A all constant
factors. Equation (111) is nothing less than the VFT law
(95).
There is no doubt that Adam-Gibbs-DiMarzio
(AGDM) theory gives several interesting results. First,
it provides a neat resolution of Kauzmann entropy crisis
in terms of a thermodynamic phase transition. Second,
it provides a direct link between configurational entropy
and size of the correlated regions (and thus size of the
barriers), thus explaining the super-Arrhenius increase of
the relaxation time in fragile systems. Third, it relates
fragility to the decay rate of the configurational entropy,
and thus to the jump of the specific heat at the glass
transition. Fourth, it provides a formula for the relax-
ation time, which coincides with the most widely used fit
in the empirical analysis of equilibrium data, the VFT
law. Last, but not least, all these results were obtained
at a very low price: the theory is simple and elegant,
and yet with far reaching consequences. It is therefore
no surprise that the AGDM theory has enjoyed such an
enduring favour. Indeed, this theory has shaped much
of the thermodynamic approach to glasses down to these
days, and it has been a guide to some spin-glass physics
too.
As usual, though, it is not all good news, so let us see
the down sides. First of all, as we discussed in the previ-
ous chapter, the idea of a glass phase as the fourth equi-
librium phase of matter, with sharp ergodicity breaking
at Tk, has some interpretational problems. Secondly, in
AGDM view, the dynamic glass transition at Tg is noth-
ing more than a mere precursor of the thermodynamic
transition at Tk, which is, in this framework, the only
relevant physical phenomenon. However, we have seen
in the previous chapters that something quite interesting
happens already at higher temperatures, with the emer-
gence of two steps relaxation. Moreover, the crossover
from nonactivated to activated dynamics at Tx > Tg is
quite important, and it is quite independent from the
(possible) transition at Tk. Thus, in this respect, the
claim of AGDM that all relevant glassy phenomenology
is regulated by the transition at Tk is a bit too extreme.
But there is a third, most tricky point in AGDM the-
ory, and this regards the number of configurations Ω ac-
cessible to a typical cooperative rearranging region. Why
it is constant? It seems awkward that the number of ac-
cessible configurations does not scale up with the size of
the region that is actually rearranged. The issue is rather
subtle, and it mainly concerns the difference between the
number of configurations that are virtually accessible by
a cooperative rearranging region and those that are ac-
tually visited by that region. It is not a purely semantic
issue, even though it may seem so. In their argument
in [133], AG claim to be talking about the first num-
ber, while they are, in fact, considering the second. This
aspect of the AGDM theory is somewhat misleading.
In the context of the mosaic theory this ambiguity
about the number of configurations accessible to a CRR
will be resolved. We will see that each region has an ex-
ponentially large number of accessible configurations, a
number which does scale up with the region’s size. How-
ever, if the region is smaller than a certain critical size,
the number of configurations actually visited by that re-
gion is in fact equal to 1. We will show that this happens
because of the constraints imposed on each cooperative
region by the surrounding particles.
The mosaic theory was developed building on some key
results obtained in the context of the p-spin model. It is
thus essential first to go back briefly to this mean-field
spin-glass model.
B. The p-spin model strikes back
One of the great advantages of the mean-field p-spin
model is that metastable states can be rigourously de-
fined. They are local minima of the mean-field free en-
ergy, which is function of the averaged local degrees of
freedom. In spin-glasses this is the Thouless-Anderson-
Palmer (TAP) free-energy, function of the local magneti-
zations [134]. It is important to understand that, unlike
the potential energy, the mean-field free energy depends
on the temperature, so that the structure of the free en-
ergy landscape depends on T . Minima can appear and
disappear on changing the temperature. Therefore, the
definition of a certain state depends on the particular
temperature at which we are working, at variance with
the definition of potential energy minimum. In the p-
spin, free energy barriers around these states are infinite
due to the infinite range interaction. Thus, when the
system is initially thermalized within one of these states
it cannot escape [97], and the lifetime of the metastable
state is thus infinite. Because of this, the separation of
the total entropy of the system in vibrational plus con-
figurational part (equation (89)), is sharp. The configu-
rational entropy (which is called complexity in the spin-
glass context) is simply the logarithm of the number of
metastable states divided by the size of the system N ,
and it is thus well-defined theoretically [13].
As a consequence, the phase space can be uniquely and
unambiguously partitioned into basins of attraction of
the various metastable states. If we label each metastable
state by an index α running from 1 to the total number
of states N , we can write the partition function as,
Z =
∑
σ
e−βH(σ) =
N∑
α=1
∑
σ∈α
e−βH(σ) , (112)
where
∑
σ∈α indicates a sum over all configurations σ
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belonging to state α. We can define,
fα = −
1
βN
log
∑
σ∈α
e−βH(σ) , (113)
as the free energy density of the metastable state α, and
write,
Z =
N∑
α=1
e−βNfα =
∫
df e−βNf
N∑
α=1
δ(f − fα) . (114)
The sum under the integral is equal to the number of
metastable states with free energy equal to f . We can
define the f -dependent configurational entropy as,
Sc(f) =
1
N
log
N∑
α=1
δ(f − fα) , (115)
and finally obtain,
Z =
∫
df e−βN [f−TSc(f)] . (116)
This result is quite neat, but it must be reminded that
it was only possible because we could define sharply
metastable states and thus partition accordingly the
phase space, which is hard to do out of mean-field. In
fact, as we shall see later, partitioning the phase space
into basins of the potential energy minima is not quite
the same thing. Note also that at this point of the cal-
culation the configurational entropy is a natural function
of f , rather than T .
In the thermodynamic limit the integral in (116) can be
solved by means of the saddle-point (or Laplace) method
[135], i.e. by finding the stationary point (in fact, the
minimum) of the expression between square brackets.
The equilibrium free energy density of the system is thus,
F = −
1
βN
log Z (117)
= minf [f − TSc(f)] = f
⋆ − TSc(f
⋆) , (118)
where f⋆(T ) is the solution of the saddle-point equation,
S′c(f
⋆) = 1/T . (119)
The meaning of this result is the following: the global
equilibrium state (equivalent to the ergodic liquid phase)
consists in a superposition of an exponentially large num-
ber of metastable states, each one with free energy den-
sity f⋆(T ), whose value is fixed by equation (119). The
interesting point is that from (118) we get,
F ≤ f⋆ . (120)
The global equilibrium free energy density of the sys-
tem is therefore smaller than the free energy density of
the metastable states that dominate the partition func-
tion. This is due to the extra entropic term TSc(f
⋆) in
(118). Individually taken, each metastable state has a
free-energy f⋆ that is too large compared to the equi-
librium one. This is why each metastable state is ther-
modynamically irrelevant when taken alone. It is only
the collective contribution of all the exponentially many
metastable states that gives rise to the correct free energy
F .
The complexity Sc(f) can be computed exactly in the
p-spin model [136, 137, 138, 142]: it is a monotonously in-
creasing function of f , with a negative second derivative.
Equation (119) thus predicts that when 1/T increase, the
solution f⋆ must decrease. This means that the lower
the temperature, the lower the free-energy f⋆(T ) of the
metastable states dominating the partition function at
that temperature. We can define the equilibrium config-
urational entropy of the system as,
Sc(T ) ≡ Sc(f
⋆(T )) , (121)
which is now an explicit function of the temperature. A
measurement of the configurational entropy at equilib-
rium at temperature T , gives Sc(T ), which is therefore
analogous to the configurational entropy we met in super-
cooled liquids. The decrease of f⋆ with T implies that the
equilibrium complexity decreases with decreasing tem-
perature. The reader has certainly noted the similarity
with the situation already described in supercooled liq-
uids. In this case however, we have equations (118) and
(119) telling us exactly why the configurational entropy
decreases with T .
If one computes the spectrum of metastable states in
the p-spin model, one finds a minimum free-energy den-
sity f0, below which no metastable states are found. This
implies that,
Sc(f0) = 0 . (122)
Below f0 the complexity is negative, i.e. the number
of states is exponentially small in the size of the sys-
tem: there are no free-energy minima, neither stable nor
metastable below f0, which is thus the true ground state
of the system (in the p-spin model there is no crystal).
The crucial point is that the slope of Sc at f0 is finite,
and therefore equation (119) implies that the tempera-
ture where f⋆ hits the lower band edge f0 must be dif-
ferent from zero. This temperature is called Ts in the
p-spin, but here, for obvious reasons, we will call it Tk.
We can define Tk as,
f⋆(Tk) = f0 , (123)
or, equivalently, from the equilibrium configurational en-
tropy,
Sc(Tk) = 0 . (124)
At Tk the configurational entropy vanishes and from
(118) we conclude that at this temperature the two free
energies, F and f⋆, are the same: equilibrium is (at
last!) given by the states with the lowest free-energy,
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they are no longer metastable and their number is sub-
exponential. Below Tk, the system cannot dig lower than
f0, so it remains stuck in one of the lowest-lying states,
just reducing gradually its vibrational entropy. Each one
of these states has a low enough free energy to individ-
ually dominate the partition function. This means that
below Tk ergodicity is broken also at the thermodynamic
level, just like it happens in the Ising models below the
critical temperature. This is confirmed by all thermo-
dynamic studies of the p-spin model [94, 96, 141, 142]:
by using the replica method [139, 140], one finds a true
thermodynamic transition at this same temperature Tk.
What we have just described is an exact realization
of Kauzmann’s entropy crisis scenario at a temperature
Tk that is marked by a thermodynamic phase transition.
Within the p-spin model we do not need to extrapolate
anything, all comes from exact analytic calculations. The
p-spin results provide a clearer conceptual framework for
the interpretation of Tk as the locus of a phase transition
also in supercooled liquids. We recall that the p-spin is al-
ready quite similar to supercooled liquids at the dynamic
level, i.e. close to Tg, where MCT equations are the same
as the p-spin dynamical equations. It is therefore natural
to try to extend this similarity down to low temperatures
and to export the clear thermodynamic mechanism of
the p-spin model to supercooled liquids. This program,
though, is not straightforward.
All exact calculations in the p-spin model, including
that of the configurational entropy and the replica cal-
culation proving that there is a phase transition at Tk,
are made possible by the mean-field nature of the model,
which allows one to use the saddle point method in the
limit N → ∞. Doing the same is not possible out of
mean-field, i.e. in finite dimensional systems as super-
cooled liquids are. Despite these difficulties, important
steps have been done in the direction of a thermodynamic
theory of the ideal glass transition [143, 144, 145, 146].
By means of nonstandard thermodynamic tools devel-
oped in the context of the replica method [137, 138]
and adopting an approximated scheme to treat the liquid
(typically the hypernetted chain - HNC - approximation),
one can compute analytically the configurational entropy
and the position of the thermodynamic transition Tk. In
the case of hard spheres, this approach has been recently
reviewed in [147].
Even though results of such thermodynamic approach
to the glassy phase are remarkable, there is a problem,
namely metastable states. The approach of [143, 144,
145, 146] basically assumes that we can define amor-
phous metastable states also in finite dimensions, and
that the partition function can be decomposed as in equa-
tion (112). This is no trivial assumption. In fact, a cri-
tique that could be formulated is that by assuming the
existence of metastable states one is effectively working
within the mean-field approximation, while we have no
guarantee that the mean-field results apply to finite di-
mensional systems. In other words, one may object that
the nontrivial configurational entropy calculated within
this thermodynamic approach, together with the thermo-
dynamic transition at Tk, are just artefacts of an implicit
mean-field approximation.
Such uneasiness about the role of metastable states in
finite dimension is made particularly acute by one fact:
the thermodynamic approach to the glass phase describes
things purely in terms of phase space mechanisms, while
it says little about what happens in real space (see, how-
ever, the discussion of Appendix A in [147]). In fact, this
is an expected limit of the p-spin inspired thermodynamic
approach: due to its mean-field nature, the p-spin model
says nothing of how its phenomenology would stage in
real space, simply because there is no real space in it.
However, in real liquids we need to reinterpret the p-spin
thermodynamic mechanism in real space.
Summarizing, on one hand we have the AGDM picture,
which is rooted in real space, but is somewhat unclear in
the way it deals with the configurational entropy. On the
other hand, we have the p-spin model, and the thermo-
dynamic approach derived from it, where the thermody-
namic role of the configurational entropy and the origin
of the transition are clear, but where their real space role
is absent. We still need to bridge this gap.
C. Metastable states in finite dimension: just a
delusion?
The great difficulty we have in exporting the p-spin
mechanism to finite dimensional systems is how to define
metastable states. We have long postponed this problem
throughout this review, and often played a bit dirty on
the ambiguity between local minima of the energy and
metastable states, and also between energy and free en-
ergy. Even though we are definitely not alone in playing
this game (see, for example, Gibbs-Di Marzio’s quotation
in Section VII.A), it is worth to try and be more careful,
just for once. In this section we will first illustrate the
most naive definition of metastable states (that of local
minima of the energy), highlight its problems, and finally
discuss the need for metastable states to be defined lo-
cally both in time and in space. For a less pedestrian
discussion of the general definition of metastable states
in finite dimension see [151]; for the specific case of glassy
systems see [152] and [147].
First of all, even though the supercooled liquid is of
course metastable with respect to the crystal, that is not
the metastability we are interested in. We assume that
the crystal nucleation time is much larger than the liquid
relaxation time, therefore the supercooled liquid is for all
practical purposes our reference equilibrium phase. Its
free energy is equivalent to what we called F in the p-
spin. The supercooled liquid is the ergodic phase of the
system, and we are rather interested in the metastable
sub-components of this ergodic phase, whose free energy
is equivalent to fα in the p-spin.
But what are these metastable sub-components of the
supercooled liquid phase? As the reader may have un-
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derstood by now, there is a weak, hand-waving and of-
ten unspoken consensus that, when the temperature is
low enough, metastable states are not too different from
amorphous local minima of the potential energy. Con-
sider a local minimum with energy density E. If the en-
ergy barriers around this minimum are large compared to
kBT , the system remains confined within this minimum
for a long time. Given an energy minimum, it is possible
to define and compute its vibrational entropy Svib, since
this requires simply to know the vibrational frequencies
that are derived from the matrix of the second derivative
of the potential, i.e. the Hessian [117]. In this way, we
can define,
f = E − TSvib , (125)
to be the free energy density of this local minimum of the
energy, i.e. of this metastable state (as usual, this makes
no sense for hard spheres). In this same way, one can as-
sociate a metastable state to each energy minimum and
make a perfect matching between potential energy land-
scape and free energy landscape. In this framework, one
can calculate the configurational entropy of metastable
states just by counting the number of minima of the en-
ergy, rather than of the free energy, and get some inter-
esting thermodynamic results based on this local energy
minima approach [153, 154, 155].
Unfortunately, this program has got two serious short-
comings. First problem, the role of the temperature. Any
reasonable free energy landscape depends on the temper-
ature. In particular, not only the free energy f of a state,
but also the very existence of the state must depend on T .
On the contrary, the energy landscape does not depend
on the temperature, and a local (or a global) minimum
is so irrespective of how large T is [150]. Second, and
far more serious, problem, the role of the size. As we
have learnt when studying nucleation, activation time
decreases when the system’s size increases, simply be-
cause there are more spots where we are tossing our coin
(to form or not to form the nucleus). So, when we say
that at low T the system remains confined within a local
energy minimum for a long time, we are very unclear,
because by increasing the size we can actually make this
time as short as we want. Hence, the notion of a global
metastable state seems rather awkward. Let us discuss
these two problems separately.
First, the temperature. The whole program of identi-
fying energy minima with states rests on the rather ca-
sual sentence we wrote above: “when the temperature
is low enough”, which, we must admit, is quite vague.
At a certain temperature, minima surrounded by small
barriers do not give rise to states, whereas those with
large barriers may be good candidates. A certain min-
imum, or basin, with large barriers around can in turn
contain a sub-structure of many minima separated by ir-
relevant barriers, so that only the larger basin may be
identified with a state. Certainly, not all minima are rel-
evant as metastable states. This view gave rise to the
fruitful notion of metabasins [148, 149]. When we change
T the structure of states may change more or less radi-
cally: minima that were too shallow to be identified with
states at higher T , may become good candidates at lower
T , and it may be hard to follow the structure of states in
temperature.
We could say something safer if we had a precise no-
tion of the size of barriers. For example, imagine there
were only two scales of barriers (or a bimodal distribu-
tion of barrier size), a large barrier ∆1 and a small one
∆2, with ∆1 ≫ ∆2. Then, in the temperature regime
∆2 < kBT < ∆1, it would be somewhat safe to as-
sume that all configurations connected by barriers at
most of size ∆2 belong to the same ‘state’, whereas dif-
ferent ‘states’ would be separated by barriers ∆1. Unfor-
tunately, in general we have no idea of what is the struc-
ture of barriers. Moreover, as we have seen, we have the
strong feeling that barriers must depend on temperature,
through the T -dependence of the correlation length. The
situation is thus horribly complicated.
To make things a bit clearer, it is important to em-
phasize the crucial role of the time scale: if we fix a time
scale t, it makes much more sense to say whether or not
a certain region of the phase space is a metastable state:
we check whether or not the time needed to get out (via
activation) of that region is larger than t. Therefore, it
is reasonable to talk about metastable states as regions
of the phase space with finite lifetime [151, 152]. Unless
temperature is extremely low, however, any such phase
space region does not consists of one single minimum:
there are typically many relatively small rearrangements
of the particles that contribute to the same state, simply
because they can all be activated within the fixed time-
scale t at that particular temperature T . Of course, such
view of metastable state is the safer the lower T , while
we have to be very careful close to Tx, where activated
dynamics is no longer the main mechanism of diffusion.
Intuition tells us that the Goldstein’s crossover temper-
ature Tx (and thus the MCT transition Tc) should work
as an upper stability limit of any sensible definition of
metastable states.
The fact that the lifetime of any metastable state is
finite in finite dimension, is actually quite useful when
it comes to apply the p-spin mechanism out of mean
field. In the p-spin, dynamics and thermodynamics
are completely decoupled, and this is unpleasant. For
Tk < T < Tc, the global equilibrium state of the sys-
tem consists of a superposition of exponentially many
metastable states. But how can the system visit all these
states and be ergodic, if, due to the mean field nature
of the model, barriers are infinite? Thermodynamics
just sees one ergodic component, missing the fact that
this component is in fact made up of various metastable
states. On the other hand, dynamics tells us that a sys-
tem thermalized within one of these metastable states
remains stuck there forever. In the p-spin, thermody-
namics is ergodic, but equilibrium dynamics is not. This
is a typical artefact of mean-field. The finite (albeit long)
lifetime of metastable states in real supercooled liquids,
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however, reconciles dynamics with thermodynamics. The
exponentially many metastable states composing the liq-
uid phase are surrounded by large, yet finite barriers,
which can be crossed as long as the system is in equi-
librium. At a given temperature T , only those states
that optimize the balance between free energy and con-
figurational entropy (equations (118) and (119)) domi-
nate the partition function and the equilibrium dynam-
ics. Their energy is f⋆(T ) and their configurational en-
tropy is Sc(T ) ≡ Sc(f⋆(T )). The lower the temperature,
the lower f⋆(T ), and thus the lower the configurational
entropy. As long as T > Tk, Sc(T ) > 0 and thus there
are exponentially many metastable states the system ac-
tually visits. Their number becomes sub-exponential at
Tk, where Sc is zero and the entropy crisis occurs. In
this picture, there is no difference between equilibrium
dynamics and thermodynamics, and the configurational
entropy is a measurable contribution to the total entropy
of the system.
All is well, then? Not really. We still have to face the
second, and definitely more serious problem in defining
metastable states: their size. There is something badly
missing in the notion of metastable states as described
in this section, and in previous parts of these notes, and
this is the role of real space. We have already briefly re-
marked this before, but it is now time to face directly this
point, because it is really crucial. All along these notes
we always talked about global metastable states, as if the
entire system were at any given instant in just one state.
However, if we go back to Goldstein’s remarks about the
local nature of particle rearrangements in real space, we
understand that this global view must be wrong. Gold-
stein himself noted that different parts, far from each
other, of an infinitely large system, rearrange continu-
ously, so that the whole system, represented by a single
phase space point, is always on top of a barrier, rather
than vibrating around the bottom of a global minimum.
This means that, globally, the lifetime of a single mini-
mum is zero, and all our nice picture above falls apart!
We already faced an identical problem when discussing
crystallization: the nucleation rate is defined as the num-
ber of events per unit time per unit volume, so that the
nucleation time becomes as small as we want when we in-
crease the system’s size [247]. Similarly, in a low temper-
ature liquid, even though activated local rearrangements
are rare, we can always increase the system size so much
as to make the time between two consecutive rearrange-
ments as small as we want: at any time, somewhere in the
system a bunch of particles exits from its local state, thus
bringing the whole system out of its global state. Clearly,
the life-time of the state we are interested in is the lo-
cal one, not the global one, which is trivially related to
the occurrence of different independent rearrangements.
Hence, the global landscape scenario must somehow ‘fac-
torize’ when we consider local dynamics [156].
Indeed, as we remarked when discussing Goldstein’s
scenario, it is only locally that the intuitive notion of ac-
tivation, and thus of metastable state, is recovered. If
the observation time scale is short ‘enough’ and the re-
gion of the system we are observing is small ‘enough’,
then it makes sense to say that this region is in a cer-
tain metastable state. Hence, metastable states must be
defined locally not only in time, as we discussed above,
but also in space. Of course, the key issue is how we
define ‘enough’ in the sentence above. As for time, ac-
tivation tells us that the time scale for rearrangement is
approximately exp(ξψ/T ), where ξ is the typical size of
the rearranging region. So, any time smaller than this is
fine for the existence of the metastable state. Regarding
space, the crucial scale is ξ itself: if the system under
observation is much larger than ξ, different regions re-
arrange independently, and the whole system is most of
the time on top of a barrier, as noted by Goldstein. If,
on the other hand, we observe the system over a scale ξ,
or smaller, then we really see a sound metastable state.
In conclusion, metastable states must go local. But
how? We have understood that locality in both time
and space depend on the typical size of the rearrang-
ing regions ξ. But what fixes ξ? In the next few sec-
tions we shall try to answer these questions and reconcile
metastable states with real space structure.
D. The mosaic theory
The mosaic theory (also known as Random First Or-
der Transition - RFOT), was formulated by Kirkpatrick,
Thirumalai and Wolynes in the late 80s. The original
aim of their papers was to investigate the potential re-
lationships between supercooled liquids and the p-spin
class of mean-field spin-glasses, which was conjectured
in [92]. After studying the dynamic and thermodynamic
behaviour of the p-spin model [93, 94, 96], it was intro-
duced in [157] a real space thermodynamic description of
metastable states in supercooled liquids, partly inspired
by the p-spin results. This was the mosaic theory.
Let us start with a rather crucial statement: if we ac-
cept that a finite dimensional system may have many
states, then different physical portions of the system can
be found in different states. When this happens, there
must be some sort of interface separating the two states
(let us call them α and γ) and it is reasonable to be-
lieve that an energy cost is associated to the creation of
this interface, due to the mismatch of the two amorphous
configurations along the interface.
This is the first key ingredient of the mosaic theory:
in a finite dimensional system we can have interfaces be-
tween different states, and thus a surface tension. Note
that the price we must pay in going from one state to
another is the only sizeable consequence of the existence
of different amorphous states; thus, assuming the exis-
tence of a surface tension is basically the same as assum-
ing the existence of many amorphous states. Indeed, all
metastable states we are talking about are amorphous,
so that locally they all look the same, and it is not pos-
sible to distinguish them by using a standard local or-
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der parameter. Therefore, were it possible to crossover
from state α to state γ with no energy expense, it would
be hardly reasonable to say that they are two different
states.
Strictly speaking, surface tension is defined as the free
energy cost per unit area to create an interface. This very
definition assumes that the cost of an interface of linear
size L scales like Ld−1, i.e. L2 in three dimensions. In
supercooled liquids, however, we cannot be a priori sure
about this point, and a safer assumption is to say that
the free energy cost is,
∆F = Y Lθ , θ ≤ d− 1 . (126)
In this case Y is a ‘generalized’ surface tension, simply
because if θ turns out to be strictly smaller than d−1, we
cannot talk about free energy per unit area. There are at
least two reasons why θ could be smaller than d−1: first,
the free energy cost associated to an interface depends
on the order parameter, for example it is different in the
Ising model (θ = d−1) and in the Heisemberg model (θ =
d− 2). This exponent is typically smaller, the softer the
order parameter [158]. We are not quite sure of what is
the right order parameter for amorphous states in liquids,
so we better be careful. Second, the very effect of disorder
can be such as to reduce the value of θ; this may happen
when the interface can decrease its energy by passing
through more favourable points and thus take a curly
shape [159, 160]. Also in this case, we have no idea how
an interface between amorphous states in liquids looks
like, so it would be a mistake being hasty about the value
of θ. The only assumption, thus, is that whenever two
states are in contact one with another, there is a free
energy cost ruled by a generalized surface tension Y .
Why is the surface tension important? Because in fi-
nite dimensional systems the surface tension is the main
ingredient of the free energy barriers between states.
Imagine that the system is in a state α. Thanks to ther-
mal fluctuations, there is a chance that a certain region
(a droplet) of linear size R rearranges. This is the idea
of cooperatively rearranging region (CRR) in AGDM de-
scription. In a multi-state framework, it is reasonable to
assume that the particles within the rearranging region
do not rearrange to a random configuration, but rather
make a transition to another of the many available states,
say γ, so that the bulk free energy of the region in the
new configuration will be similar as before. When this
happens, there is a free energy price that has to be paid
due to the α − β mismatch at the interface between the
rearranging region and the rest of the system,
∆Fcost = Y R
θ . (127)
The crucial question we must answer now is: what fixes
the typical size of the rearranging region? The AGDM
theory fixes this size in a purely combinatorial way, com-
pletely disregarding the surface tension between differ-
ent CRRs. The mosaic theory proceeds in a different
way, getting its main inspiration from classic nucleation
theory (CNT) [93, 157]. In CNT the size Rc of the crit-
ical nucleus is fixed by the balance between the surface
tension cost σRd−1 and the thermodynamic gain δfRd,
where δf is the free energy difference between the back-
ground state and the nucleated one (see Section III.A).
In liquids, we do have a surface tension term, albeit with
a nonstandard exponent, Y Rθ. However, it is unclear
what the thermodynamic gain should be: it cannot be
δf , since the states dominating the partition function all
have the same free energy density f⋆, fixed by equation
(119). Indeed, the free energy of the system does not
decrease by subsequent rearrangements, otherwise the
system would not be at equilibrium. According to the
mosaic theory [93, 157], the thermodynamic drive to re-
arrange a droplet of radius R is provided by the fact that
such a region has an exponentially large number of avail-
able states. There is an entropic price that must be paid
by the region to stay in just one of these many states, and
this entropic price can be released if the rearrangement
takes place. Therefore, the thermodynamic drive is the
free energy contribution from the total configurational
entropy available to that region, which is equal to,
∆Fgain = −TSc(T ) R
d , (128)
where the minus sign emphasizes that this is a free en-
ergy gain, opposed to the free energy cost in (127). In
(128) and in the following by Sc(T ) we actually mean
Sc(f
⋆(T )). Given that θ ≤ d − 1 the balance of pow-
ers between surface tension cost and configurational en-
tropy gain works very similarly to standard nucleation:
for small R the cost dominates and there is no net ther-
modynamic gain in the formation of a droplet. On the
other hand, for large R the entropic drive dominates; this
happens for any size R larger than a critical value ξ fixed
by the balance of (127) and (128),
ξ =
(
Y (T )
TSc(T )
) 1
d−θ
, (129)
where we have emphasized that both surface tension and
configurational entropy depend on temperature. Accord-
ing to the mosaic theory, ξ is the typical size of the re-
arranging regions. This size is inversely proportional to
the configurational entropy, although with a nontrivial
exponent, and in this respect we recover the most im-
portant result of the AGDM theory, that is the fact that
the correlation length increases when the configurational
entropy decreases. Note, moreover, that ξ is also pro-
portional to the surface tension, and this is an ingredient
that is completely absent in AGDM. Expression (129)
for the correlation length was first derived in [93] in the
specific case θ = d− 1.
The mosaic mechanism has deeper consequences than
the growth of ξ with decreasing Sc. Imagine we prepare
a zero temperature system in a global local minimum of
the potential energy. There is no contradiction in doing
this and it can actually be done numerically. Now we
heat up the system at our working temperature T , with
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the (naive) purpose to promote our global energy mini-
mum to a global metastable state. We would soon find
that this is not possible! What happens is that, due to
thermal fluctuations, the global configurations is imme-
diately unstable against the formation of droplets of size
R ∼ ξ of other locally stable arrangements, so that af-
ter a while the system’s configuration would look like a
‘mosaic’ of many different local states, in a continuous
process of rearrangement on a scale ξ [248]. We conclude
that the very notion of a system globally living in a single
metastable state does not make sense at all. The best we
can do is to globally prepare it in a single energy min-
imum, which is a slightly different matter. This means
that metastable states can only be defined over a scale
R < ξ. The notion of metastable state is meaningless
for portions of the system larger than ξ. This solves the
real-space dilemma we faced in the last section. Note
that this local definition of metastable state is very simi-
lar in spirit to Goldstein’s remark quoted in Section V.A:
the notion of a system spending a long time vibrating in
a local minimum of the energy makes sense only on a
local scale.
Let us summarize the mosaic results up to now. First,
compared to AGDM scenario, the role of the number of
accessible states is much clearer: this number is of order
exp(RdSc) and it thus scales up with the size R of the
region. However, when R < ξ the region is unable to ex-
plore all its available states, because the surface tension
price it would pay in the rearrangement is larger than the
entropic gain in getting out of the original state. Thus,
the number of explored states is just 1, when the re-
gion is not large enough. This clears up the AGDM am-
biguity between the number of configurations that are
virtually accessible, which is always exponentially large,
and the number of configurations actually visited by a
region, which is 1 if the region is smaller than ξ, and
exponentially large if he region is larger than ξ. Second,
the mosaic introduces and deals with the key concept of
generalized surface tension Y , thus confirming a rather
reasonable expectation: the typical lengthscale, and thus
the barrier, can be large not only as a result of a low
configurational entropy, but also because there may be
a large energy cost Y in putting in contact two different
states.
Despite the differences with AGDM theory, the mosaic
still brings home the crucial result, namely a character-
istic lengthscale that increases when the configurational
entropy decreases. This is at the basis of any relationship
between the sharp raise of the relaxation time τR and the
empirically observed drop of the configurational entropy
in supercooled liquids. However, the result is not quanti-
tatively the same as in AGDM: within the mosaic picture
ξ ∼ (1/Sc)
1/d−θ, whereas within AGDM n ∼ 1/Sc, and
thus ξ ∼ n1/d ∼ (1/Sc)1/d (n is the number of particles
in the rearranging region). In temperature, this implies,
ξmosaic ∼
(
1
T − Tk
) 1
d−θ
, (130)
whereas,
ξAGDM ∼
(
1
T − Tk
) 1
d
. (131)
Hence, given that θ ≤ d−1, we conclude that the increase
of the correlation length predicted by the mosaic theory
is sharper than that in AGDM theory.
The two frameworks are also different for what con-
cerns the dependence of the relaxation time on Sc. Ac-
cording to AGDM the barrier scales as ∆ ∼ n ∼ 1/Sc,
and thus the relaxation time is τR ∼ exp(A/TSc), which
naturally leads to VFT law (see eq. (111)). The way
the mosaic fixes the barrier is different [157]. As we have
seen, one of the main sources of inspiration for the mo-
saic theory is standard nucleation. In this context, the
barrier is fixed by the maximum of the free energy cost
for droplet formation,
∆F = Y Rθ − TScR
d . (132)
The position of the maximum is (up to a numerical fac-
tor) R = ξ, whereas the value of ∆F at the maximum,
i.e. the barrier ∆ is,
∆ =
Y (T )
d
d−θ
[TSc(T )]
θ
d−θ
, (133)
and thus for the relaxation time we get,
τR = τ0 exp
(
Y (T )
d
d−θ
T [TSc(T )]
θ
d−θ
)
, (134)
where we recall that,
Sc(T ) ∼ ∆cp
T − Tk
Tk
. (135)
We therefore see that the mosaic theory does not provide
directly the VFT law (95), because the precise depen-
dence on Sc, and thus on T−Tk, depends on the exponent
θ. In [157], however, it was claimed, using renormaliza-
tion group arguments, that θ = d/2. In this case, formula
(134) boils down to τR ∼ exp(A/TSc), and despite their
many differences, the mosaic and AGDM theories would
give the same final result. It is hard to say whether the
claim θ = d/2 is correct or not. Certainly, such claim is
useful to get VFT law. However, one can argue that a
fit where the exponent of Sc (and thus that of T −Tk) is
a free parameter as in (134), would make an even better
job than VFT. Thus, it is probably not worthwhile to
make uncertain claims on the value of θ, just for the sake
of getting the exact VFT law.
It is more interesting to note that the barrier ∆ in
(133) can be rewritten as,
∆mosaic ∼ ξ
θ Y . (136)
This result is at variance with AGDM, according to
which,
∆AGDM ∼ n ∼ ξ
d . (137)
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Given that θ ≤ d − 1, the mosaic barriers grow slower
than than the number of particles contained in the rear-
ranging region. Conceptually, this makes a lot of sense:
the barrier, according to the mosaic, is dominated by the
surface tension term, because at the surface is where we
actually pay energy. But the surface tension term is ruled
by the exponent θ, and so is the barrier. As anticipated
before, the exponent ψ linking the barrier to the linear
size of the rearranging region (equation 100) is not nec-
essarily equal in all frameworks: for AGDM ψ = d, while
for the mosaic ψ = θ. As we have seen, if θ = d/2, as
advocated in [157], the barrier scales with temperature
in the same way in the mosaic and in the AGDM theory,
∆ ∼ (T − Tk)−1.
Equation (133) shows that the surface tension criti-
cally enters into the barrier for rearrangement. Thus,
barriers depend on the temperature also through the T
dependence of Y . Up to now we have not discussed how
the surface tension can change in temperature. In fact, at
very low T it is reasonable to believe that Y does not vary
strongly with T , and that it levels to some finite value.
Thus, the increase of the barrier ∆ at low temperatures
is predominantly triggered by the drop of the configu-
rational entropy. At higher temperatures, on the other
hand, the situation is different. From the discussion in
the last section, we do not expect the multi-state scenario
we are adopting here to hold also at high temperatures
and we already suggested that states (whatever they are)
become ill-defined above Goldstein’s crossover Tx. This
requires the surface tension Y to go to zero close to Tx.
In the context of the mosaic theory, therefore, the Gold-
stein’s temperature Tx, and thus also the MCT transition
Tc, acts like a thermodynamic spinodal point, where the
surface tension vanishes, setting the limit of validity of
the theory itself. We recall that Tx can also be inter-
preted as the locus of a topological transition between
stable minima and unstable saddles [115]. Saddles can-
not sustain a finite surface tension, because the system
can always rearrange by exploiting the negative-unstable
modes. Therefore, the topological view of Tx fits well
with the idea of a spinodal fixed by the equation,
Y (Tx) ∼ 0 , (138)
in the mosaic context.
It is interesting to note that the interpretation of Tx as
a spinodal point is supported also by the p-spin model.
As we have seen, Tx must be identified with the MCT dy-
namical transition Tc, and this in turn is exactly the same
as the dynamical transition Tc of the p-spin model. In
[138] it has been introduced an effective potential, given
by the free energy cost one must pay to thermalize a sys-
tem B at fixed distance (in phase space) from an equilib-
rium system A. This effective potential (expressed as a
function of the distance between the two systems), works
similarly to the standard mean-field free energy in first-
order phase transitions: above Tc it has just one min-
imum, while at Tc it develops a secondary, metastable
minimum, due to the existence of metastable states in
the system. Thus, in the first-order transition frame-
work provided by this effective potential, the dynami-
cal transition Tc acts like a thermodynamic spinodal, i.e.
the temperature above which the metastable minimum
of the free energy disappears and the free energy barrier
between states vanishes [138].
Despite its many interesting aspects, there are some
unclear points about the mosaic mechanism. First, in
what precise sense the configurational entropy is the drive
to rearrangement? How can the droplet know about the
many states available to it? We would not ask the same
in standard nucleation, because energy (and free energy)
is a much clearer driving force. The same is not true
for entropy: the new configuration would just be one
of many others, exactly like the one configuration the
droplet started from. Where is the gain? We need a
pedestrian definition of entropic drive to rearrangement.
Second, why rearranging droplets do not get larger than
ξ? If standard nucleation is the inspiration of mosaic,
then one would naively conclude that once R > ξ, the
droplet is encouraged to grow indefinitely, just like a crys-
tal nucleus does. Is it so? Third, at first sight the mosaic
dynamics does not seem steady-state: the system starts
in a homogeneous configuration, and then it breaks up in
a multi-state pattern, just like a mosaic. What is this pat-
tern? Is it a typical configuration of the system or not?
Apparently, it is not, because there are many inter-states
interfaces where surface tension energy is concentrated,
which seem to be absent in the original homogeneous
configuration. How do we solve this paradox? Let us see
this three points one by one.
The expression ‘entropic drive to rearrangement’ is
catchy, but in fact quite a misleading one. What actu-
ally drives the rearrangement, in the mosaic theory as in
any other scenario, is simply thermal fluctuations. How-
ever, once the region has been pushed out from its orig-
inal state by thermal fluctuations, it makes sense to ask
whether it is more likely for the droplet to go back to the
original state or to stay in the new, or any other, state.
This is where entropic considerations about the number
of available states come into play. If there are very few
states, then the memory of the original state provided by
the surface tension at the interface is sufficient to pull the
droplet back. If, on the other hand, the droplet is large,
there are exponentially many states available; once the
transition has been done it is harder for the droplet to
go back. Therefore, we see that it is somewhat easier to
understand the mosaic mechanism if we think about an
already rearranged region and talk about ‘surface tension
drive to go back’, rather than the ‘entropic drive to get
out’.
Standard nucleation theory seems a natural paradigm
for the mosaic picture, but we must be in fact very care-
ful about this comparison. In standard nucleation the
growth of a nucleus beyond its critical size is guaranteed
by the fact that this process decreases the total free en-
ergy of the system. In the mosaic scenario, nothing of
this sort happens, because the newly formed droplet of a
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different state typically has the same free energy density
as the rest of the system, so there is no gain in making it
bigger. In fact, if we remember that the droplet forma-
tion is ruled by thermal activation and that the barrier
will scale as a power of the size, it is reasonable to believe
that the regions that rearrange have a typical size equal
to the smallest thermodynamically stable droplet, and
this is ξ. Smaller droplets are quick to form (small bar-
rier), but are also thermodynamically unstable, because
surface tension pulls them back; droplet larger than ξ, on
the other hand, are thermodynamically stable, but need
to cross an exponentially larger barrier and thus take a
very long time to rearrange. We conclude that ξ is indeed
the typical size of the rearranging regions in the mosaic
picture.
Finally, is the mosaic mechanism steady-state? Yes.
Whenever a rearrangement takes place, the global mo-
saic pattern that is produced is in turn a typical con-
figuration of the system, with the same physical and
statistical properties as any other equilibrium configu-
ration. Therefore, the misleading concept that must be
rejected is the one of a homogeneous configuration, as op-
posed to a inhomogeneous mosaic configuration crossed
by energy-leaden interfaces. To fix ideas, let us forget
about states and consider a certain potential energy min-
imum α. Now, imagine that a region of the system of size
ξ is rearranged, making a transition to a different config-
uration that locally would be part of a different minimum
β. If we now re-minimize the energy, and relax the large
stress that is produced at the interface, the system will
be found again in a new energy minimum, which is very
similar to α far from the rearranged droplet, and to β
within the droplet. Such new minimum γ is statistically
identical to α and β. In particular, the residual surface
energy of γ located close to the droplet interface is just a
local etherogeneity of the system, as the typical stress and
strains that are always found in disorder systems. The
initial minimum α has exactly the same spatial ethero-
geneities in energy even before the formation of the new
droplet β. These are the result of the continuous rear-
rangements taking place in the system. If we now switch
from minima to states, we conclude, as already done be-
fore, that the very notion of global metastable state is
in fact misleading. Only on scale ξ it makes sense to
talk about states, whereas for R ≫ ξ the system is un-
stable against the fragmentation in sub-regions of cor-
related particles. The concept of a homogeneous global
state, crossed by no interfaces, does not correspond to
anything real.
E. A Gedankenexperiment
In [161] it was proposed a reformulation of the mosaic
theory that clarifies some of the points raised above and
that puts on a firmer basis the theory. Let us make the
hypothesis that a liquid, at low temperature, is trapped
into a global metastable state α. We want to prove that
this hypothesis, i.e. the fact that the state is global, is
thermodynamically unstable and show that only below a
certain length scale we can talk about metastable states.
Within the system, let us focus on a sphere of radius
R. We want to calculate the thermodynamics of such
sphere, and in particular its probability to rearrange into
a different state. To do this we assume that all particles
outside the sphere are frozen (this is the ‘gedanken’ part
of the experiment). This assumption is not that crazy:
the particles far from the region do not interact with
it, so that we can forget about them (if they rearrange,
they do that independently from the considered region),
whereas the non-rearranging particles in the vicinity of
the rearranging region are quite immobile at low T , with
only small vibrations around their local equilibrium po-
sitions. The main effect of these external particles is to
produce a pinning field at the interface that tend to keep
the sphere in the original state α.
To compute the partition function we make a decom-
position similar to that of equation (112), where from
a sum over all configurations of the sphere we go to a
sum over all states available to the sphere. In this case,
however, we have to remember that one of these states,
namely α, is privileged compared to all the others, be-
cause it does not have to pay any surface tension cost.
We can therefore split the partition function of the sphere
in two parts, Zin given by the sum over all configurations
belonging to state α, plus a term Zout given by the sum
over all other configurations. We have,
Zsphere = Zin + Zout, (139)
with,
Zin = exp(−βfαR
d)
Zout =
∑
γ 6=α
exp(−βfγR
d − βY Rθ) =
=
∫
df exp[Sc(f)R
d − βfRd − βY Rθ] , (140)
where we have used the definition of configurational en-
tropy of the sphere,∑
γ
δ(f − fγ) = exp[Sc(f)R
d] . (141)
The integral in (140) can be approximately calculated by
using the saddle point method, provided that Rd is large
enough. Similarly to what we did for equation (116),
this amounts to find the solution f⋆ of the saddle point
equation,
S′c(f
⋆) = 1/T . (142)
State α is one of the many metastable states dominating
the total partition function of the system, and thus also
its free energy is equal to f⋆: as expected, the rearrange-
ment of the sphere does not bring the system to a lower
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free-energy level (on average). Thus we have,
Zsphere = Zin + Zout
= exp(−βf⋆Rd)
+ exp[Sc(T )R
d − βf⋆Rd − βY Rθ] (143)
where, as usual, Sc(T ) = Sc(f
⋆(T )). From this partition
function we can work out the probability pin for a sphere
of radius R to be found in its original state α, and the
probability pout for it to switch to one of the exponen-
tially many other states,
pin(R) =
Zin
Zsphere
=
exp[βY Rθ]
exp[βY Rθ] + exp[ScRd]
(144)
pout(R) =
Zout
Zsphere
=
exp[ScR
d]
exp[βY Rθ] + exp[ScRd]
,(145)
where we remember that,
θ ≤ d− 1 . (146)
Relations (144) and (145) are the core of the mosaic the-
ory. The role of the surface tension Y and of the con-
figurational entropy Sc can be clearly read from these
equations: Y is the force trying to keep the sphere in the
original state, and thus it enters in the exponential of pin,
whereas Sc is the reason to get out of the original state
(now we now how to interpret this statement), so that it
enters in the exponential of pout. The two probabilities
balance for R = ξ given by,
ξ =
(
Y (T )
TSc(T )
) 1
d−θ
,
which is the mosaic correlation length (129). For small
values of R, that is for R < ξ, the surface tension term
dominates, and thanks to the sharp exponential form of
the probabilities we have,
pin(R < ξ) ∼ 1
pout(R < ξ) ∼ 0 , (147)
so that the sphere has a very small probability to change
state due to the overwhelming effect of the pinning field
at the interface. On the other hand, for R > ξ we have
the opposite,
pin(R > ξ) ∼ 0
pout(R > ξ) ∼ 1 , (148)
and the sphere is found in a different state with proba-
bility one: the pinning field and the surface energy are
thermodynamically overwhelmed by the configurational
entropy.
We have therefore proved that only on scales smaller
than ξ we can talk about a region of the system be-
ing trapped by a metastable states. On larger length
scales, the notion of global homogeneous state does not
make sense, or, better, it is thermodynamically unsta-
ble against fragmentation into a mosaic-like pattern of
correlated regions of smaller size ξ.
Note that, if the control parameter regulating the bal-
ance between pin and pout were the temperature or the
magnetic field, rather the radius of a funny sphere, what
we have just described would look very much like the
standard energy vs. entropy interplay at the basis of
first order transitions, like the crystal-liquid one: at low
T the energy dominates, so that equilibrium is given by
the broken-ergodicity phase, i.e. the crystal, whereas at
large T the entropy dominates, and equilibrium is given
by the ergodic phase, i.e. the liquid. In the mosaic the-
ory something quite similar happens, due to the different
powers of R in the prefactors of Y (the energy) and Sc
(the entropy): at low R energy dominates and ergodicity
is broken (the sphere remains trapped in a single state),
at large R entropy dominates and ergodicity is restored
(the sphere is free to visit all available states). Such ‘first-
order transition’ interpretation of the mosaic mechanism
is conceptually very useful. Whenever we will talk about
a ‘transition’ in the following, it will be understood as a
transition in R.
Unlike the original mosaic formulation of [157], the
thermodynamic framework of [161] does not establish a
link with nucleation theory. As a consequence, the ex-
ponent ψ connecting the free energy barrier to the size
of the rearranging region, ∆F ∼ ξψ, remains as a free
parameter of the theory, rather than being equal to θ as
in the original mosaic formulation [157]. Another con-
sequence of avoiding the comparison with nucleation is
that the question of why the region does not grow beyond
ξ does not seem an issue anymore. The rearrangement
of regions larger than ξ is thermodynamically favoured,
but the time needed to actually make this rearrangement
scales as exp(ξψ/T ), so that typically only regions of the
minimal stable size, that is ξ, will be rearranged.
The thermodynamic rephrasing of the mosaic mecha-
nism tells us once again that metastable states can only
be defined up to a scale ξ. Beyond that size the liquid
ergodic phase (containing all the other states) dominates
the partition function. In this sense, we may say that the
mean-field scenario inspired by the p-spin model is valid
only on lengthscale smaller than ξ. Given that ξ increases
(diverges) when Sc decreases (vanishes), the validity of
the mean-field scenario is the more robust the closer we
are to Kauzmann’s temperature Tk. However, we stress
once more that whether the singularity at Tk exists or
it is avoided, is irrelevant for the validity of the physical
scenario we have described. The mosaic relaxation mech-
anism is valid even in presence of a kinetic spinodal, or
a change in slope of Sc (just to make two examples of
avoided Kauzmann transition). It is the incumbent tran-
sition, rather than the transition itself, that defines the
physics of the system.
At the end of this long road, from Goldstein to the
mosaic, passing through Kauzmann’s entropy crisis and
Adam-Gibbs-Di Marzio theory, we have finally answered
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most of the questions we asked about the low T phase
of supercooled liquids. We understood that barriers in-
crease when lowering the temperature because larger and
larger regions of the systems must be rearranged in order
to restore ergodicity, and because the size of the barrier
scales as some power of the size of the rearranging re-
gion. Growing barriers explain the super-Arrhenius in-
crease of the relaxation time in fragile liquids. Moreover,
and perhaps more importantly, we understood that the
empirical correspondence between the raise of the relax-
ation time and the drop of the configurational entropy
noted by Kauzmann is not just a coincidence. We found
two different mechanisms relating the size of the rear-
ranging regions to configurational entropy, AGDM and
the mosaic. Both mechanisms make sense, and at the
end they provide similar results for the relaxation time,
even though the mosaic scenario is somewhat more con-
vincing and can also be better formalized. All boils down
to a competition between volume and (generalized) sur-
face effects, i.e. to a competition between configurational
entropy and surface tension. At lower temperatures the
system spends most part of its time in low energy por-
tions of the phase space, where the number of different
amorphous minima is smaller. As a consequence, it takes
larger and larger regions to build up enough states to
overcome the surface tension cost.
The problem now is: are these answers correct? Do we
have any empirical evidence, beyond the validity of VFT
law, of the mosaic scenario? Within the mosaic theory,
and by using various approximations, one can predict
how different empirical quantities correlate to each other,
and also make some quantitative statements [162, 163].
However, one may argue that other theories fare equally
well when it comes to this kind of indirect tests. It would
be important to make a direct check of the key mosaic
prediction, namely the existence of the sharp first-order-
like transition encoded in equations (144) and (145). In
fact, the thermodynamic set-up proposed in [161], and
that we have described in this section (a free sphere in
a frozen environment), seems to be ideal for a numerical
implementation. Moreover, the transition predicted by
the mosaic, that is the way pin(R) decays from 1 to 0 at
R = ξ, is very sharp indeed, so that it should possible to
clearly observe whether or not this transition takes place
in a numerical experiment. This kind of test is what
we will see next. In so doing, we will discover a new
static correlation function able to uncover the growth of
amorphous order.
F. The growth of amorphous order
When we think about it, we realize that there is some-
thing more fundamental than the mosaic scenario that
needs to be empirically tested: all thermodynamic frame-
works we have analyzed in this chapter rely on the exis-
tence of a static correlation length ξ that grows when the
temperature is lowered. Are we sure that such a thing
exists? After all, we have seen a couple of pages ago
that all standard structural correlation functions in su-
percooled liquids are quite boring, and do not show any
evidence of a growing lengthscale connected to the spec-
tacular raise of the relaxation time. So, why should it be
easier now to find a static correlation length? The an-
swer is that the theoretical frameworks we have analyzed
in this chapter, and in particular the mosaic theory, have
taught us something new about the supposed nature of
ξ, and we can exploit this knowledge to build a new kind
of correlation function.
The problem about detecting amorphous order is that
it is amorphous. Irrespective of how stupid this sentence
may seem, it is true: a region of correlated particles all
belonging to state α look to us exactly the same as a
region of particles in state γ. In a configuration full
of patches of different states (a situation typical of the
mosaic scenario), we are unable with standard technical
tools to detect all these patches, nor the interfaces be-
tween them. Yet, if states all look the same to us, they
do not look the same to each other: a key ingredient of
the mosaic picture is that when two different states are
in contact a surface tension price must be paid at the
interface. If a region wants to rearrange, it has to fight
against the stabilizing pinning field at the interface be-
tween that region and the rest of the system, which tries
to keep the region in its original state α, and eventually
to pull it back. The mosaic tells us that in order to over-
come the surface tension, the region needs to be larger
at lower temperature. This can be rephrased by saying
that at lower T the stabilizing effect of the pinning field
at the interface penetrates deeper within the bulk of the
region. This fact is clearer if we understand that the pin-
ning field at the border of the rearranging region acts as
an amorphous boundary condition imposed by the exter-
nal state α: the growth of the rearranging region at low
T is thus a consequence of the deepening effect of such
amorphous boundary condition.
Using boundary conditions to check whether in a sys-
tem there is growing correlation is a classic of statisti-
cal physics [129]. In nondisordered, ordinary systems,
this is mostly a mathematical tool needed to sharply de-
fine concepts as ergodicity breaking and the existence of
different thermodynamic states, whereas standard corre-
lation functions are used to measure a growing length-
scale. In disordered systems, however, the use of amor-
phous boundary conditions seems the only viable tool
to measure a correlation length. If we want to detect
the growth of amorphous order in the system, we need
to measure how long-ranged is the effect of amorphous
boundary conditions on the system. Such a study has
been done at a dynamical context in [164]. Here, how-
ever, we want to focus on the thermodynamic approach.
The set-up we have used to give a thermodynamic for-
mulation of the mosaic theory suggests a very practi-
cal way to carry out this program in numerical experi-
ments on supercooled liquids [165, 166] (the same method
can also be successfully used in spin systems [167, 168]).
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Thermalize a supercooled liquid at low temperature T ,
take a sphere of radius R within this system, and freeze
all particles outside this sphere. The frozen border of the
sphere acts as an amorphous boundary condition, trying
to keep the sphere in its original state α. We now let the
particles within the sphere thermalize under the effect of
this boundary condition, and ask what is the asymptotic
equilibrium state of the particles within the sphere. If
the radius is small, the α boundary condition will rule
over the entire sphere making it hard to change state,
whereas if R is large it will be easier for the particles to
rearrange in a state different form α and thus decorrelate
from their initial configuration.
Hence, the prediction we want to test is the follow-
ing: by lowering the temperature, we should see that it
takes larger R to decorrelate the central particles from
the boundary. Note that this is a weaker prediction com-
pared to the existence of a sharp transition at R = ξ
prescribed by the mosaic; what we want to confirm here
is just that the effect of amorphous boundary conditions
is the more long-ranged the lower the temperature, with-
out much thought about the precise functional form of
this effect.
We have just one technical problem: how do we check
whether or not particles have changed state? Remem-
ber, all amorphous states look the same to us, we do not
have a single-state order parameter able to say: this is
α, this is γ. In fact, this is a common problem to all dis-
ordered systems with many states, including spin-glasses
[79]. The standard way adopted to deal with this prob-
lem is to introduce an order parameter that compares
different states, rather than measuring something about
one given state. The idea is that, if it is impossible to say
in what state a certain region is, it may be possible to
say whether it has changed state or not. The order pa-
rameter that compares two states, α and γ, is normally
called overlap q, and in spin-systems is defined as [13],
qαγ =
1
v
∑
i∈v
〈σi〉α〈σi〉γ (149)
where v is the volume of the region over which the over-
lap is computed (we have already met something similar
to the overlap in the dynamical context, see equation
(74)). In this formula 〈·〉α indicates a thermal average
performed by summing over all configurations belonging
to state α. In spin systems σi = ±1, so that the overlap
measures the similarity between state α and γ, by com-
paring the average value of the local degrees of freedom
in the two states.
The overlap is not restricted to spin systems, as σi can
be any degree of freedom able to differentiate the local
arrangement of particles in different states. For a liquid,
we can proceeds as follows: we divide space into small
cells (i.e. we introduce a fine grid) and we assign oc-
cupation numbers σi = 1, 0 to each cell i, according to
whether or not a particle is present in the cell [169]. In
this way it is possible to define the overlap between two
states of a certain region. In particular, let us consider a
small volume v at the centre of the unfrozen sphere of ra-
dius R and measure the overlap q(R) between the sphere
configuration in the initial state α and the configuration
in the equilibrium state reached by the sphere under the
constraint of the α boundary conditions,
q(R) =
1
v
∑
i∈v
〈σi〉α〈σi〉Rα , (150)
where by 〈·〉Rα we mean an average performed under the
effect of the α boundary conditions on the interface of
a sphere of radius R. In this way, a large value of q(R)
means that 〈·〉Rα ∼ 〈·〉α, the volume v at the centre of the
sphere has remained in a configuration belonging to the
initial state α; on the other hand, a value of q(R) close
to 0 means that 〈·〉Rα ∼ 〈·〉γ , where γ 6= α is one of the
exponentially many other states available to the sphere,
meaning that the region v has significantly decorrelated.
The good thing about q(R) is that it can be used irre-
spective of the validity or not of the mosaic theory: it is
just a tool to detect the growth of amorphous order in
supercooled liquids.
It can be shown that q(R) is a correlation function
whose mathematical definition can be formalized more
precisely [127]. Standard correlation functions measure
the correlation between two different points of the system
at mutual distance R, and for this reason they may be
called point-to-point correlation functions. As we have
said many times, this kind of correlation functions do
not give any exciting result in low T liquids. What q(R)
does, on the other hand, is to measure the correlation
between one point (the centre of the sphere) and a set of
particles, that is the external frozen system at distance R
from the centre of the sphere. For this reason the func-
tion q(R) is also called point-to-set correlation function,
and hopefully it carries more information than standard
point-to-point functions.
Note, finally, that the order parameter we are using in
q(R) is essentially the density fluctuations, because the
grid and its occupation numbers σi are just a way to
translate a continuous density field in a set of discrete
spin variables. Therefore, what distinguish q(R) from
previous correlation functions is not really the choice of
the order parameter (which is always density fluctua-
tions), but rather the fact that it compares two states
rather than focusing on a single configuration, and that it
is a point-to-set correlation rather than a point-to-point
one.
When q(R) is measured in numerical experiments [165,
166], the results are rather interesting (see Fig.17). The
function decays with increasing R. This is quite obvious,
it simply says that the effect of the boundary on the
equilibrium inner configuration of the sphere is weaker
the larger the sphere. From this decay it is possible to
define a lengthscale as the point where q is smaller than
a conventional small number ǫ (say, ǫ = 0.05),
q(R > ξ) < ǫ . (151)
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Figure 17: The growth of amorphous order - The over-
lap q as function of the radius R of the sphere at different
temperatures, from above Tc (diamonds, T = 2.1Tc) to below
Tc (circles, T = 0.9Tc). The decay of q(R) is slower the lower
the temperature T , indicating that there is a clearly growing
static correlation length ξ. The radius R is expressed in units
of particle diameters. If we define the correlation length by
the point where (for example) q(R = ξ) = 0.05, we obtain
that ξ grows from 2.7 for T = 2.1Tc, to 4.9 for T = 0.9Tc.
Full lines are fits using equation (157). (Reprinted with per-
mission from [166]).
The crucial point is that the decay of q(R) gets signifi-
cantly slower the lower the temperature, and thus ξ as
defined in (151) increases when the temperature is de-
creased. This effect is rather strong and unambiguous.
Nothing similar is found in any structural correlation
function, whose change with T is disappointing, to say
the least. The growth of ξ confirms at last the crucial hy-
pothesis of this whole chapter: there is a growing thermo-
dynamic lengthscale in supercooled liquids. The slower
decay of the overlap q(R) is a direct indication of the
growth of amorphous order: when T is low and R ≪ ξ
all the particles contained in the sphere are correlated
and their state is ruled by the amorphous boundary con-
dition α.
Before we proceed, we must note that a different cor-
relation length, ξˆ, can be extracted from the correlation
function of the energy fluctuations [170, 171, 172]. Sim-
ilarly to the lengthscale we are discussing here, ξˆ is of
thermodynamic nature, and yet not derived from any
standard structural correlation function. However, ξˆ it
is associated to a different order parameter compared to
ξ, namely the energy, rather than the density fluctua-
tions, and for this reason its physical interpretation is
somewhat different. This notwithstanding, it is reason-
able to believe that all thermodynamic lengthscales are
similar to each other and thus it is encouraging that ξ
and ξˆ increase of a comparable factor (∼ 2) at the low-
est temperatures currently obtained in numerical simu-
lations [170, 171, 172].
There is another result provided by q(R) that is also
quite relevant: independently of the value of ξ, at high
temperature q(R) decays exponentially, as an ordinary
correlation function, while at low T the decay deviates
significantly from an exponential (Fig.18). The anoma-
lous (i.e. nonexponential) decay of q(R) gets stronger
the lower the temperature. This means that the change
in the shape of the correlation function is not simply en-
coded in the growth of ξ(T ). In other words, there is no
length-temperature scaling of q(R),
q(R;T ) 6= q(R/ξ(T )) . (152)
This result is important: the anomalous decay of q(R) is
the first qualitative landmark of the deeply supercooled
phase that we find at a purely thermodynamic level. As
the reader may remember, when we introduced the glass
transition we were concerned that Tg could be a purely
conventional point, marking no qualitative change in the
fundamental physics of the liquid phase. Disappointed by
the standard static observables, we finally found a cru-
cial equilibrium signature of glassiness in the behaviour
of the dynamic correlation function, and in particular in
the two steps relaxation displayed at low temperatures.
Nothing comparable, however, was found at the thermo-
dynamic level: it really looked like a glass-former was
statically the same at low as at high T , and this made
all attempts to give a thermodynamic interpretation of
glassy phenomenology somewhat flimsy. The anomalous,
nonexponential decay displayed by q(R) at low T indi-
cates that the equilibrium viscous phase can be qualita-
tively distinguished from the high T fluid phase also at
the thermodynamic level, not only a the dynamical one.
This is a support for all the thermodynamic scenarios for
the glassy phase described in this chapter.
G. Mosaic reloaded
Even though the empirical behaviour of q(R) is quite
illuminating, it does not seem to be good news for the
mosaic theory. According to equations (147) and (148),
one would expect that for R < ξ the equilibrium state of
the sphere under the influence of the amorphous bound-
ary condition is the same as the original state α and thus
q(R) to be large; on the contrary, for R > ξ the sphere
thermalizes into one of the exponentially many available
states γ, giving rise to small value of q(R). So, q(R)
should have a sharp decay at R ∼ ξ, where
ξ =
(
Y
TSc
) 1
d−θ
, (153)
is the usual mosaic length scale. Let us call q1 the overlap
of state α with itself. This is the self-overlap of a state,
which at nonzero temperature is smaller than 1, even
though it is typically quite large [13]. If we assume that
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Figure 18: From exponential to nonexponential static
relaxation - The overlap q as a function of the radius R
of the sphere at two different temperatures. Lower panel:
at high temperatures, T = 1.5Tc, the decay of the overlap
is exponential, compatible with a one-state scenario. Upper
panel: below the MCT transition, at T = 0.9Tc, the decay
becomes strongly nonexponential. The radius R is expressed
in units of particle diameters. The insets show the same data
in semi-log representation, where a pure exponential decay is
a straight line. Note that the power law corrections typical of
critical phenomena would give an opposite curvature in this
representation. Dotted lines are the best exponential fit to
the data; full lines are fits using equation (157). (Reprinted
with permission from [166]).
the overlap between two different states is zero, qαγ ∼ 0
[165], we can write,
q(R) = q1 pin(R) . (154)
Therefore, according to the mosaic scenario, the sharp
jump of pin described by equation (144) gives rise to an
equally sharp jump of the overlap,
q(R < ξ) ∼ q1 (155)
q(R > ξ) ∼ 0 . (156)
Contrary to this prediction, numerical data show that
the decay of q(R) is rather smooth at the analyzed tem-
peratures (see Figs.16 and 17).
As we have seen the decay of q(R) is nonexponential.
A possible fit of the data (but by no means the only one),
is,
q(R) = Ω exp
[
− (R/ξ)ζ
]
(157)
with,
ζ ≥ 1 . (158)
The anomalous exponent ζ grows larger than 1 when T
decreases below Tc [166] and this fact means that the de-
cay of q(R) becomes moderately sharper at low T (see
Figs.17 and 18). Despite this fact, however, the shape of
q(R) even at the lowest observed temperature, remains
very different from the exponential jump of (144). There-
fore, there is no reason to believe that the growing length-
scale defined through (151) has anything to do with the
mosaic correlation length (153). Let us go through the
hypothesis of the mosaic theory, to see where things could
have gone wrong.
First of all, there was the very nontrivial assumption of
the existence of many ‘metastable states’. We put quotes
here, just to remember how problematic this definition
was. States are not simply potential energy minima, but
not even too different from them. Their existence should
be guaranteed by energy barriers much larger than kBT ,
but we have no idea of the real size of these barriers; in
fact, we started looking for a correlation length in order
to have a better understanding of barriers! Given all this,
and given the smooth form of q(R), one would be very
tempted to say that there is only one state, that is the
liquid, and that the growth of ξ displayed by q(R) has
nothing to do with the existence of many states and the
configurational entropy, but it is simply the ordinary in-
crease of a standard correlation length. For example, in
second order phase transitions, above the critical temper-
ature the system is ergodic, there is just one state, but
the correlation length increases nevertheless when lower-
ing the temperature. The situation in liquids could be the
same, with perhaps a critical temperature equal to zero.
We would still need to understand what is the physical
mechanism behind the increase of ξ, but we could argue
that it has nothing to do with the multi-state picture
described by the mosaic, and inherited from the p-spin
model.
Yet, there is one problem in accepting this one-state
scenario: the anomalous decay of q(R) at low T does
not seem to be compatible with any standard picture of
critical phenomena. Working within a one-state frame-
work, which is qualitatively the same at high and low
temperature, it is hard to get a non-exponential form of
a correlation function as the one displayed by q(R). In
particular, in a semi-log representation as the one in the
inset of Fig.18, the power law corrections that show up
in critical phenomena for T ∼ Tc and R < ξ [50, 128],
give a curvature of the correlation function opposite to
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the one of q(R). Therefore, if the original mosaic formu-
lation, giving a sharp drop of q(R) does not seem to be
correct, also the opposite one-state framework does not
match the empirical results.
Let us see what else could be wrong. Due to the in-
crease of ζ, the decay of q(R) is somewhat sharper at
lower T (see equation (157)), even though not nearly as
sharp as equations (144) and (145) would require. What
is the origin of the step-like behaviour in the mosaic the-
ory? The original argument is based on a competition
between the terms Y Rθ and ScR
d: if R < ξ, then the
surface tension term is larger than the entropic term,
the probability to get out of the state is exponentially
suppressed, and vice-versa. This gives rise to the ex-
ponentially sharp step of pout(R), which can be roughly
approximated by a Θ-function,
pout(R) =
exp[ScR
d]
exp[βY Rθ] + exp[ScRd]
∼ Θ(R− ξ) , (159)
with ξ given by (153). This argument, however, assumes
that the surface tension Y is the same for all pairs of
states and for all values of R. This assumption seems
quite strong, once we consider that we are dealing with
a disordered system where all states are supposed to be
different. It is natural to imagine that the surface tension
depends on the particular pair of states and also on the
spatial position of the interface within the system. These
considerations suggest that it may be more appropriate
to assume the existence of a distribution of surface ten-
sions values, rather than a single value Y equal for all
[166]. What are the consequences of this generalization
of the mosaic scenario?
Consider a region of size R originally in the same state
α as the surrounding particles. The probability to make
a transition to a new state γ depends now on the partic-
ular surface tension of the pair, Yαγ . In particular, even
when R is very small, it may be possible for the region to
rearrange into a new state γ with a surface tension Yαγ
that is low enough to make the transition convenient.
In the original mosaic argument we asked: given a fixed
value of Y , what is the minimum size R necessary to per-
form the transition? The answer was R = ξ, with ξ given
by (153). Now we invert this question and ask: given a
certain value of R, what is the maximum surface tension
Y that allows the transition? To answer this question we
have to invert relation (153) and get,
Ymax = TScR
d−θ . (160)
All states having a surface tension with the external
(frozen) state α lower than Ymax are potentially a tar-
get for rearrangement, while states with surface tension
larger than Ymax are inaccessible (note that we are adopt-
ing the simplifying Θ approximation of (159)). Therefore
the probability to make the transition, and thus get out
of the original state, pout, gets a contribution from all
possible states with surface tension smaller than Ymax.
If we introduce a surface tension probability distribution
P (y), we can formalize this argument by writing,
pout(R) =
∫ TScRd−θ
0
dy P (y) . (161)
Given that pin = 1 − pout, from (154) we get for the
overlap q(R),
q(R) = q1
(
1−
∫ TScRd−θ
0
dy P (y)
)
= q1
∫ ∞
TScRd−θ
dy P (y) . (162)
The argument is slightly more complicated than this
(see ref. [166]), but the explanation above captures the
essence of the idea. What is the the typical size ξ of the
rearranging regions in this new version of the mosaic?
Indeed, equation (153) is no longer defined, once we give
up a single value of Y . In fact, equation (162) provides
a very intuitive answer to this question. Whatever is the
structure of P (y), it is reasonable to expect that it has a
scale y¯, be it the average or any other typical scale. Un-
der this very general assumption, on dimensional grounds
we conclude from (162) that,
q(R) = g
(
TScR
d−θ
y¯
)
= gˆ
(
(R/ξ)
1
d−θ
)
, (163)
where,
ξ =
(
y¯
TSc
) 1
d−θ
, (164)
to be compared with (153). We therefore see that having
introduced a surface tension distribution P (y) leaves the
fundamental structure of the mosaic mechanism exactly
the same: the correlation length is fixed by the compe-
tition between the typical scale of surface tension y¯ and
the configurational entropy Sc. The original mosaic hy-
pothesis of a single value of surface tension is equivalent
to assume,
P (y) = δ(y − Y ) , (165)
which, once plugged into (161) consistently gives back
the original mosaic step-like form (159).
On the other hand, if the surface tension distribution
is not delta-peaked on a single value Y , we get for pout,
and thus for q(R), a softer transition: the broader the
distribution P (y), the softer the decay of q(R). Hence,
the nonexponential, but quite soft decay empirically ob-
served for q(R) may be reinterpreted in the context of
a generalized mosaic theory, where the surface tension is
distributed according to some broad probability density
P (y), rather than having a sharp constant value. Under
this interpretation, the change in the anomalous decay
of q(R) with changing temperature, is the consequence of
the change of P (y). In particular, we have seen that q(R)
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becomes sharper at lower temperature, i.e. the anomaly
ζ in (157) increases when T decreases. This implies that
P (y) narrows and becomes more peaked at lower tem-
perature. Let us see whether this prediction makes sense
or not.
There are physical reasons to believe not only that the
surface tension fluctuates, but also that these fluctua-
tions may be quite large when the temperature is not
very low. The fundamental origin of the surface tension
fluctuations is that, due to the disorder, the degree of
mismatch of the two states could vary significantly along
the interface, with different portions paying a different
price. The contributions coming from the various por-
tions along the interface add up to give the total surface
tension of that region. Therefore, a central limit theorem
argument suggests that when the size ξ of the rearrang-
ing region is large the different contributions along the
interface add up to a sharply defined average surface ten-
sion, i.e. to a narrow P (y). On the other hand, when ξ
is not very large, fluctuations around the average will be
large and thus P (y) quite broad.
Beside this central limit theorem argument, there is a
more intrinsic role of the disorder in making the surface
tension fluctuate [173, 174, 175], but one nevertheless
concludes that P (y) should get narrower at larger sizes.
Given that at high T the size ξ of the rearranging region
is smaller, and vice-versa, the conclusion of this argument
is that the surface tension distribution is expected to get
sharper when lowering T . According to equation (162),
this means that also the decay of q(R) should become
sharper at lower temperatures, which is indeed what is
observed empirically.
Let us summarize the reloaded version of the mosaic
presented in this section. The soft, yet nonexponential
decay of the overlap (or point-to-set correlation function)
q(R) is in contrast both with the original mosaic theory
and with a standard one-state approach. If we give up
the hypothesis of a sharp single value for the surface ten-
sion and introduce a probability distribution P (y) for
this quantity, we obtain relation (162) between q(R) and
the integral of P (y): the decay of q(R) is still ruled by
a correlation length ξ fixed by the competition between
surface tension and configurational entropy, but the tran-
sition at R ∼ ξ is now softer, depending on how broad
P (y) is. This is more in line with the empirical behaviour
of q(R). Moreover, general considerations suggest that
P (y) should be broader at higher T and sharper at lower
T , and this fact too agrees with the observed sharpening
of the anomalous decay of q(R) at lower temperatures.
On balance, we may say that the reloaded mosaic
theory of deeply supercooled liquids fares decently well.
The mosaic recovers many of the classic ideas about the
link between configurational entropy and lengthscale, it
smartly exploits the exact mean-field scenario of the p-
spin model and it mixes all that in a fairly convincing
physical mechanism based on the competition between
surface tension and configurational entropy. The (very
scarce) empirical data available show that a static corre-
lation length indeed exists and grows when lowering T .
Moreover, the behaviour of the associated novel correla-
tion function is at least not in plain contrast with the
mosaic mechanism. If we are optimistic, we may con-
clude that many of the ideas presented in this chapter
are not only fascinating, but in fact also true.
Yet, we must be honest about one point. A direct ev-
idence of the fact that the drive to a region’s rearrange-
ment is the configurational entropy is still lacking. In
other words, the prefactor of Rd in all mosaic relations,
a prefactor that we call Sc and interpret as a configura-
tional entropy, could in fact be anything. The fact that
we cannot think about anything better than the configu-
rational entropy as an interpretation of this prefactor is
no proof. In fact, by using the method explained above,
one can find a static length scale even in kinetically con-
strained models [167]. In such systems thermodynamics
is trivial and the static length scale is not given by the
competition between configurational entropy and energy,
at variance with the mosaic scenario. Moreover, the rela-
tion between length and relaxation time is not the same
as the mosaic approach in these systems.
As we have seen, the role of configurational entropy
as a thermodynamic drive to rearrangement is tricky.
Moreover, the very concept of configurational entropy is
deeply rooted in the physics of Kauzmann’s transition
and in its p-spin mean-field counterpart, so that it stirs
uncomfortable feelings in those parts of the glass com-
munity sceptical about exporting mean-field results to
finite dimensional systems. The configurational entropy
is the keystone not only of the mosaic theory, but of all
the thermodynamic approach to the deeply supercooled
phase, hence this is not a scarcely relevant the question.
A direct empirical test of the role of the configurational
entropy in determining the growth of ξ and of the re-
lation between ξ and the relaxation time τR, would put
our understanding of the thermodynamics of supercooled
liquids on a firmer basis.
H. The dynamical correlation length
The correlation length ξ we have discussed in the pre-
vious sections is static, meaning that it comes from the
decay in space of the (nonstandard) static correlation
function q(R). The increase of ξ indicates the growth
of amorphous structural order in the liquid. Indeed,
both the AGDM and the mosaic theory, from which ξ is
conceptually derived, are purely thermodynamic frame-
works. As the reader may remember, though, when we
discussed the nonexponential decay in time of the dynam-
ical correlation function C(t) and the role of dynamical
heterogeneities, we learned that close to the glass transi-
tion mobility fluctuations becomes large, and that parti-
cles moving significantly different from the average tend
to form clusters. This phenomenon immediately suggests
that it may be possible to define a dynamical correlation
length ξd. This is what we will do now.
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First of all, let us remember briefly the phenomeno-
logical evidence. If we take two snapshots of the system
separated by a time interval t in the plateau regime of
C(t) and we measure the displacement of each particle
(i.e. the mobility), we observe that the spatial distri-
bution of displacements is very heterogeneous. Particles
mobility can vary of orders of magnitude. Such mobil-
ity fluctuations increase when the temperature is lowered
(see [64, 65, 66] for reviews). Furthermore, particles with
similar mobility cluster together and this is suggestive of
some sort of cooperative dynamics. In order to extract a
correlation length, though, we need to go from this clear,
but rather qualitative picture of the two snapshots, to
the robust definition of a suitable correlation function.
Moreover, we need to find a well defined way to select
the time interval t at which dynamical heterogeneities
are strongest. In fact, we did not provide until now any
convincing argument explaining why t should be of the
same order as the plateau regime. We just stated it as a
fact. We shall see that the system itself selects the right
time interval over which we can best observe dynamical
cooperative behaviour.
The existence of clusters of highly mobile (or immobile)
particles of size r suggests that the movement of particle
i over the time interval t is correlated to the movement of
particle j at distance r from i, over the same time inter-
val. For example, it may be that the only way for particle
i to get out of its cage over a time t is to participate to a
synchronous collective movement of a certain number of
particles; if particle j, at distance r from i participates to
the same collective movement, there will be a correlation
between the displacements of i and j. Hence, we need to
measure the correlation between the displacements over
a time interval t of particles at mutual distance r. The
displacement ui(t) of particle i is simply,
ui(t) = xi(t)− xi(0) , (166)
where to avoid to burden the notation with vectors and
norms we are assuming to be in one dimension. As usual,
we need to subtract from this quantity its average, in
order to compute a connected correlation function. Thus,
we define the mobility fluctuation as,
δui(t) = ui(t)− 〈u(t)〉 . (167)
Note an important point: even though the system is het-
erogeneous, once we average over the Gibbs distribution
〈·〉, i.e. over many thermal realizations, we restore ho-
mogeneity. Of course, the system is statistically homoge-
neous. This is the reason why dynamical heterogeneities
disappear if the time interval t between the two snap-
shots is much larger than the relaxation time τR: in this
case the time average is equal to the ensemble average,
and thus statistical homogeneity holds.
We can now introduce the mobility-mobility correla-
tion function,
Gu(r, t) =
〈
∑
i,j δui(t) δuj(t) δ(r − rij(t)) 〉
〈
∑
i,j δ(r − rij(t))〉
(168)
where rij(t) = |xi(t) − xj(t)|. Note the formal similar-
ity of this correlation function with the radial correlation
function g(r) defined in (50): in Gu(r, t) the contribu-
tion of each of the two particles at distance r is weighted
with its displacement over the time interval [0, t]. The
normalizing denominator in (168) is basically g(r) and
it grants that when the mobility fluctuations are uncor-
related, Gu(r, t) = 〈δu〉2 = 0. The correlation function
Gu(r, t) depends both on space and time; in order to as-
sess how long-ranged is this function at fixed time t we
introduce the space integral of Gu(r, t). We obtain in this
way the dynamic susceptibility of the mobility,
χu(t) =
∫
dr Gu(r, t) . (169)
A very large value of χu(t) simply means that Gu(r, t) is
very long-ranged [249].
The mobility-mobility correlation function (168) was
first introduced in [176], as a tool to discover cooperative
regions in numerical simulations of glass-forming liquids.
However, the analysis of Gu done in [176] was very lim-
ited and thus no increasing correlation length was de-
tected. A similar mobility-mobility correlation function
was later studied in [177] (simulated supercooled liquids)
and in [178] (simulated polymer melts). In both cases
clear evidence was found that Gu(r, t) becomes increas-
ingly long-ranged when the temperature is decreased,
thus pointing out the existence of a growing correlation
length. This can be understood from the behaviour of
χu(t) (Fig.19) [177, 178]: it first grows, when t is in the
ballistic and early β regime of the dynamic correlation
function, and it then reaches a maximum for t = t∗, de-
creasing to a smaller value for later times (see [179] for a
careful study of all dynamical phases of χu(t)).
The peak of χu(t) confirms what we anticipated in the
discussion of dynamical heterogeneities: the clusters of
dynamically correlated particles are transient in time.
For times too short, there is simply no correlation be-
cause interaction among the particles is absent, or trivial;
for times too long, the time average equals the ensemble
average and thus statistical homogeneity is restored. It
is only at intermediate times that dynamical correlations
are relevant. The behaviour of χu(t) is also very impor-
tant because it clearly selects the value t∗ as the time
at which heterogeneous dynamics is the most intense.
As expected from our previous discussion of dynamical
heterogeneities, one finds that t∗ ∼ τR, i.e. mobility fluc-
tuations are largest when the displacement is computed
over a time window of the order of the α relaxation time.
The susceptibility χu(t) is the space integral of the
mobility-mobility correlation function Gu(r, t) and thus
a large susceptibility implies a slower spatial decay of
Gu(r, t). This means that G
∗
u(r) = Gu(r, t = t
∗) is the
slowest decaying correlation function and we can there-
fore extract from G∗u(r) the largest lengthscale at that
temperature. This is the definition of dynamical correla-
tion length ξd. The crucial result is that when the tem-
perature is lowered, both the position t∗ and the height
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Figure 19: The dynamical susceptibility χu(t) - The
mobility-mobility susceptibility χu(t) as a function of time at
different temperatures, in glass-forming liquids (upper panel)
and polymer melts (lower panel). The curves reach a peak
at t = t∗, which corresponds to the time regime over which
dynamics is most heterogeneous. If we rescale susceptibility
and time by their peak values and plot χu(t/t
∗)/χu(t
∗) we
obtain an excellent collapse of the curves at various temper-
atures (inset). (Upper panel: reprinted with permission from
[177]; copyright of American Physical Society. Lower panel:
reprinted with permission from [178].)
χu(t
∗) of the peak of the dynamical susceptibility grow
significantly [177, 178]. In turn, this fact implies that the
mobility correlation function G∗u(r) is more long-ranged
and that the dynamical correlation length ξd increases.
The mobility-mobility correlation function Gu(r, t)
connects directly to the physical picture of dynamical
heterogeneities and it is thus quite illuminating. How-
ever, the essential ingredient to find the dynamical cor-
relations is not really the mobility, but rather the fact
that we are calculating a four-point correlation function,
in contrast with standard two-point functions, as g(r).
This is clear from (168): each one of the two displace-
ments δu contains in turn the position of the particle at
two instant of time. The four-point nature simply de-
rives from the fact that to unveil cooperative dynamics
we must check what happens in two spatial locations,
separated by r, at two different instants of time, sepa-
rated by t.
The correlation function can thus be defined using any
reasonable observable, provided that we keep the four-
point structure. We call this general correlation function
G4(r, t), dropping the displacement label u, and empha-
sizing its four-point nature. In the particular, but impor-
tant, case of the density fluctuations, we have,
G4(r, t) = 〈δρ(0, 0)δρ(0, t) δρ(r, 0)δρ(r, t)〉
−〈δρ(0, 0)δρ(0, t)〉 〈δρ(r, 0)δρ(r, t)〉 . (170)
The structure is conceptually the same as before:
δρ(0, 0)δρ(0, t) measures what is going on at a certain
position over the time interval t, and we compute the
spatial correlation of this product with its counterpart
at distance r. This definition of G4 allows us to give
a deeper interpretation the correlation functions we are
discussing. As we have repeated many times, the most
remarkable dynamical signature of the glass transition
is the two steps relaxation of the dynamical correlation
function, C(t). The lower the temperature, the longer
C(t) remains at the plateau. Ergodicity is thus ‘im-
perfectly’ broken: the dynamical correlation function is
stuck to a nonzero value for times that are very long,
although shorter than the correlation time. We may ex-
press this fact by writing,
lim
t→∞
C(t, T ∼ Tg) = C
⋆ 6= 0 , (171)
where the limit is imperfect, in the sense that t must
remain smaller than τR, which is however very large close
to Tg. As we have seen, this imperfect transition becomes
perfect in MCT and in the mean-field p-spin model. On
the other hand, at higher temperatures,
lim
t→∞
C(t, T ≫ Tg) = 0 . (172)
This means that the long time limit of the dynamical
correlation function can be interpreted as the order pa-
rameter of the (imperfect) discontinuous glass transition
[250]. This fact is ripe of consequences on the interpre-
tation of G4. By using the density fluctuations, we can
write the dynamical correlation function as,
C(t) = 〈δρ(x, 0)δρ(x, t)〉 . (173)
Let us now compare (170) to (173). If we define the
time-dependent field,
ϕ(x, t) = δρ(x, 0)δρ(x, t) , (174)
we have that C(t) is indeed the order parameter, i.e. the
average of the field,
C(t) = 〈ϕ(x, t)〉 , (175)
which, thanks to the average, does not depend on x. On
the other hand, G4(r, t) is the spatial correlation function
of the same field, i.e. the connected average of the two-
point product at distance r,
G4(r, t) = 〈ϕ(0, t)ϕ(r, t)〉 − 〈ϕ(0, t)〉〈ϕ(r, t)〉 . (176)
Therefore, G4(r, t) is nothing else than the (spatial) cor-
relation function associated to the order parameter most
relevant to the glass transition, namely the dynamical
correlation function C(t). This conclusion makes the def-
inition of G4(r, t) certainly more natural. The order pa-
rameter C(t) is in turn a (dynamical) correlation function
and this explains the four-point nature of G4.
Even though we have conceptually defined the dynam-
ical susceptibility as the space integral of G4(r, t), one
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can see that, as any other susceptibility, χ4(t) measures
also the fluctuations of the bulk order parameter, Φ(t),
defined as the space integral of the field,
Φ(t) =
1
V
∫
dxϕ(x, t) =
1
V
∫
dx δρ(x, 0)δρ(x, t) .
(177)
Indeed, we can write,
χ4(t) = V
[
〈Φ(t)2〉 − 〈Φ(t)〉2
]
=
1
V
∫
dx dy 〈ϕ(x, t)ϕ(y, t)〉 − 〈ϕ(x, t)〉〈ϕ(y, t)〉 =∫
dr 〈ϕ(0, t)ϕ(r, t)〉 − 〈ϕ(0, t)〉〈ϕ(r, t)〉 =
=
∫
dr G4(r, t) . (178)
When the field carries a discrete space variables, ϕi(t),
we have to simply change normalization,
Φ(t) =
1
N
∑
i
ϕi(t) (179)
χ4(t) = N
[
〈Φ(t)2〉 − 〈Φ(t)〉2
]
. (180)
Whatever is the specific choice of the field ϕ(x, t) (or
ϕi(t)), the average of its bulk counterpart, Φ(t), is equal
to the dynamical correlation function,
〈Φ(t)〉 = C(t) . (181)
From (178) and (181) we therefore learn something inter-
esting: the dynamical susceptibility χ4(t) measures the
fluctuations of the dynamical correlation function C(t).
The peak of χ4 shows that these fluctuations reach a max-
imum at t = t∗ ∼ τR. Following this same interpretation,
we have that the mobility dynamical susceptibility, χu(t),
related to the particle displacements ui(t), measures the
fluctuation of the mean-square displacement (MSD). As
we have seen in Section IV-G, the MSD has a plateau
structure completely analogous to that of the dynamic
correlation function. We therefore expect that χ4(t) (i.e.
the fluctuation of the dynamic correlation function) and
χu(t) (i.e. the fluctuation of the MSD), give qualitatively
the same results.
The need to define a four-point object in order to have
a nontrivial susceptibility has been long known in the
context of spin-glasses. A very early and particularly
illuminating discussion of this point was given in [95],
where it was also hinted that a similar tool was probably
essential also in glass-forming liquids. For what concerns
numerical simulations in liquids, the four-point correla-
tion function G4 defined in (170) was first introduced
in [180], well before mobility-mobility correlation func-
tions were analyzed. However, the attempt of [180] to
find a growing lengthscale through G4 gave negative re-
sults. Later, in [181], the dynamical susceptibility χ4(t)
was defined as the fluctuation of the overlap between two
configurations at different times,
q(t) =
1
N
∑
i
σi(0)σi(t) , (182)
where the definition of the ‘spins’ σi has been given in
Section VII-G. The associated dynamical susceptibility
is,
χ4(t) = N
[
〈q(t)2〉 − 〈q(t)〉2
]
=
1
N
∑
i,j
〈σi(0)σi(t)σj(0)σj(t)〉
− 〈σi(0)σi(t)〉〈σj(0)σj(t)〉 , (183)
which is clearly the space integral of a four-point cor-
relation function. The numerical analysis of χ4(t) done
in [181], though, focused on off-equilibrium, rather than
equilibrium dynamics, and it found a dynamical correla-
tion length that increased with the waiting time. A suc-
cessful equilibrium study of the dynamical susceptibility
in numerical experiments was finally performed in [182].
The behaviour of χ4(t), was found to be qualitatively
the same as the susceptibility associated to the mobility
fluctuations, χu(t): χ4(t) has a peak at t = t
∗ ∼ τR,
and the height of this peak χ4(t
∗) increases when T de-
creases (Fig.20). From the decay of G∗4(r) = G4(r, t = t
∗)
one can extract a growing dynamical correlation length,
ξd(T ). This behaviour of χ4(t) and the associated growth
of ξd has been also confirmed experimentally [184].
Up to now we have seen that χ4(t
∗), and thus ξd, in-
creases with decreasing temperature. What is the form
of this growth? The data seems to be compatible with
a power law divergence of χ4(t
∗) at the MCT tempera-
ture Tc [177, 178, 182, 183]. Of course, we must apply
to this kind of power-law fit all the caveats we learned
when discussing MCT. In particular, this divergence can-
not be really present and ξd remains finite at Tc. Still,
the fact that above Tc data are reasonably well fitted
by a power law behaviour typical of MCT agrees with
the interpretation of Tc as a dynamical mean-field di-
vergence, smoothed out in finite dimension by activated
barrier crossing. This interpretation receives further sup-
port from the following two facts. First, in the context
of MCT it has been proved the existence of a dynami-
cal correlation length diverging (as a power law) at Tc
[185]. Second, χ4(t) can be exactly computed in the
p-spin mean-field model and its qualitative form is the
same as the one found in supercooled liquids (Fig.20). In
particular, χ4(t
∗) diverges as a power law at the dynam-
ical transition Tc [182]. Furthermore, in the p-spin below
the dynamical transition it can be defined a four point
static susceptibility, similar in spirit to the dynamic χ4,
which diverges for T → T−c [182, 186]. These MCT and
mean-field results strengthen the idea that the increase
of the relaxation time on approaching Tc, and thus the
‘imperfect’ ergodicity breaking of the dynamic correla-
tion function C(t), is due to the ‘imperfect’ divergence of
the dynamical correlation length at Tc.
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Figure 20: The dynamical susceptibility χ4(t) - The dy-
namical susceptibility χ4(t) as a function of time at different
temperatures, in the mean-field p-spin model (analytic - upper
panel) and in glass-forming liquids (numerical - lower panel).
In this case χ4(t) is obtained from the fluctuation of the over-
lap, equation (183). Inset: the peak value of the susceptibility
χ4(t
∗) scales reasonably well as a power law with (avoided)
divergence at the MCT Tc. (Reprinted with permission from
[182])
In the context of mean-field spin-glasses the divergence
of ξd has a neat interpretation [95, 138, 187, 188]. In
these systems, the dynamical transition corresponds to
the formation of a secondary minimum of an effective
potential V (q), which is roughly the free energy price we
must pay to keep a system at fixed overlap q from an equi-
librium configuration [138, 187]. The lowest minimum of
this potential at q = 0 corresponds to the ergodic phase,
whereas a secondary (metastable) minimum at q 6= 0
appears below Tc and it corresponds to the broken er-
godicity phase. In this context, the dynamical transition
Tc acts like a spinodal instability [95, 187]: the curva-
ture of the potential at the point where the secondary
minimum disappears (appears) is zero, and thus the as-
sociated susceptibility and correlation length diverge. It
was this physical mechanism that suggested to calculate
χ4(t) also in supercooled liquids [188].
What happens in deeply supercooled liquids below Tc?
Clearly, the MCT fit only holds above Tc; the empirical
values of χ4(t
∗) and of ξd are finite at Tc, and they go
on growing below this temperature, just as the plateau
of the dynamic correlation function C(t) does not really
diverge at Tc, and it get longer at lower temperatures.
However, the theoretical interpretation of the growth of
χ4(t
∗), in terms of an approaching spinodal at Tc, does
not make sense below Tc. Moreover, the static suscepti-
bility defined for the p-spin model in [182, 186] diverges
going to T−c , and thus it decreases when lowering the
temperature; hence, it cannot help us in giving an in-
terpretation of the empirical growth of χ4(t
∗) below Tc.
What then?
It is not easy to give an answer to these questions.
Perhaps, a partial understanding can be reached if we
note that the role of Tc as a spinodal temperature was
also emphasized in a rather different context, that of the
mosaic theory: Tc (or the Goldstein’s temperature Tx,
which is the same) is the point where the generalized sur-
face tension between amorphous metastable states goes
to zero, basically because minima below Tc turn into sad-
dles above Tc. In the context of the (reloaded) mosaic
theory we measured a static correlation length ξ, which
is not defined above the spinodal Tc. Therefore, we see a
certain specular symmetry of the two frameworks where
the dynamic and static correlation lengths have been de-
fined. The pivot of this symmetry is Tc. In the dynamical
mean-field context, ξd diverges at T
+
c and it is undefined
below Tc. In the static context, Y vanishes at T
−
c , so that
ξ is undefined above Tc, but it increases below Tc. This
considerations suggest that around Tc there may be a
crossover between dynamic and static correlation length.
Under this interpretation, the growth of ξd above Tc
would be driven by the approaching mean-field spinodal
at Tc, whereas below Tc the empirically measured ξd
would in fact be slave to the static correlation length ξ,
whose growth is driven by a thermodynamic mosaic-like
mechanism. In fact, we have already seen that the growth
of the relaxation time τR has different origins above Tc
(vanishing number of unstable directions) and below Tc
(activated dynamics). It would therefore be not surpris-
ing if something similar held for the correlation length.
After all, rather than having different correlation lengths
(dynamical and static), it is perhaps more satisfying to
have different physical mechanisms leading to the growth
of the same correlation length. On this highly specula-
tive, utterly unsupported, and rather boring considera-
tions, we conclude this long chapter.
VIII. I COULDN’T DISAGREE MORE!
When I lived in the UK, I enjoyed to watch a TV show
called “If I Ruled the World”. My favourite part of the
program was when the dialectic ability of the guests was
challenged by asking them to disagree with some amaz-
ingly obvious statements, like ‘War is a very bad thing’,
or ‘Jesus was a nice guy’, and so on. Each reply had to
start with the ritual sentence: ‘I couldn’t disagree more!’.
I wish the content of these notes were so obvious as to
make it equally hard to disagree with it. Yet, this is not
the case. As I said in the Introduction, what I have pre-
sented here is a partial view, and the reader should keep
in mind that there are several other theoretical frame-
works. In this final chapter, I will give a very superficial
overview of few of these alternative theories, not really
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with the aim of explaining them in depth, but rather to
provide the necessary references for the reader to build
her/his own view.
A. Frustration-limited domains
The frustration-limited-domains (FLD) theory [189,
190, 191, 192, 193, 194, 195, 196, 197, 198] agrees on the
fact that the super-Arrhenius increase of the relaxation
time in fragile glass-formers must be due to the growth
of some sort of cooperative order in the system. Similar
to the AGDM and mosaic theories, FLD also recognizes
that such ordering must have a thermodynamic origin.
What FLD disagrees about is the physical origin of the
cooperative regions.
FLD is based on two basic concepts: locally preferred
structure and geometric frustration (sometimes called
structural, or topological frustration). The theory as-
sumes that in the liquid there is a locally preferred struc-
ture (LPS) that differs from the local structure of the
thermodynamically stable crystal. A LPS can be defined
as an arrangement of molecules that minimizes some lo-
cal free energy. In absence of frustration, the liquid would
freeze into the LPS at a second order critical point T ∗.
However, the system is prevented from doing this by the
fact that the LPS is incompatible with long-range order,
and thus it cannot tile the whole space. This is geometric
frustration. One of the key points of the theory is that
the presence of geometric frustration, however small this
is, kills the phase transition at T ∗, and yet this avoided
critical point controls much of the physics of the system,
and in particular the sharp slowing down typical of glass-
forming liquids.
An interesting point emphasized by the FLD theory
is that the strongly first order nature of ordinary liquid-
crystal phase transitions is in fact evidence of an avoided
critical point. The growth of LPS order causes a su-
perextensive strain that grows when the temperature is
lowered. Beyond a certain point, this strain makes the
system thermodynamically unstable and the strain is re-
leased by an abrupt restructuring of the liquid, which
therefore undergoes a (sharp) first order transition to the
crystal at Tm [197]. For this reason T
∗ > Tm according
to FLD theory [189]. In this context, the first order char-
acter of the liquid-crystal transition is a consequence of
frustration.
The prominent effect of avoided criticality, is that the
long range order that would be established in the un-
frustrated system, cannot be sustained when frustration
is present. For this reason the systems breaks up into
domains of frustration-limited size ξ. In other words,
“molecules in a liquid ... tend to arrange themselves into
a locally preferred structure corresponding to the mini-
mization of an appropriate local free energy; but the spa-
tial extension of this local arrangement is thwarted by
ubiquitous structural frustration that prevents a periodic
tiling of space” [195]. This static lengthscale must not be
confused with the correlation length ξ0 associated to the
(avoided) critical point. In absence of frustration ξ0 →∞
at the critical point and it decreases when the tempera-
ture is decreases below T ∗; on the other hand, ξ is infinite
at any temperature below the critical point if the frus-
tration is zero. The theory assumes that frustration is in
general rather small, so that ξ ≫ ξ0.
Different domains will have different ‘orientations’ of
the LPS, so that there is a surface tension energy on the
domain walls. In these conditions, the rearrangement (or
restructuring) of the domains becomes activated, and at
low T this causes a stupendous slow down of the dynam-
ics. This observation suggests that it may be possible
to incorporate the main ingredients of FLD within rela-
tively simple coarse-grained models. This is what FLD
has done [189, 191, 194, 195]. In FLD models, a first part
of the Hamiltonian reproduces the unfrustrated critical
point; this can be any short-range, ferromagnetic (Ising-
like) interaction term of strength J . The important point
is that the order parameter (the spin) must have many
‘orientations’ or colours, in order to reproduce the mis-
match between different domains. To the unperturbed
part one adds a weaker, long-range, anti-ferromagnetic
term of strength K, which represents the geometric frus-
tration in the system. The transition prescribed by the
ferromagnetic J term is suppressed by the presence of
the (weak) long-range frustration K.
From the statistico-mechanical analysis of such (or
similar) model, one finds that ξ ∼
√
J/K ξ−10 . Given
that the critical length ξ0 decreases getting further from
T ∗, the frustration-limited domains size ξ grows on low-
ering T . Apart from this rather crucial result explaining
super-Arrhenius relaxation, the theory obtains a number
of other interesting results. In particular, FLD models
link the amount of geometric frustration in the system to
the fragility of the liquid, so that many different kinds of
relaxation behaviour can be reproduced within the the-
ory. Moreover, if the long time α relaxation is linked
to the rearrangement of frustrated-limited domains on
scale ξ, according to FLD β relaxation corresponds to
the unfrustrated, and therefore faster, dynamics over the
critical scale ξ0 ≪ ξ.
The idea of linking glassiness to geometric frustra-
tion dates back to the early 80s [199, 200, 201, 202],
when geometric frustration was studied in relation to the
curvature of space (see also [198]). Moreover, the fact
that the competition between nearest-neighbour ferro-
magnetic and next-nearest-neighbour anti-ferromagnetic
interaction leads to a logarithmic slowing down, similar
to that observed in glassy dynamics, was first explored
in [203, 204]. Yet, the FLD theory was the first to link
in a coherent way geometric frustration to cooperative
behaviour. Indeed, one of the great virtues of FLD is
that it explains in clear physical terms why the system
breaks up into domains, whereas other schemes some-
times just assumes that domains exist, and focus on the
reason why they grow. On the other hand, it must be said
that, even though the scaling arguments and mathemat-
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ical details leading to the result ξ ∼ 1/ξ0 are perfectly
fine, the growth of ξ in the context of FLD is perhaps
not as physically transparent as in alternative theories.
It is interesting to note that the FLD theory pro-
vides quite a natural explanation for the phenomenon
of polyamorphism, i.e. the coexistence of inequivalent
amorphous phases [197]. In particular, the presence of
a structure factor somewhat intermediate between com-
pletely amorphous glass and ordered crystal in the glacial
phase of some fragile liquids (as triphenylphosphite), sug-
gests that polyamorphism could be a poorly crystallized
phase, i.e. a powder of polydisperse crystallites, resulting
from the competition between LPS and geometric frus-
tration. This would fit perfectly within FLD theory. On
the other hand, one may wonder why in more ordinary
(non-polyamorphic, non-glacial) systems, standard tools,
as the static structure factor, do not detect the existence
of frustration-limited domains. This could be due either
to the excessive polydispersivity of the LPS polycrystal,
or to its unusual (and still unknown) symmetry proper-
ties. Of course, the FLD theory would benefit a lot from
a direct observation of frustration-limited domains.
B. Dynamical facilitation
The dynamical facilitation theory (DFT) [205, 206,
207, 208, 209] is utterly critical of the theoretical ideas
presented in these notes. According to DFT, every im-
portant aspect in the physics of glass-forming liquids can
be qualitatively and quantitatively understood purely at
the dynamical level, with no need of any thermodynamic
or landscape description. This is a partial list of what is
at best useless, and at worst wrong, according to DFT:
any phase space or topological approach to the glass tran-
sition; minima and saddles of the potential energy; mode
coupling theory and the MCT transition Tc; the idea of a
crossover from nonactivated to activated dynamics at Tx;
the landscape approach; any mean-field description, and
in particular the p-spin model; the Adam-Gibbs theory;
the mosaic theory. Not to mention Kauzmann’s transi-
tion Tk. Clearly, DFT couldn’t disagree more with the
content of the present review.
The main starting observation of DFT is that dynami-
cal heterogeneities are the most distinctive trait of glassi-
ness. In this way, DFT sets its two pillars: dynamics
and real space. Dynamical heterogeneities are, indeed, a
dynamical phenomenon, associated, as we have see to a
dynamical correlation length; moreover, dynamical het-
erogeneities clearly show that there are large mobility
fluctuations in real space. Clearly, a purely static, phase
space approach is in great pain in describing dynamical
heterogeneities.
The idea of DFT is simple, elegant and actually quite
old [210, 211, 215, 216]. In a low T liquid everything is
stuck, and only few particles will be mobile. We can in-
terpret these particles as mobility defects. The key point
is that these mobility defects will not remain isolated:
the mobility of one particle prompts the mobility of other
nearby particles. In the words of Glarum, “the relaxation
of a molecule is more probable immediately after one of
its neighbors has relaxed than at an arbitrary time” [215].
This is dynamic facilitation. Because of this effect, one
expects clustering of mobile regions and thus a “meso-
scopic demixing of mobile and static regions” [205]. Note
that this simple mechanism encodes by itself the origin
of dynamical heterogeneities. Moreover, in this context
glassiness is the consequence of the effective dynamical
constraints in the interaction among particles when the
temperature is lowered, irrespective of the thermodynam-
ics of the system.
The DFT approach owes a considerable part of its cred-
ibility to the existence of kinetically constrained models
where the scenario described above is exactly realized.
These models display a phenomenology that is, in some
respects, quite similar to the one of real supercooled liq-
uids. Important examples are the Fredrickson-Andersen
(FA) model [210] and the East model [212]. In both mod-
els the Hamiltonian (and thus all thermodynamics) is
completely trivial: a chain of one dimensional noninter-
acting spins. So much for the thermodynamic approach!
On the other hand, the dynamics is nontrivial due to
the kinetical constraints (see [213, 214] for reviews on ki-
netically constrained models). For example, in the FA
model a spin can flip if either of its nearest neighbours is
in the up state, where up represent a more mobile state.
This dynamical rule embodies dynamical facilitation: if a
spin is isolated, with no mobile (up) spins around, it can
do nothing; on the other hand, clusters of mobile spins
are free to move. Such simple rules are enough to cause
a sharp slowing down of the dynamics. In particular,
there are kinetically constrained models with a strong-
like behaviour and others with a fragile, super-Arrhenius
behaviour. In the context of kinetically constrained mod-
els, then, mobile spins play the role of mobility defects in
real liquids, and they are the ones that prompts the dy-
namics. We clearly see that DFT is essentially a theory
of defect diffusion [215].
The mobility feedback triggered by facilitated dynam-
ics is sharply suppressed at low T , when mobility de-
fects become more and more dilute. The typical distance
between defects is naturally interpreted as a correlation
length. In particular, there are three phases: at high T
the system is very reach in defects, which form a cluster
percolating throughout the entire system; in this phase
the dynamics is very fluid. At a lower, but intermediate
temperature, cluster of defects of high mobility coexist
with isolated, and thus immobile, defects. Finally, at
very low T defects are typically isolated and the dynam-
ics is stuck [208].
The DFT approach would remain rather limited with-
out a way to map a normal liquid system into one of these
lattice models with facilitated dynamics. DFT achieves
this result by making a coarse graining of the dynam-
ics over a spatial scale of the order of the structural
correlation length given by the pair correlation function
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[207, 208]. This procedure is necessary in order to have
statically uncorrelated cells in the system. This is a tricky
point, however, because we have seen that there is an-
other static correlation length which grows when lowering
T , in contrast with the standard one used in [207, 208].
Hence, it is not a priori clear what is the correct coarse
graining lengthscale.
The DFT description has a particularly vivid realiza-
tion if we consider as elementary object of our study the
space-time trajectories of the defects in one dimension,
rather than simple static configurations. This is a par-
ticularly useful representation, and its is valid in gen-
eral, irrespective of its particular role within DFT. In
the trajectory space, one can clearly see that when the
temperature is lowered, bubbles are formed in the space-
time plane with a typical size l(T ), which grows when the
temperature is lowered. This scale is naturally connected
to the dynamical correlation length [208]. These kind of
space-time domains are conceptually distinct from the
cooperative rearranging regions we discussed in the ther-
modynamic context, from AGDM theory down to the
mosaic. This is no surprise, because the aim of DFT is
to explain dynamical heterogeneities, denying any ther-
modynamic origin of cooperative behaviour. The situ-
ation is not that simple, though, as we have seen that
nontrivial thermodynamic correlations do exist and it is
probably necessary to reconcile dynamics and thermo-
dynamics, rather suppressing one of the two. Still, the
picture of dynamical heterogeneities as real domains in a
larger (x, t) space is very fruitful.
The DFT approach challenges virtually all fits and ex-
trapolations that are normally done in the glassy con-
text, from the MCT fit of viscosity, down to the VFT fit
and to Kauzmann’s extrapolation, claiming that other
theoretical forms are equally satisfying in fitting the
data and that extrapolations are, well, just extrapola-
tions. In so doing, DFT questions very vividly (see
in particular [208]) all theoretical scenarios that relies
more or less firmly on such things. A partial reason
for the radically critical attitude of DFT, comes from
the fact that for a long time much of the theoretical
description of glass-forming liquids, inspired by MCT
and mean-field spin-glasses, disregarded real space struc-
ture (as we have seen, the non-mean-field approach of
[189, 190, 191, 192, 193, 194, 195, 196, 197] was a no-
table exception). Even though the need to go local in
space was very clearly stated in some of the old pa-
pers (including Goldstein’s, as we have seen), how to
do that remained rather elusive. The problem of real
space was only marginally on the map. At some point,
in this scientific landscape dynamical heterogeneities ap-
peared, bringing the urge of a new, real space approach.
As we have seen, a purely static, phase space description
is at pain in describing dynamical heterogeneities. It was
therefore not surprising that in this context a different
theory as DFT appeared, whose starting point was the
very ingredient somewhat muted in the physics of glassy
systems, namely real space structure. Hence, apart from
its scientific value and the validity of its prediction, which
I do not evaluate here, DFT had the merit to force every-
one in the field to put at the centre of the investigation
real space. In particular, any mean-field inspired ther-
modynamic approach could no longer be decoupled from
the problem of how to define and measure a correlation
length.
As we have seen in these notes, the situation has
changed in the last ten years or so. Even the purely ther-
modynamic approach to the deeply supercooled phase
makes some efforts to understand what is actually going
on in real space. Some of the efforts are rather success-
ful and we finally have a static correlation length, and
a reasonably clear interpretation of what are local acti-
vated events. Moreover, as we have seen, also the inves-
tigation of dynamical heterogeneities received much help
from some tools that make perfectly sense also in the
mean-field context, as the dynamic susceptibility. The
main problem now seems how to bring together the dy-
namic and static descriptions of cooperativity; but all
this in real space.
Of course, in those cases where quantitative predic-
tions done by DFT are in radical disagreement with other
theories (as the mosaic or MCT), experiments and sim-
ulations must clear up which is the fundamentally cor-
rect view. However, part of the DFT framework is in
fact only an alternative description of glassy phenomena,
not necessarily in contradiction with other descriptions,
once real space traits are included into them. For ex-
ample, the concepts of dynamical facilitation is certainly
valid per se, and the interpretation of dynamical het-
erogeneities as space-time domains is illuminating. The
fact that a model with trivial thermodynamics displays
glassy dynamics (as the FA model), is not a proof that
thermodynamics is irrelevant in all glassy systems. Sim-
ilarly, the fact that a model with no real space structure
displays glassy dynamics (as the p-spin model), is not a
proof that real space is irrelevant in all glassy systems.
Different descriptions, pruned of their incorrect aspects,
can ultimately coexist and complete each other. Such
coexistence may even contribute to a deeper understand-
ing.
C. From particles to quasi-species
Another approach linking glassy phenomenology to the
concentration of defects, albeit of topological, rather than
dynamical nature, was recently introduced in [217, 218,
219, 220, 221]. In two dimensions this approach shares
some similarities with the theory of volume defects in
kinetically constrained models formulated in [227, 228].
The main idea of the approach is to perform a coarse-
graining of the system that allows a discrete statistical
mechanics formulation, which is hopefully easier to study
than the original continuous one. The up-scaled degrees
of freedom of such theory are a finite number of quasi-
species (also called ‘defects’ in the early formulations of
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the theory), each one with well-defined energy and en-
tropy. How to define quasi-species?
In two dimensions this was done by performing the
Voronoi tessellation of the liquid configurations of a sim-
ulated glass-forming system [217, 218, 219, 220], building
on the results of [222, 223, 224, 225, 226]. Due to the Eu-
ler topological constraint, the average coordination num-
ber of the Voronoi cells must be equal to 6, so that lo-
cal coordination numbers other than 6 can be identified
with topological defects. The total concentration c(T ) of
defects as a function of temperature was first measured
in [226], where it was found a rather mild temperature
dependence of it. However, in [217, 218] a finer classifi-
cation of defects was given according to the number of
sides of the cells, thus defining a small number of different
quasi-species to whom each particle belongs. In partic-
ular, liquid-like quasi-species were identified and it was
found that their concentration cl, in contrast with the
total concentration of defects, has a very sharp tempera-
ture dependence. At high T , cl(T ) follows an Arrhenius
decay, whereas at low temperature, cl(T ) seems to de-
crease as a power law, cl ∼ (T − Tc)2, where the fitted
divergence Tc is below the lowest simulated temperature,
so that (as usual) no real singularity is actually observed.
In three dimensions Voronoi tessellation is less satisfac-
tory, but quasi-species can still be defined by counting the
number of nearest neighbours (within a certain threshold
distance) of each particles [221]. In this way each particle
belongs to one out of a certain (small) number of quasi-
species. As in the two dimensional case, the concentra-
tion of liquid-like quasi-species decreases quite sharply on
lowering the temperature (although apparently no longer
as a power law).
The liquid-like quasi-species concentration is associ-
ated within this framework to a (static) correlation
length, ξ ∼ c
−1/d
l , representing the typical distance be-
tween liquid-like quasi-species. In finite size simulations,
ξ becomes rapidly larger than the size of the system and
this implies that no liquid-like quasi-species are found be-
low a certain (size-dependent) temperature, so that their
concentration is effectively zero. The interesting point
is that an independent determination of the relaxation
time shows that, τR ∼ exp(ξ/T ), both in two and three
dimensions [219, 220, 221]. This result implies that the
barrier to rearrangement of cooperative regions scales as
ξ, in contrast with AGDM theory, according to which the
barrier scales as ξd (note, though, that an early study
[217] claimed that in d = 2 the barrier scaled as ξ2; this
was later corrected to ∼ ξ in [219, 220, 221]).
The free-energy f of the n-th quasi-species can be de-
fined by inverting the formula for its average concentra-
tion,
〈c(n)〉 =
e−βf(n)∑
n e
−βf(n)
, (184)
where 〈c(n)〉 is computed numerically. What one ob-
serves is that f(n, T ) is a linear function of T , thus in-
dicating that the energy e(n) and entropy s(n) of each
quasi-species do not depend on temperature [217, 221].
This is interpreted as a validity criterion of the coarse-
graining from particles to quasi-species. From the free-
energy, f(n, T ) = e(n)−Ts(n), one can obtain the energy
and entropy of each quasi-species, use them as input pa-
rameters of a model of noninteracting degrees of freedom,
and perform a semi-quantitative thermodynamic study.
The results are encouraging [218, 221], in that the calcu-
lated liquid-like concentrations follow rather closely the
functional form obtained by the fit of the numerical data.
D. The other spin-glass
The p-spin model is definitely not the mother of
all spin-glasses. Originally, spin-glass models were in-
troduced to describe real disordered magnets and the
archetype of such models is the Edward-Anderson (EA)
spin-glass, where Ising spins interact through some ran-
dom 2-body couplings [79]. In contrast to the EA pair-
wise interaction, in the p-spin model the interacting units
are plaquettes of p spins, with p ≥ 3 [13].
The differences in the phenomenology of these two
classes of models are deep and numerous. One of such
differences, that we have already remarked before, is that
in the EA spin-glass static and dynamic transitions coin-
cide and such (unique) transition is distinctively contin-
uous, whereas in the p-spin model the dynamical transi-
tion has a discontinuous nature and it is well separated
from the lower static transition. These p-spin traits suit
very well two distinctive features of real supercooled liq-
uids, namely the sudden appearance of two-steps dynam-
ical relaxation close to Tg and the fact that all the static
drama seems to take place at lower temperature (close to
Tk). These analogies, together with the fact that the dy-
namical equations of the p-spin coincide with the MCT
ones, were the first hint that the p-spin model, unlike
models for realistic spin-glasses as EA, could be the right
paradigm for glass-forming liquids [92].
In the light of this, it is perhaps surprising the recent
claim of [229, 230] that the right paradigm for describing
the thermodynamic behaviour of supercooled liquids is
the ‘other’ spin-glass, i.e. that with continuous, rather
than discontinuous transition. By using the effective po-
tential approach of [138], the free energy of a liquid was
mapped to that of the EA model with an external mag-
netic field h [229]. This mapping was then used to im-
port to supercooled liquids physics all the results, but
alas! also all the open issues, of spin-glass physics. The
foremost of these issues is whether or not in d = 3 the
EA model in a field has a thermodynamic phase transi-
tion at finite T . Even though this question is still quite
disputed (see [231] vs. [232] for experiments, and [233]
vs. [234] for numerical simulations), the authors of [229]
trust there is no transition and therefore exploit the map-
ping to claim that also in glass-forming liquids there is
no thermodynamic (i.e. Kauzmann’s) transition at finite
T . This is the first result of the effective potential theory
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of [229, 230].
As I have stressed more than once during this review,
whether or not a real thermodynamic phase transition
exist at finite T is perhaps not the most relevant ques-
tion in supercooled liquids, considering that we will never
be able to equilibrate down to this temperature anyway.
What really matters is to uncover the correct physical
mechanism leading to the sharp (super-Arrhenius) in-
crease of the relaxation time typical of fragile systems.
In this respect the effective potential theory of [229, 230]
agrees with most of the approaches we have studied, in
claiming that there is an increasing cooperative length-
scale ξ of static nature [251], which is responsible for the
increase of the barrier to relaxation and thus ultimately
of the relaxation time. Moreover, the mechanism of for-
mation of the cooperative regions according to [229, 230]
shares some similarities with the mosaic theory, in that
ξ is fixed by the competition between a surface energy
cost and a thermodynamic advantage, where the former
scales with a power of the region’s size R smaller than
the latter.
However, there is one big difference between the effec-
tive potential theory and the mosaic theory and this is
the physical origin of the thermodynamic advantage. As
we have seen, within the mosaic this is provided by the
entropy gain due to the existence of many states avail-
able to the region, and this gain scales like TScR
d. In
contrast to this, according to [229, 230] the drive to rear-
rangement is provided (under the spin mapping) by the
energy gained by flipping a certain number of spins, due
to the presence of the magnetic field h. In complete sim-
ilarity with the Imry-Ma argument for the random field
Ising model [158], this gain is proportional to hRd/2: the
energy of each flipped spin is a random variable so that
according to the central limit theorem the net gain scales
like the square root of the volume. We clearly see that,
within this theory, the surface tension exponent θ has
to be smaller than d/2 otherwise the cost is asymptot-
ically always larger than the advantage. According to
[229, 230] this condition is granted by the fact that in
EA-like spin-glasses one has θ ∼ 0.2 [235]. Furthermore,
the usual fiddling with the largely unknown exponent ψ
(connecting ξ to the barrier), yields a relationship for the
relaxation time that is compatible with VFT [229].
Intriguing as it may be, the energy gain hypothesis
of [229, 230] has one rather serious problem: what is h
in supercooled liquids? In doing the mapping from liq-
uids to spin-glass, it is very hard to keep under control
the relationship between the liquid parameters, as den-
sity and temperature, and the magnetic field h. Hence,
not only the theory provides no precise functional form
for h = h(T, ρ), but also there is no clear (nor unclear)
physical interpretation of h in the liquid context. This
is unfortunate, since according to the effective potential
theory the field is the very core of the thermodynamic
drive to cooperative rearrangement. Hence, what the
theory really lacks is a physical justification of the en-
ergy gain to rearrangement: it is unclear what would be
the equivalent of the Imry-Ma argument in real liquids.
As we have seen in the last chapter, the current numer-
ics indicates that ξ is fixed by two competing terms, scal-
ing with different powers of R, without actually telling
much about the physical nature of these two terms.
Hence, one cannot exclude a priori that the thermody-
namic drive is of energetic, rather than entropic, nature.
Still, it would be important to have a physical interpreta-
tion of this energy drive in order to compare the effective
potential theory to other approaches. In my own opin-
ion, one possibility is that standard local energy fluctua-
tions, which indeed scale as the square root of the volume,
could provide the energetic gain described by the effec-
tive potential theory: particles in a certain region may
rearrange simply because the new local configuration has
slightly (i.e. of order Rd/2) lower energy. The fact that
some interface energy cost must always be paid would
assure that anyway the rearrangement process leaves the
system at the same avarage energy level. Under this in-
terpretation, to distinguish the mosaic from the effective
potential theory one should check numerically what is the
right balance of powers between surface cost and thermo-
dynamic drive. Note that if an entropic gain, scaling like
Rd, is present and if the value of θ is not too small (say,
larger than d/2), then the energetic drive would be any-
way irrelevant compared to the entropic drive. We are
probably not far from being able to solve this issue at
least numerically.
IX. OUTLOOK
As we have seen in the last two chapters, much of the
current research in glass-forming liquids is dedicated to
develop new theoretical and empirical tools able to define
and detect a growing correlation length. For some, this
lengthscale finds its natural role within the theoretical
frameworks inspired by mean-field theories, and actually
contributes to their real space update; for others, the cor-
relation length is the cornerstone over which to build new
theories. Whatever is the right way, it is out of doubt that
the next frontier in the physics of supercooled liquids is
to reach a full understanding of real space cooperativity.
From this understanding, it will be probably possible to
select the most convincing theoretical framework. What
are the main open issues on this front?
We have seen that at low temperatures the growth
of the correlation length is responsible for the super-
Arrhenius increase of the relaxation time. We have also
seen that this happens because the activation barrier
scales like some power of the correlation length, ∆ ∼ ξψ.
We have shown that the Adam-Gibbs and the mosaic
scenario differ on the theoretical determination of ψ.
Numerically, a precise empirical determination of ψ in
three-dimensional systems is still lacking. Knowledge of
ψ would prove very useful to compare different theoret-
ical scenarios. Of course, this requires to measure the
precise value of ξ and τR over a large enough tempera-
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ture range. If this is not problematic for the relaxation
time, we are still at the beginning for what concerns the
correlation length. Of course, one must be sure that the
time and length that are measured are indeed correlated
to each other; in other words, they must measure the
dynamical and spatial fluctuations of the same order pa-
rameter. Yet, at low temperatures we may expect that
only one fundamental scale ruling slow fluctuations sur-
vives, so that probably any reasonable measurement of
τR and ξ would do the job.
A determination of the surface tension between amor-
phous states, and in particular of the exponent θ, seems
also quite important, because it may shed light on
the most fundamental ingredient of the mosaic theory,
namely the competition between configurational entropy
and surface energy. In particular, we have seen that the
surface tension should go to zero at the effective spin-
odal temperature Tc ∼ Tx, but we provided no empirical
evidence for this. In fact, as we have seen, one of the
sharpest critique put forward by the facilitated dynam-
ics approach is that the infamous crossover from high-T
nonactivated, to low-T activated dynamics at Tc ∼ Tx is
just a delusion of the community, and that in reality there
is no Tc, no Tx and activation is the only relevant mech-
anism [208]. Thus, checking whether or not the surface
tension goes to zero at the spinodal Tc, seems relevant.
Furthermore, an empirical determination of the exponent
θ may also have something to say about the real space
geometry of the cooperative rearranging regions.
A third point that seems still quite tricky is the in-
terplay between the dynamic and the static correlation
lengths. If it seems reasonable that at low T just one
scale survives, it is certainly essential to understand how
we pass from two distinct correlation lengths to one,
given that such crossover occurs in a temperature region
(around Tc) that is crucial both from an experimental
and theoretical point of view. As we have seen, the dy-
namical correlation length ξd grows quite sharply even
above Tc. In fact, according to mean-field inspired pic-
tures, there should be a divergence of ξd at Tc, which
is however avoided due to the intervention of activated
phenomena. These are in turn cooperative, and ruled by
the static correlation length ξ, which is undefined above
Tc. From this picture, one would conclude that ξd is not
associated to activated events, or at least that its growth
get the main contribution from a nonactivated mecha-
nism. Therefore, it remains to be understood: 1. Why
and how a nonactivated mechanism (saddles?) is associ-
ated to the increase of ξd? 2. How does it work precisely
the relay between ξd and ξ at Tc? Regarding these two
points, some interesting theoretical progresses have re-
cently been done in Ref.[236]. It would be important to
support them with an adequate empirical analysis.
This said, the reader should not be misled to think that
we are close to reach a final understanding of supercooled
liquids and the glass transition. Not only the three ‘little’
points I have raised above will in fact take ages to clear up
and select a unified picture, but also we must not forget
that there are dozens of other open issues that, due to
the pedestrian nature of these notes, I did not discuss at
all. Hence, the student be not afraid about the lack of
unsolved problems to work on. Supercooled liquids will
remain a beautifully open subject for quite a long time.
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