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Abstract— Energy consumption is an important issue in contin-
uous wireless telemonitoring of physiological signals. Compressed
sensing (CS) is a promising framework to address it, due to
its energy-efficient data compression procedure. However, most
CS algorithms have difficulty in data recovery due to non-
sparsity characteristic of many physiological signals. Block sparse
Bayesian learning (BSBL) is an effective approach to recover
such signals with satisfactory recovery quality. However, it is
time-consuming in recovering multichannel signals, since its
computational load almost linearly increases with the number
of channels.
This work proposes a spatiotemporal sparse Bayesian learning
algorithm to recover multichannel signals simultaneously. It not
only exploits temporal correlation within each channel signal, but
also exploits inter-channel correlation among different channel
signals. Furthermore, its computational load is not significantly
affected by the number of channels. The proposed algorithm
was applied to brain computer interface (BCI) and EEG-based
driver’s drowsiness estimation. Results showed that the algorithm
had both better recovery performance and much higher speed
than BSBL. Particularly, the proposed algorithm ensured that the
BCI classification and the drowsiness estimation had little degra-
dation even when data were compressed by 80%, making it very
suitable for continuous wireless telemonitoring of multichannel
signals.
Index Terms— Sparse Bayesian Learning (SBL), Compressed
Sensing (CS), Spatiotemporal Correlation, Telemonitoring, Wire-
less Body-Area Network (WBAN), Electroencephalography
(EEG), Brain-Computer Interface (BCI)
I. INTRODUCTION
Compressed sensing (CS) [1] has been drawing increasing
attention in the wireless telemonitoring of physiological sig-
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nals as an emerging data compression methodology 1 [2]–
[7]. It has been shown that CS, compared to traditional data
compression methodologies, consumes much less energy and
power [8], saves lots of on-chip computational resources [9],
and is robust to packet loss during wireless transmission
[10]. Thus it is attractive to wireless body-area networks for
ambulatory monitoring.
A. CS Models
The basic CS framework [1], also called the single mea-
surement vector (SMV) model, can be expressed as
y = Φx+ v, (1)
where, in the context of data compression, x ∈ RM×1 is
a single-channel signal, Φ ∈ RN×M (N < M) is a user-
designed measurement matrix, v ∈ RN×1 is sensor noise, and
y ∈ RN×1 is the compressed signal. This compression task is
performed in sensors of a wireless body-area network. Then,
the compressed signal y, through Bluetooth and Internet, is
sent to a remote terminal. At the terminal, the original signal
is recovered by a CS algorithm using the shared measurement
matrix Φ, namely 2,
x̂ = argmin
x
‖y −Φx‖22 + λg(x), (2)
where λ is a regularization parameter, and g(x) is a penalty
function of x. The most popular penalty may be the ℓ1-
minimization based penalty, namely g(x) = ‖x‖1. This
method is called signal recovery in the original domain.
When the original signal x is sufficiently sparse (i.e., only
a few entries of x are nonzero), many CS algorithm can
exactly recover x from y in the absence of noise v or with
high quality in the presence of noise 3. If x is not sparse,
one can seek a dictionary matrix D such that x can be
1The CS technique can be used for data compression and signal sampling
[1]. In this paper the use of CS for data compression/de-compression is
considered. But note the proposed algorithm can be also used as a signal
recovery method in CS-based sampling.
2There are other mathematical expressions, which are equivalent given
suitable values for regularization parameters.
3Admittedly, when x is sparse, it is trivial to use CS for data compression,
because one can just send nonzero entries (and associated locations) of x to a
remote terminal and then recover it over there. When x is non-sparse, directly
using the recovery method (2) results in failure for existing CS algorithms.
Thus the recovery method (2) is rarely used by CS algorithms. But the block
sparse Bayesian learning can adopt this method (2) to recover a non-sparse
x with correlated entries (with very small errors) [6].
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sparsely represented under the dictionary matrix, i.e., x =
Dz, where the representation coefficients z are sparse. The
dictionary matrix D ∈ RM×m(M ≤ m) can be formed
from orthonormal bases of known transforms such as discrete
wavelet transform or discrete Cosine transform (DCT), or can
be learned from data using dictionary learning [11]. Then a
CS algorithm recovers the original signal according to:
x̂ = Dẑ with ẑ = argmin
z
‖y −Ωz‖22 + λg(z) (3)
where Ω , ΦD. The method is called signal recovery in a
transformed domain.
The basic CS framework has been widely studied for data
compression/decompression of biosignals [2], [5]–[7], [12]–
[14]. For example, Aviyente [2] studied the use of Gabor
dictionary matrix for EEG. Later Abdulghani et al. [12] further
investigated various kinds of dictionary matrices. Instead of
using the popular ℓ1-minimization based penalty, other more
effective penalties were proposed, such as the block-sparsity
with intra-block correlation [7], [15], the analysis prior formu-
lation [13], and the sparsity on second-order difference [14].
Chen et al. [5] proposed an energy-efficient digital imple-
mentation of CS architecture for data compression in wire-
less sensors. Using a field programmable gate array (FPGA)
platform, Liu et al. [9] showed that CS, when compared to
a low-power wavelet compression procedure, can largely save
energy, power, and other on-chip computational resources.
In addition to the SMV model (1), another widely studied
CS model is the multiple measurement vector (MMV) model
[16], an extension of the SMV model. It can be expressed as
follows:
Y = ΦX+V, (4)
where Y ∈ RN×L, X ∈ RM×L and V ∈ RN×L are matrices.
A key assumption in the MMV model is that X is row sparse,
namely only a few rows of X are nonzero rows. Similar to
(2) and (3), the estimate of X is given by
X̂ = argmin
X
‖Y −ΦX‖22 + λf(X), (5)
or given by
X̂ = DẐ with Ẑ = argmin
Z
‖Y −ΩZ‖22 + λf(Z) (6)
where Ω , ΦD, and D is a dictionary matrix. f(X) is a
penalty encouraging row-sparsity of X. One popular penalty
is the ℓ1/ℓ2-minimization based penalty, namely f(X) =∑M
i=1 ‖Xi·‖2. In (6) it is assumed that Z is row-sparse.
Compared to recovering X column by column, i.e., treating
(5) [or (6)] as L individual sub-problems, the joint recovery as
in (5) [or (6)] can greatly improve the recovery quality of X
[16], [17]. Aviyente [2] explored this model to jointly recover
multichannel EEG signals. Polania et al. [18] explored this
model to jointly recover multichannel ECG signals. However,
the benefit of the MMV model is largely compromised if
columns of X exhibit inter-vector correlation; the benefit even
almost disappears when the inter-vector correlation is very
high [19].
Recently, by proposing the T-MSBL algorithm [19], we
showed that suitably exploiting the inter-vector correlation can
greatly alleviate its negative effect. Particularly, in noiseless
environments, under mild conditions the negative effect dis-
appears no matter how large the inter-vector correlation is (as
long as the correlation is not ± 1). This algorithm motivated
the development of the spatiotemporal algorithm presented in
this paper.
B. Challenges in the Use of CS for Wireless Telemonitoring
It is worth pointing out that most CS algorithms may not
be used for energy-efficient wireless telemonitoring especially
ambulatory monitoring, due to several challenges [20]–[22].
One challenge comes from the strict energy constraint. A
wireless telemonitoring system is generally battery-operated.
This situation with other constraints (e.g., wearability and
device cost) requires that the compression procedure should
be as simple as possible. In other words, the pre-processing
such as filtering, peak detection, and dynamical thresholding,
is not favored, since they increase circuitry complexity and
cost extra energy. In fact, the data compression stage should
be very simple. Lots of evidence have shown that the energy-
saving advantage of CS over conventional data compression
methods might be true only when the measurement matrix Φ
was a sparse binary matrix; when Φ was a random Gaussian
matrix or other kinds of matrices, the advantage disappeared.
Another challenge comes from strong artifacts caused by
human movement during data recording. The goal of wireless
telemonitoring is to allow people to move freely. Thus, the
collected physiological signals are inevitably contaminated by
strong artifacts caused by muscle movement and electrode
motion. As a result, even a sparse signal can become non-
sparse in the time domain and also non-sparse in transformed
domains [20]. The non-sparsity seriously degrades CS algo-
rithms’ performance, resulting in their failure [6]. Therefore,
CS algorithms generally need to remove artifacts before com-
pression. But this greatly increases circuitry complexity, and
conflicts with the energy constraint. The conflict is more sharp
in some scenarios such as ambulatory telemonitoring.
Very recently, we proposed using the block sparse Bayesian
learning (BSBL) framework [15] for CS of non-sparse physio-
logical signals, and achieved success in telemonitoring of fetal
ECG [6] and single-channel EEG [7]. The significant innova-
tion in those works is that, instead of using the mentioned pre-
processing methods or seeking optimal dictionary matrices, we
proposed a completely different approach: namely recovering
non-sparse signals directly without resorting to optimal dictio-
nary matrices or pre-processing methods. The key element in
BSBL is exploitation of correlation structures of a signal.
However, BSBL is designed for recovering single-channel
signals. When recovering multichannel signals, BSBL has
to recover the signals channel by channel, which is time-
consuming and thus not suitable for real-time telemonitoring
of multichannel signals. Besides, for many multichannel phys-
iological signals, there is strong correlation among signals of
different channels. Exploiting the inter-channel correlation is
necessary and very beneficial. Unfortunately, BSBL ignores it.
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C. Summary of the Work
The work introduces a spatiotemporal sparse model to
the field of CS. This model is an extension of the classic
multivariate Bayesian variable selection model [23], and was
recently used in overdetermined multivariate regression mod-
els to identify predictors by exploiting nonlinear relationships
between predictors and responses [24]. However, this model
has not been studied in CS.
Based on this model, we derive an expectation-
maximization based spatiotemporal sparse Bayesian learning
algorithm, and apply it to CS of multichannel signals. This
algorithm has several advantages.
• It can efficiently exploit temporal correlation of each
channel signal and inter-channel correlation among differ-
ent channel signals to improve recovery performance. As
we will see later, exploiting the inter-channel correlation
is very important in CS of multichannel signals.
• It has the ability to recover non-sparse correlated signals,
and signals with less-sparse representation coefficients, a
desired ability for wireless telemonitoring of physiologi-
cal signals.
• Compared to BSBL, it not only has better recovery
performance, but also has higher speed. Its computational
load is not significantly affected by the number of chan-
nels, an obvious advantage over BSBL. Thus it is very
suitable for CS of multichannel signals.
• Different from most CS algorithms, which require pre-
processing before compressing raw data, the proposed
algorithm does not require any preprocessing. Its com-
pression procedure can be implemented by very simple
circuits, thus costing ultra-low energy consumption. This
is highly desired for long-term wireless telemonitoring of
physiological signals.
In experiments on steady-state visual evoked potential
(SSVEP) based BCI and EEG-based driver’s drowsiness es-
timation, the proposed algorithm ensured that the BCI classi-
fication and the drowsiness estimation on recovered data were
almost the same as on original data, even when the original
data were compressed by more than 80%.
Some preliminary results were published in [20]. The
Matlab code of the proposed algorithm can be downloaded at
https://sites.google.com/site/researchbyzhang/stsbl.
D. Organization and Notations
The rest of the paper is organized as follows. Section II
describes the spatiotemporal sparse model. Section III derives
a spatiotemporal sparse Bayesian learning algorithm using the
expectation-maximization method. Section IV discusses some
specific settings when applying the algorithm for CS of multi-
channel physiological signals. Section V presents experimental
results on BCI and EEG-based driver’s drowsiness estimation.
Discussion and conclusion are given in the last two sections.
We introduce the notations used in this paper:
• Bold symbols are reserved for vectors and matrices.
Particularly, IL denotes the identity matrix with size
L×L. When the dimension is evident from the context,
for simplicity, we just use I;
• ‖x‖1, ‖x‖2, ‖A‖F denote the ℓ1 norm of the vector x,
the ℓ2 norm of x, and the Frobenius norm of the matrix
A, respectively;
• diag{a1, · · · , aM} denotes a diagonal matrix with
principal diagonal elements being a1, · · · , aM in
turn; if A1, · · · ,AM are square matrices, then
diag{A1, · · · ,AM} denotes a block diagonal matrix
with principal diagonal blocks being A1, · · · ,AM in
turn;
• A ⊗ B represents the Kronecker product of the two
matrices A and B. vec(A) denotes the vectorization of
the matrixA formed by stacking its columns into a single
column vector. Tr(A) denotes the trace ofA.AT denotes
the transpose of A;
• For a matrixA, Ai· denotes the i-th row, and A·i denotes
the i-th column. A[i],j denotes the i-th block in the j-
th column. Ai,[j] denotes the j-th block in the i-th row.
When assuming all columns of A have the same block
partition, A[i]· denotes the i-th block of all columns of
A.
II. THE SPATIOTEMPORAL SPARSE MODEL
To enhance the readability of the paper, we first describe
the spatiotemporal sparse model in this section, and delay the
description of the proposed algorithm to the next section.
The spatiotemporal sparse model is described as follows:
Y = ΦX+V, (7)
where Y ∈ RN×L, Φ ∈ RN×M 4, and X ∈ RM×L. The
matrices Y and Φ are known. The goal is to estimate X. In
the context of data compression, the l-th column ofX, denoted
by X·l, is a segment of an original physiological signal in the
l-th channel, and the l-th column of Y is the corresponding
compressed segment.
The matrix X is assumed to have the following block
structure:
X =


X[1]·
X[2]·
.
.
.
X[g]·

 (8)
where X[i]· ∈ Rdi×L is the i-th block of X, and
∑g
i=1 di =
M . For convenience, {d1, · · · , dg} is called the block parti-
tion. Among the g blocks, only a few are nonzero. The key
assumption is that each block X[i]·(∀i) is assumed to have
spatiotemporal correlation. In other words, entries in the same
column of X[i]· are correlated 5, and entries in the same row
of X[i]· are also correlated 6.
The i-th block X[i]· is assumed to have the param-
eterized Gaussian distribution p(vec(XT[i]·); γi,B,Ai) =
N (0, (γiAi) ⊗ B). Here B ∈ RL×L is an unknown positive
4The model and the developed algorithm does not require N < M or
N ≥ M . Thus they can be used for many other applications.
5In our data compression formulation, the correlation is a kind of temporal
correlation of a channel signal.
6In our data compression formulation, the correlation is called inter-channel
correlation, and is also called spatial correlation.
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definite matrix capturing the correlation structure in each row
of X[i]·. The matrix Ai ∈ Rdi×di is an unknown positive
definite matrix capturing the correlation structure in each
column of X[i]·. The unknown parameter γi is a nonnegative
scalar, determining whether the i-th block is a zero block or
not. Assuming the blocks {X[i]·}gi=1 are mutually independent,
the distribution of the matrix X is
p(vec(XT );B, {γi,Ai}i) = N (0,Π⊗B) (9)
where Π is a block diagonal matrix defined by
Π ,


γ1A1
γ2A2
.
.
.
γgAg

 . (10)
Besides, each row of the noise matrixV is assumed to have the
distribution p(Vi·;λ,B) = N (0, λB), where λ is an unknown
scalar. Assuming the rows are mutually independent, we have
p(vec(VT );λ,B) = N (0, λI ⊗B). (11)
Remark 1: Note that X and V share the common matrix
B for modeling the correlation structure of each row. This is a
traditional setting in Bayesian variable selection models [23],
which facilitates the use of conjugate priors for multivariate
linear regression. Besides, since in our applications the sensor
noise V can be ignored, the covariance model of V is not
important. It only facilitates the development of our algorithm.
Remark 2: The proposed STSBL model is an extension of
the model used by BSBL [15]. Setting L = 1, the STSBL
model reduces to the latter. In other words, the STSBL model
can be viewed as a set of multiple BSBL models with their
solution vectors mutually correlated. In Section VI-C we will
see the necessity of modeling the mutual correlation.
Remark 3: The proposed STSBL model is also closely
related to the T-MSBL model [19] 7. When di = 1(∀i),
STSBL reduces to the latter. Note that T-MSBL only exploits
correlation among entries of the same row in X, while STSBL
also exploits correlation among entries of the same column in
X. In the context of data compression, T-MSBL only exploits
the inter-channel correlation, while STSBL exploits both the
inter-channel correlation and the temporal correlation within
each channel signal.
The relationships revealed in Remark 2 and Remark 3
inspire us to derive an efficient algorithm, as shown below.
III. THE SPATIOTEMPORAL SBL ALGORITHM
Due to the coupling between Ai(∀i) and B, directly esti-
mating parameters in the model (7) can result in an algorithm
with heavy computational load. However, the observations
in Remark 2 and Remark 3 imply that we can use B as a
spatially whitening matrix, transforming the original model
(7) to a spatially whitened model, and use Ai(∀i) to transform
the original model to a temporally whitened model 8. Thus,
7Due to the difference in problem formulation, the temporal correlation
studied in [19] is the inter-channel correlation in this work.
8In fact, the block partition is still present. But for convenience, we call
the equivalent model a “temporally whitened” model.
we propose an alternating-learning approach, where the pa-
rameters {γi,Ai}
g
i=1 and λ are estimated from the spatially
whitened model, and the parameter B is estimated from the
temporally whitened model. The resulting algorithm alternates
the estimation between the two models until convergence. The
alternating-learning approach largely simplifies the algorithm
development.
A. Learning in the Spatially Whitened Model
To facilitate algorithm development, we assumeB is known.
Letting Y˜ , YB− 12 , X˜ , XB− 12 , and V˜ , VB− 12 , the
original STSBL model (7) becomes
Y˜ = ΦX˜+ V˜, (12)
where the columns of X˜ are independent, and so does V˜.
Thus, the original STSBL model is now spatially whitened,
and the algorithm development becomes easier.
First, we have priors for p(X˜;Π) and p(V˜;λ) as follows
p(X˜;Π) =
L∏
i=1
p(X˜·i) ∼
∏
i
N (0,Π) (13)
p(V˜;λ) =
L∏
i=1
p(V˜·i) ∼
∏
i
N (0, λI) (14)
Then we have the likelihood:
p(Y˜·i|X˜·i;λ) = N (ΦX˜·i, λI) ∀i (15)
Thus, we obtain the posterior:
p(X˜·i|Y˜·i;λ,Π) = N (µ·i,Σ) ∀i (16)
with the mean µ·i and the covariance matrix Σ given by
µ·i = ΠΦ
T (λI+ΦΠΦT )−1Y˜·i ∀i (17)
Σ = (Π−1 +
1
λ
ΦTΦ)−1 (18)
= Π−ΠΦT (λI+ΦΠΦT )−1ΦΠ (19)
Once the parameters Π and λ are estimated, the maximum-a-
posteriori (MAP) estimate of X˜ is directly given by the mean
of the posterior, i.e.,
X˜← ΠΦT (λI +ΦΠΦT )−1Y˜, (20)
and the solution matrix X in the original STSBL model (7)
can be obtained:
X← X˜B
1
2 . (21)
Thus, estimating the parameters Π and λ is crucial to the
algorithm. There are many optimization methods which can be
used to estimate these parameters, such as bound-optimization
methods [15], fast marginal likelihood maximization [25], and
variational methods [26]. In this work we use the expectation
maximization (EM) method to estimate them, since we find the
resulting algorithm can provide better recovery performance in
our application.
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Using the EM method, X˜ is treated as a hidden variable.
The Q-function for estimating {γi}i and {Ai}i is given by
Q(Π) , E
X˜|Y˜;Θ(old)
[
log p(X˜; {γi}i, {Ai}i)
]
= −
L
2
log |Π| −
1
2
L∑
i=1
E
X˜|Y˜;Θ(old)
[
X˜T·iΠ
−1X˜·i
]
= −
L
2
g∑
i=1
log |γiAi|
−
1
2
L∑
l=1
Tr
[
Π−1
(
Σ+ µ·lµ
T
·l
)]
= −
L
2
g∑
i=1
di log γi −
L
2
g∑
i=1
log |Ai|
−
1
2
L∑
l=1
g∑
j=1
1
γj
Tr
[
A−1j
(
Σ[j] + µ[j]lµ
T
[j]l
)]
,(22)
where Θ(old) denotes all the parameters estimated in the
previous iteration, Σ[j] denotes the j-th diagonal block in Σ
which corresponds to the j-th block in X˜, and µ[j]l denotes
the j-th block in the l-th column of µ.
Setting to zero the derivative of (22) w.r.t. γi, we obtain the
updating rule for γi:
γi ←
1
Ldi
L∑
l=1
Tr
[
A−1i
(
Σ[i] + µ[i]lµ
T
[i]l
)]
. (23)
Setting to zero the derivative of (22) w.r.t. Ai, we obtain
the updating rule for Ai:
Ai ←
1
L
L∑
l=1
Σ[i] + µ[i]lµ
T
[i]l
γi
. (24)
The estimate will be further regularized as shown later.
To estimate λ, the Q-function is given by
Q(λ) = E
X˜|Y˜;Θ(old)
[
log p(Y˜|X˜;λ)
]
∝ −
NL
2
logλ
−
1
2λ
E
X˜|Y˜;Θ(old)
[ L∑
l=1
‖Y˜·l −ΦX˜·l‖
2
2
]
= −
NL
2
logλ−
1
2λ
L∑
l=1
[
‖Y˜·l −Φµ·l‖
2
2
+E
X˜|Y˜;Θ(old)
[
‖Φ(X˜·l − µ·l)‖
2
2
]]
= −
NL
2
logλ−
1
2λ
‖Y˜ −Φµ‖2F
−
L
2λ
Tr
(
ΣΦTΦ
)
. (25)
Setting its derivative to zero, we have
λ←
1
NL
‖Y˜ −Φµ‖2F +
1
N
Tr
(
ΣΦTΦ
)
. (26)
Similar to the approach adopted in [15], at low signal-to-noise
(SNR) situations the above updating rule is modified to
λ←
1
NL
‖Y˜ −Φµ‖2F +
1
N
g∑
i=1
Tr
(
Σ[i]Φ
T
·[i]Φ·[i]
)
, (27)
where Φ·[i] denotes the consecutive columns in Φ which
correspond to the i-th block in X˜. In noiseless situations one
can simply set λ = 10−10 or other small values, instead of
performing the updating rule (26).
In the above development we have assumed that B is given.
This parameter can be estimated in a temporally whitened
model discussed below.
B. Learning in the Temporally Whitened Model
To estimate the matrix B, we consider the following equiv-
alent form of the original model (7):
Y = Φ ·X+V (28)
where Φ , ΦA 12 , X , A− 12X, and A is defined as
A , diag{A1, · · · ,Ag}. Note that in this model,X maintains
the same block partition as X, but its every block has no
temporal correlation due to the temporally whitening effect
from A−
1
2
i (∀i). Thus, estimating B in this model becomes
easier.
Following the approach used to derive the T-MSBL al-
gorithm [19] and assuming X, {γi}i and {Ai}i have been
obtained from the spatially whitened model (12), we have the
following updating rule for the matrix B:
Bˇ ←
g∑
i=1
γ−1i X
T
[i]·X[i]· + λ
−1(Y −ΦX)T (Y −ΦX)
=
g∑
i=1
XT[i]·A
−1
i X[i]·
γi
+
(Y −ΦX)T (Y −ΦX)
λ
(29)
B ← Bˇ/‖Bˇ‖F (30)
where X[i]· ∈ Rdi×L is the i-th block in X, and X[i]· ,
A
− 12
i X[i]·. The second item in (29) is noise-related. When
the noise is very small, or does not exist (i.e., λ → 0), it is
suggested to remove the second item for robustness.
C. Regularization
In the proposed spatiotemporal model the number of un-
known parameters is much larger than the number of available
data. Thus regularization to the estimated B and {Ai}i is very
important. Suitable regularization helps to overcome learning
difficulties resulting from the very limited data.
As in [19], we can regularize the Bˇ in (29) by
Bˇ←
g∑
i=1
γ−1i X
T
[i]·A
−1
i X[i]· + ηI (31)
where η is a positive scalar. This regularization is shown
empirically to increase robustness in noisy environments. In
noiseless environments, this regularization is not needed.
To regularize the estimates of {Ai}i, we use the strategy
in [15], i.e., modeling the correlation matrix of each column
in X[i]· as the correlation matrix of an AR(1) process with
the common AR coefficient r for all i. The strategy can be
summarized as follows.
• Step 1: From each Ai, calculate the quantity ri by
ri ←
mi1
mi0
(∀i), where mi0 is the average of entries in
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the main diagonal of Ai and mi1 is the average of entries
in the main sub-diagonal of Ai. Note that due to some
numerical problems, m
i
1
mi0
may be out of the feasible range
(−1, 1), and thus further constraints may be imposed; for
example, ri ← sign(m
i
1
mi0
)min{|m
i
1
mi0
|, 0.99};
• Step 2: Average: r ← 1
g
∑g
i=1 ri
• Step 3: Reconstruct the regularized Ai(∀i):
Aˇi ←


1 r · · · rdi−1
.
.
.
.
.
.
.
.
.
rdi−1 rdi−2 · · · 1


Ai ← Aˇi/‖Aˇi‖F
The parameter-averaging strategy has been widely used in
artificial neural networks and the machine learning communi-
ties to overcome overfitting.
Experiments showed these regularization strategies helped
further improve the algorithm’s performance. In fact, using the
Theorem 1 in [19] it can be proved that in noiseless situations
the regularization strategies to Ai and B do not affect the
global minimum of the cost function of our algorithm, in the
sense that the global minimum corresponds to the true sparse
solution. This implies that a good regularization strategy can
significantly enhance global convergence of our algorithm.
Up to now we have derived the updating rules forX, {Ai}i,
{γi}i and λ in the spatially whitened model and the updating
rules for B in the temporally whitened model. Combining
these updating rules we obtain the EM-based spatiotemporal
sparse Bayesian learning algorithm, denoted by STSBL-EM.
IV. PRACTICAL CONSIDERATIONS WHEN APPLYING
STSBL-EM
The proposed STSBL-EM algorithm has wide applications.
This section discusses some practical considerations when
applying it in practice.
In CS of multichannel physiological signals, if the channel
signal X·l has strong temporal correlation 9 in the time do-
main, using the original spatiotemporal model (7) can achieve
good recovery performance. A typical signal is ECG signals
[6].
When each channel signal X·l does not have strong tempo-
ral correlation, exploiting the temporal correlation may not be
very beneficial. Thus one can alternatively exploit the sparsity
of each channel signal in some transformed domain by using
a dictionary matrix in STSBL-EM, as stated in Section I. In
particular, one can first apply the algorithm to the following
model
Y = ΩZ+V (32)
to find the solution Z, where Ω , ΦD, and D is a dictionary
matrix under which X·l(∀l) has sparse representation Z·l.
Then one can obtain the original solution by computing X =
DZ. Note that in this method Z·l is sparser than X·l, but
generally has less correlation than the latter, or the correlation
9Here ‘strong temporal correlation’ means that if modeling the signal by
an AR(1) process, the absolute value of the AR coefficient is very large.
structure in Z·l is not well captured by STSBL-EM. Hence,
this method mainly exploits each channel signal’s sparsity in a
transformed domain instead of exploiting the channel signal’s
temporal correlation 10. This method can yield better results
than using the original model (7), if each channel signal has
no strong temporal correlation. A typical signal is EEG signals
[7].
In the following experiments on EEG signals we will adopt
the model (32) with the dictionary matrix D formed by the
orthogonal DCT bases 11. Due to the “energy compaction”
property of DCT, for the l-th channel signal X·l, the DCT
coefficients with significantly nonzero values are concentrated
in the first K entries in Z·l. Note that the first K nonzero
entries (with other coefficients with insignificantly nonzero
values locating at the (K + 1)-th entry, the (K + 2)-th entry,
etc.) can be viewed as concatenation of a number of nonzero
blocks. In this sense, the value of K does not need to be
known a priori, and the block partition in STSBL-EM can be
set rather arbitrarily. In our experiments we found STSBL-EM
showed stable performance when the block partition di(∀i)
chose values from a wide range (15 to 60). (Similar robustness
was also observed on BSBL [6].) Thus we simply set di =
16(∀i).
In practice most SBL algorithms implicitly adopt a γi-
pruning mechanism [15], [19], [29]. The mechanism sets a
small γi to zero if it is smaller than a threshold, thus speeding
up convergence and encouraging solutions to be sparse in the
level of entries [29], blocks [15], or rows [19]. However, for
raw EEG signals (especially those recorded during ambulatory
monitoring) the value of K/M could be very large [20].
Thus the DCT coefficient vectors are not sparse. In this case,
better recovery performance can be achieved by setting the
γi-pruning threshold to a very small value or even zero and
allowing algorithms to iterate only a few times [6], [7]. In
our experiments we set this threshold to zero, and terminated
the algorithm when the iteration number reached 40 or the
maximum change in any entry of the estimated X in two
successive iterations was smaller than 10−6. But when used
in other applications such as source localization, it may need
hundreds of iterations to converge.
In our work the problem of data compression is modeled as
a noiseless CS problem (i.e., the sensor noise V is ignored).
Therefore, in our experiments STSBL-EM was performed
in the noiseless situation with the parameter λ set to λ =
10−10. But this does not mean that artifacts and noise in raw
physiological signals are ignored. In fact, in our model X·l is
a raw physiological signal contaminated by noise and artifacts.
V. APPLICATION
The proposed STSBL-EM was used for CS of multichannel
EEG signals in SSVEP-based BCI and EEG-based driver’s
drowsiness estimation.
10Note that when using some dictionary matrices such as wavelet dictionar-
ies, one may exploit both sparsity and wavelet tree structures in Z
·l, which
is more beneficial than merely exploiting the sparsity [27], [28].
11One may find other dictionary matrices which can yield better results
than the DCT dictionary matrix on EEG signals [12]. But seeking the optimal
dictionary matrix is not the focus of this work.
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To show the superior performance of STSBL-EM, we chose
the BSBL-BO algorithm, an MMV-model-based CS algorithm,
and an SMV-model-based CS algorithm for comparison. We
did not choose many algorithms for comparison, since in [6]
it has been shown that ten state-of-the-art CS algorithms were
inferior to BSBL-BO. Thus, our focus was the comparison
between STSBL-EM and BSBL-BO. The three algorithms are
briefly described as follows.
• BSBL-BO [15] 12. To the best of our knowledge, it may
be the only algorithm that has the ability to recover both
non-sparse physiological signals [6] and the physiological
signals with non-sparse representation coefficients [7]. Its
block partition was set to d1 = d2 = · · · = 16.
• ISL0 [30] 13. It is based on the MMV model. When Z
is less row-sparse, it has robust performance than many
MMV-model-based algorithms.
• Basis Pursuit (BP) [31] 14. It is a classic CS algorithm
based on the SMV model. Some work [12] claimed that
it was more suitable for CS of EEG than other classic
CS algorithms. We used the SPGL1 software [32] to
implement this algorithm.
All the algorithms recovered signals in the transformed
domain. The dictionary matrix D was the DCT dictionary
matrix. For all algorithms, the measurement matrix Φ was an
N ×M sparse binary matrix of full row-rank, where M was
fixed to 256 and N was varied to meet a desired compression
ratio (CR). The CR was defined as
CR =
M −N
M
× 100. (33)
Irrespective of CR values, each column of the measurement
matrix Φ contained only two entries of 1’s with random
locations, while other entries were zeros.
Mean square error (MSE) is often used for measuring
recovery quality. However, it is shown [33] that MSE is not a
reasonable measure for natural signals. Thus it is not suitable
for EEG, especially raw EEG signals contaminated by strong
noise and artifacts. A smaller MSE does not necessarily mean
that a desired task (e.g. EEG classification) on the recovered
EEG signals can be better accomplished. Therefore, we used
a task-oriented performance evaluation method, which was
initially suggested in [6], [7].
The main idea of this evaluation method is that a practical
task is first performed on an original dataset, and then the same
task (using the same algorithm with the same initialization) is
performed on the recovered dataset, and finally the results of
the two tasks are compared. If the results are the same, this
means that the recovered dataset has high fidelity and does not
affect the practical task. If the results are far from each other,
this means that the recovered dataset is seriously distorted.
Using this idea, in our BCI experiment we compared the
classification rate on original EEG signals to the classification
12The Matlab code was downloaded at
https://sites.google.com/site/researchbyzhang/bsbl.
13The Matlab code was provided by the first author of [30] via private
communication.
14The Matlab code was downloaded at
http://www.cs.ubc.ca/
˜
mpf/spgl1/.
rate on recovered signals. In the experiment on drowsiness
estimation, we compared the estimation result using original
signals to the estimation result using recovered signals. All the
comparisons were repeated with different CR values.
Experiments were carried out on a computer with dual-core
2.8 GHz CPU and 6.0 GiB RAM.
A. SSVEP-Based BCI
In neurology, SSVEP is a response to a visual stimulus mod-
ulated at a specific frequency. The response has a fundamental
frequency and several harmonics. The fundamental frequency
is the same as that of the visual stimulus. This characteristic
has been widely used in BCI [34] to classify stimuli with
different frequencies, thereby finishing some control tasks.
A trend in BCI is to develop wearable wireless systems
[35], [36]. In such systems developing energy-efficient data
acquisition modules is highly desired.
In this experiment the dataset analyzed in [35] was used 15.
The dataset was recorded from twelve subjects. We chose the
recordings of ‘Subject 1’ for illustration, which corresponded
to visual stimuli of 9Hz, 10Hz, 11Hz, 12Hz, and 13Hz. Each
stimulus flashed for 4 seconds. The data sampling rate was 256
Hz. The monitor refresh rate was 75Hz. As in [35], canonical
correlation analysis (CCA) was used as the classifier. The
selected channel indexes were 129, 133, 193, 196, 199, 200,
203, and 210 (all in the occipital area). Detailed descriptions
on the dataset, the experiment equipment, and the recording
procedure can be found in [35].
The signals were compressed and then recovered by
STSBL-EM, BSBL-BO, ISL0, and BP, respectively. CR
ranged from 50 to 90. The recovered signals were bandpass-
filtered between 8-35 Hz. Each 8-channel epoch which cor-
responded to a visual stimulus was classified by CCA. The
classification rate was calculated by averaging over all clas-
sification results on the whole recovered signals. The same
bandpass filtering and classification were performed on the
original signals.
The classification rates of all algorithms are given in Table
I. Note that the classification rate on the original signals was
1.00. We can see that when CR ≤ 60, the classification rate
on the recovered signals by STSBL-EM was also 1.00. Even
if CR = 80, the classification rate was very close to 1.00.
These results imply that when the signals were compressed
by 80%, the recovered signals by our algorithm were still of
good quality. In contrast, all the compared algorithms did not
recover the signals with satisfactory quality even with CR =
60.
To visually examine the data recovery quality, we randomly
chose a time slot which corresponded to a visual stimulus
of 10 Hz (duration was 4 seconds). Then we picked signals
during this time slot in each channel from the original signals,
and averaged their power spectrum densities (PSD’s), shown
in Fig. 1(a). We can clearly see the fundamental frequency
(10 Hz) and the harmonic frequency (20 Hz). Similarly, we
calculated the averaged PSD from the recovered signals by
STSBL-EM when CR = 80, shown in Fig. 1(b), and the
15The dataset was downloaded at ftp://sccn.ucsd.edu/pub/SSVEP.
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TABLE I
CLASSIFICATION RATES OF ALL ALGORITHMS WHEN CR VARIED FROM 50
TO 90. THE CLASSIFICATION RATE ON THE ORIGINAL SIGNALS WAS 1.00.
CR 50 60 70 80 85 90
STSBL-EM 1.00 1.00 0.984 0.984 0.976 0.672
BSBL-BO 0.992 0.976 0.952 0.864 0.824 0.576
ISL0 0.888 0.840 0.800 0.704 0.536 0.488
Basis Pursuit 0.944 0.920 0.856 0.728 0.600 0.528
5 10 15 20 25 30 35
100
Averaged PSD of Original EEG
(a)
5 10 15 20 25 30 35
100
Averaged PSD of EEG Recovered by STSBL−EM
(b
)
5 10 15 20 25 30 35
100
Averaged PSD of EEG Recovered by BSBL−BO
Frequency (Hz)
(c)
Fig. 1. (a) Averaged PSD of signals from the original signals, which
corresponded to a visual stimulus of 10 Hz. (b) Averaged PSD of signals from
the signals recovered by STSBL-EM when CR = 80. (c) Averaged PSD of
signals from the signals recovered by BSBL-BO when CR = 80. Arrows
indicate the fundamental frequency (10 Hz). Circles indicate the harmonic
frequency (20 Hz).
averaged PSD from the recovered signals by BSBL-BO when
CR = 80, shown in Fig. 1(c). We can see both the fundamental
frequency and the harmonic frequency in Fig. 1(b). But we do
not see the harmonic frequency in Fig. 1(c). This explains why
the classification rate on the signals recovered by BSBL-BO
was lower than the classification rate on the signals recovered
by STSBL-EM, since CCA exploited both the fundamental
frequency and the harmonic frequency for classification.
Maintaining harmonic frequencies on recovered signals
implies subtle waveforms in original signals are recovered.
Therefore, the results shown in Fig. 1 further confirms that
STSBL-EM has better data recovery quality than BSBL-BO.
Fig. 2 shows the averaged consumed time of each algo-
rithm in recovering 8-channel signals of 1 second duration at
different CR values. STSBL-EM was much faster than BSBL-
BO. Their speed gap will be more significant in the next
application, in which the number of EEG channels was 30.
B. EEG-Based Driver’s Drowsiness Estimation
EEG-based driver’s drowsiness estimation and prediction is
an emerging technology for driving safety [37]–[39] and an
important application of EEG. Such systems are powered by
batteries and are generally embedded in a wearable device
such as an ordinary hat. Thus it is highly desired to develop
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Fig. 2. Comparison of consumed time in recovery of 8-channel signals
of 1 second duration at different CR. Only when the consumed time of an
algorithm is far less than 1 second, can it be used for real-time (or near
real-time) systems.
wireless EEG systems with low energy consumption [38]. In
the following we will show that the proposed algorithm can be
used in this application for energy efficient data transmission.
A set of EEG signals used in [38] were used in this
experiment. The data were recorded from a subject using a 30-
channel EEG system, when the subject was driving with some
degree of drowsiness in a realistic kinesthetic virtual-reality
driving simulator. The sampling rate was 250 Hz. During
the driving, the deviation between the center of the vehicle
and the center of the cruising lane was recorded, which was
viewed as a driving error. The driving error is known to be a
good indicator to drowsiness level [38], [39]. Details on the
recording system, the recording procedure, and the virtual-
reality driving simulator are given in [38].
Many methods were proposed to estimate the drowsiness
level from recorded EEG signals. One method is given in [38],
[39]:
• Use lowpass filter with a cut-off frequency of 50 Hz to
remove power line noise and other high-frequency noise
from raw EEG signals.
• Perform online independent component analysis (ICA)
[40] on the signals, and select an independent component
(IC) for further analysis.
• Calculate log PSD of the selected IC at a frequency every
2 seconds. The time-varying subband log PSD is then
used as the drowsiness estimate 16.
To evaluate the quality of the drowsiness estimate, the Pearson
correlation between the driving error (an indicator to the
drowsiness level) and the time-varying subband log PSD of
the selected IC is often evaluated. High Pearson correlation
indicates a good drowsiness estimate. Details of the method
can be found in [39].
Since our goal is to show that the proposed algorithm can
be used in this application, we need to investigate whether the
drowsiness estimation accuracy is degraded when using the
16For more robust estimation, one can seek an optimal mapping from the
log PSD to the driving error using a training set. Since our goal in this
experiment was to show the data recovery quality of the proposed algorithm,
we just simply treated the time-varying log PSD as the drowsiness estimate.
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Fig. 3. Comparison of the driving error, the log PSD of IC0 at f = 5 Hz,
and the log PSD of ICrec at f = 5 Hz and at different CR values. ICrec
was obtained from recovered signals by STSBL-EM which had the highest
correlation with IC0. (a) The driving error. (b) The log PSD of IC0 at f = 5
Hz. (c)-(f) are the log PSD of ICrec at f = 5 Hz when CR = 50, 60, 70, and
80, respectively. Their Pearson correlations with the driving error are shown
in each subplot.
recovered signals. Thus, we compared the drowsiness estimate
from the recovered signals to the one from the original signals.
Particularly, we adopted the following procedure:
1) Repeat the above drowsiness estimation using the orig-
inal signals by selecting an IC (denoted by IC0) and a
frequency f . Evaluate the Pearson correlation between
the driving error and the time-varying log PSD of IC0
at the frequency f . Denote the correlation by r0.
2) Perform the same ICA decomposition on the recovered
signals, and choose the IC which has the highest Pearson
correlation with IC0. Denote the IC by ICrec.
3) Calculate the time-varying log PSD of ICrec at the
frequency f .
4) Evaluate the Pearson correlation between the driving
error and the time-varying log PSD calculated in the
above step. Denote the Pearson correlation by rrec.
5) Compare rrec to r0.
In our experiment, IC0 was the IC whose log PSD at f = 5
(Hz) had the highest correlation with the driving error.
Fig. 3 shows the driving error signal, the time-varying log
PSD of IC0 at f = 5 Hz, and the time-varying log PSD of
ICrec at f = 5 Hz at different CR values. ICrec was obtained
from recovered signals by STSBL-EM. The r0 and the rrec at
different CR values are also given in corresponding subplots.
Clearly, when CR was no more than 80, the drowsiness
estimate from the recovered signals by STSBL-EM was almost
the same as the one from the original signals.
Table II further shows the r0 and the rrec’s of all algorithms
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Fig. 4. Averaged consumed time of all algorithms in recovery of the 30-
channel signals of 1.024 second duration at different CR values. BSBL-BO
was slow, because it had to recover these signals channel by channel.
when f = 4, 5, 6, 7 (Hz) and CR varied from 50 to 80. We
can see when CR was small (e.g. 50-60), all the algorithms
recovered the signals well. Their drowsiness estimates were
almost the same as the estimate from the original signals. How-
ever, when CR increased, only STSBL-EM ensured accurate
drowsiness estimation; particularly, the drowsiness estimate
was almost not affected even if the raw EEG signals were
compressed by 80%.
Fig. 4 shows the averaged consumed time of all algorithms
in recovery of the 30-channel signals of 1.024 second duration
at different CR values. STSBL-EM was much faster than
BSBL-BO, suggesting that it is more suitable for real-time
applications especially when the channel number is very large.
It is worth pointing out that the raw EEG signals contained
strong artifacts due to muscle movement. However, the pro-
posed algorithm did not require any preprocessing before data
compression.
VI. DISCUSSIONS
A. Energy Consumption
We have mentioned that the proposed algorithm compresses
data with ultra-low energy consumption. This is due to the
use of the simplest measurement matrix and the algorithm’s
powerful data recovery ability.
The measurement matrix Φ is a very simple sparse binary
matrix. Its each column contains only two entries of 1’s,
while other entries are zeros. Using this matrix has two major
benefits,
• Code execution in data compression is largely reduced.
Consequently, the energy dissipated in code execution is
very low.
• Using this measurement matrix largely simplifies circuit
design. Therefore the cost and the size of chips can be
reduced.
It is worth noting that such a measurement matrix is not
suitable for any CS algorithms. Some algorithms may have
seriously degraded performance when using the measurement
matrix.
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TABLE II
COMPARISON BETWEEN r0 CALCULATED FROM THE ORIGINAL SIGNALS AND rrec CALCULATED FROM RECOVERED SIGNALS BY ALL ALGORITHMS AT
4-7 HZ AND DIFFERENT CR VALUES. ‘–’ MEANS THE ICA DECOMPOSITION ON THE RECOVERED SIGNALS BY THE CORRESPONDING ALGORITHM DID
NOT YIELD THE DESIRED IC.
4Hz 5Hz
CR 50 60 70 80 50 60 70 80
Original Data 0.853 0.878
STSBL-EM 0.853 0.842 0.866 0.848 0.882 0.873 0.903 0.870
BSBL-BO 0.853 0.841 0.841 0.793 0.880 0.875 0.874 0.776
ISL0 0.851 0.735 - - 0.885 0.776 - -
Basis Pursuit 0.839 0.842 0.824 0.780 0.873 0.854 0.840 0.795
6Hz 7Hz
CR 50 60 70 80 50 60 70 80
Original Data 0.881 0.807
STSBL-EM 0.879 0.870 0.896 0.867 0.809 0.771 0.849 0.808
BSBL-BO 0.873 0.871 0.882 0.733 0.788 0.801 0.802 0.526
ISL0 0.874 0.783 - - 0.806 0.654 - -
Basis Pursuit 0.867 0.842 0.808 0.766 0.779 0.753 0.728 0.584
Besides, many CS algorithms require preprocessing on
raw data before compression, such as dynamic threshold-
ing, filtering, and seeking specific waveform features. These
preprocessing consumes lots of energy 17. In contrast, our
proposed algorithm does not require these preprocessing steps.
On the other hand, our algorithm’s powerful recovery ability
ensures high recovery performance when the compression ratio
is high (e.g. CR=80). Thus, the energy dissipated in wireless
transmission can also be largely reduced.
In [9], [10] the compression procedure of BSBL-BO was
analyzed. These works showed that BSBL-BO, compared to
conventional data compression procedures, dissipated only
about 10% to 20% energy, shortened compression time by
more than 90%, and largely saved other computational re-
sources. Since the compression procedures of BSBL and
STSBL-EM are the same, these analysis results are applicable
to STSBL-EM. But it is worth noting that STSBL-EM has
more powerful recovery ability than BSBL-BO.
B. Stable Speed Regardless of Channel Numbers
Comparing Fig. 4 with Fig. 2 we find that the consumed
time of STSBL-EM was relatively stable, although the channel
number in Fig. 4 was almost four times of the channel
number in Fig. 2. The reason is that to recover multichannel
physiological signals, the algorithmic complexity of STSBL-
EM mainly depends on the computation of (19) and (20),
which is totally O(M3+2M2N+MN2+MNL+N3). When
L is small compared to M 18, the algorithmic complexity
is approximately O(M3 + 2M2N), which does not depends
on L. Thus the consumed time of STSBL-EM does not
change significantly when the channel number dramatically
changes. Note that when recovering a single-channel signal,
17It is highly doubted that if using such preprocessing, CS still has its
energy-saving advantages over traditional data compression algorithms.
18In a typical scenario of telemonitoring of multichannel physiological
signals, L varies from two to dozens, while M varies from 200 to 1000.
the algorithmic complexity of BSBL-BO is also dominated by
O(M3+2M2N). But when recovering L-channel signals, its
computation load increases L-fold, since it has to recover the
signals channel by channel. This explains why the consumed
time by BSBL-BO in Fig. 4 was roughly four times the
consumed time in Fig. 2.
C. Exploitation of Inter-Channel Correlation
Jointly recovering multichannel biosignals have been stud-
ied in a number of works. However, these works were gener-
ally based on the MMV model. They only exploited common
sparsity profiles among channel signals, but did not exploit the
inter-channel correlation. It is shown [19] that if ignoring the
correlation, most MMV-model based CS algorithms will have
degraded recovery performance, especially in the presence of
high inter-channel correlation. In the two EEG datasets used
in our experiments, the inter-channel correlation between Z·,i
and Z·,j is very high, generally above 0.9 (when |i− j| ≤ 5).
Thus it is not difficult to understand why ISL0 had poor
performance in the experiments. In fact, in the two experiments
if STSBL-EM was performed without exploiting the inter-
channel correlation (i.e. setting B = I), the BCI classification
rate and the drowsiness estimation were very poor, even poorer
than those by BSBL-BO.
Therefore, exploiting the inter-channel correlation is neces-
sary in CS of multichannel signals; ignoring it can seriously
deteriorate CS algorithms’ performance. This also indicates
the importance of our work in developing the STSBL-EM
algorithm which can exploit the correlation.
VII. CONCLUSIONS
We proposed a spatiotemporal sparse Bayesian learning
algorithm for energy-efficient compressed sensing of multi-
channel signals. In contrast to existing compressed sensing
algorithms, it not only exploits correlation structures within
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a single channel signal, but also exploits inter-channel cor-
relation. It has much better recovery performance than state-
of-the-art algorithms. Its speed is relatively stable even when
the channel number significantly changes. Experiments on
SSVEP-based BCI and EEG-based driver’s drowsiness estima-
tion showed that when using the proposed algorithm, the BCI
classification rate and the drowsiness estimation on recovered
signals were almost the same as those on original signals, even
when the signals were compressed by 80%.
Since the algorithm takes root in Bayesian basis selection,
it can be used in many other applications, such as feature
selection, source localization, and sparse representation.
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