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RESUMO
ESTUDO DE TE´CNICAS DE SINTONIA DO PREDITOR
DE SMITH FILTRADO PARA SISTEMAS
MULTIVARIA´VEIS COM ATRASO
SERGIO ANDRES CASTAN˜O GIRALDO
Abril/2016
Orientador: Prof. Rodolfo Ce´sar Costa Flesch, Dr.
Coorientador: Prof. Julio Elias Normey-Rico, Dr.
A´rea de concentrac¸a˜o: Controle, Automac¸a˜o e Sistemas
Numero de pa´ginas: 135+1
Este trabalho apresenta duas contribuic¸o˜es ao controle de sistemas
multivaria´veis com atraso empregando estruturas de compensac¸a˜o de
atraso: (i) uma avaliac¸a˜o teo´rico-experimental de diferentes te´cnicas de
desacoplamento para facilitar o projeto do controlador prima´rio e (ii)
a generalizac¸a˜o para o caso multivaria´vel de uma te´cnica de sintonia
automa´tica o´tima para o filtro de robustez da estrutura de predic¸a˜o.
Os desenvolvimentos foram realizados tomando como base o preditor
de Smith filtrado, tanto na estrutura de compensac¸a˜o total dos atrasos
do modelo da planta quanto na de compensac¸a˜o dos atrasos efetivos
por sa´ıda, e foram validados atrave´s de simulac¸o˜es em processos indus-
triais extra´ıdos da literatura. Como principal resultado da avaliac¸a˜o
das te´cnicas de desacoplamento, tem-se a prova de que e´ imposs´ıvel a
aplicac¸a˜o de desacopladores para que se tenha uma compensac¸a˜o total
dos atrasos da planta no modelo ra´pido e ao mesmo obter uma predic¸a˜o
da sa´ıda do processo para o caso geral de sistemas lineares, invariantes
no tempo e multivaria´veis com atraso. Mostrou-se ainda que o melhor
cena´rio para o desacoplamento ocorre com a compensac¸a˜o dos atra-
sos efetivos por sa´ıda, visto que para uma grande classe de sistemas
e´ poss´ıvel desacoplar tanto o modelo ra´pido quanto a sa´ıda completa
do sistema com o mesmo desacoplador. Como resultado da segunda
linha de estudo, tem-se a proposta de um procedimento que considera
o grau de incertezas do modelo multivaria´vel, estimado em tempo de
execuc¸a˜o, para ajustar o filtro de robustez de forma o´tima para garan-
tir a melhor resposta de rejeic¸a˜o de perturbac¸o˜es que ao mesmo tempo
garanta estabilidade robusta.
Palavras-chave: Preditor de Smith filtrado. Sistemas com atraso.
Processos multivaria´veis. Robustez.
ABSTRACT
STUDY OF TUNING METHODS ON THE FILTERED
SMITH PREDICTOR FOR MULTIVARIABLE
SYSTEMS WITH DELAY
SERGIO ANDRES CASTAN˜O GIRALDO
April/2016
Advisor: Prof. Rodolfo Ce´sar Costa Flesch, Dr.
Co-Advisor: Prof. Julio Elias Normey-Rico, Dr.
Area of concentration: Control, Automation, and Systems
Number of pages: 135+1
This dissertation presents two contributions to the control of multi-
variable systems with multiple delays using dead-time compensation
structures: (i) a theoretical and experimental evaluation of different
decoupling techniques to facilitate the design of the primary controller
and (ii) the generalization to the multivariable case of an optimal auto-
matic tuning procedure for the robustness filter of the prediction struc-
ture. The developments were carried out considering both approaches
of the filtered Smith predictor: the complete time-delay compensat-
ing structure, and the effective output-delay compensating structure.
The developments were validated through simulations in industrial pro-
cesses extracted from literature. The main result of the evaluation of
decoupling techniques is a proof that the application of decoupling is
impossible for one to have an overall compensation of delays in the
fast model and even get the outputs forecast of the process for the
general case for linear time-invariant systems with multiple delays. It
also showed that the best scenario for the decoupling occurs with the
effective output delay compensation, whereas, for many systems it is
possible to decouple both, the fast model and the full output system
with the same decoupler. As a result of the second line of study, there
is the proposal for a procedure that considers the degree of uncertainty
in the multivariable model, with online estimation, to optimally tune
the of robustness filter to ensure better disturbance rejection response
with guaranteed robust stability.
Keywords: Filtered Smith predictor. Systems with delays. MIMO
processes. Robustness.
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1 INTRODUC¸A˜O
A maioria dos processos industriais apresenta atraso na sua dinaˆ-
mica. Exemplos t´ıpicos da indu´stria de processos sa˜o as colunas de des-
tilac¸a˜o, evaporadores e trocadores de calor (NORMEY-RICO; CAMACHO,
2007). O atraso e´ um fenoˆmeno decorrente do deslocamento temporal
que pode aparecer entre duas ou mais varia´veis do sistema de controle.
Ele pode ser causado, por exemplo, pelo tempo necessa´rio para trans-
portar massa, energia ou informac¸a˜o; pelo acu´mulo do atraso de fase
de va´rios sistemas de baixa ordem cascateados; e pelo pro´prio tempo
necessa´rio para realizac¸a˜o dos ca´lculos da lei de controle (NORMEY-
RICO; CAMACHO, 2007).
O atraso reduz a margem de fase de um sistema, o que tende a
degradar o desempenho de malha fechada ou ate´ causar instabilidade
caso na˜o sejam empregados controladores adequados (NORMEY-RICO;
CAMACHO, 2007). Para reduzir os problemas do atraso, existem duas
grandes linhas de abordagem do problema no meio industrial, as quais
sa˜o o compensador do atraso de transporte (DTC, do ingleˆs dead-time
compensator) e o controle preditivo baseado em modelo (MPC, do in-
gleˆs model predictive control). Os DTC sa˜o estruturas de controle que
permitem compensar o efeito do atraso inserindo explicitamente o mo-
delo matema´tico do processo na lei de controle (NORMEY-RICO; CAMA-
CHO, 2008). O MPC, por outro lado, calcula a lei de controle em cada
interac¸a˜o com ajuda de um algoritmo de otimizac¸a˜o on-line (CAMACHO;
BORDONS, 2002). Essas duas abordagens tipicamente permitem obter
um melhor desempenho do sistema com atraso em malha fechada que
o que seria obtido com uma te´cnica cla´ssica de controle. E´ importante
ressaltar tambe´m que no meio acadeˆmico ha´ abordagens baseadas em
varia´veis de estado para tratar os problemas com atraso (KRAVARIS;
WRIGHT, 1989).
Quando o processo e´ multivaria´vel (MIMO, do ingleˆs multi in-
put multi output), os problemas de controle sa˜o ainda mais complexos
dado que adiciona-se ao problema da compensac¸a˜o do atraso o efeito
dos acoplamentos do sistema MIMO (JEROME; RAY, 1986). Em um sis-
tema MIMO, o atraso pode aparecer nas ac¸o˜es de controle na entrada do
processo, nos sinais de medic¸a˜o das varia´veis e tambe´m na interligac¸a˜o
entre as varia´veis internas. Portanto, cada caminho do sinal entre as
sa´ıdas e as entradas pode apresentar um atraso diferente (GARCI´A; AL-
BERTOS, 2010). Esses atrasos, em conjunto com as interac¸o˜es entre as
varia´veis, aumentam a complexidade do projeto de controle (JEROME;
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RAY, 1986).
Como mostrado em Flesch et al. (2011) atrave´s de aplicac¸o˜es in-
dustriais t´ıpicas, os DTC podem ser configurados e sintonizados para
atingir bom desempenho e robustez com processos com atraso, tanto no
caso monovaria´vel (SISO, do ingleˆs single input single output) como no
caso MIMO. No entanto, a aplicac¸a˜o do DTC a sistemas MIMO com
atraso tem dois grandes problemas a serem melhorados. O primeiro
aparece quando os atrasos na˜o sa˜o iguais por sa´ıda, fazendo com que
o modelo ra´pido1 a ser tratado ainda apresente atrasos, o que difi-
culta o projeto do controlador MIMO. Assim, como na˜o se consegue
eliminar os atrasos completamente, e´ necessa´rio ter uma te´cnica de
ajuste de controle que trate esse caso. Quando os atrasos mı´nimos
por sa´ıda (efetivos) esta˜o na diagonal principal, o problema se torna
menos cr´ıtico e muitas vezes pode-se atingir uma resposta razoa´vel
mesmo com o emprego de controladores descentralizados. O segundo
problema aparece justamente quando esses atrasos na˜o esta˜o na diago-
nal principal, porque o problema de projeto de controle se torna muito
mais complexo. Dado que e´ muito mais dif´ıcil fatorar implicitamente o
modelo do processo MIMO: em uma parte invers´ıvel (dinaˆmica do pro-
cesso que na˜o inclua predic¸o˜es) e uma parte na˜o invers´ıvel (os atrasos
do processo). Essa complexidade se refere a` terceira caracter´ıstica da
estrutura do preditor de Smith que sera´ vista na sec¸a˜o 2.1.
1.1 MOTIVAC¸A˜O
O preditor de Smith e´ um dos compensadores de atraso mais
comuns que existem na literatura para tratar o problema do atraso.
Uma modificac¸a˜o de sua estrutura e´ conhecida como preditor de Smith
filtrado e permite ter melhoras significativas na regulac¸a˜o das varia´veis
de controle dos diferentes tipos de processos encontrados na indu´stria.
Essa estrutura para o caso multivaria´vel e´ abordada por dois me´todos
diferentes, como mostrado em Santos, Flesch e Normey-Rico (2014).
A primeira abordagem, chamada output DTC, emprega um mo-
delo ra´pido que ainda pode possuir atrasos, visto que realiza a compen-
sac¸a˜o dos atrasos efetivos por sa´ıda. Dessa forma, a principal limitac¸a˜o
desse me´todo consiste no fato que o projeto do controlador prima´rio
deve ser realizado considerando uma planta que ainda pode possuir
1Na literatura dos compensadores do atraso de transporte (DTC) e´ conhecido
como modelo ra´pido aquele modelo que representa a dinaˆmica do processo sem o
atraso de transporte ou apenas com a parcela do atraso de transporte que na˜o pode
ser compensada pela estrutura de predic¸a˜o.
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atrasos. A principal vantagem dessa abordagem e´ que a resposta es-
perada em malha fechada para o caso nominal e´ a mesma resposta
projetada para o modelo ra´pido, pore´m com todos os atrasos presentes
na planta.
A segunda abordagem, conhecida como full DTC, emprega um
modelo ra´pido livre de atrasos, realizando uma compensac¸a˜o total dos
mesmos. Dessa forma, a principal vantagem dessa abordagem e´ que o
projeto do controlador prima´rio e´ feito considerando uma planta sem
atrasos, logo a estabilizac¸a˜o de processos com diferentes dinaˆmicas e
mu´ltiplos atrasos torna-se tarefa fa´cil no caso nominal. Sua principal
limitac¸a˜o consiste no fato que a predic¸a˜o de sa´ıda na˜o e´ mantida, dado
que a resposta esperada no sistema completo para o caso nominal na˜o
e´ a mesma resposta projetada para o modelo ra´pido, tornando dif´ıcil
atingir uma determinada especificac¸a˜o do projeto de controle.
Em ambas as abordagens, a sintonia do filtro de predic¸a˜o e´ fun-
damental no objetivo de poder determinar a velocidade de rejeic¸a˜o de
perturbac¸o˜es e garantir a estabilidade robusta. E´ importante ressaltar
que em todo projeto de controle se deve levar em considerac¸a˜o esse
tipo de compromisso a fim de poder atender a`s especificac¸o˜es gerais
do processo que se deseja controlar, uma vez que existira˜o erros de
modelagem, que podem aparecer com maior ou menor magnitude.
Neste trabalho vai ser estudada a estrutura do preditor de Smith
filtrado e sera˜o propostos me´todos que permitam aprimorar tanto a
sintonia do controlador prima´rio quanto do filtro de robustez. Para
esse estudo sera˜o levadas em considerac¸a˜o as duas abordagens atuais
para o compensador de atrasos, o full DTC e o output DTC. Para o caso
espec´ıfico do full DTC, sera´ estudada uma abordagem do controlador
prima´rio junto com uma rede de desacoplamento com o fim de poder
minimizar os acoplamentos cruzados do sistema completo, esperando
atingir uma sintonia que cumpra com a caracter´ıstica de predic¸a˜o de
sa´ıda do preditor de Smith original.
Outra parte fundamental do trabalho e´ o uso de uma estrate´gia
de sintonia automa´tica para o filtro do preditor baseado nas incertezas
de modelagem do sistema MIMO. O emprego de um me´todo de esti-
mac¸a˜o online das incertezas de modelagem proporciona um procedi-
mento auto adapta´vel para mudanc¸as de dinaˆmica que possam vir a
ocorrer na planta no decorrer do tempo e que comprometam as especi-
ficac¸o˜es do projeto inicial, em especial a estabilidade de malha fechada.
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1.2 OBJETIVOS
1.2.1 Objetivo Geral
Estudar me´todos que permitam aprimorar o desempenho do com-
pensador de atrasos conhecido como o preditor de Smith filtrado para
processos multivaria´veis com mu´ltiplos atrasos, atuando tanto na sin-
tonia do controlador prima´rio quanto do filtro do preditor.
1.2.2 Objetivos Espec´ıficos
1. Estudar se e´ poss´ıvel obter uma sintonia do controlador prima´rio
para a abordagem full DTC utilizando te´cnicas de desacopla-
mento de sistemas multivaria´veis, que permita manter a vantagem
de projetar o controlador com o modelos sem atrasos eliminando
o problema de que a resposta em malha fechada do sistema no-
minal completo seja diferente da resposta que se obte´m quando
se emprega o modelo ra´pido.
2. Estudar me´todos de otimizac¸a˜o que permitam melhorar o de-
sempenho de rejeic¸a˜o de perturbac¸a˜o da estrutura do preditor de
Smith filtrado multivaria´vel e ao mesmo tempo manter a garantia
de estabilidade robusta.
3. Avaliar o comportamento das te´cnicas propostas atrave´s de simu-
lac¸a˜o em modelos de processos com caracter´ısticas tipicamente
encontradas em ambientes industriais.
1.3 ESTRUTURA DO TRABALHO
Esta dissertac¸a˜o esta´ dividida em cinco cap´ıtulos. O comec¸o do
cap´ıtulo 2 introduz ao leitor os compensadores de atraso em processos
multivaria´veis. Na sequeˆncia, o cap´ıtulo e´ dividido em cinco sec¸o˜es,
sendo as primeiras quatro dedicadas a analisar as estrate´gias DTC e a
u´ltima dedicada a analisar estrate´gias de desacoplamento de sistemas
multivaria´veis. Na parte do DTC, e´ apresentado o preditor de Smith
e e´ discutida a modificac¸a˜o da estrutura original para tratar proble-
mas integradores e insta´veis e, ao final, sa˜o discutidas as propostas de
generalizac¸a˜o para o caso multivaria´vel. Na parte dos desacopladores,
mostra-se como e´ utilizada uma rede de desacoplamento direto, que
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permite dissociar as varia´veis de cada malha de controle do sistema
MIMO, e se trata tambe´m o projeto do controlador prima´rio empre-
gando te´cnicas de desacoplamento inverso.
No cap´ıtulo 3, e´ empregada a abordagem de desacoplamento
direto na estrutura do PSF. Inicialmente se analisa para o caso de
compensac¸a˜o por sa´ıda, output DTC, e em seguida, o mesmo e´ feito para
o caso de compensac¸a˜o completa, full DTC. Todo o desenvolvimento
do cap´ıtulo e´ realizado com o intuito de avaliar te´cnicas que permitam
simplificar e aprimorar a sintonia do controlador prima´rio.
No cap´ıtulo 4, estuda-se a importaˆncia da adequada sintonia do
filtro do preditor, mostrando uma abordagem automa´tica que permite
levar em considerac¸a˜o os erros de modelagem presentes na estrutura do
PSF, a fim de poder acelerar a resposta de rejeic¸a˜o de perturbac¸a˜o e
garantir estabilidade robusta. A abordagem e´ explicada inicialmente
para o caso SISO e posteriormente e´ estendida para o caso MIMO.
Em ambos os casos sa˜o apresentados exemplos de implementac¸a˜o da
abordagem em processos tipicamente comuns da teoria de controle,
baseados em aplicac¸o˜es industriais.
No cap´ıtulo 5, apresentam-se as concluso˜es e algumas sugesto˜es
para efetuar trabalhos futuros sobre a estrutura do compensador de
atraso MIMO PSF.
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2 REVISA˜O DA LITERATURA
O atraso de transporte em um sistema de controle de malha
fechada e´ um obsta´culo para que se tenha um comportamento ra´pido
e robusto em malha fechada, pois esse atraso reduz a margem de fase
do sistema, o que acaba degradando o desempenho do controlador.
Visando dar uma soluc¸a˜o a esse problema, Smith (1957, 1959) sugeriu
um compensador que remove efetivamente o efeito do atraso da equac¸a˜o
caracter´ıstica do sistema de controle para um processo esta´vel no caso
nominal, ou seja, sem erros de modelagem. Esse compensador, conhe-
cido como preditor de Smith (PS), foi a base de diversos estudos que
atualmente veˆm se desenvolvendo para lidar com o problema do atraso
de transporte.
Como o preditor de Smith presentou um bom desempenho em
plantas esta´veis monovaria´veis, va´rios pesquisadores buscaram formas
para estender esses resultados para o domı´nio discreto e tambe´m para
sistemas multivaria´veis com atraso simples (ALEVISAKIS; SEBORG, 1973).
A continuac¸a˜o, na sec¸a˜o 2.1 e´ apresentado para o leitor o com-
pensador de atraso proposto por Smith e a sua modificac¸a˜o na sec¸a˜o
2.2, preditor de Smith filtrado (PSF), que permite tratar problemas
integradores e insta´veis. Para esse ultimo, sera´ mostrada a importaˆn-
cia do filtro preditor para a rejeic¸a˜o de perturbac¸o˜es e para a robustez
do sistema. Logo sera´ apresentado o comportamento dinaˆmico dos sis-
temas MIMO na sec¸a˜o 2.4 e como o PSF e´ estendido para esse tipo de
processos (sec¸a˜o 2.4.2). Por u´ltimo, na sec¸a˜o2.5 sera´ mostrado para o
leitor em que consistem as interac¸o˜es dentro de uma malha de controle
MIMO e como podem ser contornadas com o uso de desacopladores que
permitam isolar cada varia´vel do sistema.
2.1 PREDITOR DE SMITH SISO
Em 1957, Otto Smith propoˆs a estrutura de controle apresentada
na figura 1, denominada preditor de Smith (PS) (SMITH, 1957). Na
figura, Pn(s) = Gn(s)e
−Lns e´ o modelo nominal do processo, Gn(s)
e´ o modelo sem atraso de transporte, conhecido na literatura como
modelo ra´pido, Ln e´ o atraso de transporte do modelo nominal, C(s) e´
o controlador prima´rio, P (s) e´ a planta real, u(t) e´ o sinal de controle,
y(t) e´ a varia´vel de processo, q(t) e´ uma perturbac¸a˜o de carga, n1(t) e´
uma perturbac¸a˜o na sa´ıda, n2(t) e´ ruido de medic¸a˜o, r(t) e´ o sinal de
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refereˆncia, ep(t) e´ o erro de predic¸a˜o e f(t) e´ a sa´ıda predita.
Figura 1 – Preditor de Smith na representac¸a˜o IMC.
+ C(s) + P(s)
𝑒−𝐿𝑛𝑠
+
+
+
𝑟(𝑡)
𝑒(𝑡) 𝑢(𝑡)
𝑞(𝑡) 𝑛1(𝑡)
𝑛2(𝑡)
𝑦(𝑡)
𝐺n(s)
𝑓(𝑡)
 𝑦(𝑡 + 𝐿𝑛)
 𝑦(𝑡)
𝑒𝑝(𝑡)
Fonte: Adaptado de (NORMEY-RICO; CAMACHO, 2007).
Essa estrutura prediz a sa´ıda do processo real, y(t), baseando-
se no modelo sem atraso, Gn(s), prevendo o comportamento do sis-
tema caso na˜o tivesse atraso de transporte, e−Lns. Assim, o con-
trole consegue se antecipar para um prova´vel comportamento que o
sistema, P (s), apresentara´ em um tempo igual ao atraso de transporte
(ZHONG, 2006). Com base nessa estrutura pode-se projetar o contro-
lador prima´rio, C(s), levando em considerac¸a˜o o processo sem atraso.
A estrutura de um DTC ideal e´ dada assumindo-se que o processo
real e´ igual ao modelo do processo, Pn(s) = Gn(s)e
−Lns = P (s), e que,
ale´m disso, na˜o existam perturbac¸o˜es no sistema. Entretanto, como
na pra´tica na˜o existem modelos totalmente perfeitos, o PS leva em
considerac¸a˜o uma parcela decorrente do erro de estimac¸a˜o da planta
com o objetivo de corrigir os efeitos do erro de modelagem (P (s) −
Pn(s)) e os efeitos das perturbac¸o˜es de carga, q(t), e de sa´ıda, n1(t)
que ingressam no sistema.
O preditor de Smith oferece a` estrutura de controle treˆs carac-
ter´ısticas fundamentais que todo sistema esta´vel cumpre levando em
considerac¸a˜o o caso de na˜o haver erros de modelagem (Pn(s) = P (s))
(JEROME; RAY, 1986).
Caracter´ıstica 1 - o atraso e´ eliminado da equac¸a˜o caracter´ıs-
tica de malha fechada, facilitando assim o projeto do controlador. Para
poder entender esta caracter´ıstica, analisa-se a func¸a˜o de transfereˆncia
de malha fechada do sistema da refereˆncia para a sa´ıda, H(s), a qual e´
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representada por:
H(s) =
y(t)
r(t)
=
C(s)P (s)
1 + C(s)P (s)− C(s)Pn(s) + C(s)Gn(s)
=
C(s)P (s)
1 + C(s) [P (s)− Pn(s) +Gn(s)] . (2.1)
Como se esta´ considerando que Pn(s) = P (s), ou sejaGn(s)e
−Lns =
G(s)e−Ls, enta˜o a func¸a˜o de transfereˆncia de malha fechada do sistema
pode ser resumida a
H(s) =
y(t)
r(t)
=
C(s)P (s)
1 + C(s)Gn(s)
=
C(s)Gn(s)
1 + C(s)Gn(s)
e−Ls. (2.2)
Por inspec¸a˜o do denominador de (2.2) evidencia-se que a equac¸a˜o
caracter´ıstica do processo em malha fechada, equac¸a˜o (2.3), fica livre
do atraso.
1 + C(s)Gn(s) = 0 (2.3)
Caracter´ıstica 2 - Na presenc¸a de variac¸o˜es no sinal de refe-
reˆncia, o preditor de Smith antecipa a sa´ıda do processo em um tempo
Ln. Como se observa na figura 1 para o caso nominal, depois do bloco
do modelo ra´pido, Gn(s), o sinal de sa´ıda, yˆ(t + Ln), vai ser exata-
mente o mesmo sinal do processo, so´ que sem atraso. Constitui-se,
dessa forma, em um sinal adiantado que antecipa o comportamento da
sa´ıda real. Isso pode ser observado considerando a resposta do sinal
de realimentac¸a˜o, f(t), da figura 1, quando se realizam mudanc¸as na
refereˆncia:
F (s) =
C(s)Gn(s)
1 + C(s)Gn(s)
R(s). (2.4)
onde L {f(t)} = F (s) e L {r(t)} = R(s).
Comparando a equac¸a˜o (2.4) com a equac¸a˜o (2.2), tem-se que
Y (s) =
C(s)Gn(s)
1 + C(s)Gn(s)
R(s)e−Lns → Y (s) = F (s)e−Lns, (2.5)
onde L {y(t)} = Y (s). A equac¸a˜o acima pode ser interpretado no
domı´nio do tempo como
f(t) = y(t+ Ln), (2.6)
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ou, de forma alternativa, que f(t) e´ a predic¸a˜o de y(t) para Ln unidades
de tempo a` frente.
Vale ressaltar que essa caracter´ıstica na˜o e´ va´lida para as en-
tradas de perturbac¸o˜es. Para entender melhor por que isso acontece,
analisa-se o preditor de Smith ante uma entrada de perturbac¸a˜o em
n1(s) com as demais perturbac¸o˜es nulas q(s) = n2(s) = 0. Para a
ana´lise, sera´ considerada a estrutura de um controlador equivalente ao
preditor de Smith, como se evidencia na figura 2. Vale ressaltar que
a estrutura apresentada na figura 2 e´ ideˆntica a` apresentada na figura
1, apenas com os blocos rearranjados. Essa representac¸a˜o e´ a equi-
valente IMC do PS, com C˜(s) =
C(s)
1 + C(s)Gn(s)
sendo o controlador
equivalente.
Figura 2 – Preditor de Smith representac¸a˜o normal.
+ C(s) P(s)
𝑃𝑛 = 𝐺𝑛𝑒
−𝐿𝑛𝑠
+
+
𝑟(𝑡) 𝑒(𝑡) 𝑢(𝑡)
𝑛1(𝑡)
𝑦(𝑡)
𝐺n(s)
𝑓(𝑡)
 𝑦(𝑡 + 𝐿𝑛)
 𝑦(𝑡)
+
 𝐶(𝑠)
Fonte: Elaborado pelo autor.
Todavia, pode-se reduzir ainda mais o preditor de Smith para
chegar a` estrutura com um controlador equivalente final, mostrada na
figura 3.
O controle equivalente do preditor de Smith e´ dado pela equac¸a˜o
(2.7).
Ceq(s) =
C˜(s)
1− C˜(s)Pn(s)
=
C(s)
1 + C(s)Gn(s)
1− C(s)
1 + C(s)Gn(s)
Pn(s)
=
C(s)
1 + C(s)Gn(s)− C(s)Pn(s) (2.7)
A dinaˆmica em malha fechada da perturbac¸a˜o com Pn(s) = P (s) e´
dada por:
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Figura 3 – Preditor de Smith equivalente.
+  𝐶(s) P(s) +
𝑟(𝑡) 𝑒(𝑡) 𝑢(𝑡)
𝑛1(𝑡)
𝑦(𝑡)
𝑃𝑛 = 𝐺𝑛𝑒
−𝐿𝑛𝑠
𝑓(𝑡)
 𝑦(𝑡)
+
𝐶𝑒𝑞(𝑠)
Fonte: Elaborado pelo autor.
N(s) =
Y (s)
N1(s)
=
1
1 + Ceq(s)Pn(s)
=
1
1 +
C(s)Pn(s)
1 + C(s)Gn(s)− C(s)P (s)
=
1 + C(s)Gn(s)− C(s)P (s)
1 + C(s)Gn(s)
= 1− C(s)P (s)
1 + C(s)Gn(s)
= 1− C(s)G(s)
1 + C(s)Gn(s)
e−Ls. (2.8)
onde L {n1(t)} = N1(s)
Com isso, a sa´ıda total do sistema Y (s) e´ dada pela soma das
duas entradas R(s) e N1(s).
Y (s) =
C(s)Gn(s)
1 + C(s)Gn(s)
e−Ls [R(s)−N1(s)] +N1(s) (2.9)
Comparando a equac¸a˜o (2.9) com relac¸a˜o ao sinal de realimen-
tac¸a˜o f(t) da figura 3, a equac¸a˜o (2.6) se converte em
f(t) = y(t+ L) + n1(t)− n1(t+ L). (2.10)
Com isso se pode deduzir que se a dinaˆmica da perturbac¸a˜o for
lenta (n1(t) ≈ n1(t + L)), enta˜o f(t) sera´ uma boa aproximac¸a˜o de
y(t) em t = L, mas para o caso no qual n1(t) mude rapidamente, na˜o
sera´ poss´ıvel eliminar o efeito da perturbac¸a˜o do sinal de realimentac¸a˜o
f(t).
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Caracter´ıstica 3 - A estrutura do PS fatora, de forma impl´ıcita,
o processo em duas parcelas: Gn(s), que e´ a parte que pode ser inver-
s´ıvel dado que e´ uma func¸a˜o de transfereˆncia que unicamente repre-
senta a dinaˆmica do processo e na˜o depende do atraso, e (e−Lns), que
e´ parcela que representa o atraso, conhecida na literatura como a parte
na˜o invers´ıvel, dado que certamente na˜o podera´ ser invertida por causa
do atraso.
Atrave´s de uma leitura superficial das treˆs caracter´ısticas que
apresenta o preditor de Smith, daria para pensar que o controlador
prima´rio, C(s), poderia ser projetado levando em considerac¸a˜o unica-
mente o modelo ra´pido, Gn(s). Entretanto isso na˜o e´ poss´ıvel, visto que
o PS tem cinco limitac¸o˜es na aplicac¸a˜o e no ajuste de seus paraˆmetros
(NORMEY-RICO; CAMACHO, 2006):
1. se o controlador prima´rio, C(s), e´ projetado unicamente com a
equac¸a˜o caracter´ıstica (2.3) o sistema em malha fechada poderia
se tornar insta´vel para erros de modelagem, (P (s)−Pn(s)), muito
pequenos;
2. o PS na˜o pode ser utilizado com processos insta´veis;
3. se o processo e´ integrador, na˜o pode-se utilizar diretamente a es-
trutura apresentada no diagrama da figura 1 para implementac¸a˜o;
4. se a planta for esta´vel, na˜o e´ poss´ıvel definir arbitrariamente o
comportamento do sistema frente a perturbac¸o˜es de carga apenas
ajustando o controlador prima´rio;
5. se a planta for integradora, o sistema na˜o pode rejeitar pertur-
bac¸o˜es constantes em estado estaciona´rio.
Tipicamente, uma das formas para considerar o efeito do erro de
modelagem, supo˜e que as incertezas do processo podem ser descritas
por um modelo na˜o estruturado como:
P (s) = Pn(s) [1 + δP (s)] . (2.11)
O ı´ndice de robustez calculado em Morari e Zafiriou (1989) levando
em conta a hipo´tese da equac¸a˜o (2.11) e´ apresentado na equac¸a˜o (2.12),
considerando para cada frequeˆncia o mo´dulo do ma´ximo erro de mode-
lagem admiss´ıvel para manter a estabilidade em malha fechada.
dP (ω) ≤
∣∣∣∣1 + C(jω)Gn(jω)C(jω)Gn(jω)
∣∣∣∣ ∀ω > 0 (2.12)
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Percebe-se que o ı´ndice de robustez para este caso espec´ıfico co-
incide com o valor absoluto do inverso da func¸a˜o de transfereˆncia de
malha fechada do sistema apresentado na equac¸a˜o (2.2). Deve-se no-
tar que ele esta´ efetivamente associado com a func¸a˜o complementar de
sensibilidade, mas como na˜o ha´ elementos na realimentac¸a˜o, ambas se
confundem. A ana´lise de robustez sera´ estudada em mais detalhe na
sec¸a˜o 2.2.3. O importante neste momento e´ mostrar que:
• das equac¸o˜es (2.2) e (2.12) se deduz que se o controlador, C(s),
for projetado para atingir respostas ra´pidas em malha fechada, o
sistema tera´ um ı´ndice de robustez muito pequeno, dado que
dP (ω) =
∣∣∣∣ 1H(jω)
∣∣∣∣ ∀ω > 0. (2.13)
Pore´m, se C(s) na˜o for escolhido adequadamente, pequenos erros
de modelagem podem causar instabilidade no sistema (PALMOR,
1980);
• os polos de P (s) na˜o podem ser eliminados da func¸a˜o de trans-
fereˆncia perturbac¸a˜o-sa´ıda, com excec¸a˜o de um polo na origem
(s = 0), como pode ser observado no item 3. Isso traz como
consequeˆncia que:
1. o PS na˜o pode ser utilizado com processos insta´veis em
malha aberta, dado que a resposta a perturbac¸a˜o de carga
seria insta´vel;
2. se os polos do processo sa˜o mais lentos que os polos dese-
jados de malha fechada, enta˜o na˜o sera´ poss´ıvel acelerar a
resposta a perturbac¸o˜es so´ ajustando o controlador C(s),
dado que os polos lentos dominara˜o a dinaˆmica de rejeic¸a˜o
de perturbac¸a˜o;
3. se o processo tem um polo na origem (integrador) e os demais
polos apresentam a parte real negativa, caso se analise uma
perturbac¸a˜o na entrada do processo, q(s), como se mostra
na figura 1, a relac¸a˜o entre y(s) e q(s) pode ser escrita como
segue:
Hq(s) =
y(s)
q(s)
= Pn(s)
[
1− C(s)Pn(s)
1 + C(s)Gn(s)
]
. (2.14)
Com a equac¸a˜o (2.14) pode-se comprovar o que sistema na˜o
e´ capaz de rejeitar perturbac¸o˜es do tipo degrau quando o
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processo e´ do tipo integrador. Para entender melhor essa
limitac¸a˜o, supo˜e-se uma planta integradora Gn(s) =
Kv
s
com atraso e−Ls e sem erro de modelagem no PS. Para con-
trolar esse sistema basta com ter um controle proporcional
C(s) = Kc. A func¸a˜o de transfereˆncia em malha fechada
para esse caso e´:
Hr(s) =
y(s)
r(s)
=
KvKce
−Ls
s+KvKc
. (2.15)
O ganho Kc poderia ser usado para ajustar a dinaˆmica em
malha fechada, pore´m ao calcular a func¸a˜o de transfereˆncia
de Hq(s) se tem
Hq(s) =
y(s)
q(s)
=
Kve
−Ls [s+KvKc(1− e−Ls)]
s(s+KvKc)
. (2.16)
Supondo o sistema esta´vel e aplicando a regra de L’Hoˆpital
ao limite quando s tende a zero na equac¸a˜o (2.16) obtem-se
Hq(0) =
1 +KvKcL
Kc
, que implica que o sistema na˜o con-
segue rejeitar perturbac¸o˜es de carga constantes, poisHq(0) 6=
0.
• o PS e´ um controle de um grau de liberdade, portanto, se C(s) e´
projetado para atingir certo comportamento a` rejeic¸a˜o de pertur-
bac¸o˜es enta˜o na˜o podera´ simultaneamente garantir uma determi-
nada resposta ao seguimento de refereˆncia.
Os problemas do PS teˆm sido objeto de estudo por diversos au-
tores com o fim de contorna´-los. Neste trabalho sera´ empregada uma
dessas propostas, denominada preditor de Smith filtrado, para poder
controlar sistemas multivaria´veis com mu´ltiplos atrasos.
2.2 PREDITOR DE SMITH FILTRADO SISO
Como foi discutido na sec¸a˜o 2.1, o preditor de Smith tem algumas
limitac¸o˜es nas quais diversos autores trabalharam para conseguir atin-
gir um bom compromisso entre comportamento dinaˆmico e robustez.
Para realizar uma ana´lise geral do compensador de atraso, considera-
se a estrutura apresentada na figura 4, proposta por (NORMEY-RICO;
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CAMACHO, 1997). Apesar de a proposta original ter sido realizada
empregando sistemas de tempo cont´ınuo, sera´ avaliada diretamente a
representac¸a˜o equivalente em tempo discreto, que sera´ a empregada
neste trabalho. Isso se deve principalmente ao fato de sua implemen-
tac¸a˜o ser muito mais fa´cil que no caso cont´ınuo, ja´ que o atraso de
transporte no domı´nio discreto tem representac¸a˜o polinomial.
Figura 4 – Preditor de Smith filtrado.
𝐹(𝑧) + 𝐶(𝑧) +
𝐺𝑛(𝑧)
𝑃(𝑠)
𝐺𝑛(𝑧)
𝐹𝑟(𝑧)
+
+
+
𝑟(𝑘) 𝑤(𝑘) 𝑒(𝑘)
𝑢(𝑘)
𝑞(𝑡) 𝑛1(𝑡)
𝑛2(𝑘)
 𝑦(𝑘 + 𝑑)
𝑧−𝑑𝑛
 𝑦(𝑘)
𝑃𝑛(𝑧)
𝑦(𝑘)
𝑒𝑝(𝑘)
𝑦𝑝(𝑘)
𝑍𝑂𝐻
𝑇𝑠
𝑃(𝑧)
Fonte: Adaptado de (FLESCH et al., 2011).
Como e´ apresentado na figura 4, todos os sinais internos a` estru-
tura de predic¸a˜o sa˜o representados como func¸o˜es da varia´vel k, indi-
cando um mu´ltiplo do per´ıodo de amostragem Ts: r(k) e´ a refereˆncia,
w(k) e´ a refereˆncia filtrada, e(k) e´ o erro entre a refereˆncia e a predic¸a˜o
da sa´ıda, u(k) e´ o sinal de controle, y(k) e´ a sa´ıda da planta amostrada
, yˆ(k) e´ a sa´ıda predita pelo modelo, ep(k) e´ o erro de predic¸a˜o, yp(k) e´
a predic¸a˜o da sa´ıda dn instantes para frente mais o erro de predic¸a˜o fil-
trado. Os sinais oriundos do exterior da estrutura sa˜o mantidos como
sinais de tempo cont´ınuo, em func¸a˜o da varia´vel de tempo t, como
forma de representar sinais reais vindos de uma planta cont´ınua no
tempo: q(t) e´ uma perturbac¸a˜o de carga, n1(t) e´ uma perturbac¸a˜o de
sa´ıda, n2(t) e´ uma perturbac¸a˜o na leitura do transdutor do processo.
Adicionalmente: Pn(z) = Gn(z)z
−d e´ o processo nominal discretizado
com um sustentador de ordem zero (ZOH), Gn(z) e´ o modelo ra´pido
(modelo sem atraso), dn e´ o atraso de transporte do processo nominal,
P (s) e´ a planta, P (z) = G(z)z−d e´ o equivalente discreto da planta
cont´ınua mais o sustentador de ordem zero e o amostrador com pertur-
bac¸o˜es nulas, F (z) e´ um filtro de refereˆncia tradicional utilizado para
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melhorar o seguimento de refereˆncia, Fr(z) e´ o filtro do preditor em-
pregado para aprimorar as caracter´ısticas do PS e C(z) e´ o controlador
prima´rio.
A ideia original do filtro Fr(z), como proposto em (NORMEY-
RICO; CAMACHO, 1997), era atenuar as oscilac¸o˜es da sa´ıda da planta
em certa faixa de frequeˆncia de interesse. Note-se que quando o modelo
e´ perfeito, o erro de predic¸a˜o, ep(k), e´ zero e o PS funciona adequada-
mente para o processo esta´vel, mas quando se tem erro de modelagem
no atraso, o sinal ep(k) comec¸a a ter oscilac¸o˜es por causa da defasagem
dos sinais y(k) e yˆ(k), o que pode levar rapidamente o sistema de malha
fechada a` instabilidade. Por isso, ao projetar o filtro para atenuar es-
sas oscilac¸o˜es, a estrutura de controle tem sua resposta melhorada,
tornando-a mais robusta.
Deve-se notar ainda que a adic¸a˜o do filtro Fr(z) pode ser us-
ada para aprimorar as caracter´ısticas do PS original, dado que a in-
clusa˜o do filtro permite acelerar a rejeic¸a˜o de perturbac¸o˜es de carga e,
ale´m disso, permite contornar o problema que tem o PS original para
controlar plantas integradoras ou insta´veis. Isso pode ser evidenciado
em (NORMEY-RICO; CAMACHO, 2009), trabalho no qual se propo˜e uma
nova estrate´gia unificada a partir da proposta inicial apresentada em
(NORMEY-RICO; CAMACHO, 1997). Com essa estrate´gia se soluciona o
problema de tornar o sistema internamente esta´vel no caso de plantas
integradoras e insta´veis.
Assim, a estrutura da figura 4 serve apenas para ana´lise e na˜o
pode ser usada para implementac¸a˜o no caso insta´vel, visto que ocorre
instabilidade interna. Por isso, tem que ser empregada na implemen-
tac¸a˜o a estrutura unificada apresentada na figura 5.
Figura 5 – Preditor de Smith filtrado para implementac¸a˜o.
𝐹(𝑧) + 𝐶(𝑧) +
𝑆(𝑧)
𝑃(𝑠)
𝐹𝑟(𝑧)
+
+
+
𝑟(𝑘) 𝑤(𝑘) 𝑒(𝑘)
𝑢(𝑘)
𝑛2(𝑘)
𝑦(𝑘)
𝑦𝑝(𝑘)
𝑍𝑂𝐻
𝑇𝑠
𝑃(𝑧)
𝑞(𝑡) 𝑛1(𝑡)
Fonte: Adaptada de (NORMEY-RICO; CAMACHO, 1997).
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O bloco S(z) garante a estabilidade interna da estrutura e esta´
definido por
S(z) = Gn(z)
[
1− z−dnFr(z)
]
. (2.17)
Para que a nova estrutura seja internamente esta´vel, deve-se
garantir que tanto o filtro S(z) quanto o filtro Fr(z) sejam esta´veis. No
caso do filtro Fr(z) e´ fa´cil garantir sua estabilidade, dado que seus polos
sa˜o escolhidos livremente pelo projetista. Por outro lado, no filtro S(z),
da equac¸a˜o (2.17), pode ser notado que se Gn(z) tem polos integradores
ou insta´veis, o u´nico grau de liberdade que se tem para cancelar esses
polos e´ o filtro Fr(z), evitando dessa forma a instabilidade interna. Por
esse motivo, a parcela
[
1− z−dnFr(z)
]
sempre deve ser calculada de
forma que cancele as dinaˆmicas insta´veis ou integradoras do modelo
ra´pido da planta, Gn(z), e o filtro S(z) tera´ que ser implementado com
os cancelamentos ja´ realizados. Dessa forma, a sa´ıda predita yp(k) sera´
uma predic¸a˜o esta´vel de y(k) para qualquer processo.
No caso que na˜o se tenha erro de modelagem, ou seja que P (z) =
Pn(z), a func¸a˜o de transfereˆncia em malha fechada e´ representada pela
equac¸a˜o (2.18) para refereˆncia, pela equac¸a˜o (2.19) para perturbac¸a˜o
de carga e pela equac¸a˜o (2.20) para perturbac¸a˜o de sa´ıda.
Hyr(z) =
y(z)
r(z)
=
F (z)C(z)Pn(z)
1 + C(z)Gn(z)
(2.18)
Hyq(z) =
y(z)
q(z)
= Pn(z)
[
1− C(z)Pn(z)Fr(z)
1 + C(z)Gn(z)
]
(2.19)
Hyn1(z) =
y(z)
n1(z)
=
[
1− C(z)Pn(z)Fr(z)
1 + C(z)Gn(z)
]
(2.20)
2.2.1 Rejeic¸a˜o de pertubac¸a˜o do PSF
O filtro Fr(z) pode ser empregado para alterar a resposta de re-
jeic¸a˜o de perturbac¸a˜o. Como pode-se observar nas equac¸o˜es (2.19) e
(2.20), o filtro oferece um grau de liberdade para para eliminar polos
lentos, integradores ou insta´veis em Pn(z). O objetivo do projeto de
controle e´ que essas dinaˆmicas na˜o aparec¸am na resposta de rejeic¸a˜o de
perturbac¸a˜o. Para eliminar essas dinaˆmicas, pode-se calcular o termo
(1− z−dFr(z)) para evitar que os polos indesejados aparec¸am em S(z).
Com isso, o controle equivalente vai deixar de alocar zeros para can-
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celar as dinaˆmicas lentas da planta. Deve-se notar que o PS original
e´ um controle por cancelamento e, portanto, ele na˜o pode acelerar a
resposta a perturbac¸a˜o no caso esta´vel. O controle equivalente do PS
tradicional e´ dado pela equac¸a˜o (2.7) e, para evidenciar o cancelamento,
essa equac¸a˜o pode ser desmembrada nos numeradores e denominadores
de cada termo
(
C(z) =
Nc
Dc
)
,
(
Gn(z) =
Ng
Dg
)
, Assim o controlador
equivalente e´ dado por (FLESCH, 2012):
Ceq(z) =
Nc
Dc
1 +
Nc
Dc
Ng
Dg
(1− z−dn)
Ceq(z) =
NcDg
DcDg +NcNg (1− z−dn) . (2.21)
Note que o denominador do controlador equivalente, Ceq(z),
tem dois termos. Se no primeiro termo do denominador, o polinoˆmio
Dc do controlador prima´rio C(z) tem uma ac¸a˜o integral, implica que
Dc(1) = 0 e note-se que o segundo termo (1− z−dn) = 0 quando z = 1,
portanto se ha´ ac¸a˜o integral nos dois termos do denominador do con-
trolador equivalente, pode-se dizer que Ceq(z) e´ um controlador com
ac¸a˜o integral. Por isso, as refereˆncias do tipo degrau sa˜o seguidas e
perturbac¸o˜es de carga constantes sa˜o rejeitadas em regime permanente
no caso esta´vel (na sec¸a˜o 2.1 se mostrou porque o PS na˜o rejeita per-
turbac¸o˜es nos casos integrador e insta´vel). Entretanto, como se pode
perceber na equac¸a˜o do controlador equivalente (2.21), os polos do pro-
cesso, Dg, esta˜o alocados no numerador do controlador, ou seja nos
zeros do controlador, portanto configura-se um controle por cancela-
mento e isso confirma por que a resposta a` perturbac¸a˜o na˜o pode ser
acelerada com o PS tradicional.
Com a inserc¸a˜o do filtro Fr(z) para o caso do PSF, o controle
equivalente e´ dado por:
Ceq(z) =
C(z)
1 + C(z)Gn(z) [1− Fr(z)z−dn ] =
C(z)
1 + C(z)S(z)
. (2.22)
Caso a equac¸a˜o (2.22) seja desmembrada da mesma forma como
foi feito na equac¸a˜o (2.21), com o termo
(
S(z) =
Ns
Ds
)
tem-se que:
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Ceq(z) =
Nc
Dc
1+
Nc
Dc
Ns
Ds
,
Ceq(z) =
NcDs
DcDs +NcNs
. (2.23)
Portanto, o controlador equivalente deixa de conter em seu nu-
merador o denominador de Gn(z) e passa a conter apenas o denomi-
nador de S(z). Como S(z) e´ projetado de modo a na˜o conter os polos
indesejados de Gn(z), elimina-se o controle por cancelamento do PS
tradicional e isso permite acelerar a resposta a perturbac¸a˜o no caso
esta´vel.
2.2.2 Ajuste do filtro do preditor
Quando se vai projetar o filtro de predic¸a˜o, Fr(z), duas condic¸o˜es
devem ser cumpridas. A primeira, e´ que deve-se garantir que o ganho
esta´tico do filtro seja unita´rio, ou seja Fr(1) = 1, e a segunda e´ que
o filtro seja projetado de tal maneira que fac¸a com que as dinaˆmicas
indesejadas do modelo da planta sejam eliminadas de S(z) (NORMEY-
RICO; CAMACHO, 2009).
O processo nominal, Pn(z), pode ser escrito explicitamente em
termos do numerador e do denominador, como na equac¸a˜o (2.24), na
qual o denominador e´ dividido em duas parcelas, D+n (z) e D
−
n (z). As
ra´ızes D+n (z) sera˜o os polos indesejados da planta e de D
−
n (z) sera˜o
os polos ra´pidos e esta´veis da planta. Os polos indesejados sa˜o todos
aqueles que na˜o se deseja que aparec¸am na resposta de rejeic¸a˜o de
perturbac¸a˜o.
Pn(z) =
Nn(z)
Dn(z)
z−dn =
Nn(z)
D+n (z)D
−
n (z)
z−dn (2.24)
O filtro do preditor tambe´m pode ser escrito explicitamente em
termos do numerador e do denominador, como Fr(z) =
Nf (z)
Df (z)
. O de-
nominador, Df (z), podera´ ser escolhido arbitrariamente pelo projetista
com ra´ızes dentro do c´ırculo de mo´dulo unita´rio, levando em conside-
rac¸a˜o a dinaˆmica desejada na rejeic¸a˜o de perturbac¸a˜o e a robustez do
sistema. Note que as ra´ızes de Df (z) sa˜o tambe´m ra´ızes das func¸o˜es
de transfereˆncia das perturbac¸o˜es para sa´ıda em malha fechada, repre-
sentadas pelas equac¸o˜es (2.19) e (2.20). Note ainda que para o caso da
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robustez, quanto mais lentas foram as ra´ızes do denominador do filtro,
mais robusto se torna o sistema, dado que o modulo do filtro Fr(e
jωT )
iniciara´ sua queda em frequeˆncias mais baixas (FLESCH, 2012).
De acordo com Normey-Rico e Camacho (2009), pode-se es-
tabelecer que uma escolha razoa´vel para o denominador e´ dada por
Df (z) = (z − β)v, onde β ∈ (0,1) e v ≥ 1. O paraˆmetro v deve ser se-
lecionado pelo menos igual ao nu´mero de ra´ızes indesejadas do modelo
da planta que se desejam eliminar de S(z) e que a escolha de v maior
que esse nu´mero tende a aumentar a robustez a erros de modelagem e
diminuir a velocidade de resposta a perturbac¸o˜es.
Uma vez que esta´ definido o denominador, o pro´ximo passo con-
siste em determinar o numerador do filtro. Para isso, se parte da
equac¸a˜o (2.25).
1− Fr(z)z−dn = 1− Nf (z)
Df (z)
z−dn =
Df (z)−Nf (z)z−dn
Df (z)
(2.25)
O numerador da expressa˜o da equac¸a˜o (2.25) e´ igualado aos polos
que se deseja eliminar do modelo ra´pido, Gn(z), e a uma raiz em (z−1)
com o fim de cumprir o crite´rio de que o filtro deve ter ganho esta´tico
igual a um, Fr(1) = 1. Assim, pode-se obter o numerador do filtro a
partir da equac¸a˜o (2.26).
Df (z)−Nf (z)z−dn = (z − 1)D+n (z)p(z) (2.26)
Na equac¸a˜o (2.26), o termo (z − 1) garante o ganho esta´tico
unita´rio, D+n (z) sa˜o os polos indesejados e p(z) e´ o res´ıduo do polinoˆmio.
Com esse procedimento se garante que S(z) seja esta´vel por que na˜o
conte´m os polos indesejados do modelo da planta, como pode ser ob-
servado na equac¸a˜o (2.27).
S(z) =
Nn(z)
D−n (z)
p(z)(z − 1)
Df (z)
(2.27)
Para entender melhor o conceito de sintonia do filtro, sera´ apre-
sentado na sequeˆncia um exemplo. Supo˜e-se um processo integrador,
dado pelo seguinte modelo nominal Pn(z) =
0,7
z − 1z
−5, obtido com
Ts = 1 s, e deseja-se projetar o filtro para rejeitar perturbac¸o˜es do tipo
degrau.
Pn(z) =
Nn(z)
D−n (z)D+n (z)
z−d =
0,7
z − 1z
−5
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D−n (z) = 1
D+n (z) = (z − 1)
Nn(z) = 0,7
Segundo a equac¸a˜o (2.17), o bloco S(z) e´ dado por S(z) =
Gn(z)[1 − z−dFr(z)]. Aplicando o conceito da equac¸a˜o (2.24) e a
equac¸a˜o (2.25), o bloco S(z) pode ser reescrito como
S(z) =
Nn(z)
D−n (z)D+n (z)
[
Df (z)−Nf (z)z−dn
Df (z)
]
.
O projetista tem o grau de liberdade de escolher arbitraria-
mente o denominador do filtro com ra´ızes dentro do c´ırculo unita´rio,
com ordem igual ou maior ao nu´mero de polos indesejados. Neste
caso, como se tem 1 polo indesejado na origem, escolhe-se enta˜o o
denominador do filtro de maneira que esse polo seja eliminado do
bloco S(z), garantido assim, a rejeic¸a˜o de perturbac¸o˜es constantes.
Neste exemplo, o denominador do filtro e´ selecionado para que a per-
turbac¸a˜o seja rejeitada em cerca de 30 s. Assim, todos os polos de
malha aberta do modelo do processo que esta˜o fora do c´ırculo de raio
e(−3/30)Ts ≈ 0,9 sera˜o cancelados pelo filtro preditor (equac¸a˜o (2.25)),
garantindo com isso a eliminac¸a˜o do polo na origem. O polo do filtro
e´ selecionado como Df (z) = (z − 0,9), de modo a na˜o ser mais lento
que a dinaˆmica desejada para rejeic¸a˜o de perturbac¸a˜o. Assim, pode-
se usar a equac¸a˜o (2.26) para determinar o numerador do filtro, como
(z − 0,9)− z−5Nf (z) = (z − 1)(z − 1)p(z).
Reescrevendo a equac¸a˜o em termos de poteˆncias positivas, tem-
se que
(z − 0,9)z5 −Nf (z) = (z − 1)2p(z)
z6 − 0,9z5 −Nf (z) = (z2 − 2z + 1)p(z).
O polinoˆmio p(z) e´ o res´ıduo e deve ser selecionado com o in-
tuito de completar a ordem do polinoˆmio do termo da esquerda. Como
o denominador do filtro Df (z) foi escolhido de primeira ordem, o nu-
merador do filtro tambe´m deve ser de primeira ordem, de forma que
o filtro seja pro´prio, ou seja, Nf (z) = az + b. Essa escolha resulta na
igualdade:
z6 − 0,9z5 − (az + b) = (z2 − 2z + 1)(cz4 + dz3 + ez2 + fz + g).
Igualando termo a termo e solucionando o sistema de equac¸o˜es,
tem-se que a = 1,5; b = −1,4; c = 1; d = 1,1; e = 1,2; f = 1,3 e g = 1,4.
Assim, o filtro do preditor e´ dado por
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Fr(z) =
Nf (z)
Df (z)
=
az + b
z − 0,9 =
1,5z − 1,4
z − 0,9 .
2.2.3 Ana´lise de robustez para o caso SISO
A ana´lise feita ate´ agora em relac¸a˜o ao preditor de Smith filtrado
tem sido para modelagem perfeita, ou seja para o caso no qual o modelo
nominal, Pn(z), representa fielmente o processo real, P (z). Entretanto,
como se discutiu na sec¸a˜o 2.1, nas limitac¸o˜es do preditor de Smith
tradicional, pequenos erros de modelagem podem levar o sistema a`
instabilidade, problema esse que pode ser solucionado com uma escolha
adequada do filtro de predic¸a˜o no PSF.
Quando um controlador e´ capaz de controlar um processo mesmo
que o modelo usado para o projeto na˜o seja perfeito, diz-se que o mesmo
e´ robusto. O grau de robustez do sistema pode ser medido de va´rias
formas, mas e´ claro que devera´ ser maior quanto maiores forem as
incertezas ou erros de modelagem do processo (TORRICO, 2007).
Devido a`s limitac¸o˜es do conhecimento do processo, os mode-
los utilizados nunca representam fielmente a dinaˆmica real da planta.
Dessa forma, sempre existira˜o erros de modelagem na pra´tica. Por
isso, quando se quer projetar um sistema de controle robusto devem ser
consideradas sequencialmente as seguintes etapas (MORARI; ZAFIRIOU,
1989):
1. estudar as incertezas de modelagem;
2. representar adequadamente as incertezas;
3. projetar os controladores considerando os erros de modelagem
para se obter um comportamento robusto do controlador.
Para analisar a robustez do sistema na presenc¸a de erros de mo-
delagem, no lugar de representar a planta com um modelo linear, tipica-
mente se representa por meio de uma famı´lia de modelos, Pi(z). Dentre
os modelos pertencentes a` famı´lia existe um modelo que usualmente e´
chamado de modelo nominal, Pn(z), o qual normalmente se usa para
representar o comportamento padra˜o ou me´dio do sistema. Esse tipo
de representac¸a˜o e´ conhecida como uma descric¸a˜o de incertezas na˜o es-
truturadas, que permite estudar incertezas associadas com dinaˆmicas
na˜o modeladas por func¸o˜es de transfereˆncia, na˜o linearidades e efeitos
derivados de processos de linearizac¸a˜o. Uma vantagem importante e´
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que permite uma representac¸a˜o simples e unificada das incertezas in-
dependentemente da sua origem (TORRICO, 2007).
Assim, a famı´lia de modelos pode ser representada usando uma
descric¸a˜o aditiva ou absoluta do erro de modelagem, ∆P , como na
equac¸a˜o (2.28), ou tambe´m atrave´s de uma descric¸a˜o multiplicativa ou
relativa do mesmo erro, δP , como na equac¸a˜o (2.29)(MORARI; ZAFIRIOU,
1989).
Pi(z) = Pn(z) + ∆Pi(z) (2.28)
Pi(z) = Pn(z)[1 + δPi(z)] (2.29)
Nessa representac¸a˜o, ∆Pi(z) ou δPi(z) definem a forma do erro
no domı´nio da frequeˆncia para cada modelo i da famı´lia. A representa-
c¸a˜o no domı´nio da frequeˆncia se obte´m substituindo z por ejωTs , onde
Ts e´ o per´ıodo de amostragem e o termo e
jωTs e´ perio´dico em frequeˆncia
com um per´ıodo de 2piTs .
Devido a` periodicidade, a resposta em frequeˆncia dos sistemas
discretos pode ser analisada somente para f ∈
[
− 12Ts , 12Ts
)
, ou equiva-
lentemente ω ∈
[
− piTs , piTs
)
. Mas como em sistemas reais as curvas de
resposta em frequeˆncia sa˜o sime´tricas, e´ suficiente analisar o intervalo
de ω ∈
[
0, piTs
)
.
Estabilidade Robusta - A estabilidade de um sistema em
malha fechada pode ser estudada no domı´nio da frequeˆncia por meio
do teorema de Nyquist, que conceitualmente e´ o mesmo tanto para o
caso cont´ınuo quanto para o caso discreto.
A estabilidade robusta de um sistema esta´ associada com a ca-
pacidade de controlar a famı´lia de modelos que representa a dinaˆmica
do processo. Para efeito de ana´lise, considera-se a estrutura da figura 6,
que representa o esquema geral de um sistema de controle tradicional.
Da figura 6, para efeitos de ana´lise, pode-se obter a equac¸a˜o
caracter´ıstica para cada um dos integrantes da famı´lia de plantas, dada
por:
1 + C(ejωTs)Pi(e
jωTs) = 0. (2.30)
Na condic¸a˜o nominal, tem-se que
1 + C(ejωTs)Pn(e
jωTs) = 0. (2.31)
Levando em considerac¸a˜o que a planta pode ser representada
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Figura 6 – Sistema de controle em malha fechada.
𝐶(𝑧) 𝑃(𝑧) + 
𝑟(𝑘) 𝑒(𝑘) 𝑢(𝑘) 𝑦(𝑘) 
Fonte: Elaborado pelo autor.
com um erro de modelagem aditivo, apresentado na equac¸a˜o (2.28), a
equac¸a˜o caracter´ıstica pode ser reescrita da seguinte maneira
1 + C(ejωTs)[Pn(e
jωTs) + ∆Pi(e
jωTs)] = 0. (2.32)
Quando se projeta um controlador para um processo qualquer,
tipicamente o projeto e´ feito com base no modelo nominal que se tem
da planta. Se o controlador e´ capaz de manter as caracter´ısticas de-
sejadas no modelo nominal e e´ capaz de manter esta´vel a dinaˆmica
do modelo, enta˜o pode-se dizer que o projeto feito controla adequada-
mente o modelo nominal, Pn(z). Supondo que C(z) estabiliza Pn(z) e
que o diagrama polar do sistema esta´ dado pelo diagrama da figura 7,
para poder garantir estabilidade robusta do sistema real representado
por cada um dos integrantes da famı´lia de modelos, Pi(z), tomando
o mesmo controlador C(z) que foi projetado para Pn(z), o diagrama
polar de C(z)Pi(z) (para cada planta da famı´lia e em toda frequeˆncia)
tem que manter a mesma posic¸a˜o relativa que C(z)Pn(z) em relac¸a˜o
ao ponto (−1,0). Na figura 8, evidencia-se uma das plantas da famı´lia
denominada como Pu(z), mantendo a mesma posic¸a˜o relativa com re-
speito ao modelo nominal. Para garantia da estabilidade robusta, todas
as demais plantas da famı´lia tambe´m tera˜o que manter a mesma posic¸a˜o
relativa en todo o espectro de frequeˆncia.
Caso se tome um ponto qualquer em uma frequeˆncia ωo qual-
quer da curva C(ejωoTs)Pn(e
jωoTs) (ponto A), vai se ter um ponto
equivalente na curva da planta Pu(z), pertencente a` famı´lia de plantas,
C(ejωoTs)Pu(e
jωoTs) (ponto B). Para que a condic¸a˜o de estabilidade
de Nyquist se cumpra, uma condic¸a˜o suficiente e´ que a distaˆncia entre o
ponto A e o ponto B seja menor que a distaˆncia que existe entre o ponto
(−1,0) (ponto C) e o ponto A. Deve-se notar que essa e´ uma condic¸a˜o
conservadora, mas e´ suficiente para garantir estabilidade robusta.
As distaˆncias da figura 8 podem ser representadas em termos
55
Figura 7 – Diagrama polar de C(ejωTs)Pn(e
jωTs).
𝐼𝑚 
𝑅𝑒 
−1 
𝐶𝑃𝑛 
Fonte: Elaborado pelo autor.
Figura 8 – Diagrama para ana´lise de robustez.
𝐼𝑚
𝑅𝑒
−1
𝐶𝑃𝑛𝐶𝑃𝑢
𝑪
𝑩
𝑨
𝟎
𝑨 = 𝐶(𝑒𝑗𝜔0𝑇𝑠)𝑃𝑛(𝑒
𝑗𝜔0𝑇𝑠)
𝑩 = 𝐶(𝑒𝑗𝜔0𝑇𝑠)𝑃𝑢 (𝑒
𝑗𝜔0𝑇𝑠)
Fonte: Elaborado pelo autor.
geome´tricos, colocando-as como mo´dulos de vetores:
|0A| = ∣∣C(ejωoTs)Pn(ejωoTs)∣∣
|0B| = ∣∣C(ejωoTs)Pu(ejωoTs)∣∣
|AB| = ∣∣C(ejωoTs)Pu(ejωoTs)− C(ejωoTs)Pn(ejωoTs)∣∣
|AC| = ∣∣−1− C(ejωoTs)Pn(ejωoTs)∣∣ = ∣∣1 + C(ejωoTs)Pn(ejωoTs)∣∣ .
Note que como cada integrante da famı´lia das plantas, Pi(z),
deve manter a mesma posic¸a˜o relativa que Pu(z), pode-se fazer a troca
de varia´vel de Pu(z) para Pi(z), dado que se vale para todo Pi(z), vale
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para Pu(z), visto que Pu(z) tambe´m pertence a` famı´lia, logo e´ um dos
Pi(z). Assim, o vetor |AB| e´ representado como
|AB| = ∣∣C(ejωoTs)Pi(ejωoTs)− C(ejωoTs)Pn(ejωoTs)∣∣.
Como o erro aditivo apresentado na equac¸a˜o (2.28) para a fre-
queˆncia ωo e´ representado por Pi(e
jωoTs) = Pn(e
jωoTs) + ∆Pi(e
jωoTs),
substituindo no vetor |AB| se chega em que a representac¸a˜o geome´trica
do vetor e´ dada por |AB| = ∣∣C(ejωoTs)∆Pi(ejωoTs)∣∣. Para garantir a
estabilidade por Nyquist tem-se que cumprir que |AB| < |AC|. Desen-
volvendo a desigualdade,chega-se a
|AB| < |AC|∣∣C(ejωoTs)∆Pi(ejωoTs)∣∣ < ∣∣1 + C(ejωoTs)Pn(ejωoTs)∣∣ .
Colocando em evideˆncia ∆Pi e generalizando a expressa˜o para
toda frequeˆncia, obte´m-se
∣∣∆Pi(ejωTs)∣∣ < ∣∣1 + C(ejωTs)Pn(ejωTs)∣∣|C(ejωTs)| ∀ω ∈ [0,pi/Ts) , (2.33)
ou de forma equivalente:
∣∣δP (ejωTs)∣∣ = |∆Pi(ejωTs)||Pn(ejωTs)| <
∣∣1 + C(ejωTs)Pn(ejωTs)∣∣
|C(ejωTs)Pn(ejωTs)| ∀ω ∈ [0,pi/Ts) .
(2.34)
Diz-se enta˜o que o controlador e´ robusto e define-se o ı´ndice de
robustez do controlador projetado como:
∣∣dP (ejωTs)∣∣ = ∣∣1 + C(ejωTs)Pn(ejωTs)∣∣|C(ejωTs)Pn(ejωTs)| ∀ω ∈ [0,pi/Ts) , (2.35)
que coincide com a inversa do mo´dulo da func¸a˜o de transfereˆncia da
sa´ıda para a refereˆncia do sistema da figura 6 e tambe´m com a func¸a˜o
de sensibilidade complementar, que e´ justamente a que determina a
robustez a` variac¸a˜o de paraˆmetros do processo e tambe´m a capacidade
do sistema de rejeic¸a˜o de ru´ıdos nas varia´veis mensuradas.
Quando a condic¸a˜o da equac¸a˜o (2.33) ou da equac¸a˜o (2.34) e´
satisfeita, para todo i, pode-se afirmar que o sistema em malha fechada
mante´m a estabilidade para todos os modelos pertencentes a` famı´lia de
plantas.
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Com o fim de tratar todas as plantas da famı´lia, tipicamente
define-se o ma´ximo erro de modelagem (∆P (ejωTs)) em cada frequeˆn-
cia, tal que
∣∣∆P (ejωTs)∣∣ ≥ ∣∣∆Pi(ejωTs)∣∣. Assim, pode-se garantir es-
tabilidade robusta com o projeto do controlador, C(z), reescrevendo a
equac¸a˜o (2.33) como segue
∣∣∆P (ejωTs)∣∣ < ∣∣1 + C(ejωTs)Pn(ejωTs)∣∣|C(ejωTs)| ∀ω ∈ [0,pi/Ts) . (2.36)
O mesmo crite´rio de estabilidade robusta da equac¸a˜o (2.36) pode-
ria ser expressado em termos do erro multiplicativo, no qual a relac¸a˜o
entre os erros de modelagem esta´ definida por δPi =
∆Pi
Pn
. Assim, o
crite´rio de estabilidade robusta pode ser escrito de forma alternativa
como
∣∣δP (ejωTs)∣∣ < ∣∣1 + C(ejωTs)Pn(ejωTs)∣∣|C(ejωTs)Pn(ejωTs)| ∀ω ∈ [0,pi/Ts) . (2.37)
Robustez do preditor de Smith filtrado: o filtro de robustez
cumpre um papel importante na presenc¸a de erros de modelagem, dado
que permite aumentar a robustez na estrutura do preditor de Smith.
Para entender como isso acontece, substitui-se da equac¸a˜o caracter´ıstica
do PSF o modelo do proceso real, P (z), por uma famı´lia de modelos
lineares com incerteza multiplicativa, Pi(z), como mostrado na equac¸a˜o
(2.29). Assim, a equac¸a˜o caracter´ıstica de malha fechada do PSF pode
ser escrita de forma alternativa como:
1 + C(z)Gn(z) + C(z)Fr(z)(Pi(z)− Pn(z)) = 0. (2.38)
Na figura 9, pode-se evidenciar o diagrama polar em malha
aberta representando o crite´rio de robustez, no qual verifica-se que a
distaˆncia entre os pontos A e B (na mesma frequeˆncia) e´ menor que
a distaˆncia entre o ponto A e o ponto (-1,0). Essa condic¸a˜o pode ser
escrita em termos geome´tricos como:
|C(z)Gn(z) + C(z)Fr(z) (Pi(z)− Pn(z))−C(z)Gn(z)| <
|1 + C(z)Gn(z)| , (2.39)
para z = ejωTs com ω ∈ [0,pi/Ts)
Atrave´s da definic¸a˜o de incerteza multiplicativa apresentada em
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Figura 9 – Diagrama polar do PSF.
𝐼𝑚
𝑅𝑒
−1
𝐶𝑃𝑛
𝐶𝐺𝑛 + 𝐶𝐹𝑟(𝑃𝑖 − 𝑃𝑛)
𝑪
𝑩
𝑨
𝟎
𝑨 = 𝐶(𝑒𝑗𝜔0𝑇𝑠)𝑃𝑛(𝑒
𝑗𝜔0𝑇𝑠)
𝐶 𝑒𝑗𝜔0𝑇𝑠 𝐺𝑛 𝑒
𝑗𝜔0𝑇𝑠 +
𝐶 𝑒𝑗𝜔0𝑇𝑠 𝐹𝑟 𝑒
𝑗𝜔0𝑇𝑠
[𝑃𝑖 𝑒
𝑗𝜔0𝑇𝑠 − 𝑃𝑛 𝑒
𝑗𝜔0𝑇𝑠 ]
𝑩 =
Fonte: Elaborado pelo autor.
(2.29), verifica-se que δP (z) = Pn(z)−Pi(z)Pn(z) , e portanto, a condic¸a˜o de
estabilidade robusta do preditor de Smith filtrado pode ser escrita como
∣∣δPmax(ejωTs)∣∣ < dP (ejωTs) = ∣∣1 + C(ejωTs)Gn(ejωTs)∣∣|C(ejωTs)Gn(ejωTs)Fr(ejωTs)| , (2.40)
para 0 ≤ ω < pi/Ts. A partir da equac¸a˜o (2.40) pode-se concluir
que Fr(z) deve ser utilizado para reduzir o ganho do ı´ndice de ro-
bustez (dP (ejωTs)) nas frequeˆncias em que as incertezas multiplicativas
ameacem a condic¸a˜o de estabilidade robusta (SANTOS, 2011).
2.3 REPRESENTAC¸A˜O DOS MODELOS MULTIVARIA´VEIS
Nesta sec¸a˜o apresenta-se uma possibilidade de representac¸a˜o dos
modelos matema´ticos lineares empregados na teoria de controle mul-
tivaria´vel. Esse tipo de modelo tenta representar o comportamento
dinaˆmico dos processos reais em um ponto de operac¸a˜o espec´ıfico e
tipicamente faz uso de matrizes de transfereˆncias ou varia´veis de es-
tado. Neste trabalho, sera˜o empregadas matrizes de transfereˆncia.
Parte-se do conceito que qualquer processo pode ser representado
por um bloco gene´rico com um determinado nu´mero de entradas e
sa´ıdas, como pode ser visto na figura 10. Quando esse nu´mero de
entradas e de sa´ıdas e´ maior do que a unidade, o sistema e´ dito um
sistema multivaria´vel ou simplesmente um sistema MIMO (do ingleˆs
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multi input multi output).
Figura 10 – Processo multivaria´vel.
PROCESSO
𝑢1(𝑧) 𝑦1(𝑧)
𝑦2(𝑧)
𝑦𝑚(𝑧)
𝑢2(𝑧)
𝑢𝑛(𝑧)
⋮ ⋮
Fonte: Elaborado pelo autor.
Uma das caracter´ısticas inerentes de processo multivaria´vel e´ a
presenc¸a de interac¸o˜es entre as varia´veis que compo˜em o sistema. Essas
interac¸o˜es sa˜o caracterizadas pelo fato de uma varia´vel de entrada do
sistema afetar, em maior ou menor proporc¸a˜o, todas ou va´rias sa´ıdas do
sistema, o que dificulta a operac¸a˜o do processo e o projeto de controle.
Por isso, e´ importante levar em considerac¸a˜o em qualquer projeto de
controle multivaria´vel o efeito das interac¸o˜es e como elas podem preju-
dicar as especificac¸o˜es de operac¸a˜o do processo (MORILLA; GARRIDO;
VA´SQUEZ, 2013).
Para facilitar o entendimento das interac¸o˜es, assume-se um sis-
tema MIMO com duas entradas, u1(z) e u2(z), e duas sa´ıdas, y1(z)
e y2(z), como o representado na figura 11, onde os blocos Gij(z) sa˜o
func¸o˜es de transfereˆncia e as relac¸o˜es entre as entradas e as sa´ıdas do sis-
tema podem ser representadas pelas equac¸o˜es (2.41) e (2.42), nas quais
pode-se perceber que cada sa´ıda e´ influenciada pelas duas entradas.
y1(z) = G11(z)u1(z) +G12(z)u2(z) (2.41)
y2(z) = G21(z)u1(z) +G22(z)u2(z) (2.42)
As varia´veis de um processo multivaria´vel podem ser classifi-
cadas em func¸a˜o do papel que desempenham num sistema de controle.
As varia´veis manipuladas sa˜o aquelas entradas que podem ser alteradas
pelo controle ou pela operac¸a˜o manual. As varia´veis controladas sa˜o
aquelas sa´ıdas do processo que agem de forma previs´ıvel com todas ou
algumas das varia´veis manipuladas. As varia´veis na˜o controladas sa˜o
aquelas sa´ıdas do processo que na˜o sa˜o acess´ıveis ou, ainda que sejam
acess´ıveis, ficaram fora do objetivo de controle. E, por u´ltimo, tem-se
as perturbac¸o˜es, que sa˜o aquelas entradas do processo que na˜o podem
ser alteradas nem manipuladas e que agem de forma aleato´ria ou sis-
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Figura 11 – Sistema multivaria´vel 2× 2.
𝐺11(𝑧)
𝐺12(𝑧)
𝐺21(𝑧)
𝐺22(𝑧)
+
+
𝑢1(𝑧)
𝑢2(𝑧)
𝑦1(𝑧)
𝑦2(𝑧)
Fonte: Elaborado pelo autor.
tema´tica sobre o processo. Essas perturbac¸o˜es podem ser classificadas
como mensura´veis e na˜o mensura´veis e informac¸o˜es obtidas sobre as
primeiras podem ser utilizadas em um sistema de controle antecipativo
com o fim de atenuar sua influeˆncia no processo (MORILLA; GARRIDO;
VA´SQUEZ, 2013).
A`s vezes o problema das interac¸o˜es pode ser solucionado com
uma escolha adequada das varia´veis controladas e manipuladas. Uma
das ferramentas utilizadas para resolver o problema de determinar a en-
trada mais adequada para manipular uma sa´ıda e´ conhecida como a ma-
triz de ganhos relativos (RGA, do ingleˆs relative gain array)(BRISTOL,
1966).
No entanto, quando o grau de interac¸a˜o e´ significativo, o mais
comum e´ realizar um projeto MIMO do controlador ou adicionar ao
sistema uma rede de desacoplamento que permita eliminar ou diminuir
as interac¸o˜es entre as varia´veis (ALBERTOS; SALA, 2004; SKOGESTAD;
POSTLETHWAITE, 2001; GOODWIN; GRAEBE; SALGADO, 2001; WALLER;
WALLER; WALLER, 2003; MORILLA; GARRIDO; VA´SQUEZ, 2013). A rede
de desacoplamento tipicamente apresenta a func¸a˜o de dividir o sis-
tema multivaria´vel em subsistemas monovaria´veis. Se esse objetivo for
atingido e o desacoplamento for perfeito, pode-se tratar cada par de
varia´veis entrada-sa´ıda como um sistema SISO.
Quando o sistema multivaria´vel possui atrasos, o projeto de con-
trole e´ ainda mais dif´ıcil, visto que cada sa´ıda e´ afetada por cada en-
trada com diferente atraso (JEROME; RAY, 1986). Como resultado,
cada processo dentro do lac¸o multivaria´vel pode ser representado como
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uma matriz de transfereˆncia n × m com elementos parciais descritos
por Pnij (z) = Gnij (z)z
−dij em tempo discreto, no qual se relaciona
a j -e´sima entrada com a i -e´sima sa´ıda, onde Gnij (z) e´ a func¸a˜o de
transfereˆncia sem atraso e dij e´ o atraso de transporte discreto de cada
elemento.
Pn(z) =

G11(z)z
−d11 G12(z)z−d12 · · · G1m(z)z−d1m
G21(z)z
−d21 G22(z)z−d22 · · · G2m(z)z−d2m
...
...
. . .
...
Gn1(z)z
−dn1 Gn2(z)z−dn2 · · · Gnm(z)z−dnm
 (2.43)
2.4 PREDITOR DE SMITH MIMO
A estrutura do preditor de Smith foi estendida para sistemas
multivaria´veis por alguns autores, como (JEROME; RAY, 1986; OGUN-
NAIKE; RAY, 1979; ALEVISAKIS; SEBORG, 1973), visando solucionar os
problemas de atraso nos sistemas multivaria´veis, e tentando manter as
caracter´ısticas do preditor de Smith tradicional no caso MIMO. Es-
sas abordagens, ale´m de na˜o permitirem a extensa˜o de todas as pro-
priedades para o caso MIMO, ainda apresentam as mesmas limitac¸o˜es
do PS no caso SISO, como a impossibilidade de aplicac¸a˜o a sistemas
insta´veis em malha aberta.
2.4.1 Contribuic¸o˜es ao preditor de Smith MIMO
Em Ogunnaike e Ray (1979) e´ apresentada uma te´cnica para
tratar sistemas multivaria´veis com mu´ltiplos atrasos, por meio de um
compensador multi atrasos. Esse tipo de compensador e´ capaz de lidar
com diferentes combinac¸o˜es nos estados de atraso, tais como os atrasos
gerados na lei de controle ou atrasos na sa´ıda do sistema. Para atrasos
na entrada, o compensador tem uma estrutura semelhante a` estrutura
de realimentac¸a˜o linear quadra´tica o´tima apresentada em (SOLIMAN;
RAY, 1972). O artigo de Ogunnaike e Ray (1979) apresenta resultados
de simulac¸a˜o para esse compensador que evidenciaram melhoras em re-
lac¸a˜o a`s propostas anteriores para tratar sistemas MIMO com atraso.
Todavia, o compensador proposto na˜o era capaz de estender as treˆs pro-
priedades do preditor de Smith para o caso nominal sem erro de mode-
lagem (eliminar o atraso da equac¸a˜o carater´ıstica, ter uma predic¸a˜o da
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sa´ıda do sistema para mudanc¸as de refereˆncia e compensac¸a˜o dinaˆmica
ideal para rejeic¸a˜o de perturbac¸o˜es) e na˜o tinha garantias de predic¸a˜o
o´tima nem garantias de robustez.
Em Jerome e Ray (1986) se expo˜e uma evoluc¸a˜o do compensador
multi atrasos proposto inicialmente em Ogunnaike e Ray (1979). Nesse
trabalho se fez uma generalizac¸a˜o do compensador multi atrasos, a qual
tem a carater´ıstica de atingir as condic¸o˜es de projeto levando em con-
siderac¸a˜o tanto os atrasos quanto as interac¸o˜es entre as varia´veis. A
estrutura foi chamada de preditor de Smith MIMO (MIMO-SP). A ideia
ba´sica do trabalho foi separar da matriz de transfereˆncia do processo
os atrasos efetivos de cada sa´ıda. Como contribuic¸a˜o do trabalho de
Jerome e Ray (1986), ainda merece ser citado o que os autores chama-
ram de teste rearranjo, o qual e´ uma carater´ıstica que um sistema pode
ter quando e´ poss´ıvel alocar o menor atraso de transporte na diago-
nal principal da matriz de transfereˆncia fazendo so´ trocas de linhas ou
colunas. Caso o sistema possua essa carater´ıstica, pode-se compen-
sar o atraso em todas as malhas e projetar um controlador capaz de
desacoplar as interac¸o˜es entre as malhas do sistema.
As pesquisas para tentar resolver os problemas dos atrasos nas
malhas de controle em sistemas multivaria´veis geralmente propo˜em es-
tender o preditor de Smith, mas a busca na literatura revelou que essas
extenso˜es no caso multivaria´vel na˜o sa˜o u´nicas, pois diferentes projetos
de compensadores de atraso apresentam diferentes resultados depen-
dendo de que tipo de caracter´ıstica do preditor de Smith seja estendida
(JEROME; RAY, 1986).
Em Wang, Zou e Zhang (2000) e´ apresentado um novo esquema
de preditor de Smith multivaria´vel para desacoplar e estabilizar proces-
sos multivaria´veis com mu´ltiplos atrasos, projetando os desacopladores
no domı´nio da frequeˆncia e reduzindo o modelo em mu´ltiplas malhas de
preditores de Smith. Em contraste, baseados na estrutura do modelo
de controle interno (IMC, do ingleˆs Internal Model Control) (MORARI;
ZAFIRIOU, 1989), foram propostos me´todos de controle que melhoram
o desacoplamento de varia´veis com alguns algoritmos de otimizac¸a˜o
nume´rica no domı´nio da frequeˆncia (DONG; BROSILOW, 1997).
Em Flesch et al. (2011) se apresenta uma proposta de um com-
pensador unificado de atraso para tratar sistemas MIMO com mu´ltiplos
atrasos. Essa proposta e´ a generalizac¸a˜o da estrutura SISO do preditor
de Smith filtrado. Portanto, o compensador pode ser empregado em
sistemas esta´veis, insta´veis e integradores com multiplos atrasos. A es-
trutura proposta e´ capaz de compensar o atraso efetivo de cada sa´ıda
e sua sintonia e´ simples e pode-se realizar levando em considerac¸a˜o o
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compromisso entre velocidade de resposta e robustez.
Em Santos, Flesch e Normey-Rico (2014) se evidencia a imple-
mentac¸a˜o da estrutura unificada do preditor de Smith filtrado para
processos MIMO com mu´ltiplos atrasos. No trabalho sa˜o analisados
modelos com atrasos com o objetivo de estender as caracter´ısticas orig-
inais do preditor de Smith filtrado SISO aos processos MIMO com
mu´ltiplos atrasos. A estrate´gia pode ser aplicada para o controle de
processos insta´veis com mu´ltiplos atrasos; para isso se leva em consi-
derac¸a˜o um modelo sem nenhum tipo de atraso na entrada, na sa´ıda
ou no acoplamento interno das varia´veis. Ale´m disso, para processos
esta´veis em malha aberta o compensador pode acelerar a rejeic¸a˜o de
perturbac¸o˜es de um processo MIMO com mu´ltiplos atrasos usando um
modelo nominal sem atrasos.
Tambe´m e´ importante ressaltar que os processos multivaria´veis
podem apresentar uma estrutura que na˜o seja quadrada, o que quer
dizer que o sistema pode ter diferentes nu´meros de entradas e sa´ıdas.
Um exemplo comum na literatura desse tipo de processo multivaria´vel
na˜o quadrado com mu´ltiplos atrasos e´ o problema de controle da Shell
(PRETT; MORARI, 1987; SESHAGIRI; CHIDAMBARAM, 2006; VALCHOS;
WILLIAMS; GOMM, 2002), que tem sete varia´veis manipuladas e cinco
varia´veis controladas. Em muitos casos, para tratar este tipo de pro-
cessos com mu´ltiplos atrasos se usam me´todos de controle tradicionais
que sa˜o empregados para sistemas multivaria´veis quadrados e projetos
de controladores multivaria´veis descentralizados. Qualquer das duas
abordagens tipicamente resulta em um baixo desempenho da ac¸a˜o de
controle para os casos multivaria´veis na˜o quadrados (SESHAGIRI; CHI-
DAMBARAM, 2006).
Em Seshagiri e Chidambaram (2006) os autores estendem a es-
trutura do preditor de Smith para processos na˜o quadrados represen-
tados por func¸o˜es de transfereˆncia de primeira ordem com atraso e o
desacoplamento das varia´veis se faz somente no estado de equil´ıbrio
utilizando a pseudoinversa da matriz de ganhos. Em Pop, Keyser e
Ionescu (2011) utiliza-se um me´todo melhorado de Seshagiri e Chi-
dambaram (2006) no qual o projeto do controlador prima´rio e´ baseado
num enfoque da estrutura do modelo de controle interno IMC na mesma
estrutura do preditor de Smith multivaria´vel. Esse controle e´ fa´cil de
ser determinado analiticamente e, segundo os autores, apresenta bons
resultados rejeitando perturbac¸o˜es, levando o sistema ao estado esta-
ciona´rio, e ale´m de ter a vantagem de que o projeto na˜o esta´ limitado
a processos que podem ser descritos por modelos de primeira ordem.
Em Flesch, Santos e Normey-Rico (2012) e´ apresentada a estru-
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tura do preditor de Smith filtrado para processos multivaria´veis na˜o
quadrados com mu´ltiplos atrasos. A estrate´gia proposta e´ capaz de
compensar os atrasos mı´nimos por sa´ıda em processos esta´veis, inte-
gradores e insta´veis, conseguindo manter o compromisso entre robustez
e comportamento dinaˆmico do sistema.
Em Mirkin, Plamor e Shneiderman (2012) se apresenta um pro-
cedimento de projeto empregando a te´cnica Loop-Shifting, que trans-
forma um problema t´ıpico com mu´ltiplos atrasos, tanto nas entradas
quanto nas sa´ıdas, num problema equivalente com atraso livre por meio
de argumentos Loop-Shifting. Para isso, o enfoque proposto produz a
denominada ac¸a˜o feedforward em um preditor de Smith que conte´m
termos de compensac¸a˜o entre os canais do sistema junto com a rea-
limentac¸a˜o interna convencional. A te´cnica consegue que na entrada
da planta se compensem os efeitos dos canais de controle com maior
atraso em todas as direc¸o˜es do sinal regulado que afeta os canais com
um atraso menor.
2.4.2 Preditor de Smith Filtrado MIMO
Para o caso dos processos MIMO, e´ poss´ıvel considerar diferentes
tipos de modelos ra´pidos dependendo do tipo de compensador de atraso
empregado e das caracter´ısticas de compensac¸a˜o de atraso desejadas
(SANTOS; FLESCH; NORMEY-RICO, 2014). Usando as ideias apresenta-
das em (OGUNNAIKE; RAY, 1979) se obte´m a propriedade da equac¸a˜o
caracter´ıstica sem atraso e a sa´ıda de predic¸a˜o nominal se atinge uti-
lizando a filosofia empregada em (JEROME; RAY, 1986).
Como apresentado na sec¸a˜o 2.2, o preditor de Smith filtrado
proposto por (NORMEY-RICO; CAMACHO, 1997) apresenta uma soluc¸a˜o
efetiva para tratar os problemas do preditor de Smith tradicional no
caso SISO. A estrutura do PSF unificada de (NORMEY-RICO; CAMA-
CHO, 2009) foi estendida para o caso MIMO na presenc¸a de mu´ltiplos
atrasos em (FLESCH et al., 2011). Essa extensa˜o conserva a mesma es-
trutura do PSF SISO, no qual o esquema da figura 12 serve para a
ana´lise e a estrutura da figura 13 serve para a implementac¸a˜o. Nas
figuras, Pn(z) = Gn(z)Ln(z) e´ o processo nominal discretizado com
um sustentador de ordem zero, Gn(z) e´ o modelo ra´pido (modelo sem
atraso), Ln(z) e´ a matriz de atrasos mı´nimos por sa´ıda do modelo,
ZOH e´ o sustentador de ordem zero, P(s) e´ a planta, P(z) e´ o equi-
valente discreto da planta cont´ınua mais o sustentador de ordem zero
e o amostrador com perturbac¸o˜es nulas, F(z) e´ um filtro de refereˆncia
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MIMO tradicional utilizado para melhorar o seguimento de refereˆncia,
Fr(z) e´ o filtro do preditor MIMO empregado para aprimorar as carac-
ter´ısticas do PS, C(z) e´ o controlador prima´rio MIMO, S(z) e´ o preditor
MIMO esta´vel. Ale´m disso, r(k) e´ a refereˆncia, w(k) e´ a refereˆncia fil-
trada, e(k) e´ o erro entre a refereˆncia e a predic¸a˜o da sa´ıda, u(k) e´ o
sinal de controle, y(k) e´ a sa´ıda da planta amostrada , yˆ(k) e´ a sa´ıda
predita pelo modelo, ep(k) e´ o erro de predic¸a˜o, yp(k) e´ a predic¸a˜o da
sa´ıda, q(t) e´ uma perturbac¸a˜o de carga, n1(t) e´ uma perturbac¸a˜o de
sa´ıda, n2(t) e´ uma perturbac¸a˜o na medic¸a˜o das sa´ıdas do processo.
Figura 12 – Preditor de Smith Filtrado MIMO estrutura de ana´lise.
𝑭(𝑧) + 𝑪(𝑧) +
𝑮𝒏(𝑧)
𝑷(𝑠)
𝑷𝒏(𝑧)
𝑭𝒓(𝑧)
+
+
+
𝒓(𝑘) 𝒘(𝑘) 𝒆(𝑘)
𝒖(𝑘)
𝒒(𝑡) 𝒏𝟏(𝑡)
𝒏𝟐(𝑘)
 𝒚(𝑘 + 𝑑)
 𝒚(𝑘)
𝒚(𝑘)
𝒆𝒑(𝑘)
𝒚𝒑(𝑘)
𝑍𝑂𝐻
𝑇𝑠
𝑷(𝑧)
Fonte: Adaptado de (NORMEY-RICO; CAMACHO, 2007).
Figura 13 – Preditor de Smith filtrado MIMO estrutura de implemen-
tac¸a˜o.
𝑭(𝑧) + 𝑪(𝑧) +
𝑺(𝑧)
𝑷(𝑠)
𝑭𝒓(𝑧)
+
+
+
𝒓(𝑘) 𝒘(𝑘) 𝒆(𝑘)
𝒖(𝑘)
𝒏𝟐(𝑘)
𝒚(𝑘)
𝒚𝒑(𝑘)
𝑍𝑂𝐻
𝑇𝑠
𝒒(𝑡) 𝒏𝟏(𝑡)
Fonte: Adaptado de (NORMEY-RICO; CAMACHO, 2007).
Em Santos, Flesch e Normey-Rico (2014) foram consideradas
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duas abordagens diferentes a serem empregadas na estrutura do PSF
MIMO com o objetivo de estender algumas caracter´ısticas do PSF
SISO. Na primeira, conhecida como output DTC, considera-se um mo-
delo ra´pido, Go(z), que tem os atrasos mı´nimos por sa´ıda removidos. A
segunda abordagem, conhecida como full DTC, usa um modelo ra´pido,
Gf (z), sem nenhum tipo de atraso, seja na entrada, sa´ıda ou nos acopla-
mentos internos. Essa adoc¸a˜o de diferentes modelos ra´pidos faz com
que seja poss´ıvel estender diferentes propriedades do caso SISO para
cada uma das abordagens multivaria´veis.
Na primeira abordagem, output DTC, dado que se realiza uma
compensac¸a˜o efetiva dos atrasos do modelo ra´pido (Go(z)), pode-se
adotar a representac¸a˜o atrave´s da estrutura da figura 14. A principal
vantagem dessa abordagem e´ que a caracter´ıstica de predic¸a˜o de sa´ıda
do caso SISO e´ mantida para o caso MIMO. Assim, a resposta esperada
no processo real, P(z), sera´ a mesma resposta projetada para o modelo
ra´pido, Go(z), no caso nominal.
Figura 14 – Preditor de Smith filtrado MIMO na abordagem do output
DTC.
𝑭(𝑧) + 𝑪(𝑧)
𝑮𝒐(𝑧)
𝑷(𝑧)
𝑭𝒓(𝑧)
+
+
𝒓(𝑘) 𝒘(𝑘) 𝒆(𝑘) 𝒖(𝑘) 𝒚(𝑘)
𝒚𝒑(𝑘)
𝑳(𝑧)
 𝒚(𝑘)
𝒆𝒑(𝑘)
 𝒚(𝑘 + 𝑑𝑖)
+
𝒒(𝑘)
Fonte: Adaptado de (SANTOS; FLESCH; NORMEY-RICO, 2014).
Para entender como essa caracter´ıstica e´ mantida nessa abor-
dagem, toma-se como base que a matriz Pn(z), da equac¸a˜o (2.43), deve
ser uma representac¸a˜o nominal do processo real P(z). Dessa forma,
pode-se representar a equac¸a˜o da sa´ıda do processo real MIMO como
Y(z) = P(z)U(z), (2.44)
na qual, U(z) ∈ Rm denota um vetor com cada uma das transfor-
madas Z dos sinais de entrada do processo MIMO no domı´nio discreto
e Y(z) ∈ Rn representa a transformada Z de cada uma das sa´ıdas do
processo MIMO. Sabe-se que como o output DTC compensa os atrasos
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efetivos por sa´ıda, o modelo ra´pido, Go(z), e´ representado pela matriz
de transfereˆncia da equac¸a˜o (2.45).
Go(z) =

G11(z)z
−d11+d1 G12(z)z−d12+d1 · · · G1m(z)z−d1m+d1
G21(z)z
−d21+d2 G22(z)z−d22+d2 · · · G2m(z)z−d2m+d2
...
...
. . .
...
Gn1(z)z
−dn1+dn Gn2(z)z−dn2+dn · · · Gnm(z)z−dnm+dn

(2.45)
De cada uma das sa´ıdas do modelo nominal, Go(z), subtrai-
se o atraso mı´nimo dado por di = min(dij) com i = 1,...,n e j =
1,...,m. Esse atraso mı´nimo e´ alocado em uma matriz diagonal dada
por L(z) =diag[z−d1 ,...,z−dn ]. Portanto, o modelo nominal, Go(z), e´
formado unicamente pelas dinaˆmicas na˜o atrasadas da planta nominal
mais os atrasos resultantes da subtrac¸a˜o entre o atraso de cada elemento
e do atraso efetivo (mı´nimo) para sua sa´ıda correspondente. Dessa
forma, o processo nominal, Pn(z), pode ser decomposto como
Pn(z) = L(z)Go(z)→ Go(z) = L(z)−1Pn(z). (2.46)
Se a planta nominal e´ igual a` planta real ( Pn(z) = P(z) ), a
sa´ıda predita, Yp(z), e´ uma antecipac¸a˜o perfeita da sa´ıda real, Y(z),
sem os atrasos mı´nimos por sa´ıda, como mostrado abaixo, tomando
como base a representac¸a˜o de sa´ıda da equac¸a˜o (2.44):
Yp(z) = Go(z)U(z) = L(z)
−1Pn(z)U(z) = L(z)−1Y(z). (2.47)
A principal limitac¸a˜o que se tem para o output DTC e´ que o
modelo ra´pido, Go(z), e´ um modelo que pode apresentar atrasos na sua
dinaˆmica, dificultando o projeto do controlador prima´rio, C(z), dado
que para isso devem ser levados em considerac¸a˜o os atrasos restantes.
Na segunda abordagem, full DTC, ocorre uma compensac¸a˜o total
dos atrasos, na qual o modelo ra´pido fica livre de atrasos. Assim, nessa
abordagem na˜o e´ mais poss´ıvel fatorar o modelo do processo em um
produto de matrizes contendo uma matriz L(z) para representar os
atrasos mı´nimos por sa´ıda. Dessa forma, a figura 14 na˜o pode mais
ser empregada para representar a estrutura resultante, que precisa ser
representada atrave´s do diagrama da figura 15.
O modelo ra´pido totalmente compensado esta´ representado pela
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Figura 15 – Preditor de Smith filtrado MIMO na abordagem do full
DTC.
𝑭(𝑧) + 𝑪(𝑧) +
𝑮𝒇(𝑧)
𝑷(𝑧)
𝑷𝒏(𝑧)
𝑭𝒓(𝑧)
+
+
𝒓(𝑘)
𝒖(𝑘)
𝒒(𝑘)
 𝒚(𝑘)
𝒚(𝑘)
𝒆𝒑(𝑘)𝒚𝒑(𝑘)
𝒆(𝑘)
Fonte: Adaptado de (SANTOS; FLESCH; NORMEY-RICO, 2014).
seguinte matriz de transfereˆncia
Gf (z) =

G11(z) G12(z) · · · G1n(z)
G21(z) G22(z) · · · G2n(z)
...
...
. . .
...
Gm1(z) Gm2(z) · · · Gmn(z)
 . (2.48)
Pode ser notado que a principal vantagem nessa abordagem e´
que o controlador prima´rio, C(z), pode ser feito levando em considera-
c¸a˜o um modelo sem atrasos e um controlador prima´rio que estabilize o
modelo ra´pido, garante estabilidade a` estrutura completa de predic¸a˜o
no caso nominal (SANTOS; FLESCH; NORMEY-RICO, 2014). Sua princi-
pal limitac¸a˜o reside no fato que mesmo no caso nominal a sa´ıda pre-
dita Yp(z) = Gf (z)U(z) na˜o e´ uma predic¸a˜o da sa´ıda real do pro-
cesso, Y(z), no sentido de ser uma antecipac¸a˜o da resposta da planta
(JEROME; RAY, 1986).
Como a caracter´ıstica de antecipac¸a˜o na˜o e´ satisfeita, a dinaˆmica
da planta com atraso e a dinaˆmica do modelo ra´pido na˜o sera˜o iguais,
o que torna dif´ıcil a sintonia do controlador prima´rio pensando em uma
especificac¸a˜o de malha fechada da planta. Assim, e´ mais fa´cil projetar
um controlador que estabilize a planta em malha fechada, mas e´ dif´ıcil
garantir desempenho.
As relac¸o˜es das matrizes de transfereˆncia de malha fechada para
a estrutura do preditor de Smith filtrado MIMO apresentada nas figu-
ras 12 e 13 para o caso nominal sa˜o apresentadas nas equac¸o˜es (2.49)
(refereˆncia), (2.50) (perturbac¸a˜o de carga), e (2.51) (perturbac¸a˜o na
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sa´ıda) as quais sa˜o va´lidas tanto para o output DTC quanto para o
full DTC, desde que feita a substituic¸a˜o do modelo ra´pido Gn(z) por
Go(z) ou Gf (z), respectivamente.
Hyr(z) = Pn(z)C(z)[I + Gn (z) C (z)]
−1
F(z) (2.49)
Hyq(z) = {I−Pn(z)C(z)[I + Gn(z)C(z)]−1Fr(z)}Pn(z) (2.50)
Hyn(z) = I−Pn(z)C(z)[I + Gn(z)C(z)]−1Fr(z) (2.51)
Como pode ser observado nas equac¸o˜es (2.49) a (2.51), o predi-
tor de Smith filtrado tem a principal caracter´ıstica de toda estrutura
de predic¸a˜o, que e´ a possibilidade de projetar o controlador prima´rio
atrave´s do modelo ra´pido (observe-se que na˜o existem atrasos comuns
no det[I + Gn(z)C(z)]).
2.5 DESACOPLAMENTO DE PROCESSOS MULTIVARIA´VEIS
Como apresentado na sec¸a˜o 2.3, um sistema multivaria´vel tipi-
camente apresenta interac¸o˜es entre suas varia´veis de entrada e sa´ıda.
Caso se assuma que o modelo do processo MIMO e´ dado por uma
matriz quadrada de func¸o˜es de transfereˆncia Pn(z) na˜o singular e que
nenhum de seus elementos tem polos fora do c´ırculo unita´rio, e´ poss´ıvel
empregar te´cnicas de controle por desacoplamento que permitam dis-
sociar as interac¸o˜es inerentes do sistema MIMO. Para processos com
atrasos e zeros de fase na˜o mı´nima, o ca´lculo do desacoplamento pode
gerar elementos com predic¸a˜o ou polos insta´veis. Dessa forma, deve-se
tomar precauc¸o˜es quando se trabalha com esse tipo de sistemas a fim
de poder garantir a realizabilidade do desacoplamento (CHEN; ZHANG.,
2007).
2.5.1 Redes de desacoplamento dinaˆmico
A ideia essencial do desacoplamento e´ a imposic¸a˜o de uma rede
de ca´lculo que permita cancelar as interac¸o˜es existentes no processo,
permitindo ao controle operar independentemente em cada lac¸o do sis-
tema MIMO. Para isso, existem alternativas para realizar um projeto
com uma rede de desacoplamento e a mais conhecida delas e´ chamada
de me´todo direto, desacoplamento direto ou ainda desacoplamento li-
near (JURADO, 2012).
O desacoplamento direto pode ser considerado como uma combi-
70
nac¸a˜o das varia´veis manipuladas para formar uma matriz de func¸o˜es de
transfereˆncia, K(z), conhecida como matriz de desacoplamento, a qual
e´ projetada de tal forma que o produto entre essa matriz e a matriz do
processo mantenha os lac¸os de controle como se fossem independentes.
Como exemplo, a estrutura do desacoplamento direto de um processo
2 × 2 e´ apresentada na figura 16, na qual cada bloco elementar kij(z)
esta´ associado com um elemento da matriz K(z). Esse tipo de compen-
sac¸a˜o e´ conhecido como desacoplamento direto porque os sinais vi(z)
gerados pelo controlador diagonal C(z) percorrem de forma direta os
blocos kii(z) ate´ as entradas do processo ui(z). Mais detalhes sera˜o
apresentados na sec¸a˜o 2.5.2.
Figura 16 – Rede de desacoplamento direto 2x2.
𝑘11(𝑧)
𝑘12(𝑧)
𝑘21(𝑧)
𝑘22(𝑧)
+
+
𝑣1(𝑧)
𝑣2(𝑧)
𝑢1(𝑧)
𝑢2(𝑧)
𝐾
Fonte: Elaborado pelo autor.
2.5.2 Desacoplamento direto de processos com atraso
Com a ideia de entender o funcionamento do desacoplamento
direto pode-se analisar o caso particular de um sistema MIMO 2 × 2
discreto. Visando obter um desacoplamento perfeito, a rede de de-
sacoplamento junto com a planta va˜o formar um processo aparente
Q(z) que unicamente deve ter elementos na diagonal principal, como
se pode ver na equac¸a˜o (2.52). O sistema MIMO para esta ana´lise sera´
considerado com mu´ltiplos atrasos, que va˜o influenciar a realizabilidade
de cada desacoplamento e que va˜o dificultar o projeto de controle.
[
g11(z)z
−d11 g12(z)z−d12
g21(z)z
−d21 g22(z)z−d22
] [
k11(z) k12(z)
k21(z) k22(z)
]
=
[
q11(z) 0
0 q22(z)
]
(2.52)
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Em (2.52), gij(z) sa˜o as func¸o˜es de transfereˆncia do processo
sem atraso, dij sa˜o os atrasos do processo, kij(z) sa˜o os elementos do
desacoplador e qii(z) sa˜o os processos aparentes. Por convenc¸a˜o, todas
as func¸o˜es de transfereˆncia empregadas sera˜o no domı´nio discreto, por
isso, para simplificar a notac¸a˜o, em lugar de escrever gij(z)z
−dij sera´
escrito gijz
−dij .
Desenvolvendo o desacoplamento da equac¸a˜o (2.52), pode-se perce-
ber que se impo˜em as relac¸o˜es apresentadas em (2.54) e (2.55) entre os
elementos da mesma coluna da matriz de desacoplamento.
[
g11k11z
−d11 + g12k21z−d12 g11k12z−d11 + g12k22z−d12
g21k11z
−d21 + g22k21z−d22 g21k12z−d21 + g22k22z−d22
]
=
[
q11 0
0 q22
]
(2.53)
g11k12z
−d11 + g12k22z−d12 = 0⇒ k12
k22
= −g12z
−d12
g11z−d11
(2.54)
g21k11z
−d21 + g22k22z−d22 = 0⇒ k21
k11
= −g21z
−d21
g22z−d22
(2.55)
Deve-se cumprir que d11 ≤ d12 e d22 ≤ d21 para que os de-
sacopladores sejam realiza´veis, garantindo com isso que na˜o se tenham
elementos com atraso positivo (elementos no futuro).
Os requisitos de realizabilidade para uma rede de desacopla-
mento e´ que todos os elementos do desacoplador teˆm que ser pro´prios,
causais e esta´veis. Por isso, os atrasos, os zeros de fase na˜o mı´nima e
os graus relativos diferentes podem gerar elementos de predic¸a˜o (na˜o
causais), polos insta´veis ou graus relativos negativos. Caso se tenha
um processo que na˜o cumpre com os crite´rios de realizabilidade, pode-
se adicionar um bloco N(z) com a dinaˆmica necessa´ria para conseguir
a realizabilidade. Com essa dinaˆmica e´ poss´ıvel, na maioria dos casos,
forc¸ar a realizabilidade da rede de desacoplamento (JURADO, 2012),
pore´m deve-se notar que no caso espec´ıfico de atrasos, isso implica em
adicionar atrasos artificiais no modelo da planta.
Qualquer soluc¸a˜o que cumpra as relac¸o˜es (2.54) e (2.55) e´ va-
lida. Portanto, teˆm-se certos graus de liberdade para a escolha dos
elementos do desacoplador. Para um sistema MIMO 2×2, tipicamente
e´ empregado um dos quatro desacopladores diretos simplificados que
resultam de fixar dois elementos da matriz K(z) a` unidade (WALLER,
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1974). Para poder nomear as quatro poss´ıveis configurac¸o˜es, propo˜e-se
uma notac¸a˜o na qual se indica um nu´mero e esse nu´mero corresponde
a` linha que tem o elemento fixado a` unidade e a posic¸a˜o desse nu´mero
indica a coluna em ordem ascendente. Por exemplo, a configurac¸a˜o 2-1,
indica que os elementos da matriz ligados a` unidade sa˜o k21 e k12, ou
seja, na coluna 1 o elemento alocado a` unidade e´ a fila 2 e na coluna 2
o elemento fixado a` unidade e´ a fila 1.
• Configurac¸a˜o 1-1:
K(z) =
 1 1
−g21z
−d21
g22z−d22
−g11z
−d11
g12z−d12
;
Q(z) =

(
g11 − g12g21
g22
z−dθ
)
z−d11 0
0
(
g21 − g11g22
g12
z−dα
)
z−d21
;
Condic¸a˜o:
d22 ≤ d21
d12 ≤ d11
• Configurac¸a˜o 1-2:
K(z) =
 1 −
g12z
−d12
g11z−d11
−g21z
−d21
g22z−d22
1
;
Q(z) =

(
g11 − g12g21
g22
z−dθ
)
z−d11 0
0
(
g22 − g12g21
g11
z−dθ
)
z−d22
;
Condic¸a˜o:
d11 ≤ d12.
d22 ≤ d21.
• Configurac¸a˜o 2-1:
K(z) =
−
g22z
−d22
g21z−d21
1
1 −g11z
−d11
g12z−d12
;
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Q(z) =

(
g12 − g11g22
g21
z−dα
)
z−d12 0
0
(
g21 − g11g22
g12
z−dα
)
z−d21
;
Condic¸a˜o:
d21 ≤ d22.
d12 ≤ d11.
• Configurac¸a˜o 2-2:
K(z) =
−g22z−d22g21z−d21 −g12z
−d12
g11z−d11
1 1
;
Q(z) =
(g12 − g11g22g21 z−dα) z−d12 0
0
(
g22 − g12g21g11 z−dθ
)
z−d22
;
Condic¸a˜o:
d21 ≤ d22.
d11 ≤ d12.
com: dθ = d12 + d21 − d22 − d11.
dα = d11 + d22 − d12 − d21.
E´ importante notar que em nenhuma das configurac¸o˜es apresen-
tadas, o processo aparente resultante do produto de K(z) por P(z) e´
igual aos elementos da diagonal de P(z).
2.5.3 Desacoplamento inverso
Em Garrido et al. (2016) foi proposta uma estrutura de con-
trole para sistemas de dimenso˜es n × n, baseada em uma estrutura
de desacoplamento inverso centralizada, que permite obter expresso˜es
simplificadas em cada elemento da matriz de controle.
Para efeitos de ana´lise e explicac¸a˜o do controlador prima´rio, sera´
tratada sua versa˜o cont´ınua no domı´nio de Laplace e, para efeitos de
implementac¸a˜o na estrutura do PSF, o controlador prima´rio sera´ dis-
cretizado por uma aproximac¸a˜o bilinear.
Como explicado na sec¸a˜o 2.4.2, sabe-se que o processo nominal
da estrutura do PSF e´ Pn(s) = L(s)Go(s) e, portanto o modelo ra´pido
e´ Go(s) = L
−1(s)Pn(s), com L(s) sendo a matriz composta pelos atra-
sos efetivos por linha. Caso se projete um controlador C(s) capaz
de desacoplar o modelo ra´pido, Go(s), enta˜o esse controlador tambe´m
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sera´ capaz de desacoplar o modelo nominal, Pn(s), dando como resul-
tado um processo diagonal aparente, Tn(s), corresponde ao processo
aparente nominal desacoplado (com os atrasos mı´nimos por linha L(s))
e To(s) corresponde ao modelo ra´pido aparente desacoplado. Note que
se os atrasos mı´nimos de Go(s) esta˜o na diagonal principal, implica que
o modelo diagonal aparente To(s) fica livre de atrasos. Dessa forma, as
relac¸o˜es das matrizes de transfereˆncia de malha fechada para a estru-
tura do preditor de Smith filtrado MIMO apresentadas nas equac¸o˜es
(2.49) e (2.50) para o caso nominal podem ser reduzidas nas equac¸o˜es
(2.56) (refereˆncia) e (2.57) (perturbac¸a˜o de carga).
Wyr(s) = L(s)To(s)[I + To(s)]
−1
F(s) = L(s)Wo(s) (2.56)
Wyq(s) = {I− L(s)To(s)[I + To(s)]−1Fr(s)}Pn(z) (2.57)
Segundo a equac¸a˜o (2.56), a matriz de transfereˆncia de malha
fechada Wyr(s) pode ser diagonal, o que implica um desacoplamento
entre a refereˆncia e a sa´ıda do processo. Cada elemento da matriz
de transfereˆncia Wyr(s), dado por wi(s), pode ser escrito na forma
da equac¸a˜o (2.58). Consequentemente, e´ poss´ıvel atingir a dinaˆmica
desejada de malha fechada definindo apropriadamente cada elemento
do modelo ra´pido aparente, toi(s). E´ importante notar, que a resposta
de malha fechada sera´ influenciada pelo atraso mı´nimo, θi, da matriz
de atrasos L(s).
wi(s) =
toi(s)
1 + toi(s)
e−θis (2.58)
A estrutura proposta em Garrido et al. (2016) usa um controle
com desacoplamento inverso centralizado para projetar a matriz C(s),
obtendo uma resposta desacoplada em Wyr(s). Isso e´ alcanc¸ado se
o modelo ra´pido nominal, To(s) = Go(s)C(s), e´ diagonal e livre de
atrasos. Assim a matriz do controlador e´ dada por:
C(s) = G−1o (s)To(s). (2.59)
Contudo, o controlador com desacoplamento inverso centralizado,
como e´ mostrado na figura 17, e´ dividido em dois blocos: a matriz Cd(s)
e´ o caminho direto (entre o sinal de erro e(k) e o sinal de controle u(k)) e
a matriz Co(s) aparece no lac¸o de realimentac¸a˜o (no sentido contra´rio).
Segundo a estrutura de desacoplamento inverso, a matriz Cd(s)
deve ter so´ n elementos diferentes de zero, que conectem o sinal e(k)
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Figura 17 – Estrutura do controlador com desacoplamento inverso des-
centralizado.
𝑪𝒅(𝑠)
𝒆(𝑡)
+
𝑪𝒐(𝑠)
𝒖(𝑡)
𝑪(𝑠)
Fonte: Elaborado pelo autor.
com o sinal u(k). A fim de poder desacoplar o sistema, Co(s) realimenta
o sinal de controle u(k) para as entradas do controlador. Assim, Co(s)
deve ter so´ n elementos em zero, que correspondem com a transposta
do elemento que na˜o e´ zero na matriz Cd(s). Dessa maneira, a matriz
C(s) e´ calculada como na equac¸a˜o (2.60).
C(s) = Cd(s)(I−Co(s)Cd(s))−1 (2.60)
Combinando a inversa da equac¸a˜o (2.59) com a inversa da equac¸a˜o
(2.60), chega-se na expressa˜o da equac¸a˜o (2.61).
C−1d (s)−Co(s) = T−1o Go. (2.61)
Note-se que a matriz Cd(s) deve ser na˜o singular a fim de ser
poss´ıvel calcular sua inversa. Tambe´m deve ser notado que a posic¸a˜o de
cada elemento, cdij (s), da matriz Cd(s) pode ser alocada em qualquer
coluna de cada linha. Por isso, sera´ adotada a mesma notac¸a˜o em-
pregada na subsec¸a˜o 2.5.2 para descrever os desacopladores diretos, na
qual cada nu´mero corresponde a` posic¸a˜o da coluna em que o elemento
direto de cdij (s) e´ alocado por linha. Por exemplo, para um processo
MIMO 2 × 2, a configurac¸a˜o 1-2 indica que os elementos diretos da
matriz sa˜o cd11 e cd22 . Uma configurac¸a˜o 2-1 indica que os elementos
diretos da matriz sa˜o cd12 e cd21 .
A expressa˜o geral para um processo 2 × 2 na configurac¸a˜o 1-2
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apresenta a seguinte estrutura:[
cd11(s) 0
0 cd22(s)
]−1
−
[
0 co12(s)
co21(s) 0
]
=
1
cd11(s)
−co12(s)
−co21(s)
1
cd22(s)
 =

go11(s)
to1(s)
go12(s)
to1(s)
go21(s)
to2(s)
go22(s)
to2(s)
 . (2.62)
Desse modo, pode ser calculado cada elemento da matriz C(s)
para o processo MIMO 2× 2 na configurac¸a˜o 1-2. Assim, tem-se:
cd11(s) =
to1(s)
go11(s)
co12(s) =
−go12(s)
to1(s)
co21(s) =
−go21(s)
to2(s)
cd22(s) =
to2(s)
go22(s)
(2.63)
Assumindo, para um processo n × n, a matriz de controle na
configurac¸a˜o na qual os elementos diretos estejam na diagonal principal
e´ dada por
C(s) =

1
cd11(s)
−co12(s) · · · −co1j (s)
−co21(s)
1
cd22(s)
· · · −co2j (s)
...
...
. . .
...
−coi1(s) −coi2(s) · · ·
1
cdij (s)

, (2.64)
onde
cdij =
toj (s)
goji(s)
∀i; j = pi, (2.65)
coij =
−goij (s)
toi(s)
∀i,j/i 6= pj . (2.66)
Como apresentado nas equac¸o˜es (2.65) e (2.66), o projeto de con-
trole por desacoplamento inverso se torna muito mais simples dado que
os elementos da matriz C(s) sempre va˜o ser calculados da mesma forma
sem importar o tamanho do sistema, contra´rio ao desacoplamento di-
reto, no qual os ca´lculos desses elementos se tornam muito mais com-
plexos a` medida que o tamanho do sistema cresce, como foi visto na
subsec¸a˜o 2.5.2. No entanto, e´ necessa´rio indicar que essa metodologia
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apresenta as mesmas limitac¸o˜es de um desacoplamento direto conven-
cional: na˜o pode ser utilizado em sistemas MIMO que possuam zeros no
semi-plano direito (sistemas de fase na˜o mı´nima) (GARRIDO; VA´ZQUEZ;
MORILLA, 2013, 2011).
O requisito de realizabilidade para Cd(s) e Co(s) e´ que o atraso
mı´nimo esteja na diagonal principal e que todos os seus elementos de-
vem ser esta´veis, causais e pro´prios. Para processos que apresentam
atrasos e processos com zeros ou polos no semiplano direito, deve-se
ter especial cuidado para na˜o ter no controlador predic¸o˜es no futuro ou
polos insta´veis. Na metodologia proposta por (GARRIDO et al., 2016),
existem dois problemas em relac¸a˜o a` realizabilidade do controlador que
teˆm de ser analisados: em primeiro lugar, e´ necessa´rio verificar se e´
poss´ıvel alcanc¸ar realizabilidade usando a configurac¸a˜o selecionada; e
em segundo lugar, depois de confirmar a condic¸a˜o anterior, e´ essen-
cial determinar como especificar os modelos ra´pidos aparentes toi(s) da
matriz To(s).
Na Tabela 4, apresentam-se treˆs casos particulares para a es-
colha das func¸o˜es de transfereˆncias toi(s) propostos em Garrido et al.
(2016). Esses casos sa˜o estruturas comuns na ana´lise de sistemas linea-
res de sistemas MIMO. O primeiro caso surge quando o elemento toi(s)
pode ser definido como um integrador com uma constante que respeita
as condic¸o˜es de realizabilidade. A func¸a˜o de transfereˆncia de malha
fechada tem a forma t´ıpica de um sistema de primeira ordem com uma
constante de tempo λi mais o correspondente atraso na sa´ıda de P(s),
ou seja, o atraso efetivo.
No segundo caso, quando o grau relativo e´ igual a dois, toi(s)
deve ser especificado sem zeros de fase na˜o mı´nima e com um polo
em s = −1/τi. Assim, a func¸a˜o de transfereˆncia de malha fechada tem
forma de um sistema de segunda ordem com atraso. Os polos da func¸a˜o
de transfereˆncia wi(s) sa˜o caracterizados pela frequeˆncia natural ωn e
um factor de amortecimento ξ, dados por
ωn =
1√
τiλi
; ξ = 0,5
√
λi/τi. (2.67)
O terceiro caso da Tabela 4 ocorre quando um polo s = pi no
semi-plano direito deve ser especificado na dinaˆmica de toi(s) e se pre-
cisa um grau relativo igual a um. A func¸a˜o de transfereˆncia de malha
fechada correspondente e´ um sistema de segunda ordem com de atraso
e um zero em s = pi. Os polos da func¸a˜o de transfereˆncia wi(s) sa˜o
caracterizados pela frequeˆncia natural ωn e o fator de amortecimento ξ
dados pela equac¸a˜o (2.68). A fim de obter uma func¸a˜o de transfereˆncia
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Tabela 4 – Treˆs casos comuns para definir a dinaˆmica de malha aberta
do processo aparente
caso toi(s) wi(s)
1
1
λis
1
λis+ 1
e−θis
2
1
λis(τis+ 1)
1
λiτis2 + λis+ 1
e−θis
3
s+ pi
λis(s− pi)
(s+ pi)/λi
s2 + (1/λi − pi)s+ pi/λi e
−θis
de malha fechada esta´vel, a condic¸a˜o λi < 1/pi deve ser cumprida. A
partir da segunda expressa˜o em (2.68), o valor de λi para o fator de
amortecimento desejado e´ dado por (2.69).
ωn =
√
pi/λi; ξ = 0,5
1− λipi√
piλi
, (2.68)
λi =
(
−ξ +
√
ξ2 + 1√
pi
)2
. (2.69)
2.6 CONSIDERAC¸O˜ES FINAIS
Este cap´ıtulo apresentou os principais desenvolvimentos contidos
na literatura sobre o preditor de Smith e sua modificac¸a˜o, o preditor de
Smith filtrado, tanto para sistemas monovaria´veis quanto para sistemas
multivaria´veis. O problema de controle empregando estruturas DTC a
sistemas SISO com atraso encontra-se bem resolvido na literatura, dado
que seus resultados sa˜o bastante consistentes, permitindo o controle de
plantas esta´veis e insta´veis com devido ajuste da robustez do sistema
em malha fechada. Por isso, esta dissertac¸a˜o trata de aspectos da versa˜o
multivaria´vel do PSF, que ainda carece de estudos mais profundos e da
extensa˜o dos principais resultados alcanc¸ados no caso SISO.
Com base na revisa˜o realizada sobre a estrutura do PSF para
o caso MIMO, ficou clara a necessidade de determinar um me´todo
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adequado para o projeto do controlador prima´rio, dado que o modelo
ra´pido pode ainda conter atrasos. Para isso, este cap´ıtulo traz ainda
uma introduc¸a˜o a`s redes de desacoplamento e ilustra como essas podem
aprimorar o desempenho de um processo MIMO e facilitar o projeto do
controlador prima´rio.
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3 SINTONIA DO CONTROLE PRIMA´RIO DO PSF
VIA DESACOPLAMENTO
Neste cap´ıtulo vai ser estudada uma abordagem do preditor de
Smith filtrado junto com uma rede de desacoplamento. A ideia prin-
cipal do cap´ıtulo e´ tentar achar um me´todo que permita aprimorar a
predic¸a˜o do PSF para realizar o projeto do controlador prima´rio, uti-
lizando como base as estruturas do PSF output DTC e full DTC pro-
postas em (SANTOS; FLESCH; NORMEY-RICO, 2014). Assim, pretende-
se adicionar nessas estruturas uma rede de desacoplamento direto para
tentar provar se e´ poss´ıvel gerar estruturas alternativas de desacopla-
mentos no canal do processo real, P(z), e no canal do modelo ra´pido,
Go(z) ou Gf (z), de forma tal que o sistema completo tenha as carac-
ter´ısticas: desacoplamento entre as varia´veis e compensac¸a˜o dos atrasos
no modelo ra´pido sem necessidade de inserir atrasos artificiais.
3.1 DESACOPLAMENTO DIRETO NO MODELO OUTPUT DTC
PARA O PREDITOR DE SMITH FILTRADO
Nesta sec¸a˜o sera´ analisado o efeito de um desacoplador direto
inserido na estrutura do PSF com o modelo ra´pido com compensac¸a˜o
dos atrasos efetivos por sa´ıda (output DTC ). Em um primeiro mo-
mento assume-se que na˜o se tem erro de modelagem, portanto o mo-
delo nominal Pn(z) representa fielmente o processo real P(z), ou seja
P(z) = Pn(z), dado que num primeiro instante se quer analisar o pro-
jeto do controlador prima´rio e na˜o a robustez da estrutura, que sera´
analisada no cap´ıtulo 4. Adicionalmente, assume-se que o atraso mı´n-
imo de cada sa´ıda do sistema fica na diagonal principal da matriz de
transfereˆncia do processo e que na˜o existem perturbac¸o˜es (q(k) = 0 e
n1(k) = 0). Nesse caso, a estrutura de controle e´ representada na figura
18, onde K(z) e´ o desacoplador a ser projetado com base no modelo
nominal do processo e H(z) e´ o desacoplador a ser projetado com base
no modelo ra´pido.
Analisando o caso MIMO mais simples 2 × 2 e utilizando para
o projeto dos desacopladores K(z) e H(z) a configurac¸a˜o 1-2 fixando
os elementos da diagonal a` unidade como visto na subsec¸a˜o 2.5.2. A
escolha dessa configurac¸a˜o e´ feita para que na˜o se tenham elementos de
predic¸a˜o nos desacopladores, porque os atrasos mı´nimos esta˜o alocados
na diagonal principal. Dessa forma, o desacoplador K(z) e´ igual ao
82
desacoplador H(z) e sa˜o dados pela expressa˜o (3.1).
K(z) = H(z) =
[
1 − g12z−d12+d11g11
− g21z−d21+d22g22 1
]
. (3.1)
Figura 18 – Preditor de Smith Filtrado com desacoplamento.
𝑭(𝑧) + 𝑪(𝑧)
𝑮𝒐(𝑧)
𝑷(𝑧)
𝑭𝒓(𝑧)
+
+
𝒓(𝑘) 𝒘(𝑘) 𝒆(𝑘) 𝒖(𝑘) 𝒚(𝑘)
𝒚𝒑(𝑘)
𝑲(𝑧)
𝑷𝒏(𝑧)
 𝒚(𝑘)
𝒆𝒑(𝑘)
 𝒚(𝑘 + 𝑑𝑖)𝑯(𝑧)
Fonte: Elaborado pelo autor.
O modelo aparente resultante, Q(z), dado pelo produto entre
o processo nominal, Pn(z), e a matriz de desacoplamento, K(z), esta´
determinado por:
Q(z) = Pn(z)K(z)
=
[
g11z
−d11 g12z−d12
g21z
−d21 g22z−d22
][
1 − g12z−d12+d11g11
− g21z−d21+d22g22 1
]
=
(g11 − g12g21g22 z−dθ) z−d11 0
0
(
g22 − g12g21g11 z−dθ
)
z−d22
 ,
(3.2)
onde dθ = d12 + d21 − d11 − d22.
O modelo ra´pido aparente resultante, T(z), e´ dado pelo produto
entre o modelo ra´pido sem os atrasos mı´nimos por sa´ıda, Go(z), e a
matriz de desacoplamento, H(z).
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T(z) = Go(z)H(z)
=
[
g11 g12z
−d12+d11
g21z
−d21+d22 g22
] [
1 − g12z−d12+d11g11
− g21z−d21+d22g22 1
]
=
[
g11 − g12g21g22 z−dθ 0
0 g22 − g12g21g11 z−dθ
]
(3.3)
Evidencia-se que as dinaˆmicas dos dois processos aparentes sa˜o
as mesmas, so´ que a dinaˆmica de T(z) e´ antecipada com relac¸a˜o a`
dinaˆmica de Q(z), dado que em T(z) na˜o aparece o atraso mı´nimo por
linha.
Com o desacoplador projetado para a abordagem do output DTC
conseguem-se eliminar as interac¸o˜es existentes entre as varia´veis e tam-
be´m se evidencia que se conserva a caracter´ıstica do preditor de Smith
na qual se tem uma predic¸a˜o da sa´ıda real da planta di passos para
frente em cada linha, onde di e´ o atraso mı´nimo da linha i.
Ainda com a inserc¸a˜o da rede de desacoplamento, o modelo
ra´pido continua tendo atrasos, mostrando que o desacoplamento direto
na˜o consegue aprimorar neste sentido a estrutura do PSF.
E´ importante tambe´m evidenciar que no caso do output DTC
so´ e´ poss´ıvel projetar o desacoplador na configurac¸a˜o 1-2 se o atraso
mı´nimo esta´ na diagonal principal, visto que essa suposic¸a˜o garante que
d22 ≤ d21 e que d11 ≤ d12.
3.2 DESACOPLAMENTO DIRETO NO MODELO FULL DTC PARA
O PREDITOR DE SMITH FILTRADO
Nesta sec¸a˜o e´ analisado o efeito que produz uma rede de de-
sacoplamento direto, na estrutura do PSF com modelo full DTC. Neste
caso, optou-se por empregar um modelo mais geral que o empregado
na sec¸a˜o 3.1 e propor o uso de dois desacopladores diferentes, K(z) e
H(z), para o modelo ra´pido e para o sistema completo, essa escolha e´
feita com o fim de ter dois graus de liberdade a mais em cada canal
com o objetivo de proporcionar a` estrutura a caracter´ıstica de predic¸a˜o
de sa´ıda, ou seja obter no canal do modelo ra´pido a mesma resposta so´
que antecipada do canal do processo real. Dessa forma, assumindo que
P(z) = Pn(z) e utilizando a mesma estrutura apresentada na figura
18, mas substituindo Go(z) por Gf (z), o processo aparente, Tf (z), do
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modelo ra´pido e´ dado por (3.4) com o desacoplador H(z) projetado na
configurac¸a˜o 1-2 para desacoplar Gf (z).
Tf (z) = Gf (z)H(z)
=
[
g11 g12
g21 g22
] [
1 − g12g11
− g21g22 1
]
=
[
g11 − g12g21g22 0
0 g22 − g12g21g11
]
(3.4)
Note-se que e´ relativamente simples conseguir uma dinaˆmica de-
sacoplada em Tf (z) utilizando um desacoplador direto. Com base nessa
dinaˆmica se quer projetar o desacoplador K(z) para atingir uma dinaˆ-
mica igual no modelo aparente resultante, Q(z), so´ que atrasada. Ou
seja, quer-se atingir com ajuda dos desacopladores a caracter´ıstica de
predic¸a˜o no modelo completo utilizando o modelo nominal totalmente
compensado. Assim, teˆm-se as seguintes relac¸o˜es no modelo aparente
resultante:
Qf (z) = Pn(z)K(z)
=
[
g11z
−d11 g12z−d12
g21z
−d21 g22z−d22
] [
k11 k12
k21 k22
]
=
[
g11k11z
−d11 + g12k21z−d12 g11k12z−d11 + g12k22z−d12
g21k11z
−d21 + g22k21z−d22 g21k12z−d21 + g22k22z−d22
]
(3.5)
As mesmas relac¸o˜es apresentadas em (2.54) e (2.55) podem ser
impostas para obter o desacoplador K(z) na configurac¸a˜o 1-2, obtendo
o mesmo modelo aparente, Q(z), que para o caso do output DTC.
Assim, na equac¸a˜o (3.6) deixam-se em evideˆncia os atrasos do modelo
aparente com o fim de poder impor as restric¸o˜es necessa´rias para atingir
a dinaˆmica de Tf (z).
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Q(z) = Pn(z)K(z)
=
[
g11z
−d11 g12z−d12
g21z
−d21 g22z−d22
] [
1 − g12z−d12
g11z−d11
− g21z−d21
g22z−d22
1
]
=
[
g11z
−d11 − g12g21g22 z−(d21+d12−d22) 0
0 g22z
−d22 − g12g21g11 z−(d12+d21−d11)
]
,
(3.6)
Note que para poder fazer a subtrac¸a˜o de cada elemento da diago-
nal principal de (3.6) a fim de conseguir a dinaˆmica de Tf (z) atrasada,
deve-se impor que d11 = d21 + d12 − d22 e que d22 = d12 + d21 − d11,
ale´m de garantir a restric¸a˜o de realizabilidade do desacoplador de que
d11 ≤ d12 e d22 ≤ d21. Para poder garantir essas duas condic¸o˜es, a
u´nica soluc¸a˜o poss´ıvel e´ que d11 = d12 e que d22 = d21. Dessa forma,
em um caso geral teriam que ser introduzidos atrasos artificiais na di-
naˆmica que tem o menor atraso por sa´ıda para que o processo aparente
real tenha a mesma dinaˆmica do modelo ra´pido aparente. O problema
e´ que caso esses atrasos artificiais sejam adicionados, o processo vai
ficar com atrasos iguais, tornando desnecessa´rio o projeto dos dois de-
sacopladores, K(z) e H(z), dado que quando se tem atrasos iguais, o
problema pode ser resolvido com um u´nico desacoplador tanto para o
modelo nominal quanto para o modelo ra´pido.
Assim, evidencia-se que o problema do full DTC segue estando
limitado a` inserc¸a˜o de atrasos artificiais, dado que a dinaˆmica da dia-
gonal principal do modelo ra´pido aparente e´ diferente da dinaˆmica da
diagonal principal do modelo nominal aparente, o que implica que o de-
sacoplamento do modelo ra´pido na˜o e´ uma predic¸a˜o do desacoplamento
do modelo nominal. Dessa forma, o projeto do controlador prima´rio,
C(z), continua tendo a dificuldade da abordagem inicial sem desacopla-
dor, a qual e´ garantir um ajuste com base no modelo ra´pido que leve a
bom desempenho em malha fechada do sistema completo na estrutura
do preditor de Smith.
Consegue-se avaliar que o uso de desacopladores dentro da es-
trutura do preditor de Smith filtrado na˜o logra a compensac¸a˜o total de
todos os atrasos do modelo ra´pido na abordagem do output DTC e que
no caso do full DTC continua com o problema inicial da abordagem
de na˜o possuir a predic¸a˜o de sa´ıda do processo, dificultando o projeto
do controlador prima´rio, limitando o problema a` inserc¸a˜o de atrasos
artificiais a fim de alcanc¸ar dita predic¸a˜o. Vale, todavia, ressaltar que
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e´ poss´ıvel utilizar o desacoplamento para obter uma dissociac¸a˜o dos
pares entrada-sa´ıda do sistema em ambas as abordagens.
Como principal conclusa˜o tem-se que o emprego de desacopladores
diretos no PSF tem os melhores resultados na abordagem output DTC
e que qualquer compensac¸a˜o de atrasos que na˜o seja do mı´nimo atraso
por linha levara´ ao problema de ser necessa´rio inserir atrasos artificiais
no modelo ra´pido de modo a se ter novamente a compensac¸a˜o do atraso
efetivo por sa´ıda, recaindo no caso do output DTC.
E´ importante destacar que a ana´lise deste cap´ıtulo foi feita para
um caso 2× 2, mas que os resultados sa˜o extens´ıveis para casos de sis-
temas quadrados com maior nu´mero de entradas e sa´ıdas. Esse resul-
tado pode ser derivado da observac¸a˜o de (3.3), assumindo que o atraso
mı´nimo por sa´ıda encontra-se na diagonal principal do modelo do pro-
cesso. E´ importante notar que a medida que a dimensa˜o do sistema
aumenta a complexidade do desacoplador direto tambe´m aumentara´.
Uma alternativa interessante e´ o uso de desacopladores inversos que
tem como principal caracter´ıstica manter o mesmo grau de complexi-
dade sem importar a dimensa˜o do sistema, mas o problema desse tipo
de desacoplador e´ que tem muitas mais restric¸o˜es de realizabilidade
limitando-se a problemas espec´ıficos.
Poderia-se resumir o procedimento da inserc¸a˜o de desacopladores
na estrutura do PSF para a abordagem do output DTC e full DTC no
algoritmo mostrado na figura 19.
Figura 19 – Algoritmo do projeto de desacopladores na estrutura do
PSF.
Definir os modelos ra´pidos: Go(z) e Gf (z)
Projetar K(z) com Pn(z) respeitando realizabilidade
Projetar H(z) com Gn(z) respeitando realizabilidade
Obter processo real aparente Q(z)
Obter modelo ra´pido aparente T(z)
Projetar C(z) com Tn(z)
Projetar Fr(z)
Fonte: Elaborado pelo autor.
3.2.1 Estudo de caso
Para entender melhor como a inserc¸a˜o de desacoplamentos na
estrutura do PSF permite reduzir as interac¸o˜es presentes nos pares
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entrada-sa´ıda do sistema e´ apresentado nesta subsec¸a˜o um estudo de
caso. Emprega-se esse estudo de caso simulado para ilustrar que o caso
do output DTC na˜o consegue compensar completamente os atrasos do
modelo ra´pido, enquanto o caso do full DTC na˜o permite a predic¸a˜o
da sa´ıda do sistema mesmo no caso nominal.
Para realizar a ana´lise, sera´ tomado o caso do controlador de
n´ıvel e temperatura do evaporador de treˆs esta´gios explorado em (GAR-
CI´A; ALBERTOS, 2010; NORMEY-RICO; CAMACHO, 2007; FLESCH, 2012).
Esse sistema e´ uma planta MIMO integradora com mu´ltiplos atrasos e
interac¸o˜es entre suas varia´veis, cuja representac¸a˜o esquema´tica e´ apre-
sentada na figura 20. Sua representac¸a˜o atrave´s de matriz de transfe-
reˆncia e´ dada por:
P (s) =

3,5e−s
s
−e−5s
2s+ 1
2e−7s
1,5s+ 1
−e−5s
3,2s+ 1
 ,Pq (s) =

3,5e−3s
s
−4,5e−2s
2s+ 1
 , (3.7)
onde y(s) = P(s)u(s)+Pq(s)q(s), y1(t) e y2(t) sa˜o o n´ıvel e a tempera-
tura no tanque de armazenagem, respectivamente, u1(t) e u2(t) sa˜o as
vazo˜es de caldo e vapor, respectivamente, e a perturbac¸a˜o q(t) e´ a vaza˜o
de sa´ıda do tanque (FLESCH, 2012). Note que o atraso nas varia´veis de
n´ıvel e temperatura sa˜o causados pelo acu´mulo de fase de cada um dos
esta´gios que esta˜o cascateados ate´ chegar no tanque final, o que gera o
atraso entre a ac¸a˜o de controle e a leitura dos transdutores.
A representac¸a˜o discreta da planta com periodo de amostragem
de Ts = 0,2 min e´
P (z) =

0,7z−5
z − 1
−0,0952z−25
z − 0,9048
0,2497z−35
z − 0,8752
−0,0606z−25
z − 0,9394
 , (3.8)
e seu modelo ra´pido output DTC e´ dado por
Go (z) =

0,7
z − 1
−0,0952z−20
z − 0,9048
0,2497z−10
z − 0,8752
−0,0606
z − 0,9394
 , (3.9)
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Figura 20 – Representac¸a˜o esquema´tica do evaporador de treˆs esta´gios
Fonte: Flesch (2012).
emquanto seu modelo ra´pido full DTC e´ dado por
Gf (z) =

0,7
z − 1
−0,0952
z − 0,9048
0,2497
z − 0,8752
−0,0606
z − 0,9394
 . (3.10)
O desacoplador direto na configurac¸a˜o 1-2 e´ projetado segundo
a equac¸a˜o (3.1) e e´ o mesmo tanto para o caso do output DTC quanto
para o caso do canal do processo do full DTC (equac¸a˜o (3.11)). O
desacoplador direto para o canal do modelo ra´pido do full DTC tambe´m
foi obtido com base na equac¸a˜o (3.1), pore´m considerando o modelo
ra´pido sem qualquer atraso, resultando na equac¸a˜o (3.12). Em todos
os casos foi assumido o mesmo per´ıodo de amostragem do sistema de
controle, ou seja, Ts = 0,2 min.
K (z) =

1
0,1359z − 0,1359
z − 0,9048 z
−20
4,121z − 3,871
z − 0,8752 z
−10 1
 (3.11)
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H (z) =

1
0,1359z − 0,1359
z − 0,9048
4,121z − 3,871
z − 0,8752 1
 (3.12)
Como controlador prima´rio e´ utilizado um PI MIMO, cujos paraˆ-
metros de sintonia sa˜o selecionados em base do modelo ra´pido aparente.
Assim, sa˜o adotados Kc1 = 0,1136, Ti1 = 6,4 min, Kc2 = −1,5 e
Ti2 = 6 min, para obter um tempo de acomodac¸a˜o em y1 de 20 min
e em y2 de 15 min. A fim de poder evitar o polo integrador de P(z),
o primeiro elemento do filtro preditor e´ projetado segundo a equac¸a˜o
(2.25) com o polo em 0,9. Note-se que o ca´lculo desse elemento do filtro
foi apresentado na sec¸a˜o 2.2.2. O filtro resultante e´
Fr (z) =

1,5z − 1,4
z − 0,9 0
0 1
 . (3.13)
Na figura 21, evidencia-se a comparac¸a˜o entre utilizar a abor-
dagem output DTC sem e com desacoplador. Como a sintonia para o
controlador prima´rio no caso sem desacoplador foi empregada a pro-
posta de Flesch (2012), adotando Kc1 = 0,14, Ti1 = 10 min, Kc2 =
−0,95 e Ti2 = 3,2 min. Na figura 22, observa-se o sinal de controle
de ambas estruturas na abordagem output DTC. Pode ser notado que
a inserc¸a˜o de desacopladores consegue dissociar as duas varia´veis do
processo, aprimorando o resultado final dado que uma varia´vel na˜o in-
terfere na outra. Por outro lado, como o modelo aparente tornou-se
bem mais complexo, na˜o foi poss´ıvel projetar um controlador simples
(PI) que levasse a uma melhora significativa em termos de velocidade
de rejeic¸a˜o de perturbac¸a˜o nem de seguimento de refereˆncia.
E´ selecionado para essa abordagem o desacoplador, H(z), o qual
foi projetado com o modelo ra´pido sem atrasos, para desacoplar am-
bos os canais da estrutura, o que implica impor K(z) = H(z). Na
figura 23 e´ mostrado como o desacoplador H(z) consegue desacoplar
adequadamente o modelo ra´pido Gf (z).
Na figura 24 e´ mostrada a comparac¸a˜o das respostas do PSF com
a estrutura do full DTC sem e com desacoplador. Na figura 25 se ob-
serva o sinal de controle de ambas as estruturas. Como foi mostrado nas
equac¸o˜es (3.4) e (3.6), a rede de desacoplamento nessa abordagem na˜o
consegue desacoplar a dinaˆmica completa em malha fechada e tam-
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Figura 21 – Comparac¸a˜o entre output DTC sem e com desacoplamento
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Fonte: elaborado pelo autor.
Figura 22 – Sinal de controle do output DTC sem e com desacoplamento
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Fonte: elaborado pelo autor.
pouco consegue proporcionar ao sistema a predic¸a˜o de sa´ıda do pro-
cesso, o que torna dif´ıcil cumprir com as especificac¸o˜es do projeto de
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Figura 23 – Desacoplamento do canal do modelo ra´pido na abordagem
full DTC
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Fonte: elaborado pelo autor.
controle. Portanto, como na˜o ha´ uma relac¸a˜o direta entre o projeto
do controlador prima´rio realizado com o modelo ra´pido e o comporta-
mento real de malha fechada, optou-se por manter o mesmo ajuste do
controlador prima´rio empregado no caso output DTC, que mante´m a
estabilidade de malha fechada do modelo ra´pido e, por consequeˆncia,
da estrutura completa de controle. Note que nessa abordagem, seria
poss´ıvel empregar um desacoplador diferente em cada canal para ter o
desacoplamento de malha fechada, ou seja, K(z) poderia ser projetado
para desacoplar o modelo nominal e o processo real e H(z) projetado
para desacoplar o modelo ra´pido, mas essa resposta continua na˜o sendo
relacionada com a resposta do modelo ra´pido gerada pelo controlador
prima´rio.
3.3 CONSIDERAC¸O˜ES FINAIS
Esta parte do trabalho teve seu foco na ana´lise de redes de de-
sacoplamento dentro da estrutura do PSF como uma alternativa para
realizar o projeto do controlador prima´rio. Mostrou-se como a inclusa˜o
de um desacoplador linear dentro da abordagem do output DTC con-
segue separar a influeˆncia das interac¸o˜es dentro de um sistemas MIMO
com mu´ltiplos atrasos, gerando um novo processo aparente com ele-
mentos unicamente na sua diagonal principal. Nessa abordagem, ape-
sar de manter a predic¸a˜o de sa´ıda do sistema e de obter uma resposta
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Figura 24 – Comparac¸a˜o entre full DTC sem e com desacoplamento
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Fonte: elaborado pelo autor.
Figura 25 – Sinal de controle do full DTC sem e com desacoplamento
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Fonte: elaborado pelo autor.
desacoplada, o modelo ra´pido ainda fica com atrasos, gerando um mo-
delo ra´pido aparente muito mais complexo, o que dificulta o projeto do
controlador prima´rio.
Para o caso do full DTC, foi necessa´rio definir dois desacopladores
para tentar forc¸ar a dinaˆmica do modelo nominal ser igual a` dinaˆmica
do modelo ra´pido. Mesmo com a inclusa˜o dos dois desacopladores,
acha-se que a u´nica soluc¸a˜o para atingir esse objetivo e´ adicionar atra-
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sos artificiais na dinaˆmica do modelo ra´pido, recaindo na abordagem
do output DTC. Mostrou-se tambe´m, que para conseguir um compor-
tamento em malha fechada totalmente desacoplado, e´ necessa´rio pro-
jetar cada desacoplador com base no modelo do canal que deseja-se
desacoplar, pore´m mesmo nesse caso a dinaˆmica de malha fechada na˜o
consegue ser relacionada com a dinaˆmica do sistema completo.
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4 SINTONIA AUTOMATIZADA DO FILTRO
PREDITOR DA ESTRUTURA DO PSF
Como foi discutido na sec¸a˜o 2.2, sabe-se que o filtro preditor,
Fr(z), aprimora as caracter´ısticas do preditor de Smith tanto no caso
SISO como no caso MIMO. Por isso, neste cap´ıtulo sera´ estudada uma
abordagem que permita realizar uma sintonia automatizada do filtro
preditor, baseando-se nas incertezas de modelagem presentes no modelo
nominal do processo com o fim de poder acelerar a resposta de rejeic¸a˜o
de perturbac¸a˜o garantindo sempre a estabilidade robusta do sistema.
Na sec¸a˜o 4.1 se estudara´ a sintonia automatizada do filtro para
o caso SISO e na sec¸a˜o 4.2 se estendera´ a proposta para o caso MIMO.
Em cada uma das propostas, sera˜o apresentados estudos de caso para
exemplificar as vantagens da abordagem do filtro preditor sintonizado
de forma automa´tica.
4.1 SINTONIA AUTOMATIZADA DO FILTRO PREDITOR DA ES-
TRUTURA DO PSF PARA O CASO SISO
Em geral, a sintonia do filtro preditor da estrutura do PSF e´
definida de maneira fixa com um projeto a priori que considera a re-
lac¸a˜o entre robustez e velocidade de rejeic¸a˜o de perturbac¸o˜es. Trabalhos
como (NORMEY-RICO; CAMACHO, 2007; NORMEY-RICO et al., 2014a)
propo˜em me´todos de sintonia para o filtro que permitem dar eˆnfase a`
robustez ou a` dinaˆmica de rejeic¸a˜o de perturbac¸a˜o, dependendo das
caracter´ısticas desejadas do processo.
Recentemente (LIMA; SANTOS, 2015) propuseram uma sintonia
automatizada para o filtro preditor que permite acelerar o ma´ximo pos-
s´ıvel a rejeic¸a˜o de perturbac¸a˜o, sempre garantindo estabilidade robusta.
Para isso, a proposta se baseia numa identificac¸a˜o on-line das incertezas
multiplicativas do modelo interno da estrutura do PSF.
Para a sintonia automatizada do filtro preditor se considera um
sistema esta´vel de primeira ordem com atraso (FOPDT, do ingleˆs first
order plus dead time), conforme o apresentado a seguir:
Pn(s) =
Km
Tms+ 1
e−Lms. (4.1)
Essa considerac¸a˜o e´ feita dado que a maioria dos processos in-
dustriais sa˜o esta´veis e apresentam um comportamento na˜o oscilato´rio
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quando o sistema e´ estimulado com um degrau. Assim, e´ poss´ıvel apro-
ximar func¸o˜es de transfereˆncia de ordem elevada numa representac¸a˜o
FOPDT (GARRIDO et al., 2016). Na˜o obstante, a representac¸a˜o do pro-
cesso nominal na˜o necessariamente tem que ser aproximada num mo-
delo FOPDT. Neste trabalho, considera-se esse tipo de representac¸a˜o
apenas com o intuito de simplificar a ana´lise dos resultados.
A sintonia automatizada original de (LIMA; SANTOS, 2015) se
baseia no controlador do tipo Proporcional-Integral (PI) para o contro-
lador primario:
C(s) = Kp
Tis+ 1
Tis
, (4.2)
com
Ti = Tm (4.3)
e
Kp =
Tm
KmTr
, (4.4)
sendo Tr um paraˆmetro de ajuste livre para o projetista. Assim, a
func¸a˜o de transfereˆncia nominal de malha fechada da refereˆncia para a
sa´ıda e´ dada por:
Hr(s) =
e−Lms
Trs+ 1
. (4.5)
Por u´ltimo, e´ projetado um filtro Fr(s) de segunda ordem para
desacoplar a resposta ao sinal de refereˆncia da de rejeic¸a˜o de pertur-
bac¸a˜o:
Fr(s) =
(Trs+ 1)(β1s+ 1)
(T0s+ 1)2
, (4.6)
com
β1 = Tm
[
1−
(
1− T0
Tm
)2
e−
Lm
Tm
]
. (4.7)
Substituindo a dinaˆmica do filtro da equac¸a˜o (4.6) e a dinaˆmica
de malha fechada da equac¸a˜o (4.5) na dinaˆmica de perturbac¸a˜o da
equac¸a˜o (2.19), tem-se a seguinte expressa˜o para uma perturbac¸a˜o de
carga:
Hyq = Pn(s)
[
1− β1s+ 1
(T0s+ 1)2
e−Lms
]
, (4.8)
que na˜o possui um polo em s = 1/Tm. Assim, o paraˆmetro Tr sera´
o responsa´vel por definir o comportamento de seguimento do sinal de
refereˆncia, enquanto T0 determina o desempenho na rejeic¸a˜o de pertur-
bac¸a˜o.
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Em Normey-Rico et al. (2014a), propoˆs-se um procedimento de
ajuste quase automa´tico para todos os paraˆmetros do PSF, a` excec¸a˜o
do paraˆmetro T0, sugerindo-se utilizar T0 = Lm/2 no caso de sistemas
esta´veis de malha aberta. Essa sintonia pode ser conservadora para
sistemas nos quais se tem um modelo com uma boa representac¸a˜o da
dinaˆmica do processo, ao passo que pode ser inadequada para sistemas
com erro de modelagem considera´vel.
Como e´ bem conhecido, o modelo matema´tico de um processo
qualquer na pra´tica nunca vai representar fielmente a dinaˆmica do pro-
cesso real, principalmente se tais modelos forem descritos como sistemas
FOPDT, dado que erros expressivos podem surgir nas me´dias e altas
frequeˆncias nesse tipo de modelo.
Portanto, o ajuste adapta´vel de T0 proposto em Lima e San-
tos (2015) e´ uma abordagem interessante, visto que permite reduzir o
conservadorismo do ajuste fixo ao mesmo tempo em que se mante´m a
garantia de estabilidade robusta. A proposta utiliza te´cnicas de identi-
ficac¸a˜o com o objetivo de estimar o limitante frequencial das incertezas
do modelo utilizando a transformada ra´pida de Fourier (FFT, do in-
gleˆs fast Fourier transform) como ferramenta de ana´lise em frequeˆncia.
Assim, o paraˆmetro T0 e´ sintonizado com vista a obter um melhor
compromisso entre robustez e rejeic¸a˜o de perturbac¸o˜es.
4.1.1 Estimac¸a˜o das incertezas
Para o caso SISO se opta por realizar uma estimac¸a˜o das in-
certezas multiplicativas estudadas na sec¸a˜o 2.2.3 e para isso e´ necessa´rio
determinar o comportamento frequencial do processo P (ejωTs). Para
isso, e´ poss´ıvel utilizar procedimentos tanto em malha aberta quanto
em malha fechada.
Na proposta original de Lima e Santos (2015), determina-se o
comportamento frequencial do processo em malha fechada utilizando
a FFT dos sinais de entrada e sa´ıda. Assim, aplicando-se a FFT a`
integral de convuloc¸a˜o pode-se estimar a resposta em frequeˆncia da
seguinte forma:
P (ejωTs) =
Y (ejωTs)
U(ejωTs)
, (4.9)
sendo que Y (ejωTs) e U(ejωTs) sa˜o as transformadas de Fourier de y(t)
e u(t), respectivamente. Mas, para poder identificar a resposta em
frequeˆncia do sistema e´ necessa´rio inserir no processo um sinal ”sufi-
cientemente ativo”, ou seja, um sinal que seja capaz de excitar as dife-
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rentes frequeˆncias do sistema, de modo que o procedimento de inden-
tificac¸a˜o possa resultar em um modelo representativo do processo em
todo o espectro. Na literatura, esse tipo de sinal tambe´m e´ chamado
de persistentemente excitante e um exemplo bastante usado de sinal
com essa caracter´ıstica e´ um sinal bina´rio pseudo-aleato´rio (PRBS, do
ingleˆs pseudo-random binary sequence).
No entanto, segundo Aguirre (2000), a estimac¸a˜o da resposta em
frequeˆncia tambe´m pode ser feita em malha aberta utilizando a FFT.
Neste trabalho, propo˜e-se utilizar um me´todo de malha aberta para a
estimac¸a˜o on-line das incertezas para processos esta´veis. Esse me´todo e´
utilizado dado que para a extensa˜o da proposta do filtro automatizado
no caso MIMO, a estimac¸a˜o em malha aberta permite determinar a
influencia que cada entrada do processo exerce sobre cada uma das
sa´ıdas. Para isso, e´ necessa´rio deixar o sistema operar em torno de
um ponto de equil´ıbrio, abrir a malha e aplicar um PRBS superposto
ao sinal de controle para finalmente fazer a estimac¸a˜o frequencial do
processo por meio da equac¸a˜o (4.9). Tal procedimento e´ explicado nos
para´grafos a seguir.
Para poder realizar a identificac¸a˜o em malha aberta sa˜o definidas,
em primeira instaˆncia, duas faixas pro´ximas da refereˆncia ou ponto de
operac¸a˜o (faixa ma´xima e faixa mı´nima), com o objetivo de que o con-
trolador leve a varia´vel do processo para dentro da faixa mı´nima. Para
garantir que o sistema atingiu regime permanente deve-se cumprir a
condic¸a˜o de que o mesmo deve-se manter dentro da faixa mı´nima por
um determinado tempo. Depois de passado esse tempo, a malha de
controle deve ser aberta e deve ser inserido na entrada do processo o
sinal PRBS, superposto ao u´ltimo valor do sinal de controle. Se esse
sinal tiver uma amplitude grande, a identificac¸a˜o pode ser feita mais
facilmente, dado que diferencia bastante a variac¸a˜o da sa´ıda do pro-
cesso devida ao PRBS do ru´ıdo, no entanto com uma amplitude baixa
o sistema permanece mais pro´ximo do ponto de operac¸a˜o, minimizando
poss´ıveis efeitos de na˜o linearidades. No presente trabalho se opta por
ter um PRBS de baixa amplitude, que ale´m de evitar problemas como
na˜o linearidades ainda permite que o sistema na˜o se afaste muito do
ponto de operac¸a˜o do processo. Nesse instante, deve-se armazenar os
dados de entrada e sa´ıda do processo para poder realizar a estimac¸a˜o
das incertezas posteriormente. Caso a varia´vel manipulada saia da
faixa ma´xima, o processo de identificac¸a˜o e´ abortado e o controle volta
a` configurac¸a˜o de malha fechada. Esse processo e´ ilustrado mais detal-
hadamente na figura 26.
Como pode se observado na figura 26, foram definidas para esse
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Figura 26 – Processo de estimac¸a˜o em frequeˆncia em malha aberta.
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Fonte: Elaborado pelo autor.
processo uma faixa ma´xima de ±0,3 e uma faixa mı´nima de ±0,1 so-
bre a refereˆncia. O sinal de controle (linha cheia azul) leva a varia´-
vel de processo (linha cheia vermelha) para dentro da faixa mı´nima
(linha trac¸o-ponto azul) ate´ atingir a refereˆncia (linha cheia roxo). O
algoritmo exige que o sistema fique um determinado tempo dentro da
faixa mı´nima para garantir o assentamento adequado da varia´vel. Num
tempo de t = 110 s o lac¸o de controle e´ aberto e e´ inserido um sinal
PRBS de amplitude ±2 sobre o sinal de controle. Isso faz com que a
varia´vel de processo se mexa dentro da faixa ma´xima (linha trac¸o-ponto
amarela) e comece o processo de estimac¸a˜o das incertezas do sistema.
Passado um tempo, no instante t = 350 s o sistema volta a operar em
malha fechada e a varia´vel de processo volta seguir a refereˆncia.
E´ importante perceber que o PRBS deve ter pulsos em todo o es-
pectro de frequeˆncias de interesse a fim de poder estimar corretamente
as incertezas em baixas, me´dias e altas frequeˆncias. E´ por isso que
podem ser observadas diferentes larguras de pulsos na entrada do pro-
cesso na figura 26. A definic¸a˜o das frequeˆncias de excitac¸a˜o foi realizada
segundo as recomendac¸o˜es apresentadas em Landau e Zito (2006):
• a ma´xima largura do pulso deve ser ta˜o grande quanto o tempo
de assentamento do processo mais o tempo morto, com o fim de
permitir a identificac¸a˜o do ganho esta´tico;
• a durac¸a˜o do teste deve ser pelo menos igual a` largura da sequeˆn-
cia PRBS. Para evitar testes extremamente demorados e´ poss´ıvel
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selecionar a frequeˆncia do PRBS (fb) como um sub-mu´ltiplo do
per´ıodo da frequeˆncia fs
fb =
fs
k
=
1
kTs
, k = 2,3,...; (4.10)
• a magnitude do PRBS deve ser pequena comparada com a mag-
nitude do sinal de entrada do processo, com o objetivo de manter
o processo pro´ximo do ponto de operac¸a˜o.
E´ importante observar que esse tipo de estimac¸a˜o na˜o e´ muito
adequada para processos MIMO de grande porte, dado que vai re-
querer um tempo considera´vel estimar cada uma das varia´veis do sis-
tema. Note tambe´m que se o sistema e´ constantemente perturbado, as
varia´veis mais facilmente saira˜o das faixas de operac¸a˜o, fazendo com
que o processo de estimac¸a˜o seja abortado. Ale´m disso, nesse caso
pode ser complicado separar os efeitos das dinaˆmicas entrada-sa´ıda e
perturbac¸a˜o-sa´ıda.
Uma vez que se tenham os dados da entrada e da sa´ıda, uti-
lizando a equac¸a˜o (4.9) se estima a dinaˆmica frequencial do processo
real atrave´s da FFT. A FFT para o sinal y(t) e u(t) com N amostras
pode ser calculada como (AGUIRRE, 2000):
Y (jω) =
1√
N
N∑
k=1
y(k)e−jωk, (4.11)
U(jω) =
1√
N
N∑
k=1
u(k)e−jωk, (4.12)
com ω =
2pik
N
.
Finalmente estima-se |∆P (ejωTs) | como segue:
|∆P (ejωTs) | = ∣∣∣∣∣Y
(
ejωTs
)
U (ejωTs)
− Pn
(
ejωTs
)∣∣∣∣∣ , (4.13)
com
∣∣δP (ejωTs)∣∣ = ∣∣∆P (ejωTs)∣∣ / ∣∣Pn (ejωTs)∣∣.
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4.1.2 Sintonia do filtro de robustez
Como e´ apresentado em Lima e Santos (2015), uma sintonia
adequada do filtro de robustez se da´ atrave´s da definic¸a˜o do paraˆmetro
T0, tal como mostrado na equac¸a˜o (4.6), com vista a atingir uma soluc¸a˜o
de compromisso entre a robustez da estrate´gia PSF e a rapidez da
resposta de rejeic¸a˜o de perturbac¸a˜o. Em termos anal´ıticos, isso significa
atender a` condic¸a˜o de (4.14).
∣∣∣∣ C(ejωTs)P (ejωTs)1 + C(ejωTs)P (ejωTs)
∣∣∣∣ ∣∣δP (ejωTs)∣∣ ∣∣Fr(ejωTs)∣∣ ≤ γ. (4.14)
Deve ser notado que a condic¸a˜o de estabilidade robusta e´ aten-
dida para valores de γ entre 0 e 1. Valores pro´ximos de um podem levar
a oscilac¸o˜es indesejadas no sistema, ao passo que valores pro´ximos de
zero sa˜o excessivamente conservadores, deteriorando o desempenho de
rejeic¸a˜o de perturbac¸a˜o.
E´ importante ter uma margem de seguranc¸a na condic¸a˜o de esta-
bilidade robusta, uma vez que a estimativa de
∣∣δP (ejωTs)∣∣ esta´ sujeita
a erros no processo de identificac¸a˜o. Segundo o trabalho de Lima e
Santos (2015), se propo˜e que o paraˆmetro γ seja definido com um valor
tal que a distaˆncia mı´nima a` curva correspondente a δP
(
ejωTs
)
, seja
3dB, definindo assim γ = 0,7.
Como se evidencia na equac¸a˜o (4.7), o paraˆmetro β1, que corres-
ponde ao zero do filtro, depende do paraˆmetro T0. Assim, e´ utilizado
um me´todo nume´rico conhecido como o me´todo da bissec¸a˜o, com o
objetivo de determinar o paraˆmetro T0 e posteriormente o paraˆmetro
β1.
O me´todo da bissec¸a˜o, e´ um me´todo que busca um ponto espec´ı-
fico dentro de uma func¸a˜o cont´ınua. Sua ideia e´ comec¸ar num ponto
em que a func¸a˜o seja maior e outro no qual ela seja menor com relac¸a˜o
ao ponto que se deseja achar, formando assim um intervalo. O me´todo
vai dividindo o intervalo ao meio ate´ encontrar esse ponto, ou chegar
numa vizinhanc¸a suficientemente pro´xima do mesmo (LINDEN, 2008).
Para achar o paraˆmetro T0 empregando o me´todo da bissec¸a˜o e´
de suma importaˆncia que o comportamento da func¸a˜o seja monotoˆnica
a fim de que ela possa achar o valor o´timo global. Neste caso em
particular, que se considera um sistema esta´vel em malha aberta, o
sistema apresenta um comportamento monotoˆnico dado que para esse
tipo de processos, o incremento do paraˆmetro T0 sempre aumenta a
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robustez do sistema.
Para determinar o paraˆmetro T0 do filtro de robustez utilizando
o algoritmo da bissec¸a˜o, procede-se da seguinte maneira: dado que os
sistemas que empregam o PSF tipicamente sa˜o sistemas de atraso domi-
nante, escolhe-se um intervalo como [Lm/100; 100Lm]. A escolha desse
intervalo e´ feita a fim de ter dois extremos com relac¸a˜o ao paraˆmetro
T0. O valor do extremo (Lm/100) para T0 e´ escolhido de forma que na˜o
garanta a estabilidade robusta da equac¸a˜o (4.14) e o segundo valor do
extremo (100Lm) para T0 e´ escolhido exageradamente robusto. Esse in-
tervalo pode ser ampliado ou reduzido conforme cumpra com o crite´rio
de que o extremo esquerdo na˜o garanta robustez, enquanto o direito
garanta. Assim, reduzindo esse intervalo em metades sucessivas de
poss´ıveis valores para T0, e testando se os extremos de cada uma respei-
tam ou na˜o a condic¸a˜o de estabilidade robusta, o importante e´ garantir
que um ponto atenda em quanto o outro na˜o atenda. Se o ponto me´-
dio atender, descarta-se o anterior que atendia. Caso ele na˜o atenda,
descarta-se o que na˜o atendia. Desta maneira, converge-se ate´ um in-
tervalo menor ou igual ao crite´rio  = Lm10
−6 de parada, sendo seu
extremo direito o valor de T0 resultante.
O pseudo-co´digo do algoritmo da bissec¸a˜o para determinar o
parameˆtro T0 e posteriormente o parameˆtro β1 no caso SISO e´ apre-
sentado na figura 27.
4.1.3 Estudo de caso
Para ilustrar o me´todo de sintonia automa´tica do filtro predi-
tor para o caso SISO e´ considerado o trocador de calor apresentado
em Normey-Rico e Camacho (2009), no qual a temperatura de sa´ıda
T de a´gua fria e´ controlada usando a abertura de uma va´lvula V que
manipula a vaza˜o de agua quente, como se ilustra na figura 28. A
a´gua quente vem de um tanque de armazenamento e sua temperatura
e´ mantida num ponto de operac¸a˜o, o qual e´ definido por um contro-
lador independente. O atraso nesse processo e´ causado pelo tempo
necessa´rio para transferir a energia da a´gua quente para a a´gua fria. O
comportamento desse processo pro´ximo do ponto de operac¸a˜o pode ser
representado por um modelo de primeira ordem:
T (s)
V (s)
= P (s) =
0,12
6s+ 1
e−3s. (4.15)
O modelo que foi levantado para o processo do trocador de a´gua
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Figura 27 – Algoritmo da bissec¸a˜o para o caso SISO.
a← Lm/100 {Valor que na˜o respeita a equac¸a˜o (4.14)}
b← 100Lm {Valor que respeita a equac¸a˜o (4.14)}
Obter: Fra(s) com T0 = a
Obter: Frb(s) com T0 = b
Verificar: Fra(s) na˜o respeita equac¸a˜o (4.14)
Verificar: Frb(s) respeita equac¸a˜o (4.14)
while (b− a) ≥ Lm/106 do
c← (a+ b)/2
Obter: βc com T0 = c
Obter: Frc(s) com T0 = c e βc
if Frc(s) respeita equac¸a˜o (4.14) then
b← c
else
a← c
end if
end while
Obter: βb com T0 = b
Obter: Frb(s) com T0 = b e βb
Fonte: Elaborado pelo autor.
Figura 28 – Trocador de calor de agua.
𝐹𝑐
𝐹𝐻
𝑉
TT
Água Quente Água Fria
Fonte: Elaborado pelo autor.
e´ descrito como segue:
Pn(s) =
0,132
7,2s+ 1
e−3,6s, (4.16)
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o que corresponde a uma incerteza de 10% no ganho e 20% no atraso e
na constante de tempo.
A representac¸a˜o discreta do modelo com sustentador de ordem
zero e per´ıodo de amostragem Ts = 0,4 min e´ dada por:
Pn(z) =
0,007133
z − 0,946z
−9. (4.17)
O controlador prima´rio foi definido como apresentado na equac¸a˜o
(4.2) e sintonizado utilizando as equac¸o˜es (4.3) e (4.4), sendo calculado
para que Tr = Lm/4. Assim, o controlador discretizado e´ dado pela
expressa˜o
C(z) =
60,61z − 57,24
z − 1 . (4.18)
O filtro Fr(z) foi ajustado como discutido em (NORMEY-RICO
et al., 2014a) com o paraˆmetro T0 = Lm/2 e o paraˆmetro β1 como
apresentado na equac¸a˜o (4.7). Assim, sua representac¸a˜o no domı´nio
discreto e´
Fr(z) =
1,317z2 − 2,026z + 0,7494
z2 − 1,601z + 0,6412 . (4.19)
A resposta ao degrau unita´rio do sistema em malha fechada
obtida com esse controlador pode ser vista na figura 29. Para este
caso, o limite aceita´vel de variac¸a˜o durante a identificac¸a˜o definido foi
de ±0,4 em torno do ponto de operac¸a˜o e a faixa mı´nima, dentro da
qual a resposta do sistema deve permanecer por 100 amostras antes de
ser iniciado o processo de identificac¸a˜o, foi definida como ±0,1 em torno
da refereˆncia. Quando o sistema consegue permanecer as 100 amostras
dentro da faixa mı´nima o sistema de controle passa a operar em malha
aberta e se introduz o sinal de PRBS (como se mostra na varia´vel de
controle) para realizar a identificac¸a˜o on-line das incertezas. Assim, a
varia´vel de processo comec¸a oscilar dentro da faixa ma´xima, sempre se
mantendo pro´xima da refereˆncia. Caso a varia´vel saia da faixa ma´xima,
o processo voltara´ a operar em malha fechada e a identificac¸a˜o on-line
sera´ abortada.
Na figura 29, a injec¸a˜o do PRBS sobre o sistema ocorre durante
600 amostras, desde o instante t = 124 min. A partir dos dados obtidos
e´ poss´ıvel realizar a estimac¸a˜o em frequeˆncia do processo utilizando a
equac¸a˜o (4.9).
Na figura 30, apresenta-se a amplitude da resposta em frequeˆncia
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Figura 29 – Resposta ao degrau unita´rio do trocador de calor de agua.
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Fonte: Elaborado pelo autor.
do processo real (linha preta tracejada) e a estimativa realizada atrave´s
do processo descrito (linha azul). Pode-se perceber que o modelo esti-
mado tem claramente diferenc¸as com respeito ao modelo do processo,
mas consegue representar de forma bastante boa as caracter´ısticas em
todas as faixas de frequeˆncia.
A estimac¸a˜o do modelo no domı´nio da frequeˆncia vai depender
de fatores como o nu´mero de amostras utilizadas no experimento para
determinar a resoluc¸a˜o em frequeˆncia e a qualidade dos sinais medidos,
que na˜o pode possuir muito ru´ıdo de medic¸a˜o que possa contaminar o
sinal em altas frequeˆncias. A fim de aprimorar os resultados da esti-
mac¸a˜o, optou-se por implementar um filtro de me´dia mo´vel nas ampli-
tudes da resposta em frequeˆncia, como forma de minimizar a influeˆncia
de ru´ıdos de medic¸a˜o e erros de estimac¸a˜o. Quanto maior for a janela
empregada para me´dia mo´vel, maior sera´ o efeito dos vizinhos sobre o
elemento central. Para o estudo de caso analisado, optou-se por ado-
tar uma janela de 5 amostras, dando como resultado uma resposta no
domı´nio da frequeˆncia com menos variac¸o˜es, como pode ser visto na
figura 31.
E´ importante ressaltar que a estimac¸a˜o do processo real per-
mite ajustar tanto o filtro preditor quanto modificar o modelo usado
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Figura 30 – Estimac¸a˜o em frequeˆncia do processo.
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Figura 31 – Estimac¸a˜o em frequeˆncia filtrada do processo.
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Fonte: Elaborado pelo autor.
para predic¸a˜o (modelo interno nominal) da estrutura do PSF. Caso se
modifique o modelo interno nominal, a resposta do sistema se tornara´
menos oscilato´ria dado que se minimiza o erro de modelagem entre o
processo e o modelo. Para isso, entretanto, e´ necessa´rio um novo mo-
delo parame´trico do processo, o que na˜o e´ necessa´rio para o ajuste do
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filtro proposto neste trabalho o filtro preditor, pode-se acelerar a dinaˆ-
mica de rejeic¸a˜o de perturbac¸o˜es para o caso esta´vel e tambe´m pode se
proporcionar robustez ao sistema no caso de erros de modelagem.
A estimac¸a˜o realizada no procedimento proposto neste trabalho
da´ especial atenc¸a˜o ao ajuste do filtro preditor nas me´dias e altas fre-
queˆncias, visto que a estimac¸a˜o das componentes de baixa frequeˆncia
no modelo nominal e´ mais fa´cil, o que naturalmente leva a menores
erros nessas frequeˆncias. Ale´m disso, como o filtro do preditor deve
possuir ganho esta´tico unita´rio (ver sec¸a˜o 2.2.2), e´ imposs´ıvel empregar
o filtro para aumentar a robustez na frequeˆncia zero, logo na˜o ha´ inte-
resse pra´tico na estimac¸a˜o exata dos erros de modelagem na regia˜o de
frequeˆncias muito baixas. Como e´ evidenciado na figura 31, o modelo
estimado parece na˜o apresentar muitos dados em baixas frequeˆncias,
mas deve ser observado que o gra´fico da figura tem escala logar´ıtmica
no eixo das abscissas, logo o que visualmente parece ser uma auseˆncia
grande de pontos na realidade esta´ associado com a resoluc¸a˜o em fre-
queˆncia da FFT e em termos absolutos representa uma faixa estreita de
frequeˆncias em uma regia˜o que e´ de pouco interesse para a aplicac¸a˜o do
procedimento aqui descrito. Caso se deseje ter essa informac¸a˜o, basta
aumentar o tempo do experimento para ter uma melhor resoluc¸a˜o em
frequeˆncia, levando em considerac¸a˜o as recomendac¸o˜es feitas na sec¸a˜o
4.1.1.
Com a resposta em frequeˆncia estimada, e´ poss´ıvel calcular as
incertezas multiplicativas do sistema
∣∣δP (ejωTs)∣∣ e assim poder proje-
tar um novo filtro por meio do algoritmo da bissec¸a˜o que seja capaz de
assegurar o comportamento robusto. O novo filtro para este estudo de
caso, obtido com emprego do me´todo da bissec¸a˜o, e´ dado pela seguinte
func¸a˜o de transfereˆncia:
Fr(z) =
0,5933z2 − 0,9065z + 0,3294
z2 − 1,745z + 0,7612 . (4.20)
A condic¸a˜o de estabilidade robusta (equac¸a˜o (2.40)) e´ apresen-
tada na figura 32, onde e´ poss´ıvel comparar o desempenho dos dois
filtros utilizados. No caso da sintonia automa´tica, representado por
PSF2, a distaˆncia entre as curvas e´ maior ou igual a 3 dB, o que na˜o e´
respeitado com a sintonia fixa representada por PSF1.
Na figura 33 e´ poss´ıvel comparar o comportamento em malha
fechada do sistema com uma entrada tipo degrau unita´rio considerando
os dois filtros. No teste, e´ inserida uma perturbac¸a˜o na entrada (mag-
nitude 5, aos 159 minutos de simulac¸a˜o) e na sa´ıda (magnitude 0,2, aos
282 minutos de simulac¸a˜o). A tendeˆncia de melhora da sintonia au-
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Figura 32 – Condic¸a˜o de estabilidade robusta.
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tomatizada (representada em linha preta) e´ evidenciada pela reduc¸a˜o
nas oscilac¸o˜es presentes na sintonia original (linha vermelha).
4.2 SINTONIA AUTOMATIZADA DO FILTRO PREDITOR DA ES-
TRUTURA DO PSF PARA O CASO MIMO
Uma vez estudada a vantagem de ter uma sintonia automa´tica do
filtro preditor proposta por Lima e Santos (2015), nesta sec¸a˜o pretende-
se estender a abordagem para o caso multivaria´vel, visando aprimorar o
comportamento de rejeic¸a˜o de perturbac¸a˜o e ao mesmo tempo garantir
estabilidade robusta.
Para o caso MIMO, ale´m da extensa˜o da sintonia automa´tica do
filtro, propo˜e-se utilizar um controlador prima´rio que leve em conside-
rac¸a˜o as interac¸o˜es presentes num sistema MIMO utilizando as ideias
de desacoplamento inverso apresentadas na subsec¸a˜o 2.5.3.
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Figura 33 – Comparativo entre a sintonia fixa e a auto-ajusta´vel.
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Fonte: Elaborado pelo autor.
4.2.1 Robustez do PSF MIMO
A abordagem de sintonia automatizada do filtro de robustez da
estrutura PSF, sera´ desenvolvida tomando como base as estimativas
das incertezas aditivas, isto e´,
P(z) = Pn(z) + ∆P(z), (4.21)
onde P(z) representa a planta real, Pn(z) o modelo nominal e ∆P(z)
as incertezas. Em geral ∆P(z), pode ser escrita como
∆P(z) = W2(z)∆(z)W1(z), σ¯(∆(z)) ≤ 1 ∀ω ∈ [0,pi/Ts) (4.22)
(ou equivalentemente ‖∆(z)‖∞ ≤ 1) onde, neste caso, ∆(z) e´ uma
matriz cheia, σ¯(X) denota o valor singular ma´ximo de X, e W1(z) e
W2(z) sa˜o duas matrizes de transfereˆncia esta´veis que caracterizam a
estrutura frequencial e espacial da incerteza (SKOGESTAD; POSTLETH-
WAITE, 2001).
A ana´lise de robustez e´ baseada no diagrama de blocos apresen-
tado na figura 34, o qual pode ser transformado num novo diagrama
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para a ana´lise da estabilidade de malha fechada, como pode ser visto na
figura 35, onde M(z) e´ a planta equivalente para a ana´lise de robustez
com R(z) = Q(z) = N1(z) = N2(z) = 0.
M(z) = W1(z)M0(z)Fr(z)W2(z), (4.23)
onde M0(z) = C(z)[I + Gn(z)C(z)]
−1. Note que M0(z) e´ esta´vel se
C(z) estabiliza Gn(z). A condic¸a˜o de estabilidade robusta sob per-
turbac¸o˜es bloco diagonais e´ dada por (SKOGESTAD; POSTLETHWAITE,
2001)
σ¯(∆(ejωTs)) <
1
σ¯(M(ejωTs))
, (4.24)
ou simplesmente
σ¯(M(ejωTs)) < 1,∀ω ∈ [0,pi/Ts). (4.25)
Figura 34 – PSF com incertezas aditivas.
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Fonte: Elaborado pelo autor.
Como o efeito de Fr(z) aparece implicitamente em M(z), e´ in-
teressante decompor M(z) em pequenas partes, para remarcar a im-
portaˆncia de Fr(z). Agora, utilizando a desigualdade σ¯(X.Y) ≤ σ¯(X)σ¯(Y),
e´ poss´ıvel escrever
σ¯ (M) ≤ σ¯ (M0) σ¯ (Fr) σ¯ (W1) σ¯ (W2) . (4.26)
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Figura 35 – Estrutura geral de robustez ∆−M.
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Fonte: Elaborado pelo autor.
Assim, a robustez do PSF MIMO e´ definida por σ¯ (Fr). E´ impor-
tante observar que Fr(z) e´ um filtro diagonal e que os valores singulares
ma´ximos sa˜o dados pelas magnitudes de cada um dos filtros SISO que
compo˜em a diagonal da matriz Fr(z). Consequentemente, os valores de
T0i sa˜o usados para garantir o compromisso entre robustez e velocidade
na rejeic¸a˜o de perturbac¸o˜es.
4.2.2 Estimac¸a˜o das incertezas no sistema MIMO
Do mesmo jeito que foi feito para o caso SISO, e´ necessa´rio ini-
cialmente determinar o comportamento frequencial do processo, Pij(e
jωTs),
para depois poder fazer a estimativa das incertezas aditivas do sistema.
Assim, utilizando a mesma metodologia do caso SISO, cada malha de
controle do sistema MIMO deve ser aberta para poder inserir um sinal
persistentemente excitante (PRBS), neste caso que permita realizar a
estimac¸a˜o em frequeˆncia do processo, como e´ mostrado na equac¸a˜o
(4.27), utilizando a FFT nos sinais de entrada e sa´ıda do sistema.
Pij(e
jωTs) =
Yi(e
jωTs)
Uj(ejωTs)
, (4.27)
Em (4.27), que Yi(e
jωTs) e Uj(e
jωTs) sa˜o as transformadas de Fourier
de y(t) e u(t), respectivamente.
Para o caso MIMO e´ de fundamental importaˆncia que seja em-
pregado o mecanismo de identificac¸a˜o em malha aberta, dado que o
uso direto dos sinais de malha fechada impossibilitaria a separac¸a˜o dos
efeitos cruzados presentes no sistema MIMO.
Para poder realizar a estimativa do processo MIMO no domı´nio
da frequeˆncia e´ necessa´rio levar em considerac¸a˜o algumas recomen-
dac¸o˜es. Primeiro, no caso SISO se trabalhava com duas faixas que
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determinavam o curso ma´ximo da varia´vel de processo durante o pro-
cesso de identificac¸a˜o; agora no caso MIMO, como se esta´ trabalhando
com sistemas multivaria´veis, va˜o ser necessa´rias 2n faixas, onde n e´ o
nu´mero de sa´ıdas do processo MIMO. A segunda recomendac¸a˜o e´ que e´
necessa´rio realizar o ensaio com uma malha de cada vez. Por exemplo,
em um sistema MIMO 2× 2, se espera ate´ que o controlador prima´rio
consiga manter ambas as varia´veis no ponto de operac¸a˜o (dentro das
respectivas faixas mı´nimas) por um tempo especifico, logo as duas ma-
lhas de controle devem ser abertas e deve-se inserir o sinal de PRBS
na primeira malha, armazenando os vetores do sinal de entrada u1(t) e
dos sinais de sa´ıda y1(t) e y2(t). Uma vez finalizado o experimento no
primeiro lac¸o, retorna-se para o controle de malha fechada e aguarda-se
o tempo necessa´rio para que o controlador consiga novamente levar as
varia´veis ate´ o ponto de operac¸a˜o. Logo depois, abrem-se novamente
ambas malhas e e´ inserindo o sinal de PRBS na segunda varia´vel ma-
nipulada, armazenando os vetores do sinal de entrada u2(t) e dos sinais
de sa´ıda y1(t) e y2(t). E´ importante relembrar que se alguma varia´vel
sai de suas respectivas faixas ma´ximas, o experimento de estimac¸a˜o e´
abortado e se retorna para a operac¸a˜o de malha fechada.
Uma vez que tenham sido obtidos os sinais em frequeˆncia para
cada varia´vel, e´ poss´ıvel realizar a estimac¸a˜o das incertezas aditivas
atrave´s da aplicac¸a˜o de (4.28) para cada par entrada-sa´ıda:
|∆Pij
(
ejωTs
) | = ∣∣∣∣∣Yi
(
ejωTs
)
Uj (ejωTs)
− Pnij
(
ejωTs
)∣∣∣∣∣ . (4.28)
Finalmente, das equac¸o˜es (4.25) e (4.26), e´ poss´ıvel escrever
σ¯(M0) σ¯(Fr)σ¯(W1)σ¯(W2)< 1. Como esses termos sa˜o escalares e´
poss´ıvel isolar σ¯(Fr) e definir a condic¸a˜o imposta pelo filtro preditor
no intuito de garantir a robustez da malha de controle, dada por
σ¯ (Fr) <
1
σ¯ (M0) σ¯ (W1) σ¯ (W2)
. (4.29)
Como Fr(z) e´ diagonal, os valores singulares sa˜o a magnitude
dos elementos da diagonal, i.e.
σi
(
Fr(e
jωTs)
)
=
∣∣Fri(ejωTs)∣∣ ,∀ω[0,pi/Ts). (4.30)
Assim, as caracter´ısticas de robustez do controlador sa˜o definidas
pela forma das func¸o˜es escalares Fri(e
jωTs) a qual e´ definida utilizando
o paraˆmetro livre T0i . Quando T0i aumenta, a robustez aumenta mas ao
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mesmo tempo, como esse termo sa˜o os po´los do filtro os quais afetam a
relac¸a˜o da matriz de transfereˆncia de malha fechada para a perturbac¸a˜o
de carga Hyq(z), implica que a resposta de rejeic¸a˜o a perturbac¸a˜o e´
deteriora. Esse compromisso entre robustez e desempenho deve ser
resolvido para cada caso ajustando a estrutura de controle (FLESCH et
al., 2011).
A sintonia automatizada do filtro para o caso MIMO tambe´m
e´ feita com o algoritmo da bissec¸a˜o apresentado na figura 36. Como
o filtro e´ uma matriz diagonal, deve ser verificado que cada elemento
da matriz cumpra com o crite´rio de robustez da malha de controle.
Do mesmo modo que no caso SISO, o intervalo para o algoritmo da
bissec¸a˜o e´ feita com base aos atrasos efetivos por sa´ıda θi da abordagem
do output DTC para o caso cont´ınuo, no qual o extremo θi/100 na˜o
respeita a condic¸a˜o de estabilidade robusta, enquanto o extremo 100θi
respeita.
Figura 36 – Algoritmo da bissec¸a˜o para o caso MIMO.
ai ← θi/100 {Valor que na˜o respeita a equac¸a˜o (4.29)}
bi ← 100θi {Valor que respeita a equac¸a˜o (4.29)}
Obter: βai com T0i = ai
Obter: βbi com T0i = bi
Obter: Fra(s) com T0i = ai e βai
Obter: Frb(s) com T0i = bi e βbi
Verificar: Fra(s) na˜o respeita equac¸a˜o (4.29)
Verificar: Frb(s) respeita equac¸a˜o (4.29)
while (bi − ai) ≥ θi/106 do
ci ← (ai + bi)/2
Obter: βci com T0i = ci
Obter: Frc(s) com T0i = ci e βci
if Frc(s) respeita equac¸a˜o (4.29) then
bi ← ci
else
ai ← ci
end if
end while
Obter: βbi e T0i = bi
Obter: Frb(s) com T0i = bi e βbi
Fonte: elaborado pelo autor.
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4.2.3 Estudo de caso - Controle multivaria´vel de uma estufa
usando o PSF
A constante demanda pela alta eficieˆncia nos sistemas de controle
de uma estufa motivam o interesse por alcanc¸ar condic¸o˜es clima´ticas
o´timas para o adequado crescimento das plantas. O projeto de controle
de uma estufa pode ser complexo por causa do forte acoplamento entre
suas duas varia´veis de controle principais (temperatura e umidade), pe-
los diferentes atrasos presentes no lac¸o de controle e pela alta interac¸a˜o
na˜o linear entre os subsistemas f´ısicos e biolo´gicos. Nesse contexto, a
ideia principal neste estudo de caso e´ melhorar o comportamento ro-
busto do preditor de Smith filtrado num modelo clima´tico equivalente
de uma estufa com mu´ltiplos atrasos em func¸a˜o do grau de incerteza
associado ao modelo do processo a ser controlado. O estudo de caso e´
utilizado para ilustrar as vantagens de ter uma sintonia automatizada
do filtro preditor, o que permite acelerar as dinaˆmicas de rejeic¸a˜o de
perturbac¸a˜o e assegurar em todo momento a estabilidade robusta do
sistema.
Uma estufa se define como um cultivo protegido no qual se mo-
difica o ambiente natural a fim de proporcionar a`s plantas um o´timo
entorno para seu crescimento (JENSEN; MALTER, 1995). Ale´m de serem
uma importante alternativa para enfrentar a alterac¸a˜o do clima, as es-
tufas ajudam a reduzir a dependeˆncia externa de combust´ıveis fo´sseis,
ja´ que grande parte de sua energia vem de fontes renova´veis (AZAZA et
al., 2014).
Do ponto de vista de controle, uma estufa consiste em dois sub-
sistemas fortemente acoplados: o clima e o cultivo. O clima dentro da
estufa e´ um sistema MIMO na˜o linear, caracterizado pelo alto acopla-
mento com altas variac¸o˜es dos paraˆmetros devido ao crescimento das
plantas e altamente influenciado por perturbac¸o˜es externas (tempera-
tura e umidade exterior, velocidade do vento, radiac¸a˜o solar, entre ou-
tras). As principais varia´veis de processo de uma estufa sa˜o a umidade
(umidade absoluta, umidade relativa, taxa de umidade ou de´ficit de
pressa˜o de vapor), temperatura e concentrac¸a˜o de dio´xido de carbono
(GURBAN; ANDREESCU, 2012).
Ale´m das caracter´ısticas de acoplamento, e´ importante conside-
rar os diferentes atrasos que podem ocorrer na dinaˆmica da estufa.
Esses atrasos podem ser gerados pela localizac¸a˜o e pela disposic¸a˜o dos
transdutores no interior e exterior da estufa e pelo tempo que os atu-
adores levam para afetar as varia´veis de processo.
O modelo desenvolvido em (ALBRIGHT et al., 2001) e´ um dos mo-
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delos dinaˆmicos do clima de uma estufa mais utilizados na literatura
de controle e pode ser resumido pelo diagrama da figura 37. Esse mo-
delo simplificado, baseado no balanc¸o de massa e energia no interior da
estufa, conte´m duas equac¸o˜es diferenciais na˜o lineares que descrevem o
calor latente e sens´ıvel, e o equil´ıbrio de vapor de a´gua, que sa˜o as varia´-
veis controladas. Nesse modelo somente sa˜o consideradas como pertur-
bac¸o˜es a temperatura, a umidade exterior e a radiac¸a˜o solar (GURBAN;
ANDREESCU, 2012).
Figura 37 – Modelo dinaˆmico do clima dentro da estufa.
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Fonte: Elaborado pelo autor.
As equac¸o˜es diferenciais que governam o calor sens´ıvel e o ba-
lanc¸o de vapor de a´gua no interior do volume da estufa sa˜o dadas por:
dTin(t)
dt
=
1
ρCρV
[qh (t) + Si (t)− γqfog(t)]
− V˙t(t)
V
[Tin (t)− Tout(t)]
− UA
ρCρV
[Tin (t)− Tout(t)] , (4.31)
dWin(t)
dt
=
1
ρV
qfog (t) +
1
ρV
E (Si (t) ,Win(t))
− V˙t(t)
ρV
[Win (t)−Wout(t)] , (4.32)
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onde Tin(t) e´ a temperatura do ar interior (
◦C), Tout(t) e´ a tempera-
tura do ar exterior (◦C), ρ e´ a densidade do ar (kg/m3), Cp e´ o calor
espec´ıfico do ar (J/(kgK)), V e´ o volume da estufa (m3), qh e´ o calor
proporcionado pelo sistema de calefac¸a˜o da estufa (W), Si e´ a energia
radiante solar interceptada (W/m2), γ e´ o calor latente de vaporiza-
c¸a˜o (J/g), qfog e´ a vaza˜o ma´ssica de a´gua do sistema de nebulizac¸a˜o
(massa de vapor de agua por segundo, em g/s), V˙t e´ a taxa de ventilac¸a˜o
(m3/s), U e´ o coeficiente de transfereˆncia de calor global (W/(m2K)),
A e´ a superf´ıcie de transfereˆncia de calor (m2), Win e Wout sa˜o as taxas
de massa de umidade no interior e exterior da estufa (vapor de a´gua
do ar seco, em g/m3), respectivamente, e E(Si(t),Win(t)) e´ a taxa de
evapotranspirac¸a˜o das plantas (g/s).
O modelo clima´tico da estufa descrito pelas equac¸o˜es (4.31) e
(4.32) pode ser usado como um modelo multi-estac¸o˜es. Para este es-
tudo de caso, so´ sera˜o consideradas operac¸o˜es no vera˜o. Assim, o sis-
tema de calefac¸a˜o da estufa na˜o sera´ usado, i.e. qh = 0 W. Desse modo,
as duas varia´veis manipuladas sa˜o a taxa de ventilac¸a˜o do ar, V˙t, e a
vaza˜o ma´ssica de a´gua do sistema de nebulizac¸a˜o, qfog. A relac¸a˜o sim-
plificada para a taxa de evapotranspirac¸a˜o das plantas, E(Si(t),Win(t))
(PASGIANOS et al., 2003), principalmente depende da radiac¸a˜o solar in-
terceptada Si e da proporc¸a˜o de umidade interior, Win, expressa como:
E (Si (t) ,Win(t)) = α
Si (t)
γ
− βTWin(t), (4.33)
onde, α e´ o coeficiente para explicar sombreamento e ı´ndice de a´rea fo-
liar (α = 0,1249 neste caso), e βT e´ o coeficiente para levar em conta as
constantes termodinaˆmicas e outros fatores que afetam a evapotrans-
pirac¸a˜o (neste caso especifico, βT = 0).
Igualando as derivadas das equac¸o˜es (4.31) e (4.32) a zero e con-
siderando condic¸o˜es ambientais constantes (Si, Tout, Wout, Vt, qfog), e´
poss´ıvel determinar o ponto de equil´ıbrio, representado por:
Tin0 =
1
ρCρVt + UA
[
Si − γqfog
]
+ Tout, (4.34)
Win0 =
1
Vt + βT
[
qfog + α
Si
γ
+ V tWout
]
. (4.35)
Para realizar as simulac¸o˜es, sa˜o considerados para cada uma das
varia´veis da estufa os valores apresentados na Tabela 5.
As dinaˆmicas e alocac¸a˜o dos sensores e dos atuadores dentro da
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Tabela 5 – Valores das varia´veis da estufa
Varia´vel Valor Varia´vel Valor
V 4000 m3 Cp 1006 J/(kgK)
UA 25000 W/K V˙t 10 m
3/s
ρ 1,2 kg/m3 γ 2257 J/g
qfog 18 g/s qfogMAX 150 g/s
Si 300 W/m
2 Tout 25
◦C
Wout 4 g/m
3 V˙tMAX 23 m
3/s
estufa produzem diferentes atrasos na malha de controle clima´tico. Os
atrasos sa˜o causados por exemplo pelo tempo necessa´rio que leva o sen-
sor em comec¸ar a perceber a mudanc¸a de varia´vel por causa do grande
volume da estufa, assim para obter uma medic¸a˜o mais uniforme pode-se
dispor de uma rede de sensores alocados em diferentes pontos da estufa
a fim de ter uma medic¸a˜o mais acertada e mais ra´pida. Tambe´m e´ im-
portante notar que o tempo que transcorre entre a aplicac¸a˜o de energia
aos atuadores e o in´ıcio do reflexo sobre as varia´veis internas da estufa
e´ outra fonte geradora de atrasos. Todos esses atrasos sa˜o considerados
como LqT = 100 s (atraso entre qfog e Tin), LqW = 180 s (atraso entre
qfog e Win), LvT = 90 s (atraso entre V˙t e Tin), e LvW = 220 s (atraso
entre V˙t e Win).
Todos os resultados de simulac¸a˜o apresentados nesta subsec¸a˜o
consideram o modelo fenomenolo´gico na˜o linear derivado das equac¸o˜es
(4.34) e (4.35) como a representac¸a˜o da planta, P(z), e sua linearizac¸a˜o
e´ o modelo nominal, Pn(z). Para realizar o teste de simulac¸a˜o da
estufa, a condic¸a˜o inicial para a temperatura interior e´ imposta como
Tin = 32
◦C e a massa de umidade no interior e´ definida como Win =
7,4601 g/m3.
O modelo de matriz de transfereˆncia a partir de uma identifi-
cac¸a˜o experimental usando o modelo na˜o linear em torno do ponto de
operac¸a˜o apresenta a seguinte estrutura
Pn (s) =

−0,1806
150s+ 1
e−89.5s
−0,05705
140s+ 1
e−101s
−0,8357
580s+ 1
e−220s
0,134
610s+ 1
e−180s
 . (4.36)
Assim, a representac¸a˜o discreta da matriz de transfereˆncia da
equac¸a˜o (4.36) com um sustentador de ordem zero e um per´ıodo de
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amostragem de Ts = 10 s e´ dada por (4.37).
Pn(z) =

−0,0006z − 0,01105
z − 0,9355 z
−9−0,0035z − 0,00038
z − 0,9311 z
−11
−0,01429
z − 0,9829z
−22 0,002179
z − 0,9837z
−18
 . (4.37)
Os atrasos mı´nimos de cada linha sa˜o 90 s (9 amostras) e 180 s
(18 amostras), respectivamente. A sintonia do controlador prima´rio e´
feita com base no primeiro caso apresentado na Tabela 4 por desacopla-
mento inverso com uma configurac¸a˜o 1-2. Deve-se notar que o processo
nominal cumpre com as condic¸o˜es de realizabilidade para o ca´lculo do
controlador.
Com base nas escolhas realizadas anteriormente, o ca´lculo dos
elementos da matriz de transfereˆncia de controle, C(s), da equac¸a˜o
(2.64) pode ser simplificado, tendo cada elemento o formato:
cdij (s) =
τijs+ 1
λjKijs
, (4.38)
coij (s) = −
λiKijs
τijs+ 1
e−θos, (4.39)
onde Kij e´ o ganho esta´tico da planta, τij e´ a constante de tempo,
θo = θij − θi e´ o atraso efetivo de cada sa´ıda i no tempo cont´ınuo, onde
θi e´ o atraso mı´nimo da i-e´sima linha da matriz Pn(s).
A matriz de transfereˆncia do controlador e´ calculada usando
as equac¸o˜es (4.38) e (4.39) para o modelo do processo da equac¸a˜o
(4.36) com as constantes de tempo de malha fechada definidas como
λ1 = 100 s, λ2 = 300 s e e´ levada ao domı´nio discreto usando uma
representac¸a˜o de aproximac¸a˜o bilinear, resultando em
C(z) =

−8,583z + 8,029
z − 1
−0,0393z + 0,0393
z − 0,931 z
−2
−0,4286z + 0,4286
z − 0,9829 z
−4 15,17z − 14,93
z − 1
 . (4.40)
O filtro preditor Fr(z) e´ sintonizado como discutido em (NORMEY-
RICO et al., 2014b), com Trij = λi, mas com T0ij = 6θi ao inve´s de usar
T0ij = θi/2, com o fim de projetar um filtro exageradamente robusto.
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A representac¸a˜o final do filtro e´ dada por
Fr(z) =

−0,1411z2 + 0,2724z − 0,1309
z2 − 1,963z + 0,9634 0
0
0,6319z2 − 1,233z + 0,6011
z2 − 1,963z + 0,9634
 .
(4.41)
Os resultados da simulac¸a˜o sa˜o apresentados na figura 38, no
qual e´ inserido na refereˆncia da temperatura um degrau descendente
de 2 ◦C, em t = 10000 s, e na refereˆncia da umidade, um degrau de
5 g/m3, em t = 20000 s. O sistema tem uma faixa ma´xima de ±2 e uma
faixa mı´nima ±1,5 sobre a refereˆncia (◦C para temperatura e g/m3 para
umidade). Quando o sistema alcanc¸a as refereˆncias nas duas varia´veis e
se mante´m dentro das faixas mı´nimas, a malha de controle e´ aberta e se
introduz o sinal de PRBS para realizar a identificac¸a˜o em frequeˆncia do
sistema (relembrando que o procedimento e´ realizado em uma varia´vel
manipulada por vez para simplificar a ana´lise dos resultados). Uma
vez que o sinal PRBS e´ introduzido, as varia´veis comec¸am a oscilar
dentro dde suas respectivas faixas ma´ximas pelo tempo que durar o
experimento. Se a varia´vel sair da faixa ma´xima, a identificac¸a˜o e´
abortada e se retorna para a operac¸a˜o em malha fechada ate´ que a
condic¸a˜o de assentamento seja novamente detectada.
Na figura 38, o sinal PRBS e´ introduzido por 2048 amostras em
cada varia´vel manipulada. Assim, o sinal PRBS e´ inserido em t =
26320 s sobre a taxa de ventilac¸a˜o e em t = 47000 s sobre o sistema de
nebulizac¸a˜o, como pode ser observado na figura 39.
A figura 40 mostra a comparac¸a˜o entre o modelo nominal iden-
tificado a partir do balanc¸o de massa e energia, Pnij (e
jω), em linha
tracejada, e o modelo estimado pela FFT, Pij(e
jω), em linha cheia.
Do mesmo modo como feito no caso SISO, a fim de aprimorar os
resultados da estimac¸a˜o, utiliza-se um filtro de me´dia mo´vel com uma
janela de 5 amostras, dando como resultado uma resposta no domı´nio
da frequeˆncia com menos variac¸o˜es, como pode ser visto na figura 41.
Baseando-se nesse resultado, as duas matrizes esta´veis de trans-
fereˆncia que caracterizam a estrutura frequencial e espacial da incerteza
sa˜o consideradas como:
W1 = ∆P
(
ejω
)
W2 =
[
1 0
0 1
]
(4.42)
120
Figura 38 – Controle clima´tico MIMO de uma estufa na estrutura do
PSF.
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Fonte: Elaborado pelo autor.
Figura 39 – Varia´veis manipuladas da estufa.
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Fonte: Elaborado pelo autor.
O valor de 1/(σ¯ (M0) σ¯ (W1) σ¯ (W2)) e´ mostrado em linha cheia
na figura 42. O filtro Fr(z) (linha tracejada vermelha) e´ o filtro ori-
ginal sintonizado para garantir estabilidade, pore´m com uma resposta
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Figura 40 – Estimac¸a˜o em frequeˆncia.
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Figura 41 – Estimac¸a˜o em frequeˆncia filtrada.
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de rejeic¸a˜o de perturbac¸a˜o lenta. O filtro Frb(z) (linha tracejada roxa)
e´ o novo filtro otimizado, encontrado com o emprego do algoritmo da
bissec¸a˜o. Esse novo filtro continua garantindo a estabilidade robusta
com a caracter´ıstica de acelerar a rejeic¸a˜o de perturbac¸a˜o em compara-
c¸a˜o com Fr(z), o qual foi sintonizado exageradamente robusto devido
ao desconhecimento inicial da qualidade do modelo que se dispunha.
Como o filtro tem ganho esta´tico unita´rio, so´ sa˜o consideradas as me´-
dias e altas frequeˆncias para o ca´lculo do novo filtro. Assim, atrave´s do
algoritmo da bissec¸a˜o se busca que o valor singular do filtro fique em-
baixo da linha azul a partir das frequeˆncias superiores a 10−1,9 rad/s,
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como forma de garantir a equac¸a˜o (4.29).
O novo filtro, Frb(z), e´ dado por
Frb(z) =

0,6244z2 − 1,149z + 0,5284
z2 − 1,876z + 0,8799 0
0
1,537z2 − 2,993z + 1,457
z2 − 1,937z + 0,938
 .
(4.43)
Figura 42 – Ana´lise de robustez da estufa.
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Na figura 43 e´ poss´ıvel comparar o comportamento de malha
fechada do sistema considerando os dois filtros. Perturbac¸o˜es sa˜o in-
seridas no sistema da seguinte forma: em t = 25000 s, Si muda de
300 W/m2 para 280 W/m2; em t = 30000 s, Tout muda de 25
◦C para
23 ◦C; em t = 35000 s, Wout muda de (4 para 7) g/m3. Pode-se apreciar
que o novo filtro e´ muito mais agressivo na rejeic¸a˜o de perturbac¸o˜es,
sem entretanto prejudicar a caracter´ıstica de estabilidade robusta do
sistema.
Na Tabela 6, podem ser comparadas as medidas de desempenho
do sistema controlado (ISE, do ingleˆs integral squared error ; IAE, do
ingleˆs integral absolute error e ITAE, do ingleˆs integral time-weighted
absolute error) entre o controle original com o filtro robusto e o con-
trole com o filtro otimizado com a estrutura proposta neste trabalho no
momento em que cada perturbac¸a˜o ingressa no sistema. Segundo essa
informac¸a˜o, o controle com o filtro o´timo apresentado neste trabalho
consegue minimizar as medidas de desempenho do sistema controlado
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Figura 43 – Seguimento de refereˆncia e rejeic¸a˜o de perturbac¸a˜o dos dois
filtros na estufa
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Fonte: Elaborado pelo autor.
na maioria dos casos em que a perturbac¸a˜o e´ inserida no sistema.
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Tabela 6 – Medidas de desempenho do sistema controlado
Crite´rio de
Erro
Perturbac¸a˜o Controle
Robusto
Controle
O´timo
Tin Win Tin Win
Si 35,67 5,47 3,11 8,49
ISE Tout 410,60 73,69 29,64 107,01
Wout 0,34 56,45 0,28 17,51
Si 80,31 40,86 15,28 27,70
IAE Tout 259,85 131,46 43,85 92,53
Wout 8,11 102,81 3,74 40,47
Si 71924 76652 7401 23617
ITAE Tout 218840 232130 18503 74800
Wout 9275 96839 1692 24648
4.3 CONSIDERAC¸O˜ES FINAIS
Neste u´ltimo cap´ıtulo de desenvolvimento, mostrou-se como o
projeto automatizado do filtro de robustez da abordagem do PSF con-
segue aprimorar a dinaˆmica de rejeic¸a˜o de perturbac¸o˜es levando em
considerac¸a˜o as incertezas parame´tricas a fim de manter a estabilidade
robusta do sistema.
No cap´ıtulo, propoˆs-se extender a abordagem do filtro automa-
tizado proposta em (LIMA; SANTOS, 2015) do caso SISO para o caso
MIMO. Para isso, sugeriu-se um me´todo de estimac¸a˜o de incertezas em
malha aberta que pode ser aplicado tanto no caso SISO quanto no caso
MIMO, dado que o me´todo original na˜o era aplica´vel ao caso MIMO.
Apesar de ser proposta uma caracterizac¸a˜o das incertezas de forma con-
servadora na definic¸a˜o das matrizes W1(z) e W2(z) para avaliac¸a˜o da
robustez, a proposta mostrou ter um bom desempenho na rejeic¸a˜o de
perturbac¸o˜es no caso MIMO. A avaliac¸a˜o do desempenho da te´cnica
proposta foi realizada com emprego de me´tricas de desempenho em um
estudo de caso de uma estufa para cultivo de plantas.
Os experimentos da abordagem da sintonia automatizada do fil-
tro foram feitos em processos MIMO 2×2 por simplicidade de ana´lise de
resultados. Todavia, a abordagem pode ser estendida para processos
de dimenso˜es maiores, mas por causa da estimac¸a˜o de incertezas ser
realizada em malha aberta, conforme a dimensa˜o do sistema aumen-
tar, o tempo do experimento tambe´m aumentara´, o que pode tornar
a soluc¸a˜o do problema poco fact´ıvel se a dimensa˜o do processo for de-
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masiado grande. Uma soluc¸a˜o para contornar esse problema, e´ fazer
uma estimac¸a˜o das incertezas em malha fechada, utilizando ferramen-
tas tais como os mı´nimos quadrados recursivos (MQR), ou a aplicac¸a˜o
de diferentes padro˜es em cada uma das entradas de forma simultaˆnea,
de modo que seja poss´ıvel reduzir o tempo de estimac¸a˜o.
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5 CONSIDERAC¸O˜ES FINAIS
Neste cap´ıtulo final da dissertac¸a˜o sa˜o apresentadas as princi-
pais concluso˜es obtidas no trabalho, ale´m de sugesto˜es para trabalhos
futuros.
5.1 CONCLUSO˜ES
Este trabalho aborda o estudo de te´cnicas para sintonia da es-
trutura do preditor de Smith filtrado para processos multivaria´veis com
mu´ltiplos atrasos a fim de poder explorar novas alternativas que per-
mitam aprimorar o comportamento do compensador de atrasos nesse
tipo de sistemas. Esse tipo de processo tem sido objeto de estudo por
diversos pesquisadores por mais de meio se´culo e, ao longo desse tempo,
foram desenvolvidas estrate´gias interessantes que permitem lidar com o
problema do atraso nas malhas de controle de um sistema multivaria´vel.
Como foi visto ao longo do trabalho, o preditor de Smith filtrado apre-
senta boas caracter´ısticas nos processos de controle MIMO e e´ uma
alternativa importante que permite alcanc¸ar as especificac¸o˜es de um
projeto de controle, tanto no contexto acadeˆmico quanto industrial.
Neste trabalho, foram analisados dois procedimentos de sintonia
para o PSF MIMO, um deles focado no controlador prima´rio e o outro
aplicado no filtro de robustez.
No primeiro procedimento, tentou-se utilizar os conceitos e a
teoria do desacoplamento de varia´veis para sistemas MIMO a fim de
propor uma estrate´gia de sintonia para o controlador prima´rio que per-
mitisse facilitar o projeto de controle que geralmente se torna complexo
por causa dos atrasos existentes no modelo ra´pido da estrutura. Nesse
intuito, foram exploradas as duas abordagens propostas em (SANTOS;
FLESCH; NORMEY-RICO, 2014) para a estrutura do preditor de Smith
filtrado. As abordagens sa˜o conhecidas como output DTC, na qual o
modelo nominal e´ representado sem os atrasos mı´nimos por sa´ıda, asse-
gurando a caracter´ıstica de predic¸a˜o da sa´ıda do sistema, e o full DTC,
na qual o modelo nominal e´ apresentado sem nenhum tipo de atraso,
o que estende a caracter´ıstica do preditor de Smith original de ter um
modelo ra´pido nominal livre de atrasos. Apesar de ambas as estrate´-
gias poderem ser empregadas para o controle de sistemas esta´veis e
insta´veis com mu´ltiplos atrasos, nenhuma e´ capaz de estender todas as
treˆs caracter´ısticas do PS para o caso MIMO.
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Foram projetados desacopladores para ambas as estruturas para
estudar se era poss´ıvel reduzir a complexidade de projeto do controlador
prima´rio. No caso do output DTC, o projeto do desacoplador funciona
bem se os atrasos mı´nimos esta˜o na diagonal principal , visto que o de-
sacoplador e´ realiza´vel e consegue-se garantir que uma vez desacoplado
o modelo ra´pido, o mesmo desacoplador assegura o desacoplamento
do modelo completo, melhorando assim a resposta transito´ria atrave´s
da eliminac¸a˜o do efeito das interac¸o˜es dos lac¸os de controle vizinhos.
Apesar dessa melhora, o projeto do controlador prima´rio ainda deve
ser feito considerando um modelo ra´pido que ainda continua apresen-
tando atrasos. No caso do full DTC, o desacoplamento direto na˜o
resolve o problema, visto que desacoplar o modelo ra´pido e o modelo
completo na˜o implica que o sistema tera´ a mesma dinaˆmica em ambos
canais para atingir a predic¸a˜o de sa´ıda do processo real. Portanto, nessa
abordagem, para conseguir a caracter´ıstica de predic¸a˜o e´ necessa´rio in-
troduzir atrasos artificialmente no modelo ra´pido e, nesse caso, chega-se
exatamente a` abordagem output DTC, perdendo a principal vantagem
do full DTC, que e´ um modelo ra´pido livre de atrasos.
O segundo procedimento tratado neste trabalho se centra na es-
tabilidade robusta e na dinaˆmica de rejeic¸a˜o de perturbac¸o˜es propor-
cionadas pelo filtro preditor dentro da estrutura do PSF. Como dis-
cutido ao logo do texto, assumindo que o filtro e´ bem projetado para
garantir estabilidade de malha fechada para o caso nominal, a dinaˆmica
do filtro so´ afeta as dinaˆmicas de perturbac¸a˜o de carga (o que permite
que a estrutura possa controlar sistemas integradores e insta´veis, ale´m
de acelerar a rejeic¸a˜o de perturbac¸a˜o em relac¸a˜o ao comportamento de
malha aberta no caso esta´vel) e tambe´m faz com que o sistema se torne
mais robusto na presenc¸a de erros de modelagem.
Sabe-se que por melhor que seja a qualidade da modelagem de
um processo industrial, sempre havera´ simplificac¸o˜es e essas simplifi-
cac¸o˜es sa˜o ainda mais evidentes se o modelo considerado for linear.
Ale´m disso, em muitas situac¸o˜es o processo real na˜o tem comporta-
mento invariante no tempo. Para contornar essas situac¸o˜es, a sintonia
automa´tica pode ser de grande valia. O procedimento de sintonia do
filtro centrado em uma otimizac¸a˜o baseada nas incertezas do sistema,
como proposto neste trabalho, demonstrou ter um adequado comporta-
mento, acelerando a rejeic¸a˜o de perturbac¸o˜es e mantendo em todo mo-
mento a garantia de estabilidade robusta do sistema. Tambe´m, deve
ser mencionado que o me´todo proposto na˜o emprega um modelo es-
truturado, logo e´ capaz de estimar os erros de modelagem mesmo que
eles na˜o possam ser adequadamente representados atrave´s de func¸o˜es
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de transfereˆncia.
A extensa˜o da abordagem do filtro automatizado para o caso
multivaria´vel claramente tem um maior grau de complexidade e, por-
tanto, deve ser tratado adequadamente. A diferenc¸a em relac¸a˜o a` abor-
dagem original para o caso SISO, proposto em Lima e Santos (2015),
e´ que a estimac¸a˜o do grau de incerteza do modelo nominal de um pro-
cesso esta´vel para sintonizar automaticamente o filtro e´ feita em malha
aberta, dado que a estimac¸a˜o frequencial do sistema em malha fechada
torna o problema muito mais dif´ıcil por causa de na˜o ser poss´ıvel deter-
minar o comportamento de cada varia´vel em relac¸a˜o ao ingresso de um
sinal de excitac¸a˜o em todas as entradas do sistema. E´ importante notar
que a abordagem feita em malha aberta foi inicialmente testada num
sistema SISO, conseguindo em ambos os casos uma sintonia o´tima do
filtro de robustez. Ale´m disso, a ana´lise de robustez para o caso MIMO
tem que ser feita com base na selec¸a˜o das matrizes de transfereˆncia es-
ta´veis que caracterizam a estrutura frequencial e espacial da incerteza
(W1(z) e W2(z)). A determinac¸a˜o dessas matrizes na˜o e´ feita de forma
trivial, ja´ que devem conter todas as poss´ıveis variac¸o˜es da incerteza.
No presente trabalho, para simplificar a escolha dessas matrizes, utiliza-
se uma delas como a matriz identidade e a outra como o erro aditivo do
sistema em cada frequeˆncia. Apesar de essa ser uma soluc¸a˜o que pode
ser conservativa, fazendo com que a rejeic¸a˜o de perturbac¸o˜es na˜o seja
acelerada ao ma´ximo, em termos gerais funciona adequadamente na
maioria dos processos MIMO esta´veis, conseguindo um bom resultado
tanto nas dinaˆmicas de rejeic¸a˜o de perturbac¸a˜o quanto no desempenho
do sistema sempre que o processo nominal na˜o seja inicialmente uma
representac¸a˜o adequada do processo real.
Com relac¸a˜o a` proposta da determinac¸a˜o das incertezas apre-
sentadas neste trabalho, deve-se notar que o procedimento e´ feito em
malha aberta e deve ser aplicado em uma varia´vel de cada vez. Dessa
forma, a estimac¸a˜o frequencial do processo pode ser demorada depen-
dendo do nu´mero de varia´veis do sistema MIMO. Ale´m disso, tanto para
o caso MIMO quanto para o caso SISO, a estimac¸a˜o pode ser preju-
dicada pelo ingresso de perturbac¸o˜es no momento da coleta de dados,
dado a que a perturbac¸a˜o pode levar a varia´vel para fora do ponto de
operac¸a˜o, fazendo com que o algoritmo de estimac¸a˜o seja abortado, ou
contaminar os dados que sera˜o empregados para identificac¸a˜o das in-
certezas. Todos esses fatores devem ser levados em conta no momento
da implementac¸a˜o do algoritmo.
De modo geral, pode-se afirmar que tanto o objetivo geral quanto
os objetivos espec´ıficos do trabalho foram alcanc¸ados. Ambas as te´cni-
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cas estudadas oferecem suporte ao projetista para sintonia do PSF e es-
ta˜o alinhadas com a realidade industrial. Do ponto de vista acadeˆmico,
foi elaborado um artigo para perio´dico indexado, o qual foi aceito pelo
Jornal of Control, Automation and Electrical Systems com titulo (Mul-
tivariable Greenhouse Control Using the Filtered Smith Predictor) (GI-
RALDO; FLESCH; NORMEY-RICO, 2016).
5.2 PROPOSTAS PARA TRABALHOS FUTUROS
O desenvolvimento realizado neste trabalho deixa claro para fu-
turos trabalhos que a inserc¸a˜o de um desacoplador direto na dinaˆmica
da estrutura do preditor de Smith filtrado na˜o e´ a melhor alternativa
para solucionar os problemas das duas abordagens (output DTC e full
DTC ). Apesar disso, novas pesquisas utilizando me´todos diferentes do
desacoplamento podem levar a um me´todo efetivo no projeto do con-
trolador prima´rio.
Uma segunda sugesta˜o para trabalhos futuros, e´ estudar te´cnicas
de estimac¸a˜o em malha fechada para buscar alternativas que acelerem
o processo de identificac¸a˜o, eliminando a necessidade de abrir a malha
para obter uma correta estimac¸a˜o de todos os modelos em todas as
faixas de frequeˆncia de interesse.
Um outro ponto interessante para ser tratado em trabalhos fu-
turos e´ poder conseguir identificar na estrutura do preditor de Smith
filtrado, para o caso em que a varia´vel controlada na˜o esteja se com-
portando de maneira adequada, se o problema esta´ sendo causado por
uma perturbac¸a˜o ou se esta sendo causado por um erro de modela-
gem excessivo. Caso se consiga determinar a causa da deteriorac¸a˜o
da varia´vel controlada sera´ poss´ıvel usar um filtro mais conservador
caso seja erro de modelagem ou usar um filtro mais agressivo caso seja
perturbac¸a˜o, como forma de acelerar a rejeic¸a˜o. Parte da pesquisa de-
senvolvida durante o mestrado estudou te´cnicas para determinar essa
diferenc¸a, analisando os sinais de erro de predic¸a˜o e de erro de controle
e tentando utilizar correlac¸o˜es diretas e indiretas para determinar qual
dos dois casos esta´ acontecendo. Apesar do esforc¸o empregado nessa
atividade, a pesquisa na˜o conseguiu evoluir nesse sentido, por isso fica
aberta a ideia para pro´ximos trabalhos.
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