We consider support points of the class S 0 (D n ) of normalized univalent mappings on the polydisc D n with parametric representation and we prove sharp estimates for coefficients of degree 2.
Introduction
Let D = {z ∈ C | |z| < 1} be the unit disc and let f : D → C be a univalent mapping normalized with f (z) = z + n≥2 a n z n . The Bieberbach conjecture (see [Bie16] ) states that |a n | ≤ n for all n ≥ 2.
Loewner has proven the case n = 3 in [Löw23] by introducing a new tool for the study of univalent functions, a "parametric representation" for f via a certain differential equation. The Bieberbach conjecture has been proven completely by de Branges; see [dB85] . Univalent functions and Loewner theory have also been studied in higher dimensions. A general theory for certain complex manifolds has been established in [BCDM09] .
For n ≥ 2, the most studied subdomains of C n are the polydisc D n and the Euclidean unit ball B n . Also Loewner theory can be studied on these domains and, in particular, one can define normalized univalent functions having a parametric representation. These functions form a compact set and naturally lead to extremal problems, e.g. finding coefficient bounds. While there is a lot of recent research on extremal problems for functions with parametric representation on B n ([GHKK12, GHKK14, Bra15, Rot15, GHKK16, HIK16, BGHK16, BR16, GHKK]), the case of the polydisc gained only little interest since Poreda's introduction of the class S 0 (D n ) in 1987 ( [Por87a, Por87b] ).
In what follows, we recapitulate the definition and some basic properties of S 0 (D n ) in Section 2. In Section 3, we prove some statements for general support points of S 0 (D n ) and in Section 4, we prove estimates for all coefficients of degree 2 and give several examples showing that these estimates are sharp.
Update: When writing this paper, the author was not aware of the work [GHK] , which proves several results concerning parametric representation of univalent functions on D n . In particular, the estimates from Theorem 4.3 are shown there for an even more general setting.
The classes M(D
We define a Herglotz vector field G as a mapping G : D n × [0, ∞) → C n with G(·, t) ∈ M(D n ) for all t ≥ 0 such that G(z, ·) is measurable on [0, ∞) for all z ∈ D n . The corresponding Loewner equation is given by
The solution t → ϕ s,t is a family of univalent functions ϕ s,t : D n → D n normalized by ϕ s,t (0) = 0, Dϕ s,t (0) = e s−t I n . The family {ϕ s,t } 0≤s≤t satisfies the algebraic property
and is called an evolution family. This notion is closely related to Loewner chains. We define a normalized Loewner chain on D n as a family {f t } t≥0 of univalent mappings f t :
One can construct normalized Loewner chains from (2.2) as follows. 
Proof.
Denote the solution of (2.2) for the Herglotz vector field
Similarly, the mapping e −s f s can be generated by the Herglotz vector field
is a normalized Loewner chain and we conclude from b) that f ∈ S 0 (D n ). The corresponding Herglotz vector field is constant w.r.t. time, i.e.
Elements of the class S 0 (D n ) enjoy the following inequalities, which are known as the Koebe distortion theorem when n = 1.
Theorem 2.6 (Theorem 1 and Theorem
In particular, We summarize some further properties of the class S 0 (D n ). Property b) will be essential for the proof of Theorem 3.3.
Theorem 2.9. Let f ∈ S 0 (D n ) and let {f t } t≥0 be a normalized Loewner chain with f = f 0 such that
Here, we don't distinguish between f ∈ Aut(C n ) and its restriction f | D n to D n to simplify notation.
Proof. a) Proposition 2.5 a) and Theorem 2.6 imply
b) Consequently, the Loewner chain {f t } t≥0 extends f (D n ) to the Runge domain C n . This is a special case of the "semicontinuous holomorphic extendability" (to C n ) defined in [DG60] c) We start with the case f ∈ S * (D n ). As f maps D n onto a Runge domain, it can be approximated locally uniformly on D n by a sequence (
. We may assume that g k (0) = 0 and Dg k (0) = I n . Now we also have
Consequently, the sequence (g Kr m ,rm ) m , with r m = 1 − 1/m, belongs to S * (D n ) ∩ Aut(C n ) and converges locally uniformly on D n to f.
Next let f be an arbitrary mapping from S 0 (D n ). Then f = lim t→∞ e t ϕ 0,t where ϕ 0,t is a solution to (2.2) with a Herglotz vector field G. So it suffices to approximate e T ϕ 0,T for every T > 0 by automorphisms of Aut(C n ) that belong to S 0 (D n ). First, we approximate G by a sequence of piecewise constant Herglotz vector fields G k such that the corresponding solution ϕ k 0,T of (2.2) for G k at time t = T > 0 converges locally uniformly on D n to ϕ 0,T as k → ∞. We can further assume that every constant has the form −(Dg) −1 · g for some g ∈ Aut(C n ) ∩ S * (D n ). Due to property (2.3), the mapping ϕ k 0,T is a composition of automorphisms of C n , so ϕ k 0,T ∈ Aut(C n ). With Proposition 2.5 a), we conclude that
Extreme and support points of S
Let X be a locally convex C-vector space and E ⊂ X. The set ex E of extreme points and the set supp E of support points of E are defined as follows:
•
The class S 0 (D n ) is a nonempty compact subset of the locally convex vector space H(D n , C n ). Thus the Krein-Milman theorem implies that ex 
see [HM83, Theorem 1] . By using the Herglotz representation for the class P, one obtains
There are no such formulas for the higher dimensional case. However, Voda obtained that mappings of the form 
Then p : D n → C has to map 0 to 1 and Re(p(z)) > 0 for all z ∈ D n . The set of all those generators forms a convex and compact subset of M(D n ). There is a Herglotz representation for p via certain measures on (∂D) n , see [McD82, McD87] . However, also in this case, it seems to be rather difficult to determine extreme points of this class for n ≥ 2. In [McD90] , it is shown that there exists an extreme point whose corresponding measure on (∂D) n is absolutely continuous when n ≥ 2, in contrast to the extreme points for the case n = 1, which all correspond to point measures on ∂D.
Extreme points as well as support points of the class S 0 (D) map D onto C minus a slit (which has increasing modulus when one runs through the slit from its starting point to ∞), see [Dur83, §9.4- §9.5]. In particular, they are unbounded mappings. It would be interesting to find similar geometric properties of extreme and support points of S 0 (D n ) when n ≥ 2. In this section, we prove the following statements concerning support and extreme points of S 0 (D n ).
Theorem 3.3. Let f ∈ supp S 0 (D n ) and let {f t } t≥0 be a normalized Loewner chain with
Theorem 3.4. Let f ∈ ex S 0 (D n ) and let {f t } t≥0 be a normalized Loewner chain with
Our proof for Theorem 3.3 generalizes ideas from a proof for the case n = 1, which is described in [HM84] ; see also [Sch14] for the case of the unit ball. Theorem 3.4 is proved for the unit ball in [GHKK12, Theorem 2.1] and we can simply adopt this proof for the polydisc.
First, we note that, given an evolution family ϕ s,t associated to a Herglotz vector field and a mapping
, which is mentioned in the proof of Theorem 2.1 in [GHKK12] for the unit ball case.
Lemma 3.5. Let G ∈ S 0 (D n ) and t ≥ 0. Furthermore, let {f u } u≥0 be a normalized Loewner chain such that {e −u f u } u≥0 is a normal family and let ϕ s,t be the associated evolution family.
Proof. Let {G(·, u)} u≥0 be a normalized Loewner chain with G(·, 0) = G such that {e −u G(·, u)} u≥0 is a normal family and let F (z, u) : D n × [0, ∞) → C n be the mapping
Then {F (·, u)} u≥0 is a normalized Loewner chain, F (·, 0) = e t−s G(ϕ s,t ) and
Proof of Theorem 3.4. Suppose that e −t f t ∈ ex S 0 (D n ) for some t > 0. Then e −t f t = sa + (1 − s)b for some a, b ∈ S 0 (D n ) with a = b and s ∈ (0, 1).
The functions e t a•ϕ 0,t and e t b•ϕ 0,t belong to S 0 (D n ) according to Lemma 3.5. Thus, as f ∈ ex S 0 (D n ), they are identical and the identity theorem implies a = b, a contradiction.
Choosing G(z) = z in Lemma 3.5 shows that e t−s ϕ t−s ∈ S 0 (D n ).
Lemma 3.6. Let ϕ s,t be defined as in Lemma 3.5 and let h = e t−s ϕ s,t ∈ S 0 (D n ). Furthermore, let P : C n → C n be a polynomial with P (0) = 0, DP (0) = 0, then there exists δ > 0 such that
Proof. Let g ε (z) = z + εP (z). Obviously we have g ε (0) = 0, Dg ε (0) = I n . Now det(Dg ε (z)) → 1 for ε → 0 uniformly on D n , so g ε is locally biholomorphic for ε small enough. In this case, for every z ∈ D n , we have:
For ε → 0, the function g j (z)/z j converges uniformly to −1 on the set K := {z ∈ D n z ∞ = |z j | > 0}. Thus there exists δ > 0 such that Re g j (z) z j < 0 for all z ∈ K, j = 1, ..., n and all ε ∈ C with |ε| < δ.
for all ε small enough by Theorem 2.2.
From Lemma 3.5 it follows that e t−s g ε (ϕ s,t ) = e t−s g ε (e s−t h) = h + εe t−s P (e s−t h)
The next statement shows that a special class of bounded mappings are not support points of S 0 (D n ).
Proposition 3.7. Let ϕ s,t be defined as in Lemma 3.5 and let h = e t−s ϕ s,t ∈ S 0 (D n ). Then h is not a support point of S 0 (D n ).
Proof. Assume that h is a support point of S 0 (D n ), i.e. there is a continuous linear functional L :
Re L(g).
Let P be a polynomial with P (0) = 0 and DP (0) = 0. Then h + εe t−s P (e s−t h) ∈ S 0 (D n ) for all ε ∈ C small enough by Lemma 3.6. We conclude Re L(P (e s−t h)) = Re L(P (ϕ s,t )) = 0, 
Proof of Theorem 3.3. Let L be a continuous linear functional on H(D
Now we have
Furthermore, Re J is not constant on S 0 (D n ): as e t ϕ 0,t is not a support point of S 0 (D n ) by Proposition 3.7, we have Re
Coefficients of degree 2
In this section we consider the coefficient functionals for coefficients of degree 2. Let (f 1 , ..., f n ) ∈ S 0 (D n ). By taking a permutation of the functions f 1 , ..., f n (and the variables z 1 , ..., z n ), we obtain again a mapping in S 0 (D n ). Hence it is sufficient to consider the coefficients of f 1 only. We write
Here we use multiindices α = (α 1 , ..., α n ) ∈ N n 0 with |α| :
We are interested in the continuous linear functional f → A α and the maximum of Re A α over S 0 (D n ). First, we note that max
This can be seen by the following lemma which implies that we can always "rotate" functions from
Lemma 4.1.
Proof. a) follows directly from the definition of M(D n ) and b) can be shown by using a).
Remark 4.2. The following version of the Bieberbach conjecture for the class
Obviously, it is sufficient to consider the component function
. Then the conjecture above is equivalent to:
We refer to [LLX15] and the references therein for results concerning this estimate. The conjecture is known to be true for n = 2, see [Por87a, Theorem 3] . In particular, by choosing w to be a standard unit vector, we obtain
for all α with α j = 2 for some j = 1, ..., n and α k = 0 otherwise. Of course, the estimate for |D 2 f 1 (0)(w, w)| also implies estimates for the coefficients of the polynomial D 2 f 1 (0)(w, w), thus for all A α with |α| = 2.
We will prove the following sharp estimates for A α with |α| = 2.
for all α with |α| = 2 and α 1 = 0. This estimate is sharp for all such α due to the mappings
for all α with |α| = 2 and α 1 = 0. This estimate is sharp for all such α due to the mappings All other cases can be reduced to one of these four by changing the order of some variables. Furthermore, the recursive structure of the Loewner equation shows that variables z j with α j = 0 don't effect our calculations for the coefficient A α (see equation (5.3)). Thus we will restrict ourselves to the cases n = 2 and n = 3 respectively, i.e. we consider the cases α = (2, 0), α = (1, 1), α = (0, 2), α = (0, 1, 1).
First, we prove the following estimates with a technique noticed by Bracci in [Bra15] ("shearing process").
and |c (n,0) | ≤ 2 for all n ≥ 2. This estimate is sharp due to
2 ), h 2 ∈ M(D 2 ) and |c (1,n) | ≤ 2 for all n ≥ 1. This estimate is sharp due to
This estimate is sharp due to
Proof.
a) This is just the one-dimensional case, see Remark 2.1.
Hence, integration with respect to θ over [0, 2π] leads to
Hence, the function
2 belongs to the class P and (2.1) says |c (1,α 2 ) | ≤ 2. c) We can assume that c (0,2) ∈ R. Otherwise, we apply a rotation from Lemma 4.1 a). Let
The term α 1 − 1 + α 2 /2 is = 0 for all α = (0, 2) with |α| ≥ 2. Hence, integration with respect to θ over [0, 4π] leads to
for all x, y ∈ (0, 1) with 0 < x ≥ y. As
. Inequality (5.1) is clearly satisfied for all x, y ∈ (0, 1) with 0 < x ≥ y if and only if |c (0,2) | ≤ 1. d) Now we use a rotation from Lemma 4.1 a) to achieve that c (0,1,1) , ic (0,3,0 It is easy to verify that H 1 , ..., H 7 all belong to M(D n ) by using the very definition of M(D n ).
Proof of Theorem 4.3. Let f ∈ S 0 (D n ) with f = lim e t ϕ 0,t for a corresponding evolution family {ϕ s,t } 0≤s≤t with associated Herglotz vector field H. We now prove the coefficient estimate for A α by comparing coefficients in the Loewner equation (2.2) for t → ϕ 0,t together with the coefficient estimates from Proposition 5.1. As these steps are the same for each case, we only consider case c), i.e. α = (0, 2). Let ϕ 0,t = (w 1,t , w 2,t ) and write w 1,t (z) = e −t z 1 + |α|≥2 a α (t)z α . Furthermore, we write H(·, t) = (h 1,t , h 2,t ) with h 1,t (z) = −z 1 + α c α (t)z α . The Loewner equation yields (we useẏ for ∂y ∂t )
w 1,t = h 1,t (w 1,t , w 2,t ) = −w 1,t + c (0,2) (t)w As w 2,t (z) = e −t z 2 + ..., comparing the coefficients for z 2 2 giveṡ a (0,2) (t) = −a (0,2) (t) + c (0,2) (t)e −2t , a (0,2) (0) = 0, which implies e t a (0,2) (t) = Hence |A (0,2) | = lim t→∞ |e t a (0,2) (t)| = 1. Finally we prove that the mappings F 1 , ..., F 5 belong to S 0 (D n ). Let H j , j = 1, ..., 7, be the mappings from Proposition 5.1. It is easy to verify that −(DF j ) −1 F j = H j . Hence, by Theorem 2.2, F j ∈ S * (D n ) ⊂ S 0 (D n ).
