This paper presents the results of a laboratory study where we compare permeability estimates obtained from several mercury-injection capillary-pressure-based models to a set of measured (steady-state), Klinkenberg 1 -corrected permeability in tight gas sands. We evaluated 63 core samples from several prolific tight gas reservoirs in the U.S. Steady-state permeability and mercury-injection capillary pressure tests were completed on each sample.
Introduction
The petroleum and geoscience literature are replete with models for estimating both air and absolute permeability from basic rock properties. The most widespread models are those which incorporate pore dimensions and length characteristics quantified from mercury-injection capillary pressure (MICP) measurements.
Moreover, most capillary-pressure-based models developed prior to the mid-1980s were derived for more conventional reservoirs with permeability greater than 1.0 mD. Except for the Walls-Amaefule 2 modification to the Swanson 3 model and the more recent model, none of the current models were developed specifically for tight gas sands with permeability in the micro-Darcy range. Therefore, the objective of our study is to compare the applicability of several widely-used, MICP-based empirical models for estimating absolute permeability in tight gas sands.
We evaluated 63 core samples obtained from nine tight gas sand sands in five basins within the U.S and one in Argentina. We compare absolute permeability calculated using several MICP-based models to measured the Klinkenberg-corrected permeability using a steady-state technique. Effective porosity in the test samples range from 2 to 15 percent, while permeability ranges from 0.0001 to 0.20 mD. Models evaluated in our study include the Purcell Permeameters used by commercial laboratories require regularly-shaped samples for accurate measurements. Consequently, the most important application of our study will be for estimating absolute permeability from cuttings and irregularlyshaped sidewall core samples on which we can measure mercury-injection capillary pressures. We identify the applicability of common industry models for estimating absolute permeability in low-permeability sands. We not only identify the most accurate models, but we also quantify the errors associated with other models.
Overview of Existing Permeability Models
As we noted earlier, the majority of permeability estimates obtained from capillary pressures curves are derived from two fundamental theories: 12 1. Percolation/Characteristic Length Models: Percolation theory describes the spreading a fluid though a statistically random porous medium with a variable pore throat distribution whose flow properties are overwhelmingly controlled by a single or multiple characteristic length scales. 13 2. Poiseuille Models. Poiseuille theory attempts to treat the flow paths of rocks as a bundle of tubes with various pore diameters. The complexity of a rock system does not necessarily lend itself to the bundle of tubes model. However, many authors have introduced scaling factors into Poiseuille Theory that treat variable pore throat distributions and tortuosity as a calibration constants. 12 The primary distinction between Percolation and Poiseuille models for permeability is that for the Poiseuille application, the flow paths within the reservoir rock are mathematically formulated (exactly) -and the random nature of the rock is reconciled by introducing experimentally derived tuning
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A Comparative Study of Capillary-Pressure-Based Empirical Models for Estimating Absolute Permeability in Tight Gas Sands J.T. Comisky, SPE, Apache Corp., K.E. Newsham, SPE, Apache Corp., J.A. Rushing, SPE, Anadarko Petroleum Corp., and T.A. Blasingame, SPE, Texas A&M University factors. In Percolation theory, its foremost assumption is that porous media are random -and as such, Percolation theory approaches the problem by concentrating on the characteristic length of the material, which dominates the physics of fluid flow and electrical conductance in reservoir rock. [6] [7] [8] All of the methods described here use the simple relationship between Hg-air capillary pressure (p c ), interfacial tension σ Hgair , contact angle θ Hg-air , and pore throat entry radius (R) first proposed by Washburn 14 Where: R = Pore throat radius in μm.
σ Hg-air = Interfacial tension between mercury and air in dynes/cm (typically 480 dynes/cm).
θ Hg-air = Contact angle between mercury and air in degrees (typically 140 degrees). p c = Capillary pressure between the Hg and air phases in psia.
The literature abounds with various equations, methodologies, and datasets, all of which have been applied to the practical problem of predicting permeability from capillary pressure for a variety of rock types. We attempt to summarize and simplify these historical methods by purposely rewriting all of the equations into the consistent unit scales most commonly used today in the laboratory measurement of MICP. Specifically, we recast all of the historical equations to reflect the following units:
• Porosity (φ) as a decimal.
• Capillary pressure of the Hg-air system (p c ) in psia.
• Mercury (S Hg ) and water (S w ) saturation in percent.
• Pore throat radius in μm.
• Permeability (k) in mD.
Methods Derived from Poiseuille Theory
Purcell Method (1949): Purcell 5 and Rose and Bruce 15 recognized the possibility of describing fluid flow through porous media using Poiseuille Theory via the mercury injection capillary pressure (MICP) method. Purcell was the first to publish on the derivation of permeability from MICP and postulated as others had done previously that fluid flow through rocks could be approximated as a bundle of tubes with various pore diameters derived from the Washburn 14 equation.
The contribution of flow from various diameters is considered in Purcell's formulation by integrating the squared inverse of the capillary pressure versus Hg saturation curve ( Fig. 1) and introducing a lithology factor (F) that would account for tortuosity: Where: k Purcell = Purcell permeability, mD F Purcell = Purcell lithology factor (related to tortuosity) Huet and Blasingame 4 use the terms "displacement pressure" and "threshold pressure" interchangeably, although the physical meanings of each have been specifically defined by Pittman 9 . Displacement pressure is the pressure at which mercury first enters the sample, regardless of its interconnectivity.
Schowalter
20 used a 10 percent mercury specification as a pragmatic measure of displacement pressure, particularly in seal rocks.
Special care must be taken to ensure a conformance correction is taken into consideration which discounts any "apparent" intrusion of mercury into the sample due to surface vugs and/or irregularities. For clarity, the threshold pressure as first defined by Katz and Thompson [6] [7] [8] and further illustrated by Pittman 9 is defined as the pressure at which mercury first forms a connected filament across the span of the sample. The solution is made by adjusting the fitting parameters until the synthetic "Brooks-Corey-type" curve is matched to the measured mercury-injection capillary pressure. 
Methods Derived from Percolation Theory and Characteristic Length Scales
Katz-Thompson Method (1986): Katz and Thompson [6] [7] [8] recognized that fluid flow and electrical conductance through porous media are percolation processes where fluid propagates through a statistically random medium whose flow characteristics are defined by three major length scales: the characteristic length (L c ), maximum hydraulic length (L Hmax ), and the maximum electrical conductance length (L Emax ).
1. Characteristic Length (L c ): This length (L c ) is defined as the pore diameter at which a continuous filament of mercury first spans the sample in a mercury injection experiment. The pressure at which this occurs is termed the threshold pressure. The interrelationship between L c and the threshold pressure is described exactly by Washburn's 14 relation (Eq. 1) and can be determined at the inflection point of a MICP curve.
Maximum Hydraulic Length (L Hmax
. This characteristic length is defined as the effective pore throat diameter corresponding to the highest hydraulic conductance.
Maximum Electrical Conductance Length (L Emax ):
This characteristic length is defined as the effective pore throat diameter where ionic conductance is maximized.
The difference between L Emax and L Kmax lies in the portion of the pore throat diameter that is relatively sensitive to both mass transport (fluid flow) and ionic transport (electrical conductance). This suggests that, at the pore scale, certain pore diameters which are insignificant for hydraulic conductance may be of more importance in electrical conductance.
The three length scales are graphically represented in Fig 3 - where L c is determined at the inflection point, while L Emax is determined at the point where the product of Hg intruded and pore throat diameter is maximized. The L Hmax parameter is determined by taking the maximum of the product of Hg intruded and pore throat diameter cubed. Several other length scales are shown graphically in Fig. 3 and will be discussed in detail in subsequent sections. Each point represents a pore throat size at which each length reaches a maximum, but occurs at varying positions on the capillary pressure curve. We utilize three separate forms of the Katz and Thompson [6] [7] [8] equations based on their interrelationships between pore throat diameter, hydraulic conductance and electrical conductance, respectively. The first is the most widely known and applied formulation which relates the smallest interconnected pore diameter (L c ) to the electrical conductance ratio: The electrical conductance ratio (σ o /σ w ) is a well known petrophysical quantity first described by Archie 21 who experimentally showed that the electrical conductivity of a rock is generally related to porosity as follows: Determination of the conductivity ratio is performed using a laboratory measurement -many studies [21] [22] [23] have shown the cementation exponent value to be close to 2. However, this value can range from 1.4 to 4.6, depending on the overall pore geometry and absence or presence of fractures. For simplicity, we take the lead of other investigators 24 and assume a constant value of 2 for the m value.
In the next section we show that the conductivity ratio (or more specifically, the m-parameter), does not need to be assumed or measured -but that the m-parameter can be explicitly derived from a combination of the characteristic lengths: L c , L Hmax , and L Emax .
Katz and Thompson
6-8 also show explicitly how the conductivity ratio and various length scales are interrelated: Where S LEmax is the fraction of connected pore space filled with mercury at L Emax .
Since the conductivity ratio term appears in both Eqs. 5 and 7, a direct formulation can be expressed for permeability as a function of characteristic length and electrical conductance length. This relation is given as: Where S LHmax is the fraction of the total porosity filled with mercury at L Hmax .
It is worth noting the Katz-Thompson methods, particularly the identities reflected in Eqs. 7 to 9, are completely analytic in nature and are not specifically calibrated to any given set of data. Although Katz and Thompson did not use a predefined set of samples for calibrating their permeability relationships, they did compare the results of Eqs. 4 and 5 to a set of 50 samples where the absolute permeability ranged from 0.005 to 5000 mD and the permeabilities were measured by steadystate methods using the Klinkenberg correction. Swanson 3 considered the bulk volume of Hg (S b ) to p c ratio -in particular, the apex of (S b /p c ) A is used to represent the point on a capillary pressure curve where all of the major connected pore spaces controlling permeability have been intruded with mercury. Fig. 3 
Swanson Method (1980):

Swanson
3 also examined the differences in the capillarity between core plugs and drill cuttings and showed that the difference in the apex between the two data types is insignificant. Kamath Method (1992): Kamath 10 presented a review of the permeability estimation models from capillary pressure data in much the same spirit as this study. Kamath 10 proposed an equation developed specifically for tight gas sands although the relation is calibrated over a wide range of permeability and rock types. Using a combination of the Swanson, 3 Thompson, 6 Walls and Amaefule, 2 and Kamath 10 datasets, the Kamath study uses the Swanson apex to specifically estimate permeability from tighter rocks (< 1mD) with the following equation: 13 is tailored specifically for low permeability rocks because of the inherent uncertainties at the time of accurately measuring permeability below 1 mD.
Winland and Pittman Methods (1980 and 1992):
Winland proposed an alternate length scale based on the pore throat radius corresponding to a mercury saturation of 35 percent (R 35 ). According to Kolodzie, 26 this length parameter is a good practical indicator for delineating seals versus reservoir rock. In Fig. 3 , the R 35 value simply corresponds to the p c measured at a S Hg of 35 percent where the radius is determined using Eq. 1. Winland then correlated the R 35 values and porosity for 82 samples (56 sandstones and 26 carbonates) with Klinkenberg-corrected permeability, as well as an additional 240 samples with uncorrected air permeability data 9 to build a correlation between R 35 , air permeability, and φ.
The most popular form of Winland's Equation is shown below:
Rewriting and simplifying terms in Eq. 14 leads to the following identity for permeability using this method: (15) Pittman 9 expanded the Winland relationship in that Pittman does not assume the apex on the capillary pressure curve occurs at S Hg = 35 percent. Instead, Pittman proposed using the pore throat radius which corresponds to the threshold pressure (R apex ) as a mechanism to describe the effective pore length which controls the permeability. This length scale, as shown in 11 proposed an additional length scale based on the weighted geometric mean of the pore throat radius distribution (R wgm ). They argue for considering the entire spectrum of pore throats when formulating a length scale since the contribution of nearest neighbor small pores to the dominant pores can be significant, particularly in low permeability rocks. The R wgm is defined as: Where:
R i = Pore throat radius at the i th capillary pressure w i = R i weight at the i th capillary pressure n = Total number of capillary pressure measurements
The weighting of each pore throat is considered by taking the ratio of the incremental volume intruded into the sample (a i ) at a specific capillary pressure to the total volume intruded (a T ): (18) The R wgm is the length scale occurring at the highest associated p c in comparison to the length scale used by others (Fig. 3) 
Summary of Methods:
The attributes of the percolation and Poiseuille-based permeability estimation methods are listed in Table 1 . There are phases of development documented in Further, we recognize that many of these methods were not derived for tight gas sands as the specific objective (i.e., for permeabilities less than < 0.1 mD). Our present study limits the permeability range to less than 1 mD. We state emphatically that the use of the Klinkenberg-corrected permeability is critical for tight gas sand analysis due to the effects of gas slippage. We discuss this issue specifically in the section on laboratory protocol. In this study, the porosity ranges from 2 to 15 percent.
Laboratory Program: Materials and Protocols
Laboratory Materials: Our data set is comprised of 63 whole core plug samples, representing nine tight gas reservoirs from six basins within the US and Argentina. Core sample dimensions are 1 to 1.5 inches in diameter, and are trimmed to various right cylinder lengths. The range of porosity and permeability is 2 to 15 percent and 0.0001 mD to 0.2 mD, respectively. We define three primary hydraulic rock type classes with unique capillary pressure, petrographic and flow properties. Additionally, the red points in Fig. 4 are samples chosen to represent our capillary pressure type-curves in Fig. 5 . In Fig.  5 we present a plot of the capillary pressure type-curves showing the full range of the capillary pressure curves within the study dataset. The hydraulic rock type classes are color coded -red, blue, and green for rock types I, II, and III, respectively. The high entry pressures, seen at 100 percent wetting phase saturation for each curve, are typical of tight gas sands. Increasing the entry pressure yields a decrease in permeability and is indicative of smaller pore throat size. The red vertical oval in Fig. 4 highlights three of the red points chosen to demonstrate the range of textures in the thin section photomicrographs of Figs. 6a, 6b, and 6c -and are representative images for each rock type I, II, and III, respectively. We assume that pore body size and pore throat size are related -e.g., large pore bodies are associated with large pore throats and vice versa. The permeability decreases from 0.176 mD in rock type I to 0.0015 mD in rock type III with little change in porosity (8.5 to 7.85 percent). Hence, the hydraulic rock classes are more dependent on permeability than porosity (as would be expected) (see Fig. 4 ).
Laboratory Protocol:
The lab protocol has three parts -the measurement of steady-state Klinkenberg permeability, the measurement of mercury-injection capillary pressure, and the interpretation of the capillary pressure curves to yield absolute permeability. Prior to making any measurements, the cores were cleaned and dried -we used a low-temperature azeotropic (chloroform-methanol) solution with a Dean Stark extraction process to clean the cores. The samples were then dried in a humidity-controlled environment. These cleaning and drying protocols were initiated in order to mitigate any damage or alteration of rock materials, especially the clays.
Steady-State Klinkenberg Corrected Permeability:
We chose to reference all of the estimates of the capillary pressure-based permeability to measured steady-state, Klinkenberg corrected permeability. Furthermore, all Klinkenberg permeability tests were conducted using a steady-state technique following the American Petroleum Institute (API) Recommended Practices For Core Analysis (RP40).
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Multi-point pressure tests were conducted on many of the samples using a mean pressure range between 30 to 180 psi across five pressure steps. Pressure differentials ranged from of 20 to 72 psi. For those samples where only a single-point steady-state measurement was made, the Klinkenberg (equivalent) permeability was determined using the JonesOwens 29 method. All measurements were made using a net confining pressure of 800 psig and at a temperature of 70 o F.
For reference, the so-called, "Klinkenberg-corrected" permeability is computed from the straight-line intercept on a plot of measured permeability against reciprocal mean pressure. The "Klinkenberg correction" relation is given as: In Fig. 8 we show the Klinkenberg slope-intercept solution for gas slippage effects -where the "Klinkenberg corrected" permeability is the intercept at a projected infinite mean pressure.
The gas slippage factor can be estimated from the slope of the straight line on the Klinkenberg plot as: In Fig. 7 we plot permeability to air (or gas) which is evaluated at a single mean pressure (but several pressure drops are taken within that single mean pressure) versus its corresponding reciprocal mean pressure. This is the "Klinkenberg" correction plot which is used to correct for "gas slippage" effects and yield an estimate of the equivalent liquid permeability.
The amount of measurement error between the measured air permeability and the Klinkenberg corrected permeability is a function of the gas slippage 31 ,30 -and ranges from a factor of two to an order of magnitude (this effect is seen graphically in Fig. 7 as deviation from the horizontal intercept of the trend). Rushing 31 ,30 describes the effect of temperature, pressure, and water saturation on gas slippage and shows the measurement differential between air permeability and Klinkenberg permeability for tight gas sands.
We summarize the various capillary pressure permeability methods used in our study in Table 1 . Only two of the ten authors used steady-state permeameters; Katz-Thompson and Huet-Blasingame. All other correlations use either unsteadystate permeability measurements, or a mix of both steady-state and unsteady-state permeameter techniques.
High Pressure Mercury Injection Method: (ref 32)
High pressure mercury injection (MICP) involves injecting or forcing mercury into an evacuated core sample. The volume of mercury injected at each pressure determines the nonwetting (i.e., mercury) saturation. This method is a very fast -often requiring only hours rather than days or weeks. In addition, MICP devices are capable of attaining injection pressures as great as 60,000 psia, which provides coverage of the entire range of water saturation and capillary pressure for tight gas samples, as well as for high porosity and high permeability samples.
The disadvantages include the lack of a true wetting phase during testing. The MICP test is performed on dry samples using mercury as the non-wetting phase fluid and assuming air is the wetting fluid. This requires conversion to reservoir conditions using contact angle and surface tension inputs. The oil and gas industry lacks standards for correcting the MICP test apparatus for system compressibility at high pressures (e.g. blank corrections) resulting in water saturation/capillary pressure distribution measurement errors. Finally, use of the contact angle and surface tension scaling parameters may not be (and probably is not) appropriate for rocks with ultra-low water saturations and high capillary pressures -or for rocks with slot type pores, common to tight gas sand reservoirs. 32 All tests were performed using the MicroMeritics 33 Porotech IV apparatus. Mercury is injected using 117 pressure steps which are distributed logarithmically. Equilibrium time for the low pressure cell is generally 20 seconds and 45 seconds for the high pressure. The choice of penetrometer size is dependent upon the sample volume and porosity. A valid test requires that no less than 20 percent of the penetrometer stem volume is displaced into the sample. Lower sample porosity requires larger sample volume for any given penetrometer size. Generally, the tests were completed using a penetrometer stem volume of 0.392 mL to 1.131 mL. Contact angle is 140 degrees and the mercury surface tension is 480 dynes/ cm.
Interpretation of HP Mercury Injection Capillary Pressure
Tests: Two corrections must be considered when working with MICP curves -the first is the conformance correction and it is the pressure required to allow the mercury to surround or conform to the sample exterior without intruding into the pores. This is a measure of the sample roughness (or external irregularity) and must be removed from the capillary pressure curve before an estimate of permeability is attempted. Conformance always occurs in the low pressure portion of the injection profile.
The authors employ a systematic approach to making the conformance correction by cross referencing two data plots. Fig. 8 is a plot of the estimated pore throat radius versus incremental mercury injection and can be viewed as a "profile" of the frequency distribution of the injected pore throat sizes. Fig. 9 presents a typical capillary pressure versus wetting phase saturation plot -where the red curve is the uncorrected injection profile and the blue curve is the conformance corrected injection profile. In Fig 8, The conformance correction will shift the inflection points used in the percolation models (see Fig 3) towards lower wetting phase saturation and higher pressure and will shift the displacement pressure higher in the methods derived from Poiseuille theory. Conformance corrections always lower the estimate of permeability relative to uncorrected data and are essential for making accurate permeability estimates using mercury capillary pressure data. The second correction occurs in the high pressure portion of the capillary pressure test data and is referred to as the "blank" correction. In Fig. 10 we note that the uncorrected capillary pressure data deviate away from the expected asymptotic trend. This behavior is obviously incorrect and must be corrected.
Webb 33 identifies two potential sources for the responsematerial compression, void collapse, or both. A "blank" run is performed using a "plug" of similar composition and size as the sample. The "compressibility" of the blank (plug) is evaluated over the entire pressure range. Amorphous quartz is the material most often used to emulate sandstone. The green curve in Fig. 10 is the "blank" volume. Each penetrometer will need to have a set of blank runs made with plugs of varying sizes to ensure proper calibration. The red and blue curves in Fig. 10 are the uncorrected and "blank" corrected capillary pressure curves, respectively. The "blank" correction tends to have little impact on the estimation of permeability because most of the permeability models use the low pressure portion of the capillary pressure curve. Most of the samples in this work have had the 'blank' correction applied to the capillary pressure data.
Laboratory Program: Results
In Appendix A we tabulate the base (Klinkenberg) permeability and porosity data (63 samples) as well as the permeability results obtained from the various models. We present our results as log-log crossplots of calculated versus measured permeability in Figs. 11 to Fig. 23 . The unit slope or "perfect correlation" is given by the red trendline in each case. For guidance, we also provide high/low (blue dashed) trendlines which represent a variance factor of 2.5 (i.e., the perfect correlation trend is multiplied and divided by 2.5). The graphs provide a visual orientation as to the accuracy of each permeability estimation method. Data points which lie within the error bars are considered as an acceptable match.
The authors present two Purcell methods in Figs. 11 and 12
(the lithology factors used for the Purcell methods are 0.216 and 0.15, respectively). The original form of the Purcell method yields good precision but lacks accuracy (i.e., when the lithology factors is 0.216). We reduced the lithology factor to 0.15 to improve the accuracy of the Purcell method -for this data set.
The results for the Huet-Blasingame method are presented in Fig 13 and these results show good precision for permeabilities above 0.2 mD -but the method has poor accuracy below this value. This performance may be due to interpretations in fitting the capillary pressure curve, as well as the fact that Huet-Blasingame used a dataset which was not optimally populated (this dataset contained a very large variation in sample permeabilities).
The results for the three Katz-Thompson methods are presented in Figs. 14, 15, and 16 -the hydraulic conductance length method yields the best overall match to measured Klinkenberg permeability. The Walls-Amaefule permeability estimation method is shown in Fig. 19 and performs quite similarly to the Swanson equivalent liquid permeability method, with a majority of the points falling below the lower 2.5-factor error factor threshold. The Kamath method is presented in Fig. 20 and provides its best correlation to Klinkenberg permeability for samples above 0.04 mD. However; for samples below 0.04 mD, the Kamath method suffers up to an order of magnitude of error. Both the Winland (R35) and Pittman permeability methods generally over-estimate the permeability. The performance of the Winland method ( Fig. 21) is somewhat better for Klinkenberg permeability values below 0.01 mD. The Pittman results (Fig. 22) are consistently high -and suggest, at least for this case, that the Pittman method may not be applicable. The OU permeability estimation method is shown in Fig. 23 . This method appears to yield two populations -one which conforms well to the perfect correlation and its 2.5-factor envelop. On the other hand, about half of the samples lie completely outside of this envelope. Overall, the accuracy and precision of the mercury injection, capillary pressure-based permeability correlations were lower then expected. Perhaps this performance could be due to our datasets employed in this study, but that seems less likely than the probability of issues with the methods themselves. Our intention was to qualify the performance of these methods using the log-log correlation plots -specifically, the perfect correlation (i.e., the 1:1 trend) as well as the 2.5-factor trends.
As noted, we used this "envelope" to assess "goodness-of-fit" for a particular permeability model.
As a ranking mechanism we counted the number of points which fell inside the 2.5-factor envelope and compared this number to the total population for each permeability estimation method and established a "percent success" value. The higher the "percent success" value, the better the success of a particular method. In We will emphasize that using the "percent success" value (for points which fall inside the 2.5-factor envelope), is an inexact comparison, but this approach does indicate contrasts in terms of which methods may perform better in practice.
Analysis and Discussion
In (22) As a measure of the precision of each correlation, we estimate and compare the standard deviation of a given sample set using the following definition: As noted, these are statistical measures that will help us to assess the accuracy of these methods relative to the dataset we used in this study.
In Table 3 we summarize the accuracy of each permeability correlation method using the mean residual square error (MSE) and then rank each method by ascending MSE values. We find that the Modified Purcell, Katz-Thompson hydraulic length, and Purcell methods yield the lowest errors. The Pittman, OU, Katz-Thompson, and Swanson Liquid Equivalent methods all have MSE greater than 1. Similarly, in Table 4 we summarize the accuracy of each permeability correlation method using the standard deviation (σ) and we rank each method by ascending σ. We again see a high ranking for the Katz-Thompson hydraulic length and Purcell methods. As with the comparison of the mean residual square error (MSE) values, the comparison of the standard deviation values provides some confirmation as to accuracy of a particular permeability estimation method, but this comparison is by no means conclusive as a general ranking of the various permeability estimation methods.
Our final ranking of the capillary pressure-based permeability estimation methods is based on a "cumulative" rank of each method using the data from Tables 2, 3 and 4. This simple ranking scheme is summarized in Table 5 . We see that the Katz-Thompson hydraulic length and Modified Purcell methods are the highest ranked. Of the two methods, the Katz-Thompson hydraulic length method is preferred because it is only dependent upon the use of conformance correction. We must discount the performance of the Modified Purcell method to some degree because we tuned the lithology factor to a value of 0.15. This "tuning" biases the ranking because the performance of this method is limited to this dataset. We can note several reasons here for the relative ranking of the 13 methods based on:
• The structure of the model itself.
• The underlying calibration datasets.
• The implementation of the laboratory protocol.
Most models consider only a single point on the capillary pressure curve while others attempt to model a portion and/or the full range of mercury injection. Another factor leading to the relative rankings most definitely lies in the calibration datasets and permeability measurement techniques used by each investigator. As summarized in Table 1 , the permeability standard and measurement conditions (unsteady-state versus steady-state, gas slippage corrections, and net confining pressure) are variable and may have profound effects when estimating the permeability in low permeability rocks.
Of particular interest is the relatively high degree of accuracy afforded by both the k Purcell and k LH equations. Referring to k Purcell in Eq. 1 and its implementation as shown in Fig. 2 , we note that permeability is proportional to the integration of the 1/p c 2 versus S Hg curve. 5, 35 Purcell's method is unique in that it considers the entire spectrum of pore throats, particularly on the low pressure portion where the larger pore throats will dominate the character of the trend. We note that many of the methods we reviewed in this work consider only a single capillary pressure point (e.g., (S b /p c ) A , R 35 , R apex , etc), while k Purcell considers a continuum (i.e., the entire capillary pressure trend), this may one fundamental reason for the successful performance of the Purcell Method in this study. We also note a similar observation in the k LH relationship in Eq. 9, where two specific points (L c and L Hmax ) in addition to the fraction of pore space filled with Hg at L Hmax (S LHmax ) are used to estimate permeability.
The permeability standard to which most of the methods have been calibrated is the most likely candidate for their relative success or failure in this study, and perhaps in general for tight gas sands. We note (again) that all of the methods with exception to the Katz-Thompson relations have been in one form or another calibrated to a specific set of data samples.
The use of a single air permeability measurement, without the application of the Klinkenberg-correction will affect the accuracy of that relation when implemented on samples from tight gas sands, 30, 31 particularly for the k Purcell , k Swanson-air , and k Pittman methods where air permeability was the standard for all of these methods. In general, we see a tendency in these three methodologies for overestimating the absolute permeability using MICP measurement -obviously because of gas slippage effects. Permeability overestimation occurs to a lesser degree for the k Winland and k Kamath methodologies, due (most likely) to the use of a "mixed" dataset of both air and slippagecorrected permeability values (as standards) in the development of these methods.
The effect of both net confining pressure and measurement technique may explain the underestimation of permeability from MICP, particularly for the k Walls-Amaefule and k Swanson-brine methods. Walls and Amaefule 2, 25 use a pulse-decay technique that does account for gas slippage, although the net effective confining stress they use (3000-4000 psi) is much higher than the standard used in this study (800 psi). It is well known that the permeability of tight gas sands exhibits pressure dependence, so a partial explanation for underestimation using the k Walls-Amaefule method may simply be stress-related. We also note the Walls and Amaefule study included a total of 35 samples measured from two specific formations in the Rocky Mountain region.
The extreme underestimation of MICP-based permeability estimates using the k Swanson-brine technique 3 is less clear because the fully liquid-saturation permeability measured by Swanson on a subset of 24 clean samples should be equivalent to the slippage-corrected values obtained using gas permeabilities. Although Swanson 3 claims that the clean sandstone samples he considered contained less than 0.2 meq/mL cation exchange capacity (due to clays), it has been well documented that even a small of amount of swelling clay can be detrimental to measured-brine permeability. We note also that Swanson used a 1000 psi net effective stress, so stress dependence is probably not a significant issue in this case.
It is also interesting to note the differences observed in the coefficients and exponents used to characterize the Winlandtype methodologies (see Eqs. 15, 16 and 19). The coefficients relating permeability to a characteristic pore throat radius (R 35 , R apex , and R wgm ) are similar and range from 1.64 to 1.7.
However, the porosity exponent used is only similar for the k Winland and k Pittman methods (1.47 and 1.627, respectively) and relatively high in the k OU method (3.06). Correspondingly, the coefficients in Eqs. 15 and 16 are similar for the k Winland and k Pittman approaches (49.4 and 32.3, respectively) while the k OU approach uses a value two orders of magnitude higher (4073). The differences in accuracy observed between the k Winland and k Pittman approaches has already been attributed to their respective permeability standards, Winland used slippage-corrected permeability values for the low permeability samples while Pittman used air permeability exclusively.
While the OU Method 11 has been calibrated to unsteady-state slippage-corrected permeability, this relationship is much more dependent on porosity compared to the Winland and Pittman methods. The extremely wide range in both the permeability and porosity (particularly porosity) values used in the OU study may be the reason for the porosity dependence of this method. This may explain the relatively low (statistical) ranking of the OU methodology for the data used in this study.
While most of the methods summarized in this paper are deterministic in nature (i.e., there is one unique solution for a give MICP curve), only the K H-B method 4 has been formulated in such a way that allows the capillary pressure data to be incorporated as a variable using the Brooks-Corey 18 methodology. Given that the entire pore throat distribution is considered during the Huet-Blasingame approach, the k H-B value is most sensitive to the displacement pressure (p d ) estimation. As we discussed in the laboratory methods section, p d is highly dependent on the conformance correctionfailure to incorporate this correction can and will lead to significant errors in permeability estimation (across all of the methods we consider, but particularly so for the Huet-Blasingame approach).
Summary and Conclusions
We have performed MICP and steady-state Klinkenbergcorrected permeability measurements on 63 tight gas sands from 9 reservoirs and 6 basins within the US and Argentina. We have estimated permeability from the capillary pressure curves using 13 published methods and ranked these estimation methods by accuracy and precision relative to the measured Klinkenberg permeability reference.
We find that all of the existing correlations are inadequate in tight gas sands where permeability is less than 0.2 mD. None of the methods were developed exclusively for tight gas reservoirs, and many of the methods are based on data sets with permeability values much greater than 1 mD. Moreover, the lack of a consistent reference permeability amongst these various methods also contributes to this issue.
It is well-established that correlations should use the Klinkenberg-corrected permeability as the standard reference -this is particularly true for tight gas sands (i.e., low permeability reservoirs). The Katz-Thompson and Huet-Blasingame permeability estimation methods are the only studies that reference their data sets exclusively to steady-state, Klinken-berg-corrected permeability. The Walls-Amaefule study considered pulse decay permeability measurements at very high confining pressures and the majority of other studies considered only uncorrected air permeability.
We found that, for our dataset, the Katz-Thompson 6-8 hydraulic length method was the best permeability estimation method of the 13 techniques that we employed. The Modified Purcell method also ranked very highly in this comparison, but only after the lithology factor (a parameter in this relation) was modified from the published value of 0.216 to an "optimal" value of 0.15. Although we provide a ranking of the different techniques in this work, it is clear that additional work is required to improve both the accuracy and precision of methods for estimating permeability using MICP tests on core samples.
In working towards improved correlations for permeability correlations which rely on mercury capillary pressure data, we must keep in mind the MICP experiment -corrections for this experiment are absolutely necessary, particularly the conformance correction (low capillary pressures). Future experimental and analytical work involving MICP experiments should take into consideration issues relevant to low and very low permeability reservoirs (very complex flow paths, micro/ nano-porosity , etc.).
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Nomenclature b
= Gas slippage factor, psi k OU = Permeability using the OU Method, mD k Purcell = Permeability using the Purcell Method, mD k H-B = Permeability using the Huet-Blasingame Method, mD k Kamath = Permeability using the Kamath Method, mD k Winland = Permeability using the Winland Method, mD k Pittman = Permeability using the Pittman Method, mD k g = Permeability to gas at some mean pressure, mD k K = Klinkenberg-corrected permeability, mD k est = Estimated Klinkenberg-corrected value using one of the capillary pressure estimation methods, mD m = Archie cementation exponent, dimensionless m = Gas slippage factor (slope on Klinkenberg plot), psi n = Sample population size p c = Capillary pressure between Hg and air, psia p m = Mean pressure, psi R = Pore throat radius, μm R 35 = Pore throat radius at Hg saturation of 35percent, μm R apex = Pore throat radius at the maximum value of S Hg /p c , μm 
