Most models of human and animal learning assume that learning is proportional to the discrepancy between a delivered outcome and the outcome predicted by all cues present during that trial (i.e., total error across a stimulus compound). This total error reduction (TER) view has been implemented in connectionist and artificial neural network models to describe the conditions under which weights between units change. Electrophysiological work has revealed that the activity of dopamine neurons is correlated with the total error signal in models of reward learning. Similar neural mechanisms presumably support fear conditioning, human contingency learning, and other types of learning. Using a computational modeling approach, we compared several TER models of associative learning to an alternative model that rejects the TER assumption in favor of local error reduction (LER), which assumes that learning about each cue is proportional to the discrepancy between the delivered outcome and the outcome predicted by that specific cue on that trial. The LER model provided a better fit to the reviewed data than the TER models. Given the superiority of the LER model with the present data sets, acceptance of TER should be tempered.
Introduction
One measure of the importance of a scientific framework is its influence and explanatory potential across different levels of analysis. In this sense, the associative tradition has been highly successful. Associative ideas have influenced neuroscientific theories (e.g., Schultz, 1998), theories of animal learning (e.g., Rescorla & Wagner, 1972) , and connectionist models of cognition (e.g., Rumelhart, Hinton, & Williams, 1986) . In parallel with the widespread use of the associative framework, total error reduction (TER) is often used to model changes in the associative structures that support behavioral control and cognitive functioning. The TER view asserts that learning is driven by (and functions to reduce) the difference between predicted and actual events. In recent decades, there have beenseveral reviews of the TER approach to learning (e.g., Gluck & Bower, 1988; Niv & Schoenbaum, 2008; Schultz, 1998) . Each of these reviews has presented the TER approach favorably. They often cite neurophysiological correlates of total error signals (e.g., Schultz, Dayan, & Montague, 1997), behavioral tests of TER (e.g., Kamin, 1968) , and the widespread use of TER in connectionist modeling (e.g., Nosofsky, Kruschke, & McKinley, 1992) . The present review offers a different perspective. We begin by defining TER and reviewing some important applications of TER in behavioral, neuroscientific, and cognitive models. Learning in many influential associative models of Pavlovian conditioning as well as connectionist and neural network models of cognitionseems to be fundamentally similar and based on TER mechanisms, which is also consistent with recordings of neural activity (e.g., Schultz & Dickinson, 2000) and responsiveness to local or systemic pharmacological manipulations (e.g., Lattal & Bernardi, 2007; McNally & Westbrook, 2006) . In the present review, a computational modeling approach is used to test TER at the neuroscientific, behavioral, and human cognitive levels of analysis. We demonstrate that a simpler local error reduction (LER) model produces a better fit than several TER models with respect to several important sets of data.
TER in models of human and nonhuman animal cognition
Early models of classical conditioning (e.g., Bush & Mosteller, 1955) predominantly used LER learning algorithms, which assume that both conditioned stimulus (CS)-unconditioned stimulus (US) contiguity and local error are conjointly necessary for learning. Local error is the difference between the magnitude of the US that is received and the strength of the predicted US with the prediction being based on only the specific CS for which the change in associative strength is being calculated even if other CSs were present on that trial. Such models lacked a mechanism for explaining how
