Abstract: In this paper, the fault detection problem is studied for a class of non-linear discrete-time networked control systems (NCSs). An individual stochastic variable satisfying a certain probabilistic distribution is utilised to describe the data drift of each sensor. The random transmission delays with the upper bound and the data drift phenomena are taken into account in a unified framework. By augmenting the states of the original non-linear NCS and the constructed full-order fault detection filter, the resulting fault detection dynamics is converted into an H ∞ filtering problem of a non-linear time-delay system. A sufficient condition for the existence of the designed fault detection filter is given in terms of a feasible linear matrix inequality, guaranteeing that the fault detection dynamics is stochastically stable and attains the prescribed H ∞ attenuation level. Finally, a numerical example is presented to show the effectiveness of the proposed method.
Introduction
Last two decades have witnessed the extensive investigation of networked control systems (NCSs) for their potentials in industrial applications, such as robots, automobiles, aircrafts, manufacturing plants and so on [1, 2] . On the one hand, compared with the traditional point-to-point control systems, NCSs are spatially distributed control systems, wherein the plant, controller and actuator are linked through a wired/wireless communication channel. Therefore, they bring some advantages, for example, low cost, simple installation and maintenance, increased system agility and reduced system wiring, which lead to NCS a promising structure for control systems [1, 2] . On the other hand, owing to the limited bandwidth or capacity of the communication channels, NCSs inevitably give rise to a series of interesting and challenging problems, such as network-induced delays [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] , packet dropouts (data missing and missing measurements) [4, 6, 9, 10, 12] , quantisation problems [4, 10, 13] , scheduling schemes [2, 5, 11] , fading problems [14] and so on, which are the main sources of the degraded system performance or even instability. And the recent progress of NCS has been widely investigated by many scholars, see [15, 16] for surveys.
Recently, the stability analysis, synthesis and filtering problems for non-linear NCSs with respect to network-induced delays, packet dropouts and scheduling schemes have been widely studied by many researchers, such as [5] [6] [7] 12] . Although the issue of network-induced delays has been concerned by all of them, the differences among them are illustrated in details as follows. Heemels et al. [5] proposed a framework for investigating the stability of a non-linear NCS, which concerns varying transmission intervals, varying transmission delays and communication constraints. Explicit bounds on the maximally allowable transmission interval and the maximally allowable delay have been derived to guarantee the stability of the considered non-linear NCS. Based on approximate discrete-time models, the stabilising controller design problem for non-linear NCSs in the presence of time-varying sampling intervals, large time-varying delays and packet dropouts have been studied in [6] . A prescriptive framework for controller design has been presented for a nominal sampling interval and a nominal delay. Bauer et al. [7] proposed a sum of squares method to study the stability of non-linear NCSs with time-varying delays and time-varying transmission intervals. There are several advantages of this method over others, such as the developed sum of squares method provides an automated approach to handle the stability problem for non-linear NCSs with the effect of time-varying delays and transmission intervals. The problem of H ∞ filtering for a class of non-linear NCSs with constant, known transmission delays and unknown packet dropouts has been addressed in [12] . The process of packet dropouts has been described by a Bernoulli distributed white sequences with the unknown but upper bounded packet dropout probability.
The majority of the literatures have only concerned one or two of the above mentioned issues without considering the problem of data drift phenomena. In fact, the data drift phenomena are also very important for NCSs and should not be ignored, which occur when the data received by the controller or actuator are different from the data sent by the sensor or controller. In general, the data drift are caused by external disturbances, noises, quantisation errors and so on. In addition, the data drift phenomena can also reduce the system performance or even lead to instability. Therefore it is vital to investigate the data drift phenomena for NCSs. However, only the literature Wang et al. [17] concerned with the data drift phenomena, in which it has been implicitly assumed that each element of the data drift matrix is time-varying with known lower and upper bounds without considering the probabilistic distribution problem.
Fault detection and isolation (FDI) has been another active field of research over the past three decades since the systems demand for higher performance, higher safety and reliability standards; see the recent survey on FDI [18] . Generally speaking, the main task of fault detection is to construct a residual signal and compare it with a prescribed threshold, if the value of the residual signal is larger than the prescribed threshold, an alarm signal is generated immediately [19] . If the network is introduced to fault detection systems, a natural and vital problem is to investigate the fault detection problem for NCSs. However, compared with the fruitful results on NCSs, the corresponding contributions of fault detection for NCSs have been relative few, for example [20] [21] [22] [23] [24] [25] [26] . To mention a few of them, Gao et al. [20] investigated the robust fault detection problem for uncertain systems with the missing measurement issue, which is modelled as a stochastic variable governed by the random Bernoulli binary distribution. The robust fault detection problem for a class of NCSs with the effect of unknown input, multiple state delays and packet dropouts has been studied by He et al. [21] , in which both the transmission delays and packet dropouts are taken into account in a unified framework. Besides it has been assumed that the network status is governed by a Markov chain with polytopic uncertain transition probabilities. Zhang et al. [26] discussed the fault detection problem for a class of non-linear NCSs in the presence of time-varying transmission delays. A Markov jump system with partially unknown transition probabilities has been utilised to describe the multiple channels data transmission pattern. As far as we know, no result on the fault detection problem for NCSs with the effect of transmission delays and data drift is available, which motives the present investigation.
In this paper, the problem of fault detection is discussed for a class of non-linear NCSs in the presence of the transmission delay and the phenomena of data drift. The main contributions of this paper are listed as follows.
(i) Instead of employing the T-S fuzzy model-based method to cope with the non-linearity, it is directly dealt with by the famous sector-bounded condition, which has been proved to be efficient by many scholars, such as [27] [28] [29] .
(ii) It is assumed that the transmission delays occur randomly with the known upper bound. The data drift phenomena of each sensor are governed by an individual stochastic variable subject to a certain probabilistic distribution. (iii) By augmenting the states of the non-linear NCS and the established full-order fault detection filter (FDF), the resulting fault detection dynamics is cast into an H ∞ filtering problem of a non-linear time-delay system. A sufficient condition for the existence of the constructed FDF is given in terms of a linear matrix inequality (LMI)-based convex optimisation problem.
Notation: The notations of this paper are rather standard. R n stands for the n-dimensional Euclidean space, R n×m is the sets of all n × m real matrices and the notion P > 0 means that P is the real symmetric and positive definite. Pr{x} denotes the occurrence probability of x and E{·} stands for the mathematical expectation operator. l 2 [0, ∞) represents the space of all square-summable vectors functions over [0, ∞), and ||x|| is the standard l 2 norm of x, that is, ||x|| = (
. In symmetric block matrices, (*) represents a term that is induced by symmetry and diag{…} denotes a block-diagonal matrix.
System description
Consider a class of non-linear NCSs with the structure given in Fig. 1 x
where
is the fault to be detected; g(x(k)) represents the non-linear function; andỹ(k) [ R m is the output of the plant. The matrices A, B 1 , B 2 , N and C are the real constant matrices of appropriate dimensions.
Assumption 1: The non-linear function g(x(k)) satisfies the following sector-bounded condition
with g(0) = 0 for some real constant matrices T 1 , T 2 with appropriate dimensions, where T = T 2 − T 1 > 0.
Remark 1: As stated in [27] , it is usually to say that the non-linear function g(·) belongs to the sector [T 1 , T 2 ]. The sector-bounded condition is so general that the widely investigated Lipschitz condition is included as a special case. Recently, the control or filtering problems for systems with the sector-bounded non-linear condition have been extensively studied by many authors, such as [28, 29] .
The phenomena of data drift occur when the data received by the FDF are different from the sent ones, which, in general, are caused by external disturbances, noises and quantisation errors and so on. Therefore, taking the issues of the network-induced delay, data drift, disturbance and fault into account, the signal actually received by the FDF at the time k is
where t k denotes the random network-induced delay, with 0 ≤ t k ≤ t M and Π is the data drift matrix in the form of 
Remark 2:
The phenomena of data drift have been concerned for the first time in [17] , in which the problem of dynamic output feedback controller design has been investigated for a class of continuous-time NCSs with the network-induced delays, packet dropouts and data drift. Although the form of the data drift matrix in [17] is similar with the one in this paper, they have different meanings. In the former literature, it has been assumed that each element in the data drift matrix lies in an interval with the known lower and upper bounds without concerning the problem of probabilistic distribution; but in the later one, it is supposed that each element satisfies a certain probabilistic distribution with the different mathematical expectation and variance.
The following full-order FDF is considered
wherex(k) [ R n is the state of the FDF; r(k) [ R l denotes the residual signal, which is compatible with the fault f (k). A f , B f , C f and D f are the filter gains, which will be determined in the later parts.
We introduce the following new vectors
From (1), (3) and (4), the following fault detection dynamics are obtained (see (5)) where
The fault detection dynamics (5) is a stochastic parameter system since it contains a stochastic parameter matrix Π. Therefore, in order to formulate the main task of this paper conveniently and precisely, we are in a position to introduce the following definitions and lemma for the fault detection dynamics, which will be used to derive the main result of this paper.
Definition 1 [30] : The fault detection dynamics (5) is said to be stochastically stable in mean square sense, if for υ(k) = 0 and every initial condition η 0 , the following holds
Definition 2 [30] : Given a scalar γ > 0, the fault detection dynamics (5) is stochastically stable and has an H ∞ attenuation level γ, if it is stochastically stable and under zero initial condition
holds for all non-zero υ(k) ∈ l 2 [0, ∞), where r e (k)
Then, the task of this paper is to find the gain matrices A f , B f , C f and D f of the FDF (4) such that the fault detection dynamics (5) is stochastically stable and attains the prescribed H ∞ attenuation level γ. Now, two functions are introduced to present the main results; one is an evaluation function J(k); the other is a threshold function J th , which are formulated as follows
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Based on the threshold, the occurrence of a fault can be detected by comparing J th and J(k) according to the following test
, then the following inequality holds
Main result
In this section, firstly, a sufficient condition is constructed to guarantee that the fault detection dynamics (5) with given filter gains A f , B f , C f and D f is stochastically stable and attains a prescribed H ∞ attenuation level. Then, we will further give the FDF design result for the fault detection dynamics (5).
Theorem 1: For a given scalar ε > 0, the fault detection dynamics (5) is stochastically stable and attains the H ∞ attenuation level (7) for all υ(k) ≠ 0, if there exist a scalar γ > 0, matrices P > 0, Q > 0 and R > 0, such that the following inequality holds
Proof: Defining the following variables
and the new vector
we have
where A, B and C are the same as in (12) . Choose the following Lyapunov-Krasovskill functional
with P > 0, Q > 0 and R > 0. Then along the solution of (5), we have where
By Lemma 1, we obtain
Furthermore, the non-linear function g(x(k)) satisfying the sector-bounded condition (2) results in
By simple arranging the above inequality, one obtains
Substituting (20)- (23) into (19) , and using (26), one obtains (see (27) ) for any given ε > 0. By Schur complement, it can be seen that
is equivalent to Γ < 0. Therefore we can always find a constant @ . 0 such that
Taking expectation on both sides of the above inequality results in
If υ(k) = 0, (30) means that
Summing up (31) from k = 0 to ∞ yields
Therefore, according to Definition 1, the fault detection dynamics (5) is stochastically stable. Now, in order to construct the H ∞ attenuation level for the fault detection dynamics (5), we consider the following performance index
Under zero initial condition, V(η 0 , 0) = 0, we obtain
Resorting to Schur complement, it follows (12) and (27), we obtain
which means J < 0, that is,
Thus, the H ∞ attenuation level is established and the proof is completed. □ On the basis of the stochastic stability analysis discussed in Theorem 1, we are in a position to present a method to finding the FDF gains for the non-linear NCS (1) with the effect of random transmission delays and the data drift phenomena. According to Theorem 1, a sufficient condition for the existence of FDF in the form of (4) is given in terms of the following theorem.
Theorem 2: For given scalars ε > 0, l 1 > 0 and l 2 > 0, the fault detection dynamics (5) is stochastically stable and attains the prescribed H ∞ attenuation level (7), if there exist a scalar γ > 0, matrices P > 0, Q > 0, R > 0, S 0 , S 1 , S 2 , A f and B f such that the following LMI holds
,
Hence, if (37) determined by
Proof: By Schur complement, (12) can be further written as (see (39)) where
By Schur complement, (39) can be transformed into the following LMI
Performing a congruence transformation to (41) by diag{I, I, S, S, diag{ S,
wherê
It is well known that the following inequalities always hold for matrices P > 0, R > 0 and scalars l 1 > 0, l 2 > 0
which mean that
It is easy to see that if
then (42) holds. After some simple manipulations, according to (37) , it can be seen that (46) holds. Hence, based on Theorem 1, it can be deduced that the FDF gains presented by (38) guarantee the fault detection dynamics is stochastically stable and achieves an H ∞ attenuation level γ. And the proof is finished. □ Remark 3: Since there exist no products of unknown matrices P, Q, R, S 0 , S 1 and S 2 with FDF gains A f , B f , C f and D f in Theorem 2, FDF gains can be determined by the LMI-based convex optimisation problem, which can be dealt with by the Matlab LMI toolbox. In addition, by tuning ε and the introduced scalars l 1 and l 2 , the conservatism of the FDF will be reduced to a certain extent.
Remark 4: Furthermore, the introduced parameters l 1 and l 2 will give rise to the computational complexity to some extent. In general, it is difficult to derive the optimal values of them.
Therefore, Theorem 1 can also be handled by the famous cone complementary linearisation (CCL) algorithm [31] , which has been proved to be efficient. To determine the FDF gains by the CCL algorithm, Theorem 1 should be transformed into the following conditions
is the same as in (40), and other matrices are the same as in (37) . However, the main disadvantage of this method is that the number of iterations is difficult to determine. Both the methods stated in Theorem 2 and the CCL algorithm are determined by the scalar ε. From Table 1 (Section 4), it can be seen that the scalar ε has much greater effect on the method of Theorem 2 than the CCL algorithm. Furthermore, the attenuation level of the method stated in Theorem 2 is not only determined by the scalar ε, but also by the introduced scalars l 1 and l 2 . However, because of the LMI technology, two methods also have the conservatism. Therefore how to adjust the scalar ε for the CCL algorithm and the ε, l 1 and l 2 for the approach reported in Theorem 2 to reduce the conservatism is an interesting challenge for us.
Remark 5:
Owing to the characteristic of LMI technology, the obtained LMI criteria in Theorem 2 for the considered system (1) has the conservatism to some extent, that is, the derived results are sufficient conditions. Indeed, there are still much room for us to reduce the conservatism. In this paper, because of the network-induced delay issue, the obtained fault detection dynamics (5) is a time-delay system, which is dealt with by Lemma 1, that is, the Jensen inequality method. Recently, there are several approaches reported in literatures to handle the time-delay system, which have been proved to be efficient with the lower conservatism or less decision matrix variables. The first one is the delay decomposition/partitioning method [32] [33] [34] . The time-delay is decomposed/partitioned into several uniform or heterogeneous parts while in designing the Lyapunov-Krasovskii functional. Many scholars have proved that this kind of method reduces the conservatism to great extent. The second method is the reciprocally convex approach, which has been proposed and developed by Shao [35] and Park et al. [36] , respectively. And the main merit of this approach is that it obtains the same performance index as the method of Jensen inequality but with less number of matrix variables. The third one is the wirtinger inequality method [37, 38] , which is widely used in Fourier analysis. It also reduces the conservatism greatly with easy solvable LMI conditions and less decision variables. Meanwhile, it includes the Jensen inequality as a special case.
Remark 6: According to Theorem 2, the sufficient condition for the existence of the FDF gains can be further converted into the convex optimisation problem in terms of an LMI, which is listed as follows min P.0, Q.0, R.0, S 0 , S 1 , S 2 ,
If (48) has a feasible solution, the sub-optimal FDF gains will be obtained by (38) . In addition, the sub-optimal H ∞ attenuation level of the fault detection dynamics is correspondingly derived by g * = g 2 opt , where γ opt denotes the sub-optimal value of the solution.
Numerical example
In this section, a numerical example is given to show the effectiveness of the presented technique in this paper.
Consider the non-linear NCSs (1) with parameters given below
and it is assumed that the non-linear function is
which satisfies the sector-bonded condition (2) with
Furthermore, it is assumed that the probabilistic density functions of F(ρ i ) (i = 1, 2) lie in the interval [0, 1], which can be depicted as follows According to the above given parameters, the LMI-based convex optimisation problem (48) can be solved by the Matlab LMI toolbox. The sub-optimal H ∞ attenuation level is γ* = 1.0319, and the corresponding FDF gains are listed as follows In addition, for the fixed scalars l 1 = l 2 = 1.0, the relationship between ε and the minimum H ∞ attenuation level are given in Table 1 , where γ* and g * CCL stand for the minimum H ∞ attenuation level for the method stated in Theorem 2 and the CCL algorithm (Remark 4), respectively.
To show the effectiveness of the designed FDF, it is assumed that the unknown input ω(k) is a white noise with the amplitude less than 0.1, which is illustrated in Fig. 2 .
Besides the fault signal is chosen as f (k) = 1, for k = 100, 101, . . . , 200 0, others
The generated residual signal r(k) for the cases of fault and fault free are presented in Fig. 3 , respectively, and Fig. 4 illustrates the evolution J (k) = for the case of fault and the threshold function J th . We obtain an average value of the threshold J th = 0.0040 by 1000 Monte Carlo simulations. The result presented in Fig. 4 shows that J(106) = 0.0040 = J th < J(107) = 0.0041. Hence, when the fault occurs at k = 100, it will be detected after seven-time steps.
Conclusion
In this paper, the problem of fault detection has been investigated for a class of non-linear NCSs with the effect of random transmission delays and the phenomena of data drift. The data drift phenomena of each sensor have been described by an individual stochastic variable with different probabilistic density function and independent of the disturbance. A sufficient condition for the existence of the constructed FDF has been presented in terms of an LMI-based convex optimisation problem, guaranteeing the fault detection dynamics is stochastically stable and achieves the prescribed H ∞ attenuation level. If the convex optimisation problem is feasible, the corresponding FDF gains will be determined. At last, the effectiveness of the developed technique has been showed by a numerical example. www.ietdl.org
