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a b s t r a c t
We introduce the new idea of recurrent functions to provide
a semilocal convergence analysis for an inexact Newton-type
method, using outer inverses. It turns out that our sufficient
convergence conditions are weaker than in earlier studies in many
interesting cases (Argyros, 2004 [5,6], Argyros, 2007 [7], Dennis,
1971 [14], Deuflhard and Heindl, 1979 [15], Gutiérrez, 1997 [16],
Gutiérrez et al., 1995 [17], Häubler, 1986 [18], Huang, 1993 [19],
Kantorovich and Akilov, 1982 [20], Nashed and Chen, 1993 [21],
Potra, 1982 [22], Potra, 1985 [23]).
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1. Introduction
Let us consider the equation
F(x) = 0,
where F is a differentiable operator betweenRi andRj (where i, j are natural numbers such that j > i),
with F ′(xn) having rank less than i. Ben-Israel and Greville [11] suggested the Newton-like method
xn+1 = xn − F ′(xn)+F(xn)
to generate a sequence approximating a locally unique solution x⋆ of equation F(x) = 0, where, for
arbitrary A ∈ L(Ri,Rj), A+ denotes a Moore–Penrose generalized inverse of A, defined as the unique
linear operator inL(Rj,Ri) satisfying
AA+A = A, A+AA+ = A+, (A+A)T = A+A, (AA+)T = AA+.
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In this study, we present the Banach space extension of Ben-Israel’s method. In particular, we are
concerned with the problem of approximating a locally unique solution x⋆ of equation
A(x)#(F(x)+ G(x)) = 0, (1.1)
where F is a Fréchet-differentiable operator defined on a convex subsetD of a Banach spaceX with
values in a Banach space Y, G : D −→ Y is a continuous operator and A(x)# is an outer inverse of
A(x), which is the analog of A+ satisfying
A(xn)#A(xn)A(xn)# = A(xn)#, (n ≥ 0). (1.2)
The Inexact Newton-type method (INTM)
yn = xn − A(xn)# (F(xn)+ G(xn)) (n ≥ 0), (x0 ∈ D),
xn+1 = yn − zn (n ≥ 0), (z0 ∈ D). (1.3)
has been used to generate a sequence {xn} approximating x⋆, when, zn = 0 (n ≥ 0), and G = 0 onD
(see [2,7,17,20]).
The case zn ≠ 0 (n ≥ 0), G = 0 onD , and A(x)# = A(x)−1 ∈ L(Y,X), (x ∈ D) has been examined
in [1,4–7] (see also [2,3,8–26]). Here, {zn} is a null sequence, which may be generated by a recursive
formula or is given in advance (see (2.33) and [9]). Several other choices for zn’s have been given in
[4,7].
Under some assumptions, Rheinboldt [24] established a convergence theorem for the Newton-
like method, when A(xn)# = A(xn)−1(n ≥ 0), and G(x) = 0 on D , which includes the
Newton–Kantorovich theorem for the Newton method (A(xn) = F ′(xn)) as a special case. A further
generalization was given by Dennis [14]. Yamamoto [25], and others [2–7,13] improved on the error
bounds obtained by the above. In the context of outer and generalized inverses, Ben-Israel [11],
Deuflhard and Heindl [15], Häubler [18], Yamamoto [25], Nashed and Chen [21], and Argyros [1–4,7]
have provided Newton–Kantorovich-type theorems under various conditions (see also [1–26]).
Motivated by the elegant work of Nashed and Chen [21] for the particular case G = 0,we introduce
a new and finer semilocal analysis for method (INTM) using our new idea of recurrent functions.
We will use two Banach-type lemmas and perturbations bounds for outer inverses, whose proofs
can be found in [21].
Lemma 1.1. Let A ∈ L(X,Y), and let A# ∈ L(Y,X) be an outer inverse of A. Let B ∈ L(X,Y) be such
that
‖A#(B− A)‖ < 1. (1.4)
Then
B# = (I + A#(B− A))−1A#
is a bounded outer inverse of B with
N (B#) = N (A#), and R(B#) = R(A#).
Moreover,
‖B# − A#‖ ≤ ‖A
#(B− A)A#‖
1− ‖A#(B− A)‖ ≤
‖A#(B− A)‖‖A#‖
1− ‖A#(B− A)‖ ,
and
‖B#A‖ ≤ 1
1− ‖A#(B− A)‖ . (1.5)
Lemma 1.2. Let A, B ∈ L(X,Y), and let A#, B# ∈ L(Y,X) be outer inverses of A and B respectively.
Then
B#(I − AA#) = 0⇐⇒ N (A#) ⊂ N (B#). (1.6)
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2. Semilocal convergence analysis of (INTM)
It is convenient for us to define certain numbers, parameters and polynomials.
Definition 2.1. Let K > 0,M > 0, µ ≥ 0, L > 0, ℓ ≥ 0, η > 0, c > 0 be given constants, such that
ℓ+ µ < 1, (2.1)
ℓ+ (1+ c)Lη < 1, (2.2)
η <
2(1− ℓ− µ)
K + 6M + 8L . (2.3)
Define functions on [0, 1) by
f1(s) = 2Lηs3 + 4Lηs2 − (2(1− ℓ)− (K + 4M + 2L)η) s+ 2(Mη + µ), (2.4)
g(s) = 2Ls3 + 2Ls2 + (K + 4M − 2L)s− (K + 2M), (2.5)
f∞(s) = 2Lηs3 − 2 (1− ℓ− (M − L)η) s2 − 2 (1− ℓ− µ+ (M + L)η) s− 2(Mη + µ). (2.6)
By using the intermediate value theorem on (0, 1), and (2.1)–(2.3), we obtain g(0)g(1) < 0, and
f1(0)f1(1) < 0, which imply the existence of zeros for functions g , and f1, respectively. Denote by s1,
δ+, s∞ the minimal nonnegative zeros in (0, 1) of f1, g , and f∞ respectively. Note also the existence of
s∞, will then be guaranteed by the induction in Lemma 2.3.
Let us also define constants
δ0 = (K + 2M)η + 2µ1− ℓ− (1+ c)Lη .
Moreover, we assume
δ1 = max{2c, δ0} ≤ 2s∞; (2.7)
and
s1 ≤ δ+. (2.8)
Choose:
δ = 2s1. (2.9)
Remark 2.2. Conditions (2.7) and (2.8) can be realized (see, also Remark 2.5).
Case of condition (2.7). Define polynomial f1∞ on [0, 1) by
f1∞ = (1− ℓ)s2 − (1− ℓ− µ)s+ µ.
Assume
µ > 0, ℓ+ µ < 1, and ℓ+ (3− 2√2)µ ≥ 1
or
µ > 0, and ℓ+ (3+ 2√2)µ ≥ 1.
Under these conditions, polynomial f1∞ has positive roots. The largest denoted by d is given by:
d = 2µ
1− ℓ− µ−(1− ℓ− µ)2 − 4µ(1− ℓ) .
If η = 0, it then follows from (2.6) and the definition of δ0 that
f∞(d) = 0, and δ0 = 2µ1− ℓ < d.
Hence, for sufficiently small η, δ0 ≤ 2s∞ is possible.
Moreover, constant c can certainly be chosen to be c ≤ s∞. That is, we conclude that condition
(2.7) is possible.
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Case of condition (2.8). Define polynomial f11 on [0, 1) by
f11 = −2((1− ℓ)s− µ).
Then, the only positive zero of polynomial f11 is given by
s0 = µ1− µ < 1 (by (2.1)).
Using (2.4), and the definition of s0, we get f1(s0) > 0.Hence,we conclude s1 ≤ s0. That is, condition
(2.8) can be replaced by: s0 ≤ δ+, which is certainly true for sufficiently small µ.
Note that δ+ (i.e. constants K , L,M) does not depend on µ (or η).
We need the following lemmas.
Lemma 2.3. Let K , M, L, µ, η, ℓ, c given constants as in Definition 2.1, such that conditions (2.1)–(2.3)
and (2.8) hold. Define a sequence of polynomials {fn} (n ≥ 1) on [0, 1) by
fn(s) = Ksnη + 2

M(1+ 2s+ s2 + s3 + · · · + sn−1 + 2sn)η + µ
+ 2sL(1+ 2s+ s2 + s3 + · · · + sn−1 + 2sn + sn+1)η + 2s(ℓ− 1) ≤ 0. (2.10)
Then, each polynomial fn (n ≥ 1) has a minimal root denoted by sn in (0, 1).
Moreover, the following estimates hold for all n ≥ 1
s∞ ≤ s⋆ ≤ sn+1 ≤ sn
where
s⋆ = lim
n−→∞ sn.
Proof. We need a relationship between two consecutive fm’s (m ≥ 0)
fm+1(s) = Ksm+1η + 2

M(1+ 2s+ s2 + s3 + · · · + sm + 2sm+1)η + µ
+ 2sL(1+ 2s+ s2 + s3 + · · · + sm + 2sm+1 + sm+2)η + 2s(ℓ− 1)
= Ksm+1η − Ksmη + Ksmη + 2 M(1+ 2s+ s2 + · · · + 2sm − sm + 2sm+1)η + µ
+ 2sL(1+ 2s+ s2 + · · · + 2sm − sm + sm+1 + sm+1 + sm+2)η + 2s(ℓ− 1)
= fm(s)+ Ksm+1η − Ksmη + 2M(−sm + 2sm+1)η + 2sL(−sm + sm+1 + sm+2)η
= fm(s)+ g(s)smη, (2.11)
where g is given by (2.5).
Using (2.11) form = 1, we get
f2(s1) = f1(s1)+ g(s1)s1η
= g(s1)s1η < 0, (2.12)
since f1(s1) = 0, and g(s1) < 0. We also have from (2.10)
fm(0) = 2(Mη + µ) > 0 (m ≥ 1). (2.13)
It follows from the intermediate value theorem that there exists s2 ∈ (0, s1), such that f2(s2) = 0. Let
us assume: there exists sm ∈ (0, sm−1), with fm(sm) = 0. As in (2.12) we have
fm+1(sm) = fm(sm)+ g(sm)smmη < 0. (2.14)
It follows from the intermediate value theorem that there exists sm+1 ∈ (0, sm), such that fm+1
(sm+1) = 0.
Define polynomial f∞ on [0, 1) by
f∞(s) = lim
m→∞ fm(s). (2.15)
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We have f∞(0) = 2(Mη+µ) > 0, and f∞(sm) < 0 (m ≥ 1). Therefore, there exists a minimal root of
polynomial f∞ denoted by s∞.
By letting n −→∞ in (2.10), s∞ satisfies
2

M
1− s∞ η +Ms∞η + µ

+ 2s∞L
1− s∞ η + 2s
2
∞Lη + 2s∞(ℓ− 1) = 0, (2.16)
or
f∞(s∞) = 0
where f∞ is defined by (2.15).
Sequence {sm} is non-increasing, bounded below by zero, and as such it converges to its unique
maximum lowest bound s⋆ satisfying s⋆ ≥ s∞, since s∞ ≤ sm (m ≥ 1). This completes the proof of
Lemma 2.3. 
Lemma 2.4. Let K , M, L, µ, η, ℓ, c be given constants as in Definition 2.1, such that (2.1)–(2.3), and
(2.7)–(2.9) hold. Then, scalar sequences {vn}, {tn} (n ≥ 0) given by
t0 = 0, v0 = η,
vn+1 = tn+1 + K(vn − tn)+ 2(Mvn + µ)2(1− Ltn+1 − ℓ) (vn − tn),
tn+1 = vn + c(vn − tn)
(2.17)
are increasing, bounded above by
t⋆⋆ = 2η
2− δ + (δ + 1)η, (2.18)
and converge to their common, and unique least upper bound t⋆ ∈ [0, t⋆⋆0 ], with
t⋆⋆0 =
2η
2− δ +
δ
2
η, (2.19)
where δ is given by (2.9).
Moreover the following estimates hold for all n ≥ 0
0 < vn+1 − tn+1 ≤ δ2 (vn − tn) ≤

δ
2
n+1
η. (2.20)
Proof. We shall show using induction onm
0 < vm+1 − tm+1 = K(vm − tm)+ 2(Mvm + µ)2(1− Ltm+1 − ℓ) (vm − tm) ≤
δ
2
(vm − tm), (2.21)
and
ℓ+ Ltm+1 < 1. (2.22)
If (2.21) and (2.22) hold, we then have (2.20) also holds, with
vm+1 ≤ tm+1 + δ2 (vm − tm)
≤ vm + δ2 (vm − tm)+

δ
2
m+1
η
≤ vm +

δ
2
m+1
η +

δ
2
m+1
η
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≤ tm +

δ
2
m
η +

δ
2
m+1
η +

δ
2
m+1
η
≤ t1 + δ2η + · · · + 2

δ
2
m+1
η
≤ v0 + 2

δ
2

η + · · · +

δ
2
m
η + 2

δ
2
m+1
η
= 1−

δ
2
m+2
1− δ2
η + δ
2
η +

δ
2
m+1
η < t⋆⋆, (2.23)
and
tm+1 ≤ vm +

δ
2

(vm − tm)
≤ vm +

δ
2
m+1
η
= 1−

δ
2
m+1
1− δ2
η + δ
2
η +

δ
2
m
η +

δ
2
m+1
η ≤ t⋆⋆. (2.24)
It will then also follow that sequences {vm}, {tm} are increasing, bounded above by t⋆⋆ given by (2.18),
and as such they converge to t⋆ ∈ [0, t⋆⋆]. By letting m −→ ∞ in (2.23) and (2.24), we see that t⋆ is
more precisely in [0, t⋆⋆0 ], and by (2.18) and (2.19), t⋆⋆0 < t⋆⋆.
Estimates (2.21) and (2.22) hold by the initial conditions form = 0
0 < v1 − t1 = K(v0 − t0)+ 2(Mv0 + µ)2(1− Lt1 − ℓ) (v0 − t0)
= δ0
2
(v0 − t0) ≤ δ2 (v0 − t0),
and
L(1+ c)η + ℓ < 1,
which are true by the choice of δ0, δ, (2.2), (2.17) and the initial conditions. Let us assume (2.20)–(2.22)
hold for allm ≤ n+ 1.
Estimate (2.21) can be rewritten as
K(vm − tm)+ 2(Mvm + µ)+ δLtm+1 + δℓ− δ ≤ 0,
or, using (2.20), (2.22) and (2.23)
K

δ
2
m
η + 2

M

1−  δ2 m+1
1− δ2
+

δ
2
m
+ δ
2

η + µ

+ δL

1−  δ2 m+1
1− δ2
+

δ
2
m+1
+

δ
2
m
+ δ
2

η + δ(ℓ− 1) ≤ 0. (2.25)
Estimate (2.25) motivates us to define polynomials fm (m ≥ 1) given by (2.10) on [0, 1) for s = δ2 .
Estimate (2.25) certainly holds, if
fm(s1) ≤ 0 (m ≥ 1). (2.26)
We have (2.26) holds form = 1 as an equality. We then get by (2.11)
f2(s1) = f1(s1)+ g(s1)s1η = g(s1)s1η ≤ 0.
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Assume (2.26) holds for all integers k ≤ m. We shall show (2.26) form replaced bym+ 1. Indeed, we
have
fm+1(s1) = fm(s1)+ g(s1)sm1 η ≤ 0,
which shows (2.26) for allm. Moreover, we obtain
f∞(s1) = lim
m→∞ fm(s1) ≤ 0.
This completes the induction for (2.21), and (2.22).
Using (2.20), we have vm+1 ≥ tm+1 and by the expression of tm+1 in (2.17), we have tm+1 ≥ vm. We
conclude that vm+1 ≥ tm+1 ≥ vm ≥ tm. Consequently, both sequences {tm}, {vm} are non-decreasing,
bounded above by t⋆⋆, and as such they converge to their common, unique least upper bound t⋆. This
completes the proof of Lemma 2.4. 
Remark 2.5. Hypotheses (2.1)–(2.3), (2.7)–(2.9) can be replaced by
δ1 ≤ 2δ+, f1(δ+) ≤ 0, and δ = 2δ+,
respectively. In this case, we show fm(δ+) ≤ 0 instead of (2.26). Note that we have by (2.11):
fm(δ+) = f1(δ+) ≤ 0 (m ≥ 1),
which is true by the new hypothesis. The existence of s1 is then also guaranteed by
f1(δ+) ≤ 0,
and
f1(0) = 2(Mη + µ) > 0.
Finally, these hypotheses can be rewritten in a condensed form given by:
c ≤ δ+,
δ = 2δ+,
and
0 < η ≤ min{η0, η1},
where
η0 = 2 ((1− ℓ− 2(1+ c)L)δ+ − µ)K + 2M + 2(1+ c)Lδ+
and
η1 = 2 ((1− ℓ)δ+ − µ)
2Lδ3+ + 4Lδ2+ + (K + 4M + 2L)δ+ + 2M
.
Note that η ≤ η0, and η ≤ η1, imply δ0 ≤ 2δ+, and f1(δ+) ≤ 0, respectively.
We shall denote by U(x, r) the closed ball centered at x ∈ X and of radius r > 0, whereas U2(x, r)
is the Cartesian product U(x, r)× U(x, r).
We can show the main semilocal convergence theorem for (INTM):
Theorem 2.6. Let F : D ⊆ X −→ Y be a Fréchet-differentiable operator, G : D −→ Y be a continuous
operator, and A(x) ∈ L(X,Y) (x ∈ D). Assume there exist z0, x0 ∈ D , a bounded outer inverse A# of
A(x0), constants K0 > 0, M0 > 0,µ0 ≥ 0, L > 0, ℓ ≥ 0, η > 0, a > 0, b > 0, c > 0, R > 0, non-negative
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sequences {an}, {bn}, {cn}, null sequence {zn} in X, and a functional α : U2(x0, R) −→ [0,+∞), such
that
‖A#[F(x0)+ G(x0)]‖ ≤ η, (2.27)
‖A#[F ′(y+ θ(x− y))− A(y)]‖ ≤ K0
2
‖y− x‖ +M0‖y− x0‖ + µ0, (2.28)
‖A#[A(x)− A(x0)]‖ ≤ L‖x− x0‖ + ℓ, (2.29)
for all x, y ∈ D , and θ ∈ [0, 1],
U(x0, t⋆) ⊆ U(x0, R) ⊆ D, (2.30)
‖A#[F(x)+ A(y)(y− x)+ G(y)]‖ ≤ α(x, y), (2.31)
for all x ∈ U(y, ‖y− x‖) ⊆ U(x0, R), with ‖y− x‖ ≤ R− ‖y− x0‖,
αn = α(yn, xn+1) = ‖A#[F(yn)+ A(yn)(xn+1 − yn)+ G(xn+1)]‖
≤ αn = bn‖xn+1 − yn‖ + an‖yn − xn‖, (2.32)
‖zn‖ ≤ cn‖yn − xn‖, (2.33)
an ≤ a, (2.34)
bn ≤ b, (2.35)
cn ≤ c; (2.36)
the hypotheses of Lemma 2.4 hold for
K = K0c2, M = M0c, µ = (µ0 + b)c + a, if c ≠ 0, (2.37)
and
K = K0, M = M0, µ = µ0 + b+ a, if c = 0. (2.38)
Then, sequences {yn}, {xn} (n ≥ 0) generated by (INTM) (1.3) are well-defined, remain in U(x0, t⋆) for all
n ≥ 0, and converge to a solution x⋆ of equation A#(F(x)+ G(x)) = 0.
Moreover the following estimates hold for all n ≥ 0:
‖yn − xn‖ ≤ vn − tn, (2.39)
‖yn − x⋆‖ ≤ t⋆ − vn, (2.40)
‖xn+1 − yn‖ ≤ tn+1 − vn, (2.41)
and
‖xn − x⋆‖ ≤ t⋆ − tn, (2.42)
where t⋆ and sequences {vn}, {tn}, (n ≥ 0) are given in Lemma 2.4.
Note that t⋆⋆ given in closed form by (2.18) can replace t⋆, in the hypotheses of the theorem.
Proof. We provide the proof into two stages.
Step 1.Weshall show that sequences {xn}, {yn} are Cauchy, remain inU(x0, t⋆), and estimates (2.39),
(2.41) hold for all n.
We have:
‖y0 − x0‖ = ‖A#[F(x0)+ G(x0)]‖ ≤ η = v0 − t0.
That is (2.39) holds form = 0.
Using (2.1), (2.7), (2.17) (for n = 0), (2.33), and (2.36), we have:
‖x1 − y0‖ = ‖z0‖ ≤ c0‖y0 − x0‖ ≤ c(v0 − t0) = t1 − v0. (2.43)
Hence, (2.41) holds for n = 0.
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Given (2.39) holds for n ≤ m, we get:
‖xm − ym−1‖ = ‖zm−1‖ ≤ cm−1‖ym−1 − xm−1‖
≤ c(vm−1 − tm−1) = tm − vm−1,
‖ym − x0‖ ≤ ‖ym − xm‖ + ‖xm − ym−1‖ + ‖ym−1 − x0‖
≤ vm − tm + tm − vm−1 + vm−1 − t0 = vm − t0 ≤ t⋆,
‖xm+1 − x0‖ ≤ ‖xm+1 − ym‖ + ‖ym − x0‖
≤ tm+1 − vm + vm − t0 = tm+1 ≤ t⋆.
Hence, ym, xm+1 ∈ U(x0, t⋆).
Using (2.22), (2.29), and the induction hypotheses, we obtain
‖A#(A(xm+1)− A(x0))‖ ≤ L‖xm+1 − x0‖ + ℓ ≤ Lt⋆ + ℓ < 1. (2.44)
It follows from (2.44), and Lemma 1.1, that A(xm+1)# := (I+A#(A(xm+1)−A(x0)))−1A# is an outer
inverse of A(xm+1),
‖A(xm+1)#A(x0)‖ ≤ (1− L‖xm+1 − x0‖ − ℓ)−1 ≤ (1− Ltm+1 − ℓ)−1, (2.45)
and
N (A(xm+1)#) = N (A#). (2.46)
Assume furtherN (A(xi+1)#) = N (A#) for all i ≤ m− 1. Then, since xm+1 ∈ U(x0, tm+1), and
N (A(xm+1)#) = N (A(xm)#) = N (A#),
we obtain from Lemma 1.2
A(xm+1)#(I − A(xm)A(xm)#) = 0.
We have the identity
A(xm)#(F(xm)+ G(xm)) = F(xm+1)− F(ym)− A(ym)(xm+1 − ym)+ rm
=
∫ 1
0
A(xm)#(F ′(ym + θ(xm+1 − ym))
− A(ym))(xm+1 − ym)dθ + rm, (2.47)
where
rm = F(ym)+ A(ym)(xm+1 − ym)+ G(xm+1).
In view of (2.46), we have
A(xm+1)#(I − A(x0)A#) = 0.
Using (2.28), (2.31)–(2.33), (2.37), (2.38) and (2.47), we get
wm+1 = ‖A#(F(xm+1)+ G(xm+1))‖
≤
∫ 1
0
‖A#(F ′(ym + θ(xm+1 − ym))− A(ym))(xm+1 − ym)‖dθ + αm
≤ K0
2
‖xm+1 − ym‖2 + (M0‖ym − x0‖ + µ0)‖xm+1 − ym‖
+ am‖ym − xm‖ + bm‖xm+1 − ym‖
≤ K0
2
c2‖ym − xm‖2 + c(M0‖ym − x0‖ + µ0)‖ym − xm‖
+ a‖ym − xm‖ + bc‖ym − xm‖
≤

K
2
(vm − tm)+Mvm + µ

(vm − tm). (2.48)
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It now follows from (1.3), (2.17), (2.44) and (2.48)
‖ym+1 − xm+1‖ ≤ ‖A(xm+1)#A(x0)‖wm+1
≤ K(vm − tm)+ 2(Mvm + µ)
2(1− ℓ− Ltm+1) (vm − tm)
= vm+1 − tm+1,
which completes the induction for (2.39).
Hence, the induction for (2.39) is completed.
We also have:
‖xm+1 − ym‖ = ‖zm‖ ≤ cm‖ym − xm‖ ≤ c(vm − tm) = tm+1 − vm,
which completes the induction for (2.41).
Step 2.We shall show estimates (2.40), (2.42), and the existence of x⋆.
Sequences {xm}, {ym} are Cauchy. Indeed, we have in turn by (2.39), (2.41)
‖ym+1 − ym‖ ≤ ‖ym+1 − xm+1‖ + ‖xm+1 − ym‖
≤ (vm+1 − tm+1)+ (tm+1 − vm) = vm+1 − vm.
Similarly, we get
‖xm+1 − xm‖ ≤ tm+1 − tm.
In Lemma 2.4, sequences {tm}, {vm} are Cauchy. Therefore, sequences {xm}, {ym} are Cauchy too, in
a Banach spaceX, and as such they converge to a common limit x⋆ ∈ U(x0, t⋆) (since, U(x0, t⋆) is
a closed set). The point x⋆ is a solution of equation A#(F(x)+ G(x)) = 0. Indeed, we have
0 = lim
m−→∞(I + A
#(A(xm+1)− A(x0)))(ym+1 − xm+1)
= lim
m−→∞ A
#(F(xm+1)+ G(xm+1)) = A#(F(x⋆)+ G(x⋆)).
Using the induction hypotheses for k ≥ 0, we have:
‖ym − xm+k‖ ≤ tm+k − vm
and
‖xm − ym+k‖ ≤ vm+k − tm.
By letting k −→∞, and settingm = n, we obtain estimates (2.40), and (2.42), respectively.
That completes the proof of Theorem 2.6. 
3. Special cases and applications
Application 3.1. Let G(x) = 0 (x ∈ D), xn+1 = yn (n ≥ 0). Set α = 0 on U2(x0, R), a = b = c = 0.
Introduce the pair of conditions
‖A#[F ′(x)− F ′(y)]‖ ≤ K‖x− y‖, (3.1)
‖A#[F ′(x)− A(x)]‖ ≤ M0‖x− x0‖ + µ0 (3.2)
to replace weaker condition (2.28).
Define functions f and q by
f (s) = σ
2
s2 − (1− d)s+ η, σ = max{K , M0 + L}, (3.3)
q(s) = 1− ℓ− Ls, (3.4)
and sequence {pn} by
p0 = 0, pn+1 = pn + f (pn)q(pn) . (3.5)
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Consider hypotheses
d = µ+ ℓ < 1, (3.6)
hN = ση ≤ 12 (1− d)
2, (3.7)
U(x0, p⋆) ⊆ D, p⋆ = lim
n−→∞ pn. (3.8)
In this special case, Nashed, and Chen [21, Theorem 3.1] provided a semilocal convergence theorem for
(INTM).
Below, we provide a favorable comparison to our majorizing sequence (2.17) over (3.5) used in [21].
Proposition 3.2. Under (3.3)–(3.8), and hypotheses of Theorem 2.6 (for G = 0 onD), the following error
bounds hold
tn+1 ≤ pn+1 (n ≥ 1), (3.9)
tn+1 − tn ≤ pn+1 − pn (n ≥ 1), (3.10)
t⋆ − tn ≤ p⋆ − pn (n ≥ 0), (3.11)
and
t⋆ ≤ p⋆. (3.12)
Moreover strict inequality holds in (3.9) and (3.10) if K < M + L.
Proof. We use mathematical induction on m to first show (3.9) and (3.10). For n = 0 in (2.17) and
(3.4), we obtain
t2 − η =
K
2 η
2 + µη
1− ℓ− Lη ≤
σ
2 η
2 + (M · 0+ µ)η
1− ℓ− Lη
≤
σ
2 η
2 +M(η − 0)+ µ(η − 0)− q(0)(η − 0)+ f (0)
q(η)
≤
σ
2 p
2
1 − (1− µ− ℓ)p1 + η − (σ −M − L)p0(p1 − p0)
q(p1)
≤ f (p1)
q(p1)
= p2 − p1,
and
t2 ≤ p2.
Assume
ti+1 ≤ pi+1, ti+1 − ti ≤ pi+1 − pi. (3.13)
Using (2.17), (3.4) and (3.13), we obtain in turn
ti+2 − ti+1 =
K
2 (ti+1 − ti)2 + (Mti + µ)(ti+1 − ti)
1− ℓ− Lti+1
≤
σ
2 (pi+1 − pi)2 + (Mpi + µ)(pi+1 − pi)
q(pi+1)
=
σ
2 (pi+1 − pi)2 + (Mpi + µ− q(pi))(pi+1 − pi)+ f (pi)
q(pi+1)
=
σ
2 p
2
i+1 − (1− µ− ℓ)pi+1 + η − (σ −M − L)pi(pi+1 − pi)
q(pi+1)
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≤ f (pi+1)
q(pi+1)
= pi+2 − pi+1,
which show (3.9) and (3.10) for all (n ≥ 1).
Let j ≥ 0, we can get
ti+j − ti ≤ (ti+j − ti+j−1)+ (ti+j−1 − ti+j−2)+ · · · + (ti+1 − ti)
≤ (pi+j − pi+j−1)+ (pi+j−1 − pi+j−2)+ · · · + (pi+1 − pi)
≤ pi+1 − pi. (3.14)
By letting j →∞ in (3.14) we obtain (3.11).
Finally (3.11) implies (3.12) (since t1 = p1 = 0). It can easily be seen from (2.17), and (3.4), that
strict inequality holds in (3.9) and (3.10) if K < M+L. This completes the proof of Proposition 3.2. 
Moreover, in Application 3.3, we show that conditions (3.6), and (3.7) can be weakened in some
special cases.
Application 3.3. Let us examine some special choices for the zn’s. Set
zn = C−1n Bn(yn − xn) (n ≥ 0), (3.15)
for some linear operators Bn, and Cn, with Cn invertible n ≥ 0. Here, the operators Bn, and Cn may depend
on xn, or yn, or both or neither. Conditions (2.31) can be replaced by (in view of (1.3))
‖A#[(F(y)− F(x)− A(x)(y− x))+ A(y)(z − y)+ (G(z)− G(y))+ (G(y)− G(x))]‖
≤ α(x, y, z) = a(x, y, z)‖x− y‖ + b(x, y, z)‖z − y‖, (3.16)
for all x, y, z ∈ U(x0, R), where a, b : U3(x0, R) −→ [0,+∞), and a(xn, yn, xn+1), b(xn, yn, xn+1) are
denoted by an, and bn, respectively.
As an example, introduce condition
‖A#[G(x)− G(y)]‖ ≤ µ1‖x− y‖ (3.17)
for all x, y ∈ U(x0, R), and set
µ = µ0 + µ1. (3.18)
Then, under hypotheses (3.1), (3.2), (3.17), (3.18), zn = 0 (n ≥ 0), condition (3.16) is satisfied for
a(x, y, z) = a(x, y) = K
2
‖x− y‖ +M‖x− x0‖ + µ, (3.19)
and
b = 0, (3.20)
for all x, y ∈ U(x0, R).
Several other choices for the zn’s of the form (3.15) have been given in [4,7,10].
Note that these choices include Euler-type, and Euler–Chebysheff-typemethods that can now be treated
under this new type of sufficient convergence conditions.
Application 3.4. Let G(x) = 0 (x ∈ D), A(x)# = F ′(x)−1 (x ∈ D), and zn = 0 (n ≥ 0). That is
we consider Newton’s method. In this case condition (3.1) is the usual Lipschitz hypothesis and (2.29) the
corresponding center-Lipschitz hypothesis (for ℓ = 0).
Hypothesis (3.7) reduces to the famous for its simplicity and clarity Newton–Kantorovich hypothesis
(see [2,7,20]) for solving nonlinear equations
hK = Kη ≤ 12 , (3.21)
since σ = K, and µ0 = µ1 = ℓ = M = 0.
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Note that in this case, functions fm (m ≥ 1) should be defined by
fm(s) =

Ksm−1 + 2L(1+ s+ s2 + · · · + sm) η − 2,
and
fm+1(s) = fm(s)+ g(s)sm−1η,
where
g(s) = 2Ks2 + Ls− L.
But this time, the conditions corresponding to Lemma 2.4 should be
δ1 = max

δ0
2
, δ+

≤ s∞ = 1− Lη, (3.22)
whereas
δ = 2δ1. (3.23)
However, it is simple algebra to show that conditions (3.22)–(3.23) reduce to
hA = βη ≤ 12 , (3.24)
where
β = 1
8

K + 4L+

K 2 + 8KL

.
Note also that
L ≤ K (3.25)
holds in general and KL can be arbitrarily large [5–7].
In view of (3.21), (3.24) and (3.25), we get
hK ≤ 12 H⇒ hA ≤
1
2
, (3.26)
but not necessarily vice versa unless if L = K.
Finally, under the choices of Application 3.4, we provide a numerical example.
Example 3.5. LetX = Y = R2 be equipped with the∞-norm, x0 = (1, 1)T , U0 = {x : ‖x − x0‖ ≤
1− γ }, γ ∈ 0, 12  , and define function F on U0 by
F(x) = (v3 − γ ,w3 − γ ), x = (v,w)T . (3.27)
The Fréchet derivative F ′ of operator F is given by
F ′(x) =
[
3v2 0
0 3w2
]
.
Using Theorem 2.6, we get:
η = 1
3
(1− γ ), L = 3− γ , and K = 2 (2− γ ).
The Kantorovich condition (3.21) is violated, since
4
3
(1− γ )(2− γ ) > 1 for all γ ∈
[
0,
1
2

.
Hence, there is no guarantee that Newton’s method converges to x⋆ = 3√γ , starting at x0 = 1.
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However, our condition (3.24) is true for all γ ∈ I =
[
.450339002, 12

. Hence, the conclusions of
our Theorem 2.6 can apply to solve Eq. (3.27) for all γ ∈ I .
4. Conclusion
We provided a semilocal convergence analysis for (INTM), using outer inverses, in order to
approximate a locally unique solution of an equation in a Banach space.
Using recurrent functions, a combination of Lipschitz and center-Lipschitz conditions, instead of
only Lipschitz conditions [11–26], we provided an analysis with the following advantages over the
work in [11–26]:weaker sufficient convergence conditions, and larger convergence domain. Note that
these advantages are obtained under the same computational cost as in [11–26].
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