We propose a new framework to compare alternative geostatistical descriptions of a given site. Multiple realizations of each of the considered geostatistical models and their corresponding tomograms (based on inversion of noise-contaminated simulated data) are used as a multivariate training image. The training image is scanned with a direct sampling algorithm to obtain conditional realizations of hydraulic conductivity that are not only in agreement with the geostatistical model, but also honor the spatially varying resolution of the site-specific tomogram. Model comparison is based on the quality of the simulated geophysical data from the ensemble of conditional realizations. The tomogram in this study is obtained by inversion of cross-hole ground-penetrating radar (GPR) first-arrival travel time data acquired at the MAcro-Dispersion Experiment (MADE) site in Mississippi (USA). Various heterogeneity descriptions ranging from multi-Gaussian fields to fields with complex multiple-point statistics inferred from outcrops are considered. Under the assumption that the relationship between porosity and hydraulic conductivity inferred from local measurements is valid, we find that conditioned multi-Gaussian realizations and derivatives thereof can explain the crosshole geophysical data. A training image based on an aquifer analog from Germany was found to be in better agreement with the geophysical data than the one based on the local outcrop, which appears to under-represent high hydraulic conductivity zones. These findings are only based on the information content in a single resolution-limited tomogram and extending the analysis to tracer or higher resolution surface GPR data might lead to different conclusions (e.g., that discrete facies boundaries are necessary). Our framework makes it possible to identify inadequate geostatistical models and petrophysical relationships, effectively narrowing the space of possible heterogeneity representations.
Introduction
Tomographic (geophysical and hydrogeological) methods are used to estimate models of spatially distributed subsurface properties. In hydrogeology, models, extreme values are spatially uncorrelated by construction. To achieve higher degrees of connectivity, truncated Gaussian and pluri-Gaussian models have been introduced, in which discrete facies are obtained by applying thresholds to simulated multi-Gaussian fields (Allard, 1994; Mariethoz et al., 2009 ). Zinn and Harvey (2003) propose a method to transform multi-Gaussian fields into fields with Gaussian statistics but where high-or low-conductivity values are well connected. No truncation is needed in their approach and the Gaussian univariate connectivity distribution is preserved. It has also been suggested that formulations based on fractal distributions provide better predictions than those based on classical Gaussian assumptions (Meerschaert et al., 2013) .
As an alternative to variogram-based models, multiple-point statistics (MPS) describe the spatial dependencies between sets of points larger than 2. The correlation structure is not described in parametric form, but rather through a training image (TI) that contains the expected lithological units and their shapes and patterns (Strebelle, 2002; Hu and Chugunova, 2008; Mariethoz and Caers, 2008) . MPS simulations are capable of generating discrete property fields with curvilinear, elongated and/or repeating structural elements. Note that MPS simulations can still generate multi-Gaussian fields, a characteristic we will use herein.
The potential of geophysical methods to obtain information about the spatial correlation of subsurface properties has been demonstrated, for instance, by Irving et al. (2010) who infer the aspect ratio of horizontal to vertical correlation length from radar and seismic reflection data. However, this is only feasible when carefully accounting for the influence of resolution limitations in the interpreted sections or tomograms (Day-Lewis et al., 2005; Moysey et al., 2005) . In this work, we test if different descriptions of heterogeneity can be ranked by means of their tomographic response. This in turn would allow decreasing the space of possible conceptual models that are in agreement with field data as incompatible model types can be removed from further analysis. Here, we use crosshole ground-penetrating radar (GPR) first-arrival travel times to create a 2-D tomographic image that are used to condition geostatistical realizations of hydraulic conductivity. We first describe the geostatistical models of MADE that we considered in this study and how geostatistical realizations are generated.
Next, the conditioning approach and the petrophysical links used to relate the hydraulic conductivity to GPR-relevant properties are introduced. We show results of the conditioning and how the conditional realizations for different geostatistical models behave in terms of their geophysical data predictions.
Finally, the results are discussed against the background of previous studies at the MADE site and the main conclusions of the present work are drawn.
A motivating example
A synthetic motivating example is first presented before we consider the geostatistical models and the data specific to the MADE site. We leave the detailed description of the methodology to the following sections. Consider two reference models that represent the actual subsurface heterogeneity at two imaginary sites: one comprising channels (reference 1; Figure 1a ) and the other comprising lenses (reference 2; Figure 1d ). For each of these reference models we calculate a synthetic tomogram (not shown; see Lochbühler et al. (2014) for examples) based on noise-contaminated forward-simulated data and condition geostatistical simulations of hydraulic conductivity to these tomograms using the method of Lochbühler et al. (2014) . The assumed geostatistical characteristics are in both cases represented by a training image featuring channels (i.e., in agreement with the first reference model). This leads to conditional realizations of hydraulic conductivity that include channel structures as enforced by the assumed geostatistical model and they generally reproduce the locations of high-and low porosity zones in the reference models (Figures 1b and e) . They explain the data for reference 1 (Figure 1d ), but not for reference 2 as the realizations fail to predict the measured data satisfactorily. Large geophysical data misfits of the conditional realizations can thus be interpreted as an indicator of an inadequate conceptual model as represented by the training image.
Geostatistical models
In this section we describe six different alternative conceptual models of the MADE site that are to be compared. These models only provide a small subset of all possible conceptual models and they are primarily introduced to demonstrate a methodology than to make definite statements about the MADE site.
Multi-Gaussian Fields
Our first conceptual model describes the heterogeneity in the natural logarithm of hydraulic conductivity, Y=ln(K), at the MADE site as a traditional multi-Gaussian field of exponential type defined by a mean log hydraulic conductivity µ lnK = −0.2627 m/d, a lnK variance of 6.6 and correlation lengths of Bohling et al. (2012) who performed a geostatistical analysis of more than 30,000 direct-push injection logger (DPIL) hydraulic conductivity measurements.
Multiple realizations with the prescribed properties were generated by multiplication of the characteristic covariance matrix C with random Gaussian fields (Alabert, 1987) . The discretization for these and all the following geostatistical model realizations is 0.05 m. Several unconditional realizations of hydraulic conductivity are shown in Figure 2a .
Disconnected and connected fields
In multi-Gaussian fields, the conductivity values that are close to the mean have the highest connectivity. To investigate fields that have the same histogram and covariance as the multi-Gaussian fields (section 3.1) but different connectivity patterns, we follow the approach by Zinn and Harvey (2003) . In this procedure, multi-Gaussian fields are transformed into fields where high-or low values are strongly connected, while the underlying spatial statistics (mean, variance, correlation lengths) are preserved. First, the absolute values of the original multi-Gaussian field are transformed into a zero-mean unit-variance field, in which extreme values become high values and values close to the mean become low values (Zinn and Harvey, 2003; Renard and Allard, 2013) . Using a normal score transform, the resulting histogram is retransformed into a Gaussian
In the field Y', low hydraulic conductivities are well connected. The so-derived conductivity values are then mirrored around their mean to obtain another field where high-conductivity values are well connected. Since the correlation lengths are reduced by the absolute transform, we define a rescaling factor by calculating the autocorrelation in the x-and z-direction for certain lags and compare these correlations to those of the original multi-Gaussian field. The discretization is then adjusted such that the final connected field has the same correlation structure 
Hybrid multi-Gaussian/multiple-point statistics fields
Multiple-point statistics (MPS) describe the spatial dependencies of subsurface properties by statistics of orders higher than 2. MPS has been developed to overcome limitations of variogram-based models (Strebelle, 2002; Hu and Chugunova, 2008) . The higher order dependencies are typically expressed in form of a training image, that is, an image that contains the dominant geological facies and the expected structural patterns. Training images can be based on outcrop data, on expertise concerning the expected stratigraphy and dominant geologic processes, or on logging or other auxiliary information. Ronayne et al. (2010) proposed a description of subsurface property heterogeneity at the MADE site that combines continuous multi-Gaussian fields and MPS simulations. Based on extensive flowmeter data of hydraulic conductivity Salamon et al., 2007) , they modeled multi-Gaussian background fields, where the correlation structure is described by an anisotropic spherical variogram of the form (Salamon et al., 2007) γ h
where c 0 and c 1 depict the nugget and the sill, respectively, a is the range and h the separation vector. These background fields are generated by multiplication of the characteristic covariance matrix with Gaussian random noise, similar to the multi-Gaussian fields (see above). It has been argued that the non-Fickian behavior of tracer transport at the MADE site may be related to high-conductivity channels formed by coarse open-framework gravel units observed in core samples (Ronayne et al., 2010; Bianchi et al., 2011a) , but modeling efforts using the preferential flowpath approach have so far not been universally successful at reproducing observed plume behavior at the MADE site. The coarse openframework gravel lithofacies has also been observed in a nearby outcrop and is part of the training images described below. The high-K channels are here simulated by multiple-point direct sampling of a binary training image featuring connected channels in a homogeneous matrix (Mariethoz et al., 2010b) . The original training image by Strebelle (2002) shown in Figure 3a was adjusted such that the channel width, the channel fraction and the hydraulic conductivity (constant at 250 m/d) are in agreement with the channels modeled by Ronayne et al. (2010) . The resulting hybrid multi-Gaussian/MPS realizations were then created by overlaying the binary MPS realizations on the multi-Gaussian fields (Figure 2d ).
Outcrop-based training image realizations
The MADE site has been the object of extensive studies, including the description of hydrogeological facies and sedimentary units and their dominant patterns Dogan et al., 2011) . For this study, we created a training image based on hydrogeological facies mapping of a nearby outcrop . This outcrop is too small to form a training image. To create a training image of appropriate size, we proceeded by placing pieces from the outcrop at random into a large empty grid. Multiple-point direct sampling (Mariethoz et al., 2010) was then applied to fill the empty spaces between these pieces by simulation (see the resulting training image in Figure 3b ) to obtain similar patterns as those found in the outcrop. To obtain the large training image, patterns from the outcrop are used to fill the undefined cells. Each facies was assigned the hydraulic conductivity value observed by Rehfeldt et al. (1992) ( Table 1 ). Unconditioned realizations (Figure 2e ) of hydraulic conductivity are then generated by direct sampling of the training image.
Analog-based training image realizations
Additional to the outcrop-based training image described in the previous section, we use a training image that is chosen purely based on the knowledge of the sedimentary environment at the MADE site, that is, the aquifer is formed by alluvial terrace deposits with different sand-and gravel units .
A training image featuring typical sedimentary structures of alluvial deposits is available from a detailed 3-D mapping study at the Herten site in SW Germany (Bayer et al., 2011; Comunian et al., 2011) . Here we test to what extent geostatistical realizations based on the Herten model can be conditioned to the GPR tomogram from the MADE site. Following Lochbühler et al. (2014) , the available 3-D TI was reduced by only considering a 2-D slice and the ten observed facies at the Herten site were reduced to the four facies observed in the MADE outcrop . The geological units in the TI are thus the same as for the outcrop-based TI. The dominant structural elements are gravel sheets, erosional surfaces and cross bedding. See Figure 3c for the TI and Figure   2f for individual unconditioned realizations of hydraulic conductivity.
Generation of conditional hydraulic conductivity models

Data and original tomogram
The crosshole GPR travel time data were acquired between two boreholes in the MultiLevel Sampler (MLS) cube with borehole separation of 4.25 m. We refer to Bianchi et al. (2011b) , Dogan et al. (2011), and Bohling et al. (2012) for detailed descriptions of the site and the borehole locations. First-arrival travel times were picked manually and the picks were refined automatically using a statistically based information content picker (AIC picker, Leonard, 2000) .
Transmitter and receiver station spacing was 0.25 m. We only considered travel times with ray angles smaller than 50˚ inclination from the horizon, resulting in a data set of 974 first arrivals. The measurement errors are assumed to follow a zero-mean and uncorrelated Gaussian error model with a standard deviation of 1.4 ns due to picking and geometrical errors.
Inversion is performed by smoothness-constrained least-squares fitting of the travel time data (Lochbühler et al., 2014) . To regularize the inverse problem, we applied an anisotropic first-order difference roughness operator with a horizontalto-vertical anisotropy ratio of 10:1. This ratio corresponds to the anisotropy observed by Bohling et al. (2012) and is consistent with our geostatistical models.
We consider the radar signal to propagate along curved ray paths between the transmitter and receiver positions, where the ray paths depend on the GPR velocity field. The inverse problem is thus non-linear and is solved iteratively by subsequently updating the model until the measured data are fitted according to the error model. The forward solver solves the Eikonal equation using the finitedifference algorithm by Podvin and Lecomte (1991) and ray-tracing is performed for each receiver location (Vidale, 1988) .
The resulting tomogram features several high-and low-velocity regions that are well defined despite the generally smooth image (Figure 4 ). The inherent smoothness in the tomogram limits its usefulness for geological interpretation, which is a general limitation of smoothness-constrained deterministic inversion (e.g., Ellis and Oldenburg, 1994) . The objective of our geostatistical conditioning approach that accounts for the resolution limitations of geophysical tomograms is to partly overcome this shortcoming.
Conditioning procedure
The approach presented by Lochbühler et al. (2014) allows us to condition geostatistical simulations to geophysical tomograms. We briefly describe the conditioning workflow here; for a detailed description we refer to Lochbühler et al. (2014) . For each of the geostatistical scenarios described above, we generate 1000 unconditioned realizations of the lnK field (i.e., similar to the realizations shown in Figure 2 ). All these realizations are then subject to synthetic geophysical forward and inverse modeling. We simulate crosshole GPR experiments, mimicking the true experiment conducted in the field and invert the so created data to obtain a GPR tomogram (i.e., a GPR velocity model) for each realization.
Inversion is performed by smoothness-constrained least-squares fitting of the data, thereby mimicking the procedure applied to the field data (see previous section).
The 1000 realizations and the corresponding tomograms form a bivariate training image that contains the expected subsurface properties and their spatial distribution as one variable, and the corresponding geophysical tomogram as another variable. This training image is then sampled for patterns found in the tomogram (Figure 4 ) using the multiple-point direct sampling algorithm DeeSse, which is a commercial version of the original direct sampling algorithm by Mariethoz et al. (2010) . The tomogram obtained by inversion of the real data from the MADE site is thus used as a conditioning image. The pattern sampling mechanism of the direct sampling algorithm for a bivariate TI is illustrated in Figure 5 . A pattern is defined by the n pixels that are the closest to the pixel to be simulated that already have an assigned value in the simulation grid, for example, as exemplified by the three pixels (light green, green and light blue) in the 'Conditioned realization' in Figure 5 . The pattern is built by the pixel values of the n cells and the lag vectors that denote their location relative to the pixel of interest. The bivariate TI is then scanned until a layer in the bivariate TI is found for which (a) the distance between the pattern projected on the original tomogram and the pattern found in the tomogram is below a threshold t tomogram and (b) the distance between the pattern in the simulation grid and the pattern found in the lnK realization is below a threshold t lnK . Once such a layer is found (as the bottom layer in Figure 5 ), the pixel value from the corresponding lnK realization is pasted into the simulation grid (the dark red pixel in Figure 5 ). For continuous variables, the pattern distance is calculated using the l 1 or l 2 norm distance. For categorical variables, we use the sum of non-matching cells (out of the n cells) as distance measure. To ensure a reasonable sampling efficiency, if a certain fraction f of layers in the bivariate TI is scanned and no acceptable match is found, the match with the smallest distance is used. The algorithmic parameters are depicted in Table 2 . Mariethoz et al. (2010) and Meerschman et al. (2013) provide further details on the direct sampling algorithm and provide guidance concerning the choice of algorithmic variables. Note that the TI is scanned 'vertically', meaning that the pattern is not moved within the plane of the realizations but the pattern is projected onto individual layers until a match is found. This is done to account for resolution variations within the tomogram (see Lochbühler et al. (2014) for details). The resulting geostatistical realizations honor the geophysical tomogram (i.e., a slowness field in this study), but there is no guarantee that they also honor the geophysical data (first arrival travel times in this study). Lochbühler et al.
(2014) proposed a post-processing step in which the geophysical forward response of each realization was evaluated against the observed geophysical data.
Petrophysics
The conditioning method involves calculating synthetic geophysical responses for the set of unconditional realizations. A petrophysical relationship is thus needed to translate the hydraulic conductivity fields into fields of the geophysical target property, which for the crosshole GPR travel times used herein is the radar slowness u (i.e., the reciprocal of the velocity).
The relation between radar slowness and porosity can be described by (Pride, 1994; Davis and Annan, 1989) 
where ϕ is the porosity, c is the speed of light in a vacuum, and m = 1.65. The cementation factor m was tuned using the tomogram from MADE (Figure 4 ) to obtain the mean porosity of 0.3 that was observed by Boggs et al. (1992) . Note that Adams and Gelhar (1992) suggested a value of 0.35, which highlights a certain amount of uncertainty on the proper value to choose.
Relating porosity to hydraulic conductivity values is challenging due to strong site and lithology dependencies. Based on equation (3), we plotted the tomogramderived porosity at the transmitter borehole (from the original tomogram) against a cm-scale direct-push log of hydraulic conductivity by Bohling et al. (2012) ( Figure 6a ). Regression analysis of the two properties yields a linear relation of the form
To match the different resolutions in the geophysically inferred porosity and the direct push data, the log of hydraulic conductivity was smoothed prior to regression with a Gaussian window of a length of 1 m (see scatter plot in Figure   6b ). Finding a valid petrophysical link is a crucial step in the workflow and the present work is somewhat limited by the lack of detailed site-specific information on porosity or permittivity. However, we argue that the petrophysical relationship used herein is justified for comparison purposes. The same error is made for all geostatistical scenarios, so it is likely that a scenario that does better than the others is more appropriate.
Comparison of alternative geostatistical models
For all of the considered geostatistical models ( Another way to assess the different geostatistical models is by comparing the data predictions of the model realizations ( Figure 9 ). The data fit is expressed as a weighted root mean square error
where N is the number of GPR travel times, d j and F j (m) are the measured and predicted travel times of observation j, m is the tested model realization and σ j (1.4 ns) describes the corresponding measurement and modeling error. A WRMSE of 1 thus means that the travel time data are on average fitted to the measurement errors.
The density distributions of the data predictions of the 1000 unconditioned realizations of each geostatistical model type are depicted in Figure 9a . None of these realizations fit the data and the spread is wide. After conditioning (Figure   9b ), the distributions are centered at lower values and the spread has decreased, especially for the continuous and hybrid fields. The multi-Gaussian, disconnected and hybrid realizations predict the measured data reasonably well (WRMSE<1.2).
The data fits of connected and MPS (analog-based) realizations are slightly worse, and the spread of the data predictions is larger. For the outcrop-based MPS realizations, the width and the mean of the data fit distribution remains almost unchanged compared to the unconditional realizations, strongly indicating that the corresponding training image does not represent the subsurface adequately at this specific location of the MADE site.
Comparison of alternative petrophysical models
Using the analog-based MPS model as an example, we demonstrate that alternative petrophysical models can be readily tested in the presented framework. Negative correlations between hydraulic conductivity and porosity have been reported for similar geological settings (Morin, 2006) . They are expected when fine sediments (high porosity and low hydraulic conductivity) constitute a significant portion of the aquifer material. We re-ran the conditioning scheme using an opposite sign on the slope in equation 4 (petrophysical model 2). By doing so, we preserve the porosity range and the mean porosity observed by Boggs et al. (1992) , as well as the velocity range in the original tomogram. The resulting conditional realizations are shown in Figure 10b . The best conditioning is achieved by describing the conductivity fields as predominantly homogeneous, but the data misfits are high (Figure 11 ).
We also considered a case in which the TI has been built in terms of hydrofacies without direct porosity information. For this scenario, we consider the extensive review by Heinz et al. (2003) that provides porosity and hydraulic conductivity values of different facies found in glaciofluvial gravel bodies. From there, we extract discrete porosity values for the conductivities of the individual hydrofacies (see Table 1 ). To produce fields where the GPR velocity values are in the range observed in the original tomogram, the cementation factor was set to m = 1.35. This implies that the cementation factor was used as a tuning parameter to relate the porosities presented by Heinz et al. (2003) to the observed GPR velocities. This scenario is referred to as petrophysical model 3. The conditional realizations display highly variable hydraulic conductivity fields that mainly feature facies of moderate and high hydraulic conductivities (Figure 10c ). The corresponding data misfits are very high (Figure 11 ).
Based on the simulated data predictions, both petrophysical models 2 and 3, which are not based on local information, are found to be unsuitable to describe the petrophysics for this location of the MADE site. This conclusion is expected as any significant relationship between hydraulic conductivity and porosity (and hence GPR velocity) is expected to be site-specific (e.g., Morin, 2006; Purvance and Andricevic, 2000) . However, this simple comparison suggest not only that reliable site-specific relationships are needed, but also that it is possible to identify poor petrophysical relationships by comparing the forward response of the conditional realizations with the observed data ( Figure 11 ). These findings are also representative for the other geostatistical scenarios (not shown) tested within the scope of this study.
Model selection
Quantitative classification of competing conceptual model formulations, or model types, is the premise of model selection. Model types can comprise different choices of the model parameterization, the underlying physical relations or error models. Any choice of how the physical system is represented in the inverse problem corresponds to a specific model type (Dettmer et al., 2009) . Here, the considered model types are defined by the different geostatistical (section 3) and petrophysical (section 6) models.
Model selection is often embedded in a Bayesian framework, such that model types can be compared by their probabilistic relevance, or the selection process between two competing model types is formulated as a hypothesis test. For the latter, a characteristic and easily quantifiable hypothesis is tested against its counterhypothesis by counting the number of occurrences of the hypothesis being true and false in a set of model realizations (Khan and Mosegaard, 2002) . If the model types to be compared cannot be characterized by a single criterion to be fulfilled or not, their relevance can be expressed by their evidence. In a formal Bayesian sense, the evidence E i of a model type M i is the probability that the measured data d results from the model type M i and it is given by spans over the entire parameter space, E i is the marginal probability of the data (Kass and Raftery, 1995) .
Forming the ratio between the evidences of two competing model types yields the Bayes factor
which provides a quantitative measure for the favor of one model type M i over model type M j (Jeffreys, 1961) .
In practice it is challenging to obtain a robust estimate of the evidence, as the integrand in Equation 6 is potentially multi-modal and highly peaked. For cases where sampling is prohibitive, asymptotic approximations to estimate the evidence can be used. Assuming that the information content in the prior probability is marginal and the evidence is well characterized by the maximum likelihood estimate L , the model type relevance can be expressed by the Bayesian Information Criterion (BIC, Schwarz, 1978; Kass and Raftery, 1995) :
where L is the maximum value of the likelihood function, k is the number of model parameters and N is the number of data. Note that lower BIC values denote higher model relevance and model parsimony is enforced as simple models (low k) are given higher relevance.
As the inverse problem was not solved in a Bayesian sense, no formal probability density functions are available. However, the unconditional realizations provide a set of prior realizations as they are generated solely based on the underlying geostatistics without considering any data. Similarly, the conditioned realizations can be interpreted as a sort of posterior realizations, although it must be stressed that unlike formal posterior realizations, these are not conditioned to measured data through a likelihood function, but only to the original tomogram. This implies that the forward response of the resulting conditional realizations do not necessarily fit the observed travel times. As each realization is conditioned to the tomogram individually, the obtained realizations are independent.
For each of the considered model types, we calculate the maximum a posteriori likelihood estimate L using
from all the conditional realizations m. As the algorithmic parameters in the conditioning procedure remain unchanged, the direct sampling mechanism treats all models as of identical complexity. Additionally, the number of data does not change between the models, comparing the maximum likelihood estimates therefore amounts to comparing BIC values. The resulting estimates are shown in Table 3 . Similar to the qualitative interpretation of the distribution of data predictions ( Figures 9 and 11) , we find that the analog-based MPS, MultiGaussian and the disconnected fields are the most likely, but we refrain (given the strong assumptions made) to differentiate between these three model types. Based on the significantly lower L values, we also suggest that the outcrop-based MPS model is inappropriate and that petrophysical models II and III can be discarded from further consideration.
Discussion
The geostatistical conditioning procedure used herein allows generating realizations for various geostatistical and petrophysical models, all conditioned to a single tomogram obtained by inversion of geophysical or hydrogeological data.
The appropriateness of alternative model types can be addressed by analyzing different aspects of the conditional realizations.
The fit between the observed geophysical data and the data predictions of the individual model realizations is an obvious indicator to assess whether a model is potentially suitable to represent the true subsurface or not. As Madigan and Raftery (1994) put it, a model should not be considered if it predicts the data far less well than the model with the best predictions. Based on this decision rule, the outcrop-based MPS model and the alternative petrophysical models are clearly to be dismissed (Figures 9b and 11 ). Apart from comparing the model output to the measured geophysical data (Figure 9b ) one can also compare the lnK predictions of the conditional realizations to measured values, given that such information is available. We find that the multi-Gaussian, the disconnected and the analog-based MPS models show the best agreement with the lnK data ( Figure 8 ).
The maximum likelihood estimate (i.e., the data fit of the best-fit realization) proved a useful measure of model appropriateness in this study (Table   3) . No distinct 'best' model type emerged from the study, but for two model types (multi-Gaussian and disconnected) the maximum likelihood estimate is significantly lower than for the others. An interesting finding of this study is that the outcrop-based MPS realizations using the petrophysical link derived from available log data predicts neither the GPR data nor the conductivity logging data Implications on the subsurface heterogeneity at the MADE site are that (a) if the porosity-conductivity trend inferred from the available K-log can be relied on, high conductivity zones are required to explain the observed GPR data; (b) multiGaussian realizations and derivatives thereof (disconnected fields based on the methodology by Zinn and Harvey (2003) ) can be successfully conditioned to the field-based tomogram, and to obtain realizations that explain the geophysical data without the need for discrete facies boundaries; (c) an outcrop from Germany provided a better training image than the one based on a local outcrop from Rehfeldt et al. (1992) . These findings about the MADE site are only based on a subset of alternative conceptual and petrophysical models with conditioning to a resolution-limited tomogram. Extending this work to include higher-resolution surface GPR, tracer test data, and other conceptual models of the K field, is left for the future. We also postulate that it should be possible to build more appropriate and larger-scale training images of the MADE site than the one based on a very small and local outcrop. So far, we have only assimilated a small fraction of the thirty years of hydrogeological research that has been performed at this site (e.g., Zheng et al., 2011) and there is ample room for improvements. It is likely that such an analysis would lead to more definite conclusions.
Conclusions
Direct sampling offers a powerful approach to condition multiple realizations of various underlying geostatistical models (represented in the form of a training image) to resolution-limited geophysical or hydrogeological tomograms. When the geostatistical model (i.e., training image) is poorly chosen, we demonstrate that the corresponding conditional realizations do not properly explain the geophysical data (crosshole GPR travel times in our study) that was used to construct the tomogram. This feature was used to demonstrate how to falsify and dismiss alternative conceptual models at the MADE site without assuming that one of the other considered conceptual models is "correct". We find that realizations based on a local outcrop are clearly inappropriate for representing the subsurface conditions at the considered location of the MADE site (the socalled MLS cube). We also found that petrophysical relationships that are not based on local information are unable to produce acceptable conditional subsurface realizations. Additional geophysical or hydrogeological models and the inclusion of additional sub-classes of different conceptual models are needed to better differentiate between the performance of multi-Gaussian fields (and its related derivatives), hybrid models and aquifer analogs.
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