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Abstract
Finite Euler hierarchies of field theory Lagrangians leading to universal equations of
motion for new types of string and membrane theories and for classical topological field
theories are constructed. The analysis uses two main ingredients. On the one hand, there
exists a generic finite Euler hierarchy for one field leading to a universal equation which
generalises the Plebanski equation of self-dual four dimensional gravity. On the other hand,
specific maps are introduced between field theories which provide a “triangular duality”
between certain classes of arbitrary field theories, classical topological field theories and
generalised string and membrane theories. The universal equations, which derive from
an infinity of inequivalent Lagrangians, are generalisations of certain reductions of the
Plebanski and KdV equations, and could possibly define new integrable systems, thus
in particular integrable membrane theories. Some classes of solutions are constructed in
the general case. The general solution to some of the universal equations is given in the
simplest cases.
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1. Introduction
In two recent papers[1,2], the first with A. Morozov, hierarchies of Lagrangian field
theories with the following properties were introduced.
i) In any of these hierarchies, the Lagrangian at any given level – except of course at the
first level – is essentially proportional to the equations of motion of the Lagrangian
at the previous level (hence the name Euler hierarchies).
ii) The proportionality factor mentioned in i) is essentially the very first Lagrangian in
the hierarchy.
iii) In any of these hierarchies, Lagrangians depend on fields only through their first and
second derivatives, but not on derivatives of higher order nor on the fields themselves.
The first Lagrangian only depends on first derivatives of the fields. The dependence of
each of the other Lagrangians on second derivatives is multilinear, and of order equal
to the number of times an equation of motion has been taken to reach that level in
the hierarchy.
iv) All these hierarchies are finite, i.e. the iterative procedure implied by i) – iii) termi-
nates after a finite number of steps.
v) For each hierarchy, the last non trivial equations of motion are universal, namely, up
to a factor, they are independent of the initial Lagrangian out of which the hierarchy is
constructed. The associated infinite number of conserved charges – corresponding to
the freedom in the choice of initial Lagrangian – suggests the possible integrability of
these universal equations (equations of motion are indeed always current conservation
equations for Lagrangians without an explicit dependence on fields).
Specifically, hierarchies with these properties were shown[1,2] to exist in the following
cases:
1) a single field φ in d dimensions, with an arbitrary initial Lagrangian (function of first
derivatives only)[1],
2) a single field φ in (d+ 1) dimensions, the initial Lagrangian now being an arbitrary
homogeneous weight one function of its arguments[1],
3) (d+1) fields φa in d dimensions, with an arbitrary reparametrisation invariant initial
Lagrangian[2].
The hierarchies associated with these three cases terminate after d steps, with the
following universal equations:
Case 1)
detφij = 0, (1.1)
Case 2)
det
(
0 φj
φi φij
)
= 0, (1.2)
1
Case 3)
det(Jaφ
a
ij) = 0. (1.3)
Here, φi and φij denote the partial derivatives (∂φ/∂xi) , (∂
2φ/(∂xi∂xj)) of the field
φ with respect to the d or (d+1) coordinates xi. (The same applies of course to the fields
φa, and obviously the indices i and j in the equations above refer to lines and columns
respectively of the corresponding matrices. The usual summation convention over repeated
indices is assumed throughout). In (1.3), the quantities Ja are the Jacobians
Ja = (−1)
dǫab1b2···bdφ
b1
1 φ
b2
2 . . . φ
bd
d . (1.4)
Eq.(1.1) is a generalisation to d dimensions of a particular reduction (corresponding
to (1.1) for (d = 2)) of the Plebanski equation[3] for self-dual gravity in four dimensions,
which is well known to be an integrable system. Eq.(1.2) is a generalisation of the original
two dimensional Bateman equation[4,5] (corresponding to (1.2) with (i = 1, 2)) which is
also known to be integrable[5,1]. Finally, (1.3) is a generalisation to a (d− 1)-dimensional
membrane in a (d + 1)-dimensional spacetime of the (universal) equation of motion for
a parametrised particle in a flat two dimensional spacetime (corresponding to (d = 1)),
the latter clearly being also integrable. Note that (1.3) includes a universal equation for a
string theory in three dimensions (d = 2), and a universal equation for a membrane theory
in four dimensions (d = 3).
Remarkably, the three classes of universal equations above are invariant under arbi-
trary linear GL(n) transformations in the variables xi as well as in the fields φ
a, even
though neither the initial nor the successive Lagrangians in the corresponding hierarchies
would generally possess these symmetries. The equations above thus provide examples of
equations of motion admitting an infinite number of Lagrangians, with symmetry proper-
ties that these Lagrangians need not possess!
Moreover, in cases 2) and 3), the properties required of the initial Lagrangians extend
to the whole of the resulting hierarchies. Namely, in case 3), reparametrisation invariance in
the coordinates xi for the field theory defined by the initial Lagrangian ensures
[2] the same
invariance property for all field theories defined by the hierarchy. Thus in particular, the
universal equation (1.3) is reparametrisation covariant in the variables xi, as is desirable
of any string or membrane theory. In case 2), weight one homogeneity of the initial
Lagrangian ensures[1] that all equations of motion of the hierarchy are invariant under
arbitrary redefinitions of the field φ. Thus in particular, the universal Bateman equation
(1.2) possesses this property of general covariance in the field φ . This notion of classical
general covariance of equations of motion under arbitrary field redefinitions, i.e. general
covariance on the space of solutions, may obviously be extended to the case of many fields
φa. Identifying these fields with coordinates in a target space, field theories leading to
such generally covariant equations of motion provide a class of theories halfway between
ordinary field theories and quantum topological field theories[6]. Namely, such theories
correspond to classical topological field theories whose space of classical solutions falls
into diffeomorphic topological classes of the possible target manifolds parametrised by the
fields φa.
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Actually, a generally covariant generalisation of the Bateman equation (1.2) to many
fields was given in Ref.[1], when the number of fields φa is less than the number of coordi-
nates xi. Moreover, these equations were conjectured
[1] to be universal and to follow from
a hierarchy construction of the type described in i) – v) above. In compact form, these
generalised Bateman equations are given by
det
(
0 φaj
φbi φ
c
ijλ
c
)
= 0 . (1.5)
Here, the determinant is that of a (D+ d )× (D+ d ) matrix, with D being the number of
fields φa and d the number of coordinates xi (D < d ), and the indices (a, i) and (b, j) refer
to lines and columns respectively (in particular, the entry “ 0 ” stands for the D ×D null
matrix). The quantities λc are arbitrary coefficients, in terms of which the determinant is
to be expanded. It is understood that (1.5) has to hold for all values of these coefficients.
Hence, one obtains
(
d−1
D−1
)
equations – clearly generalising the Bateman equation (1.2)
for one field – whose general covariance under arbitrary field redefinitions in φa is easily
established. Even though these equations form an over determined set, except for (D = 1)
or (D = d− 1) (the equations in the latter case were shown[1] to be also universal), their
space of solutions is non empty[1]. Functions φa(xi) defined implicitly through the D
constraints
xiF
a
i (φ
b) = ca, (1.6)
where F ai (φ
b) are arbitrary functions of the fields and ca arbitrary constants, indeed always
provide solutions to (1.5). In fact, (1.6) defines[4,5] the general solution to the Bateman
equation in two dimensions.
In the present paper, the above results and conjecture are completed and extended in
different directions. On the one hand, finite hierarchies with the characteristics i) – v) are
shown to exist even when ii) is replaced by
iib) The proportionality factor mentioned in i) is essentially any function of the first
derivatives of the fields.
Thus, the function by which the equations of motion at a given level are multiplied to
define the Lagrangian at the next level may differ from level to level, and need not be the
first Lagrangian in the hierarchy. As long as these multiplicative factors are functions of
first derivatives of the fields only, as is the first Lagrangian, the hierarchy will be finite and
terminate with universal equations of motion as described in v), namely, up to a factor,
these equations are independent of the choice of multiplicative factors at every level. In
particular in cases 1) – 3), the universal equations are still given by (1.1) – (1.3), provided
the successive multiplicative factors in cases 2) and 3) possess the same properties as the
first Lagrangian. In the following, the general construction leading to (1.1) will be referred
to as the generic hierarchy , whereas the construction leading to (1.2) will be called the
Bateman hierarchy .
On the other hand, some principles for the construction of classical topological field
theories – as defined above – and of reparametrisation invariant field theories – without
introducing a metric field – are presented. These constructions are generalisations of
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the map used in Ref.[2] to establish the existence of the hierarchy leading to (1.3) by
relating it to the Bateman hierarchy. Namely, there exists a transformation, called here
the C-map, taking any field theory of p fields depending on q variables into a classical
topological field theory of p fields depending on (p+q) variables, with equations of motion
generally covariant under arbitrary redefinitions of the p fields. Similarly, there exists a
transformation, called the R-map, taking any field theory of p fields in q variables into a
reparametrisation invariant field theory of (p + q) fields in q variables. Moreover, these
maps also define transformations between the equations of motion of the corresponding
theories, thus providing relations between their respective solutions. Note that the C-map
always produces a classical topological field theory with fewer fields than the number of
coordinates, whereas the R-map always produces a reparametrisation invariant field theory
with more fields than coordinates.
In particular, cases 1) – 3) are transformed into one another under applications of
the C- and R-maps (these cases correspond to the situation described above with (p = 1)
and (q = d ) arbitrary). Moreover, the C-map may be used to transform the generic
hierarchy into a new hierarchy with (1.5) as its universal equations of motion. Under the
R-map, one also obtains universal equations of motion for a (q−1)-dimensional membrane
theory in a (p + q)-dimensional spacetime, thus in particular a universal string theory in
(p+2) dimensions. If the suggestion that these universal equations are integrable systems
is correct, the R-map would thus lead to new types of integrable membrane (and string)
theories of any dimension in a spacetime of arbitrary dimension, in contradistinction to
membrane theories based on the Nambu-Goto action[7,8] whose equations of motion are
linear in second derivatives of the fields (these latter equations define an integrable system
only in the string case (q = 2)).
As will become clearer later on, classical topological field theories and reparametri-
sation invariant field theories – of the type constructed in this paper – may be viewed as
being dual to each other. This duality is realised through the C- and R-maps. In some
sense, the universal reparametrisation invariant string and membrane equations of motion
obtained here are generalisations of the usual Nambu-Goto equations, and their universal
dual systems are classical topological field theories with fewer fields than coordinates gen-
eralising the original two dimensional Bateman equation[4]. In fact, this idea of duality,
now explicitly realised through the C- and R-maps, was precisely one of the motivations
in Ref.[1] which led to the discovery of finite Euler hierarchies with universal equations.
The paper is organised as follows. In sect.2, the relation between general covariance
of equations of motion under field redefinitions, reparametrisation invariance and homo-
geneity properties of Lagrangians is discussed, extending some of the considerations of
Refs.[1,2]. Sects.3 and 4 present the construction of C- and R-maps respectively, and dis-
cuss some of their basic properties. In sect.5, a new proof for the generic Euler hierarchy
is presented, completing and generalising the main result of Ref.[1]. Using the generic hi-
erarchy, sect.6 shows how C- and R-maps can be applied to obtain finite Euler hierarchies
of classical topological field theories and of reparametrisation invariant field theories, with
the associated universal equations of motion. In particular, this includes the hierarchies
leading to (1.2), (1.3) and (1.5). In sect.7, some general classes of solutions to these uni-
versal equations are presented, taking advantage of the C- and R-maps to relate solutions
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to different equations. Finally, conclusions are presented in sect.8. In an Appendix, defi-
nitions and properties of generalised determinants and traces of matrices, as they appear
in the proof of the generic hierarchy, are collected for reference.
2. Homogeneity, General Covariance and Reparametrisation Invariance
In this section, we consider theories ofD fields φa depending on d coordinates xi, with
Lagrangian densities L(φai , φ
a
ij) functions of first and second derivatives of the fields only.
Even though the results of this section are valid for Lagrangians depending on derivatives
of arbitrary higher order, the restriction to first and second derivatives only is sufficient
for the purposes of this paper. The equation of motion for the field φa is thus given by
EaL[φ
a] = 0 , (2.1)
with the Euler operators Ea defined as
EaL[φ
a] = ∂i
[ ∂L
∂φai
(φai , φ
a
ij)
]
− ∂i∂j
[ ∂L
∂φaij
(φai , φ
a
ij)
]
. (2.2)
For most expressions in this paper, the arguments [φa] of an equation of motion will not
be made explicit, unless they are different from the fields φa.
First of all, consider Lagrangians with the following homogeneity property
L(Ri
jφaj , Ri
kRj
lφakl + T
k
ijφ
a
k) = (detRi
j)αL(φai , φ
a
ij) . (2.3)
Here, Ri
j and T kij are arbitrary coefficients, and α is the weight of homogeneity of the
Lagrangian. Differentiation of (2.3) with respect to the parameters Ri
j and T kij leads to
the identities
φaj
∂L
∂φai
(φai , φ
a
ij) + φ
a
jk
[ ∂L
∂φaik
(φai , φ
a
ij) +
∂L
∂φaki
(φai , φ
a
ij)
]
= α δij L(φ
a
i , φ
a
ij) , (2.4a)
φak
∂L
∂φaij
(φai , φ
a
ij) = 0. (2.4b)
Note that even though (φaij = φ
a
ji), the dependence of the Lagrangian on φ
a
ij is not assumed
to be necessarily identical to its dependence on φaji, for fixed (i 6= j).
Using these properties, a straightforward calculation shows that the equations of mo-
tion obey the following relations
φai EaL[φ
a] = (α− 1) ∂iL(φ
a
i , φ
a
ij). (2.5)
Therefore, when (α = 1) there are d identities among the D equations of motion, leaving
only (D − d ) independent equations of motion. In fact, the case (α = 1) corresponds
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to a reparametrisation invariant action. Indeed, under a general reparametrisation of the
coordinates of the form
xi → yi = yi(xj), φ
a(xi)→ φ˜
a(yi) = φ
a(xi), (2.6)
we have
∂φ˜a
∂yi
= Ri
j ∂φ
a
∂xj
,
∂2φ˜a
∂yi∂yj
= Ri
kRj
l ∂
2φa
∂xk∂xl
+ T kij
∂φa
∂xk
,
(2.7a)
with
Ri
j =
∂xj
∂yi
, T kij =
∂2xk
∂yi∂yj
. (2.7b)
Therefore, any Lagrangian obeying (2.3) scales under reparametrisations with a factor
(detRi
j)α. This factor cancels the Jacobian (detRi
j)−1 of the integration measure
∏
i dxi
over the coordinates precisely for (α = 1). Hence in this case, the identities
φai EaL[φ
a] = 0 , (2.8)
are the Noether or Ward identities due to reparametrisation invariance, leaving only (D−d )
independent equations of motion. Incidentally, this conclusion also shows that a non trivial
reparametrisation invariant field theory requires more fields than coordinates.
By analogy with (2.3), let us now consider Lagrangians with the following homogeneity
property
L(φbiRb
a, φbijRb
a + φbiT
ba
j + φ
b
jT
ba
i ) = (detRa
b)αL(φai , φ
a
ij) . (2.9)
Here, Ra
b and T abi are arbitrary coefficients, and α is the weight of homogeneity of the
Lagrangian. Differentiation of (2.9) with respect to the coefficients Ra
b and T abi leads to
the identities
φai
∂L
∂φbi
(φai , φ
a
ij) + φ
a
ij
∂L
∂φbij
(φai , φ
a
ij) = α δ
a
b L(φ
a
i , φ
a
ij), (2.10a)
φaj
[ ∂L
∂φbij
(φai , φ
a
ij) +
∂L
∂φbji
(φai , φ
a
ij)
]
= 0. (2.10b)
On the other hand, differentiation of (2.9) with respect to φaij and φ
a
i leads to the
further homogeneity properties:
∂L
∂φaij
(φbiRb
a, φbijRb
a + φbiT
ba
j + φ
b
jT
ba
i ) = (detRa
b)α(R−1)a
b ∂L
∂φbij
(φai , φ
a
ij), (2.11a)
∂L
∂φai
(φbiRb
a, φbijRb
a + φbiT
ba
j + φ
b
jT
ba
i ) = (detRa
b)α(R−1)a
b ∂L
∂φbi
(φai , φ
a
ij)−
−(detRa
b)α(R−1)a
bT bcj (R
−1)c
d
[ ∂L
∂φdij
(φai , φ
a
ij) +
∂L
∂φdji
(φai , φ
a
ij)
]
. (2.11b)
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Given these properties, consider now the transformation of the equations of motion
(2.2) under arbitrary field redefinitions
ϕa = F a(φb) . (2.12)
We then have
ϕai = φ
b
iRb
a , ϕaij = φ
b
ijRb
a + φbiT
ba
j + φ
b
jT
ba
i , (2.13a)
where
Ra
b =
∂F b
∂φa
, T bai =
1
2
φci
∂2F a
∂φb∂φc
. (2.13b)
Using the homogeneity properties (2.11) and the identities (2.10), a straightforward calcu-
lation then shows that the equations of motion EaL[ϕ
a] for the transformed fields ϕa are
given in terms of those for the fields φa by
EaL[ϕ
a] = (detRa
b)α(R−1)a
bEbL[φ
a] + (R−1)a
b ∂(detRa
b)α
∂φb
(α− 1)L(φai , φ
a
ij) . (2.14)
Therefore, whenever the Lagrangian possesses the homogeneity property (2.9) with a
weight (α = 0) or (α = 1), the equations of motion for the fields φa transform covariantly
among themselves under arbitrary field redefinitions (2.12). This result is the complete
generalisation of theorems in Ref.[1] establishing the same property in the case of a La-
grangian L(φai ) function only of first derivatives of the fields. In particular in the case of
one field (D = 1), the equation of motion (2.2) is invariant when (α = 1).
To conclude, we have thus shown that any Lagrangian L(φai , φ
a
ij) homogeneous in the
sense of (2.9) with a weight (α = 1) or (α = 0) defines a classical topological field theory.
In fact, the case (α = 1) plays a distinguished roˆle, as will become clear in the next section
when discussing the C-map.
3. The C-Map
To define the C-map, let us consider an arbitrary field theory Lagrangian L(yaα, y
a
αβ)
dependent on the first and second derivatives of p fields ya(xα) functions of q coordinates
xα. The associated action is thus
S[ya] =
∫ ∏
α
dxα L(
∂ya
∂xα
,
∂2ya
∂xα∂xβ
) , (3.1)
whose variation under arbitrary field variations δya is given, up to surface terms, by
δS[ya] = −
∫ ∏
α
dxα δy
a EyaL . (3.2)
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The Euler operators are
EyaL = ∂α
∂L
∂yaα
− ∂α∂β
∂L
∂yaαβ
. (3.3)
Let us now introduce p additional coordinates φa, and extend the coordinate depen-
dence of the fields ya to also include a dependence on these new variables, i.e. ya(xα, φ
b).
Nevertheless, the corresponding field theory is still described by the original Lagrangian
L(yaα, y
a
αβ), with the action now given by
S[ya] =
∫ ∏
α
dxα
∏
a
dφa L(
∂ya
∂xα
,
∂2ya
∂xα∂xβ
) . (3.4)
In particular, field variations still lead to
δS[ya] = −
∫ ∏
α
dxα
∏
a
dφa δya EyaL , (3.5)
where the Euler operators Eya have the same definition as in (3.3), since the Lagrangian
is independent of any derivatives of the fields ya with respect to the new variables φa. In
other words, these variables are irrelevant as far as the dynamical evolution of the fields
ya is concerned; the equations of motion for both actions (3.1) and (3.4) are identical.
The intention is to invert the φa dependence of the fields ya, and to consider φa as
functions of (xi = (xα, y
a)), i.e. φa(xα, y
a). This requires that the matrix of derivatives
(∂ya/∂φb) be non singular, or equivalently that we have
detMa
b 6= 0 , (3.6)
with Ma
b being the inverse matrix of derivatives (∂ya/∂φb) keeping xα fixed, namely
Ma
b =
∂φb
∂ya
. (3.7)
The φa dependence of the fields ya may then be inverted, leading to configurations φa(xi)
for (D = p) fields φa functions of (d = p + q) variables (xi = (xα, y
a)). By direct
substitution in the Lagrangian for the original field theory and its action (3.4), one then
obtains a new Lagrangian field theory for the fields φa(xα, y
b). As is shown hereafter, the
resulting theory is actually a classical topological field theory. A fortiori, this is to be
expected. Indeed, as was pointed out above, the φa dependence in the original theory is
irrelevant, so that the equations of motion for the fields φa in the new theory should be
independent of the parametrisation used for these fields, namely their equations of motion
should be generally covariant under arbitrary field transformations.
The series of operations described above define the C-map, which thus takes any field
theory of p fields in q dimensions into a classical topological field theory of (D = p) fields
in (d = p + q) dimensions. Note that the discussion is developed here for Lagrangians
depending on first and second derivatives of fields only. However, it should be clear that
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the same considerations and conclusions apply in the case of Lagrangians depending on
derivatives of arbitrary high order.
From the inversion φa(xα, y
b) defining the C-map, it is straightforward to derive the
expressions that substitute for the derivatives of the original fields ya. Namely, the deriva-
tives (∂ya/∂xα) are substituted by the quantities
Y aα = −
∂φb
∂xα
(M−1)b
a, (3.8)
whereas the derivatives (∂2ya/(∂xα∂xβ)) are transformed into the quantities
Y aαβ = −
[ ∂2φb
∂xα∂xβ
−
∂φc
∂xα
(M−1)c
d ∂
2φb
∂yd∂xβ
−
∂φc
∂xβ
(M−1)c
d ∂
2φb
∂yd∂xα
+
+
∂φc
∂xα
(M−1)c
e ∂φ
d
∂xβ
(M−1)d
f ∂
2φb
∂ye∂yf
]
(M−1)b
a .
(3.9)
Given these definitions, the Lagrangian for the transformed theory with fields φa(xi)
and coordinates (xi = (xα, y
a)) is simply obtained in terms of the original Lagrangian
L(yaα, y
a
αβ) as
LC(φ
a
i , φ
a
ij) = (detMa
b) L(Y aα , Y
a
αβ) . (3.10)
With this identification, it is quite clear that the Lagrangian LC(φ
a
i , φ
a
ij) possesses the
homogeneity property (2.9) with a weight (α = 1), thus establishing at once that the
C-map has indeed produced a classical topological field theory.
By consideration of the variations of the actions for both field theories under variations
of the fields ya and φa, one also obtains the relation between the respective field equations
of motion as
EφaLC = −(detMa
b)(M−1)a
b EybL , (3.11)
where it is of course understood that the appropriate substitutions, such as those in (3.8)
and (3.9), have to be applied on the right-hand side. Hence, solutions of either set of
equations for which the non degeneracy condition (3.6) is satisfied are in one-to-one cor-
respondence through the C-map. Note that the relations (3.11) also confirm the general
covariance under field transformations of the equations for the fields φa. It is the prefactor
((detMa
b)(M−1)a
b) in (3.11) which governs the transformation of these equations – and
this prefactor indeed transforms covariantly under field redefinitions – since the equations
(EyaL) are independent of the parametrisation used for φ
a.
Applying the C-map once more on the theory described by LC(φ
a
i , φ
a
ij) does not
produce a new classical topological field theory. Indeed, if the original field theory with
Lagrangian L(yaα, y
a
αβ) is itself a classical topological field theory in the sense of (2.9) with
a weight (α = 1), from that property and the identification (3.10) it is clear that the net
effect of the C-map is to change the sign of the action by (−1)p and to substitute the fields
ya by the fields φa. In other words, no new field theory is produced, in agreement with
the fact that the inversion defining the C-map is essentially a redefinition of the fields ya,
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a transformation which does not affect the equations of motion for a classical topological
field theory.
It is also possible to invert the C-map. Namely, given any classical topological field
theory of (D = p) fields dependent on (d = p + q) variables, it is possible to define
a new field theory of p fields dependent on q variables whose image under the C-map
reproduces the initial classical topological field theory. Specifically, consider a Lagrangian
LC(φ
a
i , φ
a
ij) with (D = p) fields φ
a(xi) of (d = p + q) coordinates (xi = (xα, y
a)) (there
are thus p coordinates ya and q coordinates xα). This Lagrangian is assumed to obey the
homogeneity property (2.9) with weight (α = 1).
As before, in order to invert the ya dependence, consider field configurations such that
detNa
b 6= 0 , (3.12)
where the matrix Na
b is defined to be
Na
b =
∂yb
∂φa
. (3.13)
The ya dependence of the fields φa may then be inverted, leading to the fields ya(xα, φ
b).
By direct substitution in the Lagrangian LC , one then obtains an action principle for
these fields. However, due to the classical general covariance under field redefinitions of
the system described by LC , one expects that any dependence on φ
a actually decouples
in the equations of motion for the fields ya. As is shown hereafter, such a decoupling
indeed occurs. Hence, the inversion of the C-map as described above, takes any classical
topological field theory of p fields in (p+ q) dimensions into a field theory of p fields in q
dimensions. Applying then the C-map on this latter field theory, one recovers the initial
classical topological field theory described by LC . Here again, the same conclusions would
apply to Lagrangians depending on field derivatives of higher order.
From the inversion ya(xα, φ
a) defining the inverse C-map, it is straightforward to
derive the expressions that substitute for the derivatives of the original fields φa. The
Lagrangian for the fields ya is then given by the function
(detNa
b) LC(Φ
b
iRb
a,ΦbijRb
a + ΦbiT
ba
j + Φ
b
jT
ba
i ), (3.14)
where the quantities Φai and Φ
a
ij are defined as
Φcα = −
∂yc
∂xα
, Φca = δ
c
a ,
Φcαβ = −
∂2yc
∂xα∂xβ
, Φcαb = 0 , Φ
c
aβ = 0 , Φ
c
ab = 0 ,
(3.15)
and the coefficients Ra
b and T abi by
Ra
b = (N−1)a
b,
T bcα = (N
−1)b
d
[1
2
∂ye
∂xα
(N−1)e
f ∂
2ya
∂φd∂φf
−
∂2ya
∂xα∂φd
]
(N−1)a
c,
T bca =−
1
2
(N−1)a
e(N−1)b
f ∂
2yd
∂φe∂φf
(N−1)d
c .
(3.16)
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However, owing to the homogeneity properties of the Lagrangian LC , (3.14) simplifies
considerably, giving finally as Lagrangian for the fields ya the function
L(
∂ya
∂xα
,
∂2ya
∂xα∂xβ
) = LC(Φ
a
i ,Φ
a
ij) . (3.17)
Since the quantities Φai and Φ
a
ij only involve derivatives of the fields y
a with respect to
the variables xα, the φ
a coordinates effectively decouple from the system, and one indeed
obtains a theory of p fields ya dependent on q coordinates xα. Namely, suppressing from
the action the integration over the variables φa does not modify the equations of motion
for the fields ya, as was already pointed out after (3.4) and (3.5) when considering the
C-map.
Obviously, there is also a direct relation between the equations of motion for the two
field theories related through the inverse C-map. This relation is essentially the inverse of
(3.11), and reads
EyaL = −(detNa
b)(N−1)a
b EφbLC . (3.18)
Finally, it is easy to verify that applying the C-map on the field theory described
by L(yaα, y
a
αβ) in (3.17) gives back the initial classical topological field theory described
by LC(φ
a
i , φ
a
ij). In particular, note that this conclusion also implies that any classical
topological field theory of p fields depending on (p + q) coordinates and obeying the
homogeneity property (2.9) with weight (α = 1), may always be viewed as resulting from
the C-map acting on some specific but otherwise arbitrary field theory Lagrangian of p
fields depending on q coordinates. The C-map puts these two classes of fields theories in
one-to-one correspondence.
4. The R-Map
To define the R-map, consider now an arbitrary field theory Lagrangian L(∂φ
µ
∂zi
, ∂
2φµ
∂zi∂zj
)
dependent on the first and second derivatives of p fields φµ(zi) functions of q coordinates
zi. The associated action is thus
S[φµ] =
∫ ∏
i
dzi L(
∂φµ
∂zi
,
∂2φµ
∂zi∂zj
) . (4.1)
As always, variations of this action under field variations δφµ are given, up to surface
terms, by
δS[φµ] = −
∫ ∏
i
dzi δφ
µ EφµL , (4.2)
with the Euler operators
Eφµ =
∂
∂zi
[ ∂L
∂(∂φ
µ
∂zi
)
]
−
∂
∂zi
∂
∂zj
[ ∂L
∂( ∂
2φµ
∂zi∂zj
)
]
. (4.3)
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Let us now introduce q arbitrary functions xi(zj), and extend the field content of
the theory to also include these extra degrees of freedom, while still keeping the same
Lagrangian and action as in (4.1). Obviously, the equations of motion for φµ remain as
before, whereas those for the new fields xi are trivially satisfied since the Lagrangian is
independent of these degrees of freedom.
Nevertheless, by inverting the zi dependence of the theory, one obtains a new field
theory with reparametrisation invariance. For this purpose, consider field configurations
such that
detMi
j 6= 0 , (4.4)
where the matrix Mi
j is defined to be
Mi
j =
∂zj
∂xi
. (4.5)
The zi dependence of the fields xi may then be inverted, leading to a field theory of
(D = p + q) fields (φa = (φµ, zi)) functions of (d = q) variables xi, with an action
obtained from (4.2) by direct substitution. As shown hereafter, the resulting field theory
is reparametrisation invariant in the coordinates xi. A priori, this fact is to be expected
since, on the one hand, the choice for the functions xi(zj) is totally arbitrary, and on the
other hand, their equations of motion are trivial, so that the transformed theory should
indeed be independent of the choice of parametrisation in xi. From a geometric point
of view, the functions φµ(zi) define a q -dimensional subspace of the (p + q)-dimensional
space spanned by the coordinates (φa = (φµ, zi)). Introducing the fields xi(zj) amounts
to introducing an arbitrary intrinsic parametrisation of this subspace, without affecting
its topological and geometrical properties as an embedded space. In other words, we
are simply dealing with parametrised (q − 1)-dimensional membrane theories in (p + q)
dimensions.
The series of operations described above define the R-map, which thus takes any
field theory of p fields in q dimensions into a reparametrisation invariant field theory of
(D = p+ q) fields in (d = q) dimensions. Again, even though the discussion is developed
for Lagrangians depending on first and second derivatives of the fields only, the same
conclusions apply in the case of Lagrangians depending on derivatives of arbitrary high
order.
From the inversion φa(xi) defining the R-map, it is easy to derive the expressions
that substitute for the derivatives of the original fields φµ with respect to the variables zi.
Namely, the derivatives (∂φµ/∂zi) are replaced by
Y µi = (M
−1)i
j ∂φ
µ
∂xj
, (4.6)
whereas the derivatives (∂2φµ/(∂zi∂zj)) are substituted by the quantities
Y µij = (M
−1)i
k(M−1)j
l
[ ∂2φµ
∂xk∂xl
−
∂zm
∂xk∂xl
(M−1)m
n ∂φ
µ
∂xn
]
. (4.7)
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Given these definitions, the Lagrangian for the fields (φa(xj) = (φ
µ(xj), zi(xj))) and
the coordinates xi is simply obtained in terms of the original Lagrangian L in (4.1) as
LR(
∂φa
∂xi
,
∂2φa
∂xi∂xj
) = (detMi
j) L(Y µi , Y
µ
ij ) . (4.8)
With this identification, it is straighforward to verify that the Lagrangian LR obeys the
homogeneity property (2.3) with a weight (α = 1), thereby establishing at once that the
R-map has indeed produced a reparametrisation invariant field theory.
The equations of motion of both theories are also in correspondence. However, we
know from (2.8) that for the reparametrisation invariant theory there are only p inde-
pendent equations, the remaining q equations being obtained from the Ward identities.
Clearly, the independent equations are those for the p fields φµ, which for both theories
are related as
EφµLR = (detMi
j) EφµL , (4.9)
with of course the appropriate substitutions being implemented on the right-hand side.
The remaining equations of motion for the q fields zi(xj) are simply obtained from the
Ward identities, giving
EziLR =− (M
−1)i
j ∂φ
µ
∂xj
EφµLR
=− (detMi
j)(M−1)i
j ∂φ
µ
∂xj
EφµL .
(4.10)
These expressions also make it clear that under reparametrisations of the coordinates xi,
the equations of motion for the theory obtained through the R-map transform among
themselves, in agreement with the reparametrisation invariance of that theory.
Applying the R-map once more on the theory described by LR does not produce a new
reparametrisation invariant theory. Indeed, if the original theory is already reparametri-
sation invariant, namely satisfies (2.3) with weight (α = 1), it is clear from (4.6) – (4.8)
that the net effect of the R-map is to substitute the zi dependence of the fields φ
µ by a
xi dependence, while the fields zi(xj) that would otherwise arise from the R-map actually
do not appear in the transformed Lagrangian. Of course, this is due to reparametrisa-
tion invariance, since the inversion defining the R-map is simply a reparametrisation in
the coordinates zi. The interest of the R-map is that it produces in the general case a
reparametrisation invariant field theory from one which is not.
Conversely, it is also possible to invert the R-map. Namely, given any reparametrisa-
tion invariant theory of (D = p+q) fields (φa = (φµ, zi)) dependent on (d = q) coordinates
xi with Lagrangian LR(
∂φa
∂xi
, ∂
2φa
∂xi∂xj
) (there are thus p fields φµ and q fields zi, and the
Lagrangian is assumed to obey (2.3) with (α = 1)), there is a map producing a theory
of p fields in q dimensions whose image under the R-map is the initial theory. Clearly,
the inverse R-map is obtained by inverting the xi dependence of the fields zi. Let us thus
consider field configurations such that
detNi
j 6= 0 , (4.11)
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with the matrix Ni
j being
Ni
j =
∂xj
∂zi
. (4.12)
The xi dependence is then invertible, leading to the fields φ
µ(zj) and xi(zj) with an action
obtained from LR by direct substitution. Clearly, due to reparametrisation invariance of
the latter Lagrangian, one expects that the fields xi decouple from the system, leaving
a theory of p fields in q dimensions. Acting with the R-map on the latter field theory
reproduces again the initial reparametrisation invariant one.
Specifically, the Lagrangian obtained from the inverse R-map is simply
(detNi
j) LR(Ri
jΨaj , Ri
kRj
lΨakl + T
k
ijΨ
a
k) , (4.13)
where we defined
Ψνi =
∂φν
∂zi
, Ψji = δ
j
i ,
Ψρij =
∂2φρ
∂zi∂zj
, Ψkij = 0 ,
(4.14)
and
Ri
j = (N−1)i
j ,
T kij =− (N
−1)i
l(N−1)j
m ∂
2xn
∂zl∂zm
(N−1)n
k .
(4.15)
However, owing to the homogeneity properties of the Lagrangian LR, (4.13) simplifies
leaving for the transformed Lagrangian
L(
∂φµ
∂zi
,
∂2φµ
∂zi∂zj
) = LR(Ψ
a
i ,Ψ
a
ij) . (4.16)
Clearly, since the quantities Ψai and Ψ
a
ij involve derivatives only of the fields φ
µ(zj), the
fields zi(xj) have indeed decoupled, leaving a theory of p fields in q dimensions with
the Lagrangian (4.16). Obviously, the equations of motion for both theories are also in
correspondence, the relation being
EφµL = (detNi
j) EφµLR . (4.17)
Finally, it is straightforward to verify that the R-map acting on the theory defined by (4.16)
gives back the original field theory described by LR. In particular, this result implies that
any reparametrisation invariant theory of (p+q) fields in q dimensions, with a Lagrangian
obeying the homogeneity property (2.3) with (α = 1), may always be viewed as resulting
from the R-map acting on some specific but otherwise arbitrary theory of p fields in q
dimensions. The R-map puts these two classes of theories in one-to-one correspondence.
Having introduced the C- and R-maps and the associated inverse transformations, one
may wonder what happens when these maps are applied in succession. We have already
seen that applying twice the C-map or the R-map only reproduces the result of the C-
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or the R-map applied once. This only leaves the successive application of the two maps
alternatively. For convenience, given a Lagrangian L (with its field content implicit), let
us symbolically denote the results of the C- and R-maps as
LC = OCL , LR = ORL . (4.18)
Thus, one may still act on LC with the R-map and on LR with the C-map. However,
due to the respective properties – under field redefinitions or reparametrisations – of these
Lagrangians, it is possible to show that the net result of these transformations is to lead
essentially to the following identifications:
ORLC = LR , OCLR = LC . (4.19)
Namely, in either case the resulting system possesses one of the two properties for all of
the associated variables, and the other property for some subset only of the other set of
associated variables. Taking advantage of both properties under field redefinitions and
reparametrisations, it becomes possible to set equal those fields and those coordinates
for which both properties are operative, so that these field degrees of freedom effectively
decouple from the system. This decoupling then only leaves the field theories whose content
is expressed through (4.19). Of course, the counting of the number of equations of motion
and Ward identities in all cases agrees with this conclusion, as may easily be checked.
We have therefore obtained the following situation. Given an arbitrary Lagrangian
L, the C- and R-maps produce only two other systems, namely those specified by the
Lagrangians LC and LR, the former being a classical topological field theory and the
latter a reparametrisation invariant one. These three Lagrangians belong to a triangular
set of fields theories which is closed under the action of the C- and R-maps and their inverse
maps. The C-map acting on all three Lagrangians produces LC . The R-map acting on all
three Lagrangians produces LR. And finally, the Lagrangian L is obtained from LC and
from LR through the action of the inverse C- and R-maps respectively. This triangular
relationship is the precise expression of the duality existing between classical topological
field theories and reparametrisation invariant field theories mentioned in the introduction.
5. The Generic Hierarchy
Consider now a collection Fn(φi) (n = 1, 2, . . .) of arbitrary functions of the first
derivatives of a field φ(xi) dependent on d coordinates xi. The associated Euler hierarchy
of Lagrangians is then defined recursively by
Ln = Fn Wn−1, W0 = 1 , (5.1)
where the Wn (n = 1, 2, . . .) are the equations of motion
Wn = ELn , (5.2)
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and E is the Euler operator defined in (2.2).
This describes the construction of the generic finite Euler hierarchy whose properties
where discussed in the introduction. This section provides proofs for those properties. The
fundamental result is the following identity
Wn = n! Tr
(n)(A(1), · · · , A(n)) , (5.3)
where
A
(p)
ij =M
(p)
ik φkj , M
(p)
ij =
∂2Fp
∂φi∂φj
, p = 1, 2, · · · , n , (5.4)
and the function Tr(n) in (5.3) is the generalised determinant defined in (A.5) in the
Appendix. In fact, explicit expressions for Wn are
Wn = T
(n)
i1···in;j1···jn
A
(1)
i1j1
· · ·A
(n)
injn
=
1
(d− n)!
ǫi1···id ǫj1···jdA
(1)
i1j1
· · ·A
(n)
injn
δin+1jn+1 · · · δidjd
=
1
(d− n)!
ǫi1···id ǫj1···jdM
(1)
i1k1
· · ·M
(n)
inkn
φk1j1 · · ·φknjn δin+1jn+1 · · · δidjd .
(5.5)
(T
(n)
i1···in;j1···jn
is defined in (A.1)).
Before coming to the consequences of this result, let us first discuss its proof, which
uses some of the identities given in the Appendix and proceeds by induction. Obviously,
(5.3) is true for n = 0 by definition of T (0). The explicit calculation of W1 gives
W1 = EL1 = E
[
F1(φi) W0
]
= M
(1)
ij φij
= tr A(1) = Tr(1)(A(1)) ,
(5.6)
in agreement with (5.3) (the last step uses (A.6)). Let us now assume that (5.3) holds for
the first n levels (ℓ = 1, 2, · · · , n) of the hierarchy. We then have to show that at the next
level (ℓ = n+1) the equation of motion Wn+1 computed from (5.2) does again agree with
(5.3). The latter calculation separates according to the following identity
E
[
W (φi, φij) F (φi)
]
=
[
EW
]
F + 2
[∂W
∂φi
−
1
2
∂j
( ∂W
∂φij
+
∂W
∂φji
)]
φik
∂F
∂φk
+
+
[
W
∂2F
∂φi∂φj
φij −
∂W
∂φij
∂2F
∂φk∂φl
φikφjl
]
,
(5.7)
which is thus used here with (W = Wn) given in (5.5) and (F = Fn+1). Since Wn is the
equation of motion for the Lagrangian (Ln = Fn Wn−1) which does not depend explicitly
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on the field φ, Wn is simply a surface term. Consequently
[9,1] its equation of motion (EWn)
– the first term in (5.7) – vanishes identically. In fact, we have
EWn = ∂i
[∂Wn
∂φi
− ∂j
∂Wn
∂φij
]
= ∂i
[∂Wn
∂φi
−
1
2
∂j
(∂Wn
∂φij
+
∂Wn
∂φji
)]
,
(5.8)
so that the equation of motion (EWn) is also the divergence of one of the factors in the
second term in (5.7). Actually, this factor itself vanishes identically, as we now discuss.
First, consider the terms
∂j
[∂Wn
∂φij
+
∂Wn
∂φji
]
=
=
[ ∂2Wn
∂φijφk
+
∂2Wn
∂φjiφk
]
φjk +
[ ∂2Wn
∂φij∂φkl
+
∂2Wn
∂φji∂φkl
]
φjkl .
(5.9)
Using the fact that Wn is symmetric in its arguments M
(p)
ij (p = 1, 2, · · · , n ) and that the
symbol ǫi1···id is fully antisymmetric, an explicit calculation shows that the last two terms
in (5.9) vanish:
∂2Wn
∂φij∂φkl
φjkl = 0 ,
∂2Wn
∂φji∂φkl
φjkl = 0 . (5.10)
Similarly, using the same properties and the fact that ∂M
(p)
ij /∂φk is actually symmetric in
all three indices i, j, k, an explicit analysis shows that the first two terms in (5.9) lead to
∂2Wn
∂φij∂φk
φjk =
∂Wn
∂φi
,
∂2Wn
∂φji∂φk
φjk =
∂Wn
∂φi
. (5.11)
From the two results (5.10) and (5.11), it thus follows that we have indeed
∂Wn
∂φi
−
1
2
∂j
[∂Wn
∂φij
+
∂Wn
∂φji
]
= 0 . (5.12)
Therefore, using (5.7), (5.8) and (5.12), the calculation of Wn+1 reduces to
Wn+1 =WnM
(n+1)
ij φij −
∂Wn
∂φij
M
(n+1)
kl φikφjl . (5.13)
However, it should be clear that the net effect of the last term in this relation is to replace
each occurence of (A
(p)
ij =M
(p)
ik φkj) (p = 1, 2, · · · , n ) in Wn with (A
(p)
ik A
(n+1)
kj ), namely
Wn+1 = T
(n)
i1···in;j1···jn
A
(1)
i1j1
· · ·A
(n)
injn
A
(n+1)
kk −
−
n∑
p=1
T
(n)
i1···in;j1···jn
A
(1)
i1j1
· · ·A
(p−1)
ip−1jp−1
A
(p)
ipk
A
(n+1)
kjp
A
(p+1)
ip+1jp+1
· · ·A
(n)
injn
=
[
T
(n)
i1···in;j1···jn
δin+1jn+1
−
n∑
p=1
T
(n)
i1···in;j1···jp−1jn+1jp+1···jn
δin+1jp
]
A
(1)
i1j1
· · ·A
(n+1)
in+1jn+1
.
(5.14)
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Using now the identity (A.3), one finally obtains
Wn+1 = T
(n+1)
i1···in+1;j1···jn+1
A
(1)
i1j1
· · ·A
(n+1)
in+1jn+1
= (n+ 1)! Tr(n+1)(A(1), · · · , A(n+1)) ,
(5.15)
in agreement with (5.3). The iterative proof is thereby completed, and the main theorem
of this paper established.
Given the result (5.3), let us consider its consequences. It is clear thatWn is symmetric
in the arguments A(p) or M (p) (p = 1, 2, · · · , n ). Namely, the order in which the multi-
plicative factors Fn(φi) are introduced in the calculation of Wn is irrelevant; Wn is fully
symmetric in these functions. Moreover, according to the multiplication theorem (A.16),
the dependence of Wn on these functions and on the second derivatives φij separates as
Wn = n! L
(n)
in+1···id;jn+1···jd
(M (1), · · · ,M (n)) L
(n)
jn+1···jd;in+1···id
(φij) . (5.16)
In particular, at level (ℓ = d ) we obtain
Wd = d! Tr
(d)(M (1), · · · ,M (d)) detφij , (5.17)
showing that the dependence on the functions Fn(φi) (n = 1, 2, · · · , d ) factorizes at this
level, leading to the following universal equation of motion for the Lagrangian Ld indepen-
dently of the factors Fn(φi) (n = 1, 2, · · · , d )
detφij = 0 . (5.18)
Since the choice for the functions Fn(φi) (n = 1, 2, · · · , d ) is totally arbitrary, (5.18) is
indeed an example of an equation of motion admitting an infinite number of inequivalent
Lagrangians. Moreover, since Wd is always a surface term – being the equation of motion
for a Lagrangian without an explicit dependence on the field φ –, one also concludes that
there is an infinite number of inequivalent conserved currents for the universal equation
(5.18), suggesting its possible integrability.
The result (5.17) also implies that the hierarchy terminates at that level. Indeed,
given any Lagrangian of the form
L(φi, φij) = F (φi) detφij , (5.19)
as is Ld+1, it is easily shown using (5.7) that its equation of motion (EL) vanishes identi-
cally. Hence, the universal equation (5.18) is also the last non trivial equation of motion
for the hierarchy; the recursive construction in (5.1) and (5.2) always leads to
Wn = 0 , for n ≥ d+ 1 , (5.20)
which of course agrees implicitly with (5.3) since the functions Tr(n) are defined only for
(n ≤ d ).
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In conclusion, we have established that the generic hierarchy indeed satisfies all the
properties i), iib), iii) - v) described in the introduction, producing the universal equation
(5.18) or (1.1) at level (ℓ = d ). The generic hierarchy is thus an example of a finite
Euler hierarchy with a universal equation of motion at the last level. In fact, in order for
the hierarchy to terminate after a finite number of iterations and to lead to a universal
equation of motion at the last level, it is crucial that the factors Fn(φi) be functions only
of the first derivatives of the field φ. Were these functions to also depend on the field
itself, or on its second derivatives, the above properties would not follow. Namely, at each
successive level of the iterative procedure, derivatives of the field of higher and higher order
would be produced, never leading to a finite Euler hierarchy nor to a universal equation of
motion. It is quite remarkable indeed that simply by taking for the multiplicative factors
Fn totally arbitrary functions of first derivatives only, the Euler hierarchy only involves
first and second derivatives of the field, and terminates after a finite number of steps with
a universal equation of motion which is moreover most probably an integrable system.
The above results generalise those of Ref.[1] corresponding to a situation where all
functions Fn(φi) are taken to be identical. Specifically, consider the iterative procedure
defining the generic hierarchy, with the choice
Fn(φi) = F0(φi) , n = 1, 2, . . . , (5.21)
where F0(φi) is totally arbitrary. Then from (5.5) and (5.20), it easily follows that
∞∑
n=0
1
n!
λnWn = det
[
δij + λA
(0)
ij
]
, (5.22)
with of course
A
(0)
ij = M
(0)
ik φkj , M
(0)
ij =
∂2F0
∂φi∂φj
. (5.23)
The result (5.22) is essentially one of the two main theorems of Ref.[1], which the present
paper thus generalises.
To conclude this section, let us discuss the generalisation of the second main theorem
of Ref.[1] leading to the Bateman hierarchy. Namely, consider again the above iterative
procedure defining the generic hierarchy but now with factors Fn(φi) which are homoge-
neous functions of weight (α = 1) but are otherwise arbitrary. This situation corresponds
to the Bateman hierarchy. Thus, we now also have
Fn(λφi) = λFn(φi) , (5.24)
leading to the further properties
M
(n)
ij (λφi) = λ
−1M
(n)
ij (φi) , (5.25a)
M
(n)
ij (φi)φj = 0 ⇒ detM
(n)
ij = 0 . (5.25b)
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As we know from sect.2, the equations of motion (EFn) are then invariant under arbitrary
field redefinitions of φ. Actually, this general covariance property then extends to the
whole hierarchy. Indeed, consider an arbitrary transformation
ϕ = F (φ) , (5.26a)
so that
ϕi = F
′(φ)φi , ϕij = F
′(φ)φij + F
′′(φ)φiφj . (5.26b)
It then follows that
A
(n)
ij (ϕi, ϕij) = M
(n)
ik (ϕi)ϕkj
= F ′(φ)
−1
M
(n)
ik (φi)
[
F ′(φ)φkj + F
′′(φ)φkφj
]
= A
(n)
ij (φi, φij) ,
(5.27)
where the second line uses (5.25b). Consequently, we have that
Wn(ϕi, ϕij) =Wn(φi, φij) , (5.28)
showing that all equations of motion of the hierarchy are then also invariant under arbitrary
field redefinitions. In other words, all Lagrangians Ln constructed from the hierarchy define
classical topological field theories of one field in d dimensions, provided the multiplicative
factors Fn(φi) themselves define such theories, namely are weight one homogeneous func-
tions of φi. In fact, all Lagrangians Ln constructed from the generic hierarchy then obey
the homogeneity property (2.9) with weight (α = 1). The Bateman hierarchy is thus a
hierarchy of classical topological field theories.
More specifically, the homogeneous functions Fn(φi) may always be represented as
Fn(φi) = φd G
(n)(
φα
φd
) , (5.29)
by an appropriate choice of labelling of the coordinates xi. Here, the quantities G
(n) are
arbitrary functions of their (d−1) arguments and (α, β) stand for the indices labelling the
first (d− 1) coordinates among the coordinates xi. Given (5.29), it then follows that
M
(n)
ij (φi) =
 G(n)αβφd G(n)αβφd (−φβφd )
(−φα
φd
)
G
(n)
αβ
φd
(−φα
φd
)
G
(n)
αβ
φd
(−
φβ
φd
)
 . (5.30)
Here, G
(n)
αβ is the matrix of second derivatives of the function G
(n) with respect to its argu-
ments – these arguments taking the values (φα/φd) in (5.30) –, and (i, α) and (j, β) are line
and column indices respectively. Using the degeneracy theorem (A.19) in the Appendix,
one then concludes that the generalised determinant function Tr(d)(M (1), · · · ,M (d)) van-
ishes identically, implying that
Wd(φi, φij) = 0 . (5.31)
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In other words, the Bateman hierarchy terminates one step earlier than the generic hier-
archy, namely at level (ℓ = d− 1). The last non trivial equation of motion of the Bateman
hierarchy is thus Wd−1. From (5.16) and the results (A.13) and (A.25), one finds explicitly
Wd−1 = −
(d− 1)!
φd
d+1
Tr
(d−1)
(d−1)(G
(1)
αβ , · · · , G
(d−1)
αβ ) det
(
0 φj
φi φij
)
. (5.32)
Hence here again, the dependence on the choice of functions Fn for the last non triv-
ial equation of motion of the Bateman hierarchy factorizes out, leading to the universal
Bateman equation of motion at level (ℓ = d− 1)
det
(
0 φj
φi φij
)
= 0 . (5.33)
These are thus the results promised in the introduction in the case of the Bateman
hierarchy. They also generalise the conclusions of Ref.[1] which were obtained in the case
when all homogeneous weight one functions Fn are equal. Note that any field configuration
obeying the relation
φij = Siφj + Sjφi (5.34)
for some coefficients Si, is always a solution to all equations of motion of the Bateman
hierarchy – generalising a similar statement in Ref.[1]. Indeed, when (5.34) is used in the
expression for Wn, each of the factors φi is always contracted with one of the matrices
M
(p)
ij (p = 1, 2, · · · , n ), leading to a vanishing contribution since φi is a zero mode of
these matrices (see (5.25b)). In particular, configurations φ(xi) implicitly defined by the
equation
xiFi(φ) = c , (5.35)
with Fi(φ) being arbitrary functions and c an arbitrary constant, always obey the identity
(5.34). Thus, (5.35) defines[1] implicit solutions to all the equations of motion of the
Bateman hierarchy, including the Bateman equation (5.33).
Finally, one may wonder whether by imposing further conditions on the functions
Fn(φi), the Bateman hierarchy itself would not terminate a step earlier in the same way
that the generic hierarchy terminates at level (ℓ = d − 1) when the functions Fn(φi) are
homogeneous and of weight one. Actually, the explicit result (5.32) shows that Wd−1 itself
vanishes whenever the generalised determinant which is the prefactor in that expression
vanishes. From the discussion around (A.19) in the Appendix, it follows that such a
situation indeed occurs provided the functions G(n) introduced in (5.29) are themselves
homogeneous functions of weight one, namely
G(n)(tα) = td−1 H
(n)(
t1
td−1
, · · · ,
td−2
td−1
) . (5.36)
However, this choice implies
Fn(φi) = φd−1 H
(n)(
φ1
φd−1
, · · · ,
φd−2
φd−1
) , (5.37)
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thus showing that one is then actually dealing with a Bateman hierarchy for a single field in
(d− 1) dimensions. The last coordinate xd plays no roˆle in the dynamical evolution of the
field theory, since the functions Fn, hence also the successive Lagrangians in the hierarchy,
are independent of derivatives of the field with respect to that coordinate. Therefore,
weight one homogeneity is the only possible restriction on the functions Fn leading to a
truncation of the generic hierarchy at an earlier stage. Correspondingly, one obtains the
Bateman hierarchy with the universal Bateman equation (5.33) at the last non trivial level.
6. Finite Euler Hierarchies for Many Fields
Given the generic finite Euler hierarchy for one field with a universal equation of
motion at the last level, it is now possible to construct other such hierarchies for one or
more fields. One obvious way is to apply the C- or R-maps to the generic hierarchy for one
field depending on d coordinates. Using the C-map, one obtains a finite Euler hierarchy
of classical topological field theories for one field in (d + 1) dimensions. Actually, this
hierarchy is precisely the Bateman hierarchy described at the end of the previous section,
with the Bateman equation (5.33) as its universal equation at level (ℓ = d ). Using the
R-map, one obtains[2] a finite Euler hierarchy of reparametrisation invariant field theories
for (d+ 1) fields in d dimensions, whose universal equation at level (ℓ = d ) was given in
(1.3) (there are of course (d + 1) equations of motion at each level of this hierarchy, but
the Ward identities of reparametrisation invariance imply that there is actually only one
independent equation at each level. At the last level, this is the universal equation (1.3)).
However, it is possible to consider a somewhat wider framework which includes the
hierarchies just mentioned as particular cases, and allows to have more than one field still in
the context of the generic hierarchy. The idea is simply to consider the generic hierarchy
with the original field φ(xi) now being actually a linear combination of a collection of
fields φa(xi), namely (φ(xi) = φ
a(xi)λ
a). The coefficients λa are totally arbitrary, and it
is assumed that whatever the equations of motion, they are expanded in terms of these
coefficients and have to hold independently of their values. The situation discussed above
is recovered simply by setting the then single coefficient (λ = 1), namely by absorbing it
in the normalisation of the field φ itself. For this reason, the hierarchies described in the
previous paragraph are not discussed separately here.
First, let us thus discuss the generic case of D fields φa(xi) functions of d coordinates
xi. Consider a collection of arbitrary functions Fn(ti) (n = 1, 2, . . .) of d arguments
denoted ti for our present purpose, with the symmetric matrix functions
M
(n)
ij (ti) =
∂2Fn
∂ti∂tj
(ti) . (6.1)
Define now the iterative construction of the following Euler hierarchy. Its Lagrangians for
(n = 1, 2, . . .) are given by
L(n;a1···an−1)(φ
a
i , φ
a
ij ;λ
a) = Fn(φ
a
i λ
a)W(n−1;a1···an−1)(φ
a
i , φ
a
ij;λ
a) , (6.2a)
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where
W0 = 1 , (6.2b)
and
W(n;a1···an)(φ
a
i , φ
a
ij;λ
a) = EφanL(n;a1···an−1)
[
φa
]
, for n = 1, 2, . . . . (6.2c)
By relating this construction to that of the generic hierarchy for the field (Φ = φaλa) with
the functions Fn(Φi), it follows that we actually have the explicit result
W(n;a1···an)(φ
a
i , φ
a
ij;λ
a) = n! λa1 · · ·λanTr(n)(A(1), · · · , A(n)) , (6.3)
for (n = 0, 1, . . .), with
A
(p)
ij = M
(p)
ik (φ
a
i λ
a)φakjλ
a , p = 1, 2, · · · , n . (6.4)
In particular, this implies that the hierarchy defined in (6.2) terminates at level (ℓ = d ),
with the universal equations
det(φaijλ
a) = 0 . (6.5)
As before, the dependence of the last non trivial equations of motion W(d;a1···ad) on the
functions Fn factors out, leaving (6.5) as the universal equations for this hierarchy. By
expansion in the coefficients λa, one thus obtains
(
d+D−1
D−1
)
equations of motion for the
D fields φa. Even though this may seem to be an overdetermined system – except when
(D = 1) or (d = 1) –, it is easy to see that it nevertheless possesses non trivial solutions
(some are discussed in the next section). Moreover, note that there is essentially only one
independent Lagrangian at every level of the hierarchy, since the free indices ak attached
to the Lagrangians (6.2a) are simply carried by the coefficients λak as overall factors.
Obviously, the generic hierarchy is indeed recovered from the expressions above in
the case (D = 1) by setting (λ = 1). The other situation were the number of universal
equations of motion is equal to the number of fields, namely (d = 1), corresponds to a
hierarchy terminating after one step with the equations
φaxx = 0 , a = 1, 2, · · · , D . (6.6)
The general solution to these equations is obvious.
It is straightforward to apply the C-map to the generic hierarchy for many fields
defined above. As we know, this leads to a hierarchy of classical topological field theories,
which is constructed as follows (the notation is that of sect.3). Consider (D = p) fields
φa(xi) dependent on (d = p+ q) coordinates (xi = (xα, y
a)) (there are thus q coordinates
xα and p coordinates y
a), and introduce the matrix
Ma
b =
∂φb
∂ya
. (6.7)
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Consider now functions Fn (n = 1, 2, . . .) given by
Fn(φ
a
i ;λ
a) = (detMa
b) Gn(−
∂φa
∂xα
(M−1)a
bλb) , (6.8)
where Gn(tα) are arbitrary functions of q arguments tα, with the symmetric matrix func-
tions
M
(n)
αβ (tα) =
∂2Gn
∂tα∂tβ
(tα) . (6.9)
Define then iteratively the following Euler hierarchy. Its Lagrangians for (n = 1, 2, . . .) are
given by
L(n;a1···an−1)(φ
a
i , φ
a
ij ;λ
a) =
= Fn(φ
a
i ;λ
a)(detMa
b)−1Man−1
b W(n−1;a1···an−2b)(φ
a
i , φ
a
ij ;λ
a) ,
(6.10a)
where
W0 = detMa
b , (6.10b)
and
W(n;a1···an)(φ
a
i , φ
a
ij ;λ
a) = EφanL(n;a1···an−1)
[
φa
]
, for n = 0, 1, . . . . (6.10c)
From the C-map applied to the hierarchy defined in (6.2), it follows that we have in fact
for (n = 0, 1, . . .)
W(n;a1···an)(φ
a
i , φ
a
ij ;λ
a) =
= (−1)nn! (detMa
b) λa1 · · ·λan−1(M−1)an
bλb Tr(n)(A(1), · · · , A(n)) ,
(6.11)
with
A
(p)
αβ = M
(p)
αγ (Y
a
α λ
a)Y aγβλ
a , (6.12)
where the quantities Y aα and Y
a
αβ are given in (3.8) and (3.9). As already mentioned,
the construction in (6.10) leads to a hierarchy of classical topological field theories. In
particular, note how the functions Fn in (6.8) obey the homogeneity property (2.9) with
weight (α = 1), ensuring that their equations of motion are generally covariant under
arbitrary field redefinitions. The homogeneity property (2.9) with weight (α = 1) of
course extends to the whole hierarchy itself. Also, note that there is in fact essentially
only one independent Lagrangian at each level of the hierarchy.
From (6.11), it follows that the hierarchy (6.10) is again a finite one, terminating at
the level (ℓ = q = d−D) with equations of motion which, up to a factor depending on the
functions Fn, are universal and given by
det(Y aαβλ
a) = 0 . (6.13)
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Using the identity
det(Xαβ −AαaBaβ −BaαAβa +AαaYabAβb) = det
 0ab Aβa δabAαb Xαβ Bbα
δab Baβ Yab
 , (6.14)
(here, (a, α) and (b, β) are line and column indices respectively), the equations implied by
(6.13) are equivalent to
det
(
0 φbi
φaj φ
c
ijλ
c
)
= 0 , (6.15)
(here, (i, a) and (j, b) are line and column indices respectively). The hierarchy (6.10)
thus leads to the generally covariant equations of motion (1.5) as universal equations of
motion arising at level (ℓ = d−D). This establishes the conjecture of Ref.[1]. Clearly, the
hierarchy (6.10) is a generalisation of the Bateman hierarchy for one field. The latter is
indeed recovered when (D = 1 = p) and setting (λ = 1) in the above expressions. Note
how the functions Fn in (6.8) are then precisely of the form (5.29) used in the construction
of the Bateman hierarchy as a particular reduction of the generic hierarchy.
As pointed out in the introduction, the set of
(
d−1
D−1
)
equations is in general overdeter-
mined, except when (D = 1) or (D = d− 1). These two special cases of course correspond
through the C-map to the two distinguished cases (D = 1) and (d = 1) mentioned above in
the context of the generic hierarchy for many fields. Here, the situation for (D = 1) is that
of the Bateman hierarchy. On the other hand, the situation with (D = d− 1) corresponds
precisely to universal equations already given in Ref.[1]. Namely, when (D = d − 1), the
hierarchy (6.10) terminates after only one iteration with the universal equations of motion
JiJjφ
a
ij = 0 , (6.16)
where the Jacobians Ji are defined by
det (φbi ζi ) = ζiJi , (6.17)
(here, i and b are line and column indices respectively). The solutions to these equations
are obtained from those of (6.6) through the C-map.
Finally, let us describe the result of the R-map applied to the generic hierarchy for more
than one field defined in (6.2). As we know, one then obtains hierarchies of reparametri-
sation invariant field theories. Using the notations of sect.4, consider (D = p + q) fields
(φa(xj) = (φ
µ(xj), zi(xj))) dependent on (d = q) coordinates xi (there are thus p fields
φµ and q fields zi), and define the matrix
Mi
j =
∂zj
∂xi
. (6.18)
Consider now a collection of functions Fn (n = 1, 2, . . .) given by
Fn(φ
a
i ;λ
µ) = (detMi
j) Gn((M
−1)i
j ∂φ
µ
∂xj
λµ) , (6.19)
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where Gn(ti) are arbitrary functions of (d = q) arguments ti, with the symmetric matrix
functions
M
(n)
ij (ti) =
∂2Gn
∂ti∂tj
(ti) . (6.20)
Define then iteratively the following hierarchy. The Lagrangians for (n = 1, 2, . . .) are
given by
L(n;µ1···µn−1)(φ
a
i , φ
a
ij ;λ
µ) = Fn(φ
a
i ;λ
µ)(detMi
j)−1W(n−1;µ1···µn−1)(φ
a
i , φ
a
ij ;λ
µ) , (6.21a)
where
W0 = detMi
j , (6.21b)
and
W(n;µ1···µn)(φ
a
i , φ
a
ij ;λ
µ) = EφµnL(n;µ1···µn−1)
[
φa
]
, for n = 0, 1, . . . . (6.21c)
From the R-map, one then finds the explicit representation for (n = 0, 1, 2, . . .)
W(n;µ1···µn)(φ
a
i , φ
a
ij ;λ
µ) = n! (detMi
j) λµ1 · · ·λµn Tr(n)(A(1), · · · , A(n)) , (6.22)
where
A
(p)
ij =M
(p)
ik (Y
µ
i λ
µ)Y µkjλ
µ , (6.23)
with Y µi and Y
µ
ij given in (4.6) and (4.7). As already mentioned, the construction (6.21)
leads to a Euler hierarchy of reparametrisation invariant field theories. In particular,
the functions Fn obey the homogeneity property (2.3) with weight (α = 1), ensuring
reparametrisation invariance of the field theories they define. The property (2.3) with
weight (α = 1) of course extends to the whole hierarchy. Note that the hierarchy is defined
only in terms of equations of motion for the fields φµ. This is because the Ward identities
of reparametrisation invariance relate the equations of motion for the fields zi to those for
the fields φµ, the latter thus being the only independent ones. Also, note that once again
there is essentially only one independent Lagrangian at each level of the hierarchy.
As before, (6.22) implies that the hierarchy (6.21) is also finite, and terminates at
level (ℓ = d = q) with equations of motion which, up to a factor depending on the choice of
functions Fn, are universal equations with reparametrisation invariance. These universal
equations are obtained from
det(Y µijλ
µ) = 0 , (6.24)
expanded in terms of the coefficients λµ. For convenience, let us introduce Jacobians J
and Jµi generated by the function
det
(
ζ ζj
φµi λ
µ Mi
j
)
= ζJ + ζiJµi λ
µ , (6.25)
where as usual i and j denote line and column indices respectively. The explicit relations
are
J = detMi
j , Jµi = −(detMi
j)(M−1)i
j ∂φ
µ
∂xj
. (6.26)
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Note that Jµi is the determinant of the matrix Mi
j in which the ith line is replaced by the
line (∂φµ/∂xj). In terms of these definitions, the universal equations (6.24) reduce to
det
[
(J
∂2φµ
∂xi∂xj
+ Jµk
∂2zk
∂xi∂xj
)λµ
]
= 0 . (6.27)
One thus obtains (
(
p+q−1
q
)
=
(
D−1
d
)
) independent universal equations of motion for a
system of D fields which is reparametrisation invariant in d coordinates. Except when
(D = d + 1) or (d = 1) – corresponding through the R-map to the two cases when the
universal equations of motion of the generic hierarchy (6.2) are not overdetermined –, the
system of universal equations (6.27) is overdetermined since the number of independent
equations should be (D − d ), when accounting for reparametrisation invariance. Never-
theless, it is easy to see that there exist non trivial solutions to these equations.
From the results above, the reparametrisation invariant hierarchy obtained from the
R-map acting on the generic hierarchy for one field is recovered when (D = d + 1), i.e.
(p = 1), and setting (λ = 1). The corresponding hierarchy then terminates at level (ℓ = d )
with the universal reparametrisation invariant equation of motion (1.3) first considered in
Ref.[2]. This is one of the two instances when the number of fields and universal equations
are equal, up to the Ward identities of reparametrisation invariance. The other such
instance is when (d = 1). In this case, the hierarchy (6.21) terminates after one iteration,
with the (D − 1) independent universal equations of motion
∂z
∂x
∂2φµ
∂x2
=
∂φµ
∂x
∂2z
∂x2
. (6.28)
Consequently we then have[2]
∂φa
∂x
∂2φb
∂x2
=
∂φb
∂x
∂2φa
∂x2
, for all a, b , (6.29)
whose solutions are obtained from those of (6.6) through the R-map.
To conclude, let us emphasize the fact that the hierarchies constructed in this section
are generalisations of the finite Euler hierarchies with universal equations discovered and
conjectured in Refs.[1,2]. These generalisations now apply to field theories for which the
difference between the numbers of fields and coordinates is totally arbitrary. The associated
universal equations are given in (6.5), (6.15) and (6.27) and are dual to one another under
the C- and R-maps. These equations include as particular examples the cases (1.1), (1.2)
and (1.3) as well as (6.6), (6.16) and (6.29), corresponding to the finite Euler hierarchies
considered previously[1,2].
7. Examples of Solutions
As pointed out repeatedly, the universal equations of motion discussed above possess
an infinite number of conservation laws. Indeed, these equations derive from an infinity
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of inequivalent Lagrangians, i.e. Lagrangians not differing by surface terms, which do
not explicitly depend on the fields themselves but only on their derivatives. Hence, the
corresponding equations of motion take the form
EaL(φ
a
i , φ
a
ij) = ∂i
[ ∂L
∂φai
− ∂j
∂L
∂φaij
]
, (7.1)
which are thus conservation laws for field configurations solving the equations of motion.
This property strongly suggests the possible integrability of the universal equations, namely
the existence of an infinite number of conserved charges in involution for some symplectic
structure defining a Hamiltonian formulation for these systems.
This suggestion is also supported from a somewhat different point of view, although
not completely unrelated to the previous remark. All theories in this paper are invariant
under translations in the base space coordinates xi. Hence, by Noether’s first theorem
[10],
there exists a conserved current associated to this symmetry: the stress-tensor Tij . For
Lagrangians L(φai , φ
a
ij) depending only on first and second derivatives of the fields, we have
explicitly
Tij = φ
a
i
∂L
∂φaj
+
1
2
φaik
[ ∂L
∂φajk
+
∂L
∂φakj
]
−
1
2
φai ∂k
[ ∂L
∂φajk
+
∂L
∂φakj
]
− δijL . (7.2)
(Note that for reparametrisation invariant theories obeying the homogeneity property (2.3)
with weight (α = 1), this quantity vanishes identically). The conservation equation for the
stress-tensor is
∂jTij = φ
a
i EaL . (7.3)
Therefore, associated to the infinity of Lagrangians leading to the universal equations of
this paper, solutions to these equations possess the infinity of conservation laws for the
corresponding stress-tensors Tij whenever the latter is non trivial.
It is not the purpose of this paper to address the issue of integrability, neither for cases
1) – 3) of the introduction nor for the more general universal equations of the previous
section. However, we present in this section large classes of solutions, thereby providing
circumstancial evidence that we are indeed dealing with integrable systems. In the sim-
plest cases, it is possible to give the general solution to the equations – sometimes taking
advantage of the C- and R-maps –, thus implicitly proving their integrability. On the other
hand, let us recall[1] how the integrability of the two dimensional Bateman equation may
be displayed explicitly. Introducing[5,1] the variables
u(x1, x2) =
φ1(x1, x2)
φ2(x1, x2)
, (7.4)
the two dimensional Bateman equation (1.2) reduces to the following non linear equation
for u(x1, x2)
u1 = uu2 . (7.5)
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This is recognised as the KdV equation without the term in u222. Obviously, all integer
powers of u define densities of conserved charges for this system, which are also in involution
for either of the two known symplectic structures for the KdV hierarchy.
Let us first concentrate on the simplest cases for which the general solution may
be constructed, in the case of the generic hierarchy for one field and its C- and R-dual
representations. Obviously, the Bateman equation in one dimension is trivially solved:
φ(x) is simply any constant. Next, consider the universal equation (1.1) for the generic
hierarchy in one dimension, which is simply
φxx = 0 . (7.6)
The general solution is thus
φ(x) = Ax+B , (7.7)
where A and B are arbitrary constants. Using the R-map, we then directly obtain the
general solution to the reparametrisation invariant equation (1.3) in the case of two fields
φ1 and φ2 in one dimension. The solution is
φ1(x) = Af(x) +B , φ2(x) = f(x) , (7.8)
where f(x) is any function of the coordinate x, possibly constant, and A and B are arbitrary
constants. Actually, the condition (4.4) – necessary for the application of the R-map –
requires the function f(x) to be non constant. The only solutions to (1.3) when (d = 1)
which do not obey (4.4) are precisely those for which f(x) is constant. Hence, (7.8) indeed
defines the general solution to (1.3) in this case, with f(x) being any function.
Using the C-map, (7.7) also leads to the following implicit solutions to the Bateman
equation (1.2) in two dimensions
x2 = A(φ)x1 +B(φ) , (7.9)
where A(φ) and B(φ) are now arbitrary functions of φ. The C-map does not necessarily
provide all solutions however, since the non degeneracy condition (3.6) must be obeyed.
In the present case, the solutions which are not given by (7.9) are simply those which are
independent of x2. Obviously, all solutions are obtained when (7.9) is extended to
x1F (φ) + x2G(φ) +H(φ) = 0 , (7.10)
where F (φ), G(φ) and H(φ) are arbitrary functions. Any choice with (G(φ) 6= 0) leads
back to (7.9), whereas taking (G(φ) = 0) leads to all configurations φ(x1) function of x1
only, which are indeed always solutions.
The results above thus completely describe the general solutions to all three equations
(1.1) – (1.3) when (d = 1). These systems are clearly integrable, since one of the members
of this “duality triangle” is the two dimensional Bateman equation, which is indeed an
integrable system as was explained in (7.5). Note also how (7.10) is equivalent to (1.6) in
this case, showing that (1.6) indeed defines the general solution to the Bateman equation
in two dimensions.
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Let us now turn to the universal equation (1.1) of the generic hierarchy when (d = 2).
This is a particular reduction of the Plebanski equation[3] for self-dual gravity in four
dimensions, which is known to be integrable. Therefore, its dual pair – the Bateman
equation (1.2) in three dimensions and the universal string equation (1.3) in three spacetime
dimensions – are also integrable systems. In fact, all solutions to these equations may be
defined implicitly. Consider first the equation (1.1) in this case. Introducing the new
variable (h(x1, x2) = φ2(x1, x2)), it follows
[3] that if φ(x1, x2) solves (1.1) then h(x1, x2)
is a solution to the two dimensional Bateman equation, whose general solutions are given
above. Considering then separately the two cases when either h(x1, x2) is independent of
x2 or is given as in (7.9), and using the fact that any function of a solution to the Bateman
equation is again a solution, one concludes that all solutions to (1.1) when (d = 2) are
obtained from the following two relations
φ(x1, x2) = x1F (h) + x2G(h) +H(h) , (7.11)
and
x1
dF
dh
(h) + x2
dG
dh
(h) +
dH
dh
(h) = 0 . (7.12)
Namely, (7.12) defines an implicit solution for h(x1, x2) which is then used in (7.11) to ob-
tain the solution for φ(x1, x2). Here, F (h), G(h) and H(h) are totally arbitrary functions.
Using the R-map, one then also obtains the general solution to the universal string
equation (1.3) in a three dimensional spacetime. The three fields φa(x1, x2) (a = 1, 2, 3)
functions of the coordinates (x1, x2) are then given by
φ1(x1, x2) =f1(x1, x2)F (h) + f2(x1, x2)G(h) +H(h) ,
φ2(x1, x2) =f1(x1, x2) ,
φ3(x1, x2) =f2(x1, x2) ,
(7.13)
where f1(x1, x2) and f2(x1, x2) as well as F (h), G(h) and H(h) are arbitrary functions,
and h(x1, x2) is implicitly given by the relation
f1(x1, x2)
dF
dh
(h) + f2(x1, x2)
dG
dh
(h) +
dH
dh
(h) = 0 . (7.14)
Here again, the non degeneracy condition (4.4) requires that the Jacobian (det(∂fj/∂xi))
is non vanishing, but it is easy to check that the solutions to (1.3) which do not obey this
condition are included in (7.13) and (7.14).
Similarly, using the C-map, all solutions to the three dimensional Bateman equation
(1.2) are obtained from the implicit definitions
x1F1(h;φ) + x2F2(h;φ) + x3F3(h;φ) +H(h;φ) = 0 , (7.15)
and
x1
∂F1
∂h
(h;φ) + x2
∂F2
∂h
(h;φ) + x3
∂F3
∂h
(h;φ) +
∂H
∂h
(h;φ) = 0 . (7.16)
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The functions Fi(h;φ) (i = 1, 2, 3) and H(h;φ) are of course arbitrary, and it is under-
stood that (7.16) defines h(x1, x2, x3;φ) which by substitution in (7.15) then determines
φ(x1, x2, x3) implicitly. As in the two dimensional case, the non degeneracy condition (3.6)
excludes the solutions for φ which are independent of x3. However, it is easy to show that
the latter solutions as well as all those obtained from (7.11) and (7.12) through the C-map
may all be constructed from (7.15) and (7.16). Note also how the equation (5.35), which
defines implicit solutions to the Bateman equation in any dimension, is clearly a particular
reduction of (7.15) and (7.16) in this case, corresponding to functions Fi(h;φ) (i = 1, 2, 3)
and H(h;φ) which are independent of h.
Moreover, the expressions (7.15) and (7.16) also lead to an interesting geometrical
interpretation. Given a solution φ(x1, x2, x3), consider the equation (φ(x1, x2, x3) = φ0)
with φ0 being an arbitrary constant. Such an equation defines a particular two dimensional
surface in the space parametrised by (x1, x2, x3). From (7.15) and (7.16), one sees that
this surface is the locus of the lines of intersection of the two planes defined by these two
conditions as the parameter h varies, or else, the surface is the plane defined by (7.15)
and (7.16) must then be either trivial (corresponding to Fi(h;φ) (i = 1, 2, 3) and H(h;φ)
independent of h) or proportional to (7.15) (corresponding to Fi(h;φ) (i = 1, 2, 3) and
H(h;φ) being all proportional to the same exponential function (exp(α(φ)h)) ). Thus, the
surface defined by (φ(x1, x2, x3) = φ0) is always a ruled surface known
[11] as a developable
surface, namely a surface which may be developed onto the plane. These surfaces are
either planes, cones, cylinders or tangent surfaces to curves (i.e. the locus of tangents
to a curve). Indeed, the characteristic function (F (x1, x2, x3) = 0) for a developable
surface in three dimensions is precisely always a solution to the three dimensional Bateman
equation[11]. Actually, by considering the inverse C-map composed with the R-map, it
may be seen that for any given functions Fi(h;φ) (i = 1, 2, 3) and H(h;φ) in (7.15) and
(7.16), the surfaces defined by (φ(x1, x2, x3) = φ0) and by (7.13) and (7.14) with (F (h) =
−F1(h;φ0)/F3(h;φ0)), (G(h) = −F2(h;φ0)/F3(h;φ0)) and (H(h) = −H(h;φ0)/F3(h;φ0))
are the same surfaces. Thus, all solutions to the universal string equations (1.3) in three
spacetime dimensions are[2] all developable surfaces. Note also that similar considerations
apply in the case (d = 1), developable surfaces being then simply replaced by straight lines
in a two dimensional space.
The results above have thus shown how it is possible in principle to find all solutions
to (1.1) – (1.3) for (d = 0, 1, 2), thereby establishing their implicit integrability. The
situation for higher values of d is left as an open question interesting in its own right. In
this context, one may wonder what type of hypersurface would generalise the roˆle played
by developable surfaces above. Hereafter, general classes of solutions to (1.1) – (1.3) for
arbitrary d are presented, but we do not yet know how to construct, even implicitly, all
solutions. However, the other instance where the numbers of universal equations of motion
and fields are the same – accounting for Ward identities in the reparametrisation invariant
case –, namely (6.6), (6.16) and (6.29), is very easily solved. The general solution to (6.6)
is of course
φa(x) = Aax+Ba , (7.17)
with Aa and Ba being arbitrary constants. Using the C-map and accounting for the
31
degenerate cases not obeying (3.6), the general solution to (6.16) is implicitly given by
xiF
a
i (φ
b) +Ha(φb) = 0 , (7.18)
where F ai (φ
b) and Ha(φb) are arbitrary functions of the fields. Thus in this case, the
constraints (1.6) define in fact all solutions to the generalised Bateman equation (1.5) with
(D = d−1). Finally, using the R-map and accounting for the condition (4.4), all solutions
to (6.29) are obtained as
φa(x) = Aaf(x) +Ba , (7.19)
where f(x) is of course an arbitrary function.
Let us now present some classes of solutions to (1.1) – (1.3) for arbitrary d . Obviously,
whenever the field φ or one of the fields φa in case 3) are independent of at least one of
the coordinates, we always have a solution for either of the three equations. Consider now
the generic universal equation (1.1). A large class of solutions is given by
φ(xi) = G(xiAin +Bn) +H , (7.20)
where Ain, Bn and H are arbitrary constants and G(tn) is an arbitrary function of N
arguments tn with (N < d ). In fact, the function (7.20) also defines a solution when
(N = d ) provided either the then square matrix Ain or the matrix (∂
2G(tn)/∂tn∂tm) have
a vanishing determinant (for all values of tn in the latter case; any homogeneous function
G(tn) of weight one is such an example). Whatever the value of N , (7.20) is such that φ(xi)
is in fact constant along at least one of the directions in the space parametrised by the
coordinates xi. This situation is thus very similar to the one described above concerning
developable surfaces.
Given a specific solution to (1.1) in d dimensions, it is also possible to construct
iteratively solutions to (1.1) in higher dimensions. Namely, if φ(d)(xi) is a solution in d
dimensions, the function defined by
φ(d+1)(xi, xd+1) = exp
[
φ(d)(xi) + αxd+1 + β
]
, (7.21)
where α and β are arbitrary constants, is always a solution to (1.1) in (d+ 1) dimensions.
In particular, since all solutions to (1.1) for (d = 2) are known, this procedure enables one
to find large classes a solutions in higher dimensions. Finally, we should also mention that
using the inverse C-map, it is possible to obtain still further solutions to (1.1) from the
solutions to the Bateman equation given hereafter.
Let us now turn[1] to the Bateman equation (1.2) in d dimensions. As already men-
tioned, any field configuration obeying the relation (5.34), thus in particular those functions
defined implicitly by (5.35), always provide solutions. Also, any function φ(xi) homoge-
neous in the variables xi and of zero weight, is always a solution. Finally, the functions
φ(xi) =
N∏
n=1
[
xiAin +Bn
]αn
, (7.22)
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where Ain, Bn and αn are arbitrary parameters, are always solutions provided (N < d ).
If (N = d ), we must have either (detAin = 0) or (
∑N
n=1 αn = 0).
Given a solution to (1.2) for a specific dimension, it is also possible[1] to construct by
iteration solutions in higher dimensions. Namely, if φ(d)(xi) is a solution in d dimensions,
solutions in (d+ 1) dimensions are obtained from
φ(d+1)(xi, xd+1) = φ
(d)(xi + hi(xd+1)) , (7.23)
where hi(xd+1) are arbitrary functions. However, this recursive procedure is different from
the one obtained from (7.21) through the C-map (the description of the latter is left to
the reader). Thus, using the C-map and its inverse, (7.21) and (7.23) provide two different
iterative procedures for constructing new solutions in higher dimensions from specific ones
in any particular dimension.
Finally, consider the C-map applied to the solutions in (7.20) for the universal equation
of the generic hierarchy. This leads to the following implicit definition of solutions to the
Bateman equation which are not independent of xd
xd = G(xαAαn(φ) +Bn(φ)) +H(φ) . (7.24)
Here, Aαn(φ), Bn(φ) and H(φ) are arbitrary functions of φ, (α = 1, 2, · · · , d − 1) and
G(tn) are arbitrary functions of N arguments tn (n = 1, 2, · · · , N) with (N < (d − 1) ).
When (N = d − 1 ), we must have either (detAαn = 0) or (det ∂
2G(tn)/∂tn∂tm = 0) as
discussed after (7.20). Clearly, the definition (7.24) includes (5.35) as a special case, the
latter corresponding to having (N = 1) and G a linear function of its single argument.
Incidentally, the latter case, which corresponds to applying the inverse C-map on (5.35),
leads to the following obvious solutions to (1.1)
φ(xi) = xiAi +B , (7.25)
with Ai and B arbitrary constants. Consequently, we have
φij = 0 , (7.26)
which not only solves (1.1) most trivially, but also explains why (5.35) always defines field
configurations φ(xi) which in fact trivially solve all the equations of motion of the Bateman
hierarchy, and not only the Bateman equation itself – a result pointed out after (5.35).
Let us conclude with some solutions to the generalised universal Bateman equations
(1.5), and their dual representation (6.5) in the generalised generic hierarchy. Extending
(5.34), field configurations obeying identities of the form
φaij = S
ab
i φ
b
j + S
ab
j φ
b
i (7.27)
for some coefficients Sabi , are always
[1] solutions to (1.5). In particular, this includes fields
defined implicitly by the constraints
xiF
a
i (φ
b) +Ha(φa) = 0 , (7.28)
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with F ai (φ
b) and Ha(φb) being arbitrary functions. Such solutions are the generalisa-
tion of (5.35) already mentioned in the introduction. Actually, it is easy to verify that
configurations obeying (7.27) also lead to
Y aαβ = 0 , (7.29)
with Y aαβ defined in (3.9). This result shows that in fact (7.27) defines solutions to all
equations of motion of the generalised Bateman hierarchy (6.10), and not only to the
generalised Bateman equation (6.15), thus extending the similar result for the Bateman
hierarchy for one field mentioned after (5.35).
It is also instructive to apply the inverse C-map to (7.28). One then obtains the
following trivial solutions to (6.5)
φa(xi) = xiF
a
i +H
a , (7.30)
with F ai and H
a now being arbitrary constants. Since we then have (φaij = 0), it is obvious
why (7.28) always defines solutions to all equations of motion for both the generalised
generic and Bateman hierarchies (6.2) and (6.10). Clearly, the same applies to (7.27)
since Y aαβ then vanishes identically. In fact, in view of (7.20), (7.30) suggests an obvious
generalisation. Namely, consider the fields
φa(xi) = G
a(xiAin +Bn) +H
a , (7.31)
where Ain, Bn and H
a are arbitrary coefficients and Ga(tn) are arbitrary functions of N
arguments tn with (N < d ). If (N = d ), we must also have (detAin = 0). These field
configurations, clearly generalising (7.30), are always solutions to the universal equations
of motion (6.5). Using the C-map, one then also obtains the following constraints defining
implicitly solutions to the generalised Bateman equations (6.15)
ya = Ga(xαAαn(φ
b) +Bn(φ
b)) +Ha(φb) . (7.32)
Here, Aαn(φ
b), Bn(φ
b), Ha(φb) and Ga(tn) are arbitrary functions with (n = 1, 2, · · · , N)
and (N < (d−D) ). If (N = d−D ), we must also have (detAαn(φ
b) = 0) (the coordinates
xi have been split into q coordinates xα and p coordinates y
a, where p is the number of
fields φa and (d = p+ q); see sect.3)). The solutions to the generalised Bateman equation
(1.5) defined by the constraints (7.32) extend those provided by (7.28) but do not obey
(7.27), so that such configurations are no longer solutions to all the other equations of
motion of the generalised Bateman hierarchy. Finally, using the R-map, it should be clear
how (7.31) also defines solutions to the reparametrisation invariant universal string and
membrane equations of motion (6.27). As in (7.20), one then finds string and membrane
configurations which are constant along at least one of the directions in spacetime, a
situation which is not avoided even when implementing the iterative procedure (7.21).
This class of solutions is a straightforward extension of developable surfaces to higher
dimensions. However, it is not clear at all whether all solutions to the generalised universal
equations of this paper would be of this type.
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8. Conclusions
The results of this paper have used two main ingredients. On the one hand, a tri-
angular duality relationship between certain classes of arbitrary field theories, of classical
topological field theories and of new types of string and membrane theories. On the other
hand, the existence of a generic finite Euler hierarchy of Lagrangians and their equations
of motion leading to a universal equation for one field in arbitrary dimensions which gen-
eralises the Plebanski equation[3] for self-dual gravity in four dimensions.
The duality maps have made explicit the close similarity between reparametrisation
invariant theories such as strings and membranes, and classical topological field theories
whose space of classical solutions falls into diffeomorphic topological classes of the target
manifold. The generic hierarchy has shown that there is a close connection – not yet
properly understood – between the finiteness of a Euler hierarchy, the universality of its
last non trivial equations of motion, and the fact that these equations of motion, even
though non linear in the fields, are multilinear in their second derivatives and of order
equal to the level at which they arise in the hierarchy.
The universal equations of motion have the peculiarity that they derive from an infinity
of inequivalent Lagrangians and are covariant under arbitrary linear transformations both
in base space and in target space, even though the associated Lagrangians do not necessarily
possess these symmetries. Moreover, the infinity of Lagrangians sharing the same equations
of motion strongly suggests the possible integrability of the universal equations of motion.
This is indeed confirmed in the simplest cases where the complete solution to the equations
can be specified using simple methods.
These results obviously raise a series of interesting questions. Clearly, one may won-
der whether there exist finite Euler hierarchies leading to universal equations of motion
other than the generic hierarchy and all its descendants constructed here. Could such
hierarchies also exist for anticommuting fields? Is the supersymmetrisation of the present
hierarchies possible while preserving their finiteness and universality? Do such finite Euler
hierarchies exhaust all classes of field equations admitting an infinity of inequivalent La-
grangians? In any case, were such new hierarchies to exist, one would also obtain their dual
representations as new classical topological field theories and new string and membrane
theories.
The question of integrability of the universal equations of this paper – and of any
others were they to exist – also begs for an answer, which may well turn out to have
profound consequences for our understanding of integrable systems in higher dimensions.
Of course, there is also the whole problem of quantising the infinity of field theories
leading to these universal equations of motion. In the context of their “Bateman repre-
sentation” as classical topological field theories, it would certainly be of interest to find
out what becomes of the classical solutions once these systems are quantised, since such
systems possess a novel kind of gauge symmetry only realised on the space of classical
solutions but not at the level of the action. In the context of the string or membrane rep-
resentation, the whole issue of a consistent BRST quantisation[10] of these gauge invariant
theories certainly warrants a close examination, having in mind among other issues the
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possibility of critical dimensions and the question of physical states.
On the other hand, the generic hierarchy uses the Euler operator E as an essential
ingredient in its construction. In fact, this operator is nilpotent, i.e. (E2 = 0), when act-
ing on Lagrangians having a dependence only on derivatives of fields but not on the fields
themselves, as is the case here. In other words, this operator is in our case[1] in the nature
of the exterior derivative in differential geometry or the BRST charge in gauge invariant
systems. It is not clear whether the associated cohomological structure inherent[1] to the
construction of Euler hierarchies plays any crucial roˆle in the existence of the generic finite
hierarchy. Nevertheless, it certainly raises the question whether other finite Euler hierar-
chies could not be constructed on the basis of a modified Euler operator more in the nature
of a covariant exterior derivative for some principal fiber bundle or some generalisation
thereof in the context of infinite dimensional manifolds of field configurations.
Finally, there is also the issue of the possible physical relevance of these universal
equations. The obvious suggestion is in the context of theories for gravity. On the one
hand, the fields of a classical topological field theory may be thought of as spacetime
coordinates, since classical solutions are covariant under arbitrary field redefinitions. In
this respect, the quantisation of these theories becomes more pressing. On the other hand,
in view of the situation with ordinary critical strings based on the Nambu-Goto action and
its different supersymmetric extensions, reparametrisation invariant universal equations
could possibly also be of relevance to theories of gravity. Here again, the understanding
of the space of physical states at the quantum level is required. However, one may also
wonder whether the universal equations of this paper have any other connection with
present developments of string theory, either in the context of the geometrical realisation
of W-algebras[12] or indeed of W-gravity theories[13], or in the context of the matrix model
formulation[14,15,16] of two dimensional quantum gravity and non critical string theories,
this latter formulation being directly related to two dimensional integrable systems such
as the KdV hierarchy which indeed made its appearance here as well.
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Appendix
In complement to Sect.5, giving the proof for the generic finite Euler hierarchy for
one field, definitions and some properties of generalised determinant and trace functions
of matrices are collected in this Appendix. These generalised determinants are multilinear
functions of collections of arbitrary d × d matrices A
(p)
ij (p = 1, 2, . . . ; i, j = 1, 2, · · · , d ).
These functions include as particular cases the ordinary determinant and trace functions
when all matrices A
(p)
ij are identical.
First, for any (0 ≤ n ≤ d ), let us introduce the following quantities
T
(n)
i1···in;j1···jn
=
∑
σn
|σn|δi1σn(j1) · · · δinσn(jn)
=
1
(d− n)!
ǫi1···idǫj1···jdδin+1jn+1 · · · δidjd .
(A.1)
In this definition, the summation is over all permutations σn of n elements, and |σn| de-
notes the signature of each permutation. In particular, we have T (0) = 1. Note that the
quantities T
(n)
i1···in;j1···jn
are symmetric in the n-plets (i1 · · · in) and (j1 · · · jn) and antisym-
metric in the indices ik and jk separately. They also obey the identities
δin+1jn+1T
(n+1)
i1···in+1;j1···jn+1
= (d− n) T
(n)
i1···in;j1···jn
, (A.2)
and
T
(n+1)
i1···in+1;j1···jn+1
= T
(n)
i1···in;j1···jn
δin+1jn+1 −
n∑
p=1
T
(n)
i1···in;j1···jp−1jn+1jp+1···jn
δin+1jp . (A.3)
The second of these relations, which is the converse of the first, is the combinatorial
property at the origin of the generic hierarchy of Sect.5.
Given a collection of arbitrary matrices A
(p)
ij (p = 1, 2, · · · , n) with (0 ≤ n ≤ d ),
consider now the multilinear functions defined by
L
(n)
in+1···id;jn+1···jd
(A(1), · · · , A(n)) =
1
n!(d− n)!
ǫi1···id ǫj1···jdA
(1)
i1j1
· · ·A
(n)
injn
, (A.4)
and
Tr(n)(A(1), · · · , A(n)) = L
(n)
in+1···id;in+1···id
(A(1), · · · , A(n))
=
1
n!
T
(n)
i1···in;j1···jn
A
(1)
i1j1
· · ·A
(n)
injn
.
(A.5)
When all arguments A(p) are identical, these functions will be denoted L
(n)
in+1···id;jn+1···jd
(A)
and Tr(n)(A) respectively. Note that we have
Tr(1)(A) = tr A , Tr(d)(A) = detA = L(d)(A) , (A.6)
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showing that the functions (A.4) and (A.5) indeed generalise the ordinary trace and de-
terminant functions of matrices. In fact, the functions L
(n)
in+1···id;jn+1···jd
(A) essentially
correspond to the minors of order n of the matrix A.
Clearly, the functions L(n) and Tr(n) are fully symmetric functions of their arguments
A(p) (p = 1, 2, · · · , n ). Also, the functions L
(n)
in+1···id;jn+1···jd
(A(1), · · · , A(n)) are antisym-
metric under the exchange of any pair of the ik or of the jk indices. Moreover, these func-
tions are symmetric under the exchange of the (d− n)-plets (in+1 · · · id) and (jn+1 · · · jd)
only if all the arguments A(p) (p = 1, 2, · · · , n ) are symmetric matrices. Finally, we have
the following relations and particular cases
L
(n)
in+1···id;jn+1···jd
(A(1)
T
, · · · , A(n)
T
) = L
(n)
jn+1···jd;in+1···id
(A(1), · · · , A(n)) , (A.7)
Tr(n)(A(1)
T
, · · · , A(n)
T
) = Tr(n)(A(1), · · · , A(n)) , (A.8)
L
(0)
i1···id;j1···jd
=
1
d!
ǫi1···id ǫj1···jd =
1
d!
T
(d)
i1···id;j1···jd
, (A.9)
L(d)(A(1), · · · , A(d)) = Tr(d)(A(1), · · · , A(d)) . (A.10)
Generalising the expansion of the ordinary determinant function in terms of minors
of a matrix, we also have the following identities for any p < n
L
(n)
in+1···id;jn+1···jd
(A(1), · · · , A(n)) =
=
p!(d− p)!
n!(d− n)!
L
(p)
ip+1···id;jp+1···jd
(A(1), · · · , A(p))A
(p+1)
ip+1jp+1
· · ·A
(n)
injn
,
(A.11)
and
Tr(n)(A(1), · · · , A(n)) =
=
p!(d− p)!
n!(d− n)!
L
(p)
ip+1···id;jp+1···jd
(A(1), · · · , A(p))A
(p+1)
ip+1jp+1
· · ·A
(n)
injn
δin+1jn+1 · · · δidjd .
(A.12)
In particular, since Tr(d)(A) = detA = L(d)(A), the last identity shows that
L
(d−1)
i;j (A) = A˜ji , (A.13)
where A˜ij is the adjugate matrix of Aij given by
A˜ = (detA) A−1 . (A.14)
Finally, generalising the well known result for ordinary determinants, we have the
multiplication theorems
L
(n)
in+1···id ;jn+1···jd
(A(1)B, · · · , A(n)B) =
= L
(n)
in+1···id;kn+1···kd
(A(1), · · · , A(n)) L
(n)
kn+1···kd;jn+1···jd
(B) , (A.15a)
L
(n)
in+1···id ;jn+1···jd
(BA(1), · · · , BA(n)) =
= L
(n)
in+1···id;kn+1···kd
(B) L
(n)
kn+1···kd;jn+1···jd
(A(1), · · · , A(n)) , (A.15b)
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and
Tr(n)(A(1)B, · · · , A(n)B) = Tr(n)(BA(1), · · · , BA(n)) =
= L
(n)
in+1···id;jn+1···jd
(A(1), · · · , A(n)) L
(n)
jn+1···jd;in+1···id
(B) .
(A.16)
In particular, we thus obtain
Tr(d)(A(1)B, · · · , A(d)B) = Tr(d)(BA(1), · · · , BA(d)) =
= (detB) Tr(d)(A(1), · · · , A(d)) ,
(A.17)
and
Tr(d−1)(A(1)B, · · · , A(d−1)B) = Tr(d−1)(BA(1), · · · , BA(d−1)) =
= B˜ij L
(d−1)
i;j (A
(1), · · · , A(d−1)) ,
(A.18)
where B˜ is the adjugate of B (see (A.14)). Note that these results, which are rather easy
to prove, require that the same matrice B multiplies the matrices A(p).
As we have seen, the functions Tr(d) = L(d) generalise the ordinary determinant of a
d×d matrix to the case of d such matrices. As is well known, the determinant of a matrix
vanishes whenever at least one of its lines (or columns) is a linear combination of the other
lines (or columns). More generally here, we have that
Tr(d)(A(1), · · · , A(d)) = L(d)(A(1), · · · , A(d)) = 0 , (A.19)
whenever all matrices A(p) (p = 1, 2, · · · , d ) have a vanishing determinant and for each one
of them, the same linear combination of its lines (or columns), with the same coefficients
for all matrices, applies. The converse is also true, at least when all matrices which are
different among the set of d matrices are also linearly independent.
The proof of this statement is straightforward. For definiteness, let us assume that
it is the last column of each matrix which is a linear combination of its other columns,
namely
A
(p)
id =
d−1∑
β=1
A
(p)
iβ Cβ , for p = 1, 2, · · · , d . (A.20)
The coefficients Cβ are thus the same for all matrices A
(p) (α, β = 1, 2, · · · , (d−1)). Given
(A.20), we actually have
A
(p)
ij =
(
A
(p)
αβ A
(p)
αβCβ
A
(p)
dβ A
(p)
dβ Cβ
)
=
(
A
(p)
αβ 0
A
(p)
dβ 0
)(
δαβ Cα
0 0
)
. (A.21)
Here, i or α and j or β denote line and column indices respectively. Using the multiplication
theorem (A.17), it is clear that (A.19) is indeed obtained.
To conclude, let us now consider matrices of the form
A
(p)
ij =
(
A
(p)
αβ A
(p)
αβCβ
CαA
(p)
αβ CαA
(p)
αβCβ
)
, (A.22)
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where Cα are arbitrary coefficients common to all matrices A
(p)
ij (p = 1, 2, · · · , d ) (the
notation is the same as in (A.20)). From the previous result, we know that the functions
Tr(d) = L(d) then vanish for these matrices. However, the functions Tr(d−1) and L
(d−1)
i;j
need not vanish – in the same way that the minors of order (d − 1) of a d × d matrix of
vanishing determinant need not vanish. Given (A.22), we have in fact
A
(p)
ij =
(
δαβ 0
Cβ 0
)(
A
(p)
αβ 0
0 0
)(
δαβ Cα
0 0
)
. (A.23)
From a straightforward calculation, one now obtains
L
(d−1)
i;j (
(
δαβ 0
Cβ 0
)
) =
(
0 −Cα
0 1
)
,
L
(d−1)
i;j (
(
δαβ Cα
0 0
)
) =
(
0 0
−Cβ 1
)
,
L
(d−1)
i;j (
(
A
(1)
αβ 0
0 0
)
, · · · ,
(
A
(d−1)
αβ 0
0 0
)
) = Tr
(d−1)
(d−1)(A
(1)
αβ , · · · , A
(d−1)
αβ )
(
0 0
0 1
)
.
(A.24)
In the last equality, the function Tr
(d−1)
(d−1) is a generalised determinant for (d− 1)× (d− 1)
matrices. From these results, (A.23) and the multiplication theorem (A.15), one finally
concludes that for matrices of the form (A.22), the functions L
(d−1)
i;j take the following
values
L
(d−1)
i;j (A
(1), · · · , A(d−1)) = Tr
(d−1)
(d−1)(A
(1)
αβ , · · · , A
(d−1)
αβ )
(
CαCβ −Cα
−Cβ 1
)
. (A.25)
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