We introduce an approach that enables for efficiently generating many independent random walks in big graph models, such as the Massive Parallel Computation (MPC) model. We consider the case where the space per machine is strongly sublinear in the number of vertices. In this case, many natural approaches for graph problems struggle to overcome the Θ(log n) MPC round complexity barrier. We design a PageRank algorithm that break this barrier even for directed graphs, and also show how to break this barrier for bipartiteness and expansion testing.
Introduction
Computing random walks in graphs is a fundamental algorithmic primitive. Random walks find applications in many different areas. A non-exhaustive list includes optimal PRAM algorithms for connectivity [Rei85, HZ94, HZ96] , rating web pages [PBMW99, DMPU15] , partitioning graphs [ACL06] , minimizing query complexity in property testing [GR99, KKR04, CMOS19, CS10, KS11, NS10, CPS15, CKK + 18], finding graph matchings [GKK13] , generating random spanning trees [KM09] , and counting problems [JS96] . The main focus of this work is a new approach to generating a large number of independent random walks in computational models designed for handling big data such as the Massive Parallel Computation (MPC) model. In particular, we focus on the setting in which the space per machine is strongly sublinear in the number of vertices. In this regime, it is not known how to overcome the Θ(log n)-round barrier for many natural graph problems. Among other applications, our random walk generation techniques enable computing PageRank and approximately testing connectivity, bipartiteness, and expansion of graphs inÕ(log log n) rounds.
Constructing Random Walks in Undirected Graphs
In order to speed up the generation of a random walk, one may be tempted to generate in parallel its different sections and then stitch them together. This approach becomes challenging with limited space if, for instance, one wants to generate a large number of random walks that all start from the same vertex. Unfortunately, until we know where the walks are after k steps, it is difficult to limit the number of continuations corresponding to the consecutive steps-k + 1, k + 2, and so on-that we have to consider. This seems to be an issue that many, if not all, attempts at generating random walks with limited space encounter [DGP11] .
However, if starting points of random walks are sampled from the stationary distribution, the distribution after any number of steps is the same stationary distribution. (This observation was previously used by Censor-Hillel et al. [CFSV16] to construct bipartiteness testers in constant-degree graphs for the CONGEST model.) Hence we can sample only slightly more mid-points from the same stationary distribution and recursively generate random walks from them. The key observation is that the stationary distribution in undirected graphs is known in advance, i.e., it is proportional to the degrees of vertices. This approach enables generating many fully independent random walks of length l from each vertex in Θ(log l) rounds of MPC using space near-linear in the size of the input, which we present in detail in Section 3. We also show that this round complexity is tight under the 2-Cycle conjecture (see Section 3.2).
Constructing Random Walks in Directed Graphs
The problem of generating random walks becomes even more challenging in directed graphs. We do not know a priori a stationary distribution so it is not possible to directly apply the previous approach. Some vertices in the stationary distribution may have small or even zero probability. One can show that even an exponential number of samples (i.e., 2 Θ(n) ) may not be enough to estimate the stationary distribution for some vertices. In fact, in some computational models, there is a known separation between the difficulty of generating random walks for directed and undirected graphs [Jin19] .
If the outdegrees in the graph are bounded by poly log n we can use the following simple approach. For each vertex v, we find all vertices whose distance from v is at most ǫ log n/ log log n.
Once we know this set, we are able to simulate ǫ log n/ log log n steps of a random walk in a single step. At the same time the assumption on the outdegrees allows us to bound the total space usage. This appoarch does not generalize to the case when the outdegrees are arbitrary (see Section 4 for details).
However, if our goal is to estimate the PageRank vector, we can use the fact that for any constant damping factor, the stationary distribution is Ω( 1 n ) for each vertex. Hence, Θ(n log n) samples suffice to get a reliable estimate. This observation was already used by Das Sarma et al. [DMPU15] to obtain an O(log n)-round algorithm. Another cornerstone idea used by them comes from Breyer [Bre02] , who shows that one can get an unbiased estimator for PageRank by starting the same number of random walks from each vertex and stopping them according to the damping probability (this idea is described in more detail in Section 5.1). However, implementing this algorithm directly by using our approach for sampling random walks is infeasible. More precisely, our sampler for undirected graphs crucially uses the fact that we know the stationary distribution in advance. In order to overcome this problem, we introduce a new idea. We define a mixture of the directed and undirected version of the graph. This allows us to start our sampling from the undirected case and then move step by step towards the directed case. In each step we sample slightly more walks to be able to estimate the stationary distribution for the next step.
Applications
We show how to apply our random walk samplers to solve approximate versions of a few problems, which we discuss now in more detail.
Connectivity and MST (Section 6).
We show how to use our random walk algorithm to compute ǫn additive approximation to the number of components in graph G in O(log ǫ −1 ) rounds. Next, using reduction from [CRT05] we obtain an (1 + ǫ)-approximation to MST weight in a connected graph G with maximum edge weight W . Our algorithm works in O(log(W ǫ −1 )) rounds. There are many different ways of obtaining such results, e.g., accelerating the exploration by doubling the radius 1 or using [ASS + 18] .
Property Testing. Instead of solving the exact versions of bipartiteness and expansion testing, we consider their relaxed versions in the spirit of property testing. Our algorithms either show that the graph is close to having a given property or far away from satisfying it. It is unlikely that the exact versions of these problems have o(log n)-round algorithms. For bipartiteness testing, this is implied by the well-known one cycle vs. two cycles conjecture. 2 One of main contributions of this paper is to show that we can can break this barrier by considering relaxed versions of these problems.
• Testing Bipartiteness (Section 7). We next show how to use our random walk algorithm for testing bipartiteness. In this promise problem, we are given a graph G on n vertices with m edges and a parameter ǫ ∈ (0, 1). We want to distinguish the case that G is bipartite from the case that at least ǫm edges have to be removed to achieve this property. Our parallel first reduces the size of the input graph by sampling, and then combines property testing techniques for bipartiteness [GR99, KKR04] with our simulation of random walks. Similar ideas were used in [CFSV16] for CONGEST model.
• Testing Expansion (Section 8). We say that a graph G of maximum degree d is ǫ-far from every α ⋆ -vertex-expander if it is needed to change (add/remove) more than ǫdn edges of G so that the obtained graph is α ⋆ -vertex-expander. Our algorithm gets α as its input, and returns Accept if G is an α-vertex-expander, or returns Reject if G is far from being such an expander. The idea of the algorithm is as follows. From each vertex, for O(poly log n) many times we run a pair of "long" random walks. The collision probability of thus generated random walks can be used for approximately testing expansion in O(log log(n/ǫ)) rounds. Our starting point here is the analysis of random walk collision probability, introduced by Czumaj and Solher [CS10] .
PageRank (Section 5).
We show how to use our approach to compute a (1 + ǫ)-approximate PageRank vector w.h.p. for constant damping factor:
• in O(log log n) rounds on undirected graphs (withÕ(m) total space),
• inÕ(log log n) rounds on directed graphs (withÕ(m + n 1+o(1) ) total space).
Previous Research
Random walks in the streaming model. The problem of generating random walks was considered in a number of streaming and parallel computation papers. The paper of Sarma, Gollapudi, and Panigrahy [DGP11] introduced multi-pass streaming algorithms for simulating random walks. For a single starting point, they can, for instance, simulate a length l random walk inÕ(n) space and O( √ l) passes. Jin [Jin19] considers the problem of generating a single random walk from a prespecified vertex in one pass. For directed graphs this requires roughly Θ(nt) space and for undirected graphs Θ(n √ t) space.
Parallel distributed computation. Bahmani, Chakrabarti, and Xin [BCX11] give an MPC algorithm for estimating the PageRank of each vertex. They obtain this result using random walks, but the walks they generate are not independent. For every vertex they pick an outgoing edge and if two random walks reach this vertex, they continue further exploration together. Since they only care about the probability estimates, it suffices that they repeat the process multiple times and for their applications, the independence of random walks is not crucial. A recent result by Assadi, Sun and Weinstein [ASW19] gives an MPC algorithm for detecting well-connected components in small space per machine and with exponential speed-up over the direct exploration. As a subroutine, the paper presents an algorithm for generating random walks on a regular graph. Note that in regular graphs the stationary distribution is uniform and thus the problem of generating random walks becomes somewhat simpler. Let us also mention that there exist random walk generating algorithms for the distributed CONGEST model [DNPT13] . These algorithms require however a number of rounds that is at least linear in the diameter, which can be Ω(log n) even for expanders.
PageRank. Since it was introduced in [BP98, PBMW99] , the computation of PageRank has been extensively studied in various settings. We refer a reader to [Ber05, LM04, DSB09] for the early development and theoretical foundations of PageRank. [DGP11] consider PageRank approximation in the streaming setting. As their main result, they show how to compute an l-length random walk in O( √ l) passes by using O(n) space. By using this primitive, [DGP11] show how to approximate PageRank for directed graphs inÕ(M 3/4 ) passes by usingÕ(nM −1/4 ) space, where M is the mixing time of the underlying graph.
By building on [ALNO07] , [DMPU15] studied PageRank in a distributed model of computation. For directed graphs, they design a PageRank approximation algorithm that runs in O log n ǫ , where ǫ is the damping factor. To achieve this bound, they use the fact that w.h.p. a random walk from a vertex gets reset after O log n ǫ steps. Moreover, to estimate the PageRank it suffices to count the number of random walks ending at a given vertex while ignoring how those random walks ended at the vertex. The authors of [DMPU15] exploited this observation to show that many PageRank random walks can be simulated in parallel while not over-congesting the network. This approach can be implemented in O log n ǫ MPC rounds. The authors also show how to extend the ideas of [DGP11] and obtain an algorithm for undirected graphs that approximates PageRank in O √ log n ǫ rounds.
Another line of work considered approximate PageRank in the context of sublinear time algorithms, e.g., [CGS04, BP11, BBCT12, BPP18] just to name a few. This research culminated in a result of [BPP18] who show that a PageRank of a given vertex can be approximated by examining onlyÕ min{m 2/3 ∆ 1/3 d −2/3 , m 4/5 d −3/5 } many vertices/arcs, where ∆ and d are the maximum and the average degree, respectively. It is not clear how to simulate this approach in MPC efficiently for all vertices, in terms of both round and total space complexity.
Preliminaries

The MPC Model
In this paper we will work with the computational model introduced by Karloff, Suri, and Vassilvitskii [KSV10] and refined in later works [GSZ11, BKS13, ANOY14] . We call it massive parallel computation (MPC), which is similar to the name in Beame et al. [BKS13] . In the recent years, MPC gained significant popularity in algorithmic graph theory [LMSV11, ANOY14, CLM + 18, ABB + 19, BFU18, GGK + 18, GU19, Ona18, GKMS18, GLM19, HLL18, ASW19, ASS + 18, ACK19, BHH19,
This model captures main aspects of modern parallel systems, where we have m machines and each of them has S words of space. The total space available on all the machines should not be much higher than the size of the input. In the case of graph algorithms studied here the input is a collection E of edges and each machine receives approximately |E|/m of them at the very beginning.
In MPC model the computation proceeds in rounds. During the round, each machine first processes its local data without communicating with other machines. Then machines exchange messages. When sending a message the machine specifies unique recipient of this message. Moreover, we require that all messages sent and received by each machine in each round fit into local memory of this machine. Hence, their total length of these messages is bounded by S. 3 This implies that the total communication of the MPC model is bounded by m · S in each round. The messages put into recipients local space and can be processed by them in the next round.
At the end of the computation, machines collectively output the solution, i.e., the solution is formed by the union of the outputs of all the machines. The data output by each machine has to fit in its local memory. Hence again, each machine can output at most S words.
Possible Values for S and m Typically in MPC models, one assumes that S is sublinear in the input size N . In such case m ≥ N/S. Formally, one usually considers S ∈ Θ N 1−ǫ , for some ǫ > 0.
In this paper, the focus is on graph algorithms. By n we denote the number of vertices in the graph, and m is the number of edges. The input size is O(n + m), where m be as large as Θ n 2 . Our algorithms require space that is strongly sublinear in the number of vertices in the graph, that is they use O(n α ) space per machine for 0 < α < 1. This range of parameters is the most interesting one due to the popular 2-Cycle conjecture that imples that many graph problems cannot be solved in o(log n) rounds (see Section 3.2).
The algorithms presented here work for any 0 < α < 1 so for simplicity we omit this parameter in our theorems. However, we specify only the total memory that needs to be available on all the m.
Communication vs. Computation Complexity
The main complexity measure in this work will be the number of rounds required to finish computation, i.e., communication rounds are typically the most costly component in the MPC computation. Also, even though we do not make an effort to explicitly bound it, it is apparent from the design of our algorithms that every machine performs O(S polylog S) computation steps locally. This in particular implies that the overall work across all the machines is O(r(n + m) polylog n), where r is the number of rounds. The total communication during the computation is O(r(n + m)) words.
Relevant Concentration Bounds
Throughout the paper, we will use the following well-known variants of Chernoff bound.
Theorem 1 (Chernoff bound). Let X 1 , . . . , X k be independent random variables taking values in
not S/100 words to S/100 machines if S = ω(1), even if the messages are identical.
Sampling Random Walks in Undirected Graphs
We are given an undirected or directed multigraph G = (V, E) that can contain loops. We want to sample walks from the following most natural Markov chain:
These transition probabilities give naturally rise to a transition matrix T u,v = p(u, v). If G is connected and non-bipartite the stationary distribution of this walk is given as.
Still, even if the stationary distribution does not exists, π(v) is the eigenvector of the matrix T . Hence, if we sample the starting point of the walk (1) from π, then after any number of steps the endpoint will follow distribution π as well. The key observation is that π(v) can be easily computed and we do not need to perform any sampling to find it. Hence, if for each vertex v we run ∼ π(v) length-l random walks starting from v, the distribution of the endpoints of these walks will also follow π. This allows us to use doubling. Since the number of random walks ending in each vertex is (in expectation) the same as the number of random walks starting in each vertex, we can pair up these random walks and stitch together each pair of walks of length k into one walk of length 2k. The pseudocode of our algorithm is given as Algorithm 1.
Algorithm 1 Given G, T, l, t 1 , . . . , t ⌈log l⌉ , sample t ⌈log l⌉ (v) random walks of length l according to T from each v ∈ V (G).
for all v ∈ V (G) do
3:
Generate t 0 (v) length 1 random walks according to T staring in v. Let W 0 (v) be the set of these walks.
4:
for i ← 1 . . . ⌈log l⌉ do
5:
for all v ∈ V in parallel do
6:
Select t i (v) random walks from W i−1 (v). Let that set be U i (v).
7:
For each walk w ∈ U i (v), consider its endpoint u. Ask u to extend w by a yet unused walk from W i−1 (u) \ U i (u). Let W i (v) denote the set of all these extended walks originating at v. If u does not have unused walks anymore, the algorithm fails.
8:
For each v ∈ V truncate walks in W ⌈log l⌉ (v) to length l.
9:
Return W ⌈log l⌉ (v) for each v ∈ V The algorithm takes the following parameters. G is the input graph, T is the transition matrix for the walks on G, l is the desired walk length and t i (v) controls the number of walks starting in vertex v that we would like to sample in the i-th iteration of the algorithm. Note that the algoritm requires that t i has certain properties, e.g. in this section we show that the algorithm works for t i (v) being proportional to deg v (G).
The final parameter, a sequence of length ⌈log l⌉, is use to address the following technicality. In the ideal scenario when for each vertex the number of random walks that start and finish in each vertex are equal to the expectated value, in each step we could match all walks into pairs and obtain two times fewer walks of twice the length. However the numbers may diverge from the expected values and thus we need to sample a bit more random walks to ensure that there are enough of them with high probability. We set t i (v) = deg G (v)⌈C log n · k i ⌉, whereas the sequence k i controls how many more walks we sample in each step. A simple solution is to set k i = 2 2⌈log l⌉−2i , which implies that k ⌈log l⌉ = 1 and k i = k i−1 /4. By doing so, in each step, in expectation we have twice as many walks as we really need, and it is easy to show that the number of walks is sufficient with high probability. For the proof we are going to use fewer walks and thus slightly reduce the space complexity.
Observe that if Algorithm 1 never failed, it would have generated independent random walks. However, when many walks collide, i.e., end in the same vertex, the algorithm is forced to fail. This means that the algorithm generates random elements from the distribution of independent random walks or fails with some probability, i.e., we get a random sample from a modified distribution in which the probability of some elements is decreased. This fraction on which the algorithm fails will be very small.
We now define the sequence k i that we use
The following bounds can be proven for k i .
Lemma 2. For 0 ≤ i ≤ ⌈log l⌉ we have
Proof. In order to show (i) we will prove that
We will show (5) by induction on i. For i = 0, (5) follows by definition of k 0 . Assume now that k j ≥ 2 (⌈log l⌉)−j+6 · (⌈log l⌉ − j + 6) for each j ≤ i − 1, and we want to prove that the inequality holds for j = i as well. Recall that k i−1 = 2k i + √ k i . Towards a contradiction, assume that k i < 2 ⌈log l⌉−i+6 · (⌈log l⌉ − i + 6). For the sake of brevity, define t def = ⌈log l⌉ − i + 6. Then, we have
which is a contradiction. Hence, (5) holds, and (i) follows.
As for (ii) we have
where k i is given by (3) and (4). Then RandomWalks(G, l, t) (Algorithm 1) does not fail with probability at least 1 − n
Proof. Let X u i be the number of random walks that end at vertex u in iteration i. As long as X u i + t i (u) ≤ t i−1 (u) holds for each vertex u, the algorithm does not fail, whereas failure happens when
Now, by Chernoff bound, we have
Where the last inequality follows from the fact that ( √ x − 2) 2 x/(x + 1) 2 ≥ 1/2 for x ≥ 64. By taking union bound over all vertices and all iterations of the algorithm the probability of failure is less than n
Lemma 4. Assume that G, l, t, are defined as in Lemma 3. Then RandomWalks(G, l, t) (Algorithm 1) can be implemented to run in O(log l) MPC rounds using O(Cml log l log n) total space.
Proof. The space is bounded by
Sampling Endpoints
In this section we show that if we only need to find the endpoint of each random walk, then the space usage of Algorithm 1 can be improved. Actually, this will be the case for some of our applications. In order to reduce the space requirement we observe that Algorithm 1 only looks on endpoints of the sampled walks. Hence, we do not need to store internal vertices of the walks in the algorithm. This alone does not suffice to improve the space usage, as the first iteration, which samples random walks of length 1, still achieves the peak space usage (and clearly does not benefit from not storing the internal vertices of the random walks). However, we can first sample random walks of length roughly log log l using a simple simulation taking O(log log l) steps and after that continue similarly to Algorithm 1. For simplicity of presentation in this section we assume that l is a power of 2. The new algorithm is given as Algorithm 2.
Algorithm 2 Given G, T, l, t 1 , . . . , t ⌈log l⌉ , sample t ⌈log l⌉ (v) endpoints of random walks of length l according to T from each v ∈ V (G).
3:
Perform t ⌈log log l⌉ (v) length 2 ⌈log log l⌉ random walks starting at v according to T .
4:
Let W ⌈log log l⌉ (v) be the set of endpoints of these walks.
5:
for i ← ⌈log log l⌉ + 1 . . . log l do 6:
Randomly select t i (v) elements from W i−1 (v). Let that set be U i (v).
8:
denote the set of all these elements. If u does not have unused elements, the algorithm fails.
9:
Return W log l (v) for each v ∈ V Lemma 5. Let G be a graph, l ≥ 1, t(v) = deg G (v)⌈C log n⌉ and k i be given by (3) and (4). Then RandomWalkEndpoints(G, l, t) (Algorithm 2) does not fail with probability at least 1 − n
Proof. The proof is almost identical to the proof of Lemma 3. It suffices to observe that the first loop of RandomWalkEndpoints effectively replaces the first ⌈log log l⌉ iterations of the loop in Algorithm 1 by a procedure that does not fail.
Lemma 6. Assume that G, l, t are defined as in Lemma 5. Then RandomWalkEndpoints (Algorithm 2) requires O(log l) rounds and O(Cml log n) total space.
Proof. The space is bounded by O v∈V t ⌈log log l⌉ (v) and we have
By combining Lemmas 3 to 6 we obtain the following.
Theorem 7. Let G be an undirected graph, and C, l ≤ 1. There exists an MPC algorithm that for each vertex v of G samples deg(v)⌈C ln n⌉ random walks of length l starting in v. All sampled random walks are independent. The algorithm runs in O(log l) rounds, uses O(Cml log l log n) total space and strictly sublinear space per machine. If the algorithm is supposed to only return the endpoints of each random walk, the total space complexity can be reduced to O(Cml log n). The algorithm is randomized and does not fail with high probability.
Lower Bound
Finally, we show that our algorithm for sampling random walks is conditionally optimal under the popular 2-Cycle conjecture. The conjecture [BKS13, RVW18] states that any algorithm in the MPC model which distinguishes between a graph being a cycle of length n from a graph consisting of two cycles of length n/2, and uses O(n α ) space per machine and O(n 1−α ) machines requires Ω(log n) rounds.
Theorem 8. Let α ∈ (0, 1) be a constant. In the MPC model with O(n 1−α ) machines, each having space O(n α ), the following holds. Each algorithm that can sample Θ(log n) independent random walks of length Θ(log 4 n) starting at each vertex of the graph requires Ω(log log n) rounds, unless the 2-Cycle conjecture does not hold.
The proof is based on the fact that by running Θ(log n) random walks of length Θ(log 4 n) from a vertex v one discovers Θ(log 2 n) nearest vertices to v with high probability. This property follows from the following well known lemma.
Lemma 9. Let t > 1 be an even integer and X 1 , . . . , X t be a sequence of i.i.d random variables, such that P (X i = 1) = P (
Proof. (X −t)/2 follows a binomial distribution with p = 1/2. Hence, the mode of the distribution of X is 0, that is for every integer i, P (X = 0) ≥ P (X = i). Moreover, P (X = 0) = t t/2 (1/2) t ≤ c/ √ t, for some constant c where the inequality follows from Stirling's approximation. Hence,
Proof of Theorem 8. Let us assume that there exists an algorithm which samples Θ(log n) independent random walks of length Θ(log 4 n) starting at each vertex and takes f (n) = o(log log n) rounds. Note that we allow the algorithm to use space that is poly log n factor more than the size of the graph. We will use it to solve the problem from the problem from the 2-Cycle conjecture more efficiently.
First, we show an algorithm that in a constant number of rounds shrinks the length of each cycle by a constant factor with high probability. The algorithm samples a random bit X v for each node v. Then, for each tree nodes a, b, c which are adjacent on the cycle (or cycles), if X a = X c = 0 and X b = 1, we connect a and c with an edge and remove b from the graph. It is easy to see that this indeed shrinks each cycle by a constant factor with high probability (as long as the length of each cycle is Ω(poly log n)). By running this algorithm O(log log n) times, we can shrink each cycle by a factor of Ω(poly log n). We obtain a graph having n ′ = O(n/poly log n) nodes and edges, so from now on we can afford to use an algorithm whose total space usage is O(n ′ poly log n ′ ), since n ′ poly log n ′ = O(n).
We now show how to use random walks to shrink the cycles further, namely shrink them by a factor of Ω(log n) in f (n) rounds. Let us sample each vertex independently with probability 1/ log n. With high probability among every O(log 2 n) consecutive vertices along each cycle at least one vertex is sampled. Our goal is to use random walks to contract the graph to the set of sampled vertices. To that end, we run Θ(log n) random walks of length Θ(log 4 n) from each vertex and show that with high probability for each pair of consecutive sampled vertices on the cycle, there exists at least one random walks which visits both of them. Consider a sampled vertex. We show that with high probablity, random walks starting at this vertex visits the two neighboring sampled vertices along the cycle. Indeed, since we have sample Θ(log n) random walks per vertex, it suffices to show that each random walk visits one of the neighboring vertices with constant probability. This in turn follows from the fact that with constant probability, a random walk on a line of length Ω(t) ends in some vertex at distance √ t with constant probability (see Lemma 9). As a result, in f (n) rounds we are able to contract each cycle to the set of sampled vertices, whose size is clearly O(n/ log n) with high probability. By repeating this step Θ(log n/ log log n) times, we can reduce the total number of vertices to O(n α ), at which point the remaining graph can be sent to one machine to check whether it is a cycle or two cycles. The total number of rounds is Θ(log n/ log log n)f (n) = o(log n).
Random Walks in Directed Bounded Degree Graphs
In this section we show how to efficiently sample short random walks from directed graphs, provided that the outdegree of each node is bounded.
Let dist(u, w) be the length of the shortest path from u to w. We define a ball of center v and radius, denoted by B(v, d), to be the set of vertices x of G, such that dist (v, x) ≤ d. In particular, |B(v, 1)| contains v and all vertices reachable from v by its outedges.
Observation 10. Let G be a directed graph and let ∆ be the maximum outdegree in G. Then, for each v ∈ V (G) and any integer d ≥ 0 we have
Let is first describe the high-level idea. Assume that the goal is to compute a single random walk of length log n. We can compute B(v, d) for all v and d = ǫ log n. In the next step, for each ball
. Then, to find a random walk starting from any vertex v, we can compute ǫ log n steps of that random walk in a single round on a single machine that knows
Hence, only O(1/ǫ) steps like this are needed to compute a random walk of length log n. At the same time, if ∆ is a constant, we only need O(n 1+ǫ ) space to store all graphs G[B(v, d)]. In the remaining part of this section, we describe the details of this approach.
Algorithm 3 An algorith for sampling a v random walks of length l starting from vertex v (for each v ∈ V ).
1: for all v ∈ V in parallel do 2:
B(v, 1) := {v} ∪ {x | vx ∈ E} 3: r := ǫ/2 log ∆ n 4: r := 2 ⌊log 2 r⌋ ⊲ Round down to a power of two 5: for i ← 1 . . . log 2 r do 6:
for all v ∈ V in parallel do 7:
for all t such that ∃ t a i−1
Compute G[B(t, r)]
for all s such that a i−1
Use G[B(t, r)] to compute a i−1 s,t length r random walks from t
15:
For each random walks computed in the previous step which ends in t ′ increase a i s,t ′ Lemma 11. Algorithm 3 is correct.
Proof. The first step is to show that the algorithm correctly computes the sets B(v, 2 i ) for all v and i = 1, . . . , log 2 r. This follows directly from the fact that B(v, 2 i ) :
The random walk themselves are computed by the loop in lines 10-15. Each iteration of the loop extends all random walks by r edges. The algorithm uses variables a i s,t to represent its state, as follows. After the i-th iteration, the algorithm has computed a i s,t random walks of length i · r, which start in s and end in t. For each v ∈ V and i the algorithm maintains the invariant that t∈V a i v,t = a v . To extend the random walks by r steps, we use the basic fact that a length-r random walk from v is fully contained in G[B(v, r)] . Hence, having G[B(v, r)] is enough to compute r steps of a random walk. It follows easily that the variables a i s,t are updated correctly. Finally, we note that the pseudocode assumes that r divides l, but this assumption can be easily dropped by computing only l mod r steps of random walk in the last iteration of the main loop.
Lemma 12. Assume that v∈V a v = O(n 1+ǫ ). For any ǫ > 0, Algorithm 3 can be implemented in MPC model to run in O(log log n + l log ∆/(ǫ log n)) rounds, using O(m + n 1+ǫ ) total space and O(n ǫ ) space per machine, where ∆ is the maximum degree in the graph and log ∆/ log n = o(1).
Proof. Lines 1-9 can be implemented in the MPC model in a straightforward way, so in the proof we focus on the remaining part of the algorithm. Let us first bound the space needed to store G[B(v, r)] for all v. Note that r ≤ ǫ log n/(2 log ∆). By Observation 10 we have
Hence, storing G[B(v, r)] for all v ∈ V requires O(n 1+ǫ ) total space. In the i-th iteration of the algorithm there are c t := s∈V a i−1 s,t random walks that end in t and need to be extended by using G[B(t, r)]. For each such walk that ends in t ′ we increase a s,t ′ .
In order to make sure that each machine ends up increasing at most O(n ǫ ) counters a s,t ′ , we use the following batching strategy. Recall that for each node t, we need to compute c t random walks starting in t. In order to do that we use ⌈c t /n ǫ ⌉ machines, each of which computes G[B(v, r)] independently. The total space used by all the machines is then
By combining the lemmas from this section we obtain the following.
Theorem 13. Let l > 0, G be a directed graph with maximum outdegree bounded by ∆ and let {a v } v∈V be a sequence such that v∈V a v = O(n 1+ǫ ). There exists an MPC algorithm that for each v ∈ V computes a v endpoints of random walks of length l starting from a v . The algorithm uses O(log log n + l log ∆/(ǫ log n)) rounds, O(m + n 1+ǫ ) total space and O(n ǫ ) space per machine.
Note that with l = O(log n) and ∆ = poly log n we get O(log log n) rounds. Moreover, if ∆ = O(1), we can set ǫ = 1/ log log n and use only O(m + n 1+o(1) ) total space.
Page Rank
In this section we show how to approximate PageRank for both undirected and directed graph. For any 0 ≤ ǫ ≤ 1 a PageRank vector is a stationary distribution of a Markov Chain that with probability (1 − ǫ) takes a step according to G, or with probability ǫ jumps to a random vertex in G. The starting point of our approach is the algorithm of [Bre02] for estimating PageRank by random walks, that we review in Section 5.1. However, implementing the algorithm of [Bre02] directly by using the approach for sampling random walks we described so far is infeasible. Namely, our sampler for undirected graphs crucially used the fact that we know the stationary distribution in advance. In directed graphs some vertices might have very small or even zero probability in the stationary distribution. Hence, directly presampling continuations of walks that are used to double their lengths requires too much space. In order to cope with this problem we will start our sampling from undirected graphs and gradually move towards stationary distribution using interior point method inspired ideas. As the result, we show the following theorem. Theorem 14. Let α ∈ [1/n, 1/4], ǫ ∈ [1/n, 1] and δ ∈ (0, 1]. There is an MPC algorithm that with probability at least 1 − 10δ −1 ǫ n + 3 n 2 computes (1 + α)-approximate PageRank vector with jumping probability of ǫ in O(δ −1 log log n) rounds in expectation using O
The following is a direct corollary of Theorem 14.
Lemma 15. Let α ∈ [1/n, 1/4] and ǫ ∈ [1/n, 1]. There is an MPC algorithm that with high probability computes (1 + α)-approximate PageRank vector with jumping probability of ǫ inÕ(ǫ −1 log log n) rounds wph. usingÕ m ǫ 2 α 2 + n 1+o(1) ǫ 4 ·α 2 total space and strictly sublinear space per machine.
Proof. We set δ = ǫ ln ln ln n . Then, the probability of failure is 10δ −1 ǫ n + 3 n 2 = O ln ln ln n n = o(1). Moreover, the probability that the number of round is 4 times bigger than the expectation is
The rest of this section is organized as follows. We begin by reviewing the algorithm of [Bre02] . Then, in Section 5.2 we describe our approach and provide its analysis in Sections 5.3 and 5.4.
Using Random Walks for PageRank
We are going to use the following most basic algorithm for estimating PageRank using random walks. Let 0 ≤ ǫ ≤ 1 be a parameter. Let deg + (v) be the outdegree of a vertex v, and let
) be a diagonal matrix encoding degrees of vertices. We are going to sample from a Markov Chain that is given by transition matrix T ǫ defined as follows
where 1 is an n-dimensional vector containing 1's. In other words, in this Markov Chain with probability ǫ we jump to a random vertex, or with probability 1 − ǫ we walk according to edges of G.
Definition 16 (Jump-and G-transition). Let T ǫ be the transition matrix as defined by (6). Then, jump-transition refers to the transition performed with respect to ǫ n 1 1 T , and G-transition refers to the transition performed with respect to (1 − ǫ)P .
The stationary distribution π ǫ of T ǫ satisfies T ǫ π ǫ = π ǫ , which implies the following equation
The crucial property of π ǫ is that the probabilities of ending in a given vertex do not decrease much relatively to decrease of ǫ, as shown by the following lemma.
Lemma 17. For any 0 < δ ≤ 1 we have
where inequality is taken over all coordinates.
This result follows from the Taylor expansion of π ǫ
Proof. Using Eq. (7) we get
The next follows from the observations that π 1 (v) = 1 n .
Corollary 18. For any 0 < ǫ ≤ 1 and any v ∈ V we have
The Taylor expansion Eq. (7) suggests two possible algorithms for estimating PageRank (see e.g., [Bre02] ).
Algorithm 4 An algorithm for approximating PageRank using random walks.
1: for all v ∈ V do 2:
Starting in v sample K walks according to T ǫ of length l = 2 ln(nK) ǫ .
3:
Truncate each walk just before the first jump-transition (see Definition 16).
Let n v be the number of the walks ending in v. Algorithm 5 An algorithm for approximating PageRank using random walks. Let n v be the number of the walks ending in v.
For both these algorithms the next lemma holds.
Lemma 19. For 0 < α < 1, and K ≥ 9 ln(n)
, π is (1 + α)-approximation of π) with probability at least 1 − ǫ n − 2 n 2 . Proof. Let us first bound the probability that some walk is not truncated, i.e., the first jump transition will happen after l = 2 ln(nK) ǫ steps. The probability of this happening is upper-bounded by
Hence, by union bound over nK walks some walk is not truncated with probability at most
Observe that n v is a sum of nK 0, 1-random variables. Moreover, its expectation by Corollary 18 is E [n v ] ≥ ǫ n · nK = ǫK, so by Chernoff bound (see Theorem 1(A))
≤ 2 exp (−3 ln(n)) = 2 n 3 .
Again, by union bound over all n vertices some estimate is incorrect with probability at most 2 n 2 .
Theorem 20. Let α ∈ [1/n, 1/4] and ǫ ∈ [1/n, 1]. There is an algorithm that with probability at least 1 − ǫ n − 3 n 2 computes (1 + α)-approximate PageRank vector in undirected graphs with jumping probability of ǫ in O(log log n) rounds using O m log 2 n log log n ǫ 2 α 2 space.
Proof. We set K = 9 ln n ǫδ 2 , l = 2 ln(nK) ǫ and C = 6 ǫα 2 . We first execute Algorithm 1 with C and l. Next, we give sampled walks to Algorithm 6 with K and l. We use the following upper-bound to simplify the bounds in this proof
Space requirement. By Lemma 4 we require O(Cml log l log n) = O( m log 2 n log log n ǫ 2 α 2 ) total space.
Round complexity. By Lemma 4 we require O(log l) = O(log log n) rounds. Success probability. On one hand, by Theorem 7 the algorithm fails with probability at most n
On the other hand, by Lemma 19 we obtain (1 + α)-approximation of π with probability at least 1 − ǫ n − 2 n 2 . Hence, the final success probability is at least 1 − ǫ n − 3 n 2 .
Our Algorithm for Directed Graphs
In our approach we start from undirected graphs -as in this case we can compute long walks fast, and then gradually move towards directed graphs. For this we need few more definitions. Let G U denote the undirected version of G and let D U be the diagonal matrix encoding degrees of vertices in G U . Given a matrix A we use A + to denote its Moore-Penrose inverse, also called pseudoinverse. For a diagonal matrix B, we have that B + is also a diagonal matrix where when B i,i = 0 we have B + i,i = 1/B i,i , and when B i,i = 0 it holds B + i,i = 0. We are going to use the following transition matrix, parameterized by 0 ≤ σ ≤ 1,
We denote by π ǫ,σ the stationary distribution of T ǫ,σ . It will be convenient for us to decompose T ǫ,σ into two parts.
Definition 21 (Jump-and directed-transition). Let T ǫ,σ be the transition matrix as defined by (15). Then, jump-transition refers to the transition performed with respect to ǫ n 1 1 T , and directedtransition refers to the transition performed with respect to T D ǫ,σ . In the main algorithm of this section (see Algorithm 6), we start from σ = 1 and then gradually decrease the value to obtain σ = 0. This sequence is defined as
for 1 ≤ j ≤ ⌈δ −1 ⌉. We now state the main algorithm of this section. It uses the subroutine RandomWalks (Algorithm 1) as a subroutine. Note that Algorithm 1 as parameterized by G, T, l, t and can be executed on directed graphs as well, i.e., it takes transitions according to T but needs to know the stationary distribution which is encoded in t. Here, we define the sequence k i as follows.
where α is as defined in Lemma 19. Run RandomWalks(G, T ǫ,σ j , l, t) where t i (v) = ⌈Cπ ǫ,σ j (v)n ln n · k i ⌉ and k i is defined by Eq. (18).
5:
for i = 1 . . . ⌈C ′ n ln n⌉ do
6:
Sample x i according to the binomial distribution B(l, 1 − σ j+1 ).
7:
for i = 0 . . . l do
10:
Let U i be the set of walks that have exactly i directed-transitions (see Definition 21).
11:
Sample n i walks from U i and add them to W . If there are not enough walks the algorithm fails.
12:
until Line 11 does not fail.
13:
Truncate each walk in W just before its first jump-transition (see Definition 21).
14:
for all v ∈ V do
15:
Let x v be the number of times a walk from W ends in v. 16:π ǫ,σ j+1 (v) = xv C ′ n ln(n)
Analysis
In the rest of this section we analyze Algorithm 6 and show that it satisfies the claim given in Theorem 14. First, we analyze the space requirement of Line 4 of Algorithm 6 (see Lemma 24 and Corollary 25) and then upper-bound the probability of Algorithm 6 repeating the computation within the repeat-until loop (see Lemma 27). In Section 5.4, these results are combined into the proof of Theorem 14.
Space Requirement of Line 4 of Algorithm 6
As a reminder, Algorithm 6 maintains approximate stationary distributionπ ǫ,σ j of T ǫ,σ j (see Lemma 19). As a consequence, walks in Line 4 are sampled with respect toπ ǫ,σ j , instead of to π ǫ,σ j . The vector π ǫ,σ j directly affects the number of random walks that have to be maintained by the algorithm so that it terminates correctly, which in turn affects the space requirement. The next lemma shows that if π ǫ,σ j andπ ǫ,σ j are close, then taking a 1-step random walk with respect toπ ǫ results in a distribution that also is close to taking a 1-step random walk with respect to π ǫ,σ j . Via Lemma 24 and Corollary 25, we will turn this result into space requirement.
Lemma 22. Let π be the stationary distribution for matrix T and letπ ∈ R V be a vector such that
Proof. Let ∆ =π − π. The statement implies that |∆(v)| ≤ απ(v). Now we have
Let T v be the v-th row-vector of T . Hence, |(T ∆)(v)| = |T v ∆|. We next obtain
Using the fact that the entries of T and of π are non-negative, from the last chain of inequalities we derive
as desired.
Lemma 23. Let π be the stationary distribution for matrix T and letπ ∈ R V be a vector such that
Proof. Similarly as above define ∆ =π − π, so Tπ = π + T ∆. Moreover, |∆(v)| ≤ α, so
Equipped with Lemma 22, we are ready to analyze the success probability of Line 4 of Algorithm 6. Lemma 24. Let k i be given by (18) and assume that |π(v) − π(v)| ≤ απ(v) for all v and for some α ≤ 1/4. With probability at least 1 − n
+2 e 2 , the call to RandomWalks (Algorithm 1) in Line 4 of Algorithm 6 does not fail and generates ⌈Cπ(v)n ln n⌉ length l random walks starting from each vertex v ∈ V .
Proof. At the end of i-th step of Algorithm 1, t i (v) denotes the number of random walks of length 2 i−1 that originate at vertex v. At step i, each vertex v doubles t i (v) walks randomly chosen from W i−1 (v). Let X u i be the number of these random walks ending at vertex u. Note that X u i is a sum of 0/1 random variables Y v i,j , where Y v i,j equals 1 iff the j-th selected random walk of W i−1 (v) ends at u. From Lemma 22 and Lemma 23, and as T π = π, we have
Using this upper-bound, we further derive
As long as X u i ≤ t i−1 (u) − t i (u) holds for each vertex u, a vertex u is able to (1) extend all the X u i random walks that ended at u, and (2) double the length of t i (u) random walks from U i (u) staring in u.
We have
because k i ≥ 1. Now, by Chernoff bound, it holds
By taking union bound over all vertices and all rounds of the algorithm the probability of failure is less than n
The space requirement is dominated by the first iteration, so we get the following.
Corollary 25. Line 4 of Algorithm 6 requires O(m + C(2 + 4α) log l n ln n) = O(m + Cl 1+2α n ln n) space.
The Probability of Repeating Line 11 in Algorithm 6
In our analysis of the repeat-until loop of Algorithm 6 we will use the following statement about random variables.
Lemma 26. Let X and Y be sums of n independent 0, 1-random
β . Proof. We will consider two cases. First, assume that E [X] ≥ 8 ln β, then by Chernoff bound (Theorem 1 (B))
Now by Markov inequality
By union bound with probability at least 1 − 4 . In the second case we have E [X] < 8 ln β, so
As Y is the sum of 0, 1 variables the above inequality impels that probability that Y is non-zero is < 1 β . And only when Y is non-zero it can be bigger than X, so the lemma follows. We next apply Lemma 26 with β = 2l + 1 to obtain the following reuslt.
Lemma 27. Assuming C ≥ C ′ · 16l ln(2l) · (1 + 2δ) l , the loop ending in Line 11 in Algorithm 6 is repeated with probability at most 1/2.
Proof. Let X i be the random variable denoting the number of walks starting in v that contain exactly i directed-transitions. The algorithm fails in Line 11 when for some 0 ≤ i ≤ l we have n i > X i . The expected value of X i is
whereas the expected value of n i is
Both n i and X i (v) are sums of 0, 1 random variables, so let us look on their fraction.
We are going to use Lemma 26 to guarantee that X i ≥ n i for all 0 ≤ i ≤ l. Hence by union bound we need β = 2l + 1, and so
Observe that Algorithm 6 actually simulates algorithm Algorithm 5 for computingπ ǫ,σ j+1 . Let 0 ≤ α ≤ 1 be the relative error ofπ ǫ,σ j+1 . To achieve this error we set C ′ = 7 ǫ·α 2 so
This inequality, for instance, is implied by letting K = 9 ln(n) ǫ·α 2 (K is used in Line 1 of Algorithm 5). Such K also meets the requirement of Lemma 19. Therefore, all estimates are correct within relative error α with probability at least 1 − ǫ n − 2 n 2 .
Proof of Theorem 14
We now show that this theorem holds for Algorithm 6. We split the proof into three parts: the space requirements; the round complexity; and, the probability of success. Throughout the proof, we set parameters as follows: C = C ′ · 16l ln(2l) · (1 + 2δ) l and C ′ = 7 ǫ·α 2 . Moreover, l = 2 ln(nK) ǫ and K = 9 ln(n) ǫ·α 2 . Also, we use upper-bound (10) for l to obtain simpler expressions in the rest of this proof, i.e., l ≤ 9 ln n ǫ .
Space requirement. By Corollary 25 and from 1/n ≤ α ≤ 1/4, the space required is
where in the last bound we used that ln l ∈ O(ln n) for ǫ ≥ 1/n. Moreover, we need O m log 2 n log log n ǫ 2 α 2 space in Line 1 of Algorithm 6.
Round complexity. By Lemma 27, the loop in Line 12 is repeated with probability at most 1 2 . Hence, the expected number of times loop in Line 12 is repeated is 1 2 , and the expected number of repetitions is 2δ −1 . Moreover, for k ≥ 2, the probability that the number of rounds is k times bigger than expectation is e −2(k−1)δ −1 /3 by Chernoff bound (Theorem 1 (D) ). Success probability. By Lemma 19, the probability that anyπ ǫ,σ j is not (1 + α)-approximation of π ǫ,σ j is at most ǫ n + 1 n 2 . Observe that from the way we set parameters, C is lower-bounded as
where α ≤ 1/4. Hence, by Lemma 24 the sampling algorithm fails with probability at most
Hence, by the probability of any of these failures happening in each round is at most ǫ n + 2 n 2 + n −110 e 2 < ǫ n + 3 n 2 for n > 1. The total probability of failure over all repetitions of the algorithm is at most
Finally, we need to take into account the failure probability in Line 1 which is 1 − ǫ n + 3 n 2 .
Connectivity and MST
In this section we will show how sampling random walks can be applied to construct an additive ǫn approximation for the number of connected components in the graph. Our algorithm will require O(log ǫ −1 ) rounds. We are going to use the following theorem that shows how many vertices a length l random walk will visit.
Theorem 28 ([BF93]
). For any connected graph on n vertices and for any N ≤ n the expected time that a random walk visits N distinct vertices is CN 3 for some constant C.
Algorithm 7 An algorithm computing ǫn additive approximation to the number of components in graph G.
1: Using Algorithm 1 sample walks of length
Let s be the maximum number of distinct vertices visited by any walk starting in v.
5:
if s ≤ ǫ−1 then
6:
c ← c + 1/s.
7: Return c.
Theorem 29. With probability at least 1 − 2 n , Algorithm 7 computes ǫn additive approximation to the number of components in graph G.
Proof. Consider a component C of size ≤ ǫ −1 . By Markov inequality with probability at least 1/2 a random walk of length 2Cǫ −3 ≤ 2C(ǫ −1 + 1) 3 will visit all vertices in C. As we have at least ⌈16 ln n⌉ walks starting in each vertex v ∈ C, with probability at least 1 − n −15 one of the walks starting in v will visit all the vertices in C. In such a case v will contribute 1/|C| to c. Now consider a component C of size > ǫ −1 . By Markov inequality with probability at least 1/2 a random walk of length 2C(ǫ −1 + 1) 3 will visit more than ǫ −1 vertices. As we have at least ⌈16 ln n⌉ walks starting in each vertex v ∈ C, with probability at least 1 − n −15 one of the walks starting in v will visit more than ǫ −1 vertices. In such a case v will contribute nothing to c.
By union bound over all the vertices the above events will happen with probability at least 1 − n −14 . By taking union bound with the success of Algorithm 1 we get the probability of success to be 1 − 2 n . In such case vertices of components not larger than ǫ −1 contribute 1, whereas vertices of larger component contribute 0. As there are no more than nǫ components of size > ǫ −1 the theorem follows.
The running time of the algorithm and the memory requirement follow from Lemma 4. Computing the number of visited vertices by a walk requires sorting them, and this can be done in constant number of rounds [GSZ11] .
Corollary 30. Algorithm 7 works in O(log ǫ −1 ) rounds and requires O(ǫ −3 log ǫ −1 m log n) memory.
In [CRT05] the following ǫ-approximation algorithm for the weight of minimum spanning tree was given. This algorithm can be parallelized in a straight forward way. We assume that we are given a connected graph G = (V, E) where edges have integer weights w : E → [1 . . . W ]. And let G i = (V, E i ) be the subgraph of G which includes only edges of weight ≤ i.
Algorithm 8 An algorithm for computing ǫ approximation to the weight of MST in a connected graph G.
Let C i be the result of running Algorithm 7 on G i with approximation
Using the analysis from [CRT05] we obtain the following.
Theorem 31. With probability at least 1 − 2W ǫn , Algorithm 8 computes (1 + ǫ)-approximation to MST weight in a connected graph G. The algorithm works in O(log(W ǫ −1 )) rounds and requires total memory O(W 4 ǫ −4 log(W ǫ −1 )m log n).
We note that the above result included just to show usefulness of the procedure for generating random walks. Having it at hand it is easy to get additive approximation to the number of connected component. However, using standard PRAM algorithms for connectivity we can obtain the same O(log(W ǫ −1 )) time but with less memory. Consider for example the random-mate algorithm by Reif [Rei85] . This algorithm with constant probability in each parallel round merges constant fraction of vertices into their neighbours. By running this algorithm for O(log(W ǫ −1 )) rounds all components of size at most W ǫ −1 will be merged into single vertices. This way additive approximation to connected components requires O(m + W ǫ −1 n) memory, whereas approximating MST can be done in O(m + (W ǫ −1 ) 2 n) memory.
Testing Bipartitness
We now show how to use our random walk algorithm for testing bipartiteness. In this promise problem, we are given a graph G on n vertices with m edges and a parameter ǫ ∈ (0, 1). We want to distinguish the case that G is bipartite from the case that at least ǫm edges have to be removed to achieve this property. Our parallel algorithm combines techniques developed for previous bipartiteness algorithms [ GR99, KKR04] with our simulation of random walks. For simplicity, we assume that vertices of G are not isolated. Our algorithm can be seen as the following procedure consisting of three steps, in which the first two are preprocessing steps:
1. If the graph is dense, we reduce its number of edges to O(n/ǫ) by independently keeping each edge with an appropriate probability. The resulting graph is very likely to be still ǫ/2-far from bipartiteness.
2. If the graph has high degree vertices, we apply the idea of Kaufman, Krivelevich, and Ron [KKR04] to replace all high degree vertices with low degree bipartite expanders. This again preserves the distance from bipartiteness up to a constant factor and allows to assume that the resulting graph has only vertices of small degree.
3. In the resulting graph, we run a small number of short random walks from every vertex. We show that if the graph is far from bipartiteness then random walks from one of the vertices are very likely to discover an odd-length cycle.
We present a more formal description of the algorithm as Algorithm 9.
Algorithm 9 BipartitenessTester (G, ǫ): An algorithm for testing bipartiteness of a graph G = (V, E) on n vertices for a closeness parameter ǫ ∈ (0, 1).
1: Independently keep each edge with probability min 1, O n ǫm . 2: Replace high degree vertices with bipartite expanders (more details in Section 7.2). 3: Using Algorithm 1, generate poly(ǫ −1 log n) random walks of length poly(ǫ −1 log n) from each vertex. 
return Reject 9: return Accept
Sampling a Sparse Graph
We now prove that the first step of our algorithm (with an appropriate constant selection) preserves the distance to bipartiteness.
Lemma 32. Let G be a graph on n vertices with m edges. Let a graph G ′ be on the same set of vertices as G created by selecting each edge independently with probability min 1, Cn ǫm , where C is a sufficiently large positive constant. If G is ǫ-far from bipartiteness, then with probability 1 − 2 −Ω(n) , G ′ is ǫ/2-far from bipartite and has at most O(n/ǫ) edges.
Proof. Suppose that G = (V, E) is ǫ-far. The lemma holds trivially if Cn ǫm ≥ 1, because G ′ = G is ǫ/2-far and has at most Cn/ǫ edges. We can therefore focus on the case that Cn ǫm < 1. The expected number of edges in this case is Cn/ǫ. By the Chernoff bound, the number of edges in G ′ is, with probability 1 − 2 −Ω(n) , at most 11 10 Cn/ǫ. Now consider any partition of the set V of vertices of G into two sets V 1 and V 2 . Since G is ǫ-far from bipartiteness, the sum of the number of edges in G[V 1 ] and G[V 2 ] is at least ǫm. Otherwise, we could delete them to turn the graph into bipartite. The expected sum of the number of edges in G ′ [V 1 ] and G ′ [V 2 ] has then to be at least ǫm · Cn ǫm = Cn. Again, by the Chernoff bound, the number of them is at least 9 10 Cn with probability 1 − 2 −Ω(n) , where the constant hidden by the Ω-notation can be made arbitrarily large by making C sufficiently large. By the union bound, the probability that the total number of edges in G ′ is more than 11 10 Cn/ǫ and that in one of the partitions, fewer than 9 10 Cn edges can be removed to make the graph bipartite is at most 2 −Ω(n) + 2 n−1 · 2 −Ω(n) = 2 −Ω(n) . This holds because all constants hidden by the Ω notation can be made arbitrarily small by setting C to be sufficiently large. The distance of G ′ from bipartiteness is then at least 
Replacing High-Degree Vertices with Expanders
We now give more details of Step 2 of Algorithm 9, which reuses the degree reduction method of Kaufman et al. [KKR04] . More specifically, Section 4.1 of their paper shows how to take a graph G = (V, E) and turn into a graph G ′ = (V ′ , E ′ ) in which the maximum degree equals roughly the average degree of G. Additionally, G ′ preserves G's distance to bipartiteness.
We start by describing the transformation of the vertex set. Let d = d avg (G). We copy every vertex v of G such that deg(v) ≤ d into G ′ . Vertices v of higher degree are replaced by bipartite expanders as follows. For each such v, we introduce two sets of vertices of cardinality ⌈deg(v)/d⌉. We refer to one of them as internal, and the other one as external. If deg(v) < d 2 , we create a full bipartite graph between the internal and external vertices with edge multiplicites that make vertices have degree almost d. Otherwise, when deg(v) ≥ d 2 , we use any explicit bipartite expander construction of degree d between the two sets [Mar73, LPS86] . Now we describe the transformation of the edge set. For every edge u 1 , u 2 ∈ E, we adjust its endpoints as follows. Let u be one of them. If u was directly copied from G to G ′ , then we do nothing. Otherwise, we replace it with one of the vertices in the external set created for u. For every vertex u in the original graph that is replaced by a set of vertices, we assign the original edges involving u to the external vertices created for u such that no external vertex is assigned more than d such edges.
Kaufman et al. [KKR04] prove the following.
Lemma 33 ([KKR04, Theorem 5]). The graph G ′ created as above has the following properties:
Detecting Odd-Length Cycles in Low-Degree Graphs
Lemma 34. Let G be a graph on n vertices with m edges such that d max (G) = O(m/(ǫn)). There is an l = poly(ǫ −1 log n) such that two random walks of length l from a random vertex detect an odd-length cycle with probability at least Ω(n −1 poly(ǫ/ log n)) if G is ǫ-far from bipartite, where ǫ ∈ (0, 1).
Theorem 1] (invoked with ǫ 2 in place of ǫ) show that the following algorithm can be used for one-sided testing of bipartiteness:
1. Sample k = Θ(1/ǫ 2 ) vertices v and run t = √ n · poly(ǫ −1 log n) independent random walks of length l = poly(ǫ −1 log n) from each of them.
2. If for some v, two of the random walks reach the same vertex, one using an even number of steps and the other using an odd number of steps then reject. Otherwise accept.
Let p be the probability of two random walks of length l from a random vertex detecting an odd-length cycle. We use p to upper bound the probability of success of the tester of Kaufman et al. [KKR04] for a graph ǫ-far from bipartite. By the union bound, it cannot succeed with probability greater than k · t 2 · p ≤ k · t 2 · p. Since it has to succeed with probability at least 2/3, we have k · t 2 · p ≥ 2 3 , and therefore, p = Ω(1/(k · t 2 )) = Ω(n −1 · poly(ǫ/ log n)).
Full Bipartiteness Tester
Theorem 35. Let α ∈ (0, 1) be a fixed constant. There is an MPC algorithm for testing bipartiteness with a proximity parameter ǫ, ǫ ∈ (0, 1), in a graph G with n vertices and m edges that with probability at least 1 − 1/poly(n) has the following properties:
• The algorithm uses O(n α ) space per machine, where α is an arbitrary fixed constant.
• The total space is O(m + n · poly(ǫ −1 log n)).
• The number of rounds is O(log(ǫ −1 log n)).
Proof. We combine the knowledge developed in this section, and show that Algorithm 9 has the desired properties.
Let G be an input graph on n vertices, and let G ′ be the graph obtained by performing Line 1. By Lemma 32, G ′ has O(n/ǫ) edges. Let G ′′ = (V ′′ , E ′′ ) be obtained by performing Line 2. Then, by Lemma 33 we have |V ′′ |, |E ′′ | ∈ Θ(n/ǫ) (by Property A) and d max (G ′′ ) = O(1/ǫ)(by Property D and |E(G ′ )| ∈ O(n/ǫ)). Moreover, by Lemma 32 and Property C of Lemma 33, if G is ǫ-far from bipartite, then G ′′ is Ω(ǫ)-far from bipartite. Also, from Property B of Lemma 33 and since G ′ is a subgraph of G, we have that if G is bipartite, then G ′′ is bipartite as well.
Next we apply Lemma 34 on G ′′ . Let n ′′ = |V (G ′′ )| = Θ(n/ǫ). Lemma 34 states that to test whether G ′′ is ǫ-far from bipartite (and consequently whether G is Θ(ǫ)-far from bipartite) it suffices to perform the following: choose the multiset S of Θ(n ′′ · poly(ǫ −1 log n ′′ )) random vertices of G ′′ (chosen with repetition); for each random vertex take two random walks of length l = poly(ǫ −1 log n ′′ ); if the endpoints of any pair of random walks collide, then Reject, and otherwise Accept. Moreover, using that n ′′ ∈ Θ(n/ǫ), this test succeed with probability at least 1 − (1 − Ω(n −1 poly(ǫ/ log n))) Θ(n·poly(log n/ǫ)) ≥ 1 − poly(1/n) for appropriately chosen constants.
Now we show how to use our algorithms from Section 3 to generate the required random walks from G ′′ . Since vertices in S are chosen independently, by Chernoff bound we have that any vertex v appears O(poly(ǫ −1 log n ′′ )) times in S with probability 1 − 1/poly(n). This implies that from each vertex we need to generate Θ(poly(ǫ −1 log n ′′ )) pairs of random walks. For that, we use Algorithm 1 with C = poly(ǫ −1 log n ′′ ) to obtain the desired random walks in O(log l) ∈ O(log (ǫ −1 log n)) MPC rounds and the total memory of O(n · poly(ǫ −1 log n)) (see Lemma 4), where we used that n ′′ ∈ O(n/ǫ). This completes the analysis.
Additional Application: Finding Cycles in Graphs Far from Cycle-Freeness
We also note that our algorithm for bipartiteness testing can be used to find cycles in graphs that are far from being cycle free. Czumaj, Goldreich, Ron, Seshadhri, Shapira, and Sohler [CGR + 14] observe that the problem of finding such a cycle can be reduced to the problem of one sided bipartiteness testing by replacing each edge of the graph independently with probability 1/2 with a path of length 2. If the initial graph is far from cycle-freeness, one can show that the modified graph is far from bipartiteness. Our bipartiteness testing algorithm has one-sided error and can be used to find a pair of two short random walks from the same vertex that reveal an odd-length cycle in the modified graph. This cycle can then be mapped to a cycle in the initial graph, by contracting some sub-paths of length 2 back to the corresponding original edge.
Testing Expansion
In this section we show how to test vertex-expansion of graphs. Our approach (see Algorithm 10) is inspired by the work of Czumaj and Sohler [CS10] and the work of Kale and Seshadhri [KS11] . In [CS10, KS11] , the algorithms simulate many, e.g, Θ( √ n), random walks from a small number of randomly chosen vertices. If we applied our algorithms for sampling random walks directly, we could bound the total space usage by O(m √ n), which is prohibitive. So, instead, we design an approach in which we sample fewer random walks from each vertex (but much more random walks in total).
Definition 36. Let G be an undirected graph and α > 0. We say that G is an α-vertex-expander if for every subset U ⊂ V of size at most |V |/2 we have |N (U, V \ U )| ≥ α|U |.
Definition 37. Let G be a graph of maximum degree d and ǫ > 0. We say that G is ǫ-far from an α ⋆ -vertex-expander if one has to change (add/remove) more than ǫdn edges of G to obtain a α ⋆ -vertex-expander.
Algorithm 10 gets α as its input, and returns Accept if G is an α-vertex-expander, or returns Reject if G is far from being such an expander. The idea of the algorithm is as follows. From each vertex, for O(poly log n) many times we run a pair of random walks. The length of these random walks is set in such a way that if G is an α-vertex-expander, then the endpoint of any of these walks is almost uniformly and randomly distributed over V . Hence, the endpoints of a pair of random walks from the same vertex are the same with probability very close to 1/n; if they are the same, we say that these two random walks resulted in a collision. If the number of collisions over all the vertices is significantly larger than 1, then we conclude that G is not an α ⋆ -vertex-expander, for some α ⋆ < α that we set later. Otherwise the algorithm accepts G.
Algorithm 10 ExpansionTester (G, α, ǫ): An algorithm that tests whether a given graph G of maximum degree d is an α-vertex-expander or G is ǫ-far from any α ⋆ -expander, for α ⋆ = Using Algorithm 1, generate two random walks of length ℓ for each vertex of G ′ .
6:
Let X i v = 1 if the two random walks originating at v end at the same vertex, and X i v = 0 otherwise. return Accept
In the rest of this section, we prove the following.
Theorem 38. Let G = (V, E) be a graph of maximum degree d. If G is an α-vertex-expander then Algorithm 10 outputs Accept with high probability. If G is ǫ far from any α ⋆ -vertex-expander, where α ⋆ = c·α 2 d 2 ln (n/ǫ) , then the algorithm outputs Reject also with high probability. Let ℓ def = 32d 2 ln (n/ǫ) α 2 . Algorithm 10 can be implemented in O(log ℓ) MPC rounds, using sublinear space per machine and O(mℓ log n) total space.
The round and space complexity follows from Lemma 6. The Accept and the Reject cases are proved separately in Lemma 43 and Lemma 45, respectively. Our analysis and the prior work we recall are tailored to regular graphs whose random walks converge to a uniform distribution. Therefore, the algorithm first transform the given graph G into G ′ by adding self-loops (see Line 1). Observe that adding self-loops does not affect vertex-cuts, and hence G ′ and G have the same vertex-expansion. We will use P l v to denote the distribution of the endpoints of a random walk of length l originating at v.
Correctness of Acceptance
We use the notion of TV distance, that we recall next.
Definition 39. Let p 1 , . . . , p n and q 1 , . . . , q n be two probability distributions. Then, the total variation distance (TVD) between these distributions is equal to 1/2 n i=1 |p i − q i |.
In our proof that Algorithm 10 outputs Accept correctly with probability at least 2/3, we use the following results.
Lemma 40 ([GR11]
). Let X v be a random variable that equals 1 if 2 random walks of length l starting from vertex v collide, and X v = 0 otherwise. Let P l v denote the distribution of the endpoints of these random walks. Then,
Lemma 41 (Proposition 2.8 of [GR11] and discussion thereafter). Let P l v be the distribution of the endpoints a random walk of length l starting from vertex v. Let G ′ be the graph as defined on Line 1 of Algorithm 10. If G ′ is an α-vertex-expander, then for ℓ as defined on Line 3 of Algorithm 10 the TVD between P l v and the uniform distribution on n vertices is upper-bounded by ǫ/n.
We will use the following result to upper-bound the l 2 norm of the vector P l v defined in Lemma 41.
Lemma 42. Let Y ∈ R n be a probability distribution vector. If the TVD between Y and the uniform distribution is at most ǫ/n, i.e., 1 2 n i=1 |Y i − 1/n| ≤ ǫ/n, then
Proof. Let y i = 1/n + α i . We have that 1/2 n i=1 |α i | ≤ ǫ/n and n i=1 α i = 0.
(1/n + α i )
≤ 1/n + 4ǫ 2 /n 2 = (1 + 4ǫ 2 /n)/n
We are now ready to provide the main proof of this section.
Lemma 43. If G is an α-vertex-expander, then ExpansionTester(G, α, ǫ) returns Accept with probability at least n −2 .
Proof. As defined on Line 6 of ExpansionTester, let X i v be 0/1 random variable that equals 1 iff the two random walks originating at v end at the same vertex. Define X 
for any 4ǫ 2 T ≤ n. Also, as P ℓ v is the probability distribution n-dimensional vector, we have P ℓ v 2 ≥ 1/n and hence
where we used the definition of T on Line 2 of Algorithm 10. Now we can write P X ≥ T + 10 log 2 n ǫ 3 from (24) ≤ P X ≥ E [X] − 1 + 10 log 2 n ǫ 3 ≤ P X ≥ 1 + 9 log 2 n
From (25) we have that 9 log 2 n ǫ 3 E[X] ≤ 1. Observe that across v and i the random variables are X i v independent. By applying Chernoff bound (Theorem 1 (C)) on (26) we derive P X ≥ T + 10 log 2 n ǫ 3 ≤ exp − 81 log 4 n 3ǫ 6 E [X]
.
From E [X] ≤ T + 1 (see Eq. (24)) and for T = 20·log 3 n ǫ 6
, as defined on Line 2 of Algorithm 10, the last chain of inequalities is upper-bounded by n −1 . Therefore, ExpansionTester outputs Accept with high probability, as desired.
Correctness of Rejection
We use the following result to prove that our algorithm reports Reject properly.
Lemma 44 (Lemma 4.3 and Lemma 4.7 of [CS10] ). Let G ′ = (V, E) be a 2d-regular graph such that each vertex has at least d self-loops. Let ℓ be as defined on Line 3 of Algorithm 10, and let
, where c is a large enough constant. If G ′ is ǫ-far from every α ⋆ -expander, for α ⋆ ≤ 1/10, then there exists a subset of vertices U such that:
• |U | ≤ n for each v ∈ U . We are now ready to finalize our analysis.
Lemma 45. Let ǫ ∈ (0, 1/5) be a parameter. If G is ǫ far from every α ⋆ -vertex-expander, then ExpansionTester(G, α, ǫ) returns Reject with probability at least n −2 .
Proof. For any vertex v ∈ V , as P ℓ v is a probability distribution, it holds P ℓ v 2 ≥ 1/n. As defined on Line 6 of ExpansionTester, let X i v be 0/1 random variable that equals 1 iff the two random walks originating at v end at the same vertex. Define X 
