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1. Основнi результати
Нехай над полем GF (3) задана система
n∑
3
j=1
a
(µ)
j xj = 0, µ ∈ J, (1.1)
де J = {1, 2, . . . , T}, T ≥ 1 та
∑
3 — символ додавання у полi GF (3),
яка задовольняє умову (А).
Умова (А): Коефiцiєнти a
(µ)
j , 1 ≤ j ≤ n, µ ∈ J — незалежнi ви-
падковi величини, кожна з яких приймає значення a з ймовiрнiстю
P
{
a
(µ)
j = a
}
= pµ, a ∈ GF (3), a 6= 0 та значення 0 ∈ GF (3) з ймовiр-
нiстю P
{
a
(µ)
j = 0
}
= 1− 2pµ.
Покладемо νn кiлькiсть розв’язкiв x¯, x¯ ∈ Vn, системи (1.1) з чи-
слом |x¯| ненульових компонент бiльшим нуля, |x¯| > 0 (Vn — сукуп-
нiсть усiх n-вимiрних векторiв над полем GF (3)) .
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Теорема 1.1. Нехай виконуються умови (А) та
lnn+ z
n
≤ pµ ≤
1
2
−
lnn+ z
n
, µ ∈ J, (1.2)
де z = o(lnn), n→∞.
Тодi умова
T
n
≥ 1 + γn, (1.3)
де nεγn →∞, γn → 0, n→∞, де ε = const, 0 < ε < 1, є достатньою,
а умова
T
n
≥
ln 1, 8
ln 3
, (1.4)
є необхiдною для того, щоб
P {νn > 0} = o(1), n→∞. (1.5)
Теорема 1.2. Нехай виконуються умови (А) та
En lnn
n
≤ pµ ≤
1
2
−
En lnn
n
, µ ∈ J, (1.6)
де En →∞ при n→∞.
Тодi умова
T = n+An, (1.7)
де An → ∞ при n → ∞, є достатньою, а умова (1.4), є необхiдною
для того, щоб мало мiсце спiввiдношення (1.5).
2. Допомiжнi твердження
Лема 2.1. Нехай ξ — випадкова величина, яка має представлен-
ня ξ = ξ1 +3 · · · +3 ξk, де ξ1, . . . , ξk — незалежнi однаково розпо-
дiленi випадковi величини; P {ξs = 0} = 1 − 2p
∗, P {ξs = a} = p
∗,
a ∈ GF (3), a 6= 0, s = 1, . . . , k, 1 ≤ k < ∞, +3 — операцiя сумування
в полi GF (3). Тодi
P {ξ = a} =
1
3
−
1
3
(1− 3p∗)k, a ∈ GF (3), a 6= 0.
Доведення. Доведення леми 2.1 можна виконати методом математич-
ної iндукцiї за параметром k ≥ 1.
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Лема 2.2. Якщо виконується умова (А), то математичне сподi-
вання Eνn випадкової величини νn дорiвнює
Eνn = 3
−T
n∑
t=1
(
n
t
)
2tQ, (2.1)
Q =
T∏
µ=1
(
1 + 2(1− 3pµ)
t
)
. (2.2)
Доведення. Нехай ξ(x¯) — iндикатор подiї, яка полягає у тому, що
вектор x¯, x¯ ∈ Vn, є розв’язком системи (1.1). З урахуванням умови
(А) маємо
Eνn =
∑
x¯: |x¯|≥1
Eξ(x¯) =
∑
x¯: |x¯|≥1
T∏
µ=1
P
( n∑
3
j=1
a
(µ)
j xj = 0
)
. (2.3)
Кiлькiсть доданкiв у сумi
∑
3 з правої частини (2.3), якi вiдмiннi
вiд 0, дорiвнює t, де t — загальна кiлькiсть ненульових компонент
вектора x¯, |x¯| ≥ 1. Тодi, скориставшись (2.3) та лемою 2.1, приходимо
до (2.1).
Для довiльних векторiв x¯(q) ∈ Vn, x¯
(q) = (x
(q)
1 , . . . , x
(q)
n ), q = 1, 2,
позначимо через ic1c2 кiлькiсть компонент вектора x¯
(1), якi дорiвню-
ють c1, а у векторi x¯
(2) їм вiдповiдають компоненти, що дорiвнюють
c2, де c1, c2 ∈ GF (3), 0 ≤ ic1c2 ≤ n.
Нехай I = { i01, i02, i10, i20, i11, i22, i12, i21 }, i = i01 + i02, l =
i10 + i20, t =
∑
j∈I
j, Eν
[2]
n = Eνn(νn − 1).
Лема 2.3. Якщо виконується умова (А), то
Eν[2]n = 9
−T
n∑
t=1
(
n
t
)∑ t!∏
j∈I
j!
Q∗, (2.4)
де
Q∗ =
T∏
µ=1
(
1 + 2
( 4∑
r=1
(1− 3pµ)
Γ(r)
))
, (2.5)
cумування
∑
вiдбувається за всiма j ∈ I так, що
∑
j∈I j = t; в
рiвностi (2.4) елементи множини I задовольняють спiввiдношен-
ням
t− i ≥ 1, (2.6)
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t− l ≥ 1, (2.7)
i+ l + i12 + i21 ≥ 1; (2.8)
параметри Γ(k), k = 1, 2, 3, 4 визначаються вiдповiдно рiвностями
Γ(1) = i+ l, (2.9)
Γ(2) = t− l, (2.10)
Γ(3) = t− i, (2.11)
Γ(4) = t. (2.12)
Доведення. Користуючись умовою (А) та спiввiдношенням
Eν[2]n =
∑∗
Eξ(x¯(1))ξ(x¯(2)),
де сумування
∑∗ виконується за всiма парами (x¯(1), x¯(1)) векторiв
x¯(q) ∈ Vn таким, що |x¯
(q)| ≥ 1, q = 1, 2, x¯(1) 6= x¯(2), отримуємо
Eν[2]n
=
∑∗ T∏
µ=1
P
{
∪
{
A(µ)
(
x¯(k)
)
= yk, A
(µ)
(
x¯(1), x¯(2)
)
= y12, k = 1, 2
}}
=
∑∗ T∏
µ=1
∑∗∗
P
{
A(µ)
(
x¯(1), x¯(2)
)
= y12
} ∏
k=1,2
P
{
A(µ)
(
x¯(k)
)
= yk
}
,
(2.13)
де символ ∪ /
∑∗∗ / об’єднання /сумування/ розповсюджується на
всi розв’язки системи рiвнянь{
y1 +3 y12 = 0,
y2 +3 y12 = 0
над полем GF (3); для µ ∈ J
A(µ)
(
x¯(1), x¯(2)
)
=
∑
3
ω∈E(12)
a(µ)ω , A
(µ)
(
x¯(q)
)
=
∑
3
ω∈E(q)
a(µ)ω , q = 1, 2,
де
E(12) =
{
j, 1 ≤ j ≤ n : x
(q)
j 6= 0, q = 1, 2
}
,
E(q) =
{
j, 1 ≤ j ≤ n : x
(q)
j 6= 0, x
(q∗)
j = 0
}
,
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q ∈ {1, 2}, q∗ ∈ {1, 2}, q∗ 6= q.
Нехай γ(1), γ(2) та γ(3) — кiлькiсть елементiв вiдповiдно множин
E(1), E(2) та E(12).
Покладемо
Γ(1) = γ(1) + γ(2), Γ(2) = γ(2) + γ(3),
Γ(3) = γ(1) + γ(3), Γ(4) = γ(1) + γ(2) + γ(3).
За допомогою умови (А) та леми 2.1 спiввiдношення (2.13) можна
переписати у виглядi
Eν[2]n = 9
−T
∑∗ T∏
µ=1
(
1 + 2
( 4∑
k=1
(1− 3pµ)
Γ(k)
))
. (2.14)
Сумування
∑∗ у правiй частинi (2.14) за всiма парами (x¯(1), x¯(1))
такими, що x¯(1) 6= x¯(2), |x¯(q)| ≥ 1, q = 1, 2, еквiвалентно сумуванню за
всiма параметрами j ∈ I, наведеного у правiй частинi (2.4). Нерiвнос-
тi (2.6), (2.7), (2.8) гарантують виконання вiдповiдно спiввiдношень
|x¯(1)| ≥ 1, |x¯(2)| ≥ 1 та x¯(1) 6= x¯(2).
Далi перевiримо рiвнiсть (2.9). Дiйсно, користуючись тим, що су-
ма i10 + i20 — це кiлькiсть ненульових компонент вектора x¯
(1), яким
вiдповiдають нульовi компоненти вектора x¯(2), знаходимо |E(1)| =
γ(1) = i10 + i20. Аналогiчно отримуємо |E
(2)| = γ(2) = i01 + i02. От-
же, Γ(1) = γ(1) + γ(2) = i + l, що доводить (2.9). Таким же чином
перевiряються рiвностi (2.10)–(2.12).
Лема 2.4. Якщо виконується умова (А) та
pµ ≤
1
2
− υ, (2.15)
де 0 < υ ≤
1
2
, µ ∈ J , то
Eνn > 0. (2.16)
Доведення. З урахуванням (2.1) та (2.2) для доведення спiввiдношен-
ня (2.16) достатньо показати, що для n ≥ 1
Q > 0. (2.17)
З цiєю метою представимо добуток Q, визначений рiвнiстю (2.2), у
виглядi
Q =
3∏
r=1
Qr, (2.18)
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де Qr позначає добуток усiх множникiв з правої частини (2.2), для
яких параметр µ належить множинi Wr, r = 1, 2, 3. Тут
W1 =
{
µ, 1 ≤ µ ≤ T : pµ ≤
1
3
}
,
W2 =
{
µ, 1 ≤ µ ≤ T :
1
3
< pµ ≤
1
2
− υ, t — парне
}
,
W3 =
{
µ, 1 ≤ µ ≤ T :
1
3
< pµ ≤
1
2
− υ, t — непарне
}
,
де t ≥ 1, t — параметр з правої частини рiвностi (2.2).
Покладемо ηr — кiлькiсть елементiв множини Wr, ηr = |Wr|, r =
1, 2, 3. Тодi
3∑
r=1
ηr = T. (2.19)
З означень добуткiв Q1 та Q2 отримуємо, очевидно
Q1 ≥ 1, Q2 ≥ 1. (2.20)
За допомогою умови (2.15) знаходимо
Q3 ≥ (6υ)
η3 . (2.21)
Iз (2.18)–(2.21) випливає
Q ≥ (6υ)η3 ,
звiдки маємо (2.17), а отже й (2.16).
Позначимо
pmax = max
1≤µ≤T
pµ, pmin = min
1≤µ≤T
pµ.
Лема 2.5. Нехай виконуються умови (А), (1.2) та
T
n
<
ln 1, 8
ln 3
− γ, (2.22)
де γ — фiксоване додатне число.
Тодi для довiльного t ∈ F , де F = [[23n] − [
n
lnn ]; n] має мiсце
спiввiдношення
Q ≥ a1, (2.23)
при n → ∞, де [d] — знак цiлої частини числа d. Тут i далi az —
фiксоване додатне число, az <∞, z = 1, 2, . . .
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Доведення. В силу (2.18) для доведення (2.23) достатньо показати,
що для t ∈ F та n ≥ 1 iснує таке a2, що
Qr ≥ a2, r = 1, 2, 3. (2.24)
За допомогою (1.2) для µ ∈W1 та t ∈ F маємо при n→∞
( 1− 3pµ)
t ≥ (1− 3pmax)
t ≥ −a32
− 2
3
n− n
lnnn−4(1+o(1)). (2.25)
Використовуючи (2.22) та (2.25), отримуємо при n→∞
Q1 ≥
(
1− a42
− 2
3
n− n
lnnn−4(1+o(1))
)( ln 1,8ln 3 −γ)n,
звiдки маємо (2.24) для r = 1.
Перевiримо спiввiдношення (2.24) для r = 2. Дiйсно, беручи до
уваги (1.2) для µ ∈W2 та t ∈ F , знаходимо при n→∞
(1− 3pµ)
t ≥ (1− 3pmin)
t ≥ −a5n
−3(1+o(1)). (2.26)
З урахуванням (2.22) та (2.26) отримуємо для n→∞
Q2 ≥
(
1− a6n
−3(1+o(1))
)( ln 1,8ln 3 −γ)n. (2.27)
За допомогою (2.27) приходимо до (2.24) для r = 2.
Нерiвнiсть (2.24) для r = 3 випливає з (2.2) та того, що для µ ∈W3
i t ∈ F маємо при n→∞
(1− 3pµ)
t ≥ − (3pmax − 1)
t ≥ −a32
− 2
3
n− n
lnnn−4(1+o(1)).
Звiдси з урахуванням (2.18) та (2.24) отримуємо спiввiдношення
(2.23).
Лема 2.6. Якщо виконуються умови (A), (1.2) та (1.3), то при
n→∞
D1 = o(1), (2.28)
де
D1 = 3
−T
[ε1 nlnn ]∑
t=1
(
n
t
)
2tQ.
Тут i далi εq — достатньо мале фiксоване додатне число, q ≥ 1.
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Доведення. З урахуванням (1.2) та спiввiдношення pmint ∈ (0; 1) при
n→∞ для t ∈ [1; [ε1
n
lnn ]] отримуємо
Q ≤ 3T
(
1− 2pmint+ 3 (pmint)
2 )T . (2.29)
Використовуючи (2.29), знаходимо при n→∞
D1 ≤
[ε1 nlnn ]∑
t=1
(2n)t
t!
exp
{
− 2Ttpmin
(
1−
3
2
ε1
n
lnn
pmin
)}
. (2.30)
Оскiльки в силу умови (1.2) для всiх t ∈ [1; [ε1
n
lnn ]] маємо(
2
e2Tpmin(1−
3
2
ε1
n
lnn
pmin)−lnn
)t
≤
(
2
e2
T
n
(lnn+z)(1− 32 ε1(1+
z
lnn))−lnn
)t
,
то з урахуванням (1.3) та (2.30) приходимо до оцiнки
D1 ≤
[ε1 nlnn ]∑
t=1
1
t!
exp {−t (lnn+ 2z) (1− 3ε1 + o(1))} , n→∞. (2.31)
Iз (2.31) випливає, очевидно, (2.28).
Лема 2.7. Якщо виконуються умови (A), (1.2) та (1.3), то при
n→∞
D2 = o(1), (2.32)
де
D2 = 3
−T
[ε2n]∑
t=[ε1 nlnn ]+1
(
n
t
)
2tQ.
Доведення. Для t ∈ [[ε1
n
lnn ] + 1, [ε2n]] знаходимо
Q ≤
(
1 + 2 exp
{
− 3pmin
([
ε1
n
lnn
]
+ 1
)})T
. (2.33)
Iз (1.2) та (2.33) випливає при n→∞
D2 ≤
(eσ1(ε2) nT (1 + 2
e
3ε1(1+ zlnn)
)
3
)T
, (2.34)
де σr(ε)→ 0 (ε→ 0), r ≥ 1. Беручи до уваги припущення (1.3), умову
(1.2) в частинi z = o(lnn) та нерiвнiсть (2.34), отримуємо (2.32).
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Лема 2.8. Якщо виконуються умови (A), (1.2) та (1.3), то при
n→∞
D3 = o(1), (2.35)
де
D3 = 3
−T
n∑
t=[ε2n]+1
(
n
t
)
2tQ.
Доведення. Для всiх t ∈ [[ε2n] + 1, n]
Q ≤ (1 + 2 exp {−3pmin ([ε2n] + 1)})
T . (2.36)
Використовуючи (1.2) та (2.36), маємо
D3 ≤
3n
3T
exp
{
2T
exp
{
3ε2 (lnn)
(
1 + zlnn
)}}. (2.37)
За допомогою спiввiдношень z = o (lnn), nεγn → ∞ при n → ∞ та
(2.37) отримуємо
D3 ≤ exp
{
− Tγn (ln 3)
{
−
2
γn (ln 3)n3ε2(1+o(1))
+ 1 +O (γn)
}}
.
Звiдки безпосередньо приходимо до (2.35).
Лема 2.9. Якщо виконуються умови (A), (1.6) та (1.7), то має
мiсце спiввiдношення (2.35).
Доведення. Справедливiсть рiвностi (2.35) випливає з того, що по-
перше, для добутку Q справедлива оцiнка (2.36) i, по-друге, викорис-
товуючи умову (1.6), отримуємо при n→∞
D3 ≤
3n
3T
(
1 +
2
n3ε2En
)T
,
звiдки, беручи до уваги (1.7), маємо при n→∞
D3 ≤ exp
{ 2n
n3ε2En
}(exp{ 2
n3ε2En
}
3
)An
. (2.38)
За допомогою спiввiдношень En →∞, An →∞ при n→∞ та (2.38)
знаходимо (2.35) при n→∞.
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3. Доведення теорем
Доведення теореми 1.1. Достатнiсть. Покажемо, що при виконан-
нi (1.3) має мiсце
Eνn = o(1), n→∞. (3.1)
Беручи до уваги (2.1) та (2.2), математичне сподiвання Eνn мож-
на подати у виглядi
Eνn =
3∑
h=1
Dh, (3.2)
де
Dh = 3
−T
∑
t∈Rh
(
n
t
)
2tQ, h = 1, 2, 3.
Замкненi вiдрiзки Rh, h = 1, 2, 3 кiнцями яких слугують цiлi числа,
дорiвнюють
R1 =
[
1,
[
ε1
n
lnn
]]
, R2 =
[[
ε1
n
lnn
]
+ 1, [ε2n]
]
, R3 = [[ε2n] + 1, n] .
За допомогою (3.2) для обгрунтування (3.1) достатньо перекона-
тися, що при n→∞
Dh = o(1) (3.3)
для h = 1, 2, 3. Використовуючи (2.28), (2.32) та (2.35), отримуємо
(3.3) для h = 1, 2, 3.
Iз (3.2) та (3.3) випливає (3.1). З урахуванням (3.1) та нерiвностi
Чебишева отримуємо (1.5).
Необхiднiсть. Нехай при n → ∞ ймовiрнiсть P (νn > 0) прямує
до нуля, тобто
P (νn > 0)→ 0, n→∞. (3.4)
Покажемо, що тодi виконується (1.4). Припустимо, що рiвнiсть (1.4)
не виконується, тобто має мiсце спiввiдношення (2.22) i переконаємо-
ся, що у такому випадку
P (νn > 0) > 0 (3.5)
при n → ∞, тобто з додатньою ймовiрнiстю iснують розв’язки, якi
вiдмiннi вiд нульового. З цiєю метою перевiримо наступнi оцiнки при
n→∞
(Eνn)
−1 ≤ a7, (3.6)
Eν[2]n (Eνn)
−2 ≤ a8, (3.7)
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з подальшим використанням їх в нерiвностi [1]
P (νn > 0) ≥
(
(Eνn)
−1 + Eν[2]n (Eνn)
−2 )−1. (3.8)
Дiйсно, за допомогою спiввiдношень (2.1), (2.2) та леми 2.4 маємо
для t ∈ F при n→∞
(Eνn)
−1 ≤ 3T−nδn, (3.9)
де
δn ≤ a
−1
1
(
3−n
∑
t∈F
(
n
t
)
2t
)−1
. (3.10)
Використовуючи рiвнiсть 3−n
∑n
t=0
(
n
t
)
2t = 1, отримуємо
3−n
[ 23n]−[
n
lnn ]∑
t=0
(
n
t
)
2t ≤ exp
{
−
n
ln2 n
(9
4
+O
(
(lnn)−1
) )}
→ 0,
n→∞, звiдки
3−n
∑
t∈F
(
n
t
)
2t → 1, n→∞. (3.11)
Iз спiввiдношень (3.9)–(3.11) випливає (3.6).
Покажемо, що при n→∞ iснує таке число a9, для якого(
3T−nEνn
)−1
≤ a9. (3.12)
Дiйсно, беручи до уваги (3.9), знаходимо(
3T−nEνn
)−1
≤ δn (3.13)
при n → ∞. Але з урахуванням (3.10) та (3.11) приходимо до нерiв-
ностi limn→∞ δn ≤ a
−1
1 , яка разом з (3.13) доводить (3.12).
Iз (3.12) випливає, що для доведення (3.7) достатньо показати, що
має мiсце спiввiдношення
9T−nEν[2]n ≤ a10, n→∞. (3.14)
З цiєю метою за допомогою (2.4), (2.5) лiву частину (3.14) пере-
пишемо у виглядi
9T−nEν[2]n = 9
−nS (n;Q∗) , (3.15)
де
S (n;Q∗) =
n∑
t=1
(
n
t
) ∑
∑
j∈I
j=t
t!∏
j∈I
j!
Q∗. (3.16)
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Суму S (n;Q∗) подамо у виглядi двох сум S1 (n;Q
∗) та S2 (n;Q
∗),
а саме:
S (n;Q∗) = S1 (n;Q
∗) + S2 (n;Q
∗) , (3.17)
де S1 (n;Q
∗) вiдрiзняється вiд S (n;Q∗) тим, що сумування у правiй
частинi (3.16) розповсюджується на всi j, j ∈ I, такi, що
Γ(k) ≥ εn, (3.18)
де ε = const, 0 < ε < 1, Γ(k) визначенi рiвностями (2.9)–(2.12) для
k = 1, 2, 3, 4; S2 (n;Q
∗) — cума доданкiв з S (n; Q∗), якi не увiйшли
до S1 (n;Q
∗). Тодi беручи до уваги (1.2), (2.5), (2.22) та (3.18), при-
ходимо до оцiнки
S1 (n;Q
∗) ≤ S1 (n; 1)Q
∗
1, (3.19)
де Q∗1 = (1 + 8n
−3ε(1+ z
lnn
))(
ln 1,8
ln 3
−γ)n.
Нерiвнiсть
S1 (n; 1) ≤ 9
n (3.20)
у поєднаннi з (3.19) дає
S1 (n;Q
∗) ≤ a119
n
(
1 + 8n−3ε(1+
z
lnn
)
)( ln 1,8ln 3 −γ)n. (3.21)
Cуму S2 (n;Q
∗) представимо у виглядi
S2 (n;Q
∗) =
4∑
r=1
S2;r (n;Q
∗) , (3.22)
де S2;r (n;Q
∗) вiдрiзняється вiд S2 (n;Q
∗) тим, що сумування у пра-
вiй частинi (3.16) вiдбувається за всiма параметрами j, j ∈ I такими,
що iснують l1, . . . , lr ∈ {1, 2, 3, 4}, для яких Γ
(lh) < εn, Γ(k) ≥ εn,
де k ∈ {1, 2, 3, 4}\{l1, . . . , lr}, h = 1, . . . , r, r = 1, 2, 3, 4. Далi, для
r = 1, 2, 3, 4 подамо S2;r (n;Q
∗) у виглядi
S2;r (n;Q
∗) =
∑
1≤t1<···<tr≤4
S2;r;t1,...,tr (n;Q
∗) , (3.23)
де S2;r;t1,...,tr (n;Q
∗) позначає суму усiх доданкiв, що належать
S2;r (n;Q
∗) та для яких Γ(tl) < εn, l = 1, . . . , r, Γ(t
′) ≥ εn, t′ ∈
{1, 2, 3, 4}\{t1, . . . , tr}.
Покажемо, що при r = 1
S2;r (n;Q
∗) ≤ a123
( ln 1,8ln 3 −γ)neσ2(ε)n
×
(
1 + 2n−3ε(1+
z
lnn
)
)( ln 1,8ln 3 −γ)n (5n + 3n + 1) . (3.24)
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Дiйсно, за допомогою (1.2), (2.5), (2.22), (3.23) для r = 1 отримує-
мо
S2;r (n;Q
∗) ≤ Q∗2;r
4∑
l=1
S2;r;l (n; 1) , (3.25)
де Q∗2; r = a133
( ln 1,8ln 3 −γ)n(1 + 2n−3ε(1+
z
lnn
))(
ln 1,8
ln 3
−γ)n.
Далi дамо оцiнку кожному з чотирьох доданкiв S2;r;l (n; 1), l =
1, 2, 3, 4 з правої частини (3.25).
Iз нерiвностi Γ(1) < εn та спiввiдношення (2.9) випливає, що усi
параметри j, j ∈ I∗ \ {i11, i22, i12, i21, i00}, I
∗ = I ∪ {i00}, якi бе-
руть участь у записi суми S (n;Q∗) /див. (3.16)/, не перевищують εn.
Звiдки, використовуючи полiномiальну формулу, маємо
S2;1;1 (n; 1) ≤ 5
n exp{σ3(ε)n}. (3.26)
Для того, щоб переконатися в справедливостi оцiнки
S2;1;2 (n; 1) ≤ 3
n exp{σ4(ε)n}, (3.27)
достатньо помiтити, беручи до уваги (2.10) та нерiвнiсть Γ(2) < εn,
що усi параметри j, j ∈ I∗ \ {i10, i00, i20} iз правої частини (3.16) не
перевищують εn.
За допомогою (2.11) аналогiчно (3.27) знаходимо
S2;1;3 (n; 1) ≤ 3
n exp{σ5(ε)n}. (3.28)
Iз нерiвностi Γ(4) < εn та спiввiдношення (2.12) випливає, що усi
параметри j, j ∈ I∗ \ {i00}, якi беруть участь у записi суми S (n;Q
∗),
не перевищують εn, звiдки маємо
S2;1;4 (n; 1) ≤ exp{σ6(ε)n}. (3.29)
З урахуванням (3.25)–(3.29), отримуємо
S2;1 (n; 1) ≤ a14 exp{σ7(ε)n} (5
n + 3n + 1) . (3.30)
Cпiввiдношення (3.25)(3. (3.20).
/
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Дiйсно, за допомогою (1.2), (2.5), (2.22), (3.23) для r = 2 прихо-
димо до
S2;r (n;Q
∗) ≤ Q∗2;r
∑
1≤t1<t2≤4
S2;r;t1,t2 (n; 1) , (3.32)
де Q∗2;r = a165
( ln 1,8ln 3 −γ)n(1 + 45n
−3ε(1+ z
lnn
))(
ln 1,8
ln 3
−γ)n.
Враховуючи нерiвностi Γ(t1) < εn, Γ(t2) < εn, 1 ≤ t1 < t2 ≤ 4,
та спiввiдношення (2.9)–(2.12) встановлюємо, що усi параметри j, j ∈
I∗ \ {i00}, iз правої частини (3.16), не перевищують εn. Це дозволяє
записати наступну оцiнку
max
1≤t1<t2≤4
S2;2;t1,t2 (n; 1) ≤ exp {σ9 (ε)} . (3.33)
Беручи до уваги (3.32) та (3.33), маємо для r = 2
S2;r (n; 1) ≤ a17 exp {σ10 (ε)} . (3.34)
Iз (3.32) та (3.34) випливає (3.31).
Переконаємось у тому, що для r = 3
S2;r (n;Q
∗) ≤ a18e
σ11(ε)n7(
ln 1,8
ln 3
−γ)n
×
(
1 +
2
7
n−3ε(1+
z
lnn
)
)( ln 1,8ln 3 −γ)n
. (3.35)
На основi (1.2), (2.5), (2.22), (3.23) для r = 3 знаходимо
S2;r (n;Q
∗) ≤ Q∗2;r
∑
1≤t1<t2<t3≤4
S2;r;t1,t2,t3 (n; 1) , (3.36)
де Q∗2;r = a197
( ln 1,8ln 3 −γ)n(1 + 27n
−3ε(1+ z
lnn
))(
ln 1,8
ln 3
−γ)n.
Покажемо, що
max
1≤t1<t2<t3≤4
S2;2;t1,t2,t3 (n; 1) ≤ exp {σ12 (ε)} . (3.37)
Дiйсно, нерiвностi Γ(t1) < εn, Γ(t2) < εn, Γ(t3) < εn, 1 ≤ t1 <
t2 < t3 ≤ 4, спiввiдношення (2.9)–(2.12) та полiномiальна формула
дозволяють аналогiчно (3.33) отримати (3.37).
Беручи до уваги (3.36) та (3.37), приходимо до оцiнки для r = 3
S2;r (n; 1) ≤ a20 exp {σ13 (ε)} . (3.38)
Cпiввiдношення (3.36) та (3.38) доводять (3.35) для r = 3.
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Нарештi, переконаємось у тому, що для r = 4
S2;r (n;Q
∗) ≤ 9(
ln 1,8
ln 3
−γ)n exp {σ14 (ε)}n
−a21(1+ zlnn). (3.39)
Iз (2.6), (2.7) та (2.10)–(2.12) отримуємо Γ(l) ≥ 1, l = 2, 3, 4, звiдки
використовуючи (1.2), (2.5), (2.22), (3.23) для r = 4 знаходимо
S2;r (n;Q
∗) ≤ Q∗2;rS2;r (n; 1) , (3.40)
де Q∗2;r = 9
( ln 1,8ln 3 −γ)nn−a21(1+
z
lnn).
Беручи до уваги нерiвностi Γ(l) < εn, l = 1, 2, 3, 4, та спiввiдно-
шення (2.9)–(2.12) аналогiчно (3.33) приходимо до оцiнки для r = 4
S2;r (n; 1) ≤ exp {σ14 (ε)} . (3.41)
Спiввiдношення (3.40) та (3.41) доводять (3.39).
Для S2 (n;Q
∗) з урахуванням (3.22), (3.24), (3.31), (3.35) та (3.39)
отримуємо
S2;r (n; 1) ≤ 9
( ln 1,8ln 3 −γ)nn−a21(1+
z
lnn)
+ a22 exp {σ15 (ε)}
(
1 + a23n
−3ε(1+ z
lnn
)
)( ln 1,8ln 3 −γ)n
×
(
7(
ln 1,8
ln 3
−γ)n + 5(
ln 1,8
ln 3
−γ)n + 3(
ln 1,8
ln 3
−γ)n (5n + 3n + 1)
)
. (3.42)
За допомогою (3.15), (3.17), (3.21) та (3.42) знаходимо (3.14). Нерiв-
ностi (3.12) та (3.14) доводять (3.7).
Таким чином, iз того, що виконується (2.22), отримали (3.6) та
(3.7), якi разом з оцiнкою (3.8) дозволяють зробити висновок, що має
мiсце спiввiдношення (3.5), а це, у свою чергу, суперечить тому, що
з ймовiрнiстю 1 iснує єдиний розв’язок x¯(0) системи (1.1) при n →
∞.
Доведення Теореми 1.2. Достатнiсть. Покажемо, що при виконан-
нi (1.7) має мiсце (3.1). Дiйсно, використовуючи умови (1.6) та (1.7)
переконуємося, аналогiчно лемам 2.6 та 2.7, у справедливостi спiввiд-
ношень, вiдповiдно:
3−T
[
ε1
n
En lnn
]∑
t=1
(
n
t
)
2tQ = o(1), n→∞, (3.43)
3−T
[ε2n]∑
t=
[
ε1
n
En lnn
]
+1
(
n
t
)
2tQ = o(1), n→∞. (3.44)
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Беручи до уваги лему 2.9, рiвностi (2.35), (3.2), (3.43) та (3.44), отри-
муємо (3.1). Нерiвностi Чебишева та (3.1) завершують доведення до-
статностi.
Необхiднiсть. Необхiднiсть умови (1.4) при виконаннi (1.6) вип-
ливає з того, що спiввiдношення (1.6) є окремим випадком (1.2).
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