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Abstract
The third-generation (3G) of mobile communications systems aim to provide enhanced voice,
text and data services to the user. These demands give rise to the complexity and power con-
sumption of the user equipment (UE) while the objective is smaller, lighter and power efficient
mobiles. This thesis aims to examine ways of reducing the UE receiver’s computational cost
while maintaining a good performance.
One prominent multiple access scheme selected for 3G is code division multiple access. Re-
ceiver based multiuser detection techniques that utilise the knowledge of the downlink channel
by the mobile have been extensively studied in the literature, in order to deal with multiple
access and intersymbol interference. However, these techniques result in high mobile receiver
complexity.
Recently, work has been done on algorithms that transfer the complexity from the UE to the
base station by exploiting the fact that in time division duplex mode the downlink channel can
be known to the transmitter. By linear precoding of the transmitted signal the user equipment
can be simplified to a filter matched to the user’s spreading code. In this thesis the problem
of generic linear precoding is analysed theoretically and a method for analytical calculation
of BER is developed. The most representative of the developed precoding techniques are de-
scribed under a common framework, compared and classified as bitwise or blockwise. Bitwise
demonstrate particular advantages in terms of complexity and implementation but lack in per-
formance. Two novel bitwise algorithms are presented and analysed. They outperform signifi-
cantly the existing ones, while maintain a reduced computational cost and realisation simplicity.
The first, named inverse filters, is the Wiener solution of the problem after applying a minimum
mean squared error criterion with power constraints. The second recruits multichannel adap-
tive algorithms to achieve the same goal. The base station emulates the actual system in a cell
to converge iteratively to the pre-filters that precode the transmitted signals before transmis-
sion. The advantages and the performance of the proposed techniques, along with a variety of
characteristics are demonstrated by means of Monte Carlo simulations.
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The radio age began just over 100 years ago with the invention of the radio telegraph by
Gulielmo Marconi. This event gave birth to a large number of deployments, many of which
operate widely even today (representative examples include the transmission of speech, music
and/or images by radio and TV stations). The development of wireless communication systems
continued through the years and their design and implementation was both aided and influenced
initially by the invention of the triode cathode tube, and later by the advent of the semiconductor
technology in the form of the transistor. Continuous advances in this technology have greatly
benefited wireless communications systems, which have been increasingly capable of handling
such demanding tasks as video, multimedia transmission and teleconferencing among individ-
uals who are physically thousands of kilometers apart. A modern and very interesting aspect of
wireless communications is that of mobile communications or cellular communications.
The cellular concept was invented by Bell Laboratories and the first commercial analog voice
system was introduced in Chicago in October 1983 [3, 4]. The first generation analog cordless
phone and cellular systems became popular using the design based on a standard known as Ad-
vanced Mobile Phone Services (AMPS). Similar standards were developed around the world
including Total Access Communication System (TACS), Nordic Mobile Telephone (NMT) 450,
and NMT 900 in Europe; European Total Access Communication System (ETACS) in the
United Kingdom; C-450 in Germany; and Nippon Telephone and Telegraph (NTT), JTACS
and NTACS in Japan [5].
In contrast to the first generation analog systems, second generation systems are designed to
use digital transmission. These systems include the Pan-European Global System for Mobile
Communications (GSM) and DCS 1800 systems, North American dual-mode cellular system
Interim Standard (IS)-54, North American IS-95 system, and Japanese personal digital cellular
(PDC) system [3, 6].
The third-generation (3G) mobile communications systems are being studied worldwide, under
the names of Universal Mobile Telecommunications System (UMTS) and International Mobile
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Telecommunications (IMT)-2000 [7]. The aim of these systems is to provide users advanced
communication services, having wideband capabilities, using a single standard. In 3G commu-
nications systems, satellites are going to play a major role providing a global coverage. Further-
more, future generation systems promise even more reliable and higher speed communication,
which is expected to enable additional services like mobile multimedia, real-time mobile video
transmission, mobile access to Internet resources and even shopping, making these systems
increasingly indispensable.
The remaining of this Chapter is organised in the following sections: Section 1.1 presents a gen-
eral overview of the cellular fundamentals and section 1.2 a brief history of the third-generation
wireless systems. In section 1.3 the open problems are given along with the motivation and the
goal of this thesis. Finally, the layout of this thesis is given in section 1.4.
1.1 Cellular fundamentals
Nowadays wireless communications are used widely in many communication systems: mobile
telephony, satellite networks, digital radio/television broadcasting, fixed wireless local loops,
etc. The success of mobile communications lies in the ability to provide instant connectivity
anytime and anywhere and the ability to provide high speed data services to the mobile users.
The quality and speeds available in the mobile environment must match the fixed networks
if the convergence of the mobile wireless and fixed communication networks is to happen in
the real sense. So, the challenges for the mobile networks lie in making the movement from
one network to the another as transparent to the user as possible and the availability of high
speed reliable data services along with high quality voice. A range of successful technologies
exists today in various parts of the world and every technology must evolve to fulfill all these
requirements. In this work we are particularly interested in the cellular mobile environment,
therefore, our attention will be primarily focused on this research area.
The area served by mobile phone systems is divided into small areas known as cells. Each
cell contains a base station (BS) that communicates with mobiles in the cell by transmitting and
receiving signals on radio links. The transmission from the base station to a mobile station (MS)
is typically referred to as downstream, forward-link or downlink. The corresponding terms for
the transmission from a mobile to a base station are upstream, reverse-link and uplink. Each
base station is associated with a Radio Network Controller (RNC) and each RNC is connected
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with a mobile switching center (MSC) that connects calls to and from the base stations to
mobiles in other cells and the public switched telephone network. A typical setup depicting a
















Figure 1.1: A typical cellular system setup
A base station communicates with mobiles using two types of radio channels, control channels
to carry control information and traffic channels to carry messages. Each base station contin-
uously transmits control information on its control channels. When a mobile is switched on,
it scans the control channels and tunes to a channel with the strongest signal. This normally
would come from the BS located in the cell in which the mobile is also located. The mobile
exchanges identification information with the BS and establishes the authorization to use the
network. At this stage the mobile is ready to initiate and receive a call. Important elements that
describe a cellular mobile system are the channel characteristics, the multiple access scheme
and the channel reuse.
1.1.1 Channel characteristics
In the study of communication systems the classical (ideal) additive Gaussian noise channel,
with statistically independent Gaussian noise samples corrupting data samples, is the usual
starting point for understanding basic performance relationships. The primary source of per-
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formance degradation is thermal noise generated in the receiver. However, for most practical
channels, where signal propagation takes place in the atmosphere and near the ground, the free
space propagation model is inadequate to describe the channel and predict the system perfor-
mance. In the following a brief description of the channel characteristics is given. More details
about channel characterization and interference mitigation can be found in [8–10].
1.1.1.1 Fading channels
The propagation of radio signals on both the forward (BS to mobile) and reverse (mobile to
BS) links is affected by the physical channel in several ways. The signal arriving at the receiver
is a combination of many components arriving from various directions as a result of multipath
propagation. These paths arise from scattering, reflection, refraction or diffraction of radiated
energy off the objects that lie in the environment as it is illustrated in Figure 1.2. The terrain
conditions and local buildings and structures cause the received signal power to fluctuate ran-
domly as a function of distance. Fluctuations of the order of 20dB are common within the
distance of one wavelength. This phenomenon is called fading. One may think this signal as a






Figure 1.2: A mobile multipath environment
ponent, changes faster than the second one and can be modeled with a Rayleigh distribution.
The second component is a long term or slow-varying quantity modeled with a log-normal dis-
tribution. In other words, the local mean varies slowly with lognormal distribution and the fast
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variation around the local mean has a Rayleigh distribution.
1.1.1.2 Doppler spread
The movement of a mobile causes the received frequency to differ from the transmitted fre-
quency because of the Doppler shift resulting from its relative motion. As the received signals
arrive along many paths, the relative velocity of the mobile with respect to various components
of the signal differs, causing the different components to have different Doppler shifts. This can
be viewed as Doppler spreading of the transmitted frequency and is referred to as the Doppler
effect. The width of the Doppler spread in the frequency domain is closely related to the rate of
fluctuations in the observed signal. Fast fading results in Doppler spread and is often referred to
as time-selective fading, since signal amplitude varies with time. Time-selective fading can be
characterised by the coherence time of the channel. Coherence time represents the maximum
time separation for which the channel impulse responses at two time instants remain strongly
correlated. The coherence time is inversely proportional to the Doppler spread [11, 12].
1.1.1.3 Delay spread
In a multipath propagation environment, several time-shifted and scaled versions of the trans-
mitted signal arrive at the receiver. That results in spreading of the signal in time. A double-
negative exponential model is typically observed: the delay separation between paths increases
exponentially with the path delay and the path amplitudes also fall exponentially with delay
[12]. This spread of path delays is called delay spread. Delay spread causes frequency-selective
fading, which implies that fading now depends on the frequency. It can be characterized in
terms of coherence bandwidth, which represents the maximum frequency separation for which
the frequency domain channel responses at two frequency shifts remain strongly correlated.
The coherence bandwidth is inversely proportional to the delay spread [11]. This is the band-
width over which the channel is flat; that is; it has a constant gain and linear phase. For a
signal bandwidth above the coherence bandwidth the channel loses its constant gain and linear
phase characteristic and becomes frequency-selective. Roughly speaking, a channel becomes
frequency selective when the root mean square (rms) delay spread is smaller than the sym-
bol duration and causes intersymbol interference (ISI) in digital communications. Frequency-
selective channels are also known as dispersive channels whereas the nondispersive channels
are referred to as flat-fading channels.
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1.1.1.4 Link budget and path loss
Link Budget is a name given to the process of estimating the power at the receiver site for a mi-
crowave link taking into account the attenuation caused by the distance between the transmitter
and the receiver. This reduction is referred to as the path loss. In free space the path loss is pro-
portional to the second power of the distance. In other words, by doubling the distance between
the transmitter and the receiver, the received power at the receiver reduces to one fourth of the
original amount. In a non-free space the attenuation can be higher or lower than that.
1.1.2 Multiple access scheme
The available spectrum bandwidth is shared in a number of ways by various wireless radio
links. The ways in which this is done are referred to as multiple access schemes. There are
basically three principle schemes. These are frequency division multiple access (FDMA), time
division multiple access (TDMA) and code division multiple access (CDMA) [5]. Figure 1.3
shows how the calls are distributed into the spectrum according to the multiple access scheme
used.
























Figure 1.3: Call allocation in the spectrum with different multiple access schemes
1.1.2.1 FDMA
In a FDMA scheme the available spectrum is divided into a number of frequency channels of
certain bandwidth and individual calls use different frequency channels. All first-generation




In a TDMA scheme several calls share a frequency channel. The scheme is useful for digitized
speech or other digital data. Each call is allocated a number of time slots based on its data
rate within a frame for uplink as well as downlink. Apart from the user data, each time slot
also carries other data for synchronisation, equalisation, guard times and control information.
The traffic in two directions is separated either by using two separate frequency channels or by
alternating in time. The two schemes are named as frequency division duplex (FDD) and time
division duplex (TDD), respectively.
1.1.2.3 CDMA
CDMA is a spread spectrum (SS) method [13]. The main characteristic of any spread spectrum
system is that the transmitted signal has a bandwidth much larger than the bandwidth of the
baseband representation of the original signal. CDMA is classified depending on the modula-
tion method used to obtain a wideband signal. This division leads to three types of CDMA:
direct sequence (DS), frequency hopping (FH), and time hopping (TH). In DS-CDMA, spec-
trum is spread by multiplying the information signal with a pseudo-noise sequence, resulting
in a wideband signal. In FH-CDMA a pseudo noise sequence defines the instantaneous trans-
mission frequency. The bandwidth at each moment is small but the total bandwidth over, for
example, a symbol period is large. In TH-CDMA a pseudo noise sequence defines the transmis-
sion moment. Furthermore, combinations of these techniques are possible. In the current thesis
we focus on DS-CDMA because it is the technique used for the third-generation wideband
CDMA (W-CDMA) proposals. Wideband CDMA is defined as direct sequence spread spec-
trum multiple access scheme where the information is spread over a bandwidth significantly
more than the coherence bandwidth of the channel.
DS-CDMA uses linear modulation with wideband pseudonoise (PN) sequences to generate sig-
nals. These sequences, also known as codes, spread the spectrum of the modulating signal over
a large bandwidth, simultaneously reducing the spectral density of the signal. Various CDMA
signals occupy the same bandwidth and appear as noise to each other. Each user is assigned
an individual code at the time of call initiation. This code is used both for spreading the sig-
nal at the time of transmission and despreading it at the time of reception. Cellular systems
using CDMA [14–16] schemes can utilise FDD or TDD for the forward and reverse link sep-
aration. The principle of DS-CDMA is that the codes are orthogonal between each other to
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allow for decoupling at the receiver. On downlink the BS transmits to all users synchronously
and this preserves the orthogonality of various codes assigned to different users. The orthogo-
nality, however, is not preserved between different components arriving from different paths in
multipath propagation or when the users transmit asynchronously, in the uplink, for instance.
Hence, although the spreading codes are designed to be orthogonal with each other, there are
scenarios under which the orthogonality cannot be controlled. This results in interference from
user to user. This type of interference is called multiple access interference (MAI) and imposes
a limitation to CDMA systems. The reason for selecting CDMA over TDMA is that in a high
number of users scheme the transmission on time slots, that TDMA provides, is a limitation
factor for the development of high rate data transmission. The full bandwidth should be utilised
in this scenario, which is feasible with CDMA.
1.1.3 Channel reuse
The generic term channel is normally used to denote a frequency in FDMA system, a time slot
in TDMA system and a code in CDMA or a combination of these in a mixed system. Two
channels are different if they use different combinations of these at the same place. For an
allocated spectrum and a given performance aim the number of channels in a system is limited.
This limits the capacity of a system to sustain simultaneous calls and may only be increased by
using each traffic channel to carry many calls simultaneously. Using the same channel again
and again is one way of doing it and this is the concept of channel reuse.
The concept of channel reuse can be understood from Figure 1.4(a). It shows a cluster of three
cells. These cells use three separate sets of channels. Each set is indicated by a letter. In Figure
1.4(b) this cluster of three cells is repeated to indicate that three sets of channels are being
reused in different cells.
Let F channels be available over a given geographical area and there be N cells in a cluster to
use the available channels. In the absence of the channel reuse this cluster covers the whole area
and the system can sustain simultaneously F calls. If the cluster on N cells is repeated M times
over the same area, then the system capacity increases to MF as each channel is used M times.
Of course the re-use factor would be chosen to ensure that the level of co-channel interference
is low enough that the system can operate satisfactorily. The co-channel interference results













Figure 1.4: (a) A cluster of three cells (b) Channels reuse concept using a three cell cluster
limits the cellular system’s performance.
1.2 Third-Generation systems
The emphasis and the contribution of this thesis is on techniques to be applied on WCDMA-
TDD which is one of the air interface selected for the third-generation mobile telecommuni-
cations system. Thus, a brief reference on the development of these systems is given in this
section.
The third-generation systems aim to provide a network that can provide user voice, data, mul-
timedia and video services regardless of their location on the network: fixed, cordless, cellular,
satellite and so on. These networks support global roaming while providing high-speed data
and multimedia applications of up to 144Kbps on the move and up to 2Mbps in a local area[17].
WCDMA, in FDD mode, can achieve up to 3.84 Mcps in contrast with IS-95 than cannot ex-
ceed the chip rate of 1.2288 Mcps. In TDD mode WCDMA can achieve chip rates up to 1.28
Mcps. Some type reference channels are refered in the 3GPP Technical Specifications 25.xxx
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series [18–21]. Third-generation systems are currently being defined by both the International
Telecommunications Union (ITU) and regional standardization bodies. Globally, the ITU has
been defining third-generation systems since the late 1980s through work on the IMT-2000 sys-
tem, formerly called the Future Public Land Mobile Telecommunications Service (FPLMTS)
[5]. The ITU sought and evaluated candidate technologies in accordance with agreed guide-
lines. The European proposal for IMT-2000 is known as the UMTS and is being defined by
the European Telecommunications Standards Institute (ETSI), which has been responsible for
UMTS standardization since the 1980s. UMTS will provide significant changes for customers
and technologies and it will be fully deployed within a short time frame.
IMT-2000 defines systems capable of providing continuous mobile telecommunications cover-
age for any point on the earth’s surface. Access to IMT-2000 is via either a fixed terminal or
a small, light, portable mobile terminal. More details and informations about UMTS can be
found in [22–24].
1.3 Open problems-Motivation of the thesis
A third-generation wireless system designer is faced with a number of challenges. These in-
clude a complex multipath time-varying propagation environment; limited availability of ra-
dio spectrum; limited energy-storage capability of batteries in portable units; user demand for
higher data rates, better voice quality, fewer dropped calls, enhanced in-building penetration
and longer talk times, and operator demand for greater area coverage by base stations, increased
subscriber capacity and lower infrastructure and operating costs. A number of different tech-
nologies have been used to meet such diverse requirements, including advanced multiple access
schemes, bandwidth-efficient source coding, and sophisticated signal-processing techniques.
Cellular-radio signal processing includes modulation and demodulation, channel coding and
decoding, equalization, and diversity combining.
In a CDMA scheme the major problems encountered are already mentioned in this Chapter
and are the MAI, due to simultaneous usage of the bandwidth by many users and ISI due to
multipath channels. MAI and ISI are often added to the background thermal noise modeled
as additive white Gaussian noise (AWGN). Thus, the system’s utility is limited by the amount
of total interference instead of the background noise exclusively as in other cases. In other
words, the signal to noise plus interference ratio (SNIR) is the limiting factor for a mobile
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communications system instead of the signal to noise ratio (SNR).
Therefore, in systems applying CDMA the two problems of equalisation and signal separation
have to be solved simultaneously to increase the SNIR and achieve a good performance. In the
state of the art for CDMA systems this is addressed by multiuser detection (MUD) techniques.
MUD has been studied extensively and a number of solutions have been proposed. These
techniques are all receiver based, they usually require channel estimation, knowledge of all
the active users spreading codes and they have considerable computational cost. While this is
feasible for the base station (for the uplink scheme), it contrasts with the desire to keep portable
units (for the downlink scheme), like mobile phones, simple and power efficient. This will be
shown in Chapter 2. An alternative to multiuser detection is to precode the transmitted signal
such that the ISI and MAI effects are minimised before transmission in the downlink. The extra
computational cost is transfered to the base station where power and computational resources
are more readily available. This is the motivation and the goal of this thesis.
Recently, work has been done on algorithms that move towards that goal. They all exploit
the fact that in a TDD scheme the downlink channel is known to the transmitter. This is true
because in TDD mode the same channel impulse response is valid for both the uplink and
the downlink, if the time elapsing between uplink and downlink transmissions is sufficiently
small compared to the coherence time of the mobile radio channel1 . In these algorithms, the
multiuser detection and channel equalisation can be carried out at the transmitter. This can
be achieved with linear precoding of the transmitted signal. The receiver structure at the user
equipment is then simplified when compared to a multiuser detection receiver, and can be a
conventional matched filter (which only requires knowledge of the desired user’s spreading
code). Thus no channel estimation or adaptive equaliser is required at the mobile receiver.
Techniques which only require a matched filter receiver also enhance the downlink system
capacity since no system resources have to be allocated for the transmission of training signals
on the downlink.
In this thesis the problem of linear precoding in a CDMA scheme is generally examined. An
analytical framework for the theoretical calculation of the performance of any precoding algo-
rithm is presented. A basic assumption to apply these algorithms is that the downlink channels
remain constant during transmission and perfect knowledge of them is assumed at the BS. The
1Channel reciprocity also pressumes that the same antenna configuration is used in both uplink and downlink
directions and the temporar changes are negligible.
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state of the art precoding algorithms are thoroughly examined under this common framework
and they are compared in terms of bit error ratio performance (BER) and computational cost.
They are also compared with their receiver based counterparts and the results are discussed.
This work classifies the precoding techniques into blockwise and bitwise. It is shown that the
existing blockwise techniques demonstrate a superior performance compared to the existing
bitwise techniques at the cost of increased complexity. It emerges then the need for a new
bitwise technique that combines low complexity with a good performance.
Thus, we propose and analyse a new bitwise technique, called inverse filters (INVF) that
achieves a BER performance equivalent to or better than the blockwise techniques. The im-
plementation of this method can be described as applying an individual linear finite impulse
response (FIR) filter to each user signal after the spreading process and before transmission.
The advantage of low complexity now is combined with a very good BER performance. Fur-
thermore, adaptive multichannel feed-forward algorithms are examined for the first time in the
mitigation of MAI and ISI in a CDMA system. Three different algorithms are appropriately
modified and applied to wireless telecommunications.
1.4 Thesis layout
This thesis is organised as follows:
In Chapter 2 we derive the discrete time vector-matrix description of a CDMA downlink system.
The major air interface components of a CDMA system are briefly described. The receiver
based conventional reception technique is given along with the multiuser detection schemes
and the reasons why they are difficult to be applied at the MS for the downlink are explicitly
explained. Complexity and performance issues are also addressed in Chapter 2.
Chapter 3 presents the problem of linear precoding in a CDMA system from a general and theo-
retical point of view. The assumptions and the scenarios under which linear precoding can give
the desired results are discussed. A classification, in terms of realisation and implementation,
of the linear precoding algorithms is given and the advantages and disadvantages of each are
also presented. Furthermore, a theoretical analysis results in a general analytical expression
that calculates the BER performance of any precoding method.
The state of the art major linear precoding techniques are described in Chapter 4. The different
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criteria applied by different algorithms are written under a common framework and notation.
They are classified as blockwise or bitwise while their performance and computational cost is
analysed. A comparison by means of Monte Carlo simulations follows along with a discussion.
The discussion leads to the conclusion that there is space for the development of a new bitwise
technique that applies more efficient criteria and that should give better performance.
A new bitwise technique is developed in Chapter 5. It is called inverse filters and it is proved
that the mitigation of MAI and ISI is more efficient compared with the other bitwise techniques.
The criteria applied are minimum mean squared error (MMSE) plus power constraint and the
theoretical analysis is fully presented in Chapter 5. The derivation of the Wiener solution is
also given in a closed form, while a detailed discussion on the power constraint term follows.
Finally, the performance of the INVF algorithm is demonstrated and compared to the state of
the art precoding techniques and the receiver based MUD ones.
In Chapter 6 adaptive feed-forward algorithms are appropriately modified and applied for the
first time on the CDMA downlink. The idea and the motivation for investigating such tech-
niques is given along with the area that they derived from. Metrics such as convergence speed
and BER performance are demonstrated by means of Monte Carlo simulations. The results are
presented and a discussion on them is following.
Chapter 7 summarises the work and the results of this thesis. Furthermore, future extensions
and fields to be further investigated are presented.
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System model - Multiuser detection
In this Chapter a CDMA system model is described in section 2.1 and some of CDMA’s fun-
damental functions are presented in section 2.2. Section 2.3 gives an overview of the RAKE
receiver and section 2.4 presents the receiver based multiuser detection techniques. It is also
explained why receiver based MUD algorithms are not appropriate to be applied on the user
equipment for the downlink transmission due to high complexity cost, capacity and hardware
requirements. Section 2.5 describes the assumptions made for the simulations of this thesis and
the simulation results of the receiver based MUD techniques BER performance are displayed.
2.1 System model
In this section, a discrete-time model to describe the transmission in a CDMA system is de-
rived from the continuous-time model under certain assumptions. The emphasis is given to the
DS-CDMA downlink scheme. The model is a further development of the models presented in
[25, 26] associated with a flat-fading channel and [27] extended to multipath propagation. Fur-
thermore, the matrix-vector description of the system is deduced from the discrete-time model.
2.1.1 Continuous-time model
As mentioned in Chapter 1 in DS-CDMA communication systems the information-bearing
signal is multiplied directly by a spreading code (also known and as signature waveform or
spreading sequence) with a much larger bandwidth than the data. The general transmitter-
receiver block diagram of such a system is given in Figure 2.1. After transmission of the signal,
the receiver despreads the SS-signal using a locally generated code sequence. To be able to
perform the despreading operation, the receiver must not only know the code sequence used to
spread the signal, but the code of the received signal and the locally generated code must also
be synchronised. This synchronisation must be accomplished at the beginning of the reception
and maintained until the whole signal has been received [2]. This operation is performed by the
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synchronisation/tracking block. In this work perfect code synchronisation/tracking is assumed
and thus the corresponding block in Figure 2.1 is omitted. We will get into more details about
the transmitter and receiver operations in sections 2.1 and 2.3. In this section, we will restrict
















Figure 2.1: Transmitter-receiver DS-CDMA block diagram
For the derivation of the continuous time model of a CDMA system we start from the general
block diagram as presented in Figure 2.2. In every cell of a modern mobile communications
system there areK active users. Values and functions related to user k, where k takes the values
1 . . . K are marked with subscript k. In this model the base station has one omnidirectional




































Figure 2.2: Continuous-time downlink model for multiple access







The analysis throughout this thesis will be simplified by representing all signals with their com-
plex lowpass equivalents. Thus, s(t) is transmitted over K time-varying linear radio channels
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with impulse response hk(τ, t), where τ denotes the delay time and t denotes the absolute time
[8, 9, 11, 28]. The delay time τ is the delay in excess of the minimum propagation time between
transmitter and receiver and characterises the time spread introduced by multipath propagation
when an impulse is transmitted over the channel. The delays arise from scattering, reflection,
refraction or diffraction of radiated energy off the objects that lie in the environment, as ex-
plained in Chapter 1. The minimum delay time is zero and the maximum delay time is denoted
as τmax. The maximum delay time is also known as the delay spread. At site k the received
signal ek(t) is the result of the convolution of s(t) with the channel impulse response h(τ, t).




s(t− τ)hk(τ, t)dτ + v(t) (2.2)
In Figure 2.2 the received signal is disturbed by an additive noise signal v(t). The additive noise
signal v(t) is mainly determined by intercell interference as the same frequency band is reused
in adjacent cells according to a CDMA cellular system. Adjacent channel intracell interference
and thermal noise is also present in v(t) as in the case of CDMA the K signals are neither
disjoint in frequency domain, as in FDMA, nor in the time domain, as in TDMA, but are only
separable by means of different spreading sequences. An essential assumption that simplifies
our notation is that the time duration of the signal s(t) is short enough that the channel impulse
response hk(τ, t) may be considered time-invariant during the transmission of s(t), i.e.
hk(τ, t) = hk(τ) (2.3)
The case of time-invariant channels hk(τ) is relevant for the CDMA-TDD system concept and
is valid for low mobility users as will be explained in Chapter 3.
In order to describe the continuous model of the transmitted downlink lowpass signal s(t) for








The data symbols transmitted are denoted as dmk , m = −M . . .M . The block of transmitted
data has a length of N = 2M + 1 data. They are taken from a complex symbol alphabet
Y = {Y1 . . .Y`} of length `. Each one of the K users transmits data symbols scaled by the
amplitude wmk determined by power control algorithms. The data symbols are spread before
16
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transmission with specific signature waveforms. The symbol duration is Ts and the signature








k gc(t− qTc), t ε [0, Ts]
0, otherwise
(2.5)
The chips c(q)k , of duration Tc are taken from the alphabet {−1,+1} and gc(t) is the chip
waveform which is assumed to be the same for each of the K users. An example of a direct-





1, if 0 ≤ t ≤ Tc
0, otherwise
(2.6)
The magnitude of the Fourier transform of the rectangular pulse waveform displays consider-
able frequency content beyond the spectral null 1/Tc. For the sake of spectral efficiency some
CDMA systems choose a smooth chip waveform with very little energy beyond the chip rate.
Such typical chip waveforms can be the raised cosine pulse shaping [11] with a roll off factor













For every symbol of duration Ts, there is a corresponding number Q of weighted chip impulses
gc(t) with the weighting factors c
(q)






by which the chip rate 1/Tc is increased over the symbol rate 1/Ts is the spreading factor or
processing gain related to a data symbol [13]. In frequency domain this means that the spectrum
of the source signal is increased by a factor of Q times. An example of a direct sequence spread
spectrum (DS-SS) signal sk(t) is shown in Figure 2.3. In this example 14 code chips per
information symbol are transmited (the chip rate is 14 times the data rate).
Returning to Figure 2.2 the resulting transmitted signal from the BS to the K mobile active
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Figure 2.3: Generation of a SS signal





In the next section the discrete-time model for the downlink of CDMA will be produced based
on the continuous model.
2.1.2 Discrete-time downlink transmission model
For the derivation of the discrete-time model, it is assumed that hk(τ), eq (2.3), has finite
duration and is causal. These assumptions are common in the case of mobile radio applications
[28]. Under these assumptions, hk(τ) sampled at the chip rate yields a finite number L of









, 0 ≤ l ≤ L− 1
0, otherwise
(2.10)
These samples are in general not equal to zero, whereas the samples h(lTc) for l < 0 and
l > L − 1 are zero. The channel impulse response hk(τ) can be reconstructed perfectly from
the samples hk(l), l = 0 . . . L − 1, if the bandwidth of hk(τ) is smaller than or equal to the
sampling rate 1/Tc. Most of the effective energy of the transmitted signal sk(t), and thus of
the hk(τ) is concentrated in a frequency bandwidth of 1/Tc. The energy portion outside the the
18
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bandwidth 1/Tc is assumed to be negligible.









, 0 ≤ q ≤ Q− 1
0, otherwise
(2.11)








k , q = 0 . . . Q− 1 (2.12)
The number Q of chips per bit and the chip waveform are common to all users in a direct-
sequence spread-spectrum CDMA system. The difference among the signature waveforms is
the assignment of binary “sequence” or “code” {c0k . . . c
Q−1
k }, which is different for each user.
As mentioned in Chapter 1 multiple access capability in CDMA requires low crosscorrelations
of different spreading sequences. In subsection 2.2.3 a brief introduction to spreading codes
design and classification is given. Throughout this research the period of the pseudonoise
waveform is equal to the symbol period, although in some practical CDMA systems it can
be larger (Q ≥ Ts/Tc).
The total transmitted downlink signal s(n) for the conventional CDMA downlink scenario in














s(n− l)h(l) + v(n) (2.14)
The discrete-time transmission model of eq. (2.14), which describes the transmission in a
CDMA system, is illustrated in Figure 2.4. In this representation the channel has been replaced
by a tapped delay line transversal filter or finite impulse response filter with delays equal to the
chip duration Tc and tap-coefficients equal to hk(n), n = 0 . . . L − 1 [11]. A representative
model of the channel profile (tap delays and statistical properties) can be provided by the UMTS
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Figure 2.4: Discrete-time CDMA channel model
2.1.3 Matrix-vector notation for the discrete-time transmission model
Based on the aforementioned assumptions and notations of the discrete-time transmission model,
the matrix-vector notation is introduced in this section. For the sake of clarity we state, at this
point, that for any vector x, ‖x‖2 denotes the inner product xTx and [x]j the jth element of
the x vector. For any matrix X, [X]i,j denotes the element in the ith row and jth column. Fur-
thermore, vectors are represented by boldface lower case letters and matrices by boldface upper
case letters while symbols x∗/X∗ and xT /XT indicate complex conjugation and transposition
of vector/matrix x/X respectively.
The spreading code consists of Q chips and it is described by the vector:
ck = [ck(0) · · · ck(Q− 1)]T (2.15)
The channel vector hk consists of the tap-coefficients of the FIR filter that represents the chan-
nel:
hk = [hk(0) · · · hk(L− 1)]T (2.16)
Let dk be a vector sequence of N = 2M + 1 transmitted bits for user k
dk = [d
−M
k · · · d0k · · · dMk ]T (2.17)
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The column vector d of length KN is a block of data that contains the bits of all the users and
is defined as :
d =
[
dT1 · · ·dTk · · ·dTK
]T
(2.18)
By defining now the NQ×N matrix Ck :






ck(i−Q(j − 1) − 1), for 0 ≤ i−Q(j − 1) − 1 ≤ Q− 1
0, otherwise
(2.19)
and the NQ×NK matrix C:
C =
[
C1 · · ·Ck · · ·CK
]
(2.20)
the NQ-length vector form for signal s, in eq. (2.13), for a conventional CDMA system is:
s = CWd (2.21)
where W is a NK × NK diagonal matrix with the diagonal elements the amplitude of each
transmitted symbol dmk . W is defined as:
W = blockdiag
(
W1 . . .Wk . . .WK
)
(2.22)
and N ×N matrix Wk as:






wik, i = j
0, i 6= j
(2.23)
The received signal ek(n) at the kth MS is the result of the convolution s(n)∗hk(n) or in vector
form the vector ek of length NQ+ L− 1 :
ek = Hks + v = HkCWd + v (2.24)
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where channel matrix Hk is of size (NQ+ L− 1) × (NQ)






hk(i− j), for 0 ≤ i− j ≤ L− 1
0, otherwise
(2.25)
and v is a noise vector of length (NQ + L − 1) . The components [v]i are assumed to be
statistically independent from the data symbols dmk . The noise vector v, in eq. (2.26), has a
covariance matrix Rv . The matrix Rv is Hermitian and in the case of stationary noise it has a





































































Data symbols dmk , k = 1 . . . K,m = −M . . .M , have also zero mean and the covariance






























c1(0) 0 0 c2(0) 0 0
c1(1) 0 0 c2(1) 0 0
c1(2) 0 0 c2(2) 0 0
0 c1(0) 0 0 c2(0) 0
0 c1(1) 0 0 c2(1) 0
0 c1(2) 0 0 c2(2) 0
0 0 c1(0) 0 0 c2(0)
0 0 c1(1) 0 0 c2(1)






































w−11 0 0 0 0 0
0 w01 0 0 0 0
0 0 w11 0 0 0
0 0 0 w−12 0 0
0 0 0 0 w02 0
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hk(0) 0 0 0 0 0 0 0 0
hk(1) hk(0) 0 0 0 0 0 0 0
0 hk(1) hk(0) 0 0 0 0 0 0
0 0 hk(1) hk(0) 0 0 0 0 0
0 0 0 hk(1) hk(0) 0 0 0 0
0 0 0 0 hk(1) hk(0) 0 0 0
0 0 0 0 0 hk(1) hk(0) 0 0
0 0 0 0 0 0 hk(1) hk(0) 0
0 0 0 0 0 0 0 hk(1) hk(0)



























2.2 Air interface structure
The design of an air interface presupposes good understanding of the system’s requirements.
Target data rates, bit error rate, delays along with the channel models define the radio environ-
ment. The radio environment sets the constraints on the system design and therefore it has to be
carefully modeled. More issues that have to be taken into account when designing an air inter-
face are the spectrum availability, the synchronisation constraints, signaling requirements and
complexity restrictions. The IMT-2000 system requirements have been specified in [30] and
described in more detail in [31]. Corresponding ETSI documents for UMTS are [32, 33]. The
CDMA radio interface involves several areas, as shown in table 2.1, that sometimes contradict
with each other. The desire, for example, for minimisation of equipment and complexity cost
leads in general to poorer performance since the later demands more advanced and complex
receivers. Figure 2.5 shows that the air interface functions are divided into protocol layers [34].
The physical layer performs error control, modulation, spreading, interleaving, transmitting and
receiving data for the physical channels. The medium access layer coordinates the resources
provided by the physical layer and the link access layer sets up, maintains and releases the log-
ical link connection. The network layer includes call control, mobility manager and the radio
resource management, part of which are the handover and power control. A brief description
of some of the above functions that depend on the underlying multiple access method (CDMA)
follows next. Data detection and recovery at the receiver will be examined in details in the next
sections.
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System requirements Radio interface design
data rates physical channels
BER, delay spreading codes design
radio environment modulation
bandwidth availability error control schemes





Table 2.1: Air design procedure for CDMA
Link access layer
Medium access control
Physical Layer Layer  1
Network layer Layer  3
Layer  2
Figure 2.5: Layer structure of CDMA air interface
2.2.1 Frame length design
The service requirements and desired radio performance determine the frame length of the
data transmitted, e.g. in a fading channel the frame length has to be long enough to support
a reasonable interleaving depth but it cannot exceed the transmission delay requirement of
service. For third generation wireless systems the delay requirement for speech is specified to
be 30−40ms and hence, a frame length of 10ms is short enough if interleaving is spanning only
one frame. On the other hand, for data services a longer interleaving period is often tolerable.
2.2.2 Pilot signals
A pilot channel is useful in order to obtain a phase reference for the coherent detection of the
data modulated signal. User dedicated pilot symbols can be used as a reference for channel
estimation and initialisation of the RAKE receiver fingers.
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2.2.3 Spreading code design
In a DS-CDMA transmitter the information signal is modulated by a spreading code and in the
receiver it is correlated with a replica of the same code. Thus, low crosscorrelation between the
desired and the interfering users is important to reduce the multiple access interference. More-
over, adequate autocorrelation properties are required for reliable initial synchronisation. Large
sidelobes of the autocorrelation function can easily lead to erroneous code synchronisation de-
cisions. Good autocorrelation properties of the spreading code result in a better resolution of
the multipath components of a spread spectrum signal. Crosscorrelation and autocorrelation
properties are connected in such a way that both cannot be adequate simultaneously [2]. For
example, random codes exhibit good autocorrelation properties but worse crosscorrelation than
the deterministic ones. Spreading codes can be divided into pseudo-noise codes and orthogonal
codes.
Pseudo-noise sequences are generated with a linear feedback shift register generator. The out-
puts of the shift register cells are connected through a linear function formed by exclusive-or
(XOR) logic gates into the input of the shift register. A two-tap linear binary shift register is
displayed in Figure 2.6. Three of the basic classes of pseudo-noise sequences are:
• Maximum length sequences (M-sequences)
• Gold sequences
• Kasami sequences
Figure 2.7 displays the autocorrelation function of an M-sequence and the crosscorrelation
function of two randomly selected M-sequences. The autocorrelation properties of M-sequences
are very good, in contrast with their crosscorrelation properties. Orthogonal sequences are
completely orthogonal for zero delay but for other delays they have very bad crosscorrelation
properties and thus they are suitable only for synchronous applications.
In any case the correlation properties and the number of codes needed are two important selec-
tion criteria in order to design and select the most appropriate code family for a particular air
interface design. For a more detailed description of spreading codes design, analysis and usage
readers can refer to [13, 35–40].
The spreading codes for UTRA are called channelisation codes. Channelisation codes are used
25
System model - Multiuser detection
01234
Figure 2.6: Two-tap linear binary shift register
















Figure 2.7: The autocorrelation function of an 31-chips long M-sequence and the crosscorre-
lation function of two randomly selected M-sequences with the same length.
from a single source to seperate transmissions, i.e. downlink connections within one sector and
the dedicated physical channel in the uplink from one terminal. The spreading/channelisation
codes of UTRA are based on the Orthogonal Variable Spreading Factor (OVSF) technique,
which was originally proposed in [41]. The use of OVSF codes allows the spreading factor
to be changed and orthogonality between different spreading codes of different lengths to be
maintained. The codes are picked from the code tree, which is illustrated in Figure 2.8. In
case the connection uses a variable spreading factor, the proper use of the code tree also allows
despreading according to the smallest spreading factor. This requires only that channelisation
codes are used from the branch indicated by the code used for the smallest spreading factor. In
downlink the only impairment of channelisation codes is their limited number which reduces
the number of active users. For examble for channelisation of length Q = 16, only 16 users can
be active simultaneously. The problem is solved with random codes at the cost of orthogonality.
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C     =  (1)
C     = (1,1)
C       =(1,1,−1,−1)
1,1
2,1
C        =(1,−1)2,2
C       =(1,1,1,1)4,1
4,2
4,3C      =(1,−1,1,−1)





Figure 2.8: Beginning of the channelisation code tree.
The loss of orthogonality, on the other hand can be of minimum effect by means of multiuser
detection or pre-coding techniques. The second is the subject of this thesis and, therefore,
random generated codes are used.
2.2.4 Scrambling
In addition to spreading, part of the process on the transmitter is the scrambling operation.
This is needed to separate terminals or base stations from each other. Scrambling is used on
top of spreading, so it does not change the signal bandwidth but only makes the signals from
different sources separable from each other. With the scrambling it would not matter if the
actual spreading were done with identical code for several transmitters. The scrambling codes
at the uplink seperate the terminals and at the downlink seperate the sectors.
2.2.5 Modulation
The data modulator maps the incoming coded data bits into one of M = 2m possible real or
complex valued transmitted symbols. Binary data modulation follows the rule: (1 ⇒ +1),
(0 ⇒ −1) or quaternary, like Gray encoding, that follows the rule: (00 ⇒ +1 + j), (01 ⇒
−1 + j), (10 ⇒ 1 − j), (11 ⇒ −1 − j). Quaternary modulation does not give any advan-
tage over binary modulation in a power limited DS-CDMA system [2]. On the contrary, it is
actually slightly more sensitive to phase errors due to crosscoupling of the I and Q channels.
Demodulation can be noncoherent, differentially coherent or coherent. The coherent reception
gives a 3-dB advantage over noncoherent in a AWGN channel. The phase reference, required
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for coherent demodulation, can be provided by a data bearing signal or an auxiliary source such
as a pilot symbol.
The modulated data are transmitted with binary, quaternary or complex spreading via spreading
circuits. The binary DS-spreading circuit has a simple transmitter structure, as in Figure 2.2,
with only one PN sequence per symbol. Its drawback is that it is more sensitive to MAI than the
balanced and the dual-channel quaternary transmitter. The balanced quaternary DS-spreading
spreads the same data signal onto I and Q channels using two spreading sequences, while
in the dual-channel QPSK spreading circuit the symbol streams on the I and Q channels are
independent of each other. Both spreading circuits are depicted in Figure 2.9.
πsin(2   f  t)0
πcos(2   f  t)0
Σ
πsin(2   f  t)0
















Figure 2.9: Spreading circuits
The spreading circuit is followed by the spreading modulator. Linear modulation methods
(BPSK, QPSK, and offset QPSK) have been proposed for WCMDA on the grounds that they
offer good modulation efficiency. The modulated signal should be able to tolerate as much as
possible the fact that nonlinear power amplifiers (preferred over linear) on the transmitter result
in spectrum leakage to adjacent carriers. Thus, in practice, after the modulation is fixed, pulse
shaping, eq. (2.7), determines the final spectrum properties of the modulation scheme. The
BPSK, QPSK and O-QPSK constellation diagrams are illustrated in the Figure 2.10.
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Figure 2.10: Constellation diagrams of linear modulation methods
2.2.6 Error control schemes
Error control schemes, used in wireless telecommunications, are divided in two major cate-
gories: the forward error control (FEC) and automatic repeat request (ARQ) [42]. A hybrid
scheme is a combination of these two. In FEC, the error correcting code, sometimes referred to
as the channel code, is used to combat transmission errors in a fading radio channel, while in
ARQ the error detecting is used together with a retransmission protocol. Among the different
error control schemes the right choice is a function of the required quality of service (data rate,
delay and BER) and the radio channel. Error ratios without any error correcting algorithms in a
fading channel are of the order of 10−1 to 10−2. After using convolutional codes [11] (standard
coding for all cellular systems) the resulting error ratio drops down to the order of 10−2 to
10−3 which is sufficient for speech transmission. However, this performance is not sufficient
for data transmission, where the required BER is 10−6 or better. This can be achieved with a
concatenated coding scheme using a convolutional and a block code, typically a Reed-Solomon
code [43]. A recently developed FEC coding scheme is turbo coding [44–47]. Turbo codes
are parallel or serial concatenated recursive convolutional codes, whose decoding is carried out
iteratively [47] and they demonstrate performance close to the Shannon capacity limit on both
AWGN and Rayleigh fading channels. Another scheme used for controlling errors is interleav-
ing that is mostly effective against burst errors. The interleaving scheme can either be block or
convolutional interleaving [11].
2.2.7 Power control
The power control problem arises particularly in the uplink of a DS-CDMA system and it is
due to multiple access interference. The signal received by the BS from a user terminal close to
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the BS will be stronger than the signal received from another terminal located further. [2, 48].
Therefore, the remote users will be dominated by the close users. This is called the near-far
effect. To overcome this problem the signals should arrive at the BS with the same mean power.
The power control mechanism achieves a near constant received mean power for each user. In
addition to these, this mechanism may improve the overall performance of a DS-CDMA system
against fading channels by compensating for the fading dips.
In the downlink, in contrast to the uplink all signals are transmitted through the same channel
and they are received by a given MS with equal powers. Thus, power control is not required
to eliminate the near-far problem. However, the power control is still needed to minimise the
interference to other cells and to compensate for the interference of other cells. The worst-case
scenario occurs when the MS is located at the cell’s edge, equidistant from more than one BS.
There are two types of power control: open loop and closed loop [49]. In the open loop power
control, the receiver measures the interference conditions from the channel and consecutively
adjusts the transmission power to meet the desired error rate. This method presumes that the
uplink and the downlink channels are correlated, otherwise a closed loop algorithm is necessary.
In closed loop power control, the receiver measures the signal to interference ratio and sends
the information to the transmitter.
2.2.8 Handover
In a CDMA system the neighboring cell frequency bands are arranged as mentioned in Chapter
1. With this type of approach a mobile performs a hard handover, when the signal strength of
a neighboring cell exceeds the signal strength of the current cell by a given threshold. In order
to avoid this kind of interference, an instantaneous handover from the current cell to the new
cell would be required but this is not feasible in practice. The solution that allows the MS to be
connected into a cell from which it receives the highest power is soft handover. In accordance
with that the mobile terminal is connected simultaneously to two or more base stations thereby
its transmission power can be controlled according to the cell whose signal arrives with the
strongest power. A mobile station enters the soft handover state when the signal strength of a
neighboring cell exceeds a certain threshold but is still below the current base station’s signal
strength. We should mention here that, typically, soft handover is only applied in FDD systems
while it is more difficult to be applied in TDD systems.
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2.2.9 Discussion
From the above we conclude that a CDMA system is more complex than the simple version
presented in Figure 2.1. A more elaborate version of the transmitter, for instance, is illustrated
in Figure 2.11. The data before transmission are passing through the blocks for framing, chan-
nel coding, interleaving and multiplexing with other services if necessary. Parameters like the
spreading factor, the data rate and the power factor by which the transmitted data are scaled are
determined by the control block. In this section only a general idea was given of the variety of
operations that take place in a CDMA air interface. In reality, the system is much more com-
plicated and depend on the actual CDMA (WCDMA, cdma2000,...) specifications. For more
details on the 3G partnership project (3GPP) wideband CDMA physical layer, for instance, the




















Spreading Filters    
Antenna
Figure 2.11: Transmitter block diagram
2.3 RAKE receiver
If a synchronous AWGN channel is assumed in conjuction with orthogonal codes it is adequate
for the receiver to correlate the received signal with the spreading code of the user of interest.
The correlator can be replaced by a filter matched to the spreading code [11]. Setting ‖ck‖ = 1











ck(t)v(t), 1 ≤ k ≤ K (2.30)
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ci(t)ck(t)dt, ρik = c
T
i ck (2.31)
Thus, if ρik = 0, i 6= k, then the output of the matched filter consists of the decoupled desired
symbol perturbated by the filtered noise. However, in Chapter 1 it was mentioned that radio
channels usually include multipath propagation where, several time-shifted and scaled versions
of the transmitted signal arrive at the receiver, reflected by mountains, buildings and other ob-
stacles. The presence of multipath fading environment or even random time offsets between
signals destroy the orthogonality among the spreading sequences of the received user signals.
Lack of orthogonality leads to cross interference or multiple access interference between the
signals of different users while the multipath imposes intersymbol interference to the transmit-
ted signal. In Figure 2.12 the multipath effect is illustrated. Equation (2.30) is extended to








Correlation with the kth user gives rise to the recovered data term, a correlation term from all
the other users (MAI), and correlation with the thermal noise v(t) yields the noise term. The
signal to noise-plus-interference ratio was defined in Chapter 1 as the the desired signal energy
over the sum of the power of all kinds of interferences. For data detection in systems applying
CDMA, the two problems of channel equalisation and of signal separation have to be solved
simultaneously. A simple correlator or a matched filter is not adequate any more as it detects
only one user while the signals of the other users are treated as noise and it can’t cope with
the intersymbol interference. We will examine next the single-user scenario of a DS-CDMA
system in a frequency selective channel.
As shown in section 2.1 a multipath channel can be modeled as a tapped delay line with statis-
tically independent tap weights that provides us with L replicas of the same transmitted signal
at the receiver. Hence, a receiver that processes the received signal in an optimum manner
will achieve the performance of an equivalent Lth-order diversity communications system. The
signals are resolvable when they arrive more than one chip apart in time from each other. In
frequency domain, it means that the bandwidth of the transmitted signal should be larger than
the coherence bandwidth of the channel. This is the case when a spread spectrum signal is as-
sumed, as in a DS-CDMA system. In DS-CDMA, multipath has both a positive and a negative
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symbol of 6 chips
chips affected by intersymbol interference (ISI)
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Figure 2.12: Intersymbol interference (ISI): how bit d−1’s multipath replicas affect the next bit
d0. Interchip interference (ICI) : within one symbol by delayed replicas of itself.
effect. On one hand, the independent paths can be a valuable source of diversity and on the
other hand impose intersymbol interference.
A popular single-user receiver in the presence of multipath is the RAKE combiner proposed by
Price and Green in 1958 [50, 51]. The RAKE receiver uses multiple correlators, one for each
path, and the outputs of the correlators are combined into a single output to maximise the signal
to noise ratio. The combination method is usually maximal ratio combining in accordance
to which each of the replicas of the signal is weighted by its own complex conjugated path
gain (attenuation factor). In Figure 2.13 the configuration for a RAKE receiver is given. It
is a tapped delay line whose tap-coefficients correspond to the multipath channel illustrated
in Figure 2.4. In effect, the tapped delay line receiver structure attempts to collect the signal
energy from all the received signal paths that fall within the span of the delay line and carry the
same information. In the configuration of Figure 2.13 the correlators can be replaced by filters
matched to the k-user’s spreading code ck. The outputs are sampled at bit times, which yields
“soft” estimates of the transmitted data. The final ±1 “hard” data decisions are made according
to the signs of the soft estimates.
While the RAKE receiver gives good results and increases the signal to interference ratio for
the single-user case it doesn’t do the same in the multiuser DS-CDMA scenario. Orthogonal
codes lose their properties when passed through different multipath channels. It is clear that the
conventional RAKE receiver follows a single-user detector strategy; it detects one user without
regard to the existence of other users, which are treated as noise. Thus, there is no sharing of
multiuser information or joint signal processing. The success of this detector depends on the
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Figure 2.13: RAKE receiver configuration
properties of the correlation between codes. Thus eq. (2.32) is also valid for the RAKE receiver.
As the number of interfering users increases, the MAI increases and consequently the signal
to (MAI+ISI+noise) reduces. Therefore, the overall performance of the system is dramatically
decreased. On the top of that, the conventional detector is very sensitive to the near-far problem
as weaker users may be overwhelmed by stronger users. All of these give rise to the multiuser
detection problem which will be discussed in the next section.
The matrix description of the conventional detector will be described. The output of the kth









and O is aN× (L−1) zero matrix. For a AWGN channel, when L = 0, Bk = Ck. The output



















Figure 2.14: RAKE receiver’s fingers
The RAKE receiver involves several more functions that become even more complicated when
it comes to actual implementation. Figure 2.14 illustrates some of the functions that take place
in each finger of the RAKE-receiver in addition to the despreading correlator and the maximal
ratio combining. The impulse response measurement correlates the received signal with dif-
ferent phases of the pilot code to find the multipath components. Whenever the delays of the
impulse response change, the impulse response measurement block allocates new code phases
for the code tracking block that tracks the small changes. The RAKE receiver’s weights must
be updated, whenever the channel changes, with the complex conjugated channel coefficients.
Therefore, the amplitude and phase estimation block is necessary. The channel estimate can
be implemented using pilot symbols or adaptively with training sequences. More details about
RAKE receiver implementation and extended bibliography can be found in [2].
2.4 Multiuser detection
The goal of the data detection in every mobile user k is to determine an estimate of the trans-
mitted symbols addressed to the particular user. In other words, an estimate d̂k of the source
data vector d has to be determined from the received vector ek, which is disturbed by the noise
vector v, eq. (2.24).
d̂k =
(
d̂−mk . . . d̂
0





The detection problem results from the fact that a number of signals, only distinguished by
different codes arrive at the receiver at the same time in the same frequency band and the
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orthogonality properties cannot be controlled in a multipath environment. As discussed in
section 2.3, RAKE receivers fail to recover the data when MAI is present because there is no
sharing of multiuser information or joint signal processing. Therefore, a more sophisticated
receiver should be implemented. In Figure 2.15 the detection problem is illustrated for the
uplink and the downlink. In the uplink the BS knows the codes of all users and the channels
that link it with them, while in the downlink the MS should have an estimate of the channel
and knowledge of all the spreading codes active in a cell. Vector e in Figure 2.15 denotes a
superposition of all signals ek arriving at the BS.
1c  ,..., c  K R v 1c  ,..., c  K R vh  ,..., h1 Kh k





Figure 2.15: Problem of data detection
The optimum solution to the equalisation problem, under the assumption that all possible trans-
mitted sequences are equally probable, is nonlinear maximum-likelihood sequence estimation
(MLSE) implemented, for instance, by the Viterbi algorithm [26]. The detector which yields the
most likely transmitted sequence, d, chooses d to maximise the probability that d was transmit-
ted given that e was received . This probability is reffered to as a joint a posteriority probability
P (d|e)[11]. The problem with the MLSE approach is that the complexity of the Viterby al-
gorithm increases exponentially with the size of the symbol alphabet and the number of active
users K . Actually, there are 2NK possible d vectors that results in an exhaustive search for
typical message sizes and number of users. Another disadvantage of the MLSE detector is that
it requires knowledge of the received amplitudes and phases. These values, however, are not
known a priori, and must be estimated. Despite the huge performance and capacity gains over
conventional detection, the MLSE detector is not practical. A realistic direct-sequence system
has a relatively large number of active users; thus an exponential complexity in the number of
users makes the computational cost of this detector too high.
Therefore, several suboptimum algorithms for the multiuser detection problem have been devel-
oped. Figure 2.16 shows their classification. The proposed detectors can be classified in one of
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Figure 2.16: Multiuser detection classification
two categories: linear multiuser detectors and subtractive interference cancellation detectors.
Representative and popular linear multiuser detection are the zero-forcing (ZF) and MMSE.
In subtractive interference cancellation detection, estimates of the interference are generated
and subtracted out. Successive interference cancellation can take place in serially (SIC) or in
parallel stages (PIC). In extension to that, some interference cancellation algorithms that use
decision feedback for improved performance create a new family of algorithms. An overview
of the multiuser detection algorithms can be found in [28, 52–54]. Table 2.2 is a list of impor-
tant contributions where various multiuser detection algorithms are derscibed in detail. In the
“remarks” column we state if the algorithm is developed for a synchronous or asynchronous
CDMA system, in a multipath Rayleigh or flat-fading radio-channel.
References Remarks
[55–57] synchronous, flat channel
[25, 58, 59] asynchronous, flat-fading
Linear [60–63] synchronous, frequency-selective, Rayleigh
[64] asynchronous, frequency-selective, Rayleigh
[65] asynchronous, frequency-selective, Rayleigh fading,
antenna diversity
[26] maximum likelihood, Gaussian, asynchronous
Non-linear [66, 67] subtractive interference
cancellation, multipath
Table 2.2: Important contributions to multiuser detection algorithms
A comparison by means of Monte-Carlo simulations of the above methods can be found in [68].
In addition to the algorithms named above, in the bibliography adaptive multiuser detection
algorithms [69–75] or blind algorithms [55] can be found. Two linear multiuser detection
algorithms applied for a frequency selective channel, will be presented in detail in this section.
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The reason for selecting linear ones is to compare them with linear transmitter based precoding
techniques, which is the main topic of this thesis. The synchronous case scheme is considered
for simplicity and since in this thesis we are interested in the downlink of a CDMA system the
algorithms are the ones that can be applied on the mobile receiver.
2.4.1 Zero-Forcing algorithm
The zero forcing block linear equalization is described for the uplink case in [28]. A mod-
ification applicable for the downlink is presented here. The estimate of the data vector dk
determined by the ZF algorithm is defined as:
d̂ = arg min
d
(
(ek −HkCd)HR−1v (ek −HkCd)
)
(2.36)
Note that all the transmitted data d are detected here and not only the desired ones dk. Thus,




HR−1v (ek − HkCd)
)
with respect to d. If Rv = σ2I this minimisation is equivalent
to minimising the squared Euclidean distance ‖ek − HkCd‖2. The function to be minimised
is the same for MLSE. However, while the minimisation in the case of MLSE is performed
under the constrained that d is taken from the data vector alphabet, in the case of the ZF d may
take any value. The ZF can be interpreted as an MLSE for unknown data vector alphabet. The





















has to be non-singular.
When considering real world time-variant channel impulse responses hk and when choosing
the user specific CDMA codes ck properly the matrix is singular with probability equal to zero
if K ≤ Q [28]. The requirement K ≤ Q is deduced from the fact that the number NQ+L− 1
of samples of the received vector ek (number of scalar equations forming the system of linear
equations given in eq. (2.38) ) has to be larger than the number KN of data symbols combined
in d, which have to be estimated. Independently of the number L of multipath components
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of hk this is fulfilled if K 6= Q. The JD-ZF algorithm is particularly useful in the downlink
when non-orthogonal, e.g. pseudo-random spreading sequences, are used as it exploits fully
the known crosscorrelation of all users. In case of orthogonal codes a single-detection ZF
(ZF-SD) algorithm can be used as described in [28] where the mobile detector knowledge is





HHk and the codes’ orthogonal properties are recovered. The
performance of ZF-SD is worse than ZF-JD as shown in [28]. On the top of that, the number
of users for a spreading gain Q that can be active is restricted to Q for orthogonal codes, while










If we replace ek with the right-hand side of eq. (2.24) in equations (2.39) and (2.38) it be-
comes obvious that ZF algorithms eliminate the ISI and MAI perturbation term. The re-





σ2 (for ZF-JD), which is further reflected in the BER performance.
2.4.2 Minimum mean square error algorithm
The linear data detector based on MMSE block linear equaliser is presented here. The MMSE
multiuser detection algorithm has been well analysed in [55] for a single path Gaussian channel
and extended for multipath in [59, 61]. Again two versions can be employed. The joint detec-
tion (MMSE-JD) where the full construction of the downlink transmitted signal is taken into
account and the single detection (MMSE-JD) that presupposes orthogonal spreading codes for
sufficient performance. We note here that for the uplink only a joint detection can be applied as
the different channels over which the mobiles transmit destroy the orthogonality. The criterion








The MMSE minimises the mean squared norm of the estimation error vector d′−d with respect
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While MMSE-JD depends on full knowledge of the spreading codes of all users MMSE-SD
















, s as in eq. (2.21). As before the single detection algorithm can give
sufficient performance only under the condition that the signature waveforms of the users are
orthogonal and even under this assumption it is outperformed by its joint detection counterpart.
2.4.3 Discussion
The NK × NQ+ L− 1 dimension matrix (HkC)H in equations (2.38) and (2.42) implies a
bank of RAKE receivers. The NK outputs of those receivers is transformed by the appropriate
decorrelating matrices (ZF or MMSE) to yield the estimate transmitted data as shown in Figure
2.17. Another approach could be that each multipath component is used as an additional user
and then a number ofKNL of samples has to be taken at the chip rate at the outputs of matched
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H
Figure 2.17: Block diagram of linear receiver based multiuser detection scheme
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2.4.4 Complexity
From the previous section we can conclude that for the downlink CDMA the JD techniques
are preferable over the SD in terms of performance and in the sense that they are the only
recommended methods for the scenario of random spreading codes assigned to the users. This
section examines the computational complexity of JD algorithms and explains why it is not
practical to implement them at the mobile terminal for the CDMA downlink. To do so we
examine what the terms in equations (2.38) and (2.42) imply.
• C, spreading codes knowledge
This implies that all the codes of all active users should be known to the mobile in order
to construct the appropriate matrix C and uncouple the desired signal. To achieve this
the BS station should send the information at the beginning of every transmission, which
means extra capacity loss.
• Hk, channel knowledge
All the linear algorithms contain the matrix Hk. The construction of this matrix presup-
poses channel knowledge, which can be acquired either by channel estimation algorithms
for CDMA or by feedback information from the BS. This results in extra hardware and
power consumption in the mobile terminal for performing the channel estimation algo-
rithms while the later leads to capacity deterioration.











The transformation matrices are of size NK × NK and their inverse is required. A
matrix inversion is the operation that requires the largest computational cost. Instead of
matrix inversion Choleski decomposition can be used to alleviate the complexity cost.
As described in [28], in some cases, a submatrix of the matrix to be inverted that still
contains the whole information of the initial matrix but has smaller dimensions, can be
inverted or decomposed.
From the above observations it becomes apparent that multiuser detection algorithms require
hardware, power consumption and consequently size and weight. Because issues of cost, size
and weight are much larger concerns for the mobiles than for the base station, it is not currently
practical to include multiuser detection in mobiles [52]. Instead it has been primarily considered
for use at the base station where detection of multiple users is required in any case. However,
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improving the capacity of the uplink past that of the downlink does not improve the overall
capacity of the system [54]. For these reasons in the next Chapters we will examine under a




The basic assumptions for the Monte Carlo simulations that are carried out in this thesis are
listed in this section. The simulated systems are simplified in such a way that the objective of
this research remains unaffected.
• The data symbols dmk , m = −M . . .M , are BPSK modulated thus dmk = ±1. They are
uncorrelated and thus, Rd = I. In this work the data transmission is continual.
• For the implementation of receiver-based multiuser detection techniques for comparison
purposes, perfect knowledge of the downlink channels is assumed at the MS. The BS has
also perfect knowledge of the downlink channel that can be extracted from the uplink
reception under certain conditions. Those conditions will be examined in Chapter 3.
Thus, no pilot symbols or training sequences are required for channel estimation.
• The additive noise at the receiver is white Gaussian and uncorrelated. Hence, Rv = σ2I.
• The spreading codes for the users are random generated binary codes to allow for the
worst case. The spreading gain selected is Q = 16.
• Throughout our research we focus on the downlink system and we consider only one cell.
The intercell interference is modeled as AWGN.
• The channels are also assumed to have slow fading characteristics and are constant during
the data-block transmission. The channels have a multipath profile that follows the delays
of the vehicular environment A [29], shifted to be the nearer integer multiplier of the chip
period Tc = 0.26µsec. The profiles of 5 of the channels used in this work, characterised
as severe multipath, are given in table 2.3. For the scenario of more than five users,
wherever examined in this thesis, the rest of the channels follow a similar pattern. The
delay spead is L = 11 chip spaces taps. The tap coefficients are real and so is the
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Delay in µsec Tap coefficients
User 1 User 2 User 3 User 4 User 5
0.00 0.714206 -0.711388 0.712718 -0.742424 -0.700968
0.26 -0.614927 0.598559 -0.650006 0.596557 0.556799
0.52 0.000000 0.000000 0.000000 0.000000 0.000000
0.78 0.233789 -0.283209 -0.200871 -0.240244 0.351316
1.04 -0.201291 0.200496 0.142206 0.153339 -0.226829
1.30 0.000000 0.000000 0.000000 0.000000 0.000000
1.56 0.000000 0.000000 0.000000 0.000000 0.000000
1.82 0.100884 -0.112747 0.089726 -0.093466 -0.139862
2.08 0.000000 0.000000 0.000000 0.000000 0.000000
2.34 0.000000 0.000000 0.000000 0.000000 0.000000
2.60 -0.080135 0.050362 -0.030055 -0.054407 -0.064669
Table 2.3: Severe multipath channels’ profile
Gaussian noise added at the receive point. In section 5.7 we also examine the scheme
under which the tap-coefficients are complex and their power distribution follows random
pattern (normalised). Another multipath delay profile used throughout this thesis is the
mild one with L = 3 chips delay spread as presented in table 5.2. For both multipath
schemes the channel length is less than one symbol period (L ≤ Q) and thus ISI is
extended only into the next transmitted symbol.
• The BS transmits all users signals with equal power normalised to (wmk )2 = 1. Therefore,
W in equations (2.21) and (2.23) is replaced by the NK×NK identity matrix I. This is
done mainly for simplicity reasons and for examining the spread in performance that the
users may demonstrate even if transmitted with equal power depending on the precoding
method used on the transmitter. The case of unequal powers and how this affects the
system will also be addressed. The transmission of the users is synchronous.
• Error control coding is beyond the scope of this thesis.
• For simplicity reasons synchrononisation, tracking and coherent reception are considered
to be perfect.
• In this work the issue of handover will not considered as we consider only one cell.
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2.5.2 Receiver based JD performance
Following the assumptions described above, Monte Carlo simulations were implemented to
examine the performance of the linear receiver based multiuser detection algorithms ZF-JD
and MMSE-JD. Figure 2.18 shows the BER performance graphs versus Eb/No for a system of
K = 5 users in a flat-fading channel. Eb is the transmitted energy per bit per user and No/2
the power spectral density of the noise. The corresponding graph for the conventional RAKE
receiver is also illustrated. It is obvious that both multiuser detection schemes outperform the
RAKE receiver. The MMSE-JD is slightly better than the ZF-JD which is expected as the
MMSE algorithm takes into account the noise variance in conjunction with the MAI. Figure
2.19 shows the BER performance graphs versus Eb/No for a system of K = 5 users in a
frequency selective propagation scheme. In both graphs the BER performance of the single
user refers to the AWGN channel. The conclusions are similar to the ones drawn from Figure
2.18.
























Figure 2.18: Receiver-based MUD algorithms performance in AWGN channels. K = 5 users.
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Figure 2.19: Receiver-based MUD algorithms performance in frequency selective channels
(Table: 2.3) when K = 5 users. Single user performance in AWGN channel.
2.6 Summary
A mathematical vector-matrix description of a CDMA system was given along with some air-
interface structure details. In a CDMA system the conventional RAKE receiver is not adequate
to deal with the multiple access interference. Receiver based multiuser detection techniques
that follow a bank of RAKE receivers are necessary for sufficient performance. Two linear
multiuser detection algorithms were examined, ZF-JD and MMSE-JD. In the downlink mode
these algorithms should be applied at the mobile terminal but the computional cost and the
preliminary requirements, like downlink channel knowledge, make this application difficult.
Hence, the need for techniques that remove the complexity from the MS emerges. These tech-
niques are transmitter based (applied at the BS) and are called transmitter precoding techniques.
In the following Chapter we will examine the general idea of transmitter precoding techniques
and the conditions under which they are useful.
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Linear precoding - A general approach
The objective of this thesis is to propose techniques that remove the multiuser detection algo-
rithms from the mobile terminal while maintaining satisfactory performance. After discussing
the motivations for such an attempt in section 3.1 the special conditions that make this idea
realistic in a WCDMA-TDD mode are given in section 3.2. Section 3.3 presents the precoding
concept in theory and gives an analytical framework for the calculation of its bit error ratio
performance . Section 3.4 classifies precoding techniques into two categories and some power
issues are introduced in section 3.5.
3.1 Motivation
In the previous Chapter the problems of implementing multiuser techniques in mobile receivers
and the need for their removal was underlined. The linearity of the conventional CDMA system,
presented simplified in Figure 3.1, raises the question if we can somehow reverse the multiuser
















Figure 3.1: Linearity of CDMA downlink
transmitter (BS) where weight and size is not of concern and resources, like power and space
for hardware are readily available while maintaining at least the same performance that the
receiver based MUD techniques provide. The MS will be restricted to the knowledge of its own
signature waveform. Therefore, the k-subscriber ’s receiver shall consist of a simple correlator
or a filter matched to the spreading sequence ck, ideal for single user in an AWGN channel and
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no channel estimation, adaptive equaliser or feedback from the BS is required. In addition to
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Figure 3.2: Linear Precoding
An answer to the question posed is to apply a linear transformation matrix, T , on the transmit-
ted vector d (the data spreading is included in the T matrix) in order to eliminate ISI and MAI,
the major impairements of a CDMA system, before transmission. Under this scheme, the actual
transmitted signal is distorted before transmission, in a way that after passing through the radio
channel and the mobile receiver yields the desired data. In Chapter 2 we showed that each MS
needs knowledge of the downlink channel impulse response hk(n) and the spreading codes of
every user to apply a joint multiuser detection. If we take into account all mobile receivers,
then the total information required is all K downlink channels and signature waveforms (hk,
ck, k = 1 . . . K). The transformation matrix T should be a function of the same knowledge
in linear precoding. In other words, to achieve good performance the transmitted signals in
the downlink must be jointly optimised based on the spreading code and the downlink channel
impulse response of every user. The BS station obviously knows the spreading codes of all the
active users in a cell and all it needs is the downlink channels impulse responses. The uplink
channels can be estimated by the BS but this knowledge cannot be used for the downlink unless
the principle of reciprocity is valid. Under certain conditions the downlink and uplink channels
of a radio link are reciprocal. This can be assumed for the 3GPP WCDMA-TDD mode pro-
vided the time taken to switch between uplink and downlink is smaller than the coherence time
of the channel [76].
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3.2 WCDMA-TDD
The WCDMA [2] air interface, also referred as UMTS terrestrial radio access (UTRA), was
developed by the 3GPP. WCDMA has two modes characterised by the duplex method used:
frequency division duplex and time division duplex, for operating with paired and unpaired
bands respectively. In FDD mode the uplink and the downlink are allocated different frequency
bands separated by a significant gap in frequency, the guard frequency. In contrast in TDD
mode, the uplink and downlink are time multiplexed into the same carrier. For IMT-2000 there
exist two types of frequency band, paired and unpaired, and this means that both FDD and TDD
modes are required to fully utilise the IMT-2000 spectrum. The principles of TDD and FDD
are illustrated in the Figure 3.3.
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Figure 3.3: TDD and FDD principles
The fast fading due to multipath propagation depends on the frequency and so is uncorrelated
between the uplink and the downlink in a FDD system. Therefore, the FDD transmitter cannot
predict the fast fading that will affect its transmission. In TDD, where both uplink and downlink
use the same frequency, the transmitter based on the uplink received signal is able to know the
fast fading of the multipath channel, from the uplink and use this knowledge for precoding on
the downlink. This presumes that the TDD frame length is shorter than the coherence time
of the channel, as defined in Chapter 1. According to [77], Doppler frequencies up to 80Hz
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(43km/h at 2-GHz carrier frequency) can be supported with a very small degradation if the
uplink part of the TDD frame is 1.5ms. If the TDD system is intended only for slowly moving
terminals then longer TDD frames could also be used. A possible scenario in which the above
assumptions are satisfied would be a personal communication system with low mobility users
such as pedestrians in an outdoor environment. Indoor and microcell environments are the most
probable application areas for TDD communications. A second scenario could be a wireless
local area network (LAN). In such a case the indoor RF channel has a small delay spread and
a computer workstation environment has essentially stationary channels [78]. A slow variation
of the channels could be addressed with a periodical update of the channel profile estimates in
the BS.
The air interface structure specifications of a WCDMA-TDD system follow the general princi-
ples described in section 2.2. A brief description can be found in [2] and for a detailed explana-
tion the 3GPP specification documents should be studied. The physical layer of WCDMA-TDD
is a combination of TDMA and CDMA. Each TDD frame is of length 10ms and is divided into
15 time slots. The physical content of time slots are the bursts of corresponding length. There
are two types of bursts: type 1 suitable for the uplink and type 2 for the downlink. They consist
of two data symbol fields, a midamble and a guard period. In Figure 3.4(a) the structure of
the burst type 2 is displayed. The TDD time slots can be allocated to either the uplink or the
downlink. At least one time slot has to be allocated for the downlink and the same is valid for
the uplink. In Figure 3.4(b) a multiple-switching-point configuration is illustrated. Downlink
physical channels are using a spreading factor of 16, while multiple parallel physical channels
transmitted using different channelisation codes can be used to support higher data rates. For
the uplink physical channels the spreading factor can range from 16 down to 1.
In WCDMA-TDD mode power control is applied to limit the interference level within the
system, thereby reducing the intercell interference level and the power consumption in the
mobile station. Power control is performed on a frame basis (i.e. every 10ms). Based on the
SNIR of the received signal, the transmitter is able to track the fast fading of the multipath
channel. This assumption holds only if the frame length of 10ms is shorter than the coherence
time of the channel. For the downlink a closed loop power control is used so that the mobile
station can compare the estimated received SNIR with the target SNIR. This information can
then be transferred to the BS, which accordingly adapts its transmitted power for that particular
mobile station. We will not focus on power control issues in this work, as we assumed in
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10 msec
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Figure 3.4: TDD frames and bursts structure [2]
section 2.5.1 that all users are transmitted with equal power. WCDMA downlink is synchronous
transmission for all users and multiuser detection techniques can be applied for both uplink and
downlink. The assumptions made for the analysis and the simulations that follow in the rest of
this work are as presented in section 2.5.1.
3.3 Performance analysis of linear precoding
In a conventional CDMA model the transmitted vector is as in eq. (2.21) for W = I, s = Cd.
After applying the transformation matrix T on the data block d the resulted transmitted signal
will be sp. Subscript p distinguishes the transmitted signal between the conventional CDMA
system and the one with precoding.
sp = T d (3.1)
sp is still of length NQ, like the original s and thereby matrix T is of size NQ ×KN . The
received vector ek at each mobile site will now be:
ek = HkT d + vk (3.2)
It is desirable for the receiver of the mobile terminal k to be a filter matched to the spreading
code ck. However, in Chapter 4 one precoding algorithm that requires a RAKE receiver will be
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CTkH
T




k vk , RAKE receiver
(3.3)
From eq. (3.3) we can conclude that the detected signal at the output of the receiver has the
general form:
d̂k = Akd + Avvk, k = 1 . . . K (3.4)
where Ak is a N ×KN matrix with elements {[Ak]i+M+1,j}, i = −M . . .M, j = 1 . . . KN
and Av is also of dimensions N ×KN .
Based on eq. (3.4) we follow a general approach to calculate the theoretical BER performance
of the precoding systems. The technique is similar to the one followed in [28] for receiver based
linear multiuser detection techniques. Each component d̂mk ,m = −M . . .M , in d̂k consists of
three contributions, the first determined by the desired symbol dmk , the second determined by











In eq. (3.5), diag(Ak) represents a diagonal matrix containing only the diagonal elements of the
matrix Ak and diag(Ak) = Ak − diag(Ak) represents a matrix with zero diagonal elements
containing all but the diagonal elements of Ak. The covariance matrix of the noise term, in
eq. (3.5), is equal to
ATv RvAv (3.6)
A performance measure is the SNIR φ(d̂mk ) of d̂
m






















The SNIR defined in eq. (3.7) takes into account the perturbation due to noise, ISI and MAI.
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In eq. (3.9) and eq. (3.10) it is m′ = m+M + 1 and j ′ = M + 1 +N(k − 1). For a matched
filter receiver and after taking into account the assumptions previously made that Rd = I and
Rv = σ














The SNIR as given by eq. (3.10) can be used for calculating the error probability Pe for the
detected BPSK bit d̂0k. For K → ∞ we can consider that ISI and MAI follow a Gaussian
distribution as dictated by the central limit theorem. Therefore, the error probability Pe(d̂0k) is
given by applying the Q function:
Pe(d̂
m














A critical issue in CDMA systems is to provide all users with equivalent performance assuming
that signals of equal power are addressed to them. That means that the SNIR φk must be
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i, jε{1 · · ·K} for Eb/No = x(dB) (3.13)
we have a measure of the variety among the K individual performances for Eb/No = xdB.
Ideal values for Φxs are close to unity. SNIR spread behavior varies according to the precoding
algorithm used and it will be considered in the following Chapters.
3.4 Precoding techniques-Classification
As shown in eq. (3.1) the precoded transmitted signal can be described in general with a linear
transformation matrix T applied on the data. In this section we will classify the realisation of
this linear algorithm as either blockwise or bitwise. Although they can both be described by an
appropriate matrix T there are important differences.
3.4.1 Blockwise techniques
In blockwise algorithms, as will be explained in Chapter 4, the data is precoded and transmitted
in blocks of N data bits for each of the K users in a cell. This means that transformation
matrix T is applied to a block of NK data bits. Furthermore, it is desirable for the resulting
signal sp to retain the same length NQ as produced by the conventional CDMA system. Thus,
dimensions of the T matrix shall be NK ×NQ. The block diagram of a blockwise precoding
technique is shown in Figure 3.5.


















d = s p
KN 1
T : NQ     KN
T   d
N=2M+1
Figure 3.5: Blockwise precoding diagram
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Matrix T can be chosen according to different optimisation criteria and the complexity for
determining it varies from algorithm to algorithm. Ignoring this complexity the multiplications
required per bit per user for transmission of any blockwise technique results from sp = T d, it





Eq. (3.14) shows that the multiplications required for one symbol transmission are proportional
to the square of a block length N 2 which for a real WCDMA-TDD can be excessively high.
A not so apparent problem with the blockwise algorithms is the fact that in a multipath envi-
ronment the end bits of each block are not correctly precoded and this deteriorates the overall
performance. Each block is treated independently and the ISI, between the symbols of the block
itself, is canceled. However, under the scenario of continual block transmission each block is
extended in duration due to multipath and therefore it overlaps with the next one. The degree
of damage (the number of symbols affected) depends on the channel’s delay spread L. One
solution to mitigate this problem is to increase the block length, but this results in increased
complexity. A second solution is to neglect the number of affected symbols resulting in loss of
capacity.
3.4.2 Bitwise techniques
In the bitwise techniques, the precoding realisation does not include blocks of data to be pro-
cessed. The data of user k after being spread is pre-filtered by an FIR filter of length P with
a discrete time impulse response pk(n) as shown in Figure 3.6. The resulting modified signals
are summed to form the final transmitted signal sp. The filter is applied on the transmitted
waveform, rather than the data symbols as in the blockwise techniques. Thus the multipath res-
olution afforded by the CDMA spreading is exploited. Moreover, since the filters are applied at
the chip level and the derivation of the algorithms are restricted to consider only a few symbols
(even one), the higher computation required for data-block solutions is eliminated. Pre-filters
have also the advantage of not modifying the original CDMA structure directly as it is a simple
addition of an array of FIR filters to the existing BS transmission system. Furthermore, the bit-
wise nature of the algorithms removes the undesirable effect of the end bock-bits as described
in the previous section. The taps of the pre-filters are determined by the adopted technique. Ig-
noring the complexity of the algorithm used to determine the taps, the multiplications required
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now per transmitted symbol per user Ωbitwise is given by:
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Figure 3.6: Bitwise precoding diagram








In a CDMA system with linear MUD the users that can be accommodated do not outnumber
the spreading gain : K ≤ Q . If we set as a reasonable pre-filter length P as twice the spreading










Apparently, for N ≥ 2 (in a realistic system it is N >> 2) the multiplications required with a
blockwise implementation of precoding outnumber the corresponding bitwise implementation
by a large number.
It is essential for the derivation of theoretical BER to describe the bitwise techniques in the
matrix form of eq. (3.1). This description is straight forward for the blockwise approach. Vector
pk represents the tap-coefficients of the kth user specific FIR pre-filter.
pk = [pk(0) · · · pk(P − 1)]T (3.18)
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The transmitted symbol is now expanded to dmk ck(n) ∗ pk(n) = dmk gk(n), where ∗ denotes the
convolution effect. The length of the pre-filter output symbol gk in vector form is of length
G = Q+ P − 1 chips.
gk = [gk(0) · · · gk(G− 1)]T (3.19)
The pre-filters impose intersymbol interference on the system. This interference is caused by
the symbols transmitted before and after the symbol under consideration. Without affecting the
generality, for the bitwise techniques let us assume that the transmitted symbol under consider-
ation is d0k. Let yk(n) be the signal at the output of the kth pre-filter as shown in Figure 3.6. In
order to describe this signal in matrix form we must take into account M transmitted bits before




where 〈x〉 denotes that x is rounded
up to the nearest integer. Thus, the G-length transmitted vector for user k, yk, is written as:
yk = Gkdk (3.20)
where the G×N matrix Gk is:






gk(i− jQ− 1), for 0 ≤ i− jQ− 1 ≤ G− 1
0, otherwise
(3.21)
The summation of yk for all the users gives the transmitted signal sp which can be written as




yk = Gd (3.22)
where the G×NK matrix G is defined as:
G =
[
G1 · · ·Gk · · ·GK
]
(3.23)
From eq. (3.1) and eq. (3.22), it is obvious that matrix G corresponds to the T for the bitwise
algorithm matrix description. Matrix G is associated with the pre-filters taps and it is based on
the optimisation method chosen to define the taps. Now we can apply G directly in the analysis
of section 3.3 to calculate the theoretical BER of a bitwise precoding system.
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3.5 Power scaling factor
All the precoding techniques, examined in the following Chapters, aim to mitigate the ISI and
MAI impairements of a CDMA system before the transmission. In Figure 3.2, ignoring noise
and assuming a unit gain channel, it is aparrent that the objective goal is d̂mk = d
m
k . Depending
on the method employed into the “precoding and spreading procedure” box , a certain transmit
power is required for interference elimination which is usually greater than the one required for
conventional spreading. In real systems however power is limited. Thus, the transmitted signal
sp must be scaled to maintain the total (for K users) average transmitted energy per bit interval
to the desired level. The transmitted power may vary from user to user individually, according
to the precoding algorithm employed, but the overall average energy per bit interval is constant.
The reference power used is the one for the corresponding conventional CDMA system. The
unscaled total transmission power per symbol produced by any algorithm is denoted as Eg.
For a precoding system that handles block of data the transmited energy per symbol [79] is









‖ck ∗ pk‖2 (3.25)
The conventional CDMA system model is described in section 2.1.3 in eq. (2.21). For that sys-
tem the energy per transmitted symbol per user is denoted as Eg and for W = I it is equivalent
to:
Eg = trace{CTC} (3.26)
The matrix CTC is the crosscorelation matrix of the spreading codes and in the case of sig-
nature waveforms normalised to ‖ck‖ = 1, Eg is equal to the number of users active in the
system:
Eg = K (3.27)
At this point the vectors pk, k = 1 . . . K , (3.18), will be arranged in a KP -length vector p as
in eq. (3.28). The reasons for doing that will become apparent when describing the derivation
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of the inverse filters algorithm in Chapter 5.
p = [pT1 · · ·pTk · · ·pTK ]T (3.28)
The energy Eg of the transmitted signal sp, for a bitwise algorithm, will be expressed as a
function of p :
Eg(p) = p
TUTUp (3.29)
where U is a matrix of size K(Q+ P − 1) ×KP :
U = blockdiag
(
U1, · · · ,Uk, · · ·UK
)
and Uk is a matrix of dimension (Q+P−1)×P , given in eq. (3.30) and illustrated in eq. (3.31).























































The energy level of transmitted signal sp cannot exceed Eg. To control the energy of the output
signal sp of the precoding algorithms one of the following ways can be followed:






This is called a global power normalisation technique and can be applied in both the
bitwise and blockwise techniques. If this normalisation factor F < 1.0, the scaling
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results in a decrease in the SNR at the receiver decision point. With this in mind, the
optimum precoding technique is one that minimises the MAI and ISI and maximises F .
• In [78] the author applies a different power scaling technique for the bitwise algorithm,
called decorrelating pre-filters. Each user is individually normalised to achieve a spec-
ified received SNR in contrast with the global normalisation derived in eq. (3.32). The
data bit dmk is scaled before spreading with the factor
1
‖ck∗pk‖ . Thus, after being filtered
by pk pre-filter its power is normalised to one.
• Power constraint optimisation criteria should be imposed on the algorithms that give the
precoding solution. In this case the resulted power may not be exactly the intended Eg and
a extra scaling step should take place, but the scaling step should be a small adjustment.
3.6 Summary
The linearity of a CDMA system with linear MUD gave birth to the idea of transfering the
MUD complexity to the BS. Knowledge of the downlink channels is necessary for this idea
and this problem is solved by assuming a WCDMA-TDD system where the reciprocity of
the downlink and uplink channel is valid. The theoretical BER of a precoding system can be
calculated assuming that ISI and MAI have Gaussian distribution and a new metric, called SNIR
spread was introduced for testing if all the MSs are undergoing the same performance, given
that signals of equal energies are transmitted to them. Precoding techniques can be classified in
blockwise and bitwise with the later displaying particular advantages over the former, in terms
of complexity and implementation. Linear transformation of transmitted data usually leads to
an increased transmitted power and a scaling factor applied before transmission is necessary.
An important conclusion is that the optimum precoding technique is one that minimises the
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In the previous Chapter the idea of linear precoding in a TDD system for slow fading channels
(where the rapidity of fading is slow relative to signaling rate) was supported. Such condi-
tions can be encountered in indoor, microcellular and some satellite communications scenarios.
By means of precoding, the multiuser detection problem is reduced to decoupled single user
detection problems. In what follows we will describe recently developed linear precoding tech-
niques. For all methods downlink channel knowledge is assumed at the BS. In the previous
Chapter the precoding techniques were classified in blockwise and bitwise in accordance to
their realisation and block diagram. Blockwise techniques like joint transmission (JT) and
transmitter-precoding (TP) are given in sections 4.1 and 4.2, respectively. The bitwise ones as
decorrelating pre-filters (DPF) and pre-RAKE are presented in sections 4.3 and 4.4. Section 4.5
deals with the complexity encountered by each technique while section 4.6 is a reference to a
number of alternative algorithms. A discussion on the performance and a number of issues as-
sociated with precoding techniques is raised in section 4.7 and the conclusions are summarised
in section 4.8.
4.1 Joint transmission
In joint transmission [80, 81] the algorithm seeks for a common signal sp, of length NQ, which
gives the desired data at the output of every user’s receiver. The received signal ek at user site
k is as described in eq. (2.24). The noiseless version of ek is written as:
ek = Hksp (4.1)
After arranging all K matrices Hk into the K(NQ+W − 1) ×NQ matrix H
H =
[
HT1 · · ·HTk · · ·HTK
]T (4.2)
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and all ek, k = 1 . . . K , vectors to a total received vector e:
eT =
[
eT1 · · · eTk · · · eTK
]T
(4.3)
it can be written:
e = Hsp (4.4)
The total received signal e of eq. (4.4) cannot be observed by a single MS. A MS can only
observe ek as described by eq. (2.24). The outputs d̂k, k = 1 . . . K , at the decision variable of
the K users are combined to form the vector d̂:
d̂T =
[
d̂T1 · · · d̂Tk · · · d̂TK
]T
(4.5)
Recalling that the k-user’s receiver is a filter matched to the user’s spreading code as in eq. (2.33),
d̂ can be written as in eq. (4.6).
d̂ = BTe = BTHsp (4.6)
In eq. (4.6) the K(NQ+W − 1) ×KN block diagonal matrix B is defined as:
B = blockdiag
(
B1, · · · ,Bk, · · · ,BK
)
(4.7)
The objective of any precoding algorithm is that the output of the mobile receiver yields the
transmitted data :
d̂ = d (4.8)
By substitution of eq. (4.8) into eq. (4.6) the problem of JT takes the form:
BTHsp = d (4.9)
Matrices B, H and vector d in eq. (4.9) are known at the BS and sp is an unknown vector with
length NQ . The condition
KN ≤ NQ (4.10)
is a basic assumption for TD-CDMA [28], and hence eq. (4.9) constitutes an optimisation
problem [82], where the number of restrictions contained in the vector d of length KN , is
smaller than the number NQ of degrees of freedom, expressed by the vector sp. Therefore, the
validility of eq. (4.10) implies that eq. (4.9) has infinitely many solutions for sp. A constraint
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criterion is necessary to be imposed to the system. It is desirable for the transmitted vector sp
to be of minimum energy and the approach to achieve that is by following standard Lagrange
techniques [83]. The minimisation of the power sTp sp using the constraints as expressed in
eq. (4.9) is described with the following Lagrange function:
F (sp) = s
T
p sp − λT (BTHsp − d) (4.11)
where λ is the KN × 1 vector of Lagrange multipliers. The minimisation of eq. (4.11) can be
achieved by taking the gradient of F (sp):
ϑF (sp)
ϑsp
= 2sp −HTBλ = 0 (4.12)
The solution is straightforward:
sp = H
TBλ (4.13)
The factor 2 in eq. (4.12) has been absorbed by λ. By replacing sp in eq. (4.9) with the right-














Recalling the general linear precoding eq. (3.1) it is obvious that the joint precoding matrix T
for JT can be written as:






Equation (4.13) shows that joint transmission can be considered as a set of independent pre-
RAKEs (HTB) applied on the modified information signal given by λ, which is a linear trans-
formation of the data vector d [84]. The same equation for linear transformation of the trans-
mitted signal has been derived through different methods in [85, 86]. The conclusions reached
for a system with a conventional receiver apply also when a RAKE receiver is employed, in
which case the channel matrix H in eq. (4.15) should be substituted by the matrix H ′ that rep-
resents the cascaded channel and RAKE receiver H′ = HTH. In case the K channels are
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AWGN channels H = I and B is equal to C. Consequently T JT becomes:






Transmitter precoding is presented in [79]. It represents a linear transformation technique of
transmitted data, such that the mean squared errors at all receivers are minimised. The author
describes both a power unconstrained and constrained optimisation. However, the case of power
constrained precoding is given only for a flat fading channel. In the unconstrained algorithm the
transmitted signal is scaled with an appropriate factor in order to maintain the transmit power
the same as in the case without precoding. The author in [79] considers transmitter precoding
with either a conventional matched filter receiver or a RAKE receiver.
4.2.1 Unconstrained optimisation
In the scheme of a conventional CDMA system the matched filter outputs of all mobile receivers































































where v̀ is a zero-mean Gaussian noise vector with covariance matrix equal to diag{σ2}, if
‖c2k‖ = 1. To reduce the effect of MAI and ISI the author in [79] applies a linear transforma-
tion matrix T, of dimension NK × NK on the block of data, before the spreading process.
Therefore, after precoding and spreading, the vector at the outputs of the MS receivers will be:
d̂ = UTd + v̀ (4.19)
In order to calculate T the MMSE criterion is employed. The cost function J that has to be
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‖d − (UTd + v̀)‖2
]
(4.20)
Ed,v̀[·] represents the expectation with respect to the data block vector d and noise vector v̀.
The matrix T, that minimises J is given in eq. (4.21). The derivation is given in [79].
T = U−1 (4.21)
Hence, eq. (4.19) becomes:
d̂ = d + v̀ (4.22)
The multiuser detection problem that normally should have taken place in the receiver has
been decoupled into NK separate single user detection problems, by means of precoding.
An additional advantage is that the noise is not enhanced at the receiver, due to the lack of a
receiver based decorrelating process. The cost is an increase in the transmitted energy which
may neutralise the benefit described before.
The author of [79] gives the precoding matrix solution when a RAKE receiver is employed.




































Hereafter, we will denote the TP with matched filter receiver as TP-MAT to distinguish it from
the TP with RAKE receiver, which in turn will be denoted as TP-RAKE.
From both definitions of U in eq. (4.18) and eq. (4.23) C can be taken out to write U = U ′C.
C spreads the data after precoding and U′ corresponds to the cascaded channel and receiver.
Observing eq. (4.19) and after replacing U with U′C it is easy to write sp as:
sp = CTd (4.24)
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From eq. (4.24) and eq. (4.21) it is obvious now that the transformation matrix T TP for TP is:
T TP = CU
−1 (4.25)






which is the NK ×NK crosscorrelation matrix of the spreading codes. The same result was
produced in [87, 88] described as pre-decorrelating. For the scenario of a flat fading channel the




which is the same with T JT in eq. (4.17). The
later shows that for a single path channel the JT and TP transformation matrices are identical.
4.2.2 Constrained optimisation
The transmitter precoding technique was also extended in [79] to include a power constraint.
However, this is done only for the scenario of a single path AWGN channel. Under this scheme
eq. (4.19) is written as d̂ = CTCTd + CTv. A direct approach to find the optimum linear










Eg(T) = trace{TTCTCT} = Eg (4.28)
where Eg(T) is the total average transmit energy with precoding and Eg the corresponding
power of a non-precoding equivalent CDMA system. For the AWGN channel there is no inter-
symbol interference and the analysis is sufficient for the block-length of one data (N = 1). In
that case, the total average transmit energy per bit interval Eg(T) should be equal to Eg = K ,
assuming that ‖ck‖2 = 1. This problem can be solved by means of the Lagrange multiplier.
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The solution is given in [79]:
T = (CTC + λI)−1 (4.30)
where I is the identity matrix and λ can be found from (4.29) and (4.30). It is shown in [79] that
a unique λ ≥ 0 exists as the desired solution where CTC, is a positive defined matrix (property
of cross correlation matrix [89]). The constrained transmitter precoding optimisation results in
a worse performance than the unconstrained one with power scaling, as demonstrated in [79].
This fact in conjunction with the lack of an extension for the multipath environment will lead
us into not examining this algorithm any further.
4.3 Decorrelating prefilters-Jointly optimized sequences
In [78] channel and multiple access effects are mitigated by jointly designing user transmit
waveforms. It is an alternative approach to the one given in [79], but the implementation is
different. Rather than relying on transmit data filtering and receiver RAKE or matched filter
processing, the transmit waveforms themselves are modified. The methods described in [78] are
named as decorrelating pre-filters (DPF) and jointly optimized sequences (JOS). They attempt
to precompensate for the channel multipath and minimise the crosscorrelation of other users at
the individual receivers simultaneously. The system is analogous to a system using a multiuser
detector, specifically the decorrelator [28], at the receiver except that the processing is now at
the transmitter.
4.3.1 Decorrelating prefilters
The block diagram of the DPF follows the bitwise precoding one as illustrated in Figure 3.6.
The algorithm is similar to TP-MAT which calculates the best pre-filter to apply to the data
symbols, filtering the data by blocks. DPF are applied to the transmit signal (instead of the
data symbols directly, as in [79]), so that the filter can be applied externally and the multipath
component resolution available from spread spectrum coding can be exploited.





dkck(n) ∗ pk(n) ∗ hj(n) + vj(n) (4.31)
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The pre-filters pk(n), k = 1 . . . K are designed such that the signal meant for interfering users
is orthogonal to the matched filter response for the desired user, irrespective of the received
signals powers. Each user’s pre-filter must be designed jointly taking into account the channel
information and the transmit codes of all users. The approach taken in [78] is to design the
pre-filters that maximise the signal to noise ratio at the receiver while reducing the MAI inter-
ference. This method is not a strict error probability minimizing scheme, but rather a zero forc-
ing simultaneous multiuser interference rejecting and channel pre-equalization method. The




dkck(n) ∗ pk(n) ∗ hj(n) ∗ cj(Q− n) + ṽj(n) (4.32)
ṽj(n) is the noise contribution to sample n of the receiver’s output. To simplify the notation,
let:
γij(n) = ci(n) ∗ hj(n) ∗ cj(Q− n); i, j = 1, . . . ,K (4.33)




dkpk(n) ∗ γkj(n) + ṽj(n) (4.34)











|n=Tss = 0 ∀ j 6= k
‖pk ∗ ck‖ = 1 (4.35)
where Tss is the decision sample. The second constraint in eq. (4.35) allows for proper normal-
isation. Each user is individually normalised to achieve a specified received SNIR in contrast
with the global normalisation in eq. (3.32). Therefore the signal addressed to user k must be
scaled by 1/‖ck ∗ pk‖. The solution is found by solving for the minimum two-norm vector pk
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γk1(TSS) γk1(TSS − 1) · · · γk1(TSS − P + 1)
γk2(TSS) γk2(TSS − 1) · · · γk2(TSS − P + 1)
...











×pk = Dk (4.36)
where Dk is an all-zero vector except for a unity entry at position k. This equation is solved
using the pseudo-inverse of Ãk and a solution is guaranteed to exist as long as the length of the
pre-filter P ≥ K (if matrix Ãk is full rank, an exact zero-forcing solution is obtained; other-
wise, a least squares solution results). DPF carries all the advantages of the bitwise approach in
terms of complexity and can be applied externally to an existing design, for the preprocessing
matrix is applied to the output of the spread spectrum encoder. On the contrary, TP applies the
linear transformation first and then the spreading.
4.3.2 Jointly optimised sequences
This method, also described in [78], is suitable for systems that can update the spreading codes
adaptively. According to this algorithm the transmitted sequence itself is designed for each
channel such that each desired received signal at the matched filter is orthogonal to the signals
meant for all other users. The formulation of this problem is similar to the one for the decorre-
lating pre-filters except that the concatenated channel filter matrix previously defined as Ãk is
different.
The optimally designed signature sequence ζk, of length Ls, used for the signal intended for
receiver k must now replace what was represented above as ck ∗ pk. The user-to-user concate-
nated channel, denoted by γij(n) above, is defined now as
zj(n) = hj(n) ∗ cj(Q− n) (4.37)
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z1(TSS) z1(TSS − 1) · · · z1(TSS − Ls + 1)
z2(TSS) z2(TSS − 1) · · · z2(TSS − Ls + 1)
...











×ζk = Dk (4.38)
The length Ls of the signature sequence must be at least K and B̃ must be a full rank matrix,
or the system will not have a direct solution. Again the minimum norm solution ζ k is found
using the pseudoinverse of B̃ and the unit-norm signature sequence for user k is ζk/‖ζk‖. The
normalisation guarantees that the transmit power will be equal to a conventional CDMA system.
Jointly optimised sequences could also be derived for a block of symbols in a manner similar
to the derivation of TP in [79]. The solution for the best jointly optimised sequence would be
found by modifying eq. (4.38) to include the transmitted symbols for the block data. Block
processing has the advantage that the residual ISI is eliminated between symbols of the same
block. However, the disadvantage is that the channel must remain stationary for the duration of
the block and the end bits of the block are not correctly precoded.
4.4 Pre-RAKE diversity
This technique was initially described in [90] for DS-Spread spectrum systems and then ex-
tended in [76] for CDMA-TDD mobile communications. The algorithm for pre-RAKE origins
from the diversity theory in frequency selective channels. In a mobile environment the com-
bination of the received signals from diverse independent paths or mediums can improve the
system performance. According to the central limit theorem as the number of independent
paths increase, the combination of their signals will have less of a Rayleigh fading characteris-
tic and more of a Gaussian one [89]. Hence in the radio mobile communications it is desirable
to receive a signal from diverse independent paths and then combine their powers. This is what
a RAKE receiver does as described in section 2.3.
The pre-RAKE technique is straight forward and takes direct advantage of the fact that in TDD
the channel impulse response can be assumed the same for the uplink and the downlink. The
idea is to transmit a number of signals that when received after the multipath channel merge to
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a signal with the characteristics of a RAKE diversity signal. Each one of these transmissions
should be then delayed according to the estimated relative path delay, and amplified according
to the estimated path complex coefficient. In other words, in the downlink the BS multiplies
the signal to be sent to user k by the time inverted complex conjugate of the uplink channel
impulse response of the same user. When the signal is transmitted it is convolved with the
channel impulse response of user k. This produces a strong peak at the output of the channel
which is equivalent to the RAKE receiver’s output. Therefore, the receiver of the MS does not
need to estimate the channel impulse response and only uses a matched filter tuned to this peak.
Figure 4.1 displays how the pre-RAKE combination affects an input signal (Dirac function)









Figure 4.1: Pre-RAKE combination process
The analogy of RAKE and pre-RAKE concept for a single user scheme is illustrated in Figures
4.2 and 4.3, while it is mathematically explained in what follows. We begin with the SNR anal-
ysis at the output of the RAKE receiver. In Figure 4.2 the input signal is x(n) = wkdmk ck(n)
with a transmission power w2k. The signal at point 2 y2 after passing from the multipath channel




h(l)x(n− lTc) + v(n) (4.39)
The filter right after point 2 is matched to the spreading code. The RAKE combination follows









h(l)h∗(L− 1−m)x(n− (l+m)Tc) (4.40)
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Figure 4.3: Pre-RAKE combiner
The desired output of the RAKE system is
∑L−1
l=0 h(l)h
∗(l)x(n−(L−1)Tc) and occurs at time
























In Figure 4.3 the block diagram of a pre-RAKE is illustrated. In order to make sure that the
power of the signal at the output of the pre-RAKE transmitter is equal to w2k, a power scaling
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h∗(n− lTc)x(n− lTc) (4.45)
After transmission, convolution with the multipath channel and addition of AWGN the signal







h∗(l)h(L− 1 −m)x(n− (l +m)Tc)
)
+ v(n) (4.46)








The noise at the output of the matched filter has a power equal to σ2. We replace F with the


















From equations (4.43) and (4.48) the SNR for the Pre-RAKE system is equal to that of the
RAKE system, for a single user. This analysis holds only under the assumption that the chan-
nels parameters are estimated ideally [90] on the transmitter. The two systems have similar
performance. In Figure 4.4 the noiseless RAKE receiver’s output is illustrated and this corre-
sponds to point 3 of Figure 4.2. The graph in Figure 4.5 shows the matched filter’s output and
corresponds to the noiseless pre-RAKE block diagram graph of Figure 4.3. In both Figures we
mark the delay after which the peak is detected. The multipath channel has a length of L = 11
chips. The data has been spread with a signature waveform of Q = 16 chips. The similarities
between a single user pre-RAKE and RAKE system are obvious and will be verified in the next
section by means of a BER performance comparison.
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∆Delay      in detection
Figure 4.4: Single user noiseless output of a RAKE receiver










receiver ouput∆Delay       in detection
Figure 4.5: Single user noiseless matched filter output after pre-RAKE processing
In [76] the concept of pre-RAKE was extended to a multiuser CDMA-TDD system. The signal
for user k after spreading is filtered by the time inverse complex conjugate impulse response
of the k-user’s channel and this process is repeated for every user before transmission. The
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produced signals are appropriately scaled to maintain the power at the desired levels and then
superimposed at the antenna element. The block diagram of the pre-RAKE technique applied
in a CDMA-TDD is identical with the general description of a bitwise precoding technique
as illustrated in Figure 3.6. Therefore, pre-RAKE has the advantages of a bitwise approach
in terms of complexity and simplicity in implementation. Furthermore, the calculation of the
pre-filter’s tap coefficients don’t require any complicated algorithm. Each pre-filter’s impulse
response is the time inverse conjugated of the corresponding uplink channel. The transmitted







h∗(n− lTc)xk(n− lTc) (4.49)
The principle applied is that in the downlink the desired user’s signal is maximal ratio combined
by the channel itself while other user signals are not. In the analysis presented in [76] at the
sampling time the matched filter output consists of the desired part of the transmitted bit, the
intersymbol and multiple access interference and the noise. The mean and the variance of each
one of these terms is calculated. Under the multiuser scenario the pre-RAKE is proved to be an
insufficient technique unable to compensate for the multipath interference and MAI as shown
in [76, 91].
4.5 Complexity
The precoding techniques described in this Chapter require excessive computational cost com-
pared to the usual conventional spreading. The complexity is similar or exceeds the one demon-
strated by the receiver based multiuser techniques as described in [28, 60, 62]. However, it is
shifted to the BS, where the resources are more readily available and thus it is less critical. Ta-
ble 4.1 summarises the computational cost for JT, TP-MAT, DPF, Pre-RAKE. The criteria used
are the dimension of the matrix that needs to be inverted and the number of multiplications per
transmitted symbol. The number of multiplications are calculated after the final transformation
matrix T , for the blockwise techniques, as defined in Chapter 3, has been formulated. As ex-
pected the blockwise techniques JT and TP-MAT are more demanding in terms of complexity
compared to the bitwise DPF and pre-RAKE.
It will be shown in the next section that JT outperforms in terms of performance the other tech-
niques. Therefore, it is useful to emphasize on this technique. JT algorithm can be optimized
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Precoding-algorithm Dimension of matrix to be Number of multiplications
inverted per symbol
JT KN ×KN N 2QK
TP-MAT KN ×KN N 2QK
DPF K(P × P ) PQ
Pre-RAKE none LQ
Table 4.1: Precoding algorithms computational complexity










• It consists of non-vanishing blocks of coefficients located near the diagonal which are
repeated along the diagonal.
Property 1 allows for decomposing the matrix triangularly (Cholesky decomposition), which




d by back-substitution. On the other




more efficiently than by the usual full
Cholesky decomposition. The complexity of JT can be compared with the receiver based ZF-








The matrices to be inverted for both receiver and transmitter based techniques are of dimension
KN × KN . Both have exactly the same structure with exactly the same non-vanishing ele-
ments. Both matrices can be inverted efficiently by taking into account properties 1 and 2. So
inverting the matrices for ZF-JD and JT requires the same computational power. The only com-
plexity difference between JT and ZF-JT arises from matrix multiplications HTB and (HkC)H
respectively. The complexity of the joint predistortion techniques can be further reduced by ex-
ploiting the structure of the matrices as explained in [92]. However, the multiplications required
per symbol after the matrix inversion outnumber the ones required by a bitwise technique, in a
realistic system.
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4.6 Other techniques
The precoding techniques described in this Chapter are only representative and most commonly
used as a reference. In the recent bibliography there are alternative techniques for reducing the
mobile complexity that may utilise smart antennas or even the frequency domain of a system.
A comparison and review among different linear precoding techniques can be found in [91, 93].
The usage of antenna arrays can result in space-time (ST) algorithms that, when applied at the
downlink, minimise the MAI and ISI. Such a ST precoding downlink transmission is described
in [94, 95]. In [96–98] the authors develop a space-time zero-forcing pre-equalisation technique
for interference cancellation in the TDD downlink, by transferring the analysis to the frequency
domain. Moreover, an alternative blockwise precoding technique that incorporates a power
constraint (JT with power constraint) is described in [84], named joint signal precoding. An
extension of the pre-RAKE named post-RAKE is presented in [99]. The idea of post-RAKE is
to maximise the signal to noise ratio at the MS by replacing the matched filter in the pre-RAKE
block diagram with a receiver which is matched to the combination of the pre-RAKE filter and
the channel. Finally, joint transmitter-receiver optimisation is also investigated in [100, 101].
The impairment of the post-RAKE and the transmitter-receiver optimisation algorithms is that
the idea of the simplest possible receiver is not valid any more. The precoding techniques
described so far induce distortion in the signal’s spectral properties. A power constrained algo-
rithm that acts on the amplitude of the transmitted signals by a simple scaling is demonstrated
in [102]. This method is called optimising precoder and maintains the spectral properties of
the initial designed signals. However, this method is developed only for a single path Gaussian
channel and, on top of that, the determination of each user’s power needs to be readjusted at
each bit interval, which in turn results in excessive computational cost.
4.7 Simulation results
In Chapter 3 it was asserted that one of drawbacks of the blockwise techniques is that they do
not allow for correct precoding of the end data, when a multipath channel occurs. Therefore,
the overlapping of the signal’s replicas affect the first and last transmitted bit(s). This results
in a performance degradation which is more intense when the length of the transmitted block
is small. This conclusion is illustrated in the Figure 4.6. The performance of JT versus the
number of users is shown for block lengths 1, 3 and 20 data. Spreading gain is set to the default
76
Linear precoding - State of the art
for this thesis Q = 16 chips. The simulation corresponds to a system where the channels
follow a severe multipath profile (L = 11 chips) and Eb/No = 10dB. Each curve represents
an average over 60 different sets of random codes to smooth out the effect of codes with low or
high crosscorrelation. As shown the performance is better for N = 20.




















Figure 4.6: Block-length effect on JT performance















Figure 4.7: Block-length effect on Transmitted Energy Eg
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In Figure 4.7 we investigate how the block length affects the scaling factor needed to maintain
the total transmitted energy per symbol Eg equal to Eg . The blockwise algorithms displayed are
TP-MAT, TP-RAKE and JT. The same system is simulated for each curve and thus a conclusion
of how the different methods affect the transmitted energy can be drawn. The system adopted
is one of K = 5 users in a multipath environment. For each algorithm the scaling factor
√
F is
almost flat versus N . For smallN there is some differentiation but it can be assumed negligible.
We recall here from Chapter 3 that ideally the scaling factor should be
√
F ≥ 1.0, otherwise it
deteriorates the SNR at the receiver point. Comparing the three algorithms it is obvious that TP-
MAT results in the highest increase of transmitted energy (it corresponds to the smallest
√
F ),
while JT is the most modest and displays the least energy increase. TP-RAKE lies in between.
The excess energy is the penalty paid for the cancellation of MAI and ISI before transmission.
It is expected from these observations that JT will demonstrate the best BER performance and
TP-MAT the worst. This will be verified by the simulations that are following.



























Figure 4.8: Transmitter based precoding techniques and MMSE-JD vs Eb/No
In Figure 4.8 the BER performance is shown versus Eb/No. The system is one of K = 5 users
in a severe multipath environment. The best performance is displayed by JT and the worst by the
pre-RAKE. In the blockwise techniques the end bits have been discarded from the calculation
of BER. This is because the theoretical BER, as calculated from eq. (3.12) pressumes transmis-
sion of a single block of data without taking into account the end-bits interference. Thus, the
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analytical and the simulation results can be in agreement. This can be justified from the fact that
for large blocks the effect of the end bits is negligible. We examine first the region where BER
is equal to 10−3. TP-MAT is worse than TP-RAKE. This is because TP-MAT over-increases
the required transmitted energy Eg , compared with TP-RAKE. The RAKE receiver utilised by
TP-RAKE exploits the diversity principles and increases the SNR at the receiver output. In the
same Figure the performance of the MMSE-JD receiver based multiuser detection is illustrated.
We observe that MMSE-JD outperforms all the transmitter based precoding techniques except
JT. JT completely eliminates the ISI and MAI within a block of data and selects the transmis-
sion vector with the minimum energy. This, in conjuction with the lack of any receiver based
decorrelation that may increase the noise justifies the superiority of JT. This simulation does
not include any channel coding such as convolutional or turbo coding techniques. Utilisation
of such techniques would further reduce the BER, e.g. 10−1 would have been reduced down
to 10−3. By setting as minimum target BER=10−3, with channel coding implemented, it is
interesting to discuss the BER at the region of 10−1. JT and receiver-based MMSE-JD clearly
outperform the others, however the performance gap is not so large anymore. Pre-RAKE not
only performs sufficiently but outperforms methods as TP-MAT and DPF.
4.8 Summary
In Chapter 4 recent developed transmitter based tecnhniques were described. Their algorithms
were briefly described pointing out the different criteria that lead to different performance.
It was shown that the blockwise techniques outperform the bitwise and that among them JT
demonstrates a very good BER performance. It’s even a better solution than the receiver based
MMSE-JD. On the other hand, in Chapter 3 specific advantages of bitwise techniques were
addressed. These advantages are summarised as the low computational cost and flexibility in
implementation. Hence, it makes it essential to investigate and develop bitwise techniques
that outperform the current ones and achieve a BER performance competitive with the one
demonstrated by blockwise techniques. In the next two Chapters our research is towards this
goal and two new bitwise algorithms are proposed.
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Inverse filters - Wiener solution
In this Chapter a new bitwise algorithm, named inverse filters (INVF) is proposed. Part of this
work has been published in [103] In section 5.1 the origin of this technique is discussed. The
adaptation to a CDMA system, the criteria and an analysis of the algorithm is presented in
sections 5.2 and 5.3. Sections 5.4, 5.5 and 5.6 deal with the Wiener solution and the parameters
associated with it. At last, section 5.7 presents some simulation results and compares INVF
with other techniques in terms of performance and complexity.
5.1 INVF in stereophonic sound reproduction system
It’s useful to present briefly the origins of the inverse filtering before describing their appli-
cation and appropriate modification in a CDMA-TDD system. In [104–110] the problem of
producing better approximations to the perfect reproduction of prerecorded acoustic signals
was addressed. Let two channel stereophonic signals be recorded at two points Γ, ∆ in an
















  : Loudspeaker
Figure 5.1: A stereophonic sound reproduction system
at points A and B as shown in Figure 5.1, the original signals are imperfectly reproduced at the
ears of a listener. The imperfections in the reproduction arise from the following main causes:
• The signal played via the right channel is reproduced at both the right and the left ears of
the listener. It is the same for the signal played via the left channel.
• The acoustic response of the listening room provides a reverberant field which is in addi-
tion to the reverberant field of the space in which the existing recordings were made.
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Figure 5.2: Block diagram of sound reproduction system with inverse filters
• The frequency response of the loudspeakers used for reproduction is imperfect.
In order to compensate for the above three factors it is necessary to introduce inverse filters
pij , i, j = 1, 2, with impulse response pij(n), before the loudspeakers. These filters act on
the inputs to the loudspeakers, used for reproduction, and compensate for both the loudspeaker
response and the room response. The block diagram of the described system is illustrated in
Figure 5.2. The objective is to produce signals at the two microphones, located at Γ and ∆,
which are exactly the signals input to the loudspeakers, i.e. d̂1(n) = x1(n) and d̂2(n) = x2(n).
The analysis in [104] uses a “statistical” least squares technique without any power constraints
for the determination of the inverse filters tap-coefficients and results in an adaptive solution
referred to as the multiple-error LMS. This approach has the advantage of computing the filters
in situ in a given listening space without resource to powerful computational facilities necessary
for conventional fixed design. The adaptive solution will be further analysed in the next Chapter.
In this Chapter the emphasis will be given in the calculation of a closed form Wiener solution
and its properties.
In the following section the least squares technique will be adapted to a CDMA system with a
single element antenna. The algorithm will be modified to keep the transmitted power limited
to desired levels, adding the necessary power constraints. The technique will be first described
for two users for simplicity reasons and then it will be extended to the generalised case of K
users.
Inverse filters maintain the structure of a bitwise precoding scheme but the algorithm followed
to calculate the pre-filter impulse responses is essentially different from the ZF decorrelating
pre-filters [78] or pre-RAKE. A MMSE criterion is chosen and the power constraint has been
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included in the algorithm so as to minimise the resulting transmitted power.
5.2 Least squares power constrained algorithm
In Figure 5.2 the sound is produced by two loudspeakers at points A and B in the space and
received by two microphones at points Γ and ∆. In a CDMA system it is equivalent to having
two antennas at the transmission point (BS for the downlink scheme) and two mobile units at
different sites. The model of Figure 5.2 has to be modified for a single element antenna. Thus
the channels hj1, j = 1, 2, linking antenna A with receiver j and hj2, j = 1, 2, linking antenna
B with receiver j have to be reduced down to the channels h1 and h2 between the antenna and
the mobile terminals. The resulted modified model is then as displayed in Figure 5.3 where
the analogy with the bitwise general model of Figure 3.6 is obvious. Filters pi correspond to
















Figure 5.3: Modified diagram to comply with a single antenna CDMA model
make the model suitable for a two user CDMA system with transmitter precoding we must
further replace the input signals x1 and x2 by the corresponding spread data dm1 c1(n) and
dm2 c2(n), respectively. By including the matched filter receivers ck(Q − n), k = 1, 2, instead
of the microphones, in the diagram a complete CDMA downlink model with bitwise precoding
results. The new block diagram is as shown in Figure 5.4 where the power scaling factor
√
F
has been also included. In Figure 5.4 the cascaded filters hk(n) and ck(Q− n) are substituted
by an FIR filter of length Z = Q+ L− 1 and impulse response zk(n) = hk(n) ∗ ck(Q− n),
also defined in eq. (4.37). Now the block diagram can be redrawn as illustrated in Figure 5.5.
The noise vawgn, included in Figure 5.4, is not included in Figure 5.5 because the noise is not
pre-filtered by pk(n) and thus it cannot affect the solution for the tap-coefficients. The scaling
factor
√
F has also been omitted and temporarily excluded from our analysis. The objective is
to calculate the inverse filters impulse response in a MMSE sense.
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Figure 5.4: Two users block diagram of an inverse filters system
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Figure 5.5: Two users block diagram of a simplified inverse filters system
To take the least squares approach to the design of the inverse filters matrix it helps greatly if the
block diagram representation of the composite system as shown in Figure 5.5 is rearranged to
an equivalent block diagram as shown in Figure 5.6. It has to be clear that this rearrangement is
only to facilitate the mathematical analysis. Signals rµν(n), µ, ν = 1, 2 are defined as ’filtered
reference signals’ and are produced by passing the sequence of symbols xmν (n) through the
filters with impulse response zµ(n). This ’transfer function reversal’ approach is essentially the
one taken by [107] in deriving the multiple error LMS algorithm and is used to determine the
optimal, in mean squared error terms, finite impulse responses p1, p2, as in eq. (3.18).
We define the following vectors of the filtered reference signals:
rµν(n) = [rµν(n) · · · rµν(n− P + 1)]T , µ, ν = 1 . . . K (5.1)
Following the block diagram in Figure 5.6 the output d̂0k (the superscript symbol index m has
been replaced by 0 without loss of generality) of the kth user matched filter receiver can be
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Figure 5.6: Rearranged inverse filters block-diagram for two users






where p is a column arrangement of both inverse filters tap coefficients.




By arranging both estimate outputs in one vector d̂0 the system illustrated in Figure 5.6 is
described as:
d̂0(n) = R(n)p (5.4)



















Inverse filters - Wiener solution
We now seek the optimal filter vector p to minimise the time averaged squared error between the
actual and desired outputs. The desired outputs are sampled every symbol period T ns = nQ+∆,
n = 1, 2, . . ., where ∆ is an imposed delay in the system which assists the equalisation of the
multipath channels [111]. The cost function to be minimised is:
J = E[(d0 − d̂0(T ns ))T (d0 − d̂0(T ns ))] (5.6)




The problem now is that the resulted Wiener solution po for the inverse filters may increase
to undesired levels the transmitted power compared with the unprecoding CDMA scheme. As
explained in section 3.5 the usage of the power scaling factor
√
F < 1 afterwards will cause a
degradation in the SNR at the receiver point. Thus, it is wise to impose to the cost function the
necessary power constraint term by means of Lagrange multipliers.
The average total transmitted power for the bitwise techniques has been calculated in section
3.5 as a function of the vector p that contains the tap-coefficients of all inverse filters. We
reproduce here the equation.
Eg(p) = p
TUT · Up (5.7)
with U as defined in eq. (3.30). The Eg(p) should not exceed the power that corresponds to
the conventional CDMA scheme Eg. Thus:
Eg(p) ≤ Eg (5.8)
The complete power constrained cost function to be minimised then takes the form:





Recalling eq. (5.4) Jc can be written as:





After expansion and use of the expectation operator, eq. (5.10) reduces to the quadratic form:
Jc = E[d
T
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The gradient ϑ/ϑp of the cost function Jc is:
ϑJc
ϑp
= −2E[RT (T ns )d0] + 2E[RT (T ns )R(T ns )]p + 2λUTUp (5.13)









Thus, from eq. (5.13) and eq. (5.14) we can write:
−2E[RT (T ns )d0] + 2E[RT (T ns )R(T ns )]po + 2λUTUpo = 0 (5.15)
−E[RT (T ns )d0] +
(
E[RT (T ns )R(T
n
s )] + λU
TU
)
po = 0 (5.16)
Finally, the Wiener solution po is calculated as:
po =
[
E[RT (T ns )R(T
n
s )] + λU
TU
]−1
E[RT (T ns )d0] (5.17)
The Wiener solution as shown in eq. (5.17) is valid even if users are transmitted with unequal
powers. In that case, the desired output vector is Wd0 (W is the power matrix) and it is shown
in Appendix A that the final solution po is not affected.
5.3 Generalisation
The least squares approach can easily be extended to deal with the case of multiple channels
and multiple users as in Figure 5.7. Figure 5.8 shows how the rearranged block diagram of
Figure 5.6 is extended in the general case for receiver µ. Eq. (5.4) is still valid but now the
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Figure 5.8: Generalised rearranged block diagram for µ user.
with rTk (n), k = 1 . . . K , given as:
rk(n) = [r
T
k1(n), · · · , rTkK(n)]T (5.19)
rµν(n) is as in eq. (5.1) and p is as in eq. (3.28). The power constrained mean minimum
squared error cost function Jc is as in eq. (5.9) and following the analysis presented in the
previous section we get to the Wiener solution as described in eq. (5.17). An attempt to find a
closed form solution for the Wiener solution takes place in the next section.
5.4 Wiener solution
In order to find the analytical Wiener solution po, the expectation terms E[RT (n)R(n)] and
E[RT (n)d0] in eq. (5.17) must be calculated. As stated before rµν(n) = dmν cν(n) ∗ hµ(n) ∗
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cµ(Q − n). Let γµν(n) = cν(n) ∗ hµ(n) ∗ cµ(Q − n) as also defined in eq. (4.33). The
corresponding symbol in vector form is denoted as γµν of length Gγ = 2Q+ L− 2 due to the
convolution effect.
γµν = [γµν(0) · · · γµν(Gγ − 1)]T (5.20)
Vector rµν(n) of length P , defined as in eq. (5.1), is given next as a function of theN = 2M+1
vector dν accounting for the ISI effect that is introduced due to the pre-filters. M symbols
transmitted before and after symbol d0ν are taken into account. We recall here that the sampling
time is T ns = nQ + ∆, n = 1, 2, . . . and we further assume that ∆ + Q ≤ Gγ , ∆ + Q ≥ P
(these assumptions are only to assist the illustration of the Wiener solution as both P and ∆
can be arbitrarily chosen). Then:
rµν = Γµνdν (5.21)
where the P ×N matrix Γµν is:






γµν(∆ +Q− i− jQ), for 0 ≤ ∆ +Q− i− jQ ≤ Gγ − 1
0, otherwise
(5.22)
























































By combining now eq. (5.18) and eq. (5.21) we obtain:





















We will consider again the simple case of two users to calculate the mean terms of the Wiener
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solution.
E[RT (T ns )R(T
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In Chapter 2 we mentioned that the data symbols are uncorrelated, Rd = I, which means that:


















I, if µ = ν
0, otherwise
(5.27)
Hence eq. (5.25) takes the final form:

















In the same way we have






where γ̄µν is a P -length vector defined as:
γ̄µν = [[Γµν ]
1,(M+1) · · · [Γµν ]P,(M+1)]T (5.30)
and [Γµν ]
i,(M+1) is given by eq. (5.22).
Generalising equations (5.25) and (5.29) to the case of arbitrary number of users K we have:


























E[RT (T ns )d0] = [γ̄
T
11 · · · γ̄TKK]T (5.32)
89
Inverse filters - Wiener solution
By replacing now the expectation terms in eq. (5.17) with the right-hand side of eq. (5.31)
and eq. (5.32) the Wiener solution is almost determined in a closed form. What remains to be
investigated is the right value for the parameter λ. This is the objective of the following two
sections.
5.5 λ - In depth
The question raised is as to what is the best choice for the parameter λ in eq. (5.17). A numerical
solution with reference to [102] is given and the performance of this solution is discussed. The
performance graphs, in terms of system’s average BER, given in this section are mostly based
on the analytical eq. (3.12). The consistency between theory and simulation results will be
shown in section 5.7.
5.5.1 Numerical solution
The problem described in section 5.2 can be restated in the following form:
minimize : E
[
‖d0 −R(T ns )p‖2
]
subject to : ‖Up‖2 ≤ Eg (5.33)
The objective function to be minimised is:
E[dT0 d0] − 2E[dT0 R(T ns )]p + pTE[RT (T ns )R(T ns )]p (5.34)
After deletion of the constant term E[dT0 d0] and the following substitutions
E[dT0 R(T
n
s )] = −γ
E[RT (T ns )R(T
n
s )] = Γ (5.35)
eq. (5.33) is rewritten as:
minimize : 2γp + pTΓp
subject to : ‖Up‖2 ≤ Eg (5.36)
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This problem specifies minimisation of a convex quadratic function (Γ is positive semi-definite
as a correlation matrix) over an ellipsoid whose surface is the set of signal vectors which have
a transmitted power level Eg. This is a trust-region-subproblem as occurs in nonlinear opti-
misation theory and the solution is determined with reference to the numerical optimisation
techniques in [112, 113]. The gradient of the objective function is given by 2γ + 2Γp while
the gradient to the constraint is, as shown in eq. (5.12), 2UTUp. If the Karush-Kuhn-Tucker
(KKT) conditions for the local optimum po are satisfied with Lagrange multiplier λ then the
following holds:
(Γ + λUTU)po + γ = 0 (5.37)
√
Eg − ‖Upo‖ ≥ 0 (5.38)
λ ≥ 0 (5.39)
λ(
√
Eg − ‖Upo‖) = 0 (5.40)
To establish that po is a minimum, the second order sufficient condition requires positive cur-





x > 0, ∀x ∈
{
w|wTpo = 0,w 6= 0
}
(5.41)





is positive definite for λ > 0. Eq. (5.41) will then be satisfied for
any point on the constraint surface. When λ = 0, we obtain the unconstrained minimum of
the objective function which must be a minimum based on the convexity implied by a positive
semi-definite Γ. These observations coupled with a non-zero constraint gradient at all points
other than the origin result in the conclusion that the KKT conditions are satisfied with a unique
λ and that the associated point po is a global optimum.
The optimum value for λ can be found with numerical optimization techniques. The lower
bound for λ is zero. Before calculating an upper bound some notations are necessary to precede.
For any matrix X, ψ̌(X) and ψ̃(X) denote a minimum and maximum eigenvalue of matrix X,
respectively. The upper bound for λ can now be calculated by rearranging and taking the norm
of each side of eq. (5.37) as shown in [113]. The calculations following are not intented to be a
vigorous proof for the upper bound of λ. The norm used is the spectral norm ‖X‖s defined in
[89] as the square root of the largest eigenvalue of the matrix product XTX. For a vector x it
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‖γ‖s ≥ ‖p‖s (5.43)
which further implies,










If a non-zero λ satisfies the KKT conditions, then the corresponding po must have ‖Upo‖s =
√
Eg. Then, if we write
‖Upo‖s ≤ ‖U‖s‖po‖s =
√
Eg (5.46)







In case the eigenvalues of the correlation matrix Γ cannot be calculated the term ψ̌(Γ) may be
dropped out from eq. (5.45) which relaxes the upper bound. The new simplified upper bound







The above analysis provides a range of possible values for λ parameter. The search for the
right choice of λ starts from λ = 0. If the norm ‖Upo‖ ≤
√
Eg then the solution is inside
the constraint. Otherwise, an arbitrary λ can be tested for optimality by solving eq. (5.37) and
then checking the power constraint. If ‖Upo‖ =
√
Eg, then po is the solution we are looking
for. This procedure suggests a bisection algorithm for solving eq. (5.36). For such an algorithm
a converge precision has to be determined and it is denoted as ε. The bisection algorithm
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proceeds as follows [113]:






2. set λ = 12 (λlow + λhigh)
3. if (λhigh − λlow) ≤ ε exit procedure, otherwise go to 4.
4. solve (Γ + λUTU)po + γ = 0 for p
5. if ‖Up‖ ≥
√
Eg, then set λlow = λ, otherwise set λhigh = λ
6. go to step 2
(5.49)
The complexity of this algorithm is determined by the desired accuracy and the cost of the






− log2ε iterations are required
to converge to the desired precision [102]. If the eigenvalues of Γ are known the number of
iterations can be reduced. The structure of the linear system in step 4 is more helpful. As
λ > 0 in each iteration, (Γ + λUTU) must be symmetric positive definite which suggests the
Cholesky factorization to solve the system quickly.
5.5.2 Performance results
In graph 5.9(a) the average total energy transmitted per symbol Eg versus λ if no power scaling
takes place is shown. The system under consideration is one of 5 users with spreading gain
of 16 in a multipath environment with Eb/No = 10dB. We observe that Eg is very high for
λ ∼ 0 and is radically reduced as λ increases. When ‖ck‖ = 1 then the energy transmitted
of a corresponding conventional CDMA system is Eg = 5. In the inverse filters scheme, for
the particular scenario, Eg = 5 is achieved for λ = 0.1077, as shown in the graph. This
result is in agreement with the convergence of the bisection algorithm in (5.49). In Figure
5.9(b) the performance in terms of the system’s average BER versus λ is illustrated. The solid
line shows the BER when the resulted signal sp after pre-filtering is transmitted without any
scaling. For λ very small, where the transmitted power is nearly uncontrolled, the performance
is very good but gets very poor as λ increases, due to over-reduction of the power as shown
in Figure 5.9(a). The dashed line shows how the BER evolves versus λ for the same system
when the power is scaled with scaling factor
√
F . Now the energy is kept constant at Eg = 5.
The crossing point with the unscaled graph is at λ = 0.1077 as expected. The interesting
thing is that the performance is getting better for a λ ∼ 0.05 which is other than the one the
numerical solution suggests. This does not create a contradiction as no power scaling was
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(a) Unscaled transmitted signal vs λ. K=5,
Q=16, Eb/No=10dB.



















λ=0.1077, numerical solution 
(b) BER vs λ for scaled and non-scaled transmitted
signal. K=5, Q=16, Eb/No=10dB.
Figure 5.9: Transmitted energy and BER vs λ for INVF.
imposed in the numerical solution. It means that by letting the pre-filters to achieve Eg > Eg
and then scaling the resulted signal back to the desired power we can have a better average BER.
This observation is becoming more intense if we repeat the experiment for Eb/No = 15dB as
shown in Figure 5.10. In the next section we investigate how λ affects a variety of the system’s
characteristics and we try to determine some criteria for choosing it.















Figure 5.10: BER vs λ for scaled and non-scaled sp. K=5, Q=16, Eb/No=15dB.
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5.6 Observations on λ parameter
Last section gave a numerical solution for λ but it also showed that the converged value is not
necessary the optimum. By setting λ to zero the Wiener solution is unconstrained, as given in
[104] but the power of the produced signal is prohibitive. λ selection determines the trade off
between reducing the mean squared error and the transmitted energy that the Wiener solution
achieves. In the following the effect of λ on the performance, the performance spread and
the transmitted energy will be examined. In all the graphs in this section the total energy
transmitted per symbol is ensured to be the reference power of a corresponding conventional
CDMA system. This is achieved, as already have been explained, by multiplying the precoded

















































Figure 5.11: BER vs λ & P . K=5, Q=16, Eb/No = 10dB.
5.6.1 BER vs λ & filter length
In Figure 5.11(a) the BER performance versus λ and filter length P is displayed for a system of
K = 5 users and Q = 16 when Eb/No is set to 10dB. The channel is set to be multipath, while
in Figure 5.11(b) is AWGN. In both graphs for a constant λ the performance is getting better
as the filter length is increased. For the Gaussian channel the performance versus filter length
reaches a lower bound (levels off) for a smaller number of taps compared to the multipath
environment with channel length L = 11 chips. This is expected as more taps are needed
to achieve the channel equalisation. In these graphs the initial value for λ is 0.0001. We
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can’t set λ to zero because the resulting matrix to be inverted becomes
[




which has a very large eigenvalue ratio and is nearly singular. The bad condition of matrix
[




, when λ is small, leads to an increased transmitted power in order to
achieve elimination of MAI and ISI. In this case the scaling factor used before final transmission
reduces the SNR at the receiver point as explained in Chapter 3 and results in poor performance.
This factor in conjunction with the fact that a small pre-filter length makes it more difficult to
equalise the channel explains why the selection of the right λ plays a critical role to the system’s
BER when filter length is kept small. On the other hand the performance versus λ is nearly flat
for large filter length, at a complexity cost. For a heavy loaded system of K = 12 as shown in




















Figure 5.12: BER vs λ & P . K = 12, Q = 16, Eb/No = 10dB.
In Figure 5.13 the solid lines show how λ affects the BER for a system of K = 5 users and
Eb/No = 10dB for four different sets of 5 random codes when the pre-filter length P = 16.
The experiment is repeated for four new sets of 5 randomly generated spreading codes when
P = 32 and this is shown in the same Figure by the dashed lines. All graphs follow a similar
pattern. There is a range for λ which gives almost the optimum BER performance with a
variety of spreading codes and pre-filter lengths. We observe that for Eb/No = 10dB this range
is ' 0.05. This gives a degree of freedom about the choice of λ. The discussion over the
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relationship between BER, λ and Eb/No is in the next section.






































Figure 5.14: BER vs Eb/No & λ. K = 5, Q = 16, P = 32.
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5.6.2 BER vs λ & Eb/No
Since λ is the power control term it is expected that the best value for it is a function of Eb/No.
In Figure 5.14 the performance in terms of BER versus different choices of λ and Eb/No is
shown. The CDMA system is one of 5 users with random selected codes and pre-filter length
set to 32 taps. Channels are always multipath with the profile given in table 2.3. From the
contour diagram in the xy plane we can draw the conclusion that for low Eb/No there is a
wide range where the BER versus λ is nearly flat. The flat range begins around the value of
0.04−0.05 for λ. In contrast, for Eb/No higher than 12dB the BER is a more sensitive function
of λ and the best performance is shifted to smaller λ values (' 0.025). We assume here that
for a telecommunication system the average Eb/No encountered is 10dB and, therefore, our
conclusions are drawn relied on the 10dB line. In the next two figures these remarks are more
clear.


























Figure 5.15: BER vs λ. P = 32, K = 5, Q = 16.
From Figure 5.15 we observe the relationship between the BER of a 5 users system and λ for
Eb/No that varies from 3 to 15dB. The channels used follow the profile that is presented in
table 2.3. Again it is shown that the higher the Eb/No the closer to zero the best value for λ
is shifted. On the other hand, for Eb/No / 12dB the graphs are almost flat. Similar results
are drawn for the case that the system under consideration is loaded up to 12 users while the
spreading gain remains to Q = 16, as shown in Figure 5.16. These results hold on even for
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different length of pre-filters, e.g. P = 16, as was illustrated in Figure 5.13. In an effort to
explain this behavior we could say that as the Eb/No gets higher the need for power constraint
is fading and the Wiener solution should be shifted to deal mostly with the MAI and less with
the power. Hence, the necessity for power control is not so important and the Wiener solution is
set “free” to deal with multiple access and intersymbol interference as λ approaches zero. The
natural transmitted power in that case increases, of course, but the scaling factor normalises it.
These conclusions come in agreement with the ones drawn from Figure 5.10 in section 5.5.


















Figure 5.16: BER vs λ. P = 32, K = 12, Q = 16.
5.6.3 Performance spread vs λ
A critical issue in CDMA systems is to provide all users with equivalent performance, assum-
ing that users are transmitted with equal powers. That means that the SNIR φk, as defined in
eq. (3.10) must be approximately the same for every user. In zero forcing solutions for precod-
ing, e.g. joint transmission and transmitter precoding, this is ensured by the algorithm’s nature.
Under zero forcing criteria the MAI and ISI is completely eliminated and the demodulated data,
at the receiver output, are only a scaled version of the transmitted ones. This scalar is the same
for all K users and thus the performance is equal for all. However, this in not the case for the
MMSE and power constraint algorithm we introduced with the inverse filters. Now, there is
residual MAI and ISI due to the trade off between MAI and ISI elimination and limited power
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transmission. In other words, by constraining the transmitted power we force the system to
include MAI in situations where eliminating it would require inappropriate power levels. This
leads to differences among the users’ performance, as is clearly shown in the Figures 5.17 and
5.18.




















Figure 5.17: Individual users and average BER, K=7, Q=16, λ = 0.05.




















Figure 5.18: Individual users and average BER, K=7, Q=16, λ = 0.15.
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In Figure 5.17 the BER versus Eb/No is illustrated for a system ofK = 7 users, when λ = 0.05
and P = 32. This time, the graphs are produced by means of Monte-Carlo simulations. The
solid line corresponds to the average BER of the system while the dashed lines are the individual
performances for each one of the seven users. The same system is depicted in Figure 5.18, but
now the Wiener solution is calculated with λ set to 0.15. It is obvious that in the first case the
users are almost equivalent in performance while in the later there is a ’performance spread’
among the users, which becomes more significant for higher Eb/No.













Figure 5.19: SNIR spread vs λ. K = 5, Q = 16, L = 11, Eb/No = 10dB.
To achieve a deeper insight of how λ affects the system we recall the performance spread Φxs
as defined in eq. (3.13). This gives a good idea of the “gap” between the best and the worst
performance in a system of K users, when equal powers are considered. In Figure 5.19 the
performance spread versus λ value is shown for a system of 5 users and Eb/No = 10dB when
filter length is set to 16 or 32 taps. The solid lines represent analytical results for 4 sets of 5
different random spreading codes when P = 16. The dashed lines represent analytical results
for 4 new sets of 5 randomly generated codes when P = 32. In both cases the results are
similar. An important conclusion that can be drawn from these graphs is that large values of λ
result in significant differences in the users’ performance while small values result in similar
performance.
Φ8s is illustrated as a function of two variables, λ & filter length P for K = 5 in the Figure
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5.20. It is apparent that across any filter length, inequalities among users’ performance are more
intense as λ increases. The Φ8s is larger for small filter lengths due to insufficient precoding/pre-
equalisation. In figures 5.21(a) and 5.21(b) Φs versus Eb/No & λ is shown for P = 16 and
P = 32 respectively. The graphic representation in the two Figures has nearly the same pattern.
For any yz plane the performance spread increases with the Eb/No. This is consistent with the
remarks from Figures 5.17 and 5.18 and it is explained as follows.
AWGN is assumed to be the same for all users in a cell and thus the differences among users
performance is due to MAI and ISI. Therefore, for low Eb/No, the overwhelming interference
is the noise and the system is more likely to have a performance spread close to unity. On the
other hand, for high Eb/No MAI and ISI (mostly MAI) are the dominant disturbances and these
result in larger Φs. The solution is a small λ under the restriction of not increasing too much
the power.
The graphs of this section proved that there is more to say than the numerical solution given for




























Figure 5.20: SNIR spread vs λ & P . K = 5, Q = 16, Eb/No = 8dB.
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(b) K=5, Q=16, P = 32.
Figure 5.21: Φs vs λ & Eb/No
5.6.4 Discussion
The bisection algorithm given in eq. (5.49) converges to the λ that satisfies two criteria simulta-
neously. It minimises the mean squared error and ensures that the averaged transmitted power
per symbol is the desired one. But analytical and simulated results show that by relaxing the
criteria better results can be achieved. By letting the power of sp to exceed the desired level and
then scaling it to Eg the BER performance can be significantly improved. Depending on the
conditions (e.g. Eb/No) the Wiener solution trades off between power constraint and ISI-MAI
cancellation. High Eb/No ' 12dB requires small λ (e.g.. λ / 0.025) to allow the suppression
of the dominant MAI and ISI and keep the unscaled power to reasonable limits. For these range
of Eb/No the BER is sensitive to λ choice. Things are more clear when Eb/No / 12dB for
a variety of scenarios. Now the BER performance is almost flattened versus λ for λ ≥ 0.05.
This gives a degree of freedom, which is restricted by the need to keep the performance among
different users in the same levels. The performance spread is increased proportionally with
λ. Consequently, of the available range of λ values we choose the smallest (λ ' 0.05). In
addition, it is shown that the longer the tap-vector of the pre-filters (P ), the less sensitive is the
system’s characteristics to λ parameter. However, it is desirable to keep P small for complexity
reasons. In conclusion, a rough empirical rule could be proposed for the choice of λ based on
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/ 12dB then λ ' 0.05
' 12dB then λ / 0.025
(5.50)
5.7 Simulation results-Comparison
In this section the results are produced by means of Monte Carlo simulations. We compare
the INVF with the methods described in Chapter 4. Complexity comparison takes place and
it is also shown how the analytical performance calculated in Chapter 3 is consistent with the
simulation results. The basic assumptions for the simulations are the same as presented in
section 2.5, which we repeat briefly here.
BPSK data symbols dmk are spread by random binary spreading codes ck of length Q = 16
and transmitted synchronously over the mobile channel. Variations of the received power due
to path loss and log-normal fading are assumed to be eliminated by power control. Each of
the users is assumed to be transmitted with equal energy which is normalised to have unit
amplitude. The codes are also normalised to have unit power. The scheme of unequal powers
will also be addressed. The mobile radio channels are different for each user and the tap weights
are normalised to ‖hk‖ = 1. The delay profile adopted is the one of the channel A case in
[114], which is line with the UMTS European system and has a delay spread of L = 11 chips.
Their impulse response is given in table 2.3 of section 2.5.1. The channels are assumed to be
stationary with no Doppler effects. Perfect knowledge of the downlink channel is presumed in
the BS. For the DPF and INVF methods the delay, ∆, in sampling the output at the receiver is
set to half the pre-filter length [111].
In Figure 5.22 the BER performance versus the length of the pre-filters for the DPF and INVF
is displayed for a CDMA system of 5 users and Eb/No = 10dB. The parameter λ in INVF is
set to 0.05 as derived from the previous section. Analytical curves are displayed along with
the simulation results. It is obvious that the performance of INVF dramatically exceeds the
performance of DPF. For a filter length close to the number of users, DPF encounters near rank
deficiency of the matrices to be inverted [78]. This is mirrored in the graph by the mismatch of
the analytical and the simulated results for small filter lengths. Furthermore, according to the
algorithm presented in [78] the pre-filter length for DPF is restricted to P ≤ ∆ + Q whereas
the length for the INVF can be arbitrarily chosen. It is worth noting how closely the analytical
104
Inverse filters - Wiener solution



















Figure 5.22: BER vs P . K = 5, Eb/No = 10dB, Q = 16. λ = 0.05 for INVF.
graphs correspond to the simulation results. The improved performance of INVF over the DPF
is expected due to the power constraint incorporated in the algorithm and the MMSE approach
adopted in comparison with the ZF one of DPF.
In the next two figures the BER versusEb/No of INVF is shown and compared with pre-RAKE,
TP, JT and DPF in a severe multipath propagation environment. A system of K = 5 and one
of K = 14 is considered in Figure 5.23 and Figure 5.24 respectively. In Figure 5.23 TP is
illustrated for both a matched filter (TP-MAT) and a RAKE (TP-RAKE) receiver versions. TP-
RAKE is omitted in Figure 5.24 to ease the congestion of the graph. In these simulations the
end-bits of the block transmitting techniques are being discarded for the sake of consistency
with the analytical results in chapter 3. Their contribution to the performance deterioration
is negligible. For K = 5, JT and INVF have the same performance and by far outperform
the other techniques. For K = 14 INVF is the best technique for reasonable Eb/No with
a significant error floor in performance when P = 32. By increasing the number of taps to
P = 90 taps and selecting λ = 0.003, ideal for Eb/No = 20dB, INVF performance is further
improved and becomes consistently better than JT. However, the penalty is a degradation in the
low Eb/No ratio region, when compared with the (P = 32, λ = 0.05)-graph and it results in
a crossing point at about 12dB. This is due to the fact that λ = 0.003, selected for the case of
P = 90, is not the best choice for Eb/No = 10dB, according to our conclusions in expression
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(5.50). The above leads to the idea that if the base station knows the noise power at the receiver
it can optimise the performance for high loaded systems by selecting the appropriate λ value,
from a data base. In figures 5.23 and 5.24 the markers represent the simulation results while
the dashed lines the analytical ones as derived based on eq. (3.11). Theory and simulations are
in remarkable agreement in both graphs.





























Figure 5.23: BER vs Eb/No. K = 5, Q = 16, L = 11.





























Figure 5.24: BER vs Eb/No. K = 14, Q = 16.
The BER versus the number of users is shown in Figure 5.25. For every number of users the
system’s BER is averaged over 60 different sets of random codes to smooth out the effect of
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Figure 5.25: BER vs K . Eb/No = 10dB, Q = 16. P = 32 for INVF and DPF. λ = 0.05 for
INVF.
codes with low or high crosscorrelation. Eb/No is set to 10dB and for INVF and DPF the pre-
filters have a length of P = 32 taps. It is clear that INVF outperform TP, Pre-RAKE and DPF.
INVF exhibits better performance than JT for a heavily loaded CDMA system. For a system
loaded to a number of users less than half the spreading gain INVF and JT are competitive in
terms of performance but it worths examining the computational cost of the two methods. The
block length for JT is set to N = 32 bits. The matrices that need to be inverted for both JT and
INVF algorithms have the same dimensions. Thus, we examine the multiplications needed per
symbol per user after any matrix inversion has been completed. Recalling the computational
cost as issued for blockwise and bitwise techniques in Chapter 3, table 5.1 is obtained. INVF
Algorithm Size of matrix to be inverted Number of Multiplications
when channel changes per symbol
(excluding inversions)
JT NK ×NK = 160 × 160 N 2KQ = 81920
INVF PK × PK = 160 × 160 PQ = 512
The numerical examples correspond to the case of N = 32, K = 5, Q = 16, P = 32.
Table 5.1: INVF vs JT computational cost comparison
requires a lot less computational cost than JT. The block length of JT can by reduced at the
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cost of capacity loss if N is too small, due to incorrect precoding of the end-bits of the block.
Moreover, the blocks to be transmitted in a real CDMA system are much longer than the 32
length used in Figure 5.25.
The degree of deterioration in performance due to severity in multipath channels is shown
in Figures 5.26 and 5.27. Only JT and INVF are shown as they both outperform the other



























Figure 5.26: Channel’s effect for spreading codes set 1.
techniques and compete in performance terms. For each algorithm the BER is shown for a
AWGN channel along with the BER for a mild and a severe multipath channels. The system
chosen is one of K = 6 users and the filters length is set to P = 40 taps. For JT the end
bits are discarded. The difference between the two graphs is the set of spreading codes used
(denoted as spreading codes set 1 and 2). The severe multipath channels follow the same
pattern as shown in table 2.3, while for the mild channel is as in table 5.2. As observed from
both graphs, deterioration in performance occurs to the same extent for both algorithms and as
expected is more significant and apparent when a severe multipath environment is considered.
The difference in performance among the two Figures reflects the effect that different random
codes can have on a system.
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Figure 5.27: Channel’s effect for spreading codes set 2.
Delay in µsec Tap Coefficients for channel
User 1 User 2 User 3 User 4 User 5 User 6
0.0 0.998054 -0.995696 0.999707 -0.861355 -0.891757 0.901384
0.26 -0.062311 0.083777 -0.007458 0.507978 0.070835 -0.431625
0.52 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000
0.78 0.002369 -0.039639 -0.023048 -0.005155 0.446937 0.034736
Table 5.2: Mild multipath channel’s profile
In section 5.2 we stated that differences in transmission power among the users do not affect
the Wiener solution (this is proved in Appendix A). The scenario of different transmission
powers occurs in the downlink when different quality of services are required for each user.
In Figure 5.28 the dashed lines correspond to the individual performances of each user when
transmitted with equal powers w2k = 1. The simulation BER curves are almost overlaping with
each other. In the same graph we show the INVF simulation performance for K = 3 users,
when (w2/w1)2 = 4 and (w3/w1)2 = 9 with w21 = 1. From the graph it is obvious that user-1
performance is not affected compared with the case of w2k = 1, k = 1, 2, 3. On the other hand
users 2 and 3 display performance improved according to the transmission power. This means
that the Wiener solution is near-far resistant.
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Figure 5.28: BER vs Eb/No. K = 3, Q = 16.























Figure 5.29: BER vs Eb/No. K = 3, Q = 16 for complex channels.
So far, throughout this thesis the simulations and the theoretical analysis are using the channel
profiles as described in tables 2.3 or 5.2. Although these channels follow the delay profile of
an urban channel, in line with UMTS, their tap-coefficients have real values and the power is
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equivantly distributed among them, which is not very realistic. The channel tap-coefficients in
a real system are complex numbers and they can follow a Rayleigh distribution, time varying
with a Doppler frequency. Figure 5.29 displays the average BER of three users. The techniques
compared are the INVF and JT. Each tap-coefficient is time varying and complex. The real and
imaginary part are simulated independently as sum of sinus [115, 116] with a selected Doppler
frequency. The power of tap-coefficient has a Rayleigh distribution. Each one of the three
channels is initialised with different phases to achieve uncorrelated results. We let the channels
run for 20 seconds, with Doppler frequencies of 30-90 Hz. We lock them and then run the BER
simulation for INVF and JT. The set of channels was for both graphs the same for the sake of
fair comparison and they are demonstrated in table 5.3.
Delay in µsec Tap Coefficients for channel
User 1 User 2 User 3
0.00 -0.242974-j0.303296 0.220272-j0.342193 -0.612400+j0.730495
0.26 -0.125466-j0.063417 -0.099331-j0.277136 -0.444251-j0.669437
0.52 0.000000-j0.000000 0.000000-j0.000000 0.000000-j0.000000
0.78 0.010125+j0.036019 -0.066840+j0.004550 -0.048003+j0.264531
1.04 0.174803+j0.117559 -0.071114+j0.103831 -0.238124-j0.123369
1.30 0.000000-j0.000000 0.000000-j0.000000 0.000000-j0.000000
1.56 0.000000-j0.000000 0.000000-j0.000000 0.000000-j0.000000
1.82 0.027070+j0.011528 -0.107521-j0.036790 -0.089175-j0.084012
2.08 0.000000-j0.000000 0.000000-j0.000000 0.000000-j0.000000
2.34 0.000000-j0.000000 0.000000-j0.000000 0.000000-j0.000000
2.60 0.074906+j0.012934 -0.006503-j0.048724 0.052034-j0.031326
Table 5.3: Complex multipath channel’s profile
5.8 Summary
In this Chapter a new technique was proposed called inverse filters originating from the stereo-
phonic sound reproduction systems. The algorithm was appropriately modified and the power
constraint was added to it. The Wiener solution was calculated and given in a closed form,
while the power constraint parameter λ was thoroughly investigated. The technique is bitwise
and outperforms DPF, TP-MAT and TP-RAKE. INVF also outperforms JT for heavily loaded
systems, while the methods are competitive when K ≤ Q/2 for sufficiently large data-block
length. However, INVF requires significantly less computational cost than JT. The simulation
BER curves for a variety of precoding techniques, produced in this Chapter, were in ultimate
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agreement with the analytical ones as derived from the analysis in Chapter 3. INVF can be




In this Chapter we will examine adaptive transmitter based techniques that reduce MAI and
ISI in a TDD system. Part of this work has been published in [117]. Section 6.1 presents the
motivation that inspired the study of adaptive techniques and the link with the Wiener solution
for INVF, as given in Chapter 5. Section 6.2 introduces filtered-X. The adaptive multichannel
techniques are described in section 6.3. In sections 6.4 and 6.5 there is a discussion about
convergence speed and BER performance.
6.1 Motivation
The fundamental basis that precoding techniques rely on is that the base station (transmitter)
has knowledge of all the downlink channels plus the receiver structure (filters matched to the
spreading codes) of the mobile stations. In Chapter 4 and Chapter 5 the methods presented
use this knowledge to implement algorithms that calculate directly a precoded signal which
is ISI and MAI resistant prior to transmission. These algorithms include inversion of one or
more matrices, which contributes to the complexity and computational cost. Pre-RAKE doesn’t
involve any matrix inversion but its performance for a multiuser scheme is rather poor. A matrix
inversion free technique is then sought.
In conventional receiver based equalisation or multiuser detection systems adaptive techniques
[11, 69–74, 89] are commonly used to converge to the tap-coefficients that remove the inter-
ference and increase the signal to noise ratio. Therefore the matrix inversion needed for the
receiver based ZF, eq. (2.38), or MMSE, eq. (2.42), is avoided. The objective is to find such
an approach which is feasible for the transmitter based techniques. This idea implies that the
adaptive filters are placed before the channels, within the BS. In active control of sound and
vibration technology an adaptive feedforward technique, named filtered-X, is extensively used
to pre-equalise the sound produced by a loudspeaker and compensate for any distortion caused
by the channel between the microphone and the loudspeaker. Obviously, such an approach
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presumes that the controller, which adaptively sets the pre-filter taps, is provided with the er-
ror sensed at the microphone with a feedback link. An adaptation of this method to a CDMA
system implies that the mobile terminal should receive a training sequence and provide the BS
with the error at its output. However, in wireless telecommunications the feedback from the
receiver to the transmitter in conjunction with the necessary training sequences result in band-
width usage and waste of capacity. Hence, this is not the solution that designers are in favor of.
It would have been ideal if there was no need for the mobile to feed back any error to the BS ,




















































Figure 6.1: Block diagram of emulation in the BS
This is feasible under the TDD scenario according to which the BS along with the knowledge of
the receivers structure is feasible to have an estimate ĥk(n), k = 1 . . . K , of kth user’s channel
hk(n), from the last uplink burst. There is nothing to prevent then the BS from emulating
the actual system, in a cell, in an internal block. The block diagram of the emulation that
takes place in the BS is shown in Figure 6.1. It is similar to the block diagram suggested for
the INVF with the addition of the adaptive algorithm block and the error feedback lines. The
BS station initialises the tap-coefficients of the pre-filters and then starts transmission. The
resulting sp(n) signal is sent to the BS antenna element and an internal block that emulates the
real receivers and their corresponding channels. By emulating the system, the BS can estimate
the output d̂k(n) sampled from the mobile. The errors ek = d̂k − dk, k = 1 . . . K , are fed back
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to the adaptive algorithm and after a number of transmissions the algorithm converges to the
coefficients that minimise the sum of the squares of K error signals. If the same cost function
is used the converged solution should be, ideally, the Wiener solution for INVF. Instead of a
single error as in the conventional adaptation process, a vector of errors
e = [e1 . . . eK ]
T (6.1)
is sent now back to the adaptive block. Therefore, an independent adaptive algorithm for each
user’s pre-filter is not effective. A joint adaptive approach should be followed for the simulta-
neous convergence of all the filters pk. This is achieved with the multichannel (MC) adaptive
algorithms for feedforward control as will be explained in a later section.
These algorithms were originally used and investigated for active noise control and sound repro-
duction systems. These systems consist generally by a number of I source signals, a number
of J actuators (typically loudspeakers) and a number of K “error” sensors (typically micro-
phones). In the CDMA systems we examine in the current thesis the source signals are the
K spread spectrum signals addressed to each user, the actuator is one single element antenna
(although this could be generalised for a multiple antenna array) and the the “error” sensors the
K matched filter receivers.
6.2 Filtered-X LMS
It is considered as essential to present a short introduction to the origin and principles of the
monochannel filtered-X algorithm as introduced in [111]. The classic problem of the adaptive
inverse modeling of a noisy plant is illustrated in Figure 6.2(a). The plant noise can be rep-
resented as additive noise at the plant output. This noise is an additive input to the adaptive
filter and is not correlated with the desired-response input to the system. The result of the plant
noise is therefore to cause the adaptive solution to be generally different from that of a close
approximation to the delayed inverse.
The problem of plant noise led to the development of the filtered-X algorithm, which allows
adaptation of the inverse filter placed forward of the plant in the cascade sequence. This ap-
proach is partially illustrated in Figure 6.2(b), where plant noise doesn’t appear in the adaptive
filter input. Consequently, this noise will have no effect on the converged solution for the in-



























Figure 6.2: Adaptive inverse modeling of a noisy plant
the mean square of error e in Figure 6.2(b) is a quadratic function of the adaptive filter weights
and the adaptation has the potential for smooth convergence with a unimodal performance sur-
face. The classic least mean squares (LMS) algorithm cannot be used unless an appropriate
“desired” signal is derived to be compared with the adaptive filter output y. The signals d and e
are not sufficient because e is the error at the plant output, not at the adaptive filter output. If e
is used directly with the LMS algorithm to adapt the inverse filter, the adaptive process is very
likely to be unstable or, if not, to converge to an irrelevant solution [111].
The correct approach of the problem as shown in Figure 6.2(b) is shown in Figures 6.3(a)-(c).
In Figure 6.3(a) the noise plant is neglected for the moment and the plant is commuted with
the LMS filter , whereupon the LMS algorithm can be directly applied. Adjusting the weights
to minimise the mean square error e will yield the correct set of weights to minimise the e
in Figure 6.2(b) with plant noise neglected. Next the system diagrammed in Figure 6.3(b) is
regarded. Here the adaptive filter and the plant are cascaded as originally in Figure 6.2(b). The
objective is that the adaptive process shown in Figure 6.3(c) produce the same set of weights
as the systems illustrated in Figure 6.3(a) and (b). Then, the filtered-X algorithm is a viable
solution to the adaptation problem of Figure 6.2(b). Comparing the systems of Figure 6.3(a)
and (b) it is clear that the input signal vectors available to the LMS algorithms in both systems
are identical at all times. However, the errors e are not necessarily identical to each other at
all times. They would be identical if the adaptive FIR filter weight vectors were identical to
















































Figure 6.3: Development of filtered-X algorithm
input, the same output results when the positions of two cascaded filters are commutable. They
would be commutable if the plant were linear and if the time variations of the impulse responses
of both the plant and the adaptive filter took place with time constants long compared to the
combined memory times or time constants of the adaptive filter and the plant. Thus assuming
slow adaptation plant and that the adaptive filters are commutable, the weight vectors of the
systems in Figures 6.3(a) and (b) undergo the same changes if the are identically initialised.
Hence, the adaptive process in Figure 6.3(b) is suitable for the problem in Figure 6.2(b). In
Figure 6.3(c) the noise plant is added again to the system. The expected value of the adaptive
weight vector will be the same with the noiseless system in Figure 6.3(b). However it will of




The filtered-X technique refers to a single input single output feedforward adaptive system.
Multichannel/multiuser feedforward adaptive algorithms have also been developed. The most
popular of them are the multichannel least mean squares (MC-LMS)1 and multichannel re-
cursive least squares (MC-RLS). Originally in the derivation of these algorithms the power
constraint term was omitted. However, in recent publications control output constraints have
been incorporated into MC-LMS method. The cost function for the derivation of the adaptive
algorithms can be taken directly from Chapter 5 with or without the power constraint term, de-
noted as Jc and J respectively. These techniques adapted to a CDMA system will be described
along with a reference to some alternative versions.
6.3.1 Multichannel LMS
The multichannel LMS algorithm [107] provides a multichannel generalisation of Widrow’s
filtered-X LMS algorithm [111]. It is widely used and it is the benchmark to which most adap-
tive filtering algorithms are compared. In this algorithm, the gradient of the instantaneous sum
of squared error signals is computed as a function of each coefficient in the adaptive filters.
Thus, the method of steepest descent can be used to descend toward the minimum on the per-
formance surface of the quadratic form in eq. (5.11). The values of the pre-filter taps weight
vector are iteratively updated by an amount proportional to the negative of the gradient of the
quadratic performance surface.
The complete cost function to be minimised is as in eq. (5.11) without the power constraint
term:
J = E[dT0 d0] − 2E[dT0 R(T ns )]p + pTE[RT (T ns )R(T ns )]p (6.2)
The gradient ϑJ/ϑp of eq. (6.2) is:
ϑJ
ϑp
= −2E[RT (T ns )d0] + 2E[RT (T ns )R(T ns )]p
= −2E
[
RT (T ns )
(




RT (T ns )
(
d0 − d̂0(T ns )
)]
(6.3)




By defining the instantaneous error vector e(T ns ) between the desired data and the estimated
data as:
e(T ns ) = d0 − d̂0(T ns ) (6.4)
and substituting in eq. (6.3) the gradient is expressed as:
ϑJ
ϑp
= −2E[RT (T ns )e(T ns )] (6.5)
If each pre-filter taps vector is now adjusted at every sample time (T ns ) by an amount propor-
tional to the negative instantaneous value of the gradient, a modified form of the well-known
LMS algorithm is produced:
p(T ns ) = p(T
n−1
s ) + µR
T (T ns )e(T
n
s ) (6.6)
where µ is the step-size parameter of the algorithm. The error vector e is known to the BS due
to the emulation of the real system as explained in section 6.1.
Recalling equations (5.18) and (5.19) we can ’break’ eq. (6.6) down to the corresponding update
step for the specific pre-filter of each user:
pk(T
n
s ) = pk(T
n−1




s ) · · · rKk(T ns )
]
e(T ns ) (6.7)
where rµν(n) as in eq. (5.1).
The representation of eq. (6.7) for individual pre-filters can be realised as shown in Figure
6.4. The block diagram corresponds to the 2-users case. Both in Figures 6.1 and 6.4 ẑk(n) =
ĥk ∗ck(Q−n) means that an estimate ĥk(n) of the downlink channel hk(n) is available. Under
ideal conditions perfect knowledge of the channels is available and thus the internal emulation
reflects the actual system. The detailed block diagram of the MC-LMS algorithm in Figure
6.4 is given for simplicity reasons only for user 2. The analogy with the filtered-X, which is
the monochannel version of MC-LMS, is obvious. Spread signal d2c2(n) is passing in parallel
through the corresponding pre-filter p2(n) and ẑ1, ẑ2 to produce the ’reference signals’ r12(n),
r22(n). Each sample, taken in chip rate, is stored in a corresponding P -length buffer. Estimated
errors e1, e2 multiply the contents of the r12, r22 signal buffers, respectively. The MC-LMS
algorithm is applied then, every Q chips, to update the coefficients of the adaptive pre-filters.
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Figure 6.4: Detailed MC-LMS algorithm for two users
MC-LMS is its slow convergence rate. In a theoretical analysis of MC-LMS, given in [118], an
upper bound for the step-size parameter has been calculated as:
0 ≤ µ ≤ 2
3Ktrace (E
[












has been calculated in a closed form in eq. (5.31). These bounds guarantee
convergence of the algorithm to finite values.
6.3.2 Multichannel LMS with power constraints
The MC-LMS uses the method of steepest descent to minimise the sum of the mean squared
error signals with no constraint on the magnitude of the resulting transmission signal sp(n).
After convergence the total average transmitted energy per symbol is calculated and then scaled
with the appropriate scaling factor
√
F , eq. (3.32). The objective is to achieve an average
transmission power per symbol equal to Eg, corresponding to a classic CDMA system. In [119,
120] the steepest descent algorithm is modified to incorporate the power constraint, aiming
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to render the scaling factor unnecessary. The developed techniques are named leakage and
rescaled MC-LMS algorithms.
6.3.2.1 Leakage algorithm
The leakage algorithm [119], tries to minimise the square moduli of the error signals eTe
subject to the constraint that uTu is less than some upper limit Wmax, with u the control






This cost function is not in accordance with the block diagram given in Figure 6.1 and certain
modifications need to be done. In our system the control signals u are replaced by the pre-




replaces uTu, while the error vector e(T ns ) is as defined in eq. (6.4). Furthermore
Wmax is replaced by Eg and the power constrained cost function is









= −2E[RT (T ns )e(T ns )] + 2λUTUp = −2
(
E[RT (T ns )e(T
n
s )] − λUTUp
)
(6.11)
Equation (6.11) can now be used as the basis for an adaptive algorithm using the method of
steepest descent such that the vector of pre-filter taps at the n iteration, denoted as p(T ns ), is
given by:
p(T ns ) = p(T
n−1
s ) + µ
(
RT (T ns )e(T
n
s ) − λUTUp(T n−1s )
)
(6.12)
After manipulating the right-hand part of (6.12) the following update equation2 is derived




p(T n−1s ) + µ
(
RT (T ns )
)
(6.13)
2In [119] the update equation given is :




p(T n−1s ) + µ
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which is a form of the MC-LMS with leakage [121]. µ is the step-size parameter of the algo-
rithm. The addition of leakage keeps the output power under control by continual removal, or
leakage, of a small value of the weights, which represents a compromise between biasing the
pre-filters weights from the original optimum solution (when cost function is J ) and bounding
the output power [120]. Therefore the final performance of the control algorithm significantly
depends on the value of the leakage coefficient and it is not guaranteed that the final solution
will be within the constraint.
It is possible to increase the performance of the leakage algorithm by applying a time-varying
leakage coefficient λ(T ns ). The value of λ(T
n
s ) is changed during adaptation and made depen-
dent on the value of ‖Up(T ns )‖2, which is calculated in every updating step. A method of
scheduling λ(T ns ) on ‖Up(T ns )‖2 is proposed in [119] and is given in eq. (6.14). According
to that λ(T ns ) is set to zero if ‖Up(T ns )‖2 is less than 90% of Eg and then it is increased in
proportion to the value of ‖Up(T ns )‖2 above this value.








s )‖2 ≥ 0.9Eg
(6.14)
6.3.2.2 Rescaling algorithm
An alternative way to solve this problem is to use the idea of the active set method (a gradient
projection method focused on the solution of the Kuhn-Tucker equations), which is widely used
in the field of constrained optimisation to solve the nonlinear programming problem. The active
set method is an iterative procedure that involves two phases: the first phase calculates a feasible
point (a weight vector satisfies the constraint); the second phase generates an iterative sequence
of feasible points that converge to the solution. The search direction for generating the sequence
of feasible points is calculated by projecting the gradient along the constraint boundary if the
constraint is violated. Depending on the quadratic nature of the objective function and the
strictly convex property of the constraint set, the algorithm should converge to the minimum
under the constraints. The algorithm so obtained is called the rescaling algorithm and is given
in [120] for a single-input single-output problem, which corresponds to the filtered-X. Here,
we generalise this method to the multichannel/multiuser case. According to this algorithm the
weight vector p and output signal sp(n) are rescaled after updating as follows:
p(T ns ) = p(T
n−1
s ) + µR





if Eg(T ns ) = p(T
n
s )U
TUp(T ns ) ≥ Eg, then




Eg/Eg(T ns ) (6.16)
sp(T
n




Eg/Eg(T ns ) (6.17)
The original MC-LMS algorithm uses the estimated gradient RT (T ns )e(T
n
s ) as the weight up-
date vector, which, however, sometimes makes the output power per symbol greater than the
desired Eg after convergence. The rescaling algorithm remedies the problem by projecting the
estimated gradient into the constraint set to obtain the new updated vector, which is simply ob-
tained in eq. (6.17) by rescaling the control weight vector and control output after the updating.
6.3.3 Multichannel RLS
For the learning of FIR filters using linear adaptive filtering algorithms, it is well known that
classic recursive-least-squares algorithms [89] produce a faster convergence speed than stochas-
tic gradient descent techniques, such as the basic least mean squares algorithm [111]. This con-
clusion remains valid for the feedforward control systems like active noise control. The filtered-
X monochannel RLS algorithm for active noise control has been introduced in [122, 123]. In
[106] the filtered-X RLS is upgraded to deal with a multichannel/multiuser scheme. To update
the coefficients of the adaptive filters, the multichannel RLS algorithm uses an approach similar
to the multichannel LMS algorithm, in the update eq. (6.6), but a gain matrix is used to mul-
tiply the error signals, instead of directly using the rµν(n), µ, ν = 1 . . . K filtered-reference
signals. MC-RLS algorithm combines a decorrelation of the filtered-reference signals (reduc-
ing the effect of the eigenvalue spread in the filtered-reference signals correlation matrix) and a
minimisation of a weighted sum of the past squarred errors.
Each input sample in the input vector of the classical RLS algorithm is replaced by a P ×K





















The number of rows in V(n) 3reflects the total number of coefficients in all the adaptive filters
(degrees of freedom in the system), while the number of columns reflects the number of error
signals to be minimised by the adaptive filters. The P -length weight vector (adaptive filter) in
the classical RLS algorithm is replaced by KP vector p, eq. (3.28), that contains the weights
of all filter-taps. Error vector e, defined in eq. (6.1), replaces the scalar error of the classic RLS.
Then the multichannel RLS algorithm is:
M(0) = δ−1I, I : K ×K identity matrix (6.19)
p(0) = 0 (6.20)












e(T ns ) = d(T
n
s ) −R(T ns )p(T n−1s ) (6.22)
p(T ns ) = p(T
n−1





M(T ns ) = θ
−1M(T n−1s ) − θ−1K(T ns )VT (T ns )M(T n−1s ) (6.24)
The factor θ in equations (6.20) and (6.24) is a “forgetting factor” (typically 0.9 ≤ θ ≤ 1.0)
that enables RLS-type algorithms to track the statistics of the input signals (filtered-reference
signals in this case) if they are time varying. δ is a small positive constant [89].
In the MC-RLS presented there was no power constraint incorporated. Therefore after setting
the filter coefficients we must scale the transmitted signal sp(n) with a factor
√
F to achieve the
desired average total transmitted energy per symbol. An effort to use the rescaling MC-LMS
principles in the MC-RLS by means of simulations resulted in an unstable algorithm.
Both the unconstrained MC-LMS and MC-RLS algorithms are derived from the unconstrained
cost function J , presented in eq. (6.2). They try to converge adaptively to the unconstrained
Wiener solution, as in eq. (5.17) for λ = 0. In other words, both algorithms compute recur-
sively the value of the inverse of a time-averaged correlation matrix [RT (T ns )R(T
n
s )]. However
instability can occur if the correlation matrix is ill-conditioned. In multichannel systems, the
ill-conditioning may be caused by some coupling between the different “channels” or between
the difference reference signals, or simply by the finite numerical resolution. In MC-RLS this
3In [106] vector p is defined as p = [p1(0) . . . pK(0) . . . pK(P − 1) . . . pK(P − 1)] and thus matrix V(n)
has a different representation. The matrix content remains the same but the arrangement of the rows is different to
conform with the V(n) definition.
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is reflected as will be shown in Figure 6.10 by the fact that the average mean-squared-error
during convergence doesn’t level off, even when it achieves very small values. These potential
problems can be avoided by adding a small amount of noise to the filtered-reference signals
rµν(n). This causes a bias to the solution found by the RLS-based algorithms and slows down


































(b) Modified block diagram using filtered-X
LMS algorithm
Figure 6.5: Alternative MC techniques
6.3.4 Alternative MC adaptive techniques
The multichannel LMS and RLS algorithms as described are not the only adaptive algorithms
for multichannel/multiuser systems. In [124] a low computational alternative to the MC-LMS
was introduced, named as adjoint MC-LMS. Instead of filtering the reference signals dkck(n)
by filters ẑk(n), as in Figure 6.4, it is the error signals ek(n) that are filtered by an adjoint (time
reverse) version of the ẑk(n), ẑ′k(n). In Figure 6.5(a) an illustration of a monochannel adjoint
filtered-X LMS is given. The corresponding adjoint MC-RLS was introduced and described in
[106]. Another version of the MC-LMS, called modified MC-LMS, is given in [125, 126]. The
modified MC-LMS algorithm performs a commutation of the ẑk(n) and the adaptive filters, so
that that the adaptive filters try to predict the estimation of the dk(n) signals (instead of the
original dk(n)). The block diagram of a monochannel MC-LMS is depicted in Figure 6.5(b).
Similarly to the modified MC-LMS the modified MC-RLS, was developed in [106]. Other
known time domain feedforward adaptive algorithms for the multichannel/multiuser scheme are
the multichannel filtered-X fast transerval-filter (FTF) with its modified and adjoint versions.
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An elaborate explanation of these methods can be found in [106]. The reader can find more
information, including theoretical analysis, about multichannel algorithms as applied in the
stereophonic sound reproduction area in [105, 107–110, 118, 127]. In this thesis we apply MC-
LMS, power constrained MC-LMS and MC-RLS in the scenario of CDMA-TDD to control the
MAI and ISI, adaptively and before transmission. In the next sections the performance and the
efficiency of these techniques is discussed.
6.4 Convergence speed
An important and essential characteristic of the adaptive algorithms is the convergence speed.
The leakage MC-LMS algorithm used in the following simulations is the one with the time
varying leakage coefficient λ(T ns ) as shown in eq. (6.14). The reason is that a constant leakage
coefficient doesn’t guarantee that after convergence the power will be consistent with the initial
constraint. The propagation channels used in the following simulations correspond to the severe
multipath profile channels given in table 2.3.
6.4.1 MC-LMS, leakage MC-LMS, rescaling MC-LMS
In Figure 6.6 we present the convergence of one user within a system of K = 3 users when the
pre-filter length is P = 16. The mean-squared error versus iterations displayed is an ensemble
averaging of 100 independent trials of the experiment. Two different step-size parameters µ
have been chosen, and the algorithm applied is the MC-LMS. The same user is represented
in both curves. As expected µ = 0.02 results to a smaller mean-squared error compared to
the case of µ = 0.1 at the cost of slower convergence. The fact that no power constraint is
included in MC-LMS leads to an increase in transmit power. In both schemes the scaling factor
needed to normalise the power to Eg (power corresponds to classic CDMA transmission) after
convergence is
√
F ' 0.6, which negatively affects the BER performance at the receiver’s
output as we will see.
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Figure 6.6: Convergence speed with different µ parameter. Ensemble of 100 trials. Q = 16,
K = 3, P = 16.





















Figure 6.7: Convergence speed comparison for µ = 0.02. Ensemble of 100 trials. Q = 16,
K = 3, P = 16, µ = 0.02.
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In Figure 6.7 the convergence speed of the MC-LMS, leakage MC-LMS and rescaling MC-
LMS is compared. Again a system of K = 3 users with P = 16 taps is under consideration.
The same step-size parameter µ = 0.02 is used for all algorithms and the same user is picked
up for our analysis. For leakage MC-LMS and rescaling MC-LMS the average total power
per symbol Eg , after convergence, is as desired (Eg = 3, for 3 users with ‖ck‖2 = 1), which
makes the scaling factor necessary (
√
F = 1.0). A scaling factor of
√
F ' 0.6 is required for
the MC-LMS. From the curves we observe that the least mean-squared error achieved by the
unconstrained MC-LMS which is expected as the tap coefficients can take any value in order to
reduce MAI and ISI, due to the lack of restrictions. The rescaling MC-LMS achieves the fastest
convergence of all but the worst mean-squared error. From a simple observation on the qcurves
it is easy to be misled to the conclusion that MC-LMS may display the best performance due to
the smallest mean-squared error. However, it will be shown later that this is not true, under the
requirement that all methods are normalised to transmit the same average power per symbol.























Figure 6.8: Mean-squared error among all users. MC-LMS. K = 3, P = 32
In Figures 6.8 and 6.9 the mean-squared error versus iterations is given for all 3 users for
MC-LMS and leakage MC-LMS algorithms respectively. An ensemble averaging of 100 in-
dependent trials is shown by the graphs. The same spreading codes are used for both graphs,
a filter length P = 32 has been chosen and the step-size parameter is set to µ = 0.02. We
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Figure 6.9: Mean-squared error among all users. Leakage MC-LMS. K = 3, P = 32
note that MC-LMS results in intensified differences among user’s converged mean-squared er-
ror compared with the leakage MC-LMS. The MC-LMS converges to tap-weights that increase
the transmitted power to a level that a scaling factor of
√
F ' 0.7 is needed to normalise it.
We compare now the curves that corresponds to MC-LMS-µ = 0.02-P = 16 in Figure 6.6 and
the ones of 6.8 for MC-LMS-µ = 0.02-P = 32. In these two graphs the same set of spreading
codes has been used and the same µ = 0.02. For P = 32 we have a faster convergence at
the cost of deteriorated mean-squared error, which is often true for adaptive filters which are
unable to keep up.
6.4.2 MC-RLS
The parameters to be selected in the MC-RLS algorithm, described in equations (6.19) to (6.24),
are the forgetting factor θ and δ, which initialise matrix M(0). In what follows the forgetting
factor is consistently set to θ = 1.
In Figure 6.10 we examine the mean-squared error versus the number of iterations for a various
values of δ for one of the system’s user. The curve shown is an ensemble averaging of 50
independent examples. The system considered is one of K = 3 users and pre-filter length
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Figure 6.10: Convergence speed.
P = 16. For a small δ ∼ 10−2 the mean-squared error reaches values of 10−4 order within
a few iterations (less than 50). As δ increases (up to 1.5) convergence is slowing down and
after 50 iterations the mean-squared error reaches an order 10−2. The same pattern of curves
is followed by the other two users. For all schemes, convergence speed outperforms by far
the MC-LMS with or without power constraints which is expected. This occurs at the cost of
excess computational cost compared with the MC-LMS. In Figure 6.10 it is also shown that
despite the very low average values that the mean-squared error can reach, it doesn’t level off
but carries on reducing. This is due to the very high eigenvalue ratio (nearly singular) of matrix
RT (T ns )R(T
n
s ) as explained in section 6.3.3.
MC-RLS, as presented in section 6.3.3, doesn’t incorporate any power constraints. Therefore
it is important to investigate the evolution of the average total energy per symbol Eg as the
convergence proceeds. In Figure 6.11 Eg is displayed versus iterations as MC-RLS is proceed-
ing for a variety of δ values. The same training sequence is used for all curves. The system
considered is the same with the one given for Figure 6.10. Given that ‖ck‖2 = 1, the desired
energy of a conventional CDMA system is Eg = 3. The graph shows that for small values of
δ after only a few iterations Eg exceeds the desired levels and stabilises there. As δ increases
the unscaled transmitted power Eg starts from levels close to Eg and slowly increases with the
iterations. It is clear that in every case a scaling factor
√
F ≤ 1.0 is needed before final trans-
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Figure 6.11: MC-RLS. K = 3, P = 16
mission to the users. The value of
√
F is critical as it results in a decrease of the SNR at the
receivers outputs and it is obvious by Figure 6.11 that it is affected by two factors. These factors
are the δ parameter and the time the convergence process is ceased and the pre-filter weights
are locked. The question raises as to what value is the best choice. On one hand small δ may
raise excessively the transmitted power but it achieves a very small mean-squared error after
only a few iterations and on the other higher values of δ do not give an unreasonable boost to
the transmitted power at the cost of increasing the mean-squared error, as shown in Figure 6.10.
To answer the question the following experiment was realised. For a particular δ value MC-
RLS algorithm was run for 300 iterations and every 10 iterations the tap-weights were locked.
The average total transmitted energy Eg per symbol is calculated and the appropriate scaling
factor is used to normalise the power to Eg. Then, transmission to the users for the scenario
of Eb/No = 10dB occurred by means of Monte Carlo simulations. Hence, the system’s BER
could be evaluated. The same experiment was repeated for different values of δ and the same
training sequence was always used for fair comparison. The results are illustrated in Figure
6.12. It is shown that for a δ ' 1.0 the best BER is achieved after 50 iterations. For more than
50 iterations the BER is deteriorated as the transmitted energy is increased and
√
F plays a
critical role. However, the deterioration is not severe (we can consider the performance versus
iterations flat) and this gives a flexibility to the number of iterations selected. It is important,
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Figure 6.12: MC-RLS. K = 3, P = 16
though to let an initial minimum number of iterations to allow for the algorithm to converge to
a sufficient mean-squared error as shown in Figure 6.10.
After 50 iterations, when the best BER performance occurred for δ = 1.0 the mean-squared
error for our 3-users system, with P = 16, was of order 10−2. The same conclusions were
drawn for a system of K = 5 users and P = 32. Therefore, we define as sufficient mean-
squared error value for MC-RLS the 10−2 and as minimum number of iterations the number of
iterations required to achieve this level of mean-squared error.
6.4.3 UMTS-TDD block sizes
In a UMTS TDD system downlink with spreading code Q = 8 each slot can be a vector of 320
symbols per slot (0.66msec). That gives sufficient time for the MC-RLS algorithm to converge
to the desired tap-coeffiecients.
6.5 BER performance-Simulation results
In this section the BER versus Eb/No after the tap-weights of the pre-filters have been adap-
tively determined is discussed. The results are produced by means of Monte Carlo simulations.
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The effect of the choice of parameters used in the algorithms is also examined. The basic as-
sumptions for the simulations are the ones presented in section 2.5.1. All users are transmitted
through the severe multipath profile channels as given in table 2.3.
6.5.1 MC-LMS, leakage MC-LMS, rescaling MC-LMS
In Figure 6.13 the system’s average BER is shown against Eb/No. The simulated system is one
of K = 3 users with pre-filter length set to P = 16. For all the adaptive algorithms the same
step-size parameter µ = 0.02 has been selected and the same training sequence. Convergence
is stopped after 400 iterations. For the leakage MC-LMS algorithm the time varying leakage
coefficient λ(T ns ) is used. It is shown that the leakage MC-LMS outperforms the rescaling
and the unconstrained MC-LMS. This is in contrast with Figure 6.7 where the leakage LMS
converges to a larger mean-squared error than the unconstrained MC-LMS. The explanation
is that the leakage MC-LMS converges to tap weights that do not increase the transmitted
power above the allowed level. Thus, no scaling factor is required afterwards. On the other
hand, MC-LMS increases the Eg in order to achieve better cancellation of MAI and ISI and
consequently a scaling factor
√
F ≤ 1.0 is necessary. Hence, the final BER performance is
deteriorated. Equivalent observations can be made for a system of 5 users and pre-filters length
set to P = 32, as illustrated in Figure 6.14.

























Figure 6.13: BER versus Eb/No. K = 3, P = 16, µ = 0.02, 400 iterations.
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Figure 6.14: BER versus Eb/No. K = 5, P = 32, µ = 0.005, 1500 iterations.
6.5.2 MC-RLS
The next two figures illustrate the BER versusEb/No when the multichannel adaptive algorithm
implemented is the MC-RLS. The results are shown for different values of the δ parameter,
while the forgeting factor is consistently set to θ = 1.0. The curves are in consistency with
the results in Figure 6.12. Figure 6.15 shows a system of K = 3 users and P = 16. For
δ ' 1.0 the BER curve is very close to the Wiener solution as given for the INVF in section
5.4. Parameter λ for Wiener solution is set to 0.05. As δ gets smaller the performance is getting
worse. The same observations are valid for Figure 6.16, where the system chosen is one of
K = 5 users and P = 32 pre-filters length. The MC-RLS doesn’t reach the Wiener solution
as the initial cost function from which the two techniques are derived is essentially different.
Wiener solution incorporates a power constraint term while MC-RLS does not. The scaling
factor is used instead. MC-RLS algorithm was let to run for 50 and 70 iterations for the system
of 3 and 5 users respectively.
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Figure 6.15: BER vs Eb/No for MC-RLS. K = 3, P = 16. θ = 1.0, λ = 0.05 for INVF.































In Figure 6.17 the bit error rate performance of a K = 5 users system is displayed versus
the length of the pre-filters for DPF, INVF, leakage MC-LMS and MC-RLS techniques. The
Eb/No is set to 10dB and ∆ = P/2. Step-size parameter for leakage MC-LMS is set as
µ = 0.005 and for MC-RLS θ = 1.0 and δ = 1.0. Tap-coefficients for the adaptive algorithms
are locked after 1500 iterations for MC-LMS and 50 for MC-RLS. The MC-RLS, for θ = 1.0,
and leakage MC-LMS, for µ = 0.005 display far better performance than the DPF, whose taps
are determined according to [78]. Wiener solution, leakage MC-LMS and MC-RLS display
similar performance for small P . However, as the pre-filter length is increased the difference
in performance becomes distinguished with MC-RLS outperforming constistently the leakage
MC-LMC. As expected the best performance is associated with the Wiener solution. We recall,
at this point that MC-RLS doesn’t overlap with the Wiener solution because they originate from
different cost functions. Furthermore, INVF and adaptive algorithms allow for an arbitrary
selection of P while DPF restricts the pre filters to a length of P ≤ ∆ +Q .





















Figure 6.17: BER versus Filter Length for Eb/No = 10dB, K = 5 users
In Figure 6.18 the BER performance versus Eb/No is displayed for K = 5 users CDMA
system with DPF, Pre-RAKE, JT, INVF and feedforward adaptive precoding techniques. The
set of spreading codes is different from the one used in the previous figures. The pre-filter
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Figure 6.18: BER versus Eb/No, K = 5 users
taps have a length of P = 32 chips and the delay ∆ imposed in the system is 16 chips. Both
MC-RLS and leakage MC-LMS outperform pre-RAKE, DPF techniques. Leakage MC-LMS
outperforms MC-RLS for low Eb/No because the noise is the dominant interference and the
power constraint is very critical. On the contrary, when Eb/No is high the major interference is
MAI and ISI and MC-RLS copes better as it converges fast to a very low mean-squared error.
The INVF and the JT have almost the same performance and outperform all the others.
6.6 Summary
In this Chapter adaptive techniques were proposed for the determination of the pre-filters in the
bitwise precoding approach. The crucial idea was that the BS can emulate the actual system
in a cell, due to knowledge of downlink channels and the receivers structure, in an internal
block. The errors at the output of the receivers are used by the adaptive algorithms in order
to calculate the pre-filters tap-weights. Multichannel LMS and RLS feedforward adaptive al-
gorithms were studied from the sound and stereo-phonics reproduction systems. They are an
extension of the monochannel filtered-X LMS technique for active noise control introduced in
[111]. Certain modifications to versions of the power constraint filtered-X LMS had to be done
to apply them to our multiuser/multichannel CDMA system. The algorithms derived were the
137
Multichannel adaptive algorithms
adaptive leakage and the rescaling MC-LMS. The leakage MC-LMS appears to display the best
performance, in terms of BER, among the LMS algorithms as shown by means of Monte Carlo
simulations. MC-RLS is the one that approaches the Wiener solution and outperforms any other
MC adaptive technique. MC-LMS exhibits a slow convergence speed compared with MC-RLS
but the computational cost is significantly reduced. MC-RLS only needs a few iterations to
converge to a sufficient mean-squared error, e.g. 50 iterations for P = 32. Adaptive techniques
have the advantage of excluding completely matrix inversion (MC-LMS with or without power




The aim of the work presented in this thesis was to simplify the user equipment in a DS-
CDMA system by removing the MUD techniques and implementing linear precoding of the
signal prior transmission. This final Chapter summarises in section 7.1 the main topics and
conclusions contained within this thesis. Finally, section 7.2 presents the limitations of this
work and proposes areas that this work can be extended to.
7.1 Summary and thesis contributions
The lack of orthogonality among the users’ spreading codes in a DS-CDMA poses limitations
on the system due to the presence of multiple access interference. However, in 3G cellular
systems limitations should be minimised as much as possible due to the requirement for high
quality and demanding services. Numerous multiuser detection techniques have been proposed
and applied that mitigate the MAI and ISI and restore sufficiently the transmitted signal, de-
coupling the multiplexed users. MUD algorithms often have high computational cost, require
channel estimation and presume that the spreading codes of all active users are known to the
receiver. All these requirements are easy to satisfy at the BS where the resources are readily
available but not at the mobile terminal, where size, power consumption, weight, and hardware
are of great concern and are often limited. Hence, MUD techniques are very successful when
applied on the BS for the reverse link, but they can’t be implemented on the mobile terminals
for the forward link so easily. This gave birth to the idea of precoding (pre-distorting) the signal
to be transmitted in such a way that the MAI and ISI are reduced if not completely cancelled
prior to transmission. The receiver structure at the user equipment is then simplified when
compared to a multiuser detection receiver, and can be a conventional matched filter (which
only requires knowledge of the desired user’s spreading code). Thus no channel estimation or
adaptive equaliser is required at the mobile receiver. Techniques which only require a matched
filter receiver also enhance the downlink system capacity since no system resources have to
be allocated for the transmission of training signals on the downlink. The basic assumption
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for achieving a correct precoding is base station knowledge of the downlink channel. This is
feasible in a TDD scheme if the time elapsing between uplink and downlink transmissions is
small compared to the coherence time of the mobile radio channel. Then, the downlink channel
is highly correlated with the uplink one and it can be estimated by the uplink burst. These
conditions may be valid for the WCDMA-TDD mode (air interface for the 3G) in a personal
communication system with low mobility users such as pedestrians in an outdoor environment
or in a wireless local area network. Throughout this work the channels are assumed to be
stationary during transmission without variations.
In Chapter 2 the discrete-time model and the vector-matrix description of a CDMA downlink
system was derived. A few air interface structure characteristics were briefly described to give
an idea of the complexity that a modern cellular communications system has. The conventional
RAKE receiver was described and it was explained that its inability to use multiuser information
is responsible for its poor performance. Algorithms that perform a joint detection and utilise
the cross-correlation of the spreading codes should be employed instead. Such algorithms
are called multiuser detection algorithms and can be linear, non-linear, optimal or suboptimal.
The ZF-JD and MMSE-JD linear multiuser detection techniques are described along with a
discussion on their complexity and requirements. It is shown that they are too demanding
to be applied on a mobile terminal for many applications and hence, the need for precoding
techniques emerges.
The motivation and the scheme under which a linear precoding technique can give the desired
results are given in Chapter 3. The theoretical BER performance of any linear precoding tech-
nique that assumes a simple matched filter or a RAKE receiver is analytically calculated. The
SNIR spread is introduced as a metric to measure the differences in performance among dif-
ferent users under the condition that signals of equal power are addressed to each one of them.
Ideal values for the SNIR spread are close to unity. The linear precoding techniques are clas-
sified, according to their realisation, to bitwise and blockwise. The former’s implementation
is by individually filtering the spread data before transmission and the later is by applying a
transformation matrix on a block of data prior to transmission. Bitwise techniques display a
lighter computational cost than the blockwise ones in addition to the fact that they are easier to
apply to an existing system. Furthermore the end block-bits in the blockwise schemes are not
correctly precoded in the case of a multipath environment. An important conclusion of Chapter
3 was that the optimum precoding technique is one that minimises the MAI and ISI and max-
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imises the scaling factor
√
F , which is used to scale and normalise the transmitted power. That
conclusion implies the use of a power constraint.
In Chapter 4 the state of the art for the linear precoding techniques is given. The most represen-
tative and popular blockwise and bitwise techniques are used as reference. Bitwise pre-RAKE
method includes pre-RAKE diversity combining at the transmitter. Although the pre-RAKE
method reduces the multipath channel effects, it unfortunately doesn’t reduce the multiuser
interference. One alternative transmitter based multiuser detection is TP. Nevertheless this
technique does not adequately deal with the issue of constrained transmission power resulting
in poor noise performance and requires a RAKE receiver for reasonable performance. An-
other recently published transmitter precoding technique is JT, according to which a common
transmit signal for all users is determined in the base station. DPF is a bitwise algorithm and
the tap-coefficients of the pre-filters are calculated using zero forcing without power constraint
which tends to increase the transmitted power. In the BER performance comparison that fol-
lows it is shown that the blockwise JT and TP outperform the bitwise DPF and pre-RAKE at
the cost of complexity. That conclusion triggers the idea of further research on the bitwise
techniques.
A new bitwise technique that uses an MMSE approach with the necessary power constraint
incorporated is introduced in Chapter 5. The method originates from the unconstrained inverse
filters applied for active noise control in stereophonic sound reproduction. It is appropriately
modified for application in a CDMA system. The Wiener solution for the filter-taps is calcu-
lated in a closed form. The power constraint is included using the Lagrange multiplier λ. Small
values for λ result in sufficient cancellation of MAI and ISI but over-increase the transmitted
power. On the other hand, large values do control the power but increase the SNIR spread. A
numerical solution along with an empirical solution is proposed for the value of the parameter
λ. The performance of INVF, in terms of BER, is demonstrated and compared with the state of
the art techniques from the previous Chapter. The simulation results are in remarkable agree-
ment with the analytical ones as developed in Chapter 3. INVF outperforms DPF, TP-MAT
and TP-RAKE. INVF also outperforms JT for heavily loaded systems, while the methods are
competitive when K ≤ Q/2 for sufficiently large data-block length. However, INVF requires
significantly less computational cost than JT.
All the techniques, apart from the pre-RAKE, that were mentioned till now require the inver-
sion of matrices for the tap-coefficients calculation, which implies large complexity. In Chapter
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6 adaptive multichannel feed-forward algorithms are applied at the transmitter of a CDMA sys-
tem. The algorithms are an extension of the well known single-channel filtered-X method for
noise control. MC-LMS, MC-RLS are implemented and the results are discussed. Certain mod-
ifications to versions of power constrained filtered-X LMS had to be made to apply them to our
multiuser/multichannel CDMA system. The algorithms derived were the adaptive leakage and
rescaling MC-LMS. MC-RLS is the one that approaches the Wiener solution and outperforms
any other MC adaptive techniques. MC-LMS exhibits a slow convergence speed compared with
MC-RLS but the computational cost is significantly reduced. Adaptive techniques have the ad-
vantage of excluding completely matrix inversion (MC-LMS with or without power constraint)
or reducing the dimensions of the matrices that need to be inverted (MC-RLS).
7.2 Limitations of the work and scope for further research
7.2.1 Time varying channels
Throughout this thesis we assumed that the transmitter (BS) has a perfect knowledge of the
downlink channel due to reciprocity. In the reciprocity method we use the fact that the transmit
and receiver channels are at the same frequency and at the same time are identical according to
the principle of reciprocity [128]. In TDD systems receive and transmit are separated in time
but not in frequency. In principle we can then rely on the reciprocity and use the estimates of
the uplink channel as estimates of the downlink channel. However, for time varying channels
the reciprocity will only be valid if the duplexing time is much shorter than the coherence
time. The accuracy of the transmit channel estimation depends on the channel characteristics.
Doppler spread induced by the motion of subscribers or scatterers has a strong influence on time
processing algorithms. The Doppler spread is large in macro-cells which serve high mobility
subscribers and it increases with higher operating frequencies. Doppler spread is also present
in low mobility (microcell) or fixed wireless networks due to mobility of scatterers.
Thus, in real systems perfect knowledge of the downlink channel is realistic under certain
conditions only. It is important to examine the precoding algorithms for time varying channels





Another interesting topic is to combine the precoding algorithms with the channel estimation al-
gorithms needed to estimate the uplink channel. In the bibliography there are plenty of channel
estimation algorithms for the uplink CDMA system.
7.2.3 Space-time techniques
One more open issue concerning the work done in this thesis is the ultility of multiple anten-
nas. With multiple antennas, received and transmitted signals can be separated not only with
temporal processing but also with spatial processing. The combination of spatial and tempo-
ral processing is called space-time processing. Space-time processing is a tool for improving
the overall efficiency of a digital cellular radio system by exploiting the use of multiple an-
tennas. Space time processing improves the signal to interference ratio through co-channel
interference cancellation, mitigates fading through improved receive diversity, offers higher
signal to noise ratio through array gain and reduces intersymbol interference through spatial
equalisation. These improvements can have a significant impact on the overall performance of
a wireless network.
Space-time processing using multiple antennas can be applied at the base station, the subscriber
unit or at both locations. The differences in propagation environment, physical limitations and
cost constraints result in different choices of type and number of antennas. Base stations can
employ multiple antenna elements more easily because the size and cost constraints are less
restrictive. Figure 7.1 shows how INVF is modified for the case of a two-element antenna on
the BS and a single-element one on each mobile. Obviously, the number of pre-filters now






















Figure 7.1: Space-time INVF extension
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[55] Sergio Verdú, Multiuser Detection, Cambridge University Press, 1 edition, 1998.
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Appendix A
Wiener solution for unequal powers
In the case of two users with unequal powers the block diagram of the transmitter is modified as
shown in Figure A.1. Each symbol m of user k is transmitted with power (wmk )
2. To simplify
the analysis we assume equal transmission power for all symbols of the same user and we drop
m from wmk . wk, k = 1 . . . K is the transmission energies for user k. The wk multipliers




1p   (n)





p   (n)d K
m
x   (n)K
1c   (n)
K
w
w c   (n)K
1
K
Figure A.1: Two users with unequal powers block diagram
in Figure A.1 can be “transfered” in the pre-filters of the users scaling the tap-coefficients.
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(A.1)
Wpk, k = 1 . . . K is defined as a P × P diagonal matrix:






wk i = j
0 i 6= j
(A.2)
Now the cost function 5.10 is written as:






Wiener solution for unequal powers
where W is a diagonal K ×K matrix with diagonal elements [W]i,i = wi, i = 1 . . . K . The





















The gradient ϑ/ϑp of the new cost function Jc is:
ϑJc
ϑp
= −2WTp E[RT (Tss)Wd0] + 2WpE[RT (Tss)R(Tss)]Wpp + 2λWTp UTUWpp
(A.6)
It is easy to prove that:
E[RT (Tss)Wd0] = E[R
T (Tss)d0]Wp (A.7)
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Eventually, the equation is reduced to eq. (5.13) and the solution is:
po =
[
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Multichannel LMS and RLS Algorithms for Cancelling MAI and ISI
before Transmission in TDD/CDMA Downlink
S.L. Georgoulis and D.G.M. Cruickshank
Department of Electronics and Electrical Engineering, The University of Edinburgh
The King’s Buildings, Mayfield Rd., Edinburgh, EH9 3JL, UK
emails: sg@ee.ed.ac.uk, dgmc@ee.ed.ac.uk
Abstract—In this paper a novel transmitter based multiuser detec-
tion scheme for the TDD/CDMA downlink is presented. The method
assumes knowledge of the channel at the transmitter. This is feasible
under the Time Division Duplex (TDD) mode where the channel is
assumed to be the same on uplink and downlink and can be estim-
ated from the uplink at the base station. The portable unit’s struc-
ture is significantly simplified since no channel estimation, equalisa-
tion or multiuser detection is required. The novelty is that the base
station performs an emulation of the mobile receiver and adaptively
sets the filters that pre-equalise the transmitted signals, reducing mul-
tiple access and multipath intersymbol interference. The theoretical
analysis is supported with simulation results which show that the pro-
posed technique increases the system’s capacity, compared with other
recently published methods and maintains low computational cost.
Keywords— code division multiple access, TDD, interference can-
cellation, transmitter based, multiuser detection, multichannel RLS,
multichannel LMS
I. INTRODUCTION
Direct sequence code division multiple access (DS-
CDMA) is now gaining a significant share of the cellular
market. Another technique that has been increasingly pop-
ular is Time Division Duplex (TDD) in which the same car-
rier is used for both up-and downlink in different time slots.
This technique is employed in the European cordless sys-
tem DECT and will be used in part of the frequency range
allocated to third generation mobile systems in Europe.
In a CDMA scheme the major problems encountered
are the multiple access interference (MAI) due to simul-
taneous usage of the bandwidth by many users and inter-
symbol interference (ISI) due to multipath fading channels.
Multipath fading is a major limitation on CDMA system
performance since it destroys the orthogonality among the
spreading sequences. Therefore for sufficient data detection
in systems applying CDMA the two problems of equalisa-
tion and signal separation have to be solved simultaneously
for good performance.
Linear suboptimal multiuser detectors for frequency-
selective Rayleigh fading channels have been extensively
studied in literature [1],[2]. These techniques, reduce in-
tersymbol and multiple access interference but the receiver
requires knowledge of the CDMA spreading code and the
channel impulse response of every user and the algorithms
include inversion of fairly large matrices. This results in
high mobile receiver complexity on the downlink which is
highly undesirable.
Recently, work has been done on algorithms that exploit
the fact that in a TDD scheme the downlink channel is
known to the transmitter. In the case of TDD the same
channel impulse responses are valid for both the uplink and
the downlink, if – and this is assumed in what follows –
the time elapsing between uplink and downlink transmis-
sions is sufficiently small compared to the coherence time
of the mobile radio channel. In these algorithms, the mul-
tiuser detection and channel equalisation can be carried out
at the transmitter. This is achieved with linear precoding
of the transmitted signal. The receiver structure at the user
equipment is then simplified when compared to a multiuser
detection receiver, and can be a conventional matched fil-
ter (which only requires knowledge of the desired user’s
spreading code). Thus no channel estimation or adaptive
equaliser implementation is required at the mobile receiver.
Techniques which only require a matched filter receiver
also enhance the system capacity since no system resources
have to be allocated for the transmission of training signals
on the downlink.
One previously developed transmitter technique is Pre-
equalisation [3] which includes pre-RAKE diversity com-
bining at the transmitter. In the downlink the desired user’s
signal is maximal ratio combined while other user’s sig-
nals are not. Under this scenario the receiver is just a fixed
filter matched to the desired user’s code. Although the pre-
RAKE method reduces the multipath channel effects, it un-
fortunately doesn’t reduce the multiuser interference even
if used in conjunction with orthogonal sequences as shown
in [3], [4].
To achieve a sufficient performance the transmitted sig-
nals in the downlink must be jointly optimised based on the
spreading code and the channel impulse response of every
user. Such transmitter based multiuser detection schemes
are Transmitter precoding (TP), described in [5] and Joint
transmission (JT), proposed in [6]. Both JT and TP jointly
precode blocks of data and require a matched filter receiver.
For a large block-length the computational cost is increased
since these algorithms include inversion of matrices whose
dimensions are proportional to the number of users and the
block length and as it will be shown the complexity per
symbol transmitted is extensive. Furthermore, in the case of
multipath channel and presuming that the data is transmit-
ted continually, the first and last bits are not correctly pre-
coded which leads to a capacity loss. Thus, a bitwise tech-
nique that overcomes these drawbacks should be sought.
Such a bitwise technique was first introduced in [7] as de-
correlating pre-filters (DPF). A conventional matched filter
is assumed in the mobile station. According to this tech-
nique the spread data is pre-filtered before transmission in
an effort to orthogonalise them with respect to each other.
The tap coefficients of the pre-filters are calculated with a
zero-forcing (ZF) algorithm.
In this work we propose inverse filters (INVF) for the
equalisation of the response of multichannel/multiuser sys-
tems and the structure is the same as [7]. The mobile re-
ceiver is a conventional matched filter. The intention is to
equalise the multipath channels and minimise the crosscor-
relation of the users. The key is that the whole system in
a cell is emulated by the base station as the channels of
the active users and their receivers structure are assumed
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to be known. The coefficients of the pre-filters are then
adaptively calculated using the multichannel least mean
square (MC-LMS) or recursive least squares (MC-RLS) al-
gorithms. The developed algorithm uses a minimum mean
squared error (MMSE) criterion which results in a solution
which is different from DPF and gives an improved per-
formance. Furthermore, the proposed algorithm is free of
the data-block techniques drawbacks.
The system model is given in section II. Section III
presents a theoretical analysis and in section IV the sim-
ulation results are presented along with a comparison to re-
cently published methods. The conclusions are discussed
in section V.
II. SYSTEM MODEL
The system considered is a wireless multiuser direct se-
quence TDD-CDMA system with   active users in a cell
communicating through a common base station (BS). The
BS has one antenna element and transmits synchronously
over frequency selective channels to   mobile stations
(MS).
The discrete time transmission model sampled at chip




  is spread with the spreading code 	 .
The spreading code consists of  chips of duration  and
it is described by the vector 	! #" $	 %'&	)(+* (1)
which is normalised such that ,  	
,- . . The symbol in-
terval is / and the chip interval   so as    0/1 . The243
channel is characterised by its impulse response 5 	  .
It can be considered as an FIR filter whose tap coefficients
are the vector 67	 normalised to ,167	,8 # .69	: #" 5$	 %5<;	 (=* (2)
where > is the length of the channel when sampled at the
chip rate. Assuming that symbol ?	 is transmitted with
power @ 	 , the total downlink signal for the conventional
downlink scenario is described as:AB	C $  	 4ED @ 	  	 (3)
Therefore the received signal FHG at the I 243 MS is a super-
position of all users filtered by the I 23 channel 5G :FJG?47 AB	C $ K '	
ED @8		L8MN5OG?4PRQ
4 (4)
For the rest of the paper the @:	 is normalised to have unit
total power for all
ST 9UUUV  . Q
4 is zero mean
AWGN whose covariance is:W K QX4%L: ZY\[] (5)
The multipath channel length is assumed to be less than
a symbol’s period and thus ISI is extended only to the next
transmitted symbol. Throughout our analysis the users are
synchronous which is realistic for the downlink and they
are transmitted with equal power. Once more the methods
presented in this paper rely on transmitter (BS) knowledge
about all users spreading codes and channels which is satis-
fied for the TDD mode if the channel’s dynamics are suffi-
ciently slow. This means that the multipath profile remains
essentially constant during transmission.
III. ANALYSIS OF PROPOSED SYSTEM
In the proposed system the data of user

after being
spread is pre-filtered by an FIR filter of length ^ , with a
discrete time impulse response _	 , as shown in fig. 1.
The produced signals are then summed to `O and trans-
mitted from the antenna element. Vector a 	 of ^ length
represents the tap coefficients of the
243
user specific FIR
filter. a9	b c" _d$	 e_gf	 (+* (6)
The mobile receiver has been reduced to  	 e/9hi which
is a time inverse of the spreading code assigned to each
individual user. It is equivalent to the conventional matched
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Fig. 1. Block diagram of the proposed system
If vectors a 	 , eq. (6), are arranged in a  j^ -length vectora as below a #" a * $ Va * 	 a * A (=* (7)
we can write the system’s average total energy per transmit-
ted symbol
W:k ea7 as a function of a , which is necessary for
the derivation of the power constrained solution.W:k la99 ma *on-*  n a (8)n a matrix of size  pqPr^rhsNtu j^ :n  0vwxy  z4{ k K n $ < n A L
and n 	 is a matrix of dimension rPq^rhmNt|^ :n 	} ~: G	 z 9UUUVrPr^shrI 9UUU%^
~ 4 G	     Gy $	  x!rzhI8PZ:m x1H5<F@:z`F (9)
The same architecture for the transmitter has been pre-
viously proposed in [7] as ’decorrelating pre-filters’. The
coefficients of the filter taps are determined with a ZF tech-
nique solving   systems of equations which involves the
inverse of matrices. The DPF algorithm is briefly presented
below: { K 1	Md_	
4M5<	?MN1	e / hp L
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where   is the decision sample. The second constraint
allows for the desired power normalisation. Each user is in-
dividually normalised to achieve a specified received SNR
in contrast with the global normalisation derived in eq. (27).
In the current work an emulation of all channels and re-
ceivers is performed in the BS exploiting the fact that the
channels have been estimated in the BS during the last up-
link burst and thus the whole downlink system is known.
The BS uses the MC-LMS or MC-RLS algorithms [8] to
adaptively converge to the optimal, in MMSE terms, taps
of the inverse filters. The Wiener solution that includes
the necessary power constraint is also stated. Inverse fil-
ters consist of a simple addition of an array of FIR filters to
the existing BS system. The analysis that follows is similar
to the analysis in [9] for stereophonic sound reproduction.
A. MMSE power constrained solution
The block diagram of the emulation that takes place in
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Fig. 2. Block diagram of emulation in the BS
nal of  user becomes 	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 and the transmitted






This signal is sent to the BS antenna element and an internal
block that emulates the real receivers and their correspond-
ing channels. The BS has an estimation $% 
  of the down-
link channels
% 
  and the remote receivers  
   '& 
are also known to the BS. By emulating the system, the BS
can estimate the output $	 
  sampled from the mobile:
$	 
 ()* $% 
  + 
   &  (12)
The error in estimation ,-
./	
 & $	
 is fed back to the
adaptive multichannel algorithm to determine the pre-filter
taps. For simplicity we substitute the cascaded filters $% 

and 
"    &  with an FIR filter of length 01325476 &58
and impulse response 9 
 : $% 
 ; 





After rearrangement, the system can be equivalently il-
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Fig. 3. Rearranged diagram of ?)@BA receiver
that this approximation is only to facilitate the mathemat-
ical analysis. Signals C-DE  , >FHG7IKJ 8LLLNMPO , are defined
as filtered reference signals and are produced by passing
the signal 	 E  E  through the filters with impulse response9 D  .
CDE :(	 E  E  =9 D  (14)
This ’transfer function reversal’ approach is essentially the
one taken by [10] in deriving the multiple error LMS al-
gorithm. This block diagram arrangement can now be used
to determine the optimal, in minimum mean squared error
terms, finite impulse response filters, Q 
 . The fact that noiseR  is not included in the rearranged diagram doesn’t af-
fect the solution because the noise is not filtered by the in-
verse filters.
We define the following vectors of the filtered reference
signals:S
D-E *UT CDE VVV CDE  &.W 4 8 XBYZF[>FHG\ 8LLLNM
(15)
Following then the block diagram in fig. 3 the filtered refer-
ence signals are passing from the pre-filters Q , as in eq. (7),
to yield the estimate desired data. The outputs $]  can be
written in matrix form as:
$] 3^5 Q (16)
where the vector $]  and the matrix ^7 are denoted as:
$] <
_`



















We now seek the optimal filter vector Q to minimise the
time averaged squared error between the actual and desired
outputs. The desired outputs are sampled at the symbol
period  ih j   41k , l 8 FHm"F LLL , where k is an im-
posed delay to the system which assists the equalisation
of the multipath channels [11]. In the final cost function
we must include, using Lagrange multipliers, that the aver-
age transmitted power per symbol should not exceed npoZqHr .
Thus the cost function to be minimised is:s  n TB ] & $]    h  Y  ] & $]    h Xt4vuw n'x  Q  &KnioZqer)y
(18)
where n denotes the expectation and ] is the vector of de-
sired data, defined as
] zT 	  VVV{	  X Y . The vector $] is re-
placed by the right part of eq. (16) and by using the expect-
ation operator eq. (18) is expanded to the quadratic form:
|~}Z ;-ei ;"'B* +""Z i*; '* Z; *)  **) (19)
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From vector gradient theory and eq. (8) we find that 
	 
. Therefore the Wiener solution
for the taps of the inverse filters

is given by
    ! " 	#$% " 	'&(*)  +-,/.0   ! " 	1&
(20)
B. Adaptive solution
An alternative technique to the direct solution of eq. (20),
without any matrix inversion is to use the MC-LMS al-
gorithm [10] which provides a multichannel generalisa-
tion of Widrow’s filtered-x LMS algorithm [11]. Thus the
method of steepest descent can be used to descend toward
the minimum on the performance surface of the quadratic
form in eq. (19). The values of the pre-filter taps weight
vector are iteratively updated by an amount proportional to
the negative of the gradient of the quadratic performance
surface. The gradient of eq. (19) without the power con-
straint term becomes: 2  430     " 	1&5(60     " 	7  " 	'& (21)
By defining the instantaneous error vector as:8   " 	
413:91
  " 	
41;3<7  " 	= (22)
and substituting in eq. (21) the gradient is expressed as: 2  >3?@0   % " 	 8 ! " 	A& (23)
If each pre-filter taps vector is now adjusted at every sample
time by an amount proportional to the negative instantan-
eous value of the gradient, a modified form of the well-
known LMS algorithm is produced:!! " 	
B!! ,/." 	/(DC/  ! " 	 8 % " 	 (24)
where
C
is the step-size parameter of the algorithm.
A second adaptive algorithm to calculate the taps
FE
for
the pre-filters is the MC-RLS described in [8]. Let G$HJI?G
















Then the multichannel RLS algorithm is:\^]`_TacbedgfhQiQjkilmon?m
Identity matrixp ]`_Taqberst]`uvw acbexgfhy\z]{uvVfhw a|}]`uvw a~ ix fh |t]`u vw aA\z]{u vVfhw a|]{u vw a` fh ]`u vw acbS]{u vw a}]`u vw a p ]`u vVfhw ap ]`u vw acb p ]{u vVfhw a@st]`u vw a  ]{u vw a\^]`u vw acbex fh \z]{u vVfhw ax fh st]`u vw a|]{u vw a'\^]`u vVfhw a(26)
where  ,  <  , is the forgetting factor and  a
small positive constant.
After setting the filter coefficients we must scale the
transmitted signal  'L	 with a factor   to achieve the de-
sired average total transmitted energy per symbol and this
is done for all the techniques in the following section for the
sake of fair comparison. As the reference power

0
we use the one of a corresponding CDMA system without
any precoding.
   
 U ET ./- E?

E - (27)
where the denominator is the total transmitted power per
symbol for the proposed system.
IV. SIMULATION RESULTS
In this section the performance of the adaptive inverse
filters is shown and compared to the pre-RAKE, JT, TP and
DPF. BPSK data symbols  E are spread by random bin-
ary spreading codes  E of length    T¡ and transmitted
synchronously over the mobile channel. Variations of the
received power due to path loss and log-normal fading are
assumed to be eliminated by power control. Each of the
users is assumed to be transmitted with equal energy which
is normalised to have unit amplitude. The codes are also
normalised to have unit power. A normalised mobile radio
channel is given by its channel impulse response ¢ E , which
is derived from the UMTS models. The delay profile, ad-
opted, is the one of the vehicular environment A described
in [12], with channel length £   . In the current paper
the channels are assumed to be stationary with no Doppler
effects. Perfect knowledge of the channels is presumed for
the receiver based estimate. Thus the emulation in the BS
under this ideal scenario reflects the real system. Equal av-
erage transmitted energies per symbol for all the compared
systems has been forced for a fair comparison.
















MC LMS−µ=0.015, 200 iter.
MC LMS−µ=0.005, 500 iter.
MC RLS−θ=1.0, 50 iter.
Wiener, λ=0.05
Fig. 4. BER versus Filter Length for ¤¥¦=§¨ bª©T«Q¬ , mBb®­ users
In fig. 4 the bit error rate performance of a G °¯ users
system is displayed versus the length of the pre-filters for
DPF and adaptive INVF. The
?±T²t
is set to ³5´ andµ  H  . The MC-RLS, for     , and MC-LMS, forC7   ¯ display by far better performance than the filters
whose taps are determined according to [7]. For
C®   ¯
the convergence is faster as shown in the next figure but the
performance is not as good as with
C¶   ¯ . Further-
more, DPF restricts the pre filters to a length H¶ µ (   .
In fig. 5 the convergence speed of one user for the
various adaptive algorithms is presented. The system has
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Fig. 5. Mean squared error of user   vs iterations for  taps filters

users, pre-filters length is set to 	 
 , delay to 
and an ensemble of 50 experiments is given for
every algorithm. By choosing a large step-size parameter   MC-LMS achieves a faster convergence at the
cost of deteriorated performance while smaller   
cancels sufficiently MAI and ISI at the cost of slower con-
vergence. It is shown that after 50 transmitted bits MC-
RLS reaches a very small mean squared error at a cost of
increased complexity per iteration. The MC-RLS does not
exactly reach the Wiener solution as shown in fig. 4 because
it increases the transmitted power and by using normalisa-
tion factor
 
we decrease the signal to noise ratio.


























Fig. 6. BER vs ! , "$#% , &'#( *) , +,#$- users
In fig. 6 the BER performance versus .0/21354 is displayed
for a CDMA system of
67
users. The pre-filter taps
have a length of 	 8
9 chips and the delay  imposed in
the system is

chips. For TP and JT the length 3 of data
block is set to

. The performance of the Wiener solu-
tion along with the one after convergence of the adaptive
algorithms is shown in the same figure. Both multichannel
RLS and LMS outperform pre-RAKE, DPF and TP tech-
niques. The Wiener solution and the joint transmission
have almost the same performance. The advantage of the
proposed technique is that the calculation takes place only
once at the beginning of the transmission since it doesn’t
handle blocks of data and thus it is characterised as bitwise.
Ignoring the inversion of matrices required for data block
techniques, and the adaptation process required for conver-
ging to the Wiener solution of INVF it can be proven that
for JT and a block of length 3 data the multiplications
required per symbol transmission are 3(:<;  3(=*>1  3
whereas for the INVF is 	5: . For instance, a system of3 ? : 7?*@? 	 
 requires 32000 multi-
plications under JT and only 512 under INVF. Furthermore,
with JT, assuming that blocks are transmitted continually, a
decrease of the block length results in a capacity loss as
data block techniques do not precode correctly the end bits.
V. CONCLUSIONS
A novel technique, called inverse filters, that exploits the
knowledge of the downlink channel in TDD was presented.
The technique takes the structure presented in [7] and de-
velops the MMSE solution for individually pre-filtering the
spread data before transmission. An emulation of the sys-
tem is performed in the BS and the necessary pre-filters taps
are calculated adaptively. The process takes place once be-
fore transmission instead of being repeated for every block
of data and no matrix inversion is required. The perform-
ance exceeds that of pre-RAKE, DPF and TP, while it is
equivalent to JT for large data blocks, which suffers from
extensive computational cost and complexity. Space time
techniques and efforts to make the adaptation process faster
are under investigation.
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Abstract— Recently research has been focused on techniques that sim-
plify the mobile receiver structure in a CDMA system by means of signal
precoding. These methods assume knowledge of the channel at the trans-
mitter which is feasible in a time division duplex (TDD) system where the
channel is assumed to be the same on uplink and downlink. In this paper a
novel algorithm based on pre-filtering the spread signal in the base station
is described. The pre-filter taps are determined with a MMSE criterion and
the necessary power constraint. We shall show that this technique increases
the system capacity with a low computational cost compared with existing
schemes. The portable unit’s structure is reduced to the conventional re-
ceiver for a single user in an AWGN channel, a matched filter. Thus no
channel estimation, equalisation or multiuser detection is required at the
mobile. The theoretical analysis is supported with simulation results where
the performance is compared to other recently published methods.
I. INTRODUCTION
In a CDMA scheme the major impairements are the mul-
tiple access interference (MAI) due to simultaneous usage of the
bandwidth by many users and intersymbol interference (ISI) due
to multipath fading channels. In the state of the art for CDMA
systems the multiuser detection problem in multipath environ-
ment has been studied extensively and a number of solutions
have been proposed in [1], [2], [3]. These techniques are all
receiver based, they usually require channel estimation, know-
ledge of all the active user spreading codes and they have con-
siderable computational cost. This contrasts with the desire to
keep portable units simple and power efficient.
An alternative to multiuser detection is to precode the trans-
mitted signal such that the ISI and MAI effects are minimised
before transmission. The extra computational cost is transfered
to the base station where power and computational resources
are more readily available. Recently, work has been done on al-
gorithms that exploit the fact that in a TDD scheme the downlink
channel is known to the transmitter if the time elapsing between
uplink and downlink transmissions is sufficiently small com-
pared to the coherence time of the mobile radio channel. The
receiver structure is then simplified when compared to a multi-
user detection receiver and can be a conventional filter matched
to the desired user’s spreading code. Such techniques also en-
hance the system capacity since no system resources have to be
allocated for the transmission of training signals on the down-
link.
To achieve a sufficient performance the transmitted signals
in the downlink must be jointly optimised based on the spread-
ing code and the channel impulse response of every user. Such
transmitter based multiuser detection schemes are transmitter
precoding (TP), described in [4] and joint transmission (JT),
proposed in [5]. TP was described in [4] for both the case of
a RAKE and a matched filter receiver but in this paper we con-
sider only techniques that require a matched filter. Both JT and
TP jointly precode blocks of data. For a large block-length the
computational cost is increased since these methods require in-
version of matrices whose dimensions are proportional to the
number of users and the block length and as will be shown, the
complexity per symbol transmitted is extensive. Furthermore,
in the case of multipath channels and presuming that the data
is transmitted continually, the first and last bits in a block are
not correctly precoded which leads to a capacity loss. Thus,
a bitwise technique that overcomes these drawbacks should be
sought.
One straightforward bitwise transmitter technique is pre-
RAKE [6] which includes pre-RAKE diversity combining at the
transmitter. Although the pre-RAKE method reduces the mul-
tipath channel effects, it unfortunately doesn’t reduce the mul-
tiuser interference as shown in [6], [7]. A second bitwise tech-
nique is introduced in [8] as decorrelating pre-filters (DPF). Ac-
cording to this technique the spread data is pre-filtered before
transmission in an effort to orthogonalise users with respect to
each other. The taps of the pre-filters are calculated with the
ZF algorithm and this tends to increase unacceptably the trans-
mitted power. In this work we propose inverse filters (INVF)
for multichannel/multiuser systems and the structure is the same
as in [8]. This time, the tap-coefficients have been determined
using an MMSE approach with the necessary power constraint
included. The solution is different from DPF and gives an im-
proved performance and as a bitwise technique it eliminates the
data-block techniques drawbacks.
The system model is given in section II. In section III a brief
description of transmitter based techniques is given and in sec-
tion IV the theoretical analysis of the inverse filters is developed.
The simulation results are presented in section V along with a
comparison to recently published methods. The conclusions are
discussed in section VI.
II. SYSTEM MODEL
The system considered is a wireless multiuser direct sequence
TDD-CDMA system with   active users in a cell communicat-
ing through a common base station (BS). The BS has one an-
tenna element and transmits synchronously (which is realistic
for the downlink) over frequency selective channels to   mobile
stations (MS). The discrete time transmission model sampled at
the chip rate  is described as follows.
The 
	 symbol for user  ,   , is the BPSK mod-
ulated data   spread with the spreading code  ! , " # ! .
The spreading code consists of $ chips and it is described by
the vector % '&)(  *" +  $-,.  /10 which is normalised
such that 23%  2 &  . The symbol interval is 4 so   & !4$ .
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The   channel is characterised by its impulse response 	
 .
It can be considered as an FIR filter whose chip spaced tap-
coefficients are the vector   "! , where is the delay spread of the channel when sampled at the chip
rate. Assuming that the #$ symbol of power %'& is transmit-
ted for the     user, the total transmitted downlink signal for the
conventional CDMA downlink scenario is described as:
( 
) *+,.- / % &10 & 32 4
 (1)
In this work all the users are transmitted with equal power and
thus %'& is normalised to one.
Let 56 be a vector sequence of 78:9;<= transmitted bits
for user  
56>? 0	@A  0B  0 A   ! (2)
The vector 5 of length CD7 is a block of data that contains the
bits of all the users and is defined as :
5DFE"5 ! - 5 !  5 ! *3G ! (3)
By defining now the 7DH?IJ7 matrix KL
KMNOQPRS TVUXWZY [\"\]\ 7^H`_ba3\]\"\ 7
ced]f ghjilkm hn"opLqrn s.pLtvu	pLtvuxwy{z8|~}$opNqrn s6pLtvup`t)}$q^pt| y{Qz.o
(4)
and the 7^HIl7^C matrix K as Kj E KL-6KMrK * G the7DH -length vector form for signal  , in eq. (1), for a conventional
CDMA downlink system is rKN5 . The received signal 4

at the   MS in a vector form is of length 7DH<V and is
written as 	$Qr< , where matrix J is of size 7^H<=~Il 7DHN :
JOQRS T UXWY )\\\b7^HV<==_ba[)\\\7DH
 R S T     Y laZQN Y DaL: vQ% Y (  (5)
and  is a 7DH<:x vector of zero mean AWGN and cov-
ariance matrix  ¢¡`:£¤N!6¥>§¦¨© .
The receiver is restricted to be a conventional filter matched
to the spreading code of the desired user. Its impulse response
is 2  H[
 and its output vector is ª56l8«!  	 , where the7DH<x~I^7 matrix «L is defined as «¬E­K3! ® G !
and ® is a 7¬I¯b= zero matrix.
The multipath channel length is assumed to be less than one
symbol period and thus ISI is extended only to the next transmit-
ted symbol. Once more the methods presented in this paper rely
on transmitter (BS) knowledge about all users spreading codes
and channels which is satisfied for the BS using a TDD mode
if the channel’s dynamics are sufficiently slow. This means that
the multipath profile remains essentially constant during trans-
mission.
III. TRANSMITTER BASED TECHNIQUES
A. Data-block and bitwise techniques
Transmitter precoding is introduced in [4]. The author seeks
a linear transformation matrix ° to apply to the block of trans-
mitted data 5 in order to minimise MAI and ISI. By applying
a MMSE criterion over the noise and the transmitted bits the
resulting CD7ICD7 -size ° matrix is given by:
°±	 ° ! - b° !  b° ! *  !3² @ -
where °N is a 78I¢C^7 matrix given by °M1§« !  K . After
being precoded the data is spread and the transmitted signal 
becomes:
rKN°M5³V´ !µ 5 (6)
In joint transmission [9] a common signal  , which gives the
desired data at the output of every user’s receiver is sought for
transmission. As shown in [9],  is:
3 ! « ¤ « ! : ! « ¥ @ - 5D=´l¶ ! 5 (7)
The C·7^H[<[ZNI7DH matrix  is defined as an ar-
rangement of J matrices, ¸ E  ! - { !   ! * G ! and
the C¯7^Hj<8jJICD7 block diagonal matrix « is«:¹º  2   0 Y »Q¼ ¤b«`-Q_4_«½__« * ¥ .
In the bitwise techniques, including our new algorithm, the
data of each user   after being spread is pre-filtered by an FIR
filter of length ¾ with a discrete time impulse response ¿   

as shown in fig. 1. The produced signals are then summed and
transmitted from the antenna element. The taps of the pre-filters
are determined by the adopted technique. Vector À~ represents
the tap-coefficients of the  ½  user specific FIR pre-filter.
À) ¿¿Á ¾V ! (8)
Pre-RAKE [6] is a straight forward algorithm where the BS
filters the   user’s signal with the time inverted uplink channel
impulse response of the same user. In the downlink the desired
user’s signal is maximal ratio combined by the channel itself
while other user’s signals are not. The result is a strong peak
at the output of the channel which is equivalent to the RAKE
receiver’s output.
DPF, as presented in [8], calculates the pre-filter tap-
coefficients with a zero forcing algorithm as presented below.




 ¥	Ç ¡, !	ÈÈ
subject to constraints:




 ¥ Ç ¡, ! ÈÈ  MË^º~Ì: Í À)rÅ~Î Í   (9)
where ÏÐÐ is the decision sample. The second constraint allows
for the desired power normalisation. Each user is individually
normalised to achieve a specified received SNR in contrast with
the global normalisation derived in eq. (11).
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The average total transmitted energy   per symbol for a pre-
coding algorithm is given by:
  
	 block techniques "!# %$'&' !(
bitwise techniques
(10)
where ) is )+*-, or )/.* in accordance with the algorithm used.
For a flat fading AWGN channel )0*-, and )1.* are the same
matrices.
B. Power scaling factor
In the above methods, ignoring noise and assuming a unit
gain channel the aim is 2354   354  . Depending on the method
employed, a certain transmit power is required for interference
elimination which is usually greater than the one required for
a conventional spreading. Thus, the transmitted signal 6 must
be scaled with the appropriate factor 7 8 to maintain the aver-
age transmitted power per symbol to the same level for all the
techniques. The reference power used is the one for the cor-
responding conventional CDMA system, 9: . If 8<;>=5? @ , the
scaling results in a decrease in the SNR at the receiver decision
point. With this in mind, the optimum precoding technique is
one that minimises the MAI and ISI and maximises 8 . If the
unscaled total transmission power per symbol produced by any
algorithm is denoted as   , eq. (10), then 8 is given by8AB9CED5 % (11)
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Fig. 1. Block diagram of a bitwise system
IV. PROPOSED SYSTEM
The proposed method in this paper maintains the structure in
[8] but the algorithm followed to calculate the tap-coefficients is
essentially different. A MMSE criterion is chosen and the power
constraint has been included in the algorithm so as to minimise
the resulting transmitted power. If vectors
&F
, (8), are arranged
in a G1H -length vector & as below& JI & * LKMKK & * NKKK & * O * (12)
the energy  QPSRUTV W &'X of the transmitted signal 6 as a function of&
is given by:   PSR5TYV W &'X  & *'ZN* K Z & (13)
where Z is a matrix of size G W\[B] HB^_= X` G1H :Z BabdcEef 3hg\iEjNk Z l KKMK l Z 5l KKK Z /m
and Z  is a matrix of dimension W\[_] HB^_= X` H :Z  on5p Pdq rtsCu g t=v?M?? [] HB^= lxw J='??M?yH
p P\q r {z e  W g ^ wUX}| cE~@ g ^ w  [ ^B=@ cY~E gd  (14)
The analysis that follows is similar to the non-power constrained
analysis for adaptive inverse filters in [10].
A. New least squares power constrained algorithm
As stated before the BS is assumed to have exact knowledge
of the downlink channels   W\ X and the remote receiver e  W\[ ^ X structure for all active users. For simplicity we substitute the
cascaded filters   W\ X and e  Wd[ ^  X with an FIR filter of length  [1]0 ^1= and impulse response   W\ X o  W\ XC$ e  W\[ ^ X , as shown in fig. 1.
After rearrangement, the system can equivalently be illus-
trated as in fig. 2 for the  \ receiver. This rearrange-
ment is only to facilitate the mathematical analysis. Signals~ME W\ X ,  l nC= KKK G s are defined as filtered reference signals
and are produced by passing the sequence of symbols
3 4  e  Wd X
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p   (n)z   (n)
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p   (n)
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z   (n)
Kc   (n)
Fig. 2. Rearranged system diagram
gram arrangement can now be used to determine the optimal, in
MMSE terms, finite impulse response filters,
& 
. The fact that
noise is not included in the rearranged diagram doesn’t affect
the solution because the noise is not filtered by the inverse fil-
ters. The power constraint term imposed in the solution gives
good noise performance.
We define the following vectors of the filtered reference sig-
nals: E Wd X JI ~ME W\ X KMKK ~ W\ ^H ] = X O * l  l =v?M??yG
(15)
Following the block diagram in fig. 2 the filtered reference sig-
nals are passed through the pre-filters
&
, (12), to yield the es-
timate desired data. The outputs 2" W\ X can be written in matrix
form as: 2" W\ X o W\ X& (16)
where the vector 2" W\ X and the matrix  W\ X are denoted as:
2" Wd X < 23   W\ X...23  W\ XN  l  W\ X  




 *   W\ X KKK  * % W\ X  
(17)
We now seek the optimal filter vector
&
to minimise the
time averaged squared error between the actual and desired out-









is an imposed delay
to the system which assists the equalisation of the multipath
channels [11]. In the final cost function we must include, using
Lagrange multipliers, the constraint that the average transmitted
power per symbol should not exceed  , which is equal to the
corresponding conventional CDMA system. The cost function






is the vector of desired data
defined as
! # ( E # FBGGG E #H&GGG E #I 6 . and  <J>?,@ is as in eq. (13).
After expansion and use of eq. (16), eq. (18) reduces to the quad-
ratic form:K  ! . # ! # 6%LM ! . #N *   +/64AO	PA .  N . 4  - + N 4  - +/6*A	 8 :  < >?5@ 4A&+B% C D (19)
From vector gradient theory and eq. (13) we find thatQ  <J>?,@ *A&+R Q AS2T . TUA . Therefore the Wiener solution for
the taps of the pre-filters
AWV
is given byA&V0YXJM N . *   + N *   +"6	Z8[T . T\] F M N . *   +-! # 6
(20)
B. Wiener solution




 N . *   + N *   +"6 and  N . 4   +! # 6 in eq. (20)
must be calculated. As stated before _3`)a "+ZbEcaed a /+=fg ` /+Bf d ` "%P+ . Let hC`)a /+$ d a "+Bf g ` /+Bf d ` "%Z+ .
The corresponding symbol in vector form is denoted as i `)a of
length j 9	lkm%Z due to the convolution effect.i `)a 2 hC`)a "n+ GGG hC`)a  j %+/6 . (21)
Vector o`)a "+ of length p , defined in eq. (15), is given next
as a function of the q rst	u vector ! a , as in eq. (2),
accounting for the ISI effect that is imposed by the pre-filters
(
s
bits transmitted before and after the
E #a bit of interest). By
assuming that
	Z
v j , 	Z
w p (these assumptions are
only to assist the description of the Wiener solution as both p
and

can be arbitrarily chosen) we write:o`3a x `3a ! azyo . `3a {! . a x$. `3a (22)
where the p}|~q matrix x `3a is:x `3a 
) </  [ F-`)a  2 J p ;e}%esJ  s
   -=;  )* ¢¡¤£C¡=¥1¦¨§©ªY«0¬U¡¤£C¡¤¥­¬O®U¡°¯« ©±"²)³;ªµ´B£4¶-³
(23)





is sufficient to take into account the effect of
s¸¹
bits, in
general. Substituting now eq. (22) into eq. (17) and assuming
that:  )E ceº` E c0»a  ½¼ ¿¾~ÀÂÁCEÄÃ F ÃUÅn Æ,Ç g[È _)É "Ê È (24)
it is proved that:
Ë0Ì Í0Î  Ï7Ð;Ð/¦ Í  ÏÐÑÐ;¦ Ò (ÓÔÔÕMÖO×ØÙ   Ù Î KÚ ÚÚ




and M N . * ,+-!$#62"Þi . FF GGG Þi . I0I 6 . (26)
where
Þi `)a is a p -length vector defined as:Þi `)a 2  F    F-`3a GGG ß    F-`)a 6 (27)
and
 <"   F-`)a is given by eq. (23). By replacing now the ex-
pectation terms in eq. (20) with the righthand side of eq. (25)
and eq. (26) the Wiener solution is fully determined in a closed
form.
V. SIMULATION RESULTS
In this section the performance of INVF is shown and com-
pared to pre-RAKE, TP, JT and DPF. The BER performance
we refer to is the averaged BER over all the users. BPSK data
symbols
Eàc H
are spread by random binary spreading codes á H
of length
¨bâ
chips and transmitted synchronously over
the mobile channel. Variations of the received power due to
path loss and log-normal fading are assumed to be eliminated
by power control. The codes are also normalised to ãá H ã Y .
The mobile radio downlink channels are different for each user,
their delay spread is
käå
chips and the tap weights are nor-
malised to ã5æ H ã ¹ . Furthermore it is assumed that they are
stationary with no Doppler effects and that the BS has perfect
knowledge of their impulse response. For the DPF and INVF
methods the delay,

, in sampling the output at the receiver is
set to half the pre-filter length [11].

















Fig. 3. BER vs filter length, for ç è users, ËêéÑë;ì1í  ¯µ« dB, î  «)ï « è .
In fig. 3 the BER performance versus the length of the pre-
filter for the DPF and INVF is displayed for a CDMA system
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of   , 	 and 
	 dB. The parameter  in
INVF is set to   for reasons that will be explained below. The
performance of INVF dramatically exceeds the performance of
DPF. According to the algorithm presented in [8] the pre-filter
length for DPF is restricted to   whereas the length
for the INVF can be arbitrarily chosen.
A question arises as to what is the best choice for the para-
meter  in eq. (20). Since  is the power control term it is ex-
pected that the best value for it is a function of 
! . Fig. 4
shows how  affects the BER for a system of  "# , $	
and 
%	&'	 dB for four different sets of  random codes
when pre-filter length (*)+ . There is a range for  which
gives almost the optimum BER performance with a variety of
spreading codes and pre-filter lengths. This gives a degree of
freedom about the choice of  . When 
,-	&.$	 dB  is set
to   which gives near optimum BER performance.

















Fig. 4. INVF BER performance vs / for 02143 , 576989:<;=14>*? dB. Solid lines
represent 4 sets of 5 random spreading codes when @A1B>*C . Dashed lines
represent 4 new sets of 5 randomly generated codes when @D1E	F .
In fig. 5 the BER versus the number of users is shown. The
system’s BER is averaged over  different sets of random codes
to smooth out the effect of codes with low or high crosscorrel-
ation. 
G	& is set to 	 dB, "	 . It is clear that INVF
outperforms TP, Pre-RAKE and DPF. As mentioned before the
block techniques, when used for data that is transmitted continu-
ally, do not account correctly for the end-bits of the block. Thus,
these bits reduce the performance of the system. The problem
is alleviated by increasing the length of the block at the cost
of higher complexity. In fig. 5 the performance of JT is shown
for blocks of "$(%) and + data. INVF achieves better per-
formance than JT for a heavily loaded CDMA system. When
the number of users is less than half the spreading factor JT and
INVF display equivalent performance, as illustrated in fig. 5, for
a JT block length + bits. Ignoring the complexity of in-
verting the appropriate matrices, since it occurs only when the
channel changes, we consider the multiplications required per
transmitted symbol. Regarding eq. (7) the computational com-
plexity per symbol for JT is 4IHJ D4K*L	M D whereas for INVF
it is  . Consequently, the complexity of INVF is far less as
shown in table I.
VI. CONCLUSIONS
In this paper a new technique was proposed called inverse
filters. The technique takes the structure presented in [8] and






















Fig. 5. 576989:<;71N>*? dB, :O1DF*? for TP, @41E	F for INVF, DPF, /P1N?RQ ?	3 .
TABLE I
COMPUTATIONAL COST COMPARISON
Algorithm Multiplications/symbol Size of matrix to be inverted
(excluding inversions) when channel changes
JT :,S*0,TU1E	F*?V?W? :,02XG:,0Y14>*?W?=X&>*?W?
INVF @7T41D3V>WF @70ZX@70[1N>*CW?<X,>*CV?
Numerical examples for the case of :[1NF*? , 0[1\3 , TU1N>*C , @D1E	F .
develops the power constrained MMSE solution. The perform-
ance of the INVF technique is dramatically better when com-
pared with the ZF solution of DPF and also when compared with
TP and pre-RAKE. JT achieves the INVF performance only for
large blocks of data which results in a large computational cost
for JT. Moreover for heavily loaded systems (  ^][M+ ), INVF
gives superior performance to all the techniques. Inverse filters
can be easily adjusted to any existing TDD/CDMA system with
slowly varying propagation channels.
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Transmitter Based Inverse Filters for Reducing
MAI and ISI in TDD/CDMA Downlink
S.L. Georgoulis and D.G.M. Cruickshank
Abstract
Inverse filters (INVF) are introduced as a new transmitter based precoding scheme for the TDD/CDMA downlink.
MAI and ISI are significantly reduced while the mobile station’s (MS) structure is reduced to a filter matched to the
user’s spreading code. The method assumes knowledge of the channel at the transmitter which is feasible under Time
Division Duplex (TDD). The new algorithm uses a MMSE criterion with power constraint. When compared with
existing schemes, INVF increase the system performance while maintaining a low computational cost. The theoretical
analysis is supported with simulation results. Analytical BER for any precoding algorithm is also calculated.
I. INTRODUCTION
Recently, work has been done on transmitter based algorithms that implement a linear precoding
of the transmitted signal in a CDMA system aiming to reduce the multiple access interference
(MAI) and intersymbol interference (ISI) prior to transmission. The algorithms utilise the fact that
in a TDD scheme the downlink channel is known to the transmitter if the time elapsing between
uplink and downlink transmissions is sufficiently small compared to the coherence time of the
mobile radio channel. The receiver structure at the user equipment is then simplified to be a
conventional matched filter, which only requires knowledge of the desired user’s spreading code.
Thus no channel estimation or adaptive equaliser is required at the mobile receiver. The extra
computational cost is transfered to the base station (BS) where power and computational resources
are more readily available. Such an approach also enhances the downlink system capacity since no
system resources have to be allocated for the transmission of training signals on the downlink.
One straight forward transmitter technique is pre-RAKE [1] which includes pre-RAKE diversity
combining at the transmitter but doesn’t reduce the multiuser interference, as shown in [1], [2].
Authors are with the Institute for Digital Communications, School of Engineering and Electronics, The University of Edinburgh,
Edinburgh EH9 3JL, UK. Emails:sg@ee.ed.ac.uk, dgmc@ee.ed.ac.uk
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To achieve a better performance the transmitted signals in the downlink must be jointly optimised
based on the spreading code and the channel impulse response of every user. These alternative
techniques are derived following a zero-forcing (ZF) or minimum mean-squared error (MMSE)
criteria and are classified as blockwise or bitwise, based on their realisation block diagram. The
bitwise ones demonstrate less computational cost and additional advantages.
A new bitwise method is proposed in this paper, called inverse filters (INVF). The developed
algorithm is an MMSE approach with the necessary power constraint included. The performance
is superior to the previous developed bitwise and blockwise techniques when compared under a
common framework.
The system model is given in section II. A discussion about blockwise and bitwise techniques
along with the theoretical calculation of the BER is given in section III. Section IV presents
a theoretical analysis of INVF. Section V deals with a comparison between recently published
methods by means of simulations. The conclusions are drawn in section VI.
II. SYSTEM MODEL
The system considered is a multiuser direct sequence TDD-CDMA with   active users in a
cell communicating through a common BS. The BS has one antenna element and transmits syn-
chronously over frequency selective channels to   MSs. The discrete time transmission model
that follows is sampled at the chip rate  . For the sake of clarity we state that for any vector  ,
  
	 denotes the inner product  and for any matrix  ,   denotes the element in the  row
and   column.
The  symbol   "!  $#&%' for user ( , (*)
+,.-/-/-0 21 , is the BPSK modulated data 3  spread with
the spreading code !  #%4' . The spreading code consists of 5 chips and it is described by the
vector 6  87:9 !  #;,' -/-/-
!  # 5=<> '?  , which is normalised such that  6   7  . The symbol interval
is A@ so as B 7 A@CD5 . The (D channel is characterised by its impulse response E  $#%4' . It is
considered as a finite impulse response filter (FIR) whose chip spaced tap coefficients are the vector
F  G7H9 E  #&;,' -/-/-/E  #CI <= '&?  , where I is the delay spread. Assuming that the   symbol of
power JK is transmitted for the (D user, the total transmitted downlink signal for the conventional
CDMA downlink scenario is described as L #&%' 7NMPO RQ*S4T J  $  U!  $#%4' . To simplify the analysis
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we will assume that all the users are transmitted with equal power and thus    is normalised to
one. Furthermore, data
  
are assumed to be independent from bit to bit and between users:
  	  

  for   and   
otherwise
(1)
Let   be a vector sequence of ! #"%$&  transmitted bits for user ' ,   ( *),+ -.-/- %0 -/-/-  + 2143 .
The vector  of length 56! contains the bits of all the users and is defined as  87  3  -/-/-  3  -/-/-  39;: 3 .
By defining now the !6<=! matrix >  as >  ?A@CBED ' GFIH%JLKIM N/N/N M .O and the !6<=!P5 matrix
> as >  7 >  -/-.- >  -/-/- > 9 : , the !6< -length vector form Q for signal R KIS O , for a conventional
CDMA downlink system and its corresponding total energy per transmitted symbol TVU is Q  >W 
and T%U YX[Z H D/\  >^]> %_ !  5 , for ` M  `   , respectively.
The receiver is a filter matched to the spreading code of the desired user with impulse response
D  K <#a S O . AWGN b , with correlation matrix c ed , is added to the received signal. The multipath
channel length is assumed to be less than one symbol period and thus ISI is extended only to
the next transmitted symbol. Throughout our analysis the users are synchronous (realistic for the
downlink) and the BS has exact knowledge about all users spreading codes and channels which is
satisfied for the TDD mode if the channel’s dynamics are sufficiently slow. This means that the
multipath profile remains essentially constant during transmission as, for example, in a personal
communication system with low mobility users such as pedestrians in an outdoor environment.
III. TRANSMITTER BASED TECHNIQUES
In blockwise techniques a linear transformation matrix f is applied to the block of transmitted
data  in order to minimise MAI and ISI. The transmitted vector Q/g is written then as:
Q g  f6 (2)
Matrix f is of dimension !6<h=i56! and is a function of the spreading codes and the channel
impulse responses. Recently developed blockwise precoding algorithms are joint transmission JT
[3] and transmitter precoding TP [4]. For a large block-length the computational cost is increased
since these methods require inversion of matrices whose dimensions are proportional to the number
of users and the block length. Furthermore, in the case of multipath channels and presuming that
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the data are transmitted continuously, the first and last bits in a block are not correctly precoded
which leads to a capacity loss.
In the bitwise techniques, like INVF, the data of user   after being spread are pre-filtered by an
FIR filter of length  with impulse response 
	 as shown in Fig. 1. Filtering is applied at the
chip level and the higher computation required for data-block techniques is eliminated. Pre-filters
do not modify the original CDMA structure directly as it is a simple addition of an array of FIR fil-
ters to the existing BS transmission system. The taps of the pre-filters are determined according to
the adopted criteria. Bitwise techniques are the Pre-RAKE [1] and the ZF decorrelating pre-filters
(DPF) [5]. It is essential for the derivation of theoretical BER to describe the bitwise techniques in
the matrix form of eq. (2). This description is straight forward for the blockwise approach.
Vector  		 represents the tap-coefficients of the  ! " user specific FIR
pre-filter. The transmitted symbol is now expanded to #%$ '&  ()	+*,  
	-.#!$0/  
	 . Written in
vector form, / !
	 has a length of 1243564 chips and is denoted as 7
8 / !	 / 16
	9 . Since the technique is bitwise we define as desired data-bits the #;: . The pre-filters impose
intersymbol interference on the system and we must take into account < transmitted bits before
and after the desired one. The right choice for < is <=>?1@2A	CB!2-D where EGFIH denotes that
F is rounded up to the nearest integer. Let JK
	 be the signal at the output of the  L 9" pre-filter as
shown in Fig. 1. The 1 -length transmitted vector for user   , M+ , is written as MNPOQR0 , where
the 1PSUT , ( TV@W!<X36 ), matrix O  is:
O  Y!1[Z9\ ] ^?_%`a_cb?d e f=g !h9hhi1aj(k-8<@hh9hl<
1 Z9\ ] ^?_%`A_cbd 
mno np / ! g qk266	 for -r g qk2@6sr@1@6 otherwise (3)
The transmitted signal tvu can be written as the 1 -length vector twuayx{z+| b | b M0sPOQR , where the14SaTU} matrix O is defined as O.~O b O  O z, . It is obvious that matrix O corresponds
to  in eq. (2).
Now that  is defined for all precoding schemes we can proceed to a general analytical calcula-
tion of BER performance. It is similar to the one followed in [6] for receiver based linear multiuser




      . Matrices  and 
  contain the columns of   and   associated with
the  "! user’s matched filter receiver and channel respectively. #  is a $&%'$ matrix with
elements ( )+*-,/.	,1032 4 5 , 6 87:98;;;<9>=@?ACBD;;; '$ . Each component  EGF  =<HIJ7K9J;L;;<9 ,
in
  
consists of three contributions, the first determined by the desired symbol
EMF
, the second




 NOPE 6RQGS1#   TVUXW *ZY U[T\W^] FD_a`Rb
 E 6cQdS1#   eVf eGgVhT .ji e
     h ` * W[U . Matrix
E 6RQGS1#  is diagonal and contains only
the diagonal elements of the matrix #  while E 6cQGS1#   #  7kE 6cQGS1#  represents a matrix with
zero diagonal elements containing all but the diagonal elements of #  . The covariance matrix of
the noise term, is equal to
   lnm
which equals to
lmpo
after considering that q  q B .
A performance measure is the signal-to-noise-plus-interference ratio (SNIR) rns  E F ut of  E F  at the
receiver’s output. In the analysis below we consider the bit
 EGv 
, to allow for both the case of block
and bitwise transmission. Taking into account the assumption in eq. (1) rns  E v  t takes the form:
rws  E v t  x ) .,10p2 4zy {
m
|A}D~[ 3 y
x ) .	,1032 4 { m l m =?1>9AB $sV 7AB t (4)
By further assuming that the ISI and MAI follow a Gaussian distribution the error probability  U
for the detected BPSK bit
 E v 
is given by applying the  function  U s  E v  t   rns  E v  t[ . For a
system of ' users the average theoretical error probability is  U s  EGv t  x | } 3 0  U s  EGv  t { ' .
IV. PROPOSED SYSTEM
The precoding techniques, ignoring noise and assuming a unit gain channel, aim at
 EGF  EGF
.
A certain transmit power is required for interference elimination which is usually greater than the
one required for a conventional spreading. Thus, the transmitted signal  must be scaled with
the appropriate factor   to maintain the average transmitted power per symbol to the same level
for all the techniques. The reference power used is the one for the corresponding conventional
CDMA system, d . If  BG;Z , the scaling results in a decrease in the signal-to-noise ratio (SNR)
at the receiver decision point. With this in mind, the optimum precoding technique is one that
minimises the MAI and ISI and maximises  , which implies the necessity of a power constraint.
If the unscaled total transmission power per symbol produced by any algorithm is denoted as : ,
then  is given by        . To incorporate power constraint in the bitwise algorithm the  
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must be expressed as a function of   , which is a  -length vector of pre-filter taps defined as
   	
 	 	 . It can be shown that:
          (5)
where matrix  "!#%$'&(*),+.-0/21  
43  3  '3 4  65 is of dimension  879 ;:<'>= and
matrix   is of dimension 87?9 :?<'@=6 and is defined as:
  BA0CEDF GIH,J +KB<LLL 7?9 :?< 3NM B<LLL
C DF G 
OPQ PR &   +	: M  for SUT+: M T 7 :?<S otherwise (6)
Equation (5) is used in what follows to develop the INVF algorithm using MMSE criterion with
power constraint1 in order to determine vector   . The method is essentially different from the
ZF-DPF although they follow the same block diagram.
For simplicity we substitute the cascaded filters V  .W  and &  87 : W  with an FIR filter of
length XY 7;9Z :;< and impulse response [  .W YV  .W \]&  87 : W  , as shown in Fig. 1.
After rearrangement (only to facilitate the mathematical analysis), the system can equivalently
be illustrated as in Fig. 2 for the ^`_a receiver. Signals bdce .W  are defined as ’filtered reference
signals’ and are produced by passing the sequence of symbols )*f e & e gW  through the filters with
impulse response ['c .W  . This approach is essentially the one followed by [8] for stereophonic
sound reproduction systems. This block diagram arrangement is used to determine the optimal, in
MMSE terms, FIR filters,    . The fact that noise is not included in the analysis doesn’t affect the
solution because the noise is not filtered by the inverse filters. The power constraint term imposed
in the solution gives good noise performance.
Vectors h ce .W i b ce gW j4b ce .W :k 9 <'. correspond to the filtered reference signals.
Following the block diagram in Fig. 2 the blce gW  are passed through the pre-filters   to yield the
estimated desired data. The outputs mn	o gW  can be written in matrix form as:mn o .W p .W 8  (7)q










  !      
...
. . .
...  "    
 (8)
We now seek the optimal filter vector # to minimise the time averaged squared error between the
actual and desired outputs. The desired outputs are sampled every symbol period $&%'% 	()+*-, ,.	"/ 01222 , where , is an imposed delay to the system which assists the equalisation of the
multipath channels. In the final cost function we must include, using Lagrange multipliers, the
constraint that 354 , eq. (5) should not exceed the reference transmitted power per symbol 674 . The
cost function to be minimised is:8 	 3:9 <;   $ %=% >  <;   $ %'% >?1*A@B 3 4  # C; 6 4D (9)
where 3 denotes the expectation and & is the vector of desired data defined as &E	 9       F  G   H   ?  .
By using eq. (7) and after expansion eq. (9) takes the quadratic form:8 	 3I9     ?J; 0 3:9     $K%'% ? # * #  3I9    $L%=%    $K%'% ? # *A@ B 3<4  # C; 6M4 D (10)
From vector gradient theory we find that NK3O4  # >P NK# 	 0MQ  Q # . Therefore, the Wiener2 solution
for the taps of the pre-filters #R is given by
#CR 	TS 3I9    $K%'%    $K%'% ?U*A@ Q  Q:VW
 3:9    $K%=%   ? (11)
In order to complete the analysis, the expectation terms 3:9    $K%'%    $L%=% ? and 3:9    $K%'%   ?
in eq. (11) must be calculated. As stated before XZY\[ I	]M^[<_ [ <`ba Y <` _ Y )c;( . Letd Y\[ e	 _ [ 
`fa Y <` _ Y g)h;i . The corresponding symbol in vector form is denoted asj Y\[ 	 9 d Y\[ klm H  d Y\[ npo<;/?  of length nOob	 0 )q*srt; 0 due to the convolution effect. Vector Y\[  , of length u , is given next as a function of the v 	 0Mw *x/ vector  [ accounting for the ISI




(in fact they can be arbitrarily chosen). In eq. (12) }EY~[ is a uxv matrix and  Y\[ is written as:
 Y~[ 	 }
Y\[  [ (12)
The assumption that users are transmitted with powers xx doesn’t affect the final Wiener solution. For different powers




	     
 !  #"%$'&()*+ !  #*
	   ,  -./ .021 
3'46587+)  )9&:7,; for <>= 4587+)  )?&:7 =A@CB )D< otherwise (13)




QSR   R TUTUT QSRV   R  V
...
. . .
...QSR   RV  TUTUT QWRV   RVXV
Y[ZZZZZ
\ (14)
Taking into account the assumption in eq. (1) it is proved that:
]_^ E R 3HG IKI ;EF3'G IKI ;H`a
NOOOOO
P
b V c   d    R   e e
e . . . e
e e b V c     V   R  V
Y ZZZZZ
\ (15)
]f^ E R 3'GgIKIL; QSh `a ^jik R  TUTlT ik RVMV ` R (16)
where
ik  is a " -length vector defined as ik m n^o	 p om TUTUT 	q  o ` . 	  om is given by
eq. (13). By replacing now the expectation terms in eq. (11) with the right-hand side of eq. (15)
and eq. (16) the Wiener solution is fully determined in a closed form.
V. SIMULATION RESULTS
In this section the performance of the INVF is shown and compared to pre-RAKE, TP, JT and
DPF. The BER performance, we refer to, is the averaged BER over all the users. BPSK data
symbols r
s t are spread by random binary spreading codes u t of length 7vwUx and transmitted
synchronously over the mobile channel. The mobile radio channels are different for each user and
the tap weights are normalised such that yz t y a . The delay profile adopted is consistent with
the UMTS European system and has a delay spread of { |
 chips. In the current paper the
channels are assumed to be stationary with no Doppler effects. Perfect knowledge of the downlink
channel is presumed in the base station transmitter. For the DPF and INVF methods the delay
4
in sampling the output at the receiver is set to half the pre-filter length.
The Wiener solution as stated in eq. (11) contains the power control term }~ R ~ . A question
arises as to what is the best choice for the parameter } . Since } is the power control term it is
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expected that the best value for it is a function of   . Figure 3 shows how 	 affects the BER
for a variety of schemes. There is a range for 	 which gives almost the optimum BER performance
with a variety of spreading codes and pre-filter lengths. This gives a degree of freedom about the
choice of 	 . A critical issue, in CDMA systems is to provide all users with equivalent performance
under the assumption that signals of equal powers are addressed to them. That means that the
SNIR 
 must be approximately the same for every user. By defining the SNIR spread as 
 
   
!" $#&%(')+*-,",",.  we have a measure of the variety among the . individual
performances. Ideal values for / are close to unity. In Fig. 4 it is shown that large values of
	 result in significant differences in the users performance while small values result in similar
performance. A small value of 	 minimises the contribution of the power control term in eq. (11)
and the Wiener solution cancels MAI and ISI for all users at the cost of increasing the transmitted
energy. This is reflected in a reduction of the receiver’s output SNR when the transmitted power is
normalised by 021 * . In the contrast, a large value of 	 enhances the power control so as 023 *
but the penalty is a degradation in the SNIR spread. In Fig. 4 it is shown that for  456 *"7 dB
ideal values for 	 are close to 7897: .
In Fig. 5 the BER versus the number of users is shown. The BER is averaged over ; 7 different
sets of random codes to smooth out the effect of codes with low or high crosscorrelation. It is
clear that INVF ( < is set to 32) outperforms TP, Pre-RAKE and DPF. The effect of the data-block
length  on JT is also illustrated. The problem is alleviated by increasing  at the cost of higher
complexity. When =?>@ , INVF achieves better performance than JT for a heavily loaded CDMA
system and equivalent for . 1BA5C@ . However, INVF displays significantly reduced complexity in
terms of multiplications required per transmitted symbol D . Ignoring the complexity of inverting
the appropriate matrices (it is identical for EF<GH>@ ), since it occurs only when the channel
changes, it can be shown that DIJLKMN?<AO :* @ and DQP)RSBUT . AVBW *"X @ 7 , for .  : .
The BER performance versus      for .  :#"*)Y is shown in Fig. 6. In the JT curves the
end-bits are being discarded to give the most optimistic performance. For .  : JT and INVF
have similar performance. For .  *)Y INVF is the best technique for reasonable  Z with a
significant error floor in performance when <[O>@ . By increasing the number of taps to <F X7
taps and selecting 	\ 78977 > , ideal for      B@ 7 dB, INVF performance is further improved and
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becomes constantly better than JT. However, the penalty is a degradation, in the low   ratio
region. This is due to the fact that 
	 , selected for the case of 	 , is not near optimum
for  	 dB. The above leads to the idea that if the base station knows the noise power at
the receiver it can optimise the performance for high loaded systems by selecting the appropriate
 value. Theory and simulations are in remarkable agreement in the graph.
VI. CONCLUSIONS
Inverse filters were proposed as a new efficient bitwise transmitter based pre-coding technique.
The technique takes the structure of DPF and develops the power constrained MMSE solution
for individually pre-filtering the spread data before transmission. The performance of the INVF
exceeds the one of Pre-RAKE, DPF and TP. It is competitive or better than JT but displays a lower
computational cost. INVF can be easily adjusted to any existing TDD/CDMA system with slowly
varying propagation channels.
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Fig. 2. Rearranged system diagram
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Fig. 3. BER performance for INVF vs   for  , 	
 , 	 ,  dB. The solid lines represent
analytical results for 4 sets of 5 different random spreading codes when 
 . The dashed lines represent analytical
results for 4 new sets of 5 randomly generated codes when   .













Fig. 4. SNIR spread vs   for !" , 
 , # ,      dB. The solid lines represent analytical results
for 4 sets of 5 different random spreading codes when $
 . The dashed lines represent analytical results for 4 new
sets of 5 randomly generated codes when %& .
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Fig. 5. Simulated BER performance vs number of users for  
	 dB, 	 , 	 . For TP the length of
the transmitted blocks has been set to 	 . A length 	 has been selected for INVF and DPF and 	 
for INVF.




























Fig. 6. BER vs    for ! 	"#%$ users. System parameters are &	 , '	( . The markers correspond to the
simulation results and the dashed lines to the corresponding analytical ones.
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