We determine the structure of category O for the rational Cherednik algebra of G(m, 1, n) in the case where the KZ functor satisfies a condition called separating simples.
With respect to this basis, W may be regarded as the group of n × n matrices with exactly one nonzero entry in each row and column, the nonzero entries being powers of ε := e 2πi m . We also let {x 1 , . . . , x n } denote the basis of h * which is dual to {y 1 , . . . , y n }.
2.2. The complex reflections in W are then the elements s t i and σ (k) ij defined as follows: for 1 ≤ i ≤ n and 1 ≤ t ≤ m − 1, we define s t i (y i ) = ε t y i , s t i (y j ) = y j , j = i and for 1 ≤ i < j ≤ n and 0 ≤ k ≤ m − 1, define
ij (y r ) = y r , r = i, j.
Each of these elements has a reflecting hyperplane H. The reflecting hyperplane of s t i is {y i = 0} while the reflecting hyperplane of σ (k) ij is {y i = ε −k y j }. Let A be the set of these reflecting hyperplanes. For each H ∈ A, let α H be a linear functional on h with kernel H. In [DO03] , it is proved that M(τ ) has a unique simple quotient L(τ ), and [GGOR03] prove that {L(τ )|τ ∈ Irrep(W )} is a complete set of nonisomorphic simple objects of O, and that every object of O has finite length.
2.6. The KZ functor. The group B W := π 1 (h reg /W ) is called the braid group of W . In ∇. The horizontal sections of ∇ define a system of differential equations on h reg which, by a process described in [BMR98] and [Rou05] , give a monodromy representation of π 1 (h reg /W ).
By definition, KZ(M) is the monodromy representation of π 1 (h reg /W ) associated to M. 
We see that H is the Ariki-Koike algebra of [AK94] with parameters q = e 2πiκ 00 , and (2) There exists a positive integer r not divisible by m, such that dimL(χ) = r n .
(3) Let q ∈ N be the residue of r modulo m, 1 ≤ q ≤ m−1. Then there is a representation
and O ss is a semisimple category generated by the other simple objects. 3.5. It would be interesting to know whether, as in the case of S n , KZ is guaranteed to separate simples whenever there is just one finite-dimensional simple object in category O.
We cannot prove this, but we do have the following result which in a certain sense replaces dimension by Gelfand-Kirillov dimension (and shows that the condition that KZ separates simples is a sensible condition).
3.6. Recall from [BEG03b] that X ∈ O is said to be thin if KZ(X) = 0 and thick otherwise.
Equivalently, X is thin if GKdim(X) < n and thick if GKdim(X) = n. Recall that the parameters for the associated Hecke algebra are q = e 2πiκ 00 and
Theorem. Suppose (q + 1) i<j (u i − u j ) = 0 and suppose all but one of the simple objects in category O are thick. Then KZ separates simples. So really our assumption is that L(σ)| h reg = 0 for all but one σ ∈ Irrep(W ). We must show Proposition 5.9], Hom(L(τ ), M(λ)) = 0 (using the condition on the parameters). Therefore, M(λ) has a submodule isomorphic to L(τ ) and hence a submodule isomorphic to
3.7. The rest of this paper is devoted to the proof of Theorem 3.2. The proof proceeds as follows. In Section 4, we recall some facts about the representations of the Ariki-Koike algebra. We use these facts in Section 5.1 to Section 5.7 to prove parts (1) and (2) of Theorem 3.2. Next, between Section 5.8 and Section 5.18, we compute the blocks of the Ariki-Koike algebra in our situation by a combinatorial argument. This enables us to prove parts (3) and
(4) of Theorem 3.2. Finally, in Sections 5.19 and 5.20, we prove part (5) of Theorem 3.2.
4. The Ariki-Koike algebra 4.1. Let us recall some facts about the Ariki-Koike algebra. This is the algebra H introduced in Section 2.7, also called the Hecke algebra of W . It depends on parameters q, u 1 , . . . , u m ∈ C and we are only interested in the case where these parameters are all nonzero.
4.2. We use the following conventions. For us, a partition of n is a sequence λ 1 ≥ λ 2 ≥ · · · ≥ λ k with λ k = n. A partition λ will be identified with its Young diagram, and we use the non-Francophone convention for Young diagrams. That is, the Young diagram of λ has λ i boxes in row i, row 1 being the top row. A multiparition of n is an m-tuple (λ (1) , . . . , λ (m) )
where the λ (i) are partitions with |λ (i) | = n. Following the paper [AM00], we may regard a multiparition as a subset of N × N × N by thinking of it as an m-tuple of Young diagrams.
A node is any box of λ. More generally, a node will be any element of N × N × N.
4.3. It has been shown (see [Mat99] ) that for each multipartition λ = (λ (1) , . . . , λ (m) ) of n, Say a node y ∈ λ (ℓ) is below a node x ∈ λ (k) if either ℓ > k, or ℓ = k and y is in a lower row than x.
A removable a-node x is called normal if whenever x ′ is an addable a-node below x then there are more removable a-nodes between x and x ′ than there are addable a-nodes. The highest normal a node in λ is called the good a-node. Hence, ρ k is not Kleshchev and therefore ρ n , a row of n boxes, is not Kleshchev. So we may define multipartitions λ 1 = (ρ n , Ø, . . . , Ø) and λ 2 = (Ø, ρ n , Ø, . . . , Ø), neither of which is Kleshchev (here we use the hypothesis that m > 1). This contradicts the fact that there is only one non-Kleshchev multipartition, and so [n] q ! = 0.
5.4. Therefore, there exist integers 1 ≤ i, j ≤ n and −n < c < n such that u i = q c u j .
Writing what this means in terms of the κ i , we get
The next step is to show that |c| = n − 1.
5.5.
Redefining c if necessary, we have that there are i < j with q c u i = u j . Either c ≥ 0 or c ≤ 0. Consider the case c ≥ 0. In this case, let ρ c+1 be a row of c + 1 boxes, and take a multipartition τ with ρ c+1 as its i th part and ø everywhere else. If c < n − 1 then consider two multipartitions defined as follows: λ is the multipartition of n whose i th part is ρ n and µ is the multipartition of n whose i th part is
Then τ is not Kleshchev, and so λ is clearly not Kleshchev. Also, µ is not Kleshchev, essentially because µ ⊃ τ (note that, even after some nodes have been removed from µ, the node at the right hand end of τ can never be a good node, since we have established that q c+1 = 1). Hence there are 2 non-Kleshchev multipartitions, which contradicts our hypothesis. So c = n − 1.
In the c ≤ 0 case, we take γ c+1 to be a column of −c + 1 boxes, and do a similar argument to show that c = −(n − 1). 5.6. I claim that the above argument shows that the mulitplicative order of q must be at least 2n − 1. Indeed, suppose q n+a = 1 where a is a nonnegative integer. Then if q n−1 u i = u j for some i, j, we get q −a−1 u i = u j . But the above argument in the c ≤ 0 case shows that −a − 1 ≤ −n or else we would have more than one non-Kleshchev multipartition. 5.7. Now we may rewrite our condition on the parameters as m(κ j − κ i ) + (−1) a m(n − 1)κ 00 = (i − j) + mt for some a ∈ {0, 1} and some t ∈ Z. Note that (i − j) + mt cannot be zero because 1 ≤ i, j ≤ m. If it is positive, multiply through by −1 (possibly interchanging the roles of i and j, and changing a), so assume that (i − j) + mt < 0. Now we do a so-called twist.
Consider the linear character of W which sends σ 5.8. Blocks. To proceed further, it is necessary to calculate the blocks of the Hecke algebra.
5.9. Standing assumption. We have parameters q and u 1 , . . . , u m for the Hecke algebra.
We are assuming that there is exactly 1 non-Kleshchev multipartition, and we have already shown that q n−1 u i = u j for some i = j. We have shown that under this condition on the parameters, the unique non-Kleshchev multipartition has a row of n boxes as its i th part, and all other parts Ø. First, we prove the following lemma.
Lemma. If k = i, j then for each ℓ = k, we have u k /u ℓ = q c for any −n < c < n.
Proof. Suppose u k = q c u ℓ . If ℓ = i, j then it would follow from the earlier calculations that there is another non-Kleshchev multipartiton, so we need only consider the case where ℓ = i or ℓ = j. Suppose i < j. If ℓ = i then suppose there is −n < c < n with u k = q c u i , and u j = q n−1 u i . If c < 0 then considering a multipartition whose only nontrivial part is a column γ n or a row ρ n in the i th position, we have that there is more than Lemma. Under the assumptions of Section 5.9, let α = (α (1) , α (2) , . . . , α (m) ) be a multipartition of n. Then cont(α (r) ) ∩ cont(α (s) ) = Ø for all r = s.
Proof. By Lemma 5.9 and our assumption that q n−1 u i = u j , we get that for all r, s, u r /u s = q c for any −(n − 1) < c < n − 1. Now, if the residue of some node x in α (r) is equal to the residue of some other node y in α (s) , then
But if t := col(x) + row(y) − row(x) − col(y) then u s /u r = q t but t n − 2 and t ≥ −(n − 2), a contradiction.
5.11. The next lemma is useful in determining a multipartition from its content.
Lemma. Under the assumptions of Section 5.9, if α and β are multipartitions of n and 1 ≤ k ≤ m, then cont(α (k) ) = cont(β (k) ) implies α (k) = β (k) .
Proof. We show that if two nodes of α (k) have the same residue, then they lie on the same diagonal. It will follow that the multiplicity of a residue in cont(α) is equal to the length of the corresponding diagonal of α. The same is true of β. Thus under the hypothesis, the Young diagrams α and β have diagonals of the same lengths, thus they are equal.
Suppose then that nodes (i, j) and (i ′ , j ′ ) in α (k) have the same residue. Then u k q j−i =
or z ≤ −n. But j + i ′ , j ′ + i ≤ n + 1 and so z cannot be either greater than n or less than −n. Therefore, z = 0 and j − i = j ′ − i ′ . In other words, (i, j) and (i ′ , j ′ ) lie on the same diagonal.
5.12. We are finally in a position to calculate the blocks of the Hecke algebra. In order to determine the blocks of H, we first note that if ρ a denotes a row of length a and γ b a column of length b, then we may define a multipartition λ a to have ρ a in the i th place and γ n−a in the j th place. For example, if m = 3, n = 3, i = 3, j = 2 then
Then if q n−1 u i = u j , then cont(λ a ) = {u i q x |0 ≤ x ≤ n − 1} and hence all the λ a belong to the same block. It remains to show that if α, β are multipartitions and one of them is not of the form λ a , then they belong to distinct blocks. 5.13. Now we suppose that we have two multipartitions α = (α (1) , . . . , α (m) ) and β = (β (1) , . . . , β (m) ) and cont(α) = cont(β). We will show that if k = i, j then α (k) = β (k) .
Proof. There is an integer b with −n + 1 ≤ b ≤ n − 1 such that x = u k q b . We consider the cases b ≥ 0 and b ≤ 0 separately. In the case b ≥ 0, we now prove by induction that
x / ∈ cont(β (ℓ) ) for any ℓ = k. The proof for b ≤ 0 is very similar, so we omit it.
For the base step, suppose b = 0. Then u k ∈ cont(α (k) ). Hence u k is a residue of β. If Next, we note that since u k q b is the residue of a node in α (k) , this node must lie on the diagonal containing (b + 1, 1). So there are at least b + 1 boxes in the first row of α (k) and hence there is a node in the first row of α (k) with residue u k q b−1 . By induction on b, this is also a residue of β (k) . So there is a box in column b and row 1 of β (k) . Therefore, |β (k) | ≥ b.
So |β| ≥ |β (k) | + |β (ℓ) | ≥ n + 1, a contradiction.
5.14. It follows from Lemma 5.13 that if cont(α) = cont(β) then cont(α (k) ) = cont(β (k) ) for all k = i, j. Then applying Lemma 5.11, we get α (k) = β (k) . It remains to deal with α (i) and α (j) . The proof of this case will be very similar to Lemma 5.13, but slightly more complicated.
5.15. Given multipartitions α = (α (1) , . . . , α (m) ) and β = (β (1) , . . . , β (m) ), with cont(α) = cont(β), let a 1 be the length of the first row of α (i) and a 2 be the length of the first column of α (j) and define b 1 , b 2 similarly for β. First we prove a technical lemma.
Lemma. Under our assumptions of Section 5.9, suppose a 1 + a 2 < n. Then u i q a 1 / ∈ cont(α).
Proof. First, we show that u i q a 1 / ∈ cont(α (k) ) when k = i, j. So let k = i, j and suppose there is a node of α (k) with residue u i q a 1 . Say this node lies in column c and row r of α (k) . Then
. We show that a 1 − (c − r) lies between −n and n. If a 1 − (c − r) ≥ n then c + n ≤ r + a 1 ≤ n, a contradiction. While if a 1 − (c − r) ≤ −n then c ≥ n + a 1 + r ≥ n + 1, a contradiction. So −n < a 1 − (c − r) < n, which violates Lemma 5.9. Hence, u i q a 1 is not a residue of α (k) .
Next, we show that u i q a 1 is not a residue of α (i) . If it is, then there is a node in column c and row r of α (i) whose residue is u i q a 1 = u i q c−r . So q a 1 −(c−r) = 1. So by Section 5.6, if a 1 − (c − r) = 0 then either a 1 − (c − r) ≥ 2n − 1 or a 1 − (c − r) ≤ −(2n − 1).
If a 1 − (c − r) ≤ −(2n − 1) then 2n ≤ a 1 + r − 1 + 2n ≤ c, which is impossible. If a 1 − (c − r) ≥ 2n − 1 then c + 2n ≤ a 1 + r + 1 ≤ n + 2, which is impossible if n > 1.
Therefore, a 1 = c − r. But c ≤ a 1 and r ≥ 1, so this is also impossible. Therefore, u i q a 1 cannot be a residue of α (i) .
The argument that u i q a 1 is not a residue of α (j) is very similar. We use the fact that a 1 < n − a 2 . 5.16. The claim of Section 5.12 follows from the next lemma. We use the same notation as Section 5.15.
Lemma. Under the assumptions of Section 5.9, if a 1 + a 2 < n then if x ∈ cont(α (i) ) then
x ∈ cont(β (i) ).
Proof. By Lemma 5.13, cont(α (k) ) = cont(β (k) ) for k = i, j. Therefore, by Lemma 5.10, we get cont(α (i) ) ∪ cont(α (j) ) = cont(β (i) ) ∪ cont(β (j) ). This is a disjoint union, so it suffices to
show that if x ∈ cont(α (i) ) then x / ∈ cont(β (j) ).
As in the proof of Lemma 5.13, we consider the cases b ≥ 0 and b ≤ 0 separately. We give the proof only for the b ≥ 0 case. The proof is by induction on b.
For the base step, if b = 0 then u i is a residue of α (i) . If this is a residue of β (j) , then it has the form u i = u i q n−1 q c−r for some c, r. So q n−1+c−r = 1. Now, n − 1 + c − r ≥ 0. If n−1+c−r ≥ 2n−1 then c−r ≥ n which is impossible. So n−1+c−r = 0. Hence, c = 1, r = n, and β (j) must be a column of n boxes. But then cont(β (j) ) = {u i q n−1 , u i q n−1 , . . . , u i q, u i }.
Since 0 ≤ a 1 < n, we have u i q a 1 ∈ cont(β (j) ) = cont(β) = cont(α), which contradicts Lemma 5.15. Therefore u i must be a residue of β (i) , which proves the base step.
For the inductive step, suppose b > 0 and u i q b is a residue of α (i) . If u i q b is a residue of a node in column c and row r of β (j) , then
. If the latter holds then c + 3n ≤ r + b + 2 ≤ 2n + 1 since we may take b ≤ n − 1. Hence 1 + n ≤ c + n ≤ 1, a contradiction. We therefore get c − r − b + n − 1 = 0. So r ≥ n − b. But β (j) has at least r nodes. Therefore, |β (j) | ≥ n − b and has at least n − b rows. But since u i q b ∈ cont(α (i) ), we get u i q b−1 ∈ cont(α (i) ), as in the proof of Lemma 5.13. By induction on b, u i q b−1 ∈ cont(β (i) ).
So, as in the proof of Lemma 5.13, there is a box in row 1 and column b of β (i) . Therefore, |β (i) | ≥ b and β (i) has at least b columns. So β = λ b in the notation of Section 5.12. Therefore cont(β) = {u i , qu i , . . . , q n−1 u i }. So u i q a 1 ∈ cont(β) = cont(α). This contradicts Lemma 5.15.
Therefore, u i q b must be a residue of β (i) and this proves the inductive step. Let R i be the radical of M i . We cannot have a nonzero map L i → M j if j > i by [DO03,  Section 2.5 (32)] (briefly, this is because a calculation very similar to [Val, Lemma 8.3] shows that the number denoted c ∧ t hq (k) in [DO03] If we had [R 0 : L i ] = 0 for some i > 1 then R 0 would have L i as a quotient for some i > 1.
Therefore, so would M 1 . But M 1 has a unique simple quotient L 1 . Therefore, it is impossible to have [R 0 : L i ] = 0 for i > 1 and we conclude that R 0 = L 1 . 5.20. We have shown that the composition factors of M 0 are L 0 and L 1 . To conclude the argument, we show by induction that the composition factors of M i are L i and L i+1 .
Consider first L i+1 . Then L i+1 is a submodule of some M j . We cannot have j ≥ i + 1, and by induction, we cannot have j < i. Hence, L i+1 is a submodule of M i and so L i+1 ֒→ R i . Now R i = ker(M i → M i−1 ) by induction and so R i is a quotient of M i+1 . Therefore, [R i : L i+1 ] = 1. If there was a j > i + 1 with [R i : L j ] = 0 then we would have that for some j > i + 1, L j would be a quotient of R i and hence a quotient of M i+1 , contradicting the fact that M i+1 has a unique simple quotient. Therefore, R i = L i+1 and we are done. This proves part (5) of Theorem 3.2.
