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Understanding how material behaviour emerges from the properties of constituent el-
ements of a heterogeneous medium, modelled using a discrete or continuous approach
(or a combination of the two), is a common theme in Mechanics, Physics, Engineer-
ing, Chemistry, Biology and many others fields of knowledge encompassed by the term
“multiscale phenomena”. In this context, the set of heuristic and rigorous approaches
that allow one to obtain macroscopic models from microscopic ones across length-scales
is often referred to as multiscale analysis. From the mathematical point of view, a
convenient way to obtain information about this microscopic-to-macroscopic transition
is to treat the ratio ε between the length-scales that characterise the different descrip-
tions as an asymptotically small parameter (i.e. ε→ 0), corresponding to the so-called
“homogenisation limit”.
In the setting of continuous media with multiple scales, homogenisation theory deals
with the analysis of partial differential equations with coefficients that oscillate with pe-
riod ε. Its aim can therefore be formulated as the derivation of effective equations that
describe the approximate behaviour “in the large” (i.e. the “macroscopic” behaviour)
of the original “inhomogeneous” problem, by averaging out the small-scale oscillations.
In order to make this process quantitative, one usually chooses a topology in the solu-
tion space and expresses the above behaviour in terms of this topology, possibly with
convergence error estimates (when the topology is metrisable).
We illustrate the homogenisation approach with the following example. Let us con-
sider an elliptic equation in the domain Ω ⊆ Rd with ε-periodic coefficient A = A(x/ε),
ε 1, where A is a Q-periodic, positive-definite, matrix-valued function (Q = [0, 1)d):
− divA(x/ε)∇uε(x) + uε(x) = f(x), x ∈ Ω, (1)
for a given function f in an appropriate function space H (e.g., H = L2(Ω)) subject to











fφ dx ∀φ ∈ Hb,
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for an appropriate linear dense subset Hb ⊂ H, then we can associate, with the differ-
ential expression −div(A(x/ε)∇), a linear operator Aε with domain dom(Aε) ⊂ Hb,
which reflects the choice of the boundary conditions. The right-hand side f describes
the density of the applied forces and the coefficients matrix A stands for the (micro-
scopic) material properties of the medium. We refer to x ∈ Ω and y .= x/ε ∈ Q as the
slow and fast variable, respectively.
The standard elliptic theory (see e.g. the book of Zhikov, Kozlov and Oleinik [74])
yields a solution uε to (1) and proves, with different approaches, the convergence when
ε→ 0 to u0 in an appropriate function space (such as H above). The function u0 solves
− divAhom∇u0 + u0 = f, u0 ∈ dom(Ahom). (2)
This is the so-called homogenised problem, where Ahom is the constant matrix repre-
senting the “effective” material properties of the homogenised medium. We associate
to the differential expression −divAhom∇ the homogenised operator Ahom with domain
dom(Ahom), which describes the effective boundary conditions.
The present thesis is devoted to developing methods in homogenisation for a scalar
elliptic operator and for the Maxwell operator of electromagnetism in the setting of
arbitrary Borel measures. We study the convergence of the solution of our problems to
the solution of the homogenised problems with different techniques, and we develop an
original approach to achieve operator-norm resolvent estimates. Here we give a short
historical overview of the literature and the papers which influenced and motivated the
results of this work. This is not a comprehensive review of the homogenisation theory,
but a collection of the more relevant papers that allow the development of this thesis.
Homogenisation theory has been extended in the last fifty years or so in different
directions. It is difficult to pinpoint the exact beginning of this subject, but the first
mathematical homogenisation approaches appear around 1960–1970. In this period
we have the pioneering works of Marchenko and Hruslov [43], [44], Bogoliubov and
Mitropolsky [15], and De Giorgi and Spagnolo [57].
Following these earlier works, homogenisation theory has been deeply studied and
developed. We mention here the work [68] by Tartar, who proved a homogenisation
theorem with the compensated compactness theory. At the same time De Giorgi and
Franzoni in [30] developed the Γ-convergence technique to study the homogenisation of
nonlinear problems. Meanwhile, Murat and Tartar in [50] introduced the concept of
H-convergence to obtain homogenisation for linear elliptic equations with coefficients
that are not necessarily symmetric.
One of the classical approaches that has motivated part of the results of this thesis
is the method of multiple-scale asymptotic expansions. The technique of asymptotic
expansions has been used for the construction of homogenised equations by Sanchez–
Palencia [52] and Bakhvalov [3], [4]. Sanchez–Palencia obtained formal asymptotics,
Bakhvalov proved that u0 is the limit of u
ε, and provided corresponding error estimates.
Subsequently, similar results have been obtained by Bensoussan, Lions and Papanicolaou
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[6] and Keller [39]. Applications and extensions of the multi-scale expansions method
in homogenisation theory, were summarised and developed in Sanchez-Palencia [53],
Bakhvalov and Panasenko [2].
The idea of the multiple-scale expansions approach is to write the solution to a











where un(x, y), n = 0, 1, 2, . . ., is assumed to be periodic in the second variable y ∈ Q.
Plugging the expansion (3) in the original equation and gathering terms with the same
power of ε, one obtains a recurrence sequence of equations for each term un(x, y). It
follows that the first term in (3) is a function of x only, thus u0(x, y) = u0(x). The





where Nk is the zero-mean periodic solution of the ‘cell problem’




where Aij are the entries of the matrix A. The solvability condition for u2(x, y) leads to
the homogenised equation for u0(x) of the form (2), where A





A(y)(∇yN(y) + I) dy,
where the entries of the matrix ∇yN are given by (∇yN)ij = Nj,i. The multiple-scale
approach consists of two steps: formally constructing the homogenised equation and
proving the convergence of uε to u0.
The above strategy has been used in a variety of multiscale contexts, going well
beyond the scalar elliptic equation (1). Implementing the formal part of the method
has usually been supported by convergence results (which still vary in terms of the
choice of convergence topology and the rate of convergence shown). This has led to a
general belief that expansions of the form (3) will provide the “correct” homogenised
model, written as a problem for u0 (e.g., given by (2) in the case of the original problem
(1)), which will inevitably be substantiated by appropriate convergence statements.
The role of the second, analytical, part of this process appears secondary, especially
if one disregards its impact on the choice of numerical scheme. One of the outcomes
of the present thesis consists in showing that, in the context of homogenisation for
the Maxwell system for electromagnetism, a formal approach may simply provide an
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incorrect equation for u0, which fully reinstates the role of rigorous analysis in the
derivation of the homogenised model.
Another technique that has influenced our work is the two-scale convergence devel-
oped around 1990. The idea of the two-scale convergence is to preserve in the limit the
information about oscillations of the elements of a function sequence on ε-scale. An
advantage of this method is that it is self-contained: in a single process, it is possible
to construct the homogenised equation and to prove the convergence. The two-scale
convergence approach was introduced by Nguetseng in [51] in an abstract functional
analytic form, and then Allaire in [1] developed further the theory and its applications
to problems in homogenisation. One decade later, the method of two-scale conver-
gence was generalised by Zhikov, see [71], [72] and [73], who extended it to the case
of spaces with arbitrary periodic Borel measures, and applied it to the analysis of the
double-porosity model and to elasticity problems for thin networks. At the same time,
Bouchitté and Fragalà in [16] studied the homogenisation of thin structures with the
method of two-scale convergence.
The above mentioned approaches do not suffice to address many questions impor-
tant for physics applications, especially those of a qualitative nature, e.g., when the
convergence of spectra can be guaranteed. In terms of dealing with these aspects, the
operator-norm resolvent convergence (see, e.g., the book [38] by Kato) is an appropriate
alternative. The first results about operator-norm resolvent convergence in homogeni-
sation for “classical” problems are in the works of Sevostyanova [55] and Zhikov [70],
where the asymptotic analysis of the Green functions of the corresponding problems is
carried out. Following that, norm resolvent estimates were developed in the contest of
self-adjoint elliptic operators as well as corresponding parabolic problems. In [75] and
[76], Zhikov and Pastukova used the so-called method of first-order approximation, and
in [32] and [33] Griso obtained norm-resolvent estimates with the method of periodic
unfolding. Kenig, Lin and Shen in [40] and [41] adapted the classical boundary-layer
potential analysis to the treatment of systems of PDE. Meanwhile, Birman and Suslina,
with a method introduced in [8] and [11], proved sharp operator-norm estimates for self-
adjoint operators of the form X∗tXt, where Xt is a linear operator pencil. Their approach
is based on spectral perturbation theory applied to a wide class of operators admitting
such a factorisation. It has been subsequently used by Suslina and her students to prove
operator-norm and energy estimates for several related classes of problems. The rele-
vant works concern boundary-value operators [62], [63], parabolic semigroups [59], [61],
[47], hyperbolic groups [12], [45], [46] and perforated domains [65]. Furthermore, the
stationary system of Maxwell equations has been analysed in the whole space setting
[8, Chapter 7], [10], [58], [60] and in a bounded domain [66], [67]. Recently, the case of
non-local elliptic operators was analysed by Senik in [54].
4
Object of the present thesis
The results about operator-norm convergence mentioned above, concern homogenisation
problems in the Lebesgue measure setting. Our interest is the analysis of spaces with
arbitrary Borel measures, that is the study of particular geometric objects described by
a wide class of measures, which often arise in applications.
The goal of this thesis is to provide asymptotic estimates for a scalar elliptic operator
and for a vectorial problem for the Maxwell system for electromagnetism. In particular
we aim to prove operator-norm convergence estimates, that is estimates where the ap-
proximation rate is proportional to the norm of the function representing the applied
forces. We develop our analysis in the setting of singular periodic structures, which
implies the presence of an arbitrary periodic Borel measure in the space.
To describe the singular structures, we start introducing the thin structures, which
naturally arise in applications when one considers, for example, the propagation of waves
in a network of thin domains. Thin structures are composite media whose properties
on the scale of the unit cell Q involve a small geometric parameter δ that goes to zero
together with the period ε. Singular structures are Q-periodic sets of lower dimension
then the ambient space Rd, which can be viewed as “limiting” thin structures by formally
setting δ = 0. The simplest singular periodic structure is a straight line segment Q-
periodically extended to the whole plane. Other examples are a square net or a system
of parallel wires. It is important to highlight that each singular object carries a natural
measure µ which is singular with respect the Lebesgue measure. In general, a periodic
singular object is described by a periodic Borel measure µ with periodicity cell Q =
(0, 1]d such that
∫
Q dµ = 1. The singular structure itself is the support of the measure.
To formulate the homogenisation problem, we introduce the measure µε (see for
example the works by Zhikov [71] and [72]) defined by
µε(B) = εdµ(ε−1B)














φ dx, ∀φ ∈ C∞0 (Rd).
The first problem we analyse in the present thesis, is the following scalar elliptic
problem on singular periodic structures:
− divA(·/ε)∇uε + uε = f ε, fε ∈ L2(Rd, dµε). (4)
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To understand how the presence of an arbitrary measure influences the problem and to
highlight the differences with the problem (1), we introduce the space H1(Rd, dµε). It
is defined as the closure of the set {(φ,∇φ), φ ∈ C∞0 (Rd)} in the norm of L2(Rd, dµε)⊕[
L2(Rd, dµε)
]d
. We say that (uε,∇uε) ∈ H1(Rd, dµε) solves (4) if∫
Rd






f εφ dµε ∀(φ,∇φ) ∈ H1(Rd, dµε).
It is important to remark (see Chapter 1) that for uε in L2(Rd, dµε) there exists more
than one gradient ∇uε. The Riesz representation theorem implies the existence and
uniqueness of solutions regarded as a pair (uε,∇uε). Starting from the problem (4),
our purpose is to estimate uniformly uε with the solution of the following homogenised
equation:
divAhom∇uεhom + uεhom = f ε, fε ∈ L2(Rd, dµε). (5)
The second problem object of this thesis is the one for the system of Maxwell equa-
tions on singular periodic structures. The formulation we refer to in this work follows
the books of Jackson [35] and Cessenat [17] (the precise construction to obtain the non-
dimensional system can be found in the Introduction of Chapter 3). The problem we
consider in our analysis is the following:{
curl Ã(·/ε)Bε −Dε = gε, gε ∈ L2(R3, dµε),
curlA(·/ε)Dε +Bε = f ε, fε ∈ L2(R3, dµε).
(6)
Here Bε is the magnetic induction, Hε := Ã
−1Bε the magnetic field, Dε the electric
displacement and Eε := A
−1Dε the electric field. With A we denote the inverse of the
relative electric permittivity, with Ã the inverse of the relative magnetic permeability.
The function gε is the divergence-free representation of the external currents of the
system, and f ε is an auxiliary divergence-free function introduced in order to deal with
the Maxwell operator.
The homogenised system related to (6) suggested by the formal approach, has the
following form: {




ε, fε ∈ L2(R3, dµε).
(7)








hom)−1Dhomε are the ho-
mogenised fields and displacements.
Our goal is to obtain operator-norm estimates for the system (6). However, the
solution of the system (7) is not operator-norm close to the solution of the original
problem, even in the setting of Lebesgue measure (see the works by Birman and Suslina
[10], [58] and [60]).
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In order to deal with the system (6), we split it into different cases, which we analyse
separately. For the first case, we set the relative magnetic permeability to unity and
assume that the external currents, represented for each value ε by the function gε,
vanish. Hence, for Ã = I and gε = 0 in the general system (6), we obtain the following
problem:
curlA(·/ε) curlBε +Bε = f ε, fε ∈ L2(R3, dµε), div f ε = 0. (8)
Here the magnetic induction Bε coincides with the magnetic field Hε. The solutions of
equation (8) are understood as pairs (Bε, curlBε) in the space H
1
curl(R3, dµε), defined as
the closure of the set of pairs {(φ, curlφ), φ ∈ C∞0 (R3)} in the direct sum L2(R3, dµε)⊕








f ε·φ dµε ∀(φ, curlφ) ∈ H1curl(R3, dµε).
In this case we estimate uniformly the difference between Bε and B
hom
ε , where B
hom
ε
is the solution of the homogenised equation obtained setting Ãhom = I and gε = 0
in (7). The result is different for the electric displacement and the electric field. In




ε , solutions of
the homogenised system obtained setting Ãhom = I and gε = 0 in (7). Furthermore,
in the leading-order terms of both estimates appears an additional term which rapidly
oscillates when ε goes to zero.
For the second case, we set the relative magnetic permeability to unity, and assume
that the external currents do not vanish. Hence, for Ã = I and f ε = 0 in (6) we obtain
the following problem written in terms of the electric displacement:
A1/2 curl curl(A1/2Dε) +Dε = −A1/2gε, gε ∈ L2(R3, dµε), div gε = 0. (9)
The solutions of (9) are understood as pairs (Dε, curl(A
1/2Dε) in the Sobolev space
H1
curlA1/2
(R3, dµε), defined as the closure of the set of pairs {(φ, curl(A1/2φ)), ∀φ ∈
C10 (R3)} in the direct sum L2(R3, dµε)⊕L2(R3, dµε). We have that (Dε, curl(A1/2Dε) ∈
H1
curlA1/2
(R3, dµε) is a solution of the problem (9) if∫
R3
curl(A1/2Dε) · curl(A1/2φ) dµε +
∫
R3
Dε · φ dµε = −
∫
R3
gε · φ dµε
∀(φ, curl(A1/2φ)) ∈ H1
curlA1/2
(R3, dµε).
In this case the operator-norm estimates are more complicated. In fact, Dε is approxi-
mated by an expression depending on ε and y ∈ Q, represented by a pseudo-differential
operator which is, in some sense, a singular perturbation of (7). In the Section “Struc-
ture of the thesis and results” we formally explain the structure of this expression, but
we do not write it as the solution of a system similar to (6). Analogous results are
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obtained as well for the electric field and for the magnetic field, which coincides with
the magnetic induction in this case.
For the third case, we consider the general Maxwell system (6), where the relative
magnetic permeability is an arbitrary matrix-valued function. Without loss of generality
we set f ε = 0 in (6), and we obtain the following equation in terms of the electric
displacement:
A1/2 curl Ã curl(A1/2Dε) +Dε = −A1/2gε, gε ∈ L2(R3, dµε), div gε = 0. (10)
The solution of such problem is understood as the pair (Dε, curl(A
1/2Dε)) in the space
H1
curlA1/2
(R3, dµε), such that the following integral identity holds:∫
R3
Ã curl(A1/2Dε) · curl(A1/2φ) dµε +
∫
R3
Dε · φ dµε = −
∫
R3
gε · φ dµε
∀(φ, curl(A1/2φ)) ∈ H1
curlA1/2
(R3, dµε).
The operator-norm estimates in this case have the same structure as the estimates de-
veloped for (9). In fact, as in the previous case, the solution of (10) is not operator-norm
close to the solution of the formal limit system (7). Here as well Dε is approximated by
an expression depending on ε and y ∈ Q, represented by a pseudo-differential operator.
The presence of Ã in (10) does not influence the structure of the operator.
Strategy for the present study
The results developed by Birman and Suslina have a motivational value for the following
work. The abstract theoretical method developed by them in [8] and [11] allows the
obtaining of norm resolvent estimates for a wide class of operators relevant from a
physical point of view, as for example Maxwell equations system. Furthermore an
important contribution is given by the work of Cherednichenko and Cooper [26] where
norm resolvent estimates are provided for the high contrast elliptic problems using the
Floquet-Gelfand transform setting. Their approach is based on the uniform power-series
asymptotic analysis of the fibre operators in the associated direct integral. Our question
is whether one can try to combine these ideas and build on a basis of them a method
for arbitrary measures. In the present thesis we achieve this goal.
The following work is divided into two main parts: in Chapter 1, 2 we focus our
analysis on the scalar problem for the elliptic operator, in Chapters 3–6 we study the
vectorial problem for the system of Maxwell equations. In both parts, we start the
analysis of the operator with two standard methods: the two-scale convergence and the
two-scale asymptotic expansions (see Chapter 1, 3). Secondly, we describe our original
approach, to obtain operator-norm resolvent estimates for the scalar and the vectorial
problems.
The method we develop to tackle these problems starts with the definition of suitable
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Sobolev spaces with respect to an arbitrary measure µ supported on the singular periodic
structure itself. The idea arises from the works of Zhikov [71], [72], [73] where is defined
the space H1#(Q, dµ) of periodic functions H
1 in the unitary cell Q with respect to
arbitrary measures. In particular, he introduced the idea of gradient with respect to a
measure. The challenge at the initial level is to deal with gradients, divergences and curls
depending on arbitrary measures, in fact they are not uniquely defined. Furthermore,
it is important to understand how to define the solution of a problem with respect to
an arbitrary measure.
To obtain operator-norm resolvent estimates we introduce a representation for func-
tions in L2(Rd, dµε) unitarily equivalent to the Gelfand transform, originally defined
by Gelfand in [31] for the Lebesgue measure. The Gelfand transform for an arbitrary
measure µ is discussed in detail by Zhikov and Pastukova in their work [77]. Here,
we use its Floquet version to transform the original operator problem defined in the
whole space Rd with a measure µε, into a family of operators in the unitary cell Q with
the measure µ. This family of operators is parametrised by the “quasimomentum” θ
which in some sense replaces the macroscopic variable. We denote with Q′ the dual
cell Q′ = [−π, π)d, and we say that θ is in ε−1Q′. The Floquet transform we use to
construct the parametrised problem maps
L2(Rd, dµε)→ L2(Q× ε−1Q′, dµ× dθ).







u(εy + εn) exp(−iεn · θ), y ∈ Q, θ ∈ ε−1Q′. (11)
The power of this machinery is that one passes from considering an operator on the
unbounded domain Rd, to considering a family of operators on the bounded periodic
cell Q.
The core of our work is the analysis uniform in θ of the transformed resolvent
operator. To obtain it we develop a special Poincaré-type inequality, which takes into
account the quasiperiodicity of functions involved and the fact that the measure µ is
arbitrary. The Poincaré-type inequality allows us to understand the geometry of the
space, and it is the main challenge to achieve, especially in the problem for the system of
Maxwell equations, in particular for the case with unitary relative magnetic permeability
and non-zero current discussed in Chapter 5. The structure of a Poincaré-type inequality
is the basis of our strategy, in fact it is useful to construct an asymptotic approximation
in powers of ε for the solution. Then we carefully analyse the homogenisation corrector
as a function of ε and θ, and estimate the remainder uniformly with respect to θ.
Our method is a reinterpretation and a generalisation of what Birman and Suslina
did in their works. The main difference is that with our strategy we extract from the
Poincaré-type inequality a uniform leading order term in the asymptotic approximation.
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Birman and Suslina, with their approach, study the spectral germ for operator pencils,
which quantifies the leading order of frequency dispersion of waves in a heterogeneous
medium near the bottom of the spectrum of the associated differential operator with
periodic coefficients.
The advantage of our technique arises in the analysis of the system of Maxwell
equations, in particular in the non-magnetic case with non-zero external currents, and
subsequently in the full Maxwell system.
Classical results in homogenisation for the Maxwell system, see for example the
books by Bensoussan, Lions and Papanicolaou [6], by Bakhvalov and Panasenko [2],
by Zhikov, Kozlov, Oleinik [74], and the work [69] by Wellander, only allow to obtain
weak convergence to the solutions of the formal homogenised system. Operator-norm
resolvent estimates have been obtained by Suslina in [60] for the full system of Maxwell
equations, with the abstract method she developed with Birman in [8] and [11]. The
innovation in Suslina’s results is that the spectral analysis of the Maxwell operator
allows the construction of a special corrector depending on ε, which enters the leading
order term of the approximation, together with the solution of the formal homogenised
equation. In our approach the challenge of constructing the corrector that will yield
to operator-norm estimates, is contained within the task of the derivation of suitable
Poincaré-type inequalities.
The method developed in this thesis can be applied to several problems studied in
continuous mechanics (see e.g. the book [48] by Milton). Elasticity equation for plates,
rods, shells, piezo-electricity equations, piezo-elasticity and much more. The analytical
tools have to be modified and adapted to different settings, but the principal idea of
our technique can be used. The case of elastic plates has been recently analysed by
Cherednichenko and Velčić in [24], and the case of thin elastic rods is a work in progress
by Cherednichenko, Velčić and Zubrinić [25].
Structure of the thesis and results
In Chapter 1 we start the analysis of the derivation of homogenised equation for the
scalar problem of an elliptic operator in singular periodic structures. The main focus is
to understand the properties of the homogenised equation in a Sobolev space with the
arbitrary measures. In Section 1.1 we introduce the mathematical framework necessary
to deal with partial differential equations on singular periodic structures. We define the
Sobolev space of function H1 with respect to arbitrary measures, the gradient and the
divergence with respect to a measure µ. In particular we describe the link between the
µ-gradient and the µ-divergence following the ideas of Zhikov in [73], in order to define
in some sense the notion of “integration by parts” in spaces with measure. In Section 1.2
we start the analysis of the elliptic problem (4), and we study the limit equation for (4)
with the method of two-scale convergence. In particular, we follow the idea of Kamotski
and Smyshlyaev in their work [36], where they prove the two-scale convergence for high-
contrast equations with periodic coefficients in the Lebesgue measure setting. We extend
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in a straightforward way their method to the case of singular periodic structures. The
aim of Section 1.3 is to construct the homogenised equation for the elliptic problem
(4) with the two-scale expansion technique described above. For this approach we only
provide a formal expansion for uε.
In Chapter 2 we present the result of the work [22] by Cherednichenko and D’Onofrio.
The analysis is focused on obtaining operator-norm resolvent estimate for uε solution
of (4). In Section 2.1 we introduce the problem and we define the spaces H1εθ(Q, dµ)
of quasiperiodic functions in H1, with respect to a measure µ. Through the Floquet
transform we obtain the following family of operator problem parametrised by the quasi-
momentum θ:
− ε−2eεθ∇ ·A∇(eεθuεθ) + uεθ = F, F ∈ L2(Q, dµ), (12)
where eεθ := exp(iεθ · y).
Section 2.2 is dedicated to the formulation of the main result of this chapter, the
operator-norm resolvent estimate for uεθ solution of the transformed problem (12).
Theorem. (See Theorem 2.2.3.) The following estimate holds with a constant C > 0
independent of ε, θ and F :




θ ·Ahomθ + 1
)−1 ∫
Q
Fdµ, θ ∈ ε−1Q′.
Applying back the Floquet transform we prove the uniform error estimate in the
whole space setting for uε solution of equation (4).
Corollary. (See Corollary 2.2.4.) There exists a constant C > 0 independent of ε and
f ε such that
‖uε − uεhom‖L2(Rd,dµε) ≤ εC‖f ε‖L2(Rd,dµε),
where uεhom is the solution of the homogenised equation (5).
Hence, in the setting of singular periodic structure, we approximate uniformly the
solution of the scalar elliptic problem uε with the solution of the formal homogenised
equation. Section 2.3 and Section 2.4 are devoted to the proof of the estimates, based
on the construction of an asymptotic approximation in power of ε for uεθ. The main tool
which allows us to obtain estimates uniform in θ for the reminder of such approximation
is a Poincaré-type inequality. In fact, we prove this inequality for quasiperiodic functions
with respect to an arbitrary Borel measures.
In the second part of the thesis we analyse the vectorial problem for the system of
Maxwell equations in electromagnetism.
11
Chapter 3 is devoted to the introduction of the vectorial problem, and the analysis
is focused on the homogenisation of harmonic in time system of Maxwell equations
(6). In Section 3.1 we describe the mathematical framework necessary to study the
Maxwell system in the setting of arbitrary measures. We define the Sobolev space of
H1curl(R3, dµε) vectorial functions and we provide, in analogy with the definition of the
gradient, a definition of curl with respect to a measure. In Section 3.2 we analyse the
case of the non-magnetic system of Maxwell equations with zero external currents (that
is problem (8)). In analogy with Section 1.2, here we adapt to the vectorial equation
(8) the technique developed by Kamotski and Smyshlyaev in [36] based on the two-scale
convergence. We construct the limit equation and we prove the two-scale convergence
for Bε.
In Section 3.3 we study the Maxwell system with relative magnetic permeability set
to unity, through the two-scale asymptotic expansion approach. We split this problem
into two cases: the one where the external currents vanish, that is equation (8), and the
one with non-zero external currents, obtained setting f ε = 0 and Ã = I in (6). For both
cases we formally obtain that the leading order term in the asymptotic expansions is a
constant vector, solution of the related homogenised equation. It is important to note
that this result is not operator-norm close to the solution of the original problem in the
case of non-zero external current, even in the setting of Lebesgue measure. In fact in the
work [10] Birman and Suslina proved norm resolvent estimates for the Maxwell system
with constant magnetic permeability in the whole-space with the Lebesgue measure.
Their approximation term is not only the solution of the formal homogenised equation,
in fact appears an additional special corrector depending on ε.
In Section 3.4 we analyse the full Maxwell system (6), and we formally construct
the homogenised system with the method of two-scale asymptotic expansion. Here as
well the limit system turns out to be an incorrect model if one were to require norm-
resolvent (or even strong) convergence, as ε→ 0. This result was proved in the case of
Lebesgue measure by Suslina in the works [58] and [60], where she obtained operator-
norm resolvent estimates for the general Maxwell system. Her estimates highlight the
presence of an additional special corrector depending on ε, which enters in the leading
order term in the approximation.
In Chapter 4 we prove norm resolvent estimates for the system of Maxwell equa-
tions in the case with unitary magnetic permeability and zero external current (that is
problem (8)). The content of this chapter can be found in the work of Cherednichenko
and D’Onofrio [20]. The idea is to adapt the method developed in Chapter 2 for the
scalar problem (see [22]), to the vectorial system of Maxwell equations. In Section 4.1
we introduce the problem and we describe the space H1εθ,curl(Q, dµ) of quasiperiodic
H1curl function with respect to the measure µ. Following the same idea developed for the
scalar elliptic problem we obtain, with the Floquet transform, the unitary equivalent





θ = F, F ∈ L2(Q, dµ), eεθ div(eεθF ) = 0. (13)
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Section 4.2 provides useful tools in the asymptotic analysis of (13). The first one
is a special version of a Helmholtz decomposition for quasiperiodic functions, which
allows us to represent the space as a sum of div eεθ-free and curl eεθ-free functions. The
second tool is a Poincaré-type inequality with respect to arbitrary Borel measures, for
quasiperiodic functions. In Section 4.3 we formulate the main result of the chapter,
that is the uniform operator-norm resolvent estimate for Bεθ the solution of the problem
(13).
Theorem. (See Theorem 4.4.2.) The following estimate holds with a constant C > 0
independent of ε, θ and F :
‖Bεθ − cθ‖L2(Q,dµ) ≤ εC‖F‖L2(Q,dµ),
where the constant vector cθ is defined as the solution of the vector equation




Applying back the Floquet transform, we provide the operator-norm resolvent esti-
mate in the whole space R3 for the magnetic induction Bε solution of (8) as follows:
Corollary. (See Corollary 4.4.3.) There exists a constant C > 0 independent of ε and
f ε such that the following estimate holds:
‖Bε −Bhomε ‖L2(R3,dµε) ≤ εC‖f ε‖L2(R3,dµε),





Note that the same result holds for the magnetic field Hε which coincides with the
magnetic induction Bε in this case. In order to prove the theorem we construct an
asymptotic approximation in power of ε for Bεθ solution of (13), and we provide the
technical argument to obtain the uniform bound for the reminder. In Section 4.4 we
discuss the estimates for the electric field Eε and the electric displacement Dε. In fact,
using the asymptotic approximation constructed for Bεθ , it is possible to provide esti-
mates for the transformed electric field and the transformed electric induction. Applying
back the Floquet transform we obtain uniform estimates for Dε and Eε in the whole
space R3 with respect the measure µε. The main difference with the result proved for
the magnetic field is that these estimates contain terms rapidly oscillating as ε → 0.
The approximation term here is the sum of the solution of the homogenised system
(that is Ehomε and D
hom
ε ), and an extra element depending on y ∈ Q.
Chapter 5 is focused on obtaining operator-norm resolvent estimates for the problem
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of system of Maxwell equations with non-zero external current and relative magnetic
permeability set to unity (that is f ε = 0 and Ã = I in (6)). This result is in the first
part of the work by Cherednichenko and D’Onofrio [21]. In Section 5.1 we introduce
the problem (9) written in terms of the electric displacement. The analysis is focused
on the following family of operators parametrised by the quasimomentum θ obtained




θ = −A1/2G, eεθ div(eεθG) = 0, (14)
where G ∈ L2(Q, dµ). Section 5.2 is devoted to developing a suitable Helmholtz de-
composition and a related Poincaré-type inequality. The challenge here is to take into
account the quasiperiodicity of the functions involved, the arbitrary measure µ and the
particular structure of the problem (14). Note that in this setting the inverse of the
relative electric permittivity A plays an important role, in fact we represent the space
L2(Q, dµ) as the sum of curl(eεθA
1/2)-free and div(eεθA
−1/2)-free functions.
In Section 5.3 we formulate the main result of the chapter, the operator-norm resol-
vent estimate for the solution of the problem (14). In this case we uniformly bound the
difference between Dεθ and a vector function depending on ε as follows:
Theorem. (See Theorem 5.3.1.) The following estimate holds with a constant C > 0
independent of ε, θ and G:
∥∥Dεθ −A−1/2(eεθ∇(eεθΨεθ) + I)dεθ∥∥L2(Q,dµ) ≤ Cε‖G‖L2(Q,dµ).
The vector dεθ ∈ C3 is defined as the solution of




and Ψεθ is a vector function with components in H
1
#(Q, dµ) such that
eεθ divA
−1(∇(eεθΨεθ) + eεθI) = 0,
∫
Q
Ψεθ dµ = 0.





and depends on εθ.
Applying back the Floquet transform we obtain the following result in the whole-
space R3 with measure µε.








ε, θ ∈ R3.
There exists a constant C > 0 such that the following estimate holds for Dε














∀ε > 0. Here Ahomθ is the matrix valued quadratic form given by the definition of dεθ,
and Ψεθ is the vector function defined as above, for all values θ ∈ R3.
We uniformly approximate the electric displacement Dε, solution of (9), with a
pseudo-differential operator with a two-scale symbol depending on εθ and θ.
From a formal point of view, the pseudo-differential operator can be written as an
infinite order series in powers of ε. Such a series is not rigorous, in fact if we try to
truncate it at some order of ε, we lose part of its meaning. The reason for it resides in
the structure of the operator: for every ε we have an integral with respect to θ which
has a role in the above estimate. To understand the structure of the pseudo-differential
operator, we analyse the first element of the formal series. Setting ε = 0, we obtain
a standard construction: the approximation term is the sum of Dhomε , the solution of
the formal homogenised equation, and an element rapidly oscillating when ε goes to
0. Hence, the first term of the formal series has the same structure as the limit term
obtained in the case of Maxwell equations system with magnetic permeability set to
unity and zero external currents. The high-order terms are solutions of some singular
perturbed problems, and they are all contributive for the approximation of Dε (see
Section 5.3.2 for the full discussion).
In Section 5.4 we provide the proof of the main theorem of the chapter, based on
the construction of an asymptotic approximation in powers of ε for Dεθ, and we obtain
an estimate uniform in θ for the reminder. Furthermore we formulate an analogous
estimate result for the magnetic field Hε and magnetic induction Bε.
In Chapter 6 we analyse the full system of Maxwell equations, where the relative
magnetic permeability is an arbitrary matrix-valued function. This result is in the
second part of the work [21] by Cherednichenko and D’Onofrio. In Section 6.1 we
introduce the formulation of the system of Maxwell equations starting from (6), and
without loss of generality we set f ε = 0. The analysis is focused on the problem (10)
written in terms of electric displacement. The aim is to study the following family of
operators obtained via the Floquet transform:
ε−2A1/2eεθ curl Ã curl(eεθA
1/2Dεθ) +D
ε
θ = −A1/2G, eεθ div(eεθG) = 0, (15)
for G ∈ L2(Q, dµ). In Section 6.2 we write the asymptotic approximation in powers of ε
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for Dεθ and we formulate the main result (see Theorem 6.2.3 and Corollary 6.2.5), which
has the same structure as the one obtained in Chapter 5 for the non-zero current case.
In fact, the dependence on ε in the estimates is a consequence of the geometry of the
space. In the case of the general Maxwell system, the space L2(Q, dµ) is represented
as the sum of functions which are curl(eεθA
1/2)-free and div(eεθA
−1/2)-free. Hence, the
presence of Ã in the equations (10) and (15) does not influence the structure of the
estimates.
It is important to note that Ãhom, the homogenised matrix linked to Ã, has a different
structure with respect to Âhomεθ . In fact Ã
hom does not depend on εθ, it has constant
coefficients and does not change the nature of the approximation term. In Section 6.3
we prove the uniform norm resolvent estimate for Dεθ. The analytical approach for the
general Maxwell system combines the strategy created for the case of non-magnetic
Maxwell system with zero external currents (that is Chapter 4) and the tools developed
for the analysis of the non-magnetic Maxwell system with external currents (that is
Chapter 5). Operator-norm resolvent estimates are provided as well for the magnetic
field Hε and the magnetic induction Bε.
In this thesis every chapter starts with a brief introduction containing the aim of
the research developed in the chapter. Proofs of lemmas, propositions and theorems
end with the symbol . The symbols “:=” and “
.
=” are used to denote the expression
on the right-hand side of the symbol by its left-hand side.
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Chapter 1
Elliptic equations in functions
spaces with respect to Borel
measures: the scalar case
Introduction
In this chapter we start the analysis of a scalar elliptic problem emerging from a second
order partial differential equation with rapidly oscillating coefficients, in the setting of
singular periodic structures. In the first place, we introduce the mathematical frame-
work necessary to understand the problem in this particular geometric setting. Fur-
thermore, we adapt two classical homogenisation techniques developed in the case of
Lebesgue measure, to the case of arbitrary Borel measures.
Labelling with Q the periodicity cell, a singular periodic object is a Q-periodic set
of lower dimension than the ambient space Rd, d ∈ N. Each singular object carries a
natural measure µ supported on the structure itself. Classical examples are a straight
line segment periodically extended to the whole plane, a square net or a system of
parallel wires. In general, a singular periodic object is described by a periodic Borel
measure µ with periodicity cell Q = [0, 1)d, such that
∫
Q dµ = 1. To formulate the
homogenisation problem, we introduce the parameter ε and the measure µε by setting
µε(B) = εdµ(ε−1B), (1.1)
for all Borel sets B ⊂ Ω, where Ω ⊆ Rd is an open subset. The measure µε is ε-periodic















φ dx, ∀φ ∈ C∞0 (Rd).
As pointed out by Zhikov in [71] and then discussed in more details in [72] and
[73], the analysis of the elliptic problem on singular periodic structures needs a careful
description of the property of differentiability of functions square integrable with respect
to an arbitrary Borel measure.
In Section 1.1 we introduce the so called Sobolev spaces with respect to an arbi-
trary Borel measure and we define their properties. In particular we analyse the weak
definitions of gradient and divergence with respect to an arbitrary Borel measure.
In Section 1.2 we focus our attention on the homogenisation of a scalar elliptic
equation problem in the setting of periodic singular structures. The first technique we
analyse is the two-scale convergence, introduced by Nguetseng in [51] and then developed
and used in applications to problems in homogenisation by Allaire [1]. This technique is
self-contained: in a single process it is possible to construct the homogenised equation
and to prove the convergence. The idea of the two-scale convergence is to preserve in the
limit the information about oscillations of the elements of a sequence on an ε scale. In
what follows we analyse the idea developed by Kamotski and Smyshlyaev in [36], where
they study high contrast equations in the Lebesgue measure setting, with the two-scale
convergence technique. Our aim is to adapt this method to the elliptic problem in the
setting of arbitrary Borel measures.
Section 1.3 is devoted to the construction of the homogenised equation for the scalar
elliptic problem in the setting of singular periodic structures through the method of
multiple-scales asymptotic expansions. This technique has been originally used by
Sanchez–Palencia [52] which only did formal asymptotics, and by Bakhvalov [3], [4]
which provided error estimates, both in the case of Lebesgue measure. After them, sim-
ilar results had been obtained by Bensoussan, Lions and Papanicolaou [6] and Keller [39].
This approach has been applied to the general theory of homogenisation in Sanchez-
Palencia [53] and Bakhvalov and Panasenko [2]. For the setting of arbitrary Borel
measures we only provide formal asymptotics, in fact we do not prove any convergence
in this section.
1.1 The set of gradients with respect to a measure
The aim of this section is to define the mathematical framework necessary to analyse
a scalar elliptic problem on singular periodic structures. In particular we carefully
describe the property of differentiability of a square integrable function with respect
an arbitrary Borel measure. We start with the definition of Sobolev spaces with the
measure µ defined above.
Definition 1.1.1. The space H1# = H
1
#(Q, dµ) is defined as the closure of the set of
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pairs {(φ,∇φ), φ ∈ C∞# (Q)} in the product L2(Q, dµ)× L2(Q, dµ;Cd), where C∞# (Q) =
C∞# denotes the set of Q-periodic C
∞(Rd) functions.
Elements of this closure are pairs (u, v) where u is a scalar function and v is a
vector-valued function such that






|v −∇φn|2dµ→ 0. (1.2)
As a particular case of Definition 1.1.1 we say that g is a µ-gradient of zero, and
write g ∈ Γµ(0) whenever






|g −∇φn|2dµ→ 0. (1.3)
The component v in equation (1.2) is referred to as a µ-gradient of the function u. As
we see below, a function u ∈ L2(Q, dµ) may have more than one µ-gradient. We use
the notation Γµ(u) for the set of µ-gradients of u. Whenever we deal with an arbitrary
element v of the set Γµ(u) we write v ∈ Γµ(u), and we use the notation ∇µu when we
indicate a specific µ-gradient.
Note that in the case when µ is the Lebesgue measure, for all u ∈ L2(Q, dµ) the set
Γµ(u) consists of one element ∇µu, and we continue using the standard notation ∇u for
this element.
Furthermore, note that the set of µ-gradients of u ∈ H1#(Q, dµ) has the linear
structure of the subspace Γµ(0) “shifted” by a gradient ∇µu.
Proposition 1.1.1. For all u ∈ H1#(Q, dµ) and any ∇µu ∈ Γµ(u), one has
Γµ(u) = ∇µu+ Γµ(0), (1.4)
where the right-hand side denotes the set {∇µu+ w : w ∈ Γµ(0)}.
Proof. The equality (1.4) is understood in the sense that for ∇µu, v ∈ Γµ(u) one has
v − ∇µu ∈ Γµ(0). In order to verify it, notice that according to Definition 1.1.1 there










Q |φn − φ̃n|
2dµ→ 0 and∫
Q












While in (1.4) one can take any µ-gradient ∇µu, the choice is unique by imposing a
further constraint, that is ∇µu ∈ Γµ(0)⊥, where Γµ(0)⊥ is the orthogonal complement
of Γµ(0) in the L2(Q, dµ) sense.
Proposition 1.1.2. For all u ∈ L2(Q, dµ) there exists a unique w ∈ Γµ(u) ∩ Γµ(0)⊥
such that Γµ(u) = w + Γµ(0).
Proof. First we show that Γµ(0) is closed, hence L2(Q, dµ) = Γµ(0)⊕Γµ(0)⊥. Indeed let
{yn} ⊂ Γµ(0) such that
∫
Q |yn−y|
2dµ→ 0. If y ∈ Γµ(0), then Γµ(0) is closed. We know
by (1.3) that ∃ψn ∈ C∞# (Q) such that ‖ψn‖2L2(Q,dµ) → 0 and ‖∇ψn − yn‖
2
L2(Q,dµ) → 0.
But also ‖∇ψn − y‖2L2(Q,dµ) → 0, because
‖∇ψn − y‖2L2(Q,dµ) = ‖∇ψn − yn + yn − y‖
2
L2(Q,dµ)
≤ ‖∇ψn − yn‖2L2(Q,dµ) + ‖yn − y‖
2
L2(Q,dµ) → 0,
so y ∈ Γµ(0).
For the existence take any w̃ ∈ Γµ(u). We know that w̃ = w̃1 + w̃2 where w̃1 ∈ Γµ(0)
and w̃2 ∈ Γµ(0)⊥. Note that w̃2 = w̃− w̃1 ∈ Γµ(u) by an argument similar to the proof
of Proposition 1.1.1, hence w̃2 ∈ Γµ(u)∩Γµ(0)⊥. Finally note that by Proposition 1.1.1
there exists ṽ ∈ Γµ(0) such that u = w̃ + ṽ, and hence u = w̃2 + ṽ2 + w̃1, where clearly
ṽ2 + w̃1 ∈ Γµ(0).
The uniqueness is proved by contradiction. Indeed let w, v ∈ Γµ(u) ∩ Γµ(0)⊥, then
g = v − w is an element of Γµ(0), since w, v ∈ Γµ(u) and using an argument similar
to the proof of Proposition 1.1.1. On the other hand, by linearity of Γµ(0)⊥ one has
g = v − w ∈ Γµ(0)⊥, hence g = 0 as the only element in Γµ(0) ∩ Γµ(0)⊥.
Finally, we note that the components in Γµ(0)⊥ of any two elements in Γ(u) coincide:
for a given u ∈ H1#(Q, dµ), and z1, z2 ∈ Γµ(u), let zi = z⊥i + z
‖





i ∈ Γµ(0) for i = 1, 2, then z⊥1 = z⊥2 .
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1.1.1 The µ-divergence, ergodicity and Poincaré inequality
In what follows, we consider elliptic equations in divergence form in Sobolev spaces
with respect to an arbitrary measure. In view of the possible non-uniqueness of the
µ-gradient of functions in such spaces, one can follow different procedures for making
rigorous sense of the divergence operator that appears in the equations. For example,
one can define the divergence as the trace of some (matrix-valued) µ-gradient of the
relevant vector field. We adopt a different approach which is better suited to the task
at hand from the variational perspective.
Definition 1.1.2. We say that a vector z ∈ L2(Q, dµ;Cd) and a function g ∈ L2(Q, dµ)
are connected by the relation divµy z = g if and only if∫
Q
(z · ∇yφ+ gφ)dµ = 0 ∀φ ∈ C∞# (Q). (1.5)
In order to replace integration by parts with a comparable formula which works
with measure µ, we link the µ-grandients and the µ-divergence, so we define a new
space H̃1#(Q, dµ).
Definition 1.1.3. We say that the pair (u, v) where u ∈ L2(Q, dµ) and v ∈ L2(Q, dµ;Cd)





v · zdµ, where divµy z = g. (1.6)




In order to take advantage of the weak formulation (1.5) in solving elliptic problems
where v represents a (linear) function of a µ-gradient of u, we use the following property
of ergodicity which, in some sense, turns out to be “sufficient for homogenisation”.
Definition 1.1.5. The measure µ is ergodic if u = constant µ-a.e. whenever there
exists un ∈ C∞# (Q) s.t.∫
Q




The ergodicity means that u is constant if it belongs to H1#(Q, dµ) and one of its
µ-gradients is zero.
An important tool we need to introduce in the homogenisation for the elliptic equa-
tion, is a Poincaré-type inequality. Define the space
V = {v ∈ H1#(Q, dµ) : ∇µv = 0},
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and denote with V ⊥ the space orthogonal in an L2 sense to V . The Poincaré-type
inequality states that there exists a constant C > 0 such that
‖PV ⊥u ‖L2(Q,dµ) ≤ C‖∇µu‖L2(Y,dµ),
where PV ⊥ is the orthogonal L
2 projector on V ⊥.
Such inequality holds in Sobolev spaces with arbitrary measure if we assume first of all
the ergodicity for the measure µ (see Definition 1.1.5). Furthermore, following the idea
in the work [77, Section 5] of Zhikov and Pastukova, we assume that the embedding
H1#(Q, dµ) ⊂ L2(Q, dµ)
is compact. With this assumption, the spectrum of the elliptic operator −divµ∇µ on
Q is discrete and the zero eigenvalue is simple.
1.2 Two-scale convergence analysis in the setting of arbi-
trary periodic measures
The aim of this section is to analyse the homogenised equation for the scalar problem
(1.7) using the method of two-scale convergence approach presented in [36] by Kamotski
and Smyshlyaev for high contrast PDE system with periodic coefficients in the setting
of Lebesgue measure. Their strategy can be extended in a relative straightforward way
to the setting of arbitrary Borel measure.
However, the deeper purpose of this section is to use the method of [36] to understand
the structure of the leading-order term in the two-scale asymptotic and, in particular,
its relation to the Helmholtz decomposition of square integrable functions.
Let uε ∈ H1(Ω, dµε) where Ω ⊆ Rd, such that
Aεuε .= −divAε∇uε + uε = f ε ∈ L2(Ω, dµε), (1.7)
with Dirichelet boundary conditions. The singular measure µε is defined in (1.1) and
Aε(·) = A(·/ε) is a measurable, periodic, bounded, positive definite matrix-valued func-
tion satisfying the ellipticity condition
γ|ξ|2 ≤ Aε(x)ξ · ξ ≤ γ−1|ξ|2 ∀ξ ∈ Ω, x ∈ Ω, γ > 0.
Throughout the chapter we drop the superscript ε in f ε for brevity.
For a fixed ε > 0 the boundary value problem (1.7) is understood in the sense∫
Ω






fφdµε ∀φ ∈ C∞0 (Ω), (1.8)
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where C∞0 is the set of infinitely smooth functions with compact support.
1.2.1 A priori estimates and two-scale convergence
The approach of [36] is based on the notion of two-scale convergence in spaces with
arbitrary periodic measures (see [71]):
Definition 1.2.1. A sequence uε is weakly two-scale convergent to u(x, y) ∈ L2(Ω;Q, dµ)
i.e. uε
2








∀φ(x, y) = a(x)b(y) where a(x) ∈ C∞0 (Ω) and b(y) ∈ C∞# (Q).
In what follows we often write dµ instead of dµ(y) in the integrals, for brevity. In
order to prove the two-scale convergence for the solution uε, we derive a priori estimates.
Lemma 1.2.2. The following a priori estimates hold
‖uε‖L2(Ω,dµε) ≤ C‖f‖L2(Ω,dµε), (1.9)
‖∇uε‖L2(Ω,dµε) ≤ C‖f‖L2(Ω,dµε), (1.10)
‖A
1
2∇uε‖L2(Ω,dµε) ≤ C‖f‖L2(Ω,dµε), (1.11)
where with C we indicate a general constant that can change from line to line.









Note that all the terms on the left hand side are not negative. We can estimate the

















from which follow (1.9) and (1.10). To obtain (1.11), recall that
∫
ΩA∇u





For the periodicity cell we introduce the following closed linear subspace ofH1#(Q, dµ)
V
.
= {v ∈ H1#(Q, dµ)d : ∇µv = 0}, (1.12)
and the following closed linear subspace of L2(Q, dµ)d
W
.
= {w ∈ L2(Q, dµ)d : divµ(A
1
2w) = 0 in H1#(Q, dµ)}, (1.13)
where the divµ(A
1
2w) is understood in sense of Definition 1.1.2.
The a priori estimates, via adapting accordingly the properties of the two-scale
convergence, imply the following Lemma.
Lemma 1.2.3. There exist u0(x, y) ∈ L2(Ω;V ) and ξ0(x, y) ∈ L2(Ω;W ) such that, up
to extracting a subsequence in ε,
uε
2
⇀ u0(x, y), (1.14)
∇uε 2⇀ ∇yu0(x, y), (1.15)
A
1
2∇uε 2⇀ ξ0(x, y). (1.16)
Proof. The a priori estimates (1.9)-(1.11) imply, up to extracting a subsequence in ε,
the existence of the two-scale limits in the measure case as proved in [71, Prop. 2.2].
So ∃u0(x, y), ξ0(x, y) ∈ L2(Ω;Q, dµ) such that satisfy (1.14)-(1.16). We show that for
x a.e. they are respectively in V and W .
Starting from the weak formulation (1.8), we choose φ(x) = φε(x) = εΦ(x, ε−1x),
∀Φ ∈ C∞0 (Ω;C∞# (Q)), so we have∫
Ω







For the left hand side we can use (1.16) and obtain, using the chain rule ε∇Φ(x, ε−1x) =
ε∇xΦ +∇yΦ, that∫
Ω







2 ξ0(x, y) · ∇yΦ(x, y)dµdx,
and ∫
Ω
uεεΦ(x, ε−1x)dµε → 0.
For the right hand side we have that for ε→ 0∫
Ω





















2 ξ0(x, y)Φ(x, y)dµdx = 0.
By density of Φ we obtain divy A
1
2 ξ0(x, y) = 0 for x a.e., hence ξ0(x, y) ∈ L2(Ω;W ). In











2∇yu0(x, y)·φ(x, y)dµdx ∀φ ∈ C∞0 (Ω;C∞# (Q)).
On the other hand, the equation (1.11) ensures that ‖(Aε)
1







2∇yu0(x, y) · φ(x, y)dµdx = 0 ∀φ ∈ C∞0 (Ω;C∞# (Q)).
By density of φ this gives A
1
2∇yu0(x, y) = 0 for x a.e., so multiplying by A
1
2 we have
u0(x, y) ∈ L2(Ω;V ).
1.2.2 Auxiliary theorems for two-scale limits
A crucial point is to understand the relation between u0(x, y) and ξ0(x, y), the limit
fields and the limit fluxes.
Let (·, ·) the inner product in H1#(Q, dµ)d, and indicate with V ⊥ the orthogonal
complement to V , defined by
V ⊥
.
= {w ∈ H1#(Q, dµ) : (w, v) = 0 ∀v ∈ V }. (1.17)
The subspaces V and V ⊥ are closed, hence H1#(Q, dµ) = V ⊕ V ⊥.
In order to pass to the limit in equation (1.7) and obtain the limit problem, we
prove two theorems. The first one explains when a boundary value problem admits
a solution well defined in H1#(Q, dµ). The second one characterises the space W and
its orthogonal complement. So that happens, we assume the following Poincaré-type
inequality for v ∈ H1#(Q, dµ):
‖PV ⊥v‖L2#(Q,dµ) ≤ ‖∇v‖L2(Q,dµ), (1.18)
where PV ⊥ is the orthogonal L
2 projector on V ⊥ and C > 0 is a constant.
Theorem 1.2.4. The problem on the periodicity cell Q for v ∈ H1#(Q, dµ)




A∇v · ∇wdµ =
∫
Q
Fwdµ ∀w ∈ C∞# (Q), (1.19)
is solvable if and only if 〈F,w〉 = 0 ∀w ∈ V . When this holds, the problem is uniquely
solvable in V ⊥. Furthermore if v is a solution and v1 ∈ V , then v+v1 is also a solution.
Conversely, any two solutions can only differ for v1 ∈ V .




A∇v · ∇wdµ = 0.
Conversely, let 〈F,w〉 = 0 and look for v such that is a solution of (1.19). This is true
if w ∈ V , so we have to prove it for all w ∈ V ⊥. Choosing V ⊥ as Hilbert space with the





A∇v · ∇wdµ ∀v, w ∈ V ⊥.
With standard calculation we can obtain the continuity, indeed using that A ∈ L∞,
we have |B(v, w)| ≤ C‖v‖H1#‖w‖H1# ∀v, w ∈ V
⊥, for some C > 0. By the assumption
(1.18) it is possible to prove the coercivity, B(v, v) ≥ C‖v‖2
H1#
∀v ∈ V ⊥. Hence, exists
a unique solution v ∈ V ⊥ for the problem 〈F,w〉 = B(v, w) ∀w ∈ V ⊥, that is problem
(1.19).
To prove that if v is a solution and v1 ∈ V , then v + v1 is a solution, we can use
a classical argument by contradiction. Indeed, assuming u1 and u2 solutions of (1.19),
set v = u1 − u2 this solves the problem with F = 0. Choosing w = v in (1.19), we have∫
Q
A∇v · ∇vdµ = ‖A
1
2∇v‖2L2(Y,dµ) = 0,
then v ∈ V .
Theorem 1.2.5. Under the assumption (1.18), let v ∈ L2(Q, dµ) such that is orthogonal
to W in L2(Q, dµ). Then exists u1 ∈ H1#(Q, dµ) such that v = A
1
2∇u1. Such u1 is
uniquely defined on V ⊥.
Proof. Starting from v = A
1
2∇u1, multiply by A
1









2 v), in order to prove the existence of solution u1 we need to verify
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2 v · ∇wdµ = 0,
that is zero µ-a.e. since w ∈ V . Hence exists a unique u1 ∈ V ⊥ which solves the problem
(1.20). We now verify that u1 satisfies the characterisation of v ∈W⊥. We have that
‖v −A
1








= S1 + S2.
However, from (1.20) follows v − A
1
2∇u1 ∈ W then, since v ∈ W⊥, S1 = 0. On the
















that is zero since φ ∈W . So we have proved that ‖v−A
1
2∇u1‖2L2(Q,dµ) = 0, that implies
the characterisation of v.
1.2.3 The limit problem
We are now ready to enunciate the following property:












2 Ψ(x, y))dxdµ, (1.21)
∀Ψ(x, y) ∈ C∞(Ω;W ).










ξ0(x, y) ·Ψ(x, y)dµdx.
























Comparing the equations we have the identity (1.21).
Motivated by (1.21), we introduce the following linear subspace of L2(Ω;V )
U
.











2 Ψ(x, y))dxdµ}. (1.22)
Hence we can find for any u0(x, y) the associated ξ0(x, y), so it is natural to define the
operator T : U → L2(Ω;W ) such that Tu0(x, y) = ξ0(x, y). The explicit form for T
follows from (1.21):




2∇xu0(x, y)] ∈ L2(Ω;W ), (1.23)
where PW is the L
2 orthogonal projection on W .
Note that C∞0 (Ω;V ) ⊂ U , thus for u0(x, y) ∈ C∞0 (Ω;V ) we have that Tu0(x, y) ∈
C∞0 (Ω;W ). Furthermore, the following corrector property holds:






2∇xφ0(x, y)] = A
1
2 [∇xφ0(x, y) +∇yφ1(x, y)], (1.24)
and φ1 is the unique solution of divy(A(∇xφ0 +∇yφ1)) = 0.





2∇xφ0(x, y) ∈ C∞0 (Ω;L2(Y )).




η(x, y) ·Ψ(x, y)dµdx = 0 ∀Ψ ∈ C∞0 (Ω;W ).
So η(x, ·) ∈ W⊥, and we are in the hypothesis of Theorem 1.2.5, then exists φ1(x, y) ∈
C∞0 (Ω;V
⊥) such that η(x, y) = A
1
2∇yφ1(x, y). Comparing this formula with the defini-
tion of η, we obtain the claim.
Now we formulate the two-scale convergence result. In the equation (1.8) we choose
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φ(x) = φε(x) = φ0(x, ε
−1x) + εφ1(x, ε
−1x), so we have∫
Ω










−1x) + εφ1(x, ε
−1x))dµε.
For the right hand side we have the following two scale limit∫
Ω
f(φ0(x, ε







For the left hand side∫
Ω
uε(φ0(x, ε







and for the first integral we have∫
Ω






2 (∇xφ0 + ε−1∇yφ0 + ε∇xφ1 +∇yφ1)dµε.
(Aε)
1
2∇yφ0 = 0 since φ0 ∈ C∞0 (Ω;V ), thus passing to the limit we have by (1.16),∫
Ω












ξ0(x, y) · (Aε)
1





Tu0(x, y) · Tφ0(x, y)dµdx.



















fφ0(x, y)dµdx ∀φ0 ∈ C∞0 (Ω;V ). (1.25)
This is the weak formulation of the limit problem for u0(x, y) ∈ U .
The result obtained with this method is the two-scale convergence of uε, solution of
the problem (1.7), to the function u0 ∈ U , solution of the limit problem (1.25). Hence,
with a single process we found the limit equation and we proved the two-scale conver-
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gence. In the next section we apply the technique of two-scale asymptotic expansion to
the solution of problem (1.7), in order to construct explicitly an approximation for uε.
The leading-order term of such approximation will have the same structure of u0. The
main difference with the present section is that, in the method of asymptotic expansion,
the construction of the limit equation and the convergence of the solution of the original
problem to the solution of the limit problem, are two different tasks to prove.
1.3 Asymptotic Expansion
In this section we apply the method of two-scale asymptotic expansion to the scalar
elliptic problem (1.7) in the setting of singular periodic structures. This approach has
been extensively used over the years in the classical setting of Lebesgue measure (see
for example [4], [6], [53]). It is based on the assumption that the solution can be written
as an asymptotic expansion in powers of ε, which allows to construct the homogenised
equation.
The method of two-scale asymptotic expansion consists of two parts: the formal
construction of the homogenised equation and the convergence of the solution of the
original problem to the solution of the homogenised equation. The result of this section
is formal asymptotics, in fact we are not pursuing any convergence here.
The purpose of this section is to be a bridge between the classical approaches, and
our new technique developed in Chapter 2, in which we revise the classical notion of
multiscale asymptotic.
1.3.1 The formal expansion
Let us consider the problem (1.7) defined in Section 1.2. In order to find an approx-
imation for uε that takes into account the rapid oscillation of the coefficients of the











where un(x, y), n = 0, 1, 2, . . ., is periodic in y. The “slow” variables x ∈ Ω measures
the variations within the region of interest, the “fast” variables y ∈ Q describes the
variations within the periodic cell.
We plug uε(x) in the equation (1.7), and using the chain rules div = divx +ε
−1 divy
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and ∇ = ∇x + ε−1∇y, we obtain the following formal equation:
Aεuε(x)− f(x)
= ε−2 (divy A∇yu0(x, y))
+ ε−1 (divy A∇yu1(x, y) + divy A∇xu0(x, y) + divxA∇yu0(x, y)) (1.27)
+ ε0(divy A∇yu2(x, y) + divy A∇xu1(x, y)
+ divxA∇yu1(x, y) + divxA∇xu0(x, y) + u0(x, y)− f(x)) + o(ε) = 0.
This equation holds if and only if the terms of every order of smallness of ε are zero.
1.3.2 Construction of the homogenised equation
In order to characterise the terms of the expansion and to construct the homogenised
equation, we start with the analysis of the equation of power ε−2, so we have
divy A∇yu0(x, y) = 0,
which is understood as∫
Q
A∇yu0(x, y) · ∇yφ(x, y)dµ(y) = 0 ∀φ ∈ C∞# (Q). (1.28)
We choose φ(x, y) = u0(x, y), thus using the ellipticity condition on A we have∫
Q
A|∇yu0(x, y)|2dµ(y) = 0⇒ ∇yu0(x, y) = 0.
Since µ is ergodic, we have u0(x, y) = u0(x), that is u0 is constant in y. This implies in
the second equation of 1.27 that ∇yu0(x, y) = 0, and so the ε−1 term satisfies
divy A∇yu1(x, y) = −divy A∇xu0(x),
which is understood as∫
Q
A∇yu1(x, y) · ∇yφ(x, y)dµ(y) = −
∫
Q
A∇xu0(x) · ∇yφ(x, y)dµ(y) ∀φ ∈ C∞# (Q).
(1.29)
From the Theorem 1.2.4 we know that the equation (1.29) has a well defined solution
if and only if
〈− divy A∇xu0(x), ψ(x, y)〉 = 0 ∀ψ ∈ V,




divy A∇xu0(x)ψ(x, y)dµ(y) = −
∫
Q
A∇xu0(x) · ∇yψ(x, y)dµ(y) = 0 ∀ψ ∈ V.
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From equation (1.29), using the separation of variable we can write the solution




Nk(y)∂xku0(x) + ũ1(x, y), (1.30)
where ũ1 ∈ V . To find the equation solved by the vector N = (N1 . . . , Nd), we plug
(1.30) into (1.29). We obtain that Nk ∈ H1#(Q, dµ), k = 1, . . . , d solve the following cell
problems:∫
Q
A∇yNk(y) · ∇yφ(x, y)dµ(y) = −
∫
Q
Akj∂yjφ(x, y)dµ(y), ∀φ ∈ C∞# (Q), (1.31)
where the summation with respect to j is simplified. In order to prove the existence of
a solution Nk we need the coercivity of the form defined by the left hand side of (1.31).
Hence we assume the Poincaré-type inequality
‖PV ⊥Nk‖H1#(Q,dµ) ≤ C‖∇Nk‖L2(Q,dµ), (1.32)
where C > 0 is a constant.
Now we study the solvability conditions of the ε0 term in the equation (1.27).
〈divy A∇xu1(x, y)+divxA∇yu1(x, y)+divxA∇xu0(x, y)+u0(x, y)−f, ψ〉 = 0, ∀ψ ∈ V.
(1.33)
Using the definition (1.30) for u1(x, y), one has
〈divy A∇xNk(y)∂xku0(x) + divxA∇yNk(y)∂xku0(x) + divxA∇xu0(x, y)
+ u0(x, y)− f(x), ψ〉+ 〈divy A∇xũ1 + divxA∇yũ1, ψ〉 = 0 ∀ψ ∈ V.
Furthermore, we have
〈divy A∇xũ1 + divxA∇yũ1, ψ〉 = 0 ∀ψ ∈ V,
indeed 〈divxA∇yũ1, ψ〉 = 0 because ũ1 ∈ V . Also 〈divy A∇xũ1, ψ〉 = 0 since by Def-
inition 1.1.3 this is equivalent to
∫
QA∇xũ1∇yψdµ = 0, that is null since ψ ∈ V .
Furthermore 〈divy A∇xNk(y)∂xku0(x), ψ〉 = 0 by Definition 1.1.3, so we obtain that
〈divxA∇yNk(y)∂xku0(x) + divxA∇xu0(x, y) + u0(x, y)− f(x), ψ〉 = 0 ∀ψ ∈ V.
32












f(x)ψdµ(y) = 0 ∀ψ ∈ V.
Hence, we obtain the homogenised equation
divxA
hom∇xu0(x) + u0(x) = f(x), (1.34)
where Ahom =
∫
QA(∇yN(y) + I)dµ(y) is the homogenised matrix. This definition fits
with the general notion of the homogenised matrix presented in the Introduction. Every
time, in the thesis, this definition is consistent with what we refer to the homogenised
matrix.
The problem we have carried out in this section is the formal construction of the
homogenised equation for the scalar elliptic problem (1.7) in the setting of singular
periodic structures. To make this process rigorous it is necessary to establish any
convergence between uε and u0. The formal approach presented here, is a particular
case of a standard tool used for problems in homogenisation. A question arises whether
the two-scale expansion leads to reasonable convergence estimates. We do not tackle the
issue of convergence here, and we move on to the toolbox which brings us to a stronger
result.
Rather, this section is meant to be an intermediate step between the classical meth-
ods on homogenisation and our new technique presented in the next chapter. There, we
develop a method to obtain operator-norm estimates for the problem (1.7), namely we
prove that there exists a constant C > 0 independent of ε and f such that the following
estimate hold:
‖uε − u0‖L2(R3,dµε) ≤ εC‖f‖L2(R3,dµε). (1.35)
The two-scale approach that we have obtained in a formal way, motivated us to
think about new ways to representing the two-scale structure of the solution. In fact,
the method of Chapter 2 is based on the construction of an asymptotic approximation
of the solution in power of ε. This approximation has a structure which is linked with
the expansion developed in the present section, however it also crucially differs from it,
in that the macroscopic variable is in some sense replaced by an additional parameter,
the so-called “quasimomentum”.
The estimate (1.35) tempts us to continue using the approach of Chapter 2 to provide
a justification for the asymptotic expansion obtained by the classical formal construc-
tion. However, looking further ahead, it will happen to be not the case when we move
to others problems.
In Chapters 3-6 we see that our method is bringing new results for the vectorial
problem for the system of Maxwell equations. In particular, in Sections 3.3 and 3.4,
33
we formally analyse the Maxwell system with the asymptotic expansion technique, and
we obtain what is suggested to be the homogenised equation. But this result is not
operator-norm close to the solution of the original problem, hence an estimate of the
form (1.35) can be obtained only with a u0 which is different from the standard one




estimates for scalar elliptic
homogenisation problems
Introduction
The goal of the present chapter is to prove order-sharp norm-resolvent convergence
estimates for the elliptic operator with periodic rapidly oscillating coefficients for a
wide class of underlying periodic measures. This result can be found in the work [22]
by Cherednichenko and D’Onofrio. Norm-resolvent convergence in homogenisation for
the “classical” problem concerning the case of Lebesgue measure goes back to the works
[55], [70], where the asymptotic analysis of the Green functions of the corresponding
problems is carried out, which were followed by the operator-theoretic approach of
[8]. An alternative approach, based on the uniform power-series asymptotic analysis
of the fibre operators in the associated direct integral, was recently developed in [26].
In the present work we adopt the overall strategy of the latter work, in the setting
of an arbitrary periodic Borel measure. As pointed in Chapter 1, it is important to
provide a description of Sobolev spaces with respect to arbitrary Borel measures. In
what follows we briefly introduce the tools we employ, namely the Sobolev spaces of
quasiperiodic functions with respect to an arbitrary Borel measure (Section 2.1) and
the Floquet transform (Section 2.1.1). In Section 2.2 we formulate and prove our main
result (Theorem 2.2.3). All functions spaces that we use are defined over the field C of
complex numbers.
Consider a Q-periodic, Q := [0, 1)d, Borel measure µ, in Rd such that µ(Q) = 1, and
for each ε > 0 define an ε-periodic measure µε by the formula µε(B) = εdµ(ε−1B) for
all Borel sets B ⊂ Rd, d ∈ N. In the present work we study the asymptotic behaviour,
35
as ε→ 0, of the solutions uε to the problems
−∇ ·A(·/ε)∇uε + uε = f ε, fε ∈ L2(Rd, dµε), ε > 0, (2.1)
where A is a positive bounded Q-periodic µ-measurable real-valued matrix function. We
aim to prove operators-norm estimates between uε and the solution to the homogenised
equation
−∇ ·Ahom∇uεhom + uεhom = f ε, fε ∈ L2(Rd, dµε), (2.2)
with a constant matrix Ahom, i.e. uniform estimates of the form
‖uε − uεhom‖L2(Rd,dµε) ≤ Cε‖f ε‖L2(Rd,dµε),
where C > 0 is independent of f ε, ε.
Solutions to (2.1) are understood as a pair (uε,∇uε) in the space H1(Rd, dµε),





. For f ε ∈ L2(Rd, dµε), we say that (uε,∇uε) ∈ H1(Rd, dµε)
is a solution to (2.1) if∫
Rd






f εψ dµε ∀(ψ,∇ψ) ∈ H1(Rd, dµε).
(2.3)
Note that for each ε > 0 the left-hand side of (2.3) is an equivalent inner product
on H1(Rd, dµε), and its right-hand side is a linear bounded functional on H1(Rd, dµε).
Invoking the Riesz representation theorem (see e.g. [7, p. 32]) yields the existence and
uniqueness of solution to (2.1).
In what follows we study the resolvent of the operator Aε with domain
dom(Aε) =
{












fψ dµε ∀(ψ,∇ψ) ∈ H1(Rd, dµε)
for some f ∈ L2(Rd, dµε)
}
. (2.4)
defined by the formula Aεu = f − u whenever f ∈ L2(Rd, dµε) and u ∈ dom(Aε) are
related as in (2.4). Note that while in general for a given u ∈ L2(Rd, dµε) there may
be more than one element (u,∇u) ∈ H1(Rd, dµε), the uniqueness of solution to (2.1)
implies that for each function u ∈ dom(Aε) there is exactly one gradient ∇u such that
the identity in (2.4) holds.
Clearly, the operator Aε is symmetric. By an argument similar to [71, Section 7.1],
we infer that dom(Aε) is dense in L2(Rd, dµε). Indeed, it follows from (2.4) that if
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The identity (2.5) implies that if f is orthogonal to dom(Aε) then u = 0, and hence f =










ug dµε ∀u ∈ dom(Aε).
Consider the solution v to the problem
Aεv + v = g + w.





u(g + w) =
∫
Rd




where we use the fact that Aε is symmetric and u, v ∈ dom(Aε). Since Aεu + u is an
arbitrary element of L2(Rd, dµε), it follows that w = v, and in particular w ∈ dom(Aε).
Similarly, we define the operator Ahom associated with the problem (2.2), so that
(2.2) holds if and only if u0 = (Ahom + I)−1f.
All gradients, integrals and differential operators below, unless indicated explicitly
otherwise, are understood appropriately with respect to the measure µ. Whenever we
write
∫
Q, we imply integration with respect to the measure µ and interchangeably use
the notation and L2(Q, dµ) and L2(Q) for the Lebesgue space of functions that are
square integrable on Q with respect to µ. Throughout the paper we use the notation
eκ for the exponent exp(iκ · y), y ∈ Q, κ ∈ [−π, π)d, and a similar notation eθ for the
exponent exp(iθ · x), x ∈ Rd, θ ∈ ε−1[−π, π)d. We denote by C∞# the set of Q-periodic
functions in C∞(Rd), and ∂jϕ, ∇ϕ, ∇(eκϕ) ∇(eεθϕ) stand for the classical derivatives
and gradients of smooth functions φ, eκϕ, eεθϕ.
2.1 Sobolev spaces of quasiperiodic functions
The material of this section applies to an arbitrary Borel measure µ on Q. The following
definition is motivated by [71, Section 3.1], [73].
Definition 2.1.1. For each κ ∈ [−π, π)d := Q′ we define the space H1κ as the clo-




, of the set{(
eκϕ,∇(eκϕ)
)
: ϕ ∈ C∞#
}
. We use the notation H1#(Q, dµ) = H
1




κ = 0. For (u, v) ∈ H1κ we keep the usual notation ∇u for the second element v in the
pair.
As discussed in [71], [73], [77], there may be different elements in H1κ whose first
components coincide. Indeed, for any (u, v) ∈ H1κ and a vector function w obtained




of the classical gradients ∇(eκφn) for a sequence φn ∈ C∞#
converging to zero in L2(Q) (“gradient of zero”), the pair (u, v + w) is also an element





any element (u, v) ∈ H1κ the pair
(
eκu, eκ(v − iuκ)
)
is an element of H1# and for all
(ũ, ṽ) ∈ H1# one has ṽ = eκ(v−iuκ) for some (u, v) ∈ H1κ. In view of this, for (ũ, ṽ) ∈ H1#
we often write ṽ = ∇ũ = eκ∇(eκũ) − iũκ, where either ∇ũ or ∇(eκũ) is defined up to
a gradient of zero.




is a pointwise positive and symmetric real-valued




, and for each κ ∈ Q′ consider the
operator Aκ with domain (cf. (2.4))
dom(Aκ) =
{

















defined by the formula Aκu = F −u whenever F ∈ L2(Q) and u ∈ dom(Aκ) are related
as described in the definition of dom(Aκ). Notice that by the definition of H1κ, the set
C∞# of test functions in the identity in (2.6) can be equivalently replaced by H
1
κ. As
discussed in the previous section for the case of operator Aε, since for F = 0 one has
u = 0, ∇(eκu) = 0, there is exactly one gradient ∇(eκu) for which (2.6) holds. Also, by
an argument similar to the case of Aε, the domain dom(Aκ) is dense in L2(Q) and Aκ
is self-adjoint.
In what follows, we identify with H1# the set of the first components of its elements,
bearing in mind that the gradient of a function in H1# may not be unique. We also
denote by H1#,0 the (closed) subspace of H
1
# consisting of functions with zero µ-mean
over Q.
2.1.1 Floquet transform
In this section we define a representation for functions in L2(Rd, dµ) unitarily equivalent
to the “Gelfand transform”, introduced in [31] for the case of the Lebesgue measure.
The properties of the Gelfand transform with respect to the measure µ are discussed
in detail in [77], and here we give the definition of its Floquet version as well as the
key property concerning the equation (2.1). We first define a “scaled” version of the
Floquet transform (cf. [26]).
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u(z + εn) exp(−iεn · θ), z ∈ εQ, θ ∈ ε−1Q′.
The mapping Fε preserves the norm, in the sense that
‖Fεu‖L2(ε−1Q′×εQ,dθ×dµε) = ‖u‖L2(Rd,dµε),
and it can therefore be extended to an isometry Fε : L2(Rd, dµε) 7→ L2(ε−1Q′×εQ, dθ×








g(θ, z) dθ, z ∈ Rd, g ∈ L2(ε−1Q′ × εQ, dθ × dµε),
(2.7)
where for each θ ∈ ε−1Q′ the function g ∈ L2(ε−1Q′ × εQ, dθ × dµε) is extended as
θ-quasiperiodic function to the whole of Rd so that
g(θ, z) = g̃(θ, z) exp(iz · θ), z ∈ Rd, g̃(θ, ·) εQ-periodic.
Indeed, for all such functions g the right-hand side (2.7) is well defined and returns a
function in L2(Rd), cf. [77]:
∥∥F−1ε g∥∥2L2(Rd) = ∑
n∈Zd






∣∣(F−1ε g)(·, θ)∣∣2dθ dµε,







g(θ, z) exp(iεn · θ)dθ, n ∈ Zd,
are the Fourier coefficients of the ε−1Q′-periodic function g(·, z). Since the image of Uε
contains C∞0 (Rd) and for all u ∈ C∞0 (Rd) one has u = UεFεu, it follows that Fε is
one-to-one and thus, unitary.
Combining the ε-Floquet transform and the unitary scaling transform
Tεh(θ, y) := εd/2h(θ, εy), θ ∈ ε−1Q′, y ∈ Q, ∀h ∈ L2(ε−1Q′ × εQ, dθ × dµε),
(T −1ε h)(θ, z) = ε−d/2h(θ, z/ε), θ ∈ ε−1Q′, z ∈ εQ, ∀h ∈ L2(ε−1Q′ ×Q, dθ × dµ),
we obtain a representation for the operator Aε, as follows.
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Proposition 2.1.3. For each ε > 0 the operator Aε is unitarily equivalent to the direct
integral of the family Aεθ, θ ∈ ε−1Q′, namely




−2Aεθ + I)−1eεθ dθ
)
TεFε,
where eεθ, eεθ represent the operators of multiplication by eεθ, eεθ.
Sketch of proof. The argument is similar to [77]. Taking first solutions (u,∇u) ∈
H1(Rd, dµε) to (2.1) with f ∈ C∞0 (Rd), whose both components can be shown to de-
cay exponentially at infinity, cf. [77, Proposition 5.3], we denote, for each such u, the
“periodic amplitude” of its scaled ε-Floquet transform:






u(εy + εn) exp
(
−i(εy + εn) · θ
)
. (2.8)












, y ∈ Q,
is a gradient of eεθu
ε






∈ H1εθ, as shown by considering













eεθF eεθϕdµ ∀ϕ ∈ C∞# , (2.9)
where F = eεθTεFεf. The density of f ∈ C∞0 (Rd) in L2(Rd, dµε) implies the claim.
In what follows we study the asymptotic behaviour of the solutions uεθ to the prob-
lems
− ε−2eεθ∇ ·A∇(eεθuεθ) + uεθ = F, ε > 0, θ ∈ ε−1Q′, (2.10)
understood in the sense of the identity (2.9).
2.2 Asymptotic approximation of uεθ
Henceforth we assume that the measure µ is ergodic, i.e. whenever φn ∈ C∞# and the




, there exists a constant c such
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that φn → c in L2(Q, dµ). Furthermore, we make the following key assumption on the
measure µ.
Assumption 2.2.1. Suppose that there exists a constant CP = CP(µ) > 0 such that











In Section 2.2.1 we describe a class of singular measures which satisfy the above
assumption.
In what follows we assume that A is a scalar matrix. The analysis of the general
case is similar: the modifications required concern the condition on the mean of the
unit-cell solutions defined next.
Consider the vector N = (N1, N2, ..., Nd) of solutions to the unit cell problems
1
−∇ ·A∇Nj = ∂jA,
∫
Q
ANj = 0, j = 1, 2, . . . , d. (2.12)
The right-hand side of (2.12) is understood as an element of the space (H1#)
∗ of linear








and the action of the same functional on the whole space H1# is obtained by closure. In








Proposition 2.2.2. For each j = 1, 2, . . . d, there exists a unique solution Nj ∈ H1# to
(2.12).
Proof. It follows from the above assumptions on the measure µ, by setting κ = 0 in





≤ C‖∇u‖[L2(Q)]d , C > 0, ∀ (u,∇u) ∈ H1#. (2.14)




(Aθ · θ)Nj = 0 for θ 6= 0, with no condition imposed for θ = 0, so the mean of Nj (but
not its gradient) depends on θ.
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Therefore, the sesquilinear form∫
Q
A∇u · ∇v, (u,∇u), (v,∇v) ∈ H1#,0,
is bounded and coercive, and hence defines an equivalent inner product in H1#,0. Bearing
in mind that (2.13) is a linear bounded functional on H1#,0, we infer by the Riesz
representation theorem (see e.g. [7, p. 32]) that for each j = 1, 2, . . . d, the equation
−∇ ·A∇u = ∂jA,
has a unique solution in Ñj ∈ H1#,0, and therefore its arbitrary solution in H1# has the







AÑj , Nj := Ñj + a,
concludes the proof.
Theorem 2.2.3. Assume that µ is an ergodic measure such that the Poincaré-type
inequality (2.11) holds, and A is a positive, bounded, Q-periodic, µ-measurable real-
valued matrix function. Then, the following estimate holds for the solutions to (2.10)
with a constant C > 0 independent of ε, θ, F :
∥∥uεθ − cθ∥∥L2(Q) ≤ Cε‖F‖L2(Q), (2.15)
where










F, θ ∈ ε−1Q′. (2.16)
Corollary 2.2.4. Under the conditions of the above theorem, there exists C > 0 such
that ∥∥uε − uεhom∥∥L2(Rd,dµε) ≤ Cε‖f ε‖L2(Rd,dµε) ∀ ε > 0, f ε ∈ L2(Rd, dµε),
where uε are the solutions to the original problem (2.1) and uεhom is the solution to the





Proof of Corollary 2.2.4. In this proof we drop the superscript ε in f ε for brevity. Con-
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sider f ∈ L2(Rd, dµε) and denote (see (2.8)) f εθ := eεθTεFεf, so that∫
Q




ε, θ ∈ Rd.
Also, consider the solutions uεθ to (2.10) with F = f
ε
θ . Using Proposition 2.1.3 we obtain
uε − uεhom = (Aε + I)−1f − (Ahom + I)−1f
= F−1ε T −1ε eεθ(ε−2Aεθ + I)−1f εθ − (Ahom + I)−1f = F−1ε T −1ε eεθuεθ − (Ahom + I)−1f
=
{




F−1ε T −1ε eεθcθ(f εθ )− (Ahom + I)−1f
}
,
where the operators Aε, Ahom are defined above. In view of Theorem 2.2.3, the unitary
property of Fε, Tε and the operator of multiplication by eεθ, as well as the fact that
F−1ε T −1ε eεθ(θ ·Ahomθ + 1)−1f̂(θ, ε)− (2π)−d/2
∫
Rd




(θ ·Ahomθ + 1)−1f̂(θ, ε)eθ dθ −
∫
Rd





(θ ·Ahomθ + 1)−1f̂(θ, ε)eθ dθ,
we obtain
∥∥(Aε + I)−1f − (Ahom + I)−1f∥∥












from which the claim follows.
We now proceed to the proof of Theorem 2.2.3. Motivated by the formal asymptotics
in powers of ε developed in Section 1.3, we consider the function
U εθ := cθ + iεNjθjcθ + ε
2Rεθ, (2.17)
where ∇Nj , j = 1, 2, . . . , d, are defined by (2.12), and the “remainder” Rεθ ∈ H1# solves
− eεθ∇ ·A∇(eεθRεθ) + ε2
∫
Q
Rεθ = F + ε
−2eεθ∇ ·A∇(eεθcθ) + iε−1eεθ∇ ·A∇(eεθNjθj)cθ − cθ




cθ + iθ ·A∇(iNjθj)cθ − iεNjθjθ ·Aθcθ − θ ·Aθcθ − cθ =: Hεθ ,
(2.18)
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where Hεθ is an treated as an element of the space (H
1
#)
∗. Here for all κ ∈ Q′ we set
∇eκ = ieκκ, ∇(eκNj) = eκ(iNjκ+∇Nj), 1, 2, . . . , d. (2.19)
The second equality in (2.18) is verified by taking φ ∈ C∞# , noticing that〈












ε−2Aieεθεθ · (ieεθϕεθ + eεθ∇ϕ) + iε−1Aeεθθj(iNjεθ +∇Nj) · (ieεθϕεθ + eεθ∇ϕ)
)
,
and finally using (2.12). Note that for cθ defined by (2.16), the condition 〈Hεθ , 1〉 = 0
holds, and in the case θ = 0 the average over Q of the solution Rεθ to (2.18) vanishes.
Proposition 2.2.5. For each ε > 0 and θ ∈ ε−1Q′ there exists a unique solution
Rεθ ∈ H1#(Q, dµ) for the problem (2.18).
Proof. The problem (2.18) is understood as∫
Q






φ = 〈Hεθ , φ〉 ∀φ ∈ H1#(Q, dµ).










v ∀u, v ∈ H1#(Q, dµ)
indeed the form is bounded and the coercivity follows from the estimate (2.11).
2.2.1 Discussion of the validity of (2.11) for some singular measures
Consider a finite set {Pj}Nj=1 of hyperplanes of dimension d or smaller each of which is
parallel some of the Euclidean coordinate axes in Rd and orthogonal to the complemen-
tary coordinate axes and such that (∪Nj=1Pj) ∩Q is non-empty and connected.







|Pj ∩B|j for all Borel B ⊂ Q.
where | · |j represents the dj-dimensional Lebesgue measure, dj = dim(Pj).
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For each j ∈ {1, . . . , N} consider the measure µj defined by
µj(B) := |Pj ∩Q|−1j |Pj ∩B|j for all Borel B ⊂ Q.
Poincaré inequality for a single hyperplane
In this section, we fix j ∈ {1, . . . , N} and assume, without loss of generality, that the
plane Pj passes through zero. We denote by Qj the dj-dimensional cross-section of Q
by Pj , by κ||j the vector of those components of the quasimomentum κ that correspond
to the selection of the coordinates entering Pj considered as a subspace of Rd, and by
κ⊥j the vector of those components of κ that do not enter κ
||
j .
For a function φ ∈ C∞# , at each point x ∈ Q, we decompose the (classical) gradi-
ent ∇φ(x) into the orthogonal sum of its projection ∇||jφ(x) onto Pj and its projection
∇⊥j φ(x) onto the orthogonal complement of Pj . We treat ∇
||
jφ(x) and ∇⊥j φ(x) as ele-
ments of Rdj and Rd−dj , respectively. Clearly, for each κ ∈ Q′, one has, pointwise in
Q,∣∣∇(eκφ)∣∣2 = |iφκ +∇φ∣∣2 = |iφκ||j +∇||φ∣∣2 + |iφκ⊥j +∇⊥φ∣∣2 ≥ |iφκ||j +∇||φ∣∣2, (2.20)








cl exp(2πil · x̃), x̃ ∈ Qj , cl ∈ C, l ∈ Zdj ,



























































∣∣∣∣2dµj ≤ π−2 ∫
Q
∣∣iφκ||j +∇||φ∣∣2dµj (2.21)
If the function φ is constant on Pj ∩Q, the inequality (2.21) is satisfied trivially.
Connectivity argument
For the measure µ =
∑N
j=1 µj and φ ∈ C∞# , we denote by ∇||(eκφ) the tangential
gradient of φ at points of supp(µ), i.e. the orthogonal projection of∇(eκφ) onto supp(µ).
Suppose that for j, k ∈ {1, . . . , N} the hyperplanes Pj and Pk intersect and fix a
point αjk ∈ Pj ∩ Pk ∩ Q. For any κ ∈ Q′, any function φ ∈ C∞# , and all x ∈ Pj ∩ Q,






αjk + t(x− αjk)
)






αjk + t(y − αjk)
)
dt · (y − αjk).
(2.22)
Multiplying both sides of (2.22) by eκ(y)
−1 = eκ(−y) and integrating over y ∈ Q with











∀x ∈ Pj ∩Q.
(2.23)
Furthermore, multiplying both sides of (2.23) by eκ(x)
−1 and integrating over x ∈ Q

















Next, notice that since (∪Nj=1Pj) ∩ Q is connected by assumption, for each pair of
planes in the union there is a “path” from one plane to the other involving at most
N planes, such that any “adjacent” planes in the path intersect. It follows that for all






∣∣∣∣ ≤ √2N∥∥∇||(eκφ)∥∥L2(Q,dµ). (2.24)
holds.










































































































Combining the above bound with (2.20), where we notice that for each j = 1, . . . , N,
on supp(µj) one has
























φ ∈ C∞# , in line with Definition 2.1.1, and passing to the limit as n→∞ in the bound
(2.25) yields the inequality (2.11), with CP given by (2.26).
2.3 Estimate for the “remainder” ε2Rεθ
Theorem 2.3.1. Suppose that θ 6= 0, ε > 0. For the solution Rεθ to the problem (2.18)









∣∣∣∣ ≤ Cε−1‖F‖L2(Q). (2.27)






























It follows from (2.18) that∫
Q










































where all the gradients are understood in the classical sense, we obtain∫
Q










F + iθ ·A∇(iNjθj)cθ
































Passing to the limit as n→∞ yields∫
Q










θ ·A∇(Njθj) + (iεNjθj + 1)θ ·Aθ





















Consider the solution Φεθ ∈ H1# to the problem
− eεθ∇ ·A∇(eεθΦεθ) + ε2
∫
Q
































In what follows we use the uniform estimate
∥∥√A∇(eεθΦεθ)∥∥[L2(Q)]d ≤ C‖F‖L2(Q), (2.32)
which is obtained by using Φεθ as a test function in the integral formulation of (2.30).
We would like to rewrite the expression on the right-hand side of (2.31) using Φεθ as a
test function in the integral identity for (2.18). Recall that the gradient of an arbitrary
function in H1#, for a general measure µ, is not defined in a unique way. However, for
the solution Φεθ to (2.30) there exists a natural choice of the gradient ∇Φεθ, dictated by
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Clearly, the difference ∇(eεθφn)−∇(eεθψn) converges to zero, and hence so does ∇φn−
∇ψn. In what follows we denote by ∇Φεθ the common L2-limit of gradients ∇φn for
sequences φn ∈ C∞# with the above properties. Passing to the limit, as n → ∞, in the










The unique choice of ∇Φεθ, as above, allows us to write∫
Q

































































where the values of the functional Hεθ are chosen accordingly. In the last equality in
(2.34) we use the fact that∫
Q




by setting the unity as a test function in the integral formulation of (2.30) and recalling
that (cf. (2.12)) ∫
Q
ANj = 0, j = 1, 2, . . . , d.
Combining (2.29), (2.31) and (2.34) yields∫
Q










θ ·A∇(Njθj) + (iεNjθj + 1)θ ·Aθ


















Lemma 2.3.2. The last term on the right-hand side of (2.35) is bounded, uniformly in

























cθ + iθ ·A∇(iNjθj)cθ












where the second term is re-written using (2.33):∫
Q
NjθjAθ · ∇Φεθ =
∫
Q











Applying the Hölder inequality to both terms on the right-hand side of (2.36), using the
Poincaré inequality (2.11) for Φεθ, and taking into the account the bound (2.32) yields
the required estimate.
Combining the above lemma, the Poincaré inequality (2.11) for Rεθ and Hölder in-
equality for the first term on the right-hand side of (2.35), we obtain the uniform bound
∥∥√A∇(eεθRεθ)∥∥[L2(Q)]d ≤ C‖F‖L2(Q). (2.37)
Finally, the bound (2.37) combined with (2.11) implies the first estimate in (2.27),
whereas the same bound and equation (2.35) implies the second estimate in (2.27). This
completes the proof of the theorem.
Note that in the case θ = 0 the equality (2.29) takes the form∫
Q








and taking into account (2.11) with κ = 0, we obtain∥∥∇Rε0∥∥[L2(Q)]d ≤ C‖F‖L2(Q).
The last estimate implies the first bound in (2.27) by (2.11) with κ = 0 and the second
bound in (2.27) by using (2.38) once again.
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Corollary 2.3.3. The following estimate holds uniformly in ε > 0, θ ∈ ε−1Q′, F ∈
L2(Q) :
‖U εθ − cθ‖L2(Q) ≤ Cε‖F‖L2(Q).
2.4 Conclusion of the convergence estimate
Here we estimate the error incurred by using the approximation U εθ in (2.10).
Proposition 2.4.1. The difference zεθ := u
ε
θ − U εθ satisfies the estimate
‖zεθ‖L2(Q) ≤ Cε‖F‖L2(Q), C > 0, ∀ ε > 0, θ ∈ ε−1Q′, F ∈ L2(Q).
Proof. It follows from (2.10), (2.17), (2.16), (2.12), (2.18), by a direct calculation, that








In particular, using zεθ as a test function in (2.39), we obtain
ε−2
∫
A∇(eεθzεθ) · ∇eεθzεθ +
∫
Q























where we use the inequality (2.11) once again and the fact that A is uniformly positive.
The claim follows, by virtue of the formula (2.16) and the estimate (2.37).




System of Maxwell equations in
functions spaces with respect to
Borel measures
Introduction
In this chapter we proceed to the analysis of a vectorial problem, in particular we
introduce the system of Maxwell equations on singular periodic structures and carry
out an initial analysis of it. The structure of the present chapter is linked to Chapter
1. In fact, here we tackle the analysis of a vectorial problem for the system of Maxwell
equations and we understand, through two classical methods in homogenisation, the
structure of the leading order term in two-scale asymptotic and its relation to the
Helmholtz decomposition. This approach is analogous to the one adopted for the scalar
elliptic problem (1.7) in the first chapter.
As was mentioned in the Introduction, the homogenisation problem for the Maxwell
system has been studied intensively in the classical case of Lebesgue measure setting.
In particular, in the books [74] by Zhikov, Kozlov and Oleinik, and [6] by Bensoussan,
Lions and Papanicolaou it is carried out with the method of compensated compactness,
and in the work by Wellander [69] with the two-scale convergence. Operator-norm
estimates for the system of Maxwell equations were obtained in the setting of a whole
space with Lebesgue measure by Birman and Suslina in [8, Chapter 7], [10], and by
Suslina in [58], [60]. These estimates are a consequence of a theoretical approach based
on spectral perturbation theory and developed in [8], [11].
The study of the system of Maxwell equations in the setting of periodic structures,
represented by an arbitrary (periodic) Borel measure µ, will cover both cases of measures
that are absolutely continuous with respect to the Lebesgue measure (including the
classical case of the Lebesgue measure itself), and measures that are singular. The latter
can be viewed as limits of “thin structures”, involving elements whose thickness is much
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smaller than length. The Maxwell equations describe electromagnetic phenomena in a
domain Ω ∈ R3 occupied by a medium in times t ∈ R. The formulation we use in the
present thesis (see for example the classical books by Cessenat [17] and Jackson [35]) is
curlH = ∂tD + J ,
curl E = −∂tB,
divD = ρ, divB = 0,
(3.1)
where E is the electric field, H is the magnetic field, D is the electric displacement and
B is the magnetic induction. J is the current density and ρ the charge density. In the
present work we analyse the case with ρ = 0.
E , D, B and H are linked from the constitutive relations
D = η̂ ∗t E , B = ν̂ ∗t H. (3.2)
With ∗t we label the convolution with respect the time t. Here η̂(x, t) is the dielectric
permittivity and ν̂(x, t) is the magnetic permeability. We assume these two functions
separable in the two variables, so η̂(x, t) = η(x)δ(t) and ν̂(x, t) = ν(x)δ(t). The Maxwell
system in the zero charge density case, is
curlH = η∂tE + J ,
curl E = −ν∂tH,
div E = 0, divH = 0.
Our analysis is about the harmonic in time Maxwell system, thus we consider
D = Deiωt, B = Beiωt, E = Eeiωt, H = Heiωt,
where ω is the propagation frequency. The Maxwell system in the time-harmonic case
with zero charge density is 
η−1 curlH = iωE + η−1J,
ν−1 curlE = −iωH,
divE = 0, divH = 0,
(3.3)
where η is the electric permittivity and ν the magnetic permeability.
In order to study the system of Maxwell equations from the mathematical point of
view, we need to write it in a dimensionless way. Following the idea developed in [5,
Chapter 1] we define
H = φH̃, E = ψẼ, (3.4)
where φ, ψ are some fixed quantities with the dimensions of the magnetic and electric
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field, and H̃, Ẽ are the corresponding dimensionless quantities representing the magnetic
and electric fields. Starting from (3.3) it is sufficient to do the dimensional analysis for





curl H̃ = iωẼ. (3.5)




, where η0 and ν0 are the electric permittivity and the magnetic






curl H̃ = iω
√
ν0η0Ẽ.










where d is the period, ω is the propagation frequency in the medium and ω0 is the





where c0 is the wavespeed in vacuum and λ0 the wavelength in vacuum. Furthermore,
note that the quantity ω/ω0 is dimensionless.

















































In an analogous way we do the dimensional analysis for the second equation in (3.3),










The dimensional analysis includes the constitutive relations as well. Define
D = ξD̃, B = ζB̃, (3.9)
where ξ, ζ are some fixed quantities with the dimensions of the electric displacement
and the magnetic induction, and D̃, B̃ are the corresponding dimensionless quantities
representing the electric displacement and the magnetic induction. Using (3.4) and (3.9)
in the constitutive relations, and noting that ξψ = η0 and
ζ


























where for brevity we removed the tilde from the dimensionless fields and displacements.
Here z is the dimensionless parameter obtained in (3.7) and (3.8). With A we indicate
the inverse of the relative electric permittivity and with Ã the inverse of the relative
magnetic permeability. Furthermore g is a divergence-free function which represents
the external currents of the system, and f is a divergence-free auxiliary function. Note
that the non-dimensional constitutive relations are
D = A−1E, B = Ã−1H.
In the same spirit of the work [14] by Birman and Solomyak and the work [8] by





acting on the domain
dom(M) = {(E,H) : divE = 0, divH = 0, A curlH ∈ L2(R3), Ã curlE ∈ L2(R3)}.
To have the solvability of (3.10), we need z far from the spectrum of M. A solution
pair (E,H) for the Maxwell time-harmonic system exists for z ∈ ρ(M), where ρ(M) is
the resolvent of M. In the present work, we assume that z ∈ K ∩ ρ(M), where K is a
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compact subset of R3, in order to prove our estimates. To satisfy this requirement, we
set z = −i, however, estimates analogous to those we derive in Chapters 4-6 are valid
for z ∈ K ∩ ρ(M) uniformly, i.e. with z-independent constants.
The system of equations we analyse in the present thesis is{
A curlH − E = Ag,
Ã curlE +H = Ãf.
(3.11)
To formulate the system of Maxwell equations in the setting of singular periodic
structures, we introduce the notion of differentiability of functions that are square inte-
grable with respect to a general Borel measure. In our approach to this task we follow
the works [71], [72] and [73] by Zhikov. In Section 3.1 we define the Sobolev spaces
with respect to an arbitrary Borel measure and their properties. Furthermore, we in-
troduce two definitions of curl with respect to an arbitrary Borel measure, in order to
replace the integration by parts with a formula that works in the setting of arbitrary
measures. In the second part of the chapter, we analyse the system of Maxwell equa-
tions through two different approaches. In the same spirit of Section 1.2, in Section
3.2 we adapt the method developed by Kamotski and Smyshlyaev in [36], based on
the two-scale convergence technique, to the non-magnetic system of Maxwell equations
with zero external currents (Ã = I and g = 0). We prove that the solution of the
Maxwell system weakly converges to the solution of the homogenised equation. Section
3.3 and Section 3.4 are devoted to the construction of the homogenised equation for the
system of Maxwell equations in the setting of singular periodic structures through the
method of multiple-scales asymptotic expansions. This technique takes its origin in the
works by Sanchez–Palencia [52] and Bakhvalov [3], [4]. We provide a formal asymptotic
expansion and we construct the homogenised equation for the non-magnetic system of
Maxwell equations in the case of zero external current (Ã = I and g = 0) and in the
case of non-zero external current (Ã = I and f = 0), and for the full Maxwell system.
3.1 The set of curls with respect to a measure
The aim of this section is to describe the mathematical framework necessary in order
to work with the system (3.11) on singular periodic structures. The main difference
with Section 1.1 is the vectorial nature of the electromagnetic fields. Here we describe
the property of differentiability of a square integrable vector functions with respect an
arbitrary Borel measure. In particular in this chapter we analyse a vectorial problem
for the Maxwell system, hence we introduce the notion of µ-curl, that is a curl with
respect an arbitrary measure.
Let Q = [1, 0)3 the periodicity cell and let µ an arbitrary Q-periodic Borel measure
such that µ(Q) = 1, our first definition is about Sobolev spaces with respect µ.
Definition 3.1.1. The space H1curl = H
1
curl(Q, dµ) is defined as the closure of the set of
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pairs {(φ, curlφ), φ ∈ C∞# (Q;C3)} in the product L2(Q, dµ;C3) × L2(Q, dµ;C3), where
C∞# (Q;C3) = [C∞# ]3 denotes the set of Q-periodic C∞(R3) functions, with values in C3.
Elements of this closure are the pairs (u, v), where u and v are a vector-valued
functions, such that
∃φn ∈ C∞# (Q;C3) :
∫
Q
|φn − u|2dµ→ 0
∫
Q
| curlφn − v|2dµ→ 0. (3.12)
As a particular case of Definition 3.1.1, we say that g is a µ-curl of zero and we write
g ∈ Cµ(0), whenever






|g − curlφn|2dµ→ 0. (3.13)
The element v in (3.12) is referred to as a µ-curl of u. We use the notation Cµ(u) for
the set of µ-curls of u, so we have that v ∈ Cµ(u). When we mention a specific µ-curl,
we use the notation curlµ u.
Further, note that the set of µ-curl of u ∈ H1curl(Q, dµ) has the linear structure of
the subspace Cµ(0) shifted by a curlµ u.
Proposition 3.1.1. For all u ∈ H1curl(Q, dµ) and any curl
µ u ∈ Cµ(u) we have
Cµ(u) = curlµ u+ Cµ(0) (3.14)
where the right hand side denotes the set {curlµ u+ w | w ∈ Cµ(0)}.
Proof. The equality (3.14) is understood in sense that for v ∈ Cµ(u), one has v−curlµ u ∈






| curlµ u− curl φ̃n|2dµ→ 0.
For v − curlµ u, {φn − φ̃n} is an appropriate approximating sequence. Indeed one has∫
Q |φn − φ̃n|
2dµ→ 0 and∫
Q
| curl(φn − φ̃n)− (v − curlµu)|2dµ =
∫
Q




| curlφn − v|2dµ+
∫
Q
| curl φ̃n − curlµ u|2dµ→ 0.
In order to define in a rigorous way the system of Maxwell equations in the setting of
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singular periodic structures, in analogy with the definition of µ-divergence (see Section
1.1), we introduce an approach which is better suited to the task at hand from the
variational perspective.
Definition 3.1.2. We say that a vector z ∈ L2(Q, dµ;C3) and a vector f ∈ L2(Q, dµ;C3)
are connected by the relation c̃url
µ
z = f if and only if∫
Q
(z · curlφ− f · φ)dµ = 0 ∀φ ∈ C∞# (Q;C3),
where L2(Q, dµ;C3) is the set of functions square integrable on Q with respect to the
measure µ, with values in C3.
3.1.1 Poincaré-type inequality
An important tool in the study of the system of Maxwell equations, is a Poincaré-type
inequality. We define the subspace
Vcurl = {v ∈ H1curl(Q, dµ) : curlµ u = 0},
and we denote with V ⊥curl the space orthogonal in L
2 sense to Vcurl. The Poincaré-type
inequality states (see [19]) that there exists a constant C > 0 such that
‖PV ⊥curlu‖L2(Q,dµ;C3) ≤ C‖ curl
µ u‖L2(Q,dµ;C3) ∀u ∈ H1curl(Q, dµ) (3.15)
where PV ⊥curl
is the orthogonal projection onto V ⊥curl in the L
2 sense.
Note that the bound (3.15) holds in Sobolev spaces with an arbitrary measure µ if
we assume, following the idea of Zhikov and Pastukova (see [77, Section 5]) that µ is
such that the embedding
H1curl(Q, dµ) ⊂ L2(Q, dµ;C3)
is compact. Indeed, with this assumption we have that the spectrum of the operator
curlA(·/ε) curl on the unitary cell Q is discrete and its eigenvalue zero is simple. The
constant C in (3.15) is the inverse square root of the lowest eigenvalue of this operator.
3.2 Two-scale convergence analysis in the setting of arbi-
trary periodic Borel measures
The purpose of this section is to analyse the homogenisation problem for the system
of Maxwell equations using the method developed by Kamotski and Smyshyaev in [36].
This approach is originally presented for high contrast PDE system with periodic coef-
ficients in the setting of Lebesgue measure and is based on the two-scale convergence
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technique. It can be extended in a relatively direct way to the setting of arbitrary Borel
measure. In Section 1.2 we adapted it to the scalar elliptic problem, here we address
the case of a vectorial problem for the system of Maxwell equations.
The role of this section is to understand with the method developed by Kamotski
and Smyshyaev, the structure of the limit term in the two-scale asymptotic, and its
relation to the Helmholtz decomposition of square integrable vector functions.
In this section we consider the case of the system of Maxwell equations with relative
magnetic permeability set to unity and zero external currents, that is Ã = 1 and g = 0
in the problem (3.11). Let uε ∈ H1curl(Ω, dµε) where Ω ⊆ R3, be the solution of
curlAε curluε + uε = f ε ∈ L2(Ω, dµε;C3), (3.16)
where uε = 0 on ∂Ω. The function f ε is divergence-free. Note that µε is defined in
(1.1), and Aε(·) = A( ·ε), where A is a measurable, periodic, bounded, positive definite,
symmetric matrix-valued function, satisfying the condition
γ|ξ|2 ≤ Aε(x)ξ · ξ ≤ γ−1|ξ|2 ∀x ∈ Ω γ > 0,
ε > 0 is a small parameter. For a fixed ε > 0 the problem (3.16) is understood as∫
Ω
Aε curluε · curlφdµε +
∫
Ω
uε · φdµε =
∫
Ω
f ε · φdµε ∀φ ∈ C∞0 (Ω;C3). (3.17)
Throughout the section we drop the superscription ε in f ε for brevity.
3.2.1 A priori estimate and two-scale convergence
In order to obtain the two-scale convergence (see Definition 1.2.1) for uε and to construct
its limit problem, we start by deriving a priori estimates.
Lemma 3.2.1. The following a priori estimates hold:
‖uε‖L2(Ω,dµε) ≤ C‖f‖L2(Ω,dµε), (3.18)
‖ curluε‖L2(Ω,dµε) ≤ C‖f‖L2(Ω,dµε), (3.19)
‖A
1
2 curluε‖L2(Ω,dµε) ≤ C‖f‖L2(Ω,dµε), (3.20)
where with C we indicate a generic positive f -independent constant that can change
from line to line.










Note that all terms on the left-hand side are non-negative. Furthermore, we can estimate
the right-hand side as follows∫
Ω















from which (3.18) and (3.19) follow. To obtain (3.20) it suffices to recall that∫
Ω
A curluε · curluεdµε = ‖A
1
2 curluε‖2L2(Ω,dµε).
We introduce now two closed linear subspaces of L2(Q, dµ;C3):
Vcurl
.
= {v ∈ H1curl(Q, dµ) : curlµ v = 0}, (3.21)
Wcurl
.
= {w ∈ L2(Q, dµ;C3) : curlµ(A
1
2w) = 0}. (3.22)
Lemma 3.2.2. There exist u0(x, y) ∈ L2(Ω;Vcurl) and ξ0(x, y) ∈ L2(Ω;Wcurl) such
that, up to extracting a subsequence in ε
uε
2
⇀ u0(x, y), (3.23)
curluε
2





⇀ ξ0(x, y). (3.25)
Proof. The a priori estimates (3.18)-(3.20) imply, up to extracting a subsequence in ε,
the existence of the two-scale limits in the measure case as proved in [71, Prop. 2.2].
So there exist u0(x, y), ξ0(x, y) ∈ L2(Ω;Q, dµ) such that satisfy (3.23)-(3.25). We need
to show that for x a.e. u0(x, y) ∈ Vcurl and ξ0(x, y) ∈Wcurl.
We choose in (3.17) φ(x) = φε(x) = εΦ(x, ε−1x), ∀Φ ∈ C∞0 (Ω;C∞# (Q)), so∫
Ω
Aε curluε · ε curl Φ(x, ε−1x)dµε +
∫
Ω
uε · εΦ(x, ε−1x)dµε =
∫
Ω
f · εΦ(x, ε−1x)dµε.
In the left hand side we combine (3.25) with the chain rule curl Φ(x, ε−1x) = curlx Φ +
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ε−1 curly Φ, to obtain that∫
Ω







2 ξ0(x, y) · curly Φ(x, y)dµdx.
Furthermore ∫
Ω
uε · εΦ(x, ε−1x)dµε → 0 ∀Φ ∈ C∞0 (Ω;C∞# (Q)).
For the right hand side we have∫
Ω
f · εΦ(x, ε−1x)dµε → 0 ∀Φ ∈ C∞0 (Ω;C∞# (Q)).



















2 ξ0(x, y) · Φ(x, y)dµdx = 0,
hence ξ0(x, y) ∈ L2(Ω;Wcurl). In a similar way we show the regularity of u0(x, y), in











2 curly u0(x, y) · φ(x, y)dµdx.
In other hand, the equation (3.20) ensures that ‖(Aε)
1







2 curly u0(x, y) · φ(x, y)dµdx = 0 ∀φ ∈ C∞0 (Ω;C∞# (Q)),
hence A(y)
1
2 curly u0(x, y) = 0 for x a.e., thus we have u0(x, y) ∈ L2(Ω, Vcurl).
3.2.2 Auxiliary theorems for two-scale limits
The next step is to understand the connection between u0(x, y) and ξ0(x, y), respec-
tively the limit fields and the limit fluxes. Let indicate with (·, ·) the inner product in
H1curl(Q, dµ), and with V
⊥
curl the orthogonal complement to Vcurl defined as
V ⊥curl
.
= {w ∈ H1curl(Q, dµ) : (w, v) = 0 ∀v ∈ Vcurl}. (3.26)
The subspaces Vcurl and V
⊥
curl are closed, so we can write H
1
curl(Q, dµ) = Vcurl ⊕ V ⊥curl.
In order to pass to the limit in equation (3.16), we need to adapt Theorem 1.2.4 and
62
Theorem 1.2.5 to the curl operator. To do it we need a Poincaré-type inequality such
that for v ∈ H1curl(Q, dµ) holds
‖PV ⊥curlv‖L2(Q,dµ;C3) ≤ C‖ curl v‖L2(Q,dµ;C3), (3.27)
where C > 0 is a constant, and PV ⊥curl
is the orthogonal projection in L2 sense on V ⊥curl.
Theorem 3.2.3. The problem on the periodicity cell Q for v ∈ H1curl(Q, dµ)
curl(A curl v) = F ∈ L2(Q, dµ)3,
understood as ∫
Q
A curl v · curlwdµ =
∫
Q
F · wdµ ∀w ∈ C∞# (Q), (3.28)
is uniquely solvable in V ⊥curl if and only if 〈F,w〉 = 0 ∀w ∈ Vcurl. Furthermore if v is a
solution and v1 ∈ Vcurl, then v + v1 is also a solution.




A curl v · curlwdµ = 0.
Conversely, let 〈F,w〉 = 0 and look for v such that is a solution of (3.28). This holds
if w ∈ Vcurl, so we have to prove it for all w ∈ V ⊥curl. Choosing V ⊥curl as Hilbert space
with the inherited norm ‖ · ‖V ⊥curl (i.e. the H
1
curl norm), we can apply the Lax-Milgram




A curl v · curlwdµ ∀v, w ∈ V ⊥curl.
With standard calculation we obtain the continuity, in fact using that A(y) is bounded,
we have |B(v, w)| ≤ C‖v‖H1curl‖w‖H1curl ∀v, w ∈ V
⊥
curl, for some C > 0. Using the
assumption (3.27), the coercivity B(v, v) ≥ C‖v‖2
H1curl
holds ∀v ∈ V ⊥curl. Hence, there
exists a unique solution v ∈ V ⊥curl for the problem 〈F,w〉 = B(v, w) ∀w ∈ V ⊥curl, that is
the (3.28).
To prove that if v is a solution and v1 ∈ Vcurl, then v + v1 is a solution, we can use
a classical argument by contradiction. Indeed, assuming u1 and u2 solutions of (3.28),








then v ∈ Vcurl.
Theorem 3.2.4. Under the assumption (3.27), let v ∈ L2(Q, dµ;C3) such that v ∈
W⊥curl. Then exists u1 ∈ H1curl(Q, dµ) such that v = A
1
2 curlu1. Where u1 is uniquely
defined on V ⊥curl.
Proof. Starting from v = A
1
2 curlu1, multiplying by A
1









2 v), in order to prove the existence of solution u1, we need to verify











2 v · curlwdµ,
that is zero µ-a.e. since w ∈ Vcurl. Hence, there exists a unique u1 ∈ V ⊥curl which solves




2 curlu1‖2L2(Q,dµ) = 〈v, v −A
1
2 curlu1〉 − 〈A
1




= S1 + S2,
but from (3.29) it follows that v − A
1
2 curlu1 ∈ Wcurl, then S1 = 0 since v ∈ W⊥curl. On
















that is zero since φ ∈Wcurl. So we have proved that ‖v−A
1
2 curly u1‖2L2(Q,dµ) = 0, that
implies the characterisation of v.
3.2.3 The limit problem
The link between u0(x, y) and ξ0(x, y) is finally explained through the following lemma.










u0(x, y) · curlx(A
1
2 Ψ(x, y))dxdµ, (3.30)
∀Ψ(x, y) ∈ C∞(Ω;Wcurl).
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ξ0(x, y) ·Ψ(x, y)dµdx.



















u0(x, y) · curlx(A
1
2 Ψ(x, y))dµdx.
Comparing the equations we have identity (3.30).
As consequence of equation (3.30), we define the following linear subspace
Ucurl
.









u(x, y) · curlx(A
1
2 Ψ(x, y))dxdµ}. (3.31)
Therefore we can associate ξ0(x, y) to any u0(x, y), so it is possible to define an operator
T : Ucurl → L2(Ω;Wcurl) such that Tu0(x, y) = ξ0(x, y). An explicit formula for T
follows from (3.30), in fact




2 curlx u0(x, y)] ∈ L2(Ω;Wcurl). (3.32)
Note that C∞0 (Ω;Vcurl) ⊂ Ucurl, hence we have that if u0(x, y) ∈ C∞0 (Ω;Vcurl), Tu0(x, y) ∈
C∞0 (Ω;Wcurl) . Further, the following proposition holds.






2 curlx φ0(x, y)] = A
1
2 [curlx φ0(x, y) + curly φ1(x, y)], (3.33)
and φ1 is the unique solution in H
1
curl(Q, dµ) of
curly(A(curlx φ0 + curly φ1)) = 0.





2 curlx φ0(x, y) ∈ C∞0 (Ω;L2(Y )).
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η(x, y) ·Ψ(x, y)dµdx = 0 ∀Ψ ∈ C∞0 (Ω;Wcurl).
So η(x, ·) ∈ W⊥curl, we are in the hypothesis of Theorem 3.2.4, then exists φ1(x, y) ∈
C∞0 (Ω;V
⊥
curl) such that η(x, y) = A
1
2 curly φ1(x, y). Comparing this formula with the
definition of η we have the claim.
We are now ready to formulate the two-scale convergence result. Starting from
(3.17), we choose φ(x) = φε(x) = φ0(x, ε
−1x) + εφ(x, ε−1x), so we have∫
Ω
Aε curluε · curl(φ0(x, ε−1x) + εφ1(x, ε−1x))dµε +
∫
Ω





f · (φ0(x, ε−1x) + εφ1(x, ε−1x))dµε.
For the right hand side, we have the following two-scale limit∫
Ω





f · φ0(x, y)dµdx.
For the left hand side we have∫
Ω





u0(x, y) · φ0(x, y)dµdx,
and ∫
Ω






2 curluε · (Aε)
1
2 (curlx φ0 + ε




2 curly φ0 = 0 since φ0 ∈ C∞0 (Ω;Vcurl). Using (3.25), we have∫
Ω





ξ0(x, y) · (Aε)
1
2 (curlx φ0 + curly φ1)dµdx.




ξ0(x, y) · (Aε)
1





Tu0(x, y) · Tφ0(x, y)dµdx.
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2 curlx u0(x, y)) · PWcurl(A
1











f · φ0(x, y)dµdx ∀φ0 ∈ C∞0 (Ω;Vcurl).
(3.34)
This is the weak formulation of the limit problem for u0(x, y) ∈ U .
The result obtained in this section is the two-scale convergence of uε, solution of
the problem (3.17), to u0 solution of the limit problem (3.34), in the setting of singular
periodic structures described by an arbitrary periodic measure. In a single process we
construct the limit equation and we prove the two-scale convergence. In the next section
we apply the method of two-scale asymptotic expansion to the non-magnetic system of
Maxwell equations, in order to construct an explicit expansion for the solution. We will
see that the leading-order term of the expansion for the solution of equation (3.16), has
the same structure of u0, solution of (3.34).
3.3 Asymptotic expansion for the case Ã = 1
The purpose of this section is to apply the method of two-scale asymptotic expansion
to the Maxwell system with unitary relative magnetic permeability, obtained setting
Ã = I in the problem (3.11). This approach has been used in the classical books [6] and
[74] for the Maxwell system, in the setting of Lebesgue measure. In this section we only
provide a formal result: we write an explicit expansion for the solution, we construct
the homogenised equation but we do not prove any convergence.
This section is a link between the classical approaches in homogenisation and the
new method that we present in Chapters 4, 5 and 6, which revises the notion of two-scale
asymptotics.
In what follows we start from the system (3.11) with Ã = I, and we split it as the
sum of two cases: the one with zero external currents, that is with gε = 0, and the one
with non-zero external currents, that is with f ε = 0.
3.3.1 The formal expansion for the case gε = 0
The first case we consider is the one with zero external currents, so with g = 0 in the
equation (3.11). The Maxwell system we analyse is{
curl vε + uε = f ε
A(·/ε) curluε = vε,
(3.35)
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where f ε ∈ L2(Ω, dµε;C3) such that div f ε = 0. Throughout the section we drop the
superscription ε in f ε for brevity. Note that uε is the divergence-free magnetic field
(which coincides with the magnetic induction in this setting), and vε is the divergence-
free electric field. Hence the problem we are considering is (3.16).
The aim is to find an approximation for uε ∈ H1curl(Ω, dµε) that takes into account the












(cf. with (1.26)) where un(x, y) is Q-periodic in y =
x
ε . Like in the case of the asymptotic
expansion for the scalar elliptic equation (see Section 1.3), we refer to x ∈ Ω as the slow
variable, and y ∈ Q as the fast one.
We plug uε(x) in (3.16) and using the chain rule curl = curlx +ε
−1 curly we obtain
the following system of equations in powers of ε:
curlA curluε + uε(x)− f(x)
= ε−2curlyA curly u0(x, y) (3.36)
+ ε−1
(




curlyA curly u2(x, y) + curlxA curly u1(x, y)
+ curlyA curlx u1(x, y) + curlxA curlx u0(x, y) + u0(x, y)− f(x)
)
+ o(ε) = 0,
and
div uε(x) =ε−1 divy u0(x, y) + ε
0
(





divx u1(x, y) + divy u2(x, y)
)
+ ε2 divx u2(x, y) + o(ε
2) = 0.
The two systems hold if and only if the term of every order of smallness in ε is zero.
3.3.2 Construction of the homogenised equation for the case gε = 0
We start the construction of the homogenised equation analysing the term of power ε−2
in (3.36). In fact, we have
curlyA curly u0(x, y) = 0,
which is understood as∫
Q
A curly u0(x, y) · curly φ(x, y)dµ = 0 ∀φ ∈ C∞# (Q;C3).
We choose φ(x, y) = u0(x, y) and we use the ellipticity of A, then∫
Q
A| curly u0|2dµ ≥ γ
∫
Q
| curly u0|2dµ = 0.
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Hence curly u0(x, y) = 0. From the first line of (3.37) we have that also divy u0(x, y) = 0.
This implies that u0 is constant in y, so u0(x, y) = u0(x).
The term of power ε−1 in equation (3.36) is
curlyA curly u1(x, y) = −curlyA curlx u0(x),
that is∫
Q
A curly u1(x, y)·curly φ(x, y)dµ = −
∫
Q
A curlx u0(x)·curly φ(x, y)dµ ∀φ ∈ C∞# (Q;C3).
(3.38)
Equation (3.38) has a unique solution in H1curl(Q, dµ) if and only if
〈−curlyA(y) curlx u0(x), φ(x, ·)〉 = 0 ∀φ(x, ·) ∈ Vcurl,
where Vcurl is defined in (3.21). This contidion holds using the Definition 3.1.2, in fact
we have∫
Q
curlyA curlx u0(x) · φ(x, y)dµ =
∫
Q
A curlx u0(x) · curly φ(x, y)dµ = 0,
since φ(x, y) ∈ Vcurl.
The solution u1(x, y) can be written using the separation of variables in the following
way
u1(x, y) = N(y) curlx u0(x) + ũ1(x, y), (3.39)
where N is a matrix with columns in H1curl(Q, dµ), and ũ1 ∈ Vcurl.
The equation for N follows from equation (3.38), hence we have the following “cell
problem” {
curlA(curlN + I) = 0,
divN = 0,
where (curlN)ij = εistNtj,s and (divN)i = Nsi,s for i, j, s, t = 1, 2, 3, following the
Levi-Civita notation. Such problem is understood as∫
Q
A curlN · curlφdµ = −
∫
Q
A curlφdµ ∀φ ∈ C∞# (Q;C3). (3.40)
The fact that divN = 0 follows from the term of power ε0 in the equation (3.37), in
fact we have
divyN(y) curlx u0(x) + divy ũ1(x, y) = −divx u0(x).
Since divx u0(x) = 0, we assume ũ1(x, y) ∈ Vcurl such that ũ1(x, y) = ∇yK(y)∇xu0(x).
Here ∇xu0(x) is a matrix with values in H1#(Q, dµ) defined as (∇u0)ij = (u0)j,i, and
K(y) is a matrix with values in H1#(Q, dµ) such that ∇yK(y) is defined as (∇K)ijk =
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Kij,k and such that solves
4yK(y)∇xu0(x) = 0.
In order to prove the existence and uniqueness of a solution N in H1curl(Q, dµ), we apply
Lax-Millgram theorem to the equation (3.40). To have the coercivity for this bilinear
form, we assume the Poincaré-type inequality
‖PV ⊥curlN‖L2(Q,dµ) ≤ C‖ curlN‖L2(Q,dµ), C > 0. (3.41)
We analyse the ε0 term of equation (3.36). Checking the solvability conditions we obtain
〈curlxA curly u1(x, y) + curlyA curlx u1(x, y) + curlxA curlx u0(x)
+u0(x)− f(x), φ(x, y)〉 = 0 ∀φ ∈ Vcurl,
that is
〈curlxA curlyN(y) curlx u0(x) + curlyA curlxN(y) curlx u0(x) + curlxA curlx u0(x)
+u0(x)− f(x), φ〉+ 〈curlxA curly ũ1 + curlyA curlx ũ1, φ〉 = 0 ∀φ ∈ Vcurl.
(3.42)
Note that 〈curlxA curly ũ1, φ〉 = 0, since ũ1(x) ∈ Vcurl. Furthermore, 〈curlyA curlx ũ1, φ〉 =
0, which by Definition 3.1.2 means∫
Q
A curlx ũ1(x, y) · curly φ(x, y)dµ = 0,
since φ ∈ Vcurl. Analysing the remaining part of (3.42) we have that∫
Q
A curlx(N(y) curlx u0(x)) · curly φ(x, y)dµ = 0 φ ∈ Vcurl.
Hence, (3.42) is equivalent to
〈curlxA curly(N(y) curlx u0(x)) + curlxA curlx u0(x) + u0(x), φ〉 = 〈f, φ〉,
that is∫
Q
A(curlyN(y) + I) curlx u0(x) · curlx φdµ+
∫
Q
u0(x) · φdµ =
∫
Q
f · φdµ ∀φ ∈ Vcurl.
Therefore we obtain the homogenised equation




QA(curlyN(y) + I)dµ is the homogenised matrix. This is the version of
the homogenised matrix defined in the Introduction and for the equation (1.34), adapted
to the case of Maxwell system.
This conclude the formal construction of the homogenised equation for the vectorial
problem (3.16). To make this process rigorous, should be proved a convergence between
uε and u0, the solution of (3.43). A natural question is whether the two-scale conver-
gence brings to error estimates, however, in the present chapter we do not address the
problem of convergence.
In the setting of Lebesgue measure, classical results (see e.g [74], [6] and [52]) only
proved weak convergence. In [8, Chapter 7] Birman and Suslina obtained operator-
norm resolvent estimates for the solution of the Maxwell system in the form (3.16) in
the setting of whole space R3 with Lebesgue measure.
We provide an operator-norm convergence estimates for the problem (3.16) in the
setting of arbitrary Borel measures in Chapter 4. There, we adapt to the vectorial
system the method developed in Chapter 2 for the scalar elliptic problem, and we prove
a justification for the asymptotic expansion obtained in the present section with the
classical method (see Theorem 4.4.2 and Corollary 4.4.3).
3.3.3 The formal expansion for the case f ε = 0
We consider now the case where external currents gε appear and the auxiliary function
f ε is null. The system of Maxwell equations we analyse in this case is{
curl vε + uε = 0,
A(·/ε) curluε − vε = A(·/ε)gε.
(3.44)
Here uε is the divergence-free magnetic field (which coincides with the magnetic induc-
tion in this setting) and vε is the divergence-free electric field. We consider the solution
uε(x) ∈ H1curl(Ω, dµε) with Ω ⊆ R3 of the problem
curlA(·/ε) curluε + uε = curlA(·/ε)gε, (3.45)
with Dirichelet boundary conditions, where gε(x) ∈ L2(R3, dµε) is a divergence-free
function and the matrix A is defined as above. The problem is understood in the sense
of integral identity∫
Ω
A curluε · curlφdµε +
∫
Ω
uε · φdµε =
∫
Ω
Agε · curlφdµε ∀φ ∈ C∞0 (Ω;C3).
Throughout the section we drop the superscription ε in gε for brevity. The aim is to
find an approximation for uε(x) that takes into account the rapid oscillations of the
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un(x, y) is Q-periodic in y ∈ Q. As before, we treat x ∈ Ω as the “slow” variable, and
y = xε as the “fast” one.
Plugging uε(x) in (3.45) and using the chain rule curl = curlx +ε
−1 curly we obtain
curlA curluε + uε(x)− curlAg(x)
= ε−2curlyA curly u0(x, y) (3.46)
+ ε−1
(




curlyA curly u2(x, y) + curlxA curly u1(x, y)
+ curlyA curlx u1(x, y) + curlxA curlx u0(x, y) + u0(x, y)− curlxAg(x)
)
+ o(ε) = 0,
and also
div uε(x) =ε−1 divy u0(x, y) + ε
0
(





divx u1(x, y) + divy u2(x, y)
)
+ ε2 divx u2(x, y) + o(ε
2) = 0.
As in the argument of Section 3.3.1 we use the fact that (3.46) and (3.47) hold if and
only if the terms of the same order in ε vanish.
3.3.4 Construction of the homogenised equation for the case f ε = 0
The construction of the homogenised equation starts from the analysis of the term of
power ε−2 in (3.46). In fact, we have
curlyA curly u0(x, y) = 0,
hence curly u0(x, y) = 0. From the term of order ε
−1 in (3.47) we have that divy u0(x, y) =
0, so u0(x, y) = u0(x).
The ε−1 term of equation (3.46) is
curlyA curly u1(x, y) = −curlyA curlx u0(x) + curlyAg(x).
To check the solvability conditions for this last equation, we need to verify that
〈−curlyA(curlx u0(x) + g(x)), φ(x, y)〉 = 0 ∀φ(x, y) ∈ Vcurl,
where Vcurl is defined in (3.21). This request holds using the Definition 3.1.2 since
φ(x, y) ∈ Vcurl. We write u1(x, y) using the separation of variables. Indeed suppose
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u1(x, y) = N(y)b(x) where N(y) is a matrix valued functions in H
1
curl(Q, dµ) and b(x)
a vector in L2(Q, dµ;C3) we obtain
u1(x, y) = N(y)(curlx u0(x)− g(x)) + ũ1(x, y), (3.48)
where ũ1 ∈ Vcurl. The equation for N(y) follows from equation for u1(x, y). In fact, it is
easy to check that N(y) solves the ’cell problem’ (3.40), and ũ1 is defined as in (3.39).
Checking the solvability conditions for the equation of power ε0 in (3.46), we obtain
〈curlxA curly u1(x, y) + curlyA curlx u1(x, y) + curlxA curlx u0(x) (3.49)
+ u0(x)− curlxAg(x), φ(x, y)〉 = 0, ∀φ ∈ Vcurl.
Using (3.48) we have
〈curlxA curlyN(y)(curlx u0(x) + g(x)) + curlyA curlxN(y)(curlx u0(x) + g(x))
+ curlxA curlx u0(x) + u0(x)− curlxAg(x), φ〉
+ 〈curlxA curly ũ1 + curlyA curlx ũ1, φ〉 = 0, ∀φ ∈ Vcurl.
We note that 〈curlxA curly ũ1, φ〉 is null since ũ1 ∈ Vcurl. Furthermore we have that
〈curlyA curlx ũ1, φ〉 and 〈curlyA curlxN(y)(curlx u0(x)+g(x)), φ〉 are null since φ ∈ Vcurl.
So we have that (3.49) is equivalent to
〈curlxA(curlyN(y) + I) curlx u0(x) + u0(x), φ〉 = 〈curlxA(curlyN(y) + I)g(x), φ〉,
that is ∫
Q







A(N(y) + I)g(x)φdµ ∀φ ∈ Vcurl.
Therefore we obtain the homogenised equation
curlxA
hom curlx u0(x) + u0(x) = curlxA
homg(x). (3.50)
Here the coefficientAhom =
∫
QA(y)(curlyN(y)+I)dµ is the homogenised matrix already
introduced in equation (3.43).
In this section we have addressed the formal construction of the homogenised equa-
tion for the problem (3.45). This process becomes rigorous once one establishes any
convergence between uε and u0. In the present section we do not deal with the issue of
convergence.
However, it is interesting to understand whether the two-scale expansion gives rea-
sonable convergence estimates. In this case, the result given by the formal asymptotic
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expansion is not operator-norm close to the solution of the problem (3.45), even in the
setting of Lebesgue measure. Birman and Suslina achieved such result in [10], where
they provided operator-norm resolvent estimates for the system of Maxwell equations in
the case of constant magnetic permeability and non-zero external current, in the setting
of Lebesgue measure. They proved that the limit term is not only the solution of the
formal homogenised system as in the formal approach. In fact, their analysis allows the
construction of a special corrector which depends on ε and enters in the leading order
term of the approximation.
In Chapter 5 we prove an operator-norm estimates for the non-magnetic Maxwell
system with non-zero external current, in the setting of arbitrary Borel measure (see
Theorem 5.3.1 and Corollary 5.3.6). In our approach as well we infer that the original
solution of (3.45) is not operator-norm close to the solution of the homogenised system
constructed with the formal method. However, differently from [10], the construction
of a corrector is obtained within the task of the derivation of a suitable Poincaré-type
inequality.
3.4 Asymptotic expansion for the general case
In this section we analyse the full Maxwell system where the relative magnetic per-
meability is an arbitrary matrix-valued function. The method of two-scale asymptotic
expansion has been applied to this problem by Guenneau in his work [34], in the setting
of Lebesgue measure. Here we formally construct the homogenised system in the setting
of singular periodic structures, but we do not tackle the issue of convergence.
The general Maxwell system written in terms of fields is:{
curluε −A−1(·/ε)vε = gε,
curl vε + Ã−1(·/ε)uε = f ε,
(3.51)
where f ε and gε are two divergence-free functions in L2(Ω, dµε;C3) for Ω ⊂ R3. Here uε
is the electric field and vε is the magnetic field. In order to construct the homogenised
system, without loss of generality, we analyse the case with non-zero external currents
(f ε = 0).
Setting f ε = 0 in (3.51), we obtain{
curluε −A−1(·/ε)vε = gε,
curl vε = −Ã−1(·/ε)uε.
(3.52)
The system (3.52) can be equivalently written in terms of the electric field vε ∈ H1curl(Ω, dµε)
as follows:
curl Ã curl vε +A−1vε = −gε, gε ∈ L2(Ω, dµε), div gε = 0. (3.53)
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Such problem is understood with the integral identity∫
Ω
Ã curl vε · curlφdµε+
∫
Ω
A−1vε ·φdµε = −
∫
Ω
gε ·φdµε, ∀(φ, curlφ) ∈ H1curl(Ω, dµε).
3.4.1 The formal expansion
In order to find an approximation for the solution pair (vε, uε) of the system (3.52), we




















where un(x, y), vn(x, y), n = 0, 1, 2, . . ., are Q periodic in y =
x
ε ∈ Q.
Plugging the expansion (3.54) for vε in (3.53), using the chain rule for the curl and
for the divergence, we obtain the following recursive systems for the electric field:
curl Ã curl vε(x) +A−1vε(x)
= ε−2 curly Ã curly v0(x, y) (3.55)
+ ε−1
(




curly Ã curly v2(x, y) + curlx Ã curly v1(x, y)
+ curly Ã curlx v1(x, y) + curlx Ã curlx v0(x, y) +A
−1v0(x, y) + g
ε
)
+ o(ε) = 0,
and
divA−1vε(x) =ε−1 divy v0(x, y) + ε
0(divx v0(x, y) + divy v1(x, y)) (3.56)
+ ε(divx v1(x, y) + divy v2(x, y)) + o(ε) = 0.
Note that (3.55) and (3.56) hold only if the terms of every order in ε vanish. Further-
more, plugging the expansions (3.54) into (3.52) we obtain the following equalities:
Ã(curlx v0(x, y) + curly v1(x, y)) = −u0(x, y), (3.57)
Ã(curlx v1(x, y) + curly v2(x, y)) = −u1(x, y). (3.58)
Equipped with the formal equations (3.55)-(3.58), we are ready to construct the ho-
mogenised system for (3.52).
3.4.2 Construction of the homogenised equation
To start our analysis, we immediately note that the term of power ε−2 of (3.55) im-
plies that curly v0(x, y) = 0. Furthermore from the first term of (3.56) we know that
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divA−1v0(x, y) = 0. Hence, we infer that
v0(x, y) = (∇yV (y) + I)v0(x), (3.59)
where V (y) ∈ H1#(Q, dµ) is the vector function solving the following “cell problem”:
divy A
−1(∇yV (y) + I) = 0,
∫
Q
V dµ = 0. (3.60)
Note that (∇yV )ij = Vj,i, i, j = 1, 2, 3 and v0(x) is a vector function constant in y.
To characterise u0(x, y) we start from the equation (3.57). Applying the curly on
both sides we have that
curly Ã(curlx v0(x, y) + curly v1(x, y)) = − curly u0(x, y).
But from the equation of power ε−1 of (3.55), and from the fact that curly v0(x, y) = 0,
we have that
curly Ã curly v1(x, y) + curly Ã curlx v0(x, y) = 0,
hence curly u0(x, y) = 0. Furthermore applying divy Ã
−1 to equation (3.57), one has
−divy Ã−1u0(x, y) = divy(curlx v0(x, y) + curly v1(x, y)),
which is null since divy curlx v0(x, y) = −divx curly v0(x, y) = 0. So we have that
u0(x, y) is curly-free and divy Ã
−1-free, and we can write it as
u0(x, y) = (∇yU(y) + I)u0(x), (3.61)
where the vector function U(y) ∈ H1#(Q, dµ) solves the following “cell problem”:
divy Ã
−1(∇yU(y) + I) = 0,
∫
Q
Udµ = 0. (3.62)
To construct the first equation of the homogenised system, we note that plugging (3.59)
and (3.61) in equation (3.57) we have
−Ã−1(∇yU(y) + I)u0(x) = curlx(∇yV (y) + I)v0(x) + curly v1(x, y).




Ã−1(∇yU(y) + I)u0(x) · φdµ =
∫
Q
(∇yV (y) + I)v0(x) · curlx φdµ, ∀φ ∈ Vcurl.
Noting that curlx∇y = − curly∇x, the
∫






Ã(∇yU(y) + I) dµ u0(x) = curlx v0(x), (3.63)
where the coefficient
∫
Q Ã(∇yU(y) + I) dµ is the inverse of the classical homogenised
matrix Ãhom already introduced in the equations (3.43) and (3.50) (see [19, Lemma
4.4]).
To construct the second equation of the homogenised system, we consider the solv-









A−1v0(x, y) · φdµ = 0 ∀φ ∈ Vcurl.
Using the equation (3.57) and the definitions (3.59) and (3.61), we can rewrite it as∫
Q
(∇yU(y) + I)u0(x) · curlx φdµ−
∫
Q




gε(x) · φdµ ∀φ ∈ Vcurl.
Notice that curlx∇y = − curly∇x, the expression
∫
Q∇yU(y)u0(x) · curlx φ vanishes








−1(∇yV (y) + I) dµ is the inverse of the classical homogenised
matrix Ahom defined in the equations (3.43) and (3.50) (see [19, Lemma 4.4]). The













In this section we have carried out the formal construction of the homogenised equa-
tions for the general Maxwell system. This process, however, cannot be substantiated
rigorously. In fact, the traditional approach of two-scale asymptotic expansion gives and
incorrect answer for the full Maxwell system, even in the case of the Lebesgue measure.
This result was obtained by Suslina in the works [58] and [60], where she presented
operator-norm resolvent estimates for the general Maxwell system (3.51) in the Lebesgue
measure setting. With her approach, Suslina constructed a special corrector depending
on ε, that enters the leading order term of the approximation.
In Chapter 6 we provide operator-norm resolvent estimates for the full Maxwell
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system (3.51) in the setting of arbitrary Borel measures. Such result is based on the
method developed in Chapter 5 for the non-magnetic Maxwell system with non-zero ex-
ternal currents. We show (see Theorem 6.2.3 and Corollary 6.2.5) that the homogenised
problem has a special structure depending both on ε and y ∈ Q, different to the one
provided by the formal argument.
In the present chapter, we approached the Maxwell system with a classical technique,
as anyone else would approach it, and we carried out the formal construction of the
homogenised system for different cases, in Sections 3.3.2, 3.3.4 and 3.4.2. The natural
question is is whether this classical method brings to norm-resolvent convergence. This
motivate us to think about new ways to representing the multiscale asymptotics in
a different perspective. Our method, introduced in Chapter 2 for the scalar elliptic
equation (1.7), allows us to provide a justification for the asymptotic result obtained
with the formal construction, in Theorem 2.2.3 and in Corollary 2.2.4. This tempts us
to try to prove the same kind of estimates for the system of Maxwell equations in the
three different cases described by (3.35), (3.44) and (3.51).
However, it turns out to be the right idea only for the case of the non-magnetic
Maxwell system with zero external currents (i.e. (3.35)). In fact, as was mentioned
at the end of Section 3.3.2, in Chapter 4 we achieve operator-norm estimate for the
difference between the solution of (3.35) and the solution of the homogenised problem
obtained with the standard formal two-scale asymptotic.
The situation is different for the case of the non-magnetic Maxwell system with non-
zero external currents (3.44), and for the full Maxwell system (3.51). In fact, as was
mentioned above and at the end of Section 3.3.4, the solutions of the suggested formal
homogenised equations are not operator-norm close to the solutions of the original
problems. In Chapters 5 and 6 we modify our method and we prove, (see Corollary
5.3.6 and Corollary 6.2.5), that the correct replacement of the standard formal limit
system, involves an ε-dependent pseudo-differential operator (see (5.34) and (6.16)),
which is in some sense, a singular perturbation of the formal homogenised equation




estimates for the non-magnetic
system of Maxwell equations: the
case of zero external current
Introduction
In the present chapter we prove operator-norm resolvent estimates for the system of
Maxwell equations with rapidly oscillating coefficients. This result is contained in the
work [20] by Cherednichenko and D’Onofrio. The operator-theoretic perspective on
partial differential equations with multiple scales has proved effective for obtaining sharp
convergence results for problems of periodic homogenisation, see e.g. [70], [32], [8], [26],
[65] for related developments in the “whole-space” setting, i.e. when the spatial domain
is invariant with respect to shifts by the elements of a periodic lattice in Rd, d ≥ 2.
The techniques developed in the above works have highlighted a variety of different new
ways to interpret the process homogenisation, e.g. via the singular-value decomposition
of operator resolvents or by extending the classical perturbation series to PDE families
dependent on an additional length-scale parameter. However, a common strand in
all of them is the idea that homogenisation corresponds is a “long-wave” asymptotic
regime, governed by the behaviour of the related differential operators near the bottom
of its spectrum. It seems natural to enquire whether this rationale can be extended
to arbitrary periodic (Borel) measures, providing useful order-sharp approximations for
periodic “structures”.
In Chapter 2 (see [22]) we addressed the above question for the case of a scalar
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elliptic problem
−∇ ·A(·/ε)∇u+ u = f, f ∈ L2(Rd, dµε), ε > 0,
where the ε-periodic measure µε is obtained by scaling from a given 1-periodic measure
µ1, and the matrix-function A is uniformly positive definite. As a starting point of our
approach, we considered the PDE family obtained from (4) by the Floquet transform
(see [26], [77]), in some sense replacing the macroscopic variable by an additional param-
eter θ (“quasimomentum” ), akin to the Fourier dual variable for PDE with constant
coefficients. The strategy for the analysis of the family obtained was to use an asymp-
totic approximation for the solution in powers of ε, carefully analyse the homogenisation
corrector as a function of ε and θ, and obtain an estimate for the remainder that is uni-
form with respect to θ. The key technical tool for the proof of remainder estimates was
a Poincaré-type inequality in an appropriate Sobolev space of quasiperiodic functions,
conditioned by the fact that we deal with an arbitrary measure. Equipped with this new
machinery, in the present chapter we set out to tackle a vector problem, in particular the
system of Maxwell equations, which is of interest in applications to electromagnetism.
Consider a Q-periodic Borel measure µ in R3, where Q = [0, 1)3, such that µ(Q) = 1.
For each ε > 0 we define the “ε-scaling” of µ, i.e. the ε-periodic measure µε given by
µε(B) = ε3µ(ε−1B) for all Borel sets B ⊂ R3, so that µ1 ≡ µ. Henceforth, we denote by
L2(R3, dµε) the space of vector functions with values in C3 that are square integrable
in R3 with respect to the measure µε.
We aim at analysing the long-scale properties of periodic structures described by
the measures µε, in the context of the system of equations of electromagnetism. More
precisely, in what follows we analyse the asymptotic behaviour, as ε→ 0, of the solutions





+ uε = f ε, fε ∈ L2(R3, dµε), (4.1)
where A is a real-valued µ-measurable matrix function, assumed to be Q-periodic, sym-
metric, bounded and uniformly positive definite. The right-hand sides f ε are assumed
to be divergence-free, in the sense that∫
R3
f ε · ∇φdµε = 0 ∀φ ∈ C∞0 (R3). (4.2)
Henceforth, all function spaces are defined over the field C of complex numbers.
Equation (4.1) is the resolvent form of the Maxwell system of equations of electro-
magnetism in the absence of external currents, see [35], [17], where uε represents the
divergence-free magnetic field Hε, the matrix A is the inverse of the relative dielectric
permittivity, and the relative magnetic permeability is set to unity. The right-hand sides
f ε play an auxiliary rôle: they do not appear in the original Maxwell system but are
introduced in this work for purposes of the resolvent analysis of the “reduced” Maxwell
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operator on the left-hand side of (4.1).
Our goal is to derive order-sharp operator-norm estimates for the difference between
uε and the solution uεhom of the homogenised equation
curl(Ahom curluεhom) + u
ε
hom = f
ε, fε ∈ L2(R3, dµε), divf ε = 0, (4.3)
where Ahom is a constant matrix representing the effective, or “homogenised”, properties
of the medium. In other words, we aim at finding a matrix Ahom for which there exists
C > 0, independent of ε and f ε, such that∥∥uε − uεhom∥∥L2(R3,dµε) ≤ Cε‖f ε‖L2(R3,dµε) ∀ε ∈ (0, 1]. (4.4)
Clearly, a matrix Ahom with this property is unique. A similar result is obtained in [8,
Chapter 7.3] for the case when µ is the Lebesgue measure, using perturbation analysis of
the operators in (4.1) near the bottom of the spectrum. Our approach here is based on
the asymptotic expansions for solutions to weak formulations, rather than the analysis
of spectral properties.
Denote by C∞0 (R3) the set of infinitely smooth complex-valued vector functions with
compact support in R3. The solutions of (4.1) are understood as pairs (uε, curluε) in
the space H1curl(R3, dµε) defined as the closure of the set of pairs{
(φ, curlφ), φ ∈ C∞0 (R3)
}
in the direct sum L2(R3, dµε) ⊕ L2(R3, dµε). We say that (uε, curluε) is a solution to
(4.1) if ∫
R3
A(·/ε) curluε · curlφdµε +
∫
R3
uε · φdµε =
∫
R3
f ε · φdµε (4.5)
∀(φ, curlφ) ∈ H1curl(R3, dµε).
Note that for each ε > 0 the left-hand side of (4.5) defines an equivalent inner product
on H1curl(R3, dµε). The right-hand side is a linear bounded functional on H1curl(R3, dµε).
The existence and uniqueness of uε satisfying the integral identity (4.5) is a consequence
of the classical Riesz representation theorem for linear functional in a Hilbert space.
In what follows we study the resolvent of the operator Aε with domain
dom(Aε) =
{
u ∈ L2(R3, dµε) : ∃ curlu ∈ L2(R3, dµε) such that∫
R3
A(·/ε) curlu · curlφdµε +
∫
R3









defined by the formula Aεu = f−u, where f ∈ L2(R3, dµε), divf = 0, and u ∈ dom(Aε)
are linked 1 as in (4.6). Notice that, in general, for a given u ∈ L2(R3, dµε) there may
be more than one element (u, curlu) ∈ H1curl(R3, dµε). However, for each u ∈ dom(Aε)
there exists exactly one curlu such that (4.6) holds, which is a consequence of the
uniqueness of solution to the integral identity (4.5).
Clearly, the operator Aε is symmetric. Furthermore, similarly to Chapter 2 we infer
that dom(Aε) is dense in {u ∈ L2(R3, dµε) : div u = 0}. Indeed, by the definition of
dom(Aε), if f ∈ L2(R3, dµε), divf = 0 and u, v ∈ dom(Aε) are such that Aεu + u = f






This identity entails that if f is orthogonal to dom(Aε), then u = 0 and so f = 0. It
follows from the definition of Aε that its defect numbers are zero, hence it is self-adjoint.
Analogously, we define the operator Ahom associated with the problem (4.3), so that
(4.3) holds if and only if uεhom = (Ahom + I)−1f ε.
All integrals and differential operators below, unless indicated otherwise, are under-
stood appropriately with respect to the measure µ. Throughout the chapter we use the
notation eκ for the exponent exp(iκ · y), y ∈ Q, κ ∈ [−π, π)3, and a similar notation
eθ for the exponent exp(iθ · x), x ∈ R3, θ ∈ ε−1[−π, π)3. We denote by C∞# the set of
Q-periodic functions in C∞(R3), and curlφ, curl(eκφ) curl(eεθφ) are the classical curls
of smooth functions φ, eκφ, eεθφ.
4.1 Sobolev spaces of quasiperiodic functions
In this section we recall the definition of the space of quasiperiodic functions with respect
an arbitrary Borel measure µ.
Definition 4.1.1. For each κ ∈ [−π, π)3 =: Q′, the space H1curl,κ(Q, dµ) is defined as the
closure of the set of pairs {(eκφ, curl(eκφ)) : φ ∈ [C∞# ]3} with respect the standard norm
in L2(Q, dµ) ⊕ L2(Q, dµ). For (u, v) ∈ H1curl,κ we denote by curlu the second element
v in the pair. We will use the notation H1curl(Q, dµ) = H
1




Note that there may be different elements in H1curl,κ with the same first component.
Indeed for any pair (u, v) ∈ H1curl,κ and a vector function w obtained as the limit in
L2(Q, dµ) of curl(eκφn) for a sequence φn ∈ C∞# converging to zero in L2(Q, dµ), the




curl,0 are related by a
one-to-one map. Indeed, for any element (u, v) ∈ H1curl,κ the couple (eκu, eκ(v− iκ×u))
1It is not difficult to show that for each u ∈ dom(Aε) there exists only one f with the property
described in (4.6).
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is in H1curl, which follows from
curlφn = curl(eκeκφn) = eκ curl(eκφn)− iκ× φn,
for all sequences {φn} such that eκφn → eκu, curl(eκφn) → curl(eκu). Conversely, for
all (ũ, ṽ) ∈ H1curl one has ṽ = eκ(v − iκ× u) for some (u, v) ∈ H1curl,κ.
We say that F ∈ L2(Q, dµ) is divergence-free, or solenoidal, and write eκdiv(eκF ) =
0, if ∫
Q
eκF · ∇(eκφ) dµ = 0 ∀φ ∈ C∞# . (4.7)
Now suppose that A is a µ-measurable bounded, symmetric, pointwise positive real-
valued matrix function such that A−1 is µ-essentially bounded. For each κ ∈ Q′ we
analyse the operator Aκ with domain
dom(Aκ) =
{
u ∈ L2(Q, dµ) : ∃ curl(eκu) ∈ L2(Q, dµ) such that∫
Q
A curl(eκu) · curl(eκφ) dµ+
∫
Q
u · φdµ =
∫
Q









defined by the formula Aκu = F − u where F ∈ L2(Q, dµ) and u ∈ dom(Aκ) are linked
as in (4.8). By an argument similar to the case of Aε, the domain dom(Aκ) is dense in
{u ∈ L2(Q, dµ) : eκ div(eκu) = 0}, and Aκ is a self-adjoint operator.
We assume throughout the chapter that the measure µ is such that if for u ∈
H1curl(R3, dµ) we have curlu = 0, then u = ∇ψ + a for some ψ ∈ H1(R3, dµ) and
a ∈ C3. Here the space H1(R3, dµ) is defined, similarly to the space H1curl(Q, dµ), as
the closure of the set of pairs {(φ,∇φ) : φ ∈ C∞# } with respect the standard norm in
L2(Q, dµ)⊕[L2(Q, dµ)]3. Note that the class of measures µ for which the above condition
holds includes [29, p. 219] the Lebesgue measure in R3 as well as its restriction to the
complement of any Q-periodic set (“perforations”) with smooth boundary such that the
distance for an individual connected component to the boundary of Q is positive.2
4.1.1 Floquet transform
In this section we define, as for the scalar case in Chapter 2, a representation for functions
in L2(R3, dµε) introduced in [31]. In the paper [77], properties of the Gelfand transform
with respect to the arbitrary periodic Borel measure µ have been studied and their
applications to spectral analysis of elliptic PDEs have been discussed. Here we describe
its “Floquet” version, which we then use for the asymptotic analysis of our main equation
2In [71] such periodic sets are referred to as “disperse”.
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(4.1) as ε→ 0. The transform we use is unitary equivalent to Gelfand transform, where
the unitary transformation is simply by a multiplication by the function eθ, whose L
2
norm is unity.








u(z + εn) exp(−iεn · θ), z ∈ εQ, θ ∈ ε−1Q′.
The mapping Fε preserves the norm and can be extended to an isometry
Fε : L2(R3, dµε) −→ L2(ε−1Q′ × εQ, dθ × dµε),
which we also refer to as ε-Floquet transform. By following an argument similar to that
given in Section 2.1.1, the mapping Fε is shown to be unitary for all ε > 0 and the







g(θ, z) dθ, z ∈ Rd, g ∈ L2(ε−1Q′ × εQ, dθ × dµε).
To obtain the version of the Floquet transform that we use in what follows, we combine
the ε-Floquet transform with the unitary scaling transform Tε defined by
Tεh(θ, y) := ε3/2h(θ, εy), θ ∈ ε−1Q′, y ∈ Q, ∀h ∈ L2(ε−1Q′ × εQ, dθ × dµε),
(T −1ε h)(θ, z) = ε−3/2h(θ, z/ε), θ ∈ ε−1Q′, z ∈ εQ, ∀h ∈ L2(ε−1Q′ ×Q, dθ × dµ).
Proposition 4.1.3. For each ε > 0 we have the following unitary equivalence between
the operator Aε and the direct integral of the family Aεθ, θ ∈ ε−1Q′ :




−2Aεθ + I)−1eεθ dθ
)
TεFε,
where εθ = κ.
Sketch of the proof. The argument is similar to that given in [26] and in Chapter 2 for
the scalar case. We consider the solution (uε, curluε) ∈ H1curl of the problem (4.1) with
f ∈ C∞0 (R3). We then introduce the “periodic amplitude” of its Floquet transform






uε(εy + εn) exp
(
−i(εy + εn) · θ
)
, y ∈ Q. (4.9)
By approximating uεθ with smooth functions, it is straightforward to see that if, for each
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where F := eεθTεFεf . It is verified directly that F is solenoidal, cf. (4.7). By the
density of f ∈ C∞0 (R3) in L2(R3, dµε), we obtain the claim.








+ uεθ = F ε > 0, θ ∈ ε−1Q′, (4.11)
for all solenoidal F ∈ L2(Q, dµ). The problem (4.11) is understood in the sense of the
identity (4.10). We will show that uεθ is ε-close with respect to the norm of L
2(Q, dµ),
uniformly in θ ∈ ε−1Q′ to the constant vector cθ solving the “homogenised” equation
related to (4.11):
θ ×Ahom(θ × cθ) + cθ =
∫
Q
Fdµ, θ ∈ ε−1Q′. (4.12)




F dµ = 0,
and therefore θ · cθ = 0. This fact will be used in our proof of the convergence estimate.
4.2 Helmholtz decomposition
In the asymptotic analysis of systems of Maxwell equations, the Helmholtz, or Hodge,
decomposition [17, Chapter 2], [29, Chapter 9], [49, Section 3.7] for square-integrable
functions proves useful. It provides a convenient geometric interpretation of the de-
generacy in the problem, namely the fact that the differential expression vanishes on
the infinite-dimensional space of gradients of H2 functions, which suggests represent-
ing the relevant L2 space as an orthogonal sum of curl-free functions with zero mean,
divergence-free functions with zero mean and constants. In the present work we require
a special version of such a decomposition, which takes into account the quasiperiodicity
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of the functions involved and also incorporates a class of periodic Borel measures for
the underlying L2 space.
Before formulating the next proposition, we recall that, similarly to the construction
of Section 4.1, the notions of a gradient of a quasiperiodic L2 function with respect to
the measure µ and the associated Sobolev space H1κ(Q, dµ) can be defined as in Chapter
2.
Proposition 4.2.1. Suppose that u ∈ H1#(Q, dµ). The problem
eκ4(eκΦu) = eκ div(eκu), (4.13)
understood in the sense that∫
Q
∇(eκΦu) · ∇(eκφ) dµ =
∫
Q
eκu · ∇(eκφ) dµ ∀φ ∈ C∞#,0, (4.14)
has a unique scalar solution Φu ∈ H1#,0. Here C∞#,0 is the set of infinitely smooth Q-
periodic functions with zero mean over Q, and H1#,0 is the set of Q-periodic functions
in H1loc(R3, dµ) that have zero mean over Q.
Proof. Considering the sesquilinear form on the left hand side of (4.14), the existence
and uniqueness of solution Φu follows from the Lax-Millgram theorem. Indeed, the
continuity of the form is obtained by setting ∇(eκu) = eκ(iκu + ∇u) for all scalar
functions u ∈ H1#. The coercivity is a consequence of the Poincaré-type inequality
(2.11) proved in Chapter 2 for the scalar setting.





















The uniqueness part of Proposition 4.2.1 implies that there is a unique function Φu (and
hence ũ) such that (4.15) holds.
Summarising the above result, the space of periodic L2 functions can be written
as the orthogonal sum of curlκ-free functions of the form eκ∇(eκΦu), and divκ-free
functions, cf. (4.7).
In what follows we make the following assumption about the measure µ.
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Assumption 4.2.2. There exists CP > 0 such that for all κ ∈ Q′ and (eκu, curl(eκu)) ∈










Remark 4.2.3. For each fixed (eκu, curl(eκu)) ∈ H1curl,κ, denote
u := u− eκ∇(eκΦu),
and notice that curl(eκu) is one of the κ-curls of the function u thus defined, since zero
is one of the κ-curls of the vector-function eκ∇(eκΦu). Then one has eκdiv (eκu) = 0,







In Section 4.3 we show that the following periodic measures satisfy the Poincaré
inequality (4.18) (and, equivalently, (4.19)):
(a) Consider a finite set {Pj}Nj=1 of planes each of which is orthogonal to one of the
coordinate axes and such that (∪Nj=1Pj) ∩ Q is non-empty and connected. Define the




|Pj ∩B|2 for all Borel B ⊂ Q,
where | · |2 represents the 2-dimensional Lebesgue measure, i.e. |Pj ∩B|2 is the area of
Pj ∩ B. In other words, µ is the two-dimensional Hausdorff measure on (∪Nj=1Pj) ∩Q,
normalised by N =
∑
j |Pj ∩Q|2.
(b) The suitably normalised two-dimensional Hausdorff measure on the intersection
with Q of a rigid rotation in R3 of the union ∪Nj=1Pj described in a.
(c) The suitably normalised two-dimensional Hausdorff measure on a finite union of
sets from the class described in b, under the condition that the union is connected.
(d) The (three-dimensional) Lebesgue measure on Q.
(e) Consider a finite set {µj}Mj=1 of measures satisfying any of the conditions a, b, d,
such that the union of the supports Sj := supp(µj), j = 1, . . . ,M, is connected. Define





for all Borel B ⊂ Q.
(Note that c is a particular case of e.)
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4.3 Discussion of the validity of (4.18) for some singular
measures
Here we show that Assumption 4.2.2 holds for the measures from the class (a) described
at the end of Section 4.2, and hence for the classes (b), (c). The validity of Assumption
4.2.2 for the Lebesgue measure (example (d)) is shown easily via an argument based on
the Fourier series, see e.g. [27].
Consider a finite set {Pj}Nj=1 of (two-dimensional) planes in R3, such that each plane




|Pj ∩B|j for all Borel B ⊂ Q, (4.20)
where | · |j represents the 2-dimensional Lebesgue measure. In what follows, we will use
the assumption that (∪Nj=1Pj) ∩Q is non-empty and connected. For each j = 1, . . . , N,
we also consider the measure µj defined by
µj(B) := |Pj ∩B|j for all Borel B ⊂ Q,
so that µ =
∑N
j=1 µj , see (4.20).
4.3.1 Curls of zero for a measure supported by a plane
In this section we fix j ∈ {1, . . . N}. In line with Definition 4.1.1, we say that v ∈









∣∣curl(eκφn)− v∣∣2dµj n→∞−→ 0. (4.21)
Without loss of generality, we can assume in what follows that the plane Pj passes
through zero and is orthogonal to the x3 direction.
Proposition 4.3.1. For each κ ∈ Q′, the set of κ-curls of zero with respect to the
measure µj coincides with
L2s (Q, dµj)⊕ L2s (Q, dµj)⊕ {0},
where (see Section 4.2) L2s (Q, dµj) is the space of C-valued functions on Q that are
square integrable with respect to the measure µj .
Proof. For given functions ξ1, ξ2 ∈ L2s (Q, dµj), consider sequences of smooth Q-periodic
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j (x1, x2), n ∈ N
}





n→∞−→ ξj in L2s (Q, dµj), j = 1, 2.
Suppose also that functions α = α(x3), β = β(x3) of the single variable x3 are infinitely









 , x = (x1, x2, x3) ∈ Q, n ∈ N. (4.22)
Then {φn} ⊂ [C∞#
]3
and by a direct calculation one has, for all n ∈ N,

















where ∂j is the operator of differentiation with respect to the variable xj , j = 1, 2. Due
of the assumptions on α, β, one has∫
Q
|φn|2dµj = 0 ∀n, (4.23)
and
eκ curl(eκφn)
n→∞−→ (ξ1, ξ2, 0)> in L2(Q, dµj).
It follows that L2s (Q, dµj)⊕ L2s (Q, dµj)⊕ {0} is contained in the set of curls of zero.
On the other hand, any vector of the form
(0, 0, ξ3)
>, ξ3 ∈ L2s (Q, dµj),




3 (x1, x2) of
infinitely smooth x3-independent functions converging to ξ3 in L
2
s (Q, dµj) and any se-
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one has (due to the fact that the integration by parts is carried out with respect to the























It follows from (4.24) that if curl(eκφ
(n)) → v as n → ∞, then ξ3 is orthogonal to v3
in L2s (Q, dµj), and therefore (0, 0, ξ3)
> is orthogonal to v in L2(Q, dµj). Therefore, the
set of κ-curls of zero is contained in L2s (Q, dµj)⊕ L2s (Q, dµj)⊕ {0}. This concludes the
proof of the claim that these two sets coincide.
4.3.2 Approximation in H1curl,κ(Q, dµ) by smooth functions
He we prove the following auxiliary statement, which will allow us to establish (4.19)
by first showing that it holds for infinitely smooth functions.
Lemma 4.3.2. Suppose that (u, v) ∈ H1curl,κ(Q, dµ), where the function u is solenoidal
(see Section 4.1)
eκdiv(eκu) = 0,
and curl(eκu) is pointwise orthogonal to the support of measure µ. Then there exists a
sequence {φn} ⊂ [C∞# ]3 such that(
eκφn, curl(eκφn)
) n→∞−→ (u, v) in L2(Q, dµ)⊕ L2(Q, dµ) (4.25)
and the following two properties hold:
eκdiv(eκφn) = 0 (4.26)
in the sense of (4.7) with F = φn, and the vector curl(eκφn) is pointwise orthogonal to
supp(µ) (excluding the lines of intersection of the planes Pj , j = 1, . . . , N.)
Proof. According to Definition 4.1.1, there exists a sequence {φ̃n, n ∈ N} ⊂ [C∞# ]3
approximating (u, v) in the sense that (4.25) holds with φn replaced by φ̃n, however one
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does not necessarily have eκdiv(eκφ̃n) = 0. In order to “correct” the sequence {φ̃n}, for






understood in the weak sense with respect to the measure µ :∫
Q
∇wn · ∇ϕdµ = −
∫
Q
eκφ̃n · ∇ϕdµ ∀ϕ ∈ C∞# . (4.28)
The problem (4.28) has a unique solution (wn,∇wn) ∈ H1#, which has the property that
∇wn is orthogonal to all gradients of zero [71] with respect to the measure µ : indeed,







j→∞−→ 0 v ∈ L2(Q, dµ),
and passing in the obtained identity to the limit as j →∞ yields∫
Q
∇wn · v dµ = 0,
as claimed. Following an argument similar to that given in [71, Section 3.1], see also [72,
Section 4], it is shown that the set of gradients of zero is a closed subspace of L2(Q, dµ)
consisting of vector functions that, when restricted to the plane Pj , j = 1, . . . , N, are
pointwise orthogonal to it. Furthermore, it is straightforward to show that for each n the
function wn is infinitely smooth on Q∩Pj , e.g. by deducing the decay properties of the
coefficients of its Fourier series with respect to x1, x2 in terms of the decay properties,
as n→∞, of the Fourier coefficients of φ̃n.
For each n ∈ N, we consider an infinitely smooth function w̃n on Q that for each
j ∈ {1, . . . , N} coincides with wn on Q ∩ Pj and has zero gradient in the variables
orthogonal to Pj . (Such a smooth extension from (∪Nj=1Pj) ∩ Q to Q can be obtained
in a standard way by an appropriate partition of unity on Q, carrying out standard
extensions in corner, edge, and face regions, and using appropriate mollifiers.) Clearly,





= curl (∇w̃n) = curl (∇wn) = 0. (4.29)
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Furthermore, writing (4.28) in the form (where we take advantage of u being solenoidal)∫
Q
∇wn · ∇ϕdµ =
∫
Q
eκ(u− φ̃n) · ∇ϕdµ ∀ϕ ∈ C∞# ,
setting ϕ = wn, and using the fact that the right-hand side of the result goes to zero as






Combining this observation with (4.29) and (4.27), we conclude that the functions
φ̂n := φ̃n + eκ∇w̃n, n ∈ N,
are smooth and have the convergence properties∫
Q
∣∣φ̂n − u∣∣2dµ n→∞−→ 0, ∫
Q
∣∣curl(eκφ̂n)− v∣∣2dµ n→∞−→ 0,
and eκφ̂n is solenoidal for each n ∈ N, as required in (4.25), (4.26).
In order to fulfil the second property claimed in the lemma, we construct a further
“correction” to the sequence {φ̃n}, which does not affect the properties (4.25), (4.26).
For each j ∈ {1, . . . N}, consider the rotation Rj in R3 such that the plane RjPj passes
through zero and is orthogonal to the x3 direction. To simplify the notation, we fix j
and assume, as in Section 4.3.1, that Rj = I.
Under the above convention, notice that the projection of curl(eκφ̂n) onto the plane
Pj , restricted to the set Pj ∩Q (i.e. the support of µj) is a smooth function
ψn = eκ
(
(ψn)1(x1, x2), (ψn)2(x1, x2), 0
)>
, (x1, x2) ∈ [0, 1)2.
where, using the notation φ̂n = ((φ̂n)1, (φ̂n)2, (φ̂n)3),
(ψn)1 =
(

















 , x = (x1, x2, x3) ∈ Q, n ∈ N,
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where the functions α = α(x3), β = β(x3) of the single variable x3 are infinitely smooth
and 1-periodic, and that their Taylor expansions at zero have the form x3 + O(x
2
3).
Similarly to the argument (4.29), we notice that curl(eκψ̂n) = ψn, now viewed as a
function on the whole of Q. Furthermore, the vector ψ̂n is trivially solenoidal, as the
vector ψ̂n vanishes on Pj ∩Q, and curl(eκψ̂n) → 0 in L2(Q, dµ) as n → ∞, due to the
assumption of pointwise orthogonality of curl(eκu) to Pj ∩Q.
The above construction is repeated for each j ∈ {1, . . . , N}, now taking into ac-
count that it will be preceded by the rotation Rj . Relabel by ψ̂
(j)
n the elements of the
constructed sequence ψ̂. As a result, the sequence





n , n ∈ N
satisfies all the required conditions.
4.3.3 Poincaré-type inequality







for the measure defined by (4.20).
Notice that in the inequality (4.31) we can assume, without loss of generality, that
the vector curl(eκu) is orthogonal to Pj at almost every point of Pj ∩ Q. Indeed, one
can write
curl(eκu) = w1 + w2,
where w2 is the projection of curl(eκu) onto the subspace of L
2(Q, dµ) consisting of
κ-curls of zero, w1 is another value of the κ-curl of u, so that w1 and w2 are orthogonal
in the sense of L2(Q, dµ). As we showed in Section 4.3.1, in the case of the measure µj
κ-curls of zero are parallel to Pj at each point, so w1 is pointwise parallel to Pj and w2
is pointwise orthogonal to Pj . In what follows we can therefore assume that curl(eκu)
is orthogonal to Pj . This will allow us, in particular, to use Lemma 4.3.2.
We first prove an auxiliary proposition reflecting the vectorial nature of the inequal-
ity (4.31), due to the presence of the operator curl and then combine it with the “scalar”
Poincaré inequality applied to each component of the vector u.
Having proved (4.19) with the measure µ replaced by µj , we will then show that it
holds for µ as well (possibly with a larger constant CP), using the assumption that the
the set
(∪Nj=1Pj) ∩Q = ∪Nj=1(Pj ∩Q)
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is connected.
The norm of the transversal curl is the norm of the tangential gradient
Here we fix j ∈ {1, . . . , N} and, as in Section 4.3.1, assume that the plane Pj passes
through zero and is orthogonal to the x3 direction. For κ ∈ Q′ and a function φ ∈ [C∞# ]3,
we denote by ∇̃(eκφ) the pointwise orthogonal projection of the∇(eκφ) onto the (x1, x2)-
plane.
Proposition 4.3.3. Suppose that a vector function φ ∈ [C∞# ]3 is solenoidal, i.e. (cf.
(4.26))
eκdiv(eκφ) = 0 (4.32)
and that the vector curl(eκφ) is pointwise parallel to x3 at each point of Pj ∩Q. Then,
for all κ ∈ Q′, one has
∥∥∇̃(eκφ)∥∥2L2(Q,dµj) = ∥∥curl(eκφ)∥∥2L2(Q,dµj), (4.33)











cl × (κ+ 2πl)
)
, x ∈ Q,
where the series converges in the norm of L2(Q), with respect to the Lebesgue measure
on Q. Since curl(eκφ) is pointwise orthogonal to Pj , it follows that for each l ∈ Z3 the
vector cl × (κ+ 2πl) is orthogonal to Pj , i.e. it is parallel to the x3 direction.
For each x ∈ Q, we denote (x1, x2) =: x̃. and, similarly, for each value κ ∈ Q′ of
the quasimomentum, we denote κ̃ := (κ1, κ2). Finally, for each “multi-index” l ∈ Z3, we
consider the “sub-index” l̃ := (l1, l2) ∈ Z2. We write finite truncations of (4.34) in the













2πi(l̃, l3) · (x̃, x3)
)
, x ∈ Q.
(4.35)
In the remainder of this section, for brevity, we omit the summation ranges for l̃, l3,
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In order to manipulate the above expression into a convenient form, we notice two
properties of the Fourier series for φ, due to the assumptions that it is solenoidal (see
(4.32)) and that its κ-curl is orthogonal to Pj (i.e. parallel to the x3-direction). In


























· (κ̃+ 2πl̃, κ3 + 2πm3) ∀ l̃ ∈ Z2, m3 ∈ Z,
(4.38)





, x ∈ Q, l̃ ∈ Z2, m3 ∈ Z,
as the test function for (4.32).








c(p̃,l3) × (κ̃+ 2πp̃, κ3 + 2πl3)
)









κ̃+ 2πl̃, κ3 + 2πl3
))
· a ∀ l̃ ∈ Z2, a ∈ (0, 1)2.
(4.39)
3Recall that by a · b we denote the sesquilinear inner product of a, b ∈ C3.
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(κ̃+ 2πl̃) · (κ̃+ 2πl̃)
}
.





× (κ̃+ 2πl̃, κ3 + 2πl3)
)
is orthogonal to the (x1, x2)-plane and hence parallel to the vector (0, κ3 + 2πm3), and






















































∥∥∇̃(eκφ)∥∥2L2(Q,dµj) = ∥∥∇(eκφ)∥∥2L2(Q,dµj) − ∥∥∂3(eκφ)∥∥2L2(Q,dµj) = ∥∥curl(eκφ)∥∥2L2(Q,dµj),
as required.
“Scalar” Poincaré inequality for a single plane
We continue working with a fixed j ∈ {1, . . . , N} and assume, without loss of generality,
that the plane Pj passes through zero and is orthogonal to the x3-direction. For a
function φ ∈ C∞# , we denote by ∇̃φ(x) ∈ R2, x ∈ Q, the (pointwise) projection of its














, x̃ ∈ [0, 1)2, c
l̃
∈ C, l̃ ∈ Z2 \ {0},




























































∣∣∣∣2dµj ≤ π−2∥∥∇̃(eκφ)∥∥2L2(Q,dµj), (4.40)
where ∇̃(eκφ) is the “tangential” gradient introduced above. If the function φ is constant
on Pj ∩Q, the inequality (4.40) is satisfied trivially. Note also that an inequality of the
same for as (4.40) has thus been established for vector functions φ ∈ [C#]3, by applying
it component-wise and adding the inequalities obtained for the individual components.
Below we discuss the vector case, for which the Poincaré inequality for any of the
measures µj , j = 1, . . . , N, looks the same as (4.40), where φ is now a smooth vector
function.
Connectivity argument
For the measure µ =
∑N
j=1 µj and φ ∈ [C∞# ]3, we denote by ∇̃(eκφ) the (component-
wise) tangential gradient of φ at points of supp(µ), i.e. the orthogonal projection of
∇(eκφ) onto supp(µ).
Suppose that for j, k ∈ {1, . . . , N} the planes Pj and Pk intersect and fix a point
αjk ∈ Pj ∩ Pk ∩ Q. For any κ ∈ Q′, any function φ ∈ [C∞# ]3, and all x ∈ Pj ∩ Q,






αjk + t(x− αjk)
)






αjk + t(y − αjk)
)
dt · (y − αjk).
(4.41)
Multiplying both sides of (4.41) by eκ(y)
−1 = eκ(−y) and integrating over y ∈ Q with
















∀x ∈ Pj ∩Q.
(4.42)
Furthermore, multiplying both sides of (4.42) by eκ(x)
−1 and integrating over x ∈ Q

















Next, notice that since (∪Nj=1Pj) ∩ Q is connected by assumption, for each pair of
planes in the union there is a “path” from one plane to the other involving at most
N planes, such that any “adjacent” planes in the path intersect. It follows that for all






∣∣∣∣ ≤ √2N∥∥∇̃(eκφ)∥∥L2(Q,dµ). (4.43)










































































































Combining the above bound and the result of Proposition 4.3.3 applied for each j =












which we note depends on N only.
According to the result of Section 4.3.2, the pair (u, curl(eκu)) is approximated by
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functions φn ∈ [C∞# ]3 satisfying the conditions of Proposition 4.3.3, i.e. such that∫
Q
eκφn · ∇(eκψ) dµ = 0 ∀ψ ∈ C∞#
and curl(eκφn) is pointwise orthogonal to supp(µ), where the approximation is under-
stood in the sense that (cf. (4.25))(
eκφn, curl(eκφn)
) n→∞−→ (u, curl(eκu)) in L2(Q, dµ)⊕ L2(Q, dµ).
Writing the bound (4.44) with φ = φn, where {φn} ⊂ [C∞# ]3 is the approximating
sequence for u as described above, and passing to the limit as n → ∞ yields the
inequality (4.19) with the constant CP given by (4.45).
4.4 Asymptotic approximation of uεθ
In order to write an asymptotic expansion for the solution uεθ of (4.11), we consider the
“cell problem” (cf. [27])
curl(A curl Ñ) = − curlA, div Ñ = 0,
∫
Q
Ñdµ = 0, (4.46)
where (curl Ñ)ij = εistNtj,s and (divN)i = Nsi,s for i, j, s, t ∈ {1, 2, 3} following the
Levi-Civita notation. The first equation is understood in the sense of the integral
identity ∫
Q
A curl Ñ · curlφdµ = −
∫
Q
A curlφdµ ∀φ ∈ C∞# . (4.47)
Proposition 4.4.1. There exists a unique matrix function Ñ with columns in H1curl(Q, dµ),
solution to (4.46).
Proof. It follows from the inequality (4.18) with κ = 0 that the skew-symmetric sesquilin-
ear form∫
Q
A curlu · curl v dµ, u, v ∈ H1curl(Q, dµ) ∩
{






is coercive. Noting also that it is also clearly continuous, the claim follows by the Riesz
representation theorem.
Theorem 4.4.2. Suppose a measure µ such that the Poincaré-type inequality (4.18)
holds. Furthermore, assume a real-valued matrix function A that is Q-periodic, symmet-
ric, bounded and uniformly positive. Then the following estimate holds for the solutions
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to (4.11) with a constant C > 0 independent of ε, θ, F :
‖uεθ − cθ‖L2(Q,dµ) ≤ Cε‖F‖L2(Q,dµ), (4.48)
where cθ is the vector solution of the homogenised problem (4.12), that is











A(curl Ñ + I) dµ. (4.50)
Corollary 4.4.3. There exists C > 0 independent of ε and of the choice of the sequence
f ε ∈ L2(R3, dµε), such that
‖uε − uεhom‖L2(R3,dµε) ≤ Cε‖f ε‖L2(R3,dµε), (4.51)
where uε is the solution of the original problem (4.1), and uεhom is the solution of the
homogenised equation (4.3), (4.50).
Proof Corollary 4.4.3. Throughout the proof we shall drop the superscript ε in f ε for
brevity. For each element of the sequence f = f ε ∈ L2(R3, dµε), consider the Q-periodic
function f εθ := eεθTεFεf, cf. (4.9), so that∫
Q




ε, θ ∈ R3.
Consider uεθ, solution of (4.11) with F = f
ε
θ . Using Proposition 4.1.3, we can write the
difference between the solutions uε and uεhom to (4.1) and (4.3), respectively, as
uε − uεhom = (Aε + I)−1f − (Ahom + I)−1f
= F−1ε T −1ε eκ(ε−2Aεθ + I)−1f εθ − (Ahom + I)−1f = F−1ε T −1ε eκuεθ − (Ahom + I)−1f
=
(








For the first term F−1ε T −1ε eκuεθ−F−1ε T −1ε eκcθ, we can use the Theorem 4.4.2, since Fε,
Tε and the multiplication by eκ are unitary operators. The second term in (4.52) can
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be written as




















It follows that there exists C > 0 such that








which implies the claim.
We define
N = Ñ + aθ, aθ ∈ C3×3, (4.53)
where N solves (4.46) in the space H1curl(Q, dµ) ∩ {u | div u = 0}, and the matrix aθ is




θ ×N(θ × cθ)
)
= 0 ∀cθ ∈ C3. (4.54)
Note that aθ is such that for all η ∈ Θ⊥ := {η ∈ C3, η · θ = 0}, PΘ⊥(aθη) 6= 0, where
with PΘ⊥ is the orthogonal projection on Θ
⊥.
We next show that there is at least a unique constant matrix ãθ satisfying the
condition (4.54).
Proposition 4.4.4. There exists a unique ãθ ∈ C3×3 such that














∀η ∈ Θ⊥. (4.56)
Proof. For any orthogonal basis {e⊥1 , e⊥2 } of Θ⊥, the identity (4.56) is equivalent to a
linear system for the representation of the matrix ãθ in the basis {θ/|θ|, e⊥1 , e⊥2 }. This
system is uniquely solvable, subject to the conditions (4.55), for any right-hand side if
and only if the only solution to the related homogeneous system is zero. The latter is
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= 0 ∀η ∈ Θ⊥,






· (θ × aθη) = 0,
from which we infer, due to the fact that A is positive definite, that θ × ãθη = 0,
and therefore ãθη = 0 by the second condition in (4.55). Taking into account the first
condition in (4.55), we obtain ãθ = 0, as required.
Furthermore, we invoke the following statement.
Lemma 4.4.5. One has
Θ⊥ = {θ × c : c ∈ C3}.
Proof. The inclusion {θ × c : c ∈ C} ⊂ Θ⊥ is trivial. In order to show the opposite
inclusion, we notice that for all η ∈ C3 there exists α ∈ C3 such that
θ × (θ × α) = η. (4.57)
Indeed, the subspace of α such that θ× (θ× α) = 0 consists of vectors parallel to θ, all
of which are orthogonal to the right-hand side of (4.57).









θ × Ñ(θ × c)
)
∀c ∈ C3, (4.58)
which is the identity (4.54) we require.
Follows that we have an estimate uniform in θ for N defined in (4.53). Indeed we
know from equation (4.46) that Ñ is uniformly bounded in θ, and the same kind of
estimate holds for aθ using (4.58). Indeed we have that∫
Q
A|θ × aθ(θ × cθ)|2 = −
∫
Q
A(θ × Ñ(θ × cθ)) · (θ × aθ(θ × cθ))
Using the property of A and the conditions (4.55), we obtain
‖aθ(θ × cθ)‖L2(Q,dµ) ≤ ‖Ñ(θ × cθ)‖L2(Q,dµ)
which gives us the uniform estimate for aθ.
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In order to prove Theorem 4.4.2, we introduce the following decomposition for the
vector function uεθ, motivated by a formal asymptotic expansion in powers of ε.












θ := N(θ × cθ). (4.60)










































− cθ := Hεθ,




, and the function
ΦRεθ is defined as in the decomposition (4.15). For all κ ∈ Q
′ and u ∈ H1curl(Q, dµ), we
set
curl(eεθu) = eεθ(iκ× u+ curlu). (4.62)
Then, the second equality in (4.61) is verified by taking φ ∈ C∞# and noticing that〈




















A curl(N(iθ × cθ)) · (iθ × φ)−
∫
Q



















where we use (4.46).
Proposition 4.4.6. For each ε > 0 and θ ∈ ε−1Q′ there exists a unique solution
Rεθ ∈ H1curl(Q, dµ) for the problem (4.61).













eκ∇(eκΦRεθ) · ϕ = 〈H
ε
θ, ϕ〉
∀ϕ ∈ H1curl(Q, dµ).
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We apply the decomposition (4.15) to the function ϕ. By the Helmholtz decomposition,
we have an orthogonality condition between eκ∇(eκΦRεθ) and ϕ̃+
∫
Q ϕ. Thus the third
term on the left-hand side of the above equation is∫
Q




























for all u, v ∈ H1curl(Q, dµ) and Φu, Φv defined as in (4.13). Indeed, the form b is bounded
and its coercivity is a consequence of the Poincaré-type inequality (4.18).
In order to prove the estimates for Rεθ in Theorem 4.4.7, we need to use the Poincaré-
type inequality (4.18). Hence we would like to have the identity
〈Hεθ, Rεθ〉 = 〈Hεθ, R̃εθ〉
where R̃εθ is defined as in the decomposition (4.15). To prove it we need to analyse two




= 0 ∀φ ∈ H1#,




for all functions Φu that solve (4.13) for some u ∈ H1#(Q, dµ). Furthermore, the func-
tional Hεθ vanishes on constant vector functions:
〈Hεθ, dθ〉 = 0 ∀dθ ∈ C3. (4.64)
This is a consequence of the equation (4.12) solved by cθ, taking into account the
condition (4.54).
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4.4.1 Estimates for ε2Rεθ
Theorem 4.4.7. There exists C > 0 such that for all ε > 0, θ ∈ ε−1Q′, the solution






















































































































































































In the last identity we pass to the limit as n→∞.
Applying the decomposition (4.15) to the function Rεθ, due to the property (4.17),











Rεθ established by the Helmholtz










θ) · curl(eεθRεθ) + ε
2




















































due to condition (4.54).


















The existence and the uniqueness of solution ξεθ ∈ H1curl(Q, dµ) are a consequence of the
same argument used in Proposition 4.4.6. Furthermore, considering (4.70) with ξεθ as
test function, we have the uniform estimate
∥∥curl(eεθξεθ)∥∥L2(Q,dµ) ≤ C‖F‖L2(Q,dµ). (4.71)
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eεθ∇(eεθΦξεθ ) · R̃
ε
θ.
























and, by equation (4.13) yields∫
Q




























































We would like to rewrite the expression on the right-hand side of (4.72) using ξεθ as a
test function in the integral identity (4.61). Notice first that, for a general measure µ,
the curl of an arbitrary function in H1curl(Q, dµ) is not uniquely defined. However for
the solution ξεθ to (4.70) there exists a natural choice of the curl ξ
ε
θ . Indeed, consider
sequences φn, ψn ∈ C∞# converging to ξεθ in L2(Q, dµ), so that
curl(eεθφn)→ curl(eεθξεθ) curl(eεθψn)→ curl(eεθξεθ).
The difference curl(eεθφn)− curl(eεθψn) converges to zero, and hence so does curlφn −
curlψn. Henceforth we denote by curl ξ
ε
θ the common L
2-limit of curl curlφn for se-
quences φn ∈ C∞# with the above properties.
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eεθ∇(eεθΦRεθ) · eεθ∇(eεθΦξεθ ) =
∫
Q
∇(eεθΦRεθ) · ∇(eεθΦξεθ ).

























































































eεθ∇(eεθΦξεθ ) · eεθ∇(eεθΦRεθ)
)
.
The second term on the right-hand side of (4.74) vanishes, by using the unity as a test













in view of (4.54). The third term on the right-hand side of (4.74) also vanishes, by
using eεθ∇(eεθΦRεθ) as a test function in the integral formulation for (4.70) and taking
advantage of the fact that curl vanishes on gradient fields.
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θ) · curl(eεθRεθ) + ε
2

























Lemma 4.4.8. The last term on the right hand side of (4.75) is bounded uniformly in
ε and θ: ∣∣〈Hεθ, ξ̃εθ〉∣∣ ≤ C‖F‖L2(Q,dµ), C > 0.




















A(θ × u(1)θ ) · curl ξ̃εθ .
Recalling the formula (4.62), we write (cf. (4.68))






















































by the condition (4.54).
Applying the Hölder inequality to the right-hand side of the equation (4.76), using
the Poincaré inequality (4.18) for ξεθ , and taking into account the estimate (4.71) yields
the required statement.
Combining the Lemma 4.4.8, the Poincaré inequality (4.18) for Rεθ and the Hölder
inequality for the first term on the right-hand side of the equation (4.75), we obtain the
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uniform bound ∥∥curl(eεθRεθ)∥∥L2(Q,dµ) ≤ C‖F‖L2(Q,dµ). (4.77)
Finally, the estimate (4.77) combined with (4.18) for u = Rεθ implies the estimate (4.65).
The same bound, Lemma 4.4.8, and the equation (4.75) imply the estimate (4.66).
Corollary 4.4.9. There exists C > 0 such that the following estimate holds uniformly
in ε, θ and F :
‖U εθ − cθ‖L2(Q,dµ) ≤ Cε‖F‖L2(Q,dµ).
4.4.2 Conclusion of the convergence estimate
Proposition 4.4.10. There exists C > 0 such that the function zεθ in (4.59) satisfies
the estimate
‖zεθ‖L2(Q,dµ) ≤ Cε‖F‖L2(Q,dµ), ε > 0, θ ∈ ε−1Q′, F ∈ L2(Q). (4.78)















θ) · curl(eεθzεθ) +
∫
Q









R̃εθ · zεθ . (4.80)
Using the estimate
‖Rεθ‖L2(Q,dµ) ≤ Cε−1‖F‖L2(Q,dµ),
which follows from (4.65) and (4.66), the elliptic estimate for the equation
eκ4(eκΦRεθ) = eκ div(eκR
ε
θ),












we infer from (4.65) that
‖R̃εθ‖L2(Q,dµ) ≤ Cε
−1‖F‖L2(Q,dµ). (4.81)
Now, by using the Hölder inequality for the right-hand side of (4.80), then the formula
111
(4.49) and the estimate (4.81), we obtain (4.78).
Note that by using Hölder inequality and (4.78) in the right hand side of (4.80), we
can obtain
‖ curl(eεθzεθ)‖L2(Q,dµ) ≤ Cε2‖F‖L2(Q,dµ), ε > 0, θ ∈ ε−1Q′, F ∈ L2(Q). (4.82)
Combining Corollary 4.4.9 and Proposition 4.4.10, we obtain (4.48), since
‖uεθ − cθ‖L2(Q,dµ) ≤ ‖zεθ‖L2(Q,dµ) + ‖U εθ − cθ‖L2(Q,dµ),
which concludes the proof of Theorem 4.4.2.
4.5 Estimates for electric field and electric displacement
As discussed in the Introduction, Theorem 4.4.2 concerns the Maxwell system in the
non-magnetic case and without external currents, written in terms of the magnetic
field. Hence, the estimate (4.51) holds for magnetic field Hε and magnetic induction Bε
(which coincide in this setting). We complete the analysis by establishing estimates for
the electric field Eε and the electric displacement
Dε = A(·/ε)−1Eε, (4.83)
where the matrix A is the inverse of the relative dielectric permittivity. In order to obtain
these estimates, we write the main equation (4.1) in terms of the Maxwell system{
curlA(·/ε)Dε +Hε = f ε,
curlHε = Dε,
(4.84)
where Dε, Hε and f
ε are divergence free. The homogenised problem for (4.84), is given








where Ahom is defined in (4.50), and the homogenised asymptotic values of the electric
displacement and electric field are linked by the formula Dhomε = (A
hom)−1Ehomε .













where Hεθ coincides with u
ε
θ defined in (4.11), and D
ε
θ := eκTεFεDε. Recall that F is




θ . Regarding the transformed electric field E
ε
θ ,




To find the right approximation for Dεθ, we use the one developed for H
ε
θ . Substituting
(4.59) into the second line of (4.86), one has
Dεθ = ε
−1eκ curl eκ(cθ + εN(iθ × cθ) + ε2Rεθ + zεθ)
= (curlN + I)(iθ × cθ) + ε
(





where cθ solves (4.49), N is defined in (4.53) and R
ε
θ is the solution of (4.61). As a
consequence of (4.77) and (4.82) we can obtain the following result.
Theorem 4.5.1. Under the assumptions on the measure µ and the coefficient A stated
in Theorem 4.4.2, there exists a constant C > 0 independent of θ, ε and F such that,
for Dεθ solving (4.86) and for E
ε
θ defined in (4.87), hold the following estimates
‖Dεθ − (curlN + I)(iθ × cθ)‖L2(Q,dµ) ≤ εC‖F‖L2(Q,dµ), (4.88)
‖Eεθ −A(curlN + I)(iθ × cθ)‖L2(Q,dµ) ≤ εC‖F‖L2(Q,dµ). (4.89)
As done with Corollary 4.4.3, it is possible to prove the following estimates in the
whole space
Corollary 4.5.2. There exists a constant C > 0 independent of ε and f such that
‖Dε − (curlN(·/ε) + I)Dhomε ‖L2(R3,dµε) ≤ εC‖f‖L2(R3,dµε), (4.90)
‖Eε −A(·/ε)(curlN(·/ε) + I)(Ahom)−1Ehomε ‖L2(R3,dµε) ≤ εC‖f‖L2(R3,dµε), (4.91)
where Dε solves (4.84), Eε is defined in (4.83). D
hom
ε is a solution of the homogenised
problem (4.85), and Ehomε = A
homDhomε .
Let us note that contrary to the estimate (4.51) for the magnetic field and induction,
the estimates (4.90) and (4.91) for the electric displacement and field contain terms
rapidly oscillating as ε → 0. Indeed, there is a “zero-order corrector” in the leading
order term of approximation for Dεθ (and consequently for E
ε
θ). This role is played by
the matrices {curlN} and {A(curlN + I)(Ahom)−1 − I} which are ε-dependent terms
in the estimates. Notice that the two matrices have zero mean, thus the classical result
of weak convergence to zero for Dε − Dhomε and Eε − Ehomε is valid. In order to have
norm resolvent estimates, we need to add an oscillating element in the first term of





estimates for Maxwell equations
on periodic non-magnetic
singular structures: the case of
non-zero current
Introduction
The aim of this chapter is a natural continuation of the results obtained in Chapter
4, namely norm-resolvent homogenisation estimates for the stationary Maxwell system
of electromagnetism with non-zero external current, in the setting of arbitrary periodic
(Borel) measures. This result can be found in the first part of the preprint [21] by
Cherednichenko and D’Onofrio. In Chapter 4 (see also [20]) we proved operator-norm
resolvent estimates for the Maxwell system in absence of external currents and with
relative magnetic permeability set to unity. The related problem took the form (c.f.
(4.1))
curlA(·/ε) curluε + uε = f ε, fε ∈ L2(R3, dµε), div f ε = 0 ε > 0, (5.1)
where, for each ε, the ε-periodic measure µε is given by rescaling a fixed Q-periodic Borel
measure Q = [0, 1)3 and A is a symmetric, bounded and Q-periodic uniformly positive
matrix-valued function. Here uε represents the divergence-free magnetic field and the
matrix A stands for the inverse of the relative dielectric permittivity (see Introduction
of Chapter 3 for more details).
The approach we developed in Chapter 4 to obtain norm-resolvent convergence
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estimates as ε→ 0, is based on the study of a family of operators, parametrised by the
quasimomentum θ, obtained from (5.1) by the Floquet transform (see Section 4.1.1).
This related strategy consists of the following steps: the construction of an asymptotic
approximation in powers of ε, the analysis of the homogenisation corrector as a function
of ε and θ, and a convergence estimate uniform with respect to θ as ε → 0 for the
remainder. One of our principal tools is a special Poincaré-type inequality in Sobolev
spaces of quasiperiodic functions, which takes into account the fact that we are dealing
with arbitrary measures. The results of Chapter 4 allow us to approximate the magnetic
field and the magnetic induction directly with the solution of the related homogenised
equation. Different estimates are obtained for the electric field and electric displacement,
where the approximation contains rapidly oscillating terms of zero order.
In the present chapter we adapt the method described above to the system of
Maxwell equations with unitary relative magnetic permeability and non-zero external
current, again in the case of an arbitrary periodic Borel measure µ. In the particular
case when µ is the Lebesgue measure, this problem has been analysed by Birman and
Suslina in [10], where norm resolvent estimates were obtained with a method based on
the analysis of a “spectral germ”, which originated in [8], [9]. The spectral analysis of
[10] allows the construction of a special corrector which depends on ε and enters the
leading-order term of the approximation. Our approach is based on a new asymptotic
expansion, which is closer in spirit to the classical power-series approach and allows
us to obtain estimates in the setting of singular periodic structures. As opposed to
the approach of [10], in our analysis the corrector is captured by a suitable Poincaré
inequality and is included directly in the leading order term of the approximation.
As in Introduction of Chapter 4, we consider a Q-periodic Borel measure µ in R3,
where Q = [0, 1)3, such that µ(Q) = 1. For each ε > 0 the ε-periodic measure µε is
defined as µε(B) = ε3µ(ε−1B) for every Borel set B ⊂ R3.
We analyse the asymptotic behaviour, as ε→ 0, of solutions to the system of Maxwell
equations with relative magnetic permeability set to unity and non-zero external current:{
curl(A(·/ε)Dε) + Bε = 0,
curlBε −Dε = gε,
(5.2)
where gε ∈ L2(R3, dµε) is a divergence-free field representing the current density. In the
equation (5.2) Bε is the magnetic induction, Dε is the electric displacement, Hε is the
magnetic field (which coincides with Bε throughout this chapter), and Eε = ADε is the
electric field. Note that we have slightly changed the notation with respect the Maxwell
system (3.11) introduced in Chapter 3 for convenience of the presentation to follow.
Here A, which stands for the inverse of the relative dielectric permittivity, is a real-
valued continuously differentiable Q-periodic matrix-valued function, which is assumed
to be symmetric and positive definite.
Our goal here is to obtain norm-resolvent estimates for the difference between the
solution of (5.2) for small ε and the solution to a suitable homogenised problem which
115
serves as a replacement to the formally suggested system{
curl(AhomDhomε ) + Bhomε = 0,
curlBhomε −Dhomε = gε,
(5.3)
where gε ∈ L2(R3, dµε), div gε = 0, and Ahom is the matrix of “effective” homogenised
material coefficients. As discussed at the end of Chapter 3, the standard formal two-
scale asymptotic result in the “limit” system (5.3), which turns out to be an incorrect
model if one were to require norm-resolvent (or even strong) convergence as ε → 0.
We will demonstrate that the correct replacement of (5.3) involves an ε-dependent
pseudodifferential operator, which is in some sense, a singular perturbation of (5.3).
Our first step in tackling the system (5.2) is to rewrite it in a symmetric form, for
which we follow the approach of [58, Section 3]. Labelling A1/2Dε := Dε, we have that
(5.2) is equivalent to
A1/2 curl curl(A1/2Dε) +Dε = −A1/2gε, gε ∈ L2(R3, dµε), div gε = 0. (5.4)
We denote by C10 (R3) the set of complex-valued differentiable vector functions, with
compact support in R3. We define the space H1
curlA1/2
(R3, dµε) as the closure of the set
of pairs
{(φ, curlA1/2φ) : φ ∈ C10 (R3)}




is the solution of (5.4) if∫
R3
curl(A1/2Dε) · curl(A1/2φ) +
∫
R3
Dε · φ = −
∫
R3
A1/2gε · φ (5.5)
∀(φ, curlA1/2φ) ∈ H1
curlA1/2
(R3, dµε).
For every ε > 0 the left-hand side of (5.5) defines an inner product in H1
curlA1/2
(R3, dµε).
The right-hand side is a linear bounded functional on H1
curlA1/2
(R3, dµε), hence the ex-
istence and uniqueness of the solution of (5.5) are a consequence of the Riesz represen-
tation theorem.
In what follows we study the resolvent of the operator Aε with domain
dom(Aε) = {u ∈ L2(R3, dµε) : ∃ curlA1/2u such that∫
R3
curl(A1/2u) · curl(A1/2φ) +
∫
R3
u · φ = −
∫
R3
A1/2g · φ ∀φ ∈ H1
curlA1/2
(R3, dµε),
for some g ∈ L2(R3, dµε), div g = 0}, (5.6)
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defined by the formula Aεu = −A1/2g − u, where g ∈ L2(R3, dµε), div g = 0, and
u ∈ dom(Aε) are linked as in (5.6). Note that in general, for a given function u ∈
L2(R3, dµε) there exists more than one element (u, curlA1/2u) ∈ H1
curlA1/2
(R3, dµε).
However, for each u ∈ dom(Aε) there exists only one curl(A1/2u) such that (5.6) holds,
so the solution to (5.6) is uniquely defined as a pair (u, curlA1/2u). Similarly to Chapter
4, we notice that dom(Aε) is dense in L2(R3, dµε)∩{u|divA−1/2u = 0}. Indeed, by the
definition of dom(Aε), if g ∈ L2(R3, dµε), div g = 0, and u, v ∈ dom(Aε) are such that






If A1/2g is orthogonal to dom(Aε), then u = 0, and therefore A1/2g = 0, which proves
the claim. Furthermore Aε is clearly symmetric and is actually self-adjoint since its
defect numbers are zero.
As in previous chapter, all integrals and differential operators, unless indicated oth-
erwise, are understood appropriately with respect to the measure µ. Throughout the
chapter we use the notation eκ for the exponent exp(iκ · y), y ∈ Q, κ ∈ [−π, π)3, and a
similar notation eθ for the exponent exp(iθ · x), x ∈ R3, θ ∈ ε−1[−π, π)3. We denote by
C∞# the set of Q-periodic vector functions in C
∞(R3) and by C1# the set of Q-periodic
vector functions in C1(R3). The curlφ, curl(eκφ) curl(eεθφ) are the classical curls of
smooth functions φ, eκφ, eεθφ.
5.1 Floquet transform
Before we define a notion of the Floquet transform suitable for the analysis of (5.4) and
the related family of operator problem, we define the Sobolev spaces of quasiperiodic
functions with respect the measure µ.
Definition 5.1.1. For each κ ∈ [−π, π)3 := Q′, the space H1
curlA1/2,κ
(Q, dµ) is de-
fined as the closure of the set {eκφ, curl(eκA1/2φ) : φ ∈ C1#} in the norm L2(Q, dµ) ⊕
L2(Q, dµ). We use the notation H1
curlA1/2
(Q, dµ) = H1
curlA1/2
for the space H1
curlA1/2,κ
with κ = 0.
Note that there may be more than one elements in H1
curlA1/2,κ
with the same first





In fact for any couple (u, v) ∈ H1
curlA1/2,κ
the pair (eκu, eκ(v− iκ×A1/2u)) ∈ H1curlA1/2 ,
which is a consequence of
curl(A1/2φn) = eκ curl(eκA
1/2φn)− iκ×A1/2φn
for every φn ∈ C1# such that eκφn → eκu, curl(eκA1/2φn)→ curl(eκA1/2u). Conversely,
for every (ũ, ṽ) ∈ H1
curlA1/2
one has ṽ = eκ(v− iκ×A1/2u) for some (u, v) ∈ H1curlA1/2,κ.
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For every κ ∈ Q′ we focus our analysis on the operator Aκ with domain












, for some G ∈ L2(Q, dµ), eκ div(eκG) = 0},
defined by the formula Aκu = −A1/2G− u, where G ∈ L2(Q, dµ) and u ∈ dom(Aκ) are
linked by the above formula. By an argument similar to the one developed for Aε we
infer that its domain is dense in L2(Q, dµ) ∩ {u| eκ div(eκA−1/2u) = 0}. Furthermore
Aκ is clearly symmetric, and is self-adjoint.
In order to transform the problem (5.4), we first recall the definition of the Floquet
transformation for functions in L2(R3, dµε) (cf. with Section 4.1.1). For ε > 0, the






u(z + εn) exp(−iεn · θ) z ∈ εQ, θ ∈ ε−1Q′.
Note that the mapping Fε preserves the norm and can be extended to an isometry from






g(θ, z)dθ g ∈ L2(ε−1Q′ × εQ, dθ × dµε).
Observe that Fε is a unitary transform. To obtain the representation for the operator
Aε, we combine the ε-Floquet transform with the following unitary scaling transform:
Tεh(θ, y) = ε3/2h(θ, εy) θ ∈ ε−1Q′, y ∈ Q, h ∈ L2(ε−1Q′ × εQ, dθ × dµε),
(Tεh)−1(θ, z) = ε−3/2h(θ, z/ε) θ ∈ ε−1Q′, z ∈ εQ, h ∈ L2(ε−1Q′ ×Q, dθ × dµ).
Proposition 5.1.2. For each ε > 0 the following unitary equivalence between the op-
erator Aε and the direct integral of the operator family Aκ, κ := εθ, θ ∈ ε−1Q′, holds:







Sketch of proof. The argument is similar to the one discussed in Chapter 4 for the
system of Maxwell equations with zero external currents. Let us consider the solution
(Dε, curlA
1/2Dε) ∈ H1curlA1/2(R
3, dµε) of problem (5.4) with g ∈ C∞0 (R3). For such Dε
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we denote the “periodic amplitude” of its Floquet transform as follows






Dε(εy + εn) exp(−i(εy + εn) · θ), y ∈ Q.








curl(A1/2Dε(εy + εn)) exp(−iεn · θ), y ∈ Q
is a curl of eεθD
ε
θ in sense that (eεθD
ε
θ, curl(eεθA












Dεθ · φdµ = −
∫
Q
A1/2G · φdµ (5.7)
for all ∀(eκφ, curl(eκA1/2φ)) ∈ H1curlA1/2,κ(Q, dµ). The function G us defined as G :=
eεθTεFεg, and is such that eκ div(eκG) = 0 in the sense∫
Q
eκG · ∇(eκφ) = 0 ∀φ ∈ C∞# . (5.8)
The density of C∞0 (R3) in L2(R3, dµε) implies the claim.




θ = −A1/2G, ε > 0, κ ∈ Q′. (5.9)
The function G in L2(Q, dµ) is such that eκ div(eκG) = 0 in the sense (5.8). The
problem (5.9) is understood with the integral identity (5.7).
5.2 Helmholtz decomposition
The Helmholtz, or Hodge, decomposition for square-integrable functions (see e.g. [17,
Chapter 2], [29, Chapter 9], [49, Section 3.7]), is an important tool in the analysis of the
system of Maxwell equations. In this section we provide a version of such decomposition
which takes into account the quasiperiodicity of functions involved, the arbitrary of the
measure µ and the geometry of problem (5.9). Note that the main difference with the
version of Helmholtz decomposition developed in Chapter 4, is that here the matrix
A plays an important role in the subspaces’ geometry. Before formulating the next
proposition, we refer the reader to the notion of a gradient of a quasiperiodic L2 function
with respect to a measure µ and the associated Sobolev spaces H1κ(Q, dµ) introduced
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in Section 2.1.
In what follows C∞#,0 is the set of infinitely smooth Q-periodic functions with zero
mean over Q, and H1#,0 the set of Q-periodic functions in H
1
loc(R3, dµ) with zero mean
over Q.
We say that a vector v ∈ L2(Q, dµ) is solenoidal, or eκ div(eκA−1/2)-free, if∫
Q
A−1/2eκv · ∇(eκφ)dµ = 0 ∀φ ∈ C∞# . (5.10)
Furthermore, we say that a vector v ∈ L2(Q, dµ) is irrotational, or eκ curl(eκA1/2)-free,
if ∫
Q
A1/2eκv · curl (eκφ)dµ = 0 ∀φ ∈ C∞# . (5.11)
Clearly, the (linear) subspaces of L2(Q, dµ) solenoidal and irrotational functions are
orthogonal.
In order to construct the Helmholtz decomposition we introduce a problem for the
scalar function Φw with the following proposition.
Proposition 5.2.1. For any w ∈ L2(Q, dµ) there exists a unique solution Φw ∈ H1#,0
to the problem
eκ divA
−1∇(eκΦw) = eκ div(eκA−1/2w), (5.12)
understood in the sense of the integral identity∫
Q
A−1∇(eκΦw) · ∇(eκφ) =
∫
Q
A−1/2eκw · ∇(eκφ) ∀φ ∈ C∞#,0. (5.13)
Proof. The left-hand side of equation (5.13) defines a sesquilinear form that is bounded
and coercive on H1#,0. The coercivity follows from the Poincaré inequality (2.11) proved
in Section 2.2 for the scalar case. Bearing in mind that the right hand side of (5.13) is
a bounded linear functional on H1#,0, we use the Riesz representation theorem to prove
the existence and uniqueness of solution Φw.






is solenoidal, hence holds
eκ divA
−1(∇(eκψc) + eκc) = 0, (5.15)
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in the sense that (cf. (5.10))∫
Q
A−1∇(eκψc) · ∇(eκφ) = −
∫
Q
A−1eκc · ∇(eκφ) ∀φ ∈ C∞#,0. (5.16)
The existence and uniqueness of a solution ψc ∈ H1#,0 for the problem (5.16) is a direct
consequence of Proposition 5.2.1, setting w = −A−1/2c in (5.12)-(5.13).










where (∇Ψκ)ij := (Ψκ)j,i, i, j = 1, 2, 3, and the vector function Ψκ, with components in
H1#,0, is the solution of (cf. (5.15))
eκ divA
−1(∇(eκΨκ) + eκI) = 0. (5.18)
Consider a function w ∈ L2(Q, dµ). Proposition 5.2.1 provides a unique function Φw
with zero mean such that w−A−1/2eκ∇(eκΦw) is solenoidal. We write it as the sum of










where w̃ is solenoidal and ∫
Q





is solenoidal since ψc is the solution of (5.15), andA
−1/2eκ∇(eκΦw)
is irrotational. It follows that all terms of (5.19) are L2-orthogonal to each other.
Lemma 5.2.2. For any function w ∈ L2(Q, dµ), the constant c in the representation













Proof. Starting from (5.19), we take into account the equality (5.17), we multiply by
A−1/2 and integrate over Q. By the property (5.20), the claim follows.
5.2.1 Poincaré-type inequality
In what follows we make the following assumption about the measure µ in order




Assumption 5.2.3. For each w ∈ L2(Q, dµ), define the constant c = c(w) by the
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formula (5.21). There exists C > 0 such that for all κ ∈ Q′ and (eκw, curl(eκA1/2w)) ∈
H1
curlA1/2,κ
(Q, dµ) one has
∥∥w −A−1/2(eκ∇(eκψc) + c)−A−1/2eκ∇(eκΦw)∥∥L2(Q,dµ) ≤ C∥∥curl(eκA1/2w)∥∥L2(Q,dµ)
(5.22)
Lemma 5.2.4. For any η ∈ H1#,0, the zero vector is one of the curls of A−1/2eκ∇(eκη),






Proof. The statement follows from (5.11), indeed A−1/2eκ∇(eκη) is irrotational. In fact
we have that ∫
Q
∇(eκη) · curl(eκφ) = 0 ∀φ ∈ C∞# ,
since the curl vanishes on gradient fields.
5.3 Asymptotic approximation of Dεθ
In this section, we present the construction of the asymptotic approximation for the
solution of problem (5.9) in order to introduce the main result of the chapter. We state
the operator-norm resolvent estimate for the function Dεθ and consequently the estimate
for the electric induction Dε in the whole space setting.
5.3.1 The main result of the chapter
Theorem 5.3.1. Assume a measure µ such that the Poincaré-type inequality (5.22)
holds, and a real-valued matrix-valued function A such that is continuously differentiable
Q-periodic symmetric and positive definite. Then the following estimate holds for the
solution Dεθ of (5.9) with a constant C > 0 independent of ε, θ and G:∥∥Dεθ −A−1/2(eεθ∇(eεθΨεθ) + I)dεθ∥∥L2(Q,dµ) ≤ Cε‖G‖L2(Q,dµ). (5.23)









Here Ahomθ is the matrix valued quadratic form
Ahomθ = iθ ×
(













where Ψεθ is the solution of (5.18).
An estimate analogous to (5.23) holds for the transformed electric field Eεθ :=
A1/2Dεθ. In fact, as a direct consequence of Theorem 5.3.1 we have the following result:
Theorem 5.3.2. Under the assumptions on the measure µ and the coefficient A stated
in Theorem 5.3.1, the following estimate holds for the transformed electric field Eεθ with





dεθ‖L2(Q,dµ) ≤ Cε‖G‖L2(Q,dµ). (5.26)
Remark 5.3.3. Define N as the matrix in H1curl(Q, dµ) solving the cell problem
curlA(curlN + I) = 0, divN = 0.








In what follows we make the following assumption about the homogenised matrix
Âhomκ defined in (5.25).
Assumption 5.3.4. There exist constants C1, C2 > 0, independent of κ ∈ Q′, such
that the following estimates hold for Âhomκ :
C1I ≤ Âhomκ ≤ C2I. (5.27)
Remark 5.3.5. Note that the upper bound in (5.27) can be proved with an argument
similar to the one used in the proof of the classical Voigt-Reiss inequality (see [74,
Chapter 1]). In fact, the quadratic form for Âhomκ is given by












, λ ∈ C3, (5.28)
By setting ψ = 0 in the integral on the right hand side, this immediately implies the
upper bound in (5.27) with C2 := ‖A−1‖L∞.
To obtain the operator-norm resolvent estimates in the whole space setting for the
initial problem (5.4), it remains to apply the inverse Floquet transform to the asymptotic
estimate (5.23). Hence, we obtain the following corollary of Theorem 5.3.1.
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Corollary 5.3.6. Suppose that gε ∈ L2(R3, dµε) is a divergence free functions and
denote gεθ := eκTεFεgε so that∫
Q




ε, θ ∈ R3.
There exists a constant C > 0 such that the following estimate holds for the solution Dε














∀ε > 0. Here Ahomθ is the matrix valued quadratic form defined in (5.24), and Ψεθ by
(5.18) for all values θ ∈ R3.
Proof of Corollary 5.3.6. Throughout the proof we shall drop the superscription ε in gε
for brevity. Consider Dεθ solution of (5.9) with G = g
ε




































To prove the corollary we need to analyse the L2 norm of the above equality. In view
of the Theorem 5.3.1 and the unitary property of Fε and Tε, we can estimate the first
bracket in the right hand side as follows
∥∥F−1ε T −1ε eεθ[Dεθ −A−1/2(eεθ∇(eεθΨεθ) + I)dεθ]∥∥L2(R3,dµε) ≤ Cε∥∥g‖L2(R3,dµε). (5.30)
Noting that





























Using the estimates (5.27) we obtain
sup
θ∈R3\ε−1Q′




Using the Parseval identity, the (5.32) and the uniform bound for ∇(eεθΨεθ) obtained















Combining (5.30) and (5.33), the claim follows.
5.3.2 Formal interpretation of the main result
The estimate in the whole space (5.29) allows us to approximate the solution Dε of













It is the correct replacement of the homogenised solution operator. Note that (5.34) is
a pseudo-differential operator with two-scale symbol depending on θ and εθ.
Here we discuss, from a formal point of view, the meaning of (5.34). This pseudo-
differential operator can be always written as a formal series in powers of ε. It is
important to note that such series is not rigorous. In fact if we try to truncate it at
some order of ε then we lose part of its meaning: this is not an asymptotic series and
it is not possible to estimate the reminder. The reason for it resides in the structure of
the operator, in fact for every ε we have an integral with respect to θ, which has a role
in the estimate (5.29).
Let us analyse the first element of this formal series of infinite order. When ε = 0























, and Ψ is the vector function with components in H1#
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solution of the following problem (cf. (5.18))




Recalling the formal homogenised equation (5.3) for the Maxwell system in the whole
space, we have that (
curl curlAhom + I
)−1










Note that this expression contains both the solution of the formal homogenised equation,
and rapidly oscillating terms. It has the same structure as the limit term obtained for
the electric displacement in Chapter 4 (see [20]), for the setting of system of the Maxwell
equations with zero external currents.
High-order terms in (5.34) are solutions of some singular perturbed problems, and
they all contribute to the leading-order term of the series. In fact high-order terms have
a non trivial dependence on θ for every ε, and the presence of θ can not be ignored.
The expression for the approximating solution operator in the estimate for Dε ex-
hibits a dependence on y ∈ Q and ε. This does not appear in the case of the system of
Maxwell equations with zero external current, where there is no ε-dependent corrector
term in the estimates.
Results about norm resolvent estimates for the system of Maxwell equation with
external current and unitary magnetic permeability have been obtained by Birman and
Suslina in [10] for the setting of Lebesgue measure. They construct a special corrector
depending on ε in order to obtain estimates. In our case the structure of (5.34) is
a consequence of the Poicaré-type inequality and the Helmholtz decomposition, which
provide a representation for the space of square integrable functions. With our approach,
it is possible to have an explicit and more compact homogenised solution operator which
contains the standard construction (5.35) and an infinite series depending on ε.
5.3.3 The asymptotic approximation
We now proceed to the proof of Theorem 5.3.1. For each θ ∈ ε−1Q′, ε > 0, we write













The vector dεθ ∈ C3 is defined in (5.24), and Ψκ is the solution of (5.18). The function
Rεθ ∈ H1curlA1/2(Q, dµ) is defined as the solution to the problem
A1/2eκ curl curl(eκA
1/2Rεθ) + ε
2A−1/2(eκ(∇eκψRεθ) + cRεθ) + ε
2A−1/2eκ∇(eκΦRεθ)








dεθ =: Hεθ, (5.38)
withHεθ ∈ (H1curlA1/2(Q, dµ))
∗, and ψRεθ , cR
ε
θ
and ΦRεθ are defined as in the decomposition
(5.19). The equation (5.38) is understood in the sense of the integral identity∫
Q
curl(eκA
1/2Rεθ) · curl(eκA1/2φ) + ε2
∫
Q




A−1/2eκ∇(eκΦRεθ) · φ = 〈H
ε
θ, φ〉 ∀φ ∈ H1curlA1/2(Q, dµ).
(5.39)
Proposition 5.3.7. There exists a unique solution Rεθ ∈ H1curlA1/2(Q, dµ) for the equa-
tion (5.38).
Proof. Using the decomposition (5.19) for φ in the equation (5.39), and using the or-














The proof of existence and uniqueness is a consequence of Lax-Millgram theorem applied












A−1/2(eκ(∇eκψu) + cu) ·A−1/2(eκ(∇eκψv) + cv),
for u, v ∈ H1
curlA1/2
(Q, dµ), ψu, ψv solving (5.15), and Φu, Φv solutions of (5.12). Note
that b(u, v) is bounded and coercive on H1
curlA1/2
(Q, dµ). The coercivity follows from
the Poincaré-type inequality (5.22).
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A1/2G+A1/2iθ × (iθ × dεθ) +A−1/2(eκ∇(eκΨκ) + I)dεθ
)
· φ ∀φ ∈ H1
curlA1/2,κ
.
In the last equality we use that for φ ∈ C1# on has
eκ curl(eκA
1/2φ) = curl(A1/2φ) + iκ×A1/2φ
and, furthermore,
∫
Q iθ × d
ε
θ · curl(A1/2φ) = 0. It follows that
Hεθ =−A1/2G−A1/2iθ × (iθ × dεθ)−A−1/2(eκ∇(eκΨκ) + I)dεθ. (5.40)
5.3.4 Properties of Hεθ
In order to prove Theorem 5.3.1, we will achieve estimates for Rεθ. The tool we use to
obtain such estimate, is the Poincaré-type inequality (5.22). In order to do it, we prove
the following identity:
〈Hεθ, Rεθ〉 = 〈Hεθ, R̃εθ〉,
where R̃εθ is defined as in the decomposition (5.19).
To provide such identity, we are interested in two properties for Hεθ. First of all
〈Hεθ, A−1/2eκ∇(eκφ)〉 = 0 ∀φ ∈ H1#,0. (5.41)




eκG · ∇(eκφ) +
∫
Q
A−1(eκ∇(eκΨκ) + I)dεθ · eκ∇(eκφ),
sinceA1/2eκ curl eκ(iθ×dεθ) is solenoidal. The first integral is zero using that eκ div(eκG) =
0 (see (5.8)). The second integral is null by equation (5.18) with c = dεθ.
The second property we want to prove for Hεθ is
〈Hεθ, A−1/2(eκ∇(eκψc) + c)〉 = 0 ∀ψc ∈ H1#,0, c ∈ C3. (5.42)
By linearity, we obtain
〈Hεθ, A−1/2(eκ∇(eκψc) + c)〉 = 〈Hεθ, A−1/2eκ∇(eκψc)〉+ 〈Hεθ, A−1/2c〉.
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Using (5.41), it remains to examine the expression






A−1(eκ∇(eκΨκ) + I)dεθ · c−
∫
Q
iθ × (iθ × dεθ) · c.
Noticing that the expression on the right hand side enters the weak form of the equation
(5.24), solved by dεθ, we conclude that (5.42) is satisfied.
5.4 Estimate for ε2Rεθ
Theorem 5.4.1. There exists C > 0 such that for all ε > 0 and θ ∈ ε−1Q′, the solution
of the equation (5.38) satisfies:
‖Rεθ −A−1/2(eκ∇(eκψRεθ) + cRεθ)−A
−1/2eκ∇(eκΦRεθ)‖L2(Q,dµ) ≤ C‖G‖L2(Q,dµ), (5.43)
‖A−1/2(eκ∇(eκψRεθ) + cRεθ) +A
−1/2eκ∇(eκΦRεθ)‖L2(Q,dµ) ≤ Cε
−1‖G‖L2(Q,dµ). (5.44)
Proof. Suppose that φn ∈ C1# converging toRεθ in L2(Q, dµ) are such that curl(eκA1/2φn)
converge to curl(eκA
1/2Rεθ) in L




1/2Rεθ) · curl(eκA1/2φn) + ε2
∫
Q









A1/2G+A1/2iθ × iθ × dεθ +A−1/2(eκ∇(eκΨκ) + I)dεθ
)
· φn. (5.45)
Passing to the limit n→∞ we can write the left hand side of (5.45) as a quadratic form.
To this end, recalling the decomposition (5.19) for Rεθ and the related orthogonality
conditions, we have that∫
Q


























∣∣A−1/2eκ∇(eκΦRεθ)∣∣2 = 〈Hεθ, Rεθ〉. (5.46)

















A1/2G+A1/2iθ × iθ × dεθ +A−1/2(eκ∇(eκΨκ) + I)dεθ
)
· R̃εθ. (5.47)




‖ curl(eκA1/2Rεθ)‖L2(Q,dµ) ≤ C‖G‖L2(Q,dµ). (5.48)
Combining estimate (5.48) and the Poincaré-type inequality (5.22) one obtains (5.43).
The same estimates and equation (5.47) imply (5.44).
Corollary 5.4.2. There exists a constant C > 0 such that the following estimate holds
uniformly in ε, θ and G:
‖U εθ −A−1/2(eκ(∇eκΨκ) + I)dεθ‖L2(Q,dµ) ≤ Cε‖G‖L2(Q,dµ).
5.4.1 Conclusion of the convergence estimate
Proposition 5.4.3. There exists C > 0 such that the function zεθ defined in (5.36)
satisfies the estimate
‖zεθ‖L2(Q,dµ) ≤ Cε‖G‖L2(Q,dµ). (5.49)
Proof. The function zεθ ∈ H1curlA1/2(Q, dµ) solves the problem















1/2zεθ) · curl(eκA1/2zεθ) +
∫
Q
|zεθ |2 = −ε2
∫
Q
R̃εθ · zεθ . (5.51)
130
Applying the Hölder inequality, the Poincaré-type inequality (5.22) and the estimate
(5.48) one has (5.49).
Note that using (5.49) on the second term on the left hand side of (5.51), and a
combination of Hölder inequality and (5.48) on the right hand side of (5.51), one has
‖ curl(eκA1/2zεθ)‖L2(Q,dµ) ≤ Cε2‖G‖L2(Q,dµ). (5.52)
Corollary 5.4.2, together with Proposition 5.4.3, give us (5.23). In fact∥∥Dεθ −A−1/2(eεθ∇(eεθΨεθ) + I)dεθ∥∥L2(Q,dµ)





which concludes the proof of Theorem 5.3.1.
5.4.2 Estimate for magnetic field and magnetic induction
It is possible to obtain estimates for the magnetic field and magnetic induction starting











−1/2Dεθ) = 0, andB
ε
θ := eκTεFεBε is the transformed magnetic induction
such that eκ div(eκB
ε




To find the approximation for Bεθ we use the approximation of D
ε
θ (5.36) and we





1/2(A−1/2(eκ∇(eκΨκ) + I)dεθ + ε2Rεθ + zεθ)
)
= iθ × dεθ + εeκ curl(eκA1/2Rεθ) + ε−1eκ curl(eκA1/2zεθ).
In the last equality we use Lemma 5.2.4. Here dεθ solves (5.24), R
ε
θ solves (5.38) and z
ε
θ
is the solution of (5.50). As a consequence of estimates (5.48) and (5.52) we can state
the following result.
Theorem 5.4.4. Under the assumptions on the measure µ and the coefficient A stated
in Theorem 5.3.1, there exists C > 0 independent of θ, ε and G such that the following
estimate holds for the transformed magnetic induction Bεθ (and consequently for the
transformed magnetic field Hεθ ):
‖Bεθ − iθ × dεθ‖L2(Q,dµ) ≤ εC‖G‖L2(Q,dµ). (5.54)
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It remains to apply the inverse Floquet transform to (5.54) to obtain the norm-
resolvent estimate in the whole space setting for the first component Bε of the solution
of (5.2).
Corollary 5.4.5. Let gε ∈ L2(R3, dµε) and denote gεθ := eκTεFεgε so that∫
Q




ε, θ ∈ R3.













∀ε > 0. Here Ahomθ is the matrix valued quadratic form given by (5.24).
As discussed in Section 5.3.2, here the estimate (5.55) allows us to approximate Bε














It is the correct replacement of what we can think as the homogenised solution operator.
As done for (5.34), it is known that (5.56) can be written as a formal series in powers




















. Recalling the formal homogenised problem for the
Maxwell system in the whole space (5.3), we have that for ε = 0 the pseudo-differential
operator (5.56) is





. Note that, when ε = 0, we obtain an approximation term that
is similar to the one we have in the estimates for the magnetic induction in Chapter
4, for the Maxwell system with relative magnetic permeability set to unity and zero
external currents. In the present chapter, however, the high-order terms of (5.56) are
all contributive for the limit term in (5.55). The behaviour of the solution operator in
the estimate for Bε is linked to the solution of the homogenised Maxwell system (5.3)




estimates for Maxwell equations
on periodic singular structures:
the general system
Introduction
In this chapter we conclude the analysis of the system of Maxwell equations on singular
periodic structures. This result can be found in the second part of the preprint [21]
by Cherednichenko and D’Onofrio. The focus of the chapter is the general system
of Maxwell equations, where the magnetic permeability is an arbitrary matrix-valued
function. This analysis is closely linked to Chapter 5, where we proved operator-norm
resolvent estimates the system of Maxwell equations in the case with non-zero external
currents and magnetic permeability set to unity, which has the form
A1/2 curl curlA1/2uε + uε = −A1/2gε, gε ∈ L2(R3, dµε), div gε = 0, ε > 0. (6.1)
The problem (6.1) is an intermediate step between the case of Maxwell system with zero
external currents analysed in Chapter 4 and the general Maxwell system object of this
chapter. The approach to study the problem (6.1), is based on the analysis of the family
of operators, parametrised by the quasimomentum θ, obtained applying the Floquet
transform to the original problem. We produced an approximation for the solution in
powers of ε, which contains rapidly oscillating elements in the leading order term, and
we obtained an estimate uniform in θ for the reminder. The tools developed in Chapter
5 for the non-zero current case are essential in what follows. In fact, the Helmholtz
decomposition (5.19) allows us to analyse the general Maxwell system, because it takes
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into account the quasiperiodicity of the functions involved in the Floquet transform,
and the fact that they are solenoidal and irrotational in sense of definitions (5.10) and
(5.11).
The full system of Maxwell equations has been analysed by Suslina in [58], [60] and
[67] in the setting of Lebesgue measure. Here we tackle this problem with the approach
developed in Chapter 5, again in the setting of periodic singular structures.
We consider, (see Introduction in Chapters 4 and 5) a Q-periodic Borel measure
µ in R3 where Q := [0, 1)3, such that µ(Q) = 1. For each ε > 0 we define µε as
µε(B) = ε3µ(ε−1B) for every B ⊂ R3 Borel set.
The general system of Maxwell equations written in terms of displacement vectors
has the form (cf. (5.2)): {
curl(A(·/ε)Dε) + Bε = f ε,
curl(Ã(·/ε)Bε)−Dε = gε,
(6.2)
where gε and f ε are divergence-free vectorial functions in L2(R3, dµε). In (6.2) Bε is
the magnetic induction, and Dε is the electric displacement. The inverse of the relative
dielectric permittivity A is a real-valued, continuously differentiable, Q-periodic matrix
function, which is assumed to be symmetric and positive definite. The inverse of the
relative magnetic permeability Ã, is a real-valued, bounded, Q-periodic matrix function,
assumed to be symmetric and positive definite.
Our goal here is to prove operator-norm resolvent estimates for the solutions of
(6.2) for ε small, with the solution to a suitable homogenised problem which serves as
a replacement to the formally suggested system{
curl(AhomDhomε ) + Bhomε = f ε,
curl(ÃhomBhomε )−Dhomε = gε,
(6.3)
where Ahom and Ãhom are the matrices of “effective” homogenised coefficients. As
discussed at the end of Chapter 3, the solution of the standard formal limit system
(6.3) turns out to be not operator-norm close to the solution of the original problem as
ε → 0. We will show, in the same spirit of Chapter 5, that the correct homogenised
system is in some sense a singular perturbation of (6.3), which involves a ε-dependent
pseudodifferential operator.
In what follows we study, without loss of generality, the system (6.2) with f ε = 0.
We start our analysis rewriting the system (6.2) as a symmetric form, following the






+Dε = −A1/2gε, gε ∈ L2(Q, dµε), div gε = 0. (6.4)









Dε ·φ = −
∫
R3




For the definition of H1
curlA1/2
we refer to Chapter 5. Note that for every ε > 0 the
left-hand side of (6.5) is an equivalent inner product on H1
curlA1/2
(R3, dµε) and the
right-hand side is linear bounded functional on H1
curlA1/2
(R3, dµε). Hence, existence and
uniqueness of solution to (6.4) are a consequence of the Riesz representation theorem.
In what follows we study the resolvent of the operator Ãε with domain
dom(Ãε) = {u ∈ L2(R3, dµε) : ∃ curlA1/2u such that∫
R3
Ã curl(A1/2u) · curl(A1/2φ) +
∫
R3
u · φ = −
∫
R3
A1/2g · φ ∀φ ∈ H1
curlA1/2
(R3, dµε),
for some g ∈ L2(R3, dµε), div g = 0},
defined by ÃεDε = −A1/2g −Dε, where g ∈ L2(R3, dµε), div g = 0 and Dε ∈ dom(Ãε)
are linked as in the above formula. Note that Ãε is clearly symmetric. Furthermore,
the dom(Ãε) is dense in L2(R3, dµε) ∩ {u| divA−1/2u = 0}, and Ãε is self-adjoint (cf.
Chapter 5).
6.1 Floquet transform
In this section we present the family of operator problems obtained from (6.4) via the
Floquet transform defined in Section 5.1, and we provide the problem unitary equivalent
to (6.4), which is the object of our analysis.
We introduce, for each κ ∈ Q′, the operator Ãκ with domain






u · φdµ = −
∫
Q
A1/2G · φ ∀φ ∈ H1
curlA1/2,κ
for some G ∈ L2(Q, dµ), eκ div(eκG) = 0},
is defined by the formula Ãκu = −A1/2G − u. Note that Ãκ is clearly symmetric.
Furthermore the dom(Ãκ) is dense in L2(Q, dµ) ∩ {u| divA−1/2u = 0}, and Ãκ is
self-adjoint.
In the spirit of Section 5.1, we state the following proposition, bearing in mind the
definitions of the ε-Floquet transform Fε and the scaling transform Tε.
Proposition 6.1.1. For each ε > 0 the following unitary equivalence between the op-
erator Ãε and the direct integral of the operator family Ãκ, for κ := εθ, θ ∈ ε−1Q′
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holds:





Therefore, in the present chapter we study the behaviour of Dεθ := eκTεFεDε, solu-






+Dεθ = −A1/2G, ε > 0, κ ∈ Q′. (6.6)
where G ∈ L2(Q, dµ) is a function such that eκ div(eκG) = 0 in sense of (5.8). The

















∀(eκφ, curl(eκA1/2φ) ∈ H1curlA1/2,κ(Q, dµ).
6.2 Asymptotic approximation of Dεθ
In this section we present the operator-norm resolvent estimates for the solution Dεθ of
equation (6.6), and its asymptotic approximation in powers of ε.
We assume throughout this chapter, that the measure µ is such that the embedding
H1
curlA1/2
(Q, dµ) ∩ {w : div(A−1/2w) = 0} ⊂ L2(Q, dµ) (6.7)
is compact.
6.2.1 The main result of the chapter
In order to write an asymptotic approximation for Dεθ, we consider the following “cell










Proposition 6.2.1. There exists a unique solution Ñ ∈ H1
curlA1/2
(Q, dµ) for the equa-
tion (6.8), understood in the sense of the integral identity∫
Q











Proof. It follows from the compactness of the embedding (6.7) that the sesquilinear
form ∫
Q
Ã curl(A1/2u) · curl(A1/2v)dµ,










is coercive. Note that it is also continuous. The existence and uniqueness of solution of
(6.9) are a consequence of the Riesz representation theorem.
We assume the measure µ such that, for any curlA1/2-free matrix V , there exist a
vector function Ψ with components in H1#,0, and a constant matrix a ∈ C3×3 such that
V = A−1/2(∇Ψ + a), (6.10)
where (∇Ψ)ij = Ψj,i.
We denote with M the subspace of L2(Q, dµ) consisting of matrices which are both
divA−1/2-free and curlA1/2-free (cf. with definitions (5.10) and (5.11) with κ = 0). For
any V ∈M , there exist a ∈ C3×3 and a vector function Ψ ∈ H1#,0(Q, dµ) such that
divA−1(∇Ψ + a) = 0,
in the sense that ∫
Q
A−1∇Ψ · ∇ϕ = −
∫
Q
A−1a · ∇ϕ ∀ϕ ∈ C∞#,0. (6.11)
Proposition 6.2.2. For any a ∈ C3×3 there exists a unique Ψ ∈ H1#,0 solving (6.11).
Proof. We assuming the measure µ such that the embedding H1#(Q, dµ) ⊂ L2(Q, dµ) is
compact (see Section 2.2), it follows that the sesquilinear form∫
Q
A−1∇v · ∇u, (v,∇v), (u,∇u) ∈ H1#,0
is bounded and coercive, and defines an equivalent inner product on H1#,0. Noting
that (6.11) is a linear bounded functional on H1#,0, the claim follows by the Riesz
representation theorem.
We are now ready to state the main result for the general system of Maxwell equa-
tions.
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Theorem 6.2.3. Assume a measure µ such that the Poincaré-type inequality (5.22)
holds, the embedding (6.7) is compact, and such that any curlA1/2-free function v ∈
H1
curlA1/2
has the form v = A−1/2(∇ψ + c), for a function ψ ∈ H1#,0 and a constant
c ∈ C3. Furthermore, assume a real-valued matrix-function A that is continuously dif-
ferentiable Q-periodic symmetric and positive definite, and a real-valued matrix-function
Ã that is bounded Q-periodic symmetric and positive definite.
Then, there exists a constant C > 0 independent of ε, θ and G, such that the
following estimate holds for Dεθ solution of (6.6):∥∥Dεθ −A−1/2(eκ∇(eκΨκ) + I)dεθ∥∥L2(Q,dµ) ≤ Cε‖G‖L2(Q,dµ). (6.12)









where Ãhomθ is the matrix-valued quadratic form given by the equation
(
















for Ñ solution of (6.8) and Ψκ solution of (5.18).
An estimate analogous to (6.12) holds for the transformed electric field Eεθ :=
A1/2Dεθ, as a direct consequence of Theorem 6.2.3.
Theorem 6.2.4. Under the assumptions on the measure µ and the coefficients A, Ã
stated in Theorem 6.2.3, there exists a constant C > 0 independent of ε, θ and G such
that for the transformed electric field Eεθ holds the following estimate:∥∥Eεθ − (eκ∇(eκΨκ) + I)dεθ∥∥L2(Q,dµ) ≤ Cε‖G‖L2(Q,dµ), (6.14)
with dεθ defined in (6.13), and Ψκ solution of (5.18).
Applying back the Floquet transform to the estimate (6.12) (analogously to (6.14))
one obtains the following operator-norm resolvent estimate in the whole space setting.
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Corollary 6.2.5. Let gε ∈ L2(R3, dµε) and denote gεθ := eκTεFεgε so that∫
Q




ε, θ ∈ R3.
There exists a constant C > 0 such that the following estimate holds for Dε solution of














∀ε > 0. Here Ãhomθ is the matrix valued quadratic form defined with (6.13), and Ψεθ by
(5.18) for all values θ ∈ R3.
The estimate (6.15) has the same structure of (5.29), the one obtained in Chapter 5
for the Maxwell system with magnetic permeability set to unity. The difference between
(6.15) and (5.29) is in the definition of Ãhomθ , in fact, in (6.15) appears the matrix Ã
hom.
However, it is a constant matrix independent on εθ, and does not influence the meaning













Note that (6.16) is the correct replacement of the homogenised solution operator for the
full Maxwell system. For the formal interpretation of (6.16), see Section 5.3.2 where
the meaning of the pseudo-differential operator is discussed for the system with unitary
magnetic permeability.
6.2.2 The asymptotic approximation
We proceed now to the proof of Theorem 6.2.3. For each θ ∈ ε−1Q′, ε > 0, we consider







U εθ = A
−1/2(eκ∇(eκΨκ) + I)dεθ + εN(iθ × dεθ) + ε2Rεθ. (6.18)
Here the matrix N ∈ H1
curlA1/2
(Q, dµ) is defined as
N := Ñ +A−1/2(∇Ψ + aθ), (6.19)
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where Ñ is the solution of (6.8), and A−1/2(∇Ψ + aθ) is en element in M . Note that
the vector function Ψ ∈ H1#,0 is the unique solution of equation (6.11). Furthermore,
the constant matrix aθ ∈ C3×3 is chosen such that∫
Q
iθ × Ã(iθ × aθ(iθ × dεθ)) = −
∫
Q
iθ × Ã(iθ × (A1/2Ñ +∇Ψ)(iθ × dεθ)), (6.20)
that is ∫
Q
iθ × Ã(iθ ×A1/2N(iθ × dεθ)) = 0.
The constant matrix aθ is such that for every η ∈ Θ⊥ := {η ∈ C3 | η · θ = 0}, one has
PΘ⊥(aθη) 6= 0, where PΘ⊥ is the orthogonal projection on Θ⊥.
In the following proposition we prove that there is at least a unique matrix in C3×3
satisfying the property (6.20).
Proposition 6.2.6. There exists a unique ãθ ∈ C3×3 such that
ãθη · θ = 0, ãθθ = 0, (6.21)
and ∫
Q
iθ × Ã(iθ × ãθη) = −
∫
Q
iθ × Ã(iθ × (A1/2Ñ +∇Ψ)η) ∀η ∈ Θ⊥. (6.22)
Proof. The identity (6.22) is equivalent to a linear system for the representation of the
matrix ãθ in the basis {θ/|θ|, e⊥1 , e⊥2 }, for any orthogonal basis {e⊥1 , e⊥2 } of Θ⊥. This
system is uniquely solvable subject to conditions (6.21) for any right-hand side, if and
only if the solution to the related homogeneous system is zero. This is verified noticing
that, if ∫
Q
iθ × Ã(iθ × ãθη) = 0 ∀η ∈ Θ⊥,
then, in particular, ∫
Q
Ã(iθ × ãθη) · (iθ × ãθη) = 0 ∀η ∈ Θ⊥.
We have that Ã is positive definite, hence, from the last identity we deduce that iθ ×
ãθη = 0 and therefore ãθη = 0 by the first condition in (6.21). Now, by the second
condition in (6.21) we obtain that ãθ = 0 as required.
Remark 6.2.7. The set Θ⊥ can be characterised as Θ⊥ = {θ× c, c ∈ C3} (cf. Lemma
4.4.5).
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The term Rεθ ∈ H1curlA1/2(Q, dµ) in (6.18), is the solution of the following problem
A1/2eκ curl Ã curl eκA
1/2Rεθ + ε
2A−1/2(eκ∇(eκψRεθ) + cRεθ) + ε
2A−1/2eκ∇(eκΦRεθ) =
−A1/2G− ε−2A1/2eκ curl Ãeκ(iκ× dεθ)− ε−1A1/2eκ curl Ã curl eκ(A1/2N(iθ × dεθ))
−A−1/2eκ(∇(eκΨκ) + I)dεθ =: Hεθ ∈ (H1curlA1/2(Q, dµ))
∗, (6.23)
where ψRεθ , cR
ε
θ
and ΦRεθ are defined as in the decomposition (5.19). Such problem is
understood in the sense of the integral identity:∫
Q
Ã curl(eκA
1/2Rεθ) · curl(eκA1/2φ) + ε2
∫
Q




A−1/2eκ∇(eκΦRεθ) · φ = 〈H
ε
θ, φ〉 ∀φ ∈ H1curlA1/2(Q, dµ). (6.24)
Existence and uniqueness of solution Rεθ ∈ H1curlA1/2(Q, dµ) for the equation (6.24)
















1/2N(iθ × dεθ)) · curl(eκA1/2φ) ∀φ ∈ H1curlA1/2(Q, dµ).
Setting
curl eκ(A
1/2N(iθ × dεθ)) = eκ(curlA1/2N(iθ × dεθ) + iκ×A1/2N(iθ × dεθ)),




θ) · curl(A1/2φ) = 0, we rewrite Hεθ
as






G+ iθ × Ã(iθ × dεθ) + iθ × Ã curl(A1/2N(iθ × dεθ))








Ãiθ × (A1/2N(iθ × dεθ)) · curlA1/2φ ∀φ ∈ H1curlA1/2(Q, dµ).
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Hence we can formally write Hεθ as:
Hεθ =−A1/2G−A1/2iθ × Ã(iθ × dεθ)−A−1/2eκ(∇(eκΨκ) + I)dεθ
−A1/2 curl Ã(iθ ×A1/2N(iθ × dεθ))−A1/2iθ × Ã curl(A1/2N(iθ × dεθ))
− εA1/2iθ × Ãiθ × (A1/2N(iθ × dεθ)). (6.25)
6.2.3 Properties of Hεθ
In order to prove the estimates for Rεθ, our main tool is the Poincaré-type inequality
(5.22). To take advantage of such inequality in the estimates for the right-hand side of
(6.23), we prove the identity
〈Hεθ, Rεθ〉 = 〈Hεθ, R̃εθ〉,
where R̃εθ is defined as in the decomposition (5.19). In order to do it, we check two
properties for Hεθ. The first one is:
〈Hεθ, A−1/2eκ∇(eκφ)〉 = 0 ∀φ ∈ H1#,0. (6.26)
In fact, starting from definition (6.23) forHεθ, we have that (6.26) holds since eκ div(eκG) =
0 and using the equation (5.18) with c = dεθ for for the vector function Ψκ.
The second property for Hεθ is:
〈Hεθ, A−1/2(eκ∇(eκψc) + c)〉 = 0 ∀ψc ∈ H1#,0, c ∈ C3. (6.27)
By linearity we have that
〈Hεθ, A−1/2(eκ∇(eκψc) + c)〉 = 〈Hεθ, A−1/2eκ∇(eκψc)〉+ 〈Hεθ, A−1/2c〉.
Hence using the property (6.26), and the formulation (6.25) of Hεθ, it remains to analyse






A−1(eκ∇(eκΨκ) + I)dεθ · c−
∫
Q




iθ × Ã curl(A1/2N(iθ × dεθ)) · c− ε
∫
Q
iθ × Ãiθ × (A1/2N(iθ × dεθ)) · c.









Ã(curlA1/2N + I)(iθ × dεθ) · c+
∫
Q
A−1(eκ∇(eκΨκ) + I)dεθ · c+
∫
Q
G · c = 0,
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since it is the weak formulation of equation (6.13) solved by dεθ. Hence we have that
(6.27) holds.
6.3 Estimate for ε2Rεθ
Theorem 6.3.1. There exists a constant C > 0 such that for all ε > 0 and θ ∈ ε−1Q′,
the solution of the equation (5.38) satisfies the following estimates:
∥∥Rεθ −A−1/2(eκ∇(eκψRεθ) + cRεθ)−A−1/2eκ∇(eκΦRεθ)∥∥L2(Q,dµ) ≤ C‖G‖L2(Q,dµ), (6.28)∥∥A−1/2(eκ∇(eκψRεθ) + cRεθ) +A−1/2eκ∇(eκΦRεθ)∥∥L2(Q,dµ) ≤ Cε−1‖G‖L2(Q,dµ). (6.29)
Proof. Suppose φn ∈ C1# converging to Rεθ in L2(Q, dµ) are such that curl(A1/2φn)
converge to curl(A1/2Rεθ) in L




1/2Rεθ) · curl(eκA1/2φn) + ε2
∫
Q





= 〈Hεθ, φn〉 = 〈Hεθ, φn −A−1/2(eκ∇(eκψRεθ) + cRεθ)−A
−1/2eκ∇(eκΦRεθ)〉,
where in the last equality we use the properties (6.26) and (6.27) for Hεθ. Using the
identity
curlA1/2(φn −A−1/2(eκ∇(eκψRεθ) + cRεθ)−A
−1/2eκ∇(eκΦRεθ)) (6.30)
= iκ×A1/2(φn −A−1/2(eκ∇(eκψRεθ) + cRεθ)−A
−1/2eκ∇(eκΦRεθ))
+ eκ curl eκA
1/2(φn −A−1/2(eκ∇(eκψRεθ) + cRεθ)−A
−1/2eκ∇(eκΦRεθ)),
we can rewrite the above equation as∫
Q
Ã curl(eκA
1/2Rεθ) · curl(eκA1/2φn) + ε2
∫
Q










G+ iθ × Ã(iθ × dεθ)




















When n→∞ we use the decomposition (5.19) and the related orthogonality conditions
(cf. with Theorem 5.4.1) to obtain a quadratic form in the right-hand side of equation
(6.31), and we obtain that∫
Q
Ã curl(eκA













G+ iθ × Ã(iθ × dεθ)








eκÃiθ × (A1/2N(iθ × dεθ)) · curl(eκA1/2R̃εθ). (6.32)
In order to estimate last term in the right hand side of (6.32), we consider ξεθ ∈
H1
curlA1/2
(Q, dµ) solution of
A1/2eκ curl Ã curl eκA
1/2ξεθ + ε
2A−1/2(eκ∇(eκψξεθ ) + cξεθ ) + ε
2A−1/2eκ∇(eκΦξεθ )
= A1/2eκ curl Ãeκ(iθ ×A1/2N(iθ × dεθ)), (6.33)
understood as the integral identity∫
Q
Ã curl(eκA
1/2ξεθ) · curl(eκA1/2φ) + ε2
∫
Q




A−1/2eκ∇(eκΦξεθ ) · φ =
∫
Q
eκÃiθ × (A1/2N(iθ × dεθ)) · curl(eκA1/2φ) (6.34)
∀φ ∈ H1
curlA1/2
(Q, dµ). Here ψξεθ , cξ
ε
θ
and Φξεθ are defined as in the decomposition (5.19).
Existence and uniqueness of solution ξεθ ∈ H1curlA1/2(Q, dµ) follow from the argument
used in Proposition 5.3.7. Testing equation (6.33) with ξεθ we obtain that
‖ curl(eκA1/2ξεθ)‖L2(Q,dµ) ≤ C‖G‖L2(Q,dµ). (6.35)






















Taking into account the orthogonality of the elements of decomposition (5.19), we have
that ∫
Q





A−1/2eκ∇(eκΦξεθ ) · R̃
ε
θ = 0.
In order to rewrite the remaining expression in the right hand side of (6.36), we use ξεθ
as test function in equation (6.24). Note that, for an arbitrary measure µ there may be
different elements in H1
curlA1/2
with the same first component. Though, for the solution
ξεθ to (6.33) there exists a natural choice of curl(A
1/2ξεθ). In fact, consider sequences ψn,
φn ∈ C1# converging to ξεθ in L2(Q, dµ) such that
curl(eκA
1/2φn)→ curl(eκA1/2ξεθ), curl(eκA1/2ψn)→ curl(eκA1/2ξεθ).
The difference curl(eκA
1/2φn)−curl(eκA1/2ψn) converges to zero, and so does curl(A1/2φn)−
curl(A1/2ψn). Henceforth, we denote with curl(A
1/2ξεθ) the common L
2-limit of curl(A1/2φn)
for a sequence φn ∈ C1# with the above properties.
The unique choice of curl(A1/2ξεθ) allows us to write∫
Q
Ã curl(eκA
















θ〉 = 〈Hεθ, ξ̃εθ〉,
where in the last equality we use the properties (6.26) and (6.27) of Hεθ.



















Hence, the right hand side of (6.36) can be written as∫
Q
Ãeκiθ×(A1/2N(iθ × dεθ)) · curl(eκA1/2R̃εθ)









A−1/2(eκ∇(eκψξεθ ) + cξεθ ) ·A
−1/2(eκ∇(eκψRεθ) + cRεθ).
The second expression in the right hand side of last equation vanishes, because it is
the equation (6.34) tested with A−1/2eκ∇(eκΦRεθ). The third expression in the right
hand side vanishes as well. In fact, it is the equation (6.34) tested with the element
A−1/2(eκ∇(eκψRεθ) + cRεθ), which vanishes taking into account (6.20).
Hence, we can write equation (6.32) as∫
Q
Ã curl(eκA













G+ iθ × Ã(iθ × dεθ)




· R̃εθ − 〈Hεθ, ξ̃εθ〉.
(6.37)
Lemma 6.3.2. The last term in the right hand side of (6.37) is bounded uniformly in
ε and θ:
|〈Hεθ, ξ̃εθ〉| ≤ C‖G‖L2(Q,dµ), C > 0







G+ iθ × Ã(iθ × dεθ) + iθ × Ã curl(A1/2N(iθ × dεθ))








Ãiθ × (A1/2N(iθ × dεθ)) · curl(A1/2ξ̃εθ).
Using the following identity for φn ∈ C1# (cf. with (6.30))
















eκÃiθ × (A1/2N(iθ × dεθ)) · curl(eκA1/2ξ̃εθ).








eκÃiθ × (A1/2N(iθ × dεθ)) · curl(eκcξεθ ) = 0.
The last equality follows from (6.20), noting that curl(eκcξεθ ) = eκ(iκ× cξεθ ). Now, using
the Hölder inequality, the Poincaré-type inequality (5.22) for ξεθ and taking into account
the estimate (6.35), the required statement holds.
Combining the Lemma 6.3.2, the Hölder inequality and the Poincaré-type inequality
(5.22) for Rεθ in (6.37) we obtain the following uniform bound∥∥ curl(eκA1/2Rεθ)∥∥L2(Q,dµ) ≤ εC‖G‖L2(Q,dµ). (6.38)
The estimate (6.38) combined with (5.22), implies (6.28). Furthermore the same esti-
mate, Lemma 6.3.2 and equation (6.37) imply (6.29).
Corollary 6.3.3. There exists a constant C > 0 such that the following estimate holds
uniformly in ε, θ and G:
‖U εθ −A−1/2(eκ(∇eκΨκ) + I)dεθ‖L2(Q,dµ) ≤ εC‖G‖L2(Q,dµ).
6.3.1 Conclusion of the convergence estimate
Proposition 6.3.4. There exists C > 0 such that the function zεθ defined in (6.17)
satisfies the estimate
‖zεθ‖L2(Q,dµ) ≤ Cε‖G‖L2(Q,dµ). (6.39)
Proof. The vector function zεθ ∈ H1curlA1/2(Q, dµ) solves
ε−2A1/2eκ curl Ã curl eκA
1/2zεθ + z
ε





















Using the Hölder inequality, the Poincaré-type inequality (5.22) and the definition (6.13)
for dεθ, one has the (6.39).
Note that applying the Hölder inequality, and the estimates (6.38), (6.39) to the
right hand side of (6.41), one has
‖ curl(eκA1/2zεθ)‖L2(Q,dµ) ≤ Cε2‖G‖L2(Q,dµ). (6.42)
Proposition 6.3.4 and Corollary 6.3.3 imply (6.12), in fact∥∥Dεθ −A−1/2(eεθ∇(eεθΨεθ) + I)dεθ∥∥L2(Q,dµ)





hence the proof of Theorem 6.2.3 is concluded.
6.3.2 Estimate for magnetic field and magnetic induction
To obtain the estimates for the magnetic field and induction, we start from the equation










−1/2Dεθ) = 0, and B
ε
θ := eκTεFεBε is the transformed magnetic induc-
tion such that eκ div(eκB
ε
θ) = 0. In this case the transformed magnetic field H
ε
θ = Ã B
ε
θ .
To find the approximation for Bεθ we use (6.17) in the first line of the system (6.43).




(eκ∇(eκΨκ) + I)dεθ + εA1/2N(iθ × dεθ) + ε2A1/2Rεθ +A1/2zεθ
)
=(curlA1/2N + I)(iθ × dεθ) + ε
(




Here dεθ is the solution of (6.13), N is defined in (6.19), R
ε
θ solves (6.23) and z
ε
θ solves
(6.40). As a consequence of (6.38) and (6.42) we can state the following result.
Theorem 6.3.5. Under the assumptions on the measure µ and the coefficients A, Ã
stated in Theorem 6.2.3, there exists C > 0 independent of θ, ε and G such that the
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following estimates hold for the transformed magnetic induction Bεθ and the transformed
magnetic field Hεθ := ÃB
ε
θ
‖Bεθ − (curl(A1/2N) + I)(iθ × dεθ)‖L2(Q,dµ) ≤ εC‖G‖L2(Q,dµ) (6.44)
‖Hεθ − Ã(curl(A1/2N) + I)(iθ × dεθ)‖L2(Q,dµ) ≤ εC‖G‖L2(Q,dµ) (6.45)
Applying back the Floquet transform on (6.44) on obtains the following norm-
resolvent estimates on the whole space setting for Bε solution of (6.2). (Analogously
starting from (6.45) on obtain estimates for Hε := ÃBε.)
Corollary 6.3.6. Let gε ∈ L2(R3, dµε) and denote gεθ := eκTεFεgε so that∫
Q




ε, θ ∈ R3.
There exists a constant C > 0 such that the following estimate holds for Bε solution of












∀ε > 0. Here Ãhomθ is the matrix valued quadratic form given by (6.13), and N is defined
in (6.19).
As discussed in Section 5.3.2, the estimate (6.46) allows us to approximate the
magnetic induction Bε with













that is the correct replacement for the homogenised solution operator for the full
Maxwell system. The structure of (6.47) is similar to the one obtained in the esti-
mate (5.55) in the whole space setting for the magnetic induction in Chapter 5, for the
Maxwell system with relative magnetic permeability set to unity.
The differences between (5.56) and (6.47) are that in (6.47) appears the multipli-
cation by the divergence-free element (curl(A1/2N) + I). Furthermore, in the operator
Ãhomθ there is the matrix Ã
hom which is constant with respect to εθ and does not influ-
ence the structure of the solution operator.
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