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Abstract 
The flow, transport, and reactivity of dissolved-phase constituents in an unconfined and 
shallow aquifer were characterized, in situ, by utilizing the single-well push-pull test method. In 
the first study, the re-oxidation/mobility of uranium, in the presence of nitrate oxidant, was 
shown to be mitigated by preferential oxidation/mobilization of solid-phase, reduced, sulfur-
bearing species. These results indicated that establishing conditions conducive to uranium 
reduction and the formation of reduced sulfur-bearing species can increase the efficacy of 
sustained uranium reduction/immobility in the presence of re-mobilizing oxidants. In the second 
study, the analytical solution to describe the one-dimensional displacement of the center of mass 
of a tracer during a push-pull test was expanded to account for displacement during the injection 
phase. The expanded solution improved the theoretical description of the displacement of a tracer 
during a push-pull test and the in situ application demonstrated an improvement for the 
estimation of effective porosity. In the third study, an analytical model was developed to describe 
the breakthrough of a potentially reactive solute due to non-reactive mixing and was applied to 
an in situ data set. The analytical model accurately predicted the breakthrough curve of non-
reactive solutes and allowed for quantifying the rate and extent of reactive solute mass transfer 
and transformation. In the fourth study, the exposure history dependence of microbial mediated 
ethanol transformation was demonstrated to last up to six weeks in the absence of ethanol 
injections with no apparent enrichment of a select microbial community. This suggested that the 
predominant mechanisms of adaptation may exist at the enzymatic- and/or genetic-levels. In 
conclusion, the single-well push-pull test method was utilized and improved to characterize 
hydraulic parameters and processes, and microbial mediated transformations of substrates in 
groundwater. 
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Chapter 1: Introduction 
The study of contaminant hydrogeology encompasses the fate, transport, and reactivity of 
contaminants in groundwater. The fate, transport, and reactivity of contaminants in groundwater 
are governed by physical, chemical, and biological processes. Therefore, contaminant 
hydrogeology is inherently inter-disciplinary. Contaminant hydrogeology can be studied at a 
wide range of spatial and temporal scales from micrometers to kilometers and seconds to 
millennia, respectively. Therefore, the scales at which studies are conducted are dependent on the 
objectives of the studies. The methods to study contaminant hydrogeology are also wide-ranging 
and broadly include empirical and theoretical approaches. Ideally, empirical-based studies should 
either follow an existing theory or lead to the development of a new theory. Finally, the type of 
study can be either applied or basic, with the former designed to solve a practical problem and 
the latter designed to answer a scientific question. This dissertation is comprised of four 
contaminant hydrogeology studies, each conducted in situ, at the spatial scale of meters, at the 
temporal scale of hours to months, and based on empirical data. Each study was conducted 
within a shallow, unconfined, and uranium-contaminated aquifer located at the Oak Ridge 
Reservation in Oak Ridge, Tennessee, United States of America. Studies one, two, and three 
were applied whereas study four was basic. All four studies were broadly designed to advance 
the understanding of the structure and function of natural microbial communities in groundwater. 
In the first study, the in situ mobility of previously bio-reduced uranium was tested under 
variable redox conditions. The mobility of uranium (U) is highly dependent on its oxidative state 
with U(VI) being relatively soluble under oxidizing conditions and U(IV) being relatively 
insoluble under reducing conditions. Natural microbial communities can be stimulated to reduce 
and immobilize U(VI) to U(IV) by the addition of a suitable electron donor such as ethanol. 
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However, U(IV) can be re-oxidized and re-mobilized to U(VI) by oxidants such as nitrate. 
Therefore, re-oxidation of previously bio-reduced uranium by nitrate oxidant is a practical 
problem for remediating uranium-contaminated groundwater. Theoretically, thermodynamics 
predicts that oxidization of reduced sulfur-bearing species, as opposed to reduced uranium-
bearing species, by nitrate is energetically favorable. Empirically, laboratory-based studies have 
demonstrated that reduced sulfur-bearing species, as opposed to reduced uranium-bearing 
species, are preferentially oxidized by nitrate, thereby limiting the re-oxidation and re-
mobilization of uranium. However, no field-based study has been conducted to validate the 
theoretical and empirical evidence. The objective of the first study was to test the in situ mobility 
of uranium in the presence of nitrate oxidant following ethanol-stimulated bio-reduction of 
uranium and sulfate and likely formation of reduced uranium- and sulfur-bearing species. 
In the second study, the analytical solution to estimate the effective porosity of sediments 
based on data from a push-drift-pull test was theoretically expanded and applied to an in situ data 
set. The effective porosity of sediments is a measure of the void spaces through which a solute is 
transported by advection relative to the total volume of the void and solid spaces. A push-drift-
pull test is a method which involves the forced-gradient injection (push), natural-gradient resting, 
(drift), and forced-gradient extraction (pull) of a non-reactive solute within a single groundwater 
well.  The data from a push-drift-pull test can be analyzed to characterize various physical, 
chemical, and biological parameters and processes, including effective porosity. Natural 
microbial communities are periodically exposed to solutes, either naturally or anthropogenically, 
which can serve as sources of carbon, energy, or nutrients. Therefore, the effective porosity of 
sediments is also a measure of the void spaces through which natural microbial communities are 
exposed to dissolved-phase sources of carbon, energy, or nutrients which are transported by 
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advection. The current analytical solution to estimate the effective porosity of sediments ignores 
the displacement of the center of mass of the non-reactive solute during the push phase of a 
push-drift-pull test. Theoretically, ignoring displacement during the push phase can lead to an 
underestimation of effective porosity and an inaccurate characterization of the physical space in 
which natural microbial communities inhabit. The objectives of the second study were to expand 
the current analytical solution to include displacement during the push phase and to better 
estimate the magnitude and spatial variability of effective porosity at the study site.  
In the third study, an analytical model to describe the concentration versus time, or 
breakthrough curve, of a potentially reactive solute due to non-reactive mixing of the injection 
and aquifer fluids during the pull phase of a push-drift-pull test was theoretically developed and 
applied to an in situ data set. As previously noted, the data from a push-drift-pull test can be 
analyzed to characterize various physical, chemical, and biological parameters and processes. 
This includes the quantification of microbial-mediated solute mass transformation. When a 
potentially reactive solute is either added to the injection fluid or exists naturally within the 
aquifer fluid, analysis of the breakthrough curves of the non-reactive versus the potentially 
reactive solutes during the pull phase can allow for quantification microbial-mediated solute 
mass transformation. However, the current analytical model used to generate dilution-adjusted 
breakthrough curves of potentially reactive solutes assumes that the ratio of the concentrations of 
the non-reactive and potentially reactive solutes in the injection fluid versus the aquifer fluid are 
equal. If this assumption is not valid, the dilution-adjusted model may predict breakthrough 
curves which suggest microbial-mediated solute mass transformation occurred when in fact only 
non-reactive mixing occurred. The objective of third study was to develop and apply an 
analytical solution which predicts the breakthrough curve of a potentially reactive solute due to 
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non-reactive mixing to account for any possible combination of non-reactive and potentially 
reactive solute concentrations within the injection and aquifer fluids. 
In the fourth study, the exposure history dependence of microbial-mediated substrate 
transformation was tested. Prior exposure of a natural microbial community to a substrate can 
result in the increased potential of the community to transform the substrate. This phenomenon is 
known as adaptation. Adaptation is thought to play an important role in biogeochemical cycling 
at the ecosystem scale and has been demonstrated at the laboratory scale. However, in situ 
demonstrations of the magnitude and duration of adaptation are lacking. Moreover, the 
predominant, yet likely inter-related, mechanisms by which adaptation can occur are poorly 
understood. The objectives of the fourth study were to establish a natural microbial community 
adapted to transform a substrate, determine how long adaptation can last in the absence of the 
substrate, and elucidate the microbial mechanism(s) responsible for adaption. Studies one, two, 
and three directly informed the design of study four. In the first study, a natural microbial 
community was repeatedly exposed to and bio-transformed a substrate, i.e., ethanol. In the 
second study, the physical space through which an injected volume of a dissolved-phase 
substrate, e.g., ethanol, would travel by advection was estimated. In the third study, an analytical 
model was developed to more accurately quantify microbial-mediated substrate, e.g., ethanol, 
transformation during a push-drift-pull test. Finally, in the fourth study, a pair of wells, one 
ethanol treatment and one ethanol control, were utilized to demonstrate and elucidate the 
mechanism(s) of adaptation.  
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Chapter 2: In situ mobility of uranium in the presence of nitrate following 
sulfate-reducing conditions 
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2.1. Abstract 
Reoxidation and mobilization of previously reduced and immobilized uranium by 
dissolved-phase oxidants poses a significant challenge for remediating uranium-contaminated 
groundwater. Preferential oxidation of reduced sulfur-bearing species, as opposed to reduced 
uranium-bearing species, has been demonstrated to limit the mobility of uranium at the 
laboratory scale yet field-scale investigations are lacking. In this study, the mobility of uranium 
in the presence of nitrate oxidant was investigated in a shallow groundwater system after 
establishing conditions conducive to uranium reduction and the formation of reduced sulfur-
bearing species. A series of three injections of groundwater (200 L) containing U(VI) (5 μM) and 
amended with ethanol (40 mM) and sulfate (20 mM) were conducted in ten test wells in order to 
stimulate microbial-mediated reduction of uranium and the formation of reduced sulfur-bearing 
species. Simultaneous push-pull tests were then conducted in triplicate well clusters to 
investigate the mobility of U(VI) under three conditions: 1) high nitrate (120 mM), 2) high 
nitrate (120 mM) with ethanol (30 mM), and 3) low nitrate (2 mM) with ethanol (30 mM). 
Dilution-adjusted breakthrough curves of ethanol, nitrate, nitrite, sulfate, and U(VI) suggested 
that nitrate reduction was predominantly coupled to the oxidation of reduced-sulfur bearing 
species, as opposed to the reoxidation of U(IV), under all three conditions for the duration of the 
36-day tests. The amount of sulfate, but not U(VI), recovered during the push-pull tests was 
substantially more than injected, relative to bromide tracer, under all three conditions and further 
suggested that reduced sulfur-bearing species were preferentially oxidized under nitrate-reducing 
conditions. However, some reoxidation of U(IV) was observed under nitrate-reducing conditions 
and in the absence of detectable nitrate and/or nitrite which suggested that reduced sulfur-bearing 
species may not be fully effective at limiting the mobility of uranium in the presence of dissolved 
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and/or solid-phase oxidants. The results of this field study confirmed those of previous 
laboratory studies which suggested that reoxidation of uranium under nitrate-reducing conditions 
can be substantially limited by preferential oxidation of reduced sulfur-bearing species.  
2.2. Introduction 
 Uranium-contaminated groundwater is a human and environmental health concern due to 
releases associated with the mining, milling and processing of uranium ore as well as those from 
natural sources (Brugge et al. 2005). The mobility of uranium in groundwater is highly 
dependent on groundwater pH, redox potential and the mineralogy of the solid-phase subsurface 
media. In circumneutral pH groundwater, uranium primarily exists as soluble U(VI)-bearing 
species under oxidizing conditions or as less soluble U(IV)-bearing species under reducing 
conditions (Goodwin 1982; Grenthe et al. 1992; O'Loughlin et al. 2011). Under oxidizing 
conditions and circumneutral pH, U(VI)-bearing species can be immobilized by adsorption to 
iron-bearing minerals (Li and Kaplan 2012). Under reducing conditions, U(VI) can be reduced to 
immobile U(IV) chemically by reduced iron- or sulfur-bearing species (Chakraborty et al. 2010; 
Hyun et al. 2014; Hyun et al. 2012; Jeon et al. 2005) and/or biologically by native anaerobic 
microbial communities (Wall and Krumholz 2006). Microbial-mediated uranium reduction in 
particular, has been the predominant mechanism utilized for enhancing in situ uranium 
immobilization (Newsome et al. 2014). However, reoxidation of previously reduced uranium in 
the presence of dissolved- and/or solid-phase oxidants can result in remobilization of uranium, 
which poses a significant challenge for remediating uranium-contaminated groundwater (Singh 
et al. 2014).  
 Microbial-mediated reduction of uranium can be stimulated by the in situ addition of an 
electron donor such as ethanol, glucose, acetate, lactate, formate, or emulsified vegetable oil 
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(Anderson et al. 2003; Campbell et al. 2011; Dullies et al. 2010; Istok et al. 2004; Senko et al. 
2002; Sharp et al. 2011; Vrionis et al. 2005; Watson et al. 2013; Wu et al. 2006; Wu et al. 2007; 
Wu et al. 2010). In the presence of an added electron donor, uranium reduction can proceed 
following depletion of higher energy yielding terminal electron acceptors (TEAs) such as 
oxygen, nitrate, manganese, and concurrent with ferric-iron reduction (Newsome et al. 2014) 
which may result in the production of insoluble minerals such as uraninite (UO2) (Wall and 
Krumholz 2006). However, natural recharge of dissolved-phase oxidants such as oxygen and 
nitrate into previously reduced groundwater zones can result in reoxidation and subsequent 
remobilization of uranium (Watson et al. 2013; Wu et al. 2007; Wu et al. 2010). Although the 
presence of solid-phase oxidants such as Mn(IV)-oxides and/or Fe(III)-oxides can also result in 
reoxidation of uranium, their abundance is likely limited following uranium-reducing conditions 
(Vrionis et al. 2005). In order to actively maintain uranium-reducing conditions, the continuous 
or periodic addition of an electron donor can effectively prevent uranium reoxidation (Watson et 
al. 2013; Wu et al. 2007; Wu et al. 2010). However, active remediation systems can also be 
expensive to design, build, and operate. Therefore, creating groundwater conditions which can 
sustain uranium-reducing conditions after in situ electron donor addition has been terminated and 
depleted is of critical interest to remediation practitioners. 
 The importance of reduced sulfur-bearing minerals, formed by sulfate-reducing bacteria, 
has been recognized as a predominant factor contributing to maintaining uranium-reducing 
conditions in natural uranium-rich groundwater systems (Arthur et al. 2006; Iwatsuki et al. 2004; 
Noseck et al. 2012). This is likely due, in part, to preferential oxidation of common reduced 
sulfur-bearing minerals such as pyrite (FeS2), mackinawite (FeS0.9) and alabandite (MnS) by 
oxygen and nitrate, which are thermodynamically favorable reductants when compared to 
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uraninite (Dean 1999). This suggests that creating in situ groundwater conditions that are 
conducive to the formation of reduced sulfur-bearing minerals following uranium reduction may 
lead to greater stability of immobilized uranium in the presence of oxidants. The importance of 
preferential oxidation of reduced sulfur-bearing minerals following uranium reduction has been 
demonstrated experimentally in numerous laboratory studies (Abdelouas et al. 2000; Abdelouas 
et al. 1999; Bi and Hayes 2014a; Bi and Hayes 2014b; Bi et al. 2013; Carpenter et al. 2015; Luan 
et al. 2015; Moon et al. 2009; N'Guessan et al. 2010). For example, in a flow-through sediment 
column study, Moon et al. (2009) demonstrated that microbial-mediated uranium reduction 
followed by enhanced sulfate reduction resulted in the formation of iron sulfides which limited 
the extent of uranium reoxidation by oxygen and nitrate when compared to a previous study 
where uranium reduction was not followed by sulfate reduction (Moon et al. 2007). However, in 
both laboratory studies, the rate and extent of uranium reoxidation was greater when nitrate, as 
opposed to oxygen, was the oxidant. The relative importance of nitrate as a predominant oxidant 
for in situ uranium reoxidation has also been recognized at numerous uranium-contaminated sites 
where nitrate is a common co-contaminant due to activities associated with the processing of 
uranium ore (Lloyd and Renshaw 2005; Smith et al. 2015; Spain and Krumholz 2011). Although 
nitrate alone does not abiotically oxidize U(IV) to an appreciable extent, dissimilatory nitrate 
reduction intermediates, such as nitrite, nitric oxide, and nitrous oxide, as well as microbial-
mediated nitrate-dependent U(IV) oxidation, have been shown to reoxidize uranium in numerous 
laboratory and in situ studies (Singh et al. 2014). 
 Despite the importance of nitrate as an oxidant under field conditions and sulfide-bearing 
minerals as reductants under laboratory conditions, relatively few studies to date have 
investigated uranium reoxidation by nitrate following sulfate-reducing conditions in the field. 
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Therefore, a substantial knowledge gap currently exists as to the in situ feasibility of such an 
approach in terms of limiting the extent of uranium reoxidation. The objective of this study was 
to test the in situ mobility of uranium in the presence of nitrate following uranium- and sulfate-
reducing conditions. Based on the results of previous studies and thermodynamics, we 
hypothesized that preferential oxidation of reduced sulfur-bearing species, as opposed to reduced 
uranium-bearing species, can substantially limit the extent of uranium mobilization in the 
presence of nitrate.  
2.3.  Materials and methods 
2.3.1.  Study site  
 The study site is located in Area 2 of the Oak Ridge Integrated Field Research Challenge 
(OR-IFRC) site in Oak Ridge, Tennessee. A typical geologic profile of Area 2 would consist of 
approximately 6 meters of reworked fill and saprolite at the surface underlain by 2 meters of 
intact saprolite with weathered bedrock below the saprolite (Watson et al. 2004). The study site 
contains ten shallow groundwater monitoring wells (FW218 through FW227) constructed of ¾-
inch inside diameter schedule 80 polyvinyl chloride (PVC) pipe. The monitoring wells were 
installed by direct push and are screened from 3.5 to 6 meters below ground surface (mbgs). The 
shallow groundwater aquifer is unconfined and depth to groundwater is approximately 3.5 mbgs. 
The groundwater and sediments within Area 2 are contaminated with nitrate and uranium from 
the former S-3 Ponds which contained liquid waste derived from the processing of uranium ore 
(Spain and Krumholz 2011). The pH of groundwater at Area 2 tends to be between 6 and 7 with 
concentrations of uranium ranging from 3.8 to 7.1 μM (Moon et al. 2006) and concentrations of 
nitrate ranging from 1 to 4 mM (Spain and Krumholz 2011). The average groundwater redox 
potential is 170 mV and reduction of equilibrium-predicted U(VI)-bearing species (UO2CO3, 
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UO2(CO3)2
2-, UO2SO4, UO2(SO4)2
2-, Ca2UO2(CO3)3, CaUO2(CO3)
2-) is not energetically 
favorable in the absence of an added electron donor (Moon et al. 2006; Watson et al. 2013). The 
saprolite contains significant quantities of iron oxides and, to a lesser extent, manganese oxides 
which have a high capacity for U(VI) adsorption at circumneutral pH (Barnett et al. 2002). 
Concentrations of uranium (nitric-acid extractable) in saprolite from Area 2 range from 0.293 to 
453 mg/kg (Moon et al. 2006). Microbial-mediated uranium reduction has been demonstrated in 
numerous laboratory studies utilizing Area 2 groundwater and/or sediments by the addition of a 
range of electron donors (Spain and Krumholz 2011) and under in situ conditions by the addition 
of ethanol (Fang et al. 2006) and emulsified vegetable oil (Watson et al. 2013). However, 
concurrent reoxidation of reduced sulfur-bearing species and U(IV) by nitrate following 
depletion of emulsified vegetable oil has also been observed in Area 2 (Watson et al. 2013). This 
suggests that the geochemistry of Area 2 is conducive to forming reduced sulfur-bearing species 
but that nitrate has the oxidative strength to remobilize uranium to background levels. The wells 
utilized in this study were not part of any previous studies and are likely not affected by previous 
or ongoing activities within Area 2.  
2.3.2. Biostimulation and reoxidation tests 
A series of four tests were conducted in wells FW218 through FW227. Three 
biostimulation tests (Tests 1, 2, and 3) were conducted in order to reduce and immobilize 
uranium and to precipitate sulfides (Table 2.1). The reoxidation test (Test 4) was conducted in 
order to investigate the mobility of uranium in the presence of nitrate (Table 2.1). Groundwater 
samples for all tests were collected and filtered (0.2 μm) in the field and stored at 4C until 
analyzed. Groundwater used for test injectate was collected from nearby well GW835 which 
contained relatively low pre-test concentrations of nitrate (1 mM), U(VI) (5 μM) and sulfate (1  
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Table 2.1 Summary of biostimulation and reoxidation test methodology. EtOH = ethanol 
Test 
# 
Test Type Method Day(s) 
Treatment 
ID 
Well Amendments 
1 Biostimulation 
Injection 
Only 
0 - 
All 
Wells 
40mM EtOH, 
20mM SO4
2- 
2 Biostimulation 
Injection 
Only 
47 - 
All 
Wells 
40mM EtOH, 
20mM SO4
2- 
3 Biostimulation 
Injection 
Only 
84 - 
All 
Wells 
40mM EtOH, 
20mM SO4
2- 
4 Reoxidation  
Injection & 
Periodic 
Extraction 
139-176 Control FW224 
30mM EtOH, 
20mM SO4
2- 
4 Reoxidation  
Injection & 
Periodic 
Extraction 
139-176 Cluster 1 
FW219 
120mM NO3
- FW220 
FW225 
4 Reoxidation  
Injection & 
Periodic 
Extraction 
139-176 Cluster 2 
FW218 
30mM EtOH, 
120mM NO3
- 
FW226 
FW227 
4 Reoxidation  
Injection & 
Periodic 
Extraction 
139-176 Cluster 3 
FW221 
30mM EtOH, 
2mM NO3
- 
FW222 
FW223 
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mM), and a circumneutral pH (6.5) (Table 2.2). The test wells contained roughly similar pre-test 
concentrations of nitrate (0.1 to 12.9 mM), U(VI) (0.1 to 3.9 μM) and sulfate (0.1 to 1.9 mM) 
and a circumneutral pH (6.6 to 8.0) (Table 2.2). Pre-test concentrations of ethanol were below 
the method detection limit from injectate well GW835 and test wells FW218 through FW227 
(data not shown). 
The biostimulation tests were conducted by injecting 200 liters of ethanol- and sulfate-
amended injectate in all ten wells (Table 2.1). Immediately prior to injection, the injectate was 
amended with 40 mM ethanol (C2H6O) and 20 mM sulfate (Na2SO4) and then mixed with 
compressed 80%N2:20%CO2 gas. The injectate was then injected into each well using a siphon 
and was completed within a 24-hour time frame. Five samples of the injectate were collected 
during injection for analysis of amended ethanol and sulfate (data not shown) and were similar to 
the target concentrations (Table 2.1). Groundwater concentrations of ethanol and sulfate in test 
wells immediately prior to subsequent biostimulation tests (data not shown) were similar to pre-
test concentrations (Table 2.2).  
The reoxidation test was conducted using the single-well push-pull test method according 
to the methodology of Istok et al. (2004). The reoxidation test was conducted under three 
different conditions in triplicate well clusters: 1) high nitrate (cluster 1), 2) high nitrate with 
ethanol (cluster 2), and 3) low nitrate with ethanol (cluster 3) (Table 2.1). A push-pull test was 
conducted in a single well (FW224) under similar ethanol- and sulfate-amended conditions of the 
biostimulation tests to serve as a control (Table 2.1). Immediately prior to injection, the injectate 
was amended with 10 mM sodium bicarbonate (NaHCO3) buffer, 1.3 mM bromide tracer (KBr), 
and ethanol (C2H6O), sulfate (Na2SO4) or nitrate (KNO3), depending on the test condition (Table 
2.1). The reoxidation test injectate volume, mixing and injection methodology, and injection time  
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Table 2.2 Pre-test nitrate, U(VI), and sulfate concentrations and pH in source well (GW835) 
used for test injectate and in wells used for push-pull tests (FW218 through FW227 
Well NO3
- U(VI) SO4
2- pH 
(mM) (μM) (mM) 
GW835 1.0 5.0 1.0 6.5 
FW218 12.9 0.1 0.4 7.0 
FW219 0.4 3.9 0.6 7.4 
FW220 0.2 0.1 0.1 7.7 
FW221 1.2 0.1 0.2 7.5 
FW222 0.1 0.1 0.1 7.8 
FW223 0.1 0.1 0.1 8.0 
FW224 0.1 0.1 0.1 7.7 
FW225 0.7 0.2 0.1 7.5 
FW226 1.2 0.2 1.9 7.2 
FW227 0.3 0.1 0.5 6.6 
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frame were identical to the biostimulation tests. Five samples of the injectate were collected 
during the injection phase. Post-injection groundwater samples were collected by periodic 
extraction of the test wells for 36 days and analyzed for bromide, ethanol, nitrate, nitrite, U(VI), 
and sulfate. 
2.3.3. Laboratory analysis 
Bromide, nitrate, nitrite, and sulfate were measured by ion chromatography (Dionex, 
model DX-120). U(VI) was measured by a kinetic phosphorescence analyzer (Chemcheck, KPA-
11). pH was measured by glass electrode (Accumet, model 25). Ethanol was measured by gas 
chromatography (Hewlett-Packard, model 5880) with flame ionization detection.  
2.3.4. Data analysis 
 Dilution-adjusted concentrations were computed by dividing the measured concentration 
of the reactive tracer (ethanol, nitrate, nitrite, U(VI), and sulfate) by the relative concentration of 
the non-reactive tracer (bromide) (Istok 2013). Recovery factors of reactive tracers were 
computed by dividing the mass extracted from the well by the mass injected into the well which 
was then divided by the corresponding recovery factor of bromide (Senko et al. 2002). Recovery 
factors greater than one indicated that more reactive tracer was recovered relative to bromide. 
Recovery factors less than one indicated that less reactive tracer was recovered relative to 
bromide.  
2.4. Results and discussion 
2.4.1. Push-pull tests: Uranium and sulfate reduction in control well 
Complete removal of ethanol occurred within 24 hours after injection and ethanol 
concentrations remained below the method detection limit for the duration of the 36-day test 
(Figure 2.1). U(VI) concentrations remained below injection levels (5 μM) for the first 13 days 
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of the test (Figure 2.1). Complete removal of sulfate occurred within 3 days after injection and 
sulfate concentrations remained below pre-test levels (0.1 mM) for the first 15 days of the test 
(Figure 2.1). Nitrate and nitrite concentrations and pH remained at pre-test levels for the duration 
of the 36-day test (data not shown). The observed removal of ethanol and sequential removal of 
U(VI) and sulfate suggested that microbial-mediated U(VI) and sulfate reduction occurred in the 
control well for the first 15 days of the test. Although ferrous iron was not measured, it is likely 
that ferric-iron reduction also occurred based on previous studies in Area 2 where the classic 
sequence of TEAs were observed in ethanol-amended tests with nitrate reduction, ferric-iron 
reduction, sulfate reduction, and methanogenesis proceeding in sequence (Fang et al. 2006; 
Mohanty et al. 2008). These results suggested that groundwater conditions conducive to U(VI) 
reduction/immobilization and precipitation of reduced sulfur-bearing species were likely 
established in the first three biostimulation tests (Table 2.2). Although the valence state and 
chemical speciation of uranium and sulfur in sediments was not determined, it is likely that 
U(VI) was reduced to U(IV) in the form of uraninite and/or as U(IV) adsorbed to Fe/Mn 
minerals and that sulfate was reduced to S2- in the form of ferrous sulfide (FeS), based on 
previous ethanol-amended tests at the OR-IFRC site (Kelly et al. 2008; Kelly et al. 2010).  
Sulfate and U(VI) concentrations increased steadily after 15 days and approached or 
slightly exceeded injection levels of 20 mM and 5 μM, respectively, by the end of the 36-day test 
(Figure 2.1). The increase of sulfate and U(VI) levels suggested that reoxidation of reduced 
sulfur-bearing species and U(IV) and/or desorption of sulfate and U(VI) may have occurred. 
Although sulfate-reducing conditions were clearly established during the first 15 days of the test 
and nitrate and nitrite concentrations remained at pre-test levels, it is possible that solid-phase 
oxidants such as Fe(III)-oxides and/or Mn(IV)-oxides were present due to incomplete reduction   
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Figure 2.1 Dilution-adjusted concentrations of ethanol, sulfate, and U(VI) in control well 
FW224 amended with 30 mM ethanol and 20 mM sulfate 
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and were responsible for reoxidation of reduced sulfur-bearing species and U(IV). For example, 
in a flow-through sediment column study utilizing sediment from Area 2, Wan et al. (2005) 
provided several lines of evidence which suggested that despite constant electron donor (lactate) 
addition and strongly methanogenic conditions, Fe(III) and possibly Mn(IV) persisted as 
oxidants responsible for U(IV) reoxidation. Thermodynamically, any oxidant of U(IV) would be 
expected to oxidize sulfides preferentially and complete oxidation of FeS and FeS2 to sulfate by 
MnO2 has been observed in marine sediments (Aller and Rude 1988; Schippers and Jorgensen 
2001). Although there is slight or no evidence for complete FeS or FeS2 oxidation by Fe(III)-
oxides (Aller and Rude 1988; Schippers and Jorgensen 2001; Schippers and Jorgensen 2002), 
intermediate oxidation products such as elemental sulfur (S0) and thiosulfate (S2O32-) can be 
completely oxidized to sulfate by microbes which utilize Fe(III)-oxides as TEAs (Finster et al. 
1998; Thamdrup et al. 1993). Although desorption of sulfate and/or U(VI) may have also 
occurred after 15 days it is unlikely due to relatively little change in pH (data not shown) 
(Barnett et al. 2002; Rose and Ghazi 1997).  
Recovery factors for U(VI) and sulfate were computed in order to quantify the extent of 
U(VI) and sulfate immobilization/mobilization for duration of the 36-day tests (Table 2.3). 
Recovery factors for U(VI) and sulfate were 0.2 and 0.5, respectively, for the control-well test 
(Table 2.3). Although both immobilization (0 to 15 days) and mobilization (15 to 36 days) of 
U(VI) and sulfate were observed (Figure 2.1), the recovery factor results suggested that a net 
removal (recovery factor <1) of U(VI) and sulfate from groundwater occurred over the full 
duration of the test (Table 2.3). Therefore, it is likely that a net removal of U(VI) and sulfate 
from groundwater by microbial-mediated reduction also occurred during the first three 
biostimulation tests (Table 2.1). 
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Table 2.3 Recovery factors for U(VI) and sulfate for control (FW224) and test well triplicates 
during push-pull test 4, average recovery factors ± one standard deviation are shown for 
triplicate test wells, NA = not applicable. EtOH = ethanol    
Treatment 
ID 
Well Amendments U(VI) SO4
2- 
Avg. U(VI) 
± 1 S.D. 
Avg. SO4
2- 
± 1 S.D. 
Control FW224 
30mM EtOH, 
20mM SO4
2- 
0.2 0.5 NA NA 
Cluster 1 
FW219 
120mM NO3
- 
1.0 14.4 
1.3±0.3 12±3 FW220 1.5 8.6 
FW225 1.5 13.0 
Cluster 2 
FW218 
30mM EtOH, 
120mM NO3
- 
0.9 9.8 
1.3±0.4 14±5 FW226 1.8 13.2 
FW227 1.2 20.2 
Cluster 3 
FW221 
30mM EtOH,   
2mM NO3
- 
0.5 4.2 
0.7±0.5 5.5±1.3 FW222 1.3 5.6 
FW223 0.4 6.8 
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2.4.2. Push-pull tests: Uranium mobility in the presence of high nitrate  
Complete removal of high nitrate (170 mM) in the absence of ethanol was concurrent 
with a steady increase in sulfate concentrations above injection levels (up to 25 mM) and a 
transient increase in nitrite concentrations (up to 2mM) in well FW220 (Figure 2.2). U(VI) 
concentrations remained near injection levels (5 μM) for the first 28 days of the test and then 
increased to 20 μM by the end of the 36-day test (Figure 2.2). The increase in U(VI) 
concentrations above injection levels occurred in the absence of detectable nitrate or nitrite 
(Figure 2.2). The pH in well FW220 remained at pre-test levels for the duration of the test (data 
not shown). Similar results were observed in replicate wells FW219 and FW225 (Appendix) 
which suggested that despite the high level of aquifer heterogeneity in Area 2 (Watson et al. 
2004), the biogeochemical processes were not spatially-biased under test conditions. These 
results suggested that nitrate reduction was predominantly coupled to reduced sulfur oxidation 
and that U(IV) oxidation was negligible during this process. These results were expected because 
preferential oxidation of common reduced sulfur-bearing species such as pyrite, mackinawite, 
alabandite and elemental sulfur by nitrate or nitrite are thermodynamically favorable when 
compared to uraninite (Dean 1999). Although we did not determine the extent at which this 
process was either abiotic or microbial-mediated, it is important to note that the microbial 
species Thiobacillus denitrificans has been shown to perform nitrate reduction coupled to 
reduced sulfur oxidation (Kelly and Wood 2000) and that the Thiobacillus genus has been 
broadly detected at the OR-IFRC site in both groundwater and sediments (Spain and Krumholz 
2011). However, these results also suggested that solid-phase oxidants such as Fe(III)-oxides 
and/or Mn(IV)-oxides may have been responsible for reoxidation of reduced sulfur-bearing 
species and U(IV) during the later stages of the tests when nitrate and nitrite concentrations were 
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Figure 2.2 Dilution-adjusted concentrations of nitrate and nitrite (a) and sulfate and U(VI) (b) in 
well FW220 amended with 120 mM nitrate 
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below the method detection limit (Appendix). Similar results were observed in the control well 
(Figure 2.1) and were discussed in the previous section.  
Average recovery factors, plus or minus one standard deviation, for U(VI) and sulfate in 
the triplicate well cluster 1 were 1.3±0.3 and 12±3, respectively (Table 2.3). These results 
demonstrated that substantially more sulfate, but not U(VI), was recovered relative to bromide. 
The calculated recovery factors for sulfate and U(VI) (Table 2.3) and the observed nitrate 
removal and concurrent sulfate production (Appendix) strongly suggested that reoxidation of 
uranium under nitrate-reducing conditions was substantially limited by preferential oxidation of 
reduced sulfur-bearing species.  
2.4.3. Push-pull tests: Uranium mobility in the presence of high nitrate and ethanol 
Removal of high nitrate (140 mM) and ethanol (30 mM) was concurrent with a sharp 
increase in nitrite concentrations (up to 4 mM) in well FW226 for the first 7 days of the test 
(Figure 2.3). During this time, sulfate concentrations increased steadily (up to 10 mM) while 
U(VI) concentrations varied but were relatively close to injection levels (5 μM) (Figure 2.3). The 
results for the first 7 days suggested that nitrate reduction was coupled to both ethanol and sulfur 
oxidation and that U(IV) oxidation was negligible during this process. Sulfur oxidation by nitrate 
was expected because nitrate was added in excess (≈1.5-fold) of the stoichiometric demand for 
ethanol oxidation (Table 2.1). After day 7, concentrations of sulfate remained well above 
injection levels (up to 18 mM) while U(VI) concentrations were only slightly above injection 
levels (up to 10 μM) until day 28 (Figure 2.3). During this time, concentrations of nitrate and 
nitrite were relatively low but detectable (Figure 2.3). The results between days 7 and 28 
suggested that a substantial amount of reduced sulfur-bearing species were oxidized to sulfate 
under nitrate-reducing conditions and that reoxidation of U(IV) was negligible. 
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Figure 2.3 Dilution-adjusted concentrations of nitrate and nitrite (a) and sulfate and U(VI) (b) in 
well FW226 amended with 30 mM ethanol and 120 mM nitrate 
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The concentrations of nitrate and nitrite between days 28 and 36 decreased to below the method 
detection limit, during which time, concentrations of sulfate and U(VI) also decreased (Figure 
2.3). These results suggested that oxidation of reduced sulfur-bearing species and U(IV) was 
nitrate dependent. The pH in well FW226 remained at pre-test levels for the duration of the test 
(data not shown). Similar results were observed in replicate wells FW218 and FW227 
(Appendix). 
Average recovery factors, plus or minus one standard deviation, for U(VI) and sulfate in 
the triplicate well cluster 2 were 1.3±0.4 and 14±5, respectively (Table 2.3). These results 
demonstrated that substantially more sulfate, but not U(VI), was recovered relative to bromide. 
However, these results also suggested that adding ethanol had a negligible effect on limiting the 
oxidation of sulfur and/or U(IV) by high nitrate as made evident by the similar recovery factors 
for sulfate and U(VI) in the high nitrate (cluster 1) and high nitrate with ethanol (cluster 2) 
treatments (Table 2.3). Nevertheless, the calculated recovery factors for sulfate and U(VI) (Table 
2.3) and the observed nitrate removal and concurrent sulfate production (Appendix) strongly 
suggested that reoxidation of uranium under nitrate-reducing conditions was substantially limited 
by preferential oxidation of reduced sulfur-bearing species. 
2.4.4. Push-pull tests: Uranium mobility in the presence of low nitrate and ethanol 
Removal of low nitrate (2 mM) and ethanol (30 mM) was concurrent with a sharp 
increase in nitrite concentrations (up to 2 mM) in well FW222 for the first 3 days of the test 
(Figure 2.4). During this time, sulfate and U(VI) concentrations increased sharply (up to 30 mM 
and 30 μM, respectively) (Figure 2.4). These results suggested that nitrate reduction was coupled 
to ethanol, sulfur and U(IV) oxidation. Sulfur and U(IV) oxidation by nitrate was not expected  
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Figure 2.4 Dilution-adjusted concentrations of nitrate and nitrite (a) and sulfate and U(VI) (b) in 
well FW222 amended with 30 mM ethanol and 2 mM nitrate 
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because ethanol was added in excess (40-fold) of the stoichiometric demand for nitrate reduction 
(Table 2.1). After day 3, nitrate, nitrite, sulfate and U(VI) concentrations decreased sharply and 
remained low until day 26 (Figure 2.4). After day 26, sulfate concentrations increased sharply 
(up to 35 mM) in the presence of relatively low nitrate and nitrite while U(VI) concentrations 
remained near injection levels (5 μM) (Figure 2.4). These results suggested that preferential 
reoxidation of reduced sulfur-bearing species, as opposed to reoxidation of U(IV), occurred after 
day 26 in well FW222. However, sulfate and U(VI) concentrations increased to levels which 
greatly exceeded injection concentrations in the presence of relatively low nitrate and nitrite 
during later stages of the test in the replicate wells FW221 and FW223 (Appendix). These results 
suggested that concurrent reoxidation of reduced sulfur-bearing species and U(IV) occurred after 
day 26 wells FW221 and FW223 and indicated that an oxidant in addition to nitrate and nitrite 
may be have been present. The pH in well cluster 3 remained at pre-test levels for the duration of 
the tests (data not shown). 
Average recovery factors, plus or minus one standard deviation, for U(VI) and sulfate in 
the triplicate well cluster 3 were 0.7±0.5 and 5.5±1.3, respectively (Table 2.3). These results 
demonstrated that substantially more sulfate, but not U(VI), was recovered relative to bromide. 
These results also suggested that low nitrate had a noticeable effect on limiting the oxidation of 
sulfur and/or U(IV) as evident by the higher recovery factors for sulfate and U(VI) in the high 
nitrate (cluster 1) and high nitrate with ethanol (cluster 2) treatments (Table 2.3).  
2.4.5. Thermodynamics  
The standard-state Gibbs free energies of several simple redox reactions that may have 
occurred during the reoxidation tests were computed (Table 2.4) in order to compare to the 
experimental data from the reoxidation tests. It is important to recognize that standard-state 
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conditions (25°C, 1atm, and unit molality) may yield Gibbs free energies that are different than 
those calculated under system-specific conditions. The energetics of nitrate oxidation of reduced 
sulfur-bearing species that were likely formed during the biostimulation tests (S0, FeS, FeS2, 
MnS,) were substantially more favorable than for the oxidation of uraninite (Table 2.4). Similar 
energetics were calculated for nitrite as the oxidant (Table 2.4). The energetics of the predicted 
reoxidation reactions were comparable to the computed recovery factors for sulfate and U(VI) 
under nitrate-reducing conditions as evident by substantially more sulfate recovered when 
compared to U(VI) during all three reoxidation tests (Table 2.3). This comparison further 
suggested that preferential oxidation of reduced sulfur-bearing species by nitrate and/or nitrite, as 
predicted thermodynamically, was also observed in this study under in situ conditions. However, 
the in situ data also suggested that concurrent reoxidation of reduced sulfur-bearing species and 
U(IV) did occur under both nitrate-reducing conditions and conditions in which nitrate and/or 
nitrite concentrations were not detectable (Figure 2.2, Figure 2.3, Figure 2.4); although to a much 
lesser extent for U(IV) (Table 2.3), which does not fully agree with the energetics (Table 2.4). 
This suggested that the system-specific conditions may yield different energetics and/or that we 
did not identify all of the predominant redox reactions (Table 2.4).  
2.5. Conclusions 
The results of this study suggested that the in situ mobility of uranium under nitrate-
reducing conditions can be substantially limited by preferential oxidation of reduced sulfur-
bearing species. This study also suggested that the addition of ethanol can result in less 
reoxidation of uranium by nitrate if added in substantial excess of the stoichiometric demand of 
nitrate as an electron acceptor. The thermodynamics of the predicted reoxidation reactions were 
supported by the in situ data and suggested that thermodynamically-favorable oxidation of   
29 
 
Table 2.4 Standard-state (25°C, 1 atm, and unit molality) Gibbs free energies of uraninite (UO2) 
and various reduced sulfur-bearing species (S0, FeS, FeS2, MnS) reoxidized by nitrate (NO3
-) and 
nitrite (NO2
-), free energy values for the formation of reactants and products were obtained from 
Dean (1999)  
Reaction 
# 
Reaction Stoichiometery 
ΔGro  
(kJ) 
  Nitrate as Oxidant   
1 UO2 + 0.4NO3
- + 2.4H+ → UO22+ + 0.2N2 + 1.2H2O  -162 
2 S
0 + 1.2NO3
- + 0.4H2O → SO42- + 0.6N2 + 0.8H+ -516 
3 FeS + 1.6NO3
- + 1.6H+ → SO42- + 0.8N2 + Fe2+ + 0.8H2O  -735 
4 FeS2 + 2.8NO3
- + 0.8H+ → 2SO42- + 1.4N2 + Fe2+ + 0.4H2O -1184 
5 MnS + 1.6NO3
- + 1.6H+ → SO42- + 0.8N2 + Mn2+ + 0.8H2O -766 
  Nitrite as Oxidant   
6 UO2 + 0.7NO2
- + 2.7H+ → UO22+ + 0.3N2 + 1.3H2O  -216 
7 S
0 + 2NO2
- → SO42- + N2 -680 
8 FeS + 2.7NO2
- + 2.8H+ → SO42- + 1.35N2 + Fe2+ + 1.4H2O -968 
9 FeS2 + 4.7NO2
- + 2.8H+ → 2SO42- 2.35N2 + Fe2+ + 1.4H2O -1582 
10 MnS + 2.7NO2
- + 2.8H+ → SO42- + 1.35N2 + Mn2+ + 1.4H2O  -999 
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common reduced sulfur-bearing minerals by nitrate and/or nitrite, as opposed to oxidation of 
uraninite, likely occurred. However, concurrent oxidation of reduced sulfur-bearing species and 
to a much lesser extent, U(IV), was also observed under nitrate-reducing conditions and in the 
absence of detectable nitrate and/or nitrite. This suggested that reduced sulfur-bearing species 
were not fully effective at limiting the mobility of uranium in the presence of dissolved and/or 
solid-phase oxidants. Therefore, future in situ studies designed to test the effectiveness and long-
term sustainability of this approach under natural-gradient conditions and to elucidate the 
predominant redox reactions are needed. Nevertheless, this in situ study confirmed the results of 
previous laboratory studies and demonstrated that establishing sulfate-reducing conditions 
following U(VI) reduction can substantially limit the extent of uranium mobility in the presence 
of nitrate oxidant.  
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Chapter 3: Push-pull tests for estimating effective porosity: expanded 
analytical solution and in situ application 
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3.1. Abstract 
The analytical solution to describe the one-dimensional displacement of the center of 
mass of a tracer during an injection, drift, and extraction test (push-pull test) was expanded to 
account for displacement during the injection phase to improve the in situ estimation of effective 
porosity. The truncated equation, which assumes displacement during the injection phase is 
negligible, may theoretically lead to an underestimation of the true value of effective porosity. In 
order to experimentally compare the expanded and truncated equations, single-well push-pull 
tests were conducted among six test wells within a shallow and unconfined aquifer comprised of 
unconsolidated and heterogeneous silty and clayey fill materials. The push-pull tests were 
conducted by injecting bromide tracer, followed by a non-pumping period, and subsequent 
extraction of groundwater. The values of effective porosity from the expanded equation (0.6% to 
5.0%) were substantially greater than those from the truncated equation (0.1% to 1.3%). The 
expanded and truncated equations were compared to data from previous push-pull studies in the 
literature and demonstrated that displacement during the injection phase may or may not be 
negligible, depending on the aquifer properties and the push-pull test parameters. The results of 
the tests presented here also demonstrated that: (1) the spatial variability of effective porosity, 
within a relatively small study site, can be substantial and (2) the error-propagated uncertainty of 
effective porosity can be mitigated to a reasonable level (< ± 1%). In conclusion, the expanded 
analytical solution improved the theoretical description of the displacement of a tracer during a 
push-pull test and the in situ application demonstrated an improvement for the estimation of 
effective porosity.  
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3.2. Introduction 
The effective porosity of saturated porous media is a fundamental hydrogeological 
parameter for modeling the fate and transport of dissolved-phase contaminants in the subsurface. 
Reliable modeling is highly dependent on accurate characterization of effective porosity. Field-
scale tracer-based methods are particularly attractive to estimate effective porosity because they 
directly measure the in situ transport of a dissolved-phase constituent. The single-well push-pull 
test method has been developed to estimate effective porosity and has been successfully applied 
in situ. However, the current analytical model assumes the transport of the tracer during the push 
phase is negligible, which may or may not be an appropriate assumption in all cases. 
Theoretically, neglecting to account for the transport of the tracer during the push phase may 
lead to an underestimation of effective porosity. In this study, the analytical solution to describe 
the displacement of a tracer during a push-pull test was expanded to account for the push phase 
and then applied in situ to estimate the effective porosity among six test wells within a shallow 
and unconfined aquifer. 
Effective porosity can be qualitatively defined as the volume of the void spaces through 
which water or other fluids can travel (by advection) in a rock or sediment divided by the total 
volume of the rock or sediment (Fetter 2001). Domenico and Schwartz (1998) explained that 
effective porosity implies some connectivity through the porous medium and is more closely 
related to permeability than is total porosity. The definition and conceptualization of effective 
porosity has led to the use of more descriptive terms such as: mobile porosity, kinematic 
porosity, and dynamic porosity. Determining the appropriate value of effective porosity for 
groundwater models can be challenging, due in part, to the spatial heterogeneity of porous 
media. Field-scale tracer-based studies have shown that effective porosity in granular porous 
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media can range from 40% (alluvial sediments; fine sands, and glacial till) to 0.4% (layered 
medium sand) and in fractured porous media from 60% (fractured dolomite and limestone) to 
0.5% (fractured chalk) (Gelhar et al. 1992). There is also increasing evidence that effective 
porosity is dependent on the scale at which it is assessed, i.e., effective porosity tends to decrease 
with increasing scale (Li 1995; Stephens et al. 1998).  
Methods to estimate effective porosity typically rely on calculating proxy parameters 
such as specific yield (Meinzer 1923a) or correlating grain-size distribution and soil-water 
characteristic curves to representative values of specific yield (Meinzer 1923b). Estimation-
based methods have the disadvantage of being indirect but are relatively simple to conduct. 
Methods to calculate effective porosity typically rely on conducting tracer-based tests and 
interpretation of subsequent breakthrough curves (Stephens et al. 1998). Tracer-based methods 
have the advantage of being direct but can be relatively difficult to conduct, especially at the 
field scale. Moreover, the interpretation of breakthrough curves requires careful consideration of 
the properties of the tracer and the porous media. For example, tracer mass transport mechanisms 
such as: (1) sorption to the porous media, (2) diffusion from mobile to immobile pore water, (3) 
volatilization to the unsaturated zone, and (4) degradation or transformation are not truly 
representative of the void spaces through which water can travel by advection, i.e., effective 
porosity (Davis et al. 1980; Turnadge and Smerdon 2014).  
 Hall et al. (1991) developed a relatively simple tracer-based method to calculate effective 
porosity based on conducting and interpreting the data from a single-well push-pull test. A 
single-well push-pull test is conducted by injecting (push phase) a volume of water containing a 
tracer into a single well, followed by a non-pumping period (drift phase), and subsequent 
extraction (pull phase) of groundwater from the same well in order to generate a breakthrough 
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curve (Istok 2013). A single-well push-pull test has the threefold advantage of being direct, 
simple, and field scale. The Hall et al. (1991) method was theoretically developed for a confined, 
homogeneous, and isotropic aquifer but was experimentally validated at the field scale in an 
unconfined, heterogeneous, and sandy aquifer. Hall et al. (1991) compared the effective porosity 
calculated from a single-well push-pull test to a dual-well natural-gradient test and found that 
both tests yielded similar values. However, the Hall et al. (1991) method assumed that: (1) the 
transport of the tracer during the push phase was negligible and (2) the uncertainty in the 
calculation of effective porosity was negligible. Moreover, the Hall et al. (1991) application was 
limited to a single well. Although the assumptions and spatially limited application by Hall et al. 
(1991) may have been valid and appropriate, respectively, in their case study, such assumptions 
and application may not be appropriate at other sites with variable aquifer properties, push-pull 
test parameters, and study objectives.  
 The purpose of this study was to utilize the single-well push-pull test method to 
characterize the magnitude and spatial variability of effective porosity within an unconfined and 
uranium-contaminated aquifer. The novelty of this study was threefold: (1) the expansion of the 
Hall et al. (1991) analytical solution to include the transport of the tracer during the push phase, 
(2) the performing of an uncertainty analysis for the calculation of effective porosity, and (3) the 
assessment of the spatial variability of effective porosity within a study site.  
3.3. Materials and methods 
3.3.1. Theory 
The volume of water injected into, or extracted from, an aquifer at a constant pumping 
rate, is given by: 
V = |Q|t (1) 
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where: 
V = volume of water [L3] 
Q = constant pumping rate [L3/T] 
t = elapsed time during pumping [T] 
By convention, the pumping rate (Q) is positive during injection and negative during extraction. 
If the aquifer is confined, homogeneous, and isotropic, and if the ambient groundwater flow is 
negligible, the cylindrical volume of water injected into, or extracted from, a fully-penetrating 
well, is given by:  
V = πr2bne (2) 
where: 
r = radius of water [L] 
b = saturated aquifer thickness [L] 
ne = effective porosity [dimensionless] 
If the saturated aquifer thickness is constant, equating (1) and (2), and rearranging gives: 
r = (
|Q|t
πbne
)
1
2⁄
(3) 
Equation (3) describes the leading- or trailing-edge position of a particle of water within an 
expanding or contracting cylindrical volume of water as it is injected into, or extracted from, an 
aquifer.  
Darcy’s law can be written to include effective porosity as: 
v =
−K
dh
dr
ne
(4) 
where: 
v = average linear groundwater velocity [L/T] 
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K = hydraulic conductivity [L/T] 
dh/dr = hydraulic gradient [L/L] 
Equation (4) describes the average linear velocity of a particle of water within an aquifer due to 
ambient groundwater flow.  
Velocity, in general terms, is given by: 
v =
∆r
∆t
(5) 
where:  
Δr = traveled distance [L] 
Δt = elapsed time [T] 
Equation (5) can be rearranged to give: 
Δr = vΔt (6) 
Equation (6) describes the average position of a particle of water within an aquifer due to 
ambient groundwater flow. The one-dimensional displacement of the center of mass of a tracer, 
after completion of the injection, drift, and extraction phases of a push-pull test, is zero (Figure 
3.1). The displacement of the center of mass of the tracer is given by: 
r1 + r2 + r3 = 0 (7) 
where:  
r1 = displacement during injection [L] 
r2 = displacement during drift [L] 
r3 = displacement during extraction [L] 
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Figure 3.1 Plan-view depiction of the center of mass of a tracer at the end of the injection (1), 
drift (2), and extraction (3) phases, ri = displacement due to injection, ra = displacement due to 
ambient groundwater flow, re = displacement due to extraction 
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The displacement of the tracer during: (1) the injection phase, is due to injection pumping (ri) 
and ambient groundwater flow (ra1), (2) the drift phase, is due to ambient groundwater flow (ra2), 
and (3) the extraction phase, is due to extraction pumping (-re) and ambient groundwater flow 
(ra3) (Figure 3.1). The components of the displacement of the center of mass of the tracer during 
the push-pull test can be substituted in equation (7) to give:  
(ri+ ra1) +  (ra2)  +  (−re+ ra3) = 0 (8) 
where:  
ri = displacement due to injection pumping [L] 
ra1 = displacement due to ambient groundwater flow [L] 
ra2 = displacement due to ambient groundwater flow [L] 
re = displacement due to extraction pumping [L] 
ra3 = displacement due to ambient groundwater flow [L] 
The components in (8) can be substituted by their corresponding equations given in (3) and (6) to 
give: 
((
|Qi|ti
πbne
)
1
2⁄
+ v∆ta1) +  (v∆ta2)  +  (− (
|Qe|te
πbne
)
1
2⁄
+ v∆ta3) = 0 (9) 
The components in (9), due to injection (first term) and extraction (fourth term), represent the 
leading- or trailing-edge position of the tracer within an expanding or contracting cylindrical 
volume of water, whereas the components due to ambient groundwater flow (vΔta1, vΔta2, and 
vΔta3), represent the average displacement of the tracer. The average displacement of the tracer, 
due to injection, occurs when one-half of the mass of the tracer has been injected, and is given 
by: 
|Qi|ṫi =
|Qi|ti
2
(10) 
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where: 
Qi  = injection rate [L
3/T] 
ṫi = time elapsed from the start of water injection until the center of mass of the tracer is released 
[T]  
In volumetric terms, (10) can be rewritten to give: 
Ѷi = |Qi|ṫi (11) 
where: 
Ѷi = volume of water injected until the center of mass of the tracer is released [L3] 
The average displacement of the tracer, due to extraction, occurs when one-half of the mass of 
the tracer has been recovered, and is given by integration of the concentration versus volume 
data, i.e., the breakthrough curve, as: 
Me =
1
2
∫ C(V)dV
V1
V0
(12) 
where: 
Me = one-half of the mass of the recovered tracer [M] 
Vo = volume of water recovered at the start of extraction pumping [L
3] 
V1 = volume of water recovered at the end of extraction pumping [L
3] 
C(V) = concentration of the tracer (C) [M/L3] as a function of the volume (V) [L3] of water 
extracted  
The corresponding volume at which one-half of the mass of the tracer has been recovered is 
given by evaluating the solution to (12) at Me by: 
Me = M(Ѷe) (13) 
where: 
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M(Ѷe) = mass of the tracer (M) [M] as a function of volume (Ѷe) [L3] at which one-half of the 
mass of the tracer has been recovered 
It is important to note that the solution to (12) can be estimated numerically, as opposed to 
solved analytically, and doing so would allow for estimating Ѷe. The corresponding times at 
which Ѷi and Ѷe occur are given as: 
ṫi =
Ѷ
|Qi|
(14) 
ṫe =
Ѷe
|Qe|
(15) 
Substituting Ѷi in (11), Ѷe in (13), ṫi in (14), and ṫe in (15) for Qiti, Qete, Δta1, and Δta3 in (9), 
respectively, gives: 
(
Ѷi − Ѷe
πbne
)
1
2⁄
+ v(ṫi + td+ ṫe)  = 0 (16) 
where: 
td = Δta2 (time elapsed from the end of water injection until the start of water extraction) [T] 
Equation (16) describes the average position of the center of mass of the tracer during the 
injection, drift, and extraction phases. Rearranging (16) to solve for average linear groundwater 
velocity gives:  
v =
(
Ѷe − Ѷi
πbne
)
1
2⁄
(ṫi + td + ṫe)
(17)
 
Equating (17) and (4), and solving for effective porosity (ne) gives: 
ne1 =
πbK2 (
dh
dr)
2
(ṫi + td + ṫe)
2
Ѷe − Ѷi
(18) 
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Equation (18) describes effective porosity (ne1) as a function of the aquifer properties, e.g., 
saturated thickness (b), hydraulic conductivity (K), and hydraulic gradient (dh/dr), and the 
transport of the center of mass of the tracer during the injection (Ѷi, ṫi), drift (td), and extraction 
(Ѷe, ṫe) phases. Equations (17) and (18) are very similar to the Leap and Kaplan (1988) and Hall 
et al. (1991) equations, respectively.  
From Leap and Kaplan (1988): 
v =
(
Ѷe
πbne
)
1
2⁄
(td + ṫe)
(19)
 
From Hall et al. (1991): 
ne2 =
πbK2 (
dh
dr)
2
(td + ṫe)
2
Ѷe
(20) 
However, (17) and (18) account for the transport of tracer during the injection phase (Ѷi, ṫi), 
whereas (19) and (20) do not. If the transport of the tracer during the injection phase is truly 
negligible, then Ѷi and ṫi are equal to zero, and (17) and (18) are equivalent to (19) and (20), 
respectively. If the transport of the tracer during the injection phase is not truly negligible, then 
Ѷi and ṫi are greater than zero, and (17) will yield lower values of average linear groundwater 
velocity than (19), and (18) will yield higher values of effective porosity than (20). 
3.3.2. Study site 
The study site is in Area 2 of the Oak Ridge Integrated Field Research Challenge (OR-
IFRC) site in Oak Ridge, Tennessee, United States of America (Figure 3.2). A typical geologic 
profile of Area 2 consists of approximately 6 meters of unconsolidated and heterogeneous 
materials comprised of silty and clayey fill (soil, limestone, and clay-rich residuum), related to 
historical construction activities, underlain by undisturbed and clay-rich weathered bedrock  
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Figure 3.2 Plan-view maps of the study site, clockwise from upper left, country map showing 
study site location in the southeastern United States, area map showing study site location in 
Area 2 of the OR-IFRC, and study site map showing well locations, groundwater elevations, and 
groundwater elevation iso-contours, m amsl = meters above mean sea level  
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Figure 3.3 Vertical-view conceptual model of the shallow, unconfined, aquifer and construction 
details of a test well, horizontal exaggeration is 50-fold  
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(Moon et al. 2006; Watson et al. 2004) (Figure 3.3). Slug tests indicated that the hydraulic 
conductivity of the fill materials was approximately two orders of magnitude greater than the 
weathered bedrock, e.g., 10-6 m/s versus 10-8 m/s, respectively (Figure 3.3). The study site 
contains 13 monitoring wells (FW218 through FW230), six of which were used as test wells 
(FW220 through FW225), and one of which was used as a source well (FW229) for groundwater 
injectate for the single-well push-pull tests, as discussed in Section 2.5. (Figure 3.2). The test 
wells were installed by direct push coupled with continuous electrical resistivity profiling. The 
test wells are constructed of 1.9-cm inside diameter schedule-80 polyvinyl chloride (PVC) pipe 
and are screened from 3.7 to 6.1 meters below ground surface (mbgs) (Figure 3.3). The test wells 
are screened within the fill materials and were vertically terminated at contact with the 
undisturbed weathered bedrock; the contact with undisturbed weathered bedrock was determined 
by substantial difficulty in advancing the direct-push drill string and a concomitant and notable 
increase in electrical resistivity (Figure 3.3). The source well is constructed of 5.1-cm inside 
diameter schedule-40 PVC pipe and is screened from 3 to 7.5 mbgs. The shallow groundwater 
aquifer is unconfined and the depth to groundwater is approximately 3.5 mbgs (Figure 3.3). The 
site-wide average magnitude and direction of the hydraulic gradient, as determined graphically, 
is approximately -0.045 m/m and to the south/southwest, respectively (Figure 3.2). 
The physical properties of the fill materials, in which the test wells are screened, are 
poorly characterized compared to those at other study sites located within Area 2. This is due, in 
part, to the lack of: (1) core samples from the direct-push test wells and (2) in situ hydraulic 
testing. However, there is no evidence to suggest that the fill materials at the study site are not 
representative of those known to exist within Area 2, i.e., unconsolidated and heterogeneous 
materials comprised of silty and clayey fill. It should be noted that the chemical and biological 
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properties of the groundwater system at the study site are better characterized. More specially, a 
previous study by Paradis et al. (2016) reported that despite the high level of aquifer 
heterogeneity within Area 2, the biogeochemical processes associated with the reduction and 
oxidation of uranium within the study site wells (FW218 through FW227) were spatially 
consistent. Nevertheless, the spatial variability of the physical properties of the fill materials, 
e.g., hydraulic conductivity and effective porosity, were unknown at the time of this study.  
3.3.3. Hydraulic gradient 
The hydraulic gradient, within the vicinity of each test well, was estimated using ArcMap 
(version 10.5) software. The depth to groundwater, relative to the top of the casing (surveyed to 
0.3-cm above mean sea level) of each site well, was measured using an electronic water level 
indicator (Solinst®) immediately prior to conducting single-well pumping and push-pull tests. 
The depth to groundwater measurements were converted to meters above mean sea level (m 
amsl) and uploaded to ArcMap, along with the coordinates (latitude and longitude) of each site 
well, to create a point shape file. The groundwater elevation data was interpolated, using the 
spline tool, to create a digital elevation model (raster file) of the water table (cell size = 0.15 
meters, weight = 0, all other parameters set at default). The slope of the water table was 
calculated using the slope tool (z-factor = 1.171x10-5, based on latitude of study site). The 
average slope, within a 1-meter radius about each test well, was calculated using the zonal 
statistics tool. The rationale for a 1-meter radius, as representative of the hydraulic conditions 
within the vicinity of each test well, was based on equation (3) which describes the leading-edge 
position of a particle of water within an expanding cylindrical volume of water as it is injected 
into an aquifer, i.e., the maximum frontal position of bromide tracer during the injection phase of 
a push-pull test. We assumed, a priori, an effective porosity of 5%. For a 20-liter injection 
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volume and a saturated aquifer thickness of 2.5 meters, the radius in equation (3) would be 
approximately 0.25 meters. It is important to note that equation (3) ignores heterogeneity and the 
drift phase of the push-pull tests which would lead to an underestimation of radius. Therefore, a 
1-meter radius was assumed. The slope at each test well was converted from degrees to hydraulic 
gradient values and inputted into equations (18) and (20) to estimate effective porosity.  
3.3.4. Hydraulic conductivity 
The hydraulic conductivity, within the vicinity of each test well, was estimated by 
conducting single-well pumping tests. Single-well pumping tests were conducted according to 
the methodology of Robbins et al. (2009) and Aragon-Jose and Robbins (2011). In brief, 
groundwater was pumped from each test well at a constant discharge rate using a peristaltic 
pump (Geotech GeopumpTM) and stored in a 208-liter plastic drum. The discharge rate was 
measured using a graduated cylinder and a stop watch. The depth to groundwater was measured 
using an electronic water level indicator (Solinst®). The discharge rate and depth to groundwater 
were measured sequentially until steady-state conditions were achieved; steady-state conditions 
were defined as a change in drawdown less than 1.2 cm over the course of 15 minutes during a 
constant discharge rate.  
Single-well pumping test data were analyzed according to the general methodology of 
Robbins et al. (2009) and Aragon-Jose and Robbins (2011). In brief, the steady-state discharge 
and drawdown values, along with the construction details of the test wells, e.g., saturated screen 
length and radius of well, were used to calculate the hydraulic conductivity using the half-
ellipsoid flow equation, described analytically by Dachler (1936).  
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3.3.5. Effective porosity 
The effective porosity, within the vicinity of each test well, was estimated by conducting 
single-well push-pull tests. Single-well push-pull tests were conducted according to the general 
methodology of Istok (2013). In brief, 23 liters of groundwater (injectate) were collected from 
the up-gradient well FW229 (Figure 3.2) using a peristaltic pump and stored in a plastic carboy. 
Three grams of potassium bromide (KBr) (Sigma-Aldrich) were then added to 20 liters of the 
injectate and mixed by re-circulation using a peristaltic pump for a target concentration of 100 
mg/L bromide. During mixing of the injectate, 3 samples were collected in 20-mL scintillation 
vials and were analyzed for bromide. The concentration of bromide was determined in the field 
using a bromide ion selective half-cell electrode (Thermo Scientific Cat. No. 9435BN) coupled 
with a double junction reference electrode (Thermo Scientific Cat. No. 900200). The minimum 
detection limit for bromide was 1 mg/L. The reproducibility of bromide measurements was ± 
2%. Immediately prior to injection, 1 liter of groundwater was purged from the test well 
(approximately 2 test well volumes) and 3 samples were collected and analyzed for the 
background concentration of bromide. The push phase of the test consisted of low-flow 
(approximately 250 to 400 mL/min) injection of the 20-liter bromide-amended injectate followed 
immediately by the injection of 3 liters of non-amended injectate (herein referred to as the 
“chase”) using a peristaltic pump. The injection of the chase was conducted to clear the test well 
volume (approximately 0.5 liters) of the bromide-amended injectate. The total push time (tracer 
plus chase) ranged from approximately 1 to 1.5 hours. The injectate was then left to drift in the 
groundwater system under non-pumping conditions for up to 2 hours. The pull phase of the test 
consisted of low-flow extraction (approximately 100 to 300 mL/min) of up to 65 liters of 
groundwater and sequential collection of 20-mL samples which were analyzed for bromide.  
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Single-well push-pull test data were analyzed according to the general methodology of 
Istok (2013). In brief, the time (ṫi) and volume (Ѷi) at which the center of mass of bromide was 
released were calculated by evaluating equations (10) and (11), respectively. The concentration 
of bromide versus the volume and time elapsed during the pull phase of the tests were generated 
to calculate the volume (Ѷe) and time (ṫe) at which the center of mass of bromide was recovered. 
Ѷe and ṫe were calculated by numerical integration of the bromide versus time data (Thomas Jr. 
et al. 2008). Ѷe and ṫe were concomitant with one half of the region between the bromide and 
volume/time data.  
3.3.6. Uncertainty analysis 
The uncertainty in the measured parameters, e.g., volume injected/extracted, pumping 
rate, drawdown, elapsed time, etc. and the propagated error in the calculated parameters, e.g., 
hydraulic gradient, hydraulic conductivity, and effective porosity, were analyzed according to the 
Data Analysis Toolkit #5: Uncertainty Analysis and Error Propagation, by Kirchner (2001). 
More specifically, the simple rules for sums and differences, and for products and ratios, were 
used. 
3.4. Results  
3.4.1. Hydraulic gradient 
The static water table was relatively stable immediately prior to, and after, conducting the 
single-well pumping and push-pull tests (data not shown). The site-wide average magnitude and 
direction of the static hydraulic gradient was similar to pre-test conditions, e.g., -0.045 (Figure 
3.2). The near-well (1-meter radius) hydraulic gradient at each test well, immediately prior to 
conducing the push-pull tests, ranged from a low of -0.020 in test well FW224 to a high of -
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0.085 in test well FW221 (Table 3.1). The range of hydraulic gradient values were notably 
greater than those previously reported at other test sites by Hall et al. (1991) and Istok (2013). 
3.4.2. Hydraulic conductivity 
During the single-well pumping tests, steady-state discharge and drawdown conditions 
were achieved within a few minutes after the tests began and were maintained for approximately 
1 hour (data not shown). The drawdown was typically less than 10% of the static saturated 
screen length (data not shown). Static water levels were stable prior to initiating the pumping 
tests and recharge to near-static water levels generally occurred within 0.5 hours after pumping 
stopped (data not shown). The hydraulic conductivity for each test well was then calculated by 
inputting the steady-state discharge and drawdown values, along with the saturated well screen 
length and radius, into the half-ellipsoid flow equation (Dachler 1936). The hydraulic 
conductivity ranged from a low of 2.1x10-6 m/s in test well FW225 to a high of 1.8x10-5 m/s in 
test well FW224 (Table 3.1). The range of hydraulic conductivity values were within those 
representative of silts and fine sands (Domenico and Schwartz 1998) and notably less than those 
previously reported at other test sites by Hall et al. (1991) and Istok (2013) (Table 3.1).  
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Table 3.1 Hydraulic gradient (dh/dr) and hydraulic conductivity (K) for tests in this study 
(FW220 through FW225) and for tests from Hall et al. (1991) and Istok (2013) 
Test dh/dr K 
Well/Study (m/m) (m/s) 
FW220 -0.036 4.1x10-6 
FW221 -0.085 5.0x10-6 
FW222 -0.033 6.9x10-6 
FW223 -0.028 7.0x10-6 
FW224 -0.020 1.8x10-5 
FW225 -0.063 2.1x10-6 
Hall et al. (1991) -0.005 1.4x10-4 
Istok (2013) -0.015 2.8x10-5 
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3.4.3. Effective porosity 
The breakthrough curves of bromide, during the pull phase of the tests, showed sharp and 
short-lived increases followed by gradual and non-linear decreases (Figure 3.4). It is important to 
note that the concentrations of bromide in the test wells prior to injection were below the 
minimum detection limit (≈1 mg/L) and that the concentration of bromide in the injectate was 
near the target concentration (≈100 mg/L) (data not shown). The time (ṫe) from the start of pull 
phase until the center of mass of bromide was recovered ranged from a low of 0.85 hours (3,077 
s) in test well FW223 to a high of 1.14 hours (4,087 s) in test well FW222 (Figure 3.4 and Table 
3.2). The corresponding volume (Ѷe), at which the center of mass of bromide was recovered 
ranged from a low of 6 liters (0.006 m3) in test well FW225 to a high of 15 liters (0.015 m3) in 
test well FW221 (Figure 3.4 and Table 3.2). The saturated aquifer thickness (≈2.4 m) was similar 
among all test wells (Table 3.2). The drift times (td) were similar among five of the six wells 
(≈1.8 hours) whereas the drift time in test well FW225 was notably short (≈0.5 hours) (Table 
3.2). The percent mass recovery of bromide ranged from a low of 41% in test well FW225 to a 
high of 71% in test well FW221 (data not shown). In general, the experimental design, aquifer 
properties (Table 3.1), and results of the push-pull tests (Table 3.2) for this study were more 
similar to those from Istok (2013) than from Hall et al. (1991). However, it should be noted that 
the drift times (td) for this study were substantially less than Istok (2013). 
The effective porosity (ne) for each test well was calculated by inputting the parameters 
from Tables 1 and 2 into the expanded and truncated equations, (18) and (20), respectively. The 
effective porosity (ne1), per equation (18), ranged from a low of 0.6% in test well FW220 to a 
high of 5.5% in test well FW221 (Table 3.3). It should be noted that the negative value of ne1 (-
0.1%) in test well FW225 indicated that one or more input parameters for equation (18) was not  
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Figure 3.4 Push-pull test data for all six test wells (FW220 through FW225) showing 
concentration of bromide (y axis) versus and time elapsed (x axis) during the pull phase of test, 
error bars represent the analytical uncertainty (± 4%)  
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Table 3.2 Results from single-well push-pull tests for this study (FW220 through FW225) and 
from Hall et al. (1991) and Istok (2013)  
Test b ṫi Ѷi td ṫe Ѷe 
Well/Study (m) (s) (m3) (s) (s) (m
3) 
FW220 2.34 1800 0.010 6600 3948 0.014 
FW221 2.60 1740 0.010 7320 3984 0.015 
FW222 2.31 1890 0.010 7200 4087 0.012 
FW223 2.33 1950 0.010 4980 3077 0.011 
FW224 2.24 1410 0.010 6600 3349 0.014 
FW225 2.42 810 0.010 1740 3496 0.006 
Hall et al. 
(1991) 
15.24 1200 0.30 225600 5460 20.67 
Istok 
(2013) 
2.93 3000 0.10 108000 5220 0.16 
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Table 3.3 Effective porosity calculated from the truncated and expanded solutions, (20) and (18), 
respectively, for tests in this study (FW220 through FW225) and for tests from Hall et al. (1991) 
and Istok (2013), ne1 from equation (18), ne2 from equation (20) 
Test ne1 ne2 
Well/Study (%) (%) 
FW220 0.6 0.1 
FW221 5.0 1.3 
FW222 3.3 0.4 
FW223 2.8 0.2 
FW224 2.9 0.6 
FW225 -0.1 0.1 
Hall et al. (1991) 6.3 6.2 
Istok (2013) 38 13 
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valid; this issue is discussed in Section 4.3. The effective porosity (ne2), per equation (20), ranged 
from a low of 0.1% in test well FW225 to a high of 1.3% in test well FW221 (Table 3.3). The 
effective porosity, per equation (18), which accounts for the transport of tracer during the 
injection phase, was substantially larger than that of equation (20), which does not account for 
the transport of tracer during the injection phase (Table 3.3). The range of effective porosity, per 
equation (18), was representative of the lower end of those calculated from field-scale tracer-
based studies conducted in granular porous media whereas per equation (20), was representative 
of those conducted in fractured porous media (Gelhar et al. 1992). The effective porosity from 
Hall et al. (1991), per equations (18) and (20), were almost identical (6.3% versus 6.2%, 
respectively) whereas from Istok (2013) they were notably different, i.e., the expanded equation 
(ne1) yielded substantially higher effective porosity than the truncated equation (ne2) (38% versus 
13%) (Table 3.3). 
3.4.4. Uncertainty analysis 
The percent standard errors of the hydraulic gradient (dh/dr), hydraulic conductivity (K) 
and drift time (td) were typically less than ± 2% (Table 3.4). The percent standard errors of the 
remaining parameters, e.g., saturated aquifer thickness (b) and the times (ṫi, ṫe) and volumes (Ѷi, 
Ѷe) at which the center of mass of bromide was released and recovered, were typically greater 
than ± 2% but less than ± 5% (Table 3.4). The error-propagated uncertainty in effective porosity 
(ne1) was less than ± 0.5% (percent standard error ≈ ± 7%) (Figure 3.5). It should be noted that an 
uncertainly analysis of effective porosity for the studies by Hall et al. (1991) and Istok (2013) 
was not possible due to the lack of available data on the uncertainty of pumping rates, volumes 
injected/extracted, etc. 
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Table 3.4 Percent standard errors for input parameters for equation (18) for tests in this study 
(FW220 through FW224), test well FW225 is omitted due to invalid results 
Test dh/dr K b ṫi Ѷi td ṫe Ѷe 
Well (± %) (± %) (± %) (± %) (± %) (±  %) (± %) (± %) 
FW220 1.2 1.6 5.0 2.5 2.5 1.1 3.0 3.9 
FW221 1.0 0.7 5.0 2.5 2.5 0.4 1.1 2.1 
FW222 1.7 1.7 5.0 2.5 2.5 0.4 1.1 5.4 
FW223 1.1 0.6 5.0 2.5 2.5 0.5 1.4 3.6 
FW224 0.6 0.8 5.0 2.5 2.5 0.9 2.8 2.8 
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Figure 3.5 Effective porosity (ne1) per equation (18) for tests in this study (FW220 through 
FW224), test well FW225 is omitted due to invalid results, error bars represent the uncertainty 
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3.5. Discussion 
3.5.1.  Hydraulic gradient 
The range of the near-well hydraulic gradient (-0.020 m/m to -0.085 m/m) in the test 
wells was relatively small (within a single order of magnitude) and representative of the site-
wide average (-0.045 m/m). The spatial variability of the hydraulic gradient was expected due to 
the high level of aquifer heterogeneity within Area 2 (Moon et al. 2006; Watson et al. 2004). 
However, it must be noted that the near-well hydraulic gradient was not measured directly, i.e., 
graphically, rather it was estimated based on a digital elevation model as discussed in Section 
2.3. Therefore, there is a level of uncertainty in the near-well hydraulic gradient that must be 
recognized. Nevertheless, the model-generated values of the near-well hydraulic gradient are 
likely much more representative of the near-well conditions than the graphically-determined 
values at the site-wide scale.  
3.5.2. Hydraulic conductivity 
The steady-state discharge and drawdown conditions among the test wells were 
consistent with the methodology of Robbins et al. (2009) and Aragon-Jose and Robbins (2011). 
It should be noted that the Robbins et al. (2009) study was conducted in a confined aquifer 
comprised of fine sands, whereas this study was conducted in an unconfined aquifer comprised 
of silty and clayey fill. However, Aragon-Jose and Robbins (2011) demonstrated the validity of 
the Robbins et al. (2009) method in an unconfined aquifer comprised of sandy till and within test 
wells whose screens crossed the water table; these hydrogeologic and test well conditions were 
very similar to those in this study. Aragon-Jose and Robbins (2011) recommended that a valid 
application of the Robbins et al. (2009) method in unconfined aquifers required minimal 
drawdown with respect to the static saturated well screen length. The drawdown in this study 
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was typically less than 10% of the static saturated screen length and was within the general range 
of the percent drawdown reported by Aragon-Jose and Robbins (2011) (≈ 8% to 12%).  
There is a level of uncertainty in the measured drawdown within the test wells that must 
be recognized. The total drawdown within a well during pumping may due to a number of 
components, including: (1) aquifer loss, (2) skin layer loss, (3) gravel pack loss, (4) well screen 
loss, (5) up-flow loss in well interior, (6) partial penetration of well screen, and (7) seepage face 
(Houben 2015a; Houben 2015b). As previously discussed in Section 2.2., the well screens fully 
penetrate the unconfined aquifer and were installed without a gravel pack, i.e., the well screens 
are in direct contact with the fill materials. The wells are also routinely developed by mechanical 
means, i.e., surge and purge, to limit skin layer loss. The pump intake was set at mid-screen, i.e., 
50% of the screen length, to limit up-flow loss in the well interior (Houben and Hauschild 2011). 
Therefore, it is likely that the drawdown during pumping, in order of importance, was attributed 
to: (1) the aquifer and (2) seepage face. Seepage face would lead to overestimating drawdown 
during pumping and underestimating hydraulic conductivity. Underestimating hydraulic 
conductivity would also lead to underestimating effective porosity. Nevertheless, the presence 
and extent of seepage face during pumping was not known. However, by limiting the drawdown 
to approximately less than 10% of the static saturated screen length, the effects of seepage face 
were likely mitigated.  
The range of hydraulic conductivity (2.1x10-6 m/s to 1.8x10-5 m/s) in the test wells was 
relatively small (within a single order of magnitude) and within the lower and upper method 
detection limits (≈10-8 m/s to 10-4 m/s) (Robbins et al. 2009); the range of hydraulic conductivity 
was also within that representative of silts and fine sands (Domenico and Schwartz 1998). 
However, Watson et al. (2013) reported that the hydraulic conductivity of the fill material, in 
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Area 2 test wells immediately east of the study site, was approximately 3.8x10-4 m/s. Therefore, 
the range of hydraulic conductivity reported in this study was notably less (up to two orders of 
magnitude) than to the value previously reported. It is important to note that Watson et al. 
(2013), and others (Phillips et al. 2008), also reported that the fill material was gravelly, whereas 
no gravel component is known to exist within the area of this study site. Therefore, the lack of a 
gravel component in the fill material within the study site may explain the lower values of 
hydraulic conductivity. In summary, the single-well pumping test data and analysis suggested 
that the variability in the hydraulic conductivity of the fill material was relatively low and within 
that representative of silts and fine sands.  
3.5.3. Effective porosity 
The breakthrough curve for a non-reactive tracer released from an instantaneous point 
source, as it passes a fixed point of observation, should resemble a bell-shaped curve when its 
transport is governed by advection and dispersion during steady-state groundwater flow in a 
homogeneous and an isotropic granular porous medium (Baetsle 1969). The breakthrough curves 
for bromide, observed during the pull phase of the tests, resembled bell-shaped curves that were 
truncated at the leading edges (early time) and possibly skewed towards the following edges (late 
time). The truncation at the leading edge indicated that the full spatial extent of the injectate did 
not move beyond the test wells during the drift phase. Ideally, the entire injectate should drift 
beyond the test wells under natural-gradient (non-pumping) conditions and then the entire 
injectate should be pumped back to the test wells under forced-gradient (extraction pumping) 
conditions (Leap and Kaplan 1988). However, if the injectate drifts too far from the test wells it 
may only partially return during the pull phase and lead to a low mass recovery of the tracer. 
Although it may be tempting to suggest that the drift times in this study were too short, it must be 
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noted that the average percent mass recovery of the tracer (bromide) was far less than 100% (60 
± 10%, data not shown). Therefore, an increase in the drift time would have likely resulted in a 
lower mass recovery of bromide and thus a weaker signal for analysis. In addition to advective 
mass transport, diffusive mass transport of bromide from mobile to immobile pore water may 
partially explain the low mass recovery of bromide; mobile to immobile diffusive mass transport 
is well documented and described at the OR-IFRC site and at the nearby west Beak Creek Valley 
site (Luo et al. 2005; Mayes et al. 2003; McKay et al. 2000; Reedy et al. 1996). The extent of 
sorption or degradation of bromide was likely negligible based on previous batch and column 
studies which demonstrated that mass recoveries of bromide from OR-IFRC soils and sediments 
are nearly 100% under acidic to neutral pH (≈ 4.5 to 7) (Hu and Moran 2005; McCarthy et al. 
2000); the pH at the study site ranges from approximately 6.5 to 8 (Paradis et al. 2016).  
With regard to the possible skewness of the breakthrough curves towards the following 
edge, this suggested that mass transport mechanisms in addition to advection and dispersion 
and/or anisotropy and heterogeneity of the porous media were present. The likelihood that the fill 
materials were packed in the vertical direction suggests that permeable media at the site were 
anisotropic. The variability in the magnitude of the hydraulic conductivity among the test wells 
(2.1x10-6 m/s to 1.8x10-5 m/s) also indicates a certain amount of heterogeneity. Although a 
thorough investigation of advection, dispersion, and other mass transport mechanisms was not an 
objective of this study, the skewness of the breakthrough curves towards the following edge may 
be attributed to numerous small-scale heterogeneities in aquifer hydraulic properties during 
radially convergent flow to a well (Pedretti et al. 2013). In summary, the breakthrough curves 
suggested that the injectate drifted some distance beyond the test wells under natural-gradient 
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conditions and that an adequate amount of tracer (bromide) was recovered during the pull phase 
to accurately calculate effective porosity using equations (18) and (20).  
The effective porosity values from the expanded equation (0.6% to 5.0%) were 
substantially larger than those from the truncated equation (0.1% to 1.3%) which indicated that 
the transport of the tracer during the injection phase was not truly negligible. From Hall et al. 
(1991), the effective porosity values were almost identical (6.3% versus 6.2%) which indicated 
that the transport of the tracer during the injection phase of was truly negligible. From Istok 
(2013), the effective porosity values were notably different (38% versus 13%), as in the tests 
presented here, which indicated that the transport of the tracer during the injection phase was not 
truly negligible. Therefore, the agreement, or lack thereof, of effective porosity from the 
expanded versus the truncated equation can clearly identify and quantify the relative importance 
of accounting for the transport of tracer during the injection phase, as shown in the tests 
presented here and in those from the literature (Hall et al. 1991; Istok 2013).  
The negative value of effective porosity (-0.1%), using the expanded equation for test 
well FW225, suggested that the volume of water extracted until the center of mass of the tracer 
was recovered (Ѷe) was less than the volume of water injected until the center of mass of the 
tracer was released (Ѷi); this is impossible due to the law of conservation of mass. An inspection 
of the breakthrough curve of bromide for test well FW225 shows that pumping stopped despite 
bromide concentrations greater than 20 mg/L, whereas pumping stopped in the remaining five 
test wells at bromide concentrations less than 10 mg/L. Therefore, it is likely that the total pump-
back time in test well FW225 was too short to return an adequate volume of water representative 
of the true center of mass of bromide. As expected, this error in the application and data analysis 
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of the push-pull test goes unrecognized when using the truncated equation, as shown by a 
positive value of effective porosity (0.1%) for test well FW225.  
The effective porosity values from the expanded equation (0.6% to 5.0%) were more 
similar to those calculated from field-scale tracer-based studies conducted in unconsolidated, 
heterogeneous, and fine-grained granular porous media whereas those from the truncated 
equation (0.1% to 1.3%) were more similar to those from fractured porous media (Gelhar et al. 
1992; Hall et al. 1991; Stephens et al. 1998). Based on the hydrogeology of the study site, i.e., 
silty and clayey fill, the effective porosity values from the expanded equation are likely more 
accurate than those from the truncated equation. Moreover, the push-pull tests by Istok (2013) 
were conducted in a gravel and sand aquifer, which also suggests that the effective porosity of 
38% from the expanded equation is likely more accurate than the 13% from the truncated 
equation. However, it must be emphasized that values of effective porosity are dependent on the 
type of tracer and the nature of the porous media. For example, in column experiments by van 
der Kamp et al. (1996), values of effective porosity were equal to or far less than the total 
porosity, depending on the type of solute tracer. van der Kamp et al. (1996) attributed these 
findings to phenomena such as: (1) ion exclusion, (2) enclosed pores, and (3) bound water. At 
the nearby west Beak Creek Valley site, McKay et al. (2000) conducted a multi-well natural-
gradient tracer study and demonstrated that the mean arrival times of colloidal tracers were up to 
500 times faster than those reported for solute tracers from previous tests at the site conducted by 
Lee et al. (1992). McKay et al. (2000) attributed these findings to greater diffusive mass 
transport of the solute tracers, as opposed to the colloidal tracers, into immobile pore water 
within fine-grained matrix between advection-dominated fractures. Therefore, the magnitude of 
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the effective porosities calculated in this study, may not be truly representative of the void spaces 
through which water can flow.  
Lastly, and perhaps most importantly, it must be recognized that both the expanded and 
truncated equations were theoretically developed for confined aquifers as opposed to unconfined 
aquifers. However, the only in situ study to experimentally test the validity of the truncated 
equation was by Hall et al. (1991). Hall et al. (1991) arrived at similar values of effective 
porosity (≈ 6%) from both single-well push-pull and dual-well natural-gradient tests which were 
conducted in an unconfined, heterogeneous, and sandy aquifer. Therefore, there is clearly a need 
to theoretically develop and experimentally test both the expanded and truncated solutions for 
the unconfined case.  
3.5.4. Uncertainty analysis 
The error-propagated uncertainty in the calculated values of effective porosity was 
relatively small (< ± 1%), due in part, to the careful consideration for the precise determination 
of the aquifer properties, e.g., hydraulic gradient, hydraulic conductivity, and saturated aquifer 
thickness, and the push-pull test parameters, e.g., the times and volumes at which the center of 
mass of bromide was released and recovered. However, the uncertainty analysis failed to capture 
the effects of: (1) the presence and extent of seepage face during extraction pumping and (2) 
applying an analytical solution developed for a confined aquifer to an unconfined aquifer. The 
presence and extent of seepage face could have been determined using a down-well device with 
video capability during extraction pumping. However, this was not possible due to the small 
diameter (1.9 cm) of the wells and the presence of down-well tubing (0.64 cm diameter) which 
limited the physical space to deploy such a device. The effects of applying an analytical solution 
developed for a confined aquifer to the unconfined aquifer in this study was not known. 
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However, as previously discussed in Section 4.3., Hall et al. (1991) demonstrated the validity of 
the truncated analytical solution, developed for a confined aquifer, as applied to an unconfined, 
heterogeneous, and sandy aquifer.  
3.6.  Conclusions 
We conclude that: (1) the analytical solution to describe the displacement of the center of 
mass of a tracer during a push-pull test can be expanded to account for displacement during the 
injection phase, (2) the transport of a tracer during the injection phase of a push-pull test may not 
be truly negligible, (3) the failure to account for displacement during the injection phase may 
lead to a substantial underestimation of the magnitude of effective porosity, (4) single-well push-
pull tests can be readily applied to multiple wells within a study site to assess the spatial 
variability of effective porosity, and (5) the error-propagated uncertainty in the value of effective 
porosity can be mitigated to a reasonable level by careful consideration for the precise 
determination of the aquifer properties and the push-pull test parameters. Finally, it must be 
recognized that there is a need to theoretically develop and experimentally test the expanded 
solution presented here for the case of an unconfined aquifer.  
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Chapter 4: Stepwise mixing model for quantifying solute mass transfer and 
transformation during push-pull tests  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
84 
 
Chapter 4 is slated for submission for publication in Water Resources Research. 
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4.1. Abstract 
The dilution-adjusted breakthrough curve obtained from a single-well push-pull test can 
be analyzed to quantify the rate and extent of mass transfer and transformation of a solute within 
an aquifer. The dilution-adjusted model assumes that the ratio of the concentrations of the non-
reactive and potentially reactive solutes in the injection fluid versus the aquifer fluid are equal. If 
this assumption is not valid, the dilution-adjusted model may predict breakthrough curves which 
suggest solute mass transfer and transformation occurred when in fact only non-reactive mixing 
occurred. In this study, an analytical solution which predicts the breakthrough curve of a 
potentially reactive solute due to non-reactive mixing was theoretically developed to account for 
any possible combination of non-reactive and potentially reactive solute concentrations within 
the injection and aquifer fluids. The analytical solution was demonstrated to be valid for a 
synthetic data set by correctly predicting the rate and extent of solute mass transfer and 
transformation by accurately accounting for non-reactive mixing. The analytical solution was 
further demonstrated to be applicable to a measured data set from a previously published study 
which utilized the push-pull test method. The stepwise mixing model (SWiMM) presented here 
makes no assumptions regarding the concentrations of the non-reactive and potentially reactive 
solutes in the injection and aquifer fluids and allows for a direct comparison of the predicted 
versus measured breakthrough curves.  
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4.2. Introduction 
The push-pull test is a powerful site characterization method and has been applied in a 
wide range of hydrological settings including saturated and unsaturated soils and sediments and 
surface water bodies (Istok 2013). In a groundwater setting, a push-pull test is conducted by 
injecting (push phase) a volume of water containing one or more non-reactive and potentially 
reactive solutes into a single well, followed by a non-pumping period (drift phase), and 
subsequent extraction (pull phase) of groundwater from the same well. The extracted 
groundwater is comprised of a mixture between the injection and aquifer fluids. The 
concentration of the potentially reactive solute in the mixture of the injection and aquifer fluids 
can be adjusted for dilution to generate a concentration versus time profile (breakthrough curve) 
as given by Istok (2013): 
𝐶𝑚
2∗ = 𝐶𝑚
2 [
𝐶𝑖
1
𝐶𝑚1
] (1) 
where: 
Ci
1 = concentration of the non-reactive solute in the injection fluid [M/L3] 
Cm
1 = concentration of the non-reactive solute in the mixture of the injection and aquifer fluids 
[M/L3] 
Cm
2 = concentration of the potentially reactive solute in the mixture of the injection and aquifer 
fluids [M/L3] 
Cm
2* = dilution-adjusted concentration of the potentially reactive solute in the mixture of the 
injection and aquifer fluids [M/L3]  
Analysis of the dilution-adjusted breakthrough curve from equation (1) can be utilized to 
quantify the net rate and mass of removal, or production, of a potentially reactive solute. 
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Equation (1) assumes that the ratio of the concentrations of the non-reactive and 
potentially reactive solutes in the injection fluid versus the aquifer fluid are equal as given by:   
𝐶𝑖
1
𝐶𝑎1
=
𝐶𝑖
2
𝐶𝑎2
(2) 
where: 
Ca
1 = concentration of the non-reactive solute in the aquifer fluid [M/L3] 
Ci
2 = concentration of the potentially reactive solute in the injection fluid [M/L3] 
Ca
2 = concentration of the potentially reactive solute in the aquifer fluid [M/L3] 
Equation (2) can be rearranged as given by: 
[
𝐶𝑖
1
𝐶𝑎1
] [
𝐶𝑎
2
𝐶𝑖
2] = 1 (3) 
Equation (3) demonstrates that the product of the ratio of the concentrations of the non-
reactive solute in the injection fluid versus the aquifer fluid and the ratio of the concentration of 
the potentially reactive solute in the aquifer fluid versus the injection fluid is equal to one. 
Therefore, the validity of equation (1) is dependent on equation (3) being equal to one. For 
example, bromide is often added to the injection fluid as a non-reactive solute at a concentration 
ten times greater than within the aquifer fluid. If a potentially reactive tracer, such as ethanol, is 
also added to the injection fluid at a concentration ten times greater than within the aquifer fluid, 
and does not react, then equation (1) will yield a dilution-adjusted breakthrough curve of ethanol 
equal to the injection concentration, because the assumptions in equation (3) are valid (Figure 
4.1). However, if the assumptions in equation (3) are not valid, then equation (1) will yield a 
dilution-adjusted breakthrough curve of ethanol not equal to the injection concentration (Figure 
4.1). This can result in dilution-adjusted breakthrough curves of potentially reactive tracers 
which suggest either net removal or net production occurred when in fact only non-reactive 
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mixing occurred (Figure 4.1). These effects can be compounded with time and can lead to 
erroneous conclusions regarding the reactivity of a potentially reactive solute (Figure 4.1). 
Presumably, the assumptions associated with equation (1), as shown in equation (3), were either 
valid, or computational adjustments were made to achieve a reasonable level of validity, in the 
many previously published studies which have utilized the push-pull test method (Istok 2013). 
However, no study to date has clearly established an analytical solution to account for dilution of 
any potentially reactive solute when the ratio of the concentrations of the non-reactive and 
potentially reactive solutes in the injection fluid versus the aquifer fluid are not equal.  
The objectives of this study were the following: (1) theoretically develop an analytical 
solution which predicts the breakthrough curve of any potentially reactive solute when the ratio 
of the concentrations of the non-reactive and potentially reactive solutes in the injection fluid 
versus the aquifer fluid are not equal and (2) apply, compare, and contrast the newly developed 
analytical solution with the existing dilution-adjusted solution using a data set from a previously 
published study which utilized the push-pull test method. 
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Figure 4.1 Dilution-adjusted breakthrough curves of synthetic data from equation (1) of a 
potentially reactive tracer at values of equation (3) ranging from 0.5 to 10, equation (1) is valid 
when equation (3) is equal to 1, equation (1) is invalid when equation (3) is not equal to one, the 
injection concentration of the potentially reactive solute is 100 mg/L and does not react.  
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4.3. Theoretical development 
During the push phase of a push-pull test, a finite volume of fluid (Vi) which contains a 
known mass of a non-reactive solute (Mi) is injected into an aquifer. The aquifer consists of an 
infinite volume of fluid which contains a known concentration of the non-reactive solute (Ca). 
During the pull phase, the concentration of the mixture of both fluids (Cm) is periodically 
sampled over time (t) as given by: 
𝐶𝑚 = 𝑓(𝑉𝑖, 𝑀𝑖 , 𝐶𝑎, 𝑡) (4)   
where:  
Vi = volume of the injection fluid [L
3] 
Mi = mass of the non-reactive solute in the injection fluid [M] 
Ca = concentration of the non-reactive solute in the aquifer fluid [M/L
3] 
Cm = concentration of the non-reactive solute in the mixture of the injection and aquifer fluids 
[M/L3] 
t = time elapsed from the beginning of pull phase [T] 
Equation (4) can be simplified as given by: 
𝐶𝑚 = 𝑓(𝐶𝑖, 𝐶𝑎, 𝑡) (5) 
where:  
Ci = concentration of the injection fluid or Mi divided by Vi [M/L
3] 
The concentration of the non-reactive solute in the mixture of both fluids (Cm) will 
approach that of the aquifer (Ca) as time (t) approaches infinity as given by:    
lim
𝑡→∞
𝐶𝑚(𝐶𝑖, 𝐶𝑎, 𝑡) = 𝐶𝑎 (6) 
Equation (6) assumes that Ci and Ca are constant and that only Cm and t are variable. If the 
concentration of the non-reactive solute in the injection fluid (Ci) is either greater than or less 
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than the concentration of the non-reactive solute in the aquifer fluid (Ca), equation (6) can be 
depicted graphically as either a decreasing or increasing function, respectively (Fig. 2). 
The initial condition at time equal to zero for Cm (Fig. 2) is given by:  
𝐶𝑚(𝑡 = 0) = 𝐶𝑖  (7) 
The final condition as time approaches infinity for Cm (Fig. 2) is given by:  
𝐶𝑚(𝑡 → ∞) = 𝐶𝑎 (8) 
Equation (6) can be solved by using a modified first-order decay equation to satisfy the initial 
and final conditions in (7) and (8), respectively, as given by:  
𝐶𝑚(𝑡) = [𝐶𝑖 − 𝐶𝑎]𝑒
−𝑘𝑡 + 𝐶𝑎 (9) 
where:  
k = decay constant 1/[T] 
 An inspection of equation (9) at time equal to zero yields Cm equal to Ci and as time 
approaches infinity yields Cm equal to Ca. If Ci is greater than Ca, equation (9) yields Cm as a 
decreasing variable. If Ca is greater than Ci, equation (9) yields Cm as an increasing variable. 
Therefore, equation (9) can describe the breakthrough curve of a non-reactive solute in the 
mixture of the injection and aquifer fluids. Equation (9) can be rearranged as given by: 
[𝐶𝑚(𝑡) −  𝐶𝑎]
[𝐶𝑖 − 𝐶𝑎]
= 𝑒−𝑘𝑡 (10) 
Equation (10) describes the ratio of non-reactive mixing between the injection fluid (numerator) 
and the aquifer fluid (denominator) as a function of the rate at which the two fluids mix. If the 
rate at which the non-reactive tracer mixes with the aquifer is equal to the rate at which the 
potentially reactive tracer mixes with the aquifer then equation (10) can be written as:    
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Figure 4.2 Graphical depictions of the concentration of a non-reactive solute in the mixture of 
injection and aquifer fluids (Cm) versus the elapsed time (t); Ci is the concentration of the non-
reactive solute in the injection fluid, Ca is the concentration of the non-reactive solute in the 
aquifer, Ci is greater than Ca in (a), Ci is less than Ca in (b).  
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[𝐶𝑚(𝑡) −  𝐶𝑎]
[𝐶𝑖 − 𝐶𝑎]
= 𝑒−𝑘𝑡 (10) 
Equation (10) describes the ratio of non-reactive mixing between the injection fluid (numerator) 
and the aquifer fluid (denominator) as a function of the rate at which the two fluids mix. If the 
rate at which the non-reactive tracer mixes with the aquifer is equal to the rate at which the 
potentially reactive tracer mixes with the aquifer then equation (10) can be written as:    
[𝐶𝑚
1 − 𝐶𝑎
1]
[𝐶𝑖
1 −  𝐶𝑎1]
=  
[𝐶𝑚
2 − 𝐶𝑎
2]
[𝐶𝑖
2 − 𝐶𝑎2]
 (11) 
Equation (11) can be rearranged to solve for the concentration of a potentially reactive 
solute in the mixture of the injection and aquifer fluids as given by: 
𝐶𝑚
2 = (
[𝐶𝑚
1 − 𝐶𝑎
1]
[𝐶𝑖
1 −  𝐶𝑎1]
)[𝐶𝑖
2 −  𝐶𝑎
2]  + 𝐶𝑎
2  (12) 
Equation (12) predicts the concentration of a potentially reactive solute in the mixture of 
the injection and aquifer fluids. Equation (12) assumes the following: (1) the concentrations of 
both solutes are equal to their injection concentrations at time equal to zero, (2) the 
concentrations of both solutes are equal to their aquifer concentrations as time approaches 
infinity, and (3) the mass transport mechanisms of both solutes, e.g., advection, mechanical 
dispersion, molecular diffusion, sorption, solubility, etc. are no different. It is important to note 
that equation (12) does not necessarily assume first-order decay. Rather, equation (12) assumes 
that equation (6) is valid and bounded by the initial condition in equation (7) and final condition 
in equation (8) and that both solutes are non-reactive and have identical transport properties. 
Therefore, any number of solutions are possible for equation (6) and all of which arrive at 
equation (12).  
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During a push-pull test each variable in equation (12) is measured. Therefore, equation 
(12) can be used to compare the predicted concentration of a potentially reactive solute to the 
measured concentration of a potentially reactive solute. Any difference between the two 
concentrations can be attributed to mass transport and/or mass transformation processes other 
than non-reactive mixing, e.g., advection, mechanical dispersion, molecular diffusion, sorption, 
solubility, degradation, etc. Equation (12), unlike equation (1), makes no assumptions about the 
ratio of the concentrations of the non-reactive and potentially reactive solutes in the injection 
fluid versus the aquifer fluid. Rather, equation (12) accounts for such differences and allows for 
a direct comparison of the predicted versus measured breakthrough curves.  
4.4. Model validation 
To validate equation (12), a synthetic data set was generated for two scenarios. Scenario 
one assumed that the potentially reactive solute underwent non-reactive mixing between the 
injection and aquifer fluids whereas scenario two assumed that the potentially reactive solute 
underwent non-reactive mixing plus removal from the aqueous phase. For both scenarios, the 
modified first-order decay solution, shown in equation (9), was used to generate the synthetic 
data. For scenario one, the decay constant (k) was equal to 0.25 for both the non-reactive and the 
potentially reactive solute. For scenario two, k was equal to 0.25 for the non-reactive solute and 
0.5 for the potentially reactive solute. For both scenarios, Ci and Ca of the non-reactive solute 
were 100 and 10 mg/L, respectively, and Ci and Ca of the potentially reactive solute were 50 and 
5 mg/L, respectively. Equation (12) was used to predict the concentration of the potentially 
reactive solute in the mixture of the injection and aquifer fluids. For scenario one, both the 
synthetic and predicted data for the potentially reactive solute were identical (Figure 4.3). These 
results were expected because k was equal to 0.25 for both the non-reactive and the potentially  
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Figure 4.3 Synthetic and predicted data for a potentially reactive solute, scenario one (a) shows 
synthetic data subject to non-reactive mixing only and predicted data which assumed non-
reactive mixing only, scenario two (b) shows synthetic data subject to non-reactive mixing and 
removal from the aqueous phase and predicted data which assumed non-reactive mixing only 
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reactive solute. For scenario two, the synthetic data was substantially lower in magnitude as 
compared to the predicated data (Figure 4.3). These results were expected because k was equal to 
0.25 for the non-reactive and 0.5 for the potentially reactive solute. Therefore, equation (12) was 
clearly able to identify that mass transport and/or mass transformation processes other than non-
reactive mixing were occurring in scenario two and not occurring in scenario one. 
The stepwise-mixing model, or SWiMM, presented here can also be utilized to quantify 
the net rate and mass of removal, or production, of a potentially reactive solute. For example, 
from equation (9), the synthetic and predicted data generated for scenario two can be plotted as a 
linear function as given by: 
𝑙𝑛 (
[𝐶𝑚 − 𝐶𝑎]
[𝐶𝑖 − 𝐶𝑎]
) = −𝑘𝑡 (13) 
A graph of equation (13) yields a straight line where the slope of the linear regression is 
equal to the decay constant k (Figure 4.4). As expected, the decay constant (k1) for the predicted 
data was 0.25 h-1 and the decay constant (k2) for the synthetic data was -0.5 h
-1 (Figure 4.4). 
Therefore, the net rate of removal was simply k2 minus k1 or 0.25 h
-1 (Figure 4.4). 
The net mass of removal can be calculated by first integrating the area under the 
concentration versus time data for the synthetic and predicted data (Figure 4.3) as given by: 
𝑀 =
∆𝑉
∆𝑇
∫ 𝐶(𝑡)𝑑𝑡
𝑡𝑛
𝑡0
(14) 
where: 
ΔV = total volume of fluid extracted during periodic sampling [L3]   
ΔT = total elapsed time during periodic sampling [T] 
t0 = time at the start of extraction pumping [T] 
tn = time at the end of extraction pumping [T] 
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Figure 4.4 Synthetic and predicted data generated for scenario two from equation (12) and linear 
regression to determine the decay constant (k) 
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The solution to equation (14) can be approximated numerically, as opposed to solved 
analytically. The area under the concentration versus time data (Figure 4.3) was approximated 
numerically using the trapezoidal rule as given by:  
𝑀 = [
∆𝑉
∆𝑇
] [(𝑡1 − 𝑡0) (
𝐶1 + 𝐶0
2
) + (𝑡2 − 𝑡1) (
𝐶2 + 𝐶1
2
) + ⋯ + (𝑡𝑛 − 𝑡𝑛−1) (
𝐶𝑛 + 𝐶𝑛−1
2
)]  (15) 
The area under the concentration versus time data (Figure 4.3) for the synthetic and predicted 
data were approximately 140 and 215 mg, respectively, assuming a total volume of 10 liters was 
extracted over 10 hours. Therefore, the net mass of removal was approximately 75 mg. Equation 
(12) clearly allowed for valid and quantitative analysis to estimate the net rate and mass of solute 
removal.  
4.5. In situ application 
The stepwise-mixing model presented here was applied to a previously published study 
by Paradis et al. (2016) and the results were compared and contrasted to those from the dilution-
adjusted model (equation 1). Paradis et al. (2016) utilized the push-pull test method to investigate 
the mobility of reduced and immobilized uranium in the presence of nitrate oxidant and analyzed 
the data using the dilution-adjusted model (equation 1). Paradis et al. (2016) concluded that 
reduced sulfur-bearing species, as opposed to reduced uranium-bearing species, were 
preferentially oxidized and mobilized. This conclusion was based on the following: (1) analyzing 
the magnitudes and trends of the dilution-adjusted breakthrough curves of nitrate, nitrite, sulfate, 
and uranium and (2) quantifying the mass of uranium and sulfate recovered during the pull phase 
relative to bromide, i.e., recovery factors. Recovery factors greater than one indicated that more 
uranium or sulfate was recovered relative to bromide. Recovery factors less than one indicated 
that less sulfate or uranium was recovered relative to bromide. 
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In the Paradis et al. (2016) study, bromide and nitrate were added as non-reactive and 
reactive solutes, respectively, to a 200-liter injection fluid at concentrations much greater than 
within the aquifer fluid (Table 4.1). The injection fluid also contained uranium at a concentration 
much greater than within the aquifer fluid (Table 4.1). The concentrations of nitrite and sulfate 
within the injection fluid were only slightly greater than within the aquifer fluid (Table 4.1). The 
200-liter fluid was injected by siphon into a test well constructed within a shallow, unconfined 
groundwater system primarily comprised of reworked fill materials. Groundwater was 
periodically extracted from the test well the following day and continued for approximately 40 
days. 
The dilution-adjusted breakthrough curve of nitrate from equation (1) showed a notable 
decrease from approximately 170 to less than 10 mM by day 20 Figure 4.5). When considering 
that the concentration of nitrate in the injection fluid was approximately 95 mM (Table 4.1) and 
that nitrate reduction was expected to occur, it seems unlikely that the concentration of nitrate 
would increase almost twofold. The stepwise-mixing breakthrough curve of nitrate from 
equation (16) suggested that mixing of nitrate would result in a decrease from approximately 40 
to 20 mM by day 20 (Figure 4.5). It seems more likely that the concentration of nitrate would 
decrease, as predicted by the stepwise-mixing model, rather than increase, as predicted by the 
dilution-adjusted model, to concentrations below the injection fluid in the first few days after 
injection (Figure 4.5 and Table 4.1). The measured breakthrough curve for nitrate indicated a 
decrease from approximately 75 to 1 mM by day 20 (Figure 4.5). Therefore, the stepwise-mixing 
model correctly predicted that nitrate would initially breakthrough at a concentration less than 
injected (Figure 4.5). The measured breakthrough curve of nitrate was notably less than the 
stepwise-mixing curve for all time points  
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Table 4.1 Concentrations of non-reactive (bromide) and potentially reactive solutes (nitrate, 
nitrite, sulfate, and uranium) within the injection and aquifer fluids from a previously published 
study by Paradis et al. (2016) 
Fluid Bromide Nitrate Nitrite Sulfate Uranium 
(-) (mM) (mM) (mM) (mM) (µM) 
Injection (Ci) 0.5157 93.8 0.0024 1.0 5.4 
Aquifer (Ca) 0.0001 0.1 0.0004 0.3 0.2 
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Figure 4.5 Breakthrough curves of nitrate and nitrite from the dilution-adjusted model (a), (c) 
and the stepwise-mixing model and measured data (b), (d) 
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except for the first two (Figure 4.5). This suggested that nitrate was either removed from the 
aqueous phase or transformed to another dissolved-phase species. As mentioned previously, 
nitrate reduction to nitrite and other reduced nitrogen-bearing species was expected to occur. A 
benefit of the stepwise-mixing model is that the measured data of the potentially reactive solute 
can be directly compared to the predicted data which assumes only non-reactive mixing occurred 
(Figure 4.5). 
Both models suggested that nitrite was produced during the first 28 days and showed 
similar trends (Figure 4.5). However, the dilution-adjusted model suggested that nitrite 
concentrations peaked at approximately 2 mM at day 4 (Figure 4.5) whereas the measured data 
peaked at approximately 0.6 mM at day 4 (Figure 4.5). This discrepancy could simply be due to 
dilution. When considering that the concentrations of nitrite in the injection and aquifer fluids 
were similar and relatively low (0.0024 and 0.0004 mM, respectively) compared to those 
measured in the extraction fluid (up to 0.6 mM) it seems unlikely that dilution was a substantial 
factor. Another benefit of the step-wise mixing model is that the potential effect of dilution can 
be directly visualized when comparing the measured and predicted breakthrough curves. For the 
case of nitrite, it seems unlikely that dilution had any notable effect on the measured 
concentration (Figure 4.5).  
The dilution-adjusted breakthrough curve of sulfate showed a notable and sustained 
increase from approximately 2 to 25 mM by day 36 (Figure 4.6). The stepwise-mixing 
breakthrough curve of sulfate suggested that mixing of sulfate would result in a negligible 
decrease from approximately 0.6 to 0.4 mM by day 36 (Figure 4.6). When considering that the 
concentrations of sulfate in the injection and aquifer fluids were 1.0 and 0.3 mM, respectively 
(Table 4.1), it seems unlikely that the effects of dilution would be considerable.  
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Figure 4.6 Breakthrough curves of sulfate and uranium from the dilution-adjusted model (a), (c) 
and stepwise-mixing model and measured data (b), (d) 
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The measured breakthrough curve of sulfate showed an increase up to approximately 4 mM by 
day 18 followed by a decrease down to approximately 1 mM by day 36 (Figure 4.6). Therefore, 
both the trends and magnitudes of the dilution-adjusted and measured concentrations of sulfate 
were notably different (Figure 4.6). If the effect of dilution was indeed negligible for sulfate, 
which the step-wise mixing model strongly suggested, then the breakthrough curve of the 
measured data (Figure 4.6) was likely more accurate than the breakthrough curve of the dilution-
adjusted model (Figure 4.6). This further suggests that analysis of the dilution-adjusted 
breakthrough curve to quantify the net rate and mass of production of sulfate would be 
inaccurate. Although Paradis et al. (2016) did not quantify the net rate of production of sulfate, 
the mass of production of sulfate, relative to bromide, was quantified using the dilution-adjusted 
model in the form of a recovery factor (Table 4.2). An analogous calculation was conducted in 
this study using the stepwise-mixing model according to equation (14). Using equation (15), the 
area under the measured breakthrough curve was divided by the area under the stepwise-mixing 
breakthrough curve (Figure 4.6). As expected, the recovery factor of sulfate using the dilution-
adjusted model was notably greater than the from the stepwise-mixing model (8.6 versus 5.1, 
respectively, Table 4.2). The dilution-adjusted breakthrough curve of uranium showed a 
sustained concentration of approximately 7 µM until day 26 followed by a notable increase to 
approximately 20 µM by day 36 (Figure 4.6). When considering that the concentrations of 
uranium in the injection and aquifer fluids were 5.4 and 0.2 µM, respectively (Table 4.1), it 
seems likely that the effects of dilution would be considerable and should be accounted for. 
Therefore, the dilution-adjusted breakthrough curve of uranium suggested that uranium was not 
produced at a concentration above the level of the injection fluid until day 28 (Figure 4.6).  
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Table 4.2 Recovery factors of uranium and sulfate from the dilution-adjusted and stepwise-
mixing models, dilution-adjusted recovery factors are from Paradis et al. (2016) 
Model Uranium Sulfate 
(-) (Recovery Factor) (Recovery Factor) 
Dilution Adjusted 1.5 8.6 
Stepwise Mixing 1.4 5.1 
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The stepwise-mixing breakthrough curve of uranium suggested that mixing of uranium 
would result in a slight and sustained decrease from approximately 2.5 to 0.5 µM by day 36 
(Figure 4.6). The measured breakthrough curve of uranium was similar in trend and only slightly 
higher in magnitude than the stepwise-mixing breakthrough curve (Figure 4.6). Therefore, the 
stepwise-mixing and measured breakthrough curves suggested that uranium was steadily 
produced at a concentration only slightly higher than mixing could account for (Figure 4.6). 
These results were notably different than the dilution-adjusted breakthrough curve which 
suggested that substantial uranium was produced between days 28 and 36 (Figure 4.6). The 
recovery factors of uranium using the dilution-adjusted and stepwise-mixing models were similar 
(1.5 versus 1.4, respectively, Table 4.2). However, the stepwise-mixing model suggested that 
uranium was produced steadily over the course of the entire experiment whereas the dilution-
adjusted model suggested that uranium was primarily produced between days 28 and 36 (Figure 
4.6). 
4.6. Conclusions 
An analytical solution which predicts the breakthrough curve of a potentially reactive 
solute due to non-reactive mixing during a single-well push-pull test was theoretically developed 
to account for the concentrations of both the non-reactive and potentially reactive solutes in the 
injection and aquifer fluids. The analytical solution was demonstrated to be valid for a synthetic 
data set by correctly predicting the net rate and extent of reactive solute mass transfer and 
transformation by accurately accounting for non-reactive mixing. The analytical solutions were 
further demonstrated to be applicable to a measured data set from a previously published study 
by Paradis et al. (2016) which utilized the single-well push-pull test method. 
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Chapter 5: In situ demonstration of sustained adaptation of a natural 
microbial community to transform substrates  
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5.1. Abstract 
Prior exposure of a natural microbial community to a substrate can result in the increased 
potential of the community to transform the substrate; this phenomenon is known as adaptation. 
Adaptation is thought to play an important role in biogeochemical cycling at the ecosystem scale 
and has been demonstrated at the laboratory scale. However, in situ demonstrations of the 
magnitude and duration of adaptation are lacking. Ethanol was used as a substrate and was 
injected into a groundwater well (substrate treatment) for six consecutive weeks to establish 
adaptation. A second well (substrate control) was not injected with ethanol during this time. The 
substrate treatment demonstrated adaptation for microbial-mediated oxidation of ethanol to 
acetate and reduction of nitrate and sulfate. Both wells were then monitored for six additional 
weeks under natural conditions. During the final week, ethanol was injected into both wells. The 
substrate treatment demonstrated sustained adaptation whereas the substrate control did not. 
Surprisingly, the substrate treatment did not indicate a sustained and selective enrichment of a 
microbial community, as revealed by analysis of planktonic DNA. These results demonstrated 
that adaptation can be induced and sustained with no apparent enrichment of a select microbial 
community. This suggests that the predominant mechanisms of adaptation may exist at the 
enzymatic- and/or genetic-levels. 
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5.2. Introduction 
Natural microbial communities play a critical role in biogeochemical cycling at a wide 
range of temporal and spatial scales and under highly variable environmental conditions (Torsvik 
and Ovreas 2002; Zhang and Xu 2008). Microbial communities can utilize a vast array of natural 
and anthropogenic chemicals in the environment as substrates to harness energy for cell 
maintenance and reproduction (Holmstrup et al. 2010). Microbial-mediated transformations of 
toxic substrates to non-toxic byproducts has long been recognized as highly beneficial to the 
environment and society (Essaid et al. 2015; Singh et al. 2017). It has also been recognized that 
prior exposure of a natural microbial community to a substrate can result in the increased 
potential of the community to transform the substrate; this phenomenon is known as adaptation 
(Leahy and Colwell 1990). 
Adaptation has been observed in the field based on characterization studies and has been 
demonstrated in the laboratory based on experimental studies (Koskella and Vos 2015). For 
example, in the field, Pernthaler and Pernthaler (2005) observed adaptation of a marine 
planktonic microbial community in response to naturally fluctuating substrate availability over 
the course of a single day. In the laboratory, Pernthaler et al. (2001) demonstrated that adaptation 
of two marine planktonic isolates was dependent on the frequency of substrate addition, e.g., one 
species out-competed the other during a single substrate addition whereas the other species 
performed best during hourly substrate additions. Leahy and Colwell (1990) summarized the 
predominant, yet inter-related, mechanisms by which adaptation can occur: (1) induction and/or 
depression of specific enzymes, (2) genetic changes which result in new metabolic capabilities, 
and (3) selective enrichment of microbes able to transform the substrate of interest. More 
recently, Oh et al. (2013) demonstrated the inter-related mechanisms of adaptation of a river 
112 
 
sediment microbial community to transform a toxic substrate. In the laboratory, exposure of the 
microbial community to benzalkonium chlorides (BAC) resulted in both the selective enrichment 
of Pseudomonas species and genetic changes via BAC-related amino acid substitutions and 
horizontal gene transfer.  
These observations, demonstrations, and mechanistic insights of adaptation are only a 
small fraction of those in the vast literature (Koskella and Vos 2015) yet they clearly illustrate 
the importance and highlight the current understanding of the topic. Nevertheless, there is 
undoubtedly a need to bridge the knowledge gap between field observations and laboratory 
demonstrations of adaptation. More specifically, there is a need to design and conduct highly 
controlled field experiments with the proper controls to both demonstrate adaptation and 
elucidate its mechanisms. The objectives of this study were to: (1) establish a natural microbial 
community adapted to transform a substrate within an environmental setting, (2) determine how 
long adaptation can last in the absence of the substrate, and (3) elucidate the microbial 
mechanism(s) responsible for adaption. 
5.3. Materials and methods 
5.3.1. Study site 
The study site is in Area 2 of the Y-12 S-3 pond field site which is a part of the Oak 
Ridge Reservation (ORR) and in Oak Ridge, Tennessee, USA (Figure 5.1). The hydrogeology of 
the study site has been previously described (Paradis et al. 2016; Paradis et al. 2017b). The 
subsurface consists of approximately 6 meters of unconsolidated and heterogeneous materials 
comprised of silty and clayey fill underlain by undisturbed and clay-rich weathered bedrock. The 
study site contains 13 monitoring wells (FW218 through FW230), two of which were used as test 
wells (FW222 and FW224), and one of which was used as a source well (FW229) for 
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groundwater injectate for the exposure tests, as discussed in Section 2.5. (Figure 5.1). The test 
wells are constructed of 1.9-cm inside diameter schedule-80 polyvinyl chloride (PVC) pipe and 
are screened from 3.7 to 6.1 m below ground surface (mbgs). The test wells are screened within 
the fill materials and were vertically terminated at contact with the undisturbed weathered 
bedrock. The shallow groundwater aquifer is unconfined and the depth to groundwater is 
approximately 3.5 mbgs. The physical and chemical properties of the fill materials, in which the 
test wells are screened, have been previously described (Paradis et al. 2016; Paradis et al. 2017b) 
(Table 5.1). The test wells are separated by approximately 6 m of horizontal distance and 
oriented nearly perpendicular to the direction of groundwater flow (Figure 5.1). 
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Figure 5.1 Plan-view maps of the study site from Paradis et al. (2017b), clockwise from upper 
left, country map showing study site location in the southeastern United States, area map 
showing study site location in Area 2 of the ORR, and study site map showing well locations, 
groundwater elevations, and groundwater elevation iso-contours, m amsl = meters above mean 
sea level, substrate treatment well is FW222, substrate control well is FW224. 
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Table 5.1 Physical and chemical characteristics from substrate treatment (FW222), and substrate 
control (FW224) wells from Paradis et al. (2016) and Paradis et al. (2017b). 
Test  
Well 
Hydraulic 
Conductivity 
Effective  
Porosity 
Nitrate Sulfate 
(ID) (m/s) (%) (mg/L) (mg/L) 
FW222 6.9x10-6 3.3 6.2 9.6 
FW224 1.8x10-5 2.9 6.2 9.6 
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5.3.2. Substrate exposure tests 
Exposure tests were conducted using the single-well push-pull test method (Istok 2013). 
During a push-pull test, a volume of water which contains a known mass of one or more non-
reactive and reactive tracers is injected into and then extracted from a single groundwater 
monitoring well. The concentrations of the tracers and potential byproducts are then analyzed 
versus the volume extracted and/or time elapsed, i.e., breakthrough curves, to characterize the 
fate, transport, and reactivity processes within the groundwater system. The stepwise mixing 
model (SWiMM) by Paradis et al. (2017a) can be used to compare the model-derived 
breakthrough curves, as predicted by non-reactive mixing of the injection and aquifer fluids, 
versus the data-derived breakthrough curves. The comparison of the predicted versus the 
measured breakthrough curves can characterize the microbial-mediated activity. The single-well 
push-pull test method and analysis described here has been successfully utilized at the study site 
in previous studies (Paradis et al. 2017a; Paradis et al. 2016; Paradis et al. 2017b).  
For this study, a volume of groundwater (5 to 40 L) was collected from up-gradient well 
FW229 (Figure 5.1) using a peristaltic pump and stored in a plastic carboy. A mass of potassium 
bromide (KBr) (Sigma-Aldrich) and ethanol (C2H6O) (Sigma-Aldrich) was added to the 
injection solution and mixed by re-circulation using a peristaltic pump for a target concentration 
of 200 mg/L bromide and 200 mg/L ethanol. Bromide was added as a non-reactive tracer 
whereas ethanol was added as a reactive tracer. The addition of ethanol at the study site was 
previously shown to serve as a substrate, i.e., a carbon and electron donor source, to stimulate 
microbial-mediated transformations, i.e., reduction, of nitrate, uranium, and sulfate (Paradis et al. 
2016). The injection solution was then injected into the test well, followed by a 20-min resting 
period, and then periodically sampled over the course of four hours. Immediately prior to, and 
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after mixing of the injection solution, three samples were collected, filtered (0.2 μm filter), stored 
in 20 mL scintillation vials, preserved at 4°C, and promptly analyzed for bromide, nitrate, 
sulfate, and acetate by ion chromatography (Dionex ICS-5000+) and for ethanol by gas 
chromatography (Agilent 6890). Acetate was previously shown to be the predominant metabolite 
of microbial-mediated oxidation of ethanol under anaerobic conditions from sediments collected 
within Area 2 at the OR-IFRC (Jin and Roden 2011). Three samples were also collected from the 
injection well immediately prior to injection and analyzed.  
 A series of seven exposure tests were conducted in test well FW222 (substrate treatment) 
and one exposure test was conducted in test well FW224 (substrate control) (Table 5.2). The 
treatment was exposed to ethanol for six consecutive weeks (weeks two through seven) followed 
by six consecutive weeks (weeks eight through thirteen) of no exposure to ethanol (Table 5.2). 
During week fourteen, both the substrate treatment and substrate control were exposed to ethanol 
(Table 5.2). The exposure tests allowed for comparing the effects of exposure history (substrate 
treatment) versus no exposure history (substrate control) in terms of microbial mediated 
transformations of substrates, e.g., ethanol, nitrate, and sulfate, in groundwater. The breakthrough 
curves of bromide, ethanol, acetate, nitrate, and sulfate, were analyzed according to the 
methodology of Paradis et al. (2017a) to characterize the microbial-mediated activity within the 
groundwater system. 
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Table 5.2 Experimental design of ethanol exposure tests for substrate treatment (FW222) and 
substrate control (FW224) wells, EtOH = ethanol. 
Week FW222 FW224 
01 DNA DNA 
02 EtOH 1 - 
03 EtOH 2 - 
04 EtOH 3, DNA DNA 
05 EtOH 4 - 
06 EtOH 5 - 
07 EtOH 6, DNA DNA 
08 DNA DNA 
09 DNA DNA 
10 DNA DNA 
11 - - 
12 - - 
13 - - 
14 DNA, EtOH 7, DNA DNA, EtOH 1, DNA 
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5.3.3. Microbial community structure 
The test wells were sampled for microbial community structure according to the general 
methodology of Smith et al. (2015). A volume of groundwater (5 to 10 L) was collected from the 
wells prior to and following the exposure tests. The groundwater was filtered, in series, through a 
10 µm and a 0.2 µm filter, and preserved at -80°C. Microbial DNA was extracted from the 0.2 
µm filter using a modified Miller method (Hazen et al. 2010; Miller et al. 1999; Smith et al. 
2015) and shipped to the Institute for Environmental Genomics (Norman, OK, USA) for analysis 
of microbial DNA.  
Extracted DNA was amplified as described in Wu et al. (2015). DNA was PCR amplified 
using a two-step PCR. In the first step, 16S rDNA was amplified for 10 cycles using primers 
515F and 806R. In the second step, product from the first step was amplified for an additional 20 
cycles using primers containing spacers to increase base diversity, barcodes, Illumina adaptor 
and sequencing primers, and the target primers, 515F and 806R. Amplification efficiency was 
evaluated by agarose gel electrophoresis. PCR products were pooled in equal molality and 
purified. Sequencing libraries were prepared according to the MiSeqTM Reagent Kit Preparation 
Guide (Illumina, San Diego, CA, USA) (Caporaso et al. 2012). Sequencing was performed for 
251, 12, and 251 cycles for forward, index, and reverse reads, respectively, on an Illumina 
MiSeq using a 500-cycle v2 MiSeq reagent cartridge. 
The resulting DNA sequences were analyzed according to the general methodology of 
Techtmann et al. (2015). DNA sequences were analyzed using the QIIME version 1.8.0-dev 
pipeline (Caporaso et al. 2012) and paired-end raw reads were assembled using fastq-join 
(Aronesty 2015). The assembled sequences were demultiplexed and quality filtered in QIIME to 
remove reads with phred scores below 20. Chimera detection was then performed on assembled 
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reads using UCHIME (Edgar 2010; Edgar et al. 2011). Assembled, quality-filtered and chimera-
checked sequences were deposited at MG-RAST. Sequences were clustered into operational 
taxonomic units (OTUs, 97% similarity) with UCLUST (Edgar 2010) using the open reference 
clustering protocol. The resulting representative sequences were aligned using PyNAST 
(Caporaso et al. 2010) and given a taxonomic assignment using RDP (Wang et al. 2007) 
retrained with the May 2013 Greengenes release. The resulting OTU table was filtered to keep 
OTUs that were present at greater than 0.005%, and then rarified to 13,753 sequences per sample 
(the minimum number of remaining sequences in the samples).  
To test the hypothesis that exposure to ethanol influenced community structure, non-
metric multi-dimensional scaling (NMDS) and hierarchical clustering analysis (HCA) were 
performed. A Bray-Curtis dissimilarity matrix was constructed using the scipy.spatial.distance 
methods from the SciPy library (Jones et al. 2001) in Python (Python 2017) and used as input for 
NMDS and HCA. NMDS was performed using the sklearn.manifold methods from the Scikit-
learn library (Pedregosa et al. 2011). HCA was performed with the scipy.cluster.hierarchy 
methods using the average linkage method. The number of dimensions was increased starting 
from two to identify the minimum number of dimensions necessary to achieve a reasonable 
stress value. A breakpoint was identified at three dimensions, above which ordination stress did 
not decrease substantially. 
5.4. Results and discussion 
5.4.1. Substrate exposure tests 
The treatment was exposed to ethanol once per week for six consecutive weeks (Table 
5.2) to establish a natural microbial community adapted to transform substrates within the 
groundwater system. The substrate control was not exposed to ethanol during this time (Table 
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5.2). The breakthrough curves of ethanol, acetate, nitrate, and sulfate for exposure one in the 
treatment indicated that processes in addition to non-reactive mixing occurred, as evident by 
notable differences in the predicted versus measured data (Figure 5.2). Although the 
breakthrough curves of ethanol were nearly identical, those for acetate clearly indicated a net 
production and those for nitrate and sulfate a net removal that non-reactive mixing could not 
account for (Figure 5.2). Therefore, it is likely that some extent of microbial-mediated 
transformations of ethanol, nitrate, and sulfate occurred during exposure one. Microbial-
mediated oxidation of ethanol to acetate and reduction of nitrate and sulfate has been well 
documented at the study site (Wu et al. 2006; Wu et al. 2007) and abroad (Feris et al. 2008; 
Rodriguez-Escales et al. 2016; Vidal-Gavilan et al. 2014). The breakthrough curves for 
exposures two and three demonstrated much stronger evidence of microbial activity as shown by 
substantial and sustained production of acetate and removal of ethanol, nitrate, and sulfate 
(Figure 5.2). The relative increase in microbial activity during subsequent exposures to ethanol, 
i.e., adaptation, was expected based on previous studies (Kline et al. 2011). The breakthrough 
curves for exposures four, five, and six showed relatively rapid non-reactive mixing of ethanol to 
concentrations below the minimum detection limit (≈20 mg/L) within one hour (data not shown). 
The relatively rapid non-reactive mixing during exposures four, five, and six was due to an 
unexpected and sustained increase in groundwater flow which resulted in a substantial increase 
in dilution of the injection fluid. Therefore, it was not possible to analyze the breakthrough 
curves for exposures four, five, and six. However, it is most certain that ethanol was added to the 
treatment and rapidly diluted during exposures four, five, and six. 
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Figure 5.2 Breakthrough curves of ethanol, acetate, nitrate, and sulfate for exposures 1, 2, 3, and 
7 for the substrate treatment (STE1, STE2, STE3, STE7) and for exposure 1 for the substrate 
control (SCE1), open circles represent simulated data (model) for non-reactive mixing of the 
injection and aquifer fluids, closed circles represent field data (data), exposures 4, 5, and 6 for 
the substrate treatment are omitted due to rapid (within one hour) dilution of ethanol to levels 
below the minimum detection limit (≈20 mg/L). 
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The treatment was not exposed to ethanol for six additional weeks (Table 5.2) to 
constrain the duration of adaptation. The substrate control was also not exposed to ethanol during 
this time (Table 5.2). Both the substrate treatment and substrate control were exposed to ethanol 
during week 14 to compare the activities of previously adapted versus non-adapted natural 
microbial communities (Table 5.2). The breakthrough curves for exposure seven (week 14) in 
the treatment indicated a net removal of ethanol and nitrate and a net production of acetate 
(Figure 5.2). The breakthrough curves for exposure one (week 14) in the substrate control also 
indicated a net removal of ethanol and a net production of acetate (Figure 5.2). However, the 
extent of ethanol removal and acetate production was substantially greater in the substrate 
treatment as compared to the substrate control (Figure 5.2). Moreover, nitrate removal occurred 
in the substrate treatment whereas nitrate removal did not occur in the substrate control (Figure 
5.2). These results strongly suggested that the substrate treatment sustained its adaptation for 
ethanol-induced microbial activity. The results of the substrate exposure tests clearly established 
a natural microbial community adapted to transform substrates within a groundwater system and 
constrained the duration of adaptation to at least six weeks in the absence of the substrate. It is 
conceivable that the duration of adaptation could have lasted much longer than six weeks in the 
absence of the substrate. Therefore, additional in situ studies are needed to constrain an upper 
limit on the duration of adaptation. 
5.4.2. Microbial community structure 
The substrate treatment and substrate control were periodically sampled throughout the 
14-week experiment (Table 5.2) to assess the changes in the structure of the microbial 
communities. NMDS was conducted to assess the similarity of the natural microbial 
communities at the level of operational taxonomical unit (OTU) (Figure 5.3). The number of 
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dimensions was increased from two to three at which the ordination stress decreased from 
approximately 4 to 0.5 and remained below 0.5 up to at least seven dimensions (screen plot not 
shown). The NMDS plots showed that the substrate control clustered more closely as compared 
to substrate treatment (Figure 5.3). These results suggested that exposure to ethanol caused a 
notable shift in the microbial community as compared to no exposure to ethanol. The microbial 
community in the substrate control at week four (W04) and after exposure to ethanol at week 14 
(W14*) were notably dissimilar to the other time points (Figure 5.3). These results suggested that 
the microbial community shifted in response to no substrate (W04) and added substrate (W14*) 
conditions. However, the microbial communities in both the substrate treatment and substrate 
control were notably similar at weeks 14 (W14) and one (W01) (Figure 5.3). These results 
suggested that by week 14 (W14) both microbial communities shifted back to a structure that 
was notably similar to their initial condition at week one (W01). These results were particularly 
surprising when considering that the substrate treatment was exposed to six consecutive weeks of 
ethanol whereas the substrate treatment was not.  
HCA was conducted to further assess the similarity of the natural microbial communities 
at the level of OTU (Figure 5.4). The communities clustered into four distinct groups (G1 
through G4) (Figure 5.4). Group 1 consisted entirely of the substrate control whereas groups 2, 3, 
and 4 consisted entirely of the substrate treatment (Figure 5.4). Within the substrate control (G1), 
the community after exposure to ethanol (W14*) was most dissimilar as indicated by the 
dendrogram (Figure 5.4). This result was expected based on the NMDS plots (Figure 5.3). Group 
2 consisted of the substrate treatment at weeks one (W01) and the beginning of week 14 (W14), 
which were more similar to each other than they were any other time points across both substrate  
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Figure 5.3 Non-metric multi-dimensional scaling (NMDS) plots during the 14-week experiment 
(W01 through W14*) for the substrate control (SC) and substrate treatment (ST), *indicates post-
ethanol exposure, G1, G2, G3, and G4 indicate distinct groupings, ellipses indicated 95% 
confidence intervals for weeks one through 14 (W01 through W14). 
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Figure 5.4 Hierarchical clustering analysis of operational taxonomic units (OTUs) during the 14-
week experiment (W01 through W14*) for the substrate control (SC) and substrate treatment 
(ST), *indicates post-ethanol exposure, G1, G2, G3, and G4 indicate distinct groupings. 
 
 
127 
 
treatment and substrate control (Figure 5.4). This result was also expected based on the NMDS 
plots (Figure 5.3). However, the HCA quantified the similarity as 0.67 on a scale of zero being 
most similar and one being least similar (Figure 5.4). Therefore, both the NMDS and the HCA 
suggested that the microbial community in the substrate treatment did not sustain its adaptation 
in response to exposure to ethanol (Figure 5.3 and Figure 5.4). This was particularly surprising 
when considering that the breakthrough curves in the substrate treatment strongly suggested that 
the community sustained its adaptation for ethanol-induced substrate activity (Figure 5.2). Group 
3 consisted of the substrate treatment at weeks eight, nine, and ten whereas group 4 consisted of 
the substrate treatment at weeks four, seven, and week 14* (Figure 5.4). In terms of timing with 
respect to ethanol exposure, group 3 coincided with the six-week period of no exposure to 
ethanol whereas group 4 coincided with the initial and final exposure to ethanol (Figure 5.4 and 
Table 5.2). These results were expected based on the timing of ethanol exposures.  
The most surprising result was the relatively high similarity of the community structures 
of the substrate treatment at week one (W01) and the beginning of week 14 (W14) (Figure 5.3 
and Figure 5.4). Although the breakthrough curves in the substrate treatment strongly suggested 
that the community sustained its adaptation for ethanol-induced substrate activity (Figure 5.2), 
the NMDS plots and HCA indicated that the community structure at the beginning of week 14 
(W14) was notably similar to week one (W01) (Figure 5.3 and Figure 5.4). It is possible that the 
sessile microbial community adapted and sustained its adaptation but this is not known due to 
lack of sediment samples. It is also possible that genetic adaptations, rather than persistent 
changes to the community structure, were the primary mechanism that allowed the substrate 
treatment to respond rapidly to ethanol exposure (W14*).  
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Relative abundance analysis was conducted to assess the shifts in particular taxa at the 
level of phylum (Figure 5.5). The microbial community of the substrate control was dominated 
by Proteobacteria for weeks one through the beginning of 14 but showed considerable variability 
(Figure 5.5). The relative abundance of other taxa in the substrate control, such as Nitrospirae, 
Firmicutes, and Woesearchaeota were also notable for weeks one through the beginning of 14 
and showed considerable variability (Figure 5.5). During this time, the substrate control was not 
exposed to ethanol (Table 5.2). Therefore, the temporal changes in taxa in the substrate control 
for weeks one through 14 were representative of natural conditions. The high relative abundance 
and temporal variability of Proteobacteria, Nitrospirae, and Firmicutes under natural conditions 
was expected based on a recent study at the ORR by King et al. (2017). King et al. (2017) 
demonstrated similar results from in situ above ground bioreactors and noted that such taxa are 
associated with low dissolved oxygen and/or representative of nitrate reducers. Both low 
dissolved oxygen and the presence of nitrate are characteristic of the dissolved-phase chemistry 
at the study site (Paradis et al. 2016). The substrate control was exposed to ethanol during the 
middle of week 14 (W14) and sampled for microbial community structure at the end of week 14 
(W14*) (Table 5.2). After exposure to ethanol (W14*), Acidobacteria substantially increased in 
relative abundance, replacing Proteobacteria as the dominant phylum (Figure 5.5). These results 
were not expected when considering that previous studies at the ORR showed increases of 
Proteobacteria and decreases of Acidobacteria after exposure to ethanol (Cardenas et al. 2008; 
Spain et al. 2007). However, previous studies characterized the microbial communities 
associated with sediment (sessile) and after prolonged (three weeks to two years) exposures of  
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Figure 5.5 Relative abundance of microbial taxa at the phylum level during the 14-week 
experiment (W01 through W14) for the substrate control (SC) and substrate treatment (ST), 
*indicates post-ethanol exposure. 
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ethanol (Cardenas et al. 2008; Spain et al. 2007) whereas this study characterized microbial 
communities associated with groundwater (planktonic) and after a brief (less than four hours) 
exposure of ethanol. It is possible that the sessile microbial community adapted in a manner 
consistent with previous studies, but this is not known due to lack of sediment samples. It is also 
possible that duration of exposure to the substrate, i.e., prolonged versus brief, had a notable 
effect on the relative abundance of taxa as previously demonstrated by Pernthaler et al. (2001). 
Nevertheless, these results demonstrated that the planktonic microbial community in the 
substrate control was relatively stable under natural conditions but rapidly changed after 
exposure to ethanol.  
The substrate treatment was dominated by Proteobacteria for weeks one through 10 but 
varied considerably more than the substrate control (Figure 5.5). The relative abundance of other 
taxa in the treatment, such as Firmicutes and Woesearchaeota were also notable for weeks one 
through 10 and showed considerable variability (Figure 5.5). Compared to the substrate control 
during this time, the community in the treatment by week 10 was notably different than week 
one (Figure 5.5). A notable change in the community in the treatment was expected because by 
week 10 the treatment had been exposed to six consecutive weeks of ethanol whereas the 
substrate control had not been exposed to ethanol (Table 5.2). By the beginning of week 14, the 
substrate treatment had been exposed to ethanol for six consecutive weeks followed by six 
consecutive weeks without exposure to ethanol (Table 5.2). As compared to the substrate control, 
the community in the substrate treatment by week 14 was notably different than week one 
(Figure 5.5). Therefore, if the microbial community in the treatment adapted to, and sustained its 
adaptation for, ethanol-induced transformation of substrates, which the breakthrough curves 
strongly suggested (Figure 5.2), then the community at the beginning of week 14 (W14) may be 
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representative of an adapted community (Figure 5.5). Likewise, if the microbial community in 
the substrate control was not adapted for ethanol-induced transformation of substrates, which the 
breakthrough curves strongly suggested (Figure 5.2), then the community at the beginning of 
week 14 (W14) may be representative of a non-adapted community (Figure 5.5). The relative 
abundance of taxa in the substrate treatment after its final exposure to ethanol (W14*) was 
notably different than before its final exposure to ethanol (W14) as indicated by the increase of 
Woesearchaeota and decrease of Nitrospirae (Figure 5.5). These results demonstrated that the 
microbial community in the substrate treatment adapted upon exposure to ethanol and sustained 
a level of adaptation in the absence of exposure to ethanol. As previously noted, it is also 
possible that genetic adaptations, rather than persistent changes to the community structure, were 
the primary mechanism that allowed the substrate treatment to respond rapidly to ethanol 
exposure (W14*). Therefore, future in situ studies of adaptation should attempt to characterize 
the sessile community as well as investigate the genetic adaptations to ethanol exposure. 
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Chapter 6: Conclusions  
The conclusions of the four contaminant hydrogeology studies presented in this 
dissertation advanced the understanding of the structure and function of natural microbial 
communities in groundwater. In the first study, in situ oxidation/mobilization of previously bio-
reduced/bio-immobilized uranium in the presence of nitrate oxidant was demonstrated to be 
mitigated by preferential oxidation/mobilization of reduced sulfur-bearing species as opposed to 
reduced uranium-bearing species. The first study confirmed the results of previous laboratory 
studies and suggested that establishing sulfate-reducing conditions following bio-reduction of 
uranium can substantially limit the extent of uranium mobility in the presence of nitrate oxidant. 
In the second study, the analytical solution for describing the center of mass of a non-reactive 
solute during a push-drift-pull test was expanded to account for the push-phase. The second 
study demonstrated that failure to account for the push-phase may lead to underestimating the 
magnitude of effective porosity and the expanded solution allowed for a better estimation of the 
physical space through which an injected volume of a dissolved-phase microbial substrate would 
travel by advection. In the third study, the breakthrough curve of a potentially reactive solute due 
to non-reactive mixing of the injection and aquifer fluids during a push-drift-pull test was 
described analytically to account for any possible combination of non-reactive and potentially 
reactive solute concentrations within the injection and aquifer fluids. The third study 
demonstrated that accounting for any possible combination of concentrations yielded a more 
accurate quantification of microbial-mediated solute mass transformation. In the fourth study, in 
situ adaptation of a natural microbial community was induced and sustained for up to six weeks 
in the absence of ethanol substrate with no apparent enrichment of a select planktonic microbial 
community. The fourth study suggested that the predominant mechanisms of adaptation may 
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exist at the enzymatic- and/or genetic-levels. Therefore, future in situ studies of the exposure 
history dependence of microbial mediated transformations of substrates in groundwater should 
attempt to characterize the sessile community as well as investigate the genetic adaptations to 
substrate exposure. 
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