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Sobre el comportamiento de las
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En el presente trabajo se estudia un sistema de ecuaciones diferenciales ordi-
narias, no autónomo y analítico respecto a las funciones desconocidas y a un
pequeño parámetro del cual depende el segundo miembro.
En el trabajo se hace un estudio del comportamiento de las trayectorias del
sistema una vez reducido este a la FCNG (Forma Cuasi-Normal Generalizada),
investigándose en particular la bifurcación de las soluciones periódicas.
En el trabajo [3] de Bíbikov Y.N. se estudian sistemas autónomos dependientes de
un pequeño parámetro, los cuales tienen un par de raíces imaginarias puras, siendo
el mismo formalmente equivalente a su FNSI (Forma Normal Sobre Superficie Inva-
riante), dándose una condición suficiente de convergencia. Bíbikov obtiene para el
sistema antes mencionado la correspondiente ecuación de bifurcación.
En [4] se generaliza el resultado anterior al caso en que la matriz del sistema inicial
presenta n pares de valores propios imaginarios puros, dándose la correspondiente
ecuación de bifurcación para la FN (Forma Normal) formalmente equivalente al sis-
tema inicial.
En [6]Básov B. y Repilado J.A. construyp,n la ecuación de bifurcación para un sistema
real analítico en el origen de coordenadas y dependiente de un pequeño parámetro
vectorial, bajo la existencia de raíces imaginarias puras conmensurables dos a dos.
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El objeto de estudio del presente trabajo es un sistema de ecuaciones diferenciales
ordinarias, no autónomo y analítico respecto a las funciones desconocidas y a un
pequeño parámetro del cual depende el segundo miembro.
En el trabajo se hace un estudio del comportamiento de las trayectorias del sistema
una vez reducido este a la FCNG, investigándose en particular la bifurcación de las
soluciones periódicas.
Sea dado el sistema de ecuaciones diferenciales ordinarias:
A E KnxnCR),
x = COI(Xl, X2, ... , xn),
X(x, t) = col(X1, X2, oo., Xn).
Las Xi (i = 1,2,oo.,n) representan series de potencias respecto a xl,x2,·oo,Xn Y p"
convergentes en una vecindad del origen de coordenadas, cuyos coeficientes son fun-
ciones analíticas respecto a p, (p, representa un pequeño parámetro, p, E ~Rn ) y 27l'
periódicas respecto a t, por lo cual admiten la representación
Xi(X,t,p,) = L Xi(p,PO)(t)xPp,po, xp=xr,x~2, ... ,x~n,
Ip+pol22
Ip + pOI = Pl + oo' + Pn + P~ + ... + P~, Pi E Z+, p? E Z+.
El sistema (1) tiene la solución trivial x = o.




s = 1,2, ,L
j=L+1, ,m
k =m + 1, ,n
El caso en que L = n fue tratado por Bíbikov en [4J.
Supongamos que existe L* -s; ~, L* pares de valores propios imaginarios puros, ±iWl,
±iW2, oo., ±iWL*, donde los Wi son racionalmente independientes (i = 1, oo., L).
El sistema (1) puede ser expresado de la siguiente manera:
J'x' +X'(x,t,p,),
J" J.'" +X" (x, t, p,),
J"';,;'" +X"'(x,t,p,),
donde J', J", J''' representan celdas de Jordan de dimensión L x L, m - L x m - L
y m x n-m, respectivamente.
Supongamos que existe la transformación
y' + h'(y', t, p,) + h'(y', y", t, p,) + h(y', y"', t, p,),
y" + h"(y', t, p,) + h(y', ylll, t, p,),
ylll + hlll(y', t, p,) + hlll(y', 1J~t, p,),
y = J'y' + Y'(Y,JL),
y = f y" + y" (y, t, JL),,,,
i"y'" + y'" (y, t, JL),Y =
donde, en el caso no resonante los coeficientes de las series de la transformación (3)
se determinan de forma única, y los coeficientes de las series del sistema (4) se eligen
arbitrariamente; en el caso resonante se procede de forma inversa.
Definición 1 El sistema (4), donde la primera ecuación define 'una forma normal
l-dimensional y
Y"(y' ° yllf t 11.) = O, ,. "r' ,
.•.. 111 ('" )y y ,y ,O,t,JL = O,
define una Forma Cuasi-Normal Generalizada (FCNG) .
. , .,
h'+ 11,+ 11,+8p',>.'h' + 8p',P",>.'h/ + 8p',p''',>.'h' =
T' h' + T'h' + T' h' +X' - Y' - p'T' h' - p'T'h' - p"T"h" - p'T' h'
_ (") A("") A(''''')'_pllfT"'h' _ p'h' p -e ,po Y' - p'h' P -e ,p ,p" Y' _ P"h' P,P -e ,p" Y"
- (' '''') - (' ", ,', )--p'h' p -e,p ,PoY' _ p"'h' p,p -e ,p" Y"';
."
h"+ h +8p',>.."h"+ 8p',p"',>.."h" = (5)
T"h" + T"ht' + X" - Y" - p'T'h" - p'T'h"-
" - (") - (' , ''') - (' '" ", )-p' Tllfh" - p'h" p -e ,PoY' _ p'h" p -e,p ,Po _ p"'h" p,p -e ,PoY"';
. '"
h·"'+ hA + ¡; h'" 8 hA '"Up' ,)..'11 + p' ,y" ,)."' =
T'" h'" + T'" 11,'"+X'" - Y'" - p' T' hllf - p' T' 11,'"-
-p"T"h'" - p' h"'(p' -e' ,Po) Y' _ p'h"'(p' -e' ,p",Po) _ p"h"'(p' ,p"-e" ,PO)Y".
Tomemos los coeficientes de grado p de las series de forma que respondan a los si-
guientes casos:
q,'(p) (y, JL) - y,(p) (JL),
= q," (p) (t, JL)'
= q,"'(p)(t, JL).
Resolviendo la primera ecuación de (6) y diferenciando los casos resonantes y
no resonantes, llegamos a los siguientes resultados:
A) 8p',,x' =1= iko , ko E íl.
La única solución 211'-periódica viene dada por
h,(p)(t,fL) =
t+2". (7)
(Exp(211'8p',,x') - 1)(-1) J ~1(p)(T, fL) Exp(8p' ,A'(T - t)) dT.
t
t
h,(p)(t,fL) = CExp(-ikot)+ J ~/(p)(T,fL)Exp(iko(T-t))dT
o
Y'(P)(fL)
- 'k Exp( -ikot).z o
Para que la solución sea 211'-periódica es necesario y suficiente que
2".J ~/(p)(T,fL)Exp(iko T) dT = O.
o
t
h'(t,fL) = J ~1(p)(T,fL)dT - tyl(p); tE [0,211'].
o
Para que esta solución sea 211'-periódica es necesario y suficiente que se
satisfaga
2".
yl(P)(fL) = 2~ J ~/(P)(t,fL)dt. (9)
o
Las soluciones de las dos restantes ecuaciones del sistema (7) , se obtienen
por medio de expresiones similares a (7) pues por la característica de los
valores propios no existe resonancia.
b. Si p = (p', p", 0,Po) las ecuaciones del sistema (7) tienen la forma
.I(p)
h (t,fL) + 8p',pll,A'h,(p)(t,fL) = <f?/(P)(t,fL),
. /I/(p)
h (t, fL) + 8p',p",,x/ll h/l/(p) (t, fL) = <f?/I/(p)(t, fL)·
c. Si p = (p', O,P'" ,Po), las ecuaciones del sistema (5) tienen la forma
~ I(p) ~ ( ) _ ( )
h (t, fL) + 8p',p'",,x,h' p (t, fL) = ~' p (t, fL),




( ) - (' 11 ,,, "'+'" )- (' 11 '" )XII P _ p'" hll P.P ,P -S e ,PO y'lI P ,P ,S ,PO,
( ) "(' 11 "+ 11 '" ) - ( , " '" )X'" P _ p" h'" P.P -S e ,P ,Po yll P ,s ,P ,Po.
Las soluciones de las ecuaciones correspondientes a los casos b. y c. se obtienen
por expresiones similares a (7) , pues en estos no se presenta el caso resonante.
v (' ) {Y2S'-lP.28'-l(YlY2, ... ,YL*-lYL*,j.L),~s' Y , j.L = P. ( )
Y2S' 2S' lJiY2,'" , YL*-lYL*, j.L ,
donde P2S' es el conjugado de P2s,-1, (s' = 1, ... ,L*) .
Las series Ps' (YlY2, ... , YL* -lYL*, j.L) admiten ser representadas así:
donde Gs' y Hs' son series de coeficientes reales, los cuales se determinan por medio
de expresiones similares a (9).
Para continuar el estudio analizaremos los sigUientes casos (ver [3]),
1. Caso trascendente Gs' = o.
El sistema (4) toma la forma
iJs' = i8s'Ys' [ws' + HS'(YlY2, ... , YL*-lYL*, j.L)],
iJ" = J"ylI +YIl(y,t,j.L),
i/II = J"'y'" + y'" (y, t, j.L),




Y2S' = c2s,E:rp(i(w2S' + H28,(C, j.L))),
Y2S'-1 = C:2s'_lE.rp(i(W2S'-l + H2S'-l (e, j.L))).
Las mismas expresiones, en correspondencia con (3) , definen las soluciones pe-
riódicas del sistema (2).
Bajo el cumplimiento de la condición
(ver [3]), se garantiza la equivalencia analítica entre los sistemas (2) y (4).
Si tomamos la superficie invariante definida por y" = O, las trayectorias del
sistema (12) son estables.
En caso de que tomemos la superficie invariante y'" = 0, las trayectorias son
inestables.
2. Caso algebraico Gs' .¡:. O.
Supongamos el término de G de grado inferior de orden N y consideremos en la
transformación (3) polinomios que no sobrepasan los términos de grado mayores
que N, los cuales se obtienen de las series de la transformación mediante un
truncamiento en su desarrollo, por lo que el sistema (3) asume la forma
x' = y' + h'N (y', t, ¡.;,) + h'N (y', y", t, ¡.;,) + h'N (y', y"', t, ¡.;,), (13)
x" = y" + h"N (y', t,¡.;,) + h"N (y', y"', t,¡.;,),
x'" = y'" + h"'N (y', t, ¡.;,) + h"'N (y', y", t, ¡.;,).
Es evidente que la transformación (13) es convergente, obteniéndose un sistema
que coincide con su FCNG hasta los términos de orden N.
Por tanto el sistema (3) queda expresado de la siguiente forma:
iJs' = J'yS' + iDS,ys,Hf, (Y2S'-lY2S', ¡.;,) + YS,G!J, (Y2S'-lY2S', ¡.;,) (14)
+ YS'(Y2S'-1Y'2S'),
1/' = J"y" + y"N (y, t, ¡.;,) + Y"*(y, t, ¡.;,),
iJ'" = J"'y'" +Y 111N (y, t, ¡.;,)+ y"'* (y, t, ¡.;,),
{
1 si s' = 2n - 1,
Ds' = -1 so s' = 2n 1 2 3• n = , , ,...
Aplicando el cambio de variable
Y2S'-1 = P2S"-1Exp(i'P2S' -1)' (15)





el sistema (14) toma la forma
PS' = ps,GlJ,(l·J-L)+O(p2¡;,)N+1,
tPs' = Ws" + 8s,Hf,(p2, ¡;,) + O(p2¡;,)N+l,
i J" z + ZN (p2, <p,z, v, t, ¡;,) + O(p2 ¡;,)N+l,
V = Jlllv+VN(p2,<p,z,v,t,¡;,)+O(p2¡;,)N+l.
De la expresión (16) se determina la ecuación de bifurcación (ver [2, 3])
= O,
=i= O.
Cada solución p = Po J-L = /-LO de (17) representa una solución periódica del sistema
(16) , Y por consiguiente a (2) le corresponden trayectorias cerradas.
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