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 Working at the junction of medicine and physical anthropology, this research 
investigates the rate of fracture healing.  The ability to assign ages to fractures based on 
the degree of remodeling could be a valuable tool for identifying skeletal remains.  This 
ability could differentiate between individuals with similar fractures and could also 
narrow the search of medical records for matches.  Multiple radiographic images from 62 
individuals were collected from the Baton Rouge Orthopaedic Clinic, including 
information on sex, ancestry, age of the individual, and age of the fracture.  Breaks in the 
x-rays are categorized into one of six stages, defined on the basis of observable 
characteristics in radiographs.  Variables of age, sex, ancestry, and type of fixation (ie, 
internal or external) are tested against the stage of the fracture and the time since the 
initial diagnosis of the fracture.  Univariate analysis of variance shows that age is the only 
variable investigated in this study that repeatedly shows a significant correlation to the 
age of a particular fracture.  Further research is needed to draw concrete conclusions and 
develop acceptable ranges for dating fractures. 
 
 vii
Chapter 1: Introduction 
 Physical anthropology focuses its study on the biological evolution and 
development of humans and other primates.  One of the specialized fields within the 
realm of physical anthropology is forensic anthropology.  Members of this discipline 
utilize the information, knowledge, and principles established in anthropology to analyze 
and solve legal problems pertaining to human skeletal remains.  One of the major roles of 
forensic anthropologists is the identification of individuals from their skeletal remains 
(Byers, 2002).  In order to accomplish this task, anthropologists construct biological 
profiles of individuals based on their osteological remains.  Numerous studies have been 
conducted to establish and refine methodologies to estimate ancestry, sex, age, and height 
from a skeleton, as well as identify trauma exhibited by the bone (Giles and Elliot, 1962; 
Phenice, 1969; Todd, 1920; Trotter and Gleser, 1952).  The ability to tell when an 
antemortem traumatic incident occurred could be a valuable tool in the identification 
process of skeletal remains for forensic anthropologists and other medico-legal 
professionals. 
 Analysis of trauma with respect to time is only established in reference to the time 
of death—if the injury occurred before, during, or after death.  Once an incident has been 
designated as antemortem (before death), no further temporal information is determined.  
However, antemortem trauma can provide valuable information that may aid in the 
identification of a nameless individual.  Such trauma can be externally evident and be 
recalled as a distinguishing feature by witnesses.  Furthermore, medical files of 
antemortem trauma can be used to verify the identity of skeletal remains. 
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 Comparing dental x-rays is one of the most reliable methods to make a positive 
identification by matching filling shape and location and tooth shapes in ante- and post-
mortem images.  Radiographic films of vertebral spinous processes and trauma to bone 
have also been used in a variety of cases to make identifications based on unique 
combinations of skeletal features (Angyal and Derczy, 1998; Hogge et al., 1994; Riddick, 
1998). 
 If it were possible to determine when the traumatic event occurred, another piece 
of information could be added to the biological profile of a person that could prove 
valuable in identifying or differentiating among several individuals.  For example, in a 
setting of war, where mass casualties take place, injuries are not uncommon, and the 
demographic profile of most individuals is similar (e.g., young to middle-aged male).  
The ability to date fracture healing could potentially prove of significant value in the 
identification of conflict casualties. 
 The current research represents a pilot study to investigate the possibility of 
determination of age-since-trauma—alternatively, the post-trauma interval (PTI)—based 
on the degree of repair and remodeling evident in radiographic images.  This study also 
investigates the variation in fracture healing rates caused by factors of age, sex, ancestry, 
medical treatment, and weight-bearing capacity of bones.  Furthermore, it examines the 
degree of consistency in bone repair and considers the feasibility of further studies of the 
same subject matter with narrower research questions. 
 This research falls somewhere in the area where the interests of pathologists and 
forensic anthropologists intersect with the concerns of medical doctors and surgeons.  
The latter are concerned with trauma diagnosis and speedy treatment, while the former 
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focus on questions of causality.  Doctors study osteological trauma and its progress 
forward in time.  The current study attempts to transfer such medical knowledge of 
fracture healing to a pathological setting and trace an injury’s development backward to 
its point of inception. 
 A variety of factors (e.g., age, type of bone, fracture severity, treatment, and 
nutritional status of the individual) exert influence on fracture healing (Ortner, 2003).  By 
controlling some of these factors, patterns of fracture healing for a certain skeletal 
population could be established.  This study provides baseline data to be utilized and 
tested in other skeletal samples. 
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Chapter 2: Literature Review 
 A review of the literature on the subject of bone healing yields little information 
from an anthropological point of view on the subject matter at hand.  What is mentioned 
in anthropological texts are basic overviews of post-fracture activity of osteological 
materials imported from the medical literature in order to present the information (White, 
2000).  Roberts (1988) is one of the few authors applying knowledge of fracture healing 
from medicine to the field of anthropology.  In some texts, those focusing more on 
pathology and forensic anthropology, the topic of trauma is addressed.  However, under 
the topic of trauma, little attention is given to the process after fracture.  Ortner (2003) 
and Byers (2002) touch lightly on processes occurring after fracturing and the speed at 
which they occur.  Nonetheless, they focus on the factors and circumstances involved in 
the cause of fracturing. 
 However, in order to find extensive information on histological and 
morphological changes after trauma along with associated time frames, one has to refer to 
the medical literature (Birzle et al., 1978; Frost, 1989; Hendrix, 2002; Hulth, 1989).  The 
texts of multiple articles and chapters on osteological trauma only agree on the grand 
picture. The details, on the other hand, are often in disagreement.  While no obvious 
conflict emerges, issues such as stages of bone healing and remodeling speeds are not 
consistent enough to allow formation of a coherent picture.  Definitions of the pertinent 
stages of bone healing differ from author to author, and, as such, any related time frames 
tend to be associated with a particular article and will exhibit inconsistencies if 
transferred to another author’s remodeling outline. 
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 The literature yields limited information about time since injury. The writings that 
mention information pertinent to an investigation of the interval since trauma focus on 
the processes of healing and remodeling, bringing up the temporal factor merely in 
passing.  The following sections present basic information on bone histology, fracture 
mechanics, and treatment pertinent to understanding later discussion on the subjects of 
this study.  Additionally, information on the various stages of bone healing and the times 
that have been associated with some of them are organized and outlined. 
Histology of Bone 
 Bone has a unique structure that gives it both tensile and compressive strength as 
well as flexibility and light weight.  Its structure also makes it “one of the most dynamic 
and metabolically active tissues in the body” (Nordin and Frankel, 1989:3).  Bone is 
composed of both inorganic minerals, that produce its strength, and organic components, 
that contribute to its resilience.  The two major organic components of bone are collagen 
and the ‘ground substance,’ which is a mixture of proteins, polysaccharides, and 
glycosaminoglycans.  The minerals forming the primary part of the inorganic portion of 
bone are calcium and phosphate forming hydroxyapatite crystals (Nordin and Frankel, 
1989). 
 At the microscopic level, bone is built from osteons.  Each osteon is a system of 
concentric interconnected rings of bone matrix, called lamellae, with a central Haversian 
canal containing nerves and blood vessels.  The bone cells, or osteocytes, located in the 
spaces between adjacent lamellae, receive their nutrients from these blood vessels 
through extensive networks of tiny canaliculi within each osteon, and through 
Volkmann’s canals that form bridges between osteons.   
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Four types of bone cells are found throughout the bone, each at particular 
locations, depending on their function.  Osteocytes are the basic bone cells that compose 
the osteons.  These cells are located between the concentric lamellae in small hollow 
spaces, or lacunae.  Osteocytes appear mostly inactive and generally seem to maintain the 
bone matrix around them.  They are supplied with nutrients by the system of canaliculi.  
Osteoblasts are the bone-building cells and are found in areas where active remodeling or 
other bone growth occurs.  They create bone by synthesizing and releasing organic 
osteoid into the surrounding extracellular spaces.  There, the osteoid becomes calcified 
and entraps the osteoblast, which becomes an osteocyte.  Osteoblasts arise from 
osteoprogenitor cells, thought to be the only one of the four bone cells capable of division 
and multiplication.  These progenitors are found on or near all free bone surfaces 
(Fawcett, 1994).  They multiply to maintain their numbers and will change into 
osteoblasts when new bone is required.  The fourth type of bone cell is the osteoclast, 
which is found in Howship’s lacunae, located throughout the bone matrix.  Osteoclasts 
are responsible for the resorption of bone in locations where it is not needed or has died. 
 Macroscopically, two types of mature (lamellar) bone can be identified, compact 
and cancellous bone.  Compact bone is dense bone found on the external surfaces of 
bones.  It consists of many osteons layered next to one another.  Cancellous or trabecular 
bone is less dense, as it consists of a tight network of criss-crossing trabeculae, or thin 
bony spicules, that are about as thick as a single osteon.  Together, the trabeculae form a 
spongy-looking mesh of bone that is permeated by red blood marrow.  Cancellous bone is 
found in the interior of most bones, under a sheet of compact bone, except in the 
diaphyses of long bones, which contain no bone matrix.  Covering the compact bone 
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layer surrounding the bones is a thin connective tissue called the periosteum.  On the 
inside of long bone shafts is another tissue termed the endosteum.  Both of these 
connective tissues are layered with a high concentration of osteoblasts and progenitor 
cells, since the surface of bone is a likely locale for necessary bone growth. 
Biomechanics of Fractures 
 The term trauma refers to any injury induced by an outside force.  While multiple 
types of skeletal trauma occur, the most recognizable trauma is fracturing.  Fractures are 
produced by excessive or abnormal forces on the bone.  Bone, like every other material, 
has a breaking point and will fracture when the forces acting on it exceed its specific 
failure point (Nordin and Frankel, 1989).   
 The five general modes of loads or stresses are compression, tension, shear, 
torsion, and bending.  Each of these places a different set of forces on the bone and 
causes a different distortion, measured as strain, which is the ratio of the change in 
dimension relative to the original size (Rogers, 2002a).  The type of fractures produced 
by each of these is often predictable from the type and location of the applied stressor.  
Fractures of long bone shafts, the focus of this study, commonly occur from bending and 
torsional loading.  Alternatively, fractures resulting from compression, tension, and shear 
occur more frequently in cancellous bone (Nordin and Frankel, 1989).  Fracture 
mechanics are based in the realm of physics, and the type of fracture produced from any 
external force can be anticipated by the principle that the weakest structure will break 
first.  Furthermore, compact bone is generally stronger than cancellous bone.  The 
structure of compact bone makes it particularly resistant to compressive and tensile 
stresses.  It withstands more compressive load than tensile load, and more tensile load 
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than shear load (Nordin and Frankel, 1989).  Due to its unique structure and combination 
of compact and cancellous bone, every bone is able to withstand different modes of load 
to differing degrees. 
 For a bone to fracture, the stresses exerted on it have to exceed the bone’s elastic 
and plastic limit.  A load on a bone initially causes the bone to bend under the stress.  If 
the load does not surpass the elasticity of the bone, when removed, the bone will return to 
its original shape.  However, if the load goes beyond the elasticity of a bone, the subject 
will become permanently deformed.  The range of load that causes permanent 
deformation of osteological material is termed the region of plasticity of the bone.  When 
the load tops this range, fracturing occurs.  Since cortical bone is stiffer than cancellous 
bone, the former is able to withstand greater degrees of stress, while the latter can handle 
more strain.  This means that compact bone has a higher elastic region, but cannot deform 
as much as cancellous bone.  While cancellous bone may appear brittle and weak, its 
multi-angular organization actually allows it to absorb a large amount of energy.  Since 
cancellous bone lacks stiffness, it has a smaller elastic region (Nordin and Frankel, 1989). 
 Age, disease, repetitive loading, and other factors may weaken bone and cause it 
to fracture under lower stresses than it would normally.  Fortunately, bone is one of the 
body’s tissues with a remarkable potential for repair (Ortner, 2003). 
Fracture Healing 
 Once a bone is broken, especially in the case of a complete fracture, the bone is 
usually unable to continue functioning properly.  Strength and stability have to be 
restored quickly and correctly.  Healed bone has to be strong so that repeated fracturing is 
unlikely to occur. 
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 According to Hendrix (2002), the process of healing is only partially understood.  
It can be studied at the clinical, radiographic, biochemical, or histologic level.  Hendrix 
reveals one reason that the literature shows little consistency in terms of stages of bone 
healing, when he states that “the healing process is … separated only arbitrarily into 
phases for the purposes of study… and such separation is an abstraction” (203).  
 Before looking at how various authors divide the process of healing, the actual 
process needs to be understood.  When bone fractures, generally, three events happen.  
First, blood vessels within the Haversian canals rupture.  When bone separates at the 
fracture line, osteons separate and blood vessels are stretched or squeezed, resulting in 
their dissociation.  Also, during a fracturing incident the tissue surrounding the bone is 
usually injured, either by the bone segments or the external force that caused the fracture.  
In any case, some blood vessels will be ruptured, and the blood will pool in the fractured 
area.  There, the blood will coagulate once flow to the area ceases when the vessel ends 
become sealed.  This blood forms a hematoma between the two fractured sections.  
Collins (1966) and Schenk (1973) have both suggested that the formation of the 
hematoma is not part of the actual healing process.  Nevertheless, the blood clot is 
usually included as part of the fracture-repair period.  
 The second event that takes place during the initial fracturing is the disruption of 
the osteogenic tissues lining the bone.  Both the endosteum and the periosteum are lined 
with a high concentration of osteoblasts and osteoprogenitor cells.  Disruption of the 
connective tissue signals to these cells that a traumatic event has occurred and bone needs 
to be repaired.  The disruption of the periosteum is the initial signal for the proliferation 
of more osteoblasts, which will be deposited on the surfaces of the bone segments in 
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order to form new bone.  The third event that takes place at the time of the traumatic 
event is the separation of a certain amount of bone cells from the vascular system.  Any 
loose bone fragment will no longer have a connection to the vascular system of the body, 
and many cells at the edges of the fracture also will be cut off from the blood vessels 
permeating the bone.  Without the proper nutritional connections, the osteocytes will 
become necrotic since blood supply is unlikely to be restored to the cell through the 
canaliculi (Ortner, 2003).  Such dead bone has to be resorbed before the healing process 
can be complete.  However, the resorption of necrotic bone does not necessarily begin 
immediately after fracturing.  Necrotic bone at the ends of the bone fragments, as well as 
necrotic fragments in the fracture space, can become incorporated into the subsequent 
healing processes (Collins, 1966). 
 After fracturing occurs, some osteoprogenitor cells differentiate into fibroblasts 
and other supporting cells.  These cells form soft fibrous granulation tissue at either end 
of the fracture segments and extend into the blood clot.  This tissue represents the first 
organization at the fracture site.  The granulation tissue is a mixture of a variety of 
different cells that will be needed during the course of fracture repair.  Three of the four 
bone cells will be represented.  Osteocytes will not be present since no actual new bone 
has formed at this point in time.  Osteoblasts are present to begin formation of new bone.  
Osteoclasts in the granulation tissue will sometimes begin resorption of some necrotic 
bone in the area during this stage.  Not all necrotic bone is resorbed, however.  Often, if 
the location of the necrotic bone is suitable, it will be incorporated into the fibrous 
bridging between the broken ends that occur at this time.  Progenitor cells are needed in 
order to continually keep producing new osteoblasts.  Other things in the granulation 
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tissue include fibroblasts, macrophages to eat away the hematoma, supporting cells, and 
other intercellular materials.  The area also becomes newly vascular during this stage as 
new blood vessels, usually from the surrounding muscles, extend into the fracture space 
and create a fibrous union between fracture fragments (Birzle et al., 1978; Frost, 1989; 
Hendrix, 2002; Paton, 1992; Sevitt, 1981). 
 The next stage in bone repair is the formation of a primary bony callus across the 
fracture that provides great stability to the bone once it is complete.  As the cells in the 
granulation tissue pursue their individual activities, osteoid is laid down rapidly.  The 
primary callus that forms initially is made up of woven, immature bone and is not heavily 
calcified.  This callus is still slightly soft and can be cut by a sharp knife (Collins, 1966).  
Three types of calluses form across a fracture site.  The intermediate or sealing callus 
joins the actual ends of the broken bones.  The endosteal callus is the part of the callus 
that unites the opened marrow spaces, and the periosteal callus forms around the outside 
of the fracture and bridges over the site.  This third callus is usually the most visible in 
radiographic images, as it is the most exterior layer of newly produced bone and has a 
distinguishing bulging shape that makes it easier to locate than either of the other two 
calluses.  The only real difference between these three calluses is their origin.  The 
periosteal callus is formed by osteoblasts on the periosteum that was distorted during the 
fracturing event.  Similarly, the endosteal callus is formed primarily by the osteoblasts on 
the endosteum inside the break.  The sealing callus is between these two and is most 
likely created by osteoblasts in the granulation tissue that deposit their osteoid along the 
fibrous connective tissues and become ossified there.  Thus, the intermediate callus 
follows the orientation of the fibrous connections between the bone ends and has a 
 11
cancellous appearance.  Otherwise, no obvious structural differences exist between these 
three types of calluses.  Therefore, the differential naming of these parts of the primary 
callus appears to serve a descriptive and conceptual purpose (Hendrix, 2002; Ortner, 
2003). 
 Eventually, the woven bone has to be turned into lamellar bone.  When lamellar 
bone begins replacing woven bone, the callus is referred to as secondary, if such a 
distinction is made at all.  The creation of a secondary lamellar callus is accomplished 
through a combination of osteoblastic and osteoclastic activity.  As osteoblasts deposit 
their osteoid, it now becomes highly mineralized and the structure of the resulting 
osteocytes is orderly and structured into circular lamellae, characteristic of mature 
lamellar bone.  As new bone is created, the osteoclasts are responsible for resorbing 
unused bone.  Osteoclasts remove the remaining necrotic bone within the callus and at 
the fracture ends.  Once the fracture location has been strengthened by lamellar bone 
formation, the woven bone from the first callus is also resorbed.  Frost (1989) names the 
unit composed of these different types of cells that are responsible for conversion of 
calcified cartilage to woven bone and woven bone to lamellar bone the “basic 
multicellular unit,” or BMU (287). 
 Once the callus has matured completely, the bone is basically as strong as it will 
get.  Based on the stresses and loadings imposed on the fracture site, most of the callus, 
especially the unnecessary bulge of the periosteal callus, will be resorbed and will restore 
the bone to a smooth outline.  The bone will also be remodeled according to the stresses it 
experiences and in subsequent years may look similar to the original.  If the original 
fracture was small or set well, possibly no trace of the break will remain in later life.  One 
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final item of note is that the possibility exists that some of the endosteal callus trabeculae 
may persist indefinitely in the medullary cavity at the locations of long bone shaft 
fractures (Collins, 1966). 
 These stages represent the major histological phases that have been identified in 
the process of bone healing.  Depending on the research questions or designs, some 
researchers disregard some phases as insignificant to the healing process, while others 
combine phases to suit their methodology.  Since the phase designation is arbitrarily 
determined by the researcher, phases used by different researchers rarely match exactly 
with one another (Hendrix, 2002). 
Rate of Bone Remodeling 
 Various researchers divide healing stages differently, or commonly assign 
different names to them.  In conjunction with this individual phase definition, times 
associated with the various stages are variable, even if the stages appear to refer to the 
same state of bone repair.  For instance, Frost (1989) defines five stages of bone repair as 
fracture, granulation tissue, callus formation, lamellar bone remodeling and recontouring 
of the bone.  According to Frost, the granulation process begins seven days after fracture 
and continues for approximately two weeks.  After that, the callus continues to mineralize 
and finishes in four to sixteen weeks.  For Frost’s fourth stage, his BMUs remodel the 
bone.  Each BMU needs about three to four months to complete the resorption-
ossification sequence per cylindrical section.  With this speed as his basis for 
approximation, Frost writes that the healing process may take from one to four years for a 
whole woven bone to be converted to lamellar bone. 
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 Paton (1992), on the other hand, defines bone healing stages slightly differently 
and barely mentions any associated time frames.  He also uses five phases: hematoma 
formation, organization of hematoma (i.e. granulation), callus formation, mature bone 
consolidation, and remodeling.  The only temporal information he provides is that in 
adults cortical bone requires three months to heal and cancellous bone only six weeks.  
Children take about half as long.  A problem with Paton’s time frames is that he does not 
define what age range defines childhood, and, furthermore, he does not specify exactly 
what is meant by “healed.”  Some use callus completion as point of healing, and in 
clinical settings the term “healed” actually refers to the point in time when the bone is 
strong enough to function on its own and the fixation devices can be safely removed.  
This is usually before the callus is completely formed (Toal and Mitchell, 2002). 
 Collins (1966) does not even designate particular phases in the healing process of 
bone.  However, he is one of the first writers to attach some time frames to the healing 
process.  According to him, the granulation tissue begins formation on the second day 
after injury.  On the fifth day, the earliest signs of osteogenesis (bone building) can be 
seen.  Fibrous union between fragments takes three weeks to occur, and the callus is not 
complete until six weeks after injury. 
 Frost (1989), Paton (1992), and Collins (1966) all based their classification of 
stages on the level of histology.  The current research investigates the same process from 
the radiographic level.  At this level of inquiry, both Toal and Mitchell (2002) and 
Hendrix (2002) provide good outlines of what characteristics are observable in 
radiographic images during the healing process of bones.   
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 Initially, the edges of the fractured segments are clearly delineated.  Subsequently, 
the edges of the fragments begin to blur on the radiographic images, indicating the 
beginning of necrotic bone resorption.  Hendrix states that this stage is seen between 10 
and 14 days, while Toal and Mitchell assign a five- to ten-day range to the appearance of 
resorption on x-ray films.  From day 10 to 20, according to Toal and Mitchell, extra bone 
begins to appear on the radiographs.  Initially, a cloudy, or as Hendrix states, “fluffy,” 
callus extends from both ends of the fragments.  With time, this callus mineralizes and 
becomes more radiopaque.  Then, the fracture line begins to disappear as the callus 
begins spanning over the fracture gap.  Toal and Mitchell state that this initial bridging of 
the fracture gap begins after about a month.  Gradually, the callus continues to grow and 
bridge more and more of the fracture line.  Eventually, the fracture line becomes 
obliterated.  Toal and Mitchell attribute a time of three months to the point when the 
callus is mostly done and begins resorbing to re-establish the continuity of the cortex and 
the medullary cavity.  After this point, remodeling takes a long time to reform the bone 
and return it to a resemblance of its former self.  However, neither Toal and Mitchell nor 
Hendrix state any particular time ranges beyond the beginning of callus formation.  
Nevertheless, their description of bone remodeling observable in radiographs provides a 
valuable starting point for the evaluation of fracture healing in the current study. 
 Last, a vast variety of factors have been cited as influencing the rate of bone 
healing.  Age, nutritional status, chronic disease (e.g., anemia, diabetes), fracture location 
and type, degree of motion and apposition, type of bone, and infection are just a few of 
the many factors that hypothetically or actually influence the rate of bone remodeling 
(Hendrix, 2002; Ortner, 2003; Toal and Mitchell, 2002). 
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 In summary, this project combines information from the field of medicine and 
anthropology.  In order to study the rate of fracture healing and bone remodeling, even at 
a radiographic level, the histological and biochemical processes that contribute to the 
healing process of bone have to be considered. 
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Chapter 3: Materials and Methods 
 Before the materials for this research project could be gathered, permission to 
conduct study of human subjects was sought from the Institutional Review Board of 
Louisiana State University (see Appendix).  After the research was exempted, the 
radiographic materials could be gathered. 
 The radiographic films originated at the Baton Rouge Orthopedic Clinic from an 
electronic database the clinic has had in operation since 2003.  The x-rays were gathered 
by clinic personnel after permission was obtained from clinic management.  The database 
was searched for specified injury codes recorded with each file so that only specific kinds 
of fractures were collected.   
 From the beginning, the research was limited to fractures of long bone shafts.  
Further restrictive categories were that first priority should be given to fractures without 
internal fixation.  Due to modern medicine and hospital policy, however, such fractures 
were relatively rare.  Thus, later in the data collection phase, x-rays with internal fixation 
were pulled as well.  Nevertheless, these were limited to those in which the fracture and 
any healing would be minimally obscured by the plates, screws, or intramedullary nails.  
The radiographic films were not sampled randomly in order to keep the sample size large 
enough.  Therefore, the x-rays that were compiled for the data were the first ones that 
matched the specified categories. 
 Once selected, the x-rays were copied and identification criteria, such as names, 
removed.  The final data set for this study consisted of 62 sets of radiographic films.  For 
each set, demographic information on age, sex, and ancestry was recorded as well as the 
date of examination for each individual film.  Each set consists of multiple x-rays, 
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minimally four.  Since the x-ray protocol for medical examination of fractures is to take 
at least two radiographic images at right angles to one another—generally an anterior-
posterior (AP) and a medial-lateral (ML) view—at least two images are present for each 
date.  Additional oblique images and close-up images are part of highly comminuted 
fractures, fractures with extensive treatment structures, and fractures where one of the 
standard views is unusable (i.e., lateral view of a humeral fracture is usually 
indistinguishable from the torso behind it).  Furthermore, since this research is 
investigating a temporal component to fracture healing, each set of radiographic films 
had to have at least a follow-up x-ray so that change in healing and bone remodeling 
could be observed and recorded.  Hence, each set consists of minimally four separate 
films: two initial views and two subsequent views.  However, all but two sets have four 
or more pairs of images. 
 The x-rays were then numbered (e.g., 3-11a) where the first number represents the 
case or a particular individual.  The second number refers to the position of a particular 
film in the sequence of x-rays for a specific case with “1” designating the initial x-ray.  
The letter (i.e., a, b, or c) refers to a particular fracture.  Since several individuals 
exhibited joint fractures of radius and ulna or of tibia and fibula, these letters were used 
to differentiate between such multiple fractures.  In these cases the stage of healing of the 
radius would be recorded as “a” while the stage of healing of the ulna on the same x-rays 
would be differentiated with a “b.”  Since this project was not designed to determine an 
individual’s average healing rate, the decision was made to record multiple fractures on 
the same individual separately, for possible analysis or deletion. 
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 Subsequently, the data were entered into a Microsoft Excel 2003 file.  The 
variables recorded were case number, date of birth, age, sex, ancestry, type of 
displacement of fracture, pattern of fracture, orientation of the fracture line, location of 
fracture on the bone, side and type of bone, type of treatment, date of service (DOS), and 
observed healing stage.  The demographic variables and those detailing the kind of 
fractures were all independent variables possibly influencing the speed and effectiveness 
of fracture healing.  These variables were recorded because they had possible effects on 
the healing rates of the fractures and because they would be identifiable on skeletal 
remains.  Social factors like nutritional status or wealth that influence fracture healing 
were not recorded, since they are less readily discernible from skeletal remains.  Further, 
by using data only from the Baton Rouge Orthopedic Clinic, a private institution, some of 
such social factors would remain relatively constant. 
 Age was calculated from date of birth and date of service.  Ancestry or social race 
was obtained from the medical records.  Displacement was recorded as displacement of 
alignment, apposition (AP or ML), or length.  The pattern of fracture refers to categories 
of complete, comminuted, or incomplete.  Fracture lines were classified as either 
transverse, oblique, or spiral, and the location of the fracture was on the distal end, the 
proximal third, or at midshaft.  Clinical treatment of each fracture was recorded as two 
variables: 1) the type of fixation method used, and 2) if fixation of the bone was internal 
or external.  Initial categories for stage of healing were fresh fracture, resorption, fluffy 
callus, mature callus, partial bridging, almost complete bridging, and complete bridging.  
However, due to the ambiguity of some x-rays and the resolution, the resorption stage 
was combined with the fluffy callus stage and renamed the granulation stage. 
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 We will return to the choices of healing stages below, but first let us summarize 
the 62 cases.  The demographics of the sample are given in Table 1. 
Table 1: Demographic distribution of data sample 
Sex White Black Asian Unknown Total 
Male 24 7 1 2 34 
Female 21 7 0 0 28 
Total 45 14 1 2 62 
 
 Their ages ranged from two to 93 with 46.7% under the age of 20.  Due to 
recording errors, two individuals had no ages recorded with their films; however, due to 
the lack of epiphyseal fusion evident in the x-rays, they were classified as younger than 
11 years of age.  For the analysis of age, individuals were placed in two age categories.  
First, the sample was split equally into three groups based on their ages.  The youngest 
group ranged from ages 2 to 10 and was designated as “age group A.”  “Age group B,” 
the middle group, ranged from 11 to 45.  Those individuals over the age of 45 were 
placed in “age group C.”  The age range was also simply split into two groups of young 
and mature.  Age 19 was chosen as the value to split the ages.  At this age the long bones 
under investigation in the current study have generally fused.  With the bones no longer 
growing at the epiphyseal plates, bone growth assumes a mature rate of metabolism at 
this point, which would influence the rate of fracture healing after age 19 (Rogers, 
2002b). 
 A variety of fractures was also evident in the data.  Of the 62 cases, 43 exhibited 
single fractures, two fractures were recorded for 18, and one case showed three distinctly 
separate fractures.  The latter was a fracture of the distal tibia and the proximal tibia and 
fibula.  Of the 18 double fractures, seven were radius-ulna fractures, 10 tibia-fibula 
fractures, and one was a left and right femoral fracture.  For purposes of the analysis, 
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only one fracture was used per case, and the choice was made to use as primary fractures 
the fractures of the radius, the tibia, and the right femur for the double fracture cases, and 
the distal tibia for the triple fracture. 
 Table 2 presents a breakdown of the number of the different kinds of fractures 
that were recorded in the data sample.  The first column shows the counts for the 62 
primary fractures and the second column represents the counts for all 82 fractures, if each 
fracture is counted separately.  All numbers refer to the initial radiographic films taken at  
the Baton Rouge Orthopedic Clinic.   
Table 2: Summary table of counts of different fracture variables 




fracture 19 24 Femur 6 7 
Complete 
fracture 36 49 Fibula 0 11 
Incomplete 
fracture 7 9 Humerus 23 23 
Distal third 20 29 Radius 9 9 
Midshaft 31 40 Ulna 1 8 
Proximal 
third 10 12 Tibia 23 24 
External 
fixation 25 29 
Oblique 
fracture line 17 20 
Internal 
fixation 25 32 
Spiral 
fracture line 15 16 
“free” 12 21 Transverse fracture line 30 46 
 
 The category of “free” treatment refers to radiographs where no fixation or other 
treatment was visible on the x-ray. This category was commonly assigned to fractures of 
the fibula where the tibia was fixated and the fibula was allowed to heal on its own.  
Compared to the tibia, the fibula has relatively little functional value in weight-bearing.  
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Due to its size and limited role in mobility, clinical treatment of fractures of the fibula are 
often limited to simple realignment without a fixation method.  The corresponding tibia 
takes on the role of a splint (Helms and Major, 2002).  The category of “free” fixation 
was also common for fractures of the humeral shaft for which isolated fractures are 
usually treated without invasive operations. (Lenchik, 2002). 
 The sets of radiographs are also variable in the amount of time they represent.  
The shortest case represents two pairs of x-rays spanning a period of 29 days, while 
several cases at the other end of the spectrum number 12 pairs of radiographs and span a 
time of 490 days, or over 16 months. 
Methodology 
 This project investigates the healing rate of fractured bones.  Hence, one 
necessary variable for the analysis is the degree of healing.  The first step in the analysis 
of the data was the identification of particular stages of healing for each individual 
radiographic film.  As noted previously, the literature is not in agreement as to what 
stages are useful or appropriate to study.  Stages are generally chosen arbitrarily to suit 
the research interests of the moment.  Toal and Mitchell (2002) and Hendrix (2002) give 
the best description and outlines of what stages of bone healing are observable in 
radiographs.  Drawing primarily from Hendrix, with support from Toal and Mitchell, this 
researcher came up with the seven stages listed earlier, that have been reduced to six.  
Figure 1 presents a simple flowchart outlining the process of fracture healing and how it 
corresponds to the stages of bone healing visible in radiographs used in this study. 
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Stage 1: Fracture event
Stage 5: Almost Complete Bridging
Stage 4: Partial Bridging
Stage 2: Granulation 
Stage 3: Mature Callus
Stage 6: Complete Bridging
Resorption and Osteoblastic activity 
Continued Osteoblastic activity
Woven bone spans fracture gap 
Callus continues forming and bridging the 
fracture gap 
Osteoblastic activity continues 
Figure 1:  Flowchart outlining the fracture healing process and the stages utilized 
in this research 
 The first stage, illustrated in Figure 2, is not really a stage as it indicates the 
absence of observable bone healing.  This initial state is designated “fracture event.”  In 
this state, the fragment edges are sharply delineated.  Stage two, “granulation,” refers to 
the beginning of resorption along the fracture fragments and the initial indicators of 
callus formation.   Characteristics of this stage are widening of the fracture gap due to 
resorption, blurring of the fragment edges, and appearance of faintly mineralized buds of 





Figure 2:  Example of Stage 1: Fracture is indicated by sharply 
delineated edges of the fracture fragments (arrows). 
 These buds are sometimes referred to as “cloudy,” “fluffy,” or “immature callus” 
in the literature.  The third stage is “mature callus” and is illustrated in Figure 4 (Hendrix, 
2002; Toal and Mitchell, 2002).  The mature callus is identified because it is radiopaque 
and appears as dense as regular bone with the exception of its bulging out and over the 




Figure 3:  Example of Stage 2: Granulation indicated by 
fracture edges blurring and small buds of cloudy 
or fluffy callus becoming evident (white arrows). 
 
Figure 4:  Example of Stage 3: Mature callus is indicated by 
new bone growth of similar density as normal bone 
and the clear demarcation of the fracture line. 
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 The fourth stage, illustrated in Figure 5, is called “partial bridging” and refers to 
the point in time when the callus is connected across the fracture gap in some areas.  The 
radiographic characteristic of this stage is that the fracture line is beginning to blur and is 
not clearly evident along some portions of the fragments.   
 
Figure 5:  Example of Stage 4: Partial bridging is indicated by loss 
of the clear definition of the fracture line. 
 Stage five indicates the point in fracture healing when fractures are classified as 
clinical union. This fifth stage, exemplified by the tibial fracture in Figure 6 (left arrow), 
is referred to as “almost complete bridging” and is characterized by the fracture line 
being almost complete obscured.  Only the faintest indication of the fracture line remains 
at this point, as the mature callus has nearly bridged the fracture completely.  Lastly, 
stage six, or “complete bridging,” refers to the point when the fracture line is completely 
eradicated in the x-rays and evidence of the line is no longer observable. This stage is 
shown by the completed callus on the fibula in Figure 6 (right arrow).  
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Figure 6:  Examples of Stages 5 and 6:  The tibia shows almost 
complete bridging (Stage 5), which shows a bare hint of 
the fracture line.  The fibula exhibits complete bridging 
(Stage 6) since all indication of the fracture line is gone. 
 Clinical union occurs when the fixation or stabilization apparatus can be safely 
removed and is normally identified before complete union of the fracture fragments is 
achieved (Hendrix, 2002; Toal and Mitchell, 2002).  After clinical union, few 
radiographic follow-up images are taken.  The lack of Stage six x-rays in the data 
illustrates this pattern.  Classification of fracture healing was cumulative, such that the 
most advanced stage was identified, with the underlying assumption that all lower stages 
had already taken place. 
 The second essential variable to a study of bone healing rates is time.  All of the 
radiographs from the Baton Rouge Orthopedic Clinic came with a date of imaging.  
However, the exact date of the traumatic incident was not recorded.  Two methods were 
used to incorporate time periods for the healing of the fractures. 
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 First, for part of the analyses, the initial x-ray date was taken to equal that of the 
date of injury.  While this assumption may not be true for all cases, it is supported by the 
data.  The initial x-ray for all cases showed clearly defined sharp edges on the bone 
fragments, indicative of a recent fracture event.  Hence, the individuals incurred the 
injury no more than a couple of days before the initial radiograph was taken.  Further, the 
unit of time for this study is more in the magnitude of weeks, rather than days.  
Therefore, a couple of days, especially if applicable to the majority of cases, should not 
cause significant problems with the results of the analysis. 
 The second method used to deal with the lack of dates of injury focused on the 
length of particular healing stages.  By subtracting the amount of time that passed 
between subsequent stages of bone healing, the time necessary for one stage to 
radiographically transition into the next can be approximated.  While this method does 
not provide an origin point for the fracture, or a time span for resorption to begin, it does 
provide approximations for stage lengths.  Used together these two methods supplement 
each other as they focus on different questions.  By taking the initial x-ray as the date of 
injury, the first method is able to answer when particular stages of healing begin after 
injury.  One the other hand, by calculating lengths of healing stages relatively to each 
other, the second method is not bound to a fixed date of injury and eliminates the 
uncertainty between injury and initial radiograph.  In conjunction, these two methods are 
able to circumvent the uncertainty of the date of injury.  Lastly, any inconsistencies 
between their findings would indicate problems with the time of fracture origin or with 
the methods themselves. 
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 The statistical analysis of the data was conducted using the student version of the 
Statistical Package for the Social Sciences (SPSS) 12.0 software.  Time necessary per 
stage was estimated using the two methods outlined above.  The means and associated 
coefficients of variation were calculated for the start of each stage and the whole stage as 
well.  Subsequently, several univariate linear models were developed, testing the effect of 
different combinations of anthropological (i.e., age, ancestry, and sex) and medical (i.e., 
weight-bearing and location of treatment) factors on the variation of the healing period 
for the recorded stages of bone healing.  Analyses of these variables are able to suggest 
which have a significant effect on the speed of fracture healing. 
 Several other factors were analyzed qualitatively due to their low respective 
subsample sizes.  These include side-by-side healing of tibiae and fibulae and of radii and 
ulnae.  Reports of these findings are based on observed patterns with low statistical 
strength due to limited sample sizes. 
 Boxplot graphs were also constructed to illustrate the range of time the individual 
stages were observable.  These graphs, in conjunction with the accompanying statistics, 
were the basis used to discuss the possibility of establishing timelines for the dating of 
fracture healing. 
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Chapter 4: Results 
 Table 3 shows the means, standard deviations, and derived coefficients of 
variation pertaining to the lengths of each of the six different stages identified in this 
study.  The coefficients of variation (CV) were calculated by dividing the standard 
deviations by their associated means.  Therefore, the CVs are a measure of the spread of a 
variable relative to the size of its mean.  The values in this table are calculated using 
every radiograph that exhibits the characteristics of the particular stage.  Thus, the 
numbers represent the complete range of time that was observed for the six stages of 
fracture healing. 
 
Table 3: Basic statistics for length of time each stage of healing was observed





1 74 .22 1.317 5.97 
2 130 22.37 17.195 .77 
3 110 79.42 64.887 .82 
4 107 116.96 78.919 .67 
5 40 124.20 74.048 .60 
6 28 260.86 114.570 .44 
 
 As expected, the mean age of more advanced stages of healing is greater.  
Furthermore, the standard deviation for later stages increases, indicating a greater degree 
of variation in the length of later stages of bone healing.  The associated CVs however 
decrease with later stages.  Thus, later stages take absolutely longer, but this increase is 
explained by the increase of the means. 
 Table 4 shows the same statistics based on the initial observation of each stage, 
excluding the first which would exhibit a mean value of 0.  These measures show that 
later stages have an absolutely larger range of time when they start, but based on the 
coefficients of variation, the increase in the means explains this greater dispersion. 
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Table 4: Statistics for time of initial observations for the stages of fracture healing
Stage N Mean (days) Std. Deviation 
Coefficient of 
Variation 
2 74 13.49 10.33 .77 
3 68 52.99 31.55 .60 
4 56 91.25 72.00 .79 
5 29 125.34 81.70 .65 
6 16 213.06 90.38 .42 
 Figures 7 and 8 are visual representation of the data used in Tables 3 and 4, 
respectively.  The boxplot in Figure 7 illustrates the length of healing stages, and the 
graph in Figure 8 shows the variation in the beginning of the various stages.  In both 
graphs the solid horizontal central line represents the median value, the boxes enclose the 
middle 50% of the data, and the T-shaped extensions express the range of all the values 
that are not statistical outliers.  
 Figure 7: Boxplot showing range of time each stage is observed in the data set 
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 Outliers, designated by small circles, are values lying outside 1.5 and within 3 
times the box height.  Asterisks designate extreme cases, which are further than three 
times the box height from the median value. 
 Figure 8: Boxplot showing range of time each stage is first observed 
 Tables 3 and 4 and Figures 7 and 8 illustrate how constant the rate of fracture 
healing is in this data set.  The boxplot graphs show variation in the amount of time for 
the different stages.  The two graphs and tables confirm that the longer the healing 
process continues, the greater the variation in stages that is expressed at a particular point 
in time.  However, these four items indicate a limited degree of overlap between the 
earlier stages of fracture healing.  “Granulation” (stage 2) has a comparatively narrow 
time period of occurrence, whereas subsequent stages have a tendency to overlap to a 
much greater extent.  For example, stage 4 is almost completely within the range of 
values for stage 5. 
 32
 Tables 5 and 6 show the mean amount of time between the initial radiographic 
image (DOS 1) and the first identification of stage 2 for a variety of subgroups of the 
data.  Table 5 shows singular variables of age (trifurcated), age (split), sex, social race or 
ancestry in physical anthropology, weight-bearing, and location of fixation treatment.  
Table 6 shows the mean values for the data if the two age groups are separated by their 
sex.  Lower means signify faster healing, so Table 5 shows that older individuals have a 
slower healing process.  Males and non-weight-bearing bones heal faster than their 
opposites.  Ancestry shows no difference in the start of healing and fractures treated with 
external or no fixation methods tended to heal faster than those fixated internally.  Table 
6 shows that the difference in stage 2 initiation does not become obvious until age group 
B, which starts at age 11.  
 
Table 5: Mean values for the start of stage 2 divided by tested variables 
Variable Subgroup Mean (days) Variable Subgroup 
Mean 
(days) 
Age Group A (2-10) 10.58  Ancestry Black 13.58 
 B (11-44) 10.89   White 13.41 
 C (>44) 21.74  Weight-bearing Yes 16.05 
Age Young (<19) 10.56   No 12.23 
 Mature (>19) 16.75  Fixation Internal 17.20 
Sex Male 12.22   External 12.85 
 Female 15.68   Free 10.70 
 
Table 6: Mean values for the start of stage 2 for age groups separated by sex 
Age Group Sex Mean (days) Age Group Sex 
Mean 
(days) 
A (2-10) Male 10.93  Young (<19) Male 9.51 
 Female 10.00   Female 12.64 
B (11-44) Male 9.31  Mature (>19) Male 16.02 
 Female 12.77   Female 17.32 
C (>44) Male 19.61 
 Female 23.86 
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 Tamhane’s T2 post hoc test confirms that the pattern seen with the age groups A, 
B, and C is statistically significant.  At the 0.05 significance level Group C is 
significantly different from both groups A and B.  Groups A and B show no significant 
difference between them. 
 Based on these patterns several linear models were generated.  Tables 7, 8, and 9 
show the results of the analysis of variance of three such models.  This analysis tests the 
ability of the terms and the whole model to explain the variance of the dependent 
variable, time from DOS 1 to first observation of stage 2.  Hence, a significance value of 
less than 0.05 indicates which factor explains a significant amount of the initial onset of 
stage 2—“granulation.”  The tables also give the coefficients of determination (R2) for 
the model, which is a measure of the amount of variation explained by the model.  The 
adjusted coefficient is a more accurate measure as it accounts for model complexity and 
relationships between the factors used. 
 Table 7 uses the age categories of “mature” and “young,” where “young” range 
from ages 2 to 18 and mature from 19 to 93.  In Table 8, the age factor refers to three 
different nominal categories: age groups A (2-10), B (11-44), and C (older than 44).  
Table 9 uses age as a scale variable, so that the actual ages were used.  In this model, 
individuals of ages 25 and 40 are not equated to each other, as in the models represented 
in Tables 7 and 8, but analyzed separately. 
 In all three models, the age groups account for a statistically significant amount of 
the variation in the age of the fracture at the 0.05 level of significance.  All three models 
as a whole also explain a significant amount of the variation in stage 2 onset.   
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Variable F-value Significance Level 
Whole Model 3.12 .004 
Age (y, m)a 6.86 .011 
Sex 1.99 .164 
Race .97 .414 
Age (y, m)a * Sex .24 .629 
Age (y, m)a * Race 3.16 .080 
Sex * Race 3.92 .052 
Age (y, m)a * Sex * Race 2.52 .118 
a. y is younger than 19 years; m is 19 years or older  
b. R2 = .305; adjusted R2 = .207
Table 7: Analysis of variance results for model of stage 2 onset based 
on factors of age (split), sex, and race 
 
Table 8: Analysis of variance results for model of stage 2 onset 
based on factors of age (trifurcated), sex, and race 
Variable F-value Significance Level 
Whole Model 2.99 .002 
Age (A, B, C)a 6.33 .003 
Sex 3.35 .072 
Race .99 .403 
Age (A, B, C)a * Sex .41 .666 
Age (A, B, C)a * Race .59 .627 
Sex * Race 5.01 .029 
Age (A, B, C)a * Sex * Race 1.73 .186 
a. A is ages 2-10; B is ages 11-44; C is ages greater than or equal to 45 
b. R2 = .415; adjusted R2 = .276 
 
Table 9: Analysis of variance results for model of stage 2 
onset based on factors of age, sex, and race 
Variable F-value Significance Level 
Whole Model 5.72 .000 
Age  4.56 .000 
Sex 6.69 .017 
Race 1.72 .193 
Age * Sex 8.64 .001 
Age * Race 3.57 .073 
a. R2 = .932; adjusted R2 = .769 
 Ancestry never shows significance to explain the age at initial observation of 
stage 2.  Sex only contributes a significant amount to the explanation power of the model 
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in the model that uses age as a scalar variable.  In this same model the “Age-Sex” 
combination factor also shows significance.  These “combination” factors divide the 
factors into further subgroups.  Thus, the “Age (y, m)-Sex” factor considers four groups 
and looks at the differences between mature males, mature females, young males, and 
young females.  The first two models indicate an interesting interaction between the 
factor of ancestry and sex.  This interaction approaches the 0.05 level of significance in 
the model with the binary age variable.  In the model where age is separated into three 
groups, the combination factor of ancestry and sex actually accounts for a significant 
portion of the variation in the onset of stage 2.  The only model of the three that explains 
a good proportion of the variation in the age of the beginning of “granulation,” is the 
model that uses age as a scale variable.  This model has an adjusted R2 value of 0.769.   
Neither of the adjusted R2 values for the other two models, indicating the strength of the 
complete models, is impressively high, falling between 0.207 and 0.276 in these models. 
 Additional models with five factors of age, sex, ancestry, weight-bearing, and 
location of fixation treatment (results not presented here), showed less significance than 
the previous three.  Their adjusted R2 values did not exceed 0.31 and the age category lost 
its significant explanation power.  However, in two of these models the combination 
factor of ancestry and sex again accounts for a significant portion of the variation in time 
when stage 2 is first observed. 
 Furthermore, analyses of variance of factors of age, sex, ancestry, weight-bearing 
of bones, and internal or external fixation of fractures show similar results (not presented 
here).  Of these six variables—age being tested twice—only the two age variables show 
significant relationships to the variance in the time of initial stage 2 observation.  Age 
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groups A, B and C have the highest significance at the 0.001 level of significance and this 
trifurcation of ages explains approximately 19% of the variance of the age of fracture.  
“Mature” and “young” age groups also show significance, explaining 8.5% of the 
variance.  None of the other factors tested revealed a significant influence on the time 
when stage 2 is first observed in radiographic films. 
 Stage 3 is the mature callus stage.  Tables 10 through 14 pertain to the initial 
observations of this stage in radiographic films.  Tables 10 and 11 express mean values 
for the variety of variables under investigation in the current study.  The patterns 
observed for stage 2 in Table 5 are repeated in Table 10.  Once again younger individuals 
and males are faster to begin stage 3 of the healing process than older and female 
individuals.  Weight-bearing bones healed faster than non-weight-bearing ones, and 
fractures with external and no treatments showed faster healing than those where internal 
fixation methods were used.  Unlike for stage 2, where ancestry showed no difference, 
black individuals in this study healed faster than white individuals.  Also, Tamhane’s T2 
post hoc test shows significant difference at the 0.05 level between age group A and the 
other two, but no significant difference between the two older groups (B and C).  
 
Table 10: Mean values for the start of stage 3 divided by tested variables 
Variable Subgroup Mean (days) Variable Subgroup 
Mean 
(days) 
Age Group A (2-10) 31.31  Ancestry Black 47.65 
 B (11-44) 51.70   White 51.54 
 C (>44) 59.69  Weight-bearing Yes 46.36 
Age Young (<19) 41.61   No 51.93 
 Mature (>19) 57.73  Fixation Internal 52.37 
Sex Male 45.56   External 45.04 
 Female 54.09   Free 48.70 
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Table 11: Mean values for the start of stage 3 for age groups separated by sex
 
Age Group Sex Mean (days) Age Group Sex 
Mean 
(days) 
A (2-10) Male 26.48  Young (<19) Male 38.67 
 Female 34.00   Female 48.09 
B (11-44) Male 51.91  Mature (>19) Male 58.19 
 Female 60.33   Female 57.42 
C (>44) Male 65.17 
 Female 48.57 
 When the same factors as before (i.e., age, sex, race, weight-bearing, location of 
treatment) are used individually to construct models (results not presented here) to 
explain the variation in the time when first signs of mature callus formation are observed, 
only the three age factors explain a significant amount of the variation of stage 3 onset at 
the 0.05 level of significance.  However, the amount of variance explained is still very 
low for the two nominal age variables.  The “young” and “mature” categories explain 
only about 7.0% of the variance and the trifurcated age variable around 10.9%.  In the 
model that used the scalar variable for age, the adjusted R2 value increases to 0.348, but 
is still very low, indicating that age is not the sole variable to be considered. 
 In spite of the fact that age shows significance by itself, when age, sex, and 
ancestry are tested together, none of the factors or models show a significant tie to the 
fracture healing process, as can be seen in Tables 12, 13, and 14.  In none of these Tables 
does any factor show significance.  However, age is part of the factors that show the 
lowest levels of significance.  None of the other factors or combinations between the 




Table 12:  Analysis of variance for model of stage 3 onset based 
on factors of age (split), sex, and race 
Variable F-value Significance Level 
Whole Model 1.39 .227 
Age (y, m)a 1.24 .270 
Sex .90 .346 
Race .06 .943 
Age (y, m)a * Sex 2.33 
Age (y, m)a * Race 1.34 .251 
Sex * Race .82 .368 
a. y is younger than 19 years; m is 19 years or older  
b. R2 = .139; adjusted R2 = .039
 
Table 13: Analysis of variance for model of stage 3 onset based on 
factors of age (trifurcated), sex, and race
Variable F-value Significance Level 
Whole Model 1.75 .081 
Age (A, B, C)a 1.51 .230 
Sex .32 .573 
Race .27 .767 
Age (A, B, C)a * Sex 1.32 .276 
Age (A, B, C)a * Race .28 .838 
Sex * Race .56 .459 
Age (A, B, C)a * Sex * Race 2.72 .105 
a. A is ages 2-10; B is ages 11-44; C is ages greater than or equal to 45 
b. R2 = .276; adjusted R2 = .118
 In two additional models (results not presented here) that were constructed where 
all five variables were used (i.e., one of two nominal age variables, sex, race, weight-
bearing, and location of treatment), age only reached the point of significance in the 
Table 14: Analysis of variance for model of stage 3 onset 
based on factors of age, sex, and race 
Variable F-value Significance Level 
Whole Model 1.62 .139 
Age  1.83 .091 
Sex .003 .958 
Race .183 .834 
Age * Sex .264 .850 
Age * Race .015 .904 
a. R2 = .814; adjusted R2 = .312 
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model using the trifurcated variable.  However, neither of the models as a whole 
explained a statistically significant portion of the variation in stage 3 onset and both of 
the adjusted R2 values were less than 0.30. 
 Stage 4 is the beginning of bridging between the two fracture fragments, and, 
according to the data, this process is observable as early as two weeks; however, 
generally, it appears more frequently after the second month post-injury.  Tables 15 and 
16 show the mean values for the time since DOS 1 when the mature callus was first 
observed on the radiographs.  The same patterns that were observed for stage 2 and 3 are 
repeated here.  Males, blacks, and weight-bearing bones produced mature callus faster 
than their counter-variables.  Older individuals were slower to reach stage 4 in the 
healing process, and the extremely young age group A healed much faster than both age 
groups B and C.  Tamhane’s T2 post hoc test confirms that this difference is significant 
between group A and the other two at the 0.05 level of significance.  Yet, the difference 
between groups B and C is not significant.  Table 16 restates the pattern that older 
individuals take longer to begin stage 4 of healing than younger ones.  Lastly, fractures 
treated with external fixation methods or methods not visibe in the x-rays showed faster 
creation of mature callus than fractures that were treated with internal fixation methods. 
 
Table 15: Mean values for the start of stage 4 divided by tested variables 
Variable Subgroup Mean (days) Variable Subgroup 
Mean 
(days) 
Age Group A (2-10) 37.78  Ancestry Black 71.40 
 B (11-44) 93.23   White 93.17 
 C (>44) 110.56  Weight-bearing Yes 73.74 
Age Young (<19) 65.32   No 94.32 
 Mature (>19) 106.39  Fixation Internal 99.61 
Sex Male 78.23   External 76.60 
 Female 93.82   Free 74.65 
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Table 16: Mean values for the start of stage 4 for age groups separated by sex
 
Age Group Sex Mean (days) Age Group Sex 
Mean 
(days) 
A (2-10) Male 44.83  Young (<19) Male 57.54 
 Female 23.67   Female 76.97 
B (11-44) Male 73.27  Mature (>19) Male 106.76 
 Female 119.83   Female 106.06 
C (>44) Male 118.22 
 Female 102.89 
 
 Tables 17, 18, and 19 show the results for models created using the variables of 
age, sex, and race.  Once again, all three age variables explain a significant portion of the 
variation of the time at which stage 4 signs are first observed in radiographs, but none of 
the other variables tested showed significance.  
 The models outlined in Tables 17 and 18 exhibit low adjusted R2 values of 0.086 
and 0.093, respectively.  Neither of these two models as a whole explains a significant 
amount of the variation in the onset of stage 4 of the healing process.  The third model 
(Table 19), using the scalar age variable, however, does show significant explanation 
power.  Furthermore, this model explains approximately 50% of the variance observed in 
stage 4 onset—a relatively high number compared to other models constructed during the 
data analysis.  
 
Table 17: Analysis of variance for model of stage 4 onset based on 
factors of age (split), sex, and race 
Variable F-value Significance Level 
Whole Model 1.58 .150 
Age (y, m)a 6.78 .012 
Sex .32 .575 
Race .91 .444 
Age (y, m)a * Sex .02 .894 
Age (y, m)a * Race .08 .776 
Sex * Race .32 .577 
Age (y, m)a * Sex * Race .00 .983 
a. y is younger than 19 years; m is 19 years or older  




Table 18: Analysis of variance for model of stage 4 onset based on 
factors of age (trifurcated), sex, and race 
Variable F-value Significance Level 
Whole Model 1.40 .196 
Age (A, B, C)a 3.67 .034 
Sex .09 .772 
Race .62 .603 
Age (A, B, C)a * Sex .13 .882 
Age (A, B, C)a * Race .14 .937 
Sex * Race .01 .945 
Age (A, B, C)a * Sex * Race .51 .604 
a. A is ages 2-10; B is ages 11-44; C is ages greater than or equal to 45 




Table 19: Analysis of variance for model of stage 4 onset 
based on factors of age, sex, and race 
Variable F-value Significance Level 
Whole Model 2.42 .035 
Age  2.55 .030 
Sex 2.74 .119 
Race .22 .879 
Age * Sex 3.74 .072 
Age * Race .04 .854 
a. R2 = .853; adjusted R2 = .501 
 
 None of the larger models that include five variables together explain a significant 
portion of the variation in stage 4 commencements (results not shown here).  
Furthermore, only one factor, age, explains a significant portion of the variation in the 
model using “young” and “mature” individuals along with the four other variables of sex, 
race, weight-bearing, and location of treatment.  None of these models as a whole are 
significant as is reflected in their low R2 values that do not exceed 0.38. 
 For stage 4, individual models of the age of the fracture tested with factors of age, 
sex, ancestry, weight-bearing property, and internal or external fixation, the patterns 
observed for the previous stages repeats (results not shown here).  Only the three age 
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variables exhibit a significant relationship to the variance of the time when stage 4 was 
first recorded.  The models using “young” and “mature” groups explain about 14.1% of 
the variance and age groups A, B, and C explain 16.7% of the variance in the time of 
initial onset of partial bridging.  The model using age as a continuous variable has an 
adjusted R2 value of 0.404. 
 Small sample size did not allow for meaningful statistical analyses of stages 5 and 
6.  For stage 5 simple means for the different variables along with the associated number 
of individuals (N) are presented in Table 20.   
 
Table 20: Mean values for the start of stage 5 divided by tested variables 
Variable Subgroup N Mean (days) 
Age Group A (2-10) 10 46.60 
 B (11-44) 17 165.59 
 C (>44) 2 177.00 
Age Young (<19) 22 110.27 
 Mature (>19) 7 172.71 
Sex Male 18 124.39 
 Female 11 126.91 
Weight-bearing Yes 11 157.36 
 No 18 105.78 
Fixation Internal 12 157.33 
 External 0 - 
 Free 17 102.76 
Ancestry Black 7 148.71 
 White 20 115.95 
 Unlike previously, for stage 5 no difference is observed between the sexes and for 
this data white individuals healed faster than black individuals.  Also, weight-bearing 
bones were quicker to reach stage 5 characteristics than non-weight-bearing ones.  
However, the other patterns that were apparent from the first four stages are evident as 
well in the data for stage 5.  Older individuals take longer to heal.  Additionally, 
internally treated fractures were slower to reach this stage than those fractures no longer 
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using fixation at this advanced stage of bone repair.  Only 16 cases were identified as 
showing characteristics of stage 6 and the majority of those were young white 
individuals.  Hence, means of the small subsamples would not be able to tell any 
significant patterns and were not calculated. 
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Chapter 5: Discussion and Conclusion 
 This project investigated the time frames associated with identifiable features and 
corresponding stages of fracture healing.  By separating the set of radiographic images 
into subsets of when the earliest instances of particular stages where observed, it was 
possible to investigate both the influence of a variety of factors on the healing rate as well 
as narrow the focus of the points of interest. 
 By comparing Tables 3 and 4, a difference in two ways to study bone healing 
stages becomes observable.  Table 4 lists the means for the initial onset times for stages 
of healing, while Table 3 compiles all the images for a particular stage together.  As a 
result, the variance, represented by the standard deviation, is consistently lower in Table 
4 than Table 3.  A smaller variance implies that the data is less spread out, than data with 
a high standard deviation and variance.  By using the first instance of a particular stage, 
the period under investigation is narrowed.  The values in Table 3 represent the whole 
range of time when a particular stage of bone healing can be expressed.  On the other 
hand, the latter table focuses on the point of initial beginning of a stage, or the period of 
transition from one phase to the next.  Thus, Table 3 is a representation of the uncertainty 
of assigning times to fractures based on the degree of healing, while the Table 4 narrows 
the range as much as possible. 
 According to the factors considered in this research (i.e., age, sex, social race, 
weight-bearing of bones, and location of treatment), the most influential variable for 
healing of fractures is the age of the individual.  Younger individuals heal faster than 
older people.  Since the age factor remains significant for both binary and trifurcated age 
categories as well as when age is used as a scalar variable, a strong relationship between 
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age and fracture healing is suggested.  The decrease in healing capacity of bone does not 
appear to have a definite cut-off or leveling-off point—at least those ages used in the 
current study as cut-off points.  Since the use of age as a continuous variable consistently 
provided better models for the prediction of the beginning of bone healing stages, the 
decrease of healing speeds with advancing age, may be gradual, rather than at any 
particular agee.  Yet, to be completely sure of the fact that healing speeds do not become 
more constant at a particular age, additional statistical tests and graphs need to be 
constructed on a larger data set than was part of this research.  Such analysis may be able 
to test for particular ages when the potential for bone healing slows significantly. 
 The peculiar relationship between ancestry and sex that was expressed by the 
model in Table 8 and hinted at in Table 7 presents an interesting concept.  It suggests that 
sex and race should not be treated separately, but jointly.  Since both of these variables 
are strongly influenced genetically, this finding possibly suggests a more strongly 
expressed biological factor at the beginning of the fracture healing process that tapers off 
or is overshadowed by other factors as the fracture progresses farther along the repairing 
road.  The initial response to bone fractures may be determined more on a biological 
basis.  For instance, a higher density of osteoprogenitor cells in the periosteal and 
endosteal lining of bone would speed up the reaction time of these cells to stress, strain, 
and fracture, resulting in faster bone healing.  However, current evidence does not 
suggest that individuals of different sexes or racial categories have different densities of 
osteoblasts on the periosteum and the endosteum.  Yet, a large variety of factors are 
believed to contribute to the remodeling capacity of osteological materials, including 
vitamins and enzymes (Sevitt, 1981).  The probability is high that one or more of these 
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proposed factors exhibit strong correlations with sexual and racial categories.  Therefore, 
some social factors, like nutrition may be statistically related to biological categories like 
sex.  Furthermore, “granulation” is a quick step and is unlikely to be influenced by 
medical factors, due to its speed.  As a matter of fact, a couple of cases from this data set 
exhibited signs of granulation by the time the first radiographic image was taken.  This 
verifies that granulation is a fast phase and further reiterates the problem of lag between 
the time of injury and the time of initial diagnosis in the medical clinic.  However, the 
fact that this pattern is only observed in one of the analyses performed also possibly 
suggests that it may be an aberration in the data.  Furthermore, only seven cases belong to 
the black female group and another seven to the black male group, while the white groups 
have much higher group sizes (24 males and 21 females).  This lack of plentiful data and 
the uniqueness of the occurrence suggest that the significance exhibited by these four 
groups in Table 5 is an anomaly.  Further exploration of this particular relationship will 
show if the relationship is real or a product of this sample. 
 When the mean values for the start of particular healing stages were calculated 
certain patterns repeatedly showed up.  First, females healed slower than males.  This 
difference in fracture repair can be attributed to hormone levels.  Estrogens contribute to 
the resorption process in bone and high levels of estrogen may hinder the healing process.  
Second, weight-bearing bones healed slightly faster than non-weight-bearing bones.  This 
pattern may be explained biologically or medically.  In either case, weight-bearing bones 
are necessary for human locomotion.  Therefore, evolution may have put greater 
emphasis on the healing of these bones, than non-weight-bearing ones, leading to some 
biological characteristic of weight-bearing bones allowing them to heal faster.  Even if 
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evolution had nothing to do with the pattern in weight-bearing, doctors and patients 
would place more emphasis on the healing of a fracture that hindered mobility than one 
that did not.  Hence, medical treatment of fractures of weight-bearing bones may be 
designed to facilitate faster healing.  The last pattern observed from the mean times when 
healing stages were observed was that fractures treated externally healed faster than those 
treated internally.  Internal fixation involves surgery that creates an open fracture.  After 
surgery, not only does the body have to repair the bone, but the associated tissue as well.  
An open fracture also allows for the external environment to reach the fracture, and the 
introduction of foreign agents could further delay the body’s repair of the fracture.  
Lastly, internal fixation involves the implantation of foreign materials in the form of 
metal plates, screws, or intramedullary nails.  This fixation involves further destruction of 
the bone in order for these artificial measures to do they job.  Hence, after the surgery 
bone has to heal the fracture, the additional damage done by the implanting process, and 
get used to the foreign material in and along the bone.  These factors may explain why 
externally treated fractures healed faster than those treated with internal fixation methods. 
 The obvious problem with the current project is the high probability that the data 
are skewed.  Several factors contribute to this skewing.  First, the radiographic images 
were not initially collected to be able to address the research questions put forth in this 
study.  They were taken according to medical protocols and hospital or clinic policies in 
order to serve their clientele efficiently and quickly.  Radiographs were not taken at 
regular intervals.  The type of fracture and the healing progress determined when 
radiographs were taken, according to the doctor’s decision.  Therefore, the intervals 
between x-rays utilized in this study are not constant across cases.  Second, due to the 
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immense diversity of forces exerted on our bones, an even greater variety of fractures can 
occur, and each fracture is treated individually.  Therefore, standardization of intervals at 
which x-rays are taken for further research on fracture healing in Homo sapiens would 
prove highly unviable, since such standardization would not be medically advantageous.  
 Once again the issue of the great number of factors influencing bone healing 
comes up.  The plethora of factors influencing fracture healing is indicated by the 
consistently low R2 values calculated for the models constructed in the analysis of the 
data.  Even controlling for some factors, by only utilizing data from one clinic, the 
combination of factors investigated in this study explains only about 25% of the variance 
of the time required for different stages of fracture healing.  The easiest way of including 
more factors is to expand the sample size, while controlling as many known and 
unknown factors as possible.  In order to conduct standardized statistical research on 
fracture healing rates, a lot of attention to detail would be required in order to control for 
the majority of the variables possibly affecting the rate.  However, such a tightly 
controlled research project would only answer a tiny portion of the vast topic of fracture 
healing. 
 Future research in this area needs to control for as many factors as possible.  By 
keeping the majority of factors under control, future researchers will be able to focus 
their attention on a couple of variable factors.  With an extensive data set, beginning and 
endings of stages as well as overall stage duration can be investigated.  This will lead to 
important inferences about variation in healing and remodeling rates between different 
statistical sample populations.  For instance, the healing rate can be compared between 
black men and women over the age of 45.  A word of caution: if radiographs are pulled 
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from multiple sources, additional variables will be introduced into the data set based on 
the patient demographics of different hospitals and clinics and their particular treatment 
policies.  Private clinics will treat a particular type of patient a particular way, while 
public hospitals will treat a different demography of patients.  Patients at private clinics 
will consistently have insurance and belong to the middle and upper ecomonic classes.  
Poorer individuals, without insurance would be found at public hospitals.  However, 
treatment protocol between medical institutions and even between individual doctors may 
also differ.  At some clinics a fracture of the humeral shaft may be treated with a cast and 
at other clinics the same fracture would be treated with internal fixation of a plate and 
screws.  Therefore, factors such a patient demographics and fracture treatment protocols 
should not be overlooked if samples are drawn from multiple sources. 
 Future research, should also attempt to address the issue of how images of bone 
healing differ between live and decomposed bodies.  The current study investigates living 
specimen in order to draw inferences about deceased individuals to be used by forensic 
anthropologists.  Therefore, one future study needs to analyze how healing stages can be 
identified on forensic specimen and how these observations correlate to the stages 
observed in radiographic images of living individuals as in the current study. 
 The last issue to address is the one of inter- and intra-observer error during the 
identification of healing stages in the radiographs.  The stages adopted in this study are 
well-defined and a keen eye for detail should have no problem in identifiying the same 
stages of fracture healing in any subsequent studies of related topics.  At such a point in 
time, inter-observer error can be tested.  In this study, intra-observer error was minimal as 





  This project investigated the effect that age, sex, ancestry, if the fractured bone 
was weight-bearing, and where the method of treatment was located has on the speed of 
fracture healing and remodeling.  The speed of bone remodeling was inferred from the 
characteristics of fractured long bones as they progress through a set of six predefined 
stages that are observable on radiographs.  Of the factors considered in this study, only 
age consistently showed a significant degree of correlation in variance with the various 
stages of fracture repair. 
 This project found that there are a variety of different reasons that can be 
responsible for the degree of variation observed in fracture healing.  To suggest a strong 
dating timeline for fractures from radiographic observations is not advisable at this point.  
Additional research is needed to investigate particular factors individually in settings 
where other factors influencing fracture healing are controlled.  Hopefully, the current 
research will provide a basis from which such future studies will spring.    
 Eventually, several small scale projects and studies may be pulled together to 
establish a research-supported dating technique for post-traumatic healing.  At such a 
point, physical anthropologists will be able to assign ages to partially healed fractures.  In 
forensic anthropology dating of fractures may prove to be a valuable tool in the 
identification of unknown skeletal remains.  We will be able to give names to bodies and 
eliminate worrisome uncertainty for families and friends of the deceased. 
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