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Розроблено формальне перетворення гнізда обчислювального циклу, що дозволяє здійснити перехід від 
послідовного алгоритму до паралельного, орієнтованого на виконання на пристрої з SIMD архітекту-
рою, зокрема, на графічному прискорювачі із використанням технології CUDA та на гетерогенних кла-
стерах. 
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Вступ 
Сучасні обчислювальні комплекси 
мають гетерогенну архітектуру і включа-
ють як багатоядерні процесори, так і гра-
фічні прискорювачі. Проте велику кіль-
кість існуючих програмних засобів ство-
рено для послідовного виконання на од-
ноядерних машинах. Крім того, створення 
нових програмних засобів здебільшого 
проходить через етап послідовної програ-
ми. Таким чином, задача автоматичної 
паралелізації має велику актуальність. В 
більшості обчислювальних задач значну 
частину апаратних ресурсів витрачають 
обчислення, що здійснюються всередині 
циклів, тому використання автоматичної 
паралелізації на рівні потоків найбільш 
ефективне саме для них. Так, наприклад, 
більшість задач математичної фізики 
розв’язуються чисельними методами з ви-
користанням сіткових обчислень. До ви-
никнення циклів призводять різницеві 
схеми, метод скінченних елементів, зага-
лом, задачі, що вимагають виконання 
операцій над матрицями даних. Типовий 
для сіткової задачі обчислювальний цикл 
має вигляд: 
 
0 0for i I  
1 1for i I   
...  
N Nfor i I   
0( , ,..., );NF data i i   (1) 
 
де data – множина даних, що обробляють-
ся, 0 1, ,..., NI I I  – множини значень індек-
сів 0 1, ,..., Ni i i , N+1 – глибина вкладеності 
циклу, data  – множина даних, 
0: ( , ,..., )NF data I I data  – відобра-
ження, що здійснює перетворення даних. 
Цикли такого роду у випадку відсутності 
залежності між вхідними та вихідними 
даними природним чином розкладаються 
на паралельні потоки обчислень, оскільки 
на різних ітераціях цикл повторює одно-
манітні операції над різними даними. 
Par4All [1] – програмний засіб, що дозво-
ляє на рівні коду в автоматичному режимі 
здійснити перехід від послідовних про-
грам, написаних мовами С та Fortran, до 
паралельних для різних апаратних плат-
форм, в тому числі графічного прискорю-
вача із використанням CUDA API. Par4All 
використовує механізм сіток для знижен-
ня глибини вкладеності циклів, проте не 
надає можливості обробляти обсяги да-
них, що перевищують обсяг пам’яті прис-
корювача, а також використовувати гете-
рогенні обчислювальні кластери. 
1. Зміна індексації ітераторів 
циклу 
Розглянемо складений цикл глиби-
ною N+1, що має вигляд 
 
0 00..#for i I
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1 10..#for i I  
...  
0..#N Nfor i I  
0( , , ,..., ),NF in out i i   (2) 
 
де in  – множина вхідних даних, out  – 
множина вихідних даних, причому перет-
ворення 0: ( , ,..., )NF in I I out  таке, що 
для  кожного набору індексів 0( ,..., )Ni i  із 
гіперкуба 0 ... NI I   виконується умова 
in out   (*), а символом октоторпа 
позначено потужність відповідної множи-
ни. Таким чином, для проведення обчис-
лень цикл (2) здійснює 0#( ... )NC I I    
викликів F. Не обмежуючи загальності, 
цикл вигляду (2) можна вважати рівноси-
льним циклу (1). 
Пронумеруємо елементи гіперкуба 
0 ... NI I   наступним чином. Нехай еле-
мент, що відповідає набору індексів 
0 1( , ,..., )Ni i i , має номер 
1
0
1 0
#
kN
k m
k m
i i I

 
   . 
Введемо відображення ( )f k , 
00 #( ... )Nk I I    : 
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Відображення ( )f k  за номером елемента 
гіперкуба 0 ... NI I   відновлює відповід-
ний індекс ki . Розглянемо цикл такого ви-
гляду: 
 
0..for k D  
0..for j N  
'
( );ji f j  
' '
0( , , ,..., ).NF in out i i   (3) 
 
При проходженні зовнішнього циклу в (3) 
індекси 
k
i  пробігають ті самі значення, що 
і в (2), тому цикли (2) та (3) є рівносиль-
ними. 
Зафіксуємо 0 d N   і введемо ві-
дображення ( , )g k id , 0 k N  , 
1
0
0 #
d
j
j
id I


   : 
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dd
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 
  . 
 
Відображення ( , )g k e  побудоване таким 
чином, що при проходженні наступного 
циклу індекси ki  пробігають ті самі зна-
чення, що і в (2): 
 
1
0
0.. #
d
j
j
for e I


   
0.. #
N
m
m d
for id I

   
.. for k d N  
'
( );ji f k  
0.. 1for k d   
'
( , );ki g k id  
' '
0( , , ,..., ),NF in out i i   (4) 
 
тому останній наведений цикл (4) також 
рівносильний циклу (2). При цьому ітера-
тори циклів, що мають глибину меншу, 
ніж d , лишаються сталими впродовж од-
нієї ітерації внутрішнього циклу. 
2. Підготовка початкових даних 
Оскільки на F діє обмеження (*), 
операції над вхідними даними є незалеж-
ними, і можуть бути виконані паралель-
Моделі та засоби паралельних і розподілених програм 
61 
ними потоками. Припустимо, що F таке, 
що не містить умовних переходів, тоді рі-
зні потоки будуть здійснювати однотипні 
операції над різними даними і для вико-
нання обчислень доцільно використовува-
ти апаратну SIMD платформу. Пронуме-
руємо потоки символом [0, ]id D . У ви-
падку (3) кожен із потоків виконує окрему 
гілку зовнішнього циклу. У випадку (4) 
зовнішній цикл здійснюється окремим ке-
руючим потоком. Таким чином, за допо-
могою заміни індексів циклу здійснюєть-
ся перехід до багатопоточного алгоритму, 
при цьому не змінюючи F. 
Крім того, у випадку, коли в почат-
ковому алгоритмі програми використо-
вуються багатовимірні масиви даних, вра-
ховуючи той факт, що читання із пам’яті 
відбувається швидше із лінійних ділянок 
пам’яті, для оптимізації обробки великих 
обсягів даних доцільно використовувати 
перетворення серіалізації, що справедли-
во навіть для SISD пристроїв, не врахо-
вуючи витрат, необхідних для серіалізації 
даних. 
3. Загальна схема перетворення 
алгоритму 
Перехід від послідовного до пара-
лельного алгоритму програми здійсню-
ється у кілька етапів. Загальна схема пе-
реходу виглядає так. 
1. Підготовчий етап. Полягає у зве-
денні вихідного алгоритму до циклу ви-
гляду (2). При цьому слід позбавитись 
міжітераційних залежностей. На цьому 
етапі можуть використовуватись розбиття 
циклів, їх перестановка, афінні перетво-
рення, попередній розрахунок даних то-
що. 
2. Визначення обсягу даних, що 
обробляються та кількості незалежних 
операцій, що виконуються всередині ок-
ремих циклів гнізда. Ці параметри мож-
ливо визначити за умови відсутності умо-
вних переходів в обчисленнях. 
3. Визначення параметра d  згідно 
апаратних можливостей виконуючого 
пристрою.  Параметр d   обирається  та-
ким чином, щоб, з одного боку, обсяг да-
них, що обробляється циклом глибини  
d , не перевищував обсяг пам’яті викону-
ючого пристрою, і з іншого, щоб най-
більш повно задіяти наявні апаратні  
потоки пристрою. 
4. Заміна ітераторів згідно правил, 
описаних в розділі 1. При цьому програма 
залишається послідовною, змінюється 
лише спосіб індексації даних. Після цього 
перетворення залишаються лише два цик-
ли – зовнішній (керуючий) та внутрішній. 
5. Створення модуля серіалізації 
вхідних даних, який підготовляє порцію 
даних, що буде оброблятися поточною 
ітерацією керуючого циклу. 
6. Створення модуля десеріалізації 
вихідних даних. Модуль приймає буфер 
вихідних даних, отриманих після вико-
нання обчислень на поточній ітерації,  
та передає дані для подальшого викорис-
тання. 
7. Перехід до буферної схеми пере-
несення даних. На цьому етапі залучають-
ся серіалізатор та десеріалізатор, що ви-
кликаються до початку та після виконан-
ня внутрішнього циклу відповідно. Змінні 
внутрішнього циклу переадресовуються 
на відповідні ділянки вхідного та вихідно-
го буферів даних. 
8. Створення ядра, тобто частини 
програми, що буде безпосередньо перене-
сена на виконуючий пристрій. Ядро є фу-
нкцією, що приймає буфер вхідних даних 
та номер ітерації зовнішнього циклу, та 
повертає буфер вихідних даних. Функціо-
нально ядро має виконувати ті самі опе-
рації, що і внутрішній цикл. Ітератор id  
внутрішнього циклу замінюється номером 
потоку виконуючого пристрою. 
9. Залучення ядра. Внутрішній цикл 
замінюється на директиву виклику ядра. 
Також додаються операції перенесення 
вхідного буферу даних до виконуючого 
пристрою та повернення вихідного буфе-
ру даних назад в центральний обчислюва-
льний пристрій. 
10. Винесення роботи із буферними 
даними та з графічним прискорювачем в 
окремі потоки керуючого пристрою з ме-
тою уникнення простою виконуючого 
пристрою. 
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Проміжні етапи 4, 7, а також фінальні 
9, 10 потребують тестових випробувань, 
які проводяться за допомогою засобів пе-
ревірки коректності результатів виконан-
ня обчислень. Наприклад, це може бути 
обробка тестового набору даних і порів-
няння із наперед відомими результатами. 
Етап 5 може бути здійснений  автомати-
зовано за допомогою техніки переписува-
них правил [2], що дозволить суттєво 
спростити здійснення перетворень. Для 
здійснення перетворень на етапі 9 доціль-
но задіяти Інтегрований інструментарій 
Проектування та Синтезу програм (ІПС) 
[3], що зокрема був налаштований на ро-
боту із CUDA API [4, 5]. 
Роль параметра d  циклу (4) поля-
гає в тому, що він визначає глибину, по-
чинаючи з якої цикли виконуються безпо-
середньо виконуючим пристроєм. Таким 
чином, d  встановлює кількість викликів 
та розподіл навантаження обчислюваль-
ного ядра внутрішнього циклу. Така тех-
ніка надає перевагу в тому разі, якщо 
об’єм даних, що обробляються, переви-
щує ємність обчислювального пристрою. 
При значеннях 0 d N   цикл (2) розби-
вається на 
1
0
d
i
i
P N


   частин, кожна з яких 
оброблюється окремо. Відповідно, керу-
ючий пристрій через змінну Pe 0  пе-
редає виконуючому пристою номер ітера-
ції, та необхідну на даній ітерації порцію 
вхідних даних. Порції вхідних даних під-
готовлюються окремим потоком. В свою 
чергу, обчислюючий пристрій за допомо-
гою відображень ,f g  із e  відновлює ін-
декси елементів поданої порції даних, що 
відповідають ітерації зовнішнього керую-
чого циклу. Таким чином, при значенні 
0d   всі операції у циклі (2) будуть здій-
снюватись виконуючим пристроєм за 
один виклик ядра, і всі оброблювані дані 
мають бути передані виконуючому при-
строю одночасно, і тоді випадок (4) прий-
має вигляд (3). 
Проілюструємо наведений ланцюжок 
перетворень на прикладі. Розглянемо  
частковий випадок циклу вигляду (2)  
глибини 5: 
 
0.. for l L  
0.. for m M  
0.. for n N  
0.. for k K  
0.. for j J  
( , );lmnkj lmnkjF i o  
 
де ,  ,  ,  ,  L M N K J  – натуральні числа, 
,lmnkj lmnkji o  – елементи множин вхідних та 
вихідних даних I, O відповідно. 
Обсяг вхідних даних рівний обсягу 
вихідних даних для кожного із циклів і 
становить L M N K J s     , M N K J s    , 
N K J s   , K J s  , J s  починаючи із зо-
внішнього циклу відповідно; s  позначає 
розмір елемента даних. Оберемо параметр 
d рівним двом та виконаємо переіндекса-
цію даних. Тоді останній цикл набуде на-
ступного вигляду: 
 
0.. for e L M   
0.. for id N K J    
/ ;l e T  
;m e T  
(
        ) / ( );
n id l M N K J
m N K J K J
      
    
 
(
     ) / ;
k id l M N K J
m N K J n K J J
      
      
 
(
       
       ) ;
j id l M N K J
m N K J
n K J k J J
      
   
    
 
( , ).lmnkj lmnkjF i o  
 
Відображення-серіалізатор 
 ( ,  ,  )Serialize I e inbuf  будується наступним 
чином: 
 
/ ;l e T  
;m e T  
0.. for n N  
0.. for k K  
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0.. for j J  
;index n K J k J j       
;i nd e x lmnk jinbuf i  
 
де inbuf  – буфер вхідних даних. Дані вмі-
щуються у єдиний буфер, що згодом дасть 
зручну можливість переносити дані в ви-
конуючий пристрій однією операцією пе-
ренесення. 
Десеріалізатор 
 ( ,  ,  )Deserialize e outbuf O  
будується аналогічно серіалізатору: 
 
/ ;l e T  
;m e T  
0..for n N  
0..for k K  
0.. for j J  
;index n K J k J j       
;l mnk j i nd e xo outbuf  
 
де outbuf  – буфер вихідних даних. 
Після впровадження серіалізатора 
та десеріалізатора цикл набуває наступно-
го вигляду: 
 
0.. for e L M   
 ( ,  ,  );Serialize I e inbuf  
0.. for id N K J    
/ ;l e T  
;m e T  
(
        ) / ( );
n id l M N K J
m N K J K J
      
    
 
(
     ) / ;
k id l M N K J
m N K J n K J J
      
      
 
(
       
       ) ;
j id l M N K J
m N K J
n K J k J J
      
   
    
 
( , );nkj nkjF inbuf outbuf  
 ( ,  ,  ).Deserialize e outbuf O  
 
Ядро ( ,  ,  )Kernel e inbuf outbuf  вико-
нує ті самі операції, що і внутрішній цикл: 
 
();id threadId  
 if id N K J    
/ ;l e T  
;m e T  
(
        ) / ( );
n id l M N K J
m N K J K J
      
    
 
(
     ) / ;
k id l M N K J
m N K J n K J J
      
      
 
(
       
       ) ;
j id l M N K J
m N K J
n K J k J J
      
   
    
 
( , ),nkj nkjF inbuf outbuf  
 
де процедура ()threadId  повертає номер 
потоку. Таким чином, після всіх перетво-
рень вихідний цикл набуває остаточного 
вигляду: 
 
0.. for e L M   
 ( ,  ,  );Serialize I e inbuf  
'
 ( ,  );CopyInput inbuf inbuf  
' '
( ,  ,  );Kernel e inbuf outbuf  
'
 ( ,  ut );CopyOutput outbuf o buf  
 ( ,  ,  );Deserialize e outbuf O  
 
де процедури  CopyInput  та  CopyOutput  
переносять буфер вхідних та буфер вихід-
них даних від керуючого до обчислюва-
льного пристрою та в зворотному порядку 
відповідно. Процедуру Serialize  доцільно 
винести в окремий потік керуючого при-
строю.  Для цього створюється окремий 
додатковий буфер, і робота Serialize  ви-
конується почергово: 
 
0 ( ,  ,  );Serialize I e inbuf  
0.. for e L M   
0 :thread  
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( 1) 2 ( ,  ,  );eSerialize I e inbuf   
1 :thread  
'
2 ( ,  );eCopyInput inbuf inbuf  
' '
( ,  ,  );Kernel e inbuf outbuf  
'
2 ( ,  ut );eCopyOutput outbuf o buf  
3 :thread  
( 1) 2 ( ,  ,  ).eDeserialize e outbuf O  
 
Крім того, для проведення обчис-
лень можливо залучити гетерогенний кла-
стер, до складу якого входять кілька 
SIMD пристроїв. В такому випадку окремі 
ітерації викликів ()Kernel  керуватимуться 
окремими потоками керуючого пристрою. 
4. GPU та технологія CUDA 
Як обчислювальний пристрій бу-
демо використовувати графічний приско-
рювач. В такому випадку керуючий потік 
виконується на CPU, а решта потоків пе-
реносяться на GPU та виконуються в ме-
жах ядра. Для роботи з графічним прис-
корювачем будемо використовувати про-
грамно-апаратну технологію CUDA [6], 
що дозволяє використовувати GPU як об-
числювальний пристрій. CUDA відрізня-
ється від інших GPGPU технологій тим, 
що надає безпосередній доступ до при-
строю через програмний інтерфейс, що 
дозволяє гнучко керувати окремими пото-
ками та всіма рівнями пам’яті графічного 
прискорювача. Крім того, саме для архі-
тектури CUDA  створюються спеціалізо-
вані графічні прискорювачі для наукових 
та технічних обчислень загального приз-
начення [7]. CUDA накладає обмеження 
на розмірність масивів даних, що не має 
перевищувати трьох. Це обмеження оми-
нається на етапі серіалізації даних. Про-
блема, що виникає у тому випадку, якщо 
необхідна для проведення обчислень кі-
лькість потоків більша, ніж кількість апа-
ратних потоків графічного прискорювача, 
автоматично оминається механізмом сіток 
CUDA. Таким чином,  при використанні 
графічних прискорювачів, що дозволяють 
використання технології CUDA, основним 
обмеженням виступає обсяг пам’яті гра-
фічного прискорювача. 
5. Експеримент 
Проведено експеримент із циклом, 
що був взятий у задачі прогнозування  
погоди [8, 9]. Гніздо циклу складене із чо-
тирьох вкладених циклів і обробляє чоти-
ривимірний масив даних числових зна-
чень типу float. Навантаження масштабу-
ється шляхом зміни розмірності задачі. 
Було здійснено перехід від послідовної 
реалізації циклу до паралельної із засто-
суванням описаної методології та порів-
няно часові показники для різного масш-
табу навантаження та різних значень па-
раметра d. 
Випробування проводились із ви-
користанням процесора i5-3570 (у  
64-бітному режимі) та графічного прис-
корювача GeForce GTX 650 Ti, що має на-
ступні характеристики: 
 768 stream-процесори (CUDA-
ядра), базова частота 928 MHz; 
 обсяг глобальної пам’яті  
1024 Mb; 
 базова частота пам’яті 5400 MHz. 
Обсяг пам’яті ОЗП становив 8 Гб. 
При випробуваннях досліджено 
поведінку послідовної та паралельної 
програм при фіксованому значенні пара-
метра d , та зміні розмірності задачі, що 
відповідає зміні кількості викликів ядра 
при сталому навантаженні на нього, та 
при зміні розмірності задачі, що відпові-
дає зміні навантаження на один виклик 
ядра. 
Графік на рисунку показує залеж-
ність часу виконання обчислень від об-
сягу даних для 1d  , при сталому наван-
таженні на ядро. При цьому відносне  
прискорення є сталим та становить близь-
ко 4,2. 
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Рисунок. Графік залежності часу виконання послідовної  
та паралельної програм від обсягу даних, що обробляються 
Висновки 
Побудовано перетворення алгори-
тму виконання складеного циклу, що до-
зволяють здійснити перехід від послідов-
ного до паралельного алгоритму прове-
дення обчислень, що дозволяє залучення 
гетерогенної обчислювальної платформи. 
Перевагою застосування методу є те, що 
він дозволяє здійснювати перетворення 
над даними, обсяг яких перевищує обсяг 
пам’яті виконуючого пристрою, а також є 
автоматизовним. Проведено експеримент, 
що підтверджує доцільність запропонова-
ного підходу. Таким чином, розроблено 
основу для подальшої практичної реаліза-
ції автоматизованої системи паралелізації 
вкладених циклів. 
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