This article examines option pricing performance using realized volatilities with or without handling microstructure noise, non-trading hours and large jumps. The dynamics of realized volatility is specified by ARFIMA(X) and HAR(X) models. Main results using put options on the Nikkei 225 index are: (1) ARFIMAX model performs best, (2) the Hansen and Lunde (2005a) adjustment for non-trading hours improves the performance, (3) methods for reducing microstructure noise-induced bias yield better performance, while if the Hansen-Lunde adjustment is used, the other methods are not necessarily needed and (4) the performance is unaffected by removing large jumps from realized volatility. JEL Classification Numbers: C13, C22, C52.
Introduction
improved by mitigating the effect of microstructure noise on realized volatility, while if the Hansen and Lunde (2005a) , which also plays a role to remove the bias from the microstructure noise by setting the sample mean of realized volatility equal to the sample variance of daily returns, is used, the other methods for taking account of microstructure noise do not necessarily improve the performance, (4) the option-pricing performance is not necessarily improved by removing significant large jumps from realized volatility and (5) the Duan (1995) method does not improve the performance compared with assuming the risk neutrality.
The article proceeds as follows. Section ¾ explains several methods used in this article for calculating realized volatilities. Section ¿ explains ARFIMA(X) and HAR(X) models to describe the dynamics of realized volatility and ARCH type models used in this article for comparison. Section explains how to calculate option prices using the ARFIMA(X) and HAR(X) models with daily realized volatility and ARCH type models with daily returns. Section explains the data and Section compares the performance of option pricing. Section concludes. The appendix provides a detailed description of realized volatilities employed in this article.
Realized Volatility
We start with a brief review of realized volatility using the following diffusion process.
Ô´×µ ´×µ × · ´×µ Ï´×µ
where × is time, Ô´×µ is the log-price, Ï´×µ is a standard Brownian motion, and ´×µ and ´×µ are the drift and the volatility respectively, which may be time-varying but are assumed to be independent of Ï´×µ. In this article, we call ´×µ or ¾´× µ volatility interchangeably although ´×µ is usually called volatility in the finance literature. Then, the volatility for day Ø is defined as the integral of ¾´× µ over the interval´Ø ½ Ø µ where Ø ½ and Ø represent the market closing time on day Ø ½ and Ø respectively, i.e.,
which is called integrated volatility. The integrated volatility is unobservable, but if we have the intraday return data Ö Ø ½·½ Ò Ö Ø ½·¾ Ò Ö Ø µ, we can estimate it as the sum of their squares
which is called realized volatility. If the prices do not include any noise, realized volatility ÊÎ Ø will provide a consistent estimate of Á Î Ø , i.e.,
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There are two problems in calculating realized volatility under these settings. First, although the realized volatility is an accurate estimator of integrated volatility under the assumption of a continuous stochastic model, it fails when there is market microstructure noise as seen in real high-frequency data. The microstructure noise can be induced by various market frictions such as the discreteness of price changes, bid-ask bounces, and asymmetric information across traders, inter alia.
1 A growing literature attempts to study an integrated volatility estimation from microstructure noise-contaminated high-frequency data. In this article, we employ some influential integrated volatility estimators robust to the microstructure noise. Second, the Tokyo Stock Exchange is open only for 9:00-11:00 (morning session) and 12:30-15:00 (afternoon session) except for the first and last trading days in every year, when it is open only for 9:00-11:00. It is impossible to obtain high-frequency returns for 15:00-9:00 (overnight) and 11:00-12:30 (lunch-time). Since realized volatility obtained using high-frequency returns over 4.5-hour trading period only captures the volatility during the part of the day that the market is open, we need to extend the realized volatility to a measure of volatility for the full day. If we simply add the squares of overnight and lunch-time returns, realized volatility may be subject to discretization error. Hansen and Lunde (2005a) propose to calculate realized volatility only when the market is open, which is denoted as ÊÎ´Ó µ Ø , and multiply a constant such that the sample mean of realized volatility is equal to the sample variance of daily returns, i.e., 
where´Ê ½ Ê Ì µ is the sample of daily returns and Ê is the sample mean 2 .
In order to test the effects of taking into consideration the microstructure noise and the non-trading hours on option pricing, we use as many as 34 daily realized volatilities listed in Table ½ . Without microstructure noise, it would be desirable to use intraday returns sampled at the highest frequencies. Since the highest frequencies available for Nikkei 225 stock index is 1-minute, we first calculate realized volatility using 1-minute returns (Ò ¾ ¼ ). From the second to seventeenth methods in Table  ½ are expected to correct the bias of the classical realized volatility and mitigate the variance increase of the estimator induced by the microstructure noise. A more detailed description of the methods is provided in the appendix. We apply the Hansen and Lunde (2005a) adjustment to the 17 kinds of realized volatilities, which are denoted as ÊÎ´1minµ
The literature on market microstructure provides important insights from early studies including Roll (1984) , who derives a simple estimator of the bid-ask spread based on the negative autocovariance of returns. Harris (1990) examines the rounding effects emanating from the discreteness of transaction prices. In the recent literature on microstructure noise, Meddahi (2002) and Hansen and Lunde (2006) examine the variance of microstructure noise as well as the correlation between the microstructure noise and frictionless equilibrium price. Ubukata and Oya (2009) examine dependence of microstructure noise.
2 See Martens (2002) and Hansen and Lunde (2005b) for the other methods.
For comparison, we also calculate 17 kinds of daily realized volatilities constructed by adding the sqaures of overnight and lunch-time returns instead of the Hansen and Lunde (2005a) adjustment, which are denoted as ÊÎ´1minµ
ARFIMA(X), HAR(X) and ARCH type Model
Many researchers have documented that realized volatility may follow a long-memory process. Let ´ µ denote the -th order autocorrelation coefficient of variable . Then, follows a short-memory
½ and a long-memory process if
model is a short-memory process. As increases, the autocorrelation coefficient ´ µ of the longmemory process decays more slowly than that of the short-memory process. More specifically, the former decays hyperbolically and the latter decays geometrically. The most widely used for a long-memory process is ARFIMA(Ô Õ) model 
We assume that Ù Ø follows an independent normal distribution with zero mean and variance ¾ .
By setting Ô ¼ and Õ ½ , which are selected by the Schwartz information criterion (SIC), and
where is the unconditional mean of ÐÒ´ÊÎ Ø µ, we consider the following model.
We estimate parameters , and jointly using the approximate maximum likelihood method (Beran, 1995) , where it is assumed that ÐÒ´ÊÎ Ø µ ´Ø ¼ ½ µ. We can estimate ¾ as the sample variance of residual.
We also employ HAR model by Corsi (2009) well-known as a simple approximate long-memory 3 See Beran (1994) for the details of long-memory and ARFIMA model.
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model of realized volatility. The model consists of three realized volatility components defined over different time periods as follows. It is well-known that there is a negative correlation between today's return and tomorrow's volatility in stock markets. To take into account this phenomenon, we extend the above ARFIMA(0,d,1) model (8) to the following ARFIMA(0,d,1)-X modeĺ
where Ø ½ is a dummy variable that takes one if the return on day Ø ½ is negative and zero otherwise. We estimate parameters , ¼ , ½ , ¾ , and ¾ using the same method as that for ARFIMA model.
If the estimate of ¾ has a statistically significant positive value, it is consistent with a well-known negative correlation between today's return and tomorrow's volatility in stock markets. The HAR model (9) can be naturally extended to HAR-X model taking account of the asymmetry in volatility as follows.
We estimate parameters ¬ ¼ , ¬ ½ , ¬ ¾ , ¬ ¿ , ¬ , ¬ and ¾ Ú using the same method as that for the HAR model. The positive value of ¬ indicates the negative correlation between today's return and tomorrow's volatility.
Some researchers such as Barndorff-Nielsen et al. (2004a) , Barndorff-Nielsen and Shephard (2001, 2002) and Nagakura and Watanabe (2011) have proposed a UC (unobserved components) model 4 . Assuming that the asset price follows a contimuous-time model called square-root stochastic variance model, they show that the realized volatility calculated using the discretely sampled data follows an ARMA(½,½) model. Since it is the realized volatility rather than its log that follows an ARMA(½,½) model and the distribution of the error term is unknown, the future volatility sampled for option pricing may possibly be negative if we assume that the distribution of error term is normal. Thus, we do not use this model in this article.
We also estimate ARCH type models using daily returns. We define daily return as
where Ë Ø is the closing price on day Ø. We specify daily return as
where E´Ê Ø Á Ø ½ µ is the expectation of Ê Ø conditional on the information up to day Ø ½ and Þ Ø is assumed to follow an independent standard normal distribution. Then, ¾ Ø is the variance of Ê Ø conditional on the information up to day Ø ½. We will explain how to specify E´Ê Ø Á Ø ½ µ later.
For volatility specification, we use three different ARCH type models. First is the GARCH model proposed by Bollerslev (1986) . Specifically, we use the GARCH(½ ½) model
where , ¬ and « are parameters, which are assumed to be non-negative to guarantee that volatility is always positive. This model can capture the volatility clustering. Volatility is stationary if ¬ ·« ½, and the speed for which the shock to volatility decays becomes slower as ¬ · « approaches to one. As has already been mentioned, another well-known phenomenon in stock markets is volatility asymmetry, which cannot be captured by the above GARCH model. To capture this phenomenon, we also use the EGARCH model proposed by Nelson (1991) . Specifically, we use the EGARCH(½ ¼) model
While the GARCH model specifies the process of ¾ Ø , the EGARCH model specifies that of its logarithm. Thus, it does not require non-negativity constraints for parameters. If ¼, it is consistent with the volatility asymmetry in stock markets. In this model, volatility is stationary if ½, and the speed for which the shock to volatility decays becomes slower as approaches to one. Since Þ Ø ½ is assumed to follow the standard normal distribution, E Þ Ø ½ Ô ¾ Neither the GARCH nor EGARCH models allow volatility to have long-memory property. Hence, we also use the FIEGARCH model proposed by Bollerslev and Mikkelsen (1996) . Since this model is an extension of the above EGARCH model to allow the long-memory of volatility, it can also capture the volatility asymmetry. We use the following FIEGARCH(½ ¼) model.
Similarly to the EGARCH model, it is consistent with the volatility asymmetry in stock markets if ¼. As for , the same argument as that for ARFIMA model holds.
FIGARCH (Baillie et al., 1996) and FIAPGARCH (Tse, 1998 ) models can also take into account the possibility that the volatility follows a long-memory process. These models, however, have some drawbacks. First, the variance of return will be infinite even though ¼ ¼ (Schoffer, 2003) .
Second, the parameter constraints to guarantee that the volatility is always positive are complicated (Conrad and Haag, 2006) . Thus, we do not use these models in this article. We estimate parameters in the GARCH, EGARCH and FIEGARCH models using the maximum likelihood method 5 .
Option Pricing
We first calculate option prices under the assumption of risk neutrality. If the traders are risk neutral, the expected return may be represented by
where Ö and are continuously compounded risk-free rate and dividend rate.
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The price of European option will be equal to the discounted present value of the expectation of option prices on the expiration date. For example, the price of European put option with the exercise price Ã and the maturity is given by
where Ë Ì · is the price of the underlying asset on the expiration date Ì · . We cannot evaluate this expectation analytically if the volatility of the underlying asset follows ARFIMA(X), HAR(X) or ARCH type models. We calculate option prices by simulating Ë Ì · from 5 See Taylor (2001) for the estimation method for the FIEGARCH model. 6 It would be important to relax the assumption of risk neutrality if the risk is priced in the market. For example, the option pricing models with realized volatility proposed by Christoffersen et al. (2010) and Corsi et al. (2011) Duan and Simonato (1998) jointly. Duan (1995) relaxed the assumption of risk neutrality to derive option prices when the price of underlying asset follows ARCH type models. We also use this method. Following Duan (1995) , we set
where Ø captures the risk premium. Unless the traders are risk neutral, we must convert the physical measure È into the risk neutral measure É and evaluate the expectation in equation (18) under the risk neutral measure É. Duan (1995) makes the following assumptions on É, called local risk-neutral valuation relationship (LRNVR).
1. Ê Ø Á Ø ½ follows a normal distribution under the risk neutral measure É.
Under assumptions ½ and ¾, daily returns under the risk neutral measure É must be represented by
Comparing equation (21) with equations (13) and (20) leads tō
Since assumption ¿ means that volatilities are the same between È and É, all we have to do for volatility is to substitute equations (22) or (23) into¯Ø in the GARCH volatility equation or Þ Ø in the EGARCH and FIEGARCH volatility equations. For example, the GARCH(½ ½) volatility equation will be
Equations (21) and (24) constitute GARCH(½ ½) model under É. Hence, we can evaluate the option prices as follows.
[1 ] Estimate the parameters , , ¬ and « in GARCH(½ ½) model under È that consists of equations (13), (20) and (14).
[2 ] Simulate Ë Ì · using GARCH(½ ½) model under É that consists of equations (21) and (24) by setting the parameters , , ¬ and « equal to their estimates in [1].
[3 ] Substitute´Ë´½ (19) to obtain the option price.
Similarly, we can calculate the option price using the EGARCH and FIEGARCH models. The EGARCH (½ ¼) and FIEGARCH(½ ¼) volatility equations under É will be
For comparison, we also calculate option prices using the Black-Scholes formula with volatility as the standard deviation of daily returns over the past 20 days.
Data
We analyze the Nikkei 225 stock index options traded at the Osaka Securities Exchange. The underlying asset is the Nikkei 225 stock index, which is the average of the prices of 225 representative stocks traded at the Tokyo Stock Exchange. The sample period is from May 29, 1996 to September 27, 2007. Following equation (12), we calculate the daily returns for the underlying asset as the logdifference of the closing prices of the Nikkei 225 index in consecutive days. Table 2 summarizes the descriptive statistics of the daily returns (%) for the full sample. The mean is not significantly different from zero. While the skewness is not significantly different from zero, the kurtosis is significantly above ¿, indicating the well-known phenomenon that the distribution of the daily return is leptokurtic. LB(10) is the Ljung-Box statistic adjusted for heteroskedasticity following Diebold (1988) to test the null hypothesis of no autocorrelations up to ½¼ lags. According to this statistic, the null hypothesis is not rejected at the 1% significance level although it is rejected at the 5% level. We do not consider autocorrelations in the daily return in the following analyses.
We calculate realized volatility using the Nikkei NEEDS-TICK data. This dataset includes the Nikkei 225 stock index for every minute from 9:01 to 11:00 in the morning session and from 12:31 to 15:00 in the afternoon session. Sometimes, the time stamps for the closing prices in the morning and afternoon sessions are slightly after 11:00 and 15:00 because the recorded time shows when the Nikkei 225 stock index is calculated. In such cases, we use all prices up to closing prices. Using these prices, the 34 daily different realized volatilities listed in Table ½ are calculated with or without using the adjustment coefficient defined by equation (5).
Before the computation of the 34 daily different realized volatilities, we provide the realized volatility signature plots in Figure 1 to roughly gauge the impact of microstructure frictions contained in the high-frequency returns of the Nikkei 225 index. The signature plots are generated by the sample mean of ÊÎ´1minµ, ÊÎ´2minµ, ¡ ¡ ¡ , ÊÎ´20minµ based on equation (3) to the realized volatility with the squares of overnight and lunch-time returns or the Hansen and Lunde (2005a) adjustment, respectively. If there is no severe microstructure noise, both plots should be leveled off at the frequencies. However, we can find the large impact of microstructure noise, as evidenced by a rapid decline in the plot of ÊÎ Ë Ê with short measurement intervals. On the other hand, ÊÎ À Ä applying the Hansen and Lunde (2005a) adjustment comparatively stabilizes for all sampling frequencies, although there is a gradual increase in the range of 1-7 minutes. This result implies that the Hansen and Lunde (2005a) adjustment, where the mean of realized volatility is equal to the sample variance of daily returns, may play a role to partially offset the bias caused by the microstructure noise as well as removing the discretization noise attributed to non-trading hours. Figure 2 plots some kinds of realized volatilities and Table 3 (10) is so large that the null hypothesis of no autocorrelation is rejected. Table 3 (b) shows the descriptive statistics for log-realized volatilities. They are qualitatively the same as those of Table 3 (a) except skewness and kurtosis. While realized volatilities are positively skewed, log-realized volatilities are negatively skewed at the 5% significant level except
and ÐÒ´ÊÎ´20minµ Ë Ê µ. The kurtosis of log-realized volatilities is much smaller than those of realized volatilities. The kurtosis of ÐÒ´ÊÎ´1minµ À Ä µ and ÐÒ´ÊÎ´1minµ Ë Ê µ is not significantly above ¿ at the 5% level. The distributions of log-realized volatilities are much closer to the normal distribution than those of realized volatilities. Thus, we use log-realized volatility as a dependent variable in the ARFIMA model (8), HAR model (9), ARFIMAX model (10) and HARX model (11).
To measure the performance of option pricing, we also use prices of the Nikkei 225 stock index options traded at the Osaka Securities Exchange. Nikkei 225 stock index options are European options and their maturities are the trading days previous to the second Friday every month. Considering theoretical option prices with respect to a risk neutral measure, we assess the performance of option pricing using options which are most likely to be efficiently priced. For the Nikkei 225 stock index options, put options are traded more heavily than call options. For the maturity, option trading seems to be more active during the week following an expiration date and the options with the maturity more than one month are not traded so much. Thus we concentrate on put options whose maturity is 30 days (29 days if the day when the maturity is 30 days is a weekend or holiday). On such days, we consider put options with different exercise prices whose bid and ask prices are both available at the same time between 14:00 and 15:00. For each option, we use the average of bid and ask prices at the same time closest to 15:00 as the market price at 15:00. The reason why we use the average of bid and ask prices instead of transaction prices is that transaction prices are subject to market microstructure noise due to bid-ask bounce (Campbell et al., 1997) . We also exclude some kinds of put options which are not priced at the theoretical range from the lower bound at È Ì Max´¼ Ã exp´ Ö µ Ë Ì exp´ µµ to the upper bound at È Ì Ãexp´ Ö µ.
Following Bakshi et al. (1997) , we classify put options into five categories such as DITM (deep-inthe-money), ITM (in-the-money), ATM (at-the-money), OTM (out-of-the-money) and DOTM (deepout-of-the-money) using the moneyness which is the ratio of the underlying asset price over the exercise price. Table shows this classification. We examine the performance in each category as well as in total. Table describes the put prices calculated as the average of bid and ask prices and the Black-Scholes implied volatilities for each moneyness. The average put prices range from 21.30 yen in DOTM to 2859.70 yen in DITM. Options in DOTM and OTM account for 41% and 16% of the total sample. The implied volatilities form a smile pattern where options in DOTM and DITM are characterized by higher volatilities more than 30% compared with 22.86% for options in ATM.
We estimate the ARFIMA(X) and HAR(X) models using 1200 daily realized volatilities up to the day before the options whose maturity is one month are traded, where the adjustment coefficient defined by equation (5) is calculated using the same 1200 realized volatilities with 1200 daily returns. We also estimate ARCH type models using the same 1200 daily returns with risk-free rate and dividend. As mentioned, the daily returns are calculated as the log difference of closing prices. We use CD rate as a risk-free rate and fix the annual dividend rate as ¼ ± following Nishina and Nabil (1997) . The first date when options whose maturity is one month are traded is April 11, 2001. We first estimate the parameters in the ARFIMA(X), HAR(X) and ARCH type models using 1200 daily realized volatilities and returns up to April 10, 2001, where we calculate the adjustment coefficient using the same 1200 daily realized volatilities and returns. Then, given the obtained parameter estimates, we calculate the put option prices on April 11, 2001 using CD rate and the Nikkei 225 index at 15:00 on that date. The next date when options whose maturity is one month are traded is May 9, 2001. We first estimate the parameters in the ARFIMA(X), HAR(X) and ARCH type models using 1200 daily realized volatilities and returns up to May 8, 2001 , where we calculate the adjustment coefficient using the same 1200 daily realized volatilities and returns. Then, given the obtained parameter estimates, we calculate the put option prices on May 9, 2001 using CD rate and the Nikkei 225 index at 15:00 on that date. We repeat this procedure up to September 2007. Figure 3 plots the estimates of all parameters in all models for each of the above 78 iterations. Figure 3 (a) and (b) plot the estimates of parameters in the ARFIMA and ARFIMAX models using ÊÎ´15minµ À Ä . The estimates of in the ARFIMA and ARFIMAX models move around 0.5 and are above 0.5 in the latter half, indicating the long-memory and the possibility of non-stationarity of log-realized volatility. The estimates of ¾ in the ARFIMAX model are positive for all periods, indi-cating the well-known phenomenon of a negative correlation between today's return and tomorrow's volatility. Figure 3 (c) and (d) plot the estimates of parameters in the HAR and HARX models using ÊÎ´15minµ À Ä . The positive estimates of ¬ ½ , ¬ ¾ and ¬ ¿ in the HAR and HARX models for all periods are consistent with the empirical results using S&P500 in Corsi (2009) . The estimates of ¬ in the HARX model are positive, indicating the asymmetry in volatility. Figure 3 (e), (f) and (g) plot the estimates of parameters in ARCH type models using daily returns. The sum of the estimates of ¬ and « in the GARCH model and the estimates of in the EGARCH model are close to 1 for all periods, indicating the well-phenomenon of volatility clustering. These models, however, do not allow for the long-memory of volatility. The estimates of in the FIEGARCH model are more volatile than those of the ARFIMA(X) model. They move around 0.2 in the first half while they move up to 0.54 and down to 0 in the latter half. These results provide evidence that a structural change may occur during our sample period, but we leave it for future research. The estimates of in the EGARCH and FIE-GARCH models are negative for all periods, indicating a negative correlation between today's return and tomorrow's volatility.
Results
To measure the performance of option pricing, we use four loss functions, MAE (Mean Absolute Error), RMSE (Root Mean Square Error), MAPE (Mean Absolute Percentage Error) and RMSPE (Root Mean Square Percentage Error) defined as
where AE is the number of put options used for evaluating the performance, È is the price of the th put option calculated by each model and È is its market put price calculated as the average of bid and ask prices at the same time closest to 15:00. From the fact that the lowest market put price amounts to 1.5 yen which is calculated as the mid-point of the ask price at 2 yen and the bid price at 1 yen, any price È less than the lowest price is approximated at 1.5 yen. MAE and RMSE, which are the absolute metrics, assign a lot of weight to options with high valuations such as DITM and ITM. For MAPE and RMSPE as the relative metrics, much more weight may be put on DOTM and OTM options with valuations close to zero. Figure 1 . Thus we conclude that the option pricing performance is improved by applying methods to remove microstructure noise-induced bias in realized volatility. Hansen and Lunde (2005a) adjustment plays a role to remove not only the discretization noise included in the squares of the lunch-time and overnight returns but also partially offset the bias caused by microstructure noise. This finding is also consistent with the result that the signature plot of ÊÎ À Ä in Figure 1 comparatively stabilizes for all sampling frequencies. Judging from the results in Tables and , we conclude that: (1) the Hansen and Lunde (2005a) adjustment for removing the discretization noise induced by non-trading hours improves the performance, (2) methods for reducing microstructure noise-induced bias yield better performance, while if the Hansen and Lunde (2005a) adjustment, which plays an additional role to partially offset the microstructure noise-induced bias, is used, they are not necessarily needed.
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7 We have focused on put options whose maturity is 30 days so far. Following Barone-Adesi et al. (2008), the maturity of 30 days can be classified as short maturity. We also analyze put options whose maturity is 90 days classified as medium maturity. The result, which is not reported in this article to save the space, also supports an evidence that the option pricing performance is improved by taking account of microstructure noise but it does not necessarily improve the performance when the Hansen and Lunde (2005a) adjustment is employed. So far, we assumed risk neutrality. As explained in Section , Duan (1995) has proposed a method for GARCH option pricing relaxing this assumption. We also apply this method to the GARCH, EGARCH and FIEGARCH models. Table shows the result. The values of loss functions using this method are not so much different from those assuming risk neutrality. This result means that the Duan (1995) method does not improve the performance of option pricing compared with assuming risk neutrality.
Financial markets sometimes display asset price discontinuities, so-called jumps. If jump-diffusion processes are used instead of equation (1), the realized volatility measures used in this article include not only integrated volatility but also jump variation. Andersen et al. (2007) conclude that the performance of forecasting future realized volatility could be improved by using the HAR model with realized volatility separately from significant jumps. In this subsection, the realized volatility without significant jumps is constructed to assess its contribution to option pricing performance.
We employ the following procedure to remove significant jump variation. Barndorff-Nielsen and Shephard (2004) 
We calculate Î ½ Ø calculated from 15 minute high-frequency returns for which the bipower variation signature plots in equation (28) (29) Table ½¼ , we may conclude that the option-pricing performance is not necessarily improved by removing significant large jumps from realized volatility.
Conclusions
This article analyzes whether realized volatility is useful for option pricing. Different realized volatilities are calculated with or without taking account of microstructure noise, with or without using overnight and lunch-time returns and with or without separating significant large jumps from realized volatility. This article compares the performance of option pricing among the ARFIMA(X) and HAR(X) models with daily realized volatility and the ARCH models with daily returns. Main results using the Nikkei 225 stock index and its put options prices are: (1) ARFIMAX model with daily realized volatility performs best, (2) the Hansen and Lunde (2005a) adjustment without using overnight and lunch-time returns can improve the performance, (3) the performance is improved by removing the bias from microstructure noise, while if the Hansen and Lunde (2005a) , which also plays a role to remove the microstructure noise-induced bias by setting the sample mean of realized volatility equal to the sample variance of daily returns, is used, the other methods for taking account of microstructure noise do not necessarily improve the performance, (4) the performance is not necessarily improved by removing significant large jumps from realized volatility and (5) the Duan (1995) method does not improve the performance compared with assuming the risk neutrality. Several extensions are possible. First, Jacod et al. (2009) propose an alternative realized volatility using preaveraging approach robust to microstructure noise. Andersen et al. (2012) propose two new jump-robust estimators of integrated volatility called the minimum or median realized volatility. It is interesting whether the performance of option pricing will also be improved by applying their estimators. Second, Hansen et al. (2012) and Takahashi et al. (2009) have proposed to model daily returns and realized volatility jointly. They extend ARCH type models and the stochastic volatility model respectively. It is also interesting to apply their methods to option pricing.
Appendix Integrated volatility estimators with microstructure noise
Here, we give a detailed review of various realized volatilities using the high-frequency returns employed in our analysis. Assume the -th intraday return Ö Ø ½· Ò for day Ø contaminates with microstructure noise as follows
where Ø ½· Ò ´Ø ½ · Òµ ´Ø ½ · ½µ Òµ and represents microstructure noise.
Realized volatility with 1-, 5-, 10-, 15-and 20-minute returns, ÊÎ´1minµ, ÊÎ´5minµ, ÊÎ 10minµ, ÊÎ´15minµ and ÊÎ´20minµ.
Without microstructure noise, it would be desirable to use intraday returns sampled at the highest frequencies. Since the highest frequencies available for the Nikkei 225 stock index is 1-minute, we first calculate realized volatility using 1-minute returns (Ò ¾ ¼), which is denoted as ÊÎ´1minµ. However, it may fail to satisfy the consistency condition when there is market microstructure noise as usually documented in real high-frequency data. Another classical approach is to use realized volatility constructed from intraday returns sampled at moderate frequencies rather than at the highest frequencies. This approach can partially offset the bias of the microstructure effect. In practice, researchers are necessarily forced to select a moderate sampling frequency. For example, it may be regarded as around those frequencies for which realized volatility signature plots under alternative sampling frequencies are leveled off. We provide the realized volatility signature plots in Figure 1 to roughly gauge the impact of microstructure frictions contained the high-frequency returns of the Nikkei 225 index. In addition, evidence from previous studies suggests that it may be optimal to use 5 to 30-minute return data. Hence, we employ ÊÎ´5minµ, ÊÎ´10minµ, ÊÎ´15minµ and ÊÎ´20minµ which are equal to the sum of squared 5-, 10-, 15-and 20-minute returns (Ò ¾ ½ and ½ ), respectively.
Optimally-sampled realized volatility, ÊÎ´ Ê µ.
The selection of a moderate sampling frequency is important to get an accurate estimate of the integrated volatility because the noise-induced bias at high sampling frequencies can be traded off with the variance reduction obtained by high-frequency sampling. To take this trade off between the bias and variance into account, Bandi and Russell (2008) ÊÎ´1minµ, ÊÎ´5minµ, ÊÎ´15minµ and ÊÎ´ Ê µ have the obvious drawback that they do not incorporate all data and whereby information is lost. The methods introduced here take advantage of the rich sources in all high-frequency data. The problem of estimating the integrated volatility under microstructure noise is similar to the autocorrelation corrections that are used in the long-run variance estimation in stationary time-series (Newey and West, 1987; Andrews, 1991) . So it is natural to consider kernel-based estimators of integrated volatility under microstructure noise. The literature includes the earlier study by Zhou (1996) who proposes a particular kernel estimator which incorporates the first-order autocovariance. Barndorff-Nielsen et al. (2004b) derive kernel-based estimators that are far more precise than that of Zhou (1996) . They examine the Bartlett-type kernel estimator defined as
where È Ò ½ Ö Ø ½· Ò Ö Ø ½·´ · µ Ò is the -th autocovariance of intraday returns and ¼ is equal to realized volatility using returns sampled at the highest frequencies. This estimator weights the realized volatility and the À-th return autocovariances by Bartlett weights. The optimal number of autocovariances is given by the minimization of MSE of the estimator in finite sample (see equation 7 to 10 in Bandi and Russell, 2011 for exact MSE minimization expressions). There is a convenient rule-of-thumb for choosing À in practice as proposed in Bandi and Russell (2011) . The expression is obtained as
where Á Îdenotes integrated volatility. Á Îand Á É are estimated using realized volatility and realized quarticity with lower frequency returns such as 15-minute returns. Hence, Ãwith a finite sample optimal number of autocovariances À £ leads to Ã Ê µ.
The two-scale estimator with an asymptotically optimal number of subsamples proposed by Zhang et al. (2005) , Å ´ Å µ. The bias-corrected two-scale estimator in Zhang et al. (2005) with an asymptotically optimal number of subsamples proposed by Zhang et al. (2005) , ´ Å Å µ.
The two-scale estimator Å has a finite sample bias as shown in Zhang et al. (2005) who provide the approximate correction for this bias. On the other hand, Bandi and Russell (2011) report the exact bias-correction form. Following a suggestion by Bandi and Russell (2011) , the bias-corrected estimator is defined as
´ Å µ is asymptotically equivalent to Å , the asymptotically optimal number of subsamples is given by Ã £´ Å µ. Thus, ´ Å µ with Ã £´ Å µ can be described by
The bias-corrected two-scale estimator in Zhang et al. (2005) with a finite sample optimal number of subsamples proposed by Bandi and Russell (2011) , ´ Å Ê µ.
Since ´ Å µ is unbiased in a finite sample, the optimal number of subsamples is provided by minimizing the finite sample variance of ´ Å µ. Bandi and Russell (2008, 2011) show that the optimal number of subsamples is defined as
where, if Ã Ò ½ ¾,
where ¾ represents a variance of microstructure noise and is estimated by where bias´ÊÃµ ¼ and For AEÒ , the matrices ª ½ and ª are defined as .17) and zeros everywhere else. For AEÒ ½, the matrices ª ¾ and ª ¿ are defined as .18) and zeros everywhere else. Thus, ÊÃ with À AE £ Ò for the Bartlett kernel, cubic kernel and modified Tukey-Hanning kernel leads to Ã Ê µ, Ã Ê µ and Å Ì À Ê µ, respectively. Baillie, R. T., Bollerslev, T. and Mikkelsen, H. O. (1996) , "Fractionally integrated generalized autoregressive conditional heteroskedasticity," Journal of Econometrics, Vol.74, No.1, pp.3-30. Bakshi, G., Cao, C. and Chen, Z. (1997) , "Empirical performance of alternative option pricing models," Journal of Finance, Vol.52, No.5, pp.2003 -2049 . Bandi, F. M. and Russell, J. R. (2006 , "Separating microstructure noise from volatility," Journal of Financial Economics, Vol.79, No.3, pp.655-692. Bandi, F. M. and Russell, J. R. (2008) , "Microstructure noise, realized variance, and optimal sampling," Review of Economic Studies, Vol.75, No.2, pp.339-369. Bandi, F. M. and Russell, J. R. (2011) , "Market microstructure noise, integrated variance estimators, and the accuracy of asymptotic approximations," Journal of Econometrics, Vol.160, No.1, . 
The numbers in parentheses are standard errors. LB(10) is the Ljung-Box statistic adjusted for heteroskedasticity following Diebold (1988) to test the null hypothesis of no autocorrelations up to ½¼ lags. 
The numbers in parentheses are standard errors. LB(10) is the Ljung-Box statistic adjusted for heteroskedasticity following Diebold (1988) 
The numbers in parentheses are standard errors. LB(10) is the Ljung-Box statistic adjusted for heteroskedasticity following Diebold (1988) to test the null hypothesis of no autocorrelations up to ½¼ lags. Put price and implied volatility are the average of the bid and ask prices and the BlackScholes implied volatility. Table 6 : Put option pricing performance using different models 
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