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Abstract 
Etzioni and Kadane (1993) developed an approach to experimental 
design for another decision maker's analysis. Their approach is that of 
a single decision maker, the designer, designing the sample optimally 
to estimate with the suboptimal estimate of the evaluator's decision. 
Lindley and Singpurwalla (1991, 1993) developed a similar approach 
for acceptance sampling and life testing where a seller decides on a 
sample for a buyer. 
Our alternative approach assumes that the designer designs the 
experiment to optimize the inference of the evaluator. The quantity 
that the designer minimizes is the designer's prediction of the Bayes 
risk of the evaluator; in contrast, in Kadane and Etzioni's approach, 
the designer minimizes the designer's prediction of the Bayes risk of 
the designer using the evaluator's estimator. An important special 
case is when the evaluator uses a vague or improper prior distribution: 
this gives an approach to Bayesian design for a frequentist analysis. 
Examples of design for normal linear models, nonlinear models and 
normal, Bernoulli and Poisson sampling are given. In the normal linear 
regression model, the standard classical optimal design theory can be 
given a Bayesian justification. 
*Chin-Pei Tsai is a graduate student and Kathryn Chaloner is a Professor at the School 
of Statistics, 1994 Buford Ave., University of Minnesota, St. Paul, MN 55108. This 
research was partly supported by a grant from the National Security Agency. 
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1. INTRODUCTION AND MOTIVATION 
Lindley and Singpurwalla (1991, 1993), Etzioni and Kadane (1993) and 
Lodh (1993) developed an approach to Bayesian design for another Bayesian's 
analysis. The two Bayesians, the designer and the evaluator, each have their 
own prior beliefs about a quantity of interest. The designer can design the 
experiment but the evaluator's estimator must be used. The designer chooses 
the design and the evaluator chooses an estimator. The designer is the de-
cision maker and views the problem as using a suboptimal estimator. The 
designer therefore chooses the design to minimize the designer's Bayes risk 
for that estimator. We call this approach "Approach 1". 
Let 1l'e(0) and 1rd(0) be the prior distributions used for estimation and 
design respectively. The corresponding posterior distributions for a sample 
y of n observations are 1l'e(0ly) and 1rd(0ly). Let pd(y) and Pe(Y) be the 
marginal, or predictive distributions, of the designer and evaluator for the 
data. Approach 1 minimizes EPd(Y) E1rd(8IY) L( 0, a), the designer's predictive 
risk for the evaluator's estimate, where a = a(y) minimizes E1re(BIY) L( 0, a). 
An alternative viewpoint, motivated in this paper, is that the designer 
should design to make the evaluator's inferences as precise as possible from 
the evaluator's viewpoint. The alternative approach, denoted "Approach 
2", minimizes the expectation, under the designer's marginal predictive dis-
tribution of data, of the evaluator's Bayes risk. That is if a minimizes 
E1re(8 IY) L(0, a), in Approach 2 the design is chosen to minimize EPd(Y) E1re(8IY) L(0, a). 
In Approach 1 the design is chosen to minimize EPc1.(Y) E1rc1.(8IY) L(0, a). 
Approach 2 is appropriate when the designer has prior information and 
is willing to use all the prior information for design but does not want to use 
all the prior information for analysis. The designer wants the analysis to be 
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the best analysis possible for a prior distribution which does not represent all 
the prior information available. This might be the case, for example, if the 
designer wishes to design an experiment to convince a scientific community 
which does not share the designer's prior beliefs. The designer, therefore, 
serves the needs of the evaluator. Another motivation is that the designer is 
a company with a lot of additional information, but the evaluator is the FDA 
who will use a maximum likelihood analysis or inferences from a reference 
prior distribution. 
Approach 1 can also be implemented using a non-informative prior dis-
tribution but in Approach 1 it is the posterior risk of the designer not the 
posterior risk of the evaluator that is minimized. The differences between 
Approach 1 and 2 are illustrated with examples. 
1.1 The Linear Model 
Consider a linear model where y, given 9 and a2 , is a vector of n inde-
pendent responses with mean X 8 and variance a2 I, where a 2 is known. 
Here 8 is a vector of p parameters and X is the design matrix. Suppose 
the prior distributions are normal conjugate prior distributions. That is the 
prior distribution are 8la2 rv N(µ,i, a2 R'i'1), where a-2 ~ is a prior precision 
matrix and i = e, d for evaluator and designer respectively. The posterior 
mean of the evaluator is Be = (XT X + Re)-1 (XT y + Reµe) with poste-
rior variance a2(XT X + Re)-1• Similar expressions represent the posterior 
distribution of the designer with Rd and µd replacing Re and µ,e. This 
is an unusual situation where the posterior variance does not depend on 
the data y. For fixed n, therefore, applying Approach 2 for any designer's 
prior distribution leads to choosing the design to optimize some function of 
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xT X + Re. For example with square error loss for the estimation of e 9, 
Approach 2 leads to minimizing cT(XT X + Re)-1c, the usual c-optimality 
for the evaluator's prior distribution. If Re ~ 0 the evaluator has an im-
proper non-informative distribution, the evaluator's posterior mean is the 
least squares estimate and Approach 2 gives classical, non-Bayesian, optimal 
design (as in Fedorov, 1972, Silvey, 1980, Pukelsheim, 1993, for example) 
with D-optimality or A-optimality under suitable loss functions. 
Approach 1 views the problem as optimal design for a suboptimal es-
timate. The designer's posterior will also be normal with posterior mean 
iJd = (XT X +Rct)-1(XT y+Rdµd) and posterior variance a2(XT X +Rd)-1• 
For the example of estimating e 9 with square error loss, Approach 1 leads 
to choosing the design to minimize the designer's expectation of the square 
error of the evaluator's estimate c7'iJe, which is 
EPd(Y) grrd(81Y)(cT9 _ cTiJe)2 
- a2e(XT X + Rd)-1c + EPd(Y>(cTiJd - cTiJe)2 
The first term is the designer's optimal design criterion, just as if the designer 
would use 1rd(8) for design and analysis, and the second term is the designer's 
expectation of the squared distance between the designer's posterior mean 
and the evaluator's estimate. Corresponding criteria can be derived for other 
loss functions. If the evaluator's prior distribution is non-informative then, 
just as in Approach 2, the criterion becomes that of classical non-Bayesian 
optimal design. 
1.2 Linear Model Example 
Consider for illustration the case of a two treatment comparison, of treatment 
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to control, where u2 = 1. The designer's prior distribution, 1rd(8), is such 
that more is known about the control mean, 81, than the treatment mean, 
82 , and that the designer believes that 82 has a higher mean but this belief 
is not shared by the scientific community. Specifically, for the designer 81 ""' 
N(O, A) and 82 rv N(l, 1) independently. The analysis, however, will be 
done using a less informative prior distribution, where 81 rv N(O, 1) and 
82 rv N(O, 1) independently. The prior distribution for analysis is much 
less informative than the prior distribution for design. For estimating the 
difference 81 - 82 with squared error loss with n = 10 observations, Approach 
1 gives n1 = 0 and n2 = 10, and, in contrast, Approach 2 gives n1 = 5 and 
n2 =5. 
Design for the designer as a single decision maker with 1rd(8) also leads to 
no observations on the control and 10 on the treatment. Neither Approach 
1 nor the design for the designer as a single decision maker leads to a very 
satisfactory design for convincing the scientific community. No observations 
are taken on the control. Approach 2 leads to a design that will give the best 
analysis possible under the prior distribution being used for analysis. 
Note that as in other examples with normal sampling, if a non-informative 
analysis is used for analysis, Approach 1 and Approach 2 give the same 
design. 
1.3 The Non-linear Model 
In a non-linear model, a normal approximation to the posterior distribution 
is frequently used (eg. Berger, 1985, p. 224). Suppose that each of n 
independent variables Yi is observed at an explanatory variable Xi, chosen 
from some set X. The distribution yl8 depends on 8, a vector of p unknown 
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parameters and the design 'T/· The expected Fisher information matrix for 8 
and 'T/ is denoted by nZ(8, rJ). 
Let iJ denote the maximum likelihood estimate of 9. If a non-informative 
prior distribution is used for analysis the posterior distribution of 9 can be 
approximated by 
Bly, T/ rv N(iJ, [nZ(iJ, 17)J-1). (1) 
Approach 2 in this case, leads to design optimizing some function of Z(iJ, 7J), 
under the designer's predictive distribution for iJ. If iJ is a consistent estimate 
of 9, then the designer's predictive distribution for iJ can be asymptotically 
approximated by the designer's prior distribution. Then, for example using 
entropy as loss our Approach 2 leads to choosing the design 'T/ to maximize 
</)1 ( rJ) = E1rc1(B) log det Z( 8, T/) ( D-optimality) 
or, using squared error as loss, leads to minimizing 
(A-optimality) 
where the expectation is over the designer's prior distribution and B is some 
matrix of weights, possibly depending on 9. These are Bayesian versions 
of D-optimality and A-optimality for non-linear design. These criteria have 
become quite widely used as they are attractive alternatives to local opti-
mality for these problems (Chernoff, 1953). Approach 2 provides further 
justification for them as designs using prior information for design but not 
for analysis. See Chaloner and Verdinelli (1995} for a review of their use. 
Approach 1 would argue for different criterion involving the designer's 
prior precision matrix and using an approximation to the designer's posterior 
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distribution 
(2) 
where ~( 8) is the matrix of second derivatives of the logarithm of the prior 
density function and lJd is the generalized maximum likelihood estimate of 8 
under the designer's prior distribution (Berger {1985), p. 133). This will be 
used is Section 5.2. 
1.4 Summary 
In summary suppose the designer has information, as a prior distribution, 
about the the experiment. The marginal predictive distribution of data under 
the designer's prior distribution, pd(y), is calculated. Approach 2 minimizes 
the expectation, under pd(y), of the evaluator's posterior risk. If the prior 
distribution for design is informative and the prior distribution for estimation 
is a reference or a much less informative prior distribution then this approach 
is that of using as much prior information as possible for design but allowing 
the results to "stand on their own". The results will be accepted by the 
scientific community. Tsutakawa (1972) also motivated this general idea and 
suggested using an informative prior distribution for design and a different, 
less informative prior distribution for inference. The designer, in this case, is 
also the evaluator but uses one prior distribution for design and a different, 
less informative, prior distribution for inference. 
Approach 2 is similar to the approach of Jackson, Novick and DeKeyrel 
(1980) who motivate it from an adversarial situation. Using Bayesian meth-
ods to design for a frequentist analysis is also motivated and developed in 
Carlin and Louis (1985) and Louis and Bailey (1990) who use prior informa-
tion to interpret p-values from multiple testing. 
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Sample size choice for both normal and Bernoulli examples are consid-
ered in Sections 2 and 3. Sample size choice for normal sampling was the 
primary example considered by Etzioni and Kadane {1993) using Approach 
1 and is extended here to other sampling situations. Approaches 1 and 2 
are compared in Section 4. The designs can be very different. A Poisson 
regression model is discussed in Section 5. 
2. APPROACH 2 
Denote the optimal sample size as n; for Approach i, i = 1, 2. 
Our Approach 2 is first developed for any two prior distributions; that 
is one is not necessarily more informative than the other. Denote R2(n) to 
be c:n + EPa(Y) E1re(9IY) L(0, a), where a minimizes E-rre(BIY) L(0, a). R2(n) is 
the sum of the cost for sampling n observations and the expectation of the 
evaluator's optimal Bayes risk with respect to the designer's marginal pre-
dictive distribution. Approach 2 minimizes R2 (n). R2(n) is not a predictive 
risk in the usual sense but the sampling cost plus the expectation, under the 
designer's prior distribution, of the evaluator's posterior risk. 
2.1 Normal Sampling 
Consider normal sampling with mean 0 and variance a2• Denote the mean of 
n observations as y. Let the prior distributions be normal with mean µi and 
variance 1/ri, i = e, d. Assume a constant cost c per observation and without 
loss of generality a2 = 1. Under squared-error loss, the Bayes estimate of 0 
with respect to 7re(0ly) is the posterior mean, a= E-rre(Blfi)(), and 
1 R2(n) = c:n + --. 
n+re 
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Minimizing R2(n) over non-negative n, the optimal sample size n2 is 
1/ v'c - Te if 1/ v'c > Te; otherwise n2 = 0. Note that in this special case of 
normal sampling, the evaluator's posterior loss does not depend on the data, 
y, and therefore the optimal sample size depends only on Te, the evaluator's 
precision. The optimal sample size does not depend on the designer's prior 
distribution and is decreasing with Te. In this special case it is also the 
evaluator's optimal strategy. In the case when the evaluator uses a non-
informative prior distribution, Te ~ 0, the sample size converges to 1/ v'c 
which corresponds to the classical solution (see e.g. Cochran, 1977, p. 84). 
2.2 Bernoulli Sampling 
Suppose the observations are sampled from a Bernoulli distribution with 
probability of success 0 and Beta(ai, ,Bi), i = e, dare the prior distributions. 
Then, for all Oe, ad, ,Be and ,Bd > 0, 
R2(n) = en 
n2o.dPd + n(-adPd + (o.dPe + O.ePd)(ad +Pd+ 1)) + O.ePe(O.d + Pd)(o.d +Pd+ 1) +-----------,-----~---------(0.d + Pd)(o.d + f3d + l}{n + O.e + f3e) 2 (n + O.e +Pe+ 1) 
Unlike the case with a normal likelihood, R2(n) is hard to simplify and 
there is no closed form expression for the optimal sample size n2. In the 
special case Oe = k,Be, k > 0, as Oe goes to +oo then R2(n) tends to en which 
does not depend on ad and ,Bd. The evaluator's prior opinion is very infor-
mative and so the evaluator's posterior loss will be close to zero, whatever 
the data. The optimal sample size is therefore 0. 
For Oe = f3e and ad = (3d, Figure 2.l(a) and Figure 2.l(b) plot the 
contours of n2 as a function of ae and ad for cost = 0.0025 and 0.000625. 
The region to the right of line O is the region of n2 = 0 and the sample sizes 
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Figure 2.1: The contours of n2 as a function of ae and ad for ae = /3e, ad = /3d 
and (a) cost= 0.0025, (b) cost= 0.000625. 
between line 0 and line 1 are all 1. Table 2.1 reports some numerical results 
for cost = 0.0025, and both prior means are ½- The sample size does not 
depend much on ad and /3d-
The case ae -+ 0, f3e -+ 0 is of special interest as it corresponds to vague 
prior information for estimation. The sample size n should be restricted to 
at least two. If n = 0 or n = 1 then 1re(Bly) is improper and thus R2(n) is 
undefined. The optimal sample sizes for ae-+ 0, /3e-+ 0 and cost= 0.0025 
are shown in Table 2.2. In this case, the sample size is maximized at ad = f3d 
in each row and each column. If ad= f3d = a, the sample size increases with 
a and is bounded by 7. (With cost = 0.0025, n2 is 7 for ad = f3d = 10000.) 
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3. APPROACH 1 
Etzioni and Kadane (1993) consider the same normal sampling problem 
for a normal likelihood with unknown mean 0 and known variance a2 • The 
goal of their approach is to find the optimal sample size ni for which the 
designer's predictive risk of sampling n observations for the evaluator's pos-
terior estimate is minimized. Their results for normal sampling are summa-
rized here and their approach is extended here to Bernoulli sampling. Both 
approaches can also be extended to Poisson sampling (see Tsai, 1999). 
3.1 Normal Sampling 
Assume 1r"i(0) to be normal, N(µi, 1/ri), i = e, d. Let a2 be 1. Assume a con-
stant cost c per observation and squared-error loss. Let r = re(re - rd)/rd + 
r;(µd - µe) 2, y = Jc(n + re), r = Jcr, g(y) = y + 1/y + r/y2, n = Jen and 
Te = vcre. Then the designer's predictive risk of sampling n observations for 
the evaluator's estimate, R1(n), is 
R1(n) 1 r - cn+--+---
n + re (n + re)2 
- vcg(y) - C'Te-
Theorem 1 (Etzioni and Kadane, 1993). Let y(r) be the largest real root 
of the cubic y3 - y - 2r = 0. Then the optimal sample size is ni = iii/ ..Jc 
where 
_* { y(f) - Te if r > (- 3~) and - y2(r) < f-e < y(r), 
n1 = O otherwise. 
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Figure 3.1: The contours of iii as a function off and fe. 
Figure 3.1 plots contours of iii as a function of rand fe. 
From Theorem 1, it is optimal not to sample when the prior precisions 
for both estimation and design are high and the two prior means are close 
to each other. When the prior means are far apart or the prior precision for 
design is small, more observations will be needed. 
For the case lµd - µel and rd fixed, r tends to 0 as fe goes to 0. This 
implies iii converges to 1. Thus the optimal sample size, ni, converges to 
1 / vc which is the sample size under a flat prior and it also corresponds to 
the classical result. 
When the two prior distributions agree, the optimal sample size will be 
l/.jc- r if r < 1/.jc, otherwise ni = 0. 
3.2 Bernoulli Sampling 
Choosing the sample size for Bernoulli observations with probability of sue-
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cess (} was not considered by Etzioni and Kadane. Let the prior distribu-
tions used for estimation and design be the conjugate Beta distributions, 
Beta( ae, /3e) and Beta( ad, 13d) with strictly positive parameters ae, /3e, ad 
and f3d-
Let en be the sampling cost, and 
y - VC(n +a.+ ,8.) ( (aa + .Ba)!:;d+ .Ba+ I) r2 
r _ .Jc ((ad+ /3d)(ad + /3d + 1)) 312 x 
adf3d 
and 
(aef3d - adf3e)2(ad + f3d + 1) + adf3d(ae + f3e)((ae + f3e) - (ad+ f3d)) 
(ad+ f3d) 2(ad + /3d + 1) 
g(y) 
Under squared-error loss, 
. r,. adf3d R1(n) = ye.; ( /3 )( /3 l)g(y) - c(ae + f3e)-
ad + d ad+ d+ 
Let y(r) denote the largest real root of the cubic y3 - y - 2r = 0. By 
Theorem 1, the optimal sample size for Bernoulli sampling is 
n* = { 0 ei/!ey(r) - (ae + f3e) if r > - 3}a and - y2(r) < .,\ < y(r), 
1 O otherwise. 
Consider the case ae/f3e = ad/f3d = k with k > 0 first. The designer 
and the evaluator have the same prior mean but different prior variances. In 
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Figure 3.2: The contours of ni as a function of ae and ad for ae = f3e, ad = 13d 
and (a) cost= 0.0025, {b) cost= 0.000625. 
this case, the optimal sample size is 0 for large ad. If ae is fixed, then ni 
decreases as ad increases for ad< ae. 
Fork= 1, both the prior distributions are symmetric about 1/2 and the 
prior precisions are 4{2ae + 1) and 4{2ad + 1). Figure 3.2{a) and Figure 
3.2{b) plot contours of ni as a function of ae and ad for cost = 0.0025 and 
0.000625. The sample size is O for any ( ae, ad) lies in the region above line 
0 and the region between line O and line 1 is the region of ni = 1. The 
numerical results for cost = 0.0025 and 0.000625 are summarized in Table 
3.1 and Table 3.2. The optimal sample sizes are small when the designer 
has high prior precision. Moreover, if there is a single prior distribution with 
mean ½, let a = ae = ad, for a ~ {-1 + J1 + l/c)/4 it is optimal not to 
sample. Table 3.3 summarizes the sample sizes with different o's and costs. 
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Figure 3.3: The contours of ni as a function of ae and ad for ae = 4/3e, 
ad= 4f3d and (a) cost= 0.0025, {b) cost= 0.000625. 
It's not surprising that the sample size decreases with cost. For a small value 
of cost, say 0.0001, the sample size changes from 7 to 20 when a increases 
from 0.01 to 0.1. 
For k = 4, Figure 3.3(a) and Figure 3.3(b) plot contours of ni as a 
function of ae and ad with Oi = 4/3i, i = e, d for cost = 0.0025 and 0.000625. 
The results are similar to the results for k = 1. In the case Oe = ad, the 
optimal sample size is O if ae ~ 2 (-1 + J1 + 16/(25c)) /5. 
If both ae and f3e go to 0, similar to the conditions in Approach 2, the 
sample size should be restricted to at least 2 so that the evaluator's posterior 
mean and variance are well-defined. If Oe and f3e tend to O and ad and 13d 
are fixed, then ni = max{2, ~/Jc(ad + f3d)(ad + {3d + I)}. In this case, 
more data are required if both the parameters ad and 13d are small or if both 
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are large. Moreover, ni approaches 2 from above as one of the parameters 
goes to +oo with the other one fixed. If c < ½ and ad and fJd are equal and 
go to +oo then ni approaches 1/(2v'c) from below. 
When the two prior distributions agree and are proper, ni is the maxi-
mum of ../iiP/ Jc(a + (J)(a + /3 + 1) - (a+ /3) and 0. 
4. COMPARISON OF TWO APPROACHES 
Recall that the optimal sample size is denoted as n; for Approach i, i = 
1, 2. 
4.1 Normal Example 
Suppose that observations Yil0 are independent observations from a N(0, 1) 
distribution. Observations cost c = 0.0025 units and the loss is square error. 
The prior distributions are 7rd(0) is N(0, 1/20) and 7re(0) is N(0, 1): the prior 
distribution for design is much more precise than the prior distribution for 
estimation. Approach 2 gives n2 = 19, this minimizes the evaluator's poste-
rior loss. Approach 1, minimizing the designer's expectation of the loss for 
the suboptimal estimator that the evaluator will use, gives ni = 0, take no 
observations. For Approach 1 this makes sense as the evaluator's estimate, 
if no observations will be taken, is zero, which is a good estimator under the 
designer's very precise prior distribution. Approach 1 takes no account of 
the evaluator's posterior variance, which will remain large. 
4.2 Normal Sampling Overview 
Under a normal likelihood with known variance 1, the optimal sample size 
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ni is y(r)/VC - Te if both r > -l/(3V3) and -r/y2(r) < Te < y(r); and 
is 0 otherwise. Approach 2 gives n2 = max {0, 1/ vc - Te}- Approach 1 and 
Approach 2 give the same sample size if r equals 0. Thus in the case of a 
non-informative prior distribution for estimation, that is Te ~ 0, both ni 
and n2 converge to 1/ vc when lµe - µdi and Td are fixed. In addition, when 
the two prior distributions agree, so do ni and n2, and they are both equal 
to max{0, 1/./c- re}- In general, if r is greater than 0, more observations 
are needed under Approach 1. That is, if Te is fixed, then ni 2:: n2 when 
the two prior means are far apart or the designer's precision is less than the 
evaluator's precision. Alternatively, if r is less than 0, then ni ~ n2. 
4.3 Bernoulli Example 
Consider a similar example to that of 4.1 but with Bernoulli sampling. That is 
suppose that observations Yil0 are independent observations from a Bernoulli 
distribution with mean 0.. Observations cost c = 0.0025 units and the loss 
is square error. The prior distributions are 1rd(0) is Beta(IO, 10) and 1re(0) 
is uniform, Beta(!, 1). Again, the prior distribution for design is much more 
precise than the prior distribution for estimation. Approach 2 gives n2 = 6, 
this minimizes the evaluator's posterior loss. Approach 1, gives ni = 0, take 
no observations. Again for Approach I this makes sense as if no observations 
will be taken 0e = 0, which is a good estimator under the designer's very 
precise prior distribution. 
4.4 Bernoulli Sampling Overview 
For a normal sample with variance 1, after re-parameterization, the optimal 
sample size is a function of fe and f in Approach 1. The relationship be-
tween the optimal sample size and those two parameters, Te and f can be 
17 
easily seen in a contour plot. Under Bernoulli sampling, however, the opti-
mal sample size can not be re-parameterized as a function of two parameters. 
Only some special cases are discussed here. In the case O!e = f3e and od = (3d, 
the evaluator and the designer have the same prior mean of½ but different 
prior variances. If the designer's precision is high the optimal sample size 
for Approach 1 is 0. If the evaluator has high precision Approach 2 has an 
optimal sample size of 0. For od and f3d fixed, if both O!e and f3e go to 0, 
R1(n) tends to en+ odf3d/(n(od + f3d)(od + (3d + 1}} and R2(n) converges to 
en+ (n - l)adf3d/(n(n + I)(ad + f3d)(od + f3d + 1}), which is similar, but not 
quite identical. When the two prior distributions agree and are proper, ni is 
max { 0, -vciP/ Jc(a + f3)(a + /3 + 1) - (a+ (3) }, the same as n2. 
5. POISSON OPTIMAL DESIGN EXAMPLE 
For a special case of Poisson sampling, Approach 2 can be implemented 
exactly, under squared-error loss, without the use of approximations. Con-
sider a model where observations Yii are from Poisson distributions with 
mean 0xi where 0 is a unknown parameter and Xi are the design points 
which are non-negative and bounded above by a positive value B. Given 
an overall sample size n, suppose ni observations are from Poisson ( 0xi) for 
i = 1, 2, · · · , k, k ~ n and Ef:1 ni = n. Note that T = Ef:1 E.1:!:1 ~i is a 
sufficient statistic for 0. For Approach 2, the purpose of the experiment is to 
choose Xi, ~ and k such that EPd(EYi;,Z) E1re(OI EYi;,Z) L(0, a) is minimized 
where a minimizes E7re(61I:l'i;,Z)£(8, a). 
Let the prior distribution of 0 be a gamma distribution, 1ri(8) = (3f'i0Qi-1 
exp(-f3i0)/r(ai), i = e, d. Then given 0 and z, T is Poisson with mean 
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0 :Ef:1 nixi. The posterior distributions of 0 given T and :c are 
(01T ) _ (f3i + :Ef=l niXi) 0 i+T0ai+T-l ( ( ~ ) ) · 1ri , :c - r(ai + T) exp - f3i + {;r niXi 0 , i = e, d. 
In this section first n will be considered fixed and the designer's expectation 
of the evaluator's posterior expected loss will be minimized then second, for 
fixed cost c per observation the best choice of n will be found. 
5.1 Quadratic Loss for Approach 2 
Under squared-error loss, for fixed n, 
g,(TJZ) [Var"•(BJT,Z)9] = O!e/3d + °'d ft=11l;X; 
f3d(f3e + :Ei=l nixi)2 
which depends on Ef=1 niXi-
Let M = Ef=1 ~Xi and, for fixed n, denote </>(M) to be (aef3d+adM)/(f3d(f3e+ 
M)2 ). Taking first and second derivatives of cp(M) with respect to M: 
a~ <P( M) - ;d (/3. + M)-3 ( o:df3e - 2o:ef3d - o:dM) 
a2 1 
8M2 </J(M) - f3d (f3e + M)-4(-4adf3e + 6aef3d + 2adM). 
Note that Mis non-negative and bounded above by nB and below by 
0. If o.df3e - 2o.ef3d ~ 0, then 8'!,</>(M) = 0 at Mo = (o.df3e - 2aef3d)/o.d 
and 8~ 2 </>( M) is negative at M = M0 • The function </>( M) is concave with 
maximum ¢,(Mo) and minimum min{ </>(O), </>(nB) }. If adf3e-2o.ef3d < 0, then 
at<l>(M) < 0 for all M ~ 0, and </>(M) is decreasing with M. So </>(M) is 
minimized at M = nB. 
For fixed n, therefore, if o.df3e - 2o.ef3d ~ 0 and </>(O) < </>(nB) then it is 
optimal to put all observations at x = O; otherwise the optimal design puts 
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all observations at x = B. In both cases the optimal design is a one-point 
design. 
It is also clear that if all observations are at x = 0 then n* = 0. 
If the optimal design puts all observations at x = B, then let r -
{JB J f3d/ ad 3 ( aef3d - o.df3e) / ad and y( r) denote the largest real root of the 
cubic y3 - y- 2r = 0. Then by Theorem 1, 
n* = { {f¥.y(r) - f3e if r > - 3~ and - y2(r) < ffff/3e < y(r), 
0 otherwise. 
5.2 Logarithmic Loss for Approach 2 
When the loss function is -log(a), E1re(BIE!:1 E;~1 l'i;,Z)(- log(a)) is mini-
mized at a= 1l"e(01 Et1 E']::1 ~;, z) (Bernardo, 1979). The posterior distri-
bution of 0 and the distribution of the sufficient statistic I:~=l E'J::1 ~; again 
depend on the design only through M = Et1 niXi- Leth be f3d/(f3d + M). 
Then the designer's predictive distribution of the data is 
Pd(tlM) - f p(tl0, M)1rd(0)d0 
- r(ad + t) hQd(l - hf 
r(ad)t! 
Taking the first and second derivatives of logp(tl0, M) and log1re(0), 
a t 
fJO logp(tl0, M) = 0 - M; 
and 
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a2 t 
002 logp(tl0, M) = - 02 
Oe -1 
92 
The generalized maximum likelihood estimate of 0, 0, is ( t + ae -1) / (f3e + M). 
Therefore by using approximation (2), if t + ae - 1 > 0 then the evaluator's 
posterior distribution can be approximated by 
( t + Oe - 1 t + <le - 1) 1re(01t, M) ~ N /3e + M '(/3e + M)2 . 
Minimizing EPd(tlM) E1re(9lt,M>(- log1re(Olt, M)) over M is equivalent to 
minimizing </>(M) = -2 Iog(/3e+M) +EPd(tlM)(log(t+ae-1)). Table 5.1 gives 
the results of some numerical minimizations of </>(M) for nB = 100. In all 
cases the optimal design was a one-point design putting all the observations 
at x = 0 or all at x = B. When it is optimal to take all the observations at 
x = 0 it can be shown that the optimal sample size, n* must be 0. When all 
observations are taken at x = B it is not possible to find a closed form for 
n*. 
5.3 Approach 1 
The posterior distribution 1ri(0lt, M) can be approximated by a normal dis-
tribution with mean (t+ai-1)/(/3i+M) and variance (t+ai-1)/(/3i+M) 2 
where t + ai - 1 > 0, i = e, d. Under the logarithmic loss function, for fixed 
M, 
,El'd(tlM) E7'"d(Blt,M) [- log(,r"e(0lt, M))] 
R:: _EP•(tlM) [-Iog(,B. + M) + ~ log(2ir(t + a. -1)) 
(/3e + M)2 (t + ad - I + (t + ad - 1 _ t + Oe - 1))] . 
+ 2(t + <le - 1) (13d + M) 2 /3d + M /3e + M 
Numerical results for some ae, /3e, ad, 13d and nB = 100 are summarized 
in Table 5.2. The optimal design is again the one-point design. 
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5.4 Discussion 
Approach 1 and Approach 2 give different designs in the examples. For 
example, if f3e approaches 0, ad = 13d = 10 and ae - 1 = 0.5, then the 
optimal design is at x = 0 for Approach 1, but is at x = B for Approach 2. 
In the special case where the two prior distributions agree, 1re(8) = 1rd(8), 
the two approaches give the same design. Let ae = ad = a and /3e = 13d = /3. 
Under squared-error loss, </>(M) = a/(/3(/3+M)) which is decreasing with M. 
Therefore, </>(M) is minimized at M = nB. When a logarithmic loss func-
tion is used, </>(M) = -2 log(/3 + M) + EP(tlM>(Iog(t + ae - 1))/2 + (log(21r)) 
which must be calculated numerically. The optimal design is at x = B for 
a = 1.1, 2, 10, f3 = 0.5, 1, 10 and nB = 100. When a = 1.1 and /3 = 100, 
</>(M) is minimized at M = 0. 
6. CONCLUSION 
Approach 1 gives the design that minimizes the designer's own risk for 
the evaluator's suboptimal estimate. But in many situations, experiments are 
designed with a goal of submitting the results for publication. The published 
analysis will typically correspond to a non-informative or much less infor-
mative prior distribution, or the analysis may be by maximum likelihood or 
some other non-Bayesian methods. Approach 2 reflects this situation and the 
goal is to design such that the inferences reported are as precise as possible. 
This approach reflects the fact that an experimenter may have substantial in-
formation that he or she is willing to use for design but would prefer to use a 
non-informative prior for inference so that the results will be widely believed. 
This situation is likely to occur frequently and complements Approach 1. 
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The strict, normative, Bayesian theory implies that if prior information 
is available it should be used for both design and analysis. This can lead 
to designs, for example, where few, or no, observations are taken on con-
trol groups, because there is a lot of prior information about the control 
treatment. The strict normative analysis will subsequently depend on that 
prior information but be less convincing to a wider audience who will not 
share that prior information. Approach 2 formalizes a way of using prior 
information for design but not for analysis. 
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Tables 
Table 2.1: The Optimal Sample Sizes for Bernoulli Distribution with ae = /3e, 
ad= /3d, cost = 0.0025 for Approach 2 
ad 
0.0001 0.5 1 2 10 
0.5 6 6 6 7 7 
1 6 6 6 6 6 
2 6 5 5 5 5 
ae 3 5 4 4 3 3 
4 3 2 2 2 1 
5 0 0 0 0 0 
10 0 0 0 0 0 
Table 2.2: The Optimal Sample Sizes for Bernoulli Distribution with ae -+ 0, 
/3e-+ 0 and cost=0.0025 for Approach 2 
/3d 
0.5 1 2 3 4 7 10 
0.5 2 2 2 2 2 2 2 
1 2 2 2 2 2 2 2 
2 2 2 2 2 2 2 2 
O'.d 3 2 2 2 7 7 2 2 
4 2 2 2 7 7 7 2 
7 2 2 2 2 7 7 7 
10 2 2 2 2 2 7 7 
24 
Table 3.1: The Optimal Sample Sizes for Bernoulli Distribution with 
ae = f3e, ad = f3d and cost = 0.0025 for Approach 1 
ad 
0.5 1 3 5 10 
0.5 6 7 0 0 0 
1 7 6 0 0 0 
2 8 7 3 0 0 
ae 3 10 8 3 0 0 
4 11 8 3 0 0 
5 12 9 3 0 0 
10 14 10 1 0 0 
Table 3.2: The Optimal Sample Sizes for Bernoulli Distribution with 
ae = f3e, ad = {3d and cost = 0.000625 for Approach 1 
ad 
0.5 1 3 5 8 10 
0.5 13 15 17 17 0 0 
1 14 14 15 15 0 0 
2 17 15 13 12 0 0 
ae 3 20 17 13 10 0 0 
4 23 19 13 9 0 0 
5 25 21 13 9 0 0 
10 35 28 15 9 3 0 
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Table 3.3: The Optimal Sample Sizes for Bernoulli Distribution with 
ae =ad= f3e = f3d = a for Approach 1 
cost/10000 
1 10 20 30 40 50 
0.01 7 2 2 1 1 1 
0.05 15 5 3 3 2 2 
0.1 20 6 4 4 3 3 
a 0.5 34 10 7 5 5 4 
1 39 11 7 5 4 4 
5 38 5 1 0 0 0 
10 29 0 0 0 0 0 
Table 5.1: The Poisson Optimal Design for Approach 2 
ae - 1 = 0.5, 100 ae - 1 = 0.5 ae -1 = 100 
ad 13d f3e = 0, 0.9, 1 f3e = 100 /3e = 100 
0.1 1,10 
0.1,1 50 B B B 
0.1,1 100 
0.1,10 0.1 
1 1 B 0 B 
1,10 10 
10,50,100 50,100 
1,50 0.1 
10 1 B 0 0 
50,100 1,10 
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Table 5.2: The Poisson Optimal Design for Approach 1 
Oe -1 = 0.5 Oe -1 = 100 
ad (3d f3e = 0 f3e = 0.9 f3e = 1 /Je = 100 f3e = 0, 0.9, 1, 100 
0.1 1 B B B 0 B 
1 1,10,50,100 
0.1 10,50,100 B B B B B 
10 10 0 B B B B 
50 50 
50,100 100 0 0 B B B 
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