AlmU'net--This paper considers the computation of all solutions to the inverse position problem for general six-revolute-joint manipulators. Instead of reducing the problem to one highly complicated input-output equation, we work with a system of I I very simple polynomial equations. Although the total degree of the system is large (1024), using the "method of the generic case" we show numerically that the generic number of solutions is 16, in agreement with previous works. Moreover. we present an elEcient nun~rical method for finding all 16 solutions, based on coe~icient-parameter polynomial continuation. We present a set of 41 test problems, on which the algorithm used an average of le-~ than l0 s of CPU time on an IBM 370-3090 in double precision FORTRAN. The methodology applies equally well to other problems in kinematics that can be formulated as polynomial systems.
I. INTRODUCTION
The inverse position problem For six-link manipulators, in which the hand position and orientation are given and the joint displacements are to be Found, is of fundamental importance to computer controlled robots. It is also equivalent to the displacement analysis of seven-link single-loop spatial mechanisms. While the problem can be expressed in closed-form For a variety of special cases, such as when three consecutive axes intersect in a common point, this appears to be impossible For more general cases. Of particular note is the most general 6R manipulator, which has six revolute joints (hence "6R') and general link parameters. In the absence of a closed-Form solution, a problem can be considered "solved" when two objectives have been met: (1) a tight upper bound on the number of solutions has been established and (2) an efficient, numerically sound method For computing all solutions has been demonstrated, in this paper, we present a numerical approach, based on polynomial continuation, that addresses both objectives for the 6R problem. Moreover, the scope of the methodology extends beyond this problem to a host of other kinematic synthesis and analysis problems. This methodology is based on the "method of the generic case", a rigorous computational technique for proving results about polynomial systems. This includes a general method for finding (and proving) tight upper bounds on the number of solutions.
The inverse position problem for manipulators has been studied for at least two decades, while the analysis of spatial mechanisms extends back a century. A landmark treatise on the subject of 6R manipulators came in 1968 when Pieper [I] developed closed-form solutions for the case where any three consecutive axes intersect in a common point. His work also included a polynomial formulation For the general 6R problem, but it had a total degree of 64,000. The first major accomplishment in the attack on the general 6R problem came in 1973 when Roth et al. [2] showed that there are at most 32 solutions.t Albala and Angeles addressed the problem in 1979 [3] . Then in 1980, Duffy and Crane [4] derived a 32nd degree polynomial For the problem. Duffy [5] also presented lower degree polynomials for a wide variety of special cases involving prismatic or cylindric joints as well as for the 6R case with the consecutive axes parallel. In 1984, Tsai and Morgan [6] cast the problem as eight second-degree equations (total degree 256), which they solved numerically using polynomial continuation. Reformulated as a two-homogeneous system, the Tsai-Morgan system was reduced to two-homogeneous degree 96 by Morgan and Sommese [7] and tUnless there are an infinite number. This is a qualification we will generally omit. since it is always a possibility; for example, in singular configurations in which one or more axes may turn without affecting the hand position and orientation.
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effectively to degree 64 in Ref. [8] . (See Appendix A.) Computations with both formulations supported the conjecture that, for genetic parameters, there are always 16 (sometimes complex) finite solutions. Motivated by this result and numerical solutions by Crane, Primrose [9] was the first (1986) to prove conclusively that there are at most 16 solutions by showing that the remaining 16 solutions to the Duffy--Crane polynomial had pure imaginary parts. Finally, in 1988 Lee and Liang [10] were able to reduce the problem to a single 16th degree polynomial. This work was simplified and extended in Ref. [11] . Complementing these results, Manseur and Dory [12] have found an example where all 16 solutions are real. Although a 16th degree polynomial reduction of the 6R problem has been established, it does not necessarily follow that the fastest, most numerically stable numerical method for this problem must be based on such a reduction. Issues of algebraic stability, for example, have lead some researchers [I l] to evoke hundreds of digits of precision for portions of the computation. Further (numerical) analysis will be required to clarify which combinations of methods are most effective.
Almost two decades have elapsed from the time that Pieper first considered the general 6R manipulator problem as a polynomial system until a tight bound on the number of solutions was firmly established. This indicates the difficulty in reducing even a moderately complicated polynomial system to a single polynomial of minimum degree. In this paper we use a methodology for general polynomial systems that can be used both to determine the generic number of solutions numerically and also to calculate all of the geometrically isolated? solutions. This methodology does not involve reducing the system to a single polynomial. It is instead based on new developments in polynomial continuation. We apply this general methodology to a new model for the 6R inverse position problem, presented in Section 2. In Section 3, we give an overview of polynomial continuation and the related polynomial theory, focusing on the recent developments that have improved the method dramatically. Section 4 describes our code for solving the problem and documents its performance on a number of examples. Section 5 gives the conclusions.
MODELLING
We model the 6R manipulator problem using the Denavit-Hartcnburg formalism [13] (see Fig.  I ). That is, each link is represented by the line along its joint axis and the common normal to the next joint axis. (In the case of parallel joints, any of the common normals can be chosen.) We place a unit vector z, along joint axis i and a unit vector xi + ~ along its common normal to joint axis i + I. (Boldface type denotes a vector in three-space.) A fixed vector x~ perpendicular to z~ defines a fixed reference frame, and an ¢nd-effector axis z7 is attached to link 6. The origin point O and the cndpoint P are defined as in Fig. ! . Following the usual convention, each link has an offset d, along z, and a length a, along x,, ~. Also there is a twist angle ~, between z, and z, ÷ ~. The joint rotation 0, is the angle between x, and xi + ~. The parameters d,, a, % for i = ! ..... 6 are constants for a givcn 6R man~ulator, whereas 0~ ..... 06 are the variable joint angles. Now, given an end-effector position p = OP and end-effector orientation x,, ZT, the problem is to find all the corresponding sets of joint angles (0t ..... 06), (In the equivalent 7R spatial mechanism problem, z, is the final joint axis and we wish to find the joint angles as z7 is rotated about z~.)
We may formulate the problem as follows. (The symbols "-" and " × " represent the vector scalar product and the vector cross product operations, respectively.) The unit lengths imply for i--I ..... 7 z,'z,--I.
x,'x,= I.
~A solution is g¢ometricu/l)' isoluted if it is not part of a positive-dimensional solution set (c.g. a curvc or surface of solutions). We can be assured of finding only the geometrically isolated solutions using polynomial continuation (or any other general method). If a polynomial system does not have an infinite number of solutions, then every solution is geometrically isolated. A solution is said to be nonsingu/ar if the Jacobian matrix of the system at the solution is nonsingular. Nonsingular solutions are geometrically isolated, but the converse is not true. The definition of x,+l as the common normal to z, and z,+t gives for i = I ..... 6
x, + i" z~ = 0,
x, + i "z,+, = O.
The definitions of the twist angles imply for i = 1 ..... 6, z,. z, + i = cos ~,
sin ~,,x,÷ ~ = z, x z,+l.
Similarly, the joint angle definitions imply for i = I ..... 6
x,. x, + i = cos 0,
sin 0,z,--x, x x,+ i.
Finally, the endpoint position can be computed as
tin| Given x~,z~,xT,zT,p, this may be viewed as a system of equations for the unknowns x,,z, i ffi 2 ..... 6 and 0, i = I ..... 6. We have more equations than unknowns, but they can be shown to be consistent. Our first action is to reduce the number of variables and equations. Equations (!)- (9) are basically just the definitions of the usual Denavit-Hartenburg parameters. From these relations, one can easily write x,, z, in terms of x,_ ,, z,_ ~, 0, and thereby rederive the conventional transformation matrix formulation of the problem. We take an alternative approach, which is to first calculate x,, z, in equations (!)--(6) and (9) and then evaluate 0, from equations C~a~s W~d~P~t and At, ExA~ MOaO^N (7) and (8) . That is, given all the joint axis directions and their common normals, we compute the joint angles as
Xt " Xt ~-I / If the joint twists for links 1-5 are general, that is, if sin a, ~ 0, i = I ..... 5. then we can solve for x,+ ~ from equation (6): x,+, = (z, x zt+ ,)/sin ,,,.
(! 1)
From this and equations (i) and (5), equations (2)- (4) follow easily. Also, we can calculate z~ as z6 = sin ~z~ x x7 + cos ~6z7.
Defining the known quantity ~ as
a complete polynomial system of 12 equations in 12 unknowns z, i = 2, 3, 4. 5 is as follows:
i-2 where c, = cos ~, and e, = a,/sin a,(i = I ..... 5). Remember that z, is given and ze is computed in equation (12) . (Note that x7 and z7 are also given.) This is the system of equations which we used for our computations. After solving for the joint axes z,, we find the common normals from equation (I I) and then the joint angles from equation (10). System ( 14)--(16) consists of two linear [equation (15) i = I and i = 5] and 10 quadratic equations, for a total degree of 2'0= 1024. Because we take z, = (0, 0, I), equation (15) simply sets the third component of :2 to be c,, so this variable can be easily eliminated. Thus, the system we actually submit to the numerical solver consists of I i equations in ! I unknowns. Note that the sparsity of the system is a plus in minimizing the cost of function and Jacobian matrix evaluations. This sparcity could also be exploited to decrease the cost of solving linear systems involving the Jacobian matrix. Since we are mainly interested in general geometries, the restriction to nonzero twist angles is not viewed as a difficulty. For completeness, Appendix B shows how to write a similar system for a manipulator with parallel joints.
POLYNOMIAL THEORY AND POLYNOMIAL CONTINUATION
From now on we refer to the 6R inverse position problem as the "lPP". In Section 3.1 we outline "'the method of the generic case", which is the basis from polynomial theory for our numerical technique. Then in Section 3.2 we present the numerical technique itself: "coefficient-parameter polynomial continuation".
I. The method of the generic case
"The method of the generic case" refers to a mathematical theory analyzing the structure of the solution sets of polynomial systems. Here we outline the basic ideas. The results are precisely stated and rigorously proven in Ref. [14] . We denote by C ~ the complex Euclidean space of dimension i, and by R' the real Euclidean space of dimension i.
We begin with the assumption that we have a system of polynomial equations F that varies with a set of parameters Q; thus, we have
where w is a set of complex variables, w ¢ C', q is a set of parameters, say q ¢ Q, and c is a set of analytic functions giving the coefficients of the polynomials in terms of the parameters. Thus c[q] denotes an analytic map from the parameter space Q to the coefficient space, which we may take to be some C ~. We need to have w ~ C" rather than w c R" for theoretical reasons, even if only real solutions have physical meaning. Similarly, we will assume Q is an open subset of some C j, although the theory allows much more general spaces. (See Section 4, discussion of "Part 2"' of the problem set, for a case in which complex solutions have physical meaning for the IPP.) We wish to talk about "possibly physical solutions". We make this precise as follows: we assume we have a particular collection of polynomial "side conditions", s(c [q] , w) = 0; that is, additional polynomial equations that also vary with q and have w as the independent variable. We further assume that any solution obeying the side conditions cannot be a physical solution. The possibly physical solutions are those solutions to F(c [q] , w)= 0 that do not obey the side conditions s(c [q] , w) = O. In any particular case, these possibly physical solutions may not be physical; for example, some of them may include imaginary numbers. We want the generic set of possibly physical solutions to be as small as possible. This will yield the tightest bound on the number of physical solutions. The best case occurs when there is a choice of parameters for which all the possibly physical solutions are physical, demonstrating that the bound cannot be any tighter. For the IPP we have such a tight bound, 16 .
In physical problems, it is natural to conceptualize q as being the set of physical parameters. However. often it is desirable to let q be derived from these parameters rather than take q be the physical parameters themselves.
Regardless of the way in which q is defined, we have the following result: for all generic choices of q0 in Q, the structure of the solution set of F(c [qo] , w) = 0 is the same. In practice, we identify a random choice of q0 from Q with a generic choice. Although this is not strictly correct mathematically, it is plausible and defensible. The structure of the solutions of In Section 4, we summarize the result of applying the method of the generic case to the IPP system developed in Section 2. In Appendix A we do this for the formulation of the IPP from Ref. [6] . In both cases a description of the solution set results, including a computational proof that there are exactly 16 (generic) possibly physical solutions.
Coefficient-parameter polynomial continuation
Continuation is the process of tracking solutions of a previously solved problem as its parameters are gradually changed to those of an unsolved target problem of similar form. Such an approach is particularly effective for solving systems of polynomial equations because of the completeness of the theory in this case.
"'Polynomial continuation" refers to methods for computing the full set of geometrically isolated solutions to systems of n polynomial equations in n unknowns using numerical continuation (path tracking) techniques. Polynomial continuation consists of two pans:
(I) defining the continuation system, and (2) numerically computing the resulting continuation paths.
We are focusing here on Part I. Part 2 is important, but reliable techniques of polynomial path tracking are available and they need not be customized to the specific problem being solved. Several approaches are surveyed in Refs [16, 17] . although we favor the predictor-corrector technique described in Ref. [17, Chap. 4] because it is customized to polynomial paths. See Ref. [18] . We use a theory of polynomial continuation called coefficient-parameter continuation, which we will outline briefly here. An elementary overview of polynomial continuation is given in Ref. [17] , while Refs [18] [19] [20] [21] summarize a number of recent developments. The theory of coefficientparameter polynomial continuation is precisely developed in Ref. [14] .
Consider a family of a polynomial systems of the form of equation (17). Suppose we let the parameters q be continuous functions of a dummy parameter t. Then the solutions of equation (17) will vary continuously with t. The continuation method consists of tracking solutions from an initial set of parameters qo, for which the solutions are known, to a target set qt. (These "tracked solutions" are called continuation paths.) Typically. we choose parameter formulas to be simple linear interpolation, such as
where t increases from 0 to I. We call this a coefficient-parameter continuation to distinguish it from coefcient continuation, in which the coefficients are interpolated directly. H(w, 0) is the start system and H(w, I ) is the target system. The continuation paths are collectively the solutions to H(w, t) = 0 for 0~<t ~< I. Now we proceed as follows: we wish to construct a computer code to solve equation (17) for any choice of q = qt. We are interested in only the possibly physical solutions. Associated with equation (17) is a system of side conditions s(c [q] , w)= 0 that picks out solutions that are not possibly physical, as discussed in Section 2. I. The first step of our technique is to choose qo from Q at random, and solver F(c [qo] . w)= O.
We discard the solutions that satisfy s(qo, w) = 0 and save the rest. (For the IPP formulation given in Section 2, this amounts to discarding the solutions at infinity.) The solutions we have saved are the start points. Then we define the continuation system H(w, t) by condition (18) . (There are a number of alternative ways to set up H, described in Refs [14, 21] . Note that here q0 consists of random complex numbers.) Each start point is a solution to the start system H(w, O)= O.
In the second step of the methodology, we proceed, for any choice of q,, to track the continuation paths defined by equation (18) as t goes from 0 to I, beginning at each start point. The endpoints of these paths will include all the (geometrically isolated) possibly physical solutions of the target system.
Since the first step (solving a random problem) is done only once, a moderately large degree system can be tolerated. For many problems in kinematics, we can expect the number of possibly physical solutions to be only a small fraction of the total, so that the computation cost in the second step will be significantly reduced over the first. See Section 4.
NUMERICAL RESULTS
The continuation system we use is equation (18) from Section 3. where F is defined by equations ( 14)-(I 6) and the parameters q are the 20 constants c, for i = I-5, e,, for i = I-5. d,. for i = 2-5. z~. and ~ (these last two accounting for three parameters each), respectively. Note that these are ~'A traditional continuation method can b¢ used. for which published computer codes are available; for example, CONSOL8T from Ref. [17] or POLSYS/HOMPACK from Ref. [16] . not the "natural" parameters of the problem, which are a,, d,, a,, p, x7, and zT. Instead, the parameters we choose are derived from the natural parameters by the simple formulas given in Section 2.
The start system parameters qo were cho~n as random complex numbers (given in Table I ). This implements the "method of the generic case", discussed in Section 3. We solved this randomly chosen start system using a two-homogcncous version of the CONSOLST code from Ref. [i 7] . (See Refs [7, 8, 19, 21] for a discussion of the two-homogeneous approach.) Since the two-homogeneous Bczout number of the system is 320, wc thcrcfore tracked 320 paths for this computation. [We could have used a more traditional onc-homogeneous code (e.g. the original CONSOLST), in which case wc would have had to have tracked 1024 paths, the total degree number.] The run took about 30 min of CPU time on an IBM 370-3090 in double precision FORTRAN. In this case, being at infinity rules out a solution as being possibly physical.'l" Of the 320 continuation path endpoints yielding solutions to this sytem, only 16 were finite (i.e. not at infinity). Therefore, the IPP system has no more than 16 finite (geometrically isolated) solutions for any choice of parameters. This computation amounts to a new proof of this important result. Aside from this theoretical result, we have used this computation to construct a continuation computer code to solve the IPP.
Thus, defining the continuation system by condition (18) and using as start points the 16 finite solutions discovered in the computation discussed above, we can solve any IPP problem (defined by a choice of q, ) by path tracking the associated 16 paths. [As noted in Section 2, if any twist angle equals zero, we must use a modification of equations (14)-- (16) . See Appendix B.] We used the prcdictor-corrector path tracker from CONSOL8T [17] to compute the continuation paths. We call the resulting method lPP2.
To test IPP2 we solved a collection of test problems (in five parts, as described below) and compared the results to the IPPI-64 method from Ref. [8] . IPPI-64 is discussed in Appendix B. We give both CPU and NFE values in Table 2 . CPU denotes seconds of CPU time on an IBM 370-3090 using double precision FORTRAN with the OPT(3) option. The CPU values, although of interest, should be viewed with some suspicion. They vary because of the time-sharing environment and other factors. (We experienced timer variations of several tenths of a second in rerunning sample problems.) The NFE value denotes "number of function evaluations". For the path tracker we are using, this is the number of function and Jacobian matrix evaluations and also the number of linear systems solved. Thus, it is a fairly good representation of the total +To implement the two-homogeneous presentation of our system, we must divide the variables into two groups; in this case. Iz:. z4 } and [z,. z, }. The side condition is "'o.~ w0.: == O, where "'0j represents the homogeneous coordinate for the /th group. computational work: it subsumes the amount of algebra needed to evaluate the system (and its partial derivatives) and to solve the linear systems (via Gaussian elimination). It is generally proportional to the CPU timings for comparisons of the same method on different problems. However, in comparing IPPI-64 and IPP2, the NFE values are not comparable without making adjustments based on the following facts: The IPPI-64 system consists of eight equations, while the IPP2 systems consists of I I (thus, the one does 8 x 8 linear algebra, the other I! x i i). On the other hand, IPPI-64 requires more algebra for each function and Jacobian matrix evaluation than IPP2 (thus, the "sparcity" of the IPP2 system referenced in Section 2). in fact, on the problems we tested, IPPI-64 averaged about 815 function evaluations per second, and IPP2 about 630. Thus, IPP2 takes about 1.3 times longer per function evaluation than IPPI-64. In addition, the different structures of the models yield computational differences, the principle being: (I) The IPP2 model becomes more and more ill-conditioned as twist angles are chosen closer and closer to zero. This is not the case for IPPI-64, which, in fact, allows zero twist angles, and (2) lPP2 tracks only 16 paths, while IPPI-64 tracks 64.
Typically, the ratio of 4 to i paths gives IPP2 a considerable edge over IPPl-64. It is generally 2 to 3 times faster. On the other hand, on problems with nearly zero twist angles, the two codes can run at almost the same speed. In practice, one would run the alternative version of IPP2 noted in Appendix B when twist angles are zero, but these tests measure the sensitivity of the code to this factor. The reliability and accuracy of both programs is excellent. Each program found all geometrically isolated solutions to all problems. However, this reliability is strongly a function of the choice of path tracker, and we have chosen one which is less sensitive to ill-conditioned problems. (Note Ref. [18] on this important issue.) Now we will describe the five problem sets in detail. All twist angle values given below are in degrees. The solutions to the first four problem sets are listed in Table 3 .
Part I consists of Problems 1-3. The first problem (given in Table 4 ) is a moderately scaled random manipulator with a moderate random hand position and orientation. It provides a nominal start problem for this series of three. The second problem is identical to the first, except that the second and fourth twist angles are changed to ! ° and 359 °, respectively. The third problem is identical to the first, except that these angles are changed to 0. I ° and 359.9 °, respectively. This series is designed to quantify the nominal performance of IPP2 and then the degradation in performance caused by nearly zero twist angles. The IPPI-64 performance provides a control, since this code is not sensitive to nearly zero twist angles. All runs produced the correct two real solutions, but the computational work increases dramatically for IPP2 from Problem !-3. The ratio of NFE's is 2.6 from Problem I-3 for IPP2, while, for IPPI-64, this ratio is only 1.2. In comparing the CPU values for IPPI-64 and IPP2, we see that IPP2 is 2.5 times faster for the first problem, but only 1.14 times faster for the third.
Part 2 consists of Problems 4 and 5. These problems show the increased challenge of solving the IPP when the manipulator is near the boundary of its reachable area. Table 5 gives the Problem 4 data. This problem has two real solutions. Problem 5 is the same as Problem 4, except that the first three link lengths have been rounded to four digits from six digits. (Precisely, the rounded link lengths are at = 0.123D 4-3, a 2 = 0.1426D 4-3 and a3 ffi 0.1625D 4-3.) The run statistics are virtually identical, but this problem has four real solutions. We observe that Problem 4 has a complex pair of solutions with small imaginary parts (on the order of 10-2). This complex pair resolves into a pair of (ill-conditioned) real solutions under the perturbation of the polynomial system that results from rounding the first three link lengths to four digits. This pair of problems points out several subtleties:
I. The "nearly real'" pair of solutions to Problem 4 indicates that the manipulator could almost (but not quite) attain the specified hand position and orientation with an additional pair of configurations. A user might want to be informed of this fact, which would be signaled by a display of the magnitudes of the imaginary parts of the complex solutions. Thus, knowing the complex solutions yields physical information. 2. Ill-conditioned endpoints can occur for physically meaningful solutions, and the path tracker must be able to deal with them.
Part 3 consists of Problem 6-12. These are variations of the example of Manseur and Dory [12] that gives 16 real solutions to the IPP. In fact, Problems 6-9 have this property, and then Problems 10-12 have 8, 4 and 0 real solutions, respectively. Problem 6 is defined in Table 6 . It is identical with the Manseur and Dory example, except that their three zero twist angles have been replaced by 1 angles. In Problem 7, these I ° angles are replaced by 10 ° angles. Keeping the twist angles fixed as in Problem 7, the rest of the problems in this set replace each of the manipulator parameters that have the value of 0.0 with larger and larger values: namely, 0.01, 0.1, 0.3, 0.5 and 1.0 in Problems 8-12, respectively. Of interest is the persistence (and finally, degradation) of the "16 real solutions" property under greater and greater perturbations, and the stabilizing of the IPP2 run statistics as soon as the twist angles become larger than I °.
Part 4 consists of Problems 13-20. It explores how increasingly severe singularities due to special hand positions and orientations affect the performance of the solvers. Problem 13 is a moderate problem, the manipulator from the second example of Ref. [6] , with a randomly chosen hand position and orientation (Table 7) . For Problems 14-16 this same manipulator is solved using a hand position and orientation that forces (0,, 0j, 04, 0~) to include at least one solution with values (0, 0, 0.0), (180, 180, 0, 0) and (180, 180, 180, 180), respectively ( Table 2 ). To "'make matters worse'" for Problem 17, we set all the offsets (d,) equal to zero. Table I (10  problems) and Table 2 (I I problems) of that reference. (The Table I YFor methods involving reduction computations, the total CPU cost would include the cost of generating the polynomial to be solved, the cost of solving the polynomial, and the cost of back substituting to generate the physical solutions.
The need for very high precision to assure the numerical stability of the elimination process can significantly increase the CPU cost. 
SUMMARY AND CONCLUSIONS
In this paper we present a new model for the 6R inverse position problem (in Section 2) and define a solution approach based on polynomial continuation (in Section 4). The new model assumes that twist angles are not zero, but a modification is given in Appendix B which covers the zero twist angle cases. We report on testing the resulting 16 path continuation method on 41 test problems and include for comparison the outcome of testing a 64 path continuation method from Ref. [8] on the same problem set (Section 4). In Section 3 we outline the theoretical basis for our numerical technique: the method of the generic case and coefficient-parameter polynomial continuation.
We conclude:
I. The new approach is reliable on problems with twist angles of at least I/10. CPU times vary in our tests from 5.9 to 20.5 s. The average time is less than 10 s. This compares with ¢pu times varying from 16. I to 30.5 with an average less than 20 s for the method from Ref. [8] . 2. The methodology of the approach is applicable to any polynomial system and is potentially a very powerful tool for the analysis and solution of systems of polynomials that arise in kinematics.
In Ref. [6] , the 6R problem is reduced to solving a system of eight second-degree equations in eight unknowns of the following form (see also where the coefficients a O are given by the manipulator parameters. The total degree of this sytem is 256, and therefore a traditional (one-homogeneous) polynomial continuation method must track 256 paths to solve the system. This was implemented in Ref. [6] . However, by grouping the variables into the two groups:
{w,. w:. w,. w,} {w,,w,.w,.w,}.
the resulting two-homogeneous structure yields a Bezout number of 96. We further observe that there are eight multiplicity-four fixed solutions to this two-homogeneous system (that do not depend on the choice of parameters). This is proven as Theorem 4 in Ref. [8] . Thus. as discussed in Ref. [8] , we may set up a continuation with only 64 paths. In fact, we use a continuation system of the form
H(w. t) : (I -t)TG(w) + iF(w).
in which the start system G is the second example in [6] and y is a randomly chosen complex number. The 64 paths are tracked using the method from Rcf. Thus. for this model, our use of side conditions in evoking the method of the generic case is a little more complicated than in Section 4. First, we have side conditions that pick out possibly physical solutions; specifically, these side conditions are the equations of the original unreduced IPP system. Solutions to equation (A.I) that do not satisfy these equations are called "'extraneous". Then, we have side conditions that rule out solutions being possibly physical; specifically, the equations that fix a solution at infinity. The [PP2 analysis required only this second type of side condition, (See Refs [14. 211 for more on the way side conditions can be used.) The result is that the 64 path endpoints can be partitioned generically into four sets of 16, as above.
lPPl-64 solves the problems from Section 4 in CPU times ranging from 16.1 to 30.5 s. The CPU times reported in Ref. [6] (for three other problems) range from 212.363 to 266.513 s. We would generally expect IPPl-64 to outperform the Ref.
[fJ method, since it tracks a quarter of the paths and there is no reason to think it would be less reliable.
APPENDIX B

Parallel Joints
If one or more of the joint twists is 0 or 180-. then the corresponding e, =-a,/sin z, is undefined and the reduction to equations (14---16) is illegal. Moreover. for very small sin a,. the system will be ill-conditioned. (For quantitative information on this. s¢¢ the experimental results in Section 4.) To avoid the difficulty, we retain x, + ~ as a variable and eliminate z,. i instead using the relation ZA * E : --sin %z k x x, ~.! + cos ~z,x,.
To avoid increasing the degree, we introduce a new variable R~.um~--Dans cet article on considZ're le calcul de routes les solutions du probleme de la position inverse pour manipulateurs g~n~raux ~ six joints rotatoires. Au lieu de r~-duire le probl~me ~ une &luation tr~s complexe d'entr~'--sortie, on travaille avec un syst~'me de I 1 6quations polyn6miales simples. En d~'pit du fait que le degr~ total du syst~me soit tr~s ~I~ (1024), en ufilisant la "m~thode du cas g~-rique'" on montre num~riquement que le nombr¢ g~n~rique des solutions est 16, en accord avec les prenves pr~alables. En outre, on pr~sente une m~thod¢ num~riqu¢, bas~ sur la continuation des param~tres des polyn6mes, qui permet de trouves ¢llicacement routes les 16 solutions. On pr~sente un ensemble de 41 problemes dans lesquels l'algorithm¢ num~rique n,~.~'ssite en moyenne moins de I0 sec CPU dans un IBM 370-3090 en FORTRAN double precision. Cette m~thodologie est ~galement applicable i d'autres probl~mes de cin~matique qui sont aussi formul~s en syst~mes d':,'quations polyn6miales.
