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1.1. Modellbeschreibung . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2. Ziel der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3. Voraussetzungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
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Die Beziehung zwischen normalen Proteinen und infektiösen Prionen wird durch
ein Modell beschrieben, das aus einer gewöhnlichen Differentialgleichung














zκ(z, y) dz dy
(0.1)








= −(µ(y) + β(y))u(t, y) + 2
∫ ∞
y








η(z, y)u(t, z) dz
(0.2)
für y ∈ (y0,∞) mit y0 > 0 und t > 0 besteht. Dabei wird durch u(t, y) die
Dichte von Prionen (Polymeren) und durch v(t) die Anzahl der normalen Proteine
(Monomere) repräsentiert. τ, µ, β, η stehen entsprechend für die polymerlängen-
abhängigen Verlängerungs-, Polymerabbau-, Fragmentations- und Koagulations-
raten. Die Gleichungen werden durch die Randbedingungen
u(t, y0) = 0 , t > 0 (0.3)
und Anfangswerte
v(0) = v0 , u(0, y) = u0(y) , y ∈ (y0,∞) (0.4)
vervollständigt.
Die Existenz und Eindeutigkeit von Lösungen für das System (0.1)–(0.4) wurde
in [33,41,46] für den Fall η ≡ 0 und ν = 0 ausführlich studiert.
Die vorliegende Arbeit ist dem Fall η 6≡ 0 und ν ≥ 0 gewidmet. Im ersten Teil der
Arbeit wird gezeigt, dass wenn die Raten τ, µ, β, η beschränkt sind, eine eindeutige
klassische globale nichtnegative Lösung (v, u) für das System (0.1)–(0.4) existiert.
Im zweiten und dritten Teil der Arbeit wird der Fall unbeschränkter Raten τ, µ, β, η
untersucht. Es wird die Existenz einer schwachen monomererhalten Lösung für
(0.1)–(0.4) bewiesen, die unter zusätzlichen Voraussetzungen eindeutig ist.





The model considered in this thesis describes the interaction between non-infectious
and infectious prion proteins and consists of an ordinary differential equation














zκ(z, y) dz dy
(0.5)








= −(µ(y) + β(y))u(t, y) + 2
∫ ∞
y








η(z, y)u(t, z) dz
(0.6)
for y ∈ (y0,∞) with y0 > 0 and t > 0, where u(t, y) and v(t) represent the
density distribution function for the prion polymers and the number of normal
monomers, respectively. τ, µ, β, η are the length-dependent rates associated with
lengthening, methabolic degradation, fragmentation and coagulation of polymers.
The boundary condition
u(t, y0) = 0 , t > 0 (0.7)
and the initial conditions
v(0) = v0 , u(0, y) = u0(y) , y ∈ (y0,∞) (0.8)
complete the system of equations.
The existence and uniqueness of solutions for the system (0.5)–(0.8) is analyzed
in [33,41,46] for η ≡ 0 and ν = 0.
The present thesis is devoted to the case η 6≡ 0 and ν ≥ 0. In the first part of the
thesis it is shown that, if the rates τ, µ, β, η are bounded, the system (0.5)–(0.8)
has a unique classical non-negative solution (v, u). The solution exists globally in
time. In the second and third parts of the thesis the prion model with unbounded
rates τ, µ, β, η is analyzed. The existence of a monomer-preservig weak solution
(0.5)–(0.8) that is unique under some additional assumptions is proven.






Bei gewissen Krankheiten, die als übertragbare spongiöse Enzephalopathien be-
zeichnet werden, vermutet man, dass sie durch infektiöse Proteine (Prionen) entste-
hen können. Von verschiedenen Formen dieser Krankheiten können sowohl Tiere
als auch Menschen betroffen sein. Menschen, Rinder, Schafe und andere für diese
Krankheit anfällige Tiere produzieren in gesundem Zustand das normale Protein
PrPC. Dieses Protein existiert normalerweise in Form von Monomeren. Man geht
davon aus, dass sich die Polymerprionen PrPSc kettenweise an die Monomere an-
schließen. Dadurch wird PrPC in die infektiöse Form PrPSc umgewandelt. Ab
einer bestimmten kritischen Größe wird PrPSc sehr stabil und durch Polymeri-
sation können schnell Polymerketten entstehen, die mehrere tausend Monomere
enthalten. Diese Ketten können sich aber auch aufteilen (meist die kleineren)
und es wird angenommen, dass sie unterhalb einer kritischen Größe umgehend in
Monomere PrPC zerfallen.
Polymerisationsmodelle für PrPC Monomere und PrPSc Polymere wurden erst-
mals in in [35] und [36] im diskreten Fall formuliert und untersucht. Das in
[35] beschriebene Modell besteht aus einem unendlich-dimensionalen System von
gewöhnlichen Differentialgleichungen der Form
dv
dt











= −µui − β(i− 1)ui − τv(ui − ui−1) + 2β
∑
j>i
iuj für i ≥ n0
und berücksichtigt Polymerisation, Polymerteilung und Polymerabbau sowie die
natürliche Monomerproduktion und Monomerabbau. Hier repräsentiert v die An-
zahl der gesunden Monomere (PrPC) und ui die Anzahl der infektiösen Polymere
(PrPSc), bestehend aus i Monomeren. Dabei wird i ≥ n0 ≥ 2 vorausgesetzt, wobei
n0 die kleinste stabile Polymerlänge bezeichnet. λ, γ, τ, β, µ modellieren entspre-
chend die Produktionsrate von PrPC, die Abbaurate von PrPC, die Polymerisa-
tionsrate, den Polymerteilungskoeffizient und die Polymerabbaurate. Polymere
können aus mehreren tausenden Monomere bestehen.
Ein darauf basierendes Modell mit stetigen Polymerlängen wurde in [25] eingeführt
und später in [17, 27, 39] weiter analysiert. Da biologische Forschungsergebnisse
( [37, 40]) darauf hinweisen, dass nur abgeschnittene Polymerformen in der Lage
sind, sich im Rahmen des Polymerisationsvorganges zu verlängern, bzw. dass sich
Polymere mit Längen aus einem bestimmten Intervall am schnellsten verlängern,
wurde das Modell in [26] weiter modifiziert. Es wurde so konzipiert, dass die
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Polymerisation langsamer wird, wenn das Verhältnis der Gesamtanzahl der in
Polymeren enthaltenen Monomere zu der Polymergesamtzahl größer wird. Das
bedeutet, dass sich der Polymerisationsvorgang mit dem Wachstum der durch-
schnittlichen Polymerlänge verlangsamt. Außerdem wurde im Modell in [26] die
Koagulationsmöglichkeit für Polymere entsprechend [6,10] berücksichtigt. Es exis-
tieren auch andere Prionenmodelle, welche z.B. die Bewegung von Prionen be-
rücksichtigen (eingeführt in [9]), oder welche den Verlauf von Alzheimer- oder
Parkinson-Krankheit beschreiben (vgl. [28]).
Im Folgenden stellen wir das in [26] beschriebene Modell vor, das die Vermehrungs-
dynamik von Prionen beschreibt. Wir benutzen folgende Bezeichnungen:
• v(t) ≥ 0 ist die Anzahl von PrPC Monomeren zum Zeitpunkt t ≥ 0;
• y0 > 0 ist die minimale stabile Polymerlänge, d.h. die Polymere haben eine
Länge y mit y0 < y <∞;
• u = u(t, y) ≥ 0 ist die Dichte von infektiösen PrPSc Polymeren der Länge
y ∈ (y0,∞) zum Zeitpunkt t ≥ 0. Entsprechend bezeichnet der Ausdruck∫∞
y0
u(t, y) dy die Anzahl der Polymere zum Zeitpunkt t ≥ 0. Der Ausdruck∫∞
y0
u(t, y)y dy entspricht der Anzahl der Monomere, die in allen Polymeren
zum Zeitpunkt t ≥ 0 enthalten sind;
• λ ≥ 0 ist die Rate von natürlich produzierten PrPC Monomeren;
• γ ≥ 0 ist die natürliche Abbaurate von Monomeren;
• τ(y) > 0 ist die längenabhängige Polymerisationsrate;
• ν ≥ 0 ist ein mit der Polymerisation assoziierter Parameter;
• β(y) ≥ 0 ist die längenabhängige Polymerteilungsrate;
• κ(y′, y) ist die Wahrscheinlichkeit, dass sich ein Polymer der Länge y > y0
in zwei Polymere der Länge y′ < y und y − y′ < y aufteilt;
• µ(y) ≥ 0 ist die längenabhängige Abbaurate von PrPSc Polymeren;
• η(z, y) = η(y, z) ≥ 0 ist die Koagulationsrate von zwei Polymeren der Länge
z und y.
Die wechselseitige Beeinflussung von PrPC Monomeren und PrPSc Polymeren wird


















zκ(z, y) dz dy
(1.1)








= −(µ(y) + β(y))u(t, y) + 2
∫ ∞
y








η(z, y)u(t, z) dz
(1.2)
für y ∈ (y0,∞) mit y0 > 0, vervollständigt durch die Randbedingungen
u(t, y0) = 0 , t > 0 (1.3)
und die Anfangswerte
v(0) = v0 , u(0, y) = u0(y) , y ∈ (y0,∞) . (1.4)









τ(y)u(t, y) dy ,
verkleinern, oder auf Grund natürlicher Produktion (λ) und Polymerteilung in
Polymere kleinerer Länge als y0 (der Ausdruck mit β(y) in (1.1)) und anschließen-
des Zerfalls in Monomere, vergrößern. Es ist zu beachten, dass die Polymerisation
im Fall ν > 0 umso langsamer wird, je größer die Anzahl der in Polymeren enthal-







der Verlängerung der Polymere der Länge y durch Anschließen von Monomeren,
−µ(y)u(y) entspricht der Anzahl der abgestorbenen Polymere und die Ausdrücke
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mit β entsprechen der Vergrößerung bzw. Verkleinerung der Anzahl von Polymeren
der Länge y auf Grund von Teilung. Der Rückgang bzw. die Vermehrung von Poly-
meren der Länge y kann auch bei der Polymerkoagulation stattfinden, wenn diese




bzw. wenn sich zwei kleinere Prionen zusammenschließen, was dem Ausdruck∫ y−y0
y0
η(y − z, z)u(y − z)u(z) dz
entspricht.
1.2. Ziel der Arbeit
Wie wir schon erwähnt haben, wurde das Modell in [26] eingeführt und im Fall
von Raten
τ, µ, η ≡ const , β(y) = βy , κ(z, y) = 1
y
(1.5)








erhält man in diesem Fall aus (1.1), (1.2) formal das geschlossene System gewöhn-
licher Differentialgleichungen
v′ = λ− γv − τvU
1 + νP
+ βy20U ,




− µP − βy20U .
(1.6)
Die Autoren haben in [26] gezeigt, dass das System eine eindeutige beschränkte
globale Lösung in R3+ besitzt, wenn die Anfangswerte nichtnegativ sind. In diesem
Artikel wurde für die Raten (1.5) auch bewiesen, dass das triviale Equilibrium
(v, U, P ) = (λ/γ, 0, 0) im Fall γ ≥ βy0 + µ und
βλτ
γ(βy0 + µ)2
≤ 1 global attrak-
tiv ist. Wenn der letzte Ausdruck dabei strikt kleiner als 1 ist, ist die statio-
nare Lösung darüber hinaus global asymptotisch stabil. Falls γ ≥ βy0 + µ und
βλτ
γ(βy0 + µ)2
> 1, existiert eine eindeutige endemische Gleichgewichtslösung, die
auf R3+\[R+×{0}×{0}] lokal stabil ist. Außerdem wurde die Gleichgewichtslösung
für (1.1), (1.2) in diesem Fall für η ≡ 0 explizit konstruiert. Das Langzeitverhal-
ten der Lösungen für das Problem (1.1)–(1.4) und Stabilitätsfragen wurden für
14
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den Fall η ≡ 0 auch in [7, 8, 17, 23,24,41,46] untersucht.
Wir bemerken, dass wenn das System (1.6) gelöst werden kann, die ursprünglichen
Gleichungen (1.1), (1.2) nicht mehr gekoppelt sind, weil v für t ≥ 0 bestimmt ist.
In [17] wurde gezeigt, dass (1.2) in diesem Fall (mit den Raten wie in (1.5), η ≡ 0
und ν = 0) für u = u(t, y) mit der Charakteristikenmethode kombiniert mit Me-
thoden aus der Halbgruppentheorie gelöst werden kann. Die Existenz- und Ein-
deutigkeitsfragen wurden im Fall η ≡ 0 auch in [12] und im diskreten Fall in [11]
untersucht.
Der Fall allgemeinerer Raten wurde in [41], [46] und [33] studiert. Es wurde dabei
η ≡ 0 und ν = 0 vorausgesetzt. In dieser speziellen Situation hängt die rechte
Seite von (1.2) linear von u ab. Für v : [0, T ]→ R+ wurde in [41,46] der Operator




u ∈ E1 , t ∈ [0, T ] , y0 < y <∞
mit geeignetem Definitionsbereich E1 definiert und seine Eigenschaften wurden
untersucht, wenn µ, β beschränkt sind und κ die Bedingungen (1.7), (1.8) erfüllt.
Es wurde gezeigt, dass die Familie {−Av(t)}t∈[0,T ] für v ∈ C1([0, T ]) mit
0 < R−1 ≤ v(t) ≤ ‖v‖C1([0,T ]) ≤ R , t ∈ [0, T ]
im biologisch natürlichen Raum E0 := L1((y0,∞), ydy) ein hyperbolisches Evo-
lutionssystem generiert, dessen Eigenschaften in [41, 46] studiert wurden. Die
Autoren haben mit Halbgruppentheorie bewiesen, dass das Anfangswertproblem
(1.1)–(1.4) im Fall beschränkter Raten µ, β und
τ ∈ C1([y0,∞)) mit 0 < τ(y) ≤ τ ∗y , y ≥ y0
für v0 > 0 und u0 ∈ E+1 eine eindeutige klassische Lösung (v, u) besitzt, sodass
v ∈ C1(R+), v(t) > 0 für t > 0 und u ∈ C1(R+, E0) ∩ C(R+, E+1 ).






der gesamten Anzahl der Monomere, die in Polymeren des Systems enthalten sind,
und der Anzahl der Polymere im System zum Zeitpunkt t entsprechen.
In [33] wurde gezeigt, dass im Fall unbeschränkter Raten τ, µ, β und η ≡ 0, ν = 0
eine globale schwache monomererhaltende Lösung für das Problem (1.1)–(1.4) exis-
tiert, die unter zusätzlichen Voraussetzungen an die Raten eindeutig ist.
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In [13] wurde die Existenz von schwachen monomererhaltenden Lösungen für das
Problem (1.1)–(1.4) mit η ≡ 0, ν = 0 studiert, wobei die Autoren die Resultate
für diskrete Modelle aus [4, 5] verwendet haben.
Wichtig ist in diesem Zusammenhang der Begriff ”monomererhaltend”. Dies be-
deutet, dass sich die Gesamtanzahl von Monomeren im System nur durch natürliche

















erhält man formal, indem man (1.2) bezüglich des Maßes ydy und bezüglich t unter
Berücksichtigung von (1.7), (1.8) integriert und mit (1.1) aufaddiert. Für die Ein-
deutigkeit scheint diese Eigenschaft kritisch zu sein, weil sich die Gleichung (1.2)
im Fall τ ≡ 0, µ ≡ 0, η ≡ 0 und y0 := 0 zur stetigen Fragmentationsgleichung re-
duziert, für die die Nichteindeutigkeit von nichtmassenerhaltenden Lösungen z.B.
in [14] beobachtet wurde.
Da die rechte Seite von (1.2) im Wesentlichen Koagulations- und Fragmenta-
tionsprozesse beschreibt, welche in Chemie, Physilk, Biologie eine große Rolle
spielen, sind viele Arbeiten auf diesem Gebiet auch für unser Modell relevant,
z.B. [14, 19,20,29,31,32,42,45] und viele andere.
In der vorliegenden Arbeit wird der Fall mit η 6≡ 0 und ν ≥ 0 untersucht.
Im ersten Teil der Arbeit (Kapitel 2) wird Existenz und Eindeutigkeit von klas-
sischen Lösungen für das Problem (1.1)–(1.4) mit beschränkten Raten τ, µ, β, η
nachgewiesen. Dazu betrachten wir (1.2) als eine inhomogene quasilineare hyper-
bolische Differentialgleichung mit nichtlinearer rechter Seite. Zum Nachweis der
Existenz zeitlich lokaler (positiver) Lösungen benötigen wir drei Fixpunktiteratio-
nen (siehe Kapitel 2, Abschnitt 2.3). Wir bedienen uns der Resultate aus [41, 46]
betreffend der Familie {−Av(t)}t∈[0,T ]. Schließlich beweisen wir die zeitlich globale
Existenz der Lösung. Die Ergebnisse von diesem Teil der Arbeit werden in Theo-
rem 2.1 vorgestellt.
In den Kapiteln 3 und 4 studieren wir das Problem (1.1)–(1.4) mit unbeschränk-
ten Raten τ , µ, β, η. Wir übertragen die in [33] beschriebenen Ideen auf unseren
Fall. Um die Existenz einer schwachen monomererhaltenden Lösung zu zeigen,
konstruieren wir eine Folge von Problemen mit beschränkten Raten τn, µn, βn, ηn.
Unter Verwendung der Ergebnisse aus dem ersten Teil der Arbeit beweisen wir
mit einem Kompaktheitsargument die in Theorem 3.2 formulierte Existenzaus-
sage über schwache monomererhaltende Lösungen.
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Für den Nachweis der Eindeutigkeit von schwachen monomererhaltenden Lösungen
untersuchen wir eine Stammfunktion für die Differenz zwischen zwei beliebigen
schwachen monomererhaltenden Lösungen des Problems (1.1)–(1.4). Geeignete
Abschätzungen für diese Stammfunktion implizieren dann die Gleichheit der bei-
den Lösungen. Die allgemeinen Eindeutigkeitsresultate sind in den Theoremen 4.5
und 4.6 formuliert. Im Teil (a) bzw. im Teil (b) von Theorem 4.1 wird ein Spezial-
fall von Theorem 4.5 bzw. von Theorem 4.6 dargestellt. Korollar 4.2 präsentiert
danach eine Existenz- und Eindeutigkeitsaussage für schwache monomererhaltende
Lösungen des Problems (1.1)–(1.4).
1.3. Voraussetzungen
Im letzten Abschnitt haben wir schon erwähnt, dass die Arbeit aus drei Teilen
besteht, nämlich der Existenz einer eindeutigen klassischen Lösung, der Existenz
einer schwachen monomererhaltenden Lösung und der Eindeutigkeit der schwachen
monomererhaltenden Lösung. Jedes dieser Resultate kann natürlich nur unter be-
stimmten Voraussetzungen gewonnen werden, die sich von einem Kapitel zum an-
deren unterscheiden. In diesem Abschnitt möchten wir die Voraussetzungen und
Bezeichnungen zusammenstellen, die für die ganze Arbeit gelten sollen.
Mit
Y := (y0,∞)
bezeichnen wir die Menge der möglichen Polymerlängen. κ ≥ 0 sei eine auf
K := {(z, y); y0 < y <∞, 0 < z < y}
messbare Funktion mit





zκ(z, y) dz = y , für fast alle y ∈ Y . (1.8)
Die letzte Gleichung bedeutet, dass die Anzahl der Monomere nach der Spaltung
erhalten bleibt. (1.7), (1.8) implizieren
y∫
0
κ(z, y) dz = 1 , für fast alle y ∈ Y . (1.9)
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, y > y0 , 0 < z < y , (1.10)
wobei k0 eine nichtnegative integrierbare Funktion ist, die auf (0, 1) definiert ist
und für die
k0(y) = k0(1− y) , y ∈ (0, 1) ,
1∫
0
k0(y) dy = 1 (1.11)




, y > y0 , 0 < z < y . (1.12)
Für y ∈ Y und u ∈ L1(Y, ydy) definieren wir die Abbildungen
L[u](y) := −(µ(y) + β(y))u(y) + 2
∫ ∞
y










mit µ, β ∈ L∞,loc(Y,R+) und η ∈ L∞,loc(Y ×Y,R+) symmetrisch. Es sei ϕ : Y → R














































ϕ(y)η(z, y)u(y)u(z) dz dy .
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In der letzten Gleichung berücksichtigen wir die Symmetrie von η und nach der
Substitution y := y − z erhalten wir∫ ∞
y0





(ϕ(y + z)− ϕ(y)− ϕ(z))η(y, z)u(y)u(z) dy dz .
(1.16)
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2. Klassische Lösungen für beschränkte Raten
Es sei Y = (y0,∞). In diesem Kapitel setzen wir stets voraus, dass (1.7), (1.8)
und die folgenden Voraussetzungen erfüllt sind. Es sei
µ, β ∈ L+∞(Y ) , (2.1)
wobei L+∞(Y ) den positiven Kegel in L∞(Y ) bezeichnet. Ferner gelte
ν, λ, γ ≥ 0 , (2.2)
τ ∈ BC1(Y,R+) , 0 < τ0 < τ(y) ≤ τ ∗y , y ≥ y0 , (2.3)
wobei τ0, τ
∗ > 0 Konstanten sind (beachte, dass z.B. τ ∗ = ‖τ‖∞/y0 gewählt
werden kann), und
η ∈ BC1(Y × Y,R+) , η(y, z) = η(z, y) für y, z ∈ Y . (2.4)
Dann implizieren (1.15), (2.1) und (1.8), dass der in (1.13) definierte Operator
L : L1(Y, ydy)→ L1(Y, ydy) linear und beschränkt ist.
Es sei im Folgenden
E0 := L1(Y, y dy)
und
E1 := {u ∈ E0 : ∂y(τu) ∈ E0, u(y0) = 0}
mit der Norm
‖u‖E1 := ‖u‖E0 + ‖∂y(τu)‖E0 .
Unter E+0 verstehen wir den positiven Kegel in E0 und E
+
1 := E1 ∩ E+0 .
Im nächsten Theorem stellen wir das Resultat über die Existenz und Eindeutigkeit
von klassischen Lösungen für das Problem (1.1)–(1.4) vor.
Theorem 2.1. Es seien die Voraussetzungen (1.7), (1.8) und (2.1)–(2.4) erfüllt.
Dann besitzt das Problem (1.1)–(1.4) für jedes gegebene v0 > 0 und u0 ∈ E+1 eine
eindeutige globale klassische Lösung (v, u) mit v ∈ C1(R+), v(t) > 0 für t > 0 und
u ∈ C1(R+, E0) ∩ C(R+, E+1 ).
Um diese Aussage zeigen zu können, benötigen wir einige Vorbereitungen, sodass
sich am Ende von Kapitel 2 der Beweis für Theorem 2.1 ergibt.
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2.1. Vorbereitungen
In diesem Abschnitt schauen wir uns als erstes einige Eigenschaften des Raumes
E1 näher an. Im folgenden Lemma zeigen wir, dass der Raum E1 genau aus den
Funktionen u ∈ W 11 (Y, ydy) mit u(y0) = 0 besteht. Mit D(Y ) bezeichnen wir die
glatten Funktionen auf Y mit kompaktem Träger.
Lemma 2.2. Wir definieren die Räume
F := {u ∈ W 11 (Y, ydy)
∣∣ u(y0) = 0} und G := clW 11 (Y,ydy)D(Y ) .
Dann ist
E1 = F = G .
Beweis. Es sei u ∈ E1. Dann gilt
u(y0) = 0 , u ∈ E0 , ∂y(τu) ∈ E0 .
Wegen
τ∂yu = ∂y(τu)− τ ′u ∈ E0







|∂yu(y)|y dy <∞ .
Somit gilt u ∈ F .
Sei nun u ∈ F . Die Bedingung τ ∈ BC1 impliziert dann τ ′u + τ∂yu ∈ E0 und
somit auch ∂y(τu) ∈ E0, was zusammen mit u(y0) = 0 das Ergebnis u ∈ E1 liefert.
Es sei u ∈ W 11 (Y, ydy) mit u(y0) = 0. Dann ist yu ∈ W 11 (Y, dy) = W 11 (Y ) mit
u(y0) = 0. Wir wissen, dass D(Y ) dicht in der Menge {w ∈ W 11 (Y )
∣∣ w(y0) = 0}
liegt (Satz [43, I.5.4]). Somit existiert eine Folge (un) ⊂ D(Y ), sodass un → yu in





|un − yu| dy +
∫ ∞
y0
|∂yun − u− y∂yu| dy
]
= 0 . (2.5)

























|yu− un| dy .
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und damit u ∈ G.
Nun sei u ∈ G ⊂ W 11 (Y, ydy). Dann existiert eine Folge (un) ⊂ D(Y ) mit
un → u in W 11 (Y, ydy) .
Dies impliziert




↪→ C([y0, 2y0]) .
Wegen un(y0) = 0 folgt daraus u(y0) = 0, d.h. u ∈ F .
Es bleibt noch zu zeigen, dass die Normen ‖ · ‖E1 und ‖ · ‖W 11 (Y,ydy) äquivalent
sind. Dafür sei u ∈ E1. Dann gilt wegen (2.3)











≤ ‖u‖E0 + ‖τ ′‖∞‖u‖E0 + ‖τ‖∞‖∂yu‖E0
≤M‖u‖W 11 (Y,ydy)
für ein M > 0. Andererseits gilt























‖∂y(τu)‖E0 + ‖τ ′‖∞‖u‖E0
)
≤M1‖u‖E1
für ein M1 > 0. Somit ist die Aussage bewiesen.
Im folgenden Lemma untersuchen wir den in (1.14) definierten bilinearen Ope-
rator Q : Ej × E0 → Ej für j ∈ {0, 1}.
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Lemma 2.3. Der Operator Q besitzt folgende Eigenschaften.
(a) Für j ∈ {0, 1} ist Q : Ej × E0 → Ej bilinear mit
‖Q[u,w]‖Ej ≤ c‖u‖Ej‖w‖E0 , u ∈ Ej , w ∈ E0 .
















∂2η(z, y)w(z) dz .
Beweis. Zuerst zeigen wir Teil (b). Es sei u ∈ E1. Nach Lemma 2.2 existiert eine
Folge (uj) ⊂ D(Y ) mit uj → u in F . Für jedes j ∈ N und jedes t ∈ JT erhalten
wir aus dem Satz über Differenzierbarkeit von Parameterintegralen die Identität


















∂2η(z, y)w(z) dz .
Wegen η ∈ BC1(Y × Y,R+), w ∈ E0 und uj → u in F folgt daraus Teil (b) der
Aussage.


















η(z, y)|w(z)| dz dy .
23

















|w(z)| dz dy .


































y|u(y)| dy dz ,
so folgt sofort die erste Aussage des Lemmas für j = 0. Im Fall j = 1 erhält man
die Behauptung, indem man mit ∂yQ völlig analog unter Berücksichtigung von
(2.4) rechnet.
Als nächstes möchten wir das Problem (1.1)–(1.4) abstrakt umformulieren, um
es mit den Methoden der Halbgruppentheorie behandeln zu können. In [41]
und [46] wurde im Rahmen der Halbgruppentheorie eine Operatorenfamilie und
das von ihr generierte Evolutionssystem konstruiert und untersucht, sodass wir die
Ergebnisse auf unseren Fall übertragen können. Der Vollständigkeit halber geben
wir auch hier die Aussagen mit den Beweisen wieder.






, y ∈ Y . (2.6)
Nun setzen wir für f ∈ E0
(W (t)f)(y) := 1[t,∞) (Θ(y))
τ(Θ−1(Θ(y)− t))
τ(y)
f(Θ−1(Θ(y)− t)) , y ∈ Y , t ≥ 0 .
(2.7)
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In [46] wurde gezeigt, dass {W (t); t ≥ 0} eine stark stetige positive Halbgruppe
auf E0 ist, wobei der entsprechende Generator −A durch den Operator
Au = ∂y(τu), u ∈ D(A) = E1 = {f ∈ E0 : ∂y(τf) ∈ E0, f(y0) = 0} (2.8)
gegeben ist. Der Vollständigkeit halber führen wir den Beweis an.
Lemma 2.4. Der in (2.8) definierte Operator −A generiert eine stark stetige
positive Halbgruppe {W (t); t ≥ 0} auf E0. Sie ist durch (2.7) gegeben und erfüllt
die Bedingung
‖W (t)‖L(E0) ≤ eτ
∗t , t ≥ 0 . (2.9)
Beweis. Als erstes bemerken wir, dass
Θ−1(Θ(y) + t) ≤ yetτ∗ , y > y0, t ≥ 0 . (2.10)
Dafür sei
z = Θ−1(Θ(y) + t)
mit y ∈ Y und t ≥ 0 beliebig. Dann











wobei wir in der letzten Ungleichung (2.3) verwendet haben. Daraus folgt
1
τ ∗
ln z − 1
τ ∗
ln y ≤ t
und damit (2.10).
Mit der Substitution
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wobei wir im vorletzten Schritt (2.10) benutzt haben. Somit erfüllt {W (t); t ≥ 0}
(2.9).
Nun zeigen wir, dass (2.7) eine stark stetige Halbgruppe auf E0 definiert. Für
f ∈ E0 gilt offensichtlich
[W (0)f ] (y) = f(y) , y0 < y <∞ .
Die Halbgruppen-Eigenschaft erkennt man anhand der Gleichung
















= [W (s+ t)f ](y) , s, t ≥ 0 , y0 < y <∞ .
Um die starke Stetigkeit von {W (t); t ≥ 0} auf E0 zu zeigen, sei f ∈ E0 und
ε > 0 beliebig. Ferner sei fF : R+ → R+ die triviale Fortsetzung der Funktion
f von (y0,∞) auf R+. Nach [3, Theorem X.4.14] gibt es ein g ∈ Cc(R+) mit
‖fF − g‖E0 < ε/(2 + eτ
∗
). Da der Träger von g kompakt ist, finden wir wegen
(2.3) ein R > 0, sodass supp(W (h)g) ⊂ [0, R] für alle h ∈ [0, 1]. Da g gleichmäßig
stetig ist, existiert ein δ ∈ (0, 1] mit
‖W (h)g − g‖∞ <
ε
(2 + eτ∗)R
, 0 < h < δ .
Wegen supp(W (h)g − g) ⊂ [0, R] gilt nun offensichtlich
‖W (h)g − g‖E0 < ε/(2 + eτ
∗
) , 0 < h < δ .
Da
‖W (h)f − f‖E0 = ‖W (h)fF − fF‖E0
≤ ‖W (h)fF −W (h)g‖E0 + ‖W (h)g − g‖E0 + ‖g − fF‖E0
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und, wegen (2.10),














|fF (z)− g(z)|z dz
≤ eτ∗‖fF − g‖E0
gilt, erhalten wir
‖W (h)f − f‖E0 ≤ ε
für 0 < h < δ. Da ε beliebig gewählt wurde, zeigt die letzte Abschätzung die
starke Stetigkeit von {W (t), t ≥ 0}.
Damit ist gezeigt, dass (2.7) eine stark stetige positive Halbgruppe auf E0 definiert,
welche die Bedingung (2.9) erfüllt. Es bleibt noch zu zeigen, dass der entsprechen-
de Generator −A durch (2.8) gegeben ist.
Für f ∈ C1c (Y ) (der Raum der stetig differenzierbaren Funktionen mit kompaktem
Träger auf Y ) gilt f ∈ L1(Y, ydy), ∂yf ∈ L1(Y, ydy) und
∞∫
y0










∣∣∣∣τ(Θ−1(z − h))f(Θ−1(z − h))− τ(Θ−1(z))f(Θ−1(z))h − ∂z(τf)(Θ−1(z))
∣∣∣∣
×Θ−1(z) dz ,
wobei wir die Substitution z := Θ(y) unter Berücksichtigung der Tatsache, dass
τ(Θ−1(z)) = (Θ−1)′(z), verwendet haben. Da f ∈ C1c (Y ) und Θ ein strikt wachsen-
der Diffeomorphismus mit Θ−1(0) = y0 ist, konvergieren die beiden Summanden
auf der rechten Seite der letzten Gleichung gegen 0 für h→ 0.
Daraus folgt, dass
(W (h)f − f)
h
→ ∂y(τf) in E0 für h→ 0 und damit
f ∈ D(A) , Af = ∂y(τf) (2.11)
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für f ∈ C1c (Y ). Der Raum C1c (Y ) ist offensichtlich invariant unter W (t). Da C1c (Y )
eine dichte Teilmenge von E0 ist, ist der Raum C
1
c (Y ) nach [16, Proposition 1.7]
dicht in D(A), d.h. für jedes f ∈ D(A) existiert eine Folge (fn) ⊂ C1c (Y ) mit
‖f − fn‖E0 + ‖Af − Afn‖E0 → 0 für n → ∞. Daraus zusammen mit (2.11) folgt
(2.8).
Im Weiteren sei JT := [0, T ] für T > 0. Für ein gegebenes R > 1 definieren wir
VT,R := {v ∈ C1(JT ) ; R−1 ≤ v(t) ≤ ‖v‖C1(JT ) ≤ R} . (2.12)
Für eine Funktion v ∈ VT,R und eine Abbildung τ , welche die Bedingung (2.3)
erfüllt, definieren wir ferner den Operator
Av(t)u := v(t)∂y(τu)− L[u] , u ∈ E1 , t ∈ JT . (2.13)
Aus Lemma 2.4 und L ∈ L(E0) folgt mit dem Störungssatz [38, Theorem 3.1.1],
dass −Av(t) eine stark stetige Halbgruppe auf E0 für t ∈ JT generiert. Es gilt
sogar die folgende Aussage über die Operatorenfamilie {−Av(t)}t∈[0,T ].
Satz 2.5. Es sei R > 0, T0 > 0 gegeben und 0 < T ≤ T0. Dann generiert
{−Av(t)}t∈[0,T ] für jedes v ∈ VT,R ein eindeutiges Evolutionssystem Uv(t, s), 0 ≤
s ≤ t ≤ T, in E0, und es existiert ein ω0 := ω0(T0, R) > 0, sodass
‖Uv(t, s)‖L(E0) ≤ eω0(t−s) , 0 ≤ s ≤ t ≤ T , v ∈ VT,R (2.14)
und
‖Uv(t, s)‖L(E1) ≤ ω0 , 0 ≤ s ≤ t ≤ T , v ∈ VT,R . (2.15)
Ferner gilt für v, w ∈ VT,R
‖Uv(t, s)− Uw(t, s)‖L(E1,E0) ≤ ω0(t− s)‖v − w‖C(JT ) , 0 ≤ s ≤ t ≤ T . (2.16)
Beweis. Den hier vorgestellten Beweis findet man auch in [41, Proposition 2.2].
Wir geben ihn der Vollständigkeit halber wieder. Da L ein linearer beschränkter
Operator aufE0 ist, folgt aus Lemma 2.4 und dem Störungssatz [38, Theorem 3.1.1],
dass für jedes feste v ∈ VT,R und jedes s ∈ JT der Operator −Av(s) eine stark
stetige Halbgruppe auf E0 generiert. Für diese Halbgruppe gilt wegen (2.9)
‖e−tAv(s)‖L(E0) ≤ eω̄t , t ≥ 0 (2.17)
mit ω̄ := Rτ ∗ + ‖L‖L(E0). Daraus folgt, dass die Familie {−Av(t)}t∈[0,T ] für jedes
v ∈ VT,R im Sinne von [38, Def. 5.2.1.] stabil ist. Ferner ist die Abbildung
t 7→ Av(t)u
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stetig differenzierbar in E0 auf [0, T ] für u ∈ E1 mit der Ableitung
Ȧv(t)u := v̇(t)∂y(τu) .
Der Definitionsbereich D(Av(t)) = E1 ist außerdem unabhängig von t ∈ [0, T ].
Wir können daher [38, Theorem 5.4.8] anwenden, welches besagt, dass in diesem
Fall für jedes v ∈ V(T,R) ein eindeutiges Evolutionssystem Uv(t, s), 0 ≤ s ≤ t ≤ T,
in E0 existiert, das die Bedingungen (E1) − (E5) aus [38, §5] erfüllt. Es gilt ins-
besondere die Abschätzung (2.14) (mit ω̄ anstelle von ω0). Darüber hinaus zeigt
der Beweis von [38, Theorem 5.4.8], dass die Familie {−Av(t)}t∈[0,T ] die Bedingun-
gen (H1), (H
+
2 ) und (H3) aus [38, §5] erfüllt.
Wir definieren für jedes t ∈ JT den Operator
Pv(t) := ω + Av(t)
mit ω := ω̄ + 1. Dann folgt aus dem Hille-Yosida Theorem, dass ω ∈ ρ(−Av(t)).
Somit gilt Pv(t) ∈ Lis(E1, E0) und
‖Pv(t)‖L(E1,E0) ≤ ω +R + ‖L‖L(E0) , t ∈ JT , v ∈ VT,R . (2.18)
Für u ∈ E1 gilt darüber hinaus
Pv(·)u ∈ C1(JT , E0) mit Ṗv(t)u := v̇(t)∂y(τu) .
Da die Voraussetzungen (H1), (H
+
2 ) und (H3) aus [38, §5] erfüllt sind, können wir
den Beweis von [38, Theorem 5.4.6] verwenden und eine Zerlegung
Uv(t, s) = Pv(t)
−1Wv(t, s)Pv(s) , 0 ≤ s ≤ t ≤ T (2.19)
angeben, wobei Wv(t, s) ∈ L(E0) die Gleichung
Wv(t, s)u = Uv(t, s)u+
t∫
s
Wv(t, r)Cv(r)Uv(r, s)u dr (2.20)
für 0 ≤ s ≤ t ≤ T und u ∈ E0 erfüllt mit
Cv(t) := Ṗv(t)Pv(t)
−1 ∈ L(E0) , t ∈ JT .
Jetzt wollen wir zeigen, dass eine Konstante C0(R) > 0 existiert, sodass
‖Pv(t)−1‖L(E0,E1) ≤ C0(R) , t ∈ JT , v ∈ VT,R . (2.21)
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Aus dem Theorem von Hille-Yosida und (2.17) folgt
‖Pv(t)−1‖L(E0) ≤ 1 , t ∈ JT .
Es gilt außerdem für u ∈ E0 und t ∈ JT
u = Pv(t)Pv(t)




u− (ω − L)Pv(t)−1u
v(t)
.
Daraus erhalten wir für u ∈ E0 und t ∈ JT die Ungleichung




‖u− (ω − L)Pv(t)−1u‖E0
≤ (1 +R(1 + ω + ‖L‖L(E0)))‖u‖E0 ,
woraus sich (2.21) ergibt. Folglich kommen wir auf
‖Cv(t)‖L(E0) ≤ ‖Ṗv(t)‖L(E1,E0)‖Pv(t)−1‖L(E0,E1)
≤ ‖v̇‖C(JT )C0(R) ≤ C ′0(R)
(2.22)
für t ∈ JT und v ∈ VT,R. Aus (2.22), (2.14) und dem Beweis von [38, Lemma 5.4.5]
folgt nun, dass eine Konstante C(T0, R) > 0 existiert, sodass
‖Wv(t, s)‖L(E0) ≤ C(T0, R) , 0 ≤ s ≤ t ≤ T , v ∈ VT,R . (2.23)
Jetzt wenden wir die Abschätzungen (2.18), (2.21) und (2.23) auf (2.19) an und
damit ist (2.15) bewiesen.
Um die letzte Aussage des Satzes zu zeigen, wählen wir v, w ∈ VT,R und u ∈ E1
beliebig. Ferner definieren wir für 0 ≤ s < t ≤ T
N := [σ 7→ Uv(t, σ)Uw(σ, s)u] .
Dann folgt aus (2.15) und aus den Eigenschaften (E4) und (E5) des Evolutions-










Uv(t, σ + h)Uw(σ + h, s)u− Uv(t, σ + h)Uw(σ, s)u
h
+






Uv(t, σ + h)
Uw(σ + h, σ)− I
h
Uw(σ, s)u
+ Uv(t, σ + h)
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Die Eigenschaft (E4) aus [38, §5] impliziert
Uw(σ, s)u ∈ D(Aw(σ)) = D(Av(σ)) = E1
für 0 ≤ s ≤ σ ≤ t ≤ T und u ∈ E1. Dann erhalten wir für 0 ≤ s < σ < t ≤ T
aus (2.14), der starken Stetigkeit von Uv(t, s), 0 ≤ s ≤ t ≤ T , der Eigenschaft (E2)
aus [38, §5] und (2.24) die Gleichung
d+
dσ
N(σ) = Uv(t, σ)(Av(σ)− Aw(σ))Uw(σ, s)u . (2.25)
Da die rechte Seite in (2.25) stetig in E0 für 0 ≤ s ≤ σ ≤ t ≤ T ist, gilt auch
N ∈ C1((s, t), E0) mit
Ṅ(σ) = Uv(t, σ)(Av(σ)− Aw(σ))Uw(σ, s)u , 0 ≤ s < σ < t ≤ T .
Daraus folgt nun zusammen mit (2.14) und (2.15) die Abschätzung







‖Uv(t, σ)‖L(E0)‖Av(σ)− Aw(σ)‖L(E1,E0)‖Uv(t, σ)‖L(E1) dσ‖u‖E1
≤ C(T0, R)(t− s)‖v − w‖C(JT )‖u‖E1
für 0 ≤ s ≤ t ≤ T und damit ist (2.16) bewiesen.
Bemerkung 2.6. Im Beweis von Satz 2.5 wurde gezeigt, dass das Evolutionssys-
tem Uv(t, s), 0 ≤ s ≤ t ≤ T mit v ∈ VT,R die Eigenschaften (E1)− (E5) aus [38, §5]
hat. Aus (E4) und (E5) folgt insbesondere, dass für u
0 ∈ E1
[t 7→ Uv(t, 0)u0] ∈ C(JT , E1) . (2.26)
Da Uv(t, s)u
0 ∈ E1 für 0 ≤ s ≤ t ≤ T (die Eigenschaft (E4)), erhalten wir ferner
für 0 ≤ s ≤ t ≤ T
∂+
∂t
U(t, s)u0 = lim
h↓0




U(t+ h, t)− I
h
U(t, s)u0 = −Av(t)U(t, s)u0 .
(2.27)
Dabei haben wir in der letzten Zeile von (2.27) die Eigenschaft (E2) verwendet.
Wir wissen nun, dass t 7→ U(t, s)u0 stetig in E1 und t 7→ −Av(t) stetig in L(E1, E0)
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ist (im vorherigen Satz wurde gezeigt, dass insbesondere die Bedingung (H3) aus
[38, §5] erfüllt ist). Daraus folgt, dass die rechte Seite von (2.27) stetig in E0 ist.
Folglich ist t 7→ Uv(t, s)u0 stetig differenzierbar in E0 für 0 ≤ s ≤ t ≤ T , und die
Ableitung ist gegeben durch
∂
∂t
U(t, s)u0 = −Av(t)U(t, s)u0 , 0 ≤ s ≤ t ≤ T . (2.28)
Damit gilt für u0 ∈ E1 und 0 ≤ s ≤ t ≤ T
[t 7→ Uv(t, s)u0] ∈ C1(JT , E0) ∩ C(JT , E1) (2.29)
und Uv(t, s)u
0, 0 ≤ s ≤ t ≤ T , ist die eindeutige klassische Lösung des An-
fangswertproblems {
u̇+ Av(t)u = 0 für 0 ≤ s < t ≤ T ,
u(s) = u0 .
(2.30)
Die Eindeutigkeit der Lösung folgt aus [38, Theorem 5.5.2].
Im nächsten Lemma verwenden wir die Notation −Av(t) = −v(t)∂y(τ ·). Es
handelt sich dabei um eine Abschätzung für das entsprechende eindeutige Evo-
lutionssystem in L1(Y ) := L1(Y, dy). Die Existenz des Evolutionssystems zeigt
man völlig analog zum Beweis von Satz 2.5. Die Aussage des Lemmas wird uns in
Kapitel 3 für den Nachweis der Existenz einer schwachen Lösung für das Problem
(1.1)–(1.4) behilflich sein.
Lemma 2.7. Es sei v ∈ C1([0, T ],R+), v(t) > 0 für alle t ∈ [0, T ] und es sei
UAv(t, s), 0 ≤ s ≤ t ≤ T , das eindeutige Evolutionssystem in L1(Y ) für
−Av(t) := −v(t)∂y(τ ·) , 0 ≤ t ≤ T .






















für alle f ∈ L+1 (Y ) und 0 ≤ s ≤ t ≤ T . Dabei sind E und F messbare Teilmengen
von (y0,M) und | · | bezeichnet das Lebesgue-Maß.
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Beweis. Den hier angeführten Beweis findet man in [46, Lemma 4.1]. Es sei E
eine messbare Teilmenge von (y0,M) und f ∈ L+1 (Y ) sei beliebig. Dann gilt∫
E




















mit Θ aus (2.6). Dabei haben wir die Substitution
z := Θ−1(Θ(y)− t)
verwendet und die Tatsache, dass
Θ−1(Θ(z) + t) ∈ E ⇐⇒ z ∈ Θ−1
(
(Θ(E)− t) ∩ (0,∞)
)
berücksichtigt. Da Θ−1(0) = y0, Θ
−1 wachsend ist und E ⊂ (y0,M), gilt
Θ−1
(
(Θ(E)− t) ∩ (0,∞)
)
⊂ (y0,M) .
















weil das Lebesgue-Maß translationsinvariant ist, und somit
|Θ−1
(
(Θ(E)− t) ∩ (0,∞)
)
| ≤ λM(δ) .
Da das eindeutige Evolutionssystem zu {−Av(t)}t∈[0,T ] durch





, 0 ≤ s ≤ t ≤ T























Da die letzte Ungleichung für alle messbaren E ⊂ (y0,M) mit |E| ≤ δ gilt, folgt
daraus die Behauptung.
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2.2. Abstrakte Formulierung des Problems
In diesem Abschnitt formulieren wir das ursprüngliche Problem (1.1)–(1.4) ab-
strakt.







zκ(z, y) dz dy (2.31)








sowie an den in (1.13) gegebenen Operator L mit
L[u](y) = −(µ(y) + β(y))u(y) + 2
∫ ∞
y
β(z)κ(y, z)u(z) dz für fast alle y ∈ Y .




∂y(τu)− L[u] , u ∈ E1 , t ∈ JT
ein. Mit diesen Bezeichnungen können wir nun das Problem (1.1)–(1.4) in der
Form
v̇ = λ− γv − v
1 + ν‖u‖E0
|τu|1 + g(u) , t > 0 , v(0) = v0 , u ≥ 0 (2.32)
und
u̇+ Av(t, u)u = Q[u, u] , t > 0 , u(0) = u0 (2.33)
schreiben, wobei | · |1 die Norm in L1(Y ) = L1(Y, dy) und ‖ · ‖E0 die Norm in
E0 = L1(Y, ydy) bezeichnet.
2.3. Strukturelle Vorbemerkung
Zuerst betrachten wir den Fall ν = 0 (der Fall ν > 0 wird in Abschnitt 2.6
ausführlich behandelt).
Dann lässt sich das abstrakte Problem (2.32), (2.33) als
v̇ = λ− γv − v|τu|1 + g(u) , t > 0 , v(0) = v0 , u ≥ 0 (2.34)
und
u̇+ Av(t)u = Q[u, u] , t > 0 , u(0) = u0 (2.35)
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schreiben mit
Av(t)u = v(t)∂y(τu)− L[u] , u ∈ E1 , t ∈ JT .
Da die rechte Seite in (2.35) nicht linear in u ist, versuchen wir, das Problem lokal
so zu modifizieren bzw. in einige Schritte aufzuteilen, dass wir die lineare Theorie
anwenden können.
Wir fixieren nun einige wesentliche Begriffe, die wir im weiteren Verlauf von Kapi-
tel 2 beibehalten:
XT := {u ∈ C(JT , E+0 ) ; ‖u(t)‖E0 ≤ 2ω0S + 1 , t ∈ JT}
und
WT := {u ∈ C(JT , E+1 ) ; ‖u(t)‖E1 ≤ 2ω0S + 1 , t ∈ JT}
für S > 0 und ω0 aus (2.15). Offensichtlich sind dies vollständige metrische Räume.
Mit c(S) werden wir eine generische positive Konstante bezeichnen, die von S
abhängt, aber nicht von T ∈ (0, 1] und die sich von Zeile zu Zeile ändern kann.
Die Idee ist, für festes u ∈ XT die gewöhnliche Differentialgleichung (2.34) vor-
zulösen und diese Lösung in die Gleichung (2.35) einzusetzen. Linearisiert man
zusätzlich die rechte Seite Q[u, u], so erhält man eine inhomogene nichtautonome
hyperbolische Differentialgleichung, die mit Hilfe eines Fixpunktargumentes im
Raum WT gelöst werden kann, falls T > 0 klein genug ist. Ferner wird gezeigt,
dass die entsprechende Lösungsabbildung u 7→ u(u) genau einen Fixpunkt im
Raum XT für ein kleines T besitzt. Es ist an dieser Stelle zu bemerken, dass die
für die letzte Aussage verwendete Abschätzung (2.16) eine Kontraktion nur in XT
und nicht in WT garantiert. Anschließend wird gezeigt, dass dieser Fixpunkt eine
klassische Lösung des Problems (2.34), (2.35) definiert, die darüber hinaus zeitlich
global existiert.
Für den Fall ν > 0 wird eine zusätzliche Menge
ZT =
{
u ∈ XT :
∫ ∞
y0




∣∣∣∣ ≤ r(S) , t ∈ JT , u(0) = u0}
mit
r(S) := (2Sω0 + 1)ν
[
(S + (2Sω0 + 1)‖β‖∞ + λ)τ ∗ + ‖µ‖∞ + ‖β‖∞
]
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eingeführt. Nun findet man wie oben für ein festes û ∈ ZT eine eindeutige klassi-
sche Lösung des Systems
v̇ = λ− γv − v
1 + ν‖û‖E0
|τu|1 + g(u) , t > 0 , v(0) = v0 , u ≥ 0
und
u̇+ Av(t, û)u = Q[u, u] , t > 0 , u(0) = u0 .
Im weiteren Verlauf wird gezeigt, dass die Abbildung û 7→ u(û) für kleine An-
fangswerte (v0, u0) eine strikte Kontraktion auf ZT für T > 0 klein genug definiert,
was die Existenz einer eindeutigen globalen klassischen Lösung für (2.32), (2.33)
beweist.
2.4. Lokale Existenz im Fall ν = 0
Im folgenden Lemma betrachten wir die gewöhnliche Differentialgleichung (2.34)
mit u ersetzt durch ein festes u ∈ XT und zeigen, dass sie eine eindeutige Lösung
in der Menge VT,R (wurde in (2.12) definiert) für ein R := R(S) > 1 besitzt.
Lemma 2.8. Es sei S > 0, u ∈ XT , S−1 ≤ v0 ≤ S. Dann existiert eine eindeutige
Lösung vu der gewöhnlichen Differentialgleichung
v̇ = λ− γv − v|τu|1 + g(u) , 0 ≤ t ≤ T ≤ 1 , v(0) = v0 . (2.36)
Es gibt ein R := R(S) > 1, das nicht von T ∈ (0, 1] abhängt, sodass vu ∈ VT,R,
wobei die Menge VT,R in (2.12) gegeben ist. Es gilt darüber hinaus
|vu1(t)− vu2(t)| ≤ Tc(S)‖u1 − u2‖C([0,T ],E0) , 0 ≤ t ≤ T ≤ 1 , u1, u2 ∈ XT .
(2.37)
Beweis. Aus den Ungleichungen∣∣|τu(t1)|1 − |τu(t2)|1∣∣ ≤ |τ(u(t1)− u(t2))|1 ≤ τ ∗‖u(t1)− u(t2)‖E0 ,





(u(t1, y)− u(t2, y))β(y)
∫ y0
0





|u(t1, y)− u(t2, y)|y dy
= ‖β‖∞‖u(t1)− u(t2)‖E0 , t1, t2 ∈ [0, T ] , u ∈ XT
(2.39)
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folgt, dass |τu|1, g(u) ∈ C(JT ) für u ∈ XT (in der Ungleichung in (2.39) haben
wir (1.8) verwendet und in (2.38) wurden (2.3) und die Positivität von u benutzt).
Diese Funktionen sind außerdem auf JT beschränkt, weil u ∈ XT . Nun bezeichnen
wir durch h : JT × R→ R die rechte Seite von (2.36), d.h.
h(t, v) := λ− γv − v|τu(t)|1 + g(u(t)) , t ∈ JT , v ∈ R . (2.40)
Dann gilt h ∈ C(JT × R,R) und es existiert ein c(S) > 0, sodass
|h(t, v1)− h(t, v2)| ≤ c(S)|v1 − v2| , t ∈ [0, T ] , v1, v2 ∈ R .









s |τu(σ)|1 dσ(λ+ g(u(s))) ds , t ∈ JT
(2.41)
gegeben ist. Aus (2.41) erhält man die Abschätzung
vu(t) ≥ e−γt−τ
∗(2ω0S+1)tv0 ≥ c(S) , 0 ≤ t ≤ T ≤ 1 , (2.42)
weil g(u) nichtnegativ ist. Wenn man berücksichtigt, dass v0 ≤ S, T ≤ 1,




s |τu|1 dσ ≤ 1
für 0 ≤ s ≤ t ≤ T , kommt man auf
vu(t) ≤ c(S) , t ∈ JT (2.43)
und schließlich erhält man aus (2.36) und (2.43) die Abschätzung
−c(S) ≤ −(γ + |τu(t)|1)vu(t) ≤ v̇u(t) ≤ λ+ g(u(t)) ≤ c(S) , t ∈ JT . (2.44)
Aus (2.42)–(2.44) folgt nun, dass ein R := R(S) > 1 mit vu ∈ VT,R existiert.
Um (2.37) zu zeigen, bemerken wir, dass aus (2.41) zusammen mit γ ≥ 0 die
Ungleichung
|vu1(t)− vu2(t)| ≤

























s |τu2(σ)|1 dσg(u2(s)) ds
∣∣∣∣∣∣
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für 0 ≤ t ≤ T ≤ 1, u1, u2 ∈ XT folgt. Ferner benutzen wir T ≤ 1 und die Tatsache,
dass die Exponentialfunktion gleichmäßig Lipschitz stetig auf (−∞, 0] ist. Daher
gilt für u1, u2 ∈ XT die Abschätzung













|g(u1(t))− g(u2(t))| , 0 ≤ t ≤ T ≤ 1 .
Nun folgt aus (2.38) und (2.39)
|vu1(t)− vu2(t)| ≤ Tc(S)‖u1 − u2‖C([0,T ],E0) , 0 ≤ t ≤ T ≤ 1 , u1 , u2 ∈ XT
und damit ist die Ungleichung (2.37) gezeigt.
Auf Grund von Lemma 2.8 ist die folgende Definition sinnvoll: Für u ∈ XT
definieren wir den Operator
Avu(t)u := vu(t)∂y(τu)− L[u] , u ∈ E1 , t ∈ JT .
Nun betrachten wir die lineare Gleichung
u̇+ Avu(t)u = Q[u, u(t)] , t ∈ JT , u(0) = u0 . (2.45)
Im weiteren Verlauf der Arbeit wird gezeigt, dass die Gleichung (2.45) eine ein-
deutige klassische Lösung u ∈ WT ⊂ XT für u ∈ XT auf JT besitzt, wenn T klein
genug gewählt wird. Diese Lösung wird dann in (2.36) als neues u ∈ XT eingesetzt.
Der Banachsche Fixpunktsatz liefert uns dann die eindeutige klassische Lösung des
Problems (2.34), (2.35) auf JT für ein kleines T .
Es ist offensichtlich, dass, wenn u ∈ WT die Gleichung (2.45) für ein festes u ∈ XT
löst, u auch die Gleichung
u̇+ Avu(t)u+ ωu = Q[u, u(t)] + ωu , t ∈ JT , u(0) = u0 (2.46)
für jedes ω > 0 löst und umgekehrt. Um die Positivität der Lösung u zu gewähr-
leisten, wollen wir ω > 0 so wählen, dass
Q[u, u(t)] + ωu ≥ 0
und
Q[u, u(t)] + ωu+ L[u] ≥ 0
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K · (2ω0S + 1) + ‖µ+ β‖∞ .
Für dieses ω und ein festes u ∈ XT definieren wir
Aωvu(t)u := vu(t)∂y(τu)− L[u] + ωu , u ∈ E1 , t ∈ JT .
Wir betrachten die Gleichung
u̇+ Aωvu(t)u = Q[u, u(t)] + ωu , t ∈ JT , u(0) = u
0 (2.47)
für ein festes u ∈ XT und zeigen, dass unter bestimmten Voraussetzungen an u0
die Differentialgleichung (2.47) eine eindeutige Lösung u ∈ WT besitzt, wenn T
klein genug gewählt wird.
Satz 2.9. Es sei S > 0 beliebig. Wenn u0 ∈ E+1 mit ‖u0‖E1 ≤ S und u ∈ XT ,
dann besitzt die Gleichung (2.47) eine eindeutige Lösung u ∈ WT ∩C1(JT , E0) für
T = T (S) > 0 geeignet.
Beweis. Es sei u ∈ XT . Wir definieren
W̃T := {u ∈ C(JT , E1) ; ‖u(t)‖E1 ≤ 2ω0S + 1, t ∈ JT}
und
Uωvu(t, s) := Uvu(t, s)e
ω(t−s) , 0 ≤ s ≤ t ≤ T ,
wobei Uvu(t, s), 0 ≤ s ≤ t ≤ T das in Satz 2.5 beschriebene Evolutionssystem für
vu ∈ V(T,R) ist. Wegen Satz 2.5 gelten für Uωvu(t, s), 0 ≤ s ≤ t ≤ T die Bedingun-
gen (E1)–(E5) aus [38, §5]. Da u ∈ C(JT , E0), liefert Teil (a) von Lemma 2.3 für
w ∈ C(JT , E1), dass
Q[w(·), u(·)] + ωw ∈ C(JT , E1) .
Damit sind die Voraussetzungen von [38, Theorem 5.5.2] erfüllt und die Gleichung
u̇+ Aωvu(t)u = Q[w(t), u(t)] + ωw(t) , t ∈ JT , u(0) = u
0
besitzt daher eine eindeutige Lösung
Fu[w] ∈ C(JT , E1) ∩ C1(JT , E0) , (2.48)
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Q[w(s), u(s)] + ωw(s)
)
ds , t ∈ JT
gegeben ist.
Es sei nun w ∈ W̃T ⊂ C(JT , E1). Dann folgt aus (2.15) und Lemma 2.3









≤ eωTω0S + (eωT + ωeωT )ω0c(S)T ≤ 2ω0S + 1 , t ∈ JT
(2.49)









‖Uωvu(t, s)‖L(E1)‖w1(s)− w2(s)‖E1 ds
≤ (eωT + ωeωT )ω0c(S)T‖w1 − w2‖C([0,T ],E1)
≤ 1
2
‖w1 − w2‖C([0,T ],E1) ,
wenn T klein genug gewählt wird. Es existiert also nach dem Banachschen Fix-
punktsatz ein eindeutiges u ∈ W̃T ∩ C1(JT , E0), sodass u(t) = Fu[u](t) für t ∈ JT .
Somit löst dieses u die Gleichung (2.47).
Es bleibt noch zu zeigen, dass u(t) ≥ 0 für t ∈ JT . Dafür beachten wir, dass
u die Gleichung
ẇ+(Avu(t)+ω)w = Q[w, u(t)]+ωw+L[w] =: H[w] , t ∈ JT , w(0) = u0 (2.50)
löst, wobei Avu(t) := vu(t)∂y(τ ·).
Auf Grund der Wahl von ω gilt H[w] ∈ E+0 für w ∈ E+0 . Außerdem gilt offen-
sichtlich H[w] ∈ L(E0). Nach Lemma 2.4 generiert −Avu(t) eine positive Halb-
gruppe auf E0 für t ∈ JT , also auch −(Avu(t) + ω), t ∈ JT . Aus der Konstruktion
40
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des Evolutionssystems (beschrieben in [38], Beweis von Theorem 5.3.1) folgt dann,
dass auch das von {−(Avu(t) +ω)}t∈JT generierte Evolutionssystem U(t, s) positiv
ist. Für w ∈ C([0, T̃ ], E0) und t ∈ [0, T̃ ] mit 0 < T̃ ≤ T definieren wir
G[w](t) := U(t, 0)u0 +
t∫
0
U(t, s)H[w(s)] ds .
Wenn T̃ ∈ (0, T ] klein genug ist und B(T̃ ) ein in C([0, T̃ ], E0) beschränkter abge-
schlossener Ball mit u0 ∈ B(T̃ ) ist, dann ist G : B(T̃ ) → B(T̃ ) eine Kontraktion.
Daraus folgt mit dem Banachschen Fixpunktsatz, dass die Folge (wn), definiert
durch
w0 := u
0 , wn+1 := G[wn] , n ∈ N ,
in C([0, T̃ ], E+0 ) gegen die eindeutige Lösung w der Gleichung (2.50) konvergiert
mit w(t) = G[w](t), t ∈ [0, T̃ ]. Nun wissen wir, dass u|[0,T̃ ] mit u(t) ∈ E1 für
t ∈ [0, T̃ ] die Gleichung (2.50) auch löst. Wegen E1 ↪→ E0 und der Eindeutigkeit
der Lösung stimmt G[w](t) mit u(t) für t ∈ [0, T̃ ] überein, also gilt u(t) ∈ E+1 für
t ∈ [0, T̃ ]. Es sei nun
T ∗ := sup{T ′ ∈ (0, T ] : u(t) ∈ E+1 , 0 ≤ t ≤ T ′} .
Dann gilt T ∗ ≥ T̃ . Wenn T ∗ < T wäre, könnten wir den Vorgang mit u(T ∗) ∈ E+1
statt u0 wiederholen und daraus schließen, dass ein T ∗∗ ∈ (T ∗, T ] existiert, sodass
u(t) ∈ E+1 für 0 ≤ t < T ∗∗, was der Definition von T ∗ widersprechen würde. Es
gilt also T ∗ = T und folglich u(t) ∈ E+1 für t ∈ JT .
Bisher wurde das Folgende gezeigt: Für T > 0 genügend klein, S > 0, u ∈ XT
und S−1 ≤ v0 ≤ S existieren eindeutige vu ∈ C1(JT ) mit vu(t) > 0 für t > 0 und
u(u) ∈ WT ∩ C1(JT , E0), sodass vu die Gleichung
v̇ = λ− γv − v|τu|1 + g(u) , 0 ≤ t ≤ T ≤ 1 , v(0) = v0 (2.51)
und u(u) die Gleichung
u̇+ Avuu = Q[u, u(t)] , t ∈ JT , u(0) = u0 (2.52)
löst, wobei u0 ∈ E+1 , ‖u0‖E1 ≤ S vorausgesetzt wurde.
Nun zeigen wir, dass die Abbildung Λ : XT → XT , u 7→ u(u) eine Kontraktion ist.
Satz 2.10. Λ : XT → XT ist strikt kontraktiv falls T > 0 klein genug ist.
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Beweis. Wir wissen, dass E1 ⊂ E0 und ‖x‖E0 ≤ ‖x‖E1 für x ∈ E1. Folglich gilt
WT ⊂ XT . Damit folgt aus Satz 2.9 für




Uvu(t, s)Q[u(u), u(s)] ds , t ∈ JT , u ∈ XT , (2.53)
dass Λ(u) ∈ XT für u ∈ XT und ein passendes T ∈ (0, 1). Es bleibt noch zu
zeigen, dass die Abbildung strikt kontraktiv ist. Dafür betrachten wir für t ∈ JT ,
u1, u2 ∈ XT , u1 = u(u1) ∈ WT , u2 = u(u2) ∈ WT die Ungleichung
‖Λ(u1)(t)− Λ(u2)(t)‖E0









‖Uvu2 (t, s)‖L(E0)‖Q[u1(s), u1(s)]−Q[u2(s), u2(s)]‖E0 ds .
Aus Satz 2.5 (siehe insbesondere die Ungleichungen (2.16) und (2.14)) folgt nun
‖Λ(u1)(t)− Λ(u2)(t)‖E0








eω0T‖Q[u1(s), u1(s)]−Q[u2(s), u2(s)]‖E0 ds , t ∈ JT .
Daraus ergibt sich mit Lemma 2.8 die Ungleichung
‖Λ(u1)(t)− Λ(u2)(t)‖E0








eω0T‖Q[u1(s), u1(s)]−Q[u2(s), u2(s)]‖E0 ds , t ∈ JT .
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Schließlich verwenden wir Lemma 2.3 und finden













≤ c(S)ω0Tc(S)‖u1 − u2‖C(JT ,E0)
+ c(S)ω0T
2‖u1 − u2‖C(JT ,E0)





wobei wir in der zweiten Ungleichung in (2.54) die Tatsache benutzt haben, dass











‖u1 − u2‖C(JT ,E0) (2.55)
für T > 0 genügend klein. Somit ist Λ : XT → XT eine strikte Kontraktion.
Im folgenden Korollar fassen wir die Resultate dieses Abschnitts zusammen und
untersuchen einige Eigenschaften der maximalen Lösung des Anfangswertproblems
(2.34), (2.35).
Korollar 2.11. Für jedes u0 ∈ E+1 und v0 > 0 besitzt das Problem (2.34), (2.35)
eine eindeutige maximale Lösung (v, u) ∈ C(J,R+ × E+1 ) ∩ C1(J,R × E0). Das




v(t) = 0 oder lim
t↗t+
(v(t) + ‖u(t)‖E1) =∞ . (2.56)
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Beweis. Wir zeigen die Aussage analog zu dem entsprechden Beweis in [41, The-
orem 3.1]. Die Gleichung (2.53) garantiert, dass der Fixpunkt im Raum XT eine
klassische Lösung des Problems (2.34), (2.35) definiert. Somit folgt aus den Sätzen
2.9 und 2.10 zusammen mit Lemma 2.8, dass das Anfangswertproblem (2.34),
(2.35) eine eindeutige klassische Lösung (v, u) ∈ C(JT ,R+×E+1 )∩C1(JT ,R×E0)
auf JT = [0, T ] hat, wenn T klein genug gewählt wird. Es ist klar, dass diese
Lösung auf ein maximales Intervall J fortgesetzt werden kann, wobei J offen in
R+ ist. Es bleibt zu zeigen, dass im Fall t+ := sup J < ∞ (2.56) gilt. Dafür
nehmen wir an, dass eine Folge tj ↗ t+ und ein S > 0 existieren, sodass
v(tj) ≥ S−1 und v(tj) + ‖u(tj)‖E1 ≤ S
gilt. Dann gibt es ein T (S) > 0, das nicht von tj abhängt, sodass das Problem
(2.34), (2.35) mit den Anfangswerten (v(tj), u(tj)) ∈ R+ \ {0} × E+1 auf [tj, T (S)]
eine eindeutige klassische Lösung besitzt. Das gilt auch für ein tN mit tN >
t+ − T (S). Aber dann könnte die Lösung (v, u) auf [0, tN + T (S)] fortgesetzt
werden, was der Maximalität von J widersprechen würde.
2.5. Globale Existenz im Fall ν = 0
In diesem Abschnitt zeigen wir, dass die klassische Lösung aus dem vorherigen
Abschnitt auf das Intervall [0,∞) fortgesetzt werden kann, d.h. dass die klassische
Lösung des Problems (2.34), (2.35) global existiert.
Wir erinnern an den in (1.14) definierten Operator Q, gegeben durch
Q[u, u](y) = 1[y>2y0]
∫ y−y0
y0
η(y − z, z)u(y − z)u(z) dz − 2u(y)
∫ ∞
y0
η(z, y)u(z) dz ,
und bemerken, dass für u ∈ E0 wegen (2.4) und (1.16) die Identität
∞∫
y0






(y + z)− y − z
)
η(y, z)u(y)u(z) dy dz = 0 (2.57)
gilt. Nun zeigen wir, dass die Funktion t 7→ v(t) + ‖u(t)‖E0 höchstens linear auf J
wächst.
Lemma 2.12. Es sei (v, u) die klassische Lösung des Problems (2.34), (2.35) auf






yu(t, y) dy = λ− γv(t)−
∫ ∞
y0
yµ(y)u(t, y) dy , t ∈ J . (2.58)
Insbesondere gilt für t ∈ J
v(t) + ‖u(t)‖E0 ≤ v0 + ‖u0‖E0 + λt . (2.59)
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Beweis. Da (v, u) die Lösung des Problems (2.34), (2.35) ist, folgt aus (2.35) und
(2.57) ∫ ∞
y0














yL[u](y) dy , t ∈ J .
(2.60)
Aus (1.15) und (1.8) ergibt sich
∞∫
y0




















zκ(z, y) dz dy .
(2.61)









Wegen u ∈ E1 und (2.3) konvergiert die linke Seite und damit auch die rechte Seite





τ(y)u(y) dy = 0 . (2.62)







yu(t, y) dy = λ− γv(t)−
∫ ∞
y0
yµ(y)u(t, y) dy , t ∈ J .
Daraus und aus der Positivität von u, v, γ und µ folgt die Behauptung.
Bemerkung 2.13. Die Gleichung (2.58) bedeutet, dass die Lösung (v, u) monomer-
erhaltend ist, dass also die Anzahl der Monomere sich nur durch den natürlichen
Abbau bzw. durch die natürliche Produktion ändern kann.
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Im nächsten Satz beweisen wir, dass die Lösung (v, u) global existiert.
Satz 2.14. Es sei (v, u) ∈ C(J,R+×E+1 )∩C1(J,R×E0) die eindeutige maximale
Lösung von (2.34), (2.35) und t+ := sup J . Dann gilt t+ =∞.
Beweis. Wir nehmen an, dass t+ <∞. Mit c(t+) bezeichnen wir eine Konstante,
die nur von t+ abhängt und die sich von einer Zeile zur anderen ändern kann.
Aus (2.34) und der Positivität von u und v erhalten wir mit Lemma 2.12 die
Abschätzungen
v̇(t) ≤ λ+ g(u(t)) ≤ λ+ ‖β‖∞‖u(t)‖E0 ≤ c(t+) , t ∈ J ,
wobei wir in der zweiten Ungleichung (1.8) benutzt haben, und aus (2.3) folgt
v̇(t) ≥ −γv(t)− |τu(t)|1v(t) ≥ −γv(t)− τ ∗‖u(t)‖E0v(t) ≥ −c(t+) , t ∈ J .
Dies ergibt
‖v‖C1(J) ≤ c(t+) . (2.63)
Aus (2.41) erhalten wir außerdem
v(t) ≥ e−(γ+|τu(t)|1)tv0 ≥ e−(γ+τ∗c(t+))t+v0 > 0 , t ∈ J . (2.64)
Folglich existiert ein R = R(c(t+)) > 0, sodass für jedes 0 < T < t+ gilt v ∈ VT,R.
Nun können wir Satz 2.5 verwenden, insbesondere (2.15). Somit ergibt sich die
Abschätzung
‖Uv(t, s)‖L(E1) ≤ c(t+) , 0 ≤ s ≤ t < t+ . (2.65)
Ferner gilt nach Lemma 2.12
‖u(t)‖E0 ≤ c(t+) , t ∈ J
und folglich mit Lemma 2.3
‖Q[u(t), u(t)]‖E1 ≤ c(t+)‖u(t)‖E1 , t ∈ J .
Nun können wir die Lösung u durch
‖u(t)‖E1 ≤ ‖Uv(t, 0)‖L(E1)‖u0‖E1 +
∫ t
0
‖Uv(t, s)‖L(E1)‖Q[u(s), u(s)]‖E1 ds
≤ c(t+)‖u0‖E1 + c(t+)
∫ t
0
‖u(s)‖E1 ds , t ∈ J
(2.66)
abschätzen und mit dem Lemma von Gronwall erhalten wir
‖u(t)‖E1 ≤ c(t+) , t ∈ J . (2.67)
Es gelten also die Abschätzungen (2.63), (2.64) und (2.67), obwohl t+ < ∞, was
der Bedingung (2.56) widerspricht. Aus diesem Widerspruch folgt, dass t+ = ∞,
d.h. dass die Lösung (v, u) global existiert.
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2.6. Lokale und globale Existenz im Fall ν > 0
Nun interessieren wir uns für den Fall, wenn der Parameter ν > 0 ist. Dann
müssen wir das System (2.32), (2.33) lösen. Es sei v0 > 0, u0 ∈ E+1 und S > 0 mit
S−1 ≤ v0 ≤ S , ‖u0‖E1 ≤ S .
Wir definieren
r(S) := (2Sω0 + 1)ν
[





u ∈ XT :
∫ ∞
y0




∣∣∣∣ ≤ r(S) , t ∈ JT , u(0) = u0} (2.68)
versehen mit der Metrik











für u,w ∈ ZT . Dies ist ein vollständiger metrischer Raum. Im Folgenden verwen-
den wir die Notation
‖u− w‖ZT := d(u,w)
für u,w ∈ ZT . Wir halten û ∈ ZT0 für ein 0 < T0 ≤ 1 fest. Dann folgt wie in
Abschnitt 2.4, dass das System
v̇(t) = λ− γv(t)− v(t)
1 + ν‖û(t)‖E0
|τu(t)|1 + g(u(t)) , t ∈ JT , v(0) = v0 (2.70)
und
u̇(t) + AVû(t)u = Q[u, u] , t ∈ JT , u(0) = u0 (2.71)
mit





, t ∈ JT
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definiert ist, eine eindeutige klassische Lösung (v, u) mit v ∈ C1(JT ), v > 0 und
































UVû(t, s)Q[u(s), u(s)]ds . (2.73)
Hierbei bezeichnet UVû(t, s), 0 ≤ s ≤ t ≤ T ≤ 1 das von der Operatoren-
familie {AVû(t)}t∈JT generierte Evolutionssystem. Wegen (2.72) und (2.68) gilt
Vû ∈ V(T,R) für ein R = R(S) > 1, das nicht von T und û ∈ ZT abhängt. Das
bedeutet, dass das Evolutionssystem UVû(t, s), 0 ≤ s ≤ t ≤ T ≤ 1 wohldefiniert
ist und alle Eigenschaften aus Satz 2.5 besitzt.
Es ist nun leicht zu sehen, dass die Lösung (v, u) für (2.70), (2.71) auch monomer-
erhaltend ist, d.h. sie erfüllt die Gleichung (2.58) für t ∈ JT . Aus (2.70) folgt für
t ∈ JT
v̇(t) + γv(t) = λ− v(t)
1 + ν‖û(t)‖E0
|τu(t)|1 + g(u(t)) .

















für t ∈ JT . Wie im Fall ν = 0 erhalten wir aus (2.73), dass u = u(û) ∈ XT , und
die Gleichung (2.74) impliziert u = u(û) ∈ ZT . Nun betrachten wir die Abbildung
Γ : ZT → ZT , û 7→ u(û), die durch




UVû(t, s)Q[u(û), u(û)]ds , t ∈ JT , û ∈ ZT
gegeben ist. Unser Ziel ist es, zu zeigen, dass ein T > 0 existiert, sodass Γ eine
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Γ[û1](t, y)− Γ[û2](t, y)
)
dy
∣∣∣∣ , t ∈ JT .
(2.76)
Da û1, û2 nichtnegativ sind, erhalten wir aus (2.72) analog zur Rechnung aus
Lemma 2.8
|(Vû1 − Vû2)(t)| =








































≤ c(S)T‖û1 − û2‖ZT
für t ∈ JT , wobei wir in der zweiten Ungleichung (2.59) und im letzten Schritt
(2.69) verwendet haben. Nun folgt aus (2.76) unter Berücksichtigung von (2.3),





u1(t, y)− u2(t, y)
)
dy




Dies impliziert zusammen mit (2.69) und (2.75) die Abschätzung
‖Γ[û1]− Γ[û2]‖ZT ≤ a‖û1 − û2‖ZT
für ein a < 1, wenn T klein genug gewählt ist. Dies bedeutet, dass das Problem
(1.1)–(1.4) auch im Fall ν > 0 eine eindeutige klassische Lösung auf [0, T ] für ein
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T > 0 besitzt. Genauso wie im Fall ν = 0 gelten für diese Lösung die Aussagen
von Korollar 2.11, Lemma 2.12 und Satz 2.14.
Beweis von Theorem 2.1. Die Behauptung folgt aus Korollar 2.11 und Satz 2.14.
2.7. Anfangswert mit kompaktem Träger
Das letzte Resultat in diesem Kapitel ist dem Fall gewidmet, wenn die Anfangs-
verteilung u0 und die Koagulationsrate η in (1.1)–(1.4) kompakte Träger haben.
Im folgenden Satz zeigen wir, dass der Träger der u-Komponente der eindeutigen
klassischen Lösung des Problems in diesem Fall auch kompakt ist.
Satz 2.15. Es seien die Bedingungen (1.7), (1.8) und (2.1)–(2.4) erfüllt. Für
v0 > 0 und u0 ∈ E+1 sei (v, u) die eindeutige klassische globale Lösung für das
Problem (1.1)–(1.4). Wenn
suppu0 ⊂ [y0, S0]
für ein S0 > y0 und wenn ein S1 > 0 existiert, sodass η(y, z) = 0 für (y, z) ∈ Y ×Y
mit z + y > S1, dann gilt
suppu(t) ⊂ [y0, S(t)] , t ≥ 0 ,





ist mit S(0) = max{S0, S1}.
Beweis. Wir gehen ähnlich vor wie im Beweis von [46, Theorem 2.4] bzw. [41,




τ(S) , S(0) = max{S0, S1}













gegeben ist. Wir definieren P ∈ C1
(
[0, t+), L1(Y )
)
durch
P (t, y) :=
∫ ∞
y
u(t, y′) dy′ , y ∈ Y, t ≥ 0 .
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Q[u(t), u(t)](y′) dy′ .






















η(z, y′)u(z) dz dy′ dy .
Für S1 ≤ S(t) < y < y′ <∞ und t ≥ 0 folgt aus den Voraussetzungen des Satzes,




Q[u, u](y′) dy′ dy = 0



































































































P (t, y) dy + 2‖β‖∞
∫ ∞
S(t)
P (t, y) dy .
Wegen ∫ ∞
S(0)
P (0, y) dy = 0
folgt daraus mit dem Lemma von Gronwall∫ ∞
S(t)
P (t, y) dy = 0 , t ≥ 0 ,
weil u(t, y) nichtnegativ ist. Somit gilt u(t, y) = 0 für y ∈ (S(t),∞) und t ≥ 0.
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3. Schwache Lösungen für unbeschränkte Raten
In Kapitel 2 über klassische Lösungen haben wir gezeigt, dass das Problem (1.1)–
(1.4) im Fall von beschränkten Raten µ, β, τ, η, oder, genauer, wenn die Bedin-
gungen (2.1)–(2.4) erfüllt sind, eine eindeutige klassische Lösung (v, u) im Pro-
duktraum R+ × L+1 (Y, ydy) besitzt. Aus biologischer Sicht ist es allerdings sinn-
voll, auch unbeschränkte Raten zu betrachten. Beispielsweise ist es vernünftig
anzunehmen, dass die Polymerteilungsrate β umso größer wird, je länger die Poly-
mere sind, als z.B. sich wie β∗y für ein β∗ > 0 verhält (vgl. [35]).
Nun ist unser Ziel, die Existenz von schwachen Lösungen für unbeschränkte τ, µ,
β und η zu prüfen.
Es gelte
λ, γ, ν ≥ 0 . (3.1)
Statt (2.1), (2.3) und (2.4) setzen wir im Folgenden voraus, dass
µ, β ∈ L+∞,loc(Y ) , (3.2)
τ ∈ C([y0,∞)) , 0 < τ0 ≤ τ(y) ≤ τ ∗y , y ≥ y0 , (3.3)
η : [y0,∞)× [y0,∞)→ R+ stetig mit
η(y, z) = η(z, y) ≤ K(yαzρ + yρzα)
(3.4)
für (y, z) ∈ Y ×Y , für ein K ≥ 1 und ein Paar (α, ρ) mit 0 ≤ α ≤ ρ ≤ 1. Dabei ist
die Einschränkung an α und ρ dadurch bedingt, dass wir eine Lösung (v, u) mit
u ∈ L∞,loc(R+, L+1 (Y, ydy)) suchen möchten, was, wie schon erwähnt wurde, aus




ϕ(y)Q[u(t)](y)dy für jedes ϕ ∈ L∞(Y ) und jedes t ≥ 0 existiert.
Im Weiteren verwenden wir die Bezeichnung
θ := α + ρ ∈ [0, 2] .
Im Fall θ ∈ (1, 2] formulieren wir noch eine Bedingung für β und κ:
Es existieren B > 0, ζ > θ − 1 und 0 < a < 1, sodass




zκ(z, y)dz ≤ ay , y ∈ Y .
(3.5)
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Die Bedingung (ii) in (3.5) bedeutet aus biologischer Sicht, dass bei der Polymertei-
lung das Verhältnis der Anzahl der dabei entstehenden Monomeren zur Anzahl der




Wir fordern außerdem, dass κ sowohl (1.7), (1.8) als auch die folgenden Bedingun-











1E(z)κ(z, y)dz = 0 , (3.6)
wobei E messbar ist und |E| das Lebesgue-Maß von E bezeichnet, und es gibt







κ(z, y)dz ≥ δ1 , y ≥ 2y1 . (3.7)
Wenn κ die Form (1.10), (1.11) besitzt, dann sind die Bedingungen (1.7), (1.8),



















und der Tatsache, dass y0 > 0, β ∈ L∞,loc(Y ) und k0 integrierbar ist. Um (3.7) in








































wobei wir im letzten Schritt (1.11) verwendet haben. Nun folgt (3.7) aus (1.11)
und der Nichtnegativität von k0.
Wir erinnern wieder an die in (1.13) und (1.16) eingeführten Abbildungen
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und
Q[u, u](y) = 1[y>2y0]
y−y0∫
y0




für fast alle y ∈ Y . In den Kapiteln 3 und 4 verwenden wir stets die Notation
Q[u] := Q[u, u]

























Nun führen wir den Begriff einer monomererhaltenden schwachen Lösung ein.
Definition 3.1. Es seien v0 > 0 und u0 ∈ L+1 (Y, ydy) gegeben. Wir nennen (v, u)
eine monomererhaltende schwache Lösung von (1.1)–(1.4), wenn
(i) v ∈ C1(R+) eine nichtnegative Lösung von (1.1) ist,
(ii) u ∈ L∞,loc
(
R+, L+1 (Y, ydy)
)
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Die schwache Formulierung der Lösung in (ii) entspricht der Gleichung, die wir
durch Testen von (1.2) mit ϕ ∈ W 1∞(Y ) erhalten. Wenn die Bedingungen (1.7),
(1.8), (3.3), (3.4) und (3.8) erfüllt sind, sind alle Terme in (ii) endlich.
Mit der Gleichung in (iii) wird gewährleistet, dass sich die Gesamtanzahl der
Monomere im System ausschließlich durch die natürliche Produktion mit der Rate
λ steigern und durch das Absterben mit der Rate γ verkleinern kann. Wenn diese
Gleichung erfüllt ist, spricht man von einer ”monomererhaltenden” Lösung. For-
mal erhält man die Gleichung, indem man (1.2) bezüglich des Maßes ydy und
bezüglich t unter Berücksichtigung von (1.7), (1.8) integriert, vorausgesetzt, das
Integral existiert, und danach mit (1.1) aufaddiert (vgl. (2.58)).
Im Weiteren benutzen wir die Notation L1,w(Y, ydy) für den Raum L1(Y, ydy),
versehen mit seiner schwachen Topologie.
Das folgende Theorem stellt eine Existenzaussage für schwache monomererhal-
tende Lösungen dar.
Theorem 3.2. Es gelte (3.1). Es sei µ, β ∈ L+∞, loc(Y ), κ erfülle die Bedingungen
(1.7), (1.8), (3.6) und (3.7), τ erfülle (3.3) und für η gelte die Bedingung (3.4),
wobei entweder
α + ρ ≤ 1 (3.11)
oder
1 < α + ρ ≤ 2 zusammen mit (3.5) (3.12)
erfüllt sein soll.
(i) Dann besitzt das Problem (1.1)–(1.4) für jeden Anfangswert (v0, u0) mit
v0 > 0 , u0 ∈ L+1 (Y, ydy)
eine globale monomererhaltende schwache Lösung (v, u) mit
u ∈ C(R+, L1,w(Y, ydy)) .
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(ii) Gilt (3.11) und u0 ∈ L+1 (Y, yσdy) für ein σ ≥ 1, so gilt darüber hinaus für





Um Theorem 3.2 beweisen zu können, benötigen wir einige Vorbereitungen. In
Abschnitt 3.1 konstruieren wir eine Folge von Problemen mit ”abgeschnittenen”
Raten (τn, ηn, µn, βn) und Anfangswerten u
0
n ∈ D(Y ), von denen jedes nach dem
Resultat aus Kapitel 2 eine eindeutige klassische globale Lösung (vn, un) besitzt.
Danach beweisen wir in Abschnitt 3.2, dass die Lösungsfolge (vn, un) schwach
kompakt in C
(
[0, T ],R × L1(Y, ydy)
)
für jedes T > 0 ist. Die Schwierigkeit hier-
bei besteht darin, dass die einzige Erhaltungsgleichung (3.10) nur Abschätzungen
der Folge (un) in dem nicht-reflexiven Raum L1(Y, ydy) liefert, also keine unmit-
telbare (schwache) Kompaktheit (vgl. [29]). Daher verwenden wir das Theorem
von Dunford-Pettis (Theorem A.4), das die schwache Kompaktheit in L1(Y, ydy)
charakterisiert. Der Satz von Arzelà-Ascoli (für schwache Topologien) garantiert
dann die Existenz eines Häufungspunktes. In Abschnitt 3.3 zeigen wir, dass dieser
Häufungspunkt tatsächlich eine schwache monomererhaltende Lösung für (1.1)–
(1.4) definiert. Wir beweisen die Aussage zuerst im Fall ν = 0.
3.1. Ratenapproximationen und Abschätzungen
In diesem und im nächsten Abschnitt der Arbeit wird angenommen, dass ν = 0.
Es sei im Weiteren T > 0 beliebig. Wegen u0 ∈ L+1 (Y ) können wir u0dy als
Maß auf Y betrachten. Da auch u0 ∈ L1(Y, ydy) gilt, garantiert eine verallgemei-
nerte Version des Theorems von de la Vallée-Poussin [34] (siehe im Anhang Theo-
rem A.3) die Existenz einer nichtnegativen, nichtfallenden und konvexen Funktion











Da Φu0 ∈ L1(Y ), existiert eine nichtnegative Folge (u0n) ⊂ D(Y ), sodass




Φ(y)u0n(y)dy <∞ . (3.14)
Nun definieren wir auf [y0,∞) für jedes n ∈ N mit n > y0 die Funktion
τ0,n(y) := min{τ(y), τ ∗n} − τ0 ≥ 0 ,
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wobei τ0 und τ
∗ die Kostanten aus (3.3) sind. Ferner sei
τFn : R+ → R+ mit τFn (y) =






≤ y ≤ y0
τ0,n(y), y ≥ y0 .
Offensichtlich ist τFn ∈ L+∞(R+) stetig auf (
y0
2
,∞). Sei nun ϕ ∈ D(R+) mit∫
R+ ϕdy = 1 und ϕt(x) := t
−1ϕ(x/t), x ∈ R+, t > 0. Dann gilt wegen [21, Theo-
rem 8.14]
ϕt ∗ τFn → τFn für t→ 0
gleichmäßig auf kompakten Intervallen. Dies bedeutet, dass für jedes n > y0 ein
tn > 0 mit
‖ϕtn ∗ τFn − τFn ‖L∞([y0,n]) <
τ0
8n









Dann gilt für n > y0
‖τ − τn‖L∞([y0,n]) ≤ ‖τ − (τFn + τ0)‖L∞([y0,n]) + ‖τFn + τ0 − τn‖L∞([y0,n])
= ‖τ − (τ0,n + τ0)‖L∞([y0,n]) +
∥∥∥τFn − ϕtn ∗ τFn + τ04n∥∥∥L∞([y0,n]) .
Da wegen (3.3) und der Definition von τ0,n
‖τ − (τ0,n + τ0)‖L∞([y0,n]) = 0
gilt, erhalten wir für n > y0






Daraus folgt die gleichmäßige Konvergenz τn → τ für n → ∞ auf kompakten
Intervallen. Es gilt außerdem offensichtlich für n > y0
τn ∈ BUC∞([y0,∞)) , 0 <
τ0
2
≤ τn(y) ≤ τ ∗y , y > y0 . (3.15)
Um die Funktionen ηn, n > y0, zu konstruieren, definieren wir für jedes n ∈ N mit





, (y, z) ∈ [y0, n+ 1]× [y0, n+ 1]
0 , sonst.
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Es sei ηF : R2+ → R+ durch
ηF (y, z) =



























η(y, z), (y, z) ∈ [y0,∞)× [y0,∞)
gegeben. Es gilt offensichtlich






für (y, z) ∈ [y0, n]×[y0, n]. Ferner sei ϕ ∈ D(R2+) symmetrisch und nichtnegativ mit∫
ϕdx = 1 und ϕt(x) := t
−2ϕ(x/t), x ∈ R2+, t > 0. Dann konvergiert ϕt ∗ (χnηF )
für t → 0 wegen [21, Theorem 8.14] gleichmäßig auf [y0, n] × [y0, n] gegen χnηF ,
d.h. für jedes n > y0 existeiert ein tn > 0, sodass




Ferner gilt für jedes n > y0 wegen (3.4)







(y, z)− (x1, x2)
)















2 ) d(x1, x2)






(y, z)− (x1, x2)
)
d(x1, x2)
≤ K(yαzρ + yρzα) .
Daher erhalten wir für jedes n > y0
0 ≤ [ϕtn ∗ (χnηF )](y, z) ≤ K(yαzρ + yρzα)
für fast alle (y, z) ∈ Y × Y und
‖ϕtn ∗ (χnηF )− η‖L∞([y0,n]×[y0,n]) ≤ ‖ϕtn ∗ (χnηF )− χnηF‖L∞([y0,n]×[y0,n])
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wobei (3.16), (3.4) und die Relation α + ρ ≤ 2 benutzt wurde. Für n ∈ N mit
n > y0 definieren wir Funktion
ηn := ϕtn ∗ (χnηF )|Y×Y
und bemerken, dass die Folge (ηn) für n → ∞ gleichmäßig auf kompakten Teil-
mengen von Y × Y gegen η konvergiert. Für n > y0 gilt außerdem
ηn(y, z) = ηn(z, y) ≤ K(yαzρ + yρzα) (3.17)
mit K, α und ρ aus (3.4) sowie ηn ∈ BUC∞(Y × Y ) und ηn(y, z) = 0 für (y, z)
mit y + z > Rn für ein Rn > 0.
Wir definieren
n0 := min{n ∈ N : n > y0}
und für jedes n ≥ n0
S0n := sup{y ∈ (y0,∞) : y ∈ supp u0n} ,



















wie im Beweis von Satz 2.15. Nun konstruieren wir rekursiv die Folge
Sn0(T ) := max{Hn0(T ), n0}
und
Sn(T ) := max{Sn−1(T ), Hn(T ), n} , n > n0 .
Wir definieren µn := 1[y0,Sn(T )]µ und βn := 1[y0,Sn(T )]β für jedes natürliche n > y0.
Dann folgt aus Kapitel 2, dass für jedes v0 > 0 eindeutige klassische Lösungen




für (1.1)–(1.4) mit (τ, µ, β, η, u0) ersetzt durch (τn, µn, βn, ηn, u
0
n) existieren. Es gilt





suppun(t) ⊂ [y0,Sn(T )] , t ∈ [0, T ] , (3.18)
wobei (3.18) aus Lemma 2.12, Satz 2.15 und der Konstruktion von Sn(T ) folgt.
Man beachte, dass also
suppun(t) ⊂ supp βn , t ∈ [0, T ]
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gilt, was später wichtig sein wird, um den Fall θ = α + ρ ∈ (1, 2] betrachten zu
können.
Da die klassischen Lösungen (un, vn) monomererhaltend sind, impliziert Lemma 2.12









yµn(y)un(s, y)dyds ≤ c(T ) (3.19)
für t ∈ [0, T ] und n > y0, wobei c(T ) eine von n unabhängige Konstante bezeichnet.
Im weiteren Verlauf des Kapitels verwenden wir die Notation












für fast alle y ∈ Y .
In den folgenden Lemmata werden einige nützliche Eigenschaften von un gezeigt.
Lemma 3.3. Es sei θ = α + ρ ∈ (1, 2]. Wenn die Bedingung (3.5) erfüllt ist mit
ζ > 0, dann existiert eine Konstante CM , die nur von K, θ, B, ζ und T abhängt,
sodass ∫ ∞
y0
y2un(t, y)dy ≤ CM(1 + t−1/ζ) , t ∈ [0, T ] . (3.20)
Beweis. Wir modifizieren den Beweis von [18, Lemma 3.2] für unseren Fall. Für∫∞
y0
ysun(t, y)dy mit s > 0 verwenden wir die Notation Ms,n(t). Hier bemerken
wir, dass auf Grund der Kompaktheit des Trägers von [y 7→ un(t, y)] für n > y0
und t ∈ [0, T ] die Momente Ms,n(t) für jedes s > 0 und jedes n > y0 existieren.
Mit c(T ) und c1(T ) bezeichnen wir positive Konstanten, die nur von K, θ, B, ζ
und T abhängen und die sich von einer Zeile zur anderen ändern können. Zuerst
bemerken wir, dass wegen (3.17) die Abschätzung
ηn(y, z) ≤ 2K(yθ + zθ) , (y, z) ∈ Y × Y , n > y0
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≤ c(T )M1+θ,n(t) .
(3.21)
Andererseits ergibt sich aus (1.9), (1.15) und der Nichtnegativität von µn, βn und



















































y2+ζun(t, y)dy = (1− a)BM2+ζ,n(t) .
(3.22)
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Die Gleichung (1.2) impliziert
∞∫
y0
















Nun verwenden wir partielle Integration für den zweiten Summanden auf der linken

















≥ −2τ ∗M2,n(t) , t ∈ [0, T ] .
Somit erhalten wir aus (3.21), (3.22) und (3.23) die Abschätzung
dM2,n(t)
dt







≤ c(T )M2,n(t)− (1− a)BM2+ζ,n(t) + c(T )M1+θ,n(t)
≤ −c1M2+ζ,n(t) + c(T )M1+θ,n(t) ,
weil 1 + θ > 2. Dies ist äquivalent zu der Ungleichung
dM2,n(t)
dt
+ c1M2+ζ,n(t) ≤ c(T )M1+θ,n(t) , t ∈ [0, T ] . (3.24)











Mit der Hölderschen Ungleichung und M1,n(t) ≤ c(T ) (vgl. (3.19)) folgt daraus
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Somit kann (3.24) folgendermaßen umgeschrieben werden:
dM2,n(t)
dt
+ c1M2+ζ,n(t) ≤ c(T )M
θ
1+ζ
2+ζ,n(t) , t ∈ [0, T ] .
Da θ < 1 + ζ, erhalten wir daraus mit der Youngschen Ungleichung
dM2,n(t)
dt
+ c1(T )M2+ζ,n(t) ≤ c(T ) , t ∈ [0, T ] .
Wegen ζ > 0 gilt 2 ∈ (1, 2+ζ), und wir können wieder die Höldersche Ungleichung







2+ζ,n(t) ≤ c(T )M
1
1+ζ
2+ζ,n(t) , t ∈ [0, T ]





2,n (t) ≤ c(T ) .
Da die Funktion [t 7→ CM(1+t−
1
ζ )] mit einer Konstanten CM , die nur von K,B, θ, ζ
und T abhängt, die entsprechende gewöhnliche Differentialgleichung löst, folgt mit
dem Vergleichssatz die Behauptung.
Lemma 3.4. Es sei θ ∈ (1, 2] und es gelte die Bedingung (3.5). Dann ist
T∫
0
Mθ,n(t)dt ≤ c(T )
erfüllt, wobei c(T ) eine Konstante ist, die nur von K,B, θ, ζ und T abhängt.
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Beweis. Wegen θ ∈ (1, 2] können wir die Höldersche Ungleichung verwenden.
Damit erhalten wir
Mθ,n(t) ≤M1,n(t)2−θM2,n(t)θ−1 , t ∈ [0, S] .
Nun ergibt sich mit Lemma 3.3
Mθ,n(t) ≤M1,n(t)2−θCθ−1M (1 + t
− 1






, t ∈ [0, T ] ,
wobei die zweite Ungleichung aus (3.19) folgt. Da wegen (3.5) die Ungleichung
θ − 1 < ζ gilt, folgt aus der letzten Abschätzung die Behauptung.
Wegen der Kompaktheit des Trägers von un dürfen wir die Gleichung (1.2) mit






































mit Φ̃(y, z) := Φ(y + z) − Φ(y) − Φ(z) für y, z ∈ Y , wobei wir (1.15) und (1.16)
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(I1,n(s) + I2,n(s))ds .































Φ̃(y, z)ηn(y, z)un(s, y)un(s, z)dzdyds
(3.26)
für t ∈ [0, T ]. Da Φ ≥ 0, µ ≥ 0 und β ≥ 0, sind I2,n und der zweite Term
der rechten Seite von (3.26) nichtnegativ. Wegen Φ(0) = 0 und der Konvexität
von Φ ist die Abbildung y 7→ Φ(y)
y
nichtfallend und I1,n ist somit nichtnegativ.
Andererseits impliziert die Konkavität von Φ′ zusammen mit Φ′(0) ≥ 0 die Un-
gleichungen −Φ′(y) ≤ Φ′(0)−Φ′(y) ≤ −yΦ′′(y). Das Integrieren bezüglich y unter
Berücksichtigung von Φ(0) = 0 ergibt yΦ′(y) ≤ 2Φ(y) für y ∈ Y . Aus Φ′ ≥ 0,
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für t ∈ [0, T ] und n > y0. Da Φ konvex und nichtfallend ist, gilt
0 ≤ Φ̃(y, z) ≤ 2zΦ(y) + yΦ(z)
(y + z)
, (y, z) ∈ R2+ ,
wobei in der zweiten Ungleichung [29, Lemma A.2] benutzt wurde. Analog zum
Beweis in [18, Proposition 3.4] definieren wir
Ψ(y, z) := Φ̃(y, z)yαzρ , (y, z) ∈ Y × Y .
Dann gilt für (y, z) ∈ Y × Y







wenn θ = α + ρ ≤ 1. Für θ ∈ (1, 2] unterscheiden wir die beiden Fälle y ≥ z und
y < z. Für y ≥ z ergibt sich

















Der zweite Fall wird völlig analog behandelt. Wir setzen θ1 := max{1, θ} und


























Ψ(y, z)un(s, y)un(s, z)dzdyds
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Aus Lemma 3.4 wissen wir, dass
∫ t
0
Mθ1,n(s)ds gleichmäßig beschränkt für alle
n > y0 und t ∈ [0, T ] ist. Dies erlaubt uns zusammen mit (3.26), (3.27) und (3.28),
die Gronwallsche Ungleichung zu verwenden. Damit erhalten wir für t ∈ [0, T ]∫ ∞
y0
Φ(y)un(t, y)dy ≤ c(T ) , (3.29)∫ t
0
I1,n(s)ds ≤ c(T ) , (3.30)∫ t
0




























gilt und c(T ) unabhängig von n ist. Diese Abschätzungen ermöglichen uns, die
schwache Kompaktheit der Folge (vn, un) in C
(
[0, T ],R×L1(Y, ydy)
)
zu beweisen.
3.2. Schwache Kompaktheit der Lösungsfolge
In diesem Abschnitt zeigen wir, dass die Folge (vn, un) die Bedingungen einer Ver-
sion des Theorems von Arzelà-Ascoli (Theorem A.5) erfüllt und somit schwach
kompakt in C
(
[0, T ],R×L1(Y, ydy)
)
ist. In den nachfolgenden Beweisen bezeich-
hen wir mit c(T ), c1(T ), c(T,R), c1(T,R) von n unabhängige Konstanten. Wir
nehmen wieder an, dass ν = 0. Zuerst beweisen wir eine Hilfsaussage.
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Lemma 3.5. Es sei F eine messbare Teilmenge von R. Wenn
|F| ≤ kδ
für ein δ > 0 und ein k ∈ N, dann existieren paarweise disjunkte messbare Mengen




Fj = F .
Beweis. Wegen |F| ≤ kδ gilt entweder
|F| ≤ δ
oder es existiert eine messbare Menge F1 ⊂ F mit |F1| = δ. Dann ist
F c1 := F \ F1
messbar und es gilt entweder
|F c1 | < δ
oder es existiert eine messbare Menge F2 ⊂ F c1 mit
|F2| = δ .
Da alle Mengen disjunkt sind, bricht der Prozess nach spätestens k Schritten ab.
Somit wurden die gesuchten Mengen konstruiert.
Das nächste Lemma ist der erste Schritt für den Beweis der schwachen Kom-
paktheit der Folge (vn, un).
In den Beweisen für die Lemmata 3.6–3.8 verwenden wir die in [41], [33], [18]
beschriebenen Ideen. Einige Abschätzungen, die für den Fall η ≡ 0 in [33] bzw.
in [41] konstruiert wurden, übernehmen wir mit den notwendigen für den Fall
η 6≡ 0 Modifikationen.
Lemma 3.6. Es existiert eine schwach kompakte Menge KT ⊂ L1(Y, ydy), sodass




βn(y)un(s, y)dyds ≤ c(T ) (3.33)
für n > y0.
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Beweis. Es sei n ∈ N mit n > y0. Für R > y0 und t ∈ [0, T ] gilt∫ ∞
R
















un(t, y)ydy = 0 . (3.34)
Da sowohl Φ als auch y 7→ Φ(y)/y nichtfallende Funktionen sind, erhält man
z
y
Φ(y)− Φ(z) ≥ y0
Φ(S)
S






κ(z, y)dzdy ≤ 1
y0Φ(S)/S − Φ(R)
I1,n(s) (3.35)
für S > R und s ∈ [0, T ].
Sei nun Uvn(t, s), 0 ≤ s ≤ t ≤ ∞, das dem Operator −Avn(t) := −vn(t)∂y(τ ·)
entsprechende Evolutionssystem in L1(Y ). Dann gilt für t ∈ [0, T ] und y ∈ Y





Uvn(t, s)(Ln[un(s)] +Qn[un(s)])ds .
Wir wenden für ein gegebenes δ > 0 Lemma 2.7 an und erhalten damit unter


































ηn(y − z, z)un(s, y − z)un(s, z)dzdyds ,
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δ =: λR(δ) (3.36)

















un(t, y)dy , t ∈ [0, T ] . (3.37)









































ηn(y − z, z)un(s, y − z)un(s, z)dzdyds ,
(3.38)














































1F(y + z)ηn(y, z)un(s, y)dydzds
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un(s, y)dyds , t ∈ [0, T ] ,
(3.39)








































 ds , t ∈ [0, T ] .
(3.40)
Da (u0n) gegen u0 in L1((y0,∞), ydy) konvergiert, ist (u0n) relativ schwach fol-










u0n(y)dy = 0 ,
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wobei wir die Tatsache benutzt haben, dass λR(δ) → 0 für δ → 0. Also existiert












für δ ≤ δε. Wir definieren





















und bemerken, dass P (δ, S) wegen (3.6), (3.13), (3.19) und (3.30) gegen 0 kon-
vergiert, wenn man zuerst δ gegen 0 und dann S gegen unendlich gehen lässt.
Dabei haben wir wieder λR(δ) → 0 für δ → 0 benutzt. Daher gibt es für jedes
ε > 0 ein δε > 0 und ein Sε > R mit P (δ, S) <
ε
2
für δ ≤ δε und S ≥ Sε. Somit















 ds , (3.42)
wenn δ klein und S groß genug ist. Hier bemerken wir, dass die Abbildung












|un(t, y)− un(s, y)|dy +
∫
E
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für t, s ∈ [0, T ]. Wegen un ∈ C1
(
R+, L+1 (Y, ydy)
)
konvergiert die rechte Seite
in der letzten Ungleichung gegen 0, wenn s gegen t geht. Damit wurde gezeigt,
dass die Abbildung (3.43) stetig in ist. Nun wenden wir auf (3.42) das Lemma



































un(t, y)dy = 0 .
(3.44)
Nun folgt aus (3.19), (3.34 ), (3.44) und dem Theorem von Dunford-Pettis ( [15,
Theorem 4.21.2]) die erste Behauptung des Lemmas. Die Aussage des Theorems
von Dunford-Pettis findet man in Theorem A.4.
Um die Abschätzung (3.33) zu zeigen, verwenden wir den in [33, Lemma 4.1]
beschriebenen Beweis. Zuerst bemerken wir, dass wir ohne Beschränkung der All-
gemeinheit ε1 := y1Φ
′(y1) − Φ(y1) > 0 mit y1 aus (3.7) annehmen dürfen. In der
Tat, ε1 ≥ 0 gilt wegen der Konvexität von Φ und der Eigenschaft Φ(0) = 0. Im
Fall ε1 = 0 definieren wir
Φ1(y) := Φ(y) + y
2/y1
für y ∈ [0, y1] und
Φ1(y) := Φ(y) + 2y − y1
für y > y1 und ersetzen Φ mit Φ1. Die Funktion Φ1 besitzt offensichtlich die
gleichen Eigenschaften wie Φ, ist aber nur einmal stetig differenzierbar, was in
diesem Fall für unsere Zwecke reicht. Aus der Konvexität von Φ folgt für y ≥ 2y1













Da die Abbildung z 7→ zΦ′(z)−Φ(z) wegen der Konvexität von Φ und der Eigen-
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zκ(z, y)dz ≥ ε1δ1









I1,n(s)ds ≤ c(T ) ,
wobei wir in der zweiten Ungleichung (3.30) benutzt haben. Die Abschätzung
(3.33) folgt nun aus (3.19) und der Tatsache, dass β ∈ L∞,loc(Y ).
Lemma 3.7. Die Familie {un;n > y0} ist schwach gleichgradig stetig in L1(Y, ydy)
in jedem Punkt t ∈ [0, T ].
Beweis. Es sei ϕ ∈ D(Y ). Dann ist auch [y 7→ yϕ(y)] ∈ D(Y ). Nach dem Testen
von (1.2) (mit abgeschnittenen Raten) für un mit y 7→ yϕ(y) ergibt sich∣∣∣∣∣∣
∞∫
y0
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für 0 ≤ s ≤ t ≤ T . Nun verwenden wir (3.19) und (3.15) für die ersten beiden
Terme auf der rechten Seite der letzten Ungleichung, (3.19), (3.2), (3.35), (3.30),
(3.13), (1.9) für die nächsten zwei Terme und (3.19) zusammen mit (3.17) für die
letzten zwei Terme. Damit erhalten wir die Abschätzung∣∣∣∣∣∣
∞∫
y0
ϕ(y)[un(t, y)− un(s, y)]ydy
∣∣∣∣∣∣ ≤ c(T, ϕ)|t− s| , t, s ∈ [0, T ] . (3.45)
Für jedes ϕ ∈ L∞(Y ) existiert eine Folge ϕj ∈ D(Y ) mit ϕj → ϕ fast überall und
‖ϕj‖∞ ≤ ‖ϕ‖∞ (siehe [2, S.133]). Es sei ε > 0 gegeben. Dann folgt aus (3.34),
aus der Tatsache, dass {un(t); t ∈ [0, T ], n > y0} relativ kompakt in L1,w(Y, ydy)
ist, und aus dem Satz von Egorov die Existenz einer Zahl R > y0, einer messbaren














mit c0(T ) wie c(T ) in (3.19). Somit erhalten wir aus (3.45)∣∣∣∣∣∣
∞∫
y0







ϕ(y)− ϕj(y) + ϕj(y)
)






+ (‖ϕ‖∞ + ‖ϕj‖∞)
∫
E
(un(t, y) + un(s, y))ydy
+ (‖ϕ‖∞ + ‖ϕj‖∞)
∞∫
R
(un(t, y) + un(s, y))ydy
+ c(T, ϕj)|t− s|
≤ ε+ c(T, ϕj)|t− s|
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ϕ(y)[un(t, y)− un(s, y)]ydy
∣∣∣∣∣∣ = 0 .
Damit ist die Folge {un;n > y0} gleichgradig stetig in L1,w(Y, ydy) in jedem Punkt
t ∈ [0, T ].
Lemma 3.8. Die Familie {vn;n > y0} ist relativ kompakt in C([0, T ]).
Beweis. Wir testen die Gleichung (1.2) (mit abgeschnittenen Raten) mit ϕ(y) = y
und benutzen die Positivität von un(t) und die Tatsache, dass∫ ∞
y0
Qn[un](y)ydy = 0 .
Daraus ergibt sich zusammen mit (1.15) und (1.8) für 0 < s < t < T die Unglei-
chung ∫ ∞
y0
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zκ(z, y)dzdydσ = 0 .





|vn(t)− vn(s)| = 0 .
Das Theorem von Arzelà-Ascoli liefert nun die Behauptung.
Um Theorem 3.2 über die Existenz einer schwachen Lösung für (1.1)–(1.4) zu
beweisen, benötigen wir noch eine Hilfsaussage, die in [42, Lemma 4.1] implizit
enthalten ist. Wir geben diese Aussage im nächsten Lemma an wie sie in [45,
Prop. A.1] formuliert und bewiesen wurde.
Lemma 3.9. Es sei Ω ⊂ Rm mit m ≥ 1 eine messbare Menge mit Maß |Ω| > 0.
Es seien hk, h ∈ L∞(Ω) so, dass ‖hk‖ ≤ c1 für k ≥ 1 und hk → h fast überall.
Dann impliziert wk → w in L1,w(Ω) die Kovergenz hkwk → hw in L1,w(Ω).
Beweis. Es sei ε > 0 und f ∈ L∞(Ω), f 6= 0 beliebig. Da die Menge (wk)k≥1
relativ folgenkompakt in L1,w(Ω) ist, existiert nach dem Theorem von Dunford-
Pettis ein δ := δ(ε), sodass für jede messbare Teilmenge A von Ω mit dem Maß





, k ≥ 1
gilt. Da hk → h fast überall, liefert der Satz von Egorov die Existenz von A ⊂ Ω
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Für k →∞ folgt daraus






und somit die Behauptung.
3.3. Existenz von schwachen Lösungen
Nun verfügen wir über alle notwendigen Voraussetzungen, um die Existenz einer
schwachen Lösung des Problems (1.1)–(1.4) nachzuweisen.
Beweis von Theorem 3.2. (i) Es sei ν = 0. Wir verwenden eine Variante des
Theorems von Arzelà-Ascoli (Theorem A.5) und erhalten aus den Lemmata 3.6,
3.7 und 3.8, dass Teilfolgen (vnk), (unk) (im Weiteren nennen wir sie wieder (vn)





vn → v in C([0, T ]) , (3.46)
un → u in C
(
[0, T ], L1,w(Y, ydy)
)
(3.47)
für jedes T > 0. Es gilt offensichtlich v(t) ≥ 0. Das Theorem von Mazur impliziert
u(t) ≥ 0, weil der Raum L+1 (Y, ydy) abgeschlossen und konvex ist. Aus (3.47) und
(3.33) folgt mit dem Lemma von Fatou
[(t, y) 7→ β(y)u(t, y)] ∈ L1
(
(0, T )× Y
)
. (3.48)





































Der erste Summand der rechten Seite in der letzten Ungleichung konvergiert gegen
0 für n→∞ wegen (3.47) und der lokalen Beschränktheit von µ . Unter Berück-
sichtigung der Tatsasche, dass |µ−µn| = 0 auf [y0, R], wenn Sn(T ) > R, sieht man
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leicht, dass der zweite Summand in der letzten Ungleichung verschwindet, wenn


















Φ(y)µn(y)un(y, s)dyds ≤ c(T )











Φ(y)µk(y)u(y, s)dyds ≤ c(T ) .






























dass wenn wir zuerst n, dann R gegen∞ gehen lassen, die beiden letzten Integrale












yµ(y)u(s, y)dyds <∞ . (3.50)
Weiter zeigen wir, dass (v, u) eine schwache Lösung für (1.1)–(1.4) ist. Es sei








ϕ(y)u(t, y)dy , t ∈ [0, T ] . (3.51)
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wobei wir (3.3) und (3.15) berücksichtigt haben. Der erste Summand auf der
rechten Seite der Ungleichung konvergiert wegen (3.46) gegen 0. Wir bemerken,
dass τn → τ gleichmäßig auf kompakten Intervallen und dass ‖τn‖L∞([y0,R]) ≤ τ ∗R
für n ≥ y0. Somit folgt daraus zusammen mit ‖vn‖C([0,T ]) ≤ c(T ), (3.47) und
Lemma 3.9 die Konvergenz gegen 0 für n → ∞ des zweiten Summanden der
rechten Seite der letzten Ungleichung. Nun lassen wir zuerst n und dann R gegen














ϕ′(y)τ(y)u(s, y)dyds . (3.52)













für t ∈ [0, T ] und ϕ ∈ W 1∞(Y ) mit kompaktem Träger in [y0, R]. Für t ∈ [0, T ]
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Da ϕµ, ϕβ ∈ L∞(Y ) und µ = µn, β = βn auf [y0, R], wenn Sn(T ) > R, konvergieren




















































beschränkt für z ∈ Y ist, und erhalten damit aus
(3.47), (3.30), (3.35), (3.13) und (3.48) die Konvergenz des letzten Summanden in
(3.54) gegen 0 für n → ∞ und S → ∞. Die Gleichung (3.53) gillt also für alle
Testfunktionen ϕ ∈ W 1∞(Y ) mit kompaktem Träger.
Als nächstes betrachten wir für 0 ≤ s ≤ t ≤ T und ϕ ∈ W 1∞(Y ) mit kompak-
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ϕ(y + z)η(y, z)u(s, z)
(









ϕ(y + z)η(y, z)un(s, y)
(





































|ϕ(z)| |η(y, z)− ηn(y, z)|un(s, y)un(s, z)dzdy .




ϕ(y + z)η(y, z)u(s, z)dz .
Dann implizieren (3.4), (3.19) und (3.47) sowohl h[u(s)] ∈ L∞((y0, R]) als auch
h[un(s)] ∈ L∞((y0, R]) für n > y0. Weil un(s) schwach gegen u(s) in L1(Y, ydy)




ϕ(y + z)η(y, z)un(s, z)dz ≤ c(ϕ, T,R)
für n > y0 gilt und h[un(s)]→ h[u(s)] für n→∞ fast überall, folgt aus Lemma 3.9
die Konvergenz G2(s) → 0 für n → ∞. Die Konvergenz G3(s) → 0 für n → ∞
erhalten wir aus (3.19) und der Tatsache, dass ηn → η gleichmäßig auf kompakten















, y ∈ Y
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(u(s, y) + un(s, y))
∫ R
y0
ϕ(z)η(y, z)u(s, z)dzdy → 0
für n→∞ und S →∞, wobei wir (3.4), (3.47), (3.34) und α, ρ ≤ 1 berücksichtigt



















































η(y, z)u(s, y)dy .
Dann p[un(s)]→ p[u(s)] punktweise auf (y0, R] für n→∞ und es gilt wegen (3.4),
(3.19) und α, ρ ≤ 1


















für n → ∞. Daraus folgt zusammen mit (3.34), dass H2(s) gegen 0 konvergiert,
wenn wir zuerst n und dann S gegen ∞ gehen lassen. Wegen (3.4), (3.17) und
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Da die Folge (ηn) gleichmäßig auf kompakten Teilmengen von Y × Y gegen η
konvergiert, wird H3(s) wegen (3.19) und (3.34) beliebig klein, wenn n→∞ und
danach S → ∞. Dies bedeutet, dass für jedes s ∈ [0, t] mit beliebig gewähltem
t ∈ [0, T ]





wenn n → ∞. Da außerdem sup
n>y0
s∈[0,T ]
|Gi| < ∞, sup
n>y0
s∈[0,T ]
|Hi| < ∞, i ∈ {1, 2, 3}, gilt,













wenn ϕ ∈ W 1∞(Y ) einen kompakten Träger in [y0,∞) hat. Ferner gilt auf Grund






η(y, z)u(s, z)u(s, y)dydzds <∞ . (3.57)
Da (vn, un) für jedes n > y0 eine klassische und damit auch schwache Lösung im
Sinne von Definition 3.1 des Problems (1.1)–(1.4) mit abgeschnittenen Raten ist,
erfüllt (v, u) wegen (3.51)–(3.53), (3.56) und (3.57) die Bedingung (ii) in Defini-
tion 3.1 für alle Testfunktionen ϕ ∈ W 1∞(Y ) mit kompaktem Träger.
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Es sei nun ϕ ∈ W 1∞(Y ) beliebig und ψ ∈ D(R), 0 ≤ ψ ≤ 1, ψ|[0,R] = 1 für
ein R > 0. Wir definieren ϕk : Y → R mit ϕk := ψ( 1k ·)ϕ für k ∈ N. Damit hat
jedes ϕk ∈ W 1∞(Y ) einen kompakten Träger, ϕk → ϕ, ϕ′k → ϕ′ punktweise für











































ϕk(y + z)− ϕk(y)− ϕk(z)
)
η(y, z)u(y)u(z)dzdyds
erfüllt. Wegen (1.9), (3.48), (3.50), (3.57) und des Satzes von Lebesgue wird die
Gültigkeit von Definition 3.1 (ii) auf alle ϕ ∈ W 1∞(Y ) erweitert.















zκ(z, y)dzdy , t ∈ [0, T ] .
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wobei wir in der letzten Ungleichung (1.9) verwendet haben. Wir bemerken, dass
β = βn auf [y0, R] für n > y0 mit Sn(T ) > R. Nun folgt aus (3.58), (3.59), (3.19),







∈ L∞((y0, R)) (dies wird
von (3.2) und (1.9) impliziert), und aus dem Satz von Lebesgue
lim
n→∞
gn(un(t)) = g(u(t)) , t ∈ [0, T ] .



























un(s, y) + u(s, y)
)
ydyds .
Da τn → τ gleichmäßig auf kompakten Intervallen und
‖τn‖L∞([y0,R]) ≤ τ ∗R für n ≥ y0 ,
folgt aus Lemma 3.9 zusammen mit (3.47) und aus (3.34) die Konwergenz der












τ(y)u(s, y)dyds , t ∈ [0, T ] .
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weil (vn, un) ∈ C(R+,R+ × E+1 ) ∩ C1(R+,R+ × E0) die Gleichung
v̇n = λ− γvn − vn
∫ ∞
y0
τn(y)un(y)dy + gn(un) , t > 0 , vn(0) = v
0






∈ C([0, T ]) .
Somit löst v ∈ C1([0, T ]) die Gleichung (1.1). Schließlich benutzen wir die Tat-
sache, dass (vn, un) für jedes n > y0 die Gleichung (3.10) (mit abgeschnittenen
Raten) erfüllt. Nun können wir mit Hilfe von (3.46), (3.47) und (3.50) prüfen,
dass (3.10) auch für (v, u) gilt. Damit definiert (v, u) eine monomererhaltende
schwache Lösung.
Den Beweis der Aussage für den Fall ν > 0 erhält man völlig analog zum Beweis








∣∣∣∣∣ ≤ |(v1 − v2)(t)|
+ v2(t)‖u1(t)− u2(t)‖L1(Y,ydy)
für zwei klassische Lösungen für das Problem (1.1)–(1.4) mit den ”abgeschnitteten”
Raten τ1, µ1, β1, η1 bzw. τ2, µ2, β2, η2 berücksichtigt. Somit ist der erste Teil von
Theorem 3.2 über die Existenz einer schwachen monomererhaltenden Lösung für
(1.1)–(1.4) mit unbeschränkten Raten bewiesen.
(ii) Es sei ν = 0 und u0 ∈ L1(yσdy) für ein σ ≥ 1 und es gelte (3.11). Genauso
wie im Beweis vom ersten Teil des Theorems verwenden wir das Theorem von de
la Vallée-Poussin, das die Existenz einer nichtnegativen, nichtfallenden und kon-
vexen Funktion Φ ∈ C∞(R+) mit Φ(0) = 0 garantiert, sodass Φ′ konkav ist und
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erfüllt sind. Dann existiert eine nichtnegative Folge (u0n) ⊂ D(Y ) mit





Ferner definieren wir µn := 1[y0,n]µ und βn := 1[y0,n]β für jedes natürliche n > y0.
Die Folgen τn ∈ C∞([y0,∞)) und ηn ∈ BUC∞(Y ×Y ) werden genauso konstruiert
wie im Beweis vom ersten Teil von Theorem 3.2 (offensichtlich werden somit die Be-
dingungen (3.15) und (3.17) erfüllt). Nun ersetzen wir in (1.1)–(1.4) (v0, u0, µ, β, η)
durch (v0n, u
0
n, µn, βn, ηn) und erhalten damit dank Theorem 2.1 eine eindeutige
globale klassische Lösung (vn, un) ∈ C1
(









dem ist suppun(t) wegen Satz 2.15 für jedes t ≥ 0 eine kompakte Teilmenge von
[y0,∞) .
Es sei T > 0 beliebig. Da die klassischen Lösungen (vn, un) monomererhaltend









yµn(y)un(s, y)dyds ≤ c(T ) (3.60)
für t ∈ [0, T ] und n > y0. Wegen der Kompaktheit des Trägers von un dürfen wir
die Gleichung (1.2) mit jedem ϕ ∈ W 1∞,loc(Y ) testen, insbesondere mit yσ. Damit


























(y + z)σ − yσ − zσ
)
ηn(y, z)un(t, y)un(t, z)dzdy ,
wobei die Identitäten (1.15) und (1.16) benutzt wurden. (1.8) liefert uns die Ab-
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zσκ(z, y)dz ≤ yσ .
Da un(t) ≥ 0 für t ∈ [0, T ], erhalten wir aus der Binomischen Reihe, (3.17) und




























wobei wir in der letzten Ungleichung (3.60) verwendet haben. Somit impliziert





yσun(t, y)dy ≤ στ ∗vn(t)
∞∫
y0








wobei wir (3.3),(3.60) und die Positivität von un, µn, βn und ηn berücksichtigt
haben. Das Lemma von Gronwall liefert uns
‖un(t)‖L1(Y,yσdy) ≤ c(T ) , t ∈ [0, T ] , n > y0 . (3.61)
Nun sind wir in der Lage, eine schwache monomererhaltende Lösung (v, u) von
(1.1)–(1.4) wie im ersten Teil des Theorems zu konstruieren, für die wegen (3.61)
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auch u ∈ L∞,loc(R+, L1(Y, yσdy)) gilt. Den Beweis im Fall ν > 0 erhält man völlig
analog. Somit ist die Aussage bewiesen.
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4. Eindeutigkeit schwacher Lösungen
In diesem Kapitel beweisen wir, dass monomererhaltende schwache Lösungen für
das Problem (1.1)–(1.4) unter bestimmten Voraussetzungen eindeutig sind. Wir
beginnen mit einem Theorem, in dem die Raten τ, β, µ zwar unbeschränkt sein
können, aber eine bestimmte Struktur besitzen. Die Koagulationsrate η mit
η ∈ W 1∞,loc([y0,∞)× [y0,∞)) (4.1)
soll eine der folgenden Bedingungen erfüllen:
(A)

Es existieren α ∈ (0, 1] und K0, K1 > 0 mit
η(y, z) ≤ K0(y + z)α , (y, z) ∈ Y × Y ,




Es existieren α ∈ (1, 2] und K0, K1 > 0 mit
η(y, z) ≤ K0(yzα−1 + yα−1z) , (y, z) ∈ Y × Y ,
(y ∧ z)(yα−1 + zα−1)|∂yη(y, z)| ≤ K1yα−1zα , (y, z) ∈ Y × Y .
In diesem Kapitel wird stets
λ, γ, ν ≥ 0
vorausgesetzt. Dann gilt folgende Aussage über die Eindeutigkeit.
Theorem 4.1. Es gelte
β(y) = Byb, µ(y) = Mym, τ(y) = Syθ
für y > y0 mit B,M, S, b,m ≥ 0 und 0 ≤ θ ≤ 1. Ferner sei κ durch (1.10), (1.11)




k0(z)dz − b+ 2xk0(x) , x ∈ (0, 1) .
(a) Es gelte
α := ( sup
x∈(0,1)
ξ(x) ∨m ∨ θ) ∈ (0, 2] .
Im Fall α ∈ (0, 1] erfülle η die Bedingung (A) für dieses α, andernfalls die
Bedingung (B).
Dann existiert ein σ ≥ 1, das groß genug ist und nur von k0, b, m und θ
abhängt, sodass das Problem (1.1)–(1.4) für jedes Paar von Anfangswerten
(v0, u0) mit v0 > 0 und u0 ∈ L+1 (Y, yσdy) höchstens eine monomererhaltende
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(b) Seien b,m ≤ 1 und η erfülle die Bedingung (A) mit α := m. Es gelte
außerdem
ξ(x) ≥ 0 , x ∈ (0, 1) .
Dann existiert für jedes Paar (v0, u0) ∈ (0,∞)× L+1 (Y, ydy) höchstens eine
monomererhaltende schwache Lösung.
Wir weisen darauf hin, dass in Abschnitt 4.1 einige allgemeinere Ergebnisse be-
schrieben werden. Dort wird nämlich eine größere Klasse der Raten τ, µ, β und
η betrachtet, sodass die Aussage von Teil (a) von Theorem 4.1 als ein Spezialfall
von Theorem 4.5 und entsprechend Teil (b) als ein Spezialfall von Theorem 4.6
angesehen werden können.
Nun können wir die Existenzaussage von Theorem 3.2 und die Eindeutigkeitsaus-
sage von Theorem 4.1 miteinander kombinieren, was uns das folgende Korollar
liefert.
Korollar 4.2. (a) Es seien die Voraussetzungen von Theorem 4.1(a) erfüllt,
wobei α ∈ (0, 1], d.h. für η gelte die Bedingung (A). Dann existiert ein
σ ≥ 1 (groß genug), sodass das Problem (1.1)–(1.4) für jeden Anfangswert
(v0, u0) mit v
0 > 0, u0 ∈ L+1 (Y, yσdy) eine eindeutige monomererhaltende





(b) Es seien die Voraussetzungen von Theorem 4.1(b) erfüllt. Dann besitzt
das Problem (1.1)–(1.4) für jeden Anfangswert (v0, u0) mit v
0 > 0, u0 ∈
L+1 (Y, ydy) eine eindeutige monomererhaltende schwache Lösung (v, u).
Der Teil der Arbeit über die Eindeutigkeit der monomererhaltenden schwachen
Lösung für das Problem (1.1)–(1.4) basiert im Wesentlichen auf den in [33] und [22]
beschriebenen Ideen. In [33] wurde das Prionenmodell ”ohne Koagulation” unter-
sucht, d.h. für den Fall η ≡ 0. Das Thema von [22] ist dagegen die Eindeutigkeit
und die Existenz einer schwachen Lösung für die Smoluchowskische Koagula-
tionsgleichung mit homogenen Koagulationsraten. In dieser Gleichung werden
nur Koagulationsterme berücksichtigt. Wir kombinieren die beiden Ansätze mit
geeigneten Modifikationen, um das Prionenmodell mit Koagulation zu behandeln.
Einige der hierzu benötigten Abschätzungen sind bereits in den oben erwähnten
Arbeiten zu finden. Wir geben diese hier mit den nötigen Anpassungen auf unseren
Fall der Vollständigkeit halber wieder.
Um die Eindeutigkeit zu zeigen, integrieren wir die Differenz zwischen zwei be-
liebigen monomererhaltenden schwachen Lösungen u, û, die demselben Anfangs-
wert (v0, u0) entsprechen, über die Menge (y,∞) mit y ∈ (y0,∞). Die in Ab-
schnitt 4.1 für die Raten eingeführten Bedingungen ermöglichen uns, in Abschnitt
4.2 die notwendigen Abschätzungen zu konstruieren. In Abschnitt 4.3 beweisen
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wir, dass diese zusammen mit dem Lemma von Gronwall implizieren, dass das
Integral gleich 0 für alle y ∈ (y0,∞) ist, d.h. u ≡ û.
4.1. Eigenschaften von schwachen Lösungen
Wir wollen ein allgemeineres Resultat als Theorem 4.1 beweisen. Wir zeigen im
Folgenden, dass die in [33] geforderten Bedingungen auch im Fall mit Koagula-
tion die Eindeutigkeit von schwachen monomererhaltenden Lösungen implizieren.
Daher sei im weiteren Verlauf des Kapitels κ eine nichtnegative messbare Funk-
tion, die auf der Menge {(y∗, y); y > y0, 0 < y∗ < y} definiert ist und die die





κ(z, y∗)dz = 0 , y > y0 (4.2)
und
µ, β ∈ W 1∞,loc(Y ) mit µ, β ≥ 0 . (4.3)
Es wird außerdem die Existenz einer Konstanten c0 > 0 und einer strikt positiven
Funktion
g ∈ W 1∞,loc(Y ) mit g′(y) ≤ c0(g(y) + 1) , y > y0 (4.4)
vorausgesetzt, sodass{
τ ∈ W 1∞,loc(Y ) , 0 ≤ τ(y) ≤ c0y , y ≥ y0 ,
|τ ′(y)| ≤ c0g(y) und (τg)′(y) ≤ c0g(y) , y > y0
(4.5)




g(z)dz , y > y0
und verlangen, dass die Ungleichungen
(µ+ β)(y) ≤ c0((µ+ β)(y∗) +G(y∗) + y∗) , y∗ > y > y0 , (4.6)
|µ′(y)|+ |β′(y)| ≤ c0g(y) , y > y0 , (4.7)∣∣∣∣∂y (β(y)∫ y0
0
zκ(z, y)dz
)∣∣∣∣+ |B2(y∗, y)| ≤ c0g(y) , y > y∗ ≥ y0 (4.8)
erfüllt seien, wobei







für y > y∗ ≥ y0 . (4.9)
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Wir fordern außerdem∫ y
y0
g(y∗)|2B2(y∗, y)− (β′ + µ′)(y)|dy∗ ≤ g(y)(c0 + (µ+ β)(y)) (4.10)






|φ(y∗)|dy∗ = 0 für φ ∈ L1(Y, r(y)dy) (4.11)
impliziert, wenn r(y) := (µ+ β)(y) +G(y) + y für y ∈ Y .
Für die Koagulationsrate
η ∈ W 1∞,loc([y0,∞)× [y0,∞))
existiere ein K > 0 mit{






, (y, z) ∈ Y × Y ,




, (y, z) ∈ Y × Y .
(4.12)
Außerdem setzen wir voraus, dass für (y, z) ∈ Y × Y die Bedingungen

























gelten, wobei C > 0 eine Konstante ist.
Für den Fall (v0, u0) ∈ (0,∞) × L+1 (Y, ydy) (vgl. Teil (b) in Theorem 4.1) wird
zusätzlich vorausgesetzt, dass es ein C1 > 0 und ein δ > 0 gibt, sodass die Unglei-
chungen









κ(y∗, y)dy∗ ≥ δ , y > y0 (4.17)
gelten. Die Bedingungen (4.2) und (4.17) sind offensichlich erfüllt, wenn κ wie in
(1.10), (1.11) definiert ist.
Wir werden später sehen, dass diese Bedingungen insbesondere nach den Voraus-
setzungen von Theorem 4.1 erfüllt sind.
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Lemma 4.3. Es sei (v, u) eine monomererhaltende Lösung für das Problem (1.1)–















, t > 0 . (4.18)








β(y)u(s, y)dyds = 0 , t > 0 . (4.19)
Beweis. Die Eigenschaft (4.18) folgt aus Teil (iii) der Definition einer monomer-
erhaltenden Lösung, wenn man die Nichtnegativität von µ, v und u berücksichtigt.
Um (4.19) zu zeigen, setzen wir ϕ(y) := R∧ y := min{R, y} mit R > y0 in Defini-




























































R ∧ (y + z)−R ∧ y −R ∧ z
)
× η(y, z)u(s, y)u(s, z) dy dz ds ,
(4.20)
wobei wir (1.15), (1.8) und (1.16) verwendet haben. Wegen (4.16) und (4.18) gilt


















u(s, y)u(s, z) dy dz ds < ∞ .










R ∧ (y + z)−R ∧ y −R ∧ z
)
η(y, z)u(s, y)u(s, z) dy dz ds = 0 .
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dyds = 0 , t > 0 .
(4.21)










































κ(y∗, y)dy∗ ≥ Rδ ,








β(y)u(s, y) dy ds = 0
für t > 0, was das Lemma beweist.
Lemma 4.4. Die Bedingungen (4.2)–(4.10) seien erfüllt und (v, u), (v̂, û) mit
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seien zwei monomererhaltende schwache Lösungen des Problems (1.1)–(1.4) mit














































η(y∗, z)[u(t, y∗)u(t, z)− û(t, y∗)û(t, z)]dy∗dz .
(4.22)
Beweis. Wir argumentieren zunächst formal. Da










∂yE = û− u. Da die Lösungen u, û monomererhaltend sind, gilt auch




mit r(y) = (µ+ β)(y) +G(y) + y für y ∈ Y . Durch Integrieren von (1.2) erhalten



















































wobei wir partielle Integration und (1.16) verwendet haben. Aus (4.5) folgt

















für y∗ → ∞. Der erste Term auf der rechten Seite der letzten Gleichung ver-























− (µ+ β)(y)E(t, y)−
∫ ∞
y

































wobei wir (4.9) verwendet haben. Wenn wir nun für die Terme, die die Grenz-
werte beinhalten, die Ungleichungen (1.9), (4.2) und (4.11) benutzen, stellen wir
fest, dass diese Terme verschwinden. Wir bemerken, dass die rechte Seite von
(4.22) wegen (4.7), (4.8) und (4.12) wohldefiniert ist. Dies liefert die Behauptung.
Für einen rigorosen Beweis betrachten wir die Differenz zwischen den schwachen





∧ 1 , y∗ ∈ Y
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für gegebene y ∈ Y und ε ∈ (0, 1). Es gilt offensichtlich ϕ ∈ W 1∞(Y ) und ϕε →
1(y,∞) punktweise für ε→ 0. Nach dem Rechnen wie im formalen Beweis erhalten
wir die entsprechende Gleichung, indem wir ε gegen 0 gehen lassen.
An dieser Stelle geben wir die präzisen Formulierungen unserer Eindeutigkeits-
resultate an. Analog zu [33] verallgemeinern wir die Bedingungen von Theorem 4.1
folgendermaßen. Für das erste Ergebnis, das als eine Verallgemeinerung von The-
orem 4.1(a) betrachtet werden kann, benötigen wir zusätzlich zu (4.2)–(4.10) die
Voraussetzungen∫ y
y∗
|(µ′ + β′)(z)|dz ≤ c1(1 + (µ+ β)(y)) , y > y∗ > y0 (4.23)
und ∫ y
y′
|B2(y′, y∗)|dy∗ ≤ c1(1 + (µ+ β)(y)) , y > y′ > y0 , (4.24)
wobei c1 > 0 eine Konstante ist.
Theorem 4.5. Es gelte ν = 0 und es seien die Bedingungen (4.2)–(4.10), (4.12)–
(4.15), (4.23) und (4.24) erfüllt. Dann existiert für jeden Anfangswert (v0, u0) mit
v0 > 0 und u0 ∈ L+1 (Y, ydy) ∩ L1
(
Y, (µ + β)(y)G(y)dy
)
höchstens eine monomer-








R+, L1(Y, (µ+ β)(y)G(y)dy)
)
.
Für ν > 0 bleibt die Aussage wahr, wenn g(y) ≥ const > 0 für y ∈ Y gilt.
Obwohl Theorem 4.5 für eine ziemlich große Klasse von Funktionen β, µ, τ und
κ anwendbar ist, wird die Eindeutigkeit der monomererhaltenden Lösung im Fall
der Raten
η ≡ const , τ ≡ const , µ ≡ const , β(y) = βy , y > y0





und nicht im aus biologischer Sicht sinnvollen Raum L1(Y, ydy). Dennoch kann
unter zusätzlichen Annahmen die Eindeutigkeit von monomererhaltenden Lösun-
gen auch in L1(Y, ydy) garantiert werden. Dazu seien die Bedingungen (4.2)–(4.17)
für
g ≡ 1 (4.25)
erfüllt. Ferner gelte für µ und β{
µ = µ1 + µ2 mit µ1, µ
′
1 ≥ 0 , µ′2 ∈ L1(Y ) ,
β = β1 + β2 mit β1, β
′
1 ≥ 0 , β′2 ∈ L1(Y ) .
(4.26)
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|B2(y∗, y)|dy∗ ≤ C2β′1(y) , y > R > y0 . (4.27)
Die nächste Aussage entspricht einer Verallgemeinerung von Theorem 4.1(b).
Theorem 4.6. Es seien die Bedingungen (4.2)–(4.10), (4.12)–(4.17) und (4.25)–
(4.27) erfüllt. Dann besitzt das Problem (1.1)–(1.4) für jeden Anfangswert (v0, u0)
mit v0 > 0 und u0 ∈ L+1 (y, ydy) höchstens eine monomererhaltende schwache
Lösung im Sinne von Definition 3.1.
Um die Eindeutigkeitsresultate aus diesem Abschnitt zu zeigen, benötigen wir
einige Hilfsaussagen, die wir im nächsten Abschnitt formulieren und beweisen.
4.2. Relevante Abschätzungen
In diesem Abschnitt seien die Bedingungen (4.2)–(4.10), (4.12)–(4.15) erfüllt. Es
seien (v, u) und (v̂, û) zwei monomererhaltende schwache Lösungen des Problems
(1.1)–(1.4) mit demselben Anfangswert (v0, u0) ∈ (0,∞)× L+1 (Y, ydy), sodass









(u− û)(t, y∗)dy∗ , (t, y) ∈ R+ × Y






gilt. Hier fixieren wir auch ein T > 0.
Lemma 4.7. Es existiert ein c(T ) > 0, sodass





g(y)|E(s, y)|dyds , 0 < t < T .
Beweis. Wir wählen ϕ ≡ 1 in Definition 3.1 und verwenden (1.8). Da
∂yE = û− u ,
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wobei Q der in (1.14) definiertre Operator ist. Wegen (1.9), (3.8), (4.11) und (4.28)
verschwindet der Term mit den Grenzwerten für y →∞. Daraus folgt zusammen
mit (4.3), (4.7) und (4.8) die Abschätzung
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∂yη(y, z)E(s, y)u(s, z)dzdyds .
Da u und û monomererhaltende schwache Lösungen sind und G monoton wachsend










|u(y∗)− û(y∗)|dy∗ → 0 für y →∞ .

















für 0 < t < T . Aus der letzten Abschätzung, (4.30) und (4.31) folgt mit dem
Lemma von Gronwall die Behauptung, wenn man noch die Symmetrie von η
berücksichtigt.
Als nächstes konstruieren wir die entsprechende Abschätzung für die Differenz
zwischen v und v̂.
Lemma 4.8. Es existiert ein c(T ) > 0, sodass





g(y)|E(s, y)|dyds , 0 < t < T ,
wenn ν = 0 oder g(y) ≥ const > 0 gilt.
Beweis. Wir modifizieren den Beweis für [33, Lemma 3.4] für unseren Fall. Wir
integrieren (1.1) bezüglich t und verwenden partielle Integration bezüglich y. Somit
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erhalten wir wegen der Nichtnegativität von γ, τ und u, dass


















































































Wegen (1.9), (3.8), (4.5) und (4.11) verschwinden die Terme, die die Grenzwerte
beinhalten, für y → ∞ bzw. x → ∞. Somit folgt aus (4.5) und (4.8), dass die
Abschätzung













erfüllt ist, wenn ν = 0 oder g(y) ≥ const > 0 für y ∈ Y gilt. Dies liefert uns
zusammen mit dem Lemma von Gronwall und Lemma 4.7 die Behauptung.
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Im Folgenden definieren wir für 0 < t < T und y ∈ Y





















− (µ+ β)(y)E(t, y)−
∫ ∞
y


















η(y∗, z)[u(t, y∗)u(t, z)− û(t, y∗)û(t, z)]dy∗dz
(4.33)







F [u, û](s, y)ds , y ∈ Y , 0 < t < T , (4.34)
wobei wir berücksichtigt haben, dass E(0, y) = 0 für alle y ∈ Y .
Es gilt für 0 < t < T∫ ∞
y0




















































η(y∗, z)u(t, y∗)u(t, z)dy∗dz .
Da für 0 < t < T∫ ∞
y0
































































gilt, erhalten wir wegen (4.14) und (4.28)∫ ∞
y0
g(y) |F [u, û](t, y)| dy ≤ c(T ) , 0 < t < T . (4.35)




g(y) sign(E(s, y)) F [u, û](s, y) dyds <∞ , 0 < t < T . (4.36)
Es gilt außerdem offensichtlich∫ ∞
y0
g(y) sign(E(t, y)) E(t, y)dy =
∫ ∞
y0
g(y) |E(t, y)| dy <∞ (4.37)
für fast alle 0 < t < T .
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+ V (t, R) ,
wobei












































































(µ′ + β′)(y∗)E(s, y∗)dy∗dyds
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B2(y, y∗)E(s, y∗)dy∗dyds .
Nun benutzen wir (4.5) und wenden den Satz von Fubini auf die letzten zwei











































































+ V (t, R) .
Nun folgt aus (4.10) die Behauptung des Lemmas, weil g, µ, β nichtnegativ sind.





















g(z)sign(E(t, z))dz , y ∈ (y0,∞) , 0 < t < T .















1[y,∞)(z + y∗)η(z, y∗)
×
(

































































u(s, z)u(s, y∗)− û(s, y∗)û(s, z)
)
dzdy∗ds .
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u(s, y∗)− û(s, y∗)
)
dy∗ds






G̃(s, z + y∗)− G̃(s, z)− G̃(s, y∗)
](
u(s, z) + û(s, z)
)
dz .












u(s, y∗)− û(s, y∗)
)
dy∗ds , 0 < t < T .
(4.40)
Die Definition von G̃ impliziert |G̃(s, y∗)| ≤ G(y∗) für y∗ ∈ [y0,∞) und 0 < s < T
und damit auch
|G̃(s, z + y∗)− G̃(s, z)− G̃(s, y∗)| ≤ |G(z + y∗)−G(z ∨ y∗)|+ |G(z ∧ y∗)|
= |G(z + y∗)−G(z ∨ y∗) +G(z ∧ y∗)|
(4.41)
für z, y∗ ∈ [y0,∞) und 0 < s < T . Somit folgt aus (4.14) und (4.28)
|I(s, y∗)| ≤ c(T )(G(y∗) + y∗) , y∗ ∈ Y , 0 ≤ s < T . (4.42)
Nun möchten wir für die rechte Seite von (4.40) partielle Integration verwenden.
Es ist aber noch unklar, ob I bezüglich y∗ differenzierbar ist. Aus diesem Grund






G̃(s, z + y∗)− G̃(s, z)− G̃(s, y∗)
](
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ein. Wir bemerken, dass (4.14) und (4.28) genauso wie vorher die Abschätzung
|IS(s, y∗)| ≤ c(T )(G(y∗) + y∗) , y∗ ∈ Y , 0 ≤ s ≤ T (4.43)
implizieren.
Es gilt nach Voraussetzung η ∈ W 1∞,loc([y0,∞)× [y0,∞)). Ferner gilt nach Defini-
tion von G̃, dass |G̃(s, y∗)| ≤ G(y∗) und |∂y∗G̃(s, y∗)| ≤ g(y∗) für y∗ ∈ [y0,∞) und
0 < s < T . Dies impliziert zusammen mit (4.4), dass IS(s, ·) ∈ W 1∞([y0, R)) für






G̃(s, z + y∗)− G̃(s, z)− G̃(s, y∗)
](








∂y∗G̃(s, z + y∗)− ∂y∗G̃(s, y∗)
)(














(I − IS)(s, y∗)
(














für 0 < t < T . Ferner gilt wegen (4.43) und der Tatsache, dass G eine nichtfallende
nichtnegative Funktion auf Y ist und u, û nichtnegativ sind, die Abschätzung












(u+ û)(s, z)dz .
Da die Lösungen monomererhaltend sind, ergibt sich daraus zusammen mit (4.28)
lim
y∗→∞
|IS(s, y∗)E(s, y∗)| = 0 , 0 ≤ s ≤ T .
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(I − IS)(s, y∗)
(










Nun liefert uns (4.43) die Abschätzung
|IS(s, y0)E(s, y0)| ≤ c(T )|E(s, y0)| , 0 ≤ s ≤ T . (4.47)
Aus (4.41) und (4.14) erhalten wir∣∣∣∣∫ ∞
y0
(I − IS)(s, y∗)
(







|(I − IS)(s, y∗)|
(














































u(s, z) + û(s, z)
)
dz .





(I − IS)(s, y∗)
(
u(s, y∗)− û(s, y∗)
)
dy∗ = 0 , 0 ≤ s ≤ T . (4.48)

































































u(s, z) + û(s, z)
)
dz|E(s, y∗)|dy∗






































g(z + y∗)− g(y∗)
)(




für 0 < s < T . Nun lassen wir in (4.46) S gegen ∞ gehen und erhalten damit aus














g(y + z)− g(y)
] (












G(s, y + z)−G(s, y ∨ z) +G(s, y ∧ z)
]





Die Ungleichungen (4.13) und (4.15) liefern zusammen mit (4.28) die Behauptung.
4.3. Eindeutigkeitsresultate
Beweis von Theorem 4.5. Hier setzen wir voraus, dass zusätzlich zu (4.2)–
(4.10) und (4.12)–(4.15) die Bedingungen (4.23), (4.24) erfüllt sind. Wir betrach-
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ten schwache monomererhaltende Lösungen (v, u) und (v̂, û) des Problems (1.1)–
(1.4) mit demselben Anfangswert (v0, u0) ∈ (0,∞)× L+1 (Y, ydy), sodass
u, û ∈ L∞,loc(R+, L1(Y,G(y)dy)) ∩ L1,loc(R+, L1(Y, (µ+ β)(y)G(y)dy)) . (4.50)




(u− û)(t, y∗)dy∗, (t, y) ∈ R+ × Y .
Hier bemerken wir, dass mit (4.50) auch die Bedingung (4.28) erfüllt ist. Wir multi-
plizieren (4.34) mit g(y)sign(E(t, y)) und integrieren über (y0,∞). Nun definieren
wir gR := gχ(y0,R) mit
χ(y0,R)(y) =
{
1, y ∈ (y0, R) ,
0, y ∈ [R,∞) .
Dann konvergiert gR für R → ∞ punktweise gegen g. Das Lemma von Fatou
liefert∫ ∞
y0




































g(y)sign(E(t, y))F [u, û](s, y)dyds
für 0 < t < T , wobei wir (4.34), (4.35) und (4.37) verwendet haben. Aus den
Lemmata 4.9 und 4.10 folgt nun für 0 < t < T∫ ∞
y0
































mit der in (4.38) definierten Abbildung V (t, R). Unser nächstes Ziel ist zu zeigen,






















(u+ û)(s, y∗)(1 + (µ+ β)(y∗))G(y∗)dy∗ds , 0 < t < T, R > y0 ,
wobei im letzten Schritt die Tatsache verwendet wurde, dass G eine monoton
wachsende Funktion ist. Wegen (4.50) konvergiert die rechte Seite der letzten
Ungleichung gegen 0 für R → ∞. Im nächsten Schritt benutzen wir wieder den

























(u+ û)(s, y′)G(y′)(1 + (µ+ β)(y′))dy′ds , 0 < t < T , R > y0 .




V (t, R) = 0 , 0 < t < T . (4.52)
Außerdem impliziert (4.50), dass∫ ∞
y0
(1 +G(y))û(s, y)dy ≤ c(T )
115
4. Eindeutigkeit schwacher Lösungen














für 0 < s < T folgt daraus zusammen mit (4.52), (4.51) und den Lemmata 4.7
und 4.8∫ ∞
y0





g(y)|E(s, y)|dyds , 0 < t < T , (4.53)
wenn ν = 0 ist oder wenn ν > 0 und g(y) ≥ const > 0 ist. Das Lemma von
Gronwall liefert E ≡ 0, weil g strikt positiv ist. Somit gilt u ≡ û, und Theorem 4.5
ist bewiesen.
Beweis von Theorem 4.6 . Nun seien die Bedingungen (4.2)–(4.10), (4.12)–
(4.17) und (4.25)–(4.27) erfüllt, d.h. es gelte insbesondere g ≡ 1 und somit G(y) =
y − y0. Ferner seien (v, u) und (v̂, û) zwei monomererhaltende Lösungen im Sinne
von Definition 3.1, die demselben Anfangswert (v0, u0) ∈ (0,∞) × L+1 (Y, ydy)
entsprechen. Dann ist (4.28) offensichtlich erfüllt und wir erhalten die Ungleichung
(4.51) gleich wie zuvor. Um lim
R→∞
V (t, R) abzuschätzen, bemerken wir, dass auf
Grund von (4.26)∫ y∗
R



































(u+ û)(s, y∗) dy∗ ds ,
wobei wir im ersten Schritt den Satz von Fubini und (4.26) benutzt haben. Nun
impliziert (4.18) die Konvergenz der rechten Seite der letzten Ungleichung gegen
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y∗(u+ û)(s, y∗) dy∗ ds .
Die rechte Seite der letzten Ungleichung konvergiert wegen (4.19) und (4.18) gegen




























y∗(u+ û)(s, y∗) dy∗ ds ,
wobei wir den Satz von Fubini und (4.27) verwendet haben. Wegen (4.19) und




V (t, R) = 0 , 0 < t < T .
Wenn R nun gegen∞ geht, ergeben die Lemmata 4.7 und 4.8 zusammen mit (4.51)
die Abschätzung (4.53) für g ≡ 1. Somit folgt aus dem Lemma von Gronwall, dass
u ≡ û, und dies beweist Theorem 4.6.
Unser weiteres Ziel ist, Theorem 4.1 zu beweisen. Zunächst zeigen wir das
folgende Lemma.
Lemma 4.11. η erfülle die Voraussetzungen von Theorem 4.1 (d.h. es gilt ent-
weder Bedingung (A) oder Bedingung (B)). Für α aus der entsprechenden Bedin-
gung sei
g(y) := yα−1 , y ∈ Y
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(yα − yα0 ) , y ∈ Y .
Dann sind die Bedingungen (4.12)–(4.15) erfüllt.
Beweis. Die Aussage zeigen wir analog zum Beweis von [22, Lemma 3.4.]. Wir
betrachten zwei Fälle. Es sei die Bedingung (A) erfüllt. Dann ist α ∈ (0, 1], die
Abbildung [y 7→ yα] ist daher subadditiv und g ist monoton fallend. Dann gilt für
y, z ∈ Y




(g(y)− g(y + z))
≤ K0 yα
(


























(y + z)α(α−2)(1− α)αzα +K0yα−1zα
≤ K0 yα−(1−α)
2
(y + z)α(α−2)zα +K0y
α−1zα
≤ 2K0yα−1zα .








(y + z)α − (y ∨ z)α + (y ∧ z)α
)
≤ 2α−1(y ∧ z)α .
Daraus folgen unter Berücksichtigung der Bedingung (A) sowohl (4.14) als auch
(4.15). Nun gelte die Bedingung (B). Dann ist α ∈ (1, 2] und entsprechend












yα−1 + zα−1 − yα−1
)
≤ K0yzα−1zyα−2 +K0yα−1zα = 2K0yα−1zα .
Damit wurde (4.13) in diesem Fall gezeigt. Nun benutzen wir die Subadditivität
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≤ (y + z)α−1(y + z − y ∨ z) + (y ∧ z)α
≤ 2(y ∧ z)(y + z)α−1 ≤ 2(y ∧ z)(yα−1 + zα−1) .
Daraus folgt wegen der Bedingung (B) sofort (4.15). Für y, z ∈ Y gilt außerdem
η(y, z)





















yαzα + yzα(y ∧ z)α−1 + yαz(y ∧ z)α−1 + yαzα
)
≤ 8K0yαzα ,
woraus (4.14) im Fall der Bedingung (B) folgt. Da (4.12) in beiden Fällen offen-
sichtlich erfüllt ist, ist die Aussage bewiesen.
Nun verwenden wir die Resultate aus dem letzten Lemma und Theorem 4.5, um
Theorem 4.1 zu beweisen.
Beweis von Theorem 4.1. Als erstes bemerken wir, dass wenn κ von der Form
(1.10), (1.11) mit [y 7→ yk0(y)] ∈ L∞(0, 1) ist,



























































für y > y∗ ≥ y0 gilt. Die Bedingung (4.2) ist offensichtlich auch erfüllt. Wir
erinnern an die Voraussetzungen an die Raten
β(y) = Byb , µ(y) = Mym , τ(y) = Syθ
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k0(z)dz − b+ 2xk0(x) , x ∈ (0, 1) .
Nun definieren wir
g(y) := yϑ−1 für y ∈ [y0,∞)
mit
ϑ := ( sup
x∈(0,1)
ξ(x) ∨m ∨ θ ∨ 1) = α ∨ 1 ,
wobei α ∈ (0, 2] nach der Voraussetzung des Theorems. Hier bemerken wir, dass
ξ(0) = b wegen (1.11), d.h. α ≥ b. Es ist klar, dass die Bedingungen (4.3)–(4.7)
und (4.23) in diesem Fall erfüllt sind. Ungleichungen (4.8), (4.24) folgen aus (4.54)
und (4.55) wegen (1.11) und der Tatsache, dass die Abbildung [y 7→ yk0(y)] auf Y
beschränkt ist. Aus (4.54) erhalten wir außerdem
∣∣2B2(y∗, y)− (β′ + µ′)(y)∣∣ ≤ ∣∣∣∣ξ(y∗y
)∣∣∣∣Byb−1 +mMym−1 (4.56)
für y > y∗ ≥ y0. Dies liefert uns∫ y
y0





















= g(y)(c0 + (µ+ β)(y))
für y ∈ Y . Somit ist die Bedingung (4.10) auch erfüllt. Lemma 4.11 impliziert die
Gültigkeit von (4.12)–(4.15).
Nun sei (v0, u0) ∈ (0,∞) × L+1 (Y, yσdy) mit σ := ϑ + (b ∨ m) gegeben. Dann
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folgt die Behauptung von Theorem 4.1 (a).
Wir bemerken, dass im Fall ν > 0 die Bedingung g(y) ≥ const > 0 für y ∈ Y
erfüllt sein muss. Deswegen haben wir ϑ als α∨ 1 definiert. Im Fall ν = 0 können
wir statt ϑ einfach α nehmen. Dann gilt entsprechend σ := α + (b ∨m).
Für den Beweis von Theorem 4.1(b) setzen wir voraus, dass b,m ≤ 1 und ξ(x) ≥ 0




























zk0(z)dz − b+ 2
∫ 1
0
xk0(x)dx = 1 .
Daher folgt aus (4.56) sofort (4.10). Die Bedingungen (4.2)–(4.8) und (4.17) sind
klar erfüllt, sowie (4.26) und (4.27) mit β2 ≡ µ2 ≡ 0. Theorem 4.6 garantiert
nun die Eindeutigkeit von monomererhaltenden schwachen Lösung des Problems





Die beiden folgenden Lemmata werden in Kapitel 2 verwendet. Da die Beweis-
methoden klassisch sind, geben wir hier die Aussagen ohne Beweise. Vorher führen
wir noch einige Notationen ein.
• E ist ein Banachraum mit Norm ‖ · ‖;
• J ⊂ R+ ist ein Intervall mit 0 ∈ J, J 6= {0};
• ∆J := {(t, s) ∈ J × J |0 ≤ s ≤ t};
• ∆∗J := {(t, s) ∈ ∆J |s < t)}.
Lemma A.1. Es sei b ∈ C(∆∗J , E) und β ∈ L1(J,R+) fallend mit ‖b(t, s)‖ ≤









Lemma A.2. Es sei b ∈ C(∆J , E), ∂tb ∈ C(∆∗J , E) und β ∈ L1(J,R+) fallend










Ḃ(t) = b(t, t) +
∫ t
0
∂tb(t, s)ds , t ∈ J .
Im Beweis von Theorem 3.2 spielt das Theorem von de la Vallée-Poussin ( [34])
und das Theorem von Dunford-Pettis ( [15, Theorem 4.21.2]) eine zentrale Rolle.
Theorem A.3. (de la Vallée-Poussin Sei (Ω,B, µ) ein σ-endlicher Maßraum








|f |dµ : f ∈ F , A ∈ B, µ(A) ≤ ε
 = 0;
(ii) Es existiert eine konvexe Funktion Φ ∈ C∞([0,∞)) mit Φ(0) = Φ′(0) = 0,
Φ′ ist konkav,















Φ(|f |)dµ <∞ .
Beweis. Vgl. [34].
Theorem A.4. (Dunford-Pettis) Sei (Ω,B, µ) ein σ-endlicher Maßraum und
F eine Teilmenge von L1(Ω). Die folgenden Aussagen sind äquivalent:
(i) F ist relativ schwach folgenkompakt in L1(Ω);








|f |dµ : f ∈ F , A ∈ B, µ(A) ≤ ε
 = 0;




|f |dµ ≤ ε.
Beweis. Vgl. [15, Theorem 4.21.2].
Wir benötigen auch folgende Version des klassischen Satzes von Arzelà-Ascoli
für schwach stetige Funktionen in L1(Y, ydy).
Theorem A.5. (Arzelà-Ascoli) Eine Teilmenge K ⊂ C
(
[0, T ], L1,w(Y, ydy)
)
ist
genau dann relativ folgenkompakt, wenn K schwach gleichgradig stetig in L1(Y, ydy)
ist und es eine dichte Teilmenge D von [0, T ] existiert, sodass
K(t) := {f(t) : f ∈ K}
schwach relativ kompakt für jedes t ∈ D ist.




[1] H. Amann. Gewöhnliche Differentialgleichungen. Walter de Gruyter, Berlin,
New York, 1995.
[2] H. Amann. Linear and Quasilinear Parabolic Problems. Birkhäuser, Basel,
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