A hybrid heuristic optimization technique based on genetic algorithms and particle swarm optimization has been developed and tested for trajectory optimization problems with multi-constraints and a multi-objective cost function. The technique is used to calculate control settings for two types for ascending trajectories (constant dynamic pressure and minimum-fuel-minimum-heat) for a two-dimensional model of an aerospace plane. A thorough statistical analysis is done on the hybrid technique to make comparisons with both basic genetic algorithms and particle swarm optimization techniques with respect to convergence and execution time. Genetic algorithm optimization showed better execution time performance while particle swarm optimization showed better convergence performance. The hybrid optimization technique, benefiting from both techniques, showed superior robust performance compromising convergence trends and execution time. 
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Introduction
In flying-vehicle trajectory optimization problems, flight paths that optimize a given cost function or performance index are sought. The cost function can be, for example, the flight time, the amount of burned fuel, or the deviation from a prescribed trajectory. Optimal control theory provides a framework for optimal trajectory design, but solving an optimal control problem is a laborous and time-consuming task. For practical problems, optimal control theory results in a system of differential equations which has to be solved numerically. [1] [2] [3] In this paper, we introduce a genetic algorithm optimization technique via simulation for optimal trajectories with multi-constraints. The paper offers a low-cost aerospace plane trajectory optimization possibility for parties unfamiliar with mathematical modeling, optimal control, and computer programming. The hybrid optimization process consists of an automated general-purpose hybrid genetic algorithm-particle swarm optimization (GA-PSO) module connected to a user-defined aerospace plane model as shown in Fig. 1 . The hybrid GA-PSO module consists of two parallel modules, one using genetic algorithm (GA) optimization and the other using particle swarm optimization (PSO). When solving a particular optimization problem, the user only needs to provide the aerospace plane model and select the payoff (the fitness function). The optimization module then interfaces the aerospace plane module by generating inputs, running the model and using the outputs to test the cost function. It then produces modified inputs and repeats the process until reaching the stop criterion. This formulation guarantees data hiding for security reason as the optimization group does not have to know the vehicle model. The optimization process deals with the model as a black box.
Genetic Algorithms
In 1975, Holland 4) introduced GA. GAs are stochastic global search techniques based on the mechanics of genetics. In these algorithms, the search space of a problem is represented as a collection of individuals. These individuals Ó 2007 The Japan Society for Aeronautical and Space Sciences are represented by character strings (or matrices) which are often referred to as chromosomes. The purpose of using a genetic algorithm is to find the specific individual from the search space with the best ''genetic material.'' The quality of an individual is measured with an evaluation function (or fitness function). Roughly, a GA works as shown in Fig. 2 . 5) A further description of GAs can be found in Goldberg.
6)
The main advantages of GAs are their global optimization performance and the ease of distributing calculations among several processors or computers as they operate on a population of solutions that can be evaluated concurrently. The GA is a very simple method, generally applicable, and needs no special mathematical treatment for the problem under consideration.
A GA is best suited when the optimization parameters are functions in time like thrust or elevator deflections. These types of optimization problems are solved numerically by assuming higher order polynomials, splines, etc., and trying to find the coefficients of these polynomials or splines that satisfy the optimization problem. 3, 7) In a GA, few values (control points) are assumed for each design variable and linear interpolation is used between these values. It is the task of the GA to find the values which satisfy the minimization process. The idea of using control points instead of polynomials or splines allows the direct implementation of input constraints (e.g., angle of attack to stay in the range AE5 ) in the GA coding, and allows better representation of highly irregular inputs (e.g., inputs with spikes or fast oscillations).
Particle Swarm Optimization
PSO is an algorithm proposed by James Kennedy and R. C. Eberhart in 1995, [8] [9] [10] who were motivated by the social behavior of organisms such as bird flocking and fish schooling.
PSO shares many similarities with evolutionary computation techniques such as GAs. The system is initialized with a population of random solutions and searches for optima by updating generations. However, unlike the GA, PSO has no evolution operators such as crossover and mutation.
PSO mimics the behaviors of bird flocking in algorithmic form. Suppose the following scenario: a flock of birds is randomly searching for food in an area. There is only one piece of food in the area being searched. All of the birds do not know where the food is, but they know which bird is the closest to food in each iteration. The effective strategy is to follow the bird which is nearest to the food.
PSO learned from this scenario and used it to solve the optimization problems. In PSO, each single solution is a ''bird'' in the search space. We call it a ''particle.'' All of the particles have fitness values which are evaluated by the fitness function to be optimized, and have velocities which direct the flight of the particles. The particles fly through the problem space by following the current optimum particles.
PSO is initialized with a group of random particles (solutions) and then searches for optima by updating generations. In each iteration, particles are updated by following two ''best'' values. The first one is the best solution (fitness) that has been achieved so far. This value is called ''particle best (pbest).'' Another ''best'' value that is tracked by the PSO program is the best value, obtained so far by any particle in the population. This best value is a global best and called ''gbest.'' When a particle takes only a part of the population as its topological neighbors, the best value is a local best and is called ''local best (lbest)'', and it is used instead of (gbest) in Eq. (1) for a large population to save execution time. After finding the two best values, the particle updates its velocity and position using Eqs. (1) and (2) assuming unit time steps for each update.
Here v is the particle velocity and present is the current particle (solution). pbest and gbest are defined as stated before. rand is a random number between (0,1). c1 and c2 are learning factors, 8) and usually c1 ¼ c2 ¼ 2. PSO is an extremely simple algorithm that seems to be effective for optimizing a wide range of functions. 8, 10) The adjustment toward pbest and gbest by the particle swarm optimizer is conceptually similar to the crossover operation utilized by GAs. It also uses the concept of fitness, as do all evolutionary computation paradigms.
Hybrid Optimization
The idea of using hybrid optimization is to benefit from both worlds (GA and PSO). Each technique has its own convergence mechanisms and by combining both methods, better convergence could be expected. The hybridization is done as shown in Fig. 4 . Both GA and PSO modules run separately, and they can also run in parallel. After each iteration, the worst solution is disregarded and the best solution is passed to the other technique to replace the disregarded solution. To unify the definitions the word ''generation'' is used for GA, PSO, and GA-PSO in the rest of the paper to represent iteration.
Atmospheric Ascent Dynamics
The equations of motion of an ascending aerospace plane are given by:
Two variables are chosen as control parameters and T. The heat flux equation for the stagnation point is added for use in the cost function and it is given as:
Although Eq. (7) is not an accurate measure for heat flux, and it should not be used for detailed heat analysis, it is considered a good measure of heat flux for trajectory optimization purposes due to simplicity and inexpensive computation. 14) Vehicle aerodynamic characteristics for speeds up to Mach 7 are based on wind tunnel data for the aerospace plane configuration shown in Fig. 5 . The vehicle's aerodynamic characteristics at higher Mach numbers, up to 25 are calculated using Newtonian theory. 11, 15, 16) The lift and drag numerical values given in Al-Garni 11) are fitted to the following second-order equations (Eqs. (9) and (10)). The aerospace plane uses an air breathing engine till mach 5 and an altitude of 20 km, and then switches to a rocket engine in the hypersonic optimized section of the trajectory.
The constraints and initial conditions are shown in Table 1 . 
For each particle
Initialize particle End Do For each particle Calculate fitness value If the fitness value is better than the best fitness value (pBest) in history set current value as the new pBest End Choose the particle with the best fitness value of all the particles as the gBest For each particle Calculate particle velocity according to Eq. 1 Update particle position according to Eq. 2 End While maximum iterations or minimum error criteria is not attained Fig. 3 . The pseudo-code for PSO.
Aug. 2007
A. AL-GARNI and A. H. KASSEM: On the Optimization of Aerospace Plane Ascent Trajectory
Optimization
The optimization is done via simulation by inputting initial conditions and control settings, simulating the model and then calculating the fitness function as shown in Fig. 1 .
For the GA optimization to work properly, the chromosome, representing optimization variables and the fitness function, must be selected carefully. In this work, the chromosome was chosen to concatenate the flying vehicle angle of attack and the thrust values at constant time intervals. These values are the optimization variables and are used as set (control) points to shape control functions. Linear interpolation is used for in-between values to have a continuous function of time for each control variable.
Each variable is binary coded to the allowable accuracy. Different resolutions (4, 6, 8, and 12 bits) were tested for the control variables. The first test fitness function is trying to force the aerospace plane to fly on a constant dynamic pressure trajectory by minimizing the difference between the instantaneous dynamic pressure q i , and a maximum predefined dynamic pressure (q max ¼ 50 kPa) along the trajectory as shown in Eq. (11).
The second test fitness function is composed of five terms, 13) as shown in Eq. (12) . The first term maximizes the final mass (i.e., minimizes fuel consumption and thrust). The second and third terms minimize the heat load and heat rate, respectively, where k is an unknown weighting factor to be determined. The fourth term is a representation of final velocity constraint. The final term is to maximize the flight time (i.e., reduce ascent rate, heat rate, and lateral acceleration). In addition to the fitness function, the altitude constraints are imposed as a stop criterion for the simulation. The control variable constraints ( max , T max ) are included in the coding process so there is no need to check for control variable constraint violation.
Fitness2 ¼ 10
MinðmÞ
The crossover process is done using the Roulette Wheel method with probability (P c ¼ 0:5), and the mutation process is done by flipping the odd bits (i.e., 1's will be 0's and vise versa) with probability (P m ¼ 0:1). It is also 1-elitist so the top-performing individual of each generation is assured to be included in the next population. The optimization algorithm is shown in Table 2 . For PSO optimization, the variables don't need coding and real values are used. A limiter is used to keep variables within the predefined limits. Equations (1) and (2) can drive control variables outside their allowable limits so a check is a must to keep variables within limits; and if any variable crosses the limit, the limiting operation will set it to the limit. This limiting operation penalizes PSO with respect to time and affects its time performance compared to the GA. The variables are concatenated in one long array and used in the position-velocity update Eqs. (1) and (2). Table 3 shows the procedure for particle swarm optimization.
For hybrid GA-PSO, the GA and PSO procedures run in parallel, with half the population each, and best solutions are passed between them and worst solutions are disregarded as shown in Fig. 4 .
Results and Discussions
A thorough analysis was done to compare between GA, PSO, and hybrid GA-PSO. Different control variables (4, 6, 8, 16, 32 , and 64 variables), and different population sizes and numbers of generations (20, 40, 80, 100) were tested. Table 3 . PSO procedure.
1. Start with n control points for each input variable.
2. Run the PSO procedure (Fig. 3) and call the simulator to calculate the total fitness function as in Table 1 
Go to
Step (2) m 0 (at 20 km) = 0:9 Â 454;000 = 39,600 kg
Initial range r initial ¼ 20;000 þ 6;378;000 m g ¼ 9:81 m/s 2 , initial velocity = mach 5 Table 2 . GA optimization procedure.
2. Run the GA procedure (Fig. 2) and call the simulator to calculate the total fitness function as in Table 1 or 2. 3. Repeat GA procedure for m generations. If satisfied, go to Step 6.
4. Increase the population size and number of generations.
Step (2) until stop criterion is reached.
6. Stop. Table 4 shows a comparison between the three optimization methods for fitness 2 but similar trends can also be shown for fitness 1. The statistical analysis is done by fixing the number of generations and population sizes and running the optimization program for 20 times with different random initial conditions. The 20 runs were chosen by authors to give statistical soundness to results within acceptable execution time. The best fitness results from these 20 runs are used to calculate the mean and standard deviation. The process is repeated for different generations and population numbers. It is clear that PSO and hybrid GA-PSO outperform GA. Hybrid optimization is close to PSO in the mean value and outperforms it in the standard deviation, which means more robustness (i.e., the converging to same solutions with different initial conditions). With respect to execution time, PSO is the worst and the relative execution times of hybrid GA-PSO and GA compared to PSO are 80% and 60%, respectively. This gives the hybrid GA-PSO the edge over the other two optimization methods. Figure 6 shows a typical convergence curve for the three optimization methods using fitness function 1. Same trend is shown for both fitness functions. It shows that hybrid GA-PSO converges slightly slower than PSO with respect to the number of iterations but comparing execution, time it outperforms PSO. It also has more robustness as it combines two different convergence mechanisms. Figure 7 shows dynamic pressure change over time for the optimized trajectory (fitness function 1) of 10 set points for each control variable and 40 generations and a population of 40. A relatively good match is shown in the middle sector of the trajectory. The deviation at the start of the trajectory is due to the initial condition where the dynamic pressure is almost double q max . The decay of dynamic pressure at the end of the trajectory is due to the sharp decrease in air density at high altitude. The figure also shows the control variable settings (thrust ratio (T=T max ) and incidence ratio (= max )) along the trajectory. Figure 8 shows the effect of the weighting factor (k) in the cost function on heat load and heat load rates. It is clear that small values of k in the fitness function (fitness 2) will drive the optimal solution to have a high heat load and heat load rates. Although it gives a higher final mass > 0.19 the initial mass, it is still beyond existing thermal protection system (TPS) capabilities. For small values of k (less than 6) there is a noticeable improvement in heat flux, but for k > 6 the improvement rate starts to slow till it reaches the limit at k ¼ 20. So in this paper k ¼ 20 will be used in the cost function for deriving the optimized trajectory. Figures 9-11 show the results for optimal trajectory using fitness function 2 and k ¼ 20. It was found that 15 set points for each control variable (thrust and angle of attack) were enough for finding an optimal solution (satisfying the constraints and comparable to other documented results. 15, 16) Small populations of 60 and 100 generations were also satisfactory. Figure 9 shows the time history of heat load and heat load rates. It is clear that the constraints are satisfied and the heat flux is in the range of the available TPS, like Acusil II 16 (100 W/cm 2 ), except in two small sections of the trajectory (A, and B) were the duration is less than 12 s each. These sections can be dealt with using new materials like Zirconium Diboride (ZrB2/SiC) or by using active cooling. 11, 17, 18) Figure 10 shows the time history for control variable settings (thrust ratio (T=T max ) and incidence ratio (= max )) along the trajectory. It shows the 15 set points for each variable and the linear interpolation in between. Figure 11 shows the trajectory variables time history (velocity, flight pass angle and altitude). It also satisfies the constraints given in Table 1 . The final mass is 0.148 the initial mass, which gives good margin for payload. 
Conclusion
Three soft-computing methods for trajectory optimization are proposed and compared. Genetic algorithms showed slower convergence but a fast execution time. On the other hand, PSO shows faster convergence but a slower execution time. The hybrid GA-PSO used the two different optimization mechanisms to produce a very effective optimization technique compromising good execution time and fast convergence. The method utilizes the combined search characteristics of GAs and PSO (exploration and exploitation). The method was tested on a two-dimensional model of an ascending aerospace plane with two different fitness functions. The method is also equally applicable to three-dimensional problems. One good feature of this method is that the trajectory optimization group doesn't need to worry about the dynamics of the vehicle. All that is needed are the inputs and outputs of a black box vehicle model. There is also no need to become familiar with mathematical modeling, or optimal control. The fitness function is easily built and the constraints are straightforwardly applied. 
