We consider the nonlinear eigenvalue problem posed by a parameter-dependent semilinear second-order elliptic equation on a bounded domain with the Dirichlet boundary condition. The coefficients of the elliptic operator are bounded measurable functions and the boundary of the domain is only required to be regular in the sense of Wiener. The main results establish the existence of an unbounded branch of positive weak solutions.
Introduction
Let Q be a bounded domain (nonempty open connected subset) in R". We consider weak (or generalised) solutions of the semilinear boundary-value problem
Lu(x) + f(x, u(x), X) = 0 for x e Q, u(x) = 0 for x e dQ,
where L is a second-order elliptic operator with bounded measurable coefficients and, for each X e K, / is a function of Caratheodory type. Concerning the boundary dQ, we assume just enough regularity to ensure that weak solutions of (1.1) belong to Wo' 2 (Cl)nC(Q) and fulfill the Dirichlet boundary condition pointwise. (For example, the requirement that every point of 80. satisfies an exterior cone condition is sufficient.) In this setting we discuss the global behaviour of the principal component C of weak solution pairs (X, u) of (1.1).
We treat two common situations: (i) (Bifurcation) We assume that f(x, 0, X) = 0 for all X e R, in which case C denotes the branch of solutions bifurcating from the line of trivial solutions, IK x {0}, at a principal eigenvalue of the linearisation of (1.1).
(ii) (Continuation) We take f(x, 0,0) = 0 and then C is the solution branch containing (0,0) e IR x C(Q). In both cases our main result is that for non-trivial elements (X, u)eC the solution u must be of one sign on Q.
In the pioneering work of Rabinowitz [9, 10] , a similar result was obtained for regular problems (1.1) on regular domains via the Hopf maximum principle. Specifically, for nontrivial elements of C, it is shown that u e K (or -u e K), where K is the open cone K= \ueC 1 (&)-u>0inQ., -^ < 0 and w = 0 on dQ. { dn (Here du/dn denotes the outer normal derivative of w.) Clearly, in our situation, solutions of (1.1) need not have C^Q) regularity, and the cone of positive functions in pyJ >2 (Q)nC(Q) is not open. Consequently, the arguments employed in [9, 10] are not readily generalised to the problem at hand. We overcome this difficulty via another refinement of the maximum principle that was first introduced in the context of regular versions of (1.1) on polygonal domains with corners in the presence of symmetries [6] .
The plan of the paper is as follows. In Section 2 we state our basic assumptions on L and/in (1.1), and then recall a few well-known consequences. We then establish a refinement of the maximum principle in Section 3. In Section 4 we reformulate our generalised problem as an operator equation in the form of a compact perturbation of the identity; this is crucial to the global bifurcation and global continuation analyses presented in Sections 5 and 6, respectively. In Section 7 we indicate the applicability of the results from Section 6 to the anti-plane-shear problem of nonlinear elasticity.
The main results of the paper are presented in Sections 5 and 6: we establish the positivity (negativity) of generalised solutions along global solution branches. A novel feature of our treatment of the bifurcation case in Section 5, is that our results hold with a weak odd-crossing hypothesis that ensures the existence of global continua of nontrivial solutions. Moreover, in the continuation case, presented in Section 6, we separate the zero-order perturbation into the sum of a nonlinear part and an inhomogeneous "forcing" term. In this way, we are able to place separate hypotheses upon each term. In particular, our results hold for each of two distinct hypotheses concerning the (local) sign of the nonlinear term (cf. (6.6) and (6.7)). NOTATION 1.1. For 1 ^p ^ oo and Q a bounded open subset of R", the usual norm on the space L P (Q) will be denoted by || • H^ or || || tP(fl) , as the context requires. Similarly, the usual norm on C(Cl) will be expressed as IHIoo.
Preliminaries
In this section we define the linear operator L and the nonlinearity /. Let Q be a bounded domain in IR". Using the summation convention, we define a differential operator L on Q by 
V={-d,d)xR;
(iv) the functions g, h, f s are bounded on bounded subsets of their domains of definition, respectively.
For (X, u) e IR x C(Q), we introduce
By standard arguments we then obtain the following results: PROPOSITION By imposing further restrictions on / we can also ensure that F is twice continuously differentiable with respect to X and u near {X, 0). PROPOSITION 
Let Q be a bounded domain in W and let p e [ l , oo). Suppose that f satisfies all of(23).Then the mapping F as defined in (2.4) has the following properties:
for (X, v)eUx C(Q) and xeQ.
A maximum principle
In this section we formulate a version of the maximum principle for L. In connection with components of solutions of (1.1), it was first introduced in [6] • REMARK 3.3. We emphasise that Theorem 3.2 holds without imposing any sign condition on the function r. This follows immediately from inequality (3.9), which was first observed by Serrin [12] .
Problem formulation
Let L be an elliptic operator satisfying conditions (2.2) and let / be a function having the properties (2.3). we mean a pair (X, u) e R x (W£-2 (Q)nC(Q)) such that
Jn
This definition is apparently not adequate for a global bifurcation continuation analysis. To this end, we now pursue a more convenient formulation of our problem.
As a first step we consider the following linear problem: This proves the first part of Theorem 4.5.
To prove the compactness of T, consider a sequence (g n ) that is bounded in LP(il). By (4.7) (g n + £Tg n ) is a bounded sequence in Z/(Q) as well. By (4.12) (Rg n ) is a bounded sequence in C(Q) and so, by the Theorem of Ascoli and Arzela, there is a subsequence such that (Rg nk ) also converges in C(Q). Then (4.14) implies that (SRg n J converges in C(Q). Since Tg Kk = Rg nk -SRg nk , we have established the compactness of T:
We can now restate the nonlinear problem (4.1) in a form amenable to a global analysis (for the operator F see Proposition 2.2). PROPOSITION 
^4 pair (A, u) is a generalised solution of the nonlinear problem (4.1) if and only if (A, u) e M. x C(Q) solves u = TF(X, u). This, in turn, is equivalent to the equation G(X,u) = Q, (4.18) where G:Rx C(Q)->C(O) is defined by G(X, u) = u-K(l, u) with K{k, u) = TF(X, u). Moreover, K:R x C(Q)->C(Q) is continuous, bounded and compact. Finally, any fixed point u = TF(X, u) in C(Q) satisfies u(x) = 0 for all x e dQ.

Bifurcation
In this section we study problem (4.18) under the assumptions of Sections 2 and 4, and, in addition, we suppose that We now take up sufficient conditions for local bifurcation of nontrivial solutions of (4.18) at (A o , 0). We provide two alternative routes-the well-known transversality condition of Crandall and Rabinowitz [ 4 ] , and the more general odd-crossing condition introduced in [7] . We begin with the former. In this case we require the additional differentiability assumption (2.5), which, together with Proposition 2.
3, ensures that D X D U G(X, 0)v exists and is given by -T(dh/dX(-, 0, X)v).
For convenience, we define the nontrivial solution set NS = {(A, u) e R x C(ft), G(X, u) = 0 and u * 0}. 
N S n W = {(X(s),s(^0 + z ( s ) ) ) , s e J and s i -0 } . (5.10)
Proof. Following the development in [4] , it is enough to show that [5, Theorem 8.6] , where i/^0 is a positive principal eigenfunction of L* + A(X 0 ). However, by virtue of (5.9) and the positivity of <p Xo and i// Xo , we find that
and thus (5.11) follows.
• Using the results of [ 7 ] , we can eliminate the differentiability condition (2.5), and generalise condition (5.9) to a monotonicity property of Ai->/i(x, 0, X) (see (5.13) below). However, in this case we generally have nonuniqueness of local nontrivial solution branches.
To formulate a weaker version of (5.10), let where the left-hand side of the equation coincides with that of [7] . Formula (1.14) (5.22) is not generally equivalent to that of (5.21). REMARK 5.8. By a famous result of Rabinowitz [9] and its generalisations [7] , we obtain a global conclusion concerning bifurcation at X o provided that the LeraySchauder degree of w->G(X, u) = u -K(X, u) (where K is compact) changes sign as X crosses X o along the branch of trivial solutions, {(A, 0)}. In Proposition 5.5 the hypotheses (5.7) and (5.9) imply that the transversality condition (5.11) is satisfied, and, as is well-known [ 7 ] , this ensures that the degree changes sign as X crosses X o . Referring to [7] , we see that this change of sign also occurs under the weaker assumptions of Proposition 5.6. We stress that the above conditions imply global bifurcation at We now come to our main result in this section. Let C ± denote the union of all components of C\{(A 0 , 0)} that contain elements of NS* where s is sufficiently small so that Proposition 5.6 holds. Under the hypotheses of Proposition 5. 
T(A(X o )-A(X))<p x JR(D u Gtto,0)) for X e (l 0 -6, l 0 + S)\{X O }, (5.15) where we used again Definition (5.2). In the sequel, we denote the function T(A(X 0 ) -A{X))cp ko by B{X)(p 0 . By the Definition 4.4 of T this function solves
L{B{X)<p Xo ) + (h( •, 0, Ao) -h( •,
0(i) C + cz P+ = {(X, u) e m x C(Q), u(x) > 0 in Q}; (ii) C" <= P~ = {(X, u) e R x C(Q), u(x) < 0 in Q}; (iii) C = C + u C " u { ( l o , 0 ) } .
Moreover, if we assume that the principal eigenvalue Hi(X) of L+ A(X) vanishes if and only if
X = X o ,(5.
M. x C(Q).
Proof. If we adopt the hypotheses of Proposition 5.5, then C + is connected, and the proof of (i) amounts to demonstrating that all xeQ\M{8) .
Hence for all 5 > 0, 0(u) c M((5) if 0 < e < n{5). Choosing 5 so small that measM(^)<y, we conclude that <p Xo + z(u)>0 in Q whenever (X, u) e NS + and 0 < e < fi (8) . But NS? # 0 by Propositions 5.5 and 5.6 and we have just shown that NS C + c C + n P + for 0 < s < n(5). and by the convergence of (X n , u n ) in M. x C(Q) there is some constant M, such that || h( •, u n , X n ) || ^ ^ M for all n e N. Then by Theorem 3.2, there is some constant y > 0 such that for any n e N, either u n > 0 in Q or meas (^B) ^ y where ^B = {x e Q, u n (x) < 0}. Since u > 0 in Q and || «" -«|| " -* 0, the arguments given in the proof of (a), however, yield meas £^B->0 as n-> oo. Thus, there is some n o e N such that u n > 0 in O, i.e. (A B , u B ) e C + n P + for all n^n 0 , contradicting the assumption on the sequence ((X n , u n )).
Obviously, the proof of (ii) is nearly identical to that of (i), and (iii) is a trivial consequence of the definition: C\{(2. 0 , 0)} = C + u C~. Finally, to establish (iv), let {{X n , u n )} be a sequence contained in C\{(X 0 ,0)} such that X n -+X and ||u n ||" ->• 0. By (iii) we may assume that {X n , u n ) e P + for all n. Setting v n = u B /|| u n !!", and employing an argument identical to that in By a now-standard application of the Leray-Schauder degree, the local solution curve LS is part of a global branch of solutions of (4.18), denoted by C, subject to an alternative described as follows (cf. [1, 9] (ii) C However, our assumptions (6.1) and (6.6) rule out (6.9(ii)). Indeed, (0, u)eS is equivalent to the statement that u e WQ- 2 2) and consequently that Sn({0} x C(Q))= {(0, 0)}. Therefore the components C + and C~ are separated by the hyperplane {0} x C(Cl) in R x C(Ci) and by (6.9) the sets C + and C~ are both unbounded connected subsets of S. We now give our main result of this section. (-, u(X) , X) satisfies all three conditions in (2.2), it follows from the strong maximum principle that either u(X) > 0 or u(X) = 0 in Q. However, this second alternative is ruled out by virtue of (6.6(i)) and (6.11). Therefore (X, u(X)) e P + and C + nP + # 0 . For the case (6.7(ii)), we have Lu(X) ^ 0 in n , and we draw the same conclusion. inn, (6.13) in the generalised sense, and Theorem 3.2 can again be applied.
•
Concluding remarks
Before ending this work, we point out the direct applicability of the results of Section 6 to the anti-plane-shear problem of nonlinear elasticity (e.g. [8, 11] ). Let Q c R 2 (n = 2), and suppose that J 1 = Q x [0, L] c R 3 is a stressfree configuration of an elastic body. Let {#, /*, k) denote the standard orthonormal basis for K 3 . Referring to (1.1), (2.1-3) , we have that u(x t , x 2 )k is the (anti-plane-shear) displacement of the body, and f(x l , x 2 , u, X) = g(x u x 2 ,1) + h(x l , x 2 , u, l)u is the component of the body force along k, for all (x u x 2 , x 3 ) e St. Since g is independent of the displacement u, it is called a "dead" load, while the configuration-dependent loading h • u is said to be "live". Let S(x) eR 3 x 3 denote the first Piola-Kirchhoff stress tensor at x e 38. We require part of the shear response to be linear elastic as follows: S 3j = aVDjU,i = l,2,(j =1,2). (Generally, other body forces along i and j are required to maintain the anti-plane-shear displacement, although cf. [8] for special cases in which they are not.) We now discuss the basic hypotheses of Section 6. Assumption (6.1) says that no body forces are applied when the control parameter is zero. Conditions (6.4), (6.6(ii)) and either of (6.7) place physically reasonable restrictions upon the local sign of the live load, while (6.6(i)) is a natural restriction to place upon the dead load. For example, gravity loading fulfils condition (6.6(i)). REMARK 7.1. At first glance it appears that the results of Section 5 on bifurcation should also be applicable to the anti-phase-shear problem. However, conditions (5.1) seem artificial and are hard to motivate with concrete examples. REMARK 7.2. For technical reasons, we must restrict ourselves to linear elasticity (7.1), and more generally to semi-linear equations (1.1). Nonetheless, we are able to handle "bad" coefficients and inhomogeneities and rough boundaries. Although there is nothing wrong with (7.1) (the same is not true for general deformations of threedimensional elastic bodies), it is, more generally, nonlinear in Du, in which case (1.1) becomes quasilinear. It is interesting to note that Rabinowitz's original results [9] hold for quasilinear equations-but at the price of smooth constitutive laws and smooth boundaries.
