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Abstract
The splicing operation was introduced in 1987 by Head as a mathematical model of the recom-
bination of DNA molecules under the inﬂuence of restriction and ligases enzymes. This operation
allows us to deﬁne a computing (language generating) device, called a splicing system. Other variants
of this original deﬁnition were also proposed by Paun and Pixton respectively. The computational
power of splicing systems has been thoroughly investigated. Nevertheless, an interesting problem is
still open, namely the characterization of the class of regular languages generated by ﬁnite splicing
systems. In this paper, we will solve the problem for a special class of ﬁnite splicing systems, termed
reﬂexive splicing systems, according to each of the deﬁnitions of splicing given by Paun and Pixton.
This special class of systems contains, in perticular, ﬁnite Head splicing systems. The notion of a
constant, given by Schützenberger, once again intervenes.
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1. Introduction
The splicing operation was introduced in 1987 by Head [12], as a mathematical model of
the recombination ofDNAmolecules under the inﬂuence of restriction and ligases enzymes.
In the meantime, the literature of the theoretical investigations of computing by splicing
has impressively increased. In particular, at least three versions of the basic operation have
been proposed, along with several variants of it [20].
The splicing of two DNA molecules corresponds to two phenomena. First, restriction
enzymes cut the molecules, and then ligase enzymes paste together the fragments obtained,
provided that they havematching sticky ends. It is quite natural to pass from the biochemical
process to a word operation: molecules are considered as words and the behaviour of the
enzymes (pattern recognition, the cut and paste operation) is speciﬁed by a (splicing) rule.
This word operation allows us to deﬁne a computing (language generating) device, called
splicing system. A splicing system is a triplet S = (A, I, R), where A is a ﬁnite alphabet,
I is a set of words over A (called initial language) and R is a set of splicing rules. The
language L(S) associated with S (splicing language) is deﬁned as follows. We start with
the words in I and we apply to each pair in I × I the splicing operation deﬁned by the
rules in R. The resulting set is joined to I and the process is iterated on this new set.
The splicing language L(S) is the set of all the words which can be obtained in this way
(iterated splicing). The reader is referred to [20] for several variants and extensions of this
deﬁnition. For instance, a standard extension, which will not be considered here, leads
to a splicing language which is the set of words obtained by splicing as above and, in
addition, which are in T ∗, where T ⊆ A is a terminal alphabet given with S (extended H
system) [20].
Aswe have already said, there are at least three deﬁnitions of the splicing operation, given
by Head, Paun and Pixton [12,14]. It is natural to compare the computational power of the
corresponding devices. When we restrict ourselves to ﬁnite splicing systems (i.e., splicing
systems S = (A, I, R) with I and R being ﬁnite sets), we know that Pixton systems are
more powerful than Paun systems, which in turn are more powerful than Head systems. The
inclusions between the corresponding classes of languages are strict: there are languages
which can be generated by ﬁnite Pixton splicing systems but not by ﬁnite Paun splicing
systems, and there are languages which can be generated by ﬁnite Paun splicing systems
but not by ﬁnite Head splicing systems [5]. Another parameter in the investigation of the
computational power of splicing systems is the level in the Chomsky hierarchy I, R belong
to. Here we suppose that this hierarchy contains the class of ﬁnite sets. Let us restrict
ourselves to Paun’s deﬁnition and let F1, F2 be families in the Chomsky hierarchy. We
denote H(F1, F2) = {L(S) | S = (A, I, R) with I ∈ F1, R ∈ F2} the class of languages
generated by Paun splicing systems, where the initial language I belongs to F1 and the set
of rules R belongs to F2. Results obtained in several papers prove that eitherH(F1, F2) is a
speciﬁc class of languages in the Chomsky hierarchy or it is strictly intermediate between
two of them [14,20]. In the latter case, a characterization of the structure of H(F1, F2) is
still lacking [14,20].
In particular, ﬁnite splicing systems generate regular languages. For Head systems this
result was proved in [7], whereas the same result for Paun systems and for Pixton systems
was proved by Pixton in [22] and [23] respectively.
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Nevertheless, the familyH of regular languages which can be generated by ﬁnite splicing
systems is a proper subclass of the class of regular languages whichever of the three splicing
operations we choose [14, Proposition 6.1]. Some languages are already known to be in
H but the characterization of H is still an open problem. We do not even know whether
it is decidable if a regular language is in H. Kim tackled the latter problem with ﬁnite
Head splicing systems in [16,17]. In the same papers, he designed an algorithm that, for a
given regular language L and a given ﬁnite set of triples X, allows us to decide whether a
language I ⊆ L exists such that L is generated by a ﬁnite Head splicing systemwith X being
the set of the rules. As another result, in [2,3] the authors introduced a nontrivial class of
languages (marker languages) and proved that these languages are generated by ﬁnite Paun
systems. The authors also proved that we can decide whether a regular language is a marker
language [2].
The main problem we deal with in this paper is the above-mentioned characterization
of the class H. We consider a special class of ﬁnite splicing systems, termed reﬂexive
Paun splicing systems (resp. reﬂexive Pixton splicing systems) when we refer to Paun (resp.
Pixton) deﬁnition of splicing operation. Ourmain result characterizes the regular languages,
named reﬂexive splicing languages, which are generated by these special splicing systems.
We recall that Head introduced reﬂexive Paun splicing systems in [13]. In the same paper, he
also characterized regular languages generated by a special subclass of these systems (with
ruleswith one sided contexts) [13]. As forHead’s result in [13], a relationship exists between
reﬂexive splicing systems and the notion of a constant introduced by Schützenberger [24].
Furthermore, the above-mentionedmarker languages are deﬁned in [2] bymeans of amarker
which is a set of constants. This explains why techniques introduced in [2] have been of
great use when obtaining the results presented in this paper. In addition, since ﬁnite Head
splicing systems are all reﬂexive, as a byproduct of the results proved in this paper, we
completely solve our main problem, i.e., the characterization ofH, when Head’s deﬁnition
of splicing is taken into account (see [4] for further details).
Results concerning reﬂexive splicing systems can also be found in [9,10] and they will be
discussed in Section 5. Brieﬂy, a common aspect of these results and themain theorem in this
paper is that both of them underline that reﬂexive splicing languages can be characterized
as languages obtained by one application of the splicing operation to a given language.
Then, in this paper we give a structural description of the reﬂexive splicing languages in
a way that allows us their construction. The same class of languages is investigated from
a complementary viewpoint in [9,10]. Indeed, one of the main results in [10] states that
it is decidable whether a regular language is reﬂexive. Another minor difference is that
in this paper we have adopted the original deﬁnition of splicing operation given by Paun,
where two words are generated by a splicing rule (2-splicing), whereas the deﬁnition in
[9,10] assumes that only one word is produced by the application of a rule (1-splicing) (see
Section 2.3 for the deﬁnitions). An extension of the main result of this paper to splicing
languages generated by 1-splicing can be found in a forthcoming paper [6].
Concerning the results presented in this paper, in order to give more details we show that
L is a splicing language generated by a reﬂexive splicing system if and only if there exist a
ﬁnite setM of constants forL such thatL has the following form:L = Y ∪ ⋃m∈M L(m) ∪⋃
(,)∈J L(,), where L(m) is the set of words in L having m as a factor (constant lan-
guages) andY is a ﬁnite set of words such that nom is a factor of a word inY. The (ﬁnite) set
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J and the structure of L(,) depend on the splicing operation we choose. Precisely, L(,)
is a language obtained by extending the splicing operation to two constant languages L(m)
and L(m′). In this paper, we do not consider Head splicing operation. So, depending on
which deﬁnition of splicing we take into account,L(,) will be termed an X-split language,
whereas L will be an X-con-split language, with X ∈ {PA,P I } (see Deﬁnitions 5.3 and
6.5). Here we haveX = PA (resp.X = PI ) whenwe refer to Paun (resp. Pixton) deﬁnition
of splicing operation.
This paper is organized as follows. Basics on words and linear splicing are gathered in
Section 2, together with a decidability property for a regular language used in the proofs of
our results. Deﬁnitions and preliminary properties of languages generated by reﬂexive Paun
splicing systems are collected in Section 3. Starting with a special class of languages, which
is presented in Section 4, we give the characterization of regular languages generated by
reﬂexive Paun (resp. Pixton) splicing systems in Section 5 (resp. Section 6). An extended
abstract of the results contained in this paper was presented at DLT03 [4].
2. Preliminaries
In this section, we have gathered all the necessary deﬁnitions and known results we will
use later on. We begin with classical notions in formal language theory, syntactic monoids
and constants among them. We end this section with results concerning the linear splicing
operation.
2.1. Words and automata
Let A∗ be the free monoid over a ﬁnite alphabet A and let A+ = A∗ \ 1, where 1 is the
empty word. For a word w ∈ A∗, |w| is the length of w and wR is the reverse of w deﬁned
as follows: 1R = 1 and, for all x ∈ A∗, a ∈ A, (xa)R = axR . A word x ∈ A∗ is a factor of
w ∈ A∗ if u1, u2 ∈ A∗ exist such thatw = u1xu2. For a subset L ofA∗,LR = {lR | l ∈ L} is
the reverse ofL and, ifL is a ﬁnite set, |L| is the cardinality ofL. Furthermore, it iswell known
that, for each subset M of A∗, if L is regular thenM−1L = {y ∈ A∗ | ∃x ∈ M : xy ∈ L}
and LM−1 = {y ∈ A∗ | ∃x ∈ M : yx ∈ L} are also regular [11].
Given a regular language L, our results are mainly referred to the transition diagram of
a ﬁnite state automaton recognizing L. Thus, classical deﬁnitions are now recalled (see
[8,11,15,21]). Let A = (Q,A, , q0, F ) be a ﬁnite state automaton, where Q is a ﬁnite
set of states, q0 ∈ Q is the initial state, F ⊆ Q is the set of ﬁnal states and  is the
transition function deﬁned in the classical way. A ﬁnite state automaton A is deterministic
if, for each q ∈ Q, a ∈ A, there exists at most one state q ′ ∈ Q such that (q, a) = q ′.
The triple (q, a, q ′) is called an edge of the automaton A. Furthermore, A is trim if each
state is accessible and coaccessible, i.e., if for each state q ∈ Q there exist x, y ∈ A∗
such that (q0, x) = q and (q, y) ∈ F . In particular, for a trim deterministic ﬁnite state
automaton A = (Q,A, , q0, F ) and w ∈ A∗, we set Qw(A) = {q ∈ Q | (q,w) = ∅},
simply denotedQw when the context makes the meaning evident. As usual, in the transition
diagram of a trim deterministic automatonA, each ﬁnal state will be indicated by a double
circle and the initial state will be indicated by an arrow without a label going into it.
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In this paper, each automaton will be supposed to be deterministic and trim. A path 
in an automaton A is a ﬁnite sequence  = (q1, a1, q2)(q2, a2, q3) . . . (qn, an, qn+1) of
consecutive edges, i.e., for each i = 1, . . . , n we have (qi, ai) = qi+1. An abbreviated
notation for a path is  = (q1, a1a2 . . . an, qn+1) and a1a2 . . . an is called the label of .
Moreover, we say that q1, . . . , qn+1 are the states crossed by the path (q1, a1 . . . an, qn+1)
and, for each i ∈ {2, . . . , n}, qi is an internal state crossed by the same path. For each state
q, we consider also the null path 1q with label 1. A path  = (q, x, q ′) is a closed path if
 = 1q and q = q ′.
Unless otherwise stated, L ⊆ A∗ will always be a regular language, at times represented
bymeans of a regular expression.Wealso need a canonical automaton recognizingL, namely
the minimal automaton of L. It is well known that this automaton, which is determined
uniquely up to a renaming of the states and, when made trim, has the minimal number
of states, can be obtained by standard construction algorithms. One of these algorithms
uses the property reported in Proposition 2.1 (see [1,15]), where, for a trim deterministic
ﬁnite state automaton A = (Q,A, , q0, F ) and for all q ∈ Q, we denote Lq = {w ∈
A∗ | (q,w) ∈ F }.
Proposition 2.1. Let A = (Q,A, , q0, F ) be a trim deterministic ﬁnite state automaton
recognizing the regular language L = L(A). Then, A is minimal if and only if, for every
q, q ′ ∈ Q, we have Lq = Lq ′ .
2.2. Syntactic monoid and constants
Let L be a regular language, let A be the minimal ﬁnite state automaton recognizing L
and let w ∈ A∗.
The sets C(w,L), CL(w,L) and CR(w,L) of contexts, left contexts and right contexts
of a word w ∈ A∗ with respect to L are therefore deﬁned as follows:
C(w,L)= {(x, y) ∈ A∗ × A∗ | xwy ∈ L},
CL(w,L)= {z ∈ A∗ | ∃q ∈ Qw : (q0, z) = q},
CR,q(w,L)= {y ∈ A∗ | (q,wy) ∈ F }, CR(w,L) =
⋃
q∈Qw
CR,q(w,L).
Awordw ∈ A∗ is a constant for a regular language L ifA∗wA∗ ∩L = ∅ andC(w,L) =
CL(w,L)×CR(w,L) [24]. Constant words are also synchronizing words with respect to
the minimal ﬁnite state automaton recognizing L, that is they satisfy the property contained
in Proposition 2.2, also reported in [4]. This result is more or less folklore and is proved
below for the sake of completeness.
Proposition 2.2. Let L ⊆ A∗ be a regular language and let A be the minimal ﬁnite state
automaton recognizing L. A word w ∈ A∗ is a constant for L if and only if Qw = ∅ and
there exists qw ∈ Q such that for all q ∈ Qw we have (q,w) = qw.
Proof. Letw ∈ A∗ and suppose thatw is a constant for a regular language L. By deﬁnition,
Qw = ∅. By contradiction, suppose that q, q ′, q1, q2 exist with q, q ′ ∈ Qw, q1, q2 ∈
Q, q1 = q2 and (q,w) = q1, (q ′, w) = q2. Let y ∈ Lq1 . Since A is trim, x′ ∈
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A∗ exists such that (q0, x′) = q ′. Since (x′, y) ∈ CL(w,L) × CR(w,L) and w is a
constant, we have (q0, x′wy) = (q2, y) ∈ F , i.e., y ∈ Lq2 . Thus, Lq1 ⊆ Lq2 . A
symmetrical argument shows that Lq2 ⊆ Lq1 , that is Lq1 = Lq2 , which is in contradiction
with Proposition 2.1. Conversely, let w ∈ A∗ be such that Qw = ∅. So A∗wA∗ ∩ L =
∅, since A is trim. Furthermore, we always have C(w,L) ⊆ CL(w,L) × CR(w,L).
Suppose that there exists qw ∈ Q such that for all q ∈ Qw we have (q,w) = qw. As a
consequence, for each y ∈ CR(w,L), we have that (qw, y) ∈ F . Thus, for each (x, y) ∈
CL(w,L) × CR(w,L), it holds that (q0, xwy) = (qw, y) ∈ F and (x, y) ∈ C(w,L),
i.e., C(w,L) = CL(w,L)× CR(w,L), that is w is a constant for L. 
Unless otherwise stated, for a regular language L ⊆ A∗, we will always refer to the
minimal ﬁnite state automaton A recognizing L. Thus, the deﬁnitions of CL(w,L) and
CR(w,L) can be given as follows: CL(w,L) = {z ∈ A∗ | ∃y ∈ A∗ : zwy ∈ L},
CR(w,L) = {z ∈ A∗ | ∃y ∈ A∗ : ywz ∈ L}. Obviously, Q1 = Q and (q, 1) = q, for
each q ∈ Q. Thus, in virtue of Proposition 2.2, if w is a constant for L we have w = 1
unless |Q| = 1.
Another result which is more or less folklore is reported in [9,12]. This result is proved
below for the sake of completeness and states a nice property of constants which will be
widely used in the next sections.
Lemma 2.1. Letw be a constant for L. For each z ∈ A∗ such that zw (resp.wz) is a factor
of a word in L, we have that zw (resp. wz) is a constant for L.
Proof. LetA be the minimal ﬁnite state automaton recognizing L. In virtue of Proposition
2.2, there exists qw ∈ Q such that for all q ∈ Qw we have (q,w) = qw. Now, let z ∈ A∗
be such that zw is a factor of a word in L. For each q ′ ∈ Qzw we have (q ′, z) ∈ Qw and
so (q ′, zw) = ((q ′, z), w) = qw, which implies that zw is a constant for L (Proposition
2.2). Finally, let z ∈ A∗ be such that wz is a factor of a word in L and let qwz = (qw, z).
Thus, for all q ∈ Qwz we have (q,wz) = ((q,w), z) = (qw, z) = qwz and wz is a
constant for L (Proposition 2.2). 
Another important notion is related to the syntactic congruence of L. We recall that two
words w,w′ are equivalent with respect to the syntactic congruence if they have the same
set of contexts, i.e.,
w ≡L w′ ⇔ [∀x, y ∈ A∗, xwy ∈ L ⇔ xw′y ∈ L] ⇔ C(w,L) = C(w′, L).
The syntactic monoidM(L) associated with L is the quotient monoid with respect to
the syntactic congruence ≡L. It is easy to see that if w ≡L w′ then Qw = Qw′ [2].
Furthermore, Theorem 2.1 links the syntactic monoid with transitions in the minimal ﬁnite
state automaton recognizing L [18].
Theorem 2.1. Let L be a regular language and let A = (Q,A, , q0, F ) be the minimal
automaton recognizing L.We havew ≡L w′ if and only if for all q ∈ Q we have (q,w) =
(q,w′).
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2.3. Linear splicing
Depending on the biological phenomena we want to model, we have at least three def-
initions of the linear splicing operation, according to Head, Paun and Pixton respectively
[14,20]. We ﬁrst focus on Paun’s deﬁnition given below, whereas we will consider Pixton’s
deﬁnition in Section 6. For Head’s deﬁnition the reader can refer to [12].
Paun’s definition [19]. A Paun splicing system is a triplet SPA = (A, I, R),
where I ⊂ A∗ is a set of strings, called initial language,R is a set of rules r = u1#u2$u3#u4,
with ui ∈ A∗, i = 1, 2, 3, 4 and #, $ /∈ A. Given two words x = x1u1u2x2, y = y1u3u4y2,
x1, x2, y1, y2 ∈ A∗ and the rule r = u1#u2$u3#u4, the splicing operation produces w′ =
x1u1u4y2 and w′′ = y1u3u2x2, denoted (x, y)r (w′, w′′).
Let SPA = (A, I, R) be a Paun splicing system, let r = u1#u2$u3#u4 ∈ R. We say that
u1u2, u3u4 (resp. u1#u2, u3#u4) are sites (resp. marked sites) of r and, for every R′ ⊆ R,
we denote SITES(R′) (resp. MSITES(R′)) the set of sites (resp. marked sites) of the rules
in R′.
As usual, we suppose there is an unlimited number of copies of each word in the set, so
that the same pair of strings (x, y) can generate more than one pair of words with the use
of different rules. Let L ⊆ A∗. We denote
′(L) = {w′, w′′ ∈ A∗ | (x, y)r (w′, w′′), x, y ∈ L, r ∈ R}.
The (iterated) splicing operation is deﬁned as follows:
0(L)=L,
i+1(L)= i (L) ∪ ′(i (L)), i0,
∗(L)= ⋃
i0
i (L).
Deﬁnition 2.1 (Paun splicing language). Given a splicing system SPA = (A, I, R), the
language L(SPA) = ∗(I ) is the language generated by SPA. A language L is SPA generated
(or is a Paun splicing language) if a splicing system SPA exists such that L = L(SPA).
A splicing system is ﬁnite when I, R are ﬁnite sets.
Remark 2.1. In this paper, we have adopted themore realistic operation of splicing deﬁned
by taking into account both of the two possible words (w′, w′′) obtained by recombination
and startingwith x, y and r. This operation is also known as 2-splicing. A different deﬁnition
can be obtained when we take into account only w′, instead of (w′, w′′). The correspond-
ing operation is called 1-splicing. Relations between the computational power of splicing
systems with 2-splicing and splicing systems with 1-splicing can be found in [20] (see also
[25] for other results in this framework). An extension of the main result of this paper for
splicing systems with 1-splicing can be found in a forthcoming paper [6].
Given a splicing system SPA = (A, I, R), let us consider a rule r = u1#u2$u3#u4 ∈ R.
Clearly r may be considered a word, so the reverse rR = uR4 #uR3 $uR2 #uR1 of r may also
be deﬁned. Thus, we can deﬁne the splicing system SRPA = (A, IR, RR) where RR ={rR | r ∈ R} and Proposition 2.3, which is more or less folklore, links SPA and SRPA. A proof
of Proposition 2.3 can be found in [2]. This proof can be easily obtained when we observe
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that, given x, y ∈ L, r ∈ R, w′, w′′ ∈ A∗, we obviously have (x, y)r (w′, w′′) if and only
if (xR, yR)rR ((w′)R, (w′′)R).
Proposition 2.3 (Bonizzoni et al. [2]). Let L ⊆ A∗ be a language, let SPA = (A, I, R)
be a splicing system. We have (L(SPA))R = L(SRPA). In addition, if L ⊆ L(SPA) then
LR ⊆ L(SRPA).
When we deal with splicing systems, a natural hypothesis is to suppose that each rule r,
in a given splicing system SPA, is useful, i.e., there exist x, y,w′, w′′ ∈ L(SPA) such that
(x, y)r (w
′, w′′). Thus in the next part of this paper, we will always implicitly suppose that
this hypothesis is satisﬁed.
The deﬁnition below naturally arises. It has also been independently introduced with a
different name in [9], along with the notion of a useful rule. In order to understand the
reason for doing that, we observe that one of the necessary steps in the proof that L is SPA
generated is to exhibit a language I ⊆ L such that starting from I, the application of the
splicing rules generates words in L.
Deﬁnition 2.2 (Bonizzoni et al. [2] and Goode Laun [9]). A language L ⊂ A∗ is closed
with respect to a rule r if and only if, for each x, y ∈ L, if (x, y)r (w′, w′′) then
w′, w′′ ∈ L.
It is easy to see that it is decidable whether a regular language is closed with respect
to a set of rules. This is a byproduct of Lemma 2.2 below, that also shows a relationship
between the above-mentioned regular language L and right contexts with respect to states
in the minimal automaton recognizing L. A proof of Lemma 2.2, given also in [2], can be
easily obtained when we observe that the deﬁnition of the splicing operation is perfectly
suited to get the relations (1) and (2).
Lemma 2.2 (Bonizzoni et al. [2]). Let SPA = (A, I, R) be a ﬁnite Paun splicing system, let
L ⊆ A∗ be a regular language and letA be the minimal ﬁnite state automaton recognizing
L. Then L = L(A) is closed with respect to a rule r = u1#u2$u3#u4 ∈ R if and only if,
for each pair (p, q) ∈ Qu1u2 ×Qu3u4 , we have
(1) CR,p(u1u2, L) ⊆ CR,q(u3u2, L),
(2) CR,q(u3u4, L) ⊆ CR,p(u1u4, L).
Furthermore, if I ⊆ L and L is closed with respect to each rule in R, then L(SPA) ⊆ L.
3. Reﬂexive Paun splicing languages
In this section, we deﬁne the class of splicing languages we deal with when we assume
that Paun’s deﬁnition of splicing is adopted.
Let SPA = (A, I, R) be a ﬁnite Paun splicing system, let R′ ⊆ R. We denote Rel(R′)
the binary relation over {u1#u2 | u1#u2 ∈ MSITES(R′)} induced by MSITES(R′), that is
u1#u2 Rel(R′) u3#u4 if and only if u1#u2$u3#u4 ∈ R′.
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Deﬁnition 3.1 (Reﬂexive Paun splicing system [13]). A ﬁnite splicing system SPA=
(A, I , R) is a reﬂexive Paun splicing system if and only if the relation Rel(R) is reﬂexive,
i.e., if u1#u2$u3#u4 ∈ R, then u1#u2$u1#u2 and u3#u4$u3#u4 ∈ R.
A language L is called a reﬂexive Paun splicing language (or a PA-reﬂexive language)
if there exists a reﬂexive Paun splicing system SPA such that L = L(SPA). PA-reﬂexive
languages were introduced for the ﬁrst time in [13,14] and we prove how they can be
easily characterized in terms of constants in Lemma 3.1. Observe that Lemma 3.1 has been
independently stated also in [10].
Lemma 3.1. A regular language L ⊆ A∗ is PA-reﬂexive if and only if there exists a ﬁnite
splicing system SPA = (A, I, R) such that, for each rule u1#u2$u3#u4 ∈ R, u1u2, u3u4
are constants for L and L = L(SPA).
Proof. Assume that L is aPA-reﬂexive language. Then, by deﬁnition, there exists a reﬂexive
splicing system SPA = (A, I, R) such that L = L(SPA). Let us prove that for each rule
u1#u2$u3#u4 ∈ R, u1u2 is a constant for L (the proof for u3u4 is analogous).
Since each rule is useful, then A∗u1u2A∗ ∩ L(SPA) = ∅.
Clearly, C(u1u2, L(SPA)) ⊆ CL(u1u2, L(SPA))× CR(u1u2, L(SPA)). Let us now show
that CL(u1u2, L(SPA)) × CR(u1u2, L(SPA)) ⊆ C(u1u2, L(SPA)). Let x1 ∈ CL(u1u2,
L(SPA)), y2 ∈ CR(u1u2, L(SPA)). So, when we refer to the minimal automaton A recog-
nizing L(SPA), there exist x2, y1 ∈ A∗ such that x = x1u1u2x2, y = y1u1u2y2 ∈ L(SPA)
(A is trim). Since SPA is a reﬂexive splicing system, we have that r = u1#u2$u1#u2 ∈ R.
Then, by deﬁnition, we have (x, y)r (w,w′), where w = x1u1u2y2 ∈ L(SPA) and w′ =
y1u1u2x2 ∈ L(SPA). Thus, (x1, y2) ∈ C(u1u2, L(SPA)).
Assume now thatL = L(SPA), for a ﬁnite splicing system SPA = (A, I, R) such that each
site is a constant for L. Let us consider the (reﬂexive) splicing system S′PA = (A, I, R′),
where R′ = R ∪ {u1#u2$u1#u2, u3#u4$u3#u4 | u1#u2$u3#u4 ∈ R}. We now prove that
L(S′PA) = L(SPA).
By deﬁnition, L(S′PA) =
⋃
i0 
i (I ) and L(SPA) = ⋃i0 i1(I ), where i1 denotes the
operation i when we refer to the rules R in SPA. Since for each i0, i1(I ) ⊆ i (I ),
we obviously have L(SPA) ⊆ L(S′PA). Let us now prove that, for each w ∈ L(S′PA) =⋃
i0 
i (I ), we have that w ∈ L(SPA), by induction on the minimal i such that w ∈ i (I ).
If i = 0 then w ∈ 0(I ) = I ⊆ L(SPA). So, suppose i > 0. Since i (I ) = i−1(I )∪
′(i−1(I )), by using the induction hypothesis, we can suppose that x, y ∈ i−1(I ), w′ ∈
A∗ exist so that (x, y)r (w,w′). By induction hypothesis, x, y ∈ L(SPA). If r ∈ R, then
w,w′ ∈ L(SPA). Otherwise, either r = u1#u2$u1#u2 or r = u3#u4$u3#u4. Let us prove
the conclusion in the ﬁrst case (as does the argument in the other case). Indeed, in this
case, we have x = x1u1u2x2, y = y1u1u2y2 and w = x1u1u2y2, w′ = y1u1u2x2. So,
x1, y1 ∈ CL(u1u2, L), x2, y2 ∈ CR(u1u2, L). Since u1u2 is a constant for L, we have
(x1, y2), (y1, x2) ∈ C(u1u2, L). Then w,w′ ∈ L = L(SPA). 
4. Constant languages are splicing languages
The aim of this paper is to give a characterization of the structure of reﬂexive splicing
languages and preliminary results are stated in this section concerning constant languages
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and aﬁnite unionof constant languages.These languages, introduced in [13], are the simplest
reﬂexive languages (Proposition 4.8) and their deﬁnition is recalled below.
Deﬁnition 4.1 (Constant languages). Given a regular language L and a constant m for L
with m ∈ A+, the subset L(m) = L ∩ A∗mA∗ of L is the constant language associated
with m. We say that L is a constant language if L = L(m).
In [13], Head showed that L is a language generated by a reﬂexive Paun splicing system
with rules with a one-sided context (i.e., each rule has the form u#1$v#1 or 1#u$1#v)
if and only if L = Y ∪⋃m∈M L(m), whereM ⊆ A∗ is a ﬁnite set of constants for L,
L(m) is the constant language associated with m and Y ⊆ A∗ is a ﬁnite language such that
m is not a factor of a word inY, for each m ∈M. A careful proof of the same result can be
found in [9]. Head also proved that we can decide whether a regular language is generated
by a one sided context splicing system (A, I, R) if all rules in R have the form u#1$v#1
or all rules in R have the form 1#u$1#v. In this section, we give an easy construction of a
ﬁnite Paun splicing system which generates a ﬁnite union of constant languages. Starting
with this ﬁnite Paun splicing system, we can easily construct a splicing system generating a
reﬂexive splicing language. As a byproduct, we obtain another proof of Head’s result. The
deﬁnitions and results which follow are very close to deﬁnitions and results introduced in
[2]. In particular, the splicing system given in Deﬁnition 4.5 is very similar to the splicing
system for marker languages presented in [2].
We observe that, if L(m) ⊆ L is the constant language associated with m, then L(m)
is a regular language and m is also a constant for L(m). However, in the next part of this
section, we will always suppose that L = L(m), the only exception being Proposition 4.8
where L =⋃m∈M L(m) is a ﬁnite union of constant languages. In the latter case, we also
observe that m,m′ ∈M can exist so that L(m) ∩ L(m′) = ∅.
LetL = L(m) be a constant language (associated withm) and letAm = (Q,A, , q0, F )
be the minimal ﬁnite state automaton recognizing L(m). In view of Proposition 2.2,
there exists qm ∈ Q such that, for each q ∈ Q, (q,m) = qm. Then we have L(m) =
CL(m,L)mCR(m,L), i.e., L(m) = L1mL2, where L1 = CL(m,L) = L(m)(mL2)−1
and L2 = CR(m,L) = (L1m)−1L(m) are regular languages (see Section 2.1).
4.1. Labels
The result which follows can be easily proved andwill be used in the proofs of Proposition
4.1 and Lemma 4.3.
Lemma 4.1. LetA = (Q,A, , q0, F ) be a deterministic ﬁnite state automaton. For each
w ∈ A+, q, q ′ ∈ Q such that (q,w) = q ′ there exist a positive integer k, u1, . . . , uk+1, d1,
. . . , dk ∈ A∗, q ′0, q ′1, . . . , q ′k , q ′k+1 ∈ Q such that• q ′0 = q, q ′k+1 = q ′,• w = u1d1u2 · · · ukdkuk+1,
• (q ′i , di) = q ′i , 1 ik, (q ′j−1, uj ) = q ′j , 1jk + 1.
Furthermore, w′ = u1u2 · · · ukuk+1 satisﬁes the conditions that follow.
(a) (q,w′) = q ′,
(b) each state crossed by the path (q,w′, q ′) is also crossed by the path (q,w, q ′),
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(c) the internal states crossed by the path (q,w′, q ′) are different from one another and
with respect to q, q ′,
(d) eitherw = w′ = u1u2, k = 1 or k1, d1, . . . , dk ∈ A+ and, if k2,u2, . . . , uk ∈ A+.
As we have already said, since A is deterministic, a path  = (q, c, q ′) is uniquely
deﬁned by the pair (q, c).
Deﬁnition 4.2. (q-label) Let q ∈ Q. The word c ∈ A+ is a q-label in A (or simply a
q-label, if A is understood) if c is the label of a closed path  = (q, c, q) in A.
(reduced label) The word (resp. q-label) c ∈ A+ is a reduced label on state q (resp. a
reduced q-label) if each q ′ ∈ Q is crossed by the path (q, c, (q, c)) (resp. (q, c, q)) at
most twice.
(simple cycle) A reduced q-label c ∈ A+ is a simple cycle on q if the internal states
crossed by the path (q, c, q) are different from one another.
Example 4.1. Consider the automaton A depicted in Fig. 1. The 0-label adcabc2bac is
neither a reduced 0-label nor a simple cycle on 0. On the contrary, the 0-label adabc2ba is
a reduced 0-label but it is not a simple cycle on 0. The 0-label aaa is a simple cycle.
Lemma 4.2. Let z ∈ A+ and suppose that qz ∈ Qz exists such that a state is crossed at
least twice by the path (qz, z, (qz, z)).Then, u, c, v ∈ A∗ exist such that the four conditions
which follow are satisﬁed.
(1) z = ucv.
(2) c is a simple cycle on q = (qz, u).
(3) either u = 1 or the states crossed by (qz, u, q) are all different from one another.
(4) uc is a reduced label on qz.
Proof. Let z ∈ A+ and suppose that qz ∈ Qz exists such that a state is crossed at least
twice by the path (qz, z, (qz, z)). Thus, u, c, v ∈ A∗ and q ∈ Q exist such that z = ucv
with c being a q-label, q = (qz, u). Let uc be the shortest preﬁx of z such that z satisﬁes
the above relation.
In view of the minimality of |uc|, we can suppose that c is a simple cycle on q. Indeed,
otherwise either uc = uc′c′′, with c′, c′′ being q-labels, or uc = uu′c′v′, with c′ being a
q-label and u′, v′ ∈ A+.
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Furthermore, once again by using theminimality of |uc|, we have that u satisﬁes condition
(3), i.e., either u = 1 or the states crossed by (qz, u, q) are all different from one another.
Finally, uc is a reduced label on qz. Indeed, this is obvious if u = 1, otherwise, by contra-
diction let q ′ ∈ Q be such that q ′ is crossed more than twice by the path (qz, uc, (qz, uc)).
Since c is a simple cycle on q and u satisﬁes condition (3), we have that q ′ is crossed by the
path (qz, u, q) and by the path (q, c, q), with q ′ = q, a contradiction with the minimality
of |uc|. 
4.2. Deﬁnition of a splicing system for constant languages
Let L = L(m) = L1mL2 be a constant language (associated with m) and let Am =
(Q,A, , q0, F ) be the minimal ﬁnite state automaton recognizing L(m). Let AR =
(QR,A, R, q0R , FR) be the minimal ﬁnite state automaton recognizing (L1)R .
Deﬁnition 4.3 (Initial language). The initial language I associated with L1mL2 is the set
I = I1mI2, (1)
where the sets I1, I2, are deﬁned as follows:
I1 = {y ∈ L1 | yR is a reduced label on state q0R },
I2 = {y ∈ L2 | y is a reduced label on qm}.
Proposition 4.1. The initial language I is not empty.
Proof. By deﬁnition of a constant, we have L1 = ∅ and L2 = ∅, so let l1, l2 ∈ A∗ be such
that (qm, l2) = qF ∈ F , R(q0R , lR1 ) = q ′F ∈ FR . In view of Lemma 4.1, there exists
l′2 ∈ A∗ (resp. (l′1)R ∈ A∗) such that (qm, l′2) = qF ∈ F (resp. R(q0R , (l′1)R) = q ′F ∈ FR)
and the internal states crossed by the path (qm, l′2, qF ) (resp. by path (q0R , (l′1)R, q ′F )) are
different from one another and with respect to qm, qF (resp. q0R , q ′F ). Then, l′1 ∈ I1 and
l′2 ∈ I2 and we have l′1ml′2 ∈ I . 
Deﬁnition 4.4 (Set of rules). For every z = z1mz2 ∈ I , with z1 ∈ I1, z2 ∈ I2, for every
factor cj of z2, i.e., z2 = z′cj z′′, which is a simple cycle in Am on q = (qm, z′), let
rcj = mz′ # 1 $ mz′cj # 1. (2)
For every z = z1mz2 ∈ I , with z1 ∈ I1, z2 ∈ I2, for every factor cj of (z1)R , i.e.,
(z1)R = z′′cj z′, which is a simple cycle in AR on q = R(q0R , z′′), let
r ′cj = 1 # cRj (z′′)Rm $ 1 # (z′′)Rm. (3)
Finally, for each z = z1mz2 ∈ I , let Rz be the set of rules rcj , r ′cj deﬁned by Eqs. (2) and
(3). We deﬁne R =⋃z∈I Rz.
We also observe that there could be more than one occurrence of cj as a simple cycle in
z. For instance, we could have z = z1xz2 = z1xz′cj z′′ = z1xz′3cj z′′3 with z′ = z′3. Thus,
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in this case we have two rules rcj (at least) and we should denote them rz′,cj , rz′3,cj . As a
matter of fact we will adopt the same notations as in Eqs. (2) and (3) since the context will
not make them ambiguous.
Proposition 4.2. The languages I and R are ﬁnite.
Proof. I1 (resp. I2) is a ﬁnite set since for each y ∈ I1 (resp. y ∈ I2), we have |y|2|Q|
(|y|2|QR|). Consequently, I is a ﬁnite set. Furthermore, for each z ∈ I , Rz is ﬁnite since
the number of the elements in Rz is at most equal to the number of the factors of z. Then,
R is ﬁnite since R is the union of a ﬁnite number ( |I |) of the ﬁnite sets Rz. 
Deﬁnition 4.5 (Paun splicing system for constant languages). Let I be as in Deﬁnition 4.3
and let R be as in Deﬁnition 4.4. Then, SPA(m) = (A, I, R) is the ﬁnite Paun splicing
system associated with L(m).
4.3. Generation
Lemma 4.3. Let L be a regular language, let A = (Q,A, , q0, F ), be the minimal ﬁnite
state automaton recognizing L. Letw1, w2 ∈ A∗ be such thatw1w2 ∈ L and withw1 being
a reduced label on p ∈ Qw1 . Let q1 ∈ Q be such that (p,w1) = q1. Suppose that for
every q ′ ∈ Q \ {q1}, if q ′ is crossed by the path (q1, w2, qF ), then q ′ is crossed at most
once by the path (p,w1, q1). Then, there exists v′ ∈ A∗ such that q1 ∈ Qv′ ,w1v′ ∈ L, with
w1v′ being a reduced label on p.
Proof. If q1 ∈ F the conclusion holds with v′ = 1. So, suppose q1 /∈ F . Let v′ be the word
satisfying conditions (a) − (d) in Lemma 4.1 applied to w2 and (q1, w2) = qF . In view
of condition (a) in Lemma 4.1 we have w1v′ ∈ L and, in view of condition (b) in the same
lemma, w1, v′ satisfy the hypothesis in the statement. In addition, by using condition (c)
in Lemma 4.1 and since q1 = qF , the states crossed by the path (q1, v′, qF ) are different
from one another.
We claim thatw1v′ is a reduced label on p. Indeed, q1 is crossed at most twice by the path
(p,w1, q1) (sincew1 is reduced on p) and q1 is crossed only once by the path (q1, v′, qF ), so
q1 is crossed at most twice by the path (p,w1v′, qF ). Analogously, for each q ′ ∈ Q \ {q1},
either q ′ is not crossed by the path (q1, v′, qF ) and q ′ is crossed at most twice by the path
(p,w1, q1) (once again, since w1 is reduced on p) or q ′ is crossed (only once) by the path
(q1, v′, qF ) and so, in view of the hypothesis, q ′ is crossed only once by the path (p,w1, q1).
We conclude that each q ′ ∈ Q is crossed at most twice by the path (p,w1v′, qF ) and w1v′
is a reduced label on p. 
Lemma 4.4. Let m′ ∈ A∗ and let L be a regular language. Let A = (Q,A, , q0, F ) be
the minimal ﬁnite state automaton recognizing L and let p ∈ Q. Let Ip = {y ∈ Lp | y is a
reduced label on p}, let SPA = (A, I ′, R′) be a splicing system such that for every z2 ∈ Ip,
for every factor cj of z2, i.e., z2 = z′cj z′′, which is a simple cycle on q = (p, z′), the rule
rcj = m′z′ # 1 $ m′z′cj # 1 belongs to R′.
For all Y ⊆ A∗, if Ym′Ip ⊆ L(SPA), then Ym′Lp ⊆ L(SPA).
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Proof. Let y ∈ Y , l ∈ Lp, z = ym′l ∈ Ym′Lp. We prove that z ∈ L(SPA) by induction
over |z|. If l ∈ Ip, then by hypothesis z ∈ L(SPA). Assume that l ∈ Lp \ Ip and that, for
each z′ ∈ Ym′Lp \ Ym′Ip, with |z′| < |z|, we have z′ ∈ L(SPA).
Since l /∈ Ip, then l is not a reduced label on p and so, there exists a state in Q which is
crossed more than twice by the path (p, l, (p, l)). In view of Lemma 4.2, z1, c, z2 ∈ A∗
exist such that l = z1cz2, c is a simple cycle on q = (p, z1), z1c is a reduced label on
p and either z1 = 1 or the states crossed by (p, z1, q) are all different from one another.
Observe that z1z2 ∈ Lp. Assume that z1c is the shortest preﬁx of l for which the above
conditions are satisﬁed. We claim that, for every q ′ ∈ Q \ {q}, if q ′ is crossed by the path
(q, z2, (q, z2)), then q ′ is crossed at most once by the path (p, z1c, q). Indeed, otherwise,
since the states crossed by (p, z1, q) are all different from one another and since q ′ = q,
q ′ should be crossed twice by the path (p, z1c′, q ′), c′ being a proper preﬁx of c. Thus,
by using Lemma 4.2, we have a contradiction with the minimality of |z1c|. Then, by using
Lemma 4.3, there exists z′2 ∈ A∗ such that q ∈ Qz′2 , z1cz′2 ∈ Lp, with z1cz′2 being a reduced
label on p.
In particular, z1cz′2 ∈ Ip and so the rule rc = m′z1 # 1 $ m′z1c # 1 belongs to R′. In
addition, z′ = ym′z1cz′2 ∈ Ym′Ip and so, by hypothesis, z′ ∈ L(SPA), z′′ = ym′z1z2 ∈
Ym′Lp with |z′′| < |z| and so, by induction hypothesis, z′′ ∈ L(SPA). Finally, by applying
rule rc to the pair (z′′, z′) we generate z, i.e., z ∈ L(SPA). 
Proposition 4.3. Let L(m) = L1mL2 be a constant language and let SPA(m) = (A, I, R)
be the Paun splicing system associated withL(m) and given in Deﬁnition 4.5. Then we have
L(m) ⊆ L(SPA(m)).
Proof. We will adopt the same notations as in Lemma 4.4. Thus, we notice that when we
choose L = L(m),A = Am,m′ = m and p = qm, we have Lp = L2, Ip = I2 and SPA(m)
satisﬁes the hypothesis in Lemma 4.4. Moreover, for Y = I1, we have I1mI2 ⊆ L(SPA(m)).
So, by using Lemma 4.4, we obtain I1mL2 ⊆ L(SPA(m)).
Now, by using Proposition 2.3, we have that (L2)RmR(I1)R ⊆ L(SRPA(m)). So, we ob-
serve that when we choose L = (L1)R , m′ = mR , A = AR and p = q0R , we have
Lp = (L1)R , Ip = (I1)R and SRPA(m) satisﬁes the hypothesis in Lemma 4.4. Then,
since (L2)RmR(I1)R ⊆ L(SRPA(m)), by using Lemma 4.4 with Y = (L2)R , we obtain
(L2)RmR(L1)R ⊆ L(SRPA(m)). So, by using once again Proposition 2.3, we haveL1mL2 ⊆
L(SPA(m)). 
4.4. Consistency
We now prove that L(m) is closed with respect to each rule in R. Consequently, since
I ⊆ L(m) and thanks to Lemma 2.2, we have that L(SPA(m)) ⊆ L(m) (Proposition 4.6).
Once again, arguments, already used in the proof of analogous results for marker languages
in [2,3], will be adapted to demonstrate the above-mentioned result. We show that L(m) is
closed with respect to each rule deﬁned in Eq. (2) in Proposition 4.4, by using Lemma 2.2.
We show that L(m) is closed with respect to each rule deﬁned in Eq. (3) in Proposition 4.5,
by using Deﬁnition 2.2.
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Proposition 4.4. LetL(m) = L1mL2 = L(Am) be a constant language and let SPA(m) =
(A, I, R) be the Paun splicing system associated with L(m) and given in Deﬁnition 4.5.
Then L(m) is closed with respect to each rule as in Eq. (2).
Proof. We show the conclusion by using Lemma 2.2. Let rcj = mz′ # 1 $ mz′cj # 1 ∈
R be as in Eq. (2). By deﬁnition, there exists z = z1mz2 = z1mz′cj z′′ ∈ I , where
cj is a factor of z2 which is a simple cycle in Am on q = (qm, z′). We observe that
Qu1u2 = Qmz′ = Qu1u4 and Qu3u4 = Qmz′cj = Qu3u2 . In addition, we have Qmz′cj =
Qmz′ . Indeed, obviously Qmz′cj ⊆ Qmz′ . Conversely, let q ∈ Qmz′ and let qm ∈ Q
be such that (q,m) = qm. In view of Proposition 2.2, for all q ′ ∈ Qmz′cj , we have
(q ′,mz′cj ) = (qm, z′cj ), i.e., qm ∈ Qz′cj . Consequently, (q,mz′cj ) = (qm, z′cj ) is
deﬁned and so, q ∈ Qmz′cj . Let us prove that, for each p ∈ Qu1u2 , q ∈ Qu3u4 , we have
CR,p(u1u2, L(m)) = CR,p(mz′, L(m)) ⊆ CR,q(mz′cj , L(m)) = CR,q(u3u2, L(m)).
Indeed, let y ∈ CR,p(mz′, L(m)). Then, (p,mz′y) = (qm, z′y) ∈ F . On the other hand,
in view of Proposition 2.2 and since cj is a simple cycle on q, we have (q,mz′cj y) =
(qm, z′cj y) = (qm, z′y) ∈ F . So, y ∈ CR,q(mz′cj , L(m)). Similarly, for each p ∈
Qu1u2 ,q ∈ Qu3u4 ,wehaveCR,q(u3u4, L(m)) = CR,q(mz′cj , L(m))⊆ CR,p(mz′, L(m))= CR,p(u1u4, L(m)). Indeed, let y ∈ CR,q(mz′cj , L(m)). Then, we have (p,mz′y) =
(qm, z′y) = (qm, z′cj y) = (q,mz′cj y) ∈ F , i.e., y ∈ CR,p(mz′, L(m)). 
Proposition 4.5. LetL(m) = L1mL2 = L(Am) be a constant language and let SPA(m) =
(A, I, R) be the Paun splicing system associated with L(m) and given in Deﬁnition 4.5.
Then L(m) is closed with respect to each rule as in Eq. (3).
Proof. Let rc = 1 # cR(z′′)Rm $ 1 # (z′′)Rm ∈ R be as in Eq. (3). By deﬁnition, there
exists z = z1mz2 ∈ I and c is a factor of zR1 = z′′cz′ which is a simple cycle in AR on
q = R(q0R , z′′). Let x, y ∈ L(Am) be such that (x, y)rc (w′, w′′). Then we have
x = kcR(z′′)Rmy2, y = h(z′′)Rmy′2
and w′ = k(z′′)Rmy′2, w′′ = hcR(z′′)Rmy2.
By using Deﬁnition 2.2, in order to prove that L(m) is closed with respect to rc, we must
prove that k(z′′)Rmy′2, hcR(z′′)Rmy2 ∈ L(Am). Since m is a constant for L(m), this is
equivalent to prove that k(z′′)R , hcR(z′′)R ∈ L1, i.e., z′′kR , z′′chR ∈ L(AR). By hypothe-
sis, z′′ckR , z′′hR ∈ L(AR). Let q = R(q0R , z′′) ∈ (QR)c. Thus, since c is a simple cycle
in AR on q = R(q0R , z′′) and since AR is deterministic, we have
R(q0R , z
′′kR) = R(R(q0R , z′′), ckR) ∈ FR
and
R(q0R , z
′′chR) = R(q, chR) = R(q, hR) = R(q0R , z′′hR) ∈ FR.
So z′′kR ∈ (L1)R and z′′chR ∈ (L1)R , i.e., w′ = k(z′′)Rmy′2 ∈ L(Am) and w′′ =
hcR(z′′)Rmy2 ∈ L(Am). 
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Proposition 4.6. Let L(m) = L1mL2 be a constant language and let SPA(m) = (A, I, R)
be the Paun splicing system associated with L(m) and given in Deﬁnition 4.5.
Then L(SPA(m)) ⊆ L(m).
Proof. Looking at Deﬁnition 4.3, we have that I ⊆ L(m). Furthermore, in virtue of Propo-
sitions 4.4 and 4.5 we have thatL(m) is closed with respect to each rule r ∈ R. Thus, thanks
to Lemma 2.2, we have L(SPA(m)) ⊆ L(m). 
By using Propositions 4.3 and 4.6, the result below easily follows.
Proposition 4.7. Let L(m) = L1mL2 be a constant language and let SPA(m) = (A, I, R)
be the Paun splicing system associated withL(m) and given in Deﬁnition 4.5. Then we have
L(m) = L(SPA(m)).
Proposition 4.8. Let L = ⋃m∈M L(m), whereM ⊆ A∗ is a ﬁnite set of constants for
L and L(m) is the constant language associated with m. For each m ∈M, let SPA(m) =
(A, Im,Rm) be the splicing system associated with L(m) and given in Deﬁnition 4.5. Then,
L = L(S′), where S′ = (A, I ′, R′) is the ﬁnite splicing system with I ′ = ⋃m∈M Im and
R′ =⋃m∈M Rm. Furthermore, L is a PA-reﬂexive language.
Proof. Let us show that L ⊆ L(S′). Indeed, let w ∈ L = ⋃m∈M L(m), i.e., there exists
m ∈ M such that w ∈ L(m) = L(SPA(m)). Thus, either w ∈ Im ⊆ I ′, or there exist
x, y,w′ ∈ L(m) ⊆ L′, r ∈ Rm ⊆ R′ such that (x, y)r (w,w′) and so we have that
w ∈ L(S′).
We now prove that L(S′) = ⋃i0 i (I ′) ⊆ L by induction on the minimal i such that
w ∈ i (I ′). Clearly, if i = 0, then w ∈ I ′ = ⋃m∈M Im ⊆
⋃
m∈M L(m) = L. Assume
now that i > 0. Since i (I ′) = i−1(I ′)∪ ′(i−1(I ′)), by using induction hypothesis, we
can suppose w is generated by applying a rule r ∈ R′ = ⋃m∈M Rm to x, y ∈ i−1(I ′).
By using induction hypothesis, x, y ∈ L. In addition, there exists m ∈M so that rm ∈ Rm
and, looking at Eqs. (2)–(3), we see that m is a factor of x and y. This yields x, y ∈ L(m)
and, since L(m) = L(SPA(m)), we have w ∈ L(m) ⊆ L.
Finally, let us prove that L is a PA-reﬂexive language. Indeed, for each site s of the rules
of S′ one of the following cases occurs:
s = mz′ or s = mz′cj ,
s = cRj (z′′)Rm or s = (z′′)Rm,
where m is a constant for L. Thus, thanks to Lemma 2.1, s is a constant for L. In virtue of
Lemma 3.1, L is a PA-reﬂexive language. 
5. Main result
In this section we illustrate our ﬁrst main result, i.e., a characterization of the structure
of reﬂexive Paun splicing languages (Theorem 5.2). Given a regular language L and two
constantsm,m′ for L, we beginwith the deﬁnition of a language obtained fromL(m),L(m′)
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bymeans of an operation associatedwithm,m′ (Deﬁnition 5.2). Subsequently, we deﬁne the
class DPA-con-split of languages (Deﬁnition 5.3). Intuitively, a language L is in DPA-con-split
if and only if L can be obtained by a ﬁnite number of applications of the above-mentioned
operation and starting with the union of a ﬁnite set and a ﬁnite union of constant languages
(satisfying an additional hypothesis). Subsequently, we show in Theorem 5.1 that if L is
in DPA-con-split then L is a reﬂexive Paun splicing language. In the proof of this result we
exhibit a reﬂexive Paun splicing system generating L and this splicing system is obtained
by means of the Paun splicing system for a ﬁnite union of constant languages described in
the statement of Proposition 4.8. Vice versa, Theorem 5.2 states that if L is a reﬂexive Paun
splicing language then L is inDPA-con-split . Once again, the proof of this result describes the
structure of L bymeans of a reﬂexive Paun splicing system generating L. Example 5.1 shows
that the class of reﬂexive Paun splicing languages properly contains the class of languages
which are ﬁnite union of constant languages, i.e., the operation introduced in Deﬁnition 5.2
is necessary.
Deﬁnition 5.1 (Split of a constant). Let L be a regular language and letm be a constant for
L. A split of the constant m is a pair (1, 2) of words in A∗ such that 12 = m.
We denote by F(m) = {(1, 2) | 12 = m} the set of the splits of the constant m.
Given two constantsm,m′ for L and the sets F(m), F(m′) of the splits for these constants,
we can deﬁne a language obtained “by splicing” the two constant languages L(m),L(m′)
(associated with m and m′).
Deﬁnition 5.2 (PA-split language). Let L be a regular language and let m and m′ be two
constants for L. Given  = (1, 2) ∈ F(m) and  = (1,2) ∈ F(m′), the PA-split
language generated by (,), with respect to L, is the language:
L(,) = CL(m,L) 12 CR(m′, L) ∪ CL(m′, L) 12 CR(m,L).
Remark 5.1. We notice that constant languages are special PA-split languages. Indeed,
when we choose m = m′ and  =  in Deﬁnition 5.2, we obtain L(,) = L(m).
The above operation intervenes in the deﬁnition of the class DPA-con-split of the PA-
con-split languages which, in turn, coincides with the class of the reﬂexive Paun splicing
languages, as stated in Theorem 5.2 below.
Deﬁnition 5.3 (PA-con-split language). Let L be a regular language and letM be a ﬁnite
set of constants for L. Let Y be a ﬁnite subset of L such that, for each m ∈ M, m is not
a factor of a word in Y. Let J ⊆ {(,) |  ∈ F(m), ∈ F(m′),m,m′ ∈ M}. L is a
PA-con-split language (associated with Y,M, J ) if and only if
L = Y ∪ ⋃
m∈M
L(m) ∪ ⋃
(,)∈J
L(,).
DPA-con-split is the class of PA-con-split languages.
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Fig. 2. A PA-reﬂexive language which is not a ﬁnite union of constant languages.
Example 5.1 illustrates a PA-reﬂexive language which is not a ﬁnite union of constant
languages.
Example 5.1. In Fig. 2 we illustrate the transition diagram of a ﬁnite state automaton
recognizing the language L = ab ∪ bb ∪ aac∗a ∪ bac∗a ∪ caac∗ac over {a, b, c}. Let us
check that L is a PA-con-split language which has not the form L = Y ∪ ⋃m∈M L(m),
whereM is a ﬁnite set of constants for L and Y is a ﬁnite subset of L such that, for each
m ∈M, m is not a factor of a word in Y.
It is easy to prove that ba, caa, bb and ab are constants for L. So, bac∗a, caac∗ac, bb
and ab are constant languages and, in view of Lemma 2.1, each word in these languages is
a constant for L. On the contrary, for each k0, aacka is not a constant for L, since (c, 1) ∈
CL(aacka, L)×CR(aacka, L) but (c, 1) /∈ C(aacka, L). As a consequence of this obser-
vation and in view of Lemma 2.1, no word in the set F = {a, aack, aacka, ack, acka, cka,
ck | k0} of the factors of the words in aac∗a is a constant for L. On the other hand, if
L would have the form L = Y ∪ ⋃m∈M L(m), whereM is a ﬁnite set of constants for
L and Y is a ﬁnite subset of L satisfying the above hypotheses, there should exist k′ ∈ N,
k′0, such that, for each kk′, we would have aacka ∈⋃m∈M L(m). As a consequence,
F ∩M = ∅ and this is a contradiction since we have already noticed that no factor of a
word in aac∗a is a constant for L.
However, L is a PA-con-split language associated with Y,M, J , i.e.,
L = Y ∪ ⋃
m∈M
L(m) ∪ ⋃
(,)∈J
L(,),
where Y = ∅, M = {m,m′,m′′}, m = ba, m′ = ab, m′′ = caa, L(m) = bac∗a,
L(m′) = ab, L(m′′) = caac∗ac, J = {(,) |  = (b, a) ∈ F(m),  = (a, b) ∈ F(m′)},
L(,) = aac∗a ∪ bb.
Theorem 5.1 is a preliminary step in the proof of the main result in this section, namely
Theorem 5.2. Indeed, for each PA-con-split language L, we exhibit in the theorem below a
reﬂexive Paun splicing system generating L.
Theorem 5.1. Each PA-con-split language is a PA-reﬂexive language.
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Proof. LetL ⊆ A∗ be a PA-con-split language with respect toY,M and J. Thus, according
to Deﬁnition 5.3 we have
L = Y ∪ ⋃
m∈M
L(m) ∪ ⋃
(,)∈J
L(,)
with the additional hypotheses reported in the same deﬁnition. For allm ∈M, let SPA(m) =
(A, Im,Rm)be the splicing systemgiven inDeﬁnition 4.5 and such thatL(SPA(m)) = L(m).
Let us consider the ﬁnite splicing system SPA = (A, I, R), where I = Y ∪⋃m∈M Im
and R =⋃m∈M Rm ∪
⋃
(,)∈J {1#2$1#2 | (1, 2) = , (1,2) = }. We claim
that L = L(SPA).
Let us show that L ⊆ L(SPA). Indeed for each word w ∈ L, we have that one of the
following three cases occurs
1. w ∈ Y .
2. There exists m ∈M such that w ∈ L(m).
3. There exists (,) ∈ J such that w ∈ L(,).
In the ﬁrst case, since Y ⊆ I ⊆ L(SPA), we have w ∈ L(SPA). In the second case, we
know that L(m) = L(SPA(m)) = ⋃i0 i (Im). Let us prove that w ∈ L(SPA) by using
induction on the minimal i such that w ∈ i (Im). Indeed, if i = 0 then w ∈ Im ⊆ I ⊆
L(SPA). Suppose i > 0. Since i (Im) = i−1(Im) ∪ ′(i−1(Im)), by using induction
hypothesis, we can suppose that there exist x, y ∈ L(SPA), w′ ∈ L(m), r ∈ Rm ⊆ R
such that (x, y)r (w,w′) and so w ∈ L(SPA). In the third case, by deﬁnition there exist
m,m′ ∈ M such that  = (1, 2) ∈ F(m),  = (1,2) ∈ F(m′) and w = x112y2
or w = y112x2, x1 ∈ CL(m,L), y1 ∈ CL(m′, L), x2 ∈ CR(m,L), y2 ∈ CR(m′, L).
Thus, 12 = m, 12 = m′ and r = r(,) = 1#2$1#2 ∈ R. By using the deﬁnition
of constant, we have x = x112x2 ∈ L(m), y = y112y2 ∈ L(m′) and we have already
proved that x, y ∈ L(SPA) (second case). On the other hand, by using the splicing operation
with the rule r = r(,), we have that (x, y)r (w,w′) when w = x112y2, whereas
(x, y)r (w
′, w) when w = y112x2. Thus, w ∈ L(SPA).
Let us prove that L(SPA) = ⋃i0 i (I ) ⊆ L, i.e., that each w ∈ L(SPA) belongs
to L, by using induction on the minimal i such that w ∈ i (I ). Clearly, if i = 0, then
w ∈ I = Y ∪ ⋃m∈M Im ⊆ Y ∪
⋃
m∈M L(m) ⊆ L. Assume now that i > 0.
Since i (I ) = i−1(I ) ∪ ′(i−1(I )), by using induction hypothesis, we can suppose
that w is generated by applying a rule r ∈ R to x, y ∈ i−1(I ). By induction hypothesis,
x, y ∈ L.
Two cases can occur: either there exists m ∈ M such that r ∈ Rm or r = r(,) =
1#2$1#2. In the ﬁrst case, looking at Eqs. (2) and (3), we see that m is a factor of x
and y. Since x, y ∈ L, this yields x, y ∈ L(m) and, since L(m) = L(SPA(m)), we have
w ∈ L(SPA(m)) = L(m) ⊆ L. Suppose that (,) ∈ J exists such that r = r(,) =
1#2$1#2. Thus,  = (1, 2),  = (1,2) with 12 = m ∈M, 12 = m′ ∈M.
Furthermore, we have x = x112x2, y = y112y2 andw = x112y2 orw = y112x2.
Aswe have already said, x, y ∈ L. Thus, x1 ∈ CL(m,L), x2 ∈ CR(m,L), y1 ∈ CL(m′, L),
y2 ∈ CR(m′, L). Consequently, by Deﬁnition 5.2, we have w ∈ L(,) ⊆ L.
Finally, observe that for each (,) ∈ J , for each rule r = 1#2$1#2 with (1, 2) =
, (1,2) =  the sites 12 = m, 12 = m′ are constants for L and, in virtue of
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Lemma 2.1, each site in Rm is a constant for L. Thus, in virtue of Lemma 3.1, L = L(SPA)
is a PA-reﬂexive language. 
Theorem 5.2. A regular language L ⊆ A∗ is a PA-reﬂexive language if and only if L
belongs to DPA-con-split .
Proof. In virtue of Theorem 5.1, if L ∈ DPA-con-split , then L is a PA-reﬂexive language.
Conversely, suppose that L is aPA-reﬂexive language, i.e., there exists a reﬂexive splicing
system SPA = (A, I, R) such that L = L(SPA). Let us prove that L ∈ DPA-con-split , i.e.,
that L is a PA-con-split language. In virtue of Lemma 3.1, the setM of the sites of R is
a ﬁnite set of constants for L. Let J = {((u1, u2), (u3, u4)) | u1#u2$u3#u4 ∈ R} and let
Y be the subset of I such that, for each m ∈ M, we have that m is not a factor of a word
in Y.
Let us consider the language L′ = Y ∪ ⋃m∈M L(m) ∪
⋃
(,)∈J L(,) where, for
each (,) ∈ J , L(,) is the PA-split language generated by (,) with respect to L. We
now prove that L′ = L, i.e., L is the PA-con-split language associated with Y,M and J.
Let us prove that L′ ⊆ L. Obviously Y ⊆ I ⊆ L. Furthermore, by deﬁnition ofM, for
eachm ∈M,m is a constant forL andCL(m,L)mCR(m,L) ⊆ L. So,
⋃
m∈M L(m) ⊆ L.
Finally, let (,) = ((u1, u2), (u3, u4)) ∈ J and letw ∈ L(,). By deﬁnition, we havew =
x1u1u4y2 or w = y1u3u2x2, where, for m = u1u2, m′ = u3u4, we have x1 ∈ CL(m,L),
y1 ∈ CL(m′, L), x2 ∈ CR(m,L), y2 ∈ CR(m′, L), r = u1#u2$u3#u4 ∈ R. Since m and
m′ are constants for L, as we have already observed, we have x = x1u1u2x2 ∈ L(u1u2) ⊆
L = L(SPA), y = y1u3u4y2 ∈ L(u3u4) ⊆ L = L(SPA). On the other hand, by using
the splicing operation (with the rule r), we have that (x, y)r (w,w′) with w′ = y1u3u2x2
when w = x1u1u4y2, (x, y)r (w′, w) with w′ = x1u1u4y2 when w = y1u3u2x2. Thus,
w ∈ L(SPA) = L.
Let us prove that L = L(SPA) =⋃i0 i (I ) ⊆ L′. Precisely, we show that eachw ∈ L
is in L′ by using induction on the minimal i such that w ∈ i (I ). Let i = 0, i.e., w ∈ I .
Now, if m is not a factor of w, for each m ∈ M, then w ∈ Y ⊆ L′. Otherwise, if there
exists m ∈ M such that m is a factor of w, then w = z1mz2 ∈ L, with z1 ∈ CL(m,L),
z2 ∈ CR(m,L) and w ∈ L(m) ⊆ L′.
Assume now that i > 0. Since i (I ) = i−1(I ) ∪ ′(i−1(I )), by using the in-
duction hypothesis, we can suppose that w ∈ i (I ) is generated by applying a rule
r(,) = u1#u2$u3#u4 ∈ R to x = x1u1u2x2, y = y1u3u4y2 ∈ i−1(I ). Thus, (,) =
((u1, u2), (u3, u4)) ∈ J and w = x1u1u4y2 or w = y1u3u2x2. In addition, x, y ∈
i−1(I ) ⊆ L(SPA) = L. So, we have x1 ∈ CL(m,L), y1 ∈ CL(m′, L), x2 ∈ CR(m,L),
y2 ∈ CR(m′, L), where m = u1u2, m′ = u3u4. As a result, w ∈ L(,) ⊆ L′. 
Remark 5.2. Notice thatL(,) can be considered as the result of an extension of the splic-
ing operation to languages L(m) = CL(m,L) 12 CR(m,L) and L(m′) = CL(m′, L)
12 CR(m′, L), m = 12 ∈ M, m′ = 12 ∈ M. Indeed, in the proof of Theorem
5.1, we deﬁne a splicing system SPA = (A, I, R) such that, for each  = (1, 2) ∈ F(m),
 = (1,2) ∈ F(m′) with (,) ∈ J , R contains rules with the form 1#2$1#2.
Conversely, in the proof of Theorem 5.2, the PA-split languages are constructed starting
with the rules in SPA.
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Example 5.2. Let L be the language considered in Example 5.1. Following the proof of
Theorem 5.1, we have that L = L(SPA), where SPA = (A, I, R), I = {ab, caaac, caacac,
baa, baca} and R = {caa#1$caac#1, ba#1$bac#1, b#a$a#b}.
The reader should make a comparison between the result given in Theorem 5.2 and
another characterization of PA-reﬂexive languages proved in [9]. The latter characterization
states that a regular language L is a PA-reﬂexive language if and only if there exists a
reﬂexive Paun splicing system SPA = (A, I, R) such that ′(L) ⊆ L and L \′(L) is ﬁnite.
The characterization of PA-reﬂexive languages given in Theorem 5.2 provides a complete
description of the structure of these languages L along with a construction of a reﬂexive
Paun splicing system SPA = (A, I, R) such L(SPA) = L. An example of a regular Paun
splicing language which is not a reﬂexive Paun splicing language can be found in [9]. It
is also worthy of note that in [10], the authors have proved that it is decidable whether a
regular language L is a PA-reﬂexive language. Observe that this problem generalizes an
analogous question, proposed in [13], concerning languages which are the union of a ﬁnite
set and a ﬁnite union of constant languages.
Remark 5.3. As far aswe know, reﬂexive Pixton splicing systems have not been considered
in literature. On the other hand for each Paun splicing system SPA there exists a canonical
transformation  such that (SPA) = S′PI is a Pixton splicing system and L(SPA) = L(S′PI)
[20]. In Section 6, we give a deﬁnition of a reﬂexive Pixton splicing systemwhich preserves
this canonical transformation.
6. Reﬂexive Pixton splicing languages
The aim of this section is to describe the structure of reﬂexive splicing languages, when
we take into account Pixton’s deﬁnition of the splicing operation. In order to do that, we
ﬁrst recall this deﬁnition. Then, we show that the main problem we deal with, i.e., the
characterization of the regular languages generated by ﬁnite linear splicing systems, is
meaningful even when we consider Pixton’s deﬁnition (Proposition 6.1). Subsequently,
for these systems, we paraphrase below results proved in Sections 3 and 4 for Paun sys-
tems (Proposition 6.3 and Lemma 6.1). Deﬁnitions 6.4 and 6.5 describe the class of lan-
guages which we prove to be the class of reﬂexive Pixton splicing languages (Theorems 6.1
and 6.2).
Pixton’s definition [23]. A Pixton splicing system is a triplet SPI = (A, I,
R), where I ⊂ A∗ is a set of strings, called initial language, R is a set of rules r =
(, ′;), with , ′, ∈ A∗. Given two words x = , y = ′′′ and the rule r =
(, ′;), the splicing operation produces w = ′, denoted (x, y)rw. We also say that
, ′ are sites of splicing.
A Pixton splicing system SPI = (A, I, R) is ﬁnite if I, R are ﬁnite sets. Furthermore,
for a language L ⊆ A∗ and i0, we deﬁne ′(L), i (L), ∗(L) as in Section 2.3. Then,
the language L(SPI) = ∗(I ) is the language generated by SPI and a language L is SPI
generated (or L is a Pixton splicing language) if a splicing system SPI exists such that
L = L(SPI).
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It is already known that regular languages exist which cannot be generated by a ﬁnite
Paun splicing system [14]. The same result for the more powerful ﬁnite Pixton splicing
systems is proved below.
Proposition 6.1. The regular language L = (aa)∗ cannot be generated by a ﬁnite Pixton
splicing system.
Proof. By contradiction, let us suppose that there exists a ﬁnite Pixton splicing system
SPI = (A, I, R) such that L(SPI) = (aa)∗. It is clear that each rule in R has the form
r = (ai, aj ; ak), i, j, k0. Let h1, h2 ∈ {0, 1} be such that i+ 2+h1, j + 2+h2 are both
even numbers. Let us consider ai+2+h1 , aj+2+h2 ∈ L(SPI) = (aa)∗. On the one hand, by
taking  = ′ = a,  = ah1+1, ′ = ah2+1, we get (ai+2+h1 , aj+2+h2)rak′ = ak+2+h2 ∈
L(SPI) = (aa)∗ which yields k + h2 even. On the other hand, by taking  = a2, ′ = a,
 = ah1 , ′ = ah2+1, we get (ai+2+h1 , aj+2+h2)rak′ = ak+3+h2 ∈ L(SPI) = (aa)∗
which yields k + h2 odd and this is a contradiction. 
The canonical transformation from Paun to Pixton systems, mentioned in Remark 5.3 is
illustrated in Proposition 6.2.
Proposition 6.2 (Pixton [22]). Given aPaun systemSPA = (A, I, R), for thePixton system
SPI = (A, I, Rpi), where Rpi = {(u1u2, u3u4; u1u4), (u3u4, u1u2; u3u2) | u1#u2$u3#
u4 ∈ R}, we have L(SPA) = L(SPI).
As a consequence of Proposition 6.2, given a regular language L and a constant m for
L, there exists a ﬁnite Pixton splicing system SPI(m) = (A, I, Rpi) such that L(m) =
L(SPI(m)) and obtained according to the transformation described in the above-mentioned
proposition from the Paun splicing system given in Deﬁnition 4.5. A detailed description of
SPI(m) will be given below since we need it in the proof of our main results in this section.
Let us begin with the deﬁnition of Rpi.
Deﬁnition 6.1 (Set of rules). Let z = z1mz2 ∈ I . For every factor cj of z2, i.e., z =
z1mz2 = z1mz′cj z′′, which is a simple cycle on q = (qm, z′) in Am, let
rcj ,1 = (mz′,mz′cj ;mz′), rcj ,2 = (mz′cj ,mz′;mz′cj ). (4)
For every factor cj of (z1)R , i.e., z = z1mz2 with (z1)R = z′′cj z′, which is a simple
cycle on q = R(q0R , z′′) in AR , let
r ′cj ,1 = (cRj (z′′)Rm, (z′′)Rm; (z′′)Rm),
r ′cj ,2 = ((z′′)Rm, cRj (z′′)Rm; cRj (z′′)Rm). (5)
We set Rz = {rcj ,1, rcj ,2 | cj simple cycle which is a factor of z2, i.e., z = z1mz2 =
z1mz′cj z′′}∪ {r ′cj ,1, r ′cj ,2 | cj simple cycle inAR such that cRj is a factor of z1, i.e., z = z1mz2
and (z1)R = z′′cj z′} with rcj ,1, rcj ,2, r ′cj ,1, r ′cj ,2 deﬁned by Eqs. (4) and (5).
Finally, we deﬁne Rpi =⋃z∈I Rz.
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Deﬁnition 6.2 (Pixton splicing system for constant languages). Let I be as in Deﬁnition
4.3 and let Rpi be as in Deﬁnition 6.1. Then, SPI(m) = (A, I, Rpi) is the ﬁnite Pixton
splicing system associated with L(m).
In view of Propositions 4.7 and 6.2, we have L(SPI(m)) = L(m) and, by using Proposi-
tions 4.8 and 6.2, the result below follows.
Proposition 6.3. Let L = ⋃m∈M L(m), whereM ⊆ A∗ is a ﬁnite set of constants for
L and L(m) is the constant language associated with m. For each m ∈M, let SPI(m) =
(A, Im,R
pi
m) be the splicing system associated with L(m) and given in Deﬁnition 6.2. Then,
L = L(S′), where S′ = (A, I ′, R′) is the ﬁnite splicing system with I ′ = ⋃m∈M Im and
R′ =⋃m∈M Rpim .
As we have already said, we give a deﬁnition of the class of the reﬂexive Pixton splicing
systems such that if SPA is a reﬂexive Paun splicing system, then SPI is a reﬂexive Pixton
splicing system, where SPI is obtained from SPA by the canonical transformation described
in Proposition 6.2.
Deﬁnition 6.3 (Reﬂexive Pixton splicing system). Aﬁnite splicing systemSPI = (A, I, R)
is a reﬂexive Pixton splicing system if and only if for each rule (, ′;) ∈ R we also have
(, ; ), (′, ′; ′) ∈ R.
A language L is called a reﬂexive Pixton splicing language (or a PI-reﬂexive language) if
there exists a reﬂexive Pixton splicing system SPI such that L = L(SPI).
Lemma 6.1 is the counterpart of Lemma 3.1 for PI-reﬂexive languages and characterizes
PI-reﬂexive languages in terms of constants. As in Paun’s case,we suppose that each rule r in
a given splicing system SPI is useful, i.e., there exist x, y,w ∈ L(SPI) such that (x, y)rw.
Lemma 6.1. A Pixton splicing language L is PI-reﬂexive if and only if there exists a ﬁnite
splicing system SPI = (A, I, R) such that, for each rule (, ′;) ∈ R,  and ′ are
constants for L and L = L(SPI).
Proof. Assume that L is a PI-reﬂexive language. Then, by deﬁnition, there exists a reﬂexive
splicing system SPI = (A, I, R) such that L = L(SPI). Let us prove that for each rule
(, ′;) ∈ R,  is a constant for L (the proof for ′ is analogous).
Since each rule is useful, then A∗A∗ ∩ L(SPI) = ∅.
Clearly, C(, L(SPI)) ⊆ CL(, L(SPI)) × CR(, L(SPI)). Let us now show that
CL(, L(SPI)) × CR(, L(SPI)) ⊆ C(, L(SPI)). Let x1 ∈ CL(, L(SPI)), y2 ∈ CR
(, L(SPI)). So, when we refer to the minimal automatonA recognizingL(SPI), there exist
x2, y1 ∈ A∗ such that x = x1x2, y = y1y2 ∈ L(SPI) (A is trim). Since SPI is a reﬂexive
splicing system, we have that r = (, ; ) ∈ R. Then, by deﬁnition, we have (x, y)r w,
where w = x1y2 ∈ L(SPI). Thus, (x1, y2) ∈ C(, L(SPI)).
Assume now thatL = L(SPI), for a ﬁnite splicing system SPI = (A, I, R) such that each
site is a constant for L. Let us consider the (reﬂexive) splicing system S′PI = (A, I, R′),
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where R′ = R ∪ {(, ; ), (′, ′; ′) | (, ′;) ∈ R}. We now prove that L(S′PI) =
L(SPI).
By deﬁnition, L(S′PI) =
⋃
i0 
i (I ) and L(SPI) =⋃i0 i1(I ), where i1 denotes the
operation i when we refer to the rules R in SPI . Since, for each i0, i1(I ) ⊆ i (I ),
we obviously have L(SPI) ⊆ L(S′PI). Let us now prove that for each w ∈ L(S′PI) =⋃
i0 
i (I ), w is in L(SPI) by induction on the minimal i such that w ∈ i (I ). If i = 0
then w ∈ 0(I ) = I ⊆ L(SPI). So, suppose i > 0. Since i (I ) = i−1(I ) ∪ ′(i−1(I )),
by using induction hypothesis, we can suppose that x, y ∈ i−1(I ) exist so that (x, y)r w.
By induction hypothesis, x, y ∈ L(SPI). If r ∈ R, then w ∈ L(SPI). Otherwise, either
r = (, ; ) or r = (′, ′; ′). We can suppose that the ﬁrst case holds (the argument in
the other case is analogous). Thus, x = x1x2, y = y1y2 and w = x1y2. So, x1, y1 ∈
CL(, L), x2, y2 ∈ CR(, L). Since  is a constant for L, we have (x1, y2) ∈ C(, L). Then
w ∈ L = L(SPI). 
The deﬁnitions and results which follow are the extension to Pixton systems of analogous
deﬁnitions and results given inSection5.Wewill ﬁrstly deﬁne aPI-split languageby splicing
two constant languages with respect to the Pixton’s deﬁnition of splicing.
Deﬁnition 6.4 (PI-split language). Let L ⊆ A∗ be a regular language, letM be a ﬁnite
set of constants for L, let J ⊆ {(m,m′) | m,m′ ∈M}. Let P(A∗) be the set of all subsets
of A∗ and let 	 : J → P(A∗) be a mapping such that, for each (m,m′) ∈ J , 	((m,m′)) is
a ﬁnite set (split mapping associated with J). The PI-split language generated by (m,m′)
with respect to L is the language
L(m,m′) = ⋃
z∈	((m,m′))
CL(m,L) z CR(m′, L).
Remark 6.1. Once again, we notice that constant languages are special PI-split languages.
Indeed, when we choose m = m′ and 	((m,m)) = {m} in Deﬁnition 6.4, we obtain
L(m,m) = L(m).
We now introduce the class of the PI-con-split languages which coincides with the class
of reﬂexive Pixton languages, each PI-con-split language being obtained by a ﬁnite number
of applications of the operation described in Deﬁnition 6.4 and starting with the union of a
ﬁnite set and a ﬁnite union of constant languages (satisfying an additional hypothesis).
Deﬁnition 6.5 (PI-con-split language). LetL ⊆ A∗ be a regular language, letM ⊆ A∗ be
a ﬁnite subset of constants for L. Let J ⊆ {(m,m′) | m,m′ ∈M} and let 	 : J → P(A∗)
be a split mapping. Let Y be a ﬁnite subset of L such that no m ∈M is a factor of a word
in Y.
L is a PI-con-split language (associated with Y,M, 	) if and only if
L = Y ∪ ⋃
m∈M
L(m) ∪ ⋃
(m,m′)∈J
L(m,m′).
DPI-con-split is the class of the PI-con-split languages.
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The theorembelow is a preliminary step in order to obtain the characterization of reﬂexive
Pixton languages.
Theorem 6.1. Each PI-con-split language is a PI-reﬂexive language.
Proof. Let L ⊆ A∗ be a PI-con-split language with respect toY,M and 	. Thus, according
to Deﬁnition 6.5 we have
L = Y ∪ ⋃
m∈M
L(m) ∪ ⋃
(m,m′)∈J
L(m,m′)
with the additional hypotheses reported in the same deﬁnition. For allm ∈M, let SPI(m) =
(A, Im,R
pi
m)be the splicing systemgiven inDeﬁnition 6.2 and such thatL(SPI(m)) = L(m).
Let us consider the ﬁnite splicing system SPI = (A, I, R), where I = Y ∪⋃m∈M Im and
R =⋃m∈M Rpim ∪
⋃
(m,m′)∈J {(m,m′; z) | z ∈ 	((m,m′))}. We claim that L = L(SPI).
Let us show that L ⊆ L(SPI). Indeed for each word w ∈ L, we have that one of the
following three cases occur
1. w ∈ Y .
2. There exists m ∈M such that w ∈ L(m).
3. There exists (m,m′) ∈ J such that w ∈ L(m,m′).
In the ﬁrst case, sinceY ⊆ I ⊆ L(SPI), we havew ∈ L(SPI). In the second case,we know
that L(m) = L(SPI(m)) =⋃i0 i (Im). Let us prove that w ∈ L(SPI) by using induction
on the minimal i such that w ∈ i (Im). Indeed, if i = 0 then w ∈ Im ⊆ I ⊆ L(SPI).
Suppose i > 0. Since i (Im) = i−1(Im) ∪ ′(i−1(Im)), by using induction hypothesis,
we can suppose that there exist x, y ∈ L(SPI), r ∈ Rpim ⊆ R such that (x, y)rw and so
w ∈ L(SPI). In the third case, by deﬁnition there exist (m,m′) ∈ J , z ∈ 	((m,m′)) such
thatw = x1zy2, x1 ∈ CL(m,L), y2 ∈ CR(m′, L). Thus, r = (m,m′; z) ∈ R. Furthermore,
by using the deﬁnition of constant, there exist x2, y1 ∈ A∗ such that x = x1mx2 ∈ L(m),
y = y1m′y2 ∈ L(m′) and we have already proved that x, y ∈ L(SPI) (second case). On
the other hand, by using the splicing operation with the rule r = (m,m′, z), we have that
(x, y)rw, i.e., w ∈ L(SPI).
Let us prove that L(SPI) = ⋃i0 i (I ) ⊆ L, i.e., that each w ∈ L(SPI) belongs
to L, by using induction on the minimal i such that w ∈ i (I ). Clearly, if i = 0, then
w ∈ I = Y ∪ ⋃m∈M Im ⊆ Y ∪
⋃
m∈M L(m) ⊆ L. Assume now that i > 0.
Since i (I ) = i−1(I ) ∪ ′(i−1(I )), by using induction hypothesis, we can suppose that
w is generated by applying a rule r ∈ R to x, y ∈ i−1(I ). By induction hypothesis,
x, y ∈ L.
Two cases can occur: either there existsm ∈M such that r ∈ Rpim or there exist (m,m′) ∈
J , z ∈ 	((m,m′)) such that r = (m,m′; z). In the ﬁrst case, looking at Eqs. (4)–(5), we
see that m is a factor of x and y. Since x, y ∈ L, this yields x, y ∈ L(m) and, since
L(m) = L(SPI(m)), we have w ∈ L(SPI(m)) = L(m) ⊆ L. Suppose that (m,m′) ∈ J
and z ∈ 	((m,m′)) exist such that r = (m,m′; z). Thus, x = x1mx2, y = y1m′y2 and
w = x1zy2. As we have already said, x, y ∈ L. Thus, x1 ∈ CL(m,L), x2 ∈ CR(m,L),
y1 ∈ CL(m′, L), y2 ∈ CR(m′, L). Thus, by Deﬁnition 6.4, w ∈ L(m,m′) ⊆ L.
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Finally, observe that for each (m,m′) ∈ J , z ∈ 	((m,m′)), the sites m, m′ of the rule
r = (m,m′; z) are constants for L and, in virtue of Lemma 2.1, each site inRpim is a constant
for L. Thus, in virtue of Lemma 6.1, L = L(SPI) is a PI-reﬂexive language. 
Theorem 6.2. A regular language L ⊆ A∗ is a PI-reﬂexive language if and only if L
belongs to DPI-con-split .
Proof. In virtue of Theorem 6.1, if L ∈ DPI-con-split , then L is a PI-reﬂexive language.
Conversely, suppose that L is a PI-reﬂexive language, i.e., there exists a reﬂexive splicing
system SPI = (A, I, R) such that L = L(SPI). Let us prove that L ∈ DPI-con-split , i.e., that
L is a PI-con-split language. In virtue of Lemma 6.1, the setM of the sites of R is a ﬁnite
set of constants for L. Consider the set J = {(, ′) | (, ′;) ∈ R} and the split mapping
	 : J → P(A∗) such that 	((, ′)) = { | (, ′;) ∈ R}. Finally, let Y be the subset of I
such that, for each m ∈M, we have that m is not a factor of a word in Y.
Let us consider the language L′ = Y ∪ ⋃m∈M L(m)∪
⋃
(m,m′)∈J L(m,m′) where, for
each (m,m′) ∈ J , L(m,m′) is the PI-split language generated by (m,m′) with respect to
L. We now prove that L′ = L, i.e., L is the PI-con-split language associated with Y,M
and 	.
Let us prove that L′ ⊆ L. Obviously Y ⊆ I ⊆ L. Furthermore, by deﬁnition ofM, for
eachm ∈M,m is a constant forL andCL(m,L)mCR(m,L) ⊆ L. So,
⋃
m∈M L(m) ⊆ L.
Finally, for each (, ′) ∈ J , letw ∈ L(,′). By deﬁnition, we havew = x1y2, where  ∈
	((, ′)), x1 ∈ CL(, L), y2 ∈ CR(′, L), r = (, ′;) ∈ R. Since  and ′ are constants
for L, there exist x2 ∈ CR(, L), y1 ∈ CL(′, L) such that x = x1x2 ∈ L = L(SPI),
y = y1′y2 ∈ L = L(SPI). On the other hand, by using the splicing operation (with the
rule r), we have that (x, y)rw, i.e., w ∈ L(SPI) = L.
Let us prove that L = L(SPI) = ⋃i0 i (I ) ⊆ L′. Precisely, we show that for each
w ∈ L, we have w ∈ L′ by using induction on the minimal i such that w ∈ i (I ). Let
i = 0, i.e., w ∈ I . Now, if m is not a factor of w, for each m ∈ M, then w ∈ Y ⊆ L′.
Otherwise, if there exists m ∈M such that m is a factor of w, then w = x1mx2 ∈ L, with
x1 ∈ CL(m,L), x2 ∈ CR(m,L) and w ∈ L(m) ⊆ L′.
Assume now that i > 0. Since i (I ) = i−1(I ) ∪ ′(i−1(I )), by using the induction
hypothesis, we can suppose that w ∈ i (I ) is generated by applying a rule r = (, ′;) ∈
R to x = x1x2, y = y1′y2 ∈ i−1(I ). Thus, (, ′) ∈ J and w = x1y2. In addition,
 ∈ 	((, ′)) and, since x, y ∈ L, we have x1 ∈ CL(, L), y2 ∈ CR(′, L). As a result,
w ∈ L(,′) ⊆ L′. 
As a result of Proposition 6.2 and Lemmas 3.1 and 6.1, each PA-reﬂexive language
is a PI-reﬂexive language. Example 6.1 shows that the converse of this statement does
not hold.
Example 6.1. Let L = cx∗ae + cx∗be + dcx∗bef be the regular language over {a, b, c,
d, e, f, x} recognized by the minimal automaton depicted in Fig. 3.
This language has already been considered in [5],where the authors stated thatL cannot be
generatedby aﬁnitePaun splicing system. In the samepaper it is proved thatL is generatedby
the ﬁnite Pixton splicing system SPI = (A, I, R), where I = {cae, cxae, dcbef, dcxbef },
and R = {(a, xa; xa), (dcx, dc; dcx), (a, a; b)}.
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Fig. 3. A PI-reﬂexive language which is not a PA-reﬂexive language.
We can easily check that SPI is a reﬂexive splicing system, since each site of a rule in
SPI is a constant for L. Indeed, thanks to Lemma 2.1, since a and dc are constants for L,
then xa and dcx are also constants for L. In order to see that L is a PI-con-split language,
it sufﬁces to set Y = ∅,M = {a, dc}, L(a) = cx∗ae, L(dc) = dcx∗bef , J = {(a, a)},
	 : J → P(A∗) with 	((a, a)) = b, L(a,a) = CL(a, L)bCR(a, L) = cx∗be.
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