Abstract. We address the variational problem for the generalized principal eigenvalue on R d of linear and semi-linear elliptic operators associated with nondegenerate diffusions controlled through the drift. We establish the Collatz-Wielandt formula for potentials that vanish at infinity under minimal hypotheses, and also for general potentials under blanket geometric ergodicity assumptions. We also present associated results having the flavor of a refined maximum principle.
Introduction
Since the seminal work of Donsker and Varadhan [1, 2] , a lot of effort has been devoted to variational characterizations of principal eigenvalues of elliptic operators. More recently, the work of Berestycki, Nirenberg, and Varadhan [3] opened up the study of generalized eigenvalues in unbounded domains (see also [4] ), while advances in nonlinear Perron-Frobenius theory [5] made possible the extension of the classical Collatz-Wielandt formula for the Perron-Frobenius eigenvalue of irreducible non-negative matrices to more abstract settings.
The motivation for this work is the infinite horizon risk-sensitive control problem on the entire domain, which seeks to minimize the asymptotic growth rate of the expected 'exponential of integral' cost, and which, under suitable assumptions, coincides with the generalized principal eigenvalue of the associated semilinear elliptic operator (for some recent results see [6, 7] ). Recall the celebrated formula of Donsker-Varadhan: for a uniformly elliptic nondivergence form operator L on a smooth bounded domain D ⊂ R d , the principal eigenvalue λ 1 (L, D) can be expressed as
where P(D) denotes the set of Borel probability measures onD, and C 2,+ (D) the space of positive functions in C 2 (D) ∩ C(D). Taking the supremum over measures, followed by the infimum over the function space, also results in equality, and this forms an extension of the classical Collatz-Wielandt formula. For versions of this formula for nonlinear operators on a bounded domain see [8, 9] . The Collatz-Wielandt formula for a reflected controlled diffusion on a bounded domain has been studied in [10] with the aid of nonlinear versions of the Krein-Rutman theorem. Establishing this min-max formula over R d is quite challenging, not only due to the lack of compactness, but also because the generalized principal eigenvalue of an operator does not enjoy all the structural properties of eigenvalues over bounded domains. We take a different approach which is based on the stochastic representation of principal eigenfunctions to obtain several variational formulations of the principal eigenvalues. For potentials that vanish at infinity, we exhibit the Collatz-Wielandt formula under minimal assumptions (see Theorem 2.2). For more general potentials, we impose blanket geometric ergodicity assumptions to handle the lack of compactness (see Assumptions 2.1 and 2.2), and establish the formula in Theorem 2.4. We then continue with two results in the flavor of a refined maximum principle (see Theorems 2.5 and 2.6), and conclude the study with some characterizations of the generalized principal eigenvalue (Theorems 2.7, 2.8 and 2.10). The proofs of these results are in Section 3.
Assumptions and main results
2.1. The controlled diffusion model. Consider a controlled diffusion process X = {X t , t ≥ 0} which takes values in the d-dimensional Euclidean space R d , and is governed by the Itô equation
All random processes in (2.1) live in a complete probability space (Ω, F, P). The process W is a ddimensional standard Wiener process independent of the initial condition X 0 . The control process U takes values in a compact, metrizable set U, and U t (ω) is jointly measurable in (t, ω) ∈ [0, ∞)×Ω.
The set U of admissible controls consists of the control processes U that are non-anticipative: for s < t, W t − W s is independent of F s := the completion of ∩ y>s σ{X 0 , U r , W r , r ≤ y} relative to (F, P) .
We impose the following standard assumptions on the drift b and the diffusion matrix σ to guarantee existence and uniqueness of solutions.
(A1) Local Lipschitz continuity: The functions b : R d ×U → R d and σ : R d → R d×d are continuous, and satisfy
for some constant C R > 0 depending on R > 0. (A2) Affine growth condition: For some C 0 > 0, we have
and for all ξ = (ξ 1 , . . . , ξ d ) T ∈ R d , where a = 1 2 σσ T . It is well known that under (B1)-(B3), for any admissible control there exists a unique solution of (2.1) [11, Theorem 2.2.4]. We define the family of operators L u :
, where u ∈ U plays the role of a parameter, by
Here we adopt the notation ∂ i := ∂ ∂x i and ∂ ij := ∂ 2 ∂x i ∂x j for i, j ∈ {1, . . . , d}, and we often use the standard summation rule that repeated subscripts and superscripts are summed from 1 through d. Let c(x, u) be a function in C(R d × U, R) that is locally Lipschitz in x uniformly with respect to u ∈ U, and is bounded below in R d . We consider the following semilinear operator
We remark that as far as the results of the paper are concerned, local Lipschitz continuity of x → c(x, u) may be relaxed to local Hölder continuity.
2.2.
Statements of the main results. Let D be a smooth bounded domain. Without any loss of generality we assume that 0 ∈ D. The principal eigenvalue of G with Dirichlet boundary condition is defined as follows
It is then known from [9, Theorem The representation (2.6) below can also be found in [8] , where it plays a crucial role in obtaining necessary and sufficient conditions for the solvability of certain Dirichlet problems.
6)
where P(A) denotes the set of all Borel probability measures on the set A. 
Our next goal is to establish a similar characterization for the generalized principal eigenvalue of G in R d . To begin with, we consider the uncontrolled problem. In this case, we have a linear operator of the form
Here, we assume that b, c are locally bounded, Borel measurable functions, and that a is continuous and satisfies (A3). We recall the definition of the principal eigenvalue of L from [4] , denoted as
Note the analogy between (2.3) and (2.8).
We start by showing that if L has smooth coefficients, and λ(L) < ∞, then
This is essentially in (1.12)-(1.13) of [3] . We can prove this from the definition of λ(L) and the existence of an eigenfunction, or can use the following argument. If not, then there exists
of L in B n , and choose n large enough so that λ n > λ(L) − ǫ. With ψ n denoting the principal eigenfunction on B n we have
Scaling ψ so that it touches ψ n at some point from above, and applying the strong maximum principle, we obtain ψ = ψ n on B n , which is not possible since ψ n vanishes on ∂B n . The analogous result holds for the semilinear operator G. We next show that the Collatz-Wielandt formula in (2.5) does not hold, in general, for λ(L). Consider the generalized eigenvalues λ ′ (L) and λ ′′ (L) defined by
. But this inequality might be strict [12] .
Example 2.1. We borrow this example from [12] . Consider the operator Lφ :
satisfies Lψ − λψ ≥ 0, then applying the Itô-Krylov formula we obtain ψ(x) ≤ e −λt ψ ∞ for all t ≥ 0. Taking logarithms, it follows that λ ≤ 0. On the other hand, for ψ = 1 we have Lψ = 0 and therefore, we obtain
, we have
Using [12, Proposition 3.1] we deduce that λ(L) = lim R→∞ −(
In analogy to (2.3) we define the principal eigenvalue on R d of the semilinear operator G as follows
As in the case of the linear operator, we have the following characterization of the principal eigenvalue for the semilinear operator.
Lemma 2.1. Let λ n be the principal eigenvalue of G in B n i.e., for some positive
Then lim n→∞ λ n = λ * .
Proof. In view of (2.3), we note that λ n ≤ λ n+1 for all n. By the definition in (2.10) we have λ n ≤ λ * . Thus, lim n→∞ λ n =λ ≤ λ * . Using a standard argument of elliptic PDE, we can find a positiveΦ ∈ C 2 (R d ) satisfying
See for instance [6, 13] . By (2.10), we then have λ * ≤λ. Therefore, lim n→∞ λ n = λ * .
Note that the process associated the operator L in Example 2.1 is transient. Our first result establishes a Collatz-Wielandt formula for λ * , when the underlying process is recurrent, and c is bounded. We let C
Theorem 2.2. Consider the linear operator L in (2.7), and assume that b and c are locally Hölder continuous, and c is a bounded function that vanishes at infinity. Suppose that the process X is recurrent.
In general, i.e., independent on the sign of λ * (L), (2.11) holds if we replace C
in the second and third equalities. Moreover, the first equality also holds for λ * (L) ≤ 0. The analogous result for the first two equalities holds for the semilinear operator G in (2.2), under the assumption that the process X is recurrent under any stationary Markov control.
Remark 2.2. Suppose λ * < 0, c ∈ C 0 (R d ), a and b are bounded, and the diffusion is geometrically ergodic. Then there is no
Otherwise, we would have Lψ + 2δψ ≤ 0 for some δ > 0. Applying Itô's formula and the fact lim |x|→∞ c(x) = 0 we obtain ψ(x) ≥ E x e δτr ψ(Xτ r ) , for large enough r .
But the right hand side is unbounded, resulting in ψ being unbounded. This contradicts the fact
On the other hand, if X is null-recurrent and c ∈ C 0 (R d ), then λ * cannot be nonzero if the principal eigenfunction is bounded. For if Ψ * is bounded, then applying Itô's formula it is easy to see that E x T 0 (cΨ * − λ * Ψ * )dt = 0. Now divide both sides by T and let T → ∞ to assert that λ * = 0. Remark 2.3. Theorem 2.2 offers a variational formula for the principal eigenvalue in the spirit of
, and the rate function 
for some constant κ 1 and a compact set K.
(ii) The function x → βℓ(x) − max u∈U c(x, u) is inf-compact for some β ∈ (0, 1).
As noted in [7] , Assumption 2.1 does not hold for diffusions with bounded a, and b. Therefore, to treat this case, we consider an alternate set of conditions. Assumption 2.2. The following hold. 12) for some constant κ 1 and a compact set K.
The eigenvalue λ * in (2.10) represents the optimal risk-sensitive ergodic cost [6, 7, 13, 14] . In order to define this control problem, we need to introduce some additional notation. For an admissible control U , the risk-sensitive criterion is defined as
The optimal value is defined as Λ * = inf U ∈U E(U ).
Notation 2.1. Given a set A, the first exit time from A is denoted by
For the first hitting time to the ball B r we use the abbreviated notationτ r = τ(B c r ). We also let τ r := τ(B r ). For a continuous function g : R d → (0, ∞) which is bounded below away from 0, we let O(g) denote the space of continuous functions f : We borrow the following result from [7] . 
In addition, we have the following (i) any measurable selector v * : R d → U from the minimizer of (2.13) is an optimal Markov control with respect to the risk-sensitive criterion; (ii) the function Φ * has the stochastic representation
for any r > 0. (iii) Φ * is the unique (up to a multiplicative constant) positive solution of (2.13) in C 2 (R d ).
Proof. For the proof of this and related statements we refer to [7, . We provide a short proof of the fact that Φ * ∈ O(V β ) for the convenience of the reader. We consider Assumption 2.2. Choose r large enough so that for some suitable β ∈ (0, 1) we have max u∈U c(x, u) ≤ βγ for x ∈ B c r . Without loss of generality we may assume K ⊂ B r . From the proof of [7, Theorem 4 .2] it follows that for x ∈ B c r we have
which in turn, gives (since λ * = Λ * ≥ 0)
where in the last inequality we use (2.12). The proof under Assumption 2.1 is exactly analogous.
We next state the Collatz-Wielandt formula for λ * .
Theorem 2.4. Grant either Assumption 2.1, or 2.2. Then Thus we obtain The following theorem could be seen as a refined maximum principle in R d . Theorem 2.6. Let either Assumption 2.1 or 2.2 hold. Also suppose that λ * < 0. Then for any
The next result provides another characterization of λ * . Theorem 2.7. Under either Assumption 2.1 or 2.2, we have
We next, prove the existence of infinitely many generalized eigenvalues for the semilinear operator G. This result is in the spirit of [4, Theorem 1.4]. Theorem 2.8. For any λ ≥ λ * there exists a positive Φ λ ∈ C 2 (R d ) satisfying
Next, we consider the extremal operator H defined by
This operator corresponds to the maximization problem of the risk-sensitive ergodic average. It is straightforward to show that we have an analogous version of all the preceding results for H. Let λ * (H) be the corresponding principal eigenvalue defined as in (2.10). It is clear from the definition that λ * (G) ≤ λ * (H). Using the convexity of H we have the following variational formula. 
We present the following result. A similar result is known for Dirichlet problems in bounded domains [9] . Theorem 2.10. Let either Assumption 2.1 or 2.2 hold, and suppose λ * (G) < λ * (H). Then for any λ ∈ (λ * (G), λ * (H)), there exists no non-trivial solution of Gϕ − λϕ = 0 for some ϕ ∈ C 2 (R d ) ∩ o(V).
Proofs
We begin with the proof of Theorem 2.1. Let us point out that we use several results from [9] which deals with operators that are convex in (∇ 2 ψ, ∇ψ, ψ) . Since G is concave in (∇ 2 ψ, ∇ψ, ψ) , we can apply the results of [9] with suitable modification.
Proof of Theorem 2.1. We claim that for any ψ ∈ C Therefore, we have from (3.1) that
On the other hand, choosing Ψ as a test function, we have from (2.4) that sup
This proves (2.5). Now we consider (2.6). With ψ = Ψ, given in (2.4), it follows that
To get the opposite inequality, we apply the characterization in (2.3). Note that it follows from (2.3) that for any ψ ∈ C 2,+ (D) we have sup D Gψ ψ ≥ λ D , and hence,
This establishes (2.6). This completes the proof. 
where b, and c are bounded Borel measurable functions, and a is continuous and satisfies (A3), then we have the Collatz-Wielandt representation in (2.5)-(2.6) for its principal eigenvalue.
Proof of Theorem 2.2. We distinguish two cases. First, λ * > 0. In this case the principal eigenfunction Φ * is bounded as shown in [7, Theorem 2.7] , and therefore
Let r > 0 be such that sup x∈B c r c(x) < λ * + ε. It is fairly straightforward to show that ψ satisfies
Indeed, since
it follows that this quantity tends to 0 as R → ∞. Thus CΦ * ≥ ψ for some positive constant C, and this is clearly impossible by the strong maximum principle. It follows that λ * = λ * . On the other hand, as shown in (2.9), we have
and the proof of Theorem 2.9 gives us
Now suppose λ * (L) = 0. Note that by definition we have
Again by [4, Theorem 1.9 (iii)] we have λ * = λ ′ (L) = 0. This gives us
Since λ ′ (L) = 0, by definition, for any ε > 0 there exists
and since ε > 0 is arbitrary, we obtain
Next, consider λ * < 0. Then Φ * is bounded away from 0. Hence λ * = λ ′′ (L). By (A1)-(A3) and [4, Theorem 1. We leave it to the reader to verify that (3.2) and (3.3) hold if we replace C 2,+ b (R d ) with C 2,+ (R d ), and that this is also true in the case λ * ≥ 0.
It remains to consider G. Suppose λ * (G) > 0. As before the corresponding principal eigenfunction is bounded. Therefore, the second equality follows from the proof of (2.9). Moreover,
Let v * be a minimizing selector of
and recall that the associated process is recurrent. Then denoting the corresponding generator by L v * and applying the previous result we note that
Combining we have
This completes the proof.
We need the following lemma for the proofs of Theorems 2.4 and 2.5.
4)
for some Markov control v. Then there exists r • > 0 not depending on ψ such that
5)
for all r ≥ r • . In addition, if (3.4) holds with equality, then we have equality in (3.5).
Proof. We only consider the case of Assumption 2.1. The proof under Assumption 2.2 is completely analogous. Choose r large enough so that max u∈U (c(x, u) − λ * ) < ℓ(x) in B c r and K ⊂ B r . For any R > r > 0, we have
(3.6)
We first estimate the limit of the second term of (3.6) as R → ∞.
where in the last line we use that fact that ψ ∈ o(V). Thus letting R → ∞ in (3.6), and using the monotone convergence theorem, we obtain (3.5). The last sentence is evident from (3.6) and (3.7). This completes the proof.
We continue with the proof of Theorem 2.4.
Proof of Theorem 2.4. Since Φ * ∈ O(V β ) by Theorem 2.3, it follows that
We claim that for any
Indeed, suppose to the contrary that for some λ > λ * it holds that
This implies that
Let v * be a measurable selector of the HJB in Theorem 2.3. To simplify the notation we let c v * (x) := c x, v * (x) . Then we have respectively. Let κ = maxB r ψ Φ * . Then from (3.11) and (3.12) we see that ψ ≤ κΦ * in R d , and for some |x 0 | ≤ r we have ϕ(x 0 ) − κΦ * (x 0 ) = 0. Since
It follows by the strong maximum principle that κΦ * = ψ, and this contradicts (3.10) since λ > λ * . This proves (3.9). Now using (3.9) we obtain
Hence, using (3.8), we obtain (2.15) . From (2.10) it is easily seen that
and therefore,
This gives us inf
Now choosing ψ = Φ * in the above display, we get equality which proves (2.16).
The function class in the representation for (2.15) can by extended to A V = C 2,+ (R d ) ∩ O(V) provided we impose certain assumptions on the Lyapunov function V. This is the subject of the following theorem.
Theorem 3.1. Suppose that any one of the following is true.
(a) Assumption 2.1 (i) holds with an inf-compact function V and the function
(b) Assumption 2.2 holds with an inf-compact function V and
Then we have
Proof. From [7, Theorems 4.1 and 4.2] we note that Theorem 2.3 (i)-(ii) hold under the above assumptions. Using (2.14) it is easily seen that Φ * ∈ O(V). Now definẽ
Then an easy calculation gives
ThereforeṼ can be used as a new Lyapunov function pay-off functionl. Again, V being inf-compact we have O(V) ⊂ o(Ṽ). Hence for any function ψ satisfying (3.10) the estimate in (3.11) holds. Then rest of the proof follows from Theorem 2.4.
The proof of Theorem 2.5 which follows, uses an argument similar to that of Theorem 2.4.
Proof of Theorem 2.5. It is given that ϕ(x 0 ) > 0. Without loss of generality we may assume that x 0 = 0 and ϕ > 0 in B δ (0) for some δ > 0. Choose a stable optimal Markov policy v * from (2.13) as in the proof of Theorem 2.4. By Lemma 3.1 we have the stochastic representation in (3.11) for all large enough r > 0. Let κ = maxB r ϕ + Φ * . Note that κ > 0, since ϕ > 0 in B δ (0). It now follows from (2.14) and (3.11) that ϕ ≤ κΦ * in R d , and for some y 0 ∈B r we have ϕ(y 0 ) = κΦ * (y 0 ). Combining the inequalities
Therefore, κΦ * = ϕ in R d by the strong maximum principle. This completes the proof.
We continue with the proof of Theorem 2.6.
Proof of Theorem 2.6. To the contrary, suppose that ϕ(x 0 ) > 0. Without loss of generality we may assume that x 0 = 0 and ϕ > 0 in B δ (0) for some δ > 0. Choosing an optimal stable control v * we deduce, as in the proof of Theorem 2.5, that for some positive κ we have κΦ * − ϕ ≥ 0 and the minimum value 0 is attained at some some point y 0 . Denote by ξ = ϕ κΦ * . An easy calculation gives
Note that ξ ≤ 1 and ξ(y 0 ) = 1. Thus by the strong maximum principle we have ξ = 1, implying ϕ = κΦ * . But this is not possible as λ * < 0. Hence we must have ϕ ≤ 0. The result follows by another application of the strong maximum principle.
To prove Theorem 2.7 we first consider an eigenvalue problem for a perturbed c. For Assumption (a) in Theorem 2.7 we define 
In addition, we have
and λ * m → λ * as m → ∞.
We are now ready to prove Theorem 2.7.
Proof of Theorem 2.7. Let
It then follows from (2.10) that λ * ≤ λ ′′ (G). On the other hand, note that c ≤ c m for all m large, where c m is the function in (3.13). Thus, using Lemma 3.2, we obtain
Therefore, λ ′′ (G) ≤ λ * m for all m, and letting m → ∞ we obtain λ * = λ ′′ (G). This concludes the proof.
Next, we present the proof of Theorem 2.8.
Proof of Theorem 2.8. Since the existence of a solution is known when λ = λ * , we only consider the case λ > λ * . Recall λ n from Lemma 2.1. Since lim n→∞ λ n = λ * , we have λ > λ n for all n. For each n, let f n be a non-zero, non-negative function supported in B n+1 \ B n . Note that the principal eigenvalue of G − λ, in the sense of (2.3), is λ * − λ < 0. Therefore, by [9, Theorem 1.9], there exists a unique ϕ n ∈ C 2 (B n+1 ) ∩ C(B n+1 ) satisfying Gϕ n − λϕ n = −f n in B n+1 , and ϕ n = 0 on ∂B n+1 .
(3.14)
Moreover, ϕ n ≥ 0. Let v n be a measurable selector of (3.14), i.e., a ij (x) ∂ ij ϕ n + b i x, v n (x) ∂ i ϕ n + c(x, v n (x)) − λ ϕ n = −f n in B n+1 .
Applying Itô's formula, we obtain ϕ n (x) = E for all t ≥ 0 and x ∈ B n+1 . Since f n 0, this in particular, implies that ϕ n > 0 in B n+1 . We normalize ϕ n (0) = 1 by scaling f n , and applying Harnack's inequality to (3.14), we deduce that for any compact set K we can find a constant C K such that ϕ n W 2,p (K) < C K for all n sufficiently large and p ∈ (1, ∞) .
It is then standard to find a Ψ ∈ W loc (R d ) for some α ∈ (0, 1). Therefore, we can pass to the limit in (3.14) to obtain GΨ = λΨ in R d , and Ψ > 0 .
Using standard regularity theory from elliptic PDE we assert that Ψ ∈ C 2 (R d ). This completes the proof.
Proof of Theorem 2.9. Now we prove (2. where in the third line we used Sion's minimax theorem [16] . In view of [9, We conclude this section with the proof of Theorem 2.10.
Proof of Theorem 2.10. Letv be a measurable selector from the minimizer of Gϕ − λϕ = 0. Since λ ∈ (λ * (G), λ * (H)), Lemma 3.1 asserts that ϕ has the stochastic representation in ( 
