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Abstract
Tempered fractional Brownian motion is revisited from the viewpoint of reduced fractional Ornstein-Uhlenbeck
process. Many of the basic properties of the tempered fractional Brownian motion can be shown to be direct
consequences or modifications of the properties of fractional Ornstein-Uhlenbeck process. Mixed tempered
fractional Brownian motion is introduced and its properties are considered. Tempered fractional Brownian
motion is generalised from single index to two indices. Finally, tempered multifractional Brownian motion
and its properties are studied.
Keywords: Fractional Ornstein-Uhlenbeck process, reduced fractional Ornstein-Uhlenbeck process,
tempered fractional Brownian motion, mixed tempered fractional Brownian motion, tempered
multifractional Brownian motion
1. Introduction
Recently an interesting new stochastic process called tempered fractional Brownian motion (TFBM) has
been introduced by Meerschaert and Sabzikar [1,2]. TFBM can be defined by modifying the moving average
representation of a fractional Brownian motion (FBM) with the inclusion of an exponential tempering
factor to the power-law kernel. This process has some nice features such as scaling property, stationary
increments, moving average representation, etc. It has an advantage in modelling realistic data as the
tempering parameter that modifying the power law kernel can be chosen to the desired degree of accuracy
over a finite interval.
In view of the increasing interest in TFBM, we would like to provide an alternative approach to TFBM. It
is possible to define TFBM as the reduced fractional Ornstein-Uhlenbeck process (RFOU), in the same sense
as the modified “reduced” process introduced by Mandelbrot and van Ness [3] to get rid of divergence in
the definition of fractional Brownian motion (FBM) based on Liouville-Weyl fractional integration of white
noise. In contrast, the fractional Ornstein-Uhlenbeck process (FOU) is well-defined based on the Liouville-
Weyl fractional integral. Instead, one encounters divergence in the “massless” limit of the covariance and
variance of FOU in the attempt to recover FBM (see section 3 for more details). The main advantage
of treating TFBM as RFOU is that many of its basic properties are inherited directly or modified from
the properties of FOU, which have been well-studied [4–8]. In addition, such a setting allows the possible
generalisation of TFBM from single index to two indices.
In this paper three types of generalisations of TFBM are studied. Extension from TFBM to mixed
TFBM can be treated in the same way as mixed FBM [9,10]. RFOU of single index can be generalised to
two indices and the resulting process can be regarded as TFBM with two indices. Generalisation of TFBM
to tempered multifractional Brownian motion (TMBM) with variable index can be carried out in the same
manner as the extension of FBM to multifractional Brownian motion [11,12].
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The outline of this paper is as follows. FOU and its properties are summarised in Section 2. In the
subsequent section, TFBM is defined in terms of RFOU, and most of its properties can be verified based on
that of FOU. Mixed TFBM is discussed in Section 3. Extension of TFBM to two indices is given in Section
4. TFBM with variable index or TMFM is studied in Section 5. The last section provides some concluding
remarks.
2. Fractional Ornstein-Uhlenbeck Process
There are several ways to generalise the Ornstein-Uhlenbeck process to its fractional counterpart [13–15].
In this paper, the fractional generalisation of Ornstein-Uhlenbeck process will be considered as the solution
of the following Langevin equation:(
aDt + λ
)α
Xα,λ(t) = η(t), α > 1/2, (1)
where λ > 0 is a positive constant, and η(t) is the Gaussian white noise with zero mean and delta-correlated
covariance. The condition α > 1/2 is imposed to ensure the solution has finite variance. The fractional
derivative aD
α
t is defined by [16,17]
aD
α
t f(t) =
1
Γ(n− α)
Å
d
dt
ãn ∫ t
a
f(u)
(t− u)α−n+1 du, n− 1 < α < n. (2)
For a = 0, the fractional derivative is known as the Riemann-Liouville fractional derivative; when a = −∞,
it is called the Liouville-Weyl fractional derivative. Note that in some physics literature the Liouville-Weyl
fractional derivative is also known as Weyl derivative, which is preferred in this paper.
One can formally defined the “shifted” fractional derivative
(
aDt+λ
)α
in terms of the unshifted derivative
aD
α
t . By using binomial expansion, it is possible to express the shifted fractional derivative in terms of
unshifted ones:
(
aDt + λ
)α
=
∞∑
j=0
Ç
α
j
å
λjaD
α−j
t . (3)
Note that this shifted fractional differential operator is closely related to the one-dimensional Bessel fractional
derivative and Bessel potential (Samko et al [16], page 336). It can also be treated in a more rigorous way
by using hypersingular integrals [18].
The following operator identity holds for both the Riemann-Liouville and Weyl fractional derivatives [5]:(
aDt + λ
)α
= e−λtaD
α
t e
λt. (4)
It can be verified by using the Binomial expansion and applying the generalized Leibniz rule, or by considering
its Fourier transform in the case of Weyl fractional derivative, and Laplace transform for the Riemann-
Liouville fractional derivative. Note that the shifted fractional derivative (4) is also known as tempered
fractional derivative in subsequent work [see for examples, 19–21].
Using (4) the fractional Langevin equation (1) can be re-expressed as(
e−λtaD
α
t e
λt
)
Xα,λ(t) = η(t). (5)
The solution is given by
Xα,λ(t) ==
(
e−λtaD
α
t e
λt
)−1
η(t) =
(
e−λtaI
α
t e
λt
)
η(t)
=
1
Γ(α)
∫ t
a
e−λt(t− u)α−1eλuη(u)du = 1
Γ(α)
∫ t
a
e−λ(t−u)(t− u)α−1η(u)du. (6)
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Properties of FOU of Riemann-Liouville and Weyl types have been studied [4–8]. For the purpose of
subsequent sections, only FOU of Weyl type would be considered. One has for α > 1/2,
Xα,λ(t) =
1
Γ(α)
∫ t
−∞
e−λ(t−u)(t− u)α−1η(u)du
=
1
Γ(α)
∫ ∞
−∞
e−λ(t−u)+(t− u)α−1+ η(u)du, (7)
where (x)µ+ =
(
max(x, 0)
)µ
, 00 = 1. (7) is the moving average representation FOU of Weyl type. For
α > 1/2, Xα,λ(t) is a centred Gaussian stationary process with the following covariance and variance
Cα,λ(t− s) =
〈
Xα,λ(t)Xα,λ(s)
〉
=
1√
πΓ(α)
Å |t− s|
2λ
ãα−1/2
Kα−1/2
(
λ|t− s|), (8)
σ2α,λ(t) =
〈(
Xα,λ(t)
)2〉
=
Γ(2α− 1)(
Γ(α)
)2
(2λ)2α−1
. (9)
The spectral density of Xα,λ(t) is
Sα,λ(k) =
1
2π
∫
R
Cα,λ(τ)e
ikτ dτ =
1
2π
1(
k2 + λ2
)α . (10)
FOU has the following spectral representation
Xα,λ(t) =
1√
2π
∫ ∞
−∞
eiktη˜(k)dk
(−ik + λ)α , α > 1/2. (11)
Below are some properties of Xα,λ(t) which are relevant to the next section where TFBM will be treated
as RFOU.
(a). Scaling property
It is well-known that stationary Gaussian process cannot be a self-similar process [22]. Xα,λ(t) satisfies a
weaker property of local self-similarity at small time scales [23–26]. A Gaussian stationary process Z(t) is
locally self-similar of order κ if its covariance C(τ) satisfies
C(τ) = C(0)−A|τ |κ(1 + o(1)) as |τ | → 0, (12)
where 0 < κ < 2, and A is a positive constant. One can show that FOU satisfies the local self-similarity by
using the property of the modified Bessel function of second kind Kν(z) for |z| → 0 [27]. The small-time
limit of the covariance of Xα,λ(t) behaves as
1√
πΓ(α)
Å |τ |
2λ
ãα−1/2
Kα−1/2
(
λ|τ |) ∼ Γ(2α− 1)(
Γ(α)
)2
(2λ)2α−1
+
|τ |2α−1
2Γ(2α)cos(απ)
+ o
(
τ2
)
, |τ | → 0. (13)
Note that the class of Gaussian processes which satisfy (12) is also known as Adler processes [24,25],
which include the Gaussian stationary processes with stretched exponent covariance [14] and generalized
Cauchy covariance [28]. Instead of (12), one can also adopt the definition of locally asymptotically self-
similar property first introduced for multifractional Brownian motion [12,25,27]. A stochastic process Z(t)
is locally asymptotically self-similarity at a point t◦ with order κ if
lim
ǫ→0
ï
Z(t◦ + ǫu)− Z(t◦)
ǫκ
ò
=ˆ Tt◦(u), (14)
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where Tt◦(u) is a non-degenerate tangent process. Here the convergence is in the sense of finite dimensional
distributions, and =ˆ denotes equality in finite dimensional distributions. Falconer [27] has shown that if
the tangent process for a Gaussian process exists and is non-degenerate, then it is a self-similar Gaussian
process with stationary increments. Since up to a multiplicative constant FBM is the only Gaussian self-
similar process with stationary increments [22], the tangent process (14) is a FBM Bκ(u) with Hurst index
κ. One can easily verify (14) for Xα,λ(t) by direct computation using (13). Thus, FOU behaves like FBM
in small time scales.
In addition, Xα,λ(t) also satisfies the global scaling property similar to TFBM [1,2]:
Xα,λ(rt) =ˆ r
α−1/2Xα,rλ(t), (15)
where r is a positive constant, and Xα,rλ(rt) is the same process as Xα,λ(t) with λ replace by rλ. (15) can
be easily verified as follows.〈
Xα,λ(rt)Xα,λ(rs)
〉
=
1√
πΓ(α)
Å
r|t− s|
2λ
ãα−1/2
Kα−1/2
(
rλ|t− s|)
=
r2α−1√
πΓ(α)
Å |t− s|
2rλ
ãα−1/2
Kα−1/2
(
rλ|t − s|)
= r2α−1
〈
Xα,rλ(t)Xα,rλ(s)
〉
. (16)
(b). Fractal or Hausdorff dimension
For the determination of the fractal dimension of the process Xα,λ(t), it is necessary to consider the local
property of the process. First, we consider the Ho¨lderian property of the sample path of Xα,λ(t). A function
f : [a, b]→ R is Ho¨lderian of order κ ∈ (0, 1] if∣∣f(t)− f(s)∣∣ < K|t− s|κ (17)
for all s, t ∈ [a, b] for some constant K > 0. Since σα,∆τ (t), the variance of the increment process of Xα,λ(t),
satisfies
σ2α,∆τ (t) =
〈(
Xα,λ(t+ τ)−Xα,λ(t)
)2〉 ≤ A|τ |2α−1, (18)
thus, almost surely the sample path of Xα,λ(t) is Ho¨lderian of order (α−1/2)− ǫ for all ǫ > 0. For a process
which is locally asymptotically self-similar of order κ > 0 and its sample paths are a.s. κ− ǫ-Ho¨lderian for
all ǫ > 0, then the Hausdorff dimension of its graph is a.s. equals to 2−κ [23–25,29]. Applying this result to
Xα,λ(t) gives the Hausdorff dimension 5/2−α or 2−H if α = H +1/2. Thus, both the FOU and fractional
Brownian motion have the same fractal dimension. This does not come as a surprise since FOU behaves
like FBM locally.
(c). Short-range and long-range dependence
The usual way of characterising the memory of a stationary process in the time domain is in terms of decay
rates of long-lag covariances, or in the frequency domain in terms of rates of divergence of spectral densities
at low frequencies [30]. Note that for the covariance with large-time behavior C(τ) ∼ τ−β , β ∈ (0, 1) as
τ → ∞, then the process is long range dependent (LRD). It can also be characterized by the power law
divergence at the origin S(k) ∼ |k|β−1, β ∈ (0, 1) as |k| → 0. One can also use the following criterion for
LRD property of a stationary Gaussian process [31,32]. The process is said to be LRD if its covariance C(τ)
satisfies ∫ ∞
0
∣∣C(τ)∣∣dτ =∞. (19)
If the integral (19) is finite, the process is short range dependent (SRD).
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Note that for FOU, one has∫ ∞
0
∣∣C(τ)∣∣dτ = 1√
πΓ(α)
∫ ∞
0
Å |τ |
2λ
ãα−1/2
Kα−1/2
(
λ|τ |)dτ = 1
2λ2α
. (20)
Hence, FOU is a short memory process.
Consider a process defined by Q(t) =
∫∞
−∞
G(t−u)η(u)du, where G(t) is the response function. For the 3
cases G(t) = e−λt, e−λttα−1, tα−1, the resulting stochastic processes are respectively (i) Markov or memory-
less Ornstein-Uhlenbeck process; (ii) short memory FOU; and (iii) long memory process FBM. Note that in
case (ii) the exponential damping term in the response function prevents FOU to be LRD.
3. Tempered Fractional Brownian Motion as Reduced Fractional Ornstein-Uhlenbeck Process
This section treats TFBM as reduced fractional Ornstein-Uhlenbeck process (RFOU). Recall that FBM
defined by the Weyl integral
BH(t) =
1
Γ(H + 1/2)
∫ t
−∞
(t− u)H−1/2η(u)du (21)
is divergent. To ensure convergence, Mandelbrot and van Ness [3] modified (21) to a reduced FBM
BH(t)−BH(0) = 1
Γ(H + 1/2)
[∫ t
−∞
(t− u)H−1/2η(u)du−
∫ 0
−∞
(−u)H−1/2η(u)du
]
, (22)
which has since been generally accepted as the standard FBM.
In contrast, FOU given by (6) is well-defined based on the Weyl-fractional integral. However, the
covariance and variance of FOU of Weyl type is divergent in the “massless” limit λ→ 0. As an illustration,
one considers the simple case of ordinary Orsntein-Uhlenbeck process of Weyl type X1,λ(t) with covariance〈
X1,λ(t)X1,λ(s)
〉
=
(
e−λ|t−s|
)
/2λ which diverges in the limit λ→ 0. Its reduced process X1,λ(t) −X1,λ(0)
has the covariance
(
e−λ|t−s| − e−λ|t| − e−λ|s|+1)/(2λ) with λ → 0 limit given by (|t| + |s| − |t − s|)/2 or
t ∧ s, which is just the covariance of Brownian motion. A similar situation exists for FOU, though it is
more complicated (see [33] for details). The divergence of the covariance and variance in the λ → 0 limit
disappears if one considers the reduced process of FOU, with FBM as its limiting process.
The moving average definition of RFOU, denoted by Bα,λ(t), is defined for α > 1/2:
Bα,λ(t) = Xα,λ(t)−Xα,λ(0)
=
1
Γ(α)
∫ t
−∞
eλ(t−u)(t− u)α−1η(u)du − 1
Γ(α)
∫ 0
−∞
eλ(−u)(−u)α−1η(u)du. (23)
From (8) and (9), the covariance of Bα,λ(t) can be obtained directly as
C˘α,λ(t, s) =
〈
Bα,λ(t)Bα,λ(s)
〉
=
〈
Xα,λ(t)Xα,λ(s)
〉
−
〈
Xα,λ(t)Xα,λ(0)
〉
−
〈
Xα,λ(s)Xα,λ(0)
〉
+
〈
Xα,λ(0)Xα,λ(0)
〉
=
1√
πΓ(α)
[Å |t− s|
2λ
ãα−1/2
Kα−1/2(λ|t− s|)−
Å |t|
2λ
ãα−1/2
Kα−1/2(λ|t|)
−
Å |s|
2λ
ãα−1/2
Kα−1/2(λ|s|)
]
+
Γ(2α− 1)(
Γ(α)
)2
(2λ)2α−1
(24)
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By letting H = α− 1/2, and using
ct =
2Γ(2H)(
Γ(H + 1/2)
)2
(2λ)2H
− 2√
πΓ(H + 1/2)
Å
1
2λ|t|
ãH
KH(λ|t|), (25)
the covariance of the RFOU becomes
C˘α,λ(t, s) =
1
2
[
ct|t|2H + cs|s|2H − ct−s|t− s|2H
]
, (26)
which is just the covariance of TFBM [1,2] up to a multiplicative constant
(
Γ(H + 1/2)
)−2
due to the
additional 1/Γ(α) term in the definition of Bα,λ(t). The variance of Bα,λ(t) is
σ˘2α,λ(t) =
〈(
Bα,λ(t)
)2〉
=
2Γ(2H)(
Γ(H + 1/2)
)2
(2λ)2H
− 2 1√
πΓ(H + 1/2)
Å |t|
2λ
ãH
KH(λ|t|). (27)
Figure 1: covaraince of FOU and RFOU: s = 0.5, λ = 0.5,H = 0.75
Figure 1 shows an example of the covariance functions of FOU and RFOU. Note that (27) can be
expressed as σ˘2α,λ(t) = 2
(
σ2α,λ(t) − Cα,λ(t)
)
and Cα,λ(t) decays from σ
2
α,λ(t) to zero (see (8) and graph in
Figure 1) one obtains σ2α,λ(t) ≤ σ˘2α,λ(t) ≤ 2σ2α,λ(t).
Many of the basic the properties of RFOU or TFBM are direct consequences or some modifications of
the properties of FOU. These include the following.
(a). Spectral representation
Using the spectral representation of Xα,λ(t) given by (11) one gets the following harmonizable representation
for TFBM:
Bα,λ(t) =
1√
2π
∫ ∞
−∞
(
e−kt − 1
)
η˜(k)dk
(−ik + λ)α . (28)
The covariance of Bα,λ(t) has the following harmonizable representation
C˘α,λ(t, s) =
1
2π
∫ ∞
−∞
(
eikt − 1
)(
e−iks − 1
)
(|k|2 + λ2)α dk = 12π
∫ ∞
−∞
1 + eik(t−s) − eikt − e−iks(|k|2 + λ2)α dk, (29)
which can be evaluated to give (22).
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(b). Stationary increments
In contrast to FOU, reduced process of FOU or TFBM is non-stationary. However, TFBM is asymptotically
stationary, that is Bα,λ(t) is stationary at very large t. Consider (24) the covariance of TFBM C˘α,λ(t, s) for
t, s→∞, and |t− s| finite. Since Kν(z) ∼
√
π
2z e
−z as z →∞, one has
C˘α,λ(t, s) ∼
Å |t− s|
2λ
ãα−1/2
Kα−1/2
(
λ|t− s|)+ Γ(2α)(
Γ(α)
)2
(2λ)2α−1
. (30)
On the other hand, the increment process of TFBM, ∆τBα,λ(t) = Bα,λ(t+ τ)−Bα,λ(t), is stationary. One
has the tempered fractional Gaussian noise
∆τBα,λ(t) =
(
Xα,λ(t+ τ)−Xα,λ(0)
)− (Xα,λ(t)−Xα,λ(0))
= Xα,λ(t+ τ)−Xα,λ(t) = ∆τXα,λ(t). (31)
Since Xα,λ(t) is a stationary process, so is its increment process ∆τXα,λ(t), hence ∆τBα,λ(t).
From (28), the spectral representation of the increment process is
∆τXα,λ(t) =
1√
2π
∫ ∞
−∞
(
e−ik(t+τ) − e−ikt
)
η˜(k)dk
(−ik + λ)α , (32)
which gives the covariance of the increment process
C˘τα,λ(t, s) =
〈
∆τBα,λ(t)∆τBα,λ(s)
〉
=
1
2π
∫ ∞
−∞
(
e−ik(t+τ) − e−ikt
)(
eik(s+τ) − eiks
)
dk(|k|2 + λ2)α
=
1√
πΓ(α)
[
2
Å |t− s|
2λ
ãα−1/2
Kα−1/2
(
λ|t− s|)
−
Å |t− s+ τ |
2λ
ãα−1/2
Kα−1/2
(
λ|t− s+ τ |)
−
Å |t− s− τ |
2λ
ãα−1/2
Kα−1/2
(
λ|t− s− τ |)]. (33)
Another way to express the covariance of the increment process of TFBM is as follows.
C˘τα,λ(t, s) =
1
2π
∫ ∞
−∞
2− 2 cos(kτ)(|k|2 + λ2)α eik(t−s)dk
=
2
π
∫ ∞
−∞
sin2(kτ)(|k|2 + λ2)α eik(t−s)dk, (34)
which gives the spectral density of ∆τBα,λ(t) as S˘
τ
α,λ(k) = 4
sin2(kτ)
(|k|2+λ2)
α .
Note that instead of the increment process (32), it is possible to define the fractional tempered Gaussian
noise correspond to TFBM as the derivative of Bα,λ(t) in the sense of generalized functions, just like
fractional Gaussian noise in terms of generalized derivative of FBM. One has ξα,λ(t) =
dBα,λ(t)
dt , which can
be shown to be a stationary SRD process. See Appendix A for more details.
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(c). Scaling property
FOU Xα,λ(t) satisfies the scaling property (15) for all t. By applying this property to the covariance of
RFOU (24) one can easily show that (15) also holds for Bα,λ(t) with〈
BH,λ(rt)BH,λ(rs)
〉
= r2H
〈
BH,λ(rt)BH,λ(rs)
〉
. (35)
The above scaling property can loosely be regarded as a generalization of self-similarity property. In
additional to FOU, such a scaling property also holds for stationary process with appropriately normalised
stretched exponential covariance Cν,λ(t) = e
−(λ|t|)ν/(2λν), ν ∈ (0, 2], λ > 0. This covariance diverges in
the limit λ → 0. It is interesting to note that its reduced process also satisfies the scaling property, and
becomes FBM as λ → 0. Thus, one may say that the scaling property (15) is not unique to the processes
of Ornstein-Uhlenbeck type, which include FOU and TFBM, it is satisfied by a wider class of Gaussian
stationary and non-stationary processes, in particular Gaussian stationary processes of Adler class [24,25]
and their reduced processes.
Just like FOU, TFBM also satisfies the locally self-similarity with the condition (12) modified for non-
stationary Gaussian process [6,23]:
C˘α,λ(t, t+ τ) =
1
2
(
C˘α,λ(t, t) + C˘α,λ(t+ τ, t+ τ)
) −A|τ |κ(1 + o(1)), 0 < κ < 2, as |τ | → 0. (36)
Direct computation of ÙCα(t, t+ τ) and using (13) one gets for the limit |τ | → 0,
C˘α,λ(t, t+ τ) =
1
2Γ(2α) cos(απ)
(
|τ |2α−1 − |t|2α−1 − |t+ τ |2α−1 + o(τ2α−1)). (37)
Using −(2Γ(2α) cos(απ))−1 = Γ(1− 2H) cos(Hπ)/(2Hπ), where α = H + 1/2, one gets
C˘α,λ(t, t+ τ) =
Γ(1− 2H) cos(Hπ)
2Hπ
[
|t+ τ |2H + |t|2H − |τ |2H + o(τ2H)]. (38)
Similarly, one has in the limit |τ | → 0,
1
2
(
C˘α,λ(t+ τ, t+ τ)− C˘α,λ(t, t)
)
=
Γ(1− 2H) cos(Hπ)
2Hπ
[
|t+ τ |2H + |t|2H + o(τ2H)]. (39)
So (36) holds and Bα,λ(t) is locally self-similar.
The tangent process (14) can be determined by noting that the increment process of FOU is the same
as the increment process of RFOU. Thus, both FOU and RFOU (or TFBM) behave locally like FBM. Note
that this property is not specific to these two processes. Gaussian processes belonging to Adler class satisfy
the same property [24,25].
(d). Fractal dimension
Fractal dimension of TFBM can be obtained in the same way as for FOU. In particular, (18) holds for RFOU
so that the sample path of BH,λ(t) is Ho¨lderian of order (α − 1/2)− ǫ for all ǫ > 0. Hence the Hausdorff
dimension of its graph is a.s. equals to 5/2− α or 2− 2H for α = H + 1/2, which is the same as the fractal
dimension of FBM. Thus, the three processes, FOU, TFBM and FBM have the same fractal dimension as
they have the same local behaviour.
(e). Long-range dependence
Unlike FOU which is a short memory process, TFBM is LRD. Condition (19) can be generalised to the
non-stationary Gaussian process [31,32]. In this case, instead of the covariance one considers the correlation
function
R˘α,λ(t, t+ τ) =
C˘α,λ(t, t+ τ)[
C˘α,λ(t, t)C˘α,λ(t+ τ, t+ τ)
]1/2 = C˘α,λ(t, t+ τ)[
σ˘2α,λ(t)σ˘
2
α,λ(t+ τ)
]1/2 . (40)
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A non-stationary Gaussian process is said to be LRD if its correlation function R˘α,λ(t, t+ τ) satisfies∫ ∞
0
∣∣R˘α,λ(t, t+ τ ∣∣dτ =∞, (41)
otherwise it is SRD. Alternatively, the process is said to be LRD if R˘α,λ(t, t + τ) ∼ τγ , −1 < γ < 0 for
τ →∞, for all t > 0.
From (30) one has for τ → ∞, C˘α,λ(t + τ, t) ∼ Cα,λ(0) − Cα,λ(t) = σ˘2α,λ(t)/2. From (9) and (27), and
Kν(τ) ∼
√
π/2τe−τ → 0 as τ →∞, one gets σ˘2α,λ(t+ τ)→ σ2α,λ(t). Thus, one has for τ →∞,
R˘α,λ(t, t+ τ) ∼ 1
2
√
σ˘2α,λ(t)
σ2α,λ(t)
> 0, (42)
which implies the TFBM is a long memory process.
4. Mixed Tempered Fractional Brownian Motion
Mixed TFBM can be defined in a similar way as mixed FBM [9,10]. Denote mixed TFBM by Bα,λ(t) with
α =
(
αi, i = 1, · · · , n
)
, λ =
(
λi, i = 1, · · · , n
)
,
Bα,λ(t) =
n∑
i=1
biBαi,λi(t), bi > 0, (43)
and Bαi,λi(t), i = 1, · · · , n, t ∈ [0,∞) are n independent TBFM with distinct indices αi and constant
mixture coefficients bi.
Bα,λ(t) is a centred Gaussian process with covariance given by
C˘α,λ(t, s) =
〈
Bα,λ(t)Bα,λ(s)
〉
=
n∑
i,j=1
bibj
〈
Bαi,λi(t)Bαi,λi(s)
〉
=
1
2
n∑
i=1
b2i
[
ci,t|t|2Hi + ci,s|s|2Hi − ci,t−s|t− s|2Hi
]
=
n∑
i=1
b2i C˘αi,λi(t, s), (44)
where
ci,t =
Γ(2Hi)(
Γ(Hi + 1/2)
)2
(2λi)2Hi
− 2√
πΓ(Hi + 1/2)
Å
1
2λi|t|
ãHi
KHi
(
λi|t|
)
, (45)
and αi = Hi + 1/2.
Its variance is〈(
Bα,λ(t)
)2〉
=
n∑
i=1
b2i
〈(
Bαi,λi(t)
)2〉
=
n∑
i=1
2b2i
(
Γ(2Hi)(
Γ(Hi + 1/2)
)2
(2λi)2Hi
− 1√
πΓ(Hi + 1/2)
Å |t|
2λi
ãHi
KHi
(
λi|t|
))
. (46)
Since mixed TFBM is a linear combination of n independent copies of TFBM, its properties are direct
consequences of the properties of TFBM.
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(a). Mixed scaling
Bα,λ(t) satisfies the following mixed scaling property:
Bα,λ(rt) =
n∑
i=1
bir
αi−1/2Bαi,rλi(t). (47)
By noting that the scaling property (35) holds for each Bαi,λi(t), i = 1, · · · , n, hence the linear combination
of n independent copies of Bαi,λi(t) satisfies the mixed scaling property (47). Since Bα,λ(t) is a centred
Gaussian process one only needs to prove that
∑n
i=1 biBαi,λi(rt) and
∑n
i=1 r
αibiBαi,λi(t) have the same
covariance function.
Bα,λ(t) satisfies the following mixed locally self-similarity property:
C˘α,λ(t, t+ τ) =
1
2
n∑
i=1
(
C˘αi,λi(t, t) + C˘αi,λi(t+ τ, t+ τ) −Ai|τ |2αi−1
(
1 + o(1)
))
,
|τ | → 0. (48)
This follows from the fact that each TFBM Bαi,λi(t) independently satisfies locally self-similar property
(36).
Consider the tangent process of Bα,λ(t) at a point t◦:
lim
ǫ→0
[
Bα,λ(t◦ + ǫu)−Bα,λ(t◦)
ǫκ
]
= lim
ǫ→0
[
n∑
i=1
bi
Bαi,λi(t◦ + ǫu)−Bαi,λi(t◦)
ǫκi
]
. (49)
Since the tangent process of each Bαi,λi(t) at a point t◦ is FBM BHi(t◦) indexed by Hi = αi − 1/2, it is
straight forward to verify that the tangent process of mixed TFBM (49) at a point t◦ is given by the mixed
FBM
∑n
i=1 biBHi(t◦).
(b). Stationary increments
Since each Bαi,λi(t) has stationary increments, due to the independence of Bαi,λi(t), i = 1, · · · , n, hence the
increments of their linear combination are stationary. One has〈(
Bα,λ(t+ τ)
)−Bα,λ(t))(Bα,λ(s+ τ)) −Bα,λ(s))〉
=
n∑
i,j=1
bibj
〈(
Bαi,λi(t+ τ)
)− Bαi,λi(t))(Bαi,λi(s+ τ))−Bαi,λi(s))〉
=
n∑
i,j=1
b2i
〈(
XHi,λi(t+ τ)
) −XHi,λi(t))(XHi,λi(s+ τ)) −XHi,λi(s))〉
=
n∑
i,j=1
b2i
1√
πΓ(αi)
[
2
Å |t− s|
2λi
ãαi−1/2
Kαi−1/2
(
λi|t− s|
)
−
Å |t− s+ τ |
2λi
ãαi−1/2
Kαi−1/2
(
λi|t− s+ τ |
)
−
Å |t− s− τ |
2λi
ãαi−1/2
Kαi−1/2
(
λi|t− s− τ |
)]
. (50)
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(c). Long range dependence
The sum of n independent LRD Gaussian processes Bαi,rλi(t), i = 1, · · · , n, is LRD. One can also verify
this property by considering the correlation of Bα,λ(t) is
R˘α,λ(t+ τ, t) =
C˘α,λ(t+ τ, t)…〈(
Bα,λ(t+ τ)
)2〉〈(
Bα,λ(t)
)2〉 =
∑n
i=1 C˘Hi,λi(t+ τ, t)…∑n
i=1 σ˘
2
i (t)
∑n
i=1 σ˘
2
i (t+ τ)
. (51)
C˘Hi,λi(t + τ, t) → σ˘
2
i (t)
2 as τ → ∞. Let σ˘2max = max{σ˘2i , i = 1, · · · , n} and σ˘2min = min{σ˘2i , i = 1, · · · , n}.
Therefore,
R˘α,λ(t+ τ, t >
σ˘2min(t)
2
√
σ˘2max(t+ τ)σ˘
2
max(t)
∼ σ˘
2
min(t)
2σ˘2max(t)
> 0. (52)
which implies Bα,λ(t) is long-range dependent.
(d). Fractal dimension
The Hausdorff dimension of the graph of Bαi,λi(t) is 5/2 − αi, with probability 1. Based on a standard
results [29] the fractal dimension of Bα,λ(t) as 5/2− min
1≤i≤n
αi
Mixed TFBM can be used to model systems which require variable tempering factor λi, or different
index αi, or both at different time intervals. For example, for small time scales Bα,λ(t) behaves like mixed
FBM, Bαi,λi(t) with smaller “Hurst index” dominates. In the intermediate time scales, there would be an
interplay between the tempering factor λi and index αi. Finally, for large time scales, it is dictated by
Bαi,λi(t) with higher tempering factor λi which enters as an exponential term.
5. Tempered Fractional Brownian Motion with Two Indices
For TFBM considered in section 3, the long time and short time properties of the process are characterized
by the same index α. It will be useful from practical point of view that TFBM can be generalised to a process
such that its long and short time behavior can be described by two separate parameters. One possible way
to achieve this goal is to extend FOU to two indices [7,8] and consider its reduced process.
The fractional Langevin equation (5) can be extended to two indices(
−∞D
β
t + λ
β
)α
Xαβ,λ(t) = η(t), αβ > 1/2. (53)
Here λ is replaced by λβ to preserve the scaling property. The shifted fractional differential operator with
two indices
(
−∞D
β
t + λ
β
)α
can be expanded as binomial series:
(
−∞D
β
t + λ
β
)α
=
∞∑
j=0
Ç
α
j
å
λβj−∞D
β(α−j)
t . (54)
There does not exist a nice operator identity similar to (4) as in case of the shifted fractional derivative of
single index.
By using Fourier transform method, the solution of (53) is found to be a stationary Gaussian process
Xαβ,λ(t) =
1√
2π
∫ ∞
−∞
eiktη˜(k)(
(ik)β + λβ
)α dk. (55)
The condition αβ > 1/2 is necessary to ensure the above integral is finite. This process has a more
complicated spectral density,
Sαβ(k) =
1
2π
∣∣(ik)β + λβ∣∣2α = 12π(|k|2β + 2λβ |k|β cos(απ/2) + λ2β)α . (56)
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The inverse Fourier transform of (56) in general cannot be evaluated to give a closed analytic expression of
the covariance for Xαβ,λ(t). Despite this, many of the basic properties of Xαβ,λ(t) can still be obtained and
studied [7,8]. Hence, one can consider the reduced process associated with Xαβ,λ(t) given by
Bαβ,λ(t) = Xαβ,λ(t)−Xαβ,λ(0) = 1√
2π
∫ ∞
−∞
(
eikt − 1)η˜(k)(
(ik)β + λβ
)α dk, (57)
and examine its properties just like the single index case. However, instead of (57), a different RFOU with
two indices that has a simpler spectral density will be considered here.
Let Dαt =
(−d2/dt2)α/2 , α > 0 be the one-dimensional Riesz derivative defined by
Dαt f =
(−d2/dt2)α/2f = F−1(|k|αf˜(k)), (58)
where f˜(k) is the Fourier transform of f(t). By replacing the Weyl fractional derivative in (53) with the
Riesz derivative results in the fractional Langevin equation of Reisz type for FOU with two indices Yαβ,λ(y):
(
D2βt + λ
2β
)α/2
Yαβ,λ(t) = η(t). (59)
The solution of (59) is given by
Yαβ,λ(t) =
1√
2π
∫ ∞
−∞
eiktη˜(k)(|k|2β + λ2β)α dk. (60)
The spectral density of this process has a simpler form as compared with (56):
Sαβ(k) =
1
2π
(|k|2β + λ2β)α . (61)
The covariance function Cαβ(t) can be obtained by taking the Fourier transform of Sαβ(k). However, it
does not in general has a closed analytic form. The variance is
Cαβ,λ(0) =
1
π
∫ ∞
0
1(|k|2β + λ2β)α dk = Γ(1/2β)Γ(α− 1/2β)2πβΓ(α) λ1−2αβ , (62)
again the condition αβ > 1/2 is imposed to ensure the variance is finite.
Note that both Xαβ,λ(t) and Yαβ,λ(t) can be regarded as two different generalisations of FOU of single
index to two indices. These two processes have similar long and short time asymptotic properties [7,8].
However, only the reduced process associated with Yαβ,λ(t) will be considered here.
The reduced process associated with Yαβ,λ(t), again denoted by Bαβ,λ(t), has the following spectral
representation:
Bαβ,λ(t) = Yαβ,λ(t)− Yαβ,λ(0) = 1√
2π
∫ ∞
−∞
(
eikt − 1)η˜(k)(|k|2β + λ2β)α/2 dk. (63)
Its covariance is given by
C˘αβ,λ(t, s) =
〈
Bαβ,λ(t)Bαβ,λ(s)
〉
=
1
2π
∫ ∞
−∞
(
eik|t−s| − eik|t| − eik|s| + 1)(|k|2β + λ2β)α dk, (64)
and its variance is
σ˘2αβ,λ(t) = C˘αβ,λ(t, t) =
1
π
∫
R
1− eikt(|k|2β + λ2β)α dk. (65)
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The covariance can be expressed in a form similar to TFBM with single index.
C˘αβ,λ(t, s) =
1
2
[
ct|t|2H + cs|s|2H − ct−s|t− s|2H
]
, (66)
where 2αβ − 1 = 2H , and
ct =
Γ(1/2β)Γ(H/β)
πβΓ
[
(2H + 1)/2β
]
λ2H
− 1
π|t|2H
∫ ∞
−∞
eikt(|k|2β + λ2β)(2H+1)/2β dk. (67)
As it will be shown below that Bαβ,λ(t) satisfies the same properties as TFBM Bα,λ(t), so it can be
regarded as TFBM with two indices.
(a). Scaling property
First, we verify the scaling property for Yαβ,λ(t)〈
Yαβ,λ(r(t + τ))Yαβ,λ(rt)
〉
=
1
π
∫ ∞
0
cos(k|rτ |)(|k|2β + λ2β)α dk
=
|rτ |2αβ−1
π
∫ ∞
0
cos(k)(|k|2β + (λ|rτ |)2β)α dk
=
r2αβ−1|τ |2αβ−1
π
∫ ∞
0
cos(k)(|k|2β + (λ|rτ |)2β)α dk
= r2αβ−1
〈
Yαβ,rλ((t+ τ))Yαβ,rλ(t)
〉
, (68)
where Yαβ,rλ(t) is the same process as Yαβ,λ(t) with λ replaced by rλ. By expressing C˘αβ,λ(t+ τ, t) in terms
of the covariance of Yαβ,λ(t), one has
C˘αβ,λ(t, t+ τ) = Cαβ,λ(τ)− Cαβ,λ(t+ τ)− Cαβ,λ(t) + Cαβ,λ(0). (69)
With the help of (68), one obtains the scaling property for Bαβ,λ:〈
Bαβ,λ(rt)Bαβ,λ(rs)
〉
= r2αβ−1
〈
Bαβ,rλ(t)Bαβ,rλ(s)
〉
. (70)
(b). Stationary increments
The increment process of Bαβ,λ is stationary which follows from the stationarity of Yαβ,λ by noting that
∆τBαβ,λ(t) = Bαβ,λ(t+ τ) −Bαβ,λ(t) = Yαβ,λ(t+ τ)− Yαβ,λ(t). (71)
Its covariance is〈
∆τBαβ,λ(t1)∆τBαβ,λ(t2)
〉
=
1
2π
∫ ∞
−∞
2eik|t2−t1| − eik|t2−t1+τ | − eik|t2−t1−τ |(|k|2β + λ2β)α dk. (72)
(c). Locally self-similar property
One can verify that Bαβ,λ(t) is locally asymptotically self-similar of order αβ − 1/2 by showing
lim
ǫ→0
[
Bαβ,λ(t◦ + ǫu)−Bαβ,λ(t◦)
ǫαβ−1
]
=ˆ Tt◦(u), (73)
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where the tangent process Tt◦(u) at point t◦ is a FBM indexed by Hurst index H = αβ−1/2. Since the
increment process
∆ǫuBαβ,λ(t◦) = Bαβ,λ(t◦ + ǫu)−Bαβ,λ(t◦) = Yαβ,λ(t◦ + ǫu)− Yαβ,λ(t◦) = ∆ǫuYαβ,λ(t◦) (74)
so that instead of (73), one can use
lim
ǫ→0
[
Yαβ,λ(t◦ + ǫu)− Yαβ,λ(t◦)
ǫαβ−1
]
=ˆ Tt◦(u), (75)
for the verification of locally asymptotically self-similarity.
Before we can verify (73) or (75) we need to consider the leading term of the variance of the increment
process
σ˘2αβ,∆(t) = σ
2
αβ,∆(t) =
〈(
Yαβ,λ(t+ s)− Yαβ,λ(s)
)2〉
= 2
(
Cαβ(0)− Cαβ(t)
)
(76)
For 1/2 < αβ < 3/2,
σ2αβ,∆(t) =
4
π
∫ ∞
0
sin2
(
k|t|/2)(
k2β + λ2β
)α dk = 4|t|2αβ−1π
∫ ∞
0
sin2(k/2)(
k2β + λ2β |t|2β)α dk
=
4|t|2αβ−1
π
∫ ∞
0
k−αβ sin2(k/2)dk + o
(|t|2αβ−1)
=
|t|2αβ−1
Γ(αβ) cos(αβπ)
+ o
(|t|2αβ−1), as t→ 0. (77a)
Or with 2αβ − 1 = 2H ,
σ2αβ,∆(t) ∼ −
|t|2H
Γ(αβ) cos(αβπ)
+ o
(|t|2H), as t→ 0, (77b)
which shows that the short-time asymptotic behaviour of σ2αβ,∆(t) varies as t
2αβ−1 or t2H . Note that (77)
can be re-expressed in the same form as (12) by using σ˘αβ,∆(t) = 2C
(
Cαβ(0) − Cαβ(t)
)
, hence Bαβ,λ(t) is
locally self-similar.
Now, consider the covariance of the tangent process at the point t◦:
lim
ǫ→0
[〈Å
Bαβ,λ(t◦ + ǫu)−Bαβ,λ(t◦)
ǫαβ−1
ãÅ
Bαβ,λ(t◦ + ǫv)−Bαβ,λ(t◦)
ǫαβ−1
ã〉]
= lim
ǫ→0
[
σ2αβ,∆(ǫu) + σ
2
αβ,∆(ǫv)− σ2αβ,∆(ǫ(u− v))
2ǫαβ−1
]
=
1
Γ(αβ) cos(αβπ)
(|u|2αβ−1 + |v|2αβ−1 − |u− v|2αβ−1), (78)
which is just the covariance
〈
BH(u)BH(v)
〉
of the fractional Brownian motion if we identify H with 2αβ−1.
Note that the spectral density of Yαβ,λ(t) given by (61) has the same functional form as the Linnik
probability density function. The analytic properties of the latter depend on the arithmetic nature of both
parameters α and β; and the conditions imposed on α and β are rather complicated and are not of practical
interest [34–37]. Therefore, different methods have been adopted here for studying the asymptotic behaviour
of the covariance function Cαβ(t) that are sufficient for most practical purposes. In the above discussion, the
values of α and β have been confined to 1/2 < αβ < 3/2, which correspond to 0 < H < 1 with αβ = H+1/2.
Note that in the small time asymptotic behaviour (77), σ2αβ,∆(t) depends on α and β through the product
αβ. Let α = α′/β such that αβ = α′. Then σ˘2αβ,∆(t) depends on α
′ and independent of β as t→ 0. On the
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other hand, the long-time asymptotic behaviour of the covariance varies as t−(1+2β) which is independent
of α. Thus, in contrast to FBM and TFBM, the short-time property such as fractal dimension, and the
long-time behaviour like long-range dependence of TFBM with two indices Bαβ,λ(t) can be separately
characterized by using two different parameters.
(d). Long range dependence
First, one note that Yαβ,λ(t) is a short memory process. Its covariance can be expressed as
Cαβ,λ(τ) =
1
π
∫ ∞
0
cos(k|τ |)(|k|2β + λ2β)α dk = 1π Im
∫ ∞
0
e−ut(
e−iβπu2β + λ2β
)α (79)
Using the series expansion
1
(1 + z)α
=
∞∑
j=0
(−1)jΓ(α+ j)
j!Γ(α)
zj,
and substitution u by u/τ , one gets for 0 < β < 1 the following τ →∞ asymptotic expression
Cαβ,λ(τ) =
1
π
Im
[
1
τ
∫ ∞
0
e−udu(
e−iβπ(u/τ)2β + λ2β
)α
]
=
1
π
Im
[
1
τ
∫ ∞
0
e−u
∞∑
j=0
(−1)jΓ(α+ j)
j!Γ(α)
e−iβjπλ−2β(α+j)(u/τ)2βjdu
]
=
1
πΓ(α)
∞∑
j=1
(−1)j+1λ−2β(α+j)Γ(α+ j)Γ(1 + 2βj) sin(βjπ)
j!
τ−(2βj+1). (80)
Thus, the leading term in the limit is απλ
−2β(1+α)Γ(1 + 2β) sin(βπ)τ−(1+2β), which gives polynomial decay
τ−(1+2β) for the covariance Cαβ(τ) as τ →∞. This implies Yαβ,λ(t) is a short memory process.
On the other hand, Bαβ,λ(t) is long memory process. One can use the same argument as for Bα,λ(t) to
show that Bαβ,λ(t) is LRD. Note that the τ →∞ limit of the correlation function of Bαβ,λ(t) satisfies
R˘αβ,λ(t, t+ τ) ∼ 1
2
√
σ˘2αβ,λ(t)
σ2αβ,λ(t)
> 0, (81)
where σαβ,λ(t) is just a constant given by (62). This implies Bαβ,λ(t) is a LRD process.
(e). Fractal dimension
Fractal dimension is a local property and since the process Bαβ,λ(t) satisfies locally asymptotically self-
similar property, it behaves locally like fractional Brownian motion. One expects the fractal dimension of
the graph of Bαβ,λ(t) is the same as that of FBM.
Bαβ,λ(t) satisfies
Ûσαβ,∆(t) = 〈(Bαβ,λ(t+ s)−Bαβ,λ(s))2〉
=
〈(
Yαβ,λ(t+ s)− Yαβ,λ(s)
)2〉
= σ2αβ,∆(t) ≤ A|τ |2αβ . (82)
Thus, almost surely the sample path of Bαβ,λ(t) is Ho¨lderian of order (αβ−1/2)− ǫ, for all ǫ > 0. Hence the
fractal dimension of the graph ofBαβ,λ(t) is a.e. equal to 5/2−αβ (or 2−H) for 1/2 < αβ < 3/2 (0 < H < 1)
Note that in the small time asymptotic behaviour given by (77) and (82) depends on t2αβ−1. Let
α = α′/β such that αβ = α′. One then has that local properties such as locally asymptotically self-similarity
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and fractal dimension depend on α′ and independent of β. On the other hand, the long-time asymptotic
behaviour of the covariance varies as t−(1+2β), which is independent of α. In contrast to FBM and TFBM,
it is possible to separately characterize the short-time property such as fractal dimension, and the long-
time behaviour like long-range dependence of Bαβ,λ(t) by using two different parameters. The ability for
a stochastic process to have separate characterization of fractal dimension and long-range dependency is a
desirable property in the modeling of physical and geological phenomena.
Though it is not possible to express the covariance of Bαβ,λ(t) n closed analytic form, one can show that
it has the similar properties as TFBM Bα,λ(t). Therefore, Bαβ,λ(t) can be regarded as a generalization of
TFBM from single index to two indices with a richer structure.
6. Tempered Multifractional Brownian Motion
TFBM with its stationary increments locally self-similarity provides a simple model for describing phenom-
ena such as wind speed in Davenport’s model. The main attractiveness of the model is its simplicity with
each of the properties described by a single index α (or H = α− 1/2). However, situation in the real world
is more complicated, scaling property may vary with time (or position) and the system may have variable
time-dependent memory. Therefore for a more realistic model it is necessary to introduce time-dependent or
position-dependent scaling exponent. This can be achieved by extending TFBM to tempered multifractional
Brownian motion (TMBM) with a variable index α(t), in analogy with the generalization of FBM to MBM
[11,12]. One can regard TMBM as the reduced multifractional Ornstein-Uhlenbeck process (RMOU) just
like TFBM. Following the moving average definition of MBM [11,12], FOU of Weyl type given by (7) can
be generalised to multifractional Ornstein-Uhlenbeck process (MOU) by replacing the constant index α by
a deterministic function α(t) [33]:
Xα(t),λ(t) =
1
Γ
(
α(t)
) ∫ t
−∞
e−λ(t−u)(t− u)α(t)−1η(u)du, (83)
where variable index α(t) satisfies α(t) > 1/2, is assumed to be Ho¨lder continuous with
∣∣α(t) − α(s)∣∣ ≤
k|t− s|β , k > 0, β > 0. For s < t, the covariance of Xα(t),λ(t) is given by〈
Xα(t),λ(t)Xα(s),λ(s)
〉
=
e−λ(t+s)
Γ
(
α(t)
)
Γ
(
α(s)
) ∫ min(t,s)
−∞
(t− u)α(t)−1(s− u)α(s)−1e2λudu
=
e−λ(t−s)
Γ
(
α(t)
)
Γ
(
α(s)
) ∫ s
−∞
(u)α(s)−1(u + t− s)α(t)−1e−2λudu
=
e−λ(t−s)(t− s)2α+(t,s)−1
Γ
(
α(t)
) Ψ(α(s), 2α+(s, t), 2λ(t− s)), (84)
where Ψ(α, γ; z) is the confluent hypergeometric function, which is also known as Kummer function and
is denoted by U(α, γ, z), and α+(s, t) =
(
α(t) + α(s)
)
/2 (3.383 of [37] has been used). Another possible
(equivalent) way of defining MFOU is based on the spectral representation (11) of FOU:
Xα(t),λ(t) =
1√
2π
∫ ∞
−∞
e−iktη˜(k)dk(−ik + λ)α(t) . (85)
The covariance is〈
Xα(t),λ(t)Xα(s),λ(s)
〉
=
1
2π
∫ ∞
−∞
e−ik(t−s)dk(−ik + λ)α(t)(ik + λ)α(s)
=
(t− s)α+(s,t)−1
Γ
(
α(t)
)
(2λ)α+(s,t)
Wα−(s,t),1/2−α+(s,t)
(
2λ(t− s)), (86)
16
where W (·) is the Whittaker function, and α−(t, s) =
(
α(t)− α(s))/2 (see 3.384 of [37] ).
There are two definitions of the MOU Xα(t),λ(t) given by (83) and (85). For the proof of the equivalence
of these two representations of a centred Gaussian process suffice to show that the covariance functions given
by (84) and (86) are the same (see Appendix B for the verification). Note that just like in the fractional
case, the variance and covariance functions of TMBM are divergent as λ→ 0 [33].
Instead of defining TMBM based on the reduced process of Xα(t),λ(t), another version of MOU will be
used for this purpose. The reason for introducing a different MOU is that it leads to a TMBM with a
covariance function which has the same functional form as the covariance of TFBM with the constant index
replaced by variable index. By letting β = 1 and replacing α by α(t) in (60) leads to
Yα(t),λ(t) =
1√
2π
∫ ∞
−∞
eiktη˜(k)dk(|k|2 + λ2)α(t)/2 . (87)
Here we have use Yα(t),λ(t) instead of Xα(t),λ(t) to distinguish from the previous version of MOU. Ruiz-
Medina et al. [38] claimed that it is the mean square solution to the one-dimensional fractional Bessel
equation with variable order (
D2t + λ
2
)α(t)/2
Yα(t),λ(t) = η(t), (88)
whereD
α(t)
t =
(−d2/dt2)α(t)/2 is the one-dimensional Riesz derivative of variable order α(t), with α(t) > 1/2.
The covariance of Yα(t),λ(t) is given by
〈
Yα(t),λ(t)Yα(s),λ(s)
〉
=
1√
πΓ
(
α+(s, t)
) Å |t− s|
2λ
ãα+(s,t)−1/2
Kα+(s,t)−1/2
(
λ|t− s|), (89)
and the variance is 〈(
Yα(t),λ(t)
)2〉
=
Γ
(
2α(t)− 1)(
Γ
(
α(t)
))2(
2λ
)2α(t)−1 . (90)
Note that (88) can also be regarded as a special case of the fractional Riesz-Bessel process of variable order
[39]. The process defined by (87) with covariance (89) appears to be the appropriate MOU since its reduced
process leads to TMBM as generalization of TFBM in line with the extension of FBM to MBM. Consider
the RMOU
Bα(t),λ(t) = Yα(t),λ(t)− Yα(t),λ(0), (91)
with covariance given by
C˘α(t),λ(t− s) =
〈
Bα(t),λ(t)Bα(s),λ(s)
〉
=
1√
πα+(s, t)
[Å |t− s|
2λ
ãα+(s,t)−1/2
Kα+(s,t)−1/2
(
λ|t− s|)
−
Å |t|
2λ
ãα+(s,t)−1/2
Kα+(s,t)−1/2
(
λ|t|)
−
Å |s|
2λ
ãα+(s,t)−1/2
Kα+(s,t)−1/2
(
λ|s|)]
+
Γ(2α+(s, t)− 1)(
Γ(α+(s, t))
)2
(2λ)2α+(s,t)−1
. (92)
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By letting α+(s, t)− 1/2 = H+(t, s) =
(
H(s) +H(t)
)
/2, the covariance of TMFM can be expressed in the
following form
C˘α+(s,t),λ(t− s) =
1
2
[
ct
(
H+(s, t)
)|t|2H+(s,t) + cs(H+(s, t))|s|2H+(s,t)
− ct−s
(
H+(s, t)
)|t− s|2H+(s,t)], (93a)
with
ct
(
H+(s, t)
)
=
2Γ
(
2H+(s, t)
)
Γ
(
2H+(s, t) + 1/2
)
(2λ)2H+(s,t)
− 2√
πΓ
(
H+(s, t) + 1/2
) Å 1
2λ|t|
ãH+(s,t)
KH+(s,t)
(
λ|t|). (93b)
The variance is given by
σ˘α(t),λ(t) =
〈(
Bα(t),λ
)2〉
=
2√
πΓ
(
α(t)
)
 Γ(2α(t)− 1)(
Γ
(
α(t)
))2
(2λ)2α(t)−1
−
Å |t|
2λ
ãα(t)−1/2
Kα(t)−1/2
(
λ|t|)
 . (94)
The basic properties of TMBM are given below.
(a). Scaling property
Note that by naively replacing the index α by α(t) the scaling property (15) becomes
Yα(t),λ(bt) =ˆ b
α(t)−1/2Yα(t),bλ(t). (95)
The global scaling property (95) fails to hold for TMBM, since one has
Yα(t),λ(s) =ˆ
(s
t
)α(t)−1/2
Yα(t),λs/t(t). (96)
which implies the value of TMBM at time s far apart from t depends on the function α(t). However,
Yα(t),λ(t) is locally asymptotically self-similar.
(b). Locally asymptotically self-similarity
TMBM is locally asymptotically self-similar of order α(t) − 1/2 at a point t. In other words, the tangent
process of Bα(t),λ(t) at a point t is the FBM indexed by α(t) − 1/2 (or H(t)). For simplicity, assume α(t)
is Ho¨lder continuous with
∣∣α(t) − α(s)∣∣ ≤ K|t− s|κ, and 1/2 < α(t) < κ+ 1/2 for all t. Note that
Bα(t),λ(t)−Bα(s),λ(s) =
(
Yα(t),λ(t)− Yα(s),λ(s)
)− (Yα(t),λ(0)− Yα(s),λ(0)). (97)
Following a similar argument as for multifractional Riesz-Bessel process [39], one has for |t− s| → 0,(
Yα(t),λ(0)− Yα(s),λ(0)
)
= O
(|t− s|2κ), (98)
and
〈(
Yα(t),λ(t)− Yα(s),λ(s)
)2〉
=
Γ
(
1
2 − α(t)
)
22α(t)−1
√
πΓ
(
α(t)
) |s− t|2α(t)−1 +O(|s− t|2α(t)−1/2). (99)
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Let
Cα(t)(ǫ;u, v) =
〈Å
Yα(t),λ(t+ ǫu)− Yα(t),λ(t)
ǫα(t)−1/2
ãÅ
Yα(t),λ(t+ ǫv)− Yα(t),λ(t)
ǫα(t)−1/2
ã〉
=
1
2ǫ2α(t)−1
ï〈(
Yα(t),λ(t+ ǫu)− Yα(t),λ(t)
)2〉
+
〈(
Yα(t),λ(t+ ǫv)− Yα(t),λ(t)
)2〉
−
〈(
Yα(t),λ(t+ ǫv)− Yα(t),λ(t+ ǫv)
)2〉ò
. (100)
For ǫ→ 0, one has from (99)〈(
Bα(t),λ(t+ ǫu)−Bα(t),λ(t))
)2〉
=
Γ
(
1/2− α(t))
22α(t)−1
√
πΓ
(
α(t)
)(ǫ|u|)2α(t)−1+O(ǫγ+α(t)−1/2). (101)
Therefore,
lim
ǫ→0
Cα(t)(ǫ;u, v) = lim
ǫ→0
1
2ǫ2α(t)−1
[
Γ
(
1/2− α(t))
22α(t)−1
√
πΓ
(
α(t)
)((ǫ|u|)2α(t)−1 + (ǫ|v|)2α(t)−1)
− Γ
(
1/2− α(t + ǫv))
22α(t)−1
√
πΓ
(
α(t+ ǫv)
)(ǫ|u− v|)2α(t+ǫv)−1 +O(ǫγ+min(α(t),α(t+ǫv))−1/2)]
=
Γ
(
1/2− α(t))
22α(t)−1
√
πΓ
(
α(t)
)(|u|2α(t)−1 + |v|2α(t)−1 − |u− v|2α(t)−1), (102)
where Ho¨lder continuity of α(t) implies
Γ
(
1/2− α(t+ ǫv))
22α(t)−1
√
πΓ
(
α(t+ ǫv)
)(ǫ|u− v|)2α(t+ǫv)−1 → Γ(1/2− α(t))
22α(t)−1
√
πΓ
(
α(t)
)(ǫ|u− v|)2α(t)−1. (103)
(102) is the covariance of MBM indexed by α(t) − 1/2. Therefore, TMBM is locally asymptotically self-
similar, and the tangent process at a point t is the MBM with index H(t) = α(t) − 1/2.
(c). Fractal dimension
With probability one, the Hausdorff dimension of the graph of the TMBM Bα(t) indexed by α(t) over the
interval I ∈ R is 52 −mI
[
α(t)
]
, where mI
[
α(t)
]
= min
{
α(t); t ∈ I}. First, note that the leading properties
of the variances of increments of multifractional Brownian motion and TMBM are the same. Since only this
leading behaviour is used to arrive at the local properties of the TMBM, one can easily infer that the local
properties of the MBM holds verbatim for the TMBM if we identify H(t) with α(t)− 1/2, in particular the
fractal dimension of the graph of Bα(t),λ(t) over an interval I is 5/2−min[α(t) : t ∈ I] [25].
(d). Long range dependence
One first shows that the non-stationary MOU Yα(t)(t) is a short memory process. From the covariance (89)
and variance (90) of Yα(t)(t), its correlation can be expressed as in the following form
R(t+ τ, t) = g
(
α(t + τ), α(t)
)Å |τ |
2λ
ãα+(t,t+τ)−1/2
Kα+(t,t+τ)−1/2
(
λ|τ |), (104)
where g
(
α(t + τ), α(t)
)
is a funciton of α(t + τ) and α(t), which is bounded above since α(·) is bounded
above. The exponential decay of Kα+(t,t+τ)−1/2
(
λ|τ |) thus ensures that MOU is SRD.
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However, TMBM Yα(t)(t) is long-range dependent. Again, one can use a similar argument for TFBM.
Note that whether the index of TFBM is a constant or time-dependent, there exists t◦ > 0 such that for all
t > t◦, the variance of the process is positive; and moreover, it is bounded σ
2(0) > σ˘2(t) > 0. By noting
σ˘2(t+ τ)→ 2Γ(2α(t)−1)
Γ(α(t))2(2λ)2α(t)−1
= 2σ2(t) which is bounded above, one gets as τ →∞
R(t, t+ τ) ∼
σ˘2α(t),λ(t)
2
»
σ˘2α(t)(t)σ˘
2
α(t+τ)(t+ τ)
=
1
2
Ã
σ˘2α(t),λ(t)
σ2α(t),λ(t)
> 0. (105)
Thus, TMBM is LRD.
7. Concluding Remarks
TFBM and its properties are considered from the standpoint of RFOU. The nice feature of this approach is
that it facilitates and simplifies the study of the properties of TFBM. In contrast to FOU which is stationary
and SRD, TFBM is a non-stationary LRD process. Despite of this, some of the properties of TFBM can
be shown to be inherited from or direct consequences of the properties of FOU, which include the scaling
behavior, spectral representation, and stationary increments of the process. In addition to the properties
of TFBM studied previously by other authors [1,2], some different properties such as locally self-similarity
and fractal dimension have also been considered.
Several generalizations of TFBM with some nice properties have been considered in this paper. For
examples, TFBM with two indices allows separate characterization of fractal dimension and LRD property;
and TMBM permits variable fractal dimension and memory. Note that TFBM and its various generalizations
have the same local behavior as their corresponding FOU and MOU processes. In particular, TFBM and
TMBM behave like FBM and MBM respectively in the small-time scales. However, their global properties are
not the same, in particular, the tempered processes are long-range dependent, whereas the FOU with single
index and two indices, and MOU are short memory processes. It is hoped that the various generalizations
of TFBM considered in this paper can provide more flexibility and better modeling of physical, biological
sciences, finance and other areas.
Appendix A. Tempered Fractional Gaussian Noise
Just like the case of fractional Gaussian noise (FGN) which can be regarded as the derivative of FBM in the
sense of generalized functions, tempered fractional Gaussian noise (TFGN) can be defined in a similar way:
ξα,λ =
dBα,λ(t)
dt
. (A1)
By using (6) one has
ξα,λ(t) = Dt
[(
e−λtIαt e
λt
)
η(t)
]
= −λe−λtIαt eλtη(t) + e−λtDtIαt eλtη(t)
= −λXα,λ(t) + Zα,λ, (A2)
where
Zα,λ(t) = e
−λtDtI
α
t e
λtη(t) = e−λtIα−1t e
λtη(t). (A3)
Note that ξα,λ(t) is a combination of FOU and the fractional noise Zα,λ(t).
Cξ(t, s) = C
α−1,α−1(t, s)− λCα−1,α(t, s)− λCα,α−1(t, s) + λ2Cα,α(t, s), (A4)
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with
Cµ,ν(t, s) =
1
Γ(µ)Γ(ν)
∫ t
−∞
∫ s
−∞
e−λ(t−u)e−λ(s−v)(t− u)µ−1(s− v)ν−1〈η(u)η(v)〉dudv
=
e−λ(t+s)
Γ(µ)Γ(ν)
∫ min(t,s)
−∞
e2λu(t− u)µ−1(s− u)ν−1du (A5)
Let s < t then
Cµ,ν(t, s) =
e−λ(t+s)
Γ(µ)Γ(ν)
∫ s
−∞
e2λu(t− u)µ−1(s− u)ν−1du
=
e−λ(t−s)
Γ(µ)Γ(ν)
∫ ∞
0
e−2λu(t− s+ u)µ−1uν−1du
=
e−λ(t−s)(t− s)µ+ν−1
Γ(µ)Γ(ν)
∫ ∞
0
e−2λ(t−s)u(1 + u)µ−1uν−1du
=
1
Γ(µ)
(
2λ(t− s)(µ+ν)/2)W(µ−ν)/2,((µ+ν−1)/2(2λ(t− s)), (A6)
where Wµ,ν(z) is the Whittaker function [37, #3.385.3].
Note that the covariance (A6) can also be expressed in terms of Kummer function U(a, b, z) or confluent
hypergeometric function Ψ(a, b; z):
Cµ,ν(t, s) =
e−λ(t−s)(t− s)µ+ν−1
Γ(µ)
U
(
ν, µ+ ν, 2λ(t− s)). (A7)
When µ = ν, one gets for Rez > 0
U(ν + 1/2, 2ν + 1, z) =
1√
π
ez
(2z)ν
Kν(z). (A8)
Thus
Cα,α(t, s) =
e−λ|t−s||t− s|2α−1
Γ(α)
U
(
α, 2α; 2λ|t− s|)
=
1√
πΓ(α)
Å |t− s|
2λ
ãa−1/2
Kα−1/2
(
λ|t− s|), (A9)
which is the covariance of FOU.
From the covariance (A4) and (A6) or (A7), one notes that the TFGN is a stationary process. The large
time-lag t− s = τ ≫ 0 expansion
Cµ,ν(τ) =
eλτ τµ−1
Γ(µ)Γ(ν)
∫ ∞
0
e−2λu
(
1 +
u
τ
)µ−1
uν−1du
=
eλτ τµ−1
Γ(µ)Γ(ν)
∞∑
n=0
Ç
µ− 1
n
å ∫ ∞
0
e−2λu
(u
τ
)n
uν−1du
=
eλτ τµ−1
Γ(µ)Γ(ν)
∞∑
n=0
Ç
µ− 1
n
å
Γ(ν + n)
(2λ)ν+nτn
. (A10)
which shows that TFGN is SRD.
For small time lag,
Cµ,ν(τ) =
e−λτ
Γ(µ)Γ(ν)
∞∑
n=0
Ç
µ− 1
n
å ∫ ∞
0
e2λuτnuµ−1−nuν−1du
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=
e−λτ
Γ(µ)Γ(ν)
∞∑
n=0
Ç
µ− 1
n
å
τn
Γ(µ+ ν − n− 1)
(2λ)µ+ν−n−1
(A11)
one has Cµ,ν(τ) ∼ Γ(µ+ν−1)Γ(µ)Γ(ν) 1(2λ)µ+ν−1 as τ → 0.
Appendix B. The Equivalent of the Two Representations of MOU
To verify the equivalence of the two representations of MOU Xαβ,λ(t) given by (84) and (86), one
considers the relation between the confluent hypergeometric function and Whittaker function.
Consider the following function # 13.4.4, [40], page 326)
U(a, b, z) =
1
Γ(a)
∫ ∞
0
e−ztta−1(1 + t)b−a−1dt, ℜa > 0, |phz| < 1
2
π. (B1)
Whittaker function in term of U(a, b, z) is [40] [39]
Wκ,µ(z) = e
− 12 zz
1
2+µU
(
1
2 + µ− κ, 1 + 2µ, z
)
2µ 6= −1,−2,−3, · · · (B2)
By using the following identifications
α(s) = 12 + µ− κ (B3)
α+(s, t) =
1
2 + µ (B4)
such that
κ = α−(s, t), (B5)
and
Ψ
(
α(s), 2α+(s, t), 2λ(t− s)
)
= eλ(t−s)
(
2λ(t− s))−α+(s,t)Wα−(s,t),α+(s,t)− 12 (2λ(t− s)). (B6)
Hence
e−λ(t−s)(t− s)2α+(t,s)−1
Γ
(
α(t)
) Ψ(α(s), 2α+(s, t), 2λ(t− s))
=
e−λ(t−s)(t− s)2α+(t,s)−1
Γ
(
α(t)
) eλ(t−s)(2λ(t− s))−α+(s,t)Wα−(s,t),α+− 12 (2λ(t− s))
=
(t− s)α+(t,s)−1
Γ
(
α(t)
)
(2λ)α+(s,t)
Wα−(s,t),α+− 12
(
2λ(t− s)) (B7)
One has [40]
Wκ,µ(z) =Wκ,−µ(z), 2µ /∈ Z. (B8)
The condition 2µ /∈ Z requires α(s) + α(t) /∈ Z. By using (B8) in (B7), one thus verify the equality of the
covariance functions for the centred Gaussian processes given by (84) and (86), hence the equivalence of the
two representations.
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