Source trajectories and reconstruction algorithms for clinical volumetric computerized tomography (VCT) will require optimization for efficiency and image quality. VCT data is highly overdetermined, satisfying an ultrahyperbolic partial differential equation. Characteristic boundary value problems for the hyperbolic wave equation and ultrahyperbolic equation are compared, focusing in this paper on a mathematically instructive opengantry VCT geometry. This example provides physical insight into consistency conditions upon VCT data, clearly showing which information about the object can and cannot be recovered from a set of measured projections. Furthermore, this example demonstrates that efficient numerical solvers for the ultrahyperbolic equation can provide tremendous flexibility in the choice of reconstruction algorithm.
Introduction
The advent of digital flat panel x-ray detectors will make truly three-dimensional transmission volumetric computed tomography (VCT) clinically possible. By collecting n-slice data, the tube is used roughly n times more efficiently and the scan time is reduced by a factor of n. Mathematically accurate and computationally efficient image reconstruction is required to realize these benefits. Accuracy requires processing a complete set of line integrals; efficiency requires processing a minimal dataset.
Intuitive understanding of consistency conditions may help optimize source trajectories and reconstruction algorithms. In a 1938 math paper (clearly pre-dating computerized tomography) F John derived the ultrahyperbolic partial differential equation as the consistency condition for an operator taking a function to its line integrals (John 1938) . Of course, today's CT systems do precisely that, measuring line integrals of the patient's linear attenuation coefficient (LAC)! An instructive open-gantry geometry shown in figure 1 is used to explore solutions to the ultrahyperbolic equation. The ultrahyperbolic equation has been solved numerically subject to boundary conditions measured with a third generation helical source trajectory (Patch) . Helical coordinates complicate matters, and the presentation there is aphysical, focusing on the intricacies of the numerical solution scheme. The goal of this paper is to provide physical intuition on the strong consistency conditions on VCT data. Consistency conditions on VCT data may never be as intuitively understood as the sounds we hear when acoustic waves propagate past our ears. However, the underlying physics is nearly the same. The author draws parallels and highlights differences between the hyperbolic wave equation and ultrahyperbolic equation.
This source trajectory fails the Kirillov-Tuy completeness condition which requires that every 2D hyperplane intersecting the object also intersects the source trajectory (Kirillov, Tuy 1983 ). We cannot, therefore, hope to recover exact reconstructions from such data. It would be difficult to notice the effects of numerical errors in reconstructions from such an incomplete dataset. A first-order numerical solver has been developed for third-generation helical system collecting complete data. John's equation is solved, converting high-pitch helical VCT projections into stacks of axial 2D sinograms. Images reconstructed from the 2D sinograms using standard filtered backprojection have reasonable image quality, but do demonstrate the need for a higher-order numerical solver (Patch) .
Parallel-beam projections for a distorted object are computed from the same measured data in (Edholm and Danielsson 1996) . Parallel-beam ectomography data suffer essentially the same missing data errors as the cone-beam data we consider and permits approximate reconstruction via the projection-slice theorem . Existence, uniqueness and an explicit formula for the solution to the ultrahyperbolic problem for very special domains can be found in (Owens 1942 (Owens , 1953 . Solutions to the system of ultrahyperbolic equations (2.4) are subject to integral consistency conditions as well (Asgiersson 1938) .
CT reconstruction algorithms have, thus far, been developed essentially independently of the consistency conditions upon CT data. Radon first developed an inversion formula recovering a function from its integrals along hyperplanes (Radon 1986 ). Cormack's Nobelwinning CT work used a very different inversion, a Fourier-Bessel expansion (Cormack 1963) . Fourier methods, exploiting the projection-slice theorem are fast, but suffer more severe artefacts than more computationally demanding algorithms that require backprojection VCT data, where u( ξ, η) represents the integral of the LAC along the line through points ξ and η.
Hyperbolic (wave)
Ultrahyperbolic Radon 1986 , Rowland 1979 . For years, conventional wisdom held that filteredbackprojection improves image quality but not until recently have we understood that the backprojection step suppresses measurement errors that do not satisfy the consistency conditions upon 2D CT data (Patch 2000) . Whether consistency conditions upon transmission VCT data will have such an image quality impact is certainly worth investigation! Transmission scans typically acquire a minimal dataset, with source trajectories designed to minimize sampling of redundant data. S/N was improved by enforcing the ultrahyperbolic equation in (Defrise and Liu 1999) for emission tomography, which collects noisy datasets, with far more redundancy than transmission scans. In higher dimensions divergent line integrals must first be converted into plane integrals before the Radon inversion formula can be applied. This problem was cracked in (Grangeat 1991) , where (derivatives of ) plane integrals are computed from divergent line integrals. Each VCT projection is converted into integrals along planes through the source point, i.e., samples Radon space along the set
where x is the focal spot position. The only difficulty with this method as originally introduced is poor data flow because the Radon inversion formula is not implemented until after the last piece of data has been acquired. Data flow was improved in (Kudo and Saito 1994, Defrise and Clack 1994) to a filtered-backprojection type data flow. Although these algorithms are mathematically exact, for small cone angles a perturbation of the 2D filtered backprojection provides good image quality and computational efficienciency (Feldkamp et al 1984) . CT data is generated by transmitting x-ray radiation through the patient. The first-order transport model describes the attenuation of radiation as it travels through the patient
where g is the intensity of radiation at position x travelling with velocity κ and f is the LAC. For a fixed velocity, κ, this is a first-order inhomogeneous hyperbolic equation with non-zero forcing term f . It is hardly surprising, therefore, that the consistency conditions upon CT data are tied to hyperbolic equations. What is surprising is the difference in consistency conditions between 2D and 3D. Unlike 2D CT, in 3D the dimensions of the object and the space of lines through it are not equal. VCT data are overdetermined, and therefore subject to much stronger consistency conditions than those upon 2D CT data. Consistency conditions in 2D are integral (Sigurdur 1980) whereas VCT data must satisfy ultrahyperbolic differential equations. The ultrahyperbolic and standard hyperbolic equations are written side by side in table 1. They are both linear, constant coefficient, homogeneous second-order partial differential equations. Data for the open gantry geometry studied in this paper satisfy exactly the ultrahyperbolic equation as written in the lower right corner of table 1. Different scanner geometries require a change of variables, which can significantly complicate the ultrahyperbolic equation. For example, third-generation coordinates destroy homogeneity by introducing a messy forcing term on the equation's right-hand side. Both homogeneous equations are solved analytically by factoring the differential operators, reducing secondorder PDEs into first-order wave equations. Although the factorizations differ, both solutions are extremely stable. Locality is the most striking difference between the solutions. In odd dimensions, waves propagate past points in space leaving no residual. Solutions to the ultrahyperbolic equation, however, are inherently nonlocal, as is foreshadowed by the Laplacians in the upper right portion of table 1.
Preliminary material is presented in the next section and may be skipped by readers familiar with CT. The overdetermination of VCT data is demonstrated by 'counting dimensions' in section 2.2. Characteristic boundary value problems for the standard (hyperbolic) wave equation and (ultrahyperbolic) John's equation are compared in section 3. Because it is used to solve both second-order equations, the first-order wave equation is solved in section 3.1. Readers familiar with partial differential equations may prefer to skip sections 3 and 3.1. Data are measured on the classic 'light cone' for the wave equation and for the ultrahyperbolic equation projections are measured for x-ray source positions on the circular trajectory shown in figure 1. As shown in figure 2, the wave equation is solved inside the light cone (section 3.2) and projections are computed for source positions inside the source trajectory (Patch 2001 ) (section 3.3). Numerical results for both bounded and unbounded objects are presented in section 4. An elementary proof showing that John's consistency conditions must be satisfied by clinical VCT data is presented in the appendix.
Preliminaries
Section 2.1 contains a mathematical description of the projections measured by CT systems, referred to as the 'x-ray transform'. Section 2.2 compares the x-ray transform's 'dimension counts', in two and three dimensions, which indicates that VCT data is subject to much stronger consistency conditions than standard 2D CT data.
X-ray transform
CT measurements approximate line integrals of the imaging object. There are many ways of parametrizing the space of lines in R n . For our purposes, we first define the x-ray transform in terms of η, ξ ∈ R n , where η = ξ . The x-ray transform of a function, f , is the line integral of f along the line through ξ and η, scaled as follows:
as depicted in figure 3 . VCT systems measure a normalized x-ray transform, X N f , where n = 3 and the direction vector is normalized to have length 1
Dimension counts
In 2D the imaging function f and its projections (x-ray transform) are both functions of two variables. In higher dimensions, n > 2, and f is a function of n variables but the x-ray transform of f is a function of (2n − 2) > n variables. CT scanners measure information about the function f ; they cannot create information. Therefore, the measured x-ray transform may only be a function of at most n independent variables. In 3D, measured projections are parametrized by (2 × 3 − 2) = 4 variables, and are therefore subject to one consistency condition reducing the number of independent parameters to three. This is discussed for n = 2 and n = 3 below. Almost all the lines in R n can be defined in terms of their intersection points with the horizontal planes at heights x n = 0 and x n = 1. Only horizontal lines are excluded in this parametrization, and their contribution to backprojection integrals is negligible. Therefore, the space of lines in R 2 is of dimension two and can be parametrized by points in three space (ξ 1 , 1) and (η 1 , 0), or equivalently by ξ 1 , and η 1 . Similarly, the space of lines in R 3 is of dimension four and can be parametrized by points in three space (ξ 1 , ξ 2 , 1) and (η 1 , η 2 , 0), or equivalently by ξ 1 , ξ 2 , η 1 , and η 2 . Figure 4 shows this parametrization of lines in 2D and 3D; table 2 compares dimension counts for third generation scanning geometries.
For the sake of simplicity in deriving John's equation, assume that the imaging object has a well-behaved linear attenuation coefficient, f , i.e. f is smooth and has compact support. The x-ray transform of f takes a function of three variables into a function of four variables
The function f is dependent upon only three variables, whereas Xf is written as a function of four variables. The mapping X is therefore overdetermined. This overdetermination is expressed in John's ultrahyperbolic equation, a second-order partial differential equation Figure 5 . u is given on S = {(x, t)|x 2 = t 2 , t 0} and therefore (u t + u x ) = w is also known on
u ( s , -s ) = f ( s ) w ( x , t ) = w ( ( x + t ) / 2 , ( x + t ) / 2 ) = f ( ( x + t ) / 2 ) x t u ( s , s ) = f ( s )
0}. This allows us to compute w(x, t) ∀(x + t) 0, shaded in with solid, but thin, lines.
Characteristic boundary value problems-1D wave and John's equation
In this section John's equation is solved subject to measurements collected by a third generation cone-beam VCT system. This means that the x-ray source moves along a one-dimensional curve relative to the patient. For the sake of simplicity assume that the object is 'bounded' relative to the detector. It is a mathematical exercise to check that any third generation conebeam system collects discretized measurements of characteristic data (John 1982) . Because it is used to solve both second-order ultrahyperbolic and standard hyperbolic equations with data given on characteristic surfaces the homogeneous first-order wave equation is reviewed in section 3.1. The characteristic boundary value problem for the second-order wave equation is reviewed in section 3.2. Readers familiar with the wave equation may wish to jump ahead to section 3.3, where the characteristic boundary value problem for the ultrahyperbolic equation is solved.
Solution to the 1st order hyperbolic wave equation
The first-order wave equation
Consider the case where c = −1 and boundary conditions are measured only for {x = t | t 0} as depicted by the solid, thick line on the right-hand side of figure 5
By equation (3.2) u is constant along characteristics shown in figure 5 as thin diagonal lines, so
Note that it is simply not possible to recover u(t, x) for (x + t) < 0 because characteristics through such points never intersect the measurement surface. Only if the measurement surface extended to infinity in the lower half plane as well could u be recovered in the entire plane.
Solution to the 2nd order hyperbolic wave equation
The classic characteristic boundary value problem for the standard 1D wave equation is briefly reviewed here, since third generation VCT systems measure data on characteristic surfaces.
See table 1 to compare the equations and characteristic surfaces that we study in this section. Ideally one would like to solve for u everywhere in the (x, t) plane subject to these boundary conditions.
Step 0. Take u ∈ C 2 and factor the wave operator algebraically
This allows us to break our second-order wave equation into two first-order wave equations. Note that w is measured along the solid bold line in figure 5 
w(s, s) = f (s)
for s 0. (3.8)
Step 1. Solve
As demonstrated in section 3.1,
However, we cannot solve for w(x, t) for (x + t) < 0 as depicted in figure 5 .
Step 2.
This is an inhomogeneous wave equation. u is not constant along characteristics, but changes in u along characteristics are driven by w. This first-order equation can be rewritten as an equality of derivatives, by rewriting the left-hand side as a directional derivative and substituting the solution to
Step 1 as written in equation (3.10).
(1, 1)
Integrating each side of (3.12) gives Figure 6 . Once w is computed for (x + t) 0 we integrate along characteristics parallel to (1, 1), denoted by dashed lines. Given boundary value measurements only on the solid and dashed bold lines, u is recovered only inside the light cone, shaded by orthogonal solid and dashed lines.
Step 1 requires x + t 0 and Step 2 requires x − t 0. Therefore, u may be computed only 'inside the light cone' where t 2 x 2 as shown in figure 3.2. This unfortunate feature See endnote 1 carries over to the solution of John's equation, which can only be solved for focal spot positions inside the circular source trajectory. The positive note shared by both equations is that we need only function values of u on the measurement surface, unlike more standard boundary value problems which require that u and also normal derivatives, ∂u ∂n be prescribed on the boundary.
Solution to John's ultrahyperbolic equation
By solving a boundary value problem for (2.4) knowledge of u = Xf is extended from a 3D surface in 4D to a 4D volume. A partial Fourier transform in two of the four variables, leaves a first-order hyperbolic equation in the other two variables. Take κ as dual variable to the detector variable η η ∼ κ where κ, η ∈ R 2 .
The Fourier transform of John's equation with respect to η results in a homogeneous transport equation with respect to ξ for each fixed Fourier component κ.
Step 0. Factor the differential operator by moving into the (partial-) Fourier domain
Assuming that the imaging function f has compact support and a few continuous derivatives, f ∈ C 2 0 , it is an exercise to check that Therefore, integrating equation (3.14) by parts generates zero-valued boundary terms and implies
This is just equation (3.1) in disguise and implies 'lines of constancy' in the (partial) Fourier components with respect to translation of the focal spot variable, ξ (Finch) . Equation (3.16) is used to compute unmeasured projections corresponding to focal spot positions inside the source trajectory using a three-step algorithm.
Step 1. Compute the partial Fourier transform of each measured projection. For the geometry considered here, u( ξ ; η) is measured andû( ξ ; κ) is computed ∀| ξ | 2 = 1.
Step 2. For each fixed Fourier direction κ, solve this family of transport equations. For any source position, ξ , and Fourier direction κ, (3.17) Recall that the source moves along the trajectory | ξ | 2 = 1. Then for any point ( ξ ; κ) such that | ξ | 2 < 1 we can computeû( ξ ; κ) from equation (3.17) . In fact, the characteristic intersecting ξ in direction κ ⊥ intersects the circle of radius R at two points, as shown in figure 7. In the absence of any a priori information about the quality of our estimates ofû at these two points, we simply average their values to estimate u( ξ ; η)
For each focal spot position ξ c in the unit discû( ξ c ; κ) can be computed ∀ κ ∈ R 2 and the projection can be recovered exactly. For ξ i outside of the unit disc, only partial Fourier information can be recovered, as depicted in figure 7.
Step 3. Recover the desired function u = u( ξ, η) by taking the inverse Fourier transform. This solution technique has been verified on simulated data, with selected results presented in the next section. 
Numerical results

Centre views
Numerical results
One thousand and twenty four views of a rib phantom used at GE Medical Systems were simulated for each test. For the first test, we designed the phantom to be 'bounded' so that for each view the shadow of the object falls completely on the detector array as shown in figure 8 . Views correspond to focal spot positions at equally spaced intervals on a circle of radius 0.2 metres lying in a plane parallel to and one meter above the fixed 512 × 512 detector array of square pixels with pixel pitch 1.35 mm shown in figure 1. Objects in the phantom are cylinders and ellipsoids of constant densities chosen to mimic water, bone and air. The simulation did not account for scatter or signal averaging across each pixel.
We computed CT views for source positions within the circular source trajectory using simulated noise-free data. Truncation in the spatial domain is multiplication by an indicator function. In the Fourier domain this results in convolution by a sinc. This convolution blurs in the Fourier domain, but does not seem to cause too much damage to the virtual views, which are also truncated and therefore have blurred Fourier components, as is seen in [2] . For our 512 × 512 detector of pitch 1.35 mm, the projections are measured only for
The simulated, scatter-free data evaluates line integrals between a point focal spot and point detector and is therefore continuous, but not continuously differentiable. In practice, scatter tends to blur the projections as does the detector, which averages the signal across each pixel. Both effects reduce high frequency content of the projection data. After smoothing high frequencies, which were not recovered accurately, the results obtained were so good that it was difficult to differentiate the 'true' and 'computed' projection profiles. The vertical and horizontal profiles and the differences between the 'true' and 'computed' profiles from 512 × 512 arrays are plotted in figure 9 . Comparison of a few projections evaluated on a 1024 × 1024 lattice of pixel pitch 0.675 m revealed significant aliasing in the 512 × 512 images.
Conclusion
The open gantry example examined above gives clear insight into the fundamental physics forcing VCT data to satisfy the ultrahyperbolic equation and is amenable to fast and accurate solution. Assuming that rebinning data in the Fourier domain is not an overwhelming burden Ideally, FFTs and rebinning can be done on the fly as data is collected. The rebinning interpolation requires at worst O(N 3 ) flops, but could cause significant memory access difficulties. Unfortunately, IFFTs and 2D reconstructions can be done only after the last view has been measured. These additional computed projections do not increase the information content of our dataset, because they are functions of measured data. However, they give us greater flexibility in the choice of reconstruction algorithm and can perhaps improve reconstruction time and image quality.
The initial efforts to extend the results are presented here to a third generation CT system lumbered under the weight of a O(N 4 ) solver for the ultrahyperbolic equation (2). Whether solving the characteristic boundary value problem for John's equation will prove useful clinically depends upon solution speed. Our challenge is to find clinically feasible complete source trajectories that permit fast and accurate solution of the ultrahyperbolic equation, or better yet, find better parametrizations of traditional source trajectories.
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Appendix. Derivation of John's equation
