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Abstract 
Allgower, E.L., C.-S. Chien, K. Georg and C.-F. Wang, Conjugate gradient methods for continuation problems, 
Journal of Computational and Applied Mathematics 38 (1991) 1-16. 
We study linear and nonlinear conjugate gradient methods for large sparse continuation problems. First we 
show how the linear conjugate gradient methods can be incorporated as linear solvers in the context of efficient 
higher-order predictor-Newton corrector continuation methods. The implementation is based on the GMRES of 
Saad and Schultz. Next we describe how to use a special nonlinear conjugate gradient method to perform the 
corrector phase. In both cases we deal with the perturbed problems for the bifurcations. Sample numerical 
results concerning certain nonlinear eigenvalue problems are given. 
Keywords: Numerical continuation methods, conjugate gradient methods, large sparse linear systems, nonlinear 
eigenvalue problems. 
1. Introduction 
In this paper we will be concerned with the approximation of branches of solutions of 
nonlinear eigenvalue problems. Such problems are likely to have arisen from a discretization of 
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an operator equation in a Banach space context (e.g., a PDE) which involves additional 
parameters. As a result of the discretization the corresponding finite-dimensional problem takes 
the form 
H(x, p) =O, (1.1) 
where H:RNX08k-+lRN satisfies certain smoothness conditions, x f W N represents the solu- 
tion of H, and p E Rk is a vector of physical parameters, k >, 1. 
For the application of continuation methods to (1.1) one always chooses some component pi 
of ~=((iu,,-.., f.~~)~ that corresponds to the continuation parameter, the other components of p 
are fixed, see, e.g., ]3,21-231. Thus, without loss of generality one may assume that k = 1. In 
order to obtain better approximations to the solution branches of nonlinear eigenvalue problems, 
the dimension N in (1.1) is in general quite large. Under such circumstances one has to deal with 
large sparse continuation problems. 
The purpose of this paper is to study linear and nonlinear conjugate gradient methods for 
large sparse continuation problems. First we show how the linear conjugate gradient methods 
can be incorporated as linear solvers in the context of efficient higher-order predictor-Newton 
corrector continuation methods. The implementation is based on the generalized minimal 
residual algorithm (GMRES) of [25]. In order to accelerate the rate of convergence of GMRES, 
preconditioning techniques are also considered. Next we describe how to implement a special 
nonlinear conjugate gradient method of [l] to perform the corrector phase. In this case a secant 
predictor is used instead of higher-order predictors since our goal is to show how this secant-non- 
linear conjugate gradient continuation method works. We remark here that in [14] also precondi- 
tioned conjugate gradient methods for curve-tracking problems are studied. 
Chan and Saad [7] have reported the implementation of the incomplete orthogonalization 
method (TOM) 1241 for solving the Bratu problem 
Au+xexp(u)=O, inJ-)=[O,l]*, 0 -2) 
with Dirichlet boundary condition u = 0 on aa via continuation methods. Note that both IOM 
and GMRES are general~ations of an iterative Arnoldi’s method, see [7]. In this paper GMRES 
will be used to deal with both the reaction-diffusion problem 
Au+hexp(&)=O, in&?, (l-3) 
u = 0, on afi, 
and the semilinear elliptic eigenvalue problems 
A,+hf(u) =O, in 3, 
u = 0, on a&Z. 
(1.4) 
Here .Q is the same as that of (1.2) and f is a smooth, odd map in u. Note that (1.3) has been 
numerically tested in [6,19], and (1.4) has been studied in [5] by using multigrid continuation 
methods. 
For the turning point problems such as (1.3), the above methods may be processed to solve 
(1.1) directly. For the bifurcation problems, however, one may treat the perturbed problem 
H(x, /+d=O (1.5) 
of (1.1) instead, where d E R N is given, see, e.g., [l,lO]. The reason is that both linear and 
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nonlinear conjugate gradient methods cannot be used to detect bifurcation points without 
approximating the eigenvalues of the Jacobians. 
This paper is organized as follows. In Section 2 we briefly review the continuation methods. 
The implementation of GMRES in the context of large sparse continuation problems is discussed 
in Section 3. In Section 4 we deal with secant predictor-nonlinear conjugate gradient corrector. 
The perturbation techniques are briefly discussed in Section 5. Finally in Section 6 sample 
numerical results concerning the five-point central difference approximations of (1.3) and (1.4) 
are reported. 
2. Review of continuation methods 
2.1. Predictor steps 
Let H be defined as in (1.1) with zero as a regular value in [WN. The solution curves of H are 
denoted by 
c= {y(s)=(+), A(s))IH(y(s))=O, SEICR’}. (2.1) 
Assume that c is parametrized via arclength. By differentiating H(y(s)) = 0 with respect to s, we 
obtain 
DH( y(s)) .3(s) = 0, (2.2) 
where 3(s) = (i(s), i(s)) denotes a tangent vector to c at y(s) and DH( y( s)) = 
(D,H(y(s)), D,H(y(s))) is the N X (N + 1) Jacobian matrix of rank N. It follows from (2.2) 
that the augmented Jacobian matrix 
NY(S)) = DH(Y(4) I 1 _wT (2.3) 
is nonsingular Vs E I. If an orientation is given, and a starting point y(0) = (x(O), h(0)) is 
known, then one may numerically trace c by solving the Davidenko initial-value problem [lo] 
DH(y(s)) *.9(s) = 0, II j(s) II = 1, Y(O) = (x(O), X(O)), (2.4) 
where I( . 11 denotes the Euclidean length of a vector. 
The purpose of predictor steps is to produce a new point which is close to the solution curve c. 
Let y, be the accepted approximating point to c, and ui the unit tangent vector at y,, The Euler 
predictor is given by 
Z r+l,l ‘Yi + hi. ‘i, 
where ui is obtained by solving the linear system 
(2.5) 
A(yi)*ui= ; iI (2.6) 
Here hi > 0 is the stepsize. We classify the higher-order predictors into two different types: (1) 
Adams-Bashforth, Lagrange or Hermite predictors; (2) Taylor or PadC predictors. Type (1) 
exploits the information at more than one preceding point, while type (2) uses only the 
information at y,. 
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We first discuss the Adams-Bashforth predictors, see [ll]. Let y,, yi_,, . . . , y,_, be the 
accepted approximating points to c, and ui, ui_i,. .., qk the corresponding unit tangent 
vectors. The Adams-Bashforth two-step and three-step predictors are given by 
and 
zi+1,1 =y; + hi- 3(3ui - z.+) (2.7) 
Z r+l,l =y, + hi. :(23ui - 16u,_i + 5~+_~), (2-g) 
respectively. The other higher-order Adams-Bashforth predictors are obtained in a similar way, 
see e.g., [15,29]. 
Our numerical experiments showed that the Hermite predictor suffered a stability problem 
near the bifurcation. The second- and third-order Taylor predictors are given by 
and 
Z r+l,l =y, + hi. u, + :h; - qi (W 
‘i+l,l =yi + hi. ui + :h; - qi + ih; ’ d,, 
respectively. We refer to [27] for the computation of qi and di. 
(2.10) 
2.2. Corrector steps 
The accuracy of approximation to the solution curve c is improved by a corrector process. 
This can be done by choosing a hyperplane which is orthogonal to p(s) at zi+i,i and performing 
Newton iterations constrained to the hyperplane. In practice, the modified Newton’s method 
with constraint 
A(y,)wj= [ -H(;+lJ)l, j=l,2, 3 ,..., (2.11) 
is solved, where the predicted points zi+l,l are used as the initial guess, and z~+~, j+l = z~+~, j + wj, 
j= 1, 2, 3 )... . If y, lies sufficiently near c, then the Newton process (2.11) will converge for 
stepsize hi sufficiently small. 
One may solve (2.6) and (2.11) either by direct methods or iterative methods. In this paper 
iterative methods, particularly the conjugate gradient type methods will be used. 
3. Conjugate gradient type methods 
3.1. Basic theory 
For simplicity we rewrite (2.6) or (2.11) in the following form: 
Az=b, 
where 
(3.1) 
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is a (N + 1) X (N + 1) real nonsingular matrix with the y(s) omitted, and b E BB N+l, c E Iw N, 
d E Iw, (cT, d) =3(s). Note that in general A is nonsymmetric. The GMRES method derives 
from Arnoldi’s method [4] and is meant for solving large nonsymmetric linear systems. Arnoldi’s 
method is used for computing an I,-orthonormal basis { vi, v2,. . . , vk } of the Krylov subspace 
Kk = {v,, Au,, . . . , Ak-‘v,} by a modified Gram-Schmidt process. Let V, = [v,, . _. , vk] be the 
n x k matrix. This conjugate gradient type method is briefly described as follows. 
Algorithm 3.1 (Iterative Arnoldi’s method (see [24])). 
zO: initial guess 
(1) Compute r, = b -AZ, and take vi := ro/ll r. 11; 
(2) For k = 1,. . . , m do 
k 
w:= Aw, - c hi,p,, with h,,, := (Au,, v,), (3.2) 
i=l 
h k+l,k := 11 w 11) vk+l := 
the approximate solution 
VTA V,y = VzrO 3 pel, 
W 
r; 
k+l.k 
zm =z,+ v,_Y,, where y, is the solution to the linear system 
with /? := 1) r, II_ (3.3) 
(3) Form 
From (3.2) one has 
A& = v,H, +hk+t,/Pk+& = 
where Hk = ( hii) E Rkxk, and gk E lR(k+l)xk. Note 
(k + 1)th row whose only nonzero element is hk+,,k. 
Thus (3.3) can be expressed as 
H,Y = bei. 
(3.4) 
that Sk is the same as Hk except for the 
It is obvious from (3.4) that VkHAVk = Hk. 
(3.5) 
The GMRES(m) is the same as Algorithm 3.1 except the y, is obtained by solving the 
least-squares problem 
(3 4 
The solution of (3.6) is obtained by performing a QR decomposition for Ek via Givens rotations. 
In [32] Walker proposed to use Householder transformations to orthogonalize the basis for the 
Krylov subspace Km, see [30] for further comments. We also adapt the concept of IOM to 
GMRES( m). More precisely, let p be a positive integer such that p c m, and set i, := max(1, k 
-p + 1). Then (3.2) is replaced by 
k 
w :=Aw, - c hi,kvi, with h,,, := (Au,, vi). (3.7) 
1 = i,, 
The modified GMRES( m) is denoted by GMRES(m, p). Our numerical results show that 
GMRES( m, p) works well but not as well as the GMRES( m). 
In order to exploit the symmetry of D,H, Chan and Saad have combined the block 
elimination [16] with IOM to solve (3.1) in the context of continuation methods for the Bratu 
problem. The combination of GMRES( m) and the block elimination algorithm are also imple- 
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mented in our numerical experiments. In this case one solves one and two N X N linear systems 
of equations, respectively, for the predictor step and for the Newton corrector. 
Since the total amount of work in the orthogonalization step grows quadratically and since the 
demand for storage grows linearly, see [30], the choice of m in GMRES( m) is critical concerning 
the total number of iterations. Our numerical experiments reveal that an optimal choice m, may 
be determined. If m > mo, then an extra number of iterations would be added to the total 
amount of work and the storage space required would be increased. On the other hand, if 
m < m,, then GMRES( m) may converge slowly or even fail to converge. 
3.2. Preconditioning techniques 
The use of a good preconditioner is essential for the reduction of the number of iterations 
without effecting the approximation to the solution of (3.1). We refer to [13,28,31] for the 
discussion of preconditioners in the context of conjugate gradient type methods. Chan and Saad 
[7] have proposed various preconditioning techniques to treat the discretization of the Bratu 
problem via the central difference method. In our case, D,H is symmetric indefinite, but A is 
nonsymmetric and ill-conditioned near the bifurcation points since A is singular at the bifurca- 
tion. 
Let 
pzM O 
1 
[ I OT 1’ 
where A4 is the Laplacian matrix. Note that M 
linear system (3.1) will be preconditioned by 
0) pcl= it-’ 0 
[ 1 OT 1’ 
is symmetric and positive definite. The bordered 
see [7]; then one solves PI-‘AZ = Pc’b by GMRES( m); (2) 
preconditioners will be used in the block elimination algorithm. 
the Laplacian matrix M, that is, D = diag(4,. . . ,4), see [28,31]. 
(D-“*D,H( y;)O-“2)01’2~ = O-““f, f~ [WN, 
or equivalently, 
D-“2DXH(yi)x = O-““f, 
diag PC’ = P; I. The following 
(1) Scaling by the diagonal D of 
Then one solves 
throughout the continuation process. (2) Scaling by Dj := diag(D,H( y,)). (3) The inverse of M. 
4. Nonlinear conjugate gradient methods as correctors 
In this section we briefly describe a secant-nonlinear conjugate gradient continuation method 
for tracing the solution curves of H. Let u be a predictor point approximately along the solution 
curve which is obtained by secant predictor, see e.g., [10,17]. Instead of using the linear conjugate 
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gradient methods as linear solvers for the Newton corrector, the nonlinear conjugate gradient 
methods are used as a corrector step which approximately solves the minimization problems 
* { II w - u 11; If+) = q (4-l) 
or 
+(w) := : ]I K’H( w) ]I *. (4.2) 
Here L is an as yet to be determined nonsingular preconditioner. The following continuation 
algorithm adapts the method of [20], and is given in [l]. The derivative of H will be denoted by 
H’ instead of DH hereafter. 
Algorithm 4.1 (Secant-conjugate gradient algorithm). 
input: 
U E RN+‘, such that H(u) = 0; 
h > 0; 
t E RN+‘; 
end input 
repeat 
u := u + ht; 
{approximate point on H-‘(O)} 
{initial stepsize} 
{approximation to tangent vector} 
{predictor step} 
calculate LLT = H’(u)H’(u)~ 
such that L is lower triangular; 
g, := H’( QT( LLT)-‘H( u); d := g,; 
repeat 
let p approximately solve 
mm,.,: II L-‘ff(u - d) II 2; 
w := ” - jjd; 
g, := H’( w)~( LLT) -‘H( w); 
Y := (gw - iL)Tgu/ll g, II *; 
d:=g,+yd; 
,VJ := w; g, := g,; 
until convergence 
adapt stepsize h > 0; 
t:=(w-u)/llw-z4~~; 
u := w; 
until traversing is stopped 
{ preconditioner} 
{gradients} 
{corrector loop} 
{line search} 
{corrector step} 
{new gradient} 
{new conjugate gradient} 
{secant direction} 
{new point approximately on H-‘(O)) 
A few remarks will be given concerning Algorithm 4.1. First note that the gradient of + is 
v+(w) = H’(w)~(LL~)-~H(w), (4.3) 
which is the conjugate gradient direction of Algorithm 4.1. Since V+(W) E .@(H’( w)~) = 
J’YH’W) I, it is obvious that v+(w) is orthogonal to the tangent vector of H’(0) at w. Here 
9(A) and JV( A) denote the range and null space of a matrix A, respectively. Next we will 
determine p in the line search of Algorithm 4.1. Since in general the predicted points u are close 
to the curve so that I( H(u) II is small. Hence we may make use of the Taylor expansion 
+(u-pd)=+(u)-p+‘(u)d++p2dT v$+)‘d+O(p311d1)3). (4.4 
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Let us denote the exact line search solutions for 
by Pmin. The estimate (4.4) leads to an approximation 
Pmin = dT 4(“jd +O(p~,lIdlI). v+( “)‘d 
From 
c$‘(“)‘:=0~(“) =H’(u)(LLT)-lH(u), 
v+‘(u) = H’(“)T(LLT)-lHy”) +o( 11 H(u) II) 
we obtain the approximation 
p := (L-‘H(“))T(L-‘H’(“)d) 
))L-‘H’(u)d)12 ’ 
V-5) 
(4.6) 
(4.7) 
with relative truncation error 
I P - Pmin I
IFI = o( II N”) II 1. 
The evaluation of H’( u)d may be approximated by using the central difference formula 
H’(u)d=(2c)-‘(H(u+cd)-H(u-cd))+O(c’), (4.8) 
for an appropriate discretization step E 1) d 11. We have chosen e from the interval [O.Ol, 0.91. It is 
obvious that different 6 may result in different p. But in general the required corrector steps will 
not be affected. Besides, the preconditioner L should be chosen so that the condition of 
(L-‘H’( u))( L-‘H’( u))~ is as small as possible. An ideal choice should be L such that 
LLT= H’(u)H’(u)~ . IS the Choleski decomposition. In this case the gradient v+(u) coincides 
with the usual Newton direction, see [l]. The idea of incomplete Choleski decomposition (see, 
e.g., [13,18]) h as b een adapted to our special case, namely, the nonlinear eigenvalue problems 
with Dirichlet boundary conditions. However, the above-mentioned idea will not work for 
periodic boundary conditions. 
5. Perturbation for bifurcation 
For the semilinear elliptic eigenvalue problems (1.4) Glowinski et al. [12] have used continua- 
tion-conjugate gradient methods to treat the perturbed problem 
Au+Af(u)=6, in a, 
u = 0, on aa, 
(5 .I> 
for the solution branches of (1.4). Here 8 E Iw is the perturbation parameter. We refer to [16,17] 
for further references concerning the perturbation method. Our implementation of perturbation 
will be similar to that of [12] and may be viewed as a globalization of local perturbation, see [lo]. 
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As we mentioned in Section 1, without approximating the eigenvalues of the Jacobians, one 
cannot find the precise location of bifurcation if an iterative method is implemented in the 
context of continuation methods. Now we briefly describe our method for branch switching as 
follows. Let y * = (x *, p* ) be the bifurcation point of H where two solution branches, say, ci 
and c2 lie transverse. Suppose that (pi, p2) c R is some interval containing p*. The theoretical 
foundation of perturbation is based on the following noted theorem (see, e.g., [l]). 
Theorem (Sard). Almost all d E R! N are regular values of H. 
In our continuation method we choose an arbitrary small perturbation d E RN and solve the 
perturbed map 
H,(x, ~)=Htx, p)+d, (5.2.) 
for p E (pi, p2). In particular, if d is chosen so that it has the same mode as eigenvectors 
corresponding to the eigenvalues where the branches bifurcate, then one may trace all the 
multiple solution branches of (1.4) numerically. Finally if the location of the bifurcation point is 
known, then one may solve (5.2) locally in some open neighborhood of y *, see [2]. 
6. Numerical results 
We consider the following rod buckling problem 
u”(x) +X sin(u(x)) =O, XE [O,l], 
with Dirichlet boundary condition u(0) = u(1) = 0. The eigenvalues of (6.1) are 
(6.1) 
A, = r12T2, n = 1, 2, 3,. . . . 
The eigenvalues of the central difference analogue of (6.1) are 
&=2(K+l)= 
( 
l-cos - KY1 ’ 1 
n = 1, 2, 3,. . . , K, 
where K is the number of interior nodes on (0, 1). The meshsize is h = 
exhibits a comparison of the numerical performance of secant predictor 
Table 6.1 
Comparison of predictor steps 
l/(K + 1). Table 6.1 
and the higher-order 
Predictor Parameter Total number of 
Newton iterations 
Euler 9.923-14.453 29 
Adams-Bashforth two step 9.929-14.496 24 
Adams-Bashforth three step 9.914-14.422 21 
Adams-Bashforth four step 9.925-14.444 25 
Znd-order Taylor 9.924-14.454 20 
3rd-order Taylor 9.924-14.453 19 
Secant 9.97 -14.6 31 
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predictions and Newton corrector given in [8], where the first primary solution branch of (6.1) 
which bifurcates from the trivial solution at pL1 2: 9.7887 is traced with h = 0.1. The efficiency of 
the secant predictor is similar to that of the Euler predictor. We refer to [26] for the discussion of 
efficient continuation methods. 
6.1. GMR ES for bifurcation problems 
The semilinear elliptic eigenvalue problems 
Au+xf(u)=O, in L?= [0, I]~, 
u = 0, on aLZ, 
(6.2) 
will be discretized by a standard five-point central difference formula with uniform meshsize 
h = l/( K + 1) = 0.1. Here K = 9 is the number of interior nodes on the x- and y-axis, 
respectively. The eigenvalues of the central difference analogue of (6.2) are given by (see [15]) 
Throughout the numerical experiments given below, the stopping criterion for the Newton 
corrector is 5 * 10e4. We choose the perturbation vector d so that ]I d 1) o. = 9. 10e4. The 
approximate solutions obtained by the GMRES for the linear systems are accepted if the 
residual vector norms are less than 5 . 10-5. The GMRES discussed in Section 3 are combined 
with our continuation algorithms and have been numerically tested on a variety of problems. We 
remark here that the solutions obtained by these algorithms are the same. The preconditioners 
p,-‘, p;‘, o-‘/2, o.-1/2 and M-’ given in Section 3 will be used here. 
Tables 6.2, 6.3 exhibit the numerical results for tracing the multiple solution branches of the 
buckling problem, that is, f(u) = sin u in (6.2), which bifurcate from the trivial solution at 
p12 = p2t = 47.98. Note that here we deliberately keep the stepsize h, = 1.0 on p E [42, 45.5) and 
h, = 0.25 on p E [45.5, 49.51. Table 6.4 shows how the residual vector norms vary, where 
GMRES( m, 2) and the block elimination are used to solve the symmetric linear systems for 
tangent vectors. Table 6.5 lists the total number of iterations for tracing different solution 
Table 6.2 
GMRES and block elimination for symmetric linear systems 
Parameter interval 44.8-47.16 47.16-49.87 
Iterations Iterations 
49.87-52.66 
Iterations 
Total number of 
iterations 
m=lO, p=2 330 600 
m=lO, p=2, D 270 580 
m=lO, p=2, D, 330 590 
m=lO, p=4 340 900 
m=12, p=2 396 588 
m=12, p=2, D, 384 540 
m=12, p=4 396 576 
m=14, p=2 462 630 
m=16, p=2 528 704 
m =16, p = 2, D, 512 704 
490 1420 
470 1320 
470 1390 
480 1720 
552 1536 
528 1452 
540 1512 
616 1708 
688 1920 
672 1888 
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Table 6.3 
GMRES for nonsymmetric linear systems 
Parameter interval 44.0-47.16 
Iterations 
47.16-49.07 
Iterations 
49.07-52.66 
Iterations 
Total number of 
iterations 
m=S, p=m 
m=lO, p=2 
m=lO, p=4 
m=lO, p=m 
m=12, p=2 
m=12, p=4 
m=12,p=m 
m=12, p=m, P2 
m=14, p=2 
m=14, p=4 
m=14, p=m 
Converges slowly 
250 
220 
180 
288 
204 
204 
120 
308 
238 
238 
480 Converges slowly 
430 280 
350 250 
468 648 
312 312 
276 276 
264 336 
490 672 
350 308 
308 308 
930 
780 
1404 
828 
756 
720 
1470 
896 
854 
Table 6.4 
Comparison of the log of the residual norm 
CL m=lO m=12 m=14 m=16 
46.95 - 5.35 - 8.75 - 10.97 - 14.06 
48.08 - 5.65 - 5.83 - 6.61 - 10.44 
49.26 - 5.48 - 6.50 - 6.58 - 9.83 
52.66 - 5.90 - 5.96 - 8.16 - 12.61 
branches, where GMRES(12) is used to solve the nonsymmetric linear systems. Moreover, 
GMRES( 12) with different preconditioners are incorporated in our Adams-Bashforth three-step 
predictor continuation algorithm to solve both symmetric and nonsymmetric linear systems. 
Table 6.6 exhibits the total number of iterations, where the multiple solution branches which 
bifurcate at /+ are traced. Figures 6.1, 6.2 show the solution branches bifurcating at pr,*, where 
f( u) = sinh u, and f( U) = sin U, respectively. Here global, local and modified (see [S]) perturba- 
tions are implemented and compared. 
6.2. GMRES for reaction-diffusion problem 
The reaction-diffusion problem 
Au+hexp(&) =O, in sZ= [0, I]*, (6.3) 
u = 0, on aa, 
Table 6.5 
Eigenvalue &I = 19.57 p12 = 47.98 /.L~~ = 78.95 
Parameter interval 17.5-19.91 46.0-48.36 77.0-79.47 
Length of interval 2.41 2.36 2.47 
Number of iterations 204 180 204 
12 
Table 6.6 
Parameter interval 
GMRES, BE 
GMRES, BE, D 
GMRES, BE, M 
GMRES, Nonsymmetric 
GMRES, Nonsymmetric, Pz 
GMRES, Nonsymmetric, PI 
Parameter interval 
GMRES, Nonsymmetric 
Adams-Bashforth 
GMRES, Nonsymmetric 
Adams-Bashforth, PI 
Parameter interval 
GMRES, Nonsymmetric 
Adams-Bashforth, Pz 
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46.0-48.36 48.36-52.97 Sum 52.97-120.8 Total number 
Iterations Iterations Iterations of iterations 
336 780 1116 1236 2352 
288 564 852 1368 2220 
336 648 984 1380 2364 
180 324 504 768 1272 
156 276 432 756 1188 
180 336 516 780 1296 
46.0-48.34 48.34-52.95 52.95-121.8 
168 276 444 636 1080 
168 276 444 600 1044 
46.0-48.34 48.34-53.86 53.86-120.8 
156 276 432 564 996 
is discretized by the central difference formula on the same grid as in Subsection 6.1. The 
numerical methods described above are implemented to trace the solution branches of (6.3). 
Figures 6.3-6.6 show these solution branches with (Y = 0, 0.2, 0.4, 0.9, respectively. 
6.3. Experiments on nonlinear conjugate gradient correctors 
Our test problem is (6.1) discretized by central differences using uniform meshsize h = 0.1. 
The first solution branch was successfully traced by implementing Algorithm 4.1. Here the 
preconditioner L is computed via Givens rotations. More precisely, we compute LLT = 
H’( u)H’( u)~ by an incomplete factorization, where LT is upper triangular with band width 
10 
8- 
7- 
9 -- !\
6- 
5 
4 
3 -- \ 
2 -- 'k. 
~ 
1 -- 
0+ I : I : : : )A 
0 5 10 15 20 25 30 35 40 45 50 
Fig. 6.1. Au + h sin hu = 0. Fig. 6.2. Au + h sin u = 0. 
i 
40 44 48 52 56 60 64 68 72 76 80 
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54 -- 
48 -- dph-o.2 
42 -- 3 
B 36 -- 
E -- 
P 
30 
. 24 -- 
," 18 -- 
0 
0 0 -1 2 -1 
-1 0 . . . . . . 0 -1 2, 
0 12 3 4 5 6 7 8 9 10 0 12 3 4 5 6 7 8 9 10 
mu mu 
Fig, 6.3. Au + X exp( u/(1 + au)) = 0. Fig. 6.4. Au + A exp( u/(1 + au)) = 0. 
three. The other entries of LT are set to zero because they are small (10m3) compared to the 
nonzero entries of H’( 21). 
Finally we will investigate the solution branches of (6.1) with periodic boundary conditions 
U(0) = U(1). (6.4) 
Equations (6.1) and (6.4) are discretized by the central difference method with uniform meshsize 
h = l/N, where N = 10. The corresponding coefficient matrix at p = 0 is 
60 - 60 - 
54 -- 54 -- 
48 -- alpha-o.4 48 -- alph-cL9 
42 -- -- 3 3 42 
% 36 -- % 36 -- 
5 30 -L 1 30.- 
1 
1 24 
- -- -- 
18 -- ii 
24 
18 -- 
12 -- 12 -- 
6 -- 6 -- 
--y/ 
o--;: : : : : : 01-I :-I::: _ 
0 3 6 9 12 15 18 21 24 27 30 0 5 10 15 20 25 30 35 40 45 50 
mu m” 
Fig. 6.5. Au + A exp( u/(1 + au)) = 0. Fig. 6.6. Au + h exp( u/(1 + au)) = 0. 
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10 - 0.75 - 
9 -- 0.60 -- 
8 -- 0.45 -- 
3. 7 -- 0.30 -- 
k 
z 
6 -- 
z 
0.15 -- 
z 5 -- 5 0.00 -- 
z -- -- z 4 -0.15 
I; 
2 
3 -- -0.30 -L 
2 -- -0.45 -- 
1 -- -0.60 -- 
0-r : : t-i: : : : I : -0.75 -I : : : : : I I : ; 
i 
-2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0 
m" 
Fig. 6.7. Solution branches bifurcating at p. = 0. 
4 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.a 0.9 1.0 
X 
Fig. 6.8. Corresponding configurations at 
/.L = -0.141 . lo-‘*. 
The eigenvalues of B are given by 
pn=2N2 1 -cos y 
( 
n=0,2,4,6 ,..., N-l, N odd, 
n = 0, 2, 4, 6,. . . , N, N even. (6.5) 
Note that B is singular since p,, = 0 is a simple eigenvalue of B. The other distinct eigenvalues of 
B are multiple with multiplicity two if N is odd, i.e., pi = p2,. . . , pN_2 = pN_l. For N even we 
have pL1 = p2 ,.*.,j-lN-3=/lN-2, and pN_i is simple which is equal to j&N in (6.5). 
In order to obtain the preconditioner L we compute 
H’(“)T -+ ;; 
[ 1 
via Givens rotations. As we mentioned in Section 4 the idea of incomplete factorization cannot 
be adapted to this case because of the special structure of B. 
10 , 
30 36 42 48 54 60 66 72 78 84 90 
Ill" 
Fig. 6.9. Solution branches bifurcating at p1 = p2 = 
38.1966. 
0.60 
0.45 
0.30 
0.15 
0.00 
-0.15 
-0.30 
-0.45 
-0.60 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
Fig. 6.10. Corresponding configurations at p = 40.00. 
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-130 136 142 148 154 160 166 172 178 184 190 
Fig. 6.11. Solution branches bifurcating at ps = /.L~ z 
138.1966. 
-0.45 -- 
-0.60 -- 
-0.75 + : I I : : : : : : 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
Fig. 6.12. Corresponding configurations at /.t = 140.33. 
Figures 6.7-6.12 show the first three solution branches and corresponding configurations of 
the rod buckling problem with periodic boundary conditions. 
6.4. Concluding remarks 
Based on our experiments given above, we wish to draw some comments and conclusions. 
(1) GMRES( m) is a powerful fast nonsymmetric linear solver for large sparse continuation 
problems, and can be incorporated in any efficient higher-order predictor-Newton corrector 
continuation algorithm, see Table 6.6. The truncated GMRES(m, p) may also be used, but p 
should not be too small compared to m. 
(2) The residual vector norms can be reduced, e.g., from lop4 to lo-l4 if the Laplacian matrix 
is used as a preconditioner in GMRES( m). Since it takes k. m iterations to solve a linear system 
of equations by GMRES( m) for some positive integer k, we are not surprised to find that the 
total number of iterations cannot be reduced too much whenever this preconditioning is used. 
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