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Databases of curated biomedical knowledge, such as the protein–locations reﬂected in the UniProtKB
database, provide an accurate and useful resource to researchers and decision makers. Our goal is to aug-
ment the manual efforts currently used to curate knowledge bases with automated approaches that
leverage the increased availability of full-text scientiﬁc articles. This paper describes experiments that
use distant supervised learning to identify protein subcellular localizations, which are important to
understand protein function and to identify candidate drug targets. Experiments consider Swiss-Prot,
the manually annotated subset of the UniProtKB protein knowledge base, and 43,000 full-text articles
from the Journal of Biological Chemistry that contain just under 11.5 million sentences. The system
achieves 0.81 precision and 0.49 recall at sentence level and an accuracy of 57% on held-out instances
in a test set. Moreover, the approach identiﬁes 8210 instances that are not in the UniProtKB knowledge
base. Manual inspection of the 50 most likely relations showed that 41 (82%) were valid. These results
have immediate beneﬁt to researchers interested in protein function, and suggest that distant supervision
should be explored to complement other manual data curation efforts.
 2015 Elsevier Inc. All rights reserved.1. Introduction claims made in an articles [2,3], and that the structural, linguistic,The quantity of research literature in biomedical domain is
increasing at alarming rate, for example the number of abstracts
in Pubmed has grown by 2 million since 2011. Although published
articles capture precious information, the huge quantity of infor-
mation makes it difﬁcult for a researcher to navigate and interpret
results. Text mining tools can help to alleviate this knowledge
acquisition problem by extracting structured information from
unstructured text. Biomedical natural language processing
(BioNLP) projects used to consider only the abstracts or a limited
number of full-text articles. For example, the GENIA corpus [1],
one of the most widely used corpora in BioNLP contains 2000
abstracts. The focus on abstracts is in part because abstracts are
more accessible and in part because it is difﬁcult and
time-consuming to annotate full-text corpora. However, previous
studies have shown that abstracts provide fewer than 8% of theand semantic aspects of abstracts and full-text articles markedly
differ [4]. Thus, the performance of BioNLP systems that use only
abstracts may not generalize to large full-text data sets.
Thanks to the development of information technology and the
widespread adoption of open-access publishing, the availability
of full-text scientiﬁc literature is increasing exponentially. On the
other hand, realizing the gap on system performances between
experimental abstracts and real-life full-text articles, BioNLP
researchers gradually shift their focus from abstracts to full-text
corpora. For example, Verspoor et al. developed the CRAFT corpus
[5] that has 97 full-text journal articles. The last two BioNLP shared
tasks have both include full-text articles in the data set [6,7]. Torii
et al. [8] created a collection of 100 manually annotated full-text
articles to test their rule-based information extraction system on
Protein Phosphorylation. Van Landeghem et al. [9] developed an
event extraction and gene normalization system using PubMed
Central open access full-text collection.
In this paper, we report experimental results of automatic
extraction of protein sub-cellular localization information from a
large number of full-text articles using distant supervised learning.
This approach leverages both full-text articles such as those that
are now available in PubMed Central, and human curated knowl-
edge bases such as the Gene Ontology [10] and UniProtKB [11]
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and proteins respectively.
The intuition is that relations stored in a knowledge base will be
mentioned in many sentences in the text corpus. A BioNLP system
can ﬁnd these sentences, extract features indicative of the rela-
tions, and learn a classiﬁer based on these features. The biggest
advantage of this approach is that it does not require annotated
text as training data. Instead, existing knowledge bases provide
positive examples of the relations of interest. Since human annota-
tion is not necessary, it is much easier to train a system on large
full-text corpus. In this study, we focus extracting protein subcel-
lular localization relations, which are important to understand pro-
tein functions and identify drug targets. The goal of this paper is to
extract protein localization information from full-text scientiﬁc
articles.
The rest of the paper is organized as follows. Section 2 presents
related work on both protein subcellular localization extraction
and the distant supervised learning approach. Section 3 describes
the method in detail including the knowledge base, text corpus,
and system implementation. Section 4 provides the experimental
results and places those results in the contexts of other biomedical
applications. Section 5 concludes the study.2. Related work
The earliest work on protein subcellular localization extraction
from text dates back to 1999 [12]. Craven and Kumlien used a
Naïve Bayes classiﬁer with bag of word (BOW) representation of
text. They trained two classiﬁers. The ﬁrst classiﬁer was trained
on a set of 2889 human annotated MEDLINE abstracts. The second
classiﬁer may be the earliest application of distant supervised
learning in the biomedical domain. To be speciﬁc, they aligned
the Yeast Protein Database (YPD) [13] with 633 abstract sentences
describing the relation instances in YPD to get positive examples.
The ﬁrst classiﬁer achieved 0.7 precision at 0.25 recall and the sec-
ond classiﬁer got 0.92 precision at 0.21 recall. The second way of
training in this work is very similar to our approach, but instead
of abstracts, we use a corpus of 43,072 full-text articles.
Protein sub-cellular localization is also one of the 13 biomedical
relations targeted by the Genia event task [6] of the BioNLP shared
task. This task differs from our study in that, ﬁrst, it is framed as a
supervised learning problem on limited amount of human anno-
tated text, whereas our study is a distant supervised learning on
large free text corpora. Second, the Genia task does not require
the presence of both protein and location within the same sentence
while our study does.
Researchers have also explored subcellular locations for genes
rather than proteins. For example, the GETM system [14], was ini-
tially developed to identify gene locations from abstracts and then
subsequently applied to full text articles. The system couples entity
identiﬁcation (gene names, anatomical terms and cell lines, from
existing ontologies and tools) with a manually created set of trig-
ger terms. The authors evaluated the system on 150 abstracts (an
extension of the BioNLP ’09 corpora) comprising 377 gene expres-
sions. Of the gene expression, the authors could link 267 to
anatomical locations. Their error analysis identiﬁed missing gene
name as the primary source of errors (50% of false negatives).
A related but from a different ﬁeld of research is protein subcel-
lular localization predictions that use sequence information. For
example, the MultiLoc system [15] uses such sequences, motifs
and amino acid composition and other work has extended these
sources to include protein networks [16]. The SherLoc system
[17] extends earlier work by adding text to the non-text features
and the EpiLoc system [18] relates most closely to the work pre-
sented here because the system uses only text-based features.Speciﬁcally EpiLoc represents text fromMedline abstracts as a vec-
tor of terms and uses a support vector machine to predict the most
likely location for a new protein. The authors conducted a series of
experiments that compared the classiﬁcation accuracy between (i)
four plants and three non-plant locations, (ii) eleven locations, (iii)
different weights (odds ratio, chi-squared, mutual information and
information gain), and (iv) different datasets. Classiﬁcation accu-
racy varied between species, locations, and datasets. The TargetP
system also uses sequence data, but employs a neural network
approach [19]. The PLOC system uses features from the amino acid,
amino acid pair, and gapped amino acid pair with a support vector
machine to predict 12 subcelluar locations [20]. The location accu-
racy for these systems was 91.5% for EpiLoc, 85.8% for TargetP [19]
dataset, 78.2% for the PLOC [20] dataset and 98.7% for the MultiLoc
[15] dataset. The goal of these works is different from ours in that
the protein subcellular localization information the system tries to
predict is not mentioned in text, whereas our goal is to extract this
information from text.
With respect to distant supervision, our work is inspired by
Mintz et al. [21], who used the Freebase [22] knowledge base to
extract 10,000 instances of 102 relations from Wikipedia articles
at a precision of 67.6%. Their evaluation assumed that any sentence
containing a pair of named entities (person, organization, location)
that participate in a known relation is likely to express the relation
in some way. They also reported that dependency paths were par-
ticularly helpful for this task.
Riedel et al. [23] observed that the performance of distant
supervision drops when the knowledge base is not tightly aligned
to the text corpus. To solve this problem, they cast distant supervi-
sion as a form of multi-instance learning, assuming that in all sen-
tences that contain a certain pair of entities which participate in a
known relation, at least one sentence expresses the relation. They
extracted the same relations as Mintz et al. [21] from a New York
Times Corpus using Freebase as external knowledge base. They
reported that their algorithm achieved 31% error reduction over
the original distant supervision algorithm.
Extending the work of Riedel et al. [23], Hoffmann et al. [24]
proposed an approach for multi-instance learning with overlap-
ping relations that combines a sentence-level extraction model
with a simple, corpus-level component for aggregating the individ-
ual facts. They used the same text corpus and knowledge base as
Riedel et al. [23] and reported gains in accuracy at both the aggre-
gate and sentence level.
There are also applications of distant supervised learning in the
biomedical domain. Ravikumar et al. [25,26] used Protein Data
Bank (PDB) [27] to create training examples from which rules are
learned to extract protein-residue associations. The approach
adopted in this work is very similar to ours. First, they use distant
supervised learning to create training and testing data. To be speci-
ﬁc, for each entry in PDB, they get all the cited PubMed abstracts.
Protein names are detected using dictionary loop-up and residues
using regular expression. Sentences with protein-residue pairs that
are documented in PDB are considered positive examples. In our
work, we use the same approach to build our training and testing
corpora. We use UniProtKB as our external knowledge source and
align it with our text collection to create positive examples.
Second, both Ravikumar et al. and this system rely on the depen-
dency parse of a sentence to ﬁnd target relations. After the creation
of the training set, Ravikumar et al. extracted the shortest depen-
dency paths connecting the two entities as potential rules for
protein-residue association. Rule set optimization was performed
to exclude rules that generate too many false positives in the train-
ing set. The optimized rules were used to detect protein-residue
association in new text. In a later article, Liu et al. [28] developed
an approximate matching algorithm to allow partial match of the
rules with the dependency paths in new sentences. In our work,
Fig. 1. Overview of the distant supervised learning approach.
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our features in our classiﬁcation system.
Besides the difference in target relations, there are fundamental
differences in the experimental designs between the team of
Ravikumar and Liu and us. The setting of Ravikumar and Liu is sim-
ilar to standardized evaluation tasks like BioNLP and BioCreative,
where the data sets are relatively small but of high quality. The cre-
ation of their text collection is highly selective. The 18,045
abstracts they use are primary references for the PDB entries,
which means most of the relation instances in the text corpus
are covered by the PDB knowledge base. In contrast, our text col-
lection has 43,072 full-text documents, and we do not know in
advance how many relation instances in the text are covered by
UniProtKB. In fact, we hope our system can identify instances that
are not in the knowledge base, and that is also one of our evalua-
tion criteria. The performance of distant supervised learning
depends heavily on the coverage overlap of the knowledge base
and the text corpus. In practice, we cannot expect that we can ﬁnd
a knowledge base that includes all target relation instances to be
extracted from text. And if such knowledge base does exist, there
is not point for building the extraction system. Our task, although
more challenging, is more close to real life practice.
Verspoor et al. [25] also use distant supervised learning to cre-
ate training and testing data for their investigation of protein cat-
alytic sites detection. Using the same approach as Ravikumar et al.
[26], they ﬁrst collected 5236 PubMed abstracts and 7309 full-text
articles that contain validated residues. On the basis of this collec-
tion, they further used Catalytic Site Atlas to build their own cor-
pus for protein catalytic sites detection.3. Method
3.1. Deﬁnition
Protein subcellular localizations are deﬁned as a binary relation
between a protein and a subcellular location, where LOCATION (X,
Y) means protein X localizes to location Y. For example LOCATION
(CFTR, membrane) should be extracted from the following
sentence.
Although in this report degradation of myoﬁbrillar proteins was
assessed, it is known that membrane proteins such as CFTR can also
be degraded by the proteasome–ubiquitin system.
A localization relation instance refers to an individual protein–lo-
cation pair in which the protein is localized to a given location,
thus the location relation instance can be expressed in multiple
sentences and using multiple sentence constructs. An instance
mention refers to a particular sentence in which a location relation
instance is expressed. For example, the previous sentence has an
instance mention of LOCATION (CFTR, membrane), which is a local-
ization relation instance.
3.2. Approach
Distant supervised learning is used to extract localization rela-
tion instances reported in full-text scientiﬁc articles. It has been
proved effective in learning relations from news corpora
[15,17,18]. Distant supervised learning uses an existing knowledge
base instead of human annotated text to train a model. The distant
supervised learning algorithm is described below and depicted in
Fig. 1.
(1) Identify a knowledge base that contains target relations.
(2) Identify and preprocess a large collection of full-text articles.
(3) Identify candidate sentences by aligning the knowledge base
with the text corpus.(4) Extract features from the candidate sentences.
(5) Build a classiﬁer based on the features extracted during step
(4) and apply the classiﬁer on unseen text from step (2).
(6) Report new relation instances for manual review.
This remainder of this section provides details about how the
general approach outlined above was operationalized in this study
to identify protein localization relations.
3.2.1. Identify a knowledge base
A crucial step in distant supervised learning is in ﬁnding a
knowledge base that contains the target relations. In this study,
UniProtKB [11] provides the known protein localization informa-
tion. UniProtKB is a comprehensive resource for protein sequence
and annotation data. The 2012 January Release of UniProtKB con-
sists of 534,242 entries of manually annotated proteins. Protein
subcellular localization information and a controlled vocabulary
of subcellular locations are among the information provided in
UniProtKB. For better accuracy, the system only considers proteins
in Swiss-Prot, a sub-section of the UniProtKB knowledge base that
has undergone manual review.
The proposed system uses UniProtKB in two ways: ﬁrst, as a
lexicon to identify protein names and subcellular locations from
text; second, the protein subcellular localization information in
UniProtKB as positive examples of protein location relations. For
sub-cellular location terms, we use the controlled vocabulary pro-
vided by UniProtKB at http://www.uniprot.org/docs/subcell.
Synonyms are included in the ﬁnal set of terms. Fig. 2 shows a
UniProtKB entry and the information we use to build the system.
3.2.2. Identify and preprocess a large full-text collection of text
The full-text articles in 1995–2005 Journal of Biological
Chemistry (JBC) in the Text REtrieval Conference (TREC)
Genomics collection [29] are used in this study. The TREC
Genomics collection contains full-text articles without any annota-
tion in 59 biomedical journals. JBC was selected from the journals
in the TREC collection because it contains many more protein
sub-cellular localization relations than any other journal.
Including the entire TREC Genomics collection would not have
improved performance because many of the other journals did
not report protein–locations. The 11.5 million sentences in JBC
is larger than many of the other BioNLP collections.
We use a home-developed sentence splitter to split full-text
articles into individual sentences. The sentence splitter differs from
other state of the art sentence splitters in that it takes into consid-
eration some language patterns that are unique to the biomedical
ﬁeld such as resolving biomedical abbreviations (especially those
with periods that might confuse the splitter), and protein names
starting with a lower case letter that can appear at the beginning
of a sentence. Section headings and captions of tables and ﬁgures
are included in the corpus as protein names may appear in these
sentences. After preprocessing, the ﬁnal corpus consists of 43,072
documents and 11,463,289 sentences.
Fig. 2. Example UniProtKB entry and information used in system building.
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the text
The system identiﬁes candidate sentences that may express
protein localization relation by aligning the protein names and
subcellular locations from UniProtKB with the text using a
dictionary lookup strategy. The system uses a dictionary of pro-
tein names that includes all the protein names, recommended
names, alternative names and short names mentioned in
UniProtKB. The system does not normalize any of the protein
names. The dictionary for sub-cellular locations is the controlled
vocabulary provided by UniProtKB (http://www.uniprot.
org/docs/subcell) including the synonyms (SY ﬁeld in the
document). Each candidate sentence contains at least one protein
and one location. If the candidate sentence contains a protein
name and a subcellular location to which the protein is localized
according to UniProtKB, the sentence is considered a positive
example. For example, according to UniProtKB, Smad4 is a
protein name and it is localized to cytoplasm and nucleus.
LOCATION (Smad4, cytoplasm) and LOCATION (Smad4, nucleus)
are considered two known instances of protein localization
relation. The system identiﬁes sentences that contain any of
the strings Smad4, cytoplasm and nucleus. If a sentence contains
the pairs (Smad4, cytoplasm) or (Smad4, nucleus), the sentence
is considered one that expresses protein localization relation.
For the clarity and simplicity of statements, in the rest of the
paper, we call relation instances that are documented in
UniProtKB validated instances, and protein–location pairs not in
UniProtKB non-validated instances. The system also needs
negative examples to train the classiﬁer. In sentences that do
not have both known protein name and location, one word is
randomly picked in each sentence and paired with the other
entity (protein name or location). These sentences are used as
negative examples. For example, sentence (1), contains a known
protein name 53BP1, but the location is absent. Our system will
randomly pick a word other than 53BP1, say the word DSP, as a
location. This sentence is considered as a negative example.53BP1 is critical for the control of DSP repair. (1)
In ideal scenario, validated instances should be considered as
positive examples and non-validated ones as negative. In practice,
however, the co-occurrence of proteins and locations known to
have localization relation does not guarantee that the sentences
are actually expressing the relation. On the other hand, the
non-validated instances may be valid ones missed by the knowl-
edge base. We try to maximize the system’s ability to learn new
instances, so we do not label the non-validated instances as nega-
tive examples. Although the automatic labeling of training data
may create false positives and false negatives, this is the best we
can expect without human intervention.3.2.4. Extract features from the candidate sentences
Feature selection can have signiﬁcant impact on classiﬁcation
performance [30]. Experiments reported in this paper consider
both lexical and syntactic features that are similar to those used
by Mintz et al. [21]. We use both lexical and syntactic features in
our experiments. Only one lexical feature was used – the sequence
of words that occur between the protein name and location in each
candidate sentence. Only sequences containing ﬁve or fewer words
between the protein and location are included. For example, the
following sentence, would produce the lexical feature ‘is localized
in the’. We do not exclude any stop word because, as can be seen
in this example, prepositions can be strong indicator of the rela-
tion. Distances of greater than ﬁve words are marked as LONG
because such features will be sparse and thus be of little help with
classiﬁcation accuracy.
Under most cellular conditions, 53BP1 is localized in the nucleus.
(2)
For syntactic features, dependency paths connecting proteins
and locations are used. The dependency parse of a sentence is a
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and each arc represents a grammatical dependency. In this study,
the Stanford dependency parser [31] is used to generate depen-
dency parse for each sentence. A dependency path consists of a
sequence of words connected by dependencies and the arc direc-
tion. Fig. 3 gives the dependency parse of sentence (2) and the
lexico-syntactic path that connects the protein name 53BP1 and
the location nucleus. The complete dependency path for this sen-
tence is "nsubj localized ;prep in ;pobj, where nsubj (nominal subject),
prep (preposition) and pobj (preposition object) are grammatical
dependency that describe relationship between words, and an up
arrow means that the path direction moves towards the root of
the tree and the down arrow reﬂects a path that moves towards
a leaf. The lengths of the dependency paths are not restricted when
generating syntactic features. All paths connecting proteins and
locations are included. The terms in the dependency paths are left
intact.
Conjunctions can be problematic in a dependency tree as
demonstrated in Fig. 4 where the original parse between RGS3 pro-
tein and the nucleus location is "conj RGS2 "nsubj localize ;prep in ;pobj,
which includes the unnecessary term RGS2.
RGS2, RGS3 and RGS12TS-S localize predominantly in the
nucleus. (3)
To resolve this problem, we create additional paths for each
conjunctive word such that the word in the conjunction was added
to the root of the conjunctive clause. In sentence (3), the link
between RSG3 and localize was added because there is a link
between RSG2, the ﬁrst word of the conjunction, and localize.
After the modiﬁcation, the new path "nsubj localize ;prep in ;pobj bet-
ter reﬂects the dependency relationship.Fig. 3. Dependency parse of sentence ‘‘Under most cellular conditions, 53BP1 is
localized in the nucleus’’ and the dependency path connecting protein names and
locations.
Fig. 4. Original (a) and modiﬁed (b) dependency parses of the sentence3.2.5. Build and apply a classiﬁer
After the system identiﬁes protein names and locations from
candidate sentences, the candidate sentences are labeled true if
the relation is in the knowledge base. At this point the problem
of identifying relations can be framed as a binary classiﬁcation
problem. Given a sentence that contains both a protein and a loca-
tion, the system must predict whether or not a protein subcellular
localization relation is actually expressed in the candidate sen-
tence. If the prediction is yes, the protein–location pair is output
as a learned instance of the relation. These experiments consider
a binary support vector machine (SVM) classiﬁer from the Oracle
Data Miner because SVM has been shown effective for text mining
[32].
3.2.6. Report relations
If the system predicts that a candidate sentence expresses pro-
tein subcellular localization, the protein–location pair in the sen-
tence is output as a learned instance of protein subcellular
localization relation.
3.2.7. Evaluation
We evaluate the performance of our system in two ways: a
manual approach and an automatic held-out test. In the manual
approach, a classiﬁer is trained on all sentences that contain vali-
dated relation instances. In the testing stage, the classiﬁer is
applied on 1000 randomly selected sentences that have at list
one non-validated instance (i.e. there is no overlap between the
training and test sentences). We manually examine if the predic-
tion of the system is correct. In the held-out test, we hold out a por-
tion of the known relation instances and a classiﬁer is trained on
the sentences that contain the rest of the instances. In the testing
stage, the classiﬁer is applied on sentences that contain the
held-out instances. We evaluate the system on whether it can
identify the held-out instances.
4. Results and discussion
System performance was evaluated at two levels. At sentence
level (see Section 4.2), the goal is to predict if a sentence actually
expresses a protein location relation. At relation instance level
(see Section 4.3), the system should identify unknown relation
instances. In a large text corpus, expressions of the same relation
can appear in multiple sentences or with different expressions.
4.1. Overview of protein location relations
Table 1 shows that after aligning UniProtKB with the text cor-
pus, 191,306 sentences that contain 339,352 pairs of protein name
and location mentions were identiﬁed. Of those, 25,122 sentences
contain 36,559 protein–location mention pairs that are validated
according to UniProtKB. These sentences are used as positive train-
ing data. Our system creates the same number of negative‘‘RGS2, RGS3 and RGS12TS-S localize predominantly in the nucleus’’.
Table 1
Statistics on the alignment of UniProtKB and the text corpus. A sentence might
contain both validated and non-validated relation instances, so the numbers of
sentences with validated and non-validated relation instances do not add up to the
total number of sentences.
Number of sentences Number of occurrences
Validated relation instances 25,122 36,559
Non-validated instances 175,497 302,793
Total 191,306 339,352
Table 3
Distribution of relation instances in documents.
Document frequency of
relation instance
Number of relation
instances
Percentage
(%)
1 1532 51.17
2 469 15.66
3 244 8.15
4 159 5.31
5 104 3.47
6 72 2.40
7 48 1.60
8 43 1.44
9 42 1.40
P10 281 9.39
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trast, 175,497 sentences contain 302,793 protein–location mention
pairs that are not validated by UniProtKB. These sentences have
known protein names and known locations, but the protein–loca-
tion relation is not documented in UniProtKB. These are the sen-
tences from which new relation instances that are missing in
UniProtKB are learned. The numbers of sentences with validated
and non-validated instances do not add up to the total number
of sentences because a sentence may contain both a validated rela-
tion instance and a non-validated protein–location pair.
Two random samples of 100 sentences were obtained from both
the validated and non-validated instances in the JBC2005 collec-
tion and manually inspected in order to ascertain the quality of
the positive examples and the potential to learn new relations.
Of the 100 validated sentences, 61 sentences actually express
localization relations and 39 sentences are false positives. This sug-
gests that although UniProtKB provides large number of localiza-
tion relation, some false positives are also introduced by the
approximate alignment of the knowledge base and text corpus,
which inevitably lead to false predictions made by the system.
On the other hand, of the 100 non-validated sentences, 29 sen-
tences mentioned a new protein location. This shows that although
UniProtKB is an extensive resource of localization relations, the lit-
erature reports additional relations that are not captured and thus
provides an estimate of how many new relations the system can
learn. This also justiﬁes the decision not to label sentences with
the non-validated protein–location pairs as negative examples
when training the system. The fact that about 30% of the
non-validated instances are actually false negatives suggests that
the system’s ability to learn new instances would be weakened if
these sentences were labeled as negative while training the model.
When choosing negative examples, we try to maximize the possi-
bility that the false positive non-validated instances eventually be
learned by the system.
There are 2994 UniProtKB relation instances in the text corpus.
Table 2 gives the distribution of UniProtKB relation instances
among sentences. About 35% of all relation instances appear in just
one sentence; and nearly 70% appear in ﬁve or fewer sentences.
Table 3 shows the relation distribution amongst documents.
More than half of the protein–location relation instances appearTable 2
Distribution of relation instances in sentences.
Sentence frequency of
relation instances
Number of relation instances
with the frequency
Percentage
(%)
1 1035 34.57
2 472 15.76
3 264 8.82
4 188 6.28
5 128 4.28
6 113 3.77
7 82 2.74
8 68 2.27
9 55 1.84
P10 589 19.67in just one document and more than 80% appear in ﬁve or fewer
documents. Both the sentence and document distribution suggest
that protein location extraction from text is a challenging task.
The distribution of protein location relation instances in the text
corpus is very sparse. Thus, for many of the relation instances,
the system must identify the one or two sentences in which the
relation appears.4.2. Sentence level performance
The system should predict true if and only if a candidate sen-
tence expresses protein sub-cellular localization relation. The sys-
tem should predict false if the protein and location appear in a
sentence, but the sentence does not describe the protein–location.
For example, LOCATION (PCR, plastid) is a known relation instance
in UniProtKB. Sentence 3 contains both PCR and plastid, but the
sentence does not describe the protein location in UniProtKB.
Speciﬁcally, the PCR in sentence 4 refers to a technology not a pro-
tein, thus the system should predict false for this sentence.
Plastid transformants were identiﬁed by PCR ampliﬁcation
according to standard protocols. (4)
A manual approach is used to evaluate the system performance
at sentence level. All relation instances in UniProtKB are used in
the training stage. In the testing stage, 1000 sentences are selected
at random that contain at least one protein–location pair and man-
ually examined to establish if the system prediction is correct.
Table 4 presents the system performance at sentence level. Since
the system does not use annotated data, but rather approximates
annotation with the knowledge base, it is crucial that the sentences
considered as positive examples actually express a protein location
relation. Even if a known instance of the relation appears in a sen-
tence, the sentence may not describe that relationship and thus
would be a false positive instance. For example, although
LOCATION (PCR, plastid) is a known instance in UniProtKB, sen-
tence (4) mentioned at the beginning of this section is a false pos-
itive instance because it is not talking about localization and the
PCR in this case is not a protein.
To evaluate the impact of positive example selection, a thresh-
old is introduced for the frequency of dependency paths among all
positive examples. In the set of sentences that contain validatedTable 4
Sentence level system performances with different path frequency threshold.
Measure All path FreqP 2 FreqP 3 FreqP 5
Precision 0.81 0.83 0.85 0.85
Recall 0.49 0.42 0.38 0.33
F 0.61 0.56 0.53 0.48
Table 7
Instance level performance with different proportions of instances held out.
50% held-out 20% held-out 10% held-out
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extracted and the frequency of each one is computed. Paths that
do not appear in the number of sentences required to be above
the threshold are excluded. For example, when the threshold is
set to 5, only dependency paths appearing in 5 or more validated
instances are considered valid. If a path appears just 3 times, it is
not considered valid. The intuition is that language patterns fre-
quently that are frequently used to talk about protein–location
pairs known to have localization relation are very likely to express
the relation.
Table 4 shows that when all paths are included, the precision is
0.81, the recall is 0.49 and the F score is 0.61. When the threshold is
increased, the precision slightly increases as expected, but the
recall drops quickly. The F score also declines with the threshold
increased. This suggests that most sentences with known relation
instances are actually mentions of the relation instances, so the
restriction of positive examples to sentences with high frequency
paths does not help much to improve the precision. The relatively
low recall indicates that the lexical–syntactic patterns of the rela-
tion are very sparse. With the current size of the text corpus, the
positive examples provided by the knowledge base are not sufﬁ-
cient to cover all patterns indicative of the relation. This is also
conﬁrmed by the fact that the recall drops quickly when the path
frequency threshold is increased. Many effective paths appear only
once in the set of positive examples, so these patterns are lost
when the threshold is increased even just by 1.
An error analysis was performed on a subset of the manually
evaluated sentences, which included all 48 false positives and a
set of 50 randomly sampled false negatives. The breakdown of
errors are shown in Tables 5 and 6. For the false positives, 20 sen-
tences are caused by false positive training examples. The
co-occurrence of validated protein–location pairs in a sentence
does not guarantee that the sentence is actually expressing the
localization relation. This suggests that some measures need to
be taken to minimize the false positives in the training data.
Entity ambiguity is responsible for an additional 20 errors. In addi-
tion to the PCR example in (3), the abbreviation ER can refer to
either a protein (Estrogen receptor) or a location (endoplasmic retic-
ulum). In this corpus, ER is more likely to denote the location, so
errors occur when the system incorrectly interprets ER as a protein.
Parsing errors, mostly associated with prepositional phrase attach-
ment errors are responsible for 7 errors and incorrectly handled
negation is responsible for the last error.
For false negatives, the most common cause of system errors
(34/50 sentences), was that the relation pattern did not occur in
the training data. This shows the syntactic complexity involved
in describing a protein location relation. However, several of theTable 5
Error analysis of false positives.
Error type Number of sentences
False positive training examples 20
Entity ambiguity 20
Parsing error 7
Negation 1
Table 6
Error analysis on 50 randomly sampled false negatives.
Error type Number of sentences
Missing patterns in training data 34
Parsing error 6
Pronoun resolution 3
Entity recognition error 2
Other 5unseen dependency paths are quite similar to those that are in
the training data. The approach used in Liu et al. [28], that employs
an approximate match between dependency paths may improve
system performance. Parsing errors caused 6 false negatives.
Pronoun resolution was responsible for 3 errors and occurred
when the sentences were very long, when the sentence was frag-
mented when describing the localization, and where the pronouns
that referred to the protein were not correctly resolved. Entities
were missed in the 2 cases.
4.3. Relation instance level performance
The distribution of relations can signiﬁcantly alter the overall
result of the system performance. A single relation in 90% of the
sentences is much easier to detect than a relation that appears in
only 1% of the sentences. An automatic held-out approach is used
to evaluate the system performance at relation instance level. For
all known relation instances that appear in text, n% of them are
not included in the training stage (in this case n was set to 10,
20 and 50), which is called the held-out set. Relation instances
learned by the system are then compared against the held-out
set and an unknown relation instance is considered identiﬁed if
at least one mention is found.
Table 7 shows the recall of the system with different propor-
tions of known instances held out. With 50% of the known
instances held out, the system achieves about the same recall as
in the sentence level manual evaluation. The recall further
increases as more known instances are used in the training.
When 90% of the known instances in the knowledge base are used,
the recall is about 0.57. This shows that the redundancy in relation
expressions does help with the learning of new instances of protein
localization relation. The fact that the recall increases when more
instances are used in training also implies that the current size of
the text corpus is not large enough. Currently, many syntactic pat-
terns appear only in the mentions of a few instances. When some
instances are excluded in training, many patterns are lost. With a
large enough text corpus, every syntactic pattern should appear
in many different instances and relatively stable recalls can be
expected with different proportions of instances held out.
To evaluate the performance differences across different years
of the journal, another set of held-out experiments is conducted.
For articles in each year, the system is trained with data from the
other 10 years, and tested on the articles in that year. Table 8Recall 0.48 0.52 0.57
Table 8
System performance on different years of JBC.
Year Number of relation instances
identiﬁed
Total number of relation
instances
Recall
1995 196 389 0.50
1996 106 227 0.47
1997 171 355 0.48
1998 188 361 0.52
1999 149 336 0.44
2000 339 650 0.52
2001 250 489 0.51
2002 360 713 0.50
2003 266 531 0.50
2004 413 841 0.49
2005 352 715 0.49
Average 254 510 0.49
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is quite consistent across all years. The recall ranges from 0.44 to
0.52, with average 0.49. This suggests that the way in which
authors refer to protein–locations remains consistent over time.
4.4. Learning new relation instances
The held-out sets introduced in Section 4.3 provide a good sense
of how well the distant supervised approach works, but does not
help us measure how many new protein localization instances
can be learned from the text corpus. In this experiment, all the
25,122 sentences with known relation instances in UniProtKB are
used in the training stage. The learned classiﬁer is applied on the
175,497 sentences with known protein names and subcellular
locations but unknown relation. The system identiﬁes 8210
instances of protein localization relation that are not covered in
UniProtKB.
It is very difﬁcult to evaluate the overall quality of the newly
learned instances, as it is impractical to manually examine the
8210 instances and the sentences in which they appear. To get a
basic sense of the quality, the 8210 learned instances not covered
in UniProtKB are ranked by the number of distinct dependency
paths connecting the proteins and the locations. We evaluate the
ﬁrst 50 instances by manually examining the sentences in whichTable 9
Top 10 learned protein localization instances not covered in UniProtKB and supporting se
Learned instances Supporting sentences
Protein Location
p53 Nucleus p53 was observed in both cellular compartments in con
p53 Cytoplasm p53 was present in nuclei as well as in the cytoplasm
PKC Membrane Indeed, we have detected the CGRP-induced membrane
ERK Nucleus Disruption of the MEK/ERK interaction causes ERK to accu
the cytoplasm
p65 Nucleus Transiently transfected wild-type p65 was mainly cytopl
AR Nucleus Upon activation by ligands, the AR translocates to the n
Sp1 Nuclear Note that the nuclear protein Sp1 is unaffected by the s
CFTR Plasma
membrane
One potential problem, however, was that mature CFTR r
ERK2 Nucleus When overexpressed in mammalian cells Xenopus ERK,
eNOS Caveolae Interestingly, CD36 and eNOS are both localized to cave
Table 10
Effective syntactic features and examples sentences.
Syntactic patterns and example sentence
PROTEIN "amod LOCATION
Surprisingly, this revealed that EAP domains share signiﬁcant structural homology
with the secreted pyrogenic superantigen toxins TSST-1
PROTEIN ;prep in ;pobj LOCATION
TGF-beta substantially reduces the mobility of Smad4 in the nucleus
PROTEIN "nn LOCATION
Immunostaining of low density cultures against the cytoskeleton protein GFAP
conﬁrmed the astroglial identity of the analyzed cells
PROTEIN "nsubj localize ;prep in ;pobj LOCATION
p65 was again localized primarily in the cytoplasm and not in the nucleus
PROTEIN ;partmod LOCATION
D shows the levels of FGF-1 and FGF-2 secreted by the cells treated with egr-1 siRN
PROTEIN "nsubjpass found ;prep in ;pobj LOCATION
RGS2 and RGS16 were found primarily in the nucleus
PROTEIN "nsubj present ;prep in ;pobj LOCATION
MMP-2 is present and functions in the nucleus of cardiac myocytes
PROTEIN "nsubj localized ;prep to ;pobj LOCATION
Selenoprotein SelM is also localized to the endoplasmic reticulum
PROTEIN "nsubj protein "amod LOCATION
RGS14 is a centrosome protein
PROTEIN "nsubjpass located ;prep in ;pobj LOCATION
In contrast, MKP-3 is located in the cytoplasm and preferentially dephosphorylates Ethey appear. Only one sentence is required to verify a new
instance. To evaluate each instance, a sentence containing the
instance is selected at random and if the sentence expresses the
relation, the instance is considered valid. If the sentence does
not, up to four more sentences are checked and the instance is con-
sidered valid if at least one sentence expresses the relation. Of the
50 instances identiﬁed 41 (82%) were validated. Table 9 presents
the top 10 instances learned by the system and the supporting
sentences.
4.5. Syntax evaluation
The results in Table 4 (in Section 4.2) suggest that distant super-
vision algorithm can extract protein subcellular location relations
from full-text corpus at high precision. We were curious to better
understand the syntactic features that were indicative of protein
localization relations. We rank the dependency paths by the num-
ber of true predictions in which they appear. Table 10 presents the
most effective patterns identiﬁed in this study and example sen-
tences that contain these patterns. Notice that although secreted
is generally not considered as a location, it is included in the vocab-
ulary of subcellular locations in UniProtKB. Several features (1, 3, 5
and 9) show that the location appears as a protein modiﬁer. This
raises the possibility that subcellular locations appear as adjectivesntences.
trol cells but was predominantly in the nucleus in SMAR1-expressing cells
translocation of PKC in A549 cells
mulate in the nucleus, suggesting that the MEK/ERK interaction maintains ERK in
asmic and after TNF-alpha stimulation it colocalized with p50 in the cell nucleus
ucleus
iHIF or siGFP
esides in the plasma membrane, whereas the immature protein resides in the ER
ERK2, and ERK1 are localized to the nucleus of resting cells
olae in endothelial cells
Protein Location
TSST-1 Secreted
Smad4 Nucleus
GFAP Cytoskeleton
p65 Cytoplasm
FGF-2 Secreted
A
RGS2 Nucleus
MMP-2 Nucleus
SelM Endoplasmic reticulum
RGS14 Centrosome
MKP-3 Cytoplasm
RKs
142 W. Zheng, C. Blake / Journal of Biomedical Informatics 57 (2015) 134–144in sentences. For example, instead of saying that protein A is local-
ized to the cytoplasm, an author may state that protein A is a cyto-
plasmic protein.
The majority of subcellular locations in UniProtKB contain only
the noun forms. The only exception is for location nucleus, for
which both the noun (nucleus) and adjective (nuclear) forms are
included. The current system relies on UniProtKB to detect loca-
tions, as a result, it may miss some locations appearing as adjec-
tives. One possible solution is to augment the vocabulary to
include the adjective forms of location terms.
4.6. Evaluation on Genia corpus
The completed system was applied to the Genia corpus [1] and
the annotations provided in the Genia event task [6] were used as a
gold standard to evaluate our system. Localization is one of the 13
target relations in the Genia task. However, the setting of this task
is a little different from that of our study. In the Genia task, as long
as the themes (terms indicative of the relations) are present, the
appearance of protein names and locations are optional. In our
study, sentences must contain both the protein name, the location
name and they must express a localization relation. As a result,
some localization instances in the Genia task are excluded in the
evaluation because both the protein name and location do not
occur in the sentence. In Genia task 2011, the organizer provided
318 localization instances in the development and training sets,
and 122 of them have both protein names and locations in the
same sentence. The system used only the UniProtKB proteins and
locations and did not use the Genia provided protein and location
annotations because our goal is to have minimum human interven-
tion and we wanted to compare the results with earlier JBC
experiments.
The system identiﬁed 30 of the 122 relations (see Table 11),
which is 12.33 lower than the best recall performance in
BioNLP2011. We manually inspected the false positives and found
a discrepancy between a UniProtKB relations and the Genia anno-
tations. Speciﬁcally, UniProtKB regards secreted as a sub-cellular
location, which the Genia annotators had not marked, even though
several sentences in the Genia collection explicitly stated that a
protein was secreted. The adjusted scores in Table 11 show the sys-
tem performance when secreted is considered a location.
An error analysis was conducted on the false positives which
revealed that the major cause of errors was that our system failed
to identify the initial protein and location entities (see Table 12).
Our system identiﬁed both entities in 36 of the annotated
instances, but because the system did not ﬁnd proteins and loca-
tions in the other sentences, they were not even considered as can-
didates. Protein names were missed in 65 instances, locations were
missed in 31, and in some sentences both entities were missed.Table 11
System performance on Genia data.
Measure Strict Adjusted Best BioNLP 2011 system
Precision 43.40 81.08 77.42
Recall 24.59 24.59 36.92
F score 31.39 37.74 50.00
Table 12
Evaluation on false negatives in the experiment on Genia data.
Error type Number
Missing protein 65
Missing location 31
Failure to capture patterns 6
Total false negatives 92Just 6 of the false negatives were caused by the system’s failure
to capture the patterns indicative of a relation when both entities
were found.
In addition to secreted, some of the Genia annotations were
problematic. For example, it is not clear to us how the entire cell
captured in the phrase ‘‘naive Mono Mac 6 cells’’, can be a
sub-cellular location as suggested by the Genia annotations for
the following sentence which was marked as a positive location
relation in Genia collection, but marked as negative (we think cor-
rectly) by our system:
Resolution of the NF-kappa B complex in gel shift analysis
shows that the binding protein, mobilized in naive Mono Mac
6 cells, consists mainly of p50–p65 heterodimers, while in tol-
erant cells, the p50 homodimer is predominant. (4)
In any case, this error analysis suggests that if the entities are
correctly identiﬁed, the system will successfully predict the rela-
tion. Although UniProtKB has more than half a million protein
names, entity recognition is still a bottleneck in the current imple-
mentation and would thus be a fruitful path to improve system
performance. This limitation could be rectiﬁed by using an entity
recognizer designed to detect proteins such as the approach
employed in Zhou et al. [33], which achieved precision 82, recall
83 and F of 82.6 in the BioCreative challenge. Similarly we could
loosen the exact match that we currently use to align text from
the proteins and locations in UniProtKB, with text from the articles.
4.7. Study limitations and future work
One limitation of this study is that UniProtKB is used as a lexicon
to identify protein names and subcellular locations. This makes it
impossible to identify relation instances involving proteins and
locations not stored in the knowledge base. In previous distant
supervised learning studies on news text [21,23,24], researchers
used Named Entity Recognition (NER) to extract named entities
(person, location, organization) participating in target relations.
This strategy overcomes the limitation of constraining learned rela-
tions to known entities in knowledge bases. One goal of this study is
to explore the possibility of distant supervised learning of biomed-
ical relations. We want to separate out the errors introduced by the
mistakenly identiﬁed entities from those inherited from the distant
supervised approach. Thus, the conservative string matching
method was used to identify candidate sentences and we leave
methods to generalize protein names and locations as future work.
Some studies constrain the text corpora by querying Medline
for speciﬁc proteins [12] or using articles cited in the knowledge
base references [12,18]. The resulting documents are highly
focused on the relations of interest. In contrast, this study consid-
ers all articles from one journal without any other restrictions.
Thus this corpus has a better coverage and is more close to a
real-life application. However, the unbiased selection of the text
corpus may be one reason to the scarcity of the distribution of rela-
tion instances and features. Given that the distribution of relation
instances in the text corpus is very sparse, we speculate that the
system performance can be improved by increasing the size of
the text corpus. One advantage of the approach is that it does
not require annotated text for training. It is relatively easy to
include more text in the study. In the future, we plan to use a larger
text corpus to see how the size of the text corpus impacts system
performance.
Sense ambiguity is another cause of errors. In biomedical liter-
ature, terms, especially abbreviations, can have drastically differ-
ent senses. For example, PCR can mean light-dependent
protochlorophyllide reductase (a protein). However, in the text
corpus, we notice that most occurrences of PCR are the
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used in molecular biology. Another striking example is ER, which
can be abbreviation of both a protein (estrogen receptor) and a
subcellular location (endoplasmic reticulum). The sense ambiguity
causes misalignment of the knowledge base and the text corpus
and results in semantic drifts. For example, when the term PCR
(the technique) co-occur with a location, features extracted from
these sentences will produce false positives.
Parsing errors, in particular prepositional phrase attachments, is
another source of error. In many sentences expressing protein loca-
tion relations, the location terms appear as objects of prepositions.
Thus whether prepositions are attached to the correct words has
great impact on the performance of the system. Prepositional
phrase attachment is frequently cited as challenging form parsers.
However, in Clegg and Shepherd’s evaluation of parser perfor-
mances for biological applications [34], the two parsers (not
Stanford parser) studied scored slightly higher on this task than
other tasks. It is not clear if the task of protein location extraction
ampliﬁes the problem or that the Stanford parser is weaker on
prepositional phrase attachment than the two parsers tested by
Clegg and Shepherd.
The system proposed here employed both lexical and syntactic
features from sentences in full text articles. In contrast, the SherLoc
[17] and EpiLoc [18] systems employ lexical features only (i.e. a
bag of words approach) from abstracts that contain a known pro-
tein location. Further work is needed to unpack the impact of dif-
ferent feature combinations from different sections of an article in
different collections. Similarly, the evaluations presented here con-
sider sentences rather than protein level accuracy and further work
is needed to determine how these evaluations best align with man-
ual curation efforts. Lastly, this earlier work suggests that the
approach used to identify locations can be extended to identify
non-location targets such as molecular functions and biological
processes [35]. Interestingly, experiments that combined sentence
level co-mentions with bag of works show better macro area under
the curve performance over bag of words alone for molecular func-
tion, biological process and cellular component predictions [36].
5. Conclusion
Distant supervised approaches have been proposed in a range of
non-biomedical genres. We describe a distant supervised approach
that leverages an existing knowledge base (UniProtKB) and a col-
lection of more than 43,000 full text articles in the Journal of
Biological Chemistry. We then demonstrate the utility of this
approach to identify new protein subcellular localization relations.
The support vector machine achieved 0.81 precision and 0.49
recall at sentence level extraction on a set of unseen test sentences
and 0.57 accuracy at a relation instance level. More importantly
the system identiﬁed 8210 new localization instances from the
text corpus that are not in UniProtKB. Manual inspection of the
50 most likely relations showed that 41 (82%) were valid. These
results have immediate beneﬁt to researchers interested in protein
function, and suggest that distant supervised should be explored to
complement other manual data curation efforts.
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