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MARCH is a free software for the computation of different types of Markovian models including homoge-
neous Markov Chains, Hidden Markov Models (HMMs) and Double Chain Markov Models (DCMMs).
The main characteristic of this software is the implementation of a powerful optimization method for
HMMs and DCMMs combining a genetic algorithm with the standard Baum-Welch procedure. MARCH
is distributed as a set of Matlab functions running under Matlab 5 or higher on any computing platform.
A PC Windows version running independently from Matlab is also available.
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1 Introduction
MARCH is a set of Matlab functions designed to compute various types of Markovian models for both
homogeneous and non-homogenous data. This includes the independence model, homogeneous Markov
Chains (MCs) of any order, Hidden Markov Models (HMMs) and Double Chain Markov Models (DCMMs).
The standard version of MARCH requires Matlab 5 or higher to run, on any computing platform. In addition,
a compiled version running independently from Matlab is available for the PC Windows platform.
This paper is organized as follows. Section 2 provides a short tutorial on Markovian models and on their
computation. Section 3 is the user’s guide of MARCH and Section 4 provides two examples. Finally, the
Appendix gives more technical details about the functions and the variables used by the software.
2 Theoretical background
2.1 Markovian models
We deal here with Markovian models for categorical variables in discrete time. Basically, a Markov chain is
a model in which the current value (timet) of a variableY taking values in{1, . . . , K } is fully explained by
the knowledge of the value taken by the same variable at timet-1. This model is summarized in atransition
matrix C1 giving the probability distribution ofYt given any possible value ofYt−1:
C1 =
[








t − 1 1 . . . K





K pK1 . . . pK K
Each row ofC1 is a probability distribution summing to one. Since the current value is fully determined by
the knowledge of only one past period, this model is said to be of order 1. This model is used in a lot of
different fields including economy, chemistry, biology and meteorology.
More generally, a Markov chain of orderf , f ≥ 0, is a model in which the current value is explained by
all lags up tot − f . The transition matrix is then of a larger size. For instance, forf =2 andK=3, we have
C2 =
t 1 1 1 2 2 2 3 3 3
t − 2 t − 1 t − 1 1 2 3 1 2 3 1 2 3
1 1 p111 0 0 p112 0 0 p113 0 0
2 1 p211 0 0 p212 0 0 p213 0 0
3 1 p311 0 0 p312 0 0 p313 0 0
1 2 0 p121 0 0 p122 0 0 p123 0
2 2 0 p221 0 0 p222 0 0 p223 0
3 2 0 p321 0 0 p322 0 0 p323 0
1 3 0 0 p131 0 0 p132 0 0 p133
2 3 0 0 p231 0 0 p232 0 0 p233
3 3 0 0 p331 0 0 p332 0 0 p333
Given its particular form with a great number of zeros, this matrix can be rewritten in a reduced or compact




t − 2 t − 1 1 2 3
1 1 p111 p112 p113
2 1 p211 p212 p213
3 1 p311 p312 p313
1 2 p121 p122 p123
2 2 p221 p222 p223
3 2 p321 p322 p323
1 3 p131 p132 p133
2 3 p231 p232 p233
3 3 p331 p332 p333
The special casef = 0 in which the current value is independent from the past is called theindependence
model. The transition matrix then becomes a single probability distribution:
C0 = [P(Yt = j )] =
(
p1 . . . pK
)
Consider now a more general situation. LetX be a variable taking values in the set{1, . . . ,M}, and letY
be a variable taking values in the set{1, . . . , K }. We suppose that only the value taken byY can be observed,
the value taken byX at each period being hidden. Moreover, we suppose that the successive values taken by
variablesX andY are not independent. We consider three different relations:
1. The value taken byX at timet (xt ) depends on the value taken byX at timest − 1 to t − `, ` ≥ 1. X
then follows aǹ -th order homogeneous Markov chain.
2. The value ofY at timet depends on the values ofY at timest − 1 to t − f , f ≥ 0.
3. The value ofY at timet depends also on the value ofX at timet .
When f > 0, the model describing the behavior of the observed variableY is called a Double Chain
Markov Model (DCMM). Figure 1 shows this model for the case`=1 and f =1.
A DCMM is fully described by three sets of probability distributions:
• A transition matrixA describing the relation between successive values of the hidden variableX.
• The initial distributionπ of the hidden variableX. WhenA is of order`=1,π is a single probability
distribution. Wheǹ =2, π is composed of the distribution ofX at time 0 and of the conditional
distribution ofX1 given X0, and so on.
• A set of transition matricesCg, g = 1, . . . ,M , describing the relation between successive outputs of
the observed variableY. WhenXt = g, the matrixCg is used.
At each timet , the hidden variableX takes one of the values 1, . . . ,M according toA. The value ofY
is then determined according to the transition matrixCg corresponding to this hidden state.
The hidden states 1, . . . ,M can be interpreted as a set of external conditions, or covariates, influencing
the observed variableY. This model is very good at the modeling of data such as animal behavior and wind
speed.
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Figure 1. A Double Chain Markov Model with first-order dependences.X denotes the hidden variable and
Y the observed variable. At timet , Xt depends onXt−1, andYt depends on bothXt andYt−1.
The well-known Hidden Markov Model (HMM) is a particular case of the DCMM in which the succes-
sive observations ofY are independent conditionally onX, that is f = 0. The set of transition matrices
{C1, . . . ,CM} then reduces to a set of independence distributions. HMMs are widely used in speech recog-
nition.
Finally, a homogeneous Markov chain can be viewed as a DCMM in which the external conditions
represented byX never change. So, there is only one hidden state and one transition matrixC.
Since there introduction at the beginning of the 20th century by Russian mathematician Andrej Andreevic
Markov, these models have generated a constantly growing literature. Homogeneous Marov chains are
presented in detail e.g. in Dynkin (1965), Kemeny & Snell (1976), Doob (1990) and Berchtold (1998).
Rabiner (1989) and MacDonald & Zucchini (1997) are good references about Hidden Markov Models.
Finally, Paliwal (1993), Berchtold (1999a) and Berchtold (1999b) describe the more complete Double Chain
Markov Model.
2.2 Computational issues
In the case of homogeneous Markov chains of orderf ≥ 0, the maximum likelihood estimator of the
probability pi0|i f ,...,i1 of observingYt = i0 givenYt− f = i f , …, Yt−1 = i1 is
p̂i0|i f ,...,i1 =
ni f ,...,i1,i0
ni f ,...,i1,+
whereni f ,...,i1,i0 is the number of sequences of the form
Yt− f = i f , . . . ,Yt−1 = i1,Yt = i0
in the data, and












ni f ,...,i1,i0 log( p̂i0|i f ,...,i1)
The computation of the more complex Double Chain Markov Model involves three different problems:
1. The estimation of the log-likelihood of the data given the model.
2. The estimation ofπ , A and{C1, . . . ,CM} given the data.
3. The estimation of the optimal sequence of hidden states given the model and the data.
Due to the structure of the DCMM, there is no direct formula to compute the log-likelihood. The
problem is solved using an iterative procedure known as the forward-backward algorithm. The estimation of
the model parameters is traditionally obtained by an Expectation-Maximization (EM) algorithm known in the
speech recognition literature as the Baum-Welch algorithm. Finally, the optimal sequence of hidden states is
computed using another iterative procedure called the Viterbi algorithm. Details about these procedures can
be found e.g. in Rabiner (1989) for the forward-backward and the Baum-Welch algorithms, and in Forney
(1973) for the Viterbi algorithm. In addition, McLachlan & Krishnan (1997) is a very good presentation of
the EM method.
The estimation of the model parameters requires a very careful examination. Even if EM methods like
the Baum-Welch algorithm are known to converge to an optimum of the solution space, nothing proves that
this optimum is the global one. In fact, these algorithms tend to converge to the local optimum which is the
closer to the starting values of the optimization procedure. The traditional remedy to this problem consists
in running several times the EM algorithm, using different sets of random starting values, and to keep the
best solution. More advanced versions of the EM algorithm (ECM, SEM, ...) can also be used, but they do
not constitute a definitive answer to the local optima problem.
The use of a genetic algorithm (GA) is another possibility. This is an iterative procedure computing
simulteanously several possible solutions (the population). At each iteration, a new population is created by
combining the members of the current population using the principles of genetics, that is selection, crossover
and mutation. This new population has a better probability to come close to the global optimum than the
previous population had. This method presents the advantage to allow the exploration of a large part of the
solution space, with a very high probability to find the global optimum. On the other hand, once the region
of the solution space containing the global optimum has been determined, the robustness of GAs is balanced
by the large number of iterations required to reach this optimum. See e.g. Holland (1975) and Coley (1999)
for details about genetic algorithms and their implementation.
A very interesting solution has been proposed by Brouard et al. (1998). The idea is to combine a genetic
algorithm (to explore quickly the whole solution space) and a Baum-Welch algorithm (to find the exact
parameter values of the optimum). The procedure used to compute DCMMs in MARCH is based on this
approach. After each iteration of the genetic algorithm, the members of the population are improved through
several iterations of a Baum-Welch algorithm. This method is summarized in Algorithm 1.I terG A is
the number of iterations of the genetic algorithm,I ter BW is the number of iterations of the Baum-Welch
algorithm, andPopSizeis the size of the population used by the genetic algorithm.
The computation of the new population using the genetic algorithm follows the steps given in Algorithm
2. Note that the parameters are recoded in binary form at the beginning of the procedure so that each member
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Algorithm 1 Estimation of a DCMM.
Random initialization of the population.
Computation of the log-likelihood of each member of the population.
for i terga=1:I terG A do {Iterations of the genetic algorithm.}
Computation of the new population.
Recomputation of the log-likelihood of each member of the population.
for i terbw=1:I ter BW do {Iterations of the Baum-Welch algorithm.}
for pop=1:PopSizedo {Loop on the population size.}
Reestimation ofπ , A, and{C1, . . . ,CM} for the pop-th member of the population.




Computation of the optimal sequence of hidden states (Viterbi algorithm).
of the population is described by a vector of zeros and ones. Members of the old population are selected to
be part of the new population according to their log-likelihood. This implies that best members of the old
population have a greater probability to be chosen.PCrossis the probability of crossover (exchange of a
part of the parameter values) between two members of the population.P Mut is the probability of mutation,
that is the probability with which a 0 is replaced by a 1, and vice versa, in the binary writing of a member of
the new population.
Algorithm 2 Computation of the new population.
Binary coding of each member of the old (current) population.
for pop=1:PopSizedo
Selection: Random selection of a member of the old population (based on the value of its log-likelihood),
to become a member of the new population.
if pop is eventhen
Crossover: Exchange a part of the binary vectors describing the last two members included in the




Mutation : Change 0s to 1s and vice-versa in the binary vector describing thepop-th member of the
new population with probabilityP Mut.
end for
if the best member of the old population is not included in the new populationthen
Elitism : Replace the first member of the new population by the best member of the old population.
end if
Decoding of the binary vectors into real parameters form.
The same algorithm is used to compute HMMs, the only difference being that the order of transition
matricesC is set to zero. Note that this algorithm can also be used to compute homogeneous Markov chains,
but this implies a lot of unnecessary computations, so particular procedures are implemented in MARCH.
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2.3 Comparison of models
Several methods exist to compare the performance of different models. Among these methods generally
based on the log-likelihood, the Akaike Information Criterion (AIC), proposed by Akaike (1974), and the
Bayesian Information Criterion (BIC), proposed by Schwarz (1978), are now very popular. AIC is defined
as
AIC = −2 LL + 2 p
whereLL is the log-likelihood of the model andp is the number of independent parameters. BIC is defined
as
BIC = −2 LL + p log(n)
wheren is the number of components in the log-likelihood. In both cases, the model with the smallest
criterion value is chosen.
Katz (1981) showed that AIC is inconsistent and that it tends to overestimate the order of a Markov chain.
Following Katz, we preconize the use of BIC rather than AIC even if, for the purpose of comparison, the
value of AIC is also computed by MARCH. The full display of a DCMM is allowed for the models reaching
the best log-likelihood or the best BIC only.
Note that, following the convention established by Bishop et al. (1975), parameters estimated to zero
are not counted as parameters. Note also that, to insure a fair comparison among models, it is necessary to
have exactly the same number of components in the log-likelihood of each model. The variableMaxOrder
of MARCH can be used to insure that (see Section 3.6).
3 MARCH 1.1 user’s guide
3.1 Availability
MARCH is a set of Matlab functions requiring Matlab 5 or higher on any computing platform. It can be
freely downloaded from
http://www.andreberchtold.com/softwares.html
A fully compiled version of MARCH, running independently from Matlab, is also available for the PC
Windows platform. See Section 3.14 for more details. Note that this compiled version runs in batch mode
only.
3.2 Copyright
The rights of MARCH belong to André Berchtold. The software can be freely distributed and used, but it
cannot be sold or modified without authorization.
3.3 Installation
To install the set of Matlab functions, download themarch-11.ziparchive and extract all files in a directory
called MARCH. Then, include this directory into the Matlab path (see your Matlab’s local guide for details).
Refer to Section 3.14 for details concerning the compiled version of MARCH.
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3.4 Structure of the software
MARCH is a text only software. It is run by typing the commandmarchat the Matlab prompt. The following
menu is then displayed:
Main menu
---------





Any choice leads either to another menu or to the modification of a parameter value.
3.5 Data files
The first option of theMain menulets the user open a data file. This is required prior performing any other
operation (except exiting the software). The data file must be in a directory in which Matlab can access
(usually in a part of the Matlab path, or in the current working directory).
Data files are text files containing one or several independent sequences of observations of a categorical
variableY taking values in the finite set{1, . . . , K }, K > 1. Note that any value outside the range 1-K will
be considered as missing by the software. Each sequence must be put into a differentcolum of the data file.
Moreover, each column must have the same number of rows, so shorter columns must be completed by any
value outside the range 1-K .
To open a data file, the user must enter the name of the file
Name of the dataset:
and the number of categories (K ) of the variable
Number of possible outputs (-1 to quit):
Each sequence will be truncated after the first occurence of a value outside the range 1-K .
Note that the name of the data file must be of the formname.ext, wherenameis the name of the file and
.ext is an extension of at least one character (.dat for instance). The extension is not optional!
3.6 Choice of the maximal order
MARCH can compute models with any order of dependence greater or equal to zero between successive
observations. However, in order to allow a fair comparison between models having different orders, the
log-likelihood of each model should have the same number of components. For that purpose, the second
option of theMain menulets the user set a maximal order (variableMaxOrder). Then, the log-likelihood of
any model whose maximal order is lower or equal toMaxorderwill have the same number of components.
In practice, each model is computed conditionally on the firstMaxOrderobservations of each sequence.
For instance, if you have one sequence of length 100 and ifMaxOrder is set to 10, then the independence
model will be computed on data points 11 to 100, the first-order homogeneous Markov chain will be computed
on data points 11 to 100, conditionally on observation 10, and so on. In this case, the log-likelihood of each
model will have exactly 90 components.
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3.7 Models menu




2. Homogeneous Markov chain
3. DCMM
4. Back to Main menu
Your choice:
These options are described in the next three sections.
3.8 Independence model





3. Back to Models menu
Your choice:
1. Computation: This option computes the independence model and displays the main results including
the number of independent data sequences, the number of possible outputs of the variable, the number
of independent parameters, the number of components in the log-likelihood, AIC, BIC, the frequency
distribution of the data and the corresponding probability distribution.
2. Save: This option saves the main results of the independence model into a file in the Matlab format.
See Sections 3.11 and B.1 for more details.
3.9 Homogeneous Markov chain
TheHomogeneous Markov chainoption of theModels menuleads to the following menu:
Markov chains menu
------------------
1. Type of output
2. Computation
3. Save
4. Back to Models menu
Your choice:
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1. Type of output: This option leads to a menu giving the choice between two types of output. In
the short mode, the transition matrix of the Markov chain and the corresponding crosstable are not
displayed. This is useful when you are dealing with very large matrices. The default option is the
normalmode in which all results are displayed.
2. Computation: When choosing this option, the software asks for the order of the Markov chain, and
then computes the model and displays the main results including the number of independent data
sequences, the number of possible outputs of the variable, the order of the model, the number of
independent parameters, the number of components in the log-likelihood, the number of structural
zeros (parameters estimated to zero), the log-likelihood, AIC, BIC, and (if the output mode is set to
normal) the crosstable and the transition matrix, both in reduced form.
3. Save: This option saves the main results of the Markov chain into a file in the Matlab format. See
Sections 3.11 and B.2 for more details.
3.10 DCMM
TheDCMM option of theModels menuleads to the following menu:
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save
8. Back to Model menu
Your choice:
Here you can define, compute, and display any Double Chain Markov Model, including Hidden Markov
Models.
1. Choice of a model:This option leads to a menu giving access to the parameters of the DCMM:
Choice of a DCMM
----------------
1. Number of hidden states (1)
2. Order of the hidden chain (1)
3. Constraint on A (1)
4. Order of the visible chain (1)
5. Back to DCMM menu
Your choice:
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You can modify the number of hidden states (M) and the order of the hidden and of the visible
chains. The third option lets you impose a constraint on the matrix of the hidden process. By choosing
“diagonal”, the hidden state won’t change during a sequence (but it can be different for each sequence).
This option is especially useful when you are dealing with several short independent sequences. In
this case, it is likely that each sequence is homogeneous, but that these sequences are different each
from another. By default, the matrixA has no constraint and hence is fully parameterized, allowing
the hidden states to change during a sequence. Numbers in brackets give the current values of each
parameter.
A HMM is defined by setting to zero the order of the visible chain.
2. Optimization parameters: This option leads to a menu giving access to the optimization parameters:
Optimization parameters
-----------------------
1. Type of initialization (1)
2. Maximal number of iterations (genetic algorithm) (1)
3. Population size (1)
4. Crossover probability (0.5)
5. Mutation probability (0.01)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (1)
8. Stop criterion (B-W algorithm) (0)
9. Back to DCMM menu
Your choice:
The type of initialization is to be chosen between “random” (for the beginning of a new optimization
procedure) and “current” to resume an optimization procedure starting with the current values.
Options 2 to 6 are related to the genetic algorithm. You can set the number of iterations, the size of the
population, the crossover probability, the mutation probability, and the number of digits used to code
each parameter in binary form.
When the number of iterations of the genetic algorithm is set to zero, no optimization takes place and the
current parameters are used to compute the log-likelihood and the optimal sequence of hidden states.
When the population size is set to 1, the genetic part of the procedure is suppressed and the algorithm
becomes a pure Baum-Welch algorithm. The crossover and mutation probabilities take values between
0 and 1, the default values (0.5 and 0.01) being good starting points. The number of digits used to
code the parameters in binary form has a direct influence upon the quality of the optimization. The
greater this number, the more precise the estimation. For instance, a 20 digits coding can represent
220 = 1′048′576 different values. For a parameter taking values between 0 and 1, the smaller difference
between two values that can be handled by the software is then about 1/1′048′576< 10−6 what is
fairly accurate. On the other hand, a greater number of digits increases the computation time, so an
arbitrage has to be done.
Options 7 and 8 are related to the Baum-Welch (B-W) part of the procedure. You can set the number
of iterations and a stop criterion.
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The Baum-Welch algorithm is very time-consuming, so the number of iterations should be as small
as possible. When the B-W algorithm is combined with the genetic algorithm, a number of iterations
lower than 10 is generally sufficient. On the other hand, when the procedure is a pure B-W algorithm
(that is when the population size is set to 1), the number of iterations of the B-W algorithm should be
larger (for instance 100 or 1’000). Do not forget that it is always possible to resume an optimization
procedure by starting with the current values.
The stop criterion of the B-W algorithm is based on the minimum amount of change in the log-likelihood
between two successive iterations. When this change is equal or lower than the criterion, the B-W
algorithm stops. This stop criterion should be used with great care since it is known that the Baum-
Welch algorithm, like any EM algorithm, can sometimes slows down to very small amount of change
in the log-likelihood and then speeds up again. Note that when set to zero, the stop criterion is totally
ignored by the software, even if two successive iterations lead exactly to the same log-likelihood. So,
when the stop criterion is set to zero, the number of iterations of the B-W algorithm is always exactly
equal to the maximal number of iterations.
3. Type of output: This option leads to a menu giving access to different types of output:
Type of output
--------------
1. Short (no B-W iterations, no hidden states)
2. Normal (no hidden states)
3. Long
4. Back to DCMM menu
Your choice (2):
In the short mode, the best log-likelihood reached at the end of each iteration of the Baum-Welch
algorithm is not displayed (even when no genetic algorithm iteration take place) and the optimal
sequence of hidden states is not displayed. In thenormal mode, the hidden states are not displayed,
and everything is displayed in thelong mode. The best log-likelihood reached at the end of each
iteration of the genetic algorithm is always displayed. You must be aware that the display of the hidden
states sequences can be very long in the case of large data files.
4. Computation: This option starts the optimization procedure. During the optimization phase, the best
log-likelihood obtained after each iteration of the genetic algorithm and of the Baum-Welch algorithm
is displayed according to theType of outputmode. Note that when the population size is greater than
1, the displayed log-likelihood does not always concern the same member of the population.
At the end of the optimization procedure, results are displayed for both the member of the population
having the largest log-likelihood and the member of the population having the smallest BIC. Of course,
when the same member of the population is best in both cases, it is displayed only once.
Results include the number of independent data sequences, the number of possible outputs of the
variable, the number of hidden states, the order of the hidden chain, the order of the visible chain, the
number of independent parameters, the number of components in the log-likelihood, the log-likelihood,
AIC, BIC, the first hidden state distribution (π ), the reduced form of the hidden transition matrix (A),
and the reduced form of the visible transition matrices (C1, . . . ,CM ). TheCg matrices are only vectors
in the case of a HMM. Moreover, when theType of outputis set tolong, the optimal sequences of
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hidden states corresponding to each sequence of observations are displayed as well. The value 0
denotes hidden states which cannot be computed.
5. Display of results: This option leads to the following menu:
Display of results
------------------
1. Best model in term of log-likelihood (no hidden states)
2. Best model in term of log-likelihood (with text display of hidden states)
3. Best model in term of log-likelihood (with graphic display of hidden states)
4. Best model in term of log-likelihood (with text and graphic display of hidden states)
5. Best model in term of BIC (no hidden states)
6. Best model in term of BIC (with text display of hidden states)
7. Best model in term of BIC (with graphic display of hidden states)
8. Best model in term of BIC (with text and graphic display of hidden states)
9. Back to DCMM menu
Your choice:
This menu lets you display the best model in term of log-likelihood or in term of BIC, with or without
the optimal sequences of hidden states. This is especially useful when you have loaded a file containing
the results of a previous procedure of optimization.
You can choose between a text and/or a graphic display of the hidden states sequences. In text mode,
the number of the hidden state corresponding to each observation is displayed. The value 0 denotes
hidden states which cannot be computed. In graphic mode, a figure containing as many rows as data
sequences is open, the top row corresponding to the first sequence, and each hidden state is represented
as a different color. A particular color is used to represent the parts of the sequences for which no
hidden state can be computed. This happens for the first elements of each sequence, and for the last
elements of sequences shorter than the largest sequence in the data file. Note that the figure containing
the graphical display of hidden states must be closed manually. See Section 4 for practical examples.
6. Load: This option lets you load a file generated by theSaveoption and containing the results of
a previous optimization procedure. When a file is loaded, theType of initializationparameter is
automatically set toCurrent values. Note that files generated by theSaveoption of theIndependence
andMarkov chainmenus cannot be used here.




2. Save best model in term of log-likelihood
3. Save best model in term of BIC
4. Back to DCMM menu
Your choice:
You can choose to save either the whole population or only the best model in term of log-likelihood
or in term of BIC. The generated file is in the Matlab format. It can be reloaded into MARCH using
theLoadoption, or it can be open at the Matlab prompt. See Sections 3.11 and B.3 for more details.
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3.11 Save and load results
Results of each model can be saved in a file using the standard Matlab.matformat. Then, they can be open at
the Matlab prompt for further analysis of the results. Moreover, results of a DCMM can also be reloaded into
MARCH to display the results or to resume the optimization process. Another use of this option is to apply
a model computed on a first data set onto another data set. Note then that the new data set must absolutely
have the same number of categories than the data set from which the model was computed.
It is not necessary to type the extension.matwhen giving the name of a file. The set of saved variables is
different for each type of model, so only files created by theSaveoption of theDCMM menucan be reloaded
into MARCH. The list of variables saved for each type of model is given in Appendix B.
3.12 Results file
In addition to theSavecommand, results are saved in another way. Each time the software is run, a text
file calledmarch_res.txtis created in the curent directory, and everything displayed is copied into it. After
exiting MARCH, this file can be open and edited using any text processor.
Note that the presence of several files namedarch_res.txtwithin the Matlab path can leads to an error.
Note also that the currentmarch_res.txtfile is erased each time the MARCH software is run, so it is a good
idea to rename the file after exiting MARCH if you want to keep it intact.
3.13 Batch mode
In addition to the interactive mode described in the previous sections, MARCH can also be run in batch
mode. A batch file is a text file containing the list of commands to be executed by the software. It must have
the following structure:
• One command per row.
• No space before the name of a file (data set or saving file).
• No blank row.
• Comments can be placed after each command, except file names. This is done by writing a % followed
by the comment on the same row as the command.
• No comments only row.
For instance, the following batch file open a data set namedelnino12.datcontaining a variable having
two categories. Then, the maximal order is set to 2, a second-order Markov chain is computed and results
are saved in a file namedmc2_res.mat.
1 % Load a data file
elnino12.dat
2 % Number of possible outputs
2 % Set MaxOrder
2
3 % Go to Models menu
2 % Go to Markov chains menu
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2 % Compute a Markov chain
2 % Order of the Markov chain
3 % Save results
mc2_res
4 % Go back to Models menu
4 % Go back to Main menu
4 % Exit MARCH
To run the batch file, typemarch(’batchname.bat’)at the Matlab prompt, wherebatchname.batis the
name of the batch file. Do not forget the quotes!
3.14 Compiled version of MARCH for Windows
In addition to the set of Matlab functions, there is also a fully compiled version of MARCH running inde-
pendently from Matlab on the PC Windows platform (95 or higher).
The main advantage of the compiled version is its portability. Since it does not require Matlab, it can be
used on any computer running under PC Windows 95 or higher. The compiled version of MARCH has the
following limitations:
• It runs in batch mode only.
• The batch file must obligatory be namedmarch_bat.batand it must be placed in the same directory as
the software.
To install the compiled distribution of MARCH 1.1, download the filemarch-11-c-win.zipfrom
http://www.andreberchtold.com/softwares.html
and extract thezip archive into a directory calledmarch_c. Note that all files contained in the archive must
be left in this directory, including thebin subdirectory. The executable file is namedmarch_c.exe. To run
the software, double-click onmarch_c.exe. This will automatically open and execute the batch file named
march_bat.bat.
3.15 Tips and tricks
We provide here some hints about the use of MARCH.
• Optimization of the best member of the population: As noted before, the genetic algorithm used
by MARCH can quickly find the region of the solution space containing the global optimum, but then
it can failed for a long time to reach this optimum. So, a good strategy is to run the full procedure
(genetic and Baum-Welch algorithms) for a time, and then to select the best model and to use it as the
starting point of a Baum-Welch only procedure. This can be done in the following way: After the full
procedure has stopped, save the best model (in term of log-likelihood or in term of BIC, depending
on your interest) in a file. Then, load again this file containing a population of size 1, set the maximal
number of iterations of the genetic algorithm to 1, and run a Baum-Welch algorithm with a large
number of iterations. Note that it is a good idea to save as well in another file the whole population
used by the genetic algorithm in order to be able to go back to that point if the B-W optimization of
the best model is disappointing.
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• No genetic algorithm iterations: When the number of iterations of the genetic algorithm is set to
zero, the DCMM is not reestimated, but the log-likelihood and the optimal hidden states sequences are
nevertheless computed. This is useful when you want to compute the same model on different data
sets. To do that, save the best model in a file, go to theMain menu, load another data file, go back to the
DCMM menu, reload the model previously saved, set the number of iterations of the genetic algorithm
to zero, and compute the model. Results will include the log-likelihood and the optimal sequences of
hidden states computed on the new data set using the model computed on the previous data set.
4 Examples
In this section, we provide two examples demonstrating the main features of MARCH. The data files and
some other files used here can be downloaded from
http://www.andreberchtold.com/softwares.html
The archives are namedmarch-ex1.zipfor the example of section 4.1 andmarch-ex2.zipfor the example of
section 4.2.
4.1 Theoretical example
This example uses two data files namedex_1a.datandex_1b.dat. The first file contains three independent
sequences of observations of a variable taking values 1 to 3. The first two sequences are of length 46. The
last one is shorter with only 32 observations, so it had to be completed with the value 0, which is treated as
















































The second data file contains only one sequence of length 109 of the same variable. For the purpose of clarity,
the file is here transposed and has to be read row by row, but the real fileex_1b.datis truly a onecolumnfile.
1 1 1 2 1 1 1 2 1 1 1 2
3 3 2 3 2 3 2 3 2 3 3 2
3 1 1 1 2 1 1 1 2 1 1 1
2 3 3 2 3 2 3 1 2 3 3 2
2 3 3 2 3 2 1 1 1 2 1 1
1 3 1 1 1 2 1 1 1 2 3 2
3 2 2 2 2 2 1 1 1 1 1 2
1 2 2 2 2 2 1 1 1 2 2 2
1 1 1 1 2 1 2 2 1 1 1 1
2
Using these two data files, we defined an analysis whose main points are the following:
1. The file namedex_1a.datis loaded.
2. The maximal order is set to 2.
3. The independence model and homogeneous Markov chains of order 1 and 2 are computed. In the
case of the second-order Markov chain, the transition matrix and the corresponding crosstable are not
displayed. Results for each model are saved in a file in Matlab format.
4. A HMM with two hidden states and a first-order hidden transition matrix is defined.
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5. The optimization parameters are modified in the following way:
• 10 iterations of the genetic algorithm.
• A population size of 20.
• A mutation probability of 0.02.
• 3 iterations of the Baum-Welch algorithm.
6. The output type is set tol ng.
7. The HMM is computed.
8. The whole population is saved in a file namedex1_hmm.mat.
9. The previous model is transformed into a DCMM by setting the order of the visible chain to 1.
10. The DCMM is computed with the same optimization parameters used for the HMM.
11. The whole population is saved in a file namedex1_dcmm.mat.
12. The best model in term of BIC is saved in a file namedex1_dcmm_b.mat.
13. The fileex1_dcmm_b.matis loaded. By doing that, the population of size 20 used during the previous
optimization procedure is replaced by the best solution in term of BIC and the type of initialization is
automatically set tocurrent values.
14. The optimization parameters are modified in the following way:
• 1 iteration of the genetic algorithm.
• 100 iterations of the Baum-Welch algorithm.
• The stop criterion of the Baum-Welch algorithm is set to 0.000001.
15. The DCMM is computed. Formally, we try to improve the best model obtained through the previous
optimization procedure by using a Baum-Welch only procedure.
16. The parameters of the final model are displayed. The hidden states are presented graphically.
17. The results are saved in a file namedex1_dcmm_b2.mat.
18. A new data file namedex_1b.datis loaded.
19. The fileex1_dcmm_b2.matcontaining the parameters of the best DCMM computed from the first data
file is loaded.
20. The number of iterations of the genetic algorithm is set to zero.
21. The output type is set tol ng.
22. The DCMM is computed. Formally, since the number of iterations of the genetic algorithm is zero,
MARCH just compute the log-likelihood and the optimal sequence of hidden states for the fileexam-
ple2.dat, using the best DCMM computed fromexample1.dat.
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23. The software is stopped.
The following batch file namedmarch_ex1.batcontains all the commands required to perform these
tasks. Note that if you are using the compiled version of MARCH, you have to rename the batch file as
march_bat.bat. The batch file contains the following commands and comments:
1 % Load a data file
ex_1a.dat
3 % Number of possible outputs
2 % Set MaxOrder
2
3 % Go to Models menu
1 % Independence model
1 % Computation
2 % Save results
ex1_indep
3 % Go back to Models menu
2 % Go to Markov chain menu
2 % Compute a Markov chain
1 % Order of the Markov chain
3 % Save results
ex1_mc1
1 % Type of output
1 % Short
3 % Go back to Markov chain menu
2 % Compute a Markov chain
2 % Order of the Markov chain
3 % Save results
ex1_mc2
4 % Go back to Models menu
3 % Go to DCMM menu
1 % Choice of a model
1 % Choice of the number of hidden states
2
4 % Choice of the order of the visible chain
0 % HMM
5 % Back to DCMM menu
2 % Optimization parameters
2 % Choice of the maximal number of iterations of the GA
10
3 % Choice of the population size
20
5 % Choice of the mutation probability
0.02
7 % Choice of the maximal number of iterations of the B-W algorithm
3
20
9 % Back to DCMM menu
3 % Type of output
3 % Long
4 % Back to DCMM menu
4 % Computation
7 % Save results
1 % All
ex1_hmm
4 % Back to DCMM menu
1 % Choice of a model
4 % Choice of the order of the visible chain
1 % DCMM
5 % Back to DCMM menu
4 % Computation
7 % Save results
1 % All
ex1_dcmm
3 % Best model in term of BIC
ex1_dcmm_b
4 % Back to DCMM menu
6 % Load
ex1_dcmm_b
2 % Optimization parameters
2 % Choice of the maximal number of iterations of the GA
1
7 % Choice of the maximal number of iterations of the B-W algorithm
100
8 % Choice of the stop criterion of the B-W algorithm
0.000001
9 % Back to DCMM menu
4 % Computation
5 % Display results
7 % Best model in term of BIC with graphic display of hidden states
9 % Back to DCMM menu
7 % Save results
3 % Best model in term of BIC
ex1_dcmm_b2
4 % Back to DCMM menu
8 % Back to Models menu
4 % Back to main menu
1 % Load a data file
ex_1b.dat
3 % Number of possible outputs
3 % Go to Models menu




2 % Optimization parameters
2 % Choice of the maximal number of iterations of the GA
0
9 % Back to DCMM menu
3 % Type of output
3 % Long
4 % Back to DCMM menu
4 % Computation
8 % Back to Models menu
4 % Go back to Main menu
4 % Exit MARCH
Note that the only purpose of this example is to demonstrate some of the capabilities of MARCH. It
must not be regarded as a rigorous analysis of the data files! Moreover, since the parameters are randomly
initialized, since a genetic algorithm makes great use of probabilities and random values, and since the
numbers of iterations chosen here are sometimes too small to allow convergence, the results obtained will
slightly differ each time the batch file is run. So, do not be surprised if your results are different.
The results file generated from this batch file looks like the output namedarch_res_ex1.txtwhich is
reproduced and commented below.
1. The first data file is loaded.
*****************************************
* MARCH 1.1 *









Name of the dataset: ex_1a.dat
Number of possible outputs (-1 to quit): 3
*** Data file successfully loaded ***









Maximal order (0) (-1 to quit): 2
*** Maximal order successfully set to 2 ***
3. The independence model and homogeneous Markov chains of order 1 and 2 are computed. Among
these three models, the second-order Markov chain achieves the best log-likelihood (-94.0466), but
despite a much smaller log-likelihood, the first-order Markov chain is preferred in term of BIC (261.679)
because of its parsimony (6 independent parameters against 18).
Main menu
---------








2. Homogeneous Markov chain
3. DCMM






3. Back to Models menu
Your choice: 1
**********************
* Independence model *
**********************
Number of independent sequences: 3
Number of possible outputs: 3
Number of independent parameters: 2













3. Back to Models menu
Your choice: 2
Name of the saving file (without extension): ex1_indep










2. Homogeneous Markov chain
3. DCMM




1. Type of output
2. Computation
3. Save
4. Back to Models menu
Your choice: 2
Order of the Markov chain (-1 to quit): 1
*** Markov chain of order 1 successfully specified ***
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****************
* Markov chain *
****************
Number of independent sequences: 3
Number of possible outputs: 3
Order of the model: 1
Number of independent parameters: 6
Number of components in the log-likelihood: 118














1. Type of output
2. Computation
3. Save
4. Back to Models menu
Your choice: 3
Name of the saving file (without extension): ex1_mc1
*** Results successfully saved ***
Markov chains menu
------------------
1. Type of output
2. Computation
3. Save





1. Short (no display of the contingency table and the transition matrix)
2. Normal
3. Back to Markov chains menu
Your choice (2): 1
Type of output
--------------
1. Short (no display of the contingency table and the transition matrix)
2. Normal
3. Back to Markov chains menu
Your choice (1): 3
Markov chains menu
------------------
1. Type of output
2. Computation
3. Save
4. Back to Models menu
Your choice: 2
Order of the Markov chain (-1 to quit): 2
*** Markov chain of order 2 successfully specified ***
****************
* Markov chain *
****************
Number of independent sequences: 3
Number of possible outputs: 3
Order of the model: 2
Number of independent parameters: 18
Number of components in the log-likelihood: 118







1. Type of output
2. Computation
3. Save
4. Back to Models menu
Your choice: 3
Name of the saving file (without extension): ex1_mc2
*** Results successfully saved ***
Markov chains menu
------------------
1. Type of output
2. Computation
3. Save
4. Back to Models menu
Your choice: 4




2. Homogeneous Markov chain
3. DCMM




1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save
8. Back to Model menu
Your choice: 1
Choice of a DCMM
----------------
1. Number of hidden states (1)
2. Order of the hidden chain (1)
3. Constraint on A (1)
4. Order of the visible chain (1)
5. Back to DCMM menu
Your choice: 1
Number of hidden states (1) (-1 to quit): 2
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Choice of a DCMM
----------------
1. Number of hidden states (2)
2. Order of the hidden chain (1)
3. Constraint on A (1)
4. Order of the visible chain (1)
5. Back to DCMM menu
Your choice: 4
Order of the visible chain (1) (0 for HMM, -1 to quit): 0
Choice of a DCMM
----------------
1. Number of hidden states (2)
2. Order of the hidden chain (1)
3. Constraint on A (1)
4. Order of the visible chain (0)
5. Back to DCMM menu
Your choice: 5
*** HMM successfully specified ***
5. New optimization parameters are set.
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save




1. Type of initialization (1)
2. Maximal number of iterations (genetic algorithm) (1)
3. Population size (1)
4. Crossover probability (0.5)
5. Mutation probability (0.01)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (1)
8. Stop criterion (B-W algorithm) (0)
9. Back to DCMM menu
Your choice: 2
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Maximal number of iterations (1) (-1 to quit): 10
Optimization parameters
-----------------------
1. Type of initialization (1)
2. Maximal number of iterations (genetic algorithm) (10)
3. Population size (1)
4. Crossover probability (0.5)
5. Mutation probability (0.01)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (1)
8. Stop criterion (B-W algorithm) (0)
9. Back to DCMM menu
Your choice: 3
Population size (1) (-1 to quit): 20
Optimization parameters
-----------------------
1. Type of initialization (1)
2. Maximal number of iterations (genetic algorithm) (10)
3. Population size (20)
4. Crossover probability (0.5)
5. Mutation probability (0.01)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (1)
8. Stop criterion (B-W algorithm) (0)
9. Back to DCMM menu
Your choice: 5
Mutation probability (0.01) (-1 to quit): 0.02
Optimization parameters
-----------------------
1. Type of initialization (1)
2. Maximal number of iterations (genetic algorithm) (10)
3. Population size (20)
4. Crossover probability (0.5)
5. Mutation probability (0.02)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (1)
8. Stop criterion (B-W algorithm) (0)
9. Back to DCMM menu
Your choice: 7
Maximal number of iterations (1) (-1 to quit): 3
Optimization parameters
-----------------------
1. Type of initialization (1)
2. Maximal number of iterations (genetic algorithm) (10)
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3. Population size (20)
4. Crossover probability (0.5)
5. Mutation probability (0.02)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (3)
8. Stop criterion (B-W algorithm) (0)
9. Back to DCMM menu
Your choice: 9
*** Optimization parameters successfully specified ***
6. The output type is set tol ng to display everything including hidden states.
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save




1. Short (no B-W iterations, no hidden states)
2. Normal (no hidden states)
3. Long
4. Back to DCMM menu
Your choice (2): 3
Type of output
--------------
1. Short (no B-W iterations, no hidden states)
2. Normal (no hidden states)
3. Long
4. Back to DCMM menu
Your choice (3): 4
7. The HMM is computed. In this case, the best value achieved after each iteration of the genetic algorithm
is most of the time equal to the previous best value. This can be somewhat disappointing, but do not
forget that 20 models are evaluated at each iteration, so that even if this is not displayed, a large part
of the solution space is explored. From that point of view, the genetic algorithm helps to insure that
the solution displayed is a good approximation of theglobal optimum.
Here, the optimization procedure does not converge (the difference in log-likelihood between the last
two iterations is not exactly zero). So, in practice, we should run again an optimization procedure
before using this model.
30
The same model is best in term of both log-likelihood and BIC. The two hidden states are clearly
different: In the first one, values 2 and 3 have both high probabilities (0.4643 and 0.4112), when value
1 is highly preferred in state 2 with probability 0.9987. The two zeros at the beginning of each hidden
states sequence correspond to the two data on which each model has been conditioned by choosing a
maximal order equal to 2.
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save


























































































*** Best model in term of BIC and log-likelihood ***
Number of independent sequences: 3
Number of possible outputs: 3
Number of hidden states: 2
Order of the hidden chain: 1
Order of the visible chain: 0
Number of independent parameters: 7




First hidden state distribution:
0.6743 0.3257
Transition matrix between hidden states (reduced form):
0.9468 0.0532
0.2288 0.7712








0 0 2 2 2 2 1 1 1 1 1 2
2 2 2 2 2 1 1 1 1 1 1 1
1 1 1 1 1 1 2 2 2 2 2 2
1 1 1 1 1 1 1 1 1 1
Sequence 2:
0 0 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 2 2
Sequence 3:
0 0 1 1 1 1 1 1 1 1 1 1
1 1 1 1 2 2 2 2 2 2 1 1
1 1 1 1 1 1 1 1
8. The whole population is saved in a file namedex1_hmm.mat.
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save





2. Save best model in term of log-likelihood
3. Save best model in term of BIC
4. Back to DCMM menu
Your choice: 1
Name of the saving file (without extension): ex1_hmm




2. Save best model in term of log-likelihood
3. Save best model in term of BIC
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4. Back to DCMM menu
Your choice: 4




1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save
8. Back to Model menu
Your choice: 1
Choice of a DCMM
----------------
1. Number of hidden states (2)
2. Order of the hidden chain (1)
3. Constraint on A (1)
4. Order of the visible chain (0)
5. Back to DCMM menu
Your choice: 4
Order of the visible chain (0) (0 for HMM, -1 to quit): 1
Choice of a DCMM
----------------
1. Number of hidden states (2)
2. Order of the hidden chain (1)
3. Constraint on A (1)
4. Order of the visible chain (1)
5. Back to DCMM menu
Your choice: 5
*** DCMM successfully specified ***
10. The DCMM is computed. During the last iterations, the log-likelihood does not change (-80.681),
indicating that an optimum has been found. With 13 independent parameters, this model achieves a
BIC a lot smaller than the BICs obtained by the previous models. The same model is best in term of
both log-likelihood and BIC.
The two hidden states have well defined roles. State 1 appears in sequences 1 and 3, when state 2
appears in sequence 2. State 1 is defined by high probabilities for the visible variable to keep the same
value from period to period (values 0.8261, 0.8462 and 0.8400 on the main diagonal of the matrix).
On the other hand, state 2 is defined by high probabilities to switch from one value to another (low
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probabilities on the main diagonal). This behavior was expected in regard of the data file analyzed.
Note that the hidden transition matrix has been estimated as the identity matrix, even if no constraint
has been put on this matrix. This explain why the hidden states do not change during a sequence. The
two zeros at the beginning of each hidden states sequence correspond to the two data on which each
model has been conditioned by choosing a maximal order equal to 2.
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save


























































































*** Best model in term of BIC and log-likelihood ***
Number of independent sequences: 3
Number of possible outputs: 3
Number of hidden states: 2
Order of the hidden chain: 1
Order of the visible chain: 1
Number of independent parameters: 13




First hidden state distribution:
0.6667 0.3333
Transition matrix between hidden states (reduced form):
1.0000 0.0000
0.0000 1.0000












0 0 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
Sequence 2:
0 0 2 2 2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2 2 2
Sequence 3:
0 0 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
11. The whole population is saved in a file namedex1_dcmm.mat.
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save





2. Save best model in term of log-likelihood
3. Save best model in term of BIC
4. Back to DCMM menu
Your choice: 1
Name of the saving file (without extension): ex1_dcmm
*** All results successfully saved ***





2. Save best model in term of log-likelihood
3. Save best model in term of BIC
4. Back to DCMM menu
Your choice: 3
Name of the saving file (without extension): ex1_dcmm_b




2. Save best model in term of log-likelihood
3. Save best model in term of BIC
4. Back to DCMM menu
Your choice: 4
13. The file namedex1_dcmm_b.matis loaded.
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save
8. Back to Model menu
Your choice: 6
Name of the loading file (without extension): ex1_dcmm_b
*** File successfully loaded ***
14. New optimization parameters are set in order to perform a Baum-Welch only optimization procedure.
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation








1. Type of initialization (2)
2. Maximal number of iterations (genetic algorithm) (10)
3. Population size (1)
4. Crossover probability (0.5)
5. Mutation probability (0.02)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (3)
8. Stop criterion (B-W algorithm) (0)
9. Back to DCMM menu
Your choice: 2
Maximal number of iterations (10) (-1 to quit): 1
Optimization parameters
-----------------------
1. Type of initialization (2)
2. Maximal number of iterations (genetic algorithm) (1)
3. Population size (1)
4. Crossover probability (0.5)
5. Mutation probability (0.02)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (3)
8. Stop criterion (B-W algorithm) (0)
9. Back to DCMM menu
Your choice: 7
Maximal number of iterations (3) (-1 to quit): 100
Optimization parameters
-----------------------
1. Type of initialization (2)
2. Maximal number of iterations (genetic algorithm) (1)
3. Population size (1)
4. Crossover probability (0.5)
5. Mutation probability (0.02)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (100)
8. Stop criterion (B-W algorithm) (0)
9. Back to DCMM menu
Your choice: 8
Stop criterion (0) (0 to inactivate criterion, -1 to quit): 1e-006
Optimization parameters
-----------------------
1. Type of initialization (2)
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2. Maximal number of iterations (genetic algorithm) (1)
3. Population size (1)
4. Crossover probability (0.5)
5. Mutation probability (0.02)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (100)
8. Stop criterion (B-W algorithm) (1e-006)
9. Back to DCMM menu
Your choice: 9
*** Optimization parameters successfully specified ***
15. The optimization of the DCMM resumes, starting from the best model obtained through the previous
optimization procedure. It appears that the previous model cannot be improved. The log-likelihood
does not change and the procedure ends after one iteration only.
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save










*** Best model in term of BIC and log-likelihood ***
Number of independent sequences: 3
Number of possible outputs: 3
Number of hidden states: 2
Order of the hidden chain: 1
Order of the visible chain: 1
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Number of independent parameters: 13




First hidden state distribution:
0.6667 0.3333
Transition matrix between hidden states (reduced form):
1.0000 0.0000
0.0000 1.0000











0 0 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
Sequence 2:
0 0 2 2 2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2 2 2
Sequence 3:
0 0 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
16. The best model is displayed and the hidden states are represented graphically (see Figure 2). Note that




1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save




1. Best model in term of log-likelihood (no hidden states)
2. Best model in term of log-likelihood (with text display of hidden states)
3. Best model in term of log-likelihood (with graphic display of hidden states)
4. Best model in term of log-likelihood (with text and graphic display of hidden states)
5. Best model in term of BIC (no hidden states)
6. Best model in term of BIC (with text display of hidden states)
7. Best model in term of BIC (with graphic display of hidden states)
8. Best model in term of BIC (with text and graphic display of hidden states)





*** Display of the best model in term of BIC ***
Number of independent sequences: 3
Number of possible outputs: 3
Number of hidden states: 2
Order of the hidden chain: 1
Order of the visible chain: 1
Number of independent parameters: 13





First hidden state distribution:
0.6667 0.3333
Transition matrix between hidden states (reduced form):
1.0000 0.0000
0.0000 1.0000











1. Best model in term of log-likelihood (no hidden states)
2. Best model in term of log-likelihood (with text display of hidden states)
3. Best model in term of log-likelihood (with graphic display of hidden states)
4. Best model in term of log-likelihood (with text and graphic display of hidden states)
5. Best model in term of BIC (no hidden states)
6. Best model in term of BIC (with text display of hidden states)
7. Best model in term of BIC (with graphic display of hidden states)
8. Best model in term of BIC (with text and graphic display of hidden states)
9. Back to DCMM menu
Your choice: 9
17. The model is saved in a file namedx1_dcmm_b2.mat.
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save





2. Save best model in term of log-likelihood
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Figure 2. Graphical display of the hidden states corresponding to the best DCMM computed from the
ex_1a.datdata file. Each sequence appears on a different row, and each state is associated with a different
color. A particular color is also associated with the value 0 corresponding to situations where no hidden
state can be computed (here, the first 2 observations of each sequence, and the last 14 values of sequence 3
which were not observed). In this example, state 1 occurs during the totality of sequences 1 and 3, and state
2 occurs during sequence 2.
3. Save best model in term of BIC
4. Back to DCMM menu
Your choice: 3
Name of the saving file (without extension): ex1_dcmm_b2




2. Save best model in term of log-likelihood
3. Save best model in term of BIC
4. Back to DCMM menu
Your choice: 4




1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save





2. Homogeneous Markov chain
3. DCMM









Name of the dataset: ex_1b.dat
Number of possible outputs (-1 to quit): 3
*** Data file successfully loaded ***












2. Homogeneous Markov chain
3. DCMM
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1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save
8. Back to Model menu
Your choice: 6
Name of the loading file (without extension): ex1_dcmm_b2
*** File successfully loaded ***
20. The number of iterations of the genetic algorithm is set to zero. By doing that, the whole optimization




1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save




1. Type of initialization (2)
2. Maximal number of iterations (genetic algorithm) (1)
3. Population size (1)
4. Crossover probability (0.5)
5. Mutation probability (0.01)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (1)
8. Stop criterion (B-W algorithm) (0)
9. Back to DCMM menu
Your choice: 2




1. Type of initialization (2)
2. Maximal number of iterations (genetic algorithm) (0)
3. Population size (1)
4. Crossover probability (0.5)
5. Mutation probability (0.01)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (1)
8. Stop criterion (B-W algorithm) (0)
9. Back to DCMM menu
Your choice: 9
*** Optimization parameters successfully specified ***
21. The output type is set tol ng to display everything including hidden states.
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save




1. Short (no B-W iterations, no hidden states)
2. Normal (no hidden states)
3. Long
4. Back to DCMM menu
Your choice (2): 3
Type of output
--------------
1. Short (no B-W iterations, no hidden states)
2. Normal (no hidden states)
3. Long
4. Back to DCMM menu
Your choice (3): 4
22. The log-likelihood and the optimal sequence of hidden states are computed for the second data file,
based on the model computed from the first data file. It appears that the first hidden state is used
throughout the sequence. This is a consequence of the fact that the transition matrix between hidden
states is here the identity matrix, what implies that the hidden state cannot change during the sequence.
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1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save
8. Back to Model menu
Your choice: 4




*** Best model in term of BIC and log-likelihood ***
Number of independent sequences: 1
Number of possible outputs: 3
Number of hidden states: 2
Order of the hidden chain: 1
Order of the visible chain: 1
Number of independent parameters: 13




First hidden state distribution:
0.6667 0.3333
Transition matrix between hidden states (reduced form):
1.0000 0.0000
0.0000 1.0000












0 0 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1
23. The software is stopped.
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save





2. Homogeneous Markov chain
3. DCMM











This example concerns the behavior of a young monkey (macaca nemestrina)1. The subject was observed
during 17 periods of 5 minutes each. After recoding, each observation represent the main behavior during a
5-seconds period. In this example, there are 3 possible behaviors: Passivity, Exploration, and Fear. Previous
experiences (Berchtold, 1999b, Berchtold & Sackett, 2000) showed that a DCMM with 2 hidden states and
order 1 relations for both the hidden and the visible Markov chains fits well this type of data.
First of all, the data file (m46.dat) is loaded and the maximal order is set to 3.
*****************************************
* MARCH 1.1 *









Name of the dataset: m46.dat
Number of possible outputs (-1 to quit): 3
*** Data file successfully loaded ***
Main menu
---------





Maximal order (0) (-1 to quit): 3
*** Maximal order successfully set to 3 ***
Then, the independence model and homogeneous Markov chains of order 1 to 3 are computed.












2. Homogeneous Markov chain
3. DCMM






3. Back to Models menu
Your choice: 1
**********************
* Independence model *
**********************
Number of independent sequences: 17
Number of possible outputs: 3
Number of independent parameters: 2


















2. Homogeneous Markov chain
3. DCMM




1. Type of output
2. Computation
3. Save
4. Back to Models menu
Your choice: 2
Order of the Markov chain (-1 to quit): 1
*** Markov chain of order 1 successfully specified ***
****************
* Markov chain *
****************
Number of independent sequences: 17
Number of possible outputs: 3
Order of the model: 1
Number of independent parameters: 6
Number of components in the log-likelihood: 969















1. Type of output
2. Computation
3. Save
4. Back to Models menu
Your choice: 2
Order of the Markov chain (-1 to quit): 2
*** Markov chain of order 2 successfully specified ***
****************
* Markov chain *
****************
Number of independent sequences: 17
Number of possible outputs: 3
Order of the model: 2
Number of independent parameters: 18
Number of components in the log-likelihood: 969



























1. Type of output
2. Computation
3. Save
4. Back to Models menu
Your choice: 2
Order of the Markov chain (-1 to quit): 3
*** Markov chain of order 3 successfully specified ***
****************
* Markov chain *
****************
Number of independent sequences: 17
Number of possible outputs: 3
Order of the model: 3
Number of independent parameters: 46
Number of components in the log-likelihood: 969
































































1. Type of output
2. Computation
3. Save
4. Back to Models menu
Your choice: 4
The comparison of the BIC values obtained for each model show that the best order of dependence is
the first one (BIC=1496.27), the independence model being clearly disqualified. Moreover, we observe that
the crosstable corresponding to the third order model contains a lot of very small values, indicating that the
number of data points (969) is maybe too small to insure fiable results. On the other hand, this problem does
not occur in the first order case.
Since the data exhibit a clear relation of dependence between successive observations, we tried to fit a
DCMM with 2 hidden states and first-order matrices for both the hidden and the visible Markov chains. To
obtain an accurate estimation, we used a 2-step strategy: First, we used a combination of a Genetic Algorithm
and a Baum-Welch algorithm to explore quickly the whole solution space. Then, we improved the solution
through a Baum-Welch only procedure.
The first step uses a population of size 100 and 50 iterations of a Genetic Algorithm. The crossover
probability is 0.5 and the mutation probability is set to 0.005. Moreover, after each iteration of the GA, each




2. Homogeneous Markov chain
3. DCMM




1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save
8. Back to Model menu
Your choice: 1
Choice of a DCMM
----------------
1. Number of hidden states (1)
2. Order of the hidden chain (1)
3. Constraint on A (1)
4. Order of the visible chain (1)
5. Back to DCMM menu
Your choice: 1
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Number of hidden states (1) (-1 to quit): 2
Choice of a DCMM
----------------
1. Number of hidden states (2)
2. Order of the hidden chain (1)
3. Constraint on A (1)
4. Order of the visible chain (1)
5. Back to DCMM menu
Your choice: 5
*** DCMM successfully specified ***
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save




1. Type of initialization (1)
2. Maximal number of iterations (genetic algorithm) (1)
3. Population size (1)
4. Crossover probability (0.5)
5. Mutation probability (0.01)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (1)
8. Stop criterion (B-W algorithm) (0)
9. Back to DCMM menu
Your choice: 2
Maximal number of iterations (1) (-1 to quit): 50
Optimization parameters
-----------------------
1. Type of initialization (1)
2. Maximal number of iterations (genetic algorithm) (50)
3. Population size (1)
4. Crossover probability (0.5)
5. Mutation probability (0.01)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (1)
8. Stop criterion (B-W algorithm) (0)
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9. Back to DCMM menu
Your choice: 3
Population size (1) (-1 to quit): 100
Optimization parameters
-----------------------
1. Type of initialization (1)
2. Maximal number of iterations (genetic algorithm) (50)
3. Population size (100)
4. Crossover probability (0.5)
5. Mutation probability (0.01)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (1)
8. Stop criterion (B-W algorithm) (0)
9. Back to DCMM menu
Your choice: 5
Mutation probability (0.01) (-1 to quit): .005
Optimization parameters
-----------------------
1. Type of initialization (1)
2. Maximal number of iterations (genetic algorithm) (50)
3. Population size (100)
4. Crossover probability (0.5)
5. Mutation probability (0.005)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (1)
8. Stop criterion (B-W algorithm) (0)
9. Back to DCMM menu
Your choice: 9
*** Optimization parameters successfully specified ***
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save



















































*** Best model in term of log-likelihood ***
Number of independent sequences: 17
Number of possible outputs: 3
Number of hidden states: 2
Order of the hidden chain: 1
Order of the visible chain: 1
Number of independent parameters: 15




First hidden state distribution:
0.6596 0.3404
Transition matrix between hidden states (reduced form):
0.9044 0.0956
0.1281 0.8719









*** Best model in term of BIC ***
Number of independent sequences: 17
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Number of possible outputs: 3
Number of hidden states: 2
Order of the hidden chain: 1
Order of the visible chain: 1
Number of independent parameters: 14




First hidden state distribution:
0.7285 0.2715
Transition matrix between hidden states (reduced form):
0.8493 0.1507
0.2082 0.7918









In this case, the best models in term of log-likelihood and in term of BIC are slightly differents at this
point of the optimization process. Since our main criterion is BIC, we continued the analysis with the best
model in term of BIC. To replace the whole population by the best model only, we saved this model in a file
nameddcmm_a1_bic.mat, and then we reloaded this file.
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation









2. Save best model in term of log-likelihood
3. Save best model in term of BIC
4. Back to DCMM menu
Your choice: 3
Name of the saving file (without extension): dcmm_a1_bic




2. Save best model in term of log-likelihood
3. Save best model in term of BIC




1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save
8. Back to Model menu
Your choice: 6
Name of the loading file (without extension): dcmm_a1_bic
*** File successfully loaded ***
Then, we defined a new optimization procedure using 200 iterations of a Baum-Welch algorithm, starting
with the current parameter values. Moreover, we decided to stop the optimization in the case of a difference
in log-likelihood between two successive iterations lower than 0.00001.
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
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5. Display of results
6. Load
7. Save




1. Type of initialization (2)
2. Maximal number of iterations (genetic algorithm) (50)
3. Population size (1)
4. Crossover probability (0.5)
5. Mutation probability (0.005)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (1)
8. Stop criterion (B-W algorithm) (0)
9. Back to DCMM menu
Your choice: 2
Maximal number of iterations (50) (-1 to quit): 1
Optimization parameters
-----------------------
1. Type of initialization (2)
2. Maximal number of iterations (genetic algorithm) (1)
3. Population size (1)
4. Crossover probability (0.5)
5. Mutation probability (0.005)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (1)
8. Stop criterion (B-W algorithm) (0)
9. Back to DCMM menu
Your choice: 7
Maximal number of iterations (1) (-1 to quit): 200
Optimization parameters
-----------------------
1. Type of initialization (2)
2. Maximal number of iterations (genetic algorithm) (1)
3. Population size (1)
4. Crossover probability (0.5)
5. Mutation probability (0.005)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (200)
8. Stop criterion (B-W algorithm) (0)
9. Back to DCMM menu
Your choice: 8




1. Type of initialization (2)
2. Maximal number of iterations (genetic algorithm) (1)
3. Population size (1)
4. Crossover probability (0.5)
5. Mutation probability (0.005)
6. Number of digits per parameter (20)
7. Maximal number of iterations (B-W algorithm) (200)
8. Stop criterion (B-W algorithm) (1e-005)
9. Back to DCMM menu
Your choice: 9
*** Optimization parameters successfully specified ***
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save






























*** Best model in term of BIC and log-likelihood ***
Number of independent sequences: 17
Number of possible outputs: 3
Number of hidden states: 2
Order of the hidden chain: 1
Order of the visible chain: 1
Number of independent parameters: 14




First hidden state distribution:
0.6330 0.3670
Transition matrix between hidden states (reduced form):
0.9240 0.0760
0.0907 0.9093









The procedure stopped after 139 iterations. In this example, states 1 and 2 define totally different
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situations. State 1 corresponds to a situation where a same behavior (Passivity, Exploration, or Fear) is
generally repeated several times successively before switching to another behavior (the probabilities on the
main diagonal of the corresponding transition matrix are all very high: 0.8654, 0.8721, and 0.9858). On the
other hand, state 2 allows more quick changes from one behavior to another (the transition matrix contains
only non-zero probabilities, and the probabilities on the main diagonal are smaller than the same probabilities
in the state 1 matrix). Finally, the same state can be active during several observations before the other state
becomes active (high probabilities on the main diagonal of the hidden transition matrixA), but it is also
possible to switch quickly from one state to the another during a 5-minutes period.
The hidden states are then displayed, both in text and graphic modes.
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save




1. Best model in term of log-likelihood (no hidden states)
2. Best model in term of log-likelihood (with text display of hidden states)
3. Best model in term of log-likelihood (with graphic display of hidden states)
4. Best model in term of log-likelihood (with text and graphic display of hidden states)
5. Best model in term of BIC (no hidden states)
6. Best model in term of BIC (with text display of hidden states)
7. Best model in term of BIC (with graphic display of hidden states)
8. Best model in term of BIC (with text and graphic display of hidden states)





*** Display of the best model in term of BIC ***
Number of independent sequences: 17
Number of possible outputs: 3
Number of hidden states: 2
Order of the hidden chain: 1
Order of the visible chain: 1
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Number of independent parameters: 14




First hidden state distribution:
0.6330 0.3670
Transition matrix between hidden states (reduced form):
0.9240 0.0760
0.0907 0.9093











Columns 1 through 12
0 0 0 2 2 2 2 2 2 2 2 2
Columns 13 through 24
2 2 2 2 2 2 2 2 2 2 1 1
Columns 25 through 36
1 1 1 1 1 1 1 1 1 1 1 1
Columns 37 through 48
1 1 1 1 1 1 1 1 1 1 1 1
Columns 49 through 60
1 1 1 1 1 1 1 1 1 1 1 1
Sequence 2:
Columns 1 through 12
0 0 0 1 1 1 1 1 1 1 1 1
Columns 13 through 24
1 1 1 1 1 1 1 2 2 2 2 1
Columns 25 through 36
1 1 1 1 1 1 1 1 1 1 1 1
69
Columns 37 through 48
1 1 1 1 1 1 1 1 1 1 1 1
Columns 49 through 60
1 1 1 1 1 1 1 1 1 1 1 1
Sequence 3:
Columns 1 through 12
0 0 0 1 1 1 1 1 1 1 1 1
Columns 13 through 24
1 2 2 2 2 2 2 2 2 2 2 2
Columns 25 through 36
2 2 2 2 2 2 2 2 2 2 2 2
Columns 37 through 48
2 2 2 2 2 2 2 2 2 2 2 2
Columns 49 through 60
2 2 2 2 2 2 2 2 1 1 1 1
Sequence 4:
Columns 1 through 12
0 0 0 1 1 1 1 1 1 1 1 1
Columns 13 through 24
1 1 1 1 1 1 1 1 1 1 1 1
Columns 25 through 36
1 1 1 1 1 1 1 1 1 1 1 1
Columns 37 through 48
1 1 1 1 1 1 1 1 1 1 1 1
Columns 49 through 60
1 1 1 2 2 2 2 2 2 2 2 2
Sequence 5:
Columns 1 through 12
0 0 0 1 1 1 1 1 1 1 1 1
Columns 13 through 24
1 1 1 1 1 1 1 1 1 1 1 1
Columns 25 through 36
1 1 1 1 1 1 1 1 1 1 1 1
Columns 37 through 48
1 1 1 1 1 1 1 1 1 1 1 1
Columns 49 through 60
1 1 1 1 1 2 2 2 2 2 2 2
Sequence 6:
Columns 1 through 12
0 0 0 1 1 1 1 1 1 1 1 1
Columns 13 through 24
2 2 2 2 2 2 2 2 2 1 1 1
Columns 25 through 36
1 1 1 1 1 1 1 1 1 1 1 1
Columns 37 through 48
1 1 1 1 1 1 1 1 1 1 1 1
Columns 49 through 60
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1 1 2 2 2 2 2 2 2 2 2 2
Sequence 7:
Columns 1 through 12
0 0 0 2 2 2 2 2 2 2 2 2
Columns 13 through 24
2 2 2 2 2 2 2 2 2 2 2 2
Columns 25 through 36
2 2 2 2 2 2 2 2 1 1 1 1
Columns 37 through 48
1 1 1 1 1 1 1 1 1 1 1 1
Columns 49 through 60
1 1 1 2 2 2 2 2 2 2 2 2
Sequence 8:
Columns 1 through 12
0 0 0 1 1 1 1 1 1 1 1 1
Columns 13 through 24
1 1 1 1 1 1 1 2 2 2 2 2
Columns 25 through 36
2 2 2 2 2 2 2 2 2 2 2 2
Columns 37 through 48
2 2 1 1 1 1 1 1 1 1 1 1
Columns 49 through 60
1 1 1 1 1 1 1 1 1 1 1 1
Sequence 9:
Columns 1 through 12
0 0 0 1 1 1 1 1 1 1 1 1
Columns 13 through 24
1 1 1 1 1 1 1 1 2 2 2 1
Columns 25 through 36
1 1 1 1 1 1 1 1 1 1 1 1
Columns 37 through 48
1 1 1 1 1 1 1 1 1 1 1 1
Columns 49 through 60
1 1 1 1 1 1 1 1 1 2 2 2
Sequence 10:
Columns 1 through 12
0 0 0 1 1 1 1 2 1 1 1 1
Columns 13 through 24
1 1 1 1 1 1 1 1 1 1 1 1
Columns 25 through 36
1 1 1 1 1 1 1 1 1 1 1 1
Columns 37 through 48
1 1 1 1 1 1 1 1 1 1 1 1
Columns 49 through 60
1 1 1 1 1 1 1 1 1 1 1 2
Sequence 11:
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Columns 1 through 12
0 0 0 2 2 2 2 2 2 2 2 2
Columns 13 through 24
2 2 2 2 2 2 2 2 2 2 2 1
Columns 25 through 36
1 1 1 1 1 1 1 1 1 1 1 1
Columns 37 through 48
1 1 2 2 1 1 1 1 1 1 1 1
Columns 49 through 60
1 1 1 1 1 1 1 1 1 1 1 1
Sequence 12:
Columns 1 through 12
0 0 0 2 2 2 2 2 2 2 2 2
Columns 13 through 24
2 2 1 1 1 1 1 1 1 1 1 1
Columns 25 through 36
1 1 1 1 2 2 2 2 2 2 2 2
Columns 37 through 48
2 2 2 2 1 1 1 1 1 1 1 1
Columns 49 through 60
1 1 1 1 1 1 1 1 1 1 1 1
Sequence 13:
Columns 1 through 12
0 0 0 2 2 2 2 2 2 2 2 2
Columns 13 through 24
2 2 2 2 2 2 2 2 2 2 2 2
Columns 25 through 36
2 2 2 2 2 2 2 2 2 2 2 2
Columns 37 through 48
2 2 2 2 2 2 2 2 2 2 2 2
Columns 49 through 60
2 2 2 2 2 2 2 2 2 2 2 2
Sequence 14:
Columns 1 through 12
0 0 0 2 2 2 2 2 2 2 2 2
Columns 13 through 24
2 2 2 2 2 2 2 2 2 2 2 2
Columns 25 through 36
2 2 2 2 2 2 2 2 2 2 2 2
Columns 37 through 48
2 2 2 2 2 2 2 2 2 2 2 2
Columns 49 through 60
2 2 2 2 2 2 2 2 2 2 2 2
Sequence 15:
Columns 1 through 12
0 0 0 1 1 1 1 1 1 1 1 1
Columns 13 through 24
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2 2 1 1 1 1 1 1 1 1 1 1
Columns 25 through 36
1 1 1 2 2 2 2 2 2 2 2 2
Columns 37 through 48
2 2 2 2 2 2 2 2 2 2 2 2
Columns 49 through 60
2 2 2 2 2 2 2 2 2 2 2 2
Sequence 16:
Columns 1 through 12
0 0 0 1 1 1 1 1 1 1 1 1
Columns 13 through 24
1 1 1 1 1 1 1 1 1 1 1 1
Columns 25 through 36
1 1 1 1 2 2 2 2 2 2 2 2
Columns 37 through 48
2 2 2 2 1 1 1 1 1 1 1 1
Columns 49 through 60
1 1 1 1 1 1 1 1 1 1 1 1
Sequence 17:
Columns 1 through 12
0 0 0 2 2 2 2 2 2 2 2 2
Columns 13 through 24
2 2 2 2 2 2 2 2 2 2 2 2
Columns 25 through 36
2 2 2 2 2 2 2 2 2 2 2 2
Columns 37 through 48
2 2 1 1 1 1 1 1 1 1 1 1
Columns 49 through 60
1 1 1 2 2 2 2 2 2 2 2 2
Figure 3 gives a graphic representation of the hidden states. Obviously, the subject stays generally for
some time in one of the two main types of behavior represented by states 1 and 2, and he never switches
more than 3 times from one state to the another during a same 5-minutes period.
The following final sequence of commands is used to quit the software.
Display of results
------------------
1. Best model in term of log-likelihood (no hidden states)
2. Best model in term of log-likelihood (with text display of hidden states)
3. Best model in term of log-likelihood (with graphic display of hidden states)
4. Best model in term of log-likelihood (with text and graphic display of hidden states)
5. Best model in term of BIC (no hidden states)
6. Best model in term of BIC (with text display of hidden states)
7. Best model in term of BIC (with graphic display of hidden states)
8. Best model in term of BIC (with text and graphic display of hidden states)
9. Back to DCMM menu
Your choice: 9
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Figure 3. Graphical display of the hidden states corresponding to the best DCMM computed from the
m46.datdata file. Each of the 17 5-minutes periods appears on a different row, and each state is associated
with a different color. A particular color is also associated with the value 0 corresponding to situations where
no hidden state can be computed (here, the first 3 observations of each sequence).
DCMM menu
---------
1. Choice of a model
2. Optimization parameters
3. Type of output
4. Computation
5. Display of results
6. Load
7. Save





2. Homogeneous Markov chain
3. DCMM
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A The MARCH distribution
The full Matlab functions distribution of MARCH 1.1 contains the following files:
• march.m: Main file (Main menu).
• march_abic.m: Computation of AIC and BIC.
• march_dcmm.m: DCMM menu.
• march_dcmm_bp.m: Backward procedure used by the Baum-Welch algorithm.
• march_dcmm_bw.m: Baum-Welch reestimation of parameters.
• march_dcmm_c.m: Computing of a DCMM.
• march_dcmm_com.m: Choice of the DCMM parameters.
• march_dcmm_dis.m: Display of the results of a DCMM.
• march_dcmm_eps.m: Computation ofEpsilon(auxiliary matrix used by the Baum-Welch algorithm).
• march_dcmm_fp.m: Forward procedure used by the Baum-Welch algorithm (also used to compute
the log-likelihood).
• march_dcmm_gam.m: Computation ofGamma(auxiliary matrix used by the Baum-Welch algorithm).
• march_dcmm_i.m: Random initialization of a DCMM.
• march_dcmm_op.m: Choice of the DCMM optimization parameters.
• march_dcmm_va.m: Viterbi algorithm.
• march_global_parameters.m: Setting of theMaxOrdervariable.
• march_indep.m: Independence menu.
• march_indep_c.m: Computation of the independence model.
• march_load_data.m: Loading of a data file.
• march_mc.m: Markov chains menu.
• march_mc_c.m: Computation of a Markov chain.
• march_models.m: Models menu.
• bin2gray.m: Conversion of a standard binary string to the corresponding Gray encoding.
• gray2bin.m: Conversion of a Gray encoding to the corresponding standard binary string.




Sections B.1 to B.3 describe the variables saved with each type of model. Section B.4 describes other
important variables used by the software.
B.1 Independence model
When theSaveoption of theIndependence menuis used, a Matlab file containing the following variables is
created:
• K : Number of possible outputs (or categories) of the variable.
• Nbparam: Number of independent parameters.
• NbLLdata: Number of components in the log-likelihood.
• LL: Log-likelihood.
• AIC: Akaike Information Criterion.
• BIC: Bayesian Information Criterion.
• Ind_c: Frequency distribution of the observations (1 xK).
• Ind_p: Probability distribution of the observations (1 xK).
B.2 Markov chain
When theSaveoption of theMarkov chains menuis used, a Matlab file containing the following variables is
created:
• K : Number of possible outputs (or categories) of the variable.
• Order: Order of the Markov chain.
• Nbparam: Number of independent parameters.
• NbLLdata: Number of components in the log-likelihood.
• Nbzeros: Number of parameters estimated to zero.
• LL: Log-likelihood.
• AIC: Akaike Information Criterion.
• BIC: Bayesian Information Criterion.
• RT: Reduced form of the crosstable corresponding to the transition matrix (K Order x K ).
• R: Reduced form of the transition matrix (K Order x K ).
• C: Transition matrix (K Order x K Order).
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B.3 DCMM
When theSaveoption of theDCMM menuis used, a Matlab file containing the following variables is created.
Depending on the option chosen, the file contains either the whole population or only one member of it. In
the latter case,PopSizeis equal to 1.
• K : Number of possible outputs (or categories) of the variable.
• M: Number of hidden states.
• PopSize: Size of the population used by the genetic algorithm.
• OrderHC: Order of the hidden chain.
• OrderVC: Order of the visible chain.
• Nbparam: Number of independent parameters.
• NbLLdata: Number of components in the log-likelihood.
• LL: Log-likelihood.
• AIC: Akaike Information Criterion.
• BIC: Bayesian Information Criterion.
• pi: Distribution of the firstOrderHChidden states (M Order HC x M x Order HC x PopSize).
• A: Transition matrix between hidden states (M Order HC x M Order HC x PopSize).
• RA: Reduced form of the transition matrix between hidden states (M Order HC x M x PopSize).
• AConst: Constraint onA (1: no constraint, 2:A “diagonal”).
• C: M transition matrices between successive outputs of the visible variable (K OrderV C x K OrderV C x
M x PopSize).
• RC: Reduced form of theM transition matrices between successive outputs of the visible variable
(K OrderV C x K x M x PopSize).
• X: Matrix of hidden states sequences (N x max(T) x PopSize).
B.4 Other variables
Other important variables used by MARCH include:
• Y: Matrix of observed data (N x max(T)). Each row is an independent sequence.
• N: Number of independent sequences of data.
• T: Vector giving the length of each independent sequence of data, not including missing values (1 x
N).
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• MaxOrder: Maximal order of a model.
• Dbatch: 0 when MARCH runs in interactive mode, 1 when MARCH runs in batch mode.
• InitPar: Type of parameters initialization (1: random initialization, 2: current values).
• IterGA: Maximal number of iterations of the genetic algorithm.
• PCross: Probability of crossover.
• PMut: Probability of mutation.
• Nod: Number of digits used to code each parameter in binary form.
• IterBW: Maximal number of iterations of the Baum-Welch algorithm.
• StopBW: Stop criterion for the Baum-Welch algorithm.
• Epsilon: Auxiliary matrix used by the Baum-Welch algorithm (M Order HC x M x max(T) − 1 x N).
Joint probability ofOrder HC+ 1 successive hidden states.
• Gamma: Auxiliary matrix used by the Baum-Welch algorithm (M Order HC x M x max(T) x N). Joint
probability of Order HC successive hidden states.
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