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Abstract
This paper proposes a new end-to-end text-to-speech (E2E-
TTS) model based on neural machine translation (NMT).
The proposed model consists of two components; a non-
autoregressive vector quantized variational autoencoder (VQ-
VAE) model and an autoregressive Transformer-NMT model.
The VQ-VAE model learns a mapping function from a speech
waveform into a sequence of discrete symbols, and then the
Transformer-NMT model is trained to estimate this discrete
symbol sequence from a given input text. Since the VQ-VAE
model can learn such a mapping in a fully-data-driven manner,
we do not need to consider hyperparameters of the feature ex-
traction required in the conventional E2E-TTS models. Thanks
to the use of discrete symbols, we can use various techniques
developed in NMT and automatic speech recognition (ASR)
such as beam search, subword units, and fusions with a lan-
guage model. Furthermore, we can avoid an over smoothing
problem of predicted features, which is one of the common is-
sues in TTS. The experimental evaluation with the JSUT cor-
pus shows that the proposed method outperforms the conven-
tional Transformer-TTS model with a non-autoregressive neural
vocoder in naturalness, achieving the performance comparable
to the reconstruction of the VQ-VAE model.
Index Terms: speech synthesis, text-to-speech, end-to-end,
vector quantization, machine translation
1. Introduction
With the improvement of deep learning techniques, the pres-
ence of end-to-end text-to-speech (E2E-TTS) models has been
growing not only in the research field but also as a production
system [1]–[6]. Compared to the conventional statistical para-
metric speech synthesis (SPSS) systems [7]–[9], the E2E-TTS
models do not require the language expert knowledge and the
alignments between text and speech, making it possible to train
the system with only the pairs of text and speech. Thanks to the
neural vocoders [10]–[15], the E2E-TTS models can achieve
the quality comparable to professionally recorded speech.
Although E2E-TTS models have achieved excellent perfor-
mance with a simple training scheme, it still depends on the
human-designed acoustic features, e.g., Mel-spectrogram [2]
and speech parameters such as F0 [3]. To achieve the best
performance, we must carefully tune the hyperparameters of
these acoustic features such as the number of points in fast
Fourier transform (FFT), a window size, the analysis range of
frequency, and the normalization method. Hence, current E2E-
TTS models are not in a fully end-to-end manner.
Recently, the discretization of sequential information in a
fully-data-driven manner by vector quantized variational au-
toencoder (VQ-VAE) [16] has been getting attention. The VQ-
VAE model, which consists of encoder and decoder networks,
can convert an arbitrary length sequential input into a downsam-
pled sequence of the discrete symbols and precisely reconstruct
the input from the discrete symbol sequence even if the input is
a raw waveform of speech. One of the applications using VQ-
VAE for speech processing is a voice conversion, where it mod-
els speech waveforms directly and utilizes additional speaker
ID embedding to condition the decoder to control the speaker
characteristics [16], [17]. Tjandra et al. have extended to a
more challenging task, cross-lingual voice conversion by com-
bining with a sequence-to-sequence (Seq2Seq) model [18]. An-
other exciting idea is automatic speech recognition (ASR) or
TTS without target text [19], [20], where VQ-VAE models the
acoustic feature space to obtain the discretized unit similar to
phoneme instead of the corresponding text [21], [22]. Henter
et al. have utilized VQ-VAE to obtain the embedding to con-
trol the speech speaking style in an unsupervised manner [23].
Kumar et al. have applied the non-autoregressive generative ad-
versarial network (GAN)-based VQ-VAE model for music gen-
eration [15]. Thus, VQ-VAE has excellent potential to obtain
meaningful representations in an unsupervised manner even for
the extreme long sequence, such as speech waveforms.
This paper proposes a novel E2E-TTS framework based on
VQ-VAE and neural machine translation (NMT), which is a
fully-end-to-end model without human-designed acoustic fea-
tures. The proposed model consists of two components; the
VQ-VAE model that learns a mapping from a speech waveform
into a sequence of discrete symbols and the Transformer-NMT
model trained to estimate the discrete symbol sequence from a
given input text. Since the VQ-VAE model can learn such a
mapping in a fully-data-driven manner, we do not need to con-
sider hyperparameters of the feature extraction required in the
conventional E2E-TTS models. Thanks to the use of discrete
symbols, we can use techniques developed in NMT and ASR.
Furthermore, we can avoid an over smoothing problem of the
predicted features, which is one of the common issues in TTS.
The contributions of this paper are summarized as follows:
• We propose a non-autoregressive GAN-based VQ-VAE
model with the multi-resolution short-time Fourier trans-
form (STFT) loss inspired by great successes of GAN-based
neural vocoders [14], [15]. The proposed VQ-VAE’s de-
coder can decode the sequence of discrete symbols into a
speech waveform much faster than the real-time while keep-
ing the reasonable quality.
• We introduce advanced decoding techniques such as beam-
search, shallow fusion with a language model (LM), and
subword unit, commonly used in NMT and ASR fields. With
the ASR evaluation metric, we can investigate the effective-
ness of these techniques more intuitively.
• The experimental results of the subjective evaluation with
mean opinion score (MOS) on naturalness show that the
proposed method outperforms the conventional E2E-TTS
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Figure 1: Overview of the proposed method.
model (Transformer-TTS [5] with Parallel WaveGAN [14]),
achieving the performance comparable to the reconstruction
of the VQ-VAE model.
2. VQ-VAE
The VQ-VAE model consists of three components: an encoder,
a decoder, and a shared codebook. The encoder Enc(·) is a non-
linear mapping function to encode T -length arbitrary sequential
input X = {x1,x2, ...,xT } into a downsampled N -length se-
quence of vectors Z = {z1, ..., zn, ..., zN}(N < T ) in the
latent space. Then, the quantization functionQ(·) converts vec-
tor zn to i-th centroid vector ei in the codebook based on the
distance between them as follows:
Q(zn) = z
(n)
vq = ei where i = argmin
j
‖zn − ej‖. (1)
The decoder Dec(·) is another non-linear mapping function to
reconstruct the input waveform from the sequence of quantized
vectors. The whole network is trained using the following ob-
jective function:
L = Lrec + Lcb + λcmLcm, (2)
Lrec = ‖Dec(Q(Enc(X)))−X‖22, (3)
Lcb = ‖sg[Enc(X)]− Zvq‖22, (4)
Lcm = ‖sg[Zvq]− Enc(X)‖22, (5)
where Lrec, Lcb, and Lcm represent reconstruction loss, code-
book loss, and commitment loss, respectively. λcm represents
a constant coefficient for balancing between codebook loss and
commitment loss. Zvq represents the sequence {z(1)vq , ..., z(N)vq }
and sg[·] represents stop-gradient operation to prevent gradient
from flowing its argument.
3. Method
3.1. Overview
The overview of the proposed model is shown in Fig 1, which
is divided into training and synthesis phases. In the training
phase, at first, we train the non-autoregressive GAN-based VQ-
VAE model using speech waveforms in the corpus (Section 3.2).
Next, the VQ-encoder converts all of the speech waveforms into
sequences of the discrete symbols, i.e., centroid IDs in the VQ-
codebook. The discrete symbol sequence is encoded into a se-
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Figure 2: The proposed VQ-VAE training flow.
quence of subword units by SentencePiece [24]. Then, we train
the Transformer-NMT model [25] using text as the inputs and
the subword sequence as the targets (Section 3.3).
In the synthesis phase, the Transformer-NMT model es-
timates the subword sequence from a given text using beam-
search [26]. The SentencePiece model decodes the estimated
sequence of subword units into that of the original discrete sym-
bols. Then, the VQ-codebook replaces each discrete symbol
with the embedding. Finally, the VQ-decoder converts the em-
bedding sequence into a speech waveform. In the following
sections, we explain each component in detail.
3.2. Non-autoregressive GAN-based VQ-VAE
Let us introduce a speech waveform x = {x1, x2, ..., xT } as
the inputs of the VQ-VAE model. To boost up the reconstruc-
tion performance, we use a multi-resolution STFT loss [14]
as the reconstruction function and additionally introduce an
adversarial objective function based on MelGAN [15]. Let
us describe the VQ-VAE model as a generator network G(·)
(= Dec(Q(Enc(·))), and introduce K discriminator networks
Dk(·) (k = 1, 2, ...,K), each of which has the same struc-
ture. As the network structure, we use the MelGAN’s generator
as the decoder and the MelGAN’s discriminator as the encoder
and each discriminator. The objective function in Eq. (2) and
the reconstruction function in Eq. (3) are modified as follows:
L = LG = Lrec + Lcb + λcmLcm + λadvLadv, (6)
Lrec = 1
M
∑M
m=1
(
L(m)mag + L(m)sc
)
, (7)
L(m)mag = 1
F
‖ log |STFT(x)| − log |STFT(G(x))| ‖1, (8)
L(m)sc = ‖ |STFT(x)| − |STFT(G(x))| ‖F‖ |STFT(x)| ‖F , (9)
Ladv = 1
K
∑K
k=1
(
(1−Dk(G(x)))2 + λfmL(k)fm
)
, (10)
L(k)fm =
1
L
∑L
l=1‖D(l)k (x)−D(l)k (G(x))‖1, (11)
where Lsc, Lmag, Ladv, and Lfm represent spectral conver-
gence loss, magnitude loss [27], adversarial loss and feature
matching loss [15], respectively. M and m represents the
number of the STFT loss functions and its index, respectively.
‖ · ‖1 and ‖ · ‖F represent L1 and Frobenius norm, respectively.
|STFT(·)| and F represent STFT magnitude and the number of
elements in the magnitude, respectively. D(l)
k
(·) and L represent
the l-th layer’s outputs of k-th discriminator and the number of
layers, respectively. The objective function of the discriminator
LD is defined as follows:
LD = 1
K
∑K
k=1 (1−Dk(x))2 . (12)
We summarize the flow of the training in Fig. 2, which updating
the generator and the discriminator alternately.
3.3. Transformer-NMT
We use an autoregressive Transformer-based encoder-decoder
model [25], which consists of self-attention layers. The model
learns the mapping from the character or the phoneme sequence
to that of subword units of discrete symbols converted by Sen-
tencePiece [24]. Note that unlike a regular NMT problem,
the length of the input and output differ significantly since the
length of the output is similar to that of acoustic features. We
use cross-entropy loss to optimize the network with the label
smoothing technique [28].
4. Experimental Evaluation
4.1. Experimental condition
To demonstrate the performance of the proposed model, we
conducted an experimental evaluation using the JSUT cor-
pus [29]. The JSUT corpus includes 10 hours of a single female
Japanese speech. We used 7,196, 250, and 250 utterances for
training, validation, and evaluation, respectively. The speech
was downsampled to 24k Hz and the input text was converted
into a phoneme sequence using Open JTalk [30]. To check the
performance of the proposed method, we compared the follow-
ing five models:
1. Target: The target speech. We downsampled to 24k Hz and
trimmed the silence at the beginning and the end of utter-
ances by the force alignment with Julius [31].
2. Baseline: The baseline system using Transformer-TTS [5]
with Parallel WaveGAN [14]. We used the open-source
toolkit ESPnet-TTS [32] to build this system.
3. Reconst: Reconstructed speech by the proposed VQ-VAE.
4. Proposed (Raw): The proposed model with raw discrete
symbols as the target of the NMT model.
5. Proposed (SW): The proposed model with subword units.
For the proposed models, we built several models using dif-
ferent downsampling factor (DSF) in the VQ-VAE model
(DSF128 or DSF256) and the different number of subword units
(SW256 or SW512)1. All of the generated samples are available
online [33]2. The detailed training condition of the VQ-VAE
and Transformer-NMT models is shown in Table 1. While we
used a fixed batch size with randomly cropped speech for the
VQ-VAE model, using a dynamic batch making depending on
the length of each sequence for the Transformer-NMT model.
All of the models were trained with a single GPU (Titan V)
with open-source E2E speech processing toolkit ESPnet [35].
4.2. Objective evaluation results
We conducted the objective evaluation using the ASR-based ob-
jective measure character error rate (CER) and the token error
1256 is the same as the number of centroids in codebook, but that of
active centroids is much smaller than predefined size.
2We are also planning to publish the codes as an open-source.
Table 1: Training conditions.
VQ-VAE training condition
Sampling rate 24,000 Hz
# Centroids 256
Centroids dimension 128
Downsampling scales [4, 4, 4, 4] (for DSF256)[4, 4, 4, 2] (for DSF128)
Upsampling scales [8, 8, 2, 2] (for DSF256)[8, 8, 4, 2] (for DSF128)
Batch size 16
Batch length 8,192
Optimizer RAdam [34]
Learning rate 1e-4 (for G) & 5e-5 (for D)
Gradient clip 10.0 (for G) & 1.0 (for D)
# Iterations 5,000,000
(λcm, λfm, λadv) (0.25, 25.0, 4.0)
Transformer-NMT training condition
# Encoder blocks 6
# Decoder blocks 6
Feed-forward units 2,048
Attention dimension 256
# Attention heads 4
Dropout-rate 0.1
Batch size 96 (in average)
Optimizer Noam [25]
# Warmup steps 8,000
Gradient clip 5
# Epochs 2,000
Label smoothing weith 0.1
rate (TER) of the NMT models. As the ASR model, we used
the Transformer-ASR model trained on the corpus of sponta-
neous Japanese (CSJ) [36]. The objective evaluation result is
shown in Table 23, where “Beam” represents the beam-size of
beam-search in decoding.
First, we focus on the CER result in Table 2. A compar-
ison between the different DSFs shows that the reconstruction
with the small DSF achieved the performance comparable to
the baseline while the use of the large DSF greatly affected the
intelligibility. From audio samples available in [33], the model
with a large DSF generated slurred speech while keeping high
signal-to-noise (SN) ratio. The authors highly recommend lis-
tening to the samples to understand the difference. Thus, there
was a trade-off between the size of DSF and speech articulation.
From a comparison between the target types, the use of the sub-
word was effective, especially in the case of the small DSF. This
is because the same discrete symbol repeatedly appeared in the
sequence due to high time resolution, and the subword can sum-
marize these successive symbols. Note that since the use of the
subword made the length of the target sequence smaller, it can
also reduce the training time. However, the use of a large num-
ber of subword units made the target symbols sparse, decreasing
the performance. Therefore, we need to tune the number of sub-
word units according to the size of the training data. Focusing
on the effectiveness of beam-search, it led to a slight improve-
ment of the performance, but a large beam-size did not always
bring the improvement.
Next, we focus on the TER result of the NMT models in
Table 2. Interestingly, the predicted sequence is totally different
from the ground-truth, and we could not find the meaningful
3Note that ASR result includes Hiragana, Katakana, and Kanji. It
contains many homophonic words (e.g.,砂糖 and佐藤) and transcrip-
tion mismatch (e.g.,それほどに andそれ程に).
Table 2: Character error rates calculated by the ASR model and
token error rates of the NMT models.
Method CER [%] TER [%]
Baseline 15.1 -
Reconst (DSF256) 22.9 -
Proposed (DSF256, Raw) 23.8 87.2
+ Beam=3 23.1 87.2
+ Beam=5 23.5 87.4
+ Beam=10 22.9 87.3
Proposed (DSF256, SW256) 24.7 92.4
+ Beam=3 23.8 92.3
+ Beam=5 22.9 92.2
+ Beam=10 23.5 92.2
Reconst (DSF128) 14.8 -
Proposed (DSF128, Raw) 20.8 91.5
+ Beam=3 21.3 92.0
+ Beam=5 21.9 92.4
+ Beam=10 21.2 92.6
Proposed (DSF128, SW256) 18.6 93.3
+ Beam=3 18.2 93.0
+ Beam=5 19.1 93.0
+ Beam=10 19.0 93.2
Proposed (DSF128, SW512) 19.5 94.8
+ Beam=3 19.1 94.8
+ Beam=5 19.6 94.9
+ Beam=10 19.3 94.8
Target 12.1 -
correlation between the CER of the ASR model and the TER of
the NMT model. The training process also tended to be over-
fitting in the early stage. One of the possible reasons is that
speech included various speaking styles or intonations, even for
the same words. Therefore, the conversion from the text to the
sequence of discrete symbols became a one-to-many problem.
Finally, we investigated the performance of shallow fusion
with the LM for the subword sequence of the discrete symbols
(VQ-LM). We built three long short-term memory (LSTM)-
based VQ-LMs with 1,024 units and a different number of lay-
ers (1, 2, and 4) for the subword sequence (DSF128, SW256).
The training curve showed the same tendency as the NMT mod-
els, which tended to overfit in the early stage, and the deeper
model brought lower training perplexity (10.6, 7.6, and 5.3, re-
spectively). To check the effectiveness of the fusion, we used
the best perplexity VQ-LM model and changed the weight for
its score in decoding from 0.1 to 0.3 while fixing beam-size to
3. The result is shown in Table 3. From the results, we could not
confirm the improvement. One of the reasons is that the train-
ing data was the same for NMT models and VQ-LMs, and the
amount of training data was relatively small while the length of
each sequence was long. We need to investigate the case where
the training data of VQ-LM is much bigger than NMT models;
in other words, we have many untranscribed utterances.
4.3. Subjective evaluation results
We conducted a subjective evaluation using mean opinion score
(MOS) on naturalness. We used the “VOICE ACTRESS” sub-
set in the JSUT corpus (= 100 utterances) for the subjective
evaluation. The number of subjects is 45, and that of evaluation
samples per each subject is 160 (= 20 samples × 8 models).
Each subject rated the naturalness of each sample on a 5-point
scale: 5 for excellent, 4 for good, 3 for fair, 2 for poor, and 1
for bad. We instructed subjects to work in a quiet room and use
headphones. We used the Likert single stimulus test available
in WebMUSHRA [37].
Table 3: Effectiveness of shallow fusion with the VQ-LM.
LM weight CER [%] TER [%]
0.1 18.4 93.2
0.2 21.0 93.8
0.3 21.4 94.2
0.0 18.2 93.0
Table 4: Mean opinion score on naturalness, where CI repre-
sents confidence interval. The beam-size is fixed to 1.
Method MOS ± 95% CI
Baseline 3.48 ± 0.08
Reconstruction (DSF256) 3.36 ± 0.07
Proposed (DSF256, Raw) 3.25 ± 0.07
Proposed (DSF256, SW256) 3.27 ± 0.07
Reconstruction (DSF128) 3.99 ± 0.06
Proposed (DSF128, Raw) 3.39 ± 0.08
Proposed (DSF128, SW256) 3.93 ± 0.06
Target 4.32 ± 0.05
The subjective result is shown in Table 4. A comparison
between the different DSFs shows that the small DSF led to
better naturalness than the large one in the reconstruction con-
dition. In the case of the large DSF, both raw and subword
models are almost the same naturalness, comparable to the re-
construction condition. However, in the case of the small DSF,
there is a large difference between raw and subword models.
While the subword model achieved the performance compara-
ble to the reconstruction condition, the raw model is worse than
the reconstruction. The reason for the difference is that due to
the lengthened target sequence, the raw model with the small
DSF sometimes failed to generate speech, leading long pause
and word deletions. Hence, the use of the subword unit is effec-
tive, especially in the case of the small DSF. Compared to the
other model, our best model outperformed the baseline with a
significant difference (significance level of 5 %).
The results represent that the VQ-VAE model determined
the upper bound of the performance, and there was less gap be-
tween the reconstruction and synthesis conditions than the con-
ventional E2E-TTS models. Also, while the smaller DSF led to
better reconstruction performance, but the smaller one made the
training of NMT models difficult. Therefore, if we can improve
the reconstruction performance of the VQ-VAE model while
keeping a reasonable DSF size, it is expected that the quality
of the proposed method is further improved.
5. Conclusions
This paper proposed a novel E2E-TTS framework consisting
of the VQ-VAE and NMT models. The experimental evalua-
tion with the JSUT corpus showed that 1) the proposed model
outperforms the conventional Transformer-TTS with Parallel
WaveGAN in naturalness, achieving the performance compa-
rable to the reconstruction condition, 2) the use of subword unit
is effective, especially in the case of the small downsampling
factor, and 3) there is a trade-off between the resolution of dis-
crete symbols and speech articulation.
In future work, we will consider the attention constraint for
Transformer-NMT to make the generation more stable, extend
this framework to a multi-speaker model, apply to the large-
scale corpus to clarify the effectiveness of VQ-LMs, and make it
fully-non-autoregressive by using connectionist temporal clas-
sification [38].
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