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Abstract
We develop theory of multiplicity maps for compact quantum groups. As an application, we obtain a
complete classification of right coideal C∗-algebras of C(SUq(2)) for q ∈ [−1,1) \ {0}. They are labeled
with Dynkin diagrams, but classification results for positive and negative cases of q are different. Many of
the coideals are quantum spheres or quotient spaces by quantum subgroups, but we do have other ones in
our classification list.
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1. Introduction
The core of this paper consists of studying general compact quantum ergodic systems and clas-
sifying right coideals of C(SUq(2)) for q ∈ [−1,1)\ {0}. Our motivation relies on the works [20]
and [21] by A. Wassermann, where he has established theory of multiplicity maps and classified
ergodic systems of the compact group SU(2). It is natural to ask whether his theory can be
adapted to the classification of ergodic systems of a compact quantum group SUq(2), which is
an example of a compact quantum group and we regard it as a deformed SU(2) group with a
parameter q . First of all, we look back upon ergodic actions of compact groups.
Ergodicity means that the fixed point algebra of given action becomes trivial. This strong con-
dition derives several special properties. For example, the invariant state must be tracial and the
multiplicities of irreducible representations are bounded by dimensions of their representation
spaces [10]. In quantum setting, the multiplicities of them also become finite [4], however an
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dimensions but by quantum dimensions which are larger than or equal to usual dimensions.
Actually in [3], a great deal of examples of compact quantum ergodic systems which have the
multiplicities strictly larger than their dimensions are constructed. Keeping in mind these phe-
nomena, one shall notice there are rather differences between the ergodic actions of classical and
quantum groups. In studying compact quantum ergodic systems, the main machineries treated
in this paper are multiplicity maps and their diagrams developed by A. Wassermann [20]. Since
multiplicity maps are defined via equivariant K-theory, one easily obtains its quantum version by
using the work due to, for example, [1,4,19]. The most non-trivial important problem is whether
there exists a common eigenvector of multiplicity maps or not. One shall notice that its existence
is guaranteed by a tracial invariant state. For that problem, we show its existence in two cases,
(1) A has a (not necessarily faithful) tracial state and G = SUq(2), (2) A is a right coideal.
With these results, we can proceed to classify all right coideals of C(SUq(2)), which is the
aim of the latter half of this paper. In the classical case, we know the continuous function algebra
on the homogeneous space H \ G by a closed subgroup H ⊂ G gives a right coideal and its
converse holds via the Gelfand–Naimark theorem on abelian C∗-algebras. However in the case
of a quantum group, such a correspondence breaks down in general. For example, in [16], a one-
parameter family of quantum spheres C(S2q,λ) is constructed, which consists of right coideals
and most of them are not obtained by taking quotient by subgroups. Therefore, it is interesting to
investigate the other non-quotient type right coideals. The most important information of a right
coideal is its spectral pattern, that is, multiplicities of irreducible representations. We will see that
multiplicity diagrams are labeled by closed subgroups of SU(2) or SU−1(2) as McKay diagrams
with respect to the fundamental two-dimensional representation and from those diagrams, one
can compute the possible spectral patterns. These data enable us to classify right coideals into the
several types by connected graphs of norm 2 as is used in the classification of ergodic systems
of SU(2). Then one can find absence in some spectral patterns. Their gaps often become a good
obstruction for existence of ergodic systems. Then we carry out case-by-case study of them. In
that procedure, one has to be careful of the essential effect of |q| = 1 and its sign. In fact, when
we work on the negative q case, it is also needed to treat the graphs with a single loop at a vertex.
As a result, right coideals of some types such as the regular polyhedrons do not appear in those
cases. We state the main result on this classification.
(1) The case 0 < q < 1. A right coideal must be one of type 1, SU(2), Tn, T and D∗∞. When it is
of type T, then it is one of series of the quantum spheres. Otherwise it is uniquely determined
by the type.
(2) The case −1 < q < 0. A right coideal must be one of type 1, SU(2), Tn, T, D∗∞ and D1.
When it is of type T, then it is one of series of the quantum spheres. Otherwise it is uniquely
determined by the type.
(3) The case q = −1. If a right coideal A is not of type Tn (odd n 3) or Dn (odd n 1), there
exists a closed subgroup H in SO−1(3) such that A is C(H \ SO−1(3)). If a right coideal
A is of type Tn (odd n 3), A is conjugated to C(Tn \ SU−1(2)) or C∗(η n2 , ηˆ n2 ). If a right
coideal A is of type D1, then A is conjugated to C(D1 \ SU−1(2)). If a right coideal A is of
type Dn (odd n 3), A is conjugated to C(Dn \ SU−1(2)) or C∗(η n2 ). Here conjugation is
given by the left action βLz of the maximal torus for some z ∈ T.
In each of the above cases, uniqueness is up to conjugation by the left action of the maximal
torus T. On right coideals which are of type D∗∞ in the case 0 < q < 1, of types D∗∞ and D1
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not the quantum spheres nor the quotient spaces. Moreover, in the case q = −1, a right coideal
which is not of type Tn (odd n  3) is SU−1(2)-isomorphic to each other in the same type,
however, C(Tn \ SU−1(2)) is not SU−1(2)-isomorphic to C∗(η n2 , ηˆ n2 ). Hence there exist at least
two non-conjugate ergodic systems of type Tn (odd n 3).
We briefly explain the content of each section. In Section 2, we collect well-known facts on
compact quantum groups and their actions and also prepare their notations. In Section 3, general
compact quantum ergodic systems are studied. In Section 4, we extend the theory of multiplicity
maps for compact groups to the case of compact quantum groups. Section 5 is a summary of
representation theory of SUq(2). In Sections 6–8, we carry out classification of right coideals
of C(SUq(2)) for 0 < q < 1, −1 < q < 0 and q = −1, respectively. In Appendix A, all the
connected graphs of norm 2 are listed. If one has only interest in classification of right coideals,
he or she can skip results in Sections 1–4 except for Corollary 4.21.
2. Preliminaries
We collect basic notions on compact quantum groups and their actions. Our standard refer-
ences are [24] for theory of compact quantum groups and [2] for their actions. In this paper we
only treat minimal tensor products for C∗-algebras and use the notation simply ⊗. Although it is
not essential, separability of compact quantum groups is always assumed.
2.1. Compact quantum groups and theory of their representations
Definition 2.1. (See [24, p. 853].) Let A be a unital C∗-algebra and δ :A → A ⊗ A be a faith-
ful unital ∗-homomorphism. If they satisfy the following conditions, the pair (A, δ) is called a
compact quantum group.
(1) The map δ satisfies coassociativity condition
(δ ⊗ idA) ◦ δ = (idA ⊗ δ) ◦ δ.
(2) The vector spaces δ(A)(C ⊗A) and δ(A)(A⊗ C) are dense in A⊗A.
Let (A, δ) be a compact quantum group. Then there exists the unique state called the Haar
state h with the invariance condition,
(h⊗ idA) ◦ δ(a) = (idA ⊗ h) ◦ δ(a) = h(a)1A, for all a ∈ A.
We always consider a compact quantum group whose Haar state is faithful. A compact quan-
tum group (A, δ) is often regarded as “the continuous function algebra” on a non-commutative
space G. From this concept, we write G = (A, δ) and A = C(G).
Let H be a Hilbert space and v be a unitary in M(K(H)⊗A). A unitary v is called a unitary
representation of G if it satisfies the following equality:
(id ⊗ δ)(v) = v12v13.
Let {vi}i∈I be a family of unitary representations on Hilbert spaces {Hvi }i∈I , respectively.
The direct sum representation
∏
i∈I vi is defined as the direct sum of unitary operators via the
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∏
i∈I M(K(Hvi ) ⊗ C(G)) ⊂ M(K(
⊕
i∈I Hv) ⊗ C(G)). Let v,w be unitary
representations on Hilbert spaces Hv,Hw , respectively. The tensor product representation v ⊗˙w
is defined as a unitary operator v13w23 which is an element of M(K(Hv ⊗ Hw) ⊗ C(G)). An
operator T in B(Hv,Hw) is called an intertwiner of v and w if it satisfies (T ⊗ 1)v = w(T ⊗ 1).
The set of intertwiners between v and w is written as Hom(v,w) and it is called a hom-space. For
one unitary representation v, its hom-space Hom(v, v) becomes a C∗-subalgebra of B(Hv). If it
is trivial (that is, Hom(v, v)= C1Hv ), the unitary representation v is called irreducible. Let v be a
unitary representation of a compact quantum group G and v is a direct sum of finite-dimensional
irreducible representations [24, p. 864]. In particular, any irreducible unitary representation is
finite-dimensional.
In the set of all irreducible unitary representations of G, we define unitary equivalence relation
naturally and denote its quotient set by Ĝ. We can select one unitary representation w(π) ∈
B(Hπ)⊗C(G) for each equivalence class π ∈ Ĝ. Let {ξi}i∈Iπ be an orthonormal basis for Hπ .
We can identify w(π) with the matrix {w(π)i,j }i,j∈Iπ where w(π)i,j are elements of C(G).
From the definition of unitary representation, we obtain the following formula:
δ
(
w(π)i,j
)= ∑
k∈Iπ
w(π)i,k ⊗w(π)k,j , for all i, j ∈ Iπ .
Let us define the smooth function algebra on G, A(G) = span{w(π)i,j | i, j ∈ Iπ , π ∈ Ĝ}. It is
in fact a unital ∗-subalgebra dense in C(G) and the set {w(π)i,j | i, j ∈ Iπ , π ∈ Ĝ} is a linear
basis for A(G). Two maps ε :A(G) → C and κ :A(G) → A(G) defined by
ε
(
w(π)i,j
)= δi,j , κ(w(π)i,j )= w(π)∗j,i
for each π ∈ Ĝ and i, j ∈ Iπ give the algebra A(G) a Hopf ∗-algebra structure:
(1) The map δ :A(G) → A(G)⊗A(G) satisfies coassociativity
(δ ⊗ id) ◦ δ = (id ⊗ δ) ◦ δ.
(2) The map (called the counit) ε :A(G) → C is a unital ∗-homomorphism and satisfies
(ε ⊗ id) ◦ δ = (id ⊗ ε) ◦ δ = id.
(3) The map (called the antipode) κ :A(G) → A(G) is a linear anti-multiplicative map and
satisfies
m(κ ⊗ id) ◦ δ = m(id ⊗ κ) ◦ δ = ε
and
κ
(
κ(a∗)∗
)= a for all a ∈ A(G).
Let A(G)∗ be an algebraic dual space of A(G). For a ∈ A(G) and θ,ω1,ω2 ∈ A(G)∗, we
define their convolution products and the involution,
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a ∗ θ = (θ ⊗ id)(δ(a)),
ω1 ∗ω2 = (ω1 ⊗ω2) ◦ δ,
θ∗(a) = θ(κ(a)∗).
With these operations the dual space A(G)∗ becomes a unital ∗-algebra (its unit is the counit)
and acts on A(G) from the left and right. On the smooth function algebra A(G), there exists a
unique family of characters {fz}z∈C which are called Woronowicz characters with the following
properties:
(1) fz(1) = 1 for all z ∈ C.
(2) For any element a ∈ A(G), the mapping z ∈ C 
→ fz(a) ∈ C is an entire holomorphic func-
tion.
(3) fz1 ∗ fz2 = fz1+z2 for all z1, z2 ∈ C.
(4) f0 = ε.
(5) fz(κ(a)) = f−z(a) for all z ∈ C, a ∈ A(G).
(6) fz(a∗) = f−z(a) for all z ∈ C, a ∈ A(G).
We can define one-parameter automorphism groups {σht }t∈R and {τt }t∈R and ∗-anti-
multiplicative linear map R by
σht (a) = fit ∗ a ∗ fit for all a ∈ A(G),
τt (a) = f−it ∗ a ∗ fit for all a ∈ A(G),
R(a) = f 1
2
∗ κ(x) ∗ f− 12 for all a ∈ A(G).
They are called the modular automorphism group, the scaling automorphism group and the uni-
tary antipode, respectively. They are norm continuously extendable to the continuous function
algebra C(G). The Haar state h is a σh-KMS state. For any a, b ∈ A(G), we have
h(ab) = h(σhi (b)a).
Relations of these maps are as follows:
σhs ◦ τt = τt ◦ σhs for all s, t ∈ R,
R ◦ σhs = σh−s ◦R, R ◦ τt = τt ◦R,
κ = R ◦ τ− i2 = τ− i2 ◦R.
Let v be a unitary representation on a finite-dimensional Hilbert space Hv and jv :Hv →
Hv be a conjugate unitary map where Hv is the conjugate Hilbert space. The transpose map
tv :B(Hv) → B(Hv) is defined by tv(x) = jvx∗j−1v . We define the contragradient representation
(which is not necessarily a unitary operator) vc and the conjugate unitary representation v of a
finite-dimensional unitary representation v by
vc = (tv ⊗ κ)(v), v = (tv ⊗R)(v).
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Fv = (id ⊗ f1)(v) ∈ B(Hv).
This matrix is strictly positive definite. It is known that Fzv = (id ⊗ fz)(v) for any z ∈ C and
Tr(Fv) = Tr(F−1v ). For a unitary irreducible representation v, its second contragradient (not
necessarily unitary) representation vcc is also irreducible and equivalent to v. In fact we have
Hom(v, vcc) = CFv . The value Tr(Fv) is called the quantum dimension and denoted by Dv .
Since we have Fv = tv(F−1v ), the quantum dimension of v is equal to that of v. We write dv for
the usual dimension of the vector space Hv . The quantum dimension is larger than or equal to
the usual dimension. When we fix a selection of {w(π)}π∈Ĝ, we write Hπ , Fπ , Dπ and dπ for
Hw(π), Fw(π), Dw(π) and dw(π), respectively.
Using F -matrices, we have the following equalities about the Haar state:
h
(
w(π)i,jw(ρ)
∗
r,s
)= D−1π (Fπ)s,j δπ,ρδi,r ,
h
(
w(π)∗i,jw(ρ)r,s
)= D−1π (F−1π )r,iδπ,ρδj,s
for any π,ρ ∈ Ĝ, i, j ∈ Iπ and r, s ∈ Iρ . For the tensor product H ⊗ K of two Hilbert spaces
H and K , we define its conjugate unitary map by jH⊗K :H ⊗ K → K ⊗ H,jH⊗K(ξ ⊗ η) =
jKη⊗ jH ξ . Then for two finite-dimensional unitary representation v and w, we obtain v ⊗˙w =
w ⊗˙ v.
2.2. Multiplicative unitaries, group C∗-algebras
Let L2(G) be the GNS-representation space of C(G) associated to the Haar state h. Its cyclic
vector is denoted by 1ˆh. We define the modular conjugation J and Jˆ by
Jx1ˆh = σhi
2
(x)∗1ˆh,
Jˆ x1ˆh = R(x)∗1ˆh
where x is an element of A(G). We also define a unitary U = J Jˆ = Jˆ J . When we consider
L∞(G) which is the σ -weak closure of C(G) in B(L2(G)), it becomes a von Neumann algebraic
compact quantum group. Precisely speaking, the coproduct δ and the Haar state h extend to
L∞(G) as a normal ∗-homomorphism and the faithful normal invariant state, respectively. By
the invariance of h, we define the following two unitaries on L2(G)⊗L2(G), for all x, y ∈ C(G):
V ∗ (x1ˆh ⊗ y1ˆh) = δ(y)(x1ˆh ⊗ 1ˆh),
V (x1ˆh ⊗ y1ˆh) = δ(x)(1ˆh ⊗ y1ˆh).
They satisfy the following pentagonal equality and therefore are called multiplicative unitaries,
V12V13V23 = V23V12.
We also use other unitaries:
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W = (U ⊗ 1)V (U ⊗ 1),
where Σ :L2(G)⊗L2(G) → L2(G)⊗L2(G) is a flipping unitary ξ ⊗η 
→ η⊗ξ . The unitary V˜
satisfies the above pentagonal equality and W satisfies W23W13W12 = W12W23. It is easy to see
V = Σ(Jˆ ⊗ Jˆ )V ∗(Jˆ ⊗ Jˆ )Σ = (1 ⊗ U)ΣVΣ(1 ⊗ U). We define a left G-action on Hπ by
ξπi 
→
∑
j∈Iπ w(π)i,j ⊗ ξπj and denote it by Hπ . Let Θπ be a unitary map Hπ ⊗Hπ → L2(G)
defined by Θπ(ξi ⊗ ξj ) =
√
Dπ(Fπ)i,iw(π)i,j . It intertwines the left and right G-actions. Then
we have the Peter–Weyl decomposition Θ :
⊕
π∈Ĝ Hπ ⊗Hπ → L2(G) with Θ =
⊕
π∈Ĝ Θπ . The
left, right reduced group C∗-algebras are defined by
C∗ (G) = span
{
(ω ⊗ id)(V)
∣∣ ω ∈ B(L2(G))∗},
C∗r (G) = span
{
(id ⊗ω)(V ) ∣∣ ω ∈ B(L2(G))∗},
where the closure is taken with respect to the operator norm of B(L2(G)). Note that C∗r (G) is
contained in the commutant algebra of C∗ (G) = JˆC∗r (G)Jˆ . There is a distinguished projection
p0 = (id ⊗ h)(V ) in C∗r (G). It is also included in C∗ (G) and hence it is a central projection
of C∗r (G). Moreover it is a minimal projection of K(L2(G)), in fact, we have p0x1ˆh = h(x)1ˆh
for x ∈ C(G). We now have a map ρ :B(L2(G))∗ → C∗r (G) by ρ(ω) = (id ⊗ ω)(V ). Let us
define a normal functional θ(π)i,j (x) = Dπ(Fπ)−1j,j h(xw(π)∗i,j ) for x ∈ B(L2(G)). Then the
linear space span{ρ(θ(π)i,j ) | i, j ∈ Iπ , π ∈ Ĝ} is dense in C∗r (G) and moreover we have
ρ(θ(π)i,j )ρ(θ(σ )p,q) = δπ,σ δj,pρ(θ(π)i,q). Hence we obtain a ∗-isomorphism
C∗r (G) →
⊕
π∈Ĝ
End(Hπ)
defined by ρ(θ(π)i,j ) 
→ Eπi,j which is a matrix unit. With this identification, the action of Eπi,j
on L2(G) is given by
Eπi,jw(σ )p,q 1ˆh = δπ,σ δj,qw(π)p,i 1ˆh.
Using this fact and the Peter–Weyl decomposition, we see that the C∗-algebras C∗ (G) and
C∗r (G) act on the first and the second tensor components of the Hilbert space
⊕
π∈Ĝ Hπ ⊗Hπ ,
respectively. This is just the differential representation of B(L2(G))∗ ⊂ A(G)∗. Notice that Eπi,j
is an operator of rank n and hence C∗ (G) and C∗r (G) are contained in K(L2(G)). The projection∗-homomorphism C∗r (G) → End(Hπ) is denoted by prπ .
The dual coproduct is defined by δˆ :C∗r (G) → M(C∗r (G)⊗C∗r (G)) by
δˆ(x) = V ∗(1 ⊗ x)V for all x ∈ C∗r (G)
and it follows that linear subspaces δˆ(C∗r (G))(C⊗C∗r (G)) and δˆ(C∗r (G))(C∗r (G)⊗C) are dense
in C∗r (G)⊗C∗r (G). On C∗(G), we define δ̂(x) = ΣV ∗(x ⊗ 1)VΣ . 
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Let R(G) be a Z-module
⊕
π∈Ĝ Zπ . For two π,σ ∈ Ĝ, we define their product via irreducible
decomposition of the tensor product representation w(π)⊗˙w(σ). More precisely, let Nπστ be the
dimension of the hom-space Hom(w(τ),w(π) ⊗˙ w(σ)), which does not depend on the choice
of representatives of {w(π)}π∈Ĝ. Then we have
π · σ =
∑
τ∈Ĝ
Nπστ τ.
The module R(G) has an involution, that is, π is an equivalence class of w(π), which also does
not depend on the choice of representatives of {w(π)}π∈Ĝ. By these operations, R(G) has an
involutive Z-ring structure and it is called the representation ring of G. We define the positive
cone R(G)+ =⊕π∈Ĝ Z0π .
Since the hom-space Hom(w(τ),w(π) ⊗˙ w(σ)) is naturally isomorphic to the hom-space
Hom(w(π),w(τ) ⊗˙ w(σ)) or Hom(w(σ ),w(π) ⊗˙ w(τ)), we have symmetry of Nπστ =
Nτσπ = Nπτσ .
From now on, we use the letter A not for a continuous function algebra on a quantum group
but for an arbitrary C∗-algebra.
2.4. Actions, spectral patterns, crossed products
The following definition of an action is standard.
Definition 2.2. Let A be a (not necessarily unital) C∗-algebra and (C(G), δ) be a compact
quantum group and α :A → A ⊗ C(G) be a ∗-homomorphism. The triple {A,G,α} is called
a compact quantum covariant system (or simply covariant system) if the following statements
hold:
(1) The map α is injective and satisfies (α ⊗ id) ◦ α = (id ⊗ δ) ◦ α.
(2) The vector space α(A)(C ⊗C(G)) is dense in A⊗C(G).
If we consider a compact quantum covariant system {A,G,α} where A is unital, we always as-
sume that α is a unital ∗-homomorphism. Let {A,G,α} be a compact quantum covariant system.
We can select representatives {w(π)}π∈Ĝ of Ĝ whose F -matrices are diagonal and fix them in
this section. We give comodule structure Γπ :Hπ → Hπ ⊗A(G) to a representation space Hπ by
fixing an orthonormal basis {ξπj }j∈Iπ : Γπ(ξπj ) =
∑
k∈Iπ ξ
π
k ⊗w(π)k,j for any j ∈ Iπ . For π ∈ Ĝ,
define the functional θπ on C(G) by θπ (x) = Dπh(x(∑i∈Iπ (F−1π )i,iw(π)i,i )) for any x ∈ C(G).
As in the case of a compact group [18, Theorem 2], A is completely decomposable. Define the
linear map Pπ = (id ⊗ θπ ) ◦ α on A. From simple calculations, we have PπPρ = δπ,ρPπ . Put
Aπ for the range space of the projection Pπ . Then the linear subspace A=⊕π∈Ĝ Aπ is norm
dense in A. Let HomG(Hπ,A) be a set of intertwiners, that is, HomG(Hπ,A)  S if and only if
α ◦ S = (S ⊗ id) ◦ Γπ . Then we have Aπ = span{Sξ | ξ ∈ Hπ,S ∈ HomG(Hπ,A)}. The dimen-
sion of HomG(Hπ,A) is called the multiplicity of π . Especially for the trivial representation π0,
the closed linear subspace Aπ0 coincides with the fixed point algebra Aα = {x ∈ A | α(x) =
x ⊗ 1}. Let m(π) be the multiplicity of π . We often use a formal symbol ⊕π∈Ĝ m(π)π which
is called the spectral pattern of {A,G,α} (or simply A).
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the Hilbert A-module A⊗L2(G). In a C∗-algebra K(A⊗L2(G)) = A⊗ K(L2(G)) define the
crossed product C∗-algebra
Aα G = α(A)
(
C ⊗C∗r (G)
)
,
where the closure of linear space is taken with respect to the operator norm. It is also charac-
terized as a fixed point algebra of {A ⊗ K(L2(G)),G, α˜}: A α G = (A ⊗ K(L2(G)))α˜ , where
α˜(a⊗ k) = W23α(a)1,3(1⊗ k⊗ 1)W ∗23 for all a ∈ A and k ∈ K(L2(G)). Note that α(A), Cr∗(G)
are C∗-subalgebras of M(Aα G) naturally. When we consider A = C(G) and α = δ, we have
a natural isomorphism
C(G)δ G → K
(
L2(G)
)
defined by δ(x)(1 ⊗ y) 
→ xy. The dual coaction αˆ :Aα G → M(Aα G⊗C∗r (G)) is defined
by
αˆ(x) = V˜23(x ⊗ 1)V˜ ∗23
which satisfies the density condition that a linear space αˆ(A α G)(C ⊗ C∗r (G)) is dense in
A α G ⊗ C∗r (G). We define a ∗-homomorphism αˆπ :A α G → A α G ⊗ End(Hπ) by the
composition (id ⊗ prπ ) ◦ αˆ. Now we introduce the famous duality theorem. Let {A,G,α} be a
covariant system. We consider the ∗-homomorphism αˆo = (id⊗AdU)◦ αˆ :Aα G → M(Aα
G⊗C∗ (G)). It satisfies (id ⊗ δ̂op) ◦ αˆo = (αˆo ⊗ id) ◦ αˆo, that is, αˆo is a coaction of the opposite
discrete quantum group C∗ (G). Define the crossed product A α G αˆo (Ĝ)′op by the norm
closure of the linear space αˆo(Aα G)(C ⊗ C ⊗C(G)). Its dual action ̂ˆαo is given by ̂ˆαo(x) =
V34(x⊗1)V ∗34. The duality theorem says there exists an isomorphism between AαGαo (Ĝ)′op
and A⊗ K(L2(G)) such that αˆo(α(a)(1 ⊗ x))(1 ⊗ 1 ⊗ y) is mapped to α(a)(1 ⊗ x)(1 ⊗UyU)
for all a ∈ A, x ∈ C∗r (G) and y ∈ C(G). This isomorphism conjugates ̂ˆαo and α˜.
2.5. Quantum subgroups and their quotient spaces
Let G = (C(G), δG) and H = (C(H), δH ) be compact quantum groups. We say H is a
quantum subgroup (or sometimes simply called a subgroup) if there exists a surjective ∗-
homomorphism r :C(G) → C(H) such that r satisfies δH ◦ r = (r ⊗ r) ◦ δG. This surjection
is often called the restriction homomorphism. In general, a choice of r is not unique. The (left)
quotient space is defined by
C(H \G) = {x ∈ C(G) ∣∣ (r ⊗ id) ◦ δG(x) = 1 ⊗ x}.
We have to be careful of r when we consider a quotient space. Actually it depends on r and we
shall denote it by HC(G), however, we abuse the notation of H \ G. Note that the left quotient
space has a right G-action.
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A compact quantum covariant system {A,G,α} with Aα = C1 is called a compact quantum
ergodic system (or simply an ergodic system). We investigate ergodic systems in this section. The
faithful conditional expectation ϕ = (id ⊗ h) ◦ α onto Aα = C1 is the unique invariant state in
this case, where invariance means: (ϕ ⊗ id)(α(x)) = ϕ(x)1 for any x ∈ A. Note that ϕ becomes
a trace if G is a compact group [10, Theorem 4.1]. In [4, Theorem 17], it has been proved
that the dimension of Aπ is less than or equal to D2π for any π ∈ Ĝ. We will make a sharper
estimate of these dimensions. In order to do this, we have to explain the existence of the modular
automorphism group with respect to the state ϕ. By [4, Proposition 18], there exists the unital
multiplicative linear map Θ :A→A such that ϕ(ab) = ϕ(Θ(b)a) for any a, b ∈A. Let M be
the von Neumann algebra πϕ(A)′′ associated to the state ϕ via GNS-representation {Hϕ,πϕ, ξϕ}
and the extension of ϕ to M is also denoted by ϕ. We often identify A with πϕ(A). Let p ∈ M
be a projection with ϕ(p) = 0. Then for any a ∈ A we have ϕ(a∗pa) = ϕ(Θ(a)a∗p). This is
equal to 0 by the Cauchy–Schwarz inequality. From this we see pAξϕ = 0 and p = 0, because
the linear subspace Aξϕ is dense in Hϕ . Hence ϕ is a faithful normal state on M and there exists
the modular automorphism group {σϕ}t∈R on M . Since ϕ is an invariant state on A for the action
of G, the action α extends to the action on M . An action of a compact quantum group on a
von Neumann algebra is defined similarly to the case of a C∗-algebra. Note the following useful
equality about the modular automorphism group and the scaling automorphism group:
α ◦ σϕt =
(
σ
ϕ
t ⊗ τ−t
) ◦ α for all t ∈ R.
For its proof, readers are referred to [7, Théorème 2.9]. The spectral subspace Mπ is the σ -weak
closure of Aπ , however, they coincide because of the finite-dimensionality of Aπ . The proof of
the following lemma is straightforward by the above formula.
Lemma 3.1. Let S be an intertwiner of Hπ and A. For any t ∈ R, we define the map St :Hπ → A
by Stξπj = (Fπ)−itj,j σ ϕt (Sξπj ) for any j ∈ Iπ . Then St is also an intertwiner of Hπ and A for any
t ∈ R, in particular we have σϕt (Aπ) = Aπ for any t ∈ R and we see any element of Aπ is
analytic for {σϕt }t∈R.
From this lemma we see that σϕt (A) = A for t ∈ R and the following proposition holds.
Proposition 3.2. Let {A,G,α} be an ergodic system and ϕ be the invariant state on A. Then
there exists the modular automorphism group {σϕt }t∈R on A.
Definition 3.3. Let {A,G,α} be an ergodic system and π be an element of Ĝ. A vector ξ =
(ξj )j∈Iπ ∈
⊕
j∈Iπ Aπ is called a π -eigenvector if α(ξj ) =
∑
k∈Iπ ξk ⊗ w(π)k,j for any j ∈ Iπ .
The set of π -eigenvectors is called the π -eigenvector space and denoted by Xw(π).
Let {A,G,α} and {ξλ}λ∈Λ be a covariant system and a set of its πλ-eigenvectors, respectively.
A C∗-subalgebra generated by ξλr for all r ∈ Iπλ and λ ∈ Λ is denoted by C∗({ξλ}λ∈Λ). The
quantum group G acts on it invariantly. We say that it is a G-invariant C∗-subalgebra generated
by {ξλ}λ∈Λ. We make a π -eigenvector space to a Hilbert space by defining its inner product with
(ξ | η) =
∑
ξkη
∗
k , for all ξ, η ∈ Xw(π).k∈Iπ
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by ergodicity.
Definition 3.4. Let {A,G,α} be an ergodic system and π be an element of Ĝ. We define the
following two operations on eigenvector spaces.
(1) For any t ∈ R, we define the linear map Uw(π)t :Xw(π) → Xw(π) by(
U
w(π)
t ξ
)
k
= (Fπ)−itk,k σ ϕt (ξk) for all ξ ∈ Xπ,k ∈ Iπ .
(2) We define the conjugate linear map Tw(π) :Xw(π) → Xw(π).
(Tw(π)ξ)k = (Fπ)−
1
2
k,k ξ
∗
k for all ξ ∈ Xπ,k ∈ Iπ .
The well-definiteness of the above first operation has been already checked in Lemma 3.1.
For the second one, we shall justify the equality α((Tw(π)ξ)k) =∑∈Iπ (Tw(π)ξ) ⊗w(π),k for
any ξ ∈ Xw(π) and k ∈ Iπ . Indeed,
α
(
(Tw(π)ξ)k
)= (Fπ)− 12k,k α(ξ∗k )
= (Fπ)−
1
2
k,k
∑
∈Iπ
ξ∗ ⊗w(π)∗,k
= (Fπ)−
1
2
k,k
∑
∈Iπ
ξ∗ ⊗ (Fπ)
1
2
k,k(Fπ)
− 12
, w(π),k
=
∑
∈Iπ
(Tw(π)ξ) ⊗w(π),k.
Proposition 3.5. Let {A,G,α} be an ergodic system and π be an element of Ĝ. Then the map
HomG(Hπ,A)  S → (S(ξπk ))k∈Iπ ∈ Xw(π) is a linear isomorphism.
Proof. For ξ ∈ Xw(π), define the element S ∈ HomG(Hπ,A) by S(ξπk ) = ξk for any k ∈ Iπ . It is
easy to see that this map is well defined and gives the desired inverse map. 
This proposition shows a spectral subspace Aπ is spanned by entries of π -eigenvectors. The
next lemma has already appeared in the proof of [4, Proposition 18], however, we give a proof
for readers’ convenience.
Lemma 3.6. Let ξ and η be π -eigenvectors of an ergodic system {A,G,α}. Then the following
equalities hold:
(1) ϕ(ξkη∗) = D−1π (Fπ)k,kδk,(ξ | η), for all k,  ∈ Iπ ,
(2) ϕ(ξ∗k η) = 0, if k =  ∈ Iπ , and ϕ(ξ∗k ηk) = ϕ(ξ∗ η), for all k,  ∈ Iπ .
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ϕ
(
ξkη
∗

)= ∑
r,s∈Iπ
ξrη
∗
s h
(
w(π)r,kw(π)
∗
s,
)
=
∑
r,s∈Iπ
ξrη
∗
s D
−1
π (Fπ)k,kδr,sδk,
= D−1π (Fπ)k,kδk,
∑
r∈Iπ
ξrη
∗
r
= D−1π (Fπ)k,kδk,(ξ | η).
(2) Let Z = (ϕ(ξ∗k η))k,∈Iπ be a matrix on the representation space Hπ . Then we have:(
w(π)∗Zw(π)
)
i,j
=
∑
k,∈Iπ
w(π)∗k,iZk,w(π),j
=
∑
k,∈Iπ
w(π)∗k,iϕ
(
ξ∗k η
)
w(π),j
=
∑
k,∈Iπ
(ϕ ⊗ id)((ξ∗k ⊗w(π)∗k,i)(η ⊗w(π),j ))
= (ϕ ⊗ id)α(ξ∗i ηj )
= ϕ(ξ∗i ηj )
= Zi,j .
Therefore the operator Z commutes with the irreducible unitary representation w(π), so we
have Z ∈ C. 
Lemma 3.7. Let {A,G,α} be an ergodic system and π be an element of Ĝ. Then it follows
T ∗w(π)Tw(π) = Uw(π)i .
Proof. Take π -eigenvectors ξ and η. Then we have
(Tw(π)ξ | Tw(π)η) =
∑
k∈Iπ
(Tw(π)ξ)k(Tw(π)η)
∗
k
=
∑
k∈Iπ
(Fπ )
− 12
k,k (Fπ)
− 12
k,k ξ
∗
k ηk
=
∑
k∈Iπ
(Fπ )
−1
k,kϕ
(
ξ∗k ηk
)
=
∑
k∈Iπ
(Fπ )
−1
k,kϕ
(
σ
ϕ
i (ηk)ξ
∗
k
)
=
∑
(Fπ)
−1
k,kϕ
(
(Fπ)
−1
k,k
(
U
w(π)
i η
)
k
ξ∗k
)k∈Iπ
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∑
k∈Iπ
(Fπ)
−2
k,k ·D−1π (Fπ)k,k
(
U
w(π)
i η
∣∣ ξ)
= (Uw(π)i η ∣∣ ξ),
where we use the result of the previous lemma and
∑
k∈Iπ (F
−1
π )k,k = Dπ . Hence we obtain the
desired equality. 
Let Tw(π) = Jw(π)|Tw(π)| be the polar decomposition of the conjugate linear map Tw(π) :
Xw(π) → Xw(π). Since it is easy to see Tw(π) ◦ Tw(π) = idXw(π) , the map Jw(π) is a conjugate
unitary map and satisfies Jw(π) = J−1w(π), and Jw(π)|Tw(π)|Jw(π) = |Tw(π)|−1. In particular, we
obtain
Sp
(
U
w(π)
i
2
)= Sp(Uw(π)i
2
)−1
.
With these preparations, the following result about bounds of multiplicities holds.
Theorem 3.8. Let {A,G,α} be an ergodic system and π be an element of Ĝ. Then we have
dim HomG(Hπ,A)Dπ.
Proof. The proof is essentially due to [4, Theorem 17] or [20, Theorems 1, 2]. As we have
proved, in Proposition 3.5, the hom-space HomG(Hπ,A) is naturally isomorphic to Xw(π).
Hence it suffices to show d := dim(Xw(π))  Dπ . The unitary R-action {Uw(π)t }t∈R enables
us to take an orthonormal basis of Xw(π) {ξp}1pd as Uw(π)t ξp = λitp ξp for all t ∈ R where λp
is a positive real number. Then we define an operator entry matrix M by
M =
⎛⎜⎜⎝
ξ1
ξ2
...
ξ d
⎞⎟⎟⎠ ∈ Md,dπ (Aπ),
where each ξp is treated as a row vector. Adding 0 entries, we embed the matrix M to a
larger square matrix (still denoted by M) of size n ( d, dπ), if necessary. By orthonormal-
ity, we have MM∗ = 1d . Let k, F˜ be positive matrices diag(λ−11 , λ−12 , . . . , λ−1d ,1, . . . ,1) and
diag(Fw(π),1, . . . ,1) in Mn(C)+, respectively. Then we have
d∑
p=1
λ−1p = Trk(1d)
= (ϕ ⊗ Trk)(MM∗)
= (ϕ ⊗ Trk)
(
M∗
(
σ
ϕ
−i ⊗ Ad(k)
)
(M)
)
= (ϕ ⊗ Trk)
(
M∗MF˜k−1
)
= (ϕ ⊗ Tr)(M∗MF˜)
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= Dπ,
where we use (σϕt ⊗ Ad(kit ))(M) = MF˜ it k−it for t ∈ R. Hence we obtain TrXw(π) (Uw(π)i ) 
Dπ and similarly TrX
w(π)
(U
w(π)
i )  Dπ = Dπ . Since we have already known Sp(Uw(π)i ) =
Sp(Uw(π)i )−1, it follows 2d  TrXw(π) (U
w(π)
i ) + TrXw(π)(Uw(π)i ). Therefore we obtain 2d 
2Dπ . 
From this result, the dimension of the π -eigenspace Aπ is less than or equal to dπDπ . We can
derive the quantum version of [20, Theorem 2].
Theorem 3.9. Let {A,G,α} be a compact quantum covariant system and π be an element of Ĝ.
If p and q are minimal projections in Aα , then we have:
dim HomG(Hπ,pAq)Dπ.
Proof. This proof is also essentially due to [4, Theorem 17] or [20, Theorems 1, 2], however, we
cannot use the trace property as in the case of a compact group, we have to prove the finite-
dimensionality of HomG(Hπ,pAq) at first. If the linear space pAαq is not 0, we can take
non-zero norm 1 element x from pAαq . Then we see xx∗ ∈ pAαp = Cp and x∗x ∈ qAαq = Cq
and have xx∗ = p and x∗x = q . It follows (pAq)π = (pAp)πx. Therefore the assertion of this
theorem follows from applying the previous theorem to pAp. Next we assume pAαq = 0. Be-
cause of p ⊥ q , we may assume that A is unital and 1 = p+ q by considering (p+ q)A(p+ q).
Let ϕ(x) = ϕp(pxp) + ϕq(qxq) where ϕp and ϕq are the invariant states on pAp and qAq ,
respectively. Since the conditional expectation with respect to ϕ Eα :A → Aα is given by
Eα(x) = pxp + qxq , ϕ is the invariant positive functional on A. Let d ∞ be the dimen-
sion of the linear space HomG(Hπ,A) and fix a natural number 0  d ′  d . Note that we can
take π -eigenvectors {ξj }1jd ′ from (pAq)π = pAπq , which satisfy ϕ((ξjr )∗ξks ) = δj,kδr,s
for 1  j, k  d ′ and r, s ∈ Iπ . In fact, if we have {ξj }1jk−1 as before, we can take a π -
eigenvector ξk which satisfies ϕ((ξj1 )
∗ξk1 ) = δj,k for 1 j  p− 1. Then modifying Lemma 3.6
to the case of pAq , we achieve to take desired vectors. Let M be the matrix
M =
⎛⎜⎜⎜⎝
Tw(π)ξ
1
Tw(π)ξ
2
...
Tw(π)ξ
d ′
⎞⎟⎟⎟⎠ .
Adding 0-entries, we embed M to a larger square matrix (still denoted by M) of size n ( d ′, dπ ).
Note that Tw(π)ξ j is a π -eigenvector for qAp: Tw(π)ξ j = ((Fπ)−
1
2
r,r ξ
j
r
∗
)r∈Iπ . By the computation
in the proof of Lemma 3.7, it follows MM∗ = Dπq ⊗ 1d ′ . Hence we have M∗M Dπp ⊗ 1dπ
in pAp ⊗ B(Hπ). Then it yields:
D2π  (ϕ ⊗ TrFπ )(M∗M)
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∑
r∈Iπ
(
(Fπ)r,r
(
F
− 12
π
)
r,r
(
F
− 12
π
)
r,r
∑
1jd ′
ϕ
(
ξ
j
r ξ
j
r
∗))
=
∑
1jd ′
(
ξj
∣∣ ξj ),
where (ξ j | ξj ) means the inner product of π -eigenvectors for pAq . Let us define another in-
ner product (· | ·)2 of π -eigenvectors for pAq by (ξ | η)2 = ϕ(η∗r ξr ) for any π -eigenvectors
ξ, η. Note that this value does not depend on the choice of r by Lemma 3.6. Let W be a
linear space spanned by {ξj }1jd ′ . There are two inner products (· | ·) and (· | ·)2 on W .
Let AW be the matrix which satisfies (AWξ | η)2 = D−1π (ξ | η). Then from the above in-
equality we have TrW(AW)  Dπ , where TrW is the non-normalized trace associated to W .
Similarly considering Tw(π)(W) for W , we also obtain TrTw(π)(W)(ATw(π)(W))  Dπ . More-
over, we see AW = T ∗w(π)Tw(π), where the involution ∗ comes from the conjugate linear map
Tw(π) :W → Tw(π)(W) between (· | ·)2-inner product spaces. In fact, we have
(Tw(π)ξ | Tw(π)η)2 = ϕ
(
(T η)1
∗(T ξ)1
)
= (F−1π )1,1ϕ(η1ξ∗1 )
= (F−1π )1,1D−1π (Fπ)1,1(η | ξ)
= D−1π (η | ξ).
Let us denote Tw(π)(W) by W . Let Tw(π) = JW |Tw(π)| and Tw(π) = JW |Tw(π)| be the polar
decomposition of the conjugate linear maps Tw(π) and Tw(π) between W and Tw(π)(W). The
equality Tw(π) ◦ Tw(π) = idW yields JWA
1
2
WJW = A
− 12
W
. Then we have JWAWJ ∗W = A−1W be-
cause JW and JW are conjugate unitary. Hence we obtain Tr(AW) = Tr(A−1W ) and it follows
2d ′  2 Tr(AW) 2Dπ . 
Finally we state the modified version of Theorems 3.8 and 3.9.
Proposition 3.10. Let {A,G,α} be an ergodic system and π be an element of Ĝ. Assume that A
has a tracial state. Then we have:
dim Hom(Hπ ,A) dπ .
Proof. We have proved finite-dimensionality of Xw(π). Let d be its dimension and {ξp}1pd
be an orthonormal basis of Xw(π) for the inner product (· | ·). Take a tracial state τ on A. Define
the matrix M by
M =
⎛⎜⎜⎝
ξ1
ξ2
...
d
⎞⎟⎟⎠ .
ξ
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MM∗ = 1d and it yields
dπ  (τ ⊗ Tr)(M∗M)
= (τ ⊗ Tr)(MM∗)
= d. 
Proposition 3.11. Let {A,G,α} be a compact quantum covariant system and π be an element
of Ĝ. Assume that A has a tracial state. If p and q are minimal projections in Aα and they are
not annihilated by a trace on A, then we have
dim Hom(Hπ ,pAq) dπ .
Proof. Let d (Dπ) be the dimension of dim Hom(Hπ ,pAq). Let {ξp}1pd be an orthonor-
mal π -eigenvector for pAq where we define the inner product by
(ξ | η)p =
∑
r∈Iπ
ξrη
∗
r
for all π -eigenvector ξ and η. Take a tracial state τ on A with τ(p)τ(q) = 0. Define the matrix M
by
M =
⎛⎜⎜⎝
ξ1
ξ2
...
ξ d
⎞⎟⎟⎠
and embed it into the larger square matrix as in previous theorems. Then we have MM∗ = p⊗1d .
This yields
dτ(p)= (τ ⊗ Tr)(MM∗)
= (τ ⊗ Tr)(M∗M)
 (τ ⊗ Tr)(q ⊗ 1dπ )
= τ(q)dπ .
Hence we have d  dπ τ(q)τ(p) . Considering qAp = (pAq)∗ and d = dim Hom(Hπ , qAp), we also
have d  dπ τ(p)τ(q) = dπ τ(p)τ(q) . Finally we obtain d  dπ min( τ(q)τ(p) , τ(p)τ(q) ) dπ . 
Remark 3.12. Assume that the linear space pAq is not 0. Then τ(p) = 0 if and only if τ(q) = 0.
Indeed, take π ∈ Ĝ as pAπq = 0 and assume τ(q) = 0, then we obtain τ(p) = 0 by the proof
of the above proposition. The converse assertion holds by applying the involution ∗ from pAq
to qAp.
R. Tomatsu / Journal of Functional Analysis 254 (2008) 1–83 174. Equivariant K-theory
We follow [20] and use equivariant K-theory to obtain a multiplicity map. Readers are referred
to, for example, [1] and [19] for equivariant K-theory. Let {A,G,α} be a compact quantum
covariant system with A unital. Let E be a finitely generated projective Hilbert A-module and
δE :E → E⊗C(G) be a linear map. The pair {E,δE} is called a G-equivariant A-module if they
satisfy the following:
(1) (id ⊗ δ) ◦ δE = (δE ⊗ id) ◦ δE ,
(2) δE(ea) = δE(e)α(a) for all e ∈ E and a ∈ a,
(3) 〈δE(e) | δE(e′)〉 = α(〈e | e′〉) for all e, e′ ∈ E,
(4) the linear subspace δE(E)(C ⊗C(G)) is dense in E ⊗C(G).
Actually the second equality follows from the third one. Inner products of Hilbert modules
are conjugate-linear for the first variable. Two G-equivariant A-modules are equivalent if there
exists a bijective linear map intertwining of the actions of G and A. The set of these equiva-
lence classes becomes an abelian semigroup by the direct sum and its Grothendieck group is
denoted by KG0 (A) and this is called an equivariant K-group. For a G-equivariant A-module{E,δE} we define its crossed product Hilbert A α G-module by E α G = E ⊗A (A α G).
This module becomes a (left) C∗r (G)-module by an appropriate way [19, Lemme 5.2]. Here
we take a non-rigorous picture for its action. Let x be an element of C∗r (G) and we assume
its dual coproduct has an expansion δˆ(x) = ∑x(0) ⊗ x(1). It is considered that C∗r (G) acts
on E through the differential representation with respect to δE . Hence we have an action
x · (e⊗A y) =∑x(0)(e)⊗A x(1)y. This action is compatible with the right action of A, because in
Aα G we have z(α(y)) =∑(z(0) ·y)z(1) for z ∈ C∗r (G) and y ∈ A where C∗r (G) acts on A with
the differential representation about α. We next recall the Green–Julg isomorphism. If Eπ is a
tensor product module Hπ ⊗A with a finite-dimensional irreducible G-module Hπ , then we have
Eπ ⊗A (Aα G) = Hπ ⊗ (Aα G). We apply p0 ∈ C∗r (G) to this space. Since this action is ob-
tained by the dual coproduct, we have p0(Eπ ⊗AAα G) = p0(Hπ ⊗C∗r (G))⊗C∗r (G) Aα G ∼=
pπC
∗
r (G)⊗C∗r (G) Aα G = (1 ⊗pπ)Aα G. In general, E is a direct summand of a direct sum
of Eπ . Hence the module p0(E α G) corresponds to a projection in Mn(Aα G) for some n.
We also notice that A α G is stably unital. In fact we have an approximate unit of K(L2(G))
which consists of projections in C∗r (G). In this way, we obtain the Green–Julg isomorphism (see
[19, Théorème 5.10] for its proof of KK-version):
Φ1 :K
G
0 (A) → K0(Aα G)
defined by [E] 
→ [p0(E α G)]. The inverse map of Φ1 is given by
Φ2 :K0(Aα G) → KG0 (A)
which sends [q] to [q(A⊗L2(G))n], where q ∈ Mn(Aα G) is a projection and A⊗L2(G) is
a G-equivariant A-module with δA⊗L2(G)(a ⊗ ξ) = (1 ⊗W(ξ ⊗ 1))α(a)13. We define the usual
R(G)-module structures on KG0 (A) and K0(Aα G) as follows. Let π be an element of Ĝ and E
be a G-equivariant A-module and q ∈ Mn(Aα G) be a projection. For them, define the action
of π :
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π · [q] = [(idMn(C) ⊗ αˆπ )(q)],
where the isomorphism K0(Aα G) ∼= K0(Aα G⊗End(Hπ)) is used. We observe the Green–
Julg isomorphism is an R(G)-module map as in the compact group case.
Lemma 4.1. Let B be a C∗-algebra and E be a Hilbert B-module which has a C∗r (G)-action
φ :C∗r (G) → B(E). Then for any π ∈ Ĝ there is an isomorphism as Hilbert B-modules between
p0(Hπ ⊗E) and p0(E ⊗Hπ).
Proof. First we compare δˆ(p0) and its opposite δˆop(p0). Using p0 = (id ⊗ h)(V ) and the pen-
tagonal identity, we obtain δˆ(p0) = (id ⊗ id ⊗ h)(V13V23) and δˆop(p0) = (id ⊗ id ⊗ h)(V23V13).
Since V has the expansion
∑
π∈Ĝ,i,j∈Iπ E
π
i,j ⊗w(π)i,j , we have the following equalities:
δˆ(p0) =
∑
π∈Ĝ, i,j∈Iπ , k,∈Iπ
h
(
w(π)i,jw(π)k,
)
Eπi,j ⊗Eπk,,
δˆop(p0) =
∑
π∈Ĝ, i,j∈Iπ , k,∈Iπ
h
(
w(π)k,w(π)i,j
)
Eπi,j ⊗Eπk,.
We use σh−i (w(π)k,) = (Fπ)k,k(Fπ),w(π)k, in order to get h(w(π)k,w(π)i,j ) =
(Fπ)k,k(Fπ),h(w(π)i,jw(π)k,). Define a densely defined unbounded positive operator F =∑
π∈Ĝ Fπ . With this operator we get the identity
δˆop(p0) = (1 ⊗ F)δˆ(p0)(1 ⊗ F).
Then we define the map χ :Hπ ⊗ E → E ⊗ Hπ by χ(ξ ⊗ e) = e ⊗ F−1π ξ . This is a bijective
adjointable map for Hilbert B-modules. Then we get
χ ◦ (id ⊗ φ)(δˆ(p0))(ξ ⊗ e) = (1 ⊗ F−1π )(φ ⊗ id)(δˆop(p0))(e ⊗ ξ)
= (φ ⊗ id)(δˆ(p0))(e ⊗ Fπξ).
Hence we see χ maps p0(Hπ ⊗E) onto p0(E ⊗Hπ). 
Lemma 4.2. The Green–Julg isomorphism Φ1 is an R(G)-module map.
Proof. Take π ∈ Ĝ and a G-equivariant A-module E. We shall prove Φ1(π · [E]) =
(αˆπ )∗(Φ1([E])). For the left-hand side we have[
p0
(
(Hπ ⊗E)⊗A Aα G
)]= [p0(Hπ ⊗E α G)].
For the right one we have
(αˆπ )∗
([
p0(E α G)
])= [p0(E α G)⊗αˆπ (Aα G⊗ End(Hπ))]
= [p0(E α G⊗ End(Hπ))].
R. Tomatsu / Journal of Functional Analysis 254 (2008) 1–83 19Moving it to K0(A α G) by tensoring A α G ⊗ Hπ over A α G ⊗ End(Hπ), we get
(αˆπ )∗(Φ1([E])) = [p0(E α G ⊗ Hπ)]. Hence we obtain the desired equality by applying the
previous lemma to E α G and B = Aα G. 
Let {A,G,α} be a compact quantum ergodic system. Then there exist an index set I and
a Hilbert space Hi for each i ∈ I such that the crossed product A α G is isomorphic to⊕
i∈I K(Hi) (see [4, Theorem 19], [20, Corollary 2] for its proof). Let us fix minimal projec-
tions ei ∈ K(Hi) for all i ∈ I . Hence we have KG0 (A) ∼=
⊕
i∈I Z[ei] by the Green–Julg theorem.
Using the isomorphism Φ2 :K0(A α G) → KG0 (A), we can easily check that in KG0 (A), [ei]
becomes a G-equivariant A-module [ei(A⊗L2(G))]. Now we consider the R(G)-module struc-
ture of KG0 (A). Let π be an element of Ĝ. We define the (not necessarily finite size) matrix
M(π) = (M(π)i,j )i,j∈I by
π · [ej ] =
∑
i∈I
M(π)i,j [ei].
This equality holds in KG0 (A) ∼= K0(Aα G). If we treat [ei] = [ei(A⊗L2(G))] in KG0 (A), we
get the equality M(π)i,j = dim Hom(G,A)(Hπ ⊗ ej (A⊗L2(G)), ei(A⊗L2(G))).
Lemma 4.3. We have an isomorphism between linear spaces Hom(G,A)(Hπ ⊗ ej (A ⊗ L2(G)),
ei(A⊗L2(G))) and HomG(Hπ, ei(A⊗ K(L2(G)))ej ).
Proof. We may assume projections ei and ej are majored by 1 ⊗ p where p is a projection
in C∗r (G) ⊂ K(L2(G)). Let H0 be a closed subspace pL2(G). It is finite-dimensional and
G-invariant, that is, W(H ⊗C) ⊂ H ⊗C(G). Let {ηp}p∈J be an orthonormal basis of H0. With
this basis we give a matrix representation (wp,q)p,q∈J of W by W(ηp ⊗ 1) =∑q∈J ηq ⊗wq,p .
From now we write Γ0 and Γ1 for C(G)-comodule maps Hπ ⊗A⊗H0 → Hπ ⊗A⊗H0 ⊗C(G)
and A⊗H0 → A⊗H0 ⊗C(G), respectively. Take an intertwiner S from Hom(G,A)(Hπ ⊗A⊗
H0,A ⊗ H0). Then we can choose ak,q,p ∈ A for all k ∈ Iπ and p,q ∈ J such that they satisfy
S(ξk ⊗a⊗ηp) =∑q∈J ak,q,pa⊗ηq for all a ∈ A by A-linearity. Since S is a G-homomorphism,
we have Γ1S(ξk ⊗ 1 ⊗ ηp) = (S ⊗ 1)(Γ0(ξk ⊗ 1 ⊗ ηp)). The left-hand side is equal to∑
q∈J
Γ1(ak,q,p ⊗ ηq) =
∑
q,r∈J
(1 ⊗ ηr ⊗wr,q)α(ak,q,p)13.
The right-hand side is equal to∑
∈Iπ ,s∈J
(S ⊗ 1)(ξ ⊗ 1 ⊗ ηs ⊗w(π),kws,p)= ∑
∈Iπ ,r,s∈J
a,r,s ⊗ ηr ⊗w(π),kws,p.
Hence we get ∑
q∈J
(1 ⊗wr,q)α(ak,q,p) =
∑
∈Iπ ,s∈J
a,r,s ⊗w(π),kws,p. (4.1)
Next take an intertwiner T from HomG(Hπ,A ⊗ B(H0)). Then we can choose bk,q,p ∈ A for
all k ∈ Iπ and p,q ∈ J such that they satisfy T ξk =∑q,p∈J bk,q,p ⊗ ηq  ηp . Since T is a
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side is equal to∑
q,t∈J
α˜(bk,q,t ⊗ ηq  ηt ) =
∑
q,t∈J
W23α(bk,q,t )13(1 ⊗ 1 ⊗ ηq  ηt )W ∗23
=
∑
q,r,s,t∈J
(1 ⊗ ηr  ηs ⊗ 1)(1 ⊗ 1 ⊗wr,q)α(bk,q,t )13
(
1 ⊗ 1 ⊗w∗s,t
)
.
The right-hand side is equal to∑
∈Iπ
T ξ ⊗w(π),k =
∑
,r,s
b,r,s ⊗ ηr  ηs ⊗w(π),k.
Hence we obtain the following equality:∑
q,t∈J
(1 ⊗wr,q)α(bk,q,t )
(
1 ⊗w∗s,t
)=∑

b,r,s ⊗w(π),k.
Multiplying ws,p and summing up with s, we get∑
q∈J
(1 ⊗wr,q)α(bk,q,p) =
∑
∈Iπ ,s∈J
b,r,s ⊗w(π)kws,p. (4.2)
Now we construct maps ν : Hom(G,A)(Hπ ⊗ A ⊗ H0,A ⊗ H0) → HomG(Hπ,A ⊗ B(H0)) and
ν−1 : HomG(Hπ,A⊗B(H0)) → Hom(G,A)(Hπ ⊗A⊗H0,A⊗H0) by the following equalities.
For all k ∈ Iπ and p ∈ J ,
ν(S)(ξk) =
∑
q,p∈J
ak,q,p ⊗ ηq  ηp,
ν−1(T )(ξk ⊗ a ⊗ ηp) =
∑
q∈J
bk,q,pa ⊗ ηq.
They are actually linear operators in each hom-space because equalities (4.1) and (4.2) have
the same form. Since clearly we have ν ◦ ν−1 = id and ν−1 ◦ ν = id, they give an isomor-
phism between Hom(G,A)(Hπ ⊗ A ⊗ H0,A ⊗ H0) and HomG(Hπ,A ⊗ B(H0)). Then we also
easily check that ν maps the subspace Hom(G,A)(Hπ ⊗ ej (A ⊗ L2(G)), ei(A ⊗ L2(G))) ⊂
Hom(G,A)(Hπ ⊗ A ⊗ H0,A ⊗ H0) to the subspace HomG(Hπ, ei(A ⊗ K(L2(G)))ej ) ⊂
HomG(Hπ,A⊗ B(H0)). 
Therefore, as in the classical case we can derive the following result by A. Wassermann
[20, p. 304].
Corollary 4.4. Let {A,G,α} be a compact quantum ergodic system and M :R(G) → M|I |(Z)
be the multiplicity map. For all i, j in the index set I , we have
M(π)i,j = dim Hom
(
Hπ, ei
(
A⊗ K(L2(G)))ej ).
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plicity map M :R(G) → M|I |(Z) is a ∗-homomorphism. As we have seen, some properties of
multiplicity maps also hold in the quantum case. However, we have to be careful of the exis-
tence of its common eigenvector (see, [20, Theorem 17] for classical case). In order to study this
problem we need several lemmas.
Lemma 4.5. For all i, j ∈ I , the reduced G-space ei(A⊗ K(L2(G)))ej is not 0.
Proof. Let M be the σ -weak closure of A in B(Hϕ) where Hϕ is the GNS Hilbert space
of the invariant state ϕ. Define the relation ∼ in the index set I as i ∼ j if and only if
ei(A ⊗ K(L2(G)))ej = 0. We show this is an equivalence relation. A non-trivial part is tran-
sitivity of ∼. Assume i ∼ j and j ∼ k. Then there exists π,ρ ∈ Ĝ which satisfy M(π)i,j > 0
and M(ρ)j,k > 0. Then we have M(π · ρ)i,k  M(π)i,jM(ρ)j,k > 0 and the left-hand side
is equal to
∑
τ∈Ĝ N
πρ
τ M(τ )i,k . Hence there exists τ ∈ Ĝ with M(τ )i,k > 0. Therefore the
reduced space ei(A ⊗ K(L2(G)))ek is not 0, that is, i ∼ k. Let I =⊔λ∈Λ Iλ be the decom-
position with respect to the equivalence relation ∼. Let zi be the central projection in Z(M)
with z(ei) = zi ⊗ 1 for all i ∈ I where z(ei) means the central support projection of ei in
M ⊗ B(L2(G)). Since for λ = μ ∈ Λ we have ei(A ⊗ K(L2(G)))ej = 0 for all i ∈ Iλ and
j ∈ Iμ, we see zizj = 0 for all i ∈ Iλ and j ∈ Iμ. We claim 1 = ∨i∈I zi = ∑λ∈Λ∨i∈Iλ zi .
This follows because A α G ∼= ⊕i∈I K(Hi) and the sum of all diagonal atoms is equal
to 1 in strong operator topology. By definition of a central support projection we obtain
Mzi ⊗ B(L2(G)) = M ⊗ B(L2(G))eiM ⊗ B(L2(G)) for all i ∈ I . Then we see α˜(Mzi ⊗
B(L2(G))) ⊂ (M ⊗ B(L2(G))eiM ⊗ B(L2(G))) ⊗ L∞(G) = Mzi ⊗ B(L2(G)) ⊗ L∞(G) and
hence α˜(zi ⊗ 1)  zi ⊗ 1 ⊗ 1 for all i ∈ I . Set zλ = ∨i∈Iλ zi . Then a family {zλ}λ∈Λ is a
partition of unity and satisfies α˜(zλ ⊗ 1)  zλ ⊗ 1 ⊗ 1 for all λ ∈ Λ. Therefore we obtain
α˜(zλ ⊗ 1) = zλ ⊗ 1 ⊗ 1 for all λ ∈ Λ. Since the left-hand side is equal to W23α(zλ)13W ∗23,
we have α(zλ) = zλ ⊗ 1 for all λ ∈ Λ. Ergodicity of α yields zλ = 1 or 0 for all λ ∈ Λ. Hence Λ
is a singleton and it completes the proof. 
From this lemma we have the following irreducibility criterion which has been studied in
[20, Section 10].
Lemma 4.6. Let π be an element of Ĝ. If for any ρ ∈ Ĝ there exists k ∈ Z0 such that ρ is
contained in πk , then for any i, j ∈ I there exists  ∈ Z0 with (M(π))i,j > 0.
Proof. Since G-space ei(A ⊗ K(L2(G)))ej is not 0, there exists an element ρ in I such that
M(ρ)i,j = dim Hom(Hρ, ei(A⊗K(L2(G)))ej ) > 0. By assumption there exists  ∈ N such that
π contains ρ. Then we have (M(π))i,j = M(π)i,j M(ρ)i,j > 0. 
In this case, we want to show the existence of a Perron–Frobenius eigenvector, however, we
cannot use the dual weight ϕˆ as in the compact group case because it is not necessarily a trace.
We will give an eigenvector under some assumptions later.
Lemma 4.7. Let m :R(G) → Z be a ∗-homomorphism such that it satisfies m(π0) = 1 and
m(Ĝ) ⊂ Z>0. Assume M(π)i,j  m(π) for all π ∈ Ĝ and i, j ∈ I . Then the matrix M(ρ) is a
bounded operator on l2(I ) and its norm is less than or equal to m(ρ)2 for all ρ ∈ R(G)+.
22 R. Tomatsu / Journal of Functional Analysis 254 (2008) 1–83Proof. Take ρ from R(G)+. Then inequality
∑
j∈I M(ρ)2i,j m(ρ)2 is checked by the follow-
ing calculation, ∑
j∈I
M(ρ)2i,j =
(
M(ρ)M(ρ)
)
i,i
= M(ρ · ρ)i,i
=
∑
σ∈Ĝ
Nρρσ M(σ )i,i

∑
σ∈Ĝ
Nρρσ m(σ)
= m(ρ)m(ρ)
= m(ρ)2.
Take a finitely supported vector ξ in l2(Z). Let C(i, ρ) be a finite set {j ∈ I | M(ρ)i,j = 0}. From
the above inequality we particularly obtain |C(i, ρ)|m(ρ)2. We assume ρ = ρ ∈ R(G)+. Then
we have the desired inequality
∥∥M(ρ)ξ∥∥2 =∑
i∈I
∣∣∣∣∑
j∈I
M(ρ)i,j ξj
∣∣∣∣2
=
∑
i∈I
∣∣∣∣ ∑
j∈C(i,ρ)
M(ρ)i,j ξj
∣∣∣∣2
=
∑
i∈I
∑
j∈C(i,ρ)
M(ρ)2i,j ·
∑
j∈C(i,ρ)
|ξj |2
m(ρ)2
∑
i∈I
∑
j∈C(i,ρ)
|ξj |2
= m(ρ)2
∑
j∈I
∣∣C(j,ρ)∣∣|ξj |2
m(ρ)4
∑
j∈I
|ξj |2.
For general ρ ∈ R(G)+ we apply the above result to a positive self-conjugate ρρ and get∥∥M(ρ)∥∥2 = ∥∥M(ρρ)∥∥m(ρρ)2 = m(ρ)4. 
Lemma 4.8. If a self-conjugate element π ∈ Ĝ has the property in Lemma 4.6, then M(π)
has an eigenvector with the eigenvalue ‖M(π)‖ D2π . Moreover if A has a tracial state, then
‖M(π)‖ d2π .
Proof. Since we know the matrix M(π) is irreducible and bounded, there exists an eigenvector
with the eigenvalue ‖M(π)‖. For all i, j ∈ I we have proved ei(A ⊗ K(L2(G)))ej = 0. By
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has a tracial state τ , then the tracial weight τ˜ = τ ⊗ Tr is semifinite on A α G and τ˜ (ei) > 0
for all i ∈ I . In fact if τ˜ (ei) is equal to 0 for some i ∈ I , we have τ˜ (ej ) = 0 for all j ∈ I by
Remark 3.12 and Lemma 4.5. It shows τ˜ = 0 and this is contradiction. Now we apply Lemma 4.7
with m(π) = dπ and obtain the second assertion. 
Now we consider the special case G = SUq(2). We refer to [13,22] or the next section for
its representation theory of SUq(2). Its irreducible representations are labeled as {πν}ν∈ 12 Z>0 and
their fusion rules are determined by
π 1
2
· πν = πν+ 12 + πν− 12
for all ν ∈ 12 .
Lemma 4.9. Let m :R(SUq(2)) → Z be a dimension function with m(πν)  d2πν for all ν ∈ 12 .
Then we obtain m(πν) = dπν for all ν ∈ 12 .
Proof. Write t0 for m(π 1
2
). Define polynomials {pν}ν∈ 12 Z recursively by pν+ 12 (s) = spν(s) −
p
ν− 12 (s) and p0 = 1, p 12 = s. Then we get m(πν) = pν(t0). From the positivity of m(πν) we have
t0  2. Assume t0 > 2. For s > 2, the polynomials pν(s) are strictly increasing and we get a lower
bound by an affine line pν(2)′(s − 2) + pν(2) where pν(s)′ means the derivative at s. Putting
s = t0, we obtain an equality m(πν) (t−2)pν(2)′ +2ν+1. The left-hand side has upper bound
by d2πν = (2ν + 1)2. In order to derive contradiction, it suffices to show the right-hand side has
a polynomial degree 3 with respect to ν. By the definition of pν , we get pν+ 12 (2)
′ − pν(2)′ =
pν(2)′ − pν− 12 (2)
′ + 2ν + 1. This immediately gives pν(2)′ = 23ν(ν + 1)(2ν + 1). 
We show the following main result in this section which asserts the existence of multiplicity
vector c under a tracial condition on A.
Theorem 4.10. Let {A,SUq(2), α} be a compact quantum ergodic system. Assume that A has a
tracial state. Then there exists a positive entry vector c = (ci)i∈I such that M(πν)c = dπν c for
all ν ∈ 12 .
Proof. By Lemma 4.8 there exists an eigenvector c such that M(π 1
2
)c = tc where t = ‖M(π 1
2
)‖.
Since any πν is written by the polynomial Pν of π 1
2
, we can define the dimension function
m :R(SUq(2)) → Z with M(πν)c = m(πν)c for all ν ∈ 12 . We show m(πν) = ‖M(πν)‖ for all
ν ∈ 12 . The self-adjoint operator M(πν) is written by the polynomial Pν of M(π 12 ). Hence we
have ‖M(πν)‖  Pν(‖M(π 1
2
)‖) = Pν(t) = m(πν). The converse inequality is obtained by ap-
plying the Schur test to M(πν)c = m(πν)c. Therefore we have m(πν) = ‖M(πν)‖ d2πν . By the
previous lemma, we have m(πν) = dπν for all ν ∈ 12 . 
The next lemma has already been proved in [21, Lemma 1, Theorem 2] for q = 1, that is, the
SU(2) case.
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2
-eigenvector space Xπ 1
2
is not
one-dimensional.
Proof. Let ξ = (a, b) be a π 1
2
-eigenvector. Then we have
α(a) = a ⊗ x + b ⊗ v, α(b) = a ⊗ u+ b ⊗ y.
Consider a vector η = (b∗,−q−1a∗). By an easy calculation, we see η is also a π 1
2
-eigenvector.
Assume that Xπ 1
2
is one-dimensional. Then there exists a complex number μ such that η = μξ .
So we get b∗ = μa and −q−1a∗ = μb. It follows −q−1a = |μ|2a. Hence we obtain 0 > −q−1 =
|μ|2 > 0. This is a contradiction. 
Actually, we can show πν/2-eigenvector space (ν is odd) is even-dimensional. Hence we ob-
tain the result corresponding to [21, Theorem 1] for positive q .
Corollary 4.12. Let {A,SU(2), α} be an ergodic system. Assume that A has a tracial state
and q is positive. Then its multiplicity diagram is one of type 1,Tn (n  2),T,SU(2),D∗n
(n 2),D∗∞,A∗4, S∗4 and A∗5 .
Example 4.13. We consider the multiplicity diagrams of quantum spheres C(S2q,λ). If λ0 = c(n),
then its spectral pattern (or finite-dimensionality) allows only the diagram of type SU(2) in Fig. 6
(see Appendix A). If 0 λ0  1, then its spectral pattern derives the diagram of type T in Fig. 5.
If {A,SUq(2), α} is an ergodic system and A is finite-dimensional, then its multiplicity diagram
of π 1
2
must be of type SU(2) by its finite-dimensionality. Hence the classification by Podles´ [16]
shows that A is G-isomorphic to End(Hπν ) for some ν ∈ Z 12 .
We recall the definition of the McKay diagrams. Let H ⊂ G be a quantum subgroup with
the restriction map rH and w ∈ B(Hw) ⊗ C(G) be a unitary representation of G. We denote
the restricted representation (id ⊗ rH )(w) by w|H . Prepare the vertices {σ }σ∈Ĥ . Let σ0 be the
one-dimensional trivial representation of H . First we consider the irreducible decomposition
w|H · σ0 =⊕σ∈Ĥ Nw|Hσ σ where the scalar Nw|Hσ means a multiplicity. Then we draw arrows
from σ0 to σ as above with Nw|Hσ -times, respectively. Second for each σ in the above decom-
position we consider the irreducible decomposition of w|H · σ and we draw arrows from σ to
the irreducible representations in a similar way. By repeating this procedure, we get the McKay
diagram for H ⊂ G with respect to w. If w is self-conjugate, then the diagram is non-oriented
because of the symmetry Nw|H τσ = Nτw|Hσ . When we treat quantum subgroups of SUq(2), the
McKay diagrams are drawn with respect to the fundamental representation π 1
2
. Now we con-
sider a G-covariant system {C(H \ G), δ} where H is a quantum subgroup with the restriction
map rH . It is well known that the multiplicity diagram and the McKay diagram coincide in the
classical case, however, we give the proof of the general quantum group case for readers’ con-
venience. We denote (rH ⊗ id)(V) by V|H . The C∗-algebra C(G) ⊗ K(L2(G)) has the left
and right actions α and βr defined by α(x) = AdV∗13V∗12(1 ⊗ x) and βr(x) = AdV13(x ⊗ 1)
for all x ∈ C(G)⊗ K(L2(G)), respectively. We define the left H -action αH by the composition
(rH ⊗ id) ◦ α. Consider the map AdV :C(G)⊗ K(L2(G)) → C(G)⊗ K(L2(G)).
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(1) The map AdV gives an isomorphism between C(H \ G) ⊗ K(L2(G)) and H (C(G) ⊗
K(L2(G))) where the latter one is the fixed point algebra of the left H -action αH . Moreover,
it maps C(H \G)δ G to C ⊗ HK(L2(G)).
(2) AdV intertwines the right G-actions α˜ and βr .
Proof. (1) It suffices to show that the map AdV intertwines left H -actions AdV|H ⊗ id and
αH . This is immediately verified by the equality V23V|H ∗12 = V|H ∗13V|H ∗12V23.
(2) Similarly the equality V12W23V13 = V13V12 gives the desired intertwining property. 
Now we choose a left irreducible H -module Kσ for each σ ∈ Ĥ . Then we have the irreducible
decomposition L2(G) =⊕σ∈Ĥ Kσ ⊗Lσ where Lσ is the multiplicity space for σ . Note that all
the Lσ are non-zero, because there exists π ∈ Ĝ such that σ is contained in π |H . Then we
get HK(L2(G)) =⊕σ∈Ĥ C1σ ⊗ K(Lσ ). Let eσ = 1σ ⊗ pσ be a minimal projection of C1σ ⊗
K(Lσ ). By the previous lemma we have K0(C(H \G)δ G) =⊕σ∈Ĥ Z[eσ ]. Hence the vertices
of multiplicity maps are represented by the elements of Ĥ . Then the following proposition holds.
Proposition 4.15. Let π be an element of Ĝ. Then we have M(π)ρ,σ = Nπ |Hρσ for all ρ, σ in Ĥ .
Proof. We use Corollary 4.4. The G-module eρC(H \ G) ⊗ K(L2(G))eσ is isomorphic to
H (C(G) ⊗ eρK(L2(G))eσ ) by the previous lemma. Since the quantum group G acts on the
first tensor component, the multiplicity space for π is H (Hπ ⊗ eρK(L2(G))eσ ) which is linearly
isomorphic to HomH (H
π |H ,Kρ ⊗Kσ ). Hence its dimension is equal to N
ρσ
π |H = N
π |Hρ
σ . 
Define the vector d = (dσ )σ∈Ĥ and we have M(π)d = dπd . Hence we have solved the eigen-
vector problem in the case of the quotient spaces.
Corollary 4.16. Let H be a quantum subgroup of G and consider the ergodic system {C(H \
G), δ}. Then the multiplicity diagram for π ∈ Ĝ coincides with the McKay diagram of H ⊂ G
with respect to π .
Next we study reduced ergodic systems associated to ergodic systems and show the heredity
of information of multiplicity maps.
Definition 4.17. Let {A,G,α} and {B,G,α} be compact quantum ergodic systems and take
index sets I, J with A α G ∼=⊕i∈I K(Hi) and B β G ∼=⊕j∈J K(Hi ′). We say two ergodic
systems are of the same type if there exists a bijective map θ : I → J satisfying MB(π) ◦ θ =
θ ◦MA(π) for all π ∈ G, where MA and MB are multiplicity maps for ergodic systems {A,G,α}
and {B,G,α}, respectively.
Theorem 4.18. Let {A,G,α} be a compact quantum ergodic system and take an index set I with
A α G ∼=⊕i∈I K(Hi). Take minimal projections {ei}i∈I from {K(Hi)}i∈I . Then for all i ∈ I ,
two ergodic systems {A,G,α} and {ei(A⊗ K(L2(G)))ei,G, α˜} are of the same type.
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{A ⊗ K ⊗ K,G, ˜˜α} is strongly equivalent to {K ⊗ A ⊗ K,G, id ⊗ α˜}. Let us consider the map
Ad(W ∗23) :A⊗ K ⊗ K → A⊗ K ⊗ K. For x ∈ A,k ∈ K ⊗ K we have:
W ∗23 ˜˜α
(
W23(x ⊗ k)W ∗23
)
W23 = W ∗23W34W24W23α(x)14(1 ⊗ k ⊗ 1)W ∗23W ∗24W ∗34W23
= W34α(x)14(1 ⊗ k ⊗ 1)W ∗34,
where we use the pentagonal identity for W , W23W13W12 = W12W23. Next flip the first and
second tensor component of A ⊗ K ⊗ K and the claim is proved. Hence we get an isomor-
phism (A ⊗ K) α˜ G ∼= K ⊗ (A α G). A projection ei ⊗ 1 is in the fixed point algebra of
the multiplier algebra M(A ⊗ K ⊗ K) for ˜˜α. So it is mapped to a projection fi in the mul-
tiplier algebra M(K ⊗ A α G). Hence the system {ei(A ⊗ K)ei ⊗ K,G, ˜˜α} is conjugate to
{fi(K⊗A⊗K)fi,G, id ⊗ α˜}. The projection fi is decomposed into a direct sum of projections
{pj }j∈I which are in {B⊗B(Hj )}j∈I . We claim that they are non-zero projections. It suffices to
prove the central support of fi in B⊗M α G is equal to 1 by passing to von Neumann algebras,
that is, isomorphic covariant systems {ei(M⊗B)ei ⊗B,G, ˜˜α} and {fi(B⊗M⊗B)fi,G, id⊗ α˜}.
Hence we show the central support of ei ⊗ 1 in (M ⊗ B ⊗ B) ˜˜α = (M ⊗ B) α˜ G is equal to 1.
By duality theorem, we get the isomorphism of inclusions, M α G ⊗ C ⊂ (M ⊗ B) α˜ G ∼=
αˆ(M α G) ⊂ M α G ⊗ B. We study the central support of αˆ(ei) in M α G ⊗ B. Fix
j ∈ I and we can take π ∈ Ĝ with M(π)j,i > 0 by Lemma 4.5. By the definition of M(π),
we have [αˆπ (ei)] =∑k∈I M(π)k,i[ek]. Hence the j th component of αˆπ (ei) is a non-zero pro-
jection, in particular, the central support of αˆ(ei) in M α G ⊗ B is equal to 1. Therefore
the claim is proved. Let H ′j be a Hilbert space pj (L2(G) ⊗ Hj) and we have an isomor-
phism ei(A ⊗ K)ei α˜ G ∼=
⊕
j∈I K(H ′j ). Next we choose minimal projections {qj }j∈I from
K(H ′j ). Let p be a minimal projection in K. For any j ∈ I , the projection qj is equivalent
to p ⊗ ej in K ⊗ K(Hj ) ⊂ (K ⊗ A ⊗ K)id⊗α˜ . Then we have a G-isomorphism between re-
duced spaces qj (K ⊗ A ⊗ K)qk and (p ⊗ ej )(K ⊗ A ⊗ K)(p ⊗ ek) = Cp ⊗ ej (A ⊗ K)ek
for all j, k ∈ I . Therefore we have proved the equality dim HomG(Hπ,qj (K ⊗ A ⊗ K)qk) =
dim HomG(Hπ, ej (A⊗ K)ek) for all π ∈ Ĝ and j, k ∈ I . 
Definition 4.19. Let {A,G,α} be a compact quantum ergodic system. A unital C∗-subalgebra
B ⊂ A is called a G-invariant C∗-subalgebra if it satisfies α(B) ⊂ B ⊗C(G). Then {B,G,α} is
called a subsystem of {A,G,α} and denote this situation by {B,G,α} ⊂ {A,G,α}. A subsystem
of {C(G),G, δ} is called a right coideal.
Let B be a G-invariant C∗-subalgebra of A. The inclusion G-homomorphism ι :B → A in-
duces the inclusion of crossed products, B α G ⊂ Aα G. Taking index sets I, J as B α G ∼=⊕
i∈I K(Hi) and Aα G ∼=
⊕
j∈J K(Ki). Let Λ be an inclusion matrix of B α G ⊂ Aα G,
that is, K(Hi) is amplified into K(Kj ) by Λj,i times. We can easily show the next proposition
by the definition of multiplicity maps.
Proposition 4.20. Let {B,G,α} ⊂ {A,G,α} be an inclusion of compact quantum ergodic sys-
tems. Let MB and MA be the multiplicity maps. Then we have ΛMB(π) = MA(π)Λ for all
π ∈ Ĝ.
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program in [21]. Let p0 = (id ⊗ h)(V ) be a minimal projection of C∗r (G). Note that it is central
in not only C∗r (G) but also C∗ (G). It is also a minimal projection on L2(G). Then we have
(1 ⊗ p0)Aα G(1 ⊗ p0) =
(
A⊗ p0K
(
L2(G)
)
p0
)α˜ = Aα ⊗ Cp0 = C(1 ⊗ p0).
This shows that p0 is a minimal projection in Aα G. Hence if we take minimal projections in
{ei}i∈I as before, then there exists unique i0 such that ei0 is equivalent to p0 in Aα G. We often
say this index corresponds to p0. Then we obtain an isomorphism as covariant systems between
{A,G,α} and {ei0A⊗ K(L2(G))ei0 ,G, α˜}. From this we get the following result.
Corollary 4.21. Let A ⊂ C(G) be a right coideal. Then there exists an eigenvector c = (ci)i∈I
which satisfies the following conditions.
(1) All entries of c are strictly positive integers and there exists an index i0 ∈ I which satisfies
ci0 = 1.
(2) It is a common eigenvector of the multiplicity map; M(π)c = dπc for all π ∈ Ĝ.
(3) Two covariant systems {A,G,α} and {ei0A⊗ K(L2(G))ei0 ,G, α˜} are isomorphic.
Proof. Take a minimal projection pπ of End(Hπ) ⊂ C∗r (G) for π ∈ Ĝ. Let π be an element
of Ĝ. Consider the dual coaction δˆπ :C∗r (G) → C∗r (G)⊗ End(Hπ). We want to compute δˆπ (p0)
in K0(C∗r (G)). Since we have the isomorphism K0(C∗r (G)) ∼= R(G) = KG0 (C) by [pπ ] → π , we
see [δˆπ (p0)] = [pπ ]. Now let Λ be an inclusion matrix for Aα G ⊂ C(G)δ G. It is actually
a row vector because C(G) α G is isomorphic to K(L2(G)). By the previous proposition we
have M′(π)Λ = ΛM(π) for all π ∈ Ĝ, where M′ and M are the multiplicity maps for {A,G,α}
and {C(G),G, δ}, respectively. Let us take 1 ⊗ p0 for a minimal projection of C(G) δ G ∼=
K(L2(G)). From the first part of this proof we have π[p0] = [pπ ] = dπ [p0] in K0(C(G)δ G).
Hence the action M′(π) is multiplication by dπ and we get ΛM(π) = dπΛ. Transposing it, we
have M(π)T Λ = dπT Λ. Define a vector c = T Λ. Let us take an index i0 which corresponds
to p0 in Aα G. Since 1 ⊗ p0 is also minimal in C(G)δ G, we get ci0 = Λi0 = 1. 
We end this section with the following proposition. We use the same notations as before.
Proposition 4.22. Let A ⊂ C(G) be a right coideal and take an eigenvector c = T Λ for its
multiplicity map. If there exists an index j ∈ I with cj = 1, then the reduced ergodic system
ej (A⊗ K(L2(G)))ej is G-equivariantly embedded into C(G). In particular, it becomes a right
coideal of C(G).
Proof. Let p0 be a minimal projection in K(L2(G)) associated to the trivial representation.
Since the ranks of ej and p0 in C(G)δ G ∼= K(L2(G)) are equal, we have a partial isometry v
in C(G) δ G such that it satisfies v∗v = ej and vv∗ = p0. Note that v belongs to C(G) δ
G = (C(G) ⊗ K(L2(G)))G. Then we have a desired G-equivariant ∗-homomorphism ej (A ⊗
K(L2(G)))ej → C(G)⊗ Cp0 defined by a 
→ vav∗. 
Remark 4.23. Let {A,G,α} and {B,G,β} be two ergodic systems and θ :A → B be a
G-equivariant ∗-homomorphism. Then it must be faithful as we see below. Let ϕA and ϕB be
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uniqueness we obtain ϕA = ϕB ◦ θ . Hence θ is faithful.
5. Elementary results for SUq(2)
In this section, we summarize basic facts for SUq(2) for readers’ convenience. Readers are
referred to, for example, [13,22] for its basic theory and [6,11,12,15–17] for the results on quan-
tized universal enveloping algebras, the quantum spheres and quantum subgroups in SUq(2). We
adopt the same notation as [13] in this paper. We treat a real number q in [−1,1] \ {0}.
5.1. SUq(2)
The smooth function algebra A(SUq(2)) is the universal ∗-algebra generated by four elements
x,u, v and y with the following relations:
ux = qxu, vx = qxv, yu = quy, yv = qvy,
uv = vu, xy − q−1uv = yx − quv = 1, x∗ = y, u∗ = −q−1v.
Its universal C∗-algebra is denoted by C(SUq(2)). We often use a positive operator ζ = −q−1uv.
We make A(SUq(2)) a Hopf ∗-algebra by defining coproduct δ, counit ε and antipode κ as
follows: (
δ(x) δ(u)
δ(v) δ(y)
)
=
(
x ⊗ 1 u⊗ 1
v ⊗ 1 y ⊗ 1
)
·
(
1 ⊗ x 1 ⊗ u
1 ⊗ v 1 ⊗ y
)
,(
ε(x) ε(u)
ε(v) ε(y)
)
=
(
1 0
0 1
)
,(
κ(x) κ(u)
κ(v) κ(y)
)
=
(
y −qu
−q−1v x
)
.
Then the pair SUq(2) = (C(SUq(2)), δ) becomes a compact quantum group and it is often called
the twisted SU(2) group. The maps δ and ε are extended to C(SUq(2)) norm continuously and
the map κ is extended to C(SUq(2)) as a closed operator. The Woronowicz characters {fz}z∈C
are given by (
fz(x) fz(u)
fz(v) fz(y)
)
=
( |q|z 0
0 |q|−z
)
for all z ∈ C.
5.2. Irreducible representations
The equivalence classes of irreducible representations ŜUq(2) are indexed by spin numbers
ν ∈ 12Z0 and we fix a selection of irreducible representations {w(πν)}ν corresponding to spins ν
as follows. The representation space Hν = Hw(πν) is (2ν + 1)-dimensional and fix the orthonor-
mal basis {ξνr }r∈Iν where the index set Iν is {−ν,−ν + 1, . . . , ν − 1, ν}. Then we define the
matrix w(πν) ∈ B(Hν)⊗A(SUq(2)) by setting w(πν)i,j as follows.
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x−i−j vi−j q(ν+j)(j−i)
[
ν + i
i − j
] 1
2
q2
[
ν − j
i − j
] 1
2
q2
P
(i−j,−i−j)
ν+j
(
ζ ;q2),
(2) Case i + j  0, i  j :
x−i−j uj−iq(ν+i)(i−j)
[
ν − i
j − i
] 1
2
q2
[
ν + j
j − i
] 1
2
q2
P
(j−i,−i−j)
ν+i
(
ζ ;q2),
(3) Case i + j  0, i  j :
q(j−i)(j−ν)
[
ν − i
j − i
] 1
2
q2
[
ν + j
j − i
] 1
2
q2
P
(j−i,i+j)
ν−j
(
ζ ;q2)uj−iyi+j ,
(4) Case i + j  0, i  j :
q(i−j)(i−ν)
[
ν + i
i − j
] 1
2
q2
[
ν − j
i − j
] 1
2
q2
P
(i−j,i+j)
ν−i
(
ζ ;q2)vi−j yi+j ,
where we have used the q-binomial coefficients and the little q-Jacobi polynomials:
[
m
n
]
q
= (q;q)m
(q;q)n(q;q)m−n , (t;q)m =
m−1∏
s=0
(
1 − tqs),
P (α,β)n (z;q) =
∑
r0
(q−n;q)r (qα+β+n+1;q)r
(q;q)r(qα+1;q)r (qz)
r .
This yields the following formula:
w(πν)
∗
i,j = (−q)i−jw(πν)−i,−j
for all πν ∈ ŜUq(2) and i, j ∈ Iν . For an integer n, we define the q-integer and its factorial by
(n)q = |q|
n − |q|−n
|q| − |q|−1 , (n)q ! = (n)q(n− 1)q · · · (1)q .
We summarize useful formulae as follows:
(1) fz(w(πν)r,s) = δr,s |q|−2rz,
(2) σht (w(πν)r,s) = |q|−2(r+s)itw(πν)r,s ,
(3) τt (w(πν)r,s) = |q|−2(r−s)itw(πν)r,s ,
(4) R(w(πν)r,s) = (−1)r−sw(πν)−s,−r ,
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to diag(q2ν, q2ν−2, . . . , q−(2ν−2), q−2ν). Hence we obtain Dπν = (2ν + 1)q . In the case of spin
ν = 12 , we have the following matrices:(
σht (x) σ
h
t (u)
σht (v) σ
h
t (y)
)
=
( |q|2it x u
v |q|−2it y
)
,(
τt (x) τt (u)
τt (v) τt (y)
)
=
(
x |q|2it u
|q|−2it v y
)
,(
R(x) R(u)
R(v) R(y)
)
=
(
y −u
−v x
)
.
On the calculation about the Haar state, we have
h
(
ζ n
)= 1 − q2
1 − q2(n+1) for all n ∈ Z0.
5.3. Quantum subgroups of SUq(2)
We recall the embedding of T into SUq(2) for −1  q < 1. The torus group T is identified
with the set {z ∈ C | |z| = 1} and its cyclic subgroup Tm (m  2) is generated by exp( 2π
√−1
m
).
For −1 q < 1 if θ :C(SUq(2)) → C(T) is a restriction map, then it must be as follows:(
θ(x) θ(u)
θ(v) θ(y)
)
=
(
z 0
0 z
)
or
(
z 0
0 z
)
,
where z ∈ T ⊂ C is a usual coordinating map. Let πT and π ′T be the first and second restriction
maps in the above equalities, respectively. The group T is called the maximal torus subgroup of
SUq(2) and we always treat it with the restriction map πT. Note that quotient space T \ SUq(2)
or Tm \ SUq(2) do not depend on the choice of πT or π ′T. The quotient space C(T \ SUq(2))
is often called the canonical homogeneous sphere, which is generated by {w(π1)0,r}r∈I1 . The
quotient space C(T2 \ SUq(2)) is denoted by C(SOq(3)) which is also a compact quantum
group by restricting the coproduct δ. We can easily see C(SOq(3)) has the spectral pattern:⊕
k∈Z0(2k + 1)πk and hence it does not depend on positivity or negativity of the parameter q .
In fact, we have an isomorphism Ξq :C(SOq(3)) → C(SO−q(3)) as compact quantum groups
defined by the following equality, where 2 by 2 matrices
( x u
v y
)
and
(
a b
c d
)
are fundamental repre-
sentations of SUq(2) and SU−q(2), respectively:⎛⎜⎝ Ξq(x
2)
√
1 + q2Ξq(xu) Ξq(u2)√
1 + q2Ξq(xv) Ξq(1 + (q + q−1)uv)
√
1 + q2Ξq(uy)
Ξq(v
2)
√
1 + q2Ξq(vy) Ξq(y2)
⎞⎟⎠
=
⎛⎝ a2 −i
√
1 + q2ab b2
i
√
1 + q2ac 1 − (q + q−1)bc i√1 + q2bd
2
√
2 2
⎞⎠ .
c −i 1 + q cd d
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Now we recall classical results on closed subgroups of SU(2). Let us use the Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
They give an orthonormal basis for a three-dimensional real vector space R3 = Rσ1+Rσ2 +Rσ3.
We define a double covering π1 : SU(2) → SO(3) by the adjoint action π1(g)(a) = gag−1 for all
g ∈ SU(2) and a ∈ R3. For a subgroup H ⊂ SO(3) we write H ∗ for its inverse image by π1
and such a subgroup is called a binary subgroup. A symmetric group and alternative groups
A4, S4 and A5 are embedded into SO(3) as the tetrahedral group, the octahedral group and the
icosahedral group, respectively. The group Dm (2  m ∞) is a dihedral group, and T and
Tm (2  m) are the ordinary torus and the cyclic groups of order m. In SU(2) all the closed
subgroups are conjugate to one of the trivial group 1, the cyclic group Tn, SU(2), the maximal
torus T, the binary dihedral group D∗m (2m∞), the binary tetrahedral group A∗4, the binary
octahedral group S∗4 and the binary icosahedral group A∗5. Since we need explicit embedding
of Tn and Dn in the final section, we prepare a few notations. Let us define rotation matrices
r12(θ) =
(
e−i θ2 0
0 ei
θ
2
)
, r23(θ) =
(
cos θ2 −i sin θ2
−i sin θ2 cos θ2
)
,
r13(θ) =
(
cos θ2 sin
θ
2
− sin θ2 cos θ2
)
,
where π1(rij (θ)) gives the rotation of angle θ in σi–σj plane. The cyclic group Tn is specified
by two angles χ and ψ and denoted by Tχ,ψn . It consists of rotations of the angle 2πn around
the axis; −cosχ sinψσ1 − sinχ sinψσ2 + cosψσ3. The dihedral group Dn is specified by three
angles φ,χ and ψ and denoted by Dφ,χ,ψn . It is generated by Tχ,ψn and the rotation of the an-
gle π around the axis; cosφ cosχ cosψσ1 + sinφ sinχσ2 + cosφ sinψσ3. By definition we have
Tχ,ψn = Ad(π1(r12(χ)r13(ψ)))(T0,0n ) and Dφ,χ,ψn = Ad(π1(r12(χ)r13(ψ)r12(φ)))(D0,0,0n ).
In [17] he has classified all the quantum subgroups of SUq(2) for −1 q < 1. We summarize
it for readers’ convenience and analysis on SU−1(2) later.
(1) 0 < |q| < 1 case. Its quantum subgroup is one of 1, Tm (m 2), T, and SUq(2). For Tm
(m 2) and T, their restriction map is πT or π ′T.
(2) q = −1 case. For g = ( α −γ
γ α
) ∈ SU(2), define the ∗-homomorphism υg :C(SU−1(2)) →
B(C2) by (
υg(x) υg(u)
υg(v) υg(y)
)
=
(
ασ1 γ σ2
γ σ2 ασ1
)
.
Now we define the irreducible representation τg of C(SU−1(2)) as a C∗-algebra. They give all
irreducible representations of C(SU−1(2)).
(i) α,γ = 0 case. τg = υg .
(ii) α = 0 case. τg :C(SU−1(2)) → C is(
τg(x) τg(u)
)
=
(
0 γ
γ 0
)
.τg(v) τg(y)
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τg(x) τg(u)
τg(v) τg(y)
)
=
(
α 0
0 α
)
.
For a compact subset Z ⊂ SU(2) we consider the direct sum representation πZ =⊕g∈Z πg .
In [17, Proposition 2.4], it is characterized when πZ :C(SU−1(2)) → πZ(C(SU−1(2))) gives a
restriction map to a quantum subgroup. We write C(GZ) = πZ(C(SU−1(2))). Before a summary
we study the embedding Tn ⊂ SU−1(2) a little. For a ∈ C(SU−1(2)) and g ∈ Tn we write simply
a(g) for r(a)(g) where r is a restriction map. Let g be a generator of Tn. Since we have xv =
−vx, x(g) = 0 or v(g) = 0. We consider v(g) = 0. By the definition of the restriction map we
have
( x(g2) u(g2)
v(g2) y(g2)
)= ( 1 00 1). This shows n must be 2. We denote the restriction by πD1 . Hence if
n  3, the embedding of Tn is unique and if n = 2, two embedding arises. Since in this paper
notations T and Tn are used for the maximal torus and its cyclic subgroups, we prepare the
notation D1 for a subgroup of order 2 which is embedded by πD1 . Of course subgroups D1 and
T2 are isomorphic, however, right coideals by them are not isomorphic.
(a) C(GZ) is an abelian C∗-algebra case (that is, GZ is an ordinary group), then GZ is (iso-
morphic to) one of trivial group 1, the maximal torus T, the cyclic groups Tn (⊂ T) (n  2),
D1 and dihedral groups Dn (2  n ∞) containing Tn. (This isomorphism gives the conju-
gation βLz on right coideals by them.) About Dn (1  n ∞) its corresponding subset ZDn is
{r12( 2πk
n
), r12( 2πk
n
)r23(π) | 0 k  n− 1}. Note that ZDn is not a subgroup in SU(2) if odd n.
If GZ is not Tn or Dn (odd n), Z is a binary subgroup and it shows the spectral pattern of the
right coideal C(GZ \ SU−1(2)) consists of integer spins. If GZ is, then it also has half-integer
spin parts.
(b) If C(GZ) is a non-abelian C∗-algebra, Z is one of binary subgroups whose image by π1 is
listed in [17, p. 11]. Note that it depends on the embedding of a closed subgroup into SO(3). Then
it is known that C(GZ \SU−1(2)) ⊂ C(SO−1(3)) and Ξ−1(C(GZ \SU−1(2))) = C(H \SO1(3)).
5.4. Uq(su2)
The quantum universal enveloping algebra Uq(su2) is generated by four elements k, k−1, e
and f which satisfy the following relations:
kk−1 = 1 = k−1k,
kek−1 = qe, kf k−1 = q−1f,
ef − f e = k
2 − k−2
q − q−1 .
Uq(su2) is realized as a Hopf ∗-subalgebra of the algebraic functional space A(SUq(2))∗ as
follows.
(1) q > 0 case.
k±1
(
w(πν)r,s
)= q∓r δr,s ,
e
(
w(πν)r,s
)= δr+1,s√(ν + s)q(ν − s + 1)q,
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(
w(πν)r,s
)= δr−1,s√(ν − s)q(ν + s + 1)q .
(2) q < 0 case.
k±1
(
w(πν)r,s
)= q∓r δr,s ,
e
(
w(πν)r,s
)= δr+1,s√−1−2ν+1√(ν + s)q(ν − s + 1)q,
f
(
w(πν)r,s
)= δr−1,s√−1−2ν+1√(ν − s)q(ν + s + 1)q,
where qn = √−12n(−q)n for a half-integer n. The Hopf ∗-algebra structure of Uq(su2) is given
by
(1) k∗ = k, e∗ = f , f ∗ = e,
(2) δˆ(k) = k ⊗ k, δˆ(e) = e ⊗ k + k−1 ⊗ e, δˆ(f ) = f ⊗ k + k−1 ⊗ f ,
(3) κˆ(k) = k−1, κˆ(e) = −qe, κˆ(f ) = −q−1f .
Hence Uq(su2) is a Hopf ∗-subalgebra of A(SUq(2)). For a smooth corepresentation of
A(SUq(2)), α :K → K ⊗ A(SUq(2)), we prepare Uq(su2)-module structure on K by θ · ξ =
(id ⊗ θ)(wξ) for all θ ∈ Uq(su2) and ξ ∈ K . This representation of Uq(su2) is called a differen-
tial representation of a corepresentation (α,K). Consider irreducible representation (w(πν),Hν)
and we have the following formulae about its Uq(su2)-module structure.
(1) q > 0 case.
k±1 · ξνr = q∓r ξ νr ,
e · ξνr =
√
(ν + r)q(ν − r + 1)qξνr−1,
f · ξνr =
√
(ν − r)q(ν + r + 1)qξνr+1.
(2) q < 0 case.
k±1 · ξνr = q∓r ξ νr ,
e · ξνr =
√−1−2ν+1
√
(ν + r)q(ν − r + 1)qξνr−1,
f · ξνr =
√−1−2ν+1
√
(ν − r)q(ν + r + 1)qξνr+1
for all r ∈ Iν . For a half-integer n a vector ξ ∈ K is called a highest weight vector of weight n if
it satisfies k · ξ = qnξ and e · ξ = 0. For example, the vector ξν−ν ∈ Hν is a highest weight vector
of weight ν. It is well known that a tensor product Uq(su2)-module Hμ ⊗ Hν is isomorphic to
the direct sum Uq(su2)-module
⊕
|μ−ν|μ+ν H, where  runs through half-integers. If we
want to make a highest weight vector of H from those of Hμ and Hν , the following well-known
lemmas are useful.
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half-integer with |μ− ν|  μ+ ν. Define the coefficients (Cμ,ν)r for 0 r  μ+ ν −  by
(
Cμ,ν
)
r
= q− 12 (+1)(μ+ν−)(−q+1)r r∏
t=1
√
(μ+ ν − + 1 − t)q(μ− ν + + t)q
(t)q(2ν − t + 1)q .
Then a vector η =∑μ+ν−r=0 (Cμ,ν)rξμ−+ν−r ⊗ ξν−ν+r is a highest weight vector of weight  in
Hμ ⊗Hν .
Proof. The action of Uq(su2) on Hμ⊗Hν is given via coproduct. With this, we can easily justify
k · η = q−η and e · η = 0. 
Lemma 5.2. For negative q , consider the tensor product Uq(su2)-module Hμ ⊗ Hν . Let  be a
half-integer with |μ−ν|  μ+ν and ξμ and ξν be vectors of copy of πμ and πν , respectively.
Define the coefficients (Cμ,ν)r for 0 r  μ+ ν −  by
(
Cμ,ν
)
r
= q−
1
2 (+1)(μ+ν−)
0 (−1)(−μ+ν+)rqr(+1)0
r∏
t=1
√
(μ+ ν − + 1 − t)q(μ− ν + + t)q
(t)q(2ν + 1 − t)q .
Then a vector η =∑μ+ν−r=0 (Cμ,ν)rξμ−+ν−r ⊗ ξν−ν+r is a highest weight vector of weight  in
Hμ ⊗Hν .
5.5. Eigenvectors and their products
Let Yμ be a linear space of πμ-eigenvectors of C(SUq(2)). We prepare the notation of eigen-
vectors wμr := (w(πμ)r,t )t∈Iμ for r ∈ Iμ. They give an orthonormal basis of Yμ. Let us consider
a covariant system (A,SUq(2), α). For its eigenvector spaces {Xν}ν∈ 12 Z0 we define the product
of eigenvectors Ψ :Xμ ×Xν → X by using Lemma 5.1:
Ψ
(
ξμ, ξν
)
− =
μ+ν−∑
r=0
(
Cμ,ν
)
r
ξ
μ
−+ν−r ξ
ν−ν+r
for all eigenvectors ξμ and ξν , where the coefficients (Cμ,ν)r are given in Lemmas 5.1 and 5.2.
5.6. Quantum spheres
In [16], ergodic systems {A,SUq(2), α} with dimAπ1 = 1 and A = C∗(Aπ1) are classified
for |q| < 1. They are SUq(2)-isomorphic to one of the quantum spheres. We summarize his
classification. Let Xπ1 be the π1-eigenvector space. Since this is one-dimensional, we can take
the (unique) π1-eigenvector ξ with the following properties,
T ξλ = ξλ, (ξλ, ξλ) = 1, Ψ1(ξλ, ξλ) = λξλ,
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erated by (ξλ)−1, (ξλ)0 and (ξλ)1. Write λ0 for (q−1 − q)−1λ. For n ∈ Z1 we define a positive
number c(n) = qn+1+q−n−1√
(n)q (n+2)q . Then the classification is done as follows.
Case 1. If λ0 > 1, then there exists n ∈ Z1 such that λ = c(n) and we obtain a G-isomorphism
A ∼= End(Hπn
2
). In this case the spectral pattern of A is π0 ⊕ π1 ⊕ · · · ⊕ πn.
Case 2. If 0  λ0  1 and q > 0, then the map ξλ = ((ξλ)−1, (ξλ)0, (ξλ)1) 
→ (q 12
√
1−λ20
(2)q , λ0,
−q− 12
√
1−λ20
(2)q ) ·w(π1) gives a G-equivariant embedding A ↪→C(SUq(2)). In this case the spec-
tral pattern of A is
⊕
∈Z0 π.
Case 3. If 0 λ0  1 and q < 0, then the map ξλ = ((ξλ)−1, (ξλ)0, (ξλ)1) 
→ ((−q) 12
√
1−λ20
(2)q , λ0,
(−q)− 12
√
1−λ20
(2)q ) · w(π1) gives a G-equivariant embedding A ↪→ C(SUq(2)). In this case the
spectral pattern of A is
⊕
∈Z0 π.
In this paper, we use the notation C(S2q,λ) for the right coideal which is defined in the above
cases 2 and 3. The quantum sphere C(S2q,λ) is considered as a q-deformation of C(T0,ψ \SO(3))
with the parameter λ0 = cosψ (see Lemma 8.2). If λ0 = 1, C(Sq,(q−1−q)−1) becomes the canon-
ical homogeneous sphere C(T \ SUq(2)). Let βLz be a left action of the maximal torus on
C(SUq(2)) defined by (evz ◦πT ⊗ id) ◦ δ for all z ∈ T. It satisfies (βLz ⊗ id) ◦ δ = δ ◦ βLz , that is,
βLz gives an SUq(2)-isomorphism. Note that all embeddings of quantum spheres into C(SUq(2))
are obtained by rotations of βL for the above given embedding. Similarly we define the right
action βR of the maximal torus by βR = (id ⊗ πT) ◦ δ.
5.7. Connected graphs and McKay diagrams
We show the list of all the connected graphs of norm 2 in Appendix A. For their classification,
readers are referred to [9, Lemma 1.4.1]. The labels except for A′m correspond to closed sub-
groups of SU(2) or SU−1(2) by their McKay diagrams about fundamental representation π 1
2
or
multiplicity diagrams of the right coideals obtained by quotients. We will see later that type A′m
does not occur even if we investigate right coideals.
Remark 5.3. We give a simple remark on the absence of A′m (3  m ∞) for a special case.
Let C(G) be a compact quantum group which has an irreducible unitary representation w gen-
erating R(G) (that is, C(G) is a compact matrix pseudogroup [23]). We consider a compact
quantum subgroup C(H) whose McKay diagram about w is of type A′m (m  3). We simply
denote the restriction of w onto H by w|H . Now vertices in A′m corresponds to the irreducible
representations of H and let ρ0, ρ1, . . . be the irreducible representations from the left-hand side
in Figs. 14, 15. Since the entries of the Perron–Frobenius eigenvector are equal to the dimen-
sions of the corresponding irreducible modules, Ĥ must be a group. By definition of the McKay
diagram, w|H · ρ0 = ρ0 + ρ1 holds. Hence we have w|H = 0 + ρ1ρ−10 where 0 is the trivial
representation. Then it yields w|H · ρ1 = ρ1 + ρ1ρ−10 ρ1, and this shows there must exist a single
loop at ρ1. Hence in this case, the McKay diagram of type A′m (m 3) does not appear.
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In the case of q = 1, the main theorem of [21, p. 309] asserts that any ergodic system of SU(2)
is an induced system {End(W),H,β} where H is a closed subgroup of SU(2) and W is a finite-
dimensional H -module. A closed subgroup H is conjugate to one of 1,Tn (n 2),T,SU(2),D∗n
(n 2),D∗∞,A∗4, S∗4 and A∗5 and the multiplicity diagrams of the induced systems from them are
the Mckay diagrams (see Appendix A). However, in the case of 0 < q < 1, there are a little quan-
tum subgroups of SUq(2) as is proved in [17, Theorem 2.1]. So we are interested in the absence
of some types of right coideals for 0 < q < 1. Finally, we obtain the following classification
result for right coideals.
Theorem 6.1. Let A ⊂ C(SUq(2)) be a right coideal. Then its multiplicity diagram is one of
types 1,Tn (n  2),T,SU(2) and D∗∞. If it is of type T, then it is one of the quantum spheres.
Otherwise it is unique up to conjugation by βL.
Now we start the proof of Theorem 6.1. In cases (I)–(III), A∗4, S∗4 and A∗5 types are rejected.
In case (IV), we show that D∗∞ type survives and it is unique. In case (V), D∗m (m 2) types are
rejected. In case (VI), we show that Tm (m 2) types are quotient ones.
(I) A∗4 case. A has a spectral pattern π0 ⊕ π3 ⊕ π4 ⊕ 2π6 ⊕ π7 ⊕ · · · . Like the discussion of
[21, p. 321], we focus on spectral gaps: π1,π2 and π5. We will soon notice the importance of
using the both of even and odd spin. Let η = (ηr)r∈I3 be a self-conjugate π3-eigenvector of A.
Take scalars {cr}r∈I3 such that ηr =
∑
s∈I3 csw(π3)s,r for all r ∈ I3. Applying Lemma 5.1, we
obtain the following highest weight vectors:
Ψ5(η, η)−5 = q−3η−2η−3 − q3η−3η−2,
Ψ2(η, η)−2 = q−6η1η−3 − q−3
√
(4)q(3)q
(6)q
η0η−2 + (4)q(3)q√
(6)q(5)q(2)q
η−1η−1
− q3
√
(4)q(3)q
(6)q
η−2η0 + q6η−3η1,
Ψ1(η, η)−1 = q−5η2η−3 − q−3
√
(5)q(2)q
(6)q
η1η−2 + q−1
√
(4)q(3)q
(6)q
η0η−1
− q
√
(4)q(3)q
(6)q
η−1η0 + q3
√
(5)q(2)q
(6)q
η−2η1 − q5η−3η2.
They are actually 0 vectors because of the absence of spectra. Applying the lowering operator
f ∈ Uq(su2) to these vectors, we obtain
f ·Ψ5(η, η)−5 =
√
(5)q(2)qη−1η−3 +
√
(6)q
(
q−5 − q5)η2−2 −√(5)q(2)qη−3η−1,
f 2 ·Ψ5(η, η)−5 = q3
√
(4)q(3)qη0η−3 +
(
q−3 + q−1 − q7)√(6)q(5)q(2)qη−1η−2
+ (q−7 − q − q3)√(6)q(5)q(2)qη−2η−1 + q−3√(4)q(3)qη−3η0
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(6)qf ·Ψ1(η, η)−1 = q−2(6)qη3η−3 +
(−q−1(5)q(2)q + q−3(6)q)η2η−2
+ ((4)q(3)q − q−2(5)q(2)q)η1η−1 + (q−1 − q)(4)q(3)qη20
+ (q2(5)q(2)q − (4)q(3)q)η−1η1 + (q(5)q(2)q − q3(6)q)η−2η2
− q2(6)qη−3η3.
Recall a restriction map πT :C(SUq(2)) → C(T). It sends w(πν)r,s to δr,sz−2r for ν ∈ 12Z0
and r, s ∈ Iν . Then we have πT(ηr ) = z−2r cr for r ∈ I3. From 0 = πT(f ·Ψ5(η, η)−5), we obtain
c−2 = 0. Then from 0 = πT(Ψ1(η, η)−1) = πT(f 2 ·Ψ5(η, η)−5), we have c−3c0 = c−1c0 = 0. If
c0 is not 0, then c−3 and c−1 are equal to 0. Hence {cr}r∈I3 are all zero except for r = 0. From
0 = πT(f · Ψ1(η, η)−1) we have c0 = 0, this is contradiction. Therefore c0 must be 0. Then the
last equality deduces to (6)qc3c−3 = (5)q(2)qc1c−1. Because of the self-conjugacy of η we have
c−3 = −q3c3 and c−1 = −qc1. Then we have
(6)q |c3|2 = q−2(5)q(2)q |c1|2.
From the second one we get
(
q−6 + q6)c1c−3 + (4)q(3)q√
(6)q(5)q(2)q
c2−1 = 0.
We can easily see that there does not exist a solution to the above two equalities except for the
case c3 = c1 = 0. Therefore we have rejected existence of right coideal of type A∗4.
(II) S∗4 case. A has a spectral pattern π0 ⊕π4 ⊕π6 ⊕π8 ⊕π9 ⊕π10 ⊕ · · · . There are spectral
gaps of πν for ν = 1,2,3,5,7. Let η = (ηs)s∈I4 =
∑
s∈I4 csw
4
s be a non-zero self-conjugate
π4-eigenvector of A. We derive contradiction by showing the coefficients cs are all zero. Let us
consider eigenvectors
Ψ7(η, η)−7 = q−4η−3η−4 − q4η−4η−3,
Ψ5(η, η)−5 = q−9η−1η−4 − q−3
√
(6)q(3)q
(8)q
η−2η−3 + q3
√
(6)q(3)q
(8)q
η−3η−2
− q9η−4η−1,
Ψ3(η, η)−3 = q−10η1η−4 − q−6
√
(5)q(4)q
(8)q
η0η−3 + q−2 (5)q(4)q√
(8)q(7)q(2)q
η−1η−2
− q2 (5)q(4)q√
(8)q(7)q(2)q
η−2η−1 + q6
√
(5)q(4)q
(8)q
η−3η0 − q10η−4η1,
Ψ2(η, η)−2 = q−9η2η−4 − q−6
√
(6)q(3)q
(8)q
η1η−3
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√
(6)q(5)q(4)q(3)q
(8)q(7)q(2)q
η0η−2 − (5)q(4)q
(8)q(7)q(2)q
η2−1
+ q3
√
(6)q(5)q(4)q(3)q
(8)q(7)q(2)q
η−2η0 − q6
√
(6)q(3)q
(8)q
η1η−3 + q9η−4η2,
Ψ1(η, η)−1 = q−7η3η−4 − q−5
√
(7)q(2)q
(8)q
η2η−3 + q−3
√
(6)q(3)q
(8)q
η1η−2
− q−1
√
(5)q(4)q
(8)q
η0η−1 + q
√
(5)q(4)q
(8)q
η−1η0 − q3
√
(6)q(3)q
(8)q
η−2η1
+ q5
√
(7)q(2)q
(8)q
η−3η2 − q7η−4η3.
They are in fact 0 vectors by the gap at each spectrum. Applying lowering operator f to these
vectors, we get
f ·Ψ7(η, η)−7 =
√
(7)q(2)qη−2η−4 +
(
q−7 − q7)√(8)qη2−3 −√(7)q(2)qη−4η−2,
f ·Ψ5(η, η)−5 = q−5
√
(5)q(4)qη0η−4 + q
−10(8)q − (6)q(3)q√
(8)q
η−1η−3
+ (q5 − q−5)√ (7)q(6)q(3)q(2)q
(8)q
η−2η−2
+ −q
10(8)q + (6)q(3)q√
(8)q
η−3η−1 − q5
√
(5)q(4)qη−4η0,
f ·Ψ3(η, η)−3 = q−6
√
(6)q(3)qη2η−4 + q
−9√(8)q − q−3(5)q(4)q√
(8)q
η1η−3
+ ((5)q(4)q − q−6(7)q(2)q) (5)q(4)q
(8)q(7)q(2)q
η0η−2
+ (q−3 − q3)(5)q(4)q (6)q(3)q
(8)q(7)q(2)q
η−1η−1
+ (q6(7)q(2)q − (5)q(4)q) (5)q(4)q
(8)q(7)q(2)q
η−2η0
+ q
3(5)q(4)q − q9
√
(8)q√
(8)q
η−3η1 − q6
√
(6)q(3)qη−4η2,
f ·Ψ1(η, η)−1 = q−3
√
(8)qη4η−4 + q
−4(8)q − q−2(7)q(2)q√
(8)
η3η−3
q
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−1(6)q(3)q − q−3(7)q(2)q√
(8)q
η2η−2 + q
−2(6)q(3)q − (5)q(4)q√
(8)q
η1η−1
+ (q − q
−1)(5)q(4)q√
(8)q
η0η0 + (5)q(4)q − q
2(6)q(3)q√
(8)q
η−1η1
+ q
3(7)q(2)q − q(6)q(3)q√
(8)q
η−2η2 + q
2(7)q(2)q − q4(8)q√
(8)q
η−3η3
− q3
√
(8)qη−4η4.
Applying πT to these vectors, we obtain the following equations:
c−3 = 0, (6.1)(
q−5 − q5)√(5)q(4)qc0c−4 + (q5 − q−5)
√
(7)q(6)q(3)q(2)q
(8)q
c2−2 = 0, (6.2)
(
q−6 − q6)√(6)q(3)qc2c−4 + (q6 − q−6) (5)q(4)q
(8)q
c0c−2
+ (q−3 − q3)(5)q(4)q (6)q(3)q
(8)q(7)q(2)q
c2−1 = 0, (6.3)
(
q−3 − q3)√(8)qc4c−4 + (q−1 − q)(6)q(3)q − (q3 − q−3)(7)q(2)q√
(8)q
c2c−2
+ (q
−2 − q2)(6)q(3)q√
(8)q
c1c−1 + (q − q
−1)(5)q(4)q√
(8)q
c20 = 0. (6.4)
Also noticing c−3 = 0, we get the following equations via original eigenvectors Ψν(η,η) for
ν = 5,3,2: (
q−9 − q9)c−1c−4 = 0, (6.5)(
q−10 − q10)c1c−4 + (q−2 − q2) (5)q(4)q
(8)q(7)q(2)q
c−1c−2 = 0, (6.6)
(
q−9 + q9)c2c−4 + (q3 + q−3)
√
(6)q(5)q(4)q(3)q
(8)q(7)q(2)q
c0c−2 − (5)q(4)q
(8)q(7)q(2)q
c2−1 = 0. (6.7)
From (6.5) c−1 or c−4 are 0. If c−4 is 0, then we have c−2 = c−1 = c0 = 0 by (6.2)–(6.4). This is
a contradiction. Hence c−4 is not 0 and c−1 is equal to 0. Next we can derive c2c−4 = c0c−2 = 0
by (6.3) and (6.7). Then we have c−2 = 0. This yields c0 = 0 through (6.2). Finally we get
c−4 = 0 by (6.4). However this is a contradiction.
(III) A∗5 case. A C∗-algebra A has a spectral pattern π0 ⊕ π6 ⊕ π10 ⊕ π12 ⊕ · · · . Let η =
(ηs)s∈I6 =
∑
s∈I6 csw
6
s be a non-zero self-conjugate π6-eigenvector. Equality c−s = (−q)scs
follows from the self-conjugacy. We show coefficients cs are all zero and derive contradiction. In
order to do it we make use of spectral gaps at πν for ν = 11,9,8,7,4,2 and 1.
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operator f to Ψ11(η, η)−11. Then we have the following equalities:
Ψ11(η, η)−11 = q−6η−5η−6 − q6η−6η−5,
f ·Ψ11(η, η)−11 =
√
(11)q(2)qη−4η−6 +
(
q−11 − q11)√(12)qη2−5 −√(11)q(2)qη−6η−4.
Applying πT to the second one, we get c−5 = 0.
Next we see the gap at 9. We make Ψ9(η, η)−9 and f ·Ψ9(η, η)−9 as follows:√
(12)qΨ9(η, η)−9 = q−15
√
(12)qη−3η−6 − q−5
√
(10)q(3)qη−4η−5
+ q5
√
(10)q(3)qη−5η−4 − q15
√
(12)qη−6η−3,√
(12)qf ·Ψ9(η, η)−9 = q−9
√
(12)q(9)q(4)qη−2η−6 +
(
q−18(12)q − (10)q(3)q
)
η−3η−5
+ (q9 − q−9)√(11)q(10)q(3)q(2)qη−4η−4
+ ((10)q(3)q − q18(12)q)η−5η−3 − q9√(12)q(9)q(4)qη−6η−2.
Applying πT to the first one, we get c−3c−6 = 0. Similarly from the second one we get the
following equality:√
(12)q(9)q(4)qc−2c−6 −
√
(11)q(10)q(3)q(2)qc2−4 = 0. (6.8)
Next we look at the gap at 8. In this case we need two operators:√
(12)q(11)q(2)qΨ8(η, η)−8
= q−18
√
(12)q(11)q(2)qη−2η−6 − q−9
√
(11)q(9)q(4)q(2)qη−3η−5
+
√
(10)q(9)q(4)q(3)qη−4η−4 − q9
√
(11)q(9)q(4)q(2)qη−5η−3
+ q18
√
(12)q(11)q(2)qη−6η−2,√
(12)q(11)q(2)qf 2 ·Ψ8(η, η)−8
= q−6
√
(12)q(11)q(8)q(7)q(6)q(5)q(2)qη0η−6
+ ((q−13 + q−15)(12)q − q(9)q(4)q)√(11)q(8)q(5)q(2)qη−1η−5
+ {q8(10)q(9)q(4)q(3)q + q−22(12)q(11)q(2)q
− (q−6 + q−8)(11)q(8)q(4)q(2)q}η−2η−4
+ ((10)q(3)q − (q−15 + q15)(11)q)(2)q√(10)q(9)q(4)q(3)qη−3η−3
R. Tomatsu / Journal of Functional Analysis 254 (2008) 1–83 41+ {q−8(10)q(9)q(4)q(3)q + q22(12)q(11)q(2)q − (q6 + q8)(11)q(8)q(4)q(2)q}η−4η−2
+ ((q13 + q15)(12)q − q−1(9)q(4)q)√(11)q(8)q(5)q(2)qη−5η−1
+ q6
√
(12)q(11)q(8)q(7)q(6)q(5)q(2)qη−6η0.
From the first equality we get the following one:
(
q−18 + q18)√(12)q(11)q(2)qc−2c−6 +√(10)q(9)q(4)q(3)qc2−4 = 0. (6.9)
Equalities (6.8) and (6.9) shows c−2c−6 = 0 and c−4 = 0. Hence by the above second equality
we get
(
q−6 + q6)√(12)q(11)q(8)q(7)q(6)q(5)q(2)qc0c−6
+ ((10)q(3)q − (q−15 + q15)(11)q)(2)q√(10)q(9)q(4)q(3)qc2−3 = 0. (6.10)
Next we see the gap at 7. The operators
√
(12)q(11)q(2)qΨ7(η, η)−7 and
√
(12)q(11)q(2)qf ·
Ψ7(η, η)−7 are as follows:
√
(12)q(11)q(2)qΨ7(η, η)−7
= q−20
√
(12)q(11)q(2)qη−1η−6 − q−12
√
(11)q(8)q(5)q(2)qη−2η−5
+ q−4
√
(9)q(8)q(5)q(4)qη−3η−4 − q4
√
(9)q(8)q(5)q(4)qη−4η−3
+ q12
√
(11)q(8)q(5)q(2)qη−5η−2 − q20
√
(12)q(11)q(2)qη−6η−1,√
(12)q(11)q(2)qf ·Ψ7(η, η)−7 = q−14
√
(12)q(11)q(7)q(6)q(2)qη0η−6
+ (q−21(12)q − q−7(8)q(5)q)√(11)q(2)qη−1η−5
+ ((9)q(4)q − q−14(11)q(2)q)√(8)q(5)qη−2η−4
+ (q−7 − q7)√(10)q(9)q(8)q(5)q(4)q(3)qη−3η−3
+ ((9)q(4)q − q−14(11)q(2)q)√(8)q(5)qη−4η−2
+ (q7(8)q(5)q − q21(12)q)√(11)q(2)qη−5η−1
− q14
√
(12)q(11)q(7)q(6)q(2)qη−6η0.
From the second one we get the following equation:
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q−14 − q14)√(12)q(11)q(7)q(6)q(2)qc0c−6
+ (q−7 − q7)√(10)q(9)q(8)q(5)q(4)q(3)qc2−3 = 0. (6.11)
On Eqs. (6.10) and (6.11) we can easily show that the determinant of the following matrix is not
0 for 0 < q < 1 (
(q−6 + q6) ((10)q(3)q − (q−15 + q15)(11)q)(2)q
(q−14 − q14) (q−7 − q7)(8)q(5)q
)
.
Hence we obtain c0c−6 = 0 and c−3 = 0.
Next we see the gap at 4. We use an eigenvector Ψ4(η, η),√
(12)q(11)q(10)q(9)q(4)q(3)q(2)qΨ4(η, η)−4
= q−20
√
(12)q(11)q(10)q(9)q(4)q(3)q(2)qη2η−6
− q−15
√
(11)q(10)q(9)q(8)q(5)q(4)q(3)q(2)qη1η−5
+ q−10
√
(10)q(9)q(8)q(7)q(6)q(5)q(4)q(3)qη0η−4
− q−5(7)q(6)q
√
(9)q(8)q(5)q(4)qη−1η−3
+ (8)q(7)q(6)q(5)qη2−2
− q5(7)q(6)q
√
(9)q(8)q(5)q(4)qη−3η−1
+ q10
√
(10)q(9)q(8)q(7)q(6)q(5)q(4)q(3)qη−4η0
− q15
√
(11)q(10)q(9)q(8)q(5)q(4)q(3)q(2)qη−5η1
+ q20
√
(12)q(11)q(10)q(9)q(4)q(3)q(2)qη−6η2.
We know c2c−6 = 0 because of c−2c−6 = 0. Hence the above equality derives c−2 = 0.
Next we see the gap at 2. The operator Ψ2(η, η)−2 is√
(12)q(11)q(2)q,Ψ2(η, η)−2
= q−15
√
(12)q(11)q(2)qη4η−6 − q−12
√
(11)q(10)q(3)q(2)qη3η−5
+ q−9
√
(10)q(9)q(4)q(3)qη2η−4 − q−6
√
(9)q(8)q(5)q(4)qη1η−3
+ q−3
√
(8)q(7)q(6)q(5)qη0η−2 − (7)q(6)qη2−1
+ q3
√
(8)q(7)q(6)q(5)qη−2η0 − q6
√
(9)q(8)q(5)q(4)qη−3η1
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√
(10)q(9)q(4)q(3)qη−4η2 − q12
√
(11)q(10)q(3)q(2)qη−5η3
+ q15
√
(12)q(11)q(2)qη−6η4.
This shows c−1 = 0.
Finally we see the gap at 1. The operators Ψ1(η, η)−1 and f ·Ψ1(η, η)−1 are√
(12)qΨ1(η, η)−1 = q−11
√
(12)qη5η−6 − q−9
√
(11)q(2)qη4η−5 + q−7
√
(10)q(3)qη3η−4
− q−5
√
(9)q(4)qη2η−3 + q−3
√
(8)q(5)qη1η−2 − q−1
√
(7)q(6)qη0η−1
+ q
√
(6)q(7)qη−1η0 − q3
√
(5)q(8)qη−2η1 + q5
√
(4)q(9)qη−3η2
+ q7
√
(10)q(3)qη−4η3 − q9
√
(11)q(2)qη−5η4 − q11
√
(12)qη−6η5,√
(12)qf ·Ψ1(η, η)−1
= q−5(12)qη6η−6 +
(
q−6(12)q − q−4(11)q(2)q
)
η5η−5
+ (q−3(10)q(3)q − q−5(11)q(2)q)η4η−4 + (q−4(10)q(3)q − q−2(9)q(4)q)η3η−3
+ (q−1(8)q(5)q − q−3(9)q(4)q)η2η−2 + (q−2(8)q(5)q − (7)q(6)q)η1η−1
+ (q − q−1)(7)q(6)qη0η0 + ((7)q(6)q − q2(8)q(5)q)η−1η1
+ (q3(9)q(4)q − q(8)q(5)q)η−2η2 + (q2(9)q(4)q − q4(10)q(3)q)η−3η3
+ (q5(11)q(2)q − q3(10)q(3)q)η−4η4 + (q4(11)q(2)q − q6(12)q)η−5η5
− q5(12)qη−6η6.
Since we have cs = 0 for s = 5,4,3,2 and 1, the above equality yields(
q−5 − q5)(12)qc6c−6 + (q − q−1)(7)q(6)qc20 = 0.
We also know c0c6 = 0 because of c0c−6 = 0. Hence we obtain c−6 = c0 = 0.
(IV) D∗∞ case. We conclude that this case actually occurs and a right coideal of this type is
unique up to conjugation by βLz .
Lemma 6.2. Consider the quantum sphere C(S2q,0). Then a vector(
q
√
(3)q !,0,−
√
(4)q,0, q−1
√
(3)q !
)
w(π2)
is a π2-eigenvector of C(S2q,0).
Proof. A highest weight vector of weight 1, (ξ10 )−1 in C(S2q,0) is given by (ξ10 )−1 =
q
1
2
√
(2)q
−1
x2 − q− 12√(2)q −1v2. Then it is easy to see that the vector in the above statement is
a highest weight vector of weight 2, (2)q
√
(3)q !(ξ1)2 . 0 −1
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satisfies the following conditions,
ξ∗−1 = −qξ1, ξ∗0 = ξ0, ξ±1ξ0 = q±2ξ0ξ±1, (6.12)
ξ1ξ−1 =
(
q + q−1)−1(q2ξ20 − 1), (6.13)
ξ−1ξ1 =
(
q + q−1)−1(q−2ξ20 − 1). (6.14)
An embedding of C(S2q,0) into C(SUq(2)) is given by
ξ =
(√
1 + q−2
−1
,0,−
√
1 + q2
−1)
w(π1),
or more precisely
ξ−1 =
√
1 + q−2
−1
x2 −
√
1 + q2
−1
v2, ξ0 = qxu− vy,
ξ−1 =
√
1 + q−2
−1
u2 −
√
1 + q2
−1
y2.
Consider the smooth part of C(S2q,0), that is, the ∗-algebra generated by {ξr}r∈I1 and denote
it by A. Let A0 be a SUq(2)-invariant ∗-subalgebra of A generated by {ξrξs}r,s∈I1 . In [5, Propo-
sition 2.9], it is shown that {ξm0 ξn−1}m,n∈Z0 and {ξm0 ξn1 }m,n∈Z0 are basis for a vector space A.
Since the ∗-subalgebra A0 is generated by words of even length because of the previous equali-
ties, we see that ξr is not contained in A0 for r ∈ I1. In particular, we have A0 A. Let A0 be
the norm closure ofA0. By SUq(2)-invariance ofA0 we see that A0 is also SUq(2)-invariant and
A0  C(S2q,0). Next we prove that π3-spectral subspace of A0 is 0. Since ξ
3
−1 = 0 is the highest
weight vector in C(S2q,0)π3 , it is not contained in A0. Again SUq(2)-invariance yields that ξ
3
−1 is
not contained in A0. In a similar way, we can prove that all the odd spin spectral subspaces of A0
are 0. Of course, even spin spectral subspaces of A0 are not 0 because of ξ2n−1 = 0 for all n ∈ Z0.
The spectral pattern
⊕
k∈Z0 π2k follows from the spectral pattern of C(S
2
q,0)
⊕
k∈Z0 πk . There-
fore, we have shown that A0 is of type D∗∞. Next lemma says that a right coideal of D∗∞-type is
unique up to conjugation of the automorphism βLz .
Lemma 6.3. Let A ⊂ C(SUq(2)) be a right coideal of type D∗∞. Then there exists z ∈ C such
that A is βLz (B0).
Proof. By assumption A has the spectral pattern π0 ⊕π2 ⊕π4 ⊕· · · . In the following discussion
we do not need to use the gap at π3. Let η = (ηs)s∈I2 =
∑
s∈I2 csw
2
s be a self-conjugate π2-
eigenvector of A. We consider zero vectors Ψ1(η, η)−1 and f · Ψ1(η, η)−1. They become as
follows:
Ψ1(η, η)−1 = q−3η1η−2 − q−1
√
(3)q(2)q
(4)q
η0η−1 + q
√
(3)q(2)q
(4)q
η−1η0 − q3η−2η1,
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√
(4)qη2η−2 +
√
(4)q
−1(
q−2(4)q − (3)q !
)
η1η−1
+
√
(4)q
−1(
q − q−1)(3)q !η20 +√(4)q −1((3)q ! − q2(4)q)η−1η1
− q
√
(4)qη−2η2.
Apply the map πT to the above equalities and we obtain:
(
q−3 − q3)c1c−2 + (q − q−1)
√
(3)q !
(4)q
c−1c0 = 0,
(
q−1 − q)√(4)qc2c−2 + (q−2 − q2)√(4)qc1c−1 + (q − q−1)√(4)q −1(3)q !c20 = 0.
Self-conjugacy of η yields c−1 = −qc1 and c−2 = q2c2. Assume c1 is not 0. Then from the first
equality we get c−2 = −q
√
(2)q
(4)q (3)q
c−1
c1
c0. If we put this one to the second equality, we get
(2)q − (3)2q(2)q
(3)q
c20 + (2)q(4)qc1c−1 = 0.
Since we know (3)q > 1 and c1c−1 = −q|c1|2 < 0, the left-hand side is strictly negative unless
c0 = c1 = 0. This also shows c2 = 0 and this is a contradiction. Hence we get c1 = 0. Then
from the second equality we get |c2| = q−1
√
(3)q !
(4)q |c0|. We may assume c0 = −
√
(4)q by scalar
multiplication and c2 = q−1
√
(3)q ! by a conjugation of βLz . 
Let A0 be the right coideal of type D∗∞ generated by q
√
(3)q !w(π2)−2,s −
√
(4)qw(π2)0,s +
q−1
√
(3)q !w(π2)2,s for s ∈ I2 as before. We remark that w20 does not generate a right coideal
of type D∗∞. In fact, it generates the canonical homogeneous sphere C(T \ SUq(2)). This is
essentially due to the effect of q = 1 (see also Lemma 7.5). The C∗-algebra A0 is actually the
Toeplitz algebra as we see below. By [14, Lemma 3.2] there exists the matrix units {e+i,j }i,j∈Z0
and {e−i,j }i,j∈Z0 in C(S2q,0) which satisfy the following equalities:
ξ−1e±k,k = ±γke±k+1,k, ξ1e±k,k = ∓q−1γk−1e±k−1,k, (6.15)
ξ0 =
∞∑
k=0
−q2k+1e−k,k +
∞∑
k=0
q2k+1e+k,k (6.16)
for all k ∈ Z0, where γk = q 12 (q + q−1)− 12 (1 − q4k+4) 12 . Note the equality 1 =∑∞k=0 e−k,k +∑∞
k=0 e
+
k,k in C(SUq(2)) where the summation converges in the strong operator topology in
B(L2(SUq(2))). In order to verify it, it suffices to show 1 =∑∞k=0 h(e−k,k) +∑∞k=0 h(e+k,k), be-
cause the Haar state h is normal and faithful. This equality holds by the following lemma.
Lemma 6.4. We have h(e± ) = 2−1q2k(1 − q2) for all k ∈ Z0.k,k
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and the one-parameter unitary group Ut on Xπ1 which are defined by (T ξ)r = (−q)−r ξ∗−r and
(Utξ)r = (Fπ1)−itr,r σ ht (ξr ) for all r ∈ Iπ1 and t ∈ R, where σht is the modular automorphism
group with respect to the invariant state h on C(S2q,0). As is proved in Lemma 3.7, we have
IT ∗T I ∗ = Ui where the unitary map I is defined by (Iξ)r = ξ−r for r ∈ Iπ1 . It shows that the
spectrum of Ui is inverse-closed and hence Ui = id. It yields the formula σht (ξr ) = q−2rit ξr . We
have the equality h(ξ1e±k,kξ−1) = −q−1γ 2k−1h(e±k−1,k−1) by (6.15). The left-hand side is equal to
h
(
ξ1e
±
k,kξ−1
)= h(σhi (ξ−1)ξ1e±k,k)
= q−2h(ξ−1ξ1e±k,k)
= q−2(q + q−1)−1(q4k − 1)h(e±k,k),
where we used (6.13) for the third equality. Hence we have h(e±k,k) = q2kh(e±0,0) for k  1. Since
the equality h(ξ0) = 0 holds, we get h(e+0,0) = h(e−0,0). Using Lemma 3.6, we see h(ξ20 ) = (3)−1
and obtain h(e±0,0) = 2−1(1 − q2). 
Now we consider the invariant subalgebra A0 ⊂ C(S2q,0). Let us define the matrix units ei,j =
e−i,j + e+i,j for i, j ∈ Z0. The C∗-algebra A0 is generated by them and the unilateral shift. It also
concludes that the right coideal von Neumann algebra A′′0 is isomorphic to B(2(Z0)).
(V) D∗m (m  2) case. We will show their non-existences. We study a C∗-algebra A whose
spectral pattern is
⊕
k∈Z0(
1+(−1)k
2 + [ km ])πk . Making use of a gap at π1 as Lemma 6.3, we
can similarly prove that elements of one π2-eigenvector generates a right coideal of type D∗∞.
(The π2-eigenvector space is two-dimensional when m is equal to 2.) So we may assume there
is a π2-eigenvector ξ20 in A. Recall that ξ
2
0 is defined by ξ
2
0 = (q
√
(3)q(2)q,0,−
√
(4)q,0,
q−1
√
(3)q(2)q )w(π2). Note that the index 0 of ξ20 means λ = 0 of C(S2q,λ).
Lemma 6.5. Let n be a half-integer with n  2. Then we have the following equalities for all
t ∈ In:
Ψn−2
(
w2−2,wnt
)= q−2t+6√ (n+ t)q(n+ t − 1)q(n+ t − 2)q(n+ t − 3)q
(2n)q(2n− 1)q(2n− 2)q(2n− 3)q w
n−2
t−2 ,
Ψn−2
(
w20,w
n
t
)= q−2n−2t+4√ (4)q(3)q
(2)q
√
(n+ t)q(n+ t − 1)q(n− t)q(n− t − 1)q
(2n)q(2n− 1)q(2n− 2)q(2n− 3)q w
n−2
t ,
Ψn−2
(
w22,w
n
t
)= q−4n−2t+2√ (n− t)q(n− t − 1)q(n− t − 2)q(n− t − 3)q
(2n)q(2n− 1)q(2n− 2)q(2n− 3)q w
n−2
t+2 .
Proof. For the first equality we use w(π2)−2,2−r =
[4
r
] 12
q2x
ru4−r for r ∈ I2. From this we obtain
Ψn−2
(
w2−2,wnt
)
−(n−2) =
4∑(
C
2,n
n−2
)
r
[
4
r
] 1
2
q2
xru4−rw(πn)t,−n+rr=0
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(
C
2,n
n−2
)
0 = q−2(n−1),
(
C
2,n
n−2
)
1 = −q−(n−1)
√
(4)q
(2n)q
,
(
C
2,n
n−2
)
2 =
√
(4)q(3)q
(2n)q(2n− 1)q ,
(
C
2,n
n−2
)
3 = −qn−1
√
(4)q(3)q(2)q
(2n)q(2n− 1)q(2n− 2)q ,
(
C
2,n
n−2
)
4 = q2(n−1)
√
(4)q(3)q(2)q
(2n)q(2n− 1)q(2n− 2)q(2n− 3)q .
This must be a scalar multiple of xn−t vn+t−4. So we may compute only the r = 4 term
(C
2,n
n−2)4x4w(πn)t,−n+4. If w(πn)t,−n+4 contains the word u such that t < −n+ 4, we can disre-
gard the effect of this term. In order to simplify calculations we use the symbol ∼ which ignores
terms with a power of u. Assume t −n+ 4 and then we have
w(πn)t,−n+4 ∼ q4(−n−t+4)
[
n+ t
4
] 1
2
q2
[
2n− 4
n− t
] 1
2
q2
xn−t−4vn+t−4, if t − n+ 4 0,
w(πn)t,−n+4 ∼ q(n+t−4)(t−n)
[
n+ t
4
] 1
2
q2
[
2n− 4
n− t
] 1
2
q2
vn+t−4y−n+t+4, if t − n+ 4 0.
In both cases, the following result holds:
x4w(πn)t,−n+4 ∼ q4(−n−t+4)
[
n+ t
4
] 1
2
q2
[
2n− 4
n− t
] 1
2
q2
xn−t vn+t−4
= q4(−n−t+4)
[
n+ t
4
] 1
2
q2
w(πn−2)t−2,−(n−2).
Hence we obtain the first equality:
Ψn−2
(
w2−2,wnt
)
−(n−2) = q2(n−1)q4(−n−t+4)
√
(4)q !
(2n)q · · · (2n− 3)q
×
[
n+ t
4
] 1
2
q2
w(πn−2)t−2,−(n−2)
= q−2t+6
√
(n+ t)q · · · (n+ t − 3)q
(2n)q · · · (2n− 3)q w(πn−2)t−2,−(n−2).
Next we show the second equality. The matrix element w(π2)0,2−r is as follows.
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[
2
r − 2
] 1
2
q2
[
r
2
] 1
2
q2
xr−2vr−2, if r  2,
w(π)0,2−r ∼ 0, if r  1.
Hence we may only compute the coefficient of xn−t−2vn+t−2 of the next one
∑
r2
(
C
2,n
n−2
)
r
q(4−r)(2−r)
[
2
r − 2
] 1
2
q2
[
r
2
] 1
2
q2
xr−2vr−2w(πn)t,−n+r .
If t −n+ 4, then we have
w(π2)0,2−rw(πn)t,−n+r ∼ qr2−(2t+4)r−2n+2t+8
[
n+ t
r
] 1
2
q2
[
2n− r
n− t
] 1
2
q2
×
[
2
r − 2
] 1
2
q2
[
r
2
] 1
2
q2
[
2n− 4
n+ t − 2
]− 12
q2
w(πn−2)t,−(n−2).
When t < −n+4, then w(πn)t,−n+r contains the word u if and only if 2n−r < n− t . In this case
the binomial
[2n−r
n−t
] 12
q2
is 0 by definition. From this observation, we may continue the computation
under t −n+ 4 in order to get the result about general t . Then we can carry out the following
calculation:
4∑
r=2
(
C
2,n
n−2
)
r
qr
2−(2t+4)r−2n+2t+8
[
n+ t
r
] 1
2
q2
[
2n− r
n− t
] 1
2
q2
[
2
r − 2
] 1
2
q2
[
r
2
] 1
2
q2
[
2n− 4
n+ t − 2
]− 12
q2
= (C2,nn−2)2q−2n−2t+4[n+ t2
] 1
2
q2
[
2n− 2
n− t
] 1
2
q2
[
2n− 4
n+ t − 2
]− 12
q2
+ (C2,nn−2)3q−2n−4t+5[n+ t3
] 1
2
q2
[
2n− 3
n− t
] 1
2
q2
[
2
1
] 1
2
q2
[
3
2
] 1
2
q2
[
2n− 4
n+ t − 2
]− 12
q2
+ (C2,nn−2)4q−2n−4t+5[n+ t4
] 1
2
q2
[
2n− 4
n− t
] 1
2
q2
[
2
1
] 1
2
q2
[
4
2
] 1
2
q2
[
2n− 4
n+ t − 2
]− 12
q2
=
[
2n− 4
n+ t − 2
]− 12
q2
√
(4)q(3)q
(2)q
√
(2n− 4)q !
(2n)q · · · (2n− 3)q
√
(n+ t)q !
(n− t)q !q
1
2n
2− 12 t2−n−t+1
×
{
(2n− 2)q(2n− 3)q
(n+ t − 2)q ! q
−n+t+1 − (2n− 3)q(2)q
(n+ t − 3)q ! +
qn−t−1
(n+ t − 4)q !
}
= q−2n−2t+4
√
(4)q(3)q
(2)q
√
(n+ t)q(n+ t − 1)q(n− t)q(n− t − 1)q
(2n)q(2n− 1)q(2n− 2)q(2n− 3)q .
Hence we have proved the second equality.
R. Tomatsu / Journal of Functional Analysis 254 (2008) 1–83 49Finally we prove the third equality. The matrix element w(π2)2,2−r is equal to
[4
r
] 12
q2v
ry4−r
for all 0 r  4. If t −n+ 4, we have
vry4−rw(πn)t,−n+r ∼ qr(r−2t−4)
[
n+ t
r
] 1
2
q2
[
2n− r
n− t
] 1
2
q2
xn−t−4vn+t
= qr(r−2t−4)
[
n+ t
r
] 1
2
q2
[
2n− r
n− t
] 1
2
q2
[
2n− 4
t + 2
]− 12
q2
w(πn−2)t+2,−(n−2).
For t < −n+ 4, w(πn)t,−n+r contains the word u if and only if n+ t < r . Then the binomial[
n+t
r
]
q2 is equal to 0. As in the proof of the second equality, we may treat only t −n+ 4. We
compute the coefficient of the desired equality as follows:
4∑
r=0
(
C
2,n
n−2
)
r
[
4
r
] 1
2
q2
qr(r−2t−4)
[
n+ t
r
] 1
2
q2
[
2n− r
n− t
] 1
2
q2
[
2n− 4
t + 2
]− 12
q2
= q−2(n−1)
[
2n
n− t
] 1
2
q2
[
2n− 4
t + 2
]− 12
q2
− q−(n−1)q−2t−3
√
(4)q
(2)q
[
4
1
] 1
2
q2
[
n+ t
1
] 1
2
q2
[
2n− 1
n− t
] 1
2
q2
[
2n− 4
t + 2
]− 12
q2
+ q2(−2t−2)
√
(4)q(3)q
(2n)q(2n− 1)q
[
4
2
] 1
2
q2
[
n+ t
2
] 1
2
q2
[
2n− 2
n− t
] 1
2
q2
[
2n− 4
t + 2
]− 12
q2
− qn−1q3(−2t−1)
√
(4)q !
(2n)q · · · (2n− 2)q
[
4
3
] 1
2
q2
[
n+ t
3
] 1
2
q2
[
2n− 3
n− t
] 1
2
q2
[
2n− 4
t + 2
]− 12
q2
+ q2(n−1)q−8t
√
(4)q !
(2n)q · · · (2n− 3)q
[
n+ t
4
] 1
2
q2
[
2n− 4
n− t
] 1
2
q2
[
2n− 4
t + 2
]− 12
q2
= q 12n2− 12 t2−2t−4
√
(n+ t)q !
(n− t)q ! (n+ t)q !
−1
√
(2n)q !
(2n)q · · · (2n− 3)q
[
2n− 4
t + 2
]− 12
q2
×
{
q−2n+2t+6(2n)q · · · (2n− 3)q − q−n+t+3(4)q(2n− 1)q · · · (2n− 3)q(n+ t)q
+ (4)q(3)q
(2)q
(2n− 2)q(2n− 3)q(n+ t)q(n+ t − 1)q
− qn−t−3(4)q(2n− 3)q(n+ t)q · · · (n+ t − 2)q
+ q2n−2t−6(n+ t)q · · · (n+ t − 3)q
}
= q 12n2− 12 t2−2t−4
√
(n+ t)q !
(n− t)q !
1
(n+ t)q !
√
(2n)q !
(2n)q · · · (2n− 3)q
[
2n− 4
t + 2
]− 12
2q
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= q−4n−2t+2
√
(n− t)q · · · (n− t − 3)q
(2n)q · · · (2n− 3)q . 
Let n be the smallest odd integer which satisfies [ n
m
] = 1. Then πn appears in the spectral
pattern of A once and πn−2 does not. Therefore Ψn−2 :X2 × Xn → Xn−2 is a 0-map. Let η =∑
t∈In dtw
n
t be a self-conjugate πn-eigenvector. The self-conjugacy yields d−t = (−q)tdt for all
t ∈ In. We shall show the complex numbers {dt }t∈In are all 0. It derives non-existence of type D∗m
for m 2.
Lemma 6.6. The complex numbers {dt }t∈In satisfy the following recurrence formula for t ∈ In =
{−n,−n+ 1, . . . , n− 1, n}:
q2n−1(2)q
√
(n+ t + 2)q(n+ t + 1)q(n+ t)q(n+ t − 1)q dt+2
− (4)q
√
(n+ t)q(n+ t − 1)q(n− t)q(n− t − 1)q dt
+ q−2n+1(2)q
√
(n− t + 2)q(n− t + 1)q(n− t)q(n− t − 1)q dt−2 = 0,
where dt = 0 if |t | n+ 1.
Proof. Take the π2-eigenvector ξ20 =
∑
s∈I2 csws where c±2 = q∓1
√
(3)q !, c±1 = 0 and c0 =
−√(4)q . Then we have Ψn−2(ξ20 , ζ ) = 0. Multiplying q2n−4√(2n)q · · · (2n− 3)q to the left-
hand side, we can derive
∑
t∈In
(
c−2q2n−2t−2
√
(n+ t + 2)q · · · (n+ t − 1)q dt+2
+ c0q−2t
√
(4)q(3)q
(2)q
√
(n+ t)q(n+ t − 1)q(n− t)q(n− t − 1)q dt
+ c2q−2n−2t+2
√
(n− t + 2)q · · · (n− t − 1)qdt−2
)
wn−2t = 0.
Then we obtain the desired formula. 
Let us write
αt = q2n−1(2)q
√
(n+ t + 2)q(n+ t + 1)q(n+ t)q(n+ t − 1)q,
βt = −(4)q
√
(n+ t)q(n+ t − 1)q(n− t)q(n− t − 1)q,
γt = q−2n+1(2)q
√
(n− t + 2)q(n− t + 1)q(n− t)q(n− t − 1)q .
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αtdt+2 + βtdt + γtdt−2 = 0. (6.17)
By definition, we have α−t = q4n−2γt and β−t = βt . From the above recurrence formula at −t ,
we obtain
q4n−2γtd−t+2 + βtd−t + q−4n+2αtd−t−2 = 0.
The self-conjugacy d−t = (−q)tdt yields the following equality,
q−4n+4αtdt+2 + βtdt + q4n−4γtdt−2 = 0. (6.18)
Through formulae (6.17) and (6.18), we obtain
dt+2 = q−2
√
(n− t + 2)q · · · (n− t − 1)q
(n+ t + 2)q · · · (n+ t − 1)q dt−2 (6.19)
for t −n+ 2. Again from (6.17), we have βtdt = (−1 − q4n−4)γtdt−2. Hence for |t | n− 2,
we obtain the following formula.
dt = q−1
(
q−2n+2 + q2n−2) (2)q
(4)q
√
(n− t + 2)q(n− t + 1)q
(n+ t)q(n+ t − 1)q dt−2. (6.20)
Then we consider the above equalities (6.19) and (6.20). For −n + 2 t  n − 4 we obtain by
using (6.20) twice
dt+2 = q−2
(
q−2n+2 + q2n−2)2 (2)2q
(4)2q
√
(n− t + 2)q · · · (n− t − 1)q
(n+ t + 2)q · · · (n+ t − 1)q dt−2. (6.21)
By (6.19) and (6.21) we have a equality
dt−2 =
(
q−2n+2 + q2n−2)2 (2)2q
(4)2q
dt−2 (6.22)
for −n + 2  t  n − 4. We easily see that 1 = (q−2n+2 + q2n−2)2 (2)2q
(4)2q
holds if and only if
n = 0 or 2, however, this does not occur because n is an odd number. Thus we have dt−2 = 0
for −n + 2 t  n − 4. It follows dt = 0 for −n t  n − 6. For n 7 we can derive dt = 0
immediately. So we have to consider the cases n = 3 and n = 5.
(1) n = 5 case. We have already known dt = 0 for −5  t  −1. Using (6.20), we have
d0 = 0. Hence we have dt = 0 for all t ∈ I5.
(2) n = 3 case. We have already known d−3 = 0. Using (6.20) for t = −1,1, we have dt = 0
for odd t . From (6.19) and (6.20) for t = 0 we obtain
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d0 = q−1
(
q−4 + q4) (2)q
(3)q
√
(5)q(4)q
(3)q(2)q
d−2.
This shows d−2 and d2 are real numbers. Now we consider a π1-eigenvector Ψ1(η, η) = 0. As in
the case A∗4, we obtain√
(6)qf ·Ψ1(η, η)−1 = q−2(6)qη3η−3 +
(−q−1(5)q(2)q + q−3(6)q)η2η−2
+ ((4)q(3)q − q−2(5)q(2)q)η1η−1 + (q−1 − q)(4)q(3)qη20
+ (q2(5)q(2)q − (4)q(3)q)η−1η1 + (q(5)q(2)q − q3(6)q)η−2η2
− q2(6)qη−3η3.
Applying πT to the above both sides, we have
0 = ((q − q−1)(5)q(2)q + (q−3 − q3)(6)q)d−2d2 + (q−1 − q)(4)q(3)qd20 .
Since d−2 and d0 are real numbers, we obtain
q−2
(
(6)q(3)q − (5)q(2)q
)
d2−2 + (4)q(3)qd20 = 0,
however, the left-hand side is positive because the above dt are real. Hence we can get d−2 =
d0 = d2 = 0.
(VI) Tm (m 2) case. We treat a C∗-algebra A whose spectral pattern is one of the following:
• T2−1 ( 2): ⊕k∈Z0(1 + 2[ k2−1 ])πk ⊕⊕k∈Z0 2[ k+2−1 ]πk+ 12 ,
• T2 ( 1): ⊕k∈Z0(1 + 2[ k ])πk .
If A is of type T2, then we can easily derive A = C(T2 \SUq(2)). Hence we study the case Tm
for m 3. In the cases, the π1-multiplicity are one, so the linear subspace Aπ1 generates a quan-
tum sphere C(S2q,λ). We shall prove this is the canonical homogeneous sphere C(T \ SUq(2)),
that is, the parameter λ0 = (q−1 − q)−1λ is equal to 1. In order to do this, we take the same
strategy as in the case of type D∗m. We have to prepare the following lemma which is proved in
similar way to Lemma 6.5 and we omit the proof. Recall a π1-eigenvector of C(S2q,λ),
ξ1λ = q
1
2
√
1 − λ20
(2)q
w1−1 + λ0w10 − q−
1
2
√
1 − λ20
(2)q
w11.
Lemma 6.7. Let n be a half-integer with n  1. Then we have the following equalities for all
t ∈ In:
Ψn−1
(
w1−1,wnt
)= q−t+2√ (n+ t)q(n+ t − 1)q
(2n)q(2n− 1)q w
n−1
t−1 ,
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(
w10,w
n
t
)= −q−n−t+1√ (2)q(n− t)q(n+ t)q
(2n)q(2n− 1)q w
n−1
t ,
Ψn−1
(
w11,w
n
t
)= q−2n−t√ (n− t)q(n− t − 1)q
(2n)q(2n− 1)q w
n−1
t+1 .
The following lemma is easily proved.
Lemma 6.8. Let n be a half-integer with n  1. Then we have the following equalities for all
t ∈ In:
qn−1
√
(2)q(2n)q(2n− 1)q Ψn−1
(
ξ1λ ,w
n
t
)= qn−t+ 32√1 − λ20√(n+ t)q(n+ t − 1)q wn−1t−1
− q−t (2)qλ0
√
(n− t)q(n+ t)q wn−1t
− q−n−t− 32
√
1 − λ20
√
(n− t)q(n− t − 1)q wn−1t+1 .
We need another lemma whose proof is also the similar as for Lemma 6.6.
Lemma 6.9. Let n be a half-integer with n  1 and η =∑t∈In dtwnt be a πn-eigenvector of
C(SUq(2)) such that Ψn−1(ξ1λ , η) = 0. Then {dt }t∈In satisfies the following recurrence equation
for all t ∈ In = {−n,−n+ 1, . . . , n− 1, n}:
qn+
1
2
√
1 − λ20
√
(n+ t + 1)q(n+ t)q dt+1
− (2)qλ0
√
(n+ t)q(n− t)q dt
− q−n− 12
√
1 − λ20
√
(n− t + 1)q(n− t)q dt−1 = 0
where we define dt = 0 if |t | n+ 1.
We show A = C(Tm \ SUq(2)) for in each case of odd and even order cyclic groups.
(1) T2−1 (  2) case. We focus on π− 12 -spectral subspace. Write n for  −
1
2 . Since
πn-eigenvector space is two-dimensional and πn−1-eigenvector space is 0, the map Ψn−1(ξ1λ , ·) :
Xπn → Xπn−1 is 0-map. Let η =
∑
t∈In dtw
n
t be a non-zero πn-eigenvector for A. Recall its con-
jugate eigenvector T η =∑t∈In(−q)−t d−twnt , where we have defined (−q)s = √−12s |q|s for
all real number s. Then η and T η are in the kernel of Ψn−1(ξ1λ , ·). By Lemma 6.9 we obtain the
following recurrence equations:
αtdt+1 + βtdt + γtdt−1 = 0, (6.23)
q−2nαtdt+1 + βtdt + q2nγtdt−1 = 0, (6.24)
where we put
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√
1 − λ20
√
(n+ t + 1)q(n+ t)q ,
βt = −(2)qλ0
√
(n+ t)q(n− t)q,
γt = −q−n− 12
√
1 − λ20
√
(n− t + 1)q(n− t)q .
Assume that λ0 is not equal to 1. Then we know αt = 0 if and only if t = −n and γt = 0 if and
only if t = n. By (6.23) and (6.24) we obtain
αtdt+1 = q2nγtdt−1. (6.25)
Hence again by (6.23), we have
βtdt = −
(
1 + q2n)γtdt−1.
Assume λ0 is equal to 0. Then the above equality shows dt−1 = 0 for −n  t  n − 1.
By (6.25) dn−1 and dn are also equal to 0, however, this is a contradiction to non-triviality of η.
Next we consider the case 0 < λ0 < 1. From the above equality dt for −n + 1  t  n − 1
are uniquely determined by d−n. The number dn is determined by the previous equation
as dn = q2nα−1n−1γn−1dn−2 where we use the fact that αn−1 is never 0 for n  32 . There-
fore (dt )t∈In is a scalar multiple of a vector. In particular the πn-eigenvector space Xπn be-
comes one-dimensional. This is a contradiction. It concludes λ0 is equal to 1 in this case.
From simple computation we obtain Xn = Cwn−n + Cwnn. We show A = C(T2−1 \ SUq(2)).
The C∗-algebra C(T2−1 \ SUq(2)) is generated by the matrix elements w(πν)ns,t for all
ν ∈ 12Z0 and t ∈ Iν , where s is an integer such that ns ∈ Iν . If A contains C(T2−1 \ SUq(2)),
then they coincide because of its common spectral pattern. By SUq(2)-invariance of A, it
suffices to show w(πν)ns,−ν =
[ 2ν
ν+ns
] 12
q2
xν+nsvν−ns are contained in A for non-negative s.
This is equal to
[ 2ν
ν+ns
] 12
q2
x2nsxν−nsvν−ns . Since A contains xv ∈ C(T \ SUq(2)) and x2n =[ 2ν
ν+ns
]− 12
q2
w(πn)−n,−n, the element xν+nsvν−ns is in A. This shows A is in fact C(T2−1 \
SUq(2)).
(2) T2 (  2) case. Write n for  in this case. We analyze the recurrence equation in
Lemma 6.9 under the condition that a πn-eigenvector η =∑t∈In dtwnt is self-conjugate. As-
sume that λ0 is not equal to 1. When λ0 is equal to 0, η is the zero vector as in the previous case.
In the case 0 < λ0 < 1 we know that the space of its solution is one-dimensional and we can
assume that dt are all real number. Then we have
dt = −
(
1 + q2n)β−1t γtdt−1
for all |t | n− 1. For −n+ 1 t  n− 2 we obtain the following equality:
d−t = −
(
1 + q2n) γ−t
β−t
d−t−1
= −(−q)t+1(1 + q2n) γ−t dt+1
β−t
R. Tomatsu / Journal of Functional Analysis 254 (2008) 1–83 55= (−q)t+1(1 + q2n)2 γ−t γt+1
β−t βt+1
dt
= −q(1 + q2n)2 γ−t γt+1
β−t βt+1
d−t .
Since its coefficient γ−t γt+1
β−t βt+1 is strictly positive, we have dt = 0 for −n + 2  t  n − 1. We
now treat a positive integer n  2. It deduces −n + 2  n − 2 and we obtain dn = 0 by (6.25).
Hence we have dt = 0 for all t ∈ In because of −n + 2  0 and the self-conjugacy of η. Un-
der the condition λ0 < 1 we have shown η = 0 if η is self-conjugate and Ψn−1(ξ1λ , η) = 0.
Now we consider the map Ψn−1(ξ1λ , ·) :Xn → Xn−1. We know Xn is three-dimensional and
Xn−1 is one-dimensional. Take two linearly independent πn-eigenvectors ζ1 and ζ2 from Xn
which satisfy Ψn−1(ξ1λ , ζ1) = Ψn−1(ξ1λ , ζ2) = 0. For conjugate eigenvectors T ζ1 and T ζ2, we
can take complex numbers μ1 and μ2 which are defined by Ψn−1(ξ1λ , T ζ1) = μ1Ψn−1(ξ1λ , ξnλ )
and Ψn−1(ξ1λ , T ζ2) = μ2Ψn−1(ξ1λ , ξnλ ), where ξνλ is a self-conjugate πν -eigenvector for C(S2q,λ).
Note Ψn−1(ξ1λ , ξnλ ) is not the zero vector. Multiplying complex numbers to ζ1 and ζ2, respectively,
we may assume μ1 and μ2 are real numbers. If μ1 is equal to 0, then the self-conjugate vectors
ζ1 + T ζ1 and
√−1(ζ1 − T ζ1) are in the kernel of Ψn−1(ξ1λ , ·). From the above discussion they
are 0. This shows immediately ζ1 = 0. This is a contradiction. Hence we have a non-zero real
number μ1. Similarly we show μ2 is non-zero. We may assume they are equal to 1. For i = 1,2
we have Ψn−1(ξ1λ , ζi +T ζi − ξnλ ) = 0. Then it yields ζi +T ζi = ξnλ because of the self-conjugacy
of ζi + T ζi − ξnλ for each i. It follows ζ1 − ζ2 = −T (ζ1 − ζ2). In particular T (ζ1 − ζ2) is in the
kernel of Ψn−1(ξ1λ , ·). This shows ζ1 − ζ2 = 0, however this is a contradiction to linear indepen-
dence of ζ1 and ζ2. Therefore we can derive λ0 = 1. Then we obtain Xn = Cwn−n +Cwn0 +Cwnn.
As in the proof of the case T2−1, we can prove A = C(T2 \ SUq(2)).
7. Classification of right coideals of C(SUq(2)): −1 < q < 0 case
We use the same strategy as in the previous section in order to classify right coideals of
C(SUq(2)) for negative q . We prepare a positive parameter q0 defined by q0 = −q . Recall a
q-integer (n)q = (n)q0 and qn =
√−12nqn0 for a half-integer n. Now we investigate each type
of multiplicity diagrams. Contrary to the case of positive q , we have to treat other graphs which
have a single loop at a vertex as listed in Appendix A. Recall the π1-eigenvector of C(S2q,λ),
ξ1λ = (q
1
2
0
√
1−λ20
(2)q , λ0, q
− 12
0
√
1−λ20
(2)q )w(π1). If a right coideal A is of type T, then it actually be-
comes βLz (C(S
2
q,λ)) for some z ∈ T by Podles´’ classification results on the quantum spheres
[16, Theorem 1]. We know that C(SOq(3)) and C(SO−q(3)) are isomorphic as compact quan-
tum groups. Hence we have the complete collection of right coideals which have only spectral
subspaces with integer spins. In this way, we can reject the existence of type A∗4, S∗4 , A∗5 and
D∗m (m  2). For right coideals of D∗∞ and T2n (n  1) we have shown their uniqueness up to
conjugation by βL. Hence we have to investigate right coideals of type Tn (odd n 3), Dn (odd
n 1), A′m (m 3). The main classification result for −1 < q < 0 is as follows.
Theorem 7.1. Let A ⊂ C(SUq(2)) be a right coideal. Then its multiplicity diagram is one of
type 1,Tn (n  2),T,SU(2),D∗∞ and D1. If it is of type T, it is one of the quantum spheres.
Otherwise it is unique up to conjugation by βL.
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types are rejected. In case (III), we show that D1 type survives and its uniqueness. In case (IV),
A′m (m 3) types are rejected.
(I) T2−1 (  2) case. We treat a C∗-algebra A whose spectral pattern is
⊕
k∈Z0(1 +
2[ k2−1 ])πk ⊕
⊕
k∈Z0 2[ k+2−1 ]πk+ 12 . As in the previous section we study the C
∗
-subalgebra gen-
erated by π1-spectral subspace and assert that is the canonical homogeneous sphere. We begin
classifying this case by stating a negative q version of Lemma 6.7.
Lemma 7.2. Let n be a half-integer with n  1. Then we have the following equalities for all
t ∈ In:
Ψn−1
(
w1−1,wnt
)= q−t+20
√
(n+ t)q(n+ t − 1)q
(2n)q(2n− 1)q w
n−1
t−1 ,
Ψn−1
(
w10,w
n
t
)= −(−1)n−t q−n−t+10
√
(2)q(n− t)q(n+ t)q
(2n)q(2n− 1)q w
n−1
t ,
Ψn−1
(
w11,w
n
t
)= q−2n−t0
√
(n− t)q(n− t − 1)q
(2n)q(2n− 1)q w
n−1
t+1 .
If necessary, we consider the conjugation by βL and may assume C(S2q,λ) ⊂ A.
Lemma 7.3. Let n be a half-integer with n 1. Then we get the following equality for t ∈ In:
Ψn−1
(
ξ1λ ,w
n
t
)= q−t+ 520 √1 − λ20
√
(n+ t)q(n+ t − 1)q
(2)q(2n)q(2n− 1)q w
n−1
t−1
− (−1)n−t q−n−t+10 λ0
√
(2)q(n− t)q(n+ t)q
(2n)q(2n− 1)q w
n−1
t
+ q−2n−t−
1
2
0
√
1 − λ20
√
(n− t)q(n− t − 1)q
(2)q(2n)q(2n− 1)q w
n−1
t+1 .
Lemma 7.4. Let n be a half-integer with n  1 and η =∑t∈In dtwnt be a πn-eigenvector with
Ψn−1(ξ1λ , η) = 0. Then we get the following recurrence equation for t ∈ In:
q
n+ 12
0
√
1 − λ20
√
(n+ t)q(n+ t + 1)q dt+1
− (−1)n−t λ0(2)q
√
(n− t)q(n+ t)q dt
+ q−n−
1
2
0
√
1 − λ20
√
(n− t)q(n− t + 1)q dt−1 = 0,
where we define dt = 0 for |t | n+ 1.
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π1-part generates a quantum sphere C(S2q,λ) as usual. We derive λ0 = 1 and it immediately
derives A = C(T2−1 \C(SUq(2))). Now let η =∑t∈In dtwnt be a πn-eigenvector of A. By the
absence of πn−1-part we have Ψn−1(ξ1λ , η) = 0 = Ψn−1(ξ1λ , T η). From the previous lemmas we
get
αtdt+1 + βtdt + γtdt−1 = 0,
q−2n0 αtdt+1 − βtdt + q2n0 γtdt−1 = 0,
where we put
αt = qn+
1
2
0
√
1 − λ20
√
(n+ t)q(n+ t + 1)q,
βt = −(−1)n−t λ0(2)q
√
(n− t)q(n+ t)q ,
γt = q−n−
1
2
0
√
1 − λ20
√
(n− t)q(n− t + 1)q .
Then we can prove (dt )t∈In is a scalar multiple of a vector as in the T2−1 case in the previous
section. This is a contradiction. Hence we have proved λ0 = 1 and A = C(T2−1 \ SUq(2)).
(II) Dn (odd n 3) case. Before proof of the non-existence of this case, we shall state some
basic lemmas without proofs which are proved similarly by direct calculations as before. We
state a negative q and Ψn−1 version of Lemma 6.5.
Lemma 7.5. Let n be a half-integer with n  32 . Then we have the following equalities for all
t ∈ In:
Ψn−1
(
w2−2,wnt
)= (−1)n−t q− 12n−2t+60 1(2n− 2)q
×
√
(4)q(n− t + 1)q(n+ t)q(n+ t − 1)q(n+ t − 2)q
(2n)q(2n− 1)q w
n−1
t−2 ,
Ψn−1
(
w20,w
n
t
)= (−1)n−t q− 32n−2t+30 q−n−10 (n− t − 1)q − qn+10 (n+ t − 1)q(2n− 2)q
×
√
(3)q !(n+ t)q(n− t)q
(2n)q(2n− 1)q w
n−1
t ,
Ψn−1
(
w22,w
n
t
)= −(−1)n−t q− 52n−2t0 1(2n− 2)q
×
√
(4)q(n+ t + 1)q(n− t)q(n− t − 1)q(n− t − 2)q
(2n)q(2n− 1)q w
n−1
t+2 .
We take a vector ξ20 = (q0
√
(3)q !,0,−
√
(4)q,0, q−10
√
(3)q ! )w(π2) as a π2-eigenvector of
C(S2 ). Recall its entries generate the right coideal of type D∗∞. We denote it by AD∗ .q,0 ∞
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t ∈ In:
−q
3
2n−3
0
√
(2n)q(2n− 1)q
(4)q ! Ψn−1
(
ξ20 ,w
n
t
)
= −(−1)n−t qn−2t+40
√
(n− t + 1)q(n+ t)q(n+ t − 1)q(n+ t − 2)q wn−1t−2
+ (−1)n−t q−2t0
(
q−n−10 (n− t − 1)q − qn+10 (n+ t − 1)q
)√
(n+ t)q(n− t)q wn−1t
+ (−1)n−t q−n−2t−40
√
(n+ t + 1)q(n− t)q(n− t − 1)q(n− t − 2)q wn−1t+2 .
Lemma 7.7. Let n be a half-integer with n  32 and η =
∑
t∈In dtw
n
t be a πn-eigenvector of A
such that it satisfies Ψn−1(ξ20 , η) = 0. Then we have the following recurrence equation for t ∈ In:
−qn0
√
(n− t − 1)q(n+ t + 2)q(n+ t + 1)q(n+ t)q dt+2
+ (q−n−10 (n− t − 1)q − qn+10 (n+ t − 1)q)√(n+ t)q(n− t)q dt
+ q−n0
√
(n+ t − 1)q(n− t + 2)q(n− t + 1)q(n− t)q dt−2 = 0,
where we define dt = 0 for |t | n+ 1.
Lemma 7.8. Let n be a half-integer in 32 +Z0 and A be a right coideal in C(SUq(2)) such that
A contains AD∗∞ . If a πn-eigenvector η of A satisfies Ψn−1(ξ20 , η) = 0 and Ψn−1(ξ20 , T η) = 0,
then η is the zero vector.
Proof. Take complex numbers {dt }t∈In with η =
∑
t∈In dtw
n
t . Note that T η =∑
t∈In(−q)−t d−twnt . Let us prepare the following notations αt , βt and γt :
αt = −qn0
√
(n− t − 1)q(n+ t + 2)q(n+ t + 1)q(n+ t)q ,
βt =
(
q−n−10 (n− t − 1)q − qn+10 (n+ t − 1)q
)√
(n+ t)q(n− t)q ,
γt = q−n0
√
(n+ t − 1)q(n− t + 2)q(n− t + 1)q(n− t)q .
From our assumption on η and T η, we get the following recurrence equations for t ∈ In by the
previous lemma:
αtdt+2 + βtdt + γtdt−2 = 0,
q−2n+20 αtdt+2 − β−t dt + q2n−20 γtdt−2 = 0. (7.1)
In the above equations put t = −n+ 1 and we get
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√
(2n− 2)q(3)q !d−n+3 + q−n−10 (2n− 2)q
√
(2n− 1)q d−n+1 = 0,
−q−n+20
√
(2n− 2)q(3)q !d−n+3 + qn+10 (2n− 2)q
√
(2n− 1)q d−n+1 = 0.
This derives d−n+1 = d−n+3 = 0 because 0 < q0 < 1. We know αt = 0 if and only if t = −n,
n − 1. By using (7.1) inductively, we get d−n+2k−1 = 0 for k = 1, . . . , n + 12 . Similarly we get
dn−2k+1 = 0 for k = 1, . . . , n+ 12 . Hence we have proved η = 0. 
Let A be a right coideal of type Dn (odd n 3). Then its spectral pattern is
⊕
k∈Z0
([
k
n
]
+ 1 + (−1)
k
2
)
πk ⊕
⊕
k∈Z0
([
2k + 1
n
]
−
[
k
n
])
π
k+ 12 .
If we look at the integer spin spectral pattern, then we have π0 ⊕ π2 ⊕ · · · . Therefore the π2-
spectral subspace Aπ2 generates a right coideal of type D∗∞. Considering βLz (A) for some z ∈ T,
we may assume A contains AD∗∞ . Next look at the half-integer part and we see that πn2 appears
once and πn
2 −1 does not there. Then we can make use of Lemma 7.8 and conclude such a right
coideal does not exist.
(III) D1 case. We show the existence of this case and its uniqueness up to conjugation. In
order to do we need some elementary lemmas.
Lemma 7.9. Take a positive integer n. Then we have the following equalities:
f · xn = √−1−n+1q
n−1
2
0 (n)qx
n−1u, f · vn = √−1−n+1q
n−1
2
0 (n)qv
n−1y.
Proof. It is easily proved by using
xn = w(πn
2
)− n2 ,− n2 and f · xn =
√−1−n+1
√
(n)qw(πn2
)− n2 ,− n2 +1.
It is similar for vn. 
Lemma 7.10. For r, s  0 we have the following equality:
h
(
xryrusvs
)= qr(s+1)0 (r)q !(s)q !(r + s + 1)q ! .
Proof. Recall f · yr = f · us−1 = 0 and we get
f · xr+1yrus−1vs = (f · xr+1) · (k · yrus−1vs)+ (k−1 · xr+1) · (f · yrus−1vs)
= √−1−rq
r
2
0 (r + 1)q · q−
r
2 − s−12 + s2 xruyrus−1vs
+ q −(r+1)2 · q r2 + s−12 √−1−s+1q
s
2
0 (s)qx
r+1yrus−1vs−1y
= √−1−rq
r
2 (r + 1)q · q− 3r2 + 12 xryrusvs0
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s
2
0 (s)qq
−2(s−1)xr+1yr+1us−1vs−1
= √−1q−r+
1
2
0 (r + 1)q · xryrusvs −
√−1q−s+
1
2
0 (s)qx
r+1yr+1us−1vs−1.
The Haar state h has the property that h(f ·a) = 0 for a ∈ A(SUq(2)). Apply h to the above both
sides and we have
h
(
xr+1yr+1us−1vs−1
)= qs−r0 (r + 1)q(s)q h(xryrusvs).
Inductively we can calculate as desired. 
Recall the π 1
2
-spectral subspace Y 1
2
= Cx + Cv + Cu + Cy. Let P 1
2
:C(SUq(2)) → Y 1
2
be
the projection introduced in the second section. It is an orthogonal projection with respect to the
Haar state.
Lemma 7.11. For r, s  0 we have the following equalities:
P 1
2
(
xryrusvsu
)= qr(s+2)0 (2)q(r)q !(s + 1)q !(r + s + 2)q ! u,
P 1
2
(
xryrusvsy
)= qr(s+1)−s0 (2)q(r + 1)q !(s)q !(r + s + 2)q ! u.
Proof. Recall two maps βL = (πT ⊗ id) ◦ δ and βR = (id ⊗ πT) ◦ δ which act on x, v,u and y
as follows: (
βLz (x) β
L
z (u)
βLz (v) β
L
z (y)
)
=
(
zx zu
zv zy
)
,
(
βRz (x) β
R
z (u)
βRz (v) β
R
z (y)
)
=
(
zx zu
zv zy
)
,
where z runs on the torus T ⊂ C. Hence the above four elements have the different spectrums
with respect to βL and βR . It is easy to see that the element xryrusvsu has the same spectrum
as u. Hence it has the expansion in L2(SUq(2)) xryrusvsu = λu + · · · where λ is a complex
number. By orthogonality of u and w(πν)i,j for ν  1 and i, j ∈ Iν , we get
λ = h(uu∗)−1h(xryrusvsuu∗)
= q0(2)q
(−q−1)h(xryrus+1vs+1)
= qr(s+2)0
(2)q(r)q !(s + 1)q !
(r + s + 2)q ! .
We also get the desired result on y in the same way. 
We propose the following lemma. Later we see this equality guarantees the existence of the
right coideal of type D1. Let us write pr =∏rt=1(1 + q−t ).
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k∑
r=0
[
k
r
]
q
(−1)k−rqr(r−k+1)prpk−r+1 = q−k
k∑
r=0
[
k
r
]
q
(−1)k−rqr(r−k+2)pr+1pk−r .
Moreover, this is precisely equal to (1 + q−1)(q−2;q−1)k .
Proof. Denote the above left- and right-hand sides by ak and bk , respectively. We want to lead
the recurrence formula of them. In computations below, we use the following equalities:[
n+ 1
r
]
q
=
[
n
r − 1
]
q
+ qr
[
n
r
]
q
, pn+1 = pn + q−n−1pn.
Change variables r to k − r in the formula of ak and bk and we get
ak = qk
k∑
r=0
[
k
r
]
q
(−1)rqr(r−k−1)pr+1pk−r ,
bk = qk
k∑
r=0
[
k
r
]
q
(−1)rqr(r−k−2)prpk−r+1.
For ak we compute as follows:
q−k−1ak+1 =
k+1∑
r=0
[
k + 1
r
]
q
(−1)rqr(r−k−2)pr+1pk−r+1
=
k+1∑
r=0
([
k
r − 1
]
q
+ qr
[
k
r
]
q
)
(−1)rqr(r−k−2)pr+1pk−r+1
=
k∑
r=0
[
k
r
]
q
(−1)r+1q(r+1)(r−k−1)pr+2pk−r +
k∑
r=0
[
k
r
]
q
(−1)rqr(r−k−1)pr+1pk−r+1
= −q−k−1
(
k∑
r=0
[
k
r
]
q
(−1)r+1qr(r−k)(1 + q−r−2)pr+1pk−r)
+
k∑
r=0
[
k
r
]
q
(−1)rqr(r−k−1)(1 + q−k+r−1)pr+1pk−r
= (1 − q−k−3) k∑
r=0
[
k
r
]
q
(−1)rqr(r−k−1)pr+1pk−r
= q−k(1 − q−k−3)ak.
Hence we get ak+1 = (q − q−k−2)ak . Similarly we compute bk+1 as follows:
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k+1∑
r=0
[
k + 1
r
]
q
(−1)rqr(r−k−3)prpk−r+2
=
k+1∑
r=0
([
k
r − 1
]
q
+ qr
[
k
r
]
q
)
(−1)rqr(r−k−3)prpk−r+2
=
k∑
r=0
[
k
r
]
q
(−1)r+1q(r+1)(r−k−2)pr+1pk−r+1 +
k∑
r=0
[
k
r
]
q
(−1)rqr(r−k−2)prpk−r+2
= −q−k−2
(
k∑
r=0
[
k
r
]
q
(−1)rqr(r−k−1)(pr + q−r−1pr)pk−r+1)
+
k∑
r=0
[
k
r
]
q
(−1)rqr(r−k−2)(1 + q−k+r−2)prpk−r+1
= (−q−k−3 + 1) k∑
r=0
[
k
r
]
q
(−1)rqr(r−k−2)prpk−r+1
= q−k(1 − q−k−3)bk.
Hence we get bk+1 = (q − q−k−2)bk , which is the same form as ak+1. We can easily check
a0 = p1 = b0 and it deduces the desired equality. 
At last, we prove the existence of a right coideal A of type D1. It has a spectral pattern,⊕
k∈Z0(k + 1+(−1)
k
2 )πk ⊕
⊕
k∈Z0(k + 1)πk+ 12 . If A really exists, its spectral subspace Aπ 12
generates the whole C∗-algebra A. In fact, the generated C∗-algebra contains π 1
2
and the only
D1 case admits it. We have to clarify a self-conjugate π 1
2
-eigenvector η =∑s∈I 1
2
dsw
1
2
s . By the
self-conjugacy, we get d− 12 = (−q)
1
2 d 1
2
. We may assume d 1
2
is real number by applying βLz
for some z ∈ T. Uniqueness up to conjugation follows from this observation. Hence we conclude
η = (√q0x+v,√q0u+y) is a desired π 1
2
-vector. Let us write a = √q0x+v and b = √q0u+y.
We study the C∗-algebra A, which is generated by a and b, and derive the result that it is really of
type D1. By direct calculation, we obtain a∗ = √q0b and √q0ab+√q0 −1ba = 1+ q0. Because
of this equality, the smooth part of A is linearly spanned by akb for k,   0. We shall show
P 1
2
(akb) ∈ Ca + Cb. If it is done, then it shows the π 1
2
-multiplicity is exactly one. Since other
types which have a single loop at a vertex do not occur, we can conclude A is of type D1. Now
we start a proof. Applying βR to a and b, we get βRz (a) = za and βLz (b) = zb for z ∈ T. Hence
the element P 1
2
(akb) must have the following form.
⎧⎪⎪⎨⎪⎪⎩
P 1
2
(
a+1b
)= λa,
P 1
2
(
akbk+1
)= μb,
P 1
(
akb
)= 0 if |k − | = 1,
2
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μa+· · · . Hence it suffices to show P 1
2
(akbk+1) = μb. Recall the following well-known binomial
equality
(c + d)n =
n∑
r=0
[
n
r
]
q
crdn−r if dc = qcd.
Then we have
akbk+1 =
∑
0rk
0sk+1
[
k
r
]
q
[
k + 1
s
]
q
√
q0
s+r
xrvk−rusyk+1−s .
We want to take out the coefficient of u and y. For the sake of this, we make use of βL. Since we
have βLz (xrvk−rusyk+1−s) = z2r+2s−2k−1xrvk−rusyk+1−s , we obtain
P 1
2
(
akbk+1
)= k∑
r=0
[
k
r
]
q
[
k + 1
k + 1 − r
]
q
√
q0
k+1
P 1
2
(
xrvk−ruk+1−ryr
)
+
k∑
r=0
[
k
r
]
q
[
k + 1
k − r
]
q
√
q0
k
P 1
2
(
xrvk−ruk−ryr+1
)
=
k∑
r=0
[
k
r
]
q
[
k + 1
r
]
q
√
q0
k+1
q−r(−2r+2k+1)P 1
2
(
xryruk−rvk−ru
)
+
k∑
r=0
[
k
r
]
q
[
k + 1
k − r
]
q
√
q0
k
q−r(−2r+2k)P 1
2
(
xryruk−rvk−ry
)
=
√
q0
k+1(2)q
(k + 2)q
k∑
r=0
[
k
r
]
q
[
k + 1
r
]
q
(−1)r(k−r)qr(r−k+1) (r)q !(k − r + 1)q !
(k + 1)q ! u
+
√
q0
kq−k0 (2)q
(k + 2)q
k∑
r=0
[
k
r
]
q
[
k + 1
k − r
]
q
(−1)r(k−r)+kqr(r−k+2) (r + 1)q !(k − r)q !
(k + 1)q ! y,
(7.2)
where we have used Lemma 7.11 in the last equality. Moreover we use the following formula:
(n)q !
(r)q !(n− r)q ! = (−1)
r(n−r) pn
prpn−r
[
n
r
]
q
.
Then (7.2) is equal:
(7.2) = (−1)
k√q0 k+1(2)q
(k + 2)qpk+1
k∑[k
r
]
q
(−1)k−rqr(r−k+1)prpk−r+1u
r=0
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k√q0 kq−k0 (2)q
(k + 2)q !pk+1
k∑
r=0
[
k
r
]
q
(−1)k−rqr(r−k+2)pr+1pk−ry
= (−1)
k√q0 k(2)q
(k + 2)qpk+1
(
1 + q−1)(q−2;q−1)
k
(
√
q0u+ y),
where we have used Lemma 7.12. Hence we have obtained P 1
2
(akbk+1) ∈ C(√q0u+ y) and this
completes the proof of the existence of a right coideal of type D1.
(IV) A′m (3m∞) case. We assume that there exists a right coideal of type A′m. Although
we only treat the case of finite m here, we can similarly derive a contradiction in the case of
m = ∞. Look at the first vertex from the left of Fig. 14. Since the entry of the Perron–Frobenius
eigenvector of this vertex is 1, the corresponding ergodic system becomes a right coideal of
C(SUq(2)) by Proposition 4.22. Let us denote the right coideal by A. It is also of type A′m by
Theorem 4.18. The spectral subspace Aπ 1
2
generates a right coideal of type D1, which is denoted
by B . Now we consider the subsystem B ⊂ A. Let Λ be the inclusion matrix of B δ SUq(2) ⊂
A δ SUq(2). Apply Proposition 4.20 and we get the equality ΛMB(π 1
2
) = MA(π 1
2
)Λ, where
MB and MA are the multiplicity maps of B and A, respectively. They have the following form:
MB(π 1
2
) =
(
1 1
1 1
)
, MA(π 1
2
) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 0 0 . . . 0 0
1 0 1
. . .
. . . 0 0
0 1 0
. . .
. . .
...
...
0 0
. . .
. . .
. . . 0 0
...
. . .
. . .
. . .
. . . 1 0
0 0 . . . 0 1 0 1
0 0 . . . 0 0 1 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We know that the minimal projection p0 ∈ C∗r (SUq(2)) is also minimal in B δ SUq(2) and
A δ SUq(2). We discuss the corresponding vertex of p0. About B δ SUq(2) we may assume
p0 sits at the left vertex of Fig. 12. About Aδ SUq(2) we may assume p0 sits at the first vertex
from the left in Fig. 14 because the reduced system p0(A ⊗ K(L2(SUq(2))))p0 is canonically
isomorphic to A. Hence the inclusion matrix Λ must be as the following form:
Λ =
⎛⎜⎜⎜⎜⎝
1 λ1
0 λ2
...
...
0 λm−1
0 λm
⎞⎟⎟⎟⎟⎠ .
Then we want to solve the equation ΛMB(π 1
2
) = MA(π 1
2
)Λ about the non-negative integers
λ1 . . . λm, however, we immediately see it has no solutions. This is a contradiction and hence
there is not a right coideal of type A′m.
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In this final section we complete the classification program of right coideals associated to the
quantum SU(2) group. Its representation theory such as actions of U−1(su2) on C(SU−1(2))
or the Clebsh–Gordan coefficients is obtained by the limit of q0 → 1. The continuous function
algebra C(SU−1(2)) is generated by x,u, v and y which satisfy
ux = −xu, vx = −xv, uy = −yu, vy = −yv, uv = vu,
xy + uv = yx + uv = 1, x∗ = y, u∗ = v.
By simple calculation, we see κ2 = id. Hence C(SU−1(2)) is a compact Kac algebra. Refer the
theory of general Kac algebras to [8]. One of differences between cases of q = −1 and q2 = 1 is
amount of the quantum subgroups (or right coideals). Indeed, as we have seen there are not a lot
of right coideals in C(SUq(2)), on the contrary, in [17] he completely collects plentiful quantum
subgroups of SU−1(2). The main result in this section is as follows. The definition of η
n
2 and ηˆ n2
is given in the case of type Tn with odd n 3.
Theorem 8.1. If a right coideal A is not of type Tn (odd n 3) or Dn (odd n 1), there exists a
closed subgroup H in SO1(3) such that A is C(H \ SO−1(3)). If a right coideal A is of type Tn
(odd n  3), A is conjugated to C(Tn \ SU−1(2)) or C∗(η n2 , ηˆ n2 ). If a right coideal A is of
type D1, then A is conjugated to C(D1 \ SU−1(2)). If a right coideal A is of type Dn (odd
n  3), A is conjugated to C(Dn \ SU−1(2)) or C∗(η n2 ). Here conjugation is given by βLz for
some z ∈ T.
Although C(Tn \ SU−1(2)) is not isomorphic to C∗(η n2 , ηˆ n2 ) as a SU−1(2)-covariant system,
in Proposition 8.11 we show that C(Dn \ SU−1(2)) is isomorphic to C∗(η n2 ) as a SU−1(2)-
covariant system. As we have said in the previous section, we have the isomorphism between
C(SO−1(3)) and C(SO1(3)) as compact quantum groups. Hence we can conclude that right
coideals are quotient by subgroups when they are one of type A∗4, S∗4 , A∗5, D∗m (m  2), D∗∞,
T2n (n 1). Hence we have to study other types: Tn (odd n 3), A′m (m 3), Dn (odd n 1).
Contents of proofs are as follows. In (I), A′m (m 3) types are rejected. In (II), we show D1 type
is unique and therefore quotient type. In (III), Tn (odd n 3) types are classified. In the last (IV),
Dn (odd n 1) types are classified.
(I) A′m (m 3) case. The entirely same proof as in the previous section derives a contradiction
well.
(II) D1 case. If we consider the limit q0 → 1 in the previous section, we can show its existence.
In that procedure we do not need any lemma stated in that section, because π 1
2
-eigenvector is
uniquely determined and in [17, Proposition 3.8] it has been shown that there exists a right
coideal by subgroup D1 whose π 1
2
-multiplicity is one.
(III) Tn (odd n 3) case. A has the spectral pattern
⊕
k∈Z
(
1 + 2
[
k
n
])
πk ⊕
⊕
k∈Z
2
[
2k + n+ 1
2n
]
π
k+ 12 .0 0
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H ⊂ SO−1(3). From the spectral pattern there exist angles 0 χ < 2π and 0ψ < π such that
H = Tχ,ψn . We begin to determine a π1-eigenvector of C(Tχ,ψn \ SO−1(3)).
Lemma 8.2. The following vector is a π1-eigenvector for C(Tχ,ψn \ SO−1(3)):
ξχ,ψ = √2−1(−ieiχ sinψ,√2 cosψ, ie−iχ sinψ)w(π1).
Proof. First we consider a π1-eigenvector ζχ,ψ =∑t∈I1 ctw1t of C(Tχ,ψn \ SO(3)). The left ac-
tion of π1(g) ∈ Tχ,ψn is given by multiplication of w(π1)(g) to w(π1) from the left. Hence we
have to get a vector (c−1, c0, c1)w(π1)(g) = (c−1, c0, c1) for all g ∈ SU(2) with π1(g) ∈ Tχ,ψn .
If χ and ψ are equal to 0, we can easily get c±1 = 0 and c0 = 1. Since we know Tχ,ψn =
Ad(π1(r12(χ)r13(ψ)))(T0,0n ), we obtain (c−1, c0, c1) = (0,1,0)w(π1)(r13(−ψ)r12(−χ)). Us-
ing two matrices
w(π1)
(
r13(−ψ))=
⎛⎜⎝ cos
2 ψ
2 −
√
2 sin ψ2 cos
ψ
2 sin
2 ψ
2√
2 sin ψ2 cos
ψ
2 1 − 2 sin2 ψ2 −
√
2 sin ψ2 cos
ψ
2
sin2 ψ −√2 sin ψ2 cos ψ2 cos2 ψ2
⎞⎟⎠
and
w(π1)
(
r12(−χ))= ( eiχ 0 00 1 0
0 0 e−iχ
)
,
we have c±1 = ∓
√
2−1e∓iχ sinψ and c0 = cosψ . Next we make use of Ξ1 :C(SO1(3)) →
C(SO−1(3)) and get the desired eigenvector. 
Next we determine the πn
2
-eigenvector space which is two-dimensional. Let us write m for n2 .
For η =∑t∈Im dtwmt we use q = −1 version of Lemma 7.2 and we obtain√
2m(2m− 1)Ψm−1
(
ξχ,ψ , η
)= ∑
t∈Im
{−ieiχ sinψ√(m+ t)(m+ t + 1) dt+1
− (−1)m−t2 cosψ√(m− t)(m+ t) dt
+ ie−iχ sinψ√(m− t)(m− t + 1) dt−1}wmt .
Define αt , βt and γt by
αt = −ieiχ sinψ
√
(m+ t)(m+ t + 1),
βt = −(−1)m−t2 cosψ
√
(m− t)(m+ t),
γt = ie−iχ sinψ
√
(m− t)(m− t + 1).
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ing recurrence formula for t ∈ Im:
αtdt+1 + βtdt + γtdt−1 = 0. (8.1)
If we assume η is self-conjugate, we have
αtdt+1 − βtdt + γtdt−1 = 0
where we define dt = 0 for |t |m+ 1. From (8.1) we get βtdt = 0 and αtdt+1 + γtdt−1 = 0.
(a) ψ = 0, π2 case. Since βt is equal to zero if |t | = m, we have dt = 0 for |t |  m − 1. We
also have αm−1dm + γm−1dm−2 = 0. Then we get dm = 0 by αm−1 = 0 and m − 2  −m + 1.
This shows dt are all equal to zero. This is not appropriate.
(b) ψ = 0 case. Then similarly we have dt = 0 for |t |m− 1. Since πm-eigenvector space is
two-dimensional, it is spanned by wm±m. This shows A = C(Tn \ SU−1(2)).
(c) ψ = π2 case. We have only a non-trivial equation αtdt+1 + γtdt−1 = 0. Its solution space
is two-dimensional. We give an explicit solution as follows. The proof is straightforward.
Lemma 8.3. Let m be a half-integer in 32 + Z0 and 0  χ < 2π . Consider the recurrence
equation,
−ieiχ√(m+ t)(m+ t + 1)dt+1 + ie−iχ√(m− t)(m− t + 1)dt−1 = 0.
Then its solution is a linear combination of
dt = ei(m−t)χ
[
2m
m− t
] 1
2
and dt = (−1)m−t ei(m−t)χ
[
2m
m− t
] 1
2
.
Define two πm-eigenvectors of C(SU−1(2)) ηmχ and ηˆmχ by
ηm,χ =
∑
t∈Im
ei(m−t)χ
[
2m
m− t
] 1
2
wmt , ηˆ
m,χ =
∑
t∈Im
(−1)m−t ei(m−t)χ
[
2m
m− t
] 1
2
wmt .
Since the πm-eigenvector space of A is two-dimensional, it is spanned by the above vectors.
Conversely we consider the right coideal B which is generated by ηm,χ and ηˆm,χ . We want
to conclude that B is a right coideal of type Tn and hence B coincides with A as a result.
For the sake of this, it suffices to show that the π-eigenvector space of B is trivial for all  ∈
{ 12 , . . . ,m− 1}. We prepare the element gθ,χ of SU(2) defined by
gθ,χ =
(
cos θ2 −ie−iχ sin θ2
−ieiχ sin θ2 cos θ2
)
.
Recall the ∗-homomorphism υgθ,χ :C(SU−1(2)) → B(C2):(
υgθ,χ (x) υgθ,χ (u)
)
=
(
cos θ2σ1 ie
−iχ sin θ2σ2
iχ θ θ
)
.υgθ,χ (v) υgθ,χ (y) −ie sin 2σ2 cos 2σ1
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ρgθ,χ (x) ρgθ,χ (u)
ρgθ,χ (v) ρgθ,χ (y)
)
=
(
cos θ2σ1 ⊗ x + ie−iχ sin θ2σ2 ⊗ v cos θ2σ1 ⊗ u+ ie−iχ sin θ2σ2 ⊗ y
−ieiχ sin θ2σ2 ⊗ x + cos θ2σ1 ⊗ v −ieiχ sin θ2σ2 ⊗ u+ cos θ2σ1 ⊗ y
)
.
Lemma 8.4. Let m be a half-integer in 12 +Z0. For all s ∈ Im we have the following equalities:
ρgθ,χ
((
ηm,χ
)
s
)= ∑
r∈Im
(
cosmθσ1 + (−1)m−r i sinmθσ2
)⊗ ei(m−r)χ[ 2m
m− r
] 1
2
w(πm)r,s ,
ρgθ,χ
((
ηˆm,χ
)
s
)= ∑
r∈Im
(
(−1)m−r cosmθσ1 − i sinmθσ2
)⊗ ei(m−r)χ[ 2m
m− r
] 1
2
w(πm)r,s .
Proof. Since ρgθ,χ commutes with the lowering operator f , it is enough to show those equal-
ities with s = −m. Here it is proved by induction on m. We can easily show ρgθ,χ ◦ βLz =
(id ⊗ βLz ) ◦ ρgθ,0 where z is equal to ei
χ
2
. Moreover we have ηm,χ−m = eimχβLz (ηm,0−m) and ηˆm,χ−m =
eimχβLz (ηˆ
m,0
−m). Hence it yields ρgθ,χ (η
m,χ
−m ) = eimχ(id ⊗ βLz ) ◦ ρgθ,0(ηm,0−m) and ρgθ,χ (ηˆm,χ−m ) =
eimχ(id ⊗ βLz ) ◦ ρgθ,0(ηˆm,0−m). Hence we may assume χ is equal to 0. For simplicity of nota-
tions we write gθ , ηm and ηˆm for gθ,0, ηm,0 and ηˆm,0, respectively. When m is equal to 12 , the
desired equalities are easily obtained. We assume that the desired equalities hold for m. We
can justify an equality about ρgθ (ηm+1−(m+1)) as follows. Making use of the equality ηm+1−(m+1) =
x2ηm−m + 2xηm−mv + ηm−mv2, the computation of ρgθ (x2ηm−m), ρgθ (2xηm−mv) and ρgθ (ηm−mv2) is
carried out in the following way:
ρgθ
(
x2ηm−m
)= (cos2 θ
2
⊗ x2 − 2 sin θ
2
cos
θ
2
σ3 ⊗ xv − sin2 θ2 ⊗ v
2
)
×
∑
r∈Im
(
cosmθσ1 + (−1)m−r i sinmθσ2
)⊗ [ 2m
m− r
]
xm−rvm+r
=
∑
r∈Im+1
(
cos2
θ
2
(
cosmθσ1 + (−1)m+1−r i sinmθσ2
)[ 2m
m− r − 1
]
+ 2 sin θ
2
cos
θ
2
(−sinmθσ1 + (−1)m+1−r i cosmθσ2)[ 2m
m− r
]
− sin2 θ
2
(
cosmθσ1 + (−1)m+1−r i sinmθσ2
)[ 2m
m− r + 1
])
⊗ xm+1−rvm+1+r ,
ρgθ
(
xηm−mv
)= ∑
r∈I
(
sin
θ
2
cos
θ
2
(−sinmθσ1 + (−1)m+r i cosmθσ2)[ 2m
m− r − 1
]m+1
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(
cos2
θ
2
− sin2 θ
2
)(
cosmθσ1 − (−1)m−r i sinmθσ2
)[ 2m
m− r
]
+ sin θ
2
cos
θ
2
(−sinmθσ1 − (−1)m−r i cosmθσ2)[ 2m
m− r + 1
])
⊗ xm+1−rvm+1+r
and
ρgθ
(
ηm−mv2
)= ∑
r∈Im+1
(
−sin2 θ
2
(
cosmθσ1 − (−1)m−r i sinmθσ2
)[ 2m
m− r − 1
]
+ 2 sin θ
2
cos
θ
2
(−sinmθσ1 + (−1)m+r i cosmθσ2)[ 2m
m− r
]
+ cos2 θ
2
(
cosmθσ1 − (−1)m−r i sinmθσ2
)[ 2m
m− r + 1
])
⊗ xm+1−rvm+1+r .
Then we can derive ρgθ (η
m+1
−(m+1)) =
∑
r∈Im+1(cos(m + 1)θ + (−1)m+1−r i sin(m + 1)θ) ⊗[ 2m+2
m+1−r
]
xm+1−rvm+1+r where we use the formula
[ 2m+2
m+1−r
] = [ 2m
m−r−1
] + 2[ 2m
m−r
] + [ 2m
m−r+1
]
.
By induction the assertion about ρgθ (ηm−m) is justified. About ρgθ (ηˆm−m) we make use of
ρgθ ◦ βLi = (id ⊗ βLi ) ◦ ρg−θ and ηˆm−m = i2mβLi (ηm−m). 
Especially putting θ = π
m
k (k = 0, . . . , n− 1) and z = e−i χ2 , we get
ρg π
m k,χ
(
ηm,χs
)= (−1)kσ1 ⊗ ηm,χs ,
ρg π
m k,χ
(
ηˆm,χs
)= (−1)kσ1 ⊗ ηˆm,χs .
Therefore B is contained in a C∗-algebra
Cn,χ = {a ∈ C(SU−1(2)) ∣∣ ρg π
m k,χ
(a) ∈ (C + Cσ1)⊗ Ca for all 0 k < n
}
.
Actually, Cn,χ is a right coideal because of (ρg π
m k,χ
⊗ id) ◦ δ = (id ⊗ δ) ◦ ρg π
m k,χ
.
Lemma 8.5. The following equalities hold:
Ψ1
(
ηm,χ , ηˆm,χ
)= −i√m22me2imχξχ, π2 ,
Ψ1
(
ηˆm,χ , ηm,χ
)= −i√m22me2imχξχ, π2 ,
Ψ1
(
ηm,χ , ηm,χ
)= Ψ1(ηˆm,χ , ηˆm,χ )= 0.
Proof. We give a proof for only the first one. Others are proved similarly. By defini-
tion we have Ψ1(ηm,χ , ηˆm,χ ) = ∑2m−1r=0 (C1m,m)rηm,χm−r−1ηˆm,χ−m+r where (C1m,m)r is equal to
(−1)r√2m−1√(r + 1)(2m− r). Define complex numbers c±1 and c0 by Ψ1(ηm,χ , ηˆm,χ ) =
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phism πT :C(SU−1(2)) → C(T). In fact we get πT(Ψ1(ηm,χ , ηˆm,χ )s) = z2scs for all z ∈ T and
1 s  1. First we have
Ψ1
(
ηm,χ , ηˆm,χ
)
−1 =
2m−1∑
r=0
√
2m
−1
(−1)r√(r + 1)(2m− r)(ηm,χ )
m−1−r ηˆ
m,χ
−m+r . (8.2)
Applying πT to the both side, we have
c−1 =
2m−1∑
r=0
√
2m
−1
(−1)r√(r + 1)(2m− r)[ 2m
r + 1
] 1
2
[
2m
2m− r
] 1
2
× (−1)2m−r ei(r+1)χ ei(2m−r)χ
= (−1)2m√2m−1ei(2m+1)χ
2m−1∑
r=0
2m!
r!(2m− 1 − r)!
= −22m−1√2mei(2m+1)χ .
If we apply the lowering operator f to (8.2), then we can easily obtain
Ψ1
(
ηm,χ , ηˆm,χ
)
0 = −
√
m
−1 2m∑
r=0
(m− r)(ηm,χ )
m−r ηˆ
m,χ
−m+r , (8.3)
where we use the fact of f · ξp = i−2ν+1√(ν − p)(ν + p + 1) ξp+1 for a πν -eigenvector ξ . Ap-
plying πT to (8.3), we obtain c0 = −√m−1∑2mr=0(m− r)[2mr ](−1)2m−r = 0. Since we also have
Ψ1
(
ηm,χ , ηˆm,χ
)
1 =
2m−1∑
r=0
√
2m
−1
(−1)r√(r + 1)(2m− r)(ηm,χ )
m−r ηˆ
m,χ
−m+r+1,
similarly we can derive c1 = 22m−1
√
2mei(2m−1)χ . 
Now we start to prove that B is a right coideal of type Tn. Let n′ be a smallest odd integer
such that the πn′
2
-eigenvector space of B is not trivial. Put m′ = n′2 . We claim m′  32 . This
is because there exist no non-zero complex numbers c− 12 and c 12 such that c− 12 x + c 12 v is an
element of Cm,χ . From the previous lemma, B contains π1-part and it shows B is not of type D
for some odd  3 but of Tn′ . Again by Lemma 8.3 for m′, the πm′ -eigenvector space is spanned
by ηm′,χ and ηˆm′,χ . In particular, ηm
′,χ
−m′ is an element of C
n,χ
. Since we have for 0 k  n− 1
ρg 2π
n k,χ
(
η
m′,χ
−m′
)= ∑
r∈Im′
(
cos
m′
m
πkσ1 − (−1)m′−r i sin m
′
m
πkσ2
)
⊗ ei(m′−r)χ
[
2m′
′
] 1
2
w(πm′)r,−m′m − r
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m
must be equal to 1. Hence the π-eigenvector space is trivial for  ∈
{ 12 , . . . ,m − 1}. This case is only admitted as type Tn. As a result we also see that B coincides
with Cn,χ .
We have proved that a right coideal of type Tn (odd n 3) arises from the cyclic group in the
maximal torus T or the cyclic group T
π
2 ,χ
n . We have to check two right coideals C(Dn \SU−1(2))
and Cn,χ are not SU−1(2)-isomorphic. It suffices to prove it in the case of χ = 0 by consider-
ing βL. Assume that there exists an SU−1(2)-isomorphism ϑ :C(Dn \ SU−1(2)) → Cn,0. It in-
duces the map between eigenvector spaces defined by ϑ(ξ)= (ϑ(ξr ))r∈Iμ for πμ-eigenvector ξ .
On the eigenvector spaces, ϑ preserves the inner product, the conjugation operation T and more-
over the product map Ψ . Take complex numbers λ and μ which satisfy ϑ(wm−m) = ληm +μηˆm.
By Lemma 8.5 and Ψ1(wm−m,wm−m) = 0, we have −iλμ
√
m22m+1ξ0, π2 = 0. Hence λ = 0 or
μ = 0. By using βL we may assume μ = 0. Now we have ϑ(wm−m) = ληm. If we apply the
conjugation T to the both side, we obtain ϑ(wmm) = ληm. This shows the range of ϑ onto πm-
eigenvector space is one-dimensional, however, this is contradiction. Therefore C(Tn \SU−1(2))
and Cn,0 are not SU−1(2)-isomorphic. Finally we will make a discussion on characterizing
a right coideal Cn,χ by a quantum subgroup of SU−1(2). Let us recall a closed subgroup of
SU−1(2) which corresponds to T
π
2 ,0
n , that is, we consider the compact set Z = π−11 (T
π
2 ,0
n ) and
define C(GZ) = πZ(C(SU−1(2))). We denote a subgroup GZ by (T
π
2 ,0
n )#. The set Z is actu-
ally a binary subgroup (T
π
2 ,0
n )
∗ and consists of {g 2πn k | 0  k  2n − 1}. Hence C((T
π
2 ,0
n )#) ⊂⊕
0k2n−1 Ms(k)(C) where s(k) = 1 if k = 0, n and s(k) = 2 otherwise. We denote the coprod-
uct of C((T
π
2 ,0
n )#) by δZ . Now we look at the equality ρ
g
2π
n k
(ηms ) = (−1)kσ1 ⊗ ηms for 0 k 
2n−1 and s ∈ Im. Define a self-adjoint unitary in C((T
π
2 ,0
n )#) by w =⊕k =0,n(−1)kσ1 ⊕1⊕−1.
Then the above equality is equivalent to (πZ ⊗ id) ◦ δ(ηms ) = w ⊗ ηms . Moreover, we have
δZ(w)⊗ ηms = (δZ ◦ πZ ⊗ id) ◦ δ
(
ηms
)
= (πZ ⊗ πZ ⊗ id) ◦ (δ ⊗ id)δ
(
ηms
)
= (πZ ⊗ πZ ⊗ id) ◦ (id ⊗ δ)δ
(
ηms
)
= w ⊗w ⊗ ηms .
Hence we have proved the following proposition.
Proposition 8.6. A self-adjoint unitary w is a group-like element in C((T
π
2 ,0
n )#).
A C∗-algebra generated by w becomes a Hopf ∗-algebra which is isomorphic to C(Z2). With
this identification we have Cn,0 = {a ∈ C(SU−1(2)) | (πZ ⊗ id) ◦ δ(a) ∈ C(Z2)⊗ Ca}. For gen-
eral Cn,χ we also get similar results by using βLz . We study all the irreducible representations
of (T
π
2 ,0
n )# as follows. Let us denote the restriction of the fundamental representation to (T
π
2 ,0
n )#
simply by w(π 1
2
)|. Then we have w(π 1
2
)| = ( πZ(x) πZ(u)
πZ(v) πZ(y)
)
where we have
πZ(x) =
⊕
cos
π
n
kσ1 ⊕ 1 ⊕ −1,k =0,n
72 R. Tomatsu / Journal of Functional Analysis 254 (2008) 1–83Fig. 1. The McKay diagram of (T
0, π2
n )#, 2n nodes.
πZ(u) =
⊕
k =0,n
i sin
π
n
kσ2 ⊕ 0 ⊕ 0,
πZ(v) =
⊕
k =0,n
−i sin π
n
kσ2 ⊕ 0 ⊕ 0,
πZ(y) =
⊕
k =0,n
cos
π
n
kσ1 ⊕ 1 ⊕ −1.
The unitary representation w(π 1
2
)| invariantly acts on two lines Cξ± = C
( 1
±i
)
and their one-
dimensional actions are given by w+ and w− with
w± =
⊕
k =0,n
(
0 e±i πn k
e∓i πn k 0
)
⊕ 1 ⊕ −1.
Hence we have w(π 1
2
)| = w+ ⊕ w−. Notice that w± are the self-conjugate unitary representa-
tions. This shows the difference from the fusion rules of the ordinary cyclic group T2n. And
define the tensor product representations w+− = w+w− and w−+ = w−w+. Then they are
self-conjugate and non-equivalent to each other, where non-equivalence comes from the non-
commutativity of the underlying space (T
π
2 ,0
n )#. If we want to write the McKay diagram, we
compute w(π 1
2
)| ·w+ = 1 ⊕w−+ and bond the vertices + and −+ by a single line. We continue
these procedures to get all the irreducible representations. As a result, they are represented by
the reduced words (+ − +−, etc.) whose lengths are less than or equal to n (Fig. 1). For length
n word, we can easily check w = +− · · ·−+ = −+ · · ·+−. Hence w sits at the bottom vertex.
The fusion rules are given by this equality, +2 = 1, −2 = 1 and (±) = ±. In the above proposi-
tion, we get a self-adjoint unitary w. It is the nth irreducible representation + − · · · − +. Let us
denote g = +− and s = +. Then we have s2 = 1, gn = 1 and sgs = g−1. This shows that the
dual group
̂
(T
π
2 ,0
n )# is isomorphic to Dn, and hence C((T
π
2 ,0
n )#) ∼= C∗r (Dn) as the Hopf algebras.
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⊕
k∈Z0
([
k
n
]
+ 1 + (−1)
k
2
)
πk ⊕
⊕
k∈Z0
([
2k + 1
n
]
−
[
k
n
])
π
k+ 12 .
Let B be a right coideal of the integer parts of A. Since B is a right coideal of C(SO−1(3)),
it must be a quotient by subgroup of SO−1(3) for some angles 0  φ < 2πn , 0  χ < 2π and
−π  ψ  π . Look at the spectral pattern for B and we see that B = C(Dφ,χ,ψn \ SO−1(3)) We
have to clarify its self-conjugate π2-eigenvector.
Lemma 8.7. The following vector is a π2-eigenvector for C(Dφ,χ,ψn \ SO−1(3)):
ζφ,χ,ψ =
(
ei2χ
√
6
4
sin2 ψ, ieiχ
√
6
2
sinψ cosψ,1 − 6
4
sin2 ψ,
− ie−iχ
√
6
2
sinψ cosψ,e−i2χ
√
6
4
sin2 ψ
)
w(π2).
Proof. The proof is done as Lemma 8.2 with considering w(π2) and Dn,φ,χ,ψ =
Ad(π1(r12(χ)r13(ψ)r12(φ)))(D0,0,0n ). 
Next we use the following lemma in order to get a πn
2
-eigenvector of A, which is proved by
q0 → 1 in Lemma 7.5 and an elementary calculation for w2±1.
Lemma 8.8. Let m be a half-integer with m ∈ 12 + Z0. Then we have the following equalitiesfor all t ∈ Im:
Ψm−1
(
w2−2,wmt
)= (−1)m−t 1
2m− 2
√
4(m− t + 1)(m+ t)(m+ t − 1)(m+ t − 2)
2m(2m− 1) w
m−1
t−2 ,
Ψm−1
(
w2−1,wmt
)= 2(m− 2t + 2)
2m− 2
√
(m+ t)(m+ t − 1)
2m(2m− 1) w
m−1
t−1 ,
Ψm−1
(
w20,w
m
t
)= −(−1)m−t 2t
(2m− 2)
√
3!(m+ t)(m− t)
2m(2m− 1) w
m−1
t ,
Ψm−1
(
w21,w
m
t
)= −2(m+ 2t + 2)
2m− 2
√
(m− t)(m− t − 1)
2m(2m− 1) w
m−1
t+1 ,
Ψm−1
(
w22,w
m
t
)= −(−1)m−t 1
2m− 2
√
4(m+ t + 1)(m− t)(m− t − 1)(m− t − 2)
2m(2m− 1) w
m−1
t+2 .
Let us define αt , βt , γt , δt and εt for t ∈ Im by
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√
6
4
ei2χ sin2 ψ(−1)m−t√4(m− t − 1)(m+ t + 2)(m+ t + 1)(m+ t),
βt =
√
6eiχ sinψ cosψ(m− 2t)√(m+ t + 1)(m+ t),
γt = 2
(
−1 + 6
4
sin2 ψ
)
(−1)m−t t√3!(m+ t)(m− t),
δt = −
√
6e−iχ sinψ cosψ(m+ 2t)√(m− t + 1)(m− t),
εt = −
√
6
4
e−i2χ sin2 ψ(−1)m−t√4(m+ t − 1)(m− t + 2)(m− t + 1)(m− t),
with αm = 0 = ε−m. Now we put m = n2 . Take a self-conjugate πm-eigenvector η =
∑
t∈Im dtw
m
t
of A. The self-conjugacy means d−t = dt . Since the πm−1-part of A is zero, we obtain
Ψm−1(ζψ, η) = 0 and this is equivalent to the following recurrence formula:
αtdt+2 + βtdt+1 + γtdt + δtdt−1 + εtdt−2 = 0 (8.4)
for t ∈ Im, where we define dt = 0 for |t |m + 1 as usual. Making use of d−t = dt , α−t = εt ,
β−t = −δt and γ−t = γt , where we use (−1)2t = −1, we also have
αtdt+2 − βtdt+1 + γtdt − δtdt−1 + εtdt−2 = 0.
From (8.4) and this we get
αtdt+2 + γtdt + εtdt−2 = 0, (8.5)
βtdt+1 + δtdt−1 = 0. (8.6)
We analyze them as follows.
(1) 0 < ψ < π2 case. We want to derive a contradiction to non-triviality of η. If we give a
number d−m, then by (8.5) or (8.6) we can inductively determine d−m+2, . . . , dm−1. By the self-
conjugacy, we obtain the whole numbers dt . Hence η is uniquely determined by d−m or dm.
Because of non-triviality of solutions {dt }t∈Im , the determinant of the following matrix must be
zero for all t ∈ Im: (
αt γt εt
βt+1 δt+1 0
0 βt−1 δt−1
)
.
Hence we have the equation for t,m and ψ ,
αtδt−1δt+1 − βt+1γtδt−1 + βt−1βt+1εt = 0 (8.7)
for t ∈ Im. If we put t = m− 1, then we easily get sin2 ψ = 3m−45m−8 .
(1a) n = 3 case. Then m is equal to 32 and we have sin2 ψ = −1 < 0. This is a contradiction.
(1b) n 5 case. If we put t = m−2 (−m+1), then we easily get sin2 ψ = 12(m−2)25m2−24m+24 . This
is a contradiction to sin2 ψ = 3m−4 .5m−8
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(2) ψ = 0 case. We have η = wm0 and γt = −2(−1)m−t t
√
3!(m+ t)(m− t) and αt = βt =
δt = εt = 0. Then we get dt = 0 for |t |m− 1. This case A is C(Dn \ SU−1(2)).
(3) ψ = π2 case. We have ζφ,χ,
π
2 =
√
6
4 e
i2χw2−2 − 12w20 +
√
6
4 e
−i2χw22 and βt = δt = 0 and
others are
αt =
√
6
4
ei2χ (−1)m−t√4(m− t − 1)(m+ t + 2)(m+ t + 1)(m+ t),
γt = (−1)m−t t
√
3!(m+ t)(m− t),
εt = −
√
6
4
e−i2χ (−1)m−t√4(m+ t − 1)(m− t + 2)(m− t + 1)(m− t).
Recall vectors ηm,χ and ηˆm,χ which are introduced in the previous case Tn. We easily confirm
that they are independent solutions of αtdt+2 + γtdt + εtdt−2 = 0. Let η = λ0ηm,χ + λ1ηˆm,χ be
a self-conjugate πm-eigenvector of A where λ0 and λ1 are complex numbers. Since the con-
jugation operation T satisfies T ηm,χ = e−i2mχηm,χ and T ηˆm,χ = −e−i2mχ ηˆm,χ , there exist
real numbers μ0 and μ1 with λ0 = μ0e−imχ and λ1 = iμ1e−imχ . The π1-eigenvector Ψ1(η, η)
must be zero because of the absence of π1-part in A. By Lemma 8.5 we have Ψ1(η, η) =
2μ0μ1
√
2m22m−1ξχ, π2 . It shows μ0 or μ1 is equal to zero. Hence the πm-eigenvector space of B
consists of scalar multiples of ηm,χ or ηˆm,χ . We can easily check βLi (η
m,χ
r ) = i−2mηˆm,χr for all
r ∈ Im and hence may assume that the πm-eigenvector space of A is spanned by ηm,χ if necessary
by applying βLi . Moreover we may also assume χ = 0 by applying βLz where z = ei
χ
2
. Let B be
a right coideal generated by ηmr = ηm,0r with all r ∈ Im. Notice that B is contained in Cn,0 which
is defined in the discussion on the type Tn. Hence B is of type Tn or Dn. We want to show B is
actually of type Dn. This is proved by Proposition 8.11 or the following direct calculation which
takes us the similar characterization on the right coideal as Proposition 8.6. In order to study it
we have to clarify the type of the right coideal C which is the integer part of B . Whether C is
of type Tn or Dn, its π2-multiplicity is one. Hence the π2-eigenvector of C is a scalar multiple
of ζφ,0,
π
2
. We show that there exists an angle 0 φ < 2π
n
such that C = C(Dφ,0,
π
2
n \ SO−1(3)).
We already know all ηmr for r ∈ Im are fixed by the rotation of T0,
π
2
n . It suffices to show ηmr ηms
is fixed by the rotation of angle π around the axis π1(r23(−φ)) · σ3 for any r, s ∈ Im. This ro-
tation is obtained by the matrix kφ ∈ SU(2) kφ = (−i cosφ −sinφ
sinφ i cosφ
)
. Define the ∗-homomorphism
ρkφ = (υkφ ⊗ id) ◦ δ.
Lemma 8.9. For any m ∈ 12 + Z0 and s ∈ Im the following equalities hold:
ρkφ
(
ηms
)= i2m ∑
r∈Im
(
cos 2mφσ1 − (−1)m−r i sin 2mφσ2
)⊗ (−1)m−r[ 2m
m− r
] 1
2
w(πm)r,s ,
ρkφ
(
ηˆms
)= i2m ∑
r∈Im
(
cos 2mφσ1 + (−1)m−r i sin 2mφσ2
)⊗ [ 2m
m− r
] 1
2
w(πm)r,s .
Proof. kφ is equal to r12(π)r23(2φ) = r12(π)g2φ,0 where gθ,χ is a matrix defined in the
study of Tn case. Since we have ρkφ (x) = −iρg−2φ,0(x) and ρkφ (v) = iρg−2φ,0(v), the equalities
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m−m) = i2mρg2φ,0(ηˆm−m) and ρkφ (ηˆm−m) = i2mρg2φ,0(ηm−m) hold. By Lemma 8.4 we obtain the
desired equalities. 
Now we solve the equation for φ; ρkφ (ηms ηmt ) = 1 ⊗ ηms ηmt for all s, t ∈ Im. First we con-
sider s = t = −m. We focus on the term of x4m in the both sides. In the left-hand side, we
have i4m(cos 2mφσ1 − i sin 2mφσ2)2 ⊗ x4m. In the right one, we have 1 ⊗ x4. Hence we have
i4m(cos 2mφσ1 − i sin 2mφσ2)2 = 1. It yields cos 4mφ = −1 and hence φ must be equal to
π
2n or
3π
2n . Then we obtain ρkφ (η
m
s ) = ±i2m+1σ2 ⊗ ηms for all s ∈ Im with respect to φ = π2n
or 3π2n . It shows the desired fixed element property of η
m
s η
m
t by ρkφ for all s, t ∈ Im because of
i2m+1 ∈ {−1,1}. Therefore we have proved B is a right coideal of type Dn. Note that B does not
depend on the choice of φ = π2n or 3π2n . In summary, a right coideal of type Dn is made from the
quotient Dn \ SU−1(2) or generated by a πm-eigenvector ηm.
As in the previous case of Tn (odd n  3) we can also observe the similar results about a
group-like unitary. Here we treat only the case χ = 0, φ = π2n , that is, Z is π−11 (D
π
2n ,0,
π
2
n ) in
order to avoid similar arguments. Denote the subgroup GZ by (D
π
2n ,0,
π
2
n )#. Now Z consists of
{g 2πn k}0k2n−1 ∪ {kφg 2πn }02n−1. Hence the subgroup (D
π
2n ,0,
π
2
n )# contains (T
0, π2
n )#. We
call the subsets {g 2πn k}0k2n−1 and {kφg 2πn }02n−1 the cyclic component and the reflective
component, respectively. By definition of the restriction map, we have
C
((
D
π
2n ,0,
π
2
n
)
#
)⊂ ⊕
0k2n−1
Ms(k)(C)⊕
⊕
02n−1
Mt ()(C)
where s(k) = 2 except for k = 0,2 and t () = 2 except for  = n−12 , 3n−12 . First note the equality
kφgθ = kφ+ θ2 . Then we get
ρkφgθ
(
ηms
)= i2m ∑
r∈Im
(−sinmθσ1 − (−1)m−r i cosmθσ2)⊗ (−1)m−r[ 2m
m− r
] 1
2
w(πm)r,s .
Hence it immediately derives
ρ
kφg
2π
n k
(
ηms
)= i2m+1(−1)k+1σ2 ⊗ ηms for 0 k  n− 1.
Define a self-adjoint unitary
w˜ = w ⊕
⊕
 = n−12 , 3n−12
(−1)+1i2m+1σ2 ⊕ 1 ⊕ −1
where w is a self-adjoint group-like unitary defined in the previous Tn case.
Proposition 8.10. A self-adjoint unitary w˜ is a group-like element in C((D
π
2n ,0,
π
2
n )#).
Let C(Z2) be a Hopf ∗-subalgebra C + Cw˜ in C((D
π
2n ,0,
π
2
n )#). Then we get
B = {a ∈ C(SU−1(2)) ∣∣ (πZ ⊗ id) ◦ δ(a) ∈ C(Z2)⊗ Ca}.
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π
2
n )#, n+ 3 nodes.
We study all the irreducible representations of (D
π
2n ,0,
π
2
n )#. The McKay diagram of (D
π
2n ,0,
π
2
n )# ⊂
SU−1(2) about π 1
2
is shown in Fig. 2. In Fig. 2, τ+0 is the trivial representation and τ1 is the
restriction of w(π 1
2
) to D
π
2n ,0,
π
2
n . We study where the above group-like unitary w˜ sits. The re-
striction of w(π 1
2
) to (D
π
2n ,0,
π
2
n )# is denoted simply by w(π 1
2
)|. For the π 1
2
-module W1 we use an
orthonormal basis ξ± = C
( 1
±i
)
. Then we obtain w(π 1
2
)| ·ξ± = ξ±⊗w± for the cyclic component
and w(π 1
2
)| · ξ± = ξ∓ ⊗ v± for the reflective component, where w± have been already defined in
the previous Tn case and
v± =
⊕
 = n−12 , 3n−12
(
−i cos
(
φ + π
n

)
σ1 ± i sin
(
φ + π
n

)
σ2
)
⊕ ±i ⊕ ∓i.
Hence v∗± = −v± and v2± = −1. Let us consider the tensor product W1 ⊗ W1. Its irreducible
submodules are W±0 = C(ξ+ ⊗ ξ+ ∓ ξ− ⊗ ξ−) and W2 = Cξ+ ⊗ ξ− + Cξ− ⊗ ξ+ which give
τ±0 and τ2, respectively. Hence for τ
−
0 , the cyclic component acts trivially and the reflective
component acts as the multiplication of −1. Proceeding tensor products and decompositions, we
get the τj -module Wj = Cξ+⊗ξ−⊗· · ·⊗ξ−⊗ξ++Cξ−⊗ξ+⊗· · ·⊗ξ+⊗ξ− for 1 j  n−1,
where the length of the words ξ± is j . The cyclic component acts on Wj as the direct sum module
of w+w− · · ·w−w+ and w−w+ · · ·w+w−. The reflective component acts there v+v− · · ·v−v+
and v−v+ · · ·v+v−. When j is odd, we have
v±v∓ · · ·v∓v± =
⊕
 = n−12 , 3n−12
ij
(
−cos j
(
φ + π
n

)
σ1 ± sin j
(
φ + π
n

)
σ2
)
⊕ ±i ⊕ ∓i.
Finally considering the tensor products module W1 ⊗Wn−1, we get its one-dimensional submod-
ules W±n = C(ξ± ⊗ ξ∓ ⊗ · · · ⊗ ξ∓ ⊗ ξ± ± iξ∓ ⊗ ξ± ⊗ · · · ⊗ ξ± ⊗ ξ∓). We investigate the action
of (D
π
2n ,0,
π
2
n )# on them. The cyclic component acts by w+w− · · ·w−w+ = w. Since we have
the equality v±v∓ · · ·v∓v± =⊕k = n−12 , 3n−12 in(−1)k(−1)±1+1σ2 ⊕±i ⊕∓i, the reflection com-
ponent acts on W±n by
⊕
k = n−12 , 3n−12 i
n+1(−1)k(−1)±1+12 σ2 ⊕ ±1 ⊕ ∓1. Hence the self-adjoint
group-like unitary w˜ is the unitary representation on W+n . Especially we get τ±n = τ±n . Recall
the classical q = 1 case D∗n ⊂ SU(2). Then it has the same McKay diagram, however, we know
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π
2n ,0,
π
2
n )# ⊂ SU−1(2) and
D∗n ⊂ SU(2).
We have classified all the right coideals of type Dn (odd n 3). They are C(Dn \ SU−1(2))
or C∗(ηm) up to conjugacy by the maximal torus action βL, where C∗(ηm) is a right coideal
generated by ηmr for all r ∈ Im. Finally we end this section with the following result.
Proposition 8.11. As SU−1(2)-covariant systems, C(Dn \SU−1(2)) and C∗(ηm) are isomorphic.
Proof. Let g be a matrix in SU(2),
r13
(
π
2
)
=
( √
2−1
√
2−1
−√2−1 √2−1
)
.
Recall the SU−1(2)-homomorphism ρg = (υg ⊗ id) ◦ δ :C(SU−1(2)) → B(C2) ⊗C(SU−1(2)).
υg satisfies
( υg(x) υg(u)
υg(v) υg(y)
)= ( √2−1σ1 −√2−1σ2
−√2−1σ2
√
2−1σ1
)
. Then we obtain
υg
(
w(πm)−m,r
)= √2−2m(−1)m+r[ 2m
m− r
] 1
2
σm−r1 σ
m+r
2 ,
υg
(
w(πm)m,r
)= √2−2m(−1)m−r[ 2m
m− r
] 1
2
σm−r2 σ
m+r
1
for all r ∈ Im. We also have the equality
(−1)m+rσm−r1 σm+r2 + (−1)m−rσm−r2 σm+r1 = (−1)2m(σ2 − σ1)
for all r ∈ Im. Then we have
ρg
(
xn + vn)= ρg(w(πm)−m,−m +w(πm)m,−m)
=
∑
r∈Im
(
υg
(
w(πm)−m,r
)+ υg(w(πm)m,r))⊗w(πm)r,−m
= √2−2m
∑
r∈Im
[
2m
m− r
] 1
2 (
(−1)m+rσm−r1 σm+r2 + (−1)m−rσm−r2 σm+r1
)
⊗w(πm)r,−m
= −√2−2m
∑
r∈Im
[
2m
m− r
] 1
2
(σ2 − σ1)⊗w(πm)r,−m
= −√2−2m(σ2 − σ1)⊗ ηm−m.
Let us define the self-adjoint unitary ν = √2−1(σ2 − σ1). Then we have ρg(w(πm)−m,s +
w(πm)m,s) = −
√
21−2mν ⊗ ηms for all s ∈ Im. Hence we get ρg(C(Dn \ SU−1(2))) ⊂ C∗(ν) ⊗
C∗(ηm). Take a ∗-homomorphism ω :C∗(ν) → C and we have an SU−1(2)-homomorphism
R. Tomatsu / Journal of Functional Analysis 254 (2008) 1–83 79(ω ⊗ id) ◦ ρg :C(Dn \ SU−1(2)) → C∗(ηm). This is clearly surjective and the injectivity fol-
lows from Remark 4.23. 
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Appendix A
We list all the connected graphs of norm 2 from Fig. 3 to Fig. 15 and the spectral patterns of
ergodic systems which sit at the vertex of 1 (the entry of the Perron–Frobenius vector). Because
we need not to specify the detailed pattern of type A′m in our classification program, we do not
list it in the A′m case.
Fig. 3. 1.
Fig. 4. Tm , m nodes.
Fig. 5. T.
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Fig. 7. D∗n (n 2), n+ 3 nodes.
Fig. 8. D∗∞.
Fig. 9. A∗4.
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Fig. 11. A∗5.
Fig. 12. D1.
Fig. 13. Dn (odd n 3), (n+ 3)/2 nodes.
Fig. 14. A′m (m 3) nodes.
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1
⊕
ν∈ 12 (2ν + 1)πν,
Tn (even n 2)
⊕
k∈Z0(1 + 2[ 2kn ])πk,
Tn (odd n 3)
⊕
k∈Z0(1 + 2[ kn ])πk ⊕
⊕
k∈Z0 2[ 2k+n+12n ]πk+ 12 ,
T
⊕
k∈Z0 πk,
SU(2) π0,
D∗m (m 2)
⊕
k∈Z0(
1+(−1)k
2 + [ km ])πk,
D∗∞
⊕
k∈Z0 π2k,
A∗4 π0 ⊕ π3 ⊕ π4 ⊕ 2π6 ⊕ π7 ⊕ · · · ,
S∗4 π0 ⊕ π4 ⊕ π6 ⊕ π8 ⊕ π9 ⊕ π10 ⊕ · · · ,
A∗5 π0 ⊕ π6 ⊕ π10 ⊕ π12 ⊕ · · · ,
Dn (odd n 1)
⊕
k∈Z0(
1+(−1)k
2 + [ kn ])πk ⊕
⊕
k∈Z0([ 2k+1n ] − [ kn ])πk+ 12 .
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