A genetic algorithm is proposed to map virtual network functions in computing resources over 5G networks with an optical backhauling system. The algorithm outperforms other proposals in terms of blocking ratio and active CPU cores utilization. Keywords: network, network optimization, optical network.
INTRODUCTION
Future 5G technologies are expected to overcome the challenges of next generation communication systems, targeting to tackle the novel and manifold business requirements associated with distinct vertical industrial sectors. Extraordinarily high speeds and capacity, multi-tenancy, heterogeneous technologies convergence, ondemand service-oriented resource allocation, and coordinated automation, are only few examples of the complex demands 5G aims to undertake. The backhaul of those networks will be based on optical technologies due to their capacity and flexibility. Moreover, the shift from centralized cloud computing-based services towards data processing at the edge between the optical and radio segment is becoming one of the fundamental components envisaged to enable those future 5G technologies. Mobile edge computing (MEC) is focused on pushing processing to the optical network edge where all the actual interactions in the access networks take place and the critical low-latency processing occurs.
The landscape of future communication is reshaped and redefined significantly by the ongoing softwarization trends [1] . One of the main pillars of such revolution is the way that new network functions are introduced to the value chain. Traditionally, such process demands deployment of specialized devices with 'hard-wired' functionalities. It implies that any adaptation to the ever increasing and heterogeneous market requirements demands a huge investment to change/deploy hardware. Thanks to the advent of cloud computing, software defined networking (SDN) [2] and network function virtualization (NFV) [3] , the idea of having general-purpose computing and storage assets at networks has been realized along with the softwarization of network functionalities, which enables the automation of network service provisioning and management.
Future internet will mainly use 5G in the access segment and a flexible optical technology for backhaul networks. Furthermore, the computing resources will not only be placed in central office (CO) and data centers (i.e., following a cloud computing paradigm) but also in the optical network edges allowing the implementation of more distributed computing paradigms like MEC.
In this kind of networks, service deployment is the first step in the service lifecycle management. By definition, it consists of two main steps. The first one is service mapping, a logical process to decide where to deploy network service components (NS), i.e., virtual network functions (VNFs) over the MEC environment. This process will depend on parameters such as quality of service/experience (QoS/E) required by each service, resource availability, agreed service level agreement (SLA) with tenants, traffic patterns and predictions, energy efficiency, etc. Then, each service offered by the operator (e.g. VoIP, video, web services) will require a service chain (SC) composed of a set of VNFs to be traversed in a specific order. A service blocking occurs when not enough networking or computing resources to instantiate and connect all the VNFs that compose the SC are available. A wide range of solutions might be adopted to solve the service mapping problem, ranging from accurate Integer Linear Programming (ILP) formulations to heuristic algorithms. The second step is the deployment mechanism, which represents the actual interaction within virtual appliances such as NFV orchestrator (NFVO), virtual network function manager (VNFM), virtual infrastructure manager (VIM) to deploy VNFs.
There are several studies available in the literature focusing on VNF placement. In particular, Lin et al. modelled the resource allocation problem with a mixed-integer program and proposed a solution to incorporate limited physical resources into the NFV resource allocation [4] . Authors in [5] studied the resource allocation problem, considering the scalability issue, which might be caused by hosting multiple VNFs over the same hardware. Last but not least, in [6] authors studied the impact of latency requirements on the placement of VNFs constituting an added value service in a static scenario. ONOFRE project (Optical Network Convergence of the Future Internet) proposed in [7] , [8] an algorithm for service chaining allocation in a real-life scenario, with a very high density of population and offered traffic expectations changing rapidly; with the aim of reducing service blocking ratio due to either unavailability of optical network capacity or computing resources.
In this paper, we also address the problem of service mapping in a 5G network with different macro-cells and micro-cells considering the optical network and the computing resources in the optical network edge nodes (to provide MEC) and in CO. We propose a genetic algorithm that looks for (i) available hardware resources to instantiate the VNFs that compose the SC associated to the demanded service, and (ii) available bandwidth in the optical network connecting the cells expected to host the VNFs. In contrast with those previous studies that only minimize the service blocking ratio, the proposed algorithm minimizes this parameter but also reduces the CPU usage (and therefore, the energy consumption and operating expenses -OPEX-).
A GENETIC ALGORITHM TO SOLVE THE SERVICE MAPPING PROBLEM
Genetic algorithms are a family of computational models that encode the solution to a problem in a chromosome-like data structure (also called individual) and apply recombination operations so that they preserve critical information [9] . In our proposal, genetic algorithm for service mapping (GASM), each potential solution to the VNF allocation problem is characterized by a chromosome composed by a number of genes. Each gene represents the number of instances of a given VNF hosted in a location, be it a CO or MEC in the optical network edge nodes. When chromosomes are translated into a solution, the algorithm creates the number of VNF instances in each location that the genes indicate. After that, user demands are sorted by the priority defined by the operator (e.g., first serve VoIP demands, then video and finally web demands). Then, these demands are served by assigning available VNFs to them. The VNFs that must be assigned are given by the corresponding SC associated to each service. A VNF is available if it processes less operations than its maximum number of concurrent operations per instance. The algorithm looks for VNFs at the local cell first, and only searches for VNFs in the CO when no available VNF are present at the local cell, like in [7] , [8] . Once the algorithm finds an available VNF of the SC in the CO, it will not look for VNFs at MEC nodes again. The service is blocked if the algorithm is unable to set up the SC either due to lack of VNF resources or bandwidth availability in the optical network.
Two fitness parameters are computed for each potential solution of the genetic algorithm (i.e., for each individual or chromosome): the service blocking ratio and the percentage of required active CPU cores (as a way to reduce the energy consumption). In order to improve the performance, two ad-hoc individuals are created in the first generation of the genetic algorithm together with other randomly generated ones. The first ad-hoc individual is created so that its solution is equivalent to following the policy used in [7] , [8] . We call this policy "MEC First" since it first tries to instantiate or use VNFs at the radio node. Only when the IT resources are insufficient or the existing VNFs are not reusable, does the algorithm look for resources at the CO. The second ad-hoc individual is called "CO First", because the chromosome provides a solution equivalent to trying to instantiate/use VNFs at the CO first, and then at the local radio cell. We consider all radio cells to be MEC nodes. GASM employs classic genetic operators (i.e., crossover and mutation) to create new populations. When a new individual is created using these operators, GASM checks it is a valid one considering the instantiated VNFs and the available computing resources (CPU, RAM and HDD) in the nodes and CO. An individual is not valid if the algorithm cannot instantiate al the VNFs indicated by the genes. When this occurs, GASM discards individual and creates a new one. GASM generates new individuals by crossover/mutation until completing the desired population size. The fitness parameters of the individuals of the new population (service blocking ratio and percentage of active CPU cores) are computed as previously mentioned. Then, the individuals with lowest service blocking ratio are selected to survive in the next generation. If needed, ties are broken by selecting the individual with less active CPU cores. The algorithm repeats the process for as many generations as defined by the user.
SIMULATION STUDY AND RESULTS
A simulation study has been conducted in OMNeT++ (C++ based discrete event simulator) in order to evaluate the performance of GASM. We have selected a star access network topology populated with two types of nodes: 10 macro-cells and 10 micro-cells. Both types of cells are connected to a CO via 10 Gbps optical links. The nodes are equipped with the computational resources shown in Table 1 like in [7, 8] . We assume that all the nodes are NFV-enabled. Each service has an associated SC and bandwidth requirements that can be found in Table 2 . Table 3 shows the hardware requirements and the maximum number of concurrent operations associated to an instance of each VNF.
We define the input parameter u as the average number of users per macro-cell. At the beginning of each simulation, the number of users that are connected to each macro-cell is randomly chosen using a uniform distribution between [ ] 0, 2u (i.e., different number in each macro-cell). The average number of users connected to each micro-cell is considered to be the 10% of that of macro-cells, i.e., the number of users in each micro-cell is generated randomly using a uniform distribution between [ ] 0, 2 10 u . Each user can request a service, either VoIP, Video or Web Service, with a probability of 30%, 20% or 50% respectively [8] . We repeated the simulation 100 times with different traffic demands. All figures are plotted with 95% confidence intervals. Figure 1 shows the service blocking ratio with GASM and the other two methods depending on the average number of users per macro-cell. Figure 2 shows the corresponding values of percentage of active CPU cores. These figures show that GASM achieves the same service blocking ratio as the "MEC First" policy [7] , [8] (Fig. 1) , but reducing the number of active CPU cores (and thus energy consumption) when compared to this policy (a reduction ranging from 45 to almost 10 percentage points, depending on the number of users, as shown in Fig. 2 ) for up to 4,500 average users. When compared to the "CO First" policy, the latter requires the same or less number of active CPU cores than GASM, but GASM significantly improves the results in terms of blocking ratio. Hence, GASM maps the services in the network computing resources achieving a very good trade-off in terms of blocking ratio and number of active CPU cores, improving the results previously published in [7] , [8] . 
CONCLUSIONS
In this paper, we presented GASM, a genetic algorithm to solve the problem of service mapping in an NVFenabled 5G access optical network. We compare our proposal with two service mapping policies, "MEC First" and "CO First". The results showed that GASM provides an excellent trade-off between the reduction of blocking ratio and the reduction of active CPU cores in the network (and, therefore, in energy consumption and OPEX).
