This paper develops a method for estimating implied PDFs for futures prices from American options.
Introduction
The study of the information content of option prices focuses on the recovery of either the stochastic process, followed by the underlying asset price, or the density from which the asset price at expiration is drawn -the implied risk-neutral Probability Density Function (PDF hereafter). While some bene…ts associated with the …rst exercise are acknowledged, the latter approach has mainly received the attention of researchers and practitioners as to be somewhat more advantageous for a number of reasons. The terminal density of the underlying asset -by de…nition -encompasses an arbitrary number of stochastic processes, thus, allowing for a more general exercise. This is of particular interest in situations where interest is focused on possible asset price outcomes i.e. market crashes, interest rate cuts, currency devaluations, etc. Moreover a reasonably ‡exible assumption for the functional form of the terminal density can accommodate a wide variety of future eventualities. This paper develops a method to directly estimate implied risk-neutral PDFs from American options on futures and applies it in the interest rate market, the Eurodollar market speci…cally. This methodology requires that some structure on the form of the implied risk-neutral PDF be placed. Given the large number of alternative structures that can be assumed for the terminal risk-neutral PDF, it is natural to seek a parameterization ‡exible enough to encompass a wide variety of shapes. We assume a generalized Edgeworth Series Expansion (ESE hereafter) probability model for the parameterization of the risk-neutral PDF. Despite the advantageous features of this parameterization existing literature has not explored extensively the potential of the ESE parameterization for the study of implied risk-neutral PDFs. While other parametric families have been examined as to how well they do in pricing options, and also in analysing market conditions and market expectations i.e. the mixture of two log-normals, the Burr III, the Hermite polynomials etc., existing studies have only looked into the use of ESE type parameterisations in an option pricing context (Jarrow and Rudd [1982, 1983] , Corrado and Su [1996, 1997] ). This paper is set out to examine the empirical features of the ESE parameterization in studying American options implied risk-neutral PDFs and to identify its potential among alternative methodologies.
The information conveyed by the implied risk-neutral PDFs, recovered by the proposed method, proves to be consistent with the market commentary of the study period -the implied risk-neutral PDFs are shown to be able to capture the general market sentiment and also incorporate isolated events causing a signi…cant impact on the market. We also …nd that non-normal skewness and kurtosis implicit in the ESE parameterization improve signi…cantly (in a statistical sense) the …t of the Black-Scholes (BS hereafter) model to observed option prices and can, therefore, be considered a superior means for pricing options, as well as for extracting information implied in option prices. When the ESE model is tested against alternative approaches for the estimation of implied risk-neutral PDFs it is found that it generally gives comparable in-sample …t to observed option prices, and substantially better to the ones achieved by a single log-normal model. In addition, we …nd that the ESE model manages to produce densities which deviate -in the majority of the cases -the least from an average structure estimated from the alternative techniques. We also investigate the robustness of the ESE model and the model is found capable of estimating on average risk-neutral PDFs whose summary statistics converge to the original solution; and also capable of estimating statistics with relatively low dispersion, as compared to an alternative model which assumes a mixture of two log-normals distribution. As an application of the implied risk-neutral PDFs we, …nally, develop the framework within which risk-preferences estimates can be obtained from option prices and asset returns. Cox and Ross [1976] have shown that, in a market that o¤ers no arbitrage possibilities, the current equilibrium price of any contract contingent on future -terminal -values of an asset S is given by:
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American Option Prices in terms of the PDF
where S T is the asset price at the maturity of the contract (the possible states of S at time T ) in ¿ (= T ¡ t)
periods from now, g(S T ) is the pay-o¤ function (contingent on S T ), f (S T ) is the risk-neutral PDF of the asset price at maturity of the contract and r f is the risk-free interest rate. From this follows that an explicit formula for the risk-neutral PDF in (1) results in a closed form pricing formula for any such contract, including an option contract. Hence, the knowledge of the terminal distribution would be an adequate means for pricing options and, vice versa, the knowledge of option prices would be su¢cient to recover the implied risk-neutral PDF, within a risk-neutral framework.
The early exercise premium embedded in American options, however, does not allow the application of the above technique. In general, the American option value depends on the entire stochastic process of the underlying asset, thus, making di¢cult the recovery of implied PDFs through (1) .
This de…cit, however, can be overcome in the case of American futures options -of which kind most of the exchange-traded options are -by expressing the value of an option as a combination of an upper and a lower bound, which restrict it within a very tight range. Given that the futures price is taken from a particular distribution at the option's expiration, the following bounds can be placed on the prices of American style call and put futures options:
where e r T denotes the arbitrary interest rate Futures price at the expiration of the option, K denotes the option's strike price and r f is the risk free interest rate. E Q [¢] represents the expectation taken at time t with respect to a probability measure Q under which the futures price martingales.
The upper bounds are presented and thoroughly discussed in Chaudhury and Wei [1994] and Melick and Thomas [1996] . Examining Equations (2a) and (2c), it can be observed that the upper bounds -C t and P t for calls and puts respectively -are simply the undiscounted European values of the option 1 . The lower bounds in (2b) and (2d) are straightforward. An American option -call or put -cannot be worth less than its intrinsic value. In addition it cannot be worth less than an otherwise identical European option.
The expressions that give the value for the upper and lower bounds essentially di¤er only by the discount 1 Melick and Thomas [1996] suggest that theoretically Equations (2a) and (2c) are upper bounds only when continuous trading is occurring in the market. As a practical matter, however, they highlight the fact that, for interest rates less than 20%, the upper bounds for continuous trading and overnight holdings will di¤er by less than 0.05 percent.
factor. An immediate implication is that the bounds will be extremely tight in situations when interest rates (as expressed by r f ) are low and maturity is close. Even if interest rates are high and maturity time is long, the above equations adequately bound the American option price, as discussed in Melick and Thomas [1997] .
Applying this technique to derive implied risk-neutral PDFs from American options has both costs and bene…ts.
The major cost is that the methodology is limited to American style futures options. Chaudhury and Wei [1994] suggest that while Equation (2a), is also an upper bound when the optioned asset is a stock with no dividends prior to maturity the case is not the same with Equation (2c). On the other hand the most important bene…t of the technique arises from its ‡exibility, generality and directness. A large number of alternative probability models can be considered as the bounds of the option values are expressed in terms of the terminal distribution alone.
Asymptotic Distribution Expansions
Melick and Thomas [1999] highlight that there are many densities -solutions to Equation (1) -that are observationally equivalent with respect to the information contained in a set of option prices and it is the a priori structure, that is to say, the functional form of the estimated density, which allows us to choose one particular PDF. If f (S T ) is replaced, for example, with a log-normal parameterization, Equation (1) simpli…es to the standard BS formula.
Speculation over future eventualities in the markets -which is embedded in option prices and re ‡ected in implied risk-neutral PDFs -calls for the use of a PDF parameterization ‡exible enough to encompass a wide variety of shapes.
The ESE parameterization is a method for …nding a series expansion of a non-normal probability distribution. The most important features of the ESE probability speci…cation that prove extremely handy in empirical applications and make it an appealing parameterization are:
² the ability to select from a broad range of reference distributions provides ‡exibility in …nding one that closely approaches the distribution to be approximated ² the form of the coe¢cients in the expansion which are simple functions of the moments of the sought and the approximating distributions. Thus, the parameters that de…ne the PDF have a physical meaning as opposed to being abstract mathematical quantities, as in the case of other parametric families of distributions i.e. the parameters that de…ne a mixture of k log-normal distribution or a Pearson type density.
A …nite series expansion of order 4 for the true distribution f (e r T ) of the interest rate Futures price at the expiration of the option in terms of an approximating distribution l(e r T ) exist is expressed as:
where the terms · F and L , respectively. Cumulants are similar to moments. In fact, the …rst cumulant of a distribution is equal to its mean, the second is equal to its variance, the third and the fourth are measures of skewness and kurtosis, respectively 2 . The leading term in Equation (3) is the reference or approximating distribution which is adjusted to re ‡ect any di¤erences between its cumulants and the cumulants of the true distribution. The second term in the expansion adjusts l(e r T ) to account for the di¤erences between the mean of the true and the approximating distributions. Similarly, the third and the fourth terms adjust l(e r T ) to re ‡ect any di¤erences between the variance and the skewness of f (e r T ) and l(e r T ), respectively. The …fth term corrects for di¤erences in the kurtosis and the variance of the two distributions. The residual error " N (e r T ) contains any remaining di¤erence between the moments of the two distributions of order higher than 4.
Selection of a two parameter approximating distribution allows any two cumulants of the true and the approximating distribution to be matched to corresponding cumulants of the distribution to be approximated.
The two parameter log-normal distribution, whose pre-eminence in the option pricing literature is an undoubted fact, seems to be a very appealing candidate for the role of the reference distribution l(e r T ). This choice also 2 The characteristic function of a probability distribution Á(¿ ) = E(e i¿ x ) is calculated with the following Taylor series expansion
Whereas ¹ j (moments) are the coe¢cients of
, · j are the coe¢cients of
in log Á(¿ ). The …rst four cumulants are:
ensures that higher order terms in the remainder " N (e r T ) become negligible 3 . Thus the approximating distribution is taken to be the log-normal distribution
) with mean ¹ = log (e r t ) ¡ ¾ 2 ¿ =2, e r t being the current price of the underlying futures.
To derive closed form option pricing formulae the …rst and second cumulants of the true and approximating distribution in Equations (4) and (5) are equated, that is to say ·
While the former is predetermined by the risk neutrality argument, the latter is proposed by Jarrow and Rudd [1982] and is also justi…ed on numerical grounds by Corrado and Su [1996] , who notice that without this condition there will exist a problem of multicollinearity between the second and the fourth moments.
The resulting formulae for the European call and put options, by substituting (3) in (1) and calculating the integrals 4 , are:
where
and
3 See Jarrow and Rudd [1982] for an anlysis on the relative size of the residual error " N (S T ). 4 See Jarrow and Rudd [1982] for a detailed derivation of the formulae.
Estimation of the implied PDFs' parameters
The estimation procedure essentially extends Corrado and Su [1997] and is presented in detail in Flamouris and
Giamouridis [2002] .
Let µ denote a vector of the three parameters of f (¢) ; (¾;¸1;¸2) and let (w 1 ; w 2 ) denote the weights that describe where the actual option price falls between the bounds. Combining the above equations and weighting the bounds 5 results in the following pricing equations for the American futures options in terms of 5 estimated parameters ³ b µ; b w 1 ; b w 2´, three observables e r t ; K; e ¡r f ¿ , and an error term,
where i = ½ 1 if © call and K<e r t put and K>e r t
otherwise
The parameter vector b µ t is estimated by minimizing the sum squared deviations between observed and theoretical option prices,
where n and m are the number of strikes of call and put options, respectively, traded on day t.
ESE s, being polynomial approximations, have the drawback of possibly yielding negative values for the riskneutral PDFs for certain combinations of parameter values. Moreover, there does not seem to be an easy and analytic characterization of those parameters for which the density will take negative values. Our approach imposes the restriction that the density be positive in its entire domain as a constraint implicit in the constraint optimization algorithm, used to recover the risk-neutral PDFs' parameters. In addition, the constraint, that the recovered density's integral over its domain equals unity, is imposed. In the authors' opinion, these constraints are a su¢cient set of constraints, exclusively with regard to the risk-neutral PDF, that allow PDFs with physical as well as mathematical meaning to be recovered.
The constraints for the optimisation of (10) are expressed by:
E Q [e r T ] = e r t , martingale property (11) and f (e r T )¸0 8 e r T ; e r T 2 [0; 1)
Flamouris and Giamouridis [2002] provide an analysis on the implications of not applying these constraints.
Data
The data set consists of settlement price data for options on Eurodollar futures 6 . These are American style options on the Eurodollar time deposit futures contract, that trade on the Chicago Mercantile Exchange (CME).
The CME's Eurodollar futures contract re ‡ects the London Interbank O¤ered Rate (LIBOR) for a three-month, $1 million o¤shore deposit. They are the most liquid exchange-traded contracts in the world, when measured in terms of open interest 7 .
The data set covers the period September 1, 1998 through to November 30, 1998 [1999] for a more detailed discussion of the data set. 7 "How to Get Started Trading CME Interest Rate Products ", CME publication. 8 The CME interest rate contracts are traded using a price index, which is derived by subtracting the futures' interest rate from 100.00. For instance, an interest rate of 5.00 percent translates to an index price of 95.00. Given this price index construction, if
The original data set excluded any option that had no open interest, exercises, or volume, on a given day. The remaining options were checked to ensure that they satis…ed arbitrage restrictions involving monotonicity, slope, concavity, and put-call parity (within ranges that would result from the transactions costs involved in eliminating the arbitrage possibility). The data set was further …ltered and options with di¤erent strike prices that were recorded to trade at the same premium were excluded. The total number of options -calls and puts -retained for analysis on each day ranges from 20 to 29, the average number of options used being 25. The minimum recorded strike price for a call option in the entire period was 4.5% whereas the maximum 6%. The respective …gures for put options were 3.5% and 8%. Although it is not possible to provide exact …gures for the bid-ask spread for the sample period, as only settlement prices were available, the bid-ask spreads for the contract under consideration are typically 0.005 and rarely exceed 0.01 under normal market conditions 9 .
For the estimation of the implied risk-neutral PDFs options' settlement prices were used as the values of the options. Settlements for the Eurodollar options contracts are determined by the Pit Committee 10 , based on the levels of resting orders and spread/volatility relationships that existed in the market at the close of trading.
Data for the underlying Eurodollar futures contract were collected from Datastream and also represent settlement prices. The maximum futures price recorded was 5.39%, the minimum 4.75% whereas the average price of the futures contracts over the study period was 5.09%.
Treasury bonds data were also obtained from Datastream. Standard practice suggest that Treasury-bills with expiration as close as possible to the expiration of the option contracts are used to proxy for the risk-free interest rate.
Testing implied PDFs
A number of issues may arise with regard to the use of alternative parameterisations for the risk-neutral PDF.
One can argue that a particular parameterisation …ts observed prices very well due to purely mathematical reasons and at the same time o¤ers no intuition on the 'physics' of the problem. Moreover, while better …t is achieved interest rates rise, the price of the contract falls and vice versa. Strike prices of the options contracts are also quoted in the same fashion. 9 Peter Barker from the CME's Interest Rate products marketing department is acknowledged for providing this information and also for his description of the settlement prices. 10 See www.cmerulebook.com for further details.
it is interesting to examine what one can say on the statistical signi…cance of this better …t and on the degree of con…dence that can be placed on the summary statistics calculated o¤ the estimated risk-neutral PDFs. increased the possibility that the slowdown in the growth of the American economy will be more than su¢cient to hold in ‡ation in check' Alan Greenspan told a Senate committee 11 . Figure 1 demonstrates the evolution of ESE PDF implied in December 98 Eurodollar futures options for the period September 1, 1998 to October 6, 
Economic Rationale and
Isolated events
Market sentiment re ‡ects investors' expectations about future values of the underlying asset, which are formed, based on available information. However, news arrives randomly in the market on an every day basis, forcing investors to constantly revise their expectations in the light of this newly arrived information. This section investigates whether implied distributions recovered with the ESE model are consistent with this feature, whether in other words implied risk-neutral PDFs estimated with the ESE model are able to re ‡ect the extent to which important news arrival has an impact on market participants' reactions. To this end, a series of isolated events, and the information one could infer by recovering the implied distributions of option prices, is examined.
Over the period September 1, 1998 through to November 30, 1998 the FOMC lowered the target federal funds rate by a total of 75 basis points on three occasions -following the regularly meetings on September 29, 1998 and November 17, 1998 and following a conference call meeting of on October 15, 1998. Figures 2 and 3 plot implied probabilities for the Eurodollar futures trading below 5% and 4.5% respectively upon expiration of the December Eurodollar option contract as calculated by the ESE and the BS models. The vertical lines indicate the three occasions when Federal Reserve lowered the federal funds rate. Melick [1999] argues that while the September 29 cut was somehow expected the rate cut on October 15 came as a great surprise to …nancial market participants. He justi…es his results on the basis of an increase in the dispersion of the percentiles following each of the changes. In a similar fashion Figure 3 plots an abrupt jump in the implied risk neutral probability associated with declines of the rate below 4.5% whereas somewhat regular changes occur on the days following the September 29 and November 17 cuts. The di¤erence in the probabilities calculated by the ESE and the BS models is now more profound especially in Figure 3 . In addition, the probabilities calculated with the BS model for the rate below 4.5% occurring, seem to ‡uctuate more, relatively to the respective ones calculated with the ESE model, an indication of instability with regard to how much probability the former assigns in the left tail.
Another typical feature of implied risk-neutral PDFs is clearly evident in Figure 4 which plots the inter-quartile range 12 of the recovered distributions across time. As expiration of the options approach uncertainty over the terminal value of the underlying asset tends to fall and as a consequence the largest mass of the implied PDFs 12 The inter-quartile range of a distribution is de…ned as the di¤erence between the 75% and 25% quartiles. It is the interval that contains the central 50% of the distribution. 
Tests for Signi…cance
Although there is enormous literature documenting the superiority of alternative parametric and non-parametric models over the BS model 13 , to the author's knowledge, existing studies (an exemption being Melick and Thomas
[1997]), make comparisons in terms of the Mean Squared Errors (MSE) pay little attention on the statistical signi…cance of the accuracy that is achieved by using a model with additional to the BS parameters. Although a comparison with the BS would favour literally any alternative parameterisation, it could be the case that even an unfair comparison of this nature results in di¤erences that are not signi…cant in a statistical sense. Our concern is to examine whether the use of the ESE model is able to o¤er a statistically signi…cant better …t -not just a better …t.
To this end, a single log-normal model is estimated, using the same optimization procedure that was used for the ESE model. Option prices are expressed as a combination of the bounds described in Equations (2a)- (2d) but, this time, the expectation is taken over a single log-normal distribution. This implies that the optimization procedure involves the estimation of three parameters, namely, the implied standard deviation ¾ and the two weighting factors w 1 and w 2 (since the mean is set equal the current futures price to ensure risk-neutrality). As the log-normal distribution is a special case of the ESE density the BS model can be seen as a nested one within the ESE model.
The ESE model is expected to provide a better …t to observed option prices than the nested single lognormal one, since it involves the estimation of additional parameters. We hypothesise that the single log-normal distribution could adequately describe the distribution of the underlying asset returns. If the latter proves to be true the use of terms correcting for skewness and kurtosis in the proposed method would not signi…cantly improve the …t to observed option prices.
To examine the signi…cance of these terms, a test that compares two competing non-linear models needs to be employed. Let V ESE [¾;¸1;¸2; w 1 ; w 2 j ] denote the option valuation formula for a call or a put option that results from the ESE method. represents an information matrix that contains strike prices, interest rates and times to maturity. If V BS [¾; w 1 ; w 2 j ] is the corresponding formula consistent with the BS assumptions, then it is obvious that the latter formula arises from the former, by imposing the restrictions that¸1 =¸2 = 0.
Since the two option pricing formulae do not represent di¤erent functional forms -
-following the suggestion of Melick and Thomas [1997] , a Likelihood-Ratio (LR) test testing the hypothesis that the two coe¢cients are jointly zero, can be applied. It will e¤ectively test whether the ESE method provides super ‡uous information for the description of the underlying asset's distribution or whether the additional complexity introduced by the ESE model is, indeed, useful in explaining distributional characteristics of option prices.
In the case of call options the problem is formulated as follows. The unrestricted ESE model
is estimated and we wish to test the restrictions¸1 =¸2 = 0 resulting in the BS model C obs = C th (¾; 0; 0; w 1 ; w 2 j ) + " C;R Under this setting the null hypothesis is that the restrictions¸1 =¸2 = 0 are supported by the data. The error terms " C;UR and " C;R capturing any di¤erences between the observed and the theoretical value of the option are assumed to be su¢ciently small (see also discussion in Section ??) and, given the large number of observations, be asymptotically normally distributed with 0 mean. 
Under general conditions the statistic can be shown to have a limiting Â 2 (m) under the null hypothesis, where m is the number of parameter restrictions (Engle [1984] ). The restricted model (the BS model), imposes two restrictions: that the skewness and the kurtosis of the distribution of log-returns are a known function of the distribution's variance. The number of parameter restrictions are, therefore, two -m = 2, and the critical values for the Â 2 (2) at the 95% and 99% levels are 5.99 and 9.21, respectively. A statistic greater than 5.99 implies that the null hypothesis that the restrictions apply, can be rejected.
The test was carried out separately for call and put options since they have di¤erent valuation formulas and the results are reported in Table 1 .
The test indicates that the coe¢cients which correct the PDF assumed within the BS for non-zero skewness and excess kurtosis, are jointly statistically signi…cant at the 5% and 1% level for each of the contracts examined.
This implies that the proposed functional form for the distribution of the underlying asset's returns serves as a more realistic representation of the 'true' risk-neutral PDF than the standard single log-normal assumption.
Goodness of …t
Having examined the statistical signi…cance of the improvement of the goodness of …t of the ESE over the BS model, it is natural to investigate how the accuracy of the model compares to that of other approaches for estimating implied risk-neutral PDFs. This section compares the in-sample performance of the ESE model with that of three alternative probability models -a Log-normal (BS ), a Mixture-of-two-Lognormals (MLN ) 14 , and a
Hermite polynomial approximation (HER) 15 .
Using option prices for all option contracts observed on a given day, for each model we …rst estimate the parameter vector b µ t -which fully speci…es the functional form of each probability model -and the weights b
by minimizing the sum of squared deviations between observed and theoretical option prices in (10).
To evaluate the in-sample performance the estimated parameters are used to calculate current day theoretical option prices, which are then compared to observed market prices. Two metrics are used for comparison: the MSE which provides an absolute measure of the error produced by using the theoretical models and the implied parameters, and the Mean Squared Percentage Error (MSPE ) which serves as a scaled measure of accuracy, representing the percentage error evenly distributed to each traded strike price. The two measures are obtained by the following formulae: 
where n and m are the number of strikes of call and put options, respectively, traded on a given day, and k is the number of independent parameters. While the MSE places more weight on larger errors than smaller errors, the MSPE is dimensionless, thus, facilitating comparisons across the di¤erent methodologies. To summarize the performance we produce Table   2 which reports the average 16 …gures over the whole sample period for the MSEs and MSPEs.
The …ndings suggest that the ESE model results in similar accuracy -slightly worse to that achieved with a MLN model, and marginally better accuracy to that obtained with a HER model. The picture is the same when either the MSEs or the MSPEs are examined. These …ndings encourage the use of the ESE model which is de…ned with fewer parameters than the MLN model -still resulting in similar accuracy -and is de…ned with the same number of parameters as the HER model -but resulting in more precise …tting. 17 and are currently used by …nancial institutions and central banks for the estimation of implied risk-neutral PDFs. Given the multidimensionality of this general problem, one would wish to examine how well the assumed structure approximates an 'average' structure of the market. This section examines the degree to which an implied risk-neutral PDF, estimated with the ESE methodology, deviates from an 'average' structure estimated with alternative approaches.
In line with Melick [1999] , we calculated the percentiles 18 of the estimated distributions and compared our results with estimates of the same percentiles, computed by 14 researchers who used di¤erent models or variations of the same model 19 . Most of the researchers used a parametric model which assumed that the risk-neutral PDF had a mixture-of-k-log-normals shape and estimated the parameters through Equation (1) by minimizing the sum of squared errors between observed and theoretical option prices as in Section 3. More speci…cally, researchers #1 and #2 used a mixture of two log-normals, researcher #10 a mixture of three log-normals, and researcher #5 a mixture of two log-normals ignoring the early exercise feature. Researchers #3 and #4 …t a function of option prices across strike prices through the observed option prices and then used the Breeden and Litzenberger [1978] approach to estimate the implied risk-neutral risk-neutral PDF. Researcher #6 used Hermite polynomials, and #7 followed the Malz [1996] approach. Researcher #8 used a Bernoulli jump-di¤usion with no consideration for the early exercise premium, and #13 used a switching regime model. Finally, researchers #11, #12 and The results indicate that the ESE parameterization is a good approximation of an 'average' structure estimated with alternative approaches in that it consistently deviates the least from this structure, compared to the alternative methodologies used in the estimation 21 . The percentiles calculated by the ESE model are in 70% of 20 Table 3 reports results for a total of 462 observations (11 percentiles x 42 days). Some researchers reported results only for the …rst 42 days of the data sample. We considered that using results for 42 days from 14 researchers would enhance the …ndings of our analysis, as opposed to using results for 61 days from fewer researhers. 21 It may be the case, when the performance of a model is assesed in absolute terms, that there is no good reason for the estimates the cases 22 closer to theX MED;t . It is notable that models, which require the estimation of more parameters (such as those used by researchers #1, #2, #5 and #10) as well as models which are highly computationally intensive (such as #12 and #8), are outperformed in this exercise. 1. Errors due to the use of asychronous quotes for the option and the underlying asset.
Testing the E¤ect of Measurement Errors on the Estimation of implied PDFs
2. Errors due to possible liquidity premia, arising from the potential impact of di¤erential liquidity on prices.
3. Errors in recording and reporting the data.
4. Errors arising from quoting, trading and reporting prices in discrete increments, rounded to the nearest tick.
The use of end-of-day settlement prices in most of the existing studies, mitigates the …rst two sources of errors but, the existence of the others remains a problem. The fact also that implied distributions essentially represent the solution to a rather complicated numerical problem, further increases the possibility of obtaining risk-neutral PDFs which, on the one hand, correspond to a solution of the mathematical problem but, on the other, may be '…nancially' irrelevant to the situation under examination. It is natural then that the e¤ect of to be close to the median. Models that give estimates further from the median, may be superior to those of the median, in that they more accurately re ‡ect market sentiment. This issue obviously can never be settled. On the other hand the aim of this section is to examine the relative performance of the proposed model, for which we believe, the deviation for the median is an acceptable measurement criterion. 22 This is calculated by summing up the …gures in the column containing the closer estimates and dividing by the number of observations and by the number of researchers. these measurement errors is also examined, a concern expressed in Söderlind and Svensson [1997] To address such concerns this section examines the stability of the implied risk-neutral PDFs estimated with the ESE method. The …ndings of Section 5.3 suggest that the MLN speci…cation does better -on average-than the proposed parameterisation in terms of goodness of …t. The fact also that it is a widely used parametric model and has been studied in terms of stability in other works encouraged us to use it as a comparative measure.
The test
The robustness of the ESE model, as well as any other methodology, can be tested by examining the sensitivity of the resulting PDFs in the presence of errors 3 and 4. The methodology employed consists of two main steps: …rst, the recorded options prices are perturbed by a random quantity, and then implied risk-neutral PDFs are repeatedly re-estimated from the 'arti…cial' options cross-sections.
The …rst step aims to simulate errors 3 and 4 by perturbing the observed option prices by a random quantity between -1/2 and +1/2 a tick, independently generated with a continuous uniform distribution. For every trading day a set of 100 'observationally equivalent' options cross-sections are produced.
The second step included the estimation of implied risk-neutral PDFs from the arti…cially produced options cross-sections, using the ESE and the MLN methods.
As it is literally impossible to examine the stability of the entire shape of the risk-neutral PDFs, we can assess the stability of their descriptive statistics. An extended set of what is referred to as 'a standard set of results' by Melick [1999] is considered, which also includes the skewness and the kurtosis coe¢cients. The full set included the computation of the following descriptive statistics for the implied risk-neutral PDFs:
The standard deviation or the second central moment of the distribution. observations were excluded, thus placing 99% con…dence in the results. In addition, if a recovered distribution, within a daily series, resulted in at least one outlier summary statistic, it was excluded from the series. This process led to removing 589 observations (9.7% of the sample) for the parameters recovered with the ESE method and 770 observations (12.6% of the sample) for the parameters recovered with the MLN method.
The robustness of the ESE and the MLN estimation techniques was then assessed in terms of the:
Stability of the convergence to the original solution
This refers to the ability of the model to estimate, on average risk-neutral PDFs whose summary statistics converge to the respective statistics, calculated from the original data. To quantify this, the Absolute Percentage Deviation (AP D hereafter) measure was constructed, which is given by the following equation:
Equation (18) expresses the discrepancy between the summary statistic Z; at date t; as computed from the implied risk-neutral PDF of the unperturbed data, and the trimmed mean of the respective statistic taken over the 100 observations resulting from the perturbed option prices also at date t, as a percentage of Z perturbed;t . This measure is less sensitive to the presence of outliers, as 0.5% on each side of the distribution of Z perturbed;t is excluded.
Since the objective is to measure the magnitude of this deviation, the absolute operator was considered.
Stability at the solution
The objective is to examine the stability of the estimates themselves, by examining the dispersion of a particular statistic within a daily series. The RCV (Robust Coe¢cient of Variation) is consequently de…ned by:
The quantities ¾ P T Z;t and Z perturbed;t now refer to the distribution of the summary statistics alone (100 observations per day). The RCV measures the dispersion of the estimated statistic and is free of any possible biases associated with the magnitude of the statistic under examination. By construction the lower the RCV; the less dispersed the calculated summary statistics are. The absolute is taken for reasons mentioned earlier in the text.
The measures de…ned by Equations (18) and (19) are expressed in percentage terms and are free of any measurement unit. This provides great ‡exibility to the present analysis for two reasons: …rstly, it allows to assess the performance of the models, regardless of how close the summary statistics of the implied distributions are with the summary statistics of the 'market' distribution or, in other words, of how well the assumed PDF approximates the true PDF; and secondly it makes it possible to compare the summary statistics amongst themselves and identify those upon which we can place more con…dence. is not possible to identify the methodology that performs well in absolute terms, or draw any conclusions on the signi…cance of the impacts of possible model imperfections. The present analysis is mainly qualitative and aims to discover whether the ESE model performs better than the MLN model -which is a well acknowledged model in the risk-neutral PDFs' literature -in terms of stability, and how con…dent, in general, we can be when using summary statistics calculated from these speci…c forms of implied risk-neutral PDFs. Table 4 reports average RCV s and average AP Ds for the summary statistics3; c Sk; [ Kurt and b X n s of the implied distributions recovered. Across the summary statistics the ESE method appears more stable than the MLN method, consistently leading to lower average AP Ds and lower average RCV s. Not only does the ESE method appear to 'recover' distributions that are not greatly a¤ected by the presence of measurement errors, leading to 'average' distributions close to the ones recovered with the original data but also distributions which, despite the presence of such errors, are very close to each other.
Results
Overall, the analysis con…rms existing evidence, presented in Cooper [1999] and Bliss and Panigirtzoglou [2002] , that the skewness and the kurtosis summary statistics of a two log-normal distribution are strongly in ‡uenced by small disturbances to option prices 23 . Even though the in ‡uence is not that strong in the case of the ESE method, one should be very reluctant to use these summary statistics to study the behaviour of the implied risk-neutral PDFs. On the other hand, the percentiles seem to be a much safer means for implied Table 4 the rise in the AP Ds and the RCV s of both methodologies as we move further in the tails).
Applications of Implied PDFs
Implied risk-neutral PDFs are traditionally used in …nancial practice to price illiquid, exotic or over-the-counter options consistently with exchange traded, vanilla options. On the other hand implied distributions are used extensively by traders and policy makers to qualitatively assess market beliefs on future movements of various securities. This section illustrates an application where the information content of option prices, rather than qualitatively be assessed, is explicitly quanti…ed.
A fundamental principal of economic theory is employed: in the absence of arbitrage, all asset prices can be expressed as the expected of the product of the pricing kernel (a preference function) and the asset payo¤. It follows then that the pricing kernel, coupled with a probability model for the future states, gives a complete description of asset prices, expected returns and risk preferences.
This section solves the inverse of the equilibrium asset pricing problem to identify preference parametersgiven asset prices and a probability model for futures states what can be inferred about investors' risk preferences?
Standard empirical approaches in this area are classi…ed in two main categories: the studies that estimate consumption-based pricing kernels using a known parametric form data on aggregate consumption, Rosenberg with the former approaches stems from the poor …t that consumption-based pricing kernels provide to …nancial market data (the 'asset pricing puzzle') at economically plausible preference parameters, Rosenberg [2000] . The latter approaches, on the contrary, avoid the use of aggregate consumption data or a parametric pricing kernel speci…cation, thus allowing for more ‡exibility in the model's speci…cation and consequently resulting in a rather better rationalisation of observed asset prices.
The present study falls within the second class. Pricing kernels are derived as the state-price-per-unit probabilities; and risk preferences parameters are estimated on days with certain market conditions.
Risk Aversion
The fundamental investment-selection problem for an individual is to determine the optimal allocation of his wealth among the available investment opportunities. Under the expected utility hypothesis each individual's consumption and investment decision is characterised as if he determines the probabilities of possible asset payo¤s, assigns an index to each possible consumption outcome, and chooses the consumption and investment policy to maximise the expected value of the index.
Within a standard economy (see Lucas [1978] ), in which securities markets are complete, there is a single consumption good, and, no exogenous income, and where the 'composite' consumer endowed with wealth of 1 unit at time t wishes to maximise his time T utility, the risk-neutral or objective density f (S T ) is related to the subjective density function p (S T ) and the 'composite' consumer's utility U (S T ) function as follows:
where r is the risk-free interest rate, ¿ (= T ¡ t) is the time until the end of the investment horizon and¸is a constant.
For the purpose of the present study a measure to quantify investors' risk aversion is sought. A possible candidate would be to calculate the rate of change of U 0 (S T ), i.e., U 00 (S T ): Arrow [1974] discussed the disadvantages of this measure and proposed two alternatives based on U 00 (S T ) which he modi…ed to remain invariant under positive linear transformations of the utility function. Arrow's Absolute Risk Aversion measure 24 is de…ned as:
Substituting Equation (20) into Equation (21) yields:
which expresses the risk aversion parameters as functions of the risk-neutral density f (¢) and the statistical density p (¢).
The majority of the existing studies share the methodological assumption that a security index adequately proxies for aggregate consumption and use options on a stock market index to derive the state-price density and consequently risk aversion functions. In a sense, deriving risk aversion parameters in this fashion and interpreting them as representative for the 'composite' investor is somewhat similar to, for example, deriving implied distributions from S&P 500 options and using them to price options written on any other traded security.
None of the studies discusses this issue. Developing however, a theoretical framework within which the above matter is fully resolved is far beyond the scope of this study. We, therefore, decided to draw our attention on the interpretation of the risk aversion functions.
The methodology used in this article derives a state-price density from asset returns and options written on 24 The measure
termed Relative Risk Aversion was also proposed. These measures were developed independently by Pratt (1964) and are usually re¤ered to as Arrow-Pratt's risk aversion measures.
that asset which obviously do not represent the space of all traded securities but a subset de…ned by the asset under examination -Eurodollar futures. As a consequence the state-price density recovered essentially corresponds to an empirical projection of the general state-price density onto the space de…ned by the assets' pay-o¤s. This simply means that the state-price density estimated from Eurodollar futures options -or options on stock market indices -is particular to that market and should not be used to price all securities but a subset of securities with pay-o¤s contingent on the value of the Eurodollar futures contracts. Equivalently, the estimated risk aversion
should not be viewed as the individual's risk aversion related to the preferences over aggregate consumption.
With these theoretical considerations, Equation (22) is rede…ned as:
f (e r T ) Absolute Risk Preferences (23)
Estimation
The analysis is carried out on a subset of the data set described in Section 4. We further collect data consisting of daily observations of the Eurodollar futures settlement price for the period September 1, 1994 through to November 30, 1998 for the December 1998 contract from Datastream 25 .
Following the suggestion of Jackwerth [2000] the analysis was focused on the centre of the distributions.
Therefore options with moneyness (strike price / index asset level) between 0.84 and 1.12 -where relative errors are expected to be lower -were considered. This is also justi…ed by the …ndings of Section5.5. For certain regions representing a large percentage of total probability (for example between the 10th and the 90th percentile), implied risk-neutral PDFs are relatively free of mathematical priors imposed by a speci…c economic model or structure, and highlight the fact that the stability of the implied densities in these regions is also relatively irrespective of the model used. Thus, any di¤erences in the shape of the risk preferences measures among alternative model speci…cations should not be attributed to the di¤erent speci…cations of the models.
The implied risk-neutral PDFs that is f (e r T ) in Equation 23 are derived with an ESE model.
In order to estimate the investor's probability density function p(e r T ) over terminal portfolio values, historical time series of the underlying securities are used. To maintain consistency with the considerations of existing studies a 4-year frame is selected as in Jackwerth [2000] . One approach to density estimation is non-parametric 26 which allows the estimated density to accommodate rather ‡exible shapes. Alternatively parametric estimation techniques can be used in which the terminal asset price is assumed to be drawn from one of a known parametric family of distributions e.g. the log-normal family. The present study employs a technique which falls somewhere in the middle. The terminal statistical distribution p(¢) is assumed to be well approximated by an ESE speci…cation, thus, allowing for ‡exible distributional patterns. The functional form of p(¢) is given by:
where g(¢) is a log-normal distribution with mean ¹ and variance ¾ 2 . The density p(¢) is then estimated by …nding estimates of the parameters of Equation (24) from the underlying futures returns time series.
We follow Jarrow and Rudd [1983] thus allowing two properties inherent in the model speci…cation to be exploited:
² the cumulants of the approximating log-normal distribution g(¢) are simple functions of the instantaneous standard deviation of the underlying asset returns time series ² the cumulants of the true distribution p(¢) are simple functions of its empirical moments
To fully specify the parametric form of the statistical density we proceed in the following way.
1. Estimation of the instantaneous standard deviation, ¾, of the underlying asset returns. ¾ is estimated as the sample standard deviation of the previous forty-…ve days of logarithmic returns. The standard deviation of these returns is the instantaneous standard deviation, ¾, of the underlying security which is used in the BS formula. This is essentially the standard deviation of the log-normal distribution around which the expansion is taken.
2. Estimation of the cumulants of the log-normal distribution. They are obtained as simple functions of the instantaneous standard deviation.
3. Estimation of the cumulants of the actual distribution. These, as already mentioned, being functions of the moments of order 3 and 4 of the actual returns distribution, are calculated from the sample moments of the underlying security returns over periods that equal the remaining time to maturity. For example for an option expiring in one month we use monthly returns.
Jackwerth [2000] , measures the actual distribution with a historical mean and assumes a risk premium of 8%
to make it comparable to the risk neutral probability distribution. The present study does not directly assume a risk premium. To account for the fact, however, that the mean of the statistical density can be rather di¤erent from the mean of the future period associated with the PDF, the current futures price is used as the mean of the statistical density. Although this choice may seem somewhat arbitrary, Jackwerth [2000] suggests that a risk premium in the interval where most economists would expect it to lie over the long run (5-10% per year) is not expected to di¤erentiate the results qualitatively.
The approach described in this section does not make use of any sophisticated econometric or statistical algorithm to derive the statistical density, thus being subject to potential criticisms for not being accurate enough. Two main reasons, however, justify the use of the former estimation procedure. Firstly, the assumption regarding the semi-parametric form of the density does not place any structure on the stochastic process of the underlying asset -it is well known that a stochastic process is consistent with one probability distribution whereas a probability distribution is consistent with more than one stochastic processes -thus allowing the dynamics of the economy to evolve without restrictions. Secondly, the methodology followed serves as the exact equivalent to deriving a density from its implied moments -the 'aggregate' investor described above derives his equilibrium asset prices using an ESE distributional assumption, subject to a budget constraint which uses state-price densities of the same semi-parametric form.
Results
The study considers an investor with investment horizons of one and two months. The dates considered are:
October 15, 1998 two months before the expiration of the December Eurodollar futures options, on the day of Within the framework of the present study the terminal wealth is de…ned as e r T =e r t : In this setting an expected wealth level¸1 is associated with expectations of the value of the risky asset ending in equal or higher levels compared to the present level at the end of the investment horizon and vice versa for wealth level < 1.
The patterns in Figure 7 are very similar to those presented in Jackwerth [2000] and also con…rmed by Rosenberg and Engle [2000] , for a data set on the S&P 500 index. Patterns of almost the same type are present in Perignon and Villa [2002] for a data set on the CAC 40 index. A region of negative risk aversion is found approximately over the range -10% to 3% for the two-months investment horizon which extends in the range between -6% to -1% and also from around 6% onwards for the one-month investment horizon.
The results also relate to the market conditions. For a large region of wealth levels -between approximately 0.98 and 1.1 -the absolute risk preferences for the one-month investment horizon are higher than those for the two-months investment horizon. This means that for the same level of wealth investors are willing to decrease the amount of risky asset held. On the other hand, risk preferences in the negative returns region up to roughly -9%, are at a lower level for the one-month investment horizon revealing that investors would require less compensation to bet against a market fall. These results con…rm the …ndings of Melick [1999] who reported that '...The latter
[interest rate cut of October 15] came as a great surprise to …nancial market participants' and also relate to the …ndings of Section 5.1. It seems however that the case was not the same for the cut that occurred on November 17 as the degree of risk aversion across wealth levels in the same region is shifted higher compared to the one corresponding to October 15.
To examine whether the imputed risk preferences are stable we calculate risk preference functions for one additional set of dates. The days considered correspond to days one week prior to the respective ones plotted in Figure 7 . Risk preferences for October 8 and November 9, 1998 are plotted in Figure 8 . While the shapes of the risk preference functions are not identical, similar patterns persist. The shape of the functions are more intense in Figure 7 , a rather expected feature as implied risk-neutral PDFs generally tend to be more leptokurtic when the time to maturity decreases. all of the deviation of the shape of the conditional distribution, from the unconditional distribution, to risk preferences. To the extent that both the risk neutral and the statistical densities are well approximated with the parametric forms presented above the only obvious additional component of the risk preferences seem to be some part of the risk premium not correctly taken into account in the calculations. It seems however that, as in Jackwerth [2000], a reasonably higher or lower risk premium than the one indirectly assumed in the study,
would not dramatically change the shape of the risk preference function, although it would cause small upward or downward shifts respectively in Figures 7 -8 . The most serious concern though arises from the fact that the risk preferences plotted in the above …gures are not consistent with economic theory in the entire wealth domain. If the assumptions with the representative investor hold true and more speci…cally if U (¢) is concave -U 00 (¢) < 0 -and state-independent, given also that U (¢) is increasing -U 0 (¢) > 0 -since investors prefer more wealth to less, R A in Equation 21 should not result in negative values. One of the explanations could be that one or even more of the underlying assumptions are violated in practice. Jackwerth [2000] suggests that most likely this is due to mispricing of options in the market (arbitrage opportunities) but we would be very reluctant to accept that the mispricing persisted in the entire period that he studied -traders would have exploited any such opportunities. While empirically or theoretically examining the causes of the violations is beyond the scope of the present study we believe that future work should concentrate on examining whether U (¢) is indeed state-independent, a hypothesis also mentioned in Jackwerth [2000] , and under what conditions its curvature can change sign. Another possible explanation is that perhaps negative risk aversion is not unreasonable for all type of securities. To substantiate this one should provide some analysis that describes the nature of risk aversion functions projected onto Eurodollar states. Such an analysis would shed light on the general problem of the risk preference functions' interpretation.
Conclusion
This paper extends the model developed by Jarrow and Rudd and studies the properties of implied risk-neutral PDFs recovered from American interest rate futures options. This is the …rst time that the ESE method is used in an American options' framework.
We …nd that non-normal skewness and kurtosis implicit in the ESE parameterization improved signi…cantly (in a statistical sense) the …t of the BS model to observed option prices. The ESE model can, therefore, be considered a superior means for pricing options as well as for extracting information implied in option prices. We also tested the ESE model against alternative approaches for the estimation of implied risk-neutral PDFs. We found that it generally gave comparable in-sample …t to observed option prices and substantially better than the one achieved by a single log-normal model. A statistical analysis showed that when several common approaches were used to recover implied risk-neutral PDFs, the ESE model managed to produce densities which deviated -in the majority of the cases -the least from an average structure estimated o¤ the alternative techniques. The issue of the robustness of the ESE model was also addressed. While the results were highly supportive of the superior performance of the ESE model we conclude that the skewness and kurtosis summary statistics of the implied PDFs should be used very moderately, if at all, as they are subject to large measurement errors. Alternative summary statistics such as the percentiles should be used instead. As an application of the implied risk-neutral PDFs we, …nally, developed the framework within which risk-preferences estimates could be obtained from option prices and asset returns. Although we have been able to estimate risk preference functions that resemble the shape of risk aversion functions estimated in other studies, we believe that future research should address issues not resolved herein. Such issues may include the investigation of the nature of risk aversion functions projected onto states de…ned by assets other than stock indices.
