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Abstract: The solution of large sparse positive definite systems of equations typically involves four steps: ordering, 
data structure set-up (symbolic factorization), numerical factorization, and triangular solution. This article describes 
how these four phases are implemented on a hypercube multiprocessor. The role of elimination trees in the 
exploitation of sparsity and the identification of parallelism is explained, and pseudo-code algorithms are provided for 
some of the important algorithms. Numerical experiments run on an Intel iPSC multiprocessor are presented in order 
to provide some indication of the performance of the various algorithms. 
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1. Introduction 
Symmetric positive definite linear systems 
Ax=b 0) 
arise in many scientific and engineering computations. A particularly important application area 
is structural analysis. The coefficient matrix A is often large and sparse. One way to solve the 
systems is to compute the Cholesky factor L of A such that L is lower triangular and LLT = A. 
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When A is sparse, fill-in normally occurs in L; that is, the matrix L + LT often has more 
nonzeros than A. In order to solve such systems efficiently in terms of memory usage and 
execution time, the sparsity of A and L must be preserved and exploited as much as possible. 
This usually involves the design of complicated data structures and algorithms. Efficient 
sequential algorithms for solving (1) are available. Implementations of these algorithms exist in 
numerous well-known software packages, such as MA27 [5], SPARSPAK [l], and YSMP [8]. 
Because of recent advances in parallel computer architecture, several multiprocessor systems 
are now available. There are basically two classes of multiprocessor systems: shared-memory 
multiprocessors and local-memory (or distributed-memory) multiprocessors. As their names 
imply, they are distinguished by whether each processor can directly access the entire memory 
available, or the memory is partitioned into portions that are private to each processor. Of 
course, some architectures display aspects of both. 
Shared-memory multiprocessors consist of several processors all of which can access all of the 
available memory through a very fast bus or switch. Since a bus must service memory request 
serially, it could be argued that such architectures really cannot achieve speedup at all. However, 
through various hardware features (cache, prefetching, etc.), a bus can effectively serve the data 
needs of multiple processors, because the serial execution time imposed by the bus is a 
“low-order term” in the overall execution time. However, as more processors are added, 
contention for the bus tends to become significant. In other words, the basic architecture does 
not “scale up” very well. Some machines employ switching networks to implement shared 
memory. These can scale up somewhat better than bus-based architectures, although the extent 
to which this is true depends on switch latency times. In any case, currently the hope for 
achieving very large speedups is centered around the use of local-memory processors. 
Local-memory multiprocessors avoid the memory contention problem by providing each 
processor with its own private or local memory, not accessible by other processors. Since the 
processors can no longer communicate via globally shared memory, information is sent from one 
processor to another by sending messages over an interconnection network. Some of the more 
common interconnection topologies are a broadcast bus, star, ring, two-dimensional grid, and 
binary hypercube, with the latter probably the most common currently in use. Examples of 
commercially available distributed-memory multiprocessor systems are Ametek, Intel iPSC, 
NCUBE, and Floating Point Systems T-series, all of which have the hypercube topology. 
The objective of this article is to provide an overview of an experimental package for solving 
sparse symmetric positive definite linear systems on multiprocessors with a hypercube intercon- 
nection network. An outline of the article is as follows. In Section 2, basic ideas for solving 
sparse systems are presented and some tools for analyzing the problem for parallelism are 
described. Parallel algorithms for solving (1) are provided in Sections 3-6. Finally some 
numerical experience and concluding remarks are given in Section 7. 
2. Solution of sparse symmetric positive definite systems 
2.1. Basic ideas 
Let A be an n x n sparse symmetric positive definite matrix. One way of solving the linear 
system Ax = b is to compute a’ Cholesky factorization of A : 
A = LLT, 
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where the Cholesky factor L is a lower triangular matrix with positive diagonal elements. Then 
the solution to the system is obtained by solving the following two triangular systems: 
Ly=b, LTx=y. 
When A is sparse, there are usually more nonzeros in L + LT than in A. For efficient use of 
computer memory and processing time, it is therefore desirable to preserve and exploit the 
sparsity of A and L. Let P be any permutation matrix. Note that the matrix PAP= remains 
symmetric positive definite and has the same number of nonzeros as A. However, the sparsity 
patterns of A and PAP= (i.e., the locations of the nonzeros) may be quite different. Denote the 
Cholesky factor of PAP= by E. The Cholesky factors L and z in general will have different 
structures and different numbers of nonzeros. In fact, the sparsity of E depends strongly on the 
choice of the permutation matrix P. Hence one should choose P to minimize the number of 
nonzeros in E, but unfortunately the problem of finding such a permutation is very difficult (an 
NP-complete problem) [35]. However, there are sever_al good heuristic algorithms for finding 
permutations such that the number of nonzeros in L is kept low. Examples are the nested 
dissection algorithm [l&12] and the minimum degree algorithm [14,15,25]. 
Once the permutation matrix P has been computed and the structure of PAP= is known, the 
positions of the nonzeros in E can be determin_ed. This process is often called symbolic 
factorization. Knowing where the nonzeros are in L allows a storage scheme to be set up for 
storing them, and subsequent numerical factorization can therefore be performed using a fixed 
static data structure. 
To summarize, the direct solution of Ax = b typically involves the following four distinct 
steps. 
(1) Ordering: Find a good ordering P for A; that is, determine a permutation matrix P so that 
PAP= has a sparse Cholesky factor L. 
(2) Symbolic factorization : Determine the structure of L and set up a data structure that 
exploits the sparsity of L. 
(3) Numerical factorization: Place the nonzeros of A into the data structure and then compute 
L. 
(4) Triangular solution: Using the computed L, solve the triangular systems Lu = Pb, LTu = 0, 
and then set x = PTu. 
2.2. Elimination trees of a Cholesky factor 
We now introduce the notion of an elimination forest corresponding to a sparse symmetric 
matrix A [3,4,22,28,34]. As we shall see in subsequent sections, this structure is useful in 
identifying and exploiting parallelism. In this section we simply define the forest and show how 
it can be economically represented. 
Consider the structure of the Cholesky factor L of A. (For convenience, we assume that the 
matrix A has been permuted appropriately). For each column j G n, if column j has off-diago- 
nal nonzeros, define parent [ j] by 
parent[j] =min{i]ljj#O, i>j}; 
that is, parent[j] is the row subscript of the first off-diagonal nonzero in column j of L. If 
column j has no off-diagonal nonzero, we set parent[j] =j. (Hence parent[n] = n.) 











Fig. 1. Structure of a Cholesky factor. 
We now define an elimination forest corresponding to the structure of L. The forest has n 
vertices, labelled from 1 to n. For each j, if parent [ j] > j, then vertex pare&[ j] is the parent of 
vertex j in the elimination forest, and vertex j is one of possibly several child vertices of vertex 
parent[j]. In general, the elimination forest consists of several disjoint trees. If the matrix A is 
irreducible, there will be exactly one tree in the elimination forest. Without loss of generality, we 
assume that the matrix A is irreducible in the following discussion, so that n is the only vertex 
with parent[j] =j, and it is the root -of the tree. (We will use the terms elimination forest and 
elimination tree interchangeably.) Thus, for 1 <J’ < n, purent[j] >j. There is exactly one path 
from each vertex to the root of the tree. If vertex i lies on the path from vertex j to the root, 
then vertex i is an ancestor of vertex j, and vertex j is a descendant of vertex i. By the subtree 
rooted at node i, or simply subtree i, we mean the subtree consisting of vertex i together with all 
of its descendants in the tree. 
An example to illustrate the notion of elimination trees is provided by the structure of the 
Cholesky factor shown in Fig. 1, with the associated elimination tree being shown in Fig. 2. 
Elimination trees have been used either implicitly or explicitly in numerous articles dealing with 
sparse symmetric factorization [2,4,6,7,9,10,16,20,22,26,28,31,34]. In particular, in [23], Liu uses 
the elimination tree as a model to study the parallel sparse Cholesky factorization algorithm on 
multiprocessors. 
Fig. 2. The elimination tree associated with the Cholesky factor in Fig. 1. 
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parent[j] 3 5 4 5 6 6 
Fig. 3. Computer representation of the tree of Fig. 2. 
The elimination tree has a simple structure that can be economically represented using parent, 
as shown in Fig. 3. Thus, the representation requires only a single vector of size n. 
Although the elimination tree is defined in terms of the structure of L, it can be determined 
directly from the structure of A. An efficient algorithm that can be used to compute the tree 
from the structure of A is given in [22]. 
3. Parallel Cholesky factorization 
3. I. Dense Cholesky 
We begin by stating a sequential column-oriented algorithm for computing the Cholesky 
factor of a dense matrix A, see Fig. 4. At step k of the computation, column k of L is formed by 
scaling the elements of column k of A : 
I,, + Jakk 
for i = k + 1 to N do 
lift + ailc/1kk 
We denote the computation above by cdiu( k). Once column k of L is available, it can be used to 
modify the remaining columns of A. We denote the modification of column j of A by column k 
of L by cmod( j, k): 
for i=j to n do 
aij +- aij - 1. 1. rk /k 
The factorization algorithm can be stated in a compact way using the cdio and cmod operations, 
see Fig. 5. 
Note that at step k, the cmod( j, k) operations, j > k, are independent since cmod( j, k) 
requires data from columns k and j And modifies only the values of column j. Thus if there are 
for k = 1 to n do 
lkk + fi 
for i = k + 1 to 72 do 
bk + aik/lkk 
for j=k+ltondo 
for i = j to n do 
a;j + a;j - likljk 
Fig. 4. A column-oriented Cholesky factorization algorithm. 
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for k = 1 to n do 
c&w(k) 
for j = k + 1 to n do 
cmod(j, k) 
Fig. 5. A compact description of the algorithm in Fig. 4. 
several processors available and column k is made available to all processors, these cmod( j, k) 
operations may be performed in parallel. However, cdiu( k) cannot be performed until cmod( k, i) 
has been executed for all i < k. The precedence relations are depicted in Fig. 6. Consequently, 
the cdiv operations will be executed serially. It is important to note that, for a given k, although 
the cmod( j, k) operations, j > k, can be performed simultaneously, the cmod( k, i) operations, 
i < k, must be performed serially since each cmod( k, i) operation will modify column k of A. 
In general, the number of processors may be smaller than the number of cmod operations that 
have to be performed. Hence a processor may be responsible for modifying several columns. In a 
distributed-memory environment, such as a hypercube, columns are often preassigned to 
processors before the computation begins. We will deal with the column-to-processor assignment 
problem below. For the time being, we assume that the indices of the columns assigned to a 
processor are contained in the set mycols. Also, we use map[k] to denote the processor to which 
column k is assigned. Thus map is an integer array of size n. We assume that map is available to 
every processor. 
In a distributed-memory system each processor can access only its own local memory directly. 
If a processor requires data from the local memory belonging to another processor, it retrieves 
the data from the other processor by message-passing. We assume that the multiprocessor system 
provides the following two message-passing primitives: send and ‘recu. That is, send sends a 
message from one processor to another and recu awaits a message from any processor. 
An algorithm for performing dense Cholesky factorization in parallel on a distributed-memory 
multiprocessor system is given in Fig. 7. Here, L*k ( Lk*) denotes the k th column (row) of L. It 
may happen that columns si and s2 (si, s2 >j) are both assigned to the same processor; that is, 
map[s,] = map[s,]. In this case, only one copy of column k of L should be sent to processor 
map[s,]. Similarly, if columns s and k belong to the same processor, then there is no need to 
cmod(k + 1, k) cmod(k + 2, k) . . . cmod( n, k) 
\\/ 
cdiv( k) 
cmod( k, 1) cmod(k, 2) - a. cmod(k, k - 1) 
Fig. 6. Subtask precedence graph for column-Cholesky. 
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for k = 1 to n do 
if k E mycols then 
cdiv(k) 
send L*k to processors {mup[s] : k < s 5 n} 
else 
TeCV L,,k 
for j E mycols, j > k do 
cmod( j, k) 
Fig. 7. A parallel dense Cholesky factorization algorithm. 
send column k of L to processor mup[k]. Such features should be exploited in implementing the 
parallel algorithm in order to reduce the number of messages. 
The program implementing the algorithm will be executed on each processor. Quite often 
there is a host processor attached to a local-memory system. The role of the host is to initialize 
the local-memory multiprocessor system, to distribute initial data, to coordinate the computation 
and to receive results from the system. In this paper, we concentrate on the development of 
algorithms for the multiprocessor system. 
It is possible to overlap the computation and communication to a greater extent than shown 
here, in order to mask some of the communication cost with computation. The philosophy is to 
send out results at the earliest possible time in order to minimize any subsequent waiting for 
them. In particular, as soon as any column has had all of its modifications completed, the cdiu 
operation could be carried out immediately so that the broadcast of the resulting column of L 
can be started. Thus, a test should be inserted into the cmod loop to detect completion of 
modifications to any column, in which case the cdiu operation is carried out and the results 
transmitted before continuing with the remaining cmod operations. 
for k E mycols do 
nmod[k] c k - 1 
if 1 E mycols then 
cdiv( 1) 
send L,l to processors {m&s] : 1 < s 5 n} 
mycols t mycols - (1) 
while lmycolsl > 0 do 
reck a column, say column L,k 
for j E mycols do 
cmod( j, k) 
nmod[j] c nmod[j] - 1 
if nmodb] = 0 then 
cd&(j) 
send L*j to processors {map[s] : j < s 5 n} 
mycols t mycols - {j} 
Fig. 8. A parallel Cholesky factorization algorithm with pipelining. 
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This overlapping of communication with computation enables the modified algorithm to 
maintain a higher level of processor utilization than the “synchronous” algorithm shown in Fig. 
7. The amount of improvement depends on the relative speeds of communication and computa- 
tion, so the difference in performance on a given machine may or may not be significant. This 
strategy is often referred to as “pipelining”. A processor, rather than continuing its current 
computation, sends already computed values to other processors. A more detailed version of the 
algorithm, exploiting this notion, is shown in Fig. 8. Note that it uses an array nmod to keep 
track of how many times a column must be modified. For the dense case, nmod[ k] = k - 1. 
3.2. Sparse Cholesky 
The computation involved in sparse Cholesky factorization is basically the same as in dense 
Cholesky. However because the matrices A and L are sparse, some operations (involving zeros) 
are unnecessary. Thus the computation has to be organized in such a way that sparsity is 
exploited. Let us examine the algorithm in Fig. 4 again. Suppose we have just performed cdiu( k). 
In the dense case, we have to perform cmod( j, k) for j > k. However, if ljk = 0, then there is no 
need to carry out cmod(j, k). In other words, when column k of L becomes available, it is used 
to modify column j of A only if ljk # 0. Note that if L is sparse, column k of L may have only a 
few nonzeros. Thus only a few columns of A may be modified by L*k, and these modifications 
can be performed concurrently. 
By the same token, before we can form column k of L, column k of A has to be modified by 
columns i of L such that Iki # 0. That is, column k of L does not depend on all columns 1 to 
k - 1 of L; it is dependent on only a subset of these columns, and the subset is given by the 
structure of L. Consequently, in contrast with the dense case, some cdiu operations in fact can be 
executed simultaneously. In the dense case, because column k of L depends on all the previous 
columns, the cdiu operations are completed sequentially. An example is provided in Fig. 9, in 
which columns 1,2 and 3 are independent of each other. Thus cdiu(l), cdiu(2) and cdiu(3) can be 
performed concurrently, assuming there are 3 processors available. In summary, the potential 
parallelism in sparse Cholesky factorization comes from two sources: 
_ mod: this is parallelism inherent in the problem (even in the dense case); 
_ cdiu: this is the additional parallelism due to sparsity. 
To conclude this subsection, we provide in Fig. 10 a parallel algorithm for sparse Cholesky 
factorization on a distributed-memory machine. The algorithm is similar to that in Fig. 8. One 
(x X X 
X X X 
X x x 
x x X 
X 
x x X 
X X 
\X X 
Fig. 9. An example illustrating parallel execution of cdiu operations. 
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for k E mycols do 
if nmod[k] = 0 then 
cdiv( k) 
send L,,k to processors {map[j] : j > k, ljk # 0} 
.mycols t mycols - {k} 
while lmycolsj > 0 do 
TeCV a COhnn OfL,Say L*k 
for j E mycols and lfjk # 0 do 
cmod( j, k) 
nmod[j] t nmod[j] - 1 
if nmod[j] = 0 then 
cdiv( j) 
send L*j to processors {map[s] : s > j,Z,j # 0} 
mycols t mycols - {j} 
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Fig. 10. An algorithm for parallel sparse Cholesky factorization. 
key difference is that nmod[ k] in the sparse case is given by the number of off-diagonal nonzeros 
in row k of L. Such information can be obtained from the symbolic factorization phase. 
3.3. Parallelism and elimination trees 
In this section we explore the role that elimination trees can play in identifying and exploiting 
parallelism. We begin by considering two different orderings of the same problem and studying 
their corresponding elimination trees. Consider a 3 X 3 grid problem as shown in Fig. 11, where 
the 9 vertices of the grid are numbered in some manner, and the associated symmetric positive 
definite matrix A has the property that aij Z 0 if and only if vertex i and vertex j are associated 
with the same small square in the grid. Two different orderings of the grid are given in Fig. 11, 
the associated Cholesky factors are displayed in Fig. 12, and their corresponding elimination 
trees are shown in Fig. 13. 
The elimination tree on the left is typical of those generated by orderings that are good in the 
sense of yielding low fill and low operation counts. Its tree structure is short and wide. The 
fortunate fact is that such trees and their associated orderings lend themselves well to parallel 
computation. 
Fig. 11. Two orderings of a 3 X 3 grid. 
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Fig. 13. The elimination trees associated with the matrices in Fig. 12. 
Consider computing the Cholesky decomposition of A using the Cholesky factorization 
algorithm in Fig. 4. As we saw earlier, when we compute the ith column, we do so by modifying 
it using all columns j for which ljj # 0. That is, column i depends on these columns; it cannot be 
computed until the columns upon which it depends are themselves computed. Lemma 2 below 
provides the connection between this idea and the elimination tree. Its proof relies on a 
fundamental result due to Parter [30]. 
Lemma 1. Let i > j. Then lij # 0 if and only if at least one of the following conditions holds: 
(a) aij# 0; 
(b) for some k <j, li, # 0 and ljk # 0. 
Lemma 2. Let i > j and lij # 0. Then vertex i is an ancestor of vertex j in the elimination tree. 
Proof. If i =parent[ j], there is nothing to prove. Otherwise, parent[ j] < i. Let k =parent[ j]. 
Thus, j < k < i. It follows from Lemma 1 that lik # 0. By repeated applications of the argument, 
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we generate an ascending sequence of vertices (subscripts) L bounded above by i and for which 
li& # 0: 
j<parent[j] <parent[parent[j]] < 0.. <i. 
Thus, there exists an integer p such that parentP[j] = i. 0 
An important implication of Lemma 2 is that in the elimination tree, if vertex i and vertex k 
belong to the same level of the tree, the column sets upon which columns i and k depend are 
disjoint. 
Now consider the tree on the left in Fig. 13. We see that cdiu(l), cdiu(2), cdiu(3), and cdiu(4) 
can start immediately in parallel. Moreover, when thejr have completed execution and the 
appropriate ‘s have been performed, cdiu(5) and cdiu(6) may proceed independently. 
On the other hand, the band-oriented ordering whose tree is on the right in Fig. 13 is 
undesirable because the cdiu( i) must be executed serially. Moreover, the operation counts and 
fill are inferior to that of the first ordering. 
Thus, another way of intkrpreting Lemma 2 is that if vertex i and vertex j belong to the same 
level of the tree, tasks cdiu( i) and cdiu( j) can be performed independently so long as the cdiu 
and cmod operations associated with their descendant vertices have all been completed. In order 
to gain high processor utilization, it is therefore desirable to assign, if possible, vertices on the 
same level of the tree to different processors. 
3.4. Elimination trees and communication 
The structure of elimination trees can also provide guidance on how to allocate data to 
processors in order to reduce communication costs. We will again use the example from the 
previous section for illustration. We saw that it is desirable to allocate vertices (columns) at the 
same level of the tree to different processors. Within this constraint, there are several ways that 
such an allocation can be made. As an example, consider the elimination tree shown in Fig. 14. 
This tree corresponds to a matrix derived from a grid like the one in Fig. 11, except the grid is 
7 x 7 rather than 3 X 3. Two different options for allocating the columns to the processors are 
illustrated in Figs. 15 and 16. We assume there are four processors, numbered from 0 to 3. 
Notice that in both cases the columns at the same level of the tree are assigned to different 
processors as much as possible. The mappings in Figs. 15 and 16 are referred to as the bottom-up 
task assignment and subtree task assignment respectively. 
In a local-memory environment, the subtree task assignment strategy will reduce the com- 
munication requirements, since no communication at all will be required until 5 levels of the tree 
have been processed. After that, the amount of communication will be about the same for the 
two allocations. 
In general, the subtree task assignment on a multiprocessor system with a hypercube topology 
proceeds as follows. To simplify the discussion, we make the assumption that there is only one 
elimination tree associated with the Cholesky factor and the tree is a binary tree. Generalization 
to the general case is straightforward. The strategy presented below can be extended to the more 
general case. Starting from the root of the elimination tree, we search down the tree until we find 
two independent subtrees. Columns corresponding to the nodes above these two subtrees are 
assigned to the processors using the standard wrap-around mapping. Then the columns in one 
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Fig. 14. An example of an elimination tree. 
Fig. 15. Bottom-up task assignment. 
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Fig. 16. Subtree task assignment. 
subtree will assigned to of the that form subcube in hypercube and 
columns in other subtree be assigned the other of the The assignment 
carried out a recursive This column-to-processor is referred as the 
mapping and due to et al. Such a can be 
bad if elimination tree unbalanced; see 6.2 for discussions. For 
defined on X k element meshes nested dissection it was in [17] 
the load parallel sparse factorization on hypercube is and the 
of communication 0( k2p), p is the number of processors. Furthermore, it was 
proved that the amount of communication is optimal. 
4. Symbolic factorization 
As its name implies, symbolic factorization is the process of simulating the numerical 
factorization of a given matrix A in order to obtain the nonzero structure of its factor L. 
A naive way to determine the structure of L is to carry out the Cholesky factorization 
symbolically on the structure of A. The execution time of this straightforward algorithm is O(p), 
where p is the number of floating-point operations performed in the numerical factorization. 
However, we can do much better than this by looking more carefully at the structure of L. 
Parter’s lemma (Lemma 1) states that lij is nonzero as a result of one or both of the following: 
(a) the corresponding element of A is already nonzero, or 
(b) some step of the factorization previous to step j caused fill to occur in position (i, j). 
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Here and elsewhere it is convenient to be able to discuss the structure of matrices and vectors. 
In order to do so we introduce the function G. For a vector V, a(u) is the set of subscripts 
corresponding to nonzeros in n, and for the matrix M, 1(2(M) is the set of subscript pairs 
corresponding to nonzero elements of M. The notation Ma refers to the matrix obtained from 
M by setting all of its elements below the main diagonal to zero, and Mp denotes the matrix 
obtained by setting all the elements above the main diagonal to zero. The notations ik& and 
Mi*, which have been used in previous sections, denote the ith column and row respectively of 
the matrix M. Thus, for example, G(M”,i) - {i} is the set of row subscripts of nonzeros in 
column i of M below the diagonal. 
For convenience, let mk denote the parent of node k in the elimination tree of L. That is, mk 
is the row index of the first off-diagonal nonzero in column k of L, if ( L*k ( > 1. Otherwise, 
mk = k. (Note that mk =parent[k].) 
Lemma 3. 
{fi(L*,) - {k)) cfi&?zJ 
Proof. We assume that k < mk, since the result is trivial otherwise. For i E { G(L,,) - {k}}, we 
have k < mk 6 i. For i = mk, there is nothing to prove, since lmk,,,, # 0. Otherwise, by Lemma 1, 
li, # 0 and I,_+ # 0 imply that li,mk # 0. 0 
Thus, for i E { 1(2(L,ik) - {k}} and i > mk, it is redundant to consider column k when 
determining the structure of column i, since the relevant structure can be found in column mk. 
This result enables us to show that fi(L,i) can be characterized as follows [13]. 
Lemma 4. 
Q(L*j)=~(~~i)“( U {fi(L,,)Im,=i})-(l,&...,i-l). 
k<i 
Proof. Consider any k for which i E { ti(L*k) - { k}}. Using the notation m(k) to mean 
mk, m’(k) to mean m,_, and so on, we can generate an increasing sequence of subscripts that is 
bounded above by i: 
k<m(k)<m2(k)<m3(k)< *** <i. 
Thus, there exist an integer p such that mp+‘( k) = i. Let .?= (1, 2,. . . , i - l}. Then by Lemma 
3 we have 
{ s2(L*k) -y> = {"(L*,m,k,,-~} = *'* = {"(L,;m~,k,)-~} 
The result then follows. 0 
In words, the lemma says that the structure of column i of L is given by the structure of 
column i of A (excluding the portion above the diagonal), together with the structures of those 
columns of L whose first off-diagonal nonzeros are in row i. Consider the examples in Fig. 17, 
where X denotes a nonzero and + denotes a fill due to factorization. The structure of column 4 
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A= 
X X X 
X x x 
x x X 
x x x X 
x x x x 
x x X 
X X 





x x x 
x x + x 
x x 
x + + x 
X x++x+x 
Fig. 17. Structure of a matrix and its Cholesky factor. 
of L is given by the union of the structure of column 4 of A and the structures of columns 2 and 
3ofL. 
We can now formulate a symbolic factorization algorithm using the characterization of L 
provided by Lemma 4 above. The algorithm is given in Fig. 18. At the end of the symbolic 
factorization algorithm, the structure of column k of L, O(L,,), is given by the elements of Zk. 
The set Yk is used to record the columns of L whose structures will affect that of column k to 
L. It is not hard to see that the complexity of the algorithm is 0( 1 L I), where 1 L 1 is the number 
of nonzeros in L. This is certainly more efficient than the straightforward approach mentioned 
earlier. 
Note that when Y;, contains only one column, say i, and S2(AD,,) c ii?(L,;), then clearly 
O(L,,)= f2(L,i)- {k}. Thi s can be used to speedup the symbolic factorization algorithm. In 
fact, the conditions are often satisfied when k is large, since column k of L tends to become 
dense as k increases. 
The data structure used in the implementation of the algorithm in Fig. 18 on serial machines is 
very simple. The set Y;, can be represented using a linked list. When a new column, say i, has to 
be added to ,4pk, i is inserted at the beginning of the linked list. Moreover, because of the way the 
set Sp, is defined, 9, n 9’; = fl for k # 1, and the total number of elements in all these sets can 
never exceed n. Hence the linked lists for the sets Yk can be stored in a one-dimensional integer 
array of size n. The set .Zk can be represented using an ordered linked list. Since the columns of 
L are computed sequentially, only one such linked list is present at any given time. Thus, the 
linked lists for the &‘s can be implemented using only one integer array of size n as well. When 
for k = 1 to n do 
Sk + d’ 
for k = 1 to n do 
Lk + f%%k) 
for i E Sk do 
& t & u cc; - {i} 
determine mk 
if mk > k then 
S mL + Smk u {k} 
Fig. 18. Symbolic factorization algorithm for symmetric matrices. 
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for k E mycols do 
Sk + #’ 
ck + n(A:k) 
if smod[k] = 0 then 
mycols + mycols - (k) 
if j&j > 1 then 
determine mk 
send .& to processor mep[mk] 
while ImycoZsI > 0 do 
recv a column, say ~5; 
determine m; 
l,; + & u L; - {i} 
smod[mi] t smod[m;] - 1 
if smod[m;] = 0 then 
mycols c mycols - {mi} 
if IL,, 1 > 1 then 
determine m,, 
send 1!2,; to processor mup[m,;] 
Fig. 19. Sparse symbolic factorization algorithm. 
Zk is fully determined, its elements can be copied to consecutive locations in a subscript array. 
See [13] for more details on the implementation. 
We now consider the parallel implementation of the algorithm in Fig. 18. Let us consider the 
example in Fig. 17 again. Note that the structures of the first 3 columns of L are independent of 
each other in the sense that the structure of each depends only on the corresponding columns of 
A. Thus, if 3 processors are available, the structures of the first three columns of L can be 
computed simultaneously. From our discussion above, the structures of columns 1 and 2 of L 
will be used to modify the structures of columns 5 and 4 of A respectively. Clearly these 
modifications can also be performed simultaneously. (Note that column 4 of A will also be 
modified by the structure of column 3 of L, but this has to performed either after or before 
column 4 of A has been modified by column 2 of L.) This small example illustrates the fact that 
there is a certain degree of parallelism associated with the sequential symbolic factorization 
algorithm which we can exploit. In terms of the elimination tree, columns at the same level in the 
elimination tree can be computed independently. Our goal is to present an algorithm that 
exploits such parallelism. 
The algorithm is presented in Fig. 19. We assume that the number of structure modifications 
required to compute column k of L, which we denote by smod[k], is known. This information 
allows us to determine when the structure of a column of L has been fully computed. Note that 
smod [ k] is simply the number of columns of L whose first off-diagonal nonzeros are in row k. 
The computation of smod will be described after we have presented the parallel symbolic 
factorization algorithm. The parallel symbohc factorization algorithm is basically the same as the 
sequential algorithm presented above, except that the computation has been reorganized. The 
structures of the columns of the Cholesky factor may not be computed in the natural order. 
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Structure modifications to a particular column arrive asynchronously, and they are applied to the 
target column as they are received. As a result, the data structure for implementing the parallel 
algorithm has to be flexible. This differs from the sequential algorithm, in which the structure 
modifications to a particular column are applied in the natural order, and the structures of the 
columns of L are computed sequentially. 
In the description of the parallel symbolic factorization algorithm, we have assumed that smod 
is given. On the surface, this does not make much sense since the definition of smod suggests 
that the structure of L, which we are trying to compute, is already known. However, recall from 
Section 2.2 that an efficient sequential algorithm is available to compute the elimination tree of 
L from the structure of A. Moreover, a parallel algorithm for computing the elimination tree on 
a distributed-memory multiprocessor has been developed by Zmijewski and Gilbert [36]. Given 
the existence of these algorithms, it is reasonable to assume that smod can be made available to 
the parallel symbolic factorization algorithm. 
Note that the nodes in Yk are exactly the immediate descendants (child vertices) of vertex k 
in the elimination tree, and smod [k] = 1 Yk I. It is clear that the amount of communication 
required in symbolic factorization is much less than that in numeric factorization. In particular, 
after the structure of a column, say column i, is computed, its structural information is required 
by only one column, namely column parent[i], rather than by the ancestors of column i. On the 
other hand, the amount of computing is also small relative to that of numeric factorization. 
Hence it is important to organize the computation so that the communication cost is minimal. 
The subtree-to-subcube mapping helps in reducing the amount of communication since there will 
not be any communication at all initially. 
5. Sparse triangular solution 
5. I. Sparse forward solution 
We are interested in the solution of a sparse lower triangular system Lx = b. We begin by 
stating a parallel dense forward solution algorithm for distributed-memory systems which is due 
to Romine and Ortega [32]. Here we assume that the matrix L is distributed among the 
processors by columns, and the components of the right-hand side vector b are distributed 
among the processors correspondingly. The algorithm is given in Fig. 20 and it uses the inner 
product form. In order to compute xk at step k, the inner product of row k of L and the 
solution computed so far has to be formed. Since the columns and the corresponding solution 
components are distributed among the processors, the computation of the inner products is 
partitioned accordingly. Each processor forms the inner product of the columns and solution 
components it owns. It then sends the result to processor map[k]. Processor mup[k] collects all 
the contributions from every processor to the inner products and computes xk. Since we assume 
that we are working with a hypercube, the way in which the processors send in their contribu- 
tions can be made very efficient, for example, using a fan-in algorithm. 
As in the numeric factorization phase, parallel sparse forward solution is quite similar to 
parallel dense forward solution. Sparsity in the triangular factor may allow for additional 
parallelism, which should be exploited. A parallel sparse forward solution algorithm is presented 
in Fig. 21. In the algorithm, we make use of an integer array fmod whose content is different on 
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for k = 1 to n do 
tto 
for j E mycols and j < k do 
t t t- xj *t!kj 
if k @ mycols then 
send t to processor map[k] 
else 
temp c t 
for r= 1 top-l do 
Tecw t from processor T 
temp t temp + t 
xi t (b; - temp)/l;; 
Fig. 20. A parallel dense forward solution algorithm. 
different processors. Recall that nmod[ k] is the number of off-diagonal nonzeros in row k of L. 
For processor r, fmod[ k] = nmod[ k] if mup[ k] = r. Otherwise, fmod[ k] is the number of 
off-diagonal nonzeros in row k of those columns that are assigned to processor Y. The arrays 
food can be computed easily from the structure of L. Furthermore, the algorithm needs a 
temporary floating-point array c and an integer array gmod in each processor in the algorithm. 
In the algorithm given in Fig. 21, we have assumed that processor r will send ci to processor 
map[i] even if map[i] = r. We do so for simplicity in describing the algorithm. In the actual 
implementation, a processor would check to see if the message is intended for itself. If it is, the 
message would not be physically sent and would be handled differently. 
In general, map[i] will be different from r if an arbitrary mapping is employed. However, if 
the column-to-processor mapping is a subtree-to-subcube mapping, then the initial send’s from 
processor Y will be for itself and this will be exploited, resulting in a reduction in communication 
requirements. Finally, note that the nonzeros in the matrix L are accessed column by column. 
5.2. Sparse backward solution 
We now consider the backward solution LTx = b, where LT is an upper triangular matrix. We 
assume that the nonzeros of LT are stored by rows. Figure 22 contains a parallel algorithm for 
dense backward solution. It should be pointed out this algorithm and the dense forward solution 
algorithm given in the previous subsection are not the most efficient ones for solving the 
problems. Efficient algorithms for solving dense triangular systems have been developed recently 
for local-memory multiprocessor systems [19]. However, it is not yet clear how, or if, sparsity can 
be exploited in those algorithms. 
For the algorithm in Fig. 22, the right-hand side vector is updated at each step, and this 
updating is carried out in parallel. Since xk has to be broadcast to every processor, the amount 
of communication is relatively large. Furthermore the solution components are computed 
essentially in a sequential order, although some pipelining is possible. 
In the sparse case, the algorithm above may be inefficient, as the following discussion shows. 
First, since LT is sparse, it is no longer necessary to broadcast xk to every processor. The 
solution component xk is required only by rows that have a nonzero in column k. However, 
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Let T be my processor id 
for k = 1 to n do 
ck + 0 
gmod[k] t fmod[k] 
for k E mycols do 
ck + bk 
if nmod[k] = 0 then 
xk + ckllkk 
mycols t mycols - {k} 
for i E 0(&k) do 
ci + ci - zk * lbk 
fmod[i] + fmod[i] - 1 
if fmod[i] = 0 then 
if map[i] = T then 
gmod[i] + 0 
send i, c; and gmod[i] to processor map[i] 
while lmycolsl > 0 do 
recv k, t and tmod 
ck + ck - t 
fmod[k] c fmod[k] - tmod 
if fmod[k] = 0 then 
xk + ck/lkk 
mycols t mycols - {k} 
for i E fl(&*k) do 
C; + Ci - xk * lik 
fmod[i] c fmod[i] - 1 
if fmod[i] = 0 then 
if map[i] = T then 
gmod[i] t 0 
send i, ci and gmod[i] to processor map[i] 
Fig. 21. A parallel sparse forward solution algorithm. 
for k = n to 1 do 
if k E mycols then 
xk + bk/lkk 
send Xk to all processors 
else 
for j E mycols and j < k do 
bj + bj-xk*lkj 
Fig. 22. A parallel dense backward solution algorithm. 
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since LT is stored by rows, the structure of the columns is not known in general. Hence one 
cannot tell which processors will need the value of xk. One way to circumvent this problem is to 
broadcast xk to all processors, and of course the penalty is a high communication cost. 









Suppose rows 3, 5, 6 and 7 are assigned to different processors. Thus x5, xg and x7 can be 
computed simultaneously. When their values are available, they can be sent to the processor 
containing row 3. For simplicity, suppose processor Y has row 3. When processor r receives a 
message containing xk, k could be either 5, 6 or 7. Thus, the solution components may arrive in 
a random order. In order to use xk to update the right-hand side component b,, the nonzero in 
column k has to be found. However, note that the nonzeros of L* are stored in a compact 
format. It is therefore difficult to access the nonzeros in a random fashion. One solution to this 
problem is to search row 3 to determine if it has a nonzero in column k. The advantage is that 
solution components can be sent and consumed as soon as they are computed. The disadvantage 
is that extra computation has to be performed. 
An alternative to the approach described above is as follows. At the beginning of the 
computation, we can partition the rows in each processor according to where the last nonzero is 
in each row. Let Pr, be the set of rows in processor r such that the last nonzero in each row is 
in column k. Note that Prj nTrj = 0, for i Zj. Thus the sets =.Prk can be represented using an 
integer array of size n. For each row, we will maintain a pointer to the location of the last 
nonzero in the data structure. When row i is removed from any set, say zrk, and if there is a 
nonzero 1,; next to Iki such that j < k, row i will be inserted into the set Zrj and the pointer 
associated with row i will point to the location for Zji. If we insist that the solution components 
be consumed in the order n, n - 1,. . . ,l, regardless of the order in which they are computed, 
then when a SOhtiOn COIIIpOnent, say xk, is used in the updating process in processor Y, the set 
9,k will be the set of rows that require xk and their pointers will be pointing to the right 
nonzeros at that time. The advantage in this approach is that the solution components can be 
computed as soon as updating by the off-diagonal nonzeros is complete and can be broadcast to 
all the processors. The disadvantage is that the solution components may not be consumed 
immediately once they are received by the processors. Experience has shown that this latter 
approach is somewhat better than the approach described earlier. However, the fact that each 
solution component has to be sent to every processor makes the parallel sparse ,backward 
solution algorithm relatively inefficient. 
The situation is quite different if the column-to-processor mapping is a subtree-to-subcube 
mapping. As we have shown earlier, the structure of row i of L (i.e., column i of L*) is given by 
the subtree rooted at node i .in the elimination tree of L. Thus when xi is computed, it is 
required only by the columns (in the worst case) associated with the nodes in the subtree rooted 
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at node i. If the subtree-to-subcube mapping is employed, the columns in a subtree are assigned 
only to the processors in a subcube in the hypercube. Thus the amount of communication is 
much reduced, even if each solution component is sent to every processor in the subcube. A 
parallel sparse backward solution algorithm has been implemented and its performance is 
comparable with that of the parallel sparse forward solution in the previous subsection. 
6. Ordering 
6. I. A parallel implementation of nested dissection 
Finding a good ordering for a sparse symmetric positive definite matrix A is crucial in the 
efficient solution of the system Ax = b. We also have seen in previous sections that good parallel 
algorithms for the solution of the sparse linear system rely on the structure of the elimination 
tree which, in turn, depends on the structure of A and the initial ordering. Generally speaking, 
we want an ordering so that the corresponding elimination tree is short and wide, and thus has 
many independent subtrees. In such instances, some form of the subtree-to-subcube mapping 
may be used. 
The problem of finding an ordering that would minimize the fill in L is shown to be an 
NP-complete problem in [35]. Thus we have to rely on heuristic methods. There are several 
heuristic algorithms available. Examples include the nested dissection algorithm [11,12] and the 
minimum degree algorithm [14,15,25,33]. In particular, the automatic nested dissection algorithm 
in [12] often produces orderings that have short and wide elimination trees. Moreover, the nested 
dissection orderings on two-dimensional meshes have provable bounds on the nonzero and 
operation counts. Assume the finite element mesh has a nested dissection ordering. It has been 
shown that the number of nonzeros in L and the number of operations required to compute it 
are respectively O(n log n) and 0(n3’2), where n is the number of mesh points [l&21]. 
The nested dissection algorithm is based on the idea of divide and conquer. In terms of a finite 
element mesh, the basic step is to remove a set of mesh points and the associated connections so 
that the remaining mesh is divided into two or more disjoint meshes. The set of mesh points 
being removed is often called a separator. The unknowns associated with the disjoint meshes will 
be labelled first, following by those in the separator. The divide and conquer idea is applied 
recursively to the disjoint meshes to label the entire finite element mesh. The nested dissection 
algorithm lends itself to parallel implementation in a natural manner, in particular, on a 
hypercube system. Suppose we are working on a hypercube of dimension d. Note that each 
processor in the hypercube has d neighbours. We will choose a processor to be processor 0. At 
first, processor 0 will choose a separator from the mesh and divide the remaining mesh into two 
or more pieces. The disjoint pieces can be partitioned into two groups. Processor 0 now sends 
one group to one of its d neighbouring processors, say processor 1. Then each of processors 0 
and 1 will apply the nested dissection algorithm to the group it is assigned and select a separator 
to dissect the mesh into two or more submeshes. Now processor 0 can again keep one group of 
the submeshes and send the other group to a different neighbouring processor. Processor 1 will 
perform the same thing and send one group of its submeshes to a neighbouring processor (other 
than processor 0). This procedure will repeat for d stages after which each processor will have a 
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portion of the mesh that is not yet labelled. At this point, each processor will apply the 
sequential nested dissection algorithm to the remaining submesh it contains. 
The parallel nested dissection algorithm described above has been incorporated into our 
package for solving sparse symmetric positive definite systems on hypercubes. However, note 
that the amount of computing is usually small in the ordering phase compared to numeric 
factorization. Thus the reduction in ordering time in the parallel ordering algorithm may not be a 
significant fraction of the overall cost of solving a problem. 
6.2. Reordering and balancing elimination trees 
It is widely known that given an ordering of a sparse matrix, and therefore an elimination tree, 
any symmetric reordering of the matrix that numbers a vertex ahead of its parent in the 
elimination tree is equivalent to the original ordering in terms of fill and computation [28,31]. 
This raises a subtle point in connection with a previous example. If one examines the labelling of 
the tree in Fig. 14, and the processor assignment in Fig. 15, we see that the assignment of the 
columns to the processors was done in a so-called wrap-around manner. That is, the columns 
were assigned to the processors in much the same manner one would deal cards, assigning 
consecutive columns to consecutive processors until all processors have been allocated a column, 
and then wrapping back to the first processor with further columns. However, note that using 
wrap mapping on an equivalent reordering of the matrix would have produced the processor 
assignment given in Fig. 16. This equivalent reordering is shown in Fig. 23. 
Fig. 23. Reordered elimination tree. 
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Thus, we see that in terms of communication reduction, the fundamental structure is the tree, 
rather than the ordering of the matrix. 
There is a second important aspect about elimination trees that should be noted. Recently Liu 
[24] has shown how to produce equivalent reorderings of matrices which change the elimination 
tree. That is, the amount of fill and the amount of computation required for the factorization do 
not change, but the structure of the tree does change. It would take us too far afield here to 
examine his algorithm. From our previous discussions, it would seem desirable to have the best 
ordering we can find in terms of fill and computation, and then within the class of reorderings 
that preserve that level of fill and computation, choose one 
“ wide” tree. 
Liu has developed a fast algorithm [27] which will reorder a 
increase or decrease the height of the elimination tree, while 
which produces a “short” and 
sparse matrix problem to either 
preserving the level of fill and 
49 
8 48 
Fig. 24. Unbalanced elimination tree. 
152 A. George et al. / Solution of sparse systems 
computation. To illustrate how dramatic an effect this reordering can have, we applied his 
algorithm (in “unbalancing mode”) to the problem that produced the elimination tree shown in 
Fig. 14. The result is shown in Fig. 24. Factoring the matrix ordered in this way exhibits 
considerably less parallelism than the same problem ordered in the original way. 
Thus, if we were trying to allocate columns to processors for sparse Cholesky factorization so 
as to reduce communication costs on a distributed-memory multiprocessor, a reasonable strategy 
to adopt is as follows: 
(1) Find a good ordering (in terms of preserving sparsity) for A. 
(2) Find the elimination tree corresponding to the reordered A. 
(3) Reorder the problem so as to reduce the height of its elimination tree using Liu’s 
height-reducing algorithm [27]. 
(4) Assign the column tasks to the processors in a “bottom-up” manner with respect to the 
tree, but as much as possible, assign subtrees of the tree of subsets of the processors, as 
illustrated in the example in Fig. 16. 
The discussion in this subsection is particularly important for orderings such as minimum 
degree orderings. The minimum degree algorithm often produces an ordering that is good in 
terms of reducing fill in L and arithmetic cost for computing L. However, it is our experience 
that the elimination tree corresponding to a minimum degree ordering is often unbalanced. 
7. Some experiments and concluding remarks 
In this section we report on a limited number of experiments that have been conducted on an 
Intel iPSC at the Oak Ridge National Laboratory. The experiments are not designed to be 
exhaustive, but we believe they are representative of problems arising in the numerical solution 
of two-dimensional partial differential equations and related network problems in the plane. The 
problems used were a sequence derived from a triangulation of an L-shaped domain as 
illustrated in [12]. Members of the sequence of problems were generated by successively finer 
subdivision of the initial triangulation. All timing results are reported in seconds, and include 
only the time required for the actual computation of each algorithm. Time required to distribute 
the data to the processors was not included. Except for Table 5, the subtree-to-subcube mapping 
strategy was used. 
Table 1 contains timing results for the sequential code running on a single processor. These 
numbers are intended to provide the basis for comparison of the performance using multiple 
processors. 
Tables 2, 3 and 4 contain timing results for the sequence of problems when 8-, 16- and 
32-processor machines are used to solve them. 
As mentioned in earlier sections, the ratio of arithmetic to communication is much lower in 
the ordering, symbolic factorization and triangular solution algorithms, compared to the numeri- 
cal factorization. Thus, the reduction in execution time as the number of processors increases is 
much less significant for the ordering, symbolic factorization and triangular solution algorithms. 
This is very emphatically illustrated by the data in the tables. 
Generally, for a fixed problem size, the amount of communication increases with the number 
of processors, and the amount of computation performed by each processor decreases. Thus, the 
total time required by an algorithm running on a multiprocessor is the sum of two functions, one 
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Table 1 
Timing results on 1 processor 








265 1.187 0.375 3.937 0.375 0.375 
406 1.969 0.625 8.062 0.656 0.687 
577 3.031 0.906 14.219 1.062 1.062 
778 4.165 1.250 22.469 1.500 1.531 
1009 5.781 1.594 34.187 2.062 2.156 
1270 7.469 2.000 48.469 2.719 2.812 
1561 9.531 2.500 66.469 3.531 3.625 
1882 11.781 3.062 87.687 4.406 4.531 
2233 14.406 3.656 114.062 5.437 5.562 
2614 17.469 4.250 142.969 6.531 6.656 
Table 2 
Timing results on 8 processors 








265 0.710 0.145 2.015 0.470 0.425 
406 1.185 0.230 3.495 0.705 0.580 
577 1.645 0.310 5.445 1.000 0.740 
778 2.215 0.400 7.680 1.215 0.900 
1009 2.980 0.505 11.000 1.565 1.095 
1270 3.660 0.630 14.495 1.910 1.295 
1561 4.545 0.780 19.905 2.240 1.515 
1882 5.525 0.935 25.225 2.700 1.785 
2233 6.610 1.105 32.475 3.140 2.025 
2614 7.685 1.585 45.010 3.570 2.495 
Table 3 
Timing results on 16 processors 








265 0.725 0.160 2.075 0.680 0.535 
406 1.185 0.235 2.860 0.875 0.705 
577 1.640 0.315 4.640 1.115 0.880 
778 2.195 0.400 6.785 1.305 1.060 
1009 2.885 0.570 8.790 1.630 1.250 
1270 3.575 0.615 11.955 2.050 1.425 
1561 4.420 0.765 14.790 2.495 1.650 
1882 5.345 0.885 18.085 2.810 1.890 
2233 6.360 1.040 23.025 3.170 2.115 
2614 7.385 1.500 30.995 3.750 2.580 
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Table 4 
Timing’results on 32 processors 








265 0.805 0.195 1.900 0.765 0.665 
406 1.215 0.240 3.000 0.995 0.870 
577 1.680 0.320 4.115 1.335 1.075 
778 2.245 0.400 5.765 1.655 1.255 
1009 2.935 0.550 7.865 2.030 1.485 
1270 3.635 0.650 10.085 2.325 1.665 
1561 4.450 0.740 12.830 2.770 1.895 
1882 5.375 0.880 16.440 3.180 2.130 
2233 6.365 1.040 18.705 3.700 2.380 
2614 7.380 1.455 24.450 4.270 2.860 
Table 5 
Timing results on 8 processors with wrap-mapping 
n Ordering Symbolic 
factorization 
265 0.710 0.405 
406 1.190 0.750 
577 1.645 0.940 
778 2.215 1.290 
1009 2.980 1.710 
1270 3.660 2.025 
Numerical Forward Backward 
factorization solution solution 
2.735 1.340 2.890 
4.725 1.995 4.460 
7.380 2.695 6.355 
10.820 3.685 8.605 
14.685 4.655 11.190 
19.665 5.995 14.115 
of which increases with the number of processors, while the other decreases. There is normally an 
optimal number of processors that minimizes the execution time for a given problem. This 
phenomenon is amply displayed in the tables. For algorithms where the ratio of computation to 
communication is relatively low, this point is reached for relatively small numbers of processors. 
For example, with n = 1270, the optimal number of processors is less than 32 for the ordering 
and symbolic factorization algorithms. For the forward and backward solution algorithms, the 
optimal number is less than 8. In contrast, for the factorization algorithm, which is much more’ 
compute-intensive, the optimal number of processors is substantially greater. 
Table 5 has been included to illustrate the extremely important advantages gained by using the 
subtree-to-subcube mapping. Table 5 contains results obtained by using a wrap-mapping rather 
than a subtree-to-subcube mapping on an 8-processor machine. Comparing these results with 
those in Table 2, we see as expected that the effect of the subtree-to-subcube mapping is most 
significant in relative terms for those algorithms where the ratio of communication to computa- 
tion is relatively high. 
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