Intrinsic absorption in the earth affects the amplitude and phase spectra of the seismic wavefields and records, and may degrade significantly the results of acoustic full-waveform inversion. Amplitude distortion affects the strength of the scatterers and decreases the resolution. Phase distortion may result in mislocated interfaces. We show that viscoacoustic gradient-based inversion algorithms (e.g., steepest descent or conjugate gradients) compensate for the effects of phase distortion, but not for the effects of amplitude distortion. To solve this problem at a reasonable numerical cost, we have designed two new forms of preconditioning derived from an analysis of the inverse Hessian operator. The first type of preconditioning is a frequency-dependent compensation for dispersion and attenuation, which involves two extra modeling steps with inverse absorption (amplification) at each iteration. The second type only corrects the strength of the recovered scatterers, and requires two extra modeling steps at the first iteration only. The new preconditioning methods have been incorporated into a finite-difference inversion scheme for viscoacoustic media. Numerical tests on noise-free synthetic data illustrate and support the theory.
INTRODUCTION
Full-waveform seismic inversion involves iteratively improving an initial model of the subsurface by matching the measured seismic data with modeled data. The inversion algorithm is designed to minimize the misfit between the recorded and modeled data, usually measured by a least-squares error criterion. Generally, the computational cost of the modeling makes global search algorithms like Monte Carlo, simulated annealing, or genetic algorithms very costly. Local search methods, which roughly can be separated into Newtonian and gradient-based algorithms, require less computational effort.
When the earth can be described by a simple model with a limited number of parameters (e.g., a stack of horizontal homogeneous layers), Newtonian algorithms may be used. They require the computation of the first-and second-order derivatives (gradient and Hessian) of the error with respect to the model parameters. The gradient and a very good approximation to the Hessian are easily obtained from the derivatives of the data with respect to each model parameter. All these derivatives (Jacobian) can be computed numerically at the cost of one modeling per parameter. Such algorithms have been used, for example by Pan et al. (1988) , Amundsen and Ursin (1991) , Dahl and Ursin (1991) , Martinez and McMechan (1991) , Helgesen and Landrø (1993) , and Zhao et al. (1994) . Numerical tests on synthetic data show that the parameters of a plane-layer model can be recovered successfully by Newtonian algorithms.
When the earth model is more complicated (e.g., generally inhomogeneous), the number of parameters is usually so large that the numerical computation of the Jacobian is intractable. In that case, the gradient can be calculated (Lailly, 1984; Tarantola, 1984) , but the Hessian cannot, and less sophisticated optimization algorithms have to be used, such as the steepest descent or conjugate gradient methods. The convergence properties of the algorithms may be improved by preconditioning the gradients, i.e., multiplying them by an approximation to the diagonal of the inverse of the Hessian (Tarantola, 1984; Canadas, 1986) or by progressively building an approximation of the Hessian in the course of the iterative process (quasi-Newtonian algorithms) (Kolb et al., 1986; Lambaré et al., 1992) . Unfortunately, gradient-based algorithms usually cannot recover the low spatial frequencies of the earth model (Gauthier et al., 1986; Mora, 1987 Mora, , 1989 . On the other hand, the geometry of the recovered model generally provides a good image of the subsurface, and such algorithms can be used instead of traditional imaging methods (Amundsen et al., 1993; Mittet et al., 1997) .
Most of today's inversion algorithms neglect intrinsic absorption in the earth. In real absorbing media, however, the waves undergo attenuation and dispersion. Fitting the recorded data with synthetic data generated with an acoustic or elastic modeling method that neglects absorption obviously results in a biased estimation of the earth model or in distorted images of the subsurface. Therefore, there is an increasing interest in inversion methods that take absorption into account and correct its effects.
Inversion methods based on the numerical computation of the Jacobian can easily be adapted to absorbing media. Additional parameters describing the attenuation and dispersion can be included and treated as the other parameters (Dahl and Ursin, 1991; Martinez and McMechan, 1991) .
Gradient-based inversion algorithms can also be modified to handle absorption. Tarantola (1988) gave a general formulation for the inversion of density and relaxation functions. Noutary (1990) designed a viscoacoustic finite-difference method for vertical seismic profiling (VSP) data assuming a plane-layer model. Blanch and Symes (1995) applied 2-D viscoacoustic finite-difference linear inversion to a real data set. They described the absorbing medium with a standard linear solid rheology. Ribodetti et al. (1995) extended the method of Lambaré et al. (1992) to treat viscoacoustic media with a Maxwell rheology. Charara et al. (1996) applied viscoelastic inversion to an offset VSP data set from the North Sea.
So far, however, little attention has been paid to the importance of preconditioning. We show in this paper that gradientbased viscoacoustic inversion with classical preconditioning (as in acoustic or elastic inversion) does not correct all of the effects of absorption. Hence, the goal of this paper is twofold: first, to give a description of the distortion of the inversion results in an absorbing (viscoacoustic) medium (1) when absorption is neglected and (2) when gradient-based viscoacoustic inversion with classical preconditioning is used; and second, to correct this distortion with a preconditioning that better compensates for the lack of information from the Hessian. Our method requires an absorption macromodel which may be obtained from a priori information, measurements on rock samples, or from VSP data as suggested by Amundsen and Mittet (1994) or Harris et al. (1997) .
The paper is organized as follows. First, we derive analytic expressions for the gradients in a viscoacoustic medium with a generalized Maxwell rheology (Emmerich and Korn, 1987) and compare them to the classical acoustic formulas. We show that acoustic inversion distorts the phase and amplitude spatial frequency spectra of the models, and that viscoacoustic inversion corrects this phase distortion. The distortion of the amplitude spectra, however, is not corrected by a simple gradient-based viscoacoustic inversion algorithm because the correction terms lie in the Hessian operator (Causse and Mittet, 1996) . To treat this problem, we propose two new preconditioning methods, which rely on wavefield extrapolation (modeling) with amplification to compensate for the absorption of the real wavefields. Finally, these theoretical considerations are illustrated and supported by two simple tests. In the practical implementation, we use a high-order finite-difference modeling algorithm with a standard linear solid rheology (Emmerich and Korn, 1987; Holberg, 1987; Mittet, 1994) . We focus on viscoacoustic wave propagation, but the ideas we develop here can easily be extended to viscoelastic propagation. Important issues like the sensitivity to noise and to errors in the macro-absorption model are not addressed here; these questions will be the subject of another paper focused on practical applications of the method.
METHOD

Main equations
A viscoacoustic earth model can be described by the inverse density or lightness L(x) (also called specific volume) and the bulk compressibility function c(x, t) (inverse of the bulk modulus) at each point x in the subsurface. The compressibility is a causal function of time that accounts for intrinsic absorption of the waves in the earth. Although we have chosen a time-domain (finite-difference) algorithm for the practical modeling, we rather write the time-dependent quantities in the frequency-domain for the sake of compactness. We define the Fourier transform as
The wave equation for the pressure is 
The time conditions are chosen to ensure the causality of the Green's function, and we choose homogeneous spatial boundary conditions on a surface S 0 enclosing the model volume V 0 , so that the reciprocity relation,
is valid in the whole model (Morse and Feshbach, 1953) . In the following, the angular frequency argument ω will be dropped, except at places where this might affect clarity. To measure the misfit between the observed and modeled data, we use the acoustic potential energy error at the recording surface S:
where P = P − P obs is the difference between the modeled and observed pressure (residual pressure). The asterisk * denotes complex conjugation. In a VSP experiment, the particle velocities V i are measured instead of the pressure. In that case, we define the misfit as the acoustic kinetic energy error (Appendix A).
The optimization of initial lightness and compressibility models is done by an iterative steepest-descent algorithm (Appendix B) . This requires the computation of the gradients of the least-squares error with respect to the lightness and compressibility. General expressions for these gradients are derived in Appendix A:
where P and are the Fourier transforms of a pressure field modeled in the current model and a residual wavefield extrapolated backward in time, respectively. In the time domain, the expression for the lightness gradient corresponds to the zerolag crosscorrelation of two fields, whereas the compressibility gradient depends on time and involves the full crosscorrelation function of the two fields. Note that both P and are attenuated during the extrapolation from the source/receivers into the medium. This is schematically illustrated in Figure 1 , where the minus sign symbolizes attenuation.
In the time domain, the wave equation (2) contains a convolution with the compressibility function which makes finitedifference modeling intractable. To make modeling by finite differences feasible, the frequency-dependent compressibility C has to be expressed with help of a finite number of frequencyindependent parameters (rheological model). We describe the viscoacoustic medium as a generalized Maxwell body:
M U is the unrelaxed bulk modulus, ω j is the jth relaxation frequency, and M j is the difference between the unrelaxed bulk modulus and the contribution to the bulk modulus due to the jth relaxation mechanism. These parameters can be adjusted to fit any realistic linear absorption law. Modeling by finite differences in such a model can be performed at the expense of a reasonable additional computational cost compared to acoustic modeling (Emmerich and Korn, 1987) . Note that our expression for the bulk modulus [equation (7b) 
The compressibility gradient γ C can now be split into a set of frequency-independent gradients
where µ denotes any parameter of the acoustic or viscoacoustic rheological model. The gradient calculation contains either a time or a space differentiation, depending on which parameter is involved. To get compact expressions, we introduce the operators O µ defined as follows:
Using this notation, we get the following expressions for the gradients. Acoustic formulas:
Viscoacoustic formulas:
The classical time-domain acoustic gradients (Lailly, 1984; Tarantola, 1984; Amundsen et al., 1993) can be obtained from equation (10) using Parseval's theorem. In the time domain, due to the factors F µ , the viscoacoustic equations (11) become complicated differential equations for the gradients. Therefore, we compute the viscoacoustic gradients directly from equation (11) after transformation of the forward and backward wavefields from the time to the frequency domain.
We note two important differences between the acoustic and viscoacoustic formulas:
1) The forward and backward extrapolated wavefields P and are attenuated during the propagation into the medium (Appendix A), whereas P ac and ac are extrapolated in an acoustic medium without attenuation. 2) In the acoustic formulas, the factors F µ do not depend on frequency, but in the viscoacoustic formulas they do, and hence can be considered as filters.
Interpretation of gradient formulas
To compare the behavior of the acoustic and viscoacoustic formulas, we consider a known viscoacoustic medium with a small unknown perturbation of the parameter µ. We start with the analysis of the acoustic gradients.
First, let us assume that absorption in the medium is negligible. Note that:
1) The forward and backward extrapolated wavefields P ac (x) and ac (x) then have the same phase for x on the perturbation (since they are coherent at this location), and these phases cancel due to the conjugation of ac in the gradient formula (10). Let us imagine a simple experiment in a homogeneous background model with a thin, flat, horizontal unknown perturbation. In that case, the gradients will be centered on, and symmetrical about, the perturbation because of this zero-phase property.
2) The spatial bandwidth of the gradients, which determines the resolution, depends only on the source pass-band and on the velocity in the medium.
What happens now if the medium is absorbing? Absorption affects both the propagation and scattering of seismic waves. The propagation effects consist of attenuation, which modifies the amplitude spectrum of the wavefields (high frequencies are more attenuated than low frequencies), and velocity dispersion, which modifies their phase spectrum. Scattering also works upon the amplitude and phase spectra since the reflection coefficients in an absorbing medium are frequency dependent and complex. Therefore, the presence of absorption induces both an amplitude and a phase distortion of the acoustic gradients. The amplitude distortion (1) weakens the estimates of the perturbations (especially in the deep part of the model) and (2) reduces the resolution as a result of the bandwidth reduction caused by the loss of high frequencies. Now, we shall see how the viscoacoustic formula (11) for γ µ helps to correct the distortion. First, the wavefields P and involved in this formula are extrapolated in a viscoacoustic background medium. If the phase velocity is the same as in the real medium, this suppresses the phase distortion coming from propagation. Second, the filter F µ corrects the phase distortion coming from frequency-dependent scattering. Regarding the amplitude distortion, however, the viscoacoustic gradient formulas do not provide any correction at all. On the contrary, since the theory requires that both the forward and backward modelings shall be done with attenuation during the extrapolation, the high frequencies will be attenuated further.
This conclusion may seem surprising. One would have expected viscoacoustic inversion to provide a full correction for both the phase and amplitude distortion obtained with the inappropriate acoustic formulas. The explanation lies in the Hessian operator. It can be shown that applying the inverse Hessian operator would correct the amplitude distortion in the viscoacoustic gradients (see Appendix C). Multiplying by the inverse Hessian is intractable, but we propose a procedure to apply the same correction of the amplitude distortion as the inverse Hessian at an affordable numerical cost. This procedure can be regarded as a generalized form of preconditioning.
Preconditioned inversion
Classical preconditioning.-Preconditioning usually means multiplying the gradients by an approximation to the spatial form of the diagonal of the inverse Hessian. The preconditioned gradient for parameter µ can be written aŝ
where B(x) is the preconditioning factor. In the classical acoustic or elastic case, a deep scatterer generally gives a weaker contribution to the gradients than a shallow scatterer because of the amplitude losses by geometrical spreading in the real and forward modeled fields. The preconditioning factor B(x) removes the geometrical spreading from the source to the depth point x, and therefore rebalances the contributions of deep and shallow scatterers in the gradients (Canadas, 1986; Mittet et al., 1997) . This factor may be calculated by a geometrical approximation assuming an homogeneous velocity model, or more exactly with help of a modeling in a smooth acoustic model of the earth:
with
In the viscoacoustic case, high frequencies are attenuated during the propagation of the real wavefield and during the forward and backward modeling steps. This decreases the magnitude of the reconstructed scatterers further and smears (lowpass filters) them. The effect is most severe for scatterers far away from the source and receivers. Correcting this effect requires a more sophisticated form of preconditioning than a simple geometrical spreading correction.
Generalized preconditioning.-To compensate for the decrease of amplitudes and the loss of high frequencies in the modeled wavefields P and , we introduce two new wavefields P A and A that are extrapolated with amplification instead of attenuation. P A and A have the same phase as P and , but have different amplitude spectra (they contain more high frequencies). We show in Appendix D how to avoid numerical instability in the calculation of P A and A by the finite-difference method.
The spatial form of the Hessian operator contains a spacevariant low-pass filter [see equation (C-6) ] which explains the smearing of the gradients caused by attenuation. This smearing should be compensated for by applying the inverse filter. In practice, computing and applying this filter to the gradients in the space domain would be a complicated and costly procedure.
Instead, the correction can be done directly by replacing the fields P and in equation (12) 
In this way, the attenuation of high frequencies in the data residuals is compensated by the boosting of high frequencies during the forward and backward modelings with amplification (symbolized by the plus sign in Figure 2) . A similar approach was followed by Mittet et al. (1995) for prestack migration in absorbing media. Since the phase spectra of P A and A are equal to the phase spectra of P and , respectively, the phase correction is not affected by this new formula. This approach is equivalent to a generalized preconditioning involving off-diagonal terms of the inverse Hessian operator (Appendix C). It provides a full correction of the amplitude distortion in the gradients: both the weakening of the estimated perturbations and the reduction of the resolution are compensated for. At each iteration, this procedure requires two extra modeling steps for the calculation of the preconditioned gradientsγ µ . The gradients γ µ must be calculated as well because they are used to calculate the step lengths [see equation (B-6) ]. The calculation of the step lengths requires also 2N + 2 modelings at least (Appendix B). Hence, the extra numerical cost associated with this preconditioning is relatively low.
Amplitude preserving preconditioning.-Generalized preconditioning can be considered as a scaling of the fields P and in equation (12) with frequency-dependent factors |P A (x, ω)|/|P(x, ω)| and | A (x, ω)|/| (x, ω)|. These factors represent high-pass filters. To avoid the boosting of highfrequency noise by these filters, we can replace them by a frequency-independent average factor. This can be done by modifying the preconditioning factor in equation (12): with E P , E , E P A , and E A defined as E Pac in equation (14). The constants λ P and λ are introduced to stabilize the algorithm. The factorB(x) can be computed once and for all during the first iteration, so that only two extra modeling steps are required for the total inversion process. This new preconditioning factor can be regarded as an approximation to the inverse Hessian diagonal that compensates for both the geometrical spreading and the decrease in energy due to absorption (Appendix C). With equation (16a), the smearing due to the loss of high frequencies is not compensated for, but the amplitudes of contributions from different depths are correct.
NUMERICAL EXAMPLES
We present two numerical tests to illustrate the theory. The first test emphasizes the effects due to propagation in the absorbing medium. The second test focuses on the effects of frequency-dependent scattering.
Both tests have the same geometrical configuration, with two small scatterers of identical size and strength included in a 2-D homogeneous viscoacoustic background (Figure 3) . In each test, only one single parameter was perturbed and inverted for, and we processed a single shot. The model is defined on a grid of size 300 × 200, with 10-m grid spacing. Absorbing zones are placed along the sides of the model to avoid side reflections (Cerjan et al., 1985) . A horizontal array of 200 receivers located above the source measures the pressure. The dashed line indicates the part of the model which is updated during the inversion. The source function, which is assumed to be known, is a Ricker wavelet with dominant frequency 20 Hz.
For each test, a set of viscoacoustic synthetic "observed data" was generated by finite-difference modeling in the model containing the perturbations. We also generated acoustic data in an acoustic version of this model. First, these acoustic data were inverted by acoustic inversion with classical preconditioning to provide acoustic reference results. Then, the viscoacoustic data were inverted by acoustic inversion with classical preconditioning, viscoacoustic inversion with classical preconditioning, viscoacoustic inversion with amplitude preserving preconditioning, and viscoacoustic inversion with generalized preconditioning.
FIG. 3. Configuration geometry for the numerical tests. The
shaded zone represents the absorbing boundaries.
"Propagation" inversion test
Since scattering by a lightness perturbation is not frequencydependent [equation (A-11)], we emphasized the effects of propagation by choosing a pure lightness perturbation. The model parameters are given in Tables 1 and 2 . Attenuation and dispersion in this model are high. In the frequency range of the source, the quality factor is about 20 (Figure 4a) , and the phase velocity ranges from 1950 to 2080 m/s (Figure 4b) .
In Figures 5 and 6 , we show the lightness preconditioned gradients. Note the symmetry in the signature of the reference gradient. In the acoustic gradient, this symmetry is destroyed by a strong phase distortion, the 2-D image is less sharp than the reference image, and the deeper perturbation is weakened relatively to the shallower.
The three viscoacoustic gradients are centered on, and symmetrical about, the perturbations, demonstrating the correction of the phase distortion. With classical preconditioning, however, the relative magnitude of the two perturbations is incorrect. The deep perturbation is even more attenuated than in the acoustic gradient, and the resolution is poorer too. Amplitude-preserving preconditioning provides a gradient with poor resolution but correct relative amplitudes. With generalized preconditioning, the resolution is recovered. In Figures 7 and 8 , we show the inverted lightness after five iterations. The acoustic result is very poor. The location and polarity of the actual lightness perturbations are not evident, and the retrieved perturbations are far too small. Viscoacoustic inversion gives much better results. However, despite the iterations, the deep perturbation is still underestimated by the inversion with classical preconditioning. With amplitude preserving preconditioning, the magnitudes of the two perturbations are equal. Generalized preconditioning helps reconstructing the perturbation almost as well as in the reference acoustic case, except for small artefacts below the deep diffractor.
The normalized least-squares data error is plotted in Figure 9 . Viscoacoustic inversion with generalized preconditioning gives the largest final least-squares error. This is surprising, and we discuss possible reasons for this later. To get a more objective comparison of the different inversion techniques, we also calculated a least-squares error in model space (the sum of the squares of the difference between the inverted and real lightness models), shown in Figure 10 . The acoustic model error remains very high, and the more sophisticated the preconditioning, the better the match between the recovered and exact models. At the first iteration, generalized preconditioning reconstructs the lightness model almost as well as in the reference case, but at later iterations the reference results are clearly better.
"Scattering" inversion test
Intrinsic absorption modifies not only the propagation, but also the scattering of seismic waves. Even if the propagation effects are dominant in practice, it is interesting to see how frequency-dependent scattering may affect acoustic inversion, and in which respect the distortion coming from scattering can be corrected by viscoacoustic inversion.
To reduce the propagation effects in this test, we chose a nearly acoustic background (Table 3 ). In the source bandwidth, the Q factor was around 500 and the phase velocity ranged from 2093 to 2097 m/s. Hence, the effects of attenuation and dispersion were negligible. The pure relaxation frequency perturbation resulted in frequency-dependent scattering. Since the relaxation frequency is involved in the expression of the bulk modulus [equation (7b)], we took a reference acoustic model with a pure bulk modulus perturbation (Table 4 ). In the acoustic inversion, the bulk modulus preconditioned gradients were used to update the bulk modulus models. In the viscoacoustic inversion, the preconditioned gradients in relaxation frequency were use to update the relaxation frequency models.
The scattering effects are handled by the filters F µ in the viscoacoustic formulas (11) and not by the preconditioning (which was designed to handle the effects of propagation on the amplitude spectra). Because absorption is negligible in this model, the three types of preconditioning are equivalent and the viscoacoustic inversion was performed with classical preconditioning only.
The preconditioned gradients are shown in Figure 11 . An increase in relaxation frequency corresponds to a decrease in Table 3 . Viscoacoustic model for "scattering" test. bulk modulus. Therefore, the bulk modulus and relaxation frequency gradients have different polarities. For simplicity, we reversed the polarity of the frequency gradients in the figure.
Here again, the phase distortion resulting from the use of the inappropriate acoustic formulas is demonstrated by the deterioration of the spatial symmetry in the gradients. The phase distortion is corrected by the viscoacoustic formulas, which give a gradient that is very similar to the reference gradient. Figure 12 shows the inversion results. For the acoustic inversion of viscoacoustic data, the parameters corresponding to the real perturbation (relaxation frequency) and the inverted perturbation (bulk modulus) are different, and the real model is therefore not displayed. The acoustic inversion should have interpreted the increase in relaxation frequency in the actual model as a corresponding decrease in bulk modulus. However, the retrieved bulk modulus perturbation is not centered on the actual perturbation, and its polarity is not clear. Both the viscoacoustic inversion and the reference provide a good and unambiguous (band limited) reconstruction of the actual models.
DISCUSSION
The numerical tests illustrate clearly the phase and amplitude distortion of the inversion results due to intrinsic absorption. In the "propagation" test, acoustic inversion reconstructed lightness perturbations with incorrect phase and dramatically underestimated their magnitudes. This is because a small model perturbation may cause a relatively large data perturbation since the waves are not absorbed during acoustic modeling. The amplitude errors in viscoacoustic inversion with classical preconditioning may be significant. The iterative process slowly adjusts the relative magnitudes of perturbations at different depths (compare Figures 6c and 8c . This may cost a lot of iterations in practice. The two proposed preconditioning methods correct the amplitude errors directly in each iteration.
The "propagation" test also illustrates the well-known fact that a small least-squares error does not necessarily imply a very good match with the exact model (Kolb et al., 1986 ). The error is mainly sensitive to the first arrivals in the data, late arrivals being strongly weakened by geometrical spreading and attenuation. Hence, rather small data residuals can be obtained even if the deep part of the model is incorrect. A more objective measure of the data misfit could be obtained by applying a suitable scaling of the data residuals prior to the calculation of the least-square error. Modifying the definition of the error would modify the gradients and improve the inversion. Blanch and Symes (1994) follow this idea and call it postconditioning. Actually, amplitude preserving preconditioning can be considered as such a scaling, but in the space/model domain rather than in the time/data domain. The space/model domain approach is mathematically more well-founded.
There is another reason for the error being mostly sensitive to the shallow part of the model: during the propagation, the wavefields are not sensitive to the spatial frequencies of the model that are beyond the maximum wavenumber. As the waves penetrate into the model, this maximum wavenumber decreases due to the loss of high frequencies. Generalized preconditioning actually recovers the spatial frequencies of the model up to the original maximum wavenumber (which is re-FIG. 8. Vertical cross-sections of the lightness models after five iterations at x = 1500 m for the propagation test: (a) reference inversion; (b) acoustic inversion; viscoacoustic inversion with (c) classical preconditioning, (d) amplitude preserving preconditioning, and (e) generalized preconditioning. The dotted line shows the exact lightness model. lated to the maximum frequency in the source and is independent of the absorption in the model). Hence, the viscoacoustic wavefields and modeled data are not very sensitive to the spatial frequencies recovered by generalized preconditioning. This explains why the least-squares error overlooks the positive action of this preconditioning.
FIG. 9.
Normalized least-squares data error for the propagation test. Dotted line is reference inversion; dashed line is acoustic inversion; solid lines are viscoacoustic inversion with (a) classical preconditioning, (b) amplitude preserving preconditioning, and (c) generalized preconditioning.
CONCLUSION
We have analyzed the distortion of the inversion results when using acoustic inversion on seismic data with significant absorption. This distortion affects both the phase and the amplitude spatial frequency spectra of the retrieved models and comes from both propagation (attenuation and dispersion) and frequency-dependent scattering in the real absorbing earth. Our tests illustrated the distortion from these different origins.
The strength of the retrieved perturbations is very underestimated and the strength of shallow scatterers is exaggerated compared to deeper scatterers. The shape of the reconstructed perturbations is not correct either, and reflectors may appear slightly mislocated. Even the polarity of the perturbations may be difficult to infer from the results. Finally, the resolution is poorer than for a similar experiment in a non-absorbing earth. These effects increase with depth and amount of absorption. They may degrade well ties and cause interpretation problems.
We have derived general viscoacoustic gradient formulae. The gradient calculation requires a macromodel for attenuation in addition to the velocity macromodel. If these models are correct, the viscoacoustic inversion corrects the phase distortion and retrieves perturbations with correct location and polarity. However, it does not correct the amplitude distortion. In our numerical example with classical preconditioning, the relative magnitudes of different scatterers were incorrect and the resolution was poor, even after five iterations.
Inversion theory provides a full correction of the distortion, but the amplitude corrections lie in the inverse Hessian operator, which usually is too expensive to compute. Therefore, we proposed two new preconditioning methods: "Generalized preconditioning" rebalances the relative magnitudes of the perturbations in the whole model and recovers the ideal resolution in the gradients, while "amplitude-preserving preconditioning" just equilibrates the magnitudes of the different perturbations in the model. The tests illustrated this clearly.
Inserting the kernels into equation (A-1) and using this property, we get
(A-7)
The kernel in the time domain, k µ (x r , x, t), could be calculated numerically at the cost of one modeling in the initial medium slightly perturbated with δµ(x, t). However, the computation of the gradients would require this calculation for each parameter class, each depth point x, and each time t, involving a huge amount of forward modelings. Hence, the calculation of the Fréchet kernels (Jacobian) is tractable only when the medium can be described by a few parameters. When the description of the model involves many parameters, like here, another procedure must be used.
Calculation of the Fréchet kernels
The kernels give information on how a perturbation of the subsurface model may affect the modeled wavefields. Hence, we consider our medium as a perturbation of a reference medium (with subscripts 0):
In the reference medium, the equation (3) for the Greens's function is written
We multiply equation (A-8) by G(x, x 0 ) and equation (3) by G 0 (x, x ), subtract, and integrate in x space over the volume V 0 . Applying Gauss' theorem and using the homogeneous boundary conditions on S 0 , we get the Lippmann-Schwinger equation
This equation is not explicit, as the Green's function G in the unperturbed medium also appears on the right-hand side. The first-order Born approximation, valid if the relative perturbations of the medium parameters are small, is obtained when replacing G with G 0 on the right-hand side. Using the reciprocity theorem (4) for G 0 , we obtain
Multiplying with the source distribution, we get
This equation relates a perturbation of the medium to the resulting perturbation of the recorded pressure and yields the expression for the compressibility kernel and, using Gauss' theorem with the boundary conditions on S 0 , the expression for the lightness kernel:
Inserting these expressions in equations (A-6) and (A-7), we get the gradients. For instance, for the compressibility, -14) In this form the equation is still intractable. However, using the reciprocity of the Green's function and defining as
the compressibility gradient takes the form
Similarly, we obtain for the lightness gradient
Equation (A-15) indicates a practical way of computing . The same modeling code that is used for the forward propagation is run with the time-reversed (weighted) pressure residuals as sources. The output is then time reversed again to obtain the backward field φ. Hence, φ(x, t) undergoes attenuation as t decreases during the backward propagation from the receivers into the medium. The backward extrapolation is therefore numerically as stable as the forward extrapolation (Tarantola, 1988) . Equation (A-15) may be rearranged to give -18) where F m represents the monopole residual source distribution for the backward extrapolation
Kinetic energy gradients
In a VSP experiment, the error may be defined as
(A-20)
APPENDIX B OPTIMIZATION ALGORITHM
In this appendix, we assume that the subsurface can be described by a set of frequency-independent parameters, as in equation (7b). To improve the initial model of the subsurface, we use an iterative procedure with the following update for parameter ν:
is the preconditioned gradient with respect to parameter µ at iteration k,
and α (k)
νµ represents a matrix of step lengths, which shall be chosen in order to get the lowest possible least-squares error E (k+1) . We have
The linearized forward problem between iterations k and k + 1 is written as νµ (x r ) P * (k) q (x) requires a forward modeling in the model at iteration k where the parameter has been slightly perturbed in the direction of the q preconditioned gradient. Equation (B-6) represents a linear system of (2N + 2) 2 equations for the step lengths (N is the number of relaxation mechanisms in the rheological model; with the lightness, the unrelaxed bulk modulus and N relaxation frequencies and associated bulk moduli, the total amount of physical parameters is 2N + 2). A similar equation involving the particle velocity is obtained in the VSP case. Note that the calculation of the complete set of step lengths involves (2N + 2) 2 forward modelings. The algorithm may be simplified by constraining all the off-diagonal step lengths α i j, j =i to be zero. In that case, only 2N +2 forward modelings are needed. The preconditioned gradients may also be replaced by conjugate directions to increase the speed of convergence (Causse, 1994) . Note that a possible scaling of any of the preconditioned gradients will automatically be eliminated by an inverse scaling of the corresponding step lengths. Therefore, this algorithm is only sensitive to the shape of the preconditioned gradients, not to their intensity. Since the inverse Hessian is too expensive to compute, these corrections have to be done in another way. In this paper, we only consider corrections for geometrical spreading and absorption. Note also that the algorithm proposed in Appendix B contains a form of decoupling of the parameters if off-diagonal step lengths are used. the exact amplitude spectrum required by our preconditioning. Hence, the appropriate amplified wavefields P A and A can be where small constants χ P and χ are introduced to avoid the division with zero. The wavefields P A and A calculated in this way have the required phase and amplitude spectra.
