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Abstract
For a set of 3 or 4 points we compute the exact probability that, after assigning the distances
between these points uniformly at random from the set {1, . . . , n}, the space obtained is metric. The
corresponding results for random real distances follow easily.We also prove estimates for the general
case of a ﬁnite set of points with uniformly random real distances.
© 2005 Elsevier B.V. All rights reserved.
Keywords: Finite metric spaces; Triangle inequality
0. Introduction
In research similar in spirit (though different in substance) from the one presented
here, several mathematicians have tried to tackle the problem of counting the number of
topologies (or, almost equivalently, partial orders) on a ﬁnite set of points. See the two
papers of Kleitman and Rothschild [2,3] for an illustration of that (still unsolved) problem
and the related difﬁculties. Of course, this classical question can be phrased in probabilistic
terms by asking, for instance: given the set E = {1, . . . , n}, how likely is it that a random
subset of the power set of E be a topology on E?
Along these lines, here we will be asking the following: how likely is it that a ﬁnite
space with random distances is a metric space, that is, what is the probability that every
triangle in it satisﬁes the triangle inequality? In this paper we will answer this question in
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all detail for spaces containing three or four points and whenever the distances belong to
the set {1, . . . , n} (see Theorems 1 and 2 below). Dealing only with three or four points
may seem lacking in ambition, but it should be clear from the escalation in complexity from
n= 3 to 4 that despite the easy question the answer does not need to be anywhere close to
easy. In fact, even the probabilistic approach to a set of four points reveals the difﬁculties
arising from having four sub-triangles none of which is independent form the others. This
explains in part why we resorted to plain old-fashioned counting. Another reason for our
main proof is that its separate lemmas (to be found in Section 2) furnish information that
easily allows to prove other related conditional results on four-point systems, if desired, and
so the breakdown in cases can actually be useful to answer other questions. In any case,
for the sake of brevity we will only give a sketch for most of the details even in Section 2,
while of course the author remains available for any request for complete computations.
We are aware that from a purely combinatorial point of view all that we need to do is
to count certain solutions of systems of linear inequalities (three triangle inequalities for
each sub-triangle), and that the method of generating functions and the use of computers
may well be the only way to wade into the more complex cases (see for example [1,6]
for expositions and recent progress on the subject; for the general theory of generating
functions, see Chapters 4–6 of [5]). Still, it should be already evident by looking at the
simple Theorem 1 below that the related machinery could easily lead to longer proofs in
some very basic cases (in the example of the condition that a quadrilateral be metric, the
four sub-triangles would require considering a system of 12 simultaneous inequalities and
thus calculations that, while more powerful, will not be less tedious than what we offer
below) save for, of course, letting the machines take over. In fact, we insisted on giving a
non-computer-aided proof for the elementary cases n= 3 and 4 precisely to make the point
that so far we can reasonably go with our own forces, while machines may well be the only
possible tool to take over from that.
As concerns the asymptotics connected to the general case of M points, we present
Theorem 3 as a reference and good indication of the nature of what would be an optimal
result. This result only uses Theorem 1 as a starting point, and conceivably Theorem 2
should lead to better estimates, but as said above the probability considerations related to
quadrilaterals becomemuch more involved, and so work in this direction is still in progress.
To improve readability of this paper, the main statements (and the easy proof of
Theorem 1) are collected in Section 1, while the rest of the lemmas and proofs are to be
found in Section 2 (proof of Theorem 2) and Section 3 (proof of Theorem 3).
Given two points, we will freely refer to the imaginary line between them as a “side” and
denote such sides with capital letters A,B,C, . . . , while their lengths (the distances) will
be denoted by the corresponding letters a, b, c, . . . .
1. The results
Theorem 1. Let the distances between three points be assigned randomly from the set
{1, . . . , n}. The probability that the resulting triangle is not metric is
(n− 1)(n− 2)
2n2
.
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Consequently, if the distances between three points are random real numbers then the
probability that the resulting triangle is not metric is 12 .
Proof. The triangle ABC is not metric precisely if one of the sides is longer than the sum
of the other two. If A is the longer side with, say, a ∈ {2, . . . , n}, then ABC is not metric
if b + c <a, and this can be accomplished in (a − 1)(a − 2)/2 ways. Adding this up
for 2an and multiplying times 3 (B and C might be the longer side, too), we obtain
that the triangle is not metric in n(n − 1)(n − 2)/2 of the n3 possible cases. The result
follows. 
Theorem 2. Let the distances between four points be assigned randomly from the set
{1, . . . , n}. The probability that the resulting space is not metric is
412n6 − 408n5 − 1130n4 − 360n3 + 2368n2 − 912n+ 15(1− (−1)n)
480n6
.
In particular, if the distances between four points are uniformly random real numbers then
the probability that the resulting space is not metric is 103120  0.858333.
Proof (sketch). Let us ﬁx four points, assign random distances from the set {1, . . . , n}, and
observe that we can form four possible triangles with these points. The probability P1 that
any speciﬁc triangle is not metric has been computed in Theorem 1. In Lemma 4 (resp. 5,
6) below we will compute the probability P2 (resp. P3, P4) that any two (resp. three, four)
speciﬁed triangles are not metric. By symmetry, the principle of inclusion–exclusion yields
the probability P that at least one triangle is not metric:
P = 4P1 − 6P2 + 4P3 − P4
and this results in the expression stated in the theorem. For illustration, in the limit case
of the uniform distribution these numbers are P1 = 12 , P2 = 1760 , P3 = 79480 , P4 = 110 , thus
resulting in P = 103120 as stated. 
As an application of Theorem 1 we will prove (in Section 3) the following result about
the general case of M points. Improvements should be possible via Theorem 2, but this is
still part of the author’s ongoing research.
Theorem 3. LetM> 4 points be given. If the distances between these points are i.i.d. uni-
form real numbers, then the probability P that the resulting space is metric
satisﬁes
( 1
2
)M(M−1)/2
<P <
( 1
2
)M/2	( 2
3
)M/2	(
M/2−2)
.
For example, using this estimate withM=12 points, the probability of randomly generating
a metric space is seen to be less than one in a million. Giving up some precision we also
obtain a more readable version of the above estimate:
(0.707)M2 <P <(0.918)M2 .
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2. Proof of Theorem 2
This section contains the lemmas needed to prove Theorem 2 but, while presenting the
actual structure of the calculations, we will mostly refrain from giving the details.
Lemma 4. Let two triangles share one side, and let the sides be assigned random lengths
from the set {1, . . . , n}. Then the probability that both triangles are not metric is
(17n2 − 44n+ 29)(n− 1)(n− 2)
60n4
.
In particular, let two triangles share one side, and let the sides be assigned random positive
(real) lengths. Then the probability that both triangles are not metric is 1760  0.283333.
Proof. Call the sides of one triangle A,B,C and the sides of the other triangle C,D,E
(C being the shared side). Deﬁne n to be the number of possible choices of the lengths
a, b, c, d, e from {1, . . . , n} such that neither triangle is metric. Clearly, 2=0 and, by easy
inspection, 3 = 5 (it takes a little longer to see that 4 = 50, but it is still easy). We are
going to get the expression for n via a careful analysis of m+1− m, that is, the number of
length assignments from the set {1, . . . , m+ 1} such that both triangles are not metric and
such that at least one of the sides is of length m+ 1. We distinguish between three cases:
(I) c=m+ 1 (recall that c is the shared side): in this case we need to have a+ bm and
d + em, and thus there are(
m(m− 1)
2
)2
(1)
possibilities to satisfy these conditions.
(II) Either a or b, and either d or e, are equal to m+ 1: the overall number of possibilities
in this case (II) is given by (details omitted)
2(m− 1)m(2m− 1)
3
. (2)
(III) Exactly one of a, b, d, e is equal to m+ 1: the number of ways to satisfy this case is
(7m− 5)m(m− 1)(m− 2)
6
(3)
(details omitted).
Added together, the quantities found in Eqs. (1)–(3) above give us
m+1 − m =
(17m2 − 25m+ 12)m(m− 1)
12
.
Thus, we obtain
n =
n−1∑
m=2
(m+1 − m)=
(17n2 − 44n+ 29)n(n− 1)(n− 2)
60
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and, ﬁnally, since there are n5 ways to assign lengths from {1, . . . , n} to the ﬁve sides of
the two triangles, the lemma follows. 
Lemma 5. Let four points be given, and ﬁx three of the four triangles that can be formed
with these points. Letting the six distances between the points be assigned random lengths
from the set {1, . . . , n}, the probability that none of the three chosen triangles is metric is
316n6 − 2616n5 + 8950n4 − 15720n3 + 14344n2 − 5664n+ 195(1− (−1)n)
1920n6
.
In particular, if instead the six sides are assigned random positive (real) lengths, then the
probability that three speciﬁed triangles are not metric is 79480  0.164583.
Proof. By symmetry, “ﬁxing three of the four triangles” amounts to considering the six
sides A,B,C,D,E, F and focusing on triangles ABC, CDE, BEF. There are thus three
non-shared sides (A,D,F ) and three sides each shared by two of the triangles (B,C,E).
Given that we want to assign random distances to these sides from the set {1, . . . , n}, we
deﬁne n to be the number of conﬁgurations such that none of the three triangles is metric.
We will show that
m+1 − m
= 316m
5 − 1390m4 + 2660m3 − 2480m2 + 1024m− 65(1− (−1)m)
320
, (4)
since then by summation the expression n/n6 stated in Lemma 5 follows.
We thus have to count all the possible assignments of distances from {1, . . . , m+1} such
that none of the three triangles is metric, and such that at least one of the sides is of length
m+ 1. There are three possibilities for the longest sides: either there are three of them, or
else exactly two sides are of lengthm+1, or else just one. This consideration leads to cases
(I)–(III) below:
(I) Three sides are of lengthm+ 1: the only possibility here is that the three sides are the
“non-shared” sides A,D,F . This case (details omitted) can be realized in
1
16 (−1+ (−1)m + 4m− 6m2 + 4m3) (5)
ways.
(II) Two sides are of length m+ 1: here we have two possibilities, depending on whether
the two sides are incident (case (IIa) below) or not (case (IIb)).
(IIa) Two incident sides are of length m+ 1: this situation is only possible if the two sides
of length m + 1 are either A,D, or A,F , or else D,F (and all the others of length
m). Here we obtain (details omitted)
1
32 (9− 9(−1)m − 96m+ 184m2 − 144m3 + 38m4) (6)
possibilities.
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(IIb) Two non-incident sides are of length m + 1: there are three possible pairs for these
two sides, each leading to the same computation: CF, or AE, or else BD. The number
of ways case (IIb) can be satisﬁed is (details omitted)
(5m2 − 5m+ 2)m(m− 1)
8
. (7)
(III) Exactly one of the six sides is of length m + 1 (with all others of length m): here
the computation is different depending on whether the side of length m+ 1 is one of
the shared sides (B,C,E) or not. Overall, this case can be satisﬁed in
1
320 (316m
5 − 1770m4 + 3780m3 − 3840m2 + 1664m− 75(1− (−1)m)) (8)
ways (details omitted).
We have ﬁnally reached the end of the proof, since adding the amounts in (5)–(8) gives
(4), as desired, and thus
n =
n−1∑
m=2
(m+1 − m)
= (316n
6−2616n5+8950n5−15720n4+14344n2−5664n+195(1−(−1)n)
1920
. 
Lemma 6. Let four points be given, and let the six distances between these points be
assigned random lengths from the set {1, . . . , n}. Then the probability that none of the four
possible triangles is metric is
4n6 − 44n5 + 220n4 − 580n3 + 766n2 − 396n+ 15(1− (−1)n)
40n6
.
In particular, let four points be given, and let the six distances be assigned random real
lengths. Then the probability that none of the four possible triangles is metric is 110 .
Proof. We proceed using techniques very similar to what has appeared above, and so once
again we will only present a condensed version of the argument. First, label the “sides”
between the four points as we have done in the proof of Lemma 5, that is,A,B,C,D,E, F ,
forming the four triangles ABC, CDE, BDF, BEF. When we consider the cases where all
four triangles fail to be metric, each triangle has a single (largest) side that is responsible
for the failure.We will analyze the possible cases depending on the reciprocal conﬁguration
of these “largest sides.” By symmetry, we end up with four distinct cases, and for each of
them we describe a representative conﬁguration explicitly:
(I) a+b< c, d+e < c, a+d <f, b+e <f (by relabelling this casemayoccur in three dif-
ferent ways). The number of ways to satisfy these conditions is given by the following
sum (for easier reading we are going to use the sides’ labels as summation indices, so
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that the reader can tell at a glance what it is that we are counting):
n∑
c,f=3
min{c,f }−2∑
a,e=1
(min{c − a, f − e} − 1)(min{c − e, f − a} − 1).
Multiplying times 3 and adding up this simpliﬁes to
1
96 (4n
6 − 24n5 + 58n4 − 72n3 + 64n2 − 48n+ 9(1− (−1)n)).
(II) a + b< c, d + e < c, d + f <a, e + f <b (by relabelling this case may occur in
12 different ways). The number of ways to satisfy these conditions is given by the
sum:
n∑
c=3
c−2∑
a=1
c−1−a∑
b=1
min{a,b}−2∑
f=1
(a − f − 1)(b − f − 1).
Multiplying times 12 and adding up this simpliﬁes to
1
480 (4n
6 − 72n5 + 490n4 − 1560n3 + 2296n2 − 1248n+ 45(1− (−1)n)).
(III) a + b< c, d + e < c, d + f <a, b+ e <f (by relabelling this case may occur in 24
different ways). The number of ways to satisfy these conditions is given by the sum:
n∑
c=1
c−2∑
a=3
a−2∑
d=1
a−1−d∑
f=1
min{f−2,c−a−1}∑
b=1
(f − b − 1).
(As a side remark, it is not obvious that this sum should be equal to the correspon-
ding sum in case (II), but that’s what it is.) Multiplying times 24 and adding up this
simpliﬁes to
1
240 (4n
6 − 72n5 + 490n4 − 1560n3 + 2296n2 − 1248n+ 45(1− (−1)n)).
(IV) a + b< c, d + e < c, d + f <a, b+ f < e (by relabelling this case may occur in 12
different ways). The number of ways to satisfy these conditions is given by the sum:
n∑
c=3
c−2∑
a,e=1
min{a,e}−2∑
f=1
(a − f − 1)(e − f − 1).
Multiplying times 12 and adding up this simpliﬁes to
1
30 (n
3 − 6n2 + 11n− 6)n(n− 2)(n− 4).
If we now add the amounts found in cases (I)–(IV) above we get the number of ways that
distances from {1, . . . , n} can be assigned between four points so that none of the triangles
formed will be metric:
4n6 − 44n5 + 220n4 − 580n3 + 766n2 − 396n+ 15(1− (−1)n)
40
.
Dividing this by the total number of assignments (n6) concludes the proof. 
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3. Proof of Theorem 3
Lemma 7. Form1, let a1, . . . , am+3 be distinct points and consider them+ 1 triangles
Ai := a1a2a2+i , i=1, . . . , m+1.Note that all these triangles share exactly one side, a1a2.
If all the sides are i.i.d. uniform real numbers, we have
h(m) := P(A1, . . . , Am are metric)= 2m
m∑
j=0
(
m
j
)
(−3/4)j
m+ j + 1 .
Further,
m := P(Am+1 metric |A1, . . . , Am metric)= h(m+ 1)
h(m)
<
2
3
and the upper bound 23 is best possible because the sequence (m) is strictly increasing
with limit 23 . The ﬁrst few exact values are: 1 = 1730 , 2 = 141238 , 3 = 5794 .
Proof. To begin with, we assume that the sides be uniformly random from {1, . . . , n}. Let
us consider just one triangle, say, A1 = a1a2a3. If the length of any of the three sides is
ﬁxed as k ∈ {1, . . . , n}, by direct enumeration we obtain that the number of ways in which
A1 can be metric is given by (4kn+ 2n− 3k2 + k)/2, and this means that if the side a1a2
has length k, then there are
1
2m
(4kn+ 2n− 3k2 + k)m (9)
ways in which the triangles A1, . . . , Am can all be metric. Consequently,
P(A1, . . . , Am aremetric)= 12mn2m+1
n∑
k=1
(4kn+ 2n− 3k2 + k)m. (10)
Since we are interested in the continuous (uniform) case, in view of computing the limit of
the last expression for n→∞we need to ﬁnd out the coefﬁcient of n2m+1 in the sum on the
right-hand side of (10), and this is achieved by focusing on the terms of highest combined
power of k and n, that is,
n∑
k=1
(4kn− 3k2)m. (11)
Expanding the mth powers in (11) and rearranging the terms gives
m∑
j=0
(
m
j
)
4m−j nm−j (−3)j
n∑
k=1
km+j .
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Since the coefﬁcient ofnm+j+1 in
∑n
k=1 km+j is 1/(m+j+1), we obtain that the coefﬁcient
of n2m+1 in (11) is
m∑
j=0
(
m
j
)
4m−j (−3)j 1
m+ j + 1 .
It now follows easily that the coefﬁcient of n2m+1 in the numerator of the right-hand side
of (10) is h(m) as it was deﬁned in the lemma’s statement.
Finally,
P(Am+1 metric |A1, . . . , Am metric)= P(A1, . . . , Am+1 metric)
P (A1, . . . , Am metric)
= h(m+ 1)
h(m)
.
Deﬁning
m(x) := 2m
m∑
j=0
(
m
j
)
(−3/4)j
m+ j + 1 x
m+j+1
for x ∈ [0, 1] (note that m(1)= h(m)), we quickly obtain the integral representation
h(m)=
∫ 1
0
(2t)m
(
1− 3t
4
)m
dt .
If we also deﬁne f (t) := 2t (1− 3t/4), we see that
m = h(m+ 1)
h(m)
=
∫ 1
0 f (t)
m+1 dt∫ 1
0 f (t)
m dt
.
It is now a simple calculus exercise to show that the right-hand side above is strictly in-
creasing with limit maxt∈[0,1] 2t (1− 3t/4)= 23 (we leave the details to the reader) and so
the lemma is proved. 
We are now in a position to prove Theorem 3.
Proof of Theorem 3. Let the set E ofM points be given, say, {a1, . . . , aM}, and call P the
probability that E is metric whenever all the distances are i.i.d. uniform real variables.
To prove the lower estimate, simply observe that if all the distances between the points
are in the interval [ 12 , 1], then the triangle inequality is trivially satisﬁed everywhere. Now
the probability that this happens randomly is ( 12 )
(
M
2
)
. Let us now concentrate on the upper
estimate.
For i = 1, . . . , M/2	, deﬁne the event A2i−1,2i as “all the triangles a2i−1a2iaj are
metric, where j ∈ {2i + 1, . . . ,M}”. The M − 2i triangles mentioned in this deﬁnition
share precisely the side a2i−1a2i , and so by Lemma 7 we have P(A2i−1,2i )= h(M − 2i),
where h is deﬁned by
h(m)= 2m
m∑
j=0
(
m
j
)
(−3/4)j
m+ j + 1
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for anym1. Since the eventsA2i−1,2i (i ∈ {1, . . . , M/2	}) are independent (for any two
of them, the triangles used in their deﬁnitions have no sides in common), we obtain
P <P

M/2	⋂
i=1
A2i−1,2i

=
M/2	∏
i=1
h(M − 2i).
By Lemma 7, for every m1 we have the estimate
h(m)= h(1)
m−1∏
k=1
h(k + 1)
h(k)
<
1
2
(
2
3
)m−1
,
and so
P <
(
1
2
)M/2	(2
3
)(M−1)M/2	−M/2	(M/2	+1)
,
which simpliﬁes to
P <
(
1
2
)M/2	(2
3
)M/2	(
M/2−2)
,
as claimed. 
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