Abstract. Inspired by P systems initiated by Gheorghe Paun, we study a computation model over a multiset of communicating objects. The objects in our model are instances of finite automata. They interact with each other by firing external transitions between two objects. Our model, called service automata, is intended to specify, at a high level, a service provided on top of network devices abstracted as communicating objects. We formalize the concept of processes, running over a multiset of objects, of a service automaton and study the computing power of both single-process and multiprocess service automata. In particular, in the multiprocess case, regular maximal parallelism is defined for inter-process synchronization. It turns out that single-process service automata are equivalent to vector addition systems and hence can define nonregular processes. Among other results, we also show that Presburger reachability problem for single-process service automata is decidable, while it becomes undecidable in the multiprocess case. Hence, multiprocess service automata are strictly more powerful than single-process service automata.
Introduction
Network services nowadays can be viewed as programs running on top of a (possibly large) number of devices, such as cellular phones, laptops, PDAs and sensors. How to design and implement such programs has become a central research topic in areas like pervasive computing [15, 19] , a proposal of building distributed software systems from (a massive number of) devices that are pervasively hidden in the environment. In fact, such a view has already embedded in algorithmic studies inspired from ant colonies (where each ant resembles a communicating device in our context) [4, 7, 8] , as well as in more recent studies on P systems, a biologically inspired abstract computing model running on, in a simplest setting, multisets of symbol or string objects [13, 14] .
As an unconventional computing model motivated from natural phenomena of cell evolutions and chemical reactions, P systems were initiated by Gh. Paun [13, 14] several years ago. It abstracts from the way living cells process chemical compounds in their compartmental structures. Thus, regions defined by a membrane structure contain objects that evolve according to given rules. The objects can be described by symbols or by strings of symbols, in such a way that multisets of objects are placed in regions of the membrane structure. The membranes themselves are organized as a Venn diagram or a tree structure where one membrane may contain other membranes. By using the rules in a nondeterministic, maximally parallel manner, transitions between the system configurations can be obtained. A sequence of transitions shows how the system is evolving. Objects in P systems are typed but addressless, which is an attractive property for modeling high-level networks.
Inspired by P systems, we introduce an automata-theoretic model for the programs over network devices, called service automata, to specify services running over communicating objects (which are an abstraction of, e.g., network devices mentioned earlier). Our model is at the high-level. That is, the communicating objects are typed but addressless (i.e., the objects do not have individual identifiers). In other words, unique identifiers such as IP addresses for network devices are left (and of course also necessary) for the implementation level. For instance, in a fire truck scheduling system, which is also an example used throughout our paper, a fire emergency calls for one or more trucks that are currently available. In this scenario, exactly which truck is dispatched is not so important as long as the truck is available. Hence, a service automaton runs on multisets of communicating objects. This also resembles traditional high-level programming languages that run on a memory in the sense that a variable is often mapped with a concrete memory address only at compile time.
In a service automaton, (communicating) objects are logical representations of physical devices and entities in a network. Functions of such a device or entity are abstracted as an automaton specified in the correspondent object. In this paper, we mostly study the case when the automaton is of finite-states, i.e., a finite automaton (FA). As we mentioned earlier, objects are typed but addressless in our model and the type of an object is the FA associated with it. In other words, a service automaton runs on a multiset of objects, which are modeled as finite automata.
We depict a service automaton as a finite diagram consisting of a number of big circles. Each circle represents an object type that is an FA whose state transitions, called internal transitions, are drawn inside the circle. Notice that an unbounded number of objects could share with the same object type. Communications between objects are specified by external transitions, each of which connects two (internal) transitions. An example service automaton is depicted in Fig. 1 .
We shall emphasize that, in a service automaton, the total number of objects is not specified. That is, the automaton can run on any multiset of objects that are of the object types specified in the diagram of the service automaton. The service starts from an initial object (of a predefined initial object type) and, at this moment, we say that the object is active. Roughly speaking, at each step, the service automaton runs as follows. Suppose that the current active object ¤ is of type ¥ and is at state ¦ . At the step, either an active object fires a purely internal transition (that is an internal transition not connected by any external transitions in the diagram of the service automaton) from its current state
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indicate the active objects. Tailored for network applications, our model has the following features and differences:
-In this paper, we mostly consider the case when the communicating objects are of finite-states. However, when communicating objects in our model are augmented with some unbounded storage devices (such as a counter), it is difficult to directly translate transitions in such generalized service automata into P system rules. Hence, it is necessary to further study P systems on "automata objects" in addition to symbol and string objects. -In P systems, the notion of "threads" or "processes" is hard to abstract. Naturally, in network service applications, such a notion is extremely important since, essentially, the applications are distributed and concurrent in nature. Targeting at these applications, our model suggests a subclass of P systems where single/multiple processes can be clearly defined and, therefore, opens the door for further applying the model of P systems in areas like pervasive/mobile/distributed computing. -In multiprocess service automata, we introduce the notion of regular maximal parallelism among processes, which is able to specify both Gh. Paun's classical maximal parallelism and some other restricted forms of (maximal) parallelism [6, 10] .
However, we shall point out that, for network applications, maximal parallelism in general is hard or expensive to implement. Therefore, it is a future research topic to study the cost of implementing restricted forms of regular maximal parallelism.
There has been much work on modeling distributed systems using automata. For instance, an input/output (I/O) automaton [12] models and reasons a concurrent and distributed discrete event system based on the broadcasting communication. The name "service automata" also appears in the work [11] that analyzes the behaviors over an open workflow nets. We reuse the name "service automata" in our paper but with completely different context and meaning. In short, in the aforementioned papers, a system is composed of a finite and fixed number of automata, while in our work, a service automaton runs on a multiset of automata (whose size is not specified). The differences remain when one compares our work with some research in pervasive computing models [1] [2] [3] and mobile agents [16] . Linda [5] is another model of communications among processes, where communications are achieved by creating new objects in a tuple space, which is a quite practical model.
Our previous work, Bond Computing Systems [21] , is also an addressless model to analyze network behaviors. However, the work treats a network system from a global view and focuses on how symbol objects (without states) are formed, without using maximal parallelism, into bonds, while in this paper we focus on automata objects and, from a local view, study processes on how state changes between objects. 
Definitions
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In the next example, we illustrate a scenario and explain in details how the example service automaton runs.
Example 3. We now illustrate an example run of the service automaton specified in Fig. 1 . The run, as shown in Fig. 2 
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A simple but important class of verification queries is about reachability. In this section, we study the Presburger reachability problem for service automata. Intuitively, the problem addresses whether there is a collection satisfying a given Presburger constraint is reachable. More precisely, the Presburger reachability problem is defined as follows:
Given: a service automaton and some collection . If both ways are true, we simply say that they are equivalent (in terms of computing power).
Theorem 1. Service automata are equivalent to VASS, and therefore the Presburger reachability problem of service automata is decidable.
The above theorem characterizes the computing power of service automata, when the service automata are interpreted as computation devices. In the following, we will treat service automata as language acceptors and therefore, we can characterize the processes that are generated by such services. We need more definitions.
Let
) be an alphabet of (activity) labels. Now, we are given a function that assigns each purely internal transition with . We can easily get that
, since the number of fire trucks dispatched is always greater that the number fire trucks called back. Hence, the service ü D X f specified by the service automata in Fig. 1 is nonregular. x y A multicounter machine ae is a nondeterministic finite automaton (with one-way input tape) augmented with a number of counters. Each counter takes nonnegative integer values and can be incremented by 1, decremented by 1, and tested for 0. It is well known that when ae has two counters, it is universal. A counter is blind if it can not be tested for 0, however, when its value becomes negative, the machine crashes. A blind counter machine is a multicounter machine ae whose counters are blind and the counters become 0 when computation ends. It is known that blind counter machines are essentially VASS treated as a language acceptor. Therefore,
Theorem 2. Services defined by service automata are exactly the class of languages accepted by blind counter machines.
From the above theorem, it is clear that service automata can define fairly complex processes, which are not necessarily regular, context free, or semilinear. Therefore, we are curious on what will happen if we put some restrictions over the syntax of service automata and what characteristics are essential to the computation power of service automata.
One interesting case is when a service automaton only has objects of one type; i.e.,
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is of size 1, say,
. We call such a service automaton as a 1-type service automaton. Surprisingly, we get the following result, which implies that the number of object types is not critical to the computation power. can be defined similarly to single-process service automata.
Example 5. Example 3 gives a service automaton that models a fire truck scheduling system, where transitions are fired sequentially. In the real world, if there are multiple schedulers, they can work in parallel; i.e., some schedulers may dispatch on-call fire trucks, some schedulers may call back on-duty fire trucks, and those actions can happen in parallel, only if two different actions work upon disjoint objects. Based on this observation, we can define a multiprocess service automaton þ 1 ÿ 4 « 3 8 8 We can directly obtain the result from Theorem 5 and 6: Corollary 1. The Presburger reachability problem for multiprocess service automata is undecidable.
Therefore, from Theorem 1, we can conclude that multiprocess service automata are strictly stronger than (single-process) service automata. 
Discussions
Service automata are a form of P systems based high level network programs, running over a network virtual machine. The virtual machine specifies abstract network communicating objects and the operations among the objects. In parallel to the idea of Java Virtual Machine [17] , shown in Fig. 3 , service automata can be automatically compiled into programs on the network virtual machine and, later, mapped to concrete network protocols on physical networks. One can refer to [18] for a detailed mechanism on the compiler and the mapping. Since service automata are independent of the underlying physical networks, similar to Java, they make network applications specified by service automata more portable, easier to verify and test.
