based upon the classical Forney formula. Two other papers stemming from Ralf's dissertation are [3] and [4] . The main contribution of [3] is a parallel Berlekamp-Massey-type algorithm for decoding one-point algebraic-geometric codes, with a beautiful structure that naturally leads to efficient hardware implementation. In [4] , Ralf developed a single-pass generalized minimum distance (GMD) decoding algorithm for Reed-Solomon and algebraic-geometric codes, thereby providing an elegant solution to a problem that was posed by Forney some 30 years earlier.
Ralf's most significant subsequent paper in algebraic coding theory was [7] , which introduced the first efficient and effective soft-decision decoding algorithm for Reed-Solomon codes. Building upon the earlier work of Guruswami and Sudan, Ralf combined ideas from coding theory with probabilistic analysis in an information-theoretic style to show how the interpolation multiplicities in the Guruswami-Sudan list-decoding algorithm should be chosen in order to achieve algebraic soft-decision decoding. This paper won the 2004 IEEE Information Theory Society Paper Award.
Ralf's seminal results in [7] became the foundation for a lifelong interest in algebraic list decoding. An in-depth theoretical analysis of the multiplicity assignment problem, first introduced in [7] , appears in [9] . In [12] , Ralf and his co-authors developed a striking algorithmic transformation, deeply rooted in algebraic-geometric principles, that reduced the complexity of algebraic list decoding of Reed-Solomon codes by orders of magnitude. Following on his results in [7] and [12] , Ralf co-authored several papers that explored VLSI architectures for interpolation-based soft-decision Reed-Solomon decoders [8] , [11] , as well as the applications of such decoders in practice [10] .
II. CODES ON GRAPHS AND ITERATIVE DECODING
While at Linköping, Ralf became deeply involved in Niclas Wiberg's doctoral thesis work under Hans-Andrea Loeliger, and co-authored [13] , which has come to be regarded as the foundational paper of the field of "codes on graphs." Notably, this work extended Tanner graphs to include internal (state) variables, and thereby unified the fields of LDPC codes, turbo codes and trellis codes (including tail-biting trellis codes). This paper introduced the fundamental "cut-set bound" on realization complexity, and initiated the rich topics of computation trees, pseudocodewords, Gaussian approximations, and turbo equalization. Few papers have had greater breadth or impact.
After finishing his own thesis, Ralf was an important early contributor to the emerging field of codes on graphs, focussing particularly on the difficult topic of minimal realizations of codes on graphs with cycles, where "minimality" is in general not well defined. His capstone paper in this area is [19] , on minimal tail-biting realizations of linear block codes. This paper discusses different notions of minimality, and shows that in general there exists no unique minimal tail-biting realization, but nonetheless gives a relatively succinct and computable characterization of all candidate "minimal realizations." This remains the key paper on this topic to this day.
Ralf and his collaborators also made remarkable progress on the important topic of pseudocodewords, which largely govern the performance of iterative message-passing decoders. In particular, with Pascal Vontobel, he introduced the concept of the fundamental polytope of a Tanner graph (or of a factor graph), which arises from the consideration of finite graph covers, and which allowed a much better understanding and characterization of pseudocodewords [20] . It was later realized that the fundamental polytope is closely related to a polytope that arises in the analysis of linear programming (LP) decoding [21] . This opened up a deep connection between iterative decoding and LP decoding. Moreover, in [22] a connection was established between the fundamental polytope of the Tanner graph of a cycle code and its edge zeta function.
III. COMMUNICATIONS AND SIGNAL PROCESSING
Ralf's interest in graphical models led him to collaborate with his colleagues and students on many diverse problems in communications and signal processing, with applications ranging from wireless communication to magnetic-resonance imaging to DNA sequence analysis.
In the field of turbo equalization, Ralf and his coauthors generalized the classical turbo decoding algorithm by relaxing the a posteriori probability decoder to a linear minimum-mean-squared-error estimator [23] , [24] , [28] . Their overview paper [28] on this topic won a Best Paper Award from the IEEE Signal Processing Society. This work was generalized to multiple-input, multiple-output channels by a number of authors. In [26] , Ralf and his coauthors investigated codes and modulation strategies that could enable separability (i.e., non-iterative receivers) without loss of optimality. In [27] , he and his coauthors developed a practical approach to achieve the Shannon capacity for block fading channels, through joint noncoherent demodulation and decoding.
Taking off from digital watermarking, Ralf and Pierre Moulin became interested in information-theoretic aspects of data hiding problems. In several papers [31] , [34] , they investigated fundamental limits of performance and designed codes and algorithms for such problems.
In recent years, Ralf became intrigued with applications to biology and chemistry [35] , [36] . In the latter paper, he applied factor graph representations to DNA sequence analysis.
IV. NETWORK CODING
The late 1990s saw the emergence of the field of network coding. Ralf was encouraged by Bruce Hajek to consider this new topic. His early interest in network coding led to the fundamental paper [37] , which introduced a complete algebraic framework for network coding, and fully characterized the necessary and sufficient conditions for establishing any combination of connections across a general network using scalar linear codes. This work provided a critical early step in moving network coding from theory to practice, and it remains a central foundation upon which much of the field continues to be built.
Another critical step needed to bring network coding into widespread practical use was the development of random, distributed network codes in the thesis of Tracey Ho, where Ralf served as a valued collaborator. This distributed protocol for establishing multicast connections appeared in [42] , which received the 2009 Joint Information Theory and Communications Society Paper Award.
While network coding had initially been proposed as a mechanism for increasing the capacity of a network of noiseless links, the algebraic approach suggested that it could also be used to detect and correct errors due to nonergodic link failures or malicious attacks. This theme was pursued in [37] , [39] , [45] .
More recently, a striking new approach to network error correction was introduced in [46] . In this work, which won the 2010 Joint Information Theory and Communications Society Paper Award, the network is viewed not as a means of delivering packets, but rather as a mechanism for delivering the subspace that these packets span. The result is a new coding theory for random linear network coding under a "noncoherent" or "channel-oblivious" model of networks. Subsequent work investigated a class of constant-dimension subspace codes, and showed their rich relationship to rank-metric codes [47] , [48] . 
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