ABSTRACT. All self-adjoint extensions of minimal linear relation associated with the discrete symplectic system are characterized. Especially, for the scalar case on a finite discrete interval some equivalent forms and the uniqueness of the given expression are discussed and the Krein-von Neumann extension is described explicitly. In addition, a limit point criterion for symplectic systems is established. The result partially generalizes even a classical limit point criterion for the second order Sturm-Liouville difference equations. Running head: Self-adjoint extensions for discrete symplectic systems How to cite:
In [31] , a characterization of self-adjoint extensions is given for linear Hamiltonian difference systems of the form 4) where B k , C k , W r1s k , W r2s k are nˆn Hermitian matrices, W r1s k ě 0, W r2s k ě 0, and the matrix I´A k is invertible. We note that the underlying discrete interval considered in the latter reference can be also unbounded from below. An interesting overlap exists between the systems given in (S λ ) and (1.4) . System (S λ ) can be written as a linear Hamiltonian difference system only if the nˆn matrix in the right-lower block of S k pλq is invertible for all λ P C and k P I Z . However, in this instance the dependence on λ may be nonlinear and the form of W k more general than in (1.4) . On the other hand, system (1.4) can be written as (S λ ) only if W r2s k pI´Akq´1W r1s k " 0. Without this additional assumption we obtain a discrete symplectic system with a special quadratic dependence on λ, see also [36, 38] for more details.
If we suppress the dependence on the spectral parameter, discrete symplectic systems, i.e., (S λ ) or (S λ ) with λ " 0, represent the proper discrete counterpart of the linear Hamiltonian differential system (see, e.g. [5] ). Hence system (S λ ) can be seen as a discrete analogue of the system z 1 pt, λq " J rBptq`λAptqs zpt, λq, (1.5) where Aptq, Bptq are 2nˆ2n locally integrable, Hermitian matrix-valued functions (see Remark 2.3). But we point out the principal difference in the assumptions concerning the invertibility of the weight matrices Ψ k and Aptq. Hence we refer to [38] , where a connection between linear Hamiltonian differential and difference systems and discrete symplectic systems depending on the spectral parameter is discussed with using the time scale calculus, which provides suitable tools for this purpose. The rest of the paper is organized as follows: In Section 2, we list notation used, introduce system (S λ ) precisely, and recall several results from the theory of linear relations. We also establish a limit point criterion for system (S λ ) in Theorem 2.7. In Section 3 we present the main result, Theorem 3.3, concerning the characterization of self-adjoint extensions of the minimal linear relation associated with system (S λ ). We apply this to a consideration of the 2ˆ2 (scalar) case for a finite discrete interval, and describe the Krein-von Neumann extension explicitly: see Theorems 3.9 and 3.11, and Example 3.10. We note that there is no analogue of Theorems 2.7, 3.9, 3.11 and Example 3.10 in the setting of system (1.4). Finally, Section 4 is devoted to the proof of Theorem 3.3.
PRELIMINARIES
In the first part of this section we establish the basic notation. The real and imaginary parts of any λ P C are, respectively, denoted by Repλq and Impλq, i.e., Repλq -pλ`λq{2 and Impλq -pλ´λq{p2iq. The symbols C`and C´mean, respectively, the upper and lower complex plane, i.e., C`-tλ P C | Impλq ą 0u and C´-tλ P C | Impλq ă 0u.
All matrices are considered over the field of complex numbers C. For r, s P N we denote by C rˆs the space of all complex-valued rˆs matrices and C rˆ1 will be abbreviated as C r . For a given matrix M P C rˆs we indicate by M J , M , M˚, det M, rank M, M ě 0, adjpMq, RpMq, and dim RpMq, respectively, its transpose, conjugate, conjugate transpose, determinant, rank, positive definiteness, adjugate matrix, range (i.e., the space spanned by the columns of M) and the dimension of RpMq. By }M} 2 , we denote the spectral norm for M P C nˆn , i.e., }M} 2 -maxt ? µ | µ is an eigenvalue of M˚Mu. This norm possesses the submultiplicative property, i.e., }MN } 2 ď }M} 2 }N} 2 for any M, N P C nˆn , and is the operator norm induced by the Euclidean norm on C n , i.e., }v} 2 " pv˚vq 1{2 for any v P C n . Hence, we also have }Mv} 2 ď }M} 2 }v} 2 (2.1) for any M P C nˆn and v P C n . In addition, by M u,v we mean the submatrix of M P C rˆs consisting of the first u ď r rows and of the first v ď s columns and we write only M u in the case u " v, i.e., for the u-th leading principal submatrix of M. The following relations are well known for any matrices M P C rˆs , L P C sˆp , and Q P C rˆq , rank M`rank L´s ď rank ML ď mintrank M, rank Lu, (2.2) rank M " rank MM˚" rank M˚M, (2.3) rankpM, Qq`dimrRpMq X RpQqs " rank M`rank Q; (2.4) e.g. [4, Corollaries 2.5.1, 2.5.3, and 2.5.10 and Fact 2.11.9]. Let I be an open or closed interval in R. Then, I Z -I X Z denotes the corresponding discrete interval. In particular, with N P N Y t0, 8u, we shall be interested in discrete intervals of the form I Z -r0, N`1q Z , in which case we define IZ -r0, N`1s Z with the understanding that I Z " IZ when N " 8. Hence our system (S λ ) will be considered on discrete intervals I Z which are finite or unbounded above.
By CpI Z q rˆs we denote the space of sequences defined on I Z of complex rˆs matrices, where typically r P tn, 2nu and 1 ď s ď 2n. In particular, we write only CpI Z q r in the case s " 1.
rˆs consisting of all sequences compactly supported in I Z is denoted by C 0 pI Z q rˆs . The forward difference operator acting on CpI Z q rˆs is denoted by ∆ where p∆zq k -∆z k . Finally, z kˇn m -z n´zm .
2.1. Discrete symplectic systems. In the previous section system (S λ ) was introduced through the matrices S, V satisfying (1.1) and such that Ψ given in (1.3) is positive semidefinite. But according to (1.3) , system (S λ ) can be determined also by S and a suitable matrix Ψ. This correspondence was shown in [10, Subsection 2.1] and it justifies the following hypothesis concerning the basic conditions for the coefficients of system (S λ ). It guarantees that all the conditions in (1.1) are satisfied, which implies that any initial value problem associated with (S λ ) is uniquely solvable on I Z for any initial value given at any k 0 P IZ . This hypothesis is assumed throughout the paper. Hypothesis 2.1. Let n P N and I Z be given. We have S, Ψ P CpI Z q 2nˆ2n such that
Let us define the linear map
Then the nonhomogeneous problem
see [10, Lemma 2.6] . For convenience, we abbreviate L˚pzq k -rL pzq k s˚and by (S g ν ) we will refer to the nonhomogeneous system of the form (S f λ ) with λ replaced by ν and f replaced by g. Analogous notation is employed also for system (S λ ), which corresponds to (S 0 λ ). We also suppress the dependence of zpλq on λ when λ " 0.
The following identity is crucial in the whole theory (see [10, Theorem 2.5] for its proof).
Theorem 2.2 (Extended Lagrange identity)
. Let λ, ν P C, 1 ď m ď 2n, and f, g P CpI Z q 2nˆm . If zpλq P CpIZ q 2nˆm and upνq P CpIZ q 2nˆm are solutions of systems (S f λ ) and (S g ν ), respectively, then for any k, s, t P I Z such that s ď t, we have
Especially, if ν "λ and f " 0 " g, we get the Wronskian-type identity
Since we assume Ψ k ě 0 on I Z , Theorem 2.2 motivates the natural definition of the semi-inner product for z, u P CpIZ q 2n as xz,
and of the semi-norm }z} Ψ -a xz, zy Ψ . Then we denote by ℓ 2 Ψ the linear space of all square summable sequences defined on IZ , i.e.,
Identity (2.6) can be written as
where we use for any z, u P CpIZ q 2n and k P IZ the notation
Moreover, under the assumptions of Theorem 2.2 with λ " 0 " ν, m " 1, s " 0, and t " N we get from (2.6) and (2.8) that
where the left-hand side of (2.11) means lim kÑ8 pz, uq k´p z, uq 0 if I Z " r0, 8q Z . Identity (2.11) shows that the latter limit exists finite whenever z, u, f, g P ℓ preserving the square summability with respect to Ψ and such that system (S f 0 ) can be written in the canonical form, i.e., with S " I. Indeed, let Φ denote the fundamental matrix of system (S 0 0 ) satisfying Φ 0 " I. Then, it is invertible for all k P IZ with Φ´1 k "´J Φk J and this inverse provides the canonical transformation, i.e., Q " Φ´1 with It is known that some Atkinson-type (or definiteness) condition is needed for the study of square summable solutions of discrete symplectic systems, see [10, 37] . These conditions guarantee that some (the "weak" condition) or all (the "strong" condition) nontrivial solutions zpλq of (S λ ) satisfy }zpλq} Ψ ‰ 0. The precise distinguishing between the weak and strong formulation of the Atkinsontype condition enables one to formulate some results of the Weyl-Titchmarsh theory for discrete symplectic systems with coupled (or jointly varying) endpoints, see [35] . On the other hand, the strong condition implies the equality between the number of linearly independent square summable solutions of system (S λ ) and the deficiency index corresponding to the minimal linear relation associated with (S λ ), see [10, Corollary 5.12] . Since this relation shall be necessary for our treatment, we need the following hypothesis, see [10, Section 3] . -ra, bs Z Ď I Z such that for any λ P C every nontrivial solution zpλq P CpIZ q 2n of system (S λ ) satisfies
The positive semidefiniteness of Ψ and Hypothesis 2.4 imply that
Example 2.5.
(i) As demonstrated in [10, Example 3.4] , the simplest example of system (S λ ) satisfying Hypothesis 2.4 is represented by the scalar system 14) where p k , q k , w k are real-valued and such that p k ‰ 0 on IZ , q k is defined on I Z , w k ě 0 on I Z , and w k ą 0 at least at two consecutive points of I Z . In this case Ψ k "`w k 0 0 0˘. System (2.14) includes the second order Sturm-Liouville difference equatioń
(put x k " y k and u k " p k ∆y k´1 ). Note that a solution ypλq of the latter equation is defined on the discrete interval t´1u Y IZ . (ii) System (2.14) is a particular case of system (S λ ) with the special linear dependence on λ, i.e., 16) where the nˆn blocks are such that S k satisfies the first equality in (2.5) and W k " Wk ě 0. Then Hypothesis 2.1 holds with Ψ k "`W k 0 0 0˘, because the first equality in (2.5) equivalent with (suppressing the argument k P I Z ) Remark 2.6. If qpλq denotes the number of linearly independent square summable solution of system (S λ ) for λ P C, i.e., 18) then under Hypothesis 2.4 (even its "weak" form) we have n ď qpλq ď 2n for all λ P CzR, see [37, Section 4 ] for more details. The geometrical background of this estimate leads to the classification of system (S λ ) as being in the limit point case if qpλq " n, and as being in the limit circle case if qpλq " 2n. Moreover, if there exists λ 0 P C such that qpλ 0 q " 2n, then qpλq " 2n on C, whether Hypothesis 2.4 is satisfied or not, see [37, Theorem 4.17] and compare with the results in [39] . The latter statement is known as the invariance of the limit circle case and a sufficient condition for this situation can be found in [37, Corollary 4.18] . Consequently, under Hypothesis 2.4 (even its weak form) and with n " 1, we obtain the generalization of the well-known Weyl alternative: either all solutions of (S λ ) belong to ℓ 2 Ψ for any λ P CzR, or there exists only one nontrivial solution in ℓ 2 Ψ for any λ P CzR (see [37, Corollary 4.19] ). Sufficient conditions for the invariance of qpλq in the case qpλ 0 q ă 2n remain open.
The classical limit point criterion for linear Hamiltonian differential and difference systems (1.4) and (1.5) utilizes the minimal eigenvalue of the corresponding weight matrix. Unfortunately, similar criterion cannot be applied in the current setting, because the weight matrix Ψ k is always singular, see also [37, Remark 4.16] . In the following theorem we give conditions guaranteeing the invariance of the limit point case on CzR for system (S λ ) with the special linear dependence on λ as discussed in Example 2.5(ii). This statement is a discrete analogue of [26, Theorem 5.6 ]. Theorem 2.7. Let I Z " r0, 8q Z and consider system (2.16) such that Bk C k " 0, Bk D k ą 0, and 19) where
, and a constant T ě 0 such that
then system (S λ ) is in the limit point case for all λ P CzR, i.e., qpλq " n for all λ P CzR.
Proof. The special structure of the coefficient matrices implies that system (S λ ) can be written as
The invertibility of B k and W k for all k P I Z implies that Hypothesis 2.4 holds, see [10, Theorem 3.11] . In accordance with [37, Theorem 4.4] , and with qpλq defined in (2.18), we have qpλq " n if and only ifZ k pλqβ R ℓ 2 Ψ for any β P C n zt0u, whereZpλq is the 2nˆn solution of system (S λ ) determined by the initial conditionZ 0 pλq "´J α˚with α P C nˆ2n being such that α α˚" I and α J α˚" 0. Moreover, it is sufficient to consider only λ "˘i, because the number qpλq ě n is constant in C`and C´by [10, Corollary 5.12] . Hence, let β P C n zt0u and λ P t˘iu be fixed. Let us denote z k -p x k u k q "Z k pλq β with the nˆ1 components x k , u k and k P I Z . Note that z0 J z 0 " 0. We show that under the current assumptions we have z R ℓ 2 Ψ . Let us assume that z P ℓ 2 Ψ . By a direct calculation, we obtain from the block structure of the system and the identities in (2.17) that
{2 ě 0 is welldefined. Then the latter equality and the assumption Bk C k " 0 yield
From the Hermitian property and positive definiteness of W k and Bk D k , the Cauchy-Schwarz inequality, inequality (2.1), and the definition of g k we obtain
Hence the latter inequality, assumption (2.20), the Cauchy-Schwarz inequality, and the inequality of arithmetic and geometric means
By using the summation by parts together with the inequalities h k ě h, (2.22), and (2.23) we geťˇˇˇR
where
, it follows from (2.21) and (2.24) that
Then with the aid of the Cauchy-Schwarz inequality we have
In the next part we show that F 2 k px, uq ď 2 T 2 for all k P I Z . Assume that there exists an index m P I Z such that F 2 m px, uq ą 2 T 2 . Since F 2 k px, uq is nondecreasing, we have F 2 k px, uq´2 T 2 ą t for all k P rm, 8q Z , where t -F 2 m px, uq´2 T 2 . Also G k is nondecreasing for all k P rm´1, 8q Z and for all k P rm, 8q Z we obtain from (2.25) and the equality
by the second part of (2.19). Now, let 0 ă a ă 2h 2 be arbitrary and l P rm, 8q Z be such that
Ψ for all k P rl, 8q Z , which together with (2.26) yields for k P rl`1, 8q Z that
But it contradicts the second condition in (2.19) for k Ñ 8. Thus F 2 k px, uq ď 2 T 2 for all k P I Z , i.e.,
Since system (S λ ) satisfies Hypothesis 2.4, there exists p P I Z such that ř p j"0 zk Ψ k z k " T 3 ą 0. Hence the positive definiteness of W k and the Lagrange identity in (2.6) yielďˇzk`1
for any k ě p. Simultaneously, we get from (2.22) the estimatěˇzk`1
The inequalities (2.27), (2.28), (2.29) , and the Cauchy-Schwarz inequality imply for k ě p that
which (again) contradicts the second condition in (2.19) for k Ñ 8. Hence z R ℓ 2 Ψ . Since β and λ were chosen arbitrarily, it follows thatZpλq β R ℓ 2 Ψ for any β P C n zt0u. Therefore, system (S λ ) is in the limit point case for λ P t˘iu and consequently for all λ P CzR.
Upon applying Theorem 2.7 to system (2.14) with q k " 0 we obtain the following corollary for a special case of the second order Sturm-Liouville difference equation (2.15), because one easily observes that zpλq P ℓ 2 Ψ if and only if
Corollary 2.8. Let I Z " r0, 8q Z and consider equation (2.15) with q k " 0, p k ă 0 and w k ą 0 for all k P I Z . If there exist h k P CpI Z q 1 and a constant T ě 0 such that h k ě h ą 0 and
30)
where .15) with p k ‰ 0 and w k ą 0 is in the limit point case for any λ P CzR if ř 8
Corollary 2.8 partially generalizes this classical limit-point criterion as shown in the following example.
Example 2.9. Let us consider the equation
Then the criterion from [24, Theorem 10 ] cannot be applied, because
On the other hand, the assumptions of Corollary 2.8 are satisfied with h k " 1, g k " pk`2q, and T " 0, i.e., equation (2.31) is in the limit point case for all λ P CzR. This fact can also be verified by using the Weyl alternative; e.g. [2, Theorem 5.6.1]. Indeed, equation (2.31) with λ " 0 has two linearly independent solutions y r1s k " 1 and y r2s k " k for k P t´1u Y I Z . Since only y r1s is square summable with respect to w k , it follows from the Weyl alternative that equation (2.31) has to be in the limit point case for all λ P CzR.
In the following lemma we establish a basic result concerning the solvability of a boundary value problem associated with (S λ ), which will be crucial in the proof of Lemma 3.1. It provides the symplectic counterpart of the original Naimark's result known as the "Patching lemma", see [ 
Lemma 2.10. Let Hypothesis 2.4 be satisfied and a finite discrete interval
Proof. Let A be a 2nˆ2n matrix with the elements a ij -
, where ϕ r1s , . . . , ϕ r2ns P CpIZ q 2n are linearly independent solutions of system (S 0 ), i.e., L pϕ ris q k " 0 for all k P I Z and i P t1, . . . , 2nu. Then the homogeneous system of algebraic equations Aξ " 0, where ξ " pξ 1 , . . . , ξ 2n q J P C 2n , is equivalent with
Since ϕ also solves system (S 0 ), it follows from Hypothesis 2.4 and inequality (2.13) that ϕ is a trivial solution of (S 0 ), i.e., ř 2n i"1 ξ i ϕ ris k " 0, which implies that ξ i " 0 for all i P t1, . . . , 2nu. It yields the invertibility of the matrix A.
Hence there exists a unique solution η " pη 1 , . . . , η 2n q J P C 2n of the nonhomogeneous system of algebraic equations
where Φ -pϕ r1s˚, . . . , ϕ r2ns˚q˚i s a fundamental matrix of (S 0 ). If we put h r1s k -Φ k η for k P I Z , we get from (2.33) for all i P t1, . . . , 2nu that
Simultaneously Hypothesis 2.1 guarantees the existence of a unique solution z r1s P Cp IZ q 2n of the nonhomogeneous initial value problem
Then, for all i P t1, . . . , 2nu, the fact L pϕ ris q k " 0 and identity (2.10) yield 
Similarly, the nonhomogeneous system of algebraic equations ω˚A " α˚J Φ c has a unique solution ω " pω 1 , . . . , ω 2n q J P C 2n . Then with h r2s k -Φ k ω, k P I Z , we can calculate that z r2s P Cp IZ q 2n , being the unique solution of
also satisfies z r2s c " α; i.e., it solves the boundary value problem
Linear relations.
The theory of linear relations has been established as a suitable tool for the study of multi-valued or non-densely defined linear operators in a Hilbert space. Its history goes back to [1] and the results were further developed e.g. in [11, 14, 15, 21] . In this subsection we recall the most relevant results from the theory of linear relations. A (closed) linear relation T in a Hilbert space H over C with the inner product x¨,¨y is a (closed) linear subspace of the product space H 2 -HˆH , i.e., the Hilbert space of all ordered pairs tz, f u such that z, f P H . By dom T , ker T , and T we mean, respectively, the domain of T , i.e., dom T -tz P H | tz, f u P T u, the kernel of T , i.e., ker T -tz P H | tz, 0u P T u, and the closure of T . The sum T`U and the algebraic sum T`U are defined as
The adjoint T˚of the linear relation T is the closed linear relation defined by
T˚-ty, g u P H 2 | xz, g y " xf , yy for all tz, f u P T ( .
A linear relation T is said to be symmetric (or Hermitian) if T Ď T˚, and it is said to be self-adjoint if T˚" T . A symmetric linear relation T 1 is said to be a self-adjoint extension of T if T Ď T 1 and T1 " T 1 . For λ P C we define
The number d λ pT q -dim M λ pT q is called the deficiency index of T at λ and the subspace M λ pT q -tz, λzu P T˚( denotes the defect space. It is known that the value of d λ pT q is constant in the upper and lower half plane of C, i.e., for λ P C`and λ P C´. Hence we define the positive and negative deficiency indices as d˘pT q :" d˘ipT q. If T is a closed symmetric linear relation, then for every λ P CzR the following direct sum decomposition (a generalization of the von Neumann formula)
holds, where the sum`is orthogonal for λ "˘i; e.g. [26, Proposition 2.22] . Moreover, for a closed symmetric linear relation T there is a self-adjoint extension if and only if d`pT q " d´pT q, see [11, Corollary, pg. 34] .
The main results concerning the characterization of all self-adjoint extensions of the minimal linear relation associated with system (S λ ) are obtained by applying the Glazman-Krein-Naimark theory for linear relations, which was established in [32] .
A complex linear space S with a complex-valued function r : s : SˆS Ñ C is called presymplectic if it possesses the conjugate bilinear and skew-Hermitian properties, i.e., for all P, Q, R P S and α P C we have rP : Q`Rs " rP : Qs`rP : Rs, rP`Q : Rs " rP : Rs`rQ : Rs, The number mpT q -supta P R | (2.39) holdsu is called the lower bound of T . If mpT q ą 0, the linear relation T is said to be positive. Then, by analogy with the case of densely defined positive symmetric operators (see [12, Theorem 5] ), the smallest and largest self-adjoint extensions of a positive symmetric linear relation are respectively known as the Krein-von Neumann (or soft) extension T K and the Friedrichs (or hard) extension T F . In particular, if T is closed and mpT q ą 0, then the Krein-von Neumann extension admits the representation
(see [12, Corollary 1] and also [22] ).
MAIN RESULTS
Since the weight matrix Ψ is assumed to be only positive semidefinite in Hypothesis 2.1, the space ℓ 2 Ψ is not a Hilbert space. Hence we need to consider the Hilbert space of equivalence classes. It is the quotient space obtained by factoring out the kernel of the semi-norm }¨} Ψ , i.e., the spacẽ
with the inner product xz,f y Ψ -xz, f y Ψ , where z and f are elements of the equivalence classesz, f Pl 2 Ψ . Note that the value }z} Ψ for z P CpIZ q 2n does not depend on z N`1 in the case of I Z being a finite discrete interval, which implies that the sequences z, y P CpIZ q 2n such that z k ‰ y k only for k " N`1, belong to the same equivalence class. We also introduce the space ℓ 
Moreover, the corresponding function r : s :l is defined as
Observe that the above definition does not depend on the particular choice of f Pf . Moreover, Hypothesis 2.4 is satisfied if and only if for any tz,f u P T max there exists unique u Pz such that 
where c P r0, as
in Hypothesis 2.4. In particular, for i P t1, . . . , 2nu there exists tz ris ,f ris u P T max such thatẑ ris 0 " e i andẑ ris k " 0 for k P rd`1, 8q Z X IZ , where e i " p0, . . . , 1, . . . , 0q J P C 2n is the i-th canonical unit vector. If, in addition, N P N Y t0u, i.e., I Z is a finite discrete interval, then there exists tỹ ris ,hu P T max such that y ris N`1 " e i andŷ ris k " 0 for k P r0, cs Z X I Z . Proof. Let I Z be a finite discrete interval as in Lemma 2.10, the pairs tz,f u, tw,gu P T max be arbitrary, and define α -ẑ c , β -ŵ d`1 . Then, by the latter lemma there exist sequences l P Cp I Z q 2n and v P Cp IZ q 2n such that
it can be verified by a direct calculation that y, g P ℓ 2 Ψ and that they satisfy L pyq k " Ψ k h k for k P I Z , i.e., tỹ,hu P T max withŷ k " y k . The second part of the statement follows directly from Lemma 2.10.
The minimal linear relation is defined as T min -T 0 , where T 0 is the pre-minimal linear relation
It was shown in [10, Theorem 5.10] that
which implies that T min is a closed and symmetric linear relation. Moreover, the following theorem provides a more explicit characterization of T min ; cf. [31, Theorem 3.2].
Theorem 3.2. Let Hypothesis 2.4 be satisfied. Then,
which in the case of I Z being a finite discrete interval reduces to
Proof. Since T min " pT min q by the definition, identities (2.37), (3.1), and (3.2) yield
Let T be the linear relation on the right-hand side of (3.3). Then, it is obvious that T Ď T min . On the other hand, let tz,f u P T min be fixed. Then, pẑ,ŵq kˇN`1 0 " 0 for allŵ P dom T max by (3.5). By Lemma 3.1, for any tw,gu P T max there exists tỹ,hu P T max such thatŷ k " 0 for k P r0, cs Z X I Z and y k "ŵ k for k P rd`1, 8q Z X IZ . Hence pẑ,ŵq 0 " pẑ,ŵq N`1 " 0 for allŵ P dom T max . From the second part of Lemma 3.1 we getẑ 0 " 0, because there exists tz ris ,f ris u P T max such thatẑ ris 0 " e i . Therefore, T " T min . If, in addition, I Z is a finite discrete interval, i.e., N P N, then dom T max contains alsoỹ such thatŷ N`1 " e ris , i P t1, . . . , 2nu, by the last part of Lemma 3.1. Hence equality (3.4) holds.
By [10, Corollary 5.12], Hypothesis 2.4 is equivalent with the equality qpλq " d λ pT min q, which means that the number of the linearly independent square summable solutions of (S λ ) is constant in C`and C´. Therefore the numbers q`-qpλq for λ P C`and q´-qpλq for λ P C´are well-defined for qpλq given in (2.18). Let λ 0 P C`be fixed. Then system (S λ 0 ) has q`linearly independent square summable solutions, which we denote as v r1s pλ 0 q, . . . , v rq`s pλ 0 q, and similarly system (Sλ 0 ) has qĺ inearly independent square summable solutions, which we denote as w r1s pλ 0 q, . . . , w rq´s pλ 0 q. Let where Ω r1,2s P C q`ˆq´. Note that the elements ω ij -pϕ ris , ϕ rjs q N`1 exist finite for all i, j " 1, . . . , p by identity (2.11). Moreover, from (2.7) one easily concludes that the matrix Ω r1,2s consists of the elements pϕ ris , ϕ rjs q N`1 " pϕ ris , ϕ rjs q 0 for i P t1, . . . , q`u and j P tq``1, . . . , pu. Upon combining (3.2) and (2.36) we get that any tz,f u P T max can be written aŝ
whereŷ P dom T min and ξ 1 , . . . , ξ p P C are determined uniquely. Especially, for tz ris ,f ris u P T max (see Lemma 3.1), we get the unique expression
where Y k -pŷ r1s k , . . . ,ŷ r2ns k q P CpIZ q 2nˆ2n and the matrix Ξ P C 2nˆp consists of the elements ξ i,j . In particular, for k " 0 we obtain I " Y 0`Φ0 Ξ J , which together with (3.3) yields I " Φ 0 Ξ J , i.e., rank Ξ " 2n by the second inequality in (2.2) . From the definition ofẑ ris , its expression in (3.9), and identity (3.3) we have
for all i P t1, . . . , 2nu and any l P t1, . . . , pu, i.e., Ξ Ω " 0. Since rank Ξ " 2n, the first inequality in (2.2) implies rank Ω ď p´2n.
On the other hand, the equality Ω r1,2s " Φ`0 J Φ0 and the first inequality in (2.2) yield
rank Ω r1,2s ě p´2n.
Therefore, rank Ω " p´2n " rank Ω r1,2s . Since p´2n ď q`and p´2n ď q´, we may assume, without loss of generality, that ϕ r1s , . . . , ϕ rq`s are arranged such that rank Ω r1,2s
p´2n, q´" p´2n. The main result concerning the characterization of all self-adjoint extension of T min is stated in the following theorem and its proof is given in Section 4; cf. [31, Theorem 5.7] . Recall that for the existence of a self-adjoint extension it is essential to assume q`" q´. . . .
Remark 3.4. If, in addition to the assumptions of Theorem 3.3, there exists ν P R such that (S ν ) has q linearly independent square summable solutions (suppressing the argument ν) Θ r1s , . . . , Θ rqs , then the statement of Theorem 3.3 can be formulated by using these solutions, which are (without loss of generality) arranged such that the submatrix Υ 2q´2n has the full rank, where
‚, see Lemma 4.3. Moreover, the Wronskian-type identity (2.7) yields that Υ " Θ0 J Θ 0 , where
In the next part we discuss several special cases of Theorem 3.3. If system (S λ ) is in the limit point case for all λ P CzR, i.e., q`" q´" n, then the boundary conditions at N`1 (which is necessary equal to 8) are superfluous as stated in the following corollary; cf. [31, Theorem 5.9] . This situation occurs, e.g., when the assumptions of Theorem 2.7 are satisfied. The proof follows directly from Theorem 3.3. 
If there exists λ 0 P C with the property qpλ 0 q " 2n, then system (S λ ) is in the limit circle case for all λ P C, i.e., q`" q´" 2n, see Remark 2.6. Hence for any ν P R there exist solutions (suppressing the argument ν) Θ r1s , . . . , Θ r2ns of system (S ν ), which are linearly independent, square summable, and the fundamental matrix Θ k satisfies Θ 0 " I, which implies Υ " J , i.e., rank Υ " 2n, see Remark 3.4. Upon combining the latter remark and Theorem 3.3 we obtain the following result; cf. [31, Theorem 5.10] . Corollary 3.6. Let Hypothesis 2.4 be satisfied, assume that there exists a number λ 0 P C such that qpλ 0 q " 2n, and ν P R be fixed. Let Θ k be the fundamental matrix of system (S ν ) satisfying Θ 0 " I and denote its columns by Θ r1s , . . . , Θ r2ns , i.e., Θ k " pΘ and
Especially, if I Z is a finite discrete interval, then the equality qpλq " 2n is trivially satisfied for any λ P C. Therefore we get from Corollary 3.6 yet one more special case of Theorem 3.3. 
Proof. By Corollary 3.6 every self-adjoint extension of T min can be expressed as in (3.15) with matrices M, L P C 2nˆ2n satisfying (3.14). If we putL -L ΦN`1 J P C 2nˆ2n , then M,L satisfies (3.16) and the linear relation in (3.15) can be written as T M,L .
One can easily observe that a linear relation T M,L , i.e., the linear relation given by (3.17) with M, L P C 2nˆ2n satisfying (3.16), is the same as a linear relation T M,L , where M -CM and L -CL for an arbitrary invertible matrix C P C 2nˆ2n . We show that the converse is also true (see Remark 3.12(i)). Moreover, it is well known that all self-adjoint extensions of operators associated with the regular second order Sturm-Liouville differential equations can be expressed by using the separated or coupled boundary conditions; e.g. [8] . In the last part of this section we show similar results for scalar symplectic systems on a finite interval, i.e., n " 1 and N P N, and provide a unique representation of all self-adjoint extensions of T min . The main assumptions for this treatment are summarized in the following hypothesis.
Hypothesis 3.8. The discrete interval I Z is finite, i.e., there exists N P N such that I Z " r0, Ns Z , we have n " 1, Hypothesis 2.4 is satisfied, and the matrices M, L P C 2ˆ2 are such that (3.16) holds.
In this case, identity (3.16) implies either that rank M " rank L " 2, or that rank M " rank L " 1, which together yield the following dichotomy on the boundary conditions in (3.17) . (
( , where
for a unique pair α 0 , α N`1 P r0, πq.
( with a unique β P r0, πq and a symplectic matrix R P R 2ˆ2 .
Proof. Since the pairs of matrices P, Q and e iβ R, I satisfy (3.16), Corollary 3.7 implies that the linear relations T P,Q and T R,β are self-adjoint extensions of T min .
(i) Let T M,L be a linear relation given through M, L P C 2ˆ2 satisfying (3.16) and with rank M " 1 " rank L. Since by (2.4) we have dimrRpMq X RpLqs " 0, it follows that Mξ " Lη for some J , i.e., K˚J " K " e iδ K. If we put R -e´i δ{2 K, i.e., K " e iδ{2 R, then R " R and det R " 1, i.e., R P R 2ˆ2 is a symplectic matrix. Uniqueness can be verified by a direct calculation.
As an illustration of the last theorem we provide a description of the Krein-von Neumann extension of the minimal linear relation T min under Hypothesis 3.8.
Example 3.10. Assume that system (S λ ) is such that Hypothesis 3.8 holds and that the minimal linear relation T min is positive, i.e., there exists c ą 0 such that xz,f y Ψ ě c }z} Ψ for all tz,f u P T min . Then the Krein-von Neumann self-adjoint extension extension of T min admits the representation given in (2.40), i.e.,
We show that T K can be also expressed as in the second part of Theorem 3.9 with a suitable matrix R and a number β P r0, 2πq. By definition, ker T max " tz P ℓ 2 Ψ | tz,0u P T max u, i.e.,ẑ solves (S 0 ), i.e., L pẑq k " 0 on r0, Ns Z . Because all solutions of (S 0 ) are square summable in this case, Hypothesis 2.4 implies that dim ker T max " 2. Ifz P dom T K , then there existỹ P dom T min andw P ker T max such thatz "ỹ`w or 19) whereẑ Pz,ŷ Pỹ, andŵ Pw are the uniquely determined elements. Moreover,ŷ 0 " 0 "ŷ N`1 by (3.4) andŵ k " α r1sŵ r1s k`α r2sŵ r2s
k for all k P r0, N`1s Z , whereŵ r1s andŵ r2s form a basis of ker T max . Let us define the matrix G " p a b c d q -pS 0ˆS1ˆ¨¨¨ˆSN q´1 P C 2ˆ2 . Then one easily concludes that the matrix G is symplectic and every solution z P Cpr0, N`1s Z q 2 of system (S 0 ) satisfies
In the following construction we consider two cases: either b ‰ 0 or b " 0. First, assume that b ‰ 0. Then there exist two solutions of system (S 0 ) such that
These solutions are obviously linearly independent and by (3.20) we havê
If we take these two solutions as a basis of ker T max , then (3.19) yieldŝ
Upon evaluatingẑ k at k " 0 and k " N`1 we obtain z 0 "ˆα r2s α r1s {b´α r2s a{b˙,ẑ N`1 "ˆα r1s α r1s d{b`α r2s c´α r2s da{b˙,
It means thatẑ P dom T R,β , where β P r0, πq is such that e iβ " ? ad´bc, and R " e´i β G, i.e., T K Ď T R,β . On the other hand, T K and T R,β are self-adjoint extensions of T min , thus T K " T R,β . Especially, if the coefficients a, b, c, d are real, then T R,β " T G,0 .
If
In this case we proceed in the same way with the basis of ker T max given by the solutionsw r1s andw r2s of (S 0 ) such that
This shows (again) that T K " T R,β with β P r0, πq being such that e iβ " ? ad, and R " e´i β G. In particular, let S k "`1´b k 0 1˘a nd Ψ k "`w k 0 0 0˘w ith b k ą 0 and w k ą 0 on r0, Ns Z . This system satisfies Hypothesis 2.4 and corresponds to the second order Sturm-Liouville difference equatioń ∆rp k ∆y k´1 pλqs " λ w k y k pλq with b k " 1{p k`1 (see Example 2.5(i)). Then G "´1
nd by the previous part we have
The boundary conditions in Theorem 3.9 include four particular cases. Namely, for α 0 " 0 and α N`1 " π{2 we get the Dirichlet boundary conditionsx 0 " 0 "x N`1 , while for α 0 " π{2 and α N`1 " 0 we have the Neumann boundary conditionsû 0 " 0 "û N`1 , whereẑ k "`x k u k˘.
The choice R " I and β " 0 yields the periodic boundary conditionsẑ 0 "ẑ N`1 and the choice R " I and β " π leads to the antiperiodic boundary conditionsẑ 0 "´ẑ N`1 .
In the first part of the following theorem we show that any self-adjoint extension of T min can be described by using the matrices determining the Dirichlet and Neumann boundary conditions. For convenience, we introduce the general boundary trace map γ M,L : CpIZ
see also [8] . Then T M,L " tz,f u P T max | γ M,L pẑq " 0 ( . Especially, for P, Q given in (3.18) we denote γ x -γ P,Q for α 0 " 0, α N`1 " π{2, i.e., γ x pẑq " 0 abbreviates the Dirichlet boundary conditions, and similarly γ u -γ P,Q for α 0 " π{2, α N`1 " 0, i.e., γ u pẑq " 0 abbreviates the Neumann boundary conditions. In the second part of this theorem we derive yet another equivalent representation of T M,L , which possesses the uniqueness property. and 
Proof. (i) Let T be given by (3.22) with F, G P C 2ˆ2 satisfying (3.21). If we put M -F P 0`G P π{2 and L -F Q π{2`G Q 0 , where P ω and Q ω are the matrices corresponding to P, Q defined in (3.18) with ω P t0, π{2u. Then MJ M˚´L J L˚" F G˚´GF˚" 0 and rankpF, Gq " 2 is equivalent with rankpM, Lq " 2. Hence M, L satisfy (3.16). Moreover, for the left-hand side of the boundary conditions in (3.22) we have F γ x pẑq`G γ u pẑq " γ M,L pẑq. Therefore tz,f u P T M,L if and only if tz,f u P T F,G , i.e., T F,G is a self-adjoint extension of T min by Corollary 3.7. On the other hand, let T be a self-adjoint extension of T min , i.e., T " T M,L with M, L P C 2ˆ2 satisfying (3.16). If we put F -MP 0´L P π{2 and G -LQ 0´M Q π{2 , then the conditions in (3.21) hold and γ M,L pẑq can be written as in (3.22) .
(ii) Sufficiency is clear. Assume that T F,G " T F,G for two pairs of matrices F, G and F, G satisfying (3.21). Then, by (3.22), we have for any tz,f u P T max that F γ x pẑq`G γ u pẑq " 0 if and only if F γ x pẑq`G γ u pẑq " 0. It means thatẑ 0 ,ẑ N`1 solve simultaneously the both systems of algebraic equations with the coefficient matrices F, G and F, G. It means that these systems are equivalent, which implies an existence of an invertible matrix C P C 2ˆ2 such that F " CF and G " CG. (iii) Let T be given by (3.23) with a unitary matrix V P C 2ˆ2 . If we put Fi 2 pI´V q and G - 1 2 pI`V q. Then F G˚" GF˚and, by (2.3), rankpF, Gq " 2, i.e., F, G satisfy (3.21). Since the boundary conditions in (3.23) are equivalent with the boundary conditions in (3.22) with F, G defined above, i.e., tz,f u P T F,G if and only if tz,f u P T V , it follows from the previous part that the linear relation T V is a self-adjoint extension of T min . On the other hand, let T be a self-adjoint extension of T min . Then, by the part (i), we have T " T F,G with F, G P C 2ˆ2 satisfying (3.21). Since by (2.3) and (3.21) we have rankpF`iGq " 2, the matrix V -pF`iGq´1piG´F q is well-defined. One can directly verify that V is a unitary matrix and the boundary conditions F γ x pẑq`G γ u pẑq " 0 are satisfied if and only if ipV´Iq γ x pẑq´pV`Iq γ u pẑq " 0, i.e.,
On the other hand, assume that T V " T V for two unitary matrices V, V P C 2ˆ2 . Then T F,G " T V " T V " T F,G with F, G and F, G being given as in the previous part. Then V " pF`iGq´1piG´F q and V " pF`iGq´1piG´Fq and by the part (ii) there exists an invertible matrix C P C 2ˆ2 such that F " CF and G " CG. Upon combining these facts we obtain V " V.
Remark 3.12.
(i) As a consequence of Theorem 3.9(i)-(ii) we obtain that T M,L " T M,L if and only if M " CM and L " CL for some invertible matrix C P C 2ˆ2 .
where T P C q´ˆpp´2nq is a matrix consisting of the elements ζ j,s for j P tq``1, . . . , pu and s P t1, . . . , p´2nu. Since the solutions are arranged such that rank Ω r1,2s p´2n, q´" p´2n, identity (4.2) follows from (4.5) and the second inequality in (2.2).
Remark 4.2.
If we switch the role of v r¨s pλ 0 q and w r¨s pλ 0 q in the definition of ϕ r1s , . . . , ϕ rps in (3.6), i.e., we put ϕ ris " w ris pλ 0 q for i P t1, . . . , q´u and ϕ rj`q´s " v rjs pλ 0 q for j P t1, . . . , q`u, then the solutions ϕ r1s , . . . , ϕ rq´s can be arranged such that (4.1) and (4.2) hold. Now, we give the proof of Theorem 3.3.
Proof of Theorem 3.3 . Assume that T is a self-adjoint extension of T min . Then, by Theorem 2.11 there exists a GKN-set tβ j u q j"1 for pT min , T max q such that (2.38) holds. Since β j P T max , they may be identified as β j " tw rjs ,h rjs u P T max . By Lemma 4.1, the elementsŵ rjs can be uniquely expressed aŝ ‚P C qˆp2q´2nq satisfy (3.12). Since rankpM, Lq ď q, assume that rankpM, Lq ă q. Then, there exists C " pc 1 , . . . , cJ P C q zt0u such that C˚pM, Lq " 0, i.e., C˚M " 0 " C˚L. Ifŵ k -ř q j"1 c jŵ rjs k for k P IZ , then w 0 " J M˚C " 0 and also pŵ, ϕ ris q N`1 " ř q j"1 c j pŵ rjs , ϕ ris q N`1 for all i P t1, . . . , 2q´2nu. Hence by (4.6) and (3.3) we havè pŵ, ϕ r1s q N`1 , . . . , pŵ, ϕ r2q´2ns q N`1˘" C˚L Ω 2q´2n " 0.
But then pŵ,ŷq N`1 " 0 for anyŷ P dom T max , because it can be written as in (4.1). It means that w P dom T min by (3.3) and hence β 1 , . . . , β q are linearly dependent in T max modulo T min , which contradicts the assumption that that tβ j u q j"1 is a GKN-set. Therefore, the first condition in (3.12) is satisfied.
Next where the second equality follows from (4.6), (3.3) , and the definition ofẑ ris . Upon combining (2.38), (3.1), (4.9), we obtain that T can be expressed as T " tz,f u P T max | pẑ,ŵ rjs q kˇN`1 0 " 0 for all j " 1, . . . , q ( " tz,f u P T max |ŵ rjsk Jẑ kˇN`1 0 " 0 for all j " 1, . . . , q ( " # tz,f u P T max | Mẑ 0´L˜p ϕ r1s ,ẑq N`1
. . . i.e., as written in (3.13).
On the other hand, let M P C qˆ2n and L P C qˆp2q´2nq satisfy (3.12) and T be given by (3.13). We then must show that there exists a GKN-set tβ j u q j"1 for pT min , T max q such that T can be expressed as in (2.38) . Denote the columns of J M˚P C 2nˆq as ρ 1 , . . . , ρ q and the columns of the matrix pϕ where e i is the i-th canonical unit vector in C q and η i,j are the elements of L for i P t1, . . . , qu and j P t1, . . . , 2q´2nu. Then, w ris P T max for all i P t1, . . . , qu and, by Lemma 3.1, there exist β i -tỹ ris ,h ris u P T max such that y ris 0 " ρ i ,ŷ ris k " w ris k , k P rb`1, 8q Z X IZ for all i P t1, . . . , qu, where the number b is determined in Hypothesis 2.4. We next show that tβ i u q i"1 form a GKN-set for pT min , T max q.
Since the linear independence of β 1 , . . . , β q in T max modulo T min is equivalent to the linear independence ofŷ r1s , . . . ,ŷ rqs in dom T max modulo T min , we assume that there exists C " pc 1 , . . . , cJ P C q zt0u such thatŷ
Then, from (3.3) and (4.10), we have for all ϕ r1s , . . . , ϕ r2q´2ns P T max that 0 "`pŷ, ϕ r1s q N`1 , . . . , pŷ, ϕ r2q´2ns q N`1˘" C˚L Ω 2q´2n .
This implies C˚L " 0, because Ω 2q´2n is assumed to be invertible. Simultaneously we haveŷ 0 " 0, which yields 0 "ŷ 0 " i.e., C˚M " 0, because the matrix J is invertible. But this means C˚pM, Lq " 0, which contradicts the first assumption in (3.12). Next, let
