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Abstract. A general framework for the numerical approximation of evolution
problems is presented that allows to preserve exactly an underlying Hamiltonian-
or gradient structure. The approach relies on rewriting the evolution problem
in a particular form that complies with the underlying geometric structure. The
Galerkin approximation of a corresponding variational formulation in space then
automatically preserves this structure which allows to deduce important proper-
ties for appropriate discretization schemes including projection based model order
reduction. We further show that the underlying structure is preserved also un-
der time discretization by a Petrov-Galerkin approach. The presented framework
is rather general and allows the numerical approximation of a wide range of ap-
plications, including nonlinear partial differential equations and port-Hamiltonian
systems. Some examples will be discussed for illustration of our theoretical results
and connections to other discretization approaches will be revealed.
Keywords: Hamiltonian systems, gradient systems, nonlinear partial dif-
ferential equations, entropy methods, Galerkin approximation
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1. Introduction
The modeling of dynamical systems often leads to problems with a Hamiltonian
or gradient structure which have been studied intensively in the literature. In this
paper, we consider abstract evolution problems of the general form
C(u)∂tu = −H
′(u) + f(u),(1.1)
which include Hamiltonian and gradient systems as special cases. Here f : V → V′
and C : V → L(V,V′) are assumed to be at least continuous functions on some
Banach space V with dual V′, and L(V,V′) denotes the space of linear bounded
operators from V to V′. Moreover, H : V → R is a continuously differentiable
energy or storage functional with derivative H′ : V → V′. For every point in time,
equation (1.1) can therefore be understood in the sense of linear functionals in V′.
E-mail address: egger@mathematik.tu-darmstadt.de.
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2 GALERKIN APPROXIMATION OF HAMILTONIAN AND GRADIENT SYSTEM
Any classical solution u ∈ C1(0, T ;V) of (1.1) then satisfies
d
dt
H(u(t)) = 〈H′(u(t)), ∂tu(t)〉(1.2)
= 〈f(u(t)), ∂tu(t)〉 − 〈C(u(t))∂tu(t), ∂tu(t)〉
for all 0 ≤ t ≤ T where 〈·, ·〉 denotes the duality product on V′×V. In many cases,
this energy identity expresses the fact that the total energy H(u) of the system
changes in time only due to dissipation and the work done by external forces. Upon
integration with respect to time, one can obtain a corresponding integral form
H(u(t)) = H(u(s)) +
∫ t
s
〈f(u(r))− 〈C(u(r))∂tu(r), ∂tu(r)〉∂tu(r)〉dr(1.3)
which holds for all 0 ≤ s ≤ t ≤ T and which remains valid for less regular solutions
solutions, e.g. u ∈ W 1,p(0, T ;V). In that case, (1.2) is still valid for a.e. 0 < t < T .
Let us briefly mention two important cases that will be covered automatically
by our results: (i) If C(u) = −C(u)∗ is skew-self adjoint and f(u) ≡ 0, then (1.1)
models a Hamiltonian system and the energy H(u) is preserved for all time. (ii) If
C(u) = C(u)∗ is positive definite and f(u) ≡ f ∈ V′, then (1.1) is a gradient system
and energy decays until a steady state is reached.
Note that for the derivation of (1.2), we only utilized the variational identity
〈C(u(t))∂tu(t), v〉 = −〈H
′(u(t)), v〉+ 〈f(u(t)), v〉(1.4)
for the special choice v = ∂tu(t). The validity of (1.4) for all v ∈ V yields an
equivalent variational formulation of the system (1.1) under consideration.
The energy identities (1.2) and (1.3) play a fundamental role in the analysis
of evolution problems (1.1) and they often encode important physical principles.
Therefore, much research has been devoted to the construction and analysis of
numerical methods that satisfy similar identities after discretization. In [11], the
concept of discrete derivative methods, later often called discrete gradient methods,
was introduced which applied to (1.1) leads to time-stepping schemes of the form
C(un, un−1)
un − un−1
τ
= −H
′
(un, un−1) + f(un, un−1), n ≥ 0.(1.5)
Particular approximations C(un, un−1), H
′
(un, un−1), f(un, un−1), i.e., the discrete
derivative and the average vector field method, have been studied in [11, 17] and
second order convergence with respect to the time step τ was established. Higher
order extensions, i.e., the average vector field collocation methods were proposed in
[7, 12] for the numerical integration of Hamiltonian systems; their application to
port-Hamiltonian systems was studied in [6]. The generalization to gradient and
Hamiltonian systems on Riemannian manifolds was studied in [13] and [4, 5]. Let
us mention that the discrete gradient approach can also be utilized for the space
discretization of nonlinear evolution problems; see [16] for details.
In a recent paper [8], we studied the systematic approximation of dissipative dy-
namical systems by means of Galerkin approximation in space and discontinuous
Galerkin discretization in time. We here follow a similar route but and address
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problems of a different form (1.1) as well as their systematic discretization by Galer-
kin approximation in space and Petrov-Galerkin approximation in time.
As a first step of our analysis, we will show that the special structure of the
problems under consideration is inherited automatically by Galerkin approximations
of the corresponding variational formulation. Such approaches are frequently studied
for discretization of partial differential equations [10, 18] or in the context of model
order reduction [2, 3]. Let us emphasize that the structure preservation strongly
depends on the particular form of the equation (1.1) and does, in general, not hold
for other equivalent formulations of the evolution problem, like
∂tu = B(u)H
′(u) + g(u),(1.6)
which are frequently considered in the literature; see [11, 17, 12, 6] for instance. Note
that (1.6) can be transformed into (1.1) with C(u) = B(u)−1 and f(u) = B(u)−1g(u),
if B(u) is invertible. This may, however, not be the case after discretization.
As a second step, we will show that corresponding energy identities also hold
for time-discretization of (1.1) or (1.4) by Petrov-Galerkin methods. Again, this
observation is strongly based the particular structure of the evolution problems
under consideration which should be taken into account in the modeling stage. We
will demonstrate by examples that this particular form arises quite naturally.
We will further discuss the connection of our approach to the discrete derivative
and the average vector field collocation methods, which can be viewed as special
instances or inexact realizations of our methods. The approach proposed in this
paper, therefore, may provide further insight also into the analysis of these methods
and the construction of new discretization schemes.
The remainder of the manuscript is organized as follows: In Section 2, we dis-
cuss the space discretization of the problem (1.1) by Galerkin approximation of the
variational principle (1.4). In addition, we discuss inexact variants of the methods,
which may be more convenient for a practical realization. In Section 3, we then
study the time discretization by a Petrov-Galerkin approach and we highlight the
connection to other methods that have been discussed in the literature. Again some
level of inexactness is allowed that may facilitate the numerical treatment. The
applicability of our methods will be demonstrated in Section 4, where we discuss
some typical test problems in finite and infinite dimensions.
2. Space discretization
Let Vh ⊂ V be a closed sub-space of the state space V. We then consider the
Galerkin approximation of the variational principle (1.4) in Vh given by
〈C(uh(t))∂tuh(t), vh〉 = −〈H
′(uh(t)), vh〉+ 〈f(uh(t)), vh〉(2.1)
which is assumed to hold for all vh ∈ Vh and for all times t relevant for the problem.
As a direct consequence of the particular structure of the system under consideration,
we obtain the following rather general structure result.
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Theorem 1. Let uh ∈ C
1([0, T ];Vh) satisfy (2.1) for all 0 ≤ t ≤ T and vh ∈ Vh.
Then
d
dt
H(uh(t)) = 〈f(uh(t)), ∂tuh(t)〉 − 〈C(uh(t))∂tuh(t), ∂tuh(t)〉.(2.2)
As a consequence, one also has the integral identity
H(uh(t)) = H(uh(s)) +
∫ t
s
〈f(uh(r)), ∂tuh(r)〉 − 〈C(uh(r))∂tuh(r), ∂tuh(r)〉 dr
for all 0 ≤ s ≤ t ≤ T . The second identity remains valid for non-smooth solutions,
e.g., if uh ∈ H
1(0, T ;Vh), while the first identity holds for a.e. t in that case.
Proof. The first identity follows by formal differentiation of H(u(t)) with respect to
time and use of identity (2.1) with vh = ∂tuh(t); this is possible, since ∂tuh(t) ∈ Vh is
an admissible test function. The second identity then simply follows by integration
of the first identity with respect to time. 
Remark 1. Let us emphasize that the result of the above theorem is a direct con-
sequence of the particular form (1.1) of the evolution problem under consideration.
In general, the argument does not apply, and the result does not hold, if the discret-
ization is based on an equivalent reformulation of the problem; see e.g. (1.6) and
the corresponding remarks in the introduction.
Remark 2. A similar result can be obtained, if reasonable approximations for the
individual terms in the discrete variational problem (2.1) are used. As an example,
let us consider an inexact Galerkin approximation of the form
〈Ch(uh(t))∂tuh(t), vh〉 = −〈H
′
h(uh(t)), vh〉+ 〈fh(uh(t)), vh〉.(2.3)
Then we still obtain energy identities similar to (2.2) or its integral form with H(u),
C(u), and f(u) replaced by Hh(uh), Ch(uh), and fh(uh). One may even replace the
duality product 〈·, ·〉 on V′ × V by another duality product 〈·, ·〉h on V
′
h × Vh and
could even consider non-conforming Galerkin approximations with Vh 6⊂ V; we refer
to [16] for considerations in this direction and to Section 4 for examples.
3. Time discretization
We now turn to the time discretization of the variational problem (1.4). Since
this variational form of (1.1) is inherited by Galerkin approximation in space, the
following arguments also cover problems that have already been discretized in space.
Let TN = {0 = t
0 < . . . < tN = T} be a partition of [0, T ], set τn = tn− tn−1, and
denote by Pk(TN ;V), k ≥ 0 the space of piecewise polynomial functions over the
partition TN with values in V. For the time discretization of (1.4), we consider the
following Petrov-Galerkin approach: Find uN ∈ Pk+1(TN ;V)∩H
1(0, T ;V) satisfying∫ tn
tn−1
〈C(uN)∂tuN(t), v˜N (t)〉dt =
∫ tn
tn−1
〈f(uN(t), v˜N(t)〉 − 〈H
′(uN(t), v˜N(t)〉dt(3.1)
for all v˜N ∈ Pk(TN ;V) and all time intervals 1 ≤ n ≤ N . Note that uN is a
piecewise polynomial function of t of degree k+1 and globally continuous, while v˜N
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is a piecewise polynomial of degree k and may be discontinuous at time points tn,
n = 1, . . . , N − 1; therefore, (3.1) is a Petrov-Galerkin approximation.
Remark 3. It suffices to consider scalar valued test functions v˜N ∈ Pk(Th;R) in the
discrete variational problem, in which case one obtains the equivalent formulation∫ tn
tn−1
C(uN)∂tuN(t)v˜N (t)dt =
∫ tn
tn−1
f(uN(t), v˜N(t)−H
′(uN(t), v˜N(t)dt,(3.2)
which then has to be understood as an equation in V′; compare with the original sys-
tem (1.1) which is equivalent to the variational formulation (1.4) on the continuous
level. This will be useful for our discussions later on.
With similar arguments as before, we now obtain the following energy identity.
Theorem 2. Let uN ∈ Pk+1(TN ;V)∩H
1(0, T ;V) solve (3.1) for all v˜N ∈ Pk(TN ;V)
and all 1 ≤ n ≤ N or, equivalently, (3.2) for all v˜N ∈ Pk(TN ;R). Then
H(uN(t
n)) = H(uN(t
m)) +
∫ tn
tn−1
〈f(uN(t)), ∂tuN(t)〉 − 〈C(uN(t))∂tuN(t), ∂tuN(t)〉dt
for all time instances 0 ≤ tm ≤ tn ≤ T of the respective time grid TN .
Proof. Using the fundamental theorem of calculus, we obtain
H(uN(t
n)) = H(uN(t
n−1)) +
∫ tn
tn−1
〈H′(uN(t)), ∂tuN(t)〉 dt = (i).
By choice of the ansatz and test spaces, v˜N = ∂tuN is an admissible test function
for problem (3.1), and we can replace the right hand side (i) by
(i) =
∫ tn
tn−1
〈f(uN(t)), ∂tuN(t)〉 − 〈C(uN(t))∂tuN(t), ∂tuN(t)〉dt.
This proves the result for m = n− 1 and the general case follows by induction. 
Remark 4. Similar to the space discretization, the proof and validity of the discrete
energy identity strongly relies on the particular structure of the problem (1.1) and
its variational formulation (1.4). Let us further note that the energy identity here
only holds at specific points in time and we do not have a pointwise energy identity
like (1.2) or (2.2) after time discretization.
Let us next comment on the connection to other approximation schemes that have
been proposed for the time discretization of Hamiltonian and gradient systems.
Remark 5. Consider the case k = 0 in the Petrov-Galerkin method (3.1). Then
uN is piecewise linear in time and v˜N is piecewise constant. Using the abbreviation
un = uN(t
n), the scheme (3.1) can be written equivalently as
C(un, un−1)
un − un−1
τn
= −H
′
(un, un−1) + f(un, un−1),
with averages C(un, un−1) = 1
τn
∫ tn
tn−1
C(un(τ))dτ ,H
′
(un, un−1) = 1
τn
∫ tn
tn−1
H′(un(τ))dτ ,
and f(un, un−1) = 1
τn
∫ tn
tn−1
f(un(τ))dτ ; here we used un(τ) = un−1+ τ(un−un−1) for
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abbreviation. For k = 0, the method (3.1) thus coincides with a discrete gradient
method outlined in the introduction; see [11, 17] and [6, 13] for further details.
Remark 6. Similar as in the previous section, we can also allow for an inexact
realization of the Petrov-Galerkin approximation without destroying the essential
structure required for the proof of the energy identity. Using a quadrature method
to approximate the integral on the right hand side of (3.2), for instance, leads to∫ tn
tn−1
C(uN(t))∂tuN(t)v˜N(t)∂t ≈ τn
k∑
j=0
wjC(uN(t
n
j ))∂tuN(t
n
j )v˜N(t
n
j ),(3.3)
with intermediate time points tnj = t
n−1+γj(t
n− tn−1). For convenience of notation,
we here employed the equivalent formulation (3.2) with scalar valued test functions
v˜N ∈ Pk(TN ;R). When choosing v˜N (t) as the Lagrange polynomials for the quadrat-
ure points tnj , this immediately leads to an average vector field collocation method ;
see [6, 12, 13] for details. If C(u) = C is independent of u, then exact integration of
the right hand side of (3.2) is achieved by the Gauß quadrature rule.
The proposed Petrov-Galerkin approach can therefore be used to derive well-
known time-discretization methods in a systematic manner and it provides a frame-
work to generalize these methods to a wider class of problems.
4. Examples
We now illustrate the applicability of the proposed discretization approaches in
space and time by discussing some typical problems we have in mind.
4.1. Magneto-quasistatics. As a first test problem, we consider the equations of
magneto-quasistatics, which arise in the eddy current approximation of Maxwell’s
equations [1]. In this model, the magnetic flux density b = curl a is represented by
a magnetic vector potential a, which is assumed to satisfy
σ∂ta+ curl(ν(curl a) curl a) = −j in Ω.
Here σ denotes the electric conductivity, ν = µ−1 is inverse of the magnetic permit-
tivity tensor µ, and j a given source current density. For ease of presentation, we
assume that σ is uniformly positive, in which case e = ∂ta then corresponds to the
electric field density. Moreover, we consider homogeneous boundary conditions
a× n = 0 on ∂Ω,
where n is the outward pointing unit normal vector on ∂Ω. The variational formu-
lation for the above problem then reads∫
Ω
σ∂ta(t) ·wdx+
∫
Ω
(ν(curl a(t)) · curl a(t)) · curlwdx = −
∫
Ω
j(t) ·wdx,
which is supposed to hold for all t of relevance and for all w ∈ H0(curl; Ω) having
a weak curl in L2(Ω) and satisfying zero boundary conditions w × n = 0 on ∂Ω;
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see [1] for details. We further define a scalar potential for the function ν(b) ·b, i.e.,
h(b) =
∫
b
0
(ν(b) · b) · db
such that ∇bh(b) = ν(b) · b, and recall that the expression
H(a) =
∫
Ω
h(curl a)dx,
then denotes magnetic energy of the system. By differentiation, we obtain
d
dt
H(a(t)) =
∫
Ω
(ν(curl a(t)) · curl a(t)) · curl ∂ta(t)dx
= −
∫
Ω
σ∂ta(t) · ∂ta(t)dx−
∫
Ω
j(t) · ∂ta(t)dx,
where we used the variational formulation with test function w = ∂ta to perform
the last step. This energy identity expresses the intuitive fact that the magnetic
energy of the system is only altered due to dissipation caused by eddy currents and
the work done by the excitation currents.
Setting V = H0(curl; Ω), u = a, H(u) =
∫
Ω
h(a)dx, H′(u) = curl(ν(curl a)) curl a,
C(u)∂tu = σ∂ta, and f(u) = −j, one can see that the magneto-quasistatic problem
perfectly fits into our abstract framework; note that, formally, the last three terms
above have to be understood as linear functionals on H0(curl; Ω).
A Galerkin approximation of the variational principle in an appropriate finite ele-
ment space Vh ⊂ H0(curl; Ω) thus leads to a semi-discretization which automatically
inherits the energy identity derived above. After choice of a basis for the space Vh,
the semi-discrete problem can be cast into a system of ordinary differential equations
Mσ∂ta(t) +Kν(a(t))a(t) = −j(t).
A further time discretization of this problem by a Petrov-Galerkin approximation,
as proposed in Section 3, then leads to a fully discrete scheme which satisfies a
corresponding energy identity in integral form and thus automatically incorporates
the physical principle of energy conservation.
Remark 7. Before closing this section, let us briefly comment on some natural gen-
eralizations: Without any complications, one can consider other types of boundary
conditions and a field dependent conductivity σ(e), where e = ∂ta denotes the elec-
tric field density. If σ is allowed to vanish identically on a subdomain Ωnc ⊂ Ω, then
one has to restrict a in Ωnc by some gauging conditions [1]; these can be treated,
e.g., as additional constraints with similar arguments as in Section 4.3 below.
4.2. Cahn-Hilliard equation. A simple model for the phase separation in binary
fluids is given by the Cahn-Hilliard equation [9]
∂tu = −∆(γ∆u − ψ
′(u)) in Ω,
0 = ∂nu = ∂n∆u on ∂Ω.
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Here u represents the difference of the phase fractions of the two fluid components,
ψ is a double well potential with two minima in [−1, 1], and γ > 0 is a positive
constant. Using the homogeneous Neumann conditions ∂nu = 0, one can verify that
the integral
∫
Ω
udx does not change over time, i.e, d
dt
∫
Ω
u(t)dx =
∫
Ω
∂tu(t)dx = 0.
Without loss of generality, we will further assume that
∫
Ω
u(t)dx = 0.
Let us denote by (−∆γ)
−1 solution operator for the Neumann problem
− div(γ∇w) = f in Ω, γ∂nw = 0 on ∂Ω,
which is has a unique solution w ∈ H1(Ω) with zero average for any sufficiently
regular right hand side f with zero average. By formally applying this operator to
the Cahn-Hilliard equation, we obtain the simplified system
(−∆γ)
−1∂tu = ∆u− ψ
′(u) in Ω,
0 = ∂nu on ∂Ω,
which will be the basis for our further considerations. By testing the simplified
problem with appropriate test functions v, we obtain the weak form
((−∆γ)
−1∂tu(t), v) = −(∇u(t),∇v)− (ψ
′(u(t)), v),
of the evolution problem which is assumed to hold for any sufficiently regular test
function v and for any time t under consideration. Here (a, b) =
∫
Ω
ab dx was used
to abbreviate the L2-scalar product over Ω.
We will now show that, besides the conservation of mass, the solutions of the
Cahn-Hilliard problem also describes the decay of the free energy
H(u) =
∫
Ω
1
2
|∇u|2 + ψ(u)dx.
By inserting a solution and formally differentiating with respect to time, we obtain
d
dt
H(u(t)) = (∇u(t),∇∂tu(t)) + (ψ
′(u(t)), ∂tu(t) = −((−∆)
−1∂tu(t), ∂tu(t)).
For the second step, we used the variation principles with test function v = ∂tu(t).
This shows that the free energy is decreasing until the system reaches a steady state.
A brief inspection of the above derivations shows that the Cahn-Hilliard problem
in its simplified form has exactly the structure (1.1), with V = {v ∈ H1(Ω) :∫
Ω
vdx = 0}, C(u) = (−∆)−1 independent of u, and f(u) ≡ 0.
A standard Galerkin approximation of the simplified form of the Cahn-Hilliard
system in space would construct an approximation uh with values in Vh ⊂ V satis-
fying a variational principle of the form
((−∆−1γ ∂tuh(t), vh) = −(∇uh(t),∇v)− (ψ
′(uh(t)), vh).
While theoretically sound, such a method cannot be realized in practice, since the
application of the inverse Laplacian (−∆γ)
−1 can in general not be computed. To
overcome this problem, we utilize a discrete approximation (−∆γ,h)
−1, which is
defined via the solution µh = (−∆γ,h)
−1 ∈ Vh of
(γ∇µh,∇ηh) = (f, ηh) ∀ηh ∈ Vh.
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Again, a zero average condition for the right hand side f and the solution µh has to
be imposed to guarantee existence of a unique solution. The discrete approximation
uh for the Cahn-Hilliard system is then sought via the discrete variational principle
((−∆γ,h)
−1∂tuh(t), vh) = −(∇uh(t),∇v)− (ψ
′(uh(t)), vh),
which is again required to hold for all vh ∈ Vh and all relevant t. With similar
reasoning as on the continuous level, one can verify the energy identity
d
dt
H(uh(t)) = −((−∆h)
−1∂tuh(t), ∂tuh(t)),
which shows that also the energy of the discretized system decreases until a steady
state is reached. Let us note that the above method corresponds to an inexact
Galerkin approximation in space, as discussed in Remark 2.
For the sub-sequent time discretization, we can further employ a Petrov-Galerkin
approximation as outlined in Section 3. Following our considerations in Remark 6,
this here coincides with a particular average vector field collocation method based
on Gauß-quadrature [13]. Other quadrature rules may, however, be used as well.
4.3. Constrained Hamiltonian systems. As another class of applications, we
now consider finite dimensional Hamiltonian systems with holonomic constraints
∂tq = −Hp(p, q)(4.1)
∂tp = Hq(p, q) + f(p, q) + gq(p, q)
⊤λ(4.2)
0 = g(q).(4.3)
Such systems arise, for instance, in the modeling of multibody systems but also in
the context of electrical networks [14, 15]. Here q, p are the vectors of generalized
coordinates and momenta, H(p, q) is the Hamiltonian, i.e, the energy or storage
functional, f(p, q) denotes the external forces, λ is the vector of Lagrange multipliers
for the constraints, and λ⊤qq(p, q) are the corresponding forces. We assume in the
following that p, q, λ are real valued vectors and use subscripts to denote partial
derivatives. We then denote by 〈·, ·〉 the Euclidean scalar product on Rn.
By differentiating the constraint equation (4.3) with respect to time, one obtains
0 = gq(q)∂tq,(4.4)
which is equivalent to g(q) = 0 up to a constant factor that can be fixed by an
appropriate initial conditions. The weak formulation of (4.1)–(4.4) here reads
〈∂tq(t), v〉 = −〈Hp(p(t), q(t)), v〉(4.5)
〈∂tp(t), w〉 = 〈Hq(p(t), q(t), w〉+ 〈f(p(t), q(t)), w〉+ 〈gq(q(t))
⊤λ(t), w〉(4.6)
0 = 〈gq(q(t))∂tq(t), η〉(4.7)
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These identities are again assumed to hold for all test functions v, w, η, and all t of
relevance. For any smooth solution (p, q, λ) of (4.5)–(4.7), we then obtain
d
dt
H(p(t), q(t)) = 〈Hp(p(t), q(t)), ∂tp(t)〉+ 〈Hq(p(t), q(t)), ∂tq(t)〉
= −〈∂tq(t), ∂tp(t)〉+ 〈∂tp(t), ∂tq(t)〉
− 〈f(p(t), q(t)), ∂tq(t)〉 − 〈λ(t)
⊤gq(q(t)), ∂tq(t)〉
= −〈f(p(t), q(t)), ∂tq(t)〉.
In the last step, we here used that 〈gq(q)
⊤λ, ∂tq〉 = 〈gq(q)∂tq, λ〉 = 0 which follows
from testing equation (4.7) with η = λ. This identity states that the energy H(p, q)
of the system can only change by the work of external forces.
The system (4.1)–(4.2) and (4.4) and its variational formulation (4.5)–(4.7) are
again of the abstract form (1.1), (1.4) with u = (p, q, λ), H(u) = H(p, q), as well as
C(u) =

 0 I 0−I 0 0
0 gq(q) 0

 and f(u) =

 0−f(p, q)− gq(q)⊤λ
0

 .
Hence all results about the approximation by Galerkin methods obtained in the
previous sections can be applied immediately.
Any Galerkin projection of (4.5)–(4.7) into a subspace Vh ⊂ V thus automatically
inherits the energy identity stated above. Our results therefore cover general model
order reduction approaches based on Galerkin projection [3]. The integral form of
the energy identity also remains valid after time-discretization, if an appropriate
Petrov-Galerkin approximation is used; see Theorem 2 and Remark 3.
Remark 8. Let us recall that in the variational formulation (4.5)–(4.7), it suffices
to test with scalar valued test functions; see Remark 3. Testing the linearized
constraint (4.7) with the particular test function η = 1|[tn−1,tn] then yields
0 =
∫ tn
tn−1
gq(q(t))∂tq(t)η(t)dt =
∫ tn
tn−1
d
dt
g(q(t))dt = g(q(tn))− g(q(tn−1)).
The original constraint (4.3) thus remains valid for all time points tn, if it was valid
at initial time and if the piecewise constant functions in time are elements of the test
space V˜N of the time-discretization (3.1). The Petrov-Galerkin time discretization,
therefore, does formally not suffer from the drift-off phenomenon; see [14, 15].
5. Discussion
In this paper, we presented an abstract framework for the numerical approxim-
ation of evolution problems with an underlying Hamiltonian- or gradient structure
and we showed that this underlying structure is preserved under discretization with
Galerkin methods in space and Petrov-Galerkin approximation in time. We further
showed that some inexactness in the numerical realization of the Galerkin approx-
imations is possible which may facilitate the numerical realization. The discrete
derivative and average vector field collocation methods could be interpreted as such
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inexact realizations of the Petrov-Galerkin time-discretization. In case of a non-
quadratic Hamiltonian, the handling of the term 〈H′(u), v〉 in (1.4) and the corres-
ponding discrete equations is more subtle and may deserve further considerations.
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