I
n recognition of the need for the United States military to drive toward further mechanization and automation of our nation's increasingly complex military systems, the U.S. Army has forged a significant track record of supporting basic research in the control sciences, particularly in the area of autonomous control. From as far back as the early 1980s, beginning with the Army supported research center on Intelligent Control at the Massachusetts Institute of Technology, Cambridge, to the more recent Center for Adaptive Coordinated Control at the University of California Berkeley, these investments have resulted in the creation of a vast amount of new mathematical knowledge supporting many Department of Defense (DoD) and non-DoD applications. Advancements made under these areas have pushed the boundaries of 1) robust control of physical systems, 2) control of systems over a network, and 3) coordinated control of systems comprised of small teams of communicating agents. The results of these investments collectively have been impressive, paving the future for many new capabilities, especially in light of technological breakthroughs that now exist to exploit them.
At the same time this new knowledge has enabled new capabilities; the technological landscape has continued to evolve and change. Embedded computers and sensors have become ubiquitous in homes and factories, and increasingly wireless ad hoc networks or plug-and-play wired networks are becoming commonplace. There is an increase in applications involving multiple robots operating together in coordination or cooperatively with sensors, embedded computers, and human users. It has become increasingly apparent that in order for networked machines to function reliably and even semiautonomously, engineers will need to be able to architect and design systems consisting of independent units that can communicate, coordinate, and cooperate with other units, and selforganize into cohesive groups. While advances in hardware and infrastructure suggest that it is possible to develop such networked systems, there
The special issue with papers on control theory, robotics, systems engineering, and biology highlights organizational principles for groups of autonomous agents and helps establish a framework for the analysis of swarming behavior in biology and the synthesis of bio-inspired swarming behavior for engineered systems. This special issue consists papers authored by experts in control theory, robotics, systems engineering, and biology addressing swarming behaviors in nature and applications of biologically inspired models of swarm behaviors to large networked groups of autonomous vehicles. The special issue highlights organizational principles for groups of autonomous agents and helps establish a framework and methodology for the analysis of swarming behavior in biology and the synthesis of bio-inspired swarming behavior for engineered systems.
I. EXPERIMENTAL STUDY AND MODELING OF GROUP RETRIEVAL IN ANTS AS AN APPROACH TO COLLECTIVE TRANSPORT IN SWARM ROBOTIC SYSTEMS
Berman et al. study the cooperative behavior of ants engaged in collective transport tasks involving the retrieval of a prey to the nest. Ants are able to act independently with very little apparent coordination and yet accomplish the complex tasks of cooperative manipulation and transportation that an individual cannot accomplish on her own. They further investigate the application of models derived from ant behaviors to cooperative manipulation by robotic systems.
II. DYNAMIC VEHICLE ROUTING FOR ROBOTIC SYSTEMS
Bullo et al. discuss swarming of multiple autonomous vehicles focusing on the planning of optimal routes for multiple vehicles performing different spatially distributed tasks. The paper reviews the rich area of dynamic vehicle routing and provides a framework derived from queuing theory and combinatorial optimization. They establish fundamental limits on the achievable performance in the setting where the tasks are dynamically generated by exogenous processes.
III. DETERMINISTIC GOSSIPING
Gossip algorithms are distributed, asynchronous algorithms for information exchange and computation in a network of nodes, where the nodes can be autonomous vehicles in a group. Liu et al. present a deterministic gossip protocol that is guaranteed to always generate a repetitively complete gossip sequence. The design of such provably correct deterministic protocols with exponentially convergent protocols has significant implications for the design of distributed control and estimation algorithms for groups of vehicles, each of which must derive estimates and make decisions independently while ensuring consensus at the group level.
IV. GRAPH-THEORETIC CONNECTIVITY CONTROL OF MOBILE ROBOT NETWORKS
Zavlanos et al. develop a mathematical framework for analyzing groups of vehicles connected by a communication network incorporating models of communication based on proximity. Their framework relies on a graphtheoretic definition of connectivity and the analysis, which leverages tools from algebraic graph theory and hybrid systems theory, points to approaches to controlling the network topology. Specifically, they formulate control laws for individual vehicles that guarantee maintenance of the network, accomplish tasks requiring rendezvous, and swarm in group formations.
V. EYES IN THE SKY: DECENTRALIZED CONTROL FOR THE DEPLOYMENT OF ROBOTIC CAMERA NETWORKS
Schwager et al. develop decentralized control policies for a group of aerial robots monitoring a specified area with cameras in a surveillance application. The cost function is derived from a model of a downward facing camera and is designed to maximize the number of pixels per unit area across the group. Each robot follows a gradient control law that ensures the group coverage is maximized and has guarantees on convergence and stability. Results are presented in simulation as well as in experimentation with a testbed of multiple quad rotor robots (autonomous helicopters with four rotors).
VI. TOWARD ROBOTIC SENSOR WEBS: ALGORITHMS, SYSTEMS, AND EXPERIMENTS
Chung et al. review recent advances in wireless sensor networks and their evolution into robotic sensor webs which are heterogeneous collections of stationary and mobile sensors including robots. In particular, they discuss the cooperative control of networked unmanned aerial algorithms in tasks as pursuit and tracking and navigation in groups. Their paper includes novel ideas on system architecture, the design of modelpredictive controllers for multiple unmanned aerial vehicles, and cooperative localization using multiple cameras on stationary or mobile nodes.
VII. CONTROL OF ENSEMBLES OF AERIAL ROBOTS
Finally, Michael and Kumar address the problem of swarming with multiple unmanned aerial vehicles. They consider abstractions of groups where large collections are represented by a group of shape and position/orientation variables that have the structure of a low-dimensional manifold. They describe the swarming task on this lowdimensional manifold and synthesize decentralized controllers that achieve the swarming task with proofs of convergence. They also show experimental and simulation results on a team of multiple quad rotors.
In light of the challenges faced by engineers to architect and design systems consisting of independent units that can communicate, coordinate, and cooperate with other units, and self-organize into cohesive groups, we believe that the collection of papers in this special issue have provided insights into different aspects of architecture design, controller synthesis, and communication protocols that will make autonomous groups of networked robots a reality.
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