In this paper, we address the problem of combining descriptors for purposes of object categorisation and classification. We cast the problem in a structured learning setting by viewing the classifier bank and the codewords used in the categorisation and classification tasks as random fields. In this manner, we can abstract the problem into a graphical model setting, in which the fusion operation is a transformation over the field of descriptors and classifiers. Thus, the problem reduces itself to that of recovering the optimal transformation using a cost function which is convex and can be converted into either a quadratic or linear programme. This cost function is related to the target function used in discrete Markov Random Field approaches.
Introduction
Recently, object categorisation and classification has attracted much attention in the computer vision and pattern recognition communities. In practice, object classification and image categorisation techniques [1, 2, 3] are based upon the comparison of image features, summarised in the form of a codebook, between the images in the dataset and a user-provided query image. Thus, the codebook serves as a means to recover the closest match through classification. Furthermore, descriptors are often combined so as to assign different importance to each of them in order to maximise performance.
It seems natural that the classifier output and the descriptor input should enforce consistency over the training set with respect to the object categories or classes while maximising the correlation between the training set and the classifier output. However, such an aim of computation is not straightforward due to the complexity of both the inference process and the summarisation of the dataset into a codebook of visual words. Indeed, summarisation into a codebook has been used by a number of approaches in the literature. For instance, Li and Perona [4] and Quelhas et al [5] have used codewords to learn scene categories. Nilsback and Zisserman [6] have combined visual vocabularies for purposes of flower image classification.
Despite the effectiveness of these approaches, the multidimensional nature of the image features makes their combination and selection a nontrivial task, which is often effected by manual tuning of algorithm parameters. This is even more important since the combination of the descriptor-set has a direct impact on the performance of the classification task. Addressing this problem, Varma and Ray [7] have used a kernel learning approach to learn the trade-off between discriminative power and invariance of image descriptors. Methods such as the one in [8] rely upon clustering algorithms to provide improved organisation of the codebook. Another alternative is to view the visual words as multidimensional data and exploit similarity information in a graph-theoretic setting using unsupervised learning. Examples include the method presented by Sengupta and Boyer [9] and that developed by Shokounfandeh et. al. [10] , which employ information-theoretical criteria to hierarchically structure the dataset and pattern recognition methods to match the candidates.
In either case of recovering the optimal descriptors directly [11] or their optimal combination 2 [12, 13, 6, 14, 7] , it is somewhat expected that the codewords should both minimise the variance across the dataset with respect to the classifier output and maximise the categorisation performance.
The reason is that the classifier output is dependent on the image representation and the similarity measure employed to categorise the images with respect to the query [15] . Along these lines, the prevalent classifiers for categorisation and retrieval are Support Vector Machines (SVMs) [16] .
These have often been used in conjunction with relevance feedback techniques [17] , where the user provides on-line training information, i.e. positive and negative examples, on the retrieval results so as to cross-validate the parameters of the classifier used in the query operation [18] .
Nonetheless, K-nearest neighbour [6] , neural networks [19] and other classification methods may be used.
On the classifiers for image categorisation and recognition, fusion has been an active research topic in pattern recognition and computer vision in the past two decades. The idea is to combine multiple weak classifiers to yield a strong classifier with optimal performance. This is usually achieved by finding the optimal weights for the linear combination of classifiers. Earlier work on fusion is mostly based on heuristics in the selection of weights for the linear classifier combination.
Two special cases are the majority voting rule for discrete classifier output and the sum rule for probabilistic outputs. Interested readers are referred to [20] for a comprehensive overview on weight selection for linear classifier fusion.
In the past decade, a number of principled methods have been proposed for combining classifiers [21, 22, 23, 24] , among which bagging [21] and boosting [23] are the most prominent and well known in the community. Unlike heuristic-based methods, bagging and boosting have clear statistical interpretations. Bagging is based on combining classifiers trained on bootstrapping samples [21] , while boosting is related to additive logistic regression [25] . The other two random classifier combination schemes, the random subspace [22] and random forest [24] also share a similar spirit to bagging-based classifiers, where, for random space, the randomness comes from splitting the feature space rather than the sample space. Note that fusion can not only be done at classifier level, but also at the feature level. The idea of feature-level fusion has been taken further in the scenario of Support Vector Machine (SVM) classifiers and kernel based learning by recovering the optimal linear combination of kernel matrices, each of which account for features obtained from 3 a different source or modality. The kernel-target alignment [26] and Semi-definite Programming (SDP) method in [27] are two examples of kernel matrix learning.
Despite the vast literature on classifier fusion and feature combination techniques, choosing an optimal linear weighting that can be applied to all classes is still a non-trivial task. Current approaches are somewhat limited in the sense that class-specific weighting for multi-class categorisation problems 1 remains elusive. Since certain assumptions are only discriminative for some specific category, anisotropic weighting for different classes remains an attractive option.
In this paper, we address the problem of descriptor combination for object categorisation and present an extension of the proposed method for classifier fusion. To do this, we pose the problem in a graph regularisation setting. Departing from a Markovian formulation, we view the finite set of descriptors as a structured field. In this manner, we can recover a transformation over the field such that the intra-class variance is minimised while enforcing accordance between image category samples and their labels. Thus, we present a means for combining descriptors and classifier-outputs in a generic fashion using techniques for inference over structured data. This is not only theoretically important, but practically useful since it permits the learning of the transformation over the codebook and over the classifier bank. The method is quite general in nature and permits the use of a number of image features and classification methods elsewhere in the literature. Moreover, it provides a unified view on classifier and descriptor combination based upon Markov random fields.
Structured Learning
As mentioned earlier, in this paper, we cast the problem of categorisation into a descriptor combination setting. In this section, we view descriptor combination as a transformation over the codebook aimed at minimising a cost function that both enforces consistency over the training set 1 Since classification and categorisation are akin tasks in computer vision and pattern recognition, for the sake of conciseness, we use the word categorisation hereinafter. We do this adopting the classical view that categories, as classes, are mutually exclusive and collectively exhaustive. In this way, any image in the dataset belongs to one, and only one, of the categories or classes under consideration.
4 with respect to the object categories and maximises the correlation between the training set and the classifier output. This provides a general treatment based upon Markov random fields (MRF) which can be extended to classifier fusion settings later on in the paper.
In this section, we motivate the notion that descriptor combination can be cast as the recovery of the optimal transformation over an MRF. To commence, let the set of images in the dataset be Γ = N j=1 γ j , where γ j is the j th set of images in Γ corresponding to the N categories in the dataset. Similarly, consider the codeword Φ j corresponding to the j th image in Γ.
To model the descriptor combination problem as a structured learning one, we note that each of the codewords can be further expressed in terms of the image descriptors. For the sake of simplicity, we view these codewords as a vector Y j corresponding to the concatenation of those descriptors in the set Φ j = {φ 1 , φ 2 , . . . , φ |Φ j | }, where φ k is the k th descriptor under study. Moreover, we can view these descriptors as a field subject to a transformation T : Y j → X j , where X j is the vector of combined descriptors. In practice, T is a family of matrices such that X j = T Y j . This opens-up the possibility of casting the descriptor combination problem in a structured learning setting, in which the aim of computation is the recovery of the optimal transformation matrix T .
Markovian Formulation
Thus, the descriptor combination processes can be viewed as a structured learning task. Viewed in this manner, the aim of computation is the recovery of the optimal transformation matrix over the field of image descriptors. As mentioned earlier, to recover this transformation matrix, we make use of MRFs by abstracting the problem into a graphical model. Let G(V, E) denote a graph with node-set V = {V 1 , . . . , V N } and edge-set E = {E i,j |V i , V j ∈ V}. Each V i ∈ V is associated with a hidden variable X i in the state space Λ.
With these ingredients, the joint probability distribution represented by the MRF is given by
where X = {X i } i=1,...,|V| is the set of hidden variables and ζ i (X i ) and ϕ i,j (X i , X j ) are unitary and binary potential functions which determine the likelihood of the graph nodes corresponding to the 5 state λ ∈ Λ. In the equation above,
Since this normalisation factor is invariant with respect to X i , we can remove it from further consideration. Moreover, the joint probability P (X ) over the state space Λ can be maximised by recasting the inference over the above MRF into a Maximum A Posteriori (MAP) setting. Thus, we can view the variables X i in the MRF as continuous vector variables
, where x i,k is the inner product of the rows of T and the codewords. This permits us to view x i,k as the weighted analogue of the classifier outputs.
Note that, by assuming non-negative codewords and, due to the fact that we can always assume a probabilistic output for the classifiers, we can constrain the vector variables to be non-negative.
As a result, we have the constraint a x i,a ≥ 0 ∀i. Taking the logarithm of Equation 1, we have
where c i (a) = log ζ i (a) and w i,j (a, b) = log ϕ i,j (a, b) are determined by the potential functions, and i ∼ j means X i and X j belong to the same category.
Maximising the above cost function is equivalent to solving the original MRF inference problem, as defined in Equation 1. The cost function is in quadratic form, and, hence, it is a natural choice to apply quadratic programming techniques to solve the relaxation problem. However, the Hessian of 
where η is a regularisation constant.
The constraints for the above equation are the same as that in Equation 2 . Note that the reformulation of the cost function as above has several appealing properties. First, it is closely related to the MRF model in terms of its physical meaning. Like the MRF, our cost function accommodates two complementary terms, i.e. a term which measures the compatibility between the data and its transformed field variable and a smoothness term which enforces the consistency between the variables for those nodes corresponding to the images in the same category. The main difference in the cost functions with respect to Equation 2 is the replacement of the inner product with the squared distance. More importantly, the cost function defined above is convex. This leads to two desirable consequences. Firstly, we can always attain globally optimal solutions for the relaxed problem on the continuous label variables. Secondly, the problem can be reduced to that of solving a sparse linear system of equations with positive semi-definite Hessian.
Further, note that, in many applications, each coefficient w i,j (a, b) in Equation 3 can be decomposed into two factors p i,j and and q a,b . The former depends only on the local neighbourhood for each node, while the latter depends only on the variables in X . By assuming a constant penalty for different label pairs, i.e. q a,b is a constant factor, a much simplified form of the cost function can be used. This is given by
where p i,j specifies the degree of penalty for disparate labeling of adjacent nodes V i and V j . This is akin to the discontinuity preserving MRF models with Potts prior [33] and inhomogeneous costs for different pairs of nodes. The cost function of Equation 4 is reminiscent of graph regularisation frameworks for solving semi-supervised learning problems [34, 35] . Indeed, the labeling problem in vision and the semi-supervised learning problem in machine learning can both be thought as the generic problem of inference over structured data which can be tackled using the general 7 framework of MRFs.
L 1 vs L 2 -Norm
In this section, we explore the use of the L 2 and L 1 -norms for purposes of recovering the vectors x i,a . The reason for this is that the optimal set of vectors x i,a can be related to the transformation matrix T through the relations provided in the previous section making use of an appropriate norm applied to the cost function.
L 2 -Norm
We commence by focusing our attention on the L 2 -norm. Note that, the cost function in Equation   3 is based upon the L 2 -norm. To minimise it, in practice, we can treat the problem as a continuous relaxation one which leads to a convex quadratic optimisation problem akin to those used in segmentation frameworks based upon Random Walks [36] .
Thus, the cost function in Equation 3 can be re-written in the following matrix form
where X is a matrix of transformed vectors for all images in the dataset, L = D − W is the Laplacian of the graph, W is the adjacency matrix of the graph with entries p i,j , and D is a diagonal matrix of node degrees whose diagonal elements are given by the row-sums of W. We have introduced the matrix C, which corresponds to the variables c i (a) in Equation 3.
The optimisation problem in Equation 5 is a convex one whose global minimum can be found by solving the following systems of linear equations.
where X .,j denotes the j th column of the matrix of transformed vectors X and C .,j denotes the j th column of the matrix C comprised by the expectation vectors. Note that, in the equation above,
we have introduced the matrix E which corresponds to the category-label vectors for the images in Γ, i.e. e(i, j) = 1 if and only if the ith image in the dataset corresponds to the jth category γ j .
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This system of equations can be solved with Gaussian-Siedel or conjugate gradient methods.
Further, due to the sparse nature of L and E, we can solve them efficiently by making use of sparse Cholesky factorisation [37] . First L + ηE T E is factorised into the product of an upper-triangular matrix Q h and its transpose Q T h , which is a lower-triangular matrix. Then two trivial linear equations, Q h H = E T EC .,j and Q T h X .,j = H are solved via forward and backward substitution to recover X .,j . As a result, the sparse Cholesky factorisation only needs to be applied once for recovering multiple columns of X.
L 1 -Norm
We now turn our attention to L 1 -norm as an alternative to the L 2 -norm. By substituting the L 1 -norm for the L 2 -norm, the cost function becomes
where, for convenience, we have written w i,j as an alternative to p i,j in Equation 4.
By introducing auxiliary variables r u,j and z u,v,j for the j th category for the images abstracted as nodes u and v, we can rewrite Equation 7 in terms of a linear programme (LP) over the variables X i , r u,j and z u,v,j in the following manner
s.t.
The above LP formulation has the following dual form
It is straight forward to see that the primal and dual forms in Equations 8 and 9 correspond to the mincut and maxflow problems in network flow theory with multiple terminal nodes respectively [38] . This is as the first and second constraints in Equation 9 correspond to the mass balance constraint and the capacity constraint of the network flow. Similar results on L 1 -norm regularisation were noted in [39] for binary labelling problems. For the binary case, the duality between minimum cut and maximum flow can also be explained by the Ford-Fulkerson theory [38] . Thus, the above case is a more general result which applies to multiple classes, i.e. multiple categories in the data set.
Discussions and Implementation Issues
From an alternative viewpoint, the optimisation task presented in the previous section can also be viewed as a problem of regression, where the norms defined in both the data and smoothness terms in Equation 3 reflect the fitting error corresponding to the field transformation. The ideal case is given when all the images in γ i should have exactly the same classifier output. In the Least Squares regression, i.e. the case of L 2 -norm, the cost increases quadratically with the error. This is somehow quite sensitive to outliers and noise corruption. The L 1 -norm based regression is more robust, but the cost still increases linearly with respect to the error. In M-estimator based methods At this point, it is also worth noting that throughout the previous sections we have not made any assumption on the potential c i (a) rather than the fact that it should be non-negative. For purposes of descriptor combination, here we use the expectation over the probabilistic output Q ξ,γ i in Equation
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. That is, for each image in the category γ a , the potential c i (a) is given by
where E[·] is the expectation operator. In this manner, in our implementation, the potential is the expected output of the classifiers trained over a set of codewords. This implies that the cost function will enforce smoothness over the image category while favoring transformations that bring the codewords "closer" to the expected classifier outputs.
For the classifier fusion we have used a different approach and set c i (a) to unity if and only if the i th image in the data set belongs to γ a and zero otherwise. As a result, the optimisation will aim at recovering a transformation matrix that brings the classifier-bank output closer to its hard limits while, again, enforcing smoothness over the classification results for the images in the category under study.
Soft vs Hard Constraints
The minimisation schemes above can be viewed as an optimisation in which the category consistency for the images in Γ is posed as soft constraint. This can be slightly modified in terms of its formulation as follows
This corresponds to the case of infinite η for the formulation in Equation 3 . As a result, the category indexes for images in the set Γ can be fixed to their ground truth values. This is in contrast with the previous section formulation the category indexes are allowed to change.
Note that the hard constraint case does not apply to the categorisation problem as posed here since the aim of computation is to recover a transformation matrix and not the image labels.
Nonetheless, this link provides a means to showing that the L 1 and L 2 -norm methods above coincide, in its hard limit formulations, with Graph Cuts [33] and the Random Walker segmentation algorithm [36] . Specifically, for the random walks on the L 1 -Norm, the solution is given by the following equation,
where X u refers to label vectors of unlabeled items only, and C .,j has been defined in section 2.2.1.
This can be solved efficiently via the same sparse Cholesky Factorisation technique mentioned previously. Thus, employing hard constraints is equivalent to setting the t-link weights to infinity instead of η except to the jth t-link for any labeled item u that belongs to j th category. This clamps the image u to label j and prevents it from connecting to other t-nodes.
Extensions to Classifier Fusion
Further, note that the idea of recovering the optimal transformation over a structured field is a quite general one that can also be applied for purposes of classifier fusion in image categorisation. This is because, given several descriptors, we can always combine them into codewords comprised by all their permutations. That is, for each image we can have a family of codewords corresponding to transformations of permuted descriptors. As a result, we can adopt an approach akin to pairwise frameworks elsewhere in the literature [41] aimed at building a classifier for each of the categories γ i , where the final classification result is obtained by the majority voting results over all the permutations of the descriptors under study. Thus, the classifier bank Ψ = {ψ 1 , ψ 2 , . . . , ψ |Ψ| } delivers at output the probability of the j th image belonging to the category γ i given the transformations over the set of permutations of the descriptors in Φ j .
By using the probabilistic output of each classifier ψ i [42] , we can obtain a version of multiclass classification which can be viewed as a generalisation to majority voting. Hard decisions can then be obtained by thresholding the posterior probabilities into binary values. A natural way of combining the classification results over the set Ξ of transformed descriptor permutations is maximising the total posterior probability given by
where Q ξ,γ i is the probabilistic output of the classifier for the permutation ξ ∈ Ξ of image descriptors and the i th category γ i .
By viewing the classifier bank as a field, we can introduce the transformation S, where again, the transformation S can be viewed as a family of matrices such that the posterior becomes
where Q is a matrix whose entry indexed j, i is given by Q ξ,γ i .
To recover the transformation matrix S, we can use a formulation akin to that in Equation 3 when the pairwise potential w i,j is null. To see this more clearly, note that, if the true labels for the input images are known, the equation above can be simplified to the following expression
where c ξ,i is a vector with the same dimension as Q ξ,γ i whose i-th entry corresponding to the class γ i is set to 1 and 0 otherwise.
4 Experiments
In this section we demonstrate the utility of our structured learning algorithm for purposes of object classification and image categorisation. To this end, we use the the Oxford flower dataset [6] for image classification and the ETH-80 dataset [43] for categorisation.
Following the feature extraction method in [6] , we have recovered the SIFT descriptors [44] , colour and texture features making use of the MR-filter band [2] for each of the images in our datasets. For purposes of recovering a codebook, these features have been clustered using a Kmeans algorithm [45] . Each image is then represented as a visual word corresponding to the frequency histogram of the features in the codebook. In our experiments, we have used the codewords corresponding to each individual feature and the vector yielded by their concatenation. In the training stage, a Support Vector Machine (SVM) classifier-bank is generated from different features of the training set. Then feature optimisation and classifier fusion is performed so as to evaluate the corresponding performance on the testing set.
The descriptor optimisation process commences by computing the correct classification rate on the training set using the trained SVM classifier-bank. An expected feature vector for each class is then computed using the features for the correctly classified training images. These are used to generate the transformation matrix for each of the codewords so as to recover the optimised descriptor vectors. This treatment allow for both classification on a per-codeword basis and upon the concatenated feature vectors.
Using the same method, classifier fusion is performed by recovering the transformation matrix for the SVM classifier-bank trained upon the optimised features. Here, for the SVM training and testing we use LIBSVM [46] set so as to generate probabilistic estimates for each class at output.
In the fusion step, we recover the transformation matrix for these probabilites. The transformed probabilities are then used as input to a further application of a SVM classifier, whose output is taken as the final classification result in our experiments.
It is worth noting that, in our experiments we have explored the use of both the L 2 -norm in Equation 3 and the L 1 -norm in Equation 7 for learning the optimal transformation matrix. In practice, we found L 1 -norm regulariser does not differ much from L 2 -norm regulariser. With regard to the computational complexity, the L 2 -norm regulariser is much more computationally efficient than the L 1 counterpart.
Object Classification
The first of our experimental vehicles is the Oxford flower dataset [6] , which contains flower images of 17 species against different backgrounds. For our experiments, we divide the dataset into a training set of 680 images, and testing and validation sets with 340 images each. Sample images from the database are shown in Figure 1 .
We commence by extracting the regions of interest (ROI) in the image. To do so, we follow the saliency extraction model by Itti et al. [47] . This model adopts a bottom-up strategy that decomposes visual input into component feature maps. For each feature map, saliency is extracted separately and then combined into a global map. Once the saliency maps are at hand, we compute an optimal cut-off τ for each image. We build on the method proposed in [48] and view τ as the optimal split arising from a binomially distributed set of univariate random variables which With these ROIs at hand, we proceed to recover from them the color, SIFT and texture outputs for purposes of training and testing. In Table 1 , we show the testing results when descriptor combination is performed. In the table, we show classification performance with and without op- Table 1 also suggests that from the performance viewpoint, the election of norm for the recovery of the transformation matrices is not a critical choice. This is somewhat deceiving since the optimisation task in the quadratic form is less computationally demanding. Note that the results in Table   1 also capture the application of the classifier fusion algorithm in Section 3.2. When optimisation on the classifier bank is applied, the L 1 -norm optimisation can further boost the performance to 83.4 ± 1.4%.
For the sake of comparing our saliency approach to the recovery of the region of interest with other detection methods, we have also implemented the algorithm in [6] . In contrast with the use of saliency as a means to recover ROIs, the alternative requires hand-labeling of foreground and background pixels so as to provide a suitable prior for the segmentation step, which is based upon graph cuts. For consistency with results reported elsewhere, we have computed the graph cut prior using the image segmentation ground truth provided by the authors 2 . With the priors at hand, we 2 The segmented imagery can be found at http://www. Results show the percentage and standard deviation of correct classification using ten-fold cross validation.
apply the graph cut algorithm so as to recover suitable ROIs, which can then be used to perform feature optimisation and classifier fusion. The results for the alternative is shown in Table 1 . It can be observed that feature optimisation step has improved the classification performance. After classifier fusion, the performance of our saliency-based approach is comparable to the alternative, despite the fact that our approach does not require the computation of a prior for the segmentation step as needed by the method in [6] . Now, we turn our attention to the performance of the proposed method (feature combination and classifier fusion) as compared to that yielded by a number of alternatives which employ the same set of image descriptors as our method and, thus, provide a fair ground for comparison. In [6] , the feature combination is cast as finding the optimal weights for individual features. These weights are used to combine descriptors and features in the codebook and are uniform across all classes.
In [6] , the weights are recovered through an intensive search on the validation set. Moreover, this method requires manual tuning of the weights for the descriptor combination. This contrasts with
Bach [49] 77.8 ± 2.1
Nilsback [6] 81.3
Varma [7] 82.6 ± 0.3
Nilsback [50] 83.3 ± 1.4 our method, where the weight for each component of the descriptor is automatically optimised.
Note that, despite the manual tuning of the weights, the classification performance delivered by our method, as shown in Table 1 , is better than that yielded by the algorithm in [6] .
The method of Varma and Ray [7] also treats the feature transformation as a feature combination problem. Their method recovers domain specific descriptors by learning the trade-off between invariance and discriminative power of the classification system. Additionally, we also provide comparison with the performance yielded by the Block 1-norm method (MKL-Block) [49, 7] , which employs a multiple kernel learning approach based upon regularisation. The comparison results are shown in Table 2 . Note that our method achieved correct classification rates of up to 83.4%, which provides a margin of improvement over the alternatives. Thus, we can conclude that, nonetheless our method is devoid of intensive search schemes, our method can achieve classification rates comparable to other methods elsewhere in the literature. This can greatly reduce the burden of manual parameter tuning by computing the optimal image descriptor combination.
Image Categorisation
Now we illustrate the utility of our method for purposes of image categorisation. To this end, we use the ETH-80 dataset, which contains images from 8 classes. Each class contains 10 objects, for which there are 41 images of each from different views against the same background. Examples of the images in the dataset are shown in Figure 3 . To test the effectiveness of our method, we have randomly divided the dataset into a training set and testing set, both of equal sizes. We then perform ten-fold cross validation on the datasets for parameter selection. In the testing stage, for purposes of evaluation, so long as a testing image is assigned a label with correct category, it is considered a correct categorisation result.
For the sake of consistency, we have recovered the features and visual code words as per our object classification experiments. For our categorisation experiments, we have tuned the SVM parameters via cross validation for optimum performance. Here, the feature transformation process commences by computing the classification results on the training set using the SVM classifiers.
The results yield an expected feature vector from correctly classified images for each image class,
i.e. a K-dimensional vector specifying the class conditional mean for the images in the training data. These expected feature vectors and the input image descriptors are then used to recover the transformation matrix. The transformation matrix is then used to transform the input descriptors so as to combine them for the testing phase. In this experiment, and since the background of the objects is not varying greatly across different images, we have not extracted ROIs but rather used the descriptors over the whole image. Majority Voting ----89.9 ± 0.9
Boosted SVM ----95.8 ± 0.4 Table 3 : Categorisation results for the ETH-80 dataset. The results show the correct categorisation percentage and standard deviation using ten-fold cross validation.
The results on feature optimisation are shown in table 3. Note that, for our categorisation experiments, the feature combination does not overly improve the categorisation performance. This suggests that, at the feature level, the codebook generated by clustering may be almost optimal.
However, when classifier fusion is applied, the performance increases to 97.1±0.5 for the L 1 -norm and 97.0±0.4 for the L 2 -norm. Here, we also compare our results against competitive fusion methods. To this end, we have performed experiments using majority voting and AdaBoost [23] . For the majority voting, we have trained an SVM classifier per feature. For the AdaBoost, each of the weak learners operates on a different feature. As seen in table 3, majority voting delivers lower categorisation rates than our method or AdaBoost. Note that, despite delivering better results than majority voting, AdaBoost cannot outperform the performance of our optimised features of our classifier fusion approach. This may be due to overfitting in the AdaBoost training step.
Conclusions
In this paper, we have proposed a method to perform both descriptor combination and classifier fusion for object classification and image categorisation. The method presented here is quite general in nature and hinges on the recovery of the optimal transformation over a structured field. In this manner, we can cast the problem into a learning setting, in which the aim of computation is the 20 recovery of the optimal transformation up to a cost function. Here, this cost function has clear links to MRF and is convex in nature. We have shown the the utility of our method for classification and categorisation making use of the Oxford Flower database and the ETH-80 dataset.
