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Doping is one of the most common strategies for improving the photocatalytic and solar energy
conversion properties of TiO2, hence an accurate theoretical description of the electronic and optical
properties of doped TiO2 is of both scientific and practical interest. In this work we use many-body
perturbation theory techniques to investigate two typical n-type dopants, Niobium and Hydrogen,
in TiO2 rutile. Using the GW approximation to determine band edges and defect energy levels,
and the Bethe Salpeter equation for the calculation of the absorption spectra, we find that the
defect energy levels form non-dispersive bands lying ' 2.2 eV above the top of the corresponding
valence bands (' 0.9 eV below the conduction bands of the pristine material). The defect states
are also responsible for the appearance of low energy absorption peaks that enhance the solar
spectrum absorption of rutile. The spatial distributions of the excitonic wavefunctions associated
with these low energy excitations are very different for the two dopants, suggesting a larger mobility
of photoexcited electrons in Nb-TiO2.
PACS numbers:
I. INTRODUCTION
Titanium dioxide (TiO2) is widely used in photocatal-
ysis and solar energy conversion, but its efficiency is lim-
ited by the large band gap (∼ 3.0 and 3.2 eV for rutile
and anatase, respectively) that severely reduces the pho-
toabsorption of visible light1,2. To improve the conduc-
tivity and photocatalytic properties, doping is often em-
ployed, and a large variety of dopants, both metals and
non-metals, have been explored.3,4 Numerous computa-
tional studies of doped TiO2 have also been reported.
5,6
In this context, studies including an accurate theoretical
description of the band gap and impurity levels combined
with a detailed analysis of the influence of doping on the
optical absorption can contribute new insights of scien-
tific and practical interest as well.
Two of the most common dopants in TiO2 are Nio-
bium and atomic Hydrogen. They both act as donors,
with Nb substituting a Ti atom, and Hydrogen forming
an interstitial defect bound to an Oxygen of the lattice.5
Nb is usually described as a shallow donor that greatly
improves the electrical conductivity of TiO2.
7 At the
same time, however, valence-band photoemission spec-
tra of Nb-doped rutile show a peak at about 0.8-1.0 eV
below the Fermi energy, indicating an electron in a lo-
calized Ti3+ state similar to that observed in Oxygen
deficient rutile.8 This apparent contradiction between ul-
traviolet photoelectron spectroscopy (UPS) and electrical
measurements can be explained within a small polaron
model, where the vertical excitation energy of the po-
laron, as observed in UPS, can be much larger than the
energy of adiabatic excitations involved in electrical mea-
surements.5 It is generally agreed that the polaron model
applies to most defects and impurities in rutile, including
interstitial Hydrogen. 9–11 In particular, recent infrared
absorption measurements in reduced and hydrogenated
rutile have been interpreted on the basis of hybrid density
functional calculations, where the self-trapping energy of
a conduction band electron to form a localized Ti3+ ion
was predicted to be ∼ 0.3 eV.10
The electronic structure of doped TiO2 has been the
subject of many theoretical studies. It is now widely
accepted that while standard local and semi-local Den-
sity Functional Theory (DFT) do not adequately describe
the polaronic character of defect and impurity states in
TiO2, DFT+U and hybrid functionals are effective in de-
termining the structure and energetics of the polaronic
states. However, also these approaches are insufficient
for precisely describing the electronic energy levels. For
instance, hybrid functionals often overestimate the TiO2
band gap thus leading to an uncertainty in the position
of the impurity levels.12 Recent many-body perturbation
theory (MBPT) studies13–16 of the band structure and
absorption spectrum of pristine TiO2 have in fact pro-
vided evidence that approaches beyond DFT are required
for a quantitative description of photoemission and light
absorption experiments in this material.
The aim of this work is to investigate the electronic
structure and optical properties of Nb- and H-doped
TiO2, using a rigorous approach that goes beyond mean-
field theory. We adopt MBPT, namely the GW approx-
imation for the quasi-particle energies and the Bethe
Salpeter equation for the optical spectra. Following a
description of the adopted methodology and computa-
tional details in Sec. II, our results for the quasi-particle
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2electronic structure and optical properties are presented
and discussed in Sec. III. Conclusions are presented in
Sec. IV. We find that both Nb and H doping introduce
optically allowed transitions well below the intrinsic op-
tical gap of rutile, thus improving its ability to absorb
the solar energy.
II. METHODS
A. Ground state calculations
Ground state calculations were performed using
Kohn-Sham (KS) DFT17 within the plane wave-
pseudopotential scheme, as implemented in the Quan-
tum ESPRESSO package.18,19 We used the gradient-
corrected GGA-PBE20 exchange-correlation functional
and norm-conserving ONCV pseudopotentials,21 includ-
ing the semi-core states for Titanium (3s and 3p). We
obtained converged KS eigenstates and eigenvalues using
a wavefunction kinetic energy cut-off of 80 Ry.
Doped rutile was modelled using a 2×2×3 supercell
(SC) containing 72 atoms (73 atoms in the case of H
doping), including one Nb replacing a Ti atom (one in-
terstitial H impurity), which corresponds to a dopant
concentration of ∼ 4% (referred to the number of Ti
ions). With this SC, reciprocal space was sampled us-
ing a Monkhorst-Pack grid of 2×2×2. For the sake of
comparison, pristine rutile was modelled using both the
same SC and the primitive cell with an equivalent k-point
sampling. We verified that the two descriptions provide
equivalent results, and therefore in the following only the
results obtained using the 2×2×3 supercell are reported.
Relaxed geometries for both pristine and defective
TiO2 were computed including a Hubbard-U term
22 in
the Ti 3d orbitals. This scheme has been shown to work
well for the description of polaronic effects in TiO2, par-
ticularly for U values in the range 3-4 eV.23–26 Here
we use U = 3.5 eV, a value close to that given by lin-
ear response theory,25 that has been extensively tested
and validated in previous studies27–30 With this choice,
the computed cell parameters of pristine TiO2 rutile are
a = 4.64A˚ and c = 2.96 A˚, in good agreement with the
experimental values, a = 4.59 A˚ and c = 2.95 A˚.31
B. MBPT calculations
The electronic and optical properties of pristine and
doped rutile TiO2 were investigated using the GW
method for the self energy operator Σ and the Bethe-
Salpeter equation (BSE) for the absorption spectra.32–36
Specifically, we used the single-shot G0W0 approximation
by treating the frequency dependence of the dielectric
matrix via the Godby-Needs (GN) plasmon-pole model
(PPM).37
All the MBPT calculations were carried out using
the plane-wave code Yambo.38,39 In the G0W0 calcu-
lations, converged results were obtained by considering
1200 bands (corresponding to 59.53 eV above the energy
of the top of the valence band), and a kinetic energy cut-
off of 8 Ry for the screening dielectric matrix. GW correc-
tions were introduced on top of DFT-PBE calculations,
without the inclusion of Hubbard U. The Bethe-Salpeter
equation was built considering vertical transitions involv-
ing 20 occupied and 40 empty bands.
In the single shot G0W0 approximation, G0 is built
from single particle KS orbitals, and the quasi-particle
energies are obtained as a first order perturbation cor-
rection. In practice, quasi-particle (QP) energies are ob-
tained as:
EQPnk = nk + Znk
[
Σnk(nk)− vxcnk
]
, (1)
where nk are the KS eigenvalues, Σnk(ω) and v
xc
nk are
the expectation values of the self-energy and the ex-
change correlation potential, respectively, over the nk
KS-eigenvector, and Znk the QP renormalization factor
defined as:
Znk =
[
1− ∂Σnk(ω)
∂ω
|ω=nk
]−1
. (2)
The optical properties were calculated by solving the
BSE whose kernel includes local field effects as well as
the screened electron-hole interaction (with static screen-
ing). We also applied the Tamm-Dancoff approximation,
which neglects the coupling terms between resonant and
anti-resonant blocks, after having numerically verified its
validity.
As an analysis tool, we computed atomically-projected
DOS (pDOS) with the inclusion of GW QP corrections
obtained by Yambo, according to:
ρ(ω) =
1
Nk
∑
α
∑
nk
|〈φα|ψnk〉|2 δ(ω − EQPnk ), (3)
where |φα〉 are atomic orbitals.
Quasi particle unfolded band structures for the doped
systems40–42 were calculated considering the spectral
function A(κ, ω), resolved with respect to the κ-vectors
of the host pristine primitive cell (PC),
A(κ, ω) =
∑
mn
∣∣〈ψPCmκ |ψSCnk 〉∣∣2 δ(ω − EQPnk ), (4)
where k = k(κ) according to the folding induced by the
supercell, and |ψPCmκ〉’s form a complete set with κ sym-
metry. Such band structures were obtained using the
implementation of the unfolding procedure described in
Refs. [41,42].
III. RESULTS
A. Structural properties
The calculated structural parameters for pristine and
doped rutile are summarized in Tab. I. In pristine ru-
tile two slightly different Ti-O bond lengths are present,
3(b) TiO2:NbTi(a) TiO2:Hi
FIG. 1: Relaxed structures of H (left) and Nb-doped (right)
rutile TiO2, viewed along the [010] direction. The spin density
isosurface (in orange) is localized on the Ti (and Nb) atoms
near the defect center. Dopants (H and Nb) are in black.
TABLE I: Bond lengths (in A˚) for pristine and doped rutile
TiO2. For the doped systems, maximum and minimum values
of type I and type II Ti-O bond lengths are given. Distances
between the dopant and Ti (D-Ti) and O (D-O) are also re-
ported.
bond TiO2 TiO2:Hi TiO2:NbTi
Ti-O type I 1.96 1.91 - 2.07 1.90 - 2.07
type II 1.99 1.94 - 2.03 1.94 - 2.01
D-Ti 2.21 2.94 - 3.04
D-O 1.23 1.93 - 2.01
each TiO6 unit having two longer apical (type II, 1.99 A˚)
and four shorter equatorial (type I, 1.96 A˚) Ti-O bonds.
In H-doped rutile (TiO2:Hi), a large distortion of the
TiO2 crystal structure near the interstitial impurity takes
place, with type I bond lengths ranging from 1.90 up to
2.07 A˚, and similar but less pronounced distortions of
type II bonds. The H atom is bound to an oxygen with a
bond length of 1.23 A˚ and is at distance 2.21 A˚ from the
closest Ti atom (Fig. 1). Significant distortions of the Ti-
O bond lengths are found also for TiO2:NbTi, notably an
elongation of the type I Ti-O bond for the first Ti atom
adjacent to the defect (2.07 A˚) and a shortening for the
subsequent bond (1.90 A˚). Distortions of type II bonds
are less significant in the case of substitutional Nb. As
for Nb-O bonds, those of type I are slightly shorter (1.94
A˚) than type I Ti-O bonds, while those of type II are
slightly longer (2.02 A˚) than type II Ti-O bonds. The
distances between Nb and the closest Ti atoms are 2.94
and 3.04 A˚, to be compared to the Ti-Ti distance of 2.97
A˚ in pristine rutile.
B. Band gap of pristine rutile
For pristine rutile, our calculations give a fundamental
gap of 1.89 eV and 3.1 eV at PBE and G0W0 levels, re-
spectively. The latter value is in excellent agreement with
calculations by Malashevich et al.43(3.13 eV), who used
a G0W0[PBE] implementation within the complex gener-
alized plasmon-pole approximation described in Ref. 44.
Similar values were obtained also by other G0W0 stud-
ies. In particular, Kang and Hybertsen15 obtained a band
gap of 3.37 eV using a full-frequency contour-deformation
(FF-CD) G0W0[PBE] approach; similarly, Zhang et al.
45
found 3.30 eV by full-frequency G0W0[LDA]; Patrick
and Giustino46 obtained 3.40 eV at the G0W0[PBE]
level with the GN-PPM; Baldini et al47 obtained 3.30
eV using G0W0[PBE] with the PPM of Hybersten and
Louie48; Chiodo et al,49 reported a gap of 3.59 eV using
G0W0[PBE] with GN-PPM.
Overall, the differences between our results and previ-
ous studies can be attributed to the different approach
adopted to evaluate the frequency dependence of the
self energy (Plasmon-pole Model PPM vs full-frequency
methods and different flavours of PP model). In the case
of Ref. [49], however, we explicitly verified that differ-
ences from our results can be due to the pseudopotential
dataset used in that work. In this regard, we notice that a
recent study50 on the verification and validation of GW
data across three widely used GW codes (Yambo,38,39
Abinit,51 and BerkeleyGW52) found excellent agreement
among the results obtained with these codes when the
same pseudopotential dataset was used. GN-PPM and
FF-CD GW methods were also compared and found to
lead to a difference of the order of 0.1 eV for the funda-
mental gap of TiO2 (changing from 3.2 eV with GN-PPM
to 3.3 eV for FF-CD) when using (Fritz-Haber-Institute)
FHI pseudopotentials with 12 valence electrons.
C. Quasi-particle levels
Figure 1 shows the unit cells of the relaxed structures
of H- and Nb-doped TiO2 together with the spin den-
sity associated with the donor states (in orange). We
can see that for both H- and Nb-doped rutile the do-
nated electron localizes on the neighbouring Ti atoms,
even though with different distributions. The structural
distortion close to the defect coupled to this density lo-
calization indicates the formation of localized polaronic
states. Our results for H-doped rutile agree with recent
FTIR experiments11 , which have provided evidence of
small electron polarons, each bound to a Ti atom adja-
cent to the OH group of the hydrogen defect.
To evaluate the energy levels of the defect states in the
TiO2 band gap, we first examine the Density of States
(DOS), and align the different DOS at the valence band
maximum (VBM), which is little affected by the dopants
(Fig. 2). At the KS-PBE level (left panels), defect states
are found at the bottom of the TiO2 conduction band.
In the right panels, we show the same DOS after in-
clusion of quasi-particle corrections at the G0W0[PBE]
level. In this case we clearly see defect states below the
conduction bands, at 2.15 and 2.18 eV above the VBM
for H and Nb, respectively. These energies correspond
to -0.95 and -0.92 eV when referenced to the conduction
band minimum (CBm) of pristine rutile. Similar values
4FIG. 2: K
S-DFT (PBE) and G0W0 DOS for the pristine (grey area),
H-doped, and Nb-doped (blue curves) rutile TiO2. A
Gaussian broadening of 0.01 Ry is used. In each panel, the
energy is referred to the valence band maximum. Vertical
lines indicate the position of the defect states (marked as D)
and the CBm of pristine TiO2 (marked as CBm
0). Spin
resolved G0W0 DOS are reported in the Supplementary
Material Fig. S7.
have been reported in previous theoretical studies. For
H-doped rutile, defect levels at 1.054 and 0.97 eV55 be-
low the CBm have been obtained using DFT+U, while
hybrid HSE06 calculations predicted vertical defect ion-
ization energies of 0.82 and 0.86 eV for H- and Nb-doped
rutile, respectively.56
The positions of the defect levels relative to the CBm of
the doped system are more difficult to assess, because the
CBm itself is not clearly defined due to dopant-TiO2 hy-
bridization effects and an overall downshift of the conduc-
tion band. Besides the appearance of the defect states be-
low the conduction bands (indicated with D), Figs. 2(b,d)
indeed show also an overall down-shift of the conduction
band of TiO2:Hi and TiO2:NbTi with respect to its posi-
tion in pristine rutile (shaded area). This effect, already
observed in Ref. 57, is captured only after GW correc-
tions and can be ascribed to enhanced screening effects
due to the presence of the defects.
In Fig. 3 we show the unfolded quasi-particle band
structures for the doped systems, from Eq. (4), com-
pared to pristine rutile. We can recognize the presence
of defect states below the CBm, as indicated by the non-
dispersive bands along selected symmetry lines that can
be attributed to localized states. Above these bands but
still below the CBm of pristine TiO2, additional blurry
features are present. The color scale represents the value
of the κ-resolved DOS, as defined in Eq. (4): In each
panel, black corresponds to zero and yellow to the max-
imum value of the DOS. The sharper the DOS (i.e. the
brighter the corresponding peak), the less hybridized the
defect states. Within a mean field description, at fixed
κ-vector a delta peak would indeed show at the energy
of each band if no defects were present. In the pres-
ence of defects instead, each peak is broadened because
of the broken translational symmetry and the hybridiza-
tion: the more blurred the picture, the larger the hy-
bridization induced by the defect. The features above
the non dispersive bands and below the CBm of pristine
rutile can be thus attributed to such strongly hybridized
states. Comparing H- and Nb-doped TiO2, a slightly
higher degree of hybridization is apparent in TiO2:Hi,
which is consistent with the interstitial vs substitutional
configuration of the defect.
The quasi-particle band structures for the minority
spin-down states of pristine and doped TiO2 (Fig. S6)
and the spin resolved G0W0 density of states (Fig. S7)
are shown in the Supplemental Material. From Fig. S6,
it appears that the non-dispersive bands of defect states
are now missing (as expected), and an overall ∼ 0.2 eV
down-shift of the conduction bands of the doped systems
relative to pristine rutile is present, due to the enhanced
screening induced by the doping. We also notice that
the conduction band minima for the down-spin states
of the doped systems are well-defined, suggesting they
may represent the ”true CBms” for the doped systems.
This assumption, supported also by Fig. S7, results in
defect levels lying at -0.76 and -0.87 eV for TiO2:Hi and
TiO2:NbTi, respectively.
These results appear to disagree with the recent GW
study by Chen et al.57 which concluded that the deep
defect level at about 0.8-1 eV below the CBm of ru-
tile can only originate from Ti interstitials, whereas oxy-
gen vacancies and polarons can only give rise to shallow
states.As pointed out also by Chen et al, the origin of
the gap state has been debated extensively in the exper-
imental literature, where the current view is that both
interstitials and oxygen vacancies contribute to the deep
gap states.58,59 From a purely theoretical perspective, on
the other hand, a firm conclusion may require not only
well converged GW studies using different starting band-
structures but also the study of different defect concen-
trations.
D. Optical properties
Pristine rutile. Our computed BSE and independent
particle (GW-RPA) spectra of pristine rutile are pre-
sented in Fig 4(a). The onset of the absorption in the
BSE spectrum is at ∼ 3.0 eV, followed by an intense nar-
row peak at 3.7 eV and a shoulder at ∼ 4.4 eV. Fig. 5(a)
further shows that the spectrum is anisotropic, with a
characteristic double peaked structure for light polarized
in the [001] direction, as already reported in previous
calculations.47,60 Both the onset and the shape of the
calculated spectrum are in agreement with recent mea-
surements,47 which show an onset at ∼ 3 eV, followed
by a sharp peak at 3.93 eV, a shoulder at 4.51 eV and a
broader peak at 5.42 eV. (We note that a larger number of
bands in BSE and more k-points than used in the present
calculations would be needed in order to reproduce also
5TiO2 TiO2:Hi TiO2:NbTi
FIG. 3: Unfolded quasi-particle band-structure for pristine, TiO2:Hi and TiO2:NbTi. Results for spin-up channels are shown;
results for spin down channels (which do not show any defect-related state) are reported in the Supplementary Material (Fig.
S6). The color scale is such that black – yellow correspond to [0,1] (in arbitrary units).
the high energy features of the experimental spectrum).
Our results are also in line with recent47,49,60 GW-BSE
calculations: our calculated red-shift of the first bright
peak (0.53 eV) with respect to the independent quasi-
particle picture is comparable to the results of Chiodo
et al. 49 and to the redshift in the computed spectra
of Baldini et al..47 Differences observed for the excita-
tion energies are due mainly to the different value of the
computed fundamental gap (see discussion above).
Doped rutile. Upon doping, new features in the ab-
sorption spectra appear, as shown in panels (b) and (c)
of Figs. 4 and 5. The most evident hallmark of the
doped systems is the appearance of absorption peaks at
low energy below 2 eV.
The low energy part of the spectrum of TiO2:Hi is
characterized by a broad peak that has a maximum at
0.6 eV and extends up to 2 eV. This peak involves tran-
sitions from electrons in the gap states to the conduction
bands. At higher energies, in the region of the spectrum
where pristine rutile absorbs, we observe a small red-shift
of the onset and the maximum of the absorption band
with respect to the pristine crystal (from 3.68 to 3.62
eV for the maximum). We also note that the shift of the
BSE with respect to the independent particle spectrum is
smaller in TiO2:Hi in comparison to that found for pris-
tine rutile, indicating an increased screening due to the
excess electrons of the dopants. A red-shift of about 0.2
eV with respect to the independent particle spectrum is
also observed in the lowest-energy, defect induced part of
the spectrum, indicating the formation of slightly bound
excitons.
In the case of Nb-doped rutile, Fig. 4(c), the spec-
trum in the low energy region shows a defect induced
absorption characterized by a double peaked structure
with maxima at 0.35 and 0.92 eV, sharper than those
found for TiO2:Hi. These excitations involve transitions
from the defect state to conduction bands at different en-
ergies (see Figs. S3 and S4 of the Supp. Info.), and as in
the case of TiO2:Hi the BSE spectrum exhibits a redshift
with respect to the independent particle one, indicating
the formation of bound excitons having a binding en-
ergy of 0.2 and 0.16 eV for the first and second peak
respectively. As in the case of hydrogen doping, in the
higher energy region we observe again a small red-shift of
the onset and the maximum of the absorption (3.64 eV)
with respect to pristine rutile. More importantly, also for
TiO2:NbTi the shift of the BSE spectrum with respect to
the independent particle calculation (0.3 eV) is reduced
in comparison to the pristine case. Apart from the small
rigid shift and an overall broadening, the shape of the
absorption spectrum of rutile in the high energy region
is not significantly affected by the dopants.
Figure 5 shows the absorption spectra of pristine and
doped rutile for light polarized along and orthogonal to
the c directions. Pristine rutile exhibits a significant op-
tical anisotropy, associated with its tetragonal symmetry,
which has been extensively studied both theoretically and
experimentally.47 The anisotropy is present also for the
doped systems, as expected, and is more pronounced in
the low energy part of the spectra. In particular, the two
low energy peaks in TiO2:NbTi correspond to excitations
that are optically active for light polarized along orthog-
6(b) (c)(a)
TiO2:NbTiTiO2:HiTiO2
FIG. 4: The imaginary part of the dielectric constant (averaged over x,y,z polarizations) for pristine, H-doped, and Nb-doped
rutile, obtained by solving the BSE and the independent quasi-particle spectra (GW-RPA).
(b) (c)(a)
TiO2:NbTiTiO2:HiTiO2
FIG. 5: Optical anisotropy in pristine, H-doped, and Nb-doped rutile, obtained using BSE. E-field polarization with respect to
the direct lattice vectors is indicated in the legend.
onal directions. In order to verify that this anisotropy
is not an artifact related to the small size of our super-
cell, we performed additional DFT-KS calculations using
a (3× 3× 4) supercell with 216 atoms. The results con-
firmed the presence of a strong anisotropy in the low en-
ergy part of the independent particle spectrum (see Fig.
S8 in the SI).
Figure 6 shows the real space excitonic wave functions
corresponding to the lowest energy excitations of TiO2:Hi
(top panel) and TiO2:NbTi (bottom panel), which have
very similar energies, 0.33 eV in TiO2:Hi and 0.35 eV
in TiO2:NbTi. In order to obtain the exciton density, in
both panels of Figure 6 the position of the hole (indicated
by h) was chosen in a region of high density of the oc-
cupied states mainly contributing to the excitation (see
Figs. S1 and S3 in Supp. Info). We see that these ex-
citations have very different spatial distributions in the
two systems: while in TiO2:Hi the electron is strongly lo-
calized on the Ti atom closest to the defect, it is almost
completely delocalized in TiO2:NbTi. In TiO2:Hi the ex-
citon is indeed composed of transitions from the gap state
to conduction states mainly localized on the adjacent Ti
atoms (see Fig. S1), whereas in TiO2:NbTi it originates
completely from the transition from the defect state to
the lowest conduction band that is delocalized over Ti
rows away from the defect (see Fig. S3). These char-
acteristics are not restricted to the lowest excitations.
A similar behaviour is indeed found also for other ex-
citons at low energies: a localized wavefunction at 0.57
eV in TiO2:Hi and a delocalized exciton at 0.94 eV in
TiO2:NbTi (see Figs. S2 and S4 in SI). At higher energy,
the excitonic wavefunctions corresponding to the bright
peak at 3.62 and 3.64 eV in TiO2:Hi and TiO2:NbTi
(Fig.S5) are delocalized, with a shape very similar to that
of the exciton at 3.68 eV in pristine rutile, confirming the
small impact of dopants on the absorption spectra in the
high energy region.
IV. CONCLUSIONS
The introduction of dopants into the rutile TiO2 lat-
tice leads to significant modification of the materials elec-
tronic and optical properties. Both interstitial Hydro-
gen and substitutional Niobium create a distortion of the
crystal lattice around the defect and introduce electronic
states localized mainly on adjacent Ti atoms. The re-
sulting quasi-particle defect states form non dispersive
bands with energies in the band gap at ∼ 2.2 eV above
the VBM, which corresponds to ∼ −0.9 eV relative to the
7h
h h
h
c)
a) b)
d)
FIG. 6: Excitonic wavefunctions corresponding to the ab-
sorption peaks at 0.33 eV in TiO2:Hi (a,b) and 0.35 eV in
TiO2:NbTi (c,d). The view is along [001] in (a,c), and along
[010] in (b,d). H and Niobium are shown in black; The po-
sition of the hole is indicated by a grey sphere and marked
with h.
CBm of pristine rutile. The positions of the defect states
relative to the CBm of doped rutile are more difficult to
estimate due to the hybridization between dopant and Ti
states, combined with an overall down-shift of the con-
duction band. A reasonable choice is however to take the
CBm for the minority spin channel, which is well-defined
in our calculations, as the ”true CBm” for the doped sys-
tem. With this reference, our results predict the defect
states to be at ∼ -0.8 eV below the CBm, consistent with
experimental observations.
While the high energy part of the optical spectrum
(> 3 eV) is little affected by the presence of the dopant
states, transition from the gap states to the conduction
band give rise to new absorption peaks at low energy
(< 2 eV) that enhance the absorption of rutile in the
solar spectrum range. Interestingly, we found very
different excitonic wavefunctions for the low energy ex-
citations in H- and Nb doped rutile: while photoexcited
electrons are largely delocalized in TiO2:NbTi, they
remain localized close to the hole in TiO2:Hi. These
characteristics suggest a longer exciton lifetime and a
larger mobility of photoexcited electrons in TiO2:NbTi,
consistent with the use of Nb as an efficient dopant
for improving the performance of TiO2 in technological
applications.
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