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Abstract
We discuss the quantization of non-ultralocal integrable models directly in the continuous case, using 
the example of the Alday–Arutyunov–Frolov model. We show that by treating fields as distributions and 
regularizing the operator product, it is possible to avoid all the singularities, and allow to obtain results 
consistent with perturbative calculations. We illustrate these results by considering the reduction to the 
massive free fermion model and extracting the quantum Hamiltonian as well as other conserved charges 
directly from the regularized trace identities. Moreover, we show that our regularization recovers Maillet’s 
prescription in the classical limit.
© 2016 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.
1. Introduction
The Alday–Arutyunov–Frolov (AAF) model is a purely fermionic classical integrable model 
arising from the reduction of the AdS5 × S5 superstring theory to the su(1|1) subsector in the 
uniform gauge [1,2]. Applying the inverse scattering method to the AAF model has proven to be 
a very non-trivial task as a result of its non-ultralocality, which manifests in an even more com-
plicated form than in the usual examples of non-ultralocal integrable systems [3]. This prompts 
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regularize and therefore quantize such theories.
As a matter of fact, the quantization of non-ultralocal integrable models is one of the most 
intriguing and challenging open problems in the context of integrability. To date only in very 
few examples this question has been properly addressed, i.e., the SU(2) Principal Chiral Model 
(PCM) [4], the Wess–Zumino–Novikov–Witten (WZNW) model [5,6] and the non-abelian Toda 
lattice field theory [7]. Nonetheless, this problem has once more become a very active and rel-
evant area of research since it was discovered that AdS5 × S5 string theory is a classically 
integrable system of this type (for a review see [8] and references therein). In spite of all the 
attention devoted recently to this area, because of its importance to quantizing the AdS5 × S5
superstring and thus improving our understanding of the AdS/CFT correspondence [9–14], there 
is still no satisfactory general method to resolve all the difficulties involved in the quantization 
process of non-ultralocal theories.
There exist, though, some standard approaches to this problem. The method proposed by 
Maillet and collaborators [3,7,15] seems, however, to be the simplest and most systematic in 
order to construct the action-angle variables, and understand the classical integrability. It involves 
a generalization of the concept of the r-matrix to a pair of (r, s)-matrices and the simultaneous 
regularization of the ill-defined Poisson brackets with the use of a symmetrization procedure to 
introduce the so-called Maillet brackets. The most fundamental difficulty that prevents the full 
implementation of the quantum inverse scattering method to non-ultralocal theories lies in finding 
the appropriate regularization/quantization of the corresponding Maillet brackets. In particular, 
one that recovers the symmetrization prescription pertaining the definition of the Maillet brackets 
in the classical limit. Thus, for the non-ultralocal systems there is no direct generalization of 
the Yang–Baxter type equation from which one can extract the quantum Hamiltonian and other 
quantum charges, and find the spectrum.
Although the lack of a general procedure to properly quantize the Maillet bracket has pre-
cluded the full implementation of the quantum inverse scattering method to many interesting 
models, one notable exception is the SU(2) PCM which has been quantized by Faddeev and 
Reshetikhin (FR) in [4]. The FR quantization method is based on the ultralocalization of the 
theory and its subsequent regularization in terms of a magnetic lattice algebra. The original non-
ultralocality can be shown to be restored in the continuous theory by taking the large spin limit. 
Thus, by replacing the original non-ultralocal Poisson algebra by a new ultralocal one, while 
preserving the equations of motion with respect to a new Hamiltonian, Faddeev and Reshetikhin 
avoided dealing directly with the problematic Maillet bracket. The recent identification of the 
algebraic mechanism underlying the above ultralocalization procedure enabled its application in 
more general contexts such as sigma models on symmetric and semi-symmetric spaces, includ-
ing the AdS5 × S5 superstring [9,10]. Notwithstanding all this effort the quantization of sigma 
models on symmetric and semi-symmetric spaces is still unknown, even though some candidate 
lattice Poisson algebras have been proposed [9,10,16].
From the few cases where the quantization of the Maillet bracket was successful [4–7] there 
emerges some general strategy to be followed. It reduces essentially to the following four 
steps: (i) ultralocalize the Kac–Moody type algebra satisfied by the classical continuous the-
ory; (ii) regularize the ultralocalized current algebra to get rid of the singularities at coinciding 
points by invoking a lattice discretization; (iii) quantize the lattice current algebra by means of 
the quantum inverse scattering method; (iv) check that in the scaling limit the quantized discrete 
algebra reproduces the classical Kac–Moody algebra. However, this recipe breaks down for the 
AAF model already in step (i), as all the ultralocalization procedures so far developed work only 
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algebra of Lax operators for the AAF model is even more non-ultralocal, including terms propor-
tional to the second derivative of the delta function [17,18]. Moreover, being a purely fermionic 
model, any naive lattice discretization necessarily incurs in fermion doubling.
Thus, despite the absence of appropriate methods to directly quantize the Maillet bracket for 
the AAF model and the inherent difficulty in generalizing the available methods, one can still 
try to find the quantum Hamiltonian via coordinate Bethe Ansatz. For example, in the case of 
the AAF model, it has been shown in [19] that this is indeed possible, and the quantum Hamil-
tonian, which, after a field redefinition to make its Poisson structure canonical, acquires a very 
complex form, containing terms up to the eighth order in the fermion field and its derivatives, 
can be diagonalized. The key point here, as was shown in [19], is that the wave-functions (and 
their derivatives) in the quantum mechanical picture are not continuous functions, and to avoid 
meaningless expressions in the calculation one has to: (i) treat the quantum fields as operator 
valued distributions, and (ii) employ the principal value prescription in the resulting integrations 
where the discontinuities arise. It was shown that this prescription indeed does the desired job, 
and the diagonalization process reproduces the correct S-matrix of the AAF model, found earlier 
via perturbative calculations [20,21].
In this paper we take another step towards the full implementation of the quantum inverse 
scattering method to the AAF model. This program was initiated in [17] where we identified a 
surprisingly simple 2 × 2 representation for the Lax connection and showed that the resulting 
Poisson algebra was highly non-ultralocal. The second step, which entailed the development of 
an extension of the classical inverse scattering method and Maillet’s (r, s)-formalism to accom-
modate the second derivative of the delta function in the algebra of Lax operators, was taken 
in [18]. Here we make the next step, and implement the principal value prescription, which had 
to be manually performed in the previous calculations, directly on the operator level. Namely, 
we show that by treating the quantum fields as operator valued distributions, and regularizing 
the product of operators by means of Sklyanin’s product [22] in the quantum Hamiltonian, as 
well as any relevant operator quantities, such as the Lax operator, the principal value prescription 
follows naturally without any manual input. An immediate consequence of this implementation 
is the reproduction of Maillet’s symmetrization prescription in the classical limit. We stress that 
differently from [4,5,7,15,23–26] we work directly in the continuous case, without appealing to 
any lattice regularization of the theory, as the latter is not always an easy task to formulate.
Sklyanin’s product (or the ◦-product) is a type of split-point regularization, which was origi-
nally introduced in [22] in order to regularize the product of two operators at the same point and 
therefore obtain the Yang–Baxter relation for the Landau–Lifshitz model. The latter is an ultralo-
cal model, and so the difficulties of the quantization are associated only with the singularities 
appearing in the product of operators at the same point. Thus, the regularized quantum Hamilto-
nian can be naturally obtained from the fundamental regularized Yang–Baxter relations [27,28]. 
In contrast, in the case of the AAF model one does not have, as explained above, the Yang–
Baxter type equations, and it is not clear from which fundamental relations such regularization 
with Sklyanin’s product can appear. To address these points we consider the consistent reduction 
of the AAF model to the free massive fermion model. Such a procedure allows to avoid all the 
unnecessary technical complications of the AAF model, and automatically gives the Lax pair for 
the free fermion model which leads to an algebra with the same degree of non-ultralocality as the 
AAF, and thus it is still sufficiently non-trivial in order to test our approach. Then we show that 
if one regularizes the Lax operator via Sklyanin’s product, the regularized quantum Hamiltonian 
can be obtained from the integral equations defining the quantum transition matrix. Moreover, 
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symmetrized Poisson bracket prescription.
Our paper is organized as follows. In section 2 we present the most essential aspects of the 
AAF model and briefly discuss how to generalize the classical inverse scattering method to ac-
commodate its higher degree of non-ultralocality. Then, in section 3, we address the fundamental 
problem of ill-defined operator products when formulating a continuous quantum algebra and in-
troduce Sklyanin’s product as our regularizing prescription. Next, in section 4, we particularize 
the discussion of the previous section on the role of Sklyanin’s product to the case of the AAF
model. In section 5, we consider the reduction of the AAF model to the free fermion model, which 
gives the explicit Lax operator and the associated non-ultralocal algebra. We explicitly work out 
the regularized quantum monodromy matrix, showing how to extract the quantum conserved 
charges. The relation between the normal product and Sklyanin’s product is also explained. In 
section 6, building upon the results of the previous section, we conjecture the form of the quantum 
algebra of transition matrices for a non-ultralocal continuous theory and show that it consistently 
reduces to the Maillet algebra in the classical limit. In section 7, we summarize our results and 
point out some interesting directions and open problems. Finally, in appendices we collect vari-
ous computational details used in the text.
2. Overview of the Alday–Arutyunov–Frolov model
In this section we briefly overview the essential properties of the AAF model, referring the 
reader to the papers [1,2,17–19,21] for all the technical details. As we mentioned in the intro-
duction the AAF model arises from the reduction of the superstring on AdS5 × S5 to the su(1|1)
subsector, where in the process of constraint analysis all the bosonic degrees of freedom are elim-
inated in favor of fermionic ones. The resulting theory is a two-dimensional Lorentz-invariant 
fermionic model which is described by the following action (see Appendix A for notations):
S =
ˆ
dy0
Jˆ
0
dy1
[
iψ¯/∂ψ −mψ¯ψ + g2
4m
αβ
(
ψ¯∂αψ ψ¯ γ
3∂βψ − ∂αψ¯ψ ∂βψ¯ γ 3ψ
)
−
− g3
16m
αβ
(
ψ¯ψ
)2
∂αψ¯ γ
3∂βψ
]
. (2.1)
The two-particle scattering S-matrix has been first found from perturbative calculations and has 
the form [20]:
S(θ1, θ2) = 1 −
img2
4 sinh(θ1 − θ2)
1 + img24 sinh(θ1 − θ2)
, (2.2)
where θ1 and θ2 are the rapidities of the scattered particles with momenta p1 = m sinh θ1 and 
p2 = m sinh θ2. The coupling constants g2 and g3 in (2.1) were introduced in [21], where the 
S-matrix factorization property, underlying the quantum integrability of the model, was proved 
up to the first loop approximation, provided the relation g22 = g3 between the coupling constants 
is satisfied.
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L-operators of the form [18]1:
{L(σ)(x;λ)⊗, L(σ)(y;μ)} = A(x,y;λ,μ)δ(x − y)+B(x, y;λ,μ)∂xδ(x − y)
+C(x, y;λ,μ)∂2x δ(x − y). (2.3)
It has a more complicated form when compared to the standard case studied in [3], since it 
contains terms proportional not only to the first derivative of the delta-function, but also to its 
second derivative. To slightly simplify the discussion bellow, we shall classify the non-ultralocal 
algebras by the highest order of the derivative of the delta-function present. For instance, the 
algebra (2.3) is a second order non-ultralocal algebra, while the standard case [3], a first order. 
Thus, to properly take into account the contribution of the last term in (2.3) it is necessary to 
consider a generalization of Maillet’s (r, s)-matrix formalism, which amounts to the introduction 
of a third matrix. In terms of the triple (r, s1, s2), the algebra (2.3) becomes:{
L
(σ)
1 (z;λ), L(σ)2 (z′;μ)
} (2.4)
= δ(z − z′)
(
∂zr(z;λ,μ)+
[
r(z;λ,μ),L(σ)1 (z;λ)+L(σ)2 (z;μ)
]
+ [s1(z;λ,μ),L(σ)2 (z;μ)−L(σ)1 (z;λ)]+ [∂zs2(z;λ,μ),L(σ)1 (z;λ)+L(σ)2 (z;μ)]
+ [[s2(z;λ,μ),L(σ)1 (z;λ)] ,L(σ)2 (z;μ)]+ [[s2(z;λ,μ),L(σ)2 (z;μ)] ,L(σ)1 (z;λ)]
)
− ∂zδ(z − z′)
[
s1(z;λ,μ)+ s1(z′;λ,μ)
]+ ∂2z δ(z − z′) [s2(z;λ,μ)+ s2(z′;λ,μ)] ,
where we used the following standard notation for tensor products L1(z; λ) ≡ L(z; λ) ⊗ 1 and 
L2(z; λ) ≡ 1 ⊗ L(z; λ). For the AAF model the exact form of the matrices (r, s1, s2) has a very 
complicated non-linear character [17].
Nonetheless the resulting classical algebra of transition matrices corresponding to equal and 
adjacent intervals with x > y > z has exactly the same structure as the originally proposed by 
Maillet [3,7,15] for the simpler first order case,
{T1(x, y;λ),T2(x, y;μ)}M
= r(x;λ,μ) T1(x, y;λ)T2(x, y;μ)− T1(x, y;λ)T2(x, y;μ) r(y;λ,μ),
{T1(x, y;λ),T2(y, z;μ)}M = T1(x, y;λ)s(y;λ,μ)T2(y, z;μ). (2.5)
The effect of the second derivative of the delta-function in (2.4) amounts to the following shift 
of the pair of intertwining matrices (r, s):
r(z;λ,μ) → u(z;λ,μ) = r(z;λ,μ)+ ∂zs2(z;λ,μ)+ [s2(z;λ,μ),L1(z;λ)+L2(z;μ)] ,
(2.6)
s(z;λ,μ) → v(z;λ,μ) = s1(z;λ,μ)+ [s2(z;λ,μ),L1(z;λ)−L2(z;μ)] . (2.7)
In (2.5) the subscript M indicates that the Poisson bracket has to be symmetrized according to 
Maillet’s prescription to avoid ambiguities arising from coinciding points. Starting from (2.5)
1 Here the symbol ⊗ stands for the supertensor product, which extends the concept of the tensor product for bosonic 
fields to the fermionic case. For detailed mathematical definitions and the relevant constructions we refer the reader to 
the monograph [29] and the original papers [30–34]. For a comprehensive review, see [35].
A. Melikyan, G. Weber / Nuclear Physics B 913 (2016) 716–746 721one can then construct the angle-action variables following the standard procedure [35–38]. This 
program has been realized for simpler models in [18].
The fundamental construction underlying Maillet’s method is the symmetrization prescription 
for Poisson brackets and the corresponding generalization for nested Poisson brackets. To intro-
duce Maillet’s symmetrization procedure one considers n-nested Poisson brackets for transition 
matrices T (xi, yi; λi):
n(xi, yi;λi) =
{
T (x1, y1;λ1)⊗,
{
. . .⊗,
{
T (xn, yn;λn)⊗, T (xn+1, yn+1;λn)
}
. . .
}}
, (2.8)
and for any subset of l = p + q coinciding points xα1 = . . . = xαp = yβ1 = . . . = yβq = z, one 
defines the left-hand side of (2.8) by:
n(z;λi) := lim
→0
1
l!
∑
σ ∈1P
n
(
xα1 + σ (1), . . . , yβq + σ (l);λi
)
, (2.9)
where for simplicity of notations we omitted in n(xi, yi; λi) the dependence on the coordinates 
different from z, and the symbol P indicates the sum over all possible permutations of (1, . . . , l). 
For example, this symmetrization procedure yields:
{T (x, y;λ)⊗, T (x, y′;μ)}M
= 1
2
lim
→0
({T (x − , y;λ)⊗, T (x + , y′;μ)} + {T (x + , y;λ)⊗, T (x − , y′;μ)}) .
(2.10)
The quantization of classical algebras for transition matrices of the form (2.5) has not been 
successful except in few very specific cases. One of the principal difficulties is that the commu-
tators in the quantum theory cannot immediately reproduce the symmetrized Maillet brackets on 
the left hand side of (2.5). Another important difficulty is the quantization of integrable models 
directly in the continuous theory. This is especially relevant for the AAF model as its lattice ver-
sion is not known. Quantization of continuous models, as discussed in the introduction, presents 
a challenge due to the singularities arising from the product of operators. To correctly quantize 
the system, one should first remove such singularities by means of a proper regularization of the 
fields or products. Before addressing this problem for the AAF model, we briefly explain in the 
next section how to quantize a simpler continuous integrable model – the Landau–Lifshitz (LL) 
model, which although ultralocal exhibits the same type of interaction terms in the Lagrangian 
as the AAF model.
3. Field regularization and operator product
To formulate a well-defined algebra for quantum transition matrices for a continuous theory 
one must first deal with the singularities associated with operator products at the same point. 
The most natural way to solve this problem is to resort to the methods of quantum field theory 
where such singularities are dealt with by means of renormalization techniques. The latter can 
be strictly formulated in the framework of axiomatic quantum field theory (see, for example, the 
monograph [39]), where the quantum fields are treated as operator-valued distributions:
F (x) =
ˆ
dy (y)F (x, y), (3.1)
where F (x, y) ≡ F (x − y) is an element in the Schwartz space of test functions.
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realized on the example of the LL model in [27], following an early attempt by Sklyanin [22]
to regularize the product of operators in order to satisfy the Yang–Baxter relation.2 More re-
cently this approach was also applied to the AAF model [19]. For both models it was shown 
that in order to achieve exact diagonalization of the quantum Hamiltonian and to construct the 
n-particle sector wave-functions, one has to regularize the fields as in (3.1). This allows to avoid 
meaningless singularities of the type ∂2x δ(0), and permits the construction of the correct spec-
trum and S-matrix. Furthermore, it was also shown that the corresponding quantum-mechanical 
Hamiltonian is a self-adjoint operator. These results would have been impossible to obtain with-
out regularizing the fields as in (3.1), i.e., treating the fields as distributions. Before turning to the 
more complex, non-ultralocal integrable AAF model, we first give a brief review of this construc-
tion for the simpler, ultralocal LL model using the methods previously elaborated in [22,27,28]. 
Then we present a new, more convenient formulation, which is more appropriate when dealing 
with non-ultralocal models.
We recall, that the Hamiltonian for the isotropic LL model for the su(1, 1) case has the form 
[40]:
H = 1
2
ˆ
dx
(
∂x 	S · ∂x 	S
)
, (3.3)
where the fields Si (i = 1, 2, 3) satisfy the following Poisson structure3:{
S3(x), S±(y)
}
= ±iS±(x)δ(x − y), (3.4){
S−(x), S+(y)
}= 2iS3(x)δ(x − y).
It is now possible to show (for full details see [28]) that by passing to regularized fields as 
in (3.1):
SiF (x) =
ˆ
dy Si(y)F (x, y), (3.5)
the Lax operator:
LF (λ, x) = i
λ
(
S3F (x) −S+F (x)
S−F (x) −S3F (x)
)
(3.6)
satisfies the fundamental intertwining relation:
lim
{
R(λ1 − λ2)
[
LF1 (λ1, x)+LF2 (λ2, x)+LF1 (λ1, x) ·LF2 (λ2, x)
]}
=
= lim
{[
LF1 (λ1, x)+LF2 (λ2, x)+LF2 (λ2, x) ·LF1 (λ1, x)
]
R(λ1 − λ2)
}
. (3.7)
2 In the original Sklyanin’s approach [22], instead of treating fields as distributions, a product between two operators 
was introduced in order to regularize arising singularities. The original definition of [22] is as follows:
A(x) ◦B(x) ≡ lim
→0
1

x+ˆ
x
dξ1
x+ˆ
x
dξ2 A(ξ1)B(ξ2). (3.2)
Although this was enough to obtain the Yang–Baxter equation (3.9), Sklyanin’s product, as discussed in [28], was not 
enough to diagonalize the quantum Hamiltonian, or to obtain the higher order local conserved charges. It also led to other 
problematic singular expressions.
3 Here S± = S1 ± iS2.
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when F (x) ∼ δ(x). The quantum R(λ)-matrix in the above expression is given by the following 
formula:
R(λ) =
3∑
a=0
wa(λ)σa ⊗ σa, (3.8)
where w0(λ) = λ − i/2, w1,2,3 = −i/2, and σa = (1, σi).
Furthermore, it can be shown [22] that the intertwining relation (3.7) leads to the following 
Yang–Baxter relation:
R(λ−μ)T1(λ)T2(μ) = T1(μ)T2(λ)R(λ−μ), (3.9)
where the monodromy matrix T (λ) is obtained from the corresponding quantum LF (λ, x). The 
Yang–Baxter relation (3.9) allows the quantization of the LL model using the standard methods. 
In particular, using the regularized fields as discussed above, one can diagonalize the quantum 
Hamiltonian for any n-particle sector, as well as construct the higher order conserved charges.
In order to present our results, it is necessary to first explain how the diagonalization proce-
dure for the LL model should be carried out when the fields are regularized according to (3.5). 
Afterwards, we introduce an alternative formulation which is more suitable for non-ultralocal 
models such as the AAF model. The main result of [28] is that the quantum Hamiltonian of the 
LL model written in terms of the F -regularized fields has the form:
HF = 14
ˆ
dx
[
−2∂xS3F (x)∂xS3F (x)+ ∂xS+F (x)∂xS−F (x)+ ∂xS−F (x)∂xS+F (x)
]
, (3.10)
while the n-particle states are:
|fn〉 =
ˆ n∏
i=1
dxi fn(x1, . . . , xn)
n∏
j=1
S+(xj )|0〉, (3.11)
and provide a representation space for the su(1, 1) algebra for the operators in terms of SiF fields. 
Here, the wave functions fn(x1, . . . , xn) can be shown to be continuous and sufficiently fast de-
creasing, symmetric functions of x1, . . . , xn, which, however, have discontinuous first derivatives.
The crucial comment is that due to the presence of the derivatives in the quantum Hamiltonian 
(3.10), and the discontinuity of the first derivatives of the wave functions, during the process of 
the diagonalization, the resulting integrations should be understood in the principal value sense. 
In other words, even though the field regularization (3.5) is enough to obtain the Yang–Baxter 
relation (3.9), one still has to treat the integrals arising in the diagonalization process in the 
principal value sense. As was shown in [28] this leads to the boundary conditions on the first 
derivatives of fn(x1, . . . , xn), and indeed reproduces the correct S-matrix. Thus, whenever inte-
grals containing the derivatives ∂xi fn(x1, . . . , xn) occur, one has to understand such integrals in 
the principal value sense. For example, for the case n = 2, the arising integrals are of the type:¨
dx dy ∂lx∂
k
y
[
∂xf2(x, y) . . .
] ; l, k = 0,1, . . . ,
and should, in general, be understood as follows:
ˆ
dx
⎡
⎣ x−εˆ dy +
∞ˆ
dy
⎤
⎦ ∂lx∂ky [∂xf2(x, y) . . .] .−∞ x+ε
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one has to divide the integration region into n! subspaces, similar to the example above, in such 
a way as to remove a small strip around the singularity region.
Thus, for a general model, when performing the direct diagonalization one has to manually 
take care of ill-defined integrals due to discontinuities of the wave functions or their derivatives. 
The natural question is whether it is possible to have a more fundamental formulation which 
does not require any such manual input, and the principal value prescription or its n-dimensional 
generalization is taken into account from the beginning. We show next that this is indeed possible, 
and can be formulated in terms of an operator product. For two operators A(x) and B(x), the 
◦-product is defined as follows4:
A(x) ◦B(x) ≡ lim
/2→
1
(− )2
 
S1∪S2
dζdξ A(ζ )B(ξ). (3.12)
The notation 
ﬄ
S1∪S2
means that the integration is taken over a square of side , minus a strip 
of width  around the diagonal ζ = ξ , and the areas S1 and S2 correspond to the regions 
above the line ζ = ξ +  and below the line ζ = ξ − . This essentially means that we “smear” 
the product of two operators around an arbitrary small area of size , avoiding the singularity at 
ζ = ξ . The parameter  is the regularization parameter of the theory, and should be taken to zero 
only at the end of all computations. It is clear from (3.12) that if the product of two operators is 
not singular, then, in the limit  → 0, it reduces to the usual product. In other words, we explicitly 
exclude the entire singular region, parametrized by the length scale .
In general, for a product of k operators A1(x), . . . , Ak(x), the ◦-product is defined similarly to 
(3.12). The integration should now be performed over the k-dimensional cube of side , where 
all possible singular regions are taken out of the integration domain. Thus, there are k! integra-
tions over disconnected volume elements of size Vi corresponding to all possible orderings of 
the variables ζ1, . . . , ζk separated by the length of the regularization parameter . More precisely, 
we have:
A1(x) ◦ . . . ◦Ak(x) ≡ lim
/2→
1
V
k!∑
i=1
ˆ
Vi
dζ1 . . . dζk A1(ζ1) · · · · ·Ak(ζk), (3.13)
where V is the sum of all disconnected volume elements Vi .
3.1. Principal value prescription from operator product
We now state one of our central results. In order to account for the principal value prescrip-
tion from the beginning, which is needed, as discussed above, to treat ill-defined integrals due 
to the discontinuities of the wave functions fn(x1, . . . , xn) or their derivatives, one has to re-
place the usual operator product in the quantum Hamiltonian (or in other relevant operators, e.g., 
higher-dimensional charges) by the ◦-product defined in (3.13). We stress that this is in addition 
to regularizing the fields as in (3.1). To prove this statement we explicitly consider, for the sake 
of concreteness,5 the action of the following term from the Hamiltonian of the LL model (3.10):
4 We also refer to it as Sklyanin’s product, since it can be seen as a modification of Sklyanin’s original definition (3.2).
5 We note, nonetheless, that a similar situation takes place in other integrable models, including the AAF model, and, 
therefore, the proof that follows can be easily generalized for other types of interactions, with suitable modifications.
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ˆ
dx ∂xS
3
F (x)∂xS
3
F (x) (3.14)
on the two-particle state (3.11):
|f2〉 =
ˆ
dξ dζ f2(ξ, ζ )S
+(ξ)S+(ζ )|0〉. (3.15)
The result reads:
HF |f2〉 =
ˆ
dx du dv f2(u, v)∂uF (x,u)∂vF (x, v)S
+(u)S+(v)|0〉 + . . . , (3.16)
where the terms in ellipses are suppressed in order to avoid cluttering, and have a similar to 
the first term structure. To evaluate such terms and to obtain meaningful expressions, one must 
employ the principal value prescription, as discussed earlier. After some transformations one 
arrives at the following result [28]6:
HF |f2〉 =
ˆ
dx du
⎡
⎣ u−ˆ
−∞
dv +
∞ˆ
u+
dv
⎤
⎦{∂v∂uf2(u, v)F (x,u)F (x, v)S+(u)S+(v)
+ ∂uf2(u, v)F (x,u)F (x, v)S+(u)∂vS+(v)
} |0〉
− 1
δα(0)
ˆ
du ∂uf2(u, v)|v=u−v=u+ S+(u)S+(v)|0〉 + . . . . (3.18)
Next, we show that by employing the operator product (3.12) one arrives at the same result (3.18), 
but without the necessity to use any principal value prescription. In other words, we show that 
the principal value prescription can be implemented on the operator level. The advantage of this 
will be discussed further in the text.
We start by writing the Hamiltonian (3.14) in terms of the F -regularized fields and the oper-
ator product (3.12):
HSPF =
ˆ
dx ∂xS
3
F (x) ◦ ∂xS3F (x) (3.19)
= lim
→2
1
(− )2
ˆ
dx dy dz
⎡
⎢⎢⎣
x+2ˆ
x−2 +
du
u−ˆ
x−2
dv +
x+2 −ˆ
x−2
du
x+2ˆ
u+
dv
⎤
⎥⎥⎦
· ∂uF (u, y)∂vF (v, y)S3(y)S3(z).
Using the commutation relations following from the Poisson algebra (3.4) and that F (x, y) de-
pends only on the difference of its arguments [28], it is a straightforward computation to show 
that the action of (3.19) on (3.15) involves the evaluation of integrals of the type bellow:
6 Here δα(x) denotes a regularization of the δ-function with respect to the regularizing length parameter L = 1/α [41]:
δL(x) = 12π
L/2ˆ
−L/2
eixu du. (3.17)
The length parameter L is very large and is associated with the size of the box in which we consider our system, resulting, 
as a consequence, in asymptotic Bethe ansatz equations.
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→2
1
(− )2
ˆ
dx dy dz
{⎡⎢⎢⎣
x+2ˆ
x−2 +
du
u−ˆ
x−2
dv +
x+2 −ˆ
x−2
du
x+2ˆ
u+
dv
⎤
⎥⎥⎦
· f2(y, z)∂yF (u, y)∂zF (v, z)S+(y)S+(z)
}
|0〉 + . . . . (3.20)
Here we have explicitly written down the term corresponding to the first term in (3.16), while 
the other terms represented by ellipses are again suppressed. The ◦-product splits the integration 
into two disconnected regions which differ only on the domain of integration for the variables u
and v, as one can clearly see in (3.20). Thus, in the following we concentrate on the evaluation of
Ia =
ˆ
dx dy dz
x+2ˆ
x−2 +
du
u−ˆ
x−2
dv ∂yF (u, y)∂zF (v, z)f2(y, z)S
+(y)S+(z), (3.21)
noting only that the computation of
Ib =
ˆ
dx dy dz
x+2 −ˆ
x−2
du
x+2ˆ
u+
dv ∂yF (u, y)∂zF (v, z)f2(y, z)S
+(y)S+(z) (3.22)
is completely analogous.
Since for the LL model the wave function f2(y, z) is itself continuous, all the functions being 
integrated in Ia (3.21) are continuous in the region above the line u = v, so that we can invoke the 
mean value theorem to compute the integrals over u and v. This makes u = x + c and v = x − k, 
where c, k ∈ (, 2 ), and (3.21) reduces to:
Ia = (− )
2
2
ˆ
dx dy dz f2(y, z)∂yF (x + c, y)∂zF (x − k, z)S+(y)S+(z). (3.23)
Next, we integrate by parts with respect to y and use the fact that the fields S+(x) vanish as 
|x| → ∞ to obtain:
Ia = − (− )
2
2
ˆ
dx dy dz
{
∂yf2(y, z)F (x + c, y)∂zF (x − k, z)S+(y)S+(z) (3.24)
+ f2(y, z)F (x + c, y)∂zF (x − k, z)∂yS+(y)S+(z)
}
.
The first term in (3.24) is proportional to the derivative of the wave function, ∂yf2(y, z), which 
is no longer continuous on the line y = z for the LL model. Thus, when evaluating (3.24) one 
needs to carefully consider the first term, while the second term can be trivially integrated by 
parts with respect to z. Hereafter, we will drop the contribution from the second term in (3.24). 
We note, nonetheless, that the contribution from the corresponding term has also been neglected 
in the computation that led to (3.18).
The principal value prescription was introduced in (3.18) with the sole purpose of avoiding 
the discontinuity of the derivative of the wave function on the line y = z. Here, we will show that 
the ◦-product, by dividing the integration domain over u and v into two disjoint regions, naturally 
avoids such discontinuity. In order to do that we will explicitly use the fact that the fields S+F (x)
are smeared around the point x, i.e., they are localized in a small, but finite, neighborhood of 
A. Melikyan, G. Weber / Nuclear Physics B 913 (2016) 716–746 727the point x. The key point being that such neighborhoods can be taken sufficiently small to be 
completely separated by the width  introduced by Sklyanin’s product. Since, in the end of the 
calculation, we are going to remove the F -regularization, it is sufficient to show that there is 
a representation of the F -functions in terms of delta sequences that satisfies such separation 
property. For the sake of concreteness, we consider the following explicit representation [42]:
Fα(x, y) =
⎧⎨
⎩Cαe
− α2
α2−|x−y|2 if |x − y| ≤ α
0 if |x − y| > α,
(3.25)
where Cα are constants satisfying:ˆ
dzFα(z) = 1, ⇐⇒ Cααn
ˆ
|z|<1
dz e
− 1
1−|z|2 = 1. (3.26)
Here we denoted Fα(x − y) ≡ Fα(x, y).
It can be proved that provided the regulator α is kept finite the representation (3.25) of 
Fα(x, y) and its derivatives are smooth functions with support in |x − y| ≤ α. Thus, the inte-
grations over y and z in (3.24) have only non-zero contribution from the intervals:
x + c − α1 ≤ y ≤ x + c + α1, (3.27)
x − k − α2 ≤ z ≤ x − k + α2. (3.28)
Noting that c, k ∈ (, 2 ), it is easy to see that whenever α1, α2 <  the following inequalities 
hold
α1 + α2 < c + k ⇔ z ≤ x − k + α2 < x + c − α1 ≤ y (3.29)
and the line y = z is never reached in (3.24). In particular, if we choose α1, α2 < 2 , the inequal-
ities (3.27) and (3.28) together with the fact that c, k >  restrict the domain of integration over 
z to (−∞, y − ). The choice of α1, α2 to be smaller than  can be justified as follows. Recall, 
that  is the characteristic length around the singularity region, which is removed in the defini-
tion of the ◦-product (3.12). In other words, the inverse  = 1/ can be interpreted as the cut-off 
length, which is a fixed momentum and remains constant throughout the calculation. Any other 
parameters should be taken to zero before considering (if necessary) the limit  → 0.
Therefore, after integrating by parts with respect to z, (3.24) becomes7:
Ia = − (− )
2
2
×
ˆ
dx dy dz
{
∂1f2(y, y − )Fα1(x + c, y)Fα2(x − k, y − )S+(y)S+(y − )
− ∂z∂yf2(y, z)Fα1(x + c, y)Fα2(x − k, z)S+(z)S+(y)
− ∂yf2(y, z)Fα1(x + c, y)Fα2(x − k, z)S+(y)∂zS+(z)
}
+ · · · . (3.30)
Dividing (3.30) by (− )2 and taking the limit  → 2 forces the open interval (, 2 ) to 
shrink to . Finally, in order to remove the F -regularization, we can use the relation between 
F -functions and delta sequences [28]. Hence, after considering the appropriate limit, we can 
perform the integration over x to obtain:
7 Here, ∂j f denotes the derivative with respect to the j -th argument of f .
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→2
Ia
(− )2 = −
1
2δα(0)
ˆ
dy ∂1f2(y, y − )S+(y)S+(y − ) (3.31)
+ 1
2(δα(0))2
ˆ
dy
[
∂2∂1f2(y + , y − )S+(y + )S+(y − )
+ ∂1f2(y + , y − )S+(y + )∂1S+(y − )
]+ · · · .
Proceeding analogously with (3.22), we derive a very similar expression for the contribution 
from bellow the line u = v. Summing these two results, we finally obtain:
HSPF |f2〉 = lim
→2
Ia + Ib
(− )2 |0〉 + · · · (3.32)
= 1
2δα(0)
ˆ
dy
[
∂1f2(y, y + )S+(y + )− ∂1f2(y, y − )S+(y − )
]
S+(y)|0〉
+ 1
2(δα(0))2
ˆ
dy
{[
∂2∂1f2(y + , y − )+ ∂2∂1f2(y − , y + )
]
S+(y + )S+(y − )
+ ∂1f2(y + , y − )S+(y + )∂1S+(y − )
+ ∂1f2(y − , y + )S+(y − )∂1S+(y + )
}
|0〉 + · · · ,
which reproduces (3.18) without the need to invoke any principal value prescription in the middle 
of the calculation.
Hence, we see that Sklyanin’s product (3.13) naturally avoids the discontinuities in the deriva-
tives of the wave functions both in the boundary and bulk terms. Moreover, all the operator 
products in (3.32) are explicitly symmetrized, indicating that the ◦-product (3.12) provides a 
quantization which is compatible with Maillet’s symmetrization prescription (2.10) in the clas-
sical case. Later, in section 6, we will work out in details the relation between the quantum 
regularization provided by the ◦-product and the classical regularization given by Maillet’s brack-
ets.
We conclude this section with remarks on the physical meaning of the ◦-product (3.12). It fol-
lows directly from the definition that this product is a point splitting type of regularization, which 
is frequently used in quantum field theory in order to regularize singular operator products, e.g., 
in relation to anomaly computations (for an overview and the relation of point-splitting regu-
larization to other methods, see [43,44]). We recall the standard example of the axial fermionic 
electromagnetic current, regularized via point splitting method [45]:
j
reg μ
5 (x) = ψ¯(x + η/2)γ μγ5e−ie
´ x+η/2
x−η/2 dyνAνψ(x − η/2). (3.33)
To avoid the dependence on the fictitious point ημ, one has to take the limit ημ → 0 symmetri-
cally, which means that it should be taken in such a way as to ensure that the final formulas do 
not depend on the specifically chosen vector ημ. More explicitly, the symmetric limit is defined 
as follows: (for details see [45]):
symm lim
η→0
[
ημ
η2
]
= 0 (3.34)
symm lim
η→0
[
ημην
η2
]
= 1
2
gμν. (3.35)
In contrast, the product in (3.12) is automatically smeared homogeneously over the entire region 
around the singularity strip, and does not depend on any chosen point ημ.
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and perform diagonalization of the quantum charges one has to treat quantum fields as operator 
valued distributions (3.1), and, in addition, employ Sklyanin’s product (3.12) to account in a 
natural way for principal value prescription when dealing with discontinuous wave-functions 
or their derivatives. One of the consequences of our regularization is that it reproduces Maillet’s 
symmetrization prescription for non-ultralocal systems in the classical limit. Further implications 
of this new formulation will be considered in the next section for the AAF model.
4. Field regularization for the AAF model
We now turn our attention to the AAF model, which unlike the LL model, is not an ultralo-
cal integrable model. The immediate difficulty in this case is the following. For the ultralocal 
models, such as the LL model, the quantum Hamiltonian as well as the other conserved charges 
can be found from the fundamental Yang–Baxter relation (3.9). In contrast, for non-ultralocal 
models, such as the AAF model, there does not exist such quantum relation, from which one can, 
for example, extract the quantum Hamiltonian. We emphasize, that such quantum Hamiltonian 
should be written, according to our main result in the previous section, in terms of the regular-
ized fields (3.1), where the operator products are written in terms of Sklyanin’s product (3.12), 
in order to avoid the problems associated with singularities and to implement the principal value 
prescription from the beginning.
The AAF model (2.1) presents further complications in comparison to simpler models. 
Namely, the Dirac brackets for the fermionic fields have a very complex structure, extending 
up to the eighth order in the fields and their derivatives. This immediately creates a computa-
tional difficulty when dealing with regularized fields (3.1). An alternative approach was taken 
in [19] where the so-called equivalence theorem for field theories [46] was proven for the AAF
model. The equivalence theorem states (see [46] and the references therein) that the n-particle 
S-matrix of the theory, which for integrable models plays a central role and can be used to re-
construct the spectrum of the model, does not change under an appropriate transformation of the 
quantum fields in the action (2.1).
One such change of fields, which was studied in details in [19], results in the theory for 
which the complicated non-linear Dirac brackets of the original theory (2.1) are reduced to the 
canonical relations. This in turn allows the possibility of directly diagonalizing the resulting 
quantum Hamiltonian. The computational details, although much more involved in this case, 
are essentially similar to that of the LL model discussed in the previous section. Here one has 
also to employ the principal value prescription due to discontinuities in the wave-function and its 
derivatives. As explained in the previous section, we can implement the p.v. prescription by using 
the operator product (3.13) instead. Therefore, we can reformulate one of the main results of [19]
in terms of the operator product (3.13) as follows: after the aforementioned field transformation, 
the quantum Hamiltonian which can be explicitly diagonalized has the form:
H= − i
2
(
ψ
†
i1
γ 3i1i2∂1ψi2 − ∂1ψ†i1γ 3i1i2ψi2
)
+mψ†i1γ 0i1i2ψi2
+ i
2
g2
(
ψ
†
i1
ψ
†
j1
γ 0i1i2γ
3
j1j2
ψi2∂1ψj2 −ψ†i1∂1ψ
†
j1
γ 0i1i2γ
3
j1j2
ψi2ψj2
)
+ g2
(
ψ
†
i ψ
†
j γ
0
i i γ
0
j j ∂1ψi2∂1ψj2 + ∂1ψ†i ∂1ψ†j γ 0i i γ 0j j ψi2ψj2
)
2m 1 1 1 2 1 2 1 1 1 2 1 2
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(
g3 + 2g22
8m
)(
ψ
†
i1
ψ
†
j1
∂1ψ
†
k1
γ 0i1i2γ
0
j1j2
γ 0k1k2ψi2ψj2∂1ψk2
)
+ i g
2
2
8m2
(
ψ
†
i1
ψ
†
j1
∂1ψ
†
k1
γ 0i1i2γ
0
j1j2
γ 3k1k2ψi2ψj2∂
2
1ψk2
− ψ†i1ψ
†
j1
∂21ψ
†
k1
γ 0i1i2γ
0
j1j2
γ 3k1k2ψi2ψj2∂1ψk2
)
− i g
2
2
2m2
(
ψ
†
i1
ψ
†
j1
∂1ψ
†
k1
γ 0i1i2γ
0
j1j2
γ 3k1k2ψi2∂1ψj2∂1ψk2
− ψ†i1∂1ψ
†
j1
∂1ψ
†
k1
γ 0i1i2γ
0
j1j2
γ 3k1k2ψi2ψj2∂1ψk2
)
+ g
3
2
2m3
(
ψ
†
i1
ψ
†
j1
∂1ψ
†
k1
∂1ψ
†
l1
γ 0i1i2γ
0
j1j2
γ 0k1k2γ
0
l1l2
ψi2ψj2∂1ψk2∂1ψl2
)
. (4.1)
We stress that the fermionic fields in (4.1) are the regularized fields as in (3.1), and the oper-
ator product is understood to be the ◦-product. We omitted here for simplicity the index F in 
fermionic fields, as well as the explicit ◦-product symbol in (4.1).
Some comments are in order. Firstly, in the quantum mechanical picture, the wave-functions 
(cf. (3.11)) as well as their derivatives are not, as we discussed, continuous functions and satisfy 
a rather involved relation. A consequence of this relation is the fact that the quantum mechanical 
Hamiltonian is a self-adjoint operator. Secondly, it was shown that in the process one recovers 
the correct S-matrix (2.2), which was previously found only from the perturbative calculations 
from (2.1). The direct diagonalization provides a non-perturbative confirmation of the S-matrix.
Although this initial step of constructing the quantum Hamiltonian reproduces all the known 
results, it is still not obvious how to derive such quantum charges using the methods of inte-
grable systems. The AAF model is a non-ultralocal model, and no standard procedure exists to 
construct the quantum Hamiltonian and other quantum charges. The result above shows however, 
that whatever the method, while working with continuous quantum systems, it should automati-
cally produce the quantum Hamiltonian (4.1), i.e., it should already contain the ◦-product from 
the beginning on a more fundamental level. In other words, if there exists some generalizations 
of Yang–Baxter relations for non-ultralocal systems, such operator relations should already be 
written in terms of the ◦-product (3.13), as well as in terms of the F -regularized fields (distribu-
tions).
As a demonstration of this point of view and its consequences, we consider in the next section 
the simpler model of a free massive fermionic field, for which the Lax pair and the correspond-
ing algebra can be readily obtained from the AAF model. Although a free model, it is still a 
non-ultralocal model of the same order as AAF with a rather involved Lax pair, on the example 
of which we show how to carry out the quantum calculations, without the technical complica-
tions of the full AAF model. We show below the relation of the ◦-product with normal ordering 
for this case, and explain how to obtain the quantum Hamiltonian (4.1) reduced to the free case. 
Another consequence will be explored in the subsequent section, where we make a connection 
of the ◦-product of operators with Maillet’s symmetrization procedure in the classical case.
5. Free massive fermion model
The massive free fermion model can be obtained as a consistent reduction of the AAF model 
by setting the coupling constants g2 = 0 and g3 = 0 in the action (2.1) and in the Lax pair for the 
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only list the necessary results.
5.1. Classical integrability
We start from the Lax pair obtained as a result of this reduction:
L(τ)(x;λ) = ξˆ (τ )0 (x;λ)1+ ξˆ (τ )1 (x;λ)σ 3 + ˆ(−)τ (x;λ)σ+ + ˆ(+)τ (x;λ)σ−, (5.1)
L(σ)(x;λ) = ξˆ (σ )0 (x;λ)1+ ξˆ (σ )1 (x;λ)σ 3 + ˆ(−)σ (x;λ)σ+ + ˆ(+)σ (x;λ)σ−. (5.2)
The explicit form of the functions ξˆ (σ,τ )j (x; λ), j = 0, 1, and ˆ(±)σ,τ (x; λ) is given in Appendix A. 
The classical algebra of transition matrices (2.5) has been given in [18] for the infinite line case, 
and has the same structure as that of the full AAF model (2.3). We stress that even in the free 
fermion case, the coefficients A(x, y; λ, μ), B(x, y; λ, μ) and C(x, y; λ, μ) are non-vanishing 
and nonlinear functions of the fermionic fields. Nonetheless, the algebra for the reduced mon-
odromy matrix:
T (λ) = lim
x→+∞
y→−∞
[
e
−
(
ξˆ
(σ )
1 (λ)σ
3x
)
T (x, y;λ)e
(
ξˆ
(σ )
1 (λ)σ
3y
)]
, (5.3)
can be easily obtained:{
T (λ) ⊗, T (μ)
}
M
= u+(λ,μ) T (λ)⊗ T (μ)− T (λ)⊗ T (μ) u−(λ,μ). (5.4)
The matrices u+(λ, μ) and u−(λ, μ) in (5.4) have the following form:
u+(λ,μ) =
⎛
⎜⎜⎝
−p.v. a(λ,μ) 0 0 0
0 −b(λ,μ) iπc(λ)δ(λ−μ) 0
0 −iπc(λ)δ(λ−μ) b(λ,μ) 0
0 0 0 p.v. a(λ,μ)
⎞
⎟⎟⎠ , (5.5)
and
u−(λ,μ) =
⎛
⎜⎜⎝
−p.v. a(λ,μ) 0 0 0
0 −b(λ,μ) −iπc(λ)δ(λ−μ) 0
0 iπc(λ)δ(λ−μ) b(λ,μ) 0
0 0 0 p.v. a(λ,μ)
⎞
⎟⎟⎠ , (5.6)
with
a(λ,μ) := coth(λ−μ) sinh
2(λ+μ)
2k
, (5.7)
b(λ,μ) := sinh(2 (λ+μ))
4k
, (5.8)
c(λ) := − 1
2k
sinh2(2λ). (5.9)
One can use these formulas and the standard methods of integrable models to obtain the action-
angle variables as well as the classical conserved (local and non-local) quantities [18].
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For the quantum case, in the absence of a Yang–Baxter-like relation, we have first to carefully 
define the quantum transition matrix. Therefore, we start from the standard classical definition 
of the transition matrix T (x, y; λ) via the following differential equations:
∂xT (x, y;λ) = L(σ)(x;λ)T (x, y;λ), (5.10)
∂yT (x, y;λ) = −T (x, y;λ)L(σ)(y;λ), (5.11)
lim
x→y T (x, y;λ) = 1, (5.12)
where the classical Lax operator L(σ)(x; λ) has the form:
L(σ)(x;λ) =
(
ξˆ
(σ )
0 (x;λ)+ ξˆ (σ )1 (λ) ˆ(−)σ (x;λ)
ˆ(+)σ (x;λ) ξˆ (σ)0 (x;λ)− ξˆ (σ )1 (λ)
)
. (5.13)
Equivalently, one can define the transition matrix T (x, y; λ) via the corresponding integral equa-
tions:
T (x, y;λ) = E(x − y,λ)+
xˆ
y
T (x, z;λ)U(0)(z, λ)E(z − y,λ)dz, (5.14)
T (x, y;λ) = E(x − y,λ)+
xˆ
y
E(x − z,λ)U(0)(z, λ)T (z, y;λ)dz, (5.15)
where in our case:
E(x,λ) = eξˆ (σ)1 (λ)σ 3x, (5.16)
L(σ)(x;λ) = U(1)(λ)+U(0)(x, λ), (5.17)
U1(λ) = ξˆ (σ )1 (λ)σ 3, (5.18)
U(0)(z, λ) =
(
ξˆ
(σ )
0 (x,λ) ˆ
(−)
σ (x, λ)
ˆ(+)σ (x, λ) ξˆ
(σ)
0 (x,λ)
)
. (5.19)
Now we turn our attention to the quantum case. By considering the Lax operator (5.13) with 
the fields replaced by the corresponding quantum operators treated as operator valued distribu-
tions as in (3.1),8 we use the integral equations above to define iteratively the quantum transition 
matrix in each order of iteration. According to our prescription (see discussion in section 3), we 
regularize the operator products by employing ◦-product (3.12). Thus, our quantum Lax opera-
tor will have the same form as in (5.13), but with ξˆ (σ )0 (x; λ) regularized via Sklyanin’s product. 
Namely, we take (see Appendix A for notations):
ξˆ
(σ )
0 (x) =
1
4J
[−χ3(x) ◦ χ ′1(x)+ χ4(x) ◦ χ ′2(x)− χ1(x) ◦ χ ′3(x)+ χ2(x) ◦ χ ′4(x)] .
(5.20)
Since we are dealing with the free fermion theory, we pause here to analyze Sklyanin’s 
◦-product in details. The standard formulas (for x = y) read:
8 Here and below we omit for simplicity the index F in fermionic fields.
A. Melikyan, G. Weber / Nuclear Physics B 913 (2016) 716–746 733ψα(x)ψ¯β(y) = :ψα(x)ψ¯β(y): − iS+αβ(x − y), (5.21)
ψ¯β(y)ψα(x) = :ψ¯β(y)ψα(x): − iS−αβ(x − y). (5.22)
The singular behavior of the product of fields when x → y is entirely contained in the functions 
S±αβ(x − y). Their explicit form is:
S+αβ(x) =
i
2
ˆ
dp1
2π
(
/p +m
ω(p)
)
e−ipx, (5.23)
S−αβ(x) =
i
2
ˆ
dp1
2π
(
/p −m
ω(p)
)
eipx, (5.24)
where ω(p) :=√(p1)2 +m2. Since the normal ordering is free of singularities, we obtain from 
(5.21), (5.22) and (3.12):
ψα(x) ◦ ψ¯β(x) = :ψα(x)ψ¯β(x): + +αβ(x), (5.25)
ψ¯β(x) ◦ψα(x) = :ψ¯β(x)ψα(x): + −αβ(x), (5.26)
where the functions ±αβ(x) take the form:
±αβ(x) := lim
2 →
(−i)
(− )2
⎡
⎢⎢⎣
x+2ˆ
x−2 +
du
u−ˆ
x−2
dv S±αβ(u− v)
+
x+2 −ˆ
x−2
du
x+2ˆ
u+
dv S±αβ(u− v)
⎤
⎥⎥⎦ . (5.27)
Thus, in the free fermion case the difference between Sklyanin’s product and the normal 
ordering is merely a function. Moreover, we are interested in the equal time relations, and in this 
case the relation:
S+αβ(x)
∣∣∣
x0
+ S−αβ(x)
∣∣∣
x0
= iγ 0δ(x1) (5.28)
implies that (for a fixed regularization parameter ):
ψα(x) ◦ ψ¯β(x) = −ψ¯β(x) ◦ψα(x), (5.29)
which also follows directly from the definition (3.12). Hence, in the free fermion case the 
◦-product enjoys the same properties as the normal ordering, and it is, as commented in section 3, 
a point splitting type regularization that symmetrically takes into account all points around the 
singular region.
It is not enough to regularize only the Lax operator (5.13). The integral equations themselves 
must be regularized, due to the product of the operators at the same point under the integral 
in (5.14) and (5.15). Thus, together with the regularization of the Lax operator (5.13), where 
now the formula for ξˆ (σ )0 (x; λ) must be regularized as in (5.20), one has to replace the integral 
equations (5.14) and (5.15) by their non-singular versions:
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xˆ
y
[
Tˆ (x, z;λ) ◦U(0)(z, λ)
]
E(z − y,λ) dz, (5.30)
Tˆ (x, y;λ) = E(x − y,λ)+
xˆ
y
E(x − z,λ)
[
U(0)(z, λ) ◦ Tˆ (z, y;λ)
]
dz. (5.31)
Since the above expressions are well-defined, one can now find the differential equation satisfied 
by the quantum transition matrix Tˆ (x, y, λ):
∂xTˆ (x, y;λ) = L1(x;λ) ◦ Tˆ (x, y;λ), (5.32)
∂yTˆ (x, y;λ) = −Tˆ (x, y;λ) ◦L1(y;λ). (5.33)
In order to check these relations one has to verify the Leibniz rule for Sklyanin’s product. This 
is done in Appendix B.
Having defined the quantum transition matrix Tˆ (x, y, λ), we can now solve the integral equa-
tions (5.30) and (5.31) iteratively. Denoting:
Tˆ (x, y;λ) :=
(
tˆ1(x, y;λ) tˆ2(x, y;λ)
tˆ3(x, y;λ) tˆ4(x, y;λ)
)
, (5.34)
we find from (5.30) and (5.31) that in the second iteration the components tˆi ; i = 1, . . . , 4 have 
the form:
e−ξˆ
(σ )
1 (λ)(x−y)tˆ1(x, y;λ)
= 1 +
xˆ
y
dz ξˆ
(σ)
0 (z;λ)+
xˆ
y
dz
xˆ
z
du ξˆ
(σ)
0 (u;λ) ◦ ξˆ (σ )0 (z;λ)
+
xˆ
y
dz e2ξˆ
(σ )
1 (λ)z
xˆ
z
du e−2ξˆ
(σ )
1 (λ)uˆ(−)σ (u;λ) ◦ ˆ(+)σ (z;λ), (5.35)
e−ξˆ
(σ )
1 (λ)(x+y)tˆ2(x, y;λ)
=
xˆ
y
dz e−2ξˆ
(σ )
1 (λ)zˆ(−)σ (z;λ)+
xˆ
y
dz e−2ξˆ
(σ )
1 (λ)z
xˆ
z
du ξˆ
(σ)
0 (u;λ) ◦ ˆ(−)σ (z;λ)
+
xˆ
y
dz
xˆ
z
du e−2ξˆ
(σ )
1 (λ)uˆ(−)σ (u;λ) ◦ ξˆ (σ )0 (z;λ), (5.36)
eξˆ
(σ)
1 (λ)(x+y)tˆ3(x, y;λ)
=
xˆ
y
dz e2ξˆ
(σ )
1 (λ)zˆ(+)σ (z;λ)+
xˆ
y
dz e2ξˆ
(σ )
1 (λ)z
xˆ
z
du ξˆ
(σ)
0 (u;λ) ◦ ˆ(+)σ (z;λ)
+
xˆ
dz
xˆ
du e2ξˆ
(σ )
1 (λ)uˆ(+)σ (u;λ) ◦ ξˆ (σ )0 (z;λ), (5.37)y z
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(σ)
1 (λ)(x−y)tˆ4(x, y;λ)
= 1 +
xˆ
y
dz ξˆ
(σ)
0 (z;λ)+
xˆ
y
dz
xˆ
z
du ξˆ
(σ)
0 (u;λ) ◦ ξˆ (σ )0 (z;λ)
+
xˆ
y
dz e−2ξˆ
(σ )
1 (λ)z
xˆ
z
du e2ξˆ
(σ )
1 (λ)uˆ(+)σ (u;λ) ◦ ˆ(−)σ (z;λ). (5.38)
These are well-defined expressions as long as the regularization parameter  is a fixed number 
different from zero. Thus, one can easily continue this iterative process and obtain well-defined 
components of the quantum transition matrix for any iteration order.
Using that the fields vanish at infinity, i.e., χi(z) 
z→±∞−−−−→ 0, i = 1, . . . , 4, one can readily 
verify that the component tˆ1(λ) is a conserved quantity, expansion of which has the form:
tˆ1(λ) = 1 − i2 cosh(2λ)
+∞ˆ
−∞
dz P(z)+ i
2k
sinh(2λ) cosh(2λ)
+∞ˆ
−∞
dzQ(z)
− i
2k
sinh(2λ)
+∞ˆ
−∞
dzH0(z)+ sinh2(2λ)N(λ)+O(χ4) (5.39)
and contains the quantum Hamiltonian H0 for free fermion model,
H0(z) = J − k2J
[
χ2(z) ◦ χ ′3(z)− χ ′2(z) ◦ χ3(z)− χ1(z) ◦ χ ′4(z)+ χ ′1(z) ◦ χ4(z)
]
+ χ2(z) ◦ χ4(z)− χ1(z) ◦ χ3(z). (5.40)
The other terms in the expansion (5.39) correspond to the momentum and the charge operators,
P(z) = − i
J
[
χ3(z) ◦ χ ′1(z)+ χ4(z) ◦ χ ′2(z)
]
, (5.41)
Q(z) = −χ2(z) ◦ χ4(z)− χ1(z) ◦ χ3(z), (5.42)
as well as conserved non-local charges,
N(λ) = 1
2k
+∞ˆ
−∞
dz
[
χ1(z) ◦ χ4(z)− χ2(z) ◦ χ3(z)
]
+ J
k2
+∞ˆ
−∞
dz e2ξˆ
(σ )
1 (λ)z
+∞ˆ
z
du e−2ξˆ
(σ )
1 (λ)u
[
l23(λ)χ2(u) ◦ χ4(z)+ l24(λ)χ1(u) ◦ χ3(z)
+ il3(λ)l4(λ) (χ1(u) ◦ χ4(z)− χ2(u) ◦ χ3(z))
]
. (5.43)
The expression (5.40) coincides with the free part of the quantum Hamiltonian for the AAF model 
(4.1), with operator product already regularized via Sklyanin’s product
H0 = − i2
(
ψ
†
i1
γ 3i1i2 ◦ ∂1ψi2 − ∂1ψ†i1γ 3i1i2 ◦ψi2
)
+mψ†i1γ 0i1i2 ◦ψi2 . (5.44)
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conserved charges, and in particular, the quantum Hamiltonian, from the quantum transition 
matrix with products regularized via Sklyanin product.
We conclude this section with a remark concerning the interacting case. One can, in principle, 
repeat the above calculations for the interacting theory, i.e., the full AAF model. Starting from the 
integral equations (5.30) and (5.31), the quantum transition matrix is a well-defined object from 
the beginning, and one does not have to worry about singular expressions. For interacting fields, 
however, we do not have a simple relation between Sklyanin’s product and the normal ordering, 
as it is the case for the free fields, cf. (5.25) and (5.26). In this case, the normal ordering does not 
solve the singularity problem, and one has to use the normal product introduced by Zimmermann 
(for a review see [47]) instead. The point splitting regularization in the interacting theory can be 
expressed via the operator product expansion [47–50] as:
ψ(x)ψ¯(y) =
∞∑
n=1
Cn(x − y)O(x), (5.45)
where O(x) correspond to composite local operators defined via normal product, and the singu-
larities are exhibited in the functions Cn(x − y) when taking the limit x → y.
Some comments are in order. First, the expansion in (5.45) can be strictly proven for (BPHZ) 
renormalizable theories in each order of the perturbation theory. Although there is no strict proof 
of the renormalizability of the AAF model, it has been proposed to be such a theory in [1], and the 
recently obtained explicit diagonalization of the quantum Hamiltonian (4.1) makes this proposal 
more plausible. Then proceeding exactly as in the free case, by smearing the product ψ(x)ψ¯(y)
over the entire region around the singular strip, we can write:
ψ(x) ◦ ψ¯(x) =
∞∑
n=1
ξn()O(x), (5.46)
where  is the regularization parameter entering into the definition of ◦-product (3.12), and ξn()
are functions obtained from Cn(x − y), which diverge in the limit  → 0. Thus, in perturbation 
theory, one can naturally relate Sklyanin’s product to renormalized composite operators O(x), 
which can be written in terms of Zimmermann’s normal products and found perturbatively in 
each order. It would be interesting to carry out such explicit analysis for integrable models, as in 
this case the diagrammatic analysis significantly simplifies due to powerful non-renormalization 
theorems (see for details [20,21,27,51,52]).
6. Quantum algebra of transition matrices
We are finally in a position to conjecture the form of the quantum algebra of transition matri-
ces for non-ultralocal systems directly in the continuous case. As we discussed previously, one 
of the main difficulties is to formulate a regularization which consistently reduces to the classical 
algebra (2.5) in the classical limit. Indeed, it is not obvious how a commutator between two op-
erators, or in general n-nested commutators, restores Maillet’s symmetrization prescription (2.8)
and (2.9) upon taking the classical limit. Bellow, we consider the classical limit of a quantum 
commutator regularized in terms of Sklyanin’s product and its relation to the Maillet bracket to 
propose the form of the quantum algebra of transition matrices to models such as the AAF model 
or the free fermion model.
To obtain the aforementioned relation, we consider here, following [7,15], the simpler case of 
the general classical algebra (2.5):
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= a12(λ,μ) T1(x, y;λ)T2(x, y;μ)− T1(x, y;λ)T2(x, y;μ) d12(λ,μ),
{T1(x, y;λ), T2(y, z;μ)}M = T1(x, y;λ) b12(λ,μ) T2(y, z;μ), (6.1)
and recall the lattice algebra for the corresponding quantum case proposed by Freidel and Maillet 
in [7,15]. It has the following form:
Aˆ12T
(n)
1 T
(n)
2 = T (n)2 T (n)1 Dˆ12, (6.2)
T
(n)
1 T
(n+1)
2 = T (n+1)2 Cˆ12T (n)1 , (6.3)[
T
(n)
1 , T
(m)
2
]
= 0, for |n−m| > 1. (6.4)
Using the quasi-classical expansions
Aˆ12 = 1 + ih¯a12 + . . . ,
for all matrices in (6.2)–(6.4), one obtains the classical lattice algebra:{
T
(n)
1 (λ), T
(n)
2 (μ)
}
= a(λ,μ) T (n)1 (λ)T (n)2 (μ)− T (n)1 (λ)T (n)2 (μ) d(λ,μ), (6.5){
T
(n)
1 (λ), T
(n+1)
2 (μ)
}
= −T (n+1)2 (μ) c(λ,μ) T (n)1 (λ) (6.6){
T
(n)
1 (λ), T
(m)
2 (μ)
}
= 0, for |n−m| > 1, (6.7)
where T (n)(λ) ≡ T (xn+1, xn; λ) is defined so as to make a connection with the continuous alge-
bra (6.1). In passing from the quantum algebra (6.2)–(6.4) to the classical one (6.5)–(6.7), one 
clearly obtains the usual Poisson brackets, which are not symmetrized according to Maillet’s pre-
scription (2.10), as the lattice spacing already regulates all products. Moreover, the Jacobi identity 
for the classical lattice algebra (6.5)–(6.7) can be understood as a consequence of the consistency 
conditions (Yang–Baxter relations) satisfied by the quantum algebra (6.2)–(6.4) [7,15]. Nonethe-
less, there remains the problem of restoring the symmetrization prescription upon removing the 
lattice regularization.
To solve this problem, we use the results explained in the previous sections to bypass the 
lattice reformulation of the quantum theory in favor of regularizing the continuous theory with 
Sklyanin’s product (3.12) and (3.13). The main idea is to formulate the quantum algebra of tran-
sition matrices T (x, y; λ) so that the singular products are replaced by well-defined ◦-products.
First, we make a key observation and show that the commutator of two operator-valued func-
tions regularized with Sklyanin’s product goes to the symmetrized Poisson brackets (2.10) in the 
classical limit. In this way, Maillet’s symmetrization prescription appears naturally in the clas-
sical continuous theory from simply regularizing the singular operator products in the quantum 
case. Indeed, writing explicitly the commutator between two operator-valued functions Aˆ(x) and 
Bˆ(x) in terms of the definition (3.12), we obtain:
[
Aˆ(x) ◦, Bˆ(x)
]
= lim
/2→
1
(− )2
⎛
⎜⎝¨
S1
dζdξ
[
Aˆ(ζ ), Bˆ(ξ)
]
+
¨
S2
dζdξ
[
Aˆ(ζ ), Bˆ(ξ)
]⎞⎟⎠ .
(6.8)
In the classical limit, denoted by CL bellow, equation (6.8) becomes:
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Aˆ(x) ◦, Bˆ(x)
]
CL
= lim
/2→
1
(− )2
⎛
⎜⎝¨
S1
dζdξ {A(ζ ),B(ξ)} +
¨
S2
dζdξ {A(ζ ),B(ξ)}
⎞
⎟⎠ ,
(6.9)
where A(ζ ) and B(ξ) are already the corresponding classical functions, and {A(ζ ),B(ξ)} in the 
right-hand side is the usual Poisson bracket. It is then clear, by invoking the mean value theorem 
in the regions S1 and S2, where the integrands are smooth functions, that in the limit  → 2 , 
followed by the limit  → 0, the right-hand side of (6.9) reduces to:
[
Aˆ(x) ◦, Bˆ(x)
]
CL
= 1
2
lim
→0 (
{A(x + ),B(x − )} + {A(x − ),B(x + )}) . (6.10)
Finally, comparing this formula with Maillet’s definition of the symmetrized Poisson bracket 
(2.10) we conclude that:[
Aˆ(x) ◦, Bˆ(x)
]
CL
= {A(x),B(x)}M . (6.11)
This simple observation shows the connection between Sklyanin’s product in the quantum 
case, and Maillet’s ad hoc construction of symmetrized Poisson brackets. Namely, the classical 
limit of the commutator, regularized via Sklyanin’s product, reproduces precisely the sym-
metrized Poisson bracket. Of course, if the integrable system is ultralocal, then both terms in 
(6.11) coincide, and Maillet’s symmetrization procedure reduces to the usual Poisson brackets. 
This consideration can also be easily generalized, and the n-nested Poisson brackets (2.8) can be 
similarly obtained from the general Sklyanin product (3.13).
To conclude this section, we speculate on the form of the quantum continuous algebra. 
Namely, we propose the following quantum algebra, naturally reproducing the classical Mail-
let algebra (6.1):
Aˆ12T1(x, y;λ) ◦ T2(x, y;μ) = T2(x, y;μ) ◦ T1(x, y;λ)Dˆ12, (6.12)
T1(y, z;λ) ◦ T2(x, y;μ) = T2(x, y;μ) ◦ Cˆ12T1(y, z;λ). (6.13)
These relations are well defined due to Sklyanin’s product, and upon using as before the quasi-
classical expansion for the matrices (A, B, C, D), one obtains:
[
T1(x, y;λ) ◦, T2(x, y;μ)
]= −ia12(λ,μ) T1(x, y;λ) ◦ T2(x, y;μ) (6.14)
+ iT2(x, y;μ) ◦ T1(x, y;λ) d12(λ,μ),[
T1(y, z;λ) ◦, T2(x, y;μ)
]= iT2(x, y;μ) ◦ c12(λ,μ) T1(y, z;λ). (6.15)
Then, invoking the relation between Maillet’s symmetrized brackets and the quantum commuta-
tor regularized by means of Sklyanin’s product (6.11), we can accordingly conclude that, in the 
classical limit, the quantum algebra given by (6.14) and (6.15) reduces to the classical algebra 
(6.1). Moreover, the consistency conditions for the classical algebra (6.1) derived by Freidel and 
Maillet in [7,15] from the classical Jacobi identity follow similarly from the corresponding quan-
tum Jacobi identity. We refer the reader to Appendix C for a detailed discussion of the Jacobi 
identity for the quantum algebra (6.14) and (6.15).
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In this paper we have considered the quantization problem of continuous non-ultralocal in-
tegrable models, such as the AAF model, without resorting to any lattice discretization. To do 
so, we have shown that it is necessary to treat the quantum fields as distributions, and employ 
a regularized product of operators – Sklyanin’s product, in order to avoid singularities in diago-
nalization procedure, as well as to correctly reproduce the S-matrix known from perturbative 
calculations. Sklyanin’s product corresponds essentially to a “smeared” product of operator-
valued functions over a small neighborhood around the singular region, and it is naturally related, 
as discussed in the text, with renormalized local composite operators, defined via Zimmermann’s 
normal products. As an example of this procedure, we were able to extract the quantum Hamil-
tonian as well as other conserved charges for the free fermion model directly from the quantum 
trace identities. In particular, the quantum Hamiltonian thus obtained coincides with previous 
results [19]. In addition, we demonstrated that the quantum algebra of transition matrices, writ-
ten in terms of the ◦-product consistently reproduces Maillet’s symmetrization prescription for 
non-ultralocal integrable systems in the classical limit.
We outline here the possible future directions. As it is well known, the key obstacle in for-
mulating a well-defined quantum algebra for transition matrices, corresponding to the classical 
expressions (6.1), is Schwartz’s theorem on the impossibility of defining a product of two dis-
tributions with natural properties.9 Although it is possible to define a product of distributions 
in some exceptional cases, for instance when their singular supports are disjoint, in general one 
must look for extensions of Schwartz’s distribution theory. Out of several different approaches 
to evade Schwartz’s impossibility theorem, two look specially promising: the microlocal anal-
ysis based on the concept of wavefront sets (for a review see [55] and references therein) and 
Colombeau algebras [56,57]. The former has been used in the context of quantum field theory, 
making it possible to define the product of distributions. However, even in this approach some 
interesting products of distributions, e.g., the powers of the Dirac delta distribution, remain ill-
defined. As for the latter, the space of Schwartz distributions is embedded into an associative 
algebra which satisfies the Leibniz’s rule, nevertheless the association between a distribution and 
an element of the Colombeau algebra is not always unique. Thus, it is still an open and inter-
esting question whether any of these approaches will prove to be successful in the context of 
the quantization of continuous non-ultralocal integrable systems. We also mention here that an-
other compelling possibility to approach this problem lies within Sato’s theory of hyperfunctions 
[58,59], which also contains Schwartz’s distribution theory and relies on the boundary behavior 
of analytic functions.
Furthermore, as we discussed earlier at the end of section 3, Sklyanin’s product is essentially 
a point splitting procedure taken uniformly over the entire region around the singularity strip. 
Thus, instead of taking the limit x → y symmetrically at the end of the calculation, as it is in the 
standard case of the point splitting procedure for the axial fermionic current (3.33), we simply 
take into account all the points around the singularity equally from the beginning. In principle, for 
a renormalizable theory the quantum field equations can be written in terms of the Zimmermann’s 
normal product in all orders. It is, therefore, possible to define the quantum Lax operator and the 
quantum transition matrix only in terms of these normal products. However, this is valid only 
for BPHZ renormalizable theories, and for models such as the AAF model, there is no proof of 
9 For an overview, see, for example, [53,54].
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models (the Lax operator, the transition matrices, etc.) in terms of only Zimmermann’s normal 
products. In general, in the absence of renormalizability of the theory, we can only use the generic 
Sklyanin’s product, which simply homogeneously removes the singular region. Nonetheless, it 
is not immediately clear if Sklyanin’s product is associative, presenting therefore an interesting 
problem to consider in the context of Schwarz’s impossibility theorem for defining an associative 
product of distributions.10
Finally, a related issue that will be interesting to consider regards the ultralocalization of sec-
ond order non-ultralocal algebras such as the ones appearing in the AAF model. Even though, 
a purely classical problem, it is the first step in the usual approach to non-ultralocal models, and 
it should, therefore, provide also a good insight in the quantization of second order non-ultralocal 
models. The natural starting point should be to consider a generalization of either the generalized 
FR ultralocalization technique identified by [9,10] in the context of sigma models or the proce-
dure proposed by [26] for the WZNW model to accommodate for the second derivative of the 
delta function appearing in (2.3). Moreover, it may also help us understand why the algebra of 
transition matrices has the same structure for both first and second order non-ultralocal systems. 
We hope to report progress on this direction soon.
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Appendix A. Notations
In this paper we consider results derived from two different but equivalent descriptions of the 
AAF model. The goal of this appendix is, therefore, to fix our notations and show how these two 
descriptions are related. The action (2.1)
S =
ˆ
dy0
Jˆ
0
dy1
[
iψ¯/∂ψ −mψ¯ψ + g2
4m
αβ
(
ψ¯∂αψ ψ¯ γ
3∂βψ − ∂αψ¯ψ ∂βψ¯ γ 3ψ
)
−
− g3
16m
αβ
(
ψ¯ψ
)2
∂αψ¯ γ
3∂βψ
]
, (A.1)
was originally used in the papers [20,21] to study the AAF model from the perspective of pertur-
bative quantum field theory. In (A.1) g2 and g3 stand for the coupling constants of the model and 
the mass m is related to the ’t Hooft coupling λ′ via:
m = 2π√
λ′
. (A.2)
Here, the following representation for the Dirac matrices is employed
γ 0 =
(
0 1
1 0
)
, γ 1 =
(
0 −1
1 0
)
, γ 3 = γ 0γ 1. (A.3)
The action (A.1) can be deduced from the original lagrangian proposed in [1]
10 For a recent discussion of the problem of associativity in the context of operator product expansion, see [60].
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2
(
χ¯ρ0∂0χ − ∂0χ¯ρ0χ
)
+ iκ
(
χ¯ρ1∂1χ − ∂1χ¯ρ1χ
)
+ J χ¯χ
+ κg2
2
αβ
(
χ¯∂αχ χ¯ρ
5∂βχ − ∂αχ¯χ ∂βχ¯ρ5χ
)
− κg3
8
αβ (χ¯χ)2 ∂αχ¯ρ
5∂βχ, (A.4)
where
χ1 = ψ1 −ψ2√
2
, χ2 = i ψ1 +ψ2√
2
, (A.5)
and the representation of the Dirac matrices is
ρ0 =
(−1 0
0 1
)
, ρ1 =
(
0 i
i 0
)
, ρ5 = ρ0ρ1 (A.6)
with κ =
√
λ′
2 .
The constant J in (A.4) corresponds to the total angular momentum of the string in S5. More 
importantly, the two lagrangians (A.1) and (A.4) differ by some overall minus sign that was 
introduced in [21] in order to ensure a positive definite mode expansion. For all the details and a 
thorough derivation of (A.1) from (A.4), we refer the reader to the original papers [1,21].
The equations of motion for the free massive fermion following from (A.4) with g2 = g3 = 0
can be described by the Lax pair (5.1) and (5.2)
L(τ)(x;μ) = ξˆ (τ )0 (x;μ)1+ ξˆ (τ )1 (x;μ)σ 3 + ˆ(−)τ (x;μ)σ+ + ˆ(+)τ (x;μ)σ−, (A.7)
L(σ)(x;μ) = ξˆ (σ )0 (x;μ)1+ ξˆ (σ )1 (x;μ)σ 3 + ˆ(−)σ (x;μ)σ+ + ˆ(+)σ (x;μ)σ−, (A.8)
where the functions ξˆ (σ,τ )j (x; μ), j = 0, 1, and ˆ(±)σ,τ (x; μ) have the following explicit form:
ξˆ
(σ )
0 =
1
4J
[−χ3χ ′1 + χ4χ ′2 − χ1χ ′3 + χ2χ ′4] , (A.9)
ξˆ
(σ )
1 =
il2J
2k
, (A.10)
ˆ(−)σ =
1√
J
[−l3χ ′2 − il4χ ′1] , (A.11)
ˆ(+)σ =
1√
J
[−l3χ ′4 + il4χ ′3] , (A.12)
and:
ξˆ
(τ )
0 =
i
2J
[
χ3χ1 + χ4χ2
]+ 1
4J
[−χ3χ˙1 − χ1χ˙3 + χ4χ˙2 + χ2χ˙4] , (A.13)
ξˆ
(τ )
1 = −
il1
2
, (A.14)
ˆ(−)τ = −
i√
J
[
l3χ2 − il4χ1
]− 1√
J
[
l3χ˙2 + il4χ˙1
]
, (A.15)
ˆ(+)τ =
i√
J
[
l3χ4 + il4χ3
]− 1√
J
[
l3χ˙4 − il4χ˙3
]
. (A.16)
Here we have denoted:
χ =
(
χ1
χ2
)
, χ3 ≡ χ∗1 , χ4 ≡ χ∗2 . (A.17)
742 A. Melikyan, G. Weber / Nuclear Physics B 913 (2016) 716–746The dependence on the spectral parameter μ is encoded in the functions li [1,61,62]:
l0 = 1, l1 = cosh(2μ), l2 = − sinh(2μ), l3 = cosh(μ), l4 = sinh(μ). (A.18)
The constant k = √λ′.
Appendix B. Leibnitz rule for Sklyanin’s product
In this appendix we show that the Leibnitz rule is valid for Sklyanin’s product. Namely, for 
two operator-valued functions A(x) and B(x), one has:
∂x [A(x) ◦B(x)] = ∂x [A(x)] ◦B(x)+A(x) ◦ ∂x [B(x)] . (B.1)
To prove this formula, we write Sklyanin’s product (3.12) in the following form:
A(x) ◦B(x)
= lim

2 →
1
(− )2
⎡
⎢⎢⎣
x+2ˆ
x−2 +
du A(u)
u−ˆ
x−2
dv B(v)+
x+2 −ˆ
x−2
du A(u)
x+2ˆ
u+
dv B(v)
⎤
⎥⎥⎦ .
(B.2)
Then, it is easy to show that:
∂x [A(x) ◦B(x)]
= lim

2 →
1
(− )2
⎡
⎢⎢⎣A(x + /2)
x+2 −ˆ
x−2
dv B(v)−A(x − /2)
x+2ˆ
x−2 +
dv B(v)
+
x+2 −ˆ
x−2
du A(u)B(x + /2)−
x+2ˆ
x−2 +
du A(u)B(x − /2)
⎤
⎥⎥⎦ . (B.3)
Next, we find for the first term in the right hand side of (B.1):
∂x [A(x)] ◦B(x)
= lim

2 →
1
(− )2
⎡
⎢⎢⎣
x+2ˆ
x−2 +
du ∂uA(u)
u−ˆ
x−2
dv B(v)+
x+2 −ˆ
x−2
du ∂uA(u)
x+2ˆ
u+
dv B(v)
⎤
⎥⎥⎦
= lim

2 →
1
(− )2
⎡
⎢⎢⎣A(x + /2)
x+2 −ˆ
x−2
dv B(v)−A(x − /2)
x+2ˆ
x−2 +
dv B(v)
−
x+2ˆ
x−+
du A(u)B(u− )+
x+2 −ˆ
x−
du A(u)B(u+ )
⎤
⎥⎥⎦ . (B.4)2 2
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A(x) ◦ ∂x [B(x)]
= lim

2 →
1
(− )2
⎡
⎢⎢⎣
x+2ˆ
x−2 +
du A(u)
u−ˆ
x−2
dv ∂vB(v)+
x+2 −ˆ
x−2
du A(u)
x+2ˆ
u+
dv ∂vB(v)
⎤
⎥⎥⎦
= lim

2 →
1
(− )2
⎡
⎢⎢⎣−
x+2ˆ
x−2 +
duA(u) B(x − /2)+
x+2 −ˆ
x−2
duA(u) B(x + /2)
+
x+2ˆ
x−2 +
du A(u)B(u− )−
x+2 −ˆ
x−2
du A(u)B(u+ )
⎤
⎥⎥⎦ . (B.5)
Finally, summing the terms in (B.4) and (B.5) we obtain (B.3), thus verifying the Lebnitz rule 
(B.1).
Appendix C. Jacobi identity
In this appendix, we consider the Jacobi identity for the quantum algebra (6.14) and (6.15), 
and address its relation to the consistency conditions for the classical algebra (6.1) derived in 
[7,15].
The Jacobi identity:[
T1(u,u
′;λ), [T2(v, v′;μ),T3(w,w′;ρ)]]
+ P13P23
[
T1(w,w
′;ρ), [T2(u,u′;λ),T3(v, v′;μ)]]P23P13
+ P13P12
[
T1(v, v
′;μ), [T2(w,w′;ρ),T3(u,u′;λ)]]P12P13 = 0, (C.1)
with P denoting the permutation operator acting on the auxiliary spaces, is clearly well-defined 
with respect to the usual operator product for the case where all points (u, u′, v, v′, w, w′) are 
different. On the other hand, if some of the points (u, u′, v, v′, w, w′) coincide, it involves prod-
ucts of operators at the same point, and is, therefore, a singular expression. Hence, to formulate 
a well-defined Jacobi identity for the case of possibly coinciding points, one needs to regularize 
such products.
To this end, we can use Sklyanin’s product (3.13) and the following property:
[
A1(x) ◦,
[
A2(x) ◦, A3(x)
]]= lim
/2→
1
V
3!∑
i=1
ˆ
Vi
dζ1dζ2dζ3 [A1(ζ1), [A2(ζ2),A3(ζ3)]] ,
(C.2)
to extend the well-defined expression (C.1) to the case where some arbitrary subset of points may 
coincide. Thus, we obtain a formula valid for an arbitrary set of points (x1, y1, x2, y2, x3, y3):[
T1(x1, y1;λ) ◦,
[
T2(x2, y2;μ) ◦, T3(x3, y3;ρ)
]]
+ P13P23
[
T1(x3, y3;ρ) ◦,
[
T2(x1, y1;λ) ◦, T3(x2, y2;μ)
]]
P23P13
+ P13P12
[
T1(x2, y2;μ) ◦,
[
T2(x3, y3;ρ) ◦, T3(x1, y1;λ)
]]
P12P13 = 0. (C.3)
744 A. Melikyan, G. Weber / Nuclear Physics B 913 (2016) 716–746It is clear that when all points (x1, y1, x2, y2, x3, y3) are different, the expression (C.3) trivially 
reduces to (C.1). We emphasize that, although not explicitly indicated, the formula (C.3) de-
pends on the regularization parameter  (see the definitions (3.12) and (3.13)) and, therefore, is 
a well-defined expression.
The general conditions imposed by the Jacobi identity (C.3) on the quantum algebra of transi-
tion matrices (6.14) and (6.15) are not very enlightening. However, as we show in the following, 
they lead in the classical limit to the same consistency conditions obtained in [7,15]. For simplic-
ity, we restrict the analysis to the simpler case [7] involving only bosonic fields, and for which the 
matrices a12, d12 and b12 = c21 encoding the quantum algebra (6.14) and (6.15) depend only on 
the spectral parameters. In this case, using the quantum algebra (6.14) and (6.15) to evaluate the 
Jacobi identity (C.3) for all possible combinations of intervals, i.e., equal, adjacent and mixed, 
we can easily derive in the classical limit the following Yang–Baxter-like constraints:
[a12(λ,μ), a13(λ, ν)] + [a12(λ,μ), a23(μ, ν)] + [a13(λ, ν), a23(μ, ν)] = 0, (C.4)
[d12(λ,μ), d13(λ, ν)] + [d12(λ,μ), d23(μ, ν)] + [d13(λ, ν), d23(μ, ν)] = 0, (C.5)
[b12(λ,μ), d13(λ, ν)] + [b32(ν,μ), d13(λ, ν)] + [b32(ν,μ), b12(λ,μ)] = 0, (C.6)
[a32(ν,μ), c21(μ,λ)] + [a32(ν,μ), c31(ν, λ)] + [c31(ν, λ), c21(μ,λ)] = 0. (C.7)
Moreover, we also obtain the classical relation b12(λ, μ) = c21(μ, λ) and the antisymmetry of 
the parameters a12(λ, μ) and d12(λ, μ) in the description of the classical algebra under the per-
mutation of the auxiliary spaces corresponding to the spectral parameters λ and μ.
Finally, we note that two properties enjoyed by Sklyanin’s product render the aforemen-
tioned calculations a mere repetition of the computation originally performed in [7]. Namely, 
the commutators of operator-valued functions endowed with Sklyanin’s product (3.13) satisfy
the following standard relations:[
A1(x) ◦, A2(x) ◦A3(x)
]= A2(x) ◦ [A1(x) ◦, A3(x)]+ [A1(x) ◦, A2(x)] ◦A3(x), (C.8)[
A1(x) ◦,
[
A2(x) ◦, A3(x)
]]= [A1(x) ◦, αA2(x) ◦A3(x)+A3(x) ◦A2(x)β] , (C.9)
where (C.9) holds provided the commutator of two operator-valued functions is of the form:[
A2(x) ◦, A3(x)
]= αA2(x) ◦A3(x)+A3(x) ◦A2(x)β,
with α, β being arbitrary constants. Therefore, we omit tedious computational details.
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