Monotone travelling wave solutions are known to exist for Fisher's equation which models the propagation of an advantageous gene in a single locus, two alleles population genetics model. Fisher's equation assumed that the population size is a constant and that the fitnesses of the individuals in the population depend only on their genotypes. In this paper, we relax these assumptions and allow the fitnesses to depend also on the population size. Under certain assumptions, we prove that in the second heterozygote intermediate case, there exists a constant (}* > 0 such that monotone travelling wave solutions for the reaction-diffusion system exist whenever (} > (}*. We also discuss the stability properties of these waves.
Introduction
Consider the equation there are two additional cases to consider: when h >0 on (0, a), h <0 on (a, 1) and when h < 0 on (0, a), h > 0 on (a, 1). Aronson and Weinberger called Fisher's model the heterozygote intermediate case, and the above two cases the heterozygote superior and heterozygote inferior case, respectively. These last two cases correspond to the situation when the heterozygotes are more fit and less fit to survive than the homozygotes, respectively. Fisher's model is based on assumptions of a highly idealised situation. The author of this paper is interested in extending the results of Fisher's model to the case when the fitnesses of the individuals also depend on the population size.
gp(p, N) = 2f(p, N).
(1.
3)
The mathematical theory for equation (1.1) is very rich and well understood (see [3] for details). One of the most intriguing properties of (1.1) is the existence of travelling waves. A travelling wave solution of (1:1) with speed (} is a non-constant function u(~) such that u(x + 8t) satisfies (1.1) for all x and t > 0. In For (1.2), it turns out that under appropriate assumptions on f and g, the model may be classified into four cases: the first and second heterozygote intermediate cases, the heterozygote superior case and the heterozygote inferior case. The asymptotic behaviour of solutions to (1.2) with bounded initial-data in all four cases have been investigated by the author in [7] . Now we are interested in proving the existence of travelling waves that connect two critical points of (1.2). This problem involves analysing the behaviour of trajectories of a four-dimensional ordinary differential equation containing a parameter (the wave speed). In this paper, we employ the shooting argument to prove the existence of travelling wave solutions for the second intermediate case for sufficiently large wave speed. We also prove the stability of these waves (in a certain sense) using the maximum principles. We hope to investigate the existence and stability of travelling wave solutions for the first intermediate and heterozygote inferior cases in the future. For the inferior case, the techniques used will be substantially different from those used in this paper, since travelling waves are expected to exist only for a discrete set of values of the wave speed.
The organisation of the paper is as follows. 
for -oo <; < oo (we dropped the tilda in (2.9)). The result will then be the existence of monotone travelling wave solutions connecting (1, 0, 0, 0) to (0, 0, K 3 , 0) for sufficiently large 8. There may exist non-monotone travelling waves connecting the same critical points so that we do not have uniqueness.
There are a number of papers in the recent past which proved the existence of travelling wave solutions for a reaction-diffusion system using techniques similar to the one used in this paper (see [2, 8, 10] ). In fact, some of the ideas of the author in this paper grew out of reading a very nice paper by Dunbar [2] . Dunbar treated a more difficult problem than (2.5) in that, in his paper, the critical point at -oo has a three-dimensional unstable manifold, whereas in (2.5), the critical point (1, 0, 0, 0) has a four-dimensional unstable manifold. We assume the reader is familiar with the basic results on stable and unstable manifolds and the LaSalle-Lyapunov Invariant Principle [5] . We also need to Wazewski's Theorem which is a formalisation of the shooting argument. statement and proof may be found in [2, Section 2]. We are now ready to state and prove our main theorem. Proof We first find the dimensions of the stable and unstable manifolds at the critical points A = (1, 0, 0, 0) and B = (0, 0, K 3 , 0). The Jacobian matrix for (2.9) at A, denoted by JA, has four positive eigenvalues as long as 8 2 >max ( -4f (1, 0), 4g(1, 0)), which is satisfied. At B, ] 8 has two positive and two negative eigenvalues. Therefore the unstable manifold at A is four-dimensional and the stable manifold at B is two-dimensional.
Existence of travelling waves

Consider the equation
Since JA and ] 8 have real eigenvalues, it is reasonable to look for monotone travelling waves. Since f is negative below K 3 , the wave p(;) connecting 0 and 1 should either be decreasing and moving left or increasing and moving right. We assume that (J > 0 so that p should be decreasing. Likewise, the wave N(;) should be increasing. We then try to look for solutions of (2.9) in the set W =
• For the rest of this section, y(;, y 0 ) will denote the solution to (2.9) that equals Yo at ; = 0. 
Consider the function
where V means the directional derivative of V in the direction given by the vector whose components are the right-hand side of (2.9). From (2.8), (2.1) and (2.10), each term in the above expression is non-positive so that V ~ 0 in W.
Since y* lies in W for .; ~ 0 and is bounded, the Invariant Principle implies that y* must converge to the largest invariant set inside E. Such a set contains only two elements, (0, 0, 0, 0) or (0, 0, K 3 , 0). For y* to approach (0, 0, 0, 0), it must intersect the stable manifold at (0, 0, 0, 0) which has dimension one and lies inside the invariant manifold N = 0, M = 0. Since y* never intersects this invariant manifold, y* must approach (0, 0, K 3 , 0) as ;~ oo. Therefore the proof of Theorem 3.1 is complete once we prove (3.1).
To prove (3.1), we shall define a set ~ E IR 4 with the following properties (a)-( d):
(a) ~is a simply connected, compact subset of W.
(b) If a trajectory of (2.9) intersects ~' then it must intersect w-before it intersects ~ again in forward ;. (c) If y 0 E~ and y(.;,y 0 )EW but y(.;,y 0 )fiW*, then there exists an open neighbourhood of y(.;, y 0 ) in W which is disjoint from W*. Suppose such a set ~ can be found. Then there exists y 0 E ~ such that y(.;, y 0 ) E W for .; ~ 0. To see this, assume the contrary. Then Wazewski's Theorem (which uses (b) and (c) above) implies that the solution map of (2.9) is a homeomorphism between ~ and its image on w-. We shall also show that the image of a~ forms a closed loop around B = (0, 0, K 3 , 0) in w-(see Fig. 1 ).
Existence and stability of travelling wave solutions
These and the fact that ~ is simply connected contradict the fact that w-is not simply connected.
(3.2)
Therefore there exists Yo E ~ such that y( ;, y 0 ) E W for all ; ~ 0. The proof of 
is similar to Figure 2 
Xzt Xu One of the problems with choosing initial data y 0 according to (3.6) is that y 0 It W. The following lemmas say that we may choose y 0 E W and y( ;, y 0 ) will still exit Win the right way. Recall the set w-. Suppose (p(~), q(~)) crosses this curve at ~ = ~*. Let (wf, zD = (p(~*), q(~*)).
Then at (wt, zn, ddwl ~ddq which, according to (3.7) and (2.9), implies that The following lemmas may be proved in the same way as Lemma 3.2. In Lemma 3.3, we have to use the travelling wave (w 2 , z 2 ), and the fact that We now define a closed loop a in W which will become the boundary of~.
Recall that we are still trying to define ~. Let a= {y 0 (s) I 0 ~ s ~ 2:r}, where
The loop a has the following properties: The constant e > 0 in (3.10) is chosen to be sufficiently small so that if The best way to describe a is draw the graphs of a, {3, y and b. From Figure   4 , (3.9)(i) and (ii) are obvious, (3.9)(iii) follows because a(s), {3(s) or y(s), b(s) do not vanish simultaneously. Finally, (3.9)(iv) is equivalent to choosing a, {3, y and b to satisfy the equation 
. Suppose (p, q, N, M)(s;) el:: for i= 1, 2 and s 1 < s 2 . Then from (3.10) and the remarks after it, d(s; y(x, 0), D(x, 0) ) and (C¥(X, t), {J(x, t)) ~ (y(x, t), o(x, t) ). Suppose also that£¥, {3, y and o satisfy the inequalities:
Proof See the proof in [9]. 
e-Atw(x, t) = --e-<x-y)'I41Czeby dy + _l_e-<x-y)2t41 dy.
Let z = -V2t ; then the second mtegral equals
Vfir The travelling waves p(;), IV(;) with speed (} constructed in Section 3 are facing in opposite directions. It is more convenient to let r = 1 -p so that (1.2) becomes that connects (0, 0) to (1, K 3 ). We do not require for N to be monotone. 
where 
