Abstract. Let M 1 and M 2 be closed, irreducible 3-manifolds.
Introduction
There is an intimate relationship between Heegaard surfaces and handle structures of 3-manifolds. Given any handle structure one may always rearrange it so that handles are added in order of increasing index. After doing this the attaching surface for the 2-handles is a Heegaard surface. Conversely, given a Heegaard surface H one may always find a handle structure for which H is this boundary. Given any handle structure one may produce a new one by introducing a canceling 1-handle/2-handle pair. This transforms the corresponding Heegaard surface of the original handle structure into one of one higher genus. The resulting Heegaard surface is said to have been obtained by stabilization.
Suppose now we have Heegaard surfaces H i in M i , where i = 1 or 2. Then H i appears as the attaching surface for the 2-handles for some handle structure of M i . If ∂M 1 = ∂M 2 = S then we may glue M 1 to M 2 to obtain a 3-manifold M. The handle structures for M 1 and M 2 then glue together to give a handle structure for M which can be rearranged in order of increasing index. The Heegaard surface H which is the attaching surface for the 2-handles of this new handle structure is called the amalgamation of H 1 and H 2 .
The goal of the present paper is to study amalgamations of unstabilized Heegaard splittings when the surface S is a sphere (and hence the manifold M is obtained by connected sum). We also lay the groundwork for the sequel [Bacb] , where we show similar results hold when S is a "sufficiently complicated" torus.
The main result of the present paper is the following [Kir97] ). For a complete resolution of this question one would have to remove the assumption that M i is irreducible.
The main technical tools used here are strongly irreducible [CG87] and critical [Bac02] surfaces (see Section 3). With the single exception of Lemma 3.3 this paper is completely self-contained.
Basic Definitions.
In this section we give definitions of some of the standard terms that will be used throughout the paper. The expert in 3-manifold theory can easily skip this.
A 2-sphere in a 3-manifold which does not bound a 3-ball on either side is called essential. If a manifold does not contain an essential 2-sphere then it is referred to as irreducible.
A loop on a surface is called essential if it does not bound a disk in the surface. Given a surface F in a 3-manifold M a compressing disk for F is a disk D ⊂ M such that F ∩ D = ∂D and such that ∂D is essential on F . If we let D × I denote a thickening of D in M then to compress F along D is to remove (∂D) × I from F and replace it with D × ∂I. A surface for which there are no compressing disks is called incompressible.
Strongly Irreducible and Critical Surfaces
The main technical tools of this paper are strongly irreducible [CG87] and critical [Bac02] surfaces. We define these terms here and state the key lemma.
Definition 3.1. An embedded surface is strongly irreducible if every compressing disk on opposite sides meets at least twice, and there is at least one such disk on both sides.
Note that this definition is slightly non-standard. Usually one only insists that compressing disks on opposite sides intersect at least once. It is a standard exercise to show that this is equivalent to the above definition in all cases except for the genus 1 Heegaard surface in S 3 . The reason for our use of the above definition is that we do not wish to consider this surface to be strongly irreducible.
The following definition of the term critical is significantly simpler, and slightly weaker, than the one given in [Bac02] . We discuss the differences between the old and new definitions in Appendix A.
Definition 3.2. Let H be a compact, orientable, separating surface properly embedded in some 3-manifold. The surface H is critical if the compressing disks for H can be partitioned into sets C 0 and C 1 such that (1) For each i = 0, 1 there is at least one pair of compressing disks In the strongly irreducible case the assertion is a standard result in 3-manifold topology. In the critical case this is precisely the statement of Theorem 5.1 of [Bac02] . Note that the proof of this theorem works for critical surfaces as defined above by making the following substitutions:
(1) Substitute the disks V i and W i (where i = 0, 1) of Definition 3.2 for the disks D i and E i in "Stage 1" of the proof. (2) Use the sets C 0 and C 1 given in Definition 3.2, rather than the sets C 0 and C 1 constructed in "Stage 2" of the proof.
It is worth noting that a new proof of the critical case of Lemma 3.3, using Definition 3.2, appears in the sequel [Bacb] .
Heegaard surfaces
Definition 4.1. A compression body is a 3-manifold which can be obtained by starting with some surface, F , forming the product, F × I, attaching some number of 2-handles to F × {1}, and capping off any remaining 2-sphere boundary components with 3-balls. The boundary component, F × {0}, is referred to as ∂ + . The rest of the boundary is referred to as ∂ − . The lemma now follows as M is obtained from an irreducible 3-manifold by puncturing once. If i is odd then the surface H i is referred to as a thick level. For even i the surface H i is a thin level.
Generalized Heegaard Splittings
We will depict a GHS schematically as in Figure 1 . Often when we do this we will also need to represent compressing disks for thick levels. Examples of this are the curved arcs depicted in the figure.
Definition 5.2. A GHS {H i } is strongly irreducible if each thick level H i is strongly irreducible in the submanifold cobounded by H i−1 and H i+1 . A GHS is critical if there is a unique thick level H i which is critical in the submanifold cobounded by H i−1 and H i+1 , and every other thick level is strongly irreducible.
The loop ∂D ′ divides the sphere S into two disks. The irreducibility of M i then implies that one of these disks, together with D, forms a sphere which bounds a ball in M i . Call this disk D. We now use the ball bounded by D ∩ D ′ to guide an isotopy of S, removing at least one loop of S ∩ S ′ . If S ∩ S ′ = ∅ then the result follows as S ′ lies in a submanifold of M homeomorphic to a punctured, irreducible 3-manifold with boundary S.
where each M i is an irreducible 3-manifold. Let S denote the summing sphere. Then S is isotopic to a component of a thin level of every strongly irreducible and every critical GHS of M.
Proof. Let {H i } be a strongly irreducible or critical GHS of M. Isotope S so that |{S ∩ H i |i is even}| is minimal. Let S ′ denote an innermost disk of S bounded by a loop of {S ∩ H i |i is even}. Then for some odd i the disk S ′ lies in the submanifold M i of M bounded by H i−1 and H i+1 . By Lemma 4.6 the boundary of this submanfold is incompressible. Hence, ∂S ′ bounds a disk D on ∂M i . We then surger the sphere S along the disk D to obtain two spheres, S 1 and S 2 . At least one of these (assume S 1 ) is essential in M. By Lemma 5.3 the sphere S is isotopic to S 1 . But |{S 1 ∩ H i |i is even}| < |{S ∩ H i |i is even}|. We conclude |{S ∩ H i |i is even}| = 0. The assertion now follows from Lemma 4.7.
Sequences of Generalized Heegaard Splittings
We now define an ordering for GHSs, and two operations called weak reduction and destabilization. Any ordering will suffice, as long as each operation produces a smaller GHS, and any monotonically decreasing sequence of GHSs must terminate. The one given here is motivated by [ST94] .
2 , where
where each set is put in non-increasing order, repeated integers are included, and the comparison is made lexicographically.
We now define two ways to get from a GHS which is not strongly irreducible to a smaller one. Suppose S * = {H i } is a GHS. Suppose further that some thick level of S * is not strongly irreducible. That is, for some odd i there are compressing disks D and E on opposite sides of H i which lie in the submanifold of M co-bounded by H i−1 and H i+1 such that |D ∩ E| ≤ 1. Let H D denote the surface obtained from H i by compression along D, and H E denote the surface obtained from H i by compression along E. If D ∩ E = ∅ then let H DE denote the surface obtained from H i by compression along both D and E. There are now two cases, with several subcases:
(
We leave it as an exercise to show that the new sequence thus defined is a GHS. In Case 1 (D ∩ E = ∅) we say the new GHS was obtained from the old one by weak reduction. In Case 2 (|D ∩ E| = 1) we say the new GHS was obtained by a destabilization. Each of these operations is represented schematically in Figure 2 . Note that if the GHS S 1 is obtained from the GHS S 2 by weak reduction or destabilization then
, such that for each k between 1 and n − 1, one of the GHSs, H k or H k+1 , is obtained from the other by a weak reduction or destabilization.
Notation: We will always use subscripts to denote surfaces, superscripts to denote GHSs, and a boldface font to denote an entire SOG. Hence, H j i is the ith surface of H j , which is the jth GHS of the SOG H. If H is a SOG of a 3-manifold, M, then M k i will always denote the submanifold of M cobounded by H 
Reducing SOGs
Definition 7.1. Let H be an embedded surface in a 3-manifold. Let V and W be compressing disks for H on opposite sides such that |V ∩ W | ≤ 1. Then we say the pair (V, W ) is a reducing pair for H. Definition 7.2. Suppose H is an embedded surface in a 3-manifold. Let (V i , W i ) be a reducing pair for H for i = 0, 1. Then we define the distance between (V 0 , W 0 ) and (V 1 , W 1 ) to be the smallest n such that there is a sequence {D j } n j=0 of compressing disks for H where
If there is no such sequence then we define the distance to be ∞.
By "∞" we simply mean some formal symbol for which the statement ∞ > n is true for all n ∈ Z. 
Proof. Let C 0 be the set of compressing disks such that for each D ∈ C 0 there exists an E where the distance between (V 0 , W 0 ) and (D, E) is finite. Let C 1 denote the set of compressing disks for H that are not in C 0 . We claim that the sets C 0 and C 1 satisfy the necessary conditions of Definition 3.2.
Condition 1 is satisfied since the disks V i and W i are in C i . Suppose now D ∈ C 0 , E is a compressing disk on the opposite side as D, and |D ∩ E| ≤ 1. To establish condition 2 we must show E ∈ C 0 .
By definition there is a disk E ′ which meets D at most once such that the distance between (V 0 , W 0 ) and (D, E ′ ) is n, for some n < ∞. We now construct a sequence of disks {E i } m i=0 such that E 1 = E ′ , E m = E, and for all i we have |D ∩ E i | ≤ 1 and
then satisfies the conditions in Definition 7.2, establishing that the distance between (D, E ′ ) and (D, E) is at most 2m + 1. The distance between (V 0 , W 0 ) and (D, E) is then at most n + 2m + 1. We conclude E ∈ C 0 . Assume |E ∩ E ′ | = m. The sequence {E i } is defined inductively as follows:
The result is two disks, at least one of which is a compressing disk for H. Call such a disk E i+1 . It follows from the fact that e ∩ D = ∅ that |E i+1 ∩ D| ≤ 1.
We now define a function δ on maximal GHSs of SOGs.
Definition 7.4. Suppose G k is a maximal GHS of a SOG G. Suppose further that G k−1 is obtained from G k by the weak reduction or destabilization given by the reducing pair (D, E) for the surface G k p , and that G k+1 is obtained from G k by the weak reduction or destabilization given by the reducing pair (
Definition 7.5. If H * and G are a GHS and an SOG of M then let σ H * (G) = {j|G j is maximal in G and
, is then defined to be the ordered set {δ G (G j )|j ∈ σ H * (G)}, where we include repetitions and order in nonincreasing order.
| is precisely the number of times that a maximal GHS of G is equal to G k . This is the justification for the choice of the term "multiplicity set" for m G k (G).
We now define various operations that one can perform on a SOG. Any one of these operations will be referred to as a reduction.
Since G k is maximal in G there is some thick level G 
Assume the latter. There are now three subcases (up to symmetry) depending on whether |D ∩ E| = 0 or 1 and on whether |E
* is the GHS obtained from G k−1 by the reducing pair (D ′ , E) (see Figure 3) . Since H * can also be obtained from G k+1 by the reducing pair (D, E) our substitution has defined a new SOG G ′ . Note that H * is not maximal in G ′ , so the multiplicity set of Figure 4) . Since (E, D ′ ) persists as a destabilization for G k−1 , performing this destabilization on G k−1 yields the GHS, G k+1 . Hence, we have defined a new SOG in which the multiplicity set of G k has gone down.
To see that this is still a SOG, consider the neighborhood of D ∪ E ∪ D
′ . This is a ball, which intersects G k p in a standardly embedded, twice punctured torus. Hence, the D m+1 ) . Now, let G ′ denote the SOG obtained from G by inserting the subsequence {G * , G k } just after G k . Note that the maximal GHS G k appears one more time in G ′ than in G. However, the set m G k (G ′ ) can be obtained from the set m G k (G) by removing the number n and inserting the numbers m and n − m + 1. Under the lexicographical ordering this is a decrease since both of these numbers are less than n. (6) some minimal GHS G k of G is not strongly irreducible. Then there is some weak reduction or destabilization for G k . Let G * denote the result of such an operation. We can now define a new SOG by inserting the subsequence {G * , G k } just after G k .
Lemma 7.6. Any sequence of reducing moves must terminate.
Proof. All reductions but the last reduce the complexity m G k (G) for some maximal GHS G k , at the expense of possibly introducing new maximal GHSs which are smaller. The last reduction only substitutes a minimal GHS with one which is even smaller, without effecting any maximal GHS.
Definition 7.7. If none of the above reductions can be performed on a SOG then it is said to be irreducible. Definition 7.8. A sequence of reductions applied to a SOG is terminal if the final SOG is irreducible.
Lemma 7.9. Every minimal GHS of an irreducible SOG is strongly irreducible.
Proof. The result is immediate from the fact that one cannot apply any reductions of the last type.
Lemma 7.10. Every maximal GHS of an irreducible SOG is critical.
Proof. The fact that every thick level but one is strongly irreducible follows immediately from the fact that one cannot perform any reductions of the first two types. The remaining thick level (the surface G k p in the definition of the reductions) must be critical by Lemma 7.3 since the lack of availability of reductions of types 3, 4, and 5 imply that the distance between (D, E) and (D ′ , E ′ ) is ∞.
The genus of GHSs and SOGs
Definition 8.1. If a GHS G = {G i } 2n i=0 is obtained from H by a sequence of weak reductions then we say H is an amalgamation of G. If H = {G 0 , H 1 , G 2n }, where H 1 is a Heegaard surface, then the amalgamation is full.
Note that the full amalgamation of a GHS is uniquely defined.
Definition 8.2. If {G 0 , H 1 , G 2n } is the full amalgamation of G then we define the genus of G to be the genus of the surface H 1 .
It follows immediately that if G is obtained from H by weak reduction then their genera are equal, and if G is obtained from H by destabilization then the genus of G is smaller than the genus of H.
If S is parallel to a component of a thin level of H then there is an amalgamation of H of the form
Proof. Isotope S to be identical to a component of a thin level of H. Let H i denote the intersection of the surfaces of H with M i . Then H i is a GHS of M i . It follows that the full amalgamation of H 1 is of the form {∅, H 1 , S} and a full amalgamation of H 2 is of the form {S, H 2 , ∅}. Putting these together gives the required amalgamation of H. Definition 8.4. We will refer to the amalgamation of H given by the previous lemma as the S-amalgamation of H.
Note that forming an S-amalgamation involves doing a full amalgamation in M 1 and M 2 . Since each such full amalgamation is uniquely defined it follows that the S-amalgamation is uniquely defined. We illustrate the assertion in the following diagram:
The proof is almost identical to Lemma 7.13 of [Bac02] . If G ′ is an amalgamation of G and H can be obtained from G by a sequence of destabilizations and weak reductions then H can be obtained from G ′ by a sequence of weak reductions and destabilizations. We show now that there is such a sequence in which the destabilizations appear first. Assuming this, let H ′′ denote the GHS which appears after all destabilizations in such a rearranged sequence. As destabilizing a GHS of the form {∅, ·, S, ·, ∅} yields another GHS of the same form, it follows that H ′′ is an S-amalgamation of H. Since S-amalgamation is unique, we conclude H ′′ = H ′ . Suppose that A, B, and C are GHSs such that C is obtained from B by destabilization and B is obtained from A by weak reduction. Then we show that either C is obtained from A by destabilization ( Figure  6 ) or there is a GHS B ′ such that C is obtained from B ′ by weak reduction and B ′ is obtained from A by destabilization ( Figure 5) . In other words, we show that if one ever sees a destabilization after a weak reduction then one can either cancel the weak reduction or switch the order so that the destabilization is first. The result then follows.
Let (D, E) be the reducing pair for a thick level A p of A which corresponds to the weak reduction which yields B. Let (D ′ , E ′ ) be the reducing pair for a thick level of B which corresponds to the destabilization which yields C. Now it is a matter of enumerating all possible cases, and checking the definitions of weak reduction and destabilization. We will do the most difficult (and illustrative) case here, and leave the others as an exercise for the reader.
Let A D , A E , and A DE be the surfaces obtained from A p by compression along D, E and both D and E. The first case of the definition of a weak reduction is when A D = A p−1 , and A E = A p+1 . In this case, B is obtained from A by removing the surface, A p , inserting {A D , A DE , A E } in its place, and reindexing. The matter of reindexing is just for notational convenience, so we may choose to hold off on this for a moment. Hence, for now the surfaces of B are {...,
If D ′ and E ′ are compressing disks for any surface, A j , where j is an odd number not equal to p, then clearly we could have done the destabilization, (D ′ , E ′ ) before the weak reduction, (D, E) (see Figure  5 ). We assume then that D ′ and E ′ are compressing disks for either A D or A E . Assume the former. This case is illustrated in Figure 6 . Proof. Notice that each reduction move either does not change the set of maximal GHSs (just possibly their multiplicity set), or introduces new ones which were obtained from some old one by weak reduction or destabilization. Hence the genus of the maximal GHSs either remains unchanged or goes down.
The Stability Theorem
Definition 9.1. Suppose M 1 and M 2 are 3-manifolds such that ∂M 1 = ∂M 2 = S. Let H i be a Heegaard surface in M i . Then we say a Heegaard surface H in M = M 1 ∪ S M 2 is the amalgamation of H 1 and H 2 if the GHS {∅, H, ∅} is the full amalgamation of the GHS {∅, H 1 , S, H 2 , ∅} of M. Proof. Let F denote the minimal genus common stabilization of H and G in M. It suffices to show that the genus of F is larger than the genus of H. We now build an SOG X = {X i } n i=1 of M as follows.
by weak reduction.
Note that the only maximal GHS of this SOG is {∅, F, ∅}. It follows that genus(F ) = genus(X) We now apply a terminal sequence of reductions to X to obtain the SOG Y. By Lemma 8.7 we know
genus(X) ≥ genus(Y)
By assumption the surface S is parallel to a component of a thin level of every strongly irreducible and every critical GHS of M. By Lemma 7.9 the minimal GHSs of Y are strongly irreducible and by Lemma 7.10 the maximal GHSs are critical. We conclude the surface 
The genus of Z is the maximum among the genera of its GHSs. This immediately implies
We now put everything together: [Bacb] we show that if S is a torus, and M 1 is glued to M 2 by a "sufficiently complicated" homeomorphism (e.g. a sufficiently high power of an Anosov map), then S is isotopic to a component of a thin level of every strongly irreducible and every critical GHS of M 1 ∪ S M 2 . Combining this with Theorem 9.2 and Corollary 9.3 then gives corresponding statements about Heegaard splittings of toroidal 3-manifolds.
Appendix A. The original definition of criticality.
We give here the definition of criticality from [Bac02] and show that it is stronger than the one given in Definition 3.2. In other words, we show that anything that was considered critical in [Bac02] is considered critical here as well. Hence, a result such as Theorem 7.1 of [Bac02] still holds. This result says that in a non-Haken 3-manifold the minimal genus common stabilization of any pair of non-isotopic, unstabilized Heegaard splittings is critical.
One may worry that using Definition 3.2 the main result of [Baca] may be false. This result says that critical surfaces may be isotoped into a normal form with respect to a given triangulation, analogous to the normal form of Kneser [Kne29] and Haken [Hak61] and the almost normal form of Rubinstein [Rub95] . In the sequel [Bacb] we reprove this result using Definition 3.2, in the course of generalizing to the case of properly embedded critical surfaces with non-empty boundary.
The definition of criticality from [Bac02] begins as follows. Let H be a properly embedded, orientable separating surface in a 3-manifold M. If D and D ′ are compressing disks for F , then we say D is equivalent to D ′ if there is an isotopy of M taking H to H, and D to D ′ . Note that it is possible for D and D ′ to be on opposite sides of H. We now define a 1-complex, Γ(H). For each equivalence class of compressing disk for H there is a vertex of Γ(H). Two (not necessarily distinct) vertices are connected by an edge if there are representatives of the corresponding equivalence classes on opposite sides of H which intersect in at most a point. The complex Γ(H) is thus an "isotopyinvariant disk complex" for H. 
