In genetic linkage mapping, the precision of the location estimate depends on both the number ofIndividuals and the number of markers. Convergence rates and limit laws are established for several situations In which the number of markers depends on the sample size. Practical implications of the results are discussed. 
Section 1. Introduction and Summary
This paper explores some asymptotic properties of likelihood-based location estimates of trait susceptibility genes. With the increased resolution of genetic marker maps, mathematical theory which addresses the impact of marker density on the convergence rates of location estimates becomes increasingly relevant. Due to its simplicity and its importance to animal and plant studies, the backcross breeding design is used to develop the theory in this paper. However, the key conclusions established can be extended qualitatively to much more general settings, including the study of human pedigree data, where controlled breeding is not possible. Moreover, it is emphasized that our results apply to genes that may control complex traits-i.e., incomplete penetrance, phenocopy, quantitative phenotype (QTL), etc. Some asymptotic results regarding the log-likelihood function can be found in ref. 1 . The focus there was on hypothesis testing, and the results were developed under the null assumption that no gene is present. Our results are different because we assume that a gene is present, and at issue is the resolution of location estimates.
Section 2 establishes terminology and notation. Section 3, divided into four subsections, contains results on convergence rates and provides limit laws for the log-likelihood function. Depending on the density of the markers, the rate of convergence to the true location ofthe gene can be anywhere between order n-2 and n1, where n is the number ofbred individuals. Section The number of individuals n is referred to as the "sample size" for the backcross experiment.
Consider 1 + e-28 u(8-u). [2] Example: Monogenic disease with incomplete penetrance and phenocopy. Consider a qualitative trait such that an individual i is either affected (yi = 1) or normal (yi = 0). Let Y=O In other words, allele 1 is recessive, Ti is the penetrance, and To is the probability of a phenocopy. An individual with yi = 1 has ei(y) = log[mrP(xi(-y) = 0 jai) + TP(xi(y) = 1 Ia,)]. Fig. 1A plots a realization of ei(y) for such an individual on a chromosome pair oflength 1, under three marker density scenarios with TO = 0.1 and Ti = 0.9. With dense markers, ei(y)jumps at exactly the two crossover points. With nondense markers, the log-likelihood is relatively flat between two adjacent markers that do not recombine. For the same model, Fig. 1B plots the overall log-likelihood curves for data simulated for 20 individuals and with y* = 0.3. Observe that for the nondense cases the log-likelihood at a (nondense) marker location is the same as the dense log-likelihood at that location. However, the dense marker log-likelihood is substantially higher in the neighborhood of the true location, illustrating its superior resolution. Data , Dense markers; ---, markers at intervals of 0.2; ----, markers at y = 0 andy = 1 only.
Section 3. Rates of Convergence
We study the asymptotic behavior ofthe log-likelihood function by considering a number of situations where both n (the sample size) and m (the number of markers) are allowed to vary.
3.1. Dense Markers (8 = 0). With dense markers, as n increases, the likelihood function becomes concentrated in intervals about the true location y* with widths of order n-1.
This can be seen most easily by inspecting the expected log-likelihood ratios between y* and other locations 'y.
The observed data are the vectors of phenotypes and markers-i.e., data = (y, a) where y = {Yi, ... , y*n} and a = {a,, . . . , a"}. The distribution of the data under y* is p(data; y*), while the distribution of the data under an alternative y is p(data; 'y). Clearly i(,y) is zero until it jumps at the first crossover point to the right of y*. Because it has equal chance to be crossing over from xi = 0 to xi = 1 and the reverse, thejump increment has distribution FJ. After this first jump, 4)(y) again remains constant until the next crossover point for that individual. Consider the event that, for all individuals i, there is either 0 or 1 crossover between fy* and y* + (Tin). The probability of this event is 1+ T)e-i] =(1 + [)eT s 1 (as n -oo).
Conditioned on this event, the jump locations of 6(t) within the shrinking window are all first crossovers of different individuals. As a consequence, the jump increments of 6,(t) have common distribution Fj and are independent. The probability of the event approaches 1, and 6(t) converges to a compound Poisson process. Because there are n individuals, the jump locations of the overall log-likelihood function follow a Poisson process with intensity n. Because 6,(t) is rescaled by the factor n, its jump locations have intensity 1. Definition: To the left of y*, define, for 0 c t c T.
n"t = (* -n) -f('*). Proof: From symmetry, 4(t) and f°(t) have the same distribution. Because the crossover process is Poisson, the jump locations of 6(t) and {°(t) are independent. Furthermore, as n -x oo, the probability that for all individuals i there is 0 or 1 crossover in the shrinking window [.y* -(Tin), 'y* + (Tin)] approaches 1. Hence, within the window, crossovers on the left and right of yy* come from different individuals and the jump increments are independent. M We refer to the limit behavior of the scaled log-likelihood function around .y* as a mirror-image compound Poisson process. The jump increments have negative expectations and so the log-likelihood drifts downward away from y*.
The Case with 8 = o(n'1). Suppose the markers are not
dense, but the number of markers m increases at a faster rate than n. The distance between two adjacent markers is 8 = O(m-1) = o(n-1). Denote the m-marker log-likelihood by (8(y), while e(y) continues to be the log-likelihood with dense markers. The key message here is that asymptotically we have essentially the same information as if we had dense markers. One way to establish this is to show that t9('y) is close to e(y) asymptotically (3). An alternative treatment which avoids technical details is taken here. In place of e8(y), we construct a pseudo-log-likelihood t9"('y) which can also be computed using only the marker data. The latter can be interpreted as an estimate of the unobserved e(y).
Let yi and -a + 8 be any two adjacent marker locations. On the scale of 4n(t) and {8*(t) the Skorohod distance is bounded by n8/2. This still goes to zero, as 8 = o(nr1).
Because of the assumption that at each marker interval at most one person has a jump, the result extends to the overall log-likelihood e(y) and (8*(y). e 3.3. The Case with 8 = cn-s, 0 < s < 1. In this subsection, the number of markers is assumed to be fixed or increasing at a rate slower than n. For simplicity, we assume m = ans, where a is some constant and 0 < s < 1. This implies that 8 = cn5s for some constant c. For all n, let Vi and -i + 8 denote the two adjacent markers flanking y*. It is assumed that y* = Vi + a8 for some a which is strictly between 0 and 1 and does not depend on n.
When m is increasing at a slower rate than n, then for large n the log-likelihood of any location outside of the marker interval [Vi, Vi + 8] will become negligible relative to locations within the interval. (This can be shown by using KL distances.) The expected number of individuals who have recombinations between yi and yV + 8 is n8 = cn1-S, which goes to infinity as n goes to infinity. It will be demonstrated that, for s > 0, it is these recombination cases which provide extra resolution within the marker interval. Indeed, ifnr is the We call M(t) an I4 process (for independent and identically distributed interval increments), and we refer to the distribution of Ij(.) as the interval increment distribution. We now construct a specific interval increment distribution. Let with distribution H. The following result is again stated using the scaled log-likelihood ,(t) = evy* + tin) -e(y*).
RESULT 8. Under the conditions that fo(y) and f1(y) are absolutely continuous with respect to each other and 8 = cn-1, as n -a 00, 4,(t) converges weakly under the uniform metric to an I4process with interval increment distribution H.
The limit process in the left window [y* -(Tin), y*] is a mirror image ofthat in the right, and the two are independent.
Collectively, we call the two mirror-image j4 processes the MI 5 process. The proof, which is in ref. 3, is omitted.
Section 4. Discussion
We feel that much has been gained from this mathematical treatment of the problem. A key message which follows from the mathematical results is that the efficient way of gathering information is to have n and m be of comparable sizes, or n = b/8for some constant b. The practical problem of choosing b deserves further exploration.
The actual data collection process is often sequential. After the gene is localized to within one or two (neighboring) marker intervals, data on a new marker in the region are gathered to further narrow down the location. With a sequential design, for 8 to decrease at a rate of 0(n-1) about the true location, the number of markers must increase at a rate of only log(n).
The phenotype distributions are often not known exactly. positive. The scaled log-likelihood is still a mirror-image compound Poisson process around y*, and the maximum likelihood estimate of the gene location is still consistent and converges at a rate of Op(n-1). At worst, the constant of the convergence rate is affected. The problem, however, is that posterior probability intervals can be too wide or too narrow. The situation is different for m = o(n) [or 8 > 0(n-1)]. Here misspecification of the phenotype distributions can lead to bias within the interval containing the gene. There will be convergence to the correct interval, but the extra resolution within the interval is not dependable.
In some cases, fo and fi are only specified up to a parametric form with (nuisance) parameter (3. The profile likelihood Lp(y) = maxpL(y, () is often used in place of the likelihood. Because the entire sample is informative for estimating (, we believe that if the parametric form is specified correctly, one will often get the same convergence as if ( were known. For a polygenic trait (1), one strategy is to search for one gene at a time. If the multiple genes are on different chromosome pairs, all the results still apply with the understanding that the distributions fo and fi incorporate the extra variation caused by genes which lie on chromosome pairs other than the one pair under study. Further work is necessary to understand the situation when two or more genes are on the same chromosome pair.
