Abstract. For a fixed sequence f . = (f n ) of independent identically distributed symmetric random variables with Ef 2 1 = 1, we introduce the notion of K f. -convex Banach space and the notions of (f n )-bounding and (f n )-converging operators acting between Banach spaces. It is shown that the dual of the space of (f n )-converging operators between a Hilbert space and a K f. -convex Banach space admits a precise description in terms of trace duality. The obtained results recover similar formulations for almost summing and γ-Radonifying operators.
Introduction
Given two Banach spaces X and Y , we shall deal with the class of operators u : X → Y which map sequences (x n ) in l weak 2 (X) into series ux n f n which converge in L 2 (Ω; Y ),where (f n ) is a sequence of independent identically distributed symmetric random variables with Ef 2 1 = 1. We shall call these operators (f n )-converging operators and the class of all (f n )-converging operators will be denoted by R (fn) (X, Y ). In the case (f n ) being the Rademacher sequence (r n ) they are called almost summing operators and denoted by Π as (X, Y ) (see [1] ), and for (f n ) being the standard Gaussian sequences (γ n ) they are called γ-Radonifying operators and denoted by R γ (X, Y ).
Our aim is to describe the dual of R (fn) (H, X) for an infinite dimensional separable Hilbert space H. Previous results for finite dimensional Hilbert space and (γ n ) were obtained in [2] . Motivated by these results we introduce the space R dual (fn) (X, H) given by those continuous linear operators v : X −→ H whose adjoint v * ∈ R (fn) (H, X * ). We show that for arbitrary u ∈ R (fn) (H, X) and v ∈ R dual (fn) (X, H), the operator vu : H −→ H is nuclear and the linear functional u −→ tr(vu) is continuous on R (fn) (H, X). In this way R dual (fn) (X, H) is identified with a subspace of R (fn) (H, X) * . We are able to give a complete characterisation of the dual in terms of trace duality only for K f. -convex spaces X (see the definition below). Namely, we show that the equality R (fn) (H, X) * = R dual (fn) (X, H) holds isomorphically in the sense of trace duality if and only if X is K f. -convex. As a corollary of our results we find that the K-convexity of the Banach space X is equivalent to the fact Π as (H, X) * = Π dual as (X, H) (cf. [1] , p. 280) or to the fact R γ (H, X) * = R dual γ (X, H). We do not use the general theory of conjugate operator ideals. Our arguments are based on the study of the dual of the space s 2 [(f n ), X], which is given by sequences (x n ) such that x n f n is convergent in L 2 (Ω, X). We show that this dual space can be represented as s 2 [(f n ), X * ], if and only if X is K f. -convex. The paper is divided into three sections. In the first one we recall the facts that will be used in the sequel and introduce a new notion of (f n )-contractive Banach space (see the definition below) that plays a particular role because it allows us to connect vector-valued sequence spaces with spaces of operators which are (f n )-bounding. The second section is devoted to analysis of the duality for sequence spaces, and in the last section we prove the duality results for spaces of (f n )-converging operators between Hilbert and Banach spaces.
Notation and Auxiliary Results
2.1. Random vector series and (f n )-contractivity. For a given Banach space X the notations l strong p (X) and l weak p (X), 0 < p < ∞ have the same meaning as in [1] . If (Ω, A, P ) is a probability space and X is a Banach space, then L p (Ω, A, P ; X) or, shortly, L p (Ω; X) denotes a ordinary space of X-valued strongly measurable functions ξ : Ω −→ X such that
For a scalar or a vector-valued integrable function f , Ef denotes the integral Ω f dP . Throughout the paper (f n ) will stands for a sequence of independent identically distributed symmetric random variables on (Ω, A, P ) such that Ef 
Notice that b 2 (f n ); X is a Banach space with respect to the norm
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The space s 2 (f n ); X is a closed subspace of b 2 (f n ); X and
and also S 2 (f n ); X is a closed subspace of L 2 (Ω; X). Evidently, s 2 (f n ); X and S 2 (f n ); X are isometric. The cases that have been thoroughly studied correspond to (f n ) being either the sequence (r n ) of Rademacher functions on [0, 1] with the Lebesgue measure or the sequence (γ n ) of independent standard Gaussian random variables on a probability space (Ω, A, P ). We denote the space s 2 (r n ); X by Rad(X) although in the literature the notation Rad(X) is sometimes used for the space S 2 (r n ); X .
Remark 2.1. In general, the sets b 2 (f n ); X and s 2 (f n ); X are different; Actually (see [5] , p. 347-348), b 2 (f n ); X = s 2 (f n ); X if and only if X does not contain a subspace isomorphic to c 0 .
Fix two numbers p, q, X) ) and called the type p constant, (resp. cotype q constant of X).
The spaces of (r n )-type p, (resp. (r n )-cotype q) are called simply type p (resp. cotype q).
for all x 1 , x 2 , . . . , x n ∈ X and n ∈ N, where c 1 = E|f 1 | −1 (see [5] , pp. 323-324). Therefore
Integrating with respect to t, using Fubini's theorem and Minkowski's inequality, we obtain 
for all x 1 , x 2 , . . . , x n ∈ X and n ∈ N. This is an important result of [6] (see Corollary 1.3 and Remark 1.5 (d) of that paper). Remark 2.3. Let us recall that from the Contraction Principle (see [5] , p. 301) we have that
Therefore it follows that if (
We shall need the following stronger contractivity property.
Definition 2.1. A Banach space X is (f n )-contractive if there exists a constant c > 0 such that for any (x n ) ∈ b 2 (f n ); X and any sequence (y n ) in X satisfying
we have that (y n ) ∈ b 2 (f n ); X and
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The infimum of all constants c for which the last inequality holds is called the (f n )-contractivity constant of X and denoted b f. (X).
This new notion will be very relevant for our purposes. It is justified by the following two assertions, first of which is well known (see, e.g., [3] ). Proposition 2.2 (see [7] ). Let X be a Banach space. The following are equivalent:
Converging and bounding operators.
Let us now recall some definitions and notation of the operators to be used later on. Let X, Y be Banach spaces. Let us say that a continuous linear operator
It can be shown in the standard way that a linear operator u : X −→ Y is (f n )-bounding if and only if it is (f n )-summing, i.e., there is a constant c > 0 such that the inequality
holds for all n ∈ N and x 1 , . . . , x n ∈ X. If u ∈ Π (fn) (X, Y ), then the infimum of constants c for which the above inequality holds is denoted by u (fn) and called the (f n )-bounding norm of u.
In [1] , (r n )-converging operators are called almost summing and the corresponding space is denoted by Π as (X, Y ); the norm u (rn) is denoted by π as (u). Therefore in our notations
The (γ n )-bounding operators with the name of γ-summing operators were introduced in [8] ; the notion was discovered independently in [9] . The (γ n )-converging operators sometimes are called γ-Radonifying operators. Already in [8] it is remarked that Π (γn) (H, c 0 ) = R (γn) (H, c 0 ). Remark 2.4. In [1] it is incorrectly stated that Π as (X, Y ) = Π (rn) (X, Y ); in fact, if H is an infinite dimensional Hilbert space, then for a Banach space Y the equality Π as (H, Y ) = Π (rn) (H, Y ) holds if and only if Y does not contain a subspace isomorphic to c 0 (see [10] ).
The notion of (f n )-summing operators, where (f n ) is an arbitrary orthonormal sequence, is introduced and studied in [11] and [12] .
It follows from Remark 2.2 that, in general,
The following result obtained in [1] will be important in further considerations. We formulate it in our notations.
Let us collect some easy relationships between (f n )-summing operators and other well-known classes of operators.
Remark 2.5. Denoting Π p (X, Y ) and Π p,q (X, Y ) the space of p-summing operators and (p, q)-summing operators. An application of Pietsch's domination theorem allows us to get the following observations: 
The last inclusion implies that Y is of cotype 2 (see [3] ).) (d) If we assume (f n ) to be such that
, where β p is the constant appearing in Khintchine's inequality [5] (p. 321).
When dealing with the particular case of X being a separable Hilbert space, much easier descriptions of Π (fn) (H, Y ) can be obtained at least for some spaces Y . To formulate the corresponding result, we need some other notations.
Let X be a Banach space and (e n ) be an orthonormal basis in H. Denote by Π (en) (fn) (H, X), (resp. R (en) (fn) (H, X)), the set of continuous linear operators u : 
We have the following well-known characterisation of (γ n )-bounding and (γ n )-converging operators. 
(γn) (H, X) and the equality
Remark 2.6. In [2] , p. 82, the norm u (γn) denoted by l(u) and it is incorrectly stated that equality (2.4) holds for all u ∈ L γ (H, X) := Π (γn) (H, X).
Remark 2.7. It is interesting to note that if in Proposition 2.3 we replace (γ n ) by (r n ), then the corresponding conclusions (without the equalities for norms) remain valid if and only if X is of finite (Rademacher) cotype (see [7] , Theorem 1.7).
Remark 2.8. It can be shown that if a Banach space X has cotype 2, then X is (f n )-contractive for any sequence (f n ). This assertion will not be used in what follows.
In general, the following assertion is true: 
(fn) (H, X) and there is a constant c 2 such that
Proof. (i)⇒(ii). It is enough to prove that
(H) such that (h n ) w 2 = 1 and denote by B : H → H the norm one operator for which B * e n = h n for all n ∈ N, i.e., Bh = (h|h n )e n .
Observe now that if y n = uh n = uB * e n , then we have
Consequently,
We need to show that (y n ) ∈ b 2 (f n ); X and
According to (ii) we have u ∈ Π (fn) (H, X). Therefore it is sufficient to find (h n ) ∈ l weak 2 (H) such that uh n = y n , ∀n ∈ N. For this we shall use (2.5). There is a continuous linear operator v : H → X such that ve n = y n , ∀n ∈ N. So we have
Observe that
The last inequality implies there exists a continuous linear operator B : H → H such that B ≤ 1 and Bu
X . Also, we can write
So we obtain
Consequently, the (f n )-contractivity constant of X is less than or equal to c 2 .
Corollary 2.1. Suppose X is a (f n )-contractive Banach space, H a separable Hilbert space, and (e n ) a fixed orthonormal basis of H. Then: (H; X) , the series k ue k f k is convergent and therefore we can apply the inequality from Theorem 2.2.
(b) By Theorem 2.2 we have Π (fn) (H; X) = Π (en) (fn) (H; X). Since by our assumption X does not contain a subspace isomorphic to c 0 , we also have R (fn) (H; X) = Π (fn) (H; X) and R (en) (fn) (H; X) = Π (en) (f n) (H; X). So this implies the assertion.
K
f. -convex spaces. Let us introduce now the notion of K f. -convexity of a Banach space X. We use the method of [2] . Fix a natural number n and consider the operator
The following characterisation of K f. -convex spaces can be proved in a standard way.
Proposition 2.4. Let X be a Banach space. The following assertions are equivalent:
(
This proposition implies, in particular, that if X is a K f. -convex Banach space, then S 2 (f n ); X is complemented in L 2 (Ω; X). In [4] it is noticed that if (f n ) is the Rademacher sequence, then the converse is also true. In general, we do not know this. 
This clearly gives
The converse follows from (2.6) and the embedding X ⊂ X * * . (b) Follows from (a). Proposition 2.6. Let X be a Banach space and (g n ) n∈N be an another sequence of independent identically distributed symmetric random variables such that Eg 
Then the following assertions are valid:
(a) For any natural number n we have K g.
, where
.
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Proof. (a) This is, to within notation, a particular case of Lemma 12.6 in [2] .
(b) Follows from (a). (c) Follows from (a) and Remark 2.2 (a). (d) Follows from (c).
Remark 2.9. Consider the following assertions concerning a Banach space X:
It is not difficult to see that (i) ⇒ (ii) ⇒ (iii) (see [1] , p. 260). This already implies that the spaces c 0 , l 1 , L 1 [0, 1] are not K-convex. From this it also follows that if X is K-convex Banach space, then X does not contain a subspace isomorphic to c 0 . An important result of G. Pisier asserts that the implication (ii) ⇒ (i) is also valid (see [1] , p. 260). We shall not make use of this implication in the sequel. It is not difficult to show that any type 2 Banach space is K-convex (see Proposition 2.8 (c)).
convex if and only if X is K-convex.
Proof. (a) By Proposition 2.5 X and X * are both K-convex. Hence Remark 2.9 implies that X and X * do not contain l n ∞ uniformly. Now Remark 2.2 (d) allows us to have the assumptions of Propositions 2.6 satisfied for (f n ) = (r n ) and (g n ) and then (a) follows from Proposition 2.6 (b).
(b) Use part (a) and Proposition 2.6 (d).
Notice that Corollary 2.2 is known for (g n ) = (γ n ) (see [2] , p. 88, where a better estimate
Proposition 2.7. Let X be a Banach space. Then:
(Ω, X * ) and n ∈ N, we can write
From this and Remark 2.2 (a) we obtain
As ξ * is arbitrary, the last inequality implies (a). 
(c) Let us take (x n ) ∈ b 2 (f n ); X and a sequence (y n ) in X satisfying
for all x * ∈ X * . Note first that using (a) and Remark 2.2 (a) we can write
Since X is K f . -convex, according to Remark 2.9 it does not contain l n ∞ uniformly, so by Proposition 2.2, X is (r n )-contractive with the constant C γ 1 (X). This implies
and (c) is proved.
As for the converse of the implication of part (c) in Proposition 2.7, let us observe that c o is (γ n )-contractive while it is not K γ.
-convex or that L 1 (µ) is (r n )-contractive according to Proposition 2.2 but it is not K-convex. Definition 2.3. Let (f n ) be a sequence of independent identically distributed symmetric random variables such that Ef 2 1 = 1 and let 2 < r < ∞. We say that (f n ) is r-regular if lim inf
It is easy to construct r-regular sequences for any r, by using, for instance independent standard Cauchy random variables.
Remark 2.10. It is rather simple to see that condition (2.7) implies
Let us now show that, in general, the notions of K-convex and K f . -convex Banach spaces are different. We have (b) The first part follows from (a) as l p is not of cotype r. The second part is well-known (see, e.g., [5] , p. 322).
Let us present some additional assumption to get the K f. -convexity from the (f n )-contractivity. Proposition 2.8. Let X be a Banach space which is type 2 and (f n )-contractive. Then the following assertions are valid:
(a) For any n ∈ N and
Proof. (a) Put
Then we have
We write (y θ ) = (y 1 , . . . , y 2 n ). Since the above equality holds and X is (f n )-contractive, we can write
Since X is of type 2, it is also of (f n )-type 2 (see Remark 2.2 (b)). We also have
These two inequalites imply (a).
(b) follows from (a) and Remark 2.2 (a).
(c) It is sufficient to show that for any simple function ξ ∈ L 2 (Ω, X) we have
Given a simple function ξ, we can find m ∈ N and x 1 , . . . , x m ∈ X such that
Using now the (f n )-contractivity of X, we have
Since X is of (f n )-type 2, we also have
These two inequalities imply (2.9) and (c) is proved.
Remark 2.11. It follows from Proposition 2.1, Remark 2.2 (b), and Proposition 2.8 (c) that if X is a Banach space of (γ n )-type 2, then X is K-convex.
Duality Results for Spaces of Sequences
Let X be a Banach space and let E be a vector subspace of X N . Denote by
Let us assume that E is a vector space containing the set X N 0 of all sequences with finite support. Then for any fixed (x * n ) ∈ E × let us denote by l (x * n ) the linear functional on E defined by the relation
It is clear that if two sequences (x * n ) and (y *
Fix a natural number n and put
Since n is arbitrary, this inequality implies the assertion. 
. We need to
show that the linear functional l (x * n ) is continuous on b 2 (f n ); X . Now for any natural number n the functional l n on b 2 (f n ); X defined by
is obviously continuous. Since the sequence (l n ) converges to l (x * n ) at any point of b 2 (f n ); X , the Banach-Steinhaus theorem gives the continuity of
can be shown as above.
Fix now a continuous linear map l :
. Take a natural number n and consider the mapping j n : X −→ s 2 (f n ); X defined by the rule: x −→ (0, . . . , x, 0, . . . ), where x is in the n-th place. Evidently, j n is an isometric linear operator. Therefore x * n = lj n ∈ X * .
Let us first show that (x * n ) ∈ s 2 (f n ); X × . Take arbitrary (x n ) ∈ s 2 (f n ); X and fix n ∈ N. Then if α k = sign(x * k (x k )) and y k = α k x k , we have Proof. By Proposition 3.1 (b) there exists (x * n ) ∈ s 2 (f n ); X × such that l = l (x * n ) . The proof will be finished if we show that (x * n ) ∈ b 2 (f n ); X * and (3.3) holds.
Step 1. Fix n ∈ N and consider l n : s 2 (f n ); X −→ R defined by the sequence (x * 1 , . . . , x * n , 0, . . . ). Then, using the contraction principle, it is easy to show that l n ≤ l ∀n ∈ N. (3.4)
Step 2. Put η n = n k=1 x * k f k and take r, 0 < r < 1. Then, since η n ∈ L 2 (Ω; X * ) ⊂ L 2 (Ω; X) * , we can find ξ n ∈ L 2 (Ω; X), ξ n 2 = 1, such that r η n 2 < E(ξ n , η n ) = 
Using this and (3.5), we can write as follows:
Eξ n f k , x * k = l n (Eξ n f 1 , Eξ n f 2 , . . . ).
Now we can use (3.4) and (3.5) and write
Since n and r are arbitrary, the last inequality implies (x * n ) ∈ b 2 (f n ); X * and (3.3) hods.
Our first duality result can be formulated as follows. 
