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Introduction
L’ave`nement des lasers picosecondes puis femtosecondes, depuis une ving-
taine d’anne´es, a, entre autres nombreuses perspectives, ouvert une nouvelle
voie d’e´tude des syste`mes biologiques complexes comme les prote´ines. Dans le
cas de tels syste`mes, en effet, le grand nombre de configurations possibles du
solvant et la re´organisation permanente du syste`me impliquent des temps de
de´phasage de l’ordre de la picoseconde, voire plus courts encore. En exploitant
les deux proprie´te´s remarquables des impulsions de´livre´es par ces lasers, qui
sont leur extreˆme brie`vete´ et leur formidable puissance creˆte, ceux-ci ont permis
d’e´laborer des expe´riences dont les dure´es ultra-bre`ves rejoignent ces e´chelles
de temps, qui sont caracte´ristiques d’innombrables processus microscopiques
participant a` une grande partie des processus biologiques.
En particulier, l’e´tude de la liaison d’un ligand a` une prote´ine re´ve`le d’im-
portantes informations sur les me´canismes d’expression et les fonctions des
prote´ines. Historiquement, et puisque les premiers lasers femtosecondes pre´sen-
taient des spectres centre´s a` 800 nm, l’approche expe´rimentale consistait a`
e´tudier le syste`me biologique par l’interme´diaire des transitions e´lectroniques.
La re´cente mise au point de lasers femtosecondes dans le domaine du moyen-
infrarouge [16, 142] a constitue´ un progre`s conside´rable : en autorisant l’excita-
tion d’e´tats vibrationnels tout en restant dans l’e´tat fondamental e´lectronique,
il est devenu possible d’observer le syste`me dans l’e´tat e´lectronique ou` ont lieu
les processus biochimiques implique´s dans le fonctionnement  normal  de la
prote´ine. En outre, maintenir le syste`me dans l’e´tat e´lectronique fondamental
offre la possibilite´ de comparer les re´sultats expe´rimentaux avec des re´sultats
the´oriques re´cents et sophistique´s, qui utilisent la the´orie de la fonctionnelle de
la densite´ (DFT) pour le calcul de la partie e´lectronique de l’e´nergie du syste`me,
dont une condition ne´cessaire a` l’utilisation est que le syste`me soit, justement,
dans l’e´tat e´lectronique fondamental.
De manie`re ge´ne´rale, deux utilisations distinctes des impulsions femtose-
condes infrarouges peuvent eˆtre envisage´es :
– les e´chelles de temps de l’interaction dipolaire-e´lectrique e´tant infe´rieures
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aux temps de de´phasage vibrationnel, l’emploi d’impulsions femtosecondes
infrarouges permet d’envisager des expe´riences de controˆle  cohe´rent de
l’e´tat quantique du syste`me, par exemple celui de la vibration du CO
[143]. L’approche dite du  controˆle optimal , qui est un cas particulier
d’expe´riences de controˆle cohe´rent, cherche a` de´terminer graˆce a` un al-
gorithme d’optimisation expe´rimentale (de type algorithme a` descente de
gradient, algorithme ge´ne´tique ou autre) le profil optimal d’une impulsion
pour la re´alisation d’un objectif donne´ [44]. Le re´sultat sera ensuite com-
pare´ au profil optimal calcule´ et servira d’e´talon pour la validation des
avance´es the´oriques.
– les impulsions femtosecondes trouvent un riche domaine d’application dans
la spectroscopie, dont l’ambition est de re´ve´ler la conformation structurelle
et la dynamique d’un e´chantillon a` partir de la re´ponse de celui-ci a` une
excitation. L’extreˆme brie`vete´ des impulsions femtosecondes offre alors la
possibilite´ d’exciter et de sonder des processus biochimiques aux e´chelles
de temps ultrabre`ves de´ja` mentionne´es.
Le controˆle optimal et la programmation des impulsions L’approche
du controˆle optimal requiert en ge´ne´ral une forme d’impulsion sophistique´e,
comme le sugge`rent de re´cents travaux the´oriques pour la carboxyhe´moglobine
[95], et qui ne peut eˆtre obtenue qu’a` l’aide d’un dispositif capable de pro-
grammer une forme arbitraire d’impulsion. Aussi, la mise au point de tels ou-
tils, appele´s fac¸onneurs line´aires programmables, posse´dant des caracte´ristiques
techniques adapte´es, est-elle de grande importance pour la re´alisation de ces
expe´riences.
La tre`s grand majorite´ des dispositifs de fac¸onnage programmable sont cons-
truits a` partir d’un dispositif appele´  ligne 4f  combine´ avec un e´le´ment tech-
nologique appele´  masque de phase  invente´e en 1983 [42, 99]. En particulier,
la construction d’un fac¸onneur line´aire programmable ou` le masque de phase est
programme´ a` l’aide d’une technique acousto-optique a e´te´ finalise´e en 1997 par
l’e´quipe de Warren [34]. Quelques anne´es plus tard, en 2006, l’e´quipe de Zanni
a adapte´ cette technologie au domaine du moyen infrarouge [122], et peu apre`s
la premie`re expe´rience de controˆle cohe´rent d’un syste`me vibrationnel dans le
niveau e´lectronique fondamental a e´te´ effectue´e, en 2007 [127].
Paralle`lement a` ces techniques de fac¸onnage a` partir de lignes 4f a e´te´
invente´e en 1997 une technique originale et performante appele´e AOPDF (pour
 Acousto-Optic Programmable Dispersive Filter ), fonde´e sur un me´lange
acousto-optique dans une ge´ome´trie particulie`re[136]. Les principaux avantages
de cette technologie re´sident dans l’absence de pie`ce me´canique, son faible en-
combrement, et la qualite´ du profil spatial de l’impulsion fac¸onne´e, en sortie du
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dispositif. Si la premie`re utilisation de cette technique avait simplement pour
but de compenser l’e´tirement quadratique des impulsions, il a ne´anmoins ra-
pidement e´te´ e´tablis qu’il e´tait possible de programmer une forme arbitraire
d’impulsion [145]. Aujourd’hui, la socie´te´ FASTLITE conc¸oit et commercialise
des AOPDFs dans les domaines de longueur d’onde du visible et de l’UV. Dans
le domaine de l’infrarouge moyen, un premier prototype a e´te´ mis au point en
2010 et a e´te´ caracte´rise´ au LOB, mais dont le rendement e´nerge´tique et la
re´solution restaient insuffisants pour les applications envisage´es [93]. Au cours
de ce travail de the`se, un nouveau prototype de cette technologie a e´te´ e´tudie´
expe´rimentalement.
En termes de me´thode, et afin de mener a` bien ce travail de caracte´risation,
nous avons mis au point une technique de mesure de champ complexe infrarouge,
combinant les avantages d’une me´thode bien connue de mesure de champ com-
plexe par interfe´rome´trie spectrale avec une impulsion de re´fe´rence [89], avec les
avantages d’un spectrome`tre infrarouge original mis au point au LOB en 2005
[79]. La re´solution spectrale de cette technique de mesure de champ complexe
vaut 1 cm−1. Puis, en utilisant cette technique, nous avons e´tudie´ la pre´cision
de la programmation d’impulsions de profils arbitraires par le dispositif. Enfin,
nous avons e´galement propose´ une me´thode originale de mesure de l’ouverture
temporelle d’un fac¸onneur line´aire programmable, et donc de la re´solution spec-
trale.
A l’issue de ce travail de caracte´risation, trois quantite´s repre´sentatives de
la qualite´ des AOPDFs infrarouges seront pre´sente´es :
– une ame´lioration du rendement e´nerge´tique d’un facteur 20 environ
– une re´solution spectrale de 8.3 cm−1, correspondant a` une ouverture tem-
porelle de programmation de 4 ps
– une pre´cision de programmation meilleure que 5%
La spectroscopie bidimensionnelle cohe´rente Au cours de ce travail,
nous avons par ailleurs prolonge´ l’e´tude d’un syste`me ligand-prote´ine constitue´
d’une mole´cule de monoxyde de carbone (CO) lie´e a` une prote´ine d’he´moglobine
(Hb). Pour ce syste`me HbCO, la mole´cule de CO est plonge´e dans un puits de
potentiel vibrationnel largement e´tudie´ auparavant pour son importance phy-
siologique, et dont l’objectif est de de´terminer son profil et les fluctuations.
De manie`re ge´ne´rale, la spectroscopie a` une dimension mesure l’absorp-
tion d’une impulsion infrarouge, cette absorption pouvant e´ventuellement eˆtre
 pre´pare´e  en faisant pre´ce´der l’impulsion infrarouge dont on mesure l’absorp-
tion par une autre impulsion en ge´ne´ral plus intense : ce type de spectroscopie
est appele´ spectroscopie pompe-sonde, et la premie`re impulsion est appele´e im-
pulsion de pompe, tandis que la seconde est appele´e impulsion de sonde. On peut
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citer quelques re´sultats notables issus de cette technique pour ce qui concerne
HbCO : en 1995, l’e´quipe de Robin Hochstrasser a obtenu par spectroscopie
pompe-sonde des re´sultats expe´rimentaux sur la forme et les fluctuations du
puits de potentiel jusqu’au niveau excite´ n = 2 [111]. Puis, en 2004, l’e´quipe
de Manuel Joffre, graˆce a` une technique d’ascension vibrationnelle cohe´rente re-
marquablement simple, a entre autres pu e´tudier la forme du puits de potentiel
jusqu’au niveau excite´ n = 7 [143].
Toutefois, l’interpre´tation du signal expe´rimental unidimensionnel peut eˆtre
rendue difficile par le nombre et la complexite´ des multiples processus micro-
scopiques participant a` l’absorption. Il s’agit donc d’e´laborer des expe´riences
pouvant lever les ambigu¨ıte´s contenues dans un signal unidimensionnel. Ainsi,
la spectroscopie multidimensionnelle, initie´e pour la premie`re fois en spectro-
scopie de re´sonance magne´tique nucle´aire (RMN), est une technique puissante
dont le principe est de mesurer la re´ponse non-line´aire d’un e´chantillon, qui est
une fonction complexe a` plusieurs variables, ce qui revient a` de´composer le si-
gnal selon plusieurs dimensions[63]. La premie`re de´monstration expe´rimentale
optique, exploitant un processus non-line´aire d’ordre deux, a e´te´ mene´e a` bien
en 1996 au LOA [90]. Peu apre`s, la premie`re expe´rience de spectroscopie bi-
dimensionnelle d’un processus non-line´aire d’ordre trois a e´te´ re´alise´e en 1998,
dans le domaine du proche infrarouge [60]. Depuis lors, la spectroscopie bidimen-
sionnelle cohe´rente, e´tendue au domaine du moyen-infrarouge, a de´montre´ son
potentiel en permettant, par exemple, de re´soudre des fre´quences de re´sonance
impossibles a` re´soudre pour des spectres unidimensionnels [46] ou encore en
permettant l’e´tude quantitative de la conformation structurale de petits pep-
tides [17], de la ge´ome´trie de certaines mole´cules [45], ou encore la migration
provoque´e par photodissociation d’un ligand d’un site a` un autre d’une meˆme
prote´ine [18].
D’un point de vue technique, depuis la premie`re imple´mentation expe´rimen-
tale en 1998, l’essentiel des efforts expe´rimentaux a concerne´ l’ame´lioration de
la qualite´ des spectres, la facilite´ d’imple´mentation et l’ame´lioration du rapport
signal-sur-bruit. Comme nous le verrons au cours du manuscript, la qualite´ des
spectres de´pend en grande partie de la pre´cision dans la connaissance du de´lai
et de la phase entre deux impulsions. En outre, un changement de ge´ome´trie
propose´e en 1999 mais re´alise´ en 2007 a permis de simplifier conside´rablement
la mesure de spectres bidimensionnels d’absorption.
Afin de proce´der a` la calibration en de´lai et en phase des spectres, une tech-
nique de traitement nume´rique, introduite en 2001 et dite de  phasing [61],
a alors e´te´ mise au point et est aujourd’hui largement utilise´e pour la calibra-
tion des spectres bidimensionnels apre`s l’expe´rience. Cette technique ne´cessite
l’acquisition d’un spectre pompe-sonde de re´fe´rence avec un excellent rapport
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signal sur bruit. Par ailleurs, afin de pallier une e´ventuelle erreur de calibra-
tion re´siduelle a` l’issue de cette technique, de l’ordre de la femtoseconde, il a
rapidement e´te´ propose´ une ame´lioration de cette proce´dure nume´rique en y
ajoutant une connaissance a priori sur la forme du spectre bidimensionnel com-
plexe, menant a` une pre´cision de calibration de 100 as [73, 3]. Ce raffinement
n’est ge´ne´ralement ne´cessaire que lorsque le processus e´tudie´, essentiellement
des fluctuations d’une meˆme fre´quence de re´sonance, ne´cessite des spectres d’ex-
cellente qualite´. Paralle`lement a` cette calibration post-expe´rimentale, des tech-
niques ont e´te´ propose´es afin de proce´der a` une calibration directe des spectres
bidimensionnels. Actuellement, ces proce´dures n’aboutissent qu’a` une pre´cision
de calibration de l’ordre de la femtoseconde [27, 57].
Enfin, notons que toutes ces proble´matiques de calibration sont d’office
re´solues lorsqu’on dispose d’une technologie permettant le controˆle suffisam-
ment pre´cis des de´lais et des phases de chaque impulsion, autrement dit si l’on
dispose de fac¸onneurs line´aires programmables [134, 51, 103]. Il est possible que
le de´veloppement de tels outils, dont les AOPDFs, en termes de re´solution spec-
trale principalement, participe a` la de´mocratisation de la spectroscopie multi-
dimensionnelle.
Ce travail de the`se a consiste´ en l’ame´lioration d’un spectrome`tre bidimen-
sionnel dans le moyen infrarouge, construit a` partir de notre spectrome`tre infra-
rouge particulier, et qui a de´ja` permis l’observation de spectres bidimensionnels
en valeur absolue (c’est-a`-dire insensible a` une erreur de calibration) en 2007
[104]. Par construction, le spectrome`tre construit au cours de ce travail est
simple, rapide, et offre une excellente re´solution spectrale selon les deux axes
fre´quentiels de 1 cm−1. En outre, ce spectrome`tre fait appel a` une technique
ite´rative ine´dite pour calibrer les spectres automatiquement et avec une pre´cision
infe´rieure a` 100 as. Par ailleurs, une solution tre`s simple et tre`s performante a
e´galement e´te´ mise en oeuvre pour e´liminer la principale source de bruit de
l’expe´rience, provenant de la diffusion des impulsions par l’e´chantillon.
Des premiers spectres d’absorption bidimensionnelle de HbCO a e´te´ extraite
une mesure de la fonction de corre´lation a` deux temps de la vibration CO, qui
est une quantite´ repre´sentative de la dynamique de la prote´ine, et d’apre`s une
me´thode propose´e en 2006 [85, 118]. Puis, la comparaison de cette quantite´ avec
la fonction de corre´lation a` deux temps extraites de re´sultats pre´liminaires de
calculs de spectres issus d’une the´orie de´veloppe´e par une e´quipe collaborant
avec le LOB [37] a abouti a` des re´sultats prometteurs, soulignant l’inte´reˆt de la
spectroscopie bidimensionnelle comme instrument expe´rimental utile a` l’e´tude
de phe´nome`nes complexes encore mal connus.
L’organisation de ce me´moire est articule´e autour de cinq chapitres :
– le chapitre 1 pre´sente et de´veloppe un formalisme simplifie´, qui permet de
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parvenir a` une compre´hension intuitive des me´canismes et des enjeux des
diffe´rentes techniques de spectroscopie non-line´aire. L’objectif principal de
ce chapitre est de de´tailler les apports de la spectroscopie bidimensionnelle
cohe´rente et d’expliquer l’inte´reˆt de la ge´ome´trie choisie, dite  ge´ome´trie
pompe-sonde .
– le chapitre 2 traite de la production et de la de´tection des impulsions femto-
secondes infrarouges. En outre, la construction d’un environnement d’ac-
quisition synchronise´ et en continu de multiples signaux expe´rimentaux
sera de´taille´e. Ce dispositif informatique est spe´cialement conc¸u pour pou-
voir inte´grer facilement de futures expe´riences, telles que des expe´riences
de controˆle optimal avec un algorithme d’optimisation. Nous re´aliserons
une e´tude de´taille´e de notre spectrome`tre original et en mesurerons la
re´solution spectrale.
– le chapitre 3 traite plus spe´cifiquement de la mesure de la phase spec-
trale d’une impulsion infrarouge. Apre`s un examen rigoureux de quelques
me´thodes couramment employe´es, nous introduirons une me´thode origi-
nale, adaptation d’une me´thode bien connue de mesure de champ complexe
a` notre spectrome`tre particulier. Cette technique, nomme´e CPUFTSI, est
particulie`rement adapte´ a` la mesure de champs longs (quelques picose-
condes) et de faible intensite´, et sera donc adapte´e a` la mesure de champs
tre`s fac¸onne´s.
– le chapitre 4 est consacre´ a` l’e´tude expe´rimentale du dispositif de fac¸onnage
line´aire programmable mis au point par la socie´te´ FASTLITE. Les re´sul-
tats de ces mesures valideront l’utilisation de ce dispositif pour la mise en
place future d’expe´riences de controˆle cohe´rent dans HbCO.
– le chapitre 5 de´taillera la construction d’un spectrome`tre bidimension-
nel particulier, de re´solution spectrale ine´dite, et posse´dant la particula-
rite´ de proce´der a` la calibration automatique des donne´es a` une pre´cision
e´galement ine´dite de 100 as. Des mesures pre´liminaires de spectres bidi-
mensionnels de HbCO seront pre´sente´es, discute´es en profondeur, et une
premie`re comparaison, prometteuse mais non de´finitive, avec des re´sultats
the´oriques sera effectue´e.
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Liste des acronymes
CEP (Carrier Enveloppe Phase) : Phase de la fre´quence porteuse d’une impul-
sion par rapport au centre de l’enveloppe.
FTSI (Fourier Transform Spectral Interferometry) : Me´thode de traitement
nume´rique des franges d’interfe´rences spectrales.
R(3)(τ,T, t) : Notation des fonctions re´ponses ordonne´es en temps des expe´-
riences non-line´aires d’ordre 3.
Ξ(3)(τ,T, t) : Notation des fonctions re´ponses syme´trise´es des expe´riences non-
line´aires d’ordre 3.
R
(3)
R (τ,T, t) : Dans la ge´ome´trie BOXCARS (de´tection suivant la direction
−~ka + ~kb + ~kc), fonction re´ponse ordonne´e en temps, rephasante, de´finie sur
le demi-axe τ > 0.
R(3)NR(τ,T, t) : Dans la ge´ome´trie BOXCARS (de´tection suivant la direction
−~ka+~kb+~kc), fonction re´ponse ordonne´e en temps, non-rephasante, de´finie sur
le demi-axe τ < 0.
R(3)PS(τ,T, t) : Dans la ge´ome´trie pompe-sonde, fonction re´ponse ordonne´e
en temps, syme´trise´e par rapport aux deux premie`res impulsions de pompe,
syme´trique en τ .
CPU (Chirped-Pulse Upconversion) : Me´thode de conversion d’un champ in-
frarouge dans le domaine visible par me´lange non-line´aire a` trois ondes avec une
impulsion tre`s e´tire´e.
CPUFTSI (CPU-FTSI) : Me´thode de traitement nume´rique des franges d’in-
terfe´rences spectrales de deux impulsions converties dans le domaine visible par
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CPU.
FROG (Frequency Resolved Optical Gating) : Me´thode de mesure de champ
complexe par l’enregistrement de l’interfe´rogramme traite´ par un algorithme
ite´ratif, ou` le filtre temporel est cre´e´ par effet Kerr.
SHG-FROG (Second-Harmonic-Generation-FROG) : Me´thode FROG ou` le
filtre temporel est cre´e´ par un processus non line´aire quadratique impliquant
une re´plique du champ retarde´e.
SPIDER (Spectral Phase Interferometry for Direct Electric field Reconstruc-
tion) : Technique de mesure d’un champ de phase spectrale auto-re´fe´rence´e ou`
deux re´pliques du champ, se´pare´es d’un de´lai fixe et me´lange´es avec une impul-
sion tre`s e´tire´e, fournissent deux impulsions spectralement et temporellement
se´pare´es dont on analyse les interfe´rences spectrales.
ZAPSPIDER (Zeros-Additional-Phase-SPIDER) : Technique SPIDER, mais
ou` deux re´pliques de l’impulsion e´tire´e, se´pare´es d’un de´lai fixe et me´lange´es
avec le champ a` analyser, fournissent deux impulsions spectralement se´pare´es
et synchrones. L’introduction d’un second de´lai permet ensuite l’analyse des
franges d’interfe´rences spectrales. Adapte´ a` la mesure de champs longs. N’intro-
duit pas de dispersion dans le champ a` analyser.
TEASPIDER (Time-Encoded-Arrangement-SPIDER) : Technique SPIDER,
mais ou` deux re´pliques de l’impulsion e´tire´e, se´pare´es d’un de´lai variable et
me´lange´es avec le champ a` analyser, fournissent deux re´pliques spectralement
se´pare´es et synchrones. Apre`s enregistrement du spectre en fonction du de´lai,
un traitement de Fourier permet d’extraire le champ complexe. Insensible a` la
calibration du spectrome`tre.
AOPDF (Acousto-Optic Programable Dispersive Filter, ou dazzler) : Tech-
nologie de fac¸onnage line´aire programmable par me´lange acousto-optique en
ge´ome´trie coline´aire dans un cristal anisotrope optique et acoustique.
4f-Ge-AOM (4f Ge-Acousto-Optic Modulator) : Technologie de fac¸onnage line´-
aire programmable dans le moyen infrarouge par me´lange acousto-optique en
ge´ome´trie transverse en plac¸ant un modulateur acousto-optique dans le plan de
Fourier d’une ligne 4f.
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Chapitre 1
Impulsions femtosecondes
et spectroscopie
non-line´aire
1.1 Impulsions ultrabre`ves
Cette premie`re partie de´crit en premier lieu les outils mathe´matiques uti-
lise´s pour repre´senter des impulsions ultrabre`ves. Quelques quantite´s simples
et aise´ment interpre´tables en termes physiques seront dans un second temps
extraites, qui serviront tout au long du travail a` une compre´hension intuitive
des expe´riences. Enfin, quelques conside´rations relatives aux de´tecteurs utilise´s
pour mesurer des impulsions ultracourtes me`neront a` une expression formelle
des signaux expe´rimentaux. L’exploitation de la forme de cette expression sera
a` l’origine de la plupart des techniques de mesures.
1.1.1 Notations
En tout point, le champ e´lectrique est une fonction du temps, re´elle, et note´e
~E(~r, t). Pour simplifier les notations, nous conside´rerons dans la suite de cette
partie un champ scalaire, soit une des projections du champ sur un axe d’une
base de l’espace. De meˆme, nous omettrons de mentionner la de´pendance en ~r
mais elle sera sous-entendue. Est associe´e a` ce champ E(t) sa de´composition
sur la base des ondes monochromatiques {e−iωt}, qui est une fonction complexe
E(ω) obtenue par une transforme´e de Fourier [64] :
E(t) = F[E(ω)](t) = ∫ E(ω)e−iωt dω
2pi
(1.1)
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ou` E(ω) est de´fini re´ciproquement par :
E(ω) = F−1[E(t)](ω) = ∫ E(t)eiωtdt (1.2)
Comme le champ e´lectrique est une grandeur re´elle, le champ E(ω) ve´rifie la
relation E(ω) = E(−ω)∗, aussi ce champ E(ω) pourra-t-il se de´duire de sa
connaissance sur le seul demi-axe des fre´quences positives. Ceci justifie qu’on
introduise un champ complexe E(ω), quantite´ minimale ne´cessaire a` la connais-
sance de E(ω), de´fini tel que
E(ω) = 2Θ(ω)E(ω) (1.3)
Ou` Θ(ω) est la fonction d’Heaviside. Aussi le champ e´lectrique s’e´crit-il :
E(ω) =
1
2
(E(ω) + E(−ω)∗) (1.4)
Introduisons le champ analytique E(t), a` valeurs complexes :
E(t) = F[E(ω)](t) (1.5)
Ce champ analytique E(t) est la partie du champ re´el E(t) ne contenant que les
contributions des fre´quences positives. Il est facile de ve´rifier que :
F−1[E(−ω)∗](t) = E(t)∗ (1.6)
Et alors le champ E(t) se de´duit du champ analytique facilement :
E(t) =
1
2
(E(t) + E(t)∗) = <E(t) (1.7)
Pour re´sumer, le champ analytique se de´duit du champ re´el par l’ope´ration
suivante :
E(t)
F−1→ E(ω) 2Θ(ω)−→ E(ω) F→ E(t) (1.8)
Puis, on introduit l’amplitude temporelle |E(t)| et la phase temporelle Φ(t) de
l’impulsion, de´finies telles que :
E(t) = |E(t)|e−iΦ(t) (1.9)
De meˆme, on de´finit l’amplitude spectrale |E(ω)| et la phase spectrale φ(ω) :
E(ω) = |E(ω)|eiφ(ω) (1.10)
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En de´finitive, nous disposons de quatre fonctions re´elles, dont deux dans le
domaine temporel et deux dans le domaine spectral, et qui sont utiles pour
repre´senter les impulsions. Tre`s souvent, on conside`re alors le de´veloppement de
Taylor de la phase spectrale au voisinage de la fre´quence centrale ω0 du spectre,
soit :
φ(ω) = φ(0) + φ(1)(ω − ω0) + φ
(2)
2
(ω − ω0)2 + φ
(3)
6
(ω − ω0)3 + · · · (1.11)
En particulier, le terme φ(2) est appele´ e´tirement, ou de´rive line´aire de fre´quence,
de l’impulsion. Enfin, on de´finit la fre´quence instantane´e (dans le domaine tem-
porel), par la relation :
Ω(t) =
∂Φ
∂t
(t) (1.12)
1.1.2 Retard de groupe et fre´quence instantane´e
A partir du champ complexe, nous allons maintenant formaliser certains des
riches liens qui existent entre des grandeurs de´finies dans l’espace des t ou des
ω, et qui nous seront tre`s utiles par la suite. Nous conside´rerons des champs
normalise´s en e´nergie, tels que∫
|E(t)|2dt =
∫
|E(ω)|2 dω
2pi
= 1 (1.13)
Le point de de´part est de conside´rer que ces fonctions |E(t)|2 et |E(ω)|2 de´fi-
nissent des distributions de probabilite´ sur les axes temporels et fre´quentiels.
Cette remarque ouvre des perspectives en termes d’interpre´tation physique de
certains moments de ces distributions.
Grandeurs lie´es a` la phase spectrale
Soit la valeur moyenne de t, 〈t〉, sur la distribution de´finie par l’intensite´ tem-
porelle, qui repre´sente le barycentre dans le temps de l’impulsion. Sans de´tailler
le calcul, il advient que [64] :
〈t〉 =
∫ +∞
−∞
t|E(t)|2dt (1.14)
=
〈dφ(ω)
dω
〉
ω
(1.15)
Le calcul fait intervenir la fonction τg(ω) =
dφ(ω)
dω , qu’on nomme retard de
groupe. La fonction retard de groupe τg(ω) est une fonction qui a` chaque
fre´quence ω associe un instant d’arrive´e dans le profil temporel de l’impulsion
[99, 64]. L’interpre´tation imme´diate de cette formule est que le barycentre tem-
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porel de l’impulsion correspond a` la moyenne du retard de groupe sur la distri-
bution de´finie par le spectre |E(ω)|2. Lorsque l’impulsion a une phase spectrale
line´aire φ(ω) = τω, alors ce retard de groupe τg(ω) est constant, et vaut sim-
plement le de´lai τ de l’impulsion par rapport a` l’instant t=0. Ce qui se retrouve
d’une autre manie`re :
F−1[E(t− τ)](ω) = eiωτ · E(ω) (1.16)
Toutefois, la phase spectrale peut ne pas eˆtre line´aire, auquel cas les termes
non-line´aires sont responsables d’une distribution non constante des temps d’ar-
rive´e des fre´quences, ce qui influe sur le profil temporel de l’impulsion et, entre
autres, sur sa dure´e. Alors, on peut s’inte´resser a` la variance de la distribution
|E(t)|2, repre´sentative de la dure´e de l’impulsion, on aboutit a` [64] :
∆t2 = ∆t2φ′=0 + ∆τ
2
g (1.17)
ou` la variance du retard de groupe, prise sur la distribution |E(ω)|2 s’e´crit :
∆τ2g = 〈
(dφ(ω)
dω
)2〉 − 〈dφ(ω)
dω
〉2 (1.18)
La variance de l’impulsion temporelle est donc la somme d’un terme minimal,
limite´ par le spectre de l’impulsion, et de la variance du retard de groupe, qui
provient de la partie non-line´aire de la phase spectrale. Cette formule peut eˆtre
illustre´e par un exemple tre`s simple : pour un spectre gaussien, la dure´e de l’im-
pulsion est minimale lorsque toutes les fre´quences du spectre sont synchrones :
dans ce cas, elles interfe`rent plus rapidement de manie`re destructive, donc l’en-
veloppe temporelle est plus fine et l’impulsion plus courte.
Grandeurs issues de la phase temporelle
De meˆme, l’examen des moments de la distribution spectrale d’e´nergie per-
met d’isoler des parame`tres de´crivant l’impulsion. Ainsi, la valeur moyenne 〈ω〉
sur la distribution |E(ω)|2, ou fre´quence centrale, s’e´crit
〈ω〉 =
∫ +∞
−∞
ω|E(ω)|2 dω
2pi
(1.19)
=
〈dΦ(t)
dt
〉
t
(1.20)
(1.21)
ou` le calcul fait apparaitre la fre´quence instantane´e de l’impulsion dans le do-
maine temporel Ω(t) = dΦdt (t). Le lien avec ce qui a e´te´ dit pre´ce´demment est
22
e´vident : la fre´quence instantane´e Ω(t) est la somme (ponde´re´e par la distribu-
tion |E(ω)|2) de toutes les fre´quences dont le retard de groupe vaut t. Toutes
les fre´quences du spectre sont re´parties dans le temps, et a` chaque instant la
fre´quence vaut Ω(t). La moyenne dans le temps de Ω(t) vaut donc la moyenne
des fre´quences, soit ω0.
1.1.3 Quelques cas particuliers utiles
L’impulsion limite´e par transforme´e de Fourier
L’impulsion limite´e par transforme´e de Fourier est le cas particulier d’une
impulsion gaussienne a` phase spectrale line´aire : c’est l’impulsion la plus courte
possible, ou` toutes les fre´quences sont synchrones dans le temps. En effet, le pro-
cessus d’interfe´rences destructives entre les fre´quences spectrales, responsable de
la formation d’une enveloppe limitant la dure´e d’une impulsion, est le plus effi-
cace si ces fre´quences sont synchrones, d’ou` le fait que l’impulsion la plus courte
co¨ıncide avec une phase spectrale line´aire. La fre´quence instantane´e est alors
constante dans le temps et vaut Ω(t) = ω0, la fre´quence centrale de l’impulsion.
Le retard de groupe
Le retard de groupe τg(ω) est une fonction qui a` chaque fre´quence ω associe
un instant d’arrive´e dans le profil temporel de l’impulsion [64].
Impulsion e´tire´e S’il n’y a qu’une seule fre´quence, ω0, ve´rifiant τg(ω) = τ0,
alors le champ E(t) est, au voisinage de τ0, un champ monochromatique oscillant
a` la fre´quence ω0. C’est le cas des impulsions e´tire´es ou` τg(ω) = φ
(1) + φ(2)(ω−
ω0). On trouve que Ω(t) = ω0 +
t
φ(2)
, ce que nous retrouverons par un calcul
rigoureux plus tard, dans le cas d’un e´tirement important.
Impulsion de phase spectrale cubique Si l’impulsion posse`de une phase
spectrale purement cubique :
φ(ω) =
φ(3)
6
(ω − ω0)3 (1.22)
Alors son retard de groupe est syme´trique par rapport a` ω0 :
τg(ω) =
φ(3)
2
(ω − ω0)2 (1.23)
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Donc il existe deux fre´quences spectrales de retard de groupe τ0 :
τg
−1(τ0) = ω0 ±
√
2τ0
φ(3)
(1.24)
Pour une impulsion gaussienne, ces fre´quences ont le meˆme poids et alors la
fre´quence instantane´e est constante et vaut Ω(t) = ω0. Mais dans le temps les
fre´quences sont re´parties par paires de fre´quences synchronise´es, ce qui apparait
sur les diagrammes de Wigner : ce couplage temps-fre´quence particulier a e´te´
utilise´ en microscopie non-line´aire au LOB pour multiplexer dans le temps la
de´tection de signaux de fluorescence [83].
Impulsion a` grande de´rive line´aire de fre´quence
Un cas important pour la suite est celui d’une impulsion gaussienne a` grande
de´rive line´aire de fre´quence. Partons d’une impulsion limite´e par transforme´e de
Fourier, dont le champ analytique s’e´crit :
E(t) = e−iω0t · e− 14
(
t
σt
)2
(1.25)
Ou` σt est la variance de l’intensite´ du champ. Ajoutons maintenant une de´rive
de fre´quence, parame´tre´e dans le domaine spectral par un coefficient φ(2) :
E(ω) = e−
(ω−ω0)2
4σ2ω · e+iφ
(2)
2 (ω−ω0)2 (1.26)
Ou` on a la relation σtσω =
1
2 . Le calcul de E(t) a lieu par transforme´e de Fourier
et donne :
E(t) =
√
σt
σ′t
· e−
1
4
(
t
σ′t
)2
e−iω0t (1.27)
Ou` on de´finit la variance (complexe) σ′t
2
= σt
2 − iφ(2)2 . La phase temporelle du
champ, qui est la partie oscillante, vaut alors :
Φ(t) = ω0t+
φ(2)
2(4σt4 + φ(2)
2
)
t2 (1.28)
Dans le cas d’une impulsion tre`s e´tire´e, ou` φ(2)  σt2, la phase temporelle vaut
alors
Φ(t) = ω0t+
t2
2φ(2)
(1.29)
Et la fre´quence instantane´e vaut Ω(t) = ω0 +
t
φ(2)
, ce qui rejoint le re´sultat que
nous avions trouve´ plus haut de manie`re intuitive.
D’autre part, on peut e´galement calculer la largeur a` mi-hauteur de l’impul-
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sion e´tire´e. Notant ∆t 1
2
(0) la largeur a` mi-hauteur en intensite´ de l’impulsion
limite´e par transforme´e de Fourier, cette dernie`re devient, toujours dans le cas
d’une impulsion fortement e´tire´e :
∆t 1
2
(φ(2)) = ∆t 1
2
(0) ·
√√√√1 + 16(ln2)2φ(2)2
∆t 1
2
(0)4
(1.30)
∆t 1
2
(φ(2)) ≈ 4ln(2) φ
(2)
∆t 1
2
(0)
(1.31)
Dans notre expe´rience, nous ferons appel a` une impulsion fortement e´tire´e. Cette
impulsion est issue d’une impulsion limite´e par transforme´e de Fourier dont la
largeur a` mi-hauteur est de l’ordre de 100 fs, et de spectre centre´ en 800nm
(ω0 = 2355ps
−1). Une de´rive de fre´quence y est ajoute´e, de parame`tre φ(2) =
4ps2. Alors, la largeur a` mi-hauteur de cette impulsion vaut 110ps.
1.1.4 La de´tection d’une impulsion femtoseconde
Au cours de ce qui suit, quelques proprie´te´s des signaux expe´rimentaux pro-
venant des impulsions courtes sont examine´es. Les principes des expe´riences
d’interfe´rome´trie temporelle ou spectrale de´coulent de ces proprie´te´s. En dernier
lieu, un algorithme puissant de mesure d’un champ femtoseconde sera pre´sente´
en de´tail, car il sera largement utilise´ par la suite.
De´tection et signal
De´tection quadratique des impulsions femtosecondes Au cours de nos
expe´riences, les de´tecteurs optiques que nous utiliserons posse`deront une pro-
prie´te´ commune qu’il est utile de pre´senter de`s maintenant. Les de´tecteurs
simples (uniquement a` base de composants e´lectroniques) ont un temps re´ponse
bien trop lent pour e´chantillonner les oscillations optiques rapides (a` 700 nm et
a` 5 µm), aussi le re´sultat d’une mesure e´lectronique au premier ordre est nul.
Les de´tecteurs les plus sensibles sont donc quadratiques en champ, et la mesure
a lieu durant un temps long devant la dure´e d’une impulsion femtoseconde. Le
re´sultat s’e´crit [64] :
S =
∫ ∞
−∞
|E(t)|2dt (1.32)
Seuls les termes de |E(t)|2 stationnaires fournissent un signal dont l’inte´gration
dans le temps est non nulle. De´finissons alors le produit d’intercorre´lation de
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deux fonctions E1 et E2 tel que :
f(τ) =
∫ ∞
−∞
E1(t)E∗2 (t− τ)dt (1.33)
f(τ) =
[E1(t)⊗ E∗2 (−t)](τ) (1.34)
La fonction f est, de manie`re e´quivalente, le produit de convolution entre E1(t)
et E∗2 (−t). Dans toute la suite, on notera ⊗ les produits de convolution. Les
contributions qui participent a` S deviennent alors :
S =
[E(t)⊗ E∗(−t)](0) (1.35)
Le signal de´livre´ par un de´tecteur quadratique lent est l’autocorre´lation du
champ, prise au de´lai nul. Ce signal ne donne acce`s qu’a` l’e´nergie d’une impul-
sion, ce qui est bien insuffisant.
De´tection quadratique de deux impulsions Lorsque le de´tecteur rec¸oit
la somme de deux impulsions E1(t) et E2(t), qu’on suppose retarde´e d’un de´lai τ
par rapport au centre de l’impulsion E1, le signal fournit par ce de´tecteur s’e´crit
en fonction de τ :
S(τ) =
∫ ∞
∞
|E1(t) + E2(t− τ)|2dt (1.36)
Si nous notons S1 et S2 les autocorre´lations, prises en 0, de chacun des deux
champ isole´s, alors le signal total se re´e´crit :
S(τ) = S1 + S2 +
∫ ∞
−∞
E1(t)E∗2 (t− τ)dt+ cc (1.37)
En exprimant ce signal a` l’aide de la fonction f d’intercorre´lation entre les
champs E1 et E2 :
I(τ) = S1 + S2 + f(τ) + f
∗(τ) (1.38)
En conclusion, dans le cas de deux impulsions se´pare´es d’un de´lai τ , un de´tecteur
quadratique lent restitue le terme interfe´rome´trique, stationnaire, sous la forme
de la fonction d’intercorre´lation des deux impulsions prise au point τ . Cette
fonction n’est non nulle que lorsque les supports spectraux des deux impulsions
ne sont pas disjoints [89]. En un point τ choisi, la valeur de la fonction en τ
n’est non nulle que si les deux impulsions se recouvrent temporellement.
Analyse spectrale a` partir du signal de corre´lation
Dans le cas ou` les deux impulsions proviennent de deux re´pliques d’une
meˆme impulsion, l’enregistrement de la fonction S(τ) fournit la fonction d’au-
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tocorre´lation de l’impulsion d’origine. Par transforme´e de Fourier, on obtient le
spectre de celle-ci I(ω) = |E(ω)|2 [49], ce qui ne donne toujours pas acce`s a` la
phase de l’impulsion.
Dans le cas ou` on enregistre cette fonction S(τ) lorsqu’il y a deux impul-
sions diffe´rentes, on obtient un signal naturellement interfe´rome´trique dont la
transforme´e de Fourier s’e´crit :
S(ω) = 2pi(S1 + S2)δ(ω) + E1(ω)E∗2 (ω) + E∗1 (−ω)E2(−ω) (1.39)
Ou` δ(ω) est la distribution de Dirac. Si l’une des impulsions, E2, est connue en
amplitude et en phase, alors cette impulsion sert de re´fe´rence pour la mesure
du champ complexe E1 qu’on peut parfaitement de´terminer par la relation :
E1(ω)E∗2 (ω) = S(ω > 0) (1.40)
Lorsqu’on enregistre la fonction S(τ) en e´chantillonnant selon τ , on effectue de
l’interfe´rome´trie temporelle. Cette me´thode de mesure d’un champ complexe, si
elle offre certains avantages en terme de re´solution, demande un e´chantillonnage
pre´cis selon la variable τ avec une pre´cision interfe´rome´trique, ce qui constitue
un frein a` la re´alisation d’expe´riences plus complexes.
Un algorithme puissant pour retrouver le signal de corre´lation com-
plexe
Une alternative a` l’e´chantillonnage temporel repose sur l’interfe´rome´trie
spectrale [42, 117]. Cette me´thode utilise un spectrome`tre dispersif qui se´pare
spatialement les diffe´rentes composantes spectrales et effectue optiquement,
avant la mesure par les de´tecteurs inte´grateurs, la transforme´e de Fourier de
l’impulsion incidente [64]. On place derrie`re ce syste`me dispersif une barrette
de de´tecteurs, chacun collectant une fre´quence optique. Quand il y a deux im-
pulsions E1 et E2, le signal inte´gre´ par les de´tecteurs s’e´crit :
I(ω) = |E1(ω) + E2(ω)eiωτ |2 (1.41)
I(ω) = |E1(ω)|2 + |E2(ω)|2 + 2<
[E1(ω)E∗2 (ω)e−iωτ ] (1.42)
A l’inverse de l’interfe´rome´trie temporelle, qui isole directement le signal in-
terfe´rome´trique, la transforme´e de Fourier de ce signal contient quatre termes :
g(t) = F[I(ω)](t) = [E1(t)⊗E∗1 (−t)](t)+[E2(t)⊗E∗2 (−t)](t)+f(t−τ)+f∗(−t−τ)
(1.43)
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Il y a donc quatre fonctions de supports temporels diffe´rents, qui sont les auto-
corre´lations de chaque impulsion, et deux fonctions d’intercorre´lation temporelle
complexes. L’objet de cette partie est d’e´tudier les diffe´rents supports dans le
domaine temporel, afin, lorsque cela est possible, d’isoler un des termes d’in-
tercorre´lation temporelle : cette de´marche est le principe de fonctionnement de
l’algorithme FTSI [89], qui constitue un algorithme puissant pour extraire un
de ces termes interfe´rome´triques dans le domaine spectral (la fonction f(t− τ)
ou son conjugue´  renverse´  f∗(−t− τ)).
Deux impulsions courtes Lorsque les deux impulsions sont courtes, de
meˆme dure´e a` mi-hauteur T, chaque terme a un support de largeur environ 3T
[89]. En imposant un de´lai τ > 3T , les termes d’intercorre´lations temporelles
ont des supports disjoints de ceux des autres termes, et alors :
g(t > 3T ) = f(t− τ) (1.44)
A la condition d’imposer un de´lai τ suffisant, le signal g(t) vaut exactement, sur
l’intervalle [3T ;∞], l’intercorre´lation des impulsions (dont le support est contenu
dans cet intervalle). Comme, dans le domaine spectral, un de´lai τ e´quivaut a`
une modulation, des franges spectrales apparaissent sur le spectrome`tre si ce
de´lai est non nul.
Une impulsion courte et une impulsion longue et causale Notons T1 la
dure´e de l’impulsion courte, et T2 la dure´e de l’impulsion longue et causale. Alors
la contrainte τ > 3T2 imposerait un de´lai dont l’inverse pourrait eˆtre infe´rieur
a` la re´solution du spectrome`tre. Cependant, si on a mesure´ inde´pendamment
les valeurs I1(ω) et I2(ω), alors on peut soustraire les autocorre´lations des deux
champs et le re´sultat s’e´crit :
g(t) = f(t− τ) + f∗(−t− τ) (1.45)
Comme l’impulsion est causale, les fonctions d’intercorre´lation ont des domaines
disjoints dans le temps pour τ > 3T1. Alors :
g(t > 3T1) = f(t− τ) (1.46)
Dans ce cas, il n’y a plus besoin d’imposer un de´lai τ long pour isoler chacun
des termes d’intercorre´lation. Ce deuxie`me cas est tre`s inte´ressant expe´rimenta-
lement puisque les expe´riences femtosecondes e´tudient en particulier des phe´no-
me`nes cohe´rents, qui sont responsables de rayonnements de tels champ, longs
et causaux [89].
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Extraction d’un terme de corre´lation Apre`s avoir isole´ le support d’un
terme interfe´rome´trique f(t) dans le domaine temporel, on peut alors le se´lection-
ner en feneˆtrant le signal dans le domaine temporel [132, 89]. Cette ope´ration a
lieu avec l’aide d’une fonction porte que l’expe´rimentateur fournit :
f(t) = Π(t) · g(t) (1.47)
Dans le cas ide´al ou` la transforme´e de Fourier de la fonction porte, Π(ω), est
une distribution de Dirac, on obtient par transforme´e de Fourier inverse :
f(ω) = E1(ω)E∗2 (ω)eiωτ0 (1.48)
Lorsqu’une des impulsions, par exemple E2, est parfaitement connue, nous dirons
qu’elle sert de re´fe´rence a` la de´tection homodyne de l’impulsion signal [89]. Alors
il suffit de diviser le signal par l’impulsion de re´fe´rence et de soustraire la phase
line´aire ωτ0, et on obtient le champ complexe E1(ω). Ce traitement des franges
spectrales par transforme´e de Fourier sera de´signe´ par la suite algorithme FTSI.
Dans la re´alite´, la forme de la fonction porte g(t) doit pre´server au mieux le
signal du bruit a` hautes fre´quences et de la perte de re´solution introduits par
ce feneˆtrage dans le domaine temporel. Nous verrons plus tard qu’un bon com-
promis consiste a` utiliser une feneˆtre hypergaussienne aussi large que possible.
En conclusion, cette partie a permis d’effectuer un bref rappel des outils
mathe´matiques que nous utiliserons pour mode´liser les impulsions et le signal
expe´rimental collecte´ par des de´tecteurs a` temps de re´ponse lent devant la
pe´riode optique. Deux aspects particulie`rement importants sont :
– une impulsion e´lectrique peut, sans perte d’information, eˆtre entie`rement
caracte´rise´e par son champ analytique complexe.
– pour tous nos de´tecteurs, le signal mesure´ peut toujours eˆtre e´crit en terme
de fonction de corre´lation dans le domaine temporel. Lorsque plusieurs im-
pulsions sont utilise´es, cette formulation fait apparaitre des termes d’in-
tercorre´lation des impulsions qui peuvent coder sous forme d’un signal
stationnaire un signal optique rapide.
1.2 Mode`le semi-classique de la re´ponse non-
line´aire
En me´canique quantique, on de´crit habituellement un e´tat pur par un vec-
teur d’e´tat |ψ〉, simple a` manipuler, plutoˆt que par l’ope´rateur de projection
associe´ |ψ〉 〈ψ|, ce qui serait rigoureusement e´quivalent [97]. Dans le cas d’un
me´lange statistique, le vecteur d’e´tat devient une densite´ de probabilite´ de
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vecteurs d’e´tat, complexe a` manipuler, tandis que le projecteur trouve son
e´quivalent statistique dans l’ope´rateur densite´. Deux proprie´te´s importantes de
l’ope´rateur densite´ sont, d’une part, qu’il peut eˆtre formalise´ pour un sous-
ensemble du syste`me (au travers de l’ope´rateur densite´ re´duit), ce qui est par-
faitement adapte´ a` la description de syste`mes quantiques plonge´s dans un en-
vironnement exte´rieur. D’autre part, l’ope´rateur densite´ peut eˆtre formule´ dans
une base telle que la connexion avec la physique classique est imme´diate [101].
L’objet de cette partie est de rappeler quelques e´le´ments de la mode´lisation
de l’interaction laser-matie`re dans le cas d’un me´lange plonge´ dans un envi-
ronnement exte´rieur. On pourra trouver dans la litte´rature une pre´sentation
plus comple`te du mode`le pre´sente´ [64]. Dans cette partie, nous adopterons le
formalisme de Bloch, usant du mode`le des constantes de temps de relaxation
pour de´crire l’e´volution des termes de l’ope´rateur densite´ plonge´ dans un bain
thermique. Par ailleurs, un formalisme de l’e´volution de l’ope´rateur densite´ re-
posant sur l’utilisation des diagrammes de Feynman sera introduit : cette ap-
proche diagrammatique constituera un outil puissant et intuitif pour construire
et comprendre le signal expe´rimental issu d’une expe´rience de spectroscopie
non-line´aire.
1.2.1 Mode`le de Bloch de l’interaction entre une impul-
sion lumineuse et un me´lange statistique de parti-
cules
Le mode`le de Bloch de´crit de manie`re simple l’e´volution de l’ope´rateur den-
site´. Ge´ne´ralement, on note σˆ l’ope´rateur densite´ re´duit d’un me´lange et H0
l’hamiltonien du syste`me isole´. L’e´quation d’e´volution du syste`me s’e´crit :
i~
dσˆ
dt
= [Hˆ0, σˆ] + i~
dσˆ
dt
∣∣∣
relax
(1.49)
Ou`, dans la base des e´tats propres de Hˆ0,
Hˆ0 |n〉 = ~ωn |n〉 (1.50)
On appelle les termes diagonaux de l’ope´rateur densite´ des  populations  et
les termes non-diagonaux des  cohe´rences . Pour un me´lange statistique S
d’e´tats |ψ(s)〉, chacun e´tant ponde´re´ d’une probabilite´ p(s), une cohe´rence σnm
s’e´crit :
σnm =
∑
s
p(s) 〈n| |ψs〉 〈ψs| |m〉 (1.51)
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Ou` p(s) est la probabilite´ que l’e´tat |ψs〉 soit re´alise´. La cohe´rence σnm repre´sente
la corre´lation des projections du me´lange sur les e´tats propres |n〉 et |m〉. Ainsi,
s’il existe une certaine relation de phase entre ces projections pour tous les e´tats
du me´lange, alors la cohe´rence σnm est non-nulle.
Le formalisme de Bloch utilise une mode´lisation tre`s simple du couplage du
syste`me a` un bain thermique graˆce a` l’hypothe`se d’une relaxation exponentielle,
associe´e aux taux de relaxation Γnm. La relaxation est alors responsable d’un
terme d’e´volution dans le temps des cohe´rences qui s’e´crit :
dσnm
dt
∣∣∣
relax
= −iΓnm
(
σnm(t)− σ(0)nm
)
(1.52)
Ou` σ
(0)
nm repre´sente la valeur a` l’e´quilibre de σnm. A chaque composante de
l’ope´rateur densite´ est donc associe´e une fonction de Green Gnm, appele´e aussi
propagateur ou encore re´ponse percussionnelle, solution de l’e´quation diffe´ren-
tielle line´aire d’ordre un a` coefficient constant [64] :
(
i
d
dt
− ωnm + iΓnm
)
σnm = −δ(t)~ (1.53)
Cette fonction Gnm vaut, dans les domaines fre´quentiels et temporels :
Gnm(ω) =
−1/~
ω − ωnm + iΓnm (1.54)
Gnm(t) =
i
~
Θ(t)e−iωnmt−Γnmt (1.55)
Ou` Θ(t) est la fonction d’Heaviside. Par ailleurs, l’interaction laser-matie`re est
repre´sente´e par le hamiltonien dipolaire e´lectrique Wˆ . Dans l’approximation
semi-classique, celui-ci s’e´crit :
Wˆ (t) = −µˆ(t) ·E(t) (1.56)
= −
∑
i
µˆi(t)Ei(t) (1.57)
Ou` les indices i de´signent les axes spatiaux. Nous supposerons dans toute la suite
des champs polarise´s rectilignes selon le meˆme axe, et noterons Wˆ (t) = −µˆE(t),
ou` µˆ est la valeur moyenne du dipoˆle selon la direction de polarisation de E(t).
L’e´quation d’e´volution prend alors la forme :
i~
dσˆ
dt
= [Hˆ0, σˆ] + [Wˆ , σˆ] + i~
dσˆ
dt
∣∣∣
relax
(1.58)
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Et en de´finitive, la solution du syste`me prend la forme ge´ne´rale :
σnm(ω)− σ(0)nm(ω) = Gnm(ω) · F−1
[
E(t)[µˆ, σˆ(t)]
]
(1.59)
σnm(t)− σ(0)nm = Gnm(t)⊗
(
E(t)[µˆ, σˆ(t)]
)
(1.60)
1.2.2 De´veloppement perturbatif en champ e´lectrique et
formulation diagrammatique
La structure de cette e´quation se preˆte particulie`rement bien a` un de´velop-
pement perturbatif de l’ope´rateur densite´ en puissances du champ e´lectrique
E(t). Il est alors de´veloppe´ sous la forme σˆ = σˆ(0) + σˆ(1) + σˆ(2) · · · , ou` chaque
ordre correspond a` une puissance du champ e´lectrique. Alors, en regroupant les
termes de meˆme ordre de grandeur par rapport au champ, il vient [64] :
σ(p+1)nm (t) = Gnm(t)⊗
(
E(t) 〈n| [µˆ, σˆ(p)(t)] |m〉
)
(1.61)
= Gnm(t)⊗
(
E(t)
∑
l
(µnlσ
(p)
lm (t)− σ(p)nl (t)µlm)
)
(1.62)
Ecrit sous cette forme, il apparait qu’un e´le´ment quelconque σ
(p+1)
nm de la matrice
densite´ ne rec¸oit de contribution a` son e´volution que de la part d’e´le´ments de
la matrice densite´ situe´ dans la meˆme ligne ou dans la meˆme colonne. En effet,
pour arriver a` σ
(p+1)
nm , il a fallu partir soit de σ
(p)
nl , soit de σ
(p)
lm .
Dire que l’e´volution de la cohe´rence σnm est dicte´e par la cohe´rence σnl
revient a` dire que l’e´volution de la composante selon |n〉 〈m| de σˆ est dicte´e par
la composante |n〉 〈l| de σˆ : on dit que l’action a lieu coˆte´ bra. Une autre fac¸on de
dire la meˆme chose est de dire que le couplage dipolaire interme´diaire implique´
est µlm, qui couple les e´tats propres |l〉 et |m〉. Comme m de´signe l’indice coˆte´
bra de σnm, l’interaction a lieu coˆte´ bra. A l’inverse, quand l’e´volution de σnm
est dicte´e par σlm, on dit que l’action a lieu coˆte´ ket.
Chaque terme du de´veloppement perturbatif a` un ordre N de la matrice den-
site´ est donc associe´ de manie`re unique a` une se´quence de N e´tapes  e´le´men-
taires , chacune d’entre elles correspondant a` une interaction du champ e´lec-
trique coˆte´ bra ou coˆte´ ket (cf figure 1.1). Ces se´quences d’e´tapes sont dites
 chemins de cohe´rence  [101]. Les diagrammes de Feynman repre´sentent ces
se´quences d’interactions e´le´mentaires et fournissent une approche diagramma-
tique tre`s utile a` la de´composition de l’e´volution de l’ope´rateur densite´ en ordres
du champ e´lectrique.
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Figure 1.1 – Les deux types d’interaction  e´le´mentaire  avec un champ re´el :
une action coˆte´ bra et une action coˆte´ ket de la matrice densite´. Le sens du
temps est code´ par une fle`che verticale de bas en haut. A gauche, interaction
coˆte´ ket : l’e´volution de la cohe´rence σnm est dicte´e par σlm par le biais du
couplage dipolaire e´lectrique µnl entre les e´tats propres |n〉 et |l〉. A droite,
action coˆte´ bra : la cohe´rence σnm rec¸oit une contribution de la cohe´rence σnl
par le biais du couplage dipolaire e´lectrique µlm entre les e´tats propres |l〉 et
|m〉. La re´ponse percussionnelle de σnm est le propagateur Gnm.
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1.2.3 Vers la spectroscopie femtoseconde : approximation
re´sonante et limite impulsionnelle
Approximation de l’onde tournante
En spectroscopie, on e´tudie en ge´ne´ral des signaux re´sonants puisqu’on
cherche des informations sur les niveaux d’e´nergie des syste`mes e´tudie´s. Ceci
le´gitime l’emploi de l’approximation de l’onde tournante (Rotating Wave Ap-
proximation ou RWA) [64] que nous allons introduire pour un syste`me a` deux
niveaux d’e´nergie. D’autre part, comme kBT ≈ 25meV  ~ω10 ≈ 250meV , on
ne´glige la distribution statistique de Boltzmann : l’e´tat au repos du syste`me,
qui est aussi le terme de de´pendance en champ d’ordre nul puisque ce dernier
est encore absent, s’e´crit alors σ
(0)
nm = |0〉 〈0|.
Ecrivons le terme d’ordre un de l’ope´rateur densite´, lorsque le syste`me inter-
agit avec un champ e´lectrique. Le syste`me e´tant compose´ de deux niveaux |0〉
et |1〉, la matrice densite´ est de dimension 2 et le terme d’ordre un s’e´crit :
σˆ(1)(ω) =
(
0 −µ01G01(ω) ·E(ω)
µ10G10(ω) ·E(ω) 0
)
(1.63)
L’approximation RWA consiste a` ne garder dans le calcul de l’ope´rateur densite´
que la partie issue des recouvrements spectraux de E(ω) avec G10(ω) et G01(ω)
[64], ce qui conduit a` :
σˆ(1)(ω) =
(
0 −µ012 G01(ω) · E∗(−ω)
µ10
2 G10(ω) · E(ω) 0
)
(1.64)
Dans le domaine temporel, l’approximation RWA me`ne a` :
σˆ(1)(t) =
(
0 −µ012 G01(t)⊗ E∗(t)
µ10
2 G10 ⊗ E(t) 0
)
(1.65)
Cette approximation sera de`s lors suppose´e ve´rifie´e pour toutes les interactions
par la suite. Examinons comment se transpose dans l’approche diagrammatique
cette approximation RWA.
Une cohe´rence quelconque σnm est associe´e a` une fre´quence ωnm qui peut
eˆtre positive ou ne´gative, ce qui de´termine le support de Gnm(ω). Et alors :
– si ωnm > 0 : E(t) est la partie re´sonante coˆte´ ket, et E∗(t) est la par-
tie re´sonante coˆte´ bra. On parle alors d’absorption (cela ne signifie pas
ne´cessairement une absorption en e´nergie)
– si ωnm < 0 : E∗(t) est la partie re´sonante coˆte´ ket, et E(t) est la partie
re´sonante coˆte´ bra. De meˆme, on parle de diagrammes d’e´mission.
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On peut alors enrichir les diagrammes de Feynman de telle sorte qu’ils illustrent
e´galement les interactions e´le´mentaires re´sonantes, comme le re´sume la figure
1.2 : Ge´ne´ralement, la partie re´sonante est repe´re´e par son vecteur d’onde, ±~k
(a) (b) (c) (d)
Figure 1.2 – Pour une fonction Gnm, le signe de ωnm permet de se´lectionner les
contributions re´sonantes : si ωnm > 0, les diagrammes (a) et (c) sont re´sonants.
Si ωnm < 0, les diagrammes (b) et (d) sont re´sonants.
(le champ complexe s’e´crit E(t)ei~k~r), ce qui permet d’associer une direction de
propagation au champ complexe qui interagit efficacement. Ce formalisme des
diagrammes de Feynman permet de de´terminer facilement la liste des chemins
de cohe´rence re´sonants qui contribuent a` une cohe´rence arbitraire, pour un ordre
en champ optique choisi.
Approximation impulsionnelle
Une dernie`re approximation couramment utilise´e est l’approximation im-
pulsionnelle, qui fait l’hypothe`se d’une impulsion infiniment courte. Elle est
the´oriquement inte´ressante en ce qu’elle est la limite the´orique recherche´e au
travers de l’usage d’impulsions femtosecondes car le signal ge´ne´re´ serait alors
directement la re´ponse impulsionnelle associe´e a` la fonction G sonde´e. Soit un
champ E(t) ve´rifiant cette condition, qui arrive a` l’instant τ et muni d’une CEP
φ 1, auquel cas le champ analytique s’e´crit E(t) = δ(t−τ)eiφ, on obtient a` l’ordre
1. La CEP, pour  Carrier Enveloppe Phase , est la phase a` l’origine de la porteuse
par rapport au centre temporel de l’enveloppe. C’est donc le terme de phase constant dans
l’e´criture de la phase spectrale d’une impulsion.
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un :
σˆ(1)(t) =
(
0 −µ012 G01(t− τ)e−iφ
µ10
2 G10(t− τ)eiφ 0
)
(1.66)
En conclusion, l’interaction non-line´aire entre une impulsion e´lectrique et un
syste`me quelconque peut se de´crire sche´matiquement en une liste de chemins
de cohe´rence complexes re´sonants [55, 67]. Il est important de noter que pour
chaque chemin de cohe´rences, il existe un chemin syme´trique (c’est-a`-dire faisant
appel aux parties analytiques conjugue´es de chaque terme du champ et inver-
sant les roˆles des bra et ket), assurant que la re´ponse totale du syste`me reste
finalement re´elle. L’inte´reˆt des diagrammes de Feynman est par ailleurs double :
outre que ceux-ci offrent un moyen simple et rapide de calculer l’e´volution d’une
cohe´rence choisie, la repre´sentation des re´sonances en vecteurs d’onde permet
une interpre´tation imme´diate en terme de direction d’e´mission des diffe´rentes
contributions non-line´aires, ce que nous abordons dans le paragraphe suivant.
1.2.4 Directions de propagation des champs non-line´aires
rayonne´s
Jusque-la`, par commodite´, le terme de de´pendance spatiale du champ exci-
tateur E(t) a e´te´ omis pour ne pas surcharger les notations. En effet, la phase
spatiale du champ excitateur n’a pas d’effet sur le calcul de la matrice den-
site´ et il suffit, pour en tenir compte, de remplacer chaque terme E(ω) par
E(ω)ei~k(ω)~r+iφ dans le calcul de la matrice densite´ en chaque point du milieu,
ou` φ est la CEP du champ. D’autre part, nous n’avons jusque la` obtenu l’ex-
pression que de l’ope´rateur densite´. Les signaux expe´rimentaux proviennent,
eux, du champ rayonne´, lui-meˆme cre´e´ en chaque point par la polarisation dont
l’expression est, par de´finition de l’ope´rateur densite´ :
P (t) = N ·Tr(σˆµˆ) (1.67)
Ou` N est le nombre de syste`mes individuels conside´re´s.
Plac¸ons-nous en un point ~r fixe´, et se´lectionnons un ordre n dans le de´velop-
pement perturbatif de l’ope´rateur densite´. D’autre part, choisissons une cohe´-
rence σ
(n)
ij dont nous supposons qu’elle participe effectivement a` la polarisa-
tion d’ordre n, P (n)(ω). A σ
(n)
ij est donc associe´e une liste de k chemins de
cohe´rence. Soit p un de ces chemins : celui-ci est compose´ d’une liste de n
termes e´le´mentaires re´sonants comprenant des termes {Ej(ω)ei~kj(ω)~r+iφj}j et
des termes {E∗j (ω)e−i~kj(ω)~r−iφj}j , ou` ~kj repre´sente le vecteur d’onde associe´ au
champ conside´re´, dans l’hypothe`se ou` le champ est la superposition de plu-
sieurs champs pouvant e´ventuellement se propager dans diffe´rentes directions.
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La phase acquise lors du chemin p s’e´crit donc :
φp(ω, z) =
n∑
j=1
(j)
[
~kj~r + φj
]
(1.68)
Ou` (j) vaut ±1 selon que l’interaction e´le´mentaire est re´sonante avec Ej ou E∗j
[43].
Or, le champ e´lectrique rayonne´ total d’ordre n est constitue´ de la somme
des champs rayonne´s d’ordre n depuis chaque point du milieu. Dans le cas du
chemin de cohe´rence p, la condition d’accord de phase imposera que la contri-
bution correspondante au champ rayonne´ se propage selon le vecteur d’onde
~k =
∑
j j
~kj . Il est donc tre`s important de remarquer que les diffe´rentes contri-
butions au dipoˆle non-line´aire d’ordre n ont des directions de propagation a
priori diffe´rentes. Les diagrammes de Feynman sont donc e´galement des outils
capables de se´lectionner les cohe´rences participant au rayonnement d’un signal
non-line´aire dans une direction choisie.
1.2.5 Conside´rations sur la non-line´arite´ en champ et in-
troduction a` la spectroscopie non-line´aire
Hypothe`ses sur le syste`me e´tudie´
Nous avons jusque-la` e´voque´ un traitement en puissance d’un champ e´lec-
trique E(t) sans nous inte´resser a` ce qu’il pouvait recouvrir. Ce champ E(t) peut
ainsi eˆtre une impulsion unique assez intense pour exciter une non-line´arite´ ins-
tantane´e (comme l’absorption a` deux photons, par exemple), mais il peut aussi
eˆtre, par exemple, la somme de champs diffe´rents E(t) = Ea(t) + Eb(t). Alors,
le de´veloppement en puissance du champ fait apparaitre des termes diffe´rents :
E2(t) = E2a(t) + E
2
b (t) + 2Ea(t)Eb(t) (1.69)
Les termes issus de produits de champ de la forme Ea(t)Eb(t) sont a` l’ori-
gine du signal recherche´ en spectroscopie non-line´aire. D’autre part, et comme
nous allons aborder la description des expe´riences de spectroscopie non-line´aire,
nous allons fixer quelques hypothe`ses re´alistes ayant trait au syste`me physique
sonde´ par nos expe´riences. Nous supposons un syste`me de trois niveaux d’e´nergie
{|0〉 , |1〉 , |2〉}, dont l’e´cart en e´nergie est approximativement constant ω10 ≈ ω21.
D’autre part, les champs E(t) sont des impulsions de spectre centre´s en ω0 et
couvrant les re´sonances du syste`me mais trop e´troits pour exciter directement
ω20 : ∆ω  2ω0 (cf figure 1.3).
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Figure 1.3 – Re´sume´ des approximations : le laser est re´sonant avec les tran-
sitions ω10 et ω21, mais n’est pas re´sonant avec la transition ω20.
Calcul de l’ope´rateur densite´ a` l’ordre deux
En guise d’exemple introductif a` la spectroscopie, et pour illustrer l’inte´reˆt
des diagrammes de Feynman, soumettons ce syste`me a` trois niveaux a` une
se´quence de deux champs femtosecondes, Ea(t) et Eb(t), se´pare´s d’un de´lai
τ et suppose´s infiniment courts. Dans le domaine temporel, l’expe´rience est
repre´sente´e sur la figure 1.4. Comme mentionne´ pre´ce´demment, la premie`re
Figure 1.4 – Syste`me excite´ par une se´quence de deux impulsions faibles, infi-
niment e´troites, se´pare´es d’un de´lai τ .
e´tape est de lister tous les chemins (re´sonants) de cohe´rence possibles pour
deux impulsions. Le re´sultat est illustre´ dans la figure 1.5 :
1. depuis l’e´tat |0〉 〈0|, une premie`re interaction coˆte´ ket ne peut mener qu’a`
la cohe´rence σ10, re´sonante avec Ea. Puis l’interaction avec le champ Eb
peut :
– avoir lieu coˆte´ bra, auquel cas elle ne peut mener qu’a` σ11 et elle est
re´sonante avec E∗b (cas a).
– avoir lieu coˆte´ ket. Et alors on peut :
– monter a` la cohe´rence σ20, l’interaction est alors re´sonante avec Eb
(cas b)
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– redescendre a` la population σ00, auquel cas le processus est re´sonant
avec E∗b (cas c)
2. on effectue le meˆme raisonnement dans le cas ou` la premie`re interaction
est effectue´e coˆte´ bra pour trouver les cas d, e, et f.
Figure 1.5 – Liste des transitions re´sonantes a` l’ordre 2 pour un syste`me a` trois
niveaux, suppose´ a` l’e´tat fondamental au repos.
Les termes de la matrice densite´ se lisent alors directement dans les dia-
grammes. Il y a deux termes de population, re´els, diagonaux et qui ne parti-
cipent pas au rayonnement dipolaire car leur propagateur n’est pas une fonction
oscillante :
– les diagrammes c et e sont les composants de σ
(2)
00
– les diagrammes a et d sont les composants de σ
(2)
11
Il ne reste alors que deux diagrammes, (b) et (f), qui peuvent e´ventuellement
participer au rayonnement d’un dipoˆle d’ordre 2.
σ
(2)
20 (t) =
1
4
µ10µ21G20 ⊗
[
Eb(G10 ⊗ Ea)
]
(1.70)
σ
(2)
02 (t) =
1
4
µ01µ12G02 ⊗
[
E∗b (G01 ⊗ E∗a)
]
(1.71)
(1.72)
Nous avons jusque-la` effectue´ un calcul ge´ne´ral. Dans le cas cependant ou` µ20 =
µ02 = 0, ce qui sera le cas de nos syste`mes vibrationnels, le dipoˆle rayonne´ est en
de´finitive nul (puisqu’alors Tr(µˆσˆ) = 0). Ce calcul permet de mettre en valeur
qu’il faut deux interactions avec le champ pour influer sur les populations. Ceci
rejoint le fait que l’absorption est quadratique en champ et line´aire en intensite´.
Par ailleurs, il de´montre par un exemple simple (qui n’est pas celui de notre
expe´rience) que l’usage de l’approche diagrammatique facilite grandement les
calculs.
En conclusion, la re´ponse non-line´aire d’un milieu quelconque a` une impul-
sion e´lectrique peut toujours eˆtre de´veloppe´e en puissance du champ excita-
teur total, ce qui permet de classer les contributions expe´rimentales en fonction
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de l’ordre de non-line´arite´. Par ailleurs, le champ excitateur peut eˆtre la su-
perposition de plusieurs champs, comme c’est le cas dans les expe´riences de
spectroscopie multidimensionnelle, et le formalisme est donc adapte´ a` la des-
cription de celles-ci. En outre, nous avons pre´sente´ au cours de ce paragraphe
un outil tre`s utile, les diagrammes de Feynman, pour construire et interpre´ter
les re´sultats d’une expe´rience de spectroscopie non-line´aire. Cet outil sera uti-
lise´ par la suite pour l’e´tude de notre expe´rience de spectroscopie bidimension-
nelle cohe´rente en ge´ome´trie pompe-sonde. Notons toutefois que le formalisme
pre´ce´dent a e´te´ de´veloppe´ dans l’hypothe`se ou` chaque cohe´rence posse´dait un
propagateur inde´pendant des autres : cette hypothe`se, qui de´coule directement
de la formulation du proble`me dans le cadre du mode`le de Bloch, constitue la
limite de validite´ the´orique de ce formalisme.
1.3 Re´ponses line´aires et non-line´aires
La partie pre´ce´dente de´crivait la construction d’une re´ponse non-line´aire pas
a` pas, comme somme de chemins de cohe´rence. Les fonctions non-line´aires obte-
nues re´sultaient de calculs effectue´s dans le mode`le de Bloch. Le point de vue in-
verse consiste a` introduire une fonction re´ponse non-line´aire globale, posse´dant
des proprie´te´s macroscopiques (de causalite´ etc) qui bien souvent suffisent a`
de´crire les enjeux d’une expe´rience sans avoir a` plonger dans la complexite´ du
calcul. Au cours des lignes qui suivront, le formalisme de la cre´ation d’une pola-
risation induite par un champ e´lectrique sera pre´sente´. Comme dans le reste du
manuscrit, nous ne´gligerons toute influence de la polarisation et ne conside´rerons
que des champs scalaires E(t).
1.3.1 Re´ponse line´aire d’un milieu a` un champ e´lectrique
Filtre line´aire ge´ne´ral
Sous les seules hypothe`ses de localite´, d’homoge´ne´ite´, et de line´arite´ de l’in-
duction par rapport au champ E(~r, t), la polarisation induite par ce champ
s’e´crit [151, 64] :
P (~r, t) = 0
∫ ∞
−∞
R(t, t′)E(~r, t′)dt′ (1.73)
Ainsi, au point ~r, l’induction d’une re´ponse dans le milieu n’est pas un processus
instantane´ et le dipoˆle de´pend du de´roulement ante´rieur du champ E(~r, t). La
fonction R(t, t′) est appele´e la re´ponse impulsionnelle et de´pend a` priori de deux
temps t et t’, dont le premier correspond a` l’instant d’observation et le second
a` l’instant d’excitation.
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Cas du filtre invariant par translation dans le temps
Si le syste`me est suppose´ invariant par translation dans le temps, ce qui
signifie qu’un champ de´cale´ dans le temps E(t−τ) donne lieu a` une polarisation
P (t− τ), et qu’on invoque le principe de causalite´ qui interdit qu’un signal soit
cre´e´ avant que E(t) n’atteigne le lieu ~r ou` a lieu l’interaction, alors la polarisation
devient [64] :
P (~r, t) = 0
∫ ∞
0
R(τ)E(t− τ)dτ (1.74)
Le milieu, mode´lise´ par une re´ponse percussionnelle R(t), n’a alors plus d’horloge
propre, sa re´ponse est de´clenche´e par le champ E(t) et constitue, en ce sens,
un syste`me passif [151]. Dans le domaine fre´quentiel, cela conduit a` de´finir la
fonction de transfert d’un filtre line´aire passif tel que :
P (ω) = 0χ(ω) ·E(ω) (1.75)
Ou` χ(ω) = F−1R(t). Ce formalisme est le formalisme ge´ne´ral d’un filtre line´aire
stationnaire (invariant par translation dans le temps) et causal. Il constitue une
description mathe´matique de tre`s nombreuses situations que nous rencontrerons
au cours de ce travail.
1.3.2 Re´ponses non-line´aires d’un milieu a` un champ e´lec-
trique
La re´ponse non-line´aire formelle d’un milieu a` un champ e´lectrique peut
eˆtre aborde´e de deux fac¸ons diffe´rentes, selon qu’on conside`re une re´ponse non-
line´aire syme´trise´e ou non syme´trise´e. Ces deux approches sont parfaitement
e´quivalentes et recouvrent la meˆme physique, c’est-a`-dire qu’elles repre´sentent
au niveau macroscopique exactement les meˆmes processus d’interactions micro-
scopiques.
Re´ponse non-line´aire syme´trise´e
La de´marche du paragraphe pre´ce´dent peut eˆtre transpose´e au cas d’une
polarisation n-line´aire en plusieurs champs incidents sans proble`me. Dans le cas
d’un syste`me n-line´aire en champ e´lectrique, et sous hypothe`se que la re´ponse
n’est pas instantane´e, mais continue d’obe´ir au principe de causalite´, la polari-
sation induite prend la forme ge´ne´rale [21] :
P (n)(t) = 0
∫
dτ1 . . .
∫
dτnΞ
(n)(τ1, . . . , τn)E1(t− τ1) . . . En(t− τn) (1.76)
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Ou` la fonction Ξ(n) est dite fonction re´ponse syme´trise´e et s’annule de`s lors
qu’un de ses arguments est infe´rieur a` 0. La syme´trisation de cette fonction est
construite autour du principe qu’elle doit eˆtre invariante par permutation des
champs e´lectriques. Ainsi, si un proce´de´ de calcul permet de construire plusieurs
contributions diffe´rentes au dipoˆle, et que chacune de ces contributions provient
d’une certaine combinaison expe´rimentale d’impulsions, alors la fonction re´ponse
Ξ(n) est la moyenne de ces termes pour toutes les permutations de ces meˆmes
champs [21, 107].
Il est associe´e a` cette fonction re´ponse symme´trise´e son e´quivalent dans le
domaine fre´quentiel, de´fini tel que :
P (n)(t) = 0
∫
. . .
∫
Ξ(n)(ω1, . . . , ωn)E1(ω1) . . . En(ωn)
e−i(ω1+...+ωn)t
dω1
2pi
. . .
dωn
2pi
(1.77)
La fonction Ξ(n)(ω1, . . . , ωn), transforme´e de Fourier inverse de Ξ
(n)(τ1, · · · , τn),
correspond en fait, dans le cas ou` on regarde la polarisation, a` la susceptibilite´
non-line´aire. Ge´ne´ralement, on note plutoˆt Ξ(n)(−∑n1 ωi;ω1, . . . , ωn) afin de
mettre en valeur que la fre´quence ge´ne´re´e vaut −∑n1 ωi [21].
Re´ponse non-line´aire ordonne´e en temps
Par de´finition, les expe´riences de spectroscopie multidimensionnelle femto-
seconde dans le domaine temporel e´chantillonnent la re´ponse non-line´aire d’un
milieu a` une se´quence d’impulsions parame´tre´e par l’expe´rience : il est donc utile
de de´finir une re´ponse non-line´aire, issue d’un sous-ensemble des permutations
du paragraphe pre´ce´dent, qui soit mieux adapte´e a` l’expe´rience.
Le calcul de la re´ponse non-line´aire d’un milieu a` une se´quence d’impul-
sions est un calcul de propagation de l’ope´rateur densite´ et s’apparente a` un
syste`me d’e´quations diffe´rentielles d’ordre un a` coefficients non-constants, qui
ne posse`de pas de solution analytique simple. Le re´sultat, dans le cas ge´ne´ral,
peut ne´anmoins eˆtre exprime´ sous la forme d’un de´veloppement en se´rie : dans
les calculs de spectroscopie, cette se´rie est appele´e exponentielle ordonne´e en
temps [101]. Se´lectionner un terme de cette se´rie est e´quivalent, formellement,
a` se´lectionner un ordre en puissance du champ e´lectrique. Le terme d’ordre n
de cette se´rie correspond a` la re´ponse non-line´aire d’ordre n du milieu pour la
se´quence d’impulsions conside´re´e, et donc a` une des contributions a` la fonction
syme´trise´e Ξ(n).
Le formalisme des fonctions re´ponses non-line´aires ordonne´es en temps a
e´te´ approfondi et popularise´ dans le domaine de la spectroscopie non-line´aire
par Shaul Mukamel [101] : ce formalisme de´crit la ge´ne´ration du dipoˆle non-
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line´aire pour une se´quence donne´e d’impulsions, c’est-a`-dire qu’il de´crit directe-
ment le signal expe´rimental. Dans le cas du mode`le de Bloch, les diagrammes de
Feynman permettent justement d’e´crire ces fonctions non-line´aires ordonne´es en
temps. En admettant en plus l’approximation impulsionnelle, les diagrammes de
Feynman offrent la possibilite´ d’e´crire analytiquement une fonction non-line´aire
ordonne´e en temps arbitraire, l’e´quation de propagation e´tant devenue a` coeffi-
cients constants dans cette approximation.
Cette fonction re´ponse non-line´aire e´tant le re´sultat de la propagation d’un
hamiltonien, l’inte´reˆt d’une telle formulation est d’ajuster un hamiltonien pa-
rame´tre´ a` sa re´ponse non-line´aire expe´rimentale, et d’en de´duire ainsi des infor-
mations quantitatives. Dans le cas ide´al d’une expe´rience ide´ale (approximation
impulsionnelle), ce dipoˆle re´sulterait d’une succession de re´ponses impulsion-
nelles, chacune d’entre elles e´tant e´chantillonne´e dans le domaine temporel par
la spectroscopie multidimensionnelle dans le domaine temporel.
Pour une expe´rience fixe´e (ge´ome´trie, ordre des impulsions, profil spectral et
polarisation), le dipoˆle induit prend la forme tre`s ge´ne´rale [101] :
P (n)(t) = 0
∫
dτ1 . . .
∫
dτnR
(n)(τn, . . . , τ1)E1(t− τ1 − . . .− τn) . . . En(t− τn)
(1.78)
Ou` R(n) est une fonction spe´cifique a` l’expe´rience et contient en ge´ne´ral plusieurs
contributions R
(n)
i . Par de´finition, cette fonction s’annule de`s que l’un de ses
arguments est ne´gatifs, ce qui impose que les interactions avec le champ soient
ordonne´es chronologiquement, avec E1(t− τ1 . . . τn) interagissant en premier et
En(t − τn) en dernier. Dans le domaine spectral, la re´ponse non-line´aire est
de´finie telle que :
P (n)(t) = 0
∫
. . .
∫
R(n)(ω1 + . . .+ ωn, . . . , ω1 + ω2, ω1)E1(ωn) . . . En(ω1)
e−i(ω1+...+ωn)t
dω1
2pi
. . .
dωn
2pi
(1.79)
En de´finitive, a` chaque expe´rience est associe´e une fonction re´ponse non-line´aire
ordonne´e en temps R(n), somme de contributions R
(n)
i . Ces fonctions R
(n)
peuvent eˆtre calcule´es facilement dans le cadre du mode`le de Bloch a` l’aide
des diagrammes de Feynman, qui offrent une approche sche´matique de la pro-
pagation dans le temps de l’ope´rateur densite´ : chaque chemin de cohe´rence
repe´re´ par un diagramme est associe´ a` une fonction R
(n)
i .
Re´unification des approches
Comme nous l’avons mentionne´, les deux approches recouvrent les meˆmes
phe´nome`nes physiques. La re´ponse non-line´aire est rigoureusement la somme
43
sur toutes les permutations des champs des re´ponses ordonne´es en temps [107] :
Ξ(n)(ωn, . . . , ω1) =
1
n!
∑
n!
R(n)(ω1 + . . .+ ωn, ω1 + . . .+ ωn−1, . . . , ω1) (1.80)
Spectralement, une interpre´tation tre`s simple peut eˆtre extraite de l’ope´ra-
tion de syme´trisation : si une expe´rience fixe´e permet de collecter une fonction
R(n) qu’on repre´sente dans le domaine spectral, alors la fonction Ξ(n) est la
somme de R(n) et sa version syme´trise´e par rapport aux axes diagonaux comme
le re´sume la figure 1.6, re´sultat de la simulation d’une expe´rience de spectro-
scopie non-line´aire et du calcul de la re´ponse symme´trise´e [107].
Figure 1.6 – Ξ(2)(ω1, ω2) et R
(2)(ω, ωτ ). Lisant cette carte avec ωτ = ω1 et
ω = ω1 +ω2, la re´ponse Ξ
(2) apparait eˆtre effectivement la somme de la re´ponse
R(2) et de sa version syme´trise´e en l’ordre des impulsions, c’est-a`-dire syme´trique
par rapport aux axes diagonaux en rouge (Figure extraite de [107]).
En conclusion, la re´ponse non-line´aire a` l’ordre n d’un milieu avec une ou
plusieurs impulsions est entie`rement caracte´rise´e par une fonction re´ponse non-
line´aire comple`te Ξ(n). Cette fonction Ξ(n) est la version syme´trise´e de plusieurs
fonctions re´ponses non-line´aires ordonne´es en temps R(n). Le calcul de ces fonc-
tions R(n) peut eˆtre directement effectue´ en re´solvant l’e´quation de propagation
de l’ope´rateur densite´, ce qui offre un lien direct avec une mode´lisation the´orique
du milieu en terme de hamiltonien. Chaque fonction R(n) peut tre`s facilement
eˆtre exprime´e comme la somme de diffe´rents termes R
(n)
i appele´s chemins de
cohe´rence et repre´sente´s par les diagrammes de Feynman, et dont l’e´criture s’ef-
fectue simplement a` l’aide de constantes de temps de relaxation si l’on se place
dans le cadre du mode`le de Bloch.
En de´finitive, les deux parties pre´ce´dentes nous ont fournis deux outils :
– le premier, combinant l’approche diagrammatique et la mode´lisation de
Bloch du syste`me, permet de calculer rapidement des termes de re´ponse
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non-line´aire.
– le second, plus ge´ne´ral, introduit la notion de fonction re´ponse non-line´aire
formelle. Une telle fonction re´ponse est en particulier la re´ponse non-
line´aire qu’on trouverait en se plac¸ant dans le cadre du mode`le de Bloch.
Ces fonctions offrent ne´anmoins la possibilite´ d’inclure une mode´lisation
the´orique plus riche du milieu.
1.4 Expe´riences de spectroscopie infrarouge
Dans le cas le plus ge´ne´ral, les re´sultats expe´rimentaux sont de´crits par les
fonctions re´ponses non-line´aires formelles R, pour ne pas occulter la richesse
contenue dans une expe´rience non-line´aire. Cependant, se placer dans le cadre
du mode`le de Bloch, et exprimer ces fonctions R a` l’aide de l’approche diagram-
matique suffit, dans un premier temps, a` cerner les enjeux des expe´riences de
spectroscopie non-line´aires.
L’objet de la spectroscopie femtoseconde est d’e´tudier des processus chi-
miques ou biochimiques ultrarapides. Puisque les dure´es caracte´ristiques des
phe´nome`nes vibrationnels examine´s sont de l’ordre de la picoseconde, l’emploi
d’impulsions femtosecondes offre la possibilite´ d’e´chantillonner de tels proces-
sus. Il s’agit alors d’e´laborer des protocoles expe´rimentaux menant a` la collecte
d’un maximum d’informations.
Certaines proprie´te´s spe´cifiques des syste`mes mole´culaires n’apparaissent que
dans des comportements non-line´aires du syste`me [5], que l’on doit sonder a`
l’aide de processus non-line´aires d’un ordre au moins e´gal. On obtient d’autant
plus d’informations que l’ordre de la non-line´arite´ est e´leve´e et la caracte´risation
du syste`me est a priori d’autant plus comple`te qu’on connaˆıt la fonction Ξ(n) a`
un ordre n e´leve´. Toutefois, si on se contente d’e´tudier une proprie´te´ apparaissant
dans un phe´nome`ne non-line´aire d’ordre p, il vaut mieux pre´voir une expe´rience
n’impliquant que des effets e´gaux a` p, pour e´viter de me´langer des signaux
divers. A priori, il faut donc mesurer la fonction Ξ(p) a` p dimensions, donc
e´chantillonner un signal selon p dimensions. Dans toute la suite, nous nous
limiterons a` p = 3. Par ailleurs, si on se contente de ne mesurer ce signal qu’en
k dimensions choisies parmi p, on ne mesure qu’une projection de la fonction
qui nous inte´resse, selon ces k dimensions (k vaut ici 1 ou 2) [12] :
Ξ(k) =
∫
j
dωjΞ
(3) (1.81)
En re´alite´, la mesure d’une fonction Ξ(p) comple`te n’est que rarement ef-
fectue´e. On ne mesure qu’une fonction re´ponse ordonne´e en temps R(p) que fixe
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l’expe´rience. Cette fonction re´ponse R(p) reste ge´ne´ralement suffisante pour ex-
traire les informations cherche´es : cela sera vrai dans notre cas, ou` les champs
sont de toute fac¸on identiques.
Dans certains cas, il n’est d’ailleurs pas ne´cessaire de mesurer entie`rement
une fonction R(p) pour extraire l’information cherche´e (et excite´e graˆce a` une
non-line´arite´ d’ordre p). Ainsi, il suffit parfois de re´aliser quelques mesures choi-
sies, chaque mesure e´tant a` une dimension k < p [102].
1.4.1 Spectroscopie line´aire
Lorsqu’on sonde le syste`me avec un champ excitateur d’intensite´ faible, seuls
des phe´nome`nes d’ordre un (dits line´aires) sont excite´s et une mesure du champ
e´mis est suffisante pour extraire l’information contenue dans l’excitation line´aire.
Les informations re´colte´es sont alors les fre´quences et les forces des dipoˆles qui,
d’un point de vue optique, se manifestent dans l’indice de re´fraction et dans
l’absorption du syste`me [21].
1.4.2 Spectroscopie non-line´aire d’ordre 3
Afin d’acce´der a` d’autres informations, la spectroscopie non-line´aire excite
des re´ponses non-line´aires choisies du syste`me mole´culaire, soit par des impul-
sions intenses, soit par des combinaisons particulie`res d’impulsions faibles. Nous
nous limitons a` la spectroscopie non-line´aire d’ordre 3, qui est associe´e au rayon-
nement d’un dipoˆle d’ordre 3. Au cours de ces expe´riences, trois impulsions sont
implique´es dans la ge´ne´ration d’un dipoˆle, et donc d’un champ. Ce champ peut
eˆtre mesure´ de diffe´rentes fac¸ons : on peut en mesurer directement le spectre,
ou, ce qui est plus approprie´ ici, en re´aliser la de´tection homodyne avec une
impulsion de re´fe´rence ge´ne´ralement appele´e oscillateur local et retrouver le
champ complexe. L’essentiel d’une expe´rience de spectroscopie non-line´aire est
de choisir une combinaison d’impulsions permettant la collecte d’une fonction
R(3) particulie`re. Cette combinaison d’impulsions est fixe´e par la donne´e :
– d’un ordre temporel des impulsions
– de la polarisation de chaque impulsion
– de l’agencement spatial des impulsions, c’est-a`-dire la direction de leur
vecteur d’onde
– de la forme des impulsions : comme l’ide´al est d’ope´rer avec des impulsions
courtes, ce degre´ de liberte´ se re´sume a` la donne´e des CEP de chacune
A propos de l’ordre temporel des impulsions, une convention issue de la
spectroscopie multidimensionnelle de re´sonance magne´tique nucle´aire (NMR)
stipule la nomenclature suivante [61], re´sume´e dans la figure 1.7 :
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Figure 1.7 – Convention couramment utilise´e pour de´signer l’ordre temporel
des impulsions implique´es dans la ge´ne´ration d’un dipoˆle d’ordre 3. Les impul-
sions a, b, et c arrivent en τa, τb, τc. L’origine des temps est fixe´e a` τc = 0.
Le de´lai entre les impulsions a et b est le de´lai alge´brique τ . Le de´lai entre
les impulsions b et c est le de´lai alge´brique T, appele´ aussi temps d’attente.
Une quatrie`me impulsion, dite oscillateur local, est retarde´e d’un de´lai τLO par
rapport a` la troisie`me impulsion c.
Une expe´rience fournit un signal lie´ a` un dipoˆle particulier P (3)(t), issu d’une
fonction R(3)(τ, T, t) spe´cifique a` l’expe´rience. Cette fonction contient les contri-
butions R
(3)
k (τ, T, t) issus des chemins de cohe´rence possibles pour l’expe´rience
conside´re´e [101, 55]. La de´marche d’une expe´rience de spectroscopie non-line´aire
provient donc de deux aspects :
– la mesure de la fonction a` plusieurs variables R(3)(τ, T, t) choisie
– de´terminer les chemins de cohe´rence participant a` cette fonction re´ponse
R(3)(τ, T, t) =
∑
k R
(3)
k (τ, T, t), et, e´ventuellement, isoler l’un d’entre eux,
i, R
(3)
i (τ, T, t) fournissant les informations cherche´es
De manie`re ge´ne´rale, mesurer expe´rimentalement une fonction s’inscrit dans une
de´marche d’e´chantillonnage (fre´quentiel ou temporel), tandis que re´soudre un
syste`me line´aire de k variables discre`tes ne ne´cessite que de re´aliser plusieurs me-
sures en modifiant des parame`tres expe´rimentaux jusqu’a` rejoindre un syste`me
de Kramer. Ces deux de´marches sous-tendent tous les protocoles expe´rimentaux
aborde´s dans la suite.
Le signal non-line´aire d’ordre trois
Nous utiliserons les diagrammes de Feynman pour e´tablir la liste des chemins
de cohe´rence Rk participant a` la fonction re´ponse R =
∑
Rk. Par ailleurs, nous
ferons usage de l’approximation impulsionnelle et nous nous placerons en ge´ne´ral
dans le cadre du mode`le de Bloch, ou` nous pourrons e´crire les propagateurs
Gij(t) sous la forme :
Gij(t) =
i
~
Θ(t)e−Γijt−iωijt (1.82)
Rappelons que pour tout chemin de cohe´rence menant a` un champ complexe
rayonne´ dans la direction ~k, il existe un chemin syme´trique qui en est le conjugue´.
Dans toute la suite, nous n’allons conside´rer que les champs complexes e´mis
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selon la direction de propagation ~ks = −~ka+~kb+~kc : autrement dit, nous fixons
la position du de´tecteur. Nous gardons libres les degre´s de liberte´ que sont les
de´lais, les polarisations, et les CEP. Il s’agit donc de lister tous les chemins de
cohe´rence comprenant le triplet {−~ka;~kb;~kc}, qui sont au nombre de 16[67], et
qui sont repre´sente´s dans la figure 1.8 :
Figure 1.8 – Liste des chemins de cohe´rence implique´s dans la ge´ne´ration
du dipoˆle complexe d’ordre 3 dont le champ rayonne´ a le vecteur de
propagation−~ka + ~kb + ~kc. Les processus appartenant a` la classe (R), ”repha-
sing”, donnent lieu a` un e´cho de photon, a` l’inverse des processus appartenant
a` la classe (NR),  non-rephasing .
Deux classes de processus e´mergent alors naturellement. D’une part, les
processus dit ”rephasants” (repe´re´s par (R)) et les processus ”non-rephasants”
(NR). La distinction entre les deux processus vient d’un phe´nome`ne physique
directement observable au niveau macroscopique. Jusque la`, nous n’avons envi-
sage´ qu’un syste`me isole´ a` trois niveaux d’e´nergie. En re´alite´, le syste`me excite´
contient une population de mole´cules a` laquelle on associe une distribution de
fre´quence ω′10 centre´e en ω10. Le champ macroscopique est la somme de ces
champs de fre´quences le´ge`rement diffe´rentes.
Par exemple, e´crivons, pour une des transitions ω10 possibles, la fonction R1
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correspondant au premier diagramme de la figure 1.8 :
R1(τ, T, t) =
( i
~
)3 |µ10|4
8
e−iω10(t−τ) · e−Γ11T · e−Γ10(t+τ) (1.83)
De meˆme, la contribution R7 (pour laquelle τ < 0) s’e´crit :
R7(τ, T, t) =
( i
~
)3 |µ10|4
8
e−iω10(|τ |+t) · e−Γ11T · eiΓ10(|τ |+t) (1.84)
Ainsi, quel que soit ω10, tous les champs rayonne´s par une contribution R1 seront
en phase a` t = τ , produisant un e´cho de photon [81, 43], tandis que les dipoˆles de
la contribution R7 ne seront jamais rephase´s au cours du temps. Les processus R
sont ainsi tous les processus au cours desquels les cohe´rences ont des fre´quences
oppose´es (par exemple, dans le chemin de cohe´rence R1, les propagateurs G01
et G10), tandis que les processus NR impliquent deux propagateurs de meˆme
signe de fre´quence (G10 dans le cas de R7).
Spectroscopie pompe-sonde
Dans les expe´riences de spectroscopie pompe-sonde, une premie`re impul-
sion intense, dite de pompe p, de´clenche un processus chimique ou biochimique
photo-excitable. Une seconde impulsion, dite de sonde s, de faible intensite´, est
ensuite transmise par l’e´chantillon et le de´tecteur est place´ de telle sorte qu’on
ne de´tecte que l’impulsion de sonde [64]. Ge´ne´ralement, on mesure la trans-
mission diffe´rentielle de cette impulsion sonde en normalisant par l’intensite´
transmise sans impulsion de pompe. Dans l’expe´rience pompe-sonde d’ordre
3 ide´ale, l’intensite´ de la pompe est re´gle´e pour obtenir une excitation non-
line´aire d’ordre 2, et on peut voir cette expe´rience comme un cas ou` les deux
premie`res impulsion a et b (une seule impulsion note´e p) sont identiques et syn-
chrones (τ = 0), ou` la troisie`me impulsion c est l’impulsion de sonde s, et ou` la
ge´ome´trie de l’expe´rience est contrainte par la coline´arite´ des vecteurs d’onde
des deux pompes (cf figure 1.9) : Afin de saisir les possibilite´s et les limites
de l’expe´rience pompe-sonde, examinons les fonctions re´ponses R(3) que l’on
peut collecter selon la direction d’observation choisie correspondant a` l’accord
de phase macroscopique ~ks +~kp−~kp = ~ks. Il y a trois fonctions R(3) possibles :
sonde avant la pompe (T < 0), sonde apre`s la pompe (T > 0), sonde et pompe
synchrones (T = 0). Les 16 diffe´rents chemins de cohe´rence que nous avons
e´tablis sont regroupe´s en trois expe´riences possibles : T < 0, T > 0 et T = 0
[55].
Fonction re´ponse ordonne´e en temps de l’expe´rience pompe-sonde
pour T > 0 Tout d’abord, examinons l’expe´rience pour T > 0, qui est le
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Figure 1.9 – Expe´rience pompe-sonde re´solue en temps : l’interaction d’une
pompe intense, suivie d’une sonde retarde´e d’un de´lai T re´glable, cre´e une po-
larisation d’ordre 3. Extrait de [64]
re´gime le plus utilise´ de l’expe´rience pompe-sonde. Rappelons que l’impulsion
de sonde arrive en t = 0. Les chemins de cohe´rence implique´es par ceux de
la figure 1.8 sont alors ceux repre´sente´s sur la figure 1.10. Il apparait que
Figure 1.10 – Chemins de cohe´rence implique´s dans une expe´rience pompe-
sonde telle que T > 0.
l’expe´rience pompe-sonde fournit un signal qui s’e´crit :
R(3) = R1 +R2 +R3 +R7 +R8 +R9 (1.85)
Et le dipoˆle complexe rayonne´ s’e´crit dont :
P(3)(t) = −( i
~
)3 1
8
|µ21|2|µ10|2e−Γ11T · e−iω21t−Γ21t+( i
~
)3 1
4
|µ10|4(e−Γ11T + e−Γ00T ) · e−iω10t−Γ10t (1.86)
Sans encore entrer dans le de´tail de l’expression du signal pompe-sonde en fonc-
tion de ce dipoˆle, on peut conclure que l’expe´rience pompe-sonde d’ordre 3 per-
met de mesurer les moments dipolaires du syste`me, et les largeurs des raies d’ab-
sorption aux transitions 01 et 12. En effectuant plusieurs mesures a` diffe´rents
de´lais T , il est e´galement possible d’ajuster des temps de relaxation aux donne´es
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expe´rimentales, ce qui constitue le principe de l’expe´rience pompe-sonde re´solue
en temps [55]. L’avantage de l’expe´rience pompe-sonde re´solue en temps est sa
simplicite´ en regard des re´sultats qu’elle est capable de fournir [58, 111, 96].
(a) Mesure du temps de relaxation
de HbCO par expe´rience pompe-sonde
re´solue en temps T (extrait de [111])
(b) Spectre diffe´rentiel associe´ a` cette
expe´rience a` une valeur de T fixe´e (ex-
trait de [111])
Fonction re´ponse ordonne´e en temps de l’expe´rience pompe-sonde
pour T < 0 Dans le cas ou` la sonde pre´ce`de de peu l’impulsion de pompe,
elle induit un dipoˆle qui oscille pendant un temps de relaxation des cohe´rences
[19](de l’ordre de 1.2 ps pour HbCO[143]). Si l’impulsion de pompe arrive assez
toˆt pour que ce dipoˆle rayonne encore, des interfe´rences spectrales se produisent
entre l’impulsion pompe incidente et la perturbation apporte´e par la pompe au
champ rayonne´, ce qu’on appelle perturbation de la relaxation de l’induction
( perturbed free induction decay  PFID). Cet effet tre`s ge´ne´ral a e´te´ observe´
en particulier dans les semi-conducteurs [66], puis a e´te´ e´tudie´ dans le cas de
la spectroscopie vibrationnelle [52], mais n’apporte aucune information nou-
velle par rapport a` la spectroscopie line´aire. On trouvera une liste des chemins
de cohe´rence associe´s a` cet effet dans la figure 1.11. En re´alite´, ce processus
Figure 1.11 – Chemins de cohe´rence participant a` la perturbation de la relaxa-
tion libre de l’induction : pour T < 0.
de PFID se produit meˆme a` T ≈ 0 de`s lors qu’on veut mesurer des spectres
diffe´rentiels pour T plus petit que la dure´e des impulsions, ce qui introduit une
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distorsion du signal dans l’expe´rience pompe-sonde re´solue en temps aux faibles
temps d’attente T. On souhaite ge´ne´ralement s’en affranchir dans les expe´riences
pompe-sonde [92, 114, 105].
Fonction re´ponse ordonne´e en temps de l’expe´rience pompe-sonde
pour T = 0 Dans le cas ou` le de´lai pompe-sonde est nul, d’autres chemins
de cohe´rence participent au signal expe´rimental, qui sont re´pertorie´s dans la
figure 1.12. Ces chemins participent aussi au signal lorsque les impulsions sont
se´pare´es d’un de´lai T < δt la dure´e des impulsions. Dans la suite du travail, on
souhaitera e´viter ces contributions supple´mentaires au signal, et on e´vitera de
faire des mesures a` de´lai rigoureusement nul [55]. Le temps d’attente minimal
sera ainsi de l’ordre de 100fs.
Figure 1.12 – Chemins de cohe´rence contribuant au signal pompe-sonde pour
un de´lai nul T = 0.
En conclusion, l’examen des signaux accessibles par des expe´riences pompe-
sonde re´ve`le :
– ces dernie`res re´solvent les raies d’absorption situe´es a` ω10 et a` ω21 sans
distinguer l’origine de l’e´largissement de ces raies
– nous e´viterons a` l’avenir de nous placer rigoureusement a` temps d’attente
T nul, pour e´viter une contribution supple´mentaire au signal
Spectroscopie bidimensionnelle cohe´rente
Par de´finition, une expe´rience de spectroscopie tridimensionnelle mesure une
fonction R(3)(τ, T, t) comple`te, et donc e´chantillonne celle-ci selon ses trois di-
mensions. Cette fonction R(3)(τ, T, t) contient les contributions de plusieurs
chemins de cohe´rence R
(3)
k (τ, T, t), selon l’architecture de l’expe´rience. Afin
de comparer le re´sultat de la mesure a` des mode`les the´oriques, qui calculent
ge´ne´ralement la re´ponse non-line´aire pour une se´lection de chemins de cohe´rence
{Rp}p, il peut eˆtre souhaitable de mettre au point une expe´rience telle qu’on
ne collecte un signal qu’issu de cette se´lection de chemin de cohe´rence {Rp}p
pour faciliter l’exploitation des donne´es. Cette proprie´te´ est appele´ se´lectivite´
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de l’excitation.
Par ailleurs, les processus inte´ressants induits par une interaction avec trois
impulsions femtosecondes pre´sentent la caracte´ristique commune que la fonction
R(3)(τ, T, t) varie bien plus lentement selon T que selon les autres variables τ et
t : en d’autre terme, il n’est en ge´ne´ral pas ne´cessaire de mesurer R(3)(τ, T, t)
selon la dimension T avec la meˆme pre´cision que pour les variables τ et t. L’ob-
jectif expe´rimental de la spectroscopie bidimensionnelle est en fait de parvenir
a` la mesure de la fonction de deux variables R
(3)
T (τ, t) = R
(3)(τ, T, t) (T variant
e´ventuellement comme un parame`tre entre deux expe´riences).
Pour mesurer une telle fonction, deux strate´gies sont envisageables : l’e´chan-
tillonnage de R
(3)
T (ωτ , ωt), et celui de R
(3))
T (τ, ωt) [35]. Par ailleurs, quelque soit
la strate´gie de mesure, le signal R(3) contient un certain nombre de contributions
R
(3)
k . Outre la qualite´ de l’e´chantillonnage de la fonction bidimensionnelle, la
se´lectivite´ de l’excitation joue e´galement un roˆle important dans la qualite´ du
signal collecte´.
Echantillonnage dans le domaine mixte : mesure de R
(3)
T (ωτ , ωt). Le
principe de la spectroscopie bidimensionnelle selon l’approche dite de  hole-
burning  est d’obtenir la fonction R
(3)
T (ωτ , ωt) choisie en e´chantillonnant cette
fonction selon la variable ωτ , l’e´chantillonnage selon ωt e´tant imme´diat a` l’aide
d’un spectrome`tre dispersif.
Cette approche consiste donc a` envoyer une se´quence de deux impulsions,
dont la premie`re est quasi-monochromatique et intense au point d’induire des
non-line´arite´s d’ordre 2. Elle consiste en fait en la re´-interpre´tation en terme
de spectroscopie bidimensionnelle d’un signal pompe-sonde re´solu en fre´quence
de la pompe ωτ [54], avec la contrainte ge´ome´trique ~ka = ~kb. Pour un de´lai
T > ∆t (∆t e´tant la dure´e de l’impulsion de pompe), la fonction re´ponse vaut
alors R = R1 + R2 + R3 + R7 + R8 + R9. Cette expe´rience est appele´e  hole-
burning . Historiquement, cette approche a fournit les premiers re´sultats de
Figure 1.13 – Sche´ma du Hole burning dynamique (extrait de [123])
spectroscopie bidimensionnelle sur la dynamique des prote´ines. Entre autres,
cette approche a permis d’observer pour la premie`re fois le couplage de modes
entre vibrations [54]. Toutefois, une impulsion quasi-monochromatique devient
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longue, et le dipoˆle rayonne´ pour T < ∆t peut alors contenir d’autres che-
mins de cohe´rence Ri que ceux souhaite´s, nuisant ainsi a` la se´lectivite´ de l’ex-
citation [43]. Il a e´galement e´te´ montre´ que cette me´thode est limite´e par la
forme lorentzienne du spectre de l’impulsion de pompe et produit des spectres
bidimensionnels moins bien re´solus que ceux obtenus par transforme´e de Fou-
rier [123]. Si cette contrainte n’est the´oriquement pas pe´nalisable (puisque la
re´ponse Ξ consiste justement en la somme de toutes les contributions Ri), il
est ne´anmoins difficile ensuite d’extraire une grandeur choisie. Cette me´thode
demeure ne´anmoins utilise´e pour sonder des dynamiques longues, associe´es a`
des dure´es d’e´volution de l’ordre de la nanoseconde [17].
Echantillonnage dans le domaine temporel : mesure de R
(3)
T (τ, ωt) La
spectroscopie bidimensionnelle par transforme´e de Fourier consiste a` e´chantil-
lonner R
(3)
T (τ, ωt) dans le domaine temporel a` l’aide d’impulsions ultracourtes.
En re´alite´, toujours graˆce au spectrome`tre dispersif, il ne reste plus qu’a` e´chan-
tillonner selon la variable τ , ce qui constitue l’essentiel de la difficulte´ expe´rimen-
tale. Cette strate´gie a au minimum l’avantage important de maintenir une
meilleure se´lectivite´ de l’excitation que le  hole-burning  graˆce a` l’usage d’im-
pulsions courtes.
La ge´ome´trie BOXCARS La ge´ome´trie BOXCARS, ou` les trois im-
pulsions d’excitation sont non coline´aires, assure une excellente se´lectivite´ de
l’excitation. En effet, pour trois impulsions non-coline´aires a, b et c, la condi-
tion d’accord de phase en ge´ome´trie BOXCARS le`ve l’ambigu¨ıte´ sur les vecteurs
d’onde des impulsions a et b : seuls les chemins de cohe´rence comprenant −~ka
et ~kb participent au rayonnement dans la direction ~ks = −~ka + ~kb + ~kc. Ainsi,
pour T > ∆t, le signal s’e´crit R = R1 +R2 +R3 et la se´lectivite´ est excellente.
D’autre part, le champ rayonne´ dans la direction ~ks = ~kc + ~ka − ~kb n’est
coline´aire a` aucune impulsion incidente : on dit que le signal est  background-
free . L’ajout d’une impulsion de re´fe´rence retarde´e de vecteur ~kLO = ~ks, dite
oscillateur local, offre la possibilite´ de mesurer amplitude et phase du champ
rayonne´ graˆce a` l’interfe´rome´trie spectrale traite´e par la proce´dure FTSI. Et
le rapport signal sur bruit de cette de´tection homodyne peut eˆtre optimise´
en modulant l’intensite´ de l’oscillateur local [43]. La ge´ome´trie BOXCARS (cf
Figure 1.14) est donc tre`s performante en terme de se´lectivite´, de rapport
signal-sur-bruit, et permet directement une mesure complexe de la partie ana-
lytique de la fonction re´ponse R par interfe´rome´trie spectrale. La se´lectivite´
assure qu’on puisse mesurer en particulier les champs rayonne´s par les fonctions
R=R1+R2+R3, lorsque que le de´lai τ de´crit le demi-axe positif, ou bien la fonc-
tion re´ponse R = R7 +R8 +R9 lorsque ce de´lai τ de´crit le demi-axe re´el ne´gatif
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Figure 1.14 – Sche´ma de la ge´ome´trie BOXCARS (adapte´ de [123])
(a` T identique pour ces deux mesures). Cette technique souffre cependant de
sa complexite´ d’alignement expe´rimental. D’autre part, nous verrons plus tard
que la fonction re´ponse ordonne´e en temps R(3) mesure´e est bien souvent in-
suffisante pour mener a` une exploitation quantitative inte´ressante, et qu’il faut
alors re´aliser une deuxie`me mesure. Ceci sera de´veloppe´ un peu plus tard.
Concluons en remarquant qu’une mesure de spectre bidimensionnelle en
ge´ome´trie BOXCARS, re´gle´e pour mesurer la fonction rephasante R = R1 +
R2 + R3, consiste tout simplement a` enregistrer pour tous les de´lais τ > 0 le
champ complexe d’e´cho de photon mesure´ par interfe´rome´trie spectrale [61].
La ge´ome´trie pompe-sonde La strate´gie de mesure de spectre bidimen-
sionnelle que nous allons employer est l’e´quivalent de la ge´ome´trie BOXCARS, a`
la diffe´rence que les deux premie`res impulsions sont coline´aires : cette technique
est dite spectroscopie bidimensionnelle temporelle en ge´ome´trie pompe-sonde,
dont un sche´ma de principe est repre´sente´ sur la figure 1.15. Bien que le prin-
cipe en ait e´te´ imagine´ en 1999 [43], la premie`re de´monstration expe´rimentale a
e´te´ mene´e a` bien en 2007 [27]. Les deux impulsions de pompe e´tant coline´aires,
le champ rayonne´ a donc un vecteur de propagation ~ks = ~kc = ~kc + ~ka − ~ka.
L’impulsion dite de sonde, s, fait e´galement office d’impulsion d’oscillateur lo-
cal, qui est alors a` de´lai nul avec le champ rayonne´. L’inconve´nient est qu’on
ne peut donc pas re´gler inde´pendamment les intensite´s de celles-ci. De´taillons
ce dernier point : le champ rayonne´ est line´aire en amplitude de l’impulsion c.
Si x1 est l’amplitude maximale de l’impulsion c, et si x2 est celle de l’impul-
sion d’oscillateur local, alors la partie interfe´rome´trique du signal de´tecte´ est
line´aire en x1x2. Dans le cas de la ge´ome´trie BOXCARS, on peut diminuer la
valeur de x1 en maintenant une valeur de x2 telle que la puissance du signal
complet reste juste en-dessous de la saturation du de´tecteur, afin d’optimiser
le rapport signal-sur-bruit. Dans le cas de la ge´ome´trie pompe-sonde, x1 = x2.
Or, si x1 est trop grand, il est possible de quitter le re´gime line´aire par rap-
port a` cette impulsion c, ce qui a pour effet d’ajouter des signaux non-line´aires
non de´sire´s. En pratique, un spectrome`tre assez sensible, comme cela sera notre
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cas, re´soudra le proble`me car l’intensite´ de la sonde pourra rester faible. Par
ailleurs, il n’est pas possible d’utiliser la me´thode FTSI pour mesurer le champ
non-line´aire d’ordre trois a` l’aide de l’impulsion homodyne puisque celle-ci est
confondue avec la dernie`re impulsion excitatrice. Nous verrons dans la suite que
cela ne constitue pas un proble`me puisque l’usage de la ge´ome´trie pompe-sonde
rend en fait inutile la mesure du champ complexe. Enfin, cette technique trouve
un grand inte´reˆt dans sa simplicite´ expe´rimentale, et dans le fait que le signal
collecte´ est plus facilement exploitable que celui obtenu a` partir d’une mesure
unique re´alise´e en ge´ome´trie BOXCARS. Comme pour le paragraphe pre´ce´dent,
Figure 1.15 – Sche´ma de l’expe´rience de spectroscopie bidimensionnelle en
ge´ome´trie pompe-sonde (extrait de [123])
nous pouvons conclure qu’une mesure de spectre bidimensionnel en ge´ome´trie
pompe-sonde consiste a` enregistrer en fonction de τ le signal d’interfe´rence entre
le champ rayonne´ et une impulsion de sonde synchrone avec ce champ, c’est-a`-
dire l’absorption du milieu.
Le proble`me de la distorsion des pics : choix de la fonction re´ponse
R(3) mesure´e Examinons au travers du cas d’une vibration unique a` deux
niveaux, excite´e par des impulsions infiniment courtes et de CEP nulle, la
proble´matique du me´lange des parties re´elles et imaginaires du signal expe´ri-
mental.
Prenons une premie`re expe´rience BOXCARS ou` nous e´chantillonnons la
fonction R(3)(τ, T, t) complexe sur le demi-espace τ > 0 et T > 0 fixe´ : celle-
ci, graˆce a` l’accord de phase des vecteurs d’onde, ne contient que les termes
RR = R1 + R2 + R3, tous chemins de cohe´rence rephasants (d’ou` la notation
RR) de´finis sur le demi-espace τ > 0 . D’apre`s les calculs pre´ce´dents, la fonc-
tion R3 oscille a` la re´sonance de ω21, tandis que les termes R1 et R2 oscillent
a` la fre´quence ω10 : on peut donc isoler la mesure de R
′
R = R1 + R2. Dans
l’approximation impulsionnelle, le signal R1 +R2 s’e´crit :
R′R(τ, T, t) =
|µ10|4
8
G10(t) ·G01(τ) ·
(
G00(T ) +G11(T )
)
(1.87)
On pre´fe`re ici reprendre la forme en re´ponses percussionnelles G pour mettre en
valeur que ce proble`me est tre`s ge´ne´ral et ne provient pas du choix de se placer
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dans le mode`le de Bloch ou non. La fonction R′R est donc complexe comme
produit de deux fonctions complexes. Si on effectue la transforme´e de Fourier
selon les deux variables t et τ , on obtient :
R′R(ωτ , T, ωt) =
|µ10|4
8
G10(ωt) ·G01(ωτ ) ·
(
G00(T ) +G11(T )
)
(1.88)
Les fonctions de Green sont des fonctions complexes. Exprimons-les sous la
forme G10(ωτ ) = α10(ωτ ) + iβ10(ωτ ), alors :
<R′R(ωτ , ωt) ∝ α10(ωt)α01(ωτ )− β10(ωt)β01(ωτ ) (1.89)
=R′R(ωτ , ωt) ∝ α10(ωt)β01(ωτ ) + β10(ωt)α01(ωτ ) (1.90)
Ou` le facteur de proportionnalite´, qui vaut |µ10|
4
8 ·
(
G00(T ) +G11(T )
)
, est re´el.
Ce me´lange des parties re´elle et imaginaire est responsable d’une distorsion des
pics de re´sonance appele´e  phase-twist  [43]. Il est inhe´rent aux mesures ef-
fectue´es en ge´ome´trie BOXCARS et rend difficile l’interpre´tation de ces spectres
bidimensionnels.
Toutefois, effectuons la meˆme mesure BOXCARS (c’est-a`-dire pour les meˆ-
mes vecteurs d’onde) mais en e´chantillonnant la fonction R(3)(τ, T, t) dans le
demi-espace τ < 0. Nous obtenons alors une fonction re´ponse qui contient
d’autres termes, tous non rephasants et de´finis sur le demi-espace τ < 0, et qui
vaut RNR = R7 + R8 + R9. Comme auparavant, gardons les termes re´sonants
en ω10 : R
′
NR = R7 +R8. Comme G
∗
01(τ) = G10(τ), on a la relation G01(ωτ ) =
G∗10(−ωτ ), et on aboutit a` :
(
R′NR +R
′
R
)
(ωτ , ωt) =
|µ10|4
8
G10(ωt) · <
[
G10(ωτ )
] · (G00(T ) +G11(T ))
(1.91)
<(R′NR +R′R)(ωτ , ωt) ∝ α10(ωt) ·α10(ωτ ) (1.92)
A l’issue de cette somme, le me´lange, dans le domaine fre´quentiel, des parties
imaginaires et re´elles, est annule´ et le signal re´sultant de cette fonction re´ponse
devient exploitable : cette fonction re´ponse particulie`re fournit un spectre bi-
dimensionnel complexe appele´ spectre de corre´lation [61, 91]. Sa partie re´elle,
appele´e spectre bidimensionnel d’absorption, correspond simplement a` la de´com-
position, sur la base des fre´quences de re´sonance initiales du milieu, ωτ , de
l’absorption re´solue en fre´quences ωt[43]. Parce que le spectre bidimensionnel
d’absorption fournit la meilleure re´solution fre´quentielle [125], il est en re´alite´ la
quantite´ recherche´e dans l’immense majorite´ des expe´riences de spectroscopie
bidimensionnelle.
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En re´alite´, effectuer la somme de ces deux mesures revient a` mesurer la
fonction re´ponse en ge´ome´trie BOXCARS R(3)(τ, T, t) sur l’axe τ entier [43],
puisque les contributions rephasantes et non-rephasantes sont de´finies sur des
demi-axe oppose´es en τ : un exemple expe´rimental est repre´sente´ sur la figure
1.16. Or, lorsqu’on effectue une mesure en ge´ome´trie pompe-sonde, pour toute
Figure 1.16 – Amplitude de la fonction re´ponse complexe R(3)(τ, T, ωt),
comple`te, de la ge´ome´trie BOXCARS, pour une tranche ωt constante. La fonc-
tion non-rephasante est de´finie sur l’axe ne´gatif, tandis que la fonction repha-
sante l’est sur le domaine positif. Pour obtenir cette courbe, il a fallu re´aliser
deux balayages, l’un pour l’impulsion a pre´ce´dent l’impulsion b, et l’autre pour
l’impulsion b pre´ce´dent l’impulsion a (extrait de [112].
valeur de τ les contributions RR et RNR sont contenues dans le dipoˆle non-
line´aire, et la fonction re´ponse, Rps
(3)(τ, T, t), s’e´crit alors :
Rps
(3)(τ, T, t) = RR(|τ |, T, t) +RNR(−|τ |, T, t) (1.93)
En de´finitive, la ge´ome´trie pompe-sonde syme´trise la fonction re´ponse bidi-
mensionnelle R(3)(τ, T, t) obtenue en ge´ome´trie BOXCARS selon τ , et il ne
devient ne´cessaire d’effectuer un e´chantillonnage que sur un seul demi-espace
pour obtenir la meˆme information [103, 107]. Par ailleurs, nous avons men-
tionne´ que la mesure en ge´ome´trie pompe-sonde, a` cause du de´lai nul entre
champ d’ordre 3 et impulsion homodyne, n’autorise que la mesure de la partie
re´elle de Rps
(3)(τ, T, t). Mais graˆce a` la permutation des pompes, il devient en
re´alite´ inutile de re´aliser la mesure du champ complexe pour, ensuite, annuler
le  phase-twist  lorsque l’on souhaite obtenir la mesure du spectre bidimen-
sionnel absorptif. Ces constatations sont illustre´s sur la figure 1.17. De plus,
notons qu’il est e´galement possible de retrouver amplitude et phase de la fonc-
tion re´ponse complexe dans le cas des expe´riences en ge´ome´trie pompe-sonde,
en faisant usage de la causalite´ pour la variable t [103, 107].
Signalons un dernier point : comme nous ne re´alisons un e´chantillonnage de
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la fonction re´ponse que sur un demi-axe en τ , nous introduisons une relation de
causalite´ en τ , artificielle et qui n’ajoute pas d’information [103], et qui lie partie
re´elle et partie imaginaire du spectre par la relation de Kramers-Kro¨nig selon la
variable τ . Ceci ne modifie en rien la partie re´elle du spectre bidimensionnel 2.
Figure 1.17 – Illustration de la syme´trisation de la fonction re´ponse BOXARS
par rapport aux impulsions de pompe re´alise´e dans le cas d’une ge´ome´trie
pompe-sonde. A gauche : fonction re´ponse en ge´ome´trie BOXCARS. Pour τ < 0,
la partie re´sonante en ω10 ne contient que les contributions non-rephasantes.
Pour τ > 0, seules les contributions rephasantes participent au dipoˆle. A droite,
fonction re´ponse en ge´ome´trie pompe-sonde, qui est la version syme´trise´e par
rapport a` τ de la fonction re´ponse en ge´ome´trie BOXCARS.
En conclusion, si la ge´ome´trie BOXCARS pre´sente l’apparent avantage de
permettre une meilleure se´lectivite´ de l’excitation ainsi qu’un de´couplage de
l’intensite´ de l’impulsion homodyne, et donc le meilleur rapport signal-sur-
bruit, il faut re´aliser deux expe´riences BOXCARS (en permutant les impulsions
de pompe) pour obtenir un signal absorptif, qui est le signal bidimensionnel
sous sa forme la plus exploitable. Expe´rimentalement, effectuer la somme de
ces deux mesures sans introduire de source d’erreur est assez complexe. La
ge´ome´trie pompe-sonde, en revanche, re´alise intrinse`quement une permutation
des impulsions de pompes car leurs vecteurs d’onde sont indiscernables : une
mesure en ge´ome´trie pompe-sonde, pour les valeurs τ < 0 et T > 0, collecte
R = R1 +R2 +R3 +R7 +R8 +R9 = RR +RNR, avec une meilleure re´solution,
mais un rapport signal-sur-bruit moins bon que la mesure BOXCARS.
Choix d’un chemin de cohe´rence par cyclage de phase Supposons
qu’une expe´rience de spectroscopie bidimensionnelle me`ne a` la collecte d’un si-
gnal peu se´lectif. Sa fonction re´ponse ordonne´e en temps comprendra alors un
certain nombre de chemins de cohe´rence R(3) =
∑
iRi. Cependant, chaque che-
min de cohe´rence Ri re´colte la somme des CEP des champs complexes re´sonants.
Si on dispose d’une solution technologique pour controˆler les CEP de certaines
impulsions, comme les fac¸onneurs line´aires, alors on peut mettre au point des
protocoles a` l’issue desquels on ame´liore la se´lectivite´ de l’excitation et le rapport
signal-sur-bruit. Ces protocoles sont appele´s protocoles de cyclage de phase.
Ces protocoles consistent a` re´aliser un ensemble de K e´chantillonnages de
2. En effet, le terme re´el de la transforme´e de Fourier d’une distribution d’Heaviside est
un Dirac, qui est l’e´le´ment neutre pour la convolution
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la meˆme fonction R(3), ou` une se´lection d’impulsions a des valeurs de CEP
bien choisies. Lorsqu’on somme les re´sultats des mesures, certains chemins de
cohe´rences interfe`rent destructivement, tandis que d’autres interfe`rent construc-
tivement (de manie`re purement nume´rique). On parvient a` e´laborer ainsi des
protocoles permettant de combiner simplicite´, excellente se´lectivite´. En particu-
lier, une expe´rience de spectroscopie bidimensionnelle en ge´ome´trie entie`rement
coline´aire a e´te´ re´alise´e en 2003 [134] graˆce a` un fac¸onneur line´aires program-
mables dans le domaine visible. Dans le moyen infrarouge, ces fac¸onneurs pre´-
sentent ge´ne´ralement des caracte´ristiques techniques limitant la re´solution des
spectres bidimensionnels en ωτ . Comme l’expe´rience de spectroscopie bidimen-
sionnelle particulie`re que nous avons re´alise´e ne´cessitait avant tout une tre`s
bonne re´solution spectrale selon les deux axes, ces fac¸onneurs, dans le domaine
infrarouge, restent pour l’instant moins adapte´s. Notons pour conclure que les
expe´riences d’ame´lioration de se´lectivite´ par cyclage de phase sont courantes en
RMN multidimensionnelle, ou` il est aise´ de controˆler le phasage des impulsions
[35].
Tout au long de cette partie, nous avons donc e´tabli que :
– les expe´riences de spectroscopie bidimensionnelle que nous re´aliserons se-
ront effectue´es dans le domaine mixte : nous e´chantillonnons une fonction
R(3)(τ, T, ωt) selon τ et ωt. Ce mode de spectroscopie est nomme´ spectro-
scopie bidimensionnelle cohe´rente dans le domaine temporel par la suite.
– ces expe´riences seront re´alise´es en ge´ome´trie pompe-sonde : bien qu’elle
n’offre pas la meˆme qualite´ de signal que les expe´riences en ge´ome´trie
BOXCARS, la production directe de spectres bidimensionnels absorptifs
et la facilite´ d’imple´mentation constituent des attraits non ne´gligeables.
En outre, le rapport signal-sur-bruit peut toujours eˆtre ame´liore´ en aug-
mentant le nombre d’acquisitions. Or nous verrons que nous construirons
un spectrome`tre rapide, pour lequel cette contrainte de moyennage ne
s’ave`rera pas re´dhibitoire.
– l’expe´rience de spectroscopie en ge´ome´trie pompe-sonde, bien que moins
se´lective que l’expe´rience BOXCARS, offre acce`s aux meˆmes informations,
y compris la phase spectrale du champ rayonne´ si l’on fait usage de la
causalite´ en t..
– par la suite, notre expe´rience de spectroscopie en ge´ome´trie pompe-sonde
mesurera la fonction telle que τ ≥ 0 et T ≥ 0. La fonction re´ponse
expe´rimentale sera donc : R(3) = R1 + R2 + R3 + R7 + R8 + R9, somme
de deux fonctions re´ponses RR = R1 + R2 + R3 (rephasantes) et RNR =
R7+R8+R9 (non rephasantes) qui sont mesure´es se´pare´ment en ge´ome´trie
BOXCARS : la ge´ome´trie pompe-sonde mesure une fonction re´ponse qui
est la fonction re´ponse BOXCARS syme´trise´e par rapport aux deux pre-
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mie`res impulsions de pompe.
En conclusion, l’e´criture des fonctions re´ponses expe´rimentales que nous avons
effectue´e suffit a` de´crire avantages et inconve´nients d’une expe´rience, et a` me-
ner une description quantitative simplifie´e du milieu (dans le mode`le de Bloch).
Rappelons cependant que nous avons e´tabli cette pre´sentation en usant de l’ap-
proche diagrammatique, et du mode`le de Bloch. L’approche diagrammatique
reste valable quel que soit le mode`le de´crivant le syste`me. A l’oppose´, le mode`le
de Bloch exprime la re´ponse non-line´aire comme une suite de re´ponses per-
cussionnelles inde´pendantes, ce qui de´coule directement de la mode´lisation du
bain en constantes de temps de relaxation. Nous verrons lors de l’analyse des
re´sultats que ces expe´riences de spectroscopie non-line´aire peuvent re´ve´ler des
informations plus riches que celles contenues dans la mode´lisation de Bloch.
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Chapitre 2
Impulsion infrarouge :
ge´ne´ration, acquisition
Ce chapitre traite de l’environnement expe´rimental construit pour re´aliser
les expe´riences de spectroscopie non-line´aire. Cet environnement comporte trois
parties principales, dont les fonctions sont la ge´ne´ration d’impulsions infra-
rouges, la de´tection des impulsions, et une solution technique d’acquisition en
continu des divers signaux utiles aux expe´riences envisage´es. Dans un premier
temps, nous effectuerons une pre´sentation assez succincte de la technique de
ge´ne´ration des impulsions infrarouges, la construction de cette solution ayant
e´te´ mene´e a` bien lors de travaux pre´ce´dents [141]. Puis, le spectrome`tre origi-
nal utilise´ pour mesurer les impulsions infrarouges sera examine´ en de´tail. Le
fonctionnement de ce spectrome`tre, construit au LOB en 2007 [79] et ame´liore´
en 2009 [88], a e´te´ approfondi et fiabilise´ au cours de ce travail, en particulier
au niveau de la calibration des spectres infrarouges en longueur d’onde. Enfin,
la dernie`re partie de´crit le travail re´alise´ pour assurer l’acquisition continue, et
synchrone, des multiples signaux ne´cessaires aux expe´riences envisage´es. Ce der-
nier proble`me a donne´ lieu a` la construction d’une solution a` la fois informatique
et e´lectronique, permettant une telle acquisition et le traitement nume´rique des
donne´es en continu pour un grand nombre d’expe´riences.
2.1 Ge´ne´ration des impulsions infrarouges
Cette premie`re partie est de´volue a` la description des deux sources infra-
rouges femtoseconde utilise´es. Celles-ci ont e´te´ construites au cours de travaux
pre´ce´dents [141]. Les impulsions ge´ne´re´es pre´sentent les caracte´ristiques d’eˆtre
accordables autour de 5 µm, de dure´e a` mi-hauteur environ 130 fs [140, 106].
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La premie`re source de´livre des impulsions d’e´nergie 2 µJ cadence´es a` 1kHz,
la seconde ge´ne`re des impulsions d’e´nergie 35 µJ cadence´es a` 1kHz. Nous nous
contentons au cours de cette partie de de´crire ces sources infrarouges en mettant
e´ventuellement a` jour les caracte´ristiques techniques.
2.1.1 Conside´rations ge´ne´rales
Cahier des charges de nos sources infrarouges
Afin de mener a` bien des expe´riences de spectroscopie bidimensionnelle et
de controˆle cohe´rent, l’impulsion infrarouge doit satisfaire a` un certains nombre
d’exigences. Ce cahier des charges et l’e´laboration de la source infrarouge y
obe´issant de´coulent de travaux pre´ce´dents [142, 141], et je me contente d’en
rappeler les principaux e´le´ments.
– l’e´nergie contenue dans l’impulsion infrarouge doit eˆtre la plus importante
possible. En particulier, l’expe´rience d’ascension vibrationnelle re´alise´e
au LOB utilisait des impulsions d’e´nergie valant 4µJ [143]. La deuxie`me
source contient de l’ordre de 30 µJ par impulsion.
– travailler en re´gime cohe´rent signifie que les dure´es de l’interaction sont
plus courtes que les dure´es de vie des cohe´rences du syste`me. Celles-ci
valent 1.6ps dans le cas d’une mole´cule de CO couple´e a` l’he´moglobine
[143].
– la source doit pre´senter un spectre assez large pour couvrir les transitions
que l’on veut atteindre. En particulier, les expe´riences d’ascension vibra-
tionnelle impliquent un spectre de largeur a` mi-hauteur au moins e´gale a`
200 cm−1.
– enfin, il est souhaitable que la source soit facilement accordable : cela
donne un degre´ de liberte´ inte´ressant dans les expe´riences de controˆle
cohe´rent. L’architecture de notre source, he´rite´e de travaux pre´ce´dents,
satisfait largement a` cette contrainte en promettant d’eˆtre accordable entre
4µm et 12µm [142].
La contrainte nouvelle re´side dans l’ajout d’un dispositif de fac¸onnage d’im-
pulsions infrarouges, dont les pertes d’insertion rendent plus se´ve`re la contrainte
en e´nergie. En effet, comme nous envisageons de fac¸onner des impulsions a` large
spectre et que le rendement e´nerge´tique de notre fac¸onneur est de l’ordre de
15% en large bande, il est ne´cessaire de disposer du maximum d’e´nergie envisa-
geable. En conse´quence, une partie des efforts consentis au LOB a eu pour but
de cre´er une deuxie`me source infrarouge, d’architecture et de caracte´ristiques
similaires, mais de puissance un ordre de grandeur supe´rieur. Deux sources in-
frarouges coexistent ainsi dans la pie`ce, dont l’une est directement issue des tra-
vaux pre´ce´dents, et la deuxie`me une autre version plus puissante. Les re´sultats
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expe´rimentaux pre´sente´s dans ce me´moire, dont une partie ne sont que des
travaux pre´liminaires a` la re´alisation d’expe´rience de controˆle cohe´rent, ont e´te´
obtenus a` partir de la premie`re source, car ils ne reque´raient pas l’usage d’impul-
sions tre`s intenses. Dans toute la suite, nous noterons MIR1 la source infrarouge
de faible e´nergie, et MIR2 son e´quivalent en haute e´nergie.
Technologies et e´tat de l’art
La premie`re contrainte concerne la dure´e de l’impulsion. Une condition
ne´cessaire pour qu’une cavite´ laser cre´e des impulsions femtosecondes est que sa
courbe de gain pre´sente une largeur supe´rieure a` 10 THz [64]. A l’heure actuelle,
un milieu proposant une telle courbe de gain centre´e autour de 5 µm n’existe pas.
Aussi l’impulsion femtoseconde dans le moyen infrarouge est construite graˆce
a` un me´lange non-line´aire, re´alisant un processus de diffe´rence de fre´quences
de deux autres impulsions. Il suffit d’avoir deux spectres tels que, pour des
fre´quences centre´es en ω1 et ω2, ω1 − ω2 = ω5µm. Ce me´lange a lieu dans un
cristal non-line´aire, et l’efficacite´ du proce´de´ provient essentiellement des pro-
prie´te´s de ces cristaux.
Afin de ge´ne´rer des impulsions intenses, il est essentiel que ce cristal :
– soit transparent pour toutes les fre´quences implique´es
– posse`de un coefficient non-line´aire deff le plus e´leve´ possible
Par ailleurs, le me´lange de trois impulsions n’est efficace que si ces impulsions
se recouvrent temporellement durant toute la propagation dans le cristal, aussi
faut-il s’assurer que la dispersion de vitesse de groupe du cristal est la plus
faible possible. Enfin, comme tout me´lange non-line´aire, sensible a` la phase du
champ, celui-ci n’est efficace qu’a` la condition de ve´rifier une condition d’accord
de phase, qui assure que l’impulsion ge´ne´re´e se construit progressivement dans
le cristal par interfe´rence constructive.
Des impulsions dans le moyen infrarouge ont e´te´ ge´ne´re´es directement par
redressement optique d’une impulsion initiale dans des cristaux de GaAs [16],
puis de GaSe et AgGaS2 avec accord de phase [65, 68]. Les impulsions infra-
rouges, cre´e´es a` partir d’impulsions issues d’un laser TiSa a` 800nm, e´taient alors
peu intenses.
L’amplification parame´trique optique (OPA) constitue une technique puis-
sante pour ge´ne´rer des impulsions intenses et a` large spectre dans un domaine
de fre´quence diffe´rent de celui des cavite´s laser. Toutefois, obtenir une impulsion
dans le moyen infrarouge a` l’issue d’un unique OPA reste de´licat : il s’agit de
trouver un cristal dont la plage de transparence couvre la longueur d’onde du
laser et le domaine infrarouge. De plus, ce cristal doit avoir un fort coefficient
non-line´aire et une dispersion de vitesse de groupe tre`s faible. Cette dernie`re
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condition est d’ailleurs cruciale puisqu’elle est implique´e non seulement dans
l’efficacite´ du processus, mais e´galement dans la largeur du spectre signal qu’on
peut amplifier de manie`re efficace [22, 41, 157]. Un tel OPA, construit a` partir
d’un cristal de HgGa2S2 pompe´ par un laser Cr :forsterite a` 1.25 µm, a en effet
e´te´ construit, qui pre´sentait un rendement de 5%, pour des largeurs de spectres
90 cm−1 accordables dans le moyen infrarouge [119]. D’autres solutions simi-
laires [20] existent e´galement, dont l’originalite´ tient essentiellement au choix
des cristaux.
La solution la plus courante est cependant de se´quencer la ge´ne´ration en
deux e´tapes, ce qui permet d’utiliser deux cristaux diffe´rents, chacun d’entre
eux e´tant alors choisis pour optimiser une e´tape du processus [20].
2.1.2 Architecture de nos sources infrarouges
Aussi, la solution retenue au LOB [141] comprend un OPA a` deux e´tages,
suivi d’un cristal de diffe´rence de fre´quences (DFG). De´crivons le roˆle de chaque
e´tape :
– un cristal de BBO est pompe´ dans un OPA par un laser centre´ a` 0.8 µm,
et ge´ne`re deux impulsions femtoseconde dites signal s et comple´mentaire i
(pour  idler en anglais), de longueur d’onde centre´es en 1.38 µm et 1.9
µm
– un cristal de GaSe re´alise la diffe´rence de fre´quence entre ces deux impul-
sions, ge´ne´rant alors des impulsions infrarouges accordables
Les deux sources primaires a` 800nm
La diffe´rence entre les deux sources infrarouges provient essentiellement de
l’impulsion femtoseconde visible originelle, dite source primaire, a` partir de la-
quelle est engendre´ l’infrarouge. Ces deux impulsions visibles femtosecondes sont
toutes deux cre´e´es suivant le processus d’amplification a` de´rive de fre´quence
[129] :
1. un oscillateur fournit un train d’impulsions femtosecondes de faible e´nergie
2. un e´tireur allonge temporellement les impulsions femtosecondes
3. une des impulsions du train issue de l’e´tireur, se´lectionne´e a` l’aide d’une
cellule de Pockels, est amplifie´e par e´mission stimule´e dans une cavite´
re´ge´ne´rative
4. en sortie de cavite´ re´ge´ne´rative, un compresseur a` re´seau comprime l’im-
pulsion e´tire´e et e´nerge´tique.
Les sources primaires des impulsions MIR1 et MIR2 obe´issent bien a` ce principe
global, mais certaines diffe´rences me´ritent d’eˆtre de´taille´es.
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1. Dans le cas de la source MIR1, l’impulsion primaire a` 0.8 µm provient
d’un laser commercialise´ par la socie´te´ SpectraPhysics (Hurricane) : un
oscillateur (Ma¨ıTa¨ı), cadence´ a` 80 MHz, de´livre des impulsions de spectre
centre´ environ a` 800nm, et de dure´e 100 fs. Il est suivi par une cavite´
re´ge´ne´rative ou` un cristal de Ti :Sa est pompe´ par un laser Nd :YLF
(Evolution10) de 10 W, cadence´ a` 1kHz et de longueur d’onde 527 nm. En
de´finitive, ce dispositif fournit des impulsions cadence´es a` 1KHz, centre´es
en 800nm, et de dure´es infe´rieures a` 130fs. L’e´nergie par impulsion est de
l’ordre de 0.8mJ.
2. La source primaire de MIR2, construite par Adeline Bonvalet, produit
des impulsions de meˆmes caracte´ristiques que la premie`re, mais avec une
e´nergie pouvant atteindre 10 mJ. Dans le laser Hurricane, une lame λ2
suivie d’un cube se´parateur de polarisation permet de re´partir l’impulsion
amplifie´e e´tire´e entre une impulsion qui sera comprime´e (fournissant la
source primaire pre´ce´dente) et une impulsion e´tire´e. En tournant cette
lame de phase, il est donc possible de re´cupe´rer l’impulsion produite par le
Hurricane avant sa compression. Celle-ci est alors amplifie´e dans un autre
cristal TiSa refroidi a` -160◦C au cours d’un processus a` 4 passages dans le
cristal, dont chacun correspond a` une amplification par e´mission stimule´e
dans le cristal pompe´ par les lasers de pompe (de´taille´s dans la figure 2.1).
A la suite de cette amplification, le faisceau est comprime´ a` l’aide d’un
compresseur a` re´seau, pour enfin obtenir l’impulsion primaire de MIR2.
Le faisceau a` 800 nm ainsi obtenu pre´sente une puissance moyenne de 10
W pour une dure´e a` mi-hauteur de 130 fs.
L’amplification parame´trique optique
Le premier e´tage de la ge´ne´ration d’infrarouge est un OPA, qui utilise la
meˆme architecture pour les deux sources MIR1 et MIR2. La seule diffe´rence
re´side dans la dimension du waist des faisceaux a` 800 nm, ce qui n’impose
que de redimensionner les optiques de l’OPA d’une source infrarouge a` l’autre.
L’OPA comporte deux e´tapes de me´lange non-line´aire qui sont toutes les deux
mises en oeuvre dans le meˆme cristal de BBO. Ceci simplifie l’accordabilite´ du
syste`me [69, 28, 141]. Le me´lange non-line´aire cre´e deux impulsions, l’impulsion
signal et l’impulsion comple´mentaire :
– au cours du premier passage, une impulsion s faible, fournie par un conti-
nuum, est amplifie´e par amplification parame´trique, donnant e´galement
lieu a` la cre´ation du comple´mentaire ωp − ωs = ωi. Comme l’impulsion s
est initialement tre`s faible, le gain de ce processus est tre`s e´leve´.
– au cours du second passage, on re´alise l’amplification parame´trique de
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Figure 2.1 – Sche´ma de la source primaire de MIR2 (800 nm,130 fs,10 W).
L’impulsion a` 800 nm, e´tire´e, issue du Hurricane, est amplifie´e par e´mission
stimule´e dans le cristal de TiSa au cours de 4 passages dans le cristal pompe´
par les lasers Jade1, Jade2 (Thales), et Evolution (SpectraPhysics) focalise´s
dans le cristal (f=400 mm et f=700 mm). Un afocal (f=-100 mm et f=500 mm)
adapte la taille de l’impulsion initiale a` la dimension commune des faisceaux de
pompe.
l’impulsion signal cre´e´e au premier passage. Comme l’e´nergie de ces impul-
sions n’est plus ne´gligeable, le me´lange non-line´aire transfe`re efficacement
l’e´nergie de l’impulsion de pompe aux impulsions signal et comple´men-
taire.
Les ondes signal et comple´mentaire ont des spectres accordables respectivement
entre [1.2; 1.6] et entre [1.6; 2.2] µm. L’emploi d’un cristal de BBO, de dispersion
faible a` ces longueurs d’onde et de grande efficacite´ non-line´aire, permet d’ob-
tenir deux impulsions signal et comple´mentaire de spectres larges, avec une tre`s
bonne efficacite´[141]. L’accord de phase (de type II) peut eˆtre ajuste´ par rotation
du cristal. L’impulsion de pompe et l’impulsion comple´mentaire sont polarise´es
selon l’axe extraordinaire du BBO : ainsi, les ondes implique´es dans le me´lange
posse`dent d’emble´e des polarisations ade´quates pour l’e´tage de diffe´rence de
fre´quences. Lors de chacun de ces passages, les trois faisceaux sont coline´aires,
comme cela est repre´sente´ sur la figure 2.2.
Le premier passage : ge´ne´ration parame´trique optique 2% de l’e´nergie
du faisceau de la pompe est pre´leve´e lors du premier passage, sa polarisation est
tourne´e perpendiculairement, et l’impulsion est focalise´e dans une lame de saphir
pour obtenir un continuum de lumie`re blanche polarise´ selon l’axe ordinaire du
BBO. Une fraction de ce continuum, se´lectionne´e par accord de phase lors du
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premier passage, devient l’impulsion signal a` tre`s faible e´nergie. D’autre part,
environ 10% de l’impulsion a` 800 nm constitue une impulsion de pompe pour le
premier me´lange dans le cristal de BBO. Ce premier passage doit eˆtre caracte´rise´
par un gain maximal, et il faut donc diminuer le plus possible la taille de la
pompe, sans toutefois qu’elle n’induise elle-meˆme de ge´ne´ration de continuum
ou de doublement de fre´quence lorsque la fluence est trop importante.
Le second passage Le deuxie`me passage me´lange la majeure partie de l’e´n-
ergie de l’impulsion a` 800 nm avec l’impulsion signal issue du premier passage.
L’impulsion comple´mentaire issue du premier passage est en effet supprime´e
pour e´liminer des fluctuations en e´nergie [40] : ceci a lieu via une lame de calcite,
qui retarde suffisamment le comple´mentaire pour qu’il ne soit plus implique´ dans
le me´lange du deuxie`me passage. En outre, la pompe et le signal sont collimate´s
et le´ge`rement de´cale´s (late´ralement pour la source MIR1, en hauteur dans l’OPA
de la source MIR2) afin de pouvoir se´parer les faisceaux du premier passage et
ainsi re´cupe´rer les impulsions signal et comple´mentaire en sortie d’OPA.
Figure 2.2 – Sche´ma de la source MIR1. Seulement 0.2mJ, sur les 0.8mJ
de´livre´es par le laser, sont utilise´es. 10% de cette e´nergie de pompe a` 800 nm est
pre´leve´e. 2% de ces 10%, focalise´ dans un cristal de Saphir et polarise´ selon l’axe
extraordinaire du cristal de BBO, ge´ne`re le continuum qui constitue le signal
pour le premier passage, me´lange´ avec la premie`re pompe. Un miroir sphe´rique
renvoie l’impulsion signal dans le BBO pour la deuxie`me diffe´rence de fre´quence.
Enfin, le cristal de GaSe re´alise la diffe´rence de fre´quence des impulsions signal
et comple´mentaire (synchronise´es a` l’aide du compensateur de Babinet-Soleil)
et produit l’impulsion infrarouge (extrait de [141])
L’ensemble de l’OPA, suivi de l’e´tage de DFG, est repre´sente´ sur la figure 2.2.
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La largeur a` mi-hauteur des spectres des impulsions signal et comple´mentaire
de´pend alors essentiellement de l’e´paisseur du cristal : elle est inversement pro-
portionnelle a` cette e´paisseur, et le spectre s’e´largit avec la finesse du cristal.
Cependant, le gain diminue e´galement, et un compromis entre largeur de spectre
et e´nergie doit eˆtre choisi. Dans notre cas, cette e´paisseur vaut 4 mm pour l’OPA
de MIR1, et 2 mm pour l’OPA de MIR2.
La diffe´rence de fre´quences
La dernie`re e´tape re´alise la diffe´rence de fre´quence au sein d’une cristal de
GaSe. A cause de la dispersion du BBO, les impulsions signal et comple´mentaire
sont de´cale´es temporellement en sortie d’OPA. Afin d’assurer le recouvrement
temporel des impulsions signal et comple´mentaire, un compensateur de Babinet-
Soleil synchronise les impulsions signal et comple´mentaire. Par ailleurs, le cris-
tal de GaSe, en plus de posse´der une efficacite´ non-line´aire e´leve´e (deff =
54±10pmV−1), supporte un accord de phase de type I et II, facilement re´glable
en tournant le cristal d’un angle de 30◦ autour de son axe optique [141]. Cette fa-
cilite´ a` basculer la polarisation de l’infrarouge est parfois tre`s utile. En de´finitive,
les sources MIR1 et MIR2 produisent des impulsions accordables facilement
entre 4 et 6µm. Les performances e´nerge´tiques des deux sources infrarouges sont
re´sume´es dans le tableau 2.3 : Nous remarquons dans ce tableau re´capitulatif
Source IR Source primaire 1er e´tage Energie de l’OPA Energie IR
MIR1 220µJ 2.5µJ 45µJ 2µJ
MIR2 5mJ 50µJ 1mJ 35µJ
Figure 2.3 – Tableau re´sumant les caracte´ristiques e´nerge´tiques des deux
sources infrarouges.
que toute l’e´nergie de la source primaire (potentiellement 10 mJ) n’est pas ex-
ploite´e pour des raisons de tenue au flux des optiques. De meˆme que pour l’OPA,
la largeur du spectre issu de la DFG de´croˆıt avec l’e´paisseur du cristal, qui vaut
500 µm pour les deux sources infrarouges.
En de´finitive, la source MIR1 de´livre des impulsions de largeur a` mi-hauteur
de l’ordre de 100 cm−1. Il a e´te´ montre´ expe´rimentalement dans un montage
similaire de ge´ne´ration d’infrarouge qu’il est possible d’augmenter significative-
ment la largeur du spectre infrarouge sans perdre trop d’e´nergie, en utilisant
un cristal de BBO plus fin, d’e´paisseur 2 mm, ce qui a permis un e´largissement
du spectre d’un facteur 2 (passant de 400 nm a` 850 nm), aux prix d’une perte
d’e´nergie de 20% [124]. Pour la source MIR2, un cristal de BBO de 2 mm est
effectivement utilise´. Apre`s avoir pre´sente´ la ge´ne´ration d’impulsions infrarouges
femtosecondes, nous allons aborder la proble´matique de la de´tection. Aux lon-
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gueurs d’onde utilise´es, la de´tection des impulsions femtosecondes n’est en effet
pas un proble`me simple. Ceci sera le sujet de la partie suivante.
2.2 Le spectrome`tre par upconversion
Il existe deux architectures courantes de spectrome`tre dans le domaine infra-
rouge. Les spectrome`tres dits par transforme´e de Fourier (FTIR) constituent la
premie`re classe [49]. La seconde cate´gorie regroupe les spectrome`tres dispersifs,
dans lequel un dispositif, ge´ne´ralement un re´seau de diffraction, re´alise la disper-
sion des longueurs d’onde. Cette dernie`re architecture peut ensuite contenir un
de´tecteur unique, auquel cas il s’agit d’un monochromateur, et la mesure d’un
spectre ne´cessite plusieurs acquisitions. Ou bien on peut associer a` l’optique dis-
persive une barrette de de´tecteurs HgCdTe, et la se´paration des longueurs d’onde
autorise une mesure multiplexe´e du spectre. Aussi, la plupart des expe´riences de
spectroscopie femtoseconde dans le moyen infrarouge utilisent-elles des barettes
de de´tecteurs HgCdTe comprenant 32, 64 ou 128 pixels [2].
2.2.1 Etat de l’art des spectrome`tres dans le domaine du
moyen infrarouge
Les spectrome`tres dispersifs dans l’infrarouge
Les spectrome`tres dispersifs associent une optique dispersive, qui se´pare les
longueurs d’onde du spectre, a` un tableau (1D ou 2D) de de´tecteurs. L’optique
dispersive est le plus souvent un re´seau de diffraction en e´chelle pour optimiser
la diffraction d’un ordre donne´, puis, un dispositif d’imagerie conjugue chacun
de ces faisceaux avec un pixel du tableau de de´tecteurs. Une repre´sentation
d’un spectrome`tre dispersif est donne´e dans la figure 2.4. Les taches images ont
dans le meilleur des cas la taille d’une tache d’Airy, dont la taille caracte´ristique
vaut 1.22λd ou` d est l’ouverture du dispositif d’imagerie. Dans le moyen infra-
rouge, les grandes longueurs d’onde impliquent une augmentation de la tache
de diffraction, tout autre parame`tre fixe´ par ailleurs. Cette proprie´te´ consti-
tue un frein a` la constitution d’un spectrome`tre dispersif de grande re´solution,
inde´pendamment de la re´solution du re´seau [79]. Il faut alors compenser par
une optique ayant une grande ouverture, ce qui augmente l’encombrement du
spectrome`tre.
Par ailleurs, les de´tecteurs sensibles aux longueurs d’onde dans le moyen
infrarouge souffrent ge´ne´ralement d’une faible sensibilite´ [2], et ne´cessitent une
e´lectronique plus complique´e que les de´tecteurs CCD dans le domaine visible.
Des tableaux de de´tecteurs en HgCdTe (que nous appellerons MCT, pour Mer-
cury Cadmium Tellurium, par la suite) sont ainsi commercialise´s, mais sont
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Figure 2.4 – Sche´ma de principe d’un spectrome`tre a` re´seau. En (a) : une fente,
place´e au foyer du premier miroir concave (b) diffracte le champ incident. En
(c) : re´seau dispersif. En (d) : miroir concave. En (e) : tableau de de´tecteurs
place´ au foyer du miroir concave (d) (extrait de [64])
one´reux, et limite´s a` 128 pixels actuellement [7], ce qui est un ordre de gran-
deur de moins que le nombre de pixels dans une matrice de de´tecteurs CCD.
Ainsi, meˆme si le spectrome`tre est dimensionne´ pour que la re´solution spec-
trale soit inte´ressante, le nombre de pixel disponibles limitera soit la re´solution,
soit le domaine de fre´quence couvert par la mesure. Pour toutes ces raisons,
les spectrome`tres dispersifs dans le moyen infrarouge sont limite´s. L’avantage,
ne´anmoins, de tels dispositifs, est d’offrir la possibilite´ de re´aliser des mesures
rapides.
La spectrome´trie par transforme´e de Fourier
Une autre technique de mesure d’un spectre infrarouge est la spectrome´trie
par transforme´e de Fourier, qui consiste en la mesure de la fonction d’auto-
corre´lation du champ infrarouge [49]. Il suffit pour cela de disposer d’un in-
terfe´rome`tre et d’un de´tecteur monocanal inte´grateur. Si l’interfe´rome`tre est
re´gle´ a` un de´lai τ , alors ce de´tecteur de´livre le signal :
S(τ) = 2<
[
E(t)⊗ E∗(−t)
]
(τ) (2.1)
L’essentiel de la difficulte´ expe´rimentale consiste a` e´chantillonner correcte-
ment la fonction S(τ). Soit dτ le pas d’e´chantillonnage et ∆τ l’intervalle total
parcouru lors de l’enregistrement, alors [49] :
– le de´lai τ pour chaque e´chantillon doit eˆtre tre`s pre´cise´ment connu pour
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e´viter des distorsions dans le spectre final
– le crite`re de Shannon-Nyquist impose un pas d’e´chantillonnage dτ < 12ν0
ou` ν0 est la fre´quence infrarouge maximale. Pour une longueur d’onde
infrarouge de 5 µm, dτ < 8.3 fs.
– la re´solution fre´quentielle vaut δν = 1∆τ .
Notre spectrome`tre bidimensionnel en ge´ome´trie pompe-sonde contient notam-
ment un spectrome`tre par transforme´e de Fourier : cet e´le´ment est repre´sente´
isole´ du reste du montage dans la figure 2.5. Un soin particulier y a e´te´ apporte´
Figure 2.5 – Sche´ma de la partie de l’expe´rience de spectroscopie bidimension-
nelle qui constitue un spectrome`tre par transforme´e de Fourier. L’interfe´rome`tre
re´glant le de´lai τ balaie des intervalles de l’ordre de 30ps. Le laser HeNe, co-
propageant, est utilise´ pour mesurer tre`s pre´cise´ment les de´lai τi auxquels on
e´chantillonne l’autocorre´lation S(τ).
lors de sa construction, en particulier au sujet de la mesure du de´lai de l’in-
terfe´rome`tre pour chaque e´chantillon de la fonction S(τ). La me´thode retenue,
qui fait intervenir un laser HeNe co-propageant avec l’impulsion infrarouge, sera
pre´sente´e en de´tail dans la partie sur la spectroscopie bidimensionnelle. Nous
nous contentons ici de montrer un spectre obtenu par cette me´thode (cf Fi-
gure 2.6). En conclusion, si la spectroscopie par transforme´ de Fourier pre´sente,
comme l’interfe´rome´trie temporelle, l’avantage de pouvoir fournir des spectres
a` tre`s grandes re´solutions spectrales (il suffit pour cela d’augmenter ∆τ), son
imple´mentation souffre de deux principaux inconve´nients qui sont :
– il faut prendre quelques pre´cautions expe´rimentales lors de l’e´chantillon-
nage de S(τ) pour be´ne´ficier des avantages de cette me´thode de mesure
– la mesure n’est pas instantane´e car elle ne´cessite un balayage du de´lai τ
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Figure 2.6 – Spectre infrarouge mesure´ par spectroscopie par transforme´e de
Fourier. Pour cette mesure : ∆τ = 30 ps (soit une re´solution de 0.03THz), dτ = 1
fs. Les pics d’absorption visibles correspondent a` des pics d’absorption intense
de la vapeur d’eau pre´sente dans l’air en 1918,1923,1942,1967,1992,2016,2043
cm−1([24])
2.2.2 Le spectrome`tre par conversion de fre´quence
Principe du spectrome`tre
Une alternative inge´nieuse, combinant les avantages d’une mesure multi-
plexe´e et d’une bonne re´solution spectrale, consiste a` translater le spectre infra-
rouge vers le domaine visible, autorisant ainsi l’emploi de spectrome`tres disper-
sifs dans le domaine visible dont les de´tecteurs sont plus performants que dans
l’infrarouge [56, 79, 26]. Afin de re´aliser cette conversion de fre´quence, la tech-
nique retenue au LOB repose sur un me´lange non-line´aire a` trois ondes utilisant
une impulsion a` de´rive de fre´quence [79]. Un processus de somme de fre´quence de
l’impulsion infrarouge et d’une impulsion tre`s e´tire´e ge´ne`re ainsi une troisie`me
impulsion dans le domaine visible : cette dernie`re est appele´e image de l’im-
pulsion infrarouge dans le visible, ou encore impulsion convertie. La spe´cificite´
de notre me´thode provient de l’emploi d’une deuxie`me impulsion tre`s e´tire´e,
justifiant qu’on parle de conversion de fre´quence avec impulsion e´tire´e (CPU,
Chirped Pulse Upconversion). Le dispositif sera par la suite appele´ spectrome`tre
CPU.
Bien que le me´lange non-line´aire des impulsions puisse mener en the´orie a`
une perte de sensibilite´ du spectrome`tre a` cause de la perte de photons lors de
la somme de fre´quence, en re´alite´ la sensibilite´ des de´tecteurs dans le domaine
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visible compense celle des de´tecteurs HgCdTe. Ainsi, des expe´riences de spectro-
scopie bidimensionnelle dans l’infrarouge, qui  a priori  fournissent un champ
signal peu intense, ont pu eˆtre re´alise´es avec succe`s a` l’aide de cette technique
[104, 2]. Ces expe´riences ont e´te´ re´alise´es en ge´ome´trie BOXCARS.
Une comparaison rigoureuse entre un spectrome`tre dispersif comprenant
un tableau de 32 de´tecteurs HgCdTe et un spectrome`tre CPU a e´te´ effectue´e
re´cemment : pour cette e´tude, la re´solution spectrale est environ 5 fois meilleure
dans le cas du spectrome`tre CPU [76]. Cette e´tude montre en particulier que
le niveau de bruit contenu dans les spectres CPU est plus e´leve´ que le niveau
de bruit contenu dans les spectres de´tecte´s par un tableau de de´tecteurs MCT.
De plus, il est montre´ que la majeure contribution au bruit provient des fluc-
tuations de l’intensite´ de l’impulsion e´tire´e, et qu’en corrigeant nume´riquement
cette source de fluctuation, le niveau de bruit devient sensiblement infe´rieur au
niveau de bruit contenu dans les spectres mesure´s directement dans l’infrarouge.
Au LOB, nous disposons d’un spectrome`tre dispersif dans le domaine visible
(Acton Sp2500i), pouvant utiliser trois re´seaux de diffraction : un re´seau a` 150
traits.mm−1, peu re´solu mais utile pour trouver des signaux tre`s faibles, un
re´seau a` 1200 traits.mm−1, et un re´seau a` 1800 traits.mm−1. Toutes les mesures
pre´sente´es au cours de ce me´moire ont e´te´ obtenues dans la configuration du
spectrome`tre fonctionnant avec le re´seau a` 1200 traits.mm−1.
Description expe´rimentale La conversion de fre´quence du spectre infra-
rouge vers le domaine visible repose donc sur l’utilisation d’une tierce impulsion,
tre`s e´tire´e. Dans notre cas, cette impulsion provient d’un pre´le`vement effectue´ en
sortie de la cavite´ re´ge´ne´rative du laser femtoseconde, avant la compression de
l’impulsion. Techniquement, la somme de fre´quences des impulsions infrarouges
et e´tire´es a lieu dans un cristal de MgOLiNbO3 (θ = 45
o, accord de phase de type
I) [79]. L’impulsion e´tire´e, que nous noterons par la suite Ec(t), est caracte´rise´e
par un spectre gaussien centre´ en 800 nm (soit Ω0 = 2355 ps
−1), et une de´rive
de fre´quence line´aire φc
(2) = 4 ps2. Nous avons vu dans la premie`re partie que la
dure´e a` mi-hauteur de l’impulsion vaut alors 110 ps. La conversion de fre´quence
consiste en la somme de fre´quence d’un champ infrarouge E et du champ Ec.
Pour une impulsion E dont le spectre est centre´ en 5 µm (soit ω0 = 376 ps−1,
le spectre de l’impulsion ge´ne´re´e est centre´ en 690 nm (ω = ω0 + Ω0 = 2731
ps−1), qui est bien dans la gamme des de´tecteurs CCD. Nous noterons par la
suite Ecpu(t) le champ image, dit aussi converti, du champ infrarouge.
Image de l’impulsion infrarouge dans le domaine visible
Appelons Ac(t) l’enveloppe re´elle de Ec(t), Ω0 la fre´quence de sa porteuse,
et Φc(t) sa phase temporelle. Comme nous l’avons vu dans le premier chapitre,
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l’impulsion Ec(t), tre`s e´tire´e, s’e´crit :
Ec(t) = Ac(t)e−iΦc(t) (2.2)
Φc(t) = Ω0t+
t2
2φc
(2)
(2.3)
Le cristal travaillant loin de toute re´sonance, χ(2) est re´el et inde´pendant de la
fre´quence, aussi, en supposant la condition d’accord de phase ve´rifie´e sur toute
la bande spectrale, le rendement non-line´aire est constant sur tout le spectre
infrarouge et le me´lange est instantane´ [88]. Soit τ le de´lai entre l’impulsion
e´tire´e et l’impulsion infrarouge, alors l’expression exacte de Ecpu(t) prend la
forme :
Ecpu(t) ∝ E(t) ·Ac(t− τ)e−iΦc(t−τ) (2.4)
Ou` l’expression de la constante de proportionnalite´ provient du calcul usuel
de la propagation d’un champ non-line´aire rayonne´ dans le cadre de l’approxi-
mation paraxiale, de l’enveloppe lentement variable, a` la sortie du cristal de
MgO :LiNbO3 [21]. Dans toute la suite, nous allons e´tudier l’influence de la
dure´e de l’impulsion infrarouge sur son image dans le domaine visible.
Revenons sur le terme Ac(t). Celui-ci, multiplicatif, devient un terme de
convolution dans l’espace de Fourier, et donc limitera la re´solution de notre
spectrome`tre. Ne´anmoins, comme la dure´e a` mi-hauteur en intensite´ de l’impul-
sion est de 110ps, la variation de l’enveloppe |Ac(t)|2 vaut seulement 10% pour
une dure´e de 43 ps : ceci qui justifie qu’on supposera dans toute la suite que
Ac(t) = 1.
Il est fructueux de de´velopper la fonction Φc(t) au voisinage de τ pour la
suite. Ce de´veloppement s’e´crit :
Φc(t) = Φc(τ) + Ωc(τ) · (t− τ) + 1
2φc
(2)
(t− τ)2 (2.5)
Ωc(τ) =
∂Φc
∂t
(τ) = Ω0 +
τ
φc
(2)
(2.6)
∂2Φc
∂t2
=
1
φc
(2)
(2.7)
Cas ide´al d’une impulsion infrarouge femtoseconde Examinons ensuite
le re´sultat de la somme de fre´quence dans le cas d’une impulsion infrarouge
courte, d’une dure´e a` mi-hauteur ∆t = 500 fs, qui se me´lange avec une impulsion
e´tire´e retarde´e d’un de´lai τ . Alors ∆t
2
4φ(2)
= 0.03 rad et le terme quadratique dans
la phase temporelle de Φc(t) peut eˆtre ne´glige´. En conse´quence, de`s lors que
nous traiterons de la conversion d’une impulsion infrarouge femtoseconde, nous
conside´rerons que le champ E(t) se me´lange avec un champ monochromatique
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dont la pulsation est, pour un de´lai τ entre les deux impulsions, Ωc(τ). Le
re´sultat devient alors :
Ecpu(t) = E(t)e−i(Ω0+
τ
φc
(2)
)t · e−i
τ2
2φc
(2) (2.8)
Dans le domaine spectral, la transforme´e de Fourier selon t donne :
Ecpu(ω) = E(ω − Ω0 − τ
φc
(2)
) · e−i
τ2
2φc
(2) (2.9)
En de´finitive, dans le cas d’une impulsion courte, le champ image pourra
effectivement eˆtre vu comme une simple translation du champ a` analyser, la
translation e´tant fonction du de´lai τ entre les impulsions infrarouge et e´tire´e :
c’est le re´gime ide´al de notre de´tection qui justifie le terme de translation de
spectre 1. Toutefois, ceci devient abusif de`s lors que nous avons affaire a` des
champs e´lectriques assez longs pour que nous ne puissions plus ne´gliger la va-
riation de fre´quence instantane´e de l’impulsion e´tire´e, c’est-a`-dire le terme qua-
dratique dans la phase temporelle Φc(t). Il devient alors ne´cessaire d’inclure des
corrections a` la mesure des spectres.
Conversion de fre´quence d’un champ infrarouge long
Revenons sur l’effet que produit le dispositif de conversion de fre´quence sur
les spectres dans le cas ou` le champ infrarouge devient long. Dans le cas d’im-
pulsions infrarouges longues de plusieurs picosecondes, on ne peut plus ne´gliger
le terme quadratique dans le de´veloppement de Φc(t). On e´crit donc celle-ci sous
sa forme exacte :
Φc(t) = Ω0t+
t2
2φc
(2)
(2.10)
Nous avons vu que l’approximation des impulsions infrarouges courtes revenait
a` conside´rer que la fre´quence e´tait constante lors du me´lange non-line´aire. A
l’inverse, pendant un me´lange avec une impulsion infrarouge longue, la fre´quence
instantane´e de l’impulsion e´tire´e varie. Il apparait alors une modulation dans le
spectre de l’impulsion image.
A titre d’exemple, examinons la conversion de fre´quence de l’impulsion infra-
rouge suivante. Cette impulsion, tre`s fre´quemment rencontre´e en spectroscopie
d’absorption, est la somme d’une impulsion limite´e par transforme´e de Fourier,
Eref (t), et d’un champ causal a` de´croissance exponentielle E(t), qui est le champ
rayonne´ par une mole´cule excite´e a` sa re´sonance. La figure 2.7 repre´sente une
simulation du spectre de l’impulsion convertie lorsque le de´lai entre l’impulsion
1. Ce re´gime est exactement le meˆme que pour une expe´rience de mesure de champ de type
SPIDER, ou` le champ signal est suppose´ assez bref pour que le me´lange avec une impulsion
e´tire´e soit e´quivalent a` une translation du champ dans le domaine spectral
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e´tire´e et l’impulsion infrarouge totale est nul. Cette simulation a e´te´ effectue´e
dans le re´fe´rentiel tournant, qui est grossie sur la figure de droite de la figure
2.7. L’impulsion infrarouge de re´fe´rence posse`de un nombre d’onde central de
2000 cm−1 et une largeur a` mi-hauteur de 100 cm−1, la dure´e de vie associe´e a`
la raie lorentzienne vaut Γ = 0.1 ps−1 (soit une largeur a` mi-hauteur de la raie
d’absorption de 0.5 cm−1, qui est de l’ordre de la re´solution du spectrome`tre,
comme nous le verrons plus tard). Le champ total qui sera converti s’e´crit donc :
E(t) = Eref (t) + βΘ(t)e−iω0t−Γt (2.11)
Ou` β est un coefficient proportionnel a` la densite´ de mole´cule dans l’air. De
manie`re e´quivalente, ce champ est le champ infrarouge apre`s une absorption
caracte´rise´e par la largeur de raie Γ. Afin de comprendre l’origine de ces mo-
Figure 2.7 – A gauche : simulation du spectre converti d’une impulsion infra-
rouge traversant un milieu comportant une raie d’absorption de largeur e´gale
a` 2Γ = 1cm−1. En noir : spectre du champ infrarouge, en rouge : spectre to-
tal apre`s conversion, tel qu’il apparait sur le spectrome`tre. En bleu : spectre
converti de l’impulsion causale et longue. A droite : Version grossie des modu-
lations apparaissant sur le spectre d’absorption converti.
dulations, il faut rappeler que les diffe´rentes composantes spectrales de l’impul-
sion infrarouge ont des de´lais de groupe diffe´rents. Certaines fre´quences infra-
rouges diffe´rentes, se´pare´es d’une quantite´ δω, peuvent alors eˆtre temporellement
se´pare´es d’une quantite´ dτg = −φc(2)δω, et les images de ces fre´quences sont
e´gales. Par exemple, s’il existe deux fre´quences diffe´rentes ω1 et ω2 telles que :
τg(ω1) = 0 (2.12)
τg(ω2) = (ω2 − ω1)φc(2) (2.13)
Alors, soit ωf = Ω0 + ω1 :
Ecpu(ωf ) = E(ω1) + E(ω2) (2.14)
78
La composante spectrale ωf comprend un terme interfe´rome´trique responsable
des modulations sur le spectre converti. Dans la figure 2.7, le spectre de l’impul-
sion causale pre´sente ces modulations caracte´ristiques d’interfe´rences spectrales
entre fre´quences converties par une fre´quence instantane´e diffe´rente de l’impul-
sion e´tire´e.
Crite`re nume´rique
Il est commode de disposer d’un crite`re nume´rique simple qui permette de
savoir a` partir de quelle dure´e d’impulsion infrarouge les effets de modulation de
phase apparaissent. Lorsque l’impulsion infrarouge est une impulsion gaussienne
limite´e par Tranforme´e de Fourier, la modulation de phase croise´e a simplement
pour effet d’e´largir le spectre de l’impulsion image, lorsque l’impulsion infrarouge
devient trop longue. Sur la figure 2.8 est repre´sente´e le re´sultat d’une simulation
calculant la largeur a` mi-hauteur du spectre de l’impulsion convertie en fonction
de la largeur a` mi-hauteur du spectre de l’impulsion infrarouge. Un e´largissement
de 5% est constate´ pour une dure´e d’impulsion infrarouge de 4.2 ps, pour notre
valeur d’e´tirement de 4 ps2. Ceci me`ne a` un rapport de la dure´e de l’impulsion
infrarouge et de l’impulsion e´tire´e de 4.2110 = 3.6%.
Figure 2.8 – Pour une impulsion infrarouge gaussienne, largeur a` mi-hauteur
du spectre de l’impulsion image dans le visible en fonction de la largeur a` mi-
hauteur du spectre infrarouge (en rouge). En noir, cas ide´al sans modulation
de phase. Pour la valeur d’e´tirement de notre expe´rience (4 ps2), l’impulsion
visible pre´sente un e´largissement de 5% pour un spectre infrarouge de largeur
7.9 cm−1,soit une dure´e d’impulsion infrarouge de 4.2 ps.
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2.2.3 Correction de modulation de la phase dans le cas
d’impulsions infrarouges longues
L’objet de cette partie est de pre´senter des me´thodes pour traiter nume´ri-
quement un spectre mesure´ dans le domaine visible Icpu(ω). L’objectif est, selon
les cas, de corriger de la modulation de phase la version convertie d’un spectre
infrarouge, ou bien, lorsque cela est possible, de re´cupe´rer le champ infrarouge
complet. Toutes ces proce´dures sont construites a` base de transforme´e de Fou-
rier, calcule´es par l’algorithme FFT, et sont imple´mente´es dans le traitement
informatique en continu de l’expe´rience.
Calibration de la translation de fre´quence du spectrome`tre CPU
La calibration en fre´quence du spectrome`tre CPU est, par de´finition, une loi
qui permet de de´duire ωIR de sa version visible ω
′. Dans le cas des impulsions
tre`s courtes, nous avons vu qu’un de´lai τ entre les impulsions e´tire´es et infra-
rouges e´quivaut a` une variation τ
φc(2)
de la fre´quence de translation. Calibrer
le spectrome`tre en fre´quence revient donc a` de´terminer une origine des temps
entre impulsion e´tire´e et impulsion infrarouge. Nous imposons donc que l’origine
des temps est situe´e au centre de l’impulsion e´tire´e, au point ou` sa fre´quence
instantane´e vaut Ωc(0) = Ω0.
Alors, on de´termine la fre´quence infrarouge d’un champ synchrone avec l’im-
pulsion e´tire´e par la loi ;
ωIR = ω
′ − Ω0 (2.15)
Si le spectre infrarouge est parfaitement connu, sa version translate´e, de la
valeur Ω0, l’est e´galement. Aussi il suffit de re´gler le de´lai τ jusqu’a` ce que la
version translate´e, de Ωc(τ), co¨ıncide avec la version translate´e avec Ω0, et les
de´lais alors sont calibre´s.
Ce processus de calibration requiert un spectre infrarouge parfaitement con-
nu : nous verrons plus tard que nous pourrons nous appuyer sur les raies d’ab-
sorption de la vapeur d’eau pre´sente naturellement dans l’air, dont les positions
ont connues. Par ailleurs, cette calibration en de´lai est ne´cessaire de`s lors qu’on
veut effectuer les traitements de Fourier que nous allons de´tailler.
Cas simple d’une impulsion visible connue en amplitude et en phase
Dans le cas ou` on a acce`s au champ visible Ecpu(t), il suffit de soustraire la phase
temporelle Φc(t) dans le domaine temporel [88]. Cette ope´ration requiert donc
que la calibration en de´lai de l’expe´rience soit effectue´e pour connaitre l’origine
des temps, mais ne ne´cessite pas que le champ complexe soit a` de´lai nul avec
l’impulsion e´tire´e : il suffit de connaitre ce de´lai pour programmer correctement
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Φc(t). Ensuite, il suffit d’effectuer l’ope´ration suivante :
E(ω − ω0) = F−1
[
F[Ecpu(ω)](t) · e+iΦc(t)](ω) (2.16)
Sur le spectrome`tre, on ne dispose que d’une mesure du spectre et la mise
en oeuvre de ce proce´de´ est exclu. Cependant, dans le cas ou` la mesure du
champ Ecpu est rendue possible, par exemple par interfe´rome´trie spectrale avec
une impulsion de re´fe´rence, cette technique sera utilise´e.
Cas des impulsions infrarouges causales et peu intenses Inte´ressons-
nous maintenant a` une situation que l’on rencontrera fre´quemment dans l’expe´-
rience. Dans cette situation, le champ infrarouge est la somme de deux champs
infrarouges qui ne sont pas se´pare´s temporellement. L’un est un champ infra-
rouge de re´fe´rence Eref , tre`s court (impulsion limite´e par transforme´e de Fou-
rier). L’autre est un champ Es causal, long et d’intensite´ au moins d’un ordre
plus faible que l’impulsion de Eref . Le signal collecte´ sur le spectrome`tre s’e´crit :
S(ω) = |Ecpu,ref (ω)|2 + |Ecpu,s(ω)|2 + f(ω) + f∗(ω) (2.17)
Ou` f(ω) = Ecpu,ref (ω)Ecpu,s(ω). Dans le domaine temporel, le signal contient
quatre termes :
g(t) = Ecpu,ref (t)⊗E∗cpu,ref (−t) + Ecpu,s(t)⊗E∗cpu,s(−t) + f(t) + f∗(−t) (2.18)
Examinons la figure 2.9, qui repre´sente les diffe´rentes contributions, norma-
lise´es. Il apparait ainsi que :
– le support de l’auto-corre´lation de l’impulsion longue et causale, en vert,
est long. Cependant cette contribution sera ne´glige´e par hypothe`se, puis-
que son intensite´ est au moins un ordre de grandeur plus faible que celle
de l’impulsion de re´fe´rence.
– l’auto-corre´lation de l’impulsion de re´fe´rence, en noir, est courte.
– les fonction de corre´lations f(t) et f∗(−t) ont des supports presque dis-
joints : le recouvrement de leur support est le support du champ de
re´fe´rence, et sera par la suite ne´glige´.
En conse´quence, l’examen des supports des fonctions me`ne a` distinguer deux
domaines :
g(t > 0) = Ecpu,ref (t)⊗ E∗cpu,ref (−t) + f(t) (2.19)
g(t < 0) = Ecpu,ref (t)⊗ E∗cpu,ref (−t) + f∗(−t) (2.20)
(2.21)
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Figure 2.9 – Examen des supports des fonctions de corre´lation au voisinage
de t = 0. En rouge : f(t), en bleu : f∗(−t), en noir : auto-corre´lation de Eref ,
en vert : auto-corre´lation du champ causal. La figure de droite est la figure de
gauche grossie au voisinage de 0.
Or l’impulsion de re´fe´rence e´tant tre`s courte en comparaison de l’impulsion
Ecpu,s, elle se comporte comme un Dirac temporel dans les produits de convo-
lution :
f(t) ∝ Ecpu,s(t) (2.22)
f∗(−t) ∝ E∗cpu,s(−t) (2.23)
En conclusion, pour t > 0,
g(t > 0) · e+i
t2
2Φc
(2) = Es(t)e−iΩ0t + e+i
t2
2φc
(2) Ecpu,ref (t)⊗ E∗cpu,ref (−t) (2.24)
Comme l’impulsion de re´fe´rence est courte, la modulation de phase quadratique
est nulle a` une bonne approximation sur le support du champ infrarouge Eref (t).
Cela implique, comme nous l’avons vu, que :
Ecpu,ref (t) = Eref (t)e−iΩ0t (2.25)
La nullite´ de la modulation de phase quadratique est e´galement valable sur le
support de l’autocorre´lation de l’impulsion de re´fe´rence convertie Ecpu,ref (t) ⊗
E∗cpu,ref (−t). Aussi nous pouvons e´crire avec une bonne approximation que :
g(t > 0) · e+i
t2
2φc
(2) ≈ Es(t)e−iΩ0t +
[
Eref (t)e−iΩ0t ⊗ E∗ref (−t)e−iΩ0t
]
(2.26)
En effectuant le traitement oppose´ pour g(t < 0), sur le demi-axe des temps
ne´gatifs, c’est-a`-dire en multipliant par e
−i t2
2φc
(2) , on obtient un re´sultat simi-
laire. En conclusion, la proce´dure de correction de la modulation de phase qua-
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dratique, dans ce cas, est tre`s simple. Il suffit d’effectuer une transforme´e de
Fourier du spectre mesure´, et de soustraire au signal g(t) la phase Φcorr(t),
de´finie comme [88] :
Φcorr(t) = −sign(t) ·Φc(t) (2.27)
Cette phase Φcorr(t) retranche simplement la modulation de phase introduite
par la conversion de fre´quence pour chaque composante analytique du champ
infrarouge.
Pour imple´menter cette proce´dure, il faut la` encore bien programmer la
fonction Φc(t), c’est-a`-dire connaitre le de´lai entre l’impulsion e´tire´e et l’im-
pulsion infrarouge. Nous avons imple´mente´ la proce´dure pour notre calibration
de fre´quence : la fonction Φc(t) est centre´e en t = 0 le centre de l’impulsion
infrarouge, synchrone avec l’impulsion e´tire´e (cf Figure 2.10). Aussi, de`s lors
Figure 2.10 – Traitement nume´rique effectue´ lorsque l’impulsion e´tire´e est syn-
chrone avec les impulsions infrarouges dont une est causale et faible. En bleu :
transforme´e de Fourier du spectre module´ expe´rimental, qui est une fonction
longue devant la dure´e de l’impulsion de re´fe´rence (nous reviendrons plus tard
sur la forme particulie`re de cette fonction de corre´lation). En rouge : phase de
correction Φcorr(t). En noir : la fonction Φc(t), de meˆme origine temporelle que
l’impulsion temporelle infrarouge.
qu’il y aura un de´lai τ entre l’impulsion e´tire´e et le champ infrarouge causal, le
spectre corrige´ de ce dernier sera translate´ de τ
φ
(2)
c
. Cette proce´dure est tre`s effi-
cace pour corriger la modulation de phase des spectres issus de la spectroscopie
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d’absorption dans des milieux peu concentre´s, ou` les hypothe`ses de causalite´ et
de champ signal faible sont ve´rifie´es. En particulier, une des composantes de
l’air est la vapeur d’eau, a` concentration non ne´gligeable. Ces mole´cules d’eau
posse`dent des raies d’absorption tre`s fines au voisinage de 5 µm. Imple´mente´e
dans le programme d’acquisition et de traitement des donne´es expe´rimentales,
cette proce´dure permet d’observer en continu ces raies d’absorption de la vapeur
d’eau (Fig. 2.11). Ce proce´de´ expe´rimental nous permettant d’observer des raies
Figure 2.11 – A gauche, spectre expe´rimental, module´ en phase, correspondant
au signal de corre´lation montre´ en 2.10. A droite, le meˆme spectre corrige´ des
modulations de phase.
d’absorption fines, il sera par la suite utilise´ comme calibration de la translation
de fre´quence, ou` ces raies joueront exactement le roˆle des raies d’e´mission de
lampes spectrales habituellement utilise´es pour calibrer des spectrome`tres.
2.2.4 Caracte´risation du spectrome`tre CPU
Sensibilite´
Comme le signal f(t)+f∗(−t) provient de l’interfe´rence entre l’impulsion de
re´fe´rence et l’impulsion causale rayonne´e par les mole´cules de vapeur d’eau, l’im-
pulsion de re´fe´rence se comporte comme un oscillateur local pour une de´tection
homodyne de ce champ faible rayonne´ : cette proce´dure restitue donc les raies
d’absorption amplifie´es avec une tre`s grande sensibilite´, comme l’illustrent les
figures 2.11 et 2.12.
Re´solution spectrale
La re´solution spectrale du spectrome`tre peut eˆtre e´value´e en mesurant la
largeur a` mi-hauteur de la re´ponse a` un signal percussionnel dans l’espace des
fre´quences. Les raies d’absorption de la vapeur d’eau, de largeur 2Γ tre`s petites
devant la re´solution du spectrome`tre, fournissent donc un signal percussionnel
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Figure 2.12 – Spectre corrige´ grossi. En noir : position the´orique des raies
d’absorption de l’eau [24]
adapte´. Afin d’extraire d’un spectre d’absorption la largeur spectrale du spec-
trome`tre, nous avons mesure´ la largeur a` mi-hauteur du pic d’absorption de
raies de l’eau choisies. La figure 2.13 montre en particulier le spectre d’ab-
sorption pour la raie situe´e a` 1967.4 cm−1. Nous avons ensuite interpole´ le
spectre d’absorption the´orique par  ze´ros-padding  2. Notons que cette raie
a` 1967.4 cm1 n’est pas vraiment isole´e, puisqu’une raie d’absorption a` 1966.3
cm−1 existe e´galement, qui est trois fois moins intense que la raie qui nous
inte´resse sur la figure 2.13 [24] : la courbe interpole´e montre bien que ces deux
raies d’absorption, distantes de 1.1 cm−1, sont re´solues par notre spectrome`tre
(l’impression trompeuse que cette deuxie`me raie ne serait pas re´solue provient
uniquement du facteur 3 en intensite´ de ces raies d’absorption : si cette raie
avait la meˆme intensite´, le crite`re d’Abbe, de se´paration des pics a` mi-hauteur,
serait ve´rifie´). La mesure de la largeur a` mi-hauteur des pics permet de conclure
que la re´solution de notre spectrome`tre CPU vaut 1 cm−1, soit une ouverture
temporelle du spectrome`tre CPU de 33 ps. A titre de comparaison, pour obser-
ver en entier un spectre de largeur pied a` pied de 200 cm−1 comme les noˆtres
avec les meilleurs spectrome`tres dispersifs infrarouges disposant de 128 pixels,
2. Le  ze´ros-padding  est une technique d’interpolation utilisant le spectre du signal.
Le signal interpole´ est une version du signal artificiellement sure´chantillonne´, construit en
allongeant la feneˆtre spectrale avec des ze´ros.
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Figure 2.13 – Mesure de la re´solution du spectrome`tre a` l’aide des raies d’ab-
sorption de l’eau. En rouge : spectre expe´rimental (ou` la proce´dure de correction
est active´e), En bleu : interpolation du spectre par ze´ros-padding. En noir : po-
sitions the´oriques des raies d’absorption. La raie d’absorption a` 1967.4 cm−1 est
3 fois plus intense que la raie a` 1966.3 cm−1 [24]
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la re´solution vaut (au mieux) 1.6 cm−1. De plus, soulignons que cette mesure
a e´te´ effectue´e avec un re´seau de 1200 traits.mm−1, dont la dispersion permet
d’utiliser environ 600 pixels sur les 1340 dont nous disposons : en conse´quence,
il serait possible d’augmenter notre re´solution d’un facteur 2 en changeant de
re´seau. Ajoutons enfin une autre utilisation possible du spectrome`tre CPU :
comme la calibration en longueur d’onde de celui-ci est effectue´e en re´glant
le de´lai entre l’impulsion e´tire´e et l’impulsion infrarouge de telle sorte que les
positions des raies d’absorption the´oriques et mesure´es co¨ıncident, ceci permet
e´galement de de´terminer le centre d’une impulsion e´tire´e avec une re´solution
temporelle qui dτ = φ
(2)
c · δω = 750 fs ou` δω est la re´solution spectrale.
Retour sur la forme du signal de corre´lation des raies de l’eau
Cette impulsion e´tait parame´tre´e par une fre´quence centrale ν0 = 60 THz et
un taux de de´phasage Γ, selon l’expression :
E(t) = Θ(t) · e−iω0t−Γt (2.28)
Or, lors de la mise au point de la proce´dure de correction par la phase Φcorr(t),
nous avons rencontre´ une fonction de corre´lation de la meˆme quantite´, mais
dont la courbe e´tait tre`s diffe´rente (cf Figure 2.12). En re´alite´, plusieurs raies
d’absorption participent a` la fonction de corre´lation. D’apre`s la base de donne´e
GEISA Database, les plus puissantes sont aux nombres d’onde situe´es aux po-
sitions : [1918.0, 1923.2, 1942.5, 1967.4, 1991.9] cm−1. La distance entre ces raies
est de l’ordre de 25 cm−1. Nous avons donc programme´ un champ causal, somme
de plusieurs raies d’absorption de l’eau (cf (figure 2.14).
E(t) = Θ(t) ·
∑
p
e−i2pi(ν0+p∆ν)t−Γt (2.29)
Le re´sultat de ces simulations est repre´sente´ sur la figure 2.14, ou` les parame`tres
sont Γ = 0.1 ps−1 et ∆ν = 0.74 THz, ce qui correspond a` ∆σ = 24.7 cm−1. Le si-
gnal quasi-pe´riodique de corre´lation observe´ provient donc bien de l’e´quidistance
entre les raies d’absorption, phe´nome`ne qui re´sulte de la quantification du mou-
vement rotationnel des mole´cules [9].
En de´finitive, la modulation de phase inhe´rente a` la technique CPU peut eˆtre
soustraite de manie`re exacte lorsque le champ mesure´ est connu en amplitude et
en phase. Une proce´dure similaire e´limine l’effet de cette modulation de phase
de manie`re tre`s efficace dans le cas d’impulsions causales et faibles de´tecte´es a`
l’aide d’une impulsion homodyne limite´e par transforme´e de Fourier car, alors,
les supports des fonctions de corre´lation temporelle sont disjoints, ce qui permet
d’avoir acce`s a` des termes line´aires en champ complexe. Lorsque l’une de ces
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Figure 2.14 – En bleu : fonction de corre´lation expe´rimentale, en rouge : fonc-
tion de corre´lation calcule´e entre une impulsion de re´fe´rence gaussienne et la
somme de trois impulsion causales (p=3), de fre´quences se´pare´es d’un e´cart
∆σ = 24.7 cm−1.
deux corrections de la modulation de phase est applique´e, le spectrome`tre CPU
que nous avons utilise´ (re´seau visible de 1200 traits.mm−1) lors de ce travail
offre une re´solution spectrale de 1 cm−1.
2.3 La de´tection du spectre converti
Apre`s que le moyen infrarouge a e´te´ converti dans le domaine visible, autour
de la longueur d’onde de 690 nm, la de´tection du spectre est re´alise´e au moyen
d’une came´ra CCD, a` laquelle est associe´ un controˆleur e´lectronique charge´ de
nume´riser les spectres et de ge´rer le flux de donne´es. Outre sa capacite´ de mul-
tiplexage en longueur d’onde, l’un des inte´reˆts du spectrome`tre par conversion
dans le visible est de be´ne´ficier de l’e´lectronique rapide des came´ras CCD. De`s
lors, il est possible de collecter un par un les spectres a` la fre´quence de cadence-
ment du laser (a` 1kHz) pour en observer l’e´volution en temps re´el. Nous allons
ici de´crire le proce´de´ d’acquisition en temps re´el des spectres.
2.3.1 Cahier des charges
On caracte´rise l’acquisition d’un spectre par un temps d’exposition texp du-
rant lequel le de´tecteur moyenne le signal de manie`re analogique, et un temps de
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lecture de ce signal tR, durant lequel il est nume´rise´. Pour ne pas me´langer les
spectres issus de tirs laser diffe´rents, une condition ne´cessaire est tout d’abord
que tR+texp < 1 ms, comme le repre´sente la figure 2.15. Une autre condition im-
pose que le processus de mesure soit de´clenche´ au bon moment, c’est-a`-dire que
cette mesure soit de´clenche´e a` l’aide du signal de de´clenchement analogique du
laser (l’impulsion optique arrive 20ns apre`s le signal de de´clenchement, pour 6m
de table optique). Pour e´liminer une partie du bruit, on utilise ge´ne´ralement un
Figure 2.15 – Processus d’acquisition : durant un temps d’exposition Texp
supe´rieur a` la dure´e de l’impulsion lumineuse, le de´tecteur inte`gre le signal.
Puis la lecture du spectre a lieu pendant une dure´e tR. La condition est que
tR + texp < 1 ms.
haˆcheur me´canique pour fermer l’entre´e du spectrome`tre. Celui-ci n’est alors ou-
vert que pendant l’intervalle de temps programme´ pour la mesure. Cependant,
le mouvement d’une pie`ce me´canique, aussi rapide soit-il, ne´cessite quelques
millisecondes, et l’utilisation d’une pie`ce me´canique est donc inadapte´e. Nous
ope´rons donc sans haˆcheur me´canique. Par ailleurs, le temps d’exposition mi-
nimal possible vaut 5 µs, ce qui est bien supe´rieur a` la dure´e de l’impulsion
optique. Il reste donc a` s’assurer que tR < 1 ms.
2.3.2 Nume´risation rapide des spectres et contraintes
La solution d’acquisition commercialise´e par Princeton Instruments contient
un de´tecteur CCD auquel est associe´ un controˆleur e´lectronique charge´ de ge´rer
les flux de donne´es. Le de´tecteur, le mode`le Spec-10 100F, est une matrice de
CCD de 100x1340 pixels (de 20 µm de coˆte´), de compose´ optimise´ pour une
photode´tection dans le proche infrarouge, et controˆle´ par le boitier e´lectronique
ST-133. De´finissons Nx le nombre de pixel dans une ligne de la matrice CCD, et
Ny le nombre de ligne de la matrice. De manie`re ge´ne´rale, la nume´risation d’un
tableau de pixel CCD fait appel a` deux taˆches inde´pendantes que commandent
deux horloges, T1 et T2. Les roˆles sont :
1. taˆche 1 : a` chaque impulsion de l’horloge T1, les porteurs de charge de
chaque ligne i sont de´verse´s dans la ligne supe´rieure i− 1. Les charges de
la ligne 1 arrivent, elles, dans une ligne appele´e registre a` de´calage ( shift
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Figure 2.16 – Tableau de de´tecteurs CCD. Chaque ligne i du tableau contient
Nx = 1340 pixels (adapte´ de la documentation du ST-133 Princeton)
register ). La translation d’une ligne i vers la ligne i−1 ne´cessite la dure´e
de t1 = 8 µs pour notre mode`le de controˆleur.
2. taˆche 2 : a` chaque impulsion de l’horloge T2, les charges du registre a`
de´calage sont de´cale´es d’un pixel vers le pixel 0, dernier pixel avant le
circuit e´lectronique. La charge du pixel 0 (la charge A1 sur la figure 2.16)
quitte le registre a` de´calage et est nume´rise´e par le controˆleur. Ce processus
requiert une dure´e t=tCAN, ou` tCAN est le temps de nume´risation d’un
pixel. Notre controˆleur est capable de nume´riser des entiers 16 bits non
signe´s a` une fre´quence de 2MHz, soit 0.5µs.
Dans le cadre du fonctionnement conventionnel de la came´ra (spectrome`tre
imageur), l’inte´gralite´ du tableau CCD est nume´rise´e et on obtient une image
NxNy =1340x100 pixels. La proce´dure est alors d’effectuer une taˆche 1 (donc
de remplir le registre a` de´calage avec la premie`re ligne, dure´e T1), de nume´riser
chacun de ses pixels avec la tache 2 (de dure´e 1340xT2), et de re´pe´ter le proce´de´
jusqu’a` avoir tout lu. Le temps total de nume´risation s’e´crit alors :
tR = tR1 + tR2 (2.30)
tR1 = Ny · t1 (2.31)
tR2 = Nx ·Ny · tCAN (2.32)
Le calcul donne 67.8 ms, ce qui est bien suˆr inacceptable.
Comme nous n’avons pas besoin d’une image mais seulement d’un spectre,
la solution pour acce´le´rer le processus est de sommer Ny′ lignes du tableau CCD
avant la nume´risation. Et alors une se´quence de mesure de spectre s’e´crit :
– on effectue Ny′ taˆches 1, si bien qu’on empile dans le registre a` de´calage la
somme pour chaque colonne des charges contenues dans les Ny′ premie`res
90
lignes du tableau CCD
– on nume´rise le registre a` de´calage, soit 1340 taˆches 2
Il est possible de choisir le nombre Ny′ de lignes qu’on veut sommer. Le temps
de lecture tR devient alors :
tR = tR1 + tR2 (2.33)
tR1 = Ny′ · t1 (2.34)
tR2 = Nx · tCAN (2.35)
Nous gardons seulement Ny′ = 20 lignes, ce qui nous fournit un temps de
lecture de tR = 830µs, ce qui satisfait le cahier des charges. Par ailleurs, 20
lignes couvrent une dimension transverse de 400 µm, ce qui est suffisant pour
collecter tout le faisceau focalise´ sur la fente d’entre´e puis image´ sur la matrice
CCD. Si la contrainte en vitesse du processus de mesure est alors respecte´e,
cette me´thode implique que le tableau CCD n’est jamais vide´ dans sa totalite´.
En effet, une mesure revient a` vider les 20 premie`res lignes du tableau. A la fin
de ce processus, les quelques 80 autres lignes ont e´te´ translate´es vers le registre
a` de´calage, la ligne 80 e´tant alors dans la premie`re ligne du tableau CCD. Ceci
peut provoquer quelques de´sagre´ments que nous allons e´voquer.
2.3.3 Alignement du spectrome`tre
A l’instant t ou` est lance´e une mesure, seules 20 lignes du tableau CCD sont
lues durant le processus de nume´risation du spectre. A l’issue de cette proce´dure,
les lignes [20, 40](t) ont pris la place des lignes [1, 20](t) sur le tableau CCD.
Ensuite arrive l’impulsion suivante, dont les charges e´lectroniques s’additionnent
avec les charges de´ja` existantes dans le tableau CCD. Et lorsque de´bute la
nume´risation a` t+ 1, les lignes [1, 20] du de´tecteur contiennent :
[1, 20](t+ 1) = [1, 20](t+ 1) + [20, 40](t) (2.36)
Ce proce´de´ de nume´risation introduit donc toujours un me´lange entre les don-
ne´es de l’instant t et les donne´es de l’instant t + 1. Ceci n’est pe´nalisant que
si les donne´es utiles sont me´lange´es, c’est-a`-dire si une partie de l’impulsion de
l’instant t est collecte´e par les pixels [20, 40], et une partie de l’impulsion t+ 1
par les pixels [1, 20] (cf Figure 2.17). Le programme exploitant les donne´es
expe´rimentales permet, entre autre, de voir en continu une se´lection arbitraire
de spectres. Pour re´gler ce proble`me de me´lange de donne´es, il suffit :
– de placer un haˆcheur me´canique cadence´ a` 500 Hz dans le montage optique.
– de visualiser se´pare´ment les signaux nume´rise´es d’indice pair et d’indice
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Figure 2.17 – Repre´sentation sche´matique d’un cas proble´matique : l’aligne-
ment du spectrome`tre dans la dimension transverse implique qu’une impulsion
a` l’instant t participe au signal nume´rise´ a` l’instant t et a` l’instant t + 1. La
solution pour y reme´dier est simplement d’effectuer correctement l’alignement
transverse du faisceau dans le spectrome`tre.
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impair.
Si les deux signaux sont non nuls, cela signifie qu’il y a un me´lange des donne´es.
En re´glant la hauteur du faisceau infrarouge a` l’entre´e du spectrome`tre, un des
deux spectres s’annule, ce qui signifie que le me´lange des donne´es est annule´.
En de´finitive, la solution e´lectronique retenue est capable de nume´riser les
spectres un par un.
2.4 Le dispositif expe´rimental d’acquisition
La synchronisation des acquisitions : position du proble`me
De manie`re ge´ne´rale, nos expe´riences ont pour but d’e´tudier l’e´volution des
spectres infrarouges en fonction d’autres parame`tres, tels que des de´lais entre
impulsions, la forme d’ondes acoustiques envoye´es au dazzler, etc. Notre envi-
ronnement d’acquisition doit donc eˆtre capable de :
– re´aliser de manie`re synchrone et en continu l’acquisition de divers signaux
expe´rimentaux.
– effectuer des traitements nume´riques en continu de ces signaux. Ces trai-
tements peuvent eˆtre divers (spectre diffe´rentiel, traitement de signaux
expe´rimentaux, syste`me en boucle ferme´ de fac¸onnage d’impulsions, algo-
rithme ge´ne´tique optimisant la forme du fac¸onnage d’une impulsion ...).
Une partie des acquisitions, comprenant uniquement les e´le´ments ne´cessaires a`
notre expe´rience de spectroscopie bidimensionnelle, est repre´sente´e sur la figure
2.18. Pour cette expe´rience, un laser HeNe co-propageant avec le faisceau infra-
rouge est collecte´ par la photodiode 1 en sortie d’un interfe´rome`tre. Ce signal
est nume´rise´ a` la fre´quence de 32kHz (car la longueur d’onde du laser HeNe
est plus petite que la longueur d’onde infrarouge). Par ailleurs, un de´tecteur
 MCT  mesure la sortie infrarouge du interfe´rome`tre a` la fre´quence de 1kHz.
Par ailleurs, un de´codeur de quadrature mesure la position du moteur, ce qui
permet une mesure du de´lai τ de l’interfe´rome`tre approximative : ceci sera ex-
plique´ dans le prochain paragraphe. Enfin, le controˆleur ST-133 collecte les
donne´es de la matrice CCD. Toutes ces donne´es sont acquises en continu et de
manie`re synchrone.
La difficulte´ principale concerne la synchronisation de la nume´risation des
signaux issues de plusieurs instruments. Il faut :
– synchroniser la premie`re de toutes les nume´risations.
– controˆler le cadencement et la phase de ces diverses nume´risations. Cer-
tains signaux doivent eˆtre nume´rise´s exactement aux meˆmes instants que
les impulsions laser, c’est-a`-dire avec le meˆme cadencement et la meˆme
phase. D’autres doivent eˆtre nume´rise´s a` des fre´quences qui sont exac-
93
Figure 2.18 – Plan des acquisitions. La photodiode 1 collecte le signal HeNe
en sortie de l’interfe´rome`tre infrarouge. Le de´tecteur MCT collecte le signal
infrarouge en sortie du meˆme interfe´rome`tre. Le de´codeur de quadratures 1
mesure la position du moteur qui re`gle le de´lai τ de l’interfe´rome`tre infrarouge.
tement des fre´quences multiples de celle du laser. Enfin, certains autres
signaux doivent eˆtre nume´rise´s a` la cadence du laser, mais avec une phase
pre´cise, pour prendre en compte le temps de re´ponse de l’instrument ana-
logique associe´.
En conse´quence, un boitier e´lectronique (cf Figure 2.19), construit au LOB par
Xavier Solinas, cre´e toutes les impulsions d’horloge ne´cessaires a` partir du train
d’impulsion de l’oscillateur a` 80MHz, dont il effectue la de´tection de fre´quence
graˆce a` une photodiode rapide. Ce boitier est capable de cre´er une se´rie de
signaux d’horloge a` 1 kHz, 100 Hz, 10 Hz et 32 kHz en divisant la fre´quence
de 80MHz. La phase de chacune de ces horloges est e´galement programmable.
L’une des sorties a` 1 kHZ est alors utilise´e pour commander les cellules de Po-
ckels de la cavite´ re´ge´ne´rative, ce qui constitue l’impulsion d’horloge du laser.
D’autres impulsions d’horloge a` 1 kHz et a` 32 kHz servent de cadencement pour
la nume´risation de signaux analogiques ne´cessaires pour nos expe´riences. Ce boi-
tier fournit une solution technologique pour programmer une liste de signaux de
cadencement de fre´quence et de phase adapte´. Il ne reste que la proble´matique de
de´terminer une origine des temps commune a` tous les signaux, c’est a` dire qu’il
faut de´clencher la premie`re nume´risation de tous ces signaux au meˆme instant.
La difficulte´ provient essentiellement du fait que l’utilisateur, lorsqu’il de´marre
l’expe´rience, envoie des ordres a` diffe´rents pe´riphe´riques (controˆleur ST-133,
cartes d’acquisitions etc), ordres dont il ne maˆıtrise pas quand ils prennent effet.
Pour formaliser ceci, de´finissons tout d’abord T0,CCD l’instant de de´marrage de
l’acquisition des spectres, c’est-a`-dire l’instant correspondant au premier spectre
effectivement nume´rise´. Puis T0,s l’instant correspondant a` la premie`re mesure
nume´rise´e d’un signal s. Enfin notons TON l’instant ou` l’utilisateur presse le
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Figure 2.19 – Boitier construit au LOB par X. Solinas
bouton ON de l’expe´rience (nous verrons ensuite de quel bouton il s’agit).
Retour sur le de´codeur de quadrature Certains mode`les de moteur a`
courant continu posse`dent un dispositif inte´gre´ permettant de mesurer leur po-
sition, appele´ encodeur de position en quadratures. C’est le cas du moteur PI,
de mode`le M112.2DG, qui controˆle le de´lai τ de l’expe´rience. Il existe plusieurs
techniques d’encodage de position en quadratures, et nous nous contenterons de
ne pre´senter que l’encodeur de quadratures en rotation, c’est-a`-dire le principe
employe´ dans le mode`le M112.2DG. 3 De manie`re ge´ne´rale, par de´finition, un
dispositif d’encodage de position en quadratures de´livre deux signaux distincts,
lie´s a` la position que l’utilisateur souhaite mesurer. Ces deux signaux sont dits
 en quadrature  car les deux signaux sont pe´riodiques et de´phase´s d’un quart
de pe´riode en fonction de la position. Le traitement de ces deux signaux, ou
de´codage de signaux en quadratures, permet de lever l’ambigu¨ıte´ quant au sens
du de´placement qui subsisterait si un seul signal e´tait utilise´ pour mesurer la
position. Un encodeur rotatif de position en quadratures est un dispositif tre`s
simple, comme repre´sente´ sur la figure 2.20, et comprend :
– un disque solidaire de la vis de translation de la platine. Ce disque est
3. Par exemple, un autre mode`le de moteur PI pre´sent dans l’expe´rience, le M122.2DD,
posse`de un encodeur en quadratures dit line´aire.
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(a) Origine des deux voies A et B
en quadrature de´livrant le signal
de position de la platine de trans-
lation : un disque, solidaire de la
vis de translation de la platine,
est perce´ par deux distributions
angulaires identiques pe´riodiques
de trous, de´phase´es d’un quart de
pe´riode. Deux faisceaux lumineux
A et B, fixes et continus, traversent
ou non le disque selon la posi-
tion de la platine, et sont de´tecte´s
se´pare´ment, fournissant deux si-
gnaux dits  en quadrature .
Voie A 
Voie B 
position 
X0 
(b) Exemple de lecture des signaux
en quadrature. Partant d’une po-
sition X0 : si, au cours du temps,
on compte un front montant sur
la voie A tandis que la valeur B
reste nulle, alors on compte un
de´placement +p de la platine. In-
versement, si la valeur B passe a`
1 avant la voie A, alors on compte
un de´placement de -p.
Figure 2.20 – Sche´ma de fonctionnement d’un encodeur de position rotatif.
A gauche : montage technique. A droite, exemple de se´quences de signaux en
quadratures.
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perce´ de deux distributions angulaires et pe´riodiques de trous, identiques
et de´phase´es d’un quart de leur pe´riode commune
– deux faisceaux lumineux A et B continus, de direction de propagation
paralle`le a` la vis de translation, traversent ou non le disque, selon qu’ils
voient un trou ou non dans ce dernier en fonction de l’angle de rotation
du disque, et donc de la position de la vis de translation
– deux capteurs mesurent en continu les signaux de transmission des fais-
ceaux lumineux A et B et fournissent deux signaux analogiques binaires.
Chacun de ces signaux vaut 1 si la platine est dans une position telle
qu’aucun trou ne geˆne le passage du laser, 0 sinon.
Lorsque la platine de translation se de´place, deux signaux binaires sont me-
sure´es au cours du temps. Le de´codage de ces signaux en quadrature consiste a`
compter les fronts montants et descendants de la voie A, et a` interpre´ter chacun
de ces incre´ments comme un de´placement positif ou ne´gatif de la platine, avec
l’aide de la table de ve´rite´ repre´sente´e dans le tableau 2.4.
voie A / voie B 0 1
+1 +p -p
-1 -p +p
Ainsi, si on compte un front montant sur la voie A, et que la valeur B est
nulle, alors le mouvement est un de´placement de la platine de la valeur +p, ou
p est la pe´riode angulaire du re´seau de trous ramene´ en translation de la platine.
Dans le cas de notre moteur M112.2DG, l’encodeur rotatif posse`de 2048 fronts
par re´volution, ce qui me`ne a` une re´solution de 8.5 nm.
Bien suˆr, cette mesure de la position du moteur est effectue´e en continu par
le controˆleur du moteur (mode`le C-843 de PI). Toutefois, afin de disposer de
la mesure en continu de la position du moteur a` la fre´quence de 1 kHz, il n’est
pas possible de se contenter de la valeur fournie de manie`re asynchrone par les
drivers du moteur. Pour y reme´dier, nous avons donc simplement branche´ en
de´rivation du caˆble RS-232 liant la platine de translation au controˆleur un petit
boitier permettant de se´lectionner les fils propageant en continu les signaux des
voies A et B, parmi les fils e´lectriques du cable RS-232. Puis, ces deux signaux
sont branche´s a` une carte d’acquisition NI (PCI 6601), qu’on peut configurer
pour de´coder ces signaux en quadrature et en lire le re´sultat de manie`re syn-
chrone avec les tirs du laser. En de´finitive, cette petite astuce nous a permis
de mesurer la position du moteur commandant le de´lai τ en continu et d’en
lire le re´sultat a` chaque tir du laser. Une technique le´ge`rement diffe´rente (car le
mode`le du moteur e´tait diffe´rent) mais similaire permet de mesurer de meˆme en
continu et a` la fre´quence du laser la position du moteur commandant le de´lai de
l’interfe´rome`tre de l’impulsion e´tire´e (utile pour les expe´riences TEASPIDER
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que nous de´crirons dans le chapitre 3).
Il est toutefois primordial de re´aliser que la position de la platine de trans-
lation d’un moteur ne fournit que tre`s impre´cise´ment la valeur du de´lai optique
introduit par l’interfe´rome`tre, d’une part parce que la position de la platine de
translation peut eˆtre diffe´rente (a` cause des vibrations) de la position du miroir
monte´ sur cette meˆme platine, et d’autre part parce que le de´lai entre les deux
impulsions est aussi fonction de l’indice de l’air, qui peut eˆtre diffe´rent d’un bras
a` l’autre, en particulier a` cause de courants d’air qui peuvent exister au niveau
de l’interfe´rome`tre.
2.4.1 Le de´clenchement synchrone des acquisitions analo-
giques
Dans notre expe´rience, un certain nombre de signaux analogiques sont me-
sure´s. Deux cartes d’acquisition NationalInstruments (NI) sont mises a` contribu-
tions (PCI-6133 et PCI-6601) et sont programme´es et commande´es a` partir des
logiciels pilotes approprie´s (DAQmx). Trois taˆches d’acquisition sont exe´cute´es
simultane´ment :
– une taˆche mesure les tensions analogiques aux bornes de deux photodiodes
rapides et du de´tecteur MCT, a` la cadence de 32kHz
– une taˆche mesure (par de´codage de quadratures) la position de deux mo-
teurs PhysikInstruments (mode`le M122.2DG), a` la cadence de 1kHz
– une dernie`re taˆche re´cupe`re le signal de la position d’un moteur ORIEL,
a` la cadence de 1kHz
Comme le re´sume le sche´ma suivant (Figure 2.21), il est impossible de pre´voir
l’instant de de´marrage exact de chacune des taˆches DAQ lorsqu’on lance le pro-
gramme d’acquisition. De`s leur de´marrage, ces taˆches sont en principe preˆtes
a` nume´riser les donne´es. Il faut donc de´clencher a` partir d’un meˆme signal ces
de´marrages, ce qui a lieu par un signal de de´clenchement e´lectronique externe,
commun a` toutes ces taˆches. Tant que ce de´clenchement est nul, les taˆches
de´marrent les unes apre`s les autres, et se mettent en attente du signal de
de´clenchement e´lectronique. A partir du de´marrage de la dernie`re taˆche (T−2c),
on allume ce de´clenchement et les nume´risations des donne´es de´butent exacte-
ment en meˆme temps. L’une des possibilite´s du boitier repre´sente´ figure 2.19
est de de´clencher depuis un ordinateur certaines de ses sorties, de manie`re syn-
chrone. On choisit donc de de´clencher avec ce boitier des impulsions d’horloges a`
1kHz et a` 32kHz : ainsi, nous disposons d’horloges de´clenchables de manie`re syn-
chrone par l’utilisateur et cadence´es aux bonnes fre´quences. Ces signaux servent
donc a` la fois d’horloge et de de´clenchement pour les acquisitions : comman-
der depuis un ordinateur le de´clenchement de ces signaux de´finit en de´finitive
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Figure 2.21 – Chronologie re´elle des acquisitions sur cartes NI. A T−2, au
de´marrage du programme, le logiciel ordonne a` chaque taˆche de de´marrer. Les
de´marrages re´els de ces taˆches sont asynchrones (T−2a, T−2b, T−2c)
l’instant TON .
Ensuite, les e´chantillons sont collecte´s en continu, par paquets de 100 e´chan-
tillons. Une impulsion d’horloge a` 1 kHz (issue du boitier) est configure´e comme
horloge externe au programme d’acquisition et, toutes les 100 impulsions, on
charge sur l’ordinateur les 100 plus vieux e´chantillons en me´moire sur chaque
carte d’acquisition. Nous avons donc re´solu une partie du proble`me : l’acquisition
synchrone de tous les signaux analogiques. La seule nume´risation qui reste a`
synchroniser est l’acquisition des spectres.
2.4.2 Le proble`me du de´clenchement du controˆleur ST-
133
Dans la partie pre´ce´dente a e´te´ de´taille´e la solution pour nume´riser en
continu, au niveau du controˆleur ST-133, des spectres de 1340 pixels code´s
comme des entiers non signe´s de 16 bits. Cette nume´risation est effectue´e a`
la cadence d’1 kHz, impose´e par la fre´quence du laser. Comme le transfert de
donne´es entre le pe´riphe´rique (le controˆleur ST-133) et l’ordinateur est impos-
sible a` de telles cadences, ces spectres sont sauve´s, sur la carte e´lectronique du
ST-133, dans une me´moire tampon. Pe´riodiquement (a` la fre´quence de 10Hz),
l’ordinateur charge (et efface) le paquet des 100 spectres les plus anciens. Cette
taˆche est effectue´e en continu a` l’aide d’un pilote spe´cifique (socie´te´ SITK,
RCube). Comme il faut impe´rativement interroger le controˆleur ST-133 a` la
cadence de 10 Hz, cette taˆche informatique est elle aussi cadence´e par le signal
de de´clenchement a` 1 kHz du laser (dont on compte 100 occurrences entre deux
ordres), cable´ en entre´e de la carte PCI-6133. En conclusion, nous disposons
99
d’une solution informatique qui nume´rise en continu le spectre infrarouge pour
chaque tir laser.
La solution simple pour controˆler le de´marrage de la sauvegarde des spectres
sur le controˆleur serait alors d’utiliser la meˆme solution que pour les acquisi-
tions analogiques : lancer l’ordre logiciel de de´marrage au controˆleur, et mettre
la came´ra en attente d’un signal de de´clenchement. Ensuite, le controˆleur aurait
de´marre´, mais serait en attente du signal de de´clenchement externe pour effec-
tivement nume´riser les spectres de manie`re synchronise´e. Un proble`me interne
au pilote du controˆleur empeˆche malheureusement d’utiliser le controˆleur avec
ce mode de de´clenchement. Il n’y a donc aucun moyen de controˆler l’instant de
la premie`re nume´risation des spectres.
L’expe´rience est alors organise´e comme sur le sche´ma repre´sente´ figure 2.22 :
apre`s l’instant T−1 ou` toutes les taˆches DAQ ont de´marre´ et sont en attente,
on donne l’ordre, a` l’instant TON et au boitier, de de´marrer le signal de de´clen-
chement. A la date T0 est re´alise´ ce de´clenchement, et alors se produisent si-
multane´ment :
– la premie`re nume´risation de donne´es par chaque taˆche DAQ
– l’envoi de l’ordre au controˆleur de sauver en continu les spectres
T0 est donc le de´but officiel de l’expe´rience. L’incertitude concerne l’instant de
de´marrage T0,CCD de la sauvegarde des spectres par le controˆleur ST-133, non
maitrisable. Mais si nous notons T0 l’instant ou` on donne l’ordre a` la CCD de
Figure 2.22 – Chronologie re´elle des acquisitions.
commencer, alors nous avons mesure´ que 25 < T0,CCD − T0,0 < 35ms. Nous
allons utiliser cette information pour garantir la post-synchronisation des ac-
quisitions en continu.
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Figure 2.23 – Proce´dure pour mesurer la dure´e de de´marrage du controˆleur
ST-133 a` partir du laser de´clenche´ a` 50Hz. Dans les donne´es collecte´es, p est
l’indice du premier pic MCT, k l’indice du premier spectre.
2.4.3 Synchronisation les spectres et les autres signaux
Sachant que le retard de de´marrage de la came´ra est de 30ms environ, nous
avons mis au point un protocole simple permettant de mesurer T0,CCD puis
de synchroniser toutes les acquisitions. L’ide´e est que lorsque la fre´quence du
laser vaut 10 Hz, un seul spectre apparait, a` un indice j, dans les paquets de
100 spectres collecte´s par le controˆleur. De meˆme, un seul pic apparait dans les
paquets de 100 points collecte´s par le de´tecteur MCT, a` l’indice p. Il suffit alors
de mesurer la diffe´rence d’indice p− j pour mesurer T0,CCD. Cette fre´quence de
10 Hz peut eˆtre re´gle´e simplement sur le boitier (SDGII, SpectraPhysics), qui
commande les tensions des cellules de Pockels de la cavite´ re´ge´ne´rative.
Cependant, cette me´thode simple n’a pas pu eˆtre mise en oeuvre directe-
ment car notre laser ne fonctionne pas a` une cadence aussi faible que 10Hz
(sans doute a` cause du fait que la division de fre´quence de 1 kHz en 10 Hz ef-
fectue´e par le boitier fournit un signal de de´clenchement des cellules de Pockels
instable). Il s’est ave´re´ que la fre´quence minimale pour laquelle le laser continue
de fonctionner est 50 Hz. Ceci n’empeˆche toutefois pas d’utiliser la meˆme ide´e,
mais en exploitant en plus l’information que 25 < T0,CCD < 35 ms, comme le
montre le sche´ma repre´sente´ figure 2.23. A partir de cette proce´dure, on mesure
la dure´e de de´marrage du controˆleur ST-133, de l’ordre de 30ms. Il suffit en-
suite, pour un seul paquet de donne´e, de ne collecter que 100− T0,CC spectres,
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et alors les acquisitions sont exactement synchronise´es pour toute la suite de
l’expe´rience. Afin d’illustrer le succe`s de la proce´dure, nous avons re´alise´ une
expe´rience simple de´taille´e ci-dessous.
2.4.4 Ve´rification expe´rimentale de la synchronisation
Nous avons envoye´ une impulsion infrarouge dans un interfe´rome`tre de Mach-
Zehnder. Une des sorties de ce dernier e´tait injecte´e dans le spectrome`tre, l’autre
dans le de´tecteur MCT. Par ailleurs un des bras, motorise´, e´tait mis en mou-
vement continu. Nous avons alors collecte´ simultane´ment le signal MCT et les
spectres, synchronise´s a` l’aide de la proce´dure de´crite.
Puis, chaque spectre a e´te´ inte´gre´ selon ω, fournissant ainsi la meˆme mesure
que le de´tecteur MCT, a` savoir l’e´nergie totale contenue dans le faisceau transmis
par l’interfe´rome`tre. Chaque canal d’acquisition (MCT et came´ra) collecte ainsi
le signal d’autocorre´lation du champ infrarouge. Comme le montre la figure
2.24, les fonctions d’autocorre´lation mesure´es selon ces deux canaux sont bien
en phase, ce qui confirme la bonne synchronisation du syste`me d’acquisition.
En conclusion, nous avons mis au point une solution d’acquisition synchrone
Figure 2.24 – Autocorre´lations temporelles, grossies au voisinage du de´lai nul,
du champ mesure´ par le de´tecteur MCT (rouge) et par la came´ra CCD (bleu).
Pour annuler le de´phasage de pi entre les deux sorties de l’interfe´rome`tre, l’au-
tocorre´lation extraite des spectres a e´te´ de´phase´e de pi. La synchronisation des
deux mesures d’autocorre´lation est bien re´alise´e (bien que sur la version gros-
sie cela ne soit pas apparent, il a e´te´ ve´rifie´e qu’il n’y a pas de de´calage d’une
frange).
de tous les signaux expe´rimentaux utiles a` l’expe´rience. L’ordinateur collecte
ensuite en continu toutes les donne´es par paquet de 100 e´chantillons (soit 100
ms). Ces donne´es sont alors traite´es nume´riquement en continu au cours des
expe´riences, ce qui permet d’observer les re´sultats des expe´riences en cours.
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Chapitre 3
Mesure de la phase
spectrale d’une impulsion
infrarouge
3.1 Techniques de mesure de la phase spectrale
d’une impulsion infrarouge
Cette section pre´sente un e´tat de l’art des diffe´rentes techniques de mesure
de la phase spectrale d’un champ femtoseconde dans le moyen infrarouge. De
manie`re ge´ne´rale, nous avons e´tabli que les de´tecteurs e´lectroniques ont un temps
de re´ponse trop lent (de l’ordre de 20 ps au mieux) pour e´chantillonner a` la
fre´quence fixe´e par le crite`re de Shannon-Nyquist les oscillations temporelles
optiques (de pe´riode de l’ordre de 20 fs dans l’infrarouge). Le signal issu d’un
de´tecteur e´lectronique ne proviendra donc que des termes stationnaires optiques.
Toutes les me´thodes qui suivront auront ainsi pour point commun de coder la
phase du champ infrarouge dans un signal stationnaire. Deux types de me´thodes
sont distingue´es : les me´thodes auto-re´fe´rence´es et les me´thodes faisant appel a`
un champ de re´fe´rence.
Echantillonnage du champ e´lectrique Avant de de´crire les deux princi-
paux types de me´thodes de mesure d’un champ femtoseconde, on peut mention-
ner qu’une autre approche consiste a` utiliser un processus physique suffisamment
rapide pour fournir une porte temporelle plus fine que la pe´riode optique. Ainsi,
en  de´plac¸ant  dans le temps cette porte temporelle, on peut e´chantillonner
pas a` pas le champ e´lectrique. Ainsi, dans le domaine des ondes THz ou` cette
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de´marche a e´te´ initie´e en premier, deux effets physiques ont de´ja` e´te´ utilise´s pour
cre´er ces portes temporelles e´troites, qui sont les effets photo-conductif [50], et
e´lectro-optique [152]. Par ailleurs, d’autres processus physiques comple`tement
diffe´rents, mais permettant toujours d’e´chantillonner le champ dans le domaine
temporel, peuvent eˆtre e´galement envisage´s [47]. Le feneˆtrage temporel par ef-
fet e´lectro-optique a en particulier e´te´ expe´rimente´ dans le moyen-infrarouge
[153, 80, 70]. Dans ces expe´riences, le champ infrarouge module dans le temps
la bire´fringence, dans le domaine visible, d’un cristal (ZnTe, GaSe, ou GaP).
On utilise alors une deuxie`me impulsion courte dans le domaine des longueurs
d’onde visible. La modulation de bire´fringence induite par l’impulsion infrarouge
durant le recouvrement temporel des deux impulsions permet de produire un
signal proportionnel a` la valeur du champ infrarouge. Il suffit ensuite de balayer
le de´lai entre les deux impulsions pour e´chantillonner le champ infrarouge dans
le domaine temporel.
3.1.1 Techniques de mesures auto-re´fe´rence´es avec de´tec-
teur e´lectronique
Examinons maintenant quelques-unes des solutions auto-re´fe´rence´es base´es
sur des de´tecteurs conventionnels. De manie`re ge´ne´rale, toute combinaison de
filtres line´aires stationnaires (dont font partie les interfe´rome`tres) suivie d’un
de´tecteur quadratique de temps de re´ponse lent devant la pe´riode optique ne
mesure que des grandeurs lie´es a` l’amplitude spectrale de l’impulsion [150, 90,
87, 99]. Pour obtenir un signal contenant une information sur la phase, il faut au
moins un filtre non-stationnaire [150, 99]. Les techniques auto-re´fe´rence´es exis-
tantes utilisent deux types de filtres non-stationnaires : les filtres non-station-
naires en amplitude ou en phase [148], tous mis en oeuvre en pratique a` partir
d’un me´lange non-line´aire optique.
Echantillonnage temporel re´solu en fre´quence
Les techniques de la famille FROG (Fre´quency Resolved Optical Gating)
[148] utilisent une porte temporelle optique g(t), qui est un exemple de filtre
non-stationnaire en amplitude. Les nombreuses variantes de la technique FROG
diffe`rent principalement par la technique utilise´e pour cre´er cette porte. La
mesure consiste a` enregistrer des spectres en fonction de la position τ de la
porte dans le profil temporel de l’impulsion. Il s’agit d’un e´chantillonnage direct
du spectrogramme, qui s’e´crit :
S(ω, τ) =
∣∣∫ ∞
−∞
E(t)g(t− τ)e−iωtdt∣∣2 (3.1)
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La variante la plus utilise´e du FROG est le SFG-FROG ( Sum Frequency
Generation-FROG ), ou` le champ re´sultant du me´lange de l’impulsion avec la
fonction porte est le champ issu du processus de somme des fre´quences de l’im-
pulsion avec elle-meˆme retarde´e du de´lai τ . Ce champ fournit le spectrogramme
voulu [139]. Il s’agit d’un montage autocorre´lateur en e´nergie ou` on mesure le
spectre pour chaque de´lai τ .
Bien que d’autre me´thodes plus adapte´es a` la mesure d’un champ tre`s
fac¸onne´ aient e´te´ mises au point [116, 99], l’inconve´nient majeur du FROG
reste qu’on e´chantillonne le signal S(ω, τ) selon τ . Plus la complexite´ du champ
a` analyser est grande, plus le nombre de points a` analyser devient grand, et plus
le traitement du spectrogramme par l’algorithme ite´ratif qui retrouve le champ
complexe devient long [99].
Interfe´rome´trie spectrale avec de´calage de fre´quence
La technique SPIDER (Spectral Phase Interferometry for Direct Electric
field Reconstruction) a e´te´ imagine´e en 1995 [151] et de´montre´ expe´rimenta-
lement pour la premie`re fois en 1998 [62]. Toutes les variantes du SPIDER
utilisent le meˆme type de filtre non-stationnaire, qui est une modulation de phase
induisant une translation de fre´quence. L’image d’une impulsion incidente Ei(ω)
est une impulsion Ef (ω) telle que Ef (ω) = Ei(ω−Ω) : la fre´quence de translation
Ω est dite fre´quence de shear. Cette modulation de phase peut eˆtre obtenue par
un me´lange e´lectro-optique [32, 71]. Dans la majorite´ des cas cependant, cette
modulation de phase re´sulte d’un processus de somme de fre´quence (χ(2)) de
l’impulsion incidente avec une impulsion tre`s e´tire´e. L’impulsion re´sultant du
me´lange est alors exactement le champ image calcule´ pour notre spectrome`tre
CPU.
Dans une mesure de type SPIDER, on ge´ne`re alors deux impulsions E1 et E2,
toutes deux images de l’impulsion a` analyser avec des fre´quence de translation
voisines Ω1 et Ω2. La diffe´rence de fre´quences dΩ = Ω1−Ω2 e´tant petite, les deux
spectres se recouvrent meˆme apre`s conversion. Ces deux impulsions fournissent
donc un signal interfe´rome´trique stationnaire qu’un de´tecteur quadratique peut
mesurer. Les nombreuses techniques SPIDER diffe`rent par leur architectures,
qui de´terminent les performances de la me´thode.
Le SPIDER originel Dans la version initiale du SPIDER ([62]), l’impulsion
a` analyser Ei(ω) traverse un interfe´rome`tre, puis un e´tage non-line´aire, et est
collecte´e par un spectrome`tre dispersif qui mesure le signal interfe´rome´trique
par interfe´rome´trie spectrale (cf figure 3.1). L’interfe´rome`tre est re´gle´ pour
cre´er deux re´pliques du champ a` analyser se´pare´es d’un de´lai τ . On suppose
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Figure 3.1 – Sche´ma d’une mesure d’impulsion par la me´thode SPIDER : deux
re´pliques se´pare´es d’un de´lai τ de l’impulsion a` analyser sont me´lange´es avec une
impulsion e´tire´e. Les interfe´rences spectrales entre les deux impulsions images
contiennent un terme interfe´rome´trique qui code la phase spectrale recherche´e.
par commodite´ que la premie`re re´plique est a` de´lai nul avec l’impulsion e´tire´e.
Comme nous l’avons vu auparavant, la phase de l’impulsion e´tire´e s’e´crit :
Φc(t) = Ω0t+
t2
2φc
(2)
(3.2)
Ou` l’origine des temps est situe´e au centre de l’impulsion e´tire´e. Et alors l’im-
pulsion E2, image d’une impulsion incidente Ei retarde´e du de´lai τ , prend la
forme :
E2(t) = Ei(t)e−iΦc(t) (3.3)
Nous supposerons par la suite que la dure´e de l’impulsion a` analyser est as-
sez courte pour que la fre´quence instantane´e de l’impulsion e´tire´e puisse eˆtre
conside´re´e comme constante tout au long du me´lange, aussi le processus est-il
e´quivalent a` une simple translation de fre´quence (nous discuterons de ce point
a` la fin de cette section). Soit τ le de´lai entre l’impulsion infrarouge et le centre
de l’impulsion e´tire´e, l’impulsion E2(t) s’e´crit :
E2(ω) = E
(
ω − Ω0 − τ
φc
(2)
) · e−i τ22φc(2) (3.4)
Ce me´lange translate le spectre de Ω(τ) = Ω0 +
τ
φc(2)
, exactement comme dans
le spectrome`tre CPU.
En de´finitive, les deux champs convertis s’e´crivent, dans le domaine spectral :
E1(ω) = E(ω − Ω0) (3.5)
E2(ω) = E(ω − Ω(τ))e−i(ω−Ω(τ))τ · e−i
τ2
2φc
(2) (3.6)
Ces deux impulsions sont ensuite collecte´es par un spectrome`tre dispersif. A l’is-
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sue de la proce´dure FTSI, on retrouve le signal interfe´rome´trique complexe a` par-
tir du signal d’interfe´rome´trie spectrale. La mesure de l’amplitude n’ayant que
peu d’inte´reˆt puisqu’elle peut eˆtre re´alise´e par le spectrome`tre, on se contente
d’en extraire la phase, c’est-a`-dire le signal ∆φ(ω) tel que :
∆φ(ω) = φ(ω − Ω(τ))− φ(ω − Ω0) +
(
ω − Ω(τ))τ + τ2
2φc
(2)
(3.7)
Le re´sultat de la mesure est donc la somme d’un signal utile, φ(ω − Ω(τ)) −
φ(ω−Ω0), et d’une phase spectrale line´aire (ω−Ω(τ))τ , et d’un terme de phase
constante, sans inte´reˆt pour le SPIDER originel, mais qui deviendra important
plus tard. A condition que la diffe´rence de fre´quence de shear soit suffisamment
petite, le terme utile peut s’e´crire :
φ(ω − Ω(τ))− φ(ω − Ω0) = ∂φ
∂ω
dΩ(τ) (3.8)
Cette expression du signal utile permet ensuite la reconstruction de la phase
spectrale par diffe´rents algorithmes de traitement nume´rique [33].
Inde´pendamment de la re´solution du spectrome`tre, les interfe´rences spec-
trales d’un signal SPIDER e´chantillonnent la phase spectrale φ(ω) a` la pe´riode
dΩ(τ) = τ
φc(2)
. Si T est le support temporel de l’impulsion (de l’ordre de 3∆t 1
2
pour une impulsion gaussienne), l’e´chantillonnage permet de mesurer correcte-
ment ce champ a` la condition de Shannon-Nyquist, c’est-a`-dire si τ ≤ 2piφc(2)T
[62]. Ceci re´ve`le une proprie´te´ ge´ne´rale des techniques de type SPIDER : plus
l’impulsion a` analyser est longue, plus le de´lai τ doit eˆtre petit pour e´viter le
phe´nome`ne de recouvrement de spectre (ou  aliasing ).
Dans le cas particulier du SPIDER classique, le traitement du signal in-
terfe´rome´trique est effectue´ a` l’aide des franges spectrales : si ce de´lai τ est
trop petit, alors les supports des fonctions d’intercorre´lation complexes dans le
domaine temporel (f(t − τ) et f∗(−t − τ)) ne sont pas disjoints, ce qui rend
impossible le traitement FTSI. Notons cependant que ce proble`me serait re´gle´
dans le cas d’impulsions causales, puisque les fonctions d’intercorre´lation ne se
recouvriraient plus. La principale limitation du SPIDER originel est donc de
coupler les parame`tres fre´quence de shear et de´lai interfe´rome´trique, et cela
s’e´crit : T ≤ τ ≤ 2piφc(2)T .
Par ailleurs, une autre caracte´ristique est partage´e par toutes les techniques
SPIDER. Plus le de´lai τ est petit, plus les e´chantillons φ(ω − Ω(τ)) − φ(ω −
Ω0) sont petits devant les diffe´rentes sources de bruit. Il en re´sulte qu’une
ame´lioration de la re´solution spectrale s’accompagne d’une de´gradation du rap-
port signal-sur-bruit.
Enfin, afin d’isoler le terme utile ∂φ∂ωdΩ(τ), on soustrait nume´riquement a` la
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mesure la quantite´ line´aire ωτ . La validite´ de l’e´tape de soustraction nume´rique
de la composante ωτ de´pend donc de la calibration en ω du spectrome`tre et
de la mesure du de´lai τ , ce qui est une autre faiblesse de la me´thode SPIDER
[99]. En particulier, une impre´cision sur la mesure du de´lai τ est directement
reporte´e sur la mesure de l’e´tirement de l’impulsion a` analyser [10].
La technique ZAPSPIDER L’architecture ZAPSPIDER (pour  Zeros Ad-
ditional Phase-SPIDER ) offre une premie`re solution pour de´coupler fre´quence
de shear et de´lai interfe´rome´trique [10]. Dans cette version du SPIDER, l’impul-
sion e´tire´e traverse un interfe´rome`tre re´gle´ a` un de´lai τ1, et les deux impulsions
e´tire´es de´cale´es du de´lai τ1, Ec et Ec2 = Ec(t−τ1) sont me´lange´es avec l’impulsion
a` analyser. Deux impulsions E1 et E2, images de la meˆme impulsion infrarouge,
sont alors ge´ne´re´es. Ces deux impulsions e´tant synchrones, l’impulsion E2 est
ensuite retarde´ d’un de´lai τ2 : le signal interfe´rome´trique peut alors eˆtre extrait
des franges spectrales entre les deux impulsions image par la proce´dure FTSI
du signal d’interfe´rences spectrales. Comme nous conside´rons ici deux re´pliques
Figure 3.2 – Sche´ma d’une mesure d’impulsion par la me´thode ZAPSPIDER :
deux re´pliques se´pare´es du de´lai τ1 de l’impulsion e´tire´e sont me´lange´es avec
l’impulsion infrarouge. Les deux impulsions re´sultantes sont ensuite de´cale´es
d’un de´lai τ2 pour pouvoir traiter le signal interfe´rome´trique par FTSI.
de l’impulsion e´tire´e, nous fixons l’origine des temps t au centre de l’impulsion
infrarouge. Ecrivons donc la fonction Φ(t − τ), ou` l’origine des temps est fixe´e
au centre de l’impulsion infrarouge :
Φ(t− τ) = (Ω0 − τ
φc
(2)
)t− Ω0τ + t
2
2φc
(2)
+
τ2
2φc
(2)
(3.9)
Dans l’hypothe`se ou` l’impulsion infrarouge est suffisamment courte pour ne
voir que la fre´quence instantane´e de l’impulsion e´tire´e, le terme t
2
2φc(2)
est ne´gli-
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geable 1. Les deux champs images s’e´crivent alors :
E1(t) = E(t)e−iΩ0t (3.10)
E2(t) = E(t)e−i
(
Ω0− τ1
φc
(2)
)
t
e−iΩ0τ1e
i
τ21
2φc
(2) (3.11)
Soit, dans le domaine spectral :
E1(ω) = E(ω − Ω0) (3.12)
E2(ω) = E
(
ω − Ω(τ1)
)
e−iΩ0τ1e
i
τ21
2φc
(2) (3.13)
Puis, apre`s l’introduction du de´lai τ2 par le deuxie`me interfe´rome`tre, le signal
de phase complexe devient :
∆φ(ω) = φ
(
ω − Ω(τ1)
)− φ(ω − Ω0)+ (ω − Ω(τ1))τ2 + τ21
2φc
(2)
+ Ω0τ1 (3.14)
Le terme constant
τ21
2φc(2)
+Ω0τ1 n’a pas d’importance dans le cas des expe´riences
ZAPSPIDER. Le terme utile s’e´crit :
φ
(
ω − Ω(τ1)
)− φ(ω − Ω0) = ∂φ
∂ω
dΩ(τ1) (3.15)
Tandis que le terme line´aire vaut :
(
ω − Ω(τ1)
)
τ2 (3.16)
L’avantage du ZAPSPIDER est ainsi de de´coupler fre´quence de shear, fonction
de τ1 et de´lai ne´cessaire pour visualiser des franges spectrales, ou` le signal est
code´. La me´thode ZAPSPIDER est donc adapte´e a` la mesure d’impulsions plus
longues que la me´thode SPIDER. Un autre avantage est de mesurer la phase de
l’impulsion infrarouge sans de´former celle-ci au passage d’un interfe´rome`tre, ce
qui peut induire, en particulier, un e´tirement de l’impulsion [11].
1. Ce terme est l’exact analogue du terme
(t−τ)2
2φc(2)
rencontre´ pre´ce´demment. Simple-
ment, l’origine des temps, maintenant au centre de l’impulsion infrarouge, a change´, et le
de´veloppement limite´ de la phase de l’impulsion e´tire´e a lieu au voisinage du point t ≈ 0,
tandis qu’il e´tait effectue´ au voisinage de t ≈ τ lorsque l’origine des temps e´tait place´e au
centre de l’impulsion e´tire´e. Par ailleurs, le signe de la variation de fre´quence, τ
φc(2)
, et celui
du terme constant, τ
2
2φc(2)
, ont change´, car on est passe´ d’une configuration ou` le de´lai τ e´tait
celui de l’impulsion infrarouge par rapport au centre de l’impulsion e´tire´e, a` une configuration
ou` τ repe`re le de´lai de l’impulsion e´tire´e par rapport a` l’impulsion infrarouge
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La technique TEASPIDER
Une autre technique [14], qui a e´te´ utilise´e au LOB pour mesurer la phase
spectrale d’impulsions infrarouges [87], code la phase spectrale de l’impulsion
dans les franges d’interfe´rences temporelles ( Time Encoded Arrangement-
SPIDER, TEASPIDER (ou 2DSI)). Plutoˆt que d’introduire un deuxie`me de´lai
τ2 entre les impulsions converties pour mesurer des franges spectrales, on pre´fe`re
mesurer la fonction de deux variables ∆φ(τ, ω). L’e´chantillonnage selon ω est
re´alise´ optiquement par le spectrome`tre, tandis qu’il faut enregistrer la fonction
pour diffe´rents de´lais τ . Le signal est alors analogue au signal de ZAPSPIDER,
Figure 3.3 – Sche´ma d’une mesure d’impulsion par la me´thode TEASPI-
DER. Deux re´pliques se´pare´es d’un de´lai τ variable de l’impulsion e´tire´e sont
me´lange´es avec l’impulsion infrarouge. On enregistre ensuite un signal bidimen-
sionnel en fonction de ω et de τ .
a` la diffe´rence que le terme de phase spectrale issue de τ2 a disparu (puisqu’on
n’a pas introduit de deuxie`me de´lai), et qu’on a enregistre´ la courbe pour un
intervalle de temps ∆τ au lieu d’effectuer la mesure pour une seule valeur τ1.
En feneˆtrant le signal selon la dimension ωτ , variable conjugue´e du de´lai τ par
Transforme´e de Fourier, pour en extraire la partie analytique, la phase du signal
expe´rimental s’e´crit alors :
∆φ(ω) = φ(ω − Ω(τ))− φ(ω − Ω0) + Ω0τ + τ
2
2φc
(2)
(3.17)
Il apparait donc un double avantage a` la mesure de la phase spectrale par
TEASPIDER :
– le terme de phase line´aire est la fonction Ω0τ , qui est inde´pendant de la
calibration du spectrome`tre
– la soustraction de ce terme de phase line´aire n’influe pas sur la mesure de
l’e´tirement de l’impulsion infrarouge [14]
Le prix a` payer est que, contrairement aux me´thodes pre´ce´dentes, il devient
ne´cessaire de balayer le de´lai τ .
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Conclusion sur les me´thodes SPIDER
Quelle que soit la me´thode SPIDER employe´e, de`s lors que le champ in-
frarouge devient long, l’approximation qui consiste a` supposer que l’impulsion
e´tire´e est a` fre´quence constante durant le recouvrement temporel des impulsions
devient proble´matique [62]. Par exemple, la variation de phase t
2
2φc(2)
vaut 3.125
rad pour un support du champ infrarouge de 5 ps (pour notre e´tirement de 4
ps2 de l’impulsion e´tire´e), qui sera la dure´e maximale envisage´e des impulsions
fac¸onne´es que nous manipulerons par la suite. Il faut donc conside´rer les impul-
sions converties exactes, de la forme E(t)e−iΦc(t). Comme nous l’avons vu au
cours du chapitre pre´ce´dent, la soustraction de la phase Φc(t) dans un signal
interfe´rome´trique ne peut alors eˆtre correctement effectue´e que si l’une des deux
impulsions qui fournit le signal interfe´rome´trique reste ultrabre`ve, auquel cas il
est possible de factoriser le signal de corre´lation temporelle par la phase Φc(t),
ou que l’une des deux impulsions est parfaitement connue en amplitude et en
phase. En conse´quence, la mesure d’une phase spectrale associe´e a` un champ
de dure´e de l’ordre de quelques picosecondes ne peut pas eˆtre effectue´e par un
traitement SPIDER usuel avec notre valeur d’e´tirement de 4 ps2.
3.1.2 Mesures line´aires en champ par interfe´rome´trie avec
une re´fe´rence
Si on dispose d’une impulsion de re´fe´rence E0 dont le spectre recouvre celui de
l’impulsion signal E , alors les interfe´rences entre ces deux impulsions fournissent
un signal stationnaire line´aire en E . Pour e´chantillonner ce signal, la me´thode
promettant la meilleur re´solution spectrale et le meilleur rapport signal-sur-
bruit reste l’interfe´rome´trie temporelle. Le signal collecte´ s’e´crit simplement, en
fonction du de´lai τ entre les deux impulsions :
I(τ) = S0 + S + f(τ) + f
∗(τ) (3.18)
Ou` S0 et S sont les e´nergies des impulsions de re´fe´rence et a` analyser, et ou`
f(τ) est la fonction de corre´lation comme de´finie au chapitre 1 dans l’e´quation
1.34. Il suffit alors d’augmenter l’intervalle de balayage ∆τ pour augmenter la
re´solution spectrale. L’inconve´nient est cependant que la mesure du de´lai τ doit
eˆtre tre`s pre´cise [64]. Cette technique a e´te´ utilise´e dans l’infrarouge moyen [13].
A l’inverse, l’interfe´rome´trie spectrale entre les deux impulsions de´cale´es
d’un de´lai τ fixe fournit un signal qui ne contient pas que le seul terme in-
terfe´rome´trique, mais aussi les auto-corre´lations des deux impulsions. Dans le
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domaine temporel, rappelons que le signal collecte´ par le spectrome`tre s’e´crit :
g(t) = F[I(ω)](t) = E0(t)⊗E∗0 (−t)+E(t)⊗E∗(−t)+f(t−τ)+f∗(−t−τ) (3.19)
Comme nous l’avons vu dans le premier chapitre, nous cherchons a` isoler le
terme f(t − τ) ou f∗(−t − τ). Afin d’isoler ces termes plus facilement, il est
utile de soustraire les auto-corre´lations des deux impulsions, que l’on mesure
se´pare´ment : la proce´dure usuelle consiste a` inse´rer un haˆcheur me´canique sur
chacun des bras de l’interfe´rome`tre afin de proce´der aux mesures de E0(t) ⊗
E∗0 (−t) et de E(t) ⊗ E∗(−t) [89]. Puis on soustrait a` g(t) ces deux signaux. A
l’issue de cette ope´ration, on dispose du signal interfe´rome´trique :
f(t− τ) + f∗(−t− τ) (3.20)
Comme nous l’avons pre´sente´ dans la premie`re partie, un de´lai τ convenable
permet de se´parer les supports des fonctions f(t − τ) et f∗(−t − τ). Il suffit
alors d’isoler un des termes, par exemple f(t − τ), en multipliant le signal par
une porte temporelle Π(t). Puis, la transforme´e de Fourier inverse donne :
E∗0 (ω)E(ω)eiωτ ⊗Π(ω) (3.21)
Ou` on a suppose´ que l’impulsion E e´tait retarde´e du de´lai τ . La forme de la
fonction de feneˆtrage Π(t) a une influence sur la re´solution spectrale et sur
le rapport signal-sur-bruit de la mesure du champ E1, et un bon compromis
consiste a` utiliser une fonction Π(t) de forme hypergaussienne dans le temps,
d’ordre infe´rieur a` 10 [48]. La mesure d’une impulsion par interfe´rome´trie spec-
trale avec une impulsion d’homodynage pre´sente l’avantage d’eˆtre une mesure
monocoup, tre`s sensible. De plus, une impre´cision sur la mesure du de´lai τ n’a
pas d’influence sur la mesure de la phase spectrale. Sa re´solution spectrale reste
cependant limite´e par celle du spectrome`tre. Toutefois, comme nous be´ne´ficions
d’une re´solution spectrale de 1 cm−1 graˆce au spectrome`tre CPU, nous allons
l’adapter a` notre expe´rience.
3.2 Interfe´rome´trie spectrale par transforme´e de
Fourier dans le moyen-infrarouge par up-
conversion
Au cours de la caracte´risation du dispositif de fac¸onnage que nous rencon-
trerons dans le prochain chapitre s’est impose´ le besoin de disposer d’une tech-
nique de mesure de phase spectrale combinant une grande sensibilite´ et une
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bonne re´solution spectrale. Lorsqu’on dispose d’une impulsion de re´fe´rence, la
technique FTSI est bien adapte´e car elle repose sur une de´tection homodyne de
l’impulsion a` analyser. Par ailleurs, sa re´solution spectrale est limite´e par celle
du spectrome`tre. Or l’un des avantages du spectrome`tre CPU re´side pre´cise´ment
dans sa re´solution spectrale : en utilisant un re´seau a` 1200traits.mm−1 et une
barrette de de´tecteur CCD de 1340 pixels, nous disposons d’une re´solution spec-
trale de 1cm−1. Nous avons donc imple´mente´ la me´thode FTSI en l’adaptant
au dispositif CPU, c’est-a`-dire en tenant compte de la modulation de phase.
Nous nommerons dans toute la suite CPUFTSI cette technique de mesure d’un
champ infrarouge par FTSI dans un spectrome`tre CPU. Enfin, comme un des
avantages de la me´thode CPUFTSI est que la mesure du champ est rapide, nous
avons construit un dispositif expe´rimental de fac¸onnage d’impulsions en boucle
ferme´e, ce qui constitue un pre´lude a` l’e´laboration d’expe´riences de controˆle
cohe´rent a` base d’algorithme ge´ne´tique.
3.2.1 Le champ de re´fe´rence
Dans toute technique de de´tection homodyne comme la FTSI, une impulsion
de re´fe´rence parfaitement connue est requise. Dans notre montage, ce champ de
re´fe´rence est issu du meˆme faisceau infrarouge que le champ a` analyser, dont on a
pre´leve´ une partie en sortie de la ge´ne´ration de l’infrarouge. Comme l’impulsion
infrarouge est peu complexe en sortie de l’OPA, sa phase spectrale est nulle ou
polynomiale. Cette forme de phase spectrale peut tout a` fait eˆtre mesure´e par
la me´thode auto-re´fe´rence´e TEASPIDER.
3.2.2 Expe´rience d’interfe´rome´trie spectrale avec conver-
sion de fre´quence
Le protocole expe´rimental pour mesurer une impulsion courte et/ou causale
par FTSI est bien connu [89]. La CPUFTSI se contente de suivre le meˆme
protocole en y ajoutant une contrainte expe´rimentale et une e´tape de traitement
nume´rique spe´cifique au spectrome`tre CPU.
Signal collecte´ sur le spectrome`tre
Signal expe´rimental Tout d’abord, soit τ le de´lai entre l’impulsion de re´fe´-
rence E0(ω) et l’impulsion a` analyser E(ω)E. Nous avons vu que le de´lai entre
l’impulsion infrarouge et l’impulsion e´tire´e est important dans la calibration en
fre´quence du spectrome`tre CPU. Afin de simplifier le traitement nume´rique de
soustraction de la phase temporelle Φc(t), nous imposons que le de´lai reste nul
entre l’impulsion de re´fe´rence, E0(t), et l’impulsion e´tire´e. Aussi, le de´lai τ est
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a` la fois le de´lai entre l’impulsion E(ω) et E0(ω), et entre l’impulsion E(ω) et
l’impulsion e´tire´e Ec(ω) (cf Figure 3.4). Notons alors Ecpu,0(ω) l’image dans
Figure 3.4 – Configuration des de´lais pour l’expe´rience de CPUFTSI. Les im-
pulsions e´tire´es et de re´fe´rence sont maintenues synchrones, τ est le retard de
l’impulsion signal.
le visible de l’impulsion de re´fe´rence, et Ecpu,τ (ω) l’image dans le visible de
l’impulsion a` analyser.
Extraction du terme interfe´rome´trique La premie`re e´tape est de sous-
traire l’auto-corre´lation temporelle de chaque impulsion pour isoler les termes
de corre´lation temporelle. Cette e´tape est particulie`rement ne´cessaire dans le
cas de champs longs, en particulier pour les impulsions a` analyser que nous
rencontrerons plus tard. On inse`re un haˆcheur me´canique sur chacun des bras
de l’interfe´rome`tre [89]. Trois mesures sont ne´cessaires pour avoir le spectre
de chaque impulsion prise isole´ment, et le spectre contenant les interfe´rences
spectrales. Rappelons qu’un des objectifs est de disposer d’une expe´rience four-
nissant la mesure du champ en continu. Comme l’e´nergie infrarouge n’est pas
constante dans le temps, il est donc important de re´aliser ces trois mesures en
des instants proches. En pratique, nous utilisons un haˆcheur a` 500 Hz, et un
haˆcheur a` 250 Hz. Puis, le programme de traitement des donne´es permet de
choisir et de traiter une se´lection de trois spectres, de manie`re pe´riodique, et
de calculer la moyenne de cette ope´ration en continu (cf Figure 3.5a) : Ainsi,
nous disposons en continu de la mesure du terme d’interfe´rences spectrales entre
les impulsions. Nous feneˆtrons ce signal dans l’espace des temps a` l’aide d’une
fonction hypergaussienne d’ordre 6 (cf Figure 3.5b), qui constitue un bon com-
promis entre re´solution spectrale et se´lectivite´ de la feneˆtre dans le domaine
temporelle. Et nous obtenons, par transforme´e de Fourier inverse :
fcpu(ω) = E∗cpu,0(ω) · Ecpu,τ (ω) (3.22)
Puis on divise par le champ de re´fe´rence, suppose´ connu, pour obtenir Ecpu,τ (ω).
En effet, partant du champ E0(ω) mesure´ par une technique auto-re´fe´rence´e, il
suffit de calculer l’image de ce champ apre`s conversion, qui s’e´crit Ecpu,0(t) =
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(a) Se´lection pe´riodique de 3 spectres.
En bleu, les impulsions laser a` 1kHz.
Les impulsions marque´es en rouge
voient le haˆcheur cadence´ a` 500Hz ou-
vert, les impulsions marque´es en vert
voient le haˆcheur cadence´ a` 250Hz ou-
vert. On peut choisir alors trois impul-
sions conse´cutives qui conviennent, a`
la pe´riode de 10 ms, puis calculer la
moyenne de ces trois spectres sur un
intervalle de temps de 100 ms.
(b) En rouge : transforme´e de Fourier
(en e´chelle logarithmique) du signal du
spectrome`tre, oˆte´ des auto-corre´lations
de chaque impulsion, et moyenne´ pen-
dant 100 ms. En bleu : feneˆtre tempo-
relle en forme de fonction hypergaus-
sienne d’ordre 6.
E0(t)e−iΦc(t). Par ailleurs, si ce champ de re´fe´rence est court (comme cela sera
le cas), le dispositif CPU se comportera pour ce champ comme une translation
de fre´quence, et nous aurons :
Ecpu,0(ω) = E0(ω − Ω0) (3.23)
Calcul de l’image inverse de l’impulsion visible par la conversion de
fre´quence Le champ obtenu a` l’issue de l’e´tape pre´ce´dente est l’image de
l’impulsion infrarouge par la conversion de fre´quence. Ce champ contient une
modulation de phase, qu’on peut soustraire rigoureusement dans le domaine
temporel. Par transforme´e de Fourier, on obtient l’expression de l’image de
l’impulsion infrarouge dans le domaine temporel :
Ecpu,τ (t) = E(t− τ)e−iΦc(t) (3.24)
On soustrait alors la phase temporelle exacte de l’impulsion e´tire´e, puis on
revient dans l’espace des fre´quences ou` on obtient le champ infrarouge retarde´
de τ :
Eτ (ω) = E(ω)eiωτ (3.25)
Puisqu’on ne connait pas pre´cise´ment le de´lai τ (et d’ailleurs l’interfe´rome´trie
spectrale est pre´cise´ment le meilleur moyen de le mesurer), le programme CPU-
FTSI offre a` l’utilisateur de re´gler en continu un parame`tre τ ′ fourni au pro-
gramme. Ce faisant, celui-ci soustrait a` la phase du champ le terme calcule´ (ω+
Ω0)τ
′. Le re´sultat du calcul est affiche´ en continu, aussi l’utilisateur de´termine
finement le de´lai de l’interfe´rome`tre et annule le terme de retard dans la phase
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spectrale.
En ge´ne´ral, la dernie`re e´tape, c’est-a`-dire la soustraction de la partie line´aire
de la phase spectrale, est re´alise´e automatiquement par un ajustement line´aire.
Cependant, dans le cas de forme de phases spectrales exotiques, comme une
marche de phase, un tel ajustement sur une zone mal choisie de l’axe des
fre´quence peut mener a` une valeur errone´e du retard de groupe. Pour cette
raison, nous avons choisi de laisser a` l’utilisateur la maitrise de la soustraction
de la composante line´aire de la phase spectrale.
3.2.3 Me´thode de fonction de transfert complexe
Nous avons jusqu’ici implicitement suppose´ que l’impulsion de re´fe´rence e´tait
parfaitement connue et que nous mesurions le champ complet de l’autre bras de
l’interfe´rome`tre. Bien que nous puissions mesurer ce champ de re´fe´rence par la
technique TEASPIDER imple´mente´e au LOB, cette mesure s’est ave´re´e inutile.
En effet, l’objectif de ce travail est de mesurer la fonction de transfert d’un
dispositif dit de fac¸onnage.
∆1φ(ω) = φ1(ω)− φ0(ω) (3.26)
Ou` φ0(ω) est la phase spectrale de l’impulsion issue du bras de re´fe´rence de
l’interfe´rome`tre et φ1(ω) la phase de l’impulsion issue du deuxie`me bras de
l’interfe´rome`tre : lorsque l’interfe´rome`tre est bien re´gle´, cette phase s’annule,
mais ce terme peut rester non nul. Puis on inse`re un dispositif quelconque dans
le bras 1 de l’interfe´rome`tre, ce qui ajoute un terme φ2(ω) a` la phase spectrale
du champ, et on mesure donc :
∆2φ(ω) = φ2(ω) + φ1(ω)− φ0(ω) (3.27)
La diffe´rence ∆2φ(ω) − ∆1φ(ω) = φ2(ω) vaut alors la phase introduite par le
dispositif, et donne donc la phase de la fonction de transfert complexe. Dans
toute la suite, le montage ne sera utilise´ que pour mesurer des fonctions de
transfert complexe.
3.2.4 Mesure de la fonction de transfert d’un bloc de CaF2
Nous avons mesure´ la fonction de transfert d’un bloc de CaF2 qui est le
re´sultat direct d’une mesure CPUFTSI. Le sche´ma expe´rimental est repre´sente´
sur la figure 3.5. Sur chacun des bras de l’interfe´rome`tre est place´ un haˆcheur
me´canique a` des fre´quences diffe´rentes, comme cela a e´te´ discute´ ci-dessus. Afin
de valider la technique CPUFTSI, nous avons mesure´ la phase spectrale in-
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Figure 3.5 – Expe´rience de mesure de la fonction de transfert d’un bloc de
CaF2. Les impulsions de re´fe´rence E0 et e´tire´e sont synchronise´es au meˆme de´lai
τ . Deux haˆcheurs me´caniques permettent d’isoler la mesure des auto-corre´lations
des deux impulsions.
troduite par un bloc de 6cm de CaF2 (Fig. 3.6). A l’aide des coefficients de
Sellmeier de ce mate´riau, nous pouvons calculer la phase the´orique. On peut
constater la pre´sence d’oscillations importantes dans la mesure, qui se mani-
festent en particulier par des oscillations rapides dans la phase spectrale. Ces
oscillations proviennent de deux sources principales :
– la pre´sence de plusieurs re´pliques de l’impulsion infrarouge dans l’expe´-
rience, qu’on verra plus tard dans les interfe´rogrammes, introduit des os-
cillations rapides (sous-e´chantillonne´es) dans la phase spectrale [48]
– bien que nous ayons soustrait les auto-corre´lations temporelles des deux
impulsions prises isole´ment, il apparait que le signal de corre´lation contient
encore une composante continue a` cause des fluctuations en intensite´
du laser. Cette composante continue, bien que faible, est longue (puis-
qu’elle contient en particulier la de´tection homodyne du champ rayonne´
par les mole´cules d’eau), et est non-nulle sur le support de la fonction de
corre´lation qu’on souhaite isoler
Afin de moins voir ces signaux parasites, une technique usuelle est d’adapter la
taille de la feneˆtre Π(t) au support, suppose´ connu, de la fonction de corre´lation
e´tudie´e. Cependant, nous allons e´tudier plus tard des impulsions longues, de
dure´e de l’ordre de quelques picosecondes et dont nous ne connaitrons pas de
manie`re certaine le support temporel, aussi faudra-t-il garder une grande feneˆtre
temporelle.
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Figure 3.6 – Mesure de la phase quadratique introduite par un bloc de 6 cm
d’e´paisseur de CaF2 par CPUFTSI. En noir : courbe the´orique En en bleu
et en rouge : deux mesures de la phase spectrales re´alise´es a` deux de´lais in-
terfe´rome´triques diffe´rents : τ = 7.725 ps et τ = 9.572 ps
En conclusion, nous avons mis au point dans l’infrarouge une technique de
mesure qui combine les avantages de l’interfe´rome´trie spectrale avec une im-
pulsion de re´fe´rence et les avantages du spectrome`tre CPU. Cette technique de
mesure est particulie`rement adapte´e a` la mesure d’impulsions longues de plu-
sieurs picosecondes, ce qui permettra de mesurer les impulsions cre´e´es par le
dispositif de fac¸onnage que nous allons e´tudier dans le chapitre suivant.
3.3 Calibration du spectrome`tre a` l’aide de la
CPUFTSI
Cette partie concerne la calibration fine du spectrome`tre CPU, qui est un
spectrome`tre dispersif.
3.3.1 Formulation du proble`me
Le spectrome`tre comprend une barrette de 1340 de´tecteurs, qui sont des
pixels de coordonne´es spatiales xi. La calibration d’un spectrome`tre est e´quiva-
lente a` la connaissance de la fonction ω(x) qui a` chaque pixel associe la fre´quence
mesure´e. La premie`re e´tape est de calibrer le spectrome`tre selon une proce´dure
classique, inte´gre´e au logiciel commercial d’utilisation du spectrome`tre, et qui
consiste a` :
– mesurer en quelques points le rayonnement e´mis par une lampe spectrale
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dont les raies d’e´mission fines sont parfaitement connues : on obtient une
liste {(xi, ωi)}i.
– reconstruire par interpolation cubique une courbe appele´e fonction de cali-
bration, ω(x), qui passe par les points e´talonne´s lors de l’e´tape pre´ce´dente.
Cette calibration est pre´cise mais il reste ne´anmoins une erreur de calibration
qu’on e´crit sous la forme d’un de´veloppement limite´ au voisinage du pixel central
(x0, ω0) [31] :
ω(x) = ω0 + α1(x− x0) + α2
2
(x− x0)2 + α3
6
(x− x0)3 · · · (3.28)
Lorsque des traitements de Fourier des spectres sont effectue´s par Transforme´e
de Fourier, les erreurs de calibration se manifestent de manie`re non ne´gligeable
dans la phase spectrale mesure´e. Par exemple, une erreur de calibration quadra-
tique (en α2) est responsable de l’apparition d’un terme de phase quadratique
sans re´alite´ physique lorsqu’on mesure un champ par FTSI a` l’aide d’un spectre
mal calibre´ [30]. En conse´quence, il faut impe´rativement soigner davantage la
calibration du spectrome`tre avant de l’utiliser pour des mesures d’interfe´rences
spectrales.
Expression ge´ne´rale de la calibration du spectrome`tre
Une proce´dure mise au point par Dorrer [31] utilise la FTSI pour corriger
le terme quadratique de la fonction d’erreur : celui-ci est alors code´ dans le
signal interfe´rome´trique que nous allons examiner. Il est plus aise´ de manipuler
la re´ciproque de la fonction d’erreur, aussi, si x0 = x(ω0), x1 =
∂x
∂ω (x0) etc, alors
cette fonction s’e´crit :
x(ω) = x0 + x1(ω − ω0) + x2
2
(ω − ω0)2 + · · · (3.29)
Re´alisons alors une expe´rience d’interfe´rences spectrales entre deux re´pliques
de la meˆme impulsion infrarouge de´cale´es d’un de´lai τ . Dans le cas ou` le spec-
trome`tre est ide´al, la seule diffe´rence de phase entre les impulsions provient
d’un de´se´quilibre de l’interfe´rome`tre : si les lames semi-se´paratrices sont un peu
incline´es, l’une des impulsions traverse une e´paisseur plus grande de milieu dis-
persif et il en re´sultera un de´se´quilibre de phase δφ(ω). Ecrivons le signal de
diffe´rence de phase issu d’une expe´rience CPUTFSI re´alise´e pour un de´lai τ ,
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pour un pixel x :
∆φ(x(ω)) = τx(ω) + δφ
(
x(ω)
)
(3.30)
∆φ(x(ω)) = τx0 + τx1(ω − ω0) + τ x2
2
(ω − ω0)2 + δφ
(
x(ω)
)
+ · · · (3.31)
(3.32)
Notre dispositif de CPUFTSI ne mesure pas le terme line´aire en x1 de cette
fonction d’erreur, qu’on ne peut pas se´parer du terme line´aire issu du de´lai τ .
En effet, par construction, le programme de´termine le de´lai τ tel que la partie
line´aire de la phase soit retranche´e. Il faudrait pour mesurer ce terme disposer
d’une mesure inde´pendante du de´lai τ [29]. A ce propos, nous pouvons signaler
que l’utilisation de la CPUFTSI comme instrument de mesure du de´lai souffre
donc d’un biais syste´matique qui est cette erreur line´aire de calibration : cette
erreur est pre´cise´ment corrige´ a` l’aide des raies d’absorption de la vapeur d’eau.
Il apparait par ailleurs que l’erreur quadratique de calibration du spec-
trome`tre induit une de´pendance line´aire en de´lai τ dans la mesure du terme
quadratique de la phase :
∆φ(2)
(
x(ω)
)
= τ
x2
2
(ω − ω0)2 + δφ(2)
(
x(ω)
)
(3.33)
Pour de´terminer ce terme de la fonction d’erreur, il suffit d’ajuster la fonc-
tion φ(2)(τ) line´airement, ce qui nous donne directement le coefficient x2 de
la fonction d’erreur [29]. Nous avons suivi cette proce´dure pour calibrer notre
spectrome`tre e´quipe´ d’un re´seau a` 1200 traits.mm−1 que nous utiliserons pour
les mesures quantitatives, et le re´sultat est illustre´ dans la figure 3.7. Nous
avons alors soustrait le terme quadratique a` la fonction de calibration du spec-
trome`tre, corrigeant ainsi une partie des erreurs de calibration. Remarquons
qu’il faut refaire ce travail de calibration fine de`s qu’on re`gle la calibration du
re´seau avec des lampes spectrales, ce qui arrive peu souvent.
3.3.2 Ve´rification de la calibration a` l’aide des raies d’ab-
sorption de la vapeur d’eau
Afin de ve´rifier la qualite´ de notre calibration, il est possible d’examiner les
positions de raies de l’eau tre`s e´loigne´es (cf Figure 3.8). Si la calibration du
spectrome`tre est correcte au point central, alors l’erreur due a` une imperfection
de calibration sera d’autant plus visible qu’on s’e´loigne de la fre´quence centrale.
Pour examiner la qualite´ de la calibration, nous avons observe´ un spectre in-
frarouge centre´ en 2000 cm−1. Les deux raies d’absorption les plus e´loigne´es
sont situe´es a` 1889.6 et 2041.3 cm−1. Ces deux raies apparaissent a` leur posi-
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Figure 3.7 – Mesure de l’erreur quadratique du spectrome`tre : ajustement par
une fonction line´aire de l’e´volution de φ(2) mesure´ en fonction de τ . En bleu :
e´tirement de l’impulsion mesure´ en fonction du de´lai τ . En rouge : ajustement
de cette courbe par une fonction affine.
tion the´orique a` la re´solution du spectrome`tre pre`s qui est de 1 cm−1 (donne´e
constructeur). L’erreur relative sur la position des raies est donc strictement
infe´rieure a` :
ω
∆ω
< 0.8% (3.34)
En conclusion, l’erreur quadratique re´siduelle du spectrome`tre a e´te´ mesure´e et
directement compense´ dans la fonction de calibration du spectrome`tre. A l’issue
de ce travail, nous disposons d’un outil fiable pour caracte´riser les fac¸onneurs
et re´aliser des expe´riences de spectroscopie.
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Figure 3.8 – La calibration est assure´e au point 1992 cm−1 ou` se trouve une
raie d’absorption de l’eau. A la re´solution du spectrome`tre CPU pre`s, toutes les
raies visibles apparaissent aux positions the´oriques.
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Chapitre 4
Fac¸onnage dans le moyen
infrarouge
L’objet de ce chapitre est la caracte´risation expe´rimentale de nouvelles ar-
chitectures de fac¸onneurs line´aires programmables fonctionnant dans le moyen-
infrarouge et produits par la socie´te´ FASTLITE [137]. Ces dispositifs seront
appele´s AOPDF (Filtre Dispersif Acousto-Optique Programmable) dans toute
la suite. Deux types d’AOPDF fonctionnant dans le moyen infrarouge ont e´te´
e´tudie´s, dont l’un est caracte´rise´ par une excellente re´solution spectrale et une
efficacite´ de diffraction en large bande spectrale faible, et le deuxie`me privile´gie
une tre`s bonne efficacite´ de diffraction en bande spectrale large, au de´triment
de la re´solution spectrale. Comme les caracte´ristiques recherche´es sont une
re´solution spectrale sensiblement infe´rieure a` 25cm −1 (distance entre deux ni-
veaux d’e´nergie du HbCO), et une efficacite´ de diffraction maximale en large
bande spectrale (de l’ordre de 300 nm), afin de controˆler l’ascension vibration-
nelle dans la prote´ine HbCO, nous ne pre´senterons dans ce chapitre que les
re´sultats relatifs a` la seconde architecture d’AOPDF dans le moyen infrarouge,
que nous appellerons dans toute la suite AOPDF WB (pour  Wide Band ).
La re´solution spectrale, l’efficacite´ de diffraction, et la pre´cision de programma-
tion de cet AOPDF WB seront mesure´es, et s’ave`reront parfaitement adapte´es
a` la mise en place d’expe´rience de controˆle cohe´rent dans la prote´ine HbCO.
4.1 Introduction au fac¸onnage programmable
des impulsions femtosecondes infrarouges
Un dispositif de fac¸onnage d’impulsion est un appareil capable d’agir sur la
phase et/ou l’amplitude spectrale d’une impulsion. A ce titre, des combinaisons
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d’optiques passives peuvent constituer des dispositifs de fac¸onnage d’impulsions
inte´ressants, c’est-a`-dire imposant a` une impulsion incidente un profil d’inten-
site´ et/ou de phase spectrale souhaite´[99]. En particulier, les compresseurs a`
re´seau invente´s en 1969 [138] et les compresseurs a` prisme [39], qui datent de
1984, sont des fac¸onneurs d’impulsions historiquement utilise´s dans le domaine
des longueurs d’onde visible pour ajouter une phase spectrale quadratique a`
l’impulsion incidente, ce qui e´quivaut a` comprimer ou a` allonger celle-ci dans
le domaine temporel. Par ailleurs, un objectif majeur du fac¸onnage d’impul-
sions est le controˆle cohe´rent, c’est-a`-dire la recherche de formes d’impulsions
adapte´es pour re´aliser une expe´rience spe´cifique. Par exemple, un simple bloc de
CaF2, en introduisant une phase spectrale quadratique ne´gative, constitue un
dispositif de mise en forme d’impulsions dans le moyen infrarouge qui ame´liore
l’ascension vibrationnelle dans HbCO en se plac¸ant dans les conditions d’un
transfert adiabatique rapide [143]. Un autre exemple provient de la microscopie
non-line´aire dans le domaine visible : l’utilisation d’une paire de prismes judi-
cieusement positionne´s programme un terme de phase spectrale cubique, ce qui
permet de de´tecter les signaux issus de plusieurs marqueurs [83].
Cependant, un objectif majeur des expe´riences de controˆle cohe´rent est la
possibilite´ de mettre en oeuvre le controˆle optimal [44], c’est-a`-dire la recherche
d’une forme d’impulsion optimale pour une expe´rience donne´e. Ceci n’est en
ge´ne´ral pas possible avec de simples combinaisons d’optiques comme les com-
presseurs a` prisme ou a` re´seaux vu ci-dessus, car elles ne fournissent pas assez
de degre´s de liberte´. Il faut donc faire appel a` des fac¸onneurs dits program-
mables, ou` le profil de l’impulsion est code´ point par point dans le domaine
spectral. Dans le moyen-infrarouge, deux architectures de fac¸onneurs program-
mables existent a` l’heure actuelle, et ces deux architectures utilisent l’interaction
acousto-optique de manie`res tre`s diffe´rentes. Nous donnerons donc en premier
lieu quelques e´le´ments de compre´hension de l’interaction acousto-optique afin
de cerner les diffe´rences entre les fac¸onneurs dans le moyen-infrarouge. Nous
allons ensuite pre´senter le formalisme ge´ne´ral des fac¸onneurs line´aires, dont cer-
taines grandeurs sont extraites qui caracte´risent le comportement expe´rimental
du dispositif. Ensuite, la premie`re des architectures de fac¸onneur, qui consiste
en l’utilisation d’une ligne 4f dans laquelle est inse´re´ un masque de phase qui
programme une impulsion de sortie. Puis nous pre´senterons la technologie des
filtres acousto-optiques dispersifs programmables (AOPDF).
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4.1.1 Le fac¸onneur line´aire programmable
De´finition
Les dispositifs de fac¸onnage programmable e´tudie´s sont line´aires en champ,
stationnaires (on dit aussi invariant par translation dans le temps) et passifs (au
sens ou` ils n’apportent pas d’e´nergie). En conse´quence, ceux-ci sont entie`rement
caracte´rise´s par une fonction de re´ponse percussionnelle R(t) dans le domaine
temporel [99] :
Eout(t) =
[
R⊗ Ein
]
(t) (4.1)
De manie`re e´quivalente on de´finit la fonction de transfert complexe R(ω) telle
que :
Eout(ω) = R(ω) · Ein(ω) (4.2)
Ou` R(ω) = FR(t).
Dans tous les cas que nous allons e´tudier, les fac¸onneurs programmables
permettent de controˆler point par point la fonction re´ponse dans le domaine
spectral. Ainsi, on de´finit l’ouverture temporelle d’un fac¸onneur par le support
∆T de sa re´ponse percussionnelle, ce qui de´finit sa re´solution spectrale par 2piT .
Caracte´risation expe´rimentale d’un fac¸onneur
De manie`re ge´ne´rale, on juge de la qualite´ d’un fac¸onneur line´aire pro-
grammable en examinant plusieurs aspects. Les diffe´rents fac¸onneurs peuvent
pre´senter des qualite´s diffe´rentes et sont ainsi plus ou moins adapte´s aux expe´-
riences envisage´es. Ces aspects sont principalement :
– le rendement en e´nergie. En effet, ces filtres sont passifs. Or, pour certaines
applications, il est essentiel de garder le plus d’e´nergie possible. Ce rende-
ment, qui est le maximum de la fonction |R(ω)|2, est appele´ efficacite´ de
diffraction dans le cas des fac¸onneurs a` base de dispositifs acousto-optiques
que nous rencontrerons plus tard.
– la re´solution spectrale, ou, de manie`re e´quivalente, la feneˆtre temporelle.
– l’exactitude du fac¸onnage. Cette grandeur tre`s importante s’obtient en
calculant l’erreur quadratique entre le champ fac¸onne´ et le champ pro-
gramme´. Il peut eˆtre utile de dissocier exactitude en phase et exactitude
en amplitude, selon les applications.
– la fre´quence de rafraichissement : on appelle fre´quence de rafraichissement
la fre´quence maximale de commutation entre deux fac¸onnages. Dans cer-
tains cas, cette grandeur est loin d’eˆtre ne´gligeable.
– la facilite´ d’installation. A chaque type de fac¸onneur est associe´ un en-
combrement et un protocole de calibration.
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– les fac¸onneurs introduisent tous des effets spatio-temporels [99], qui tra-
duisent qu’une fonction de transfert R(ω) agit e´galement sur le front
d’onde (spatial) de l’impulsion fac¸onne´e. Ces effets spatio-temporels ont
des origines diffe´rentes selon les fac¸onneurs et sont plus ou moins faciles a`
compenser.
4.1.2 Introduction aux dispositifs acousto-optiques
Les deux types de fac¸onneurs programmables existant aujourd’hui dans la
gamme du moyen-infrarouge ont en commun d’utiliser la diffraction acousto-
optique, mais dans des configurations tre`s diffe´rentes. Quelques e´le´ments simples
a` propos de la diffraction acousto-optique seront introduits car ils permettent
de cerner rapidement les enjeux de chacune des technologies.
Re´gimes d’interaction
Effet physique Tout d’abord, rappelons quelques e´le´ments concernant l’in-
teraction acousto-optique dans un cristal approprie´. Dans un cristal photo-
e´lastique, une onde me´canique provoque localement une de´formation du re´seau
cristallin. Dans le cadre des filtres line´aires programmables, on se place dans
un domaine de puissance acoustique telle que cette de´formation est line´aire en
amplitude acoustique [23, 155, 108]. Par ailleurs, la vitesse acoustique e´tant
lente devant la vitesse de la lumie`re, cette de´formation est stationnaire du point
de vue de l’optique. Comme le cristal est photo-e´lastique, la de´formation du
re´seau cristallin induit une perturbation die´lectrique locale δ(~r) de l’indice du
milieu, qui est alors line´aire en champ acoustique. Par ailleurs, plus tard, nous
nous placerons dans un cristal anisotrope, et il est plus commode d’exprimer
le proble`me en une perturbation δη(~r) du tenseur d’imperme´abilite´ du milieu
(de´fini tel que η = I).
Soit une onde acoustique plane et monochromatique, de fre´quence Ω et de
vecteur d’onde ~K, et une onde optique monochromatique plane incidente ωi, ~ki.
En chaque point du cristal, un champ diffracte´ monochromatique est cre´e´, qui
ve´rifie :
~k = ~K + ~ki (4.3)
ω = Ω + ωi (4.4)
Au cours de la propagation dans le cristal, l’interaction peut cascader plusieurs
diffractions line´aires en acoustique, cre´ant plusieurs champs diffracte´s appele´s
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modes de diffraction, de vecteurs de propagation ~km [23] :
~km = m~K + ~ki (4.5)
ωm = mΩ + ωi (4.6)
Ces modes ne proviennent pas de non-line´arite´ acoustique mais bien de plu-
sieurs diffractions line´aires successives. Chaque mode se propage dans le cristal,
obe´issant a` l’e´quation de propagation optique. Comme en optique non-line´aire,
l’efficacite´ de la construction cohe´rente de chaque mode diffracte´ est donc lie´e
a` un terme de de´saccord de phase ∆~km = ~km −m~K − ~ki. Dans le cas ge´ne´ral,
la re´solution mathe´matique de l’e´quation de propagation des modes diffracte´s
n’a pas d’expression analytique. La re´solution de ces e´quations dans le cas par-
ticulier d’ondes planes, monochromatiques, et se propageant dans des milieux
isotropes a cependant mene´ a` la de´finition d’un certain nombre de re´gimes de
diffraction [75, 23].
Re´gime de diffraction des dispositifs acousto-optiques En premier lieu,
on de´finit une longueur caracte´ristique, qui vaut L0 =
nΛ2
λ , ou` Λ est la longueur
d’onde de l’onde acoustique, et λ celle du champ diffracte´. Une classification
simple du re´gime de diffraction acousto-optique est e´tablie en comparant la
longueur d’interaction acousto-optique L avec cette longueur de cohe´rence.
On introduit alors le parame`tre Q de´fini comme [75, 155, 34, 99] :
Q =
2piλL
Λ2
(4.7)
Ou` L est la longueur durant laquelle a lieu le recouvrement des champs acous-
tiques et optiques. Ceci permet de distinguer deux comportements asympto-
tiques :
– si Q  4pi, le modulateur ope`re dans le re´gime de diffraction de Raman-
Nath. Alors un grand nombre de mode diffracte´ ont une amplitude non
nulle. La re´solution spectrale est alors maximale [34], mais l’intensite´ dans
chaque mode diffracte´ est faible.
– si Q  4pi, le modulateur ope`re dans le re´gime de diffraction de Bragg.
La diffraction n’est alors efficace que dans le premier mode.
Ces deux re´gimes de diffraction ont e´te´ distingue´s dans le cas de milieux iso-
tropes. Dans le cas de milieux anisotropes, une seconde origine au de´phasage
des modes diffracte´s est ajoute´e, qui provient de la variation de l’indice selon la
direction de propagation et la polarisation. Cependant, il a e´te´ nume´riquement
prouve´ que le re´gime de diffraction de Bragg, monomode, reste valable dans
un cristal bire´fringent optique a` condition que la longueur d’interaction soit
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suffisamment e´leve´e [84].
Ge´ome´tries d’interaction Dans le re´gime de Bragg, la diffraction est mono-
mode. Dans un cristal isotrope, on de´finit l’angle de Bragg comme l’angle entre
les vecteurs d’onde des impulsions incidentes et diffracte´es, et qui s’e´crit :
sin θB =
λ
2nΛ
(4.8)
Sa de´finition dans un cristal anisotrope est analogue mais l’expression en est
plus complique´e [155, 72].
Le profil spatial du champ acoustique de´termine le profil spatial et temporel
d’une impulsion diffracte´e. Au sein du re´gime de Bragg, deux ge´ome´tries me`nent
a` une simplification des calculs acousto-optiques. On distingue donc la ge´ome´trie
transverse, ou` les plans d’onde optique et acoustique sont perpendiculaires, et
la ge´ome´trie d’interaction coline´aire [155], comme l’illustre la figure 4.1. La
Figure 4.1 – Ge´ome´tries d’interaction usuelles. A gauche : ge´ome´trie d’inter-
action transverse, ou` les vecteurs d’onde acoustique et optique sont environ or-
thogonaux. A droite, ge´ome´trie dite  coline´aire , ou` tous les vecteurs d’onde
sont presque coline´aires.
majorite´ des dispositifs acousto-optiques fonctionnent en ge´ome´trie transverse.
La spe´cificite´ du fac¸onneur que nous allons e´tudier vient justement de ce que la
ge´ome´trie d’interaction utilise´e est la ge´ome´trie coline´aire.
Un fac¸onneur line´aire en optique Dans toute la suite,comme Ω  ωi,
on e´crira ω1 = ωi = ω. Le champ diffracte´ devient a` la sortie d’un dispositif
acousto-optique [34, 136] :
Ed(ω) = Ei(ω) ·R(ω) (4.9)
Quelle que soit la ge´ome´trie d’interaction, il s’agit, en chaque point du cristal,
d’un processus line´aire en champ optique : les dispositifs acousto-optiques sont
des filtres line´aires en optique. L’essentiel de la difficulte´ est en fait de de´terminer
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analytiquement la fonction de transfert R(ω) en fonction de l’impulsion acous-
tique.
En conclusion, les dispositifs acousto-optique fonctionnent majoritairement
en re´gime de diffraction de Bragg : l’interaction acousto-optique est alors res-
ponsable d’une unique impulsion diffracte´e avec un bon rendement. En outre,
l’interaction acousto-optique a ge´ne´ralement lieu en ge´ome´trie transverse ou co-
line´aire, pour lesquelles il est plus aise´ de calculer analytiquement la fonction
de transfert en fonction de l’impulsion acoustique.
La construction d’un dispositif acousto-optique
L’efficacite´ locale d’un me´lange acousto-optique est parame´tre´ par les e´le´-
ments du tenseur d’imperme´abilite´ δη, qu’on appelle les coefficients photo-
e´lastiques, et qui de´pendent de la nature du cristal. En conse´quence, un cristal
propice a` la construction d’un dispositif acousto-optique doit ve´rifier un certain
nombre de proprie´te´s :
– avoir un fort coefficient photo-e´lastique
– eˆtre transparent dans le domaine de longueur d’onde des impulsions op-
tiques
– avoir un seuil de dommage e´leve´
– avoir une vitesse de propagation acoustique lente afin d’augmenter la den-
site´ de puissance acoustique et ainsi l’efficacite´ de diffraction
Par ailleurs, de manie`re tout a` fait ge´ne´rale, un dispositif acousto-optique pro-
grammable contient [34] :
– un ge´ne´rateur d’onde radio (RF)
– un transducteur pie´zoe´lectrique charge´ de convertir l’onde RF e´lectrique
en onde me´canique
– un cristal photo-e´lastique
Dans certains cas, comme pour les fac¸onneurs que nous rencontrerons plus tard,
il est ne´cessaire d’ajouter d’autres composants. De plus, lorsque le dispositif
acousto-optique comprend un ge´ne´rateur d’impulsions RF arbitraires place´ en
ge´ome´trie d’interaction transverse, le dispositif acousto-optique est appele´ mo-
dulateur acousto-optique (AOM). Les capacite´s de fac¸onnage line´aire program-
mable par un AOM place´ dans une ligne 4f ont e´te´ de´montre´es expe´rimenta-
lement pour la premie`re fois dans le domaine visible en 1996 [59]. Un AOM
fonctionnant dans le moyen-infrarouge a e´te´ construit par Zanni en 2006 [122].
Celui-ci emploie un cristal de Germanium (Ge), qui est transparent dans le
moyen-infrarouge dont nous allons pre´senter quelques spe´cificite´s. Dans toute la
suite, ce dispositif acousto-optique sera appele´ Ge-AOM. Dans la suite de cette
section, nous allons pre´senter les deux technologies de fac¸onnage programmable
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dans le moyen-infrarouge. La premie`re des technologies est la transposition d’une
technologie existante dans le domaine visible [34], et utilise un Ge-AOM, la se-
conde technologie est celle des AOPDFs dans le moyen-infrarouge.
4.1.3 Le fac¸onnage en ge´ome´trie transverse utilisant le
Ge-AOM
La premie`re des technologies permettant un fac¸onnage programmable utilise
un Ge-AOM, inse´re´ dans un montage optique appele´ ligne a` dispersion nulle
ou ligne 4f [42]. Ce dispositif permet de se´parer en taches images distinctes les
diffe´rentes fre´quences optiques d’une impulsion. Un profil de transmission com-
plexe, appele´ masque, ou encore fonction de transfert complexe du fac¸onneur,
peut alors eˆtre programme´ point par point, chaque point e´tant associe´ a` une
fre´quence. Dans le cas du fac¸onnage dans le domaine du moyen-infrarouge, la
programmation du masque est assure´e par le Ge-AOM. Dans toute la suite, nous
de´signerons par 4f-Ge-AOM le fac¸onneur constitue´ de la ligne 4f et du Ge-AOM.
Architecture du dispositif
Dans une ligne 4f, comme celle qui est repre´sente´e sur la figure 4.2, un pre-
mier re´seau assure la se´paration angulaire des fre´quences optiques. Graˆce a` un
montage 2f d’optique de Fourier, on re´alise ensuite la transforme´e de Fourier
spatiale de ce champ. Graˆce a` la dispersion angulaire, la figure d’e´clairement est
constitue´e de taches images distinctes dont chacune est associe´e a` une fre´quence
optique. Ceci offre la possibilite´ de programmer point par point une fonction de
transmission complexe. Apre`s ce dernier, on effectue l’ope´ration inverse (trans-
forme´e de Fourier inverse selon k avec un deuxie`me montage 2f, puis diffraction
d’ordre oppose´ avec un deuxie`me re´seau), pour obtenir l’impulsion fac¸onne´e.
Dans un fac¸onneur programmable utilisant une ligne 4f, la programmation
de l’impulsion fac¸onne´e a donc lieu en programmant une transmission complexe
M(X), ou` X repe`re l’abscisse d’un point dans le plan de Fourier de la ligne 4f.
Nous pouvons noter que, dans le domaine visible, de nombreuses techniques
existent pour construire M(X) [99, 82]. Dans le moyen-infrarouge, l’insertion
du Ge-AOM, qui doit respecter l’angle de diffraction de Bragg entre impulsion
incidente et diffracte´e, (qui vaut 2◦ [122]) impose une premie`re contrainte pour
inse´rer le modulateur acousto-optique dans le montage 4f (cf Figure 4.3). Le
Ge-AOM pre´sente les caracte´ristiques techniques suivantes [122] :
– νac =
vac
Λ = 75 MHz
– vac = 5500 m.s
−1
– e´paisseur L = 1 cm
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Figure 4.2 – Dispositif d’un fac¸onneur avec une ligne 4f : un re´seau suivi d’un
montage 2f image chaque fre´quence optique en taches images distinctes dans le
plan de Fourier, ou` est place´ un masque programmable |R(ω)|eiφ(ω). Le dispositif
syme´trique re´alise ensuite l’ope´ration inverse (extrait de [82]).
Figure 4.3 – Programmation de la fonction de transfert avec un Ge-AOM
(extrait de [99]) : il faut incliner les deux montages d’optique de Fourier 2f afin
de respecter l’angle d’incidence de Bragg du Ge-AOM.
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Dans ce cas pre´cis, Q = 57 ≈ 4(˙4pi), ce qui signifie que le fac¸onneur ope`re a
priori dans le re´gime de Bragg. Par ailleurs, la dimension du cristal est de 5.5x1
cm, donc l’ouverture temporelle est de 10 µs pour la programmation de l’onde
acoustique.
Caracte´ristiques techniques du 4f-Ge-AOM
La mesure de la largeur a` mi-hauteur du spectre diffracte´ en re´gime acous-
tique monochromatique (aussi appele´ re´gime de de´flexion), la re´solution spec-
trale en intensite´ est mesure´e et vaut 1.65 cm−1 (soit 5 nm[128]). La re´solution
spectrale en champ vaut la largeur a` mi-hauteur de l’amplitude du champ dif-
fracte´ soit :
δσ 1
2 ,E =
√
2δσ 1
2 ,I
= 2.33cm−1 (4.10)
En de´finitive, l’ouverture temporelle vaut alors T = 1δν 1
2
,E
= 14.3 ps. Par ailleurs,
une efficacite´ de diffraction de 30 a` 40% pour le montage total a e´te´ mesure´e
(incluant les pertes de la ligne 4f) [126]. Cette efficacite´ de diffraction est uni-
forme sur tout le spectre. La re´solution spectrale et l’efficacite´ de diffraction de
ce fac¸onneur line´aire programmable sont donc excellents et ont en particulier
pu donner lieu a` des expe´riences de controˆle cohe´rent [128] ou de spectroscopie
bidimensionnelle de bonne qualite´ et une bonne re´solution spectrale [123].
Limitations du fac¸onneur Ge-AOM
L’utilisation d’une ligne a` dispersion nulle implique une certaine complexite´
du dispositif qui affecte le fac¸onnage, en particulier dans le cas ou` on utilise un
Ge-AOM. De manie`re ge´ne´rale, la ligne 4f est un dispositif qui associe a` chaque
fre´quence optique une position X dans le plan de Fourier. En chacun des points
X du plan de Fourier, le champ incident, de longueur d’onde centrale λ0, s’e´crit :
E(X,ω) = g(X − α0ω)E(ω) (4.11)
Ou` α0 est un coefficient de grandissement de la ligne 2f, qui vaut : [34, 99] :
α0 ∝ fλ20 (4.12)
Ou` f est la focale de la lentille de la ligne 2f et ∆xi la taille transverse du faisceau
dans l’hypothe`se ou` ce dernier est gaussien. Pour une impulsion gaussienne (dans
la dimension spatiale) en entre´e, la fonction d’e´talement d’une fre´quence optique
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g(X) s’e´crit [99] :
g(X) = e−2 log 2
X
∆X0
2
(4.13)
∆X0 ∝ fλ0
∆xi
(4.14)
∆x0 est la largeur a` mi-hauteur de la tache de focalisation optique, qui vaut
∆x0 = 250 µm dans le cas du fac¸onneur Ge-AOM. La fonction d’e´talement op-
tique est ainsi plus de deux fois plus grande que la fonction d’e´talement acous-
tique qui vaut environ 110 µm, et elle limite donc la re´solution spectrale du
fac¸onneur, a` bande spectrale de fac¸onnage fixe´e. La re´solution spectrale d’une
ligne 4f s’e´crit [99] :
δω ∝ 1
λ0∆xi
(4.15)
Comme le sugge`re l’expression de la re´solution de la ligne 4f, une solution serait
donc d’agrandir la taille du faisceau ∆xi en entre´e pour augmenter la re´solution
spectrale en adaptant la taille de la fonction d’e´talement a` 220µm, soit deux
fois la fonction d’e´talement acoustique (sans changer le grandissement) [122].
En re´alite´, l’utilisation d’un Ge-AOM en tant que masque de phase introduit
plusieurs limitations qui nuisent a` la qualite´ du faisceau diffracte´.
D’apre`s la relation d’accord de phase de Bragg, le vecteur de propagation
~k1 d’une fre´quence ω1 incidente est de´vie´e par un vecteur d’onde ~K1(ω) dont
la norme de´pend de la fre´quence optique. Comme la ge´ome´trie d’interaction est
transverse, cette de´viation s’e´crit λΛ ou`Λ est la longueur d’onde acoustique qui
re´alise l’accord de phase (on est dans le cas d’angles petits). Pour la longueur
d’onde centrale, la de´viation vaut 3.92◦, pour des valeurs de Λ = vacνac = 73µm
et λ = 5µm. Toutefois, la de´viation angulaire n’est pas constante en longueur
d’onde diffracte´e, ce qui est repre´sente´ dans la figure 4.4, ce qui est responsable
d’une ouverture angulaire non ne´gligeable du faisceau diffracte´. Par exemple,
pour une pulsation optique de 400 ps−1 (soit une bande spectrale de 20ps−1),
la longueur d’onde acoustique vaut 69.6µm et la longueur d’onde optique vaut
4.7µm, et la de´viation angulaire vaut 3.86◦. L’augmentation de la bande spec-
trale fac¸onne´e s’augmente donc d’une dispersion angulaire du faisceau de l’ordre
de 0.05◦, ce qui nuit a` la qualite´ du faisceau diffracte´.
Par ailleurs, une impulsion diffracte´e, pour une fre´quence quelconque, se
propage selon un angle de´vie´ d’environ 4◦ par rapport a` l’impulsion incidente.
Or l’efficacite´ de diffraction et la re´solution spectrale, pour chaque fre´quence
optique, augmentent avec la longueur de couplage, et il faut donc maintenir une
longueur maximale de recouvrement entre la tache de focalisation associe´e a` la
fre´quence ω, et le re´seau de Bragg qui est localement a` la fre´quence ve´rifiant
l’accord de phase pour la fre´quence ω. Comme l’impulsion diffracte´e se pro-
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Figure 4.4 – Illustration de la dispersion angulaire du faisceau diffracte´e. En
ge´ome´trie d’interaction transverse, la de´viation du vecteur d’onde diffracte´ est
de´pendante de la fre´quence optique diffracte´e.
page selon une direction de´vie´e de 4◦, il faut de´finir une tache de focalisation
effective weff qui est la surface re´elle  consomme´e  par une fre´quence optique
lors de la traverse´e du cristal de Germanium. Cette tache de focalisation effec-
tive de´termine en re´alite´ le nombre de points de programmations acoustiques
inde´pendants.
Ces de´fauts principaux sont repre´sente´s sur la figure 4.5, extraite de [99].
Effets spatio-temporels D’autre part, le champ fac¸onne´ E(x, ω) est la trans-
forme´e de Fourier inverse du champ E(X,ω). Comme le profil de l’impulsion
incidente E(X,ω) est module´ par le masque de phase M(X) dans l’espace des
fre´quences ω via celui des vecteurs d’onde, l’image de ce masque par trans-
forme´e spatiale de Fourier fac¸onne e´galement le profil spatial de l’impulsion
fac¸onne´e. Cet effet est appele´ couplage spatio-temporel et a e´te´ e´tudie´ en de´tail
au cours de travaux pre´ce´dents [149][98, 82]. En particulier, la programmation
d’une phase spectrale line´aire implique un de´calage transverse du faisceau. Par
ailleurs la programmation d’une phase spectrale quadratique s’accompagne en
ge´ne´ral d’un e´tirement du profil spatial de l’impulsion [98].
En conclusion, le 4f-Ge-AOM est un fac¸onneur line´aire programmable de
tre`s bonne qualite´, pour ce qui concerne la re´solution spectrale et l’efficacite´
de diffraction. Toutefois, le dispositif expe´rimental reste toutefois complique´
et l’utilisation du faisceau diffracte´ est rendue de´licate a` cause d’effets spatio-
temporels nombreux, et en particulier a` cause d’une dispersion angulaire du
faisceau non ne´gligeable.
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Figure 4.5 – Illustration des de´fauts du fac¸onneur Ge-AOM-4f. (PF) de´signe le
plan de Fourier de la ligne 4f, kac le vecteur d’onde acoustique. (extrait de [99]).
En couleurs sont repre´sente´es trois taches de focalisation ainsi que les impulsions
diffracte´es associe´es a` trois longueurs d’onde diffe´rentes. La longueur d’onde
du re´seau acoustique doit eˆtre de la taille de la tache de focalisation effective
weff , qui tient compte des e´largissements dus a` la de´flection du faisceau et a` la
propagation de faisceaux gaussiens.
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4.1.4 Introduction aux AOPDF
Bref historique des AOPDF
Les AOPDF, aussi commercialise´s sous le nom de Dazzler par la socie´te´
FASTLITE, constituent une classe de fac¸onneurs d’impulsions ultrabre`ves line´-
aires programmables fonde´s sur l’interaction acousto-optique en re´gime de Bragg
et en ge´ome´trie coline´aire. Une des particularite´s des AOPDF est d’utiliser des
cristaux fortement bire´fringents en optique et en acoustique. La perturbation
du tenseur die´lectrique est alors e´quivalente a` une rotation des axes propres
ordinaire et extraordinaire du cristal. Et, en chaque point, la diffraction acousto-
optique couple l’impulsion incidente, qui est polarise´e selon l’axe ordinaire du
cristal, a` l’impulsion diffracte´e, qui est polarise´e selon l’axe extraordinaire du
cristal. Aussi, dans toute la suite, nous de´signerons par Ee l’impulsion diffracte´e,
polarise´e selon l’axe extraordinaire, et par Eo l’impulsion incidente, polarise´e
selon l’axe ordinaire du cristal.
Dans les AOPDF en ge´ne´ral, la longueur de recouvrement des impulsion
acoustiques et optiques garantit que la diffraction s’effectue rigoureusement dans
le re´gime de Bragg. Pour l’AOPDF que nous allons e´tudier, par exemple, une
application nume´rique donne une valeur Q = 340. 1
Partant de la condition d’accord de phase de Bragg, la relation d’accord de
phase s’e´crit :
~ke = ~K + ~ko (4.16)
ωe ≈ ωo (4.17)
A titre d’exemple, et anticipant sur la suite, nous pouvons effectuer une appli-
cation nume´rique. L’AOPDF que nous utiliserons principalement utilisera une
fre´quence centrale de F ≈ 10 MHz pour diffracter une impulsion incidente de
fre´quence centrale νi = 60 THz, ce qui implique que
νd−νi
νi
= 1.7 × 10−7. La
relation d’accord de phase impose alors :
Ee(ω) ∝ Eac(Ω)Eo(ω) (4.18)
Introduisant la grandeur α(ω) = Ωω , e´gale au rapport entre les fre´quences op-
tiques et acoustiques ve´rifiant l’accord de phase, on e´crit [136] :
Ee(ω) ∝ Eo(ω) · Eac(α(ω)ω) (4.19)
1. Pour ce calcul, la vitesse acoustique vaut v = 430 m.s−1 (correspondant a` un angle
θa = 14◦), la fre´quence acoustique vaut 10 MHz, la longueur de me´lange vaut 2 cm et la
longueur d’onde optique vaut 5µm.
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Le coefficient α(ω), appele´ ratio acousto-optique, est caracte´ristique de l’archi-
tecture d’un AOPDF. Ce coefficient s’e´crit aussi α(ω) = ∆n(ω)vc [136], ou` ∆n(ω)
est la diffe´rence des indices entre les polarisations ordinaires et extraordinaires,
et v est la vitesse acoustique. Dans le cas de mate´riaux posse´dant une dispersion
diffe´rentielle ne´gligeable comme le calomel, ce coefficient est inde´pendant de la
fre´quence, et est simplement note´ α. Cette relation de´finit un filtre line´aire dont
la fonction de transfert est programmable, et R(ω) ∝ Eac(ω). Elle reste toutefois
une approximation qui ne permet pas de quantifier l’efficacite´ de diffraction et
la re´solution spectrale du fac¸onneur. Aussi est-il ne´cessaire d’examiner plus en
de´tail l’interaction acousto-optique afin de mieux calculer la fonction de trans-
fert du fac¸onneur, ce qui sera le sujet de la prochaine partie.
A l’origine, les AOPDF furent utilise´s dans le domaine visible pour compen-
ser l’allongement temporel des impulsions dans les cavite´s laser dans le domaine
visible duˆ a` la dispersion d’indice [136]. En effet, si l’impulsion acoustique est for-
tement e´tire´e, sa fre´quence instantane´e e´volue lentement de fac¸on line´aire selon
la position z dans le cristal. Si l’e´tirement acoustique est grand, et en supposant
que l’amplitude acoustique est constante, l’impulsion acoustique programme´e
s’e´crit :
Eac(tRF ) ∝ e
−i t
2
RF
2φ
(2)
ac (4.20)
Ou` nous avons e´crit l’impulsion acoustique dans le re´fe´rentiel tournant de pulsa-
tion centrale Ωac, qui ve´rifie αΩac = ω0 ou` ω0 est la fre´quence diffracte´e centrale.
En e´crivant que le profil de l’impulsion acoustique en un point Z correspond
au profil temporel e´chantillonne´ au point Z = v × TRF [34] (car l’impulsion
acoustique est conside´re´e stationnaire durant le me´lange), et en effectuant le
de´veloppement limite´ de la phase temporelle au voisinage de TRF , c’est-a`-dire
en (tRF − TRF ) = z−Zv , le champ se re´e´crit :
Eac(tRF ) ∝ e
−i(tRF−TRF ) T
φ
(2)
ac (4.21)
Eac(z) ∝ e
−i(z−Z) Z
v2φ
(2)
ac (4.22)
Nous avons donc, au voisinage de Z, un re´seau de vecteur d’onde K = Z
v2φ
(2)
ac
.
Alors, a` l’accord de phase pour une fre´quence ω optique et si l’on ne´glige le
de´salignement le´ger des vecteurs de propagation, il vient la relation :
ke(ω)− ko(ω) = ∆n(ω)ω
c
=
Z
v2φ
(2)
ac
(4.23)
Comme α = ∆n(ω)vc , il vient imme´diatement que l’accord de phase est re´alise´,
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pour la fre´quence ω, au voisinage du point Z tel que :
Z = αωφ(2)ac v (4.24)
On peut alors associer a` chaque fre´quence optique ω une position z(ω) ou` l’ac-
cord de phase est ve´rifie´ et au voisinage de laquelle l’essentiel de la diffraction
a lieu. Comme les indices ordinaire et extraordinaires sont tre`s diffe´rents, cela
revient a` programmer un de´lai de groupe pour chaque fre´quence optique de
l’impulsion diffracte´e, ce qui s’e´crit [145] :
τg(ω) = z(ω)no,g(ω) + (Lc − z(ω)ne,g(ω) (4.25)
Ou` Lc est la longueur durant laquelle a lieu le couplage acousto-optique. En
particulier, si l’impulsion incidente est e´tire´e, il est alors possible de programmer
un e´tirement oppose´. L’AOPDF compense la dispersion de vitesse de groupe de
l’impulsion incidente, et permet ainsi d’obtenir en sortie une impulsion diffracte´e
limite´e par transforme´e de Fourier. Ce re´gime historique de fonctionnement des
AOPDF est illustre´ dans la figure 4.6. Peu apre`s, en compensant un terme de
Figure 4.6 – Repre´sentation sche´matique de la compression d’une impulsion
e´tire´e a` l’aide d’un AOPDF. La de´rive line´aire de fre´quences programme´es dans
l’onde acoustique grave un profil d’indice tel que la dispersion line´aire de vitesse
de groupe de l’impulsion incidente Eo(t) est compense´e, et l’impulsion diffracte´e
Ee(t) est alors limite´e par transforme´e de Fourier (adapte´ de [108])
phase spectrale re´siduelle d’ordre 4 [144], les capacite´s de fac¸onnage line´aire des
AODF ont e´te´ expe´rimentalement de´montre´s, toujours dans le domaine visible.
Par ailleurs, une e´tude des AOPDF dans le domaine visible a e´te´ mene´e [72],
menant a` une connaissance approfondie des capacite´s de fac¸onnage des AOPDFs
en terme de rendement et de re´solution.
Construction d’un dazzler dans le moyen-infrarouge
Comme l’interaction a lieu en re´gime coline´aire, il est impossible de placer
le transducteur sur la face d’entre´e des AOPDFs. On place alors ce dernier sur
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une autre face du cristal, tel que l’onde acoustique re´fle´chie par re´flexion interne
totale soit coline´aire avec l’impulsion optique incidente.
L’architecture des AOPDFs pour le moyen infrarouge a e´te´ propose´e par
Tournois [137]. Les cristaux de type Haloge´nure de mercure (Hg2Cl2, Hg2Br2
et Hg2Cl2) ont e´te´ choisis pour leur proprie´te´s de transparence dans la feneˆtre
[3; 20] µm et leurs valeurs e´leve´es de coefficients photo-e´lastiques, et de bire´-
fringence optique et acoustique. Les AOPDF e´tudie´s au cours de ce travail sont
constitue´s de cristaux de calomel (Hg2Cl2).
De manie`re ge´ne´rale, afin de re´aliser un AOPDF, il faut maitriser la longueur
du cristal L et la coupe du cristal selon des axes cristallins bien choisis. La mai-
trise du processing des cristaux d’haloge´nures de mercure est particulie`rement
de´licate. Pour nos cristaux cependant, les faces du cristal ne sont ni en inci-
dence normale ni en incidence de Brewster pour les impulsions optiques, ce
qui est responsable d’une perte d’efficacite´ de l’AOPDF non ne´gligeable. Des
avance´es re´centes re´alise´es par la socie´te´ BBT ont toutefois permis d’ame´liorer
ce processing, et devrait prochainement re´soudre ces proble`mes. 2 Par ailleurs,
en raison de la re´activite´ du calomel aux me´taux (formation d’amalgames avec
le mercure), qui empeˆche de recourir au contact transducteur-cristal classique
par couche me´tallique interme´diaire, on a re´alise´ une configuration hybride : on
utilise pour interme´diaire un cristal de paratellurite, portant un transducteur
classique, et pouvant eˆtre colle´ sur le calomel sans risque de re´action. Ce der-
nier est un prisme de TeO2, dont l’angle de de´viation est configure´ pour que
l’onde acoustique soit injecte´e dans le cristal de calomel avec le bon vecteur de
propagation ~K.
Enfin, l’un des parame`tres importants d’un fac¸onneur d’impulsion est sa
fre´quence de rafraichissement, c’est-a`-dire la fre´quence a` laquelle il est pos-
sible de charger une impulsion acoustique dans le cristal. Celle-ci est limite´e
au mieux par la dure´e ne´cessaire a` l’impulsion acoustique pour remplir le cris-
tal. En re´alite´, l’e´vacuation de la chaleur par le cristal constitue la contrainte
principale. Par construction de l’AOPDF, l’onde acoustique peut se re´fle´chir
un grand nombre de fois avec une grande efficacite´ a` l’inte´rieur du cristal, et
l’e´nergie acoustique reste pie´ge´e et se de´gage sous forme de chaleur. Pour y
reme´dier, une solution est de coller un deuxie`me cristal de TeO2 sur une face
du cristal. L’onde acoustique est alors re´fracte´e au passage de cette interface, et
2. Dans les dazzler ope´rant dans le domaine visible, en TeO2, la maitrise de la de´coupe et
du polissage des cristaux a permis de re´soudre ces difficulte´s. La face d’entre´e du cristal est
en incidence normale pour l’impulsion incidente, et la face de sortie est en incidence normale
pour l’impulsion diffracte´e : les deux faces ne sont donc pas tout a` fait paralle`les. Par ailleurs,
les deux faces de ces cristaux sont traite´s anti-reflet, ce qui permet de diminuer les pertes en
e´nergie en entre´e sur l’impulsion incidente, et en sortie sur l’impulsion diffracte´e. Au sujet des
cristaux de calomel, de re´cents progre`s ont permis de tailler les cristaux de calomel a` un angle
d’incidence de Breswter pour la face d’entre´e. Par ailleurs, la mise au point de traitements
anti-reflet est e´galement en cours.
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non plus re´fle´chie, ce qui permet d’e´vacuer une partie de l’e´nergie acoustique.
Enfin, la construction de l’AOPDF infrarouge impose que l’impulsion dif-
fracte´e soit polarise´e selon l’axe extraordinaire, ce qui signifie que la propagation
de l’e´nergie diffracte´e n’est pas coline´aire a` son vecteur d’onde. Dans la figure
4.7, le faisceau bleu suit alors une direction diffe´rente des faisceau acoustique
gris et optique ordinaire (rouge). L’ensemble des composants de l’AOPDF dans
le moyen-infrarouge sont repre´sente´s dans la figure 4.7.
Figure 4.7 – Architecture de l’AOPDF principalement e´tudie´ au LOB. Un pre-
mier prisme de TeO2, colle´ au cristal de calomel de longueur L, permet d’injecter
l’onde acoustique issue du transducteur avec le vecteur d’onde souhaite´. Cette
impulsion acoustique est totalement re´fle´chie et est alors co-propageante avec
l’impulsion optique incidente (en rouge) le long d’une longueur de couplage Lc.
En chaque point de recouvrement est cre´e´e une impulsion diffracte´e (en bleu)
dont la direction de propagation de l’e´nergie est diffe´rente des autres impulsions
( walk-off  optique). A l’issue du me´lange, l’onde acoustique est re´fle´chie puis
re´fracte´e dans le cristal absorbeur de TeO2.
Etat de l’art des AOPDF dans le moyen-infrarouge
La caracte´risation au LOB d’un pre´ce´dente prototype d’un AOPDF WB en
calomel, privile´giant une bonne efficacite´ de diffraction en large bande spectrale,
a conduit a` la mesure d’une re´solution spectrale en intensite´ de 14 cm−1 (pour
une re´solution the´orique de 11 cm−1), et a` une efficacite´ de diffraction de 40%
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en re´gime monochromatique acoustique. Par ailleurs, l’efficacite´ de diffraction
en large bande spectrale a e´te´ mesure´e a` une valeur de moins de 1% pour un
spectre programme´ de largeur a` mi-hauteur de 300 mn, centre´ en 4.9 µm [93].
Les principaux re´sultats de cette e´tude sont mentionne´s dans la figure 4.8.
Figure 4.8 – Re´sultat expe´rimentaux de l’e´tude de l’AOPDF calomel pre´ce´dent.
L’efficacite´ de diffraction mesure´e vaut 40% en re´gime monochromatique acous-
tique, et la pre´cision du fac¸onnage en phase spectrale, mesure´e par TEASPI-
DER, est de l’ordre de 3% pour des phases polynomiales (extrait de [93])
Au cours de ce travail expe´rimental, un nouvel AOPDF WB dans le domaine
du moyen-infrarouge a e´te´ caracte´rise´. La plus grande ame´lioration concerne
l’efficacite´ de diffraction, qui est un parame`tre critique pour l’utilisateur en-
visageant des expe´riences de controˆle cohe´rent dans le moyen-infrarouge. Nos
mesures montrent une ame´lioration de plus d’un ordre de grandeur en large
bande spectrale par rapport a` l’efficacite´ de diffraction pre´ce´dente, et attein-
dra des efficacite´s de diffraction de l’ordre de 30%. Par ailleurs, la pre´cision de
la programmation du fac¸onnage, en amplitude et en phase, sera mesure´e, et
la re´solution spectrale du dazzler sera e´galement de´termine´e par une me´thode
originale mesurant l’ouverture temporelle de l’AOPDF : nous mesurerons ainsi
une re´solution spectrale de 8.3 cm−1. Enfin, un dispositif de fac¸onnage en boucle
ferme´e a e´galement e´te´ construit autour du dazzler, ce qui constitue un pre´lude
a` la mise en place d’expe´riences de controˆle cohe´rent a` base d’algorithme d’op-
timisation.
4.2 Fonctionnement du Dazzler infrarouge
L’objet de cette partie est de pre´senter les caracte´ristiques the´oriques du
dazzler, en terme de re´solution spectrale et d’efficacite´ de diffraction. Dans un
premier temps, le processus microscopique d’interaction photo-e´lastique dans
les AOPDF au calomel sera pre´sente´. Puis, une e´quation de propagation sim-
plifie´e, en ge´ome´trie d’interaction coline´aire, sera introduite. La re´solution de
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cette e´quation dans le cas particulier d’une onde acoustique monochromatique
de puissance quelconque d’une part permet de de´terminer l’efficacite´ de diffrac-
tion et la re´solution spectrale du dazzler de manie`re suffisante avec une fiabilite´
suffisante pour la plupart des applications. Cette partie permettra donc de cer-
ner quelques parame`tres importants dans la construction d’un dazzler, car ils
de´terminent directement l’efficacite´ de diffraction et la re´solution spectrale.
4.2.1 Le couplage acousto-optique dans le dazzler au ca-
lomel
Au repos, le cristal de calomel est fortement bire´fringent optique (uniaxe
positif), et fortement bire´fringent acoustique. Toutes les impulsions se propagent
dans un meˆme plan contenant l’axe optique. Celui-ci est coline´aire a` un axe
rapide pour l’onde acoustique, qui est l’axe [001]. Le deuxie`me axe de´finissant
le plan dans lequel l’interaction a lieu est l’axe lent pour l’acoustique [110]. Un
axe comple´tant les deux premiers pour former une base directe est l’axe [1
−
10] 3
Le plan de propagation des impulsions est repre´sente´ sur la figure 4.9.
Figure 4.9 – Sche´ma du plan de propagation. Celui-ci est de´termine´ par l’axe
[001] (axe rapide pour l’acoustique), coline´aire a` l’axe optique, et par l’axe [110],
qui est l’axe lent pour l’acoustique.
Par ailleurs, dans un milieu bire´fringent, il est plus commode de manipuler
le tenseur d’imperme´abilite´ η, de´fini plus toˆt, que le tenseur die´lectrique . Dans
la base [1
−
10], [110], [001] directe, le tenseur de permittivite´ du cristal au repos
s’e´crit :
η =

1
no2
0 0
0 1no2 0
0 0 1ne2
 (4.26)
Sous l’effet de l’onde acoustique, et a` l’e´quilibre, une composante perturbative
3. La notation des axes, dite de Miller, vient de la cristallographie. Un axe [110] par exemple
est un vecteur norme´ de coordonne´es
√
1
2
11
0

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δη(~r), syme´trique, est ajoute´e au tenseur d’imperme´abilite´ au repos. Cette per-
turbation est proportionnelle au tenseur des contraintes du re´seau cristallin, et
au tenseur photo-e´lastique du mate´riau. A l’e´quilibre, le tenseur des contraintes
est syme´trique et on de´finit un tenseur des contraintes re´duit S. La perturba-
tion δη(~r) s’e´crit sous la forme contracte´e, analogue a` celle rencontre´e en optique
non-line´aire [155] :
δηi(~r) = pijSj(~r) (4.27)
Les coefficients pij , dits coefficients photoe´lastiques, sont mesure´s expe´rimenta-
lement, et la forme ge´ne´rale du tenseur de´pend de la syme´trie du re´seau cristallin
(de type te´tragonal, 4/mmmm, pour le calomel). [8] L’impulsion acoustique
propose´e par Tournois [137] pour les AOPDF dans le moyen-infrarouge est une
onde de cisaillement, c’est-a`-dire polarise´e orthogonalement a` sa direction de
propagation. Cette onde se propage selon un vecteur d’onde ~K repe´re´ par l’angle
θa avec l’axe lent acoustique [110] (cf figure 4.10). Plus pre´cise´ment, et ce point
sera plus de´taille´ dans la suite du manuscript, un des objectifs est d’obtenir une
onde de cisaillement dont la vitesse de groupe soit la plus faible possible. L’e´tude
des modes de propagation acoustique est un domaine de recherche a` part entie`re,
mais nous pouvons rappeler les quelques re´sultats relatifs au calomel et utiles
au dazzler :
– la plus faible vitesse de groupe acoustique possible d’une onde de cisaille-
ment est obtenue pour une onde se propage dans la direction [110] et
polarise´e selon [1
−
10] : la vitesse de groupe vaut alors 347 ms−1. Cepen-
dant il n’est pas possible pour le fonctionnement du dazzler de propager
l’onde acoustique rigoureusement selon [110] car le terme acousto-optique
utile devient nul : il faut donc choisir une direction de propagation qui soit
combinaison line´aire de deux directions de propagation, dont [110], et qui
reste de vitesse de groupe lente
– la vitesse acoustique pour une onde polarise´e selon [010] se propageant
dans la direction [001] vaut 1084 ms−1 : cette vitesse de groupe est la plus
faible possible (hormis celle que nous venons de mentionner)
Aussi l’onde de cisaillement choisie est-elle la somme de ces deux ondes, l’angle
θa parame´trant la direction du vecteur de propagation final. Cette impulsion
acoustique s’e´crit :
E(t, z) = A(t, z) · [a[1−10]ei(K cos θaz) + b[010]ei(K sin θax)] (4.28)
Ou` A(t, z) est le profil spatio-temporel de l’impulsion, et qui codera le filtre
line´aire. La valeur de θa optimale est un des re´sultats du calcul d’une architec-
ture d’AOPDF. Pour la polarisation acoustique choisie dans notre AOPDF, le
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Figure 4.10 – Vecteur de propagation acoustique, repe´re´ par l’angle θa par
rapport a` l’axe lent [110].
calcul de S donne :
S =
1√
2

S1 = a
S2 = −a
S3 = 0
S4 = b
S5 = 0
S6 = a− a = 0

(4.29)
Si on repe`re par θ0 l’angle entre le vecteur de propagation optique et l’axe lent
[110], le calcul me`ne a` un coefficient appele´ p de´pendant du choix des angles
[137] :
p =
p12 − p11
2
sin θ0 cos θa + p44 cos θ0 sin θa (4.30)
Ou` p44 est inconnu, petit devant les autres coefficients, et dans toute la suite
ne´glige´. Introduisons e´galement le tenseur constant δη0 :
δη0 =
0 0 00 0 p
0 −p 0
 (4.31)
Alors la perturbation du tenseur d’imperme´abilite´ devient :
δη(z) = δη0E(z) (4.32)
Dans l’e´criture de l’onde acoustique, cette dernie`re a e´te´ suppose´e plane. Dans
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toute la suite, les dimensions transverses du cristal sont suppose´es grandes de-
vant la longueur d’onde acoustique, aussi les effets de bord acoustiques seront-ils
ne´glige´s. Ceci est en re´alite´ une approximation assez brutale qui n’explique pas
certains effets fins dus a` la diffraction acoustique qu’on peut observer sur cer-
tains spectres diffracte´s [110], mais elle suffit ne´anmoins a` fournir un formalisme
capable de de´crire et de quantifier les capacite´s des AOPDF.
En de´finitive, le champ acoustique introduit localement un couplage entre
les modes optiques ordinaires et extraordinaires du milieu uniaxe qu’est le calo-
mel. L’amplitude δη de ce terme de couplage est d’une part line´aire en champ
acoustique, et d’autre part intimement lie´e au choix des angles de propagation
de l’onde acoustique qui de´termine la valeur de p.
4.2.2 Expression de la propagation du faisceau diffracte´
Le proble`me consiste ensuite a` calculer la propagation du champ total dans
un milieu uniaxe. Pour chaque direction de propagation, il existe deux modes
propres satisfaisant a` la relation de dispersion. Le calcul exact de la diffraction
acousto-optique dans un milieu anisotrope optique est un proble`me complexe qui
a donne´ lieu a` une abondante litte´rature [75, 77, 155, 84]. De manie`re ge´ne´rale,
dans un milieu sans charge ni courant, et non magne´tique, l’e´quation de propa-
gation du de´placement die´lectrique s’e´crit [84] :
1
c2
∂2D
∂t2
= ∇2(η : D)−∇(∇ · (η : D)) (4.33)
Pour re´soudre cette e´quation, une technique de re´solution, dite the´orie des modes
couple´s, a e´te´ mise au point [77, 155, 84]. Dans cette approche, on de´compose le
de´placement die´lectrique sur une base de modes, chacun solution de l’e´quation
de propagation lorsque le cristal est au repos. Dans un cristal uniaxe optique
comme le calomel, un mode est la donne´e d’une polarisation (o ou e), d’une
fre´quence, d’une direction de propagation (qui de´termine l’indice vu par l’onde
extraordinaire) et d’une distribution transverse du champ.
Parame´trons en partie le syste`me. Les conventions utilise´es couramment pour
repre´senter un dazzler sont repre´sente´es sur la figure 4.11. Dans toute la suite,
l’axe principal, ~z, est suppose´ coline´aire au vecteur d’onde optique incident, ~ko.
Par hypothe`se, la perturbation die´lectrique est transverse en z, donc on peut
inte´grer l’e´quation de propagation selon le plan transverse. La diffraction e´tant
monomode, on de´compose le de´placement sur la base des deux modes pour la
propagation dans le milieu anisotrope au repos. Ces deux modes sont o, θ0 et
e, θe, puisqu’on exprime le tenseur dans une base lie´e a` θ0.
~D = Do(z) ~do +De(z)~de (4.34)
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Figure 4.11 – Repre´sentation sche´matique des principaux angles qui pa-
rame`trent un AOPDF. Ces angles sont repe´re´s a` partir de l’axe lent acoustique
[110]. θ0 est l’angle repe´rant le vecteur de propagation du champ ordinaire, θd
repe`re celui de l’onde extraordinaire, θa de´signe l’angle que fait le vecteur acous-
tique avec l’axe [110]. βa repe`re la direction du vecteur de Poynting acoustique,
dont nous verrons l’influence plus loin. La longueur L est la longueur du cristal,
compte´e suivant l’axe [001] du cristal, la longueur Lc est la longueur dite de
couplage durant laquelle s’effectue le me´lange acousto-optique.
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ou` Do(z) est l’amplitude complexe d’une impulsion infrarouge polarise´e ordinai-
rement. On de´finit les vecteurs de propagation ~ke = cos θe~z+sin θe~y et ~ko = ko~z.
L’angle θe, qui est l’angle entre le vecteur de propagation du champ diffracte´
et le vecteur de propagation de l’impulsion incidente, est petit pour tous les
dazzlers : dans notre cas, cet angle vaut en effet 2.75◦ = θd − θ0.
Pour calculer l’efficacite´ de diffraction en e´nergie, on calcule le rapport des
normes des vecteurs de Poynting, |Si| ∝ D
2
i
n3i
, ou` i de´signe la polarisation ordinaire
et extraordinaire. En conse´quence, on normalise les de´placements e´lectriques
sous la forme Di =
Di√
n3i
. L’e´quation de propagation prend alors la forme
[84, 108] :
∂Do
∂z
= i
ω
4c
√
n3on
3
ep ·E(z) · eiφ(z)De(z) (4.35)
∂De
∂z
= 2iδDe(z) + i
ω
4c
√
n3on
3
ep ·E(z)e−iφ(z)Do(z) (4.36)
φ(z) = (ke − ko)z (4.37)
ωe = ωo + Ω (4.38)
δ =
ω
c
ne(θd)(1− ne(θ0)
2
ne(θd)2
) (4.39)
Ou` E(z) est le champ acoustique. Le terme 2iδ est un terme de de´phasage
constant, appele´ terme asynchrone. Comme attendu, une composante spectrale
ωo ne diffracte qu’en ωe + Ω. Ne´anmoins le vecteur d’onde du champ diffracte´
n’est pas encore fixe´. En des termes plus compacts, l’e´quation de propagation
peut se formuler sous forme matricielle [108]. Si on introduit le vecteur des
de´placements tel que :
D(z) =
(
Do
De
)
(z) (4.40)
Alors l’e´quation de couplage s’e´crit :
D′(z) = iM(z) ·D(z) (4.41)
Ou` la matrice M(z) s’e´crit :
M(z) =
(
0 ω4c
√
n3on
3
e · p ·E(z) · eiφ(z)
ω
4c
√
n3on
3
e · p ·E(z)e−iφ(z) 2δ
)
(4.42)
Dans le cas le plus ge´ne´ral, cette e´quation ne posse`de pas de solution analytique
simple : la difficulte´ provient du fait que M(z) n’est pas constant. Toutefois, dans
le cas d’une onde acoustique monochromatique, M devient constant a` l’accord
de phase de Bragg. Dans le cas ge´ne´ral, une me´thode simple permet d’en obtenir
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une approximation tre`s rapide et efficace et nous y viendrons plus tard.
Examen des coefficients et interpre´tation physique L’efficacite´ line´ique
de couplage re´side est donc proportionnelle au terme
√
n3o ·n3e · p ·E(z). Il est
usuel d’exprimer cette efficacite´ line´ique a` l’aide de deux grandeurs dont l’in-
terpre´tation est plus imme´diate : l’intensite´ acoustique (puissance par unite´ de
surface) et un coefficient M2, appele´ figure de me´rite, de´crivant l’efficacite´ de
diffraction en fonction de l’architecture de celle-ci (choix des angles, nature du
mate´riau, etc). Comme l’intensite´ d’une onde acoustique s’exprime : [155]
I =
1
2
ρv3|S|2 = 1
2
ρv3|E|2 (4.43)
Et que la figure de me´rite prend la forme [155, 72] :
M2 =
n3on
3
ep
2
ρv3
(4.44)
Alors le coefficient de couplage s’e´crit-il :√
n3o ·n3e · p ·A(z) =
√
2 ·
√
M2I(z) (4.45)
Dans la construction d’un dazzler, augmenter la figure de me´rite permet d’obte-
nir un meˆme rendement line´ique de diffraction a` puissance acoustique moindre,
et la figure de me´rite est donc une grandeur essentielle pour construire un
fac¸onneur dont l’efficacite´ de diffraction soit suffisante pour les applications
envisage´es. La figure de me´rite M2 de´pend essentiellement du choix des angles
θa et θ0, dont de´pendent l’indice ne(θd), le terme de couplage p, et la vitesse
acoustique v. Cette dernie`re est importante dans le rendement de diffraction
d’un AOPDF : une condition essentielle pour que l’AOPDF pre´sente une grande
efficacite´ line´ique de diffraction re´side dans le choix de l’angle θa tel que la vi-
tesse acoustique soit lente. Dans le cas du calomel, la composante du champ
acoustique polarise´ selon [1
−
10] et se propageant selon l’axe lent acoustique [110]
posse`de une vitesse de propagation de 347 ms−1, ce qui est la plus faible vitesse
acoustique possible dans le calomel. Par ailleurs, la vitesse acoustique pour la
polarisation selon [010] se propageant dans la direction [001] vaut 1084 ms−1, ce
qui est la plus faible vitesse de propagation de l’onde acoustique dans le calomel
possible si l’on omet la vitesse mentionne´e juste auparavant de 347 ms−1.
L’onde acoustique est propage´e selon une direction proche d’un axe lent du
cristal : ce faisant, les vecteurs d’onde et de Poynting acoustiques sont largement
de´saligne´s. Si βa est l’angle du vecteur de Poynting acoustique avec l’axe [110],
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on a la relation [72] :
tanβa =
(v[001]
v[110]
)2
tan θa (4.46)
Finalement, l’architecture d’un AOPDF impose la coline´arite´ du vecteur de
Poynting acoustique et du vecteur d’onde optique (pour la polarisation ordi-
naire), soit βa = θ0, ce qui assure une longueur de recouvrement maximale en
e´nergie [147, 72]. Le calcul de la figure de me´rite, en imposant cette contrainte,
ne de´pend plus que de l’angle θ0. Le re´sultat du calcul de M2(θ0) pour plusieurs
cristaux adapte´s a` la construction de dazzler dans le moyen infrarouge a e´te´ ef-
fectue´ par Tournois [137], dont le re´sultat est rappele´ sur la figure 4.12. Issu de
ce calcul (ou` p44 est suppose´ nul), il apparait que la figure de me´rite the´orique
est maximale en θ = 52◦, pour une valeur M2 = 325 mm2GW−1. On peut
d’ailleurs remarquer les autres cristaux d’halides de mercure sont potentielle-
ment supe´rieurs au calomel en terme d’efficacite´ de diffraction. En conse´quence
Figure 4.12 – Calcul de l’efficacite´ line´aire de diffraction M2 en fonction de θ0 et
en imposant θ0 = θa pour trois cristaux pouvant eˆtre utilise´ pour la construction
d’ AOPDF dans le moyen infrarouge. Ces courbes passent par un maximum qui
est un compromis entre une vitesse acoustique lente et un coefficient e´lasto-
optique grand. (extrait de [137])
de ce choix des angles βa = θ0, les vecteurs d’onde optique ordinaire et extra-
ordinaire ne sont pas aligne´s et le terme asynchrone δ est non nul.
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4.2.3 Re´solution de l’e´quation de propagation et gran-
deurs caracte´risant l’AOPDF
Onde acoustique monochromatique
Dans le cas ou` l’onde acoustique est monochromatique, la re´solution de
l’e´quation de propagation est simplifie´e. En effet, une onde acoustique, plane,
monochromatique, et se propageant selon la direction z (coline´aire au vecteur
d’onde optique incident) s’e´crit alors :
E(z, t) = A0 cos(Kz − Ωt) (4.47)
Dans l’approximation de l’onde tournante, la matrice de couplage s’e´crit :
M(z) = M0 =
(
0 κ0e
i(φ(z)+Kz)
κ0e
−(iφ(z)+Kz) 0
)
(4.48)
Ou` κ0 =
ω
4c
√
n3on
3
epA0. A la condition d’accord de phase, kez − ko = K. Et la
re´solution du syste`me diffe´rentielle peut eˆtre effectue´e de manie`re exacte. Pour
une longueur d’interaction Lc, le re´sultat du syste`me diffe´rentiel est connu et
l’efficacite´ de diffraction η s’e´crit [72, 108] :
η =
Ie(Lc)
Io(0)
=
κ20
β2
sin2
(
βLc
)
(4.49)
Ou` on de´finit β2 = κ20 + δ
2. L’expression est analogue aux oscillations de Rabi,
rencontre´es lorsqu’on soumet un syste`me a` deux niveaux a` un champ e´lectrique
monochromatique proche de la re´sonance.
En ne´gligeant dans un premier temps le facteur asynchrone, il vient :
βLc =
√
2M2I
pi
2
1
λ
Lc (4.50)
En ge´ne´ral, plutoˆt que cette expression, on de´finit donc la grandeur P0 =
1
2M2
(
λ
Lc cos(θ0−θa)
)2
, qui serait la puissance ne´cessaire pour diffracter une fre´-
quence unique avec un rendement de 100% s’il n’y avait pas de facteur asyn-
chrone δ. L’expression de l’efficacite´ de diffraction devient alors :
η =
pi2
4
P
P0
sinc2
(pi
2
√
P
P0
+
(∆Φ
pi
)2)
(4.51)
Ou` ∆Φ = Lcδ cos(θ0−θa)2 . On peut remarquer la de´pendance en e´nergie optique de
la puissance caracte´ristique P0, qui est le rapport entre l’inte´grale de l’efficacite´
line´ique de diffraction et l’e´nergie d’un photon.
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Le facteur asynchrone, qui apparait dans la valeur Φ dans la formule finale,
est un de´saccord de phase ine´vitable des AOPDF. En calculant la largeur a`
mi-hauteur du pic diffracte´ pour un de´saccord de phase en vecteur d’onde op-
tique incident δ = δk0, la re´solution spectrale est calcule´e comme la largeur a`
mi-hauteur du pic diffracte´. Ce calcul est effectue´ au premier ordre en ∆nno , la
variation de l’indice vue par l’onde diffracte´e extraordinaire [72] :
ne,θd − no = ∆n cos2 θ0 + o(∆n) (4.52)
Ou` ∆n = ne − no. Alors la re´solution spectrale, de´finie comme la largeur a`
mi-hauteur du pic diffracte´ en re´gime monochromatique, vaut :
δσ =
0.8
∆nLc cos2 θ0
(4.53)
Par ailleurs la feneˆtre temporelle optique s’e´crit :
τopt = (ne,θd − no)
Lc
c
=
∆n cos2 θ0Lc
c
(4.54)
Par ailleurs, la re´solution spectrale de´termine´e par la formule pre´ce´dente vaut
δσ = 5.1 cm−1. Cette pre´sentation the´orique du fonctionnement d’un dazzler
reste assez sommaire mais suffit a` de´crire le comportement du dazzler dans
une grande partie des situations. Au premier ordre en champ acoustique, le
de´veloppement limite´ de la fonction sinus redonne un comportement line´aire,
comme attendu. Nous montrerons que la loi de´terminant l’efficacite´ de diffrac-
tion en fonction de la puissance acoustique restera valable, meˆme dans le cas
de grande efficacite´ de diffraction. Ne´anmoins, une e´tude pre´cise de l’effet des
diffractions acoustiques et optiques pourra eˆtre trouve´e dans la re´fe´rence [110].
Discussion sur la re´solution spectrale
En re´alite´, la formule de re´solution spectrale pre´ce´dente, qui menait a` une va-
leur de 5.1 cm−1, est assez impre´cise. En particulier, le de´veloppement limite´e de
l’indice extraordinaire vu par l’onde diffracte´e est une approximation assez bru-
tale : le calcul rigoureux de l’indice extraordinaire vu par l’impulsion diffracte´e
en fonction de l’angle d’accord de phase est complique´. Des calculs plus e´volue´s
de propagation nume´rique effectue´s au sein de FASTLITE ont ainsi abouti a`
une re´solution spectrale de 5.5 cm−1. Il est ne´anmoins possible de de´velopper
une analogie avec les re´seaux riche de sens physique. En effet, au cours de la pro-
pagation dans le cristal, l’onde acoustique monochromatique grave un re´seau de
Bragg monochromatique, dont la pe´riode est la longueur d’onde acoustique Λ. A
cause de l’angle θ0− θa entre les vecteurs de propagation acoustique et optique,
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Figure 4.13 – En rouge, la direction de l’axe optique incident. En bleu, la
direction du vecteur acoustique. Les lignes e´quiphases du re´seau de Bragg sont
repre´sente´es par des lignes bleues paralle`les et se´pare´es d’une distance Λ. Le
re´seau vu par l’onde optique est donc un re´seau de pas Λcos′ θ0−θa) .
le re´seau vu par les impulsions optiques est en re´alite´ un re´seau dont le pas vaut
Λ
cos(θ0−θa) , comme repre´sente´ sur la figure 4.13. Comme dans la diffraction par
un re´seau classique, la re´solution spectrale est alors proportionnelle au nombre
de traits du re´seau pre´sents dans la longueur d’interaction Lc. Ce nombre N
vaut Lc cos(θ0−θa)Λ . Cette remarque est tre`s importante car elle lie la re´solution
spectrale a` la fre´quence acoustique par la formule Λ = vνac , et donc au point
de fonctionnement choisi. Cette analogie permet d’extraire une interpre´tation
simple de l’e´volution de la re´solution spectrale en fonction de quelques grandeurs
caracte´risant le dazzler.
Effets spatio-temporels dans les dazzlers
Comme dans le 4f-Ge-AOM, il existe des effets spatio-temporels dans les
AOPDF, qui proviennent du  walk-off  optique de l’impulsion diffracte´e.
Initialement, cet effet a e´te´ re´ve´le´ par l’e´tude de la diffraction d’une im-
pulsion fortement e´tire´e [78, 110, 94]. Comme nous l’avons de´ja` de´crit dans
la section pre´ce´dente, dans ce cas, la fre´quence instantane´e acoustique e´volue
line´airement dans le cristal, et chaque fre´quence optique est essentiellement dif-
fracte´e en un point z(ω), ou` la fre´quence instantane´e acoustique re´alise l’accord
de phase pour la fre´quence ω, comme cela est repre´sente´ dans la figure 4.14.
A cause du  walk-off  optique, l’impulsion diffracte´e est de´vie´e par rapport
a` l’axe du me´lange acousto-optique. En conse´quence, le profil spatial diffracte´
est grossie`rement compose´ de faisceaux paralle`les dont chacun est associe´ a une
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Figure 4.14 – Illustration du couplage spatio-temporel dans le cas d’une im-
pulsion acoustique e´tire´e. La fre´quence instantane´e acoustique e´volue alors
line´airement dans le cristal, et les fre´quences optiques ω1 et ω2 sont essen-
tiellement diffracte´es en des points diffe´rents. Comme l’impulsion diffracte´e est
polarise´e extraordinaire, leur propagation est de´vie´e par rapport a` l’axe de l’ac-
cord de phase, et le profil spatial est, a` un grandissement pre`s, le profil du de´lai
de groupe acoustique (adapte´ de [78])
fre´quence diffracte´e.
L’e´tude expe´rimentale de cet effet a progresse´ en e´tudiant la programmation
d’une impulsion comprenant une marche de phase spectrale de pi. Expe´rimen-
talement, un trou est constate´ dans le spectre diffracte´ au niveau de la marche
de phase. La pre´sence de ce trou dans le spectre diffracte´e provient du fait
que la marche de phase impose un profil de de´lai de groupe, qui est maximal
pour la fre´quence centrale du spectre diffracte´ ou` est centre´e cette marche de
phase. Lorsque ce de´lai de groupe maximal est supe´rieur a` l’ouverture temporelle
acoustique, la fre´quence associe´e est tre`s peu diffracte´e. Il a e´te´ alors sugge´re´ que
les effets spatio-temporels des AOPDF sont lie´s au spectrogramme de l’impulsion
acoustique [94], c’est-a`-dire que la carte espace-fre´quence du spectre diffracte´ est,
a` un grandissement pre`s, le spectrogramme de l’impulsion acoustique.
Le dazzler en calomel est donc un dispositif de fac¸onnage line´aire et pro-
grammable, dont le fonctionnement est gouverne´ par quelques ide´es physiques
simples.
– au cours du me´lange acousto-optique, la condition d’accord de phase re´a-
lise optiquement la Transforme´e de Fourier du re´seau de Bragg grave´ par
l’impulsion acoustique. En conse´quence, la re´solution spectrale est propor-
tionnelle au nombre de traits du re´seau de Bragg participant a` l’interaction
acousto-optique. La longueur du cristal et la ge´ome´trie d’interaction (via
le choix des angles mais e´galement de la longueur d’onde acoustique) par-
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ticipent a` la de´termination d’un nombre de traits moyen qui donne la
re´solution spectrale du dazzler.
– l’efficacite´ de diffraction de´pend fortement de la figure de me´rite M2, qui
est une efficacite´ line´ique de diffraction. Le facteur M2 est en particu-
lier proportionnel a` la puissance acoustique, justifiant ainsi la line´arite´ en
amplitude des AOPDFS. Par ailleurs, la figure de me´rite est e´galement
fortement de´pendante du choix des angles {θ0, θa}, qui permettent de
de´terminer un compromis entre un coefficient de couplage p grand et une
vitesse acoustique lente.
– les effets spatio-temporels du dazzler proviennent du  walk-off  de l’im-
pulsion diffracte´e. Chaque composante spectrale optique est diffracte´e es-
sentiellement au voisinage d’un point ou` est re´alise´ l’accord de phase. La
distribution de ces points de diffraction correspond probablement a` la dis-
tribution temps-fre´quence de l’impulsion acoustique, repre´sente´e par la
distribution de Wigner.
4.3 Caracte´risations expe´rimentales de dazzlers
infrarouges
La pre´sente partie est de´volue a` l’e´tude expe´rimentale d’un prototype
d’AOPDF dans le moyen infrarouge. Ceci recouvre la mise au point d’un pro-
tocole de calibration de l’AOPDF et une caracte´risation aussi comple`te que
possible des performances de ce dernier.
4.3.1 La calibration du dazzler
Introduction a` la calibration
De manie`re ge´ne´rale, la calibration d’un AOPDF recouvre trois aspects prin-
cipaux : les recouvrements temporels et spatiaux des impulsions acoustique
et optique (incidente), puis une calibration angulaire lie´e a` l’accord de phase
voulu. Pour des raisons que nous expliquerons un peu plus tard, nous cali-
brons l’AOPDF a` partir de l’impulsion infrarouge transmise, et non a` partir
de l’impulsion diffracte´e. Si nous notons Ion(ω) l’intensite´ spectrale transmise
de l’impulsion ordinaire en pre´sence de l’onde acoustique, et Ioff (ω) l’intensite´
spectrale transmise de l’impulsion ordinaire de re´fe´rence, le signal de transmis-
sion diffe´rentielle s’e´crit :
S(ω) =
[
Ioff(ω)− Ion(ω)
]
Ioff(ω)
(4.55)
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Ensuite, il faut remarquer qu’il est aise´ d’obtenir un signal de diffraction a` partir
d’un recouvrement suffisant des impulsions optiques et acoustiques. Or les per-
Figure 4.15 – A partir de deux angles θi d’incidence diffe´rents, deux fre´quences
acoustiques Ωi diffe´rentes mais de meˆme vecteur de propagation re´alisent un
accord de phase parfait avec la meˆme fre´quence optique ω0 : il s’agit de deux
cas a priori correctement aligne´s et obe´issant a` la relation ω0 = αiΩi. Cependant
ces deux configurations ne pre´sentent pas les meˆmes performances.
formances du dazzler de´pendent essentiellement du re´sultat des calculs effectue´s
par Pierre Tournois [137], dont l’aboutissement est la de´termination d’un triplet
{ω0,Ω0, α} optimal. En conse´quence, ce triplet constitue le point de de´part de
la calibration, et l’ambigu¨ıte´ illustre´e dans la figure est leve´e (cf figure 4.15). La
calibration angulaire revient a` re´gler l’angle θi entre le vecteur d’onde optique
incident et la face d’entre´e de l’AOPDF, tel que l’angle re´fracte´ a` l’inte´rieur
du calomel satisfasse a` l’accord de phase pre´vu. La figure 4.16 repre´sente les
principaux vecteurs participant au me´lange acousto-optique : vecteur d’onde
acoustique et optique, vecteur de Poynting acoustique. Le vecteur de Poynting
de l’impulsion diffracte´e n’est pas ici diffracte´. Ainsi, notre dazzler AOPDF
pre´sente les caracte´ristiques angulaires suivantes, tous compte´s par rapport a`
l’axe lent acoustique :
– θ0 = 67.66
o
– θa = 14.0
o
– θd = 64.91
o
– βd = 74.25
o
βd est l’angle du vecteur de Poynting de l’impulsion diffracte´.
De plus, il est e´vident qu’on ne peut pas attendre l’impulsion optique pour
de´clencher l’impulsion acoustique. On synchronise en fait l’impulsion acoustique
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Figure 4.16 – Alignement du dazzler : re´glage de l’angle θi et recouvrement
spatial des faisceaux
(qui va se me´langer avec une impulsion optique i) a` l’aide de l’impulsion optique
pre´ce´dente i− 1. A partir de l’arrive´e de cette dernie`re, on attend une dure´e T
telle que le de´clenchement de l’impulsion acoustique au bout de la dure´e T , puis
sa propagation dans le cristal, d’une dure´e Tac, permette le recouvrement avec
l’impulsion optique i (Fig. 4.17).
Il est par ailleurs impossible de mettre au point un protocole de calibration
a` partir de l’impulsion diffracte´e. En effet, le laser HeNe co-propageant avec
l’infrarouge n’est pas diffracte´. Il faut donc e´laborer un protocole de calibration
a` partir de l’impulsion transmise, ce qui justifie qu’on calibre le dazzler en me-
surant la modulation de l’impulsion transmise. De toute fac¸on, pour la partie de
la calibration traitant du recouvrement temporel, c’est bien d’un recouvrement
entre impulsion incidente (et non diffracte´e) et impulsion acoustique dont il faut
se pre´occuper.
Enfin, les faces d’entre´e du cristal de notre AOPDF ne sont pas orthogo-
nales aux faisceaux incidents (HeNe et infrarouge). En conse´quence, la re´fraction
se´pare les faisceaux HeNe et infrarouge : s’il est possible de trouver le signal au
niveau du spectrome`tre en visualisant le trajet du laser HeNe, ce dernier n’est
plus un indicateur fiable du trajet du faisceau infrarouge.
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Figure 4.17 – Recouvrement temporel : Tac est la dure´e ne´cessaire pour que le
cristal se remplisse de l’onde acoustique
Ces remarques, ajoute´es au fait que la CPU fournit des spectres sensibles
au de´lai entre une impulsion infrarouge et l’impulsion e´tire´e de conversion, ex-
pliquent la lourdeur de la proce´dure de calibration du dazzler. La pre´cision de
notre calibration sera en de´finitive valide´e lors des mesures CPUFTSI.
Le recouvrement des impulsions optiques et acoustiques
Re´gler finement le recouvrement temporel des impulsions acoustiques et op-
tiques incidentes impose deux exigences. Il faut :
– disposer d’un signal de de´clenchement commun aux impulsions acoustiques
et optiques, pour avoir la meˆme origine des temps
– disposer d’une horloge permettant de compter le de´lai au bout duquel on
de´clenche l’impulsion acoustique
– ces signaux (horloge et de´clenchements) doivent pre´senter aussi peu de
gigue temporelle que possible, ce qui est l’essentiel de la difficulte´
Cette dernie`re condition est particulie`rement critique, a` cause du facteur d’e´chel-
le α entre les fre´quences optiques et acoustiques. En effet, comme nous l’avons
vu auparavant, le champ diffracte´ est line´aire en acoustique, et la fonction de
transfert s’e´crit Eac(αω) (ou` Eac est le champ acoustique). Une fluctuation
de de´lai δτ acoustique par rapport a` l’impulsion incidente se traduit par une
fluctuation de de´lai de groupe δτα pour l’impulsion diffracte´e. Dans notre cas
ou` α = 1.67 × 10−7, nous obtenons une fluctuation de de´lai optique de 0.17
fs.ns−1.
Or la programmation des impulsions acoustiques est re´alise´e point par point
par un ge´ne´rateur acoustique qui posse`de son horloge de cadencement temporel
propre, a` environ 12 MHz dans notre cas. Une fluctuation de de´lai acoustique par
rapport a` l’impulsion optique correspond a` une inde´termination sur une impul-
sion de cadencement, soit un de´lai de l’ordre de δτ = 112×106 = 80 ns environ, soit
14 fs de fluctuation de de´lai optique. Comme la pe´riode des franges spectrales
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vaut environ 17 fs, ces fluctuations suffisent a` brouiller presque comple`tement les
franges lorsqu’elles sont moyenne´es, ce qui a e´te´ observe´ expe´rimentalement. Il
est donc ne´cessaire de synchroniser bien mieux l’horloge de cadencement acous-
tique et l’horloge du laser.
Synchronisation fine des impulsions acoustiques et optiques Les ge´ne´-
rateurs acoustiques commercialise´s par FASTLITE peuvent faire face a` cette
contrainte. Le principe en est le suivant : une horloge externe, de pe´riode To, est
branche´e en entre´e d’une boucle a` verrouillage de phase (PLL), qui cre´e alors
une horloge interne, dite d’e´chantillonnage, au ge´ne´rateur acoustique, de pe´riode
Ts. L’horloge externe doit eˆtre associe´e au signal de de´clenchement du laser : en
ge´ne´ral, comme le signal de de´clenchement est issu de la division en fre´quence
de cette horloge externe, cette condition est re´alise´e. Cette horloge interne per-
met ensuite de compter le de´lai ne´cessaire avant le signal de de´clenchement
acoustique. Il n’y a pas de gigue temporelle acoustique lorsque la pe´riode du
de´clenchement optique est un multiple commun des deux horloges, ce qu’on
nomme l’e´quation de stabilite´ (source : documentation FASTLITE, Low jit-
ter mode operation), comme repre´sente´ sur la figure 4.18. Si T est la pe´riode
du de´clenchement optique, No le nombre d’impulsions d’horloge externe entre
deux signaux de de´clenchement laser (ce nombre est fixe´), alors cette condition
s’e´crit :
No ·To = Ns ·Ts = T (4.56)
Ou` Ns est un parame`tre. L’ide´e est donc de trouver un couple Ns, Ts tel que
l’e´quation de stabilite´ soit satisfaite. Le proce´de´ est imple´mente´ dans le pro-
gramme commercial de FASTLITE. Dans notre expe´rience, le boitier e´lectro-
nique mis au point au LOB contient une photodiode rapide qui effectue une
de´tection de seuil du signal lumineux issu de l’oscillateur laser, a` 80MHz. En-
suite, une copie de ce signal est ge´ne´re´e et envoye´e au ge´ne´rateur acoustique et
constitue l’horloge de pe´riode To, tandis qu’une autre sortie du boitier de´livre un
signal de de´clenchement pe´riodique, dont la fre´quence est obtenue a` l’aide d’un
diviseur programmable a` partir de la fre´quence d’horloge du train d’oscillation.
Pour les expe´riences avec le dazzler pre´sente´es dans ce manuscript, nous avons
re´gle´ cette fre´quence a` 100 Hz.
Re´gler le de´lai acoustique Une fois que les de´clenchements acoustique et
optique sont synchrones, le cristal est dispose´ suivant l’angle d’entre´e attendu
θi. Puis on configure une onde acoustique monochromatique pour deux raisons.
D’une part, a` puissance creˆte fixe´e, l’impulsion acoustique quasi-monochroma-
tique contient une e´nergie maximale, et l’efficacite´ de diffraction est optimale,
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Figure 4.18 – Asservissement pre´cis du trigger acoustique au trigger laser.
La fre´quence d’horloge (Sampling Clock) est le´ge`rement re´glable et de´termine
deux triggers acoustiques conse´cutifs. Lorsque l’e´quation de stabilite´ n’est pas
satisfaite, les triggers acoustique et optique ne sont pas synchrones (Stability
equation not respected) (extrait de la documentation FASTLITE)
ce qui permet d’avoir un signal diffe´rentiel de diffraction plus facile a` trouver.
D’autre part, comme la feneˆtre temporelle acoustique est comple`tement remplie,
il est plus facile de de´tecter un signal lie´ au recouvrement temporel des deux
impulsions meˆme lorsque celui-ci est imparfait. On re`gle alors le de´lai acoustique
afin d’optimiser le signal d’absorption diffe´rentielle du faisceau transmis, ce qui
constitue un re´glage grossier du de´lai acoustique (pre´cis de l’ordre d’1 µs). Puis,
on configure une onde acoustique de spectre recouvrant celui de l’impulsion
optique et assez e´tire´e pour remplir la feneˆtre temporelle acoustique (environ
150000 fs2). Dans ce re´gime de diffraction, l’impulsion acoustique pre´sente une
de´rive line´aire de fre´quence si grande qu’on peut conside´rer, de manie`re approxi-
mative, qu’il y a une bijection entre fre´quences diffracte´es et lieu de diffraction
dans le cristal, comme cela est repre´sente´ dans la figure 4.19. De`s lors que
le de´lai acoustique est diffe´rent de la bonne valeur, une partie de l’impulsion
acoustique est de´ja` sortie (ou pas encore entre´e) dans le cristal lorsque l’impul-
sion optique y pe´ne`tre. Graˆce a` la de´rive de fre´quence, cette partie temporelle
correspond en fait a` une gamme du spectre acoustique qui ne participe plus a`
l’interaction acousto-optique : il y aura donc une dissyme´trie dans l’efficacite´ de
diffraction. Ceci permet de re´gler le de´lai acoustique a` une pre´cision de 1 ns :
en d’autres termes, le centre de la feneˆtre temporelle du dazzler est pre´cise´ment
fixe´e a` 0.17 fs pre`s.
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Figure 4.19 – Dans le cas d’une impulsion acoustique tre`s e´tire´e, on peut
associer a` chaque fre´quence diffracte´e ω une abscisse z(ω) ou` a lieu l’essentiel
de la diffraction en terme d’e´nergie (extrait de [145]).
La calibration angulaire du dazzler
La calibration angulaire du dazzler est plus de´licate en raison de l’utilisa-
tion de la me´thode CPU : il s’agit de placer rigoureusement le cristal a` l’angle
d’incidence pre´vue par la the´orie, soit θi=46.20
o, ce qu’on re`gle en observant
la fre´quence diffracte´e ω par une impulsion acoustique quasi-monochromatique.
Lorsque la calibration angulaire est re´alise´e, ω0 = αΩ0. La difficulte´ provient du
fait qu’une fre´quence optique mesure´e par le spectrome`tre ω0 peut eˆtre la ver-
sion translate´e de deux fre´quences infrarouges diffe´rentes et me´lange´es avec des
fre´quences instantane´es de l’impulsion e´tire´e diffe´rentes ω0 = ωMIR,1 + ωc(τ) =
ωMIR,2 +ωc(0) ou` τ est le de´lai entre l’impulsion transmise par le dazzler et l’im-
pulsion e´tire´e. Pour lever cette ambigu¨ıte´, nous devons eˆtre capable d’identifier
le de´lai nul τ = 0, ce dont nous pouvons nous assurer a` l’aide de la calibration
de τ a` partir des raies d’absorption de l’eau : celles-ci ne sont aux positions
the´oriques qu’au de´lai nul. Par ailleurs, de`s lors que l’angle d’entre´e θi varie un
peu, le faisceau est fortement de´cale´ late´ralement en sortie du cristal, a` cause de
la re´fraction optique. De plus, le trajet dans le calomel est allonge´ et introduit
un de´lai supple´mentaire. En conse´quence, le de´lai entre l’impulsion infrarouge et
l’impulsion e´tire´e varie notablement de`s que θi est change´. Expe´rimentalement,
une variation de l’angle θi d’environ 2
◦ introduit une variation δσ de l’ordre de
2 cm−1, soit une variation de de´lai optique de 1.5 ps et une variation de chemin
optique de 450 µm.
La calibration angulaire du dazzler requiert alors une boucle d’optimisation
qui converge en quelques ite´rations, re´sume´ dans le sche´ma 4.20. Notons qu’au
cours de la proce´dure, la variation du de´lai optique (quelques picosecondes au
maximum) est assez petite pour qu’elle n’implique pas de devoir a` nouveau re´gler
le de´lai acoustique. Cette proce´dure n’est pas difficile, mais tre`s importante pour
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Figure 4.20 – Proce´dure de calibration angulaire : 2 ou 3 ite´rations suffisent,
parfois plus lorsque le recouvrement spatial initial des faisceaux est mauvais.
un bon usage du dazzler. La difficulte´ provient a` parts e´gales de l’AOPDF et
du spectrome`tre par conversion de fre´quence, et, malgre´ cela, l’AOPDF reste
un dispositif de fac¸onnage simple a` inte´grer dans l’expe´rience.
Jusqu’ici, nous avons soigne´ la calibration du dazzler, c’est-a`-dire que nous
avons re´gle´ l’expe´rience pour se placer au bon point de fonctionnement {θ0,Ω0}
avec une efficacite´ de diffraction optimale et une feneˆtre temporelle de fac¸onnage
correctement centre´e dans le cristal. Ce travail a e´te´ effectue´ a` partir de la
transmission diffe´rentielle de l’impulsion ordinaire.
Mesure du faisceau diffracte´ Afin de trouver l’impulsion diffracte´, le laser
HeNe n’est plus d’aucune utilite´, meˆme sommaire, pour trouver le signal dif-
fracte´. Ce champ infrarouge, parfois tre`s faible, peut eˆtre tre`s difficile a` aligner
dans le spectrome`tre. Toutefois, le principe d’un AOPDF permet de connaitre
tre`s pre´cise´ment l’angle de l’impulsion diffracte´e θd, et donc l’angle de sortie de
l’impulsion diffracte´e qui en est l’image par la re´fraction. Dans notre cas, cet
angle de sortie vaut 56.67◦, et pre´sente une de´viation de 10◦ par rapport a` l’im-
pulsion transmise ordinaire. Nous avons dispose´ en sortie du dazzler une monture
motorise´e en rotation et en translation (cf figure 4.21). Comme l’angle de sortie
est connu, on peut programmer une rotation et une translation de manie`re par-
faitement de´termine´e pour aligner l’impulsion diffracte´e dans le spectrome`tre,
et la de´tection de l’impulsion diffracte´e est alors imme´diate.
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Figure 4.21 – De´tection du faisceau diffracte´. Connaissant θd, l’angle de sortie
θf est connu. Il suffit ensuite de calculer la rotation et la translation a` appliquer
a` la monture motorise´e pour trouver le signal diffracte´ imme´diatement.
De`s lors que le diffracte´ est correctement aligne´, nous cherchons a` mesurer ce
champ par CPUFTSI. Lors de la construction de la technique CPUFTSI, nous
avons impose´, pour faciliter la soustraction de la modulation de phase, que l’im-
pulsion de re´fe´rence reste synchrone avec l’impulsion e´tire´e. C’est alors le champ
signal qui supporte un de´lai τ fournissant le syste`me de franges spectrales. Dans
le cas de la mesure du champ diffracte´ par le dazzler, introduire un de´lai τ sur
le faisceau infrarouge traversant le dazzler impliquerait de nuire au recouvre-
ment temporel acoustique et optique. C’est donc l’impulsion e´tire´e a` 800nm et
l’impulsion de re´fe´rence que l’on de´cale du meˆme de´lai τ . Cette particularite´
est mentionne´e dans le sche´ma de principe de la mesure par CPUFTSI de la
fonction de transfert du dazzler (cf figure 4.22). Afin d’isoler pe´riodiquement
les spectres de chacune des impulsions, un haˆcheur cadence´ a` 250 Hz est place´
sur le bras de la re´fe´rence. D’autre part, le dazzler est cadence´ a` 100 Hz. Il est
ainsi possible d’isoler pe´riodiquement les trois signaux expe´rimentaux qui nous
inte´ressent.
4.4 Etude expe´rimentale d’un dazzler
Cette dernie`re section sera consacre´e a` l’e´tude expe´rimentale d’un prototype
d’AOPDF couple´ a` un bloc de CaF2. L’efficacite´ de diffraction sera mesure´e
dans un premier temps. Nous montrerons expe´rimentalement que celle-ci croˆıt
avec l’e´tirement temporel de l’impulsion acoustique, de manie`re proportionnelle
a` l’e´nergie contenue dans une impulsion acoustique e´tire´e. Nous construirons un
fac¸onneur programmable d’impulsions en associant au dazzler un bloc de CaF2.
Le dazzler programmera une phase quadratique oppose´e a` la phase introduite
par le CaF2, et le fac¸onneur programmable complet pourra alors diffracter des
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R=50% 
Impulsion étirée 800nm 
λ/2 
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Figure 4.22 – Montage CPUFTSI pour la mesure du champ infrarouge dif-
fracte´ : H. Haˆcheur me´canique cadence´ pour que l’on puisse isoler la re´fe´rence
seule (250Hz). Lame λ2 : le champ infrarouge, polarise´ selon e, doit entrer dans
le dazzler en polarisation o. Lame λ2 amovible : si pre´sente, l’accord de phase de
type II de la CPU implique qu’on de´tecte le transmis. Si absente, on de´tecte le
diffracte´. Le de´lai τ est le de´lai introduit pour la CPUFTSI.
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impulsions limite´es par Transforme´e de Fourier avec un meilleur rendement.
Evolutions et caracte´ristiques techniques Pre´sentons tout d’abord les
e´volutions apporte´es au prototype d’AOPDF calomel que nous avons e´tudie´.
Celui-ci est construit selon une architecture similaire au pre´ce´dent prototype
(c’est-a`-dire privile´giant l’efficacite´ de diffraction a` la re´solution spectrale).
Une partie des avance´es re´alise´es est d’ordre technique :
– la transmission de l’onde acoustique entre le prisme de TeO2 et le cristal
de calomel a e´te´ ame´liore´e a` l’aide d’une colle nouvelle.
– un cristal de TeO2 a e´te´ ajoute´ pour mieux e´vacuer l’e´nergie acoustique
du cristal apre`s le me´lange acoustique
– l’AOPDF a e´te´ utilise´ a` la fre´quence de cadencement de 100 Hz, contrai-
rement a` la cadence pre´ce´dente de 500 Hz, ce qui permet d’augmenter
l’e´nergie des impulsions acoustiques a` puissance moyenne identique.
Pour toutes ces raisons, l’e´nergie acoustique contenue dans le cristal a pu eˆtre
augmente´e d’un ordre de grandeur, ce qui explique en grande partie les specta-
culaires progre`s constate´s en terme d’efficacite´ de diffraction.
Par ailleurs, les avance´es re´alise´es au niveau du cristal concernent principale-
ment l’ouverture temporelle, qui a e´te´ augmente´e d’un facteur 2, et la figure de
me´rite M2. Ceci provient en particulier du choix d’un point de fonctionnement
{θ0, α} diffe´rent, et donc d’un couple fre´quence acoustique-fre´quence optique
centrales tre`s diffe´rent de [f = 10.22MHz,4.9µm], tandis que le couple de fonc-
tionnement du dazzler WB 2010 valait [f = 6.8MHz,4.9µm]. Les caracte´ristiques
principales sont re´sume´es dans le tableau suivant :
θ0 θa α M2 L Lc τopt
δλ
λ
(◦) (◦) (∗10−7) (mm2GW−1) (mm) (mm) (ps) (cm−1)
WB 10 73.2 17.3 1.11 159 17 18.3 2.5 11
WB 13 67.7 14 1.67 224 20 21.1 5 5.5
L’examen de ce tableau re´ve`le que la re´solution spectrale a e´te´ the´oriquement
ame´liore´e d’un facteur 2, puisque l’ouverture temporelle acoustique, convertie
en picosecondes optiques, a double´e, de 2.5 ps a` 5 ps. Cette ame´lioration parait
au premier abord e´tonnante, puisque la longueur du cristal n’a pas e´volue´ d’un
facteur 2. En re´alite´, cela peut eˆtre interpre´te´ en terme de nombre de traits.
Pour le dazzler WB 2010, la fre´quence acoustique centrale vaut 6.8MHz, et
l’angle de propagation acoustique vaut θa = 17.3
◦. A partir cette valeur, on
peut de´terminer la vitesse acoustique dans le cristal, qui vaut :
v =
√
v[110]2 cos2 θa + v[001]2 sin
2 θa = 462m.s
−1 (4.57)
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La longueur d’onde acoustique vaut donc Λ = 68µm. Le nombre de traits du
re´seau vaut alors :
N =
Lc cos(θ0 − θa)
Λ
≈ 151 (4.58)
La diffraction acousto-optique, dans le dazzler WB 2010, est donc effectue´e sur
un re´seau comprenant environ 151 traits. Par ailleurs, les meˆmes calculs effectue´s
pour le dazzler actuel (WB 2013) donnent une longueur d’onde acoustique de
42µm (la vitesse acoustique vaut 427m.s−1). Le nombre de traits s’e´le`ve alors
a` 298 traits, ce qui est un facteur 2 supe´rieur au nombre de traits du dazzler
pre´ce´dent et explique l’origine de l’ame´lioration de la re´solution spectrale. En
de´finitive, une variation de quelques degre´s dans l’architecture du dazzler a mene´
a` des longueurs d’onde acoustique tre`s diffe´rentes, et a` des re´solutions spectrales
tre`s diffe´rentes, pour des longueurs de cristaux comparables. Ceci provient de
la forte bire´fringence optique et acoustique du cristal.
D’autre part, la figure de me´rite M2 a e´galement e´te´ ame´liore´e, promettant
potentiellement une meilleure efficacite´ de diffraction (a` puissance acoustique
e´gale), et on peut noter que θ0 s’est approche´ de la valeur calcule´e, qui est de
52◦ [137].
4.4.1 Mesures de l’efficacite´ de diffraction
Nous allons mesurer dans cette premie`re partie l’efficacite´ de la diffraction
acousto-optique proprement dite. Il ne sera pas tenu compte, dans un pre-
mier temps, des pertes d’insertion de l’AOPDF. Pour notre mode`le, celles-ci
ne sont pas ne´gligeables car les cristaux de calomel ne sont ni taille´s, ni traite´s,
pour minimiser les pertes d’e´nergie par re´flexion : cependant, rappelons que ces
ame´liorations sont en cours de re´alisation. A la fin des mesures, nous estimerons
ces pertes a` partir des coefficients de re´flexion de Fresnel pour aboutir a` un
rendement global de l’AOPDF.
Dans toute la suite, lorsqu’un spectre acoustique sera mentionne´, il s’agira
du spectre programme´ par le programme commercial des AOPDF, fourni par
FASTLITE. Celui-ci sera exprime´ dans sa version optique, a` l’aide du facteur
α. Par exemple, nous parlerons d’un spectre acoustique centre´ en ν = 60THz
(soit 2000cm−1) pour de´signer un spectre acoustique re´el centre´ en f = 12MHz,
et associe´ a` la diffraction de la longueur d’onde optique ν = αf = 60 THz.
Le principe des mesures diffe´rentielles L’AOPDF ne diffractant que dans
le premier mode optique, on peut mesurer l’efficacite´ de diffraction en effec-
tuant une mesure diffe´rentielle du spectre transmis, avec et sans onde acoustique
[108]. Soient Ioff(ω) l’intensite´ transmise de re´fe´rence, et Ion(ω) l’intensite´ trans-
mise lorsque l’onde acoustique est pre´sente. Pour une fre´quence optique, notons
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η(ω) = Ie(ω)Io(ω) l’efficacite´ de diffraction pour une fre´quence ω. La diffraction e´tant
monomode, la relation de conservation de l’e´nergie impose :
Ioff(ω) = η(ω)Ioff(ω) + Ion(ω) (4.59)
Ou` η(ω)Ioff(ω) est l’e´nergie contenue dans l’impulsion diffracte´e.
En normalisant le spectre d’absorption diffe´rentielle par le spectre transmis
sans onde acoustique, Ioff(ω), on mesure donc l’efficacite´ de diffraction acousto-
optique normalise´e, ce qui s’e´crit :
η(ω) =
[
Ioff(ω)− Ion(ω)
]
Ioff(ω)
(4.60)
Pour mesurer l’efficacite´ de diffraction totale d’un spectre large, cette grandeur
peut eˆtre inte´gre´e sur le spectre acoustique [48] :
η =
∫
ω
η(ω)dω (4.61)
Diffraction en re´gime monochromatique
Comme nous allons le discuter ici, le proble`me de la mesure de la re´solution
spectrale de l’AOPDF n’est pas simple dans notre expe´rience, a` cause du fait
que le spectrome`tre CPU n’est pas adapte´ a` la mesure du spectre d’impulsions
longues (hormis le cas particulier d’impulsions longues, causales et de faible
intensite´, que nous avons rencontre´ auparavant).
Dans le cas ide´al d’ondes planes monochromatiques a` l’accord de phase et
en ne´gligeant le facteur asynchrone, il est possible d’obtenir une diffraction de
100%. En effet, dans ce cas simple, l’efficacite´ de diffraction s’e´crit [72, 108] :
η(ω) = sin2
(pi
2
√
P
P0
)
(4.62)
Ou` P0 est une constante, fonction de la figure de me´rite du cristal et de la
ge´ome´trie de l’AOPDF, et qui vaut 5.58 W pour notre AOPDF d’apre`s le calcul
(source FASTLITE). Par de´finition de P0, la diffraction acousto-optique ide´ale
d’une impulsion quasi-monochromatique aurait un rendement de 100% pour
P = P0. Cette puissance P0 est en particulier fonction de la figure de me´rite
M2, et la mesure de P0 permet donc de caracte´riser la qualite´ du cristal, comme
nous allons le voir.
Sur la figure 4.23 est repre´sente´ le spectre diffe´rentiel d’absorption cor-
respondant a` la programmation d’une impulsion diffracte´e monochromatique
de spectre centre´ en 1950 cm−1. Comme on peut l’observer imme´diatement,
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la largeur a` mi-hauteur du pic d’absorption diffe´rentielle vaut 14 cm−1, ce
qui est bien plus grand que la valeur de la re´solution spectrale attendue, qui
vaut 5.5 cm−1 (source FASTLITE). En re´alite´, la mesure de la re´solution spec-
Figure 4.23 – Mesure du spectre d’absorption diffe´rentielle (rouge) dans le
cas ou` l’impulsion acoustique programme´e est monochromatique. Le spectre de
l’impulsion infrarouge est repre´sente´ en noir. L’efficacite´ de diffraction atteint
77%, la largeur a` mi-hauteur du spectre diffe´rentiel vaut 14.0 cm−1.
trale par mesure du spectre diffe´rentiel transmis pre´sente syste´matiquement un
e´largissement spectral non ne´gligeable par rapport a` la largeur spectrale de
l’impulsion diffracte´e, et qui demeure inexplique´. Effectuons la mesure de la
re´solution spectrale en mesurant directement une impulsion diffracte´e quasi-
monochromatique. L’impulsion diffracte´e a donc un support temporel de l’ordre
de l’ouverture temporelle du dazzler, qui est de l’ordre de 5 ps en the´orie. En
conse´quence, le spectrome`tre CPU ne se comporte plus comme un simple dis-
positif de conversion de fre´quence et introduit un e´largissement spectral dans
le spectre converti, comme le repre´sente le re´sultat d’une simulation repre´sente´
sur la figure 4.24. Il apparait dans cette figure celle-ci que, apre`s conversion de
fre´quence par le spectrome`tre CPU, pre´sente une largeur a` mi-hauteur de 8.4
cm−1, soit un e´largissement de 0.4 cm−1, tandis que l’impulsion diffracte´e initiale
posse`de une largeur a` mi-hauteur de 8 cm−1. Expe´rimentalement, nous avons
mesure´ le spectre d’une impulsion diffracte´e quasi-monochromatique, et la lar-
geur a` mi-hauteur de´termine´e valait 8.5 cm−1 pour notre configuration de dazz-
ler (c’est-a`-dire avec un angle d’entre´e d’environ 48◦, ce qui est repre´sente´ dans la
figure 4.25. En conclusion de ces mesures, il apparait que le spectrome`tre CPU
n’est pas un outil adapte´ pour la mesure de la re´solution spectrale a` partir de la
mesure du spectre converti d’une impulsion diffracte´e quasi-monochromatique
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Figure 4.24 – En bleu, intensite´ spectrale d’une impulsion diffracte´e quasi-
monochromatique de largeur a` mi-hauteur de 8cm−1. En vert, intensite´ spectrale
apre`s conversion de fre´quence de l’impulsion diffracte´e convertie, de largeur a`
mi-hauteur de 8.4 cm−1.
Figure 4.25 – Etude expe´rimentale de la re´solution spectrale en mesurant la
largeur a` mi-hauteur de l’impulsion diffracte´e. En bleu, le re´glage de l’AOPDF
que nous utilisons pour ce travail de the`se. La largeur a` mi-hauteur vaut 8.5
cm−1 pour notre configuration (νac = 10.22MHz et angle d’entre´e de 48◦).
Une meilleure re´solution spectrale peut-eˆtre obtenue selon d’autres directions
angulaires d’accord de phase, mais leur efficacite´ de diffraction est beaucoup
moins bonne, ce qui n’apparait pas dans ces spectres normalise´es.
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car cette dernie`re est alors trop longue pour utiliser le spectrome`tre dans un
re´gime ou` on peut corriger ou ne´gliger la modulation de phase de la conversion de
fre´quence. A partir de la simulation re´alise´e, on peut ne´anmoins extrapoler que
la re´solution spectrale de l’AOPDF vaut environ 8 cm−1. Nous de´terminerons
cette re´solution dans la dernie`re partie de ce chapitre par CPUFTSI, et nous
mesurerons une re´solution spectrale proche, d’une valeur de 8.3 cm−1.
Diffraction de spectres larges
Au cours de cette partie, nous avons e´tudie´ expe´rimentalement l’e´volution de
l’efficacite´ de diffraction a` puissance creˆte acoustique constante, et en fonction de
l’e´tirement de l’impulsion acoustique. Ces mesures ont e´te´ re´alise´es a` plusieurs
largeurs spectrales d’impulsion acoustique. Comme les impulsions diffracte´es
sont ici de spectre large, le spectrome`tre CPU se comporte comme un dispositif
de conversion de fre´quence et la mesure du spectre diffracte´ par transmission
diffe´rentielle est pertinente. Dans le cas des impulsions a` venir, toutes de support
temporel court, la mesure du spectre de l’impulsion diffracte´e par transmission
diffe´rentielle est adapte´e.
Diffraction d’une bande spectrale de 72 cm−1 Au cours de la premie`re
e´tude, un champ acoustique de largeur a` mi-hauteur en amplitude de 72 cm−1.
La forme de l’amplitude du champ est une fonction hypergaussienne d’ordre
3 (c’est-a`-dire en ω6), centre´e en 1950cm−1. La comparaison entre le spectre
acoustique et le spectre diffracte´ (mesure´ par transmission diffe´rentielle de l’im-
pulsion transmise polarise´e selon l’axe ordinaire) est repre´sente´e sur la figure
4.26 : dans cette comparaison, nous normalisons le spectre acoustique par la
valeur maximale d’efficacite´ de diffraction (qui vaut 17%) afin de comparer les
largeurs des spectres acoustiques et diffracte´s. L’erreur au sens des moindres
carre´s entre les deux spectres vaut 0.7 %.
Nous avons e´tudie´ le rendement de diffraction en fonction de l’e´tirement
temporel de l’impulsion acoustique, soit la courbe η(φ
(2)
ac ). Pour cette e´tude, la
puissance creˆte de l’impulsion acoustique est maintenue constante. L’impulsion
s’allonge en fonction de la valeur absolue de l’e´tirement, et l’e´nergie contenue
dans une impulsion augmente. L’amplitude acoustique, qui reste une constante
de l’expe´rience, est une fonction hypergaussienne d’ordre 3 et de largeur a` mi-
hauteur en amplitude de 72 cm−1. Cette e´tude nous permettra d’e´tudier l’ef-
ficacite´ de diffraction du dazzler en fonction de l’e´nergie contenue dans une
impulsion acoustique.
Notons toutefois que pour les grandes valeurs d’e´tirement, supe´rieures a`
150000 fs2, l’e´nergie contenue dans une impulsion devient supe´rieure a` la li-
mite supporte´e par le cristal, aussi a-t-il fallu diminuer la puissance creˆte et
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Figure 4.26 – Efficacite´ de diffraction pour un e´tirement acoustique de φ(2) =
0fs2. Le spectre acoustique, en bleu (normalise´e par l’efficacite´ de diffraction
maximale valant 17%, et le spectre infrarouge diffracte´ (en rouge) ont la meˆme
largeur a` mi-hauteur de 62cm−1, qui est la largeur a` mi-hauteur du spectre
pour une impulsion hypergaussienne d’ordre 3 et de largeur a` mi-hauteur en
amplitude de 72 cm−1.
ces points ne sont donc pas significatifs. Par ailleurs, les impulsions acoustiques
sont coupe´es, a` cette meˆme limite, par la feneˆtre temporelle du cristal, ce qui
invalide ces points pour une deuxie`me raison. Les re´sultats des mesures de trans-
mission diffe´rentielle de l’impulsion ordinaire sont repre´sente´s sur la figure 4.27.
L’examen de ces spectres diffracte´s normalise´s montre qu’une efficacite´ de dif-
fraction assez homoge`ne, de l’ordre de 35% pour une grande valeur de l’e´tirement
acoustique (infe´rieure toutefois a` 150000 fs2) est atteinte, sur une largeur spec-
trale a` mi-hauteur en amplitude de 72 cm−1.
Par ailleurs, nous pouvons e´tudier l’e´volution de l’e´nergie diffracte´e (c’est-
a`-dire l’inte´grale de l’efficacite´ de diffraction) en fonction de l’e´tirement pro-
gramme´. Le re´sultat est repre´sente´ sur la figure 4.28 et montre un assez bon
accord entre e´nergie de l’impulsion et e´nergie diffracte´e. Ce re´sultat permet
de conclure que le dazzler reste proche d’un syste`me line´aire en champ acous-
tique, meˆme lorsqu’on quitte le re´gime de champ acoustique faible. La deuxie`me
courbe, en rouge, sera discute´e plus tard, dans le paragraphe traitant de la
de´termination de P0 et de la figure de me´rite expe´rimentale. Nous verrons un
peu plus tard que la loi d’efficacite´ de diffraction issue du mode`le des modes
couple´s repre´sente bien l’efficacite´ de diffraction en fonction de la puissance de
l’impulsion acoustique.
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Figure 4.27 – Efficacite´s de diffraction en fonction de l’e´tirement temporel
programme´. A puissance creˆte constante, l’allongement temporel de l’impulsion
acoustique permet d’ame´liorer l’efficacite´ de diffraction.
Figure 4.28 – Dans la zone du spectre acoustique ou` la puissance est e´galement
re´partie, ajustement de l’efficacite´ de diffraction moyenne par l’efficacite´ de dif-
fraction the´orique pre´vue dans le mode`le des modes couple´s. En bleu, efficacite´
de diffraction moyenne. La valeur ajuste´e donne P0 = 8.3 W, en accord avec la
valeur de´termine´e pre´ce´demment de manie`re plus impre´cise.
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Diffraction d’impulsions a` large spectre Afin d’envisager des expe´riences
de controˆle cohe´rent s’adressant a` des niveaux excite´s du HbCO, il est ne´cessaire
de pouvoir fac¸onner un spectre couvrant plusieurs transitions vibrationnelles. Or
celles-ci sont se´pare´es d’une distance de 25 cm−1 environ dans le cas de HbCO.
La largeur spectrale pre´ce´dente n’est donc pas suffisante si l’on souhaite cou-
vrir plus de 3 transitions vibrationnelles. Nous avons ainsi diffracte´ des champs
hypergaussiens d’ordre 3 et de largeur a` mi-hauteur de 152 cm−1 en amplitude
(soit 400 nm a` mi-hauteur et de largeur a` mi-hauteur de 136 cm−1 en inten-
site´), et de largeur a` mi-hauteur en amplitude de 240 cm−1 (soit 600 nm). En
(a) Largeur spectrale de 400 nm a` mi-
hauteur.
(b) Efficacite´ de diffraction
diffe´rentielle pour une largeur a`
mi-hauteur de 600 nm a` mi-hauteur.
Le trou provient du trou dans le
spectre infrarouge. Les valeurs de
l’e´tirement acoustique sont les valeurs
maximales pour que l’impulsion acous-
tique ne soit coupe´e par l’ouverture
temporelle du cristal qu’a` 1% de son
maximum, soit φ(2) = ±70000 fs2.
Figure 4.29 – Efficacite´ de diffraction pour des spectres de largeur 152 cm−1
(a` gauche), et 240 cm−1 (a` droite).
particulier, l’observation de ces courbes de diffraction montre que l’efficacite´ de
diffraction acousto-optique atteint un rendement de plus de 10% dans le dernier
cas.
De´termination de la figure de me´rite expe´rimentale Nous allons ex-
traire des mesures d’efficacite´ de diffraction pour la bande spectrale de 72 cm−1
une estimation de la figure de me´rite M2. Rappelons que la figure de me´rite
est une efficacite´ line´ique de diffraction, dont la valeur contient les influences
des processus microscopiques a` l’oeuvre dans l’interaction acousto-optique : le
coefficient e´lasto-optique (p), densite´ d’e´nergie acoustique (vitesse acoustique)
etc. Cette valeur est donc importante car elle permet de juger de la qualite´ du
cristal.
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Pour une fre´quence ω diffracte´e, l’efficacite´ de diffraction vaut
η(ω) = sin2
(pi
2
√
P (ω)
P0
)
(4.63)
Ou` P (ω) est la puissance de la composante spectrale acoustique ve´rifiant l’accord
de phase pour la fre´quence ω). Pour une impulsion hypergaussienne d’ordre
3, le profil d’amplitude montre que nous pouvons supposer, avec une bonne
approximation, que la puissance acoustique est a` peu pre`s uniforme´ment re´partie
entre les fre´quences optiques dans l’intervalle ∆σ 1
2
= [1914; 1986] cm−1, qui est
l’intervalle ou` l’amplitude acoustique est supe´rieur a` 50% de sa valeur maximale.
En conse´quence, pour ces fre´quences optiques, nous pouvons e´crire :
P (ω) = E · 1
∆t 1
2
1
N
(4.64)
Ou` E est l’e´nergie totale contenue dans l’impulsion, ∆t 1
2
est la largeur a` mi-
hauteur en e´nergie de l’impulsion temporelle etN =
∆σ 1
2
δσ est le nombre de points
inde´pendants programme´s par le dazzler, c’est-a`-dire l’intervalle ∆σ 1
2
divise´ par
la re´solution spectrale δσ. Nous supposons au travers de cette e´criture que toute
l’e´nergie de l’impulsion est contenue dans les fre´quences optiques ∆σ 1
2
. Si nous
comparons (par inte´gration dans le domaine spectral) l’e´nergie contenue dans
l’impulsion comple`te et l’e´nergie contenue dans ∆σ 1
2
, nous trouvons une erreur
relative infe´rieure a` 1%, ce qui justifie cette approximation. En de´finitive, nous
pouvons relier la valeur de η(ω), sur tout l’intervalle ∆σ 1
2
, a` la valeur de P0 a`
partir de l’e´nergie E contenue dans l’impulsion acoustique.
〈η(ω)〉 = sin2
(pi
2
√
E∆σ 1
2
∆t 1
2
P0δσ
)
(4.65)
Ou` 〈· · · 〉 de´signe la moyenne η(ω) sur l’intervalle ∆σ 1
2
. Anticipant sur les re´sul-
tats de la fin du chapitre, nous supposerons que la re´solution spectrale δσ vaut
8.3 cm−1. Par ailleurs, l’e´nergie E croˆıt avec la valeur absolue de l’e´tirement
acoustique. Nous pouvons donc ajuster la courbe de l’efficacite´ moyenne de
diffraction (prise sur l’intervalle ∆σ 1
2
) en fonction de l’e´tirement temporel de
l’impulsion programme´e a` l’aide de cette formule d’efficacite´ de diffraction, et
de´terminer ainsi P0. Le re´sultat de cet ajustement est repre´sente´ sur la figure
4.28.
La relation liant M2 et P0 e´tant line´aire, nous calculons ensuite une valeur
de M2=150mm
2.GW−1, en comparaison de valeur the´orique de M2 de´termine´
par le calcul pour notre dazzler et qui vaut 224mm.GW−1. Il n’est cependant
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pas surprenant que la valeur re´elle de la figure de me´rite soit infe´rieure, puisque
le moindre de´faut dans le cristal perturbe directement le terme de couplage
p et la propagation des faisceaux, ce qui se traduit par une figure de me´rite
expe´rimentale moindre. En outre, il n’a pas e´te´ tenu compte dans les calculs
du coefficient p44, qui pourrait avoir une influence sur la figure de me´rite. Par
ailleurs, nous pouvons noter que cette valeur a e´galement e´te´ de´termine´ en mesu-
rant la puissance acoustique injecte´e, et que nous trouvions alors P0=8W, ce qui
est en accord avec la valeur que nous venons de de´terminer. En de´finitive, meˆme
pour des efficacite´s supe´rieures a` 10%, le dazzler continue d’avoir un comporte-
ment pre´dictible en termes d’efficacite´ de diffraction, ce qui est un re´sultat tre`s
inte´ressant pour son utilisation. Aux basses puissances, le de´veloppement limite´
du sinus fait bien suˆr ressortir que le dazzler est line´aire en champ acoustique
dans le cas des faibles puissances acoustiques.
Estimation des pertes d’insertion Nous avons jusqu’ici mesure´ la diffe´-
rence d’e´nergie entre l’impulsion ordinaire transmise module´e et l’impulsion or-
dinaire transmise non module´e. La quantite´ pertinente pour l’expe´rimentateur
comprend les pertes en re´flexion a` l’entre´e du cristal pour l’impulsion ordi-
naire, et les pertes en re´flexion en sortie du cristal pour l’impulsion diffracte´e.
Ces pertes d’insertion peuvent eˆtre calcule´es a` l’aide des coefficients de Fres-
nel. Celle-ci sont de l’ordre de 20% (source FASTLITE). Aussi il faut multiplier
toutes les efficacite´s mesure´es par 0.8. En de´finitive, l’efficacite´ de diffraction
a atteint environ 15% pour la diffraction d’un spectre large de 136 cm−1 sans
de´formation, et environ 25 % pour la diffraction d’un spectre de largeur 62
cm−1. Comme nous disposons d’une source infrarouge au LOB de puissance en-
viron 20µJ, il est envisageable aujourd’hui de re´aliser des expe´riences de controˆle
cohe´rent, dans une gamme d’e´nergie de l’ordre de 2µJ suffisante [127].
En conclusion, les re´sultats concernant l’efficacite´ de diffraction en large
bande spectrale constituent une ame´lioration spectaculaire en comparaison du
pre´ce´dent dazzler infrarouge, puisque l’efficacite´ de diffraction a e´te´ ame´liore´
d’un facteur de l’ordre de 20. L’ame´lioration de l’efficacite´ de diffraction est
imputable principalement a` trois avance´es :
– nous avons cadence´ la ge´ne´ration d’impulsions acoustiques a` 100Hz, auto-
risant ainsi l’emploi de plus grandes puissances acoustiques a` dure´e d’im-
pulsion fixe
– une me´thode de collage efficace, permettant une meilleure transmission de
l’impulsion acoustique entre le prisme en TeO2 et le cristal de calomel, a
e´te´ trouve´e a` FASTLITE
– le cristal utilise´ posse`de une figure de me´rite expe´rimentale qui s’approche
des valeurs the´oriques.
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Par ailleurs, il a e´te´ ve´rifie´ que la loi d’efficacite´ de diffraction acousto-optique
(sinuso¨ıdale), issue du mode`le des modes couple´es, mode´lise avec succe`s le com-
portement du dazzler infrarouge. Aux faibles e´nergies acoustiques, c’est-a`-dire
aux faibles efficacite´s de diffraction (de l’ordre de 10% [108]), cette loi est natu-
rellement line´aire en champ acoustique. Le bon accord de cette loi d’efficacite´
de diffraction permet d’envisager un fac¸onnage line´aire, meˆme aux hautes effi-
cacite´s de diffraction, puisqu’il suffirait alors de pre´-compenser cette formule.
4.4.2 Mesures des capacite´s de fac¸onnage
Cette deuxie`me partie traite de la caracte´risation de la pre´cision du fac¸on-
nage de l’AOPDF utilise´. Des mesures de fonctions de transfert complexes seront
compare´es, en amplitude et en phase, aux fonctions de transfert complexes pro-
gramme´es. En programmant une forme particulie`re d’impulsion longue, un effet
spatio-temporel du dazzler sera mis en e´vidence, qui avait e´te´ pre´ce´demment
releve´ dans le cas des dazzler UV [94]. Enfin, l’ouverture temporelle du dazzler
sera estime´e en comparant le comportement du filtre lorsque toute la feneˆtre
temporelle est utilise´e avec le comportement d’un filtre the´orique e´quivalent
(c’est-a`-dire de meˆme forme de feneˆtre temporelle que le dazzler).
L’AOPDF a` large bande de diffraction est avant tout de´volu au controˆle
cohe´rent puisqu’il est optimise´ pour avoir une bonne efficacite´ en diffraction
de spectres larges. Les diffe´rents re´sultats de controˆle cohe´rent font, pour la
plupart d’entre eux, appel a` un fac¸onnage en phase spectrale plutoˆt qu’en
amplitude([143, 128, 48]. Une proble´matique essentielle e´tant de disposer de
suffisamment d’e´nergie, nous avons inse´re´ un bloc de CaF2 avant l’AOPDF, ce
qui permettra, comme nous l’avons vu, d’ame´liorer l’efficacite´ de diffraction.
L’AOPDF programme alors une phase quadratique oppose´e a` la phase intro-
duite par le bloc de CAF2. Le fac¸onneur constitue´ du couple CaF2 et AOPDF
be´ne´ficie en effet d’un meilleur rendement en e´nergie que l’AOPDF pour la
production d’impulsions diffracte´es limite´es par transforme´e de Fourier.
Afin de disposer d’un outil fiable pour envisager de telles expe´riences, nous
avons e´tudie´ l’exactitude du fac¸onnage en amplitude et en phase par CPUFTSI.
De plus, nous avons inte´gre´ le dazzler dans un montage en boucle ferme´, com-
prenant une consigne (la forme du champ souhaite´), et un signal de retour, en
amplitude et en phase, mesure´ par CPUFTSI. Les mesures pre´sente´es ici sont
des mesures de fonctions de transfert programme´es par l’AOPDF, et non du
champ infrarouge complet.
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Calibration du fac¸onneur
Lorsqu’on effectue une mesure CPUFTSI, on mesure l’amplitude du champ,
et la diffe´rence de phase φ = φ1 − φ2 entre les deux bras de l’interfe´rome`tre.
Lorsqu’on inse`re l’AOPDF et le cube de CaF2 dans le bras 1, on introduit une
transmission complexe et une mesure CPUFTSI contient :
As(ω) = A0(ω)E(ω) (4.66)
φs(ω) = φ0(ω) + (φ1 − φ2)(ω) (4.67)
Ou` As et φs sont les signaux mesure´s expe´rimentalement. A0 est l’amplitude du
filtre introduit, φ0 sa phase. La phase φ0 contient la phase quadratique issue du
bloc de CaF2, et d’e´ventuels termes de phase spectrale provenant de la trans-
mission complexe du cristal. La premie`re e´tape pour construire un fac¸onneur
programmable (constitue´ du couple CaF2 et AOPDF) est de calibrer celui-ci.
L’amplitude A0 est simplement la transmission en e´nergie du cristal de calo-
mel, et elle est homoge`ne sur la bande spectrale infrarouge conside´re´e : A0 = 1.
La calibration du fac¸onneur implique en re´alite´ de programmer une impulsion
acoustique telle que la phase du filtre, φ0, soit nulle. Cette phase, dite de com-
pensation, sera note´e φcomp [48] :
φcomp = −φ0 + φ2 − φ1 (4.68)
Par la suite, lorsque nous de´signerons par φs une phase programme´e par le
dazzler, nous sous-entendrons que la phase re´ellement programme´e vaut φs +
φcomp et alors le re´sultat d’une mesure CPUFTSI vaudra :
φs + φcomp + φ0 + φ1 − φ2 = φs (4.69)
Nous mesurons donc directement la fonction de transfert complexe programme´e
par le dazzler, de`s lors qu’on a correctement calibre´ en phase le fac¸onneur com-
plet. Ce proce´de´ a e´te´ applique´ auparavant [48].
En de´finitive, nous programmons une phase quadratique de compensation de
l’e´tirement du CaF2, qui a e´te´ mesure´e a` -31000 fs
2. A l’aide de la CPUFTSI,
nous ve´rifions que la phase spectrale de la fonction de transfert complexe du
fac¸onneur constitue´ du couple AOPDF-CaF2 est bien nulle. Le re´sultat est
repre´sente´ sur la figure 4.30. L’erreur quadratique de la phase spectrale, qui
se monte a` 2.1%, est probablement due au fait que la fonction de feneˆtrage du
traitement FTSI est large, et n’isole pas comple`tement la fonction de corre´lation
du signal de corre´lation provenant de l’absorption des raies de l’eau.
Dans toute la suite, nous programmerons des champs acoustiques Eac(ω)
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Figure 4.30 – Mesure de la phase spectrale (bleu) apre`s la programmation de la
phase quadratique de compensation φcomp de l’e´tirement introduit par le cube
de CaF2. En rouge, spectre de l’impulsion diffracte´e.
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arbitraire. Nous mesurerons :
As(ω) = |R(ω)||E(ω)| (4.70)
φs(ω) (4.71)
Le re´sultat d’une mesure CPUFTSI en amplitude n’est donc pas le champ pro-
gramme´. Nous aurions pu en the´orie programmer en amont un filtre acoustique
Acomp(ω) =
1
|E(ω)| , ce qui aurait permis d’obtenir une mesure directe de l’am-
plitude programme´e A(ω) = As(ω)Acomp(ω). Cependant, cela aurait implique´
une perte d’efficacite´ non ne´gligeable et, de plus, la division par un spectre
expe´rimental aurait introduit du bruit.
Mesure de l’exactitude du fac¸onnage en phase spectrale
Fonction d’erreur Afin d’e´valuer l’exactitude du fac¸onnage d’une impulsion,
nous comparerons le champ diffracte´ mesure´ par CPUFTSI au champ attendu
dans le sens des moindres carre´s [33, 93]. Nous mesurerons donc l’exactitude du
fac¸onnage d’une impulsion par la quantite´  de´finie :
 = ‖Eexp − Eth‖2 · 1‖|Eth|‖2 (4.72)
 =
[ 1
2pi
∫
<
dω
∣∣Eexp(ω)− Eth(ω)∣∣2]1/2 · 1[
1
2pi
∫
< dω
∣∣Eth(ω)∣∣2]1/2 (4.73)
Au premier ordre (c’est-a`-dire quand le champ fac¸onne´ n’est pas trop diffe´rent
du champ the´orique, ce qui sera valide´ lors de l’analyse des re´sultats), il est
possible d’isoler deux contributions inde´pendantes participant a` cette fonction
d’erreur, 1 et 2, de´finies telles que [33] :
 =
[
21 + 
2
2
]1/2
(4.74)
1 = ‖δφ|Eth|‖2 · 1‖|Eth|‖2 (4.75)
2 = ‖δ|E||Eth|‖2 · 1‖|Eth|‖2 (4.76)
(4.77)
Ou` δφ est la diffe´rence des phases spectrales entre la phase attendue the´orique et
la phase mesure´e. Ainsi, 1 de´signe la distance au sens des moindres carre´s entre
les phases spectrales, ponde´re´es par l’amplitude du champ the´orique attendu.
De meˆme, δ|E| de´signe la diffe´rence des amplitudes spectrales. La quantite´ 1
caracte´rise ainsi l’exactitude du fac¸onnage en phase spectrale, tandis que 2 est
l’erreur quadratique pour les amplitudes spectrales.
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Forme de phases spectrales Les capacite´s en termes d’exactitude de fac¸on-
nage de phases spectrale ont de´ja` e´te´ e´tudie´es au LOB, par la me´thode TEAS-
PIDER [93]. Ces mesures ont e´te´ re´alise´es pour un syste`me en boucle ouverte,
et concernaient des phases spectrales polynomiales d’ordre maximal 4. Au cours
de ce travail, nous avons mesure´ l’exactitude du fac¸onnage en amplitude et
en phase. Les phases spectrales programme´es seront des marches de phase
 douces  en forme de distribution de Fermi-Dirac, de la forme :
φth(ω) =
x
1 + e−
ω−ω0
α
(4.78)
Les parame`tres caracte´risant cette marche sont l’amplitude x, la raideur α, le
centre ω0. Par la suite, nous garderons constant ω0 = 376.73ps
−1 (soit 5µm).
Le de´lai de groupe associe´ s’e´crit :
τg(ω) =
x
α
· e
−ω−ω0α
(1 + e−
ω−ω0
α )2
(4.79)
Et, au voisinage de ω0, ou` le de´lai de groupe est maximal, nous avons la relation :
τg(ω ≈ ω0) = x4α . Dans toute la suite, nous noterons φF une phase spectrale de
la forme d’une fonction de Fermi-Dirac.
Mesures de la pre´cision de fac¸onnage
Afin d’examiner la pre´cision de programmation de l’AOPDF, la premie`re
fonction de transfert programme´e par le fac¸onneur complet est un champ d’am-
plitude gaussienne de largeur a` mi-hauteur 50 cm−1 et de phase spectrale une
fonction de Fermi-Dirac de parame`tres :
– α =1 ps−1
– x = 2 rad
– ω0 = 376.73 ps
−1 soit λ0 = 5 µm
En re´alite´, l’AOPDF programme une fonction de transfert :
A = |R| (4.80)
φ = φcomp + φth (4.81)
Mais le fac¸onneur complet posse`de une fonction de transfert qui vaut :
A = |R| · |E| (4.82)
φ = φth (4.83)
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Ou` |E| est l’amplitude de l’impulsion infrarouge. Nous pouvons ve´rifier dans
une simulation que le support temporel du champ programme´ par le dazzler,
c’est-a`-dire de phase spectrale φcomp + φth, est bien compris dans une feneˆtre
de largeur 5 ps, qui est l’ouverture temporelle the´orique de l’AOPDF utilise´. Le
re´sultat de cette simulation est repre´sente´ dans la figure 4.31. L’observation du
Figure 4.31 – En rouge : Intensite´ temporelle du champ programme´ par le
dazzler pour α = 1 ps−1. En bleu : Intensite´ temporelle d’une impulsion de
phase de Fermi-Dirac pour α = 1 ps−1. En noir : feneˆtre temporelle de largeur
a` mi-hauteur 5 ps. Les deux intensite´s temporelles sont coupe´es a` moins que
0.19% du maximum.
re´sultat permet de conclure que, dans ce cas, l’e´tirement temporel de l’impulsion
programme´e induit par la phase de compensation est ne´gligeable pour ce qui
est de la consommation de l’ouverture temporelle du dazzler.
Mesure en boucle ouverte En boucle ouverte, la mesure de la fonction de
transfert donne le re´sultat repre´sente´ sur la figure 4.32. Nous avons compare´
dans cette mesure le re´sultat expe´rimental a` la fonction de transfert complexe
the´oriquement programme´e par le dazzler, qui vaut :
R(ω) ∝ |Eac|(ω)eiφth(ω) (4.84)
Il apparait alors que la pre´cision de la programmation de la phase spectrale vaut
1 = 2.8%, ce qui est excellent puisque cette erreur contient les contributions
du bruit de la mesure, dont nous avons e´tabli qu’elle est de l’ordre de 2% en
phase spectrale. Par ailleurs, la pre´cision du fac¸onnage en amplitude est de
l’ordre de 2 = 9.3%, ce qui parait me´diocre. En re´alite´, et comme nous l’avons
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Figure 4.32 – Mesure de la fonction de transfert pour α = 1 ps−1. En bleu :
amplitude et phase mesure´e, en rouge : amplitude et phase de la fonction de
transfert d’un fac¸onneur ide´al d’ouverture temporelle valant 5 ps. Si l’accord
entre phase spectrale programme´e et phase spectrale mesure´e est bon (1 =
2.8%), les amplitudes sont diffe´rentes, ce qui provient du fait que l’amplitude
de la fonction de transfert comple`te est le produit de l’amplitude programme´e
par l’amplitude infrarouge incidente.
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mentionne´, l’amplitude de la fonction de transfert complexe comple`te est le
produit de l’amplitude infrarouge et de l’amplitude programme´e par le dazzler :
si nous comparons l’amplitude mesure´e avec l’amplitude attendue a` l’issue du
fac¸onnage |R|(ω)|Ei|(ω), nous obtenons en re´alite´ une bien meilleure pre´cision en
2, qui vaut alors 4.9%, ce qui est repre´sente´ sur la figure 4.33). Il apparait alors
Figure 4.33 – Comparaison entre la fonction de transfert acoustique pro-
gramme´e (en rouge), la fonction de transfert comple`te (en vert), et le champ
mesure´ (en bleu). La phase spectrale programme´e par le dazzler et la phase
spectrale introduite par le dispositif complet e´tant identiques, une des deux est
seulement repre´sente´e (en rouge). L’erreur 2 = 4.9% mesure l’e´cart quadra-
tique entre la courbe verte et la courbe bleue (entre l’amplitude de la fonction
de transfert du syste`me complet et l’amplitude mesure´e).
que la fonction de transfert programme´e correspond a` une pre´cision totale de
 = 5.8%. Comme l’erreur quadratique introduite par le bruit dans le calcul de 
est de l’ordre de 5%, ce que nous avons e´tabli lors de la mesure de la fonction de
transfert complexe du bloc de CAF2 effectue´e dans le chapitre 3, nous pouvons
en conclure que la pre´cision du fac¸onnage du dazzler est probablement meilleure
que 5%.
Mesure en boucle ferme´e L’objectif est en ge´ne´ral de controˆler la forme du
champ diffracte´. Notons Eobj = Aobj(ω)eiφobj(ω) le champ diffracte´ souhaite´ par
l’utilisateur. Nous plac¸ons alors le dazzler dans un dispositif en boucle ferme´e
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de type proportionnel en amplitude et en phase. Pour la premie`re ite´ration 0,
le signal de re´tro-action s’e´crit :
β1 = Aobj −As0 (4.85)
β2 = φobj − φs0 (4.86)
Ou` As0e
iφs0 est la fonction de transfert mesure´e lors de la premie`re mesure. Et
a` l’ite´ration suivante, on programme le champ i=1 :
A1 = Aobj − r1β1 (4.87)
φ1 = φobj − r2β2 (4.88)
Ou` r1 et r2 sont deux constantes pour l’ite´ration 1 qui ponde`re la re´tro-action
de type proportionnelle pour les deux grandeurs inde´pendantes que sont ampli-
tude et phase programme´es. Le proce´de´ est re´pe´te´ au cours d’ite´rations ou` les
constantes r1 et r2 sont controˆle´s d’une ite´ration a` l’autre. L’algorithme converge
alors vers le champ programme´ si l’erreur initiale n’est pas trop importante. Pour
la meˆme fonction de transfert programme´ que dans les figures 4.32 et 4.33, la
fonction de transfert mesure´e apre`s une ite´ration est repre´sente´e sur la figure
4.34. Effectuer d’autres ite´rations n’ame´liore pas la pre´cision, et ceci illustre le
fait que l’AOPDF est un filtre programmable de qualite´. L’erreur quadratique
totale vaut alors  = 5.6%, qui est la pre´cision du fac¸onnage en boucle ouverte
atteinte
Ces mesures ont donc permis de caracte´riser la pre´cision de fac¸onnage d’un
AOPDF infrarouge en amplitude et en phase. Il apparait que l’AOPDF, pour
des impulsions programme´es de dure´e environ 3 ps (cf figure 4.31), se com-
porte comme un filtre line´aire programmable pre´cis. En tenant compte du fait
que l’erreur dans la mesure d’une fonction de transfert est de l’ordre de 5%, il
apparait que la pre´cision de fac¸onnage de l’AOPDF est meilleure que 5% pour
nos impulsions de dure´e 3 ps.
D’autre part, ces expe´riences de´montrent expe´rimentalement que l’introduc-
tion d’un e´tirement temporel raisonnable, afin d’augmenter le rendement du
dispositif complet, ne perturbe pas les performances en termes de pre´cision de
fac¸onnage. Un choix judicieux a` l’avenir pourrait eˆtre de constituer un fac¸onneur
avec un AOPDF couple´ a` un e´le´ment dispersif choisi, tel que la programma-
tion de la phase de compensation par l’AOPDF pre´serve l’ouverture temporelle
de´sire´e tout en ame´liorant grandement l’efficacite´ de diffraction.
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Figure 4.34 – Ite´ration i=1. Le champ objectif, repre´sente´ en rouge, est un
champ gaussien de largeur a` mi-hauteur en amplitude de 50 cm−1, et de phase
spectrale une fonction de Fermi-Dirac ou` α = 1 ps−1. En bleu, amplitude et
phase spectrale mesure´es.
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De´termination de l’ouverture temporelle de l’AOPDF infrarouge
Me´thode de mesure de l’ouverture temporelle Nous avons montre´ que,
dans un re´gime de fonctionnement n’utilisant pas comple`tement l’ouverture tem-
porelle, le dazzler se comporte bien comme un filtre line´aire programmable.
Cette partie a pour but de de´terminer l’ouverture temporelle de l’AOPDF en
e´tudiant expe´rimentalement le comportement du dazzler lorsque l’onde acous-
tique remplit comple`tement le cristal . Nous programmons alors des impulsions
acoustiques volontairement plus longues que la feneˆtre temporelle (non apo-
dise´e) du cristal, qui vaut 5 ps en the´orie (source FASTLITE). Et nous allons
comparer le fac¸onnage du syste`me avec le fac¸onnage effectue´ par un filtre line´aire
de meˆme forme d’ouverture temporelle que le dazzler mais de largeur variable :
ce filtre sera appele´ dans la suite le filtre te´moin fictif.
En conse´quence, nous comparons le dazzler avec un filtre te´moin qui pro-
gramme dans le domaine temporel une re´ponse R(t) :
R(t) ∝ Eac(t) ·ΠT (t) (4.89)
Ou` Π(t) est la fonction d’ouverture temporelle :
Π(t) = 0 si |t| ≥ T
2
(4.90)
Π(t)1 si |t| < T
2
(4.91)
(4.92)
Dans le domaine spectral, cette fonction porte introduit une perte de re´solution
qui apparait dans un produit de convolution. D’autre part, le filtre produit la
phase de compensation et la phase de Fermi φf , de sorte que le champ produit
par le filtre s’e´crit :
R(ω) ∝ Eac(ω)ei(φf (ω)) ⊗ sin
(Tω
2
)
(4.93)
D’apre`s les re´sultats pre´ce´dents, l’AOPDF est capable de produire ampli-
tude et phase d’un champ arbitraire a` une pre´cision respectivement de 3%
et 5% environ lorsque le support temporel de l’impulsion a` programmer est
contenu dans son ouverture temporelle : ces valeurs d’erreur quadratique me-
surent les impre´cisions de fac¸onnage provenant de toutes les origines possibles
(effets spatio-temporels, inhomoge´ne´ite´ de mesure etc), sauf de l’ouverture tem-
porelle limite´e du dazzler puisque le support de l’impulsion programme´e est
bien plus courte que l’ouverture temporelle. Lorsque l’impulsion a` programmer
devient trop longue, comme ici, les fonctions d’erreur 1 et 2, qui comparent
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le dazzler a` un filtre parfait, contiennent deux contributions inde´pendantes qui
proviennent d’une part du feneˆtrage temporel, et d’autre part de toutes les
autres contributions qui peuvent de´grader la qualite´ du fac¸onnage. Soit β(ω)
l’erreur commise par le dazzler dans le fac¸onnage a` la fre´quence ω, provenant de
toutes les sources possibles sauf l’effet du feneˆtrage temporel, on peut e´crire :
R(ω) ∝ Π˜0(ω) ·
(Eac(ω) + β(ω)) (4.94)
Ou` Π˜0, la transforme´e de Fourier de la fonction d’ouverture temporelle du dazz-
ler, est la fonction qu’on cherche a` de´terminer. La fonction β(ω) peut de´pendre
de la forme de l’impulsion programme´e puisqu’elle tient compte des effets spatio-
temporels, des inhomoge´ne´ite´s de diffration, etc.
D’autre part, la fonction de transfert du filtre te´moin fictif s’e´crit :
R(ω) ∝ Π˜(ω)) · Eac(ω)) (4.95)
Lorsqu’on compare les fonctions de transfert du dazzler et du filtre te´moin fictif,
on calcule la fonction de transfert diffe´rentielle δR(ω) qui s’e´crit :
δR(ω) =
(
Π˜0 − Π˜
) · (ω)Eac(ω) + Π˜0(ω) ·β(ω) (4.96)
Comme Π˜0(ω) ·β(ω) est inde´pendant de la largeur du filtre te´moin, la fonction
δR est minimale lorsque l’ouverture temporelle du filtre te´moin vaut celle du
dazzler. Nous ve´rifierons que la largeur de l’ouverture temporelle de´termine´e par
la me´thode que nous venons de de´crire ne de´pend pas de la forme de l’impulsion
programme´e, ce qui valide le fait que nous mesurons rigoureusement l’ouverture
temporelle du dazzler.
Pour cette dernie`re partie, nous rede´finissons les erreurs quadratiques t1 et
t2 : celles-ci comparent, au sens de l’erreur quadratique, l’impulsion fac¸onne´e
par le dazzler avec l’impulsion fac¸onne´e produite par le filtre te´moin e´quivalent,
et ces erreurs sont donc fonction de T , l’ouverture temporelle du filtre fictif :
t(T ) =
[
t1(T )
2 + (T )2t2
]1/2
(4.97)
t1(T ) = ‖δφ(T )|Et|‖2 (4.98)
t2(T ) = ‖δ|E|(T )|Et|‖2 (4.99)
(4.100)
Ou` Et(ω) = |Et(ω)|eiφt(ω) est l’impulsion fac¸onne´e produite par le filtre te´moin
fictif. Afin de mesurer l’ouverture temporelle de l’AOPDF, nous calculons les
erreurs t1(T ) et t2(T ). Le minimum, dont nous ve´rifierons qu’il est bien situe´
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au meˆme point pour les deux fonctions, correspondra au minimum de la fonc-
tion de transfert diffe´rentielle, et fournira la valeur de l’ouverture temporelle de
l’AOPDF.
Re´sultats expe´rimentaux Expe´rimentalement, comparons le dazzler avec
le filtre te´moin fictif pour la programmation d’une phase spectrale en forme de
fonction de Fermi de parame`tre α = 0.4 ps−1. Comme nous l’avons mentionne´,
les deux impulsions temporelles, selon qu’on compte ou non la phase de compen-
sation φcomp, sont le´ge`rement diffe´rentes. Une simulation, dont le re´sultat est
repre´sente´ sur la figure 4.35, montre que l’intensite´ temporelle de l’impulsion
est coupe´e a` 3.3% du maximum par l’ouverture du filtre dans le cas ou` φcomp
est ajoute´, et a` 3% du maximum dans le cas ou` seule la phase de Fermi est
programme´e. Aussi nous ne´gligerons cette diffe´rence par la suite pour simplifier
Figure 4.35 – En rouge : Intensite´ temporelle du champ programme´ pour α =
0.4 ps−1. En noir : feneˆtre temporelle carre´e de largeur a` mi-hauteur 5 ps.
la de´marche.
Nous repre´sentons la mesure directe de la fonction de transfert dans la fi-
gure 4.36, compare´e a` la fonction de transfert attendue pour un filtre line´aire
d’ouverture temporelle de 5 ps. Les fonctions d’erreur 1 et 2 mesurent l’e´cart
du fac¸onnage en phase spectrale et en amplitude a` la valeur attendue, qu’on
obtiendrait pour un filtre sans erreur β(ω) et d’ouverture temporelle de 5 ps.
Comme on s’y attend, ces fonctions d’erreur deviennent grandes, traduisant le
fait que l’impulsion programme´e est plus longue que la feneˆtre de fac¸onnage.
On peut remarquer par ailleurs un trou dans le spectre diffracte´ au point ou`
la pente de la phase spectrale est maximale, a` 2000 cm−1. En effet, a` cette
fre´quence optique, le de´lai de groupe est maximal et vaut τg(ω) =
2
4α = 1.25
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Figure 4.36 – Mesure directe de la fonction de transfert complexe dont la phase
est une fonction de Fermi de 2 rad et de parame`tre α = 0.4 ps−1. En bleu, la
mesure CPUFTSI. En vert : le spectre attendu en boucle ouverte, proportionnel
au produit du spectre acoustique produit par un filtre d’ouverture temporelle
58 ps (en rouge) et du spectre incident (en noir), pour un filtre e´quivalent de 5
ps d’ouverture temporelle. La phase spectrale mesure´e est en bleu, et la phase
spectrale produite par le filtre d’ouverture 5 ps est en rouge. Les erreurs 1 et
2 sont supe´rieures aux erreurs trouve´es pre´ce´demment (cf 4.33), ce qui signifie
que l’ouverture temporelle de l’AOPDF est infe´rieure a` 5 ps.
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ps. La fre´quence spectrale associe´e a` ce de´lai de groupe, de nombre d’onde 2000
cm−1, est donc moins diffracte´e que les autres fre´quences. Ce phe´nome`ne a de´ja`
e´te´ e´tudie´ dans un dazzler UV [94].
Il est possible d’ame´liorer notablement la pre´cision du fac¸onnage en phase
spectrale en plac¸ant le dazzler en boucle ferme´e. La figure 4.37 montre le re´sultat
au bout de 5 ite´rations. La comparaison entre la phase produite par le dazzler
et la phase introduite par un filtre d’ouverture temporelle de 5 ps est significa-
tivement ame´liore´e. En ce qui concerne l’amplitude fac¸onne´e, les ite´rations ne
permettent pas de rejoindre une pre´cision de fac¸onnage e´quivalente a` un filtre
de meˆme largeur. Cependant ite´rer en boucle ferme´e n’est pas pertinent pour
cette e´tude car nous demandons au dazzler de produire une fonction de trans-
fert s’approchant de l’objectif, mais avec une ouverture temporelle limite´e. Le
re´sultat n’est pas interpre´table d’un point de vue quantitatif.
Figure 4.37 – Mesure de la fonction de transfert au bout de 5 ite´rations pour
α = 0.4 ps−1. En bleu, mesure du champ par CPUFTSI. En rouge, spectre et
phase attendus produit par un filtre d’ouverture temporelle de 5 ps. Par rapport
a` la figure 4.36, on peut noter que la programmation de la phase spectrale a
e´te´ largement ame´liore´e.
Dans un premier temps, comparons le fac¸onnage direct en phase spectrale
effectue´ par le dazzler et par le filtre te´moin fictif d’ouverture temporelle variable
T . Nous calculons la quantite´ t1(T ) pour la fonction δR(ω), le re´sultat e´tant
repre´sente´ sur la figure 4.38. Cette courbe pre´sente un minimum pour T = 3.9
ps. Interpre´tons ce re´sultat :
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Figure 4.38 – Comparaison au sens des moindres carre´s entre la phase produite
par le dazzler et un fac¸onneur te´moin fictif programmant φcomp+φs en fonction
de la largeur T du filtre. Le minimum de cette courbe est situe´ en 3.9 ps environ.
190
– T ∈ [2.1 : 3.9] ps : l’ouverture temporelle du filtre te´moin est plus petite
que celle de l’AOPDF. En conse´quence, plus T est petit, plus la phase
spectrale produite par le filtre te´moin est diffe´rente de la phase souhaite´e,
et donc plus la fonction d’erreur 1(T ) est grande.
– en T = 3.9 ps, les filtres te´moin et re´el ont la meˆme ouverture temporelle
et la fonction δR(ω) a une fonction d’erreur 1 minimale. Le fait que la
valeur de 1(T ) ne soit pas nulle provient de l’erreur , qui caracte´rise
les impre´cisions du fac¸onnage en phase spectrale par le dazzler provenant
d’effets divers (effets spatio-temporels etc), hormis l’effet de l’ouverture
temporelle limite´e.
– si T ∈ [3.9 : 8] ps : l’ouverture temporelle du filtre te´moin fictif augmente
et limite donc de moins en moins l’exactitude du fac¸onnage de l’impulsion
programme´e, a` l’inverse du fac¸onnage effectue´ par le dazzler. La fonction
d’erreur 1(T ) croˆıt donc, parce que le filtre te´moin fictif se comporte
comme un meilleur filtre que le dazzler. Au bout de 8 ps, l’augmentation
de T n’a plus d’influence car le support de l’impulsion programme´e vaut
environ 8 ps, et qu’on n’ame´liore donc plus la pre´cision du fac¸onnage par
le filtre.
Effectuons le meˆme traitement de comparaison du fac¸onnage en amplitude
avec celui d’un filtre e´quivalent fictif, au travers du calcul de la quantite´ 2(T ).
Le re´sultat est repre´sente´ dans la figure 4.39. Bien que la pre´cision de fac¸onnage
en amplitude soit sensiblement moins bonne que la pre´cision de fac¸onnage en
phase, le minimum de la courbe est situe´ en 4 ps environ e´galement.
Bien que nous n’en pre´sentions pas les re´sultats ici, nous avons ve´rifie´ par
ailleurs que cette valeur d’ouverture temporelle de 4 ps environ reste identique
si on effectue la meˆme expe´riences pour d’autres parame`tres α impliquant des
impulsions programme´es plus longues (et donc des erreurs β(ω) diffe´rentes).
Nous avons par exemple effectue´ la meˆme expe´rience pour deux impulsions de
phase spectrale de Fermi de parame`tre :
– α = 0.2 ps−1, impliquant un de´lai de groupe maximal de 10 ps
– α = 0.1 ps−1, impliquant un de´lai de groupe maximal de 20 ps
Ces expe´riences ont toutes fourni la meˆme valeur d’ouverture temporelle de
l’AOPDF, qui vaut en moyenne 4 ps. La re´solution spectrale de´termine´e par
cette me´thode vaut donc δσ = 1cT = 8.3 cm
−1, ce qui est en bon accord avec
la valeur extrapole´e a` partir de nos mesures de transmission diffe´rentielle en
re´gime monochromatique, qui valait 8 cm−1 environ.
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Figure 4.39 – Comparaison en amplitude
Discussion sur l’ouverture temporelle
Une explication possible a` cette ouverture temporelle moindre qu’attendue
pourrait provenir du  walk-off  optique, dont nous avons jusque la` ne´glige´ les
effets. Comme nous l’avons e´crit dans la partie pre´ce´dente, la re´solution spec-
trale est proportionnelle au nombre de traits du re´seau de Bragg vu par l’onde
optique. A cause du  walk-off  optique de l’impulsion diffracte´e et d’une taille
de faisceau optique trop petite, le nombre de traits vu par les diffe´rents chemins
de cohe´rence, le long desquels se construit le processus d’interfe´rence permet-
tant d’obtenir le nombre de traits du re´seau, est diffe´rent selon le point d’entre´e
dans le cristal. De re´cents calculs effectue´s au sein de FASTLITE (source :
communication interne) ont confirme´ cette hypothe`se et valide´ que, pour notre
configuration expe´rimentale, une perte de re´solution spectrale de 20% est atten-
due.
Ceci explique donc l’origine de notre perte de re´solution spectrale. En re´alite´,
cet effet peut eˆtre e´limine´ en ajustant la taille du faisceau infrarouge au faisceau
acoustique. Dans notre cas, la largeur a` mi-hauteur du faisceau vaut 1.1 mm,
tandis que la largeur du faisceau acoustique vaut 3.2 mm. Il suffirait donc, pro-
bablement, d’ajuster la taille du faisceau optique a` environ 3 mm pour obtenir
la re´solution pre´vue de 5.5 cm−1.
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Discussion sur les inhomoge´ne´ite´s de diffraction
Enfin, nous pouvons signaler un effet qui semble ge´ne´ral, qui affecte les
spectres diffracte´s pre´ce´demment e´tudie´s. Sur la figure 4.36 sont repre´sente´es
les fonctions de transferts mesure´es pour des impulsions longues, de parame`tres
α = 0.2 ps−1 et α = 0.1 ps−1. L’examen des spectres diffracte´s re´ve`le une inho-
(a) Fonction de transfert mesure´
pour α = 0.2 ps−1. En vert :
fonction de transfert attendu, dont
l’amplitude est le produit des
amplitudes infrarouges et acous-
tiques. En bleu : fonction de trans-
fert mesure´e.
(b) Fonction de transfert mesure´
pour α = 0.1 ps−1. En vert :
fonction de transfert attendue,
dont l’amplitude est le produit des
amplitudes infrarouges et acous-
tiques. En rouge : fonction de
transfert the´orique. En bleu : fonc-
tion de transfert mesure´e.
Figure 4.40 – Observation de l’inhomoge´ne´ite´ de diffraction pour des impul-
sions acoustiques plus longues que le cristal. Le trou central dans les spectres
s’explique par la coupure de l’impulsion acoustique dans le domaine temporel,
ce qui est attendu et l’amplitude de ce trou croˆıt avec la dure´e de l’impulsion.
moge´ne´ite´ de diffraction ge´ne´rale, qui privile´gie les basses e´nergies (1900 cm−1)
plutoˆt que les hautes e´nergies. Ceci reste inexplique´ a` ce jour. Il est possible que
cela provienne de l’assyme´trie de l’intensite´ de la partie analytique du champ
acoustique programme´, comme repre´sente´e sur la figure 4.35.
En conclusion, l’AOPDF infrarouge que nous avons caracte´rise´ est un fac¸on-
neur line´aire programmable pre´cis, de bonne efficacite´ de diffraction, et d’ouver-
ture temporelle valant 4 ps, ce qui me`ne a` une re´solution spectrale δσ = 1cT = 8.3
cm−1. Ce re´sultat n’a pas e´te´ de´termine´ par une mesure directe de la re´solution
spectrale en phase mais par une me´thode originale, et la mesure directe d’une
re´ponse percussionnelle en phase spectrale, en programmant par exemple la
somme de deux phases spectrales en forme de fonction de Fermi oppose´es pourra
eˆtre effectue´e dans le futur pour mesurer directement cette re´solution spectrale
en phase spectrale. Il a e´galement e´te´ montre´ que la pre´cision du fac¸onnage est
meilleure que 5%. Par ailleurs, l’efficacite´ de diffraction atteint 20% pour une
largeur de bande spectrale a` mi-hauteur de 100 cm−1, ce qui est une ame´lioration
d’un facteur 20 par rapport au pre´ce´dents re´sultats. En conse´quence, et graˆce, en
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particulier, a` la facilite´ de mise en place des AOPDF en ge´ne´ral, l’AOPDF infra-
rouge que nous avons caracte´rise´ parait parfaitement adapte´ a` la mise en place
d’expe´rience de controˆle cohe´rent dans le moyen infrarouge lorsque la dure´e de
cohe´rence du syste`me est d’une dure´e infe´rieure a` 4 ps.
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Chapitre 5
Expe´rience de spectroscopie
bidimensionnelle cohe´rente
en ge´ome´trie pompe-sonde
Au cours de ce chapitre, nous de´crirons les caracte´ristiques du spectrome`tre
bidimensionnel en ge´ome´trie pompe-sonde qui a e´te´ construit lors de ce tra-
vail de the`se. Ce spectrome`tre combine une tre`s bonne re´solution spectrale de
1 cm−1 selon les deux dimensions spectrales. Cette re´solution spectrale pourra
eˆtre ame´liore´e d’un facteur 2 sans difficulte´ en changeant de re´seau. Par ailleurs,
ce spectrome`tre permet des acquisitions automatise´es rapides, de l’ordre de 30s
pour une mesure de spectre a` la re´solution spectrale mentionne´e. Cette vitesse
de mesure pourra e´galement eˆtre augmente´e dans un futur imme´diat. Enfin,
signalons un dernier point important, qui constitue une avance´e inte´ressante
propose´e au cours de ce travail : habituellement, un traitement nume´rique post-
expe´rimental appele´  phasing  est ne´cessaire afin de calibrer le spectre bi-
dimensionnel en de´lai et en phase : ce traitement ne´cessite l’acquisition d’un
spectre pompe-sonde classique avec un tre`s bon rapport signal-sur-bruit. Dans
les meilleurs cas recense´s dans la litte´rature, ces me´thodes indirectes aboutissent
a` une pre´cision meilleure que 100as. Des techniques de de´termination directe,
sans spectre pompe-sonde de re´fe´rence, ont e´te´ propose´es ces dernie`res anne´es, et
proposent une pre´cision de 1fs, ce qui est grandement suffisant pour beaucoup
d’applications mais pas l’e´tude que nous voulons mener. Notre spectrome`tre
pre´sente la particularite´ de proce´der a` cette calibration de manie`re ite´rative au
cours de l’expe´rience, a` une pre´cision potentielle meilleure que 100as, et qui
n’oblige plus a` effectuer une mesure de spectre pompe-sonde de re´fe´rence.
Dans la premie`re section seront mentionne´s les principes qui gouvernent le
195
bon fonctionnement d’un spectrome`tre. Nous de´taillerons e´galement les simpli-
fications apporte´es par la ge´ome´trie pompe-sonde, puis nous discuterons de la
strate´gie de mesure automatise´e des spectres. La seconde partie sera consacre´e
a` la re´solution d’une des deux grandes proble´matiques expe´rimentales, qui est
la mesure de la variation du de´lai entre deux impulsions. Il existe aujourd’hui
de nombreuses techniques pour re´soudre cette proble´matique, et nous avons
imple´mente´ une technique simple, robuste, et de pre´cision d’environ 60 as. La
deuxie`me difficulte´ expe´rimentale, qui consiste en la de´termination pre´cise du
de´lai nul et du de´phasage constant entre deux impulsions, fera l’objet de la
troisie`me partie. Enfin, la dernie`re partie traitera du bruit issu de l’expe´rience,
et de la technique adopte´e pour en e´liminer une grande partie.
5.1 Introduction et proble´matiques
Au cours de cette partie, la construction de notre expe´rience de spectrosco-
pie bidimensionnelle cohe´rente en ge´ome´trie pompe-sonde sera de´taille´e. Nous
commencerons par une revue des signaux expe´rimentaux accessibles.
Rappels
Comme nous l’avons de´taille´ dans le premier chapitre, une expe´rience de
spectroscopie bidimensionnelle dans le domaine temporel e´chantillonne, selon
les axes t et τ , un signal expe´rimental bidimensionnel provenant d’une fonction
re´ponse expe´rimentale R(3)(τ, T, t).
Parler d’e´chantillonnage est une approximation qui provient de l’approxi-
mation impulsionnelle : en re´alite´, le dipoˆle d’ordre trois est issu d’un triple
produit de convolution temporel des trois impulsions implique´es avec la fonc-
tion R(3)(τ, T, t), par de´finition de la fonction re´ponse ordonne´e en temps. Par
ailleurs, le signal expe´rimental collecte´ est en re´alite´ un signal de de´tection ho-
modyne du champ rayonne´ par ce dipoˆle non-line´aire par l’oscillateur local (qui
joue aussi le roˆle de troisie`me impulsion excitatrice dans la ge´ome´trie pompe-
sonde). Donc, de manie`re ge´ne´rale, quatre impulsions sont implique´es, dont la
dernie`re, dite impulsion d’oscillateur local, sert a` la de´tection homodyne du
champ rayonne´ par la polarisation d’ordre 3 e´tudie´e. L’agencement temporel
des impulsions est alors parame´tre´ par les trois temps d’attente que sont τ , T ,
et tLO, de´lai entre la sonde et l’impulsion homodyne de re´fe´rence.
Si l’on suppose l’approximation impulsive ve´rifie´e, alors un champ rayonne´
par un chemin de cohe´rence quelconque s’e´crit :
E(3)(t) = ∂
∂t
R(3)(τ, T, t)e
i
3∑
i=1
Φi
(5.1)
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Ou` Φi = (i)(~ki~r+φi) est la phase apporte´e par l’impulsion nume´ro i participant
au dipoˆle, et ou` (i) = ±1 selon que le chemin de cohe´rence implique une
re´sonance avec la partie analytique Ei(t) ou E∗i(t) avec le champ excitateur Ei(t)
conside´re´. Le dipoˆle rayonnant est module´ par un terme de phase constant, qui
en particulier sensible a` la disposition spatiale des impulsions et a` la CEP de
celles-ci au moment de l’interaction non-line´aire.
Notre expe´rience de spectroscopie en ge´ome´trie pompe-sonde mesure une
fonction re´ponse particulie`re, qui provient de la permutation intrinse`que entre
les deux impulsions de pompe. Nous nous placerons toujours dans le cas T ≥ 0
et τ ≥ 0 (cf Figure 5.1). Aussi, la fonction re´ponse que nous e´tudions s’e´crit :
Rps
(3)(τ, T, t) =
[
R1 +R2 +R3
]
(τ, T, t) +
[
R7 +R8 +R9
]
(−τ, T, t) (5.2)
Rps
(3)(τ, T, t) = RR(τ, T, t) +RNR(−τ, T, t) (5.3)
Rappelons e´galement que :
– le cas T = 0 ps sera en fait e´vite´ pour ne pas impliquer d’autres chemins
de cohe´rence dans la fonction re´ponse : les mesures a` T = 0 ps seront en
fait re´alise´es a` T = 0.1 ps.
– l’apparente complexite´ de la fonction re´ponse d’une expe´rience en ge´ome´-
trie pompe-sonde se justifie en rappelant que cette fonction re´ponse permet
la production directe de spectres bidimensionnels d’absorption, tandis qu’il
faut additionner deux mesures BOXCARS (ce qui introduit de nombreuses
difficulte´s).
Dans toute la suite, et afin d’alle´ger les notations, nous noterons S(τ, t)
le re´sultat d’une mesure de spectroscopie bidimensionnelle. Dans l’espace de
Fourier pour la variable t (ou` l’expression de la partie interfe´rome´trique du
signal quadratique est un simple produit), le signal expe´rimental s’e´crit :
<(iωtR(3)(τ, T, ωt) · ELO(ωt)∗) (5.4)
Dans le cas de la ge´ome´trie BOXCARS, ou` la mesure du champ complexe
rayonne´ est ne´cessaire pour obtenir des spectres absorptifs, il est ne´cessaire
d’extraire le champ complexe par FTSI pour aboutir au spectre absorptif. Dans
le cas de la ge´ome´trie pompe-sonde, on collecte ce signal pour un de´lai nul entre
oscillateur local et champ rayonne´. Re´sumons les diffe´rents re´sultats extraits
du signal bidimensionnel expe´rimental dans le tableau 5.1 : pour les mesures
BOXCARS, l’utilisateur mesure des champs complexes (pour ensuite extraire
l’absorption), pour la ge´ome´trie pompe-sonde, l’utilisateur mesure l’absorption.
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Expe´rience S(τ, T, ωt)
BOXCARS τ > 0 ER(3)(τ, T, ωt)
BOXCARS τ < 0 ENR(3)(τ, T, ωt)
Pompe-sonde τ > 0 <
[
ELO∗(ωt) ·
(ER(3)(τ, T, ωt) + ENR(3)(−τ, T, ωt))]
Dans toute la suite, nous noterons S(τ, ωt) le re´sultat d’une mesure bidimen-
sionnelle, c’est-a`-dire le champ complexe dans le cas de mesures BOXCARS, ou`
l’absorption dans le cas de la ge´ome´trie pompe-sonde.
5.1.1 Dimensionnement de l’expe´rience
Quelle que soit la contribution a` la susceptibilite´ non-line´aire que l’on sou-
haite isoler, une expe´rience de spectroscopie bidimensionnelle dans le domaine
temporel revient toujours a` obtenir la transforme´e de Fourier selon les de´lais
τ et t du re´sultat expe´rimental S(τ, t). La transforme´e de Fourier selon t est
en ge´ne´ral re´alise´e optiquement a` l’aide d’un spectrome`tre multiplexe´, qui sera
dans notre cas le spectrome`tre CPU. Nous appellerons dans la suite ωt l’axe
des fre´quences du spectrome`tre CPU. Il ne reste donc plus qu’a` re´aliser une
expe´rience de spectroscopie par transforme´e de Fourier selon le de´lai τ , c’est-a`-
dire :
– collecter une carte expe´rimentale S(τ, ωt) en faisant varier τ
– calculer la carte S(ωτ , ωt) par transforme´e de Fourier selon τ
Quelques conside´rations courantes de spectroscopie par transforme´e de Fourier
permettent alors de calibrer l’expe´rience de spectroscopie bidimensionnelle [49] :
1. la re´solution selon ωτ est inversement proportionnelle a` la longueur de
la feneˆtre temporelle d’acquisition selon τ , ∆τ . Une re´solution de 1cm−1
selon ωτ implique un intervalle ∆τ = 30 ps.
2. afin d’e´viter tout phe´nome`ne de recouvrement de spectre (selon ωτ ), la
fre´quence d’e´chantillonnage de la variable τ doit ve´rifier au moins le crite`re
de Shannon-Nyquist. Cette condition revient a` une condition fixant une
vitesse maximale pour le moteur. En effet, soit dt la pe´riode d’e´chantillon-
nage (dt=1ms), et v la vitesse du moteur, alors la variation δ de chemin
optique entre deux e´chantillons s’e´crit δ = 2v · dt. Le pas d’e´chantillonnage
du de´lai optique vaut alors dτ = δc . Le crite`re de Shannon-Nyquist impose
de prendre au moins deux points par franges temporelles : pour un nombre
d’onde σ0 central, la pe´riode des oscillations vaut T0 =
1
σ0
. En conclusion,
la vitesse maximale du moteur vaut donc v = 14σ0dt . Pour une valeur de
σ0 = 2000cm
−1, la vitesse maximale du moteur vaut 1.3mm.s−1.
3. chaque spectre est le re´sultat d’un calcul de transforme´e de Fourier selon
τ . Il faut donc eˆtre tre`s attentif aux points τi auxquels on collecte les
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e´chantillons S(τi, ωt). Ce proble`me est de´coupe´ en deux parties qui sont
la de´termination du de´lai nul, et la mesure pre´cise de la variation du de´lai
τ .
4. la fonction re´ponse mesure´e est module´e par un terme de phase constant
qui aura pour effet de distordre les taches de re´sonance dans les spectres.
Par ailleurs, une impre´cision dans la de´termination du de´lai nul τ = 0 aura
le meˆme effet, dit  phase-twist , qu’une modulation de phase constante.
S’il est assez habituel de se contenter d’une pre´cision de connaissance du
de´lai de pi10 [13] (ce qui correspond a` une pre´cision en de´lai de
λ
20 , soit, dans
l’infrarouge a` 1950cm−1, de 0.85fs), cette pre´cision n’est autre que la traduction
du maintien d’un bon contraste de franges dans des signaux interfe´rome´triques.
Un tel crite`re de pre´cision suffit a` re´ve´ler des couplages directs entre dime`res, qui,
lorsqu’ils existent, apparaissent sous la forme de taches non-diagonales et dont
l’existence est bien souvent une information suffisante. Mais il est insuffisant
lorsqu’on e´tudie le couplage indirect des vibrations avec la surface de potentiel
entie`re, couplage dont l’e´tude consiste en l’analyse quantitative de la forme des
taches diagonales. Or, une impre´cision de l’ordre de ±1 fs entraine une distorsion
de ces taches de re´sonances non ne´gligeable [4], et ces distorsions ressemblent au
signal utile qu’on souhaite observer [67]. En de´finitive, la pre´cision requise pour
e´tudier correctement la forme des taches est de l’ordre de 0.1 fs en de´lai [3], et
de 0.1rad en phase [6] : ceci constituera notre cahier des charges final pour la
re´alisation d’expe´riences de spectroscopie bidimensionnelle.
5.1.2 Simplifications dues a` la ge´ome´trie pompe-sonde
Simplification concernant la mesure des de´lais
La stabilisation des deux de´lais τ et tLO est cruciale, celle de T ne l’est
pas. Par exemple, une erreur pe´riodique dans la connaissance du de´lai τ donne
lieu a` des pics  fantoˆmes  ( ghost peaks ) [61] et, plus ge´ne´ralement, une
impre´cision dans la mesure de τ sont responsables de distorsions des taches de
re´sonance ainsi que du de´placement de ces taches [73].
Dans la ge´ome´trie BOXCARS, les impulsions de sonde et d’oscillateur local
sont distinctes et l’utilisateur collecte les franges d’interfe´rences spectrales entre
le champ rayonne´ et l’impulsion d’oscillateur local : les fluctuations de tLO
induisent une perte de contraste, c’est-a`-dire a` une diminution du rapport signal-
a`-bruit (voire une disparition du signal). Dans l’expe´rience de spectroscopie en
ge´ome´trie pompe-sonde, l’impulsion de sonde sert aussi d’oscillateur local. Le
de´lai tLO est d’office nul et il ne reste qu’a` maitriser le seul de´lai τ , ce qui
constitue une simplification expe´rimentale conside´rable, en plus, bien suˆr, de la
simplicite´ d’alignement (cf figure 5.1).
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(a) De´lais implique´s dans la ge´ome´trie
BOXCARS : si le de´lai tLO est
impre´cise´ment connu, le signal d’in-
terfe´rence disparait lorsqu’on moyenne
les acquisition. Un de´lai τ mal mai-
trise´ de´forme les spectres bidimension-
nels (pics fantoˆmes, largeur des taches
etc)
(b) De´lais implique´s en ge´ome´trie
pompe-sonde : l’oscillateur local et la
sonde e´tant confondus, seul le de´lai τ
ne´cessite une attention particulie`re.
Figure 5.1 – Premie`re simplification d’une expe´rience de spectroscopie bidi-
mensionnelle graˆce a` la ge´ome´trie pompe-sonde.
Simplification concernant les termes de phase constants
Par ailleurs, examinons le terme de phase constante, modulant la mesure de
R(3). Ce terme de phase s’e´crit, pour chaque chemin de cohe´rence participant a`
la fonction re´ponse finale de l’expe´rience :
φ =
3∑
i=1
(i)
[
~ki~r + φi
]
(5.5)
Ou` (i) vaut ±1 selon la partie complexe re´sonante de l’impulsion i. Dans le cas
ge´ne´ral, les ondes se propageant selon des directions de propagation diffe´rentes
traversent des parties de l’e´chantillon diffe´rentes avant leur focalisation, et les
termes de phase sont alors tre`s diffe´rents. Dans le cas de la ge´ome´trie pompe-
sonde, cette difficulte´ est tre`s atte´nue´e. Pour fixer les ide´es, de´signons par i = 1
et i = 2 les impulsions de pompe et i = 3 l’impulsion de sonde. Par ailleurs,
comme nous re´alisons ensuite la de´tection homodyne du champ par une impul-
sion d’oscillateur local, de´signons par ~kLO son vecteur de propagation et φLO
sa CEP. Dans le cas de l’expe´rience en ge´ome´trie pompe-sonde, :
– les vecteurs d’onde des parties re´sonantes des deux impulsions de pompe
sont rigoureusement identiques : ~k1 = ~k2. Et les deux impulsions de pompe
traversent rigoureusement la meˆme e´paisseur d’e´chantillon.
– l’impulsion de l’oscillateur local et l’impulsion de sonde e´tant identiques,
~k3 = ~kLO (vecteurs d’onde implique´s dans la partie interfe´rome´trique). De
meˆme, leur CEP sont identiques et φ3 = φLO.
Par ailleurs, les deux impulsions de pompe sont se´pare´es lors de l’interfe´rome`tre
re´glant le de´lai τ . Celles-ci ne traversent donc pas exactement les meˆmes lames
se´paratrices. Cette dissyme´trie introduit, au premier ordre, un terme de phase
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constant entre les deux impulsions. Ce terme, note´ dans toute la suite δφ, est
duˆ au de´se´quilibre de l’interfe´rome`tre. Il constitue finalement l’unique terme
de phase constante, qui module la mesure de R(3). Ceci constitue une grande
simplification en comparaison de la ge´ome´trie BOXCARS, ou` aucune des sim-
plifications mentionne´es n’est valable.
La ge´ome´trie pompe-sonde simplifie donc grandement la mesure de la fonc-
tion R(3) associe´e puisque seul un de´lai τ doit eˆtre tre`s pre´cise´ment connu.
La contrepartie a` la moindre complexite´ de la ge´ome´trie pompe-sonde re´side
dans le fait qu’on ne peut pas, a priori, re´gler l’intensite´ de l’oscillateur lo-
cal inde´pendamment de celle de la sonde, ce qui peut parfois nuire au rapport
signal-sur-bruit. Signalons que dans certains cas ou` la polarisation du champ
rayonne´ est orthogonale a` celle de la sonde, on peut ne´anmoins de´coupler les
intensite´s de sonde et d’oscillateur local (meˆme s’il s’agit de la meˆme impulsion)
en utilisant judicieusement des lames de phases [154, 115]. Ce n’est toutefois
pas notre cas puisque nous manipulons des mole´cules en solution liquide, ne
pre´sentant aucune orientation angulaire privile´gie´e.
5.1.3 Strate´gies d’e´chantillonnage de la fonction S(τ, ωt)
Deux strate´gies d’acquisition sont de`s lors envisageables. La plus employe´e
[13] consiste en une liste d’e´tapes que sont :
– mouvoir un bras d’un interfe´rome`tre jusqu’a` un de´lai τ pour lequel on
souhaite e´chantillonner S(τ, ωt)
– asservir la position de l’interfe´rome`tre autour de ce point τ
– acque´rir autant de mesures de S(τ, ωt) que l’on souhaite
La seconde strate´gie consiste a` varier en continu le de´lai τ de l’interfe´rome`tre,
tout en le mesurant  a` la vole´e  et en collectant les spectres impulsion par
impulsion : la fonction S(τ, ωt) est donc mesure´e en des points quasi-ale´atoires.
Nous avons adopte´ la deuxie`me strate´gie : un bras de l’interfe´rome`tre, moto-
rise´, balaie le de´lai τ en continu, chacun des ces balayages couvrant l’intervalle
d’acquisition ∆τ choisi. Au terme de chaque balayage, les de´lais τexp associe´s
a` chaque spectre sont de´termine´s tre`s pre´cise´ment, et la fonction S(τexp, ωt)
est interpole´e line´airement sur une grille re´gulie`re pre´de´finie τ0 en S(τ0, ωt).
Puis le re´sultat est moyenne´ avec les re´sultats des balayages pre´ce´dents. Cette
proce´dure tourne en continu, est entie`rement automatise´e, et fournit des spectres
bidimensionnels a` haute re´solution (1cm−1 selon les deux axes) tre`s rapidement :
typiquement, pour une vitesse de 0.15mm.s−1, et un intervalle ∆τ de balayage
de 30 ps, l’acquisition d’un spectre bidimensionnel requiert environ 30s. Un
sche´ma de principe de la strate´gie expe´rimentale est repre´sente´ sur la figure
5.2. Notons en matie`re de conclusion qu’il est tout a` fait insuffisant de s’en
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Figure 5.2 – Architecture de l’expe´rience : lorsque le de´lai de l’interfe´rome`tre
entre/sort de l’intervalle d’inte´reˆt [τ1, τ2], les donne´es commencent/arreˆtent
d’eˆtre sauve´es. Quand le de´lai τ quitte cet intervalle, ces donne´es sont
traite´es nume´riquement. Chaque mesure comprend tous les signaux analogiques
ne´cessaires, synchrones avec une impulsion.
remettre aux divers signaux de position que peuvent fournir les moteurs qui
re`glent les diffe´rents de´lais puisque ceux-ci ne mesurent que la position du mo-
teur lui-meˆme et sont insensibles aux vibrations des montures, aux fluctuations
d’indice de l’air, etc. Il faut impe´rativement mesurer le de´lai par une technique
optique d’interfe´rome´trie (ou le controˆler), ce qui explique la de´licatesse de mise
en oeuvre des expe´riences de spectroscopie bidimensionnelle dans le domaine
temporel.
5.2 Echantillonner la carte S(τ, ωt) selon l’axe τ
Cette section de´crit la solution employe´e pour re´soudre l’une des deux dif-
ficulte´s de l’expe´rience, qui est de mesurer pre´cise´ment la variation du τ entre
les deux impulsions de pompe entre deux instants de mesure de S(τ, ωt). Nous
pre´senterons tout d’abord un e´tat de l’art de techniques employe´es pour mesu-
rer, ou controˆler, le de´lai τ introduit par un interfe´rome`tre. Nous aboutirons a`
la technique que nous avons mise en oeuvre, particulie`rement simple et robuste
a` l’usage, et qui fonctionne a` la seule condition qu’un bras de l’interfe´rome`tre
(re´glant le de´lai τ) soit en mouvement constant pendant la mesure du de´lai, ce
qui est justement la strate´gie de mesure des spectres que nous avons adopte´e.
5.2.1 Controˆle de la phase et des de´lais par un fac¸onneur
d’impulsion
Les fac¸onneurs line´aires programmables sont entre autres capables de cre´er
une se´quence d’impulsions limite´es par transforme´e de Fourier, dont les de´lais
absolus et les CEP de chacune sont re´glables. En mettant au point des proto-
coles de cyclage de phase judicieux, on peut cre´er des expe´riences tre`s simples
et ne´anmoins capables de mesures efficaces. Ainsi, en ge´ome´trie entie`rement co-
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line´aire, une mesure du spectre bidimensionnel dans le visible d’un gaz de Ru-
bidium a e´te´ effectue´e [134]. Par ailleurs, le fac¸onneur d’impulsion, le Ge-AOM,
pre´sente´ dans le chapitre traitant du fac¸onnage, a de´ja` fourni des spectres bi-
dimensionnels d’excellentes qualite´s en ge´ome´trie pompe-sonde [123]. Toutefois,
ceux-ci souffrent encore de feneˆtres temporelles trop e´troites pour garantir une
re´solution suffisante (selon ωτ ). En effet, le de´lai maximum configurable par le
Ge-AOM est de l’ordre de 13 ps a` l’heure actuelle [126]. Nous pouvons cepen-
dant mentionner que des AOPDF a` haute re´solution spectrale dans le moyen
infrarouge, offrant une feneˆtre temporelle d’environ 20 ps, sont en cours de mise
au point par la socie´te´ FASTLITE et ont commence´ a` eˆtre caracte´rise´s au LOB
durant ce travail de the`se. De tels outils sont tre`s prometteurs, en particu-
lier parce que la possibilite´ de controˆler la CEP de chaque impulsion permet
d’e´laborer des protocoles de cyclage de phase, qui sont des outils tre`s puissants
pour isoler le signal issu d’un chemin de cohe´rence Ri parmi de multiples autres
[103]. En outre, un grand avantage des AOPDFs serait que le montage contien-
drait sensiblement moins de pie`ces me´caniques qu’un montage de spectroscopie
bidimensionnelle traditionnel ou faisant appel au fac¸onneur de Zanni.
En conclusion, la mise au point de ces protocoles de cyclage de phase me`ne
a` re´aliser des expe´riences de spectroscopie non-line´aire optique comple`tement
analogue aux expe´riences de RMN multidimensionnelle. En outre, un grand
avantage des fac¸onneurs est e´galement que de´lai et phase sont re´gle´s de manie`re
absolue, et qu’il n’y a pas besoin de de´couper le proble`me en mesure de varia-
tion de de´lai, puis mesure de l’origine des de´lais. Toutefois, ces fac¸onneurs ne
proposant pas encore une re´solution spectrale suffisante, nous avons choisi une
autre technique pour construire notre expe´rience.
5.2.2 La mesure du de´lai par interfe´rome´trie spectrale
Une technique puissante fournissant imme´diatement le de´lai entre deux im-
pulsions est le traitement FTSI des franges d’interfe´rences spectrales associe´es.
Les premie`res expe´riences rigoureuses de spectroscopie bidimensionnelle dans le
domaine temporel mesuraient, en ge´ome´trie BOXCARS, les deux de´lais utiles
(τ entre les deux impulsions de pompe, et tLO entre l’impulsion de sonde et l’im-
pulsion d’homodynage), selon la proce´dure explique´e dans la figure 5.3 [90, 61] :
Cette me´thode est bien entendu capable de mesurer le de´lai absolu entre deux
impulsions. Mais pour mesurer la variation du de´lai entre deux impulsions avec
la meilleure pre´cision, il faut effectuer la diffe´rence entre deux mesures de phase
spectrale diffe´rentielle. Ceci permet de ne garder qu’un terme rigoureusement
line´aire (la diffe´rence des deux mesures diffe´rentielles permettant d’e´liminer les
termes d’ordre supe´rieur dans le de´veloppement de Taylor de la phase spectrale),
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Figure 5.3 – Rappel : en ge´ome´trie BOXCARS, les trois impulsions de pompe
(a,b,c) sont non-coline´aires : ceci implique que le champ signal et les impulsions
de pompe peuvent eˆtre spatialement se´pare´es. Tandis que le signal (et l’impul-
sion d’homodynage t) est injecte´, a` la sortie de l’e´chantillon (S), dans une fibre
(SF) couple´ a` un spectrome`tre, les impulsions a et b sont collecte´es par une
lentille dans une autre fibre (CF) et les franges spectrales sont image´es sur une
autre ligne CCD du meˆme spectrome`tre. Extrait de [61]
dont la pente vaut la variation du de´lai. Ce proce´de´ a abouti a` une pre´cision
de 40 as de mesure du de´lai relatif entre deux impulsions, soit une pre´cision
intrinse`que de pi33 [61], et a e´te´ de´montre´ pour des spectre centre´es en 800 nm.
Le principal inconve´nient de cette technique est qu’elle limite l’intervalle de
balayage, donc la re´solution spectrale, a` la re´solution du spectrome`tre qui ne
re´soudra plus les franges spectrales si T2pi > δω ou` T est le de´lai entre deux
impulsions et δω est la re´solution du spectrome`tre.
5.2.3 La mesure du de´lai τ par interfe´rome´trie temporelle
Pour mesurer le de´lai introduit par un interfe´rome`tre, une solution couram-
ment adopte´e exploite l’interfe´rome´trie temporelle : la somme de deux champs
monochromatiques issus de l’interfe´rome`tre fournit un signal oscillant en fonc-
tion du de´lai, collecte´ par un de´tecteur monocanal. Pour obtenir un champ
monochromatique, on peut, au choix, superposer un autre laser, monochroma-
tique, a` l’impulsion infrarouge, ou bien se´lectionner une longueur d’onde infra-
rouge a` l’aide d’un monochromateur [73, 27]. Il est fre´quemment fait appel a` un
laser HeNe continu, coline´aire a` l’infrarouge, et qui passe donc par le meˆme in-
terfe´rome`tre. L’inte´reˆt d’utiliser ce dernier re´side avant tout dans le choix d’une
longueur d’onde beaucoup plus petite (633 nm), qui fournit une mesure plus
pre´cise du de´lai relatif introduit. En contrepartie, le comportement des optiques
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pour des longueurs d’onde aussi diffe´rentes peut eˆtre tre`s diffe´rent et consti-
tuer un obstacle a` cette solution. Dans toute la suite, nous utiliserons un laser
monochromatique co-propageant HeNe, de pulsation de´signe´e par ω0.
De manie`re ge´ne´rale, l’intensite´ mesure´e par une photodiode s’e´crit, a` la
sortie de l’interfe´rome`tre :
I(t) = 2I0 ·
[
1 + cos
(
ω0τ(t)
)]
(5.6)
Ou` τ(t) est le de´lai introduit par l’interfe´rome`tre en fonction du temps. L’e´cri-
ture de l’intensite´ met en lumie`re la de´licatesse du proble`me : tant que le de´lai ne
s’approche pas d’un extremum, le signal collecte´ est bijectif en τ . Mais de`s lors
que le de´lai varie de plus d’une demi-frange (c’est-a`-dire λ2 ), il est impossible, a
priori, de de´terminer le de´lai a` l’aide de ce seul signal.
Ebauche d’une solution
Depuis le signal oscillant de la photodiode, il est possible de mettre au point
des proce´dures de verrouillage de τ lors de la mesure. En effet, a` condition
d’ope´rer au voisinage d’un noeud (τ ∝ piω0 ) et de rester dans un intervalle plus
petit qu’une demi-frange, le signal de la photodiode est bijectif en τ . L’approche
(a) Verrouillage du de´lai dans un voisi-
nage ou` le signal est bijectif : pour une
mesure i la valeur de la tension donne
la position.
(b) De´marche pour l’acquisition d’un
spectre bidimensionnel : la mesure a`
un de´lai voulue effectue´e, le moteur
bouge tre`s pre´cautionneusement jus-
qu’au prochain point de verrouillage
de´tecte´ par les franges temporelles du
laser HeNe (extrait de [156])
expe´rimentale est alors la suivante : parvenu au de´lai τ souhaite´, on branche une
re´tro-action rapide (un pie´zo-e´lectrique) qui asservit l’interfe´rome`tre a` sa posi-
tion de verrouillage. Une fois la mesure effectue´e, on de´branche la re´tro-action,
et on bouge avec pre´caution le moteur re´glant l’interfe´rome`tre jusqu’a` atteindre
le point de verrouillage suivant [120, 156]. Cette me´thode, la plus simple qui per-
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mette de stabiliser l’interfe´rome`tre durant une acquisition, est en re´alite´ de´licate.
En effet, lors du mouvement du moteur, la re´tro-action est de´branche´e, et rien
n’assure que la de´tection du prochain point de verrouillage n’est pas fausse´e
par les fluctuations de chemin optique (saut du moteur, courant d’air etc).
Pour se pre´munir de cela, il faut limiter au maximum ces fluctuations : les in-
terfe´rome`tres sont alors compacte´s et enferme´s dans des boˆıtes qui les prote`gent
des courants d’air, et les moteurs utilise´s sont choisis de tre`s bonne qualite´. Un
autre inconve´nient est que la proce´dure impose d’asservir le de´lai autour de po-
sitions ou` le signal I(t) est bijectif : on n’a donc pas le choix des points ou` on
verrouille le de´lai. A l’aide de cette technique employant un laser co-propageant
de pe´riode 2.11 fs, des mesures e´chantillonne´es selon τ avec un pas de 1.06 fs et
avec une pre´cision d’asservissement de 10 as ont e´te´ re´alise´es, soit une pre´cision
intrinse`que de pi100 . Ne´anmoins, l’intervalle ∆τ balaye´ est limite´ a` quelques pi-
cosecondes, la mesure d’un spectre devenant tre`s longue. Une autre technique
[121] consiste a` construire un montage de telle sorte que les fluctuations de de´lai
pour les quatre impulsions implique´es se compensent au niveau de la de´tection :
on s’assure ainsi de la stabilite´ du signal interfe´rome´trique en terme de contraste
de franges, mais pas des de´lais τ et t.
Techniques de mesure en continu du de´lai absolu de l’interfe´rome`tre
Nous allons maintenant aborder des techniques exactes de mesure du de´lai
entre deux impulsions. En re´alite´, l’inde´termination dans la de´termination de
τ(t) a` partir du signal I(t) vient du fait que la photodiode ne mesure que la
partie re´elle d’un signal complexe
I(t) = <[eiω0τ(t)] (5.7)
Pour lever l’inde´termination du syste`me, il faut disposer du signal complexe
eiω0τ(t), c’est-a`-dire des deux quadratures du signal. Cela revient d’ailleurs a`
trouver le sens de variation de τ(t) puisque la quadrature retard d’un signal
complexe unitaire correspond a` sa valeur a` un instant  infinite´simal  sui-
vant (pour un laser monochromatique). Les solutions que nous pre´sentons par
la suite ont toutes pour objectif d’obtenir expe´rimentalement deux e´quations
inde´pendantes en τ .
Utilisation de la polarisation pour obtenir deux quadratures Un moy-
en inge´nieux est d’utiliser le degre´ de liberte´ offert par la polarisation [13, 57] :
dans l’un des deux bras de l’interfe´rome`tre HeNe, on place une lame λ4 dont
l’axe neutre est coline´aire a` la polarisation du laser. De plus on ajoute, avant
l’interfe´rome`tre et sur le trajet HeNe, une lame de phase λ2 a` 45
◦ de la polarisa-
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tion (commune) des deux lasers. L’ensemble du montage est sche´matise´ dans la
figure 5.4. Ce montage impose alors que le laser de spectroscopie ne voit qu’une
lame de phase sans effet, tandis que la polarisation du laser HeNe devient circu-
laire. Ainsi, la de´tection se´pare´e des deux polarisations fournit instantane´ment
la quadrature du signal I(τ). En utilisant ce proce´de´ , il est possible de parvenir
HeNe
Figure 5.4 – Obtention du signal interfe´rome´trique et de sa quadrature en
utilisant une polarisation HeNe circulaire (extrait de [12])
a` une stabilisation des franges temporelles du laser HeNe a` pi10 de stabilite´, soit
130 as, ce qui satisfait aux exigences de l’expe´rience [12, 57]. Il y a toutefois
une difficulte´ expe´rimentale, dans l’infrarouge, a` ce proce´de´. En effet, il est dif-
ficile de garantir que la lame λ2 induise un de´phasage re´ellement nul pour des
longueurs d’onde aussi diffe´rentes que 0.633 et 5µm. Pour reme´dier a` ce dernier
proble`me, une solution peut eˆtre alors d’arranger l’expe´rience pour que les tra-
jets du laser HeNe et celui des impulsions soient de´cale´s en hauteur (de 2 cm
par exemple [57]), ce qui complexifie le montage.
Utilisation des interfe´rences spatiales pour obtenir deux quadratures
Une autre fac¸on d’obtenir deux signaux inde´pendants a` partir d’un de´lai τ est
d’utiliser les interfe´rences spatiales entre deux impulsions, lorsqu’elles ne sont
pas coline´aires. En e´chantillonnant judicieusement les franges d’interfe´rences
spatiales cre´e´es par deux impulsions non-coline´aires, il est possible d’obtenir
deux signaux en quadrature contenant le de´lai entre ces impulsions. Cette tech-
nique a e´te´ imple´mente´e dans une expe´rience en ge´ome´trie BOXCARS [146] : les
franges spatiales entre les deux impulsions de pompe d’une part, et entre l’impul-
sion de sonde et l’impulsion d’homodynage d’autre part, sont collecte´es sur deux
barrettes de de´tecteurs. Le grandissement des syste`mes de franges est re´gle´e par
une lentille, ce qui permet d’optimiser l’e´chantillonnage des deux syste`mes de
franges (cf figure 5.5). Pour chaque couple d’impulsions, deux signaux en qua-
dratures sont extraits, menant a` τ et a` tLO. Avec cette me´thode particulie`rement
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Figure 5.5 – Les franges spatiales entre les impulsions 1 et 2 (de´lai τ), et
3 et 4 (de´lai tLO) sont chacunes image´es sur une barette de de´tecteurs. Pour
chaque syste`me de franges, le grandissement est re´gle´ de fac¸on a` e´chantillonner
exactement une frange en 4 points de´phase´s de pi2 (extrait de [146]).
e´le´gante, une pre´cision de la mesure du de´lai relatif de pi32 pour la longueur d’onde
du laser HeNe λ = 633 nm, a e´te´ atteinte pour des expe´riences BOXCARS [146],
soit une pre´cision en de´lai de 33 as : en termes de longueur d’onde infrarouge a`
5µm, ceci revient a` une pre´cision de pi250 . Ceci respecte parfaitement le cahier des
charges ne´cessaires pour mesurer des spectres de corre´lation, en terme d’exac-
titude de mesure de de´lai. Cependant, elle ne´cessite de se placer en ge´ome´trie
non-coline´aire, et est donc incompatible avec une expe´rience de spectroscopie
en ge´ome´trie pompe-sonde.
Modulation du signal en phase a` l’aide d’un pie´zo-e´lectrique Une
autre fac¸on de retrouver la quadrature retard est de moduler en phase le signal
de la photodiode en faisant osciller tre`s vite un bras de l’interfe´rome`tre [86].
Expe´rimentalement, un pie´zo-e´lectrique vibre sinuso¨ıdalement a` la fre´quence
de 2 kHz avec une amplitude de modulation de λ04 . Le signal collecte´ par la
photodiode devient alors :
I(t) = 2I0 + cos
[ω0
c
δl(t) +
pi
2
cos(ωpt)
]
(5.8)
La de´modulation exacte d’un signal module´ par une phase sinuso¨ıdale est com-
plique´e et fait appel aux fonctions de Bessel. Il est possible toutefois de mettre
au point une proce´dure approche´e permettant de retrouver δl(t) en continu.
Ce traitement a aboutit a` une pre´cision de mesure du de´lai interfe´rome´trique
de 20 nm (soit 130 as), soit pi8 pour la longueur d’onde du laser HeNe utilise´
pour imple´menter la me´thode : ramene´ en unite´ de frange infrarouge, cette
me´thode fournit une pre´cision de pi64 , ce qui est e´galement excellent. Cependant,
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cette proce´dure est parfois instable et est sensible aux vibrations me´caniques
dans la salle. Il est probable que ceci provienne d’une fre´quence de modulation
me´canique de 2 kHz trop lente.
Mesure en continu du de´lai relatif de l’interfe´rome`tre
Principe de la me´thode La technique que nous avons employe´e est remar-
quable par sa simplicite´ et ne ne´cessite aucun ajout a` l’expe´rience, comme une
lame de phase. Le principe peut eˆtre re´sume´ ainsi : si, durant une acquisition,
on impose au moteur une vitesse suffisante pour que, malgre´ les fluctuations de
chemin optique (vibrations des montures, fluctuations de la vitesse du moteur,
courants d’air etc), le de´placement de l’interfe´rome`tre ait toujours lieu dans la
meˆme direction, alors l’ambigu¨ıte´ au sujet du sens du de´placement est leve´e.
En re´sume´, au lieu de bouger les moteurs tre`s lentement pour ne pas perdre la
position, nous allons au contraire les de´placer vite. Si v0 est la vitesse moyenne
du moteur, le signal prend alors la forme :
I(t) = 2I0 + cos
(ω0
c
[
v0 · t+ δl(t)
])
(5.9)
ou` δl(t) est la variation du chemin optique comprenant les fluctuations de la
vitesse du moteur. Il s’agit en fait d’un dispositif de modulation en phase : la
porteuse, cos(ω0c v0t), est module´e par le signal δl(t). La condition ne´cessaire et
suffisante pour de´moduler correctement un signal module´ en phase par trans-
forme´e de Fourier est que les pics centre´s en ±v0 ne se recouvrent pas. Il a
e´te´ observe´ que ces pics sont principalement e´largis par les fluctuations de vi-
tesse du moteur, et cela a conduit a` une vitesse minimale de v = 0.15 mm.s−1
pour utiliser cette technique. Lorsque cette condition est remplie, il suffit de
se´lectionner la partie analytique des franges temporelles en feneˆtrant le signal
dans le domaine de Fourier (cf Figure 5.6). La phase lisse´e de la partie analy-
tique donne ensuite directement la mesure de l(t) = v0t+ δl(t), et donc du de´lai
τ(t) = 2 · l(t)c . Dans la figure 5.6 est repre´sente´ le feneˆtrage dans l’espace de
Fourier du signal d’interfe´rome´trie temporelle. A la vitesse employe´e lors de ce
balayage (0.15 mm.s−1), les pics sont peu e´loigne´es de la fre´quence nulle, ce qui
oblige a` programmer un filtre hypergaussien d’ordre e´leve´e, ici d’ordre 8, pour
se´lectionner correctement le terme cherche´. Il est en ge´ne´ral souhaitable qu’une
fonction de filtrage hypergaussienne soit d’un ordre infe´rieur a` 10 afin d’e´viter
des oscillations parasites [48].
Cette technique est une technique courante dans beaucoup d’interfe´rome`tres
infrarouges et est aussi appele´e  rapid scanning . Elle a par ailleurs e´te´ uti-
lise´e dans le premier spectrome`tre bidimensionnel en ge´ome´trie pompe-sonde
[27]. Dans cette expe´rience, un monochromateur se´lectionne une composante
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Figure 5.6 – En bleu, module de la transforme´e de Fourier des franges tem-
porelles du laser HeNe lors d’un balayage de 20ps infrarouge pour une vitesse
commande´e de v = 0.15mm.s−1. En rouge, se´lection de la partie analytique a`
l’aide d’une hypergaussienne d’ordre 8 centre´e sur la vitesse moyenne.
du spectre moyen-infrarouge, et mesure le de´lai entre les deux impulsions de
pompe a` l’aide de cette proce´dure. La pre´cision atteinte sur la mesure des de´lais
relatifs est de λ100 pour λ = 5µm (soit une pre´cision de la me´thode de
pi
25 pour la
longueur d’onde infrarouge, et en de´lai de 330 as), ce qui permet de re´ve´ler des
pics antidiagonaux correctement dans le spectre bidimensionnel. Cette pre´cision
reste insuffisante dans notre cas de spectroscopie de corre´lation, mais l’emploi de
cette technique avec un laser HeNe, de longueur d’onde plus petite, nous permet
d’atteindre une pre´cision sensiblement meilleure que nous allons caracte´riser.
Mesure de la pre´cision de mesure de la variation du de´lai τ Afin de
caracte´riser la pre´cision de la me´thode, nous avons compare´ les de´lais relatifs
mesure´s par les franges temporelles du laser HeNe avec les de´lais absolus me-
sure´s par interfe´rome´trie spectrale entre deux impulsions de spectre centre´ en
800nm (cf Figure 5.7). Bien e´videmment, l’origine des de´lais a e´te´ de´termine´e a`
la main pour cette comparaison. Les donne´es ont e´te´ collecte´es pour un balayage
de l’interfe´rome`tre a` la vitesse v0 = 0.05mm.s
−1, ou` les pics de la Transforme´e
de Fourier des franges temporelles sont tout juste se´pare´s. En de´finitive, la
mesure des de´lais relatifs assure une pre´cision de l’ordre de 60as, c’est-a`-dire
presqu’aussi bien que les techniques utilisant les deux quadratures du signal
interfe´rome´trique (33as, [146]). L’unique contrainte impose que la vitesse du
moteur soit assez e´leve´e, ce qui va dans le sens de la construction d’un spec-
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Figure 5.7 – Comparaison des de´lais mesure´s par les franges spectrales du
800nm et du de´lai mesure´ par les franges temporelles du laser HeNe pour l’in-
tervalle de de´lai [4 6]ps. L’e´cart-type de cette distribution est infe´rieur a` 55as.
trome`tre bidimensionnel rapide.
Comparaison des diffe´rentes me´thodes Le pre´sent paragraphe propose
un re´capitulatif de diffe´rentes me´thodes employe´es pour mesurer la variation
du de´lai entre deux impulsions. Ces me´thodes ont e´te´ mises au point dans des
domaines de longueurs d’onde parfois tre`s diffe´rents. Aussi tenterons-nous de
dissocier une comparaison de la pre´cision de ces me´thodes (et de la qualite´ de
l’expe´rience), mesure´e en termes de phase pour la longueur d’onde conside´re´e,
d’une comparaison de mesure du de´lai optique relatif, ce qui traduit l’avantage
d’ope´rer avec des longueurs d’onde plus courtes, a` me´thode e´quivalente. Les
re´sultats sont re´sume´s dans le tableau 5.2.3.
me´thode pre´cision pre´cision
(rad) (as)
FTSI a` 800nm pi33 40as
Quadrature : polarisation a` 800nm pi10 130as
Quadrature : interfe´rences spatiales a` 633nm pi32 33as
Quadrature : modulation me´canique a` 633nm pi8 130as
Balayage rapide a` 5µm pi25 330as
Balayage rapide a` 633nm pi17 60as
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Ce tableau ne refle´tant rien des contraintes expe´rimentales lie´es a` l’imple´men-
tation de chacune de ces techniques, un deuxie`me tableau 5.2.3 dresse un
re´capitulatif des caracte´ristiques essentielles pour chacune de ces me´thodes.
me´thode mate´riel remarques
FTSI a` 800nm spectrome`tre dynamique
temporelle limite´e
Quadrature : polarisation diode simple
a` 800nm lame de phase
Quadrature : interfe´rences diodes ge´ome´trie BOXCARS
spatiales a` 633nm objectif
Quadrature : modulation pie´zo-e´lectrique instable
me´canique a` 633nm diode aux vibrations
Balayage rapide monochromateur vitesse moyenne
a` 5µm MCT monocanal minimale
Balayage rapide diode vitesse moyenne
a` 633nm minimale
En conclusion, nous avons choisi d’imple´menter une me´thode simple, robuste,
peu one´reuse et de pre´cision de mesure de 60 as, ce qui respecte entie`rement
le cahier des charges de 100 as pour ce qui est de la mesure de variation du
de´lai τ de l’interfe´rome`tre. L’inconve´nient de cette me´thode est que l’on perd
l’information sur le de´lai de l’interfe´rome`tre de`s que le sens de de´placement du
moteur change. Il faut donc adjoindre a` cette me´thode une autre qui permette
de synchroniser les passages successifs, c’est-a`-dire qui mesure le de´lai nul de l’in-
terfe´rome`tre pour chaque balayage de l’intervalle ∆τ . Cette deuxie`me mesure
doit obe´ir au meˆme crite`re de pre´cision de 100 as.
5.3 De´termination du de´lai τ nul et de la diffe´-
rence de CEP
A l’issue du traitement d’un balayage par la proce´dure nume´rique pre´ce´dente,
l’expe´rimentateur dispose d’une carte bidimensionnelle e´chantillonne´e S(τ, t) qui
s’e´crit :
S(τ, ωt) = R
(3)(τ − dτ0, T, ωt)eiδφ (5.10)
Ou` chaque de´lai τ est connu a` 70 as de pre´cision en relatif, et a` une ori-
gine des de´lais dτ0 pre`s. Il reste donc a` de´terminer le de´lai nul ainsi que le
de´phasage constant δφ duˆ au de´se´quilibre de l’interfe´rome`tre des impulsions de
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pompe. Cette double de´termination constitue la proble´matique de cette partie
et, d’ailleurs, constitue la majeure difficulte´ de la spectroscopie bidimensionnelle.
Il est possible de de´terminer le de´lai nul entre deux impulsions avec une ex-
cellente pre´cision en utilisant a` la fois la syme´trie du signal et l’interfe´rome´trie
spectrale (ce qui conduit a` une pre´cision de 60 as, obtenue au bout de 2h de cali-
bration [61]), cependant il faudrait pour cela disposer d’un dispositif qui collecte
le signal d’interfe´rence spectrale en paralle`le : il faudrait donc un deuxie`me spec-
trome`tre, ou collecter ces franges sur une autre portion du tableau de capteurs
de notre spectrome`tre imageur, ce qui est ici impossible si l’on veut satisfaire
a` la condition de collecte des spectres a` la fre´quence de 1 kHz puisqu’il faut
se contenter de n’utiliser que 20 lignes du tableau de de´tecteurs CCD. Cette
premie`re solution ne sera donc pas utilise´e. Par ailleurs, la de´termination de dτ0
peut eˆtre effectue´e en optimisant un signal de ge´ne´ration de seconde harmo-
nique dans un cristal de AgGaS2, puisque l’intensite´ du signal est alors lie´e au
recouvrement temporel des impulsions. Cette me´thode aboutit a` une pre´cision
de l’ordre de quelques femtosecondes [73], ce qui est insuffisant pour atteindre
notre objectif. En outre, ces deux techniques n’offrent pas la possibilite´ de mesu-
rer δφ et il faut alors inclure une e´tape de traitement nume´rique supple´mentaire
pour de´terminer cette quantite´.
En fait, l’approche usuelle est une proce´dure nume´rique, post-expe´rimentale,
appele´  phasing. Ce proce´de´ ne´cessite l’acquisition d’un spectre pompe-sonde
de re´fe´rence avec un excellent rapport signal-sur-bruit, en plus du spectre bi-
dimensionnel, et consiste en une e´tape nume´rique post-expe´rimentale de mi-
nimisation de l’erreur quadratique entre ce spectre de re´fe´rence et un spectre
1D extrait du spectre bidimensionnel. Dans un premier temps sera donc ex-
pose´e cette me´thode standard, avec une ame´lioration qui y a e´te´ apporte´e pour
ame´liorer sa pre´cision lorsque celle-ci est insuffisante pour obtenir des spectres
de tre`s bonne qualite´.
La me´thode que nous avons mise au point permet de de´terminer le de´lai nul
de l’interfe´rome`tre avec une pre´cision infe´rieure a` ±100 as et le de´phasage δφ
avec une pre´cision d’environ ±0.04 rad, ce qui satisfait au cahier des charges
impose´ par la spectroscopie bidimensionnelle de corre´lation (c’est-a`-dire, prati-
quement, l’e´tude par spectroscopie bidimensionnelle de la forme des taches de
re´sonance). Cette me´thode reprend, dans un premier temps, le principe d’une
technique employe´e auparavant [27, 57], a` laquelle nous avons ajoute´ une contri-
bution originale qui permet d’en ame´liorer la pre´cision. Si le principe de la
me´thode, qui repose sur l’utilisation d’un interfe´rogramme, n’est donc pas nou-
veau, un raffinement ine´dit base´ sur une proce´dure ite´rative y a e´te´ apporte´,
qui permet d’atteindre de telles performances au cours d’un traitement ite´ratif
des balayages de l’intervalle ∆τ : ceci permet de passer d’une de´termination du
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de´lai nul dτ0 a` une pre´cision de l’ordre de ±1 fs a` une pre´cision potentielle de
±100 as. Enfin, l’inte´reˆt de ces me´thodes est d’e´galement parvenir a` une mesure
du de´phasage δφ, et de ne pas imposer l’acquisition d’un spectre pompe-sonde
de re´fe´rence, en plus du spectre bidimensionnel.
5.3.1 Le  phasing  : Technique de de´termination indi-
recte par comparaison avec un spectre pompe-sonde
D’un e´chantillonnage de S(τ, ωt) en τ a` un autre, l’interfe´rome`tre n’est
pas modifie´, aussi les mesures sont affecte´es du meˆme de´phasage absolu δφ.
A l’issue d’une expe´rience ou` la de´termination du de´lai nul de l’interfe´rome`tre
est fausse´e d’une valeur dτ0, l’expe´rimentateur re´colte les donne´es sur un axe
S(τ − dτ0, ωt) · eiδφ. Typiquement, ce biais expe´rimental dτ0 est au mieux de
l’ordre de quelques femtosecondes lorsqu’on de´termine le de´lai nul d’un in-
terfe´rome`tre par les techniques pre´ce´dentes, ce qui est insuffisant pour e´tudier
la forme des taches.
Le the´ore`me de projection
Rappelons le lien entre spectre bidimensionnel complexe et spectre pompe-
sonde. Si on effectue une expe´rience en ge´ome´trie BOXCARS, le champ rayonne´
E(3)(t) vaut, si l’on se place dans le cas de l’approximation impulsionnelle, la
fonction SR(τ, ωt)si τ > 0 ou SNR(τ, ωt) si τ < 0. Dans le cas de la ge´ome´trie
pompe-sonde, le champ rayonne´ vaut S(τ, ωt) = SR(|τ |, ωt) + SNR(−|τ |, ωt).
D’autre part, un spectre pompe-sonde n’est rien d’autre que la mesure de
la partie re´elle du terme interfe´rome´trique entre le champ de sonde et le champ
non-line´aire rayonne´ d’ordre 3, dans le cas ou` les deux impulsions de pompe
sont confondues. Autrement dit, un spectre pompe-sonde mesure le terme d’in-
terfe´rence entre le champ E(3)(τ = 0, ωt) = E
(3)
R (τ = 0, ωt) +ENR
(3)(τ = 0, ωt)
et le champ de sonde, et le the´ore`me de projection stipule [61] :
<(E∗s (ωt) · ∫ dωτS(ωτ , ωt)) = ∆I(ωt) (5.11)
Ou` ∆I(ωt) est le spectre pompe-sonde habituel.
Ecrivons la fonction re´ponse de la ge´ome´trie pompe-sonde (S = SR + SNR)
sous la forme S = S1 + iS2. En tenant compte des modulations de phase issues
de l’inde´termination du de´lai nul, dτ0, et de δφ, la re´ponse expe´rimentale (qui
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ne´cessite deux expe´riences dans le cas de la ge´ome´trie BOXCARS) s’e´crira :
S(ωτ , ωt) = S
′
1(ωτ , ωt) + iS
′
2(ωτ , ωt) (5.12)
S′1(ωτ , ωt) = S1(ωτ , ωt) cos(φ+ ωτdτ0)− S2(ωτ , ωt) sin(φ+ ωτdτ0) (5.13)
S′2(ωτ , ωt) = S1(ωτ , ωt) sin(φ+ ωτdτ0) + S2(ωτ , ωt) cos(φ+ ωτdτ0) (5.14)
(5.15)
Ainsi, un biais en phase et/ou en de´lai provoque le meˆme phe´nome`ne de me´lange
de partie re´elle et imaginaire d’un signal complexe, responsable d’une distorsion
des taches de re´sonance dans les spectres bidimensionnels, et appele´  phase-
twist .
Dans la proce´dure habituelle, le biais dτ0 et le terme de de´phasage δφ
sont corrige´s apre`s l’expe´rience en ajustant deux parame`tres a et b tel que∫
S(ωτ , ωt) · ei(ωτa+b) ressemble au mieux (au sens de l’erreur quadratique) au
spectre pompe-sonde de re´fe´rence, mesure´ au cours d’une autre expe´rience (cf
Figure 5.8). Cette proce´dure standard de  phasing permet en particulier d’at-
teindre une pre´cision de infe´rieure a` la femtoseconde lorsque le rapport signal-
sur-bruit de l’expe´rience est suffisamment bon, ce qui est une pre´cision suffisante
pour nombre d’applications de la spectroscopie bidimensionnelle [61, 6]. Sur la
figure 5.8 est repre´sente´ un spectre pompe-sonde et la projection de la partie
re´elle d’un spectre bidimensionnel (en pointille´), corrige´ avec cette proce´dure
des modulations de phase issues d’une impre´cision en de´lai et en phase.
Quelques anne´es plus tard (en 2004), l’e´quipe de Michael Fayer a propose´
une ame´lioration de cette proce´dure d’ajustement nume´rique en y ajoutant une
contrainte qui permet d’ame´liorer la pre´cision de la calibration et d’obtenir des
spectres bidimensionnels de meilleure qualite´, ce qui est une condition ne´cessaire
pour l’e´tude de la forme des taches (et non plus seulement l’apparition et la posi-
tion des taches). Comme une impre´cision en phase ou en de´lai n’a pas d’influence
sur la position des pics de la valeur absolue du spectre, cette contrainte stipule
que la position des pics de la valeur absolue du spectre bidimensionnel doit eˆtre
la meˆme que la position des pics de la partie re´elle du spectre bidimensionnel.
En cherchant alors de´lai nul et phase de l’interfe´rome`tre tels que l’erreur qua-
dratique entre spectre pompe-sonde et projection du spectre bidimensionnel re´el
selon l’axe ωτ soit minimale, et tels que ce crite`re soit ve´rifie´, on ame´liore alors
la de´termination de ces deux grandeurs, pour aboutir a` une pre´cision de 100
as et environ 0.04 rad ne´cessaires pour l’examen, fin, de la forme des taches de
re´sonance [4]. Notons qu’une proce´dure assez similaire a e´te´ e´galement mise au
point en 2003 dans l’e´quipe d’Andre¨ı Tokmakof [73]. Cette proce´dure a e´te´ mise
au point pour des expe´riences de spectroscopie bidimensionnelle en ge´ome´trie
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Figure 5.8 – Proce´dure de de´termination du de´lai nul et de la phase φ par
ajustement de la projection d’un spectre absorptif a` un spectre pompe-sonde
(extrait de [61]). Le spectre en pointille´ est le spectre pompe-sonde de re´fe´rence,
acquis au cours d’une autre mesure, le spectre continu est le spectre pompe-
sonde extrait du spectre bidimensionnel dont on a de´termine´ le de´lai nul et le
de´phasage constant par la proce´dure de  phasing . Au milieu (translate´e de
0.5) est repre´sente´e la diffe´rence entre les deux spectres diffe´rentiels.
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BOXCARS et est aujourd’hui employe´e pour l’e´tude de spectres bidimensionnels
absorptifs en ge´ome´trie BOXCARS [112, 2].
L’inconve´nient de cette proce´dure, ame´liore´e ou non par le raffinement de
Fayer, est, d’une part, qu’il faut re´aliser une deuxie`me mesure, celle d’un spectre
pompe-sonde de re´fe´rence, mesure qui peut eˆtre d’autant plus longue qu’on sou-
haite un bon rapport signal-sur-bruit puisque ce dernier de´termine la pre´cision
de la me´thode, et, d’autre part, d’imposer un traitement nume´rique post-expe´ri-
mental a` base d’optimisation non-line´aire.
5.3.2 De´termination du de´lai nul et du de´phasage cons-
tant de l’interfe´rome`tre par auto-corre´lation tem-
porelle
La proce´dure que nous avons utilise´e de´termine ces deux grandeurs, dτ0 et
δφ, a` partir de l’interfe´rogramme des deux impulsions infrarouges de pompe,
enregistre´ par un de´tecteur monocanal MCT sur la deuxie`me sortie de l’in-
terfe´rome`tre de Mach-Zehnder. A la sortie de l’interfe´rome`tre re´gle´ a` un de´lai
τ , le de´tecteur fournit un signal inte´gre´ fonction de τ qui s’e´crit :
I(τ) =
∫ ∞
0
(E1(t) + E2(t− τ))2dt (5.16)
Les champs E1 et E2 sont identiques a` l’entre´e de l’interfe´rome`tre (unique champ
E), et sont de´phase´s d’une quantite´ constante δφ a` sa sortie. La partie in-
terfe´rome´trique complexe C(ω) de ce signal s’e´crit :
C(ωτ ) = |E1(ωτ )|2 · ei(ωττ+δφ) (5.17)
En ajustant la phase spectrale de C(ωτ ) a` l’aide d’un polynoˆme d’ordre 1, il est
alors possible de de´terminer le de´lai entre les deux impulsions et le de´se´quilibre
de phase constant de l’interfe´rome`tre.
Durant un balayage i, on collecte les donne´es sur un axe quasi-re´gulier xi,
constitue´ de points j, {xi}j , et dont l’origine des temps est inconnue. La premie`re
e´tape, comme on emploie l’algorithme FFT pour calculer la transforme´e de
Fourier, est d’interpoler le signal de corre´lation sur un axe x′i, qui est un axe
re´gulier construit a` partir des points xi. En appliquant ensuite le traitement
de Fourier mentionne´ ci-dessus, on mesure l’intervalle dτ0i entre le de´lai nul
de l’interfe´rome`tre et l’origine des temps de l’axe x′i : on soustrait ensuite la
valeur trouve´e a` l’axe xi. L’axe xi − dτ0i est alors un axe correspondant au
de´lai de l’interfe´rome`tre. La proce´dure de´termine l’origine de l’axe des temps
xi sans manipuler les spectres expe´rimentaux (cf Figure 5.9). Nous pouvons
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Figure 5.9 – Traitement du signal MCT pour retrouver le de´lai nul. (0) In-
terfe´rogrammes interpole´s sur un axe des temps relatifs re´guliers et syme´trise´s
x′i, issu des de´lais xi de´code´s par le HeNe. (1) Feneˆtrage du signal MCT par
une hypergaussienne d’ordre 6, de largeur a` mi-hauteur 650 fs. (2) Mesure de
la pente de la phase spectrale par ajustement avec un polynoˆme d’ordre 1. (3).
Interfe´rogrammes bruts repre´sente´s sur l’axe des de´lais relatifs, corrige´ du de´lai
ajuste´ : l’axe xi − dτ0i est l’axe des de´lais physiques de l’interfe´rome`tre.
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remarquer que deux re´pliques de l’impulsion, retarde´es d’environ 25 ps et de 28
ps, fournissent deux interfe´rogrammes en plus de l’interfe´rogramme principal.
En conse´quence, au cours de la proce´dure A, l’interfe´rogramme est feneˆtre´ par
une feneˆtre hypergaussienne d’ordre 6 et de largeur a` mi-hauteur 650 fs, afin
d’e´liminer ces contributions. Ce feneˆtrage permet par ailleurs de limiter l’effet du
bruit en intensite´ du laser sans dommage pour le signal utile, puisque le support
temporel de ce dernier est strictement inclus dans la feneˆtre hypergaussienne.
Dans toute la suite, nous appellerons proce´dure A ce traitement nume´rique.
Celle-ci a e´te´ re´cemment utilise´e pour la de´termination du de´lai nul et du
de´phasage d’un interfe´rome`tre dans les spectrome`tres bidimensionnels en ge´ome´-
trie pompe-sonde. Dans le premier cas recense´ dans la litte´rature, le de´lai nul est
de´termine´ a` une pre´cision meilleure qu’une frange (soit environ quelques fem-
tosecondes), ce qui s’est ave´re´ insuffisant et a ne´cessite´ une deuxie`me e´tape de
 phasing  traditionnel [27]. Dans le deuxie`me cas pre´sent dans la litte´rature,
la proce´dure A est effectue´e non en ajustant la phase spectrale a` l’aide d’un
polynoˆme, mais testant le meilleur de´lai, parmi une liste discre`te de de´lais de
pas 2.11 fs, tel que la pente de la phase spectrale soit minimale. En de´finitive, le
de´lai nul est de´termine´e avec une pre´cision de ±1.05 fs [57]. Ces deux techniques
ont e´te´ utilise´es pour l’e´tude par spectroscopie bidimensionnelle de l’apparition
de couplages c’est-a`-dire pour re´ve´ler des pics d’absorption non re´solus en spec-
troscopie unidimensionnelle, ou` l’exigence de qualite´ des spectres est moindre
que pour l’e´tude de la forme des taches.
Pre´cision de la proce´dure A Pour notre objectif, se contenter de la proce´-
dure A ne suffit pas a` atteindre la pre´cision recherche´e dans la de´termination
de dτ0. L’impre´cision du re´sultat provient de l’impre´cision dans l’ajustement
line´aire de la phase spectrale, a` cause du bruit en intensite´ du laser, phe´nome`ne
qui est d’autant plus pre´judiciable que la vitesse du moteur augmente puisqu’on
dispose alors de moins de points de mesure pour effectuer la Transforme´e de Fou-
rier. Cependant, en ope´rant dans le domaine de Fourier, on utilise tous ces points
de mesure et ce proce´de´ permet une mesure du de´lai nul et du de´phasage absolu
de´ja` assez pre´cise. Remarquons que, dans le cas d’un interfe´rome`tre parfaitement
e´quilibre´ et d’un laser non bruite´, le point de de´lai nul devrait co¨ıncider avec le
maximum absolu de l’interfe´rogramme (car on collecte le signal a` la sortie du
Mach-Zehnder de de´phasage nul). A cause du de´se´quilibre de l’interfe´rome`tre,
qui induit une diffe´rence de phase absolue entre les deux impulsions et du bruit
en intensite´ du laser, ceci n’est pas vrai.
Afin d’e´valuer la pre´cision de la de´termination de dτ0 et de δφ, nous avons
effectue´ un grand nombre de balayage i, et traite´ automatiquement les donne´es
{xi,MCTi} par la proce´dure A pour de´terminer chaque axe xi−dτ0i. Dans toute
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la suite, nous appellerons 0i la diffe´rence entre l’origine de l’axe xi − dτ0i et le
de´lai nul de l’interfe´rome`tre : 0i est donc l’erreur commise dans la de´termination
du de´lai nul par la proce´dure A. A cause de cette erreur, nous collectons les
donne´es sur un axe xi − dτ0i = τi − 0i.
Au voisinage du centre de l’auto-corre´lation, l’enveloppe peut eˆtre ne´glige´e
et l’autocorre´lation s’e´crit :
C(τ) = cos(ω0τ + δφ) (5.18)
L’ensemble des interfe´rogrammes {xi − dτ0i,MCTi} est repre´sente´ sur la figure
5.10 (l’interfe´rogramme en rouge gras, dit moyenne´, sera discute´ plus tard).
Comme on peut le constater, ces courbes apparaissent le´ge`rement de´phase´es, ce
qui provient en fait de l’erreur commise par la proce´dure A dans la de´termination
du de´lai nul de chaque interfe´rogramme. 1 La distribution 0i des erreurs dans
Figure 5.10 – En couleurs, repre´sentation des 38 interfe´rogrammes sur leur
axe temporel xi − dτ0i, dont l’origine a e´te´ de´termine´e par la proce´dure A. Ces
interfe´rogrammes ont par ailleurs e´te´ interpole´s sur un meˆme axe re´gulier τ0,
puis moyenne´s. Le re´sultat est l’interfe´rogramme en rouge gras, qui sera discute´
lors de la pre´sentation de la proce´dure C.
1. Et non d’une variation de la phase absolue, qui reste commune a` tous les in-
terfe´rogrammes, et vaut le de´phasage de l’interfe´rome`tre.
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la de´termination des de´lais nuls par la proce´dure A pre´sente un e´cart-type de
σT = 0.7 fs. Ceci permet de conclure que la proce´dure A de´termine le de´lai nul a`
une pre´cision meilleure que 0.7 fs ( pi12 ), et en phase de 700 · 10−6×380 = 0.3 rad :
nous en concluons que l’origine des temps dτ0i est toujours place´e sur la bonne
frange puisque plus de 99% des mesures de Ti sont contenues dans l’intervalle
d’erreur ±2.1 = 3 × 0.7 fs. Remarquons enfin que cette pre´cision de 0.7 fs est
lie´e au rapport signal-sur-bruit de l’expe´rience puisque l’erreur commise par la
proce´dure A provient directement du bruit dans les interfe´rogrammes.
Recalage des balayages sur le premier d’entre eux et annulation des
fluctuations d’origine : proce´dure B La de´termination du de´lai nul a` l’aide
de la seule proce´dure A est en particulier vulne´rable aux fluctuations d’inten-
site´ du laser et au bruit introduit par l’interpolation, ce qui se manifeste au
travers des fluctuations de 0i. Comme nous le ve´rifierons expe´rimentalement
plus tard, cette impre´cision se manifeste directement dans une distorsion, voire
un de´calage, des taches de re´sonance dans le spectre bidimensionnel, et donc
dans le spectre pompe-sonde que nous pouvons extraire du spectre bidimen-
sionnel.
Pour reme´dier a` cela, nous avons mis au point une proce´dure, dite proce´dure
B, qui annule 0i en recalant tous les balayages sur le premier d’entre eux. La
proce´dure B consiste a` optimiser un de´lai t’ (qui reste toujours infe´rieur a` 5
fs, d’apre`s la pre´cision de la proce´dure A) entre les deux interfe´rogrammes de
telle sorte que l’erreur quadratique entre l’interfe´rogramme i de´cale´ de ce de´lai
t’ et l’interfe´rogramme de re´fe´rence soit minimale. A l’issue de cette proce´dure,
les axes temporels de chaque balayage sont affecte´s de la meˆme erreur, qui est
01 : on dit alors qu’on a recale´ tous les axes axes sur le premier d’entre eux.
La pre´cision du recalage est alors meilleure que 90 as (soit pi92 ), ce qui aboutit a`
une pre´cision en phase absolue mieux que 0.03 rad. Le re´sultat de la proce´dure
B, pour les meˆmes balayages que le paragraphe pre´ce´dent, est repre´sente´ sur
la figure 5.11. A l’issue de la proce´dure B, on remplace la fluctuation de la
de´termination de de´lai nul 0i par un biais syste´matique 01. Les donne´es sont
alors interpole´es sur un meˆme axe re´gulier pre´de´fini, en commettant l’erreur 01,
c’est-a`-dire qu’apre`s interpolation on dispose des donne´es prises aux points {τ0−
01}j (au lieu des points {τ0}j), ce qui est sche´matise´ sur la figure 5.12. Graˆce
a` cette proce´dure B, nous re´duisons fortement l’impre´cision dans le recalage
des balayages. En fait, a` la pre´cision de 90 as, ces fluctuations sont remplace´es
par un biais syste´matique dans la de´termination du de´lai nul, 01. Ce progre`s
est de´ja` significatif puisqu’il permet finalement d’additionner plusieurs signaux
oscillants (issus de chaque balayage) sans introduire de brouillage. Cependant,
afin de be´ne´ficier entie`rement de cette pre´cision, il faut alors mesurer ce biais
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Figure 5.11 – Recalage de 38 balayages conse´cutifs sur le premier d’entre eux
par la proce´dure B. La de´termination des axes temporels souffre d’un biais
syste´matique 01, qui est l’erreur commise par la proce´dure A pour le premier
balayage. En noir gras : premier interfe´rogramme recale´.
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• Recalage du balayage i sur le balayage 1 
Procédure A 
• Franges temporelles HeNe : axe quasi-régulier sans origine 
• Détermination de l’origine des délais. 
• Erreur provenant du bruit du laser et de 
l’interpolation. 
Procédure B 
• Interpolation des spectres sur 
un axe prédéfini régulier 
• Biais constant  
• Mise à jour des spectres moyennés (biais constant) 
Figure 5.12 – Sche´ma de l’utilisation de la proce´dure B. Apre`s la proce´dure
A, on recale chaque axe temporel sur le premier par la proce´dure B. Puis les
spectres sont interpole´s sur un meˆme axe temporel τ0, constitue´ d’une liste de
points {τ0}j . L’erreur commise est alors un biais constant dans la de´termination
du de´lai nul, qui est l’erreur commise par la proce´dure A pour le balayage 1,
soit 01
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01 a` la meˆme pre´cision de 90 as, ce qui est l’objet du paragraphe suivant.
Etude de l’interfe´rogramme moyenne´ et mise au point d’une proce´-
dure C
Le principe qui sous-tend la proce´dure C provient d’une constatation simple :
l’incertitude de la proce´dure A provient du bruit contenu dans chaque in-
terfe´rogramme. Si l’utilisateur pouvait obtenir directement un interfe´rogramme
avec un meilleur niveau de bruit pour chaque point, la proce´dure A serait plus
pre´cise : l’objectif serait donc d’additionner les interfe´rogrammes des diffe´rents
balayages pour diminuer le niveau de bruit. Toutefois, comme nous balayons des
de´lais ale´atoires d’un balayage a` l’autre, nous ne pouvons pas simplement addi-
tionner les interfe´rogrammes puisque, d’une part, ils ne sont pas e´chantillonne´s
aux meˆmes points et, d’autre part, parce que l’origine de chaque axe temporel
n’est connue qu’a` la pre´cision de la proce´dure A. En de´finitive, l’objectif de ce
paragraphe est de montrer qu’en additionnant chacun de ces interfe´rogrammes
pre´alablement interpole´s sur une meˆme grille re´gulie`re de points, on obtient un
signal, que nous appellerons interfe´rogramme moyenne´, qui fournit le de´lai nul
et le de´phasage de l’interfe´rome`tre avec une grande pre´cision.
Pour un balayage i fixe´, le premier point ou` le de´lai relatif est mesure´, xi1,
correspond a` un de´lai ale´atoire τi1, puis la grille est quasi-re´gulie`re, de pas
dτ fixe´ par la vitesse du moteur. En d’autres termes, chaque balayage est un
e´chantillonnage de l’interfe´rogramme sur une grille quasi-re´gulie`re, dont le pre-
mier point est ale´atoire. Nous e´chantillonnons les donne´es sur une grille re´gulie`re
de points, et le re´sultat d’un balayage fournit donc la fonction :
I(τ − 0i) ·Πdτ,τi1 (5.19)
Ou` Πdτ,τi1 est un peigne de Dirac de pas dτ (fixe´ par la vitesse moyenne du
moteur), et ou` τi1 est le premier de´lai ou` est effectue´ l’e´chantillonnage. Dans le
domaine de Fourier, le signal collecte´ s’e´crit :
[
C(ωτ )e
iωτ 0i
]⊗ [Π 1
dτ
]
(5.20)
Supposons qu’on collecte un grand nombre de balayages dont l’origine τi1 est
la meˆme. L’erreur 0i est une variable ale´atoire, provenant principalement du
bruit en intensite´ du laser qui de´forme l’interfe´rogramme. On peut supposer que
cette erreur est de´crite par une distribution gaussienne P (0i), de variance 0.7
fs, comme nous l’avons montre´ auparavant. La somme d’un grand nombre de
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balayage dont l’origine est la meˆme devient :
[
C(ωτ )
∑
0i
P (0i)e
iωτ 0i
]⊗ [Π 1
dτ
]
(5.21)
Soit :
h(ωτ ) =
∑
0i
P (0i)e
iωτ 0i (5.22)
Il apparait que h est la transforme´e de Fourier inverse d’une fonction gaus-
sienne re´elle de variance 0.7 fs : il s’agit donc d’une fonction gaussienne re´elle de
variance 1430 ps−1. En de´finitive, h(ωτ ) est un terme d’enveloppe re´elle tre`s len-
tement variable qui module l’interfe´rogramme dans le domaine spectral. Cette
modulation n’influe donc pas sur la phase spectrale, qui est rigoureusement
celle de l’interfe´rogramme. En d’autres termes, le signal moyenne´ est un signal
constitue´ d’une enveloppe et d’une porteuse dont :
– la phase a` l’origine est exactement celle de l’interfe´rogramme, c’est-a`-dire
le de´se´quilibre de phase δφ cherche´
– le centre de l’enveloppe est le meˆme que celui de l’interfe´rogramme, qui
est donc l’origine des de´lais de l’interfe´rome`tre
Dans le de´roulement de l’expe´rience, nous sommons par ailleurs sur un grand
nombre de balayages i d’origines ale´atoires τi1. Le processus que nous avons
de´crit ci-dessus est valable pour toute les grilles quasi-re´gulie`res, quelle que soit
leur origine τi1, ce que repre´sente la figure 5.13. Cela permet de reconstruire le
signal ci-dessus avec une fre´quence d’e´chantillonnage tre`s grande, ce qui ne sera
cependant pas vraiment ne´cessaire et que nous n’utiliserons pas.
Passons a` l’utilisation expe´rimentale de cette proprie´te´ de l’interfe´rogramme
moyenne´ : nous avons programme´ une proce´dure ite´rative, que nous appellerons
proce´dure C par la suite, et dont le principe est re´sume´e sur la figure 5.14.
Au fur et a` mesure des balayages est construite la suite des interfe´rogrammes
{I ′N , τ0}N qui converge vers sa limite, l’interfe´rogramme moyen, dont le centre
de l’enveloppe est exactement situe´ en τ0 = 0 : ceci signifie que le de´lai nul est
alors parfaitement connu. A l’issue d’un nombre N suffisant de balayages, nous
disposons de deux mesures de l’axe τ :
– l’interfe´rogramme du premier balayage, sur lequel on a recale´ tous les
autres. Cet interfe´rogramme est constitue´ des points {I1, τ1 − 01}, ou` I1
est l’interfe´rogramme du premier balayage, et τ1 − 01 est le de´lai associe´
a` ces points, avec une erreur 01.
– l’interfe´rogramme moyenne´ {I ′N , τ0}, moyenne des interfe´rogrammes sur
les N balayages, et de´termine´ sur l’axe re´gulier pre´de´fini τ0.
Nous appliquons alors la proce´dure B a` ces deux donne´es pour recaler l’in-
terfe´rogramme de re´fe´rence sur l’interfe´rogramme moyenne´. Comme le centre
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Figure 5.13 – Illustration de l’effet de l’e´chantillonnage sur un axe quasi-
ale´atoire. En rouge, diffe´rents balayages pour lesquels le premier point est situe´
a` un de´lai τ11. En bleu, diffe´rents balayages pour lesquels le premier point est
situe´ a` un de´lai τ12. Pour chacune de ces origines, la somme des balayages four-
nit l’interfe´rogramme e´chantillonne´ sur une grille de points. La somme des ces
deux signaux est l’interfe´rogramme e´chantillonne´ a` une fre´quence double.
de l’enveloppe de ce dernier est exactement en τ = 0 (si N est suffisamment
grand), la proce´dure B revient dans ce cas a` de´terminer 01, avec une pre´cision,
de´ja` caracte´rise´e, de 90 as. Par ailleurs, nous mesurons la phase spectrale de
IN (qui est constante), et cette valeur nous fournit directement le de´phasage
constant δφ introduit par l’interfe´rome`tre, a` la pre´cision de ω0 × 90as. Sur la
figure 5.10, l’interfe´rogramme en rouge gras correspond a` l’interfe´rogramme
moyenne´, au bout de 38 balayages. Comme attendu, ce dernier est situe´ au
centre des interfe´rogrammes de chaque balayage, ce qui corrobore le fait que la
distribution 0i est de moyenne nulle.
Calcul de la transforme´e de Fourier
A l’issue d’un nombre N de balayages, nous disposons de :
– la dernie`re version de l’interfe´rogramme moyenne´ I ′N .
– d’un signal moyenne´ Scpu(τ − 01, ωt)
On utilise, comme mentionne´ pre´ce´demment, la proce´dure B pour mesurer la
valeur 01. Le re´sultat final de la proce´dure de mesure du de´lai nul, c’est-a`-dire la
dernie`re mesure de 01, est repre´sente´ sur la figure 5.15. Par ailleurs, la dernie`re
version de la phase constante de l’interfe´rogramme moyenne´ est calcule´e, et
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• Interpolation linéaire sur un axe prédéfini 
• Mise à jour de l’interférogramme moyenné 
Procédure C  
• Mise à jour de la mesure du biais 
• Mise à jour de la valeur du déphasage 
Procédure A 
• Franges temporelles HeNe : axe quasi-régulier sans origine 
• Détermination de l’origine des délais. 
• Erreur provenant du bruit du laser et de 
l’interpolation. 
Figure 5.14 – Sche´ma de la proce´dure C. Chaque interfe´rogramme i permet la
de´termination du de´lai nul de l’interfe´rome`tre avec une erreur 0i. La construc-
tion d’un signal moyenne´, ou` chaque interfe´rogramme a e´te´ interpole´ sur un axe
pre´de´fini re´gulier τ0, fournit un interfe´rogramme dont le centre de l’enveloppe
est rigoureusement place´ au point τ0 = 0, et dont la phase spectrale, constante,
donne le de´phasage δφ.
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Figure 5.15 – Re´sultat final de la proce´dure de calibration. En couleurs, les in-
terfe´rogrammes recale´s par la proce´dure B sur l’axe τ−01, biaise´ de l’erreur 01
de la proce´dure A pour le premier balayage. En rouge gras : l’interfe´rogramme
moyenne´. En noir gras : l’interfe´rogramme du premier balayage, dont l’axe tem-
porel a e´te´ corrige´ par la proce´dure B a` l’aide de l’interfe´rogramme moyenne´.
228
donne la valeur de δφ. Il suffit ensuite de corriger les modulations a` l’aide de
ces deux grandeurs pour obtenir la transforme´e de Fourier selon ωτ .
Scpu(ωτ , ωt) = F−1
[
Scpu(τ − 01, ωt)
] · eiωτ 01+iδφ (5.23)
Il restera a` corriger ensuite le signal bidimensionnel de la modulation de phase
introduite par le spectrome`tre CPU, ce que nous traiterons dans la partie sui-
vante.
5.3.3 De´monstration expe´rimentale : spectroscopie bidi-
mensionnelle d’une impulsion infrarouge
Afin de ve´rifier le bon fonctionnement de l’expe´rience, nous allons, au cours
de cette partie, mesurer le spectre bidimensionnel d’une impulsion infrarouge.
L’expe´rience consistera a` re´aliser en paralle`le la mesure de l’autocorre´lation du
champ en fonction du de´lai τ , et la collecte des franges d’interfe´rences spec-
trales. Sur la figure 5.16 est repre´sente´ le montage expe´rimental. Une impulsion
Figure 5.16 – Sche´ma de l’expe´rience : l’impulsion infrarouge traverse l’in-
terfe´rome`tre de Mach-Zehnder. Une sortie de l’interfe´rome`tre est envoye´e sur le
de´tecteur MCT. L’autre sortie est envoye´e au spectrome`tre. On enregistre les
deux signaux en fonction du de´lai τ de l’interfe´rome`tre.
traverse un interfe´rome`tre de Mach-Zehnder dont le de´lai τ varie au cours du
temps, puis :
– une sortie de l’interfe´rome`tre est collecte´e par le de´tecteur MCT : cette sor-
tie servira a` de´terminer le de´lai nul dτ0 et le de´phasage de l’interfe´rome`tre
229
par les proce´dures que nous avons de´crites ci-dessus.
– les deux impulsions en deuxie`me sortie de l’interfe´rome`tre sont me´lange´es
avec l’impulsion e´tire´e et leurs images sont collecte´es par le spectrome`tre.
– une lame de CaF2, transparente pour l’infrarouge et partiellement re´fle´-
chissante a` 633 nm, permet de se´lectionner le signal interfe´rome´trique du
laser HeNe pour l’envoyer a` une photodiode, et ainsi de´tecter les de´lais
relatifs τi
En raison de la conservation de l’e´nergie a` la traverse´e d’un interfe´rome`tre,
avant tout traitement nume´rique, nous pouvons ve´rifier que les deux sorties
de l’interfe´rome`tre sont bien de´phase´es de pi sur les donne´es brutes. Ceci est
repre´sente´ sur la figure 5.17.
(a) Autocorre´lations comple`tes me-
sure´es.
(b) Autocorre´lations grossies au voisi-
nage du de´lai nul de l’interfe´rome`tre.
Figure 5.17 – Examen des autocorre´lations brutes. Mise en e´vidence du
de´phasage de pi entre les deux sorties de l’interfe´rome`tre. En rouge : auto-
corre´lation issue du spectrome`tre, en bleu : autocorre´lation issue du de´tecteur
MCT.
On effectue alors les traitements de´crits ci-dessus pour 6 balayages. On en-
registre 6 fonctions S(τ, ωt), ou` S est le spectre contenant des interfe´rences
spectrales en fonction du de´lai τ de l’interfe´rome´tre. Examinons le signal me-
sure´. La premie`re impulsion est suppose´e synchronise´e avec l’impulsion e´tire´e.
La seconde est de´cale´e temporellement d’un de´lai τ variable, et l’image de cette
impulsion, courte, dans le visible s’e´crit :
Ecpu(t) = E(t) · e−i(Ω0+
τ
φc
(2)
)t
e
−i τ2
2φc
(2) (5.24)
Examinons le terme d’interfe´rome´trie spectrale. Ce signal est un signal de type
SPIDER, mais nous supposons que l’impulsion est limite´e par transforme´e de
Fourier, donc que le terme de de´rive´e de la phase spectrale est nul. Aussi le
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terme interfe´rome´trique s’e´crit-il :
f(ωt) = E∗(ωt − Ω0) · E
(
ωt − (Ω0 + τ
φc
(2)
)
) · ei(ωt−Ω0+ τφc(2) )τ · e−i (τ)22φc(2) (5.25)
f(ωt) = E∗(ωt − Ω0) · E
(
ωt − Ω0 − τ
φc
(2)
) · e−i(ωt−Ω0)τ · ei (τ)22φc(2) (5.26)
On a donc un signal d’autocorre´lation spectrale du champ, module´ en phase par
le terme :
S(τ, ωt) = |E∗(ωt − Ω0)||E(ω − Ω0 − τ
φc
(2)
)|ei(ωt−Ω0−
τ
φc
(2)
)τ+ τ
2
2φ(2) (5.27)
Pour chaque fre´quence ωt, il s’agit d’un signal oscillant. Dans un premier
temps, examinons les projections de ces fonctions selon une fre´quence, par
exemple 1960 cm−1. Le re´sultat est repre´sente´ sur la figure 5.18. On constate
que ces oscillations sont parfaitement en phase, ce qui illustre le succe`s de la
proce´dure B de recalage des balayages sur le premier d’entre eux. En particulier,
on observe qu’il n’y pas de brouillage de franges.
(a) Signaux complets. La de´croissance
de l’amplitude des oscillations vient
de l’ouverture temporelle du spec-
trome`tre, qui sous-e´chantillonne les
franges spectrales pour un de´lai τ trop
grand, et donc atte´nue la valeur en
chaque fre´quence.
(b) Projection grossie
Figure 5.18 – Examen des projections des fonctions S(τ, ωt) sur l’axe σt = 1960
cm−1. Les diffe´rentes oscillations sont bien synchronise´es, illustrant le succe`s de
la proce´dure B qui rephase toutes les acquisitions sur la premie`re d’entre elles.
En rouge : signal d’oscillation moyen.
Examinons maintenant le signal bidimensionnel. De l’expression du signal
pre´ce´dente, nous pouvons retirer qu’il existe des lignes de phase constante dont
231
l’expression est :
ωtτ +
τ2
2φc
(2)
= a (5.28)
Ou` a est une constante entre −pi et pi. Pour une variation de τ petite devant
φc
(2), les lignes e´quiphase s’e´crivent :
ωtτ = b (5.29)
Ou` b = a + τ
2
2φc(2)
. Les lignes de phase sont donc des droites, dont la pente
augmente avec la valeur de τ : ceci est repre´sente´ sur la figure 5.19. Au voisinage
du de´lai nul, la pente des droites est nulle, et le signal de la pente est le meˆme
que le signe du de´lai τ . Sur des e´chelles de variation de τ plus grandes, telles
(a) Lignes e´quiphases au voisinage de
τ = 0 ps : les franges deviennent hori-
zontales. Par ailleurs, le de´lai nul cor-
respond a` une frange sombre car les
franges spectrales sont mesure´es sur la
sortie de l’interfe´rome`tre pre´sentant un
de´phasage de pi.
(b) Zoom de la projection autour d’un
de´lai non nul τ ≈ −2 ps. : l’inclinaison
des franges est explique´e dans le texte.
Figure 5.19 – Examen des lignes e´quiphases au voisinage de deux de´lais τ
diffe´rents.
qu’on ne re´soud pas les franges en ωt, les lignes de phase constante proviennent
de la modulation quadratique.
Si on se contente d’effectuer la transforme´e de Fourier selon τ de ce signal
bidimensionnel, la modulation de phase quadratique de´forme le spectre, ce qui
apparait sur la figure 5.20 Soustrayons alors la phase de l’impulsion e´tire´e avant
la transforme´e de Fourier. Le re´sultat est repre´sente´ sur la figure 5.21, et permet
d’illustrer la re´solution de notre spectrome`tre bidimensionnel.
Examinons maintenant la projection du spectre bidimensionnel pour une
fre´quence ωt donne´e, afin de ve´rifier que la phase est bien constante d’un ba-
layage a` l’autre graˆce a` la proce´dure B. L’utilite´ de la proce´dure B est illustre´e
sur la figure 5.22 : comme on peut le voir, les courbes rouges, qui repre´sentent
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Figure 5.20 – Module de la transforme´e de Fourier du signal bidimensionnel
selon τ , qui s’e´crit : F−1[S(τ, ωt)](ωτ , ωt). L’e´largissement selon ωτ provient de
la modulation de phase quadratique.
Figure 5.21 – Module de la Transforme´e de Fourier du signal bidimensionnel
apre`s soustraction de la modulation de phase : F−1[S(τ, ωt) · e−i τ22φc(2) ](ωτ , ωt).
Sur le spectre bidimensionnel grossi, le spectre bidimensionnel est une diagonale
dont la largeur a` mi-hauteur est de l’ordre d’un pixel.
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la valeur absolue des projections, sont superpose´es dans les deux cas, qu’on
utilise ou non la proce´dure B pour recaler les balayages sur le premier. Cepen-
dant, l’expe´rience de spectroscopie bidimensionnelle s’inte´resse a` la partie re´elle
de ce signal, et nous voyons aise´ment que les courbes bleues sont superpose´es
lorsqu’on utilise la proce´dure B, et ne le sont pas lorsqu’on se contente de la
proce´dure A.
(a) Avec utilisation de la proce´dure
proce´dure B
(b) Sans la proce´dure B, c’est-a`-dire uni-
quement avec la proce´dure A.
Figure 5.22 – Transforme´e de transforme´e de Fourier de S(τ, σt = 1960cm
−1)
pour les diffe´rents balayages conside´re´s. En rouge, le module de la transforme´e
de Fourier .En noir, la partie imaginaire, en bleu, la partie re´elle de ces fonctions.
La de´termination du de´lai nul et du de´phasage entre deux impulsions a`
une pre´cision suffisante entre deux impulsions constitue une des proble´matiques
techniques en spectroscopie bidimensionnelle. La proce´dure nume´rique de  pha-
sing  constitue une solution standard, qui est ge´ne´ralement ame´liore´e par l’uti-
lisation d’une information a priori sur la forme des spectres bidimensionnels
pour aboutir a` une pre´cision aujourd’hui maximale de 100 as et 0.04 rad. Ce-
pendant, cette proce´dure ne´cessite l’acquisition d’un spectre de re´fe´rence avec
un bon niveau de bruit, ce qui augmente les contraintes expe´rimentales, et un
traitement nume´rique post-expe´rimental.
Paralle`lement a` cette proce´dure de  phasing, plusieurs proce´dures de trai-
tement des interfe´rogrammes des impulsions de pompe ont e´te´ mises au point,
pour une pre´cision de ±1 fs. Ceci a permis d’obtenir des spectres bidimension-
nels de qualite´ suffisante pour re´soudre des pics d’absorption jusque la` cache´ en
spectroscopie unidimensionnel, mais la pre´cision est insuffisante pour notre ap-
plication, qui vise a` analyser quantitativement la forme des taches de re´sonance.
Aussi avons-nous propose´ une ame´lioration de ces traitements en de´couplant les
proble`mes en deux parties. A partir des re´sultats de la proce´dure A, similaire
aux proce´dures pre´ce´demment employe´es :
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– une proce´dure B annule les fluctuations du traitement des interfe´rogram-
mes d’une mesure a` l’autre
– une proce´dure C de´termine la moyenne du re´sultat des proce´dures A, et
le re´sultat converge vers le de´lai nul et le de´phasage de l’interfe´rome`tre.
Cette proce´dure est ite´rative et ne´cessite un nombre suffisant de balayages
pour converger vers sa limite avec la meˆme pre´cision que la proce´dure B.
En conclusion, nous avons mis au point un dispositif de mesure du de´lai nul
dτ0 et de la phase absolue δφ entre les bras de l’interfe´rome`tre d’une pre´cision
meilleure que 90 as pour le de´lai, et que 0.04 rad pour la phase, a` la condition
d’effectuer suffisamment de balayages pour que la suite des interfe´rogrammes
de la proce´dure C ait converge´ vers l’interfe´rogramme moyenne´ : le nombre
d’ite´rations ne´cessaires pour que cette suite converge de´pend de l’incertitude
de la proce´dure A, donc entre autres du niveau de bruit contenu dans les in-
terfe´rogrammes.
5.4 Conside´rations sur le signal expe´rimental
Jusqu’ici, nous avons construit un spectrome`tre e´chantillonnant pre´cise´ment
selon τ la fonction S(τ, ωt). Pour chaque valeur de τ , nous mesurons par de´tec-
tion homodyne le champ converti E
(3)
cpu(τ, ωt). Il est particulie`rement important
de mesurer ce champ sans modulation de phase croise´e puisqu’une grande partie
de l’information recherche´e est justement lie´e a` la dure´e de ce champ. Il sera
donc question, au cours de cette partie, de correction de la modulation de phase
croise´e pour le champ inte´ressant E(3). Par ailleurs, comme d’autres signaux se
superposent au signal utile avec le meˆme ordre de grandeur, nous e´laborerons
une proce´dure pour e´liminer expe´rimentalement ces signaux.
5.4.1 La correction de la modulation de phase
En ge´ome´trie BOXCARS, il est possible d’introduire un de´lai entre l’impul-
sion d’oscillateur local et la troisie`me impulsion participant a` un champ E(3)
(qui est diffe´rent de celui rayonne´ dans l’expe´rience en ge´ome´trie pompe-sonde,
rappelons-le). Par la me´thode FTSI, on peut mesurer le champ E
(3)
cpu. En pro-
grammant nume´riquement une phase quadratique centre´e sur l’impulsion E
(3)
cpu,
il est possible d’obtenir le champ E(3) (cf figure 5.23).
Dans notre cas d’expe´rience de spectroscopie bidimensionnelle en ge´ome´trie
pompe-sonde, l’impulsion homodyne Es et l’impulsion E(3)(τ, t) signal sont syn-
chrones. En outre, cette dernie`re est causale et d’intensite´ tre`s faible par rapport
a` l’intensite´ de l’impulsion de sonde. Nous nous trouvons exactement dans les
hypothe`ses ou` l’on peut utiliser la proce´dure de correction de phase pour la
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Figure 5.23 – Proce´dure employe´e pour soustraire la modulation de phase CPU
en ge´ome´trie BOXCARS. Apre`s mesure du champ converti par FTSI, une phase
quadratique φCP (T ) dont le centre est celui du champ converti est programme´e
et soustraite a` la phase du champ converti pour obtenir le champ signal ES
(extrait de [2])
spectroscopie d’absorption.
En de´finitive, pour chaque spectre collecte´ Icpu(τ, ωt), nous soustrayons la
phase Φcorr(t).
5.4.2 Examen des signaux collecte´s par le spectrome`tre
Dans le cas ide´al, le signal collecte´ par le spectrome`tre ne provient que du
champ rayonne´ E(3)(τ, ωt). En re´alite´, le signal expe´rimental contient d’autres
contributions. En effet, une fraction de chacune des impulsions de pompe est
diffuse´e par l’e´chantillon dans la direction d’injection du spectrome`tre. Bien
que leurs intensite´s soient faibles, la sonde re´alise une de´tection homodyne de
ces contributions, ce qui est a` l’origine de la cre´ation de franges d’interfe´rences
spectrales du meˆme ordre de grandeur que le signal. Cette section sera donc
consacre´e a` l’e´tude de ce signal dans un spectre bidimensionnel en ge´ome´trie
pompe-sonde obtenu a` l’aide d’un spectrome`tre CPU. Puis une proce´dure nou-
velle menant a` l’extinction de ce signal sera utilise´e pour l’e´liminer.
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Le signal provenant de la diffusion des pompes par l’e´chantillon
Au niveau du spectrome`tre, le champ incident total s’e´crit alors :
I(ωt) = |Es(ωt) + βEp1(ωt) + βEp2(ωt)|2 (5.30)
Ou` β est la fraction d’e´nergie des impulsions de pompe diffuse´e dans la direc-
tion du spectrome`tre. Ceci peut eˆtre de´veloppe´, les contributions en β2 e´tant
naturellement ne´glige´es :
I(ωt) = |Es(ωt)|2 + 2<
[
Es(ωt) ·Ep1(ωt)∗
]
+ 2<
[
Es(ωt) ·Ep2(ωt)∗
]
(5.31)
Ecrivons le terme interfe´rome´trique fd(ωt) pour la diffusion d’une pompe quel-
conque, dans le domaine spectral. On supposera dans cette formule que les
impulsions sont limite´es par transforme´e de Fourier, mais le re´sultat est valable
si elles ne le sont pas. Si dt est le de´lai se´parant les deux impulsions, φi la CEP
de la pompe et φs celle de la sonde, celui-ci prend la forme, dans le domaine
spectral :
fd(ωt) = 2β|Es(ω)||Ep(ωt)|<e−i(ωtdt+φi−φs) (5.32)
Cette e´criture fait apparaitre imme´diatement que fd(ωt) est sensible au terme
de phase constante de chacun des champs. Tous les termes d’interfe´rome´trie
entre la sonde et une des impulsions de pompe prennent cette forme. Ce constat
est a` l’origine de toutes les proce´dures d’e´limination du signal issu de la diffu-
sion des pompes. Dans toute cette partie sur l’e´limination du bruit issu de la
diffusion, nous noterons φd(ωt) la diffe´rence de phase apparaissant dans le terme
d’interfe´rence entre une pompe diffuse´e et la sonde.
Effet de la diffusion des pompes sur un spectre bidimensionnel
Examinons sur un spectre bidimensionnel l’effet des interfe´rences spectrales
entre les fractions des impulsion de pompe diffuse´es dans la direction de l’im-
pulsion de sonde. Sur la figure 5.24 est repre´sente´ un spectre bidimensionnel
ou` aucune proce´dure n’a e´te´ applique´e pour e´liminer le signal de diffusion des
impulsions de pompe. Plusieurs contributions peuvent eˆtre distingue´es :
– trois taches de re´sonance situe´es aux points de coordonne´es {1900, 1951},
{1925, 1951} et {1951, 1951} : ceci constitue le signal de re´sonance re-
cherche´ et sera e´tudie´ plus tard
– une ligne diagonale
– un syste`me de franges principal, presque diagonal
– une modulation du signal qui  de´coupe  la diagonale, et les franges, en
taches
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Figure 5.24 – Illustration de la diffusion des pompes. Le spectre bidimensionnel
a e´te´ re´alise´ pour un temps d’attente T = 3 ps, et une re´solution spectrale de 1
cm−1 selon les deux axes.
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Figure 5.25 – En noir : spectre pompe-sonde de re´fe´rence. En bleu, spectre
pompe-sonde extrait du spectre bidimensionnel. La pe´riode des franges d’oscil-
lations spectrales, environ 11 cm−1, donne le temps d’attente T = 3 ps auquel
a e´te´ effectue´ l’expe´rience.
Si on calcule le spectre pompe-sonde a` partir du spectre bidimensionnel, les
franges spectrales de diffusion apparaissent imme´diatement, comme le montre
la figure 5.25. En effet, la pe´riode des oscillations, environ 11 cm−1, correspond
bien a` un de´lai de 3 ps, qui est la valeur du temps d’attente T re´gle´. Par ailleurs,
le fait que les intensite´s des pics dans les spectre pompe-sonde de re´fe´rence et
extrait du spectre bidimensionnel diffe`rent provient du fait que l’intensite´ des
impulsions de pompe dans l’expe´rience de spectroscopie e´tait plus e´leve´e que lors
de l’acquisition du spectre pompe-sonde de re´fe´rence, et qu’on a effectue´ un peu
d’ascension vibrationnelle, comme le prouve le pic d’absorption diffe´rentielle a`
1900 cm−1, associe´ a` la deuxie`me transition du puits de potentiel anharmonique
du CO.
Inte´ressons-nous au signal issu de la diffusion pour l’impulsion de pompe
qui balaie l’intervalle de de´lai ∆τ . Le de´lai entre celles-ci et l’impulsion de
pompe de´crit donc l’intervalle [∆τ+T, T ]. Par ailleurs, lors de la pre´paration de
l’expe´rience, nous imposons un de´lai nul entre l’impulsion sonde et l’impulsion
e´tire´e pour la calibration en ωt. Puis nous appliquons la proce´dure de sous-
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traction de la phase de l’impulsion e´tire´e dans le domaine temporel, adapte´e
au champ signal causal et de faible intensite´. Nous avons simule´ l’effet de cette
correction sur le signal de diffusion de la premie`re impulsion de pompe dans
le re´fe´rentiel tournant, pour diffe´rents temps d’attente T. Les parame`tres de la
simulation sont une re´solution spectrale de 1 cm−1 selon les deux axes (comme
notre spectrome`tre), et une largeur a` mi-hauteur des impulsions de 3.5 THz.
Les re´sultats sont repre´sente´s sur les figures 5.27 (ou` T = 0 ps), 5.26 (T = 1
ps), et 5.28 (T = 3 ps). Comme il apparait dans ces spectres, la diffusion de
Figure 5.26 – Simulation du spectre bidimensionnel de diffusion de la premie`re
impulsion de pompe pour un temps d’attente de T = 0 ps. Pour chaque spectre,
la proce´dure de correction de modulation de phase croise´e pour un champ causal
faible a e´te´ applique´e.
la premie`re impulsion de pompe introduit un syste`me de franges. Le pas et la
forme des franges pour la simulation a` T = 3 ps (cf figure 5.27) correspondent
au syste`me de franges observe´s sur le spectre bidimensionnel de HbCO pre´sente´
dans la figure 5.24, ce qui confirme l’origine de ces franges. En outre, il parait
donc ne´cessaire de mettre au point une proce´dure pour e´liminer ce signal de
diffusion, qui sera le sujet de la suite de cette section.
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Figure 5.27 – Simulation du spectre bidimensionnel de la diffusion de la
premie`re impulsion de pompe pour un de´lai pompe-sonde T = 1 ps.
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Figure 5.28 – Simulation du spectre bidimensionnel de la diffusion de la
premie`re impulsion de pompe pour un de´lai pompe-sonde T = 3 ps.
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5.4.3 Elimination du signal de diffusion des pompes
Nous avons donc mis au point une proce´dure simple pour e´liminer le signal
de diffusion des pompes par interfe´rences destructives. Cette proce´dure reprend
un principe issu du cyclage de phase, que nous avons re´utilise´ au travers d’une
me´thode simple ne´cessitant simplement de faire tourner l’e´chantillon en continu
a` l’aide d’un moteur.
Le cyclage de phase
Si on dispose d’un fac¸onneur capable de controˆler la CEP des impulsions
de pompe, un protocole imme´diat permet d’e´liminer le signal de diffusion. En
effet, en re´alisant deux mesures 1 et 2 pour lesquelles on re`gle φ1 = φ2 = 0
puis φ1 = φ2 = pi, on obtient, pour chaque pompe, deux signaux de diffusion
dont seules les phases diffe`rent. Pour une pompe quelconque, la somme des deux
mesures donne :
fd1(ωt) + fd2(ωt) = fd1(ωt)
[
1 + eipi
]
= 0 (5.33)
Les termes issus de la diffusion interfe`rent destructivement pour chacune des
pompes. A l’inverse, le signal de ge´ne´ration de dipoˆle non-line´aire n’e´volue pas
d’une mesure a` l’autre (puisque sensible a` φ1 − φ2), si bien qu’additionner les
mesures 1 et 2 a e´galement conduit a` augmenter le rapport signal-sur-bruit.
Ce proce´de´ est un exemple de cyclage de phase, qui peut donc eˆtre utilise´ pour
e´liminer la diffusion des pompes. Il est remarquablement aise´ a` mettre en oeuvre
si l’on dispose de fac¸onneurs d’impulsions [154, 103].
Quasi-cyclage de phase discret Une fac¸on e´le´gante de re´aliser un cyclage
de phase approximatif est le quasi-cyclage de phase. L’ide´e centrale est de
conside´rer qu’une variation du de´lai plus petite qu’un cycle optique est quasi-
e´quivalente a` un offset de phase de pi, qui est nomme´ pi∗, car l’enveloppe tem-
porelle est longue devant le cycle optique et pourra eˆtre conside´re´e comme in-
variante par ce de´lai tre`s court [15]. Imposons a` un champ E(ω) = A(ω) · eiφ(ω)
un de´lai de piω0 :
E(ω) = A(ω) · eiφ(ω) · ei
(
(ω−ω0) piω0 +pi
)
(5.34)
Comme |ω−ω0|  ω0, la pente de la phase spectrale est petite devant l’offset de
pi. En sommant le champ et sa version  quasi-de´phase´e , le meˆme phe´nome`ne
d’interfe´rence destructive se produit que dans la de´marche du cyclage de phase
rigoureux. Un sche´ma de principe est repre´sente´ sur la figure 5.29. Cette varia-
tion du de´lai, dont on exige alors qu’elle soit tre`s pre´cise et synchrone avec le
243
Figure 5.29 – Quasi-cyclage de phase discret : l’introduction d’un de´lai e´gal a`
une pe´riode de la porteuse peut eˆtre vu comme un de´phasage de pi de la porteuse
car la translation de l’enveloppe est minime (figure extraite de [15])
laser, peut eˆtre mene´e a` bien a` l’aide d’un modulateur photo-e´lastique dans le
cas de lasers cadence´s a` 1 kHz [15].
Quasi-cyclage de phase continu Inspire´e de l’ide´e pre´ce´dente, une alterna-
tive originale que nous avons conside´re´ consiste a` faire osciller en continu le bras
motorise´ de la sonde durant l’expe´rience. En d’autre terme, au lieu de re´aliser
des mesures a` une liste de de´lais pre´de´finis ( piω0 et − piω0 ), nous mesurons le signal
pour des de´lais ale´atoires entre ces deux de´lais extremum. Pour chacun de ces
de´lais, l’impulsion sonde subit donc un quasi-de´phasage ale´atoire entre −pi et
+pi.
E(ω) = A(ω) · eiφ(ω) · ei
(
ω−ω0) t′ω0 +ω0t
′
)
(5.35)
E(ω) ≈ A(ω) · eiφ(ω) · eiω0t′ (5.36)
(5.37)
L’avantage de cette proce´dure tient avant tout a` sa grande simplicite´. Il n’y
a pas besoin d’ajouter un dispositif cadence´ a` la fre´quence du laser, ni que la
variation du chemin optique soit tre`s pre´cise : nous re´alisons cette variation
continu du de´lai a` l’aide d’un simple moteur PI M122.2DG. Toutefois, de`s lors
que le chemin optique de la sonde est module´, le spectre est translate´ a` cause du
spectrome`tre CPU. Cette translation δσ provient de la variation de la fre´quence
instantane´e de l’impulsion e´tire´e a` chaque de´lai t′. La de´viation δσ est e´tablit
pour le de´lai piω0 :
δσ =
1
2ω0cφ
(2)
c
(5.38)
Ou` φ
(2)
c est la de´rive line´aire de fre´quence de l’impulsion e´tire´e. Pour ω0 = 380
ps−1, δσ = 0.01 cm−1, ce qui est finalement bien infe´rieur a` la re´solution du
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spectrome`tre. Examinons un exemple de spectre diffe´rentiel ou` nous avons teste´
cette technique de modulation de phase pour e´liminer les franges spectrales
de diffusion des pompes 5.30. Comme dans le cas du quasi-cyclage de phase
Figure 5.30 – Elimination du signal de diffusion des pompes par quasi-cyclage
de phase en continu pour un de´lai pompe-sonde T = 3ps. En noir, spectre
pompe-sonde brut : au signal pompe-sonde se superposent les franges spec-
trales issues de la diffusion et d’amplitude comparable au signal utile. En rouge,
moyenne du signal pompe-sonde sur 450 tirs laser lorsque la modulation de
phase est effectue´e par le moteur. En bleu, spectre de l’impulsion de sonde.
discret, les franges spectrales issues de la diffusion sont fortement atte´nue´es sans
disparaitre comple`tement, en particulier aux bords du spectre. En de´finitive,
cette me´thode s’est ave´re´e insatisfaisante, et nous avons eu recours a` une autre
me´thode originale.
Modulation de phase ale´atoire par diffusion non stationnaire
Une alternative puissante au cyclage de phase consiste a` tirer parti de la dif-
fusion de l’e´chantillon lorsque celui-ci est mis en mouvement continu. Le signal
de de´tection homodyne de diffusion des pompes disparait alors par interfe´rence
destructive, sans que le signal utile ne soit module´, lorsqu’on inte`gre la me-
sure dans le temps. Expe´rimentalement, il suffit qu’un moteur, monte´ sur le
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porte-e´chantillon, fasse tourner l’e´chantillon autour d’un axe paralle`le mais non
confondu avec l’axe optique (ou axe de propagation de la sonde) en continu
pour assurer cette modulation de phase ale´atoire. Le principe de la technique
est repre´sente´e sur la figure 5.31. En effet, les contributions que l’on cherche
Figure 5.31 – Description du proce´de´ d’e´limination des franges spectrales
issue des interfe´rences entre la diffusion des pompes par l’e´chantillon et la
sonde. L’e´chantillon est mis en rotation continue autour de son centre (A), non
confondu avec la tache focale de la sonde (B) : le lieu des points de l’e´chantillon
sonde´ par l’expe´rience de´crit un cercle (C) dans l’e´chantillon, ce qui module
ale´atoirement la phase affecte´e aux fractions diffuse´es des impulsions de pompe.
a` e´liminer proviennent de la diffusion par l’e´chantillon. Ce diffuseur est ca-
racte´rise´ en chacun de ses points ~r par une transmission complexe qui introduit
dans chaque impulsion diffuse´e une phase constante ale´atoire φ(~r). Cette dis-
tribution est suppose´e stationnaire. On associe a` cette distribution un rayon de
corre´lation rc, caracte´ristique du diffuseur, tel que les phases introduites par
deux points ~r et ~r′ sont comple`tement de´corre´le´es quand |~r − ~r′| > rc.
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Lorsque le moteur est en mouvement continu, la phase introduite en un point
fixe ~r de la tache de focalisation du laser (la tache centre´e en (B) sur la figure
5.31) n’est plus constante en fonction du temps et prend une valeur ale´atoire a`
chaque tir laser. L’inte´gration dans le temps de ce signal interfe´rome´trique est
nulle. Le bruit issu de la diffusion des pompes dans la direction du spectrome`tre
est efficacement e´limine´ au bout de 20 mesures de spectres environ, ce qu’illustre
la figure 5.32. Tous les spectres bidimensionnels pre´sente´s par la suite utiliserons
Figure 5.32 – Elimination du signal de diffusion des pompes par rotation de
l’e´chantillon en continu pour un de´lai pompe-sonde de 3ps. En noir, spectre
pompe-sonde moyenne´, moteur a` l’arreˆt. En rouge, moyenne du signal pompe-
sonde sur environ 20 tirs laser, moteur en rotation continu. Le pic a` 1900 cm−1
provient de l’absorption a` ω12.
cette proce´dure.
5.4.4 Conside´rations sur les autres sources de bruit
Les autres sources de bruit sont difficiles a` isoler, et peuvent amener a` aug-
menter le temps d’acquisition pour obtenir un spectre de qualite´. Cependant, il
est possible de filtrer une partie de ce bruit dans le domaine spectral uniquement
en re´glant la vitesse du bras motorise´ commandant le de´lai τ [57].
Partons d’une expe´rience collectant N points, grandeur qui reste fixe´e dans
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toute la suite et qui fixe le temps d’acquisition. Dans l’expe´rience, on e´chantil-
lonne la fonction S(τ, ωt) selon τ . Le laser e´tant cadence´ a` 1kHz, et la vitesse
du moteur e´tant approximativement constante, le pas temporel d’acquisition dτ
s’e´crit :
dτ = v · 1ms · 2
c
(5.39)
Ou` v est la vitesse moyenne du moteur. Comme on calcule le spectre par FFT,
fre´quence d’e´chantillonnage spectrale et temporel, et intervalles d’acquisition
sont lie´s par les relations suivantes :
∆τ = N · dτ (5.40)
∆ν =
1
dτ
(5.41)
dν =
1
∆τ
(5.42)
Ou` ∆τ est la plage temporelle couverte, δν est la bande spectrale couverte et
dν est le pas d’e´chantillonnage spectral. Le crite`re de Shannon-Nyquist spe´cifie
une condition ne´cessaire pour ne pas perdre d’information par recouvrement
de spectre : c’est-a`-dire que ∆ν ≥ δνs ou` δνs est le support spectral du signal
qu’on cherche a` mesurer. Toutefois, a` nombre de points N fixe´, augmenter ∆ν
implique de diminuer ∆τ , ce qui nuit a` la re´solution spectrale. Un autre point de
vue est de dire qu’augmenter ∆ν au-dela` de ∆ν0 implique de mesurer du bruit
en plus. Un bon compromis entre re´solution spectrale et crite`re de Shannon-
Nyquist semble donc eˆtre d’ajuster ∆ν a` ∆ν0 pour obtenir la meilleure re´solution
spectrale possible, a` nombre de points N fixe´. Dans les faits, cela e´quivaut a`
augmenter la vitesse du moteur, en-dec¸a` de 1.25mm.ms−1 qui est la valeur
fixe´e par le crite`re de Shannon-Nyquist (pour ν0 = 60 THz) Cependant, notre
technique d’e´chantillonnage ne collecte pas les points sur un axe τ re´gulier mais
en des points τ ′ dispose´s ale´atoirement sur cet axe. Effectuer la transforme´e
de Fourier par FFT d’une fonction e´chantillonne´e en des points irre´gulie`rement
espace´s introduit un niveau de bruit conside´rable dans le domaine spectral,
en conse´quence nous interpolons line´airement les donne´es sur un axe re´gulier,
τ0, avant la FFT. Le bruit issu de cette interpolation est essentiellement lie´
au pas d’e´chantillonnage dans le domaine temporel, aussi avons-nous maintenu
une vitesse du moteur relativement faible, de 0.15 mm.s−1 pour les spectres
que nous allons pre´senter dans la section suivante. En ame´liorant la technique
de traitement des donne´es (c’est-a`-dire en remplac¸ant l’interpolation par une
proce´dure qui est en cours de mise en place), ce de´faut de notre spectrome`tre
pourra eˆtre corrige´, et la vitesse du moteur eˆtre augmente´e.
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5.5 Re´sultats expe´rimentaux et physique sonde´e
par la spectroscopie bidimensionnelle
Au cours de cette dernie`re partie seront pre´sente´s les premiers re´sultats des
expe´riences de spectroscopie bidimensionnelle re´alise´es au cours de ce travail.
Ces expe´riences ne peuvent eˆtre interpre´te´e rigoureusement qu’en dehors du
mode`le de Bloch, aussi commencerons-nous par une introduction a` la physique
sonde´e par notre expe´rience. Quelques e´le´ments seront mentionne´s, qui per-
mettent d’e´tablir un lien intuitif entre signal expe´rimental et phe´nome`nes mis en
jeux. Puis, un e´tat de l’art de la mode´lisation de HbCO sera pre´sente´. Enfin, pour
terminer cette partie introductive, nous de´crirons brie`vement la pre´paration des
e´chantillons. Dans un second temps, nous pre´senterons nos premiers re´sultats,
et en discuterons en particulier la pre´cision de la calibration en origine des de´lais
et en phase. Enfin, et puisqu’un des objectifs de ce travail consistait a` comparer
nos donne´es a` des spectres bidimensionnels calcule´s par Cyril Falvo (ISMO) et
Chris Meyer (LCAR), issus d’une mode´lisation re´cente de HbCO, de premiers
re´sultats quantitatifs seront pre´sente´s.
5.5.1 Introduction a` la physique sonde´e par la spectrosco-
pie bidimensionnelle
L’analyse de la forme des taches de re´sonance renseigne spe´cifiquement sur
la dynamique des fre´quences de re´sonances des vibrations du CO. Dans le
premier chapitre, nous avons e´tabli une me´thode simple permettant de com-
prendre l’origine du signal issu d’une expe´rience de spectroscopie bidimension-
nelle cohe´rente : ceci nous a entre autres permis de saisir les avantages de la
ge´ome´trie pompe-sonde et d’un e´chantillonnage dans le domaine temporel plutoˆt
que fre´quentiel (approche du  hole-burning ). Ne´anmoins, nous avons explici-
tement de´coupe´ le proble`me en une suite d’interactions successives de´clenche´es
par des impulsions analytiques. Chacune de ces impulsions de´clenchait une
re´ponse line´aire dont la re´ponse percussionnelle e´tait Gnm. La limite de cette
approche re´side pre´cise´ment dans le choix de se´quencer le proble`me en re´ponses
percussionnelles inde´pendantes.
Dans un premier temps, nous donnerons une expression plus comple`te de la
fonction re´ponse d’une expe´rience de spectroscopie bidimensionnelle en ge´ome´-
trie pompe-sonde. Puis, nous extrairons de cette formule une interpre´tation
simple en termes de fonction de corre´lation, recouvrant la compe´tition de plu-
sieurs corre´lations d’origines diffe´rentes. Cette interpre´tation est la de´marche ha-
bituellement utilise´e pour exploiter les spectres bidimensionnels de corre´lation.
Cependant, elle est inexacte [53], sauf dans un cas particulier que nous rappel-
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lerons [101].
Compe´titions des processus d’e´largissement homoge`ne et inhomoge`ne
L’e´largissement homoge`ne De manie`re ge´ne´rale, on de´finit le bain comme
e´tant l’ensemble du syste`me qui ne participe pas directement au signal [131].
Une vibration unique, qu’on suppose limite´e a` deux niveaux d’e´nergie |g〉 et |e〉,
est plonge´e dans un milieu constitue´ de beaucoup d’autres syste`mes quantiques
(vibrations, e´tats e´lectroniques, etc) : l’e´tat quantique de l’ensemble de ces autres
syste`mes sont note´s |α〉. L’ope´rateur densite´ ρˆ s’e´crit dans la base tensorielle
{|gα〉 , |eα′〉}, ou` il y a une infinite´ d’e´le´ments α, α′. Les e´tats du syste`me sont
couple´s entre eux et, de manie`re ge´ne´rale, le hamiltonien agissant sur la vibration
comprend un terme de couplage avec le bain [100, 1, 25, 131] :
HˆCO,B(t) (5.43)
Ou` le potentiel couple´ HCO,B(t) est le meˆme pour toutes les mole´cules. Les
couplages impliquent que chaque cohe´rence interfe`re avec de nombreuses autres
cohe´rences de fre´quences de re´sonance diffe´rentes : le processus d’interfe´rences
destructives qui en re´sulte est e´quivalent, dans l’e´criture du hamiltonien re´duit
agissant sur l’ope´rateur densite´ re´duit σˆ, a` une fluctuation de la fre´quence
de re´sonance δω(t) pour la cohe´rence conside´re´e qui conduit a` l’annulation,
ge´ne´ralement rapide, de chaque cohe´rence [1]. L’interaction avec ce bain est
ainsi responsable de l’e´largissement des raies d’absorption. Cet e´largissement
e´tant le meˆme pour toutes les vibrations, il est appele´ e´largissement homoge`ne.
Les fluctuations du potentiel Par ailleurs, chaque vibration est plonge´e
dans un hamiltonien HˆCO, qui est fonction de la position {~R} de la vibration
dans la surface de potentiel [113] :
HˆCO(~R) (5.44)
Les vibrations ont donc des fre´quences de re´sonante diffe´rentes : comme le champ
total est la somme des champs rayonne´s par chaque vibration, la distribution de
ces fre´quences de re´sonance est responsable d’un e´largissement dit inhomoge`ne
du spectre. Pour chaque vibration, cet hamiltonien fluctue par ailleurs au cours
du temps, ce qui introduit une autre fluctuation de la fre´quence de re´sonance
δω(t). On appelle alors diffusion spectrale le processus de de´phasage duˆ aux
e´volutions de la surface de potentiel (e´change d’e´nergie entre vibrations, mou-
vement de la vibration, couplages entre vibrations etc).
Les deux processus entrent en compe´tition dans la forme du spectre d’absorp-
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tion. En particulier, dans le cas des solutions aqueuses (comme, ici, la prote´ine
HbCO plonge´e dans D2O), les e´chelles de temps de la fluctuation de la confor-
mation structurelle et du bain sont comparables et il n’est plus possible d’isoler
simplement les contributions participant a` la largeur des spectres [25, 53].
Fonction re´ponse de l’expe´rience de spectroscopie bidimensionnelle
en ge´ome´trie pompe-sonde
La somme de ces deux processus est couramment repre´sente´e sous la forme
d’un hamiltonien perturbatif ˆδH0(t) [25, 113] et le hamiltonien vu par une
mole´cule s’e´crit alors :
Hˆ = Hˆ0 + ˆδH0(t) (5.45)
Le calcul du champ analytique total mesure´ est un calcul courant en spectro-
scopie non-line´aire femtoseconde, et ne pre´sente pas de difficulte´ [101, 113]. Les
seules hypothe`ses effectue´es au cours du calcul sont :
– le hamiltonien perturbatif est faible devant celui a` l’e´quilibre
– les impulsions sont suppose´es infiniment bre`ves
Le re´sultat du calcul pour une vibration donne :
S(t) = |µeg|4 cos
(
ωegτ +
∫ τ
0
δωeg(t
′)dt′
)
cos
(
ωegt+
∫ τ+T+t
τ+T
δω(t′)dt′
)
(5.46)
Ou` chaque δωeg(t
′) est la fluctuation de fre´quence de re´sonance de la vibration
qu’on va e´tudier. Comme le champ e´mis est la somme des champs rayonne´s
par toutes les vibrations, qui ont des fre´quences de re´sonance diffe´rentes, on
repre´sente alors le hamiltonien total comme un hamiltonien stochastique, c’est-
a`-dire une variable ale´atoire e´voluant au cours du temps. En chaque instant,
δω(t) est une variable ale´atoire et, pour une fre´quence donne´e δωi, Pt(δωi) est
est la densite´ de probabilite´ a` l’instant t de vibrations dont la fre´quence de
re´sonance est δωi.
Le signal de spectroscopie bidimensionnelle e´chantillonne directement le pro-
cessus stochastique δω(t) en quatre instants t : l’instant d’arrive´e des trois im-
pulsions excitatrices, et l’instant d’arrive´e de l’impulsion homodyne. Un aspect
tre`s puissant de la spectroscopie bidimensionnelle est donc qu’elle mesure direc-
tement n’importe quel type de fluctuation [135].
Remarquons que le mode`le des fluctuations stochastiques des re´sonances
ne permet pas de repre´senter la relaxation des populations [113], et on peut
e´ventuellement ajouter un coefficient heuristique de relaxation des populations
en plus [130] pour en tenir compte. Cependant, nous nous inte´ressons ici a` la
fluctuation de fre´quence de re´sonance de la transition σ10 = 1951 cm
−1, et non
a` la relaxation des populations. En conse´quence, la compre´hension du signal
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spectroscopique a` partir d’un processus stochastique sera parfaitement adapte´e
a` notre expe´rience.
De´veloppement perturbatif a` l’ordre deux : la fonction de corre´lation
gaussienne
Pour un processus stochastique δω(t), Kubo a introduit une fonction g(t)
appele´e fonction de forme de raie, de´finie telle que :
e−i
∫ t
0
δω(t′)dt′ = e−g(t) (5.47)
Cette fonction g(t) permet de repre´senter l’e´volution dans le temps d’un pro-
cessus stochastique a` partir de ses moments et sous la forme d’une exponen-
tielle. Lorsqu’on se contente d’un de´veloppement a` l’ordre deux en moments,
la fonction g(t) est directement lie´e a` l’autocorre´lation C(t) = 〈δω(t)δω(0)〉 du
processus stochastique, et s’e´crit :
g(t) ≈
∫ t
0
dt1
∫ t1
0
dt2〈δω(t1)δω(t2)〉 (5.48)
Le support temporel de cette fonction de´finit une dure´e de me´moire. On appelle
aussi commune´ment cette fonction C(t) la FFCF pour  Frequency-Frequency
Correlation Function , ou encore fonction de corre´lation a` deux temps. Ce
de´veloppement a` l’ordre deux n’est exact que si le processus stochastique est
gaussien, puisque les moments d’ordre plus e´leve´ sont alors nuls par de´finition.
Le mode`le de relaxation de Bloch Lorsque la fonction C(t) est de sup-
port temporel tre`s court devant les autres e´chelles de temps, alors g(t) = Γt :
on reconnait le mode`le de Bloch pour la relaxation des cohe´rences et des po-
pulations. Cette fonction de corre´lation est caracte´ristique des processus sans
me´moire, dit de Markov. L’e´largissement du spectre a alors la forme d’une raie
de forme lorentzienne, dont la largeur a` mi-hauteur vaut la constante de temps
de relaxation des cohe´rences et des populations, T2. Dans le cas de la vibration
CO de la prote´ine HbCO plonge´ dans D2O, les temps de relaxation sont connus,
T2 = 1.6ps [143], T1 = 18ps [111].
Physiquement, la persistance de la corre´lation implique directement que les
intensite´s issues de processus rephasants sont supe´rieures a` l’intensite´ des contri-
butions non-rephasantes [118]. En effet, pour une vibration choisie posse´dant
une fre´quence de re´sonance δω1 lors de l’arrive´e de la premie`re impulsion. Si la
corre´lation est maintenue au bout d’un temps d’attente T, alors cette vibration
produira un e´cho de photon, pour un chemin de cohe´rence re´sonant, au bout
du temps t = τ , et ceci sera valable pour toutes les vibrations. Les processus
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non rephasants des diffe´rentes vibrations, par nature, ne seront jamais remis en
phase et ne produiront pas cet e´cho de photon.
C(t) s’interpre`te donc comme la probabilite´ conditionnelle qu’une vibration
ait une fre´quence de re´sonance ω2 a` l’instant t, sachant qu’elle avait la fre´quence
ω1 a` t = 0 [53, 118]. Le spectre bidimensionel peut alors eˆtre compris comme une
carte de corre´lation entre une fre´quence excite´e a` sa re´sonance ωτ par la premie`re
impulsion, et excite´e a` la fre´quence re´sonante ωt a` la troisie`me impulsion, au
bout du temps d’attente T .
5.5.2 L’e´chantillon HbCO
Au cours de cette partie, nous allons quitter le cadre ge´ne´ral qui exprime les
fluctuations en processus stochastique, pour pre´senter brie`vement les avance´es
concernant la mode´lisation du puits de potentiel de la vibration CO dans HbCO,
ce qui reste en fait l’objectif principal.
Etat de l’art de la mode´lisation du HbCO
L’he´moglobine, et plus ge´ne´ralement les he´moprote´ines, sont des prote´ines
qui ont e´te´ largement e´tudie´es auparavant, principalement a` cause de leur im-
portance physiologique. Une prote´ine d’he´moglobine est constitue´e de 4 sous-
structures similaires (deux chaines α et deux chaines β), chacune d’entre elles
comprenant un he`me. Un he`me appartient a` une cate´gorie de mole´cules spe´ci-
fiques appele´es porphyrines, qui sont des mole´cules cycliques et planes : la par-
ticularite´ des he`mes est de contenir en leur centre un atome de fer qui fixe le
ligand porte´ par la prote´ine. Dans le cas de l’he´moglobine, responsable du trans-
port de l’oxyge`ne dans le sang, ce ligand peut eˆtre une mole´cule de monoxyde
de carbone (CO), de monoxyde d’azote (NO), ou de dioxyge`ne (O2). Au cours
de ce travail nous avons manipule´ des e´chantillons dont le ligand est la mole´cule
de CO pour des raisons de stabilite´ de l’e´chantillon. La mole´cule de CO est alors
perpendiculaire au plan de l’he`me, ce qu’illustre la figure 5.33.
Une mole´cule de CO unique lie´e a` une prote´ine d’he´moglobine Hb est alors
plonge´e dans un puits de potentiel vibrationnel de forme inconnue et qui est
fonction, si l’on s’en tient au parame`tre le plus significatif, de la distance R
entre la mole´cule CO et le plan de l’he`me. Celui-ci, au plus bas ordre de son
de´veloppement de Taylor au voisinage de la distance d’e´quilibre entre les deux
atomes, serait un puits de potentiel harmonique. Ceci ne suffit pas rendre compte
des re´sultats expe´rimentaux connus et, de`s l’ordre suivant, ce puits de potentiel
devient un puits anharmonique, dont l’expression comprend en plus un terme
cubique en Rˆ, l’observable qui mesure la distance entre le plan de l’he`me et
la mole´cule de CO. Sous cette hypothe`se, les e´nergies des diffe´rents niveaux k
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(a) Repre´sentation de l’he`me sur
lequel vient se fixer la mole´cule de
CO au niveau de l’atome central
de fer en vert. L’ensemble e´tant
situe´ dans une chaine α (figure ex-
traite de [36]).
Figure 5.33 – A gauche : Repre´sentation de l’he`me sur lequel vient se fixer la
mole´cule de CO au niveau de l’atome central de fer en vert. L’ensemble e´tant
situe´ dans une chaine α (figure extraite de [36]). A droite : sche´ma des niveaux
d’e´nergie du CO mesure´s expe´rimentalement jusqu’au niveau n = 7. Au-dela`,
la forme du puits de potentiel est inconnue. (anharmonicite´ de −15%, grossie
d’un facteur 10 environ) [143].
.
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prennent la forme :
ωk = (
1
2
+ k)ω10 +
1
2
αk(k − 1)ω10 (5.49)
Ou` α est un parame`tre sans dimension appele´ anharmonicite´ du puits de po-
tentiel. En conse´quence, toutes les fre´quences de re´sonance sont e´quidistantes
(c’est-a`-dire que ω21 − ω10 = ω32 − ω21 = · · · = αω10 = 25cm−1). Cette hy-
pothe`se au sujet de la forme du puits de potentiel a pu eˆtre ve´rifie´e jusqu’a`
la transition ω76 au cours de travaux expe´rimentaux pre´ce´dents et il a e´te´ me-
sure´ que la valeur de l’anharmonicite´ de l’e´chelle vibrationnelle de HbCO vaut
α = −1.3% [143]. Ceci a constitue´ un progre`s tre`s significatif dans la mesure du
de´veloppement de Taylor du puits de potentiel vibrationnel selon la dimension
R, justement parce que l’emploi d’une ascension adiabatique rapide a permis
de peupler des niveaux tre`s excite´s. Cette expe´rience de´montre d’ailleurs tout
l’inte´reˆt du controˆle cohe´rent dans l’exploration du puits de potentiel.
En re´alite´, nous avons jusque la` de´crit l’e´tat de l’art des connaissances
pour une bande d’absorption de HbCO, la bande principale A1 de fre´quence
de re´sonance pour la premie`re transition σ10 = 1951 cm
−1. En re´alite´, il existe
d’autres bandes d’absorption plus faibles, et la bande A0 (a` 1968 cm
−1 d’ab-
sorption 10% de l’absorption de A1) a e´te´ en particulier observe´e au cours de
travaux pre´ce´dents : ces bandes sont attribue´es a` deux conformations diffe´rentes
de la prote´ine, et plus pre´cise´ment a` deux orientations diffe´rentes du re´sidus His,
un acide amine´ voisin de l’he`me [38, 105]. La forme du puits de potentiel pour
cette deuxie`me bande d’absorption reste inconnue.
Toutefois, ces re´sultats ne permet pas d’expliquer l’origine de la largeur des
raies d’absorption du CO, qui provient de la fluctuation de la forme de ce puits
de potentiel : la difficulte´ est de trouver une expression analytique du hamilto-
nien en fonction de cette fluctuation. De re´cents travaux the´oriques sont parve-
nus a` une parame´trisation remarquablement simple du hamiltonien comprenant
alors, en plus des termes en Rˆ de´ja` cite´s, un terme anharmonique en θ, l’angle
entre la vibration CO et le plan de l’he`me [36]. A partir de trajectoires de dy-
namique mole´culaire, classiques, l’extraction d’un petit nombre d’e´chantillons
(500) de la re´partition, fluctuante, des atomes du milieu a permis de recons-
truire des e´chantillons du hamiltonien quantique 1D fluctuant. Ceci a permis de
de´couvrir qu’une parame´trisation a` l’aide d’un seul parame`tre supple´mentaire,
la de´pendance de l’angle θ en fonction de la re´partition fluctuante des atomes
du milieu, suffisait a` rendre compte, avec une bonne pre´cision, de la fluctua-
tion des fre´quences de re´sonance de la vibration CO, et ce pour 10 fre´quences
de re´sonance. En d’autres termes, ce re´sultat montre que l’ensemble des fluc-
tuations peut eˆtre contenue dans un seul parame`tre supple´mentaire, θ. Cette
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e´le´gante me´thode the´orique a permis de de´terminer une anharmonicite´ correcte
de 25 cm−1 et une largeur de raie pour la transition σ10 de 8.4 cm−1. Ces
re´sultats sont re´sume´es dans la figure 5.34
Figure 5.34 – Principales e´tapes de la parame´trisation des fluctuations du ha-
miltonien en un parame`tre supple´mentaire θ. A gauche : graˆce aux e´chantillons
de la re´partition des atomes obtenus par dynamique mole´culaire, il est possible
de reconstruire autant d’e´chantillons du hamiltonien 1D, chacun e´tant une des
manifestations des fluctuations du puits de potentiel, en gris. La figure inse´re´e
montre la distribution de la premie`re fre´quence de re´sonance ω10, obtenue pour
ces puits de potentiel. A droite : comparaison entre la raie d’absorption obtenue
a` l’aide de la parame´trisation (en gris), et la raie d’absorption obtenue sur la
figure de gauche (figures extraites de [36])
.
Pre´paration des e´chantillons
Le protocole de pre´paration des e´chantillons a e´te´ mis au point en grande
partie au cours de travaux pre´ce´dents [141], la diffe´rence principale e´tant qu’au-
jourd’hui nous utilisons une he´moglobine de cheval, commerciale, plutoˆt qu’une
he´moglobine humaine. Ces e´chantillons sont fabrique´s a` partir d’he´moglobine de
cheval commercialise´e par la socie´te´ Sigma sous forme lyophilise´e. Dans un pre-
mier temps, nous pre´parons la solution en dissolvant une solution tampon tre`s
concentre´e de TrisHCl dans de l’eau lourde D2O, qui absorbe peu l’infrarouge
pour notre gamme spectrale. Puis nous ajoutons l’he´moglobine dans la solution
tampon, a` une concentration en he`me entre 15 et 20 millimolaire (environ la
concentration en he`me dans le sang). Au-dela`, le me´lange devient visqueux et
inutilisable. A ce stade, l’atome de fer de l’he`me peut eˆtre ionise´ sous les formes
Fe2+ et Fe3+, le dernier cas correspondant a` la formation de MetHe´moglobine
non souhaite´e dans notre e´chantillon. Aussi place-t-on le me´lange dans un exce`s
de dithionite, qui est un re´ducteur puissant. Puis, on place la solution dans une
atmosphe`re de CO, sous hotte, afin d’e´liminer les mole´cules de dioxyge`ne. Ces
manipulations ont lieu sous Argon afin d’e´viter l’introduction de dioxyge`ne dans
l’e´chantillon.
Puis, on pre´le`ve un peu de solution, qu’on place entre deux lames de CaF2
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(peu absorbant) de 1mm d’e´paisseur espace´es par des  spacer  en te´flon
d’e´paisseur 100µm ou 200µm (au-dela` de cette e´paisseur, l’absorption de l’im-
pulsion infrarouge devient critique, tandis qu’en dec¸a`, l’expe´rience n’exploite
qu’une petite partie de la zone de recouvrement des taches focales des lasers).
L’ensemble est ensuite rendu herme´tique en appliquant un gel e´tanche entre les
 spacer  et les lames de CaF2. En de´finitive, ces e´chantillons, de concentra-
tion environ 15− 20 mM en he`me, sont introduits dans une monture motorise´e
pouvant tourner autour de l’axe optique en continu, ce qui permet d’utiliser la
me´thode d’e´limination du signal de diffusion des pompes.
5.5.3 Le signal expe´rimental
Cette section sera consacre´e a` la pre´sentation des re´sultats expe´rimentaux de
spectroscopie bidimensionnelle. Dans un premier temps, nous discuterons de la
qualite´ de ces re´sultats, en examinant pas a` pas l’efficacite´ de chaque proce´dure.
Nous ve´rifierons d’une part que les diffe´rents balayages sont correctement recale´s
et qu’en effectuer la moyenne n’introduit pas de perte de contraste : ceci revient
a` examiner la pre´cision de la proce´dure B, c’est-a`-dire la qualite´ des spectres
bidimensionnels. D’autre part, nous examinerons la pre´cision de la proce´dure C,
qui est responsable de la de´termination de l’origine des de´lais et du de´phasage de
l’interfe´rome`tre : nous montrerons alors que l’origine des de´lais n’est pas toujours
de´termine´e avec la pre´cision suffisante, dans le cas de certaines mesures, et nous
relierons cette constatation avec l’effet d’un nombre insuffisant de balayages (10
balayages pour nos expe´rience) lorsque le niveau de bruit de l’expe´rience est
trop grand. Il restera a` ve´rifier dans un futur proche que cette hypothe`se est
correcte. En de´finitive, afin d’exploiter nos re´sultats, il nous suffira de corriger
cette erreur re´siduelle, qui vaut en moyenne de 120 as, dans la de´termination
du de´lai nul. Enfin, nous extrairons de nos spectres bidimensionnels la fonction
de corre´lation a` deux temps C(t) (qui sera une grandeur approche´e pour la
description de la physique de la prote´ine HbCO), pour la comparer a` la fonction
de corre´lation a` deux temps extraite des calculs de spectres bidimensionnels
effectue´s par Cyril Falvo (ISMO).
Examen des spectres bidimensionnels
Dans un premier temps, nous allons discuter de la validite´ et de la qualite´
de nos spectres bidimensionnels. Pour cette premie`re expe´rience, nous avons
re´gle´ un temps d’attente T = 2 ps, ce qui est largement infe´rieur a` la dure´e
de vie des populations et permet donc d’avoir un bon niveau de signal. La
re´solution selon les deux axes vaut 1 cm−1, et la vitesse du moteur vaut 0.15
mm.s−1. Les donne´es sont interpole´es sur une grille re´gulie`re de pas 1 fs selon
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la dimension τ (soit le pas d’e´chantillonnage a` la vitesse moyenne du moteur).
Nous avons effectue´ 10 balayages de l’intervalle ∆τ d’amplitude 30 ps, pour une
dure´e totale de l’expe´rience de 10 minutes. Enfin, rappelons que nous utilisons
trois proce´dures diffe´rentes :
– les proce´dures A et B permettent de recaler pre´cise´ment les balayages
successifs, a` une origine des de´lais 01 inconnue pre`s
– les proce´dures A et C construisent une suite d’interfe´rogrammes qui con-
verge vers l’interfe´rogramme moyenne´. Avec la proce´dure B, nous extra-
yons de cette interfe´rogramme la suite de valeurs N , dont la limite vaut
01, fournissant ainsi l’origine des de´lais qui manquait jusque la`.
Examinons tout d’abord l’efficacite´ des proce´dure A, B et C. Pour cela, nous
allons proce´der par e´tape, toujours a` partir des meˆmes donne´es expe´rimentales.
Re´sultats obtenus en traitant chaque balayage de manie`re inde´pen-
dante Dans un premier temps, observons quelques spectres bidimensionnels
obtenus lorsqu’on traite chaque balayage de manie`re inde´pendante, c’est-a`-dire
que chaque balayage n’est traite´ que par la seule proce´dure A : sur la figure 5.35
sont repre´sente´s les spectres absorptifs issus de 3 balayages conse´cutifs parmi les
10 effectue´s. Comme nous nous y attendons, la vulne´rabilite´ au bruit contenu
dans un interfe´rogramme de la de´termination du de´lai nul par la proce´dure A
implique que, d’une acquisition a` l’autre, les taches de re´sonance diagonales
fluctuent en position, phe´nome`ne qui s’accompagne de l’apparition d’une partie
ne´gative situe´e au-dessus ou en-dessous du pic d’absorption positif. Comme
Figure 5.35 – Mesures de trois spectres absorptifs re´alise´s pour N=1 (donc
seulement avec la proce´dure A) : le re´sultat provient de 3 balayages conse´cutifs,
re´alise´s a` quelques dizaines de secondes d’intervalle. Les spectres sont repre´sente´s
avec 40 lignes de niveaux. La fluctuation de de´termination du de´lai nul entre les
deux impulsions introduit une distorsion de la tache diagonale qui se manifeste
par un de´calage du centre de la partie positive et l’apparition d’une partie
ne´gative, qui varient d’une mesure a` l’autre.
nous l’avons mentionne´ auparavant, cette impre´cision est re´ve´le´e au travers du
de´saccord entre le maximum de la valeur absolue du spectre bidimensionnel et
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celui de sa partie re´elle. L’examen de la figure 5.36 confirme que la position du
pic de la valeur absolue du spectre bidimensionnel, qui ne varie pas en position
d’un balayage a` l’autre, n’est pas sensible a` une erreur dans la calibration des
de´lais, a` l’inverse de la position du pic de la partie re´elle.
Figure 5.36 – Pour les meˆmes spectres que la figure 5.35 sont repre´sente´es les
tranches a` σt = 1951cm
−1 des spectres re´els (en bleu) et de la valeur absolue
des spectres bidimensionnels (en rouge). La position du pic d’absorption fluctue
a` cause de l’impre´cision de la proce´dure A, tandis que le pic de la valeur absolue
du spectre y est insensible et reste a` la position στ = 1951cm
−1.
Re´sultats obtenus pour un balayage, traite´ avec 10 interfe´rogrammes
Repre´sentons maintenant les meˆmes spectres, sur la figure 5.37, mais pour
lesquels le de´lai nul et la phase de l’interfe´rome`tre ont e´te´ de´termine´s a` l’aide
de l’interfe´rogramme moyenne´ obtenu par le traitement ite´ratif des 10 interfe´ro-
grammes par la proce´dure C : pour chaque balayage, le de´lai nul est de´termine´
en corrigeant le re´sultat de la proce´dure A a` l’aide de l’interfe´rogramme moyenne´
fourni par la proce´dure C, la correction e´tant effectue´e par la proce´dure B. Dans
cette figure, l’examen des projections σt = 1951cm
−1 confirme l’accord entre le
pic de la partie re´elle et le pic de la valeur absolue du spectre : ceci valide la
de´termination du de´lai nul et du de´phasage de l’interfe´rome`tre a` une pre´cision
de 100 as.
Alors, seulement, il est possible de conclure que la tache diagonale est centre´e
sur la diagonale σt = στ et toujours positive. Cette proprie´te´ n’est pas ne´cessai-
rement vraie. Dans des spectres bidimensionnels absorptifs e´lectroniques a e´te´
observe´e l’apparition d’une partie ne´gative au voisinage des pics sur la premie`re
projection, de faible amplitude, en plus d’un de´calage hors de la diagonale du
centre de la tache : cette observation a e´te´ confirme´e par des calculs the´oriques
associe´s et ce de´calage, en particulier, a e´te´ impute´ a` un effet de de´placement de
Stoke de la fre´quence d’absorption e´lectronique [43, 61] (cet effet particulier, bien
suˆr, ne nous concerne pas). Par ailleurs, il a e´galement e´te´ montre´, encore pour
des spectres e´lectroniques, qu’un e´tirement des impulsions pouvaient e´galement
mener a` l’apparition d’une partie ne´gative dans le spectre bidimensionnel[133].
En conclusion, l’e´tude pas a` pas des spectres bidimensionnels re´els a permis
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Figure 5.37 – Mesures des meˆmes spectres absorptifs (un balayage), mais pour
lesquels le de´lai nul a e´te´ de´termine´ a` l’aide de la proce´dure C pour N=10, et
repre´sente´s avec 40 lignes de niveaux. Sur les projections selon ωt = 1951cm
−1
de la partie re´elle (bleu) et de la valeur absolue (rouge) de ces spectres complexes,
le de´saccord entre les pics est largement atte´nue´.
de montrer que l’interfe´rogramme obtenu par la proce´dure C au bout des 10
balayages est suffisamment proche de l’interfe´rogramme moyenne´ pour qu’on ne
puisse plus distinguer le de´saccord entre pic re´el et pic de la valeur absolue pour
chaque spectres bidimensionnels (ceci est bien suˆr vrai pour tous les balayages
bien qu’ici seuls 3 re´sultats soient affiche´s).
Spectre bidimensionnel final pour T = 2 ps et discussion Nous avons
pre´ce´demment mis en e´vidence la de´termination correcte du de´lai nul pour cette
expe´rience par la proce´dure C : nous pouvons alors observer le re´sultat final de
l’expe´rience telle qu’imple´mente´e dans le spectrome`tre, au bout de 10 balayages.
Ce re´sultat est repre´sente´ sur la figure 5.38. Le spectrome`tre fait alors en plus
appel a` la proce´dure B qui recale temporairement les donne´es de chaque balayage
sur le premier d’entre eux, en attendant que la proce´dure C converge vers le de´lai
nul de l’interfe´rome`tre. Sur les spectres diffe´rentiels de la figure 5.38, entre les
deux pics re´sonant a` 1951cm−1 et 1925cm−1, on note un  e´paulement  d’en-
viron 20% d’amplitude, qui reste a` ce jour inexplique´. Cet  e´paulement  est
pre´sent sur nos spectres pompe-sonde mesure´s directement par ailleurs.
D’autre part, nous pouvons calculer les largeurs a` mi-hauteur des pics d’ab-
sorption diffe´rentielle fourni par les spectres pompe-sonde. Pour le pic situe´
en σ10 = 1951 cm
−1, la largeur a` mi-hauteur vaut 9 cm−1. Cette largeur est
constante selon la valeur de T : a` partir des 10 spectres diffe´rentiels extraits de
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Figure 5.38 – En haut a` gauche, spectre bidimensionnel absorptif final, obtenu
au bout de 10 balayages, pour T = 2ps, et repre´sente´ avec 40 lignes de niveaux.
En haut a` droite, une version moins grossie afin d’illustrer l’ame´lioration du
rapport signal-sur-bruit au bout des 10 balayages. En bas a` gauche, comparai-
son entre un spectre pompe-sonde de re´fe´rence (noir) et le spectre pompe-sonde
extrait du spectre bidimensionnel complexe par inte´gration de la partie re´elle
selon ωτ : l’erreur relative vaut 6%. En bas a` droite, comparaison de la position
du pic de la partie re´elle (en bleu) et de la valeur absolue du spectre bidimen-
sionnel (rouge) pour ωt = 1951cm
−1. En noir est repre´sente´e en plus la partie
imaginaire de la meˆme tranche ωt = 1951cm
−1, pour illustrer qu’a` cause de la
mesure de la fonction re´ponse pompe-sonde sur le seul demi-axe τ < 0, par-
tie re´elle et partie imaginaire du spectre complexe sont lie´es par la relation de
Kramers-Kro¨nig.
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nos spectres bidimensionnels absorptifs, nous calculons que cette largeur vaut
9 ± 0.2 cm−1. Par ailleurs, nous avons effectue´ le meˆme calcul pour le pic de
re´sonance situe´ en σ21 = 1925 cm
−1 : nous avons mesure´ ainsi une largeur a`
mi-hauteur de 7.9 ± 0.3 cm−1. Nous avons par ailleurs ve´rifie´ que la largeur a`
mi-hauteur extraite des spectres bidimensionnels et des spectres pompe-sonde
directs sont bien e´gales.
Ces mesures de largeur a` mi-hauteur de pics d’absorption diffe´rentielle dans
les spectres pompe-sonde fournissent la largeur a` mi-hauteur d’une raie d’ab-
sorption comprenant la contribution de chaque vibration : on mesure donc la
largeur de raie re´sultant de l’effet conjugue´ des e´largissements inhomoge`nes et
homoge`nes (et qui prend la forme d’un produit de convolution appele´ forme
de raie de Voigt). Nous pouvons confronter nos mesures avec des re´sultats
expe´rimentaux pre´ce´dents :
– en 1994, il a e´te´ mesure´e que la largeur de la raie d’absorption σ10 vaut
8.1± 0.2 cm−1 [158].
– en 1995, pour une concentration en he`me similaire de 16mM, l’e´quipe de
Hochstrasser a mesure´ une largeur de raie d’absorption de 8 cm−1 avec
une re´solution de l’ordre de 3 cm−1 [111].
– en 2004, et toujours pour une concentration en he`me similaire, la largeur de
la raie d’absorption σ10 a e´galement e´te´ mesure´e, pour une valeur de 6.5±
0.2 cm−1. Graˆce a` l’ascension vibrationnelle optimise´e par une impulsion
de pompe a` de´rive de fre´quence ne´gative, la largeur de raie de la transition
σ21 a aussi pu eˆtre mesure´e et la valeur de 6.9±0.5 cm−1 a e´te´ de´termine´e
[141].
– les travaux the´oriques pre´ce´demment mentionne´s ont abouti a` une largeur
de raie d’absorption σ10 valant 8.4 cm
−1 [37].
Notre mesure de largeur de raie est donc cohe´rente avec des re´sultats pre´ce´dents,
la (relative) diversite´ des re´sultats pouvant provenir de pre´parations d’e´chantil-
lons diffe´rentes : des travaux re´cents ont par exemple e´tudie´ l’influence de la
viscosite´ du milieu sur la largeur de raie d’absorption la largeur de la raie d’ab-
sorption [38], ou encore la nature du solvant [74].
Bilan et progression des proce´dures En de´finitive, nous avons analyse´ le
fonctionnement pas a` pas, et pour chaque proce´dure, de notre spectrome`tre,
dans le cas de la mesure pour T= 2 ps, et pour 10 balayages. La progression de
ces proce´dures au cours des ite´rations successives peut eˆtre caracte´rise´e en exa-
minant les diffe´rents re´sultats relatifs aux interfe´rogrammes, comme repre´sente´
sur la figure 5.39. Sur cette figure sont repre´sente´s les interfe´rogrammes traite´s
individuellement par la proce´dure A et les interfe´rogrammes traite´s par les
proce´dures A, B et C. L’examen de ces figures met en e´vidence que l’incertitude
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de la proce´dure A, lie´e au niveau de bruit des interfe´rogrammes, est annule´e en
deux parties, la proce´dure B annulant la fluctuation tir a` tir de la proce´dure
A mais pas l’erreur commise par cette dernie`re au cours du premier balayage,
et la proce´dure C annulant justement l’erreur commise par la proce´dure A au
cours du premier balayage. Comme nous l’avons vu, la proce´dure C a converge´
Figure 5.39 – Examen des interfe´rogrammes pour les 10 balayages effectue´s
pour la mesure du spectre bidimensionnel pour T = 2 ps. En haut a` gauche :
re´sultats de la proce´dure A pour chaque balayage. En haut a` droite, les meˆmes
re´sultats grossis avec, en noir gras, l’interfe´rogramme du premier balayage qui
servira de re´fe´rence temporaire pour la proce´dure B. Puis, en bas a` gauche :
liste des phases constantes pour chaque balayage traite´ par la proce´dure A.
L’incertitude vaut ±0.3 rad, soit une pre´cision de ± pi10 de la proce´dure A pour
cette expe´rience, soit encore une incertitude de la proce´dure A pour de´terminer
le de´lai nul de ±850as. En bas a` droite : les interfe´rogrammes de chaque balayage
sont traite´es par la proce´dure B et recale´s sur le premier d’entre eux, en noir
gras, qui est l’interfe´rogramme de re´fe´rence temporaire (les courbes sont grossies
au voisinage de 0). En rouge gras, interfe´rogramme moyenne´ obtenu par la
proce´dure C et, en vert gras, l’interfe´rogramme de re´fe´rence apre`s recalage sur
l’interfe´rogramme moyenne´.
de manie`re satisfaisante au bout de 10 balayages pour cette expe´rience parti-
culie`re, avec le niveau de bruit associe´. Comme la proce´dure C revient en fait
a` moyenner des interfe´rogrammes (a` l’interpolation sur la grille re´gulie`re pre`s),
on peut estimer que l’incertitude de de´termination du de´lai nul au bout de 10
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balayages vaut 850√
10
= 270 as, ce qui est de l’ordre de grandeur souhaite´.
En re´alite´, la pre´occupation est donc de trouver un moyen fiable d’e´valuer,
pour chaque expe´rience, le nombre de balayages ne´cessaires pour atteindre la
pre´cision de 100 as. Ceci n’a pas e´te´ effectue´ au cours de ce travail et pourrait
eˆtre une piste de fiabilisation de notre spectrome`tre. Par ailleurs, la validite´ de
notre spectre bidimensionnel pour T = 2 ps permet de conclure que le de´phasage
de l’interfe´rome`tre vaut 5.05 rad, c’est-a`-dire la valeur renvoye´e par la proce´dure
C.
Examen d’un cas moins favorable Nous allons examiner le re´sultat d’une
deuxie`me mesure de spectre bidimensionnel, re´alise´e le meˆme jour, et avec exac-
tement les meˆmes re´glages. Nous ve´rifierons d’une part que la proce´dure B reste
d’une pre´cision de l’ordre de 100 as, et d’autre part que l’incertitude de la
proce´dure A a fortement augmente´ pour cette mesure, ce que nous relierons a`
un niveau de bruit bien plus e´leve´ dans les interfe´rogrammes. Ceci aura pour
effet que la suite des interfe´rogrammes moyenne´s convergera moins vite vers sa
limite, c’est-a`-dire que la de´termination du de´lai nul ne´cessitera un plus grand
nombre de balayages. Notons que nous e´tudions ici le cas de notre pire mesure
(et de loin) re´alise´e pour T=0.1ps et N=10 balayages.
Comme nous l’avons fait au cours du paragraphe pre´ce´dent, nous allons exa-
miner pas a` pas les re´sultats de chacune des proce´dures, pour quelques spectres
repre´sentatifs parmi les 10 disponibles. En premier lieu, observons donc quelques
re´sultats obtenus pour N= 1 balayage, dont le de´lai nul a e´te´ obtenu a` par-
tir de leur seul interfe´rogramme traite´ par la proce´dure A. Ces re´sultats sont
repre´sente´s sur la figure 5.40. Il apparait a` leur observation que la fluctuation
des taches de re´sonance, c’est-a`-dire de la proce´dure A, est bien plus importante
que pour la mesure T = 2 ps.
Puis, examinons les spectres re´els issus de ces diffe´rents balayages, ou` l’ori-
gine des de´lais a e´te´ obtenue par la proce´dure C : comme pour le cas T = 2 ps,
chaque balayage est recale´ par la proce´dure B sur l’interfe´rogramme issue de la
proce´dure C. Les re´sultats, pour les meˆmes balayages que dans la figure 5.40,
sont repre´sente´s sur la figure 5.41. Comme on peut l’observer sur les projec-
tions ωt = 1951cm
−1, la proce´dure B recale efficacement les balayages, puisque
le de´saccord entre la position du pic re´el et en valeur absolue est constant. De
plus, il apparait que la proce´dure C n’a pas de´termine´ le de´lai nul a` une pre´cision
suffisante pour annuler ce de´saccord.
Enfin, observons le re´sultat final de nos proce´dures pour les 10 balayages
(cf figure 5.42) pour lequel, comme nous l’avons de´ja` montre´, il subsiste une
impre´cision quant a` la de´termination du de´lai nul, re´ve´le´e par le de´saccord
entre les pics de re´sonance des projections ωt = 1951cm
−1 de la partie re´elle du
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Figure 5.40 – Pour trois spectres conse´cutifs a` T= 0 ps, observation du spectre
bidimensionnel re´el et des projections a` ωt = 1951cm
−1 associe´es (en rouge,
la valeur absolue, en bleu la partie re´elle). Les fluctuations sont ici bien plus
importantes et seront nume´riquement e´value´es plus tard. Le troisie`me spectre
correspond au cas, chanceux, ou` la proce´dure A a fourni la bonne valeur du
de´lai nul.
Figure 5.41 – Mesures des meˆmes spectres absorptifs T = 0 ps (un balayage),
mais pour lesquels le de´lai nul a e´te´ de´termine´ a` l’aide de la proce´dure C pour
N=10, et repre´sente´s avec 40 lignes de niveaux. Sur les projections selon ωt =
1951cm−1 de la partie re´elle (bleu) et de la valeur absolue (rouge) de ces spectres
complexes, le de´saccord entre les pics de la partie re´elle et de la valeur absolue
devient constant (cf texte).
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spectre bidimensionnel et de sa valeur absolue. Le niveau de bruit est ne´anmoins
sensiblement ame´liore´, ce qui te´moigne de la pre´cision de la proce´dure B. La
Figure 5.42 – Examen du re´sultat du spectrome`tre au bout de N= 10 balayages.
A gauche, le spectre absorptif. Au milieu, la valeur absolue du spectre. A droite :
projections ωt = 1951cm
−1 de la partie re´elle (bleu), imaginaire (noir), et de la
valeur absolue (en rouge).
conclusion de cet examen est que la proce´dure C a e´choue´ a` de´terminer le
de´lai nul a` une pre´cision suffisante de l’ordre de 100as a` l’issue de 10 mesures.
Or, de l’e´tude des interfe´rogrammes, dont les re´sultats sont repre´sente´s sur la
figure 5.43, nous pouvons de´duire que l’incertitude de la proce´dure A dans
la de´termination du de´lai nul vaut ±3.3 fs pour cette expe´rience, ce qui est
bien supe´rieur a` l’incertitude de la proce´dure A pour la mesure T = 2 ps :
notre hypothe`se est donc que cette incertitude, due au bruit contenu dans les
interfe´rogrammes, est responsable d’une convergence moins rapide de la suite
des interfe´rogrammes de la proce´dure C vers l’interfe´rogramme moyenne´, et
qu’un nombre de 10 balayages e´tait insuffisant pour s’approcher de la limite
de la suite avec une pre´cision suffisante. Cette hypothe`se reste a` confirmer.
L’ensemble des re´sultats relatifs aux interfe´rogrammes pour l’expe´rience T =
0.1 ps est repre´sente´ sur la figure 5.43. L’examen de ces re´sultats permet de
conjecturer qu’il aurait e´te´ ne´cessaire d’effectuer de l’ordre de 4 fois plus de
balayages pour l’expe´rience T = 0 ps que pour T = 2ps (soit le rapport des
niveaux des incertitudes 3300850 ). Toutefois, graˆce a` la mesure pour T = 2 ps,
nous savons que la phase de l’interfe´rome`tre vaut dφ0 = 5.05 rad. Comme on
mesure ici un re´sultat qui vaut dφ0 = 4.12 rad a` l’issue de la proce´dure C pour
10 balayages, on peut de´duire que l’erreur commise lors de cette expe´rience
vaut 5.05−4.12ω0 = 2.5 fs. Il suffit donc de corriger le spectre bidimensionnel dans
le domaine complexe par la modulation de phase associe´e a` cette erreur de
calibration pour obtenir le re´sultat repre´sente´ sur la figure 5.44. L’observation
de ce spectre semble re´ve´ler plusieurs syste`mes de taches :
– une premier syste`me constitue´ des taches de coordonne´es [1900; 1951],
[1925; 1951], [1951; 1951] : ces taches sont associe´es aux trois premie`res
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Figure 5.43 – Examen des interfe´rogrammes pour les 10 balayages effectue´s
pour la mesure du spectre bidimensionnel pour T = 0.1 ps. De gauche a` droite
et de haut en bas : re´sultats de la proce´dure A pour chaque balayage. Re´sultats
grossis de la proce´dure A pour le traitement individuel de chaque balayage
avec, en noir gras, l’interfe´rogramme qui servira de re´fe´rence temporaire pour
la proce´dure C. Puis, en bas a` gauche : liste des phases constantes pour chaque
balayage traite´ par la proce´dure A. L’incertitude vaut 1.2 rad (soit une pre´cision
de pi2.5 de la proce´dure A), c’est-a`-dire que l’incertitude de la proce´dure A pour
de´terminer le de´lai nul vaut 3300 as pour le niveau de bruit de cette mesure.
En bas a` gauche : interfe´rogrammes traite´es par les proce´dures A, B et C. En
noir gras, interfe´rogramme de re´fe´rence temporaire (premier balayage), en rouge
gras, interfe´rogramme moyenne´, en vert gras, interfe´rogramme de re´fe´rence apre`s
recalage sur l’interfe´rogramme moyenne´ avec une pre´cision de 90as.
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Figure 5.44 – Spectre bidimensionnel pour T = 0 ps, apre`s correction de l’er-
reur re´siduelle de la proce´dure C au bout de 10 balayages en utilisant la valeur
du de´phasage de l’interfe´rome`tre fournie par la proce´dure C de la mesure T = 2
ps. A droite, version moins grossie du spectre absorptif. Les taches de coor-
donne´es [1951; 1951] et [1925; 1951] correspondent aux absorptions σ10 et σ21 de
la bande principale d’absorption de HbCO A1
transitions de la bande A1 et sont celles qui nous inte´ressent
– un second syste`me constitue´ des taches de coordonne´es [1940; 1968], et de
coordonne´es [1968; 1968] : ces taches sont tre`s probablement associe´es aux
premie`res transitions de la bande A0
– une tache en [1925; 1925] : cette tache vient probablement d’un processus
non-line´aire d’ordre 5.
En conclusion, nous avons e´tudie´ pas a` pas le cas d’une mesure ou` le niveau
de bruit des interfe´rogrammes est tre`s supe´rieur au cas pre´ce´dent. La proce´dure
B a fonctionne´ efficacement, comme le prouve le recalage des balayages sur
la figure 5.41. A l’inverse, l’origine des de´lais n’a pas e´te´ de´termine´e avec la
pre´cision voulue par la proce´dure C au bout des 10 balayages. Nous imputons
cette impre´cision a` un nombre insuffisant de balayages au regard du niveau
de bruit dans les interfe´rogrammes de cette expe´rience : cependant, cette hy-
pothe`se reste a` valider, en particulier en effectuant un nombre de balayages plus
grands. Il est tre`s probable e´galement que des de´veloppements sont a` re´aliser qui
ame´liorent la pre´cision de la proce´dure A meˆme lorsqu’il y a un grand niveau
de bruit. Ne´anmoins, ce de´faut de calibration peut aise´ment eˆtre compense´ en
utilisant le re´sultat de la mesure du de´phasage de l’interfe´rome`tre issu d’une
expe´rience pre´ce´dente de meilleure qualite´, et en utilisant ce principe nous al-
lons pre´senter l’ensemble des re´sultats de mesure de spectres bidimensionnels
pour diffe´rentes valeurs de T, tous re´alise´s le meˆme jour, avec les meˆmes re´glages
expe´rimentaux, et pour 10 balayages.
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Re´sultats pour T variable Repre´sentons tous nos re´sultats, tous mesure´s
dans les meˆmes conditions expe´rimentales, avant et apre`s correction avec le
spectre de re´fe´rence d’une erreur re´siduelle dans la de´termination du de´lai nul
lorsque nous nous contentons de 10 balayages. En moyenne, la correction ef-
fectue´e vaut 120 as. L’ensemble des spectres bidimensionnels re´els, avant et apre`s
la correction, et les extraits repre´sentant accord entre pic de la partie re´elle et
pic de la valeur absolue, est repre´sente´ sur les figures 5.45 et 5.46. On peut re-
marquer qu’avec le temps d’attente T croˆıt le niveau de bruit dans les spectres,
ce qui provient de la relaxation des populations avec un temps caracte´ristique
d’environ 18 ps. En outre, une zone d’absorption positive, qui demeure inex-
plique´e, apparait dans la re´gion [1951; 1940] : cette absorption est probablement
a` relier a` l’e´paulement que nous observions sur les spectres pompe-sonde. Enfin,
l’observation de ces spectres re´ve`le en outre que la forme des taches de re´sonance
e´volue en fonction du temps d’attente T (cf figure 5.45 et 5.46). En particulier,
l’e´volution de l’ellipticite´ de la tache de re´sonance principale dans le spectre ab-
sorptif, de coordonne´es centrales [1951cm−1, 1951cm−1] contient l’information
qui nous inte´resse, et que nous allons exploiter par la suite.
Mesure de la fonction de corre´lation a` deux temps
Nous allons comparer les spectres bidimensionnels mesure´s aux spectres bi-
dimensionnels calcule´s par Cyril Falvo en comparant les fonctions de corre´lation
a` deux temps extraites de ces deux listes de spectres. Tout d’abord, nous al-
lons discuter d’une interpre´tation simple de la forme des taches de re´sonance
des spectres absorptifs. Puis, nous extrairons de la ge´ome´trie de ces taches la
fonction de corre´lation C(T ), ce qui nous permettra de comparer les diffe´rents
re´sultats quantitativement.
Observation des taches de re´sonances centrales des spectres absorptifs
Les taches de re´sonance du spectre absorptif situe´es sur la diagonale στ =
σt = 1951 cm
−1 sont repre´sente´es, grossies, sur la figure 5.47, pour des valeurs
de de´lai pompe-sonde T allant de 0.1 ps a` 20 ps. Comme nous l’avons de´ja`
mentionne´, l’observation de ces taches re´ve`le que celles-ci sont elliptiques aux
petites valeurs de T , et qu’elles deviennent de plus en plus rondes lorsque T
augmente. A T = 20 ps, on observe que la tache de re´sonance reste encore
le´ge`rement elliptique.
Interpre´tation de l’ellipticite´ des taches La de´croissance de l’ellipticite´
des taches est une manifestation directe de la diffusion spectrale du syste`me
et peut eˆtre comprise de manie`re intuitive. En effet, soit une vibration dont le
centre de la raie d’absorption homoge`ne, c’est-a`-dire la fre´quence de re´sonance
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(a) Spectre absorp-
tif T = 0.1 ps avant
correction.
(b) Tranches ωt =
1951 cm−1 pour T =
0.1 ps avant correc-
tion.
(c) Spectre absorptif
T = 0.1 ps apre`s cor-
rection
(d) Tranches ωt =
1951 cm−1 pour T =
0.1 ps apre`s correc-
tion.
(e) Spectre absorptif
T = 2 ps avant cor-
rection
(f) Tranches ωt =
1951 cm−1 pour T =
2 ps avant correc-
tion.
(g) Spectre absorptif
T = 2 ps apre`s cor-
rection
(h) Tranches ωt =
1951 cm−1 pour T =
2 ps apre`s correc-
tion.
(i) Spectre absorptif
T = 4 ps avant cor-
rection
(j) Tranches ωt =
1951 cm−1 pour T =
4 ps avant correc-
tion.
(k) Spectre absorptif
T = 4 ps apre`s cor-
rection
(l) Tranches ωt =
1951 cm−1 pour T =
4 ps apre`s correc-
tion.
(m) Spectre absorp-
tif T = 6 ps avant
correction
(n) Tranches ωt =
1951 cm−1 pour T =
6 ps avant correc-
tion.
(o) Spectre absorptif
T = 6 ps avant cor-
rection
(p) Tranches ωt =
1951 cm−1 pour T =
6 ps apre`s correc-
tion.
Figure 5.45 – Liste des spectres absorptifs. Chaque ligne pre´sente le re´sultat
pour les temps d’attente T=[0.1; 2; 4; 6] ps, et, de gauche a` droite : spectre
bidimensionnel absorptif mesure´ par nos proce´dure au bout de 10 balayages.
Coupes ωt = 1951 cm
−1 associe´es : en rouge, la valeur absolue, en noir la partie
imaginaire, en bleu l’absorption.
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(a) Spectre absorptif
T = 8 ps avant cor-
rection
(b) Tranches ωt =
1951 cm−1 pour T =
8 ps avant correc-
tion.
(c) Spectre absorptif
T = 8 ps apre`s cor-
rection
(d) Tranches ωt =
1951 cm−1 pour T =
8 ps apre`s correc-
tion.
(e) Spectre absorptif
T = 10 ps avant cor-
rection
(f) Tranches ωt =
1951 cm−1 pour T =
10 ps avant correc-
tion.
(g) Spectre absorptif
T = 10 ps apre`s cor-
rection
(h) Tranches ωt =
1951 cm−1 pour T =
10 ps apre`s correc-
tion.
(i) Spectre absorptif
T = 20 ps avant cor-
rection
(j) Tranches ωt =
1951 cm−1 pour T =
20 ps avant correc-
tion.
(k) Spectre absorptif
T = 20 ps apre`s cor-
rection
(l) Tranches ωt =
1951 cm−1 pour T =
20 ps apre`s correc-
tion.
Figure 5.46 – Suite de la liste des spectres absorptifs. Chaque ligne pre´sente le
re´sultat pour les temps d’attente T=[8; 10; 20] ps, et, de gauche a` droite : spectre
bidimensionnel absorptif mesure´ par nos proce´dure au bout de 10 balayages.
Coupes ωt = 1951 cm
−1 associe´es : en rouge, la valeur absolue, en noir la partie
imaginaire, en bleu l’absorption.
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(a) T = 0.1 ps. (b) T = 2 ps. (c) T = 4 ps.
(d) T = 6 ps. (e) T = 8 ps. (f) T = 10 ps.
(g) T = 20 ps.
Figure 5.47 – Evolution de la tache centrale de coordonne´e [1951; 1951] du
spectre absorptif en fonction du temps d’attente T.
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(a) Allure d’un spectre absorptif pour
T = 0ps. Pour un temps d’attente nul,
(b) Allure d’un spectre absorptif pour
un temps d’attente T long devant la
dure´e des cohe´rences. Les vibrations de
fre´quence initiales fixe´es, sont re´parties
sur toute la largeur inhomoge`ne
Figure 5.48 – Evolution de la tache centrale de coordonne´es [1951; 1951] du
spectre bidimensionnel absorptif. A gauche, cas T = 0 ps : chaque vibration four-
nit une contribution circulaire situe´e sur la diagonale a` la tache de re´sonance to-
tale. A droite : pour T grand, les vibrations perdent la me´moire de leur fre´quence
de re´sonance intiale et parcourent l’ensemble de la distribution inhomoge`ne, la
tache re´sultante e´tant circulaire (cf texte).
moyenne, vaut σ(0) 6= 1951 cm−1, ou` σ(0) est une manifestation du processus
stochastique a` T = 0. Au bout du temps d’attente T :
– si T = 0, alors cette vibration a encore une fre´quence de re´sonance moyen-
ne de la meˆme valeur car la corre´lation est maximale : la tache de re´sonance
associe´e a` cette fre´quence est situe´e a` la coordonne´e [σ(0), σ(0)]. La largeur
de cette tache est la largeur homoge`ne, associe´e aux variations rapides de
fre´quences dues au couplage avec le bain, selon les deux axes σt et στ et
le spectre bidimensionnel est en de´finitive constitue´ d’une assemble´e de
taches de re´sonance rondes, de rayon la largeur homoge`ne, re´parties sur la
diagonale avec une probabilite´ de´crite par la distribution inhomoge`ne. La
largeur a` mi-hauteur de la tache finale selon la droite perpendiculaire a` la
diagonale vaut la largeur homoge`ne, ceci n’e´tant vrai que pour T = 0 ps.
– lorsque T devient grand, toutes les vibrations parcourent la distribution
inhomoge`ne (c’est-a`-dire que toutes les vibrations ont le temps de par-
courir la distribution entie`re de fluctuation de la surface de potentiel). La
tache devient alors circulaire.
Ces conside´rations sur la ge´ome´trie des taches du spectre absorptifs sont
sche´matiquement illustre´es sur la figure 5.48.
Sur la figure 5.49 est repre´sente´e l’e´volution des largeurs a` mi-hauteur de
la tache de re´sonance principale centre´e en [1951; 1951] cm−1. A T = 0 ps,
la largeur selon la perpendiculaire a` la diagonale vaut, comme nous l’avons
mentionne´, la largeur homoge`ne du CO dans la prote´ine HbCO : nous mesurons
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Figure 5.49 – Evolution des largeurs a` mi-hauteur de la tache de re´sonance
principale en 1951 cm−1, selon la perpendiculaire a` la diagonale (rouge) et selon
la diagonale (en bleu).
une largeur a` mi-hauteur de 5.0 cm−1 pour l’e´largissement homoge`ne, c’est-a`-
dire un temps T2 = 2.1 ps : cette dure´e est tre`s importante puisqu’elle fixe
l’e´chelle de temps durant lequel on peut effectuer une ascension vibrationnelle
controˆle´e, c’est-a`-dire durant laquelle on peut controˆler de manie`re cohe´rente
chaque vibration de la distribution inhomoge`ne. En outre, et comme ni la largeur
homoge`ne, ni la largeur inhomoge`ne n’e´voluent avec le temps T , nous nous
attendons a` ce que la largeur selon la diagonale de la tache de re´sonance reste
constante : nous mesurons en effet que celle-ci vaut 10.1±0.2 cm−1 pour toutes
les valeurs de T. En faisant l’hypothe`se que les raies d’absorption homoge`ne et
inhomoge`ne sont gaussiennes, il est possible d’estimer la largeur inhomoge`ne,
puisqu’alors la largeur de raie totale prend une expression analytique sous la
forme :
δσ2inh = δσ
2 − δσ2h (5.50)
Ou` δσ = 9 cm−1 et δσ2h = 5.0 cm
−1. Nous de´terminons alors une dure´e de
de´phasage de 1.4 ps, correspondant a` une largeur de raie inhomoge`ne de 7.5
cm−1. Ceci constitue toutefois un re´sultat approche´, puisque les raies ne sont
vraisemblablement pas gaussiennes.
Mesure de la fonction de corre´lation a` deux temps Pour un processus
gaussien, entie`rement de´termine´ par la fonction de corre´lation C(T ), il a e´te´
e´tabli que la mesure de l’ellipticite´ d’une tache de re´sonance correspondant a` un
temps d’attente T donne directement acce`s a` la fonction de corre´lation a` deux
temps, prise en T , soit la valeur C(T ) [85, 118]. Ainsi, nous avons la relation :
C(T ) =
a2 − b2
a2 + b2
(5.51)
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Figure 5.50 – En bleu, fonction de corre´lation C(T ) extraite des spectres
expe´rimentaux par la mesure de l’ellipticite´ de la tache de re´sonance princi-
pale. En rouge, fonction de corre´lation extraite des spectres bidimensionnels
calcule´s (Cyril Falvo,ISMO).
Ou` a et b sont respectivement les variances selon les grands axes et petits axes de
la tache de re´sonance, qui a une forme rigoureusement elliptique sous l’hypothe`se
d’un processus gaussien.
Fonctions de corre´lation Nous avons calcule´ l’ellipticite´ des taches de re´so-
nance pour les spectres diffe´rentiels absorptifs issus du mode`le the´orique et
les spectres expe´rimentaux. Le re´sultat est repre´sente´ dans la figure 5.50. La
correspondance entre les deux fonctions de corre´lation a` l’ordre deux extraites
des calculs et de l’expe´rience est plutoˆt bonne. L’observation de ces courbes
re´ve`le une proprie´te´ qui apparait dans les deux cas : la corre´lation n’est pas
nulle, pour un de´lai T = 20 ps, ce qui est un ordre de grandeur plus long
que la dure´e de vie des cohe´rences. En effet, s’il est facile de comprendre que la
me´moire de la fre´quence de re´sonance d’une vibration peut eˆtre conserve´e durant
une dure´e aussi longue pour un syste`me aussi bien  isole´  que la vibration
du CO dans HbCO, ce qui est refle´te´ par la dure´e de vie des cohe´rences de
1.2 ps (pour notre largeur de raie de 9 cm−1), la compre´hension du me´canisme
de stockage, en termes de matrice densite´, de cette fre´quence initiale est plus
difficile a` comprendre, puisque ce me´canisme est au moins un ordre de grandeur
plus long que la dure´e de vie des cohe´rences. En re´alite´, ce phe´nome`ne a de´ja` e´te´
observe´ en spectroscopie bidimensionnelle e´lectronique [67] : la me´moire de la
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fre´quence de re´sonance initiale de chaque vibration est stocke´e dans une phase
transfe´re´e aux populations (cette phase valant l’inte´grale dans le temps de la
variation de fre´quence ale´atoire), dont la dure´e de vie est bien plus longue.
Lorsqu’arrive la troisie`me impulsion excitatrice, la phase du dipoˆle rayonnant
est corre´le´e avec cette phase stocke´e si la fonction de corre´lation est non-nulle,
auquel cas les processus rephasants donneront lieu a` un e´cho de photon.
Etude de la pente de la partie imaginaire L’examen de la partie ima-
ginaire du spectre bidimensionnel re´ve`le une inclinaison des lignes de niveaux
lorsque T est petit, et qui de´croˆıt lorsque les corre´lations disparaissent [67].
Examinons la partie imaginaire des meˆmes taˆches de re´sonance que dans le
paragraphe pre´ce´dent. Les re´sultats sont repre´sente´es sur la figure 5.51. Nous
(a) T=0.1 ps. (b) T=2 ps. (c) T=4 ps.
(d) T=6 ps. (e) T=8 ps. (f) T=10 ps.
(g) T=20 ps.
Figure 5.51 – Partie imaginaire de la tache diagonale pour diffe´rentes valeurs du
temps d’attente T. Pour un temps d’attente plus petit que la dure´e de corre´lation
de la diffusion spectrale, les lignes de niveaux de la partie imaginaire, en moyenne
oriente´es suivant la droite pointille´e rouge, sont incline´es.
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Figure 5.52 – Comparaison de l’ellipticite´ (en bleu) et de la pente moyenne de
la partie imaginaire au voisinage de la tache centrale (en noir).
avons donc repre´sente´ l’e´volution de cette pente en fonction du temps d’attente
et compare´ le re´sultat au calcul de l’ellipticite´, le re´sultat est repre´sente´ sur la
figure 5.52. Comme cela apparait, la pente moyenne de la partie imaginaire et
le degre´ d’ellipticite´ des taches porte la meˆme information que la partie re´elle
du spectre bidimensionnel pour notre ge´ome´trie pompe-sonde [43, 103]. Et ceci
confirme que la fonction de corre´lation a` deux temps n’est pas nulle a` T = 20
ps.
En conclusion, nous avons pre´sente´ au cours de ce chapitre la construction
d’un spectrome`tre bidimensionnel en ge´ome´trie pompe-sonde d’une re´solution
spectrale selon les deux axes ine´dites de 1 cm−1. Celui-ci effectue en continu
des balayages du de´lai τ a` l’aide d’un moteur a` courant continu, et la mesure
de ce de´lai τ , dont la pre´cision est cruciale pour la validite´ de la Transforme´e
de Fourier, est de´couple´ en deux e´tapes, qui sont :
– la mesure de la variation de ce de´lai τ a` une pre´cision de 60 as par trai-
tement de Fourier des franges d’interfe´rences temporelles d’un laser HeNe
co-propageant avec les deux impulsions de pompe infrarouges
– la mesure du de´lai nul τ = 0 graˆce a` l’interfe´rogramme des impulsions de
pompe enregistre´ sur un de´tecteur MCT
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Si la mesure de la variation du de´lai est un proble`me bien re´solu aujourd’hui, le
proble`me de la de´termination pre´cise du de´lai nul est un proble`me re´current en
spectroscopie bidimensionnelle, qui n’a pas e´te´ re´solu entie`rement : jusque la`,
la pre´cision de la de´termination par une mesure directe de ce de´lai nul recense´e
dans la litte´rature est de l’ordre de ±1 fs, et il faut ensuite faire appel a` une
optimisation non-line´aire (a` l’aide d’un spectre pompe-sonde de re´fe´rence et/ou
d’une information a priori sur la forme du spectre absorptif) pour aboutir a` une
pre´cision de 100 as. Au cours de ce travail, nous avons propose´ un raffinement
base´ sur trois proce´dures qui permet de re´soudre ce proble`me :
– la proce´dure A, de´ja` utilise´e dans d’autres expe´riences, de´termine le de´lai
nul a` une pre´cision qui est fonction du niveau de bruit des interfe´rogram-
mes, de l’ordre de la femtoseconde
– une proce´dure B recale d’un balayage a` l’autre les spectres bidimensionnels
et annule, a` la pre´cision de 100 as, les fluctuations d’un tir a` l’autre de la
proce´dure A : il devient donc possible d’additionner les diffe´rentes mesures
sans brouiller le signal selon la dimension τ
– une proce´dure C, ite´rative, qui additionne au fur et a` mesure des ba-
layages les interfe´rogrammes traite´s par la proce´dure A. La suite des in-
terfe´rogrammes converge vers l’interfe´rogramme moyenne´, dont le centre
de l’enveloppe est situe´ au de´lai nul, ce qui nous permet de trouver le
de´lai nul et le de´phasage de l’interfe´rome`tre. La vitesse de convergence de
la proce´dure C est lie´e a` l’incertitude de la proce´dure A et donc au niveau
de bruit des interfe´rogrammes. Au bout d’un nombre de balayage suffisant
ne´anmoins, la pre´cision de de´termination du de´lai nul et du de´phasage de
l’interfe´rome`tre est celle de la proce´dure B, c’est-a`-dire 100 as et 0.04 rad.
Au cours de ce travail, nous avons mesure´ le spectre bidimensionnel absorptif de
HbCO pour diffe´rentes valeurs du temps d’attente T. L’examen syste´matique de
nos proce´dures a mis en e´vidence que la proce´dure B recalait a` une pre´cision de
100as les balayages conse´cutifs a` une origine pre`s. Par ailleurs, si la de´termina-
tion du de´lai nul a` l’aide de la proce´dure C a fonctionne´ avec la pre´cision sou-
haite´e pour certaines expe´riences, nous avons mis en e´vidence une impre´cision
re´siduelle dans certaines autres (au bout de 10 mesures, ce qui est peu). Nous
avons corre´le´ cette observation avec le niveau de bruit contenu dans les in-
terfe´rogrammes pour ces expe´riences, et supposons que la vitesse de conver-
gence de la proce´dure C a` la pre´cision souhaite´e de´pend du niveau de bruit
contenu dans les interfe´rogrammes, ce qu’il suffira de ve´rifier tre`s facilement en
moyennant plus de donne´es. Toutefois, en corrigeant les spectres de cette erreur
re´siduelle en utilisant une mesure de re´fe´rence (en moyenne de 120 as), nous
avons pu aboutir a` des mesures de spectres bidimensionnels d’excellente qualite´
a` la pre´cision de calibration de 100 as dont nous avons extrait la fonction de
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corre´lation a` deux temps, re´ve´le´e dans l’ellipticite´ de la tache diagonale. Nous
avons compare´ ce re´sultat a` la fonction de corre´lation a` deux temps extraites
de calculs de spectres bidimensionnels issues de mode`les the´oriques re´cents et
avons abouti a` un accord prometteur.
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Conclusion
L’observation et la compre´hension des re´actions biochimiques ultra-bre`ves
est un enjeu important de la biologie actuelle. Au travers de l’approche du
controˆle cohe´rent, l’expe´rimentateur explore la surface de potentiel en cherchant
a` controˆler l’e´tat quantique du syste`me. A l’inverse, la spectroscopie bidimen-
sionnelle cohe´rente tente de mesurer cette surface de potentiel graˆce a` la mesure
d’une re´ponse de l’e´chantillon a` une excitation non-line´aire bien spe´cifique. En
particulier, l’emploi de longueurs d’onde dans le moyen infrarouge, re´sonantes
pour les transitions vibrationnelles, permet d’e´tudier directement la surface de
potentiel dans l’e´tat e´lectronique fondamental. Ce travail expe´rimental a permis
de progresser dans la mise au point d’outils techniques performants pour l’e´tude
de la dynamique des prote´ines.
La mesure de champ complexe infrarouge La premie`re difficulte´, lors-
qu’on ope`re dans l’infrarouge, concerne la spectrome´trie. A l’heure actuelle, les
de´tecteurs sont plus performants dans le domaine visible, en termes d’e´lectro-
nique, de couˆt, et probablement de niveau de bruit. Aussi, dans un premier
temps, ce travail a consiste´ a` poursuivre la mise au point du spectrome`tre CPU
par la mise en place de proce´dures de calibrations pre´cises et simples, en particu-
lier graˆce aux raies d’absorption de la vapeur d’eau naturellement pre´sentes dans
le laboratoire. D’ailleurs, il est possible d’utiliser ces proce´dures pour de´terminer
le centre de l’enveloppe temporelle d’une impulsion fortement e´tire´e. Nous avons
ainsi mis en e´vidence une re´solution spectrale de 1 cm−1 pour notre configura-
tion employant un re´seau de 1200 traits.mm−1, et il est probable qu’a` l’avenir
cette re´solution pourra eˆtre ame´liore´e.
Nous avons ensuite adapte´ une me´thode de mesure de champ complexe par
interfe´rome´trie spectrale avec une impulsion de re´fe´rence a` notre spectrome`tre.
Cette technique originale, nomme´e CPUFTSI, pre´sente les avantages de la FTSI
classique, en termes de sensibilite´, de simplicite´ et de rapidite´ de mesure, et les
avantages du spectrome`tre CPU, dont sa re´solution spectrale de 1 cm−1 pour
notre expe´rience.
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La caracte´risation d’AOPDFs dans le moyen-infrarouge Par ailleurs,
une caracte´risation rigoureuse de nouvelles architectures d’AOPDFs dans le
moyen-infrarouge a pu eˆtre effectue´e. En utilisant la technique de CPUFTSI,
et en mettant au point des me´thodes de calibration pre´cise des AOPDFs dans
notre expe´rience, de conside´rables progre`s effectue´s par la socie´te´ FASTLITE
dans la mise au point des dazzlers infrarouges ont e´te´ mis en e´vidence.
Ces progre`s ont e´te´ d’une part compose´s d’avance´es techniques importantes,
telles que la mise au point des me´thodes de collage entre le prisme de TeO2 et
le cristal de calomel, ou la mise en place d’un cristal e´vacuateur de chaleur au-
torisant le fonctionnement du dazzler avec une e´nergie acoustique supe´rieure :
ces deux contributions ont permis d’ame´liorer significativement le rendement
e´nerge´tique du dazzler. Signalons que des traitements anti-reflet du calomel sont
actuellement en cours de mise au point pour limiter les pertes d’insertion et ga-
gner encore en rendement e´nerge´tique. D’autres progre`s, en outre, ont concerne´
la conception des dazzlers en calomel, ou`, par exemple, le choix de fre´quences
acoustiques plus e´leve´es a permis une ame´lioration significative de la re´solution
spectrale.
Graˆce a` l’utilisation de la me´thode CPUFTSI, ce travail de caracte´risation
a permis de mettre en e´vidence :
– une ouverture temporelle de 4 ps du dazzler, soit une re´solution spectrale
de 8.3 cm−1
– une efficacite´ de diffraction de l’ordre de 15% pour une large bande spec-
trale de 140 cm−1
– une pre´cision de programmation meilleure que 5%
Remarquons aussi que nous avons utilise´ une me´thode originale pour la de´termi-
nation de la re´solution spectrale, qui tire parti de la relation de Fourier liant fonc-
tion de transfert complexe et re´ponse percussionnelle pour un syste`me line´aire.
Notre proce´de´ consiste en effet a` mesurer l’ouverture temporelle, en program-
mant une impulsion de profil arbitraire mais impe´rativement plus longue que
l’ouverture temporelle du dazzler, et de mesurer la fonction de transfert com-
plexe du dazzler. Il suffira ensuite d’ajuster a` cette fonction de transfert mesure´e,
une fonction de transfert programme´e de meˆme forme (meˆme apodisation), uni-
quement parame´tre´e par l’ouverture temporelle. La valeur re´alisant le minimum
vaut l’ouverture temporelle du dispositif.
Cependant, la re´solution spectrale mesure´e reste le´ge`rement infe´rieure a` la
valeur attendue (5ps), ce qui provient probablement d’une spe´cificite´ du calo-
mel, dont la tre`s grande bire´fringence ne permet pas tout a` fait le recouvrement
ade´quat des ondes directes et diffracte´es dans la ge´ome´trie que nous avons uti-
lise´e. D’autre part, il reste encore a` mesurer les effets-spatiaux temporels dans
le dazzler.
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D’ores et de´ja`, les progre`s effectue´s par FASTLITE et mesure´s durant ce
travail de´signent le dazzler infrarouge comme un outil particulie`rement adapte´
a` la mise en place d’expe´riences de controˆle cohe´rent, voire de controˆle optimal,
dans des syste`mes dont les temps de de´phasage sont infe´rieurs a` 4 ps. En par-
ticulier, il a e´te´ re´alise´ au cours de ce travail quelques travaux pre´paratoires en
configurant un algorithme ge´ne´tique pour que le dazzler produise une forme de
spectre donne´e comme objectif. Une e´tape prochaine pourra eˆtre de configurer
une base de phases spectrales, par exemple une base de fonctions sinuso¨ıdales
[127], avec pour objectif une forme de spectre diffe´rentiel associe´e a` la distribu-
tion de population souhaite´e.
En outre, il faudra poursuivre la mise au point des premiers prototypes
de dazzler offrant une ouverture temporelle de 20 ps environ, qui ont com-
mence´ a` eˆtre caracte´rise´s au cours de ce travail de the`se, mais qui paˆtissent
encore d’un manque d’efficacite´ de diffraction trop pe´nalisant. La re´solution pro-
chaine de ce proble`me conduirait a` la commercialisation d’un dazzler a` grande
re´solution spectrale. Et ceci constituerait potentiellement une avance´e techno-
logique de grande importance dans les expe´riences de spectroscopie bidimen-
sionnelle puisque la ge´ne´ration de se´quences d’impulsions de de´lais et de CEP
programmables sans pie`ce me´canique offrirait une simplification conside´rable
des expe´riences de spectroscopie bidimensionnelle.
La spectroscopie bidimensionnelle de HbCO Enfin, la dernie`re partie
de ce travail a consiste´ en la finalisation de la construction d’un spectrome`tre
bidimensionnel robuste et performant. Celui-ci permet l’acquisition de spectres
de tre`s grande qualite´ a` une re´solution ine´dite de 1 cm−1 selon les deux dimen-
sions en fre´quence, sans imposer de post-traitement nume´rique de calibration
des spectres mesure´s, et a` la vitesse d’un spectre 2D en 30 s environ. En outre,
une proce´dure simple et efficace a e´te´ de´couverte afin d’e´liminer une des sources
principales de bruit, provenant de la diffusion des impulsions de pompe par
l’e´chantillon.
A propos de la calibration des spectres bidimensionnels, en de´lai et en phase,
nous avons propose´ une me´thode originale, en deux e´tapes, et base´e sur un
traitement ite´ratif des interfe´rogrammes associe´s a` chaque acquisition, et de
pre´cision potentielle de 100 as en de´lai et de 0.04 rad en phase. Nous avons
e´tudie´ la pre´cision de cette me´thode a` l’aide d’un crite`re a priori sur la forme des
spectres. Cette me´thode a de´montre´ son efficacite´ et sa fiabilite´ pour ce qui est
de rephaser deux acquisitions avec la pre´cision mentionne´e, ce qui est a` l’origine
de la tre`s bonne qualite´ de nos spectres bidimensionnels. Pour ce qui concerne
la de´termination de l’origine des de´lais a` cette meˆme pre´cision, les expe´riences
re´alise´es a` la fin de ce travail ont pu de´montrer des re´sultats prometteurs de
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pre´cision tout a` fait ine´dite pour une proce´dure sans post-traitement nume´rique.
Cependant, quelques mesures souffrait encore d’une impre´cision supe´rieure a` nos
attentes, qui provient tre`s probablement d’un nombre insuffisant de mesures (10)
pour le niveau de bruit contenu dans nos interfe´rogrammes, et que nous avons
corrige´ en utilisant une mesure de re´fe´rence. Il reste donc a` fiabiliser la deuxie`me
partie de cette me´thode, en de´terminant un lien entre pre´cision souhaite´e (100
as, 0.04 rad) et nombre minimum de mesures ne´cessaires pour y parvenir en
fonction du niveau de bruit de l’expe´rience.
Nous avons alors e´tudie´ plusieurs spectres bidimensionnels de HbCO, pris en
fonction d’un temps d’attente T entre 100 fs et 20 ps. Du spectre obtenu pour
T = 100 fs, nous avons extrait une mesure de la largeur de raie homoge`ne, qui
vaut 5 cm−1 : ce re´sultat est une premie`re manifestation de la puissance de la
spectroscopie bidimensionnelle, puisque distinguer raie homoge`ne et raie inho-
moge`ne dans un profil de Voigt est impossible. Nous avons mesure´ par ailleurs
une valeur de raie d’absorption totale de 9 cm−1. Par ailleurs, nous avons extraits
de ces spectres une mesure de la fonction de corre´lation a` deux temps. Cette
quantite´ permet entre autres d’e´tudier simplement la diffusion spectrale, et donc
les fluctuations lentes de la surface de potentiel. Il apparait dans nos re´sultats
que la fonction de corre´lation a` deux temps du CO a un support temporel plus
grand que 20 ps. La comparaison de la fonction de corre´lation expe´rimentale
aux premiers re´sultats issus d’une mode´lisation the´orique de HbCO, effectue´e
par nos colle`gues de l’ISMO et du LCAR, a permis de mettre en e´vidence un
accord prometteur entre the´orie et expe´rience, qui sera approfondi dans un futur
proche.
En conclusion, les travaux re´alise´s au cours de cette the`se ont permis de
progresser dans la mise au point de deux outils utiles a` l’e´tude de la surface de
potentiel : les fac¸onneurs programmables et la spectroscopie bidimensionnelle.
Plusieurs prolongements imme´diats sont possibles :
– la poursuite de la comparaison entre the´orie et expe´rience a` partir des
spectres bidimensionnels permettra d’aider a` l’e´laboration d’une mode´li-
sation the´orique de HbCO plus aboutie
– la mesure de spectres bidimensionnels d’e´chantillons HbCO excite´s au
pre´alable par des impulsions fac¸onne´es permettra de mesurer les fluctua-
tions de la surface de potentiel lorsque le syste`me est dans diffe´rents e´tats
excite´s, ce qui constitue un riche sujet d’e´tude dans la compre´hension de
la fonction de la prote´ine
– des expe´riences de controˆle cohe´rent optimal pourront eˆtre mene´es a` bien
avec un dazzler infrarouge, dont les re´sultats constitueront e´galement des
tests inte´ressants des diffe´rents mode`les the´oriques
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