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§0. Introduction.
The purpose of this paper is to study what we call the “Mumford-Thaddeus
principle” which states that Geometric Invariant Theory (henceforth, “GIT”) quo-
tients undergo specific transformations (birational and similar to Mori’s flip under
some mild conditions) when the polarization (i.e. the linearized ample line bun-
dle) is varied (cf.[MFK94], [Thaddeus93,94], and [Dolgachev-Hu93]). The case we
consider is the moduli space of vector bundles on an algebraic surface.
Let X be a nonsingular projective surface over an algebraically closed field k
of characteristic zero (this assumption about characteristic is used only in ana-
lyzing the behavior of semistability with respect to Galois covers in §5). To con-
struct the moduli space, [Gieseker77] first introduces the notion of H-Gieseker-
semistability for torsion-free coherent sheaves; a refinement of Mumford-Takemoto
H-slope-semistability. This depends on the choice of an ample line bundle H (ac-
tually, only the numerical class of H) on the surface X . Then he considers an
appropriate GIT problem and proves that the projective quotient M(r, c1, c2, H)
coarsely represents the Seshadri equivalence classes of torsion-free coherent sheaves
of fixed rank r, first and second Chern classes c1 and c2, which are H-Gieseker-
semistable. Once the existence of such a moduli space is established, a basic and
natural problem is to study the change of M(r, c1, c2, H) as H varies.
The aim of this paper is to prove the
Main Theorem. As the polarization H varies through the ample cone of X, the
moduli space M(r, c1, c2, H) goes through a locally finite sequence of Thaddeus-type
flips (and contraction morphisms and their inverses) in the category of projective
moduli spaces M((r, c1, c2) ⊗ L, A) of L-twisted A-Gieseker-semistable sheaves for
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rational line bundles L ∈ Pic(X)⊗ Q and ample line bundles A (see below for the
definition of L-twisted semistability and the definition of a Thaddeus-type flip).
In this paper a Thaddeus-type flip is defined to be a diagram
QH
ss//G QH′
ss//G
ψ ց ւ ψ+
QA
ss//G
where QH
ss//G (resp. QH′
ss//G, QA
ss//G) is the GIT quotient of the locus of
semistable points QH
ss (resp. QH′
ss, QA
ss) with respect to the linearization H
(resp. H ′, A) of the action of a reductive group G on a projective scheme Q, and
the morphisms ψ and ψ+ are induced from the inclusion QH
ss ⊂ QAss ⊃ QH′ss.
We remark that we do not require the morphisms to be birational or small in the
definition, though [Dolgachev-Hu93] and [Thaddeus94] claim these and other nice
properties for the morphisms under some mild conditions.
It should be mentioned that there exists another compactification of the moduli
space of vector bundles, the Uhlenbeck compactification, whose projective variety
structure is described in [J.Li93]. Its variation with respect to the polarization has
been considered, at least in rank 2 case, in [Hu-W.P.Li94]. The introduction in
the present paper of the notion of L-twisted A-Gieseker-semistable sheaves is the
novelty required to study Gieseker’s space.
We now outline the structure of this paper: In §1 we prove some basic finite-
ness results. [Gieseker77] shows that if we fix the polarization H , then the set
S(r, c1, c2, H) of all coherent torsion-free sheaves with given numerical data and
which are H-Gieseker-semistable is bounded, i.e., parametrized by a scheme of fi-
nite type over k. Global finiteness, by contrast, does not hold in general, i.e., the
union of the sets S(r, c1, c2, H) when H varies over all ample numerical classes may
not be bounded (see Remark 1.7 (1) for an example). The best one can hope for is
local finiteness, and we prove this for slope semistability (which implies the result
for Gieseker-semistability): Let ∆ be a convex polyhedral cone in the ample cone
of X and µ(r, c1, c2, H) denote the set of all H-slope-semistable torsion-free sheaves
of given numerical data. Then the union of the sets µ(r, c1, c2, H) when H varies
over ∆− {0} is bounded.
We also have the following finiteness result: The set of all subsheaves F ⊂ E
where E ∈ µ(r, c1, c2, H) for some H ∈ ∆ − {0} with torsion-free quotient E/F
satisfying
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·H = 0
is bounded.
Hence the set of all hyperplanes
LF := {z ∈ N1(X)Q; { c1(F )
rk(F )
− c1(E)
rk(E)
} · z = 0}
is finite, where F runs over all such subsheaves as above with
c1(F )
rk(F )
− c1(E)
rk(E)
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being not numerically trivial. The LF ’s thus give a stratification ∆−{0} =
∐
s∆s
into cells which characterizes the change of the set µ(r, c1, c2, H).
In §2, we study the GIT problem. Ideally, one would like to use the boundedness
result above to embed all the sheaves in ∪H∈∆−{0}S(r, c1, c2, H) into one big space
independent of H (e.g. a Grothendieck Quot scheme), observe the correspondence
between H-Gieseker-semistable sheaves and GIT semistable points for an appro-
priate linearization, and then apply the Mumford-Thaddeus principle. Though
this turns out to be too naive a picture and indeed false if one applies the known
construction directly, it will nevertheless be our guiding principle throughout.
Gieseker’s original construction using the covariant method is not suitable for our
purpose since the relevant spaces are highly dependent of the polarization, whereas
Simpson’s direct use of the Grothendieck Quot scheme [Simpson92] provides us
with a more adequate setting. Briefly, the method for a FIXED polarization is
the following: First, one embeds all the sheaves E ∈ S(r, c1, c2, H) into the Quot
scheme parametrizing surjections O⊕lX → E ⊗ Ha → 0 for large a. Second, one
proves the correspondence between H-Gieseker-semistable sheaves and the GIT
semistable points with respect to the action of SL(l) and the linearization induced
from the embedding of the Quot scheme into a Grassmannian with its Plu¨cker
coordinates. The latter embedding comes from taking a further high multiple of H
and a surjection H0(O⊕lX ⊗ Hm) → H0(E ⊗ Ha ⊗ Hm) → 0. The GIT quotient
then recovers M(r, c1, c2, H).
Our Key GIT Lemma (Lemma 2.4), which is a modification of Simpson’s method,
goes along the same line – one simply uses DIFFERENT ample bundles A and
H for the first and second embeddings – but this turns out to be quite subtle
and provides us with some unexpected consequences. First, by the boundedness
result it is a simple matter to embed all the sheaves in ∪H∈∆−{0}S(r, c1, c2, H)
into a Quot scheme by taking a high multiple of A ∈ ∆ − {0} and a surjection
O⊕lX → E⊗Aa → 0, though it will be observed that this only reflects the properties
local around A. If one then considers the linearization obtained by embedding the
Quot scheme into a Grassmannian via a surjection H0(O⊕lX ⊗ Hm) → H0(E ⊗
Aa ⊗Hm) → 0, the question of what sheaves the semistable points correspond to
becomes quite delicate. The answer is the following: the set of semistable points
with respect to the second embedding by H corresponds not to S(r, c1, c2, H) but
to a subset S(r, c1, c2, A)H of the A-Gieseker-semistable sheaves consisting of those
E for which any subsheaf F ⊂ E having the same averaged Euler characteristic
with respect to A
p(F,A, n) =
χ(F ⊗An)
rk(F )
=
χ(E ⊗An)
rk(E)
= p(E,A, n)
also satisfies
c1(F )
rk(F )
·H ≥ c1(E)
rk(E)
·H.
(Note that the direction of the inequality is opposite from the one in the definition
of H-Gieseker-semistability.) We denote the GIT quotient M(r, c1, c2, A)H . This
correspondence, while seemingly technical and somewhat irregular, is the important
ingredient in the proof of the Main Theorem.
§3 begins the analysis of “twists”, which not only gives us a second stratification
of ∆ − {0}, built on top of the previous one, characterizing the changes in the
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set S(r, c1, c2, H) as H varies, but also tells us how the (birational) map should
be factorized into a sequence of Thaddeus-type flips as in the Main Theorem. A
torsion-free coherent sheaf E is said to be L-twisted A-Gieseker-semistable for L ∈
Pic(X)⊗Q if and only if for all F ⊂ E
χ(F ⊗ L⊗An)
rk(F )
≤ χ(E ⊗ L⊗A
n)
rk(E)
for n >> 0, where we compute the Euler characteristics formally using the
Riemann-Roch formula. We denote the set of such E with given numerical data by
S((r, c1, c2)⊗ L, A), and in §4 and §5 we shall construct a projective moduli space
M((r, c1, c2) ⊗ L, A) coarsely representing the Seshadri equivalence classes of this
set with respect to the L-twisted A-Gieseker-stability.
Now consider the previous stratification ∆−{0} =∐s∆s, and denote by V (∆s)
the Q-span of ∆s in N
1(X)Q. Let ∆s and ∆s′ be two d-dimensional cells such
that V (∆s) = V (∆s′) and that they are separated by a d − 1-dimensional cell W .
Let A be an ample line bundle on W . Then our analysis states that there exists a
stratification
V (∆s) =
∐
i
Li
∐
j
Mj
consisting of a finite number of hyperplanes Li parallel to V (W ) and connected com-
ponents Mj of V (∆s)−
∐
i Li which determines the change of the set S((r, c1, c2)⊗
L, A) as L varies in V (∆s). Moreover, it follows that
S(r, c1, c2, A) = S(r, c1, c2, H) for A ∈W and H ∈ ∆s
⇐⇒
∆s is contained in one of the strata Mj
and this gives a criterion, by induction on the dimension d of the cells, to de-
termine the second stratification of ∆ − {0} characterizing the changes in the set
S(r, c1, c2, H) as H varies in ∆− {0}.
Our aim then is to show that for a sequence of rational ample line bundles Li ∈ Li
and Mj ∈Mj there exists a sequence of Thaddeus-type flips:
M((r, c1, c2)⊗Mi, A) M((r, c1, c2)⊗Mi+1, A)
ց ւ
M((r, c1, c2)⊗ Li, A)
for i = 0, 1, · · ·, l arising from the Key GIT Lemma. This, together with the
observation
M(r, c1, c2, H) =M((r, c1, c2)⊗M0, A)
M(r, c1, c2, H
′) =M((r, c1, c2)⊗Ml+1, A)
M(r, c1, c2, A) =M((r, c1, c2)⊗Mi, A) or M((r, c1, c2)⊗ Li, A) for some i,
where H ∈ ∆s and H ∈ ∆s′ (in fact, we may take M0 = Hn and Ml+1 = H ′n
′
for n, n′ sufficiently large) solves the problem of factorizing the (birational) map
between M(r, c1, c2, H) and M(r, c1, c2, H
′), and thus proves the Main Theorem.
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§4 is devoted to the Integral Case of the construction of the flip. When Li may
be chosen to be an integral line bundle, then M((r, c1, c2) ⊗ Li, A) is nothing but
the classical moduli space M(r, c1Li , c2Li , A) where
c1Li = c1 + c1(Li)
c2Li = c2 + (r − 1)c1 · c1(Li) +
r(r − 1)
2
c1(Li)2.
Moreover, we shall see that
M((r, c1, c2)⊗Mi, A) ∼=M(r, c1Li , c2Li , A)H′
M((r, c1, c2)⊗Mi+1, A) ∼=M(r, c1Li , c2Li , A)H .
Therefore, the flip arises immediately from the construction in §2 and the Key GIT
Lemma.
§5 deals with the more delicate case where Li is only a RATIONAL line bundle.
Our strategy is to use Kawamata’s technique of finding some nice Galois cover φ :
Y → X so that the set of Li-twisted A-Gieseker-semistable sheaves onX correspond
to the subset of LYi -twisted φ∗A-Gieseker-semistable sheaves on Y , where LYi is now
an INTEGRAL line bundle on Y . (Note that LYi is not exactly the pull back φ∗Li
but LYi = φ∗Li + 12R where R is the ramification divisor of φ.) Then by looking at
the appropriate locus of the Quot scheme associated to Y and taking the action of
the Galois group into consideration, we reduce the construction of the flip to the
Mumford-Thaddeus principle and the Key GIT Lemma applied to the sheaves on
Y instead of X .
Finally starting from the d-cells of maximal dimension and descending induc-
tively on the dimension d, i.e., going from ∆s to W and repeating, and moreover
letting ∆ vary in Amp(X)Q, we can factorize all the transformations among the
moduli spaces M(r, c1, c2, H) with varying polarizations H ∈ Amp(X)Q into se-
quences of Thaddeus-type flips. Our proof shows more generally that all the trans-
formations among the moduli spacesM((r, c1, c2)⊗L, H) with varying polarizations
H and rational twists L can be factorized into sequences of Thaddeus-type flips.
We remark that instead of fixing the first chern class c1 ∈ N1(X)Q we may fix
the determinant of coherent torsion-free sheaves to be I ∈ Pic(X). Then we obtain
M(r, I, c2, H) (resp. M((r, I, c2) ⊗ L, A)) as a closed subscheme of M(r, c1, c2, H)
(resp. M((r, I, c2) ⊗ L, A)) where c1(I) = c1. The results above hold for these
moduli spaces with a fixed determinant without any change (cf.[Gieseker-Li94]).
We would like to express our hearty thanks to V. Alexeev, D. Abramovich, A.
Bertram, A. Bruno, J. Harris, J. Kolla´r, S. Mori, M. Nakamaye, R. Pandharipande,
D. Ruberman, M. Thaddeus and K. Yoshioka for their invaluable suggestions and
comments. Their help was more than crucial at several stages of the development of
the paper. After this work was completed, R. Friedman and Z. Qin kindly informed
us that they had obtained results similar to those in this paper in the case of rank 2
bundles on rational surfaces with a more detailed analysis of flips necessary for the
computation of transition functions for Donaldson polynomials [Friedman-Qin94].
§1. Some Basic Finiteness Results.
Let X be a nonsingular projective surface over an algebraically closed field k of
characteristic zero, N1(X)Q the Neron-Severi group of X tensored by Q, Amp(X)Q
the convex cone in N1(X)Q generated by ample divisors.
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Definition 1.1 (cf.[Gieseker77]). Let H ∈ Amp(X)Q ⊂ N1(X)Q be a polariza-
tion. A coherent torsion-free sheaf E of rank rk(E) is H-slope-semistable (resp.
H-slope-stable) iff for all subsheaves F of E (resp. F ⊂
6=
E)
c1(F )
rk(F )
·H ≤ c1(E)
rk(E)
·H ( resp. <).
E is H-Gieseker-semistable (resp. H-Gieseker-stable) iff for all coherent subsheaves
F of E (resp. F ⊂
6=
E)
p(F,H, n) :=
χ(F ⊗Hn)
rk(F )
=
1
2
H2n2 + (
c1(F )
rk(F )
·H − 1
2
KX ·H)n
+
1
2
c1(F )
2 − 2c2(F )− c1(F ) ·KX
rk(F )
+ χ(OX)
≤ p(E,H, n) = χ(E ⊗H
n)
rk(E)
=
1
2
H2n2 + (
c1(E)
rk(E)
·H − 1
2
KX ·H)n
+
1
2
c1(E)
2 − 2c2(E)− c1(E) ·KX
rk(E)
+ χ(OX)
(resp. p(F,H, n) < p(E,H, n))
for n >> 0.
We denote by µ(r, c1, c2, H) the set of all coherent torsion-free sheaves of a fixed
rank r, first and second chern classes c1 and c2, which are H-slope-semistable, and
use the notation S(r, c1, c2, H) for H-Gieseker-semistable ones.
Definition 1.2. A set T of coherent sheaves on X is bounded iff there is a scheme
S of finite type over k and a coherent sheaf F over S ×X flat over S so that for
all E ∈ T there exists a closed point s ∈ S such that the coherent sheaf Fs on the
fiber of S ×X over s is isomorphic to E.
Theorem 1.3. Let ∆ be a convex cone generated by a finite number of ample
classes H1, H2, · · ·, Hl ∈ Amp(X)Q − {0}, i.e.,
∆ = {t1H1 + t2H2 + · · ·+ tlHl ∈ Amp(X)Q;
t1, t2, · · ·, tl ∈ Q, t1 ≥ 0, t2 ≥ 0, · · ·, tl ≥ 0}
Fix a numerical class c1 ∈ N1(X)Q, an integer c2 ∈ Z and another integer r ∈ N.
Then the set of all coherent torsion free sheaves E of rk(E) = r, c1(E) = c1 and
c2(E) = c2 s.t. E is H-slope-semistable for some H ∈ ∆ − {0}, is bounded. That
is to say, ∪H∈∆−{0}µ(r, c1, c2, H) is bounded.
Proof of Theorem 1.3.
We prove by induction on the rank r.
When r = 1, a coherent torsion-free sheaf E of rk(E) = 1, c1(E) = c1 and
c2(E) = c2, is isomorphic to L ⊗ IZ where IZ is the ideal sheaf defining an ar-
tinian scheme Z of length c2 and L is a line bundle with c1(L) = c1. Therefore,
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S(1, c1, c2, H) is parametrized by Pic
c1(X) × Hilbc2(X), where Picc1(X) is a con-
nected component of the Picard scheme of X whose corresponding line bundles have
the same numerical class c1, and Hilb
c2(X) is the Hilbert scheme parametrizing ar-
tinian schemes on X of length c2. Thus the family of these sheaves is bounded.
(Note that in the rank 1 case, the H-slope-semistability is automatic.)
Next assuming the boundedness for the case of rank ≤ r − 1, we prove the
boundedness for rank = r, by considering the following two separate subsets.
Case A: The subset consisting of those E which are strictly H-slope-semistable
for some H ∈ ∆− {0}, i.e., there exists an exact sequence
0→ F → E → G→ 0
where F is a nonzero subsheaf of E with r(F ) < rk(E) = r, G is torsion free with
the condition that
c1(F )
rk(F )
·H = c1(E)
r
·H = c1(G)
rk(G)
·H.
(If for the original choice of F the cokernel G is not torsion-free, then we take the
saturation of F in E to make the cokernel torsion-free without changing the first
chern class of F or G.)
For all such E in this subset, we have
c1(F ) ≡ rk(F )
r
c1(E) + L
c1(G) ≡ rk(G)
r
c1(E)− L
where L ∈ Pic(X)⊗ 1
r
Z with L ·H = 0, and ≡ denotes the numerical equivalence.
Thus
(∗) c2(E) = c1(F )c1(G) + c2(F ) + c2(G)
= −L2 + rk(G) − rk(F )
r
c1(E) · L+ rk(F )rk(G)
r2
c1(E)
2
+ c2(F ) + c2(G).
We remark here that the Bogomolov inequality holds not only for vector bundles
but also for torsion-free sheaves.
Lemma 1.4. Let E be a coherent torsion-free sheaf of rank r, H-slope-semistable
for some H ∈ Amp(X)Q − {0}. Then
c2(E) ≥ r − 1
2r
c1(E)
2.
Proof of Lemma 1.4.
Let
0→ E → E∗∗ → Q→ 0
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be the inclusion of E into its double dual E∗∗ with the cokernel Q having a support
on a finite number of points. Since E∗∗ is also H-slope-semistable, by applying the
Bogomolov inequality to the vector bundle E∗∗ we conclude
c2(E) = c2(E
∗∗) + length of Q ≥ c2(E∗∗) ≥ r − 1
2r
c1(E
∗∗)2 =
r − 1
2r
c1(E)
2.
Since both F and G are H-slope-semistable, by Lemma 1.4 we have
c2(F ) ≥ rk(F ) − 1
2rk(F )
c1(F )
2
=
rk(F ) − 1
2rk(F )
{L2 + 2rk(F )
r
c1(E) · L+ (rk(F )
r
)2c1(E)
2},
c2(G) ≥ rk(G) − 1
2rk(G)
c1(G)
2
=
rk(G) − 1
2rk(G)
{L2 − 2rk(G)
r
c1(E) · L+ (rk(G)
r
)2c1(E)
2}.
Plugging these into the formula for c2(E), we obtain the inequality
c2 = c2(E)
≥ (−1 + rk(F ) − 1
2rk(F )
+
rk(G) − 1
2rk(G)
)L2
+ 0 · c1(E) · L+ (rk(F ) + rk(G))(rk(F ) + rk(G)− 1)
2r2
c1(E)
2
≥ (1 − h)(−L2) + l,
where h and l are constants depending only on r and c1
1 > h = min{rk(F )+rk(G)=r}{
rk(F )− 1
2rk(F )
+
rk(G) − 1
2rk(G)
}
l = min{rk(F )+rk(G)=r}{
(rk(F ) + rk(G))(rk(F ) + rk(G) − 1)
2r2
c1(E)
2}.
Therefore, we have
0 ≤ −L2 ≤ c2 − l
1− h .
Lemma 1.5. Fix N ∈ N. The number of lattice points
♯{x ∈ Pic(X)⊗ 1
r
Z;−x2 ≤ N, x ·H = 0 for some H ∈ ∆ − {0}}
is finite.
Proof of Lemma 1.5.
Observe that locally with respect toH ∈ ∆−{0} we can find a orthonormal basis
of N1(X)Q consisting of e
H
1 =
H√
H·H , e
H
2 , · · ·, eHdimN1(X)Q , which vary continuously
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with respect to H as seen, e.g, by the method of Gram-Schmidt. This implies that
the set
{(H,x) ∈ ∆×N1(X)Q;−x2 ≤ N, x ·H = 0,
H = t1H1 + t2H2 + · · ·+ tlHl, t1 + t2 + · · ·+ tl = 1}
is compact by the Hodge Index Theorem. Thus its image in N1(X)Q is also com-
pact, and the number of the lattice points contained in it is finite.
By applying this lemma we conclude that the set of the possible numerical classes
of L is finite, which implies that both the set of the possible numerical classes of
c1(F ) and that of the possible numerical classes of c1(G) are finite.
Moreover, the finiteness of the numerical classes of L implies that both c2(F )
and c2(G) are bounded from below, which follows from the Bogomolov inequalities
as above again. This with the equality (∗) in turn implies that both c2(F ) and
c2(G) have only a finite number of possibilities.
Now by inductional hypothesis on the rank and noting both F and G are H-
slope-semistable, we conclude that both F and G form bounded families and so
does
E ∈ Ext1(F,G).
We state the conclusion of this case in the following form.
Proposition 1.6. The set of all torsion-free coherent sheaves F on X such that
there exists an exact sequence
0→ F → E → G→ 0,
where E ∈ µ(r, c1, c2, H) for some H ∈ ∆−{0} (r > rk(F )), and where the quotient
G is a coherent torsion-free sheaf, satisfying
c1(F )
rk(F )
·H = c1(E)
r
·H,
is bounded, and so is the set of all such G. In particular, the sets of the pairs of
the first and second chern classes of such sheaves
{(c1(F ), c2(F ))} and {(c1(G), c2(G)}
consist of a finite number of elements.
We now deal with the second subset.
Case B: The complement of the previous subset, i.e., the subset consisting of such
E that for ANY H ∈ ∆− {0} is either H-slope-STABLE or H-slope-UNSTABLE
(equivalently, NOT H-slope-semistable).
The condition of being H-slope-stable and that of being H-slope-unstable are
both open with respect to H ∈ ∆ − {0}. Since E is H-slope-semistable for some
H ∈ ∆−{0}, we conclude that E must be H-slope-stable for ALL H ∈ ∆−{0}. In
particular, E is, say, H1-slope-stable. Thus E isH1-Gieseker-semistable. Therefore,
[Gieseker77,Corollary1.3] implies that the family of such sheaves E is bounded.
This completes the proof of Theorem1.3.
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Remark 1.7.
(1) The “local-boundedness” as in Theorem 1.2 is the best we can hope for IN
GENERAL (though for some restricted classes of surfaces the global-boundedness
does hold as we will see in (2)). In fact, we can construct a counter-example as
follows to the statement that the set of all coherent torsion free sheaves E of fixed
rank rk(E) = r, fixed first and second chern classes c1(E) = c1 and c2(E) = c2,
H-slope-semistable for some H ∈ Amp(X)Q − {0}, is bounded. (Actually our
example presents an unbounded family of coherent torsion free sheaves E of fixed
rank r, fixed first and second chern classes c1(E) = c1 and c2(E) = c2, H-Gieseker-
semistable for some H ∈ Amp(X)Q−{0}. Thus even if we restrict ourselves to the
Gieseker-semistable sheaves the global boundedness does not hold.)
Take X = E × E, where E is a generic elliptic curve (with no nontrivial auto-
morphism fixing the origin other than the involution) so that dimQN
1(X)Q = 3.
Then
Pic(X) = ZE1 ⊕ ZE2 ⊕ ZD( in N1(X)Q)
where E1 = E × {p}, E2 = {q} × E and D is the diagonal. Their intersection
pairings are
E21 = E
2
2 = D
2 = 0
E1 ·E2 = E1 ·D = E2 ·D = 1
and thus we have the intersection matrix


0 1 1
1 0 1
1 1 0

 .
By diagonalizing the matrix, we have the corresponding sublattice of rank 3 of
Pic(X) generated by
U = E1 +E2 +D
V = E1 −D
W = E2 −D.
Their intersection pairings are
U2 = 6, V 2 =W 2 = −2
U · V = V ·W =W · U = 0.
If we introduce the coordinate system (u, v, w) = uU + vV +wW in N1(X)Q, then
the ample cone Amp(X)Q − {0} is defined as the connected component of
{(u, v, w) ∈ N1(X)Q; 6u2 − 2v2 − 2w2 > 0}
containing (1, 0, 0).
Note that if we take a line bundle L whose numerical class is given by
L = uU + vV + wW in N1(X)Q,
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then c2(E) of the rank 2 vector bundle
E = L ⊕ L−1
is given by
c2(E) = −L2 = −(6u2 − 2v2 − 2w2).
Now we focus our attention to the plane {w = 0}.
We recall an elementary lemma from number theory.
Lemma 1.8. Let ω ∈ R>0 be an irrational number. Then there exist infinitely
many rational numbers
q
p
where p, q ∈ N, g.c.d.(p, q) = 1
such that
0 <
q
p
− ω < 1
p2
.
We apply this lemma to ω =
√
3. Thus we have infinitely many rational numbers
q
p
where p, q ∈ N, g.c.d.(p, q) = 1
such that
0 <
q
p
−
√
3 <
1
p2
.
By excluding finitely many rational numbers we may assume
q < 2p.
Thus for a constant c ≥ 8, we have
0 < q −
√
3p <
1
p
=
8
2(2p+ 2p)
<
c
2(q +
√
3p)
,
which implies
0 < 2(q +
√
3p)(q −
√
3p) = −(6p2 − 2q2) < c.
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Therefore, there exists c2 ∈ N with
0 < c2 < c
such that there are infinitely many (p, q) ∈ N2 with
−(6p2 − 2q2) = c2.
Finally take line bundles L(p,q) s.t.
L(p,q) = pU + qV in N1(X)Q.
For the pairs (p, q) with q >> 0, the point (p, q, 0) ∈ N1(X)Q is very close to
the boundary
√
3u = v of the ample cone (intersected with the plane {w = 0}).
Therefore, it follows that there exists an (Q-)ample divisor H(p,q) s.t.
L(p,q) ·H(p,q) = 0.
(Actually H(p,q) gets very close inside of the ample cone to the line
√
3u = v as q
becomes large.)
The rank 2 vector bundles
E(p,q) = L(p,q) ⊕ L−1(p,q)
have the property
c1(E(p,q)) = 0, c2(E(p,q)) = c2
and that E(p,q) is H(p,q)-slope-semistable for H(p,q) ∈ Amp(X)Q − {0}. Actually
E(p,q) is H(p,q)-Gieseker-semistable since for any n we have
1
2
χ(E(p,q) ⊗Hn(p,q)) = χ(L(p,q) ⊗Hn(p,q)) = χ(L−1(p,q) ⊗Hn(p,q))
=
1
2
n2H2(p,q) +
1
2
c2.
It is easy to see for any fixed ample line bundle A on X , the intersection number
A · L(p,q) is unbounded as q becomes larger, thus the sheaf E(p,q) which contains
L(p,q) as a subsheaf is unbounded.
We remark also that what is essential in the example above is the irrationality
of the slope
√
3 and not the circular shape of the cone.
(2) For some restricted classes of surfaces, the global finiteness does hold. We
claim the global finiteness for the class of surfaces whose nef cones are rational and
polyhedral (e.g. Del Pezzo surfaces). To see this, we prove a variant of Lemma 1.5.
Lemma 1.5’. Let X be a nonsingular projective surface whose nef cone is rational
and polyhedral, i.e., there exists a finite number of nef line bundles M1,M2, · ·
·,Mm ∈ Pic(X) such that
Amp(X)R = R≥0M1 + R≥0M2 + · · ·R≥0Mm.
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Fix N ∈ N and r ∈ N. Then the number of lattice points
♯{x ∈ Pic(X)⊗ 1
r
Z;−x2 ≤ N, x ·H = 0 for some H ∈ Amp(X)Q − {0}}
is finite.
Proof of Lemma 1.5’.
To prove Lemma 1.5’ we cannot use the argument of the proof of Lemma 1.5
directly. But essentially the only thing that may give rise to the infinite number
of lattice points is the existence of some “irrational” edge on the boundary of the
ample cone as in the previous counterexample, which is excluded by the assumption.
Since after the application of Hodge index Theorem the proof is just an analysis
of lattice points bounded by some quadratic hypersurface (and since we will not
use Lemma 1.5’ or Theorem 1.3’ in the arguments of later chapters), we leave the
details of the proof to the reader.
Once we have the finiteness of the lattice points above, the rest of the argument
goes through without change. Thus we have
Theorem 1.3’. Let X be a nonsingular projective surface whose nef cone is ra-
tional and polyhedral (e.g., a Del Pezzo surface, a relatively minimal ruled surface
over a smooth curve (cf.[CKM88]) or a special kind of K3 surface (cf. [Kova´cs94])).
Fix a numerical class c1 ∈ N1(X)Q, an integer c2 ∈ Z and another integer r ∈ N.
Then the set of all coherent torsion-free sheaves E of rk(E) = r, c1(E) = c1 and
c2(E) = c2 s.t. E is H-slope-semistable for some H ∈ Amp(X)Q−{0}, is bounded.
We also have the boundedness for Gieseker-semistable sheaves.
Corollary 1.9. Under the same assumption as in Theorem 1.3 (resp. Theorem
1.3’), the set of all coherent torsion free sheaves E of rk(E) = r, c1(E) = c1
and c2(E) = c2, H-Gieseker-semistable for some H ∈ ∆ − {0} (resp. H ∈
Amp(X)Q − {0}), is bounded. That is to say, ∪H∈∆−{0}S(r, c1, c2, H) (resp.
∪H∈Amp(X)Q−{0}S(r, c1, c2, H)) is bounded.
Proof of Corollary 1.9.
If E is H-Gieseker-semistable, then E is H-slope-semistable. That is to say,
the set of H-Gieseker-semistable sheaves is a subset of H-slope-semistable sheaves.
Now the assertion of the corollary is immediate from that of Theorem 1.3 (resp.
Theorem 1.3’).
We will use the boundedness results of this section in §3 to determine the strat-
ification of ∆−{0} which describes the change of the set µ(r, c1, c2, H) as H varies
in ∆− {0} and that of the set S(r, c1, c2, H).
§2. Key GIT Lemma after Simpson
In §2, we focus our attention on the key GIT lemma, modifying the ideas of
[Simpson92], which gives us the main machinery needed to reduce the problem of
factorizing the (birational) transformations among various moduli spaces to the
Mumford-Thaddeus principle. We use the same notation as in §1. We shall present
the entire argument; while the reader may find this a bit repetitive of [Simpson92],
we believe the necessary modifications too subtle and too many to just leave to
reference.
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Step 1:Embedding into a Grothendieck Quot scheme.
Let ∪H∈∆−{0}S(r, c1, c2, H) be the set of all coherent torsion-free sheaves of rank
r, fixed first and second chern classes c1 and c2, H-Gieseker-semistable for SOME
H ∈ ∆ − {0}. Then the result of §1 tells us that the set ∪H∈∆−{0}S(r, c1, c2, H)
is bounded, i.e., there exists a scheme S of finite type over k and coherent sheaf F
on S ×X flat over S such that for any E ∈ ∪H∈∆−{0}S(r, c1, c2, H) there is s ∈ S
with E ∼= Fs. Let π1 : S ×X → S and π2 : S × X → X be the first and second
projections respectively.
Let A be an ample divisor on X with A ∈ ∆− {0}.
Then there exists a0 ∈ N such that for all a ≥ a0
π1
∗π1∗(F ⊗ π2∗Aa)→ F ⊗ π2∗Aa
is surjective, and
Riπ1∗(F ⊗ π2∗Aa) = 0 for i > 0.
Furthermore, for all s ∈ S we have that
Riπ1∗(F ⊗ π2∗Aa)⊗ k(s)→ Hi(X,Fs ⊗Aa)
is an isomorphism for i ≥ 0 and that π1∗(F ⊗ π2∗Aa) is locally free of rank
l = χr,c1,c2(A
a) (cf. [Hartshorne, Cohomology and Base Change, Theorem12.11]),
where we introduce the notation
χr,c1,c2(A
a) =
r
2
A2a2 + (c1 ·A− r
2
KX ·A)a
+
1
2
(c21 − 2c2 − c1 ·KX) + rχ(OX).
We may assume S is a finite disjoint union of affine schemes Sα such that
π1∗(F ⊗ π2∗Aa)|Sα ∼= O⊕lSα
and thus we have a surjection
O⊕lS×X ∼= π1∗π1∗(F ⊗ π2∗Aa)→ F ⊗ π2∗Aa.
Therefore, we obtain a morphism
φ : S → Quot(O⊕lX /χr,c′1,c′2)
such that for all s ∈ S we have
(F ⊗ π2∗Aa)s ∼= (Univ)φ(s),
whereQuot(O⊕lX /χr,c′1,c′2) (Later we will use the abbreviationQuot.) is the Grothen-
dieck’s Quot scheme parametrizing the quotients of O⊕lX whose Hilbert polynomial
with respect to an ample line bundle H is given by χr,c′
1
,c′
2
(Hm), and
c′1 = c1 + rac1(A)
c′2 = c2 + (r − 1)ac1 · c1(A) +
r(r − 1)
2
a2c1(A)
2.
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Step 2:Inducing the linearized polarizations onto the Quot scheme.
We take an ample line bundle H on X .
Let π1 : Quot × X → Quot and π2 : Quot × X → X be the first and second
projections. We have the universal quotient sheaf Univ over Quot×X
0→ Ker→ O⊕lQuot×X → Univ→ 0.
There exists MH ∈ N such that for all m ≥MH we have
Riπ1∗(Univ ⊗ π2∗Hm) = 0
Riπ1∗(O⊕lQuot×X ⊗ π2∗Hm) = 0
Riπ1∗(Ker ⊗ π2∗Hm) = 0
for i > 0,
and for all closed points q ∈ Quot
Riπ1∗(Univ ⊗ π2∗Hm)⊗ k(q)→ Hi(X, (Univ)q ⊗Hm)
Riπ1∗(O⊕lQuot×X ⊗ π2∗Hm)⊗ k(q)→ Hi(X,O⊕lX ⊗Hm)
Riπ1∗(Ker ⊗ π2∗Hm)⊗ k(q)→ Hi(X, (Ker)q ⊗Hm)
are all isomorphisms for i ≥ 0.
Furthermore,
π1∗(Univ ⊗ π2∗Hm)
is locally free of rank Rm = χr,c′
1
,c′
2
(Hm),
π1∗(O⊕lQuot×X ⊗ π2∗Hm) ∼= O⊕lQuot ⊗k H0(X,Hm)
is locally free and so is
π1∗(Ker ⊗ π2∗Hm).
Therefore we have the surjection
O⊕lQuot ⊗k H0(X,Hm) ∼= π1∗(O⊕lQuot×X ⊗ π2∗Hm)→ π1∗(Univ ⊗ π2∗Hm)→ 0
with π1∗(Univ ⊗ π2∗Hm) being locally free, which induces a morphism from the
Quot scheme into the Grassmannian of the Rm-dimensional quotients of k
⊕l ⊗k
H0(X,Hm)
φm : Quot→ Grass(k⊕l ⊗k H0(X,Hm), Rm).
By taking MH sufficiently large, we may assume that φm is an embedding.
The algebraic group SL(l) naturally acts both on Quot and Grass(k⊕l ⊗k
H0(X,Hm), Rm), and φm is SL(l)-linear (SL(l)-equivariant). There is a natural
SL(l)-linear embedding of Grass(k⊕l ⊗k H0(X,Hm), Rm) by the Plu¨cker embed-
ding, which gives an SL(l)-linearization on the ample line bundle on Quot
det{π1∗(Univ ⊗ π2∗Hm)}.
Thus Mumford’s notion of semistable (stable) points w.r.t. this linearized ample
bundle is defined on Quot.
The Hilbert-Mumford numerical criterion for semistability (stability) for the
Grassmannian Grass(V ⊗W,R) of the R-dimensional quotients of the vector space
V ⊗W under the action of SL(V ) with the linearization induced by the Plu¨cker
embedding is given by the following lemma.
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Lemma 2.1. A point p : V ⊗W → U → 0 in Grass(V ⊗W,R) is semistable
(resp. stable) for the action of SL(V ) and the linearization induced by the Plu¨cker
embedding if and only if for all nonzero proper subspaces 0 6= L ⊂
6=
V we have
p(L⊗W ) 6= 0 and
dimL
dim p(L⊗W ) ≤
dimV
dimU
(resp. <).
See [Simpson92,Proposition 1.14] and for the proof [MF82,Proposition 4.3].
[Simpson92,Lemma1.15] also gives a criterion for a point q ∈ Quot to be semistable.
Lemma 2.2. Given the situation as in Step 1 and Step 2 above. Then there exists
MH ∈ N such that for all m ≥ MH the following holds: Suppose q : O⊕lX →
E ⊗Aa → 0 is a point in Quot such that
k⊕l ∼= H0(O⊕lX )→ H0(E ⊗Aa)
is an isomorphism, and that
h0(FL ⊗Aa)
χ(FL ⊗Aa ⊗Hm) ≤
h0(E ⊗Aa)
χ(E ⊗Aa ⊗Hm) =
l
χr,c′
1
,c′
2
(Hm)
(resp. <)
for all subsheaves FL ⊂ E where FL⊗Aa is generated by a nonzero 9resp. nonzero
prper) linear subspace L of H0(E ⊗Aa). Then q is semistable (resp. stable) w.r.t.
the action of SL(V ) and the linearization induced from the Plu¨cker embedding of
Grass(k⊕l ⊗k H0(X,Hm), Rm).
Proof of Lemma 2.2.
For all nonzero linear subspaces 0 6= L ⊂ V = k⊕l = H0(O⊕lX ) ∼= H0(E ⊗ Aa),
let FL be the subsheaf of E such that FL ⊗Aa is generated by L. Note
dimL ≤ h0(FL ⊗Aa).
Quot is embedded into Grass(k⊕l ⊗k H0(X,Hm), Rm) = Grass(V ⊗W,R) (if we
take MH large enough), which in turn is embedded into a projective space by the
Plu¨cker embedding.
Remark that once a is fixed the family of subsheaves FL⊗Aa of E⊗Aa = (Univ)q
generated by a linear subspace L as q varies among all points in Quot and L varies
among all subspaces of H0(O⊕lX ) is bounded; similarly, the family of such kernels
KL of the exact sequences
0→ KL → L⊗k OX → FL ⊗Aa → 0
is bounded.
Now take MH ∈ N so that for all m ≥MH we have
h0(FL ⊗Aa) ≤ h0(FL ⊗Aa ⊗Hm) = χ(FL ⊗Aa ⊗Hm)
and
h1(KL ⊗Hm) = 0
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for all such FL and KL. Thus from the exact sequence
0→ KL ⊗Hm → L⊗k Hm → FL ⊗Aa ⊗Hm → 0
we have
L⊗k H0(X,Hm)→ H0(FL ⊗Aa ⊗Hm)→ H1(KL ⊗Hm) = 0,
which implies
dim p(L⊗W ) = h0(FL ⊗Aa ⊗Hm) = χ(FL ⊗Aa ⊗Hm).
Therefore, we conclude
dimL
dim p(L⊗W ) ≤
h0(FL ⊗Aa)
dim p(L⊗W )
=
h0(FL ⊗Aa)
χ(FL ⊗Aa ⊗Hm)
≤ h
0(E ⊗Aa)
χ(E ⊗Aa ⊗Hm)
=
dimV
dimU
.
(resp. If L is a proper subspace, then either FL = E and the first inequality is
strict <, or FL is a proper subsheaf of E and the second inequality is strict < by
assumption.)
Thus by Lemma 2.1 q is semistable (resp. stable).
The following lemma, a variant of [Simpson92,Lemma1.16], which characterizes
a semistable point q : O⊕lX → E ⊗ Aa → 0 plays a crucial role with the previous
lemma in establishing the key GIT lemma of this section.
Lemma 2.3. For a fixed a ∈ N(≥ a0) and an ample line bundle H on X, there
exists MH ∈ N s.t. for all m ≥MH , the following holds: If a point
q : O⊕lX → E ⊗Aa → 0
is semistable with respect to the action of SL(l) and the linearization induced from
the Plu¨cker embedding of Grass(k⊕l ⊗k H0(X,Hm), Rm), then the natural homo-
morphism
k⊕l = H0(O⊕lX )→ H0(E ⊗Aa)
is injective, and for any nonzero quotient
E ⊗Aa → G⊗Aa → 0
with rk(G) > 0, we have
h0(G⊗Aa)
rk(G)
≥ χ(E ⊗A
a)
rk(E)
=
l
r
.
18 K. MATSUKI AND R. WENTWORTH
Moreover, suppose that G over T ×X is a bounded family of coherent sheaves on
X (independent of a). Then there exists a2 ∈ N(≥ a0) such that for all a ≥ a2 and
an ample line bundle H on X, there exists MH ∈ N such that for all m ≥MH the
following holds: If a point
q : O⊕lX → E ⊗Aa → 0
is semistable with respect to the action of SL(l) and the linearization induced from
the Plu¨cker embedding of Grass(k⊕l ⊗k H0(X,Hm), Rm) and if the natural homo-
morphism
k⊕l = H0(O⊕lX )→ H0(E ⊗Aa)
is an isomorphism, then for any nonzero quotient
E ⊗Aa → G⊗Aa → 0
with G ∼= Gt for some t ∈ T , we have
h0(G⊗Aa)
χ(G⊗Aa ⊗Hm) ≥
χ(E ⊗Aa)
χ(E ⊗Aa ⊗Hm) .
Proof of Lemma 2.3.
Suppose a point q : O⊕lX → E ⊗ Aa → 0 is semistable. Then Lemma 2.1 tells
us that for any nonzero linear subspace 0 6= L ⊂ V = H0(O⊕lX ), p being the map
given by
p : L⊗W (=H0(Hm))→ U(= H0(E ⊗Aa ⊗Hm))
ց ր
H0(E ⊗Aa)⊗H0(Hm)
we have p(L ⊗W ) 6= 0. Thus the homomorphism L → H0(E ⊗ Aa) is nonzero.
Since L is an arbitrary nonzero linear subspace, we have the desired injectivity of
k⊕l = H0(O⊕l)→ H0(E ⊗Aa).
Suppose
E ⊗Aa → G⊗Aa → 0
is a nonzero quotient with rk(G) > 0 and
h0(G⊗Aa)
rk(G)
<
χ(E ⊗Aa)
rk(E)
=
l
r
.
Let L(⊂ V ) be the kernel of the homomorphism
V = H0(O⊕lX )(→ H0(E ⊗Aa))→ H0(G⊗Aa),
which is nonzero since we have the strict inequality above and rk(G) ≤ rk(E) and
hence
h0(G⊗Aa) < l = h0(O⊕lX ).
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Let FL be the subsheaf of E such that FL ⊗ Aa is generated by (the image of) L
in H0(E ⊗Aa).
Note that from the exact sequence
0→ KG ⊗Aa → E ⊗Aa → G⊗Aa → 0
and the inclusion
FL ⊗Aa →֒ KG ⊗Aa,
it follows
(∗) rk(FL) + rk(G) ≤ rk(E).
Moreover, we have
(∗∗) dimL ≥ l − h0(G⊗Aa).
Therefore, the strict inequality of the assumption together with (∗) and (∗∗) implies
dimL
rk(FL)
>
l
rk(E)
.
Thus we obtain
(♥) dimL
χ(FL ⊗Aa ⊗Hm) >
l
χ(E ⊗Aa ⊗Hm)
for m >> 0.
Note that once a is fixed, such FL (as well as FL ⊗ Aa) ranges over a bounded
family and thus we have a finite number of possibilities for χ(FL ⊗ Aa ⊗ Hm) as
polynomials in m.
Take MH ∈ N such that for all m ≥MH we have
h0(FL ⊗Aa ⊗Hm) = χ(FL ⊗Aa ⊗Hm)
h0(E ⊗Aa ⊗Hm) = χ(E ⊗Aa ⊗Hm),
h1(KL ⊗Hm) = 0
where
0→ KL → L⊗k OX → FL ⊗Aa → 0,
and that (♥) holds if we have such G.
Then we have
dim p(L⊗W ) = h0(FL ⊗Aa ⊗Hm)
= χ(FL ⊗Aa ⊗Hm),
which implies
dimL
dim p(L⊗W ) >
l
h0(E ⊗Aa ⊗Hm) .
This contradicts the criterion for semistability of q given in Lemma 2.1.
Now we proceed to the proof of the second half of the lemma.
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Note first that since the family of such G is bounded by assumption, so is the
family of kernels KG of the sequence
0→ KG → E → G→ 0.
Therefore, there exists a2 ∈ N(≥ a0) such that for all a ≥ a2 and exact sequences
0→ KG ⊗Aa → E ⊗Aa → G⊗Aa → 0,
we have the exactness of
0→ H0(KG ⊗Aa)→ H0(E ⊗Aa)→ H0(G⊗Aa)→ 0
by the virtue of
H1(KG ⊗Aa) = 0,
and that KG ⊗Aa is generated by the global sections H0(KG ⊗Aa).
Since we assume
k⊕l ∼= H0(O⊕lX )→ H0(E ⊗Aa)
is an isomorphism, we have
L = H0(KG ⊗Aa) and FL = KG
in the notation of the first half of our proof.
Therefore, we have
(∗′) χ(FL ⊗Aa ⊗Hm) + χ(G⊗Aa ⊗Hm) = χ(E ⊗Aa ⊗Hm)
and
(∗∗′) dimL = l− h0(G⊗Aa).
Take MH ∈ N so that for all m ≥MH we have
χ(FL ⊗Aa ⊗Hm) = h0(FL ⊗Aa ⊗Hm) > 0
χ(G⊗Aa ⊗Hm) = h0(G⊗Aa ⊗Hm) > 0
χ(E ⊗Aa ⊗Hm) = h0(E ⊗Aa ⊗Hm) > 0,
and that
h1(KL ⊗Hm) = 0
where
0→ KL → L⊗k OX → FL ⊗Aa → 0.
Suppose
h0(G⊗Aa)
χ(G⊗Aa ⊗Hm) <
χ(E ⊗Aa)
χ(E ⊗Aa ⊗Hm) =
l
χ(E ⊗Aa ⊗Hm) .
This together with (∗′) and (∗∗′) implies
(♥) dimL
χ(FL ⊗Aa ⊗Hm) >
χ(E ⊗Aa)
χ(E ⊗Aa ⊗Hm) .
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Now
h1(KL ⊗Hm) = 0
implies
dim p(L⊗W ) = h0(FL ⊗Aa ⊗Hm)
= χ(FL ⊗Aa ⊗Hm).
Thus (♥) leads to
dimL
dim p(L⊗W ) >
l
h0(E ⊗Aa ⊗Hm) ,
which again contradicts the criterion of semistability of q given in Lemma 2.1.
Ideally and quite naively one would expect after having embedded all the sheaves
in
∪H∈∆−{0}S(r, c1, c2, H)
into the Quot scheme Quot by taking a sufficiently high multiple of an ample line
bundle A ∈ ∆ − {0}, the semistable points with respect to the SL(l)-action and
the linearization induced from the Plu¨cker embedding twisting by a high multiple
of an ample line bundle H ∈ Amp(X)Q−{0} would correspond to the H-Gieseker-
semistable sheaves. In fact in the classical setting with the fixed polarization A = H
this is indeed the case. But in our setting with changing polarizations, the situation
becomes more subtle. Steps 1 and 2 are not independent but are actually quite
intertwined, and the naive expectation as above turns out to be false. But the
study of the change of the sets of the semistable points as we change the second
polarization H gives the vital information to analyze the transformation among the
various moduli spaces.
Key GIT Lemma 2.4. Let A be a VERY ample line bundle with A ∈ ∆ − {0}.
Then there exists aA ∈ N such that for all a ≥ aA the following holds:
(i) All the sheaves in ∪H∈∆−{0}S(r, c1, c2, H) can be embedded into a Quot
scheme by taking a multiple Aa of A, i.e., for all E ∈ ∪H∈∆−{0}S(r, c1, c2, H) there
exists a point
q ∈ Quot(O⊕lX /χr,c′1,c′2)
s.t.
E ⊗Aa ∼= (Univ)q
where
l = χr,c1,c2(A
a)
c′1 = c1 + rac1(A)
c′2 = c2 + (r − 1)c1 · ac1(A) +
r(r − 1)
2
· a2c1(A)2.
(ii) We denote by Q the closure in Quot(O⊕lX /χr,c′1,c′2) of the set of points q
such that (Univ)q is torsion free with c1((Univ)q) = c
′
1 and c2((Univ)q) = c
′
2. Note
that Q is SL(l)-invariant.
22 K. MATSUKI AND R. WENTWORTH
For any ample line bundle H ∈ Amp(X)Q − {0}, there exists MH ∈ N such that
for all m ≥MH the following equivalence holds:
A point q ∈ Q is semistable with respect to the action of SL(l) and the lineariza-
tion induced from the Plu¨cker embedding of Grass(k⊕l ⊗H0(X,Hm), Rm)
if and only if
(Univ)q = E ⊗ Aa is a coherent torsion free sheaf of rank rk(E) = r, c1(E) =
c1, c2(E) = c2 such that E is A-Gieseker-semistable and that for all subsheaves
F ⊂ E having the same averaged Euler characteristics p(F,A, a) = p(E,A, a) (as
polynomials in a) we have
c1(F )
rk(F )
·H ≥ c1(E)
rk(E)
·H,
i.e.,
E ∈ S(r, c1, c2, A)H ,
and furthermore the natural homomorphism
k⊕l = H0(O⊕lX )→ H0((Univ)q)
is an isomorphism.
Proof of Lemma 2.4.
Remark first that the assumption A being VERY ample is only for the sake of
simplicity. For an arbitrary ample line bundle A, one just has to take a multiple to
make it very ample and the corresponding statements hold.
(i) This is the direct consequence of the finiteness results of §1, and the con-
struction is explained at the beginning of §2.
(ii) We start by proving the following preliminary claim (cf. [Simpson92,
Lemma1.18]).
Claim 2.5. There exists a1 ∈ N such that for all a ≥ a1 the following holds:
For all subsheaves F of any E ∈ S(r, c1, c2, A) we have
h0(F ⊗Aa)
rk(F )
≤ h
0(E ⊗Aa)
rk(E)
=
χ(E ⊗Aa)
rk(E)
and the equality holds if and only if
χ(F ⊗Aa ⊗Am)
rk(F )
=
χ(E ⊗Aa ⊗Am)
rk(F )
for all m, i.e.,
p(F,A, a) = p(E,A, a)
as polynomials in a.
Proof of Claim 2.5.
First note that by taking the saturation of F in E we may assume that the
quotient E/F is also torsion free.
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Take an A-slope-Harder-Narasimhan filtration of F
0 = F0 ⊂ F1 ⊂ · · · ⊂ Fe = F.
Set Qi = Fi/Fi−1. Then we have
h0(F ⊗Aa) ≤ Σih0(Qi ⊗Aa),
and by the definition of an A-slope-Harder-Narasimhan filtration we have for all
i = 1, 2, · · ·, e
µA(Qi) =
c1(Qi)
rk(Qi)
·A ≤ µA(Q1) ≤ c1(E)
rk(E)
·A,
noting the second inequality comes from the fact that E being A-Gieseker-
semistable implies E being A-slope-semistable. We also have
Σirk(Qi) = rk(F ).
Here we quote [Simpson92, Corollary1.7] without proof.
Lemma 2.6. There exists b ∈ N depending only on r,X and A such that for all
A-slope-semistable coherent torsion free sheaves F of rk(F) ≤ r on X
h0(F) ≤ rk(F)
2
degAX{µA(F)
degAX
+ b}2.
(Note also that if µA(F) < 0 then h0(F) = 0.)
Going back to the proof of Claim 2.5, the lemma above implies
h0(Qi ⊗Aa) ≤ rk(Qi)
2
degAX{µA(Qi ⊗A
a)
degAX
+ b}2
=
rk(Qi)
2
degAX{µA(Qi)
degAX
+ a+ b}2.
Thus we have
h0(F ⊗Aa) ≤ Σih0(Qi ⊗Aa)
≤ rk(F )− 1
2
degAX{ µA(E)
degAX
+ a+ b}2
+
1
2
degAX{µA(Qe)
degAX
+ a+ b}2
We remark that for all α ∈ Q there exists β ∈ Q and aβ ∈ N s.t. if
µA(Qe)
degAX
≤ µA(E)
degAX
− β
then for a ≥ aβ
rk(F ) − 1
2
degAX{ µA(E)
degAX
+ a+ b}2 + 1
2
degAX{µA(Qe)
degAX
+ a+ b}2
≤ rk(F )
2
degAX{a− α}2.
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For this we only have to take β so that
rk(F ) − 1
2
degAX{2( µA(E)
degAX
+ b)}+ 1
2
degAX{2(µA(Qe)
degAX
− β)}
≤ rk(F )
2
degAX{2(−α)}
and then the existence of such aβ is clear.
On the other hand, we can choose α and aα ∈ N so that for all a ≥ aα we have
1
2
degAX(a− α)2 < 1
rk(E)
χ(E ⊗Aa).
Let β be the number as above. Then for F ⊂ E with
µA(Qe)
degAX
≤ µA(E)
degAX
− β
we have for a ≥ aα, aβ
h0(F ⊗Aa)
rk(F )
<
χ(E ⊗Aa)
rk(E)
.
Moreover, since S(r, c1, c2, A) is bounded, the set of coherent sheaves F such that
F ⊂ E for some E ∈ S(r, c1, c2, A) with E/F being torsion free and that
µA(Qe)
degAX
>
µA(E)
degAX
− β
is bounded (cf.Lemma 2.8). Therefore, we may choose aγ so that for all a ≥ aγ we
have
h0(F ⊗Aa) = χ(F ⊗Aa).
Furthermore, the set of the Hilbert polynomials for all such F is finite, so we may
choose aδ so that for all a ≥ aδ we have
χ(F ⊗Aa)
rk(F )
≤ χ(E ⊗A
a)
rk(E)
and that the equality holds iff
χ(F ⊗Aa ⊗Am)
rk(F )
=
χ(E ⊗Aa ⊗Am)
rk(E)
for all m ∈ Z,
i.e., iff
p(F,A, a) = p(E,A, a)
as polynomials in a.
Take a1 = max{a0, aα, aβ , aγ , aδ}.
This completes the proof of Claim 2.5.
Now we go to the proof of the “if” part of (ii) in the Key GIT Lemma 2.4.
First we choose a1 as in Claim 2.5 and take a ≥ a1.
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We take an ample line bundle H ∈ Amp(X)Q.
Suppose that a point
q : O⊕lX → (Univ)q → 0
has the property that (Univ)q = E ⊗ Aa is a coherent torsion free sheaf of rank
rk(E) = r, c1(E) = c1, c2(E) = c2 such that E is A-Gieseker-semistable and
that for all subsheaves F ⊂ E having the same averaged Euler characteristics
p(F,A, a) = p(E,A, a) (as polynomials in a) we have
c1(F )
rk(F )
·H ≥ c1(E)
rk(E)
·H,
i.e.,
E ∈ S(r, c1, c2, A)H ,
and furthermore that
k⊕l = H0(O⊕lX )→ H0((Univ)q)
is an isomorphism.
By virtue of Lemma 2.2 we only have to show there exists MH ∈ N (bigger than
the old MH in Lemma 2.2) such that for all m ≥MH we have
h0(F ⊗Aa)
χ(F ⊗ Aa ⊗Hm) ≤
h0(E ⊗Aa)
χ(E ⊗Aa ⊗Hm)
for all nonzero coherent subsheaves F ⊂ E where F ⊗ Aa is generated by some
linear subspace of H0(E ⊗Aa).
Once a is fixed, the set of all such F that F ⊂ E for some E ∈ S(r, c1, c2, A)
and that F ⊗Aa is generated by some linear subspace of H0(E ⊗Aa) is bounded.
Thus the set of the polynomials (in terms of m) χ(F ⊗ Aa ⊗Hm) is finite. These
polynomials all have the leading term
rk(F )
2
degHX ·m2,
so we may choose MH big enough so that for F with
h0(F ⊗Aa)
rk(F )
<
h0(E ⊗Aa)
rk(E)
we get the desired inequality
h0(F ⊗Aa)
χ(F ⊗Aa ⊗Hm) <
h0(E ⊗Aa)
χ(E ⊗Aa ⊗Hm) .
By the previous Claim 2.5, for those F with the equality
h0(F ⊗Aa)
rk(F )
=
h0(E ⊗Aa)
rk(E)
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we have
χ(F ⊗Aa ⊗Am)
rk(F )
=
χ(E ⊗Aa ⊗Am)
rk(E)
for all m ∈ Z,
i.e.,
p(F,A, a) = p(E,A, a)
as polynomials in a. By assumption, for those F we have
c1(F )
rk(F )
·H ≥ c1(E)
rk(E)
·H,
and thus by rechoosing MH ∈ N big enough if necessary we have for all m ≥MH
χ(F ⊗Aa ⊗Hm)
rk(F )
=
1
2
H2m2 + (
c1(F )
rk(F )
·H − 1
2
KX ·H)m+ p(F,A, a)
≥ 1
2
H2m2 + (
c1(E)
rk(E)
·H − 1
2
KX ·H)m+ p(E,A, a)
=
χ(E ⊗ Aa ⊗Hm)
rk(E)
=
h0(E ⊗Aa ⊗Hm)
rk(E)
> 0.
Thus again for those F we have
h0(F ⊗Aa)
χ(F ⊗Aa ⊗Hm) ≤
h0(E ⊗Aa)
χ(E ⊗Aa ⊗Hm) .
Therefore, the point q ∈ Q is semistable with respect to the action of SL(l) and the
linearization induced from the Plu¨cker embedding of Grass(k⊕l⊗H0(X,Hm), Rm).
This concludes the proof of the “if” part.
Now we turn to the proof of the second half “only if” part of (ii).
Suppose that
q : O⊕lX → (Univ)q = E ⊗Aa → 0
is a point of Q which is semistable with respect to the action of SL(l) and the
linearization induced from the Plu¨cker embedding of Grass(k⊕l⊗H0(X,Hm), Rm)
for m ≥MH where MH is the integer given in Lemma 2.3.
First we prove that E is torsion free.
Let T ⊂ E be the torsion of E.
We quote the following lemma of [Simpson92,Lemma1.17].
Lemma 2.7. Let
q : O⊕lX → (Univ)q = E ⊗Aa → 0
be a point of Q and T ⊂ E be the torsion part of E. Then there exists a coherent
TORSION FREE sheaf E′ of rank rk(E′) = rk(E) such that the Hilbert polynomials
(in terms of a) are the same
χ(E′ ⊗Aa) = χ(E ⊗Aa)
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and that we have an inclusion
0→ E/T → E′.
Take
0→ E/T → E′
as in Lemma 2.7.
Then for any quotient
E′
ψ→ G→ 0 with rk(G) > 0
we have
h0(G⊗Aa)
rk(G)
≥ h
0(ψ(E/T )⊗Aa)
rk(ψ(E/T ))
≥ χ(E ⊗A
a)
rk(E)
(by Lemma 2.3)
=
χ(E′ ⊗Aa)
rk(E′)
.
Let G be the A-slope-semistable quotient of E′ with the smallest
µA(G) =
c1(G)
rk(G)
· A,
in other words the last step quotient of an A-slope-Harder-Narasimhan filtration of
E′.
We apply Lemma 2.6 to conclude that there is b ∈ N depending only on r,X
and A such that
χ(E′ ⊗Aa)
rk(E′)
≤ h
0(G⊗Aa)
rk(G)
≤ 1
2
degAX{ µA(G)
degAX
+ a+ b}2.
Since the polynomial in a
χ(E′ ⊗Aa) = χr,c1,c2(Aa)
is fixed, there is a constant c ∈ Q and ac ∈ N(ac ≥ c) such that for all a ≥ ac we
have
χ(E′ ⊗Aa)
rk(E′)
≥ 1
2
degAX(a− c)2.
Thus
(a− c)2 ≤ { µA(G)
degAX
+ a+ b}2.
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Since
a− c ≥ 0, µA(G⊗ A
a)
degAX
=
µA(G)
degAX
+ a ≥ 0
(
h0(G⊗Aa)
rk(G)
≥ χr,c1,c2(A
a)
rk(E)
> 0)
and since b ∈ N, we have
a− c ≤ µA(G)
degAX
+ a+ b,
which gives us
µA(G) ≥ degAX(−b− c).
Remark that b and c are constants taken independent of a or m.
Lemma 2.8. Let L ∈ Q be a fixed constant, P (a) a fixed polynomial in a and A an
ample line bundle on X. Then the set of all coherent torsion free sheaves E such
that
χ(E ⊗Aa) = P (a)
and that
µA(G) ≥ L
where G is the last step quotient of an A-slope-Harder-Narasimhan filtration of E,
is bounded.
Proof of Lemma 2.8.
This is [Simpson92,Theorem1.1] proved using a lemma in [Maruyama81]. Here
we give a simple alternative proof in the case where X is a surface, using Bogomolov
inequality.
Take the Harder-Narasimhan filtration of E with respect to A-Gieseker-stability
0 = F0 ⊂ F1 ⊂ · · · ⊂ Fe = E.
(Note that the Harder-Narasimhan filtration of E with respect to A-slope-stability
is obtained from the one above with respect to A-Gieseker-stability by clustering
together the factors with the same averaged slope with respect to A.)
Set
Gi = Fi/Fi−1.
Write
c1(Gi) ≡ c1(Gi) · A
A2
A+ Li
with
L ∈ 1
A2
Pic(X) and Li · A = 0.
Then since
µA(G1) ≥ µA(G2) ≥ · · ·µA(Ge) = µA(G) ≥ L
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is bounded from below and
rk(G1)µA(G1) + rk(G2)µA(G2) + · · ·+ rk(Ge)µA(Ge) = c1(E) · A
is constant determined by the fixed polynomial χ(E ⊗ Aa) = P (a), there are only
finite number of possibilities for c1(Gi) ·A.
Now
χ(Gi ⊗Aa) = 1
2
riA
2a2 +
1
2
{2c1(Gi) · A− riKX ·A}a
+
1
2
{c1(Gi)2 − 2c2(Gi)−KX · c1(Gi)}+ riχ(OX)
and
χ(E ⊗Aa) = Σχ(Gi ⊗Aa).
By looking at the constant term, we have
the constant term of P (a)− rχ(OX)
= Σ
1
2
{c1(Gi)2 − 2c2(Gi)−KX · c1(Gi)}
≤ Σ1
2
{c1(Gi)2 − 2ri − 1
2ri
c1(Gi)
2 −KX · c1(Gi)} by Bogomolov inequality
= Σ
1
2
{ 1
ri
L2i −KX · Li +
1
ri
(c1(Gi) · A)2
A2
− (c1(Gi) ·A)(KX ·A)
A2
}.
Since we have finitely many possibilities for c1(Gi) · A = riµA(Gi) and ri, KX · A
and A2 are constants, and since L2i is quadratic in terms of Li ∈ A⊥ with negative
definite form, while KX · Li is linear, we conclude
Li ∈ A⊥ ∩ 1
A2
Pic(X) ⊂ N1(X)Q
has only a finite number of possibilities. This implies C1(Gi) has only a finite
number of possibilities, and so does c2(Gi) again by Bogomolov inequality. Thus
by [Gieseker77,Corollary1.3] the family of Gi is bounded, and finally so is the family
of E.
Applying this lemma, we conclude that the set of such sheaves E′ remain in a
bounded family which is independent of a or m. Thus we may retake a1 big enough
so that for all a ≥ a1 we have
h0(E′ ⊗Aa) = χ(E′ ⊗Aa)
and E′ ⊗Aa is generated by global sections.
Now taking the quotient sheaf in Lemma 2.3 to be G = E/T , we get
h0(E/T ⊗Aa) ≥ χr,c1,c2(Aa).
Since
χ(E′ ⊗Aa) = h0(E′ ⊗Aa)
≥ h0(E/T ⊗ Aa)
= χr,c1,c2(A
a),
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we conclude that the natural inclusion
H0(E/T ⊗Aa) →֒ H0(E′ ⊗Aa)
is an isomorphism. But since E/T →֒ E′ and since H0(E/T ⊗Aa) = H0(E′ ⊗Aa)
generates E′, we conclude E/T = E′. Finally since the Hilbert polynomials of E
and E′ are the same, we conclude T = 0, i.e., E is torsion free. Furthermore, the
equality
h0(E ⊗Aa) = h0(E/T ⊗Aa)
= h0(E′ ⊗Aa) = χr,c1,c2(Aa)
together with the injectivity of Lemma 2.3
k⊕l →֒ H0(E ⊗Aa)
implies
k⊕l → H0(E ⊗Aa)
is an isomorphism.
Next we prove that E is A-Gieseker-semistable. Suppose not. Then there exists
a nonzero torsion free quotient
E → G→ 0
with rk(G) > 0 such that
χ(G⊗Aa)
rk(G)
<
χ(E ⊗Aa)
rk(E)
for a >> 0.
Lemma 2.8 implies that the set of all such G remains in a bounded family indepen-
dent of a or m. Therefore, we may choose aA ∈ N (aA ≥ a1, a2 where a2 is the one
in the second half of Lemma 2.3) such that for all a ≥ aA we have
χ(G⊗Aa) = h0(G⊗Aa).
Note also that the boundedness of all such G implies that the set of Hilbert poly-
nomials χ(G⊗Aa⊗Hm) as polynomials in m is finite, and that their leading terms
are all
rk(G)
2
degHXm
2.
Thus we may choose MH (taken bigger than the one in the second half of Lemma
2.3) such that for all m ≥MH we have
h0(G⊗Aa)
χ(G⊗Aa ⊗Hm) <
χ(E ⊗Aa)
χ(E ⊗Aa ⊗Hm) ,
contradicting the conclusion of the second half of Lemma 2.3.
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Finally let F ⊂ E be a subsheaf of E having the same averaged Euler charac-
teristics
p(F,A, a) = p(E,A, a)( as polynomials in a).
Suppose
c1(F )
rk(F )
·H < c1(E)
rk(E)
·H.
Let G be the quotient
0→ F → E → G→ 0.
Note that the conditions imply that G is also a coherent torsion free sheaf which is
A-Gieseker-semistable with
p(G,A, a) = p(E,A, a)( as polynomials in a),
and that
c1(G)
rk(G)
·H > c1(E)
rk(E)
·H.
Then for m ∈ N we have
p(G⊗Aa, H,m) = 1
2
H2m2 + (
c1(G)
rk(G)
·H − 1
2
KX ·H)m+ p(G,A, a)
>
1
2
H2m2 + (
c1(E)
rk(E)
·H − 1
2
KX ·H)m+ p(E,A, a)
= p(E ⊗Aa, H,m)
Since the set of all such G is bounded independent of a, we may choose aA so that
for all a ≥ aA
h0(G⊗Aa)
rk(G)
= p(G,A, a) = p(E,A, a) =
h0(E ⊗Aa)
rk(E)
> 0.
Again since the set of all such G is bounded, we may assume that for m ≥MH we
have
0 <
h0(G⊗Aa ⊗Hm)
rk(G)
= p(G⊗Aa, H,m) > p(E ⊗Aa, H,m).
These imply
h0(G⊗Aa)
χ(G⊗Aa ⊗Hm) =
p(G,A, a)
p(G⊗Aa, H,m)
<
p(E,A, a)
p(E ⊗Aa, H,m) =
χ(E ⊗Aa)
χ(E ⊗Aa ⊗Hm) ,
contradicting again the conclusion of the second half of Lemma 2.3.
This completes the proof of the Key GIT Lemma.
§3. Rationally Twisted Gieseker-Semistability and Stratifications
In this section, we analyse the change of the set of the A-Gieseker-semistable
sheaves (the polarizationA being fixed) when tensored by a line bundle L ∈ Pic(X).
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The analysis naturally leads us to the notion of Gieseker-semistability twisted by
a rational line bundle L ∈ Pic ⊗ Q. We will give a stratification of the space of
twists, which describes the change of the set of L-twisted A-Gieseker-semistable
sheaves as L varies, based upon the stratification of ∆− {0} = ∐s∆s. These two
stratifications not only completely describe the change of S(r, c1, c2, H) as H varies,
but also illustrate how the transformation is factorized into a sequence of flips.
Consider the set of all coherent torsion free sheaves F on X as in Proposition
1.6 such that there exists an exact sequence
0→ F → E → G→ 0
where E ∈ µ(r, c1, c2, H) for some H ∈ ∆ − {0}, and where the quotient G is a
coherent torsion free sheaf, satisfying
c1(F )
rk(F )
·H = c1(E)
rk(E)
·H
but
0 6= c1(F )
rk(F )
− c1(E)
rk(E)
in N1(X)Q.
Take the set of all hyperplanes
LF := {z ∈ N1(X)Q; z · ( c1(F )
rk(F )
− c1(E)
rk(E)
) = 0}
for all such sheaves F . Proposition 1.6 implies that {LF} is a finite set.
Definition 3.1. A d-cell of ∆ − {0} associated to {LF} (d = 1, 2, · · ·, ρ∆ =
dimQV (∆), where V (∆) is the vector subspace of N
1(X)Q generated by ∆.) is
a connected component of
∆ ∩ LF1 ∩ · · ·LFρ∆−d − (∪F 6=Fi,i=1,···,ρ∆−dLF ).
Now we have a stratification of ∆− {0}
∆− {0} =
∐
∆s
into the d-cells where d = 1, · · ·, ρ∆.
Before going into further discussion, we introduce the notion of rationally twisted
Gieseker-semistability, which just slightly generalizes the classical notion of
Gieseker-semistability but provides us with the right category to factorize the trans-
formations among the various moduli spaces.
Definition 3.2. Let H be an ample line bundle. A coherent torsion free sheaf E
is said to be L-twisted H-Gieseker-semistable (resp. L-twisted H-Gieseker-stable)
for L ∈ Pic(X)⊗Q iff for all F ⊂ E (resp. for all F ⊂
6=
E)
χ(F ⊗ L⊗Hn)
rk(F )
≤ χ(E ⊗ L⊗H
n)
rk(E)
for n >> 0
(resp. <)
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where we compute the Euler characteristics formally using the Riemann-Roch for-
mula, e.g.,
χ(E ⊗ L⊗Hn)
rk(E)
=
1
2
H2n2
+ { c1(E)
rk(E)
·H + L ·H − 1
2
KX ·H}n
+
1
2
L2 + c1(E)
rk(E)
· L − 1
2
KX · L
+
1
2
c1(E)
2 − 2c2(E)− c1(E) ·KX
rk(E)
+ χ(OX).
We denote by S((r, c1, c2) ⊗ L, H) the set of all coherent torsion free sheaves E of
rk(E) = r, c1(E) = c1, c2(E) = c2, that are L-twisted H-Gieseker-semistable.
Remark 3.3.
(i) As is clear from the definition, L-twistedness only depends on the class of
L in N1(X)Q.
(ii) When L is an INTEGRAL line bundle L ∈ Pic(X), then S((r, c1, c2)⊗L, H)
can be identified with S(r, c1L, c2L, H) where
c1L = c1 + rc1(L)
c2L = c2 + (r − 1)c1 · c1(L) +
r(r − 1)
2
c1(L)2
under the one to one correspondence
E ∈ S((r, c1, c2)⊗ L, H)↔ E ⊗ L ∈ S(r, c1L, c2L, H).
(iii) The Harder-Narasimhan filtration with respect to rationally twisted
Gieseker-(semi)stability can be taken just as in the classical case and the notion of
L-twisted Seshadri equivalence is also well defined.
The stratification ∆ − {0} = ∐∆s gives a basis to study the change of
S(r, c1, c2, H) when H varies and the change of S((r, c1, c2)⊗L, H) when L changes,
as is indicated by the next lemma, whose proof is immediate from the construction.
Lemma 3.4.
(i) For H,H ′ ∈ ∆s, we have
µ(r, c1, c2, H) = µ(r, c1, c2, H
′)
S(r, c1, c2, H) = S(r, c1, c2, H
′).
Moreover, the Seshadri equivalence classes of S(r, c1, c2, H) with respect to H-
Gieseker-stability are the same as the Seshadri equivalence classes of S(r, c1, c2, H
′)
with respect to H ′-Gieseker-stability.
(ii) Fix H ∈ ∆s. Then for any L ∈ V (∆s) , we have
S(r, c1, c2, H) = S((r, c1, c2)⊗ L, H).
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Moreover, the Seshadri equivalence classes of S(r, c1, c2, H) with respect to H-
Gieseker-stability are the same as the Seshadri equivalence classes of S((r, c1, c2)⊗
L, H) with respect to L-twisted H-Gieseker-stability.
Let ∆s and ∆s′ be two d-cells such that V (∆s) = V (∆s′) and that ∆s and ∆s′
are separated by a d−1-cellW , i.e.,W is the unique d−1-cell contained in ∆s∩∆s′ .
We take an ample line bundle A ∈W .
Proposition 3.5. There exists a stratification
V (∆s) =
∐
Li
∐
Mj
consisting of a finite number of hyperplanes Li parallel to V (W ) and connected
components Mj of V (∆s)− (
∐
Li), which determines the change of S((r, c1, c2)⊗
L, A) as L varies in V (∆s), i.e., for L,L′ ∈ V (∆s),
S((r, c1, c2)⊗ L, A) = S((r, c1, c2)⊗ L′, A)
if and only if L and L′ belong to the same stratum Li or Mj. This stratification is
independent of the choice of A ∈ W .
Moreover,
S(r, c1, c2, A) = S(r, c1, c2, H) for H ∈ ∆s
if and only if ∆s is contained in one of the strata Mj. By induction on the di-
mension d of the d-cells, these rules completely determine the change of the set
S(r, c1, c2, H) as H varies in ∆− {0}.
Proof of Proposition 3.5.
The condition for a coherent torsion free sheaf
E ∈ µ(r, c1, c2, A)
to be L-twisted A-Gieseker-semistable is that
(♦)χ(F ⊗ L⊗A
n)
rk(F )
≤ χ(E ⊗ L⊗A
n)
rk(E)
for n >> 0
for all nonzero subsheaves F ⊂ E. By taking the saturation we only have to check
the condition for those subsheaves F with the torsion free quotient E/F .
If there is a subsheaf F ⊂ E with
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·A > 0,
then the condition (♦) is never satisfied for any L ∈ V (∆s) for this F and E is not
L-twisted A-Gieseker-semistable for any L ∈ V (∆s).
For a subsheaf F ⊂ E with
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·A < 0,
the condition (♦) is always satisfied for any L ∈ V (∆s).
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Therefore, the only subsheaves F ⊂ E for which the validity of the condition
(♦) depends on L are the ones with
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·A = 0.
For such F , the condition (♦) is equivalent to
{ c1(F )
rk(F )
− c1(E)
rk(E)
} · L
+
1
2
c1(F )
2 − 2c2(F )− c1(F ) ·KX
rk(F )
− 1
2
c1(E)
2 − 2c2(E)− c1(E) ·KX
rk(E)
≤ 0.
If { c1(F )
rk(F ) − c1(E)rk(E)} is numerically equivalent to 0, then again the condition (♦) is
independent of L ∈ V (∆s).
Take the set of hyperplanes
MF = {z ∈ V (∆s);( c1(F )
rk(F )
− c1(E)
rk(E)
) · z
+
1
2
c1(F )
2 − 2c2(F )− c1(F ) ·KX
rk(F )
− 1
2
c1(E)
2 − 2c2(E)− c1(E) ·KX
rk(E)
= 0}
for all subsheaves F ⊂ E for some E ∈ µ(r, c1, c2, A) with E/F torsion free,
{ c1(F )
rk(F )
− c1(E)
rk(E)
} · A = 0
and { c1(F )
rk(F ) − c1(E)rk(E)} being not numerically equivalent to 0. Proposition 1.6 says
that {MF} is a finite set. Note that the MF are all parallel to V (W ), since A ∈ W
where W is one of the d− 1-cells of the stratification of ∆− {0}.
Fix E ∈ µ(r, c1, c2, A). Then the previous argument shows that the locus of L
in V (∆s) where E is L-twisted A-Gieseker-semistable is either empty, one of the
hyperplanes MF , a closed subspace sandwiched between two of the hyperplanes
MF , a closed half subspace whose boundary is one of the hyperplanes MF or the
entire space V (∆s).
Let L be one of the boundary hyperplanes and L ∈ L. Since L is on the boundary,
there exists a nonzero proper subsheaf F ⊂ E with torsion free E/F such that
χ(F ⊗ L⊗An)
rk(F )
=
χ(E ⊗ L⊗ An)
rk(E)
=
χ(E/F ⊗ L⊗An)
rk(E/F )
for all n,
that both F and E/F are L-twisted A-Gieseker-semistable and that
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·M <=
>
0
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if and only if
{ c1(E/F )
rk(E/F )
− c1(E)
rk(E)
} ·M >=
<
0.
with
{ c1(F )
rk(F )
− c1(E)
rk(E)
}( and thus also { c1(E/F )
rk(E/F )
− c1(E)
rk(E)
})
not being numerically trivial on V (∆). This implies that the sheaf
F ⊕ E/F
is M-twisted A-Gieseker-semistable if and only if M ∈ L.
This completes the argument for the proof that there is a stratification as desired
V (∆s) =
∐
Li
∐
Mj
consisting of a finite number of hyperplanes Li (a part of theMF ) parallel to V (W )
and connected components Mj of V (∆s)− (
∐
Li) which determines the change of
the set S((r, c1, c2)⊗ L, A) as L varies in V (∆s).
The last part of the proposition follows immediately from the fact that for any
H ∈ ∆s
S(r, c1, c2, H) = S((r, c1, c2)⊗Hn, A) for n >> 0,
which will be shown in the next lemma.
This completes the proof of Proposition 3.5.
We remark that since for any L ∈ V (∆s) we have
S((r, c1, c2)⊗ L, A) = S((r, c1, c2)⊗ L⊗Aa, A)
and since L⊗Aa is ample for a >> 0, each stratum of the stratification above has
an ample representative, and that it is actually determined by its intersection with
the ample cone
V (∆s) ∩Amp(X)Q = (
∐
Li
∐
Mj) ∩Amp(X)Q.
Lemma 3.6. Take an ample line bundle H ∈ ∆s (resp. H ′ ∈ ∆s′). Then
S((r, c1, c2)⊗Hn, A) = S(r, c1, c2, H) for n >> 0
(resp. S((r, c1, c2)⊗H ′n
′
, A) = S(r, c1, c2, H
′) for n′ >> 0).
Moreover, the Seshadri equivalence classes of S((r, c1, c2) ⊗ Hn, A) (resp.
S((r, c1, c2)⊗H ′n
′
, A)) with respect to Hn-twisted (resp. H ′n
′
-twisted ) A-Gieseker-
stability are the same as the Seshadri equivalence classes of S(r, c1, c2, H) (resp.
S(r, c1, c2, H
′)) with respect to H-Gieseker-stability (resp. H ′-Gieseker-stability).
Proof of Lemma 3.6.
Let P = {(c1(F ), c2(F ))} be the set of the pairs of numerical classes for such
sheaves F ⊂ E with E/F torsion free for some E ∈ µ(r, c1, c2, A) that
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·A = 0.
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P is a finite set by Proposition 1.6, and thus we can choose n >> 0 so that for all
(c1(F ), c2(F )) ∈ P , if
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·H < 0
then
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·Hn
+
1
2
c1(F )
2 − 2c2(F )− c1(F ) ·KX
rk(F )
− 1
2
c1(E)
2 − 2c2(E)− c1(E) ·KX
rk(E)
< 0,
and if
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·H > 0
then
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·Hn
+
1
2
c1(F )
2 − 2c2(F )− c1(F ) ·KX
rk(F )
− 1
2
c1(E)
2 − 2c2(E)− c1(E) ·KX
rk(E)
> 0.
Take E ∈ S(r, c1, c2, H). Then for all subsheaves F ⊂ E (E/F torsion free) we
have either
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·H < 0
or
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·H = 0
together with the condition
1
2
c1(F )
2 − 2c2(F )− c1(F ) ·KX
rk(F )
− 1
2
c1(E)
2 − 2c2(E)− c1(E) ·KX
rk(E)
≤ 0.
In the first case, we have
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·A ≤ 0.
If the strict inequality < holds, then the condition (♦) is immediate. If the equality
= holds, then the choice of n guarantees (♦).
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In the second case, we have
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·A = 0.
Since
1
2
c1(F )
2 − 2c2(F )− c1(F ) ·KX
rk(F )
− 1
2
c1(E)
2 − 2c2(E)− c1(E) ·KX
rk(E)
≤ 0,
again the condition (♦) is satisfied.
Therefore, we conclude E ∈ S((r, c1, c2)⊗Hn, A).
Now suppose E ∈ S((r, c1, c2) ⊗ Hn, A). Note that E ∈ µ(r, c1, c2, A). If E /∈
S(r, c1, c2, H), then there exists a subsheaf F ⊂ E such that either
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·H > 0
or
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·H = 0
together with the condition
1
2
c1(F )
2 − 2c2(F )− c1(F ) ·KX
rk(F )
− 1
2
c1(E)
2 − 2c2(E)− c1(E) ·KX
rk(E)
> 0.
In the first case, if
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·A > 0,
then E /∈ S((r, c1, c2)⊗Hn, A), a contradiction! If
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·A = 0,
then the choice of n implies
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·Hn
+
1
2
c1(F )
2 − 2c2(F )− c1(F ) ·KX
rk(F )
− 1
2
c1(E)
2 − 2c2(E)− c1(E) ·KX
rk(E)
> 0,
and thus E /∈ S((r, c1, c2)⊗Hn, A), again a contradiction!
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In the second case, we have
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·A = 0,
and
1
2
c1(F )
2 − 2c2(F )− c1(F ) ·KX
rk(F )
− 1
2
c1(E)
2 − 2c2(E)− c1(E) ·KX
rk(E)
> 0
implies
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·Hn
+
1
2
c1(F )
2 − 2c2(F )− c1(F ) ·KX
rk(F )
− 1
2
c1(E)
2 − 2c2(E)− c1(E) ·KX
rk(E)
> 0.
Thus E /∈ S((r, c1, c2)⊗Hn, A), a contradiction!
Therefore, we conclude E ∈ S(r, c1, c2, H).
The statement about the Seshadri equivalence classes follows similarly.
Let M0 and Ml+1 be the two strata containing H
n (for n >> 0) and H ′n
′
(for
n′ >> 0) respectively. Then Lemma 3.6 indicates that at least set-theoretically
these two strata correspond to the moduli spaces M(r, c1, c2, H), M(r, c1, c2, H
′).
One would expect that going from M0 in the stratification V (∆s) =
∐
Li
∐
Mj to
Ml+1 corresponds to a sequence of moduli spaces of rationally twisted A-Gieseker-
semistable sheaves. It should be noted that some of the strata may not contain any
integral points corresponding to Pic(X) and that this is the reason we are naturally
led to introduce the notion of rationally twisted Gieseker-semistability.
§4 and §5 will be devoted to showing not only set-theoretically but scheme-
theoretically that this is indeed the case. We construct the moduli space of ratio-
nally twisted Gieseker-semistable sheaves. Moreover we show that there is a se-
quence of flips among them, each of which is governed by the Mumford-Thaddeus
principle of GIT: Let M0, L0, L1,M1, · · ·, Ll,Ml+1 be a sequence of strata starting
with M0 containing H
n (for n >> 0) and ending with Ml+1 containing H
′n′ (for
n′ >> 0) such that
Mi ∩Mi+1 = Li
for i = 0, 1, · · ·, l. (Note that these strata actually exhaust all the strata in V (∆s) =∐
Li
∐
Mj .) Choose representatives Li,Mi ∈ Pic(X)Q with Li ∈ Li,Mi ∈Mi.
Our aim is to show that there is a sequence of Thaddeus-type flips
M((r, c1, c2)⊗Mi, A) M((r, c1, c2)⊗Mi+1, A)
ց ւ
M((r, c1, c2)⊗ Li, A)
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for i = 1, 2, · · ·, l, each of which is a transformation constructed by the Key GIT
Lemma of §2 and thus governed by the Mumford-Thaddeus principle.
§4. Construction of Flip: Integral Case
We use the notation in §3.
In this section, we construct the flip
M((r, c1, c2)⊗Mi, A) M((r, c1, c2)⊗Mi+1, A)
ց ւ
M((r, c1, c2)⊗ Li, A)
when a representative Li ∈ Li can be taken to be an INTEGRAL line bundle, i.e.,
L ∈ Pic(X), using the Key GIT Lemma of §2. (We will deal with the more delicate
case of the construction of the flip when Li ∈ Li is only a RATIONAL line bundle
in the next section.)
Theorem 4.1.
(i) The one to one correspondence
E ∈ S((r, c1, c2)⊗ Li, A)↔ E ⊗ Li ∈ S(r, c1Li , c2Li , A)
gives the one to one correspondence between
S((r, c1, c2)⊗Mi, A) and S(r, c1Li , c2Li , A)H′
and that between
S((r, c1, c2)⊗Mi+1, A) and S(r, c1Li , c2Li , A)H .
(ii) M(r, c1Li , c2Li , A)H′ (resp. M(r, c1Li , c2Li , A), M(r, c1Li , c2Li , A)H) con-
structed in §2 gives the moduli space M((r, c1, c2) ⊗Mi, A) (resp. M((r, c1, c2) ⊗
Li, A), M((r, c1, c2)⊗Mi+1, A)) which coarsely represents the Seshadri equivalence
classes of S((r, c1, c2)⊗Mi, A) (resp. S((r, c1, c2)⊗Li, A), S((r, c1, c2)⊗Mi+1, A))
with respect to Mi-twisted (resp. Li-twisted, Mi+1-twisted) A-Gieseker-stability.
(iii) The diagram of morphisms
M(c1Li , c2Li , A)H′ M((r, c1Li , c2Li , A)H
ց ւ
M(r, c1Li , c2Li , A)
which arises from the Key GIT Lemma gives the desired flip
M((r, c1, c2)⊗Mi, A) M((r, c1, c2)⊗Mi+1, A)
ψi ց ւ ψ+i
M((r, c1, c2)⊗ Li, A)
Proof of Theorem 4.1.
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(i) Suppose E ∈ S((r, c1, c2) ⊗Mi, A). Since Li is on the boundary Li of the
stratum Mi containing Mi,
S((r, c1, c2)⊗Mi, A) ⊂ S((r, c1, c2)⊗ Li, A).
Therefore, E ⊗Li is A-Gieseker-semistable. If F ⊗Li is a subsheaf of E ⊗Li with
p(F ⊗ Li, A, a) = χ(F ⊗ Li ⊗A
a)
rk(F )
=
χ(E ⊗ Li ⊗Aa)
rk(E)
= p(E ⊗ Li, A, a)
and
c1(F )
rk(F )
·H ′ < c1(E)
rk(E)
·H ′,
then
c1(F )
rk(F )
·A = c1(E)
rk(E)
·A
1
2
c1(F )
2 − 2c2(F )− c1(F ) ·KX
rk(F )
=
1
2
c1(E)
2 − 2c2(E)− c1(E) ·KX
rk(E)
and
c1(F )
rk(F )
· Mi > c1(E)
rk(E)
· Mi.
This implies
χ(F ⊗Mi ⊗An)
rk(F )
>
χ(E ⊗Mi ⊗ An)
rk(E)
for n >> 0,
contradicting the Mi-twisted A-Gieseker-semistability of E.
Thus E ⊗ Li ∈ S(r, c1Li , c2Li , A)H′ .
On the other hand, suppose E ⊗ Li ∈ S(r, c1Li , c2Li , A)H′ . Take a subsheaf
F ⊗ Li ⊂ E ⊗ Li. Since E ⊗ Li is A-Gieseker-semistable, we have
χ(F ⊗ Li ⊗An)
rk(F )
≤ χ(E ⊗ Li ⊗A
n)
rk(E)
for n >> 0.
Therefore,
c1(F )
rk(F )
·A ≤ c1(E)
rk(E)
·A
and if the equality holds, then
{ c1(F )
rk(F )
− c1(E)
rk(E)
} · Li
+
1
2
c1(F )
2 − 2c2(F )− c1(F ) ·KX
rk(F )
− 1
2
c1(E)
2 − 2c2(E)− c1(E) ·KX
rk(E)
≤ 0.
If
c1(F )
rk(F )
· A < c1(E)
rk(E)
· A,
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then clearly
χ(F ⊗Mi ⊗An)
rk(F )
<
χ(E ⊗Mi ⊗ An)
rk(E)
for n >> 0.
If
c1(F )
rk(F )
·A = c1(E)
rk(E)
·A
and
{ c1(F )
rk(F )
− c1(E)
rk(E)
} · Li
+
1
2
c1(F )
2 − 2c2(F )− c1(F ) ·KX
rk(F )
− 1
2
c1(E)
2 − 2c2(E)− c1(E) ·KX
rk(E)
< 0,
then
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·Mi
+
1
2
c1(F )
2 − 2c2(F )− c1(F ) ·KX
rk(F )
− 1
2
c1(E)
2 − 2c2(E)− c1(E) ·KX
rk(E)
< 0
and thus
χ(F ⊗Mi ⊗An)
rk(F )
<
χ(E ⊗Mi ⊗ An)
rk(E)
for n >> 0.
If
c1(F )
rk(F )
·A = c1(E)
rk(E)
·A
and
{ c1(F )
rk(F )
− c1(E)
rk(E)
} · Li
+
1
2
c1(F )
2 − 2c2(F )− c1(F ) ·KX
rk(F )
− 1
2
c1(E)
2 − 2c2(E)− c1(E) ·KX
rk(E)
= 0,
i.e., if
p(F ⊗ Li, A, a) = p(E ⊗ Li, A, a),
then we have
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·H ′ ≥ 0.
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If
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·H ′ > 0,
then
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·Mi
+
1
2
c1(F )
2 − 2c2(F )− c1(F ) ·KX
rk(F )
− 1
2
c1(E)
2 − 2c2(E)− c1(E) ·KX
rk(E)
< 0
and hence
χ(F ⊗Mi ⊗An)
rk(F )
<
χ(E ⊗Mi ⊗ An)
rk(E)
for n >> 0.
If
{ c1(F )
rk(F )
− c1(E)
rk(E)
} ·H ′ = 0,
then
χ(F ⊗Mi ⊗Aa)
rk(F )
=
χ(E ⊗Mi ⊗Aa)
rk(E)
for all a.
Thus E ∈ S((r, c1, c2)⊗Mi, A).
A similar argument works for the other cases inside of the (resp.). This proves
(i).
First note that the existence of a good categorical quotient M(r, c1Li , c2Li , A)H′
follows from the standard GIT [MFK94]. Since the locus Q is a closed sub-
scheme of the projective Quot scheme Quot(O⊕lX /χr,c1′Li ,c2′Li ), the GIT quotient
M(r, c1Li , c2Li , A)H′ is also a projective scheme. Also note that set-theoretically
we can identify S((r, c1, c2)⊗Mi, A) with S(r, c1Li , c2Li , A)H′ by (i). Now we ver-
ify that for Mi-twisted A-Gieseker-semistable sheaves E and E′, the closures of
the orbits corresponding to E ⊗ Li ⊗ Aa and E′ ⊗ Li ⊗ Aa in Qss intersect if and
only if gr(E) ∼= gr(E′), where Qss is the locus of semistable points in Q (See §2.)
with respect to the linearization induced from the Plu¨cker embedding by taking
a high multiple of H ′ and where gr(E) is the direct sum of the quotients of the
Harder-Narasimhan filtration of E with respect toMi-twisted A-Gieseker-stability.
Given an extension
0→ F → E → G → 0
we can find a family of extensions Et of G by F , parametrized by t ∈ Ak1 , such that
for each t 6= 0 the extension is the given one, and for t = 0 the extension is trivial.
Now applying this repeatedly to the Harder-Narasimhan filtration we see that the
orbit corresponding to gr(E)⊗Li ⊗Aa is in the closure of the orbit corresponding
to E ⊗ Li ⊗ Aa. Also note that if E is Mi-twisted A-Gieseker-semistable, then
so is gr(E) and thus the orbit corresponding to gr(E) ⊗ Li ⊗ Aa is in Qss. So if
gr(E) = gr(E′) then the closures of the orbits of E ⊗ Li ⊗ Aa and E′ ⊗ Li ⊗ Aa
intersect.
Conversely we see that the orbit corresponding to gr(E) ⊗ Li ⊗ Aa is closed as
follows. Suppose R is a discrete valuation ring over k with the field of fractions
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K and residue field k. Suppose E is a family of Mi-twisted A-Gieseker-semistable
sheaves on X over SpecR with EK ∼= E ⊗ K, E over k with gr(E) = E. If Ei
is a Mi-twisted A-Gieseker-stable component of E, then by semicontinuity, then
there are at least as many maps from Ei to E0 as to E. Since E0 is Mi-twisted
A-Gieseker-semistable, this implies that E0 is a direct sum of copies of Ei with the
same multiplicities as E, so E0 ∼= E.
The coarse representability for M((r, c1, c2)⊗Mi, A) follows from the universal
property of the Quot scheme and the standard GIT. Other cases follow similarly.
This proves (ii).
(iii) is immediate from the Key GIT Lemma of §2 and (i) (ii) above. We
remark that the morphism ψi (resp. ψ
+
i ) is induced from the universal prop-
erty of the moduli spaces M((r, c1, c2) ⊗Mi, A) (resp. M((r, c1, c2) ⊗Mi+1, A))
and M((r, c1, c2) ⊗ Li, A), and that the point in M((r, c1, c2) ⊗ Mi, A) (resp.
M((r, c1, c2)⊗Mi+1, A)) corresponding to the Seshadri equivalence class of E with
respect to the Mi-twisted (resp. Mi+1-twisted) A-Gieseker-stability is mapped
under ψi (resp. ψ
+
i ) to the point corresponding to the Seshadri equivalence class
of E with respect to the Li-twisted A-Gieseker-stability.
§5. Construction of Flip: Rational Case
In this section, we construct the flip
M((r, c1, c2)⊗Mi, A) M((r, c1, c2)⊗Mi+1, A)
ց ւ
M((r, c1, c2)⊗ Li, A)
in the more delicate case when a representative Li ∈ Li is only a RATIONAL
line bundle Li ∈ Pic(X) ⊗ Q. Our strategy is to use Kawamata’s technique of
finding some nice Galois cover (which was originally used to prove the celebrated
Kawamata-Viehweg vanishing Theorem) φ : Y → X so that the Li-twisted A-
Gieseker-semistable sheaves on X are pulled back to the LYi -twisted φ∗A-Gieseker-
semistable sheaves on Y , where LYi is now an INTEGRAL line bundle on Y . (Note
that LYi is not exactly the pull back φ∗Li but LYi = φ∗Li + 12R as below where
R is the ramification divisor for φ.) Then by looking at the appropriate locus of
the Quot scheme associated to Y and taking the action of the Galois group into
consideration, we reduce the construction of the flip to the Mumford-Thaddeus
principle given by the Key GIT Lemma of §2 on Y .
Proposition 5.1. Let Li = pqΛi where Λi is a very ample line bundle on X. Take
a positive integer m ∈ N such that q divides m and that mA − Λi is very ample.
There exists a Galois cover φ : Y → X from a nonsingular projective surface s.t.
(i) the Galois group G ∼= (Z/m)4 and thus φ is a Kummer extension,
(ii) LYi = φ∗Li + 12R is represented by an integral line bundle which is natu-
rally a G-sheaf in the sense of Mumford (See [Mumford70,P.69].), where R is the
ramification divisor KY = φ
∗KX + R, and
(iii) a coherent sheaf on X is torsion free and Li-twisted A-Gieseker-semistable
if and only if φ∗E is torsion free and LYi -twisted φ∗A-Gieseker-semistable.
Proof of Proposition 5.1.
First we construct the Galois cover following [KMM87,§1-1].
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Take smooth irreducible members
Γ1,Γ2 ∈ |Λi|
and
H
(1)
1 , H
(1)
2 ∈ |mA− Γ1|
H
(2)
1 , H
(2)
2 ∈ |mA− Γ2|
such that
Γ1 ∪ Γ2 ∪ ∪k,iH(i)k
has only simple normal crossings. Now let X = ∪Uα be an affine open cover of X
with the transition functions of A
{aαβ ; aαβ ∈ H0(Uα ∩ Uβ ,O∗X)}
and local sections
{ϕ(i)kα;ϕ(i)kα ∈ H0(Uα,OX)}
such that
H
(i)
k + Γi|Uα = div(ϕ(i)kα) on Uα
and that
ϕ
(i)
kα = a
m
αβ · ϕ(i)kβ .
We take the normalization of X in Rat(X)[∪k,i(ϕ(i)kα)
1
m ] (for some α) as Y . (Note
that Rat(X)[∪k,i(ϕ(i)kα)
1
m ] = Rat(X)[∪k,i(ϕ(i)kβ)
1
m ] for any α, β.)
[KMM87,Theorem 1-1-1 & Lemma 1-1-2] and the construction imply that φ :
Y → X is a Galois cover from a nonsingular surface Y with the Galois group
G ∼= (Z/m)4 such that
φ∗(Γi) = m{φ∗(Γi)red}
φ∗(H(i)k ) = m{φ∗(H(i)k )red}
and that
KY = φ
∗KX +R
where
R = (m− 1){φ∗(Γ1)red + φ∗(H(1)1 )red + φ∗(H(1)2 )red
+ φ∗(Γ2)red + φ∗(H
(2)
1 )red + φ
∗(H(2)2 )red}
=
m− 1
m
{2φ∗(2mA− Γ1)}.
Therefore,
LYi = φ∗Li +
1
2
R
=
p
q
m{(φ∗Γ1)red}+ (m− 1)φ∗(2mA) + (m− 1){(φ∗Γ1)red}
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is integral since q divides m. Moreover, since (φ∗Γ1)red is G-invariant, the line
bundle LYi can be given naturally the structure of a G-sheaf in the sense of Mumford
by embedding it in the constant sheaf Rat(X). This proves (i) and (ii).
In order to prove (iii), first consider the exact sequence for a coherent torsion
free sheaf E on X
0→ E → E∗∗ → Coker → 0,
which gives rise to another exact sequence on Y
0→ φ∗E → φ∗E∗∗ → φ∗Coker → 0,
since φ is faithfully flat. But since E∗∗ is locally free and thus so is φ∗E∗∗, we
conclude φ∗E is torsion free. The converse is also immediate.
Now the computation of the difference
χ(φ∗F ⊗ LYi ⊗ φ∗An)
rk(φ∗F )
− χ(φ
∗E ⊗ LYi ⊗ φ∗An)
rk(φ∗E)
= degφ{χ(F ⊗ Li ⊗A
n)
rk(F )
− χ(E ⊗ Li ⊗A
n)
rk(E)
}
shows that if φ∗E is LYi -twisted φ∗A-Gieseker-semistable, then E is LYi -twisted A-
Gieseker-semistable. To verify the converse we only have to show that if FY ⊂ φ∗E
is the first piece of the Harder-Narasimhan filtration of φ∗E with respect to the
LYi -twisted φ∗A-Gieseker-semistability, then FY = φ∗F for some subsheaf F ⊂ E.
First remark that φ∗E is a G-sheaf and that the maximality of FY implies
FY is G-invariant and thus FY is a G-subsheaf of φ
∗E. We will actually prove
FY = φ
∗(φ∗(FY )G).
We claim
φ∗(φ∗(FY )G) ⊂ FY ⊂ φ∗({φ∗(FY )G}s)
where φ∗(FY )G ⊂ {φ∗(FY )G}s ⊂ E is the saturation of φ∗(FY )G in E, and we will
prove this by a local analysis of the Galois cover φ : Y → X .
Take x ∈ X . Set R = OX,x.
We deal with the case where
x ∈ Γ1, H(2)1
x /∈ Γ2, H(1)2 , H(1)1 , H(2)2 .
(Other cases can be treated similarly.)
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From the construction of the Galois cover, for a set of local equations
ϕ
(1)
1 of Γ1 +H
(1)
1
ϕ
(1)
2 of Γ1 +H
(1)
2
ϕ
(2)
1 of Γ2 +H
(2)
1
ϕ
(2)
2 of Γ2 +H
(2)
2 ,
we have
(φ∗OY )x = ⊕i,j,k,lR · ((ϕ(1)1 )
1
m )i((
ϕ
(1)
1
ϕ
(1)
2
)
1
m )j((ϕ
(2)
1 )
1
m )k((ϕ
(2)
2 )
1
m )l,
This decomposition corresponds to the decomposition of (φ∗OY )x into the eigen-
spaces under the action of G. (cf. [KMM87,Theorem 1-1-1 and Lemma 1-1-2].)
Now let Ex =M . Then
{φ∗(φ∗E)}x = ⊕i,j,k,lM ⊗R · ((ϕ(1)1 )
1
m )i((
ϕ
(1)
1
ϕ
(1)
2
)
1
m )j((ϕ
(2)
1 )
1
m )k((ϕ
(2)
2 )
1
m )l.
Let
{φ∗(φ∗E)}x ⊃ φ∗(FY )x = ⊕i,j,k,lFY i,j,k,l ⊗R · ((ϕ(1)1 )
1
m )i
· ((ϕ
(1)
1
ϕ
(1)
2
)
1
m )j((ϕ
(2)
1 )
1
m )k((ϕ
(2)
2 )
1
m )l.
Note that
{φ∗(FY )G}x = FY 0,0,0,0.
Since φ∗(FY )x is a (φ∗OY )x-module, we have
FY 0,0,0,0 ⊂ FY i,j,k,l
(ϕ
(1)
1 )(
ϕ
(1)
1
ϕ
(1)
2
)(ϕ
(2)
1 )(ϕ
(2)
2 )FY i,j,k,l ⊂ FY 0,0,0,0.
This implies FY /φ
∗(φ∗(FY )G) is torsion. As
φ∗(FY )G ⊂ {φ∗(FY )G}s
and
φ∗E/φ∗({φ∗(FY )G}s) ∼= φ∗(E/{φ∗(FY )G}s)
is torsion free, we obtain the claim
FY ⊂ φ∗({φ∗(FY )G}s).
Therefore, we have
rk(φ∗(FY )G) = rk(φ∗(φ∗(FY )G) = rk(FY )
= rk(φ∗({φ∗(FY )G}s)) = rk({φ∗(FY )G}s),
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and in particular
χ(FY ⊗ LYi ⊗ φ∗An)
rk(FY )
≤ φ
∗({φ∗(FY )G}s)⊗ LYi ⊗ φ∗An)
rk(φ∗({φ∗(FY )G}s)) for n >> 0.
By the maximality of FY , we obtain
FY = φ
∗({φ∗(FY )G}s),
and thus
φ∗(φ∗(FY )G) = FY = φ∗({φ∗(FY )G}s).
This completes the proof of (iii) and Proposition 5.1.
Now we take the Quot scheme
QuotY = Quot(O⊕lYY /χ(r,φ∗c1,φ∗c2)⊗LYi ⊗φ∗Aa)
which parametrizes the quotient of O⊕lYY whose Hilbert polynomial is the same as
φ∗E ⊗ LYi ⊗ φ∗Aa for E ∈ S((r, c1, c2) ⊗ Li, A) with lY = χ(φ∗E ⊗ LYi ⊗ φ∗Aa).
Note that we take a appropriately large according to the construction in §2 applied
to this situation.
There is a natural action of G on QuotY , namely if
q : O⊕lYY → EY → 0
(t1, t2, · · ·, tlY )→ (s1, s2, · · ·slY )
is a point sending the sections (t1, t2, · · ·, tlY ) corresponding to the direct summands
to the sections (s1, s2, · · ·, slY ) of EY , then for g ∈ G
gq : O⊕lYY → g∗EY → 0
(t′1, t
′
2, · · ·, t′lY )→ (g∗s1, g∗s2, · · ·g∗slY )
is the point sending the sections (t′1, t
′
2, · · ·, t′lY ) corresponding to the direct sum-
mands to the sections (g∗s1, g∗s2, · · ·, g∗slY ) of g∗EY . Note that we identify the
element g ∈ G with the automorphism g : Y → Y and that according to this defi-
nition of the action, we have the reversed order identity (gh)q = h(gq) a priori, but
having G being abelian we have the usual identity for the action (gh)q = g(hq).
There is also a natural action of GL(lY ) on QuotY . If
q : O⊕lYY → EY → 0
(t1, t2, · · ·, tlY )→ (s1, s2, · · ·slY )
is a point sending the sections (t1, t2, · · ·, tlY ) corresponding to the direct summands
to the sections (s1, s2, · · ·, slY ) of EY , then for M ∈ GL(lY )
Mq : OlYY (→ OlYY )→ EY → 0
(t′1, t
′
2, · · ·, t′lY )→ (s1, s2, · · ·, slY )M
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is the point sending the sections (t′1, t
′
2, · · ·, t′lY ) corresponding to the direct sum-
mands to the sections (s1, s2, · · ·, slY )M .
Suppose
E ∈ S((r, c1, c2)⊗ Li, A).
Then by Proposition 5.1 (iii)
φ∗E ∈ S((r, φ∗c1, φ∗c2)⊗ LYi , φ∗A).
Moreover, Proposition 5.1 (ii) implies
φ∗E ⊗ LYi ⊗ φ∗Aa = φ∗(E ⊗Aa)⊗ LYi
has a natural G-sheaf structure, and thus G acts on
H0(φ∗E ⊗ LYi ⊗ φ∗Aa).
We have the decomposition into eigenspaces
H0(φ∗E ⊗ LYi ⊗ φ∗Aa) = V = ⊕Vi,j,k,l
under the action of G, and taking the basis from the eigenspaces we obtain the
matrix representation g ↔ Lg, where Lg is block diagonal with blocks of size
dimVi,j,k,l, corresponding to the simultaneous diagonalization of the matrix repre-
sentation of G, i.e., for the basis
s1, s2, · · ·, slY ∈ H0(φ∗E ⊗ LYi ⊗ φ∗Aa)
chosen from the eigenspaces Vi,j,k,l we have
(gs1, gs2, · · ·, gslY ) = (s1, s2, · · ·, slY )Lg.
Note that the above action of g can be expressed as φg ◦ g∗ where
φ∗E ⊗ LYi ⊗ φ∗Aa
φg∼← g∗(φ∗E ⊗ LYi ⊗ φ∗Aa)
is the isomorphism satisfying the cocycle condition in the definition of the G-sheaf
structure of φ∗E ⊗ LYi ⊗ φ∗Aa (cf.[Mumford70]).
Remark that the dimension of Vi,j,k,l is independent of E ∈ S((r, c1, c2)⊗Li, A)
and if we fix the order of the Vi,j,k,l then Lg is also independent of E ∈ S((r, c1, c2)⊗
Li, A) (at least on a connected component of the Quot scheme, and we construct
the moduli space connected component by component).
Now take a point
q : O⊕lYY → φ∗E ⊗ LYi ⊗ φ∗Aa → 0
(t1, t2, · · ·, tlY )→ (s1, s2, · · ·slY )
where the sections (s1, s2, · · ·, slY ) are chosen as above, then the isomorphism φg
makes the following diagram commutative
gq : O⊕lYY → g∗(φ∗E ⊗ LYi ⊗ φ∗Aa)→ 0
(t′1, t
′
2, · · ·, t′lY )→ (s1, s2, · · ·slY )
Lgq : OlYY (→ OlYY )→ φ∗E ⊗ LYi ⊗ φ∗Aa → 0
(t′1, t
′
2, · · ·, t′lY )→ (s1, s2, · · ·, slY )M
and thus
gq = Lgq ∈ QuotY .
50 K. MATSUKI AND R. WENTWORTH
Lemma 5.2. Define
D = {q ∈ QuotY ; gq = Lgq for ∀g ∈ G} ⊂ QuotY .
(i) D is naturally a closed subscheme of QuotY .
(ii) For
q : O⊕lYY → EY ⊗ LYi ⊗ φ∗Aa → 0 ∈ D
by definition there exists an isomorphism φg which makes the following diagram
commutative
gq : O⊕lYY → g∗(EY ⊗ LYi ⊗ φ∗Aa)→ 0
Lgq : OlYY (→ OlYY )→ EY ⊗ LYi ⊗ φ∗Aa → 0.
Then {φg; g ∈ G} gives the structure of G-sheaf on EY ⊗ LYi ⊗ φ∗Aa and thus on
EY . Actually φg is the restriction of the isomorphism Φg defined over the universal
quotient sheaf (Univ)D over D and {Φg; g ∈ G} gives the structure of G-sheaf on
(Univ)D.
Proof of Lemma 5.2.
(i) D = ∩(g ×Lg)−1∆ is naturally a closed subscheme of QuotY , where g×Lg :
QuotY → QuotY ×QuotY is the product morphism and ∆ ⊂ QuotY is the diagonal.
(ii) Let
q : O⊕lYY → EY ⊗ LYi ⊗ φ∗Aa → 0 ∈ D
(t1, t2, · · ·, tlY )→ (s1, s2, · · ·slY )
be a point in D sending the sections (t1, t2, · · ·, tlY ) corresponding to the direct
summands to the sections (s1, s2, · · ·, slY ) of EY ⊗ LYi ⊗ φ∗Aa. Then
φgh((gh)
∗s1, (gh)∗s2, · · ·, (gh)∗slY )
= (s1, s2, · · ·, slY )Lgh
= (s1, s2, · · ·, slY )LhLg
= {φh(h∗s1, h∗s2, · · ·, h∗slY )}Lg
= φg ◦ g∗{φh(h∗s1, h∗s2, · · ·, h∗slY )}.
Since (s1, s2, · · ·, slY ) generate EY ⊗LYi ⊗φ∗Aa, this shows that {φg; g ∈ G} satisfies
the cocycle condition and thus gives EY ⊗ LYi ⊗ φ∗Aa the structure of a G-sheaf.
The assertion on (Univ)D over D can be checked similarly.
For q : O⊕lYY → (Univ)q → 0 ∈ D, (Univ)q is a G-sheaf by Lemma 5.2 (ii) and
hence (Univ)q ⊗LYi
−1
is also given a natural G-sheaf structure. There is a natural
map
φ∗{φ∗((Univ)q ⊗ LYi
−1
)G} → (Univ)q ⊗ LYi
−1
.
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We define the locus in D
Po = {q ∈ D;φ∗{φ∗((Univ)q ⊗ LYi
−1
)G} → (Univ)q ⊗ LYi
−1
is an isomorphism},
which is easily seen to be open in D, and P to be its (scheme theoretic) closure in
D.
Now let QY be the closure in QuotY of points corresponding to torsion free
sheaves with given chern classes as in §2. We define
VD = P ∩QY ⊂ D,
which is SL(⊕GL(li,j,k,l))-invariant, where SL(⊕GL(li,j,k,l)) is the subgroup of
SL(lY ) formed by the elements which are block diagonal, with blocks in GL(li,j,k,l).
Here,
li,j,k,l = dimkVi,j,k,l.
Theorem 5.3. (i)
VDφ∗Hss = QY φ∗Hss ∩ VD
(resp. VDφ∗Ass = QY φ∗Ass ∩ VD
VDφ∗H′ss = QY φ∗H′ ss ∩ VD)
where QY φ∗H
ss (resp. QY φ∗A
ss, QY φ∗H′
ss) is the locus of the semistable points
of QY with respect to the action of SL(lY ) and the linearization induced from the
Plu¨cker embedding of Grass(k⊕lY ⊗ φ∗Hm, Rm) (resp. Grass(k⊕lY ⊗ φ∗Am, Rm),
Grass(k⊕lY ⊗φ∗H ′m, Rm)) as in §2 (applied to Y instead of X) and VDφ∗Hss (resp.
VDφ∗Ass, VDφ∗H′ss) is the locus of the semistable points with respect to the action
of SL(⊕GL(li,j,k,l)) and the same linearization (SL(⊕GL(li,j,k,l)) ⊂ SL(lY )).
(ii)
M((r, c1, c2)⊗Mi, A) ∼= VDφ∗H′ss//SL(⊕GL(li,j,k,l))
M((r, c1, c2)⊗ Li, A) ∼= VDφ∗Ass//SL(⊕GL(li,j,k,l))
M((r, c1, c2)⊗Mi+1, A) ∼= VDφ∗Hss//SL(⊕GL(li,j,k,l)).
(iii) The diagram of morphisms
VDφ∗H′ss//SL VDφ∗Hss//SL
ց ւ
VDφ∗Ass//SL
where SL = SL(⊕GL(li,j,k,l), gives the desired flip
M((r, c1, c2)⊗Mi, A) M((r, c1, c2)⊗Mi+1, A)
ψi ց ւ ψ+i
M((r, c1, c2)⊗ Li, A).
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Proof of Theorem 5.3.
(i) First note that
VDφ∗Hss ⊃ QY φ∗Hss ∩ VD
follows from the definition of semistable points, since SL(lY )-invariant sections
are automatically SL(⊕GL(li,j,k,l))-invariant. We show the opposite inclusion as
follows.
Let
V = ⊕Vi,j,k,l
be the decomposition of the vector space V into the direct summands Vi,j,k,l of
dimkVi,j,k,l = li,j,k,l,
vi,j,k,l : V → Vi,j,k,l
the projection onto the {i, j, k, l}-th factor.
The Hilbert-Mumford numerical criterion for semistability for the Grassmannian
Grass(V ⊗W,R) of the R-dimensional quotients of the vector space V ⊗W under the
action of SL(⊕GL(li,j,k,l)) with the linearization induced by the Plu¨cker embedding
now reads:
Lemma 2.1’. If a point p : V ⊗W → U → 0 in Grass(V ⊗W,R) is semistable
for the action of SL(⊕GL(li,j,k,l)) and the linearization induced by the Plu¨cker
embedding, then for all nonzero subspaces L ⊂ V which preserves the decomposition,
i.e., L = ⊕vi(L) we have p(L⊗W ) 6= 0 and
dimL
dim p(L⊗W ) ≤
dimV
dimU
.
Using this Lemma 2.1’ we can prove the following slightly modified version of
Lemma 2.3 in a similar way presented in §2.
Lemma 2.3’. For a fixed a ∈ N (≥ a0) and an ample line bundle φ∗H on Y , there
exists Mφ∗H ∈ N s.t. for all m ≥Mφ∗H , the following holds: If a point
q : O⊕lYY → EY ⊗ LYi ⊗ φ∗Aa ∈ VD
is semistable with respect to the action of SL(⊕GL(li,j,k,l)) and the linearization
induced from the Plu¨cker embedding of Grass(k⊕lY ⊗kH0(Y, φ∗Hm, Rm)), then the
natural homomorphism
k⊕lY = H0(O⊕lYY )→ H0(EY ⊗ LYi ⊗ φ∗Aa)
is injective, and for any nonzero G-sheaf quotient
EY ⊗ LYi ⊗ φ∗Aa → GY ⊗ LYi ⊗ φ∗Aa → 0
(the surjection is compatible with the G-sheaf structure of both EY and GY ) with
rk(GY ) 6= 0, we have
h0(GY ⊗ LYi ⊗ φ∗Aa)
rk(GY )
≥ χ(EY ⊗ L
Y
i ⊗ φ∗Aa)
rk(EY )
.
VECTOR BUNDLES ON AN ALGEBRAIC SURFACE 53
Moreover, suppose that G over T × Y is a bounded family of coherent sheaves on Y
(independent of a). Then there exists a2 ∈ N(≥ a0) such that for all a ≥ a2 and an
ample line bundle φ∗H on Y the following holds: If a point
q : O⊕lYY → EY ⊗ LYi ⊗ φ∗Aa → 0 ∈ VD
is semistable with respect to the action of SL(⊕GL(li,j,k,l)) and the linearization
induced from the Plu¨cker embedding of Grass(k⊕lY ⊗k H0(Y, φ∗Hm), Rm) and if
the natural homomorphism
k⊕lY = H0(O⊕lYY )→ H0(EY ⊗ LYi ⊗ φ∗Aa)
is an isomorphism, then for any nonzero G-sheaf quotient
EY ⊗ LYi ⊗ φ∗Aa → GY ⊗ LYi ⊗ φ∗Aa → 0
(the surjection is compatible with the G-sheaf structure of both EY and GY ) with
GY ∼= Gt for some t ∈ T , we have
h0(GY ⊗ LYi ⊗ φ∗Aa)
χ(GY ⊗ LYi ⊗ φ∗Aa ⊗ φ∗Hm)
≥ χ(EY ⊗ L
Y
i ⊗ φ∗Aa)
χ(EY ⊗ LYi ⊗ φ∗Aa ⊗ φ∗Hm)
.
Now suppose
q : O⊕lYY → EY ⊗ LYi ⊗ φ∗Aa ∈ VDφ∗Hss,
i.e., q ∈ VD is semistable with respect to the action of SL(⊕GL(li,j,k,l)) and the
same linearization induced by a multiple of φ∗H as for the action of SL(lY ). If
we assume that EY has a torsion TY , then noting that TY is G-invariant and thus
G-subsheaf of EY and using Lemma 2.3’ we derive a contradiction in the same
way as in the proof of “only if” part of (ii) in Key GIT Lemma of §2. If we
assume that EY is not LYi -twisted φ∗A-Gieseker-semistable, then noting that the
maximal destabilizing subsheaf FY is G-invariant and thus a G-subsheaf and that
the quotient EY /GY is a G-sheaf with the surjection EY → EY /FY → 0 compatible
with the G-sheaf structure, again we derive a contradiction in the same way as in
the proof of “only if” part of (ii) in Key GIT Lemma of §2.
Remark that we can also prove in a similar way to the proof of (i) in Theorem
4.1 (by retaking Li,Mi, A,H,H ′ we may assume they are all on a line in V (∆s))
that
EY ∈ S((r, φ∗c1, φ∗c2)⊗ LYi , φ∗A)φ∗H
if and only if
EY ∈ S((r, φ∗c1, φ∗c2)⊗MYi , φ∗A).
Now suppose
EY /∈ S((r, φ∗c1, φ∗c2)⊗ LYi , φ∗A)φ∗H .
Then
EY /∈ S((r, φ∗c1, φ∗c2)⊗MYi , φ∗A).
54 K. MATSUKI AND R. WENTWORTH
Take FY to be the maximal destabilizing subsheaf. Then FY is G-invariant and
thus a G-subsheaf. (We may also assume that FY has the same averaged Euler
characteristics
χ(FY ⊗ LYi ⊗ φ∗Aa)
rk(FY )
=
χ(EY ⊗ LYi ⊗ φ∗Aa)
rk(EY )
(as polynomials in a). The rest of the argument goes without change as in the
last part of the proof of “only if” part of (ii) in Key GIT Lemma of §2 to derive a
contradiction. Therefore, we conclude
EY ∈ S((r, φ∗c1, φ∗c2)⊗ LYi , φ∗A)φ∗H ,
and thus
VDφ∗Hss = QY φ∗Hss ∩ VD.
The other cases in (resp.) can be proved similarly.
(ii) First we prove the following lemma.
Lemma 5.4. For
q : O⊕lYY → (Univ)q → 0 ∈ VDφ∗Ass,
(and thus automatically for
q : O⊕lYY → (Univ)q → 0 ∈ VDφ∗Hss
and
q : O⊕lYY → (Univ)q → 0 ∈ VDφ∗H′ss)
the natural morphism
φ∗{φ∗((Univ)q ⊗ LYi
−1
)G} → (Univ)q ⊗ LYi
−1
is an isomorphism.
Proof of Lemma 5.4.
Since by definition,
VD = P ∩QY ⊂ D
where P is the closure of the locus
Po = {q ∈ D;φ∗{φ∗((Univ)q ⊗ LYi
−1
)G} → (Univ)q ⊗ LYi
−1
is an isomorphism},
we only have to show that in VDφ∗Ass the condition
φ∗{φ∗((Univ)q ⊗ LYi
−1
)G} → (Univ)q ⊗ LYi
−1
being an isomorphism is a closed condition in parameter q.
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Note first that for q ∈ VDφ∗Ass since (Univ)q is torsion free, the natural mor-
phism
φ∗{φ∗((Univ)q ⊗ LYi
−1
)G} → (Univ)q ⊗ LYi
−1
is injective. Suppose that
φ∗{φ∗((Univ)s ⊗ LYi
−1
)G} →֒ (Univ)s ⊗ LYi
−1
is an isomorphism for all s ∈ S but possibly at s0 ∈ S, where S is any one parameter
subspace in VDφ∗Ass.
We have the decomposition
(IdS × φ)∗((Univ)S ⊗ p∗2(LYi
−1
)) = ⊕i,j,k,lEi,j,k,l
into the eigenspaces under the action of G and
(IdS × φ)∗((Univ)S ⊗ p∗2(LYi
−1
))G = E0,0,0,0.
Since (IdS × φ∗)S((Univ)S) is flat over S, (IdS × φ)∗((Univ)S ⊗ p∗2(LYi
−1
)) is also
flat over S. This in turn implies (IdS ×φ)∗((Univ)S ⊗ p∗2(LYi
−1
))G = E0,0,0,0 is flat
over S. Therefore, we conclude that (IdS × φ)∗((IdS × φ)∗((Univ)S ⊗ p∗2LYi
−1
)G)
is flat over S. Now since
(Univ)s0 ⊗ LYi
−1
/φ∗(φ∗{(Univ)s0 ⊗ LYi
−1}G)
is torsion (cf.Proposition 5.1 (iii)) and since
χ((Univ)s0 ⊗ LYi
−1 ⊗ LYi ⊗ φ∗Aa) = χ((Univ)s ⊗ LYi
−1 ⊗ LYi ⊗ φ∗Aa)
= χ(φ∗(φ∗{(Univ)s ⊗ LYi
−1}G)⊗ LYi ⊗ φ∗Aa)
= χ((IdS × φ)∗((Univ)S ⊗ LYi
−1
)G|s ⊗ LYi ⊗ φ∗Aa)
= χ((IdS × φ)∗((Univ)S ⊗ LYi
−1
)G|s0 ⊗ LYi ⊗ φ∗Aa)
= χ(φ∗{φ∗((Univ)s0 ⊗ LYi
−1
)G} ⊗ LYi ⊗ φ∗Aa),
we conclude
φ∗{φ∗((Univ)s0 ⊗ LYi
−1
)G} = (Univ)s0 ⊗ LYi
−1
.
Lemma 5.4 implies that for
q : O⊕lYY → EY ⊗ LYi ⊗ φ∗Aa ∈ VDφ∗Ass,
we have
EY = φ
∗(φ∗(EY )G),
and that moreover
(Id× φ)∗{(Id× φ)∗((Univ)⊗ p∗2(LYi ⊗ φ∗Aa)−1)VDφ∗Ass×X
G}
→ ((Univ)⊗ p∗2(LYi ⊗ φ∗Aa)−1)VDφ∗Ass×X
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is an isomorphism.
In order to prove (ii)
M((r, c1, c2)⊗Mi, A) ∼= VDφ∗Hss//SL(⊕GL(li,j,k,l)),
we first verify that for
q : O⊕lYY → EY ⊗ LYi ⊗ φ∗Aa ∈ VDφ∗Hss
and
q′ : O⊕lYY → EY ′ ⊗ LYi ⊗ φ∗Aa ∈ VDφ∗Hss,
the closures of the orbits of q and q′ in VDssφ∗H intersect if and only if gr(φ∗(EY )G) =
gr(φ∗(EY ′)G) where gr(φ∗(EY )G) (resp. gr(φ∗(EY ′)G)) is the direct sum of the
quotients of the Harder-Narasimhan filtration of φ∗(EY )G (resp. φ∗(EY ′)G) with
respect to theMi-twisted A-Gieseker-stability. The proof goes without any change
from that for (ii) in Theorem 4.1. Secondly if we have a family E ofMi-twisted A-
Gieseker-semistable sheaves on S×X , then by taking (IdS×φ)∗(E⊗p∗2(LYi ⊗φ∗Aa))
over S × Y and locally choosing a frame for p1∗{(IdS × φ)∗(E ⊗ p∗2(LYi ⊗ φ∗Aa))}
which corresponds to taking the eigenspace decomposition, we have a map
S → VDφ∗Hss
unique up to the action of SL(⊕GL(li,j,k,l). Therefore, it gives a map
S → VDφ∗Hss//SL(⊕GL(li,j,k,l)).
By uniqueness the map is defined globally on S. VDφ∗Hss//SL(⊕GL(li,j,k,l)) is
universal for this property since it is a categorical quotient, and this proves
M((r, c1, c2)⊗Mi, A) ∼= VDssφ∗H//SL(⊕GL(li,j,k,l)).
The other cases in (resp.) can be proved similarly.
(iii) is now immediate from (i) (ii) above. We remark that the morphism ψi (resp.
ψ+i ) is induced from the universal property of the moduli spaces M((r, c1, c2) ⊗
Mi, A) (resp. M((r, c1, c2) ⊗Mi+1, A)) and M((r, c1, c2) ⊗ Li, A), and that the
point in M((r, c1, c2) ⊗Mi, A) (resp. M((r, c1, c2) ⊗Mi+1, A)) corresponding to
the Seshadri equivalence class of E with respect to the Mi-twisted (resp. Mi+1-
twisted) A-Gieseker-stability is mapped under ψi (resp. ψ
+
i ) to the point corre-
sponding to the Seshadri equivalence class of E with respect to the Li-twisted
A-Gieseker-stability.
This completes the proof of Theorem 5.3.
Combining Theorem 4.1 and Theorem 5.3 we have
Theorem 5.4. Let M0, L0, L1,M1, · · ·, Ll,Ml+1 be a sequence of strata starting
with M0 containing H
n (for n >> 0) and ending with Ml+1 containing H
′n′ (for
n′ >> 0) such that
Mi ∩Mi+1 = Li
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for i = 0, 1, · · ·, l. (Note that these strata actually exhaust all the strata in V (∆s) =∐
Li
∐
Mj.) Then
M(r, c1, c2, H) =M((r, c1, c2)⊗M0, A)
M(r, c1, c2, H
′) =M((r, c1, c2)⊗Ml+1, A)
M(r, c1, c2, A) =M((r, c1, c2)⊗Mi, A) or M((r, c1, c2)⊗ Li, A) for some i,
and there is a sequence of Thaddeus-type flips
M((r, c1, c2)⊗Mi, A) M((r, c1, c2)⊗Mi+1, A)
ց ւ
M((r, c1, c2)⊗ Li, A)
for i = 1, 2, · · ·, l, each of which is a transformation constructed by the Key GIT
Lemma of §2 and thus governed by the Mumford-Thaddeus principle.
Remark 5.5.
The structure of each flip
M((r, c1, c2)⊗Mi, A) M((r, c1, c2)⊗Mi+1, A)
ψi ց ւ ψ+i
M((r, c1, c2)⊗ Li, A)
can be fairly explicitly described. For example, if r = 2, then over a point
p ∈M((r, c1, c2)⊗ Li, A)
where ψi is not isomorphic, p corresponds to the Seshadri equivalence class of the
form
E = L⊕ L′
with L and L′ being rank one torsion free sheaves s.t. E is Li-twisted A-Gieseker-
semistable, but L destabilizes E with respect to the Mi+1-twisted A-Gieseker-
semistability and L′ destabilizes E with respect to Mi-twisted A-Gieseker-
semistability.
We have the morphisms which are set-theoretically bijective
P(Ext1(L,L′))→ ψ−1i (p)
P(Ext1(L′, L))→ ψ+i
−1
(p),
i.e., the flip corresponds to flipping the factors of the extension class (at least
set-theoretically). More detailed and scheme-theoretic analysis of the flip will be
published elsewhere.
Finally starting from the d-cells of maximal dimension and descending induc-
tively on the dimension d, i.e., going from ∆s to W and repeating, and moreover
letting ∆ vary in Amp(X)Q, we have the main theorem.
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Theorem 5.6 = Main Theorem. The moduli space M(r, c1, c2, H) goes through
a sequence of flips (and contraction morphisms & their inverses) in the category of
moduli spaces M((r, c1, c2) ⊗ L, A) of L-twisted A-Gieseker-semistable sheaves for
rational line bundles L ∈ Pic(X)⊗Q and A ∈ Amp(X)Q, all of which are governed
by the Mumford-Thaddeus principle of GIT.
Though we restricted ourselves to the subvector space V (∆s) ⊂ N1(X)Q in
Proposition 3.5 and Theorem 5.4, it can be shown in the same manner that there ex-
ists a stratification of N1(X)Q which describes the change of L-twisted A-Gieseker-
semistable sheaves when L varies in N1(X)Q, and the corresponding moduli spaces
are connected by sequences of flips governed by Mumford-Thaddeus principle.
Theorem 5.7. The moduli spaces M((r, c1, c2) ⊗ L, A) of L-twisted A-Gieseker-
semistable sheaves exist for rational line bundles L ∈ Pic(X)⊗Q and polarizations
A ∈ Amp(X)Q and are connected by sequences of flips (and contraction morphisms
& their inverses), all of which are governed by Mumford-Thaddeus principle of GIT.
Note added in proof: While revising the paper after circulating the first version
in July 1994, we learned in October 1994 that [Ellingsrud-Go¨ttsche94] obtained
similar results in the rank 2 case on particular (although from the point of view
of Donaldson theory the most interesting) types of surfaces, but with a much finer
analysis of flips. Though our results have no restrictions on surfaces or rank, the
price had to be paid in getting only a general description. The aforementioned paper
uses the notion of parabolic semistability, and the construction of moduli spaces
depends on [Maruyama-Yokogawa93][Yokogawa93]. Their semistability coincides
with our notion of rationally-twisted Gieseker semistability as we will explain below.
We also direct the reader’s attention to the recent papers [Friedman-Qin94] and
[Yoshioka94].
We use the notation in §3 ,4 and 5. Let H ∈ ∆s be an ample line bundle. Then
a sufficiently high multiple Hn is in the stratumM0 whereas H
−n is in the stratum
Ml+1. We take an effective Cartier divisor D ∈ Hn. Parabolic semistability with
parameter a ∈ Q is measured by the polynomial
Para(E, n) = (1 − a)χ(E ⊗OX ⊗A
n)
rk(E)
+ a
χ(E ⊗OX(D)⊗An)
rk(E)
whereas our L-twisted A-Gieseker-semistability for L = (1 − a)H−n + aHn ∈
Pic(X)⊗Q is measured by the polynomial
TwistL(E, n) =
χ(E ⊗ L⊗An)
rk(E)
.
Now it is straightforward to see that for a subsheaf F ⊂ E
Para(E, n)− Para(F, n) = TwistL(E, n)− TwistL(F, n)
and thus both semistabilities coincide. In any case, we observe the change of
semistability according to the stratification
V (∆s) =
∐
Li
∐
Mj
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starting from the point Hn to the point H−n along the line joining them.
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