This work develops theories and computational methods for overcomplete, non-orthogonal tensor decomposition using convex optimization. Under an incoherence condition of the rank-one factors, we show that one can retrieve tensor decomposition by solving a convex, infinite-dimensional analog of`1 minimization on the space of measures. The optimal value of this optimization defines the tensor nuclear norm. Two computational schemes are proposed to solve the infinitedimensional optimization: semidefinite programs based on sumof-squares relaxations and nonlinear programs that are an exact reformulation of the tensor nuclear norm. The latter exhibits superior performance compared with the state-of-the-art tensor decomposition methods.
I. INTRODUCTION
Tensors provide natural representations for massive multimode datasets encountered in image and video processing [1] , collaborative filtering [2] , array signal processing [3] , and psychometrics [4] . Tensor methods also form the backbone of many machine learning, signal processing, and statistical algorithms, including independent component analysis (ICA), latent graphical model learning [5] , dictionary learning [6] , and Gaussian mixture estimation. The utility of tensors in such diverse applications is mainly due to the ability to identify overcomplete, non-orthogonal factors from tensor data as already suggested by the celebrated Kruskal's theorem. This is in sharp contrast to the inherent ambiguous nature of matrix decompositions.
Among several important tensor inverse problems, including decomposition, completion, approximation, and denoising, tensor decomposition is the most fundamental one as it lays out theoretical foundations that solutions of other problems can build upon. In this work, we frame tensor decomposition as a sparse recovery problem where the underlying dictionary is parameterized by points on the unit spheres. More precisely, we consider the following decomposition model:
where u, v, w 2 S n 1 , the unit sphere of R n , and ⌦ is the tensor/outer product defined via [u ⌦ v] i,j = u i v j . The decomposition with the smallest r is called a Canonical Polyadic (CP) decomposition and the corresponding r is the rank of the tensor T . When the set of rank-one tensors with infinite number of atoms, the CP decomposition finds the sparsest representation of T with respect to this dictionary. Overcomplete decomposition refers to the regime that the rank r is greater than the dimension n. Inspired by the success of`1 minimization in finding sparse representations for finite dictionaries [7] , we employ an analog infinite-dimensional generalization for tensor decomposition. The major theoretical problem we investigate is: under what conditions on the rankone factors, the`1 minimization returns the CP decomposition?
Despite the advantages provided by tensor methods in many applications, their widespread adoption has been slow due to inherent computational intractability. Although the CP decomposition (1) is a multi-mode generalization of the singular value decomposition for matrices, determining the CP decomposition for a given tensor is a non-trivial problem that is still under active investigation (cf. [8] , [9] ). Indeed, even determining the rank of a third-order tensor is an NPhard problem [10] . A common strategy used to compute a tensor decomposition is to apply an alternating minimization scheme. Although efficient, this approach has the drawback of not providing global convergence guarantees [8] . Recently, an approach combining alternating minimization with power iteration has gained popularity due to its ability to guarantee tensor decomposition results under certain assumptions [11] , [12] . Another closely related work [13] employs the same atomic norm idea but focuses on symmetric tensors. In addition, the result of [13] does not apply to overcomplete decompositions.
The paper is organized as follows. Section II sets up the signal model and formulates the problem to be solved. In Section III, we present the main theorem and outline its proof. Section IV presents two computational methods to solve the tensor decomposition. Section V is devoted to numerical experiments and Section VI concludes the paper.
II. SIGNAL MODEL AND PROBLEM SETUP
In this section, we view tensor decomposition as the estimation of a measure from its moments, and formulate the optimization we will use to extract the decomposition.
Define a Borel (non-negative) measure µ = P r p=1 p (u u p , v v p , w w p ) on the set K = S n 1 ⇥S n 1 ⇥S n 1 . Here (u u p , v v p , w w p ) represents the Dirac measure whose total, unit mass concentrates on a single point (u p , v p , w p ) 2 K. Apparently, the measure µ is a discrete measure on K that is supported on a finite number of points. This perspective allows us to write any decomposition of the form (1) as
Suppose the following true decomposition is unknown:
To determine the decomposition from the tensor T , or equivalently, to recover the measure µ ? =
where M(K) is the set of Borel measures on K. The optimal value of (3) defines kT k ⇤ , the tensor nuclear norm, which is a special case of atomic norms [14] corresponding to the atomic
In this work, we establish conditions under which the decomposition given in (2) is the one that achieves the minimum, i.e., kT k ⇤ = P r p=1 ? p .
III. MAIN THEOREM
In this section, we present the main theorem characterizing the exact recovery performance of the optimization (3). We first heuristically argue conditions the tensor should satisfy in order to solve (3). Suppose two rank-one factors (u
, then u 1 ⌦v 1 ⌦w 1 and u 2 ⌦v 2 ⌦w 2 are also close, making the decomposition not economical when measured by the`1 norm. Therefore, such a decomposition is unlikely to be optimal to (3), suggesting that correct recovery depends on the incoherence [15] of the rank-one factors:
Indeed, [16] shows that a necessary condition for a decomposition to achieve the tensor nuclear norm is smaller than a constant. We will need a stronger assumption:
Assumption I. The tensor factors are incoherent:
The incoherence assumption at its current form is still not strong enough to ensure that µ ? is the optimal solution of (3). We need the following two additional assumptions:
for some numerical constant c.
Assumption III. The Hadamard product of the Gram matrices of U and V satisfy an isometry condition:
and similar bounds also hold for U, W , and V, W .
Now we are ready to present the main theorem of the paper: Theorem 1: Under Assumptions I, II, and III, if in addition r = O(n 17/16 / polylog(n)), then for sufficiently large n, the decomposition in (2) uniquely solves (3).
Since r = O(n 17/16 / polylog(n)) n, we obtain guaranteed overcomplete tensor decomposition via (3) . We remark that if the incoherence bound in Assumption A is strengthened to O( 1 n polylog(n) ), then the Assumptions II and III are consequences of Assumption I, implying Theorem 1 with possibly relaxed conditions on the rank. We prefer the current assumptions since they are satisfied with high probability if the factors {u ? p }, {v ? p } and {w ? p } are generated according to uniform distributions on the spheres [11] , leading to the following corollary: The proof of Theorem 1 relies on the construction of a dual certificate satisfying conditions specified in the following proposition:
satisfies the following Bounded Interpolation Conditions:
then the decomposition (2) uniquely achieves kT k ⇤ .
According to this proposition, to prove Theorem 1, it suffices to construct a dual polynomial of the form (6) that satisfies the Bounded Interpolation Conditions (7) and (8) . The Boundedness condition (8) is hard to enforce directly. So we relax it to one that requires the dual polynomial q(u, v, w) to achieve maximum on K at (u p , v p , w p ), a necessary condition for which is given as follows:
Here [n] = {1, 2, . . . , n} and [r] is defined similarly. It's easy to verify that these conditions subsume the Interpolation condition (7) . For notational simplicity, we represent the conditions in matrix vector form as A(Q) = s, where the definitions of A and s are apparent.
Among all possible Q satisfying (9), (10), and (11), we choose the one with minimal energy, i.e., the solution of minimize kQk 2 F subject to A(Q) = s, where kQk 2 F := P i,j,k Q 2 ijk . Least-squares theory states that the optimal Q has the form We outline the rest of the proof showing that the constructed q(u, v, w) indeed satisfies the Bounded Interpolation Conditions. The argument consists of three main steps: 
IV. COMPUTATIONAL METHODS
In this section, we present two computational schemes that either approximate or exactly solve the optimization (3).
A. Sum-of-Squares Relaxations
As a special moment problem, the optimization (3) can be approximated increasingly tight by the semidefinite programs in the Lasserre relaxation hierarchy [17] . The Lasserre hierarchy proposes that instead of optimizing with respect to the measure µ in (3), one can equivalently optimize the (infinitedimensional) moment sequence corresponding to µ:
Here the combined variable ⇠ = [u 0 v 0 w 0 ] 0 2 R 3n , the multi-integer index ↵ = (↵ 1 , . . . , ↵ 3n ), and the monomial
To get a finite-dimensional relaxation, we truncate the infinite-dimensional moment sequence m to a finite-dimensional vector m 2d that includes moments up to order 2d, i.e., to retain moments m ↵ with |↵| = P 3n i=1 ↵ i  2d. Three sets of linear matrix inequalities should be satisfied for a vector m 2d to be the 2dth order truncation of a moment sequence on K. One linear matrix inequality states that the moment matrix is positive semidefinite. The notation suggests M 2d (m 2d ) is a (linear) function of the truncated moment vector m 2d . In addition, since the tensor entries are third order moments of the measure, elements of m 2d corresponding to these moments are known when d 2, giving rise to the second set of linear equations. The fact that µ is supported on K leads to the third set of linear constraints. Combined with the fact that the objective function µ(K) = R K 1dµ = m 2d (1), the final relaxation is a semidefinite program. These relaxations are also called sum-of-squares (SOS) relaxations as in the dual formulation the truncation process is equivalent to replacing positive polynomials with sum-of-squares polynomials [18] . Apparently, increasing the relaxation order d yields tighter approximations to the original optimization (3).
B. Low-rank Factorization and Non-linear Reformulation
Despite the nice theoretical properties of the Lasserre relaxation hierarchy, one of its major drawbacks is its high computational complexity-the variable size of the 2dth order relaxation is O(n 2d ), making it prohibitive to run on large n without specialized semidefinite program solvers. In this subsection, we propose solving (3) via nonlinear programming as indicated by the following proposition:
Proposition 2: Suppose the decomposition that achieves the tensor nuclear norm kT k ⇤ involves r terms andr r, then kT k ⇤ is equal to the optimal value of the following optimization:
where U (:, p) denotes the pth column of the matrix U .
Therefore, when an upper bound on r is known, one can solve the nonlinear (and non-convex) program (12) to compute the tensor nuclear norm (and obtain the corresponding decomposition). Numerical simulations suggest that the nonlinear program (12) , when solved using the ADMM approach, has superior performance. Particularly, although in theory only local optima can be obtained for the nonlinear programming formulation (12) , in practice for tensors with randomly generated rank-one factors, the decomposition can always be recovered by the ADMM implementation of (12).
V. NUMERICAL EXPERIMENTS
We present numerical results to support the theory and to test the proposed computational methods. In particular, we examine the phase transition curves of the rate of success for four algorithms: i) the SOS relaxation of order d = 2 (SOS-2), ii) a state-of-the-art method based on power iteration initialization [11] (referred to as "Good Initialization") and alternating minimization refinement (ALS) [12] , iii) ADMM implementation of (12) with "Good Initialization" (ADMM-G), and iv) ADMM with random initialization (ADMM-R). The phase transition curves are plotted in Figure 1 . In preparing Figure 1 , the r rank-one tensor components {(u p , v p , w p )} r p=1 were generated following i.i.d. Gaussian distribution, and then each u p , v p , w p was normalized to have unit norm. We set the coefficients p = (1 + " 2 p )/2, where " p is chosen from the standard normal distribution to ensure a minimal coefficient at least 1/2. We varied the dimension n and the rank r. For each fixed (r, n) pair, 5 instances of the tensor were generated. We then run the four algorithms to each instance, and declared success if i) the recovered truncated moment vector is within 10 3 distance of the true moment vector for SOS method, and ii) the recovered tensor factors are within 10 3 distance to the true tensor factors. We use the moment vector criteria for SOS method because one cannot identify more than n tensor factors for the d = 2 relaxation. Also, by considering the high complexity of SOS method when n is large, we only set n from 2 to 8. The rate of success for each algorithm is the percentage of successful instances. From Figure 1 , we observe that the SOS relaxation with d = 2 is unable to identify more than n factors. The ALS method with power iteration initialization also has difficulty in recovering more than n factors. On the other hand, the ADMM method works for r much larger than n. In addition, random initialization does not degrade the performance compared with "Good Initialization" using the power method of [11] .
VI. CONCLUSIONS
By explicitly constructing a dual certificate, we derived conditions for a tensor decomposition to achieve the tensor nuclear norm. This implies that the infinite-dimensional measure optimization, which defines the tensor nuclear norm, is able to recover the decomposition under an incoherent condition and two other mild conditions. A computational method based on the Lasserre hierarchy and a nonlinear programming formulation were used to solve the measure optimization. Numerical experiments show that the nonlinear programming approach has superior performance. Future work will analyze the observed good performance of the nonlinear programming formulation.
