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Abstract
We show that a class of solutions of minimal supergravity in five dimensions is given
by lifts of three–dimensional Einstein–Weyl structures of hyper-CR type. We characterise
this class as most general near–horizon limits of supersymmetric solutions to the five–
dimensional theory. In particular we deduce that a compact spatial section of a horizon
can only be a Berger sphere, a product metric on S1 × S2 or a flat three-torus.
We then consider the problem of reconstructing all supersymmetric solutions from a
given near–horizon geometry. By exploiting the ellipticity of the linearised field equations
we demonstrate that the moduli space of transverse infinitesimal deformations of a near–
horizon geometry is finite–dimensional.
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1 Introduction
In dimension four the topology of a black–hole horizon is necessarily spherical [13], but in
dimensions five and higher this restriction needs not to hold [8]. The local differential geometric
structure of horizons in higher dimensional gravity theories is also rich. The aim of this paper is
to demonstrate that in case of supersymmetric solutions of minimal supergravity in dimension
five, the horizon geometry is that of a three-dimensional Riemannian Einstein–Weyl structure of
hyper-CR type. We shall also show that the moduli space of linearised transverse deformations
of near-horizon geometries with compact spatial sections of horizons is finite–dimensional.
In the first part of the paper we shall demonstrate that a class of solutions of minimal
supergravity in five dimensions is given by lifts of three–dimensional Einstein–Weyl structures
of hyper-CR type. We characterise this class as most general near–horizon limits of super-
symmetric solutions to the five–dimensional theory. In particular we deduce that a compact
spatial section of a horizon can only be a Berger sphere, a product metric on S1 × S2 or a flat
three-torus.
Space times containing Killing horizons with vanishing surface gravity admit a limiting
procedure leading to a near horizon geometry [20, 16, 19, 15]. In the second part of the paper
we consider the problem of reconstructing all supersymmetric solutions with a given near–
horizon geometry.
In the next two sections we shall review the D = 5 and N = 2 supergravity with its near
horizon limit, and the hyper–CR Einstein Weyl equations respectively. In section 4 we shall
establish (Theorem 4.1) a correspondence between 3D hyper-CR Einstein–Weyl structures and
near-horizon limits of supersymmetric solutions to D = 5, N = 2 supergravity, and deduce the
allowed topologies of horizons in this case. We shall also construct an explicit local fibration of
the 5D metric over a hyper–Ka¨hler four–manifold with a homothetic Killing vector field.
In section 5 we shall prepare the ground for the moduli space calculation, and derive the
Bianchi identities resulting from supersymmetry. In section 6 (Theorem 6.1) we shall exploit
the ellipticity of the linearised field equations to prove that, if the spatial horizon 3-surface
Σ ⊂ M is compact, then the moduli space of infinitesimal transverse deformations of near-
horizon geometry is finite–dimensional.
In [12] it was demonstrated that the near-horizon geometries of minimal gauged five-
dimensional supergravity preserve at least half of the supersymmetry. These results are of
topological nature, and rely on compactness. In the current work we reveal the rich local struc-
ture of the near-horizon equations and its connection with conformal geometry of 3D spatial
slices.
The long formulae involving the Ricci tensor in the bulk, and the analysis of the gravitino
equation have been relegated to Appendices.
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2 5D Minimal supergravity and its near-horizon limit
Let M be a five–dimensional manifold with pseudo–Riemannian metric g of signature (4, 1)
and a Maxwell potential A. The five–dimensional action for the Einstein–Maxwell theory with
a Chern–Simons term is
S =
∫
M
R volM − 3
2
H ∧ ∗5H −H ∧H ∧ A, (2.1)
where R is the Ricci scalar of g, H = dA is the U(1) Maxwell field, volM is the volume
element induced by g and ∗5 : Λα(M) → Λ5−α(M) is the associated Hodge endomorphism.
The resulting Einstein–Maxwell–Chern–Simons equations coincide with the bosonic sector of
minimal five–dimensional supergravity. These equations are
dH = 0, d ∗5 H +H ∧H = 0,
Rαβ − 3
2
HαγHβ
γ +
1
4
gαβH
2 = 0. (2.2)
In [10] it was shown that all timelike supersymmetric solutions of this theory admit local
fibrations over hyper–Ka¨hler four manifolds, i. e. locally there exists a function u : M → R
such that
g = −f 2(du−Θ)2 + f−1gHK , (2.3)
where gHK is a u–independent hyper-Ka¨hler metric on some four–manifold X, and (Θ, f) are
respectively a one–form and a function on which do not depend on u and satisfy some system
of equations on the base X.
2.1 Near-horizon limit
Let (u, r, yi), where i = 1, 2, 3, be Gaussian null coordinates [19] defined in the neighbourhood
of a Killing horizon g(V, V ) = 0 where V = ∂/∂u is a stationary Killing vector. In these
coordinates the horizon is given by r = 0, and yi are local coordinates on three–dimensional
Riemannian manifold Σ which is the spatial section of the horizon. The metric and the Maxwell
potential are given by
g = 2du
(
dr + rh− 1
2
r2∆du
)
+ γ, A = rΦdu+B, (2.4)
where
γ = γij(r, y
k)dyidyj, h = hi(r, y
k)dyi, B = Bi(r, y
k)dyi, ∆ = ∆(r, yk), Φ = Φ(r, yk)
3
Page 3 of 26 AUTHOR SUBMITTED MANUSCRIPT - CQG-103356.R1
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
are all real–analytic in r. The near horizon limit [20, 16, 19, 15] arises by replacing
u −→ u/, r −→ r,
and taking the limit → 0. The resulting metric and Maxwell potential on the neighbourhood of
the horizon in M are given by (2.4), where now γ is a Riemannian metric, (h,B) are one–forms
and (Φ,∆) are functions on Σ. Thus in the limit (γ, h,B,Φ,∆) depend on the local coordinates
yk, but not on (r, u). In the → 0 limit, the Euler–Lagrange equations of the functional (2.1)
yield a set of equations on the three–dimensional data on Σ. The Maxwell–Chern–Simons
equations are
d ∗3 dB + ∗3(dΦ− Φh)− h ∧ ∗3dB − 2ΦdB = 0, (2.5)
and the non–trivial components of the Einstein equations are
1
2
∇ihi − 1
2
hihi +
1
4
dBijdB
ij + Φ2 −∆ = 0, (2.6)
and
Rij +∇(ihj) − 1
2
hihj − 3
2
dBikdBj
k + γij
(1
4
dBkldB
kl − 1
2
Φ2
)
= 0. (2.7)
Here ∇ is the Levi–Civita connection of the metric γ = γij(y)dyidyj and ∗3 : Λi(Σ)→ Λ3−i(Σ)
is the Hodge operator on Σ. The necessary conditions for the near–horizon geometry to be
supersymmetric are [12]
h+ ∗3dB = 0, ∆ = Φ2. (2.8)
3 Hyper–CR Einstein–Weyl geometry
A Riemannian Weyl structure on a three–dimensional manifold Σ consists of a positive–definite
conformal structure [γ] = {cγ, c : Σ→ R+}, and a torsion–free connection D which is compat-
ible with [γ] is the sense that
Diγjk = 2hiγjk,
for some one–form h on Σ. This compatibility condition is invariant under the transformation
γ → e2Ωγ, h→ h+ dΩ, (3.9)
where Ω is a function on Σ. A choice of the conformal factor Ω such that
∇ihi = 0 (3.10)
is called the Gauduchon gauge.
4
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A Weyl structure is said to be Einstein–Weyl [2, 14] if the symmetrised Ricci tensor of D is
proportional to some metric γ ∈ [γ]. This conformally invariant condition can be formulated
directly as a set of non–linear PDEs on the pair (γ, h):
Rij +∇(ihj) + hihj − 1
3
(
R +∇khk + hkhk
)
γij = 0, (3.11)
where ∇, Rij, and R are respectively the Levi–Civita connection, the Ricci tensor and the Ricci
scalar of γ.
A tensor object T which transforms like T → exp (mΩ)T when γ → exp(2Ω)γ is said to be
conformally invariant with weight m. The Ricci scalar W and the Ricci tensor Wij of the Weyl
connection have weights −2 and 0 respectively. The Ricci scalar is given by
W = R + 4∇ihi − 2hihi. (3.12)
An Einstein–Weyl space is called∗ hyper-CR if [9] there exists a scalar function Φ of weight −1
which, together with the EW one–form h, satisfies the monopole equation
∗3(dΦ + hΦ) = dh (3.13)
together with an algebraic constraint
W =
3
2
Φ2. (3.14)
The hyper–CR Einstein–Weyl spaces can be equivalently characterised by the existence of a
holomorphic fibration of the associated mini–twistor spaces over CP1, or by existence of two–
parameter family of shear–free, divergence–free geodesic congruences [1]. The only compact
examples are the Berger sphere, S1 × S2 or T 3 with the flat EW structure.
In the real–analytic category, a hyper–CR EW structure locally depends on two arbitrary
functions of two variables. This can be seen by reformulating the hyper–CR condition in terms
of a single second order PDE for one function of three variables [3]:
γ = dzdz¯ +
1
16
(Fdv − i(Fzdz − Fz¯dz¯) + dFv)2, h = (Fz + iFvz)dz + (Fz¯ − iFvz¯)dz¯
F + Fvv
, (3.15)
where F = F (z, z¯, v) satisfies
Fzz¯(F + Fvv)− (Fz + iFvz)(Fz¯ − iFvz¯) = 4. (3.16)
∗This class of Einstein–Weyl spaces has originally been called ‘special’ in [9], and it has also been referred
to as ‘Gauduchon–Tod’. The current terminology (see e. g. [3, 1, 4, 7]) reflects the fact that the hyper–
CR EW spaces arise as symmetry reductions of four–dimensional hyper–complex conformal structures by tri–
holomorphic isometry. The three–dimensional quotients admit a sphere of Cauchy–Riemann structures.
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The Cauchy–Kowalewskaya Theorem implies that the arbitrary data
F (z, z¯, v = 0), and Fv(z, z¯, v = 0)
specifies the solution uniquely.
4 From 3D Einstein–Weyl to 5D minimal supergravity
We shall now show that hyper–CR Einstein–Weyl spaces give rise to solutions of minimal D = 5
SUGRA, and characterise the solutions which are obtained from this procedure. Roughly
speaking, any hyper–CR Einstein–Weyl structure lifts to a solution of the five-dimensional
theory, provided that the Gauduchon gauge is chosen. This reflects the fact that (unlike the
EW equations) the 5D SUGRA equations are not conformally invariant. To overcome this we
will need to introduce and solve a linear PDE (4.17) on the EW background to achieve the
right gauge fixing.
Theorem 4.1 Let the metric γ and the one–form h on a three–dimensional manifold Σ solve
the hyper–CR Einstein–Weyl equations, and let W be the Ricci scalar of the Weyl connection
of (γ, h) given by (3.12). Let Ω be a function on Σ which satisfies the linear PDE
d ∗3 (deΩ) + d ∗3 (eΩh) = 0 . (4.17)
Then
g = e2Ω(2du(dr + rh− 1
3
r2Wdu) + γ + 6rdudΩ), A =
√
2
3
eΩr
√
Wdu+ α (4.18)
is a solution to the 5D Einstein–Maxwell–Chern–Simons supergravity (2.2). Here α is a one–
form on Σ such that
dα = −eΩ ∗3 (h+ dΩ) . (4.19)
All near–horizon geometries for 5D SUSY back holes/rings/strings (2.4) are locally of the
form (4.18). Moreover if the three–manifold corresponding to the spatial sections of the horizon
is compact, then γ is a metric on the Berger sphere, a product metric on S1 × S2 or a flat
metric on T 3.
Proof. Consider the field equations (2.5, 2.6, 2.7) and additionally assume that the SUSY
constrains (2.8) hold. Thus (dB)jk = −ijkhi and
dBimdBj
m = (γij|h|2 − hihj) .
6
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The Maxwell–Chern–Simons condition (2.5) now reduces to the monopole equation (3.13). We
regard Φ as a weighted scalar with conformal weight (−1) on the three–manifold Σ. The
(ur) component (2.6) of the Einstein equation becomes (3.10). Thus the five–dimensional field
equations force the Gauduchon gauge on the Weyl geometry. Finally the (ij) components (2.7)
of the Einstein equations yield
Rij +∇(ihj) + hihj =
(1
2
Φ2 + hkhk
)
γij. (4.20)
Taking a trace of this condition and using the Gauduchon gauge (3.10) gives a constraint on
the Ricci scalar of γ
R =
1
2
(3Φ2 + 4|h|2).
Thus R ≥ 0 with the equality iff both γ and D on Σ are flat. We can now use the expression
(3.12) for the Ricci scalar of the Weyl connection to re-express this constraint as (3.14). Now
equations (4.20) are equivalent to the Einstein–Weyl equations (3.11) in the Gauduchon gauge,
subject to two constraints (3.14) and (3.13). These two constrains are (as we have explained
in the previous section) the defining property of the hyper–CR Einstein–Weyl conditions.
To recover the form of the five–dimensional solution from the hyper–CR EW geometry
we must make sure that the latter is given in the Gauduchon gauge. This appears to break
the conformal invariance of our procedure, but it was to be expected as the five–dimensional
theory is not conformally invariant. Assume that a hyper–CR EW structure (γˆ, hˆ) is given
in the Gauduchon gauge. Substituting the Einstein–Weyl data into (2.4) we find that the
construction explained so far gives the lift to five dimensions of the form
g = 2duˆ(drˆ + rˆhˆ− 1
3
rˆ2Wˆduˆ) + γˆ, (4.21)
where (rˆ, uˆ) are some local Gaussian coordinates in the neighbourhood of the horizon. Now
consider a hyper–CR EW structure (γ, h) in an arbitrary gauge. To put it in a Gauduchon
gauge we need to find a function Ω on Σ such that (4.17) holds. The solution of this equation
always exists locally on Σ, and it follows from the work of Tod [21] that it also exists globally
on compact EW manifolds. Thus the EW structure
hˆ = h+ dΩ, γˆ = e2Ωγ (4.22)
is in the Gauduchon gauge. The constraints (3.14) and (3.13) are preserved under the conformal
rescaling if Φ has conformal weight (-1). Therefore we substitute (4.22) together with
Φˆ = e−ΩΦ
7
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into (4.21). We also make coordinate changes
(rˆ, uˆ) = (e2Ωr, u).
This yields (4.18). To compare it with (2.4) if Ω = 1 use (2.8) (3.14).
We now consider the gauge potential. We substitute the expression (2.8) for dB into H =
dA, where A is given by (2.4). Using the equation (3.13) and tracking down the effect of
conformal resealing needed to enforce the Gauduchon gauge yields A in (4.18).
2
Remarks
• As a spin-off from this analysis we have established the transformation rule for the five–
dimensional structures (g, A) under the conformal rescalings (3.9) of the underlying EW
geometry. We see that the metric g does not transform by a simple scaling but also picks
up an inhomogeneous term
g −→ e2Ω(g + 6rdudΩ).
This additional term of course vanishes on the horizon.
• Three–dimensional Einstein–Weyl equations are integrable by twistor transform [14], and
can be regarded as a master dispersionless integrable system in 3 and 2+1 dimensions -
all other known dispersionless systems arise as special cases. It is remarkable that in case
of super–symmetric solutions the non–integrable equations of 5D minimal supergravity
reduce to integrable Einstein–Weyl structures. This phenomenon has been observed in
other supergravity theories [11, 5, 6, 18] supporting the evidence that that the super-
symmetric sectors of non–integrable classical field theories can be described by integrable
models.
4.1 Fibration over a hyper–Ka¨hler manifold
Finally we shall show how to put the metric g (4.18) in the form of the fibration (2.3) over
a hyper–Ka¨hler manifold. Comparing the expressions (4.18) and (2.3), and completing the
square yields
f 2 =
2
3
e2Ωr2W.
We now define a new coordinate ρ by r = exp (ρ− 3Ω) and find
gHK = eρ(Φγ + Φ−1(dρ+ h)2), f = Φeρ−2Ω, Θ = Φ−2e3Ω−ρ(dρ+ h), (4.23)
8
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where Φ2 = 2W/3 and W is the scalar curvature of the Weyl connection of (γ, h) given by (3.12).
Moreover, it follows from the work of [9] that any hyper–Kahler metric with a tri–holomorphic
homothety† is of the form (4.23) for some Hyper–CR EW structure (γ, h). In our coordinate
system the homothety is generated by ∂/∂ρ, and the horizon in five dimensions corresponds to
ρ = −∞.
5 Extension into the Bulk
In this section we briefly summarise some of the conditions imposed on the gauge field strength
and the geometry by supersymmetry which we shall use in the moduli calculation in section 6.
The gravitino Killing spinor equation is given by:[
∇α − i
8
ΓαHν1ν2Γ
ν1ν2 +
3i
4
Hα
νΓν
]
 = 0, (5.24)
where  is a Dirac spinor. Here we work with a metric of mostly plus signature (−,+,+,+,+).
We have already introduced the Gaussian null coordinates. In what follows, it is convenient
to adopt the basis {e+, e−, ei : i = 1, 2, 3}, adapted to the Gaussian null co-ordinate system in
which
g = 2e+e− + δijeiej (5.25)
and
e+ = du
e− = dr + rh− 1
2
r2∆du
and take a u-independent basis of Σ to be given by ei = eijdy
j for i, j = 1, 2, 3; where eij
depends analytically on r, but not on u and yj are local co-ordinates on Σ. The spin connection
associated with the above frame is computed in Appendix C.
Furthermore, in what follows, ˙ denotes the Lie derivative with respect to ∂
∂r
; dˆ denotes the
restriction of the exterior derivative to surfaces of constant r, i.e.
dˆ∆ = ∂i∆dy
i, dˆh =
1
2
(∂ihj − ∂jhi)dyi ∧ dyj, ∂i = ∂
∂yi
. (5.26)
†Recall that a tri–holomorphic homothety is a conformal Killing vector K which preserves the sphere of
complex structures, i. e
LK(gHK) = η gHK , LKIi = 0,
where η is a non–zero constant, and Ii, i = 1, 2, 3 are the complex structures satisfying the quaternionic algebra.
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5.1 Conditions obtained from Supersymmetry
Supersymmetry imposes a number of conditions on the gauge field strength, as well as conditions
on the geometry. The explicit analysis of the Killing spinor equations is given in Appendix C.
Here we shall summarise the results which will be of use in the moduli space analysis to follow.
In particular, the gauge field strength is given by
H = ηdu ∧ d(r∆ 12 ) + 1
3
(
?3 Y + (dr + rh) ∧W
)
(5.27)
where W is a r-dependent 1-form on Σ, and
Y = −3h− 3rh˙+ 2ηr
√
∆W. (5.28)
The Bianchi identity associated to this expression for H implies
dˆ(rh ∧W + ?3Y ) = 0 (5.29)
and
dˆW − L ∂
∂r
(rh ∧W + ?3Y ) = 0. (5.30)
A number of further useful identities obtained from the supersymmetry analysis are
dˆh = rh ∧ h˙− η ?3
(
∆
1
2h+ 2r∆
1
2 h˙− ηr∆W + 1
2
∆−
1
2 dˆ∆− 1
2
η∆−
1
2 ∆˙h
)
(5.31)
dˆY = −3L ∂
∂r
(
r2h ∧ h˙− ηr ?3 (∆ 12h+ 2r∆ 12 h˙− ηr∆W + 1
2
∆−
1
2 dˆ∆− 1
2
r∆−
1
2 ∆˙h)
)
+ 2ηrdˆ(∆
1
2W ). (5.32)
Also, the gauge field equations reduce to the following:
dˆ ?3 W − L ∂
∂r
(rh ∧ ?3W ) + 2
3
W ∧ ?3Y − 3ηL ∂
∂r
(∂r(r∆
1
2 ) dvolΣ) = 0 . (5.33)
6 Moduli Space Calculation
We shall now consider the moduli space of infinitesimal supersymmetric transverse deformations
of the near-horizon data, and prove that, for compact Σ, this is finite-dimensional by establish-
ing that the moduli are constrained by certain elliptic second order differential operators. This
analysis follows that done in [17] for the case of non-supersymmetric vacuum horizons with a
10
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cosmological constant, though for the solutions we consider, there is some modification due to
the inclusion of a 2-form field strength, as well as supersymmetry.
In particular, suppose that we consider the metric written in Gaussian null coordinates as
(2.4) and Taylor expand the metric data (∆, h, γ) as
∆ =
◦
∆ (y) + rδ∆(y) +O(r2),
h =
◦
h (y) + rδh(y) +O(r2),
γ =
◦
γ (y) + rδγ(y) +O(r2) (6.34)
where
◦
∆,
◦
h,
◦
γ are the near-horizon metric data, and the metric moduli are δ∆, δh, δγ. There is
some gauge ambiguity in this choice of metric moduli, although the near horizon data is unique.
As noted in [17], the vector field
ξ =
1
2
f
(
dr + r
◦
h −1
2
r2
◦
∆ du
)
− 1
4
r2
( ◦
∆ f + L◦
h
f
)
du− 1
2
rdf (6.35)
for an arbitrary smooth function f on Σ, maps the near-horizon data (δ∆, δh, δγ) to (δ∆˜, δh˜, δγ˜)
where
δγ˜ij = δγij+
◦
∇i
◦
∇j f−
◦
h(i
◦
∇j) f
δh˜i = δhi +
1
2
◦
∆
◦
∇if − 1
4
(
◦
∇i
◦
hj)
◦
∇
j
f − 1
4
◦
hi
◦
hj
◦
∇
j
f +
1
2
(
◦
∇j
◦
hi)
◦
∇
j
f +
1
4
◦
hj
◦
∇i
◦
∇
j
f
δ∆˜ = δ∆ +
1
2
◦
∇
i
f
( ◦
∇i
◦
∆ −
◦
hi
◦
∆
)
. (6.36)
In addition to the metric, we also have the Maxwell 2-form, which we have shown can be
decomposed as
H = ηdu ∧ d(r∆ 12 ) + 1
3
(
?3
(
− 3h− 3rh˙+ 2ηr
√
∆W
)
+ (dr + rh) ∧W
)
(6.37)
where W is a 1-form on Σ. The −− component of the Einstein equations implies that W is of
the same order as (δ∆, δh, δγ). We therefore take the transverse moduli to be (δ∆, δh, δγ,W )
Theorem 6.1 The moduli space of supersymmetric transverse deformations of supersymmetric
near horizon solutions with compact spatial sections of horizons, corresponding to the moduli
(δ∆, δh, δγ,W ), modulo the gauge transformations of the type (6.36), is finite dimensional.
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Proof. To begin, we shall consider the trace of the metric moduli δγij, and prove that by
choosing an appropriate gauge transformation (6.36), this modulus satisfies an elliptic PDE
which decouples from the remaining transverse moduli.
In particular, the trace transforms as
δγk
k → δγkk +Df (6.38)
where
D ≡
◦
∇
2
−
◦
h
i ◦
∇i , (6.39)
and the adjoint is given by
D† =
◦
∇
2
+
◦
h
i ◦
∇i (6.40)
because
◦
∇i
◦
h
i
= 0‡. We decompose δγkk as
δγk
k = φ+ φ⊥ (6.41)
where φ ∈ ImD, and φ⊥ ∈ (ImD)⊥. It follows that
φ = D(τ) (6.42)
for some smooth function τ , and φ⊥ ∈ (ImD)⊥ must satisfy
D†φ⊥ = 0 , (6.43)
which is an elliptic PDE. So, choosing f = −τ in the transformation (6.38), with this choice of
gauge
δγk
k = φ⊥ (6.44)
and so in this gauge
D†δγkk = 0 . (6.45)
In fact, this implies that δγk
k must be constant. To see this, note that (6.45) implies that
δγk
k
◦
∇
2
δγj
j +
1
2
◦
h
i ◦
∇i
(
(δγk
k)2
)
= 0. (6.46)
‡This was established in [20].
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On integrating this expression over
◦
Σ, and using
◦
∇i
◦
h
i
= 0, implies (under the additional
assumption that the near-horizon spatial cross section has no boundary) that δγk
k is constant.
To analyse the remaining transverse moduli, we linearize the field equations in terms of the
moduli δ∆, δh, δγ and W , making use of the conditions imposed by supersymmetry which we
have previously obtained. We first use the −i and +− components of the Einstein equations
to fix the moduli δh and δ∆ in terms of W and δγ as:
δhi = −1
2
◦
∇jδγij − 1
4
(δγk
k)
◦
hi +
1
2
◦
h
j
δγij +
1
2
η
◦
∆
1
2
Wi − 1
2
Wji
jk
◦
hk (6.47)
δ∆ =
◦
∇iδhi −
◦
h
i
δhi − (
◦
∇iδγij)
◦
hj +
1
4
δγk
k
◦
hi
◦
h
i
− 1
2
◦
∆δγk
k +
1
4
◦
h
i ◦
h
j
δγij − 1
2
η
◦
∆
1
2 ◦
h
i
Wi − 1
6
ηW i
◦
∇i
◦
∆
1
2 − 1
2
δγij
◦
∇i
◦
hj. (6.48)
We remark that as a consequence of the analysis in [20], the last two terms in (6.48) vanish,
because
◦
∆= const.,
◦
∇(i
◦
hj) = 0. (6.49)
Having fixed these moduli, we shall construct elliptic systems of PDEs constraining W and
δγ. To begin, consider the W moduli. We consider the Bianchi identity (5.30), which when
linearized implies
◦
∇iWj −
◦
∇jWi =
(◦
h ∧W + L ∂
∂r
?3 Y
)
ij
. (6.50)
On taking the divergence, we then obtain the condition
◦
∇
2
Wj = −
◦
RijW
i +
◦
∇j
( ◦
∇iW i
)
+
◦
∇
i(◦
h ∧W + L ∂
∂r
?3 Y
)
ij
(6.51)
and the term
◦
∇iW i is given by linearizing (5.33), as
◦
∇iW i = 3
◦
h
i
Wi +
3
2
η
◦
∆
1
2
δγi
i + 6ηδ(∆
1
2 ) (6.52)
and hence
◦
∇
2
Wj = −
◦
RijW
i +
◦
∇
i(◦
h ∧W
)
ij
+
◦
∇j
(
3
◦
h
i
Wi +
3
2
η
◦
∆
1
2
δγi
i
)
+ 6η
◦
∇jδ(∆ 12 ) +
◦
∇
i(
L ∂
∂r
?3 Y
)
ij
∣∣∣
r=0
. (6.53)
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It is clear that the first three terms on the RHS of this expression give no contribution to the
principle symbol of the differential operator acting on W . However, due to the presence of δ∆
in the remaining terms, it may appear that the RHS contains terms of order
◦
∇
2
δg on using
(6.47) and (6.48). Such terms arise in the combination
6ηdˆδ∆
1
2 − ?3(dˆδY ). (6.54)
However, on making use of (5.32), it follows that the δ∆ contribution to this expression van-
ishing, and hence in (6.53) the RHS depends on the moduli linearly in W,
◦
∇W, δγ,
◦
∇δγ.
Next, we consider the ij components of the Einstein equations, which imply
Rij =
3
2
(Hi+Hj− +Hj+Hi− +Hi`Hj`)− 1
4
δij(− 2(H+−)2 + 4H−`H+` +H`1`2H`1`2) (6.55)
On making use of (5.28), all of the terms quadratic in H on the RHS of this expression depend
linearly in W,
◦
∇W, δγ,
◦
∇δγ, with the exception of the (H+−)2 term, which gives rise to a δ∆
term. Taking this into account, and making use of (6.47) and (6.48) we find
◦
∇
2
δγij − δij
◦
∇k
◦
∇`δγ`k − (
◦
∇`
◦
∇j −
◦
∇j
◦
∇`)δγ`i − (
◦
∇`
◦
∇i −
◦
∇i
◦
∇`)δγ`j = Aij (6.56)
where Aij depends linearly on W,
◦
∇W, δγ,
◦
∇δγ. This expression can be simplified by first noting
that the terms on the second line of the LHS can be rewritten in terms of
◦
R curvature terms,
and hence incorporated into the algebraic term on the RHS, i.e.
◦
∇
2
δγij − δij
◦
∇k
◦
∇`δγ`k = Bij (6.57)
where Bij depends linearly on W,
◦
∇W, δγ,
◦
∇δγ. On taking the trace of (6.57) we also find
◦
∇k
◦
∇`δγ`k = −1
3
Bii (6.58)
and so the second term on the LHS of (6.57) can be eliminated in favour of Bii, to give
◦
∇
2
δγij = Cij (6.59)
where Cij depends linearly on W,
◦
∇W, δγ,
◦
∇δγ.
The condition (6.59) is an elliptic constraint on the traceless part of δγij. So, we have
proven that there exists a gauge in which the system of PDEs (6.59), (6.45) together with
(6.53) constitute an elliptic set of PDEs which constrain the moduli W , δγk
k and the traceless
part of δγij.
2
14
Page 14 of 26AUTHOR SUBMITTED MANUSCRIPT - CQG-103356.R1
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
Appendix A Spinorial Geometry Conventions
The space of Dirac spinors consists of the space of complexified forms on R2, which has basis
{1, e1, e2, e12 = e1 ∧ e2}. We define the action of the Clifford algebra generators on this space
via
γi = −ei ∧ −iei , γi+2 = i(− ei ∧+iei) i = 1, 2 (A.1)
and set
γ0 = iγ1234 (A.2)
which acts as
γ01 = i1, γ0e12 = ie12, γ0ei = −iei . (A.3)
We then define generators adapted to the frame (5.25) as
Γ± =
1√
2
(γ3 ± γ0), Γ1 = γ1, Γ2 =
√
2e2∧, Γ2¯ =
√
2ie2 (A.4)
where we take a basis {e1, e2, e2¯} for Σ such that e2¯ = (e2)∗ and the metric on Σ is
γ = (e1)2 + 2e2e2¯ . (A.5)
With these conventions, the space of positive chirality spinors is spanned by {1− e1, e2 + e12},
and the space of negative chirality spinors is spanned by {1 + e1, e2 − e12} and we remark that
Spin(3), with generators iΓ22¯,Γ1(Γ2 + Γ2¯), iΓ1(Γ2 − Γ2¯) form a representation of SU(2) acting
on {1− e1, e2 + e12}.
A Spin(4, 1) invariant inner product β on the space of spinors is then given by
β(1, 2) = 〈γ01, 2〉 = 1√
2
〈(Γ+ − Γ−)1, 2〉 (A.6)
where 〈, 〉 denotes the canonical inner product on C4 equipped with basis {1, e1, e2, e12}.
The charge conjugation operator C is defined by
C.1 = −e12 , C.e12 = 1 , C.ei = ijej (A.7)
and satisfies
C ∗ Γµ + ΓµC∗ = 0. (A.8)
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With respect to the real frame (5.25),
Γ†i = Γi, Γ
†
+ = Γ−, Γ
†
− = Γ+. (A.9)
We also note the following useful identities:
Γij± = ∓iijkΓk±, Γijk± = ∓iijk±. (A.10)
The relationship between the 5-dimensional volume form 5 and the volume form Σ of Σ is
5 = e
+ ∧ e− ∧ Σ . (A.11)
Appendix B Ricci Tensor
The components of the Ricci tensor in this basis are:
R++ = r2
(
− 3
2
hi∇ˆi∆− 1
2
∆∇ˆihi + 1
2
∇ˆi∇ˆi∆ + ∆hihi + 1
4
(dˆh)ij(dˆh)
ij
)
+ r3
(1
2
h˙i∇ˆi∆− hi∇ˆi∆˙ + 1
2
hi∇ˆj∆g˙ij − 1
4
g˙k
khi∇ˆi∆ + 2∆˙hihi
− ∆hih˙i − hih˙j(dˆh)ij − 1
4
∆hihj g˙ij +
1
4
∆hih
ig˙k
k +
1
2
∆∇ˆih˙i − 1
2
∆˙∇ˆihi
)
+ r4
(
− 1
2
∆hih¨i +
1
2
∆hih˙j g˙ij − 1
2
∆˙hihj g˙ij − 1
8
∆2(∂rg˙k
k +
1
2
g˙ij g˙
ij)
+
1
2
∆¨hih
i +
1
4
∆˙hih
ig˙k
k − 1
4
∆hih˙
ig˙k
k +
1
2
hih
ih˙jh˙
j − 1
2
hih˙ih
jh˙j
)
(B.1)
R+− = 1
2
∇ˆihi − 1
2
hih
i −∆
+ r
(1
2
∇ˆih˙i − 1
4
g˙k
khjh
j − 2∆˙− 1
2
∆g˙k
k +
1
2
hihj g˙ij − 2hih˙i
)
+ r2
(
− 1
2
hih¨i +
1
2
hih˙j g˙ij − 1
2
h˙ih˙
i − 1
4
g˙k
khjh
j
− 1
2
∆¨− 1
4
∆˙g˙k
k − 1
4
∆(∂rg˙k
k +
1
2
g˙ij g˙
ij)
)
(B.2)
R−− = −1
2
(∂rg˙k
k +
1
2
g˙ij g˙
ij) (B.3)
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R−i = h˙i − 1
2
∇ˆig˙kk + 1
4
hig˙k
k − 1
2
hj g˙ij +
1
2
∇ˆj g˙ij
+ r
(1
2
h¨i − 1
2
hj g¨ij + hi(
1
2
∂rg˙k
k +
1
4
g˙jkg˙
jk)
+
1
4
g˙k
kh˙i − 1
2
h˙j g˙ij − 1
4
g˙k
khj g˙ij
)
(B.4)
R+i = r
(1
2
∇ˆj(dˆh)ij − hj(dˆh)ij + ∆hi − ∇ˆi∆
)
+ r2
(
− 1
2
∆h˙i − 1
2
hi∇ˆjh˙j + 1
2
h˙i∇ˆjhj + hj∇ˆjh˙i − 1
2
∇ˆi(hjh˙j) + 1
2
g˙i
j∇ˆj∆
+
1
4
∆∇ˆj g˙ij + 1
2
g˙i
k(dˆh)k
jhj +
1
2
(dˆh)ikh
j g˙j
k +
3
2
hjhih˙
j − 3
2
hjh
jh˙i − 3
4
∆g˙i
jhj
− 1
2
∇ˆi∆˙− 1
4
∇ˆi(∆g˙kk) + 2∆˙hi + 3
8
∆hig˙k
k − 1
4
hj(dˆh)ij g˙k
k
)
+ r3
(
− 1
4
∆h¨i +
1
2
hih
jh¨j − 1
2
hjh
jh¨i +
1
2
hih˙jh˙
j − 1
2
hjh˙
jh˙i +
1
4
∆g˙i
jh˙j
+
1
2
g˙i
k(hjh
jh˙k − hjh˙jhk) + 1
2
(h˙ih
jhk − hihjh˙k)g˙jk − 1
4
∆˙g˙i
jhj
+
1
2
∆¨hi +
1
4
hi∆˙g˙k
k +
1
2
hi∆(
1
2
∂rg˙k
k +
1
4
g˙jkg˙
jk) +
1
4
h˙i∆˙− 1
4
∆˙g˙i
jhj − 1
8
∆h˙ig˙k
k
+
1
2
g˙k
khj(
1
2
hih˙
j − 1
2
hjh˙i − 1
4
∆g˙i
j)− 1
4
∆g¨ijh
j
)
(B.5)
Rij = Rˆij + ∇ˆ(ihj) − 1
2
hihj
+ r
(
∇ˆ(ih˙j) − 3h(ih˙j) + (−∆ + 1
2
∇ˆkhk − hkhk)g˙ij − g˙(ik∇ˆ|k|hj)
− hk∇ˆ(ig˙j)k + hk∇ˆkg˙ij − h(i∇ˆkg˙j)k + 2hkh(ig˙j)k + h(i∇ˆj)g˙kk
+
1
2
g˙k
k(∇ˆ(ihj) − hihj)
)
+ r2
(
− 1
2
(∆ + hkh
k)(g¨ij − g˙ing˙nj) + 1
2
hihn(g¨j
n − g˙jkg˙kn) + 1
2
hjhn(g¨i
n − g˙ikg˙kn)
− 1
2
∆˙g˙ij − 1
2
hih¨j − 1
2
hjh¨i − 1
2
hihj(∂rg˙k
k +
1
2
g˙nkg˙
nk)− 1
2
h˙ih˙j − 1
4
∆g˙k
kg˙ij
+
1
2
g˙i
k(hjh˙k + hkh˙j) +
1
2
g˙j
k(hih˙k + hkh˙i)− hkh˙kg˙ij − 1
4
g˙k
k(hih˙j + hjh˙i)
− 1
4
hnh
ng˙k
kg˙ij +
1
4
g˙k
khihng˙j
n +
1
4
g˙k
khjhng˙i
n +
1
2
hnhkg˙nkg˙ij − 1
2
hnhkg˙ing˙jk
)
(B.6)
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Here Rˆij denotes the Ricci tensor of Σ, and ˙ denotes the Lie derivative with respect to ∂∂r , so
h˙ = L ∂
∂r
h, e˙i = L ∂
∂r
ei, h¨ = L ∂
∂r
h˙, etc. (B.7)
and
∂r(hi) = h˙i − (e˙j)ihj, ∂r(h˙i) = h¨i − (e˙j)ih˙j . (B.8)
Appendix C Analysis of Gravitino Equation
In this Appendix we present the analysis of the gravitino Killing spinor equation. We first list
the components of the spin connection, and then investigate the gravitino equation
C.1 The spin connection
With respect to the frame (5.25) we have
de+ = 0,
de− = (e− − 1
2
r2∆e+) ∧ h+ rdˆh+ r∆e+ ∧ e− − 1
2
r2dˆ∆ ∧ e+
+
1
2
r2∆˙e+ ∧ e− + 1
2
r3∆˙h ∧ e+ + r(e− − rh+ 1
2
r2∆e+) ∧ h˙,
dei = (e− − rh+ 1
2
r2∆e+) ∧ e˙i + dˆei. (C.1)
Also, if g is any function, then the relationship between frame and co-ordinate indices is:
∂+g = ∂ug +
1
2
r2∆g˙
∂−g = g˙
∂ig = ∂ˆig − rg˙hi (C.2)
where ∂ˆi = e
j
i∂j. It follows that the components of the spin connection are given by
ω+,+− = −r∆− 1
2
r2∆˙
ω+,+i =
1
2
r2∆hi − 1
2
r2∂ˆi∆ +
1
2
r3∆˙hi − 1
2
r3∆h˙i
ω+,−i = −1
2
hi − 1
2
rh˙i
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ω+,ij = −1
2
r(dˆh)ij +
1
2
r2(hih˙j − hjh˙i)− 1
4
r2∆(e˙i)j +
1
4
r2∆(e˙j)i
ω−,+− = 0
ω−,+i = −1
2
hi − 1
2
rh˙i
ω−,−i = 0
ω−,ij = −1
2
(e˙i)j +
1
2
(e˙j)i
ωi,+− =
1
2
hi +
1
2
rh˙i
ωi,+j = −1
4
r2∆((e˙i)j + (e˙
j)i)− 1
2
r(dˆh)ij +
1
2
r2(hih˙j − hjh˙i)
ωi,−j = −1
2
((e˙i)j + (e˙
j)i)
ωi,jk = Ωi,jk +
1
2
rhi((e˙
j)k − (e˙k)j) + 1
2
rhj((e˙
i)k + (e˙
k)i)− 1
2
rhk((e˙
i)j + (e˙
j)i) (C.3)
where Ωi,jk is the spin connection of Σ with basis e
i (restricting to constant r).
C.2 Analysis of the KSE
Next, we consider the gravitino KSE (5.24). We shall first analyse these equations acting on
a u-independent spinor  = + + −, and then apply the conditions (C.20), (C.21) and (C.29)
imposed by the bi-linear matching. We begin by analysing the α = − and α = + components
of (5.24).
From the α = − component of (5.24) we obtain the conditions
∂r+ =
(1
4
(e˙i)jΓi
j − 3i
4
H−iΓi
)
+ (C.4)
and
∂r− = Γ−
(1
4
(hi + rh˙i)Γ
i +
i
2
H+− +
i
8
HijΓ
ij
)
+
+
(1
4
(e˙i)jΓi
j − i
4
H−iΓi
)
−. (C.5)
Furthermore, on substituting (C.4) and (C.5) into the α = + component of (5.24), and using the
condition ∂u = 0 which we have obtained previously, we find the following algebraic conditions(
− 3i
8
r2∆H−iΓi +
1
2
(r∆ +
1
2
r2∆˙) + (− 1
8
r(dˆh)ij +
1
4
r2hih˙j)Γ
ij +
i
4
H+iΓ
i
)
+
+Γ+
(
− 1
4
(hi + rh˙i)Γ
i − i
8
HijΓ
ij +
i
2
H+−
)
− = 0 (C.6)
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and
Γ−
( i
4
r2∆H+− +
i
16
r2∆HijΓ
ij + (
3
8
r2∆hi − 1
4
r2∇ˆi∆ + 1
4
r3∆˙hi − 1
8
r3∆h˙i)Γ
i
)
+
+
(
− i
8
r2∆H−iΓi − 1
2
(r∆ +
1
2
r2∆˙) + (− 1
8
r(dˆh)ij +
1
4
r2hih˙j)Γ
ij +
3i
4
H+iΓ
i
)
− = 0. (C.7)
This exhausts the content of the α = + and α = − components of (5.24). The α = i
component of (5.24) is equivalent to
∇ˆi+ +
(3i
4
rhiH−jΓj − 1
4
(hi + rh˙i) +
1
4
rhj γ˙ikΓ
jk +
i
4
ΓiH+− − i
8
Γi
jkHjk +
i
2
HijΓ
j
)
+
+
(1
4
γ˙ijΓ
j +
i
4
H−jΓij − i
2
H−i
)
Γ+− = 0 (C.8)
∇ˆi− +
( i
4
rhiH−jΓj +
1
4
(hi + rh˙i) +
1
4
rhj γ˙ikΓ
jk − i
4
ΓiH+− − i
8
Γi
jkHjk +
i
2
HijΓ
j
)
−
+
(1
4
rhihjΓ
j − i
2
rhiH+− − i
8
rhiHjkΓ
jk + (
1
8
r2∆γ˙ij +
1
4
r(dˆh)ij +
1
4
r2h˙ihj)Γ
j
+
i
4
H+jΓi
j − i
2
H+i
)
Γ−+ = 0
(C.9)
where
γ˙ij = e
m
ie
n
jδk`
(
e˙kme
`
n + e
k
me˙
`
n
)
. (C.10)
C.3 u-dependence of the Spinor and Bi-linear Matching
To proceed, note first that if  is a Killing spinor then so is C ∗ , where C∗ denotes the charge
conjugation operator. Also,  and C ∗  are linearly independent (over C). We shall assume
that the bulk black hole solution is half-supersymmetric.
As all the bosonic fields, and the frame, are u-independent, it follows that if  is a Killing
spinor then so is ∂u. This implies that there exist constants k1, k2 ∈ C such that
∂u = k1+ k2C ∗ . (C.11)
Now consider the Killing spinor
˜ = α+ βC ∗  (C.12)
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for constant α, β ∈ C. By choosing α, β appropriately (not both zero), it follows that there
exists a Killing spinor ˜ such that
∂u˜ = k˜ (C.13)
for constant k ∈ C, and hence
˜ = ekuφ (C.14)
where ∂uφ = 0. If the solution is exactly half-supersymmetric, then any Killing spinor  can be
written as a linear combination of ˜ and C ∗ ˜, it follows that
 = `1e
kuφ+ `2e
k¯uC ∗ φ (C.15)
for complex constants `1, `2. We shall require that the spinor has a well-defined near-horizon
limit, which implies that k = 0, and hence the Killing spinor  is u-independent.
Now, we shall assume that there exists a Killing spinor  such that the Spin(4, 1)-invariant
1-form Killing spinor bi-linear Z, where
Zα = 〈(Γ+ − Γ−),Γα〉 (C.16)
is proportional to the 1-form dual to the black hole Killing vector
V =
∂
∂u
. (C.17)
We shall identify V with Z, and set, without loss of generality
Z = −2V = r2∆e+ − 2e−. (C.18)
In order to impose the bi-linear matching condition Z = −2V , we decompose the spinor 
as
 = + + −, Γ±± = 0 . (C.19)
The condition Z− = −2V− implies
‖ + ‖2= 1 (C.20)
and the condition Z+ = −2V+ implies
‖ − ‖2= 1
2
r2∆ (C.21)
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We also require Zi = 0, or equivalently
Re
(
〈+,ΓiΓ+−〉
)
= 0. (C.22)
We shall use spinorial geometry methods to analyse this condition. First, note that we can
apply a Spin(3) gauge transformation as described in the Appendix A, to set
+ = f(1− e1) (C.23)
where f ∈ R. Note that (C.20) implies that 2f 2 = 1. In addition, we set
− = p(1 + e1) + q(e2 − e12) (C.24)
for p, q ∈ C. So (C.22) can be rewritten as
Im
(
〈Γi(1 + e1), p(1 + e1) + q(e2 − e12)〉
)
= 0. (C.25)
It is straightforward to note that these conditions imply that
Im (p) = 0, q = 0. (C.26)
Hence
− = h(1 + e1) (C.27)
for h ∈ R. The condition (C.21) implies that 2h2 = 1
2
r2∆. In particular, note that ∆ ≥ 0.
These conditions can be rewritten as
− =
i√
2
h
f
Γ−+ (C.28)
and on using (C.20) and (C.21), this can be further rewritten as
− =
i
2
ηr∆
1
2Γ−+ (C.29)
where η2 = 1. We then compute the gauge-invariant scalar bi-linear, to obtain
β(, ) = −
√
2iηr
√
∆ . (C.30)
We require that all spinor bilinears are analytic functions of r, and so r
√
∆ is analytic in r.
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C.4 Bi-linear Matching: Further Simplification of the KSE
Next we substitute the bi-linear matching conditions (C.20), (C.21) and (C.29) into the KSE
conditions (C.5), (C.6), (C.7), (C.8), (C.9). We rewrite these conditions in terms of conditions
solely on +.
First, note that on using (C.4) it follows that (C.5), (C.6), (C.7) are equivalent to
H+− = η(∆
1
2 +
1
2
r∆−
1
2 ∆˙) (C.31)
1
4
(hi + rh˙i) +
1
8
i
mnHmn − 1
2
ηr∆
1
2H−i = 0 (C.32)
−3
8
r2∆H−i + (
1
8
r(dˆh)mn − 1
4
r2hmh˙n)i
mn +
1
4
H+i + ηr∆
1
2 (
1
4
(hi + rh˙i)− 1
8
i
mnHmn) = 0
(C.33)
1
16
r2∆i
mnHmn +
3
8
r2∆hi − 1
4
r2∇ˆi∆ + 1
4
r3∆˙hi − 1
8
r3∆h˙i
− 1
16
ηr3∆
3
2H−i − 1
2
ηr∆
1
2 (
1
8
r(dˆh)mn − 1
4
r2hmh˙n)i
mn +
3
8
ηr∆
1
2H+i = 0 (C.34)
and it is straightforward to show that the KSE (C.9) is implied by (C.8) together with (C.31),
(C.32), (C.33) and (C.34). The conditions (C.31), (C.32), (C.33) and (C.34) determine all of
the components of H, as
H+− = η(∆
1
2 +
1
2
r∆−
1
2 ∆˙) (C.35)
H−i =
1
3
ηr−1∆−
1
2hi +
2
3
η∆−
1
2 h˙i +
1
6
ηr−1∆−
3
2 ∇ˆi∆
− 1
6
η∆−
3
2 ∆˙hi +
4
3
r−2∆−1(
1
8
r(dˆh)mn − 1
4
r2hmh˙n)i
mn (C.36)
1
2
i
mnHmn = −1
3
hi +
1
3
rh˙i +
1
3
∆−1∇ˆi∆− 1
3
r∆−1∆˙hi
+
8
3
ηr−1∆−
1
2 (
1
8
r(dˆh)mn − 1
4
r2hmh˙n)i
mn (C.37)
23
Page 23 of 26 AUTHOR SUBMITTED MANUSCRIPT - CQG-103356.R1
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
H+i = −5
6
ηr∆
1
2hi +
1
3
ηr2∆
1
2 h˙i +
7
12
ηr∆−
1
2 ∇ˆi∆− 7
12
ηr2∆−
1
2 ∆˙hi
+
2
3
(
1
8
r(dˆh)mn − 1
4
r2hmh˙n)i
mn (C.38)
which implies that
H = ηdu ∧ d(r∆ 12 ) + 2
3
ηd(∆−
1
2h) +
1
3
η∆−
3
2 r−1dr ∧ d∆
+
1
3
r−1(dr + rh) ∧
(
∆−1 ?3 (dˆh− rh ∧ h˙) + η∆− 12h− 1
2
η∆−
3
2d∆
)
+
1
3
?3
(
− h+ rh˙+ ∆−1dˆ∆− r∆−1∆˙h
)
, (C.39)
or equivalently
H = ηdu ∧ d(r∆ 12 ) + 1
3
(
?3 Y + (dr + rh) ∧W
)
(C.40)
where
Wi = 3H−i , Yi =
3
2
i
mnHmn . (C.41)
C.5 Gauge Field Equations
Here, we briefly summarize some details required for the evaluation of the gauge field equations.
In particular, we have
?H =
1
3
rdu ∧ dh− 1
3
du ∧ dr ∧ h− η(∆ 12 + 1
2
r∆−
1
2 ∆˙) dvolS
+ du ∧ (dr + rh) ∧
(1
3
∆−1d∆ +
2
3
η∆−
1
2 ?3 (dˆh− rh ∧ h˙)
)
− 2
3
ηr∆
1
2du ∧ ?3
(
h− rh˙−∆−1dˆ∆ + r∆−1∆˙h
)
− (dr + rh) ∧
(
?3 (
1
3
ηr−1∆−
1
2h+
2
3
η∆−
1
2 h˙+
1
6
ηr−1∆−
3
2 dˆ∆− 1
6
η∆−
3
2 ∆˙h)
+
1
3
r−1∆−1dh
)
, (C.42)
or equivalently
?H = −du ∧ d(rh) + 2
3
ηr∆
1
2du ∧
(
?3 Y + (dr + rh) ∧W
)
− 1
3
(dr + rh) ∧ ?3W − η∂r(r∆ 12 )dvolΣ . (C.43)
24
Page 24 of 26AUTHOR SUBMITTED MANUSCRIPT - CQG-103356.R1
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
Then the (urij) component of the gauge equations is equivalent to (5.29), and the (uijk)
component is equivalent to (5.30). The only remaining (rijk) component of the gauge equations
then reduces to (5.33).
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