Abstract-We present a hierarchical top-down refinement algorithm for compressing 2D vector fields that preserves topology. Our approach is to reconstruct the data set using adaptive refinement that considers topology. The algorithms start with little data and subdivide regions that are most likely to reconstruct the original topology of the given data set. We use two different refinement techniques. The first technique uses bintree subdivision and linear interpolation. The second algorithm is driven by triangular quadtree subdivision with Coons patch quadratic interpolation. We employ local error metrics to measure the quality of compression and as a global metric we compute Earth Mover's Distance (EMD) to measure the deviation from the original topology. Experiments with both analytic and simulated data sets are presented. Results indicate that one can obtain significant compression with low errors without losing topological information. Advantages and disadvantages of different topology preserving compression algorithms are also discussed in the paper.
INTRODUCTION

I
T is an often-encountered problem today that large data sets must be analyzed and visualized for large-scale or global features, but sometimes the sheer size of the data sets makes such analysis difficult or impossible. Thus, it is important to have a means of reducing the size of the data sets. Although a great deal of effort has gone into polygonal mesh reduction and compression algorithms for computer graphics applications and, to a limited extent, for scalar data sets [1] , [2] , the problem of compressing vector data has been addressed only recently.
While compressing vector fields, it is important to preserve essential features of vector fields. Topology is one of the most important features associated with vector fields. Topology is based on an analysis of critical points of vector fields and connections between them through integration of particular streamlines known as separatrices [15] . It allows the user to infer the structure of the entire vector field by dividing the domain into subregions where the flow is structurally uniform. Other essential features of vector field flows include attachment and separation lines, vortices, and shockwaves [16] . Compressing vector field data and preserving essential features poses challenges.
Some researchers argue that topology preservation can still yield images with cluttered topology difficult to interpret [9] . In these cases where the original topology is too complex or cluttered, simplification of topology is desired. While this is certainly true in many cases, topology preservation remains a desirable goal in many applications. This is particularly true if topology can be preserved with significant compression of the underlying data set. One example arises in finite element computations at different grid resolutions, where scientists are trying to determine whether topology is modified by running simulations at finer resolutions [4] . However, there is no a priori knowledge as to which resolution to choose to obtain a structurally (or topologically) stable solution while running numerical simulations [13] .
Early attempts to compress vector fields were driven by local error metrics and ignored features that are originally present in the data set [21] , [26] , [14] . The end result is a compressed data set that has potentially lost its essential features such as topology. We discuss these attempts in Section 2. Other attempts have focused on simplifying (and thus modifying) the original topology with or without compressing the underlying data set [9] , [27] , [29] that we also discuss later in Section 2. In this work, we focus on compression algorithms that preserve vector field topology.
We present two top-down lossy compression algorithms based on adaptive refinement. One algorithm uses a bintree approach and the other uses a triangular quadtree approach. The bintree has the advantage of using linear interpolation, but at the expense of some forced subdivisions that we discuss in detail later in Section 3.1. The triangular quadtree approach does not need any forced subdivisions, but it uses slightly more expensive quadratic interpolation that we discuss later in Section 3.2. We use earth mover's distance (EMD) and positional EMD (discussed in Section 3.3) as global error metrics to measure the degradation in topology [23] , [17] , [3] , [19] . In Section 3.4, we discuss the error criteria used in compression algorithms. Our approach allows us to obtain significant compression with low errors while preserving topology. The paper is organized as follows: Section 2 describes related work. Section 3 discusses compression algorithms and error criteria. Section 4 briefly describes some implementation details. Section 5 presents experimental results with an analytic and a simulated data set. Finally, Section 6 summarizes the results and highlights some promising future directions.
RELATED WORK
Related work can be classified into four categoriestopology computation and visualization, vector field compression, topology simplification, and topology preserving compression.
Classification of three-dimensional flow fields based on topology was discussed by Chong et al. [5] as early as 1980. Topology of vortex flows was discussed by Dallman [7] in early 1980s. Computation and visualization of vector field topology was presented by Helman and Hesselink [15] in late 80s and early 90s. Globus et al. [12] also discuss 3D vector field topology.
We now describe the efforts in compressing vector fields without preserving any global features. Telea and van Wijk introduce a clustering algorithm that iteratively reduces a vector data set by merging similar clusters [26] . Cluster similarity is based on elliptic contours that estimate the directional and magnitude similarity. The compressed data sets are visualized using arrows and spotnoise textured background. Heckel et al. [14] propose an algorithm for hierarchical representation of vector fields using principal component analysis. In this scheme, the original data set is placed in a single cluster and its error computed. The cluster is iteratively bisected, based on error tolerance, producing smaller cluster. Nielson et al. [21] simplified vector field flow by removing higher order details. This multiresolution approach is not concerned with topology and can result in inaccurate topological graph approximation. In all these efforts, topological features of vector fields are not computed or visualized. Instead, the compressed data sets are visualized using streamlines, streamsurfaces, textured images, or a combination of these techniques. Now, we describe the efforts in simplifying topology. De Leeuw and van Liere [9] , [8] introduced a topology simplification technique driven by critical point importance, measured by a pairwise distance and flow area metric. Topology is simplified successfully by removing the least important critical point pairs. The method significantly reduces the topology, but does not provide the underlying data set that describes the simplified topology. Tricoche et al. [27] introduced a top-down scheme for compressing structured 2D vector fields. In this approach, regions are iteratively subdivided until the distances between critical points within a region are below a specified distance. The set of critical points within the region is replaced with a higher order critical point. Tricoche et al. [29] later extends this work to irregular grids and tensor data sets. Recently, Tricoche et al. [28] introduced another topology simplification technique that utilizes a distance metric between connected critical point pairs. The metric is used to prioritize connected critical point pairs. Least important pairs, as measured by the metric, are successively removed with a local deformation technique.
This work builds upon previous research in topology preserving compression by Lodha et al. [19] . In that work, the authors took a bottom-up approach to compression. A bottom-up approach begins with all data and successively removes information until an acceptable compressed data set is achieved. The clustering scheme employed uses a cookie-cutter approach to merge clusters that are most similar, creating an irregular data structure. In this work, we employ a top-down hierarchy with regular data structure that has the potential for compact storage, efficient rendering, and querying. We discuss the advantages and disadvantages of different topology preserving compression algorithms in Sections 5 and 6.
COMPRESSION ALGORITHMS
We begin by presenting overviews of the two refinement methods-bintree subdivision and triangular quadtree subdivision. We then discuss the error criteria, followed by the discussion on compression algorithms.
Bintree Subdivision
In general, top-down algorithms driven by adaptive refinement must handle the "cracking problem." This occurs when a triangle has a sampled vertex located along the edge of another triangle. The interpolated value along the edge may not equal the value associated with the vertex, creating a discontinuity in data. One main difference between the bintree and the quadtree subdivision stems from the approach taken to resolve the cracking problem.
The bintree triangulation approach was introduced by Rivara [22] to avoid cracks with forced recursive subdivisions and still using linear interpolation. This approach was later utilized by Lindstrom et al. [18] and Duchaineau et al. [10] for terrain visualization and by Friedrich et al. [11] for constructing keyframe hierarchies.
Cracks are avoided in bintree triangulation with forced recursive subdivision as shown in Fig. 1 . The subdivision starts with four triangles that partition the data set. Error criteria for further subdivision is described later in Section 3.4. If a neighboring triangle with a discontinuity is found, that triangle is recursively bisected. Theoretically, this could result in a long and slow recursion chain, but, in practice, only a few steps are required. The end result is a hierarchically refined data set. Fig. 2 illustrates the hierarchies generated from three recursive subdivisions on a 9 Â 9 data set.
Triangular Quadtree Subdivision
Although the well-known quadtree triangulation approach can introduce cracks or discontinuities within triangulated data, Nielson et al. [20] have used a quadratic interpolation scheme, namely, the Coons Patch, to fix these cracks. The Coons Patch also has a long history [6] .
In the triangular quadtree split approach, the data set is triangulated and then adaptively and hierarchically refined as shown in Fig. 3 . Adaptive refinement causes "hanging nodes" in adjacent triangular patches and will cause a crack if a linear interpolant is used. However, instead of forcing subdivisions in adjacent triangles to remove hanging nodes, continuity is maintained by adopting a higher order Coons Patch interpolant. Let F be the piecewise linear interpolant along the edges of the triangle. Given a triangular domain with vertices, V i , V j , V k , and the corresponding functions F , the quadratic interpolant S can be described in barycentric coordinates ð; ; Þ as
In the triangular quadtree approach, the data set starts with eight triangles as shown in Fig. 3 . The error computation and the priority queue scheme used in the compression algorithms remain the same as in the bintree approach. The triangles are subdivided in a slightly different way. They are subdivided by bisecting and connecting each edge of the triangle (see Fig. 3 ). Fig. 4 illustrates the hierarchies generated from three subdivisions on a 9 Â 9 data set.
EMD Erro
EMD Error: The Earth Mover's Distance (EMD) is used to compute the similarity or dissimilarity between two vector fields. EMD was introduced by Rubner andTomasi [23] and has been utilized for vector field comparisons by Lavin et al. [17] , [3] . The notion of EMD and topology preservation is based on location, number, and type of critical points and associated eigenvalues. In addition to EMD, in this work we introduce a notion of PEMD (positional EMD) that takes into account the location of critical points. Therefore, it is important to review the original definition of EMD.
We begin with a brief review of critical points. Critical points are those points in the velocity field where the velocity vector is zero. Classification of critical points is based on the eigenvalues of the velocity gradient tensor or the Jacobian. Depending on the sign and the type (real or complex) of the eigenvalues, eight different types of critical points are identified-attracting node, repelling node, saddle point, attracting focus, repelling focus, attracting star, repelling star, and center (see Fig. 5 ). Please note that these are first-order critical points, that is, the number of rotations of the flow around a critical point (known as index) is +1 or -1 [25] . Higher order critical points are discussed by Scheuermann et al. [24] .
Each critical point will now be mapped to a circle using a phase plane mapping as follows: Let 1 and 2 be the two eigenvalues of a critical point.
Critical points can be classified depending upon their phase plane coordinates ð; Þ as shown in Fig. 6 . Fig. 2 . Several refinement steps on a 9 Â 9 data set using the bintree approach with corresponding hierarchies. Now, we briefly describe the original definition of EMD. Let n 1 and n 2 be the number of critical points in two vector fields V 1 and V 2 , respectively. Let fð 11 ; 11 Þ; Á Á Á ; ð 1;n1 ; 1;n1 Þg be the phase plane coordinates of the critical points of the vector field V 1 . Similarly, let fð 21 ; 21 Þ; Á Á Á ; ð 2;n2 ; 2;n2 Þg be the phase plane coordinates of the vector field V 2 . Without loss of generality, assume that n 1 < n 2 . We add n 2 À n 1 points at the center of the unit circle with the phase plane coordinates ð0; 0Þ for the vector field V 1 . In other words, ð 1i ; 1i Þ ¼ ð0; 0Þ for ði ¼ n 1 þ 1; Á Á Á ; n 2 Þ. The rationale for doing this is that a point at the center corresponds to a regular point, that is, not a critical point. With this modification, the two vector fields now have the same number of points, namely, n 2 points in the associated lists. Let À be the set of all possible correspondences between the two sets. Let
That is, c is the average of the sum of the Euclidean distances between the corresponding points. The EMD between the two vector fields is now defined to be the minimum c among all possible correspondences between the two sets. That is,
Conceptually, EMD is the minimum amount of work that must be performed to map one set of critical points with associated eigenvalues to another set of critical points. We now make a few observations regarding EMD errors. EMD error can range from 0 to 2. A score of 0 for a pair of fields of one critical point each indicates that the two critical points have the exact same and scores. A score of 2 indicates that the critical points have mappings on the opposite side of the unit circle, for example, an attracting star and a repelling star. For a large data set, however, EMD will usually not exceed 1 since, often, the major contributor to the EMD score is a difference in the number of critical points. In a comparison between a set with critical points and one without, the set without will be padded with ð0; 0Þ points as explained before, which will result in an EMD of 1. EMD errors are normalized by dividing them by the maximum possible EMD error for the data set, which is typically close to 1 and expressed in terms of percentages from 0 percent to 100 percent in tables later.
Positional EMD Error: Note that the definition of EMD discussed so far does not take into account the location of critical points. Positional EMD (PEMD) is an adaptation of EMD used to compute the differences in position between two sets of critical points. PEMD can be computed by replacing the and values in the the EMD Equation (1) with the Cartesian Coordinates X and Y , respectively, of the critical points. If the number of critical points do not match, then, for every mismatched point, a value is added to the error that is equal to D, where D is the diagonal length of the data set. Finally, PEMD is derived by dividing by D so that PEMD scores range from 0 to 1. These errors are expressed in terms of percentages from 0 percent to 100 percent in tables later. A zero PEMD score indicates all points are in the same locations. PEMD therefore is the minimum amount of work that must be performed to move one set of critical points to another set of critical points. PEMD and EMD together capture the amount of work needed to move and map eigenvalues of one set of critical points to another set of critical points.
Topology Preservation: In this work, we define topology preservation to mean that the original and refined data sets have the same number and type of critical points. The exact location of critical points are allowed to move slightly. This means that the PEMD score of topology preserved vector fields need not be zero. This also means that the EMD score need not be zero since two critical points may be of the same type but may not have identical eigenvalues. For example, an attracting focus that is close to an attracting star is the same type as another one that is close to a center and, yet, the EMD between the two attracting foci can approach ffiffi ffi 2 p . It is certainly possible to relax or strengthen this definition. One way to strengthen the definition would be to impose additional conditions that require the critical point positions be the same [19] . Yet further, one may require other features such as the integral curves originating from the saddle points to be preserved or preservation of additional features such as attachment and separation lines, vortices, or shockwaves.
Error Criteria
To quantify the error introduced due to compression, many different types of error functions are commonly employed in scientific visualization [31] . In this work, we incorporate weighted error metrics utilizing global EMD error, global PEMD error, local magnitude and angular error, and triangle importance.
Local
The error associated with a triangle is the maximum M and computed over all vectors within the triangle. The range of M is 0 to 1, although, practically speaking, the upper bound on the range will be the magnitude of the largest vector in the data sets compared. The range of is 0 to .
Triangle Importance and w 3 : Triangle importance I is the driving component in our topology preserving algorithms. We have used the exponent I (see (3) below) as a mechanism to increase or decrease (by using a negative exponent) the weight associated with triangles as follows: For unconstrained compression algorithms, we choose I ¼ 0 so that weight w 3 plays no role. In this case, the compression algorithm reduces to an ordinary compression algorithm that does not consider topological information. For topology preserving compression algorithms, we choose I ¼ 1 for triangles containing critical points and I ¼ À1 for the remaining triangles and a high weight w 3 . Local error is multiplied with or divided by the weight w 3 , depending upon whether I ¼ 1 or À1. As a result, triangles containing critical points will have much higher weight than those without. We refer to these compression algorithms as constrained algorithms.
Weighted Error: The final error E used in our compression algorithm is a weighted combination of local error and triangle importance:
Weights w 1 and w 2 control the influence of magnitude and angular error, respectively, while weight w 3 controls the influence of the important triangles.
Algorithms
Now, we discuss the details of the two adaptive refinement algorithms. The first algorithm is driven by bintree triangulation with linear interpolation and the second method is driven by quadtree subdivision with Coons patch quadratic interpolation. The initialization step is identical for both algorithms. Topology is computed [9] and a error/cost metric is formulated via user specified weights (described in Section 3.4). A sample of the original data set is then used to create an initial triangular subdivision, as defined by the triangulation technique used (bintree or quadtree). In the second step, the error for each resulting triangle is computed by comparing the magnitudes and angles between the interpolated vectors and original vectors within the triangle. If the error exceeds the defined threshold, the triangle is entered into a priority queue. Then, the triangle with the highest error is popped off the queue and subdivided, generating new triangles. The error for each new triangle is computed and inserted into the queue. This process continues until a user-defined threshold is reached or further subdivision is not possible. In the third step, the user is presented with interactive results, allowing him to investigate the behavior of the algorithm at different compression levels.
IMPLEMENTATION
To provide a fair comparison between the triangular quadtree and bintree algorithm, we attempted to make their implementations similar. In fact, both make calls to the same core functions and use the same data structures. We implemented the algorithms for rectilinear data sets in C, using OpenGL and the XForms libraries for visualization. Testing was done on SGI workstations.
We noticed early in the experimental phase that the algorithms performed better on square grids of dimension 2 n þ 1. Grids with the 2 n þ 1 property guarantee that triangle vertices generated by subdivision will correspond to grid points in the data set. This eliminates the need to interpolate vertex values from nearby grid points. Since a small subset of data sets fit these dimensions, we employed a padding technique to obtain the 2 n þ 1 property. Early in the compression process there will be triangles either completely outside or only partially inside the original grid. We assign high errors to these triangles so that all triangles outside the original data set are discarded immediately and the boundary triangles are subdivided first. These initially assigned errors do not count in the compression level metric. The overall effect is that the first few compression percentages are used simply to get rid of all the extraneous triangles.
Our graphical user interface is interactive and contains buttons, sliders, input fields, and counters. These interfaces facilitate user construction of various weighted error metrics, resulting in different types of compression of the data set. A visual graph provides a global view of the compression errors (EMD, weighted error, magnitude, and angular) and the number of critical points associated with each compression level. A user can step through the graph by compression level, percentage compression, or error threshold. As a user traverses the graph, the errors and topology at the indicated compression level can be viewed simultaneously. Errors are also shown numerically as a user traverses the error graph.
In addition, vector glyphs are used to display the vector field. A user can better control clustering of a dense vector field by adjusting the vector glyph length (unit, unit scale, or default), adjusting the size of the critical point glyphs, and modifying the width of the integral lines. Scaling, translations, and rotation can also be applied to the vector field to zoom-in and isolate any particular area of interest. These features provide the user with several investigational methods to draw conclusions about compression bounds for a data set.
RESULTS
We begin with a few words about the topology display. Interior critical points are shown as red disks (spirals) if they are attracting nodes (foci, respectively) and shown as green disks (spirals) if they are repelling nodes (foci, respectively). Saddle points are shown as blue disks. A set of four integral curves shown in blue and red lines are computed originating from each saddle point in the directions of eigenvectors. In addition, positive boundary switch points are shown as blue disks along the boundary. A positive boundary switch point is a point where the flow switches from outward to inward; a negative boundary switch point is a point where the flow switches from inward to outward (see [9] for further details). Integral curves are also computed from the positive boundary switch points. In addition, the boundary is red where the flow is outbound and the boundary is green when the flow is inbound.
We define the cutoff as the maximum compression level where both the number of critical points and the type of critical points remain the same. These cutoffs are indicated in the tables and images with an asterisk (*) and are shown as vertical black lines in the graphs. Compression level is defined as the percentage of compression as follows: Let T 0 be the number of the number of triangles in the compressed data set. Let T be the number of triangles in the original data set. Then, compression level ¼
As discussed in Section 3.4, the weights w 1 and w 2 can be used to ignore or focus on angular or magnitude errors when calculating which triangles to subdivide. While this can make a difference for some data sets (for example, if there is little directional variation but rapid flow strength change in a vector field, the angular error will be less significant than magnitude error and modification of weights may then provide better or worse compression), our previous experiences indicate these weights make only a minor difference in compression [19] . Therefore, we have set these weights to 1, giving equal importance to angular and magnitude error. The weight w 3 is set to 300 for constrained (topology preserving) compression with our bintree and quadtree approach. In practice, any high weight relative to the local error will work well.
Polynomial Data
Although we have experimented with several analytic and simulated data sets, in this work we present our results for one analytic and one simulated data set. The Polynomial data set is a seventh degree polynomial. The vector field is obtained by unwinding a Clifford algebra expression and the equation for this data set is given in [25] . Table 1 presents errors associated at different levels of compression. Fig. 7 shows the corresponding images. Fig. 8 displays the corresponding error graphs.
In the unconstrained case, the cutoff was 70.88 percent for the bintree and 61.87 percent for the quadtree scheme, respectively. However, if a zero score for EMD and PEMD is desired, the quadtree method produced the higher compression ratio of 56 percent in comparison to only 16 percent compression for bintree.
In the constrained case, the compression cutoffs for the bintree and quadtree approach were much higher in comparison with unconstrained algorithms (15 percent improvement for bintree and 30 percent for quadtree). The compression cutoff was 85.25 percent for bintree and 90.12 percent for quadtree. Even for zero EMD and PEMD score, the compression ratios for the bintree and quadtree approach were much higher in comparison to unconstrained algorithms (61 percent improvement for bintree and 31 percent for quadtree). The compression ratio was 78.75 percent for bintree and 86.75 percent for quadtree. These improvements in topology preserving compression are achieved slightly at the expense of increased local errors. However, as images show, the visual effect of these increased local errors seems insignificant.
In summary, the two compression techniques performed better in the constrained case, resulting in higher topology preserving cutoffs. Results also suggest that it is recommended to use constrained compression if one desires to preserve critical point type and location. For this data set, the quadtree scheme achieves higher topology preserving compression, but at the cost of slightly higher local errors.
Skin Friction Data
In the final experiment, we use the Skin Friction data set. The Skin Friction data set is obtained by direct numerical simulation of a turbulent flow around a square cylinder. The data was generated by Verstappen and Veldman of the University of Groningen (The Netherlands) and is the same data set used in [9] . The technique used to generate the data is described in [30] . The skin friction is computed on one of the four sides of the cylinder, resulting in a rectilinear data set with a resolution of 104 Â 64. Table 2 presents errors associated with the data set at different levels of compression. Fig. 9 displays the error graphs associated with all compression levels. Fig. 10 shows the original topology (338 critical points and the integral curves) and topology extracted at various levels of compression.
Both the constrained graphs in Fig. 9 show a hump for the number of critical points, indicating that spurious critical points are being generated just prior to settling down to the correct number of critical points. This happens since introduction of additional but not yet complete data in the neighborhood of a critical point may appear as several critical points in adjacent coarse regions. Therefore, while using the constrained algorithm, it is important to refine the data further till these spurious critical points are removed.
In the unconstrained case, both compression methods have cutoffs below 26 percent (see Table 2 ). The bintree has a cutoff of 20.68 percent compression and the quadtree has a cutoff of 25.40 percent compression. Fig. 9 illustrates the gradual introduction of critical points (upward sloping thin red line) as the original topology is being reconstructed. The introduction of critical points is gradual up to 65 percent compression. Even though the original topology is not fully reconstructed at these compression levels, the EMD and PEMD errors are relatively small.
In the constrained case, the cutoffs were higher for both algorithms, as illustrated in Table 2 . Bintree's cutoff increased by approximately 4 percent with a cutoff of 24.77 percent compression. Quadtree's cutoff improved by approximately 7 percent with a cutoff of 32.70 percent compression. However, compression levels can be increased by 20 percent with minimal error and the introduction of few critical points (see Fig. 9 and Table 2 ). If zero EMD and PEMD scores are desired, both compression techniques reached a higher compression ratio compared to unconstrained algorithms.
The conclusions for this data set are similar to those in the case of the polynomial data set. In general, the two compression techniques performed better in the constrained case, resulting in slightly higher compression ratios at cutoff levels. Much better compression ratios can be achieved with relatively small EMD and PEMD errors for constrained algorithms in comparison with unconstrained algorithms. For this data set as well, the quadtree scheme achieves higher topology preserving compression, but at the cost of slightly higher local errors.
SUMMARY AND CONCLUSIONS
We have presented two compression algorithms for 2D vector fields that can preserve topology while maintaining low magnitude and angular errors. We have been able to achieve between 80 percent and 90 percent topology preserving compression in data sets that contain a small number of critical points. In a data set, characterized by a large number of critical points, we have been able to achieve approximately 25 percent to 32 percent compression while preserving topology or 40 percent compression with a very small EMD error. The constrained algorithms have also shown a tendency to preserve a zero EMD and PEMD score with higher compression ratios in comparison to unconstrained algorithms. Overall, there is a trade off involved between topology preservation and local errors.
Results indicate that the quadtree approach with Coons Patch quadratic interpolation outperforms the bintree method, producing higher cutoffs and higher compression ratios with zero EMD and PEMD scores. This improved performance in the preservation of topology is achieved at the cost of slightly higher local errors. The better performance of the quadtree compression algorithm can be explained by its subdivision efficiency. The bintree method is often forced to subdivide areas that do not require further refinement to avoid the cracking problem.
We now make some remarks about comparing bottomup compression algorithms used in our previous work [19] and top-down compression algorithms utilized here. A priori, it seemed that bottom-up compression algorithms may achieve better compression due to the flexibility in their irregular data structures arising due to clusters. However, the results suggest that a top-down topologypreserving compression technique can perform as well as a topology-preserving bottom-up clustering approach that we used in our previous work [19] . Moreover, a top-down approach is a more desirable choice for compression due to its inherited triangular structure, which is easier to encode. Our experience of working with both top-down and bottom-up compression algorithms suggests that a topdown algorithm is preferable for compact storage, progressive transmission, efficient rendering, and querying. It is straightforward to extend the top-down compression algorithms presented in this work to structured or curvilinear meshes. However, new algorithms will need to be designed to compress vector fields defined on triangular or unstructured meshes. Although topology is an important feature of fluid flow, the presence of a large number of critical points can diminish the utility of a topology visualization by creating a cluttered display [9] . In these cases, a compressed view of the topology is desired. To this purpose, it may be judicious to assign different weights w 3 (varying levels of importance) to critical points-lower weights to the critical points with lesser influence and higher weights to critical points with higher influence. The influence of a critical point can be measured in terms of flow area or the distance to the nearest critical point or by a new metric, as has been done by other researchers [9] , [8] , [27] , [28] , [29] . We believe that one can use our topology preserving compression algorithm as the first pass of a two-pass compression algorithm. The second pass algorithm can then focus on simplifying the topology using the various criteria mentioned above. There are other interesting directions of investigation that this research has opened up. Although the topology preserving compression methods introduced in this work can be extended to preserve critical points for 3D flow as well, much more work is needed to preserve 3D critical curves and other important flow features such as attachment and separation lines, important vortices, shock waves, or Galilean invariant features such as the critical points of curl of velocity. Our compression algorithms precompute the topology of the original data set. What if this luxury is not available, how can a data set be compressed? We hope to pursue some of these research directions as well.
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