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The objective of this thesis work is to develop a 
dynamic model for the control of drilling processes using 
acoustic emission (AE). This objective is accomplished 
through the experimental quantification of AE signal rate as 
a dynamic function of the machining parameters and work 
material properties in drilling. 
Research over the last several years has established 
the effectiveness of acoustic emission (AE) based on sensing 
methodologies for machine tool condition monitoring and 
process analysis. The sensitivity of the AE signal to the 
various contact areas and deformation regions in the cutting 
and chip formation process has led to the evaluation of the 
analysis of AE signals as a basic tool for analysis of the 
cutting process. However, there still remains much unknown 
about the basic properties of the AE signals generated in 
the drilling process, such as chip workpiece friction energy 
rate, the basic cutting work rate of AE signal as the simple 
dependency on machining parameters and the energy dissipated 
associated with chip breaking formation in drilling. 
In recent decades, there has been a steady increase in 
the number of computer numerically controlled (CNC) machine 
1 
tools. The CNC systems have generated a lot of interest 
because of their accuracy, repeatability, and productivity. 
However, a common drawback of these systems is that the 
cutting conditions, such as cutting speed and feedrate, are 
determined by the part programmer. Consequently, the values 
selected depends upon the programmer's experience and 
knowledge of the machining process. An improper choice of 
such values can cause tool breakage or even more serious 
results. To prevent such accidents, part programmers tend 
to select conservative values for the cutting condition. 
Unfortunately, this reduces the production rate. To avoid 
the problem, a number of attempts have been made to develop 
more flexible controllers for the metal cutting processes. 
Drilling is one of the basic processes of the hole 
generating process which is among the most important 
operations in manufacturing. Because of their importance in 
nearly all production operations, twist drilling have been 
the subject of numerous investigation for decades by many 
researchers. 
In 1955, Oxford [l] published the basic mechanics of 
the drilling process which introduced a fundamental 
investigation on drilling. Many mathematical models to 
describe the characteristics of the drilling machining 
process were also published by relating some control 
parameters to input and output. There are several input 
parameters in the drilling process, such as spindle speed, 
feedrate, tool and workpiece material properties, and 
2 
cutting fluid. The output parameters include the cutting 
temperature, chip thickness, thrust, torque, surface finish, 
power consumption, vibration amplitude, acoustic emission, 
and tool wear [2) [31 [41 [5] [6] [7] (8) [35). 
In 1957, Oxford and Shaw [2] published formulas for 
computing the torque and thrust required by a twist drill 
when drilling most steels having Brinell hardness of less 
than 250. The equations relate the torque and thrust as a 
function of feed, drill diameter, length of chisel edge, and 
material work hardness. 
There was a considerable amount of continuing 
fundamental research on drilling. Some research of the 
drilling machining system aimed not only at the substantial 
improvement in tool life but also at more accurate 
prediction of tool performance related to cutting force in 
drilling operation. 
In 1982, Fabris. and Podder [111 published their report 
which dealt with optimization of the drilling process. 
Their paper showed that the end of drill tool life can be 
accurately determined by monitoring the rate of change of 
thrust or torque. 
In 1987, Conrad and Mcclamroch (9) published a 
stochastic drilling model for tool wear, called a 
diffusion-threshold model which.allows the drilling 
machining economics problem to be formulated as a stochastic 
optimal control problem incorporating measurement feedback 
of tool wear. This model is compared to a Taylor tool life 
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formula. Conditions are given so that the two models agree 
in the mean sense. Two types of control policies are 
described. The first is a traditional machining economics 
policy type called age replacement. In age replacement 
policies, the tool replacement decision is based on part 
counts (age), and the machining parameters are fixed. The 
second type of policy is called a (one step) feedback 
policy. In feedback policies, drill wear measurements may 
be available at discrete times. This model utilizes tool 
wear feedback and allows on-line decision making. 
In 1988, Thangaraj and Wright [10] developed a real 
time control system for the drilling process to monitor the 
performance of the twist drills based on the prediction of 
the incipient failure of the 4rill and retraction before 
significant damage occurs. They found that the gradient of 
the drilling thrust force, calculated using a digital filter 
with the necessary frequency specifications, exhibits a 
sharp increase several seconds before any serious failure. 
The feedback control system is developed by monitoring drill 
wear until failure prediction is detected and then the feed 
has to be stopped. 
In 1988, Li and Wu [11] also published a report which 
introduced an approach for on-line monitoring of drill wear 
states by using a fuzzy C-means algorithm. They represented 
drill wear condition by four fuzzy grades that are initial, 
small, normal and severe. The grade ''severe" is proposed to 
be used as the prediction of tool replacement. 
4 
In the interest of maximizing the metal removal rate 
and preventing tool breakage in the drilling process, the 
adaptive control systems are widely applied in industry to 
maximize machining parameters (e.g., feed rate or cutting 
speed) subject to process and system whthin the limit of 
allowable torque or thrust. 
In 1980, Mathias and Welch [13] proposed the use of 
watts-transducer type of torque sensor for adaptive drilling 
control. The watts-transducer consists of current and 
voltage transformers connected to voltage signals which are 
proportional to the motor current and voltage. These 
signals are multiplied by an integrated-circuit multiplier 
to produce a signal proportional to horsepower consumed. 
The horsepower losses of the spindle drive are automatically 
subtracted out when the cutter is free of the work. The 
horsepower signal developed during cutting is divided by a 
signal representing rpm to produce the true cutting-torque 
signal. The control is commonly called torque-controlled 
drilling. The sensor torque signal is compared with a 
voltage representing the torque limit for the drill to 
produce a feedrate-overrid~ command. 
To obtain the net cutting torque acting on the cutting 
tool, the system establishes a tare torque and subtracts it 
from the caclulated total torque. The tare torque is 
required to cut air and includes the torque needed to 
overcome friction and windage in the spindle drive. 
Experimental data obtained under various cutting conditions 
5 
are used to determine the threshold levels. This is a 
drawback of this system. Also, as the measurement based on 
the inertia of the system, the response may not always be 
fast enough to avoid tool failure [10]. 
The Z-axis thrust force is also used as a control 
parameter for the adaptive control drilling process [14]. 
The adaptive control drilling system is designed to sense 
the hardness of different material and automatically adjust 
cutting speeds accordingly. By altering drill advancement 
(or penetration) rates, the time required to cut a single 
hole in a three-material sandwhich or "stackup" of graphite, 
titanium and aluminum on the B-2 will be reduced. It is 
currently applied in the fabrication of B-2 bombers. When 
drilling a hole, the new tool uses "thrust"- the 
longitudinal constant pressure required to help a bit 
cutting into the material at a constant rate. As the drill 
initially moves toward a surface of any layer, it is 
commanded to advance quickly until the bit contacts the next 
material by sensing the reaction pressure. 
In 1983, Mathias [20] proposed that the key to opening 
up adaptive control technology to more manufacturers lies in 
the development of improved sensors with associated 
consideration on resolution reliability and cost 
effectiveness. The wide range of tool diameters required on 
flexible manufacturing systems needs sensors with 
resolutions in the ±5 lb (22N) range. In addition, the 




In most of the previous approaches of the drilling 
process for control, the torque and the thrust are 
considered as the primary control parameters for the 
drilling process. However, the literature on modeling of 
the drilling process for control is very limited even though 
the adaptive control of drilling has been applied widely in 
industry. 
The use of vibration analysis technique has also been 
applied for on-line monitoring of the tool wear condition in 
drilling process in industry. Drill-up [35) is an 
instrument designed to provide on-line monitoring of 
vibration generated in the drilling process. It prevents 
breakage of small diameter drills used on automatic feed 
drilling machines with spindle retract ability and provides 
the signal to the machine tool controller indicating that 
the driller is no longer normal. 
The intent of this research is to investigate the 
possibility and effectiveness to model the drilling process 
for control by monitoring the acoustic emission (AE) 
generated during drilling. Acoustic emission sensor is 
characterized by its higher frequency respons~ in the ,---
30k-1Mhz .range than that of force sensor in the 500-1500hz 
range. 
The study on the relationship between acoustic emission 
and the cutting process was first developed by Dornfeld and 
Kannatey-Asibu [281 by establishing a comprehensive 
analytical relationship between acoustic emission and the 
orthogonal cutting process. Some aspects for acoustic 
emission modeling correlated to work material properties, 
cutting conditions, and tool geometry were also discussed 
[25] (261 [27). Aside from the detecting of these cutting 
processes by monitoring input and output parameters, there 
is added need for modeling of the drilling process by using 
acoustic emission. 
There are several advantages of acoustic emission for 
on-line detection of cutting process. 
1) the signal frequency range is far above that of 
machine tool vibrations and other sources of 
noises. Therefore, undesirable noise components 
can easily be removed from the signal using a 
high-pass filter. 
2) the AE transducer can be mounted easily on the 
tool, tool holder or workpiece and does not 
interfere with the cutting process. 
One of the most significant methods to analyze AE is 
the measurement of the energy conteaj: of the AE signals. 
The rate with which the 'energy is transmitted by the signal 
can be directly correlated with the rate of energy generated 
by the original AE source. Unlike the measurement of torque 
or Z-axis thrust during drilling, the measurement of 
acoustic emission provides complete information of energy 
content. 
Of almost the same importance is the control and 
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measurement of the experimental parameters characterizing 
the detected AE. A wide varity of AE measurements can be 
carried out according to the type of AE signal, the 
experimental intrumentation used, and the personal 
preferences of the individual research workers. 
In drilling process, cutting parameters will change the 
acoustic emission content independently, since the acoustic 
power released is proportional to the strain rate in the 
cutting process. In this research, both static and dynamics 
analysis are used to characterize the acoustic emission TMS 
(true mean square) signal with an autogressive model. The 
model parameter are constantly updated according to the 
acoustic TMS signal dynamics which are dependent on acoustic 
emission source mechanism. As a result, these time varying 
parameters are expected to contain information about the 
cutting process. It is necessary to perform off-line 
parameter calibration and identification under any cutting 
condition to map out the allowable parameters. The 
parameters are affected by the change of feedrate and 
spindle speed. This research will present the static 
equation and dynamic model for the drilling process by 
sensing acoustic emission during drilling. Feedrate is 
chosen as the controlling input since the tool wear is less 
affected by feedrate than by spindle speed. 
The PID control algorithm proposed in this thesis is 
to achieve feedback control of the discrete time model of 
acoustic emission TMS signal generated during drilling and 
9 
to minimize tool wear. The model tracks only the dynamic 




DRILLING PROCESS CHARACTERISTICS 
2.1 Drilling process 
The hole making processes are among the most important 
operations in manufacturing. The drilling is one of the 
basic processes of the hole generating process. 
The drilling process is a complex three dimensional 
cutting process. An ordinary, standard twist drill shown in 
figure 1 is characterized by a geometry in which the normal 
rake angle and the velocity of the cutting edge are a 
function of their distance from the center of the drill. 
The conical point twist drill is characterized by its 
radius Rd, web thickness 2t, point angle 2p, chisel edge 
angle ~' and helix angle ~. It has two cutting edges: a 
chisel edge, and main cutting edge. The main cutting edge 
can be estimated from the formulas of Oxford Cll and 
Galloway [36]: 
-tsinp 
sin[i(r)] = ( 2. 1) 
r 
2 2 2 
(r - l sin p)tan~ tcosp 
tan[a(r)] = ( 2. 2) 
2 2 1/2 2 2 1/2 
Rd ( r - l (r - t 
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Main cutting Chisel edge Point angle p 
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Figure 1. Drill Geometry and Variables 
where r is the radial distance from the drill axis. 
The drilling process involves the cutting operation at 
the cutting edges and chisel edge and the extrusion 
operation at the chisel edge of the drill as shown in figure 
2. In a basic analysis only the main cutting edge need to 
be considered since it produces the only substantial chip 
and accounts for most (more than 85 percent) of the power 
consumption [3][6]. 
The drilling process in which the cutting edges can be 
divided into oblique cutting elements of the type shown in 
figure 3 is similar to most turning and milling operations. 
The cutting edge of a cross section of figure 3 in a plane 
act in a manner similar to the two dimensional tool of 
figure 4. The geometry of the cutting process at a point 
is defined by the cutting speed U, rake angle a, shear angle 
¢, uncut chip thickness tl, chip thickness t2, and the 
clearance angle p. 
2.2 Sources of AE During drilling 
Acoustic emission (AE) refers to the elastic stress 
waves generated as a result of the rapid release of strain 
energy within a material due to a rearrangement of its 
internal structure. The stress waves generated by the 
structural rearrangement can produce displacements on the 
surface of the material which are detected by converting 
them into electrical signal using piezoelectric transducer. 









Figure 3. A Divided Oblique Cutting Element 
in the Cutting Edges in Drilling 
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Cross Section of the Cutting Process with 
a Tool in a Plane Normal to the Cutting 
Edge 
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that gives a measure of the energy content of the signal. 
The energy rate of the signal could then be related directly 
to the work rate of the AE source. A convenient measure of 
this energy content is the RMS or TMS value of the signal. 
For an element of volume du subjected to stresses oi.j 
which results in plastic strain increments dei.j, the 
increment of work can be expressed as: 
dWt = oi.j dei.j du ( 2 . 3 ) 
Considering the bulk of the material, the work rate Wt 
is then given by: 
Wt = f oi.j ei.j du ( 2 • 4 ) 
v 
If the material is subjected to a constant stress a and 
strain rate e, then the work rate becomes: 
Wt = a e v ( 2 . 5 ) 
where u is the volume of material being deformed. 
Wt is the energy source for AE that is generated from 
plastic deformation. Equation (2.5) shows that the energy 
rate of an emission signal is dependent on the rate of 
deformation (strain rate), the applied stress, and volume of 
material involved in the deformation process. 
A common and simple way to measure such energy is the 
evaluation of the root mean square (RMS) voltage of the 
signal. The RMS value of an a-c signal is that the value of 
the signal could then be related directly to the work rate 
which, if passed through the same circuit for the same 
period time, would produce the same expenditure of energy as 
the a-c signal and expressed quantitatively as: 
where 
1 f::i..T 2 .t/2 
RMS = [- f V(t) dt ] 
l::i..T o 
V(t) = the signal function; and 
AT = averaging time period. 
Thus the energy rate of a signal is expressed as: 
dE z 
( 2 • 6 ) 
~ ( RMS (2.7) 
dt 
Also, TMS is the square bf RMS; that is, 
TMS = 
1 AT z 2 
f V(t) dt = RMS 
AT o 
( 2. 8) 
For a system with a significant amount of background 
noise, the TMS value of the actual signal can be calculated 
using the relationship: 
2 z 
TMS = RMS + RMSN ( 2 • 9 ) 
where RMSN = the RMS value of the background noise. 
This shows that TMS of background noise can be 
subtracted directly from TMS of total to give the TMS of the 
total signal only. 




energy ~ f V(t)dt = ll.T TMS 
0 
In fact, the area under a TMS v.s. time curve will be 
proportional to AE energy. 
( 2. 10) 
With respect to the generation of AE, there are three 
three areas of interest in the orthogonal cutting process: 
l. the primary deformation zone (shere zone); 
2. the secondary deformation zone (chip-tool 
interface); 
3. the tertiary zone (tool flank-workpiece interface). 
In addition to these, there is a fourth source of AE 
during metal cutting; 
The development of the model was based on defining the 
contribution to AE generation based on calculation of work 
rate in the primary zone and secondary zone. These 
calculations were based on the simplified Ernst and Merchant 
model of the orthogonal machining process (37). The work 
rate in the primary zone, Ws. is: 
CO Sot 
Ws = d tl <k u (2.11) 
sin<t> cos(<t> - ot) 
where 
d = depth of cut (width of chip); 
tl = uncut chip thickness; 
<k = average material shear strength; 
<t> = shear angle; 
19 
20 
a = rake angle; and 
U = cutting velocity; 
The work rate in the sliding and sticking region of the 
secondary shear zone, Wet and Wc2, are given as: 
1 
Wet = Tk d < l - lt ) Uch ( 2 • 1 2 ) 
3 
Wcz = Tk d l~ Uch (2.13) 
where 
l = contact length between the chip and the tool rake 
face; 
lt = length from the tool edge to the end of the 
sliding zone on the rake face; 
Uch =chip velocity= sin¢/cos(¢-a). 
Conbining equation (2.11), (2.12), and (2.13) gives a 
relationship between the acoustic emission signal and the 
cutting parameters based on the Ernst and Merchant model: 
cosa 
RMS = Ct {Tk d U [ fl 
sin¢ cos(¢-a) 
1 sin¢ t/2 
+ [- ( l+lt) ] } ( 2 • 1 4 ) 
3 cos(¢-a) 
where Ct is a constant influenced by tool geometry, 
instrumentation gain, etc. 
The coefficient set at 0.5 in equation (2.14) was 
consistent with the results of the diamond turning processes 
carried out in [38]. A refinement of the model in [281 was 
proposed by [38]. This work added a term, rkdUw (where w 
is the average length of the tool flank-workpiece 




RMS = ~ {Tk d U [ Cz f] 
sin¢ cos (¢-ot) 
1 
+ C Cs-- (l+2l~) 
3 
sin¢ m 
l + C• w } (2.15) 
cos (¢-ot) 
Cz, Cs, C• are the factors of signal attenuation, and 
m is material-depedent. 
In spite of the theoretical model developed to predict 
AE energy from the orthogonal cutting process, many pratical 
considerations have limited the accuracy of the model under 
actual cutting conditions. These considerations include the 
microscopic variations of other materials used in machining 
experiments (39] as well as variations in instrumentation 
and signal transmission path with the experimental setup 
(29]. The three dimensional machining process has 
additional sources of signal variation due to chip formation 
and flow over the tool and to tool geometry effects. 
As the cutting process becomes more idealized (no build 
up edge, no friction, sharp edges, etc.), the sensitivity of 
the AE signal to process variables (feedrate, depth of cut, 
cutting speed) increases. This was seen in the study (291 
of using diamond tools to turn two aluminum alloys and free 
cutting brass. This was a continuous chip-forming material 
21 
for the machining condition which is close to "ideal". A 
similar result was found by [401 for turning carbon steel 
(S45C according to JIS) with a P20 carbide tool. However, 
the model coefficients in the diamond machining tests of 
£291 did not verify the quantitative model in equation 
(2.15). With very few exceptions, the model for the power 
function is given as: 
a. b c 
RMS = Kt. U f d + Dv (2.16) 
where 
Kt. = constant; 
a, b, c = coefficients; 
u = cut.ting speed; 
f = f.eed; 
d = depth of cut; and 
Dv = offset value; 
In drilling, the cutting process as shown in figure 5 
is continuous with varying chip load, relative 
tool/workpiece velocity, the potential for chip conjection 
and friction generated in the drilled hole. The chips in 
drilling are formed at the bottom of the hole and 
consequently deformed by the contact with the hole wall and 
drill flute; the rubbing action between the chip and 
workpiece due to this effect generates a significant amount 
of high amplitude AE signals, thus additional TMSr energy 
rate signals are generated during drilling due to friction 






Figure 5. Typical Interaction Between the Tool, 
Chip and Workpiece During Drilling 
N 
w 
well established equations for friction in these systems, and 
adding an approximation for the energy dissipation in the 
frictional process and generation of acoustic emission, an 
expression linking the energy of AE to the sliding/friction 
is defined as [25]: 
where 
m/2 
RMS = (Kr n Ts Aa V) (2.17) 
Kr and m = constants depends on the AE measurement 
system; 
n = coefficient relating real area of contact to 
apparent area of contact, function of surface 
roughness and elastic properties of the material; 
Ts = interfacial shear strength of the material; 
Aa = apparent area of contact; 
V = sliding velocity. 
Equation (2.17) can also be written as: 
m 
TMSf = (K n Ts Aa V) (2.18) 
For a time period At, the contact area between the chip 
and wall of the drilled hole is proportional to Fr At, i.e. 
Aa = Ka Fr At ( 2 • 1 9 ) 
where 
Fr = feedrate (inch/min); 
Ka = coefficient related to actual contact area; 
Also, V = w 0/2, where w is spindle speed. and D is the 




TMSf = (Kr n Tm Ka Fr At w D I 2) 
m m 
= Kf w H (2.20) 
where 
m 
Kf = (K Kan Ts D/2) . and I 
H = Fr At (inch); 
As the chips flow over the flutes, the energy rate, Wf, 
generates the corresponding accoustic emission, TMSf. 
Therefore, 
Wf = TMSf ( 2. 21) 
However TMSf generated during drilling is also related 
to the geometry of the tool and the chip form. Therefore 
the exponential coefficient for H and w need to be verified 
by experiments. Equation (2.20) may be written as: 
r Ii 
TMSf = Kf W H ( 2. 22) 
This will be indentified in chapter 3. 
2.3 Analytical model of Drilling process 
Cutting parameters in the drilling process will change 
the acoustic content independently because the acoustic 
power released is proportional to the strain rate in the 
cutting process. 
To get a basic idea of the fundamental properties of 
acoustic emission generated during drilling, a rather 
primitive model is assumed. Investigation presented in this 
report is based upon the analysis of acoustic emission 
sources contributing to the total measurement of AE. 
As mentioned before, there are several sources of 
acoustic emission during drilling. To analyze the drilling 
process conducted in this thesis, it would be effective and 
simple to assume that energy rate of acoustic emission 
generated in the drilling process includes only two main 
sources: cutting work rate, TMSc as indicated in equation 
(2.16), and frictional energy rate, TMSf, as indicated in 
equation (2.22). 
The resultant work rate of acoustic emission, TMS, 
generated in the workpiece during drilling would be the sum 
of the cutting work rate and the frictional work rate. 
Since there is no parameter of depth of cut in the drilling 
process, the first component, TMSc, is measured based upon 
the relationship between the instantaneous feedrate and 
spindle speed with a proportional gain, ie .. 
where 
p q 
TMSc = Kc W Fr 
Kc = proportional constant; 
W = spindle speed;and 
Fr = feedrate; 
(2.23) 
The second component, TMSf, is measured based upon the 
relationship between the instantaneous depth of the drilled 
hole and spindle speed with a proportional constant, Kf, as 
indicated in equation (2.22). Therefore from equations 
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(2.7) and (2.10), the total energy rate, TMS, during drilling 
is the sum of both cutting TMSc, and frictional TMSf, i.e. 
TMS = We + Wf = TMSc + TMSf (2.24) 
Acoustic emission generated during drilling due to chip 
breaking can be filtered out by using module set at a slow 
response. The tool wear effect can be minimized by 
sharpening the drill bit or by replacing it with a new 
tool to achieve the ideal cutting condition as mentioned 
previously. 
To verify these values of exponents p, q, r, and s, a 
large number of tests were made. Detailed experiments will 
be shown in Chapter III. 
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CHAPTER III 
DRILLING PROCESS DYNAMICS 
The objective of this work presented here is to develop 
a model which adequately relates the AE signal to changes in 
the drilling process parameters. General equations are 
derived for drilling TMS and found to be in good agreement 
with experimental data obtained by use of an AE sensor 
mounted on the surface of the workpiece. The dynamics from 
feedrate command to the actual feedrate does not have a 
strong dependence on cutting condition. 
3.1 System of the Drilling Process 
In the following section, a discrete time model for the 
drilling process will be derived. Acoustic emission 
generated during drilling is directly measured by the AE 
sensor attached to the workpiece. The command feedrate from 
the controller is taken as the input. In developing a 
discrete time model for the drilling process with the 
feedrate command as input and the measured TMS as an output, 
it is convenient to consider the process as composed of four 
basic elements (figure 6). 
1) the CNC feed motor dynamics from the command 
feedrate to actual tool movement (Gm). 
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2) metal cutting dynamics from tool movement to 
acoustic emission (Gp). 
3) transducer dynamics (Gt). 
4) amplifier and filtering module dynamics (Gam.). 
The complexity of the system depends on the complexity 
of each element. The CNC feed servomotor dynamics, Gm(z), 
can be proposed as a second order system which will be 
discussed in the following sections. 
In addition, since the AE transduder usually has a very 
large band width (30k lMHz), one can ignore the AE 
transducer dynamics. 
3.2 Experimental Set-up 
A series of experiments were conducted to test the 
performance of the basic elements of the drilling process as 
mentioned in the previous section. 
Drilling expreriments were carried out on a Bridgeport 
interact 412 series milling machine, equipped with X, Y, z 
feed motors of the permanent magnet type driven by a "pulse 
width modulated" servo drive unit situated in the electrical 
cabinet. A 125 line/revolution encoder is built into the z 
motor and provides the axis position. The Z traverse 
movement is accomplished by means of a hardened and 
preloaded 5 pitch ball screw with recirculating ball nuts. 
The Z axis ballscrew is fixed to the head casting D.C. 
motors to turn the screw through a tooth belt drive. 
The control unit has facilities for automatic cycling 
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of the machine from the stored program and for interlocking 
of the power feed controls. It is a close loop feedback 
system. The specification of positioning speed for Z axis 
are shown in Table I, and the specification of spindle are 
shown in Table II. 
The drill tools used in drilling experiments were high 
speed steel, ¢d = 23/64", point angle 118°, and helix angle 
30°. 
The workpiece used for the experiments was SAE1018 
steel. 
The AE sensor is a Dunegan Model WD-667 which has a 
bandwidth of lMHz. rt is acoustically coupled to the 
surface of the workpiece so that the dynamic surface motion 
propagates into the AE sensor. The dynamic strain in the 
workpiece produces a voltage-time signal as the sensor 
output. 
The preamplifier is a Dunegan Model 1801-SOH, high-pass 
at 50kHz, 40 dB. The AE sensor sensitivity reduces if it is 
directly connected to an amplifier through a long coaxial 
cable, therefore the preamplifier with fixed gain is 
connected between the AE sensor and the amplifier and 
located close to the AE sensor to improve the AE sensor 
sensitivity. 
The amplifier is a Dunegan Model 302A Dual conditioner 
equipped with a two channel amplifier and threshold 
detector. Each channel provides 0 to 60 dB of voltage 
amplification adjustable in 1 dB increments. 
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TABLE I 
SPECIFICATION OF POSITIONING SPEED FOR Z AXIS 
Specification 
Axis Travel 












O - 4.5 m/min 
1 to 12 m/min 
Bosch P.W.M. 
Heidenhain TNC 151P 









SPECIFICATION OF SPINDLE 








40 - 4000 r.p.m 
Direct Command 
65 mm 







Fanuc a.c. variable frequency 
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The modulator is also a Dunegan Model 404 Dual RMS/TMS 
module which provides a DC voltage proportional to either 
the RMS (root-mean-square) of the input signal or the TMS 
(true-mean-square) of the input signal. Each channel can 
provide -20, O, 20 dB of gain. The response time can be 
selected to be fast, medium, or slow, corresponding to time 
constants of 10 ms. 60 ms. 240 ms, respectively. Frequency 
response is from 1 kHz to 1 MHz. A slow response means 
that some short duration bursts will have little or no 
affect on the output. If short term changes are important, 
then a faster response may be necessary. 
The linear velocity transducer is an AST/SERVO SYSTEM 
P/N895001-2D type with a sensitivity of 45 mv/in/sec and 3.4 
inch stroke. It is used to measure the voltage signal of 
the actual feedrate. 
An IBM personal AT computer was used in conjuction with 
Metral-byte Labtech software, Das-8, and Das-16 for 
measurement purposes. 
3.3 Experimental Condition 
The set-up described in section 3.2 was used to perform 
the drilling experiments. A series of drilling tests were 
conducted on SAE1018 hot rolled steel with ¢d = 23/64" drill 
bits as shown in figure 7. All tests were run dry without 
coolant. 
The range of spindle speed varies from 200 rpm to 1200 
rpm, and the range of feedrate varies from 0.5 ipm to 5 ipm. 
34 
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Figure 7. Experimental set-Up and Signal Processing Flow Diagram 
VJ 
V1 
The drill tool would have rapid tool wear and serious chip 
conjestion if feed is too large, therefore in the the 
experiments, the feeds were set at less than 0.01 ipr. 
After each test was finished, the drill tool would be 
examined and cleaned to ensure that there was no build up 
edge, chip curls, or tool wear on the drill tool. The drill 
bit was sharpened after every 20 tests. Only 3 inches of 
the drill bit was used to prevent the difference of dynamic 
response due to the torque effect during drilling. 
The AE sensor was mounted on the surface of the 
workpiece. 
The linear velocity transducer was mounted in the CNC 
milling machine, and the rod of linear velocity transducer 
was connected with the spindle to measure the actual 
feedrate. The signal generated by the linear velocity 
transducer is proportional to the actual feedrate of the 
spindle. 
The programmed feedrate override took place in the 
analog circuit that generates DC voltage to the servo DC 
motor. 
The signals generated through the AE sensor, the 
feedrate override circuit and the LVT were measured and 
collected simultaneously in the DAS-16 screw terminal. 
The experimental procedures used were the following: 
1) Use a center drill to drill a small hole for 
centering. 
2) Replace the center drill with a ¢d 23/64" drill 
36 
tool by a tool change command in the CNC milling 
machine. 
3) Drill into the workpiece to specified depth. 
4) Stop the operation. Check the condition of drill 
tool. 
5) Change the reference point, spindle speed, and feed 
rate in the program. 
6) Go back to step 1 and repeat the procedures. 
3.4 Parameter Estimation 
Since the servo system is simply constructed of a 
motor and an inertial load of the feed screw, the CNC feed 
servo motor dynamics, Gm, can be proposed as a second order 
system as shown in figure 7. The parameters M, K, and Care 
a lumped represention of all mass, stiffness, and damping 
effects in the drilling system which led to discrepancies 
between the actual velocity of the tool, Ua, and the command 
input, Uc. As mentioned before, closed loop d.c. drives are 
used for positioning. The sampled-data proportional control 
law is implemented in software on each of the axis 
controller. Reference-pulse interpolation is used, the 
pulses being generated by a separate feedrate control. The 
servoamplif ier used on Z axis, in conjuction with permanent 
magnet d.c. servomotor, results in zero steady state error 
with constant force disturbance. Tachometer feedback is 
also used to increase the bandwidth of the position loop. 
The pulse transfer function between command f eedrate and 
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actual feedrate can be reprensented as: 
Ua(z) bO z + bf 
= ( 3 • 1 ) 
2 
Uc(z) z + al z + a2 
where at, a2, bO, bf are the parameters of transfer 
function. 
Several tests were done by measuring the voltage of 
the command feedrate from the override in the CNC milling 
machine and the voltage of actual feedrate from the linear 
velocity transducer to estimate a model of CNC servo system. 
The estimation algorithm used in this work was based on 
the least square algorithm with exponential data weighting 
(441, 
and 
e(K) = e(K-1) 
T 
P(K-1)¢(K-l)[Y(K)- e (K-1) ¢(K-l)] 
+ 
T 
A + ¢ (K-1) P(K-1) ¢(K-1) 
1 





A + ¢ (K-l)P(K-1)¢(K-1) 
( 3 . 2 ) 
( 3 . 3 ) 
The vector e(K) contains the estimates of the process 
prameters, and the vector ¢(K) is the measurement vector for 
T 
the process in equation (3.1), e(K) 
"' "" 
= [ al (K). a2(K), 
bO(K), bf(K)]. The forgetting factor, A, has the 
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interpretation that if A = 1, the algorithm reduces to the 
least square algorithm and as A gets smaller, the algorithm 
"forgets" the old data faster. 
The algorithm performs quite well. However, the 
algorithm has two drawbacks. First, the input signals need 
to be sufficiently rich (persistently exciting) so that the 
estimated parameters can converge very well. The second 
drawback to this algorithm is that a value for the 
forgetting factor must be chosen. It can be shown [411 
that for stability, 
0 <A~ 1.0 ( 3 . 4 ) 
Typically, a value of about 0.95 to 0.99 is suggested 
(441. If the parameters change slowly and the primary 
concern is the final values, then the choice of A is not 
important, because the estimator will finally converge to 
the correct values. However, if the performance during 
parameter convergence is significant, the choice of A is 
more important. When A is close to 1.0 the estimator reacts 
more slowly than when A is small. 
The test input signal, which for convenience is usually 
refered to as white noise [421, although not physically 
realizable and hence in practice is replaced by an 
approximation to white noise, is added to the normal system 
input, and a cross correlation is carried out between the 
system output and the test signal input. Usually, pseudo 
random binary sequences (PRBS) are very useful 
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approximations to periodic white noise and are the forcing 
function most widely used for identification to achieve the 
richness. 
Due to the limitation of experimental set-up, the PRBS 
was not available to be sent into override circuit in CNC 
milling machine. However, several tests were done by 
adjusting the handwheel randomly to generate random signal 
in the override circuit. The power spectrum of the input 
signal is shown in figure 8. The parameters of the transfer 
function (Gm) were identified roughly but still 
satisfactory. 
3.5 Experimental Results and Discussion 
In order to verify Equations (2.22) and (2.23), a 
series of experiments were made by drilling SAE 1018 carbon 
steel (hardness of 190 BHN). A view of the experimental 
set-up and condition has been disscussed in previous 
sections. 
It was found during drilling that TMS increases as a 
ramp output. The typical experimental data of TMS generated 
during drilling for a step input of command feedrate is 
shown in figure 9. In order to investigate a variety of 
metal drilling problems, it is convenient and effective to 
separate the TMS into two parts, cutting workrate, TMSc, and 
frictional workrate, TMSf, as shown in figure 10.i.e., 
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Figure 10. AE TMS as the Combination of Two Main Sources: 
TMSc and TMSf 
The value of TMSc and the slope of TMSf was found to be 
dependent on cutting conditions from the result of 
experiments. 
3.5.1 Analysis of TMSc 
It was found that TMSc is sensitive to the change of 
spindle speed. The values of TMSc obtained in different 
spindle speeds with averages for each drilling condition are 
given in Table III. The TMSc data in Table III are shown 
plotted on log-log paper against spindle speed in figure 11. 
It can be seen that the TMSc is a function of the 
change of spindle speed, and the exponent of p is 
approximately equal to 2.17 in equation (2.23), i.e., 
2.~7 
TMSc ~ W 
It has been reported that acoustic emission is not 
sensititive to the change of feed {ipr) in the turning 
{ 3 . 6 ) 
process [26)(271. The experimental data shown in Table III 
are also not easily compared with each other because of 
their similarities. However, the data shown above are 
obtained by setting the constant feedrate command step input 
for each test, and the stochastic nature of the drilling 
process causes the values of TMSc not to be easily 
distinguished. 
To investigate the difference of TMSc due to the change 
of feedrate, a series of drilling tests were made by sending 
step change from lower to higher f eedrate to compare the 
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TABLE III 
VALUES OF TMSc OF THE DRILLING TESTS 
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Figure 11. Plot of Log(TMSc) against Log(Spindle Speed) 
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value of TMSc for each feedrate with the same cutting 
condition. This cutting condition is the same except that 
feedrate are different. 
The typical experimental data of TMS due to the step 
change of feedrate command is shown in figure 12. To 
analyze the TMSc due to the change of feedrate. Since the 
magnitude A of TMSc when feedrate is Fra and the increased 
magnitude B of TMSf between Fra and Frc, as shown in figure 
13, are known, we can roughly measure the magnitude of TMSc 
when the feedrate is Frc. 
Since the absolute value of TMSc, A, is known at a 
lower feedrate, we can easily obtain the absolute value of 
TMSc due to higher feedrate, C - B. The results of 
calculations with the spindle speed of cutting condition at 
800 rpm are shown in Table IV. 
The TMSc data of Table IV are shown plotted against the 
feedrate in figure 14. Since the spindle speed is 800rpm, 
the equation (2.23) yields 
q 
TMSc = K' Fr (3.7) 
where 
2.£7 
K' = Kc W . , 
taking the logarithm of both sides of equation {2.27): 
log TMSc = q log Fr + log K' 
Since q is of interest and the TMSc data of Table IV is 
{ 3 • 8 ) 
plotted on log-log paper anainst the feedrate, it will be 
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Figure 12. Typical Experimental Response of TMS Due to the Step 








Figure 13. Analysis of the Magnitude of 
TMS Due to the Step Change 




VALUES OF TMSc DUE TO STEP CHANGE OF FEEDRATE 
Feedrate (Fr),ipm Spindle Speed (W) ,rev/min TMSc,volt 
-7 
1 800 3.9x10 
-7 
2 800 6.43x10 
-c:s 
3 800 l.15x10 
-c:s 
4 800 1.56x10 
-c:s 
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Figure 14. AE TMSc vs. Feedrate (Spindle Speed 800 rpm) 
6.0 
experimental points is very close to 1 as shown in figure 
15. The equation (2.23) can be well approximated by an 
emperical equation of the form 
2. 17 
TMSc = Kc W Fr 
By substituting the data of Table IV into equation 
-19 
(3.10), the value Of Kc is approximated to be l.854x10 
(volt/rpm*ipm). 
3.5.2 Analysis of TMSf 
( 3 • 9 ) 
In figure 9, it can be seen that TMSf increases during 
drilling. TMSf is related to the spindle speed and the 
depth of the drilled hole. 
To analyze TMSf generated during drilling, we can 
substract the value of TMSc with TMS to obtain TMSf as shown 
in figure 9. Since there is no frictional acoustic emission 
in the very beginning of the drilling process, we can be 
sure that the TMSf increases from zero to a value dependent 
on the cutting condition. The curve can be approximated as 
a triangle on TMSf v.s. time plot. 
To investigate the influence of the depth of the 
drilled hole to the frictional acoustic emission, a series 
of works are made by evaluating TMSf/H (or TMSf/(Fr T)), the 
data ls shown in Table V. 
It can be seen that the values of TMSf/H are nearly 
constant for the change of feedrate. It can be concluded 
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the drilled hole rather than the feedrate. The reason why 
the TMSf is a function of the depth of the drilled hole 
during drilling is because the contact area of friction 
between the chips and the wall of drilled hole is increased, 
thus the frictional work rate is also increased. 
It was found during drilling that TMSf is also 
sensitive to the change of spindle speed. For the same 
depth of the drilled holes, the values of TMSf generated are 
dependent on the magnitude of the spindle speed. In other 
words, the slope of the triangle as shown in figure 9 is a 
function of spindle speed. The values of TMSf obtained in 
the individual tests with averages for the same depth of the 
drilled hole are given in Table VI. 
In figure 16, the TMSf data are shown plotted on 
log-log paper against W for the data of Table VI. The 
relation between TMSf and W is found to be 
1. 57 
TMSf <X W (3.10) 
It can be verified that equation (2.28) is in good 
agreement with the experimental data. i.e. 
1. 57 
TMSf = Kf W H (3.11) 
By substituting the data of Table IV into equation 
-10 
(3.11). The mean value of Kf is 3.23x10 volt/rpm inch. 
3.5.3 Identification of CNC Servo System 
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Figure 16. Plot of Log(TMSf) against Log(Spindle Speed) 
with the feedrate command as input and the TMS as output, a 
series of open loop tests was conducted to determine the 
CNC servo structure model. 
As mentioned in Section 2, the CNC servo system is a 
closed loop with a tachometer feedback system. The steady 
state error will be zero for constant thrust force 
disturbance. It is interesting to notice the dynamics of 
the CNC system are not strongly dependent on the cutting 
condition. 
To consider the dynamics of CNC system, we have to 
measure the input of command feedrate signal from the 
override circuit and the output of actual feedrate signal 
from the LVT mounted in the CNC milling machine. Step 
response testing will usefully and relatively easily give a 
first idea of the general form of the trasnsfer function, 
and can also give some indication of how the linear system 
is. There are two kinds of tests with and without drilling 
workpiece conducted in the experiments. 
Figure 17 shows a typical input and output signals 
obtained for a step change of f eedrate from 2 to 5 ipm 
with drilling workpiece. 
Figure 18 shows a typical input and output signals 
obtained for a step change of feedrate from 0.5 to 10 ipm 
without drilling workpiece. 
The tests indicated that the dynamics from the feedrate 
command to the actual feedrate did not have strong 
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Figure 17. Typical Response of Actual Feedrate Due to the step 
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Figure 18. Typical Response of Actual Feedrate Due to the Step 
Change of the command Feedrate from 0.5 to 10 iprn 





fairly close for those two kinds of tests, it was observed 
to be roughly lOOms. However, rise time is only a part of 
the elements needed to describe a second order dynamic 
model, since the CNC servo system is characterized by the 
presence of inertia, stiffness and viscous damping. 
Based on a rough estimate of required second order 
CNC servo system, we can identify the parameters of the 
transfer function from command to actual feedrate without 
drilling. This eliminates the limitation of set-up required 
to achieve the richness of parameter estimation as we 
mentioned before. 
In order to indentify the dynamics of tool carriage and 
driver, the command feedrate signals were sent from override 
circuit by ajusting the handwheel on the controller as 
randomly as possible. For a 30 Hz sampling rate, the 
typical command f eedrate and actual f eedrate are shown in 
figures 19 and 20. Based on the least square 
identification by setting forgetting factor ~ = 1, the 
identified parameters are shown in figure 21. 
Since the convert gain of CNC servo system is found to 
be 33.3 lpm/volt, the dynamics from command feedrate to 
actual feedrate is approximately given by: 
Fr(z) 1.03 z - 0.55 
= 33.3 (3.12) 
2 
UC(Z) z - 0.24 z-0.28 
where 
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Figure 19. Test of Command Feedrate 
0.40 ~ 
,,--...... 



















-0 • 40 __ _t ____ L_ ______ _L __ __i_ ____ j __ _____L.___ ___ i _ __L _ _.___ __ -L-----L.......---L--_j 
0.0 5.0 10.0 15.0 
TIME (SEC) 




















0.0 75.0 150.0 225.0 300.0 375.0 
K 
Figure 21. Test of Parameters Estimation at Sampling 30 Hz 
Fr(z) =actual feedrate (ipm). 
3.6 Metal Cutting Dynamics (Gp(z)) 
3.6.1 Dynamics of TMSc 
As mentioned before, we are dealing with acoustic 
emission TMS in the sense of an average. In this section we 
derive the discrete time transfer function Gp(z) between the 
actual feedrate (input) and the averaged TMS (output). 
In equation (3.5), the TMS generated during drilling 
has been verified to have two sources. For the first part, 
the TMSc is related to the feedrate and the spindle speed. 
Several papers have advocated the applicability of a first 
order model relating cutting force in the turning process 
[12J[17JC18JC19J[22J based on the following equation 
T Fe + Fe = Kv f (3.13) 
where Fe is product of the actual cutting force, the sensor 
gain and the A/D convert gain; f is the feed; Kv is the 
process gain and depends on the depth of cut, the spindle 
speed, properties of the tool and workpiece, and the feed 
itself; and T is the process time constant. By taking 
Laplace transform on both sides, the turning process model 
is given by 







= ( 3. 14) 
(T S + 1) 
the time constant T is proposed to be related to the period 
of spindle speed. Since incremental force increases roughly 
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linearly with undeformed chip thickness, the force increase 
linearly over the duration of first revolution. The time 
constant is given on the basis of the time taken for the 
incremental value [231, i.e., 
T = 0.64 Trev (3.15) 
where Trev is the duration of one revolution. 
Acoustic emission refers to the elastic stress waves 
generated as a result of the rapid release of strain energy 
within a material due to a rearrangement of its internal 
structure. AE based on monitoring has proven that the 
acoustic emission generated from machining process depends 
on the material properties of the workpiece, stress, strain 
rate and volume involved in the process. Similarly, the 
drilling cutting process model can also be given by 
where 
cutting TMS TMS(s) 
Gp( s) = = 
f eedrate Fr(s) 
Kg 
= 
(tc s + 1) 
Kg = gain of plant transfer function; and 
tc = time constant; 
(3.16) 
The gain Kg and time-constant are time-invariant for 
constant cutting conditions. The time constant of the 
cutting process is primarily related to the period of 
spindle revolution. Since the magnitude of acoustic 
emmision signal increases roughly linearly with undeformed 
66 
chip thickness, the acoustic emission will also increase 
linearly over the duration of one revolution. Hence the 
dynamic response can be approximated by first order 
dynamics, on the basis of the time taken for the incremental 
-~ 
acoustic emission to reach (1-e J of its final incremental 
value, i.e .. 
tc = 0.64 Trev (3.17) 










TMSc(k-1) + Kg (1 - e 
T = sampling period. 
Fr(k-1) (3.18) 
By taking z-transform, the equation (3.18) becomes 
TMSc(z) 1 - Be) 
Gc(z) = = Kg (3.19) 
Fr(z) ( z - Be) 
where 
T 
(- -- ) 
tc 
Be = e 
3.6.2 Dynamics of TMSf 
For the second component of TMS in equation (3.11), 
~- !57 
TMSf = Kf W H, it can be derived as 
t ~- !57 
f d(TMSf(t)) = Kf W 
0 
t 




then in discrete time domain, 
1.57 KT 
TMSf(KT) - TMSf((K-l)T) = Kf W f Fr(t) dt (3.21) 
(K-l)T 
by using Forward Retangular Approximation (FRA), 
1.~7 
TMSf(KT~ = TMSf((K-l)T) + Kf W T Fr((K-l)T) (3.22) 
where 
T = sampling period; 
so the transfer function can be simply expressed as: 
t.57 
TMSf (z) Kf W T 
G/(z) = = (3.23) 
Fr(z) z - 1 
From equation (2.24), (3.19), and (3.23), the plant 
transfer function is therefore given by 
Gp(z) = Gc(z) + G/(z) 
1.57 
1 - Be w T 
= Kg + Kf (3.24) 
z - Be z - 1 
Z.17 
note that Kg is equal to Kc W from equation (3.9). 
3.7 Filtering modular dynamics (Gam(z)) 
During machining, a significant amount of the acoustic 
emission siganl is due to chip breaking and the impact of 
the chip on both the workpiece and the cutting tool. 
Acoustic emission signals due to these e.ffects are typically 
large amplitude burst signals compared to the acoustic 
emission generated during normal cutting. Since we do not 
attempt to control the oscillatory components, we have to 
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reject the fluctuating portion of the measured TMS. 
For this purpose, the fast signals of the acoustic 
emission generated due to chip breaking and the impact of 
the chip on both the workpiece and the cutting tool can be 
filtered out using the module set at TMS slow response. In 
such a case, the RMS slow response acts as a low-pass filter 
and would have a relatively low band width. Therefore, the 
TMS slow response would also dominate the whole machining 
process; thus the controlling action becomes very slow 
because of its large time constant dominant pole. Hence the 
modular dynamics can not be ignored. 
For a step change in input amplitude, the output will 
require three times the response time constant to come to 
within 95\ of the ultimate value. The dynamics can be 
approximated as a first order transfer function in 
continuous time domain, ie .. 
where 
TMS(s) 1 
Gam.(s) = = (3.25) 
TMSi(s) Tm S + 1 
TMSi = input signal of module; 
s = Laplace transform operator; and 
Tm = time constant of RMS/TMS Module. 
The transfer function can be converted into Gam(z) in 




1 - e Tm 
Ga.m ( z) = (3.26) 
T 
( -
z - e Tm 
where 
T = sampling period. 
CHAPTER IV 
MODELING OF AE SENSING DYNAMICS 
4.1 Experimental Verification 
In order to develop a model for the cutting process 
with the feedrate command as input and the TMS as output, a 
series of open loop tests were conducted to determine the 
model structure of d·r i 11 ing process. The experiments were 
based on the cutting condition, spindle speed 800 rpm and 
sampling rate 15 hz. The slow response 240ms was chosen for 
RMS/TMS module. The results of open loop simulation are in 
good agreement with experimental result. 
4.1.1 Transfer function of Gc<z> 
As mentioned in chapter 3, the acoustic emission 
increases linearly over the duration of one spindle 
revolution to reach its new value. Hence for a spindle 
speed of 800 rpm, we have 
60 
Trev = = 0.075 sec/rev 
800 
(4.1) 
Therefore, tc = 0.64xTrev = 0.048 sec. Substituting 







Gc(z) = = 
Fr(z) z 
-ta 
= 1.854x10 . , 




z - 0.5 
4.1.2 Transfer function of Gf(z) 
2. t7 
w 0.75 
( 4 • 2 ) 
- 0.25 
as: 
( 4 • 3 ) 
For the cutting condition of the spindle speed set at 
-to 
800 rpm, K£=3.23xl0 volt/rpm inch. Substituting T = 
0.0666/60 min and Kf into equation (3.23), we have 
TMSf (z) 





z - 1 
4.1.3 Dynamics of Filtering Module 
( 4 . 4 ) 
The slow response was set for the experiments, i.e., 




1 - e 240 0.24 
Gam.(z) = = ( 4 . 5 ) 
66.6 z - 0.76 
--- ) 
z - e 240 
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Note that the time constant set for module may not be in the 
form for the drilling process because the chip breaking that 
occurs in drilling can cause random fluctuations in the 
acoustic emission signal. 
4.1.4 Gain of Conditioner and Module 
Due to limitation of diagnostic circuit in the CNC 
milling machine, the measurement allows the computer to 
detect the volatage from O to 0.5 volt from the override 
circuit milling machine. The gains,1 dB, 5 dB and 10 dB 
were selected for the signal conditioner, and 0 dB for 
RHS/TMS module for these experiments. Then the voltage of 
signals from RMS/TMS module and override circuit can be 
collected. 
If the voltage V(t) of input signal for RMS/TMS module 
is amplified by gain Kam, i.e. Kam V(t), and substituted 
into equation (2.6), then the output of signal energy of 
TMS is Kam expressed as: 
2 l AT 2 
TMS = Kam ~-I V(t) dt 
AT o 
4.1.5 Random Noise 
( 4 . 6 ) 
During machining, AE signals due to chip-breaking are 
typically large amplitude burst signals compared to the AE 
signals generated during normal cutting. Each significant 
burst event represents the breaking of a chip. 
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The energy required to form the chip that determines 
the amplitude and noisiness of continuous acoustic emission. 
The burst amplitude of chip breaking is dependent on the 
cross sectional area of the chip and the hardness of the 
material [351. Because of the stochastic nature of the 
machining process the chip size cannot be uniformly 
controlled thus some scatter in chip-breaking frequency 
occurs. The chip-breaking frequency is estimated as a 
function of feed [311. For turning SAE 1018 steel with a 
carbide insert tool, the conclusion of this study (311 shows 
that there is an excellent correlation of measured event 
count rate with the chip-breaking frequency as shown in 
Table VII and figure 22. The event count per sec indicates 
the frequency of chip-breaking. i.e. 
N = Bhz ( 4 . 7 ) 
where 
N = event count rate; and 
Bhz = chip-breaking frequency; 
the chip-breaking frequency data in figure 22 has been 
plotted on log-log paper against the feed and it was found 
that the slope of regression line fitting the experiment ls 
very close to 1.6 as shown in figure 23. Therefore the 
chip-breaking frequency as a function of feed can be 
estimated as: 
~.o 
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Figure 22. Average Event Rate and Estimated 
Chip-Breaking Frequency vs. 
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Figure 23. Plot of Log(Chip-Breaking Frequency) vs. Log(Feed) 
where 
f = instantaneoous feed (in/rev)(Fr/W); and 
Kb = constant dependent on material; 
it has been shown that the energy rate of acoustic emisson 
is correlated to the event count rate (301, 
E = Ce N ( 4 . 9 ) 
where 
E = the rate of energy dissipation; and 
Ce = proportionality constant; 
from equations (4.7), (4.8), and (4.9), the energy rate of 
chip-breaking can be given as 
where 
S.d 
TMSb = E = Ce N = Ce Bhz = Ce Kb f 
s.o s.o 
= Ce Kb (Fr/W) = Kn Fr 
TMSb = energy rate of chip-breaking; and 
-s.o 
Kn = Ce Kb W . I 
-o 
(4.10) 
Kn is observed and approximated to be lxlO volt/(ipm) from 
the previous experiments in this research. 
By ignoring the time constant and using (4.7), the 
transfer function between the TMSb and Fr can be written 
as: 
TMSb(z) o.o 
Gn(z) = = Kn Fr (4.11) 
Fr(z) 
78 
Since the chip-breaking process is of a stochastic 
nature, therefore this process is accompanied with random 
noise. To investigate the effect of the output noise, zero 
mean Gausian random noise W(k) with a standard deviation 0.3 
is mutiplied with the transfer function in equation (4.11). 
4.1.6 Model Summary 
Summarizing equations (4.2), (4.3), (4.4), (4.5) and 
(4.11), the discrete time model of the drilling system 
becomes as shown in figure 24, 
TMS(z) (l.03z-0.55)(z-0.966) 




Kh = 2.88x10 
note that the noise transfer function is not considered in 
the whole plant transfer function in (4.12) since its 
magnitude is not controllable. All the certain aspects in 
metal cutting are represented by a gain Kh and the model is 
deterministic. Model validation is based on the open loop 
response. The AE sensor output signal was predicted by 
simulation and compared with experimental data. 
4.2 Experimental Result and Discussion 
Hodel validation is based on the open loop response. 
The AE sensor output signal was predicted by simulation and 
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Figure 24. Discrete Time Model for the Drilling Process 
00 
0 
compared with experimental data. The overall gain of the 
model was adjusted by matching the predicted and 
experimental data at steady state. 
For a step input of command feedrate, the TMS generated 
during drilling increases as a ramp output. In figure 25, 
Uc= 0.9 volt. The simulation is shown in figure 26. 
For a step change of command feedrate, the acoustic 
emission sensor senses the change of strain rate of 
workpiece and the AE TMS will increase abrubtly. The 
simulation is shown in figure 27. It can be compared with 
the experimental result in figure 12. 
In figures 28, 29, there are four step changes of 
command feedrate for the experiments and simulation. The 
data are very close to each other during the transient 
as well as steady state TMS. In figures 30, 31, there 
are six step changes of command feedrate for the experiments 
and simulation. 
The development model will be utilized for designing 
PIO controllers in Chapter 5. When utilized in the design 
of PID controllers, the model is simulated for the effects 
of cutting conditions upon the system's closed loop 
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Figure 25. Experimental AE TMS output Due to the Step Input of 
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Figure 26. Simulated AE TMS output Due to the Step Input of Command 





















0.000 ___i___ ---L-------1-- _l_ __ ___i__----1._ ________ l __ _j_______! ____ -L------------1-- __ j 
0.0 4.0 8.0 
TIME (SEC) 
Figure 27. Simulated AE TMS output Due to the step Change of Command 
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Figure 28. Experimental AE TMS output Due to Four step changes of 
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Figure 29. Simulated AE TMS Output Due to Four step Changes of 
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Figure 30. Experimental AE TMS output Due to Six Step Changes of 
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Figure 31. Simulated AE TMS output Due to Six step Changes of 





APPLICATIONS TO SYSTEM CONTROL 
5.1 Controller Structure 
PID controller is one of the most widely used 
controllers in the design of control system [331, where PIO 
stands for Proportional-Integral-Derivative control. Figure 
32 shows the block diagram of a continuous-data PIO 
controller acting on an error signal e(t) with a constant 
Kp; the integral control multiplies the integral of e(t) by 
Ki, and the derivative control generates a signal which is 
proportional to the time derivative of the error signal. 
The function of the integral control is to provide the 
action to reduce the steady-state error, whereas the 
derivative control provides an anticipatory action to reduce 
the overshoots in the response. 
In digital control, the proportional control is still 
implemented by a proportional constant Kp. There are many 
ways to implement integration and derivatives digitally 
C331C42JC43J. By approximating the integral term by the 
trapezoidal summation and the derivative term by a two-point 
(backward)difference term form, the PID controller is 
obtained as shown in figure 33. 
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Figure 33. A Digital PIO Controller 
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The overall TMS control loop can be represented as 
shown in figure 34, where Gc(z) denotes the PIO controller, 
whose transfer function can be expressed as: 
z z - 1 
Go(z) = Kp + Ki + Kd ( s. 1) 
z - 1 z 
where 
Kp = proportional gain; 
Ki = integral gain; and 
Kd = derivative gain; 
the PIO controller in equation (5.1) can also be expressed 
as: 
2 
z + DO z + Dl) 
Go(z) = Ko ( s . 2 ) 
2 
z - z 
where 
Ko = Kp+Ki +Kd; 
-2 Kd-Kp 
DO = and 
Kc 
Kd 
Dl = . I 
Kc 
the process of control algorithm design is often to select 
the parameters of the controller to give the close-loop 
system poles at desired locations on the z-plane. With a 
known plant and specified compensator, the effect of varying 
a given parameter of the closed-loop roots may be examined 
TMSref 
+ 








Figure 34. A TMS Feedback Control of Drilling System with 
PID Controller 
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by the conventional root-locus plots. 
In this section, the application of the root-locus 
method will be demonstrated for the design of PIO controller 
with constant damping ratio 0.707 such that there would not 
be an excessive over-shoot response. 
In the s plane we are commonly interested in fixing the 
parameter ( so as to control overshoot and settling time of 
the close-loop control system. Lines of { in the s plane 
are shown in figure 35. The angle is related to the damping 
ratio by 
{ = cos ~ (5.3) 
The damping ratio ~ of a close-loop pole can be 
analytically determined from the location of the 
close loop pole in the z-plane. If the damping ratio of a 
close-loop pole is{, then in the s plane the close-loop 
pole can be given by 
where 
2 ~/2 
s = - { Wn ± j (A)n ( 1 - ( ) 
wn = undamped natural frequency; 
Ta 
since z = e , the corresponding radial location of the 
poles in the z plane is given to be 
R = exp C- ( wn T J 
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Figure 35. Diagram Showing the Constant ( 
loci in the S Plane 
2 S/2 
0 = eun T (1 - { ) ( 5 . 6 ) 
If we solve equation (5.5) for wnT and substitute it 
into equation (5.6), then the radial pole location is a 
function of the angular location and the parameter ( 
-{ 0 
R = exp ( ( 5 . 7 ) 
2 S/2 
( 1 - ( 
This is the equation of a logarithmic spiral, These 
loci for various values are illustrated in figure 36. 
In this drilling process, the characteristic equation 
has the following form: 
1 + F(z) = 0 ( 5 . 8 ) 
where 
F(z) = K Gc(z) Gp(z) Gam.(z); 
note that F(z) is the open-loop pulse transfer function. 
The characteristic equation given by equation (5.8) can be 
written as 
F(z) = -1 ( 5. 9) 
since F(z) is a complex quantity, equation (5.9) can be 
split into two equations by equating first the angles and 
then the magnitudes of the two sides to obtain 
ANGLE CONDITION: 
~ F(z) = ± 180°(2K+l) K = O, 1, 2, (5.10) 
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Figure 36. Diagram Showing the Constant ( loci 
in the Z Plane 
MAGNITUDE CONDITION: 
IFCz>I = 1 (5.11) 
The values of z which fulfill both the angle and the 
magnitude condition are the roots of the characteristic 
equation, or the close-loop poles. 
Since the intersection point P of the root-locus 
and constant damping ratio ( = 0.707 is to be the location 
for the dominant close-loop pole in the upper half of 
z-plane as shown in figure 37, the sum of the angle 
contributions at point P must be± 180°(2K+l), i.e •. 
L Ozk - L 0PK = ± 180°(2K+l) K = O, 1, 2 (5.12) 
Where 
Ozk = the corresponding phase angle of zeros; and 
Opk = the corresponding phase angle of poles; 
since sampling time T is known, it is easy to find the 
undamped natural ratio, and the coordinate at point P. 
If one can select the two zeros of controller so that 
they cancel the undesired two poles of the process, then 
substitute the point P into magnitude condition, the value 
of Kc will be known. 
By knowing three conditions for the PID controller, 
coodinates of two zeros, and the value of Ko, then three 
original unknown Kp, Ki, Kd can be decided, and the 
specification of performance for the drilling process will 
be achieved. 
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Figure 37. Open-Loop Pole-Zero Distribution 
5.2 Simulation of PIO Control 
In this section, a simple method is described for the 
design of PID controller. The process is of type 1: i.e., 
an integrator is included in the drilling process. 
Therefore an integral action should be included in the 
feedback controller to ensure a zero offset error for a ramp 
desired TMS reference input. Figure 38 shows the block 
diagram of the TMS feedback control loop. The model from 
the previous section is utilized in the simulation. 
The root locus plot for varying open loop gain can be 
immediately constructed for the open loop transfer function 
as soon as the zeros and the constant of the PIO are 
selected. 
Based on the pole-zero cancellation principle, the 
two zeros of the PIO controller should cancel the two poles 
of the controlled process at z = 0.6626 and z = 0.76. From 
equation (5.2), 
-2Kd - Kp 
= -1.4226 (5.13) 
Kp + Ki + Kd 
and, 
Kd 
= 0.504 (5.14) 
Kp + Ki + Kd 
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Figure 38. Digital Control of the TMS Feedback 
Control of the Drilling Process 
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Go(z) Gp(z) Gam(z) = 
-2 (z-0.534)(z-0.966) 
2.88xl0 x(Kp+Ki+Kd)x~~~~~~~~~~~~~~~­
z(z-l) (z+0.4226) (z-0.5) (z-1) 
(5.15) 
The open loop transfer function can also be expressed 
as: 
(z - 0.534) (z-0.966) 
Gopen(Z) = Kopen ~~~~~~~~~~~~~~--- (5.16) 
z(z-l) (z+0. 4226) (z-0. 5) (z-1) 
Where 
-2 
Kopen = 2.88xl0 (Kp+Ki+Kc). 
Since damping ratio ( = 0.707 line is desired for the 
close loop control, then we need to find the intersection of 
root locus and ( = 0.707 line to find Wn for the close loop 
pole. 
Substituting sampling time T=0.0666, and (=0.707 into 
equations (5.5) and (5.6), then the close loop pole is 
z = exp(0.0471(-Wn+jWn)) 
= Re + j Im (5.17) 
Where 
Re = exp(-0.0471Wn) cos(0.0471Wn), and 
Im= exp(-0.0471Wn) sin(0.0471Wn). 
From equation (5.16), the intersection point root locus 
and constant damping ratio is to be the location for the 
dominant closed-loop pole in the upper half of z plane and 





ezs. - Ops. - Opz - Opa - Op• = tan + 
Re-0.966 
-s. Im -s. Im -L Im 
tan - 2xtan - tan 
Re - 0.534 Re - 1 Re - 0.25 
-s. Im -s. Im 
tan - tan = 3.141 (180°) (5.18) 
Re Re + 0.4226 
It was found that the value of Re and Im are 0.3126, 0.3223, 
by solving equations (5.17) and (5.18), i.e., the coordinate 
at point P of the close loop is 0.3126 ± j 0.323 as shown in 
figure 39. 
The open loop gain can be determined from the magnitude 
condition in equation (5.11), then 
(z-0.54)(z-0.966) 
Kopen I = 1 (5.19) 
z(z-l)(z-0.25)(z+0.4226)(z-l) 
Substituting close loop pole into equation (5.19), it is 
found that Kopen = 0.233. 
Since the objective of PID control is to keep desired 
TMS ramp output in order to keep feedrate constant. In the 
simulation, Kam is selected to be gain ldB, and the feedrate 
is assumed to be kept at 3.33 ipm, and substituted into 
Kopen, then 
Kp+Ki+Kd = 8.09 (5.20) 
Const .~ [urve 
x : open loop pole 








Figure 39. Root Locus Plot for the Compensated System 
with PIO Controller 
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From equations (5.13),(5.14) and (5.20), the values of 
Kp, Ki and Kd are found to be 3.346, 0.667 and 4.007 
respectively. 
For the controller, which has zeros as above, the 
values of Kp, Ki and Kd were selected to be 3.346, 0.667 
and 4.007 respectively. The TMS feedback control system 
becomes as shown in figure 40 corresponding to the nominal 
case. Simulation results indicate that the PID controller 
does work very well and the output response of TMS follow 
the desired TMSref as shown in figure 41. 
Since the drilling process transfer function is of type 
1, there is a steady state error for the output response of 
TMS if the controller is only proportional controller. The 
response cannot follow the desired TMSref as shown in figure 
42. 
Simulations also show that the PI controller works well 
if the gain of Kd is selected to be zero as shown in figure 
43. However, the amplitude of fluctuating portion PI 
control is still a little larger than that of PIO control. 
This is simply because of the function of derivative control 
of PIO controller to reduce the overshoot. 
The improper choices for the gains of PID controller 
would also lead to undesired output response of TMS. In 
figure 44, if the amplifier gain Kam were selected as a low 
value 0.0112, the response is not satisfactory. 
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Figure 41. Simulated PIO Control with Kp = 3.346, Kl = 0.667 
and Kd = 4.007 
18.0 
0.075 













6.0 1 2.0 
TIME (SEC) 







,,........_ AE TMS 
m 









0.000 ~--~-~---'----A--~----1-- ___ L_~-~----L---'-----' 
0.0 6.0 1 2.0 18.0 
TIME (SEC) 














0. 0 0 0 0 '-""---'-----'---·--'----~--~-..J___-----~-~---'-
0. 0 6.0 12.0 18.0 
TIME (SEC) 
Figure 44. Simulated PIO control for Low Value of Kam= 0.0112 
CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
6.1 Summary and Conclusion 
In this thesis, a theoretical relationship has been 
drawn between the modeling of the drilling process and 
acoustic emisson signals generated. The application of PIO 
control techniques are also utilized to maintain the TMS 
(work rate) at a desired output during drilling under 
variation of cutting conditiops. The drilling process 
considers the cutting processes occurring in the cutting 
edges of the tool and along chip-workpiece interface as 
distinct sources of AE. This work includes development of 
static equation and dynamics modeling of the drilling 
process, application of PIO control algorithm, root locus 
analysis, simulations, and experimentation. This section 
summarizes the results obtained in each chapter and leads us 
to final conclusions. 
In chapter 2, the characteristics of the drilling 
process was introduced based on the structure of the drill 
tool and the mechanics of cutting process. The derivation 
of the drilling process was based on the relationship 
between the feedrate, spindle speed, and the TMS generated 
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during drilling. 
In chapter 3, a static equation of the drilling process 
was derived based on the tool-workpiece interaction of a 
series of experiments. A dynamics modeling of drilling 
process was developed by sensing AE generated during 
drilling. The modeling of the drilling process includes the 
dynamics of cutting TMS between the tool and workpiece and 
frictional TMS between the chips and workpiece. This work 
justifies the assumption that the TMS generated in the 
drilling process can be represented by feedrate and spindle 
speed. 
In chapter 4, the result of experimental work during 
drilling was in good agreement with the simulations. This 
work justifies that the modeling of the drilling process 
using AE can be represented by distinct sources. 
In chapter 5, conventional PIO control based on the 
root locus design was discussed. The simulation work showed 
that the conventional PIO control is effective for the 
drilling process. The control objective of the drilling 
process was to keep the TMS constant by controlling the 
feedrate. To achieve the objective, a desired closed loop 
pole was located in the intersection of root locus and 
constant damping ratio e = 0.707 line. 
Through the study, it was provided that the AE sensor 
can be applied for the control of the drilling process. 
Also, it shows in the simulation that the PIO control 
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techniques can be successfully applied to the TMS feedback 
control of the drilling process. 
Finally it should be pointed out that the PID control 
is simply the simulation as an example applied in the 
drilling process since it is convenient and powerful. 
6.2 Recommendation for future work 
This study has been undertaken to show how AE sensor 
could be utilized to the control of the drilling process. 
Several suggestions for future work are outlined in this 
section as follows: 
1) The drilling process was modeled for the material SAE 
1018 only. Other materials should be also investigated 
and compared. 
2) The drilling process was modeled only for a single layer 
for this research. An extension for multi-material 
sandwich structures should be developed for many cases 
in industry. 
3) Real time PID control for the drilling process should be 
carried out and compared with the simulation for the 
future work. 
4) Adaptive control system or robust controllers should be 
investigated and may be developed for the multi-material 
drilling system. 
5) The tool used for drilling in this research was only a 
specification. The other specifications of drill bit 
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should also be applied for investigation. 
6) The variance in amplitude of the signal from the sensor 
must be minimized. The amplitude of the sensor signal 
decreases as the distance from the drilling location 
increases. A solution is to place the sensor as far 
from the drilling location as is practical to minimize 
the variation of coupling path to each hole. Insertion 
of the AE sensor in the drilling tool is also one 
possible method for future work. 
7) This work can be extended to other types of machine tool 
systems such as turning, milling, grinding, etc. 
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