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Abstract
In industrial NDE it is increasingly common for data acquisition to be automated, driving
a recent substantial increase in the availability of data. The collected data need to be
analysed and currently this is largely done manually by a skilled operator - a rather
painstaking task given how rarely defects occur. Moreover, in automated NDE a region
of an inspected component is typically interrogated several times, be it within a single
data channel due to multiple probe passes, across several channels acquired simultaneously
or over the course of repeated inspections. The systematic combination of these diverse
readings is recognised to oﬀer an opportunity to improve the reliability of the inspection,
for example by enabling noise suppression, but is not achievable in a manual analysis.
Hence there is scope for the inspection reliability to be improved whilst reducing the
time taken for the data analysis by computational means. This thesis describes the
development of a software framework providing a partial automation capability, aligning
then fusing the available experimental data to declare regions of the component defect-free
to a very high probability whilst readily identifying indications, thereby optimising the
use of the operator's time. The framework is designed to be applicable to a wide range
of automated NDE scenarios, but the focus in development has been on two distinct,
industrial inspections: the ultrasonic inspection of power station turbine rotor bores and
the ultrasonic immersion inspection of aerospace turbine disks. Results obtained for
industrial datasets from these two applications convincingly demonstrate the beneﬁts of
using the developed software system.
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φ0 scan start circumferentially
ρ probe angle, in plane normal to z-axis
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θ, r, z cylindrical polar physical coordinates
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Chapter 1
Introduction
1.1 Non-Destructive Evaluation
Non-Destructive Evaluation (NDE), also termed Non-Destructive Testing (NDT), is a
ﬁeld of applied physics and engineering concerned with assessing the structural integrity of
load-bearing components without causing damage. It is not only a ﬁeld of active scientiﬁc
research but also an important area of industrial practice, both for quality assurance
in high-value manufacturing, for example in the aerospace industry, and maintenance
of plant, for instance in power generation. NDE encompasses a wide range of sensing
techniques, from thermography to radar and ultrasonics to radiography [1], and there is
some overlap with the ﬁelds of both medical imaging [2] and remote sensing [3]. The
particular choice of technique is very application speciﬁc, dependent not only on the
material of the component to be examined, but also on the nature of the defects one
wishes to guard against. It can in fact be very advantageous to use more than one sensor
system, with the potential to improve coverage, inspection speed and / or sensitivity.
There are signiﬁcant costs associated with conducting industrial NDE. Staﬀ time, inspec-
tion equipment and consumables, and outage or production time, for mid-manufacture
and in-service inspections respectively, all contribute. Given these costs of inspection,
NDE is only applied where the costs of failure and component replacement are very high,
but the probability of a defect necessitating the replacement of a part is low. For in-
service inspection, if these conditions are not met, a component is likely to be scrapped
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and replaced without inspection at the end of its service life, calculated at the time of
manufacture based on the loads the component is expected to experience during the course
of its use. A materially more eﬃcient approach that also allows extensions beyond the
originally calculated service life is condition-based maintenance where NDE is used to
inform the maintenance schedule. For inspection prior to operation, during manufacture,
NDE can be used to place an upper bound on imperfections present, enabling longer
service life values to be computed, with important implications for operating costs.
Because NDE is important for managing the risk to life, limb and property associated
with highly load-bearing components, in many industries the use of NDE is mandated
by regulation, often in response to a catastrophic failure [4]. Especially the nuclear and
aerospace industries are highly regulated [5]. While ensuring minimum standards such
regulation does limit the ability of industries to adopt new inspection methodologies. Ad-
ditionally, any new approach brings with it risks and initial costs, such as those associated
with re-training staﬀ. Nonetheless, new approaches can bring signiﬁcant beneﬁts, typic-
ally in the form of reduced costs, either due to the inspection itself being less expensive
or an improved inspection allowing the lowering of running costs.
One general inspection approach that industries have been increasingly adopting is the
automation of the data collection in an inspection. Automated inspection essentially in-
volves a mechanical scanning system that moves one or more sensors across the component
systematically, as is explained further in Chapter 2, together with the two examples that
provide the industrial focus of this thesis. The ﬁrst application is an in-service inspection
of a power station component, the second a mid-manufacture inspection of an aerospace
jet engine part. In both cases the component is of forged metal. The NDE technique
that is central to both applications is pulse-echo bulk wave ultrasonic testing (UT) [6].
This is based on using a transducer, typically made of a piezoelectric material, to excite a
high-frequency, low amplitude stress wave in the component via a coupling medium such
as water or gel. This stress wave propagates through the component but interacts with
encountered discontinuities, including defects such as cracks and non-metallic inclusions,
giving rise to waves that travel back to the transducer where they can be detected as a
change in voltage. The time-trace of the transducer voltage is known as an A-scan, and
is the starting point for all bulk wave UT NDE [1].
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1.2 NDE Reliability
As the following sections will explain, one of the ultimate aims of the project was to
improve the reliability of certain NDE inspections. It is therefore worth examining what is
meant by NDE reliability. There are slightly diﬀerent models describing this. Rummel [7]
identiﬁes three components: reproducibility, repeatability, and capability. These broadly
refer to using a suitable equipment calibration, having inspectors follow a well-written
procedure, and the ability of the procedure, in principle, to detect defects of the type
sought, respectively. The Federal Institute for Materials Research and Testing (BAM)
of Germany [8] have proposed a perhaps more comprehensive model, consisting of the
intrinsic capability of the inspection, application parameters and human factors, all linked
by an overarching organisational context within which the inspection takes place. The ﬁrst
term encompasses the physics-based limitations of the inspection, the second variables
such as those describing the defect and processing. The third element relates to all
causes of human imperfection in the role of an inspector, ranging from inexperience to
uncomfortable working conditions and social loaﬁng [9]. In either of the two models, it
is clear that NDE reliability can only be assured if several key components are present
in equal measure, and it is not adequate to rely entirely on the physical ability, perhaps
quantiﬁed statistically, of the chosen NDE technique. Within each of the key elements
of NDE reliability, there are numerous contributions and considerations that may be
adjusted to improve overall performance [10], some of which we will return to in later
sections of this thesis.
1.3 Industrial Background
The author's Engineering Doctorate was directly supported by RWE npower. RWE
npower is one of the major integrated energy companies of the UK. The organisation
has several branches, including a retail company that supplies over ﬁve million residential
and business customers with energy products, and a power generation organisation that
operates numerous coal, gas and biomass power stations [11]. Power station operations
and maintenance services, including NDE, are part of RWE Power International, a fur-
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ther part of the organisational structure. These maintenance services are provided both
to RWE npower's own generation sites and external clients. RWE npower therefore has
signiﬁcant operational NDE experience and an interest in deploying new, improved NDE
techniques [12].
The other industrial sponsors of the project were Rolls-Royce (Aerospace) and Tenaris.
Rolls-Royce is a cutting-edge manufacturer of gas turbine engines, serving civil and de-
fence aerospace, marine and power sectors world wide. Tenaris is a leading manufacturer
of steel tubes and related products for the global energy industry. RWE npower and Rolls-
Royce provided the two speciﬁc applications considered in the project, described further
in Chapter 2. Tenaris did not provide a project application, as the company's high speed
production environments were recognised to be excessively demanding for initial devel-
opment purposes. Instead, the company's involvement was limited to ﬁnancial support,
granted as the project output was envisaged to ﬁnd applications within the company in the
long-term. This large project was completed in close collaboration with another research
student at Imperial College, Trevor Tippetts. While this thesis describes the progress
made by the author in fulﬁlling the above objectives in the context of the RWE npower
application, Tippetts' PhD thesis [13] focuses on the Rolls-Royce application. Section 3.4
explains the division of responsibilities in the project. Key individual contributions are
highlighted and acknowledged throughout the thesis.
1.4 Project Objectives
As will be discussed further in Sections 2.1 & 2.5, while automated NDE has a number
of advantages over conventional, manual testing, it is not a fully mature technology and
brings some new challenges that are yet to be addressed. Speciﬁcally, the increased
availability of testing data can readily become overwhelming, and vast quantities of data
are currently not exploited to the fullest extent possible. This project sought solutions to
some of these challenges, to enable automatic NDE to reach its full potential and facilitate
the further deployment in industry. The overall objective was to improve the inspection
reliability (see Section 1.2) and speed of data analysis for automated NDE inspections,
focussing on data from bulk wave ultrasonic testing. This was to be achieved through the
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design of a piece of software that:
• exploits the inspection data, including historic data from a previous inspection if
available, to the fullest extent possible, especially making use of multiple inspections
of a given component volume
• is as general as possible, capable of handling data from a range of automatic inspec-
tion types and NDE sensors
• applies a detailed understanding of the physics underlying the inspection
• leverages the extensive calculation capabilities of modern computers, but can run
on a relatively standard, stand-alone desktop computer, appropriate for use in an
industrial shop-ﬂoor environment
• identiﬁes and segments regions of the inspected part that are defect free with a very
high probability, whilst ﬂagging up regions that are of questionable integrity
• allows experienced operators to focus on those regions of the inspected part where
their skills are best applied, thereby reducing fatigue and associated human errors
The project also set out to identify recommendations for improving the inspection pro-
cedures to ensure more reliable data acquisition, in the context of the outlined partially
automated data analysis. It should be emphasised that the decision not to aim for a
fully automatic analysis system, such as one based on artiﬁcial intelligence (A.I.) [14,15],
was itself motivated by reliability considerations: such systems are inevitably limited by
the quality of the training data available and a high degree of automation is liable to
encourage excessive trust in the system, negatively aﬀecting overall inspection reliabil-
ity [9]. There are practical reasons for this decision, too, as the limited amount of physics
involved in an A.I. evaluation and the black-box nature of the analysis means that such
systems are unlikely to be adopted by industry, especially given regulatory constraints.
1.5 Thesis Structure
Although the software is meant to be highly general as stated in the preceding project
objectives, necessarily the development work focussed on speciﬁc examples of automated
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NDE, provided by the sponsor companies. Chapter 2 provides details of the two auto-
mated inspections considered: an in-service inspection of a power station turbine rotor, as
used by RWE npower, and the mid-manufacture inspection of an aerospace jet engine disk,
as used by Rolls-Royce. The similarities and diﬀerences between these two inspections
are emphasised, as are the advantages of automated NDE over traditional approaches and
shortcomings of the current procedures.
Chapter 3 gives an overview of the designed software system and explains the division of
responsibilities between Tippetts and the present author. Some of the implementation
challenges faced, and the solutions developed are also described.
In Chapter 4 we consider the approach taken to register, that is align to a common
coordinate system, data from diﬀerent channels in the rotor inspection. A formal data
acquisition model is introduced, and the processing stages of registration are expounded:
feature extraction, feature matching, quantifying the quality of alignment through the
evaluation of error metrics and optimisation. This chapter features some of the author's
contributions to knowledge.
Following the methodology of the preceding chapter, Chapter 5 presents the results of
testing the registration scheme using an industrial dataset.
Chapter 6 describes the development of a novel and highly general framework for the
probabilistic combination of signals acquired in diﬀerent data channels but relating to
the same spatial location in the component. The basic processing stages are data de-
correlation, local data modelling to convert amplitudes to probabilities taking into account
local data statistics, then fusion of the diﬀerent probabilities associated with a spatial
region of interest using a consensus test. This chapter contains the author's primary
claim to novelty and academic merit.
The results of extensively testing the data fusion system of Chapter 6, using data from
both the automated inspection applications considered, are presented in Chapter 7. The
novel fusion is shown to oﬀer dramatic gains in indication detection capability and analysis
reliability over conventional analyses.
Finally, Chapter 8 oﬀers some concluding remarks as well as suggestions for further work.
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Automated Inspection
2.1 Introduction
As mentioned in the preceding chapter, the automation of the data acquisition in indus-
trial NDE is increasingly common. This essentially involves a mechanical scanning system
moving one or more sensors across the component systematically whilst data is collected.
Such automation is attractive to industry as the variability in the data collection is sig-
niﬁcantly reduced compared with manual approaches. The systematic nature of the scan
ensures coverage and consistency across diﬀerent parts, and reduces the scope for human
error to compromise the inspection (see Section 1.2). The higher scanning speeds and
positional accuracy achievable by mechanical means also allow more data to be collec-
ted from a part in less time than in traditional approaches, especially if multiple sensors
are deployed simultaneously. In principle, more data bring the promise of greater defect
sensitivity. Automated inspection also relieves staﬀ of the most tedious work, often in
cramped or otherwise uncomfortable and potentially dangerous environments. Moreover,
compared with manual UT, for example, a complete and permanent (subject to data stor-
age choices) record of the inspection can be obtained, suitable for oﬀ-line analysis, easy
reporting and insurance purposes.
This chapter introduces in detail the two examples of automated inspection that are the
focus of this work. First, we examine the in-service power station rotor bore inspection
used by RWE npower, that serves as this author's main software application. Next we
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consider the mid-manufacture inspection of aerospace engine disks used by Rolls-Royce
that is the focus of Tippetts' work [13]. We then highlight the similarities and diﬀerences
in these inspections, as well as the shortcomings of the current procedures, setting the
scene for this project and subsequent chapters.
2.2 Rotor Bore In-Service Inspection
This inspection relates to the hollow bore found on many of the steam turbine (and gen-
erator) rotors operated by RWE npower - see Fig. 2.1a. These bores were cut out of the
ferritic steel rotors to remove the bulk of the inclusions from the forging-based manufac-
turing process that serve as crack initiation sites when operating at high temperatures and
speeds. Bore sizes vary, but 150mm diameter is typical, stretching the length of the rotor
- around 6m. Despite the bore, any remaining inclusions are most likely to be found in
the region at the centre of the rotor, and machining marks from the boring can themselves
act as crack initiation sites. Possible cracks are furthermore of the greatest concern near
the axis of the rotor as this is where the largest overall tensile stresses occur, taking into
account thermal, centrifugal and residual stress contributions [16]. Cracks tend to be the
result of mechanical fatigue or, in the case of higher pressure turbines, creep and thermal
fatigue [17]. The size and energy of the rotors means failure is catastrophically damaging,
both physically and ﬁnancially, giving rise to an application for NDE.
2.2.1 The scanner
The rotors are inspected during routine major power station outages, approximately every
ten years. The rotors are removed from their housings to allow access to the bore. The
bore surface must be prepared prior to inspection as a hard scale accumulates during
operation which must be removed by blasting or honing [18]. The quality of the surface
ﬁnish may be conﬁrmed by an initial visual inspection of the bore, completed using a
boroscope. Then the rotor bore scanner system made by Phoenix Inspection Systems
Limited [19] is mounted on one end face of the rotor, with the scanner head in the
bore - see Figs. 2.1a & 2.1b. The choice of end, either steam or alternator, varies from
36
2. Automated Inspection
inspection to inspection depending on access opportunities. The scanner head is gradually
withdrawn as the head rotates, the movement being controlled by separate motors, giving
rise to a helical path. The position of the scanner is monitored by encoders. The rod
used to withdraw the probe consists of joined parts and the axial scanning is completed
in sections equal to the length of the rod parts, with the scan sections overlapping slightly
to ensure good coverage.
2.2.2 The scanner head
The scanner head, illustrated in Figs. 2.2a & 2.2b, has two spring-loaded probe pans,
oﬀset by 180◦, that push up against the bore surface. The smooth movement of the probe
pans is facilitated by ball rollers. The probe pan system allows the scanner to ﬁt a range
of bore sizes and follow the bore surface even in bores with slightly changing diameter.
Each sensor is held in position on the probe pans by a spring-loaded holder to further
ensure consistent surface contact. In the standard conﬁguration [20], each probe pan has
two ultrasonic testing (UT) probes with Rexoliter wedges of a shape appropriate to the
bore diameter. Irrigation channels through the wedges ensure the mineral oil couplant is
injected where needed. Two twin-element probes provide normal-to-surface compression
(longitudinal) waves, but focussed to diﬀerent depths. A further two twin-element probes
provide shear (transverse) waves at 60◦ to the surface normal, in a plane normal to the
bore axis, either with or against the direction of scanner rotation. The probes used are
summarised in Table 2.1. One of the probe pans additionally carries a seven-coil eddy
current (EC) array [21] operating at a 360kHz excitation frequency, but only ﬁve coils are
used in practice due to redundancy. Overall this sensor system enables simultaneous data
collection across a total of nine channels (counting the used EC coils separately). The
arrangement of probes eﬀectively only allows for the detection of axial cracks, although
the EC array has some sensitivity to circumferential surface ﬂaws. As the focus of this
work is the data from the volumetric ultrasonic inspection we will not dwell on the eddy
current further.
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Number Name Abbreviation Frequency Details
1 60◦ clockwise shear 60◦-CWS 4MHz Pointing circumferentially, in
direction of head rotation
2 60◦ counter-clockwise shear 60◦-CCWS 4MHz Pointing circumferentially, opposed
to direction of head rotation
3 0◦ short-focus compression 0◦-SFC 5MHz Focussed to 0-15mm depth
4 0◦ far-focus compression 0◦-FFC 5MHz Focussed to 10-60mm depth
Table 2.1: The 4 ultrasonic data channels of a rotor bore inspection, shown with assigned
channel number, abbreviation and details of the probe speciﬁcation..
2.2.3 Data collection
During an inspection, each probe moves over the bore surface along a helical path, but
given the axial and rotational oﬀsets associated with the arrangement of the probes on
the scanner head (as seen in Figs. 2.2a & 2.2b), these helical paths are oﬀset relative to
each other. A visualisation of the paths of two probes is shown in Fig. 2.3. The pitch,
that is the axial increment per revolution, of the scanner helical path is 5mm, and probes
are typically set to acquire 720 A-scans per revolution. Probe signals are sampled at
25MHz, envelope-detected, digitised into 8-bit samples (corresponding to 256 amplitude
levels) and recorded on a computer using Zetec UltraVisionr [22]. The scanner moves at
25◦ per second circumferentially, 0.35mm/s axially [20]. The surface speed of the probe
(for a 150mm diameter bore) is therefore 33mm/s and the scanner has 20ms per surface
sample position during which to acquire data. These ﬁgures are to be compared against
the speed of sound in the component, taken to be 3230m/s and 5900m/s, for shear and
longitudinal waves respectively, and the typical total (full-skip) time of an A-scan of 60μs.
Given the orders of magnitude between the speeds and times it is clear that there will be
no problems due to the fact the scanner does not stop to collect A-scans.
The procedure [18] requires the ultrasonic inspection to only cover a depth of 100mm from
the bore surface. Consequently, there is no expected return signal for any of the ultrasonic
channels (with the exception of the far-focus compression wave channel in the thinner end
regions of the rotor - such as those seen in Fig. 2.1b) if the part is defect-free, as the
radius for which data is collected falls short of the outer features of the rotor. This is
problematic for generally ensuring the quality of the data collected, and also for our data
processing purposes here, as we will discuss in Chapter 3. To help address this problem
the scanner is set up immediately before a bore inspection using a standard calibration
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Figure 2.3: A screen shot of a 3D rendering of the helical motion of two probes during a rotor
bore inspection. Purple and cyan arrows correspond to the shear clockwise and shear counter-
clockwise probes of this inspection, respectively. The helices shown have a 5mm pitch, each
arrow spans 10 A-scan sample locations on the bore surface - a cylinder of 153mm diameter.
Note how the paths of the two probes are oﬀset and interwoven.
block with machined defects for the UT (and EC) probes to detect. The calibration piece
is typically mounted to act as an extension of the rotor, allowing the scanner to continue
directly on to the rotor after set up. Such a test piece is illustrated in Figs. 2.4a & 2.4b,
showing the side-drilled hole UT target reﬂectors. These test defects are used to construct
Distance Amplitude Correction (DAC) curves for all probes to allow the eﬀects of beam
spreading and attenuation to be compensated for [6]. In some inspections this DAC is
integrated into the data recording, by the application of Time Corrected Gain (TCG).
The gain settings used to construct suitable DACs (taking into account on-screen height
of the observed signal according to [18]) from the calibration scan are then supplemented
with a further 6dB of gain when moving the scanner to the rotor bore, in the hope of
compensating for example for any loss of coupling going from one surface to the other.
The data acquisition on the rotor itself, henceforth known as the main scan, as opposed
to calibration scan, then proceeds.
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2.2.4 Current data analysis
The current data analysis is based on investigating all ultrasonic signals that fall at or
above the DACs set from the calibration scan [18]. Such signals are to be investigated
by an examination of the echo dynamics (i.e. the way the A-scans change as the probe
passes over the responsible reﬂector), either within the originally saved data or possibly
by revisiting the responsible section of the bore for a second, higher resolution scan. Such
methods should permit indications to be classiﬁed. Indications of a measurable spatial
extent should then be sized using a sizing technique appropriate to the determined ﬂaw
type [24] and recorded. The gathered information is then used by fracture mechanics and
component liﬁng experts to sentence the part on behalf of the station manager who is
responsible for the overall plant safety and accountable to the Health and Safety Executive
(HSE). Rotor rejections are very rare. The author is aware of only one RWE npower rotor
scan after which signiﬁcant remedial work was required, and the responsible defect in that
case was a large surface-breaking crack that could readily have been identiﬁed from just
a visual inspection.
2.3 Turbine Disk Mid-Manufacture Inspection
This inspection concerns the inspection of titanium aerospace jet engine disk forgings,
as used at Rolls-Royce. The integrity of disks is essential to the safety of jet engines
because the kinetic energy of a disk when the engine is under load is so high that failure
containment by the engine housing is impossible. Given access constraints in an assembled
engine, disks are only inspected during manufacture and then assigned a service life, after
which the part is replaced. The inspection therefore seeks to identify tiny inclusions
or similar imperfections in the disk that could serve as crack initiation sites and then
lead to failure before the end of the calculated service life. Because the ﬁnal shape of
these disks is extremely complicated, including for instance slots to hold blades along the
outer circumference, disks are inspected in a mid-manufacture stage when the disk has
a rectilinear cross-section. A photograph of a typical disk is shown in Fig. 2.5a, next to
the disk cross-section in Fig. 2.5b. The relatively simple shape, at least compared with
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the ﬁnal product, greatly simpliﬁes the inspection as there are fewer interfering reﬂection
and diﬀraction eﬀects. However, such an inspection is wasteful in the sense that regions
of the inspected part will be machined away in later manufacturing stages so the presence
of defects in those regions is largely irrelevant. As this inspection is the focus of Tippetts'
thesis [13], only a shortened description is provided here.
2.3.1 The scanner & data collection
The disks are inspected in a water-ﬁlled immersion tank system built by ScanMaster [25].
A disk is lifted onto a turntable that then spins whilst a manipulator arm above moves a
single ultrasonic probe in a radial plane. The scanner is shown in Figs. 2.6a & 2.6b. The
probe is moved to scan each surface of the disk rectilinear cross-section (see Fig. 2.5b) in
turn, with the probe taking an axial and / or radial step after every turntable revolution.
In fact each surface is scanned three times; normal to surface, and at +5◦ and−5◦ to the
surface normal, in a radial plane. Half-way through the inspection, the disk is manually
ﬂipped over to allow access to the other side of the disk. The manipulator is set-up to
maintain a constant water path to the component surface, such that the focus of the
5MHz focussed probe lies just beneath that surface. Note that refraction and possible
mode-conversions must be considered in such situations, although in practice the refracted
longitudinal (compression) wave is by far the most signiﬁcant [13]. This travels at around
6170m/s in the titanium forging.
Before the start of the disk scan, the probe is calibrated using a set of ﬂat-bottom hole
test pieces down the side of the tank, seen in Fig. 2.6b. A Distance Amplitude Correction
(DAC) is computed and this is then applied in hardware, so that all recorded data already
include a compensation for beam spreading and attenuation.
2.3.2 Current data analysis
Given the DAC applied in the data acquisition, a global amplitude threshold, set at−18dB
down from the ﬂat-bottom hole calibration, is applied. Any signal that reaches or exceeds
this threshold is investigated manually - in practice the scanning system will usually be
set up to stop when this happens, requiring the immediate attention of a human operator.
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Unfortunately, this threshold may be tripped quite frequently as the scan is complicated
by spurious high amplitude signals. Such signals can be the result of microstructural
noise, given that these titanium parts tend to contain neighbourhoods of large, closely
aligned grains [26, 27], and surface machining imperfections, for example. Real defects,
inclusions of the sort the inspection is designed to guard against, are extremely rare, but
a signiﬁcant number of disks do not pass the inspection and at least need some further
work prior to further manufacturing stages.
The Rolls-Royce inspection system does have the beneﬁt of several seeded defect disks,
containing realistic defects after having been forged from contaminated billet. These may
be used to test detection performance, both of current systems, and of the software system
described in this thesis. Speciﬁcally, data from the seeded defect disk 5 is used as the
basis for Tippetts' results, some of which are reproduced in Section 7. The two known
indications examined there are indicated in Fig. 2.5b. This ﬁgure also reveals how the
described amplitude threshold detection system only identiﬁes the known indications in a
small fraction of the available scans that had the opportunity to detect at those locations.
2.4 Similarities and Diﬀerences
Comparing and contrasting the two automated inspections of Sections 2.2 & 2.3, it is
clear that there are both interesting similarities as well as striking diﬀerences. Both
are ultrasonic, volumetric inspections that feature multiple interrogations of the sample
volume. However, in the case of the rotor bore inspection, four diﬀerent UT probes
are used, providing four distinct data channels, while the disk inspection uses a single
probe, providing many scans, identiﬁed by the surface insoniﬁed and the probe angle to
the surface normal. The number of views of a given sample can be very high for the disk
inspection, higher than ever achievable in the case of the rotor bore, and the range of view
angles is also higher for the disk inspection. The fact the rotor bore inspection is an in-
service inspection means that the possibility of a comparison with a past scan exists. On
the other hand, RWE npower only examines a few rotor bores a year, whilst Rolls-Royce
has hundreds of disks to work through in that time, potentially allowing for a population-
based analysis. Both data acquisitions have signiﬁcant but diﬀering complicating factors.
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For example the rotor bore inspection is exposed to coupling problems, especially as
gravity in fact causes the couplant to run and pool at the bottom-most section of the
bore, whilst the disk inspection is sensitive to how the sound water path is accounted for.
From a data processing perspective, in both cases the collected datasets are vast. For
example, in just one set of rotor bore main scan data ﬁles, originating from just a 50cm
axial bore section, there are over 2.9 × 105 A-scans, 3.8 × 108 saved amplitude samples,
corresponding to 2.8GB of data (if saved as uncompressed 8-bit samples). However, the
data of the rotor bore is conveniently broken down into axial sections (around 50cm long),
meaning that the volume of data to be considered at once is not as great as for the disk
inspection. Moreover, because all data relating to a given axial stretch of the bore is
collected at once, it might be conceivable to fully process some of the data whilst the data
acquisition is still ongoing. It is unlikely that such a scheme could ever be implemented
for the disk inspection given the sequence in which scans are collected. On the other hand
in the rotor bore inspection only the signal envelopes are saved, whilst the disk inspection
system saves full RF (Radio Frequency) signals, which is very advantageous should one
wish to use frequency-domain processing techniques.
2.5 Shortcomings
The two automated inspections of Sections 2.2 & 2.3 also both have signiﬁcant shortcom-
ings, even though automation of the inspection brings numerous advantages, as seen in the
chapter introduction. The data volumes collected are truly overwhelming, containing mil-
lions of A-scans, exceeding anything a human operator could look through in its entirety.
The set amplitude thresholds used for detection purposes in both inspections are arbitrary
in the sense that they are based on idealised target reﬂectors, and it is unlikely that any
real defect would resemble one of these. Moreover, such thresholds are unable to take into
account variations in the microstructural noise across a component, strong return signals
from the vicinity of geometric component features, or the ampliﬁcation of electronic noise
due to higher eﬀective gain at greater A-scan depths. Related to this, the high number
of false calls experienced due to signals exceeding the set amplitude threshold slows down
the inspection considerably, and is draining for a human operator to deal with. Lowering
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the amplitude threshold used for detection to enable the detection of smaller indications,
and hence for instance longer service life ratings or maintenance intervals, would make
the number of false calls too high to manage. The procedure for assessing signals exceed-
ing the threshold is also less than systematic and distinctly subjective. No meaningful
attempt to consider signals from diﬀerent scans or channels simultaneously is made, even
when these relate to the same sample volume. In the case of the rotor bore inspection,
available past inspections will only ever be incorporated in the analysis in a qualitative
sense, by the inspectors reviewing the previous inspection report. Furthermore, humans
are fundamentally poor at assessing random behaviour and correlations [28], comprom-
ising both the assessment of signals in high noise environments and across channels, if
this were attempted. Overall these shortcomings mean that the inspection reliability is
at the very least not as good as it could be given the available data. The software system
described in this thesis seeks to address all the identiﬁed problems to allow automated
inspection to reach its full potential.
2.6 Summary
This chapter has presented details of both the two automated inspections that are used as
example applications in this work. Similarities and diﬀerences between the two have been
assessed, and shortcomings in the current data analysis procedures have been highlighted.
Together with the advantages of automated inspection outlined in Section 2.1, these
shortcomings provide the the motivation for the project, feeding into the project objectives
outlined in Section 1.4. Undoubtedly there is signiﬁcant scope for the inspection to be
improved using a partially automated data analysis system. Given the large number of
available scans or channels, the wide range of view angles into component regions, the
point-like nature of the defects sought, the relatively high false call rate currently and large
number of similar inspections, especially the disk inspection application is considered to
hold great potential for computational enhancement. In the next chapter we consider the
implementation of the data analysis software.
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Chapter 3
Software Approach
3.1 Introduction
Following on from the project objectives of Chapter 1 and the description in Chapter 2
of the applications focussed on in this thesis, this chapter gives the ﬁrst details of the
methodology used. The focus here is on implementation tools, whereas later chapters
(speciﬁcally Chapters 4 & 6) focus on the science and application, oﬀering few imple-
mentation details.
First, some of the computing and programming challenges are highlighted. The key
operations in the execution of the program are detailed. Then the broad, overall structure
of the software and the division of responsibilities between the author and his colleague,
Tippetts [13], is outlined. This is followed by an explanation of speciﬁc tools used to
address the identiﬁed computing challenges. Finally, an insight is provided into the current
program's practical use.
3.2 Challenges
There are some considerable software design and computing challenges associated with
the project which have to be overcome. From a software engineering perspective, the
program should be as general, ﬂexible and extensible as practically possible to allow
the software to operate on data from a range of inspections. The code also has to be
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organised in a modular manner to allow cooperative working, given Tippetts' and the
author's collaboration, to permit each contributor to work independently and have well-
deﬁned responsibilities. From a computing point of view, most of the challenges are
associated with the limited computing hardware available - by design, as for the software
to be useful in industry it needs to be able to run on a stand-alone, relatively standard
if perhaps high-speciﬁcation, machine. So while for instance high performance, cluster
computing facilities are available, a reliance on these would undermine the likelihood of
the software ever being adopted - see also the project objectives of Section 1.4. Instead,
the computer described in Section 3.2.1 was used. The major computing hurdles then
concern both the data and calculation volumes. The ﬁrst is signiﬁcant, as when dealing
with the data saved by automatic NDE systems such as those of the previous chapter, it
is not unusual for even a single scan or channel ﬁle to be multiple Gigabytes in size, such
that the quantity of available RAM memory is rapidly exceeded just trying to open one or
two ﬁles. Calculation volumes are a concern as some of the computations explained in the
later chapters are of considerable complexity, placing signiﬁcant strain on CPU resources.
This situation is compounded by the demands placed on the memory, limiting the ability
to, for instance, store intermediate results to reduce the required processing. Moreover, to
be practically usable in industry, the computing time must be compatible with the data
acquisition time and not result in many hours of waiting for staﬀ or components.
3.2.1 Speciﬁcations of computer
The speciﬁcations of the computer that all calculations were performed on are detailed
below.
• 2.83GHz Intelr CoreTMQuad 2 CPU (Central Processing Unit)
• 8GB RAM (Random Access Memory)
• 500GB SSD (Solid State Drive)
• 1TB HDD (Hard Disk Drive)
• 64-bit WindowsTM7 Professional OS (Operating System)
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The computer was a state-of-the-art PC in early 2010 - the SSD was a later upgrade,
elaborated on in Section 3.5.2. Note the choice of OS type was based on what might
be used in an industrial (rather than academic) setting, and the 64-bit architecture was
critical for using larger quantities of RAM.
3.3 Key Software
Python [29,30] was chosen as the primary programming language. This choice was guided
by several considerations:
• Python is designed for Object Oriented Programming [31], which means it uses
concepts such as class inheritance and variable encapsulation to structure code,
making it very suited to collaborative work on a large program.
• It is a high-level, user-friendly language, allowing rapid prototyping and testing, for
eﬃcient development.
• It is open-source, meaning that a stand-alone program for industrial use can be
developed, that essentially all code can be examined and ﬁxed by the user, and that
an extensive user community can be consulted for help.
• The language has an extensive set of available software libraries, and also lends
itself well to linking in code written in other languages, for instance for speed-
optimisation.
• Tippetts was already an experienced Python user.
The key software packages, all included in the chosen Python distribution (provided by
Enthought [32]), are listed here:
• NumPyTM, for array-based computations [33]
• SciPyTM, for additional scientiﬁc functions [34]
• PyTables, for handling large data ﬁles [35]
53
3. Software Approach
• Matplotlib, for producing 2D plots [36]
• Mayavi, for generating 3D renderings [37]
3.4 Software Structure
Tippetts [13] devised and implemented a software structure which would both allow the
program to be ﬂexible and extensible, and facilitate close cooperation, with minimal
interference and duplication. The structure chosen consists of a network of so-called
Operators, quite self-contained units of code with speciﬁc tasks and consistent interfaces.
The Operators interact though a directed network: each exposes its available outputs to
the downstream Operators for them to request as an input to their own calculations. The
network can readily be adapted and extended, providing the necessary code ﬂexibility and
growth-potential: for example, if a further data channel becomes available, this typically
just calls for a few extra Operators to be added and linked in appropriately. Moreover, the
nature of Operators means that they can readily be developed by diﬀerent people, interact
eﬃciently and, in places be substituted for each other to handle processing speciﬁc to a
given application. A further description of the network and example network illustrations
representative of the overall program developed are to be found in Appendix A.
The close collaboration between Tippetts and the author was further enabled by the use
of a shared code repository, as well as code testing and integration tools. However, a clear
division of responsibilities, detailed next, remained central throughout.
3.4.1 Basic operations and division of responsibilities
At the highest level the processing can broadly be split into registration, aligning diﬀerent
data channels to a common coordinate system, followed by data fusion and detection,
combining diﬀerent signals to assess the probability of a location in the component being
worthy of further investigation. Registration for the rotor bore and disk inspections is
described in Chapter 4 and Tippetts' thesis [13], respectively. The data fusion system is
developed in Chapter 6. The agreed allocation of responsibilities between Tippetts and
the author is described next, interwoven with a basic, linearised overview of the processing
54
3. Software Approach
stages involved in the program. A schematic summary of the division of responsibilities
is provided in Fig. 3.1, based on a simpliﬁed representation of the program's data ﬂows.
Raw data access
First the original data, as saved by the current inspection equipment, must be accessed,
and converted into a universal format. Given the proprietary nature of the software
used to record the data, and the commercial concerns of the involved inspection software
companies, this was found to be a painstaking task, and necessarily very application
speciﬁc. Therefore Tippetts and the author each developed their own Operators for this
task.
Data pre-processing
In both considered applications some initial processing is required. In the case of the
rotor bore scan this includes gating to eliminate the probe ring-down at the start of A-
scans - see Fig. 3.2. For the disk inspection this stage is more involved, featuring gating,
re-sampling and envelope detection of the data. Consequently, Operators for these tasks
had to be developed separately by Tippetts and the author.
Data acquisition model
A parametric data acquisition model, describing the coordinate system of the captured
data, is established. This is again rather application speciﬁc, so was developed separately
for both applications of Chapter 2. A comprehensive description of this model for the
rotor bore inspection is provided in Section 4.2, while the equivalent for the disk inspection
features in [13].
Feature extraction
As will be described extensively in Section 4.3, feature extraction is a critical part of
registration. Signals from signiﬁcant geometric reﬂectors are identiﬁed to line up diﬀerent
data channels with. Unfortunately, the features that can be used for registration in the
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Data pre-processing
Data acquisition model
Feature extraction
Metric evaluation
Optimisation
Data fusion
& detection
Application of registration
& collection of results
Raw data access
Figure 3.1: Schematic diagram of the approximate data ﬂows, indicated by arrows, though the
main processing stages of the software, shown as boxes. The box colours indicate the breakdown
of responsibilities between the author and his colleague, Tippetts. Turquoise shading identiﬁes
software modules that were predominantly developed independently by both, speciﬁc to the
applications considered. Tippetts had sole responsibility for the registration optimisation, shown
in blue. The present author in turn had sole responsibility for the fusion and detection module,
shown in red. Both parties contributed to the purple metrics module. The data fusion and
detection is shown parallel to the registration processing as computationally these two sides of
the software are independent. Diagram adapted from equivalent used by Tippetts [13].
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Figure 3.2: An A-scan from the clockwise shear channel of a calibration scan. This particular
A-scan features a strong reﬂection from one of the side-drilled calibration piece targets at around
t = 175, and only the ﬁrst 300 points are shown. The vertical grey line marks the gate applied
to eliminate the tail of cross-talk between the twin crystals on the probe visible here near t = 0.
The extent of this unwanted part of the signal varies depending on how the trigger on the data
recording is set up. Note the absence of a front-wall reﬂection, due to the arrangement of the
angled probe.
two applications diﬀer signiﬁcantly, so this is a further type of Operator for which two
distinct versions were produced.
Registration metric evaluation
Registration error metrics must be computed to quantify the quality of the alignment
between features of diﬀerent channels, so that the ﬁt may be improved by optimising the
metric value. As the signals extracted by the feature extraction in the two applications
are of the same data format, this Operator was jointly developed, with inputs from both
Tippetts and the author.
Registration optimisation
The optimisation that is used to align data channels by the minimisation of the registration
error metrics was developed exclusively by Tippetts - see [13] for details. This Operator
is highly general and could be used without modiﬁcation to help process data from other
automated inspections, too.
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Data fusion and detection
The data fusion and detection framework for the combination and evaluation of multiple
signals once registration has been completed was developed by the present author and
is described in Chapter 6. While probably not quite as general as the optimisation, this
module is applicable to a very wide range of data inputs, so could readily be used to help
process data from other examples of automatic NDE.
General note
It is clear that all the Operators for which two versions were developed, one for each
of the two applications, are signiﬁcantly application dependent. That the diﬀerences
in the two applications proved to be so extensive, limiting the amount of code used
by both signiﬁcantly, is unfortunate, but does mean that the ﬂexibility of the program
network structure has been tested. Moreover, if the capability to process data from
a further inspection type were desired, there is a reasonable chance that some helpful
commonality with one of the current applications could be identiﬁed, allowing application-
speciﬁc sections of the code to be generalised and reused.
3.5 Data Handling
Having in Section 3.4 examined the approach taken to tackle the software engineering
challenges of the project, in this section the key tools for addressing the computational
hurdles identiﬁed in Section 3.2 are described.
3.5.1 On-demand evaluation
Because after the initialisation of the Operator network described in the last section the
Operators only calculate requested outputs, this corresponds to an eﬃcient, demand-
based, lazy evaluation scheme [38]. Such a scheme can radically reduce the number of
unnecessary calculations. This scheme is supported by a caching capability, also imple-
mented by Tippetts [13], that ensures that if the same Operator output is called for twice,
the second time the previously computed answer can be recovered from memory. As such,
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this evaluation scheme helps to address the challenge of the processor load, at the cost of
some memory for the cached intermediate outputs.
3.5.2 Solid state drive
As indicated in Section 3.2.1, the computer was upgraded with a large solid state drive
(SSD) to help tackle the data access and memory problems. SSDs have only in recent years
become available in large capacities and at reasonable cost. Compared with conventional
hard disk drives (HDDs), they oﬀer extremely fast and consistent data access, related to
the fact that there are no moving parts [39], and even experience only negligible slow-down
if accessed by more than one process at a time, ideal for parallelised operations. In modern
high-performance computers, SSDs are usually set up to hold OS ﬁles, to help boost start
up and shut-down times. However, in this project the SSD is used to store intermediate
data ﬁles, elaborated on in the next section, from the developed program. Thus the SSD
provides a means of storing huge quantities of data in a very rapidly accessible manner,
providing an ideal compromise between the large capacity but slow data access of an HDD
and the limited size but very high data access speeds of the available RAM, and reducing
the demands placed on HDD access and RAM capacity.
Additionally, this author placed his computer's Windows page ﬁle on the SSD, moving
it from the HDD. The page ﬁle is broadly used as an overﬂow from RAM, allowing the
virtual memory available to be increased as underused data from RAM is set aside in this
special system ﬁle. Unfortunately, running out of physical RAM, as is likely to happen
occasionally working on a data-intensive project such as this regardless of precautions
taken, given the presence of other processes on the computer, is usually likely to cause
the computer to seize up. The reason is that thrashing occurs, where the computer has
to rapidly dump large quantities of data to the page ﬁle, and this process is limited by the
slow disk access of the HDD [40]. Placing the page ﬁle on the SSD means that this problem
is essentially eliminated, even when the used memory substantially exceeds the physical
RAM installed. This is therefore very helpful in addressing the memory challenges of the
project, and provides an eﬃcient alternative to installing very much more RAM.
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3.5.3 Eﬃcient intermediate ﬁles
To complement the eﬃcient solid state disk storage described in the last section, an ef-
ﬁcient format for storing intermediate outputs was required. The ﬂexible and powerful
HDF5 ﬁle format was chosen [41]. In the implementation by the author, this is accessed
through the library PyTables [35], oﬀering some further advanced tools and enhancements.
Speciﬁcally, the data is compressed and decompressed on the ﬂy using a novel compres-
sion algorithm designed for rapid compression and decompression, rather than just a high
compression ratio, providing the means to accelerate memory-limited processes. Mak-
ing adjustments to the intermediate ﬁle format has been shown to dramatically aﬀect
overall program performance, and a limited optimisation of the settings was completed.
Thus the careful choice of the intermediate data ﬁle format further helps to address the
computational challenges of the project.
3.5.4 Custom array structures
Further to the Operator-based demand-driven computation and the eﬃcient intermediate
ﬁle format already described, the author designed and implemented several custom array-
like data structures. These fake arrays all behave externally as standard arrays, and can
be indexed as expected for a normal data array, but internally do not contain merely a set
of values, held in RAM. Furthermore, these objects (in an Object Oriented Programming
[31] sense) may be used together and nested, to produce more complex structures. They
also can be thought of as providing the link between the three coordinate systems to
consider:
1. A 2D index-space representation of the data, recorded directly as a sequence of 1D
A-scans, giving essentially no positional information.
2. A 3D index-space representation of the data which is obtained by rearranging the 2D
data taking into account the periodicity of the scan. For the case of the rotor bore
inspection this involves cutting the 2D sequence of A-scans into strips corresponding
to the A-scans acquired during a single probe revolution, then stacking these. The
indices used are denoted by (t,u,v), relating to A-scan time (quasi-radial), probe
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Figure 3.3: An illustration of how the physically wrapped data volume is unwrapped in index
space by introducing a cut parallel to the component / data axis. The indices used are (t,u,v),
relating to A-scan time (quasi-radial), probe circumferential and axial positions, respectively. In
(a) the wrapped array is presented, similar to the physical data collection for an axi-symmetric
component (such as the rotor bore and jet engine disk). In (b) the corresponding cuboid, rep-
resenting a conventional 3D data array, is shown, having split (a) along the cut plane indicated.
circumferential and axial positions, respectively. This coordinate system allows
spatial proximity within a dataset to be easily assessed, as nearest neighbours in
index space correspond to nearest neighbours in physical space - the exception to
this being data points physically adjacent but split across the cut introduced to
unwrap the data from the 2D index-space format. This point is illustrated in Fig.
3.3 and elaborated on later in this section.
3. A physical, spatial coordinate system, speciﬁed in terms of Cartesian or cylindrical
polar coordinates. This coordinate system is built up from a data acquisition model
(see Section 4.2), and provides the link to the inspected component, as well as the
means to compute physical distances between data points.
Three key types of the custom array structures are explained below.
HDF5 container
This structure is essential for the programmatically elegant use of the intermediate HDF5
ﬁles. It acts as a wrapper for the intermediate ﬁle on disk, handling all data access issues
internally when indexed. Therefore it is possible to pass around a vast array that behaves
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exactly as if it were held in RAM, when in fact the underlying data is entirely inside a
linked HDF5 ﬁle on the SSD. This therefore allows RAM use to be conserved.
On-demand array
This structure oﬀers a lower-level, demand-based, lazy evaluation [38] scheme to the
Operator -based scheme described in Section 3.5.1. In a manner similar to the HDF5
container structure, this object computes the output called for at the time of indexing.
Therefore while the structure may appear to be a vast array, it in fact only contains a
function with inputs, necessary for computing any requested elements. This is again very
memory saving, and critical for much of the processing. Speciﬁcally, the challenge of the
data volumes is made several times worse by the fact that for much of the processing the
coordinate 3D locations of the data must be considered. In a naïve implementation, these
coordinate values would require at least three times the memory of the raw amplitude
data - and as even just the raw data can readily exceed the available memory, the coordin-
ate data would be completely overwhelming. Instead the forward mapping of the data
acquisition model of the next chapter (Section 4.2) is implemented eﬃciently through this
array structure, minimising both the processor and memory loads.
Wrapped array
As mentioned and illustrated in Fig. 3.3, placing the data for either of the two inspections
considered into 3D index representation involves introducing a cut parallel to the com-
ponent axis through the data. This is not in general accounted for in the 3D data array.
A simple but very ineﬃcient solution would be to pad the 3D data array in the circum-
ferential direction across the cut with a copy of the data physically found across the cut.
A much more elegant way to incorporate the physical wrapping into the representation
is oﬀered by a custom array structure. When indexed, this performs calculations on the
provided indices before actually accessing the underlying array (which is itself likely to
be fake). It thereby becomes possible to index chunks of data that lie across the intro-
duced cut. Moreover, the data structure can handle both helical and circular wrapping,
appropriate for the rotor bore and disk inspection applications, respectively.
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3.5.5 Chunk-wise processing
The motivation for this processing approach is to allow computations on full, massive
arrays (which are likely in fact to be fake, i.e. of the form described in Section 3.5.4) to
be completed without running out of RAM. The most natural way to achieve this is to
break the computations down into chunks, here termed subsets, processed sequentially [42].
This is precisely what has been implemented for various key calculations of the program,
in places directly integrating with the custom array structures of the preceding section.
While a small processor penalty is incurred, this is more than outweighed in practical use
by the reduction in memory required.
3.5.6 Structured interpolation
The need to be able to evaluate the amplitude ﬁeld speciﬁed by the very large data and
coordinate arrays at arbitrary locations is a particular processing challenge, even if the
basic memory problems have been dealt with using the above tools. This is related to the
fact the acquired samples describing the amplitude ﬁeld do not lie on a regular spatial grid,
due to the complex inspection geometry (see Section 4.2). The evaluation of such ﬁelds
at arbitrary target locations must usually be handled using sparse interpolation, requir-
ing extensive computationally demanding triangulation. Yet interpolation is of critical
importance both for the registration processing (see Chapter 4) and the data subtrac-
tion that may feature in the later data fusion processing (see Section 6.2). The solution
adopted, pioneered here by Tippetts [13], is to exploit the inverse mapping of the data ac-
quisition model (see Section 4.2) to obtain 3D ﬂoating value indices for the target physical
coordinate locations, and then apply a function for structured, spline-based interpolation
provided by the SciPy [34] library. This approach is very eﬃcient computationally, and
circumvents the need to resort to hardware accelerated approaches [43, 44].
3.6 Practical Use
The top level of the code used to set up the network of Operators (see Section 3.4) is
currently quite separate for the two applications of the preceding chapter, though some
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further integration between the work of Tippetts and the author could be achieved there.
However, at least for within the rotor bore application, the program at that level is
very general and capable of automatically conﬁguring the required Operator network
for a wide range of circumstances based on only a minimum of inputs, as all control
parameters have default values. Certain advanced testing does necessitate some lower
level conﬁguration to access hidden options, but once the network is initialised, itself
involving some preliminary calculations, any output may be called for from any Operator,
launching the main calculations. For example, the registration optimisation results of
Chapter 5 merely required the optimisation Operator to be identiﬁed and the optimisation
output to be called for.
It should be emphasised that at this stage even this top level is not suitable for anyone but
an expert and software developer to use. Therefore, for any kind of industrial use at least
this top-most level, and the presentation of the ﬁnal outputs, would need to be wrapped in
a user-friendly graphical user interface (GUI). Other important implementation work that
would need to be completed to facilitate industrial trials in practice includes a revision of
the raw data ﬁle access, as for both applications this involves more manual intervention
than would be acceptable in an industrial setting. This may also be aided by partial
integration with the software currently used for data acquisition, or cooperation with the
company oﬀering that program. Additional speed optimisation would also be important
in practice. Furthermore, it might be desirable to also implement a set of rapid, basic
checks to be completed on the uploaded data prior to more advanced calculations. This
would give an inspector immediate feedback on the quality of the data acquired, ensuring
that no re-scan, for instance due to a loss of coupling, is required. In the presence of
such initial feedback it is likely that the time the computations could be permitted to
take in a practical, industrial setting would be increased, to the extent that an overnight
calculation may well become permissible.
3.7 Summary
This chapter has set the scene for more detailed explanation of the calculations in sub-
sequent chapters, and has described the key software engineering and computing chal-
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lenges to be addressed in this project. An overview of the main processing stages to
be completed has been presented, highlighting the division of responsibilities between
Tippetts and the author. The developed tools for overcoming the identiﬁed main imple-
mentation challenges have been detailed, and a description of both current and potential
practical use has been oﬀered. Next we turn our attention to the speciﬁcs of the data
registration.
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Chapter 4
Registration
4.1 Introduction
As described in Chapter 2, it is nowadays common for multiple data channels or scans to
be acquired during an automated NDE inspection. For example, the rotor bore inspection
that is the focus of this thesis features four ultrasonic data channels. For convenience these
are summarised in Table 4.1. It should be emphasised that for our purposes these are all
of diﬀerent modalities - deﬁning channels to be of diﬀerent modalities not only if they are
based on diﬀerent physical phenomena (e.g. pulse-echo ultrasonics vs. eddy current), but
more broadly if any element of the acquisition hardware set-up is diﬀerent, for instance
due to a diﬀerent probe angle. This chapter examines the alignment of the available data
channels to a common coordinate system. This processing step, known as registration, is
essential for any subsequent comparison or combination of data from diﬀerent channels in
a joint analysis as it facilitates spatial association across channels. While much of the work
presented is relevant to a range of applications, we focus on the rotor bore application.
An equivalent analysis for the disk inspection is provided by Tippetts in his thesis [13].
In broad practical terms we need to be able to identify the recorded amplitudes across
all channels relating to any given spatial location. For this we need to mathematically
describe where physically the amplitude samples originate from. The model used will be
characterised by a set of parameters in each channel. These parameters are of uncertain
values and are only meaningful relative to each other in the same coordinate system -
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Number Name Abbreviation
1 60◦ clockwise shear 60◦-CWS
2 60◦ counter-clockwise shear 60◦-CCWS
3 0◦ short-focus compression 0◦-SFC
4 0◦ far-focus compression 0◦-FFC
Table 4.1: Summary of the 4 ultrasonic data channels of a rotor bore inspection, together with
assigned channel number and abbreviation.
for example errors in setting up the probe positions mean every channel's physical scan
start location is speciﬁed relative to a diﬀerent, arbitrary origin. Therefore the recorded
amplitudes themselves must be used to try to recover the correct parameter sets for
aligning all channels in a single coordinate system. To achieve this, features identiﬁable
across channels must be selected and matched up. Then, the parameter combination
computed to bring these features into alignment is considered to be the correct parameter
set to use for spatial association of data throughout the data volume.
Much previous work on such registration has been done, in a range of ﬁelds, but mostly
focussing on (2D) image registration. A substantial overview of the subject is provided
by [45]. The authors identify four major steps in most typical registration procedures that
also apply to our application: feature detection (termed extraction here, to avoid confusion
given subsequent processing to detect possible indications), feature matching, transform
model estimation, and image transformation. Another sizeable survey of techniques, but
drawn from medicine, is provided by [46]. While there are parallels to medical imaging in
this project, especially in terms of the dimensionality and potential multi-modality of the
data [47], NDE test subject variability is low and the types of possible distortions limited
compared with the human body [48, 49]. Therefore in Section 4.2 we develop a physical
model of the data collection to describe physically conceivable distortions, in contrast not
only to much work in medical imaging but also some algorithms in computer vision [50].
After the description of the data model, Section 4.3 considers feature extraction. Features
are matched according to Section 4.4, and metrics for quantifying the quality of alignment
between matched features are outlined in Section 4.5. These metrics are used in an
optimisation detailed in Section 4.7, having ﬁrst considered the mechanics of aligning
more than a pair of channels simultaneously in Section 4.6.
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Parameter Explanation
R bore radius
zrev helix pitch, axial increment per revolution
z0 scan start axially
urev number of A-scans acquired per revolution
φ0 scan start circumferentially
ρ probe angle, in a plane normal to the bore axis
dvs speed of sound in component
d0 scan start radially, along the A-scan
g gain factor, a linear amplitude scaling
Table 4.2: The parameters of the data acquisition model for every individual ultrasonic channel.
The ﬁrst 5 completely describe the path of the probe along the bore, the next 3 the samples
along the main beam of probe for a given location on the bore surface, and the ﬁnal parameter
is the only one to change the amplitudes directly.
4.2 Data Acquisition Model
A parametric data acquisition model is required to allow benign diﬀerences between chan-
nels to be compensated for by the careful choice of parameter values. Such a model is
also central to determining the spatial coincidence of the signals from diﬀerent channels
in subsequent data fusion - see Chapter 6. For each channel of the rotor bore inspection,
the data acquisition model developed consists of a description of the probe position as
the probe moves along the helical scan, and a description of the probe main beam along
which the saved amplitudes were collected, or are projected to build up a spatially accur-
ate three-dimensional data ﬁeld. A simple amplitude scaling factor also accounts for the
eﬀect of diﬀerent gain settings. The parameters of this model are detailed in Table 4.2.
4.2.1 Forward mapping
The forward mapping concerns the translation of index space locations into physical,
spatial coordinates, moving from the domain of (t,u,v) to (x,y,z) or (θ,r,z), for Cartesian
and cylindrical polar coordinate systems respectively (see Section 3.5.4). The relevant
diagram is presented in Fig. 4.1. First, it is convenient to deﬁne w as the index along the
helix, a composite of u and v:
w = v urev + u (4.1)
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Then, using the deﬁned parameters, the Cartesian coordinates of a probe along its path
on the bore surface are given by:
xs(w) = R cos(φ0 +
2piw
urev
)
ys(w) = −R sin(φ0 + 2piw
urev
) (4.2)
zs(w) = z0 + w
zrev
urev
The minus is necessary so that the direction of rotation corresponds to the physical rotor
bore scan, while remaining consistent with the datums used in the procedure [20] of the
inspection considered: the axial datum is provided by the alternator end face of the rotor
(see Fig. 4.2), the rotational datum by blade 1 (identiﬁed by a stamp), and the scanner
moves in the manner of a left-hand screw (clockwise) down the bore. In the described
coordinate system the axial datum is at z = 0 and the rotational datum on the x-axis,
and the scan proceeds up the positive z-axis.
The distance along an A-scan d may also be computed, deﬁning fs to be the data sampling
frequency:
d(t) = t
dvs
2 fs
+ d0 (4.3)
The factor of a half is required to ensure d is the distance to a reﬂector rather than the
full-skip distance the sound travels. The components (sx,sy,sz) of the unit vector, at
the probe angle ρ to the bore surface normal, in a plane normal to the bore axis (see Fig.
4.1), are given by:
sx(w) = cos(φ0 +
2piw
urev
+ ρ)
sy(w) = − sin(φ0 + 2piw
urev
+ ρ) (4.4)
sz(w) = 0
Again, the minus sign is required for correspondence with the inspection procedure, treat-
ing a clockwise probe angle as a positive ρ. Then, the Cartesian coordinates for a general
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path of probe across bore surface
y-axis
x-axis
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(x,y)
(xs, ys)
z-axis
R
d
Figure 4.1: The angles, lengths and coordinate system relevant to the scan geometry, in a plane
normal to the z-axis and hence the bore. The probe moves axially in the direction of the positive
z-axis, out of the page towards the reader. The angle ρ shown is appropriate for the clockwise
shear channel, and φ0 = 0 is used.
point in the data volume, denoted by its index location (t,u,v), are:
x(w, t) = xs(w) + d(t)sx(w) (4.5)
and similarly for y and z. The equivalent coordinates for cylindrical polar axes follow
naturally. The model is presented graphically in Fig. 4.1.
This geometry model used, with eﬀectively nine parameters per channel is considered to
account for almost all physically conceivable global distortions between channels. The
most signiﬁcant parameter that is excluded is one describing probe skew σ - the angle
of the plane the probe beam lies in relative to a plane normal to the bore axis. This
is only relevant to probes that are not axi-symmetric about the probe normal, and a
further justiﬁcation for this omission is provided by Fig. 4.3. Based on the small angle
approximation (the ﬁrst terms of a Taylor expansion), the dominant eﬀect of a non-zero
skew is in the axial direction, and (over a limited range of r) this will approximate to a
change in axial oﬀset z0 across the dataset.
Note the model makes no eﬀort to compensate for local distortions, on a scale smaller than
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Alternator end face
Blades on disks
Thin section
Figure 4.2: The alternator end of an intermediate pressure turbine rotor, photographed side-
on. An end-on view of the inspection was provided in Fig. 2.1a. The bore that is scanned runs
the length of the rotor (typically about 6m long), with the face plate of this end (on the right)
providing the axial scan datum. Note the step changes in rotor thickness in this axial range and
how thin the rotor is in sections compared with the length along which blades are ﬁtted. The
raw data underlying later results calculations is drawn from a section of the bore in the central,
bladed, region. Adapted from a photo provided by RWE npower.
z-axis
σ
x-axis
r
4x
4z
Figure 4.3: The eﬀect of a non-zero probe skew for an angled probe, such that the main beam
is not aligned with the circumferential axis, taken here to be parallel to the x-axis. Using small
angle approximation the distortion introduced for a given point, at a distance r from point the
beam enters the sample, in axial and circumferential directions respectively, is 4z = rσ and
4x = rσ2/2. Hence the dominant eﬀect is in the axial direction, and (over a limited range of r)
this will approximate to a change in axial oﬀset z0 across the dataset.
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the length of a bore in one (approximately 50cm long) segment of the inspection for which
the data are analysed together. This does mean that eﬀects such as probe slip and coupling
variations are not accounted for in this model and resultant distortions will largely remain
uncompensated. Similarly, the eﬀect of temperature is only included in the model through
the variation of the single speed of sound parameter dvs. Therefore, complex temperature
eﬀects giving rise to local data distortions will not be compensated for. It remains to
be seen how problematic such limitations of the model are in practice. While the eﬀect
of temperature is of the greatest importance in structural health monitoring (S.H.M.)
where registration is termed baseline optimisation (for subsequent baseline subtraction)
there are practical reasons for assuming the eﬀect of temperature is less signiﬁcant in
this project [5153]. For example, temperatures can be expected to be more uniform and
consistent in the applications considered than in the sort of large structures, exposed to
both variable weather and operating conditions, to which S.H.M. is applied. Additionally,
the interaction of guided waves (as used in most S.H.M.) with complex structures such as
pipe supports in pipeline monitoring (a typical S.H.M. application) is more complex than
the bulk wave reﬂections considered in this project, and the wave propagation distances,
over which the eﬀect of temperature changes might accumulate, are shorter in automated
NDE [54].
4.2.2 Inverse mapping
The inverse mapping concerns moving from the domain of (x,y,z) physical Cartesian
coordinates (or (θ,r,z) cylindrical polars) as provided by the forward mapping back to
the (t,u,v) index space. This is of critical importance for the structured interpolation (see
Section 3.5.6) that facilitates the rapid re-sampling of the amplitude ﬁeld, necessary for
data subtraction, as in the evaluation of some error metrics (described in Section 4.5), as
well as 3D rendering (demonstrated later, in Figs. 4.12a & 4.12b).
This inverse mapping is non-trivial. In particular it is not appropriate to try to solve the
Equations 4.5 simultaneously for a test point (x,y,z) by ﬁrst solving for w from z and then
ﬁnding t. This can eﬀectively only work for test points that coincide with a data point and
hence integer (t,u,v) index values - the approach disregards the fact that the data is not
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ρ
(x,y,z)
z-axis
Figure 4.4: Schematic diagram of the back-projection (in red) of a test point to the cylindrical
bore surface, at angle ρ to the surface normal (in green) in a plane normal to the bore axis
required for the inverse mapping, from physical coordinates (x,y,z) to index space (t,u,v). The
parallelograms on the cylinder show the adjacency of A-scan acquisition locations as considered
in the 3D index representation of the data.
sampled on a regular grid spatially and there is only a single A-scan for every axial step
along the bore. Instead, it is necessary to back-project the test point to the cylindrical
bore surface, along a line that makes an angle equal to the probe angle with the surface
normal at the point where it touches. The principle is illustrated graphically in Fig. 4.4.
Coordinate transforms on the surface of the cylindrical bore surface ultimately provide a
perfect inverse of Equations 4.5, even for the especially complex case of a non-integer urev
value [55].
4.3 Feature Extraction
Feature extraction is an important processing step in the registration, both to substan-
tially reduce the computational cost of the subsequent optimisation, and to reduce the
sensitivity to diﬀerences in channels not accounted for by the data acquisition model, such
as data noise. The features identiﬁed should correspond to reﬂections from the component
geometry as these can be extracted with a high degree of consistency between channels
and the data model should be able to account for distortions in these to a high degree
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of accuracy, at least for channels of the same type. Additionally, there are considerable
dangers in registering on the basis of features that might have been caused by defects, as
the registration will attempt to minimise the defect residual. Therefore for any kind of
subtraction-based processing (such as evaluating the r.m.s. residual described in Section
4.5) the registration is only safe in the presence of major signals known for certain not to
be from defects [54].
The fact that target reﬂectors will give quite diﬀerent signals in channels of diﬀering
modalities complicates the alignment of multi-modal channels [44,56]. Analytic or ﬁnite-
element (F.E.) models could potentially be used to relate feature signals in diﬀerent
channels. However, such an approach is not only extremely complicated and computa-
tionally intensive, but also dependent on the geometry of the reﬂector being well-known
and relatively simple.
Unfortunately, in the rotor bore application there is a severe lack of signiﬁcant geometric
features in almost all the main scan ﬁles (the exception being the far-focus channel in the
thinner end regions of the rotor - see Fig. 4.2), as the radius for which data is collected
falls short of the component edges. As described, this critically undermines not only
mono-modal registration, but also the already very challenging multi-modal alignment.
Consequently, one major recommendation of this chapter is that the inspection procedure
be modiﬁed to provide meaningful geometric features in the data, in all channels and all
axial bore sections of the inspection. Probably the easiest solution to this would be to
increase the length of the collected A-scans, such that elements of the rotor's external
features (see Fig. 4.2) are captured, though the directivity of potential reﬂectors relative
to the probes would be critical, and the pulse repetition frequency (p.r.f.) might need to
be reduced.
The approach adopted under these suboptimal circumstances is to extract noise-like fea-
tures in the main scan ﬁles, in the hope that these are caused by the microstructure and
are therefore structural, coherent. This has the potential to be adequate for mono-modal
registration, appropriate for the alignment of two channels of the same type but from two
diﬀerent acquisitions, even though the robustness will not be able to match that achievable
with signiﬁcant geometric features in the data. Noise-like features are entirely unsuitable
for multi-modal registration, as required to ensure the alignment of the diﬀerent channels
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acquired during a single acquisition, as microstructural features are highly likely to give
unrecognisably diﬀerent signals in channels of diﬀerent modalities. For multi-modal regis-
tration we therefore instead exploit the fact that the probes are held in a ﬁxed relationship
to each other on the probe pans (see Figs. 2.2a & 2.2b) during an acquisition, including
both main and calibration scans, to focus on the calibration scan. This is advantageous
as the calibration piece oﬀers several clear and simple geometric features by design - see
diagram in Fig. 4.5. The implicit assumption in doing so is that the probes are indeed
ﬁxed exactly and no changes (intentional or not) are made to the set-up from calibration
scan to main rotor scan. This is a very reasonable assumption given that the two scans
are normally done immediately adjacent to each other. As will be explained further in
Section 4.6, in eﬀect the calibration scan data are exploited to conﬁrm the alignment of
the probes on the probe pans for a given acquisition, while the main scan data are used to
ensure alignment between acquisitions. If a modiﬁcation to the inspection procedure, as
suggested above, provided meaningful geometric features in the main scan data a robust
mono-modal registration would be facilitated as noise-like features would not be needed.
For the multi-modal alignments, the convenience of not having to use the calibration scan
data would need to be weighed up against the complexity of the features in the main
scan data, relative to the side-drilled hole reﬂections of the calibration scan data - use
of the calibration scan as described might still be the best option for dealing with the
complications of multi-modality.
In Sections 4.3.1 and 4.3.2 the developed feature extraction algorithms, for calibration
and main scans, respectively, are described. In both cases each feature takes the form of
a small subset of the full amplitude data array. This feature type was chosen as it seemed
more appropriate for 3D data and easier to deﬁne than the sort of point features widely
used in 2D image processing [50]. Additionally, it is believed that such features retain the
appropriate high-resolution data to enable a precise calculation of alignment.
Both feature extraction algorithms also operate primarily on the amplitude data in its
3D index form (see Section 3.5.4), disregarding the underlying exact physical locations
of data points. This is both computationally attractive and sensible, given that the
physical locations are subject to change as the model parameters are changed during the
registration. Nonetheless, doing so does make an assumption about the relative proximity
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Figure 4.5: A rotor bore calibration test piece, viewed down the bore axis - not to scale. Test
piece disk shown has guide tubes attached axially to extend the length of bore. A number of
ultrasonic and eddy current targets, taking the form of through-thickness side-drilled holes and
spark eroded slots, respectively, are indicated. Diagram derived from [23].
of points and requires the index space data form to be a good representation of which
data values are near each other. Given the described data model of the last section,
this will hold across a range of parameter values - with one parameter exception: the
number of A-scans per revolution, urev, acts as the wrapping period of the data, and even
a small change in this can cause dramatic distortions in the 3D arrangement of the data,
especially as the eﬀect is cumulative over the length of the scan. As described in Section
4.8.1, the author found a means to pre-compute analytically this parameter, allowing
it to be eliminated from the registration optimisation, thereby overcoming the problem
associated with 3D index space.
The index space used is illustrated in Fig. 4.6, indicating the important axes and projec-
tions that will be referred to in the algorithm descriptions. The diagram also speciﬁes the
approximate size of the data array - the data volume provides a challenge in itself (see
Sections 2.4 & 3.5).
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Figure 4.6: The 3D index space of a data array. The index space axes (t¯,u¯,v¯) are shown,
with an indication of which physical directions they approximately correspond to and the typical
edge lengths of the array. The two lengths shown for the v-axis pertain to a full scan ﬁle and a
calibration scan, respectively. An A-scan makes up a column of the array, as shown. Additionally,
the three standard data projections [1] are labelled, so for instance a C-scan collapses the array
along the t-axis. Note that physically points located at the end of the u-axis are close to each
due to helical wrapping in that direction, and that there is eﬀectively a cut plane in the D-scan
plane at u = 0 and / or u = urev.
4.3.1 Calibration scan
The calibration piece, as seen in Fig. 4.5, provides a sequence of side-drilled holes as tar-
gets for the ultrasonic channels. Of particular importance to the multi-modal registration
for which we seek to use the signals from these targets is the fact that the signals should
be readily identiﬁable in all the four ultrasonic channels available (Table 4.1). Moreover,
given the simple, symmetric nature of the reﬂector type, the diﬀerences in the signals of
diﬀerent channels should be limited despite the use of a range of inspection modalities.
The calibration scan feature extraction is highly speciﬁc to the rotor bore application,
developed by combining a number of image processing operations in a manner determined
by extensive experimentation. The algorithm involves the following stages:
1. The maximum t (quasi-radial depth) index of the side-drilled hole signals is com-
puted conservatively, including safety margins, from the approximate data model
parameters. This is used to eliminate data at greater depths from the analysis that
follows. This step for example removes some deeper multi-reﬂections from the data
volume under consideration - see Fig. 4.7a.
2. A complex C-scan projection is built up. First the (remaining) array is ﬁltered in
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u¯ (using the bar to denote a vector direction, here along the u-axis, as opposed to
index), applying a local threshold and normalisation to each circumferential vector
followed by edge detection [50]. This step has the eﬀect of eliminating signals
of signiﬁcant circumferential extent, applying a distance-amplitude correction and
emphasising sharp features (such as those from the target reﬂectors). Then the
maximum projection along t¯ with prior smoothing in that direction gives an image
in the (u¯,v¯) plane that highlights signals that are not only relatively large and sharp
in u¯ but also correlated in t. An example of this stage is shown in Fig. 4.7b.
3. The axial range of the data volume containing the target signals is determined by
segmentation of a circumferential (u¯) mean signal projection of that C-scan - the
result is marked on Fig. 4.7b. Having identiﬁed an index range of interest in both
t¯ and v¯, the remaining data volume is signiﬁcantly reduced, making calculations
easier. The remaining task is to identify bounds in (t,u) indices appropriate to each
side-drilled hole.
4. A complex B-scan projection of the remaining raw data volume is created. First
it is ﬁltered in u¯, by local thresholding and normalisation to each circumferential
vector to again provide distance amplitude-correction. Then ﬁltering in t¯ by local
thresholding embodies the knowledge that only the largest reﬂectors in depth are
of interest. A median amplitude projection in v¯, preﬁxed by smoothing in the
perpendicular plane gives the desired projection, exploiting the fact that the side-
drilled holes are axially aligned.
5. The B-scan is thresholded using Otsu's method [57] - see Fig. 4.8b, to be compared
with Fig. 4.8a.
6. The binary mask obtained is subject to morphological erosion and dilation oper-
ations, as well as ﬁltering to enforce a minimum feature size and the presence of
a single reﬂector along t¯, to eliminate spurious small signals and all but the ﬁrst
reﬂection from the targets.
7. The signals remaining are compared against the number of side-drilled hole reﬂec-
tions expected, and some eliminated if required. The ﬁrst outlier rejection scheme
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Figure 4.7: Illustrations of the ﬁrst stages of the calibration feature extraction, operating here
on an input from the clockwise shear channel. In (a) a maximum amplitude B-scan projection of
the full data ﬁle is shown, together with a vertical grey line marking the computed upper bound
for the region of interest in the t index. Plot (b) shows a complex C-scan image, where horizontal
grey lines mark out the calculated axial range of interest. Note the six prominent signals in that
range, corresponding to the side-drilled hole reﬂections.
considers the amplitudes and sizes of the candidate signals, as these attributes should
each be similar (after distance-ampltude correction) across the correct reﬂections.
The second assumes that the radial and circumferential positions of the target re-
ﬂectors is monotonically related, as is typically the case.
8. Finally, the bounds in (t,u,v) of the remaining regions are found.
The eﬀectiveness of the scheme developed is demonstrated by Fig. 4.9, for clockwise
shear and far-focus compression channels, in (a) and (b) respectively. In both cases the
algorithm has correctly isolated the primary reﬂections from all the target reﬂectors of
the calibration piece.
A ﬁnal adjustment to the features is undertaken prior to comparison with others, to
help address the multi-modality of the channels being aligned: the data associated with
each feature is spatially displaced along the length of the A-scans by the radius of the
side-drilled holes (in practice, 1.5mm). The eﬀect of this is that the reﬂections from
diﬀerent probes from one target should all coincide in the calculations along the line
where physically the centre line of the side-drilled hole target lies. An illustration of
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Figure 4.8: An illustration of the intermediate stage of the calibration feature extraction,
operating here on an input from the clockwise shear channel. Plot (a) provides a conventional,
maximum amplitude B-scan projection of the data in the computed region of interest. In (b) a
complex B-scan equivalent is shown that has also been thresholded, setting the eliminated pixels
to white. Note the diﬀerences in the remaining signals in (b) compared with their equivalents
seen in (a).
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Figure 4.9: B-scans showing the overall action of the calibration scan feature extractor. Both
plots are maximum amplitude projections, with the axial extent of the data having already
been limited to the computed domain of the side-drilled holes, and magenta boxes are used to
demarcate the identiﬁed features. Plot (a) is for the clockwise shear channel (providing the ﬁnal
output for the intermediate stages shown in the previous ﬁgures), while (b) relates to the far-
focus compression channel. In both plots the feature extractor has correctly isolated the primary
reﬂections from the 6 target reﬂectors, ignoring similar noise signals, repeat reﬂections and the
very high amplitude back-wall echo seen around t = 500 in the latter plot.
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Side-drilled hole
Identified feature in original position
Identified feature in shifted position
Shift
1.5mm
Figure 4.10: Schematic of a side-drilled hole and the associated registration feature identiﬁed
in the data, in an axial, B-scan, projection. The feature here is a rectangle around the arc-like
reﬂection of the side-drilled hole seen in the data as depicted. For the purposes of registration,
this feature is shifted by the radius of the side-drilled hole, so that reﬂections from diﬀerent
directions coincide at the centre of the hole.
this is provided by Fig. 4.10. While this simple approach to accounting for the multi-
modality of the data is inevitably an approximation that could potentially undermine the
data model, such problems seem unlikely given the small displacement involved.
4.3.2 Main scan
As described, the main scan feature extraction is forced, in the absence of meaningful
geometric reﬂectors, to consider noise-like regions in the hope that these will be stable
across repeat inspections. Compared with the calibration scan feature extraction of Sec-
tion 4.3.1, not only is the feature stability less assured across the channels being aligned
(even if of the same modality, as here), but the desired output of the feature extraction
considerably less well deﬁned. Broadly, features should merely be consistent across scans
for good subsequent feature comparisons, constitute a small fraction of the total data, for
computational reasons, and be well-spaced to provide information about the alignment
across the component. Key additional challenges of this feature extraction are the large
data volume to process and the possibility that features may be split in the index repres-
entation across the wrapping cut (see Fig. 4.6, and Fig. 3.3 from the previous chapter).
The ﬁrst of these is addressed using a C-scan projection to identify regions of interest
initially, the latter by extending that C-scan projection across the wrapping cut with a
shifted copy of the original - though this does then mean that features can appear twice
(once in each copy) and the duplicates need to be eliminated.
The main processing steps of the algorithm, based on several image processing operations,
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are:
1. A complex C-scan projection is built up: ﬁltering and normalising in u¯ (the vector
direction along the u-axis), before smoothing and taking the maximum along t¯.
2. A number of iterations are used to adaptively set a threshold across the C-scan, to
leave a suitable (by number and fraction of the data) set of regions after morpholo-
gical erosion and dilation operations [50].
3. The full data column associated with the identiﬁed regions in the (v¯,u¯) plane is
extracted and subject to a simpliﬁed blob detection routine [50], based on the
Laplacian of the Gaussian. The ﬁlter is applied for a range of smoothing parameters,
normalising for the selection of that ﬁlter width, and then selecting the ﬁlter that
gives the best response.
4. The bounds in (t,u,v) of the blob are determined.
5. Finally, a user-speciﬁed number of features is selected sequentially, maximising the
spatial separation between features.
An example of the operation of this scheme is presented in Fig. 4.11. It is hard to assess
the quality of the features identiﬁed, both because there is no correct output (as there is
for calibration scans) and because of the signiﬁcant axial extent of the data, which has
been ﬂattened to produce the B-scan projection shown. Nonetheless, the output is not
obviously wrong, and the large circumferential reﬂectors have all been ignored.
4.4 Feature Pairing
Having identiﬁed features appropriate for registration in two channels, these features need
to be matched up to enable a meaningful comparison. The matching must pair-up features
from the base channel, considered invariant during the registration, with those from the
ﬂoat channel that will be adjusted by the optimisation. The registration is then able to
proceed by quantifying of alignment between these pairs of features by the evaluation
of error metrics (Section 4.5), and then optimising one or more of these (Section 4.7).
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Figure 4.11: A B-scan projection of a full main scan ﬁle, for the clockwise shear channel, show-
ing the action of the general feature extractor. Plot (b) oﬀers a magniﬁed, restricted section of
the full ﬁle seen in (a). In both, magenta boxes demarcate the identiﬁed features. In the absence
of meaningful geometric reﬂectors, the feature extractor is forced to rely on noise features. Note
that the feature extraction has disregarded even large reﬂectors spanning the full circumference.
Signiﬁcantly, an incorrect matching will undermine the ability of the optimisation to ever
converge to a good registration, especially if the matching is not recomputed at any stage.
Note also that while all the parameters of the model (see Table 4.2) that the registration
may vary are continuous quantities, the correspondence of features should be considered
Boolean or binary. This means that if the matching is recomputed during the course of
the optimisation and allowed to change, discontinuous and multi-modal eﬀects are liable
to appear.
For the disk inspection application (see Section 2.3), where surface echoes can be used as
the registration features, the orientation of diﬀerent scans is enough to identify unequi-
vocally the correct feature matchings [13, 58]. However, for more general features, such
as those in the rotor bore application (see previous section), a more complex means of
determining feature correspondence is required, yielding less certain matchings. Therefore
the work here and the resultant eﬀects are not found in Tippetts' thesis.
There is a considerable body of literature on feature matching. However, the literature
is overwhelmingly based on 2D image processing, which diﬀers in several respects from
the feature matching required here. Firstly, the number of features typically considered
in standard image processing is at least an order of magnitude greater than the number
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considered here [59,60]. This means that whereas in standard 2D image processing it may
be acceptable to return a low percentage of correct matches and possibly a signiﬁcant
percentage of false matches, both these scenarios must be avoided here. Secondly, the
features here are not just points but 3D segments of data. Thirdly, the distortions that
may occur between corresponding features of diﬀerent datasets, with which the matching
algorithm must cope robustly, are more complex than those in typical 2D image feature
matching.
Nonetheless, three principles of general feature matching can be identiﬁed [61]: the prin-
ciple of proximity, the principle of similarity and the principle of exclusion. The ﬁrst of
these expresses that, in the absence of other diﬀerences, the spatially closest potential
match should be chosen. The second means that all else being equal, the most similar
potential match should be preferred - the similarity of features may be assessed in terms
of appropriate descriptors. The third principle formalises the fact that only one-to-one
matches are permitted.
4.4.1 Correspondence matrix
A matrix expressing the quality of match for all possible pairings serves as a starting
point. Working from the seminal paper [62], and that many papers, including [63], have
built on, the principle of proximity is expressed mathematically as:
Gij = exp(−
a2ij
2α2
) (4.6)
where Gij is the pair weight for the features i and j, separated by the distance aij in space.
The adjustable distance scale parameter α governs the decay of the expression and makes it
scale invariant, by normalising aij. The pair weights vary between 1 for identical features
to near 0 for very disparate features. This restricted range gives an intuitive physical
interpretation to particular values and makes comparisons easier. Given the geometry
of the rotor bore application, it was decided to measure the feature separation a in the
circumferential direction along circular arcs, rather than in a conventional Euclidean sense,
to down-weight features separated by large rotations. Additionally, an upper distance
limit was imposed to reduced the number of potential outliers.
85
4. Registration
The principle of similarity can potentially be merged into the weight matrix Gij with an
addition term [61], using feature descriptors to assess the similarity of features [64]. Such
descriptors must be distinctive but largely invariant to the expected between-feature-set
transformations, allowing discrimination between diﬀerent possible pairings. Eﬀectively,
one wishes to maximise the ratio of between-class scatter to that of within-class scatter
[65], describing a feature and all its distorted correspondences as being of the same class.
As an example, one of the most eﬀective and widely used feature descriptors in image
processing and computer vision is provided by the Scale Invariant Feature Transform
(SIFT) algorithm [59, 66]. Unfortunately, such descriptors are not appropriate to the
features used here, and while for instance [67] does propose a descriptor appropriate for
3D feature matching, experiments to develop and incorporate a similarity assessment
into the pair weights were unconvincing. Therefore the currently implemented matching
algorithm does not actually include the principle of similarity - so this makes an obvious
suggestion for potential future work.
Having established the matrix Gij describing the quality of match for all possible matches,
the next step is to use this to select as many good matches as possible, while avoid-
ing outliers. A traditional approach to combinatorial optimisation is the Hungarian al-
gorithm [68]. This will ﬁnd the set of matches that maximise the total weight of pairs,
taking into account trade-oﬀs to avoid the pitfalls of a greedy selection scheme. How-
ever, the algorithm does not consider the possibility of outliers, so it is unsuitable in the
situation here. Instead we continue the processing based on [62], applying Singular-Value-
Decomposition (S.V.D.):
G = TDU (4.7)
where T and U are unitary matrices (of diﬀerent sizes if G is non-square) and D is a
(general) diagonal matrix of non-negative singular values. The method then calls for
these singular values to be replaced by unity, to give another (general) diagonal matrix
E. The following matrix multiplication then gives the correspondence matrix P :
P = TEU (4.8)
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The method uses matrix orthogonality to neatly incorporate the principle of exclusion
and steer the solution towards a set of one-one matches.
4.4.2 Selection of pairings
For an ideal case with one-to-one matching of all features, P will be a binary matrix,
with exactly one entry of unity in each row and column, from which the required pairings
are obvious. However, if there are n features competing to match a feature of the other
dataset, there will be n non-zero values in the relevant row or column, each of magnitude
1/√n, such that the row / column remains normalised to unity. In practice therefore some
thought must be given to how the correspondence matrix is interpreted.
The simple scheme adopted for the selection of one-to-one matches relies on the fact
that, because of the described matrix normalisation, any entry larger than
√
1/2 will be
dominant across both the row and column. Therefore clear one-to-one matches can be
identiﬁed by thresholding P at just above this critical value, and retaining the remaining
entries.
More complex schemes are certainly conceivable and may oﬀer signiﬁcant advantages -
this too is a proposed area for further work. For example, it may be beneﬁcial to permit
matchings other than one-to-one in the case of ambiguity in the pairing matrix, as this may
allow features that have been inadvertently split during feature extraction to be handled
correctly. Additionally, a sequential selection scheme could check the consistency of the
vector displacement associated with candidate matches against those already selected,
making the assumption that the distortion ﬁeld relating the two channels is smooth.
Despite the simplicity of the implemented selection scheme and the correspondence matrix
computation, the achieved performance with the currently used features (from Section 4.3)
is good. This is illustrated using screen shots from the interactive visualisation tool in
Figs. 4.12a & 4.12b, for calibration scan features from two diﬀerent channels and main
scan features from two copies of the same channel, respectively.
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(a) (b)
Figure 4.12: Screen shots from the interactive visualisation of the feature pairing. This tool
provides a 3D rendering of a probe path, shown here with purple arrows, that each span 10 A-scan
sample locations on the bore surface, together with renderings of identiﬁed registration features
for two channels visualised as isosurfaces (the levels of which are loosely related to amplitude,
but computed for visual eﬀect), and pairings indicated by (red) arrows between features of the
two channels. In (a) the pairing of calibration scan features from clockwise shear and far-focus
compression channels is shown (see also Fig. 4.9), in (b) the pairing of main scan features for
two copies of the clockwise shear channel (see Fig. 4.11) is presented. Signiﬁcant distortions
were introduced between the channels to be aligned for demonstration purposes. In both images
the computed feature matching is qualitatively convincing, taking into account feature shapes
and positions.
4.5 Registration Error Metrics
Having found pairs of features to compare, the quality of alignment between these must
be quantiﬁed. There are a number of registration error metrics that may be deﬁned
for this purpose. In most optimisations a single such metric is chosen to serve as the
objective function to minimise, but as will be explained (see Section 4.7), here more than
one metric is used. The two metric calculations used in practice are described in the
subsections that follow. Nonetheless, there are many potential alternative metrics that
could be deﬁned. In particular, the author's colleague Tippetts examined a metric based
on mutual information in detail, before abandoning it [13,69,70]. While such information
theoretic metrics are considered especially useful for multi-modal data, they are complex
to compute.
88
4. Registration
4.5.1 RMS residual
This metric is calculated by ﬁnding the sum of root-mean-square (r.m.s.) residuals
between the amplitude data of paired features interpolated to a common spatial coordin-
ate grid. This metric may also be described as the L2 norm of the residual of two vectors,
where these vectors contain the interpolated feature amplitudes.
In the implementation some care must be taken to handle appropriately incomplete over-
lap between paired features, as well as the possible existence of unpaired features. This
then ensures that the registration metric is lowered for more complete overlap of paired
features, and also reduced if more overlapping paired features are identiﬁed.
The variation of this metric across sections through the higher-dimensional parameter
space of a simple example registration in two planes is shown in Fig. 4.13. The parameters
are normalised based on bounds placed on the range of values each parameter can take,
so that each spans the interval (0,1), as required for the optimisation to follow. In (a)
z0 and zrev are varied, in (b) φ0 and dvs, holding parameters not varied at their correct
values. The correct normalised value for each of the varied parameters is 0.5.
The utility of the metric is conﬁrmed by the fact that in both plots the correct parameter
combination corresponds with the global minimum, and the minimum is well deﬁned.
However, plot (a) also exhibits a slant, suggesting, as might have been expected from
the data acquisition model, that an increase in the pitch zrev can to some extent be
compensated for by a decrease in the axial oﬀset z0. Such parameter interactions are
interesting but also make the optimisation diﬃcult. A further problematic feature of
this objective function space is illustrated by plot (b): the minimum at the centre is
(necessarily related to the somewhat arbitrary normalisation of the parameters) very
sharp, especially in φ0, and surrounded by an extensive plateau of exactly zero gradient.
The plateau is caused by no paired features overlapping so that the r.m.s. residual error is
maximal, taking a value based on subtracting zero from the features of the base channel.
An objective function space with these features is very hard to optimise over, and any
gradient-based solver would inevitably fail if it ever found its way onto a plateau as seen
in plot (b). Therefore an alternative metric was sought.
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Figure 4.13: Example cross-sections through the parameter space for a simple registration
showing the variation of the r.m.s. residual metric, varying z0 and zrev in (a), and φ0 and dvs
in (b). Parameter values are normalised to (0,1) as for the optimisation. For both plots the
parameters not shown were held constant at their correct values, and the correct parameter
combination is (0.5, 0.5).
4.5.2 Feature centroid displacement magnitude
This metric is given by mean Euclidean distance between the centroids of paired features,
computing centroids as a centre of mass and treating amplitudes in a manner analogous
to masses. Hence, this calculation does not require any interpolation of amplitude data
and is consequently less computationally expensive than the r.m.s. residual metric of
Section 4.5.1. Readers familiar with 2D image processing will recognise that the feature
centroids computed here could be considered to be point features, with the 3D segment
of the amplitude ﬁeld around each serving as a feature descriptor.
The variation of this metric across sections through the parameter space for the same
optimisation considered in Fig. 4.13 are presented in Fig. 4.14. The plots (a) and (b)
are directly comparable with those for the r.m.s. residual metric. Again, the global
minimum of the plots is at the correct (0.5, 0.5) parameter combination. However, here
the objective function space provides far smoother optimisation surfaces than before and
the metric is not dependent on spatial overlap between the paired features to obtain a
meaningful metric value. On the other hand, the feature centroid displacement metric is
insensitive to the exact amplitude distribution within a feature and therefore less capable
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Figure 4.14: Example cross-sections through the parameter space for a simple registration
showing the variation of the feature centroid displacement magnitude metric, varying z0 and zrev
in (a), and φ0 and dvs in (b). Parameter values are normalised to (0,1) as for the optimisation.
For both plots the parameters not shown were held constant at their correct values, and the
correct parameter combination is (0.5, 0.5).
of diﬀerentiating between small parameter variations close to the optimum combination
than the r.m.s. residual.
Given that both metrics considered complement each other well, it was decided to invest-
igate using both simultaneously. Tippetts took this forward to develop a multi-objective
optimisation, described further in Section 4.7 and [13].
4.6 Objective Functions and Parameters for Multi-Channel
Registration
Up to this point we have only considered a pair of channels to be aligned. However, often
there are more than two channels available. For instance, in the most extensive scenario for
the rotor bore inspection there are two acquisitions of four channels each to be registered
to the global coordinate system provided by a user-speciﬁed base channel. The deﬁnition
of appropriate objective functions must be considered, and also what parameters should
be varied during the optimisation, given that some parameters are likely to apply equally
to more than a single channel.
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While the material that follows is speciﬁc to the rotor bore application, the underlying
framework is general and applicable to a wide range of multi-channel and multi-acquisition
data analyses, and the diagrams that follow can readily be adapted for a diﬀerent number
of data channels, for example. The author is not aware of a similar framework in the
literature, at least not in NDE, and claims some novelty for the development work.
4.6.1 Objective functions
As registration relies on comparing the matched features of two channels, the complete
alignment of multiple channels must be determined by a set of pairwise comparisons. The
channels to compare to achieve registration should be selected carefully: they must be
comprehensive and, at least indirectly, link to the base channel that deﬁnes the global
coordinate system, but should not include redundant comparisons for computational reas-
ons. Given eight channels, the minimum number of comparisons to achieve full registra-
tion is seven. This still leaves some choice over which seven channel pairs to compare, for
instance the channels could all be compared against the base channel directly or daisy-
chained together. Understanding the application allows the most appropriate selection to
be made. In the case of the rotor bore inspection it is advisable to avoid cross-acquisition,
cross-modality comparisons. This is because such comparisons are not only more diﬃ-
cult and more uncertain than within-acquisition, multi-modal or cross-acquisition, mono-
modal comparisons, but the chosen approach for dealing with the challenges of feature
extraction (see Section 4.3) in this application would not be applicable.
On that basis, two possible registration schemes have been drawn up. Scheme 1 is il-
lustrated in Fig. 4.15, scheme 2 in Fig. 4.16, arbitrarily choosing Channel 1 (clockwise
shear, in practice) of acquisition 1 to be the base channel. In both diagrams coloured ar-
rows indicate the pairwise channel comparisons required, distinguishing between within-
acquisition, multi-modal and cross-acquisition, mono-modal comparisons. As no compar-
isons are simultaneously cross-modality and cross-acquisition, it is theoretically possible to
achieve complete registration using calibration scan data for the within-acquisition com-
parisons and noise-like features from the main scans for the cross-acquisition comparisons,
in line with Section 4.3. In practice, for the case of the rotor bore inspection, scheme 1
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corresponds to aligning all four channels of one acquisition based on the calibration scan
data, and registering each channel of the second acquisition against its equivalent in the
ﬁrst acquisition using main scan data. This does not use the calibration data for the
second acquisition at all. Scheme 2 on the other hand calls for the four channels of each
acquisition to be aligned, using the calibration scan data of each acquisition, and the two
acquisitions to be registered together using the main scan data for a single channel of
each acquisition.
The second scheme is attractive in principle if the within-acquisition comparisons make a
negligible contribution because the recorded probe pan settings that govern the default,
pre-registration alignment of the channels within an acquisition are so accurate that ad-
equate, complete registration can be achieved with a single mono-modal, cross-acquisition
comparison. Additionally scheme 2 is preferable to scheme 1 if the main scan ﬁle for ex-
actly one channel is known to contain clear geometric features to use for registration (e.g.
the far-focus compression channel obtaining reﬂections from the outer rotor surface) so
that good full registration is achievable despite a lack of useful geometric features in the
remaining channels' main scan ﬁles. However, scheme 2 does involve additional degrees of
separation between equivalent channels of the two acquisitions, such that when these are
later subtracted (or similar) their alignment hinges on a sequence of comparisons in the
registration having correctly steered the optimisation. This then entails more risk than
the more direct scheme 1, borne out by the results of the next chapter.
Having chosen one of the two registration schemes, feature pairs are computed for each
comparison. Note that some of these comparisons entail neither linked channel being the
base channel, counter to the two-channel explanation of feature pairing of Section 4.4.
The two registration metrics of Section 4.5 are deﬁned for each comparison. This means
that in the most extensive rotor bore inspection scenario, featuring eight channels and
seven comparisons, a total of 14 metrics, and hence objective functions for the subsequent
optimisation, are deﬁned. As this is a very high number and liable to cause computational
diﬃculties for the multi-objective optimisation (see Section 4.7), a metric collator was
introduced, providing the option to merge the metrics of a given type and hence reduce the
number of objective functions in the optimisation to two. In the current implementation,
the merging operation is completed by taking the arithmetic mean.
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Figure 4.15: Diagram of registration scheme 1, showing the pairwise channel comparisons
required for the complete registration of 2 acquisitions of 4 data channels each. The left-most
channel is the global base channel, against which all others are to be aligned. Channels using the
same type of interrogating wave type are labelled as being of the same wave modality. In practice,
for the rotor bore application, the blue (multi-modal) comparisons rely on the calibration scan
data for that acquisition, the red (mono-modal) comparisons use the main scan data.
Aquisition 2
Ch 2 Ch 3 Ch 4Ch 1
M
u
lt
i-
m
o
d
al
,
w
it
h
in
ac
q
u
is
it
io
n
Aquisition 1
Ch 2 Ch 3 Ch 4Ch 1
M
on
o-
m
o
d
al
,
cr
os
s-
ac
q
u
is
it
io
n
Wave modalilty 1 Wave modalilty 1Wave modalilty 2 Wave modalilty 2
Figure 4.16: Diagram of registration scheme 2, showing the pairwise channel comparisons
required for the complete registration of 2 acquisitions of 4 data channels each. The left-most
channel is the global base channel, against which all others are to be aligned. Channels using the
same type of interrogating wave type are labelled as being of the same wave modality. In practice,
for the rotor bore application, the blue (multi-modal) comparisons rely on the calibration scan
data for that acquisition, the red (mono-modal) comparisons use the main scan data. Compared
with registration scheme 1 (see Fig. 4.15) this here has fewer cross-acquisition comparisons, but
there are additional degrees of separation between equivalent channels of the two acquisitions.
For example, the relative alignment of the two channel 3 instances hinges on each being aligned
with channel 1 of their acquisition, and then those two channels being registered correctly.
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4.6.2 Parameters
We must next consider what parameter should be varied during the optimisation. In Table
4.2 the parameters in the data acquisition model of Section 4.2 for describing the data
acquisition in a single channel were presented. However, it would be physically wrong to
vary all of these for each of the eight channels (in the most extensive rotor bore inspection
scenario) independently. This is because some parameters must be the same across more
than one channel, for instance the bore radius is the same for all channels of an acquisition.
Additionally, the fact that the multi-modal comparisons will rely on the calibration scans
rather than the main scans (as used for the mono-modal, cross-acquisition comparisons)
must be taken into account, given that the parameters for the calibration scan may diﬀer
from those for the subsequent main scan.
To address this accurately, and in a generally applicable manner, the parameters for the
single channel data model are classiﬁed according to whether they apply only to a single
channel, an inspection wave type or all channels of an acquisition. The parameters are
also split according to whether they can be considered the same across calibration and
main scans in a channel, or are unique to each scan. This two-dimensional classiﬁcation
is illustrated in Table 4.3, indicating, for example, that each probe has three unique
oﬀsets, but that these values hold across both the main scan and the calibration scan,
while the scan pitch (zrev) is the same for all channels (given that the probes are held
together on the probe pans) during any given acquisition. It should be emphasised that
while the wave speeds (dvs) for shear and compression channels of a single acquisition are
physically related, the dependence on the (temperature dependent) material properties
means that without an analytic expression connecting two, setting one does not specify
the other in registration. This explains why dvs falls in the wave modality, rather than
acquisition, parameter class. Note that the classiﬁcation shown nonetheless embodies
several assumptions in an eﬀort to keep the total number of parameters that need to be
solved for to a minimum. Not only is it assumed that the probes are indeed ﬁxed exactly
and no changes (intentional or not) are made to the set-up from calibration scan to main
rotor scan (other than potentially a change in a gain settings that does not aﬀect relative
gain settings), but also that the wave speed (material and temperature dependent) in the
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Main & calibration scans Unique to main & calibration scans
Channel z0, φ0, d0, ρ, g
Wave modality dvs
Acquisition zrev, urev R
Table 4.3: The classiﬁcation of the data model parameters from Table 4.2 according to whether
they apply to a single channel, wave modality or acquisition. Additionally, parameters are split
according to whether or not they can be set to hold the same value across both the main scan and
the preceding calibration scan for a particular channel. As explained in the text, the classiﬁcation
shown embodies several assumptions.
two components is the same. These assumptions allow the same values for all parameters,
other than the bore radius, to be used across the two scans in each channel.
Based on these classiﬁcations, a diagram showing which parameters should be varied can
be drawn up, as in Fig. 4.17. All parameters, regardless of class, associated with the base
channel (shown left-most) are not varied during the optimisation, by the deﬁnition of the
base channel. Therefore the diagram indicates, for example, that to register one rotor bore
acquisition of four channels against a similar baseline acquisition requires three variables
for the speed of sound, dvs, to be determined by optimisation: taking the clockwise shear
channel of acquisition 1 to be the base channel, one instance is needed for the compression
wave channels of the same acquisition, and then one for each of the two wave modalities
(shear and compression) of acquisition 2.
As will be explained in Section 4.8.1, in practice urev is not optimised over, leaving eight
single channel data acquisition parameters to vary. If all these were used in the registration
of two acquisitions of 8 channels as in the diagram, this would result in a 42-dimensional
parameter space: ﬁve diﬀerent channel parameters, over seven channels, plus one wave
modality parameter, over three wave modalities, plus two acquisition parameters, over one
acquisition, plus one acquisition parameters speciﬁc to each of the two calibration scans
(i.e. 5 ·7+1 ·3+2 ·1+1 ·2). This is a very high dimensionality for our purposes, and much
higher than what Tippetts uses for the registration in the disk inspection application [13].
Therefore to help address this, a subset of the data acquisition parameters considered
most worthwhile optimising over in practice was deﬁned: zrev, the helix pitch and axial
increment per revolution; z0, the scan start axially; φ0, the scan start circumferentially;
dvs, the speed of sound in component; d0, the scan start radially, along the A-scan (exclud-
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Figure 4.17: Diagram of which parameters to vary during the registration optimisation, de-
pending on the class of the parameters: channel, wave modality or acquisition. The channels
across which a parameter of a certain class applies are indicated by the column widths of the
table. Green ticks mean that the corresponding parameters should be varied, red crosses that
these parameters are held constant. Note that all the parameters associated with the left-most
channel, which provides the global base coordinate system, are invariant.
ing urev, the number of A-scans acquired per revolution, as before). The probe angle ρ was
eliminated since manufacturing standards and expected beam spread mean the expected
deviation from the nominal value is small and the practical eﬀect smaller still. The bore
radius R was excluded as this quantity can readily be measured and should be very well
deﬁned, so no adjustment is expected to be necessary. Finally, the gain adjustment g was
eliminated as this is of very limited signiﬁcance in the post-registration processing (see
Chapter 6). Using this reduced set of parameters, the dimensionality of the parameter
space for the full registration is reduced to 25 (deduced as 3 · 7 + 1 · 3 + 1 · 1). It is
conceivable that for instance using the data from the encoders ﬁtted to the scanner (see
Section 2.2) the number of parameters required in the optimisation could reasonably be
further reduced.
4.7 Multi-Objective Optimisation
This section highlights some features of the optimisation used to minimise the registration
error metrics (see Section 4.5) deﬁned in line with Section 4.6.1. The optimisation is used
to select parameters in the parameter space set-up based on Section 4.6.2, to facilitate the
transform of the data channels into a common coordinate system. Given the division of
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Figure 4.18: Example output of a multi-objective optimisation with two objective functions to
minimise. The Pareto points marked in red are those samples which cannot be improved upon
in one objective function without incurring a penalty in the other. The remaining samples are
dominated and shown as blue crosses. The convex hull of the Pareto points is shown in green -
note that some Pareto points lie above the line and are therefore outperformed by points on it.
responsibilities outlined in Section 3.4, beyond some initial investigations [71,72], work on
the optimisation was exclusively done by Tippetts, as presented in detail in his thesis [13].
To the author, the optimisation used is largely a black-box algorithm, barely distinguish-
able from other global optimisation algorithms [7380]. Almost the only diﬀerence in use
is that this optimisation algorithm accepts a number of objective functions, revealing that
it is in fact a multi-objective optimisation [81]. Associated with this, the output computed
is not a single parameter combination considered to be the global optimum, but rather a
set of such parameter combinations. They are a subset of the points in parameter space
sampled, and are optimal in the sense that it is not possible to ﬁnd a point in the set of
samples that improves on one of the objective functions without incurring a penalty in
another. This is known as Pareto optimality, and these output parameter combinations
a termed Pareto points, making up a Pareto front. Figure 4.18 provides an example: the
red dots are Pareto optimal, whereas the other samples, in blue, are described as being
dominated. As a further enhancement, the plot also marks out the convex hull, made up
of a subset of the plotted Pareto points, used in some applications, exploiting the fact
every point on the hull plotted may be reached by stochastic interpolation between the
end points of that line segment [82].
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The fact that the optimisation yields a set of output points allows it to thereby represent
the physical uncertainty in the registration that will exist: each Pareto parameter com-
bination will map a test point to a diﬀerent location in physical space, so each recorded
amplitude can in fact be considered to physically lie in a point cloud. These sort of consid-
erations are very important for later data fusion processing (see Chapter 6) as this relies
signiﬁcantly on the spatial coincidence of diﬀerent signals. Interestingly, multi-objective
optimisations may be biased to steer the evaluation to a more comprehensive Pareto front
or representation in a response quantity (here physical coordinate location) [58].
As with any other optimisation, the dimensionality of the parameter space being optim-
ised over aﬀects how long the optimisation takes to reach a stopping criterion. Broadly,
the more parameters there are, the longer it takes for that space to be suﬃciently explored
as more samples are required. In the case of this optimisation, additional consideration
should be given to the dimensionality of the objective function space. Using a greater
number of objective functions will also tend to slow down the optimisation, primarily
because the hypervolume integral used by the implemented optimisation becomes more
computationally demanding [13]. However, on occasion, an additional objective function
may provide an eﬃcient pathway to the basin of the global optimum, helping the optim-
isation converge (however that may be deﬁned) more rapidly. In practice, the termination
of the multi-objective optimisation used depends solely on the user-speciﬁed number of
objective function space evaluations it is required to complete. As this optimiser in fact
processes a ﬁxed-size sample population at a time, the total number of evaluations is an
integer multiple of the number of samples in one such generation (20, here).
4.8 Parameter Pre-Computation
This section describes how analytic calculations may be used to compute certain para-
meter values prior to the described optimisation, so as to reduce the load on that complex
calculation. First, we examine how the problem of a varying wrapping period urev was
overcome before considering how the calibration scan can be further exploited.
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4.8.1 The wrapping period
As described in Section 4.3, because the wrapping period urev aﬀects the 3D index space
representation of the data and hence the relative spatial proximity of diﬀerent amplitude
samples, changes in this parameter can undermine the feature extraction, which in turn
is liable to undermine the entire registration. This is also related to the fact that it is not
possible to recover from an inappropriate urev value without recomputing the features,
which will only occur if urev changes enough to cause a change to the value rounded to
nearest integer: while physically urev may take a ﬂoat value, when used to deﬁne the
number of samples along one axis of a data array it must take an integer value (the
structure of the data was shown in Fig. 4.6). Therefore while the registration is very
sensitive to some urev changes (causing a change to the rounded version), the optimisation
has no sensitivity at all to changes near the rounded value of the parameter. This is a
signiﬁcant challenge to the registration [55].
Fortunately, the author discovered an innovative solution to this problem: pre-computing
urev from the data and then eliminating that parameter from the set of parameters op-
timised over. The pre-computation is based on examining the periodicity of the data in
the helical direction, along w (see Equation 4.1). The inherent periodicity in the sequence
of A-scans, revealing the wrapping period of the data, is probed using the autocorrelation
in this direction. In practice this is computed in the frequency domain at a number of
A-scan depths (t indices) in the frequency domain, as in Equation 4.9:
af (ω) = Ff ? (ω)Ff (ω) (4.9)
where af is the autocorrelation of function f , ω is the (spatial) frequency, F denotes the
Fourier transform, and ? the complex conjugate.
Figure 4.19 illustrates an example of the output obtained by evaluating an autocorrelation
of the sort described, in plot (a) for a calibration scan and in (b) for a main scan. The
autocorrelation is by deﬁnition symmetric about and maximal at the zero shift location.
Both plots exhibit a sequence of regular peaks, which are extremely sharp in (a) and less
pronounced but still detectable in (b). The separation of any two neighbouring peaks
directly gives the sought wrapping period urev. The speciﬁc implementation adds a few
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Figure 4.19: The mean (across several t indices) autocorrelation of the data along the length
of the helix (for select A-scan depths), used to compute the circular wrapping period from the
data. By the deﬁnition of the autocorrelation, these plots are symmetric about zero shift. Both
plots relate to the clockwise shear channel, but (a) is based on the scan of a calibration test
piece, with large reﬂectors (side-drilled holes) aligned with the bore, while (b) is based on a main
inspection scan, containing no meaningful geometric features. In the former very large, regular
peaks readily and correctly identify the wrapping period (720 samples), and while the peaks are
not nearly as prominent in (b), they are suﬃcient for the calculation to succeed.
reﬁnements, such as outlier rejection, given that multiple estimates of the parameter can
be obtained, and has been shown to be both extremely accurate and robust. In practice,
the computation is just used to conﬁrm that the nominal urev value is correct, and allows
urev to be safely eliminated from the variable parameters of the registration optimisation.
The calculation does make the implicit assumption that the features in the data respons-
ible for the dominant peaks in the autocorrelation are on average axially aligned. This
is in practice certainly the case for the calibration scan, given the axial orientation of
the side-drilled hole target reﬂectors, but not necessarily the case in general. A mis-
alignment with the component axis could lead to the computed data feature period not
corresponding to the wrapping period sought. However, such a possible misalignment can
be compensated for being applying a misalignment factor, eﬀectively an average angle of
features to the axis, computed in the base data channel of the registration.
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4.8.2 Using the calibration scan
In addition to using the calibration scan data during the multi-modal registration com-
parisons (as described in Sections 4.3 & 4.6), these ﬁles can be used to compute some
parameters analytically, given how well-known the target reﬂectors are.
In the current implementation of the software only the A-scan start parameter d0 is
computed prior to registration in this way, allowing the optimisation to be initialised
(see also Section 4.9) with a broadly correct value, despite this particular parameter
not being explicitly speciﬁed in the original data ﬁles and potentially depending on the
analogue-to-digital converter trigger conﬁguration in relation to the probe design. This
calculation simply extracts the depths of the observed side-drilled hole reﬂections and ﬁts
these against the target hole positions.
However, more complicated calculations are conceivable and may be beneﬁcial. For ex-
ample, it should be possible to calculate several parameters from the base channel calib-
ration scan and thereby conﬁrm that the parameters for this base channel (including for
the main scan) are indeed consistent, as currently assumed. Additionally, given analytic
sound propagation and probe models [6] it may be possible to extract a more comprehens-
ive model of the beam (beyond just considering the main beam as a perfect line) using an
iterative ﬁtting scheme (i.e. a further optimisation) [83]. Beam descriptors such as main
beam width could then be exploited during a later processing stage using the Synthetic
Aperture Focussing Technique (SAFT) (see Section 6.2 and Appendix B), for example.
4.9 Initialisation
This section outlined how the optimisation described in Section 4.7 should be initialised
to improve performance (for a given number of iterations). Broadly, the optimisation
should be started at the best guess of the parameter values, and allowed to explore from
there. However, as the optimisation in fact works in terms of generations of points, a set
of start locations, corresponding to a full generation, may in fact be speciﬁed.
In the current implementation, a set of parameter combinations making up a generation
of optimisation points is built up using a biased Latin hypercube [84]. The biasing places
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the selected points around the parameter space point of the best available estimates of
the parameter, taking into account pre-computations (see Section 4.8) where available
but defaulting to the nominal parameters provided by the original data ﬁles.
The selection of the initial parameter combinations with which to launch the main optim-
isation could potentially be improved with the outputs of a short, preliminary optimisation
over a reduced objective and parameter space [85], or an attempt to compute a subset
of parameter values analytically [55]. A further option is to exploit the encoder data
acquired during the main scan to inform the initial parameter selection.
4.10 Summary
This chapter has presented a comprehensive system for the registration of two rotor bore
data acquisitions, of four diﬀerent ultrasonic channels each, to a common coordinate sys-
tem. Such a system is of critical importance to the subsequent comparison and fusion of
data from diﬀerent channels, detailed in Chapter 6. The system as described is speciﬁc to
the rotor bore inspection, with a number of features diﬀerentiating it from that presented
by Tippetts for the case of the disk inspection application [13], but much of the underlying
logic and framework is applicable to a great range of multi-channel registration situations.
While the registration has the optimisation developed by Tippetts at its core, the frame-
work of Section 4.6 and method for overcoming the challenge of the wrapping period in
Section 4.8.1 developed by the author represent original contributions to knowledge. The
next chapter examines the performance of the described registration system, for a range
of test scenarios.
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Chapter 5
Registration Results
5.1 Introduction
After explaining the motivation for data registration and the deployed mechanics in
Chapter 4, in this chapter we examine the performance of the registration operating
on inputs of the sort typical in industry. The results here complement those presented in
the thesis of the author's collaborator, Tippetts, for the disk inspection application [13].
Whilst most of the novelty and academic merit claims of the author in this work pertain
to the data fusion side of the work, and the registration approach heavily relies on the
work of Tippetts, the unique challenges of the rotor bore inspection application described
in the previous chapter compared with the disk inspection application mean that there
are elements of novelty and academic merit on the registration side, too. Some of these
have already been detailed in the registration method, but others will be highlighted in
the results, as the complexity of the registration in the rotor bore application gives rise
to some interesting features.
The registration performance is analysed in terms of the positional error of test points that
have a (at least relatively) well known correct position. Given that the cross-acquisition,
mono-modal and within-acquisition, multi-modal alignments have diﬀerent properties,
and primarily aﬀect baseline subtraction and single acquisition fusion, respectively, these
are analysed separately throughout. We start by considering test cases for these two types
of alignment in isolation, building up to full multi-channel, dual-acquisition registration.
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Note that the eﬀective registration accuracy requirements are primarily determined by the
spatial scale, informed by the registration uncertainty, of the data association between
channels in the fusion processing - see Chapter 6.
All results presented in this chapter are based on the data for the inspection of a low
pressure stage 2 turbine rotor at RWE npower's Didcot A coal-ﬁred power plant, Forging
C001 993 Y21657, inspected in January 2007 as job number GBF4201. The ﬁles used in
the analysis here all relate to the section of the bore 2.4 - 2.9m axially from the alternator
end of the rotor bore, given that the 6m long bore is inspected in 50cm sections (plus a
little overlap).
Unless otherwise stated, all computations of this chapter involved running the optimiser
described in Section 4.7 and developed by Tippetts [13] for 2000 evaluations of the ob-
jective function space, corresponding to 100 generations of 20 parameter combinations.
Parallelised sections of the code ran on three cores of the CPU on the desktop computer
described in Section 3.2.1. Computations for Sections 5.2 and 5.3 took around 45min and
90min, respectively, those for Section 5.4 considerably longer. Figures A.1, A.2 & A.3
provide an example of the sort of Operator (see Section 3.4) conﬁguration relevant to the
calculations of this chapter.
5.2 Cross-Acquisition, Mono-Modal Registration
In this section two copies of a single channel's main scan data (the counter-clockwise
shear channel was chosen for this section) are registered against each other, having ﬁrst
distorted the parameters relating to the second copy away from their correct values. The
objective of the registration is then to recover these known parameter values, and the
success of this is assessed in terms of the spatial error remaining after registration at
a number of test locations, this being of greater practical signiﬁcance than the error in
parameter space. Given that the required mapping is known for any point in the data
domain and the parameter distortion, due to the complexity of the geometry, may lead
to signiﬁcantly varying positioning errors across that domain, the test locations used
were 20 points uniformly spread across the domain by Latin hypercube pseudo-random
sampling [84].
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Parameter Explanation
zrev helix pitch, axial increment per revolution
dvs speed of sound in component
z0 scan start axially
d0 scan start radially, along the A-scan
φ0 scan start circumferentially
ρ probe angle, in a plane normal to the bore axis
R bore radius
g linear amplitude scaling
urev number of A-scans acquired per revolution
Table 5.1: The parameters that could potentially be varied to control the dual-acquisition
alignment of the two copies of a particular type of channel. The top ﬁve are considered the
most signiﬁcant for practical purposes. The next three may be also be varied to increase the
complexity of the model and dimensionality of the parameter space. The ﬁnal parameter (urev) is
included for completeness but never varied, only computed from the data to conﬁrm the nominal
parameter value - see Section 4.8.1.
Out of the possible eight parameters that could potentially be varied to control the dual-
acquisition alignment of the two copies of a particular type of channel in the model of
the preceding chapter, here the computations and introduced distortions are restricted to
the ﬁve parameters of Section 4.6.2 considered to be most signiﬁcant in practice. These
are detailed in Table 5.1. As a single channel comparison is used, for which two objective
functions are deﬁned, the optimisations in this section feature a two-dimensional objective
function space over a ﬁve-dimensional parameter space.
5.2.1 Small distortion
First, a small distortion, corresponding to an axial shift, rotation and modiﬁed sound
speed, was introduced to the parameters of the second acquisition's channel. The eﬀect of
this distortion on the test locations is shown in Fig. 5.1 as a histogram. The registration
samples the two-dimensional objective function space as shown in Fig. 5.2. This plot
also illustrates the way the root-mean-squared residual metric (see Section 4.5.1) reaches
a plateau when the registration features (see Section 4.3) do not overlap at all, and shows
that the deﬁnition of the metrics means that the correct parameter combination does
under these perfect conditions (with two identical inputs) correspond to the origin of the
objective function space. Mapping the test locations to the diﬀerent parameter combina-
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tions corresponding to Pareto points identiﬁed in the objective function space of Fig. 5.2
allows a point set for each location to be identiﬁed. These point sets are summarised in
two perpendicular projections in Figs. 5.3a and 5.3b, plotting the centroids and standard
deviations, computed using Tippetts' Pareto density correction to adjust for the uneven
spread of points on the sampled Pareto front discovered by the optimisation [13]. An al-
ternative presentation of these results is oﬀered in Fig. 5.4, reducing the positional errors
in diﬀerent directions to a single Euclidean distance - both for all Pareto points together
and for the Pareto point with the lowest r.m.s. residual error metric value. Without close
examination, this particular Pareto point would by default be considered the best single
output, as the second metric, the feature displacement metric, largely serves to draw the
features together so that they overlap (to permit the calculation of the residual-based
metric) and depends signiﬁcantly on the deﬁnition of the feature centres between which
the distance is computed. However, in this case, that parameter combination is seen to
contribute some of the highest errors, providing further evidence of the beneﬁts of deﬁning
multiple objective functions. Nonetheless, the reduction in error in these results histo-
grams over the equivalent pre-registration plot in Fig. 5.1 demonstrates the eﬃciency of
the registration.
5.2.2 Large distortion
Now we consider the introduction of a larger parameter distortion and attempt to ap-
ply registration to recover from that. Figure 5.5 shows the positional errors of the test
locations prior to registration. The objective function space of the optimisation is dis-
played in Fig. 5.6, indicating the four Pareto points identiﬁed. The associated point sets
from the test locations being mapped using the parameter combinations underlying the
Pareto points are shown in two projections in Figs. 5.7a and 5.7b. These positional errors
post-registration are summarised in the histograms of Fig. 5.8. As previously, the Pareto
point of the lowest residual metric value happens to have some of the highest associated
positional errors, so relying on a single objective function, even at the end of the optim-
isation, is risky. Nonetheless, the reduction in error over the starting point (Fig. 5.5) is
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Figure 5.1: The eﬀect of the imposed small parameter distortion on the test locations relative
to their positions when the correct parameters are applied, prior to registration. In practice such
an error would be due to the probe for the channel in question not being set-up for a second
acquisition to match the ﬁrst acquisition. The error bins of the histogram are arbitrarily chosen.
The plots of this sort in this section are based on registering 2 copies of the 60◦ counter clockwise
channel (CCWS) against each other.
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Figure 5.2: The 2-dimensional objective function space for the optimisation applied for the
registration of 2 copies of one channel to compensate for a small applied distortion. 3 Pareto
points are identiﬁed, jointly minimising the 2 objective functions. Note the plateau feature of
the metric plotted on the vertical axis, the result of the registration features having no spatial
overlap at those parameter values, as well as the zero objective function values at the correct
parameter combination.
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Figure 5.3: The centroids and standard deviations of the point sets resulting from mapping
the test locations with the parameters underlying the optimisation's Pareto points shown in Fig.
5.2. In (a) the point sets are projected into the plane normal to the bore axis, in (b) into the
plane normal to a circumferential vector. While in (b) some bias towards negative axial errors
is evident, all centroids indicate sub-millimetre errors.
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Figure 5.4: Histograms of the test location omnidirectional positional error in the registration
of two copies of one channel. In (a) all the identiﬁed Pareto points contribute, whilst in (b)
only the parameters associated with the Pareto point of the lowest r.m.s. residual error metric
value are used in the mapping of the test points. Note that (b) features most of the larger errors
shown in (a), indicating that the mappings associated with the other Pareto points have lower
associated errors.
110
5. Registration Results
0 10 20 30 40 50
Positional error /mm
0
1
2
C
o
u
n
t 
/s
a
m
p
le
s
60 ◦ -CCWS
Figure 5.5: The eﬀect of the imposed large parameter distortion on the test locations relative
to their positions when the correct parameters are applied, prior to registration. The error bins
of the histogram are arbitrarily chosen. This plot, like those before, is based on registering two
copies of the 60◦ counter clockwise channel (CCWS) against each other.
dramatic, again illustrating the eﬃciency of the registration process.
It is worth noting that the errors at the end of the optimisation are comparable to those
for the previous case of a smaller distortion. Similarly, Tippetts found that the positional
errors of the parameter combinations converged to were comparable over a great range
of introduced distortions, suggesting that these errors reﬂect physical uncertainty in the
data, a conclusion supported by the correlation lengths (see next chapter) of the data
being of a similar scale [13].
5.2.3 Discussion
The results presented in Sections 5.2.1 & 5.2.2 have demonstrated the ability of registra-
tion to eﬀectively recover the correct channel alignment for some test distortions applied
to one of two copies of the same channel. While some parameter distortions are likely
to be more diﬃcult to recover from than others (given pathways through the objective
function space to global, multi-objective optima), potentially requiring more optimisa-
tion generations to reach a suitable output, a separate greater concern in practice is the
validity of the assumed model, in contrast to the consistency of that model. Distorting
the parameters as described to provide a test input only provides a subset of the possible
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Figure 5.6: The 2-dimensional objective function space for the optimisation applied for the
registration of 2 copies of one channel to compensate for a large applied distortion. In this case
4 Pareto points are identiﬁed. As in Fig. 5.2, a plateau in the r.m.s. residual metric is evident.
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Figure 5.7: The centroids and standard deviations of the point sets resulting from mapping the
test locations with the parameters underlying the optimisation's Pareto points shown in Fig. 5.6.
In (a) the point sets are projected into the plane normal to the bore axis, in (b) into the plane
normal to a circumferential vector. In (b) the centroids are all very near zero error axially, but
with signiﬁcant uncertainty - much greater than in the radius direction, for example. However,
the errors plotted are all very small.
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Figure 5.8: Histograms of the test location overall positional error in the registration of two
copies of one channel. In (a) all the identiﬁed Pareto points contribute, whilst in (b) only the
parameters associated with the Pareto point of the lowest residual error metric value are used
in the mapping of the test points. As in Fig. 5.4, (b) features most of the larger errors shown in
(a) indicating that the mappings associated with the other Pareto points have lower associated
errors.
changes that may occur and then need to be compensated by registration. Therefore the
signiﬁcance of possible uncompensated eﬀects in data (for example relating to probe skew
or complex, localised temperature eﬀects - see Section 4.2) has not been examined.
For such an examination, the second ﬁle introduced into the registration would need to
be one from a separate scan of the same part of the component as shown in the ﬁrst ﬁle,
rather than an exact copy of the ﬁrst ﬁle. While such ﬁles from repeat scans are available,
the lack of signiﬁcant geometric features that could be used as registration features in
almost all ﬁles means that the registration shown currently relies on noise-like features,
which is inadequate for eﬀective registration of diﬀering ﬁles. Undoubtedly, the feature
extraction and pairing algorithms applied (see Chapter 4) could be improved to provide a
greater degree of the necessary robustness to permit at least a demonstration. However,
this would not be suﬃcient to permit practical use, as the robustness would still not be
comparable to that achievable with signiﬁcant geometric features in the data, as described
in Section 4.3.
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5.3 Single Acquisition, Multi-Modal Registration
This section concerns the alignment of several channels of diﬀerent types acquired during
the same acquisition. As explained in Chapter 4, the involved multi-modal comparisons
are in practice tackled by focussing on data from the calibration scans. The hope is that
the challenge of diﬀerent inspection modalities, giving rise to diﬀerences in the appearance
of signals from component features, can be overcome by examining the reﬂections from the
simple side-drilled holes of the calibration piece. Fortunately, the correcting adjustments
the registration is anticipated to require are small, as all the probes used in the rotor bore
inspection are ﬁxed in the probe pans and the relative probe positions may be readily
measured. In fact, it is conceivable that no adjustment is required.
The data used here is from all four ultrasonic probes, acquired in a calibration scan before
the inspection of the rotor bore itself. For testing purposes we really require knowledge of
the correct alignment between inputs, so that, as in Section 5.2, the eﬀectiveness of the
registration can be quantiﬁed in terms of the positional error of test points. The alignment
of inputs is however only exactly known if these inputs are simulated, as in cross-channel
case, where one input is a distorted copy of the other. Such simulation is not possible
in the case of the multi-modal data considered here, at least not without resorting to
tools such as ﬁnite-element (F.E.) modelling [54], as even for a simple reﬂector like a side-
drilled hole, the signals in one channel will not just be a copy of another channel's signals
with modiﬁed acquisition parameters. Additionally, the objective here is really to test the
extent to which the applied model provides an adequate representation of distortions in
real data, rather than the model self-consistency. Therefore introducing simulated data,
from F.E. for example, risks defeating the object of this testing.
Relying on real data as the test input means the reference point problem remains - it is
not obvious which test locations should coincide exactly in the event of perfect alignment.
The approach adopted provides a reasonable if imperfect solution: given the well-deﬁned
calibration hole features in all the data channels, the mid-points of the faces that are
normal to the holes (and hence the bore) are assumed to coincide exactly when registered
correctly - see Fig. 5.9. While this assumption could hold exactly in theory, in practice
it suﬀers from several problems.
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Side-drilled hole
Identified feature in original position
Identified feature in shifted position
Shift
1.5mm
Figure 5.9: Schematic of a side-drilled hole and the associated registration feature identiﬁed in
the data, in an axial projection. The feature here is a rectangle around the arc-like reﬂection of
the side-drilled hole seen in the data as depicted. For the purposes of registration, this feature is
shifted by the radius of the side-drilled hole, so that reﬂections from diﬀerent directions coincide
at the centre of the hole. The mid-point of this shifted feature in the plane shown, marked
by a cross, is used here as a test location to assess the eﬀectiveness of registration. Note the
discrepancy in the position of this point and the centre of the hole, illustrating the sort of error
that can occur in the test locations.
The most signiﬁcant problems concern the axial direction, related to the axial sample
density. This sample density is the reciprocal of the scan pitch (nominally 5mm) and, as
indicated by Fig. 5.10, is by far the coarsest compared with the other directions. So if
during the feature extraction stage (see Section 4.3) an inaccuracy of just a single index
location occurs, this immediately gives a 5mm spatial error. The other problem is that
the ends of the calibration holes are rather sub-optimal targets for determining axial (as
opposed to circumferential or radial) alignment given their small diameter compared with
the circumference of the test piece: at the axial position at which the main beam of the
probe is axially exactly aligned with the end of a target hole the probe is unlikely to be
in the required rotational position. For the assessment of axial alignment of the probes,
a target that extends around the full circumference of the test piece is highly desirable.
While the axial ends (at the faces) of the disk section of the test piece (containing the
side-drilled holes, see Fig. 5.11) might be thought to provide such a target, the reﬂections
in the region are unclear and complicated by the joining material, linking the disk section
to the test piece guiding tube. Therefore a modiﬁed calibration piece design, for example
enhanced by the addition of a set of circumferentially distributed, part-thickness side-
drilled holes of a constant size, depth and radial position, is one recommendation from
this project.
A further objection to the use of the calibration hole end points as reference locations for
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Axial:
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Figure 5.10: The 3D sampling intervals, which are the reciprocal of the sampling densities.
The values quoted are approximate typical values, for a shear wave channel and a position close
to the bore surface. The vectors shown are not to scale.
Guide tube
Disk section
Side-drilled holes
Figure 5.11: A photograph of a rotor bore calibration test piece. The disk section containing
the target reﬂectors (side-drilled holes) and the guide tube are clearly identiﬁable. The guide
tube also extends out of the far-side of the disk section. Note the joining material between the
two sections of the test piece. Photo taken by author at RWE npower's Ferrybridge site.
the registration is that they are not well-spaced, especially in a circumferential direction, so
provide no information about the alignment achieved in other regions of the component.
Note that the calibration hole end points also require pairing across scans to enable
comparisons, a further possible cause of errors.
The positional errors of these calibration hole end-point test locations in counter-clockwise
shear, short-focus compression and far-focus compression channels relative to the channel
designated as the global base in testing, the clock-wise shear channel, are shown in Fig.
5.12 prior to registration. Note that due to the described problems associated with using
the calibration hole end-points as reference locations, the best achievable positional error
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Figure 5.12: Histogram of the positional error of the multi-channel test locations relative to
their positions in the global base channel prior to registration. In practice these plotted errors
are related to errors in the set-up of the probes on the probe pans, but the error values shown
include an indeterminate contribution from the described reference point problem. The legend
abbreviations relate to the counter-clockwise shear (CCWS), short-focus compression (SFC) and
far-focus compression (FFC) channels.
will never be zero, and will diﬀer for diﬀerent locations. Therefore the best that can
be hoped for in eﬀective registration is that the positional errors are seen to generally
decrease - not just some locations at the expense of others. While this is not hugely
satisfactory, it should however be borne in mind that in view of the described challenges
in determining suitable reference points, the error values plotted represent a worst case
for subsequent fusion processing.
5.3.1 Low dimensional parameter space
An initial optimisation was completed using a low dimensional parameter space, focussing
on the ten variables considered to be most signiﬁcant (from Table 5.1 and the logic of
Section 4.6.2), and a two-dimensional objective function space. The output in the latter
space is shown in Fig. 5.13. This diﬀers somewhat from the objective function space plots
seen so far as there is no plateau visible in the residual-based metric. This is because with
a greater number of paired features, spread across several channels, these are very unlikely
to all have no overlap at once. Note also that the theoretical optimum is not known for
this optimisation, and given the diﬀering data inputs, it is certain that the origin will
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Figure 5.13: The 2-dimensional objective function space for the low dimensional parameter
space multi-modal registration of 4 diﬀerent channels of the same acquisition. Several Pareto
points have been identiﬁed.
never be reachable.
Applying parameter combinations underlying the identiﬁed Pareto points gives rise to
the test location positional error histograms shown in Figs. 5.14a & 5.14b. As before,
only the parameter combination associated with the Pareto point of the lowest residual
contributes to the second plot. A marginal improvement over the starting state (Fig.
5.12) is detectable in this. The former does show that signiﬁcantly lower errors can be
achieved by individual points, but that some improvements are at the expense of other
points - especially in the short-focus compression channel, where many points are seen to
have a worse error than in the starting state.
5.3.2 Higher dimensional parameter space
To examine whether the registration could be improved by allowing the full set of 16
model variables (from Table 5.1 and the logic of Section 4.6.2), to be optimised over,
the testing was repeated with this higher dimensional parameter space, leaving all other
control parameters unchanged. The resultant objective function plot is shown in Fig. 5.15,
which is rather similar to that of the lower dimensional parameter space optimisation (Fig.
5.13). The positional errors derived from the identiﬁed Pareto points are illustrated in
Figs. 5.16a & 5.16b. The former plot is rather similar to the equivalent plot in the lower
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Figure 5.14: Histograms of the test location overall positional error in the low dimensional
parameter space registration of all 4 channels of 1 acquisition. In (a) all the identiﬁed Pareto
points contribute, whilst in (b) only the parameters associated with the Pareto point of the
lowest residual error metric value are used in the mapping of the test points.
dimensional parameter space case, Fig. 5.14a - again, low errors have been reached in
some locations, but, given the larger errors seen in the short focus compression channel,
some of these improvements appear to be at the expense of other test point locations.
The errors for the lowest residual metric Pareto point (Figs. 5.14b & 5.16b) are also quite
similar though the latter does provide a slight improvement. Based on this it would seem
the beneﬁts of using a more comprehensive set of parameters and hence more ﬂexible
model in the registration is of limited beneﬁt especially given the computational cost of
having to explore a higher-dimensional variable space.
5.3.3 Higher dimensional objective function space
To complement the increased dimensionality of the parameter space considered above,
the objective function space dimensionality was also increased in the hope this would
improve overall performance, perhaps by reducing the extent to which improvements in
some locations appear to be at the expense of others. Therefore the previous registration
test was repeated using a 16-dimensional parameter space (from Table 5.1 and the logic
of Section 4.6.2) and 6-dimensional objective function space (from de-activating metric
merging, see Section 4.6.1, across three comparisons).
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Figure 5.15: The 2-dimensional objective function space for the case of the higher dimensional
parameter space multi-modal registration of 4 diﬀerent channels of the same acquisition, which
is quite similar to the plot for the previous lower dimensional parameter space (Fig. 5.13).
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Figure 5.16: Histograms of the test location overall positional error in the higher dimensional
parameter space registration of all 4 channels of 1 acquisition. In (a) all the identiﬁed Pareto
points contribute, whilst in (b) only the parameters associated with the Pareto point of the
lowest residual error metric value are used in the mapping of the test points.
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Figure 5.17: Histograms of the test location overall positional error in the registration with
higher dimensional parameter and objective function spaces of all 4 channels of 1 acquisition. In
(a) all the identiﬁed Pareto points contribute, whilst in (b) only the parameters associated with
one of the Pareto points of a lowest residual error metric value are used in the mapping of the
test points.
In such a case the objective function space cannot be visualised eﬀectively so no attempt
to illustrate it is made here. The errors associated with the identiﬁed Pareto points are
shown in Figs. 5.17a & 5.17b, for all Pareto points and one of the the Pareto points with
the lowest r.m.s. residual metric value (given that three of the six metrics are of the r.m.s.
residual type, of Section 4.5.1, there is likely to be more than one Pareto point with the
lowest r.m.s. residual metric value). The ﬁrst plot shows a great spread of errors, related
to the high number of identiﬁed Pareto points underlying the distributions. As in the
previous registration trials, the errors for the short focus compression channel are seen to
lag behind those for the other channels. While the second plot indicates something of an
improvement over the starting state (Fig. 5.12) it cannot be described as an improvement
over the comparable plots in the preceding registration tests. Therefore the beneﬁts of
using a higher dimensional parameter space in the optimisation appear to be limited at
this stage.
5.3.4 Artiﬁcial distortion
The tests in Section 5.3 have so far only attempted to improve on the positional error
associated with the nominal parameter values. As explained previously, the required
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adjustments are expected to be small anyway, to the extent that it is conceivable that
no registration adjustment is necessary or even achievable. Furthermore, the described
reference point problem (see top of Section 5.3) compromises the extent to which the
eﬀectiveness of the registration can be demonstrated. To provide a more convincing
illustration of the action of the cross-channel registration, in this section we introduce an
additional parameter distortion, of the sort the registration aims to protect against, that
the algorithm then attempts to recover from. Such a distortion in practice corresponds
to the probe pan set-up being recorded incorrectly, maybe due to operator error in the
measurement. We also now revert to the initially used optimisation settings, varying ten
parameters and assessing performance in terms of two objective functions, bearing in mind
that the applied distortion can readily be restricted to the varied parameters. It should
be noted though that most of the test is now concerned again with the self-consistency
of the model rather than the extent to which it is an adequate representation of physical
phenomena (see Section 5.2.3).
The chosen distortion corresponds to all the probes on the pan (bar the probe providing
the base channel, the clockwise shear) being rotationally and axially shifted, by a couple
of degrees and millimetres, respectively, and a temperature change aﬀecting the speed of
sound. This is designed to reﬂect the sort of distortion that could occur in practice. The
eﬀect of this distortion on the initial test location positional error is shown in Fig. 5.18,
indicating a signiﬁcant error increase over the initial state without an additional distortion
seen in Fig. 5.12. The objective function space output of the registration optimisation is
presented in Fig. 5.19. While this plot identiﬁes several Pareto points as in previously
seen objective function spaces, the shown split of the point cloud reveals one of the special
features of this optimisation. This bi-modal (potentially multi-modal) behaviour is due to
the feature pairing snapping from one possible set of (binary) correspondences to another
as the (continuous) parameters being optimised over change. The error histograms of
the test location mappings from the parameter combinations associated with the Pareto
points are shown in Figs. 5.20a & 5.20b, for all Pareto points and only the Pareto
point with the lowest residual metric value, respectively. These are quite similar to the
corresponding plots seen for the initial multi-modal registration considered, Figs. 5.14a
& 5.14b, indicating that the additional distortion has had little eﬀect on the output
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Figure 5.18: Histogram of the positional error of the multi-channel test locations relative to
their positions in the global base channel prior to registration after the introduction of an artiﬁcial
distortion in addition to the error resulting from the nominal parameter values.
obtained. Perhaps surprisingly, the errors seen in the plots for the single Pareto point are
in fact lower here, for the initial state with an additional distortion. Certainly the results
demonstrate the ability of the registration to recover from a substantially wrong initial
state.
5.3.5 Discussion
The results presented here have attempted to demonstrate the ability of the software to
correctly register several diﬀerent channels, in which data was acquired in a single acquis-
ition. In practice this corresponds to correcting errors in the set-up of the probe pans.
The algorithm makes extensive use of the available calibration scan data to help over-
come the challenges of diﬀerent modalities, building on the assumption that the physical
probe settings will be exactly the same during the calibration and the subsequent main
scan. While the deployed data acquisition model has been shown to be self-consistent
and broadly consistent with physical eﬀects, the lack of knowledge of the exactly correct
registration of the available test inputs and the fact the required adjustments to the nom-
inal parameter values are expected to be small, mean that it is diﬃcult to provide more
convincing performance illustrations. This situation could be signiﬁcantly improved with
a superior calibration test piece design, as outlined at the start of Section 5.3. Moreover, if
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Figure 5.19: The 2-dimensional objective function space for the case of the registration of 4
diﬀerent channels of the same acquisition following the introduction of an additional, artiﬁcial
distortion. As before, several Pareto points have been identiﬁed. However, this plot also illus-
trates one of the special features of this optimisation: the multi-modal behaviour indicated by
the splitting of the point cloud is due to the feature pairing snapping from one possible set of
correspondences to another as the parameters being optimised over change.
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Figure 5.20: Histograms of the test location overall positional error in the registration of all
4 channels of 1 acquisition after the introduction of an additional, artiﬁcial distortion. In (a)
all the identiﬁed Pareto points contribute, whilst in (b) only the parameters associated with the
Pareto point of the lowest residual error metric value are used in the mapping of the test points.
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the probe set-up in the scanner could be assured to the highest levels of conﬁdence during
the inspection, the single acquisition, multi-modal registration described here could be
made redundant.
5.4 Registration of Two Full Acquisitions
Having in the previous two major sections considered ﬁrst cross-acquisition, mono-modal
registration then single acquisition, multi-modal registration, we now consider the case
of both simultaneously, during the full registration of two multi-channel acquisitions - a
total of eight inputs. Given the analysis presented so far, the performance is assessed in
exactly the same manner, separating errors in the two types of comparison. Not only does
this approach make the results here more directly comparable with those preceding, but
also means diﬃculties in the assessment of multi-modal registration need not undermine
analysis of within-modality registration, and the consequences of errors in subsequent
data comparison processing are clearer.
The registration calculations in this section were completed considering only the ﬁve
variables in each channel seen as the most signiﬁcant in practice: zrev, z0, φ0, drev, d0
- see Section 4.6.2. Given the diﬀerent classes of parameter identiﬁed, this meant there
were a total of 25 variable parameters. As in most previous registration computations,
the objective function space was two-dimensional. However, because of the very high
dimensionality of the parameter space, the number of evaluations was doubled to 4000,
corresponding to 200 generations of 20 points. Even so, the sample density in parameter
space is low compared with the previous calculations.
The test input consists of the same 4 channel input ﬁles as in Section 5.3, but duplic-
ated and distorted for the second acquisition (much like a single channel was in Section
5.2). The distortion corresponds to the probe pan of the second acquisition being set-up
inaccurately, the scan then being started at a diﬀerent point and the temperature being
diﬀerent (altering the wave speeds), compared with the ﬁrst acquisition. The error his-
tograms for the chosen combination of distorting parameters are shown in Figs. 5.21a &
5.21b, for single-modality and cross-modality comparisons, respectively. In line with pre-
vious results, the former uses a set of random, exact test locations uniformly spread across
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Figure 5.21: Histograms of the positional error of the test locations prior to registration fol-
lowing the introduction of small distortions to the parameters of all channels of the second
acquisition. In (a) single modality, cross-acquisition errors (in practice from equipment for a
second acquisition not being set-up the same as for the ﬁrst) are shown, using a set of random
test locations uniformly spread across each channel domain. In (b) the single acquisition, multi-
modal errors (in practice owing to probe misalignments on the probe pans) are presented for both
acquisitions present in each case using the positions of the calibration hole end-point locations
relative to those of the base channel (the clockwise shear channel) of that acquisition.
each channel domain, whereas the latter relies on the side-drilled hole end mid-points as
reference locations, with all the associated diﬃculties. It should be noted that as no addi-
tional distortion was applied to the channels of the ﬁrst acquisition, the low dimensional
parameter space case examined in Section 5.3 is actually a subset of the situation here.
5.4.1 Registration scheme 1
The computation was completed using the registration scheme 1 of the previous chapter
(see Fig. 4.15). This scheme relies on three cross-modality comparisons (using calibration
scan data) for the ﬁrst acquisition and a mono-modal, cross-acquisition comparison (using
main scan data) for each of the four channel modalities. The objective function space
plot for the 4000 evaluations completed is shown in Fig. 5.22, with identiﬁed Pareto
points. The error histograms for these are presented in Figs. 5.23a & 5.23b, for cross-
acquisition and cross-modality comparisons respectively. These show a signiﬁcant, general
improvement over the initial state (Figs.5.21a & 5.21b), though individual components
have not all improved. For example, the points for the ﬁrst short focus compression
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Figure 5.22: The 2-dimensional objective function space for the full registration of 2 multi-
channel acquisitions using registration scheme 1, with 4000 evaluations. The two identiﬁed Pareto
points are highlighted.
channel in the cross-modality all appear to have a higher error than before (similar to what
was seen previously). It is also noteworthy that the results cannot match those obtained
for the previous calculations in which components of this registration were considered in
isolation (e.g. Figs. 5.4 & 5.14a). The most likely explanation for this is simply the high
dimensionality of the parameter space and the relatively limited exploration of this over
the course of the optimisation - completing more evaluations may well improve this.
5.4.2 Registration scheme 2
The computation was repeated, but using the second registration scheme (see Fig. 4.16).
This relies on three multi-modal comparisons within each of the two acquisitions (using
the calibration data for both acquisitions to check for probe set-up errors in each) and
a single mono-modal, cross-acquisition comparison (using the main scan data to ﬁx the
alignment of the probe pans for the two acquisitions relative to each other). The objective
function space plot for the 4000 evaluations completed is shown in Fig. 5.24, with identi-
ﬁed Pareto points. The error histograms for these are presented in Figs. 5.25a & 5.25b,
for cross-acquisition and cross-modality comparisons respectively. While both show an
improvement over the initial, pre-registration state (Figs. 5.21a & 5.21b), they are both
(especially the ﬁrst) worse than their equivalents under registration scheme 1 (Figs. 5.23a
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Figure 5.23: Histograms of the test location overall positional error for the registration scheme
1 alignment of 2 full acquisitions of 4 channels each. In (a) single modality, cross-acquisition
errors (in practice from equipment for a second acquisition not being set-up the same as for the
ﬁrst) are shown, mapping the set of random test locations using the parameters underlying the
Pareto points. In (b) the single acquisition, multi-modal errors (corresponding in practice to
probe misalignments on the scanner head) are presented, for both acquisitions present, mapping
the calibration hole end-point locations using the parameters associated with the Pareto points.
& 5.23b). Additionally, the ﬁrst plot shows that there are signiﬁcant inter-channel dis-
crepancies in the mono-modal errors. Speciﬁcally, the clockwise shear channel has very
low errors, while the short focus compression channel consistently (across all Pareto points
and test locations - i.e. for all registration outputs and all over the component) exhibits
very high errors. This would appear to be an extreme case of one channel improving at
the expense of another. The likelihood of this occurring is increased by the combination
(in the current implementation, by taking the mean) of the objective functions from all
the channel comparisons, reducing the total number of objective functions to two (see
Section 4.6.1). As the number of comparisons increases, the ability of any one to steer
the direction of the optimiser is diminished. This situation could potentially be improved
by using a more advanced combination operator than the mean, or by not combining the
metrics at all and optimising over a higher dimensional objective function space. As in the
registration scheme 1 case, the relatively low number of evaluations (given the dimension-
ality of the parameter space) means the output is likely to improve with more evaluations,
and the mono-modal channel discrepancy is likely to be reduced. The relatively poor per-
formance seen here compared with the alternative scheme, especially in the mono-modal
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Figure 5.24: The 2-dimensional objective function space for the full registration of 2 multi-
channel acquisitions using registration scheme 2, with 4000 evaluations. Several Pareto points
have been identiﬁed.
errors, is explained by the way that the mono-modal comparisons for which the errors are
plotted (with the exception of the base channel, the clockwise shear) depend on both the
mono-modal registration computation for the base channel and the multi-modal registra-
tion comparisons. There can be considered to be extra degrees of separation between the
channels for which the errors are plotted as these are only indirectly aligned (see Fig.4.16),
which in itself is liable to lead to a lag eﬀect in the registration, but because this extra
degree of separation adds a dependence on the problematic multi-modal registration (see
Section 5.3), results are particularly compromised.
5.4.3 Discussion
The results in Section 5.4 have shown that progress in full multi-channel, dual-acquisition
registration has been made - the results presented under registration scheme 1 are cer-
tainly promising. However, the high dimensionality of the parameter space does at this
point present a signiﬁcant challenge if computations are not to take unreasonably long:
the result of Sections 5.4.1 and 5.4.2 took around 11.0hrs and 8.0hrs to compute, re-
spectively (the disparity is understood to be due to diﬀerences in ﬁle access). It might
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Figure 5.25: Histograms of the test location overall positional error for the registration scheme
2 alignment of 2 full acquisitions of 4 channels each. In (a) single modality, cross-acquisition
errors (in practice from equipment for a second acquisition not being set-up the same as for the
ﬁrst) are shown, mapping the set of random test locations using the parameters underlying the
Pareto points. In (b) the single acquisition, multi-modal errors (corresponding in practice to
probe misalignments on the probe pans) are presented, for both acquisitions present, mapping
the calibration hole end-point locations using the parameters associated with the Pareto points.
Note the signiﬁcant discrepancies in the performance of diﬀerent channels seen in (a).
be possible to reduce that dimensionality by making carefully justiﬁed assumptions. For
example, as temperature changes are likely to be the cause of all variations in the speed
of sound, a suitably accurate analytic model of the eﬀect of temperature on steel would
allow the shear and compression sound speeds to be related so that only one needs to be
varied in the optimisation. Of course the code as it stands could also certainly be further
speed-optimised and also run on a newer, more powerful computer. While not reducing
the number of objective functions to just two is appealing as an approach for reducing
the extent to which improvements in one channel occur at the expense of another, this
does further increase the computational cost. Speciﬁcally, the author did experiment with
not combining contributions from diﬀerent channels at all, resulting in a 14-dimensional
objective function space, but found the associated hypervolume integral used by the op-
timiser to be prohibitively slow to compute. A compromise solution worth investigating
as further work would be to combine metrics of one of the two types, but not of the other,
giving an 8-dimensional objective function space, which should be manageable.
While the second registration scheme does have some advantages, based on the perform-
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ance seen, without further changes and testing, registration scheme 1 should be used
wherever possible.
5.5 Summary
The chapter has shown and described the results of testing the developed registration sys-
tem for the rotor bore data. The results for simple, mono-modal, cross-acquisition testing
are very convincing, those for multi-modal and full, multi-channel, dual-acquisition re-
gistration are less clear. Part of the problem is the suitability of the available data.
Improvements could certainly be made, both to the inspection procedure and the re-
gistration algorithm, and several recommendations have been made to this eﬀect. In
particular, changes to ensure the presence of meaningful signals from geometric features
in the main scan ﬁles, and a revision of the calibration piece design are very desirable.
It is also worth emphasising that if the set-up of probes could be assured the need to
perform multi-modal registrations could practically be eliminated, to the extent that the
registration computations would only be deployed to enable the comparison with another
acquisition, in principle then only using mono-modal comparisons.
The consequences of the registration (or lack thereof) for subsequent processing must also
be considered. The data fusion processing described in the next chapter for combining
signals from several channels acquired during a single acquisition is directly aﬀected by
the within-acquisition, multi-modal registration, but has a certain tolerance for positional
error or uncertainty. However, if the error is too large (especially in regions of heightened
sensitivity) this can mean that a defect signal seen in two channels is not considered to be
from the same source, such that the two do not reinforce each other, thereby increasing
the possibility of the defect being missed (see Detection Results, Chapter 7). On the other
hand, the data subtraction-based comparison of channels from two acquisitions, that may
be applied as an eﬀective pre-stage in the data fusion, hinges critically on the mono-modal
alignment of inputs, relying entirely on the fusion data / noise model to handle errors
that arise. Fortunately, mono-modal registration can in principle be achieved to a high
degree of accuracy.
It is the author's belief that the demonstration and discussion of the complex features
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of the registration in the rotor bore application (such as multi-modal behaviour in the
objective function space and the comparison of registration schemes 1 & 2) constitutes
a contribution to knowledge. While these features are not unique to the application
considered, and are likely to have appeared in the wider optimisation literature [7380],
the author is not aware of any similar work in the ﬁeld of NDT.
132
Chapter 6
Data Fusion
6.1 Introduction
This chapter develops a general approach for the probabilistic combination of signals in
an identiﬁed region of the component, containing spatially coincident sections of arbitrary
amplitude ﬁelds, from diﬀerent data channels whose domains intersect that region.
The intention is for such a probabilistic evaluation system to be used as a Data Fusion
Detector (DFD). In view of the project objectives described in Chapter 1, this is not
designed to be fully automatic or oﬀer any kind of defect classiﬁcation capability, in
contrast to several detection approaches reviewed below. Rather the DFD is expected to
provide a skilled human operator with a novel sequential analysis interface: the software
will suggest component regions for further manual review ranked by a displayed indication
severity metric computed based on the data fusion. All the conventional data displays
and analysis tools, such A-scan cursors, will be available to the operator, relating to
the vicinity of the suggested regions. In principle the software will continue returning
component regions until the set of returned regions makes up the entire component.
However, in practice the human operator will review the ﬁrst few by traditional means, and
having satisﬁed him-/ herself that the most serious indications are benign, will terminate
the analysis. Therefore this interface leaves all sentencing decisions to the operator but
provides an advanced analysis aid to focus the operator's attentions on the component
regions where his or her skills are best applied. In addition to signiﬁcant time (and
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hence cost) savings, such a system oﬀers improved inspection reliability, both because the
data fusion is more rigorous and comprehensive than any simplistic analysis scheme and
because there is less scope for fatigue and human error.
In simple practical terms, the data fusion system must distinguish between noise and
ﬂaw signals (Section 6.1.1), and must do so across all channels (Section 6.1.2). There are
multiple possible approaches for combining signals (Section 6.1.3), but for a probabilistic
approach independent samples must be obtained from the recorded amplitudes (Section
6.3). Furthermore, because data in diﬀerent channels may for example have been collected
with diﬀerent gain settings, some form of channel-wise normalisation is required. Convert-
ing amplitudes to probabilities within each channel is a convenient means of achieving that
(Section 6.5). These probabilities can be merged across channels using statistical methods
to then assign a single probability to any location in the data acquisition domain (Sections
6.6 & 6.7). Comparing these fused probabilities calculated for many candidate locations
allows those locations to be ranked (Section 6.8), giving the expected output of the DFD.
6.1.1 Signal mixture model
The widely-used signal mixture model oﬀers a simple (single-channel) representation of
the problem that we seek to address and is illustrated in Fig. 6.1. The basic premise, in
the terminology adopted here (which diﬀers from that used in communications theory),
is that the recorded signal is described by a distribution that is the weighted combina-
tion of distributions for the noise and for a ﬂaw of a speciﬁed type. These component
distributions, expressed in terms of conditional probabilities (e.g. p(signal | ﬂaw) is the
probability distribution of signal given that it is caused by a ﬂaw), are not available in
practical data analysis. The objective of the analysis is to determine whether a partic-
ular recorded signal is the result of noise, or more importantly, a ﬂaw. The traditional
approach is to threshold the signal amplitude, declaring signals that fall above to be due
to a ﬂaw and below due to noise. As shown in the ﬁgure, the probability of detection
(POD) and probability of false alarm (PFA) may be computed for a given threshold, and
sweeping this threshold also allows the receiver operating characteristic (ROC) to be built
up. [8688]
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Figure 6.1: A signal mixture model. In (a) probability density functions (p.d.f.s) are shown
for the noise distribution, the ﬂaw distribution and the overall signal distribution, formed as a
weighted sum from the two other distributions given the ﬂaw prior. Plot (b) shows the corres-
ponding cumulative distribution functions (c.d.f.s), and the fraction of the signal explained by
the ﬂaw distribution. Both plots also feature an example of an amplitude threshold, by which
signals are traditionally taken to originate from a ﬂaw if they fall above the threshold amplitude.
For a given amplitude threshold the probability of detection (POD) and probability of false
alarm (PFA) may be computed by integrating the p.d.f. p(signal | ﬂaw) and p(signal | noise),
respectively, from the threshold up as shaded in (a) - and so these metrics may be read oﬀ (b).
The approach described for identifying ﬂaw signals is in many ways unsatisfactory. Firstly,
even though there are algorithms for the choice of threshold value [57], this choice is rather
arbitrary, and in general the selection is not probabilistic, with little regard for the con-
sequences in terms of POD and PFA. Secondly, there is the fact that this a form of binary
classiﬁcation, when a fuzzy class membership [89, 90] would allow the uncertainty to be
taken into account and be more helpful for ranking signals - consider for example repla-
cing the step-function-like threshold with a smoothly varying curve such as the fraction
of the signal explained by the ﬂaw distribution shown in the cumulative distribution mix-
ture model plot Fig. 6.1b. Additionally, focussing on raw, i.e. as-recorded, amplitudes
neglects a lot of information about the data acquisition that has the potential to improve
the chances of a correct classiﬁcation (see also next subsection).
We therefore desire a classiﬁer system that eﬀectively expresses signal membership of the
noise class as a probability, in the [0,1] interval. In view of the desired output from the
detector, and the wish to minimise the number of assumptions required, the classiﬁer
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to be designed is of the one-versus-rest form, where no attempt is made to distinguish
between the signals from diﬀerent types of ﬂaw. [82]
6.1.2 Multi-channel data
In addition to the single-sample evaluation considerations described so far, we wish to
exploit the fact that in automated inspection each part of the component is typically
interrogated several times. The beneﬁts of the data fusion this implies are both intu-
itively obvious and well-documented. For example, Horn and Mayo [91] consider the
improvement in NDE reliability by combining diﬀerent types of inspections, and the res-
ults show that signiﬁcant reliability gains can be achieved by even relatively simple means
of combining two independent sets of test data.
Therefore the spatially coincident sections of diverse amplitude ﬁelds, from diﬀerent data
channels whose domains intersect a region of interest, should be combined in a logical and
general way to aid the region's classiﬁcation. Diﬀerent types of combination, depending
on ﬁeld modality, need to be considered. Firstly, there is the combination of ﬁeld sample
values within a single channel, especially relevant as any real defect is expected to be visible
in more than one probe position even within a single channel, given the dimensions of any
physical defect and the probe's beam spread, for example. Then there is the combination
of channels of diﬀering modality (e.g. using diﬀerent types of ultrasonic probe, or even
using a completely diﬀerent technology, such as eddy-current), acquired during one and the
same inspection. Finally, there is the incorporation of ﬁeld samples from a procedurally
identical, but previous, inspection, which then moves the processing into the realm of
baseline subtraction [51,52] and change detection [92].
Data fusion literature deﬁnes diﬀerent levels at which fusion may take place: broadly,
data-level, feature-level and decision-level [93,94]. The ﬁrst refers to combining raw amp-
litudes, the second to extracting compatible features and combining these, and the last,
the highest level, relates to combining the decisions reached by analysing diﬀerent data
channels independently. While all three levels have applications, in general, higher levels
result in coarser results than lower level processing, but permit savings in data handling
volumes. There is also one critical restriction to bear in mind in deciding at which level
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to undertake fusion: data-level processing requires amplitude values to be compatible -
for example subtracting amplitudes generated by sensor systems based on diﬀerent tech-
nologies is largely meaningless. Mono-modal datasets, that is to say of identical type (for
our purposes, identical ultrasonic probe speciﬁcation - so not all ultrasonic channels are
considered to be one modality), are compatible after registration and may therefore be
processed at the data-level, in raw amplitude form. Conversely, multi-modal datasets, for
example containing data from shear and near focus compression ultrasonic probes, are not
compatible and must be fused at a higher level, preferably the feature-level. What the
project ultimately implements is a hybrid scheme, utilising data-level processing where
possible and moving to the feature-level to overcome diﬀerences in channel modality.
6.1.3 Possible approaches
There is a vast array of data fusion algorithms, especially in the context of military
applications [95]. However, a more limited range has so far been trialled on NDE data, in
part because some of the most complex considerations in military uses are not relevant -
surveys are provided by [94,96]. Here we mention some of the more prominent possibilities,
disregarding those based on artiﬁcial intelligence, in line with the project objectives (see
Chapter 1).
The simplest approaches rely directly on fundamental arithmetic operators such as ad-
dition, or taking the mean or maximum, operating on raw amplitudes or extracted fea-
tures [9799]. While these techniques can oﬀer some beneﬁts for some inputs, they lack
theoretical grounding and are not probabilistic. Moreover, their performance is easily
compromised by a single poor data value (perhaps due to that acquisition having been
incorrectly started) in the inputs. Voting methods for decision fusion [100], and related
fuzzy combination possibilities [90], are similar, with the additional problem of implicitly
relying on the speciﬁcation of thresholds.
Bayesian inference is based on using Bayes' theorem to compute the posterior probability
P (ﬂaw | signal) [98, 99]:
P (ﬂaw | signal) = P (signal | ﬂaw)× P (ﬂaw)
P (signal)
(6.1)
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While the output quantity is a useful probability, given that in practice only P (signal)
is available and P (signal | ﬂaw) is speciﬁc to every type and size of possible defect,
these ﬂaw distributions and priors, P (ﬂaw), would need to be assumed based on external
information [98,99], a situation we wish to avoid in line with the project objectives.
Another approach oﬀering attractive theoretical capabilities but suﬀering from practical
obstacles is Dempster-Shafer fusion [91, 98, 99, 101]. This is a generalisation of Bayesian
inference, for instance allowing several propositions to be considered simultaneously, and
accounting for lack of knowledge (ignorance). At the heart of the approach is Dempster's
rule of combination, operating on probability masses, which are related to probabilities
but also applicable to sets of events. Unfortunately, the technique suﬀers as there is no
universal way to compute the mass probabilities from the available sensor inputs with
typical approaches relying on numerous assumptions, and even a small change in the
values can have a dramatic eﬀect on the output [94,96].
Classical inference can be considered a simpliﬁcation of Bayesian inference, based on
hypothesis testing. A null hypothesis H0 is deﬁned alongside the antithetical alternative
hypothesis H1. A probability is assigned to a random variable according to how likely
the value observed, xa, or one more extreme (i.e. higher), is to occur under the null
hypothesis H0 data model for the random variable. This is the p-value of the random
variable under the distribution, equal to the integral of the p.d.f. over the interval (xa,∞),
i.e. P (xa | H0) = 1−Pcdf (xa), as illustrated in Fig. 6.2. The p-value may also be expressed
in terms of the survival function, Psf (xa), where Psf (x) = 1 − Pcdf (x), which then gives
the p-value directly as a function of the random variable. The deﬁnition of a p-value
means that this statistic can serve as a measure of the extent to which the observed value
can be explained by the data model, which for our purposes will essentially be a noise
model. Usually, a signiﬁcance level, typically α = 5%, is used to threshold the p-value:
if the computed value lies above the threshold, this is deemed not to refute the null
hypothesis, H0, whereas a value below is interpreted as a rejection of H0 (e.g. noise)
and the alternative hypothesis H1 (e.g. non-noise, i.e. ﬂaw) is deemed to apply. Note
that the signiﬁcance level in eﬀect speciﬁes the expected false-call rate. [95,96,102]
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Figure 6.2: The p-value of an observed random variable xa under the distribution of the variable
x, in (a) as an area under the p.d.f., and (b) as seen on the corresponding c.d.f..
6.2 Channel-Speciﬁc Processing
As explained in the chapter introduction, for data from a given channel modality, data-
level processing is possible, before the move to the feature-level to overcome diﬀerences
in channel modality. Therefore, within each individual channel useful processing steps
speciﬁc to each modality, for instance taking into account diﬀerent probe eﬀects, may
be applied prior to cross-channel fusion. The processing may take the form of image
processing algorithms, such as noise ﬁltering or the Synthetic Aperture Focussing Tech-
nique (SAFT). An implementation of the SAFT algorithm for the sort of single probe
data considered in this project is described in Appendix B, providing one possible way of
incorporating a beam model in each channel. If there is data from an equivalent channel
in a previous acquisition available, registered to the data in the current channel, then this
within-modality processing allows the historic data to be incorporated through baseline
subtraction [51,52] or image change detection [92] approaches. Note that subtraction-type
processing should take place after techniques such as SAFT are applied to the individual
inputs, as deﬁning an appropriate beam model may not be possible for the subtracted
ﬁeld, and in case the image processing is non-linear. The currently implemented scheme
is simplistic diﬀerencing of aligned (by registration) mono-modal data channels, which
should at least provide a baseline output given that more complex algorithms have the
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potential to give superior performance.
Having completed all channel-speciﬁc processing on the data channels independently, to
combine ﬁelds from diﬀerent probe types feature-level fusion becomes necessary. Given
that the sought output of the data fusion processing is a probability, as will be explained,
the feature chosen for this is a set of probabilities.
6.3 De-correlation
6.3.1 Motivation
The main source of inspiration how to process amplitude ﬁelds in terms of probabilities are
the statistics used in functional Magnetic Resonance brain Imaging (fMRI), as described
for example by the edited book [102]. In this area of medical research, multi-dimensional
ﬁelds of MRI data are analysed to identify activated regions of the brain under vari-
ous experimental conditions, to make deductions about brain function. The statistics
developed and applied in this ﬁeld also permit for example complex models to be hypo-
thesis tested in the presence of confounding eﬀects. While much of the work is inevitably
entirely speciﬁc to the analysis of brain activity, some of the more basic processing is
relevant, as the input has similarities to this project's data.
One of the initial problems that the fMRI literature encounters in attempting to apply
statistics to amplitude ﬁelds is that (with exceptions) statistics requires data samples
to be independent, identically distributed (i.i.d.) [103]. This is absolutely not the case
for the various amplitude ﬁeld samples that are the starting point for the analysis in
the project, as within each channel there will be signiﬁcant correlations in samples at
proximate locations, which mean the samples can not be considered independent. It
should be stated however, that samples drawn from diﬀerent data channels are considered
statistically independent for the purposes of this analysis, so what follows in this section
refers to samples from a single channel.
The described correlations between proximate locations vary in magnitude and causes
with direction. Thompson et al [104] showed that in the probe displacement direction(s),
the extent of overlap of the insoniﬁed volume for adjacent probe locations and the sample
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transducer displacement
Figure 6.3: Schematic of the overlap of two conical ultrasonic beams, emitted at a slight
displacement from each other.
microstructure are the main parameters controlling spatial correlations. The former varies
with depth, controlled by the beam spread of the probe and the probe step size between A-
scan acquisitions (see Fig.6.3), while the scale of the latter compared with the inspection
wavelength determines the nature of the interaction of the sound with the medium and
speciﬁes how much averaging of grain contributions occurs over an insoniﬁed region. On
the other hand, in the time-axis or depth direction the pulse length (or equivalently,
bandwidth) together with the A-scan sampling frequency and material microstructure
govern the extent of sample correlation.
In addition to the mentioned factors contributing to sample correlations in the data ac-
quisition, subsequent signal processing can introduce further sample dependencies. For
example, envelope detection will necessarily add considerable correlations to samples along
the time-axis. The eﬀect of processing by techniques such as SAFT (see Appendix B)
is less obvious, but SAFT is recognised to exploit multiple A-scans over an aperture to
enhance the axial resolution, hence potentially reducing some sample dependencies, but
in an aperture-dependent way.
These correlation considerations also have direct applications, in the speciﬁcation of op-
timal inspection sampling procedures, to ensure coverage is assured and independent data
maximised but redundant data minimised [105]. In practice, for conﬁdence in the detec-
tion of small reﬂectors that fall exactly between two sample locations and so as to preserve
the capability of averaging out random noise without the loss of independent information,
slight oversampling is desirable.
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6.3.2 Method
Having established that the available data consists of varyingly correlated samples, due to
a number of contributing factors, for conventional statistics to be applicable, steps must
be taken to convert the samples to what might be considered independent, identically
distributed (i.i.d.) samples. A rather empirical approach is taken that avoids the need
to untangle the various contributions and compensate for them individually. First, the
extent of sample dependence is estimated from the data by taking the autocorrelation of
the samples in diﬀerent directions in its index space, taking care to exclude high amp-
litudes from prominent reﬂectors, as one of the deﬁning features of signals from reﬂectors
of interest is that they have a correlation diﬀering from the background. The index space
arrangement of sample values is used rather than the spatial arrangement, not only as this
is computationally attractive, but because the index space axes are closely aligned with
the axes along which correlations are to be compensated for. For each autocorrelation
a characteristic correlation length is deﬁned from the width of the peak around the zero
relative shift position. Then, borrowing from fMRI data analysis, the sampled ﬁeld of
voxels (individual data values, each assigned to a small region of 3D space), which is itself
a discrete representation of a continuous physical ﬁeld, is further discretised. The scale
of discretisation in each dimension is given by the maximum of the correlation length in
that dimension and the estimated registration error, such that a poor registration accur-
acy (see Chapter 5) will compromise the resolution of the subsequent fusion processing.
Note that advice from fracture mechanics about the grouping of possible defects could
potentially also be incorporated into the calculation. The formed multi-voxel chunks of
space are referred to as resolution elements, or resels, representing a single, approximately
independent sample [102,106, Part 4]. Figure 6.4 illustrates the diﬀerence between resels
and the subsets referred to in Section 3.5.5.
6.3.3 Resolution elements (resels)
The exact deﬁnition of the resels is complicated by the, in practice non-trivial, determ-
ination of the correlation lengths to use. In this work the correlation length was deﬁned
as the full-width at half-maximum (F.W.H.M.) of the average autocorrelation function of
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1 data array
1 subset
1 resel
• 10s - 100s across data array
• size determined by
computational trade-offs
• contain very many
independent samples
• 1000s across data array
• size determined by
sample correlations
• considered to contain a
single independent sample
Figure 6.4: An index-space illustration comparing how the data array may be broken down
into either subsets or resolution elements (resels). Both subdivisions are constrained by integer
arithmetic so the sizes may vary slightly over the array to ﬁt a whole number of subdivisions
across the number of samples available in each array dimension. Note not all resels on the visible
faces of the array have been drawn.
the data in each index-space dimension, as illustrated in Fig. 6.5 [102].
This is a crude approximation as a result of the diﬃculty of computing meaningful cor-
relation coeﬃcients on envelope detected, and hence entirely non-negative, signals, where
normalisation introduces artefacts. The adopted procedure could probably be improved
by incorporating alternative means of assessing signal independence, such as those used in
some data reduction techniques [83]. The constraints of integer arithmetic, as in practice
an integer number of elements have to be ﬁtted across an integer number of samples in
each dimension of the data array, also impact upon the application of the chosen correl-
ation length, although requiring the edge of the dataset to be a resel edge is physically
an arbitrary choice. Furthermore, in the current implementation the resel size in each
dimension is ﬁxed across the index space dataset. Even though this corresponds to ra-
dially increasing resel spatial sizes (and hence decreasing resel density see Fig. 6.6), it
is accepted that this will lead to rather imperfect de-correlation. An implementation us-
ing spatially varying index space resel sizes is suggested as further work. Nonetheless,
the current implementation appears suﬃcient for present purposes, given that the cor-
relation length is in eﬀect only a lower bound on the size of resels to provide adequate
de-correlation, though using larger resels incurs a spatial resolution penalty and reduces
the number of samples available for subsequent statistical calculations.
The value assigned to each resel is computed from the contained voxel values, reducing
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Figure 6.5: Deducing the correlation length from an autocorrelation function, using the deﬁn-
ition provided by the full-width at half-maximum (F.W.H.M.). Note the function is necessarily
symmetric about the zero shift position.
these to a single representative value - here the maximum is used. This quantity fore-
goes the reduction in random noise that might be possible by averaging, but it has the
advantages of being conservative and compatible with traditional amplitude gate-based
perspectives. At ﬁrst the reduction of multiple voxel values within a resel to a single
number may seem like gratuitous discarding of data, but in theory this procedure will
merely discard sample values that provide only duplicate information.
The density (the reciprocal of volume) of resels across the component is of interest for ex-
amining the distribution of statistically independent samples and potentially using this to
optimise inspection procedure in terms of the density of raw samples acquired. Moreover,
considering this density across multiple channels, taking into account each coverage area,
indicates where the scope for data fusion is greatest, and indeed, least. Figure 6.6 provides
graphs of these variations within- and cross-channel for the rotor bore inspection.
Having reduced the amplitude ﬁeld of each channel to a large number of approximately
i.i.d. amplitude samples, the next step is to combine those resels within- and cross-
channel falling inside a deﬁned spatial region of interest to ultimately yield a single,
useful probability for that region.
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Figure 6.6: The resolution element density along a radial line from the centre of the component,
based on the currently implemented constant (index-space) resel size. The density is shown
separately for each of the available ultrasonic channels (aligned radially according to their nominal
positions), together with the eﬀective cross-channel total. Density variations observed in the
separate channels are the result of the resel volume varying due to the complex scan geometry.
Between channel variations are due to diﬀerences in probe type and channel spatial domain or
coverage. The vertical line in the plot demarcates the radius of the component, such that the
signal before that is before the front wall, in the ultrasonic wedge, and can safely be ignored.
6.4 Combination Considerations
For (feature-level) fusion of resel values identiﬁed as falling within a chosen spatial region
of interest across all data channels, the resels must be expressed in terms of a compatible
feature. The sought output of the data fusion processing is a probability, so probabilit-
ies are the feature of choice, such that the feature-level fusion may be performed using
relatively conventional statistics, operating on nominally i.i.d. inputs. The probabilities
used must represent the signiﬁcance of each resel within its channel, so that the feature
is invariant to diﬀerences in amplitude scale between channels, for example.
6.4.1 Classical inference & hypothesis testing
The approach adopted is based on classical inference and hypothesis testing, as outlined in
Section 6.1. While classical inference has signiﬁcant limitations, for instance by not being
able to directly provide evidence for the null hypothesis, it makes fewer assumptions and
has greater intuitive appeal than for example Dempster-Shafer approaches (see Section
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6.1.3), and should prove adequate for our one-versus-rest classiﬁcation scenario [95, 96,
102]. The simplicity of classical inference is especially appealing as [91] suggests that the
simple fusion methods already oﬀer good performance, and that while complex techniques
may give further gains, these have to be weighed up against increased computational eﬀort
and the need to make further assumptions.
The basic classical inference introduced in Section 6.1.3 may be extended to multivariate
data. In the presence of k independent tests, all the random variables recorded may be
converted to p-values, q1, . . . , qk on the basis of null hypotheses H01, . . . , H0k, and ex-
amined from the perspective of a universal, or family-wide, null hypothesis H0, which
states that all of H01, . . . , H0k are true. The corresponding universal alternative hy-
pothesis H1 is that at least one of the component alternative hypotheses is true [107].
Deﬁning a universal null hypothesis is common practice in biological meta-studies [108]
and fMRI [102]. However, there are circumstances under which doing so before applying
a signiﬁcance level threshold may either not be desirable or strictly valid, for example
interesting results might be disregarded as deemed to have arisen by chance [109]. For
the purpose of the data analysis here this procedure provides the justiﬁcation for con-
verting the resel values to p-values and then evaluating these together - and because no
signiﬁcance level is speciﬁed a priori, such criticisms of these procedures are irrelevant.
The data model to apply in the conversion to p-values is developed in Section 6.5. Having
incorporated all channel-speciﬁc eﬀects into the calculations of these probabilities, these p-
values, regardless of channel of origin, are now compatible features, and may be combined
together. This collection of p-values is then ﬁnally reduced to a single output probability,
as discussed at length in Section 6.6.
6.5 Data Model
6.5.1 Null hypothesis
As explained previously, the objective of the data model is to facilitate the conversion of
resel amplitudes to p-values. The critical characteristic of p-values is that under the null
hypothesis, these values are uniformly distributed over the interval [0,1]. This property
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follows from the deﬁnition of the cumulative distribution function, c.d.f. (and hence
survival function, s.f., equal to 1-c.d.f.): samples drawn from an arbitrary p.d.f. will be
mapped to U(0,1) by the c.d.f. (or s.f.) of the distribution (see graphical deﬁnition of p-
value in Fig. 6.2). An alternative explanation is that to generate random variable samples
from an arbitrary p.d.f., samples from U(0,1) may be passed through the distribution's
inverse c.d.f., mapping the U(0,1) samples to the arbitrary distribution's random variable
space - so the reverse transformation is provided by the c.d.f.. The null hypothesis assumed
for each resel is that it is a random sample from the data model distribution, which must
be deﬁned.
6.5.2 Local data modelling
Initially, an attempt was made to deﬁne a global model for the data of each channel.
For instance, one might conceivably deﬁne a characteristic noise region (by picking a
region free from features and asserting that the signals are typical noise), and use an
associated distribution to assess amplitudes throughout the component in terms of their
compatibility with that noise model. However, in practice this is entirely unsuitable
for many data channels due to systematic variations of noise behaviour across a scan.
The problem is illustrated in Fig. 6.7, where over the length of every A-scan there is a
transition from a low noise region to a very noisy region. The complexity of this data
cannot meaningfully be represented by a single distribution that implicitly assumes some
degree of uniformity. A global distribution based on some characteristic noise region
would additionally fail to provide uniformly distributed p-values even under the null
hypothesis (i.e. drawing random resel samples).
Therefore the decision was made to use local data modelling, and exploit symmetries of
the scan to deﬁne an environment of similar resels for each resel location. In the two
inspection types studied, rotational symmetry features prominently and it is reasonable
to assume that resels in the same ring about the axis are in the same environment.
Importantly, large circumferential (spanning a substantial fraction of the circumference)
defects are unheard of in these applications, so the reduced sensitivity to signals of such
defects is not a problem.
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Figure 6.7: Distance-amplitude corrected B-scan image corresponding to data recorded during
one rotation of a turbine disk from the aerospace application introduced in Section 2.3, with the
probe scanning radially inwards. On the left side the front wall echo is visible - the water path
is not shown. Towards the right side, at higher A-scan sample indices, corresponding to longer
times of ﬂight and greater depths, there is a marked increase in coherent noise.
Assessing each resel in terms of its local environment in this way can be thought of as
normalising these amplitude samples circumferentially, with the chosen distribution within
each hoop mapping the amplitudes to the interval [0,1]. Within each local environment,
for our purposes each resel ring, there will in general be wide range of p-values. Note
that this scheme is extremely general, and can be adapted to suit a range of component
geometries and inspection types. Even in the case of highly complex geometries lacking
obvious symmetries, such as aerospace fan blades, the same principles can be applied by
considering each resel in terms of the set of resels at an equivalent position across the
large number of practically identical parts available.
6.5.3 Discrete data
In considering how to construct a data model distribution from a collection of local resel
amplitudes, it is necessary to bear in mind that this collection of amplitude samples
is discrete, both by having been quantised during the digital recording process by an
analogue-to-digital converter, and by virtue of the fact that only a ﬁnite, integer number
of samples is available. Both these contributions are almost universally applicable to
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the processing of digital data, though in some cases the level quantisation may be lost
by subsequent data processing, for example performing envelope detection on digitally
recorded full-waveform A-scans. It will be shown that these forms of discretisation can
invalidate the application of statistics that at least implicitly assume continuous inputs.
As has been established, the uniform distribution (of p-values) over the interval [0,1] is
central to hypothesis testing. The continuous version of this distribution is shown in
Fig. 6.8a, and this is the only possible probability density function (p.d.f.). However,
considering discrete versions of U(0,1), it soon becomes apparent that there exists an
inﬁnite number of distinct possibilities, deﬁned by the discretisation levels available. For
instance, [0,1] may be split up into any integer number of levels of regular spacing, as
exempliﬁed in Fig. 6.8b, where these is still a strong similarity to the continuous version.
However, the interval may alternatively be split into an irregularly spaced set of levels,
demonstrated in Fig. 6.8c, where the visual similarity to the continuous distribution is
practically lost. However, the form of the cumulative distribution function (c.d.f.) shown
in Fig. 6.8d, with points lying on a straight-line between the origin and (1,1), is common
to all possible versions of U(0,1), continuous or discrete, and so this will be used as the
deﬁning property of any p-value distribution considered.
One further property of discrete distributions of note is that, whereas in continuous dis-
tributions the probability of occurrence of any speciﬁc choice of random variable is inﬁn-
itesimal, this is not true for discrete distributions. There, the probability of occurrence
of any of the available random variable discretisation levels xi is speciﬁed by the cor-
responding probability mass function (p.m.f.) value p(x = xi), and the probability is
identically zero elsewhere. This means great care must be taken in deﬁning the c.d.f., as
there is a diﬀerence between a deﬁnition based on p(x < xa) and p(x ≤ xa), where xa is
the speciﬁc choice of random variable at which the c.d.f. is being evaluated. Moreover,
when deﬁning the survival function from the c.d.f., it must be noted that for discrete x,
p(x ≥ xa) 6= 1− p(x ≤ xa), as p(x = xa) 6= 0.
149
6. Data Fusion
0.0 0.2 0.4 0.6 0.8 1.0
x
0.0
0.2
0.4
0.6
0.8
1.0
P
ro
b
a
b
ili
ty
 d
e
n
si
ty
, 
p
(x
)
(a)
0.0 0.2 0.4 0.6 0.8 1.0
x
0.00
0.05
0.10
0.15
0.20
0.25
P
ro
b
a
b
ili
ty
 m
a
ss
, 
p
(x
)
(b)
0.0 0.2 0.4 0.6 0.8 1.0
x
0.00
0.05
0.10
0.15
0.20
0.25
P
ro
b
a
b
ili
ty
 m
a
ss
, 
p
(x
)
(c)
0.0 0.2 0.4 0.6 0.8 1.0
x
0.0
0.2
0.4
0.6
0.8
1.0
C
u
m
u
la
ti
v
e
 p
ro
b
a
b
ili
ty
, 
P
(x
)
From (a)
From (b)
From (c)
(d)
Figure 6.8: Uniform distributions over [0,1] interval, U(0,1), as a function of a random variable
x. In (a) the continuous probability density function (p.d.f.) is shown, (b) shows the probability
mass function (p.m.f.) of a possible discrete version of the distribution with ten quantisation
levels, and (c) presents an alternative p.m.f. for a diﬀerent set of ten discretisation levels. Plot
(d) provides the cumulative distribution function (c.d.f.) for the previous three distributions:
this straight-line c.d.f., between the origin and (1,1) is common to all versions of the uniform
distribution over the interval considered, as indicated by the way the points derived from (b)
and (c) map onto the line derived from (a).
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Figure 6.9: The amplitude distributions (p.m.f.s) found in two circumferential rings of rotor
bore resel data, taken from the same data channel and acquisition. Note that the amplitude
values are quantised due to the digital signal recording used and the probability mass values
are quantised by virtue of the fact that these are experimental distributions, built up from the
limited number of samples available in a ring of resels. Whilst the sample at the highest amplitude
(indicated by arrow) is both identical in amplitude and of the same frequency across the two
plots, diﬀerences between the remaining distributions should be reﬂected by the data model's
assessment of those samples. Intuitively, the likelihood that the highest amplitude sample can
be explained by the remainder of the distribution (which may be considered noise, using that
term in a broad sense) is signiﬁcantly higher for (b) than (a).
6.5.4 Semi-parametric model
The data model is required to yield the expected null hypothesis behaviour of a uniform
U(0,1) output when drawing random samples. The model should also retain information
about relative amplitudes, and hence the eﬀective signal-to-noise ratio. The signiﬁcance
of this property can be explained using Fig. 6.9: the model should reﬂect the diﬀerences
between the two distributions, even when assessing the highest amplitude sample in each,
and despite the amplitudes (and probability mass) of those samples being equal. Intuit-
ively, the probability that the highest sample can be explained by the remainder of the
distribution is lower for Fig. 6.9a than Fig. 6.9b, as in the former there is signiﬁcant
separation between that sample and the remaining distribution, unlike in the latter.
Satisfying both requirements simultaneously is diﬃcult, and as described in Appendix
C, several possibilities for modelling the data were found to be wanting. The model
described here and ultimately adopted oﬀers a very good compromise between objectives,
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exploiting the fact that the sensitivity to relative amplitudes creates the greatest concern
at the highest amplitudes where the signal most likely reﬂects a cause other than noise,
however the vast majority of samples will lie well below such extreme values. This majority
of samples, up to a (high) amplitude threshold, can be ﬁtted to a discrete distribution
to assure conformity with the expected output under the null hypothesis, and the above-
threshold samples can be represented separately, ﬁtting a suitable analytic distribution
to this tail. This sort of tail ﬁtting can be facilitated by a generalised Pareto distribution
[110,111]. The c.d.f. of such a distribution is speciﬁed by:
Fξ,σ(x) =
1−
(
1 + ξx
σ
) −1/ξ for ξ 6= 0
1− exp (−x
σ
)
for ξ = 0
(6.2)
where ξ and σ are parameters of the distribution, and σ > 0, x ≥ 0 if ξ ≥ 0, but
0 ≤ x ≤ −σ/ξ if ξ < 0.
An example of this semi-parametric model is shown in Fig. 6.10. The determination of
the threshold (indicated by the dotted transition line in ﬁgure) at which to transition
from one part of the model to the other can be critical, as setting the threshold too low
invalidates the tail ﬁt, but an excessively high threshold leaves very few points against
which to map the continuous distribution. In the current implementation the threshold
is broadly set to capture the top 5% of the samples in the tail (so the transition line in
Fig. 6.10 is seen at a cumulative probability of 0.95), though this could almost certainly
improved through a more advanced scheme [111]. Imposing a continuity constraint on
the ﬁtted curve at the transition point from the discrete distribution reduces the number
of parameters to solve for in a maximum-likelihood optimisation.
In principle such a distribution provides the previously explained sought sensitivity to
relative amplitudes in the domain of interest (the very highest amplitudes) at minimal cost
to the validity of a uniform U(0,1) expected output under the null hypothesis. The two
distributions of Fig. 6.9 allow the sensitivity to relative amplitudes to be demonstrated.
Applying a purely discrete model (see Appendix C, Fig. C.1) to both to compute the
p-value of the highest amplitude yields 3.6 × 10−3 in each case. Switching to the semi-
parametric model gives the p-values 5.5×10−4 and 9.3×10−3, for the distributions of Figs.
152
6. Data Fusion
0 10 20 30 40 50 60 70
Amplitude, a /quantisation units
0.0
0.2
0.4
0.6
0.8
1.0
C
u
m
u
la
ti
v
e
 p
ro
b
a
b
ili
ty
, 
P
(a
)
Fitted c.d.f.
Transition
Experimental c.m.f.
(a)
20 25 30 35
Amplitude, a /quantisation units
0.86
0.88
0.90
0.92
0.94
0.96
0.98
1.00
C
u
m
u
la
ti
v
e
 p
ro
b
a
b
ili
ty
, 
P
(a
)
Fitted c.d.f.
Transition
Experimental c.m.f.
(b)
Figure 6.10: A semi-parametric model applied to the amplitude distribution found in one
circumferential ring of rotor bore resel data (the cumulative version of the distribution presented
in Fig. 6.9a). In (a), the distribution is practically indistinguishable from a purely discrete
distribution (see C.1), whereas the zoomed version (b) reveals the key diﬀerence: up to the
transition threshold the distribution exactly matches the discrete, piecewise-linear ﬁt, but above
a Pareto distribution is ﬁtted to the upper tail of c.m.f.. This is seen as a smooth curve that no
longer exactly matches the tops of the bars. The p-value at the very highest amplitude recorded
is nearly an order of magnitude lower than in the equivalent purely discrete model (see Appendix
C, Fig. C.1). Note that such diﬀerences in p-value are too small to be evident graphically, but
matter greatly in the subsequent fusion statistics.
6.9a (see also Fig. 6.10) and 6.9b, respectively. Thus, the fact the amplitude in question
is better separated from the remainder of the distribution in the former than the latter
distribution is reﬂected in the p-values - the value for the former is more than an order of
magnitude lower than for the latter. The result of testing the behaviour of the model under
H0 is shown in Fig. 6.11, where the match to the expected output distribution is perfect
apart from a slight deviation at the very lowest p-values (corresponding to especially high
amplitudes). This deviation is considered negligible (conﬁrmed later, in Section 6.7.6) as
it for example only means that a p-value of 0.02 has an associated cumulative probability
of about 0.025 rather than exactly 0.02 - a diﬀerence easily buried in sampling eﬀects. This
semi-parametric model has therefore been demonstrated to provide the desired sensitivity
to eﬀective signal-to-noise ratio (at the highest amplitudes, where this matters, as in Fig.
6.10) at negligible cost to the validity of the null hypothesis expected output.
Note that this semi-parametric, local model makes no attempt to explicitly separate noise
and ﬂaw contributions in the received signal. The model is based simply on drawing
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Figure 6.11: Cumulative distribution function (c.d.f.s) for the output of the semi-parametric
model shown in Fig.6.10. The full set of amplitudes that were used to generate the model were
converted to p-values using the model, and the c.d.f. was determined for these. Plot (a) shows
the full domain, while (b) a zoomed section at the origin. As should be expected for a discrete
model, the samples follow the continuous U(0,1) c.d.f. exactly, except at the very lowest p-values
(corresponding to especially high amplitudes) where there is a slight deviation, the result of the
Pareto tail-ﬁt.
attention to the most extreme amplitudes, which are the most likely to be the result of
something other than noise, and exploits the fact that indications will only occupy a tiny
fraction of the data volume, and hence resels. This data model will from now on be
termed the Local Empirical Noise (LEN) model. It is used to convert all channels' resel
amplitudes to p-values. How these p-values should be combined is the subject of the next
section.
6.6 Combing p-values: Consensus Test
6.6.1 Introduction
To combine p-values relating to diﬀerent independent tests there are so-called consensus,
or family-wide, p-value tests available, all based on the fact that under the null hypothesis
the p-values should be random samples from the uniform distribution U(0,1) distribution.
As explained previously (see Section 6.4.1), this approach relies on the deﬁnition of a uni-
versal null hypothesis H0, and a corresponding alternative hypothesis H1. For our pur-
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poses the former corresponds to the p-values of resels considered together in an identiﬁed
spatial region of interest being random samples from U(0,1), and the alternative implies
that they are not. Note that the approach hinges on detecting correlations between resels
that are spatially proximate, typically due to diﬀerent data channels interrogating the
same spatial domain.
The general procedure underlying these consensus, family-wide, p-value tests is to form a
test statistic from the p-value inputs, and then map that test statistic value to a (single)
output p-value by invoking the c.d.f., or more exactly survival function (s.f.), of the test
statistic. Conceptually, there can be multiple diﬀerent consensus tests, all of which under
H0 receive as input multiple random samples from U(0,1) and map these onto a single
U(0,1) output, because this requirement still leaves freedom of choice in the weighting
of inputs. For example, in some tests p-values are able to cancel symmetrically about
the 0.5 distribution mid-point (so that e.g. combining p-values 0.3 and 0.7 would yield
0.5), whereas in others low p-values are permitted more inﬂuence than the corresponding
high values. For the data processing to be conservative, the test chosen must be of the
latter sort, and not allow a single low p-value to be cancelled out in eﬀect by an opposite
but equal high p-value in the consensus test input. Note that AND and OR logical
combinations bound the range of possible combination methods (see also Results, Section
7.2.1). [107]
Fisher test
One such test, widely used elsewhere and implemented as the primary consensus test is
known as Fisher's combined probability test or Fisher's method [112]. While this test has
been criticised as unsuitable for some applications [108], based on the analysis presented
in [107] it is largely to be preferred over alternatives for the purposes of the project. The
test forms a test statistic from the sum of the natural logs of the p-values in the collection,
equivalent to taking the natural logarithm of the product of all the inputs [113]:
sk = −2
k∑
i=1
ln (qi) (6.3)
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where sk is the test statistic for k p-value inputs qi. Under the null hypothesis, this
quantity follows a chi-squared distribution with 2k degrees of freedom, sk ∼ χ22k, so the
survival function appropriate to that χ2 distribution may be used to convert the test
statistic value to an output p-value q. The explanation for this is that twice the negative
logarithm of a U(0,1) input follows a chi-squared distribution, and the sum of independent
chi-squared variables is itself chi-squared, with a number of degrees of freedom equal to
the total of the inputs' degrees of freedom. [114]
Tippett test
An alternative test examined is Tippett's combined probability test (Tippett is unrelated
to Tippetts, the author's colleague [13]), which is based on taking the minimum of the
provided p-value samples [113,115]. The probability of no lower value existing under the
null hypothesis is then computed, applying the deﬁnition of mutual statistical independ-
ence P (∩ni=1(1− qi)) =
∏n
i=1(1− qi), so:
q = 1− (1−min (q1, . . . , qk))k (6.4)
using the same notation as before.
Comparison
The behaviour of these consensus tests may be illustrated graphically for an input of
2 p-values, by plotting the so-called rejection region, where the output falls below the
speciﬁed signiﬁcance level α. Such a plot comparing the two tests considered here is
shown in Fig.6.12, illustrating some of the important properties of the tests, such as input
commutativity. [107]
For the remainder of this chapter we focus on the Fisher test, as this is the test currently
used, but the Tippett test is considered in detail in Appendix D. Of the two, the Fisher
test is largely the test of choice as the output does not only vary with the minimum input
value, thus providing greater distinguishing power.
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Figure 6.12: The rejection region at a 10% signiﬁcance level for 2 possible consensus p-value
tests with 2 input p-values - the null hypothesis is rejected in the region beneath and to the left of
the curves. Note that both thus enclose 10% of the total plotting area, both are symmetric about
the ascending diagonal and neither touches the axes so a high input is never able to eliminate
the eﬀect of a low p-value input.
6.6.2 Discrete data and the p-value discretisation problem
The discussion of consensus testing has, at least implicitly, assumed that the p-value inputs
are samples from the continuous U(0,1) distribution under the null hypothesis, rather than
from any discrete variant (discussed in Section 6.5.3). However, the p-values that result
from the application of the local, semi-parametric model (developed in Section 6.5) to
convert resel amplitudes to probabilities will be discrete. Not only that, but diﬀerent
p-values originating from diﬀerent local distributions will be discretised diﬀerently, in
general, with diﬀerent numbers of irregularly spaced levels available.
Naïvely applying the consensus tests as described to discrete, rather than continuous, p-
value inputs causes some remarkable, problematic distortions, illustrated in Figure 6.13.
Here the output of the Fisher consensus test is examined, presented as a c.d.f. of consensus
p-values, for inputs drawn from the diﬀerent U(0,1) distributions presented previously, in
Fig. 6.8. Whilst the continuous input case closely matches the expected null-hypothesis
behaviour of a U(0,1) output, all the plots for discrete p-value inputs show severe devi-
ations from this.
In practice such distortions render the test unusable for discrete inputs, as even under
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Figure 6.13: Cumulative distribution functions (c.d.f.s) for the output p-value of the Fisher
consensus test for diﬀerent simulated inputs, compared against the theoretically expected. In
(a) 5 p-values drawn (by Monte Carlo sampling, simulating null hypothesis conditions) from the
continuous U(0,1) distribution (see Fig. 6.8a) are combined, and the experimental distribution
closely matches the theoretical. However, in plots (b) - (d) large deviations from the continuous
U(0,1) c.d.f. are observed: plots (b) and (c) are based on drawing 5 inputs from the discrete
distributions shown in Figs. 6.8b and 6.8c, respectively, while (d) was produced by drawing 2
samples from the former and 3 from the latter. Note the diﬀerences between plots (b) - (d) are
limited as they are all based on the same number (i.e. 5) of input p-values.
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the null hypothesis the probability of a signiﬁcant result substantially diﬀers from the
signiﬁcance level. For example, in Fig. 6.13b a p-value of 0.2 only has a cumulative
probability of about 0.05 of occurring - not 0.2 as should be expected. While it is possible
that the eﬀects observed for discrete inputs are not a concern in the sort of meta-studies in
which these consensus tests are typically applied as the input p-values are always suitably
continuous, in principle this is a problem relevant to a wide range of situations, bearing
in mind that all digital data is quantised.
It is noteworthy that this problem has parallels to the so-called familywise error rate
(FWE) in conventional multiple testing. There, because of the large number of individual
hypothesis tests being considered together, there is a high probability of falsely rejecting
the universal H0, that none of the tests are signiﬁcant. Adjustment procedures exist, the
most common of which is the Bonferroni correction that scales down the signiﬁcance level
to be applied to individual tests by the number of such tests considered together [102,116].
Alternatively, the individual p-values themselves may be adjusted [117].
6.7 Compensation Schemes - Fisher Test
6.7.1 Principles
The observed deviations from the required null hypothesis behaviour (as in Fig. 6.13) were
investigated further by studying the intermediate stage of the consensus testing process,
the test statistic and its survival function (s.f.), for the problematic, discrete input cases.
The discrete-input speciﬁc discrepancy underlying the departures from the required null
hypothesis behaviour is shown in Fig. 6.14. In each of the plots a large mismatch is
seen between the continuous, χ2 distribution s.f. that the input samples are expected to
follow from continuous statistics, and the discrete s.f. that the samples actually follow,
computed by Monte Carlo (M.C.) sampling the p-value inputs. Naïvely applying the
continuous, original s..f. to the discrete inputs can be seen to give rise to excessively high
survival probabilities, equal to the output consensus p-values.
The s.f. computed by M.C. sampling provides the ﬁrst of three possible compensation
schemes identiﬁed and this possibility is studied further in the next subsection. The
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graphs in Fig. 6.14 also include the s.f. relevant to the other two compensation schemes
to be introduced. The ﬁrst involves breaking down the input discretisation using additive
random noise, in a dither compensation scheme described further in Section 6.7.3, which
also demonstrates that the input discretisation is to blame for the problems experienced.
The second additional scheme is an analytic approach, explained in Section 6.7.4, and
only shown for the ﬁrst of the plots in the ﬁgure.
6.7.2 Monte Carlo
This compensation scheme is simply based on applying the actual, discrete s.f. to the
computed test statistic value, rather than the s.f. expected from continuous statistics
theory. Doing so retains the properties of the chosen consensus test and associated test
statistic, as such a process does not aﬀect how the multiple inputs are merged into a single
value. The s.f. to use can readily be computed a priori for any discrete inputs and choice
of test statistic, although while the continuous Fisher test s.f. only relies on the number
of p-values in the input, the M.C. scheme requires knowledge of all possible discretisation
levels that each input p-value could take. Under the null hypothesis these inputs each
follow a U(0,1) distribution, so the discretisation fully speciﬁes each input distribution
as the probability of each level can be computed from the c.d.f. of a U(0,1) distribution.
To then obtain the required s.f., the test statistic is computed many times using M.C.
samples drawn from the discrete input distributions to build up a distribution - in eﬀect
simulating the expected null hypothesis behaviour.
The eﬀectiveness of the scheme is demonstrated by Fig. 6.15, where the plots showing the
poor null hypothesis behaviour (Fig. 6.13) are reproduced but with the application of the
M.C. s.f.s: the distortions previously observed have been removed. It is worth emphasising
that there are two types of Monte Carlo sampling underlying these plots: ﬁrst the M.C.
simulation of the s.f. under the null hypothesis given the input discretisation that makes
up the compensation scheme, then the testing by M.C. sampling to build up consensus
output distributions under the null hypothesis and hence demonstrate the validity of the
compensation.
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Figure 6.14: Fisher consensus test statistic survival functions (s.f., equal to 1-c.d.f.) corres-
ponding to (a) 5 samples from the distribution in Fig. 6.8b, (b) 5 samples from the distribution in
Fig. 6.8c, (c) 2 samples from the former and 3 from the latter. In each plot there is a signiﬁcant
discrepancy between the continuous s.f. and the M.C. version. In each case the continuous s.f.,
produced using the dither compensation scheme to break down the input discretisation closely
matches the continuous s.f., demonstrating that the unexpected eﬀects identiﬁed are indeed
caused by discretisation eﬀects. Plot (a) additionally includes the s.f. computed analytically
for the discrete inputs, and this distribution is seen to coincide with the M.C. curve. Note the
discrete s.f.s are steeper than the continuous curves, and that the three sets of plots only diﬀer
slightly as they are all based on the same number (i.e. 5) of input p-values, so that the original,
continuous curves shown are in fact identical.
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Figure 6.15: Output c.d.f.s for Fisher consensus test for diﬀerent simulated inputs with Monte-
Carlo-based discretisation compensation. Figures (a) - (c) correspond to the uncompensated
plots seen in Fig.6.13 (b) - (d), respectively, but use the Monte Carlo s.f.s shown Figs. 6.14 (a) -
(c), respectively. In each case the experimental distribution is seen to closely correspond to the
continuous U(0,1) distribution, demonstrating the eﬀectiveness of the compensation.
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6.7.3 Dithering
This compensation scheme was initially developed to demonstrate that the problematic
eﬀects experienced are purely the result of the input discretisation. The underlying prin-
ciple is to break down the discretisation of the input p-values by dithering, adding random
noise to each appropriate to the eﬀective width of the discretisation level of the inputs.
Therefore this scheme, like the Monte Carlo option, requires full knowledge of the inputs'
discretisation levels - in general it is not adequate to add uniform noise drawn from some
ﬁxed interval such as [−1
2n
, 1
2n
], where n is the number of discretisation levels, and 1
n
would
be the width of ever level in the case of evenly spaced levels. Again like the M.C. option,
this scheme is applicable to all discretisations and test statistic choices, with this scheme
essentially serving as a preliminary calculation step to make the continuous statistics
applicable to a discrete input.
Having blurred the discrete p-value inputs by dithering it is then again correct to apply the
s.f. expected from continuous statistics to the test statistic formed. This is conﬁrmed by
the curves from dithering shown in Fig. 6.14 very closely matching the original, continuous
s.f.s, as expected. The performance of this compensation scheme is demonstrated by Fig.
6.16, where again the previously identiﬁed problem under H0 (Fig. 6.13) is shown to have
been eliminated.
Note that this dithering of p-values is equivalent to uniformly dithering the original
amplitudes across each quantisation level when a discrete data model is used to convert
between the two quantities, and implicitly makes an assumption about the nature of the
quantisation error. While the assumed uniformity may be reasonable in some situations,
especially if there are signiﬁcant gradients in the recorded data distribution, assuming
that the recorded samples are drawn from a smooth, continuous underlying function is
more appropriate. This then calls for a smooth data model such as one based on Kernel
Density Estimation (KDE, see Appendix Section C.3), with associated problems. The
other problematic feature of the dithering scheme in practical use is that the consensus
output is stochastic and rather than a single output value for a given input of p-values a
distribution would have to built up, making comparisons of consensus outputs diﬃcult.
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Figure 6.16: Output c.d.f.s for Fisher consensus test for diﬀerent simulated inputs with dither-
ing discretisation compensation, eﬀectively turning the discrete inputs into quasi-continuous
values. Figures (a) - (c) correspond to the uncompensated plots seen in Fig.6.13 (b) - (d),
respectively. The computation exploits the coincidence between the quasi-continuous and con-
tinuous s.f.s seen in Fig. 6.14 (a) - (c). In each plot the experimental distribution is seen to
closely correspond to the continuous U(0,1) distribution, demonstrating the eﬀectiveness of the
compensation.
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6.7.4 Analytic
This compensation scheme was a by-product of an eﬀort to gain a theoretical understand-
ing of the processes giving rise to the unexpected behaviour of the consensus tests for
discrete p-value inputs. The starting point of this analysis is the realisation that any
discrete distribution can be thought of as a sequence of weighted Dirac delta functions δ:
p(x) =
n∑
a=1
waδ (x− xa) (6.5)
gives the probability mass function, p.m.f., p(x) corresponding to n discretisation levels
at positions xa with weight wa. Note that given normalisation,
∑n
a=1wa = 1.
The Fisher consensus test statistic involves the summation of multiple samples drawn
from diﬀerent such distributions. The distributions in question are not just the U(0,1)
distributions determined from the available discretisation levels, but these rescaled, tak-
ing the natural logarithm of the input p-values and multiplying by −2 (without aﬀecting
the probability associated with each level). The probability distribution of the sum of
independent random variables is given by the convolution of the contributing probabil-
ity distributions [103]. Convolutions meanwhile are typically completed in the Fourier
domain, where the operation simply corresponds to a multiplication:
F (f ∗ g) = F (f) ·F (g) (6.6)
where F represents the Fourier transform, and f , g are arbitrary functions.
Noting that
F (δ (x− xa)) (ω) = exp (−2piiωxa) (6.7)
where i =
√−1 and ω is the Fourier space variable, it follows that
F (p(x)) (ω) =
n∑
a=1
wa exp (−2piiωxa) (6.8)
165
6. Data Fusion
and hence that the sought distribution pn1,n2...nm(x) is
pn1,n2...nm(x) = F−1
[
m∏
b=1
(
nb∑
a=1
wa,b exp (−2piiωxa,b)
)]
(6.9)
for the general case of m distributions being convolved (from m p-values being combined
in the consensus test), each with nb δ-function components, where b = 1, 2 . . .m. Ex-
panding the right-hand expression gives
∏m
b=1 nb terms, each the product of m elements
wa,b exp (−2piiωxa,b). Each one of these terms may then be reduced to a single expo-
nential of the form (
∏
wa,b) exp (−2piiω (
∑
xa,b)). From Equation 6.7 taking the inverse
Fourier transform gives a δ-function at position
∑
xa,b, weighted by
∏
wa,b. In practice
the number of terms can be reduced as some of the Fourier -space exponents, and hence
δ-function positions, will be the same, so the associated weights can be summed for that
position. The principle of this calculation is illustrated graphically in Fig. 6.17, where a
short sequence of δ-functions is convolved once with itself. Having computed the analytic
p.m.f. in this manner, the s.f. can readily be determined from a cumulative sum.
The computational implementation of the calculation to be able to evaluate the exact
survival function to use for any collection of possible p-value discretisation levels is not
straightforward. A brute-force approach, without for instance exploiting symmetries,
necessitates the evaluation of two m-dimensional arrays with edges n1,2...m, one containing
all possible combinations of xa,b summed and one for all possible products of wa,b. For all
but the simplest cases this risks quickly becoming infeasible given the poor scaling with
input size. Therefore only a limited version was implemented, restricted to small and
relatively simple inputs - enough to validate the analysis and compare it with the other
compensation schemes described but less useful for practical use. The author is conﬁdent
that the analysis would hold for more complex inputs, too, and that comparable analyses
could be developed for other forms of test statistic.
A s.f. computed in this manner was already included in Fig. 6.14a, and an enlarged
section of that plot is reproduced in Fig. 6.18, comparing this analytic s.f. to that from
the Monte Carlo approach. Note also the very close correspondence between the two
lines, where almost every deviation in the analytic distribution is mirrored in the Monte
Carlo version, with occasional minor deviations due to the stochastic nature of Monte
166
6. Data Fusion
Test statistic, s
0.0
0.1
0.2
0.3
0.4
0.5
P
ro
b
a
b
ili
ty
 m
a
ss
, 
p
(s
)
Component 1
Component 2
Component 3
(a)
Test statistic, s
0.0
0.1
0.2
0.3
0.4
0.5
P
ro
b
a
b
ili
ty
 m
a
ss
, 
p
(s
)
Component 1
Component 2
Component 3
(b)
Figure 6.17: Illustration of a discrete p.m.f., corresponding to a sequence of weighted Dirac
δ-functions in (a), and its convolution with itself in (b). The colours in the second plot indicate
which of the δ-functions in the ﬁrst that part of the distribution originates from: there are 9
diﬀerent contributions making up (b), corresponding to 3, the number of components of (a),
squared. Note that the distributions are functions of the test statistic, not p-value as in some
similar previous plots.
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Figure 6.18: A close-up view of part of the survival functions (s.f.s) seen in Fig. 6.14a for the
Fisher test statistic, comparing Monte Carlo (computed using 104 samples drawn from U(0,1))
and analytic distributions. The stair-step structure of these discrete distributions is evident -
note that the risers mark transitions from one discrete level to another, with the upper level
being valid up to and including the value of the test statistic at the riser.
Carlo, typically maintained over a few steps given the underlying cumulative sum. This
provides a convincing cross-validation of the two approaches.
The analysis presented here in fact describes Fisher's exact test, typically used in the con-
text of so-called contingency tables [118]. Moreover, this is based on the hypergeometric
distribution, which is known to be hard to evaluate and a range of tools have been used
to tackle it, including Monte Carlo methods [117,119].
6.7.5 Practical considerations
In practice the compensation scheme of choice is the Monte Carlo approach. Given
the limited applicability of both the computation and implementation of the analytic
approach, that option can rapidly be dismissed. The dithering approach in turn can be
dismissed as, by using the continuous test rather than Fisher's exact test, it sacriﬁces
distinguishing power, critical for the sort of multiple testing, examining many p-values
simultaneously, used here [117]. Additionally, the dithering approach for instance requires
assumptions to be made about the nature of the inherent quantisation error of the data.
Meanwhile, the M.C. approach is relatively easy to implement in a fully general manner,
168
6. Data Fusion
0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35
(M.C. sample number)−1/2
0.00
0.01
0.02
0.03
0.04
0.05
M
e
a
n
 a
b
so
lu
te
 p
ro
b
a
b
ili
ty
 e
rr
o
r
M.C. runs
Linear regression fit, R2  = 0.86
Figure 6.19: Monte Carlo convergence to analytic s.f. for varying numbers of M.C. samples
(drawn from U(0,1)). For each sample size the s.f. was computed, and the deviation from the
analytic was quantiﬁed by the mean absolute diﬀerence across the length of the curve. This
quantity is shown plotted as a function of the reciprocal square root of the M.C. sample number
(so large sample numbers appear closer to the origin), as according to M.C. theory the points
should then lie on a straight line through the origin. Such a line has been ﬁtted to the plot, and
the relatively high R-squared value means that this is indeed a reasonable model of the M.C.
convergence behaviour.
and yields good results quickly. As a indicative example, the evaluation of the 104 points
used for the generation of Fig. 6.18 took about 20 times less computation time than the
analytic approach, yet the outputs are very similar, to the extent that the diﬀerences are
likely to be immaterial for practical purposes.
The quantity that directly links the accuracy of the M.C. evaluation and the computa-
tional eﬀort required to achieve it is the number of samples used. Typical M.C. theory
states that the former improves as a function of the reciprocal of the square root of this
sample number [120]. The extent to which this convergence relationship holds has been
tested, comparing the s.f. deviation from the exact, analytic distribution for diﬀerent
numbers of M.C. evaluations. The result is shown in Fig. 6.19, conﬁrming that the
general theory provides a reasonable model in the application here.
There are a number of computational approaches to reduce the computing time required
to give a certain accuracy. A simple option is to perform the evaluations in parallel,
using several CPU cores simultaneously [121]. A numerical technique to give consistent
coverage of the space being explored by random sampling, and hence potentially reduce
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the number of samples needed for a given accuracy, is to draw in the inputs from a low-
discrepancy sequence spanning the [0,1] interval. These pseudo-random sequences avoid
random clustering of samples that would occur with a more conventional random number
generator, and the Sobol sequence is a commonly used example [120,122]. A more complex
technique is importance sampling: this involves biasing the used samples to the part of
the [0,1] interval where they provide greatest value in the output, and then compensating
for the biasing in the collation of the output [120]. Because in practice the consensus
p-values of indication region resels will be usually very low, the resolution of the s.f.
for that consensus p-value range is critical to be able to distinguish between regions at
all. Achieving the required accuracy by unbiased M.C. sampling is very wasteful, but
this problem can readily be addressed by the application of importance sampling, as
implemented and described further by Tippetts [13].
6.7.6 Combining consensus test and semi-parametric model
As a ﬁnal test of the compensated consensus test, the behaviour of the consensus output
when operating on inputs generated by the semi-parametric data model (see Section 6.5.4)
applied to experimental data was studied. The resultant c.d.f.s for such trials are shown
in Fig. 6.20. This both demonstrates the eﬀectiveness of the consensus test compensation
and provides evidence in support of the earlier assertion that the deviation from the null
hypothesis behaviour introduced by the semi-parametric model is negligible.
However, Fig. 6.21 indicates that the induced deviation increases with the number of
p-values combined in the consensus test, and will also increase with the magnitude of the
semi-parametric tail ﬁt error. This does mean that some caution should be applied in
interpreting consensus outputs in terms of their likelihood under the null hypothesis in
cases where this cumulative eﬀect is likely to occur, although the 25 input case considered
is a rather extreme case for practical purposes. If this is not acceptable, the fully discrete
data model should be relied upon instead of the semi-parametric model proposed. Non-
etheless, given the beneﬁts of the semi-parametric model, this cause of order uncertainty
must be considered relative to others, such as the M.C. discretisation compensation and
the quantisation error of the original data.
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Figure 6.20: The output c.d.f.s for combining the semi-parametric data model with the Monte
Carlo compensated Fisher consensus test, applied to experimental data. The plots are based
on the amplitude distribution found in one circumferential ring of rotor bore resel data used
previously - see Fig. 6.9a in Section 6.5.4. Sets of 5 p-values were obtained using both the
(exact) discrete and the semi-parametric models, then these were passed through the Monte
Carlo compensated Fisher consensus test to build up distributions for the output consensus
p-values. The only underlying diﬀerence between the curves shown is the choice of data model,
even the random numbers used in the M.C. were identical. In (a) no diﬀerence is discernible
between the two curves, only in the zoomed plot (b) is the eﬀect of the semi-parametric model's
tail ﬁt identiﬁable. This provides good evidence that the data model and the compensation
scheme work well together, and the deviation from the null hypothesis behaviour due to the
semi-parametric model is indeed negligible.
6.7.7 Comparing and interpreting consensus test outputs
Having used the described probabilistic data fusion system to assign a consensus p-value
to many if not all resels in the multichannel dataset, we wish to compare these values.
Speciﬁcally, we wish to rank the component regions as described in the chapter intro-
duction. Importantly, all the fused p-values, while strictly discrete, are samples of the
continuous uniform U(0,1) distribution to a very close approximation. This is related
to the fact that the number of possible unique input combinations from the contribut-
ing distributions increases approximately exponentially with the number of signals being
combined, as exempliﬁed by the many steps in the plot of Fig. 6.18, for example. This
essentially continuous behaviour is demonstrated in the results of the next chapter, and
it allows the p-values originating from diﬀerent underlying distributions to be directly
compared.
171
6. Data Fusion
0.0 0.2 0.4 0.6 0.8 1.0
P-value, q
0.0
0.2
0.4
0.6
0.8
1.0
C
u
m
u
la
ti
v
e
 p
ro
b
a
b
ili
ty
, 
P
(q
)
C.d.f. from sampling discrete
C.d.f. from sampling semi-parametric
Exact c.d.f. of U(0,1)
(a)
0.00 0.05 0.10 0.15 0.20 0.25
P-value, q
0.00
0.05
0.10
0.15
0.20
0.25
C
u
m
u
la
ti
v
e
 p
ro
b
a
b
ili
ty
, 
P
(q
)
C.d.f. from sampling discrete
C.d.f. from sampling semi-parametric
Exact c.d.f. of U(0,1)
(b)
Figure 6.21: A variant of Fig. 6.20, based on combining 25 (rather than 5) p-values drawn
from both the (exact) discrete and the semi-parametric models in a consensus test. Again, in (a)
the diﬀerences between the curves are hardly visible, but in the zoomed plot (b) diﬀerences are
quite apparent. The deviation exhibited by the semi-parametric-based curve is more noticeably
greater than in the preceding ﬁgure, illustrating that combining more p-values allows the error
to accumulate.
In principle, signiﬁcant discretisation may still exist in the consensus p-values, either due
to the underlying distributions containing extremely few unique entries or the number of
input channels being limited to unity - such that the consensus p-value is merely a LEN
p-value (see Section 6.5.4). Under such circumstances, to maintain the appropriate null
hypothesis behaviour in the multiple testing that is implied by ranking, the p-values should
be adjusted for the discretisation, in a further layer of compensation. The appropriate
process in this case is essentially the application of the discrete Tippett test, described in
Appendix D [117].
In the applications considered, only the second of the possible causes of this problematic
behaviour can occur: in the rotor bore application part of the component is only inter-
rogated by a single channel. Rather than worrying about violating the null hypothesis
behaviour or applying a further compensation scheme, the resels for which no fusion is
possible are eliminated from the results, as these are of little interest for fusion perform-
ance assessment anyway.
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6.8 Computation of Probabilities for Indications
6.8.1 Indication Severity Probability
Using the methods described in the previous sections, a consensus p-value may be assigned
to any spatial region of interest in the data volume: the data ﬁeld samples are de-correlated
and turned into resels, the values of which are then converted to p-values using a local,
semi-parametric data model, and these probabilities are then fused using a consensus test,
with appropriate discretisation compensation. Subtracting this value from unity gives a
probability of greater intuitive appeal, increasing for less noise-like regions. This is termed
the indication severity probability.
While this value is expected to be displayed for an operator to see when he or she is
reviewing the sequence of suggested indications (see Section 6.1), it should be emphasised
that this should only be used as a rough guide. The decision of when to terminate the
analysis must be made by the operator based only on the viewed signals, and therefore
for instance no hard threshold (equivalent to a signiﬁcance level for the p-value) should
be set a priori.
6.8.2 POD, PFA and ROCs
For the purposes of the results chapter that follows it is necessary to explain how the
probability of detection (POD), probability of false alarm (PFA), and hence also the
receiver operating characteristic (ROC) can be computed for the data fusion output given
some test data with known indications. Recall from the start of the chapter (Fig. 6.1) that
typical calculations of POD and PFA rely on computing integrals of distributions p(signal
| ﬂaw) and p(signal | noise) for a given amplitude threshold, which may be varied to build
up an ROC curve. Here the process is similar, but completed in terms of indication
severity probability rather than signal amplitude, with a chosen signiﬁcance level taking
the place of the amplitude threshold.
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Noise p-value distribution
Dividing the entire component volume into candidate indication regions and computing
indication severity probabilities for each yields the probability density function p(severity
| noise). The implementation of this full evaluation is non-trivial, and not only because
of the sheer computational load (itself a signiﬁcant concern previously [85,123], overcome
using, with the help of the software techniques outlined in Chapter 3) and the fact that care
should be taken to omit the regions containing the known indications. Rather, the major
challenge concerns the decision of which p-values to fuse, given that the originating data
channels are described in terms of aligned coordinate axes (post-registration) but diﬀerent
coordinates. Essentially, in each channel physical space is discretised diﬀerently, and in a
somewhat arbitrary manner (see deﬁnition of resel, Section 6.3.3), such that determining
associations between resels requires some approximation. The author's colleague Tippetts
chose one approach, the present author a second:
• Deﬁne a global set of resels, of a size roughly compatible with the sizes determined
in the individual channels. Interpolate the data for each channel to the resel co-
ordinate system. Evaluate the values of the resels from the interpolated amplitudes.
Complete all subsequent fusion processing on the global resels, where association
between points from diﬀerent channels is now clear.
• In each channel deﬁne resels locally, associating each with its centre location. Com-
pute which resel of every channel every resel of every channel lies in. Eliminate
duplicate resel combinations. Complete fusion processing for all remaining combin-
ations.
The ﬁrst (Tippetts') implementation has the advantage of relative simplicity. However,
the need to interpolate introduces further noise and the global resels are rather unphysical,
and incapable of dealing with, for example, beam-spread eﬀects unique to individual
channels. The second (the author's) approach is more rigorous but also more complicated.
No matter what approach is used, resel edge eﬀects can arise in practical use, where
essentially a data point falls the wrong side of a resel boundary and so is not associated
correctly with its counterparts in the other channels. This then has the potential to
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lead to an unduly low indication severity probability. Given that the location of each
data value is somewhat uncertain (see chapter Chapter 4) and may be considered to be
described by a spatial probability density function (which may be visualised as a point
cloud), it is inevitable that sometimes these distributions are split by resel boundaries, no
matter what spatial discretisation is chosen. However, to avoid the worst of these eﬀects,
the resels should of course be of a scale larger than the spatial uncertainty of the data -
emphasising the importance of careful resel choice, taking into account the accuracy of
the achievable registration.
For a highly conservative system, one could consider adaptive association, searching the
local environment, on a scale of the positional uncertainty, for the lowest set of p-values
to fuse. Such an approach would not only be demanding to implement but would under-
mine (at least without modiﬁed compensation) the expected null hypothesis behaviour.
Nonetheless, this is a suggestion for further work.
Flaw p-value distribution
Having computed p(severity | noise), the corresponding p(severity | ﬂaw) distribution
ideally requires a collection of indication severity probabilities to be available for a number
of indication regions considered to contain equivalent defects. However, often only a single
such indication severity probability is available, which is then used to create a distribution
empirically. This is done here by making the assumption that the amplitudes from the
defect vary like the local noise distribution, creating for each contributing resel a duplicate
of the local noise distribution with the mean shifted to the value of the resel. This process
is illustrated in Fig. 6.22. Drawing samples (by further Monte Carlo sampling) from
these empirical amplitude distributions and recomputing the severity probability of the
indication gives the required p(severity | ﬂaw) probability density function. This approach
is considered conservative, for example given that summing maxima from two sets of values
gives the upper bound on the maximum of the summed underlying values. Moreover, the
model assumptions will similarly aﬀect diﬀerent detectors if several are being compared,
so should be irrelevant in such relative analyses.
As will become clear in the results that follow, moving from simple amplitude distributions
to the consensus (indication severity) probability space that incorporates knowledge of
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Figure 6.22: The process used to build an empirical distribution p(signal | ﬂaw) from a single
resel sample. The local distribution of resels, excluding the one containing the indication, forms
p(signal | ﬂaw). This distribution is duplicated and has its mean shifted to the value of the
resel containing the indication to serve as p(signal | ﬂaw). The distribution means are shown as
dotted lines.
local data distributions and correlations between independent samples of the same spatial
region allows substantially improved separation of noise and defect signals to be achieved.
This is borne out by the improved ROC plots of the next chapter.
6.9 Summary
The chapter has described in detail a novel yet general process by which samples from
diverse amplitude ﬁelds may be fused to form a single probability. The basic processing
stages are data de-correlation, local data modelling to convert amplitudes to probabilities
taking into account local data statistics, then fusion of the probabilities for a spatial
region of interest using a consensus test. The processing scheme is essentially free of
arbitrary thresholds and makes very few assumptions. Novel elements include the semi-
parametric data model and the application of Fisher's exact test. The author is not aware
of a comparable data fusion system having been developed elsewhere, in any ﬁeld, and
the work described here may have applications beyond the conﬁnes of Non-Destructive
Evaluation. Next we consider the performance of the data fusion detector, compared with
more traditional systems, when operating under a range of circumstances.
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Chapter 7
Detection Results
7.1 Introduction
In this chapter we examine the performance of the data fusion detection system developed
in the preceding chapter. Suitable registration (see Chapters 4 & 5) of data inputs is
assumed to have taken place, so that the data inputs are all in the same global coordinate
system. Detection results of indications in an industrial rotor bore dataset are presented,
ﬁrst looking at several scenarios in a single acquisition before considering the case of a
second, baseline acquisition being available. Finally, due to the lack of suitable known
real indications in the available rotor bore data, a selection of detection results obtained
for the disk inspection application is reproduced from Tippetts' thesis [13] to demonstrate
performance on real defects.
Unless otherwise stated, all results presented in this chapter are based on the data for
the inspection of a low pressure stage 2 turbine rotor at RWE npower's Didcot A coal-
ﬁred power plant, Forging C001 993 Y21657, inspected in January 2007 as job number
GBF4201. The ﬁles used in the analysis here all relate to the section of the bore 2.4 - 2.9m
axially from the alternator end of the rotor bore, given that the 6m long bore is inspected in
50cm sections (with a little overlap). The inspection report concludes that No recordable
responses were observed during the Ultrasonic Inspection of the bore. [20], so the focus
here is on seeing what sort of possible defect indications were missed. Additionally,
artiﬁcial defect-type signals are inserted in the data for testing purposes.
177
7. Detection Results
By default, each rotor bore data analysis computation used 200 Monte Carlo samples per
set of p-values to fuse. Each such computation took around 3.0hrs to complete, on the
computer of Section 3.2.1, running the Monte Carlo evaluation in parallel on three cores
of the CPU. Figure A.4 provides an example of the sort of Operator (see Section 3.4)
conﬁguration relevant to the calculations of this chapter.
7.2 Simulated Test Inputs
In this section we test the detector with entirely artiﬁcial, simulated inputs, to conﬁrm that
the system behaves as expected and gain a qualitative understanding of its performance.
There is some overlap here with the extensive analysis presented by Tippetts [13]: Section
7.2.1 oﬀers re-worked versions of plots found in Chapter 5 of the cited publication.
7.2.1 Qualitative performance
Here we compare the Data Fusion Detector (DFD) with the standard logical AND and
OR operators, that eﬀectively provide bounding fusion possibilities. These two operators
are typically used with pairs of binary / boolean inputs, but to enable a comparison with
the DFD we need to be able to operate on multiple ﬂoat probability inputs, taking unity
minus a p-value to correspond to a probability of success. We apply binomial theory to
compute the probability of obtaining all successes (for AND) and at least one success
(for OR). The AND consensus test output qAND for N input p-values qi is then:
qAND = 1−
N∏
i=1
(1− qi) (7.1)
The corresponding OR consensus test output qOR is:
qOR =
N∏
i=1
qi (7.2)
Figure 7.1a shows how the three detectors vary when provided with four or two inputs
of the same amplitude (but diﬀering p-values, as drawn from diﬀerent resel distributions
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of the industrial dataset). Considering the four input plots ﬁrst, as should be expected,
all three detectors give a decreasing output consensus p-value as the amplitude increases,
and the OR consensus test output falls oﬀ at a lower amplitude and more rapidly than
the AND consensus test. The DFD is seen to transition from behaving like an AND
test to behaving like an OR test as the amplitude increases. This is (qualitatively) ideal
behaviour for a detector, as the AND-like behaviour is desirable at low amplitude to
suppress the false-call rate, yet OR-like behaviour is required at higher amplitudes so
as to maintain sensitivity to amplitude spikes in a single input. The exact balance and
transition between these two states is governed by the speciﬁc implementation of the
data fusion, for example in the tail ﬁt of the semi-parametric data model (see preceding
chapter), and is open for debate and adjustment. If only two rather than four inputs are
provided, similar trends are observed, but for all tests the fall in consensus p-value output
is less pronounced and delayed to higher amplitudes. This can rationalised as four defect
signals provide greater conﬁdence of the presence of a defect than just two defect signals
at the same amplitude.
Figure 7.1b compares the three detectors in a diﬀerent test scenario: a single input p-value
resulting from the varied amplitude is eﬀectively corrupted by either 1 or 3 noise-like
inputs. Again, the DFD is seen to behave as an intermediate between AND and OR
consensus tests, and a transition from AND-like behaviour to more OR-like behaviour is
visible as the amplitude increases. Note that the AND consensus test output does not
vary as that test is undermined by any noise inputs - potentially dangerous in practice,
as if any channel does not contain a signiﬁcant defect response (for instance, due to the
defect reﬂectivity being highly directional, or maybe a break-down in probe coupling) the
defect would be missed. As the number of noise inputs is increased the DFD performance
is reduced but not completely undermined, whilst the other two tests are essentially
unaﬀected. This shows that the DFD has some resilience to corrupting noise inputs,
but the reduction in sensitivity does mean that if there is prior knowledge that a defect
response will be very poor in a particular channel, for example due to the directionality
of the defect or probe near-ﬁeld eﬀects, that channel should be manually excluded from
the fusion process for improved detection performance. A practical example of such a
scenario is considered in Section 7.3.3.
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Figure 7.1: A comparison the Data Fusion Detector (DFD) compared with AND and OR
operators, acting on the same p-value inputs. In (a) the detectors receive 4 or 2 inputs of the
same amplitude (but diﬀering p-values, as drawn from diﬀerent distributions). Qualitatively,
the DFD is seen to transition from behaving like an AND test to behaving like an OR test as
the amplitude increases. The fall in consensus p-value output is less pronounced and delayed
to higher amplitudes if only 2 rather than 4 inputs are provided. In (b) a single input p-value
resulting from the varied amplitude is eﬀectively corrupted by either 1 or 3 noise-like inputs.
The DFD is seen to not reach as low outputs when more noise is added, whereas AND and OR
combinations are almost insensitive to the increase plotted.
7.2.2 Output under the null hypothesis
In this section we consider the output of the Data Fusion Detector (DFD) under null
hypothesis conditions to conﬁrm the eﬀectiveness of the Monte-Carlo-based evaluation
described in the previous chapter when operating on real industrial data. To impose null
hypothesis conditions the resels of each channel were permuted randomly circumferentially
(leaving the resel amplitude distributions unchanged). Additionally, to avoid distorting
eﬀects the importance sampling used elsewhere in the Monte Carlo evaluation of the
fusion was disabled [13, 120], and the number of samples taken instead increased to 500
from 200 used elsewhere.
Complete sets of fused p-values were computed, both using the DFD with the default
semi-parametric data model and then switching to the purely discrete model (see previous
chapter). In Fig. 7.2 the cumulative distributions of the outputs are shown and compared
against a continuous uniform distribution over the [0,1] interval, as in many of the plots of
the preceding chapter - but here for a larger, complete industrial input. A slight oscillation
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Figure 7.2: The behaviour of the Data Fusion Detector (DFD) under imposed null hypothesis
conditions. The c.d.f. of the output p-values is compared against that of a continuous uniform
distribution over [0,1] interval, for both the semi-parametric data model and the purely discrete
alternative model. A slight oscillation of the DFD output curves around the theoretical line is
detectable in (a), and although this is more apparent in the zoomed version of the plot shown in
(b), the correspondence is very good, for both data models. This provides a practical conﬁrmation
of the results of the previous chapter.
of the DFD curves around the theoretical line is detectable in (a), and although this is
more apparent in the zoomed version of the plot shown in (b), the correspondence is very
good, for both data models. This conﬁrms that the compensation for p-value quantisation
is eﬀective in practice and the distortion introduced by the semi-parametric data model
is very limited.
The plots of Fig. 7.3 illustrate the structure of the consensus p-values resulting from the
evaluation of the Monte Carlo (M.C.) generated survival functions, and the beneﬁts of
applying importance sampling. The data are presented as bar charts - not histograms -
so that the strictly discrete data structure is exposed. In (a) several interesting features
are identiﬁable: the extremely large spikes at multiples of 0.002, the 0.002 cut-oﬀ, above
which the values are continuous to a very close approximation - with only the duplicate
appearance of a few values revealing that the output is technically discrete (the probab-
ility of even a single duplicate for continuous values, taking into account computational
numerical precision and the number of samples, is inﬁnitesimal). The spikes are the result
of most samples falling on the M.C. sampled locations (by deﬁnition of M.C.), and these
have an associated probability that is an integer multiple of the reciprocal of the number
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Figure 7.3: Bar charts - not histograms - of the DFD output over a small section of the
range to illustrate the data structure resulting from the Monte Carlo (M.C.) processing. For
(a) importance sampling was disabled, and the number of M.C. samples set to 500. Several
interesting features are identiﬁable: the extremely large spikes at multiples of 0.002, the 0.002
cut-oﬀ, above which the values are continuous to a very close approximation - with only the
duplicate appearance of a few values revealing that the output is technically discrete. In (b)
importance sampling was re-enabled, and the M.C. sample number reduced to the default of
200. The previously seen cut-oﬀ and spikes are no longer present, despite the reduced sample
number.
of M.C. samples used - 500 here. The outputs between the spikes result from interpolating
the M.C. survival function, and the extrapolation of this explains the cut-oﬀ - without
importance sampling it is not possible to reach a probability below the reciprocal of the
M.C. sample number. To generate plot (b) importance sampling was re-enabled, and the
M.C. sample number reduced to the default of 200. Even with this smaller number of
samples (and hence reduced processing time) the plot shows that extremely low output
p-values have been reached, and the spikes have also disappeared such that the output is
more uniform than without importance sampling. Thus the practical signiﬁcance of this
technique has been demonstrated.
7.3 Rotor Bore Inspection
In this section we examine several possible indications in a complete rotor bore dataset,
and use these to assess the performance of the novel Data Fusion Detector (DFD). Spe-
ciﬁcally, this is compared with a basic Amplitude Threshold Detector (ATD), as used
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by Rolls-Royce in their disk inspection (see also results from that in Section 7.4), that
considers the highest raw amplitude detected across all channels at all locations. Addi-
tionally, for each individual channel we consider the Local Empirical Noise (LEN) detector
that relies on the local data model underlying the DFD to normalise amplitudes to their
local environment - an early step in the DFD evaluation (see Section 6.5).
All results presented are for the fusion of all resels of all four available ultrasonic channels.
Note that the resels in the far-focus compression wave channel that lie beyond the domain
of the other channels, such that no fusion is possible (see Fig. 6.6 of previous chapter) have
been excluded from the analysis. Although in principle the fusion system is compatible
with fusion-free p-values, these are of limited interest for demonstrating the beneﬁts of the
DFD. Moreover, care should be exercised as in principle further quantisation compensation
may be required to make these comparable with fused outputs (see previous Chapter),
especially given the large number of fusion-free p-values in this case.
7.3.1 A ﬁrst possible indication
In the absence of known indications in the dataset we could examine, we can instead
identify several positions in the dataset from the DFD output and analyse these as possible
indications. We ﬁrst search for the very lowest consensus p-value (out of 1.2×106 values)
- corresponding to the highest indication severity probability. The spatial location of this
resel is marked in Fig. 7.4, alongside the locations of the resels with the next nine lowest
p-values and the location of the resel of the very highest amplitude across all channels.
Some of these points will be considered further in the later sections.
The A-scans associated with the resels contributing to the identiﬁed very lowest DFD
output are presented in Fig. 7.5. Note that because of its depth the location of interest
lies beyond the domain of the short-focus compression channel, so only the remaining three
channels provide inputs. In each A-scan the location of the resel of interest is highlighted,
critical given the complex geometry of the inspection. Even so, looking at just the A-scans
it is hard to understand why this location has been selected by the detector, especially as
each A-scan contains other points that are similar or higher in amplitude than the resel
of interest. However, looking at just these A-scans can be misleading, as there is no way
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Figure 7.4: The positions of some possible indications, as seen looking down the length of the
bore, with the axial locations indicated as annotations, in millimetres. The locations of the ten
lowest p-values are plotted, and amongst these the very lowest and the 3rd lowest are highlighted
as they will be considered further in these results. Also shown is the location of the maximum
amplitude recorded across all channels, as this location will be considered in Section 7.3.3.
to judge depth-dependent eﬀects.
More useful for our purposes are the resel amplitude distributions that the contributing
resels lie in. These are shown in Fig. 7.6 for clockwise shear, counter-clockwise shear and
far-focus compression channels, in (a), (b) and (c), respectively. In each the amplitude at
the possible indication is marked. The indication amplitude is the highest amplitude in
the distribution in two of the input distributions, and second highest in the third. This
provides a initial explanation of why this location should be of interest to the DFD.
To further understand the operation of the fusion mechanics, we consider how each amp-
litude distribution is used to convert the amplitude at the candidate indication to a p-
value. The conversion is illustrated in Fig. 7.7, where for the distribution of each channel
the Local Empirical Noise (LEN) p-values are plotted, highlighting the p-value in each
channel contributing to the possible indication with a circle. Note that the contributing
p-value in the clockwise shear channel is lowest, as should be expected, given that the
underlying amplitude is most clearly separated from the remainder of the distribution in
Fig. 7.6. This is largely the result of the Pareto tail-ﬁt of the semi-parametric data model
(see preceding chapter), which also gives rise to the straight-line segments seen at higher
amplitudes in Fig. 7.7.
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Figure 7.5: The A-scans for the location of the very lowest consensus p-value. Only three
channels contribute to this particular location as it lies at a depth beyond the domain of the
short-focus compression channel. The red lines mark the extent and amplitude of the resel in
question. Note the diﬀerences in depth along the A-scan of that resel, resulting from the complex
geometry of the inspection.
Having concluded that the location identiﬁed by the DFD as having the lowest overall p-
value is not an unreasonable candidate for a defect, we now treat that location as a known
indication. This then permits the computation of the receiver operating characteristic
(ROC), by the means described at the end of the preceding chapter, and hence a rigorous
comparison of the DFD with a more conventional detector such as the ATD. The ROC
curves thus calculated are shown in Fig. 7.8. As ROCs may be considered to be the
Pareto points of a multi-objective optimisation (see Section 4.7), only the convex hull
of the originally computed ROC points is shown, where in fact every point on the hull
plotted may be reached by stochastic interpolation between the end points of that line
segment [82]. The plot features a logarithmic scale for the probability of false alarm (PFA)
to accommodate the wide range of values observed, but is limited to high probability
of detection (POD) values, as only these are of interest. Unless stated otherwise, all
subsequent ROC plots are presented in this manner.
Studying the plot more closely shows that the LEN detectors, using the individual chan-
nels, are seen to each already outperform the ATD, by oﬀering substantially lower PFA
for an equal POD. Combining these LEN inputs into the DFD provides a substantial
further improvement, lowering the PFA by about two orders of magnitude at the same
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Figure 7.6: The resel amplitude bar charts for the resels contributing to the very ﬁrst data
fusion detector output. Plots (a), (b) and (c) relate to the clockwise shear, counter-clockwise
shear and far-focus compression channels, respectively. In each the amplitude at the possible
indication is marked. The indication amplitude is the highest amplitude in the distribution in
two of the input distributions, and second highest in the third.
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Figure 7.7: Converting the resel amplitude distributions contributing to the location with
lowest consensus p-value to Local Empirical Noise (LEN) p-values. The p-value in each channel
at the resel of the possible indication is marked by a circle. The straight-line segments seen at
higher amplitudes are a consequence of the Pareto tail-ﬁt (see previous chapter).
high POD compared with the best of the LEN detectors (for the clockwise shear channel).
This provides an impressive demonstration both of the data model (embodied in the LEN
detectors) and the beneﬁts of subsequent fusion processing.
7.3.2 Another possible indication
We now consider an alternative possible indication in the dataset, this time selecting the
location identiﬁed by the DFD as having the third lowest associated consensus p-value,
or equivalently third highest indication severity probability. The physical location of this
point was already marked in Fig. 7.4. The analysis here exactly matches that of Section
7.3.1, starting with a presentation of the relevant A-scans in Fig. 7.9, where red lines
mark the extent and amplitude of the resel in question. Unlike in the previous case, all
four channels contribute here.
The resel amplitude distributions are shown in Fig. 7.10, for clockwise shear, counter-
clockwise shear, short-focus compression and far-focus compression channels, in (a), (b),
(c) & (d), respectively. Examining the marked amplitude at the possible indication in each
plot reveals that the recorded amplitude is higher in the shear channels than compression
channels, but the indication amplitude is the highest amplitude in both compression chan-
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Figure 7.8: The ROC curves relating to the location identiﬁed as having the lowest overall
consensus p-value. The Local Empirical Noise (LEN) detectors, using the individual channels,
are seen to each already outperform the Amplitude Threshold Detector (ATD). Combining these
inputs into the Data Fusion Detector (DFD) provides a substantial further improvement, lowering
the probability of false alarm (PFA) by about two orders of magnitude at the same, high,
probability of detection (POD).
nel distributions, but considerably lower by rank in the shear channel inputs. Therefore
in this case the local amplitude normalisation of the DFD is particularly signiﬁcant.
Figure 7.11 shows this conversion of amplitudes to LEN p-values for the contributing
distributions, highlighting the p-values that are then fused for the location of interest.
As the location suggested by the DFD as having the third highest indication severity
probability does not appear to be unreasonable, we now treat this as a known indication
to enable the computation of ROCs. Note that no other known indications are included
in this calculation here, so that the location labelled a known indication in Section 7.3.1
here contributes to the false calls. The resulting curves for DFD, ATD and the LEN
detectors of the four individual channels are plotted in 7.12. The two compression channel
LEN detectors outperform the ATD, but the two shear channel LEN detectors are worse,
as might have been expected from Fig. 7.10. Combining the LEN p-values in the DFD
provides a further improvement over any of the inputs, even though two of the channels are
individually poor, thereby signiﬁcantly outperforming the ATD. This provides a further
convincing demonstration of the DFD, and speciﬁcally illustrates the robustness of the
detector to noise-like inputs.
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Figure 7.9: The A-scans for the location of the third lowest consensus p-value. Here all four
channels contribute. The red lines mark the extent and amplitude of the resel in question. Note
the diﬀerences in depth along the A-scan of that resel, resulting from the complex geometry of
the inspection.
7.3.3 The location of the highest amplitude
Next, to provide a strongly contrasting example, we consider the location of the very
highest amplitude across all channels. By deﬁnition this is the ﬁrst output of the ATD,
whereas this location is 7191 (out of 1.2 × 106) in the ranked output of the DFD. The
physical location of this point was shown earlier in Fig. 7.4.
The relevant A-scans are presented in Fig. 7.13. The very highest amplitude is 110
quantisation samples, as seen in the short-focus compression channel. Note that the
amplitudes of the resels of the other channels are very much lower, both in absolute
terms and relative to the remainder of the A-scan. The shallow depth indicated for the
resels of interest will feature in the discussion later.
Figure 7.14 shows the resel amplitude distributions relating to the location of the highest
overall amplitude. The indication amplitude is by far the highest in the short-focus
compression channel, not only in absolute terms (as already seen in Fig. 7.13), but also
relative to the rest of the distribution. Especially the shear channels only provide very
low amplitudes at the location of interest, at least compared with the remainder of the
distributions.
The conversion of these distributions to LEN p-values is illustrated in Fig. 7.15. As
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Figure 7.10: The resel amplitude bar charts for the resels contributing to the third data fusion
detector output. Plots (a) - (d) relate to the clockwise shear, counter-clockwise shear, short-
focus compression and far-focus compression channels, respectively. In each the amplitude at
the possible indication is marked. The indication amplitude is the highest amplitude in the
compression channel distributions, but considerably lower by rank in the shear channel inputs.
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Figure 7.11: Converting the resel amplitude distributions contributing to the location with
third lowest consensus p-value to Local Empirical Noise p-values. The p-value in each channel
at the resel of the possible indication is marked by a circle.
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Figure 7.12: The ROC curves relating to the location identiﬁed as having the third lowest
overall consensus p-value. Two of the LEN detectors outperform the ATD, but the two for
the shear channels are worse. Combining the LEN p-values in the DFD provides a further
improvement over any of the inputs, even though two of the channels are individually poor,
convincingly outperforming the ATD.
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might have been expected given the amplitude distributions, the p-values at the location
of interest for the shear channels are so high that they are hard to identify. The very
high amplitude in the short focus compression channel responsible for this location being
selected in the ﬁrst place does give a very low p-value as should have been expected.
However, it is perhaps surprising that despite the extremely high amplitude the p-value
reached is in fact rather less low than some of those seen previously, for example in the
short-focus channel in Fig. 7.11. This is the result of the tail-ﬁt in the semi-parametric
data model (see previous chapter) and hence the shape of the distribution being ﬁtted
to. Comparing the underlying amplitude bar charts allows the observed diﬀerences to be
rationalised. Inevitably though, some computed ﬁts will be more appropriate than others
and more generally there is scope for debate about how exactly the tail-ﬁt should behave.
As for the previous possible indications, we compute the ROCs, having declared the
location of the highest overall amplitude to be a known indication. The output curves
are shown in Fig. 7.16. In line with the distributions observed, here the short-focus
compression LEN detector and the ATD outperform the DFD. This is caused by the three
other LEN detectors performing poorly, so inputs from these to the DFD undermine its
performance. Therefore this is eﬀectively an example of a single high amplitude, defect-
type input to the DFD being corrupted by three noise-type inputs, much as in Section
7.2.1. This however does not necessarily mean that the DFD is performing incorrectly -
it is conceivable that the large amplitude signal in the short-focus compression channel
has a benign cause, and the indication severity probability of that location should indeed
be down-weighted given that no comparable signal is seen in the other channels. On the
other hand it is perhaps more likely, given the shallow depth of the identiﬁed location,
that only the short-focus compression channel is really able to get a signiﬁcant reﬂection
from a ﬂaw at that position. If this were the case, this would suggest that at least the
shear channels should not be included in the fusion in this spatial region as it is known a
priori that these will only corrupt the output. Such a change would substantially improve
the DFD performance (in line with Fig. 7.1b).
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Figure 7.13: The A-scans for the location of the very highest amplitude observed over all input
channels. The red lines mark the extent and amplitude of the resel in question. The very highest
amplitude is 110 quantisation samples, seen in the short-focus compression channel. Note that
the amplitudes of the resels of the other channels are very much lower, both in absolute terms
and relative to the remainder of the A-scan.
7.3.4 Artiﬁcial indication insertion - 1
Especially in the absence of real known indications, it can be informative to insert an
artiﬁcial target signal in the data. A target signal was therefore inserted into the raw
data and this examined as a known indication. The position of this was chosen to lie in
the same resel rings examined in Section 7.3.3 for the overall highest amplitude observed,
at approximately 90◦ to the previously considered location. Therefore the distributions
seen in Fig. 7.14 remain relevant. The amplitude of the signal inserted was 32 quantisation
samples across all channels, a reasonable but not extremely high value given these original
amplitude distributions. Note the parallels between this scenario and that considered in
Fig. 7.1a.
The A-scans containing the artiﬁcial target signal are shown in 7.17, where in each the
amplitude of the resel at the considered location is 32 quantisation units, as should have
been expected. The fact the inserted signal is an unphysical Dirac delta function as shown
does not detract from the analysis given the discretisation provided by the resels. The
corresponding resel amplitude distributions are provided by Fig. 7.18. These plots only
diﬀer from those in Fig. 7.14 by the way one of the samples has been replaced by one
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Figure 7.14: The resel amplitude bar charts for the resels relating to the location of the highest
amplitude across all channels. Plots (a) - (d) relate to the clockwise shear, counter-clockwise
shear, short-focus compression and far-focus compression channels, respectively. In each the
amplitude at the possible indication is marked. The indication amplitude is by far the highest
in the short-focus compression channel, but much lower in the other inputs, especially the shear
channels.
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Figure 7.15: Converting the resel amplitude distributions associated with the location of the
very highest amplitude seen across all channels to Local Empirical Noise p-values. The p-value
in each channel at the resel of the possible indication is marked by a circle.
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Figure 7.16: The ROC curves for the location of the very highest amplitude seen across all
channels. In this case the short-focus compression LEN detector and the ATD outperform the
DFD. This is caused by the three other LEN detectors performing poorly, so inputs from these
to the DFD undermine its performance.
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Figure 7.17: The A-scans showing the cross-channel artiﬁcial insertion of a target signal. The
red lines mark the extent and amplitude of the resel of interest - all are at the amplitude of the
inserted signal, 32 quantisation samples.
at an amplitude of 32 quantisation samples, and by the fact that amplitude is now the
amplitude at the indication. Figure 7.19 illustrates the conversion of these distributions
to p-values, and although similar to Fig. 7.15, it emphasises how the identical amplitudes
at the indication are converted to quite diﬀerent p-values depending on the surrounding
distribution.
The ROCs for the artiﬁcial target indication are plotted in Fig. 7.20. Much as in Fig. 7.8
for the very ﬁrst possible indication considered, the LEN detectors all already outperform
the ATD (especially in the far-focus compression channel), but the DFD provides a further
signiﬁcant improvement over any of the alternatives, again demonstrating the beneﬁts of
fusion.
7.3.5 Artiﬁcial indication insertion - 2
In the previous chapter the possible problem of resel edge eﬀects was mentioned (Section
6.8.2). We now change the position of the target reﬂector by just a couple of millimetres
from that seen in Section 7.3.4, leaving everything else unchanged, to demonstrate this
eﬀect.
The corresponding A-scans are plotted in Fig. 7.21. These do bear a resemblance to those
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Figure 7.18: The resel amplitude bar charts for the resel containing the artiﬁcially inserted
target signal. Plots (a) - (d) relate to the clockwise shear, counter-clockwise shear, short-focus
compression and far-focus compression channels, respectively. In each the amplitude at the
indication is marked, and essentially only this element distinguishes these plots from their coun-
terparts in Fig. 7.14. Only in the far-focus compression distribution is the inserted amplitude of
32 quantisation units particularly high.
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Figure 7.19: Converting the resel amplitude distributions associated with the location of the
inserted artiﬁcial target signal to Local Empirical Noise p-values. The p-value in each channel
at the resel of the possible indication is marked by a circle - note that in this case these circles
all lie at an amplitude of 32 quantisation units, but have quite diﬀerent p-values.
10-6 10-5 10-4 10-3 10-2 10-1 100
Probability of false alarm
0.80
0.85
0.90
0.95
1.00
P
ro
b
a
b
ili
ty
 o
f 
d
e
te
ct
io
n
DFD
ATD
LEN 60 ◦ -CWS
LEN 60 ◦ -CCWS
LEN 0 ◦ -SFC
LEN 0 ◦ -FFC
Figure 7.20: The ROC curves for the location at which an artiﬁcial target signal at an amplitude
of 32 quantisation units was inserted across all channels. Much like the ROC computed for the
ﬁrst detector output (Fig. 7.8), the LEN detectors all already outperform the ATD (especially
in the far-focus compression channel), but the DFD provides a further signiﬁcant improvement
over any of the alternatives.
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Figure 7.21: The A-scans showing the cross-channel artiﬁcial insertion of a target signal where
that signal in one channel has been associated with an adjacent resel, rather than the one seen
here. The red lines mark the extent and amplitude of the resel of interest. Note that in this case
the inserted amplitude of 32 quantisation samples is not seen in the uppermost, clockwise shear
channel.
seen for the original target signal location, in Fig. 7.17. The most signiﬁcant diﬀerence,
symptomatic of the resel edge problem, is that the inserted amplitude of 32 quantisation
samples is not seen in the clockwise shear channel, as in that channel the inserted signal
has fallen in the circumferential neighbour of the resel considered for the fusion here.
As the resel amplitude distributions and the subsequent conversion to LEN p-values is
barely diﬀerent from the previous case, those plots are omitted here. Proceeding on to the
ROCs shown in Fig. 7.22 and comparing these to those in Fig. 7.20, the LEN detector
curves for the three unaﬀected channels are unchanged, but the LEN for the compromised
clockwise shear channel is worse, such that the DFD in this case only just outperforms
the best of the LEN detectors, in the far-focus compression channel. While the beneﬁts
of fusion are still evident, especially compared with the ATD, these results demonstrate
how resel edge eﬀects can signiﬁcantly compromise DFD performance, as suggested in
the preceding chapter.
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Figure 7.22: The ROC curves for the location at which an artiﬁcial target signal at an amplitude
of 32 quantisation units was inserted across all channels, for the case where in one of the channels
(clockwise shear) the target signal falls into an adjacent resel rather than the one for which the
ROC is shown. Compared with Fig. 7.20, the LEN detector curves for the three remaining
channels are unchanged, but the LEN for the compromised clockwise shear channel is worse,
such that the DFD in this case barely outperforms the best of the LEN detectors, in the far-
focus compression channel.
7.3.6 Subtracting a previous acquisition
Baseline subtraction [51,52] has been mentioned previously as a means to improve detec-
tion sensitivity if a baseline dataset is available. As the rotor bore inspection is a repeated,
in-service inspection, such a dataset may frequently be found, and it is therefore appealing
to exploit this. The basic data subtraction system implemented is therefore applied here
in an attempt to improve the detection of the artiﬁcial target signal seen in Section 7.3.5,
which was compromised signiﬁcantly by the inserted signal falling in an adjacent resel in
one of the channels (the clockwise shear).
The baseline dataset used is a complete copy of the original dataset, prior to the insertion
of the artiﬁcial signal, but distorted to a slightly incorrect set of registration parameters.
This is designed to mimic an imperfect registration (due to inaccurate parameter choice,
rather than the registration model being inadequate). As will be evident, the performance
of the dataset comparison hinges critically on the quality of the registration. If this is poor,
artefacts will be created by baseline subtraction that potentially swamp any signals of
interest [53,54]. The magnitude of the introduced distortions was chosen to be comparable
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to those in the best registration results obtained in Chapter 5, for the alignment of two
copies of the same channel across two acquisitions. It should therefore be noted that this
represents an extremely good alignment, which would be very demanding to achieve in
practice, and is beyond the current full dataset registration capability.
The relevant A-scans in the dataset post-subtraction are shown in Fig. 7.23. These are
signiﬁcantly diﬀerent from those seen without subtraction, in Fig. 7.21, and the eﬀect
of the subtraction is seen to vary considerably from channel to channel: the counter-
clockwise shear channel provides an example of essentially perfect subtraction, but the
others include signiﬁcant artefacts of the subtraction due to less perfect registration in
these channels.
Figure 7.24 provides the ROCs computed, to be compared with the equivalent case without
a subtraction of a secondary acquisition shown in Fig. 7.22. Now, the LEN detectors for
clockwise shear and short focus compression channels are worse than before, but the other
two have improved signiﬁcantly - allowing the DFD to ultimately provide a substantial
improvement over the non-baseline-subtracted scenario. The fact this is possible despite
the two very poor LEN inputs provides further evidence of the robustness of the DFD
to unhelpful inputs. These results also provide an insight into the potential capabilities
of a baseline subtraction system in this context, and may motivate the implementation
of a more advanced dataset comparison technique than subtraction [92] and the further
development of the registration.
7.4 Disk Inspection
The otherwise extensive examination of the performance of the Data Fusion Detector
(DFD) for the rotor bore application in Section 7.3 was lacking an analysis using known
real indications, as no such suitable targets are available for that inspection. Therefore
a selection of detection results obtained for the disk inspection application described in
Chapter 2 is reproduced from Tippetts' thesis [13] to demonstrate detector performance
on real defects.
The results found in this section are based on data acquired from scanning Rolls-Royce's
seeded defect disk 5, which is one of several test-pieces containing realistic defects after
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Figure 7.23: The same A-scans seen in Fig. 7.21, complete with artiﬁcial target signal, after
subtracting out a second, baseline acquisition. The eﬀect of the subtraction is seen to vary
considerably from channel to channel here, with the counter-clockwise shear channel providing
an example of essentially perfect subtraction, but the others including artefacts of the subtraction
due to imperfect registration.
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Figure 7.24: The ROC curves for the location at which an artiﬁcial target signal at an amplitude
of 32 quantisation units was inserted across all channels, for the case where in one of the channels
(clockwise shear) the target signal falls into an adjacent resel rather than the one for which the
ROC is shown, but the data fusion includes a baseline subtraction pre-stage. Several of the
lines are obscured by their coincidence with the DFD curve. Compared with the equivalent
case without a subtraction of a secondary acquisition shown in Fig. 7.22, the LEN detectors
for the clockwise shear and the short focus compression channels are worse than before, but the
other two have improved signiﬁcantly. This allows the DFD to ultimately provide a substantial
improvement over the scenario without baseline-subtraction.
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Figure 7.25: The coverage map for the disk inspection, counting the number of times each resel
in a radial cross-section of the component is insoniﬁed across all scans collected. The disk axis
of rotational symmetry is the z-axis, and the radius r is measured from this. Note that every
resel in the cross-section is scanned at least 3 times, and some are viewed up to 10 times. This
means there are signiﬁcant opportunities for data fusion.
having been forged from contaminated billet. The disk in question has ﬁve known point-
like defects from contaminant inclusions, identiﬁed by traditional ultrasonic and radio-
graphic methods, including an ultrasonic Amplitude Threshold Detector (ATD), with a
threshold set in line with the currently deployed Rolls-Royce inspection procedure (at 64
amplitude quantisation samples). A schematic diagram, including approximate locations
of the known indications considered here, was provided in Fig. 2.5b. The disk is con-
sidered to be an outstanding test piece, providing highly realistic targets. Further details
of the test component are given in Tippetts' thesis.
The coverage map for the disk inspection, counting the number of times each resel in a
radial cross-section of the component is insoniﬁed across all scans collected, is presented
in Fig. 7.25. The plot shows that every resel in the cross-section is scanned at least
three times, and some are viewed up to ten times. This implies there are signiﬁcant
opportunities for data fusion, but does also mean that the detection sensitivity will almost
certainly be quite position dependent. Compared with the coverage for the rotor bore, as
presented as a resel density in Fig. 6.6, it is clear that for the disk inspection the fusion
opportunities are higher. On the other hand, the microstructure of the disk titanium
compared with the rotor steel means that the former is generally harder to inspect than
the latter due to the likelihood of many false calls from grain noise.
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Figure 7.26: The ROC curves for the ﬁrst known indication of the disk. The channels of
the LEN detectors are speciﬁed in terms of the scan surface and the probe angle to the surface
normal. This indication is seen in 6 scans, 4 of which provide a LEN detector superior to the
conventional ATD. But the DFD comprehensively outperforms all of the inputs - and in fact
provides an essentially perfect detector, as the probability of false alarm value reached is as low
as can be numerically estimated from the available data.
The data for the ROC plots that follow are taken directly from Tippetts. This means that
while most of the underlying mechanics (and indeed lines of code) are identical to those
for the rotor bore application seen previously, there are some implementation diﬀerences,
due to the authors taking slightly diﬀerent approaches. For example, these calculations
use the alternative scheme for associating resels from diﬀerent channels with each other,
as mentioned in Section 6.8.2 of the previous chapter, and no attempt is made to restrict
the ROCs to the convex hull. Therefore some caution should be exercised in comparing
the plots of these results with those from the preceding sections.
First, we consider the ROCs computed for the ﬁrst known indication, considered to be the
easiest to ﬁnd. These curves are plotted in Fig. 7.26. This indication is seen in six scans,
four of which provide a LEN detector already superior to the conventional ATD. But the
DFD comprehensively outperforms all of the inputs. In fact it provides an essentially
perfect detector, as the probability of false alarm (PFA) reached at optimal probability of
detection (POD) is as low as can be numerically estimated from the available data. This
is a highly convincing demonstration of the power of the DFD, operating on a realistic
known indication.
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Figure 7.27: The ROC curves associated with the fourth known indication of the disk. The
channels of the LEN detectors are speciﬁed in terms of the scan surface and the probe angle to
the surface normal. This location is inspected by 9 scans, 5 of which provide a LEN detector that
is better than the ATD. Combining all the LEN inputs in the DFD again gives a very substantial
further improvement.
Now we consider the ROCs for the fourth known indications, one that is harder to ﬁnd
than the ﬁrst examined. The results are shown in Fig. 7.27, revealing that in this location
an impressive nine scans contribute. Five of these provide a LEN detector that is better
than the ATD. Combining all the LEN inputs in the DFD again gives a very substantial
further improvement, lowering the PFA by over two orders of magnitude compared with
even the best of the LEN detectors (the one for the KL −5◦ scan). The DFD performance
has thus further been veriﬁed.
It is also noteworthy that the ﬁve resels of the lowest consensus p-value output, and hence
highest indication severity probability, also correspond exactly to the ﬁve known indic-
ations in the disk. Therefore, if the DFD were deployed in this inspection as proposed,
with a human inspector reviewing resel locations sequentially, as ranked by consensus
p-value, the known indications would be immediately identiﬁed. But in such a scenario,
the human inspector may not stop at the ﬁfth resel. Given that the contaminated billet
used in this disk may have also given rise to further, as-yet undetected defects, we now
continue looking through the sequence of ranked resels. Ignoring resels that are imme-
diately adjacent to those already identiﬁed as containing the known indications, caused
by some of the signal from these defects spilling into neighbouring resels (essentially a
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Figure 7.28: The A-scans for the signals that have been identiﬁed as originating from a possible
sixth, and previously undetected, indication in the disk. The red lines indicate the extent and
amplitude of the resel in question. Note how low the amplitudes are, especially compared with
the industrially conventionally applied global threshold at an amplitude of 64 samples. Note also
that the A-scans in the three other channels that view the location are not shown as they appear
to only contain noise.
resel edge eﬀect), a possible sixth indication is located. The A-scans associated with this
are presented in Fig. 7.28, ignoring those channels that only appear to contain noise.
The amplitudes at the indicated resel locations are very low, especially compared with
the industrially conventionally applied global threshold at an amplitude of 64 samples -
the currently applied detection system would have no chance of detecting this possible
indication.
The ROC curves for this possible sixth, and previously unknown, indication are shown in
Fig. 7.29. This location is seen in a total of six scans. Three of the LEN detectors are
worse than the ATD, three better - corresponding to the channels for which the A-scans
were plotted in Fig. 7.28. Yet again, the DFD outperforms all the alternative detectors
convincingly.
It has so far not been possible to conﬁrm the presence of this candidate indication by
independent means, after the original radiographs for the disk were found to be of in-
adequate quality (partially due to degradation with age). Nonetheless, the A-scans do
strongly suggest the presence of a defect at the position identiﬁed. This therefore is a
striking further demonstration of the capabilities of the Data Fusion Detector.
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Figure 7.29: The ROC curves for a possible sixth, and previously unknown, indication identiﬁed
in the disk. This location is seen in 6 scans. Three of the LEN detectors are worse than the
ATD, three better - and yet again, the DFD outperforms all the alternatives convincingly.
7.5 Summary
In this chapter the performance of the developed Data Fusion Detector (DFD) has been
tested extensively. Initially, the detector was tested with speciﬁc artiﬁcial inputs to assess
the behaviour of the system in such speciﬁc, hypothetical circumstances. Then DFD was
used to analyse several possible targets in a complete rotor bore dataset, including the
location of the highest indication severity probability, the location of the highest overall
amplitude, the locations at which artiﬁcial signals were inserted, ﬁrst without then with
baseline subtraction. Finally, key results obtained by Tippetts using the DFD operating
on a disk inspection dataset with known indications were presented.
Overall, the performance of the DFD compared with the alternatives detailed is dramatic,
providing a convincing validation of the development work of the previous chapter. How-
ever, we have also explored some of the limitations and complex features of the DFD,
ﬁnding circumstances under which performance is compromised. While the ﬁnal results
(Section 7.4) are reproduced from Tippetts' thesis, and there is some inevitable overlap
in his results and those for the rotor bore presented in Section 7.3, the author does claim
novelty for the results and discussion unique to the rotor bore application, speciﬁcally
relating to the insertion of artiﬁcial target signals and the use of a baseline dataset.
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Chapter 8
Conclusions
8.1 Thesis Review
Chapter 1 provided an introduction to the ﬁeld, an explanation of the industrial context
of this thesis and an overview of the project objectives (see Section 1.4). The follow-
ing chapter, Chapter 2, gave further background material, explaining in detail the two
automated NDE procedures that are the primary applications of the data analysis sys-
tem developed: the RWE npower rotor bore scan and the Rolls-Royce disk inspection.
We identiﬁed shortcomings in the current procedures that constitute the motivation for
this project. Chapter 3 highlighted some of the software engineering and computational
challenges of the project, stated the division of responsibilities between the author and
his colleague Tippetts [13], and explained some of the tools adopted to overcome the
identiﬁed challenges.
Chapter 4 explained the system devised for the registration of multiple channels of rotor
bore inspection data, potentially from two diﬀerent data acquisitions. That system is
speciﬁc to the rotor bore inspection, with a number of features diﬀerentiating it from
that presented by Tippetts for the case of the disk inspection application [13], but much
of the underlying logic and framework is applicable to a great range of multi-channel
registration situations. Chapter 5 then presented results obtained from testing the re-
gistration algorithm. These results were recognised to be somewhat compromised by the
lack of suitable testing data, but the chapter yielded several suggestions for procedural
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improvements to the inspection.
Chapter 6 developed the data fusion (and detection) system for probabilistic evaluation of
spatially overlapping amplitude ﬁelds. The basic processing stages are data de-correlation,
local data modelling to convert amplitudes to probabilities taking into account local data
statistics, then fusion of the probabilities for a spatial region of interest using a consensus
test. Chapter 7 then presented the results of extensive tests on the Data Fusion Detector
(DFD), convincingly demonstrating the superiority of that system over conventional al-
ternatives.
In this ﬁnal chapter we now highlight the main ﬁndings identiﬁed, state the author's
claims to knowledge contribution and make suggestions for further work.
8.2 Main ﬁndings
The key ﬁndings are organised according to whether they relate to the registration pro-
cessing, the data fusion work, or constitute suggestions for a revised data acquisition
procedure in the context of a semi-automatic data analysis system, such as the one de-
scribed in this thesis.
8.2.1 Registration
On the registration side the use of a multi-objective optimisation (relying heavily on the
work done by Tippetts [13]) was found to be advantageous. This was both because it
allows the properties of diﬀerent objective functions (Section 4.5) to be exploited and
provides a set of Pareto optimal outputs, rather than a single optimum, thereby allowing
uncertainty in the registration to be assessed (Section 4.7). The devised approach includes
several features unique to the rotor bore inspection. The calibration scan was identiﬁed
to oﬀer the best opportunity to address the challenge of sensors of diﬀerent modalities
recording dissimilar signals from the same reﬂector (Section 4.3). Uncertainty in the
feature matching (Section 4.4) which therefore allowed the feature correspondences to vary
during the registration was seen to give rise to multi-modality in the objective function
space exploration (see, for example, Fig. 5.19). The wrapping period, the number of A-
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scans per revolution, of the helical geometry in the rotor bore inspection was determined
to be a problematic parameter in the registration optimisation. However, this problem was
resolved by the innovative pre-computation of this parameter, allowing the parameter to
be eliminated from the subsequent optimisation (Section 4.8.1). Additionally, the author
developed a systematic approach for the eﬀective alignment of multiple data channels
of diﬀering types and potentially split across two separate acquisitions, relevant to the
case of data from a historic inspection being available for comparison. This included the
deﬁnition of the objective functions to use (Section 4.6.1), choosing one of two identiﬁed
schemes (see Figs. 4.15 & 4.16), as well as the choice of the parameters to vary in the
optimisation (Section 4.6.2). While each of the schemes for deﬁning the objective functions
was found to have some advantages over the other, the results of Section 5.4 showed
that at least in the current implementation the ﬁrst scheme (involving cross-acquisition
comparisons for all channel modalities) is to be preferred. The registration results also
showed that the system performance and the assessment thereof is currently compromised
by the suboptimal nature of the available data (see also Section 8.2.3), and that the very
high dimensionality of the parameter space in some multi-channel registration calculations
remains a computational challenge.
8.2.2 Data Fusion
On the data fusion and detection side of the software, Chapter 6 developed a novel data
fusion framework appropriate to the evaluation of large, systematically sampled amplitude
ﬁelds that overlap spatially, as is seen in automated NDE. The need to de-correlate the
ﬁeld data was established (by deﬁning resels, Section 6.3.3), as was the need to use local
data modelling. The semi-parametric model of Section 6.5.4 was found to provide the
desired sensitivity to eﬀective signal-to-noise ratio (at the highest amplitudes, where this
is important) at negligible cost to the validity of the null hypothesis expected output.
Fisher's exact test, in practice evaluated using an importance-sampling-enhanced Monte
Carlo technique [13], was established to be a good means of combining spatially coincident
p-values computed from the data model in diﬀerent data channels. In the tests of Section
7.2.1, this system was shown to provide qualitatively ideal behaviour for a fusion system.
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The further results of Chapter 7 convincingly demonstrate the power of the developed
Data Fusion Detector (DFD) over conventional detection approaches, such as those cur-
rently used in industry. The detector performed well in a range of inspection scenarios
using full rotor bore inspection datasets, including with the insertion of artiﬁcial target
reﬂectors. Moreover, the potential of eﬀectively diﬀerencing with a previous inspection
dataset was demonstrated. Finally, the results obtained by Tippetts using the DFD on
data from the inspection of a disk with known defects, reproduced from [13], show how
impressively well the system performs in this second application.
8.2.3 Revised Procedure
There are four suggestions for an improved rotor bore inspection procedure to enable the
eﬀective operation of a software data analysis system of the sort described in these pages.
Signals from geometric features in main scan data
Section 4.3 discussed how the registration of data channels from diﬀerent acquisitions is
currently undermined by the lack of meaningful geometric reﬂections in the main scan
data. Therefore the author recommends that the procedure be changed to ensure the
presence of such features in (at the very least one channel of) every section of the bore
inspection. Probably the simplest way to achieve this would be to increase the length of
the collected A-scans, such that elements of the rotor's external features are captured,
though this would be subject to the directivity of potential reﬂectors relative to the probes.
It is also accepted that this would both increase the data volumes and potentially reduce
the data collection speed, but cross-acquisition registration is critical for the comparison
of acquisitions, and cannot reliably proceed without signiﬁcant features in the data to
compare.
Improved calibration test piece
As explained in Section 5.3, an improved calibration test piece design would be highly
desirable to facilitate the eﬀective use of the calibration scans to check the alignment of the
probes on the scanner head. The through-thickness side-drilled hole target reﬂector of the
212
8. Conclusions
current design are unsuitable for precision registration of the diﬀerent probes, especially
in the axial direction. Therefore it is suggested that a new design, featuring, for example,
a set of circumferentially distributed, part-thickness side-drilled holes of a constant size,
depth and radial position, be introduced.
Consistency in acquisition settings
As emphasised in Chapter 5, if the set-up of the probes could be assured to very high
accuracy, multi-modal registration to check the alignment of the probes in the scanner
head could be made practically redundant. This would have signiﬁcant computational
advantages, but would require inspectors to take the utmost care in the equipment set-up
and recording thereof. In practice it is likely that, even with some slight modiﬁcations to
the procedure, at least a quick check of the probe alignment would still be desirable, to
minimise the scope for human error.
Full wave signal capture
In Chapter 2 it was mentioned that the rotor bore scanner equipment, unlike the disk
immersion scanner, currently only saves envelope detected A-scans, rather than full RF
(Radio Frequency) signals. This is potentially very problematic for later signal processing.
Therefore the author urges that this be changed. Saving full RF signals does not preclude
inspectors from still viewing envelope detected signals, and the 1-bit cost of doubling
the eﬀective dynamic range to include negative values should not be an excuse given the
current size of the datasets.
8.3 Contribution
The author's primary original contribution to knowledge is the data fusion framework of
Chapter 6. The basic processing stages are data de-correlation, local data modelling to
convert amplitudes to probabilities taking into account local data statistics, then fusion
of the probabilities for a spatial region of interest using a consensus test. The processing
scheme is essential free of arbitrary thresholds and makes very few assumptions. Novel
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elements include the semi-parametric data model and the application of Fisher's exact
test. The author is not aware of a comparable data fusion system having been developed
elsewhere, in any ﬁeld, and the work described here may have applications beyond the
conﬁnes of Non-Destructive Evaluation. The performance of this system was impressively
demonstrated in Chapter 7.
Secondary claims to academic merit arising from this thesis relate to elements of the
registration unique to the rotor bore application that is the focus of this work. Speciﬁcally,
the approach adopted for addressing the challenge of the wrapping period in Section
4.8.1, the framework for the alignment of multiple data channels in Section 4.6, and the
assessment of the two registration schemes used to deﬁne the objective functions in Section
5.4 all constitute contributions to knowledge.
8.4 Further work
Reviewing the project objectives of Section 1.4, it should be clear that this project has
achieved signiﬁcant success in addressing most of these. Nonetheless, there are of course
many possibilities for further work, some of which build on the recommendations of Section
8.2.3. Arguably the most important general task is to ensure that the software system
developed is taken on and integrated into a live industrial project, to ensure the knowledge
embodied in this thesis and the underlying code base is harnessed whilst fresh and the
transfer into industry completed. Here some more speciﬁc suggestions for further work
are presented, grouped as pertaining to the implementation, the registration, or the data
fusion.
8.4.1 Implementation
As was mentioned in Section 3.6 for the software to be usable in an industrial context,
it would need to be provided with an eﬀective and user-friendly graphical user interface
(GUI). Additional speed optimisation work would also be important in practice. It is
likely for instance that the Monte Carlo evaluation of Fisher's exact test (see Chapter 6)
could be performed in parallel, not on cores of the CPU as currently, but rather a GPU
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(Graphics Processing Unit) with signiﬁcant speed improvements. Unfortunately, given
the complexity and memory usage of the registration computation, it is unlikely this
would be suitable for a GPU implementation. It might be desirable to also implement a
set of rapid, basic checks to be completed on the uploaded data prior to more advanced
calculations. This would give an inspector immediate feedback on the quality of the data
acquired, ensuring that no re-scan, for instance due to a loss of coupling, is required. In
the presence of such initial feedback it is likely that the time the computations could be
permitted to take in a practical, industrial setting would be increased.
Section 3.4 did establish that the developed software is not as general as perhaps originally
hoped, with signiﬁcant code that is highly application speciﬁc. Therefore the extension
to other forms of automatic inspection would require considerable further work, but given
the results presented, is likely to be worthwhile. Similarly, the focus on bulk wave ultra-
sonic testing in this work means that the incorporation of alternative testing techniques,
including other forms of ultrasound such as Time-OF-Flight-Diﬀraction (TOFD), would
necessitate more research but seems worth pursuing. The software framework both for
the registration and the data fusion is readily extensible both to new inspection types
and new data modalities. The speciﬁc example of the data from the rotor bore scanner's
eddy current array is discussed further in the following sections.
8.4.2 Registration
If meaningful signals from geometric features became available in the main rotor bore scan
ﬁles, in line with the recommendations of Section 8.2.3, the feature extraction algorithm
used for the main scan data (see Section 4.3.2) would need to be revised appropriate to
the reﬂections present. Moreover, as indicated in Section 4.4 the feature pairing algorithm
could be enhanced by incorporating the principle of similarity, requiring the development
and integration of suitable feature descriptors. The encoder data that the rotor bore
scanner collects alongside the main data channels could also be integrated into the regis-
tration, for instance in the initialisation of the optimisation (see Section 4.9). Meanwhile,
in line with Section 4.8.2 the calibration scan could potentially be used to extract the
parameters for a complex beam model, and that beam model could then be exploited in
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later data fusion processing. A more distinct suggestion is the integration of the eddy
current data from the rotor bore inspection (see Section 2.2) into the analysis that has
so far used only the four ultrasonic channels. This would require the additional develop-
ment of the multi-modal registration capability, probably exploiting the calibration scan
further.
8.4.3 Data Fusion
There are many opportunities for further work on the data fusion system. Amongst the
options that might be considered reﬁnements of the current implementation described in
Chapter 6 is an improvement of the deﬁnition of the resels to use, to make the deﬁn-
ition more robust, accommodate signiﬁcant size variations along the length of A-scans
and perhaps incorporate an operator's choice of preferred size. Another suggestion is the
mentioned (Section 6.7.7) application of a further discretisation compensation, based on
the Tippett test (see Appendix D) to avoid the null hypothesis behaviour being under-
mined in certain circumstances. The detection results from the rotor bore inspection (see
Section 7.3) also implied that down-weighting some channels in some parts of the data
domain, as they are unlikely to be able to contribute anything useful there, could be a
topic of further research. Similar down-weighting to handle data channels for which the
implicitly assumed channel independence does not hold could also be studied. Section
6.8.2 mentioned the possibility of a highly conservative solution to the problem of associ-
ating resels of diﬀerent data channels, and this may well be worth investigating, and may
be of particular interest to potential industrial users.
Suggestions for future work not mentioned elsewhere include the reﬁnement of the selec-
tion of the resels that make up the distribution against which each resel is compared. In
the current implementation this is based on the arrangement of the data in the 3D index
space representation, but for the helical wrapping of the rotor bore data this is aﬀected by
arbitrary choice of the cut used in the data unwrapping (see Section 3.5.4), so a selection
more appropriate to the helical geometry could be deﬁned. Also, the normalisation pro-
cess that distribution is used in could be modiﬁed to attempt to compensate for the fact
that in the rotor bore inspection, the gravity-induced ﬂow of the couplant (see Section
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2.4) does slightly break the rotational symmetry of the data that the current local data
modelling relies upon.
An additional, but related, extension would be the modiﬁcation of the data fusion im-
plementation to allow the similar processing of datasets from components that are not
axi-symmetric as the rotors and disks focussed on in the project. For example, disks that
have been machined to contain a sequence of slots around the outer edge, to ultimately
hold blades in, are more complex in shape than the rectilinear form inspected currently.
Such slotted disks also lack the full rotational symmetry of the currently inspected form,
instead only having rotational symmetry in integer steps of the angle between edge slots.
However, this discrete rotational symmetry should be enough to permit an analysis using
the data fusion system of Chapter 6, if the resels are very carefully deﬁned to match
the disk structure and the normalising distributions of resels are deﬁned to only include
resels from equivalent positions, separated by that angular slot-step. An extension to
other component symmetries should also be possible, as long as the symmetry is reﬂected
in the microstructure. A further step be would be the extension to components devoid of
signiﬁcant symmetries, but where the high throughput of nominally identical inspected
parts in principle permits a population-wide comparison of equivalent resels.
Last, but not least, the integration of the eddy current data from the rotor bore inspection
(see Section 2.2) into the ultrasonic analysis so far would certainly be interesting and
improve the overall near-surface sensitivity. In principle the only complication in the data
fusion framework should be the deﬁnition of the depth of the amplitude ﬁeld, computed
from the skin-depth of the eddy currents.
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Appendix A
Operator Network Diagrams
As described in Section 3.4, the program developed consists of a number of discrete Op-
erator units, each with a well-deﬁned and restricted remit, and its own set of parameters.
These Operators interact through a directed network, where each exposes its available
outputs to the downstream Operators for them to request as an input to their own calcu-
lations. As explained previously, Tippetts designed and implemented the tools to enable
this ﬂexible and extensible software structure [13], and while there is some overlap in the
Operators used, the network conﬁguration is largely unique to each application. Here we
present some illustrations of a network appropriate for the rotor bore inspection to provide
a greater understanding of the implementation underlying the calculations, described in
Chapters 5 & 7, relating to registration and data fusion respectively.
The diagrams that follow were all automatically created by the software, using the py-
dot library [124], but were subsequently manually edited for the reader's beneﬁt. The
diagrams all relate to a single code run of registration and data fusion, for which the
network shown was automatically conﬁgured from a few key inputs. However, in contrast
to the processing described elsewhere in the thesis, to avoid excessively complex diagrams
here the code only operates on two input channels (of the four available in the rotor bore
inspection) per acquisition. Two acquisitions are considered together. Therefore the dia-
grams for instance apply to the case of two sets of both shear channels being available for
registration and fusion.
The diagrams display sections of a single network. Each is presented as a directed graph,
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where arrows represent the data ﬂow between Operators plotted as rectangles at the
nodes of the graph. The diagrams are related by nesting, giving rise to multiple levels
in the network. Such nesting is facilitated by so-called Compound Operators, which in
fact each contain a sub-network. These network building blocks enable highly complex
linkages to be created, and importantly also provide the mechanics for linking parameters
of the contained Operators, critical for the implementation of Section 4.6.2. A further
complication arises due to the possibility of partial nesting of sub-networks, giving rise to
structures that are hard to visualise.
Figure A.1 shows the network of Operators at the highest level in the network structure.
The presence of levels below is indicated by two nodes being marked with Compound
and some red text alluding to a separate diagram. This network shows how the bulk of the
code for registration and data fusion are related including the registration optimisation.
Going a level deeper to examine the sub-network nested in the top-most Registration
Operator, we reach the network structure shown in Fig. A.2. Close inspection reveals
that this sub-network corresponds to registration scheme 1 from Section 4.6, as there is a
single Calibration Feature Pair Operator, acting on inputs from two channels from the
same acquisition - indicative of a multi-modal comparison. Note also how each Feature
Pair Operator feeds data into two associated Operators for the calculation of registration
error metrics. The label Compound and the red text for each of the inputs to the sub-
network, along the top edge, reveals that there is a further, lower level of the network to
explore.
That lowest level is shown in Fig. A.3, for any one of the Compound Operators of the
previous diagram. This shows how the operations of importing data, creating the data
acquisition model and extracting features for registration, for both calibration and main
scans of the channel, are related. Note that the outputs of the containing Compound
Operator need not be drawn only from the last Operator of the sub-network.
Finally, if we return to Fig. A.1 and now probe the Data Fusion Operator, the contained
sub-network shown in Fig. A.4 is revealed. This is the software structure used in the
implementation of Chapter 6.
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Registration (Compound)
<see separate diagram>
Contains e.g. Feature Pair operators
Startpoints
Generates points to initialise
optimisation with
Optimiser
Runs multi-objective optimisation
Data Fusion (Compound)
<see separate diagram>
Contains e.g. Channel Processing operators
Accumulator
Applies registration, 
collects results of fusion
Figure A.1: A directed graph representation of the network of Operators at the highest level in
the network structure. Arrows represent the data ﬂow between Operators plotted as rectangles
at the nodes of the graph. The presence of levels below in the network is indicated by two nodes
being marked with Compound. The separate diagrams alluded to are shown in Figs. A.2 &
A.4, for Registration and Data Fusion Operators, respectively. This network shows how the
bulk of the code for registration and data fusion are related - note the resemblance to Fig. 3.1.
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Calibration Import
Imports calibration scan data
Calibration Geometry
Provides data Acquisition model
for calibration scan
Main Import
Imports main
scan data
Main Feature Extract
Completes feature extraction on main scan data
Calibration Feature Extract
Completes feature extraction on calibration scan data
Main Geometry
Provides data Acquisition
model for main scan
Figure A.3: An example of the sub-network at the lowest level of the Operator network. An
identical structure exists for every channel contributing to the data analysis. The structure
shows how the operations of importing data, creating the data acquisition model and extracting
features for registration, for both calibration and main scans of a given channel, are related.
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Appendix B
Synthetic Aperture Focussing
Technique (SAFT)
A version of the Synthetic Aperture Focussing Technique (SAFT, itself a version of the
Total Focussing Method, TFM, speciﬁc to pulse-echo-only array data) that is a standard
ultrasonic array imaging technique can be applied and has been implemented in the
program. Based on the simple equation for the TFM imaging algorithm in 2D is given
in [125], the SAFT intensity I at a location (x, z) in the imaging plane is given by :
I(x, z) = ‖
∑
htrx
(
2 ·√(xtrx − x)2 + z2
c
)
‖ (B.1)
where htrx(t) is the time domain A-scan signal for transducer at location (xtrx, 0), and c
is the speed of sound. This equation is clearly readily extensible to 3D.
The SAFT implementation eﬀectively provides an advanced alternative to single channel
amplitude interpolation (nearest neighbour or spline), but can also serve directly as a
physically meaningful way of combining ultrasonic signals, either within a single channel,
or indeed across several data channels. In contrast to typical applications to array data
the input data here is based on transducer locations that form a coarse, non-Cartesian
grid in a complex 3D geometry. Moreover, for the case of data from RWE npower, the
signals are also envelope detected - eliminating the possibility of useful signal cancellations
from destructive interference. Therefore, from the outset, not only is the algorithm more
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diﬃcult to apply, but given how sub-optimal the inputs to the algorithm are, one cannot
hope to match the outstanding performance of the algorithm seen in array data processing
papers. Fortunately, our focus is on SAFT as a means of incorporating a beam model
and potentially suppressing noise independently within each channel, prior to subsequent
cross-channel processing, rather than direct imaging. Additionally, some rudimentary
trials on entirely simulated data suggested that even with, for example, envelope detected
data the algorithm can deliver useful gains over simple signal interpolation.
While the theory of SAFT imaging is intuitive and simple, its application here is signi-
ﬁcantly complicated by the input data not being from a simple linear array. Given the
complex geometry, and the non-point transducers, local beam models must be considered
to decide which A-scans are able to contribute to a particular imaging target location.
This then also means that diﬀerent points in the image include contributions from dif-
ferent numbers of A-scans, so the need for standardisation such as averaging must be
examined.
Researching possible beam models for the square-shaped 60 degree shear wave transducers,
it became apparent that there a signiﬁcant number of models, of varying complexity. How-
ever, no one analytic model could be found that was directly applicable to a rectangular,
angled beam probe acting on a curved sample surface - each one of these attributes gives
rise to signiﬁcant distortions compared with the basic ﬁeld from a standard circular nor-
mal probe [6,126]. Brieﬂy, the possibility of using a modelling package such as CIVA [127]
to generate a numerical beam model was contemplated, but then discarded for relying on
an unjustiﬁed number of assumptions and being excessively complicated for the purposes
outlined. It was reasoned that all the models would have severe limitations in practice and
as only a coarse one was required, it was decided to use the simplest roughly applicable
model - keeping the implicit assumptions to a minimum and simplifying implementation,
in return for accepting the model limitations. Given how small a component of the project
and the software this beam modelling is, this approach would seem entirely rational.
Hence, a beam model, centred around the probe main beam angle and based on the
directivity of a rectangular oscillator expressed in terms of sinc functions, from [6, Section
4.5], was applied:
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p = p0
(
sinX1
X1
)(
sinX2
X2
)
X1 = piD1
(
sin γ1
λ
)
(B.2)
X2 = piD2
(
sin γ2
λ
)
where p is the pressure, and p0 that at the transducer face, D1,2 are the two transducer edge
lengths, γ1,2 the corresponding angles from the beam centre line and λ is the wavelength
of the ultrasound. In the current algorithm implementation, the ring of the most central
zero crossing of the directivity function is used as the angular cut-oﬀ for the contribution
of A-scans. The other condition that controls which A-scans are allowed to contribute to
a particular target location is what lines of sight are possible between the target location
and the collection of A-scan sample locations, taking account the potential obstacle of the
bore surface and length of the A-scans.
The related questions of weighting amplitudes (including distance-amplitude decay) and
standardising for diﬀerent numbers of A-scans contributing at diﬀerent points, have not
been resolved, though diﬀerent possibilities have been tried out. Certainly without weight-
ing or standardisation, performance is impeded by step changes in the number of A-scans
used at certain positions in the geometry.
Example results obtained using the SAFT code are promising - Fig. B.1 compares a
2D image evaluated by spline interpolation of the amplitude ﬁeld against the equivalent
obtained by a particular version of the SAFT function. The former certainly has more
background scatter than the latter. Whilst the improvement in image quality is not
overwhelming, it is worth bearing in mind that A-scans combined at every point is small
compared with the application of SAFT to traditional array data, and that number varies
with depth as a function of the particular beam model employed in the algorithm. Adding
more A-scans acquired at a signiﬁcantly diﬀerent angle, from a second data channel, would
give greater improvements, but this thesis focusses on combining data channels at the
feature level with SAFT merely as a supporting preliminary step, so these possibilities
have not been explored further.
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Figure B.1: Demonstration of the Synthetic Aperture Focussing Technique (SAFT) capability,
treating a single data channel as having been generated by a sparse array. In (a) a relatively
standard B-scan-type image of part of the rotor bore calibration piece is shown, (b) provides the
SAFT version of the same cross-section. The images are each normalised to the same logarithmic
colour scale, and arrows mark the creeping wave signals that follow each side-drilled hole reﬂec-
tion. Note that SAFT has smoothed out some of the noise along arcs corresponding to the beam
spread, and thus helped to draw out the side-drilled hole reﬂection and creeping wave signals.
The most interesting feature of the SAFT output example shown are the secondary hole
reﬂections, small reﬂections apparently lying in the shadow of the side-drilled holes and
highlighted with arrows in Fig. B.1. These secondary hole reﬂections are also visible
in the original, reference image, but there they are not particularly striking due to the
comparable level of surrounding scatter.
As an aside, these secondary hole reﬂections were investigated further, given that their
regular pairing with the reﬂections from the side-drilled hole reﬂectors implied a physical
signiﬁcance. The author was prompted to examine possible creeping wave eﬀects. The
paper [128] by Nagy et al describes an ultrasonic inspection technique based on examining
the creeping wave signals that can propagate around circular holes in a sample. According
to the presented theory, the delay of the creeping wave signal with respect to the main
reﬂection from the hole is given by:
τ = (2 + pi)
R
c
(B.3)
where R is the hole radius and c the creeping wave velocity. The creeping wave, a
228
B. Synthetic Aperture Focussing Technique (SAFT)
leaky Rayleigh mode, travels at a velocity slightly below the shear wave velocity. The
consistency of this theory with the observed secondary hole reﬂections was checked
by comparing the half-skip travel times. Taking measurements from a SAFT image
and averaging the experimental value was 1.30µs, whilst the theoretical value, given a
hole diameter of 3mm and approximating the creeping wave velocity to be 90% of the
shear wave velocity, was 1.33µs. Especially considering the approximations made in this
analysis, this is very good agreement.
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Appendix C
Data Model Development
C.1 Discrete model
The simplest type of distribution that can be formed from a collection of discrete samples
(of amplitude, here) is a discrete distribution, where the p.d.f. is simply given by the
frequency of each discretisation level's occurrence divided by the total number of samples.
Such a p.d.f. is illustrated in Fig. C.1. The corresponding survival function will, by
deﬁnition, given that the model distribution matches the data precisely, produce exactly
the expected null hypothesis behaviour of a uniform distribution of p-values for random
samples of the input amplitudes. Note the available output p-value levels may be non-
uniformly spaced, depending on the relative frequencies of the diﬀerent levels in the input
discrete samples, but will be separated by integer multiples of 1
n
, where n is the ﬁnite
number of samples making up the distribution.
While the simplicity of this distribution and exact U(0,1) p-value output behaviour under
the null hypothesis make the distribution an attractive choice, it does suﬀer one signiﬁc-
ant drawback in the proposed application. This is that the distribution output has no
sensitivity to relative amplitudes, related to signal-to-noise, and is entirely determined
by the diﬀerent frequencies of the input amplitudes, with no regard for diﬀerences in
these amplitude levels (beyond their order). Expressed more practically, given that our
interest for detection will be focussed on the highest amplitudes, the p-value of the highest
amplitude is unaﬀected by how much higher that amplitude is than the remainder of the
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Figure C.1: A purely discrete data model, demonstrated on the amplitude distribution found
in one circumferential ring of rotor bore resel data. Plot (a) shows the cumulative distribution
function implied by the raw data (red line and blue bars respectively). In (b) an enlarged section
of (a) is shown to illustrate the piece-wise linear nature of the ﬁtted distribution - straight-
line segments link the tops of the bars. The p-value at the very highest amplitude recorded is
3.6 × 10−3, which is exactly equal to the reciprocal of the number of samples making up the
distribution, as is to be expected given the single occurrence of this amplitude.
distribution (see Fig. 6.9). In this sense, using a discrete distribution involves discarding
valuable information about the input amplitudes, a waste to be avoided.
C.2 Analytic model
An alternative to the discrete distribution considered in the previous subsection is to ﬁt
an analytic distribution [83]. The choice of analytic form to use in this case should be
determined based on the theoretically applicable distribution, and the determination of
the distribution's parameters can then be completed using an optimisation of a metric
such as maximum likelihood. This parametric technique is at the other extreme of the
range of possible data models to the discrete distribution in the sense that it is only
minimally data-driven and the experimental samples (typically hundreds) are reduced to
just a handful of parameters. The model does provide the sought sensitivity to the relative
amplitude magnitudes.
Figure C.2 illustrates the sort of problem that may be encountered adopting this approach
- an experimental resel amplitude distribution from a turbine disk scan is shown. Theory
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Figure C.2: The distribution of envelope-detected amplitudes recorded in one of the turbine
disk scans. The plot illustrates some of the complex distribution features that may arise in
practice that would be impossible to adequately represent with a simple parameterisation from
ﬁtting an analytic distribution. Note that the experimental amplitudes are in this case eﬀectively
continuous as full waveform data was captured and envelope detection only applied in post-
processing.
predicts the Rice distribution to be a good analytic, parametric model of envelope-detected
amplitudes such as those making up the experimental distribution [129]. However, it
is clear from the plot that there are a number of complex features (note the periodic
structure over parts of the p.m.f.) that no such simple parametric distribution would ever
be able to match with an acceptable ﬁtting error. This ﬁtting error is important because
it undermines the ability to match the expected null hypothesis behaviour for random
input samples.
C.3 Kernel Density Estimation (KDE) model
Kernel Density Estimation (KDE) is a data-driven, non-parametric data model that was
examined but then discarded. It may be used to estimate a distribution from a collection of
samples by superposing instances of a chosen kernel function centred on each sample. The
kernel widths in this processing are free parameters, and can be adjusted to give diﬀerent
levels of smoothing, possibly in an adaptive fashion, as a function of amplitude [130].
The choice of the kernel widths provides a means to adjust the trade-oﬀ between how
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closely the output under the null hypothesis matches U(0,1) and the desired sensitivity to
relative amplitudes. The fact that no generally applicable, satisfactory compromise could
be found in initial testing, and concerns about the free choice of kernel shape and width
giving scope for signiﬁcant arbitrary decisions, meant that this approach was dismissed.
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Appendix D
Compensation Schemes - Tippett Test
D.1 Motivation
This alternative consensus test was implemented and studied for comparison with the
Fisher test focussed on (Section 6.7), not only with a view to providing the operator with
a choice but also for academic interest. The Tippett (not to be confused with Tippetts [13])
test has great intuitive appeal - recall from Section 6.6 that the consensus p-value for k
inputs qi, i = 1, 2 . . . k, under this test is given by:
q = 1− (1−min (q1, . . . , qk))k (D.1)
Its simplicity allows a comprehensive analysis to be hoped for. Additionally, the test
provides an explicit link to combinatorics, and the multiple comparison problem, when
a speciﬁed signiﬁcance level is adjusted according to the number of independent tests
simultaneous examined [102,108,116].
Given that the function used to reduce the inputs to a single value is the minimum
(also described as the ﬁrst order statistic [103]), it would seem that the scope for the
input discretisation to have an eﬀect is limited, and so this is an interesting situation
to investigate. It is however clear that for a discrete input the possible values that the
output can take is limited to the total number of distinct values amongst the possible
discretisation levels of the inputs. This may mean that the test in practice is of limited
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use - when the lowest p-value ever reached corresponds to let us say 30% of being a false-
call the test can hardly be considered helpful. These considerations are borne out by the
c.d.f.s produced testing the Tippett test under the null hypothesis conditions in Fig. D.1.
The graphs show that the need for a discretisation compensation scheme is not as great as
for the Fisher test, as the continuous test at least behaves as expected for many inputs.
However, Fig. D.1d indicates that there is still a need for compensation in the case of
discrete inputs drawn from multiple distributions. Furthermore, the unhelpfully limited
output range is obvious. Yet there exists the intriguing possibility of maybe leveraging
multiple occurrences of the observed minimum p-value (related to using higher order
statistics than ﬁrst order), an eventuality unique to discrete inputs, to extend the output
range to lower consensus p-values. Note that the Monte Carlo (Sec. 6.7.2) and dithering
(Sec. 6.7.3) schemes for discretisation compensation previously described as applied to
the Fisher test are still applicable, but as will be shown, we can do better still and deepen
our understanding by studying the Tippett test in detail.
D.2 Principles
The approach taken is to consider the minimum value of all possible input combina-
tions, across the discretisation levels of all inputs, as well as the frequency of occur-
rence, and compute the relevant survival probability - the probability of such a com-
bination, or a more extreme one, occurring. Figure D.2 illustrates the process, setting
r = min (q1, . . . , qk) and letting j represent rank of r in the ascending l distinct values
amongst the possible discretisation levels of the inputs, j = 0, 1 . . . l − 1. The basic Tip-
pett test relies purely on the ﬁrst, left-most column of the diagram, corresponding to one
or more instances of the recorded minimum p-value. For a given frequency f the overall
survival function probability decreases monotonically as j decreases, given for example
that (1× r1) is a subset of (1× r0) in the sense that the former is less extreme than the
latter. Conversely, for a given j, higher multiples of rj are guaranteed to have a lower
overall survival probability Psf than lower multiples, as lower multiples are subsets of
higher multiples. However, there is no such guarantee (for all possible distributions of rj)
considering diﬀerent frequencies of diﬀerent rj. For example, (3 × r1) is not a subset of
236
D. Compensation Schemes - Tippett Test
0.0 0.2 0.4 0.6 0.8 1.0
P-value, q
0.0
0.2
0.4
0.6
0.8
1.0
C
u
m
u
la
ti
v
e
 p
ro
b
a
b
ili
ty
, 
P
(q
)
C.d.f. from sampling
Exact c.d.f. of U(0,1)
(a)
0.0 0.2 0.4 0.6 0.8 1.0
P-value, q
0.0
0.2
0.4
0.6
0.8
1.0
C
u
m
u
la
ti
v
e
 p
ro
b
a
b
ili
ty
, 
P
(q
)
C.d.f. from sampling
Exact c.d.f. of U(0,1)
(b)
0.0 0.2 0.4 0.6 0.8 1.0
P-value, q
0.0
0.2
0.4
0.6
0.8
1.0
C
u
m
u
la
ti
v
e
 p
ro
b
a
b
ili
ty
, 
P
(q
)
C.d.f. from sampling
Exact c.d.f. of U(0,1)
(c)
0.0 0.2 0.4 0.6 0.8 1.0
P-value, q
0.0
0.2
0.4
0.6
0.8
1.0
C
u
m
u
la
ti
v
e
 p
ro
b
a
b
ili
ty
, 
P
(q
)
C.d.f. from sampling
Exact c.d.f. of U(0,1)
(d)
Figure D.1: Cumulative distribution functions (c.d.f.s) for the output of the Tippett consensus
test for diﬀerent simulated inputs, compared against the theoretically expected. In (a) 5 p-values
drawn from the continuous U(0,1) distribution (see Fig. 6.8a) are combined, and the experimental
distribution closely matches the theoretical. Plots (b) and (c) are based on drawing 5 inputs
from the discrete distributions shown in Figs. 6.8b and 6.8c, respectively. Plot (d) was produced
by drawing 1 sample from the former and 1 from the latter (rather than 2 & 3, respectively, in
comparable plots). In (b) and (c) the sampled points lie very close to the locations expected from
the continuous distribution, while (d) displays signiﬁcant disparities between the plotted lines.
Additionally, it is clear in all these discrete input cases that only a limited number of points of
the c.d.f. are achievable, consistent with the form of the test statistic, but that also the lowest
p-value obtainable is rather high, probably too high to ﬁnd sensible use.
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Figure D.2: Diagram to illustrate multiple occurrences of the lowest observed (discrete) p-value,
in relation to other, similarly unlikely possibilities. The diﬀerent p-value discretisation levels that
could be minimal amongst the inputs are denoted rj , for j = 0, 1 . . . l − 1, where l is the total
number of distinct values amongst the possible discretisation levels of the inputs, and these are
ordered vertically with min (r0,1... l−1) = r0. The horizontal axis meanwhile shows the number of
occurrences f of the recorded minimum p-value, with the row length of each rj determined by
the maximum number of times that value could occur across the input distributions.
(2× r0), nor is the reverse true.
Using the higher multiple possibilities to sub-divide the single instance possibilities that
are the only ones available under the basic Tippett test should permit a greater number and
range of possible output p-values. However, it must be possible to arrange the permitted
combinations in an order such that each combination is a subset of all preceding ones,
given the cumulative nature of the survival function. This imposes a restriction on which
combinations can be considered, and in general (for all possible distributions of rj), means
those entries lying away from the axes in the diagram cannot be contemplated, but those
in the bottom-most row of the diagram can be. Hence the Tippett test is extended to
consider frequencies greater than unity of the lowest possible p-value amongst all the
input distributions, which will extend the output range of the test towards zero, in the
range where more possible outputs are most needed.
As an aside, there is one practical complication that needs some consideration for the
multi-occurrence extension to be viable under the greatest possible range of circumstances.
It may be that the very lowest possible p-value amongst all the input distributions r0 can
only occur once, or simply has a minuscule probability of occurring even once compared
with the next lowest possibility r1. In these cases the extension by considering multiple
occurrences of p-values is eﬀectively blocked by the existence of that r0. The problem
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may be overcome by eﬀectively folding that r0 into r1 and eliminating r0 as a possible
value from the input discretisations. The apparent loss in consensus output resolution is
more than compensated for by the way that higher multiples of r1 can then be considered.
Such a system has been implemented but is not discussed further here.
To compute the required survival probabilities, and correctly even for multi-distribution
input cases where the basic Tippett test fails (see Fig. D.1d), it is necessary to recognise
that this combinatorial problem is governed by the binomial distribution, the fundamental
probability mass function of which is given by [103]:
p (g, k, r) = kCg r
g (1− r)k−g (D.2)
kCg =
k!
g! (k − g)! (D.3)
for k, g ∈ N0, where in the application considered r = min (q1, . . . , qk). This corresponds
to the probability of picking g successes from k attempts and r is the probability of a
success in a single attempt. The sought survival probability is then:
Psf (g, k, r) = 1−
g∑
i=0
kCir
i (1− r)k−i (D.4)
Note that for g = 0 the Tippett test Equation D.1 is recovered, and g = f − 1 , where
f is frequency of occurrence of r. The equation shown is applicable to samples drawn
from a single distribution, but if there are multiple input discretisations contributing, the
survival probability form can become considerably more complicated. Two evaluation
implementations are discussed in the sections that follow.
D.3 Analytic
The analytic approach is ﬁrmly based on Equation D.4. The current implementation is
restricted to cases where there are no probability contributions from multiple input dis-
cretisations, even when the inputs are drawn from multiple input discretisations. This
will be the case when levels less than or equal to r are only found in a single input dis-
cretisation, or there is only a single occurrence of r to consider, either because only a
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single occurrence featured in the input p-values or because r > r0 and higher multiples
are therefore not considered, as explained in the previous section. In the former case, the
survival probability is given by Equation D.4 applied to the single contributing distribu-
tion. In the latter case, probability contributions from diﬀerent input discretisations may
be simply combined as
Psf (g = 0) = 1−
m∏
b=1
(1− Psf (g = 0, kb, rb)) (D.5)
for m input distributions, each providing kb samples and rb being the largest p-value in
the discretisation for which rb ≤ r.
The eﬀectiveness of the scheme is demonstrated in Fig. D.3, where the plots not only
show the required null hypothesis behaviour, but also span a greater number and range
of p-values than before, such that the test now holds greater promise of being useful.
D.4 Monte Carlo
This scheme for the correct computation of the required survival probability for an iden-
tiﬁed (frequency x lowest p-value) case is based on Monte Carlo (M.C.) sampling. The
scheme here diﬀers from the general compensation scheme described in Section 6.7.2. Un-
like the analytic scheme described in the last section, this scheme is not restricted to any
special, simple cases.
The approach is to draw random samples from the binomial distributions corresponding
to each input discretisation, counting the number of such samples across the combined
set that at least match the observed minimum p-value occurrence frequency f . Repeating
this M.C. sampling many times allows the fraction of trials that give an output at least as
extreme as the one observed, identical to the sought survival probability, to be computed.
Note that here the number of M.C. samples immediately aﬀects the output consensus
p-value by being the denominator of the fraction computed.
The power of the Monte Carlo compensation scheme is demonstrated in Fig. D.4, where
again the null hypothesis behaviour is as expected and a greater number and range of
outputs are reached than using just the basic Tippett test. An example of the scheme
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Figure D.3: Output c.d.f.s for Tippett consensus test for diﬀerent simulated inputs with ana-
lytic discretisation compensation. Plots (a) - (c) correspond to the uncompensated plots seen in
Fig.D.1 (b) - (d), respectively, but compute outputs analytically. In each case the experimental
distribution is seen to closely correspond to the continuous U(0,1) distribution, including for the
case of discrete samples drawn from two distributions - unlike in Fig. D.1d - thereby demon-
strating the eﬀectiveness of the compensation. Note the greater number and range of p-values
than before in all plots.
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operating on a case that the restricted analytic scheme could not handle is not included,
but the performance in such cases is as expected.
The broader applicability of the Monte Carlo scheme means that this is the scheme most
used in practice, though it is possible to use automatically the exact, analytic approach
for simple cases where that implementation will work.
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Figure D.4: Output c.d.f.s for Tippett consensus test for diﬀerent simulated inputs withMonte-
Carlo-based discretisation compensation. Plots (a) - (c) correspond to the uncompensated plots
seen in Fig.D.1 (b) - (d), respectively, but compute outputs by taking M.C. samples from binomial
distributions. As for the analytic compensation scheme compensation scheme (Fig. D.3), the
experimental distribution now closely matches the continuous U(0,1) distribution, and a greater
number and range of p-values is available than without compensation. Note that K-means
clustering was used to suppress M.C. sample plotting artefacts [131].
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