In this paper we provide exact expressions for propagators of noncommutative Bosonic or Fermionic field theories after adding terms of the Grosse-Wulkenhaar type in order to ensure Langmann-Szabo covariance. We emphasize the new Fermionic case and we give in particular all necessary bounds for the multiscale analysis and renormalization of the noncommutative Gross-Neveu model.
Introduction
This paper is the first of a series in which we plan to extend the proof of perturbative renormalizability of noncommutative φ 4 4 field theory [1, 2, 3] to other noncommutative models (see [4] for a general review on noncommutative field theories).
We have in mind in particular Fermionic field theories either of the relativistic type, such as the Gross-Neveu model in two dimensions [5, 6] , or of the type used in condensed matter for many body theory. In the commutative case, these non-relativistic theories are just renormalizable in any dimension [7, 8, 9] . Their noncommutative version should be relevant for the study of Fermions in 2 dimensions in magnetic fields, hence for the quantum Hall effect. Of course a future goal is also to find the right extension of the Grosse-Wulkenhaar method to gauge theories.
In this paper we generalize the computation of the Bosonic φ 4 4 propagator of [2] and provide the exact expression of the propagators of Fermionic noncommutative field theories on the Moyal plane. We will restrict our analysis to one pair of noncommuting coordinates, as the generalization to several pairs are trivial. These propagators are not the ordinary commutative propagators: they have to be modified to obey Langmann-Szabo duality, according to the pioneering papers [10, 2] .
Like in [3] we can slice the corresponding noncommutative heat kernels according to the Feynman parameters in order to derive a musliscale analysis. However we discovered that for Fermionic propagators this multiscale analysis is harder than in the Bosonic case. In x-space the propagator endterms oscillate rather than decay as in the Bosonic φ 4 4 case. In matrix basis the behavior of the propagator is governed by a non-trivial critical point in parameter space and in contrast with the Bosonic case there is no general scaled decay for all indices. In this paper we analyze in detail this critical point and establish the necessary bounds for the power counting analysis of the 2 dimensional Gross-Neveu model, which is slightly worse than in the φ 4 4 case, but still sufficient for renormalizability. In a future paper, these bounds will be applied to complete the proof of renormalizability at all orders of the model [11] .
The Hilbert Space
In order to perform the second quantization one must first identify the Hilbert space of states of the first quantization. If we deal with a real field theory (for instance the φ 4 theory which is treated in detail in [12] ) one considers a real Hilbert space, whereas for a complex field theory (e.g. any Fermionic field theory) one has to use a complex Hilbert space.
A basis in this Hilbert space is given by the functions f mn defined in [13, 12] .
Any complex-valued function defined on the plane can be decomposed in this basis as:
A crucial observation is thatf mn (x) = f nm (x) (which can be verified on the explicit expression for f mn ). A real function in this basis obeys:
The scalar product (which must be sesquilinear for a complex Hilbert space) is then defined as:
Notice that if φ is a real field we have: 4) so that our conventions restrict to those in [12] for the real φ 4 theory. With this convention f kl , χ = χ mn f kl f mn = χ kl . A linear operator on this space acts like:
At this point the convention consistent with that for the real φ 4 theory found in [12] is to note:
With this convention the product of operators is
A p,q;t,u B u,t;r,s (2.7) and the identity operator I has the matrix elements:
(2.8)
We pass now to the second quantization. The quadratic part of the action is generically (in x space):
In the matrix basis one has the action:
We define the Hamiltonian in the matrix basis as:
where the 2 has been included in order to maintain the conventions in [12] for the case of a real field.
Integral Kernels in Position Space
In x space we express the different propagators of interest via the Feynman parameter trick as:
. We have the following lemma which generalizes the Mehler kernel [14] : Lemma 3.1 Let H be:
The integral kernel of the operator e −tH is:
3)
Proof We note that the kernel is correctly normalized: as Ω = B → 0 we have 5) which is the normalized heat kernel. We must then check the equation
In fact
(3.9) It is now straightforward to verify the differential equation (3.6).
Corollary 3.1 Let H be:
4 The Noncommutative Gross-Neveu Propagator in x Space
The two-dimensional commutative Gross-Neveu model is defined by the Lagrangian
The propagator of the theory / p + µ −1 (x, y) can be calculated thanks to the usual heat kernel method as
In the noncommutative case we have to add a Grosse-Wulkenhaar term to realize Langmann-Szabo duality and prevent ultra-violet infrared mixing a .
The quadratic part of the action becomesψ / p + µ + Ω/ x ψ wherex = 2Θ −1 x and Θ = 0 θ −θ 0 . To compute the corresponding propagator we use the same trick as in the commutative case:
a Although some Gross-Neveu interaction lead only to logarithmic, not power infraredultraviolet mixing, it is better to prevent this mixing which should give rise to unpleasant renormalons effects.
where
To invert Q we use again the Feynman trick
We only have to check that e −tQ is a solution of
The constant is fixed by the requirement that in the limit Ω → 0, Q −1 goes to the usual heat kernel.
The operator
With the µ 2 and γ 0 γ 1 terms, eq. (4.8) is satisfied.
For the full propagator it remains to compute e −2ıΩtγ 0 γ 1 and the action of
With the convention / p = −ı / ∂ we have − / p = ıγ ν ∂ ν and
Finally the propagator is . A straightforward computation shows that in the matrix basis we have:
The result for B = 0 can be found also in [12] . Notice that in the limiting case Ω = B = 1 the operator becomes diagonal.
The following lemma generalizes the computation of the φ 
Having in mind the slicing of the propagators needed to carry out the renormalization (see [3] for the φ 4 case), we will use a slightly different but equivalent lemma. We prefer to use the following integral representation of the propagator:
One has then the lemma:
2 Let H be given by equation (5.1) with B = 0. We have:
, and
Proof. We will restrict our attention to the case h ≥ 0. We see that:
so that we have the correct normalization. One must now only check the differential equation:
A straightforward computation yields the result:
We will treat the last term in the above sum. Using the equality:
and changing the dummy variable from u to v = u + 1, the term rewrites as:
Coupling the identical terms in the two sums we get the coefficients of:
The complete sum is then:
one can cast the result into the form:
On the other hand:
and the differential equation is checked.
The following corollary is used in the Gross-Neveu case:
We have:
The Gross-Neveu Propagator in the Matrix Basis 
leads to the following propagator for the i th slice:
In order to get an expression bounding the full propagator of the noncommutative Gross-Neveu model, it remains to express the action of − / p − Ω/ x + µ on Γ. In x-space the result was given by formula (4.14). Here we have to compute [x ν , Γ] in the matrix basis. It is easy to express the multiplicative operator x ν in this matrix basis. Its commutator with Γ follows from
5)
Let G m,n;k,l be the matrix basis kernel of the operator / p + Ω/ x + µ −1 . According to (4.14) G is given by
where Γ α is given by (6.2) and the commutators by formulae (6.5) and (6.
The main result of this paper is the following bound: 
(6.8) for some (large) constant K and (small) constant c which depend only on Ω.
The rest of the paper is devoted to the proof of this theorem. We give this proof only for i ≫ 1, the "first slices" being unimportant for renormalization.
Bounds for the Gross-Neveu Propagator in the Matrix Basis
We cast the propagator for B = Ω in the following form:
with:
A(m, m+p, h, u).
(7.2)
3) We consider the regime α << C << 1 hence we limit ourselves as usually to a parameter Ω close to 1. We use Stirling's formula to write:
We define the reduced variables x = v/k, y = h/k, z = p/k. These parameters live in the compact simplex 0 x, y, z 1, 0 x + y + z 1. In our propagator bound we can replace the Riemann sum over v with the integral. Since we have a bounded function on a compact interval, this is a rigorous upper bound (up to some inessential overall constant) for k large, which is the case of interest:
kg(x,y,z) (7.6) with the function g defined by:
The differential is
The second derivatives are
Lemma 7.1 The function g is concave in the simplex.
Proof We have to prove that the quadratic form −Q defined by the 3 by 3 symmetric matrix of the second derivatives is negative in the whole simplex. In others words we should prove that the oppposite quadratic form
is positive. But we have
Lemma 7.2 The only critical point of the function in the closed simplex is
, z = 0, where the function g = 0.
Proof One can easily check that:
The unicity follows from the concavity of the function g.
Our bound on g will be inspired by the steepest descent method around the critical point. We divide now the simplex into:
• the neighborhood of the maximum. We call this region the "mountain top". It corresponds to δx = |x−x 0 | ≪ α, δy = |y−y 0 | ≪ O(1), z ≪ α.
For aesthetic reasons we prefer to use a reference quadratic form Q 0 to define a smooth border of this region. Hence putting X = (δx, δy, z) we define the mountain top by the condition
where η is a small constant,
• the rest of the simplex. This region is defined by XQ t
The "Mountain Top"
In this region we use the Hessian approximation and check that the cubic correction terms are small with respect to this leading order.
Lemma 7.3
In the mountain top region, for some small constant c (which may depend on C, hence on Ω):
Proof From (7.15) we evaluate the second order derivatives of g at leading order in α at the maximum:
It is easy to diagonalize the corresponding 3 by 3 quadratic form, and to check that in the neighborhood of the maximum it is smaller than −cαQ 0 for some small constant c:
16) where g Hessian is the Hessian approximation to the function g. It is easy to check from the expression (7.8) of the differential dg that the third order derivatives scale in the appropriate way so that choosing the constant η small enough in (7.13), the function g obeys the same bound than (7.16) with a slightly different constant c.
The Rest of the Simplex
To bound the function g in the whole simplex we use the previous notation X = (δx, δy, z). Drawing the segment from point X to the origin (i.e. the mountain top), we cross the border of the mountain top at X 0 = λX with X 0 Q t 0 X 0 = η. We define X 1 = X 0 /2 = (λ/2)X. X out of the mountain top means that λ = η/XQ t 0 X 1. Lemma 7.4 Out of the mountain top region the function g(X) = g(δx, δy, z) obeys the bound, for some small enough constant c: g(δx, δy, z) −c(α + |δx| + z).
(7.17)
Proof We use concavity of the function on the segment considered, which means that the function g is below its first order Taylor approximation at
At X 1 the Hessian approximation of g is valid, say up to a factor 2. Hence
Using (7.16) we can relate Q Hessian to our reference quadratic form Q 0 up to a constant and get for some small c:
for some constant c ′ smaller than c. In the last line we used 1 − λ/2 1/2 and λ = η/XQ t 0 X. Finally
completes the proof of (7.17).
Integration on x
It remains now to prove some explicit decay of the function G in the variable z after integration in x in (7.6). The decay in z is necessary to prove that the model is a quasi-local matrix model in the sense of [1] . For the mountain top region, we do not have any decay in k so we want also to exhibit the decay in y.
Lemma 7.5 For some large constant K and small constant c, under the condition αk ≥ 1 we have
Proof In the integration on x in (7.6) we can insert 1 = χ + (1 − χ) where χ is the characteristic function of the mountain top. In the first term we apply the bound (7.14) and in the second the bound (7.17). In this second case we use a better estimation of the prefactors in front of e kg in (7.6). Actually their expression in (7.6) leads to a spurious logarithmic divergence due to the bad behaviour of the Stirling approximation close to 0. We will use (7.23) wich leads to an integral of the type
which is bounded by a constant. Scaling back to the original variables completes the proof of Lemma 7.5.
The Region αk 1
In this region we do not need Stirling's formula at all. It is easier to derive a direct simple bound on Γ where
The sum over u is bounded by a constant. For C small (i.e. Ω close to 1) we have certainly √
1/2 hence we get the desired result.
Combining with (7.22) we conclude that Lemma 7.5 always holds:
Lemma 7.7 For some large constant K and small constant c we have
Numerator Terms
In this section we check that the numerators in the Gross-Neveu propagator bring the missing power counting factors, hence we complete the proof of Theorem 6.1. Recall that G m,n;k,l is given by (6.7). The µ and the ı α 2 √ 1−α γ 0 γ 1 terms in (6.7) have an additional factor α, hence are much easier to bound and left to the reader. The propagator involves terms like √ m + 1Γ m+1,n;k,l − √ lΓ m,n;k,l−1
To bound the second term, we need the bound:
. We will now focus on expressions like
The second term will be bounded thanks to: By expressing m + p − u in term of k we get
Then we have two cases depending on the propagator Γ m,m+h;m+p+h,m+p . If it stands on the "mountain top", u ≃ αk and (k − u) This completes the proof.
We now focus on the terms involving differences of Γ's. We want to prove that such differences allow to recover the usual power-counting of the Gross-Neveu propagator namely √ α. For this we need some identities on the combinatorial factor A:
Let us recall h = n − (m + 1) and p = l − (m + 1). Then Γ m+1,n;k,l = Γ m+1,m+1+h;l+h,l and Γ m,n;k,l−1 = Γ m,m+h+1;l+h,l−1 .
Lemma 8.2
For M large enough and Ω close enough to 1, there exists constants K and c > 0 such that
Proof. It remains to bound the first terms in (8.1), namely √ m + 1 (Γ m+1,n;k,l − Γ m,n;k,l−1 ).
Γ m+1,m+1+h;l+h,l − Γ m,m+h+1;l+h,l−1 (8.14)
Let us first study the u 1 = 0 term: The factor between braces is expressed as √ l(m+1) u+1
.
The scaling factor (αD) m+l−1−2u is maximum for u = m where it reaches (αD)
p . The rest of the proof goes as follows. We first study the u = m term and prove that it obeys (8.13). Then the u-sum goes only up to m − 1. We can factorize α 2 and prove that the remaining terms are smaller than 1/α on the "mountain top" or k outside this critical region.
So let us first study the u = m term: 
