ABSTRACT
INTRODUCTION
The space-time autoregressive integrated moving average (STARIMA) model class was first presented in the literature in the early eighties. Since then it has been applied to spatial time series data from a wide variety of disciplines such as river flow (Pfeifer and Deutsch 1981a) , spread of disease (Pfeifer and Deutsch 1980a) , and spatial econometrics (Elhorst 2000, Giacomini and Granger 2001) . The STARIMA methodology was illustrated in a series of papers by Pfeifer and Deutsch (1980a , 1980b , 1981a , 1981b . As they point out:
"Processes amenable to modelling via this class are characterized by a single random To our knowledge it's the first time that a purely inductive model is proposed for the spatiotemporal behaviour of traffic flow. Till now the vast majority of inductive techniques were univariate in nature; that is only historical data from a given location were used for modelling and predicting its future behaviour. Specifications have ranged from Kalman filtering (Whittaker et al., 1997) , non-parametric regression (Davis and Nihan, 1991) , regression with time varying coefficients (Rice and van Zwet, 2001 ), neural networks (van Lint and Hoogendoorn, 2002) and ARIMA models (Williams et al., 1997, Lee and Fambro, 1999) . Limited amount of work has been performed using multivariate modelling techniques (Ben-Akiva et al. 1996, Stathopoulos and Karlaftis 2002) , all of them based on the state-space methodology and employed for short-term forecasting of traffic flow using a relatively small number of measurement locations. This paper presents how the STARIMA methodology can be tailored to model the traffic flow of a road network; the approach is similar to the one adopted by Deutsch and Ramos (1987) for vector hydrologic sequences. In addition to its potential use for short-term forecasting, this model class contributes to the understanding of the spatiotemporal evolution of traffic flow since it can be used to estimate how changes in traffic-flow patterns in some specific locations are propagated to the rest of the network.
In the next session, an overview of the STARIMA model class and model building procedure is presented. Next, the experiment and the data are described followed by a report of the relevant model building details and an examination of the model coefficient estimates for different time periods. Finally, we discuss the results and their implications for the applicability of STARIMA modelling.
THE STARIMA MODEL CLASS AND MODEL BUILDING PROCEDURE

PHYSICAL BASIS
In traffic flow systems tree structures are the most common method for network representation. The direction of the vectors of the tree follows the permitted traffic direction, whereas traffic flow measurements are taken at specific points of the network (Figure 1 ). If we assume that the traffic flow process forms a "black-box" network, i.e. one that does not have access to any information other than past or present flows, then from Figure 1 it is clear that some measurement locations may not be connected through a path and therefore may act independently. If we also ignore any external effects and consider the distance between the measurement locations to be sufficiently long so as no congestion effects are introduced to disturb the flow pattern, no measurement location will be influenced by actions occurring downstream from it. Thus, downstream locations only depend on upstream locations but not vice versa. The question that has to be answered is how to exploit this structure in model identification and yet retain the statistical properties of the traffic flow process. The spatial topological relationships of a network as the one presented in Figure 1 can be introduced through a hierarchical ordering for the neighbors of each measurement site. This is the basis for system structuring using STARIMA model building. We shall call W a square l l N N × th order weight matrix with elements that are nonzero only in the case that the measurement locations i and j are "l ) (l ij w th order neighbors". First order neighbors are understood to be closer than second order ones, which are closer than third order neighbors and so on. The weights are taken so that and W is the identity matrix since each site is its own zeroth order neighbour. Applying this rule to the network of Figure   1 and assigning equal weights to the l
th order neighbours of each site yields the following weight matrices for spatial lags 1 and 2: 
THE STARIMA MODEL
The STARIMA model class expresses each observation at time t and location i as a weighted linear combination of previous observations and innovations lagged both in space and time. The basic mechanism for this representation is the hierarchical ordering of the neighbours of each site and a corresponding sequence of weighting matrices as presented in the previous section. The specification of the weighting matrices is a matter left to the model builder to capture the physical properties that are being considered endogenous to the particular spatial system being analysed.
If is the vector of observations at time t at the N locations within the road network then the seasonal STARIMA model family is expressed as, Moving Average (VARMA) models (Lutkerpohl 1987 (Lutkerpohl ,1993 . The VARMA models use 
MODEL IDENTIFICATION
Model identification is the first of the three stages of the iterative procedure commonly attributed to Box et al. (1994) . The model form of the STARIMA class is tentatively chosen after an examination of the space-time autocorrelation and space-time partial autocorrelation functions that can be viewed as the 2-dimensional analogues of the usual autocorrelations and partials used to identify univariate ARMA models The sample space-time autocorrelation at spatial lag l and temporal lag s is calculated via
For the space-time analogue of the Yule-Walker equations the space-time covariance
which can be seen to be equivalent to
and tr is the trace of A defined on square matrices as the sum of the diagonal elements. is estimated by
Premultiplying both sides of the general STAR model
Taking expected values and dividing both sides by N yields after q lags and partials that decay over time and space. Mixed models exhibit partials and autocorrelations that tail off with both time and space. For a thorough discussion on these matters the reader should consult Pfeifer and Deutsch (1980a, 1980b) .
ESTIMATION AND DIAGNOSTIC CHECKING
STARIMA (p,d,q) models with q are non-linear in form so parameter estimation is performed using any of a variety of non-linear optimisation techniques. As discussed in Pfeifer and Deutsch (1980a) , gradient methods have found use, as has linearization, an iterative technique that at each stage "linearizes" the non-linear model using Taylor's expansion and solves approximate normal equations for the next guess at the optimum parameters. Normally, one has to minimize the expression
where the first few alphas are functions of observations and errors at times before the initial epoch observed; this difficulty is sidestepped by substituting zero, the unconditional mean for all values of and t α with t<1.
The first phase of diagnostic checking is the examination of the residuals from the fitted model; these should be distributed normally with zero mean, have a spherical variance-covariance matrix and autocovariances at nonzero lags equal to zero. Usually the sample space-time autocorrelations and partials of the residuals are computed and compared to their theoretically derived variance. If the residuals are approximately white noise, the sample space-time autocorrelation functions should all be perfectly zero; otherwise they may follow a pattern that can be represented by a STARMA model, which may be coupled with the one initially proposed and lead to a better updated model.
The second phase of the diagnostic checking involves checking the statistical significance of the estimated parameters based on the approximate confidence intervals proposed by Pfeifer and Deutsch (1980a) . The insignificant parameters should be removed and the resulting simpler models should be again estimated and passed through the diagnostic checking stage until all parameters are statistically significant and the residuals meet the required constraints.
THE APPLICATION
THE STUDY AREA
The urban area of Athens, the capital of Greece, has an area of 60 km 2 and a population of approximately four million people. Total daily demand for travel is about 5.5 million trips with about 1 million occurring during the 2-hour peak period (Stathopoulos and Karlaftis, 2002 (Kotzinos, 2002 ). An indicator of data quality ranging from 1 to 3 is transmitted as well since often electronic or system failures result in measurements that might not be accurate.
THE DATA ANALYSED
In this study, it's the dataset provided by 34 loop detectors located on major arterials leading to the center of the city that is being modelled. In 9 of them the measurements were of questionable quality during the time-period under investigation so the information they provided was discarded. The 25 loop detectors that remain are highlighted in Figure 2 and more formally presented in Table 1 . The variable under study was the relative velocity, which was defined as the traffic volume divided by the road occupancy. This is a variable more volatile than the other two, but it reflects in a clear way the traffic condition. As indicated in Rice & van Zwet (2002) there is a clear sinusoidal pattern with a daily period that should be accounted for in our models. The daily periodicity was removed by differencing and mean standardization took place so that the models presented in the previous sections can be applied ( Figures   5 and 6 ). The time-sequence plots of the differenced, mean-corrected data, force us to check whether the spatial time series under investigation exhibit time dependent variation. For that purpose, the augmented Dickey Fuller test was performed to each differenced, mean-corrected spatial time-series and indicated no deviation from stationarity. The specifications related to the performance of the Dickey-Fuller test in the commercial statistical packages used for this purpose, were judged to be too restrictive for our purposes though, so another test, proposed by Bos-Fetherston (1992) was called for to ensure stationarity; fortunately, the constant variance hypothesis was not rejected (Figure 7) . Table 3 shows the sample means, variances and measures of the relative skewness for the differenced mean standardized data. The skewness measures (none of which were statistically significant at the 0.01 level) and a visual inspection of the corresponding histograms were used to confirm the reasonableness of the normality assumption.
Before proceeding to the STARIMA model fitting, separate ARIMA models were fit to the 50 time series of the two datasets of the application. The patterns of the fitted models were quite similar for the series within the datasets that correspond to each of the two time periods examined; all the three stages of the ARIMA model fitting procedure indicated models that contain one autoregressive term (AR1) and two moving average ones, one at lag one (MA1) and one at lag 192 (MA192). The autoregressive term corresponds to the previous observation to the one being modeled, the first moving average term to the error from the previous prediction and the second moving average term to the prediction error one day before. The spatial time series from the first dataset that corresponds to August 2001 exhibit fairly stable behaviour concerning the parameters AR1, and MA192 (table 4). The AR1 term was proved to be of the greatest statistical significance with t-statistics greater than 100. The AR1 and MA192 terms proved to be stable for the second dataset also. The MA192 terms were of larger statistical significance in this dataset though (table 4) . The standard errors tend to increase as the volatility of the time series increase; the proportion of variance explained from the models for the second dataset is not always smaller than the one explained from the models for the first though. 
STARIMA MODEL BUILDING
Figure 2 is a map of the road network around the center of the city of Athens.
For the illustrative purposes of this paper we defined a hierarchical system of neighbours ( Table 4) that is comprised by two matrices where all l th order neighbours of each measurement site are equally weighted. This specification is done a priori and allows the W matrices to be treated as exogenous constants rather than model parameters. There are considerable gains in simplicity and ease of model identification and estimation relative to multiple time series modelling that are achieved through this mechanism. The aforementioned definitions limit STARIMA model family to models with maximum spatial order of two. Thus, each measurement taken at a specific site at time t is modelled as a linear combination of the three previous measurements at this site plus a weighted average of the measurements taken from its first order neighbours at time t-1 plus a weighted average of the measurements taken from its second order neighbours at time t-1 plus the prediction error that was made yesterday at the same time, plus a random error. The non-linear least squares estimates of the parameters are depicted in Table 7 The nonlinear least squares estimation of the parameters of model (10) variance-covariance matrix of the residuals was decidedly nonspherical; there were large differences among its diagonal elements. The hypothesis that G is of diagonal form was tested by using the results of Anderson (1958) and Pfeifer and Deutsch (1980c) and could not be rejected, so the models (10) were re-identified, following the procedure proposed in Pfeifer and Deutsch (1981c) . This time the autocorrelations appear to cut-off at zero spatial lag first temporal lag (the large autocorrelation at lag 192 remains), so the models were re-formulated and re-estimated (again one run of the PROC MODEL was sufficient). The updated estimations that lie at table 8 indicate that for both examined periods the parameters that correspond to decreasing temporal lags are also decreasing in statistical significance. A surprising result is that the parameters that correspond to the second order neighbours appear to be more significant than the ones that correspond to first order neighbours probably implying that the temporal intervals between observations were relatively long. Tables 9 and 10 August is concerned; that happens even though the specification of the spatial weights was naïve and the total number of parameters for the STARIMA model was 7 whereas the ARIMA models used 75 different parameters in total. 
CONCLUSION
The STARIMA model class is a purely inductive method that can be used to statistically describe the spatiotemporal evolution of traffic flow in a road network when traffic conditions are stationary or can be made stationary by transformation. The impressive task that can be accomplished by using this strategy is that the traffic conditions of the complete network can be modelled and predicted by a single model. This is true irrespectively of the number of the traffic flow measurement locations. The definition of a hierarchical system of neighbours from the model builder,
gives the opportunity for a limitation on the number of parameters which in the case of unconstrained multivariate models (VARMA, State-Space) are at least where N is the number of measurement sites. As demonstrated in the example application, care in the definition of the weighting matrices results in significant predictive performance, while at the same time parsimony is not sacrificed.
N N ×
The proposed strategy offers to practitioners the capability to produce traffic flow forecasts for a road network through a single model. Another significant contribution of the modeling strategy is related to the fact that it bridges the gap between traffic flow equilibrium theories and real world conjectures (as the relation between economic theories and econometrics). Traffic flow at any location of the network is related to the traffic in the nearby locations. This is equivalent in concept to Wardrop's user equilibrium concept, a fundamental law of traffic theory. Of course, its usage in assessing the effect of shocks occurring close to a measurement location to its neighbors (of first, or higher order) could be further improved. As formulated now, constant effects are assumed relative to time that is the effect of a shock at one or more sites site is the same to its neighbors irrespectively of the time it occurred. The stationarity and constant innovations' variance hypotheses are additional limitations of the model that may be unrealistic in real circumstances and should be relaxed through further research.
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