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SUMMARY 
This research considers the ana lys i s of training e f f e c t s in op­
erat ional t e s t and evaluat ion. Previous ana lys i s of weapons system ef­
f e c t i v e n e s s h igh l ight s the importance of including training e f f e c t s in 
any evaluation of a weapons system. Computer simulation i s proposed as 
a method of extending the scope of operational t e s t i n g into areas for 
which i t i s not f e a s i b l e to t e s t in an operational t e s t . The mutually 
supporting nature of computer s imulations and operational t e s t s are 
discussed. 
U t i l i z a t i o n of computer s imulation f a c i l i t a t e s the der ivat ion of 
mult iple response surfaces r e l a t i n g weapons system e f f e c t i v e n e s s to 
training re la ted v a r i a b l e s . The research adapts the Geoffrion-Dyer 
Interact ive Vector Maximal algorithm into a methodology for the optimi­
zat ion of mult iple response surfaces . Application of the methodology 
to mult ip le response problems previously solved in the l i t e r a t u r e i s 
performed with r e s u l t s which compare favorably to the o r i g i n a l . 
A hypothet ical ana lys i s of the e f f e c t s of training on the e f f e c ­
t iveness of a new main b a t t l e tank i s described in d e t a i l . The method­
ology i s u t i l i z e d to optimize four objec t ive response functions which 
are funct ions 'of training v a r i a b l e s . U t i l i z a t i o n of the methodology r e ­
s u l t s in an improved training program for t e s t personnel, in a de ta i l ed 
ana lys i s of the e f f e c t s of training on the e f f e c t i v e n e s s of the new 





Overview: Operational Testing 
Structure of the Major Defense Systems Acquis i t ion Process 
The large sums of federal moneys expended on major defense systems 
acqui s i t ion n e c e s s i t a t e a highly structured and we l l safeguarded proce­
dure. Both the Department of Defense and the Department of the Army 
u t i l i z e such a procedure in the i r acqu i s i t i on processes . The procedure 
i s designed to insure acqu i s i t i on of only those major systems for which a 
v a l i d need e x i s t s wi thin the defense establishment. Department of Defense 
d i rec t ive s document the acqu i s i t i on process and i t s procedures i n great 
d e t a i l ( 60 ,63 ,64 ) . 
The acqu i s i t i on cycle of a major Army system i s comprised of s i x 
phases. The f i r s t phase i s a determination by the Army s t a f f that a v a l i d 
requirement e x i s t s for the addit ion of the system to the ac t i ve inventory. 
A Required Operational Capability (ROC) report , containing a statement of 
need and conceptual approach, i s approved and issued by Department of the 
Army (50) . Next i s the conceptual development phase during which the 
system's hardware i s in an experimental prototype configurat ion. The 
third phase i s the v a l i d a t i o n phase in which the system's hardware i s in 
engineering development prototype conf igurat ion. Next i s the development 
phase during which the system's hardware i s i n a production prototype 
configurat ion. The f i f t h and s i x t h phases are , r e s p e c t i v e l y , f u l l pro­
duction and deployment of the system to t a c t i c a l un i t s (60 ) . 
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After issuance of the ROC, the Secretary of Defense must grant 
approval for the system to move to each of the next phases. The dec i s ion 
options ava i lab le to the Secretary of Defense are to terminate the s y s ­
tem, to permit the system to proceed to the next phase, or to re ta in the 
system in i t s present phase for remedial ac t ion . To provide information 
and recommendations to the Secretary of Defense at these dec i s ion po in t s , 
a permanent advisory body, the Defense Systems Acquis i t ion Review Council 
(DSARC), has been created. Membership of the DSARC includes the Deputy 
Secretary of Defense and Ass i s tant Secretar ies of Defense within areas 
of r e s p o n s i b i l i t y pertinent to the system under considerat ion. A meeting 
of the DSARC preceeds each dec i s ion point (64) 
There e x i s t s a p a r a l l e l a c q u i s i t i o n structure within the Depart­
ment of the Army. The Army Systems Acquis i t ion Review Council (ASARC) 
has been created as a permanent advisory body to provide the Army's r e ­
commendation at each phase of the acqu i s i t i on process to the DSARC. 
The ASARC i s chaired by the Vice Chief of Staff of the Army. I t s mem­
bership includes the Commander of the U. S. Army Material Command, the 
Commander of the U. S. Army Training and Doctrine Command, the Chief of 
Research, Development, and Acquis i t ion , and pert inent Ass i s tant Secre­
t a r i e s of the Army. To f u l f i l l the requirement of advising the DSARC, 
the ASARC schedules meetings prior to those of the DSARC. The pr inc ip le 
of c i v i l i a n control over the mi l i tary i s upheld throughout the systems 
acqu i s i t i on cyc le by the requirement of affirmation by the Secretary 
of Defense at each phase t r a n s i t i o n (60) . 
Testing in the Acquis i t ion Process 
Testing of a major system i s conducted throughout the acqu i s i t i on 
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process to determine whether the system i s s a t i s f y i n g technical and 
operational requirements. Acquis i t ion t e s t i n g i s divided into two c a t e ­
g o r i e s : a Development Test (DT) and an Operational Test (OT). The DT 
and OT have d iverse o b j e c t i v e s . The objec t ive of the DT i s to determine 
whether the engineering design and development process i s complete, to 
determine whether the design r i s k s have been minimized, and to determine 
whether the system w i l l meet i t s s p e c i f i c a t i o n s . The objec t ive of the 
OT i s to est imate the system's m i l i t a r y worth in comparison with compet­
ing systems, to estimate i t s operational e f f e c t i v e n e s s and s u i t a b i l i t y 
in i t s environment, and to determine whether the system required modi­
f i c a t i o n (60) . 
Three d i s t i n c t DT's and OT's are usual ly conducted during the 
acqu i s i t i on process . The scheduled meetings of the ASARC are preceded 
by a DT and an OT. Results of the DT and OT are reported to the ASARC 
for inc lus ion in the report to the DSARC. To provide addit ional s a f e ­
guards and v a l i d a t i o n , the DT and OT are conducted t o t a l l y independent of 
each other (60) . Only the OT w i l l be of i n t e r e s t in t h i s research. Se­
quencing of the acqu i s i t i on process i s graphical ly depicted in Figure 1 . 
Operatinal Testing 
Respons ib i l i ty for the conduct of the OT's on major defense s y s ­
tems within the Department of the Army has been delegated to the U.S. 
Army Operational Test and Evaluation Agency (OTEA). OTEA i s independent 
of the developing, procuring and using agencies or organizat ions . The 
mission of OTEA i s to support the material a c q u i s i t i o n and force develop­
ment processes by exerc i s ing r e s p o n s i b i l i t y for a l l OT's, managing force 
development t e s t i n g and experimentation, and managing j o i n t user t e s t i n g 
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Figure 1 . Major Defense Systems Acquisit ion Process 
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for the Army. In an effort to stress military usage of the tested sys­
tem, the OT is conducted utilizing typical user/operators, crews, or 
units in as realistic an operational environment as possible. OT's are 
conducted throughout the world by several diverse testing and tactical 
units. The objective of the OT is to provide the data necessary to 
estimate: 
1. The military utility, operational effectiveness, and operational 
suitability of the system. 
2 . The system's desirability, considering systems already in 
service (base-line systems) and other competing systems, and the system's 
operational advantages and disadvantages from the user's perspective. 
3. The need for modification of the system. 
4. The adequacy of doctrine, organization, operating techniques, 
tactics, and training for system deployment. 
5. The adequacy of maintenance support for the system. 
6 . The system's performance in a countermeasures environment. 
An independent evaluation of each OT is prepared by OTEA and sub­
mitted to the ASARC. An emphasis is placed on a comparison of the pro­
posed system, base-line systems, and competing developmental systems. 
Feedback from the ASARC and DSARC is utilized to modify future OT's,(61,62). 
Computer Simulation in Operational Testing 
Computer simulation is finding wide application as a predictive 
and investigative tool. Most major defense systems undergo a computer 
simulation in a tactical environment both before and after the issuance 
of the ROC. Simulation can provide useful pre-test and post-test infor­
mation for each OT. An important consideration is that computer Simula-
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t ions and OT's are mutually supporting. OT's provide ver i f i ed data i n ­
puts for the s imulation. In return the simulation provides predict ions 
of input data for OT's or further i n v e s t i g a t e s OT output data. 
Pre - t e s t computer simulation can enhance the OT in three bas ic 
areas: 
1. Examine the i d e n t i f i e d c r i t i c a l operational i s sues to a s se s s 
their s i g n i f i c a n c e . 
2. Develop or discover c r i t i c a l operational i s s u e s that have 
been overlooked. 
3. Provided a s e n s i t i v i t y ana lys i s to indicate the accuracy r e ­
quired of each measurement (50) . 
This information w i l l be obtained at r e l a t i v e l y l i t t l e cos t and with the 
u t i l i z a t i o n of no t e s t troops or equipment. The OT w i l l be i n i t i a l i z e d 
with useful information and c r i t i c a l operational i s sues w i l l be v e r i f i e d 
or i d e n t i f i e d . Data requirements i n the t e s t plan w i l l be ref ined. 
P o s t - t e s t computer simulation can contribute to the success of an 
OT in the following four areas: 
1. Constraining the scope of operational f i e l d t e s t s to manage­
able proportions by providing ana ly t i ca l means for t e s t extens ion. 
2. Extending the OT into areas which are currently i n f e a s i b l e 
(such as two-sided combat). 
3. Corroborating the impact of the OT r e s u l t s . 
4. Supplying much needed operational performance inputs to 
other agencies u t i l i z i n g simulation (50) . 
OT r e s u l t s can be combined with simulation r e s u l t s to f u l f i l l the s t r i n ­
gent requirements of s t a t i s t i c a l design of experiment methodology a n a l y s i s . 
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OT results can be utilized as input for simulations of combat in real 
time events, thereby eliminating rest or safety time lags. Simulation 
can be utilized as an independent evaluation of an OT, thereby providing 
an additional safeguard to the acquisition process. 
Training in Operational Testing 
The relationship between systems effectiveness and crew/unit 
training has recently began to receive increased emphasis in the Depart­
ment of the Army. There are a variety of reasons for this increased 
interest. Establishment of the U. S. Army Training and Doctrine Command 
(TRADOC) has institutionalized the importance of training and doctrine 
by fixing responsibility at a high level of the Army command. Without 
the troop and equipment demands of a belligerent theater, the main mission 
of the Army transforms to training for the next belligerency. The as­
cending cost of systems combined with a federal budget squeeze necessi­
tates increased combat effectiveness from fewer weapons. As previewed in 
the recent Mid-East conflict, the sophistication and lethality of weapons 
systems on either side dictates a rapid, deadly, and decisive first en­
counter in any future conflict. The results of these factors is increased 
interest in training. 
TRADOC is, of course, the major proponent of training in the Army. 
Within the last year, operations research analysts at TRADOC have been 
examining training and weapons system effectiveness. A general model of 
systems effectiveness has been derived. 
E = f(w,p,t) ( 1 . 1 ) 
where E is combat effectiveness expressed as a function of w the perfor-
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mance capability of the system, p the proficiency of the crew/unit manning 
the system, and t the tactic or technique of employment. Various DT re­
sults, such as those obtained by the Army Material Systems Analysis 
Agency (AMSAA), can be utilized to measure and quantify w. Results of 
OT's conducted by OTEA, can also be utilized in determining w (59). 
Some inconsistencies arise in the consideration of p in Equation 
1.1. A Department of Defense directive states that, "Operational Test 
and Evaluation will be accomplished by operational and support personnel 
of the type and qualification of those expected to use and maintain the 
system when deployed".(50) Most OT's are conducted with troops/units se­
lected to satisfy this directive and then trained either by the unit or 
Equipment Training Team in accordance with a training package prepared 
by OTEA and/or TRADOC. Training is accomplished at home station, at the 
test site, and at Military Occupational Specialty (MOS) producing schools 
if required-(50). Having undergone such well supervised and concentrated 
training, it is not unreasonable to assume that the test personnel are 
atypical of Army users in proficiency on the system. 
Another inconsistency in Equation 1.1 is the effect of the learning-
forgetting curve on proficiency. Figure 2 depicts the influence of a 
training season, that is a period of concentrated training in a specific 
area, on proficiency followed by a forgetting slump. The training cycles 
of most tactical units approximate such a curve. Table 1 quantifies the 
effect of the forgetting curve among infantry trainees (59). 
The weapons system effectiveness utilized by the ASARC and DSARC 
is that obtained from the DT and OT. Equation 1.1 states that the afore­
mentioned variation in actual user proficiency will cause variation in 
J 1 I I I I I ' I I I ' ' I I I 
M O N T H S 
Figure 2. The Learning-Forgetting Curve 
From TRADOC (59) . 
Table 1. Quantified Effect of the Learning-Forgetting Curve. 
From TRADOC (59) 
Marksmanship Proficiency 
AVERAGE 
NUMBER OF WEEKS QUALIFICATION 




*1 point above unqualified 
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systems effectiveness. Figure 3 depicts the Probability of Hit and Kill 
of a system versus Range. Note the Performance Gap between AMSAA data 
'(E) and actual performance in the hands of tactical troops (E.) as pre-
dieted by Equation 1.1. This predicted Performance Gap has been verified 
in actual weapons test. In May 1974, the U. S. Army Infantry Board 
(USAIB) test fired the M72A2 Light Antitank Weapon (LAW) against moving 
targets at varying ranges. The Performance Gap uncovered by this test is 
shown in Figure 4 (59). The major problem encountered by the troops was a 
lack of proper training on the graduated lead sight for a moving target. 
The implications of these variations in combat effectiveness for 
the national defense posture are profound. Figure 5 exhibits the varying 
levels of Systems Total Combat Power for a given inventory level N as a 
function of systems effectiveness. The effectiveness levels graphed are 
E^ the actual current level, E^ the designed effectiveness level, and E^ 
the optimum or maximum level (59). It is imperative that OTEA, functioning 
as a major source of data on weapons systems effectiveness to high level 
decision bodies, account for training levels in their OT reports and 
analysis. 
Objective, Procedure, and Scope 
The objective of this research is to develop an improved methodo­
logy for optimizing a set of operational test and evaluation performance 
measures which are functions of training. The research will consist of 
a review and adaptation of response surface methodology, multiple response 
surface optimization, and multiple objective optimization to the problem. 
The Geoffrion-Dyer Interactive Vector Maximal algorithm will then be re-
1 1 
Figure 3. The Performance Gap. 
From TRADOC (59) . 
M O V I N G T A R G E T 
Figure 4. The LAW Weapons Test Performance Gap. 
From TRADOC (59) . 
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N 
N U M B E R OF W E A P O N S 
U . S . A R M Y I N V E N T O R Y 
Figure 5. System Total Combat Power at Varying Ef fec t iveness . 
From TRADOC (59) . 
viewed in d e t a i l and adapted to the mult iple response problem. The 
adapted algorithm w i l l then be applied to previously optimized mult iple 
response surfaces to demonstrate i t s u t i l i t y . 
Multiple response surfaces and the adapted optimization algorithm 
w i l l be re lated to OTEA by use of the AMSAA Tank Duel Model computer 
s imulation. The mi l i tary appl icat ion w i l l consider: 
1. The extension of an OT through computer s imulat ion. 
2. The e f f e c t of training on tes ted system e f f e c t i v e n e s s . 
3. The optimization of p r e - t e s t and t a c t i c a l unit training pro­
grams concerning the tes ted system when confronted with mult iple objec­
t i v e s or c r i t e r i a . 
4. The ro le of the mi l i tary dec i s ion maker in the i n t e r a c t i v e 
13 
optimization process. 
The scope of this research will be limited by four constraints. 
All data values utilized in this research are "best guess" hypothetical 
values which cannot necessarily be inferred to be realistic. For demon­
stration purposes, only one tactical scenario is analyzed with the AMSAA 
simualtion. The simulation is suited for various scenarios. The tacti­
cal scenario is two opposing tanks, in the open, at a range of 1000 meters, 
sighting each other simultaneously. Only mean time to fire the first 
round, mean time between subsequent rounds, and probability of sensing 
fired rounds are assumed to be functions of crew training. All other 




REVIEW OF MULTIPLE RESPONSE SURFACE THEORY AND OPTIMIZATION 
Response Surface Methodology 
Response surface methodology is a collection of statistical and 
mathematical techniques to approximate, utilizing designed experimenta­
tion, an unknown and complex function, say 
t i = f ^ , ^ , . . . , ^ ) (2.1) 
where n is the dependent response variable and £^>i = l»2,...,k, are the 
independent, controllable natural variables. The approximating model is 
usually a low order polynomial, such as a first order model 
k 
n = 6 n + T B.x. + e (2.2) 
i = 1 
or a second order model 
k k k k 
n = 2 n + T B.x. + V B. .x 2 + T p. .x.x. + e (2.3) • 
i = 1 i = 1 i = 1 j = 1 
i < j 
In these models the x^,i = l,2,...,k, are design variables, coded within 
a region of experimentation for computational simplification by 
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where £. is the u th level of £., 
1 U i 
i ' i u 
u = 1 
and 
2 _ u = 1 1 U 1 ( 2 * 5 ) 
S i " N 
Three fundamental assumptions are involved in response surface methodology 
1. The structure n = f(x^,x 2»...,x^) exists and is either very 
complicated or unknown. The variables involved are quantitiative or con­
tinuous. 
2. The function f can be approximated in the region of interest 
by a low order polynomial such as Equation 2.2 or 2.3. 
3. The independent variables x ,x , ...,x are controlled in the 
data collection process and measured with negligible error (47) . 
Optimization of a response surface begins with a search for the 
region of maximum response. Initially a first order fitted response func­
tion, 
k 
y - b Q + X b i V ( 2 , 6 ) 
i = 1 
is fitted to a region of experimentation. This fitting is accomplished 
through the use of statistically designed experiments and least squares 
regression. Generally orthogonal designs are used to fit the first order 
model, since they greatly simplify computations and yield uncorrelated 
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est imates of the response model c o e f f i c i e n t s . Next the response i s im-< 
proved by moving along the path of s t eepes t ascent . Using LaGrange 
Mult ipl iers to maximize Equation 2.6 subject to 
k 
X x. = R 2 , (2 .7) 
i = 1 
r e s u l t s in 
x j = V 2 v i ( j = 1»2»-"»k) ( 2 * 8 ) 
where u i s a conveniently s e l ec ted increment along the path. Equation 
2.8 y i e l d s an i n i t i a l point of experimentation for each design variable 
along the path of s teepes t ascent . A search i s conducted along the path 
unt i l an optimum response i s reached. Addition of center points to the 
f i r s t order design at th i s improved point w i l l permit a formal ana lys i s 
of variance and a t e s t for lack of f i t . Should these reveal s i g n i f i c a n t 
l a c k - o f - f i t for the f i r s t order f i t t e d response function or should the 
path of s teepes t ascent y i e l d minimal improvement, the experimenter 
usually f i t s a second order response function. 
Second order f i t t e d response functions are of the form 
k k k k 
y = b„+ 5 ] b .x . + 5 " b . . x . x . + Y " b . . x 2 (2 .9) 
y 0 • • i i i j i j i i i v ' 
i = 1 i = 1 j = 1 i = 1 
i < j 
There i s a considerable amount of theory on the choice of design to f i t 
Equation 2 .9 . Consideration i s given to the b ias of the predicted r e ­
sponse or the variance of the predicted response. Uniform Precis ion and 
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Orthogonal Rotatable Central Composite Designs have received the greatest 
use in pract ice . A Central Composite Design (CCD) i s we l l su i ted to the 
methodology s ince i t i s comprised of the f i r s t order orthogonal design 
and the addit ion of a x i a l points outs ide the f i r s t order design region 
of experimentation. A Rotatable Design i s defined to be a design in 
which the variance of the estimated response i s a function only of d i s ­
tance from the center of the design and not of the d irec t ion from the cen­
t er . A Uniform Precis ion Design i s defined to be a design in which the 
prec i s ion of y, 
a t the design center i s equal to the prec i s ion at a radius p - 1 . Ph i lo ­
sophica l ly , t h i s means that the estimated response rece ives uniform im­
portance with the region p = 1. Table 2 depic ts the choice of number of 
f i r s t order design points (F), ax ia l points (n ) , center points (n_) , 
a 2 
t o t a l points (N), and displacement dis tance of a x i a l points (a) for Uni­
form Prec is ion (up) and Orthogonal Rotatable CCD (ortho) of a varying num­
ber of unknown (k) (47) . 
Once a design has been se l ec ted and the data c o l l e c t e d , l e a s t 
squares regress ion i s performed to y i e ld Equation 2 . 9 . An ANOVA and lack-
o f - f i t t e s t i s then conducted. If there i s s i g n i f i c a n t l a c k - o f - f i t , the 
experimenter can e i ther f i t a higher order response function or adjust h i s 
region of experimentation u n t i l the second order response function i s 
adequate. Equation 2.9 can a l so be expressed in matrix notat ion as 
p(y) 
NVar(y) 




Table 2. Uniform Precis ion and Orthogonal Rotatable Central 
Composite Designs. From Myers (47) . 
k 2 3 4 5 5 6 6 7 8 
i rep i rep i rep i rep 
F 4 8 16 32 16 64 32 64 128 
"a 4 6 8 10 10 12 12 14 16 
n2 (up) 5 6 7 10 6 15 9 14 20 
n2 (orth) 8 9 12 17 10 24 15 22 33 
N (up) 13 20 31 52 32 91 53 92 164 
N (orth) 16 23 36 59 36 100 59 100 177 
a 1.414 1.682 2.000 2.378 2.000 2.828 2.378 2.828 3.364 
U (up) 0.81 0.86 0.86 0.89 0.89 0.91 0.90 0.92 0.93 
X*. (orth) 1.00 0.99 1.00 1.01 1.00 1.00 1.01 1.00 0.998 
where 
x l V X = 




b l l b 1 2 / 2 b 2 2 
sym 
b l k / 2 b ^ / 2 
V l , k / 2 j 
b kk 
(2.11) 
Elementary calculus optimization of Equation 2.11 y i e l d s an estimated 
point of maximum response, termed the s tat ionary point , given by 
(2.12) 
The stat ionary point can l i e ins ide or outs ide the region of experimenta­
t i o n . I t i s not advisable to extrapolate the response function outs ide 
the region^of experimentation. 
When analyzing a mult ip le response system, the extrapolat ion 
caveat assumes great importance. If the optima of a l l responses are in 
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one region of experimentation there i s no cause for concern. If second 
order response equations cannot be f i t t e d for a l l response in the same 
region of experimentation, two courses of ac t ion are a v a i l a b l e . F i r s t , 
the experimenter may choose a primary response and u t i l i z e i t s region of 
experimentation to f i t f i r s t order models to those responses which are 
not optimum in the chosen region. Second, the experimenter may choose a 
compromise region of experimentation between the optima and f i t f i r s t 
order models for the responses in t h i s region. One must be careful not 
to extrapolate for any response outs ide i t s region of experimentation. 
To f a c i l i t a t e in terpretat ion of the second order f i t t e d response 
funct ion, the experimenter can perform a canonical a n a l y s i s . I n i t i a l l y 
the response function i s translated from the or ig in to the s tat ionary 
point . Next the axes are rotated to correspond to the pr inc ip le axes of 
response surface. To trans la te Equation 2.11 to or ig in XQ» the trans­
formation 
z = (2.13) 
i s made re su l t ing in 
(2.14) 
By defining the estimated response at the s tat ionary point as 
o (2.15) 
Equation 2.14 becomes 
y = y n + z.'Bz. (2.16) 
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An orthogonal transformation, 
z = Mw, (2.17) 
i s then made such that 
z TBz = w'M'BMw 
k (2 .18) 
2 
i = 1 
where X^, i l,2,...,k, are the eigenvalues of matrix B. By substitution 
of Equations 2 .14 , 2 .16 , and 2.18 the canonical form of Equation 2.11 is 
Equation 2 .19 . If a l l the A. are negat ive , x_ i s a maximum as depicted 
1 U 
in Figure 6 ( a ) . If a l l the X^ are p o s i t i v e , x^ i s a minimum. If the X_. 
have d i f f erent s i g n s , the s tat ionary point l i e s in a saddle region, as 
shown in Figure 6 (b ) , and poss ib ly ind ica tes the ex i s tence of two maxima. 
If one i s extremely small , the surface i s a s tat ionary r idge , as de­
picted in Figure 6 ( c ) , with a range of poss ib l e var iable combinations 
y ie ld ing an approximately optimum response. Should x^ l i e outs ide the 
region of experimentation, the surface approaches the shape of a r i s i n g 
ridge as shown in Figure 6 ( d ) . The r e l a t i v e magnitudes of the X^ i n d i ­
cates elongation or contract ion of the response surface in various d i ­
r e c t i o n s . Figure 7 shows various response surfaces for the three inde-
k 
(2 .19) 
i = 1 
Interpretat ion of the response function i s based on the X. of 
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Figure 6. Response Surfaces Generated by a Second Degree Equation 
With Two Independent Variables . Note: x ' in t h i s f igure 
i s equivalent to X in the t e x t . From Box (10) 
Figure 7. Response Surfaces Generated by a Second Degree Equation 
With Three Independent Variables . Note: x. in th i s f igure 
i s equivalent to X in the t e x t . Figures aftove have the 
fol lowing X.: ( a ) 1 or +++, (b) — 0 , (c) —+, (d) - 0 0 , 
(3) -0+, ( f ) -00 at «>, (g) —0 x at «. From Box (10) . —~U o 
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pendent variable case . 
The foregoing review of response surface methodology i s intended 
to fami l iar i ze the reader with concepts u t i l i z e d in Chapter IV of t h i s 
research. Should the reader des i re addit ional information on the subject , 
the text by Myers (47) i s recommended as a d e f i n i t i v e work. 
Multiple Response Surface Optimization Literature Survey 
In many prac t i ca l appl i ca t ions of response surface methodology, 
more than one response function i s generated by the independent v a r i a b l e s . 
For ins tance , a chemical react ion with independent var iab les such as a-
mount of reac tants , temperature, and pressure may have mult ip le response 
functions such as puri ty , amount of y i e l d , and c o s t . Each response 
function w i l l be in the form of Equation 2.6 or 2 . 9 . Confronted with 
mult ip le response funct ions , the dec i s ion maker cannot apply simple un i -
function opt imizat ion. Research on mult iple response surface optimization 
was rather sparse prior to the development of mathematical programming 
methodology. Each contribution to mathematical programming i s ensued by 
i t s appl ica t ion to mult ip le response surface opt imizat ion. Thus far , the 
e f f o r t s seem to div ide into two c l a s s e s which could be termed mult ip le 
objec t ive optimization and constrained s i n g l e objec t ive opt imizat ion. 
I n i t i a l e f f o r t s were directed toward the graphical opt imizat ion 
of mult ip le response surfaces . Box (18) , in 1954, c i t e s an example of a 
chemical react ion where two reac tant s , A and B, formed a mixture of C and 
D. The objec t ive was to maximize C while constraining D to be l e s s than 
20%. Canonical ana lys i s indicated that C was maximized along a plane of 
68% y i e l d , as shown in Figure 8. A second response function was derived 
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for D and s e t equal to 20%. As shown in Figure 9, the constraint response 
function was superimposed on the maximum y ie ld plane, allowing a v i s u a l 
choice of an optimum operating point . Box (10) a l so recognized that ridge 
systems, o f fer ing a wide choice of independent var iable s e t t i n g s with 
minimal e f f ec t on the dependent response, are extremely useful in t h i s 
type of opt imizat ion. For a three var iable system, he shows a three d i ­
mensional grid which could d i sp lay contours and a s s i s t in v i s u a l optimi­
zat ion . Line (42) refined t h i s technique by use of ace ta te p l a t e s with 
the response surfaces drawn on them. Two a r t i c l e s by Hunter (35 ,36) , in 
1956, a l so describe graphical ana lys i s as an optimization technique. 
As mathematical programming methodology was developed, i t s a p p l i ­
cat ion to response surfaces was obvious. Schrage (53) , in 1957, u t i l i z e d 
l inear programming to a s s i s t in optimization of a Catalyt ic Cracking oper­
a t i o n . The gradient of the objec t ive response was maximized in the pres ­
ence of the gradients of constraint responses and bounds on the indepen­
dent v a r i a b l e s . This optimum d irec t ion was then followed in the s teepes t 
ascent search. Linear programming could be u t i l i z e d s ince the gradients 
of second* order response functions are l i n e a r . 
Quadratic response surfaces were optimized d i r e c t l y by Umland and 
Smith (57) , in 1959, through the use of LaGrange M u l t i p l i e r s . Yie ld , 
Equation 2 .20, was se l ec ted as the primary response and maximized con­
strained by f ixed maximum values of the secondary response puri ty , 
Equation 2 .21 . 
y = 55.84 + 7.31x. + 26.65x -3.03x^-6.96x? + 2.69x,x^ (2.20) p 1 Z 1 Z 1 2 
Figure 9. Superimposition of Constraint Response on Primary Response in 
Box Experiment. From Davies (18) 
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y g = 85.72 + 21 .85x i + 8 . 5 9 x ^ 9 . 2 0 x 2 - 5 .18x ? - 6 . 2 6 x ^ 2 (2.21) 
The response surfaces are graphed in Figure 10 and r e s u l t s are l i s t e d in 
' 4 
Figure 10. Umland-Smith Response Surfaces 
From Umland and Smith (57) . 
Table 3 . By s e t t i n g the secondary response equal to maximum va lues , 
equal i ty constra ints are created. In 1963 Michaels and Pengi l ly (43) 
a l so u t i l i z e d LaGrange Mul t ip l i ers to achieve maximum y i e l d constrained 
by a fixed maximum cost funct ion . The cos t function was a lgeba ica l l y de­
r ived . Chow (16) demonstrated that the same technique could be u t i l i z e d 
with inequal i ty c o n s t r a i n t s . He a l so s impl i f ied the computational pro­
cedure by e l iminating the need to so lve a s e t of simultaneous equations 
through use of a transformation. 
Hoerl (34) , in 1959, introduced two techniques to the l i t e r a t u r e . 
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Table 3 . Umland-Smith Optimization Resul t s . 
Purity 94.87 92.47 89.995 
Maximum 95.0 92.5 90.0 
Yield 83.66 86.73 88.68 
X± 0.965 1.005 1.075 
X 2 1.088 1.316 1.479 
The f i r s t i s an extension of graphical ana lys i s to ridge ana lys i s with 
more than two independent v a r i a b l e s . One response i s maximized or mini­
mized while constrained by an upper bound on the second response. The 
var iables are constrained to f a l l on the sphere of radius R by 
n 
Z x i = R < 2 - 2 2 > 
i = 1 
and ridge ana lys i s i s i t e r a t i v e l y performed, s tar t ing with the indepen­
dent var iable values which optimize the ob jec t ive response, u n t i l the 
constraint responses are s a t i s f i e d . The second technique i s a mult iple 
objec t ive technique where the mult ip le responses are combined into one 
response by use of subject ive weightings . Montgomery, Talavage, and 
Mullen (46) , in 1971, pursued the weighting technique in the mult ip le 
response surface optimizat ion of a t r a f f i c network computer s imulation. 
Two responses, average delay per v e h i c l e and average stop per v e h i c l e , 
were l i n e a r l y combined by transforming both to seconds of delay. This 
composite response was optimized according to the techniques discussed 
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in the f i r s t s ec t ion of t h i s chapter. 
Nonlinear programming techniques are readi ly adapted for use in 
constrained optimization of mult ip le response surfaces . Carroll (14) , 
in 1960, devised the Created Response Surface Technique which incorpo­
rates the constraint responses into the objec t ive response by the use of 
a penalty funct ion. As the s teepes t ascent optimization approaches the 
boundaries of the c o n s t r a i n t s , the objec t ive function i s penalized at a 
greater ra te . Thus, through the sequential appl ica t ion of unconstrained 
optimization techniques, the s tat ionary point i s reached without v i o l a t i n g 
the cons tra in t s . This technique was a forerunner of barrier and penalty 
function techniques in nonlinear programming. In 1960 Box (11) advocated 
the use of l inear programming for the so lut ion of mult ip le response 
chemical problems. 
Lind, e t a l , (41) applied the graphical ana lys i s technique to 
optimize the system shown in Figure 11. The two responses were cos t and 
y i e ld of a pharmaceutical process of American Cyanamid Company. A s imi ­
lar optimization of cost and y i e l d was performed on a l iquor fermentation 
process by Remmers and Dunn (51) . Smith and Rose (55) , in 1963, u t i l i z e 
the graphical technique with an in tere s t ing modif icat ion. One response i s 
i s a usual empirical ly determined equation while two other response equa­
t ions are from subjec t ive r a t i n g s . Graphical ana lys i s was a l so u t i l i z e d 
by Wu (68) in too l l i f e t e s t i n g , E l l i s , e t a l , (22) in Raschig synthes i s 
of Hydrazine, and Taraman and Lambert (56) in s e l e c t i o n of machining 
v a r i a b l e s . The graphical technique can and has served as both a mult iple 
objec t ive and a constrained optimization technique. 
While analyzing the design of extruder screws, Underwood (58) 
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Figure 11 . Lind, e t a l , Cost and Yield Response Contours. 
From Lind, e t a l , (41) 
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suggested that the advent of computers allowed for an enumerative search 
for the optimum of a mult iple response system. Bolker (9) u t i l i z e d t h i s 
technique in studying d e l i g n i f i c a t i o n by Nitrogen compounds. He s e t one 
response at consecutive values and solved the response functions s imulta­
neously. 
As nonlinear programming progressed, so did i t s appl icat ion to 
mult iple response surface opt imizat ion. Bai ly , e t a l , (3) applied non­
l inear optimization to the kraft pulping process . Responses such as 
y i e l d , br ightness , and Kappa number were optimized by an, unfortunately, 
undisclosed nonlinear technique. A method termed cheapest ascent was 
developed by Heller and Staats (30) , in 1973. They combined a y i e l d r e ­
sponse and a cos t constraint response into a prof i t ob jec t ive response. 
Since the value of the gradient i s dependent upon the metric used, a 
common sca le of equal c o s t s per unit change was adopted. Constraints on 
the system were both algebraic and response surface funct ions . The s y s ­
tem was optimized u t i l i z i n g Zoutendijk's method of f e a s i b l e d i r e c t i o n s . 
The LaGrange Mult ipl ier approach was modified by Myers and Garter 
(48) , in 1973. They did not equate the constraint response to a s p e c i f i c 
va lue , but rather devised a methodology which allowed a graphical display 
of optimal primary response so lu t ions for varying values of the constraint 
response. Two problems were solved in the a r t i c l e . The f i r s t consisted 
of three independent var iab les with region cons tra in t s , 
- 2 . 5 1 x ^ 2 . 5 ( i = 1 ,2 ,3 ) (2.23) 
forming the dual responses 
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y = 65.39 + 9.24x n + 6 .36x 0 + 5.22x - 7 . 3 2 x 2 - 7 . 7 6 x 2 - 1 3 . 1 1 x 2 (2 .24) 
p 1 L 3 1 Z J 
- 1 3 . 6 8 x ^ 2 - 1 8 . 9 2 x ^ - 1 4 . 6 8 x 2 x 3 
y g = 56.42 + 4 . 6 5 x x + 8 . 3 9 x 2 + 2 .56x 3 + 5 . 2 5 x 2 + 5 .62x 2 + 4 . 2 2 x 2 (2 .25) 
+ 8 . 7 4 x 1 x 2 + 2 . 3 2 x ] x 3 + 3 . 7 8 x 2 x 3 
Figure 12 i s solved for y given a value of y .. Values of the indepen-
dent var iab les are then obtained from Figure 13. With y g = 65 .0 , y^ was 
maximized at = 2 .07, X2 = *1 .15 , and x 3 = - 0 . 6 , y i e ld ing a response of 
approximately 74 .0 . A second problem was solved incorporating spherical 
region constra ints necess i ta ted by an unbounded primary response within 
the constraint response reg ion. Figure 14 shows the response surfaces 
of the equations 
y p = 53.69 + 7.26x^-10.33x2 + 7 . 2 2 x 2 + 6 .43x 2 + 1 1 . 3 6 x ^ 2 (2.26) 
y = 82 .17- l . 01x - 8 . 6 1 x . + 1 . 4 0 x 2 - 8 . 7 6 x 2 - 7 . 2 0 x 1 x . (2.27) s 1 Z 1 I ± 2 
Two constra ints are imposed, 
84<y <88 (2.28) s 
and 
x 2 + x 2 < l . (2.29) 
The primary response was maximized at 67.0 while y g ^ 87.8 and x^ = 0.85 
and X2 = 0 .6 . Since t h i s method i s graphical , i t i s l imited to two r e ­
sponse equations without undue d i f f i c u l t y of in terpre ta t ion . Also the B 
32 
Figure 12. Maximum Estimated Primary Response at Spec i f ic Values of 






^ 6 0 ^ 7 5 - = = 
Figure 14. Response Surface of Myers and Carter Problem Two. 
From Myers and Carter (48) 
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matrix of both responses , shown in Equation 2 . 1 1 , cannot be i n d e f i n i t e 
or so lut ion i s impossible by t h i s method. 
Further appl i ca t ion of nonlinear programming was accomplished by 
F ie lds (23) , in 1974. He u t i l i z e d the Hooke and Jeeves Pattern Search 
Technique, diagramed in Figure 15, to optimize vers ions of the Umland and 
Smith and Myers and Carter problems discussed previously in t h i s s e c t i o n . 
F ie lds examined three formulations of the response systems: 
1. A s i n g l e objec t ive function with other response functions 
treated as constra ints and e x p l i c i t l y s e t to a f ixed va lue . 
2. A s i n g l e objec t ive function with i m p l i c i t , penalty function 
type considerat ion of the other response functions as c o n s t r a i n t s . 
3. A weighting function combination of a l l response functions 
into a s i n g l e funct ion. 
He concluded that the f i r s t formulation was unsat i s factory due to the 
i n a b i l i t y to s l i g h t l y v i o l a t e the cons tra in t s . The second formulation 
was an improvement, though requiring numerous computer i t e r a t i o n s from 
various s tar t ing points with varying penalty s i z e s . F ie lds found the 
most promise in the weighting scheme as an aid to the dec i s ion maker. 
In h i s research, however, various weights were applied with so lu t ions d i s ­
played in tabular format. Once again the computer runs required are con­
s iderable and the a s s i s tance of an expert i s necessary. His r e s u l t s are 
compared to the o r i g i n a l authors' r e s u l t s in Table 4 . 
A recent addit ion to the l i t e r a t u r e i s the work of B i l e s ( 8 ) , in 
1975, which u t i l i z e s the gradient project ion technique of nonlinear pro­
gramming. A primary response i s optimized while secondary responses are 
constrained within spec i f i ed bounds. The technique i s mainly the usual 
Figure 15. Hooke and Jeeves Pattern Search Technique Flow Chart. 
From Fie lds (23) 
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Table 4. Comparison of Fields* and Original Results 
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gradient search optimization unless the gradient d i rec t ion leads out of 
the f e a s i b l e region described by the constraint responses . Should t h i s 
occur, gradient project ion i s used to bring the search d i rec t ion back i n ­
to the f e a s i b l e region. 
As can be seen from t h i s l i t e r a t u r e survey, most of the research 
in mult ip le response surface optimizat ion has been devoted to constrained 
optimization techniques u t i l i z i n g various nonlinear programming algorithms. 
Such approaches require s e l e c t i o n of a primary response with re l egat ion 
of other responses to constraint s t a t u s . The appl ica t ion of these ap­
proaches to more than three responses has not been demonstrated. The 
mi l i tary dec i s ion maker may wel l des ire to array the importance of mul t i ­
ple responses in a more control led manner. Thus t h i s research i s devoted 
to the appl icat ion of a mult ip le objec t ive optimization technique to the 
mult iple response problem. 
Multiple Objective Optimization Literature Survey 
Charnes and Cooper (15) , in 1961, proposed goal programming as a 
so lut ion technique for mult ip le l inear objec t ive s with l inear c o n s t r a i n t s . 
If x , , x_, x are a s e t of subgoals to be achieved and a_, a a 
1 2 n 1 I n 
are technological c o e f f i c i e n t s , then the objec t ive function i s 
f ( x - , x , . . . , x ) = a x + a x + • . . . . + a x ( 2 . 3 0 ) 1 z n 1 1 2 2 n n 
The cons tra ints can be expressed in the form 
= b± ( i = 1 , 2 , . . . , n ) (2.31) 
where b. i s the i th goal va lue . Deviation above or below a goal i s ac -
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commodated by the s lack var iab les y t or y r e s p e c t i v e l y . The goal pro­
gramming problem i s then expressed as 
(2.32) Min Z = Z
+ + Z 
S.T. Ax + y_ - .y_+ = b. 
- + x,d ,d > 0. 
Solution by usual l inear programming methods w i l l y i e ld values of x. which 
come c l o s e s t to meeting the goal va lues , b_. Nonlinear objec t ive s or con­
s t r a i n t s were not considered. I j i r i (37) modified the technique of 
Charnes and Cooper to develop the formulation s tated in Equation 2 .32. 
Since most problems would not have completely compatible g o a l s , I j i r i 
proposed a weighting and ordering scheme to al low the dec i s ion maker to 
s e t goal p r i o r i t i e s . 
In 1971, Ruef l i (52) extended goal programming by adapting i t to 
l inear decomposition models. He worked with goals being se t a t various 
l e v e l s in an organizat ion. Lee (39) has been a p r o l i f i c advocate of 
goal programming. He recognizes that goal programming i s very l imi ted 
in nonlinear s i t u a t i o n s and c i t e s no examples in h i s t ext wri t ten in 
1972. Lee does d e t a i l appl icat ions of l inear goal programming ranging 
from f inanc ia l dec i s ions to academic planning to government dec i s ion 
a n a l y s i s . Lee and Moore (40) , in 1973, apply goal programming to the 
l inear optimization of mult iple objec t ive transportation problems. In 
that same year Hindelang (32) discussed the appl icat ion of mult ip le ob­
j e c t i v e l inear goal programming to Quality Control opt imizat ion. 
Johnsen (38) , in 1968, reviews the basic r e s u l t s of Charnes and 
Cooper and I j i r i prior to researching the appl icat ion of computer Simula-
40 
t ion to the mult iple objec t ive problem. He proposes that s imulations be 
performed on a mult iple objec t ive system with varying l i m i t s on the ob­
j e c t i v e s . This technique would apply only to s i t u a t i o n s which could be 
simulated i n t o t a l and would require considerable computer time. 
When confronted with optimizat ion of a re f inery , Seinfeld and 
McBride (54) , chose two formulations of the mult ip le objec t ive problem. 
Their two objec t ives were to maximize t o t a l p r o f i t and to minimize the 
s e n s i t i v i t y of pro f i t to var ia t ions in ref inery condi t ions . The f i r s t 
formulation was a weighted combination of the two o b j e c t i v e s . The second 
approach was to maximize the primary o b j e c t i v e , then minimize the second 
object ive while constraining the displacement of the so lu t ion from the 
primary optimum. Zoutendijk's method of f e a s i b l e d i r e c t i o n was used for 
the nonlinear opt imizat ion. The f i r s t formulation requires an i n i t i a l 
subject ive weighting by the dec i s ion maker. The second approach implies 
a primary objec t ive and a secondary objec t ive which w i l l be v io la ted by 
an uncontrol lable amount. 
Another approach to the l inear mult ip le objec t ive problem i s POP, 
Progressive Orientation Procedure, devised by Benayoun, Tergny, and 
Keuneman (7 ) , in 1970. This i s a sequential procedure of weighted l inear 
optimizations integrated i n t e r a c t i v e l y with the dec i s ion maker. By 
answering questions concerning the current optimum, the dec i s ion maker 
inf luences the l o c a t i o n of the next opt imizat ion. Their algorithm, STEM, 
i s confined to l inear problems. Geoffrion (27) u t i l i z e d a s imilar 
philosophy in Vector Maximal Decomposition Programming. He uses an im­
p l i c i t preference function to combine mult iple nonlinear o b j e c t i v e s . The 
perference function i s determined i n t e r a c t i v e l y with the dec i s ion maker. 
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This approach w i l l be discussed in d e t a i l l a t e r in t h i s s e c t i o n . 
Mult ier i ter ion l inear programming problems were examined by Belen-
son and Kapur (6 ) , in 1973. They developed a two person zero-sum game 
approach which interacted with the dec i s ion maker to determine d i s p a r i ­
t i e s between the so lu t ion and h i s preferences . Monarchi, K i s i e l , and 
Duckstein (45) developed an algorithm termed a sequential mul t iobject ive 
problem solving technique, SEMOPS, to i n t e r a c t i v e l y so lve mult ip le ob­
j e c t i v e nonlinear goal programming problems. The algorithm involves a 
surogate object ive function 
Min s = ^ T d t (2 .33) 
where d t r e f l e c t s whether a goal has been s a t i s f i e d . SEMOPS presents the 
dec i s ion maker with a l t e r n a t i v e s from which to choose. The approach i s 
very s imilar to the algorithm adopted by t h i s research. Vemuri (65) , in 
1974, developed an algorithm which sought a noninferior so lut ion se t 
rather than an optimum s o l u t i o n . I t i s based on deriving the Pareto 
optimal s e t , that i s , the l i n e from which a deviat ion w i l l improve no ob­
j e c t i v e funct ion. Currently t h i s algorithm i s l imited to s p e c i f i c f o r ­
mulations of the objec t ive functions and no c o n s t r a i n t s . 
The mult ip le ob jec t ive optimizat ion algorithm adopted by t h i s r e ­
search i s the Geoffrion-Dyer Interact ive Vector Maximal algorithm. Chap­
ter I I I of t h i s research w i l l d e t a i l the algorithm, thus the fol lowing 
w i l l be a descr ipt ion of i t s development. The early theore t i ca l work by 
Geoffrion (27) has previously been, d iscussed. Geoffrion and Hogan (29) , 
in 1972, formalized an algorithm and applied i t to two- level organizations 
with mult iple o b j e c t i v e s . An overa l l objec t ive function of the dec i s ion 
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maker's u t i l i t y function i s optimized without e x p l i c i t knowledge of the 
funct ion. Marginal rate of subs t i tu t ion indi f ference tradeoffs between 
o b j e c t i v e s , i n t e r a c t i v e l y developed by the dec i s ion maker, are transformed 
into point gradients of h i s u t i l i t y funct ion. These are maximized, sub­
j e c t to region d e f i n i t i o n cons tra in t s , to product an optimal d i rec t i on 
vec tor . The dec i s ion maker then s e l e c t s an optimal so lut ion along t h i s 
vec tor . Linearity i s not a requirement in objec t ives or cons tra in t s . 
Dyer (21) adapted the algorithm to Interact ive Goal Programming. 
Nonlinear functions were appl icable to the algorithm but Dyer cautioned 
that h i s adaptation, " . . . can be expected to provide an optimal so lu t ion 
to the mult iple c r i t e r i a problem only in r e s t r i c t i v e spec ia l c a s e s . " He 
found value in the i n s i g h t s and a l t e r n a t i v e s which the algorithm presented 
to the dec i s ion maker. Garrido (26) , in 1974, a l tered the suboptimization 
portion of t h i s algorithm by u t i l i z i n g LaGrange Mul t ip l i ers in an appl i ca ­
t ion to Multi-Item Inventory systems. 
In December 1972, Geoffrion, Dyer, and Feinberg (28) formalized 
the bas ic algorithm. An a r t i c l e was published d e t a i l i n g the algorithm and 
i t s appl ica t ion to the operation of an academic department. Dyer (19) , in 
1973, published an a r t i c l e describing an ALGOL computer program of the 
algorithm. He displayed output, Figure 16, of the algorithm optimizing 
an automobile purchase dec i s i on . In a l a t e r a r t i c l e (20) , he descr ibes an 
experiment with graduate student subjects knowledgeable in mathematical 
programming, solving the automobile problem with various algorithms. The 
Vector Maximal algorithm received unanimous subject ive praise for ease of 
use and comprehension. Most recent ly , Courtney (17) has drafted a paper 
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A B 
Cost 2150 2100 
HP 108.3 108.3 
MPG 29 27 
Which do you prefer? If you are indifferent, Type I 
A 
A B 
Cost 2150 2100 
HP 108.3 108.3 
MPG 29 28 
















Which do you prefer? If you are indifferent, Type I 
I 
The Tradeoffs are 
Cost - 1 
HP 10 
MPG 33.33 
New Operating Point 
2500 






The vector w 
I Computed "by Frank-Wolfe 
>Algorithm (5) 
Enter Number of Points to See in Step Size-Problem 
• • = 
. 7 
Select a Preferred F Vector from, the Following Rows "> 
2150 108 
on 29 
2208 113. 6 27.58 
2267 118. 9 26.17 
2325 124 
C\J 24.75 
2383 129. 4 23 .33 
244.1 134 7 21.91 
2500 140 20.5 
^"Step-Size" 
determination 
Enter New Point 
2325 124.2 24.75 
If you wish to end iterations, Type 'E. 1 
C 
Enter Desired Perturbations 
-100 10 2 
.k+1 
Otherwise, Type ' C. 
Af k+1 
Figure 16. Sample Output From the VM (Vector Maximal) Program. 
From Dyer (19) 
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applying the algorithm to c a p i t a l appreciat ion and income p o r t f o l i o 
s e l e c t i o n . 
This brief survey of mult ip le objec t ive optimization has revealed 
a majority of e f for t on the l inear problem. The work of Geoffrion and 
Dyer stands out in the nonlinear problem area. U t i l i z a t i o n of the In ter ­
a c t i v e Vector Maximal algorithm would al low par t i c ipa t ion of the mi l i tary 
dec i s ion maker i n the optimization process . His m i l i t a r y experience and 
expert i se would be u t i l i z e d in making control led marginal rate of sub­
s t i t u t i o n d e c i s i o n s . After an optimal d i rec t i on i s determined, the m i l i ­
tary dec i s ion maker would perform the un i -d i rec t iona l search opt imizat ion. 
In t h i s a l l i a n c e between mi l i tary dec i s ion maker and mathematical program­
ming, the "black box" f ixed so lut ion syndrome i s a l l e v i a t e d i f not e l i m i ­
nated. Since a l l a l t e r n a t i v e s are presented to the dec i s ion maker in the 
dependent response space rather than the independent var iable space, a 
multitude of a l t ernate so lu t ions are considered. An appl icat ion of the 
Geoffrion-Dyer Interact ive Vector Maximal algorithm to mult ip le response 
surface optimization would seem to generate favorable dividends. I t i s 
in that d i rec t ion which t h i s research w i l l now proceed. 
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CHAPTER I I I 
DEVELOPMENT OF AN OPTIMIZATION METHODOLOGY 
The Frank-Wolfe Linear Approximation Algorithm 
The theore t i ca l bas i s of the Geoffrion-Dyer Interac t ive Vector 
Maximal algorithm i s the Frank-Wolfe Linear Approximation algorithm. 
Development of a methodology involving the l a t t e r algorithm must there­
fore begin with the former. The Frank-Wolfe algorithm (69) so lves the 
nonlinear programming problem 
Max f ( x ) 
S. T. Ax £ b (3 .1) 
x>0 
by means of l inear approximations. The l inear approximation to f (y_), 
"L 
I r 
where v_ i s a so lu t ion to Equation 3 . 1 , at the f e a s i b l e point x i s f (y_) 
where 
fL<Z> = f O O + V f < 5 k ) t ( 2 r - x k ) . (3 .2) 
The algorithm seeks to maximize the l inear approximation of the objec ­
t i v e function within the constraint s e t . By subs t i tu t ion of Equation 
3 . 2 , Equation 3.1 becomes 
Max f ( x k ) + Vf (3 .3) 
S. T. Av_ <_ b̂  
1 1 0 . 
46 
k 
Futher s impl i f i ca t i on i s poss ib le by r e a l i z i n g that x i s a f ixed f eas i ­
b le point throughout an i t e r a t i o n of the algorithm, rendering several 
terms in the ob jec t ive function constant . 
The f i n a l form of Equation 3 .3 i s 
Max Vf ( x ^ ^ x 
(3 .4) 
S.T. Ay_ <_ b 
The optimum ^ of Equation 3.4 i s constrained to be f e a s i b l e and i s the 
maximum of the l inear approximation of the or ig ina l ob jec t ive funct ion. 
k k k 
An improved value of f should l i e on a d i r e c t i o n d_ from x to i 
d k = z k - x k . (3 .5) 
A un i -d i rec t ion search i s therefore conducted along 
x k + T ( x k - x k ) 0 <^ T <_ 1 (3 .6) 
k + 1 
to y i e ld an improved and f e a s i b l e x for the next i t e r a t i o n of the 
algorithm. The algorithm terminates at so lu t ion point x* i f _y_*, the 
k 
so lu t ion to Equation 3.4 where x = x_*, implies 
Vf(x*) 1 1 ^*-^*) 1 0 * ( 3 - 7 > 
By subst i tu t ing Equation 3.5 into 3.7 i t i s seen that x* s a t i s f i e s the 
Kuhn-Tucker condit ions that are necessary for opt imal i ty . Farkas'Lemma 
(69) s t a t e s that 
q f cx <_ 0 (3 .8) 
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for a l l x such that Ax <_ 0 i s equivalent to the statement that there 
e x i s t s _u _> 0 such that 
q + Afcu = 0. (3 .9) 
In Equation 3 . 4 , 
A X 1 b -> Av_-b <_ 0, (3 .10) 
thus 
V(Ax-b) <_ 0. (3.11) 
Substi tut ing Equation 3.7 and 3.11 into 3.8 y i e l d s t h i s vers ion of 3 . 9 : 
Vf(x*) + V (Ay_-b)u- 9. (3.12) 
which are the Kuhn-Tucker condit ions necessary for opt imal i ty . 
Zangwill (69) proves the fol lowing Convergence Theorem for a non­
l inear programming problem: 
Let the p o i n t - t o - s e t map A:V •*• ^determine an algorithm that given 
at point Z'eV generates the sequence {z_ } ^. Also l e t a so lu t ion s e t 
fiCV be given. 
Suppose k 
(1) A l l points are in a compact s e t XCV. 
(2) There i s a continuous function Z:V -> E 1 such that: 
(a) i f z_ i s not a s o l u t i o n , then for an yeA(z) 
Z(x) > Z(z) 
(b) i f z i s a so lu t ion , then e i ther the algorithm terminates 
or for any j z k ( z ) 
Z(y_) > Z(z) 
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and 
(3) The map A i s c losed a t z i f z i s not a so lu t ion . 
Then e i ther the algorithm stops a t a so lu t ion , or the l i m i t of any 
convergent subsequence i s a s o l u t i o n . 
The foregoing Frank-Wolfe algorithm w i l l now be shown to be convergent 
(69) . An assumption must be made that f i s continuous and d i f f e r e n t i a b l e 
and that the f e a s i b l e region i s compact. Compactness i s equivalent to 
assuming that the f e a s i b l e region i s c losed and bounded. By t h i s second 
k k 
assumption part (1) of the Theorem i s proved s ince x i s f e a s i b l e , _y_ i s 
f e a s i b l e , and any point on a s tra ight l i n e between them i s f e a s i b l e . 
To prove part (2a) , assume that x 1 i s not a so lu t ion . Then J.et _y_f 
k 
be the so lu t ion to Equation 3.4 with x = x.' • Since x' i s not a so lu t ion 
Equation 3.7 becomes 
But Equation 3.13 s t a t e s that d/ i s an improving d i rec t ion for f. Let w 
be a point on d/ within Equation 3 . 6 . Then 
Part (2b) c l e a r l y holds i f z = x and Z(z) = f ( x ) . 
The f i n a l step in e s tab l i sh ing convergence of the algorithm i s 
proof of part (3) of the Theorem. Let 
V f ( x ' ^ ^ ' - x / ) > 0. (3.13) 
f(w) > f ( x T ) (3.14) 




Subst i tut ion of Equations 3.15 and 3.16 into 3.5 y i e l d s 
V OO 0 0 0 0 , 
Z + Z = A -x (3.17) 
The algorithmic map i s separated into two maps, D which determines the 
k + 1 
improving d i r e c t i o n , and M which c a l c u l a t e s x given the improving 
d irec t ion: 
A = MD (3.18) 
The map M was shown to be c losed in the proof of part ( 1 ) . To prove D 
0 0 
i s c losed , i t i s s u f f i c i e n t to show that v_ so lves Equation 3.4 where 
0 0 CO 0 0 0 0 
x - x . Then s ince d = _y_ - x > 
(x , d_ ) eD(x ) . 
o o £̂ lc 
Since y_ i s one jv_ , i t i s f e a s i b l e . By d e f i n i t i o n of y_ 
V f f e V ^ - x V > V f ( x V ( £ - x k ) (3 .19) 
for any f e a s i b l e _y_. Taking the l i m i t of Equation 3.19 as k 0 0 y i e l d s 
co f- o o o o o o f o o 
Vf(x ) C ( Z - x ) >_ Vf(x ) (z-x ) , (3 .20) 
o o o o 
which s t a t e s that y_ so lves Equation 3.4 for x - x s ince Equation 3.20 
i s true for a l l f e a s i b l e y . The map D i s thus c losed . Zangwill (69) has 
proven a theorem which s t a t e s that i f maps M and D are c losed in Equation 
3 .18 , map A i s c losed . This completes the proof of convergence. Wolfe 
(67) has done further work to e s t a b l i s h upper and lower bounds on the 
rate of convergence of the Frank-Wolfe algorithm. 
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The Geoffrion-Dyer Interact ive Vector Maximal Algorithm 
The development and t h e o r e t i c a l bas i s of the Interact ive Vector 
Maximal algorithm have now been discussed. The fol lowing w i l l be a 
deta i l ed descr ipt ion of the algorithm ( 1 , 1 9 , 2 0 , 2 8 , 2 9 ) . The mult ip le 
object ive optimizat ion problem can be stated as 
Max U . [f ( x ) , f 9 ( x ) , . . . , f (x) ] (3.21) 1 i r 
S. T. xeX 
where f_̂ , i = l , 2 , . . . , r , are d i s t i n c t objec t ive funct ions , X i s the f e a ­
s i b l e dec i s ion var iable space, and U i s the dec i s ion maker's u t i l i t y 
function defined on the range of f. The u t i l i t y function U and each f^ 
i s assumed to be concave and continuously d i f f e r e n t i a b l e , and U i s increas ­
ing in each f . If some f^ are convex, that i s , u t i l i t y decreases for 
an increase in f^, then a change of s ign for that f^ w i l l be required. 
The space X i s assumed to be convex and compact. 
Equation 3.21 can be solved by the Frank-Wolfe algorithm as f o l ­
lows: 
Step 0. Choose an i n i t i a l f e a s i b l e so lu t ion x zX. Let k = 1 . 
k 
Step 1. Determine an optimal so lu t ion ^ of the d i r e c t i o n f inding 
problem. 
Max VxU [ f x ( x k ) , f 2 ( x k ) , . . . , f r ( x k ) ] ' Z (3 .22) 
S. T. _y_eX 
„k k k Let d_ = -x . 
k 
Step 2. Determine an optimal so lut ion t of the s t e p - s i z e prob­
lem 
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Max U [ f - ( x k •+ t d k ) , f 0 ( x k ' . + t d k ) , . . . , f ( x k + t d k ) ] (3.23) 
L Z T 
0 < t < 1 . 
i f the so lut ion i s optimal, terminate. Otherwise l e t 
k +1 k ^ _k x = x + td , 
k = k + 1, 
(3.24) 
and return to Step 1. 
The Frank-Wolfe algorithm was chosen for i t s computational s i m p l i c i t y , 
i t s we l l es tabl i shed convergence discussed e a r l i e r , and i t s rapid i n i t i a l 
rate of convergence as discussed by Amor ( 2 , 1 9 ) . 
An immediate d i f f i c u l t y in. t h i s procedure i s the n e c e s s i t y of 
quantifying the gradient of the dec i s ion maker's u t i l i t y function in 
Equation 3 .22 , By appl icat ion of the chain r u l e , 
yj p1(xk).f2(xk) f r ( i k ) ] = Z ( f r ) \ f i ^ k ) (3-25) 
ft) 
[ k ~ k k i k 
f^(x ),f2^— ) » * ' * » r r ( x _ ) » a n d V x ^i^— ^ i s t n e S r a d i e n t ° f f i evaluated 
k 
where [ -î r ) i s the i th p a r t i a l der ivat ive of U evaluated at the point 
( 
at x . By subs t i tu t ion of Equation 3 .25 , 3.22 becomes 
Max i ^ V i . ^ <3 .2« ) 
S. T. j_ e X . 
Except for the p a r t i a l der iva t ive s of U, the quant i t i e s in Equation 3.26 
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are known. The so lut ion of Equation 3.26 i s not af fected by m u l t i p l i c a ­
t ion of the objec t ive function by a sca lar . Thus the objec t ive function 
/ A N Nk V 3 FI/ " 
can be mult ip l ied by the p o s i t i v e rec iprocal of a ( ) . As a s tan-
k 
dard convention, I I i s u t i l i z e d . The or ig ina l vector 
(3.27) 
i s co l inear with the new vector 
/ I . / , A U / A F 2 \ \ J n / n \ (3.28) 
The components of Equation 3.28 are termed the marginal rates of 
subs t i tu t ion between f̂  and f^»i = 2 , 3 , . . . , r , that i s the preferred trade­
o f f s between objec t ive 1 and objec t ive i . There are several methods 
ava i lab le to obtain the tradeof f s . The method u t i l i z e d in t h i s research 
i s the ordinal comparison method, that i s , "I prefer A to B." This 
method has been shown to be superior to the other methods (20) . I n i t i a l 
k 
perturbations of Af^, i = l , 2 , . . . , r , are obtained from the dec i s ion 
maker. These perturbations are obtained i n a d i rec t i on favorable to the 
dec i s ion maker, thus s a t i s f y i n g the need of s ign determination for f_̂  
discussed e a r l i e r in the i n i t i a l assumptions. The f i r s t perturbation, 
Af^ i s the reference perturbation. 
k 
The dec i s ion maker i s presented with two v e c t o r s , A being f^te ) , 
i = l , 2 , . . . , r , and B being ( f k + Af k , f k , . . . , f k__ 1 > f k - A f k , f k + 1 , . . . , f k ) . 
k 
If the dec i s ion maker prefers B, Figure 1 7 ( a ) , Af^ i s doubled. This i s 
k 
repeated u n t i l A i s preferred. If A i s preferred, Af^ i s halved. This 
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i s repeated u n t i l B i s preferred. After poss ib ly several i t e r a t i o n s of 
t h i s procedure, the dec i s ion maker i s ind i f ferent to the ordinal com-
k* 
parison presented and Af^ i s determined, Figure 17(b) . This procedure 
k* 
i s repeated u n t i l a l l Af^ , i = 2 , 3 , . . . , r , are determined. 
One a l ternate method of determining the tradefoof i s to simply ask 
the dec i s ion maker what change in the f i r s t objec t ive value would exact ly 
compensate a given change in each of the other objec t ive va lues . Another 
method would be to place the objec t ive function values 1 and i on axes of 
a graph and designate the current so lu t ion point . A reference point i s 
then chosen and the dec i s ion maker trades off movement on one a x i s 
against the other . Probably the l e a s t des irable method would be to ob­
ta in a range of tradeoff values from the dec i s ion maker, and so lve the 
d i rec t ion finding problem with a l l values g iven. The dec i s ion maker would 
then choose a so lut ion from the several generated s t e p - s i z e problems. I t 
has been shown that the algorithm w i l l converge even though errors are 
made in the determination of the tradeoffs as long as the errors decrease 
with each i t e r a t i o n (28) . This i s not unreasonable to assume s ince each 
i t e r a t i o n w i l l educate the dec i s ion maker in the impl icat ions of h i s 
tradeof fs . 
After the tradeoffs are determined, the approximation i s made 
BU/3 f k Af k 
w, = — £ * — £ , i = l , 2 , . . . , r . (3 .29) 
1 3U/3 f* Af* 
By subs t i tu t ion of Equation 3 .29 , 3.36 becomes 
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Max W k t - V x f i ( - k ) ' £ 
roax w vx i (3.30) 
S. T. v_ e X 
of which a l l quant i t i e s except v_ are known. Equation 3 .22 , and therefore 
Step 1 of the Frank-Wolfe method, can now be solved. Step 2 i s solved 
by presenting the dec i s ion maker with a l t e r n a t i v e s 
f ( x k + t d k ) 0 <_ t ± 1 . (3.31) 
By choosing h i s preferred a l t e r n a t i v e from Equation 3 . 3 1 , the dec i s ion 
maker so lves 3 .23 . He i s then allowed to return to Step 1 or terminate 
the algorithm. 
The Interact ive Vector Maximal Algorithm i s now seen to be: 
k = 1. 
Step 0. The dec i s ion maker chooses an i n i t i a l point x^eX. Let 
k 
Step 1 ( a ) . The dec i s ion maker a s s e s s e s h i s tradeoff weights w^. 
k 
(b) . Compute the optimal so lu t ion v_ of Equation 3 .30 . 
„k k k Let <1 = v_ - x . 
k 
Step 2. The dec i s ion maker chooses an optimal t to Equation 3 . 3 1 . 
If the dec i s ion maker i s s a t i s f i e d , terminate. Otherwise proceed as in 
Equation 3 .24 . 
I t i s important to r e a l i z e that the dec i s ion maker views the ent i re prob­
lem in objec t ive value space rather than in the more confusing dec i s ion 
var iable space. He i s making tradeoffs of objec t ives with no d i s t r a c t i o n s 
from the dec i s ion v a r i a b l e s . He i s a l so seeing a multitude of a l ternate 
so lut ions as he progresses through the procedure. This i s an educational 
process for the dec i s ion maker in the impl icat ions of h i s tradeoffs a-
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mong o b j e c t i v e s . There i s no requirement for the dec i s ion maker to be 
famil iar with mathematical programming. I t was shown e a r l i e r that the 
algorithm converges to an optimal so lu t ion . The dec i s ion maker may sub­
j e c t i v e l y terminate the algorithm once he f e e l s further i t e r a t i o n s would 
y i e l d minimal improvement. 
Adaptation of the Interact ive Vector Maximal Algorithm to the 
Optimization of Multiple Response Surfaces 
Adaptation of the Interact ive Vector Maximal Algorithm to the 
optimization of mult iple response surfaces must begin with an examination 
of the algorithm's assumptions. U t i l i t y theory shows that the majority of 
u t i l i t y functions are concave and continuously d i f f e r e n t i a b l e . Most 
mult iple response problems constrain the independent design var iab les in 
one of three ways. F i r s t the var iab les may be given range constra ints 
such as 
a± <_ x± <_ b± i = 1 , 2 , . . . ,k . (3 .32) 
These constra ints are of course s tra ight l i n e segments and describe a 
convex, compact s e t . A second a l t e r n a t i v e would be 
x. + x. < b . . i , j = 1 , 2 , . . . , k . (3.33) 
i j - i j 
These are a l so s tra ight l i n e segments and s a t i s f y the assumption. The 
third constraint d e f i n i t i o n would be 
r 
£ x i = b * (3 .34) 
i - 1 
These constra ints describe a sphere which i s convex and compact. 
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The assumption which i s v io la ted concerns the concavity or convex­
i t y of f^, the response funct ions . As discussed in Chapter I I , and p i c ­
tured in Figures 6 and 7, a second order response function can take 
various shapes. For ease of in terpre ta t ion , the two var iable case w i l l 
be discussed though the d i scuss ion appl i e s to surfaces of more than two 
var iab le s . If the response surface i s a pure maximum or minimum, the 
assumptions are s a t i s f i e d . If the surface i s a saddle system, l o c a l and/ 
or a l t ernate optima might e x i s t . In t h i s case the algorithm i s performed 
by choosing a l t ernate s tar t ing po in t s , x_\ a n d proceeding to an optimum 
point in each case . A thorough procedure would be to s tar t from each ver ­
tex of the constraint space and from the o r i g i n . Experience with the 
surface may d i c t a t e fewer s tar t ing p o i n t s . The surface optimum would be 
the optimum of the l o c a l optima. 
The ex i s tence of a r idge system a l so requires a l t e r a t i o n of the 
algorithm. As long as the dec i s ion maker's usual tradeoffs lead to 
k 
improvement, the algorithm proceeds normally. If the current x. l i e s on 
the down slope of the r idge , normal tradeoffs w i l l lead to unsat i s fac tory 
a l t e r n a t i v e s in the s t e p - s i z e problem. At t h i s point the dec i s ion maker 
k 
should reverse the sign of h i s £f^ perturbation and the algorithm w i l l 
k 
bring him back up the r idge to an improved point . If the current x l i e s 
on the cres t of the r idge , neither s ign of usual perturbations w i l l lead 
to improvement. At t h i s time the dec i s ion maker must jud ic ious ly adjust 
the sign and magnitude of h i s perturbations u n t i l a d i f f erent search 
d irec t ion i s generated. This i s not d i f f i c u l t i f the in terac t ive program 
disp lays the c o e f f i c i e n t s of Equation 3 .30 . The program developed for 
t h i s research d i sp lays these c o e f f i c i e n t s and o f f er s another method of 
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solving t h i s problem. In the nonlinear constraint vers ion of the program, 
the dec i s ion maker obtains these c o e f f i c i e n t s from the main program, 
terminates the main program and optimizes the suboptimization problem 
with another program, then returns to the main program. Upon returning 
to the main program, he could input a new search d i rec t ion to move the 
k 
current x off the cres t of the r idge . The presence of a semi-trained 
analyst might be required but the procedure i s not d i f f i c u l t . Once an 
k 
x, not on the cres t i s reached, usual perturbation may again be u t i l i z e d . 
Application of the algorithm to representat ive problems has shown the 
occurance of a current x on the c r e s t of a r idge to be extremely rare . 
The three design var iable constraint d e f i n i t i o n s , Equation 3 .32 , 
3 .33 , and 3 .34 , y i e l d three formulations of Equation 3 .30 . The w^ and 
k 
V f . ( x ) are known and are constants . Thus Equation 3.30 and 3.32 reduce x i — 
to 
r 
Max / c J y . 
i = 1 (3.35) 
S. T. a± <_ y± <_ b ± i = 1 , 2 , . . . ,r 
k*.,, , , k. where c_ = w ^X^(2E. ) • Equation 3.35 can be solved by d i r e c t s u b s t i t u ­
t i o n . If c_£ i s p o s i t i v e , then s e t at i t s upper bound, b^. If c^ i s 
negat ive , s e t y_̂  at i t s lower bound, a^. Constraints of the type Equa­
t ion 3.33 y i e ld 
r 
Max X c±y± 
. i - 1 < 3 - 3 6 > 
S. T. Ax < b . 
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This i s the c l a s s i c l inear programming problem and can be solved by the 
simplex method. Constraints such as Equation 3.34 y i e ld 
r 
Max ] T c ± y ± 
i = 1 (3 .37) 
r 
i = 1 
This research used the Bazaraa Cycl ic Coordinate Algorithm for Optimizing 
Penalty Functions computer program (5) to so lve Equation 3.37. 
The i n t e r a c t i v e opt imizat ion algorithm was programmed in FORTRAN 
for use on a CDC computer through two programs, l i s t e d in Appendix D. 
The f i r s t program i s u t i l i z e d for data input. As can be seen from an 
example run in Figure 18, the dec i s ion maker responds to i n t e r a c t i v e 
quest ions . The only ana lys i s required i s to compute gradients of the 
response funct ions . The upper and lower bounds of x^ are defining the 
region of experimentation u t i l i z e d for the second order model and thus 
must coincide for a l l response funct ions . An example of the i n t e r a c t i v e 
optimization program i s shown in Figure 19. The c o e f f i c i e n t s mentioned 
as a ids in ridge problems are seen between the tradeoffs and the new 
dec i s ion vector . 
Application of the Methodology to Multiple Response Surface Problems 
This s ec t ion w i l l examine the appl icat ion of the adapted Inter ­
a c t i v e Vector Maximal algorithm to the mult iple response surface problems 
u t i l i z e d by F i e l d s . These problems were previously solved by Myers and 
Carter and Umland and Smith as discussed in Chapter I I . I t must be r e -
INPUT NUMBER OF RESPONSE EQUATIONS 
? 2 
INPUT NUMBER OF INDEPENDENT VARIABLES (X"S) 
? 3 
INPUT INITIAL VALUE OF INDEPENDENT VARIABLES VI TH . AND 
? 2 . , - 2 . * - l . 
INPUT COEFFICIENTS OF RESPONSE EQUATION 1 
? - 7 . 2 3 * - 7 . 76* - 1 3 . 1 1* 0 . * 0 . * - 13 . 68* - 18 . 9 2 * 0 . * 0 . * - 14 . 68 * 0 
? 0 . * 0 . * 0 . * 0 . , 9 . 24* 6. 36* 5 . 22* 0 . , 0 . , 6 5 . 39 
INPUT COEFFICIENTS OF RESPONSE EQUATION 2 
? 5 . 25* 5 . 6 2 * 4 . 2 2 * 0 . * 0 . * 8 . 74* 2 . 23* 0 . * 0 . * 3 . 78 * 0 . * 0 . * 0 . * 0 . 
? 0 . * 4 . 6 5 * 8 . 3 9 * 2 . 5 6 * 0 . * 0 . * 5 6 . 4 2 
INPUT RESPONSE EQUATION NAMES IN GROUPS OF TEN LETTERS 
AND SPACES* RIGHT JUSTIFIED* ONE PER LINE 
? MAX 
? MIN 
INPUT COEFFICIENTS OF GRADIENT F IX 1 
? - 1 4 . 4 6 * - 1 3 . 6 8 * - 1 8 . 9 2 * 0 . * 0 . * 9 . 2 4 
INPUT COEFFICIENTS OF GRADIENT F IX 2 
? - 1 3 . 68* - 1 5 . 52* - 1 4 . 68* 0 . * 0 . * 6. 3 6 
INPUT COEFFICIENTS OF GRADIENT F IX 3 » 
? f -18 .92* - 1 4 . 6 8 * - 2 6 . 22* 0 . * 0 . * 5 . 22 
INPUT COEFFICIENTS OF GRADIENT F IX 4 
? 0 . * 0 . * 0 . * 0 . * 0 . * 0 . 
INPUT COEFFICIENTS OF GRADIENT F I X 5 
? 0 . * 0 . * 0 . * 0 . * 0 . * 0 . 
INPUT COEFFICIENTS OF GRADIENT F 2X 1 
? 10 . 5 * 8 . 74* 2 . 32*.0 .* 0 . * 4 . 65 
INPUT COEFFICIENTS OF GRADIENT F 2X 2 
? 8 . 74* 1 1 . 2 4 * 3 . 78 * 0 . * 0 . * 8 . 39 
INPUT COEFFICIENTS OF GRADIENT F 2X 3 
? 2 . 3 2 , 3 . 7 8 * 8 . 4 4 * 0 . * 0 . * 2 . 56 . 
INPUT COEFFICIENTS OF GRADIENT F 2X 4 
? 0 . * 0 . * 0 . * 0 . * 0 . * 0 . 
INPUT COEFFICIENTS OF GRADIENT F 2X 5 
? 0 . * 0 . * 0 . * 0 . * 0 . * 0 . 
INPUT REGION OF INTEREST BOUNDARY DEFINITION* I FOR 
INTEGER* L FOR LINEAR* OR N FOR NONLINEAR 
? I 
INPUT LOVER AND UPPER BOUNDS OF XI 
? - 2 . 5 * 2 . 5 
INPUT LOwER AND UPPER BOUNDS OF X2 
? - 2 . 5 * 2 . 5 
INPUT LOWER AND UPPER BOUNDS OF X3 
? - 2 . 5* 2 . 5 
. 2 1 4 CP SECONDS EXEQUTION TIME 
Figure 18. Example of Data Input Computer Program. 
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I •Jr",TTT n E n T T , R B A T I 0"J OF FC 1 ) , IN FAVO RA3L E DIRECTION 
? . 1 
IM^UT PERTURBATION OF FC 2 ) , IM F A V O R A B L E DI RECTI 014 
? .5 
A L 
P( VICTORY) . 6 4 6 0 3 . 74600 
ECBTL RDS) 1.59400 * 1.09400 
TRJG H P S 55. 9 2 2 6 0 55.92260 
TRJG RDS 76. 2 5 0 0 0 76. 25000 
TRMG COST 6 3 7 3 . 0 0 0 3 0 68 7 3. 0 0 0 0 0 
•7 HI CH DC Y O U PREFER. IF YO U. A R E IN DI FFEREM.T T Y P E I. 
? I 
I M ^ U T P E R T U R B AT I ON OF FC ' 3) , IM F A V O R A B L E DIRECTION 
? r 5. 
A B . 
PC V I C T O R Y ) ' . 6 4 6 0 0 . 74600 
ECBTL RDS) 1. 5 9 4 0 0 1. 59400 
TRMG H P S ' 55. 9 2260 60. 9 2260, 
T.FWG RDS 76. 2 5 0 0 0 76. 25000 
TRMG COST 637 3. 0 0 0 0 0 63 73. 00000 
W H I C H DO Y O U PREFER. ' IF Y O U A R E I M DI FFEREN T T Y P E I . 
? I 
I N P U T PERTURBATION OF FC 4 ) , IN F A V O R A B L E DIRECTION 
? - 5 . 
A B 
P C V I C T O R Y ) . 6 4 6 0 0 .74600 
ECBTL RDS) 1. 5 9 4 0 0 1. 59430 
TRNG H P S 55. 9 2 2 6 0 55. 9 2260 
TRIG RDS ' 7 6 . 2 5 0 0 0 3 1. 25000 
TRoJ G COST 6373. 0 0 0 0 0 6373. 00000 
U H I C H DO Y O U PREFER. IF Y O U A R E IU DI FFERENT TYPE I • 
? I 
"I M R U T PERTUR3ATI ON OF FC 5 ) , IN F A V O R A B L E DI RECTI OM 
? - 530. 
. . A - 3 
n C VICTORY) • . 6 4 6 0 0 - .74630 
ECBTL RDS) 1. 5 9 4 0 0 1. 59400 
TRIG H P ? 55. 9 2260 55.9 2260 
TRNG RDS 76. 2 5 0 0 0 76. 25000 
TRMG" COST _6373. 0 0 0 0 0 7373. 00000 •.-
UHICH DO Y O U PREFER.' IF Y O U A R E I N D I F F E R E N T T Y P E I. 
? I 
Figure 19. Example of Interact ive Optimization Computer Program. 
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T H E TRADEOFFS ARE 
CTO^Y) 1. 0 0 0 0 0 
ECBTL PDS) 1 . 2 0 0 0 0 
TPN G HPS -. 0 2 0 0 0 •• ' 
TPMG PDS - . 0203 3 
TPNG COST 0 0 0 2 0 
.1547774 
.179 768 6 
.15477 74 
.179 763 6 
N EM DECISION VECTOR . 
Y 1 16. 00005) 
V 2 15.00000 
N E>-7 0 ° EPA TIN G POINT 
. 43 600 
1. 0.5000 
13.81030 
1 4 . 4 1660 
1307.99400 
IMPVT M U-1BEP' 0 F POINTS' TO SEE IN STEP SI 2 1 
? 7 




5 5 6 2 
52 32 




1. 2 7 2 2 
1,. 1662 
_ 1. 0 50 0 
55.9 226 
43.9 040 
41. 3 3 5 3 
34. 3667. 
27. 343 1 
20. 829 4 
1 3. 3 103 
76. 2500 
65. 9 4 4 4 
55. 6 339 
4 5. 33 33 
35.0277 
2 4 . 7 2 2 2 
14. 4 1 66 
63 7 3. 0 000 
5945. 499 0 
50 17. 99 3 0 
409 0. 497 0 
3 1 6 2 . 9 9 6 0 
22.35. 49 50 
1 3 0 7 . 9 9 4 0 
IM^UT M T M B E P OF P P E F F E P E D P O I N T 
? 3 
I F YOU. Ml SB TO TEP-11N A T E T Y P E T, OTHERUI SE, T Y P E C 
0 °?IM AL Y 
10.6667 ^f. 3333 
. 256 C n SECONDS E X E C U T I O N TIME 
Figure 19. (Continued) 
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membered that the o r i g i n a l and F i e l d s ' so lut ions were obtained from 
algorithms designed for , and l imited by, a primary and one constraint 
response function. Their so lut ions are supposedly prec i se mathematical 
programming s o l u t i o n s . In solving these problems with the methodology 
of t h i s research, c l o s e approximation to the previous so lu t ions w i l l be 
considered v a l i d a t i o n of the methodology. More prec i se approximations 
could have been obtained with numerous i t e r a t i o n s of the methodology 
and extremely large numbers of s t e p - s i z e a l t e r n a t i v e s to more accurately 
approach the constraint va lues . Such a procedure would have approached 
the numerous i t e r a t i o n s of F i e l d s . The so lu t ions obtained in t h i s r e ­
search are meant to approximate the e f for t which would be expended by a 
dec i s ion maker. I t w i l l be seen that even without extens ive computer time 
or i t e r a t i o n s , the methodology of t h i s research compares favorably with 
the other so lut ion techniques. 
The f i r s t problem ..is the Umland and Smith problem shown in Figure 
10 and with response functions represented by Equations 2.20 and 2 . 2 1 . 
A canonical ana lys i s of Equation 2.20 indicated a s tat ionary point , x^ = 
(2 .25 ,2 .35 ) and eigenvalues X̂  = -7 .38 and \^ = - 2 . 6 1 . This surface i s 
a maximum. Equation 2.21 has a s tat ionary point x^ = (1 .15 , 0.11) and 
eigenvalues X̂  - -10 .99 and X2 - - 3 . 3 9 . This surface i s a l so a maximum. 
The i n i t i a l point was chosen to be x^ of the primary response. Figures 
20, 21, and 22 graph the movement of the algorithm while Table 5 compares 
r e s u l t s . 
The next problem i s the f i r s t Myers and Carter problem given by 
Equations 2.24 and 2 .25 . A canonical ana lys i s of Equation 2.24 yielded 
- ( -8 .08 , 3 .89 , 3 . 8 5 ) , which i s outs ide the constraint region, and 
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Figure 22. Algorithm Movement on Umland and Smith Problem, y £ 95 .0 . 
Table 5. Comparison of Umland and Smith Problem Solut ions . 
Variable Umland 
and Smith 








x l l 1.075 1.082 1.285 
X 12 1.479 1.475 1.343 
y p2 







X 1 2 1.005 1.0056 1.174 
x 2 2 1.316 1.310 1.223 
?p3 







X 1 3 0.965 0.966 1.013 
X 2 3 1.088 1.074 1.058 
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eigenvalues X̂  = - 2 5 . 6 5 , X̂  = - 2 . 6 3 , and X̂  = 0 .18 . This surface i s a 
s l i g h t saddle system with an optimum outs ide the region^of experimenta­
t i on . One must beware of l o c a l optima during the optimizat ion procedure. 
Canonical ana lys i s of Equation 2.25 showed x_ = ( . 5 2 , - 1 . 1 8 , .08) and 
u 
eigenvalues X^ = 10 .55 , \^ - 3 .56 , and X̂  = 0 .98 , which ind icates a 
minimum surface. The algorithm was i n i t i a l i z e d at various s tar t ing 
po in t s . Table 6 d e t a i l s the r e s u l t s of these searches and Table 7 com­
pares the optimum so lut ion with previous r e s u l t s . The l o c a l optima 
found in t h i s research were a l so found in F i e l d s ' i n v e s t i g a t i o n . This 
surface a l so required the use of r idge system procedures during i t s op­
t imizat ion . 
The f i n a l problem i s the Myers and Carter Problem Two described by 
Equations 2 .26, 2 .27 , 2 .28 , and 2.29 and graphed in Figure 14. Canonical 
ana lys i s of Equation 2.26 indicated x^ = ( -3 .72 , 4 .09) and eigenvalues 
X = 1 2 . 5 2 and X„ = 1 .13 . As seen in the Figure, t h i s system i s a minimum 
1 ^ 
with the s tat ionary point outs ide the region of experimentation. Equation 
2.27 has an x^ = ( - . 4 4 , - . 3 1 ) and eigenvalues X^ = - 9 . 9 1 and = 2.55 
which ind icates a saddle system. The constraint of Equation 2 .29 , how­
ever, i s so r e s t r i c t i v e that v i r t u a l l y a l l of the saddle e f f e c t i s e l im­
inated within the f e a s i b l e region. I t i s in t ere s t ing to note that such 
a r e s t r i c t i v e and arbitrary constraint was necess i ta ted by the Myers and 
Carter and F ie lds techniques. U t i l i z i n g the methodology of t h i s research, 
however, a more meaningful constraint such as cos t or production time 
could have been incorporated into the problem formulation. 
The constraint formulation of the Myers and Carter Problem Two r e -
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Table 6. Algorithm Search Resul t s , Myers and Carter Problem One, 
Point X l X 2 X 3 y s 
Starting .52 - 1 . 1 8 .08 
Solution 1.00 - .06 - . 5 2 70.93 64.08 
Starting 2.5 - 2 . 5 - 2 . 5 
Solution 2.02 -1 .17 -0 .69 73.51 64.70 
Starting 2.5 2.5 2.5 
Solution 1.29 - 0 . 3 0 - 0 . 6 1 72.09 64.73 
Starting 0. 0. 0. 
Solution 1.59 - 0 . 6 3 -0 .64 73.03 64.58 
Table 7. Comparison of Myers and Carter Problem One Solutions, 
Variable Myers and Carter F ie lds 
This 
Research 
y 73.66 73.91 73.51 
ip 
y s- 65.22 64.9997 64.70 
x i 2.07 2.13 2.02 
x 2 -1 .15 -1 .25 -1 .17 
X- - 0 . 6 - 0 . 6 2 -0 .69 
3 
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quired the u t i l i z a t i o n of the Cyclic Coordinate Penalty Function subopti-
mization program. The procedure was i n i t i a l i z e d at of y , Figures 
\j s 
23, 24, and 25 trace the i t e r a t i o n so lu t ions of the optimization algorithm. 
Table 8 compares the r e s u l t s of t h i s research with e a r l i e r r e s u l t s . 
In the previously solved problems of t h i s s e c t i o n , a c lo se approx­
imation to past r e s u l t s was obtained by the methodology developed in t h i s 
research. The surfaces optimized were representat ive of mult iple r e ­
sponse surface shapes. Two constraint formulations for the f e a s i b l e r e ­
gion were optimized in two and three var iable problems. Application of 
the adapted Interact ive Vector Maximal algorithm to mult ip le response 
surfaces has increased the p o t e n t i a l i t y of the ir opt imizat ion. The r e ­
s t r i c t i o n of a primary response and one or two constraint responses no 
longer a p p l i e s . Theoret ica l ly sound optimization may now be performed 
on large sca le mult iple response surfaces of various f e a s i b l e region 
constraint d e f i n i t i o n s . In the next chapter, t h i s research w i l l de­
monstrate the methodology on a training problem appl icable to OTEA. 
Table 8. Comparison of Myers and Carter Problem Two Solut ions . 
Variable Myers and Carter F ie lds 
This 
Research 
67.80 67.57 67.78 
88.19 86.81 87.996 
x. 1 .85 .60 .8502 





Figure 23. F i r s t I t era t ion of Myers and Carter Problem Two Optimization. 
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4 5 5 5 
5- _ 4 0 5 . c t - 6 0 
P R I M A R Y 
C O N S T R A I N T 
X. 0 










O V * 
-4 -3 -2 0 
X, 
Figure 25. Final I t e r a t i o n of Myers and Carter Problem Two Optimization. 
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CHAPTER IV 
APPLICATION OF MULTIPLE RESPONSE SURFACE 
OPTIMIZATION TO AN OPERATIONAL TEST PROBLEM 
Introduction to the Problem 
In Chapter I the importance and e f f e c t s of training in operat ion­
a l t e s t i n g was d iscussed. The u t i l i z a t i o n of computer simulation con­
current with an OT was a l so d iscussed. In Chapter I I I a methodology was 
developed to analyze and optimize mult ip le response surfaces . The r o l e 
of the dec i s ion maker in the i n t e r a c t i v e algorithm and the bene f i t s a c ­
crued by h i s par t i c ipat ion were d iscussed . In th i s chapter, computer 
simulation and the methodology of t h i s research w i l l be applied to a hy­
pothet ica l acqu i s i t i on program. 
Subsequent to the cance l la t ion of the c o s t l y Main Batt le Tank 
1970 (MBT70) a c q u i s i t i o n program, the Army began development of the l e s s 
c o s t l y MBT76. As one means of cos t reduction, a l l fac tors of system ef­
f e c t i v e n e s s were considered rather than exc lus ive considerat ion of the 
MBT76 technological c a p a b i l i t i e s . The Project Manager (PM) f e l t that 
crew training could be of utmost importance in overa l l MBT76 combat ef ­
f e c t i v e n e s s . Prior to OT I I , he directed an ana lys i s of the e f f e c t s of 
crew training u t i l i z i n g a computer simulation of a combat s i t u a t i o n i n ­
d i c a t i v e of the European environment. The la ser ranging and o p t i c a l 
tracking of the MBT76 were sophis t icated enough to negate any e f f ec t 
of training on weapon accuracy. Consequently the PM directed that mean 
time to f i r e the f i r s t round, mean time between rounds, and probabi l i ty 
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of sensing be studied as system factors af fected by crew tra in ing . In 
t h i s i n i t i a l s tage , he a l so directed that one scenario , an engagement 
between two tanks in the open at a range of 1000 meters, be analyzed to 
e s t a b l i s h f e a s i b i l i t y of the methodology. This scenario was representa­
t i v e of tank combat in the European theater . 
U t i l i z a t i o n of the AMSAA Tank Duel Simulation 
The MBT76 Analysis Team (AT) used the AMSAA Tank Duel s imulation 
programmed by Mr. Robert Lake. I t i s a low l e v e l , small s c a l e , two-
s ided, determinis t ic model used to simulate brief f i r e engagements be ­
tween two armored v e h i c l e s . The model plays a defending v e h i c l e (MBT76, 
Blue) which i s s tat ionary and f i r e s f i r s t at an attacker (Red) which i s 
f u l l y exposed. The engagement ends when a k i l l occurs or when a time 
l i m i t expires . I t i s programmed in FORTRAN IV for the BRLESC computer. 
Inputs include various p r o b a b i l i t i e s of h i t and k i l l , expected time to 
f i r e rounds, and p r o b a b i l i t i e s of sensing. Outputs include the probabi­
l i t y of v i c tory and expected number of rounds f i r e d . 
The AMSAA Tank Duel Model was wel l sui ted to the AT's needs with 
a few modif icat ions . Planning to use s t a t i s t i c a l a n a l y s i s , the AT r e ­
quired a s tochas t i c s imulat ion. Where the model u t i l i z e d the mean of 
cer ta in probabi l i ty d i s t r i b u t i o n s , the AT decided to input random d e v i ­
a te s from the d i s t r i b u t i o n s . I t was assumed that the random var iab les 
in t h i s model were normally d i s t r ibuted . The means and variances of the 
various inputs , shown in Table 9, were based on OT I and DT I r e s u l t s 
for the MBT76 and best i n t e l l i g e n c e est imates for the Red. After con­
vert ing the model for use on the CDC CYBER 74 computer, as shown in 
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Appendix B, the AT wrote two programs to generate the random d e v i a t e s . 
The f i r s t program, l i s t e d in Appendix A, u t i l i z e d a CDC internal 
random number generator to generate 200 Uniform (0,1) random d e v i a t e s . 
The generator was analyzed by a Chi-square t e s t which showed that at 
a = .11 the random dev iates were U ( 0 , 1 ) . Table 10 shows the d i s t r i b u ­
t ion of the d e v i a t e s . The Chi-square s t a t i s t i c was computed as fo l lows 
(33) 
2 y <°i-V2 
X 0 ^ E. (4 .1) 
1 = 1 x 
2 
to be XQ ~ H ' O . The U(0,1) dev ia tes were then converted to N (0 ,1) de ­
v i a t e s and subsequently to normal random dev iates of the d i s t r i b u t i o n s 
in Table 9. This conversion was accomplished by the wel l known and 
tes ted Fishman Equations (24) , 
1/2 X ' = (-2 logU ) ' c o s 2 i t U 9 1 1 z ( 4 2 ) 
X 2 = (-2 l o g U 1 ) 1 / 2 s i n 2 7 r U 2 , 
where X^ are N (0 ,1) and U^ are U ( 0 , 1 ) . This conversion was accomplished 
by a computer program l i s t e d in Appendix A. A Chi-square s t a t i s t i c of 
2 
XQ = 5.28 was computed for the N (0 ,1) deviates as shown in Table 11 . At 
a = .27 the dev iates are d i s tr ibuted N ( 0 , 1 ) . 
Spec i f i ca t ion of the scenario by the PM allowed cer ta in model 
parameters to be f ixed for a l l t r i a l s of the model. These values are 
shown in Table 12. The time of f l i g h t was based on use of High Explo­
s ive Anti-Tank (HEAT) rounds with a muzzle v e l o c i t y of 3800 f e e t per 
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Table 9. Input Variable Normal Dis tr ibut ions 
BLUE RED 
Input Variable Mean Variance Mean Variance 
P(Hit 1s t Rd) .75 .0025 .60 .0025 
P(Rehit) .85 .0011 .75 .0011 
P(Hit Sensing 1s t Rd Miss) .80 .0011 .7 .0011 
P(Hit Loss of 1 s t Rd Miss) .775 .0017 .625 .0017 
P(Kil] L 1st Rd Hit) .5 .0011 .45 .0011 
P(Ki l l Rehit) .85 .0003 .8 .0003 
P(Ki l l Hit fl Sensing 1st Rd Miss) .5 .0011 .45 .0011 
P(Ki l l Hit O Loss of 1 s t Rd Miss) .5 .0011 .45 .0011 
P(Sensing) .525 .0006 
Time to Fire 1s t Rd (sec) 8.5 .6944 
Time to Fire Subsequent Rd (sec) 10.5 .6944 
Table 10. D i s tr ibut ion of U(0,1) Deviates . 
Interval Observed Expected 
.00 - .05 7 10 .05 - .10 9 10 .10 - .15 10 10 .15 - .20 7 10 .20 - .25 9 10 .25 - .30 12 10 .30 - .35 9 10 .35 - .40 11 10 .40 - .45 6 10 .45 - .50 11 10 .50 - .55 15 10 .55 - .60 11 10 .60 - .65 11 10 .65 - .70 8 10 .70 - .75 9 10 .75 - .80 8 10 .80 - .85 11 10 .85 - .90 15 10 .90 - .95 12 10 .95 -1 .00 9 10 
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Table 11. Dis tr ibut ion of N(0,1) Deviates . 
Interval Observed Expected 
- », - 2.0 2 13.36 
- 2 . 0 , - 1.5 10 
- 1 . 5 , - 1.0 17 18.38 
- 1 . 0 , - 0.5 33 29.96 
- 0 . 5 , 0.0 47 38.3 
0 .0 , 0.5 35 38.3 
0 . 5 , 1.0 30 29.96 
1 . 0 , 1.5 13 18.38 
1 .5 , 2.0 7 8.82 
2 .0 , + «» 6 4.54 
Table 12. Fixed Input Variable Values. 
Input Variable Value 
Engagement Time (sec) 120.0 
Blue Time of F l ight (sec) .86 
Blue Fixed Time to Fire (sec) 7.0 
Range (meters) 1000 
Blue Rd R e l i a b i l i t y .85 
Red Time of F l ight (sec) 1.17 
Red Fixed Time to Fire (sec) 7.0 
Red Rd R e l i a b i l i t y .825 
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second for the MBT76 and 2800 f e e t per second for the Red tank. The 
f ixed time to f i r e var iable accounts for the mechanical ac t ions between 
rounds such as r e c o i l and breech operation. Thus the f i r i n g times 
analyzed by the AT in t h i s demonstration are human act ions such as 
i ssuing a f i r e order, loading the round, and tracking the targe t . A sam­
ple of the model output i s shown in Figure 26. 
Derivation of Multiple Response Surfaces 
The modified AMSAA Tank Duel Model could now be u t i l i z e d by the 
AT for the der ivat ion of mult iple response surfaces . As directed by the 
PM, mean time to f i r e the f i r s t round (£^) , mean time between rounds 
(^2^» a n c * probabi l i ty of sensing were chosen as independent design 
var iables while probabi l i ty of an MBT76 v i c t o r y (y^) and expected number 
of MBT76 rounds f ired (y^) were chosen as the response v a r i a b l e s . Based 
on experience by OTEA and TRADOC in crew performance, r e a l i s t i c ranges 
were chosen for the design v a r i a b l e s . Mean time to f i r e the f i r s t round, 
human ac t ion component, ranged between 30 and 8 seconds. Mean time be­
tween rounds, human component, ranged between 30 and 5 seconds. Probabi­
l i t y of sensing ranged between .0 and . 6 . The Red probabi l i ty of sen­
sing i s somewhat higher s ince the Red round has a lower muzzle v e l o c i t y 
and, consequently, i s eas ier to sense . 
3 
A f u l l 2 experimental design was performed on the AMSAA Model. 
Table 13 d e t a i l s the design and the responses . The values in parentheses 
are the £^ (natural) independent variable values while those outs ide the 
parentheses are the coded values as defined by Equation 2 . 4 . Next the 
AT performed mult iple l inear regress ion on t h i s data using the S t a t i s t i -
A M E E T I N G E N G A G E M E N T B E T W E E N B L U E A N O R E D 
T H E T I K E L I M I T I S 1 2 0 . 0 0 S E C O N D S 
R A N G E I S 1 0 0 0 M E T E R S 
B L U E D A T A I S 8 L U B L U 3 L U 
R E D O A T A I S R E O R E D R E G 
T F L T T T i T S P H I P H H P H S P H L K H 1 K H H K H S < H L P S R E L 
• 8 6 7 . 0 0 2 5 . 0 0 2 5 . 0 0 . 7 8 0 . 8 1 1 . 7 6 ^ . 8 6 7 . * » 9 6 . 8 * » 9 . 5 0 < f . 5 ^ 1 . 1 0 0 . 8 5 
1 . 1 7 7 . 0 0 8*<.<* 1 0 . 3 * * . 6 0 * * « 7 6 2 , 5 6 2 . * » 5 3 . 7 9 5 . * * 6 3 . ^ 6 2 . ^ 9 8 . 8 . 3 
P R O B ( 8 L U E W I N S ) = . 1 3 6 
» R 0 3 ( R E D W I N S I = . 6 5 3 
P R 0 8 ( N 0 D E C I S I O N ) = . 0 1 2 
E ( R O S F O R B L U E ) = . 6 7 3 
E 1 R O S FOR R E S ) = 2 . 3 6 0 
Figure 26. Sample Output From AMSAA Tank Duel Model. 
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cal Package for the Social Sciences (SPSS) regress ion computer program 
(49) discussed in Appendix C. Figure 27 i s the output from the SPSS 
program on the data of Table 13. The top half of the Figure concerns 
while the bottom half concerns y ^ . In the upper r ight quadrant of 
each half i s the ANOVA table for regress ion and res idual error. The 
lower l e f t quadrant contains the regress ion c o e f f i c i e n t s of the indepen­
dent v a r i a b l e s . The fol lowing two response equations are determined 
from Figure 27, 
where y^ i s probabi l i ty of v i c t o r y , y ^ i s expected number of rounds 
f i r e d , x^ i s time to f i r e the f i r s t round, x 2 i s time between rounds, 
and Xg i s probabi l i ty of sensing. An in teres t ing r e s u l t i s that probabi­
l i t y of sensing Over the region of experimentation i s s t a t i s t i c a l l y i n ­
s i g n i f i c a n t . 
The AT performed two further s t a t i s t i c a l t e s t s on the data of 
Table 13 . F i r s t a goodness of f i t t e s t was computed (33) . The res idual 
sum of squares i s separated into two parts , a sum of squares due to pure 
experimental error and sum of squares due to l a c k - o f - f i t , 
. 0 3 7 x 1 - . 0 2 3 x 2 + .002x 3 + .344 
(4 .3) 
.074x^.054x2 + .010x 3 + .697 
s s E = s s p E + SS. LOF (4 .5) 
Sum of square pure error i s ca lculated by 
Table 13 . 2 Design Variable Values, F i r s t Design. 
x l X 2 X 3 y l y 2 
-1 (20) -1 (20) - 1 ( .0) .407 .795 
1 (30) - 1 (20) - 1 ( .0) .341 .738 
-1 (20) 1 (30) -1 ( .0) .347 .709 
1 (30) 1 (30) - 1 ( .0) .307 .581 
- 1 (20) - 1 (20) 1 ( .2) .450 .931 
1 (30) - 1 (20) 1 ( .2) . 304 .612 
- 1 (20) 1 (30) 1 ( .2) .356 .721 
1 (30) 1 (30) 1 ( .2) .310 .637 
0 (25) 0 (25) 0 ( .1) .318 .629 
0 (25) 0 (25) 0 ( .1) .301 .576 
0 (25) 0 (25) 0 ( .1) .342 .729 
0 (25) 0 (25) 0 ( .1) .329 .739 
0 (25) 0 (25) 0 ( .1) .371 .690 
0 (25) 0 (25) 0 ( .1) .336 .673 
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Figure 27. SPSS Multiple Linear Regression of F ir s t Design. 
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n 2 n 2 
S S P E = Z yl±- Z y c i ( 4 . 6 ) 
i = 1 . i 
1 = 1 
n 2 
where y . are observations at the center point and n 0 i s the number of 
J c x
 r 2 
center po in t s . Since res idual sum of squares i s given by SPSS and sum 
of squares pure error i s computed by Equation 4 . 6 , sum of squares lack-of 
f i t c a n be computed from 4 . 5 . An F t e s t s t a t i s t i c i s then computed by 
F„ = SS / (n -p -n -1 ) ~ F(n-p-n - l ) , n (4 .7) 0 LQF e e e 
S S P E / n e 
where n i s t o t a l number of observat ions , p i s the number of v a r i a b l e s , 
and 
m 
n e = Z < V 1 ) ( 4 * 8 ) 
i = 1 
where m i s the number of d i f f erent var iable l e v e l s and p^ i s the number 
3 
of observations at each l e v e l . For the f i r s t 2 design F „ = 1.86 and 
y i 
and F_^ = 1 . 4 6 , nei ther of which are s i g n i f i c a n t at the a = .10 l e v e l . 
y2 
Therefore the f i t of Equations 4 .3 and 4.4 i s s a t i s f a c t o r y . 
The f i n a l t e s t was to e s t a b l i s h a confidence in terva l about the 
mean predicted responses at the center point of the des ign. The desired 
confidence in t erva l s are computed by (33) 
83 
y c - t a / 2 f n 9 - l J = , ± i y c + t a / 2 , n 2 - l = i (4 .9) 
2 V n 2 2 
where 
n 2 
s 2 - X) (y c i-y c) 2/(v 1 ) ( 4 , 1 0 ) 
i = I 
and 
n 2 
y c = Z y c i / n 2 . (4.11) 
1 = 1 
The fol lowing are 90% confidence in t erva l s for the values of the mean 
predicted responses at the center point of the f i r s t design: 
Probabi l i ty of Victory; .314 <_ . y y x <_ .352 (4.12) 
Expected Number of Rounds; .622 <_ uy 2 <_ .724 . (4.13) 
Next the AT performed a s teepes t ascent a n a l y s i s , s tar t ing from 
the center point , and proceeding in d i rec t i ons determined by Equations 
4 .3 and 4 . 4 . Table 14 shows the r e s u l t s of t h i s opt imizat ion. The new 
3 
center point for the next 2 design i s £^ = 10 .0 , £ 2 = 15.67 - 1 6 . 0 , and 
£g = .115. Table 15 and Figure 28 show the r e s u l t s of t h i s second design. 
The f i t t e d response equations for t h i s design are 
y 1 = - . 0 2 5 x ^ . 0 3 2 x 2 " . 010x 3 + .525 (4.14) 
y 2 = - . 0 4 3 x 1 - . 1 1 2 x 2 - . 0 3 1 x 3 + 1.158 . (4.15) 




A - 1 . 0 - . 6 2 2 .001 
Base 25.0 25.0 .1 .333 
+5 A 20.0 21.89 .105 .357 
+10A 15.0 18.78 .11 .425 
+15A 10.0 15.67 .115 .601 
+16A 9.0 15.05 .116 .557 
+17A 8.0 14.43 .117 .549 
Table 15. 2 Design Variable Values, Second Design. 
x l X 2 X 3 y i y 2 
-1 (8) - 1 ( I D -1 (0) .593 1.190 
1 (12) - 1 ( I D - 1 (0) .491 1.146 
-1 (8) 1 (21) -1 (0) .520 1.093 
1 1 (12) 1 (21) -1 (0) .528 1.082 
-1 (8) - 1 ( I D 1 ( .24) .610 1.499 
1 (12) -1 ( I D 1 ( .24) .535 1.251 
- 1 (8) 1 (21) 1 ( .24) .480 1.028 
1 (12) 1 (21) 1 ( .24) .438 0.984 
0 (10) 0 (16) 0 ( .12) .577 1.186 
0 (10) 0 (16) 0 ( .12) .528 1.107 
0 (10) 0 (16) 0 ( .12) .510 1.168 
0 (10) 0 (16) 0 ( .12) .514 1.206 
0 (10) 0 (16) 0 ( .12) .492 1.110 
0 (10) 0 (16) 0 ( .12) .518 1.163 
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Figure 28. SPSS Multiple Linear Regression of Second Design. 
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Again i t i s noted that probabi l i ty of sensing i s not s t a t i s t i c a l l y s i g n i ­
f i c a n t . Goodness of f i t computations for t h i s data are F „ = 2.11 which 
y i 
i s not s i g n i f i c a n t at a = .10 and F ^ = 7.27 which i s not s i g n i f i c a n t at 
y2 
a = .15 . The 90% confidence i n t e r v a l s for the responses a t the center 
point are: 
Probabil i ty of Victory; .499 <_ yy^ <_ .548 (4.16) 
Expected Number of Rounds;1.124 <_ y y 2 <_ 1.190 (4.17) 
Upon determining the path of s teepes t ascent , a change in C^, 
the probability of sensing, in a negative direction was noted. Since 
£ 3 has been s t a t i s t i c a l l y i n s i g n i f i c a n t and c l e a r l y does not improve 
in the negative d i r e c t i o n , no change in x^ was made in the i n i t i a l 
s t eepes t ascent opt imizat ion. Table 16 d i sp lays the r e s u l t s of t h i s 
search. £^ and have now reached the lower bound of the ir prac t i ca l 
ranges. From t h i s point a un i -d i rec t ion search was made along the £^ 
d i rec t ion to determine i f any further improvement could be obtained. 
Table 17 shows the r e s u l t s of t h i s un i -d i rec t ion search. Based on t h i s 
search and the fac t that E,^ has been i n s i g n i f i c a n t in two success ive 
3 
2 des igns , the AT decided to e l iminate from further designs as 
s t a t i s t i c a l l y i n s i g n i f i c a n t and f i x i t at . 3 , the median of i t s p r a c t i ­
ca l range. Apparently, at the given range and with the given probabi l ­
i t i e s of h i t and k i l l , the a b i l i t y to sense a round i s not c r i t i c a l . The 
engagement seems to be won on the speed of f i r i n g the f i r s t round and a 
second round i f required. Given another scenario , i t i s not unreasonable 
to expect that would be s i g n i f i c a n t . The center point i s moved to 
Table 16. Steepest Ascent Optimization From Second Center Point 
Move 
h ^2 5 3 y l 
A - : 3 i - 1 . 0 .00 
Base 10 16 .12 .523 
5A 9.69 11 .12 .572 
8A 9.39 8 .12 .620 
9A 9.07 7 .12 .650 
10A 8.76 6 .12 .665 
11A 8.45 5 .12 .671 
Table 17. Uni -d irect ion Search Along £ 
h h 
y l y 2 
8 5 .2 .661 1.648 
8 5 .3 .696 1.624 
8 5 .4 .693 1.737 
8 5 .5 .673 1.650 
8 5 .55 .650 1.637 
8 5 .6 .658 1.596 
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£ = 12.0 and £ = 1 0 . 0 . 
3 
For the third 2 des ign, the design var iable ranges were chosen 
so as to border on the optimum lower bound and include a large portion 
of the region of experimentation. Table 18 and Figure 29 show the 
third design and i t s r e s u l t s . The response equations are 
y ± = - . 0 4 2 x ^ . 0 6 3 x 2 + .575 (4.18) 
y 2 = - . 1 3 3 x ^ . 1 7 4 x 2 + 1.339 . (4.19) 
The F ~ = 2 . 9 9 and F „ = 4 . 2 3 are not s i g n i f i c a n t at a = .10 which 
y i y2 
j u s t i f i e s e l iminat ion of as a design var iab le . The 90% confidence 
in terva l s at the center point are: 
Probabi l i ty of Victory; .572 <_ yy^ <_ .598 (4.20) 
Expected Number of Rounds; 1.332 <_ y y 2 ± 1.404 (4.21) 
Since the design now bordered on the lower bound of the prac t i ca l 
region, a second order design was employed to determine i f the f i t 
could be improved with the use of second order equations. To create a 
Uniform Prec is ion Rotatable Central Composite Design (UP CCD), a x i a l 
points were added as shown in Table 19 and a second order polynomial was 
f i t using polynomial regress ion , as shown in Figure 30. The goodness of 
f i t t e s t revealed F_ „ = 2.66 and F „ = . 60 , both of which are improve 0 , 0 y l y2 




Table 18. 2 Design Variable Values, Third Design. 
x l X 2 y l 
- 1 (8) - 1 (5) .669 1.635 
1 (16) -1 (5) .581 1.315 
- 1 (8) 1 (15) .538 1.235 
1 (16) 1 (15) .460 1.021 
0 (12) 0 (10) .577 1.337 
0 (12) 0 (10) .585 1.380 
0 (12) 0 (10) .581 1.366 
0 (12) 0 (10) .573 1.332 
0 (12) 0 (10) .609 1.426 
Table 19. Axial Points Added to the Third Design, 
X l x 2 y l 7 2 
•1.414(6.344) 0 (10) .591 1.404 
1.414(17.656) 0 (10) .518 1.148 
0 (12) -1 .414 (2.93) .617 1.504 
0 (12) 1.414 (17.07) .533 1.092 
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Figure 29. SPSS Multiple Linear Regression of Third Design. 
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T912 - . 0 4 2 . 015 7 . 6 8 4 . 028 - . 1 9 5 0 2 - . 0 1 9 7 6 
T81TBS . 0 2 7 . 020 1 . 7 2 0 . 2 3 1 . 0 9 1 4 8 0 
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To be meaningful for future a n a l y s i s , the coded var iab les in Equations 
4.22 and 4.23 were transformed to natural design var iab les 
+ 1.684 . 
A canonical ana ly s i s was performed with the a s s i s tance of the 
XEIGEN l ibrary computer program. Equation 4.22 has a s tat ionary point 
jj^ = (6 .176 , -10 .99) outs ide the region of experimentation, and e igen­
values X̂  = - . 016 and X^ = - . 0 0 6 indicat ing a maximum surface. Equation 
4.23 has ^ = ( -7 .29 , -21 .18) outs ide the region of experimentation, 
and eigenvalues X̂  = - . 0 6 1 and X^ ~ - . 0 1 2 indicat ing another maximum sur­
face . 
Response equations r e l a t i n g the design var iab le s to training were 
sought from TRADOC training s tudies on armored crew training."'" The ap­
proximating re la t ionsh ip between £ , a n c * hours of dry (no l i v e f i r i n g ) 
training (y^)* i n the region of experimentation for Equations 4.24 and 
4 .25 , was found to be 
(4.24) 
y 2 = - . 0002625S 2 - . 0 0 1 2 4 ^ + . 0 0 1 3 5 ^ 2 + . 0 2 1 5 ^ - . 0234£ 2 (4.25) 
See Appendix E for an explanation of the der ivat ion of Equations 4 .26 , 
4 .27 , and 4.28 
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y 3 = -2.5556? -2.1667? + 87.2009 . (4.26) 
The approximating equation for l i v e training rounds f ired (y^)> in the 
region of experimentation for Equations 4.24 and 4 .25 , was found to be 
y 4 = - 2 . 6 1 1 ^ - 2 . 9 1 6 7 ? 2 + 107.30015 . (4.27) 
The cost of training (y^), in the region of experimentation for Equations 
4.24 and 4 .25 , based mainly on cos t of rounds and of Petroleum, O i l , and 
Lubricants (POL), was computed to be approximately 
y 5 = -234 .999^-262 .50352 + 9667.5135 . (4.28) 
Application of the Optimization Methodology to the Derived Multiple 
Response Surfaces 
With the f i v e mult ip le response surfaces derived in the l a s t 
s e c t i o n , the AT was prepared to present the PM with optimizat ion and 
ana lys i s of training e f f e c t s . The independent var iab les for h i s given 
scenario were mean time to f i r e f i r s t round and mean time between rounds. 
The response var iab les were probabi l i ty of v i c tory for the MBT76, ex­
pected number of rounds f i r e d , hours of dry t ra in ing , l i v e training 
rounds f i r e d , and cos t of t ra in ing . Foreseeing minimal information gain 
by i t s continued inc lus ion , the PM directed that expected number of 
rounds f ired be eliminated from the opt imizat ion. Figure 31 graphs the 
response surfaces in the area of the region of experimentation. 
To acquaint the PM and themselves with the surface , and to a l ­
l e v i a t e the PM's concern about convergence of the methodology, the AT 
began a sample optimization with an impractical po int , = 5.0 and 
Time Between Rounds (£ ) 
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Figure 31. (Continued). Glossary for Figures 31, 32, 33 and 34. 
y 1 Probabi l i ty of Victory 
—— y^ Training Hours 
* * y^ Training Rounds 
•• — *• — y^ Training Cost in Dol lars 
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^2 - 30 .0 . The objec t ive was to maximize y^ while constraining ŷ _ to be 
l e s s than $4500.00. Figure 32 depic t s the operation of the methodology. 
I t was discovered that larger v i o l a t i o n s of the constraint on each i t e r a ­
t ion hastened convergence. The optimum point reached was £^ = 11.3444 
sees and E,^ = 9.6965 sees where y^ = .5929, y^ = 37.1966 h r s . , y^ = 
49.3968 rds , and y,. = $4456.22. A v a l i d a t i o n was run, as graphed in 
Figure 33, by moving from the i n i t i a l point to the region of experimenta­
t ion optimum and then back to a constrained optimum. This optimum point , 
which v io la ted the constraint by $78.16 (1.7%) was E^ = 11.3684 sees 
and ^2 = 9.2105 s e e s . Thus the z ig-zag behavior of the PM had converged 
to the optimum constrained po int . The small discrepancy was caused by 
the s t e p - s i z e in t erva l s which were not small enough to permit the con­
s t r a i n t to be s a t i s f i e d exac t ly . 
Analysis of data from the training program prior to OT I and from 
OT I indicated i n i t i a l crew performance on the MBT76 to be 30 sees mean 
time to f i r e the f i r s t round and 25 sees mean time between rounds. A l ­
lowing for 7 sees mechanical f ixed time th i s converted to £^ = 23 ;.0 sees 
and ^2 = 18.0 s e e s . Performing i t e r a t i o n s at t h i s l e v e l on the A M S A A 
s imulat ion, the AT obtained the data in Table 20 and a 90% confidence 
interva l about the probabi l i ty of v i c t o r y of 
.3520 <_ uyĵ  < .4332 (4.29) 
In an e f for t to predict the optimum performance of the MBT76, s tochas t i c 
simulation i t e r a t i o n s were performed with £^ = 8.0 sees and E = 5 .0 s e e s . 
The r e s u l t s are shown in Table 21 with a derived 90% confidence interval 
Time Between Rounds (E^) 
5 7 9 11 13 15 17 19 21 23 25 27 29 21 33 
Figure 32. Convergence Movement of the Methodology. 
Time Between Rounds ( £ 0 ) 
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T a b l e 20. AMSAA T a n k D u e l M o d e l O u t p u t a t E - 23.0 a n d E = 1 8 . 0 . 
.390 .406 .387 .407 .432 
.372 .389 .420 .369 .345 
.392 .387 .419 .382 
T a b l e 21. AMSAA T a n k D u e l M o d e l O u t p u t a t C - 8 .0 a n d E 2 - 5 . 0 . 
.669 .691 .652 .665 .689 
.678 .639 .674 .670 .689 
.695 .720 .699 .690 
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about the probabi l i ty of v i c tory of 
.6435 <_ p y < .7165 (4.30) 
From t h i s ana lys i s of training e f f e c t s on MBT76 OT performance, 
i t was apparent to the PM that h i s t e s t personnel must rece ive further 
tra in ing . Indicat ions were that when OT I data was simulated in two-
sided combat, the MBT76 would not be v i c t o r i o u s . Yet with proper crew 
tra in ing , the MBT76 would be v i c t o r i o u s 68% of the time. Certainly fur -
thur OT's must be conducted at a tra ining l e v e l c loser to optimum. 
Much as a t a c t i c a l unit commander would do, the PM and the AT de­
signed a training program for the t e s t personnel. Their ob jec t ive was 
to maximize probabi l i ty of v i c t o r y . The t e s t cyc le t imetable and budget, 
however, imposed constra ints of no more than 50 hours dry training per 
crew, no more than 55 training rounds per crew, and no more than $5500.00 
training cost per crew. With t h i s problem formulation, the PM and AT 
began optimization u t i l i z i n g the adapted Interact ive Vector Maximal 
algorithm. Figure 34 graphs the four i t e r a t i o n s of the methodology r e ­
su l t ing in an optimum point of E ^ = 10.7 sees and E ^ = 8 .2 s e e s . Output 
from the optimizat ion methodology predicted that training to t h i s pro­
f i c i ency would r e s u l t in a probabi l i ty of v i c tory of .6099. The pre­
dicted tra ining e f for t to arr ive at t h i s l e v e l was 41.9 hours of dry 
training per crew, 55.2 l i v e rounds f ired per crew, and a cos t of 
$4982.62 per crew. 
To confirm these r e s u l t s the AT ran the s imulation at these l e v e l s 
y i e ld ing the r e s u l t s in Table 22 and a 90% confidence in terva l around the 
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probabi l i ty of v i c t o r y of 
.5377 <_ yy-L <_ .6547 (4.31) 
Further s e n s i t i v i t y ana lys i s around the optimum point was accomplished 
by i t e r a t i n g the adapted algorithm in varied un i -d irec t ion searches from 
the optimum point . The searches are l i s t e d in the fol lowing t a b l e s : 
Table 23 toward point ( 8 . 0 , 5 . 0 ) , Table 24 toward point ( 8 . 0 , 1 5 . 0 ) , Table 
25 toward point (16 .0 , 5 . 0 ) , and Table 26 toward point (16 .0 , 1 5 . 0 ) . 
Upon analyzing t h i s s e n s i t i v i t y a n a l y s i s , the PM was s a t i s f i e d 
with the proposed training program and i t s crew performance o b j e c t i v e s . 
Implimentation of the training program was begun immediately. Future 
OT reports to the ASARC included a sec t ion analyzing the training l e v e l 
of the t e s t personnel and the e f f e c t of training on the performance of 
the MBT76 in two-sided, European type c o n f l i c t s . 














Table 23. S e n s i t i v i t y Analysis Toward ( 8 . 0 , 5 . 0 ) . 
• 6 0 9 9 1 • 4 5 4 8 4 1 . 9 2 8 8 5 5 * 2 4 5 8 4 9 8 2 . 6 2 0 8 
• 6 1 2 9 1 . 4 6 5 3 4 2 # 8 6 1 8 5 6 * 3 5 1 3 5 0 8 2 * 1 1 3 2 
• 6 1 5 7 1 • 4 7 5 7 4 3 * 7 9 4 7 5 7 * 4 5 6 7 5 1 8 1 . 6 0 5 6 
• 6 1 8 5 1 • 4 8 5 9 4 4 . 7 2 7 6 5 8 * 5 6 2 2 5 2 8 1 . 0 9 8 0 
• 6212 1 • 4 9 5 9 4 5 * 6 6 0 5 5 9 . 6 6 7 7 5 3 8 0 . 5 9 0 4 
• 6239 1 • 5 0 5 7 4 6 * 5 9 3 4 6 0 * 7 7 3 1 5 4 8 0 . 0 8 2 7 
• 6264 1 • 5154 4 7 * 5 2 6 3 6 1 . 8 7 8 6 5 5 7 9 . 5 7 5 1 
• 6289 1 • 5 2 4 9 4 8 * 4 5 9 3 6 2 . 9 8 4 1 5 6 7 9 . 0 6 7 5 
• 6 3 1 3 1 • 5341 4 9 * 3 9 2 2 6 4 . 0 8 9 6 5 7 7 8 . 5 5 9 9 
• 6 3 3 6 1 • 5 4 3 2 5 0 * 3 2 5 1 6 5 * 1 9 5 0 5 8 7 8 . 0 5 2 2 
• 6359 1 *5522 5 1 * 2 5 8 0 6 6 * 3 0 0 5 5 9 7 7 . 5 4 4 6 
•6381 1 • 5 6 0 9 5 2 . 1 9 0 9 6 7 * 4 0 6 0 6 0 7 7 . 0 3 7 0 
• 6 4 0 2 1 • 5 6 9 4 5 3 * 1 2 3 8 6 8 * 5 1 1 4 6 1 7 6 . 5 2 9 4 
• 6 4 2 2 1 • 5778 5 4 * 0 5 6 8 6 9 . 6 1 6 9 6 2 7 6 . 0 2 1 7 
• 6441 1 • 5 8 6 0 5 4 . 9 8 9 7 7 0 . 7 2 2 4 6 3 7 5 . 5 1 4 1 
• 6 4 6 0 1 • 5940 5 5 * 9 2 2 6 7 1 . 8 2 7 9 6 4 7 5 . 0 0 6 5 
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Table 24. S e n s i t i v i t y Analysis Toward ( 8 . 0 , 1 5 . 0 ) . 
• 6 0 9 9 1 .4548 4 1 . 9 2 8 8 5 5 . 2 4 5 6 4 9 6 2 . 6 2 0 8 
. 6 0 7 7 1 . 4 4 7 4 4 1 . 5 2 5 0 5 4 . 5 6 3 4 4 9 2 3 . 0 0 8 0 
• 6 0 5 4 1 . 4 3 9 5 4 1 . 1 2 1 1 5 3 . 9 2 1 1 4 6 6 3 . 3 9 5 1 
• 6030 1*4311 4 0 . 7 1 7 3 5 3 . 2 5 8 7 4 8 0 3 . 7 8 2 3 
• 6 0 0 4 1*4221 4 0 . 3 1 3 4 5 2 . 5 9 6 3 4 7 4 4 . 1 6 9 4 
• 5 9 7 7 1 . 4 1 2 5 3 9 . 9 0 9 6 5 1 . 9 3 4 0 4 6 8 4 . 5 5 6 5 
• 5949 1 . 4 0 2 4 3 9 . 5 0 5 7 5 1 . 2 7 1 6 4 6 2 4 . 9 4 3 7 
• 5920 1 . 3 9 1 7 3 9 . 1 0 1 9 5 0 . 6 0 9 2 4 5 6 5 . 3 3 0 8 
• 5690 1 . 3 8 0 5 3 8 . 6 9 8 0 4 9 . 9 4 6 9 4 5 0 5 . 7 1 8 0 
• 5859 1 . 3 6 8 7 3 8 . 2 9 4 1 4 9 . 2 6 4 5 4 4 4 6 * 1 0 5 1 
• 5826 1 « 3 5 6 3 3 7 . 8 9 0 3 4 8 . 6 2 2 1 4 3 8 6 . 4 9 2 2 
• 5792 1 . 3 4 3 4 3 7 * 4 8 6 4 4 7 . 9 5 9 8 4 3 2 6 . 8 7 9 4 
• 5 7 5 7 1 . 3 2 9 9 3 7 . 0 8 2 6 4 7 . 2 9 7 4 4 2 6 7 . 2 6 6 5 
• 5721 1 * 3 1 5 9 3 6 . 6 7 8 7 4 6 * 6 3 5 0 4 2 0 7 . 6 5 3 7 
• 5684 1 . 3 0 1 3 3 6 . 2 7 4 9 4 5 . 9 7 2 7 4 1 4 8 . 0 4 0 8 
• 5645 1 . 2 8 6 2 3 5 . 8 7 1 0 4 5 . 3 1 0 3 4 0 8 8 . 4 2 7 9 
• 5606 1 . 2 7 0 5 3 5 . 4 6 7 2 4 4 . 6 4 7 9 
4 
4 0 2 8 . 8 1 5 1 
• 5565 1*2542 3 5 . 0 6 3 3 4 3 . 9 8 5 6 3 9 6 9 . 2 0 2 2 
• 5 5 2 3 1 * 2 3 7 4 3 4 . 6 5 9 5 4 3 . 3 2 3 2 3 9 0 9 . 5 8 9 4 
• 5480 1 . 2 2 0 0 3 4 . 2 5 5 6 4 2 . 6 6 0 9 3 8 4 9 . 9 7 6 5 
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Table 25. S e n s i t i v i t y Analysis Toward ( 1 6 . 0 , 5 . 0 ) . 
• 6 0 9 9 1 . 4 5 4 8 4 1 . 9 2 6 8 5 5 . 2 4 5 6 4 9 6 2 . 6 2 0 8 
• 6 0 9 6 1 . 4 5 2 9 4 1 . 5 8 9 3 5 5 . 0 1 9 1 4 9 6 2 . 2 2 0 5 
•6091 1 . 4 5 0 5 4 1 . 2 4 9 8 5 4 . 7 9 2 4 4 9 4 1 . 8 2 0 2 
• 6083 1 . 4 4 7 4 4 0 . 9 1 0 2 5 4 . 5 6 5 6 4 9 2 1 . 4 1 9 8 
• 6074 . 1 . 4 4 3 7 4 0 . 5 7 0 7 5 4 . 3 3 9 1 4 9 0 1 . 0 1 9 5 
• 6064 1 . 4 3 9 5 4 0 . 2 3 1 2 5 4 . 1 1 2 4 4 8 8 0 . 6 1 9 2 
•6051 1 . 4 3 4 6 3 9 . 8 9 1 7 5 3 . 6 * 5 8 4 8 6 0 . 2 1 8 8 
• 6 0 3 6 1.4291 3 9 . 5 5 2 1 5 3 . 6 5 9 1 4 8 3 9 . 8 1 8 5 
• 6 0 2 0 1 . 4 2 3 0 3 9 . 2 1 2 6 5 3 . 4 3 2 4 4 8 1 9 . 4 1 6 2 
• 6 0 0 2 1 . 4 1 6 3 3 8 . 6 7 3 1 5 3 . 2 0 5 8 4 7 9 9 . 0 1 7 6 
• 5982 1 . 4 0 9 0 3 8 . 5 3 3 6 5 2 . 9 7 9 1 4 7 7 8 . 6 1 7 5 
• 5960 1.4011 3 8 . 1 9 4 0 5 2 . 7 5 2 4 4 7 5 8 . 2 1 7 2 
• 5 9 3 7 1 . 3 9 2 6 3 7 . 6 5 4 5 5 2 . 5 2 5 7 4 7 3 7 . 8 1 6 8 
• 5911 1 . 3 8 3 5 3 7 . 5 1 5 0 5 2 . 2 9 9 1 4 7 1 7 . 4 1 6 5 
• 5884 1 . 3 7 3 7 3 7 . 1 7 5 4 5 2 . 0 7 2 4 4 6 9 7 . 0 1 6 2 
• 5855 1 . 3 6 3 4 3 6 . 8 3 5 9 5 1 . 8 4 5 7 4 6 7 6 . 6 1 5 8 
• 5824 1 . 3 5 2 5 3 6 . 4 9 6 4 5 1 . 6 1 9 1 4 6 5 6 . 2 1 5 5 
• 5791 1 . 3 4 0 9 3 6 . 1 5 6 9 5 1 . 3 9 2 4 4 6 3 5 . 8 1 5 2 
• 5756 1 . 3 2 6 8 3 5 . 6 1 7 3 5 1 . 1 6 5 7 4 6 1 5 . 4 1 4 8 
• 5720 1 . 3 1 6 0 3 5 . 4 7 7 8 5 0 . 9 3 9 1 4 5 9 5 . 0 1 4 5 
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Table 26. S e n s i t i v i t y Analysis Toward ( 1 6 . 0 , 1 5 . 0 ) . 
• 6 0 9 9 1*4548 4 1 . 9 2 8 8 5 5 . 2 4 5 8 4 9 8 2 . 6 2 0 8 
•6051 1 . 4 3 7 5 4 0 . 4 4 8 9 5 3 . 4 8 4 0 4 8 2 4 . 0 6 1 0 
• 6000 1 *4198 3 8 . 9 6 9 0 5 1 . 7 2 2 2 4 6 6 5 . 5 0 1 2 
• 5 9 4 8 1 . 4 0 1 7 3 7 . 4 8 9 1 4 9 . 9 6 0 5 4 5 0 6 . 9 4 1 4 
• 5894 1 .3831 3 6 . 0 0 9 2 4 8 . 1 9 8 7 4 3 4 8 . 3 8 1 6 
• 5838 1.3641 3 4 . 5 2 9 4 4 6 . 4 3 6 9 4 1 8 9 . 8 2 1 8 
• 5780 1 . 3 4 4 6 3 3 . 0 4 9 5 _ 4 4 . 6 7 5 1 4 0 3 1 . 2 6 2 0 
• 5721 1 . 3 2 4 6 3 1 . 5 6 9 6 4 2 . 9 1 3 4 3 8 7 2 . 7 0 2 2 
• 5 6 5 9 1 . 3 0 4 2 3 0 . 0 8 9 7 4 1 . 1 5 1 6 3 7 1 4 . 1 4 2 4 
• 5596 1 . 2 8 3 4 2 8 . 6 0 9 8 3 9 . 3 8 9 8 3 5 5 5 . 5 8 2 6 
• 5531 1 .2621 2 7 . 1 2 9 9 3 7 . 6 2 8 0 3 3 9 7 . 0 2 2 8 
• 5463 1 . 2 4 0 3 2 5 . 6 5 0 0 3 5 . 8 6 6 3 3 2 3 8 . 4 6 3 0 
• 5394 1 .2181 2 4 . 1 7 0 1 3 4 . 1 0 4 5 3 0 7 9 . 9 0 3 2 
• 5324 1 . 1 9 5 4 2 2 . 6 9 0 2 3 2 . 3 4 2 7 2 9 2 1 . 3 4 3 3 
• 5251 1 . 1 7 2 3 2 1 . 2 1 0 3 3 0 . 5 8 0 9 2 7 6 2 . 7 8 3 5 
• 5 1 7 7 1 . 1 4 8 8 1 9 . 7 3 0 4 2 8 . 8 1 9 2 2 6 0 4 . 2 2 3 7 
• 5100 1 •1248 1 8 . 2 5 0 5 2 7 . 0 5 7 4 2 4 4 5 . 6 6 3 9 
• 5022 1 . 1 0 0 3 1 6 * 7 7 0 6 2 5 . 2 9 5 6 2 2 8 7 . 1 0 4 1 
• 4 9 4 2 1 . 0 7 5 4 1 5 . 2 9 0 7 2 3 . 5 3 3 8 2 1 2 8 . 5 4 4 3 
• 4 8 6 0 1 .0500 1 3 . 8 1 0 8 2 1 . 7 7 2 1 1 9 6 9 . 9 8 4 5 
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CHAPTER V 
CONCLUSIONS AND RECOMMENDATIONS 
Conclusions 
The f i e l d of mult ip le response surface methodology was found to 
cons i s t l arge ly of> appl i ca t ions of nonlinear programming techniques to 
problem formulations of a primary and a constraint response. Contempor­
ary e f f o r t s continue to enhance t h i s area with appl icat ion of further 
nonlinear programming algorithms. This research i s an i n i t i a l e f f o r t to 
optimize mult iple response surfaces by means of the Geoffrion-Dyer Inter ­
ac t ive Vector Maximal algorithm. 
A modified vers ion of the Interact ive Vector Maximal algorithm 
was found to be we l l suited to the optimization of mult ip le response 
surfaces . Various prac t i ca l region of experimentation boundary d e f i n i ­
t ions are e a s i l y incorporated into the methodology. Algorithm assump­
t ion v i o l a t i o n s were present in saddle and ridge systems. Methods for 
optimization in the presence of such assumption v i o l a t i o n s were devised . 
The methodology was shown to converge and to s a t i s f y the Kuhn-Tucker 
condit ions necessary for opt imal i ty . FORTRAN IV computer programs were 
wri t ten to perform the procedure on a CDC CYBER 74 computer. 
I t has been demonstrated that through computer s imulation and 
response surface methodology, OTEA can extend the a n a l y s i s , scope and 
optimization of OT r e s u l t s . A mutually supporting re la t ionsh ip between 
OT's and computer simulations was d iscussed . The importance of the 
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mi l i tary dec i s ion maker and the bene f i t s accrued by h i s par t i c ipa t ion in 
the methodology of t h i s research have been d iscussed . An appl icat ion of 
the methodology to the ana lys i s of the e f f e c t s of training in OT's has 
been demonstrated. 
Recommendations 
This research generated several recommendations. The suboptimi-
zat ion algorithm of the methodology should be invest igated for an a l g o ­
rithm which would bet ter optimize a saddle and/or a ridge system. A 
nonlinear algorithm such as Zoutendijk's Method or the Conjugate Direc­
t ion Method should be considered. Another aid in t h i s area might be the 
simultaneous u t i l i z a t i o n of a v i s u a l d isplay of the response surface so 
that the dec i s ion maker might bet ter fo l low the impl icat ions of h i s op­
t imizat ion movements. Some of the other mult ip le objec t ive algorithms 
mentioned in Chapter I I , such as SEMOPS, should be invest igated for ap­
p l i c a b i l i t y to mult iple response surface opt imizat ion. The design of 
OT's should be analyzed from a design of experiment viewpoint . U t i l i z a ­
t ion of f rac t iona l designs would great ly reduce the number of r e p l i c a ­
t i o n s , thereby perhaps making actual OT data ava i lab le for ana lys i s by 
t h i s methodology. F ina l ly OTEA should implement the methodology of t h i s 
research to enhance and improve the r e s u l t i n g ana lys i s of operational 
t e s t s . There are several e x c e l l e n t mi l i tary computer s imulations a v a i l ­
ab le . Hopefully t h i s research and i t s references can serve as a guide 
in the implementation of mult ip le response surface optimizat ion and 
a n a l y s i s . 
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APPENDIX A 
This appendix contains two programs u t i l i z e d to generate the 
normal dev iates necessary for input to the AMSAA Tank Duel Model. The 
f i r s t program u t i l i z e s an internal CDC CYBER 74 U(0,1) generator to 
generate U(0,1) d e v i a t e s . The second program transforms these uniform 
dev iates to normal dev ia tes of spec i f i ed mean and variance through the 
use of the Fishman equations. 
1 1 0 
c 
C * * * * * T H I S PROGRAM GENERATES U ( 0 , 1 ) D E V I A T E S AND STORES 
C * * * * * I N A F I L E . 
C 
PROGRAM UNGEN( I N P U T , O U T P U T , TAPE 5, TAPES= I N P U T , 
* T A P E 6 = 0UTPU T) 
D I M E N S I O N R A N ( 2 0 0 ) 
N U M = 2 0 0 
CALL R A N S E T ( O ) 
DO 2 0 0 I = 1 , N U M 
R A N ( I ) = K A N F ( 0 ) 
2 0 0 CONTINUE 
W R I T E t 3 , * ) ( R A N ( 1 ) , 1 = 1 , N U M J 
S I OP 
END 
I l l 
c 
C * * * * * T H I S PROGRAM F R A N 3 F U R M S U ( 0 , 1 ) D E V I A T E S I N T O N ( 0 , 1 ) 
C * * * * * D E V I A T E S OF G I V t N MEAN ANO V A R I A N C E • 
C 
PROGRAM N O R M ( I N H U l r O U T P U T . T A P E 3 , T A P E 5 = I N P U T , 
* T A P E 6 = 0 U T P U T ) 
D I M E N S I O N R A N C 2 0 0 ) , R A N 0 R M ( 2 0 0 ) 
NUM = c ? 0 0 
P I = 2 . * 3 . 1 4 1 5 < ^ 6 5 3 
C 
C * * * * * T H I S S T A T E M E N T R E A D S THE U ( 0 , 1 ) FROM A H L E . 
C 
R E A D ( 3 , * ) ( R A N ( J ) , J = l , N U M ) 
C 
C * * * * * T H I 3 S E C T I O N C O M P U T E S THE N O R M A L ( 0 , 1 ) . 
C 
1 0 0 P R I N T 5 4 8 
5 4 8 F O R M A T ( * W H A T ARE NORMAL MEAN AND V A R I A N C E * ) 
R E A D ( 5 , * ) O R M U , ORMVAR 
C 
C * * * * * f H E S E ARE THE F i S H M A N E U U A T I O N S . 
C 
DO 5 5 0 J s l r N U M . c * 
D U M M Y = S Q R T ( - 2 . * U R M V A R * A L 0 G ( R A N ( J ) ) ) 
R A N O R M C J ) = O R M U + D U M M Y * C O S ( P I * R A N ( J t 1 J ) 
R A N O R M C J + l ) = O R M U t D U M M Y * S l N ( P I * R A N ( J + 1 ) ) 
5 5 0 C O N T I N U E 
W H I T E ( 6 , * ) 0 R M U , 0 R M V A R , ( R A N 0 R M ( J ) , J = W N U M ) 
G U T U 1 0 0 
S T O P 
E N D 
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APPENDIX B 
This appendix contains the AMSAA Tank Duel Model simulation mod­
i f i e d for use in t h i s research. Several of the inputs have been f ixed 
or rendered s tochas t i c as discussed in Chapter IV of t h i s t h e s i s . Fo l ­
lowing the l i s t i n g of the simulation i s an example of an input data f i l e 
u t i l i z e d by the s imulation. Figure 26, page 78, i s an example of the 
s imulat ion's output. 
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C 
C * * * * * T H I S I S T H E AMSAA T A N K D U E L S I M U L A T I 0 N M0DEL 
C 
PR0GRAM T A N K C I N P U T * 0 U T P U T * T A P E 3 * T A P E 5 = I N P U T * T A P E 6 = 0 U T P U T ) 
D I M E N S I 0 N T M D B ( 4 5 ) * T M D R C 4 5 ) * S D B ( 4 5 ) * S D R ( 4 5 ) * S K B ( 4 5 ) * S K R 
* ( 4 5 ) 
REAL K B ( 4 5 ) * K R ( 4 5 ) * M ( 4 0 * 4 0 ) * N < 4 0 * 4 0 ) * N D F * N 0 D E C 
I N T E G E R RANGE 
DATA S I G M A , B L U E * R E D * T C U T * L S * T F B * T T B * I D 1 * 1 D 2 * I D 3 * R A N G E * 
1RELB* T F R * T T R * 1 D 4 * I D 5 * I D 6 * R E L R / . 5 * 4 H B L U E * 3 H R E D * 1 2 0 . 0 * 0 * 
2 . 8 6 * 7 . * 3 H B L U * 3 H B L U * 3 H B L U * 1 0 0 0 * . 8 5 * 1 . 1 7 * 7 . * 3HRED* 3HREP* 
33HRED* . 8 2 5 / 
100 R E A D ( 3 * 9 1 2 ) T B I * T B S * B P H 1 * B P H H * B P H S * B P H L * B K H 1 * 
1 B K H H * B K H S * B K H L * B S 
R E A D ( 3 * 9 1 2 ) TR1 * T R S * RPH 1 * RPHH* RPHS*RPHL*RKH1 * 
1RKHH*RKHS* RKHL* RS 
I F ( L S . E G . O ) V R I T E ( 6 * 9 0 4 ) B L U E * R E D * T C U T 
I F C L S . N E . O ) V R I T E ( 6 * 9 0 5 ) B L U E * L S * R E D * T C U T 
V R I T E ( 6 * 9 1 6 ) R A N G E * I D 1 * I D 2 * I D 3 * I D 4 * I D S * I D 6 
W R I T E ( 6 * 9 1 7 ) T F B * T T B * T B I * T B S * B P H 1 * BPHH* BPHS * BPHL* BKH1 * BKHH* 
1BKHS* B K H L * B S * R E L B * T F R * T T R * T R 1 * T R S * RPH1 * RPHH* RPHS* RPHL* 
•RKH1 
2RKHH* RKHS* RKHL* R5* RELR 
C A L L K A S F T C K B * S K B * J 0 U T B * B K H 1 * B K H H * B K H S * B K H L * B P H 1 * B P H H * 
• B P H S * 
1 B P H L * B S * R E L B ) 
C A L L KASFTC KR* S K R * J 0 U T R * R K H 1 * R K H H * RKHS*RKHL*RPH1 * R P H H * 
• R P H S * 
1RPHL* RS * R E L R ) 
J 0 U T = M 1 N O ( 4 O * M A X O ( J 0 U T B * J 0 U T R ) ) 
S F T B = 0 . 0 
S F T R = 0 . 0 
I F ( T F B . G T . T F R ) S F T B » T F B - T F R 
I F ( T F R . G T . T F B ) S F T R » T F R - T F B 
T M D B ( 1 ) = T B 1 
S D B O ) = S I G M A 
D0 120 1 = 2 * 4 5 
120 C A L L C0NL0GC T B S * S IGMA* T M D B U - 1 ) * S D B < 1-1 ) * TMDBC I ) * SDB 
* ( I ) ) 
T M D F T ( L ) * T R L 
S D R ( 1 ) = S 1 G M A 
I F C L S . E Q . O ) G 0 T 0 130 
C ' 
C * * * * * A D J U S T RED T I M E S F 0 R H E A D S T A R T 
C 
T S A V E » T M D R ( 1 ) 
C A L L C 0 N L 0 G ( T M D R ( 1 ) * S D R ( 1 ) * TMDBC L S ) * SDB< L S ) * T M D R C 1 ) * SDR 
• C D ) 
130 D0 140 1 = 2 , 4 0 
140 C A L L C 0 N L 0 G ( T R S * S I G M A * T M D R ( I - 1 ) * 5 D R ( I - 1 ) * T M D R ( I ) * S D R ( I ) ) 
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D0 150 1 = 1 , 4 5 
150 TMDB( I') »TMDBC I ) + F L 0 A T C I -1. ) * T T B + S F T B 
I F C L S . L E . L ) G0T0 170 
T S A V E = T T B * C F L 0 A T C L S - 1 ) ) 
D0 160 1 = 1 , 4 0 
160 T M D R C I ) = T M D R C I ) + T S A V E 
170 D0 180 1 = 1 , 4 0 ' 
180 T M D R C I ) » T M D R C I ) + F L 0 A T C 1 - 1 ) * T T R + S F T R 
C 
C * * * * * C 0 M P U T E AVERAGE NUMBER 0 F R0UNDS F I R I N G ASSUMING N0 
C * * * * * K I L L S « 
C 
RNDB=NDFCAL0GC C T C U T / T M D B C 1 ) ) ) / S D B ( 1 ) ) 
R N D R = N D F C A L 0 G C C T C U T / T M D R C 1 > ) J / S D R C 1 ) ) 
L = 4 0 + ^ S 
D0 190 I = 2 , L 
190 RND£=RNDB+NDFCAL0GC C T C U . T / T M D B C I ) ) ) / S D B ( I ) ) 
D0 195 1 = 2 , 4 0 
195 R N D R = R N D R + N D F C A L 0 G C C T C U T / T M D R C I . O ) / S D R C I > ) 
C 
C * * * * * M C I , . J > G I V E S T H E P R 0 B A B I L I T Y T H A T B L U E F I R E S H I S 
0 * * * * *1 T H R0UND B E F 0 R E RED K I L L S W I T H H I S J T H , AND 
C * * * * * B 0 T H B E F 0 R E T C U T * 
C * * * * * N C I , J > G I V E S T H E R E S U L T S F 0 R R E D * 
C 
D0 200 I = 1 , J 0 U T 
D0 200 J = 1 , J 0 U T 
MC I ,<J ) * P A B A T C TC U T , TMDB ( I + L S ) , TMDRC «J ) , SDBC I + L S ) , S D R C J ) ) 
200 N C I , J > =PABATC T C U T , T M D R C I > , T M D B C J + L S ) , S D R C I > , S D B C J + L S ) ) 
D0 210 I = 1 , J 0 U T 
D0 210 J = 2 , J 0 U T 
K = J 0 U T + 2 - J 
M C I , K ) = M C I , K ) - M C I , K - 1 ) 
210 N C I , K > = N C I , K ) - N C I , K - L ) 
PWINB=0 .0 
PWLNR=0.0 
A N R B = 0 . 0 
ANRR=0 .0 
I F C L S . E Q . O ) G 0 T 0 22 5 
D0 220 1 = 1 , L S 
T S A VE =NDF C A L 0 G C C TC U T / TMDB C D ) ) / S D B C I ) ) 
PWINB=PWINB+KBC I ) * T S A V E 
220 A N R B = A N R B + F L 0 A T C I > * K B C I > * T S A V E 
A N R B = A N R B + F L 0 A T C L S > * S K B C L S ) * K R C 1 ) * N C 1 > 1 ) 
225 D0 230 L Q Q = 1 , J 0 U T 
P V I N B « P V I N B + M C L Q G , 1 ) * K B < L S + L Q Q ) 
230 A N R B = A N R B + F L 0 A T C L S + L Q Q ) * M C L Q Q , I ) * C K B C L S + L Q Q ) + K R C 1 > * S K B C 
1 L S + L Q Q ) ) 
D0 235 L Q = 2 , J 0 U T 
D0 235 L Q Q = 1 , J 0 U T 
PWINB-PWINB+KBC L S + L Q Q ) * M C L C Q , L Q ) * S K R C L Q - 1 ) 
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2 3 5 A N R B = A N R B + F L 0 A T C L S + L Q Q ) * M ( L Q Q , L Q ) * C K B C L S + L Q Q ) + K R C L Q ) * 
1 S K B C L S + L Q Q ) > * S K R C L Q - 1 > 
I F C L S . E Q . O ) G 0 T 0 2 4 5 
D 0 2 4 0 L Q G = 1 , J 0 U T 
P W I N R = P W I N R + K R C L Q Q ) * N ( L Q Q , 1 > * S K B C L S > 
2 4 0 A N R R = A N R R + F L 0 A T C L Q Q ) * N C L Q Q , 1 ) * C K R C L Q Q ) + S K R C L Q Q ) * K B C L S + 1 ) > 
1 * S K B ( L S > 
G 0 T 0 2 6 0 
2 4 5 D 0 2 5 0 L Q Q = 1 , J 0 U T 
P V I N R = P W I N R + K R C L Q Q ) * N C L Q Q , 1 ) 
2 5 0 A N R R « A N R R + F L 0 A T C L Q Q ) * N C L Q Q , 1 ) * C K R C L Q Q ) + S K R C L Q Q > * K B C 1 ) ) 
2 6 0 D 0 2 7 0 L Q = 2 , J 0 U T 
D 0 2 7 0 L Q Q = 1 , J 0 U T 
P W I N R = P W I N R + K R C L Q Q > * N C L Q Q , L Q > * S K B C L Q + L S - 1 ) 
2 7 0 A N f c R = A N R R + F L 0 A T C L Q Q > * N C L Q Q , L Q ) * S K B C L Q + L S - 1 > * C K R C L Q Q ) + 
1 S K R C L Q Q ) * K B C L S + L Q ) ) 
N 0 D E C = 1 . O - P W I N E - P W I N R 
A N R B = A N R B + N 0 D E C * R N D B 
A N R R « A N R R + N 0 D E C * R N D R 
W R I T E C 6 , 9 1 5 > B L U E , P W I N B , R E D , P V I N R , N 0 D E C , B L U E , A N R B , R E D , 
1 A N R R 
G 0 T 0 1 0 0 
9 0 4 F 0 R M A T C / / / I O X , * A M E E T I N G E N G A G E M E N T B E T W E E N * , A l 0 , * A N D * 
1 , A 1 0 / 1 0 X , * T H E T I M E L I M I T I S * , F 8 . 2 , * S E C 0 N D S * ) 
9 0 5 F 0 R M A T C / / / 1 O X , A 1 O , * T H E D E F E N D E R H A S A * , I 2 , * R 0 U N D 
& H E A D S T A R T * , 
1 / 1 0 X , A 1 0 , * I S T H E A T T A C K E R * / 1 O X , * T H E T I M E L I M I T I S * , 
2 F 8 . 2 , * S E C 0 N D S * ) 
9 1 2 F 0 R M A T C 2 F 5 . 2 , 9 F 5 . 4 ) 
9 1 5 F 0 R M A T C 1 O X , * P R 0 B C * , A 5 , * W I N S ) * * , F 6 . 3 / 1 O X , * P R 0 B C * , A 5 , 
1 * W I N S ) » * , F 6 . 3 / 1 O X , * P R 0 B C N 0 D E C I S I 0 N ) « * , F 6 » 3 / 1 0 X , * E C R D S 
& F 0 R * , . 
2 A 5 , 2 H ) = , F 9 . 3 / 1 0 X , * E C R D S F 0 R * , A 5 , 2 H ) » , F 9 . 3 ) 
9 1 6 F 0 R M A T C 1 O X , * R A N G E 1 5 * , 1 5 , * M E T E R S * / 1 O X , * B L U E D A T A I S * 
1 , 3 C A 3 , 1 X ) / l O X , * R E D D A T A I S * , 3 C A 3 , 1 X ) / 9 X , 3 H T F L , 4 X , 2 H T T , 
2 4 X , 2 H T 1 , 4 X , 2 H T S , 2 X , 3 H P H 1 , 2 X , 3 H P H H , 2 X , 3 H P H S , 2 X , 3 H P H L , 2 X , 
3 3 H K H 1 , 2 X , 3 H K H H , 2 X , 3 H K H S , 2 X , 3 H K H L , 3 X , 2 H P S , 3 X , 3 H R E L ) 
9 1 7 F 0 R M A T C 1 X , 4 H B L U E , 1 X , 4 F 6 . 2 , 9 F 5 . 3 , F 5 . 2 / I X , 3 H R E D , 2 X , 4 F 6 . 2 , 
1 9 F 5 . 3 , F 5 . 2 > 
S T 0 P 
E N D 
C 
C * * * * * T H I S S U B R 0 U T I N E C 0 M P U T E S T H E M E D I A N A N D S T A N D A R D 
C * * * * * D E V I A T I 0 N F 0 R C 0 N V 0 L U T I 0 N . 
C 
S U B R 0 U T I N E C 0 N L 0 6 C X I , S I G X , E T A , S I G Y , Z E T A , S I G Z ) 
X B A R = X I * E X P C . 5 * S I G X * S I 6 X ) 
Y B A R = E T A * E X P C . 5 * $ I G Y * 5 l G Y > 
S S X = X B A R * X B A R * C E X P C S I G X * S I G X ) - 1 . 0 ) 
S S Y = Y B A R * Y B A R * C E X P C S I G Y * S I G Y > - 1 . 0 ) 
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E S I G Z « 1 - 0 • ( C S S X + S S Y ) / < C X B A R + Y B A R ) * * 2 ) ) 
Z E T A » < X B A R + Y B A R ) / S G R T < E S I G Z ) 
S I G Z » S G R T < A L 0 G < £ S I G Z ) ) 
R E T U R N 
E N D 
C 
C * * * * * T H I S S U B R O U T I N E C O M P U T E S T H E K I L L A N D S U R V I V A L 
C * * * * * F 0 f t T H E T W 0 T A N K S . 
C 
S U B R 0 U T I N E K A S F T C K , S K / U 0 U T , K H 1 , K H H , K H S , K H L , P H 1 s P H H , P H S , 
I P H L . , S , R ) 
D I M E N S I O N S K C 4 5 ) 
R E A L K ( 4 5 ) s K H 1 , K H H * K H S , K H L , L 
D 0 1 0 0 I » 2 , 4 5 
K < I ) » 0 . 0 
1 0 0 S K < I ) = 0 . 0 
K < 1 ) = P H 1 * K H 1 * R 
S K < 1 ) = 1 . Q - K < 1 ) 
L * T . 0 - S 
X 2 « P H 1 * ( 1 . 0 - K H l * R ) 
X 3 = < 1 . 0 - P H 1 ) * S 
X 4 « < 1 . 0 - P H 1 ) * L 
A 1 2 = P H H * K H H * R 
A 1 3 = P H S * K H S * R 
A 1 4 « P H L * K H L * R 
A 2 2 = P H H * < 1 . 0 - K H H * R ) 
A 2 3 « P H S * < 1 . 0 - K H S * R > 
A 2 4 = * P H L * < 1 . 0 - K H L * R > 
A 3 2 = ( 1 . Q - P H H ) * S 
A 3 3 » < 1 . 0 - P H S ) * S 
A 3 4 « < 1 . 0 - P H L ) * S 
A 4 2 « < 1 . 0 - P H H ) * L 
A 4 3 * < 1 . 0 - P H S ) * L 
A 4 4 « C 1 . 0 - P H L > * L 
D 0 1 3 0 1 = 2 , 4 5 
K < I ) = A 1 2 * X 2 + A 1 3 + X 3 + A 1 4 * X 4 
X 3 P = A 3 2 * X 2 + A 3 3 * X 3 + A 3 4 * X 4 
X 2 P = A 2 2 * X 2 + A 2 3 * X 3 + A 2 4 * X 4 
X 4 P = A 4 2 * X 2 + A 4 3 * X 3 + A 4 4 * X 4 
X 2 = X 2 P 
X 3 » X 3 P 
X 4 » X 4 P 
J 0 U T = I 
S K < I ) = S K < I - 1 ) - K C I ) 
I F " < I « L T # 1 1 ) G O T O 1 3 0 
I F ( S K C 1 - 5 ) . L T . . 0 0 0 5 ) G 0 T 0 1 3 5 
1 3 0 C O N T I N U E 
1 3 5 R E T U R N 
E N D 
C 
C * * * * * T H I S F U N C T I O N C O M P U T E S T H E E L E M E N T S O F 
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C * * * * * M < I , J ) AND N C I , J ) . 
C 
FUNCTION PABATC T , T A , T B , S A , S B ) 
REAL NDF 
EXTERNAL P A F I N T 
C 0 M M 0 N / P A F / A , B 
I F ( S A . G E . O . ) GOTO 2 
X = T 
A « T A 
B = T B 
G 0 T 0 7 
2 X « T / T A 
I F ( X . G T . . 0 0 0 0 0 0 1 ) GOTO 5 
P A B A T = 0 . 
RETURN 
5 X * A L 0 G ( X ) / S A 
A = A L O G C T A / T B ) / S B 
B e S A / S B 
7 C - B * B + 1 • 
D * A / S Q R T C C ) 
E = A + B * X 
I F ( X * X + E * E . L T . 2 5 . ) 6 0 T 0 3 0 
I F C E . L T . O . ) G 0 T 0 1 0 
P A B A T = 1 . - N D F C D ) 
RETURN 
10 I F ( X . G T . O . ) G 0 T 0 2 0 
PABAT = N D F ( X ) 
RETURN 
2 0 P A B A T = N D F ( X ) 
I F ( A * B / C . L T . X ) RETURN 
P A B A T = P A B A T - N D F ( D ) 
RETURN 
3 0 F = S Q R T ( 2 5 . * C - A * A ) 
A B = A * B ' 
U Z = - A / B 
U I M = < - A B - F ) / C 
U l P « C - A B + F > / C 
BR=-5. 
I F ( U Z . G E . - 5 . ) B R - U I M 
T S = 5 . 
I F ( U Z . L T . 5 . ) T S « U I P 
I F C X - B R . L E . T S - X ) G 0 T 0 4 0 
CALL S A M S O N ( P A F I N T , G , X , T S , . 0 0 0 1 ) 
P A B A T = 1 . - N D F ( D ) - N D F ( T 5 ) + N D F ( X ) + G 
P A B A T = A B S ( P A B A T ) 
RETURN 
4 0 CALL S A M S 0 N ( P A F I N T , G , B R , X , . 0 0 0 1 ) 
P A B A T = N D F ( X ) - G 




F U N C T I 0 N P A F I N T ( U ) 
REAL NDF 
C 0 M M 0 N / P A F / A , B 
P A F I N T » . 3 9 6 9 4 2 2 8 0 3 * E X P C - U * U / 2 . > * N D F < A + B * U ) 
RETURN 
END 
S U B R 0 U T I N E S A M S 0 N C F U N , R , A , B , E P S > 
I F C B - A . G E . . 0 0 0 1 ) G 0 T 0 1 8 
R » 0 . 
RETURN 
1 8 E P S I « E P S 
N T « 0 
N * l 
M=l 
X U = B 
XL=A 
H = C X U - X L > / 2 . 
H B A R « 0 . 
F J « H * < F U N < X U > + F U N < X L > > \ 
F I B A R = 1 0 0 0 0 • 
1 S = 0 . 
X=XL+H 
2 S = S + F U N ( X ) 
X=X+HBAR 
M=M- 1 
I F <M) 3 , 3 , 2 
3 F I = F J + 4 . * H * S 
I F C F I B A R ) 4 , 5 , 4 
4 E R R = A B S C C F I B A R - F I ) / F I B A R ) 
I F ( E R R - E P S I ) 9 , $ , 5 
5 I F ( N T - 1 3 ) 7 , 9 , 9 
7 N T = N T + 1 
F I B A R = F I 
F J = ( F I + F J > / 4 . 
HBAR«H 
H = H / 2 . 
N « 2 * N 
M-N 
G 0 T 0 1 





C * * * * * T H I S F U N C T I 0 N I S T H E C U M U L A T I V E N0RMAL D I S T R I B U T I 0 N 
C 
R E A L F U N C T I 0 N N D F ( X ) 
N D F O . 
A X * A B S ( X ) 
I F ( A X . G E . 5 . ) G 0 T 0 3 
N D F = ( ( C ( ( • 5 3 8 3 E - 5 * A X + . 4 8 8 9 0 6 E - 4 ) * A X + • 3 8 0 Q 3 6 E - 4 ) * A X 
1 + . 0 0 3 2 7 7 6 2 6 3 ) * A X + . 0 2 1 1 4 1 0 0 6 1 > * A X + . 0 4 9 8 6 7 3 4 6 9 ) * A X + 1 . 
N D F = . 5 / < < N D F * * 8 > * * 2 ) 




2 3 . 0 0 1 8 . 0 0 . 7 9 9 7 . 8 3 9 4 . 7 9 3 2 . 8 0 2 3 . 5 4 1 7 . 8 5 0 9 . 4 9 7 7 . 4 9 3 6 . 6 0 0 0 
0 8 . 5 4 1 0 . 0 4 . 6 7 5 4 . 7 2 8 8 . 7 1 9 2 . 6 6 5 8 . 3 9 2 0 . 8 2 8 0 . 4 7 8 0 . 4 7 0 0 . 5 3 9 8 
2 3 . 0 0 1 8 . 0 0 . 7 3 4 0 . 8 4 3 2 . 8 2 2 0 . 8 2 6 8 . 5 0 1 6 . 8 4 0 5 . 5 0 2 9 . 5 1 1 9 . 6 0 0 0 
0 8 . 0 4 1 1 . 7 6 . 5 6 8 1 . 7 6 9 2 . 7 3 2 8 . 5 5 2 9 . 4 1 1 3 . 8 2 0 0 . 4 1 3 5 . 5 2 3 8 . 4 9 6 4 
2 3 . 0 0 1 8 . 0 0 . 7 3 9 8 . 8 7 2 0 . 8 4 1 7 . 7 7 7 0 . 4 8 1 8 . 8 7 6 1 . 5 4 3 5 . 4 4 9 1 . 6 0 0 0 
0 9 . 7 6 0 9 . 9 8 . 6 2 9 0 . 7 8 2 8 . 6 4 2 0 . 6 5 9 9 . 4 4 5 5 . 7 6 1 3 . 4 4 7 7 . 4 4 3 6 . 4 9 8 0 
2 3 ' . 00 1 8 . 0 0 . 7831 . 8 9 1 7 . 80 1 6 . 7 5 2 3 . 5500 . 8 3 8 9 . 4 7 9 7 . 4 9 4 7 . 6 0 0 0 
0 7 . 9 7 1 0 . 9 6 . 6 4 9 4 . 6 9 2 0 . 7 2 8 0 . 6 4 9 9 . 4 5 2 9 . 7 6 3 5 . 4 6 1 9 . 4 9 3 5 . 5 7 9 5 
2 3 . 0 0 1 8 . 0 0 . 8 1 2 8 . 8 5 1 6 . 7 8 1 8 . 8 3 7 2 . 4 7 8 8 . 8 6 0 0 . 4 6 3 3 . 5 8 6 0 . 6 0 0 0 
0 8 . 9 8 1 1 . 3 2 . 5 1 2 5 . 7 7 8 0 . 7 2 0 0 . 5 7 6 9 . 3 9 9 1 . 8 7 3 8 . 4 2 9 7 . 4 4 4 7 . 5 2 1 7 
2 3 . 0 0 1 8 . 0 0 . 7 5 2 5 . 8 3 1 8 . 8 5 0 0 . 7 4 8 7 . 5 1 9 2 . 8 6 7 1 . 5 2 2 6 . 4 9 1 3 . 6 0 0 0 
0 9 . 3 2 0 9 . 0 4 . 6 4 2 3 . 7 7 0 0 . 6 6 1 3 . 5 7 9 6 . 4 1 3 3 . 7 9 5 5 . 5 3 6 0 . 4 7 2 6 . 5 2 3 3 
2 3 . 0 0 1 8 . 0 0 . 7 2 2 5 . 9 0 0 0 . 7 7 8 8 . 7 9 8 9 . 5 3 2 8 . 8 1 9 7 . 4 5 5 0 . 4 7 3 4 . 6 0 0 0 
0 7 . 0 4 1 1 . 2 0 . 6 3 0 2 . 7 1 1 3 . 6 6 3 5 . 7 1 6 7 . 4 4 1 3 . 7 9 7 7 . 4 0 5 0 . 4 2 3 4 . 5 2 0 3 
23 . 0 0 1 8 . 0 0 . 8 2 5 4 . 8 2 6 6 . 8 1 9 2 . 8 1 5 8 . 4 4 2 0 . 8 6 4 6 . 5 1 1 3 . 4 9 0 2 • 6 0 0 0 
0 9 . 2 0 1 1 . 0 0 . 5 4 1 7 . 7 1 3 5 . 7 7 3 8 . 6 1 9 4 . 4 6 1 3 . 7 9 3 6 . 4 4 0 2 . 4 1 8 8 . 5 2 7 1 
2 3 . 0 0 1 8 . 0 0 . 7 1 8 0 . 8 6 9 2 . 8 3 2 8 . 7 0 2 9 . 5 2 8 0 . 8 6 0 5 . 4 6 8 8 . 5 2 3 8 . 6 0 0 0 
0 9 . 0 0 0 9 . 3 5 . 5 4 5 0 . 8 2 3 8 . 6 9 5 5 . 6 2 2 1 . 4 7 3 8 . 8 0 2 9 . 4 6 5 8 . 4 4 2 7 . 5 3 3 8 
2 3 . 0 0 1 8 . 0 0 . 7 790 . 8 8 2 8 . 7420 . 8 0 9 9 . 5 2 0 0 . 8 2 9 8 . 5 1 5 8 . 4 9 2 7 . 6 0 0 0 
0 7 . 5 3 0 9 . 5 8 . 7 1 1 2 . 7 4 5 5 . 6 9 7 7 . 6 1 7 1 . 4 5 8 5 . 8 1 1 9 . 4 8 2 7 . 4 3 4 3 . 5 5 7 1 
2 3 . 0 0 1 8 . 0 0 . 7 9 9 4 . 7 9 2 0 . 8 2 8 0 . 7 9 9 9 . 4 6 1 3 . 8 3 0 9 . 5 0 8 5 . 5 3 2 7 . 6 0 0 0 
0 7 . 5 8 1 2 . 3 5 . 5 9 3 3 . 7 4 7 7 . 6 9 3 6 . 6 2 8 6 . 4 5 3 6 . 8 4 3 4 . 4 1 9 8 . 4 6 0 5 . 4 8 7 4 
2 3 . 0 0 1 8 . 0 0 . 6 6 2 5 . 8 7 8 0 . 8 2 0 0 . 7 2 6 9 . 4 6 3 5 . 8 8 8 5 . 4 8 4 3 . 5 0 3 6 . 6 0 0 0 
1 0 . 3 5 1 0 . 3 9 . 5 9 6 5 . 7 4 3 6 . 7 0 2 9 . 6 3 9 8 . 4 5 3 9 . 7 4 9 1 . 4 9 1 3 . 4 2 9 5 . 5 1 0 0 
2 3 . 0 0 1 8 . 0 0 . 7 9 2 3 . 8 7 0 0 . 7 6 1 3 . 7 2 9 6 . 5 7 3 8 . 8 4 7 7 . 4 6 9 8 . 5 1 0 5 . 6 0 0 0 
0 8 . 3 9 1 0 . 4 4 . 5 9 0 4 . 7 5 2 9 . 7 1 1 9 . 6 7 9 1 . 4 3 6 8 . 7 7 9 7 . 4 0 7 7 . 4 5 1 3 . 5 2 1 1 
2 3 . 0 0 1 8 . 0 0 . 7 8 0 2 . 8 1 1 3 . 7 6 3 5 . 8 6 6 7 . 4 9 5 5 . 8 4 8 8 . 5 0 3 9 . 5 4 1 3 . 6 0 0 0 
0 8 . 4 4 1 0 . 3 4 . 6 0 4 3 . 7 6 1 9 . 7 4 3 5 . 5 6 1 8 . 4 5 3 3 . 7 9 4 7 . 4 6 3 0 . 4 6 1 5 . 4 9 7 9 
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APPENDIX C 
This appendix contains two procedure f i l e s and their respec t ive 
input data f i l e s for u t i l i z a t i o n with the SPSS Multiple Linear Regression 
program. The f i r s t procedure and input f i l e s are examples of those 
u t i l i z e d for mult iple l inear regress ion . The second f i l e s are examples 
of those u t i l i z e d for mult ip le polynomial regress ion . Examples of SPSS 
Multiple Linear Regression output can be found throughout Chapter IV of 
t h i s t h e s i s . 
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5* RUN NAME 
5 . 0 0 5 -MULTIPLE LINEAR REGRESSI0N 0N TANK 
1 0 . VARIABLE LIST 
1 0 . 0 0 5 T B 1 , T B S , P S , P V , E R 
3 0 . INPUT F0RMAT 
3 0 . 0 0 5 F I X E D < 3 F 6 . 3 , F 4 . 3 , F 5 . 3 ) 
4 0 . N 0 . 0F CASES 
4 0 . 0 0 5 14 
5 0 . REGRESSI0N 
5 0 . 0 0 1 VARIABLES«TB1,TBS,PS,PV,ER/ 
5 0 . 0 0 2 REGRESSI0N«PV WITH T B I , T B S , P S < 2 > / 
5 0 . 0 0 3 REGRESS10N=ER WITH TBI ,TBS,PS< 4 ) 
- 1 . 0 0 0 - 1 . 0 0 0 - 1 . 0 0 0 . 4 0 7 0 . 7 9 5 
01 . 0 0 0 - 1 . 0 0 0 - 1 . 0 0 0 . 3 4 1 0 . 7 3 8 
- 1 . 0 0 0 0 1 . 0 0 0 - 1 . 0 0 0 . 3 4 7 0 . 7 0 9 
01 . 0 0 0 0 1 . 0 0 0 - 1 . 0 0 0 . 3 0 7 0 . 5 8 1 
- I . 0 0 0 - 1 . 0 0 0 0 1 . 0 0 0 . 4 5 0 0 . 9 3 1 
0 1 . 0 0 0 - 1 . 0 0 0 0 1 . 0 0 0 . 3 0 4 0 . 6 1 2 
- 1 . 0 0 0 0 1 . 0 0 0 0 1 . 0 0 0 . 3 5 6 0 . 7 2 1 
0 1 . 0 0 0 0 1 . 0 0 0 0 1 . 0 0 0 . 3 1 0 0 . 6 3 7 
0 0 . 0 0 0 0 0 . 0 0 0 0 0 . 0 0 0 . 3 1 8 0 . 6 2 9 
00 . 0 0 0 0 0 . 0 0 0 0 0 . 0 0 0 . 3 0 1 0 . 5 7 6 
0 0 . 0 0 0 0 0 . 0 0 0 0 0 . 0 0 0 . 3 4 2 0 . 7 2 9 
GO . 0 0 0 0 0 . 0 0 0 0 0 . 0 0 0 . 3 2 9 0 . 7 3 9 
0 0 . 0 0 0 G 0 . 0 0 0 0 0 . 0 0 0 . 3 7 1 0 . 6 9 0 
00 . 0 0 0 0 0 . 0 0 0 0 0 . 0 0 0 . 3 3 6 0 . 6 7 3 
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5 . RUN NAME 
5 * 0 0 5 M U L T I P L E L I N E A R R E G R E S S I O N 0N T A N K 
3 0 . 0 0 5 F I X E D C 2 F 6 . 3 , F 4 . 3 , F 5 . 3 > 
4 0 . 0 0 5 13 
4 1 . 0 COMPUTE 
4 1 . 0 0 5 T B 1 2 * T E 1 * T E 1 
4 4 . 0 COMPUTE 
4 4 . 0 0 5 T B 1 T B S = T B 1 * T B S 
4 6 . 0 COMPUTE 
4 6 . 0 0 5 T B S 2 * T B S * T B S 
5 0 . R E G R E S S I O N 
50 .001 V A R I A B L E S * T B 1 2 , T B 1 T B S , T B S 2 , T B 1 
5 0 . 0 0 2 , T B S , P V . , E R / 
5 0 . 0 0 3 REGRESS 10N=PV W I T H T B I 2 * T B I T B S 
5 0 . 0 0 4 , T B S 2 . , T B 1 , T B S < 2 ) / 
5 0 . 0 0 5 REGRESS 1 0 N S E R W I T H T B 1 2 , T B 1 T B S 
5 0 . 0 0 6 , T B S 2 , T B 1 , T B S ( 4 > 
- 1 . 0 0 0 - 1 . 0 0 0 . 6 6 9 1 . 6 3 5 
0 1 . 0 0 0 - 1 . 0 0 0 . 5 8 1 1 . 3 1 5 
- 1 . 0 0 0 0 1 . 0 0 0 . 5 3 8 1 . 2 3 5 
0 1 . 0 0 0 0 1 . 0 0 0 . 4 6 0 1 . 0 2 1 
0 0 . 0 0 0 0 0 . 0 0 0 . 5 7 7 1 . 3 3 7 
0 0 . 0 0 0 0 0 . 0 0 0 . 5 8 5 1 . 3 8 0 
0 0 . 0 0 0 0 0 . 0 0 0 . 5 6 1 1 . 3 6 6 
0 0 . 0 0 0 0 0 . 0 0 0 . 5 7 3 1 . 3 3 2 
0 0 . 0 0 0 0 0 . 0 0 0 . 6 0 9 1 . 4 2 6 
- 1 . 4 1 4 0 0 . 0 0 0 . 5 9 1 1 . 4 0 4 
0 1 . 4 1 4 0 0 . 0 0 0 . 5 1 8 1 . 1 4 8 
0 0 . 0 0 0 - 1 . 4 1 4 . 6 1 7 1 . 5 0 4 
0 0 . 0 0 0 0 1 . 4 1 4 . 5 3 3 1 . 0 9 2 
1 0 . 
1 0 . 0 0 5 
3 0 . 
V A R I A B L E L I S T 
T B 1 , T B S , P V , E R 
I N P U T FORMAT 
40 . N O • 0F CASES 
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APPENDIX D 
This appendix contains the programs necessary for the adapted In­
t e r a c t i v e Vector Maximal algorithm. The f i r s t program i s an i n t e r a c t i v e 
data program which queries the dec i s ion maker for necessary data and 
s tores that data in a data f i l e . Figure 18, page 60, i s an example 
of the output from and the input to t h i s program. The program al lows 
a maximum of 10 response equations and 5 independent v a r i a b l e s . The 
c o e f f i c i e n t s of the response equations are input in the fol lowing 
order: 
i 
x i = 2 , 3 , 4 , 5 , 
X 2 i 1 = 3 , 4 , 5 » 
x 3 i i = 4 , 5 , 
x
4 5 » 
x. i = 1 , . . . , 5 
l 
and the constant term. The gradient c o e f f i c i e n t s are input as x_^,i = 1 
, . . . , 5 , and the constant term. The region of i n t e r e s t boundaries are the 
l i m i t s on the region of experimentation u t i l i z e d in the second order de­
s ign for the primary or a l l response funct ions . The l i m i t s must coincide 
to prevent extrapolat ion of an equation outs ide i t s region of experiment­
a t i o n . During opt imizat ion, these l i m i t s w i l l not be exceeded, thus 
preventing extrapolat ion. The second program i s an i n t e r a c t i v e program 
which u t i l i z e s Input from both the f i r s t program of t h i s appendix and 
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from the dec i s ion maker to perform i t e r a t i o n s of the adapted Interact ive 
Vector Maximal algorithm. Figure 19, page 61» Is an example of the 
output from and the input to t h i s second program. 
Within the program, ZX3LP i s ca l l ed as a subroutine. This sub­
routine i s part of the IMSL l ibrary ava i lab le on the Georgia Tech CDC 
CYBER 74. The l ibrary subroutine ZX3LP accepts input for a l inear pro­
gramming optimization problem and u t i l i z e s the simplex method to optimize 
the problem. Also u t i l i z e d in conjunction with the second program of 
t h i s appendix i s the Bazaraa Cyclic Coordinate Algorithm for Optimizing 
Penalty Functions computer program (5) ava i lab le in the Georgia Tech 
ISyE computer l ibrary . If the boundary d e f i n i t i o n s of the suboptlmiza-
t ion problem are nonl inear, the second program of t h i s appendix terminates 
af ter outputing the objec t ive function c o e f f i c i e n t s of the suboptimiza-
t i o n problem. The Bazaraa program i s then u t i l i z e d to compute the o p t i ­




C * * * * * T H I S PR0GRAM I N P U T S DATA I N T 0 A DATA F I L E F 0 R 
C * * * * * 0 P T I M I Z A T I 0 N BY THE I N T E R A C T I V E VECT0R"MAXIMAL 
C * * * * * A L G 0 R l T H M . 
C 
PR0GRAM D A T A P R 0 < I N P U T , 0 U T P U T , T A P E 3 , T A P E S " I N P U T , T A P E 6 * ) 
• 0 U T P U T ) 
D I M E N S I 0 N X ( 5 ) , R E Q ( 1 0 , 2 1 ) , N A M E ( 1 O ) , R E Q G ( 5 O , 6 ) , B 0 U N ( 5 , 2 ) , 
1 S A ( 5 0 , 5 ) , S B < 5 0 ) 
WRITE ( 6 , 1 0 0 ) 
1 0 0 F0RMAT C * I N P U T NUMBER 0 F R E S P 0 N S E E Q U A T I 0 N S * ) 
READ ( 5 , * ) N R E Q 
WRITE ( 3 , * ) N R E Q 
WRITE ( 6 , 1 0 1 ) 
1 0 1 F0RMAT C * I N P U T NUMBER 0 F I N D E P E N D E N T V A R I A B L E S ( X " S ) * ) 
READ ( 5 , * ) N X 
WRITE ( 3 , * ) N X 
WRITE ( 6 , 1 0 2 ) 
1 0 2 F0RMAT ( * I N P U T I N l f l A L VALUE 0 F I N D E P E N D E N T V A R I A B L E S 
• W I T H • AND 
1 , * ) 
READ ( 5 , * ) ( X ( I X ) , I X = 1 , N X ) 
WRITE ( 3 , * ) ( X ( I X ) , I X = 1 , N X ) 
D0 3 0 1 I M = 1 , N R E Q 
WRITE ( 6 , 1 0 3 > IM 
1 0 3 F0RMAT C * I N P U T ~ C 0 E F F I C I E N T S 0 F R E S P 0 N S E E Q U A T I 0 N * , 1 2 ) 
READ ( 5 , * ) ( R E Q ( I M , I C ) , I C » 1 , 2 1 ) 
WRITE ( 3 , * ) < R E Q ( I M , I C ) , I C - l , 2 1 ) 
3 0 1 C 0 N T I N U E 
WRITE ( 6 , 1 0 7 ) 
1 0 7 F0RMAT ( * I N P U T R E S P 0 N S E E Q U A T I 0 N NAMES I N G R 0 U P S 0 F TEN 
• L E T T E R S * / 
1*AND S P A C E S , R I G H T J U S T I F I E D , 0 N E PER L I N E * ) 
READ ( 5 , 1 0 8 ) ( N A M E ( I N ) , I N = 1 , N R E Q ) 
WRITE ( 3 , 1 0 8 ) (NAMEC I N ) , I N = 1 , N R E Q ) 
1 0 8 F0RMAT ( A 1 0 ) 
D0 3 1 2 I F = 1 , N R E Q 
D0 3 1 3 J X = 1 , 5 , 
WRITE ( 6 , 1 1 6 ) I F , J X 
1 1 6 F0RMAT C * I N P 0 T C 0 E F F I C I E N T S 0 F GRADIENT F * , 1 2 , * X * , 1 2 ) 
READ ( 5 , * ) ( R E Q G ( d C , K C ) , K C * l , 6 ) 
WRITE ( 3 , * ) ( R E Q G ( j C , KC ) , K C m 1 , 6 ) 
J C = J C + T 
3 1 3 C 0 N T I N U E 
3 1 2 C 0 N T I N U E 
WRITE ( 6 , 1 1 4 ) 
1 1 4 F0RMAT ( * I N P U T R E G I 0 N 0 F I N T E R E S T B0UNDARY D E F I N I T I 0 N , I 
* F 0 R * / 
1 * I N T E G E R , L F 0 R L I N E A R , 0 R N F 0 R N 0 N L I N E A R * ) 
READ ( 5 , 1 1 5 ) NB0N 
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WRITE ( 3 * 1 1 5 ) N B 0 N 
1 1 5 FORMAT ( A l ) 
I F C N B 0 N . E G . 1 H I ) G 0 T 0 2 1 0 
I F ( N B 0 N . E Q . 1 H L ) G 0 T 0 2 3 1 
I F ( N B 0 N * E Q » 1 H N ) G 0 T 0 2 3 2 
2 1 0 D0 3 1 9 K B » 1 * N X 
WRITE ( 6 * 1 1 7 ) K B 
1 1 7 FORMAT C * I N P U T L0WER AND U P P E R B 0 U N D S 0 F X * * I 1 ) 
R E A D C 5 * * ) ( B 0 U N ( K B * L B ) * L B = 1 * 2 ) 
WRITE ( 3 * * ) ( B 0 U N ( K B * L B ) * L B = 1 * 2 ) 
3 1 9 CONTINUE 
GOTO 2 3 2 
2 3 1 WRITE ( 6 * 1 3 5 ) 
1 3 5 FORMAT C * I N P U T NUMBER 0 F L E S S THAN OR EQUAL C O N S T R A I N T S * ) 
READ ( 5 * * ) M 1 
WRITE C 3 * * ) M l 
WRITE ( 6 * 1 3 6 ) 
1 3 6 FORMAT C * I N P U T NUMBER OF EQUALITY C O N S T R A I N T S * ) 
READ C 5 * * ) M 2 
W R I T E C 3 * * ) M 2 
I A S = M l + M 2 + 2 
WRITE ( 3 * * ) I A S 
I F C M 1 . E Q . 0 ) GOTO 3 3 0 
DO 3 3 0 I M 1 « 1 * M 1 
WRITE C 6 * 1 3 7 ) N X * I M 1 
1 3 7 FORMAT C * I N P U T * * I I * * C O E F F I C I E N T S OF L E S S THAN 
• C O N S T R A I N T * * 1 2 ) 
READ ( 5 * * ) C S A ( l M l * J M l ) * J M 1 - 1 * N X ) 
WRITE C 3 * * ) C S A C I M l * J M i ) * J M l * l * N X ) 
3 3 0 CONTINUE 
I F ( M 2 . E Q . 0 ) GOTO 3 3 1 
DO 3 3 1 I M 2 = 1*M2 
WRITE ( 6 * 1 3 8 ) N X * I M 2 
1 3 8 FORMAT C * I N P U T * * I 1 * * C O E F F I C I E N T S OF E Q U A L I T Y C O N S T R A I N T 
* * * 1 2 ) 
READ ( 5 ^ * ) ( S A ( ( M 1 + I M 2 ) * J M 2 ) * J M 2 * 1 * N X ) 
WRITE ( 3 * * ) ( S A C ( M l + I M 2 ) * J M 2 ) * J M 2 * 1 * N X ) 
3 3 1 CONTINUE 
I S B * M 1 + M 2 
WRITE ( 6 * 1 3 9 ) 
1 3 9 FORMAT ( * I N P U T RHS OF C O N S T R A I N T S A S I N P U T A B O V E * ) 
READ C 5 * * ) C S B C J S B ) * J S B * 1 * I S B ) 
WRITE C 3 * * ) C SBC J S B ) * J S B = 1 * I S B ) 
GOTO 2 3 2 





^ • • • • A D A P T E D I N T E R A C T I V E V E C T 0 R MAXIMAL O P T I M I Z A T I O N 
^ • • • • A L G O R I T H M . 
C 
PROGRAM 0 P T I M I ZC I N P U T * O U T P U T * T A P E 3 * T A P E5 = I N P U T * TAP E6 = 
• O U T P U T ) 
D I M E N S I O N S F C 1 0 ) * S Y ( 1 0 ) * V ( 1 0 ) * D F < 1 G * 2 0 ) * B B < 1 0 ) * N A M E < 1 0 ) * 
• G C 2 0 ) * 
1 R E Q G ( 5 0 * 6 ) * R E Q J C 1 O * 5 ) * W G ( 5 ) * B 0 U N ( 5 * 2 ) * D ( 5 ) * F ( 1 0 ) * R E Q ( 10* 
• 2 1 ) * 
1 X < 5 ) * Y < 5 ) * Z C 5 ) * S A C 5 O * 5 ) * S B ( 5 O ) * P S 0 L C 5 ) * D S 0 L C 5 O ) * R W < 2 6 5 O ) 
• * I W ( 1 7 2 ) 
DO 305 1 1 = 1 * 5 
X C I I ) = 0 . 
305 C O N T I N U E 
W C 1 ) = 1 . 
C 
^ • • • • T H I S S E C T I O N READS I N P U T DATA FROM A DATA F I L E * 
C 
READ C 3 * ^ ) N R E Q 
READ C 3 * ^ ) N X 
READ < 3 * ^ > C X ( I X ) * I X = 1 * N X ) 
DO 301 I M = 1 * N R E Q 
READ < 3 ; + ) ( R E Q C L M * I C ) * I C » L * 2 1 ) 
301 C O N T I N U E 
READ ( 3 * 1 0 8 1 X N A M E C I N ) * I N » 1 * N R E Q ) 
1081 FORMAT C A 1 0 ) ~ 
J C = 1 
DO 312 I F = 1 * N R E Q 
DO 313 J X = 1 * 5 
READ C 3 * ^ ) C R E Q G C J C * K C ) * X C = 1 * 6 ) 
J C = J C + 1 
313 C O N T I N U E 
312 C O N T I N U E 
R E A D ' ( 3 * 1 1 5 1 ) N B 0 N 
1151 FORMAT CA1) 
I F C N B 0 N . E Q . 1 K L ) GOTO 233 
I F ( N B 0 N . E Q . 1 H I ) GOTO 234 
I F ( N B O N . E G . L H N ) G 0 T 0 215 
234 DO 319 K B = 1 * N X 
READ ( 3 * ^ ) ( B 0 U N C K B * L B ) * L B = 1 * 2 ) 
319 C O N T I N U E 
G 0 T 0 215 
C 
^ • • • • T H I S S E C T I O N P R E S E N T S T H E D E C I S I O N MAKER W I T H 
• A L T E R N A T I V E S 
^ • • • • A N D READS H I S T R A D E O F F I N P U T S . 
C 
233 READ ( 3 * ^ ) M 1 
READ < 3 * ^ ) M 2 
READ < 3 * * ) I A S 
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I S B * M 1 + M 2 
D 0 3 3 2 I S A « 1 , I S B 
R E A D C 3 , * > C 5 A U S A , J S A > , J S A » 1 , N X > 
3 3 2 C O N T I N U E 
R E A D C 3 , * ) C S B C J S B ) , J S B = 1 , 1 S B ) 
G 0 T 0 2 1 5 
2 1 5 C A L L R E Q E V C N R E Q , F , N X , R E Q , X > 
D 0 3 2 4 M S = 1 , N R E Q 
S F C M S ) = F C M S ) 
3 2 4 C O N T I N U E 
J C * 1 
L C = 1 
L « l 
W R I T E C 6 , 1 0 4 > 
1 0 4 F O R M A T ( * I N P U T P E R T U R B A T I 0 N 0 F F < 1 ) , I N F A V 0 R A B L E 
* D I R E C T I 0 N * > 
R E A D C 5 , * ) D F 0 N E 
B B C 1 > s=FC 1 ) + D F 0 N E 
D 0 3 0 8 J B = 2 , N R E Q 
B B C J B ) = F C J B > 
3 0 8 C 0 N T I N U E 
DO 3 0 7 K T * 2 , N R E Q 
W R I T E C 6 , 1 0 5 > K T 
1 0 5 F O R M A T C * I N P U T P E R T U R B A T I 0 N 0 F F ( * , I 2 , * ) , I N F A V 0 R A B L E 
• D I R E C T I O N * ) 
R E A D ( 5 , * ) D F ( K T , L ) 
2 0 4 I F ( K T . E Q . 2 ) G O T O 2 0 0 ' 
B B C K T - 1 ) = F ( K T - 1 ) 
2 0 0 B B C K T ) = F C K T > - D F < K T , L ) 
W R I T E C 6 , 1 0 6 ) 
1 0 6 F 0 & M A T C 2 5 X , 1 H A , 1 6 X , 1 H B ) 
DO 3 0 9 N W » 1 , N R E Q 
W R I T E C 6 , 1 0 9 ) N A M E C N W ) , F ( N W ) , B B C N W ) 
1 0 9 F O R M A T C A 1 0 , i O X , F 1 0 « 5 , 5 X , F l 0 . 5 > 
3 0 9 C O N T I N U E 
W R I T E ( 6 , 1 1 0 ) 
C 
C * * * * * T H I S S E C T I O N A D J U S T S T H E A L T E R N A T I V E S P R E S E N T E D T 0 
C * * * * * T H E D E C I S I O N MAKER U N T I L H E I S I N D I F F E R E N T . 
C 
1 1 0 F O R M A T C * W H I C H DO Y O U P R E F E R . I F Y O U A R E I N D I F F E R E N T 
• T Y P E I * * ) 
R E A D ( 5 , l l l ) N D E C 
1 1 1 F O R M A T ( A i ) 
I F C N D E C . E Q . 1 H I ) G O T O 2 0 1 
I F C N D E C . E Q . 1 H A ) GOTO 2 0 2 
D F C K T , L + 1 ) = 2 * D F ( K T , L ) 
L=»L+1 
G 0 T 0 2 0 4 
2 0 6 W R I T E C 6 , 1 0 6 ) 
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B B < K T ) = F < K T ) - D F < K T * L ) 
D 0 3 1 0 J W « 1 * N R E Q 
W R I T E < 6 * 1 0 9 ) N A M E < J W ) * F < J W ) * B B < J W ) 
3 1 0 C O N T I N U E 
W R I T E < 6 * 1 1 0 ) 
R E A D ( 5 * 1 1 1 ) N D E C 
I F ( N D E C . E & . 1 H A ) G 0 T 0 2 0 3 
I F ( N D E C . E Q . 1 H B ) G 0 T 0 2 0 8 
G O T O 2 0 1 
2 0 2 G < L ) * D F < K T * L ) 
2 0 3 D F < K T * L + L ) = D F < K T * L ) - < G < L ) / 2 . ) 
G C L + 1 ) » G < L ) / 2 . 
L = L + 1 
G 0 T 0 2 0 6 
2 0 8 D F C K T * L + 1 ) = D F < K T * L ) + < G C L ) / 2 . ) 
G C L + L ) = G < L > / 2 . 
L = L + 1 
G O T O 2 0 6 
C 
C * * * * * T H I S S E C T I O N C O M P U T E S T H E T R A D E O F F V A L U E S • 
C 
2 0 1 WC K T ) = C D F 0 N E ) / < D F < K T * L ) ) 
3 0 7 C O N T I N U E 
W R I T E < 6 * 1 1 2 ) 
1 1 2 F O R M A T < * T H E T R A D E O F F S A R E * ) 
DO 3 1 1 L T - 1 * N R E Q 
W R I T E < 6 * 1 I 3 ) N A M E C L T ) * W C L T ) 
1 1 3 F O R M A T < A 1 0 * 1 0 X * F 1 0 . 5 ) 
3 1 1 C O N T I N U E 
C 
C * * * * * T H I S S E C T I O N C O M P U T E S T H E C O E F F I C I E N T S O F T H E 
C * * * * * S U B 0 P T I M I 2 A T I 0 N O B J E C T I V E F U N C T I O N . 
C 
DO 3 1 4 I J = 1 * N R E G 
DO 3 1 5 J J = 1 * 5 
E » 0 . 
DO 3 1 6 J S « 1 * N X 
E = E + C R E Q G C L C * J S ) ) * X C J S ) 
3 1 6 C O N T I N U E 
R E Q J C I J * J J ) = E + ( R E Q G ( L C * 6 ) ) 
L C = L C + 1 
3 1 5 C O N T I N U E 
3 1 4 C O N T I N U E 
DO 3 1 7 K W * 1 * N X 
W G < K W ) * 0 « 
DO 3 1 8 L W « 1 * N R E G 
W G ( K W ) = W G C K W ) + < W < L W ) * R E Q J C L W * K W ) ) 
3 1 8 C O N T I N U E 
W R I T E C 6 * * ) W G ( K W ) 
3 1 7 C O N T I N U E 
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DO 1 " I I W = 1 , N X 
WRITE C 6 , * > W 6 C I I W ) 
1 CONTINUE 
C 
C * * * * * T H I S S E C T I O N PERFORMS THE S U B 0 P T I M I Z A T I 0 N • 
C 
I F C N B 0 N . E Q . 1 H I ) CALL S I N T C Y , W 6 , B 0 U N , N X ) 
I F C N B O N . E Q . l H L ) CALL Z X 3 L P C S A , 5 0 , S B , W G , N X , M 1 , M 2 , S , Y 
l D S 0 L , R W , I W , I E R ) 
I F C N B 0 N . E Q . 1 H N ) CALL N L P ( Y , N X ) , R E T U R N S C 2 1 4 , 9 9 9 ) 
2 1 4 D 0 3 2 1 I D * 1 , N X 
D C I D ) = Y C I D ) - X C I D ) 
3 2 1 CONTINUE 
WRITE C 6 , 1 1 8 ) 
1 1 8 FORMAT C*NEW D E C I S I O N V E C T O R * ) 
D0 3 2 2 J D = 1 , N X 
WRITE C 6 , 1 1 9 ) J D , Y C * J D ) 
1 1 9 FORMAT C * Y * , I I , 5 X , F 1 0 . 5 ) 
3 2 2 CONTINUE 
WRITE C 6 , 1 2 0 ) 
1 2 0 FORMAT C *NEW OPERATING P O I N T * ) 
CALL REQEVC N R E Q , F , N X , R E Q , Y ) 
D0 3 2 3 I Y = T , N R E Q 
WRITE C 6 , 1 2 1 ) F C I Y ) 
1 2 1 FORMAT C F 1 0 . 5 ) 
3 2 3 CONTINUE 
WRITE ( 6 * 1 2 2 ) 
C 
C * * * * * T H I S S E C T I O N PERFORMS THE S T E P - S I Z E O P T I M I Z A T I O N . 
C 
1 2 2 FORMAT C * I N P U T NUMBER OF P O I N T S TO S E E I N S T E P S I Z E * ) 
READ C 5 , * ) K S 
T * 1 . / C K S - 1 ) 
DO 3 2 5 N S = 1 , N R E Q 
S Y C N S ) = F C N S ) 
3 2 5 CONTINUE 
WRITE C 6 , 1 2 3 ) C S F C M W ) , M W * 1 , N R E Q ) 
1 2 3 FORMAT C 5 F 1 2 . 4 / 5 X , 5 F 1 2 . 4 ) 
KZ=*KS-2 
D0 3 2 6 M T » 1 , K Z 
D0 3 2 7 M X * 1 , N X 
Z ( M X ) = X C M X ) + C T * M T * D C M X ) ) 
3 2 7 CONTINUE 
C A L L " R E Q E V C N R E Q , F , N X , R E Q , Z ) 
WRITE C 6 , 1 2 3 ) ( F C M Z ) , M Z = 1 , N R E Q ) 
3 2 6 CONTINUE 
WRITE C 6 , 1 2 3 ) C S Y C M Y ) , M Y » 1 , N R E Q ) 
WRITE C 6 , 1 2 4 ) 
1 2 4 FORMAT C * I N P U T NUMBER 0 F P R E F F E R E D P O I N T * ) 
READ C 5 , * ) M N 
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~D0 328 N N = 1 * N X 
X < N N ) = X < N N ) + < D ( N N ) * T * < M N - 1 ) ) 
328 C O N T I N U E 
W R I T E ( 6 * 1 2 5 ) 
125 FORMAT < * I F YOU WISH TO T E R M I N A T E T Y P E T . O T H E R W I S E * 
• T Y P E C • * ) 
READ < 5 * 1 3 0 ) N T E R , ' 
130 FORMAT < A 1 ) 
I F ( N T E R . E Q . 1 H C ) GOTO 215 
W R I T E ( 6 * 1 2 6 ) C X ( M 0 ) * M 0 * 1 * N X ) 
126 FORMAT ( ^ O P T I M A L X * / 5 F 1 2 . 4 ) , 
999 STOP 
END • . * 
C 
C * * * * * T H I S S U B R O U T I N E E V A L U A T E S T H E RESPONSE E Q U A T I O N S . 
C 
S U B R O U T I N E REQEVCNREQ* F * N X * R E Q * X ) 
D I M E N S I O N F ( 1 0 ) * R E Q C 1 0 * 2 1 ) * X ( 5 ) 
DO 300 J T = 1 * N R £ Q 
F < J T ) * 0 . 
DO 302 I S = 1 * N X 
F < * J T ) * F C J T ) + < R E Q ( « J T * I S ) ) * C X ( I S ) * * 2 ) 
302 C O N T I N U E 
DO 303 I A = 2 * N X 
F C J T ) * F < J T ) + < R E Q C J T * I A + 4 ) ) * ( X ( i ) * X C I A ) ) 
303 ' C O N T I N U E 
DO 304 I B = 3 * N X 
F < d T ) = F C « J T ) + < R E Q C J T * I B + 7 ) ) * C X C 2 ) * X C I B ) ) 
304 C O N T I N U E 
F< J T ) = F C J T ) + < R E Q C J T * 1 3 ) ) * C X < 3 ) * X ( 4 ) ) + < R E Q ( J T * 1 4 ) ) * < X ( 3 ) 
* * X ( 5 ) ) 
F ( U T ) = F C J T ) + ( R E Q ( J T * 1 5 ) ) * C X ( 4 ) * X ( 5 ) ) 
DO 306 1 0 * 1 * N X 
F ( J T ) = F < « J T ) + C R E Q C J T * I 0 + 1 5 ) * X C I 0 ) ) 
306 C O N T I N U E 
FCtJT$=FC J T ) + R £ Q ( « J T * 2 1 ) 
300 C O N T I N U E 
R E T U R N 
END 
c 
C * * * * * T H I S S U B R O U T I N E PERFORMS T H E S U B 0 P T I M I Z A T I O N FOR 
C * * * * * I N T E G E R R E G I O N OF E X P E R I M E N T A T I O N B O U N D A R I E S . 
C . " . " ' " - ." " 
S U B R O U T I N E S I N T C Y * W G * B 0 U N * N X ) 
D I M E N S I O N Y ( S ) * W G < 5 ) * B 0 U N < 5 > 2 ) 
DO 320 I P = 1 * N X 
Y C I P ) = 0 . 
I F " C W G C I P ) . L T . O . ) Y ( I P ) « B 0 U N C I P * 1 ) 
I F ( W G < I P ) . G T . O . ) Y < I P ) * B 0 U N < I P * 2 ) 
320 C O N T I N U E " 
RETURN 
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E N D 
C * * * * * T H I S S U B R O U T I N E R O U T E S T H E P R O G R A M T O T H E P R O G R A M 
C * * * * * F 0 R T H E S U B O P T I M I Z A T I O N O F N O N L I N E A R R E G I O N O F 
C * * * * * E X P E R I M E N T A T I O N B O U N D A R I E S * 
C 
S U B R O U T I N E N L P C Y , N X ) , R E T U R N S < A A A , B B B ) 
D I M E N S I O N Y C 5 > 
W R I T E ( 6 , 1 4 0 ) 
1 4 0 F O R M A T < * I F Y O U D 0 N O T H A V E Y , I N P U T N O , O T H E R W I S E Y E S * ) 
R E A D ( 5 , 1 4 5 ) I T E R 
1 4 5 F O R M A T C A 2 ) 
I F C I T E R . E Q . 2 H N 0 ) R E T U R N B B B 
W R I T E C 6 , 1 5 0 ) 
1 5 0 F O R M A T C * I N P U T V A L U E S O F Y * ) 
R E A D ( 5 , * ) C Y C I ) , I = 1 , 2 ) 
R E T U R N A A A " 




In keeping with the hypothet ical nature of Chapter IV, Equation 
4 .26 , 4.27 and 4.28 were not ac tua l ly obtained from TRADOC. An interview 
was conducted with Armor o f f i c e r s studying Operations Research at Georgia 
Tech. To insure commonality of independent var iab les for a l l response 
equations, time to f i r e the f i r s t round and time between rounds were 
treated as independent var iab les in the interview with tra inings hours 
and training rounds as dependent v a r i a b l e s . 
I n i t i a l l y an attempt was made to f i t second order equations to 
the training responses in the optimum region of experimentation of 
Equations 4.24 and 4 .25 . A s t a t i s t i c a l l y s a t i s f a c t o r y f i t was not pos­
s i b l e in the optimum region of experimentation. A f i r s t order approxi­
mation in the optimum region of experimentation to the training curves 
was then f i t by use of the SPSS regress ion program. The input to the 
program was: 
x l X 2 y 3 y 4 
1 (8) - 1 (5) 48 60 
1 (16) -1 (5) 30 48 
1 (8) 1 (15) 40 54 
1 (16) 1 (15) 12 19 
0 (12) 0 (10) 36 48 
The SPSS output i s found on the next page of t h i s Appendix, y^ on top 
Ai 
y^ at the bottom. 
The SPSS output yie lded the fol lowing two response equations, 
y 3 = - 1 1 . 5 x ^ 6 . 5 x 2 + 33.2 
- - - R E G R E S S I O N 
D E P . V A R . . . H T 
F I N A L S T E P 
M U L T I P L E R 
R S Q U A R E 
S T D D E V 
. 9 7 6 0 A N O V A D F 
. 9 5 2 5 R E G R E S S I O N 2 . 
4 . 1 7 1 3 R E S I D U A L 2 . 
SUM S Q U A R E S 
6 9 8 . 0 0 0 
3 4 . 8 0 0 
MEAN S Q . F 
3 4 9 . 0 0 0 2 0 . 0 5 7 
1 7 . 4 0 0 S I G . 0 4 7 
V A R I A B L E B S . E . B SIG B E T A E L A S T I C I T Y 
T B I 
T B S 
C O N S T A N T 
- 1 1 . 5 0 0 
- 6 . 5 0 0 
3 3 * 2 0 0 
2 . 0 8 6 
2 . 0 8 6 
1 . 8 6 5 
3 0 . 4 0 2 
9 . 7 1 3 
3 1 6 . 7 3 6 
. 0 3 1 
. 0 8 9 
. 0 0 3 
- . 8 4 9 6 4 
- . 4 8 0 2 3 
A L L V A R I A B L E S A R E I N T H E E Q U A T I O N . 
D E P . V A R . . . L R 
F I N A L S T E P . 
M U L T I P L E R 
R S Q U A R E 
S T D D E V 
V A R I A B L E 
T B I 
T B S 
C O N S T A N T 
. 9 2 8 0 A N O V A 
• 8 6 1 3 R E G R E S S I O N 
8 . 3 1 5 6 R E S I D U A L 
•1 1 . 7 5 0 
- 8 . 7 5 0 
4 5 . 8 0 0 
S . E . B 
4 . 1 5 8 
4 . 1 5 8 
3 . 7 1 9 
D F S U M S Q U A R E S 
2 . 8 5 8 . 5 0 0 
2 . 1 3 8 . 3 0 0 
7 . 9 8 . 6 
4 . 4 2 9 
1 5 1 . 6 7 3 
SIG • 
• 106 
. 1 7 0 
. 0 0 7 
MEAN S Q . F 
4 2 9 . 2 5 0 6 . 2 0 8 
6 9 . 1 5 0 S I G . 1 3 9 
B E T A 
- . 7 4 4 3 3 
- . 5 5 4 2 9 




y, = - 1 1 . 7 5 X t ~ 8 . 7 5 X - + 4 5 . 8 . 4 1 2 
After decoding the above are 
y 3 = -2.5556E - 2 . 1 6 6 7 £ 2 + 87.2009 
y, = -2.6111c" -2 .9167E. + 107.30015. 4 1 2 
The regress ion F s t a t i s t i c s are F*^ = 20.057, s i g n i f i c a n t at a = .047, 
and F^£ = 6.208, s i g n i f i c a n t at a = .139. A response equation for y,. 
was derived by mult iplying y^ by a cost of $90.00 per training round 
f ired and adding a POL cos t of $10.50. Manpower c o s t s were not included 
s ince they are f ixed no matter what the personnel are doing. 
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