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ABSTRACT
Despite the continuous improvements of Generative Adversarial Networks (GANs), stability and
performance challenges still remain. In this work, we propose a novel loss function for GAN training
aiming both for deeper theoretical understanding and improved performance of the underlying
optimization problem. The new loss function is based on cumulant generating functions and relies on
a recently-derived variational formula. We show that the corresponding optimization is equivalent to
Rényi divergence minimization, thus offering a (partially) unified perspective of GAN losses: the
Rényi family encompasses Kullback-Leibler divergence (KLD), reverse KLD, Hellinger distance and
χ2-divergence. Wasserstein loss function is also included in the proposed cumulant GAN formulation.
In terms of stability, we rigorously prove the convergence of the gradient descent algorithm for
linear generator and linear discriminator for Gaussian distributions. Moreover, we numerically show
that synthetic image generation trained on CIFAR-10 dataset is substantially improved in terms of
inception score when weaker discriminators are considered.
1 Introduction
GANs [1] are powerful generative models capable of drawing new samples from an unknown distribution when only
samples from that distribution are available. Their popularity stems from their ability to generate realistic samples from
high-dimensional and complex distributions such as image collections [2, 3, 4, 5, 6, 7, 8], speech [9, 10, 11] and natural
language text [12, 13] among other types of raw data.
A GAN is a two-player zero-sum game between a discriminator and a generator, both being strong neural networks. It
is well-known that the training procedure of GANs often fails and several heuristics have been devised [14] to alleviate
the difficulties of training. For instance, a recurring impediment with GAN training is the oscillatory behavior of
the optimization algorithms due to the fact that the optimal solution is a saddle point of the loss function. Standard
optimization algorithms such as stochastic gradient descent (SGD) may fail even for simple loss functions [15, 16].
Since their introduction, GANs have been also described as a tractable approach to minimize a divergence or a distance
between the real data distribution and synthetic data distributions. Indeed, the original formulation of GAN [1] can be
seen as the minimization of the Shannon-Jensen divergence, f -GAN [17] is a generalization of vanilla GAN where a
variational lower bound for the f -divergence is minimized, Wasserstein GAN [18] which has been further improved in
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[19] aims to minimize the Wasserstein distance increasing the stability of the training and similarly Least-Squares GAN
[20] which minimizes a softened version of the Pearson χ2-divergence.
However, training might still be unstable and searching for the proper loss function, optimization algorithm and
architecture can involve tedious trial-and-error. In this paper, we concentrate on the loss function selection. We propose
a novel loss function based on cumulant generating functions with the resulting model referred as Cumulant GAN.
By applying a recently-proposed variational representation formula [21], we show that Cumulant GAN is capable
of interpolating between several well-known GAN formulations, thus offering a unified and flexible mathematical
framework.
Our contributions are summarized as follows:
• We introduce Cumulant GAN with loss function based on cumulant generating functions of both real and
synthetic data distributions.
• We interpret the novel and tunable loss function as the minimization of a divergence. Varying the hyper-
parameter values results in different divergences or probability metrics.
• We provide guaranteed convergence of the gradient descent algorithm in a special case with linear generator,
linear discriminator and Gaussian distributions.
• We show improved performance on both synthetic and real datasets, especially, for weaker discriminators.
2 Background
Our results are a substantial generalization of the Wasserstein GAN by means of cumulant generating functions. These
concepts are briefly discussed in this section.
2.1 Wasserstein GAN
Wasserstein GAN (WGAN) [18, 19] minimizes the Earth-Mover (Wasserstein-1) distance and primarily aims to stabilize
the training procedure of GANs. Based on the Kantorovich-Rubinstein duality formula for Wasserstein distance, the
loss function of WGAN can be written as
min
G
max
D∈D
Epr [D(x)]− Epg [D(x)], (1)
where pr and pg correspond to the real data distribution and the implicitly-defined model distribution, respectively.
Namely, pg denotes the distribution of G(z), where G is the generator and z ∼ pz(z) is a random input vector often
following a standard normal or uniform distribution. D(·) is the discriminator (called critic in the WGAN setup) while
D is the function space of all 1-Lipschitz continuous functions. In WGAN, Lipschitz continuity is imposed by adding a
(soft) regularization term on gradient values called Gradient Penalty (GP). It has been shown that GP regularization
produces superior performance to weight clipping [19].
2.2 Cumulant Generating Functions
The cumulant generating function (CGF), also known as the log-moment generating function, is defined for a random
variable with pdf p(x) as
Λf,p(β) = logEp[eβf(x)] , (2)
where f is a measurable function with respect to p. Typical CGFs are obtained when f(x) = x. CGF is a convex
function with respect to β and it contains information for all moments of p. CGF also encodes the tail behavior of
distributions and plays a key role in the theory of Large Deviations for the estimation of rare events [22]. A power series
expansion of the CGF reveals that the lower order statistics dominate when |β|  1 while all statistics contribute to the
CGF when |β|  1. In statistical mechanics, CGF is the logarithm of the partition function while −β−1Λf,p(−β) is
called the Helmholtz free energy, β is interpreted as the inverse temperature and f as the Hamiltonian [23]. Furthermore,
it is straightforward to show that Λf,p(0) = 0 as well as Λ′f,p(0) = Ep[f(x)], hence, the following limit for CGF holds
lim
β→0
β−1Λf,p(β) = Ep[f(x)] (3)
We are now ready to introduce the new GAN model.
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3 Cumulant GAN
3.1 Definition
We define a novel GAN model by substituting the expectations in the loss function of WGAN with the respective CGFs.
Thus, we propose to optimize the following minimax problem:
min
G
max
D∈D
{
(−β)−1ΛD,pr (−β)− γ−1ΛD,pg (γ)
} ≡
min
G
max
D∈D
−β−1 logEpr [e−βD(x)]− γ−1 logEpg [eγD(x)]︸ ︷︷ ︸
=L(β,γ)
, (4)
where the hyper-parameters β and γ are two non-zero real numbers which control the learning dynamics as well as
the optimal solution. Since the loss function is the difference of two CGFs, we call L(β, γ) in (4) the cumulant loss
function and the respective generative model as Cumulant GAN. Throughout this paper, we assume the mild condition
that both CGFs are finite for a neighborhood of (0, 0), therefore, the cumulant loss is well-defined for |β|+ |γ| < , for
some  > 0.
The definition of the loss function is extended on the axes and the origin of the (β, γ)-plane using the limit in (3).
Hence, the cumulant loss function is defined for all the values of β and γ for which the new loss function is finite. It is
straightforward to show that WGAN is a special case of cumulant GAN.
Proposition 1. Let D be the set of all 1-Lipschitz continuous functions. Then, cumulant GAN with (β, γ) = (0, 0) is
equivalent to WGAN.
Proof. The proposition is a consequence of the fact that
lim
β,γ→0
L(β, γ) = L(0, 0) = Epr [D(x)]− Epg [D(x)].
Next, we rigorously demonstrate that cumulant GAN can be seen as a unified and smooth interpolation between several
well-known divergence minimization problems.
3.2 KLD, Reverse KLD and Rényi Divergence as Special Cases
A major inconvenience of most GANs is their inability to interpret the loss function value and understand the properties
of the obtained solution. Even when the stated goal is to minimize a divergence as in the original GAN and the f -GAN,
the utilization of training tricks such as a non-saturating generators may result in the minimization of something
completely different as it was recently observed [24]. In contrast, our proposed loss function can be interpreted for
several choices of its hyper-parameters. Below there is a list of values for β and γ that result to interpretable loss
functions. Indeed, several well-known divergences are recovered when the function space for the discriminator is the set
of all measurable and bounded functions. In the following, we make the convention that a forward divergence or simply
divergence is a divergence that uses the probability ratio, prpg , while a reverse divergence uses the reciprocal ratio.
Theorem 1. Let D be the set of all bounded and measurable functions. Then, the optimization of cumulant loss in (4)
is equivalent to the minimization of
a. Kullback-Leibler divergence for (β, γ) = (0, 1):
min
G
max
D∈D
L(0, 1) ≡ min
G
DKL (pr||pg) .
b. Reverse KLD for (β, γ) = (1, 0):
min
G
max
D∈D
L(1, 0) ≡ min
G
DKL (pg||pr) .
c. Rényi divergence for (β, γ) = (α, 1− α) with α 6= 0 and α 6= 1:
min
G
max
D∈D
L(α, 1− α) ≡ min
G
Rα (pg||pr) ,
as well as for (β, γ) = (1− α, α) with α 6= 0 and α 6= 1:
min
G
max
D∈D
L(1− α, α) ≡ min
G
Rα (pr||pg) ,
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whereRα (p||q) is the Rényi divergence defined by
Rα (p||q) = 1
α(1− α) logEq
[(
p
q
)α]
,
when p and q are absolutely continuous with respect to each other and α > 01.
Proof. a. Using the definition of L(β, γ), we have:
max
D∈D
L(0, 1) = max
D∈D
{
Epr [D(x)]− logEpg [eD(x)]
}
= DKL (pr||pg) ,
where the last equation is the Donsker-Varadhan variational formula [25, 22].
b. Similarly,
max
D∈D
L(1, 0) = max
D∈D
{
− logEpr [e−D(x)]− Epg [D(x)]
}
= max
D′=−D∈D
{
Epg [D′(x)]− logEpr [eD
′(x)]
}
= DKL (pg||pr) ,
where we applied again the Donsker-Varadhan variational formula.
c. Generalizing a. and b. we now have:
max
D∈D
L(α, 1− α)
= max
D∈D
{
− 1
α
logEpr [e−αD(x)]−
1
1− α logEpg [e
(1−α)D(x)]
}
= max
D′=−D∈D
{
1
α− 1 logEpg [e
(α−1)D′(x)]− 1
α
logEpr [eαD
′(x)]
}
=Rα (pg||pr) ,
where the last equation is an extension of the Donsker-Varadhan variational formula to Rényi divergence and was
recently proved in (Theorem 5.4 , [21]). For completeness, we provide a proof of the Rényi divergence variational
representation in Appendix A.
The proof for the case L(1− α, α) is similar and agrees with the symmetry identity for the Rényi divergence,
Rα (p||q) = R1−α (q||p) .
The Rényi divergence, Rα, interpolates between KLD (α → 0) and reverse KLD (α → 1). Interestingly, there are
additional special cases that belong to the family of Rényi divergences. The following corollary states some of them,
while Figure 1 depicts schematically the obtained divergences and distances on the (β, γ)-plane.
Corollary 1. Under the same assumption as in Theorem 1, the optimization of (4) is equivalent to the minimization of
a. Hellinger distance for (β, γ) = (12 ,
1
2 ):
min
G
max
D∈D
L(
1
2
,
1
2
) ≡ min
G
−4 log (1−D2H (pg, pr)) ,
where D2H (p, q) =
1
2Eq
[(
(pq )
1/2 − 1
)2]
is the square of the Hellinger distance [26].
b. χ2-divergence for (β, γ) = (−1, 2):
min
G
max
D∈D
L(−1, 2) ≡ min
G
1
2
log
(
1 + χ2 (pr||pg)
)
,
1The definition is extended for α < 0 using the symmetry identityRα (p||q) = R1−α (q||p).
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γ
β
1/β x “largest- 
mode selector”
reverse KLD
KLD
Renyi divergence 
   (β+γ=1)
½log(1+reverse χ^2)
1/γ x “all-mode 
covering”
½log(1+χ^2)
- 4log(1-Hellinger^2)
Figure 1: Special cases of cumulant GAN. Line defined by β + γ = 1 has a point symmetry. The central point, ( 12 ,
1
2 ),
corresponds to the Hellinger distance. For each point, (α, 1− α), there is a symmetric one, i.e., (1− α, α), which has
the same distance from the symmetry point. The respective divergences have reciprocal probability ratios (e.g., KLD &
reverse KLD, χ2-divergence & reverse χ2-divergence, etc.).
and reverse χ2-divergence for (β, γ) = (2,−1):
min
G
max
D∈D
L(2,−1) ≡ min
G
1
2
log
(
1 + χ2 (pg||pr)
)
,
where χ2 (p||q) = Eq
[
( p
q
− 1)2
]
is the χ2-divergence2 [26].
c. All-mode covering or worst-case regret in minimum description length principle [27] for (β, γ) = (∞,−∞):
min
G
lim
α→∞αmaxD∈D
L(α, 1− α) ≡ min
G
log
(
ess sup
x∈supp(pg)
pg(x)
pr(x)
)
,
where ess sup is the essential supremum of a function.
d. Largest-mode selector for (β, γ) = (−∞,∞):
min
G
lim
α→∞αmaxD∈D
L(1− α, α) ≡ min
G
log
(
ess sup
x∈supp(pr)
pr(x)
pg(x)
)
.
2Forward χ2-divergence is often called Pearson χ2-divergence while the reverse χ2-divergence is often called Neyman χ2-
divergence.
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Proof. All cases a.-d. follow from Theorem 1.c as special instances of Rényi divergence:
R1/2(p‖q) = −4 log
(
1−D2H (p, q)
)
R2(p‖q) = 1
2
log
(
1 + χ2 (p||q))
R−1(p‖q) = R2(q‖p)
lim
α→∞αRα(p‖q) = log
(
ess sup
x∈supp(q)
p(x)
q(x)
)
.
We refer to [28, 29] and the references therein for detailed proofs.
The flexibility of the two hyper-parameters is significant since they offer a simple recipe to remedy some of the most
frequent issues of GAN training. For instance, KLD tends to cover all the modes of the real distribution while reverse
KLD tends to select a subset of them [28, 29, 30, 31, 24] (see also Figure 3 for a benchmark example). Therefore, if
mode collapse is observed during training, then, increasing γ with β = 1−γ will push the generator towards generating
a wider range of samples. In the other limit, more realistic samples (e.g. less blurry images) but with less variability
will be generated when β is increased while γ = 1− β.
Remark 1. From a practical perspective, the boundedness condition required in the above theoretical findings can be
easily enforced by considering a clipped discriminator with clipping factor M , i.e., DM (x) = M tanh(
D(x)
M ). On the
other hand, the set of all measurable functions is a very large class of functions and it is difficult to be represented by a
neural network. However, when both probability densities pr and pg are continuous a relaxed function set –the set of
all continuous and bounded functions, which can be approximated well in principle by an arbitrary neural network–
can be substituted in the variational formula, and hence, in practice.
3.3 Cumulant GAN as a Weighted Version of the SGD Algorithm
The parameter estimation for the cumulant GAN is performed using the SGD algorithm. Algorithm 1 presents the core
part of SGD’s update steps where we exclude any regularization terms for clarity purposes. Namely, η and θ are the
parameters of the discriminator and the generator, respectively, while λ is the learning rate. Due to the fact that the
proposed loss function is not the difference of two expected values, the order of application between differentiation
and expectation approximation does matter. We choose to first approximate the expected values with the respective
statistical averages as
Lˆm(β, γ) = − 1
β
log
m∑
i=1
e−βD(xi) − 1
γ
log
m∑
i=1
eγD(G(zi)) . (5)
Then, we apply the differentiation operator which results in a weighted version of SGD as shown in Algorithm 1.
Interestingly, several recent papers [32, 31, 33, 34, 35] include a weighting perspective in their optimization approach.
Algorithm 1: Core of SGD Iteration
Input: data batch: {xi}, noise batch: {zi}
for k steps do
η ← η + λ
(
m∑
i=1
wβi ∇ηD (xi)−
m∑
i=1
wγi ∇ηD (G (zi))
)
end for
θ ← θ + λ
(
m∑
i=1
wγi ∇θD (G (zi))
)
The only difference between WGAN and cumulant GAN for the update steps is the weights wβi and w
γ
i . In WGAN, the
weights are constant and equal to 1m while in cumulant GAN they are defined for any i = 1, ...,m by
wβi =
e−βD(xi)∑m
j=1 e
−βD(xj) , and, w
γ
i =
eγD(G(zi))∑m
j=1 e
γD(G(zj))
.
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The weights redistribute the sample distributions based on the assessment of the current discriminator. Figure 2
demonstrates the change of the weight relative to uniform weights for β, γ > 0. The intuition behind the weighting
mechanism is that samples that confuse the discriminator are more valuable for the training process than samples that
are easily distinguished, thus, they should weigh more. Essentially, the discriminator is updated with samples produced
by a better generator than the current one, as well as with more challenging real samples. Similarly, the generator is
also updated using samples from a generator which is better than the current one. Overall, due to the use of the weights
wβi , w
γ
i in Algorithm 1, both generator and discriminator updates will be more affected by synthetic samples that are
more indistinguishable from the real ones.
Additionally, the update of the discriminator is performed k times more than the generator’s update offering two
important advantages. First, more iterations for the discriminator implies that it better distinguishes the real data
from the generated ones, making the weighting perspective more valid. Second, it better approximates the optimal
discriminator, thus, the theory presented in the previous section becomes more credible in practice.
Figure 2: Interpretation of cumulant GAN as a weighted variation of SGD for β, γ > 0. Both real and generated
samples for which the discriminator outputs a value closer to the decision boundary are assigned with larger weights
because these are the samples which most probably confuse the discriminator.
Remark 2. The Monte Carlo approximation resulting in (5) is biased. However, it has been shown that it is consistent
[31], hence, the error due to the statistical approximation decreases as the size of minibatch increases. Bias correction
gradients using moving averages have been utilized in [36] for the estimation of CGF. However, the modification of the
loss function and the lack of an interpretation analogous to the weights wβi , w
γ
i are two key reasons to avoid adding
any correction terms.
3.4 Convergence Guarantees for Linear Discriminator
Let D be the set of all linear functions (i.e., D(x) = ηTx with η, x ∈ Rd) and assume that the real data follow a
Gaussian distribution with mean value µ ∈ Rd and covariance matrix, Id. The generator is defined by G(z) = z + θ,
where z is a standard d-dimensional Gaussian. The exact loss function for WGAN is
min
θ
max
η
ηT (µ− θ),
while the respective exact cumulant loss function from (4) is
min
θ
max
η
ηT (µ− θ)− β + γ
2
ηT η.
It is known that the above WGAN loss function oscillates without converging to the optimum if gradient descent is used
[15] and more sophisticated algorithms are required to guarantee convergence [16]. In contrast, the following theorem
7
A PREPRINT - CUMULANT GAN
demonstrates that the proposed cumulant loss function converges if gradient descent is used. Evidently, the use of the
cumulant generating function transforms the optimization problem from just concave to a strongly concave problem for
η. Next, without loss of generality we assume γ = 0.
Theorem 2. The gradient descent method with learning rate λ converges exponentially fast to the (unique) Nash
equilibrium with rate 1− λβ if β ∈ (0, λ−1). Mathematically, for the t-th iteration of the gradient descent we have
||(θt, ηt)− (µ, 0)||22 ≤ c(1− λβ)t, (6)
where (θ∗, η∗) = (µ, 0) is the Nash equilibrium while c is a computable positive constant.
Proof. The update step of gradient descent for the cumulant loss is given by
ηt+1 = ηt + λ(µ− θt − βηt) ,
θt+1 = θt + ληt .
The proof is separated into two sub-cases depending on the value of β. We will consider first the case where 0 < β ≤ 1
and then the reciprocal case where 1 ≤ β < λ−1. This separation is needed because different auxiliary functionals are
defined.
Case 0 < β ≤ 1: Define the energy function
E(η, θ) = ηT η − βηT (µ− θ) + (µ− θ)T (µ− θ).
E(η, θ) is a second order polynomial for η; it is straightforward to show that if 0 < β ≤ 1 then E(η, θ) ≥ 0 for all η
and θ and it is equal to 0 iff η = η∗ = 0 and θ = θ∗ = µ. Additionally, it generally holds that
||(θ, η)− (µ, 0)||22 ≤ 2E(η, θ),
since 2E(η, θ)− ||(θ, η)− (µ, 0)||22 = ηT η − 2βηT (µ− θ) + (µ− θ)T (µ− θ) ≥ 0 for all 0 < β ≤ 1.
Next, we show that E(ηt, θt) converges exponentially fast to 0. Since, E(η, θ) =
∑d
i=1 η
2
i −βηi(µi− θi) + (µi− θi)2,
we can proceed with d = 1 without sacrificing the generality of the proof. After some calculations, we obtain
E(ηt+1, θt+1) = (1− λβ)E(ηt, θt)
− λ2[η2t + βηt(µ− θt) + (µ− θt)2]
≤ (1− λβ)E(ηt, θt),
since η2t + βηt(µ− θt) + (µ− θt)2 ≥ 0 for β ≤ 1. The iterative application of this inequality yields
E(ηt+1, θt+1) ≤ (1− λβ)t+1E(η0, θ0).
Combining the above inequalities we prove (6) with c = 2E(η0, θ0).
Case 1 ≤ β < λ−1: Repeat the steps of the first case but this time for the modified energy function
E¯(η, θ) = ηT η − β−1ηT (µ− θ) + (µ− θ)T (µ− θ) .
Here the positive constant is given by c = 2E¯(η0, θ0).
It is worth noting that the above theorem suggests a learning rate below but close to 1β . However, a statistical
approximation of the exact cumulant loss is used in practice and the optimal learning rate is affected by the minibatch
size, thus, it will necessarily have a smaller value.
Remark 3. For the same discriminator and generator, the above theorem can be slightly generalized to the case
where x ∼ N (µ,Σ) and z ∼ N (0,Σ) with Σ being a positive-definite covariance matrix. The proof follows the same
steps for the modified energy function E(η, θ) = ηTΣη − βηTL(µ− θ) + (µ− θ)T (µ− θ), where L is the Cholesky
decomposition of Σ (i.e., Σ = LLT ).
3.5 Generalizations of the Cumulant Loss
The replacement of an expected value with the respective CGF need not be limited to Wasserstein GANs. It can be
applied to other GAN loss functions resulting in new loss functions. As one example, we consider the vanilla GAN loss
function, [1]
min
G
max
D
Epr [log(D(x))] + Epg [log(1−D(x))].
The replacement of the expected values with the respective CGF results in the following optimization problem
min
G
max
D
− 1
β
log
(
Epr [D(x)−β ]
)
+
1
γ
log
(
Epg [(1−D(x))γ ]
)
.
Similar substitutions can be applied to the variational loss of f -GAN [17] or LSGAN [20]. Expected values in
perceptual loss (i.e., deep feature matching) [37] and averaged cosine similarity loss (i.e., correlation loss) [38] can also
be substituted with CGF. The theoretical and empirical ramifications of such substitutions are left as future work.
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Figure 3: Generated samples using the Wasserstein distance using clipping (1st row), KL divergence (2nd row), reverse
KLD (3rd row) and Hellinger distance (last row). A boundedness condition is not imposed on this example but it needs
to be satisfied when the hyper-parameters take negative values.
4 Demonstrations
4.1 Traversing the (β, γ)-plane: from Mode Covering to Mode Selection
As demonstrated in Section 3.2 and Figure 1, the optimization of cumulant GAN for the set of bounded and measurable
functions and various hyper-parameter values is equivalent to the minimization of a divergence. It is well-known that
different divergences result in fundamentally different behavior of the solution. For instance, KLD minimization tends
to produce a distribution that covers all the modes while the reverse KLD tends to produce a distribution that is focused
on a subset of the modes [28, 29, 30]. Taking the extreme cases, an all-mode covering is obtained as β → −∞ while
largest mode selection is observed at the other limit direction.
Our first example aims at highlighting the above characteristics of divergences and additionally to verify that the
sub-optimal approximation of the function space of all bounded functions by a family of neural networks does not
significantly affect the expected outcomes. Figure 3 presents generated samples for various values of the (β, γ) pair at
different stages of the training process as quantified by the number of iterations (denoted by ‘NoIter’ in the Figure). The
target distribution is a mixture of 8 equiprobable Gaussian random variables. Both discriminator and generator are
neural networks with 2 hidden layers with 32 units each and ReLU as activation function. Input noise for the generator
is an 8-dimensional standard Gaussian. In all cases, the discriminator is updated k = 5 times followed by an update for
the generator.
KLD minimization that corresponds to (β, γ) = (0, 1) (second row) tends to cover all modes while reverse KLD that
corresponds to (β, γ) = (1, 0) (third row) tends to select a subset of them. This is particularly evident when the number
of iterations is between 500 and 2000. Hellinger distance minimization (last row) produces samples with statistics
that lie between KLD and reverse KLD minimization while Wasserstein distance minimization (first row) has a less
controlled behavior. It is also noteworthy that reverse KLD was not able to fully cover all the modes after 10K iterations.
This is not necessarily a drawback since the divergence of choice is primarily an application-specific decision. For
instance, the lack of diversity might be sacrificed in image generation for the sake of sharpness of the synthetic images.
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Finally, we remark that the plots in Figure 3, despite demonstrating a single run, are not cherry-picked. We have tested
several architectures with more or fewer layers, as well as more or fewer units per layer, repeating each run several
times, with qualitatively similar results.
Figure 4: Covariance estimation error for the exact cumulant loss function (upper plot) and for the statistically-
approximated cumulant loss function (lower plot).
4.2 Learning the Covariance Matrix of a Multivariate Gaussian
A CGF can uniquely determine a distribution and contains information on all moments. Therefore, the use of simple
discriminators which may fail under the WGAN loss might be sufficient under the cumulant loss in order to successfully
train the generator. In this section, we provide an example where the discriminator is a linear function and the target
is to learn the second order statistic of a multivariate Gaussian distribution. Thus, the real data, x ∈ Rd, follow a
zero-mean Gaussian with covariance matrix Σ, the discriminator is given by D(x) = ηTx while the generator is given
by G(z) = Az where A is a d× k matrix and z is a standard k-dimensional Gaussian. The aim is to obtain a solution,
Σˆ = AˆAˆT , close to the true covariance matrix.
The loss function of WGAN is
L(0, 0) = ηTEpr [x]− ηTAEpz [z] = 0,
Therefore, it is impossible here to learn the covariance matrix. On the other hand, the cumulant loss reads
L(β, γ) = −1
2
ηT (βΣ + γAAT )η,
allowing the possibility of a (β, γ) pair that makes the Nash equilibrium non-trivially informative regarding the
covariance matrix. Indeed, we calculated the best response diagrams for d = 1 with fixed positive values of γ and
inferred that suitable values are β  −1. Figure 4 presents the average error of the covariance matrix evaluated using
the Frobenius norm as a function of β. The covariance is computed using either the above exact loss function (upper
plot) or the statistical approximation of the cumulant loss along with stochastic gradient descent (lower plot) for three
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Figure 5: Inception score for CIFAR-10 (upper and middle plots) and ImageNet (lower plot) using a weaker discriminator
relative to the generator (i.e., with less conv. layers or less residual blocks).
values of γ. We use 10K samples for the latter case, average over 10 iterations and a different covariance matrix is used
at each iteration. The true covariance matrix is rescaled so that its Frobenius norm equals to 1. We observe that the
covariance matrix is learned satisfactorily when the exact loss function is used for large negative values of β. When the
approximated, yet realistic, loss is used, the error between the true and the estimated covariance matrices increases after
a certain value of −β because tail statistics (requiring a large amount of samples) start to take control. Overall, the
clear conclusion is that cumulant GAN is able to learn higher-order statistics and produce samples with the correct
covariance structure despite the fact very simple discriminators were deployed.
4.3 Improved Image Generation in CIFAR-10 and ImageNet Datasets
A series of experiments have been conducted that demonstrate the effectiveness of cumulant GAN on standard CIFAR-10
[39] and ImageNet [40] datasets.
CIFAR-10. This is a well studied dataset of 32×32×3 RGB color images with 10 classes. The performance of trained
GANs is tested on two architectures. The first corresponds to convolutional layers while the second to residual blocks.
For the generator of the first architecture, we use one linear layer followed by three convolutional layers while the
discriminator is a single convolutional layer followed by one linear layer. The generator for the second architecture has
four residual blocks while the discriminator consists of two residual blocks (details in Appendix D). We deliberately
choose a weaker discriminator to challenge the training procedure. We test four different hyper-parameter values that
correspond to WGAN, KLD, reverse KLD and Hellinger divergences. In all cases, the same gradient penalty is added.
The implementation of cumulant GAN is based on available open-source code3. Following the reference code, we train
the models with the Adam optimizer.
Upper and middle plots in Figure 5 present the inception score for both architectures. The inception score is widely
used to evaluate the visual quality of generated image samples [14]. We observe that all hyper-parameter choices for
3https://github.com/igul222/improved_wgan_training
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cumulant GAN outperform the baseline WGAN-GP. Results reveal that KLD minimization is preferred with a relative
improvement of 17.5% for convolutional architecture and 48.9% for residual blocks over the baseline WGAN-GP;
similar improvements were found for the Hellinger distance. Reverse KLD has 5.5% & 48.5% relative improvement
for convolutional architecture and residual blocks, respectively. Evidently, each cumulant GAN version takes into
consideration all moments of discriminator, i.e., all higher-order statistics and not just mean values, leading to better
realization of the target data distribution. The samples generated by cumulant GAN also exhibit larger diversity and are
visually better (Appendix E).
ImageNet. This large scale dataset consists of 64×64×3 color images with 1000 object classes. The large number
of classes is challenging for GANs due to their tendency to underestimate the entropy in the distribution [14]. Even
though improved performance can be potentially achieved by exploring a wider range of architectures, we choose
to test the previous architecture that comprises of four residual blocks for the generator and two residual blocks for
the discriminator. The lower plot of Figure 5 reveals similar performance in terms of inception score for baseline
WGAN-GP and all variants of cumulant GAN. The observed differences in inception scores are statistically insignificant.
By visual inspection of the generated images (Appendix E), we conclude that the generators learn some basic and
contiguous shapes with natural color and texture. Nevertheless, cumulant GAN provides better images with object
specifications that are clearly more realistic.
5 Conclusions and Future Directions
We proposed the cumulant GAN by establishing a novel loss function based on the CGF of the real and generated
distributions. The use of CGFs allows for an inclusive characterization of the distributions’ statistics, making it possible
to partially remove complexity from the discriminator. Furthermore, cumulant GAN has the capacity to interpolate
between a wide range of divergences and distances by simply changing the two hyper-parameter values (β, γ), and
thus offers a flexible and comprehensive mechanism to choose –possibly adaptively– which objective to minimize. Yet,
most of the (β, γ) cumulant GAN plane remains terra incognita and we plan to explore its properties in the future.
Additional future directions include the use of Rényi variational representations for other estimation and inference
applications and the application of the proposed cumulant loss function beyond image generation applications.
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A A Variational Formula for Rényi Divergence
Similarly to the Donsker-Varahdan variational formula for the Kullback-Leibler divergence that can be obtained from
the convex duality formula, we prove a variational formula for the Rényi divergence using the variational representation
of exponential integrals also known as risk-sensitive functionals/observables.
Theorem 3. (Variational Representation of Rényi Divergences) Let p and q be probability distributions. Then, the
following formula holds:
Rα(p||q) = sup
f∈Cb
{
1
α− 1 logEp[e
(α−1)f ]− 1
α
logEq[eαf ]
}
, (7)
where Cb is the space of all bounded and measurable functions.
Proof. The authors in [41] proved that for all bounded and measurable functions f we have:
1
α− 1 logEp[e
(α−1)f ] = inf
q
{ 1
α
logEq[eαf ] +Rα(p||q)}.
Therefore, for any q,
1
α− 1 logEp[e
(α−1)f ] ≤ 1
α
logEq[eαf ] +Rα(p||q)
Rα(p||q) ≥ 1
α− 1 logEp[e
(α−1)f ]− 1
α
logEq[eαf ]
For simplicity in the presentation, here we provide the proof based on the assumption that the function f = log dpdq is
bounded and measurable. Based on the aforementioned assumption we have:
1
α− 1 logEp[e
(α−1) log dpdq ]− 1
α
logEq[eα log
dp
dq ]
=
1
α− 1 logEq[(
dp
dq
)α]− 1
α
logEq[(
dp
dq
)α]
=
1
(α− 1)α logEq[(
dp
dq
)α]
=Rα(p||q)
Therefore, the supremum is attained hence we proved (7). We refer to [21] for the complete and general proof.
It is not hard to show that the variational formula for Rényi divergence reduces to the well-known Donsker-Varahdan
variational formula for the Kullback-Leibler divergence, when α→ 1, [21].
B Concavity Property of Cumulant GAN
The concavity of the logarithmic function implies that
β−1Λf,p(β) ≥ Ep[f(x)] ,
which is nothing else but Jensen’s inequality. If additionally f is bounded, i.e., there is M > 0 such that |f(x)| ≤M
for all x then a stronger inequality is obtained due to the fact that the domain of the logarithm is also bounded. Indeed,
logarithm is strongly concave with modulus equal to the infimum value of the domain. In our case, strongly Jensen’s
inequality deduces that
β−1Λf,p(β) ≥ Ep[f(x)]− βe−βMVarp(f(x))
From Jensen’s inequality (B), it is easy to show that for all β, γ 6= 0
L(β, γ) ≥ L(0, 0) = Epr [D(x)]− Epg [D(x)]
A stricter inequality called Jensen’s inequality for strongly convex/concave functions can be obtained is the function D
is bounded. Indeed, if |D(x)| < M for all x then the domain of the logarithmic function is also bounded leading to the
stronger inequality
L(β, γ) ≥ Epr [D(x)]− Epg [D(x)]− βe−βMVarpr(D(x))− γe−γMVarpg(D(x)).
Generally speaking, strong concavity/convexity is a strengthening of the notion of concavity/convexity, and some
properties of strongly concave/convex functions are just “stronger versions” of analogous properties of concave/convex
functions.
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C Cumulant GAN Implementation
Next, we present the core part of the implementation of cumulant GAN.
f a k e _ d a t a = G e n e r a t o r ( )
d i s c _ r e a l = D i s c r i m i n a t o r ( r e a l _ d a t a )
d i s c _ f a k e = D i s c r i m i n a t o r ( f a k e _ d a t a )
def l o s s _ f u n c t i o n ( d i s c _ r e a l , d i s c _ f a k e , be t a , gamma ) :
max_val = t f . reduce_max ((− b e t a ) ∗ d i s c _ r e a l )
d i s c _ c o s t _ r e a l =
− (1 .0 / b e t a ) ∗ ( t f . l o g ( t f . reduce_mean ( t f . exp ((− b e t a )∗ d i s c _ r e a l−max_val ) ) ) + max_val )
max_val = t f . reduce_max ( ( gamma ) ∗ d i s c _ f a k e )
d i s c _ c o s t _ f a k e =
( 1 . 0 / gamma ) ∗ ( t f . l o g ( t f . reduce_mean ( t f . exp ( gamma∗ d i s c _ f a k e−max_val ) ) ) + max_val )
g e n _ c o s t =
− (1 .0 / gamma ) ∗ ( t f . l o g ( t f . reduce_mean ( t f . exp ( gamma∗ d i s c _ f a k e−max_val ) ) ) + max_val )
d i s c _ c o s t = d i s c _ c o s t _ f a k e − d i s c _ c o s t _ r e a l
a l p h a = t f . random_uniform (
shape = [ 6 4 , 1 ] ,
minva l = 0 . , maxval = 1 . )
d i f f e r e n c e s = f a k e _ d a t a − r e a l _ d a t a
i n t e r p o l a t e s = r e a l _ d a t a + ( a l p h a ∗ d i f f e r e n c e s )
g r a d i e n t s = t f . g r a d i e n t s ( D i s c r i m i n a t o r ( i n t e r p o l a t e s ) , [ i n t e r p o l a t e s ] ) [ 0 ]
s l o p e s = t f . s q r t ( t f . reduce_sum ( t f . s q u a r e ( g r a d i e n t s ) , r e d u c t i o n _ i n d i c e s = [ 1 ] ) )
g r a d i e n t _ p e n a l t y = t f . reduce_mean ( ( s l o p e s −1 . )∗∗2)
d i s c _ c o s t += 10∗ g r a d i e n t _ p e n a l t y
g e n _ t r a i n _ o p = t f . t r a i n . AdamOptimizer ( l e a r n i n g _ r a t e =1e−4, b e t a 1 = 0 . ,
b e t a 2 = 0 . 9 ) . min imize ( gen_cos t ,
v a r _ l i s t = l i b . params_with_name ( ’ G e n e r a t o r ’ ) ,
c o l o c a t e _ g r a d i e n t s _ w i t h _ o p s =True )
d i s c _ t r a i n _ o p = t f . t r a i n . AdamOptimizer ( l e a r n i n g _ r a t e =1e−4, b e t a 1 = 0 . ,
b e t a 2 = 0 . 9 ) . min imize ( d i s c _ c o s t ,
v a r _ l i s t = l i b . params_with_name ( ’ D i s c r i m i n a t o r . ’ ) ,
c o l o c a t e _ g r a d i e n t s _ w i t h _ o p s =True )
re turn g e n _ t r a i n _ o p , d i s c _ t r a i n _ o p
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D Experimental Details
Here, we describe the experimental setup and architectural details for all the experiments presented in the paper. Three
architectures have been used to compare the performance of four GAN losses: Wasserstein, Kullback-Leibler divergence
(KLD), reverse KLD and Hellinger distance. The architectures whose successful training we demonstrate are described
as follows: (i) convolutional layer for CIFAR-10 data, (ii) residual blocks for CIFAR-10 data (iii) residual blocks
for ImageNet data. In the convolutional architecture, batch normalization is applied only for generator but not for
discriminator. Whereas, we implemented layer normalization in both generator and discriminator. We used Adam as
the optimizer with a learning rate of 0.0001. We trained the model for a total of 100,000 iterations on CIFAR-10 and
50,000 iterations on ImageNet, with a mini-batch of 128 and 64, respectively.
D.1 CIFAR-10 Convolutional Architecture
Generator
Layer Kernel Output shape Stride Activation function
Input z - 128 - -
Linear - 512× 4× 4 - -
Transposed convolution 1 5× 5 256× 8× 8 1 ReLU
Transposed convolution 2 5× 5 128× 16× 16 1 ReLU
Transposed convolution 3 5× 5 3× 32× 32 1 tanh
Discriminator
Convolution 5× 5 64× 32× 32 4 Leaky ReLU
Linear - 1 - -
D.2 CIFAR-10 Residual Architecture
Generator
Layer Kernel Output shape Stride Activation function
Input z - 128 - -
Linear - 512× 2× 2 - -
Residual block 1 3× 3 512× 4× 4 1 ReLU
Residual block 2 3× 3 256× 8× 8 1 ReLU
Residual block 3 3× 3 128× 16× 16 1 ReLU
Residual block 4 3× 3 64× 32× 32 1 ReLU
Convolution 3× 3 3× 32× 32 1 tanh
Discriminator
Convolution 3× 3 64× 32× 32 1 -
Residual block 1 3× 3 128× 16× 16 1 ReLU
Residual block 2 3× 3 128× 8× 8 1 ReLU
Linear - 1 - -
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D.3 ImageNet Residual Architecture
Generator
Layer Kernel Output shape Stride Activation function
Input z - 128 - -
Linear - 512× 4× 4 - -
Residual block 1 3× 3 512× 8× 8 1 ReLU
Residual block 2 3× 3 256× 16× 16 1 ReLU
Residual block 3 3× 3 128× 32× 32 1 ReLU
Residual block 4 3× 3 64× 64× 64 1 ReLU
Convolution 3× 3 3× 64× 64 1 tanh
Discriminator
Convolution 3× 3 64× 64× 64 1 -
Residual block 1 3× 3 64× 32× 32 1 ReLU
Residual block 2 3× 3 128× 16× 16 1 ReLU
Linear - 1 - -
E Generated Images
In this section, generated samples from all the trained models are presented. We remark that all models are trained with
GP regularization.
Figure 6: WGAN: Samples of CIFAR-10 from generator and discriminator trained with convolutional networks.
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Figure 7: KLD: Samples of CIFAR-10 from generator and discriminator trained with convolutional networks.
Figure 8: Reverse KLD: Samples of CIFAR-10 from generator and discriminator trained with convolutional networks.
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Figure 9: Hellinger: Samples of CIFAR-10 from generator and discriminator trained with convolutional networks.
Figure 10: WGAN: Samples of CIFAR-10 from generator and discriminator trained with residual networks.
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Figure 11: KLD: Samples of CIFAR-10 from generator and discriminator trained with residual networks.
Figure 12: Reverse KLD: Samples of CIFAR-10 from generator and discriminator trained with residual networks.
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Figure 13: Hellinger: Samples of CIFAR-10 from generator and discriminator trained with residual networks.
Figure 14: WGAN: Samples of ImageNet from generator and discriminator trained with residual networks.
22
A PREPRINT - CUMULANT GAN
Figure 15: KLD: Samples of ImageNet from generator and discriminator trained with residual networks.
Figure 16: Reverse KLD: Samples of ImageNet from generator and discriminator trained with residual networks.
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Figure 17: Hellinger: Samples of ImageNet from generator and discriminator trained with residual networks.
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