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VERTEX ALGEBRAS ASSOCIATED WITH HYPERTORIC
VARIETIES
TOSHIRO KUWABARA
Abstract. We construct a family of vertex algebras associated with a fam-
ily of symplectic singularity/resolution, called hypertoric varieties. While the
hypertoric varieties are constructed by a certain Hamiltonian reduction associ-
ated with a torus action, our vertex algebras are constructed by (semi-infinite)
BRST reduction. The construction works algebro-geometrically and we con-
struct sheaves of ~-adic vertex algebras over hypertoric varieties which localize
the vertex algebras. We show when the vertex algebras are vertex operator al-
gebras by giving explicit conformal vectors. We also show that the Zhu algebras
of the vertex algebras, associative C-algebras associated with non-negatively
graded vertex algebras, gives a certain family of filtered quantizations of the
coordinate rings of the hypertoric varieties.
1. Introduction
Hypertoric varieties are a family of symplectic singularities and their symplectic
resolutions. They are constructed by Hamiltonian reduction of a symplectic vector
space by the action of a torus, and were originally studied as hyperka¨hler mani-
folds by R. Bielawski and A. S. Dancer in [BD]. It is well known that a hypertoric
variety X has the universal family of C×-equivariant Poisson deformations X˜ over
the vector space g∗ where g∗ is the dual of the Lie algebra of the torus of the
Hamiltonian reduction constructing the hypertoric variety X (See [KV], [L2]). By
using quantum Hamiltonian reduction, I. Musson and M. Van den Bergh in [MV]
constructed a quantization of the hypertoric varieties, which we call quantized hy-
pertoric algebras or hypertoric enveloping algebras, and studied its representation
theory. This construction admits a certain localization as discussed in [BeKu] and
[BLPW]. That is, we may construct a sheaf of noncommutative C[[~]]-algebras over
the hypertoric variety whose algebra of global sections can be identified with the
quantized hypertoric algebra. Moreover, the quantum Hamiltonian reduction can
be interpreted as a certain BRST reduction as studied in [K]. In [L1] and [L2],
I. Losev studied the isomorphism classes of filtered quantizations of the coordinate
ring C[X ] of the hypertoric variety X and showed that there existed a universal
family of filtered quantizations of C[X ] by using the result of [BeKa]. Each quan-
tized hypertoric algebra is obtained as a fiber of the universal family of filtered
quantizations.
Affine W-algebras are a family of vertex algebras which generalizes affine ver-
tex algebras associated with affine Lie algebras and the Virasoro vertex algebra.
The affine W-algebras were constructed by quantized Drinfel’d-Sokolov reduction
in [FF2] and [FKW]. The construction can be interpreted as a certain quantiza-
tion of Hamiltonian reduction of infinite-dimensional manifolds. Such a quantiza-
tion of infinite-dimensional Hamiltonian reduction is called semi-infinite reduction
or (semi-infinite) BRST reduction/cohomologies. Properties of the BRST coho-
mologies associated with the quantized Drinfel’d-Sokolov reduction, including the
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vanishing of higher cohomologies, were extensively studied by T. Arakawa in [A1],
[A2]. In [AKM], T. Arakawa, F. Malikov and the author introduced the BRST
reduction for sheaves of ~-adic vertex algebras over Poisson varieties and showed
that the affineW-algebras at critical level admitted localization as sheaves over the
corresponding Slodowy varieties. The resulting sheaves of ~-adic vertex algebras
can be understood as quantization of sheaves of vertex Poisson algebras called jet
bundles over the Slodowy varieties.
In this paper, we construct a new family of vertex algebras and study their
structure. Our construction is based on a semi-infinite BRST reduction associated
with the Hamiltonian reduction constructing the hypertoric varieties. Moreover,
our construction also works for sheaves of ~-adic vertex algebras, and our vertex
algebras admits a certain localization. Namely, we construct a sheaf of ~-adic vertex
algebras over the universal family of Poisson deformations X˜ of the hypertoric
variety X by using the BRST reduction, and then the vertex algebra of its global
sections coincides with our vertex algebra associated with X . As a corollary of
the sheaf-theoretic construction, we describe the vertex algebra by a certain affine
local coordinate of X˜, and show that the sheaf of ~-adic vertex algebras is locally
isomorphic to the tensor product of a βγ-system and a Heisenberg vertex algebra
(Proposition 6.1). By this isomorphism, we have a free field realization of our vertex
algebra, which is an analog of the Wakimoto realization for affine vertex operator
algebras (Proposition 7.3). The vertex algebra may or may not be a vertex operator
algebra. We determine when the vertex algebra is a vertex operator algebra by
constructing a conformal vector when it is a vertex algebra (Proposition 8.6).
The Zhu algebra of a Z≥0-graded vertex algebra is an associative algebra intro-
duced by Y. Zhu in [Z] whose representation theory reflects fundamental aspects
of the representation theory of the original vertex algebra. We show that the Zhu
algebra of our vertex algebra is a certain family of filtered quantizations of the
coordinate ring C[X ], which include the universal family of quantizations (Propo-
sition 9.7).
We summarize the content of each section. In Section 3, we summarize the defini-
tion and fundamental properties of the hypertoric varieties. We explicitly construct
certain local coordinates which trivialize the Hamiltonian reduction in Section 3.4
and Section 3.5. In Section 4, vertex algebras, vertex Poisson algebras and ~-adic
vertex algebras are introduced. In Section 5, we introduce the main object of this
paper, the semi-infinite BRST reduction associated with the hypertoric varieties.
In Section 5.1, we review the Clifford vertex superalgebras, an ingredient of the
BRST cohomology. In Sections 5.2–5.4, we construct the jet bundle over a hyper-
toric variety by the BRST reduction. The results in these sections are used in the
following sections. In Section 5.5, we construct a sheaf of ~-adic vertex algebra over
the hypertoric variety by the BRST reduction. The cochain complex of the BRST
reduction is decomposed naturally into a double complex. In Section 5.6, we show
that a spectral sequence associated with the double complex converges to the BRST
cohomology. In Section 6, we study the local structure of the resulting sheaf of ~-
adic vertex algebras by using the local coordinates in Section 3.4 and Section 3.5.
In Section 7, we construct a vertex algebra from the ~-adic vertex algebra of global
sections of our sheaf by using a certain symmetry of equivariant torus action on the
sheaf of ~-adic vertex algebras. We call the obtained vertex algebra a hypertoric
vertex algebra. We also construct an analog of Wakimoto realization in Section 7.
In Section 8, we determine when the hypertoric vertex algebra is a vertex operator
algebra and construct its conformal vector if it is. Finally, in Section 9, We consider
the Zhu algebra of the hypertoric vertex algebra.
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2. Preliminaries
Let G be a torus and V be a G-module. We denote the subset of all G-invariant
elements of V by V G. For a character θ : G −→ C∗, we denote the subset
of all G-semi-invariant elements of weight θ by V G,θ. For a fractional charac-
ter θ ∈ Hom(G,C×) ⊗Z Q we also consider the space V G,θ but it is zero unless
θHom(G,C×). For an element v ∈ V , let Gv = {g ∈ G | g · v = v} be the stabilizer
of v.
For a commutative algebra A over C, let SpecA be the affine scheme associated
with A. For a commutative graded algebra A =
⊕
n∈Z≥0
An, let ProjA be the
projective scheme over SpecA0, which is associated with A. Throughout the paper,
we only consider integral, separated and reduced schemes over C. We call them
varieties.
Let X be a variety over C. For a sheaf F on X and an open subset U ⊂ X ,
we denote the set of local sections of F on U by F(U) or Γ(U,F). We denote the
structure sheaf of X by OX and the coordinate ring of X by C[X ] = OX(X).
3. Hypertoric varieties
In this section, we recall the definition and fundamental properties of hypertoric
varieties. The definition is given by Hamiltonian reduction by an action of a torus
on a symplectic vector space. We will follow the algebraic presentation given in
[HS]. We consider the same setting as one in [BeKu], and refer it for detail of our
setting.
3.1. Hamiltonian torus action. Fix positive integers 1 ≤M < N . Let V = CN
be an N -dimensional vector space, and let G = (C×)M be a M -dimensional torus.
We consider that G acts algebraically on V and take a basis of V such that the
corresponding coordinate functions x1, . . . , xN ∈ V ∗ ⊂ C[V ] are weight vectors
with respect to the action of G. Then, the action of G is given by a M × N
integer-valued matrix ∆ = (∆ij)1≤i≤M,1≤j≤N as (t1, . . . , tM ) · xj = t
∆1j
1 . . . t
∆Mj
M xj
for (t1, . . . , tM ) ∈ G = (C×)M . Setting ∆j = (∆ij)i=1,...,M , the j-th column of the
matrix ∆, ∆j is the weight of xj with respect to the G-action. We assume that
M ×M minors of ∆ are relatively prime. This ensures that the map ZN
∆
−→ ZM is
surjective and hence the stabilizer of a generic point is trivial.
The action of G on V induces an action on its cotangent bundle T ∗V = V ⊕V ∗.
Set ∆± = (∆,−∆), a M × 2N matrix, and let y1, . . . , yN ∈ V ⊂ C[V ∗] be dual to
x1, . . . , xN . Then, the action of G on T
∗V is given by the matrix ∆± as the action
on V is given by ∆. We consider that T ∗V is a symplectic vector space with the
standard symplectic form ω = dx1 ∧ dy1 + · · ·+ dxN ∧ dyN . Then, the action of G
on T ∗V is Hamiltonian and we have a moment map µ : T ∗V −→ g∗ given by
(1) µ((x1, . . . , xN , y1, . . . , yN)) =
( N∑
j=1
∆ijxjyj
)
1≤i≤M
,
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where g = LieG = CM is the Lie algebra of G. Let A1, . . . , AM be the standard
basis of g = CM . The moment map µ induces a linear map
µ∗ : g =
M⊕
i=1
CAi −→ C[T
∗V ], Ai 7→
N∑
j=1
∆ijxjyj ,
which we call the comoment map. By using the Poisson bracket { , } on the
structure sheaf OT∗V of the symplectic space T ∗V , the induced g-action on OT∗V
is described by the comoment map; namely, an element A ∈ g acts on OT∗V by
A 7→ {µ∗(A), }.
3.2. Stability condition. We identify QM with the space of fractional characters
Hom(G,C×)⊗ZQ of the torus G = (C×)M . We fix δ ∈ QM which we call a stability
parameter.
Let S ⊂ T ∗V be a subvariety of T ∗V which is closed under the action of G. A
point p ∈ S is called δ-semistable if there exists an m ∈ Z>0 such that we have
a function f ∈ C[S]G,mδ with f(p) 6= 0. A point p ∈ S is called δ-stable if, in
addition, its stabilizer Gp is finite. We denote the subset of all δ-semistable points
Sssδ or simply S
ss. Also the set of all δ-stable points are denoted Ssδ or simply S
s.
The stability parameter δ is said to be effective if Sssδ 6= ∅. We say that two effective
stability parameters δ1, δ2 such that S
ss
δ1
, Sssδ2 6= 0 are equivalent if S
ss
δ1
= Sssδ2 . In the
above situation, we have a rational polyhedral fan ∆(G,S) in QM , called the G.I.T.
fan, whose support is the set of all effective parameters δ such that Sssδ 6= 0 and
whose walls are given by all stability parameters δ such that Ssδ 6= S
ss
δ . Under our
assumption on the matrix ∆, the maximal cones of ∆(G, T ∗V ) areM -dimensional.
We call such conesM -cones. The matrix ∆ is said to be unimodular if everyM×M
minor of ∆ takes values in {−1, 0, 1}.
3.3. Definition of hypertoric varieties. Now we define hypertoric varieties. Fix
an effective stability parameter δ ∈ QM , and let X = (T ∗V )ssδ ⊂ T
∗V be the subset
of all δ-semistable points of T ∗V . For any χ ∈ g∗, the level set µ−1(χ) of level χ
with respect to the moment map µ : T ∗V −→ g∗ is closed under the action of G.
For a subset S ⊂ T ∗V , two points p, q ∈ S are said to be S-equivalent if the closed
G-orbits G · p and G · q intersect in S.
Then, we define a hypertoric variety associated with the action of G and the
stability parameter δ as follows:
Definition 3.1. A hypertoric variety Xδ associated with the action of G on T
∗V
and the stability parameter δ is given by the quotient space
Xδ = (µ
−1(0) ∩ X)/ ∼
where ∼ is the S-equivalence.
Recall that the G-action on T ∗V induces an action of G on the structure sheaf
OT∗V . By the fundamental fact of the geometric invariant theory, the hypertoric
variety Xδ is constructed as a projective scheme over X0 =
def
SpecC[µ−1(0)]G;
(2) Xδ ≃ Proj
⊕
m∈Z≥0
C[µ−1(0)]G,mδ.
In the following, we summarize fundamental properties of hypertoric varieties.
Proposition 3.2 ([HS], Proposition 6.2; see also [BeKu], Corollary 4.13). If δ is
in the interior of a M -cone of ∆(G,µ−1(0)) then the hypertoric variety Xδ is an
orbifold. It is smooth if and only if δ is in the interior of a M -cone of ∆(G,µ−1(0))
and ∆ is unimodular. Moreover, the walls of the G.I.T. fan are
∑
j∈J Q∆j where
J ⊂ {1, . . . , N} is any subset such that dimQ(
∑
j∈J Q∆j) =M − 1.
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Lemma 3.3 ([BeKu], Lemma 4.7). The moment map µ is flat and µ−1(0) is a
reduced complete intersection in T ∗V .
In the rest of the paper, we fix a unimodular matrix ∆ and an effective sta-
bility parameter δ which lies in the interior of a M -cone of ∆(G,µ−1(0)). By
Proposition 3.2, for such ∆ and δ, we have a resolution of singularity Xδ −→ X0.
We also denote Xδ simply X . We denote the morphism of the resolution π; i.e.
π : X −→ X0. Note that the symplectic structure on T ∗V induces a symplectic
structure on X . It also induces a Poisson structure on X0 and the morphism π pre-
serves these Poisson structures; i.e. we have a homomorphism of Poisson algebras
OX0 −→ OX .
Now we consider a certain basic fact for the semistable locus X = (T ∗V )ssδ with
respect to the stability condition δ ∈ QM .
In the rest, we identify the space of fractional parameters Hom(G,C×)⊗ZQ, its
dual space and QM . We also identify the natural pairing between these spaces and
the standard inner product of QM , and denote them ( , ). We denote the set of
common zeros of the polynomials f1, . . . , fr V (f1, . . . , fr) ⊂ T ∗V .
Lemma 3.4 ([BeKu], Lemma 4.3). For a point p ∈ T ∗V , we set the subsets of
indices J1 = {j ∈ {1, . . . , N} | xj(p) 6= 0} and J2 = {j ∈ {1, . . . , N} | yj(p) 6= 0}.
Then, p ∈ (T ∗V )ssδ if and only if δ ∈
∑
j∈J1
Q≥0∆j +
∑
j∈J2
Q≤0∆j.
Proposition 3.5. For a semistable point p ∈ X = (T ∗V )ssδ , there exists a subset of
indices {j1, . . . , jM} ⊂ {1, . . . , N} such that xji(p) 6= 0 or yji(p) 6= 0 for any i = 1,
. . . , M and det(∆j1 , . . . ,∆jM ) = ±1.
Proof. Set J1 = {j | xj(p) 6= 0}, J2 = {j | yj(p) 6= 0} and J = J1 ∪ J2. By
Lemma 3.4, p is δ-semistable if and only if δ ∈
∑
j∈J1
Q≥0∆j +
∑
j∈J2
Q≤0∆j .
Thus, we have δ ∈
∑
j∈J Q∆j ⊂ Q
M . Since we assume that the hypertoric variety
Xδ is smooth, we have
∑
j∈J Q∆j = Q
M by Proposition 3.2. Take j1, . . . , jM ∈ J
such that ∆j1 , . . . , ∆jM are linearly independent. Then, det(∆j1 , . . . ,∆jM ) = ±1
because the matrix ∆ is unimodular. 
3.4. Local trivialization of Hamiltonian reduction. Now we construct an
affine open covering of X which trivializes the Hamiltonian reduction with respect
to G.
Fix a subset of indices J = {j1, . . . , jM} ⊂ {1, . . . , N} such that the minor
det(∆j1 , . . . ,∆jM ) = ±1. We set
UJ = {p ∈ X | xj(p) 6= 0 or yj(p) 6= 0 for any j ∈ J}.
By Proposition 3.5, we have X =
⋃
J UJ . The stability parameter δ can be written
in a linear combination of {∆j}j∈J : δ =
∑
j∈J αj∆j where αj ∈ Q. Note that
αj 6= 0 for all j ∈ J since otherwise δ lies on the G.I.T. walls by Proposition 3.2.
Set J1 = {j | αj > 0} and J2 = {j | αj < 0}. Then, by Lemma 3.4, we have
xj(p) 6= 0 for j ∈ J1, yj(p) 6= 0 for j ∈ J2 and J = J1 ⊔ J2. Thus we have the
following finer description;
(3) UJ = {p ∈ X | xj(p) 6= 0 for j ∈ J1, yj(p) 6= 0 for j ∈ J2}.
We show that the Hamiltonian reduction with respect to the G-action is triv-
ialized locally on each open subset UJ . By multiplying a certain positive integer
m ∈ Z>0 to δ =
∑
j∈J αj∆j , we have mδ =
∑
j∈J (mαj)∆j so that mαj ∈ Z. Since
the weight of xj with respect to the G-action is ∆j , we have a polynomial
fJ =
∏
j∈J1
x
mαj
j
∏
j∈J2
y
−mαj
j ∈ C[X]
G,mδ
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of weight mδ such that fJ(p) 6= 0 for any p ∈ UJ . Note that x
−1
j = f
−1
J (fJx
−1
j ) ∈
OX(UJ) (resp. y
−1
j = f
−1
J (fJy
−1
j ) ∈ OX(UJ)) for j ∈ J1 (resp. j ∈ J2). Since
det(∆j)j∈J = ±1, for each i = 1, . . . , M , there exist λij ∈ Z for j ∈ J such that∑
j∈J λij∆j = ei where ei is the i-th standard basis of Z
M . Set
T Ji =
∏
j∈J1
x
λij
j
∏
j∈J2
y
−λij
j ∈ OX(UJ).
Then, T Ji is a local section of weight ei with respect to the G-action and it is
invertible in OX(UJ) for i = 1, . . . , M . In the following, we also write simply Ti
when there is no chance to confuse. For each j 6∈ J , we have G-invariant local
sections
a∗Jj = xjT
−∆1j
1 · · ·T
−∆Mj
M , a
J
j = yjT
∆1j
1 · · ·T
∆Mj
M ∈ OX(UJ).
Again we also write simply a∗j , aj instead of a
∗J
j , a
J
j when there is no confusion.
Note that {j} for j 6∈ J , J1 and J2 are disjoint with one another, and hence T1, . . . ,
TM contain at most one from each symplectic pair (xk, yk) for k = 1, . . . , N . Thus
we have {aj, a∗j} = {yj , xj} = 1 for j 6∈ J and {Ti, a
∗
j} = {Ti, aj} = {Ti, Ti′} = 0
for i, i′ = 1, . . . , M and j 6∈ J .
Now we describe the trivialization of the Hamiltonian reduction locally on UJ .
For i = 1, . . . , M , put γi = µ
∗(Ai) =
∑N
j=1∆ijxjyj ∈ OX(X). Then we have an
identity
(4) OX(UJ ) = C[ a
∗
j , aj | j 6∈ J ]⊗C C[T
±
1 , . . . , T
±
M ]⊗C C[ γ1, . . . , γM ].
Indeed, we can describe the generators of OX(UJ ) as polynomials of the genera-
tors in the right hand side. For j 6∈ J , we have
xj = a
∗
jT
∆1j
1 . . . T
∆Mj
M , yj = ajT
−∆1j . . . T
−∆Mj
M .
Note that a∗jaj = xjyj for j 6∈ J . Since the matrix (∆ij)i=1,...,M,j∈J is invertible
with the inverse matrix (λji)j∈J,i=1,...,M , from the identity γi −
∑
j 6∈J ∆ija
∗
jaj =∑
j∈J ∆ijxjyj , we obtain xjyj =
∑M
i=1 λij(γi −
∑
k 6∈J ∆ika
∗
kak) for j ∈ J . Thus,
for j ∈ J1, we have
xj = T
∆1j
1 . . . T
∆Mj
M , yj = T
−∆1j
1 . . . T
−∆Mj
M
M∑
i=1
λij
(
γi −
∑
k 6∈J
∆ika
∗
kak
)
.
It is clear that a similar identity holds for j ∈ J2. This implies that the identity
(4) holds.
Note that we have {γi, a∗j} = {γi, aj} = 0 for i = 1, . . . , M , j 6∈ J , and
{γi, Tj} = Tj for i, j = 1, . . . , M by the construction. We regard γ1, . . . , γM as a
linear basis of the Lie algebra g through the homomorphism µ∗. Then, the identity
(4) gives an isomorphism of Poisson algebras
(5) OX(UJ) ≃ C[T
∗CN−M ]⊗C C[G]⊗C C[g
∗] ≃ C[T ∗CN−M ]⊗C C[T
∗G]
and thus we have the trivialization UJ ≃ T ∗CN−M × T ∗G. Set UJ = (µ−1(0) ∩
UJ)/G ⊂ X . Since the G-action and the moment map µ are trivialized, we have
UJ ≃ T ∗CN−M as symplectic manifolds. Then, we have an affine open covering
X =
⋃
J UJ with Darboux coordinate (a
∗J
j , a
J
j )j 6∈J for each J .
We denote the trivialization νJ : UJ −→ UJ × T ∗G and the corresponding
isomorphism ν∗J : OUJ ⊗OT∗G −→ OX|UJ . For I and J , we denote the coordinate
transformation ϕIJ = νI ◦ ν
−1
J : UJ × T
∗G −→ UI × T ∗G, and the corresponding
isomorphism ϕ∗IJ = (ν
∗
J )
−1 ◦ ν∗I : OUI ⊗ OT∗G −→ OUJ ⊗ OT∗G on UI ∩ UJ .
This induces the coordinate transformation ϕIJ : UJ × G −→ UI × G and the
corresponding isomorphism ϕ∗IJ : OUI ⊗OG −→ OUJ ⊗OG because γ1, . . . , γM are
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global sections. Note that, the isomorphism ϕ∗IJ : OUI −→ OUJ coincides with the
coordinate transformation between OX |UI = OUI and OX |UJ = OUJ since it is the
coordinate translation of the G-torsor µ−1(0) ∩X −→ X .
3.5. Symplectic deformation of the hypertoric variety X. For the symplec-
tic variety X , it is known that there exists a universal family of filtered Poisson
deformations of the symplectic structure of X , which explicitly given as follows.
Set X˜ = X× g∗. We regard X˜ as a smooth algebraic Poisson variety where g∗ is
equipped with the trivial Poisson structure. We extend the moment map µ to µ˜ :
X˜ −→ g∗ such that the corresponding comoment map µ˜∗ : g −→ C[X˜] = C[X]⊗C[g∗]
is given by µ˜∗(Ai) = µ
∗(Ai)−ci where we denote the standard basis of g ⊂ C[g∗] by
c1, . . . , cM instead of A1, . . . , AM in order to avoid confusion. Clearly the torus G
acts on X˜ freely and the G-action preserves the preimage µ˜−1(0). Then, we define
the Poisson manifold X˜ = X˜δ = µ˜
−1(0)/G ≃ X/G. Here the last isomorphism is
induced from the obvious isomorphism µ˜−1(0) ≃ X which identifies ci with µ∗(Ai)
for i = 1, . . . , M . By the second projection ρ : X˜ = X × g∗ −→ g∗ induces the
morphism ρ : X˜ −→ g∗ of Poisson schemes, and we have ρ−1(0) ≃ X . Note that X˜
is a symplectic scheme over g∗ and the isomorphism ρ−1(0) ≃ X is an isomorphism
of holomorphic symplectic manifold. It is known that X˜ is a universal family of
filtered Poisson deformations of X over g∗ ≃ H2(X,C), namely, the structure sheaf
OX˜ is a universal family of filtered Poisson deformations of the sheaf of Poisson
algebras OX . Moreover, the family is equivariant with respect to an action of a
torus S = C× which we discuss in Section 7. Refer [L1] for the universality of the
above C×-equivariant Poisson deformations, which is based on results of [KV].
While the hypertoric varieties X and X˜ are constructed by Hamiltonian reduc-
tion by the action of the torus G, their structure sheaves can be constructed also
by Hamiltonian reduction of algebras. Namely, The structure sheaf of X˜ is given
by the following (dual) Hamiltonian reduction
OX˜ ≃
(
p∗
(
O
X˜
/ M∑
i=1
O
X˜
µ˜∗(Ai)
))G
=
(
p∗
(
O
X˜
/ M∑
i=1
O
X˜
(µ∗(Ai)− ci)
))G
where p : X˜ −→ X˜ is the projection. It is an algebra over C[c1, . . . , cM ] = C[g∗].
The hypertoric variety X is the fiber of X˜ −→ g∗ at c1 = · · · = cM = 0, and we
have
OX =
(
p∗
(
OX
/ M∑
i=1
OXµ
∗(Ai)
))G
.
We consider local trivialization of the Hamiltonian reduction of X˜ by the G-
action. Recall the affine open covering X =
⋃
J UJ which trivializes the Hamiltonian
reduction in Section 3.4. Set U˜J = UJ × g∗ ⊂ X˜ for each J . Then, we have an
affine open covering X˜ =
⋃
J U˜J . Since the G-action preserves UJ and it acts on g
∗
trivially, U˜J is also preserved by the G-action. We set U˜J = µ˜
−1(0) ∩ U˜J/G, and
then we have an open covering X˜ =
⋃
J U˜J .
By the trivialization of the Hamiltonian reduction on UJ discussed in Section 3.4,
we have an isomorphism U˜J ≃ T ∗CN−M ×G× g∗ × g∗. The isomorphism is given
by the following description of the algebra of local sections O
X˜
(U˜J ):
(6)
O
X˜
(U˜J) ≃ C[ a
∗
j , aj | j 6∈ J ]⊗CC[T
±
1 , . . . , T
±
M ]⊗CC[ γ1, . . . , γM ]⊗CC[ c1, . . . , cM ]
where the local sections a∗j , aj , Ti, γi are defined in Section 3.4. In the above local
coordinate, the comoment map µ˜∗ is given by µ˜∗(Ai) = γi − ci for i = 1, . . . ,
M . Moreover, since the G-action on O
X˜
(U˜J ) corresponds to the g-action Ai 7→
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{µ˜∗(Ai), }, the torus G acts on C[a∗j , aj | j 6∈ J ], C[γ1, . . . , γM ] and C[c1, . . . , cM ]
trivially, and Ti has weight ei with respect to the G-action for i = 1, . . . , M .
Therefore, we have
(7) Oµ˜−1(0)(U˜J) ≃ C[ a
∗
j , aj | j 6∈ J ]⊗C C[T
±
1 , . . . , T
±
M ]⊗C C[ c1, . . . , cM ].
and
(8) OX˜(U˜J ) = Oµ˜−1(0)(U˜J)
G ≃ C[ a∗j , aj | j 6∈ J ]⊗C C[ c1, . . . , cM ].
It induces the isomorphism U˜J ≃ T
∗CN−M × CM , and hence the open covering
X˜ =
⋃
J U˜J is an affine open covering. Let ν˜J : U˜J −→ U˜J ×G × g
∗ be the above
trivialization, and we denote the corresponding algebra isomorphism ν˜∗J : OU˜J ⊗C
OG⊗COg∗ −→ OU˜J . Then we have the coordinate transformation over U˜I ∩ U˜J for
I, J , ϕ˜IJ = ν˜I ◦ ν˜
−1
J : U˜J ×G× g
∗ −→ U˜I ×G× g∗, and the algebra isomorphism
ϕ˜∗IJ : OU˜J ⊗C OG ⊗C Og∗ −→ OU˜I ⊗C OG ⊗C Og∗ . This coordinate transformation
induces the coordinate translation of G-torsor ϕ˜IJ : U˜J×G −→ U˜I×G over U˜I∩U˜J ,
and the coordinate translation of local coordinates of X˜, ϕ˜IJ : U˜J −→ U˜I . The
corresponding algebra isomorphisms are also denoted ϕ˜∗IJ .
4. Sheaves of ~-adic vertex algebras
In this section, we review the definitions of vertex algebras and ~-adic vertex
algebras, and we introduce certain sheaves of vertex Poisson algebras and certain
sheaves of ~-adic vertex algebras. Based on these sheaves, we will construct a sheaf
of vertex Poisson algebras and a sheaf of ~-adic vertex algebras in the next section.
4.1. Vertex algebras and ~-adic vertex algebras. A vertex algebra V is a
vector space over C equipped with the following structure; the vacuum vector
1 ∈ V , the translation operator ∂ : V −→ V and the vertex operator Y (a, z) =∑
n∈Z a(−n−1)z
n ∈ EndC(V )[[z, z−1]] for each a ∈ V subject to the following ax-
ioms:
(1) Y (a, z) is linear with respect to a ∈ V ,
(2) Y (a, z) is a field, i.e. a(n)b = 0 for any a, b ∈ V if n≫ 0.
(3) Y (1, z) = IdV ,
(4) Y (a, z)1 ∈ V [[z]] and Y (a, z)1|z=0 = a for any a ∈ V ,
(5) [∂, Y (a, z)] = ∂zY (a, z) for any a ∈ V , and ∂1 = 0,
(6) for any a, b ∈ V , the vertex operators Y (a, z) and Y (b, w) are mutually
local; namely, there exists N ∈ Z≥0 such that
(z − w)N [Y (a, z), Y (b, w)] = 0.
It is well-known that fundamental identities for vertex algebras such as ∂a = a(−2)1,
Y (∂a, z) = ∂zY (a, z) and the operator product expansion (or so called Borcherds’
identity) follow from the above axioms. We say that the vertex algebra V is com-
mutative if a(n) = 0 on V for any a and n ∈ Z≥0.
A vertex Poisson algebra V is a tuple (V,1, ∂, Y−( , z), Y+( , z)) where Y−( , z),
Y+( , z) : V −→ EndC(V )[[z, z−1]] are fields on V ,
Y−(a, z) =
∑
n∈Z≥0
a(−n−1)z
n, Y+(a, z) =
∑
n∈Z<0
a(−n−1)z
n
such that (V,1, ∂, Y−( , z)) is a commutative vertex algebra, and (V, ∂, Y+( , z))
is a vertex Lie algebra; namely the operators a(n) satisfy the following relations:
(1) a(n)b = (−1)
n+1
∑
j≥0(−1)
j∂j(b(n+j)a)/j!,
(2) a(m)b(n)c− b(n)a(m)c =
∑
j≥0
(
m
j
)
(a(j)b)(m+n−j)c,
(3) [∂, Y+(a, z)] = ∂zY+(a, z), and
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(4) a(n) is a derivation with respect to the product (−1),
for any a, b, c ∈ V and m, n ∈ Z≥0.
Let ~ be an indeterminate, which commutes with any other operators. An ~-
adic vertex algebra V is a tuple (V,1, ∂, Y ( , z)) such that V is a flat C[[~]]-
module complete in ~-adic topology, the vacuum vector 1 ∈ V and C[[~]]-linear
map ∂ : V −→ V satisfy the same axiom with the above, and Y ( , z) : V −→
EndC(V )[[z, z
−1]] is C[[~]]-linear map such that the products (n) are continuous with
respect to ~-adic topology, and (V/~NV,1, ∂, Y ( , z)) is a vertex algebra for each
N ∈ Z≥1. Note that a ~-adic vertex algebra is not a vertex algebra over C[[~]] since
Y (a, z) is not a field on V . Namely for any N ∈ Z≥1, Y (a, z) =
∑
n∈Z a(n)z
−n−1
satisfies a(n)b ≡ 0 modulo ~
N if n≫ 0, but not a(n)b = 0.
Let (V,1, ∂, Y ( , z)) be an ~-adic vertex algebra. Assume that V/~V is commu-
tative. Then, Y+( , z) := ~
−1Y ( , z) modulo ~ satisfies the axiom of vertex Lie
algebras. Thus, (V/~V,1, ∂, Y ( , z) mod ~, ~−1Y ( , z) mod ~) is a vertex Poisson
algebra.
4.2. Jet bundles. LetX be a scheme overC. Let J∞X be the corresponding∞-jet
scheme; i.e. J∞X is a scheme defined by Hom(SpecR, J∞X) = Hom(SpecR[[t]], X)
for any C-algebra R. A point of J∞X represents an ∞-jet p(t) =
∑∞
n=0 pnt
n (pn ∈
X) on X . A canonical morphism π∞ : J∞X −→ X is given by p(t) 7→ p(0) = p0.
We consider the direct image of the structure sheaf OJ∞X of the ∞-jet scheme
J∞X by the morphism π∞. The obtained sheaf on X is denoted OJ∞X by abuse
of notation, and call it the jet bundle on X . The corresponding homomorphism
between their structure sheaves π∗∞ : OX →֒ OJ∞X is an injective homomorphism
of commutative algebras. The derivation with respect to t on R[[t]] induces a
derivation ∂ on the jet bundle OJ∞X . Thus, the jet bundle OJ∞X is a sheaf of
commutative vertex algebras on X . Moreover, when X is a Poisson scheme, the
Poisson bracket {·, ·} onOX induces a structure of vertex Poisson algebras onOJ∞X
satisfying f(0)g = {f, g} and f(n)g = 0 for f , g ∈ OX ⊂ OJ∞X and n ∈ Z≥1. For
detail of the construction of vertex Poisson algebra structure, see [AKM, Lemma
2.1.3.1].
In the present paper, we consider a smooth symplectic manifold X . Assume
that a local Darboux coordinate (U ;x1, . . . , xr, y1, . . . , yr) is given. Then, the
algebra of local sections of the structure sheaf OX(U) is the polynomial ring
C[x1, . . . , xr, y1, . . . , yr] and the Poisson bracket is given by {yi, xj} = δij , xi, xj =
yi, yj = 0. The jet bundle looks like
OJ∞X(U) = C[x1,(−n), . . . , xr,(−n), y1,(−n), . . . , yr,(−n) | n ∈ Z≥1],
so that we identify xi = xi,(−1), yi = yi,(−1) under the embedding OX →֒ OJ∞X .
The derivation ∂ on OJ∞X is given by ∂(a(−n)) = na(−n−1) for a = xi, yi (i = 1,
. . . , r) and n ∈ Z≥1. Finally, the vertex Poisson algebra structure on OJ∞X(U) is
given by
Y+(xi,(−1), z) = −
∑
n≥1
∂
∂yi,(−n)
z−n, Y+(yi,(−1), z) =
∑
n≥1
∂
∂xi,(−n)
z−n.
4.3. ~-adic βγ-systems and ~-adic Heisenberg vertex algebras. Let x1, . . . ,
xN , y1, . . . , yN be the standard coordinate functions on T
∗CN = C2N . We consider
that they are Darboux coordinates with respect to the standard symplectic form.
The ~-adic βγ-system on C2N = T ∗CN is an ~-adic vertex algebra Dch(C2N )~ such
that Dch(C2N )~ is isomorphic
Dch(C2N )~ = C[[~]][x1,(−n), . . . , xN,(−n), y1,(−n), . . . , yN,(−n) | n ∈ Z≥1]1
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as a C[[~]]-module, and its OPEs are given by xi(z)yj(w) ∼ −~/(z − w), and
xi(z)xj(w) ∼ yi(z)yj(w) ∼ 0 for i, j = 1, . . . , N , where we denote xi(z) =
Y (xi,(−1)1, z) and yi(z) = Y (yi,(−1)1, z). Clearly it is an ~-adic analogue of the
vertex algebra βγ-system.
In [AKM], we discussed localization of algebras of chiral differential operators
(CDOs), including the βγ-system, as sheaves of ~-adic vertex algebras on cotangent
bundles; i.e. the above ~-adic βγ-system gives a sheaf of ~-adic vertex algebras on
C2N = T ∗CN as follows: For the ~-adic βγ-system, OPEs (and hence (n)-products)
between vertex operators are determined by the Wick formula and thus they turn
out to be bi-differential operators in the variables xi,(−n), yi,(−n). Therefore, even
for rational functions in xi,(−n), yi,(−n), the same bi-differential operators give well-
defined OPEs ((n)-products) between them. Therefore, we have a sheaf of ~-adic
vertex algebras DchT∗CN ,~ on T
∗CN . See Lemma 2.2.8.1 and Theorem 2.2.10.1 in
[AKM] for the detail of the above discussion.
As we discussed in the previous section, the jet bundle OJ∞T∗CN on the sym-
plectic vector space T ∗CN is equipped with the vertex Poisson algebra structure.
The ~-adic βγ-system DchT∗CN ,~ is a quantization of OJ∞T∗CN ; namely, the quotient
DchT∗CN ,~/~D
ch
T∗CN ,~ is isomorphic to OJ∞T∗CN as vertex Poisson algebras.
Similarly we define an ~-adic Heisenberg vertex algebra. Let W =
⊕M
i=1 Cci be
a vector space with a symmetric inner product 〈 , 〉. Consider the ~-adic vertex
algebra which is defined as C[[~]]-module
V〈,〉,~(W ) = C[[~]][ c1,(−n), . . . , cM,(−n) | n ∈ Z≥1 ],
and OPEs are given by ci(z)cj(w) ∼ ~2〈ci, cj〉/(z−w)2 for i, j = 1, . . . ,M . Clearly,
it is a natural ~-adic analogue of the usual Heisenberg vertex algebra defined by
(W, 〈 , 〉). This implies that the Wick formula holds for the OPEs between vertex
operators of V〈,〉,~(W ) and hence the OPEs are defined as bi-differential operators
in the variables ci,(−n) for i = 1, . . . , M , n ∈ Z≥1. Thus, by the same argument for
the βγ-system, the ~-adic vertex algebra induces a sheaf of ~-adic vertex algebras
on the vector space W . We denote the sheaf VW,〈,〉,~.
5. Semi-infinite BRST reduction
Now we construct a sheaf of ~-adic vertex algebras on the hypertoric variety
X˜ in this section. Our construction is based on a vertex algebra analog of the
Hamiltonian reduction, which we call (semi-infinite) BRST reduction or BRST
cohomology.
In Section 5.1, we introduce an ~-adic variant of a fermionic vertex superalgebra
called the Clifford vertex superalgebra or the free field of colored fermions. To
establish fundamental properties of the BRST reduction, we first need to consider
the corresponding reduction for a sheaf of vertex Poisson algebra, the jet bundle
on X˜. In Sections 5.2–5.4, we introduce the BRST reduction for vertex Poisson
algebras and study its structure. The BRST reduction for a sheaf of ~-adic vertex
algebras is defined in Section 5.5, and we show that the structure of such a sheaf
of ~-adic vertex algebras can be studied by using a certain double complex in
Section 5.6.
5.1. Clifford ~-adic vertex superalgebra. In this subsection, we introduce the
Clifford ~-adic vertex superalgebra Clvert(g⊕ g∗) associated with the vector space
g⊕ g∗ with the standard inner product 〈 , 〉.
We fix a basis g =
⊕M
i=1 CAi and its dual basis g
∗ =
⊕M
i=1 CA
∗
i with respect
to 〈 , 〉 as previous sections. Let Πg (resp. Πg∗) be the odd vector space cor-
responding to the even vector space g (resp. g∗), and let Πg =
⊕M
i=1 Cψi (resp.
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Πg∗ =
⊕M
i=1 Cψ
∗
i ) be the odd basis corresponding to the even basis g =
⊕M
i=1 CAi
(resp. g∗ =
⊕M
i=1 CA
∗
i ). We identify the coordinate rings C[Πg] = Λ(g
∗), C[Πg∗] =
Λ(g) and C[T ∗Πg] = Λ(g⊕g∗) where Λ(W ) is the exterior algebra of a vector space
W . Note that the inner product 〈 , 〉 on g ⊕ g∗ gives a Poisson superalgebra
structure on Λ(g ⊕ g∗); {ψi, ψ∗j } = δij , {ψi, ψj} = 0 = {ψ
∗
i , ψ
∗
j } for i, j = 1, . . . ,
M . A vertex Poisson superalgebra analogue of Λ(g⊕g∗) (“the jet bundle” over the
super-manifold T ∗Πg) is naturally constructed as follows: Define Λvert(g ⊕ g∗) as
an anti-commutative algebra
Λvert(g⊕ g∗) =
∧
i=1,...,M
n≥1
Cψ∗i(−n) ∧
∧
i=1,...,M
n≥1
Cψi(−n)1,
and the Poisson structure is defined by ψi(m)(ψ
∗
j(−n−1)) = δm−n,0δij , ψ
∗
i(m)(ψ
∗
j(−n−1)) =
δm−n,0δij and ψi(m)(ψj(−n−1)) = 0 = ψ
∗
i(m)(ψj(−n−1)) for i, j = 1, . . . , M and
n, m ∈ Z≥0. Then Λ
vert(g ⊕ g∗) is a vertex Poisson superalgebra. Identifying
ψi = ψi(−1)1, ψ
∗
i = ψ
∗
i(−1)1 for i = 1, . . . , M , the exterior algebra Λ(g ⊕ g
∗) is a
subalgebra of Λvert(g⊕ g∗).
Now we consider the Clifford ~-adic vertex superalgebra, a quantization of the
vertex Poisson superalgebra Λvert(g ⊕ g∗). Define the ~-adic vertex superalgebra
Clvert(g⊕ g∗) as a C[[~]]-module,
Clvert(g⊕ g∗) =
∧
i=1,...,M
n≥1
C[[~]]ψ∗i(−n)⊗̂
∧
i=1,...,M
n≥1
C[[~]]ψi(−n)1
where ⊗̂ is the completion of the tensor product with respect to the ~-adic topology.
We denote the vertex operators ψi(z) = Y (ψi, z) and ψ
∗
i (z) = Y (ψ
∗
i , z). Then the
defining OPEs are given by
ψi(z)ψ
∗
j (w) ∼
~δij
z − w
, ψi(z)ψj(w) ∼ 0 ∼ ψ
∗
i (z)ψ
∗
j (w)
for i, j = 1, . . . , M . These OPEs give the structure of ~-adic vertex algebra on
Clvert(g⊕ g∗), which we call the Clifford (~-adic) vertex superalgebra. Clearly we
have Clvert(g⊕ g∗)/(~) ≃ Λvert(g ⊕ g∗) and thus the Clifford vertex superalgebra
Clvert(g⊕ g∗) is a quantization of Λvert(g⊕ g∗).
Note that the vertex Poisson superalgebra Λvert(g⊕ g∗) and the Clifford vertex
algebraClvert(g⊕g∗) are Z-graded by the degree deg(ψi(−n)) = −1, deg(ψ
∗
i(−n)) = 1
and deg(1) = 0 for i = 1, . . . , M and n ∈ Z. Let Λvert,n(g ⊕ g∗) and Clvert,n(g⊕
g∗) be the homogeneous subspaces of degree n. Moreover we have the following
decomposition of Λvert,n(g⊕ g∗) (resp. Clvert,n(g⊕ g∗)) as a C-vector space (resp.
a C[[~]]-module)
Λvert,n(g⊕ g∗) =
⊕
p+q=n
Λvert,pC (g
∗)⊗ Λvert,qC (g),
Clvert,n(g⊕ g∗) =
⊕∧
p+q=n
Λvert,p
C[[~]] (g
∗) ⊗̂Λvert,q
C[[~]] (g),
where
⊕∧
(resp. ⊗̂ ) is the completion of the direct sum (resp. the tensor product)
with respect to the ~-adic topology, and
ΛvertR (g) =
∧
i=1,...,M
n≥1
Rψi(−n), Λ
vert
R (g
∗) =
∧
i=1,...,M
n≥1
Rψ∗i(−n)
for a commutative algebra R, and Λvert,nR (g), Λ
vert,n
R (g
∗) are the homogeneous
subspaces of degree n.
12 TOSHIRO KUWABARA
5.2. Poisson BRST reduction. In Sections 5.2–5.4, we construct the jet bundle
of the hypertoric variety X˜ in terms of BRST reduction. The construction is based
on the construction of jet bundles of Slodowy varieties by the BRST reduction in
[AKM].
Recall that we have the moment map µ : T ∗V −→ g∗ and semistable locus X ⊂
T ∗V associated with the torus G = (C×)M -action on the symplectic vector space
T ∗V = T ∗CN . Here we took the stability parameter δ such that the Hamiltonian
reduction X = Xδ is a smooth symplectic manifold. Set X˜ = X× g∗ and µ˜ : X˜ −→
g∗ as in Section 3.5. Also, let X˜ be the hypertoric variety as we introduced in
Section 3.5. The jet bundle OJ∞X˜ on X˜ is a sheaf of vertex Poisson algebras. By
applying the jet scheme functor J∞ to the moment map µ˜ : X˜ −→ g
∗, we have
a morphism µ˜∞ : J∞X˜ −→ J∞g
∗ and hence a homomorphism of vertex Poisson
algebras
µ˜∗∞ : S(g⊗ C[t
−1]t−1) −→ OJ∞X˜(X˜)
where the symmetric algebra S(g⊗C[t−1]t−1) has trivial Poisson structure Y+( , z).
The homomorphism µ˜∗∞ is explicitly given by µ˜
∗
∞(Ai) =
∑N
j=1∆ijxj(−1)yj − ci for
i = 1, . . . , M , where ∆ = (∆ij)ij is the matrix defined in Section 3.1.
Consider the sheaf of tensor product vertex Poisson algebras CVPA = OJ∞X˜ ⊗C
Λvert(g⊕ g∗). The Z-grading of Λvert(g⊕ g∗) induces a Z-grading on CVPA
CVPA =
⊕
n∈Z
CnVPA, C
n
VPA = OJ∞X˜ ⊗C Λ
vert,n(g⊕ g∗).
Set QVPA =
∑M
i=1 µ˜
∗
∞(Ai)(−1)ψ
∗
i ∈ C
1
VPA(X˜), an odd element of degree +1 in CVPA.
Let dVPA = QVPA(0) =
∑M
i=1
∑
n∈Z µ˜
∗
∞(Ai)(−n−1)ψ
∗
i(n) be an operator on CVPA.
By definition, the operator dVPA is a derivation on CVPA.
Proposition 5.1. We have (dVPA)
2 = 0, and hence, for any open subset U˜ ⊂ X˜,
(CVPA(U˜) = OJ∞X˜(U˜)⊗ Λ
vert(g⊕ g∗), dVPA) is a cochain complex.
Proof. Since µ˜∗∞ is a homomorphism of vertex Poisson algebras and the vertex Pois-
son algebra S(g⊗C[t−1]t−1) has trivial Poisson structure, we have µ˜∗∞(Ai)(n)µ˜
∗
∞(Aj) =
0 for any n ≥ 0 and i, j = 1, . . . , M . Thus, we have QVPA(0)QVPA = 0. Then, by
the axiom of vertex Poisson algebras, we have Q2VPA(0) = (1/2)(QVPA(0)QVPA)(0) =
0. 
Now we define the notion of the BRST cohomologies for vertex Poisson algebras.
Take an open subset U˜ ⊂ X˜, we consider the cochain complex (CVPA(U˜), dVPA),
called a (Poisson) BRST complex. Then, we denote its cohomology group
H
∞/2+•
VPA (g,OJ∞X˜(U˜)) = H
•(CVPA(U˜), dVPA),
and call it (Poisson) BRST cohomology groups.
Note that we have ∂ ◦ dVPA = dVPA ◦ ∂ following from [∂, Y+(QVPA, z)] =
∂zY+(QVPA, z). This implies that translation operator ∂ preserves the subspaces
Ker dVPA and Im dVPA ⊂ CVPA(U˜). Moreover, by the axiom of vertex Poisson alge-
bras, the coboundary operator dVPA = QVPA(0) is a derivation with respect to (n)-
products for all n ∈ Z. Hence, the 0-th BRST cohomology H
∞/2+0
VPA (g,OJ∞X˜(U˜)) =
H0(CVPA(U˜), dVPA) is again a vertex Poisson algebra.
Next, we define the BRST cohomologies as a sheaf on the hypertoric variety X˜ .
For an open subset U˜ ⊂ X˜, let U˜ be an open subset of X˜ such that U˜ is closed under
the G-action and p−1(U˜) = U˜∩µ˜−1(0). The following lemma asserts that the BRST
cohomologyH
∞/2+•
VPA (g,OJ∞X˜(U˜)) is supported on µ˜
−1(0)∩U˜ and it does not depend
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on the choice of U˜. Then, we define a sheaf H
∞/2+•
VPA (g,OJ∞X˜) over the hypertoric
variety X˜ as the sheaf associated with the presheaf U˜ 7→ H
∞/2+•
VPA (g,OJ∞X˜(U˜)) for
• ∈ Z.
Lemma 5.2 ([AKM], Thoerem 2.3.2.1). The presheaf U˜ 7→ H
∞/2+•
VPA (g,OJ∞X˜(U˜))
over X˜ is supported on µ˜−1(0) and hence it does not depend on the choice of U˜.
The lemma will be proved in Section 5.3.
5.3. Double complex associated with the BRST complex. The BRST cochain
complex can be decomposed into a double cochain complex as follows. Set
Cp,qVPA = OJ∞X˜ ⊗C Λ
vert,p(g∗)⊗C Λ
vert,q(g)
for p, q ∈ Z. Then, we have CnVPA =
⊕
p+q=n C
p,q
VPA for any n ∈ Z. Note that we
have Λvert,p(g∗) = 0 unless p ≥ 0 and Λvert,q(g) = 0 unless q ≤ 0. Consider the op-
erators d+VPA =
∑M
i=1
∑
n≥0 ψ
∗
i(−n−1)µ˜
∗
∞(Ai)(n) and d
−
VPA =
∑M
i=1
∑
n≥0 µ˜
∗
∞(Ai)(−n−1)ψ
∗
i(n)
on CVPA. Then, d
+
VPA maps from C
p,q
VPA to C
p+1,q
VPA , d
−
VPA maps from C
p,q
VPA to C
p,q+1
VPA
and we have dVPA = d
+
VPA + d
−
VPA, d
+
VPA ◦ d
−
VPA = −d
−
VPA ◦ d
+
VPA. Thus, we have
a double complex (CVPA, d
+
VPA, d
−
VPA) whose total complex is the BRST complex
(CVPA, dVPA).
Fix an arbitrary p ∈ Z≥0 and an open subset U˜ ⊂ X˜. Consider the complex
(Cp,•VPA(U˜), d
−
VPA). By the explicit description d
−
VPA =
∑M
i=1
∑
n≥0 µ˜
∗
∞(Ai)(−n−1)ψ
∗
i(n)
of the coboundary operator, the complex (Cp,•VPA(U˜), d
−
VPA) coincides with the Koszul
complex of OJ∞X˜(U˜) with respect to the sequence {µ˜
∗
∞(Ai)(−n−1)}i=1,...,M,n=0,1,...
(with reversing the degree of the complex). Clearly the sequence {µ˜∗(Ai)}i=1,...,M
is a regular sequence in O
X˜
(U˜). Then, by the same argument of the proof of [AKM,
Theorem 2.3.3.1], {µ˜∗∞(Ai)(−n−1)}i,n is also a regular sequence in OJ∞X˜(U˜). This
implies that the cohomologyHq(Cp,•VPA(U˜), d
−
VPA) vanishes if q 6= 0. Moreover, when
U˜ is affine, we have H0(Cp,•VPA(U˜), d
−
VPA) ≃ Oµ˜−1∞ (0)(U˜) if µ˜
−1(0) ∩ U˜ 6= ∅, and zero
otherwise for any p ≥ 0.
Consider the column filtration τ≥•CVPA(U˜); i.e. for p ∈ Z≥0, τ≥pCVPA(U˜) =⊕
k≥p,q≤0 C
k,q
VPA(U˜). We consider the spectral sequence
τEp,qr (U˜) associated with
the column filtration. Then we have τEp,q2 (U˜) = H
p(Hq(CVPA(U˜), d
−
VPA), d
+
VPA).
Lemma 5.3. The spectral sequence τEp,qr (U˜) converges to the total cohomology
τEp,qr (U˜) =⇒ H
p+q(CVPA(U˜), dVPA) = H
∞/2+p+q
VPA (g,OJ∞X˜(U˜)).
Proof. To prove the convergence, we consider subcomplexes which are bounded
both above and below. For m ∈ Z≥0, let (CVPA)m(U˜) = ∂m(OX˜(U˜) ⊗ Λ(g ⊕ g
∗))
where we consider O
X˜
(U˜) (resp. Λ(g ⊕ g∗)) as a subalgebra of OJ∞X˜(U˜) (resp.
Λvert(g ⊕ g∗)). Set (Cp,qVPA)m(U˜) = (CVPA)m(U˜) ∩ C
p,q
VPA. Then, we have C
p,q
VPA =⊕
m≥0(C
p,q
VPA)m. By direct computation, for a ∈ OX˜(U˜) and ϕ ∈ Λ(g⊕g
∗), we have
dVPA(a⊗ ϕ) =
M∑
i=1
{µ˜∗(Ai), a} ⊗ ψ
∗
i(−1)ϕ+
M∑
i=1
µ˜∗(Ai)a⊗ {ψ
∗
i(−1), ϕ},
and hence dVPA preserves the subspace (CVPA)0(U˜). Since dVPA = QVPA(0) com-
mutes with the translation operator ∂ by the axiom of vertex Poisson algebras, dVPA
also preserves (CVPA)m(U˜) for any m ∈ Z≥0. Therefore, ((CVPA)m(U˜), d
+
VPA, d
−
VPA)
is a double subcomplex of (CVPA(U˜), d
+
VPA, d
−
VPA). Consider the spectral sequence
(Ep,qr )m(U˜) associated with the double complex ((CVPA)m(U˜), d
+
VPA, d
−
VPA). Since
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(CVPA)m(U˜) is bounded, the spectral sequence (E
p,q
r )m(U˜) converges. This implies
the convergence of the spectral sequence Ep,qr (U˜). 
As a consequence, we have the BRST cohomology H
∞/2+n
VPA (g,OJ∞X˜(U˜)) = 0 for
all n ∈ Z if U˜ ∩ µ˜−1(0) = ∅. This implies Lemma 5.2. Also we have the following
vanishing of the negative BRST cohomologies.
Lemma 5.4. The BRST cohomology H
∞/2+n
VPA (g,OJ∞X˜(U˜)) = H
n(CVPA(U˜), dVPA)
vanishes if n < 0 for any open subset U˜ ⊂ X˜.
5.4. Zeroth Poisson BRST cohomology. Now we determine the 0-th BRST
cohomology H
∞/2+0
VPA (g,OJ∞X˜). We consider the affine open subset U˜J ⊂ X˜ intro-
duced in Section 3.5, on which the G-torsor µ˜−1(0)∩ U˜J −→ U˜J is trivial. Namely,
we have an isomorphism µ˜−1(0) ∩ U˜J ≃ U˜J × G × g∗ given by the explicit local
coordinate (7). By applying the functor J∞ to (7), we have
Oµ˜−1∞ (0)(U˜J) = C
[
aJ∗j(−n), a
J
j(−n)
∣∣ j 6∈J
n∈Z≥1
]
⊗C C
[
(T Ji(−1))
±, T Ji(−n−1)
∣∣ i=1,...,M
n∈Z≥1
]
⊗C C
[
ci(−n)
∣∣ i=1,...,M
n∈Z≥1
]
1
because µ˜−1∞ (0) ≃ J∞(µ˜
−1(0)) by definition. The action of µ˜∗∞(Ai)(n) = γi(n)
for i = 1, . . . , M , n ∈ Z≥0, in the above local coordinate is explicitly given by
µ˜∗∞(Ai)(n) =
∑
k≥1 Ti(−k)∂/∂Ti(−n−k) by direct calculation. Note that this action
coincides with the action of g[t] induced from the regular representation of J∞G
on C[J∞G] ⊂ Oµ˜−1(0)(U˜J). Since
τEp,q1 (U˜J) ≃ Oµ˜−1∞ (0)(U˜J ) if q = 0 and zero
otherwise, we have τE0,02 (U˜J) = Ker d
+
VPA where
d+VPA =
M∑
i=1
∑
n≥0
ψ∗i(−n−1)µ˜
∗
∞(Ai)(n) =
M∑
i=1
∑
n,k≥0
ψ∗i(−n−1)Ti(−k)∂/∂Ti(−n−k)
in the above local coordinate. Thus, we have
τE0,02 (U˜J) ≃ C
[
a∗Jj(−n), a
J
j(−n)
∣∣ j 6∈J
n∈Z≥1
]
⊗C C
[
ci(−n)
∣∣ i=1,...,M
n∈Z≥1
]
1 ≃ OJ∞X˜(U˜J)
and τE0,0r (U˜J) collapses at r = 2. Therefore, we have
(9) H
∞/2+0
VPA (g,OJ∞X˜(U˜J)) ≃ OJ∞X˜(U˜J)
by Lemma 5.3.
We have the affine open covering X˜ =
⋃
J U˜J ; For each indices I and J , we have
the coordinate transformation of ϕ˜∗IJ : OU˜I −→ OU˜J introduced in Section 3.5.
Its restriction gives the coordinate transformation ϕ˜∗IJ : OU˜I −→ OU˜J . Applying
the jet scheme functor J∞, we have the isomorphisms J∞ϕ˜
∗
IJ : OJ∞U˜I |U˜I∩U˜J −→
OJ∞U˜J |U˜I∩U˜J and J∞ϕ˜
∗
IJ : OJ∞U˜I |U˜I∩U˜J −→ OJ∞U˜J |U˜I∩U˜J . These coordinate
transformations are compatible with the isomorphism (9), and thus we have the
following isomorphism of sheaves of Poisson algebras:
(10) H
∞/2+0
VPA (g,OJ∞X˜) ≃ OJ∞X˜
by gluing up {OJ∞U˜J }J with {J∞ϕ˜
∗
IJ}I,J .
In the rest of this section, we discuss the BRST reduction H
∞/2+0
VPA (g,OJ∞X˜(X˜))
of the coordinate ring OJ∞X˜(X˜) ≃ C[J∞(T
∗CN × g∗)]. Recall the decompo-
sition of the BRST complex, which is introduced in the proof of Lemma 5.3,
(CVPA =
⊕
m≥0(CVPA)m, dVPA) where (CVPA)0 = OX˜⊗CΛ(g⊕g
∗) and (CVPA)m =
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∂m(CVPA)0 for m ≥ 1. The subcomplex ((CVPA)0 = OX˜ ⊗C Λ(g ⊕ g
∗), dVPA) co-
incides with the Poisson BRST complex of the Poisson algebra O
X˜
by the como-
ment map µ∗ : g −→ O
X˜
(X˜) ≃ C[T ∗CN × g∗]. For the detail of the fundamental
properties of BRST cohomology of associative algebras, refer [K]. By similar argu-
ments to the above (see also [K, Section 6.3]), we have H0((CVPA)0(U˜), dVPA) ≃
(O
X˜
(U˜)/
∑M
i=1OX˜(U˜)µ˜
∗(Ai))
G for any open subset U˜ ⊂ X˜. Let H0((CVPA)0, dVPA)
be the sheaf over X˜ associated with the presheaf U˜ 7→ H0((CVPA)0(U˜), dVPA)
where we take U˜ — an open subset of X˜ which is preserved by the action of
G and (µ˜−1(0) ∩ U˜)/G = U˜ . Then, we have H0((CVPA)0, dVPA) ≃ OX˜ and
Γ(X˜,H0((CVPA)0, dVPA)) ≃ OX˜(X˜) ≃ H
0((CVPA)0(X˜), dVPA) because X˜ −→
X˜0 = µ˜
−1(0)//G ≃ Spec[H0((CVPA)0(X˜), dVPA)] is a resolution of normal singu-
larity. Since the translation operator ∂ commutes with the coboundary operator
dVPA, we have H
0((CVPA)m(X˜), dVPA) = ∂
mH0((CVPA)0(X˜), dVPA) ≃ ∂mOX˜(X˜)
for any m ∈ Z≥0. Therefore we have the following proposition.
Proposition 5.5. We have
H
∞/2+0
VPA (g,OJ∞X˜(X˜)) = H
0(CVPA(X˜), dVPA) ≃ OJ∞X˜(X˜).
That is, the Poisson BRST reduction commutes with the global section functor Γ.
5.5. BRST cohomologies. LetDchT∗V,~ be the sheaf of ~-adic βγ-system sheaf over
the symplectic vector space T ∗V which we defined in Section 4.3. By restriction,
we define DchX,~ = D
ch
T∗V,~|X, the sheaf of ~-adic vertex algebras over X. Let Vg,〈,〉,~
be a Heisenberg vertex algebra generated by elements c1, . . . , cM ∈ g with the
inner product given by 〈ci, cj〉 =
∑N
k=1∆ik∆jk for i, j = 1, . . . , M . That is, it is
the localization over g∗ of the ~-adic vertex algebra Vg,〈,〉,~(g
∗) given by
Vg,〈,〉,~(g
∗) = C[[~]][c1(−n), . . . , cM(−n) | n ∈ Z≥1]1
as a C[[~]]-module, and c1, . . . , cM are bosonic elements whose OPEs are given
by ci(z)cj(w) ∼
∑N
k=1 ~
2〈ci, cj〉/(z − w)2 where ci(z) = Y (ci(−1)1, z). Set D˜
ch
X,~ =
DchX,~ ⊗̂Vg,〈,〉,~, a sheaf of ~-adic vertex algebras over X˜ = X × g
∗. Here ⊗̂ is the
completion of the tensor product ⊗C[[~]] with respect to the ~-adic topology as in
Section 5.1.
To construct the BRST reduction for D˜chX,~, we need to introduce a quantiza-
tion of the comoment map µ˜∗∞. Consider a commutative vertex algebra V0(g) =
C[A1(−n), . . . , AM(−n) | n ≥ 1]. Define a C[∂]-module homomorphism
(11) µch : V0(g) −→ D˜
ch
X,~, µch(Ai) =
N∑
j=1
∆ijxj(−1)yj − ci.
Lemma 5.6. The above map µch preserves the OPEs; i.e. we have µch(Ai)(z)µch(Aj)(w) ∼
0 for i, j = 1, . . . , M .
This lemma is obviously checked by direct computation. We call the map µch a
chiral comoment map with respect to the G-action on X.
Consider the sheaf of ~-adic vertex superalgebras C~VA = D˜chX,~ ⊗̂Cl
vert(g⊕ g∗)
where Clvert(g⊕g∗) is the Clifford ~-adic vertex superalgebra defined in Section 5.1.
The Z-grading of Clvert(g⊕ g∗) induces a Z-grading on C~VA =
⊕∧
n∈Z C
n
~VA where
Cn~VA = D˜
ch
X,~ ⊗̂Cl
vert,n(g⊕g∗) and
⊕∧
is the completion of the direct sum with re-
spect to the ~-adic topology. Consider an odd element Q~VA =
∑M
i=1 µch(Ai)(−1)ψ
∗
i
of degree +1 in C~VA. Note that the image of Q~VA(0) lies in ~C~VA. Let d~VA =
~−1Q~VA(0) = ~
−1
∑M
i=1
∑
n∈Z µch(Ai)(−n−1)ψ
∗
i(n) be a derivation on C~VA homo-
geneous of degree +1.
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Proposition 5.7. We have (d~VA)
2 = 0, and hence, for any open subset U˜ ⊂ X˜,
(C~VA(U) = D˜chX,~(U˜) ⊗̂Cl
vert(g⊕ g∗), d~VA) is a cochain complex.
Proof. We use the same argument in Proposition 5.1. By Lemma 5.6 we have
µch(Ai)(n)µch(Aj) = 0 for all i, j = 1, . . . , M and n ≥ 0. Thus, we have
Q~VA(0)Q~VA = 0. By Borcherds’ identity, we have
(Q~VA(0))
2 = (1/2)[Q~VA(0), Q~VA(0)] = (1/2)(Q~VA(0)Q~VA)(0) = 0.

Now we define the notion of the chiral BRST cohomologies. Taking an open
subset U˜ ⊂ X˜, we consider the cochain complex (C~VA(U˜), d~VA), called a BRST
complex. Then, for n ∈ Z, we denote its cohomology group H
∞/2+n
~VA (g, D˜
ch
X,~(U˜)) =
Hn(C~VA(U˜), d~VA), and call it the n-th BRST cohomology. Note that we have
[∂, Y (Q~VA, z)] = ∂zY (Q~VA, z) on C~VA by the axiom of ~-adic vertex superalge-
bras. By taking the coefficient of z−1, we obtain ∂ ◦ Q~VA(0) − Q~VA(0) ◦ ∂ = 0.
Thus, the translation operator ∂ preserves the subspaces Ker d~VA and Im d~VA.
Further, for any element a, b ∈ C~VA and for any n ∈ Z, we have Q~VA(0)a(n)b −
(−1)a¯a(n)Q~VA(0)b = (Q~VA(0)a)(n)b by the Borcherds’ identity. By taking a, b from
Ker d~VA, we conclude that Q~VA(0)(a(n)b) = 0 and thus a(n)b ∈ Ker d~VA. Also,
by taking a ∈ Ker d~VA and b ∈ C~VA, we have a(n)(Q~VA(0)b) = Q~VA(0)(a(n)b) ∈
Im d~VA. Therefore we conclude the following proposition.
Proposition 5.8. For an open subset U˜ ⊂ X˜, the 0-th BRST cohomology group
H
∞/2+0
~VA (g, D˜
ch
X,~(U˜)) = H
0(C~VA(U˜), d~VA) is an ~-adic vertex algebra.
Next, we define the BRST cohomology group as a sheaf on the hypertoric va-
riety X˜. For an open subset U˜ ⊂ X˜ , let U˜ be an open subset of X˜ such that U˜
is closed under the G-action and p−1(U˜) = U˜ ∩ µ˜−1(0). The following lemma
asserts that the BRST cohomology group H
∞/2+•
~VA (g, D˜
ch
X,~(U˜)) is supported on
µ˜−1(0) ∩ U˜ and it does not depend on the choice of U˜. Then, we define a sheaf
H
∞/2+•
~VA (g, D˜
ch
X,~) over the hypertoric variety X˜ as the sheaf associated with the
presheaf U˜ 7→ H
∞/2+•
~VA (g, D˜
ch
X,~(U˜)).
Lemma 5.9 (cf. [AKM], Thoerem 2.3.5.1). The presheaf U˜ 7→ H
∞/2+•
~VA (g, D˜
ch
X,~(U˜))
over X˜ is supported on µ˜−1(0) and hence it does not depend on the choice of U˜.
In the rest of this section, we prove Lemma 5.9. The coboundary operator of
the BRST complex d~VA = ~
−1Q~VA(0) = ~
−1
∑M
i=1
∑
n∈Z µch(Ai)(−n−1)ψ
∗
i(n) is
separated into two parts d+~VA and d
−
~VA; namely, putting
d+~VA = ~
−1
M∑
i=1
∑
n≥0
ψ∗i(−n−1)µch(Ai)(n), d
−
~VA = ~
−1
M∑
i=1
∑
n≥0
µch(Ai)(−n−1)ψ
∗
i(n),
we have d~VA = d
+
~VA + d
−
~VA. Moreover, we have d
+
~VA ◦ d
−
~VA = −d
−
~VA ◦ d
+
~VA
because µch(Ai)(n)µch(Aj) = 0 and ψ
∗
i(n)ψ
∗
j = 0 for any i, j = 1, . . . , M and n ≥ 0.
Thus, we have a double complex (C~VA, d
+
~VA, d
−
~VA) where
Cp,q~VA = D˜
ch
X,~ ⊗̂Λ
vert,p
C[[~]] (g
∗) ⊗̂Λvert,q
C[[~]] (g)
for p, q ∈ Z, is induced from the decomposition of the ~-adic Clifford vertex algebra.
Note that Cp,q~VA = 0 unless p ≥ 0 and q ≤ 0; that is, (C~VA, d
+
~VA, d
−
~VA) is the fourth
quadrant cochain double complex.
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The BRST complex C~VA = D˜chX,~ ⊗̂Cl
vert(g ⊕ g∗) is naturally equipped with
a filtration F•C~VA by powers of ~: FpC~VA = ~
pC~VA for p ∈ Z≥0. For each
p ∈ Z≥0, the associated graded space is Grp C~VA = FpC~VA/Fp+1C~VA ≃ OJ∞X˜⊗
Λvert(g⊕ g∗) as vertex Poisson superalgebras.
Consider the action of d+~VA and d
−
~VA on the vertex Poisson superalgebra Grp C~VA ≃
OJ∞X˜ ⊗C Λ
vert(g⊕ g∗). The operators d+~VA, d
−
~VA act by
d¯+~VA =
M∑
i=1
∑
n≥0
ψ∗i(−n−1)µ˜
∗
∞(Ai)(n), d¯
−
~VA =
M∑
i=1
∑
n≥0
µ˜∗∞(Ai)(−n−1)ψ
∗
i(n)
respectively on OJ∞X˜ ⊗C Λ
vert(g⊕ g∗).
Thus, for each p ∈ Z≥0, the double complex (Grp C~VA, d¯
+
~VA, d¯
−
~VA) is isomor-
phic to the double complex (CVPA, d
+
VPA, d
−
VPA) associated with the Poisson BRST
complex which we discussed in Section 5.3. By Lemma 5.2, for an open subset
U˜ ⊂ X˜ such that U˜ ∩ µ˜−1(0) = ∅, we have
H•(Grp C~VA(U˜), d¯
+
~VA + d¯
−
~VA) = H
•(CVPA(U˜), dVPA) = 0
for any • ∈ Z and p ∈ Z≥0. Now we consider the spectral sequence Ep,qr associated
with the filtered complex (F•C~VA, d~VA). Then, we have E
p,q
1 (U˜) = 0 for any p,
q ∈ Z by the above and thus Ep,qr (U˜) collapses at r = 1. Since the filtration F•C~VA
is bounded above and complete, Ep,qr (U˜) converges to GrpH
p+q(C~VA(U˜), d~VA) by
the complete convergence theorem [We, Theorem 5.5.10]. Therefore, we have the
vanishing H•(C~VA(U˜), d~VA) = 0 for an open subset U˜ which intersects trivially
with µ˜−1(0), and it proves Lemma 5.9.
By a similar argument, we obtain the vanishing of negative BRST cohomologies
as follows.
Proposition 5.10. For n < 0, we have H
∞/2+n
~VA (g, D˜
ch
X,~) = 0.
Proof. For any p ≥ 0, n < 0 and any open subset U˜ ⊂ X˜, we have
Hn(Grp C~VA(U˜), d¯
+
~VA + d¯
−
~VA) = H
n(CVPA(U˜), dVPA) = 0
by Lemma 5.4. Again we consider the spectral sequence Ep,qr associated with the
~-adic filtration. Then, for any p, q such that p + q < 0, we have Ep,q1 (U˜) =
0. Since the filtration is complete and bounded above, and we have Ep,q1 (U˜) =
Ep,q2 (U˜) = . . . for p, q with p + q < 0, the spectral sequence E
p,q
r (U˜) converges to
the cohomology GrpH
p+q(C~VA(U˜), d~VA) when p + q < 0. Thus the cohomology
Hn(C~VA(U˜), d~VA) vanishes for negative n. 
Definition 5.11. We write the 0-th cohomology H
∞/2+0
~VA (g, D˜
ch
X,~) by D˜
ch
X,~.
5.6. Spectral sequence associated with the double complex. For any fixed
k ∈ Z, we have the complex (Ck,•~VA, d
−
~VA). Set a C[[~]]-submodule
C•− = D˜
ch
X,~ ⊗̂Λ
vert,•
C[[~]] (g) ⊂ D˜
ch
X,~ ⊗̂Λ
vert,•
C[[~]] (g) ⊗̂Λ
vert,k
C[[~]] (g
∗) = Ck,•~VA,
and we have a complex (C−, d
−
~VA). Note that
Hn(Ck,•~VA, d
−
~VA) ≃ H
n(C•−, d
−
~VA) ⊗̂Λ
vert,k
C[[~]] (g
∗)
for any k, n ∈ Z.
Consider the filtration of C− given by the powers of ~, denoted FpC− = ~
pC−
(p ≥ 0). Clearly, the coboundary operator d−~VA preserves the filtration. Let E
p,q
r
be the spectral sequence associated with the filtration F•C−. Then, we have E
p,q
0 =
FpC
p+q
− /Fp+1C
p+q
− ≃ OJ∞X˜⊗CΛ
vert,p+q
C (g) on which the coboundary operator acts
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by d¯−~VA = d
−
VPA as we see in the previous section. Take an open subset U˜ ⊂ X˜. By
the result of Section 5.3, we have
Ep,q1 (U˜) ≃
{
O′
µ˜−1∞ (0)
(U˜) (p+ q = 0)
0 (p+ q 6= 0)
where
O′
µ˜−1∞ (0)
(U˜) = OJ∞X˜(U˜)
/ M∑
i=1
∑
n≥0
µ˜∗∞(Ai)(−n−1)OJ∞X˜(U˜).
Note that O′
µ˜−1∞ (0)
(U˜) = Oµ˜−1∞ (0)(U˜) when U˜ is an affine open subset. The above
implies that the spectral sequence Ep,qr (U˜) collapses at r = 1. Since the filtration
F•C−(U˜) is bounded above and complete, the collapse implies the convergence of
the spectral sequence by the complete convergence theorem [We, Theorem 5.5.10].
Lemma 5.12. For p ≥ 0 and an open subset U˜ ⊂ X˜, we have an isomorphism
Hq(Cp,•~VA(U˜), d
−
~VA) ≃ O
′
µ˜−1∞ (0)
(U˜)[[~]] ⊗̂Λvert,p
C[[~]] (g
∗)
if q = 0, and zero otherwise.
Consider the double complex (C~VA(U˜), d
+
~VA, d
−
~VA). Consider the column filtra-
tion τ≥•C~VA of the double complex C~VA; τ≥pC~VA(U˜) =
⊕∧
k≥p,q≤0 C
k,q
~VA(U˜) where⊕∧
is the completion with respect to the ~-adic topology. Let τEp,qr (U˜) be the spec-
tral sequence associated with the column filtration τ≥•C~VA. By Lemma 5.12, we
have
τEp,q2 (U˜) = H
p(Hq(C~VA(U˜), d
−
~VA), d
+
~VA)
≃
{
Hp(O′
µ˜−1∞ (0)
(U˜)[[~]] ⊗̂Λvert,•
C[[~]] (g
∗), d+~VA) if q = 0,
0 otherwise.
Thus, the spectral sequence τEp,qr (U˜) collapses at r = 2. In the rest of this section
we prove the following proposition.
Proposition 5.13. The spectral sequence τEp,qr (U˜) converges to the total cohomol-
ogy Hp+q(C~VA(U˜), d~VA).
Consider the completion Ĉ~VA(U˜) of the BRST complex C~VA(U˜) with respect
to the column filtration τ≥•C~VA(U˜). Then, the column filtration τ≥•Ĉ~VA(U˜) is
bounded above, complete, and the spectral sequence τEp,qr (U˜) collapses at r = 2.
Thus, the spectral sequence τEp,qr (U˜) converges to the total cohomology group
Hp+q(Ĉ~VA(U˜), d~VA) of the completed complex by the complete convergence the-
orem [We, Theorem 5.5.10].
For p, q ∈ Z, set
Ap,q∞ = {α ∈ τ≥pC
p+q
~VA(U˜) | d~VAα = 0 },
Âp,q∞ = {α ∈ τ≥pĈ
p+q
~VA(U˜) | d~VAα = 0 }.
To prove the convergence of the spectral sequence τEp,qr (U˜) toH
p+q(C~VA(U˜), d~VA),
it is sufficient to show Ap,q∞ = Â
p,q
∞ and
⋂
p≥0 τ≥pH
n(C~VA(U˜), d~VA) = 0 for any n.
Lemma 5.14. We have Ap,q∞ = Â
p,q
∞ for any p, q ∈ Z.
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Proof. Take arbitrary α =
∑∞
k=0 αk ∈ Â
p,q
∞ where αk ∈ C
p+k,q−k
~VA . We show that α
belongs to Ap,q∞ . By the condition, we have d
−
~VAα0 = 0 and d
+
~VAαk = −d
−
~VAαk+1
for k ≥ 0. Since the coboundary operators d+~VA, d
−
~VA of the double complex pre-
serve the ~-adic filtration F•C~VA(U˜), we may assume that αk ∈ FsC~VA implies
αk+1 ∈ FsC~VA(U˜) for any k, s ≥ 0. Considering modulo F1C~VA(U˜), we have the
isomorphism of double complexes (C~VA/F1C~VA, d¯
+
~VA, d¯
−
~VA) ≃ (CVPA, d
+
VPA, d
−
VPA),
which we showed in Section 5.5. The double complex CVPA(U˜) is decomposed into a
direct sum of bounded double complexes, and thus the associated spectral sequence
converges as Lemma 5.3. This implies that there exists an integer k1 ≥ 0 such that
αl ∈ F1C~VA(U˜) for all l ≥ k1.
Assume that, for an integer s ≥ 0, there exists ks ≥ 0 such that αl ∈ FsC~VA(U˜)
for l ≥ ks. By the condition, we have d
+
VPAαk = −d
−
VPAαk+1 for k ≥ ks, where αk is
the image of αk in FsC~VA(U˜)/Fs+1C~VA(U˜) ≃ CVPA(U˜). By the above equalities,
αk for k ≥ ks belong to the same bounded double subcomplex, and hence we have
αks+1 = αks+1+1 = · · · = 0 for some ks+1 ≥ 0. Thus, inductively on s ≥ 0, we
have an integer ks ≥ 0 such that αl ∈ FsC~VA(U˜) for any l ≥ ks. This implies that
α ∈ C~VA(U˜), and thus α ∈ Ap,q∞ . 
The above lemma asserts that the spectral sequence τEp,qr (U˜) weakly converges
to the total cohomology Hp+q(C~VA(U˜), d~VA); that is we have
τEp,q2 (U˜) = · · · =
τEp,q∞ (U˜) ≃ GrpH
p+q(C~VA(U˜), d~VA)
for any p, q ∈ Z.
Lemma 5.15. For any n ∈ Z, we have
⋂
p≥0 τ≥pH
n(C~VA(U˜), d~VA) = 0.
Proof. Take arbitrary α ∈
⋂
p≥0 τ≥pH
n(C~VA(U˜), d~VA). Let
∑∞
k=0 αk where αk ∈
Cn+k,−k~VA (U˜) be a cocycle which represent α. By the convergence of
τEp,qr (U˜), we
have
⋂
p≥0 τ≥pH
n(Ĉ~VA(U˜), d~VA) = 0, and thus we have α
′ =
∑∞
k=0 α
′
k ∈ Ĉ~VA(U˜)
with α′k ∈ C
n+k,−k
~VA such that d~VAα
′ =
∑∞
k=0 αk. We have d
−
~VAα
′
0 = α0 and
d+~VAα
′
k + d
−
~VAα
′
k+1 = αk+1 for k ≥ 0. Let αk (resp. α
′
k) be the image of αk (resp.
α′k) in C~VA(U˜)/F1C~VA(U˜) ≃ CVPA(U˜). Then, we have equalities d
−
VPAα
′
0 = α0
and d+VPAα
′
k + d
−
VPAα
′
k+1 = αk+1 for k ≥ 0. Note that we have α
′
k 6= 0 for finitely
many k because α ∈ C~VA(U˜). Consider a bounded double subcomplex which
contains α′0, α0, . . . . By the above equalities, α
′
k for k ≥ 0 also belongs to the
same bounded double subcomplex. Thus, there exists k1 ≥ 0 such that α
′
l = 0 i.e.
α′l ∈ F1C~VA(U˜) for l ≥ k1. By the same argument of the proof of Lemma 5.14,
inductively on s, there exists ks ≥ 0 such that α
′
l ∈ FsC~VA(U˜) for l ≥ ks. Therefore,
α′ =
∑∞
k=0 α
′
k ∈ C~VA(U˜), and hence α = d~VAα
′ = 0 in Hn(C~VA(U˜), d~VA). 
Lemma 5.15 together with Lemma 5.14 gives the convergence of the spectral se-
quence τEp,qr (U˜) to the total cohomology H
p+q(C~VA(U˜), d~VA) (Proposition 5.13).
6. Local structure of BRST reduction
In the previous sections, we defined the sheaf of ~-adic vertex algebras D˜chX,~ over
the hypertoric variety X˜. Now we describe the local structure of the BRST reduc-
tion D˜chX,~(U˜J) over the affine open subset U˜J ⊂ X˜ with using the local coordinate
which we defined in Section 3.4.
Consider the affine open subset U˜J ⊂ X˜ defined in Section 3.5, and recall the
local coordinate functions in O
X˜
(U˜J) of (6). We identify these coordinate func-
tions with their image in OJ∞X˜(U˜J) and their lifts onto D˜
ch
X,~(U˜J). Then, consider
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the cochains a∗Jj = a
∗J
j(−1)1, a
J
j = a
J
j(−1)1 ∈ C
0
~VA(U˜J) for j 6∈ J . Since a
∗J
j and
aJj have none of the factors xk(−1)yk for k = 1, . . . , N and they are G-invariant,
we have µch(Ai)(n)a
∗J
j = µch(Ai)(n)a
J
j = 0 for any i = 1, . . . , M , j 6∈ J and
n ∈ Z≥0. It implies that d~VAa∗Jj = d~VAa
J
j = 0 and thus a
∗J
j , a
J
j define elements in
H0(C~VA(U˜J ), d~VA) = D˜chX,~(U˜J). We denote these elements the same notation a
∗J
j
and aJj ∈ D˜
ch
X,~(U˜J). For i = 1, . . . , M , we have a cochain ci = ci(−1)1 ∈ C
0
~VA(U˜J).
By direct calculation, we have d~VAci = −~
∑M
j=1〈ci, cj〉ψ
∗
j(−2)1, which is not nec-
essarily zero. Note that, on U˜J , we have a cochain ∂ logT
J
j = T
J
j(−2)(T
J
j(−1))
−11 ∈
C0~VA(U˜J) for j = 1, . . . , M . Again since T
J
j has none of the factors xk(−1)yk
for k = 1, . . . , N , and T Jj is of weight ej with respect to the G-action, we have
µch(Ai)(n)∂ logT
J
j = δn1δij~1 for i, j = 1, . . . , M and n ∈ Z≥0. For i = 1, . . . , M ,
set a cochain locally defined on U˜J ,
(12) bJi = ci + ~
M∑
j=1
〈ci, cj〉∂ logT
J
j ∈ C
0
~VA(U˜J).
Then, we have d~VAb
J
i = 0, and thus b
J
i defines an element of b
J
i ∈ H
0(C~VA(U˜J ), d~VA) =
D˜chX,~(U˜J) for i = 1, . . . , M . By Proposition 5.8, H
0(C~VA(U˜J ), d~VA) = D˜chX,~(U˜J)
is an ~-adic vertex algebra. Thus, we have
(13)
C[[~]][ a∗Jj(−n), a
J
j(−n), b
J
i(−n) | j 6∈ J, i = 1, . . . ,M, n ∈ Z≥1 ] ⊂ H
0(C~VA(U˜J), d~VA).
By Proposition 5.13 and Lemma 5.12, we haveH0(C~VA(U˜J ), d~VA) =
τEp,q2 (U˜J) =
H0(C+(U˜J), d
+
~VA) where C
•
+ = Oµ˜−1∞ (0)[[~]] ⊗̂Λ
vert,•
C[[~]] (g
∗). Since d+~VA = d
+
VPA on
GrC+, we have an embedding
H0(C+(U˜J), d
+
~VA) = Ker d
+
~VA ∩ C
0
+(U˜J)
⊂ H0(Oµ˜−1∞ (0)(U˜J)[[~]]⊗ Λ
vert,•
C (g
∗), d+VPA) ≃ OJ∞X˜(U˜J)[[~]].
By (9), we have
OJ∞X˜(U˜J)[[~]] = C[[~]][ a
∗J
j(−n), a
J
j(−n), ci(−n) | j 6∈ J, i = 1, . . . ,M, n ∈ Z≥1 ],
and thus the ~-adic vertex subalgebra of (13) coincides with H0(C~VA(U˜J), d~VA).
Here note that the elements a∗Jj(−n), a
J
j(−n) and b
J
i(−n) for j 6∈ J , i = 1, . . . , M and
n ∈ Z≥1 are algebraically independent because their images a∗Jj(−n), a
J
j(−n), ci(−n)
in OJ∞X˜(U˜J )[[~]]/~OJ∞X˜(U˜J)[[~]] are algebraically independent.
Proposition 6.1. For the affine open subset U˜J ⊂ X˜ defined in Section 3.5, we
have
D˜chX,~(U˜J) = H
0(C~VA(U˜J), d~VA)
= C[[~]][ a∗Jj(−n), a
J
j(−n), b
J
i(−n) | j 6∈ J, i = 1, . . . ,M, n ∈ Z≥1 ]
≃ Dch(T ∗CN−M )~ ⊗̂V〈,〉,~(g).
Proof. The isomorphism as C[[~]]-modules follows from the above discussion. We
consider the structure as an ~-adic vertex algebra. Note that, by the explicit con-
struction in Section 3.4, a∗Jj , a
J
j′ and b
J
i contain no pair (xk, yk) for k = 1, . . . , N
except that a∗Jj and a
J
j contain a pair (xj , yj). Thus, by direct easy calculation,
we obtain OPEs aJj′(z)a
∗J
j (w) ∼ ~δjj′/(z − w), b
J
i (z)b
J
i′(w) ∼ ~
2〈ci, ci′〉/(z − w)2
and all other combinations have trivial OPEs. Thus, we have the isomorphism of
~-adic vertex algebras of the statement. 
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7. Equivariant torus action and vertex algebra of global sections
In the previous sections, we defined the sheaf of ~-adic vertex algebras D˜chX,~
over the hypertoric variety X˜, and studied its structure. The space of global sec-
tions, D˜chX,~(X˜) is naturally equipped with the structure of ~-adic vertex algebra.
We also have an ~-adic vertex algebra constructed by the global BRST reduction
H∞/2+0(g, D˜chX,~(X˜)). In this section, we construct the vertex algebras from these
~-adic vertex algebras using a certain equivariant torus action, which reflect the
essential structure of the original ~-adic vertex algebras.
Consider an action of one-dimensional torus S = C× on X˜ which induces an ac-
tion on the structure sheaf O
X˜
= OX⊗COg∗ such that the weights of the generators
with respect to the action is given by S-wt(xk) = S-wt(yk) = 1/2, S-wt(ci) = 1
for k = 1, . . . , N and i = 1, . . . , M . Note that, with respect to this action, the
Poisson bracket on O
X˜
is homogeneous of weight −1. Since the S-action commutes
with the G-action, we have the induced S-action on the hypertoric variety X˜.
Moreover, we have the equivariant S-action on the sheaf D˜chX,~ over C such
that the weights of the generators given by S-wt(xk(−n)) = S-wt(yk(−n)) = 1/2,
S-wt(ci(−n)) = 1, S-wt(~) = 1 and S-wt(1) = 0 for k = 1, . . . , N , i = 1, . . . , M
and n ∈ Z≥1. Note that the OPEs of D˜
ch
X,~ are homogeneous with respect to the
S-action. Extend this action onto the BRST complex C~VA by S-wt(ψ
∗
i(−n)) = 0,
S-wt(ψi(−n)) = 1 for i = 1, . . . , M and n ∈ Z≥1. Then, the element Q~VA ∈ C~VA
is homogeneous of weight S-wt(Q~VA) = 1, and hence the coboundary operator
d~VA = ~
−1Q~VA(0) is a homogeneous operator of weight 0 on the complex C~VA.
This implies that the BRST cohomology sheaf H
∞/2+•
~VA (g, D˜
ch
X,~) is also equipped
with the induced equivariant S-action over X˜. In particular, the space of global
sections H
∞/2+•
~VA (g, D˜
ch
X,~)(X˜) is a C[[~]]-module with an S-action over C.
Recall the affine open covering X˜ =
⋃
J U˜J . For any J , the open subset U˜J is
closed under the S-action, and C~VA(U˜J) is decomposed into the direct product of
weight spaces because the coordinate functions of (6) are all homogeneous. Since
the coboundary operators d~VA is homogeneous of weight 0, the 0-th cohomology
group D˜chX,~(U˜J ) = H
0(C~VA(U˜J), d~VA) is also a direct product of weight spaces.
Therefore, the ~-adic vertex algebra of global sections can be decomposed into a
direct product of weight spaces: D˜chX,~(X˜) =
∏
m≥0 D˜
ch
X,~(X˜)
S,m. Note that the
weights m ∈ 12Z≥0 are non-negative and we have D˜
ch
X,~(X˜)
S,0 = C1. Consider the
subspace D˜chX,~(X˜)fin =
⊕
m∈ 1
2
Z≥0
D˜chX,~(X˜)
S,m. This subspace is a C[~]-module
since the weights are non-negative and S-wt(~) = 1. Moreover, since the OPEs
preserve the S-weight, they also preserve the subspace. Now we set
(14) D˜ch(X˜) = D˜chX,~(X˜)fin
/
(~− 1),
the quotient space by the ideal generated by ~− 1. It is a C-vector space equipped
with OPEs induced from ones on D˜chX,~(X˜). Since the all identities between the
vertex operators of D˜chX,~(X˜) are satisfied by the vertex operators of D˜
ch(X˜), the
C-vector space D˜ch(X˜) is a vertex algebra.
Similarly, considering the ~-adic vertex subalgebraH
∞/2+0
~VA (g, D˜
ch
X,~(X˜)) ⊂ D˜
ch
X,~(X˜),
we have a C[~]-submodule
H
∞/2+0
~VA (g, D˜
ch
X,~(X˜))fin =
⊕
m≥0
H
∞/2+0
~VA (g, D˜
ch
X,~(X˜))
S,m ⊂ H
∞/2+0
~VA (g, D˜
ch
X,~(X˜)).
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We define a vertex algebra over C by
(15) Dch(X˜) = H
∞/2+0
~VA (g, D˜
ch
X,~(X˜))fin
/
(~− 1)
Definition 7.1. We call the vertex algebras D˜ch(X˜), Dch(X˜) defined by (14), (15)
hypertoric vertex algebras.
Remark 7.2. Later in Proposition 9.4, we prove that the two vertex algebras
D˜
ch(X˜) and Dch(X˜) coincide.
By the result of the previous section, the sheaf of ~-adic vertex algebra D˜chX,~ is
isomorphic to the tensor product of a βγ-system and a Heisenberg vertex algebra.
It gives an analog of Wakimoto realization (free field realization) of the hypertoric
vertex algebra Dch(X˜) (and D˜ch(X˜)). (cf. [Wa], [FF1])
For the affine open subset U˜J ⊂ X˜, we have the restriction homomorphism
D˜chX,~(X˜) −→ D˜
ch
X,~(U˜J) between ~-adic vertex algebras. By Proposition 6.1, we
have
D˜chX,~(U˜J) = C[[~]][ a
∗J
j(−n), a
J
j(−n), b
J
i(−n) | j 6∈ J, i = 1, . . . ,M, n ∈ Z≥1 ]
Then, the image of the C[~]-submodule DchX,~ under the homomorphism is included
in the C[~]-submodule C[~][a∗Jj(−n), a
J
j(−n), b
J
i(−n)|i, j, n]. Thus, we have the following
C-linear map
D
ch(X˜)→ D˜ch(X˜)→
C
[
aJ∗j(−n), a
J
j(−n)
∣∣ j 6∈J
n∈Z≥1
]
⊗C C
[
bi(−n)
∣∣ i=1,...,M
n∈Z≥1
]
1
≃ Dch(C(N−M))⊗C V〈,〉(g).
by taking quotients by (~ − 1) where Dch(C(N−M)) is a βγ-system and V〈,〉(g)
is a Heisenberg vertex algebra. Clearly, this is a homomorphism between vertex
algebras over C.
For λ ∈ g∗, let πλ is the Heisenberg Fock space of highest weight λ; i.e. πλ is an
irreducible highest weight module with a highest weight vector |λ〉 ∈ πλ on which
the action is given by bJi(0)|λ〉 = λ(ci)|λ〉 and b
J
i(n)|λ〉 = 0 for i = 1, . . . , M and
n > 0.
Proposition 7.3. For each J and λ ∈ g∗, we have an action of the hypertoric
vertex algebra Dch(X˜) on Fβγ ⊗C πλ where Fβγ = C
[
aJ∗j(−n), a
J
j(−n)
∣∣ j 6∈J
n∈Z≥1
]
is
the Fock space of the βγ-system and πλ is the Fock space of the Heisenberg vertex
algebra of highest weight λ.
8. Conformal vectors
In this section, we construct the conformal vector explicitly by an analog of the
Segal-Sugawara construction.
First assume that the symmetric bilinear form 〈 , 〉 on g is degenerate. In such
a case, we have an element ζ =
∑M
i=1 aici ∈ g (ai ∈ C for i = 1, . . . , M) such that
〈ζ, ci〉 = 0 for any i = 0, . . . , M . Then, ζ = ζ(−1)1 ∈ C
0
~VA(X˜) satisfies ζ(n)α = 0
for any α ∈ C~VA and n ≥ 0. In particular, we have d~VAζ = ~−1Q~VA(0)ζ = 0.
Clearly, ζ does not lie in Im d~VA and thus ζ defines a nonzero central vector
in H0(C~VA(X˜), d~VA) and in D
ch(X˜). Therefore, the vertex algebra Dch(X˜) has
nontrivial center and hence it is not a vertex operator algebra.
Now, assume that the symmetric bilinear form 〈 , 〉 is nondegenerate. Let
{ci}i=1,...,M ⊂ g be the dual basis of the basis {ci}i=1,...,M with respect to the bi-
linear form. Set ωH = (1/2)
∑M
i=1 ci(−1)c
i ∈ Vg,〈,〉,~(g
∗) ⊂ C0~VA(X˜). The following
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Lemma 8.1. For i = 1, . . . , M and m, n ∈ Z, we have [ωH(m+1), ci(n)] =
−~2nci(m+n). In particular, one obtain µch(Ai)(n)ωH = −~
2δn1ci for i = 1, . . . ,
M and n ≥ 0.
Lemma 8.2. We have the OPE
ωH(z)ωH(w) ∼
~4
(z − w)4
M
2
+
~2
(z − w)2
2ωH(w) +
~2
z − w
∂wωH(w).
Proof. It is direct and standard calculation using Lemma 8.1. 
Let κ ∈ C be a parameter. For j = 1, . . . , N and κ, let
ωκ,j = κxj(−2)yj(−1)1+ (κ− 1)xj(−1)yj(−2)1 ∈ D
ch
X,~(X) ⊂ C
0
~VA(X˜).
Lemma 8.3. For j k = 1, . . . , N , and m, n ∈ Z, we have
[ωκ,j(m+1), xk(n)] = −~(n+κ)xj(m+n), [ωκ,j(m+1), yk(n)] = −~(n−κ+1)yj(m+n).
In particular, we have
µch(Ai)(n)ωκ,j =

~∆ijxj(−1)yj (n = 1)
~2∆ij(1− 2κ)1 (n = 2)
0 (otherwise.)
for i = 1, . . . , M and n ≥ 0.
Lemma 8.4. We have the OPE
ωκ,j(z)ωκ,j(w) ∼
~4
(z − w)4
−1
2
+
~2
(z − w)2
2ωκ,j(w) +
~2
z − w
∂wωκ,j(w)
for k = 1, . . . , N and for any κ ∈ C.
Set ωF =
∑M
i=1 ψ
∗
i(−2)ψi ∈ Cl
vert(g⊕ g∗) ⊂ C0~VA(X˜). By direct calculation, we
have the following lemma.
Lemma 8.5. We have the commutation relations [ωF (m+1), ψ
∗
i(n)] = ~nψ
∗
i(m+n),
[ωF (m+1), ψi(n)] = ~nψi(m+n) for i = 1, . . . , M and m, n ∈ Z. In particular, we
have d~VAωF =
∑M
i=1 µch(Ai)(−1)ψ
∗
i(−2)1. Moreover, we have the following OPE
ωF (z)ωF (w) ∼
~4
(z − w)4
−2M
2
+
~2
(z − w)2
2ωF (w) +
~2
z − w
∂wωF (w).
Now we set ω = ~
∑N
k=1 ω1/2,k + ωH + ~ωF ∈ C
0
~VA(X˜). Then the following
proposition is obvious from the above lemmas.
Proposition 8.6. We have d~VA(ω) = 0, and thus ω ∈ C0~VA(X˜) defines an element
in H0(C~VA(X˜), d~VA) and in D
ch(X˜) which we also write ω. Moreover, the element
ω has the OPE
ω(z)ω(w) ∼
~4
(z − w)4
−M −N
2
+
~2
(z − w)2
2ω(w) +
~2
z − w
∂wω(w).
Namely, ω ∈ Dch(X˜) is a conformal vector.
The operator ω(1) gives a non-negative grading on C~VA(X˜); conf-wt(xk) =
conf-wt(yk) = 1/2, conf-wt(ci) = 1, conf-wt(ψ
∗
i ) = 0 and conf-wt(ψi) = 1 for
k = 1, . . . , N , i = 1, . . . , M . The vertex algebra Dch(X˜) is 12Z≥0-graded by the
action of ω(1) such that any element of conformal weight 0 is proportional to the
vacuum 1. Therefore, Dch(X˜) is a vertex operator algebra.
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Moreover, take λ = (λk)k=1,...,N ∈ RN , an orthogonal vector with all row vectors
∆i =
def
(∆ij)j=1,...,N of the matrix ∆ for i = 1, . . . , M . Then, the vector
ωλ = ω + ~
N∑
k=1
λk(xk(−2)yk(−1) + xk(−1)yk(−2))1 = ~
N∑
k=1
ω(1/2+λk),k + ωH + ~ωF
is also a conformal vector in C~VA(X˜). Since λ is orthogonal with ∆
i = (∆ij)j=1,...,N
for i = 1, . . . , M , we have
µch(Ai)(n)
N∑
k=1
λk(xk(−2)yk(−1) + xk(−1)yk(−2))1 = δn2~
2
N∑
k=1
∆ik(−2λk)1 = 0
for all i = 1, . . . , N and n ≥ 0. Thus, we have ωλ ∈ Kerd~VA, and hence ωλ induces
a conformal vector in Dch(X˜). Note that ωλ(1) also gives a grading on D
ch(X˜) but
the grading may be negative in contrast to the standard one ω(1).
9. Zhu algebras
In this section, we discuss the Zhu algebra of the hypertoric vertex algebra, an
associative algebra which reflects fundamental aspects of the representation theory
of the corresponding vertex operator algebra. Our goal is to show that the Zhu
algebra of Dch(X˜) coincides with the universal family of quantization of the Poisson
algebra C[X ].
9.1. The definition of Zhu algebras. Let V =
⊕
d≥0 Vd be a vertex algebra with
Z≥0-grading. For a homogeneous element a ∈ Vd, we denote its grading da = d. For
a homogeneous element a ∈ Vda , an element b ∈ V and positive integer m ∈ Z>0,
we define
a ∗m b =
∑
j≥0
(
da
j
)
a(−m+j)b ∈ V,
and extend it on V linearly. We simply denote ∗ = ∗1, ◦ = ∗2 for m = 1, 2. Let
A(V ) = V / V ◦V be the quotient vector space where V ◦V = {a◦ b | a, b ∈ V }. As
proved in [Z], the product ∗ = ∗1 is a linear associative product on the vector space
A(V ) with the unit 1. The associative algebra A(V ) is called the Zhu algebra of
the vertex algebra V .
Besides the Zhu algebra A(V ), we also have a Poisson algebra corresponding
to the vertex algebra V . Consider the vector space A(V ) = V / V(−2)V where
V(−2)V = {a(−2)b | a, b ∈ V }. The vertex algebra operator ( − 1) gives a commuta-
tive associative product on A(V ), and moreover, A(V ) is a Poisson algebra with the
Poisson bracket {a, b} = a(0)b modulo V(−2)V . We call the Poisson algebra A(A)
the C2 Poisson algebra of the vertex algebra V . Note that, while the definition of
Zhu algebra A(V ) requires the Z≥0-grading on the vertex algebra V , the grading
is not needed to define C2 Poisson algebra A(V ). In some known cases, the Zhu
algebra gives a quantization of the C2 Poisson algebra; e.g. the affine vertex opera-
tor algebra associated with the simple Lie algebra, Virasoro vertex algebra and βγ
systems.
Also for an ~-adic vertex algebra V~, we define A(V~) = V~ / V~(−2)V~, a com-
mutative C[[~]]-algebra. For the sheaf of ~-adic vertex algebras D˜chX,~ over X˜ ,
we define the sheaf of C[[~]]-algebras A(D˜chX,~) as the quotient sheaf A(D˜
ch
X,~) =
D˜chX,~ / D˜
ch
X,~(−2)D˜
ch
X,~. Namely, it is the sheaf associated with the presheaf U˜ 7→
A(D˜chX,~(U˜)) for an open subset U˜ ⊂ X˜.
VERTEX ALGEBRAS ASSOCIATED WITH HYPERTORIC VARIETIES 25
9.2. Quantization of the hypertoric variety. The associative algebra quantiz-
ing the hypertoric variety X was first introduced by I. Musson and M. Van den
Bergh in [MV].
Let D(V ) be the Weyl algebra on the affine space V = CN , that is the alge-
bra of differential operators with polynomial coefficients. We denote the standard
coordinate functions on V by x1, . . . , xN as in Section 3, and the corresponding
differential operators ∂k = ∂/∂xk for k = 1, . . . , N . Then the Weyl algebra D(V )
is isomorphic to C[xk, ∂k | k = 1, . . . , N ] as a C-vector space. The action of the
torus G = (C×)M on V induces an action on the algebra D(V ). Define a map
µD : g −→ D(V ) by Ai 7→ µD(Ai) =
∑N
k=1∆ikxk∂k for i = 1, . . . , M . Clearly,
this map quantizes the comoment map µ∗ and we call µD a quantized comoment
map. Set D˜(V ) = D(V ) ⊗C C[c1, . . . , cM ], and extend the action of the torus G
onto D˜(V ) so that G acts on C[c1, . . . , cM ] trivially. Define the associative algebra
D(X˜) by quantum Hamiltonian reduction as follows:
(16)
D(X˜) =
(
D(V )
/ M∑
i=1
D(V )(µD(Ai)− ci)
)G
= D(V )G
/ M∑
i=1
D(V )G(µD(Ai)− ci).
It is not difficult to examine that D(X˜) is an associative algebra, and its associated
graded algebra with respect to the Berenstein filtration, i.e. the filtration induced
from deg xk = deg ∂k = 1 and deg ci = 0, coincides with C[X˜ ] as Poisson algebras.
The algebra D(X˜) is an algebra over CM = SpecC[c1, . . . , cM ], and it is a family of
filtered quantizations of the Poisson algebra C[X ], while the Poisson algebra C[X˜ ]
is a family of Poisson deformations of C[X ] over CM in the sense of [L1], [L2].
The algebra D(X˜) was introduced in [MV], and it is called a quantized hypertoric
algebra or a hypertoric enveloping algebra. One can construct a sheaf of associa-
tive C[[~]]-algebras on X˜ whose algebra of global sections coincides with D(X˜).
See [BeKu] and [BLPW]. Moreover we can describe the above quantum Hamil-
tonian reduction by a certain BRST cohomology, which is analogous to the BRST
cohomology in this paper. See [K].
Consider the action of the N -dimensional abelian Lie algebra CN =
⊕N
k=1 Cxk∂k
on D(V ) by the commutation [xk∂k, ] for k = 1, . . . , N . The action corresponds
an action of the N -dimensional torus T = (C×)N on D(V ) induced from the natural
action on CN . The algebraD(V ) is decomposed into the direct sum of weight spaces
with respect to this action: D(V ) =
⊕
ζ∈ZN D(V )
T,ζ . Consider the sublattice⊕M
i=1 Z∆
i ⊂ ZN where ∆i = (∆ij)j=1,...,N . It can be identified with the weight
lattice of the torus G and its Lie algebra g =
⊕M
i=1 CAi because Ai ∈ g acts on
D(V ) by µD(Ai) =
∑N
j=1∆ijxj∂j . Take the orthogonal sublattice Λ0 ⊂ Z
N of⊕M
i=1 Z∆
i. Then, we have D(V )G =
⊕
ζ∈Λ0
D(V )T,ζ and it induces the weight
decomposition of the quantized hypertoric algebra: D(X˜) =
⊕
ζ∈Λ0
D(X˜)T,ζ . The
following lemma is obvious.
Lemma 9.1. The weight space D(X˜)T ⊂ D(X˜) of weight 0 is given by
D(X˜)T = C[x1∂1, . . . , xN∂N ]⊗C C[c1, . . . , cM ].
Setting Pζ =
∏
k:ζk>0
xζkk
∏
k:ζk<0
∂−ζkk for ζ = (ζ1, . . . , ζN ) ∈ Λ0, the weight space
D(X˜)T,ζ is a D(X˜)T-module generated by Pζ .
Clearly, the associated graded algebra C[X˜ ] has also the same weight decompo-
sition: C[X˜] =
⊕
ζ∈Λ0
C[X˜]T,ζ . For each ζ ∈ Λ0, we have the same description for
C[X˜]T,ζ as Lemma 9.1; that is, C[X˜]T = C[x1y1, . . . , xNyN , c1, . . . , cM ] for ζ = 0
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and C[X˜]T,ζ is a C[X˜]T-module generated by Pζ , where we identify Pζ ∈ D(X˜)T,ζ
with its image Pζ =
∏
k:ζk>0
xζkk
∏
k:ζk<0
y−ζkk ∈ C[X˜]
T,ζ .
9.3. Weyl group symmetries. The Weyl algebra D(V ) has natural automor-
phisms in (Z/2Z)N ⋉ SN , generated by permutations σ ∈ SN , σ(xk) = xσ(k),
σ(∂k) = ∂σ(k), and Fourier transformations xk 7→ −yk, yk 7→ xk, for each k = 1,
. . . , N . It naturally induces an action on the weight lattice ZN . LetW be the sub-
group of all elements in (Z/2Z)N ⋉SN which fix the sublattice Λ0 pointwise. Since
∆1, . . . , ∆M span the sublattice which is orthogonal to Λ0, an element σ ∈W maps
µD(Ai) to a linear combination
∑M
j=1 λjµD(Aj), λj ∈ Z. Then, the action ofW on
D(V ) is extended onto D˜(V ) = D(V ) ⊗C C[c1, . . . , cM ] by σ(ci) =
∑M
j=1 λjcj. By
the definition (16), the action W on D˜(V ) induces automorphisms of the quantized
hypertoric algebra D(X˜). It also induces automorphisms of the Poisson algebra
C[X˜]. The algebras D(X˜) and C[X˜ ] also have other automorphisms which fix the
parameters c1, . . . , cM , denoted V in [BLPW, Section 8.1], but we will ignore such
automorphisms. Now consider the W-invariant subalgebras D(X˜)W and C[X˜]W.
The algebra D(X˜)W (resp. C[X˜]W) is also a family of filtered quantizations (resp.
Poisson deformations) of the Poisson algebra C[X ] over the space CM/W. By
Corollary 2.13 and Proposition 3.5 in [L2], D(X˜)W (resp. C[X˜ ]W) is characterized
as the universal family of filtered quantizations (resp. Poisson deformations) of the
Poisson algebra C[X ].
Using Lemma 9.1 we have description of the W-invariant subalgebra D(X˜)W as
follows: By the orthogonal decomposition
⊕M
i=1 Z∆
i⊕Λ0, for k = 1, . . . , N , we have
the decomposition xk∂k =
∑M
i=1 βiµD(Ai) + z where βi ∈ C and z ∈
⊕N
k=1 Cxk∂k
is an element which is orthogonal to µD(Ai) for all i = 1, . . . , M . Set
(17) Hk = xk∂k −
M∑
i=1
βici ∈ D(X˜)
for k = 1, . . . , N . Since Hk = z in D(X˜) and the groupW fixes Λ0 pointwise, Hk is
invariant under the action ofW on D(X˜). Next, consider the element Pζ ∈ D(X˜)T,ζ
in Lemma 9.1. Since σ ∈ W fixes the sublattice Λ0 pointwise, σ(Pζ) is again an
element of D(X˜)T,ζ . Moreover, we have σ(Pζ) = Pζ since Pζ is the only element
which has none of the factors xk∂k for any k = 1, . . . , N . Therefore, Pζ is a
W-invariant element in D(X˜)T,ζ .
Lemma 9.2. The set of polynomials {Pζ | ζ ∈ Λ0} ∪ {Hk | k = 1, . . . , N} generates
the W-invariant subalgebra C[X˜]W.
Proof. Let R be a subalgebra of C[X˜] generated by the elements {Pζ | ζ ∈ Λ0} ∪
{Hk | k = 1, . . . , N}. Since the generators are W-invariant and homogeneous, the
subalgebra R is a graded subalgebra of C[X˜]W. Set S = R ∩ C[g∗]W. Then,
we have R ⊗S C ≃ C[X ] where C is an S-algebra induced from the specializa-
tion ci 7→ 0 for i = 1, . . . , M . Thus, R is a graded family of Poisson de-
formation of C[X ] over S. By [L2, Proposition 2.12], we have a unique homo-
morphism C[g∗]W −→ S which induces an isomorphism C[X˜]W ⊗C[g∗]W S ≃ R
intertwining the isomorphisms R ⊗S C
∼−−→C[X ] ∼−−→C[X˜ ]W ⊗C[g∗]W C. By the
definition of R, the embedding R →֒ C[X˜]W also intertwines the isomorphisms
R⊗SC ≃ C[X ] ≃ C[X˜]W⊗C[g∗]WC. Consider the composition ϕ : C[X˜]
W −→ C[X˜]W
of the above homomorphisms C[X˜]W −→ R and R →֒ C[X˜]W. Then, ϕ intertwines
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the isomorphisms C[X˜]W ⊗C[g∗]W C ≃ C[X ] ≃ C[X˜ ]
W ⊗C[g∗]W C. Therefore, the ho-
momorphism ϕ is an isomorphism by the universality. This implies R = C[X˜ ]W. 
9.4. The C2 Poisson algebra. Now we determine the C2 Poisson algebraA(D
ch(X˜))
of the hypertoric vertex algebra Dch(X˜). Consider the affine open covering X˜ =⋃
J U˜J , and we have an isomorphism of Proposition 6.1:
D˜chX,~(U˜J) = C[[~]]
[
a∗j(−n), aj(−n)
∣∣ j 6∈J
n≥1
]
⊗C[[~]] C[[~]]
[
bi(−n)
∣∣ i=1,...,M
n≥1
]
≃ Dch(C2(N−M))~ ⊗C[[~]] V〈,〉,~(g).
Thus, its C2 Poisson algebra A(D˜chX,~(U˜J)) = A(D˜
ch
X,~)(U˜J ) for each affine open
subset U˜J ⊂ X˜ is given by
A(D˜chX,~)(U˜J) = A(D˜
ch
X,~(U˜J))
≃ C[[~]][a∗j(−1), aj(−1) | j 6∈ J ]⊗C[[~]] C[[~]][bi(−1) | i = 1, . . . ,M ] ≃ OX˜(U˜J).
Moreover, the coordinate transformation of DchX,~ on U˜I ∩ U˜J maps b
I
i(−1) to b
J
i(−1)−∑M
j=1〈ci, cj〉∂ log(T
I
j /T
J
j ) for i = 1, . . . , M and the local sections ∂ log(T
I
j /T
J
j ) ≡ 0
in the C2 Poisson algebra A(D˜chX,~(U˜I ∩ U˜J)). Thus, this coordinate transformation
induces the coordinate transformation of A(D˜chX,~) such that b
I
i(−1) is mapped to
bJi(−1) for each i = 1, . . . , M and each U˜I ∩ U˜J .
Lemma 9.3. We have an isomorphism of sheaves of C[[~]]-algebras OX˜ [[~]] −→
A(D˜chX,~) which is locally given by
OX˜(U˜J)[[~]] −→ A(D˜
ch
X,~)(U˜J )
aJ∗j , a
J
j 7→ a
J∗
j(−1), a
J
j(−1), (j 6∈ J)
ci 7→ b
J
i(−1). (i = 1, . . . ,M)
Since the global section functor Γ(X˜, ) is left adjoint, A(D˜chX,~(X˜)) is a sub-
algebra of A(D˜chX,~)(X˜) ≃ OX˜(X˜)[[~]]. From this fact, we obtain the following
fundamental fact for the hypertoric vertex algebra.
Proposition 9.4. We have D˜chX,~(X˜) = H
∞/2+0
~VA (g, D˜
ch
X,~(X˜)) = H
0(C~VA(X˜), d~VA),
and hence D˜ch(X˜) = Dch(X˜).
Proof. IfH0(C~VA(X˜), d~VA) 6= D˜chX,~(X˜), then clearly there exists an element of the
C2 Poisson algebraA(D˜chX,~(X˜)) which does not lie in the image ofH
0(C~VA(X˜), d~VA) ⊂
D˜chX,~(X˜). However, A(D˜
ch
X,~(X˜)) is a subalgebra of OX˜(X˜)[[~]] and any element of
OX˜(X˜) ≃ C[X˜]
G/
∑
i C[X˜]
G(µ∗(Ai) − ci) is represented by an element of C[X˜].
Thus, we have no element in A(D˜chX,~(X˜)) which does not lie in the image of
H0(C~VA(X˜), d~VA). 
Recall the definition Dch(X˜) = D˜ch(X˜) = D˜chX,~(X˜)fin/(~ − 1). By the isomor-
phism theorem, we have
(18) A(Dch(X˜)) = A(D˜chX,~(X˜)fin/(~− 1))
≃ A(D˜chX,~(X˜)fin)/(~− 1) ⊂ OX˜(X˜)[~]/(~− 1) ≃ C[X˜ ].
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Now recall the element Pζ =
∏
k:ζk>0
xζkk
∏
k:ζk<0
∂−ζkk ∈ D(X˜)
T,ζ for ζ ∈ Λ0 in
Lemma 9.1. We consider the corresponding element
P˜ζ =
∏
k:ζk>0
xζkk(−1)
∏
k:ζk<0
y−ζkk(−1)1 ∈ C
0
~VA(X˜)
of the BRST complex. Since ζ ∈ Λ0 is orthogonal to ∆i for i = 1, . . . , M and
the element P˜ζ has none of the factors xk(−1)yk(−1) for k = 1, . . . , N , we have
d~VA(P˜ζ) = 0. Thus P˜ζ defines an element in D
ch(X˜), and in its C2 Poisson
algebra A(Dch(X˜)). We denote these elements the same notation P˜ζ . Next, recall
the element Hk for k = 1, . . . , N in (17). We define the corresponding element
H˜k = xk(−1)yk −
M∑
i=1
βici ∈ C
0
~VA(X˜)
for k = 1, . . . , N . Since Hk ≡ z is orthogonal to µD(Ai) in
⊕N
j=1 Cxj∂j for all
i = 1, . . . , M , we have µch(Ai)(n)H˜k = 0 for all n ≥ 0, and hence d~VA(H˜k) = 0.
We denote the corresponding element in Dch(X˜) and A(Dch(X˜)) the same notation
H˜k. Clearly, H˜1, . . . , H˜k together with the radical of the bilinear form 〈 , 〉 on⊕M
i=1 Cci ⊂ C
0
~VA(X˜) span the image of the space
⊕N
k=1 Cxk(−1)yk ⊕
⊕M
i=1 Cci in
D˜chX,~(X˜). By (18) and Lemma 9.2, we have the following proposition.
Proposition 9.5. The C2 Poisson algebra A(D
ch(X˜)) of the hypertoric vertex
algebra Dch(X˜) is a subalgebra of C[X˜] which contains the W-invariant subalgebra
C[X˜]W, under the identification given by H˜k 7→ Hk for k = 1, . . . , N and P˜ζ 7→ Pζ
for ζ ∈ Λ0.
9.5. Zhu algebra. As the final goal of the present paper, we determine the Zhu
algebra A(Dch(X˜)) of the hypertoric vertex algebra Dch(X˜).
Consider a 12Z≥0-graded vertex algebra structure on the BRST complex C~VA(X˜),
given by dxk = dyk = 1/2, dci = 1, dψ∗i = 0 and dψi = 1 for k = 1, . . . , N and
i = 1, . . . , M . This grading is compatible with the conformal weights on C~VA(X˜)
introduced in Section 8 when the bilinear form 〈 , 〉 on
⊕M
i=1 Cci is nondegener-
ate. Thus, the coboundary operator d~VA is homogeneous of degree 0, and hence
D˜chX,~(X˜) and D
ch(X˜) are also 12Z≥0-graded. Using this grading, we define the Zhu
algebra A(Dch(X˜)) of the hypertoric vertex algebra Dch(X˜).
First we characterize A(Dch(X˜)) as a quantization of the C2 Poisson algebra
A(Dch(X˜)). Recall that the hypertoric vertex algebra Dch(X˜) = D˜chX,~(X˜)fin/(~−
1) is equipped with a filtration induced from the ~-adic filtration on D˜chX,~. The
filtration induces a filtration of the associative algebra A(Dch(X˜)).
Proposition 9.6. The Zhu algebra A(Dch(X˜)) is a quantization of the C2 Poisson
algebra A(Dch(X˜)). Namely, the associated graded algebra of A(Dch(X˜)) with re-
spect to the above filtration is isomorphic to A(Dch(X˜)) as a Poisson algebra over
C.
Proof. Note that the C[[t]]-algebra A(D˜chX,~(X˜)) is the Rees algebra of the filtered
algebra A(Dch(X˜)) ≃ A(D˜chX,~(X˜)fin)/(~ − 1). Thus, the associated graded alge-
bra with respect to the filtration is given by GrA(Dch(X˜)) ≃ A(D˜chX,~(X˜))/(~) ≃
A(D˜chX,~(X˜)/(~)). In the commutative vertex algebra D˜
ch
X,~(X˜)/(~), we have a ◦ b =
a(−2)b + daa(−1)b and a ∗ b = a(−1)b for a, b ∈ D˜
ch
X,~(X˜)/(~) where da ∈ R is the
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degree of a. Thus, the Zhu algebra A(D˜chX,~(X˜)/(~)) is isomorphic to the C2 Poisson
algebra A(D˜chX,~(X˜)/(~)). By the isomorphism theorem, we have
A(D˜chX,~(X˜)/(~)) = A(D˜
ch
X,~(X˜)fin/(~)) ≃ A(D˜
ch
X,~(X˜)fin)/(~)
≃ GrA(D˜chX,~(X˜)fin)/(~− 1) ≃ GrA(D
ch(X˜)) ≃ A(Dch(X˜)).

By [L2, Proposition 3.5], the W-invariant subalgebra D(X˜)W of the quantized
hypertoric algebra D(X˜) gives a universal family of filtered quantization of the
Poisson algebra C[X ], while C[X˜ ]W is the universal family of Poisson deformation
of C[X ]. Let S = A(Dch(X˜)) ∩ C[g∗] be a Poisson-commutative subalgebra of
A(Dch(X˜)). Then, by the universality of C[X˜]W ([L2, Proposition 2.12]), we have a
unique homomorphism C[g∗]W −→ S and a unique isomorphism of Poisson algebras
C[X˜]W ⊗C[g∗]W S
∼−−→A(Dch(X˜)). By Proposition 9.6, the Zhu algebra A(Dch(X˜))
is a filtered quantization of A(Dch(X˜)) over S. Thus, by [L2, Proposition 3.5], we
have a unique isomorphism D(X˜)W ⊗C[g∗]W S
∼−−→A(Dch(X˜)). Since we have the
inclusions C[X˜]W ⊂ A(Dch(X˜)) ⊂ C[X˜], the above homomorphisms are compatible
with C[g∗]W →֒ S →֒ C[g∗]. Thus we have the following proposition.
Proposition 9.7. The Zhu algebra A(Dch(X˜)) of the hypertoric vertex algebra is a
subalgebra of the quantized hypertoric algebra D(X˜) which contains its W-invariant
subalgebra D(X˜)W.
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