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Abstract
Manifolds are topological spaces that are locally Euclidean and find applications in
dimensionality reduction, subspace learning, visual domain adaptation, clustering,
and more. In this dissertation, we propose a framework for linear dimensionality
reduction called the proxy matrix optimization (PMO) that uses the Grassmann
manifold for optimizing over orthogonal matrix manifolds. PMO is an iterative
and flexible method that finds the lower-dimensional projections for various linear
dimensionality reduction methods by changing the objective function. PMO is
suitable for Principal Component Analysis (PCA), Linear Discriminant Analysis
(LDA), Canonical Correlation Analysis (CCA), Maximum Autocorrelation Factors
(MAF), and Locality Preserving Projections (LPP). We extend PMO to incorporate
robust Lp -norm versions of PCA and LDA, which uses fractional p-norms making
them more robust to noisy data and outliers. The PMO method is designed to be
realized as a layer in a neural network for maximum benefit. In order to do so, the
incremental versions of PCA, LDA, and LPP are included in the PMO framework
for problems where the data is not all available at once.
Next, we explore the topic of domain shift in visual domain adaptation by
combining concepts from spherical manifolds and deep learning. We investigate
domain shift, which quantifies how well a model trained on a source domain adapts
to a similar target domain with a metric called Spherical Optimal Transport (SpOT).
We adopt the spherical manifold along with an orthogonal projection loss to obtain
the features from the source and target domains. We then use the optimal transport
with the cosine distance between the features as a way to measure the gap between
iv

the domains. We show, in our experiments with domain adaptation datasets, that
SpOT does better than existing measures for quantifying domain shift and demonstrates better correlation with the gain of transfer across domains.
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Chapter 1

Introduction
The topics in this dissertation are in the areas of dimensionality reduction and domain adaptation. The core concepts are based on deep learning and manifold optimization. More specifically, the geometry of manifolds such as the Grassmann
and spherical can be leveraged for an array of machine learning applications. A
diagram of the concepts and the manifolds used in this work are indicated in Fig.
1.1.

Figure 1.1: The topics discussed in this thesis are dimensionality reduction and
domain shift optimized on the Grassmann and spherical manifold respectively.
Manifold learning finds its use in a multitude of machine learning problems.
1

Specifically, Stiefel and Grassmann manifolds have applications in subspace estimation and subspace tracking, low-rank decomposition, domain adaptation, and
dimensionality reduction [8]. In this work, we use the Stiefel and Grassmann manifolds for computationally efficient and robust dimensionality reduction in a method
called the proxy matrix optimization (PMO). Dimensionality reduction is used in
signal compression and computer vision. These manifolds are ideally suited to
find the lower dimensional projection matrix as the manifold sets are quotients of
the orthogonal group. By utilizing the features from the deep neural network, we
demonstrate how optimization over the Grassmann manifold is used for Principal
Component Analysis (PCA), Linear Discriminant Analysis (LDA), Canonical Correlation Analysis (CCA), Maximum Autocorrelation Factors (MAF), and Locality
Preserving Projections (LPP). We also demonstrate the robust Lp -norm versions
of PCA and LDA and the incremental version of LDA, PCA, and LPP. The PMO
framework developed in this work employs an iterative optimization procedure that
uses the concepts in deep learning, which makes it ideally suited to be integrated
into a deep neural network. We show that the PMO consistently gives us the best
results on real and synthetic data and has a myriad of applications such as classification, face detection, etc.
A major part of this work is in the field of domain adaptation (DA) with a
focus on domain shift with the use of the spherical manifold. Spherical features
are obtained by L2 normalization of the features from the last layer of a neural
network [7]. DA finds its use in many real-world scenarios where the data that the
model is trained on (the source domain) differs from the similar data that the model
is deployed on (the target domain). This usually leads to a loss in accuracy due to
the differences in the two domains in a phenomenon called the domain shift. The
dataset bias or domain shift arises due to changes in the illumination conditions,
changes in the specifications of the sensors, and different environmental conditions
between the source and target datasets. Data that is trained on images in the source
domain needs to be adapted to obtain competitive performance on the images in the
target domain. We introduce a way to characterize the domain shift between the
source and target domain in a method called Spherical Optimal Transport (SpOT).
SpOT leverages the concepts of the spherical manifold, orthogonal projection loss,
and the optimal transport to quantify the shift between the domains. We also introduce the gain of transfer metric (GT ) which is a measure of how well the gap
between two domains can be bridged. We expect an inverse correlation between
the GT and SpOT values as a lower value of the domain shift implies a larger gain
in performance after adaptation. The use of SpOT is further validated by testing on
three well-known domain adaptation datasets.
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The main contributions of this dissertation are as follows:
• We investigate the Proxy Matrix Optimization (PMO) framework that operates on the Grassmann manifold with gradient based optimization.
• We expand PMO to solve for a wide array of dimensionality reduction algorithms by changing the networks objective function. We also improve on the
robustness of some of the algorithms by considering the Lp -norm formalism.
• We integrate PMO with a CNN in an end-to-end fashion by formulating the
incremental version of the dimensionality reduction algorithms.
• We benchmark state of the art domain adaptation methods on new aerial
datasets. We show how the method based on the spherical manifold is well
suited for domain adaptation tasks.
• We propose the Spherical Optimal Transport metric to quantify domain shift
in domain adaptation datasets.
• We introduce a gain of transfer metric GT to assess the efficacy of the domain
shift methods.
This dissertation is organized as follows Chapter 2 consists of the background
information on manifold learning, manifold optimization, and deep learning. It discusses the Proxy Matrix Optimization (PMO) framework and its advantage over the
existing two-step optimization method as well as the convergence and complexity analysis. Chapter 3 provides an overview of linear dimensionality reduction
with orthogonal constraints. It also discusses the robust Lp -norm dimensionality reduction and the setting of the incremental dimensionality reduction methods.
Chapter 4 contains the work and applications of Principal Component Analysis
(PCA) including the robust and incremental versions of PCA. Chapter 5 contains
the background and experiments of Linear Discriminant Analysis (LDA) including
the robust and incremental LDA and applications of each of them. Chapter 6 provides details of the other dimensionality reduction methods in the PMO framework
which are: Locality Preserving Projects (LPP) including traditional and incremental LPP and their applications, Maximum Autocorrelation Analysis (MAF), and
Canonical Correlation Analysis (CCA). Chapter 7 discusses domain adaptation and
the creation of datasets for aerial adaptation. It also provides the adaptation results
of two popular state of the art adaptation methods on the newly created datasets
and motivates the use of the spherical manifold for domain adaptation. Chapter 8
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is about the domain shift problem and methods to quantify domain shift with relevant experiments and results. We finally conclude with Chapter 9 and list some
potential future directions, along with the publications generated throughout this
research.
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Chapter 2

Background
In this chapter, we provide the background on manifold learning and the mathematical definitions associated with it. We also discuss the methods for manifold optimization used in this dissertation, the two-step and the Proxy Matrix Optimization
(PMO) methods. We provide the advantage of the PMO over the two-step method
and examine the convergence and computational complexity of the PMO. We also
provide an overview of the deep learning concepts used in this work.

2.1

Manifold Learning

Manifolds have many applications in the field of machine learning such as dimensionality reduction [3, 9], domain adaptation [7, 10], activity-based video clustering [11], clustering [12, 13], shape classification [14], etc. In this work, we use the
Steifel manifold, Grassmann manifold, and the spherical manifold. This section
discuss the Proxy Matrix Optimization (PMO) method and its advantages over the
previous method for matrix optimization. We show that the PMO is an easier optimization method due to the non-reliance on the tangent space while providing a
better convergence due to the lack of constraints on the size of the update step.
In this chapter, we outline the mathematical definitions related to manifold
optimization used in this work. We review the previous methods for manifold optimization and discuss the PMO framework. We use the PMO over the Grassmann
manifold for dimensionality reduction by incorporating their loss functions.
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2.1.1

Mathematical Foundation

Throughout our work, we consider the matrix manifolds, which follow the manifolds in classical differential geometry, where the natural representation of the elements is in the form of matrix arrays. Matrix manifolds further allow for a natural
development of differential geometry in a matrix algebra formulation [15].
We consider two classes of matrix manifolds: the embedded sub-manifolds of
Rn×p and quotient manifolds of Rn×p (for 1 ≤ p ≤ n). Embedded sub-manifolds
have an explicit constraint set in matrix space Rn×p . The set of orthonormal n × p
matrices can be viewed as an embedded sub-manifold of Rn×p called the Stiefel
manifold St(p, n). In particular, for p = 1, the Stiefel manifold reduces to the unit
sphere S n−1 , and for p = n, it reduces to the set of orthogonal matrices O(n).
Quotient spaces on the other hand are not defined as a set of matrices, but each
point of the quotient space is an equivalence class of n × p matrices. An example n × p matrix from a given equivalence class is used to represent an element
of matrix quotient space. The calculations related to the geometry of the quotient
manifold derives directly from the tools of matrix algebra used on the representative matrices.
Loosely manifolds are topological spaces that are locally Euclidean. More formally, manifolds are defined abstractly using charts and atlases. An atlas consists
of individual charts, which roughly describe the individual regions of a manifold.
The notion of an atlas depends on the definition of a chart. A chart for a topological space, M is a homeomorphism φ from a subset U of M to an open subset of
a d-dimensional Euclidean space, Rd and is denoted by (U, φ). A d-dimensional
manifold, M is then the defined as a set covered with a collection of charts, that
identify certain subsets of M with open subsets of Rd . Given an atlas, if A+ is the
set of charts (U, φ) such that A ∪ (U, φ) is also an atlas, then A+ is an atlas called
the maximal atlas generated by the atlas, A. Two atlases are said to be equivalent
if and only if they generate the same maximal atlas. A maximal atlas of a set M
is also called the differentiable structure of M . The classical definition of a manifold incorporates the differential nature by describing a d-dimensional manifold,
M as a couple, (M , A+ ) where M is a set and A+ is a maximal atlas of M into
Rd , such that the topology induced by A+ is Hausdorff1 and second-countable2
[15]. The manifold, M is a smooth manifold if all charts in its atlas are infinitely
differentiable over its own set. This collection of basic structure is required to do
differential calculus on M .
1
Hausdorff space is a topological space where for any two distinct points there exist neighbourhoods of each which are disjoint from each other
2
A topological space satisfying the second axiom of countability.
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vector space, ∆ with basis, (b1 , b2 ...bd ) is a manifold as x =
Pd A d-dimensional
i b is a chart of the set ∆. This means that all the points in ∆ are mapped
x
i
i=1
to Rd . All charts that are built as above form as atlas of the set ∆, which provides
∆ with a manifold structure. Thus, every vector space is a linear manifold (as they
are formed from linear subspaces).
In this work, we are interested in the manifold structure of the set of Rn×p of
n×p real matrices. The set Rn×p is a vector space and has a natural linear manifold
structure. A chart for this manifold is then the mapping from Rn×p to Rn p, which
is the flattening of the matrix and corresponds to stacking each of the n columns of
length p to form a single vector of dimension np. The manifold Rn×p can be turned
into a Euclidean space with the inner product, < Z1 , Z2 >= tr(Z1T Z2 ). The inner
product induces the traditional Frobenius norm defined as, ∥Z∥2F = tr(Z T Z),
which is the sum of the squares of the elements of Z.
We now discuss the manifolds used in this work:
The Orthogonal matrix manifold (On×n ) is used the most in this work and is a
sub-manifold of the matrix manifold. On×n is formed from the subset of all real
n × n that satisfy the orthogonality property, RT R = In . On×n is of full rank and
and the columns have unit norms.
Definition 1: Stiefel Manifold
The Stiefel manifold (SM) is an embedded sub-manifold of the Euclidean space,
Rn×p . A point on the SM, St(p, n), is the set of n × p dimensional matrices, p ≤ n,
with orthonormal columns [16].
∆

St(p, n) = {W ∈ Rn×p : WT W = Ip }
Since St(p, n) is an embedded sub-manifold in Rn×p , its topology will follow
the topology induced by the subsets of Rn×p . The manifold St(p, n) is closed
which means that it is the inverse image3 of the closed set 0p under the continuous
function F : Rn×p → Ssym (p). Where Ssym (p) is the set of all symmetric p × p
matrices. It is bounded, which implies that each column of X ∈ St(p, n) has a
√
norm of 1 and the Frobenius norm is p. If p = 1, the Stiefel manifold reduces
to the unit sphere, S n−1 in Rn . For p = n, the Stiefel manifold becomes the
orthogonal group, On with dimension 21 n(n − 1).
Definition 2: Grassmann Manifold
The next important manifold is the Grassmann manifold which is a quotient manifold. The theory of quotient manifold is understood by using the concept of an
equivalence class. Let a manifold, M be equipped with an equivalence relation
3

set of all the outputs
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∼4 , then the set [x] := y ∈ M : y ∼ x of all elements that are equivalent to a point
x is known as an equivalence class containing x. The set M/ ∼:= [x] : x ∈ M of
all equivalence classes of ∼ in M is called the quotient of M by ∼. When M is
Rn×p or a sub-manifold of Rn× , then M/ ∼ is called the matrix quotient manifold.
A point on the Grassmann manifold is a linear subspace, specified by an arbitrary orthogonal basis represented by n × p dimensional matrices [16].
∆

G(n, p) = {Span(X) : X ∈ Rn×p , X T X = Ip }
The GM is a quotient manifold and the points on the GM can also be defined as
being equivalence classes of n × p orthogonal matrices, where two matrices are
equivalent if their columns span the same p-dimensional subspace [16].
Both the Stiefel and Grassmann manifolds can be defined as quotient manifolds
of the Orthogonal manifold.
Definition 3: Spherical Manifold
A n-sphere is a topological space that is homeomorphic to the standard n-sphere,
which is the set of points in (n+1) dimensional Euclidean space that are at a constant distance r from the center.
S n (r) = {x ∈ Rn+1 : ∥x∥ = r}
The spherical manifold is a special case of the Stiefel manifold as described above.

2.1.2

Manifold Operations

In this section, we provide an overview of the various operations used on the matrix
manifolds in this work.

Tangent Space
The tangent space at a point Y on manifold M is the set of all points X that satisfy
the following equation:
Y T X + X T Y = 0k ,
(2.1)
where 0k is a matrix containing all zero entries. The tangent space TY M at a point
Y on manifold M , is the linear approximation to the manifold at a particular point
and contains all the tangent vectors to M at Y. While optimizing over a manifold,
the gradient of an objective function at a point Y ∈ M is defined to be along the
tangent space at that point. The tangent space is important for optimization on the
4

a relation that is reflexive, symmetric, and transitive.
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manifold because the direction of update to the point being optimized must exist
in the point’s tangent space. Each tangent space defines an exponential mapping to
the manifold and thus defines a geodesic curve. The gradients can then be used to
travel along the geodesic in order to minimize the objective function.

Gradient on the Manifold
When optimizing over the Grassmann manifold, the direction of each update step
must be found in the tangent space of the current location on the manifold. However, it is not possible to restrict the calculated gradients of the loss to the manifold
tangent space. To overcome this limitation, the gradients are projected to the tangent space. For an objective function F , the gradients with respect to a point on
the manifold Y ∈ M is defined as:
∇F =

∂F
∂F T T
− Y(
) Y
∂Y
∂Y

(2.2)

Projection
The motion in ambient Euclidean space does not imply that the point will move
on the manifold. To move on the manifold during optimization, a small step is
taken along the direction that exists in the tangent space of a point on the manifold
followed by a retraction to the manifold. However, sometimes a desired direction
of motion may not exist in the tangent space of the point. In these instances, the
direction must first be projected onto the tangent space as shown in Fig. 2.1. The
equation for the projection of a point Z that exists in ambient Euclidean space to
the tangent space of the manifold at point Y is given as:
1
πT,Y (Z) = Y (YT Z − ZT Y) + (Ik − YYT )Z
2

(2.3)

The projection operation eliminates the components that are normal to the tangent
space and only keeps the components that are on the manifold tangent space at the
current point, Y.

Retraction
The retraction rk from ambient Euclidean space to the manifold is a mapping from
a point in ambient space to the closest point in the manifold as shown in Fig. 2.1.
If the ambient point is also on the tangent space, then rk : Tk M → M . Retraction
to the manifold is important because even when small steps are taken in tangent
9

Figure 2.1: Illustration of the projection to the tangent space (orange plane) and
the retraction onto the manifold steps.

space, the update will likely introduce a small component that moves the point out
of the manifold. Therefore, it is important to retract the updated point back to the
manifold using a retraction operation. In this work, we use the retraction operation
in [3]:
rk (Z) = UVT
(2.4)
using the SVD of Z = UΣVT .

2.2

Manifold Optimization

Certain types of manifolds have very desirable properties, in this section we discuss
methods for the iterative optimization of an objective function which are defined
over the Stiefel or the Grassmann manifolds. We start with the popular two-step
optimization method, which is well established and has a sound theoretical convergence proof. Next, we go over the proxy matrix optimization method.
Each of these optimization methods aim to find the optimal solution that minimizes the objective function over the Stiefel or the Grassmann manifolds. This is
usually achieved using automatic differentiation and an optimization method such
as the Stochastic Gradient Descent (SGD).

10

Figure 2.2: Illustration of the two-step matrix optimization method. The tangent
space is represented by the orange plane and the Grassmann manifold is in green.
The dotted red line is the loss minimizing geodesic.

2.2.1

Two-Step Optimization

In [3], a two-step approach is used to retract a matrix from the ambient Euclidean
space onto the manifold to find the optimal projection matrix. The two-step process
is illustrated in Fig. 2.2. For each iteration, i, the projection matrix Ri is updated by
calculating its gradient. This takes the matrix out of the manifold into the ambient
Euclidean space to produce Zi+1 . This point is then projected onto the tangent
space using Eq. (2.3). From the tangent space, the point is retracted back onto
the manifold using Eq. (2.4). The two-step optimization algorithm is described in
Algorithm 1.
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Algorithm 1: Two-Step Optimization.
Data: X ∈ RD×N
Result: Locally Optimal P for fX and P ∈ G M ×P
1
2

for i > iter do
Yi = fX (Pi ); ;

/* Calculate loss for Pi */
iT

T

T

πT (β∇Yi ) = Pi 21 (P (β∇Yi ) − (β∇Yi )Pi ) + (Im − Pi Pi )(β∇Yi ) ;

3

/* Project gradients to the tangent space */

USVT = πT (β∇Yi );
r(πT (β∇Yi )) = UVT ;
Pi+1 = Pi − r(πT (β∇Yi )) ;

4
5
6

/* Update P */

The two-step methods’ convergence is well known and is guaranteed because
the gradients in the ambient Euclidean space can be decomposed into their normal
and tangential components. The tangential components lie in the tangent space to
the manifold and are orthogonal to the normal components. Thus, the tangential
component is unaffected if the normal component is set to zero. The gradients are
defined to be in the loss minimizing direction and as a result, the tangential components of the gradients also lie in the loss minimizing direction. In the final step
of the two-step process, the points on the tangent space are retracted back onto the
manifold using the retraction operation which is defined to lie on the closest point
on the manifold, and thus lies on the loss minimizing geodesic of the manifold.

2.2.2

Proxy Matrix Optimization

The PMO method does not directly optimize a matrix on the manifold, but uses an
auxiliary or proxy matrix in ambient space which is retracted to the closest location
on the manifold using Eq. (2.4).
The PMO process is illustrated in Fig. 2.3 and the corresponding algorithm is
outlined in Algorithm 2. PMO performs optimization in ambient space by moving
each update in the direction that minimizes the loss. The first step in the PMO
process is to retract the proxy matrix Pi to Yi , its closest location on the manifold
GMXP . Once the proxy matrix is retracted to the manifold, the loss is calculated
based on the loss function at Yi . For example, for LDA, this is the loss described
in Eq. (5.2). This loss is then back-propagated through the singular value decomposition of proxy matrix using a method developed by [17] to a new point Pi+1 .
This point is then retracted back onto the manifold using Eq. (2.4) to point Yi+1 .
Backpropagation through layers such as the SVD are different than the traditional
backpropagation done for convolutional layers.
l+1
Matrix backpropagation is used to map between the partial derivatives ∂L
∂xl
and

∂Ll
∂xl−1

at two consecutive layers, where, l is the layer and Ll is the loss function
12

Figure 2.3: Illustration of the proxy matrix optimization method. The Grassmann
manifold is represented in green and the dotted red line is the loss minimizing
geodesic.

that maps to real numbers and thus have well defined derivatives. We will now
write the expression for the partial derivative of the SVD layer, the entire derivation
of which can be found in [18].
The derivation can be broken down using the using the Taylor expression of the
matrix function of the two layers by making the following notation substitutions,
L = Ll+1 , X = xl , Y = xl−1 , f = f l , and f (X) = Y ,
L ◦ f (X + dX) − L ◦ f (X) =

∂L ◦ f
: dX + O(∥dX∥2 );
∂X

(2.5)

∂L
: dY + O(∥dY ∥2 ),
(2.6)
∂Y
where, the notation A : B = trace(AT B) is the inner product in the Euclidean
matrix space. When dY = df (X; dX), then the Eqs. 2.5 and 2.6 are equivalent as
they represent the variation of L for a perturbation of X, dX. This implies that the
first order terms in the Taylor expression are equivalent and we get,
L(Y + dY ) − L(Y ) =

∂L ◦ f
∂L
: dX =
: dY.
∂X
∂Y
13

(2.7)

The SVD layer takes as input the matrix X and outputs 3 matrices, U , Σ,
and V . For ease of notation, we write SVD as Y = f (X) = (U, Σ, V ), with
X = U ΣV T ∈ Rm×n , U T U = I and V T V = I and Σ is a diagonal matrix
of eigenvalues. We need to obtain the variations of the outputs i.e. L(dX) =
dY = (dU, dΣ, dV ) and the partial derivative of the layer, ∂L◦f
∂X as a function of
∂L ∂L
∂L
the derivatives of the outputs, ∂U
, ∂Σ , and ∂V
. The chain rule then follows from
∂L
∂L
∂L
Eq. 2.7 which in this case is, ∂L◦f
∂X : dX = ∂U : dU + ∂Σ : dΣ + ∂V : dV . The
partial derivatives are then,
dΣ = (U T dXV )diag

(2.8)

dV = 2V (K T ◦ (ΣT U T dXV )sym )

(2.9)

and,
where,
1
,
σi2 −σj2

i ̸= j

0,

i = j.

(
Kij =

If Σn ∈ Rn×n are the top n rows of Σ and the block decomposition dU =
(dU1 |dU2 ) where dU1 ∈ Rm×n and dU2 ∈ Rm×m−n and the partials are then
∂L
∂L
∂L
∂L
m×n and ( ∂L ) ∈ Rm×m−n . Then,
∂U = (( ∂U )1 |( ∂U )2 ), where ( ∂U )1 ∈ R
∂U 2
−1 T
dU = (CΣ−1
n | − U1 Σn C U2 ),

(2.10)

C = dXV − U dΣ − U ΣdV T V.

(2.11)

where,
Using the above equations, the partial derivatives are then,
∂L ◦ f
∂L
∂L
= DV T +U (
−U T D)diag V T +2U Σ(K T ◦(V T (
−V DT U Σ)))sym V T ,
∂X
∂Σ
∂V
(2.12)
where,
∂L
∂L
D=(
)1 Σ−1
)2 U1 Σ−1
(2.13)
n − U2 (
n ,
∂U
∂U
and Asym = 21 (AT + A).
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Algorithm 2: Proxy Matrix Optimization.

1
2
3
4
5

Data: X ∈ RD×N
Result: Locally Optimal P such that r(Pi ) minimizes the loss fX
initialize P ∈ RM ×P and P ̸∈ G M ×P ;
for i > iter do
USVT = Pi ;
r(Pi ) = UVT ;
∂
i
∇r(Pi ) = ∂P
i fX (r(P )) ;
Eq.

/* Retract Pi to G M ×P */
/* Calculate gradients for Pi using

(2.2) */

Pi+1 = Pi − β∇r(Pi ) ;

6

/* Update P */

In PMO, the optimization problem is setup for solving
R = arg min F (U V T )
R∈Rm×p

where, R = U ΣV T is its SVD and F is the objective function Eq 5.9. Algorithm 2,
and the definition of retraction indicate that retraction is embedded in the objective
function of the LDR method. The derivative of the objective with respect to the
proxy matrix as defined in Algorithm 2 is done using the method described above.
Since the retraction step does not have the Σ term, we do not consider the derivative
with respect to it in Eq. 2.12.
Since the derivative is taken with respect to the proxy matrix, moving the gradient in the loss minimizing direction will also move the retracted point along the loss
minimizing geodesic on the manifold. This optimization will lead to the optimal
value of the projection matrix, R. Unlike the two-step method, the search space is
not restricted to the manifold and the magnitude of each optimization step is not
limited. If the LDR method is initialised with the eigenvalue solution, the number
of iterations taken to reach the minimum is lower than the two-step method due
to this unconstrained optimization and the removal of the projection to the tangent
space step.

2.2.3

Optimization Convergence Analysis

In this section we show the experimental convergence analysis of the two-step optimization approach and the PMO. We perform experiments that show the number of
iterations it takes for both the optimization methods to converge to a global minima
for a given objective function.
We plot the convergence plots for the unsupervised dimensionality reduction
method, Principal Component Analysis (PCA) in its L2 -norm and L1 -norm variants. More details about the experiments will be provided in subsequent chapters.
15

Figure 2.4: Convergence plot of the PMO and two-step method for L2 -PCA.

The convergence to the global minima is shown in Fig. 2.4 for the L2 -PCA and in
Fig. 2.5 for L1 -PCA respectively. Each of the L2 -PCA and L1 -PCA experiments
were trained using the PMO and two-step methods for epochs ranging from 1 to
10000 for synthetic data experiments. The ratio of the final reconstruction error
and the optimal solution is called the convergence ratio and is plotted for each of
the epochs. In both the cases, PMO converges orders of magnitude faster than the
two-step method.

2.2.4

Computational Complexity

Each of the LDR methods have three steps that are performed in every epoch.
The first is calculating the quantities required in the objective function for a given
method. The next step is to retract the projection matrix from Euclidean space to
the closest point on the manifold. The final step is to calculate and backpropagate
the loss function. We let the number of classes be C and the total number of
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Figure 2.5: Convergence plot of the PMO and two-step method for L1 -PCA.

samples be N . The input dimension of the data is D and the lower dimension to
which the data is projected is d, which is C − 1 for Linear Discriminant Analysis
(LDA). We consider the number of samples N to be a lot greater than the number
of classes C. Under this assumption, the computational complexity of calculating
the objective functions for each of the methods is in Table 3.1. The computational
complexity of the second step, which is an SVD, is O(D2 d + d3 ). Lastly, the
complexity of the third step which involves taking the partials has a computational
complexity of O(LDd). Thus, the overall complexity is O(x + D2 d + d3 + LDd).

2.3

Deep Learning

Deep learning is a fast growing field with many breakthroughs and applications in
a wide array of topics such as face recognition [19], self-driving cars [20], tracking
[21], pose estimation [22], etc. In this section, we provide an overview of artificial
neural networks and deep learning.
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Artificial neural networks (ANN) are the heart of deep learning algorithms. The
ANNs are further modelled on the artificial perceptron [1], introduced by Rosenblatt, which are inspired by the human brain and mimics the way that biological
neurons signal to one another. The output of the perceptron is a weighted sum of
an input which is then passed though a non-linear activation function as shown in
Fig. 2.6. Consider the non-linear activation function g(.), the input vector x, the
weight vector w, and a bias term b. The output of the node is then given by the Eq.
(2.14),
f (x) = g(xT w + b).
(2.14)

Figure 2.6: Visualization of the Perceptron by Rosenblatt [1].
The learning objective for the perceptron is to find the weights and biases that
are able to discriminate samples from two classes (binary classification). The decision rule is then:

xi is positive: xi .w + b > 0

(2.15)

xi is negative: xi .w + b < 0

(2.16)

If the two classes are 1 and −1, by using the perceptron model in Fig. 2.6, the
predicted outcome (class) is then,
(
P
1
if ni=0 wi xi > 0
′
output(yi ) =
−1 else.
For each sample that is wrongly classified, the weights are updated as such,
wnew = wold + α(ytrue − y ′ )x,
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(2.17)

where, α is the learning rate. Perceptrons are limited in their usage as they are only
able to separate data that is linear separable.
ANNs consists of an input layer, one or more hidden layers, and an output
layer. Each layer is comprised of nodes or neurons. Each of these nodes are connected to the other nodes and has an associated weight and bias. The output from
a node is the weighted summation of the input vector which is then passed through
a non-linear activation function. Consider the case where more than one hidden
layer are stacked on top of each other. If the output from a node crosses a certain
threshold, that node is activated and sends data onto the next layer of the network.
The operations of each perceptron are stacked to form a multi-layer perceptron
(MLP) and the output will be Eq. (2.18),
f (x) = g(...g(g(x(w0 )T + b0 )(w1 )T + b1 )...(wl−1 )T + bl−1 )),

(2.18)

where l is the number of layers in the network. MLP is further illustrated in Fig.
2.7.

Figure 2.7: Visualization of the multi layer perceptron. H1 and H2 are the hidden
layers. The output layer has two possible outputs.
The objective of an activation function is to introduce non-linearity to the output of a neuron. This is useful as most real world data is non-linear. The most
common choice of an activation function is the ReLU, g(x) = max(0, x), sigmoid, g(x) = 1/(1 + exp(−x)), and tanh, g(x) = tanh(x). The bias value has
the effect of shifting the activation function to the left or right which is critical for
successful learning (fits the data better).
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Until now, we have only considered the case of the feed-forward network,
where the data is fed into a network and the output is determined. In order for
the ANN to perform a task such as classification or face recognition, it needs to
be trained using the input data. This is done by back-propagation, which adjusts
the weights and biases in the ANN by an optimization method such as Adam or
Stochastic Gradient Descent (SGD) [23]. The ANN is first initialized with random
weights and biases. The outputs, f (x) calculated for the first input, x will adjust
the weights and biases respectively. The output f (x) is compared to the ground
truth output, t and a loss is calculated based on the predicted and the ground truth
values. The most common loss functions, L are the cross-entropy and L1 -norm
loss functions. Backpropagation involves calculating the derivative of the loss with
respect to each of the parameter such as weights and biases. The partial derivative
∂L
of the error with respect to each of the weights, ∂w
will adjust the weights in the
direction that minimizes the error. If multiple layers are involved, the process is
continued by the use of the chain rule.
A Convolutional neural network (CNN) is a type of ANN that is able to successfully capture the special dependencies in an image by using filters. It utilizes a
much lower number of parameters when compared to ANNs and allows for weight
sharing. CNNs are widely used in image recognition and classification, video analysis, image segmentation, natural language processing, etc. A CNN has three main
types of layers as shown in Fig. 2.8, the convolutional layer, pooling layer, and a
fully connected (FC) layer. The first few layers of the CNN are the convolutional
layers and the last layer is usually a FC layer.

Figure 2.8: Illustration of the neural network with convolutional, pooling, and fullconnected layers.
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2.3.1

Convolutional Layer

The convolutional layer adapts a filter (or kernel) which is a set of weights that
are multiplied with a patch of the input image of the same size. These weights are
trained during the training process for a specific task. This filter is scanned across
the image and the output is recorded as the feature map of that layer. The filter is
an indicator is a given image patch contains an important feature (such as edges
and textures) or not. The size of the filter is smaller than the image. An example
of the convolution is shown in Fig. 2.9.

Figure 2.9: Example of an image, the filter and the output from the convolution
operation.
In terms of the mathematical equation, the convolution is written as,
XX
S(i, j) = (I ∗ F )(i, j) =
F (i − m, j − n),
m

(2.19)

n

where S is the output map, I is the input image of size i×j, and F is the kernel of
size m×n. The advantages of using a convolutional are that it allows for parameter
sharing, by using tied weights, where value of the weight applied one input is tied
to the value of the weight applied elsewhere [24]. It also exhibits equivariance,
which means that if the input changes, the output changes accordingly.

2.3.2

Pooling Layer

The pooling layer is sort of dimensionality reduction layer that reduces the number
of parameters in the input. The pooling operation sweeps the filter across the input
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similar to the convolutional layer but it does not have any trainable weights. The
output is the aggregation function that is applied by the kernel. There are two most
commonly types of pooling, the outputs of which are illustrated in Fig. 2.10:
1. Max Pooling: As the filter moves across the image, the pixel that has the
maximum value in the receptive field of the filter is forwarded to the output
array.
2. Average Pooling: As the filter moves across the input, it calculates the average value within the receptive field to send to the output array.

Figure 2.10: Example of an image and the output from the max and average pooling.

2.3.3

Fully Connected Layer

In a fully-connected (FC) layer, each node in a layer is directly connected to the
nodes in the previous layer. Unlike the convolutional layer, the FC layer has a lot
more parameters and does not have an shareable weights. FC layers are typically
used towards the end of a neural network and the outputs from this layer go onto
the output layer which is specific for a given task. For example, if the task is
classification, the output layer is typically a softmax.
The CNN increases its complexity with each layer and identifies a larger portion of the image. The earlier layers of the CNN learn the simple features such as
colors and edges while the subsequent layers focus on larger elements or shapes of
the object, until it finally identifies the required object. Convolutional layers do not
need to be connected to the input value in order to arrive at an output value, this
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is because of weight sharing. However, in the FC layer, each node in the output
layer connects directly to a node in the previous layer. Bach-normalization (BN)
and dropout were introduced to improve the training of CNNs and prevent overfitting to the training data. BN is done by normalizing the inputs to each node in
the layer across all the samples in the mini-batch. The BN layer calculates the
mean, µ and standard deviation, σ for the activations in the layer. It then normalizes the activation vector in such a way that the neurons activation output follows
a standard normal distribution across the batch. BN allows for faster training with
higher learning rates. Dropout works on the principle of ensemble learning where
the activations of a random percentage of nodes (25-50%) in a layer are set to 0.
This forces the CNN to rely on the remaining nodes for training. By introducing
dropout into the CNN, deeper networks can be trained with a much lower risk of
overfitting.
AlexNet [25] was the first model to employ the ReLU activation function and
dropout in order to classify a large number of classes (1000) in the ImageNet
dataset. The model was sped up by the use of GPUs during training. Three of the
most popular CNN architectures are VGG [26], ResNet [27], and DenseNet [28].
ResNet is so called as it uses residual connections where the input to each convolutional layer is summed with its output. This strengthens feature propagation
which alleviates the vanishing gradient problem. In DenseNet, the feature maps
from each layer are used as inputs for every subsequent layer in the block.
The features obtained from a CNN are used as a representation for the data.
However, the features from the last FC layer of the neural network do not necessarily lie in Euclidean space, which makes further analysis using metrics such as
Euclidean norms less effective. By adding additional conditions on these features
and constraining them to lie on certain manifolds, the properties of that manifold
can be used for further analysis of the features and in machine learning applications.
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Chapter 3

Linear Dimensionality Reduction
Linear Dimensionality Reduction (LDR) is pivotal in analyzing high dimensional
data, thereby alleviating the curse of dimensionality. LDR has a sound statistical
basis and attractive computational properties. LDR methods have been used to
visualize [29] and explore data, denoising [30], data compression [31], and feature extraction. The methods discussed consider the correlation between data sets,
covariance, margins between datasets, neighborhood structure of the data, etc.
These methods find the lower dimensional mapping of the high dimensional
data that preserves the features of interest. In this work, LDR is defined as:
Definition 1: Linear Dimensionality Reduction:
For n d-dimensional datapoints X = [x1 , x2 , ..., xn ] ∈ Rd×N given an arbitrary
dimension, r, such than r < d, optimize some objective fX (.) to find a lower
dimensional projection which is a linear transformation, P ∈ Rr×d , such that
Y = P X ∈ Rr×N is the transformed data in the lower dimension [3].
Typically, the LDR method is solved using a generalized eigenvalue solution.
This is however a sub-optimal approach [3]. Another method of solving for the
projection matrix, is to greedily choose the lower dimensional data, so that the first
dimension is chosen to optimize the LDR objective while the subsequent dimensions are such that the objective on the residuals or reduced data set is optimized.
In the next section, we discuss how a more generalized framework can be constructed by restating the LDR algorithms as optimization problems over the matrix
manifold. The LDR methods considered in this work are, Principal Component
Analysis (PCA ;[32]), Locality Preserving Projections (LPP; [33]), Linear Discriminant Analysis (LDA; [34]), Canonical Correlation Analysis (CCA; [35]), and
Maximum Autocorrelation Factors (MAF; [36]).
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3.1

Linear Dimensionality Reduction with Orthogonality
Constraints

The linear dimensionality reduction methods considered here are cast into objective
functions that can be solved over the matrix manifold, M by minimizing fX (M )
subject to M ∈ M = {M ∈ Rd×r : M T M = I} ([3]) that correspond to orthogonal projections of the data X. M is written as M = Od×r . This method is more
optimal when compared to casting these problems as eigenvalue problems. There
have been a lot of works that display well-developed optimization approaches over
the matrix manifolds [16, 15, 3, 37, 38, 39]. The matrix manifold contains the
linear mapping, P such that Y = P X. The table of the objective fX (.) of the
different LDRs considered here along with their objective functions are shown in
Table 3.1. The framework utilizes gradient descent algorithms and backpropagation which requires that fX (M ) be differentiable in M .
Table 3.1: Table of the various LDR methods and their objective function for optimization over an orthogonal matrix manifold.
Method

Objective fX (M )

Manifold M

Mapping Y = P X

Complexity

PCA

∥X − M M T X∥2F

Od×r

MT X

O(N d)

LDA

tr(M T SB M )
tr(M T SW M )

Od×r

MT X

O(N d2 )

MAF

tr(M T Σδ M )
tr(M T ΣM )

Od×r

MT X

O(N d2 )

tr(MaT Xa XbT Mb )

Oda ×r × Odb ×r

MaT X, MbT X

O(N r(da + db ))

Od×r

M T (XDX T )−T /2 X

O((d + k)N 2 )

√

CCA
LPP

tr(MaT Xa XaT Ma )tr(MbT Xb XbT Mb )

tr(M T (XDX T )−T /2 XLX T (XDX T )−1/2 M )

3.2

Robust Dimensionality Reduction

Conventional LDR are the L2 -norm formulations of the objective functions. While
this works well in the general case, in situations where there are outliers in the data,
this formulation breaks down. The performance suffers in the presence of outliers
as the model is dominated by samples with large norms. The L1 -norm is more
robust to outliers because variations to the error have a linear impact on the loss,
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Figure 3.1: The loss curve for various values of p in the Lp -Norm

regardless of their magnitude. On the other hand, the L2 -norm places significantly
more emphasis on variations with larger magnitudes. The difference between the
L2 and L1 objectives is clearly evident in the maroon and light green plots in Fig.
3.1, where with increasing magnitude, the slope of the L2 -norm increases, while
the slope of the L1 -norm remains constant.
For example, consider the case of using the transformation A acting on the
input x which produces the output b. The residual between Ax and b is considered
the error in the system. Say that b contains some outliers, if the loss to be minimized
is ∥Ax − b∥22 , then the squares of the errors are calculated which when noisy data is
considered is very large. On the other hand, using a Lp -norm formulation, where
p ≤ 1, reduces the effect of the outliers. For example, using the L1 -norm will
lead to calculating |Ax − b|, which in turn weights the outliers to a lesser extent,
and provides a better result overall. In this work, we consider the robust Lp -norm
versions of the most popular LDR methods: PCA and LDA.

3.3

Incremental Dimensionality Reduction

The traditional methods for LDR considered in this work require that the entire
dataset is available during training time. However, this is not always the case and
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Figure 3.2: Illustration of data arriving in the form of chunks or batches. Each
batch has a random number of samples of a random number of classes.

data often arrives in a streaming or a chunk fashion as shown in Fig. 3.2. This
is especially true when we consider the case of a neural network where data is
input in terms of batches and the network updates its parameters after each batch
is received. For the purpose of making the LDR even more flexible and to be able
to work seamlessly with a neural network, we include the incremental versions of
LDA, PCA, and LPP into the PMO framework. Fig 3.3 shows the outline of the
incremental LDR procedure using PMO.
The data arrives in the form of chunks, the statistics of which are used to update the parameters in the objective functions of the LDR method. The updated
objective is then minimized using the PMO method to obtain the lower dimensional projection matrix. Depending on the type of LDR method used, either the
reconstruction error is calculated as is the case for PCA and LPP or a classifier is
trained in the lower dimensional space and the labels are predicted for LDA. In this
work, we consider the incremental versions of PCA, LPP, and LDA.
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Figure 3.3: Architecture of the incremental linear dimensionality reduction with
the PMO. The data arrives in the form of batches, which are used to update the
parameters for the chosen LDR. The PMO then finds the lower dimensional projection matrix using the updated parameters. Depending on the LDR, the output
is either the reconstruction error or labels obtained from a classifier trained in the
lower dimensional space.
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Chapter 4

Principal Component Analysis
4.1

Background

Principal Component Analysis (PCA) [32] is a popular tool for dimensionality
reduction [40] and data representation [41] in the fields of signal processing and
pattern recognition, and is commonly used in data visualization. PCA is originally
formulated as the minimization of the sum of squares between projected data points
and the original data. More recently, the maximizing the variance formulation is
used more often [42] and an example of this is shown in Fig. 4.1.

Figure 4.1: Illustration of the lower 1D projection obtained for 2D data using the
PCA method. The lower dimensional projection is along the maximum variance in
the data.
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4.1.1

L2 -norm Principal Component Analysis

Principal Component Analysis (PCA), in its L2 formulation, preserves the maximal amount of variance in a low dimensional projection of the data. Let X =
[x1 , x2 , . . . , xN ] ∈ Rd×N be the data matrix which is d dimensional and has N
data points. The aim of PCA is to learn an orthogonal projection R which projects
the d dimensional input data X to a lower r (r < d) dimensional space in such
a way as to minimize the L2 -norm reconstruction. The reprojection minimization
formulation of L2 -PCA is given as:
RL2 =

( X − RRT X

arg min
R∈Rd×r ,RT R=Ir

2
)
2

(4.1)

However, since its introduction it has been shown that there are three formulations of L2 -PCA that are equivalent according to the L2 -norm projection theorem.
In addition to Eq. (4.1), L2 -PCA can also be formulated by maximizing the energy
of the data in the projected space as in Eq. (4.2). Both Eq. (4.1) and Eq. (4.2) are
equivalent formulations of L2 -PCA.
RL2 =

4.1.2

arg max
R∈Rd×r ,RT R=Ir

(∥RT X∥22 )

(4.2)

Lp -norm Principal Component Analysis

The Lp -norm is of particular interest when 0 < p < 1.0, when outlier data is
involved. Compared to the L1 and L2 formulations, these fractional norms place
less emphasis on the outlier datapoints.
More generalized versions of Eq. (4.1) and Eq. (4.2) can be extended to the
Lp -norm which is a more generalized and robust formulation of PCA. The equation
for the Lp -norm of an n-dimensional vector x is given as,
∥x∥p =

n
X

!1

p

|xi |p

,

(4.3)

i=1

where |·| is the absolute value and p is an arbitrary real value greater than zero.
As is the case with the L1 -norm, the reprojection theorem does not hold for the
Lp -norm PCA formulation and the singular value decomposition cannot be used.
The optimization problem then becomes:

RLp =
arg min
∥X − RRT X∥pp ,
(4.4)
R∈Rd×r ,RT R=Ir
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and
RLp =

arg max
R∈Rd×r ,RT R=Ir


∥XR∥pp .

(4.5)

Under this new formulation, Eq. 4.4 and Eq. 4.5 are no longer equivalent.

4.1.3

Incremental Principal Component Analysis

Incremental PCA is used when all the data is not available at once. In incremental
PCA, the amount of memory used is independant of the number of data samples.
It builds a low-rank approximation of the input data and the size (or memory) of
every input batch to the model is the same. Thus, changing the batch size lets you
control the memory usage whilst still being dependant on the input data features.
For incremental PCA, if the data is arriving in the form of batches, the running
mean and variance updates are calculated using the mean update and a Youngs and
Cramer variance update from ([43]). We adapt the method used by Scikit-learn
which uses formulation of Ross et al. [44], which is an extension of [45]. The
incoming data batch is mean subtracted and the mean correction is calculated as a
function of the running mean and mean subtracted data. The singular values of the
data batch, along with the mean correction, and the data batch together form the
new input to the model. In the next iteration, the mean correction and the singular
values of the previous data matrix are used with the new data batch to form the next
input to the model.

4.2

Experiments

We discuss the experiments related to PCA, these are the L2 -norm, Lp -norm, and
incremental PCA experiments. We show the results of PCA with PMO for synthetic and real world datasets and compare them with the existing methods. All
experiments are written in Pytorch and were performed on a computer running
Ubuntu 16.04 Linux Server and a NVIDIA Titan V GPU.

4.2.1

L2 -norm PCA Experiments

For the PCA experiments, data followed a Gaussian distribution with random covariance and a mean of 2. R(orth) is the projection matrix obtained using our PMO
method and R(eig) is the projection matrix obtained by a tradition eigenvector approach by orthogonalizing the top d eigenvectors of XX T . We also compare our
approach to the two-step method provided by [3] using the same metric. The metric
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used to compare the methods is the normalised improvement over the eigenvector
objective, described as:
−

(fX (R(orth) ) − fX (R(eig) ))
,
|fX (R(eig) )|

(4.6)

We have followed the descriptions of the datasets used by ([3]) in their paper to facilitate the comparison of the two-step method and the PMO. There are two experiments done for PCA, the d-sweep and the r-sweep. For the d-sweep experiments,
PCA was run on 20 random datasets each of dimensionality, d ∈ [4, 8, 16, 32, 64,
128, 512, 1024], and projecting onto the dimension of r = 3. Further, the r-sweep
experiments are done for a dataset of fixed dimensionality d = 100, and the dimensions the data were projected onto were varied as r ∈ [1, 2, 5, 10, 20, 40, 80].
For all the experiments, the eigenvector decomposition is optimal for L2 -PCA,
and the PMO and two-step methods give the same solution as is shown in Fig. 6.2.

4.2.2

Lp -norm PCA Experiments

We conducted two sets of experiments to demonstrate the effectiveness of the fractional Lp -norm PCA when dealing with outliers. Our experiments are the first to
provide comparisons between the reprojection and projection formulations of Lp norm PCA.
For our first set of experiments, we use synthetically generated Gaussian data
with outliers from a different data distribution. We use the reprojection error of
the test dataset as a performance metric to compare the reprojection and projection
formulations. We also compare our results to the projection experiments done by
Kwak [2]. We use explained variance as a measure to check the influence of the
outliers on the PCs.
For our second set of experiments, we introduce noise to a facial identification
dataset by replacing images with white noise or by covering a patch of the image
with random uniform noise.
The aim of each experiment is to learn a linear projection to a lower dimensional space that can capture the signal while successfully ignoring the effects of
the outliers. To do this, we extract the PCs on the signal-with-outlier training
dataset and test it on a withheld test dataset that is uncorrupted.
Synthetic Dataset Experiments
In order to investigate the robustness of Lp -norm PCA to outlier data, we generate a
synthetic dataset with outliers. The data is a 25 dimensional vector with 600 points
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sampled from a multivariate Gaussian distribution of which 100 points (16.66%
of the total data) are outlier datapoints. The inlier data is sampled from a zero
mean normal distribution with a covariance matrix, that has elements in the range
cin ∈ [1, 5]. The outlier data is sampled from a normal distribution with mean,
µout ∈ [100, 200] and a covariance matrix, that has elements in the range cout ∈
[1, 200]. The outlier data is sufficiently different from the actual datapoints.
We examine the impact of noise on the extracted PCs in-terms of the reconstruction error and the explained variance. For these experiments we generated
100 separate datasets and present the mean and standard deviation across all 100
tests. We compare the reprojection error achieved by our method with the results
from a SVD-based implementation of L2 -PCA and the PCA-Lp method given by
Kwak [2]. The PCA-Lp is only a projection maximization based algorithm.
In the first set of experiments we used a constant training set size of 500 samples and an uncorrupted test set with 100 samples. The number of principal components extracted is 10. The experiment is repeated for p-norms in the range [0.5,
2.0]. The normalized square error between the test dataset and the reprojection
of the projection of the test data is what constitutes the reconstruction error. It
is a measure of how much information of the test dataset is retained in the lower
dimensional subspace.
The average reconstruction errors for PCA-Lp and PMO-Lp -PCA in the reprojection and projection formulation are shown in Figure 4.2. The plots indicate
that PMO outperforms PCA-Lp , especially for p < 2. Interestingly, the reprojection maximization method is shown to perform generally better than the projection
maximization method.
For the second set of experiments with the synthetic data, we calculate the
explained variance of PMO with Lp -PCA for various p-norms. The number of
principal components extracted is also varied from 1 to 24.
Explained variance is the ratio of the variance of the projected lower dimensionality dataset to the total variance of the original dataset. First, the model is
trained with outlier data and tested on the clean test dataset. We expect the explained variance of Lp -PCA to be higher than that of L2 -PCA, as Lp -PCA is affected by outliers to a lesser extent. These results are shown in Fig. 4.3 confirming
our prediction.
On the other hand, if outlier data is used for testing, then the explained variance
of Lp -PCA is lower than that of L2 -PCA, as Lp -PCA is less susceptible to the effect
of outliers than L2 -PCA. From the results in Fig. 4.4, it is clear that the explained
variance follows the expected trend for fractional p-norms.
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Figure 4.2: Reconstruction error for various values of p-norm using the projection
(blue) and reprojection (red) methods. The errors are compared to the projection
experiments (green) done by Kwak [2].

Labeled Faces in the Wild Experiments
Labeled Faces in the Wild (LFW) [46] is a dataset consisting of 13,233 faces.
The images were converted to grey-scale and resized to 31 × 21 to reduce the
computational burden. Two sets of experiments are performed, using scaled LFW
images, by adding noise to the training data in the form of occlusions or outliers.
For the robust Lp -norm PCA, in the scaled LFW outlier experiments, 10% of
the data is replaced entirely with random uniform noise and split into training and
test datasets. The robust Lp -norm PCA is then trained to reduce the dimensionality of the dataset to 100. The reconstructions based on the 100 components are
obtained from the test set and are compared with the L2 -PCA implementation.
Fig. 4.5 shows the components obtained with PMO for p = 1 using both projection and reprojection. The components extracted from the L1 -PCA method are
generally less noisy than those extracted from L2 -PCA. We can see that the com34

Figure 4.3: The explained variance for Lp = 1, 2 for projection and reprojection
when testing with clean data. As the p-norm increases, the expected variance decreases.

ponents from the L1 -PCA reprojection method have preserved the face outline
and attributes better than the components from L2 -PCA or the L1 -PCA projection
method. From the last component, the L1 -PCA reprojection still has a smooth
contour of the face whereas the L2 -PCA components look more noisy.
From the reconstructions in Fig. 4.7, the L2 -PCA faces still retain more noise
from the outliers, while the faces reconstructed from the L1 -PCA have lesser noise
and display the features more clearly. The reconstructions also show the results
from the PMO and the two-step methods which do not show a big difference qualitatively. Fig. 4.6 shows the components extracted from the L0.5 -PCA experiments
and Fig. 4.7 shows the reconstructions from the L0.5 -PCA experiments.
In the scaled LFW occlusion experiments, 90% of the data is used for training
and the rest 10% as testing data. Patches of random uniform noise that cover 5%
of the total face are randomly placed on the training dataset. The robust Lp -norm
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Figure 4.4: The explained variance for Lp = 1, 2 for projection and reprojection
when testing with outlier data. As the p-norm increases, the expected variance
increases.

PCA is then trained on these outlier training data, with p-norms of 1.0 and 0.5.
The components extracted by reducing the total dimensions of the data to 100 are
compared with those obtained from the L2 -PCA experiments. The reconstructed
images of the faces are also compared for images which have an occlusion patch.
The reconstructions of the face images with L2 -PCA and with L1 and L0.5 -norm
PCA are shown in Fig. 4.10 for the PMO and two-step methods using the reconstruction minimization formulation. From the reconstruction plots, the L2 -PCA
reconstruction has the residual of the noise patch and thus have a noisy texture
while the L1 and L0.5 -PCA have details that are filled into the noise patches. The
reconstructions from the PMO method seen to have more detail and less noise when
compared to the two-step method as well.
From the components shown in Fig. 4.8, we can see that when more components are extracted, L1 -PCA reprojection method better preserved the face contours
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Figure 4.5: Principal components (1-10) extracted from the scaled LFW dataset
reduced to 100 dimensions. First row are components extracted from L2 -PCA,
middle row are components extracted from the L1 projection maximization experiments, and the last row are the components extracted from the L1 reprojection
minimization experiments.

while L2 -PCA is more impacted by the outliers. However, when few principal
components are extracted both L1 -PCA and L2 -PCA methods perform similarly.
Fig. 4.9 shows the components extracted from the L0.5 -PCA experiments. These
results illustrate that the L0.5 -PCA reconstructions are better than both L1 -PCA
and L2 -PCA reconstructions.

4.2.3

Incremental PCA Experiments

For the incremental PCA experiments, we consider the Digits dataset [47] that
consists of 1797 samples images of 8x8 pixels (64 dimensions) of handwritten
digits containing classes 0 to 9. The training data is 70% of the total samples
(1258 samples) and the test split consists of 30% of all the samples (539 samples).
Each of these images is reduced to a dimension of 10 for the experiments. The
data arrives in the form of batches and each iteration takes a 100 randomly chosen
samples. Each sample batch has a random number of samples from each of the
classes. The lower dimensional projection from the PCA LDR method with PMO
is calculated for each batch of data and the reconstruction error is calculated on
the held out test data. The results for the incremental PCA using the PMO and
two-step methods are shown in Figs 4.11.
From the plot, the reconstruction error from the PMO is always lower than that
from the two-step optimization method. Further, PMO tends to converge to the
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Figure 4.6: Principal components extracted by reducing the face dataset to 100 dimensions using p = 0.5. The first row are components extracted from L2 -PCA,
the middle row are components extracted from the L0.5 projection maximization
experiments, and the last row are the components extracted from the L0.5 reprojection minimization experiments.

optimal solution more rapidly than the two-step method. The optimal solution for
PCA is however obtained from the eigenvector solution which both the two-step
and PMO converge to when all the data is available.

38

Figure 4.7: Reconstruction of face images using 100 components of the proposed
robust Lp -norm PCA with p = 0.5 (left) and 1.0 (right) (a) Original face images, (b)
reconstructed images using components extracted from the L2-PCA experiments,
(c) reconstructed images using components extracted from the PMO experiments,
and (d) reconstructed images using components extracted from the two-step experiments.

Figure 4.8: Principal components extracted by reducing the scaled LFW dataset to
100 dimensions using p = 1. The network is trained with outlier images and tested
with face images with an occlusion patch. The first row are components extracted
from L2 -PCA, the middle row are components extracted from the L1 projection
maximization experiments, and the last row are the components extracted from the
L1 reprojection minimization experiments.
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Figure 4.9: Principal components extracted by reducing the scaled LFW dataset
to 100 dimensions using p = 0.5. The network is trained with outlier images
and tested with images with an occlusion patch. The first row are the components
extracted from L2 -PCA, the middle row has components extracted from the L0.5
projection maximization experiments, and the last row are components extracted
from the L0.5 reprojection minimization experiments.

Figure 4.10: Reconstruction of face images using 100 components of the proposed
robust Lp -norm PCA with p = 0.5 (left) and 1.0 (right). The network is trained with
outlier images and tested with face images with an occlusion patch. (a) Original
face images, (b) original image with the occlusion patch, (c) reconstructed images
using components extracted from the L2-PCA experiments, (d) reconstructed images using components extracted from the PMO experiments, and (e) reconstructed
images using components extracted from the two-step experiments.
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Figure 4.11: Reconstruction errors from the incremental PCA Digits experiment
versus the number of samples for the PMO and two-step methods. The blue line is
the reconstruction error obtained from the eigenvector solution.
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Chapter 5

Linear Discriminant Analysis
5.1

Background

Linear Discriminant Analysis (LDA) [34, 48, 49] is a supervised dimensionality
reduction method where the lower dimensional projection is found in such a way
that separation between different classes is maximized while clustering samples
from the same classes closer together. An example of the LDA optimal projection
for the 2D sample is shown in Fig. 5.1.

Figure 5.1: Illustration of LDA for 2D samples and the corresponding 1D projection. Samples from the same class are clustered together and the distance between
the different class clusters are maximized.
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5.1.1

L2 -norm Linear Discriminant Analysis

Linear Discriminant Analysis (LDA) projects labeled data in a lower dimensional
space, in a way that maximizes the separation between classes. Let
X = [x1 , x2 , . . . , xN ] ∈ Rd×N be the data matrix which is d dimensional and has
N data points. To find the LDA projection, the between class scatter matrix (SB )
and the within class scatter matrix (SW ) are calculated as:
SW =

n
X

T

(xi − µci )(xi − µci )

and

i=1

SB =

n
X

(µci − µ)(µci − µ)T , (5.1)

i=1

where µ is the mean of the entire dataset and µci is the class mean associated
with xi . The LDA projection matrix R ∈ Od×r (d < r is the dimension of the
lower dimensional space) aims to maximize the between-class variability while
minimizing the within-class variability, which leads to minimizing the following
objective,
trace(RT SB R)
fLDA = −
.
(5.2)
trace(RT SW R)
The projection matrix R is orthogonal under this objective function. The eigen−1
SB ).
value solution considers the top d eigenvectors of the objective (SW

5.1.2

Lp -norm Linear Discriminant Analysis

In the presence of outliers, the robust Lp -norm version of LDA produces better
results. Using linear transformations, Eq. 5.2 is re-written in terms of the L2 -norm
as,
tr(RT SB R)
tr(RT SW R)
R
P
tr( C
Nc [RT (µci − µ)][RT (µci − µ)]T )
= arg max
Pi=1
T
T
T
tr( N
R
i=1 [R (xi − µci )][R (xi − µci )] )
PC
Nc tr([RT (µci − µ)][RT (µci − µ)])
= arg max Pi=1
N
T
T
R
i=1 tr([R (xi − µci )][R (xi − µci )])
PC
2
T
i=1 Nc R (µci − µ) 2
= arg max PN
2 ,
T
R
i=1 ∥ R (xi − µci )∥ 2

R∗ = arg max

(5.3)
(5.4)
(5.5)
(5.6)

where ∥ .∥ 2 is the L2 -norm. Thus, traditional LDA can be represented using L2 norm. The use of the L2 -norm distance makes it very sensitive to outliers. In order
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to reduce the sensitivity of outliers, LDA based on L1 -norm distance has been used.
By extension, the objective function can be generalized as follows,
p
T
i=1 Nc R (µc − µ) p
PN
p
T
i=1 ∥ R (xi − µci )∥ p

PC
f=

(5.7)

with RT R = I and ∥ .∥ p is the Lp -norm for (p > 0).
The objective function described in Eq. 5.7 can face stability issues for some
values of p-norms such as when p = 1, this is because the absolute value is not
divisible at zero. To get around the issue of singular points, the sign function is
used, which is described as,


if x > 0,
1,
sign(x) = 0,
(5.8)
if x = 0,


−1, if x < 0.
Eq. 5.7 is then re-written as,
PC

f = Pi=1
N

Nc [sign(RT (µc − µ))RT (µc − µ)]p

i=1 [sign(R

T (x
i

− µci ))RT (xi − µci )]p

.

(5.9)

The presence of outliers in the data compromises the methods that use the L2 norm to find the lower dimensional representation as it is more prone to the outlier
points. This has led to the introduction of the L1 -norm and more generally Lp norm based methods for dimensionality reduction. This analysis can be extended
to Lp -LDA, where the objective function described in Eq. 5.9 with the generalized
Lp -norm is used instead of the conventional LDA objective function Eq. 5.2, and
the value of p can be easily changed.

5.1.3

Incremental Linear Discriminant Analysis

Consider the data matrix, X ∈ Rd×N which has N sample points. For incremental
LDA, samples arrive in the form of batches, Y0 , Y1 , ... until all the data has been
seen by the model. At each time step, a number of samples, L that corresponds to
the batch size are seen by the model, such that Yi = {y1 , ..., yL } and L ≥ 1. The
model is updated by incorporating the new batch of samples, (Swy , Sby , ȳ, L) and
finding the new eigenspace, ϕ = (Sw ′ , Sb ′ , x̄′ , N +L). We consider the incremental
LDA case where the new batch of samples added belong to known classes. For each
batch, lc is the number of samples from each class c in the batch of size L. The
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′
updated
PM of samples seen by the model is nc = nc + lc , and N + L =
PM ′ number
c=1 (nc + lc ). The updated class mean is:
c=1 nc =

x¯′c =

1
(nc x¯c + lc y¯c ),
nc + lc

(5.10)

where y¯c is the mean of the new samples in class c. The updated total mean is:
x̄′ =
where, ȳ =

1
Lk

PLk

j=1 yj .

1
(N x̄ + Lk ȳ)
N + Lk

(5.11)

The updated between-class scatter matrix is [5],

Sb′

=

M
X

n′c (x¯c ′ − x̄′ )(x¯c ′ − x̄′ )T .

(5.12)

c=1

The updated within-class scatter matrix is [5],
Sw′ =

M
X

Σ′c

(5.13)

c=1

Σ′c = Σc +

n2c
lc (lc + 2nc )
nc lc2
F
+
Gc +
Hc
c
(nc + lc )2
(nc + lc )2
(nc + lc )2

(5.14)

where,
Fc = (ȳc − x̄c )(ȳc − x̄c )T ,
Gc =

lc
X

(5.15)

(ycj − x̄c )(ycj − x̄c )T ,

(5.16)

(ȳcj − ȳc )(ȳcj − ȳc ))T .

(5.17)

j=1

Hc =

lc
X
j=1

The objective function for LDA in Eq. (5.2) remains the same, except the scatter matrices are now represented by the expressions in Eqs. (5.12) and (5.13).

5.2

Experiments

We perform and compare the L2 -norm LDA, Lp -norm LDA, and the incremental
LDA methods with PMO on real and synthetic data as described in the sections below. Each of the methods are compared to the respective state of the art techniques.
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5.2.1

L2 -norm LDA Experiments

We have followed the descriptions of the datasets used by ([3]) in their paper to
facilitate the comparison of the two-step method and the PMO. There are two
experiments done for each LDR method, the d-sweep and the r-sweep. For the
d-sweep experiments, the LDR was run on 20 random datasets each of dimensionality, d ∈ [4, 8, 16, 32, 64, 128, 512, 1024], and projecting onto the dimension of
r = 3. Further, the r-sweep experiments are done for a dataset of fixed dimensionality d = 100, and the dimensions the data were projected onto were varied
as r ∈ [1, 2, 5, 10, 20, 40, 80]. For the d-sweep experiments, the data (N=2000)
is normally distributed with random covariance (exponentially distributed eccentricity with mean 2). The metric used to compare the methods is the normalised
improvement over the eigenvector objective Eq 4.6. The R(eig) is the projection
matrix obtained by a tradition eigenvector approach by orthogonalizing the top r
−1
SB . where fX is the objective function described in Eq. 5.2.
eigenvectors of SW
The experiments were run 20 times and the results for the two methods are shown
in Fig. 5.2. The results illustrate that for all the experiments, PMO outperforms
[3] with the added benefit of not having to manually calculate the gradient of the
objective function.

Figure 5.2: Results from the d-sweep (left) and r-sweep (right) experiments using
LDA with PMO and two-step ([3]) optimization.
The r-sweep experiments contain N = 1000 data points in each of the d
classes. The within class data was generated according to a normal distribution
with random covariance (uniformly distributed orientation and exponentially distributed eccentricity with mean 5), and each class mean vector was randomly chosen (normal with standard deviation 10/d). The results of the sweep are shown in
Fig. 5.2. In both the experiments, the PMO does better than the two-step method
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and shows a greater normalized improvement. The results from this experiment
are published in the Neurips 2020 Workshop on Differential Geometry meets Deep
Learning [50].

5.2.2

Lp -norm LDA Experiments

We test out Lp -LDA-PMO on both toy and real world datasets. Each of the datasets
have a certain percentage of outliers in the training data. The objective function Eq.
5.9 is used with the PMO algorithm to obtain the lower dimensional projection. The
metric used for comparison is the classification accuracy for each of the p-norms
for Lp -LDA. The results of this project are published in the ICML 2022 Workshop
on Topology, Algebra, and Geometry in Data Science (TAG-DS).
Toy Data Experiments
The toy-data datasets are all generated using a Gaussian distribution. We show the
results for two synthetic datasets described below:
Two-dimensional Data
In this experiment, we make a synthetic two-dimensional dataset with two-classes
with covariance matrices [0.05, 0; 0, 2]. There are 20 samples in the positive class
and 19 in the negative class. An outlier data point with coordinates [10, 10] is
designated to the negative class. The entire dataset of 40 points is used for training
the model and finding the projection onto one dimension. The optimal projection
of the dataset without the outlier point is [1, 0] or the x-axis. However, the optimal
projection vectors for various p-norm values for LDA is shown in Fig. 5.3.
The line corresponding to the p-norm of 0.5 is closest to the optimal projection
line while the slope decreases with increasing p-norms showing that smaller norms
work better for outlier data.
Three-dimensional Data
The three-dimensional dataset contains 300 data points in three classes. The covariance matrix of all the classes is [0.1, 1, 1; 0, 1, 0;, 0, 0, 0.1] with mean vectors
of [0, 0, 0], [0, 4, 0], and [2, 2, 0]. Each class contains 100 datapoints and 20 data
points from each class are chosen to construct the training set. The remaining 80
points are used as a test dataset. An outlier point [100, 100, 0] is used to substitute
for one point in the first class of the training set. The dataset is projected onto two
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Figure 5.3: Projection vectors for the various p-norm values for Lp LDA on the
two-dimensional dataset.

dimensions and the classification accuracy of the test set is obtained for each of the
p-norm values of Lp -LDA. The 2D projection of the data for each of the p-norms
along with the testing accuracy is shown in Fig. 5.4.
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Figure 5.4: Projection vectors for the various p-norm values for Lp LDA on the
three-dimensional dataset with testing accuracy in parenthesis.
In the presence of outliers, L2 -LDA does not make the best lower dimensional
representation as shown by the projection plots and classification accuracy. Lower
values of p-norms tend to perform better and make more discriminate projections.
Iris+noise Experiments
In this experiment, we utilize the Iris dataset from the UCI database [51] and add
random Gaussian noise to the training data split. We compare the PMO with a
method presented by Li et al. [4] called bilateral Lp -norm two-dimensional linear
discriminant analysis (BLp2DLDA) which is more robust to outliers and noise by
using the objective function in Eq. 5.9. The optimization problem of BLp2DLDA
can be derived through the Bayes error bound optimization. Since the proposed
BLp2DLDA involves the Lp -norm operation on both its numerator and denominator, a modified gradient ascent method is used to solve it. Ye et al. [52] propose a
robust linear discriminant analysis via simultaneous Ls -norm distance maximization and Lp -norm distance minimization (FLDA-Lsp), which utilizes Ls - and Lp -
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norm to respectively measure the between- and within-class scatter matrices. The
projection matrix for each of the p-norms [0.5, 1, 1.5, 2] are computed and the final
test accuracy of the test dataset is recorded for each of the two methods Lp -LDAPMO and BLp2DLDA [4]. Fig. 5.5 shows that Lp -LDA-PMO does better than
BLp2DLDA for all the p-norms.

Figure 5.5: Comparison of the performance of Lp -LDA-PMO and BLp2DLDA [4]
for the Iris+noise dataset.
Face Recognition Experiments
For the face recognition experiments, we make use of two datasets, the ORL
database and the Yale database. Two types of noises are added to make the outlier
data; salt and pepper noise (S&P), and Gaussian noise (Occlusion). For experiments with Gaussian noise, patches of random uniform noise that cover 30% of
the total face are randomly placed on the training dataset. For the salt and pepper
outliers, the entire image is subjected to salt and pepper noise of density 0.1. The
percentage of outlier data for the training set is varied and the corresponding classification accuracies are noted for each of the p-norms in Lp -LDA-PMO. Examples
of the Gaussian and salt and pepper noise are shown in Fig.5.6.

50

Figure 5.6: Example of corruption with Gaussian noise patch (top) and salt and
pepper noise (bottom) for faces in the Yale dataset.

ORL Database Experiments
The ORL database consists of ten different classes and each class has 40 distinct
images. All the images are taken against a dark homogeneous background with the
subjects in an upright, frontal position. Each image is of size 119x92 pixels which
are resized down to 32x32 for the experiments. 70% of the images for each subject
is taken to form the train dataset and the remaining images form the test set. [0,
5, 10, 50, 90]% of the training set is subjected to outliers in the form of Gaussian
noise or salt and pepper noise. The projected dimension is 39 and the classification
accuracy on the test dataset is calculated using an SVM for each of the p = 1 and
p = 2 norms. The results from the experiment are in Table 5.1.
Yale Database Experiments
The Yale faces database consists of 165 images of 15 classes and each image is
225x195 pixels. Each class has 11 instances which are resized to 32x32 pixels.
This database is considered as it contains images with different facial expressions
and lighting conditions. A random set of 10 images from each class is taken as the
training dataset and the rest of the database is used as the test set. Outliers in the
form of Gaussian and salt and pepper noise are added to the training set in the same
procedure as the ORL database. The projected dimension in this case is 14 and the
classification accuracy on the test dataset is calculated using an SVM for each of
the p = 1 and p = 2 norms. The results from the experiment are in Table 5.2.
From the faces experiments, as the percentage of outliers increases, the overall test accuracy decreases. The advantage of using a smaller p-norm becomes
apparent for higher outlier percentages. In each of the cases, using Lp -norm does
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Table 5.1: Accuracy results of Lp -norm LDA with p = 1 and p = 2 norms from
the ORL experiments along with the % improvement of the error of the L1 -LDA
result over L2 -LDA.
Outlier %
0%
5%
10 %
50 %
90 %

p=1
1.00
0.99
0.98
0.86
0.79

Occlusion
p = 2 % imp
0.99
0.96
75
0.95
60
0.80
30
0.76
12.5

p=1
1.00
0.99
0.99
0.91
0.65

S&P
p=2
0.99
0.99
0.99
0.85
0.63

% imp
0
0
40
5.4

Table 5.2: Accuracy results of Lp -norm LDA with p = 1 and p = 2 norms from the
Yale Faces experiments along with the % improvement of the error of the L1 -LDA
result over L2 -LDA.
Outlier %
0%
5%
10 %
50 %
90 %

p=1
1.00
0.85
0.85
0.79
0.70

Occlusion
p = 2 % imp
0.80
0.79
28.57
0.79
28.57
0.76
12.5
0.64
16.66

p=1
1.00
0.88
0.82
0.82
0.76

S&P
p=2
0.80
0.76
0.82
0.79
0.73

% imp
50
0
14.28
11.11

better than or the same as using L2 -norm LDA.
UCI Dataset Experiments
We applied the robust Lp -norm LDA to several datasets in the UCI machine learning repositories [51] namely, wine, breast cancer, heart disease, balance, waveform,
and waveform with noise. The details on the number of classes, instances and attributes are provided in Table.5.5. In each case the train-test split was 70-30% of
the entire data and the projected dimension is one less than the number of classes.
Random Gaussian noise is added to the training data to make the outlier dataset
and the test data is left unchanged. The classification method employed was the
one nearest neighbor and the accuracy of the PMO and two-step methods for each
of the p = [0.5, 1.0, 1.5] norms is shown in Table 5.4.
From the table, PMO does better than two-step in terms of accuracy and all of
the Lp -norm LDA do better than or as well as the L2 -norm LDA further validating
out method and theory.
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Table 5.3: Properties of UCI dataset
Dataset
Wine
Breast Cancer
Heart Disease
Balance
Waveform
Waveform+Noise

Classes
3
2
2
3
3
3

Instances
178
569
303
625
5000
5000

Attributes
13
30
13
4
21
40

Table 5.4: Accuracy of the PMO and two-step methods for the UCI datasets
Dataset
Wine
PMO
Breast Cancer
PMO
Balance
PMO
Heart Disease
PMO
Waveform
PMO

5.2.3

L0.5
0.55
0.611
0.766
0.777
0.84
0.845
0.615
0.648
0.806
0.817

L1
0.61
0.61
0.76
0.772
0.845
0.877
0.626
0.758
0.818
0.825

L1.5
0.59
0.685
0.76
0.766
0.872
0.872
0.68
0.714
0.807
0.826

L2.0
0.537
0.592
0.742
0.748
0.819
0.84
0.615
0.726
0.812
0.824

Incremental LDA Experiments

In this section, we show the effectiveness of incremental LDA using PMO on three
different types of experiments and compare our results with some of the existing
methods. We consider using deep features, adding new samples, and adding new
classes as the types of experiments. Each experiment initializes the scatter matrices
in two stages, the base initialization stage, which is the training data provided in the
first batch and the subsequent update steps. Once the scatter matrices are updated
base on Eqs. 5.12 and 5.13, the objective function for LDA, Eq. 5.2 is used with
the PMO to obtain the lower dimensional projection matrix. The results discussed
here are published in the CVPR 2021 Workshop DiffCVML [53].

53

Deep Features
A ResNet-18 [54] network was trained from scratch on the CIFAR-10 [55] and
MNIST [56] datasets. These networks were used to extract image features that
were fed into the incremental LDA model in a batch wise manner. The base initialization and each batch had a total of 256 samples from all the classes. The
dimension of the features from the final convolutional layer of ResNet-18 is 512.
Thus, each batch adds new samples to the existing classes. The scatter matrices
are calculated for every batch increment and the corresponding LDA projection
matrix is computed. The dimension of the projected space is one less than the total
number of classes. The final accuracy is obtained by training a linear layer on the
lower dimensional training projections and testing it on the lower dimensional test
data. The linear layer is trained with a cross entropy loss. The batch size in each
of these experiments is 256. The optimization method is SGD [23]. The code was
implemented in Pytorch.

Figure 5.7: Plot of the accuracy of incremental LDA for MNIST with the fraction
of training data provided.

54

Figure 5.8: Plot of the accuracy of incremental LDA for CIFAR-10 with the fraction of training data provided.
From the plots in Figs. 5.8 and 5.7, it is clear that even with a small fraction
of the data, it is possible to obtain a high accuracy. After a significant portion of
the data have been received, performance plateaus and adding more data does not
increase in discrimination capabilities.
Adding New Samples
The datasets employed for these experiments are from the UCI Machine Learning
Repository [57]. The specifics of the datasets and their properties are described in
Table 5.5. The train-test split is done randomly and in a 80:20 ratio for each of the
datasets. The base initialization is done with a few samples from all the classes and
each new batch of data adds samples to the existing classes. In each of the cases,
the lower dimensional projection is one less that the total number of classes. The
results are compared with the accuracies obtained from the ILDA method described
in [5] and are reported in Table 5.4.
The plot for the accuracies versus the fraction of training data for the Iris dataset
is shown in Fig 5.9 for incremental LDA with PMO and ILDA [5]. From the graph,
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Table 5.5: Properties of the UCI datasets.
Dataset
Wine
Breast Cancer
Heart Disease
Iris
Sonar
Segmentation
Vehicle

# classes
3
2
2
3
2
7
4

# instances
178
569
303
150
208
210
846

# attributes
13
30
13
4
60
19
18

it is evident that incremental LDA with PMO does better in terms of final accuracy
on the test dataset. It also shows that just 40% of the training data is sufficient to
obtain a discriminative eigenspace.

Figure 5.9: Accuracy comparison of incremental LDA with PMO and ILDA [5]
for the Iris dataset for fractions of the training data.
In Fig. 5.10 we show the projections in the lower dimensional space for when
the projection matrix is obtained from 20%, 50% and 100% of the training data for
the UCI wine dataset. The lower dimensional projections appear to become more
linearly separable as the amount of training data increases. The accuracy reported
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is the accuracy on the entire test data.

Figure 5.10: Projection vectors for the UCI wine dataset for 20%, 50% and 100%
of the training data and their respective test accuracy.

Adding New Classes
In this set of experiments, the base initialization is done with data in two classes
and each batch of data provides a random number of new samples which may or
may not contain new classes. The batch size here is 20. This experiment is done
on the ORL database of faces and the final results are compared with two existing
methods: Incremental Fast Batch LDA (IFLDA/QR) [58] and Orthogonal LDA
(OLDA) [59].
IFLDA/QR [58] is the incremental version of the fast batch LDA (FLDA/QR)
that leverages the QR decomposition of the lower triangular matrix. This algorithm
takes the centroid of each class cluster and uses it as the matrix for decomposition.
The QR decomposition is optimized using the Cholesky-factorization. FLDA/QR
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has an intrinsic incremental mechanism that is updated using the Gram-Schmidt reorthogonalization process in a method called IFLDA/QR. While this method is fast
and can handle tasks such as insertion of samples to an existing class, insertion of a
novel cluster, and insertion of a chunk of data, they all require different algorithms
for updating the projection matrix.
Orthogonal LDA (OLDA) [59] solves for the objective function described in
equation Eq. (5.2). It also implements the Cholesky decomposition and the QR
decomposition to arrive at the optimal projection matrix. Incremental OLDA is the
incremental version of OLDA.
Both of the above methods arrive at the exact solution by means of analytically
solving for the objective function. The incremental LDA with PMO approach is
more flexible by utilizing the LDA objective function. Table 5.6 provides the final
accuracies on the ORL dataset for incremental LDA with PMO and each of these
methods.

Figure 5.11: Graph of incremental LDA with PMO accuracy versus the fraction of
the training data from the ORL dataset. The numbers in red indicate the number
of new classes (new face ID’s) added in that particular chunk of incoming training
data.
From Fig. 5.11, the maximum accuracy obtained at the final stage of incremental LDA is 98.75%. Even when the scatter matrices are initialized with a few
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classes, the incremental LDA with PMO method provides good accuracy. Each
chunk of data randomly adds new samples from existing classes or new classes
denoted by the numbers in red in Fig.5.11.
Table 5.6: Accuracy and complexity comparison of incremental LDA with PMO
with other incremental LDA methods for the ORL dataset.
Method
inc-LDA-PMO
IFLA/QR
OLDA

Accuracy
98.75%
92.25%
98.1%

Complexity
O( 16 × 105 )
O( 48 × 105 )
O( 64 × 105 )

From the table, incremental LDA with PMO does better when compared to
IFLA/QR and OLDA and has a slightly lower computational complexity when
compared to these methods.
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Chapter 6

Other Dimensionality Reduction
Methods
In this chapter, we discuss the other dimensionality reduction methods incorporated in the PMO framework, the Locality Preserving Projection (LPP), Maximum
Autocorrelation Factors (MAF), and the Canonical Correlation Analysis (CCA).

6.1

Locality Preserving Projections

PCA’s objective function is based on a global loss function, which makes it sensitive to outliers as shown in Fig 6.1. A popular alternative would be to consider
the local neighbourhood structure which is what the Locality Preserving Projection
(LPP) does. LPP constructs a neighbourhood graph of the training data which is
then used to define the loss function.

6.1.1

Traditional Locality Preserving Projections

Locality Preserving Projections (LPP) [33] considers the local structure of the data
as an alternative to the LDRs based on the global structure of the data. Using a local
structure is accomplished by formulating a neighborhood graph of the training data.
LPP is a linear approximation of the non-linear Laplacian Eigenmaps [60]. LPP
defines a graph with every data point, xi ∈ Rd as a vertex and the vertices xi and
xj are connected by the edge δij provided the points are in the ϵ neighborhood
(i.e. ∥xi − xj ∥ < ϵ). A kernel is used to weight the existing edges. The cost of

60

Figure 6.1: Illustration of the difference between PCA and LPP. LPP builds a graph
incorporating neighborhood information of the data set thus preserving local information. The lines are the basis, the first basis is the longer line segment, and the
second basis the shorter line segment. In this example, LPP is insensitive to the
outlier and has more discriminating power than PCA.

reconstruction, yi = P xi is,
n X
n
X

∥P xi − P xj ∥22 Wij ,

(6.1)

i=1 j=1

where, Wij = δi,j exp{− τ1 ∥xi − xj ∥22 }. This objective reduces to minimizing the
following objective,
fLP P −T raditional = tr(P XLX T P T ),

(6.2)

subject to P XDX T P T = I where, the matrix D is a diagonal matrix with the
columns of W , Dii = Σj Wij , where L = D − W is the Laplacian matrix.
The generalized eigenvalue solution of traditional LPP can be obtained by solving the equation, XLX T vi = λi XDX T vi where the matrix P is the columns of
vi . This equation is solved using an orthogonally constrained optimization over
M = (XDX T )1/2 P T ∈ Od×r . The orthogonal LPP objective is then the minimization of,
fLP P −Orthogonal = tr(M T (XDX T )−T /2 XLX T (XDX T )−1/2 M ).
Unlike the other LDR methods, the resulting linear projection
Y = P X = M T (XDX T )−T /2 X is not an orthogonal projection.
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(6.3)

6.1.2

Incremental Locality Preserving Projections

Incremental LPP takes place in three steps for data arriving in the form of chunks:
1. Update the mean and covariance matrix based on the data chunks.
2. Subtract the cumulative mean from each incoming data chunk.
3. The new data matrix consists of the new mean subtracted data chunk and the
cumulative mean.
Once the new data matrix is created, traditional LPP obtains the new components.

6.1.3

LPP Experiments

We show the results from traditional LPP on synthetic data and incremental LPP on
the Digits dataset [47] and they are both compared with the two-step method [3].
All experiments are written in Pytorch and were performed on a computer running
Ubuntu 16.04 Linux Server and a NVIDIA Titan V GPU.
Traditional LPP Experiments
The synthetic dataset used for LPP is the same as that described in the PCA experiments. For the LPP experiments, data followed a Gaussian distribution with
random covariance and a mean of 2. We have followed the descriptions of the
datasets in ([3]) to facilitate the comparison of the two-step method and the PMO.
There are two experiments done, the d-sweep and the r-sweep. For the d-sweep
experiments, LPP was run on 20 random datasets each of dimensionality, d ∈
[4, 8, 16, 32, 64, 128, 512, 1024], and projecting onto the dimension of r = 3. Further, the r-sweep experiments are done for a dataset of fixed dimensionality d =
100, and the dimensions the data were projected onto were varied as r ∈ [1, 2, 5, 10,
20, 40, 80].
The objective function for LPP, Eq. 6.3 is used with the algorithms for PMO
and the two-step method and the normalized improvement over the eigenvector solution, Eq. 4.6 is shown in Fig. 6.2. From the plots, the PMO shows a greater
improvement compared to the two-step method for both the d- and r-sweep experiments, showing that PMO is more optimal.
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Figure 6.2: Results from the d-sweep (left) and r-sweep (right) experiments using
LPP with PMO and two-step ([3]) optimization. The blue line represents the normalized improvements for PCA, which shows that the eigenvector solution is the
optimal one.

Incremental LPP Experiments
For the incremental LPP experiments, we consider the Digits dataset that consists
of 1797 samples images of 8x8 pixels (64 dimensions) of handwritten digits containing classes 0 to 9. The training data is 70% of the total samples (1258 samples)
and the test split consists of 30% of all the samples (539 samples). Each of these
images is reduced to a dimension of 10 for the experiments. The data arrives in
the form of batches and each iteration takes a 100 randomly chosen samples. Each
sample batch has a random number of samples from each of the classes. The lower
dimensional projection from the LPP method is calculated for each batch of data
and the reconstruction error is calculated on the held out test data. The results for
the incremental PCA and LPP methods are shown in Fig. 6.3.
From the reconstruction error plot, Fig. 6.3, the PMO with incremental LPP
has a lower error than the two-step method for all the batch increments and is much
lower than the reconstruction error obtained using just the eigenvector solution.

6.2

Maximum Autocorrelation Factors

Maximum Autocorrelation Factors (MAF) [36] is an LDR method that is able to
preserve the temporally interesting structure of data. Let the high dimensional
data X ∈ Rd×N have data points xt for t ∈ {1, ..., N }, where the index label
t represents the order in data. The lower dimensional representation includes the
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Figure 6.3: Reconstruction errors from the incremental LPP Digits experiment
versus the cumulative number of samples for the PMO and two-step methods. The
blue line is the reconstruction error obtained from the eigenvector solution.

temporal structure.
Assume that there is an underlying r-dimensional temporal signal that’s smooth,
and the remaining d − r dimensions are noise that is less smooth (lesser temporal
correlation). MAF then finds an orthogonal projection P = M T for M ∈ Od×r to
maximize correlation between adjacent points yt , tt+δ to give the objective,
fX (M ) = ρ(yt , yt+δ ) = q

E(ytT yt+δ )

=

2 )
E(yt2 )E(yt+δ

E(xTt M M T xt+δ )
tr(M T Σδ M )
=
,
tr(M T ΣM )
E(xTt M M T xt )

(6.4)
where Σ is the empirical covariance of the data
=
and Σδ is the
symmetrized empirical cross-covariance of the data evaluated at a one-step time
lag Σδ = n1 (E(xt+δ xTt ) + E(xTt xt+δ )). The objective of MAF is to maximize the
E(xt xTt )
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1
T
n XX

following objective function,
fM AF =

tr(M T Σδ M )
,
tr(M T ΣM )

(6.5)

with M ∈ Od×r . Similar to LDA, the heuristic solution of the lower dimensional
projection matrix is the top r eigenvectors of Σ−1 Σδ .

6.2.1

MAF Experiments

We have followed the descriptions of the datasets in [3] to facilitate the comparison of the two-step method and the PMO. The lower dimensional projection is
obtained by using the objective function for MAF, Eq. 6.5 in the PMO framework.
The synthetic data for the MAF experiments were generated by a random linear
transform. If the dimension of the dataset is d, the dataset is uniformly distributed
entries on [0, d − 1/2] of univariate random temporal functions which was generated with cubic splines with four randomly located knots (uniformly distributed
in the domain, standard normally distributed in range), plus noise. There are two
experiments done for each LDR method, the d-sweep and the r-sweep. For the
d-sweep experiments, the LDR was run on 20 random datasets each of dimensionality, d ∈ [4, 8, 16, 32, 64, 128, 512, 1024], and projecting onto the dimension of
r = 3. Further, the r-sweep experiments are done for a dataset of fixed dimensionality d = 100, and the dimensions the data were projected onto were varied
as r ∈ [1, 2, 5, 10, 20, 40, 80]. The results from the d and r sweep experiments are
shown in Fig 6.4. The normalized improvement over the eigenvalue solution Eq.
4.6 is considered for the comparison.
From the results, the normalized improvement for the PMO is higher than that
of the two-step method, further showing the advantage of the PMO over the existing two-step optimization.

6.3

Canonical Correlations Analysis

Canonical Correlation Analysis (CCA) is the problem of joint dimensionality reduction that focuses on finding linear combinations that account for the most correlation in two datasets as shown in the Fig. 6.5.
Given two datasets, Xa ∈ Rda ×N and Xb ∈ Rdb ×N , the lower dimensional
mappings Ya = Pa Xa and Yb = Pb Xb that maximize the correlation between Ya
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Figure 6.4: Results from the d-sweep (left) and r-sweep (right) experiments using
MAF with PMO and two-step ([3]) optimization.

and Yb is,
tr(Ya YbT )
E(yaT yb )
=q
ρ(ya , yb ) = q
E(yaT ya )E(ybT yb )
tr(Ya YaT )tr(Yb YbT )

(6.6)

tr(Pa Xa XbT PbT )
.
=q
tr(Pa Xa XaT PaT )tr(Pb Xb XbT PbT )

(6.7)

The traditional CCA maximizes the ρ(ya , yb ) under the constraint that all the variables are uncorrelated and have a unit variance, i.e., n1 Ya YaT = I, n1 Yb YbT = I, and
Ya YbT = Λ for a diagonal matrix Λ. Using the substitution, Pa = MaT (Xa XaT )−1/2
and Pb = MbT (Xb XbT )−1/2 for Ma ∈ Oda ×r and Mb ∈ Odb ×r , traditional CCA is
reduced to the maximization of tr(MaT (Xa XaT )−1/2 Xa XbT (Xb XbT )−1/2 Mb ).
The eigenvector solution for CCA is the top d left singular values of
(Xa XaT )−1/2 Xa XbT (Xb XbT )−1/2 for Ma and the top d right singular values for
Mb .
In general, Pa and Pb don’t represent orthogonal projections and thus CCA in
the traditional sense is unsuitable for applications where an orthogonal mapping
is required. Instead, Orthogonal CCA is formulated such that it maximizes the
correlation objective ρ( ya , yb ) over orthogonal matrices,
tr(MaT Xa XbT Mb )
fCCA = q
,
tr(MaT Xa XaT Ma )tr(MbT Xb XbT Mb )
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(6.8)

Figure 6.5: Illustration of the CCA dimensionality reduction method.

where, Ma ∈ Oda ×r and Mb ∈ Odb ×r . The desired lower dimensional mappings
are then the orthogonal projections, Ya = MaT Xa and Yb = MbT Xb .

6.3.1

CCA Experiments

We have followed the descriptions of the datasets in [3] to facilitate the comparison
of the two-step method and the PMO. The objective function for CCA, Eq. 6.8
is used with the PMO and two-step formulations to obtain the respective lower
dimensional projection. The CCA experiments require generating two sets of data,
Xa and Xb . The dataset Xa was generated using a random linear transformation of
the latent data Z (iid with Gaussian points with a d/2 dimensionality) with noise.
The dataset Xb was generated by a different random linear transformation of the
same latent space Z plus noise. There are two experiments done for CCA, the
d-sweep and the r-sweep. For the d-sweep experiments, the LDR was run on 20
random datasets each of dimensionality, d ∈ [4, 8, 16, 32, 64, 128, 512, 1024], and
projecting onto the dimension of r = 3. Further, the r-sweep experiments are
done for a dataset of fixed dimensionality d = 100, and the dimensions the data
were projected onto were varied as r ∈ [1, 2, 5, 10, 20, 40, 80]. The graph of the
percentage improvement of the two-step method and the PMO method over the
eigenvalue solution for the d and r-sweep experiments are shown in Fig. 6.6.
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Figure 6.6: Results from the d-sweep (left) and r-sweep (right) experiments using
CCA with PMO and two-step ([3]) optimization.

From the plots, we see than while PMO does not have as much of an improvement over the eigenvalue solution, it is still an improvement. These experiments
are highly sensitive to the data and for this particular dataset, the two-step method
does better than PMO while both of them do better than the eigenvalue solution.
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Chapter 7

Domain Adaptation
Deep neural networks have been used for a variety of tasks such as image classification, segmentation [61], image generation [62, 63], and speech recognition
[64, 24]. These models require a lot of labeled training data to make them generalizable and highly scalable [65, 66, 67]. There are practical scenarios where
labeled data from the test domain are scarce or not available, and supervised methods don’t maintain their performance, especially when the training and test data are
drawn from different distributions. An example of this would be to deploy a model
trained on images from one sensor corresponding to the source domain, and test
on images obtained from another sensor corresponding to the target domain. We
expect a drop in the accuracy due to the differences between the two domains [68]
and thus domain adaptation (DA) algorithms are necessary to recover performance.
A common application of domain adaptation is the case of unsupervised domain
adaptation (UDA), where there are labeled source data for training but unlabeled
target data [69, 66]. DA can reduce the need for costly labeling of the target domain
data by adapting the labels from the source domain [70].
Several surveys have been conducted on the topic of domain adaptation [67,
70, 71, 72, 73, 74, 75, 76, 77], but the datasets considered are the common domain
adaptation datasets, such as Office-31 (Amazon, Webcam, Digital) [78], Digits
(MNIST, SVHN, MNIST-M) [69, 79, 56], and Syn2Real [80, 81]. However, to
our knowledge there is no DA study based on aerial datasets. Aerial imagery is
important to the remote sensing community and presents unique challenges due
to changes in rotation, resolution, illumination, and noise depending on the sensor
characteristics. Moreover, models trained on ground based imagery do not generalize to aerial imagery due to some key differences. The viewpoints in aerial images
are different than those in ground based images, as a the field of view of aerial
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cameras is larger and covers greater distance. This often means that the objects in
aerial images consist of fewer pixels and are more difficult to describe. Other challenging conditions in aerial images include lower between-class variation, weather
related disturbances such as cloud cover, and greater variations in the orientation
of objects with respect to the background while still conveying the same contextual
information. These attributes make aerial datasets more challenging for generalization across domains and motivate the need for domain adaptation. In this chapter,
we discuss the performance of two state of the art DA methods on aerial DA. The
results of this work are published in Nagananda et al. [82].

7.1

Domain Adaptation Algorithms

This section offers a description of each DA methods Domain Symmetric Networks
(SymNets) [83], Robust Spherical Domain Adaptation (RSDA) [7] used in this
benchmarking study.

7.1.1

Domain-Symmetric Networks for Adversarial Domain Adaptation

The Domain Symmetric Network (SymNets) [83] utilizes a symmetric design of
the source and target classifiers for adversarial unsupervised domain adaptation.
SymNets use a novel adversarial learning method that includes a category-level
and domain-level confusion loss that can enhance the learning of features to be
domain-invariant for the various classes. The proposed cross-domain confusion
scheme makes the target classifier symmetric to the source classifier in terms of
predicting the classes. The domain-level confusion scheme used for the domain
adversarial training utilizes the convolutional layers in the network as a feature
extractor G, and the fully connected (F C) layers as the task classifier C. The domain discriminator D, which is symmetric to C is added on top of G to distinguish
between the features of the samples from the two domains.
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Figure 7.1: Architecture of SymNets [6]. The blue and red arrows indicate the
source and target domains and the losses corresponding to them respectively. The
yellow refers to the feature extractor and corresponding losses and green represents
the classifiers and their losses.
The architecture of SymNets is described in Fig. 7.1. In unsupervised domain
s
adaptation, the source domain is described as Ds = {(Xis , yis )}ni=1
containing ns
s
s
t
labeled samples Xi with labels yi , and the target domain is Dt = {(Xjt )}nj=1
t
containing nt unlabeled samples Xj .
The SymNets design consists of two parallel task classifiers for K number
of classes, C s and C t , which are based on a single Fully Connected (F C) layer
followed by softmax operations. The source task classifier C s is trained using the
cross-entropy loss over the labeled source samples,
s
min
Etask
(G, C s ) = −
s
C

ns
1 X
log(psyis (xsi )),
ns

(7.1)

i=1

where p(x) ∈ [0, 1] is the probability of the sample belonging to a class after
softmax. Since the target samples xt are unlabeled, the idea is to leverage the
labeled source samples to train the target domain classifier C t using the crossentropy loss (E):
t
min Etask
(G, C t )
Ct

ns
1 X
=−
log(ptyis (xsi )).
ns
i=1
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(7.2)

To make C s and C t distinguishable, domain discrimination training C st is done
using a two-way cross-entropy loss:
!
!
nt
ns
K
K
X
X
X
X
1
1
st
t
s
min Edomain
(G, C st ) = −
log
log
pst
pst
k+K (xj ) −
k (xi ) ,
nt
ns
C st
j=1

i=1

k=1

k=1

(7.3)
P
PK st
st (x) and
where K
p
p
(x)
are
the
probabilities
of
classifying
an
k=1 k
k=1 k+K
input sample x as belonging to the source and target domains respectively.
The category-level confusion loss makes use of the labeled source samples and
the feature extractor G is learned by the following objective:
ns
ns
1 X
1 X
s
s
s
(x
))
−
log(pst
log(pst
yi +K i
yis (xi )).
G
2ns
2ns
i=1
i=1
(7.4)
For the domain-level confusion loss, the unlabeled target samples are used as
the individual class label is not required for domain-level confusion. For the target
sample, the feature extractor G is learned by the following objective,
st
min Fcategory
(G, C st ) = −

st
(G, C st )
min Fdomain
G

!
!
nt
nt
K
K
X
X
1 X
1 X
t
st
st t
pk+K (xj ) −
pk (xj )
=−
log
log
2nt
2nt
j=1

j=1

k=1

k=1

(7.5)
The entropy minimization principle [84] is used in SymNets to enhance the
discrimination among task categories by summing over the probabilities at each
pair of category-corresponding neurons in C st ,
min M st (G, C st ) = −
G

qkst

nt X
K
1 X
qkst (xtj )log(qkst (xtj )),
nt

(7.6)

j=1 k=1

t
pst
k (xj )

t
pst
k+K (xj ),

where
=
+
k ∈ [1, ..., K].
The overall training objective is obtained by combining Equations (1)-(6) as,
min

C s ,C t ,C st

s
t
st
st
Etask
(G, C s ) + Etask
(G, C t ) + Edomain
(G, C st ) + min Fcategory
(G, C st )
G

st
+λ(min Fdomain
(G, C st )
G

st

st

+ min M (G, C )),
G

(7.7)
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st
where λ ∈ [0, 1] is a trade-off parameter to suppress noisy signals from Fdomain
(G, C st )
st
st
and M (G, C ) during the early stages of training.

7.1.2

Spherical Space Domain Adaptation with Robust Pseudo-label
Loss

Robust Spherical Domain Adaptation (RSDA) [7] proposes a novel adversarial domain adaptation approach by leveraging the spherical space and defining a spherical neural network. A robust pseudo-label loss is defined to make effective use
of the pseudo-labels. This loss weighs the importance of the estimated labels on
target data by the posterior probability of the correct label that is modeled by a
Gaussian-uniform mixture model in spherical space. The spherical features (L2
normalised) have been shown to improve performance in recognition and domain
adaptation [85, 86, 87, 88, 89]. RSDA extends this idea by defining all the operations in spherical feature space to leverage the advantages of the spherical space
structure. The architecture of RSDA is described in Fig. 7.2.

Figure 7.2: Architecture of RSDA [7]. Blue and red arrows represent the computational flow of the source and target domain samples respectively. F is a feature extractor which is a CNN that extracts features and embeds them onto a hypersphere.
The spherical classifier predicts the class labels and the domain discriminator predicts the domain labels. The posterior probability of correct labels is obtained by
feeding the target pseudo-labels and target features into a Gaussian mixture model.
The posterior probabilities then weight the pseudo-label loss for robustness.
s
The source domain has a labeled dataset, {xsi , yis }N
i=1 and the target domain is
Nt
t
unlabeled, {xj }j=1 . The goal of RSDA is to transfer the knowledge obtained from
the labeled source data classifier to get target labels. The feature extractor F goes
through adversarial training with a domain discriminator D such that F is able to
distinguish between the source and target domains. A CNN such as ResNet [27]
is used as the feature extractor F which is mapped onto a sphere. The spherical
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feature space also has a classifier (C) and discriminator (D). The spherical neural
network consists of spherical perceptron and spherical logistic regression layers.
The robust pseudo-label loss defined in spherical space utilizes the pseudo-labels
of the target domain and the Gaussian mixture model.
The spherical adversarial training loss is defined as,
L = Lbas (F, C, D) + Lrob (F, C, ϕ) + γLent (F ),

(7.8)

and takes into account the basic loss, robust pseudo-label loss, and conditional cross entropy loss, which are all defined in the spherical feature space.
Lbas (F, C, D) is the basic loss which is used to learn the classifier in the source
domain and align features across domains. The basic adversarial domain adaptation loss takes either DANN [69] or MSTN [90] as the baseline and Lbas is the
spherical version of the loss. The cross-entropy loss, Lent (F ) is used to reduce
prediction uncertainty and is defined as,
Lent (F ) =

Nt
1 X
H(C(F (xtj ))),
Nt

(7.9)

j=1

where H is the entropy of the distribution. To define the form of the robust
pseudo-label loss, Lrob (F, C, ϕ), the pseudo label is ỹjt = argmaxk [C(F (xsi ))]k
for the kth element. A random variable zj ∈ {0, 1} is used to figure out if the data
is correctly labeled (1) or wrongly labeled (0). If the probability of correct labeling
is Pϕ (zj = 1|xtj , ỹjt ) with parameter ϕ, the robust loss is,
Lrob (F, C, ϕ) =

Nt
1 X
wϕ (xtj )J (C(F (xtj )), ỹjt ),
N0

(7.10)

j=1

PNt

t
j=1 wϕ (xj ),

where, N0 =
and J (·, ·) is the mean absolute error (MAE)
t
[91]. wϕ (xj ) is defined based on the posterior probability of correct labeling,
(
γj , if γj ≥ 0.5,
t
wϕ (xj ) =
0, otherwise,
where γj = Pϕ (zj = 1|xtj , ỹjt ).
The probability Pϕ (zj = 1|xtj , ỹjt ) is learned using the Gaussian mixture model
in spherical feature space.
The spherical neural network (SNN) is an extension of MLP from Euclidean
to spherical space. The features on the spherical space are obtained by normalizing the feature vectors, f = r ||FF (x)
(x)|| . The classifier is constructed by stacking a
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few spherical perceptron (SP) layers and a final spherical logistic regression (SLR)
layer. The SP layer consists of a linear transform and an activation function.
The spherical linear transform (g) consists of first projecting the features from
the former spherical surface onto the tangent plane, then a linear transformation
to transform the projected features onto the tangent plane of the later spherical
surface and then back from the tangent space onto the later spherical surface. The
non-linear activation function in spherical space is defined as,
SReLU (x) = r

ReLU (x)
.
||ReLU (x)||

(7.11)

The SP layer is then,
fout = SReLU (g(fin )).

(7.12)

The SLR layer is described similar to the Euclidean logistic regression as,
p(y = k|z) ∝ exp(wkT z + bk ), k = 1, 2, ..., K,

(7.13)

where, wkT z + bk = 0 is the classification boundary on the sphere.

7.2

Aerial Datasets

This section describes the aerial datasets used in this benchmarking study. Since
there are no aerial datasets dedicated to domain adaptation, we considered publicly available aerial datasets for classification and utilized their shared classes for
unsupervised domain adaptation.

AID
The Aerial Image Dataset (AID) [92] is a dataset developed for the task of aerial
scene classification by procuring images from Google Earth and contains 30 classes
of aerial or satellite imagery: beach, bridge, center, airport, bare land, baseball
field, church, commercial, dense residential, forest, industrial, meadow, desert,
farmland, medium residential, mountain, park, port, railway station, resort, parking, playground, pond, river, school, sparse residential, storage tanks, viaduct
square and stadium. The annotations were made by experts in remote sensing image interpretation. The images in the dataset are termed as multi-source images as
the Google Earth images are collected from varying remote imaging sensors. The
images were selected from many countries some of which are, the United States,
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England, Italy, China, Japan, France, and Germany. The data is also considered
diverse as the images were captured under different imaging conditions such as at
different times during the day and at various seasons throughout the year. There are
a total of 10,000 aerial images of size 600 x 600 pixels. The images are obtained at
multiple ground sampling distances (GSDs) ranging from 8m to 0.5m. The classes
selected from AID for our experiments are airport, parking, storage tank, beach,
forest, river, baseball field, medium residential and sparse residential.

UCM
The UC Merced Land Use Dataset (UCM) [93] is a publicly available image dataset
of overhead land images meant for research purposes. It consists of 21 classes and
has 100 images per class measuring 256 x 256 pixels. The pixel resolution of the
dataset is 1 foot/0.3m per pixel in the RGB color space. The dataset consists of
these classes: beach, buildings, chaparral, agricultural, airplane, baseball diamond,
dense residential, forest, freeway, golf course, mobile home park, overpass, parking lot, harbour, intersection, medium residential, river, runway, sparse residential,
tennis courts and storage tanks. The images were downloaded from the United
States Geological Survey (USGS) National Map from different urban US regions.
The images selected contain a wide variety of spatial patterns, textures and colors
making it ideal for scene classification. The classes selected from UCM for our
experiments are airplane, parking lot, storage tank, beach, forest, river, baseball
diamond, medium residential and sparse residential.

NWPU
The NWPU-RESISC45 [94] dataset was created by Northwestern Polytechnical
University (NWPU) for REmote Sensing Image Scene Classification (RESISC). It
is known for having high diversity within each class while also maintaining similarity amongst the classes. The dataset was collected from Google Earth. NWPU
has a total of 31,500 high-resolution remote sensing images which are divided into
45 scene classes. The classes are as follows: circular farmland, cloud, commercial
area, dense residential, desert, forest, freeway, golf course, ground track field, airplane, airport, baseball diamond, basketball court, beach, bridge, chaparral, church,
harbour, industrial area, intersection, island, lake, meadow, medium residential,
mobile home park, roundabout, runway, sea, ice, ship, snowberg, sparse residential, stadium, storage tank, mountain, overpass, palace, parking lot, railway, railway
station, rectangular farmland, river, tennis court, terrace, thermal power station,
and wetland. Each class has 700 RGB images each of size 256 x 256 pixels. The
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spatial resolution is from around 30 m to 0.2 m per pixel. The classes selected
from NWPU for our experiments are railway station, parking lot, bridge, runway,
storage tank and airplane.

CLRS
The Continual Learning Benchmark for Remote Sensing (CLRS) [95] dataset was
designed for remote sensing image scene classification and for continual/lifelong
learning. The authors have created a criterion for three continual learning scenarios
and have divided the dataset into those three categories. The CLRS dataset has 25
classes and a total of 15,000 images. The remote sensing images were procured
from Google Earth, Bing Map, Google Map and Tianditu which all possess different remote imaging sensors, so the images are multi-source. Each class contains
600 images of size 256 x 256 pixels. The resolution of the data ranges from 0.26m
to 8.85m. The 25 scene classes are highway, industrial, meadow, airport, bare-land,
beach, mountain, overpass, park, parking, playground, commercial, desert, farmland, port, railway, railway-station, residential, river, runway, forest, golf-course,
stadium, and storage-tank. The classes of interest from CLRS for our work are
railway station, parking, bridge, runway, storage tank and airport.

xView
This dataset was created as part of the xView [96] 2018 Detection Challenge. It
contains around 1 million object samples divided across 60 classes with the option of using either 3-band or 8-band imagery. The images have a resolution of
0.3 m/pixel. This is an imbalanced dataset as there are some classes with many
instances and some classes with only a few instances. The images are captured using the WorldView-3 satellite at 0.3m ground sample distance. The objects within
each image in this dataset vary in size from 3 meters to greater than 3,000 meters.
Each image in this dataset is of a very high resolution and often there were multiple
objects from different classes within an image. This makes it difficult to perform
classification accurately. To overcome this, each image was cropped around the
bounding boxes so that only 1 object is in each image from a single class. The
original images range from 2500 x 2500 to 4000 x 4000 pixels. The cropped image sizes range from 10 x10 to 987 x 987. More preprocessing was done on this
dataset to achieve optimum results for our experiments. The images which were
smaller than 30 x 30 pixels were discarded. The number of images per class was
restricted to 5000 and for classes not meeting this requirement, data augmentation was performed. The data augmentation was in the form of flipping the image
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horizontally and vertically. The final dataset contained the classes small vehicle,
large vehicle, storage tank, plane, and ship. The classes which were augmented are
plane, ship and storage tank.

DOTA
The Dataset for Object deTection in Aerial images (DOTA) [97] dataset is a benchmark dataset created for performing object detection in aerial images. The images in this dataset are mainly gathered from Google Earth and satellite JL-1 and
satellite GF-2 which belong to the Chine Centre for Resources Satellite Data and
Application. A total of 2086 images were captured using these satellites from different areas of the world. The images are in a range of around 800 x 800 pixels
to 6000 x 6000 pixels. The object categories in this dataset are ground track field,
harbour, bridge, large vehicle, small vehicle, helicopter, roundabout, soccer ball
field, swimming pool, plane, ship, storage tank, baseball diamond, tennis court and
basketball court. Similar to xView, each image in this dataset is of a very high
resolution and often there were multiple objects from different classes within an
image. This makes it difficult to perform classification accurately. To overcome
this, each image was cropped around the bounding boxes so that only 1 object is
in each image from a single class. The cropped image sizes range from 10 x10
to 904 x 904. More preprocessing was done on this dataset to achieve optimum
results for our experiments. The images which were smaller than 30 x 30 pixels
were discarded. The number of images per class was restricted to 5000 and for
classes not meeting this requirement, data augmentation was performed. The data
augmentation was in the form of flipping the image horizontally and vertically. The
final dataset contained the classes small vehicle, large vehicle, storage tank, plane,
and ship. The class which was augmented is storage tank.

7.2.1

Aerial DA Datasets

To the best of our knowledge, there are no existing datasets designed for aerial
domain adaptation. For closed-set DA, the classes between the source and target
domain datasets are the same. Using the datasets described in this section, we
create three aerial DA datasets for our benchmarking study. Each of these datasets
are made by taking the common classes between two of the aerial datasets. There
are differences in the image characteristics between the source and target domain
based on their GSDs and the sensors that were used to collect the data. The first
DA dataset is between AID and UCM, with 9 classes in common between them.
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The shared classes and number of samples for the AID-UCM DA dataset is in
Table. 7.1. Sample images from the shared classes are shown in Fig. 7.3.
Table 7.1: AID-UCM DA Dataset
AID Classes

Number of Samples

UCM Classes

Number of Samples

Airport
Parking
Storage Tank
Beach
Forest
River
Baseball Field
Medium Residential
Sparse Residential

360
390
360
400
350
410
220
290
300

Airplane
Parking Lot
Storage Tank
Beach
Forest
River
Baseball Diamond
Medium Residential
Sparse Residential

100
100
100
100
100
100
100
100
100

Figure 7.3: Sample images from the shared classes between AID (top row) and
UCM (bottom row). The classes are (from left to right) baseball field/baseball
diamond, beach, medium residential, sparse residential, parking/parking lot, airport/airplane, storage tank, forest, and river.
The next dataset is created by considering the common classes between NWPU
and CLRS. The 6 shared classes and samples in each class for the NWPU-CLRS
DA dataset is in Table. 7.2. Sample images from the shared classes are shown in
Fig. 7.4.
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Table 7.2: NWPU-CLRS DA Dataset
NWPU Classes

Number of Samples

CLRS Classes

Number of Samples

Airplane
Bridge
Parking
Railway Station
Runway
Storage Tank

700
700
700
700
700
700

Airplane
Bridge
Parking
Parking
Parking
Storage Tank

600
600
600
600
600
600

Figure 7.4: Sample images from the shared classes between NWPU (top row) and
CLRS (bottom row). The classes are (from left to right) airplane, bridge, parking,
railway station, runway, and storage tank.
The third dataset is created by taking the common classes between DOTA and
xView. The 5 shared classes and samples in each class for the DOTA-xView DA
dataset is in Table. 7.3. Sample images from the shared classes are shown in
Fig. 7.5.
Table 7.3: DOTA-xView DA Dataset
DOTA Classes

Number of
Samples

Augmented
Samples

xView Classes

Number of
Samples

Augmented
Samples

Large Vehicle
Plane
Ship
Small Vehicle
Storage Tank

5000
5000
5000
5000
2126

0
0
0
0
2874

Large Vehicle
Plane
Ship
Small Vehicle
Storage Tank

5000
1159
4476
5000
1447

0
3841
524
0
3553
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Figure 7.5: Sample images from the shared classes between DOTA (top row) and
xView (bottom row). The classes are (from left to right) large vehicle, plane, ship,
small vehicle, and storage tank.

7.3

Experiments

We considered the entire source domain for training and the entire target domain
for adaptation. All the methods are unsupervised DA, so no label information from
the target domain is used during adaptation. After adaptation, we consider the
entire target domain for evaluation. The implementation for SymNet and RSDA
were done on a Linux workstation with an NVIDIA Titan V GPU with 12 GB
memory. The parameter selection of the specific methods is described as follows.
SymNets: The backbone and implementation of SymNets follows the original
described in [83]. The feature extractor G is a pre-trained ResNet-50 [27] excluding the last FC layer. The feature extractor G is fine-tuned depending on the dataset
and the classifier C st is trained from scratch using back-propagation. The learning
rate of C st is 10 times that of G. The optimization used is SGD with a momentum
of 0.9 and batch size of 128. The strategy described in [6] to update the learning
η0
rate (λ) is used. The learning rate is adjusted using ηp = (1+αp)
β , where p is the
progress of training epochs linearly changing from 0 to 1, η0 = 0.01, α = 10 and
2
− 1 and γ = 10
β = 0.75. λ is gradually changed from 0 to 1 by λp = 1+exp(−γp)
for all the experiments.
RSDA: The backbone network architecture was kept the same as the original
RSDA implementation in [7]. The training is done by alternatively optimizing the
network parameters F , C, D and the parameters ϕ of the Gaussian mixture models
while freezing one of the sets of parameters. The network is first trained with the
basic loss from DANN [69] Lbas to initialize F , C, and D. The following procedures are then run alternately:
1. Fix F , C, and D and estimate ϕ: The pseudo-labels ỹjt are estimated by fixing
F , C, and D and the distance of a sample from the spherical class center for a class
ỹjt is calculated using the cosine distance. Then ϕ is estimated by the EM algorithm
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[84].
2. Optimizing F , C, and D and fixing ϕ: With the current pseudo-labels and parameter ϕ, F , C, and D are trained as a standard domain adaptation training by
the progressive adversarial training strategy described in [69] with the objective
function in Eq. 7.8.
The feature extractor, F is set to a ResNet-50 [27] pre-trained on Image-Net excluding the last FC layer. Optimizing F , C, and D is done by SGD with a momentum of 0.9 and learning rates of C and D and 10 times that of F . Following
the method in [69], the learning rate η and hyperparameter γ are estimated by
0.01
2
η = (1+αp)
β and γ = 1+exp(−τ p) − 1, where α = 10, β = 0.75, τ = 10, and p is
the optimizing progress that linearly changes from 0 to 1. The alternating iteration
is performed 10 times and each step runs SGD for 5000 steps.

7.4

Results and Discussion

In this section, we compare the performance using the overall accuracy and F1
scores of the different DA models on the aerial datasets. We also report the confusion matrix and t-SNE plots for the xView to DOTA domain adaptation scenario.

7.4.1

Performance Comparison

Table 7.4: Accuracy and F1 scores comparison of the DA Methods before adaptation (Before) and after adaptation (After) for the AID-UCM DA dataset.
Method

SymNets
RSDA

AID→UCM
Accuracy
F1 Score
Before
After
Before After
81.75 ± 1.25 99.15 ± 0.22
0.83
0.98
87.44 ± 1.62 98.67 ± 0.26
0.87
0.99

UCM→AID
Accuracy
F1 Score
Before
After
Before After
75.85 ± 1.03 98.37 ± 0.11
0.79
0.97
82.76 ± 0.85 98.15 ± 0.12
0.85
0.98

Table 7.5: Accuracy and F1 scores comparison of the DA Methods before adaptation (Before) and after adaptation (After) for the NWPU-CLRS DA dataset.
Method

SymNets
RSDA

CLRS→NWPU
Accuracy
F1 Score
Before
After
Before After
94.42 ± 0.51
94.26 ± 0.66

98.11 ± 0.17
97.66 ± 0.13

0.94
0.87

0.98
0.99
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NWPU→CLRS
Accuracy
F1 Score
Before
After
Before After
87.81 ± 0.69
89.00 ± 0.53

95.51 ± 0.43
94.61 ± 0.27

0.89
0.89

0.95
0.93

Table 7.6: Accuracy and F1 scores comparison of the DA Methods before adaptation (Before) and after adaptation (After) for the DOTA-xView DA dataset.
Method

SymNets
RSDA

DOTA→xView
Accuracy
F1 Score
Before
After
Before After
65.67 ± 0.52
64.33 ± 1.19

70.82 ± 0.85
68.44 ± 1.28

0.66
0.66

0.72
0.71

xView→DOTA
Accuracy
F1 Score
Before
After
Before After
69.44 ± 0.56
77.07 ± 1.18

95.88 ± 0.76
87.93 ± 4.22

0.68
0.77

0.96
0.93

Tables 7.4, 7.6, and 7.5 present the performance comparison SymNets and
RSDA. Each of the methods was executed five times and the mean and standard
deviation of the accuracy was reported. The F1 scores for the methods are also
reported as the classes are not perfectly balanced. F1 score is the harmonic mean
of the precision and recall. Precision is the measure of how many positive predictions are correct. It is defined as the ratio of true positives over the sum of true
positives and false positives. Recall is the measure of the correct positive cases
from all the actual positive cases. It is defined as the ratio of the true positives over
the sum of the true positives and false negatives. For AID to UCM, SymNets acquires the highest performance gain with the classification accuracy jumped from
81.75% (before adaptation) to 99.15% (after adaptation). The F1 scores follow a
similar trend as the accuracy scores except for the DOTA to xView adaptation. This
may be because training on a higher resolution dataset, such as DOTA, and then
adapting to a lower resolution one, like xView, is more challenging and leads to a
degradation in performance. Overall, SymNets and RSDA perform well for aerial
datasets DA tasks as well.

7.4.2

xView to DOTA results

In this section, we will discuss the results of the xView to DOTA adaptation in more
detail with the help of confusion matrices (7.6, 7.7) and t-SNE plots (7.8, 7.9) of
SymNets and RSDA before and after adaptation. The custom xView to DOTA
dataset was chosen for further analysis as there is a significant jump in accuracy
from before DA to after DA, with SymNets showing the highest performance gain.
A confusion matrix is used to quantify the performance of a classifier, where each
row corresponds to the actual class and each column corresponds to the predicted
class. It is used to show which classes are confused with each other for a given
model, where ideal performance results in a diagonal matrix.
While there is an improvement in the performance for all classes across all
DA methods, the most confusion appears to be between small vehicle and large
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Figure 7.6: SymNets results for the xView-DOTA dataset, before adaptation (left)
and after adaptation (right).

Figure 7.7: RSDA results for the xView-DOTA dataset, before adaptation (left) and
after adaptation (right).

vehicle. This could be due to the fact that at small resolutions, small and large
vehicles appear similar.

7.4.3

Feature Visualization

In order to visualize the features, we employ the t-Distributed Stochastic Neighbor
Embedding (t-SNE) [29], which is a dimensionality reduction method used to visualise high-dimensional data on a 2D or 3D plot. t-SNE works in three steps: first,
the similarity between points in the higher dimensional-space is measured. Next,
a distribution that measures the pairwise distances between points in the lowerdimensional embedding is calculated. Finally, KL divergence is used to minimize
the difference between the probability distributions in the higher and lower dimensional spaces to provide the final 2D graph for visualization.
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Figure 7.8: SymNets t-SNE for the xView-DOTA dataset, before adaptation (left)
and after adaptation (right). The blue points correspond to the source domain
(xView) and the red points to the target domain (DOTA).

Figure 7.9: RSDA t-SNE for the xView-DOTA dataset, before adaptation (left) and
after adaptation (right). The blue points correspond to the source domain (xView)
and the red points to the target domain (DOTA).

In order to visualize features in this benchmarking study, we show t-SNE plots
with the source and target domain features of the network before and after adaptation. Prior to the adaptation process, the t-SNE plot is obtained when the model
is trained only on the source domain. The t-SNE plot after adaptation is used to
visualize the improvement in the alignment of source and target domain features
after the model is adapted to the target domain. In this section, we show the t-SNE
plots for SymNets and RSDA in Figures 7.8 and 7.9 respectively, before and after
adaptation on the xView-DOTA dataset which contains five classes, as outlined in
Table 7.3.
When the domain adaptation process is successful, the source and target do-
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mains have near perfect alignment. From the t-SNE plots of the DA methods,
SymNets and RSDA have well aligned source and target domains after adaptation
as seen in Figures 7.8 and 7.9.

7.5

Conclusions

We presented a benchmarking study SymNets and RSDA on three custom aerial
DA datasets. These datasets were created by taking the common classes between
AID-UCM, DOTA-xView, and NWPU-CLRS. We have reported the accuracy for
each of the methods considered on the aerial datasets to determine their efficacy.
The confusion matrices and t-SNE plots of the methods on the xView-DOTA dataset
were also reported.
For the AID to UCM adaptation and the xView to DOTA adaptation, SymNets
does the best. Overall, SymNets perform well for the task of aerial domain adaptation. This is further evidenced by observing the confusion matrix of SymNets for
the xView to DOTA adaptation, where after adaptation, the diagonal gets stronger.
The t-SNE plots of SymNets that how good alignment of the source and target domains after adaptation, which is further evidence of the efficacy of these methods
on aerial DA.
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Chapter 8

Domain Shift
Domain adaptation (DA) has attracted significant interest in recent years, as it
aims to overcome the loss in performance due to the domain shift across datasets,
known as dataset bias [98, 99, 73, 100]. When testing a model trained on a source
domain and deployed on a target domain, there is a drop in classification performance due to differences in the distributions between the two domains. This
domain shift between the source dataset, DS and the target dataset, DT can be
attributed to three main causes. First, co-variate shift occurs when the input distribution changes, but the conditional distribution remains the same [98]. Thus,
for dataset D, with PD (x) the input distribution, PD (y) the label distribution,
and PD (y|x) the conditional distribution, we have PDS (y|x) = PDT (y|x), but
PDS (x) ̸= PDT (x). The second cause is the concept shift, PDS (y|x) ̸= PDT (y|x)
and PDS (x) = PDT (x); and the third cause is the label shift, PDS (y) ̸= PDT (y)
and PDS (y|x) = PDT (y|x).
A given domain adaptation model would be more effective for datasets that are
at a lower ‘distance’ from each other. This type of distance essentially measures the
similarity between the datasets. For similar datasets, the adaptation (or knowledge
transfer) is easier and the gain of transfer is larger, while for more distant datasets
adaptation (or knowledge transfer) is more difficult and the gain of transfer is lower.
The problem of characterizing the domain shift, or distance across datasets, is still
open and the aim of this paper is to make a contribution to this under-explored
topic.
One of the first methods to quantify domain shift is via discrepancy measures
[101]. However, this approach is not scalable to the size of the datasets used in
domain adaptation problems. The use of the Jensen-Shannon divergence [102] for
domain shift characterization has a similar scaling issue. Other methods have been
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introduced, such as the reverse classification accuracy in [98] that requires training and retraining a model in order to quantify the shift. Recently, the Optimal
Transport Dataset Distance (OTDD) [103] made use of the feature distance and
the labels to find the distance between the datasets. In [104], a novel information theoretic approach is used to describe domain shift in terms of the test error
and its components. [105] describe a coupled transfer distance between learning
tasks as a way to theoretically understand when transfer is easy and when it is not.
The coupled transfer distance is defined as the length of the shortest trajectory of
the Riemannian manifold where the weights of the classifier reside when they are
adapted from the source to the target task. In [106], a metric called the Gaussian
Bhattacharyya Coefficient (GBC) is introduced to quantify the transferability between the source model and target dataset. For GBC, the target embeddings from
the source model are first obtained and each class is approximated by a Gaussian
distribution. The pairwise class separability is obtained using the Bhattacharya coefficient to provide a measure of how well the source model transfers to the target
task. All of the metrics proposed have made use of the Euclidean feature space for
the analysis.
In this work, we propose the Spherical Optimal Transport (SpOT) metric that
employs the use of the spherical manifold in order to obtain the source and target domain features for domain shift characterization. These spherical features
remove variations in the radial direction and are more effective than Euclidean features in clustering the classes, as they prioritize reducing the intra-class distance
and increasing the inter-class separation. If the feature representations are more
compact, then the distance between the source and target domains is more accurately determined. The domain shift is then computed using optimal transport on
the hypersphere. The main contributions of this work are the following:
1. We utilize feature representations on the spherical manifold with orthogonal constraints to enforce inter-class separation and intra-class clustering for
domain shift characterization.
2. We propose SpOT, or spherical optimal transport, a new metric to quantify
domain shift based on the optimal transport on the hypersphere, which essentially represents the effort to transport the distribution of one dataset to
another.
3. We propose a measure called the gain of transfer GT which evaluates the
transfer gap between the source and target domains. The strong correlation
between the SpOT distance and the gain of transfer on domain adaptation
datasets is further evidence of the effectiveness of the proposed metric.
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8.1
8.1.1

Background
Dataset Distance

Various methods have been proposed to quantify the domain shift and find the
distance between datasets. These methods include H-divergence based methods,
as in [101, 107], that define the target error as a function of the source error and
the divergence between the distributions of the source and target domain datasets.
Confidence based metrics include [108], which measures the drop in the average
probability scores of the predicted class. Reverse classification accuracy based
metrics [109, 110] use the target pseudo labels from a model trained on a source
to train another model and takes the difference between the accuracies as the value
of domain shift. The Jenson-Shannon divergence can also be used to find the distance between domain adaptation datasets, however, it requires that all the data be
provided at once, which makes scaling to large datasets computationally expensive. The Wasserstein or the Earth Movers distance is the minimum energy cost of
transforming one probability distribution to the shape of another probability distribution.
A dataset distance based on optimal transport (OT) was proposed in [103, 111].
Finding a function approximation of the distribution of the dataset samples and
then obtaining their distance using optimal transport is an active research area. The
approach in [112], considers the closed-form Wasserstein distance to approximate
the samples in the form of elliptical distributions. However, this requires differentiating through the distances and making approximations to scale up the model.
The method in [113] chooses to represent the features as discrete measures, such
as point clouds, instead of the Gaussian or elliptical distributions. However, both
of these methods only consider the within dataset distances. Other distances such
as the Gromov-Wasserstein distance [114] have been used to compare the datasets
from different domains [115, 114]. In [103], the feature distance and the label
distributions are used to find the dataset distance using OT. The feature distance
is estimated by computing the Euclidean distance between pairs of samples from
different classes, the label distance is approximated as a Gaussian, and the distance
between Gaussian distributions is obtained by the p-Wasserstein distance.

8.1.2

Normalizing Features

In [116], L2 normalization of the feature vectors restricts them to lie on a hypersphere of a fixed radius. In the normalized space, samples of the same class are
mapped closer to each other, while different class features are further away. This

89

maximizes the margin for the normalized L2 distance or the cosine distance between the positive and negative pairs.
The angular softmax (A-Softmax) loss is used in SphereFace [19] for face
recognition. The learned features are used to construct a discriminative angular
distance metric that is equivalent to the geodesic distance on a hypersphere by
introducing a cosine margin penalty. ArcFace [117] is a related face recognition
approach that further extends Sphereface [19], by adding an additive margin loss
term that provides better discrimination than SphereFace with a more stable training process. The CosFace [118] approach reformulates the softmax loss as a cosine
loss by L2 normalizing the features and weight vectors. This removes the variations
in the radial direction and a cosine margin term is used to further maximize the decision margin in the angular space. As a result, minimum intra-class variance and
maximum inter-class variance between the features are achieved. Normalization
of the features or weights achieves lower intra-class angular variability by concentrating on the angle during training. The angle between the classes are thus well
optimized for maximum separation.
In [119], a network architecture is proposed with L2 normalization before the
last linear layer and a temperature parameter, T . Operating under the assumption
that the classification of a feature vector with a large norm results in confident
output and to make the output more confident, the networks try to increase the
norm of the features. However, this does not change the direction of the vectors
and hence does not effectively increase the between-class variance. By using the
L2 norm, the network focuses on aligning the features from the same class along
the same direction. This separates different classes more effectively and makes the
output more confident.
In [120], the Orthogonal Projection Loss (OPL) simultaneously enforces the
inter-class separation and intra-class clustering by applying the orthogonality constraints on the feature representations in the penultimate layer. The OPL works
in conjunction with the cross-entropy loss and enhances the angular discriminability in the output space. Unlike the methods that use angular margin based loss
functions to achieve uniform separation between different classes, OPL enforces
orthogonality on features from different classes. With this approach, the features
for different classes will be orthogonal to each other and the features for the same
class will be more tightly clustered.
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8.2

Mathematical Foundations

In this work, we leverage two major concepts to quantify domain shift between
datasets: (i) embedding features on the surface of the hypersphere and (ii) the
theory of optimal transport.

8.2.1

Hyperspherical Features

Consider a deep neural network that is composed of the feature extractor (F ) and
a classifier (C). For a given input, x, and its label y, f = F (x) ∈ Rd are the
features in the penultimate layer and ŷ = C(F ) ∈ Rk is the output prediction.
W = [w1 , ..., wc ] ∈ Rd×c are the weights of the layer and wi ∈ Rd , i = 1, ..., c are
the learnable projection vectors for the c-classes. The cross-entropy loss between
the predicted ŷ and the ground-truth class y is given by:
exp(f T wy )
LCE = −log P
T
j exp(f wj )
X
=
exp(f T wj − f T wy ).

(8.1)
(8.2)

j̸=y

After explicitly incorporating the angle θ, LCE becomes:
X
LCE =
exp(∥f ∥∥wj ∥cos(θj ) − ∥f ∥∥wy ∥cos(θy ))

(8.3)

j̸=y

Training with just the cross-entropy loss encourages the features of the same class
to be closer together but does not enforce a wide margin between different classes.
In our formulation, we do not need a uniform separation between classes and we
do not introduce a maximum margin as is done in [117, 118, 19]. Since the CE
loss involves the cosine term, it is naturally able to separate the features in angular
space. Furthermore, both the feature vectors and the weights are normalized and
this process projects the features onto the surface of a hypersphere. The resulting set of feature vectors has the same L2 norm and the discriminative power is
determined by only the cosine term.

8.2.2

Optimal Transport

Optimal transport (OT) is often used to compare probability distributions. OT is a
very general method, as the distance functions used leverage the geometry of the
underlying space, which makes it suitable for comparing shapes and distributions.
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Figure 8.1: Architecture of SpOT. F is the feature extractor form the pre-trained
ResNet and C is the classifier. The source and target features are extracted from a
spherical network trained with the cross-entropy (CE) loss and the orthogonal projection loss (OPL). The optimal transport between the spherical source and target
features is the domain shift metric.

A theoretically sound metric for domain shift can incorporate the notion of
optimal transport (OT) between the source and target datasets [103]. OT measures
the energy required to match one probability distribution to another and involves
integrating through all possible distances in order to find the optimal path to such
transport. The theoretical framework of OT considers a complete and separable
metric space X , along with probability measures α ∈ P (X ) and β ∈ P (X ). The
probabilities can be discrete or continuous; the former is often used in practise
as the empirical approximations of the latter when the samples are finite. The
Kantorovich formulation of the transportation problem is [121],
Z
OT (α, β) = min
J(x, x̃)dπ(x, x̃),
(8.4)
π∈Π(α,β) X ×X

where J(., .) is a cost function and the set of couplings Π(α, β) consist of joint
probability distributions over the product space X × X with marginals α and β.
When X is equipped with a metric, dX , it can be used as the cost e.g. J(x, x̃) =
dX (x, x̃)p for some p ≥ 1. In cases where, Wp (α, β) = OT (α, β)1/p is used, it is
referred to as the p-Wasserstein distance.
The measures α and β can be estimated by taking finite samples in the dataset.
Given samples {x(i) } and {x̃(j) } ∈ X , where i = [1, ..., n] and j = [1, ..., m], the
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discrete measures can be constructed by
α=

n
X

ai δx(i)

(8.5)

bi δx̃(j)

(8.6)

i=1

and
β=

m
X
i=1

where a and b are vectors in probability space and the pairwise costs can be represented as an n × m matrix Q, i.e., Qij = J(x(i) , x̃(j) ). For discrete probability
distributions, the OT problem scales cubically with the sample size, but by adding
entropy regularization, the solution to the problem can be solved more efficiently
[122]. The OT with entropy regularization (H) is then:
Z
OT (α, β) = min
J(x, x̃)dπ(x, x̃) + ϵH(α, β),
(8.7)
π∈Π(α,β) X ×X

where H(α, β) is the entropy term defined as follows:
Z
H(α, β) = log(dπ/dαdβ)dπ.

(8.8)

The optimal transport distance with the entropy regularization can be solved
using the Sinkhorn algorithm [122, 123, 103].
Orthogonal Features
The orthogonal projection loss provides geometric structure which is independent
of the mini-batch, while using a margin based separation depends on the batch
composition. [120] argues that in the case where the output feature dimension is
greater than the number of classes (the most common scenario), maximizing the
angular margin between the normalized features on a unit hypersphere can lead to
negative correlations between the classes, as the classes need not be separated by
equal angles. The classification problem does not assume any relationship between
the classes and the methods that assume an equi-angle maximum margin separation
between the classes may have a negative effect.

8.3

SpOT Methodology

The architecture of SpOT, the proposed spherical optimal transport metric, is outlined in Figure 8.1. There are two main parts to finding the domain shift between
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Figure 8.2: Visualization of Euclidean MNIST features using (a) only the crossentropy loss (left) and (b) using the cross-entropy and orthogonal projection loss
(right).

the datasets using our SpOT methodology. The first one is to find the spherical
features in such a way that the features in different classes are orthogonal to one
another. The next step is to use these orthogonal features along with the distance
function defined for a spherical manifold in the OT equation. The final value obtained from the optimal transport is the SpOT domain shift between the datasets.
The orthogonal projection loss from [120] enforces class-wise orthogonality in
the intermediate feature space. For a given sample and label pair, (xi , yi ) in dataset
D, the objective of OPL is to cluster the features fi = F (xi ) ∈ D so that the
features for different classes are orthogonal to each other and the features from the
same class are similar to one another. The unified OPL function consists of two
terms that show the intra-class clustering and the inter-class orthogonality within a
mini-batch as:
X
s=
< fi , fj >
(8.9)
i,j∈bs
yi =yj

d=

X

< fi , fk >

(8.10)

LOP L = (1 − s) + |d|

(8.11)

i,k∈bs
yi ̸=yk

where < ., . > is the cosine similarity operator between two vectors, and bs
is the batch-size. When minimizing the overall loss, the term (1 − s) promotes
clustering of same class samples, while the second term |d| enforces orthogonality
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of samples in different classes. The cosine similarity operator involves normalization of features, which projects the features onto a hypersphere according to the
equation,
xi .xj
,
(8.12)
< xi , xj >=
∥xi ∥2 ∥xj ∥2
where, ∥.∥2 is the L2 normalization operation. This normalization works in conjunction with the angular property of the cross-entropy (CE) loss. The OPL works
only on the intermediate features and the CE loss is applied on the classification
layer input. The overall loss function used to train the spherical network is then,
L = LCE + λ × LOP L

(8.13)

where, λ is a parameter that controls the weight of the OPL term.

Figure 8.3: Visualization of the spherical MNIST features using only the crossentropy loss (left) and using the cross-entropy and orthogonal projection loss
(right). The class labels are shown near their corresponding cluster.
We provide a visualization of feature clustering in Figure 8.2 which shows
the 2D plots of the features in the MNIST dataset using only the CE loss and the
combined CE + OPL loss. The features are obtained by training a linear layer
with two outputs, after the last classification layer of the network, to visualize
the features in 2D. The features obtained with both the CE and OPL loss terms
appear to be orthogonal to one another and have more localized clusters with a
lower angular spread. In Figure 8.2(b), the orthogonal features are well separated,
but some appear to overlap. This is because we are visualizing the projection in
2D space, even though all the features are orthogonal in the higher dimensional
hyperspace.
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Figure 8.3 further visualizes the features after they have projected onto the
surface of a unit hyper-sphere, using the same 2D visualization technique described
above. When using only the CE loss to train the network, the classes are equiangular from one another, while when using the CE + OPL losses, similar classes
are grouped together and there are no equi-angular constraints on the class-clusters.
We propose to adapt OT for the problem of determining the domain shift be(i) (i)
tween the source and target domains. Consider two datasets, DS = {(xS , yS )}ni=1 ∼
(j) (j)
PS (x, y) and DT = {(xT , yT )}m
j=1 ∼ PT (x, y). Where PS (x, y) and PT (x, y)
are joint distributions. We assume that the datasets DS and DT have the same
dimensional feature space.
dZ (z, z ′ ) = (dX (x, x′ )p )1/p ,

(8.14)

where p ≥ 1, Z = HS(X ) and HS is the network that outputs the hyperspherical
features. Typically, the distance dX between the features is available in the form of
the Euclidean distance. Since, the features lie on the surface of a hypersphere, we
also consider the cosine similarity distance which is defined as,
Pn
xi x′i
−1
i=1q
dX = (θ) = cos ( qP
).
(8.15)
Pn
n
2
2
′
i=1 xi
i=1 x i
Using OT, the point-wise distance computation, Z, can be converted to a distance
between the distributions as,
Z
dOT (DS , DT ) = min
dZ (z, z ′ )π(z, z ′ ).
(8.16)
π∈Π(α,β) Z×Z

Is dOT a valid metric?
dOT (DS , DT ) is a valid metric over the feature space, P (Z). dOT (DS , DT ) uses
dZ for its computation, thus the properties of dZ transfer to dOT (DS , DT ). A real
valued function is a metric if it satisfies the following properties for all v1 , v2 , v3 ∈
vector space V.
1. d(v1 , v2 ) ≥ 0, (non-negative)
2. d(v1 , v2 ) = d(v2 , v1 ), (symmetric)
3. d(v1 , v2 ) = 0 iff v1 = v2 , (indiscernibles)
4. d(v1 , v2 ) + d(v2 , v3 ) ≥ d(v1 , v3 ), (triangle inequality).
Although the first property can be derived from the other three, it is easy to show,
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as the transport from one dataset to the other can only be positive or zero. The
cost function (dZ ) used in OT is an established distance, such as the Euclidean
distance or the spherical geodesic distance or the Wasserstein distance, and as such
dZ (v1 , v2 ) is always non-negative. Considering the case where dZ (v1 , v2 ) = 0,
then there is zero transport and v1 = v2 . Similarly, the amount of transport from
dataset DS to dataset DT is the same as the transport from DT to DS . Since the
cost function, dZ is symmetric, dOT (DS , DT ) is also symmetric. Lastly,
dZ (z1 , z3 ) = dZ (v1 , v3 )
≤ dZ (v1 , v2 ) + dZ (v2 , v3 )
= dZ (z1 , z2 ) + dZ (z2 , z3 )
The proposed domain shift metric, SpOT, is a bounded metric as the features
are constructed to lie on the surface of a hypersphere. The minimum possible value
is zero, this corresponds to the metric being measured between the same dataset,
while the maximum possible value is 2×radius of the sphere, which corresponds to
the distance between datasets that are diametrically opposite to one another when
using the SpOT metric with the Euclidean distance (SpOT-E). If the cosine distance
is used with SpOT (SpOT-C), the minimum value is 0 while the maximum value is
2π. Jensen-Shannon (JS) and Wasserstein (Wass) distances don’t have any upper
bounds on their values.

8.4

Computational Complexity

The computation of the SpOT metric has two main parts: (a) Calculating the distance between pairs of samples, and (b) Solving the OT problem to determine the
domain shift. We assume that the source domain dataset, DS , has ns datapoints
and the target domain dataset, DT , has nt datapoints. If we consider a pair of
points, (xs , ys = i) ∈ DS and (xt , yt = j) ∈ DT , evaluating ∥xs − xt ∥ is
solved in O(min(ns , nt )) time. The OT problem between two distributions of
size ns and nt is solved τ -approximately using the Sinkhorn algorithm [124] in
O(ns nt log(max(ns , nt )τ −3 ) time.

8.5

Experiments

In our experiments, we considered the popular domain adaptation datasets MNIST
[56], USPS [125], KMNIST [126], SVHN [79], and MNIST-M [69], all of which
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have 10 classes. We also consider the Office-31 [78] dataset, which contains images from 31 classes and three domains, Amazon, Webcam, and DSLR as well as
the Office Home [127] dataset with 65 classes 4 domains (Art, Clipart, Real World,
and Product). We used a ResNet-50 [27] network, pre-trained on ImageNet [128],
as a backbone and trained the model using the orthogonal projection loss and the
cross-entropy loss. We used the SGD [23] optimization with momentum and the
code was written in Pytorch. In all cases, the value of p = 2 was used in Eq. 8.14.
The features obtained from this network are trained so that they lie on the surface
of a hypersphere. We calculate the value of SpOT obtained from the cosine distance (SpOT-C) and the Euclidean distance (SpOT-E) in 8.16. The SpOT values
are compared with the JS divergence and the Wass distance between the features
of the domains.

8.5.1

Gain of Transfer

We also performed experiments to find out how well the features trained on the
source dataset can transfer to the target dataset. This was done by introducing the
gain of transfer (GT ) between the two datasets, which is inspired by the transferability metric in [103]. The equation for the gain of transfer is:
GT =

Error(DT |no adapt) − Error(DT | adapt)
.
Error(DT |adapt)

(8.17)

GT involves calculating Error(DT |no adapt), the classification error on the target
domain DT when the model is trained on the source domain DS and tested on the
target domain without any transfer learning or adaptation, and Error(DT |adapt),
the classification error on the target domain after transfer learning with finetuning
on the target domain by adapting the final fully-connected layer. GT describes the
relative gain of transfer when doing transfer learning or adaptation versus training
on the source alone with no adaptation or transfer.

8.5.2

SpOT Results

The pair-wise domain shift distances between the digits datasets is calculated using SpOT from the Euclidean and cosine similarity distance using the spherical
features as shown in Table 8.1. These spherical features lie on a unit hypersphere.
For all the digits and KMNIST, MNIST is closest to USPS and then to KMNIST,
MNIST-M and then to SVHN. We expect this trend as MNIST and USPS are both
datasets of digits which are grayscale, thus it makes sense that they are the closest
to each other. KMNIST is a dataset of Japanese characters from the MNIST family
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Table 8.1: SpOT-E (and SpOT-C) Values for Digits Datasets M: MNIST, U: USPS,
K: KMNIST, S: SVHN, M-M: MNIST-M.
M
U
K
S
M-M

M
0
0.88 (0.87)
0.89 (0.88)
0.92 (0.92)
0.91 (0.90)

U
0.88 (0.87)
0
0.90 (0.91)
0.89 (0.90)
0.91 (0.88)

K
0.89 (0.88)
0.90 (0.91)
0
0.92 (0.90)
0.92 (0.92)

S
0.92 (0.92)
0.89 (0.90)
0.92 (0.90)
0
0.93 (0.91)

M-M
0.91 (0.90)
0.91 (0.88)
0.92 (0.92)
0.93 (0.91)
0

and is also greyscale, which makes it similar to MNIST. While SVHN and MNISTM are both digit datasets, they are in RGB format. MNIST is closer to MNIST-M
when compared to SVHN as MNIST-M is derived from the MNIST dataset.

Figure 8.4: Graph of normalized gain of transfer (GT ) values vs. metrics for the
Digits and KMNIST datasets for the spherical features. (a) GT versus the SpOT
metric with the Euclidean distance (b) GT versus the SpOT metric with the cosine
similarity distance (c) GT versus the Jensen-Shannon divergence (d) GT versus the
Wasserstein distance.
The validity of the SpOT results is further evidenced by comparing the SpOTE (and SpOT-C) distances with the gain of transfer (GT ). The plot showing GT
values vs. the various metrics is shown in Figure 8.4. The GT values are normalized by dividing by their maximum value, so that they are mapped in the interval
[0, 1] which offers a suitable range to show their correlation with the distances.
Both SpOT-E and SpOT-C follow the similar inverse trend of the fitted line which
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demonstrates a strong negative correlation between GT and the SpOT values. As
expected, the domain shift between more similar datasets is lower and the gain of
transfer is higher, e.g. for MNIST and USPS, while the opposite is true for more
dissimilar datasets, e.g. SVHN and MNIST-M. There is no correlation between
the GT and the JS or the Wass distances, which further shows that they are not
appropriate metrics for domain shift characterization.
Table 8.2: Results showing the values from various metrics and the corresponding
normalized gain of transfer (GT ) scores for the Office-31 domains.
Datasets
Amazon-Webcam
Amazon-DSLR
Webcam-DSLR

GT
0.68
0.5
1.0

SpOT-E
0.192
0.154
0.14

SpOT-C
0.175
0.142
0.137

JS
0.0038
0.0039
0.0026

Wass
0.0016
0.0018
0.0003

Similar experiments were done for Office-31 [78], which consists of 31 classes
and three domains, Amazon, Webcam, and DSLR. Table 8.2 is the pairwise SpOTC and SpOT-E distance between the datasets. The table also shows the JS and Wass
distances. The features are made to lie on the surface of a unit hypersphere. From
the table, Amazon is closer to the DSLR domain than to webcam, while webcam
and DSLR are the closest domains within the Office-31 domain adaptation dataset.
This is further evidenced by the gain of transfer scores in Table 8.2, which show
that webcam and DSLR have the most similar domains. As with the Digits case,
there is no correlation between the GT and the JS and Wass distances.
For the Office Home experiments, we consider all the 65 classes of the 4 domains namely, Art, Clipart, Real World, and Product. The spherical features lie
on a hypersphere of radius 10. The pairwise SpOT-C distance for the datasets are
shown in Table 8.3, and illustrate that product and real world are the closest domains while art and clipart are the farthest.
Table 8.3: SpOT-C Values for the Office-Home Datasets A: Art, C: Clipart, RW:
Real World, P: Product.
A
C
RW
P

A
0
0.165
0.148
0.160

C
0.165
0
0.146
0.161

RW
0.148
0.146
0
0.141

P
0.160
0.161
0.141
0

The GT values are plotted against the SpOT-E and SpOT-C for these features
in Fig. 8.5. The JS and Wass distances are also plotted against the GT for the
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spherical features. Both SpOT-E and SpOT-C show a negative correlation with GT
and have similar mean square errors to the fitted line. Even though JS shows a
negative correlation with GT , the mean square error is high while Wass does not
show any correlation with the GT values, supporting our previous observations
of showing minimal to no correlations with the data and being poor metrics for
domain shift characterization.

Figure 8.5: Graph of normalized gain of transfer (GT ) values vs. metrics for the
Office-Home datasets for the spherical features. (a) GT versus the SpOT metric
with the Euclidean distance (b) GT versus the SpOT metric with the cosine similarity distance (c) GT versus the Jensen-Shannon divergence (d) GT versus the
Wasserstein distance.

Do Spherical Features Help?
In order to determine if spherical features do indeed help with the domain shift
determination, we use the Digits and KMNIST datasets and trained a ResNet-50 on
each of the five domains. We then extracted the features from each of the trained
networks and found the SpOT-E, JS and Wass distance values for the domains.
These were plotted against the GT values for the Euclidean features as shown in
Fig. 8.6.
Both SpOT-E and JS show an inverse trend with the GT , but the mean square
error is very high while Wass shows no correlation with the GT . Thus, we show
that spherical features are necessary for a valid domain shift metric.
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Figure 8.6: Graph of normalized gain of transfer (GT ) values vs. metrics for the
Digits and KMNIST datasets for the Euclidean features. (a) GT versus the SpOT
metric with the Euclidean distance (b) GT versus the Jensen-Shannon divergence
(c) GT versus the Wasserstein distance.

8.6

Conclusions

We introduced SpOT, a novel spherical optimal transport metric for domain shift
characterization, which for the first time utilizes orthogonal spherical features for
optimal transport. SpOT is scalable and can be used to quantify the domain gap
in realistic transfer learning and adaptation scenarios. The SpOT implementation
leverages the spherical network and the orthogonal projection loss to obtain features on the surface of the hypersphere. Optimal transport is then performed on the
hyperspherical features of the source and target domains and the value obtained is
the SpOT distance. We make use of the Euclidean distance (SpOT-E) and the cosine similarity (SpOT-C) in the optimal transport computation. We also introduce
a gain of transfer measure which describes the relative gain of performance after
performing transfer learning or adaptation from a source to a target domain. The
gain of transfer is negatively correlated with the SpOT distances indicating that for
datasets that are close to each other, the SpOT values are lower and the gain of
transfer is higher. Lower SpOT values indicate that the domain gap is more easily
bridged after performing transfer learning or adaptation. We demonstrate the effi-
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cacy of SpOT on the commonly used digits and KMNIST datasets, the Office-31
dataset, and the Office-Home dataset.
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Chapter 9

Conclusions and Future Work
This dissertation follows the theme of manifold learning and we have made advancements in the fields of linear dimensionality reduction and domain adaptation.
We discuss the Proxy Matrix Optimization framework for dimensionality reduction
and the Spherical Optimal Transport for domain adaptation.
In linear dimensionality reduction, we show how the Proxy Matrix Optimization (PMO) framework can be used to obtain the lower dimensional projection of
various methods. We show that by leveraging the Grassmann manifold, many different LDR methods can be optimized using the manifold optimization framework.
We have included LDR methods such as Principal Component Analysis (PCA),
Linear Discriminant Analysis (LDA), Locality preserving Projections (LPP), Canonical Correlation Analysis (CCA), and Maximum Autocorrelation Factors (MAF).
We also include in the framework, the robust Lp -norm versions of PCA and LDA,
which are useful when the data is corrupted or have outlier samples. In order to
facilitate the integration of PMO as a layer into the neural network, we have added
the incremental versions of PCA, LPP, and LDA. These incremental methods work
when data is arriving in the form of batches and is a more realistic application scenario. We have shown that the PMO method works better than the existing two-step
method and the other state of the art methods for each problem mode.
Next, we move onto domain adaption. We first show the results we obtained
using a couple of state of the art methods for DA such as SymNets and RSDA on an
aerial DA setting. We first create appropriate aerial DA datasets by making use of
the common classes between publically available aerial datasets and by balancing
the classes. We show that both SymNets and RSDA perform very well on the
aerial domain adaptation datasets as is evidenced qualitatively by the t-SNE plots
and quantitatively by the accuracy and F1 scores.
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We then consider the problem of quantifying the distance between the source
and target domains in DA, which is called the domain shift. We introduce a metric
called the Spherical Optimal Transport (SpOT), that adapts the concepts of the
spherical manifold, orthogonal projection loss, and optimal transport to output a
number that is a measure of the shift between the two domains. We also introduce
a measure called the gain of transfer (GT ) as an empirical measure of the domain
shift. We show an inverse correlation between the GT and SpOT, which implies
that a lower value of the domain shift (values from SpOT) means a greater gain of
transfer or that the gap between the source and target domains can be bridged easily.
The advantage of using the spherical manifold when compared to the Euclidean
manifold is shown quantitatively.

9.1

Future Work

The methods developed in this thesis have many real world applications. In dimensionality reduction, PMO can be utilized in real versus GAN [129, 130] generated
image detection. The PCA implementation in PMO is transformed into a neural
network layer and used to obtain the residuals between the original image and the
reconstructed image which would be the basis on which the classification between
the real and GAN generated images takes place. Next, the LDA layer in PMO can
be used in adversarial image [131] detection and classification. Experiments have
shown that if the input data distributes itself as a Maximum Mahalanobis Distribution (MMD), then the LDA classifier will be the most robust to adversarial images
[132].
Further, the SpOT values for domain shift characterization can be used with
any domain adaptation dataset to provide an idea of which domains are closest to
one another. This will further inform the success of the adaptation methods as a
lower value of SpOT implies that the gap between domains can be bridged more
easily. SpOT finds its uses especially with newly created DA datasets on which
no baselines are available to estimate the performance of DA models. As a next
step, we would like to use SpOT with the DomainNet dataset, which is a more
challenging dataset with six domains and 345 classes [133].

9.2

Publications

Below is the list of publications obtained (and in process) during the course of my
research.
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• Nagananda, N.; Taufique, A.M.N.; Madappa, R.; Jahan, C.S.; Minnehan,
B.; Rovito, T.; Savakis, A. “Benchmarking Domain Adaptation Methods on
Aerial Datasets”. Sensors 2021, 21, 8070. https://doi.org/10.3390/s21238070.
• N. Nagananda and A. Savakis, “GILDA++: Grassmann Incremental Linear Discriminant Analysis,” in Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR) Workshops, June 2021,
pp.4453–4461.
• Navya Nagananda, Breton Minnehan, and Andreas Savakis, ”Grassmann
Iterative Linear Discriminant Analysis with Proxy Matrix Optimization,”
NeurIPS 2020 workshop on Differential Geometry meets Deep Learning.
arxiv: https://arxiv.org/abs/2104.08112.
• A. M. N. Taufique, N. Nagananda and A. Savakis, ”Visualization of Deep
Transfer Learning in SAR Imagery, ”IGARSS 2020 - 2020 IEEE International Geoscience and Remote Sensing Symposium, 2020, pp. 3497-3500,
doi: 10.1109/IGARSS39084.2020.9324490.
• B. Minnehan, N. Nagananda and A. Savakis, ”GrIP-PCA: Grassmann Iterative P-Norm Principal Component Analysis,” in IEEE Open Journal of Signal Processing, vol. 1, pp. 90-98, 2020, doi: 10.1109/OJSP.2020.3001799.
• Savakis, Andreas; Nagananda, Navya; et. al, ”Change Detection in Satellite
Imagery With Region Proposal Networks”, Journal of the DSIAC Defense
Systems Information Analysis Center, 6, 4, (October 24, 2019).
• (pending) Navya Nagananda, Breton Minnehan, and Andreas Savakis, “Robust Lp -norm Linear Discriminant Analysis with Proxy Matrix Optimization”, in the ICML 20222 workshop on Topology, Algebra, and Geometry in
Data Science.
• (pending) Andreas Savakis, Abu Md Niamul Taufique, Navya Nagananda,
“Advances in Domain Adaptation for Aerial Imagery”, submitted to DDDASBook-II – Handbook on Dynamic Data Driven Application Systems (DDDAS)
(Vol. II).
• (under review) Navya Nagananda, Breton Minnehan, and Andreas Savakis,
“A Proxy Matrix Optimization Framework for Robust and Incremental Linear Dimensionality Reduction”, to the Journal of Machine Learning Research.
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• (under review) Navya Nagananda and Andreas Savakis, “Metrics for Domain Shift Characterization: Comparisons and Future Directions” to IEEE
Transactions of Artifial Intelligence.
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