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ALDISCR: an algorithm for infinite-dimensional
constrained optimization
Romain DUJOL∗ Annick SARTENAER∗
August 28, 2008
Abstract
This document is a report on the achievements so far concerning the im-
plementation of the ALDISCR algorithm designed by SACHS and SARTE-
NAER [3]. This algorithm aims at solving constrained optimization problems
in an infinite-dimensional setting. It may be implementable directly but still
be a bit rigid: we propose a few practicalities to soften the process. The cur-
rent implementation is tested on a few examples and conclusions so far are
given.
1 Introduction
As introduced in the abstract, we consider the framework developed in [3], namely
an equality-constrained optimization problem:
min f (x) s.t. c(x) = 0 (1)
where f : X → R and c : X → Y with X and Y as Hilbert spaces.
The algorithm ALDISCR is an extension of the classical augmented Lagrangian
algorithm (see bibliography of [3] for detailed references on the topic). We assume
that we can discretize (1):
min fn(x) s.t. cn(x) = 0 (2)
where fn : Xn → R and cn : Xn → Yn with Xn and Yn as finite-dimensional spaces.
All considered functions are at least twice continuously Fre´chet-differentiable.
The discretization scheme is nested: (Xn)n and (Yn)n are both non-decreasing (in
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the sense of set inclusion) sequences of finite-dimensional subspaces of X and Y
respectively. Thus the structure considered in these euclidian subspaces is the one
induced by the Hilbert space: 〈·, ·〉Xn = 〈·, ·〉X and 〈·, ·〉Yn = 〈·, ·〉Y .
We finally make some convergence hypothesis by assuming the existence of an
integer n∗ such that:
(a) ∀x ∈ Xn∗ , (‖cn(x)− c(x)‖Y )n≥n∗ −−−→
n→∞ 0
(b) ∀x∈ Xn∗ , ∀λ ∈Yn∗ , ∀µ > 0, (‖∇xΦn(x, λ ,µ)−∇xΦ(x, λ ,µ)‖X)n≥n∗ −−−→
n→∞ 0
where Φ(x, λ ,µ) ∆= f (x) + 〈λ ,c(x)〉X + ‖c(x)‖2Y/(2µ) and Φn(x, λ ,µ) ∆=
fn(x)+ 〈λ ,cn(x)〉X + ‖cn(x)‖2Y/(2µ) are the augmented Lagrangians asso-
ciated to problems (1) and (2) respectively.
We now give the algorithm as defined in [3]. In the following, εc,n(x) and
εΦ,n(x, λ , µ) are upper bounds for ‖cn(x)−c(x)‖Y and ‖∇xΦn(x, λ ,µ)−∇xΦ(x, λ ,µ)‖X
respectively. We will assume that both εc,n(x) and εΦ,n(x, λ , µ) converge to 0 for
fixed x, λ and µ > 0.
Algorithm ALDISCR
Step 0: Initialization We are given an initial discretization level n0, a initial La-
grange multiplier estimate λ0 ∈ Yn0 and a penalty parameter µ0 ∈]0, 1[.
We choose some constants ω∗, η∗, τ , α , αη and βη all in ]0, 1[.
Set k = 0, ω0 = µ0 and η0 = µ
αη
0 .
Step 1: Inner iteration Find xk ∈ Xnk such that ‖∇xΦnk(xk, λk, µk)‖X ≤ ωk/2
Step 2: Test for convergence If ωk ≤ ω∗, ‖cnk(xk)‖Y ≤ η∗/2 and εc,nk(xk) ≤
η∗/2, stop
Step 3: Updates If ‖cnk(xk)‖Y ≤ ηk, execute Step 3a. Otherwise, execute Step 3b.
Step 3a: Update Lagrange mutliplier Set λk+1 = λk + cnk(xk)/µk,
µk+1 = µk, ωk+1 = ωkµk+1 and ηk+1 = ηkµ
βη
k+1
Step 3b: Update penalty parameter Set λk+1 = λk, µk+1 = τµk,
ωk+1 = µk+1, ηk+1 = µ
αη
k+1
Step 4: Refinement Choose nk ≥ nk+1 such that
εc,nk+1(xk)<min{αηk+1, µk+1ωk+1} and εΦ,nk+1(xk, λk+1, µk+1)≤ ωk+1/2.
Increment k by one and go to Step 1.
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Apparently, we should be able to implement this algorithm as is, provided we
can compute both X and Y inner products and norms (at least for elements of Xn
and Yn) and we know how an element of Yn is injected in Yn′ for n′ ≥ n.
Nevertheless, some issues may arise when looking more carefully. To this end,
some practical additions to the algorithm will be addressed in Section 2. Finally,
we will consider some examples in Section 3 and give the current conclusions in
Section 4.
2 Practical additions to ALDISCR
2.1 Convergence condition (Step 2)
First, we can replace the convergence condition (Step 2):
‖cnk(xk)‖Y ≤ η∗/2 and εc,nk(xk)≤ η∗/2 (3)
by the following weaker condition:
‖cnk(xk)‖Y + εc,nk(xk)≤ η∗ (4)
since the condition we aim at is ‖c(xk)‖Y ≤ η∗ and we always have
‖c(xk)‖Y ≤ ‖cnk(xk)‖Y + εc,nk(xk).
2.2 Using finiteness within infiniteness
All conditions are expressed within the structure of the initial problem (1), that is
with ‖ · ‖X and ‖ · ‖Y . We would like to use the already existing powerful finite-
dimensional optimization codes. One of the main features of such codes is that
they use fully the Euclidian structure of the finite-dimensional space Rn. Therefore
we shall prefer the usual Euclidian norm ‖ ·‖2 on each discretized space Xn and Yn,
since there is norm equivalence at each iteration.
But as n grows, this equivalence is gradually lost and the norm equivalence
ratio between the Euclidian norm on Xn (orYn) and ‖·‖Xn = ‖·‖X (or ‖·‖Yn = ‖·‖Y )
tends to diverge: Euclidian norm becomes less and less relevant to use as it is less
“representative” of the problem. Indeed, replacing directly ‖ · ‖X (or ‖ · ‖Y ) by the
Euclidian norm yields too strong conditions, that we do not want as the efficiency
of the algoritm would be lost.
A straightforward conclusion would be to keep formulation as is. As a conse-
quence, the structure is to be propagated in the inner iteration (Step 1), namely into
the finite-dimensional solving process. This yields in altering the finite-dimensional
solver to be suitable to the structure of X and Y . Many solvers work for any kind of
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inner product, but such modifications require to go deep in the solver code. More-
over, performance could be lost in the process. Another drawback is that using
the inner product 〈·, ·〉X (or 〈·, ·〉Y ) directly affects the gradient definition and the
adjoint operator definition (when computing ∇xΦn for instance) and yields com-
plicated computations.
A workaround is to consider a representation point of view in an analytical way.
Of course, this point of view is already used in the implementation, since we “rep-
resent” discretized functions by, say, an ordered list of their values at discretization
points. From the rank theorem, we know that there exists a bijective linear map σXn
from Xn to RdimXn : we define in the same way the bijective linear map σYn from Yn
to RdimYn . We say that σXn (x) is the representation of x. We shall stress out that the
fact that the representation process used for implementation is linear is an crucial
assumption: otherwise we will not be able to write the algorithm in a simple way.
We now precise how things go when implemented. As a matter of fact, we
never have access the true object and can only work with its representation. Thus
what is really implemented is not fn itself, but fn = fn ◦
(
σXn
)−1. We do not imple-
ment cn as well, but cn = σYn ◦cn ◦
(
σXn
)−1. In the same way, we do not implement
〈·, ·〉Y , but1 〈λ1,λ2〉Y =
〈(
σYn
)−1λ1,(σYn )−1λ2〉
Y
. In this section, x denotes an el-
ement of Xn and x an element of RdimXn (same for λ ∈Yn and λ ∈RdimYn). We can
now compute the representation Φn of the augmented Lagrangian and its deriva-
tive:
Φn(x, λ , µ)
∆=Φn
((
σXn
)−1
x,
(
σYn
)−1λ , µ)
= fn(x)+
〈
λ ,c(x)
〉
Y
+
〈c(x),c(x)〉Y
2µ(
∇xΦn(x, λ , µ)
∣∣∣h)
2
=
(
∇ fn(x)
∣∣h)2+〈λ + c(x)/µ,c′(x) ·h〉Y
We also have the following lemma:
Lemma 1. Let ϕ : Xn → R be a C 2 map. We denote ϕ = ϕ ◦
(
σXn
)−1. We also
assume that the following relation holds:
∀x ∈ Xn, κXn ‖x‖Xn ≤ ‖σXn x‖2 ≤ KXn ‖x‖Xn
where ‖ · ‖2 is the usual Euclidian norm on RdimXn and κXn and KXn are positive
scalars. Then, we have the following relation:
∀x ∈ Xn, κXn
∥∥∇ϕ (σXn x)∥∥2 ≤ ‖∇ϕ(x)‖Xn ≤ KXn ∥∥∇ϕ (σXn x)∥∥2
1〈·, ·〉X is not required in the implementation, except in some cases for the computation of fn
and/or cn. This inner product is defined exactly in the same way.
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Both relations are similar except that roles of ‖ · ‖2 and ‖ · ‖ are exchanged. A
proof of this lemma can be found at the end of this paper in Appendix A page 16.
This result does not hold if σXn is not linear.
An important remark has to be done: we cannot carelessly exchange the repre-
sentation operation σXn and the gradient operation ∇. Indeed in general,
∇ϕ
(
σXn x
) 6= σXn ∇ϕ(x).
The trick is now to solve at each inner iteration the subproblem using Φn in-
stead of Φn. By doing this, we reduce each inner iteration to a classical finite-
dimensional optimization problem on some Rp using the canonic Euclidian struc-
ture. We can now reformulate the whole algorithm in the representation point of
view:
Algorithm ALDISCR (Representation point of view)
Step 0: Initialization We are given an initial discretization level n0, a initial La-
grange multiplier estimate λ0 ∈ Yn0 and a penalty parameter µ0 ∈ [0, 1[.
We choose some constants ω∗, η∗, τ , α , αη and βη all in [0, 1[.
Set k = 0, ω0 = µ0 and η0 = µ
αη
0 . Set λ 0 = σYn0λ0.
Step 1: Inner iteration Find xk ∈ RdimXnk such that
‖∇xΦnk(xk, λ k, µk)‖2 ≤ ωk/(2KXnk) with KXnk defined as in Lemma 1
Step 2: Test for convergence If ωk ≤ ω∗, ‖cnk(xk)‖Y + εc,nk(xk)≤ η∗/2, stop
Step 3: Updates If ‖cnk(xk)‖Y ≤ ηk, execute Step 3a. Otherwise, execute Step 3b.
Step 3a: Update Lagrange mutliplier Set λ k+1 = λ k + cnk(xk)/µk,
µk+1 = µk, ωk+1 = ωkµk+1 and ηk+1 = ηkµ
βη
k+1
Step 3b: Update penalty parameter Set λ k+1 = λ k, µk+1 = τµk,
ωk+1 = µk+1, ηk+1 = µ
αη
k+1
Step 4: Refinement Choose nk+1 ≥ nk such that:
εc,nk+1(xk)<min{αηk+1, µk+1ωk+1} and
εΦ,nk+1
(
xk, σXnk+1 ◦
(
σXnk
)−1λ k+1, µk+1)≤ ωk+1/2.
Set λ k+1 = σXnk+1 ◦
(
σXnk
)−1λ k+1. Increment k by one and go to Step 1.
The assumption on the linear property of representation is fully used, in par-
ticular in Step 1 when using Lemma 1 and in Step 3a when updating the Lagrange
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multiplier. The instruction “Set λ k+1 = σXnk+1 ◦
(
σXnk
)−1λ k+1” in Step 4 is the in-
jection from Xnk to Xnk+1 in the representation formulation.
The most important change occurs in Step 1 where we have changed the initial
Lagrangian subproblem into a typical finite-dimensional Lagrangian subproblem
with the usual Euclidian structure. Therefore we only need to compute∇Φn instead
of ∇Φn. Indeed computing the latter is more complex since it requires the full
knowledge of the Hilbertian structure of X (inner product, adjoint definition, . . . ).
The computation of the derivative of Φn can be done easily by hand, and can
even be performed by automatic differentiation for instance. The only needed addi-
tional element is an upper bound KXn of the norm of σXn ∈L (Xn, RdimXn) to adjust
to the termination condition for the inner iteration solving.
3 Numerical examples
Algorithm parameters Unless explicitly precised, we used the following set of
parameters: ω∗ = 10−6, η∗ = 10−6, τ = 0.1, α = 0.9, αη = 0.1 and βη = 0.9. We
choose µ0 = 0.1 as well.
Inner iteration solver The solver used for inner iteration is a trust-region based
solver[1]. Unless specified, we use the quadratic submodel at each inner iteration
and compute the step with STEIHAUG-TOINT method (see [1] page 205). The
approximate Hessian is evaluated by finite differences.
Machine, OS and technologies Simulations were run on a machine with two
2.4GHz processors under Linux system. Implementation is currently made in Mat-
LAB (Release 14 Service Pack 3), since we do not focus on efficiency for the
moment, but on feasibility.
3.1 (OP0) An finite-dimensional optimization problem
We consider the following problem : min(x,y)∈R2 x
2+ y2
x+ y= 1
(OP0)
whose solution is (x∗, y∗, λ ∗) = (1/2, 1/2,−1).
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3.1.1 One-level discretization
Here, we have X = R2 and Y = R. For starters, we can choose the sequences Xn
and Yn to be constant and equal to X and Y respectively. Hence2 fn = f and cn = c
for every n, so there is no discretization error : εc,n(x, y) = εΦ,n(x, y, λ , µ) = 0.
So running the algorithm will be equivalent to run the original augmented-
Lagrangian on (OP0), performing iterations with increasing criticality.
Numerical result The solution is found from the initial guess x0 =
(
0 0
)T and
λ0 = 0 with the required precision after seven outer iterations in around 0.1 second.
3.1.2 Two-level discretization
We can go a bit further and refine our discretization scheme. Nothing is changed for
Y : Yn = Y = R for every n. But let us suppose we have two levels of discretization
for X : X1 = R and Xn = X = R2 for n > 1 with the canonical embedding X1 ∼
R×{0R} ⊂ R2.
Discretization error on constraints c Let us consider f1(x) = f (x, 0) = x2 and
c1(x) = c(x, 0) = x−1. If we consider (x, 0) ∈ X1, applying c1 or cn with n> 1 is
the same. If we consider (x, y) ∈ Xn with n> 1, we go back to the one-level case.
Therefore we have εc,n(x, y) = 0 for every n and (x, y) ∈ Xn.
Discretization error on augmented Lagragian gradient ∇Φ For (x, 0) ∈ X1,
c′1(x) =
(
1 0
)
— once embedded back in R2 — and c′n(x, 0) = c′(x, 0) =
(
1 1
)
for n> 1. Then we have:
∇xΦ((x, 0), λ , µ)−∇xΦ1(x, λ , µ)
= ∇ f (x, 0)−∇ f1(x)+ [c′(x, 0)− c′1(x)]∗λ +
1
µ
[
c′(x, 0)∗c(x, 0)− c′1(x)∗c1(x)
]
= 0+λ
(
0
1
)
+
1
µ
[c′(x, 0)− c′1(x)]∗c1(x) since c1(x) = c(x, 0)
=
(
λ +
x−1
µ
)(
0
1
)
so we get the following result:
‖∇xΦ((x, 0), λ , µ)−∇xΦ1(x, λ , µ)‖=
∣∣∣∣λ + x−1µ
∣∣∣∣ .
2In this section, we trivially have σXn = idX and σY = idY . Therefore we decide to drop the
notation · in this section.
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If (x, y) ∈ Xn with n> 1, we go back to the one-level case. Hence we have
εΦ,n(x, y, λ , µ) =
∣∣∣∣λ + x−1µ
∣∣∣∣δ1n.
where δi j is the KRONECKER symbol.
Numerical result The solution is found from the initial guess x0 = 0 and λ0 = 0
with the required precision after seven outer iterations in around 0.1 second.
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(b) Two-level discretization
Figure 1: Resolution for problem (OP0). The blue circle is x0 = (0.0, 0.0). The
dotted broken line is the path of iterates xn and the circle is the exact solution
x∗ = (0.5, 0.5). The black solid line is the set of points (x, y) such that x+ y= 1.
3.2 (POISSON-1D) Infinite-dimensional optimization problem with-
out constraints
We consider the one-dimensional POISSON equation on the interval [0, 1]:{
−∆u= g almost everywhere on [0, 1]
u(0) = u(1) = 0
Considering the weak formulation of this PDE, one can use the LAX-MILGRAM
theorem. Roughly, this theorem states that the PDE is equivalent to the following
optimisation problem:min
1
2
∫ 1
0
u˙(t)2 dt−
∫ 1
0
g(t)u(t)dt
u ∈ X ∆= H10([0, 1], R)
(POISSON-1D)
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where H10([0, 1], R) = {u∈ L2([0, 1], R) |u′ ∈ L2([0, 1], R),u(0) = u(1) = 0} is an
infinite-dimensional Hilbert space with inner product (v1 |v2)X =
∫ 1
0 v˙1(t)v˙2(t)dt.
There is no constraint in this problem, so we can consider Y ∆= R for instance
and c the zero function. We will choose cn (hence cn) to be zero as well, so εc,n(x)=
0 and ‖∇xΦ−∇xΦn‖= ‖∇ f −∇ fn‖.
3.2.1 Discretization of space X
This part will be general, as this discretization scheme may occur in further ex-
amples (typically, the ones involving functional objects). Let us have I = [a, b] an
bounded interval of R.
When considering a subdivision Σ = {ti}0≤i≤N ⊂ I as an increasing sequence
of N+ 1 values of I with t0 = a and tN = b, we will denote |Σ| ∆= N. (Be warned
that it is different from the usual writing since cardΣ= N+1.)
Let us consider a subdivision of I. We will denote by L2Σ(I, Rp) the subset
of square-integrable functions constant on each subinterval3 [ti−1, ti] defined by Σ.
For any given subdivision Σ, L2Σ(I, Rp) is a finite-dimensional Hilbert subspace of
L2(I, Rp).
Still considering Σ as subdivision of I, we define H1Σ(I, Rp) as the subset
of square-integrable functions that are continuous and affine on each subinterval
[ti−1, ti[. For any given subdivision Σ, H1Σ(I, Rp) is a finite-dimensional Hilbert
subspace of H1(I, Rp).
In the following, we will note hi
∆= ti− ti−1 and [u]i−1 ∆= [u(ti)− u(ti−1)]/hi.
Note that [u]i−1 is linear with respect to u.
With this definition, the image of the differentiation operator on H1Σ(I, Rp) is
exactly L2Σ(I, Rp) and if u ∈ H1Σ(I, Rp), we have
u′ =
|Σ|
∑
i=1
[u]i−1 ·1[ti−1, ti[ ∈ L2Σ(I, Rp)
If u 6∈ H1Σ(I, Rp), we cannot exchange the discretization and the derivation opera-
tions in general. Moreover the inclusion H1 ⊂ L2 is not conserved by the discreti-
sation, i.e. we have H1Σ(I, Rp) 6⊂ L2Σ(I, Rp).
We straightforwardly consider the discretized space H10,Σ(I, Rp) as the subset
of H1Σ(I, Rp) such that u(t0) = u(t|Σ|) = 0, i.e.
H10,Σ(I, R
p) = H1Σ(I, R
p)∩H10(I, Rp).
3A subdivision with N+1 points defines N subintervals, so |Σ| is the number of subintervals.
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The discretization operation is merely the restriction of the H1Σ(I, Rp) discretization
operation on H10,Σ(I, Rp).
Nested discretized spaces are linked to nested subdivisions. Indeed, if Σ ⊂ Σ′
(ie. Σ′ is finer than Σ), then L2Σ(I, Rp)⊂ L2Σ′(I, Rp) and the same goes for H1- and
H10-spaces.
3.2.2 Return to (POISSON-1D)
We go back to our example. Here I = [0, 1]. As the algorithm required nested
discretized spaces, we need nested subdivisions. For starters, we are going to use
uniform subdivisions obtained by dichotomy:
Σ0 = {0, 1}
Σ1 = {0, 1/2, 1}
Σ2 = {0, 1/4, 1/2, 3/4, 1}
...
...
Σn+1 = Σn∪{(ti−1+ ti)/2 where Σn = {ti}0≤i≤|Σn|}
That is each subdivision is obtained by considered all points from the previous with
all their midpoints in addition. With our notation, |Σn| = 2n and each subinterval
[ti−1, ti] of Σn is of constant length hi = h= 2−n. All subdvisions are nested (Σ0 ⊂
Σ1 ⊂ ·· · ⊂ Σn ⊂ Σn+1 ⊂ ·· · ⊂ I), so the associated discretized spaces are nested.
For the sake of simplicity, we will drop the subscript Σ and only keep the level n
of discretization : L2n([0, 1], R)
∆= L2Σn([0, 1], R), the same being done for H
1- and
H10-spaces.
Since X =H10([0, 1], R), we choose the sequence Xn to be Xn
∆=H10,n([0, 1], R).
We can now define the discretized versions fn of the criterion f :
fn(u)
∆=
1
2
N
∑
i=1
hi[u]2i−1−
N
∑
i=1
hig(ti−1)ui−1
with N = |Σn|= 2n, ui = u(ti), hi = ti− ti−1 and [u]i−1 = (ui−ui−1)/hi.
We use the straightforward representation u = σXn u = (uk)0<k<N and we note
uk = uk and [u]i−1 = (ui−ui−1)/hi. We now compute ∂ fn/∂uk for 0< k<N (with
u0 = uN = 0 by convention):
∂ fn
∂uk
(u) =
1
2
N
∑
i=1
hi
∂ [u]2i−1
∂uk
−
N
∑
i=1
hig(ti−1)
∂ui−1
∂uk
=−uk+1−2uk+uk−1
h
−hg(tk)
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Going on with the computations, we consider f − fn. If u ∈ Xn, we get:
( f − fn)(u) =−
(∫ 1
0
g(t)u(t)dt−
N
∑
i=1
hig(ti−1)ui−1
)
.
=
N
∑
i=1
∫ ti
ti−1
[g(ti−1)ui−1−g(t)u(t)]dt
=
N
∑
i=1
∫ ti
ti−1
[g(ti−1){ui−1−u(t)}+{g(ti−1)−g(t)}u(t)]dt
Since u ∈ Xn, u is continuous piecewise-affine. Then, on every subinterval [ti−1, ti],
we have u(t) = ui−1+[u]i−1(t− ti−1), so we can write:
( f − fn)(u) =
N
∑
i=1
−h
2
i
2
g(ti−1)[u]i−1+
∫ ti
ti−1
{g(ti−1)−g(t)}u(t)dt.
Since f − fn is linear, for v ∈ Xn, we have ∇( f − fn)(u) · v= ( f − fn)(v) and:
|∇( f − fn)(u) · v| ≤
N
∑
i=1
h2i
2
|g(ti−1)| · |[v]i−1|+
∫ ti
ti−1
|g(ti−1)−g(t)| · |v(t)|dt
In the rest of the computation, we assume that g is γ-Lipschitzian on [0, 1], so we
get, using the POINCARE´ inequality:
|∇( f − fn)(u) · v| ≤
(
1
2
max
[0,1]
|g|+ γ√
6
)
1
N
‖v‖X
We can now conclude that, for u ∈ Xn∗ , λ ∈ Yn∗ and µ > 0, we have:
‖∇xΦ(u, λ , µ)−∇xΦn(u, λ , µ)‖= ‖∇ f (u)−∇ fn(u)‖ ≤
(
1
2
max
[0,1]
|g|+ γ√
6
)
1
N
so we choose εΦ,n(u, λ ,µ) =
(
1
2
max[0,1] |g|+
γ√
6
)
1
N
.
We now link Euclidian and induced norms on Xn:
‖u‖2RN−1 =
1
h
‖u‖2L2 ≤
1
2h
‖u‖2X =
1
2h
‖u‖2Xn
so we get ‖u‖RN−1 ≤
√
N/2‖u‖Xn with N = 2n. Thus we choose KXn =
√
N/2.
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Numerical result We consider g : t 7→ 1−3(2x−1)2 so the solution of the POIS-
SON equation should be u : t 7→ x2(x−1)2. We have max[0,1] |g|= |g(0)|= |g(1)|=
2 and γ = 12.
Using the refinement designed in Step 4 in this example seems counter-productive.
Indeed, if n0 = 1, we get n1 = 11 (that is 2049 discretization points directly infered
from 3 discretization points) and computation is very costly. We use instead the
straightforward update nk+1 = nk+1. The solution is found from the initial guess
x0 = 0 ∈ H10,1([0, 1], R) and λ0 = 0 with the required precision after seven outer
iterations in around 30 seconds.
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Figure 2: Solution x∗ and ALDISCR iterates xn for problem (POISSON-1D)
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3.3 (DIDO) Infinite-dimensional problem with scalar constraints
We consider the isoperimetric problem also known as the Dido problem:
min−
∫ 1
0
u(t)dt
u ∈ X ∆= H10([0, 1], R)∫ 1
0
√
1+ u˙(t)2 dt =
pi
2
(DIDO)
We are using the framework defined in the previous section: we set X =
H10([0, 1],R) and Xn = H10,n([0, 1],R) as before with the same definition for the
representation σXn . Since c is a scalar function, we get Yn = Y = R. We can now
define the discretized versions fn and cn of the criterion f and the constraints c
respectively:
fn(u)
∆=−
N
∑
i=1
hiui−1
cn(u)
∆=
N
∑
i=1
hi
√
1+[u]2i−1−
pi
2
so we have for 0< k < N (with u0 = uN = 0):
∂ fn
∂uk
(u) =−
N
∑
i=1
hi
∂ui−1
∂uk
=−hk+1 =−h
∂cn
∂uk
(u) =
N
∑
i=1
hi
∂
∂uk
(√
1+[u]2i−1
)
=− [u]k√
1+[u]2k
+
[u]k−1√
1+[u]2k−1
Since cn coincide on Xn with c, we have εc,n(u) = 0 and ‖∇xΦ−∇xΦn‖= ‖∇ f −
∇ fn‖.
f and fn are linear, so f − fn is linear too. If v ∈ Xn, we get:
∇( f − fn)(u) · v= ( f − fn)(v) =−
∫ 1
0
v(t)dt+
N
∑
i=1
hivi−1
=− 1
2N
N
∑
i=1
hi[v]i−1 =− 12N
∫ 1
0
v′(t)dt
|∇( f − fn)(u) · v| ≤ 12N
∫ 1
0
|v′(t)|dt ≤ 1
2N
‖v‖X
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Therefore, if u ∈ Xn∗ , λ ∈ Yn∗ and µ > 0, we have:
‖∇xΦ(u, λ , µ)−∇xΦn(u, λ , µ)‖= ‖∇ f (u)−∇ fn(u)‖ ≤ 12N
so we choose εΦ,n(u, λ , µ) =
1
2N
.
Numerical result The solution cannot be found from the initial guess x0 = 0 ∈
H10,1([0, 1], R) and λ0 = 0 with the required precision since too much inner itera-
tions are required for solving the Lagrangian subproblem.
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Figure 3: Solution x∗ and ALDISCR iterates xn for problem (DIDO)
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4 Conclusion
The current implementation of algorithm ALDISCR seems to work on simple ex-
amples, but still have problems for problems a little more complex: since we are in
a preliminary testing stage, some errors are likely to be found and corrected.
Aside from the implementation point of view, we can see this algorithm as an
— enhanced — optimization solving process coupled with a classical mesh re-
finement. Recent works [2] have shown that multi-grid frameworks (in particular,
recursive multigrid with trust-region methods) are more efficient than mere mesh
refinement. Thus the algorithm may be extended with a recursive multi-grid frame-
work.
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A Proof of Lemma 1
Let us write the lemma once again:
Lemma 1. Let ϕ : Xn → R be a C 2 map. We denote ϕ = ϕ ◦
(
σXn
)−1. We also
assume that the following relation holds:
∀x ∈ Xn, κXn ‖x‖Xn ≤ ‖σXn x‖2 ≤ KXn ‖x‖Xn (5)
where ‖ · ‖2 is the usual Euclidian norm on RdimXn . Then, we have the following
relation:
∀x ∈ Xn, κXn
∥∥∇ϕ (σXn x)∥∥2 ≤ ‖∇ϕ(x)‖Xn ≤ KXn ∥∥∇ϕ (σXn x)∥∥2 (6)
Proof. Let x and h be in Xn. We note x
∆= σXn x ∈RdimXn and h ∆= σXn h ∈RdimXn the
representations of x and h respectively. Then we have:
ϕ ′(x) ·h=
(
ϕ ◦ (σXn )−1)′ (x) ·h
= ϕ ′
((
σXn
)−1 (x)) ·[((σXn )−1)′ (x) ·h]
= ϕ ′
((
σXn
)−1 (x)) ·[(σXn )−1 (h)] since (σXn )−1 is linear
= ϕ ′(x) ·h
By using gradient definition, we get the following relation for all x and h in Xn:
〈∇ϕ(x) , h〉X =
(
∇ϕ(x) |h)2 . (7)
Let us compute ‖∇ϕ(x)‖X :
‖∇ϕ(x)‖2X = 〈∇ϕ(x) , ∇ϕ(x)〉X
=
(
∇ϕ(x)
∣∣σXn ∇ϕ(x))2 by using (7) with h= ∇ϕ(x) ∈ Xn
≤ ‖∇ϕ(x)‖2
∥∥σXn ∇ϕ(x)∥∥2 (CAUCHY-SCHWARTZ inequality)
≤ KXn ‖∇ϕ(x)‖2‖∇ϕ(x)‖X by using (5) with x= ∇ϕ(x) ∈ Xn
so we get ‖∇ϕ(x)‖X ≤ KXn ‖∇ϕ(x)‖2. The remaining inequality is obtained in the
same way by using (7) and (5) on the vector
(
σXn
)−1∇ϕ(x) ∈ Xn.
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