In recent years, many researchers have become interested in methods for mitigating traffic congestion by optimizing traffic signal parameters. To mitigate traffic congestion over a widespread area, a method using an advanced genetic algorithm and a traffic simulator has been proposed (Nishihara, T., et al., "The Verification with Real-World Road Network on Optimization of Traffic Signal Parameters using Multi-Element Genetic Algorithms", ITS World Congress, 2012). However, this method consumes considerable time when simulating traffic flow. This paper proposes a method that reduces the processing time of the simulator by using a neural network.
Introduction
In recent years, traffic congestion has caused several economic and environmental issues. The Ministry of Land, Infrastructure, and Transportation (MLIT) in Japan has estimated the economic loss caused by congestion to be 12 trillion yen [1] . In addition, it causes a loss of 30 hours per year for each person. Moreover, it generates environmental pollution because of the greenhouse gases that are emitted from idling cars. Therefore, the mitigation of traffic congestion has become significant in recent years. Nishihara et al. addressed this problem by proposing a method that uses both a multiple-element genetic algorithm (ME-GA) and a traffic simulator [2] . However, this method consumes long time when simulating a road network such as shown in Fig. 1 .
To shorten the processing time, we propose a method that replaces the simulator with a pre-trained neural network (NN) . With this replacement, the learning error has a large effect on mitigation performance. Therefore, we propose a machine learning method that uses deep learning to train the NN. Fig. 1 . Road network modeled on the Ooe-Toroku area in Kumamoto city (Reproduced from Ref. [2] ). Warberg et al. proposed the Green Wave method to reduce the traffic congestion. The GreenWave method is an optimization method for traffic signals that is operated in actual service [3, 4] . Green-Wave optimizes the traffic signals so as not to stop cars in a certain road section. However, it causes traffic congestion at the interface of this road section.
Previous methods
Xu et al. proposed the GreenSwirl method, which improves on GreenWave. GreenSwirl applies GreenWave to a loop road, and uses a path finding algorithm to allow cars to travel through the loop road optimally. GreenSwirl achieves better mitigation of traffic congestion than GreenWave [5] . However, the design of the loop road and the settings of the road signals are made manually, and thus, this method faces several problems when it be applied to widespread areas.
Nishihara et al. proposed a method that is constructed from a genetic algorithm (GA) and an evaluation to optimize the traffic signal parameters over a widespread area. Figure 2 shows the processing flow in Nishihara et al.'s method [2] . This method uses the optimization algorithm of multidimensional parameters to optimize the traffic signal parameters over a widespread area. Nishihara et al. used ME-GA to optimize multidimensional parameters in order to obtain generations with better genes. This method comprises the following five steps.
Step 1: Set the actual road network and road signal parameters in the traffic flow simulator.
Step 2: Generate the initial individuals in ME-GA. ME-GA is initialized from the traffic congestion evaluation values derived from the traffic flow simulator.
Step 3: Derive better road signal parameters by calculating new generations in ME-GA.
Step 4: Derive the traffic congestion evaluation values of each road signal parameter from the traffic flow simulator.
Step 5: Apply each traffic congestion evaluation value to the ME-GA and iterate steps 3 to 5 until a certain number of generations has been calculated.
This method iterates the operation of the traffic flow simulator to optimize the traffic signal parameters; therefore, the processing time of the traffic flow simulator significantly affects the total time of the system. Nishihara et al.'s method consumes 19 hours to optimize the traffic signal parameters in the simple road network as shown in Fig. 1 . The processing time of the traffic flow simulator needs to be shortened in order for this method to be operated in actual service.
In recent years, the congestion mitigation method is receiving attention. Mannion et al. [6] are conducting verification of the effectiveness of traffic jam mitigation by optimizing traffic signal parameters using Q learning and traffic flow simulator. In this method, traffic congestion mitigation performance was confirmed significantly compared to the conventional signal control method even for traffic demand that randomly changes in the traffic network of Fig. 4 , which is commonly used for verifying traffic congestion mitigation performance.
Generally, it needs an evaluation (traffic congestion evaluation value) for the selected action (traffic signal parameter) when the method uses Q learning and traffic flow simulator. When Mannon's method repeats the traffic simulation like the method of Nishihara et al., it should take a very long processing time, although the time requirement for optimization is not mentioned in the document.
Proposed method

Outline
In our research, to shorten the processing time, we propose a traffic signal optimization method that replaces the traffic simulator with a pre-trained NN, in order to predict with high accuracy using deep learning [8] . The processing flow of our proposed method is shown in Fig. 3 .
The learning methods of deep learning can be classified into the following four types: autoencoder (AE) [7] , restricted Boltzmann machine [9, 10] , convolutional NN [11] [12] [13] , and recurrent NN [14, 15] .
And we use a stochastic optimization approach, called Adam, to optimize the network parameters for deep learning. In recent years, stochastic optimization has become a major method in deep learning that accelerates learning convergence and reduces generalization error. Adam is regarded as learning more quickly than other conventional parameter optimization methods such as AdaGrad or RMSProp [16] . Figure 3 shows the process flow of the proposed method, which comprises two processes. The first is the learning process for predicting the output value of the traffic flow simulator. This process samples the learning data from the traffic flow simulator. Next, the composition of NN is changed according to the method to compare. In the case of Nishihara's method are extracts the features for the NN from the data via unsupervised learning using Stack Denoising Autoencoder (SDA). After feature extraction, the NN predicts the output value via supervised learning using the back propagation method. The reason for this is that the traffic light parameters at all intersections were input to each element of NN. Therefore, it is conceivable that the traffic signal parameter at a remote intersection becomes noise in learning. Therefore, in comparison with the method of Mannion et al., The traffic light parameters of four intersections are combined into one and input to the element of NN. This structure is similar to the structure of convolutional NN (CNN) which is often used in the field of image recognition in Deep NN. Therefore, CNN was used in comparison with the method of Mannion et al.
The second process optimizes the traffic signal parameters via a trained NN and ME-GA. ME-GA better predicts the traffic signal parameters by using the congestion evaluation values that are outputted from the NN. The traffic signal parameters are optimized by iterating the optimization process.
Properties of NN
Supervised learning is performed after feature extraction by deep learning using the back propagation method. In this study, the training data are normalized as a real number from [0, 1]. We use a sigmoid function for the activation function, as shown in the following equation. Here, z is the output value of the element and α is the gain. The error value E in the output layer is derived from the mean square error, as shown in following equation.
Here, T k shows the k th teacher signal and O k shows the k th sample value of the output. Table I shows the Adam parameter optimization procedure. Parameter θ is the parameter to be determined, f is the objective function, g is a gradient derived from f , and t is the number of iterations for learning. In addition, the recommended parameters for Adam are shown at the top of Table I . 
Experiment
In order to confirm the congestion mitigation performance by the proposed method, we compared it with the two methods. In Experiment 1, the congestion mitigation performance and the processing time were compared with the method of Nishihara et al. [2] and the measured traffic signal parameters. In Experiment 2, a method using reinforcement learning has attracted attention in moderation of congestion in recent years. For that reason we compared the method of Mannion et al. [6] recently announced and congestion mitigation performance. Table II shows the specifications of the computer used for each method.
Experiment 1
Properties of the traffic flow simulator
The traffic flow simulator used in the evaluation is Aimsun 6.1. The road network in these experiments is the same as that used to evaluate Nishihara et al.'s method (shown in Fig. 1) [2] . In addition, the traffic volume and agent of each vehicle in Aimsun 6.1 are set the same as those for Nishihara et al.'s method.
The traffic signal parameters consist of Cycle, Split, and Offset signals. These are set for each intersection. Aimsun 6.1 outputs WaitOut, Inside, and GoneOut data. WaitOut is the number of vehicles that cannot enter the road network because of traffic jams and are located outside of the road network to be optimized. Further, Inside is the number of vehicles in the road network to be optimized. Finally, GoneOut is the number of vehicles that have left the road network to be optimized.
Properties of the NN
The setting of NN in Experiment 1 is shown in Table III and Table IV . In the deep learning for these experiments, the NN pre-learns using SDA before it is trained using error back propagation. The NN does not include an output layer because of the unsupervised learning in pre-learning. We construct an NN for every congestion evaluation value because the congestion evaluation values do not affect each other. Mini-batch learning is used as the learning method. To consider versatility, each number of iterations for learning is set according to minimize the differences between generalization and training errors in the learning process (Table III) .
Properties of ME-GA
The ME-GA parameters are set such that the number of generations is 500 and the population is 300. 
Here, V wo is WaitOut and V in is Inside. Further, t delay (DelayTime) is the average difference between the actual running time and the ideal running time; the total travel distance (T T D) indicates the sum of the travel distance of all vehicles in the simulation; and C w , C i , and C d are weights for the congestion evaluation value, where C w = 100, C i = 500, and C d = 500. Table V shows the results of the Experiment 1. Here, low values for WaitOut and Inside indicate that the traffic situation is good. A large value for GoneOut also indicates that the traffic situation is good.
Experiment 1 results
The results of this experiment confirm that the traffic congestion resulting from Nishihara et al.'s method and the proposed method are equal. The results also show that the proposed method performs worse than Nishihara et al.'s method when the number of generations and population are set to be the same as those in Nishihara et al.'s method. Therefore, the method for predicting the output values of the traffic flow simulator would probably be improved by reconsidering the samples used for pre-training. Table VI shows the results of Experiment 2. The processing time in the proposed method is about 15 min, while that in Nishihara et al.'s method is about 19 hours. Therefore, our proposed method achieves a processing time that is 98.7% shorter than that in Nishihara's method.
Experiment 2
In Experiment 2, we compared the three parameters (Waiting Time, Speed, Queue Length) that Mannion and colleagues use for congestion assessment. Waiting Time is the average time(s) that all the vehicles were stopped. Speed is the average speed of all the vehicles traveled. Queue Length is the average length of standby train ranges between all intersections.
Traffic flow simulator setting:
The traffic flow simulator used SUMO (Simulation of Urban Mobility) in the same way as Mannion et al.
Road network:
The transport network used in Experiment 2 is shown in Fig. 4 . The distance from the tip of each road network to the intersection that arrives first is 250 m, and the distance between each intersection is 150 m. In addition, each road width was set to 3.2 m, and the direction in which it was possible to proceed at the intersection was set as shown in Fig. 5 . The maximum speed in the road was 50 km/h, and the acceleration was set as the initial setting of SUMO. 
Traffic volume:
We use SUMO DUAROUTER provided by SUMO, we generated 1,800 vehicles per hour with a minimum mileage of 450 m.
Setting of simulation time:
We simulated 36 hours traffic flow.
Properties of the NN
In Experiment 2, as a result of preliminary experiments, problems occurred in which the error did not converge well in the configuration of NN in Experiment 1. As one of the reasons for this, in Experiment 1, since traffic light parameters at all intersections were input to each element of NN as shown in Fig. 6 , it is considered that traffic light parameters at non-adjacent intersections are noise in learning. Therefore, in Experiment 2, as shown in Fig. 7 , the traffic light parameters of four intersections are grouped together and input to the elements of NN. This structure is similar to the structure of CNN which is often used in the field of image recognition in DNN. Therefore, CNN was used as a configuration of deep learning in Experiment 2. Table VII and Fig. 8 show the network parameters of the learner in Experiment 2. At the nine intersections, the input element has 27 pieces for inputting three parameters of Cycle, Split, and Offset. At this time, Cycle, Split, and Offset are regarded as three channel inputs in order to take the structure of CNN. Next, in convolution, learning at four intersections (2 × 2) showed good results in Experiment 1, so convolution is performed with the stride set to 1 for the 2 × 2 filter for the input of nine intersections (9 × 9) . As shown in the Fig. 7 , inputs at every four intersections were entered into one element. Finally, by preliminary experiments, the number of channels after convolution and the intermediate layer were determined. At this time, the number of elements from the convoluted element to the first intermediate layer to be input is 1296 (324 × 2 × 2) pieces because 2 × 2 elements after convolution must prepare 324 channels.
Experiment 2 results
The proposed method mitigated traffic congestion more than actual road traffic as shown in Fig. 4 .
In addition, Table VIII shows the result of comparing to the method of Mannion et al., the waiting time was markedly reduced, but the average speed and the average queue length were inferior.
One of the reasons for this is that the signal parameters optimized by the proposed method were shorter than generally actual cycle time. As a result, the waiting time of the vehicle decreases owing to the red light. However, the queue length increases. The reason of the queue length increasement is decreasement of the number of vehicles that can pass through in one blue light. Moreover, average speed decreases owing to the number of stops increases.
Only this result, it is difficult to decide which method is really good. So, we proposed the evaluation value that is based on waiting time and speed to evaluate which method can pass the road network quickly. In this comparison, the travel distance L meter per minute including the waiting time is derived from following equation. The results are shown in Table IX . As a result of the comparison, our proposed method could move in the road network 39 m/min earlier than Mannnion's method.
Conclusion
Conventionally, when we mitigate the traffic congestion by optimizing the traffic signal parameters, it required a very long time because of the necessary to repeat the traffic flow simulation for optimization. Therefore, it was hard to be applied in the actual scene. In order to solve this problem, we proposed a method that shortens the optimization time by replacing the traffic flow simulator with the NN that learned the relation of the input and output from the traffic flow simulator.
We did two experiments in order to confirm the performance of proposed method. First, we compared our method with Nhishihara's method to confirm the performance of the processing time and reduction of the traffic congestion. As a result, our method achieved 15 minutes processing time that is 98.7% less than Nhisihara's method. Furthermore, our proposed method could mitigate traffic congestion more than Nhisihara's method, because shortened processing time enables ME-GA to do more examine.
Next, we compared our method with Mannion's method that uses both Q-learning and traffic flow simulator. As a result, our method results better Waiting-Time, worse Cruising-Speed and worse Queue-Length. However, comparing traveling distances per a minute that considered Waiting-Time, our method enabled the vehicle to pass through the road network faster than Mannion's. Furthermore, Mannion's method should need too long processing time, because it repeats the traffic simulation to get the evaluations for the selected traffic signal parameters. Therefore, from the aspect of processing time, our proposed method would be more suitable for mitigating traffic congestion than recent method in consideration of actual service.
In addition, the proposed method could optimize the traffic signal parameters in 15 minutes. However, VICS updates information every 5 minutes generally [16] . Therefore, the processing time of the system should be shortened to less than 5 minutes in order to be practical for actual service.
In future work, we will apply parallel processing to the calculation of individual evaluations in ME-GA in order to shorten the process time, and increase the sampling data for deep learning in order to improve the optimization.
