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Abstract—Coded caching is used to reduce network congestion
during peak hours. A single server is connected to a set of users
through a bottleneck link, which generally is assumed to be error-
free. During non-peak hours, all the users have full access to
the files and they fill their local cache with portions of the files
available. During delivery phase, each user requests a file and
the server delivers coded transmissions to meet the demands
taking into consideration their cache contents. In this paper
we assume that the shared link is error prone. A new delivery
scheme is required to meet the demands of each user even after
receiving finite number of transmissions in error. We characterize
the minimum average rate and minimum peak rate for this
problem. We find closed form expressions of these rates for a
particular caching scheme namely symmetric batch prefetching.
We also propose an optimal error correcting delivery scheme for
coded caching problem with symmetric batch prefetching.
I. INTRODUCTION
Coded caching techniques are aimed at reducing peak hour
traffic in networks [1]. A portion of the content is made locally
available at the users during non-peak periods so that traffic
can be reduced at peak hours. The seminal work in [1] shows
that apart from the local caching gains obtained by placing
contents at user caches before the demands are revealed, a
global caching gain can be obtained by coded transmissions.
The fundamental scheme developed in [1] is a centralized
coded caching scheme, where all users are linked to a single
fixed server. This scenario is extended to a more realistic
decentralized scheme in [2]. More extensions to non-uniform
demands [3] and online coded caching [4] are also available
in literature.
A coded caching scheme has two phases: a placement phase
and a delivery phase. In the placement phase or prefetching
phase, each user can fill their local cache memory using
the entire database. During this phase there is no bandwidth
constraint as the network is not congested and the only
constraint here is the memory. Delivery phase is carried out
once the users reveal their demands. During the delivery phase
only the server has access to the file database and the constraint
here is the bandwidth as the network is congested in this
phase. During placement phase some parts of files have to
be judiciously cached at each user in such a way that the
rate of transmission is reduced during the delivery phase. The
prefetching can be done with or without coding. If during
prefetching, no coding of parts of files is done, the prefetching
scheme is referred to as uncoded prefetching [1], [6]. If coding
is done during prefetching stage, then the prefetching scheme
is referred to as coded prefetching [7].
In this work an extension to the coded caching problem
called as the error correcting coded caching scheme is con-
sidered. In our model, the receivers should be able to decode
their demanded messages even when the delivery phase has
finite number of transmission errors. The placement phase is
assumed to be error-free. This assumption can be justified
as during placement phase there is no bandwidth constraint
and any number of re-transmissions can be done to make the
placement error-free. A similar model in which the delivery
phase takes place over a packet erasure broadcast channel was
considered in [5].
Error correction at receivers can be achieved by increasing
the number of transmissions. This paper addresses the prob-
lem of finding error correcting delivery schemes which use
minimum number of transmissions. The main contributions of
this paper are as follows.
• We characterize the minimum average rate and minimum
peak rate for error correcting coded caching scheme
(Section III).
• We prove the optimality of a particular delivery scheme
introduced in [6], which we refer to as the Yu Maddah-Ali
Avestimehr (YMA) scheme, with a particular prefetching
scheme namely symmetric batch prefetching, using re-
sults from index coding (Section IV).
• For error correcting delivery scheme for coded caching
problem with symmetric batch prefetching, we find closed
form expressions for expected minimum average rate and
minimum peak rate (Section V).
• We propose an optimal error correcting delivery scheme
for coded caching problem with symmetric batch
prefetching (Section V).
Throughout the paper Fq denotes the finite field with q
elements, where q is a power of a prime, and F∗q denotes the
set of all nonzero elements of Fq . The notation [K] is used for
the set {1, 2, ...,K} for any integer K . For a K × N matrix
L, Li denotes its ith row. For a set S ⊆ [K], LS denotes the
|S| × N matrix obtained from L by deleting the rows of L
which are not indexed by the elements of S. We denote ei
= (0, ..., 0︸ ︷︷ ︸
i−1
, 1, 0, ..., 0︸ ︷︷ ︸
K−i
) ∈ Fnq as the unit vector having a one at
the ith position and zeros elsewhere. A linear [n, k, d]q code
C over Fq is a k-dimensional subspace of Fnq with minimum
Hamming distance d. The vectors in C are called codewords.
A matrix G of size k×n whose rows are linearly independent
codewords of C is called a generator matrix of C. A linear
[n, k, d]q code C can thus be represented using its generator
matrix G as, C = {yG : y ∈ Fkq}. We let Nq[k, d] denote the
length of the shortest linear code over Fq which has dimension
k and minimum distance d.
II. PRELIMINARIES AND BACKGROUND
In this section we revisit a few results from error correcting
index coding problems [8] which are used in this paper
and discuss the symmetric batch prefetching scheme and
YMA delivery scheme [1] [6]. We also review the connection
between index coding and coded caching problems [1].
A. Index Coding Problem
The index coding problem with side information was intro-
duced in [9]. A single source has n messages x1, x2 . . . , xn
where xi ∈ Fq, ∀i ∈ [n]. There are K receivers,
R1, R2 . . . , RK . Each receiver possesses a subset of messages
as side information. Let Xi denote the set of indices of the
messages belonging to the side information of receiverRi. The
map f : [K] → [n] assigns receivers to indices of messages
demanded by them. Receiver Ri demands the messages xf(i),
f(i) /∈ Xi [8]. The source knows the side information available
to each receiver and has to satisfy the demand of each
receiver in minimum number of transmissions. An instance
of index coding problem can be completely characterized by
a side information hypergraph [10]. Given an instance of the
index coding problem, finding the best scalar linear binary
index code is equivalent to finding the min-rank of the side
information hypergraph [8], which is known to be an NP-hard
problem in general [11], [12].
An index coding problem with K receivers and n messages
can be represented by a hypergraph H(V,E), where V = [n]
is the set of vertices and E is the set of hyperedges [10]. Vertex
i represents the message xi and each hyperedge represents a
receiver. In [8], the min-rank of a hypergraph H over Fq is
defined as,
κq(H) , min{rankq({vi + ei}i∈[K]) : vi ∈ F
n
q ,vi ⊳ Xi},
where vi ⊳ Xi denotes that vi is the subset of the support
of Xi; the support of a vector u ∈ Fnq is defined to be the
set {i ∈ [n] : ui 6= 0}. This min-rank defined above is the
smallest length of scalar linear index code for the problem. A
linear index code of length N can be expressed as XL, where
L is an n×N matrix and X = [x1 x2 . . . xn]. The matrix L
is said to be the matrix corresponding to the index code.
Let G = (V , E) be an undirected graph, then a subset of
vertices S ⊆ V is called an independent set if ∀u, v ∈ S,
{u, v} /∈ E . The size of a largest independent set in the
graph G is called the independence number of G. Dau et al.
in [8] extended the notion of independence number to the
case of directed hypergraph corresponding to an index coding
problem. For each receiver Ri, define the sets
Yi , [n] \
(
{f(i)} ∪ Xi
)
and
J (H) , ∪i∈[K]{{f(i)} ∪ Yi : Yi ⊆ Yi}.
A subset H of [n] is called a generalized independent set in
H, if every nonempty subset of H belongs to J (H). The size
of the largest independent set in H is called the generalized
independence number and is denoted by α(H).
It is proved in [8] that a matrix L corresponds to an index
code if and only if
wt
(∑
i∈H
ziLi
)
≥ 1
for all H ∈ J (H) and for all choices of zi ∈ F ∗q , i ∈ H.
The quantities α(H) and κq(H) decide the bounds on the
optimal length of error correcting index codes. The error
correcting index coding problem with side information was
defined in [8]. An index code is said to correct δ errors if
after receiving at most δ transmissions in error, each receiver
is able to decode its demand. A δ-error correcting index
code is represented as (δ,H)-ECIC. An optimal linear (δ,H)-
ECIC over Fq is a linear (δ,H)-ECIC over Fq of the smallest
possible length Nq[H, δ]. Bounds were established in [8] on
this length, the lower bound, known as the α-bound, is given
by
Nq[H, δ] ≥ Nq[α(H), 2δ + 1].
The upper bound or the κ-bound is given by
Nq[H, δ] ≤ Nq[κq(H), 2δ + 1].
Thus the length of an optimal linear (δ,H)-ECIC over Fq
satisfies
Nq[α(H), 2δ + 1] ≤︸ ︷︷ ︸
α-bound
Nq[H, δ] ≤ Nq[κq(H), 2δ + 1]︸ ︷︷ ︸
κ-bound
.
(1)
The κ-bound is achieved by concatenating an optimal linear
classical error correcting code and an optimal linear index
code. Thus for any index coding problem, if α(H) is same as
κq(H), then concatenation scheme would give optimal error
correcting index codes [13], [14], [15].
B. Symmetric batch prefetching and YMA scheme
In this paper we consider one particular type of uncoded
prefetching scheme referred to as symmetric batch prefetching
[1], [6]. We denote this prefetching scheme as MSB . There
are K users and the server has N files X1, X2, . . . , XN , each
of F bits. Each user has a cache of sizeMF bits. The demand
vector is denoted by d = (d1, ..., dK), where di is the index
of the file demanded by user i. The number of distinct files
requested in d is denoted byNe(d). Each file is partitioned into(
K
r
)
non-overlapping subfiles of approximately equal sizes,
where r is a parameter defined as r = KM
N
. Each subfile of
file i is denoted as Xi,A, where A ⊆ {1, ...,K}, |A| = r.
Now, each user k ∈ {1, 2, . . . ,K} caches all subfiles Xi,A of
the message Xi, which satisfy the criterion k ∈ A. Since each
user caches
(
K−1
r−1
)
N subfiles and each subfile has F/
(
K
r
)
bits,
the number of bits cached at each user equals NrF/K = MF
bits. Thus all the available cache memory for the users is fully
utilized. The delivery scheme proposed in [6] is optimal for
symmetric batch prefetching. We refer to this scheme as YMA
scheme. In [6] it has been shown that for YMA scheme the
minimum average rate R∗ for r ∈ {0, 1, . . . ,K} is
R∗ = Ed
[( K
r+1
)
−
(
K−Ne(d)
r+1
)
(
K
r
)
]
.
Furthermore, for r /∈ {0, 1, . . . ,K}, R∗ equals the lower
convex envelope of its values at r ∈ {0, 1, . . . ,K}. The
minimum peak rate R∗worst for r ∈ {0, 1, . . . ,K} is
R∗worst =
(
K
r+1
)
−
(
K−min{K,N}
r+1
)
(
K
r
) .
Furthermore, for r /∈ {0, 1, . . . ,K}, R∗worst equals the lower
convex envelope of its values at r ∈ {0, 1, . . . ,K}.
C. Equivalent Index Coding Problems of a Coded Caching
Problem
For a fixed prefetching M and for a fixed demand d, the
delivery phase of a coded caching problem is an index coding
problem [1]. In fact, for fixed prefetching, a coded caching
scheme consists of NK parallel index coding problems one
for each of the NK possible user demands. Thus finding the
minimum achievable rate for a given demand d is equivalent
to finding the min-rank of the equivalent index coding problem
induced by the demand d.
III. SYSTEM MODEL
In this section we describe the system model for error
correcting coded caching scheme. An error correcting coded
caching scheme has a server connected to K users through a
shared link which is error prone. The server has access to N
files X1, X2, ..., XN , each of size F bits. Every user has an
isolated cache with memory MF bits, where M ∈ [0, N ]. A
prefetching scheme is denoted by M.
During the delivery phase, only the server has access to the
database. Every user demands one of the N files. The demand
vector is denoted by d = (d1, ..., dK), where di is the index
of the file demanded by user i. The number of distinct files
requested in d is denoted by Ne(d). The set of all possible
demands is denoted by D = {1, ..., N}K . During the delivery
phase, the server informed of the demand d, transmits a signal
Y , which is a function ofX1, ..., XN , over a shared link. Using
the values of bits Mk and the signal Y each user k needs
to reconstruct the requested file Xdk even after receiving δ
transmissions in error.
For the δ-error correcting coded caching problem we define
that a communication rate R(δ) is achievable for demand d
if and only if there exists a transmission signal Y of R(δ)F
bits such that every user k is able to recover its desired file
Xdk even after at most δ transmissions are in error. We denote
R∗(d,M, δ) as the minimum achievable rate for a given d,M
and δ. We define the average rate R∗(M, δ) as the expected
minimum average rate givenM and δ under uniformly random
demand. Thus
R∗(M, δ) = Ed[R
∗(d,M, δ)].
The average rate depends on the prefetching scheme M.
The minimum average rate R∗(δ) = minMR
∗(M, δ) is the
minimum rate of the delivery scheme over all possibleM. The
rate-memory trade-off for average rate is finding the minimum
average rate R∗(δ) for different memory constraints M .
Another quantity of interest is the peak rate, denoted by
R∗worst(M, δ), which is defined as
R∗worst(M, δ) = max
d
R∗(d,M, δ).
The minimum peak rate is defined as
R∗worst(δ) = min
M
R∗worst(M, δ).
We denote an index coding problem induced from a coded
caching problem for a given demand d as I(M, d). The
side information hypergraph for this index coding problem is
denoted by H(M, d). The generalized independence number
and min-rank of this index coding problem are denoted by
α(M, d) and κ(M, d) respectively. A solution to this index
coding problem is thus clearly a solution for the coded caching
problem with a given prefetching M and a given demand
d. Thus finding R∗(d,M, δ = 0) is equivalent to finding
the min-rank of the induced index coding problem I(M, d).
Extending the argument a little further, we can say that finding
R∗(d,M, δ) is equivalent to finding the optimal length of
δ-error correcting index code for the induced index coding
problem I(M, d).
Consider the index coding problem I(MSB , d) induced
from symmetric batch prefetching and for a given demand d.
Each subfile Xi,{a1,...,ar} is taken as a message of the index
coding problem. Hence there are a total of N
(
K
r
)
messages.
Each user now can be split into
(
K
r
)
receivers each demanding
one message. Thus in total there are K
(
K
r
)
receivers for
the induced index coding problem. The cache content can
be taken as side information. Thus each receiver now has
N
(
K−1
r−1
)
messages as side information. Consider an index
code of length ℓ for I(MSB, d). This means that using ℓ
transmissions, all the receivers decode their demands. Each
transmission here is of F/
(
K
r
)
bits. Thus the total number of
bits transmitted is ℓF/
(
K
r
)
. Thus an achievable rate R(δ = 0)
for this coded caching scheme is ℓ/
(
K
r
)
.
In the subsequent sections we prove that α(MSB, d) =
κ(MSB, d) for all d of the coded caching problem with
symmetric batch prefetching. It is known that YMA scheme
is optimal for this prefetching [6]. Since α(MSB , d) =
κ(MSB, d), α and κ bounds for the optimum length for δ-
error correcting index codes are also equal (1). Hence the
concatenation scheme of the optimal index code and the
optimal error correcting code is optimal. Thus the optimal
delivery scheme for the δ-error correcting coded caching
scheme with symmetric batch prefetching is to concatenate
YMA scheme with optimal classical error correcting code.
IV. OPTIMALITY OF YMA SCHEME WITH SYMMETRIC
BATCH PREFETCHING
In [6] it has been proved that YMA scheme is optimal
for symmetric batch prefetching. In this section, we present
an alternative and simpler proof for the optimality of YMA
scheme using results from index coding. Moreover, the results
presented in this section are used to construct optimal error
correcting delivery scheme for coded caching problem with
symmetric batch prefetching as shown in Section V.
The lemma below gives a lower bound for α(MSB, d)
which is used to prove the optimality of YMA scheme.
Lemma 4.1: For the index coding problem I(MSB, d)
corresponding to a coded caching problem with symmetric
batch prefetching and demand d,
α(MSB, d) ≥
(
K
r + 1
)
−
(
K −Ne(d)
r + 1
)
,
for r ∈ {0, 1, ...,K}.
Proof: Recall that Ne(d) is the number of distinct files
requested in d . Without loss of generality we can assume
that the first Ne(d) receivers have distinct demands. We
construct a set B, whose elements are messages of the index
coding problem I(MSB, d) such that the set of indices of the
messages in B forms a generalized independent set. The set
B is constructed as
B =
⋃
i∈[Ne(d)]
{Xdi,{a1,...,ar} : a1, ..., ar 6= d1, d2, ..., di}.
Let H be the set of indices of the messages in B. The claim is
that H is a generalized independent set. Each message in B is
demanded by one receiver. Hence all the subsets of H of size
one are present in J (H), where H here is the side informa-
tion hypergraph corresponding to I(MSB , d). Consider any
set C = {Xi1,{a11,...,ar1}, . . . , Xik,{a1k,...,ark}} ⊆ B where
i1 ≤ i2 ≤ . . . ≤ ik. Consider the message Xi1,{a11,...,ar1}.
The receiver demanding this message does not have any other
message in C as side information. Thus indices of messages in
C lie in J (H). Thus any subset of H lies in J (H). Since H
is a generalized independent set, we have, α(MSB , d) ≥ |H |.
Note that |H | = |B|. Number of messages of the form
Xi,{a1,...,ar} which are present in B is
(
K−i
r
)
. Thus
|B| =
Ne(d)∑
i=1
(
K − i
r
)
=
K∑
i=1
(
K − i
r
)
−
K∑
Ne(d)+1
(
K − i
r
)
.
To simplify these summations we use the hockey stick identity
[16]
(∑K
i=0
(
i
r
)
=
(
K+1
r+1
))
and make appropriate substitu-
tions. Then we get
|B| = |H | =
(
K
r + 1
)
−
(
K −Ne(d)
r + 1
)
,
from which the statement of the lemma follows.
Examples to illustrate the construction of generalized in-
dependent set and α(MSB, d) for the induced index coding
problem corresponding to a coded caching problem with
symmetric batch prefetching are shown below.
(a)
X1;f2g X3;f2g
X2;f1g
X3;f1gX2;f3g
X1;f3g
(b)
X1;f2g X2;f2g
X2;f1g
X2;f3g
X1;f3g
(c)
X1;f1g X1;f2g X1;f3g
Fig. 1. Side information hypergraphs of the induced index coding problem in
Example 4.2 with (a) d = (1, 2, 3) , (b) d = (1, 2, 2) and (c) d = (1, 1, 1).
The vertices in gray show the elements of B in each case
Example 4.2: Consider a caching system with N = K = 3
and r = M = 1. Since we consider symmetric batch
prefetching, the subfiles of each file can be represented as:
X1 : X1,{1}, X1,{2}, X1,{3},
X2 : X2,{1}, X2,{2}, X2,{3} and
X3 : X3,{1}, X3,{2}, X3,{3}.
The cache contents are as follows:
Z1 : X1,{1}, X2,{1}, X3,{1},
Z2 : X1,{2}, X2,{2}, X3,{2} and
Z3 : X1,{3}, X2,{3}, X3,{3}.
Consider Ne(d) = 3 and let the first, the second and the
third user demand X1, X2 and X3 respectively. This means
d = (1, 2, 3). The set B for this case is
B = {X1,{2}, X1,{3}, X2,{3}}.
The side information hypergraph of the induced index coding
problem is shown in Fig. 1(a). Note that the messages corre-
sponding to the subfiles which are not demanded by any user
are not present in the hypergraph. The vertices in gray show
the elements of B.
For Ne(d) = 2 and d = (1, 2, 2), we get B =
{X1,{2}, X1,{3}, X2,{3}}. The side information hypergraph of
the induced index coding problem for this scenario is shown
in Fig. 1(b).
(a)
X1;f2;3g X2;f1;3g
X3;f1;2g
(b)
X1;f2;3g X2;f1;3g
X2;f1;2g
(c)
X1;f2;3g X1;f1;3g
X1;f1;2g
Fig. 2. Side information hypergraphs of the induced index coding problem in
Example 4.3 with (a) d = (1, 2, 3) , (b) d = (1, 2, 2) and (c) d = (1, 1, 1).
The vertices in gray show the elements of B in each case
For Ne(d) = 1 and d = (1, 1, 1), we get B =
{X1,{2}, X1,{3}}. The side information hypergraph of the
induced index coding problem for this case is shown in Fig.
1(c).
Example 4.3: Consider a caching system with N = K = 3
and r = M = 2. Since we consider symmetric batch
prefetching, the subfiles are:
X1 : X1,{1,2}, X1,{2,3}, X1,{1,3},
X2 : X2,{1,2}, X2,{2,3}, X2,{1,3} and
X3 : X3,{1,2}, X3,{2,3}, X3,{1,3}.
The cache contents according to symmetric batch prefetching
are
Z1 : X1,{1,2}, X1,{1,3}, X2,{1,2}, X2,{1,3}, X3,{1,2}, X3,{1,3}
Z2 : X1,{1,2}, X1,{2,3}, X2,{1,2}, X2,{2,3}, X3,{1,2}, X3,{2,3}
Z3 : X1,{2,3}, X1,{1,3}, X2,{2,3}, X2,{1,3}, X3,{2,3}, X3,{1,3}.
Consider Ne(d) = 3 and d = (1, 2, 3). The set B for this
case is
B = {X1,{2,3}}.
The side information hypergraph of the induced index coding
problem and some other index coding problems corresponding
to different demands are shown in Fig. 2.
The lemma below establishes that α(H) is a lower bound
for κq(H).
Lemma 4.4: For an index coding problem with n messages
and K receivers represented by a side information hypergraph
H, α(H) ≤ κq(H).
Proof: Consider a generalized independent set S. Let L
be an n × κq(H) matrix corresponding to the optimal scalar
linear index code for this problem. Since S ∈ J (H), we
have wt
(∑
i∈S ziLi
)
≥ 1 for all choices of zi ∈ F
∗
q .
By definition, every nonempty subset of S also belongs to
J (H). Thus for any nonempty subset S′ of S, we have
wt
(∑
i∈S′ ziLi
)
≥ 1. This means that no linear combination
of rows of LS gives an all-zero vector. Thus rank(LS) = |S|.
Therefore, the number of columns, κq(H), has to be at least
|S|. From the fact that |S| ≤ α(H), the statement of the lemma
follows.
Theorem 4.5: YMA scheme proposed in [6] is optimal for
symmetric batch prefetching.
Proof: In [6] it has been established that the rate of the
YMA scheme for a given demand d with symmetric batch
prefetching is R∗(d,MSB, δ = 0) =
( Kr+1)−(
K−Ne(d)
r+1 )
(Kr )
, for
r ∈ {0, 1, . . . ,K}. If we consider the YMA delivery scheme
as the index coded transmission scheme, then the number
of transmissions required is
(
K
r+1
)
−
(
K−Ne(d)
r+1
)
. Thus the
min-rank of the index coding problem is upper bounded as
κ(MSB, d) ≤
(
K
r+1
)
−
(
K−Ne(d)
r+1
)
. Now from Lemma 4.1 and
Lemma 4.4 we get that κ(MSB, d) =
(
K
r+1
)
−
(
K−Ne(d)
r+1
)
.
Hence the statement of the theorem follows.
V. OPTIMAL ERROR CORRECTING DELIVERY SCHEME
FOR SYMMETRIC BATCH PREFETCHING
In this section we give the expression for the average rate
and worst case rate for a δ-error correcting delivery scheme
for symmetric batch prefetching. Also we propose a δ-error
correcting delivery scheme for this case.
Theorem 5.1: For a coded caching problem with symmetric
batch prefetching,
R∗(MSB, δ) = Ed
[
Nq[κ(MSB, d), 2δ + 1](
K
r
)
]
,
where κ(MSB, d) =
(
K
r+1
)
−
(
K−Ne(d)
r+1
)
, for r ∈
{0, 1, . . . ,K}. Furthermore, for r /∈ {0, 1, . . . ,K},
R∗(MSB, δ) equals the lower convex envelope of its values
at r ∈ {0, 1, . . . ,K}.
Proof: From Lemma 4.1 and Theorem 4.5, we get that
for any index coding problem induced from coded caching
problem with symmetric batch prefetching, α(MSB, d) =
κ(MSB, d). Thus by (1), the α and κ bounds become
equal for such index coding problems. The optimal length
or equivalently the optimal number of transmissions required
for δ error corrections in those index coding problems is thus
Nq[κ(MSB, d), 2δ+1] and hence the statement of the theorem
follows for r ∈ {0, 1, . . . ,K}. For r /∈ {0, 1, . . . ,K}, the
lower convex envelope of values of R∗(MSB, δ) is achieved
by using memory sharing.
Corollary 5.2: For a coded caching problem with symmetric
batch prefetching,
R∗worst(MSB, δ) =
Nq[κ{worst}(MSB, d), 2δ + 1](
K
r
) ,
where κ{worst}(MSB, d) =
(
K
r+1
)
−
(
K−min{K,N}
r+1
)
, for
r ∈ {0, 1, . . . ,K}. Furthermore, for r /∈ {0, 1, . . . ,K},
R∗worst(MSB, δ) equals the lower convex envelope of its values
at r ∈ {0, 1, . . . ,K}.
Proof: Worst case rate is required when the number of
distinct demands is maximum. This happens when Ne(d) =
min{K,N}.
Since the α and κ bounds become equal for the induced
index coding problems of symmetric batch prefetching, the
optimal coded caching delivery scheme here would be the
concatenation of the YMA scheme with optimal classical error
correcting scheme which corrects δ errors. Decoding can be
done by syndrome decoding for error correcting index codes
proposed in [8].
We give a few examples for which we construct optimal
error correcting delivery scheme for coded caching problems
with symmetric batch prefetching.
Example 5.3: Consider the caching system considered in
Example 4.2 with Ne(d) = 3 and d = (1, 2, 3). The side
information hypergraph of the induced index coding problem
is shown in Fig. 1(a). When we use YMA scheme, the
three transmissions used are: X1,{2} ⊕ X2,{1}, X2,{3} ⊕
X3,{2} and X1,{3}⊕X3,{1}. Now if we need to correct δ = 1
error, we need to concatenate YMA scheme with a classical
error correcting code with optimal length. We have from
[17], N2[3, 3] = 6. One such code is given by the following
generator matrix
G =

1 0 0 1 1 00 1 0 1 0 1
0 0 1 0 1 1

 .
If we concatenate this [6, 3, 3]2 binary linear code with YMA
scheme, we obtain the following six transmissions:
Y1 : X1,{2} ⊕X2,{1},
Y2 : X2,{3} ⊕X3,{2},
Y3 : X1,{3} ⊕X3,{1},
Y4 : X1,{2} ⊕X2,{1} ⊕X2,{3} ⊕X3,{2},
Y5 : X1,{2} ⊕X2,{1} ⊕X1,{3} ⊕X3,{1} and
Y6 : X2,{3} ⊕X3,{2} ⊕X1,{3} ⊕X3,{1}.
Decoding is done by syndrome decoding for error correcting
index codes proposed in [8]. It can be verified that the
decoding is possible even if any one of the transmission goes
in error. For instance, if the first transmission Y1 is in error,
from second and fourth transmissions, the first transmission is
retrieved and the receivers are able to decode their demands.
Example 5.4: Consider the caching system in Example 4.3
with N = K = 3, r = M = 2. Assume that Ne(d) = 1 and
d = (1, 1, 1). The side information hypergraph of the induced
index coding problem is shown in Fig. 2(c). The transmission
used by YMA scheme is
X1,{1,2} ⊕X1,{2,3} ⊕X1,{1,3}.
Suppose that we need to correct δ = 2 transmission errors,
then from [17] we have N2[1, 5] = 5. Hence the optimal error
correcting delivery scheme for this case is the concatenation
of YMA scheme with [5, 1, 5]2 length 5 binary repetition code.
G =
[
1 1 1 1 1
]
.
Thus the optimal transmission scheme here is to repeat the
YMA transmission five times.
Example 5.5: Consider a caching system with N = 2, K =
4,M = 1 and r = 2. Let Ne(d) = 2 and let first and third user
demand file X1 and the second and fourth user demand file
X2. Thus d = (1, 2, 1, 2). The subfile division in symmetric
batch prefetching is as follows:
X1 : X1,{1,2}, X1,{2,3}, X1,{1,3}, X1,{1,4}, X1,{2,4}, X1,{3,4}
X2 : X2,{1,2}, X2,{2,3}, X2,{1,3}, X2,{1,4}, X2,{2,4}, X2,{3,4}.
The cache placement according to symmetric batch prefetch-
ing is given by
Z1 : X1,{1,2}, X1,{1,3}, X1,{1,4}, X2,{1,2}, X2,{1,3}, X2,{1,4}
Z2 : X1,{1,2}, X1,{2,3}, X1,{2,4}, X2,{1,2}, X2,{2,3}, X2,{2,4}
Z3 : X1,{1,3}, X1,{2,3}, X1,{3,4}, X2,{1,3}, X2,{2,3}, X2,{3,4}
Z4 : X1,{1,4}, X1,{2,4}, X1,{3,4}, X2,{1,4}, X2,{2,4}, X2,{3,4}.
The side information hypergraph of the induced index cod-
ing problem is shown in Fig. 3. In this case B =
{X1,{2,3}, X1,{2,4}, X1,{3,4}, X2,{3,4}}.
The four transmissions in YMA scheme are X1,{2,3} ⊕
X2,{1,3}⊕X1,{1,2}, X1,{2,4}⊕X2,{1,4}⊕X2,{1,2}, X2,{3,4}⊕
X1,{2,4} ⊕ X2,{2,3} and X1,{3,4} ⊕ X1,{1,4} ⊕ X2,{1,3}. If
we need to correct δ = 1 transmission error, then from
[17] we have N2[4, 3] = 7. Therefore the optimal one error
correcting delivery scheme here is the concatenation of YMA
scheme with [7, 4, 3]2 Hamming code. A generator matrix
corresponding to this code is
G =


1 0 0 0 0 1 1
0 1 0 0 1 0 1
0 0 1 0 1 1 0
0 0 0 1 1 1 1

 .
After concatenation, we get the following transmissions.
Y1 : X1,{2,3} ⊕X2,{1,3} ⊕X1,{1,2},
Y2 : X1,{2,4} ⊕X2,{1,4} ⊕X2,{1,2},
Y3 : X2,{3,4} ⊕X1,{2,4} ⊕X2,{2,3},
Y4 : X1,{3,4} ⊕X1,{1,4} ⊕X2,{1,3},
Y5 : Y2 ⊕ Y3 ⊕ Y4,
X1;f2;3g
X1;f3;4g
X1;f2;4g
X2;f3;4g
X1;f1;2g
X1;f1;4gX2;f1;2g
X2;f2;3g
X2;f1;3g
X2;f1;4g
Fig. 3. Side information hypergraph of the induced index coding problem in Example 5.5. The vertices in gray show the elements in B.
Y6 : Y1 ⊕ Y3 ⊕ Y4 and
Y7 = Y1 ⊕ Y2 ⊕ Y4.
Decoding is possible even if one of the transmissions go in
error. For example if Y1 goes in error it can be retrieved by
Y6 ⊕ Y3 ⊕ Y4.
Example 5.6: Consider a caching system with N = K =
Ne(d) = 4, r = M = 1. Let the ith user demands the file
Xi. The subfile division in symmetric batch prefetching is as
follows:
X1 : X1,{1}, X1,{2}, X1,{3}, X1,{4},
X2 : X2,{1}, X2,{2}, X2,{3}, X2,{4},
X3 : X3,{1}, X3,{2}, X3,{3}, X3,{4} and
X4 : X4,{1}, X4,{2}, X4,{3}, X4,{4}.
the cache contents of users according to symmetric batch
prefetching are given as
Z1 : X1,{1}, X2,{1}, X3,{1}, X4,{1}
Z2 : X1,{2}, X2,{2}, X3,{2}, X4,{2}
Z3 : X1,{3}, X2,{3}, X3,{3}, X4,{3}
Z4 : X1,{4}, X2,{4}, X3,{4}, X4,{4}.
The side information hypergraph of the induced index cod-
ing problem is shown in Fig. 4. In this case B =
{X1,{2}, X1,{3}, X1,{4}, X2,{3}, X2,{4}, X3,{4}}.
The six transmissions in YMA scheme are X1,{2} ⊕
X2,{1}, X1,{3} ⊕ X3,{1}, X1,{4} ⊕ X4,{1}, X2,{3} ⊕
X3,{2}, X2,{4} ⊕X4,{2} and X3,{4} ⊕X4,{3}. If we need to
correct δ = 1 transmission error, then from [17] we have
N2[6, 3] = 10. Therefore the optimal one error correcting
delivery scheme here is the concatenation of YMA scheme
with [10, 4, 3]2 code. A generator matrix corresponding to this
code is
G =


1 0 0 0 0 0 1 1 1 0
0 1 0 0 0 0 0 1 1 1
0 0 1 0 0 0 1 0 1 1
0 0 0 1 0 0 1 1 0 1
0 0 0 0 1 0 1 0 1 0
0 0 0 0 0 1 1 1 1 1


.
After concatenation, we get the following transmissions.
Y1 : X1,{2} ⊕X2,{1},
Y2 : X1,{3} ⊕X3,{1},
Y3 : X1,{4} ⊕X4,{1},
Y4 : X2,{3} ⊕X3,{2},
Y5 : X2,{4} ⊕X4,{2},
Y6 : X3,{4} ⊕X4,{3},
Y7 = Y1 ⊕ Y3 ⊕ Y4 ⊕ Y5 ⊕ Y6,
Y8 = Y1 ⊕ Y2 ⊕ Y4 ⊕ Y6,
X1;f3g
X1;f4g
X2;f1g
X2;f3g
X2;f4g
X3;f1g
X3;f2g
X1;f2g
X4;f3g
X4;f2g
X4;f1g
X3;f4g
Fig. 4. Side information hypergraph of the induced index coding problem in Example 5.6. The vertices in gray show the elements in B.
Y9 = Y1 ⊕ Y2 ⊕ Y3 ⊕ Y5 ⊕ Y6 and
Y10 = Y2 ⊕ Y3 ⊕ Y4 ⊕ Y6.
Decoding is possible even if one of the transmissions go
in error. Decoding is done by syndrome decoding for error
correcting index codes proposed in [8]. It can be seen that if
Y1 goes in error, it can be retrieved by Y6 ⊕ Y7 ⊕ Y8 ⊕ Y9.
VI. CONCLUSION
In this paper, we introduced the notion of error correcting
coded caching scheme and characterized the minimum average
rate and minimum peak rate for the problem. For coded
caching schemes with symmetric batch prefetching, we found
the closed form expressions for the average rate and peak rate.
For these coded caching problems we proposed optimal error
correcting delivery scheme. We also claimed the optimality of
YMA scheme using results from index coding.
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