Abstract. A stochastic version of Kernell's (1968 Kernell's ( , 1972 model with cumulative afterhyperpolarization (AHP) was simulated. A characteristic of the model is that the AHP is the result of an increased potassium Conductance (gK) that is time-dependent but not voltagedependent. Quantal synaptic inputs are assumed to be the only source of interspike interval variability. The model reproduces many features of the steady-state discharge of peripheral vestibular afferents, provided that firing rates are higher than 40 spikes/s. Among the results accounted for are the interspike interval statistics occurring during natural stimulation, their alteration by externally applied galvanic currents and the increase in the interspike interval following an interposed shock. Empirical studies show that some vestibular afferents have a regular spacing of action potentials, others an irregular spacing (Goldberg and Fernandez 1971b; Fernandez and Goldberg 1976). Irregularly discharging afferents have a higher sensitivity to externally applied galvanic currents than do regular afferents (Goldberg et al. 1984) . To explain the relation between galvanic sensitivity and discharge regularity requires the assumption that neurons differ in both their synaptic noise (av) and the slopes of their postspike voltage trajectories (d#v/dt). The more irregular the neuron's discharge at a given firing frequency, the greater is av and the smaller is d#v/dt. Of the two factors, d#v/dt is estimated to be four times more influential in determining discharge regularity across the afferent population. The shortcomings of the model are considered, as are possible remedies. Our conclusions are compared to previous discussions of mechanisms responsible for differences in the discharge regularity of vestibular afferents.
Introduction
There is now abundant evidence that the timing of repetitive discharge of many neurons is governed by an afterhyperpolarization (AHP), based on an increased potassium conductance (Kernell 1968 (Kernell , 1972 Connor 1978; Crill and Schwindt 1983) . Similar mechanisms most likely operate in vestibular nerve afferents (Highstein and Politoff 1978) . In this paper, we take an AHP model, one developed by Kernell (1968 Kernell ( , 1972 to account for repetitive firing in motoneurons, and extend it to account for interspike interval variability. The stochastic version of Kernell's model is then compared with experimental data obtained from vestibular nerve afferents in the squirrel monkey (Goldberg et al. 1984) . Our motivation for this theoretical exercise was related to the fact that some vestibular afferents have a regular spacing of action potentials, whereas in other afferents, the spacing is irregular (Goldberg and Fern/mdez 1971 b; Fernandez and Goldberg 1976) . Further, irregularly discharging afferents have a higher sensitivity to externally applied galvanic currents than do regular afferents (Goldberg et al. 1984) . We were interested in seeing whether these differences could be explained by variations in the parameters of a simple, but physiologically realistic, model. Two parameters were of particular interest. These are the synaptic noise, O-v, and the slope of the postspike voltage trajectory, d#v/dt (Stein 1967) . The regularity of discharge should be related to both factors. Galvanic sensitivity, on the other hand, should be largely determined by d#v/dt. Since a closed form solution to the model does not exist, simulations were used to establish the combinations of dpv/dt and av needed to reproduce the discharge regularity and galvanic sensitivity for various afferents. From these combinations, we could then estimate the relative contributions that the two factors make in determining variations in discharge regularity across the afferent population.
The Model
The model, illustrated in The mean value of the Gs conductance remains constant for any steadystate condition, but varies as the condition of natural stimulation changes. An external current source, Ip, is included (CM) and an external current source (Ip). The conductances are a resting or leak conductance (GL), an excitatory synaptic conductance (Gs), and a timevarying potassium conductance (GK). Gs is proportional to the input that the sensory axon receives from hair cells. GK is responsible for an AHP. An implicit assumption is that applied currents (Ip) act on the axon and not on the hair cell.
Membrane potentials (V) are measured from the resting potential and are expressed as the intracellular (V~) minus the extracellular (VE) potential. For numeric calculations, the equilibrium potentials are assumed to be VL = 0 mV, Vs = 70 mV, and VK = -30 mV. Define gs = Gs/GL, Or -= GK/GL, Vp = Ip/G L and %t = CM/GL" The circuit equation is
%t(dV/dt)+(1 +9S+gK) V(t)=gsVs+gKVK+ V~,. (1)
The time dependence of the potassium conductance following an isolated spike is assumed to be Or(t) =gKo exp(-t/zK), where t is the postspike time, gKo = gK(t = 0) and ZK is a time constant. Firing occurs whenever V(t) reaches a fixed threshold Vr. The conductance gs is assumed to be a homogeneous shotnoise process composed of quantal events of rate 2, amplitude Ags, and effective duration Ats; the mean value (gs) and the variance aE(gs) are, based on Campbell's theorem (Rice 1944) , 0s=2 9 Ags" Ats and a2(gs) = A9~ . 2. At s = 9s " Ags. The quantal EPSP size, measured at rest, is A = Ags" Vs.
The salient features of the model are more easily obtained by setting the membrane time constant, %t = 0. This is not an unreasonable assumption for our situation, since there is experimental evidence that in vestibular afferents (Schessel 1982) , as in other vertebrate axons (Tasaki 1955) 
V(t) : (as Vs + gK(t) VK + Vp)/(1 + gs + gK(t)).
(2)
Since gs is a random process, V(t) is also. V(t) has a mean, #v(t), and a standard deviation, av(t). Equation 2 was simulated in Fortran on a Prime 550, IBM 3081 and Amdah1470. The GGPOS subroutine of the International Mathematics and Statistical Library (1980) was used to calculate the number of quantal events in discrete time steps of 0.1 ms. VT was always set to 10 mV and Ats to 0.5 ms. It was assumed that there was a cumulative summation of AHPs: a definite proportion (p) of the gK left over from preceding activity was added to the gK triggered by each spike. By analogy with other repetitively discharging neurons (Kernell 1972; , we made p = 1 in all cases. Four parameters determine the properties of the model neuron. Three of these -gKO, ZK and p -specify the AHP. The fourth is the quantal EPSP size (A). All four parameters remained fixed for a given neuron. The discharge rate of the neuron was modulated by natural and electrical stimulation, which were mimicked by varying gs and Vp, respectively. We first investigated whether variations in discharge regularity and in galvanic sensitivity could be explained if units only differed in their gKO values. Discharge regularity was measured by a normalized coefficient of variation (cv*), appropriate to a mean interval of 15 ms. Units with cv* < 0.1 are called regular; those with cv* > 0.2, irregular; and those in between intermediate as in Goldberg et al. (1984) . Sensitivity to external galvanic currents was expressed as a factor (fin) with dimensions of spikes-s-1/mV. A discrepancy was encountered. The predicted relation between fin and cv* was too steep. Put another way, the dependency of cv* on gro was too weak. To overcome the discrepancy, we had to assume that units differed in both their AHPs and in their quantal sizes: the more irregular the neuron, the lower was its gKO and the higher its A. Finally, gKo and z K were adjusted to provide a good visual match to the empirical interval statistics obtained during natural stimulation. Table 1 summarizes the model parameters for five units with cv*s ranging from 0.026 to 0.51 in roughly octave steps.
Simulation Results

Interval Statistics During Natural Stimulation
The simulated relations between the coefficient of variation (cv) and the mean interval (t-) are shown in Fig. 2 as points. The solid curves are the corresponding empirical relations generated from a large population of vestibular afferents innervating the otolith organs (Goldberg et al. 1984) . The predicted cv becomes too (Goldberg et al. 1984) . The simulated and experimental data are matched in terms of their cv*, the cv at a mean interval of 15 ms large as t-increases beyond 25 ms. The discrepancy is large for regular neurons (units 1-3), becomes smaller for unit 4, and still smaller for the most irregular unit (unit 5). In other respects, the agreement between experiment and theory is satisfactory. The model accounts for the fact that the curves for regular units are U-shaped, whereas those for irregular units increase monotonically with mean interval. Model units 1-5 differ in both their AHPs and their quantal size. To identify the separate influences of these factors, two additional neurons pairs were studied (see Table 1 ). In one pair (units 3A, B), only the quantal size (A) was varied; in the other pair (units 3C, D), only AHP parameters (gKo and zr) were changed. The separate variations were identical to those used in combination in units i and 5. For the parameters used in the simulations, variations in AHP and in quantal size both affect discharge regularity, but not to the same extent. The ratio of cv*s for units 3C, D is four times the ratio for units 3A, B.
This last result can be stated in terms of the two factors considered in the introduction. The regularity of discharge should be directly related to av, the standard deviation of the voltage process, and inversely related to dl~v/dt, the slope of the postspike voltage trajectory (Stein 1967) . The two variables, evaluated at a mean interval of 10 ms, are included in Table 1 . As is exemplified by the table, o-v is almost entirely determined by quantal size, whereas d#v/dt is similarly related to 9Ko and zr. Hence, d#v/dt is four times more influential than is Ov in causing variations in discharge regularity across the model population.
Interval Statistics During Galvanic Currents
The model accounts for the observed effects of external currents on interval statistics (Goldberg, Smith and Fern~mdez, unpublished observations). The dashed lines in Fig. 2 show the cv vs t relation when the background mean interval, ?o = 10 ms, was modified by varying Ve, while keeping #s constant. Excitatory galvanic currents decrease cv below the values obtained during natural stimulation. Inhibitory currents have the opposite influence. The changes in cv are well fit by the same power law that can be used in describing experimental data. Suppose that the background mean interval, t-o, is changed to ~ by either natural or electrical means. The relations between cv and t-can be represented locally by the power law
where the subscripts refer to galvanic polarization (P) and natural stimulation (N) and q is an empirically determined exponent. From Table 1 , the simulation results provide q values of 0.40.7 for regular neurons (units 1-3) and of 0.1-0.3 for irregular neurons (units 4-5).
Similar results were obtained when the simulated mean interval was set to 7 or to 14 ms. The corresponding empirical values have a mean • of 0.42___0.10 and 0.12+0.10 for regular and irregular units, respectively (Goldberg, Smith, and Fern~mdez, unpublished results) . The small change in cv can be explained as follows. An excitatory natural stimulus will increase the quantal release rate and, hence, the synaptic noise, av. An inhibitory natural stimulus will have the opposite effect. A galvanic current, provided that it acts directly on the afferent terminal, will not change the quantal rate or a v. Were this the only factor involved, an excitatory natural stimulus should lead to a more irregular discharge and an inhibitory natural stimulus should result in a more regular discharge than would the corresponding galvanic currents.
Interspike Voltage Trajectories and Discharge Regularity
Firing may be termed deterministic or nondeterministic according to whether the mean postspike voltage trajectory (#v) does or does not cross the threshold voltage (VT). The two types of discharge are illustrated in Fig. 3 , which includes voltage trajectories for model units 2 (Fig. 3A) and 5 (Fig. 3B ). When the firing is deterministic (Fig. 3A) , the mean interval corresponds closely to the point in time where #v crosses VT and discharge would occur even in the absence of synaptic noise. Here, the discharge can be regular. For nondeterministic firing (Fig. 3B ), #V remains below VT and spikes occur only because there is synaptic noise, which varies from one interspike interval to the next. Here, the discharge is irregular. Unit 2 is regular; unit 5, irregular. The differences in their simulated trajectories are qualitatively similar to those observed in a lizard crista (Schessel 1982) in that the trajectory for the regular unit has a prominent hyperpolarizingdepolarizing sequence, whereas the trajectory for the irregular unit is relatively flat. As firing rate is lowered, however, the distinction between regular and irregular units is obscured. Unit 2 can be cited as an example. For rates between 0~40spikes/s, the discharge becomes nondeterministic, the interspike trajectory becomes relatively flat during much of the interspike interval, and the discharge becomes irregular. Above 40 spikes/s, the discharge becomes deterministic. In contrast, the discharge for unit 5 remains nondeterministic for rates as high as 225 spikes/s. The main The values ofgs were 0.5347 and 0.1054 for units 2 and 5, respectively; the corresponding mean intervals, ignoring spike duration, were 10.1 and 9.9ms difference, in fact, between regular and irregular neurons is that, for the latter, nondeterministic firing, rather than being confined to low rates, extends throughout much of the physiological range of firing.
Responses'to Synaptic and Applied Currents
The relations between synaptic input (0~) and discharge rate are seen in Fig. 4A for model units 1-5. The abscissa is normalized so that j~ = 1 would just bring the mean voltage trajectory (#v) to the firing threshold (VT) asymptotically. The input-output curves are linear at high rates, but are concave downward at low rates. The nonlinearity becomes more conspicuous, the more regular the neuron. The model is thus at variance with experimental input-output curves, which are linear or concave upward below 100spikes/s (Goldberg and Fernandez t971a; Fern~indez and Goldberg 1976) . The discrepancy might be explained were it assumed that the curve relating mechanical input to hair cell output is concave upward in the lower part of the hair cell's operating range. Although there is experimental evidence for such a nonlinearity (Hudspeth and Corey 1977) , it cannot provide the entire explanation. Figure 4B shows the model's input-output curves for applied currents. Here, too, the model curves are concave downward, whereas the experimental curves are concave upward (Goldberg et al. 1984) . Presumably, the currents work directly on the axon's trigger site and thus bypass hair cell nonlinearities. Another explanation will be considered in the discussion.
The model's sensitivities to synaptic and external currents increase, the more irregular is the neuron's 45 discharge (Fig. 4A, B ). Sensitivities were estimated by calculating regression slopes from the linear parts of the corresponding input-output curves. For synaptic sensitivity (~s), discharge rates between 50-150 spikes/s were used. Responses of _+ 20 spikes/s were employed in estimating sensitivity to applied currents (fie). Both sensitivity measures are plotted in The relation between fls and cv* is similar to that between BP and cv* (Fig. 5A ). This is to be expected, since the relation, fle=fls/(Vs-Vr), can be deduced theoretically.
Lengthening Effect of an Interposed Spike
When a shock-evoked spike is interposed in a regular discharge train, the next interspike interval is longer than it would otherwise be (Goldberg et al. 1984) . Denote the mean interval between the interposed and the following spike as t-s, where f is the time of the interposed spike, expressed as a fraction of the background mean interval. The lengthening effect was (Goldberg et al. 1984) measured by plotting Li=(t I-t7/8)/}-0 VS f. Experimentally, the lengthening can be 20-30% for f = 1/8. The lengthening effect can be explained by a summation of the 9k's from closely spaced spikes. In the simulations, we assumed that the summation was linear (p = 1). The solid curve in Fig. 5B is the simulated relation between L s and f for t-o = 10ms; the solid points are the corresponding experimental data (Goldberg et al. 1984) . There is a reasonable match between theory and experiment. The one discrepancy is that the model does not reproduce the sudden decline in L s, sometimes to near-zero values, that occurs for interposed intervals less than 0.9 ms. The decline is responsible for the fact that the experimental point in Fig. 5B for f= 1/8 is somewhat lower than expected.
The dashed lines in Fig. 5B are the simulated relations for t-o = 7 ms (above) and to = 14 ms (below). The decrease in L s with increasing ?-o is similar to that actually observed (Goldberg, Smith, and-Fern~indez, unpublished 
observations).
Postspike Recovery Functions
Recovery functions were measured in our experiments by determining the thresholds to cathodal shocks, 50 gs in durations, presented at various postspike times (Goldberg et al. 1984) . To compare these results with those from the model, we computed shock thresholds for postspike time, t, by the formula Vv={VT-#v(t)} 9 {l+gs+g~(t)}, gotten by rearrangement of (2). Recovery functions for model units 1, 3, and 5 are presented in Fig. 6A . The model resembles experiment in three ways. First, regular units have higher thresholds than do irregular units. The difference in T1/z, the threshold at f = 1/2, calculated for different model units is slightly smaller than expected. We found that our experimental data was fit by a power law, Tl/2=a 9 (cv*) b, with b=-0.79. Model units differ in their cv*'s by a factor of 19.2, so their T1/2's should differ by (19.2) o.79 or about 10 x. The calculated difference in T1/2 is 7.6 at 10 ms (Fig. 6A) . Second, the curves obtained from an individual unit are similar in their shapes despite variations in mean interval. Third, the recovery functions measured near the mean interval are relatively flat for irregular units and relatively steep for regular units.
There is, at the same time, a discrepancy between the shapes of the recovery functions obtained from the model and from experiment. In the model, the recovery functions for all units are concave upward (Fig. 6A) . In actual fact, the curves for regular units are concave downward, those for intermediate units close to linear, and only those for irregular units concave upward (Goldberg et al. 1984) . The currents are thought to modify discharge by acting on the physiological trigger site. They do so, in part, because the trigger site is under the influence of depolarizing synaptic currents and, hence, is more excitable than the proximal axon. Such a mechanism will operate >~ 150-
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!o Length constants were 400 gm or two nodes for the myelinated fiber and 200 gm for the terminal when it was at rest (gs = 0 and g~ = 0). Synaptic input was uniformly distributed along the terminal. A monopolar stimulating electrode was placed 1.0mm from the fiber, opposite the first node or, equivalently, 200 gm from the proximal end of the terminal. Shock strength was normalized so that a value of unity is equal to the stimulating current needed to depolarize the proximal end of the resting terminal by 1 mV. The dashed curve gives the thresholds if the spike always arose from the terminal. As expected, this corresponds closely to the recovery function for the original model. The solid curve and the points give the recovery functions for the distributed model; here, the spike starts at the first point along the nerve fiber to reach Vr as shock strength is raised. The two curves diverge when the spike originates from a node. They join when the spike begins in the terminal. The transition from one initiation site to the other occurs at f = 5/8 for unit 1 and f = 3/8 for unit 3. The spike always arises from the terminal for unit 5 during later parts of the interspike interval when synaptic currents have brought the trigger site close to its firing level. Earlier in recovery, the trigger site can be hyperpolarized by the AHP beyond its resting potential and, hence, would be less excitable than more proximal zones. A shock-evoked response occurring early in recovery could thus be initiated proximally. Since the recovery function of the proximal axon is quite fast (Goldberg et al. 1984) , this could explain why the recovery functions of regular units are relatively flat during early parts of the interspike interval, when the spike is initiated proximally, and steep during later parts of the interval, when the currents act distally.
To explore this idea, we studied a distributed model obtained by combining circuit equations that describe the response of fibers to externally applied currents (BeMent and Ranck 1969; Bean 1974 ) with our basic model. We assumed that the trigger site was located at the proximal end of an unmyelinated terminal, which continued as a myelinated fiber. The firing thresholds, Vr, were set to 10 mV for the trigger site and 25 mV for each node of the myelinated fiber. The conductances, 9s and 9K, were uniformly distributed throughout the terminal. The voltages they generate should still be approximated by (2) at the trigger site and should decrease exponentially with distance from the trigger site as one proceeds proximally along the myelinated fiber (Rall 1962) . Figure 6B shows recovery functions for the distributed model. The shapes of the recovery functions are more in accord with experiment. The ratio between the T1/2'S for units 1 and 5, however, is reduced to 2.8 x, considerably different from experiment. Other shortcomings of the distributed model will be considered in the next section.
Discussion
Evaluation of the Model
Our extension of Kernell's modelis based on five major assumptions. First, there is a single trigger site in each axon and a spike occurs whenever the transmembrane depolarization at the site reaches a critical firing level, Vr. Second, depolarization is contributed by quanta1 EPSPs, whose discrete nature and random timing lead to synaptic noise. Consequently, postspike voltage trajectories will fluctuate from one interspike interval to the next. These fluctuations are the only source of interspike-interval variability. Third, external currents influence discharge by acting at the trigger site, rather than on hair cells or on the axon far distant from the epithelium. Fourth, each spike results in an increased potassium conductance (gr) and a consequent afterhyperpolarization (AHP). The conductance is time dependent, but not voltage dependent. It declines exponentially after each spike with a time constant, zr. Fifth, there is a summation of the gr's left over from previous activity with that arising from individual action potentials. Similar assumptions have been made in models used to simulate the discharge of motoneurons (Kernell 1968 (Kernell , 1972 Baldisserra and Gustafsson 1974; MacGregor and 0liver 1974; Baldissera et al. 1976 ) and of dorsal spinocerebellar tract neurons . The one novel feature of the present model is that, by taking into account the shot-noise nature of synaptic input, we have been able to account for interspike interval variability. The evidence that the assumptions are appropriate for vestibular afferents was reviewed in another paper (Goldberg et al. 1984 ) and will not be repeated here. Rather, we shall consider the adequacy of the model in describing our experimental results.
Despite the relative simplicity of the model, it simulates many features of the steady-state discharge of vestibular afferents, provided that the firing rate is high. Among the results accounted for are: the interspike-interval statistics obtaining during natural stimulation and their alteration by galvanic currents, the relation between discharge regularity and galvanic sensitivity, the lengthening effect of an interposed spike, and the difference in interspike-interval voltage trajectories and in short-shock thresholds of regular and irregular units.
One result not accounted for by the model is the sudden decline in the lengthening effect when the interposed spike falls less than 1 ms after the last naturally occurring action potential. This discrepancy is easily explained. In many neurons (Barrett and Barrett 1976; Crill and Schwindt 1983) . each spike has both a sodium (Na) and a calcium (Ca) component and the AHP is the result of an outward IK(c,), a Ca-activated potassium (K) current. One feature of such a process is that the inward Ca produced by each spike summates with the residual Ca left over from preceding activity. Presumably, the potassium conductance, OK, is proportional to intracellular Ca, which would then disappear with an exponential time course. Most of the residual Ca is contributed by the immediately preceding spike. We can now consider the case of an interposed spike. The shorter the interval terminated by an interposed spike, the greater is the residual Ca, the larger is the gK and the AHP following the interposed spike, and the more pronounced is the lengthening effect (Fig. 5B) . But the interposed spike, were it to fall within the relative refractory period of the preceding spike, should be smaller than normal, as should be the inward Ca current, the outward IK(ca), and the AHP. Conceivably, if the interposed spike were sufficiently small, it could fail to trigger IK~c~) and the lengthening effect would disappear or be replaced by a shortening of the next interspike interval.
The model does less well when the rate falls below approximately 40 spikes/s. Specifically, the simulated cv's are too large for mean intervals longer than 25 ms.
Moreover, the input-output curves obtained from the model, including those for natural and galvanic stimulation, show a nonlinearity at low rates that is not encountered experimentally. Both discrepancies are more conspicuous for regular, than for irregular, units and may have a common origin. We have assumed that gr is a purely time-dependent process, such that the slope (d#v/dt) of the AHP will decrease with time and will approach zero for times much longer than zK. The sensitivity, given by the slope of the input-output curve, and the standard deviation of intervals are both inversely related to d#v/dt (Stein 1967) . Increasing the slope of the voltage process at low rates will serve to linearize the input-output curve and to regularize the discharge. An AHP based on an I a process could accomplish this. Ia is a potassium current, described in both invertebrate (Connor and Stevens 1971; Connor 1978) and vertebrate neurons (Gustafsson et al. 1982; Crill and Schwindt 1983) , which becomes activated when the membrane is repolarized after an action potential, reaches a maximum, and then becomes inactivated as depolarizing currents bring the membrane potential towards the firing threshold. One consequence of this voltage-dependent behavior is that constant currents can give rise to a slow AHP and slow repetitive activity, even though the underlying conductance change has fast kinetics when measured under voltage-clamp conditions. While an IA process might explain the low-firing rate behavior of vestibular afferents, it is unclear that it could account for the lengthening effect. For this reason, it might be suggested that the AHPs, at least those of regular vestibular afferents, are the result of both I A and I~(ca) currents. The suggestion has precedence, since some mammalian cells possess both kinds of currents (Gustafsson et al. 1982; Crill and Schwindt 1983) . At the same time, our experimental results are consistent with an Ir~ca) being entirely responsible for the smaller, faster AHPs of irregular units. For the latter units, the input-output curves are linearized by the presence of synaptic noise with relatively large values of Ov (Stein 1967) .
One discrepancy of the present model involves the shape of the postspike recovery functions measured even at high rates. Specifically, the short-shock thresholds for regular units remain relatively constant early in the interspike interval and decline rapidly only for postspike times greater than half the mean interval. The model does not reproduce the early, plateau portion of the recovery function. The discrepancy will not alter the firing behavior of regular neurons, since spikes do not occur during the early plateau. One explanation for the discrepancy involves the assumed time course for OK- Kernell's (1968 Kernell's ( , 1972 model has a OK with a simple exponential decline. Experimentally observed AHPs and the associated g~'s usually show an early plateau. This is so whether the AHP is the result of an I a (Connor and Stevens 1971; Connor 1978) or an Irtca) current (Baldiserra et al. 1974 (Baldiserra et al. , 1976 ). An early plateau in gK would cause an early plateau in short-shock thresholds.
Another, by no means mutually exclusive, explanation for the early plateau is that the trigger site for external shocks could move from the proximal axon to the unmyelinated terminal during the course of the interspike interval. A distributed version of our model had precisely this behavior. While the shapes of the recovery functions were qualitatively reproduced, the distributed model had its own difficulties. The differences in short-shock threshold, T1/2, between regular and irregular units were much smaller than observed empirically. Another discrepancy, not illustrated above, concerns the effects of external galvanic currents on interval statistics. The effects are now too small. The two difficulties may result from the same feature of the distributed model. The influence of external currents on the membrane potential (V) depends on the sum of the membrane conductances, Zg = 1 + gK + gs. In our original model, V is inversely proportional to (Zg), whereas in the distributed model it is inversely proportional to (Ng) k, k < 1. While the value of k depends on the other assumed parameters of the distributed model, for most reasonable choices, k was close to 0.5. The circuit equations used in the distributed model were adaptations of those used to explain the responses to electric shocks of purely myelinated fibers (BeMent and Ranck 1969; Bean 1974) . If the equations are correct, the original model should be altered to account for the reduced value of k. On the other hand, in deriving the circuit equations, simplifying assumptions are made about the extracellular medium, including that it is infinite, homogeneous and isotropic. Possibly, the assumptions are inappropriate to our experimental situation.
Basis of Discharge Regularity
The present research began with a consideration of the cellular mechanisms that might determine discharge regularity in vestibular afferents. Two factors were identified. One is the slope of the postspike voltage trajectory, d#v/dt; the other is the synaptic noise, av. If there were a significant variation in d#v/dt across afferents, then two predictions should hold. First, discharge regularity and galvanic sensitivity should be correlated: the more irregular an afferent's discharge, the greater should be its galvanic sensitivity. Second, the recovery functions of irregular afferents should be fast, whereas those of regular afferents should be slow. Experiments confirmed both predictions (Goldberg et al. 1984) . Clearly, d#v/dt is important in determining whether an afferent has a regular or an irregular discharge. But the experimental observations do not exclude the possible importance of ~v or provide an estimate of the relative roles of the two factors. It was for this reason that we turned to theoretical studies. The model that was developed indicates that both factors contribute. Of the two, d#v/dt is four times more influential than is cr v in determining variations in discharge regularity. But we have seen that the model does not fit all of the data. Even if it did, this would not guarantee that its assumptions were correct.
In the last section, two possible revisions of the model were suggested. Neither of them would alter our basic conclusions. The first had to do with the currents responsible for the AHP. The behavior of the model depends on the magnitude of gr, not the specific mechanism responsible for it. Substitution of an I A for an IK(Ca) current might alter the values of OK at long interspike times, corresponding to low rates of discharge. But at rates above 40 spike/s, where most of our experimental data were collected, the original model fits the data. Hence, regardless of which current is chosen, the assumed values of gK would have to be similar, as would the relative contributions of d#v/dt While these comments are reassuring there is no substitute for direct observation. What is required are intracellular recordings from sensory axons close to the sensory epithelium so that their intrinsic physiology, the properties of their synaptic input, and their discharge regularity can be correlated. Intracellular recordings have been made from afferents in the goldfish sacculus (Ishii et al. 1971; Furukawa et al. 1978) , in the frog posterior crista (Rossi et al. 1977 (Rossi et al. , 1980 , and in the horizontal crista of a lizard (Schessel 1982) . In only the last study were the mechanisms of discharge regularity considered and, here, as in the other studies, almost all the recordings were obtained from thick, irregularly discharging fibers. Hopefully, the present model can serve to guide experiments when, and if, adequate recordings can be made from both regular and irregular afferents.
Most discussions of the mechanisms responsible for differences in the discharge regularity of vestibular afferents have been concerned with presumed differences in the morphology of regular and irregular afferents, including the types of hair cells innervated (Goldberg and Fernandez 1971b) , the diameters of the parent axons (Walsh et al. 1972; Yagi et al. 1977) , the zones of the sensory epithelium innervated (Yagi et al. 1977) or the extent of branching within the epithelium (Walsh et al. 1972; Goldberg and Fernandez 1977; Yagi et al. 1977) . A recent morphophysiological study has confirmed that regular and irregular afferents differ in the ways suggested (Goldberg et al. 1985) . The conclusion of the present paper is that the major determinant of discharge regularity is an AHP that governs the postspike voltage trajectory of the sensory axons. Differences in the AHP of the fibers should reflect ionic channels residing in the unmyelinated terminals of the various fibers. If this reasoning is correct, then the various morphological features that have been considered, while they may be correlated with discharge regularity, are unlikely to be causally related to it. One possible exception involves intraepithelial branching patterns. The branches, by virtue of their cable properties, could attenuate the quantal synaptic currents that pass from distal synapses to the trigger site, thought to be located near the axon's entry into the epithelium. There can be little attenuation in some irregular afferents, those that end abruptly as individual calyces (Goldberg et al. 1985) . If our models are correct, the reduction in quantal size in even regular units should be limited, amounting to some 14 x in our original model and some 4 x in our distributed model.
Morphological studies show that the branching patterns are circumscribed, with the most distal synapses being only some 50-100 gm from the parent axon (Fernandez, Baird and Goldberg, unpublished observations) . At the same time, the terminal branches can be quite thin, well under 1 ~tm in diameter. Whether the short, but thin branches result in electrotonic decrements of the magnitude called for by our models remains to be determined. Perhaps a more intriguing question that remains unanswered concerns the roles played in sensory processing by the various kind of hair cells and the associated synapses.
