Photoacoustic imaging (PAI) combines the contrast of optical imaging methods with ultrasound resolution. For inexpensive and small PAI systems, laser diodes are beneficial. Photoacoustic coded excitation (PACE) was demonstrated to enhance the signal-to-noise ratio in certain laser-diode-based settings. These settings were constructed for offline use. Here, we present an approach to laser diode based imaging with up to one frame per second employing three different PACE code sequences in an online setting: Golay codes, Legendre sequences, and difference set codes. The system performance is characterized for different code lengths, pulse repetition frequencies, and imaging depths. The performance for the three PACE code sequences is compared.
Introduction
Photoacoustic imaging (PAI) combines the contrast of optical imaging methods with ultrasound resolution [1] , [2] . Several different PAI systems have been proposed. Mostly, a large solid state laser system such as an Nd:YAG laser combined with an optical parametric oscillator (OPO) is employed as excitation source. Laser diodes present an attractive alternative to this common approach since laser diodes are cheaper and smaller than common solid state devices. In addition to these advantages, laser diodes can also be pulsed at higher repetition rates (1 kHz -1 MHz) than typical solid state devices (usually on the order of 10s of Hz). On the other hand, laser diodes emit significantly lower pulse energies, thus averaging across multiple acquisitions becomes necessary so that sufficient signal intensity can be acquired. By using only conventional averaging of successive pulses one usually cannot exploit the high pulse repetition frequency (PRF) of the laser diodes: In addition to limitations that might be imposed by the driver hardware, the acoustic time-of-flight from the signal source to the transducer imposes a fundamental limitation on the maximum PRF. The time between two successive pulses must be greater than the time-of-flight E τ , otherwise aliasing will occur. This limitation can be overcome by using photoacoustic coded excitation (PACE). In PACE, instead of using a continuous set of pulses, a binary code is applied to determine when a pulse is going to be transmitted. The decoding process performed after acquisition of the samples will permit the reconstruction of the original image up to small errors depending on the code that was used even though the PRF might exceed the fundamental limitation. So far, various PACE code sequences have been thoroughly analysed [3] [4] [5] [6] [7] [8] , but none of them was set up for realtime array imaging. In this work, we present a system setup utilizing three different classes of PACE code sequences: perfectly reconstructing codes based on four transmitted sequences (1), perfectly reconstructing periodic codes based on three repetitions of a difference set code (2) , and imperfectly reconstructing codes based on two transmitted sequences (3). Figure 1 : Experimental setup.
Methods

Experimental setup
The complete setup is depicted in Figure 1 . A programmable clinical ultrasound system (SonixTouch, Ultrasonix, Richmond, BC, Canada; array center frequency: 7.2 MHz, 70% relative bandwidth) was combined with a SonixDAQ (Ultrasonix) data acquisition system. The transmit of the ultrasound system was disabled, the system was set up to transfer the data directly to the SonixDAQ. For excitation, a single laser diode (808 nm, 31 ns pulse duration) was used. An additional personal computer was used for triggering, synchronization and image reconstruction relying on custom software [9] . The acquired data were directly transferred to the personal computer via a USB connection. A polystyrene foil (modified OptiCell®, Thermo Electron LED GmbH, Langenselbold, Germany) was blackened (edding® 3000 Permanent Marker, Col. 001-010, edding International GmbH, Ahrensburg, Germany) and used as a sample yielding strong photoacoustic signals. The foil was placed inside a water tank to provide acoustic coupling. For each frame, the acquisition was performed using the SonixDAQ system and the data were transferred to the personal computer. Then, the decoding was performed on individual channels and standard delay and sum beam-forming was used afterwards to construct the resulting image. To speed up the system, data acquisition and image reconstruction were performed in parallel, thus while one frame was decoded and reconstructed, the acquisition of the next frame had already started.
To test the performance of the system, various parameters were varied: Type of code, code length, PRF, and virtual acquisition depth.
Code Sequences
Golay Codes
Golay codes were analyzed in detail in [6] . Using Golay codes, it is possible to achieve perfect reconstruction of the original image except for small deviations e. g. due to jitter.
The basic concept of Golay codes is as follows: Two complementary bipolar binary sequences A and B are constructed, such that
where ( ) AA c k and ( ) BB c k are the aperiodic autocorrelation functions of sequences A and B, respectively and ( ) k δ is the Kronecker delta function. The two sequences are used to determine when a light pulse is going to be sent. Because the two sequences consist of both positive and negative elements, they must be split up into two parts ( )
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A k where the negative and positive elements are replaced by zeros, respectively (likewise for ( ) B k ). The resulting four sequences are sent in succession with a brief pause E τ between them that is identical to the acoustic time-of-flight limiting the repetition rate of conventional averaging. The received data is split up into the four parts and the two parts corresponding to A and B are subtracted, respectively. Now, the results are convolved with the timeinverse of the original codes A and B corresponding to those parts and added to form the result. This procedure is repeated for each line of the image prior to beamforming. If L τ is defined as the inverse of the PRF, the improvement in signal-to-noise ratio (SNR) if compared to conventional averaging during the same time is [8] :
where T is the time used for coding or averaging. UGC G is also referred to as coding gain [6] . Golay codes permit perfect reconstruction of the original sample, but for a positive coding gain relatively long codes A and B are necessary. Because it is necessary to utilize four sequences, the coding gain is also lower than for the other two types of codes, even though the difference becomes negligible for very long codes.
Legendre Sequences
Legendre Sequences were detailed in [8] . They are binary codes of prime length and possess low autocorrelation side lobes. The reconstruction using these codes is not perfect, but the introduced artefacts are expected to remain invisible for typical SNR. The procedure is essentially identical to that of Golay codes, except that only one sequence is used instead of two. This simplifies the procedure and also shortens the time necessary for a positive coding gain. The coding gain differs only slightly from that of Golay codes and becomes [8] :
This results in a coding gain that is always slightly better than for Golay codes. However, artifacts might be introduced due to the presence of autocorrelation sidelobes.
Difference Set Codes
Difference set codes were detailed in [4] . They are periodic codes that can be used for perfect reconstruction of the original image. Difference Set codes can be constructed from difference sets and consist of two sequences Â and A ɶ . The first of these sequences is constructed such that it becomes a binary unipolar sequence consisting only of zeros and ones, the second is constructed such that the periodic correlation of the two sequences becomes a Kronecker delta function. Refer to [4] for details on the construction procedure. The first sequence Â is then sent periodically and the received signal is convolved with the time-inverse of A ɶ . The coding gain for this type of code depends on the application: If only a single image is to be reconstructed, the gain is very low compared to the other two types of codes. If a series of images is needed, the overhead resulting from periodic sending can be ignored and the coding gain becomes [4] :
This result differs greatly from the other two sequences: Even though the limit for infinitely long codes ( T → ∞ ) is identical to the limit for the other two codes, Difference Set codes approach the limit from above instead of from below. Also, a complete image could be reconstructed after each repetition of the code (using the last three repetitions) -the other two types of codes require four and two sequences for each image. Unfortunately, to truly benefit from this, special hardware is necessary: Continuous acquisition without pause is required; otherwise the first and last repetition of the code cannot be used. Because the hardware described in section 2.1 does not fulfil this criterion, this type of code could only be implemented with paused acquisition using three repetitions of the code.
Results
The pulse repetition frequency was varied between 100 kHz and 500 kHz, the code length was varied between 11 bit and 251 bit. A large reconstruction depth between 5 cm and 15 cm was assumed; this created a worst case setting for very large distances between sample and transducer that will be unlikely exceeded in practice because the imaging depth within the sample is typically limited to a few centimeters (3 cm were demonstrated experimentally [10] ). As was to be expected, the differences in the resulting images between the different codes that were described earlier were small for reasonable code lengths. For 500 kHz and Legendre sequences, the time required to form an image is about 800 ms for short codes up to 40 bit and 3 s for codes longer than 180 bit (up to 251 bit). Since reconstruction relied largely on radix-2 FFTs for the convolution, the reconstruction times increased in discrete steps rather than continuous (see Figure 2) . To optimize the frame rate, special attention should be paid to the use of a very high pulse repetition rate as this is the dominant factor contributing to image reconstruction time. Additionally, the imaging depth should be kept small. If the bandwidth of the detected signal permits, the sampling rate could be reduced to reduce the amount of data to be processed. In our case, a reduction from 40 MHz to 20 MHz nearly doubled the frame rate. This, however, is not suitable for most high frequency systems. The reconstruction times also depend on the type of code used (see Figure 3) . As can be seen, the performance of the periodic codes is much worse than the other two sequences. This is caused by the necessary overhead of two sequences due to the ineffectivity of the hardware for this type of code. Effectively only one sequence duration contributes to the SNR of the result. For long codes this causes almost triple the duration to be necessary for the same SNR. 
Conclusions
A real time imaging system using laser diodes and PACE was set up. Even though all three analyzed types of codes permitted real time acquisition of images, difference set codes proved to be ineffective due to the lack of dedicated hardware. The other two codes, however, were suitable for imaging within these hardware limitations. The system is capable of up to 1 fps for reasonable code lengths and PRF as well as large distances between transducer and sample. Shallower imaging depths and higher PRF permit to increase this limit even without improvements in hardware. Future improvements could include the extension to multispectral sequences for simultaneous imaging, further optimization of the reconstruction software, and improved and custom made hardware to speed up the decoding or utilize the full performance of difference set codes.
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