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1. МЕТОДИКА ОБРАБОТКИ СТАТИСТИЧЕСКИХ ДАННЫХ О 
 НАДЕЖНОСТИ  
1.1. Общие сведения. 
Полностью определенной выборкой объемом n, называется такая выборка, 
в которой все значения случайной величины Т определены. Ис-
ходными данными для оценки показателей надежности в этом случае яв-
ляются: выборка наблюдаемых значений случайной величины Т (
); объем выборки n; предполагаемый вид закона распределения. В каждой 
лабораторной работе представлена одна выборка объемом n, указанным в 
задании. Вид закона распределения устанавливают на основе статистиче-
ской обработки представленной в задании выборки. 
1.2. Экспоненциальное распределение 
Это распределение является распределением времени между незави-
симыми событиями, появляющимися с постоянной интенсивностью. В 
теории надёжности применяется для описания распределений внезапных 
отказов, длительности восстановления работоспособности машин и т.д. 
(рис.1). Экспоненциальное распределение определяется одним параметром 
. Порядок определения оценки изложен в п.1.8 
Плотность распределения  
                                            (1.1) 
Функция распределения 
                        (1.2) 
Математическое ожидание 
M [t] = 1/                                            (1.3) 
Среднее квадратическое отклонение  







D [t] =1/                                          (1.5) 
Коэффициент вариации 
                                                   (1.6) 
Равенство M [t] и является существенным при проверке соответствия 
экспериментального распределения выбранному теоретическому экспо-
ненциальному распределению.  
 
    Рис. 1 Зависимости плотности распределения , вероятности безот-
казной работы , интенсивности отказов  экспоненциального рас-
пределения.  
 1.3. Нормальное распределение  
Это распределение является основным распределением математической 
статистики. Образуется, когда действует большое число относительно рав-
ноправных факторов. Нормальным распределением хорошо описываются 
нагрузки в машинах, механические характеристики материалов (приделы 
текучести, прочности, выносливости), несущая способность деталей ма-
шин, ресурс и срок службы изделий при изнашивании, когда коэффициент 






Нормальное распределение определяется двумя параметрами a и 
.Порядок определения оценок параметров a и изложен в п.1.9.  
Плотность распределения  
                          (1.7) 
Функция распределения  
                      (1.8) 
Функция распределения выражается через табулированную /1/ функцию 
Лапласа  
,                                     (1.9) 
где , 
следующим образом 
                    (1.10) 
Таблица /1/ содержит значения функции Лапласа для положительных ар-
гументов. Так как функция Лапласа нечетная, то . Кроме того, 
 
Математическое ожидание  
                                                    (1.11) 
Среднее квадратическое отклонение 







                                                   (1.13) 
Коэффициент вариации  
                                                  (1.14) 
 
      Рис. 2. Зависимости плотности распределения , вероятности безот-
казной работы , интенсивности отказов  нормального распределе-
ния  
 
1.4. Логарифмически нормальное распределение  
          Это распределение случайной величины y=ln t, логарифм которой 
распределен по нормальному закону. Логарифмически нормальное рас-
пределение существует только для неотрицательных величин. В теории 
надежности логарифмически нормальное распределение используется для 
описания процессов восстановления, износовых отказов, когда прираще-
ние износа пропорционально мгновенному значению износа, наработка 
при быстром “выгорании” ненадежных элементов, отказов, появляющихся 
в результате усталости материала (рис.3). Логарифмически нормальное 
распределение определяется двумя параметрами a и . Порядок определе-







Плотность распределения  
                         (1.15) 
Функция распределения  
                                    (1.16) 
или используя функцию Лапласа  
                                                      (1.17) 
Математическое ожидание 
                                                           (1.18) 
Среднее квадратическое отклонение  
                                          (1.19) 
Дисперсия 
                                    (1.20) 
Коэффициент вариации  







    Рис. 3. Зависимости плотности распределения , вероятности безот-
казной работы , интенсивности отказов  логарифмически нормаль-
ного распределения 
1.5. Распределение Вейбулла  
         Это распределение имеет две разновидности: двухпараметрическое и 
трехпараметрическое. Приведенные ниже формулы относятся к трехпара-
метрическому распределению. В теории надежности распределения Вей-
булла является наиболее общим распределением времени безотказной ра-
боты элементов, времени работы до предельного состояния машин. Его 
используют для описания характеристик усталостной прочности металла. 
Распределение Вейбулла определяется тремя параметрами: параметр мас-
штаба – а, характеризующий степень растянутости кривой распределения 
вдоль оси t и связанный со средним значением случайной величины; пара-
метр сдвига – с, являющейся минимально возможным значением случай-
ной величины; параметр формы – b. Порядок определения оценок пара-
метров a, b, c изложен в п.1.11. Параметры распределения должны удовле-
творять условию: , , . 
Плотность распределения :  








                                                          (1.23) 
Математическое ожидание: 
                                                                             (1.24) 
Среднее квадратическое отклонение: 
                                                                              (1.25) 
Дисперсия  
                                                                         (1.26) 
Коэффициент вариации: 
                                                                                 (1.27) 
При b=1 и c=0 распределение Вейбулла совпадает с экспоненциальным 
распределением. 
1.6. Группирование наблюдаемых величин и построение гистограммы  
Выявляются наименьшее и наибольшее значения элементов выборки. 
Вычисляют размах и образуют равных интервалах шириной .  
                                                                       (1.28) 
Число интервалов в зависимости от объема выборки берется как целое 
число, ближайшее к r. 
                                                             (1.29 ) 







Подсчитывают частоты (количество наблюдений) величин , попавших 
в -e интервалы. Границы интервалов определяются по зависимостям: 
                                                                      (1.30) 
                                                                              (1.31) 
Где и - соответственно левая и правая границы - го интервала. 
Середина  -го интервала равна 
                                                                      (1.32) 
Вычисляется частость попаданий наблюдений в каждой -ый интервал 
                                                               (1.33) 
Для графического изображения эмпирического распределения строится 
гистограмма. При построении гистограммы по оси абсцисс откладываются 
в выбранном масштабе интервалы шириной , являющейся основанием 
прямоугольника, площадь которого равна частости -го интервала, вы-
сота прямоугольника определяется делением частости каждого -го ин-
тервала на ширину . Построенная таким образом ступенчатая функция 
называется гистограммой выборки. Эта функция служит статистиче-
ским аналогом плотности распределения вероятности случайной величины 
и определяется: 
                                                                       (1.34) 
Площадь гистограммы равна единице. 
1.7. Выбор гипотезы о законе распределения анализируемой случай-
ной величины 
При выборе гипотезы о виде закона распределения анализируемой случай-
ной величины руководствуются соображениями о природе процессов, при-
водящих к отказу объекта, а так же опытом эксплуатации и оценки анало-






зуются результаты предварительного анализа информации: вид гисто-
граммы и расположение точек эмпирической функции распределения, зна-
чения коэффициента вариации. Часто численное значения коэффициента 
вариации совместно с внешним видом гистограммы позволяет выдвинуть 
гипотезу о виде закона распределения. Например, при коэффициенте вари-
ации принимается экспоненциальное распределение, а при коэффици-
енте – нормальное. 
1.8. Оценка параметров экспоненциального распределения.  
Экспоненциальное распределение /2/ имеет один параметр , который свя-
зан с математическим ожиданием случайной величины T соотношением: 
                                          (1.35) 
Оценкой математического ожидания является среднее арифметическое 
значение случайной величины T , определяемое по формуле 
                                                    (1.36) 
В случае полностью определенной выборки объемом n, несмещенная 
оценка для определяются по формуле:  
                                                 (1.37) 
Нижняя и верхняя доверительные границы величины при односто-
ронней доверительной вероятности находятся по формулам: 
                                                             (1.38) 
                                                          ( 1.39) 





                                           (1.40) 
                                           (1.41) 
где m – суммарное число отказов всех объектов за время испытаний; Up – 
квантиль нормального распределения, соответствующая односторонней 
доверительной вероятности P, выбирается из табл. 6.1 справочного разде-
ла. Нижняя и верхняя доверительные границы для параметра : 
                                                             (1.42) 
                                                                (1.43) 
Коэффициенты и вычисляются по формулам: 
                                                              (1.44) 
                                                             (1.45) 
1.9. Оценка параметров нормального распределения  
   Нормальный закон распределения /2/ определяется двумя параметрами: 
и , являющиеся соответственно математическим ожиданием и средним 
квадратическим отклонениям. 
Тогда несмещенной оценкой параметра будет являться среднее арифме-
тическое значение, определяемое по формуле: 
                                                                        (1.46) 
Нижняя и верхняя доверительные границы параметра a: 
                                                        (1.47) 




где - квантиль распределения Стьюдента для односторонней довери-
тельной вероятности P (см.таблицу 6.2 справочного раздела). 
Оценка для параметра определяется по формуле: 
                                                 (1.49) 
или, что удобнее при вычислении на ЭВМ, по зависимости  
                                                    (1.50) 
Односторонние доверительные границы вычисляются по уравнениям: 
                                                                 (1.51) 
                                                                 (1.52) 
где и - коэффициенты, рассчитываемые в зависимости от принятой 
односторонней доверительной вероятности P и числа степеней свободы 
K=n-1 по уравнениям  
                                                    (1.53) 
                                                   (1.54) 
где Up выбирается по таблице 6.1 справочного раздела. 
1.10. Оценка параметров логарифмически нормального распределе-
ния. 
Логарифмически нормальный закон /2/ имеет два параметра: математиче-
ское ожидание логарифма случайной величины a и среднее квадратиче-
ское отклонение логарифма случайной величины . Оценку параметра a 




                                                                   (1.55) 
Оценку среднего квадратического отклонения по формуле: 
                                                   (1.56) 
Одностороннее доверительные границы на параметры a и рассчитыва-
ются по формулам, приведенным в п.1.9.  
1.11. Оценка параметров распределения Вейбулла 
Распределения Вейбулла /2/ характеризуется тремя параметрами:  
- параметр масштаба ( ); - параметр формы (  ); - параметр 
сдвига. ( )  
Оценку параметров производят в следующей последовательности :  
1) вычисляют выборочное среднее арифметическое значение и выбороч-
ное среднее квадратическое отклонение по формулам :  
                                               (1.57) 
                                (1.58) 
2) вычисляют асимметрию по формуле: 
                              (1.59) 
3) по полученным значениям из таблицы 6.3 справочного раздела нахо-
дят оценку параметра и значения коэффициентов и ; 




                                                          (1.60) 
5) находят значение по формуле: 
                                                     (1.61) 
6) в качестве оценки параметра C берут одно из двух значений: 
                                          (1.62) 
где - наименьшее значение среди наблюдаемых значений , ,…, . 
Определение доверительных границ параметров распределения Вейбулла 
изложены в ГОСТе 11.007-75. В лабораторной работе доверительные гра-
ницы параметров не определяются. 
1.12. Проверка согласия между эмпирическим и теоретическим рас-
пределением. 
Для проверки используют критерий Пирсона. 
Проверка согласия между эмпирическим и теоретическим распределением 
производится в следующей последовательности /2,4/: 
1) располагают результаты наблюдений в порядке возрастания 
( ); 
2) вычисляют размах и образуют равных интервалов шириной 
(см.п.1.6); 
3) результаты наблюдений группируют по интервалам, подсчитают 
частоты величин , попавших в -е интервалы; 
4) определяют оценки параметры проверяемого теоретического рас-
пределения (экспоненциальный - см. п.1.8; нормальный - см. п.1.9; лога-
рифмически нормальный - см. п.1.10; Вейбулла - см. п.1.11); 
5) определяют вероятность попадания в каждый интервал случай-
ной величины, имеющий принятый закон распределения. 




где и – значения функции проверяемого теоретического распре-
деления (экспоненциальный - см. п.1.2; нормальный - см. п.1.3; логариф-
мически нормальный - см. п.1.4; Вейбулла - см. п.1.5); 
6) вероятность попаданий наблюдений интервал умножают на объ-
ём выборки n, т.е. определяется математическое ожидание числа 
наблюдений в каждом интервале для проверяемого закона распределения; 
7) интервал с частотой объединяются с соседними. По вновь об-
разованным интервалам вычисляется критерий согласия 
                                         (1.64) 
Величина , асимптотически подчиняется распределению с числом 
степеней свободы , где - число интервалов с учетом объеди-
нения ряда из них; - число параметров теоретического распределения, 
определяемых по выборке. Чем меньше полученное значения , тем луч-
ше согласие между эмпирическим и теоретическим распределением. Зада-
ются доверительной вероятностью того, что величина , полученная 
вследствие случайных отклонений частот эмпирического распределения от 
соответствующих частот теоретического распределения, будет меньше 
табличного значения . 
                                        (1.65) 
В таблице 6.4. справочного раздела для доверительной вероятности 
и числа степеней свободы находят величину , сравнивают с ним вы-
численную величину . Если окажется меньше , то для принятой 
доверительной вероятности гипотеза о согласии опытного и теоретическо-
го распределения принимается, в противном случае отвергается. 
1.13. Вычисление оценок показателей надежности 
В лабораторных работах определяются четыре показателя надежности: 
средняя наработка до отказа (средний ресурс), гамма-процентная наработ-
ка до отказа (гамма-процентный ресурс), вероятность безотказной работы, 
интенсивность отказов. Выражения для вышеперечисленных показателей 
надежности при различных законах распределения случайных величин 
приведены в табл. 1.1. Среднюю наработку до отказа (средний ресурс) 




                                     (1.66) 
Гамма-процентную наработка до отказа (гамма-процентный ресурс) 
определяется из уравнения: 
                                   (1.67) 
Вероятность безотказной работы – вероятность того, что в пределах задан-
ной наработки отказ объекта не возникает. Конкретное численное выраже-
ние вероятности безотказной работы имеет определённый смысл лишь то-
гда, когда оно поставлено в соответствии заданной наработке, в течение 
которой возможно возникновение отказа. Вероятность безотказной работы 
определяется в предположении, что в начальный момент времени исчис-
ления заданной наработки объект был работоспособен.  Вероятность без-
отказной работы P(t) в интервале от 0 до t определяется по формуле:  
P(t)=1-F(t)                                                        (1.68) 
Вероятность отказа Q(t) в интервале от 0 до t определяется как: 
Q(t)=F(t)=1-P(t)                                              (1.69) 
Интенсивность отказов – условная плотность вероятности возникновение 
отказа невосстанавливаемого объекта, для определенного рассматриваемо-
го момента времени при условии, что до этого момента отказ не возник. 
Интенсивность отказов определяют по формуле: 
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1.14. Назначение и обращение к программе ZAKLR1_2 
Программа реализует методику статистической обработки данных об отка-
зах оборудования ЦБП  и позволяет: 
1. выполнить группирование статистических данных и построить ги-
стограмму, т.е. получить эмпирическую плотность распределения 
случайной величины;  
2. определить оценки параметров выбранного теоретического закона 




нормального, Вейбулла) и построить для них доверительные грани-
цы при заданной односторонней доверительной вероятности;  
3. выполнить проверку согласия между эмпирическим и выбранным 
теоретическим законом распределения с использованием критерия 
согласия Пирсона;  
4. вычислить оценки показателей надежности и их доверительные гра-
ницы при заданной доверительной вероятности. В лабораторных ра-
ботах вычисляются четыре показателя надежности: средняя наработ-
ка до отказа, гамма-процентная наработка до отказа, вероятность 
безотказной работы и интенсивность отказов.  
Программа реализует диалоговый режим работы. Ввод данных осуществ-
ляется по запросам программы. Перед запуском программы необходимо 
ознакомиться с заданием лабораторной работы, методическими указания-
ми по статистической обработке информации, ответить на следующие во-
просы и выполнить следующие задания: 
1. Сколько выборок наблюдаемых случайных величин будет обрабаты-
ваться в данной лабораторной работе?  
2. Чему равен объем выборки наблюдаемых случайных величин в дан-
ной лабораторной работе (№1, №2, №3, №4)?  
3. Сколько и какие параметры имеет заданный в данной лабораторной 
работе теоретический закон распределения (экспоненциальный; 
нормальный, логарифмически нормальный; Вейбулла)?  
4. Как определяются оценки параметров заданного в лабораторной ра-
боте теоретического закона распределения (экспоненциальный; нор-
мальный, логарифмически нормальный; Вейбулла)?  
5. Запишите выражения для функции и плотности заданного в лабора-
торной работе закона распределения (экспоненциальный; нормаль-
ный, логарифмически нормальный; Вейбулла).  
6. Зарисуйте график плотности заданного в лабораторной работе зако-
на распределения (экспоненциальный; нормальный, логарифмически 
нормальный; Вейбулла).  
7. Как производится проверка согласия эмпирического и теоретическо-
го распределения с использованием критерия Пирсона?  
8. При какой частоте (количестве наблюдений) интервалы объеди-
няются с соседними для вычисления критерия Пирсона?  
9. Запишите формулы для определения показателей надежности при 
заданном в лабораторной работе законе распределения.  
10. Подготовить таблицы по приведенным формам. Число строк в таб-
лицах Ф1 и Ф2 равно числу интервалов группирования , зависяще-
му от объема выборки n. При n=70, r=9; n=86, r=10; n=106, r=11; 





Таблица Ф1. Исходные данные для построения гистограммы 

























1           
......... ........ ........ ............. ........ .......... .........  
r           
Число интервалов с учетом объединения ряда из них ro=K2 
Вычисленное значение критерия Пирсона =X 
Табличное значение критерия Пирсона = 
Заключение о согласии эмпирического и теоретического законов: 
Таблица Ф2. Табулированные для середин интервалов tj значения функций 
вероятности безотказной работы P(t), вероятности отказа Q(t) и интенсив-
ности отказов  
tj=L3(k) P(t)=B(k) Q(t)=B1(k)  
        
........................ ..............................  ................................ ........................ 
        
Параметры распределения и доверительные границы 
Экспоненциальное: ;  




Логарифмически нормальное: : a = ; ан= ; ав = ;  
Вейбулла: а = J5; b= J7; c = J6 
(Занести в таблицу значения параметров заданного в лабораторной 
работе закона распределения и их доверительные границы при Р=0.95) 


















            
 Таблица Ф4. Оценки показателей надежности 
По программе Определенные по графикам  
То Т90 То Т90 Т50 P(t*) P(T0) F(T0)  
                  
* Примечание. Значения t* принять в соответствии с заданием лаборатор-
ной работы 
2. ЛАБОРАТОРНАЯ РАБОТА № 1. 
 ОЦЕНКА ПОКАЗАТЕЛЕЙ НАДЕЖНОСТИ ПРИ СТАТИСТИЧЕ-
СКИХ ДАННЫХ, ПОДЧИНЯЮЩИХСЯ ЭКСПОНЕНЦИАЛЬНОМУ 
РАСПРЕДЕЛЕНИЮ. 
2.1. Задание 
    Подшипники сукноведущих валов прессовой части бумагоделательной 
машины заменялись при подконтрольной эксплуатации машины по при-
чине выхода их из строя. За период наблюдений было зафиксировано 
n=120 первых замен подшипников (таблица 2.1) 
 
Таблица 2.1 Результаты наблюдений случайной величины наработки до 
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Требуется: найти оценки параметров закона распределения ресурса мето-
дом моментов; проверить гипотезу об экспоненциальном законе распреде-
ления ресурса критерием согласия Пирсона; определить доверительные 
границы для параметров закона распределения; вычислить оценки показа-
телей надежности и их доверительные границы при односторонней дове-
рительной вероятности Р=0,95: средней наработки до отказа, гамма-
процентной наработки до отказа при , интенсивности отказов. По-
строить функцию плотности распределения , функцию распределения 
, функцию вероятности безотказной работы , функцию интенсив-
ности отказов .  
 
 




2.2.1 Ответить на вопросы и выполнить задания, изложенные в п.1.14. 
Подготовить таблицы по приведенным формам. 
2.2.2 Запустить программу ZAKLR1 2.EXE и выполнить решение постав-
ленных задач. Результаты решения занести в таблицы Ф1…Ф4. 
2.2.3 По результатам решения построить графики функции 
и записать их выражения с учетом определенных парамет-
ров закона распределения. 
2.2.4 По графику определить искомое значение вероятности безотказ-
ной работы Р(50) за наработку 50 тыс. км. 
2.2.5 По графикам и определить значение и при . 
Определить и сравнить его с  
2.2.6 По графику  определить значение и сравнить его с рассчитан-
ным  
2.2.7 Оформить отчет в соответствии с п. 2.3 и сдать работу.  
2.3. Содержание отчета  
В отчете должны содержаться следующие сведения: 
1. задание лабораторной работы;  
2. результаты решения программы, занесенные в таблицы Ф1…Ф3;  
3. построенную гистограмму с нанесенной на неё функцией ;  
4. графики функций: плотности распределения и интенсивности 
отказов на одном рисунке; функции распределения и вероят-
ности безотказной работы - на другом. Для каждой функции за-
писать ее выражение с учетом определенных параметров распреде-
ления;  
5. сведенные в таблицу Ф4 оценки искомых показателей надёжности.  









 ОЦЕНКА ПОКАЗАТЕЛЕЙ НАДЕЖНОСТИ ПРИ СТАТИСТИЧЕ-
СКИХ ДАННЫХ, ПОДЧИНЯЮЩИХСЯ НОРМАЛЬНОМУ РАС-
ПРЕДЕЛЕНИЮ 
3.1. Задание  
     Гарнитура дисковых мельниц заменялась  при превышении допустимо-
го износа ножей. В процессе наблюдений было зафиксировано n=106 пер-
вых замен гарнитуры . 
Результаты наблюдений представлены в таблице 3.1. 
Требуется: найти оценки параметров закона распределения наработки до 
отказа методом моментов; проверить гипотезу о нормальном законе рас-
пределения наработки критерием согласия Пирсона; определить дове-
рительные границы для параметров закона распределения; вычислить 
оценки показателей надежности и их доверительные границы при одно-
сторонней доверительной вероятности Р=0,95: средней наработки до отка-
за, гамма-процентной наработки до отказа при , интенсивности от-
казов. Построить функцию плотности распределения , функцию рас-
пределения , функцию вероятности безотказной работы , функцию 
интенсивности отказов . 
Варианты исходных данных для расчёта в тыс. час приведены в таблице 
3.1 
Таблица 3.1 Результаты наблюдений случайной величины наработки до 
замены гарнитуры дисковых мельниц 
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3.2.Порядок выполнения работы. 
3.2.1 Ответить на вопросы и выполнить задания, изложенные в п.1.14. 
Подготовить таблицы по приведенным формам. 
3.2.2 Запустить программу ZAKLR1 2.EXE и выполнить решение постав-
ленных задач. Результаты решения занести в таблицы Ф1…Ф4. 
3.2.3 По результатам решения построить графики функции 
и записать их выражения с учетом определенных пара-
метров закона распределения. 
При построении графика необходимо учитывать:  
-при функция имеет максимум, равный 
; (2.1) 
-при график функции имеет точки перегиба  
(2.2) 
3.2.4. По графикам и определить искомые значения показателей 




3.2.5. Нанести на график значение и построить интервал . 
Сделать заключение о рассеивании нормально распределённой случайной 
величины. Оценить симметричность относительно . 
3.2.6. По графикам и определить значение и при . 
Определить и сравнить его с  
3.2.7. По графику  определить значение и сравнить его с рассчитан-
ным  
3.2.8. Оформить отчет в соответствии с п. 3.3 и сдать работу.  
3.3. Содержание отчета 
В отчете должны содержаться следующие сведения: 
1. задание лабораторной работы;  
2. результаты решения программы, занесенные в таблицы Ф1…Ф3;  
3. построенную гистограмму с нанесённой на неё функцией ;  
4. графики функций: плотности распределения и интенсивности 
отказов на одном рисунке; функции распределения  и вероят-
ности безотказной работы - на другом. Для каждой функции за-
писать ее выражение с учетом определенных параметров распреде-
ления;  
5. сведенные в таблицу Ф4 оценки искомых показателей надёжности;  
6. заключения о сравнении показателей надежности по п.п. 3.2.6 и 
3.2.7.  
 
4. ЛАБОРАТОРНАЯ РАБОТА № 3 
      ОЦЕНКА ПОКАЗАТЕЛЕЙ НАДЕЖНОСТИ ПРИ СТАТИСТИЧЕ-
СКИХ ДАННЫХ, ПОДЧИНЯЮЩИХСЯ ЛОГАРИФМИЧЕСКИ 
НОРМАЛЬНОМУ РАСПРЕДЕЛЕНИЮ  
4.1. Задание 
      Транспортерные ленты в процессе эксплуатации изнашиваются, 
трескаются. За период подконтрольной эксплуатации транспортеров в дре-
весно- подготовительном производстве было зафиксировано n=86 первых 





     Требуется найти методом моментов оценки параметров закона распре-
деления ресурса; проверить гипотезу о логарифмически нормальном за-
коне распределения ресурса критерием согласия Пирсона; определить 
доверительные границы для параметров закона распределения при одно-
сторонней доверительной вероятности Р=0.95; вычислить оценки показа-
телей надежности: средней наработки до отказа, гамма-процентной нара-
ботки до отказа при , вероятности безотказной работы за наработку 
t=120 тыс. час., интенсивности отказов за ту же наработку. 
Построить: функцию плотности распределения ; функцию распределе-
ния ; функцию вероятности безотказной работы ; функцию интен-
сивности отказов . 
Таблица 4.1. Результаты наблюдений случайной величины наработки до 
замены транспортерных лент. 
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4.2. Порядок выполнения работы 
4.2.1. Ответить на вопросы и выполнить задания, изложенные в п.1.14. 




4.2.2. Запустить программу ZAKLR1 2.EXE и выполнить решение постав-
ленных задач. Результаты решения занести в таблицы Ф1...Ф4. 
4.2.3. По результатам решения построить графики функции 
и записать их выражения с учетом определенных парамет-
ров закона распределения. 
4.2.4. По графикам и определить искомые значения показателей 
надежности и . 
4.2.5. Нанести на график значение и оценить симметричность 
относительно . 
4.2.6. По графикам определить значение и при . 
Определить и сравнить его с  
4.2.7. По графику  определить значение и сравнить его с рассчитан-
ным . 
4.2.8. Оформить отчет в соответствии с п. 4.3 и сдать работу.  
4.3. Содержание отчета 
В отчете должны содержаться следующие сведения: 
1)задание лабораторной работы; 
2)результаты решения программы, занесенные в таблицы Ф1...Ф3; 
3)построенную гистограмму с нанесенной на неё функцией ; 
4)графики функций: плотности распределения и интенсивности отка-
зов на одном рисунке; функции распределения и вероятности без-
отказной работы  - на другом. Для каждой функции записать ее выра-
жение с учетом определенных параметров распределения; 
5)сведенные в таблицу Ф4 оценки искомых показателей надёжности. 






5. ЛАБОРАТОРНАЯ РАБОТА №4.  
ОЦЕНКА ПОКАЗАТЕЛЕЙ НАДЕЖНОСТИ ПРИ СТАТИСТИЧЕ-
СКИХ ДАННЫХ, ПОДЧИНЯЮЩИХСЯ РАСПРЕДЕЛЕНИЮ ВЕЙ-
БУЛЛА 
5.1. Задание 
Резиновые уплотнительные кольца гидроцилиндров заменялись в эксплуа-
тации при “разбухании” или разрыве. В результате наблюдений за группой 
машин было зафиксировано n=70 значений наработок до замены уплотни-
тельных колец. Результаты наблюдений представлены в таблице 5.1. Тре-
буется найти оценки параметров закона распределения методом моментов; 
проверить гипотезу распределении ресурса по закону Вейбулла критерием 
согласия Пирсона; вычислить оценки показателей надежности: средней 
наработки до отказа , гамма-процентной наработки до отказа при , 
вероятности безотказной работы за наработку 3,0 тыс. циклов, интенсив-
ности отказов за ту же наработку. 
Построить: функцию плотности распределения ; функцию распределе-
ния ; функцию вероятности безотказной работы ; функцию интен-
сивности отказов . 
     Варианты исходных данных для расчета в тыс. циклов приведены в 
таблице 5.1.  
Таблица 5.1. Результаты наблюдений случайной величины наработки до 
замены уплотнительных колец. 










































































5.2. Порядок выполнения работы 
5.2.1. Ответить на вопросы и выполнить задания, изложенные в п.1.14. 
Подготовить таблицы по приведенным формам. 
5.2.2. Запустить программу ZAKLR1 2.EXE и выполнить решение постав-
ленных задач. Результаты решения занести в таблицы Ф1...Ф4. 
5.2.3. По результатам решения построить графики функции 
и записать их выражения с учетом определенных парамет-
ров закона распределения. 
5.2.4. По графикам и определить искомые значения показателей 
надежности и . 
5.2.5. Нанести на график значение и оценить симметричность 
относительно . 
5.2.6. По графикам и определить значение и при . 
Определить и сравнить его с . 
5.2.7. По графику  определить значение и сравнить его с рассчитан-
ным . 
5.2.8. Оформить отчет в соответствии с п. 5.3 и сдать работу. 
5.3. Содержание отчета 
В отчете должны содержаться следующие сведения: 
1) задание лабораторной работы; 
2) результаты решения программы, занесенные в таблицы Ф1...Ф3; 




4) графики функций: плотности распределения и интенсивности 
отказов на одном рисунке; функции распределения и вероят-
ности безотказной работы - на другом. Для каждой функции за-
писать ее выражение с учетом определенных параметров распреде-
ления; 
5) сведенные в таблицу Ф4 оценки искомых показателей надёжно-
сти; 
6) заключения о сравнении показателей надежности по п.п. 
5.2.5…5.2.7. 
 
6. СПРАВОЧНЫЕ МАТЕРИАЛЫ 
Таблица 6.1. Квантили Up нормального распределения  
P 0.8 0.9 0.95 0.975 0.99 0.995 0.9975 0.999 
Up 0.842 1.282 1.645 1.96 2.326 2.576 2.807 3.090 
Таблица 6.2. Квантили tp распределения Стьюдента 
K=n-1 0.8 0.9 0.95 0.975 0.99 0.995 0.9975 0.999 
60 0.848 1.296 1.671 2.000 3.390 2.660 2.915 3.232 
70 0.847 1.294 1.667 1.994 2.381 2.648 2.899 3.211 
80 0.846 1.292 1.664 1.990 2.374 2.639 2.887 3.195 
90 0.845 1.291 1.662 1.987 2.368 2.632 2.878 3.183 
100 0.845 1.290 1.660 1.984 2.364 2.626 2.871 3.174 
120 0.844 1.289 1.658 1.980 2.358 2.617 2.860 3.159 
Таблица 6.3. Значения , , для заданных значений  
    




6.615 2.000 4.472 0.50 
2.000 1.000 1.000 1.00 
1.734 0.965 0.878 1.10 
1.521 0.940 0.787 1.20 
1.346 0.923 0.716 1.30 
1.198 0.911 0.660 1.40 
1.072 0.903 0.613 1.50 
0.962 0.897 0.574 1.60 
0.865 0.892 0.540 1.70 
0.779 0.889 0.511 1.80 
0.701 0.888 0.486 1.90 
0.631 0.886 0.463 2.00 
0.567 0.886 0.443 2.10 
0.509 0.886 0.425 2.20 
0.455 0.886 0.408 2.30 
0.405 0.886 0.393 2.40 
0.358 0.887 0.380 2.50 
0.315 0.888 0.367 2.60 
0.275 0.889 0.355 2.70 
0.237 0.890 0.344 2.80 
0.202 0.891 0.333 2.90 
0.168 0.893 0.325 3.00 
-0.087 0.906 0.254 4.00 




-0.373 0.928 0.180 6.00 
-0.463 0.935 0.157 7.00 
-0.534 0.942 0.140 8.00 
-0.591 0.947 0.126 9.00 
-0.638 0.951 0.114 10.00 
Таблица 6.4. Значения в зависимости от числа степеней свободы К при 
доверительной вероятности ( ) 
К 1 2 3 4 5 6 7 8 9 10 
 
2.7 4.6 6.3 7.8 9.2 10.6 12.0 13.4 14.7 16.0 
 
7. Домашнее задание № 1  
1) Дать общую классификацию отказов и привести примеры из практики эксплуатации 
машин, оборудования ЦБП, металлорежущих станков. 
2) Дать классификацию отказов по группам сложности и привести примеры. 
3) Построить графики изменения вероятности безотказной работы по результатам 
наблюдений 20 рубительных машин ( табл. № 1). 
Проанализировать полученный график. 
 
Число отказавших машин по вариантам 
Интервал 
 






















































































































































































































































































































Домашнее задание  № 2 
Выполнить расчет надежности сложной системы: 
1) В соответствии с вариантом задания определить исходные данные для расчета - 
структурную формулу системы, среднюю наработку на отказ Ti и математическое ожи-
дание времени ремонта Mi( рем) для каждого i-го элемента системы. Закон распределе-
ния вероятности безотказной работы принять экспоненциальным    , заданный период 
времени эксплуатации принять постоянным t=8 час. 
2) По структурной формуле построить структурную схему системы с праллельно-
последовательным соединением элементов. 
3) Рассчитать интенсивность отказов и вероятность безотказной работы для каждого i-
го элемента системы, 
4) Определить вероятность безотказной работы Р групп элементов с постоянным резер-
вом. 
5) Рассчитать вероятность безотказной работы системы элементов, соединен-
ных последовательно. 
6) Выявить элемент лимитирующей надежность системы. 
7) Рассчитать вероятность безотказной работы системы элементов при 
'                  -  ' 




8) Рассчитать вероятность безотказной работы системы элементов при 
г                                        
ненагруженном резерве лимитирующего элемента. 
9) Сопоставить полученные результаты расчета, дать выводы и рекомендации по рабо-
те системы. 
Формулы структурных схем для расчета надежности сложных систем. 
Вариант 
 

































































































































































































































































































































































































































































































































































































Домашнее задание  №3 
Построить график ремонта машины по следующим исходным данным 
 ВАРИАНТЫ ЗАДАНИЙ К ДОМАШНЕМУ ЗАДАНИЮ №3 
 












































1 2595 2 1 




3 2169 3 2 
4 2300 2 1 
5 29648 8 2 
6 398542 12 3 
7 8300 3 1 
8 3690 2 1 
9 5630 4 2 
10 39000 6 3 
11 5830 3 2 
12 1200 1 1 
13 3500 3 1 
14 6900 2 1 
15 36200 5 5 
16 9300 3 2 
17 98762 6 3 
18 2300 3 1 
19 4000 4 2 
20 5600 2 1 
21 3987 1 1 
22 3982 1 1 
23 9000 2 1 
24 53000 8 4 
25 3269 4 2 
26 2698 5 2 
27 58963 52 10 
28 8752 4 1 
29 3692 2 1 
30 1600 6 3 
31 3985 4 2 
32 2879 4 2 
33 5302 7 2 
34 8536 8 3 
35 39500 16 4 
36 3925 4 2 
37 3562 3 1 
38 9850 4 2 
39 7632 3 1 
40 2350 3 2 







11. ПРАКТИЧЕСКИЕ ЗАДАНИЯ 
 
 
Практическое задание №1 
 




структурные формулы каждого элемента схемы 
Вари-
ант  
1 2 3 4 5 
1 21/6-10/21 22-28/28-32 12/10-56/28 2/6/3-2-3/5 1-2/2-35 
2 6-8-23/21 1/6-24-45/12 9-8/12-9 6/8/3-4/5/8 12/16-45/47/1 
3 2/5/40-31/49 3-7/8-24/41 27/20-40/6 5-18-41/17 12/10-56/28 
4 1-2/2-35 21/25-45/12 11-2-32/31 2-45/41-4 9-8/12-9 
5 1/6/3-8/10/2 20/21-8-7 21/6-10/21 3-4-12/18/6 27/20-40/6 
6 2/6/3-2-3/5 12/13/15/16 6-8-23/21 7/2/3-12 11-2-32/31 
7 6/8/3-4/5/8 21/6-10/21 2/5/40-31/49 8/2/3-12/7/22 21/6-10/21 
8 5-18-41/17 6-8-23/21 1-2/2-35 12/16-45/47/1 6-8-23/21 
9 2-45/41-4 2/5/40-31/49 12/16-45/47/1 6-8-23/21 2/5/40-31/49 
10 3-7/8-24/41 1-2/2-35 6-8-23/21 2/5/40-31/49 1-2/2-35 
11 21/25-45/12 12/16-45/47/1 2/5/40-31/49 1-2/2-35 12/16-45/47/1 
12 20/21-8-7 12/10-56/28 1-2/2-35 1/6/3-8/10/2 20/21-8-7 
13 12/13/15/16 9-8/12-9 1/6/3-8/10/2 2/6/3-2-3/5 12/13/15/16 
14 21/6-10/21 27/20-40/6 2/6/3-2-3/5 12/16-45/47/1 21/6-10/21 
15 6-8-23/21 11-2-32/31 6/8/3-4/5/8 6-8-23/21 6-8-23/21 
16 2/5/40-31/49 21/6-10/21 5-18-41/17 2/5/40-31/49 2/5/40-31/49 
17 1-2/2-35 6-8-23/21 2-45/41-4 1-2/2-35 1-2/2-35 
18 12/16-45/47/1 2/5/40-31/49 3-4-12/18/6 1/6/3-8/10/2 12/16-45/47/1 
19 37-1/2/3-40 1-2/2-35 7/2/3-12 2/6/3-2-3/5 12/10-56/28 
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