A common theme in mathematics is to define generalized solutions to deal with problems that potentially do not have solutions. A classical example is the introduction of least squares solutions via the normal equations associated with a possibly infeasible system of linear equations.
Motivation and Introduction

A motivation from Linear Algebra
A classical problem rooted in Linear Algebra and of central importance in the natural sciences is to solve a system of linear equations, say
However, it may occur (due to noisy data, for instance) that (1) does not have a solution.
An ingenious approach to cope with this situation, dating back to Carl Friedrich Gauss and his famous prediction of the asteroid Ceres (see, e.g., [ 12, Subsection 1. 
where A * denotes the transpose of A. The normal equation (2) has extremely useful properties:
• If the original system (1) has a solution, then so does the associated system (2); furthermore, the sets of solutions of these two systems coincide in this case.
• The associated system (2) always has a solution.
• The solutions of the normal equations have a variational interpretation as least squares solutions: they are the minimizers of the function x → Ax − b 2 .
Our goal in this paper is to introduce a "normal problem" associated with the problem of finding a zero of the sum of two monotone operators. The solutions of this normal problem will agree with the solutions of the original problem provided the latter set is nonempty.
The normal problem will also have a variational interpretation as well as attractive duality properties. We start developing the framework required to explain this in the following subsection.
The sum problem and Attouch-Théra duality
Throughout this paper,
X is a real Hilbert space with inner product ·, · and induced norm · . Recall that a set-valued operator A : X ⇒ X (i.e., (∀x ∈ X) Ax ⊆ X) is monotone if (∀(x, x * ) ∈ gra A)(∀(y, y * ) ∈ gra A) x − y, x * − y * ≥ 0; A is maximally monotone if A is monotone and it is impossible to extend A while keeping monotonicity. Since subdifferential operators of proper lower semicontinuous convex functions are maximally monotone, as are continuous linear operators with a monotone symmetric part, it is not surprising that maximally monotone operators play an important role in modern optimization and variational analysis. For relevant books on monotone operator theory and convex analysis we refer the reader to, e.g., [8] , [13] , [15] , [18] , [28] , [29] , [30] , [31] , [34] , [35] , [36] , and [37] . From now on, we assume that (4) A and B are maximally monotone operators on X.
Because it encompasses the problem of finding solutions to constrained convex optimization problems, a key problem in monotone operator theory is to find a zero of the sum A + B.
Let us formalize this now.
Definition 1.1 (primal problem)
The primal problem associated with the (ordered) pair (A, B) is to determine the set of zeros of the sum,
also referred to as the set of primal solutions. When there is no cause for confusion, we will write Z instead of Z (A,B) .
Since addition is commutative, it is clear that the order of the operators A and B is irrelevant and thus Z (A,B) = Z (B,A) . In contrast, the order for the dual problem matters. Before we formally define the dual problem, we must introduce some notation. First,
Note that A is also maximally monotone as is (A −1 ) = (A ) −1 , which motivates the definition
. The (Attouch-Théra) dual problem associated with the pair (A, B) is to determine the set of zeros of the sum,
also referred to as the set of dual solutions. When there is no cause for confusion, we will write K instead of K (A,B) .
This duality, pioneered by Attouch and Théra [4] (see also [23, page 40] ), has very attractive properties, including the following:
• (A, B) * * = (A, B).
• The dual problem of (A, B) is precisely the primal problem of (A, B) * .
• The set of primal solutions is nonempty if and only if the set of dual solutions is nonempty.
Aim of this paper
Not every sum problem admits a solution: suppose that A = N U and B = N V , where U and V are nonempty closed convex subsets of X. It is clear that Z, the set of primal solutions associated with (A, B), is equal to U ∩ V -however, this intersection may be empty in which case the primal problem does not have any solution.
Our aim in this paper is to define a normal problem associated with the original sum problem with attractive and useful properties. Similarly to the complete extension of classical linear equations via normal equations (see Section 1.1), our proposed approach achieves the following:
• If the original problem has a solution, then so does the normal problem and the sets of solutions to these problems coincide.
• The normal problem may have a solution even if the original problem does not have any.
• The solutions of the normal problem have a variational interpretation as infimal displacement solutions related to the Douglas-Rachford splitting operator.
• The normal problem interacts well with Attouch-Théra duality.
Due to some technical results that need to be reviewed and developed, we postpone the actual derivation and definition of the normal problem until Section 3.2. We conclude this introductory section with some comments on the organization and notation of this paper.
Organization of the paper
The remainder of the paper is organized as follows. In Section 2, we review AttouchThéra duality (Section 2.1), firmly nonexpansive operators and resolvents (Section 2.2), the Douglas-Rachford splitting operator (Section 2.3), and we also provide some auxiliary results on perturbations (Section 2.4). Our main results are in Section 3. The normal problem is introduced in Section 3.2, after presenting results on perturbation duality (Section 3.1). Examples and directions for future research are discussed in Section 3.3 and 3.4, respectively.
Throughout, we utilize standard notation from convex analysis and monotone operator theory (see, e.g., [8] , [28] , [29] , or [34] ).
2 Auxiliary results 2.1 Solution mappings for Attouch-Théra duality Definition 2.1 (solution mappings) The dual and primal solution mappings associated with (A, B) are
respectively.
Note that the primal solution mapping Z of (A, B) is the dual solution mapping of (A, B) * and analogously for K. The importance of these mappings stems from the following result, which shows that the solutions mappings relate the sets of solutions Z and K to each other:
Firmly nonexpansive operators and resolvents
Most of the material in this section is standard. Facts without explicit references may be found in, e.g., [8] , [21] , or [22] .
Furthermore, T is firmly nonexpansive if
Clearly, every firmly nonexpansive mapping is nonexpansive.
Fact 2.4 Let T : X → X. Then T is firmly nonexpansive if and only if 2T − Id is nonexpansive.
Fact 2.5 (infimal displacement vector) (See, e.g., [5] , [17] , and [25] .) Let T : X → X be nonexpansive. Then ran(Id −T ) is convex; consequently, the infimal displacement vector
Lemma 2.6 Let T 1 : X → X and T 2 : X → X be nonexpansive. Set
Proof. By definition of v 1 , there exists a sequence (
Definition 2.7 (resolvent and reflected resolvent) The resolvent of A is the operator
and the reflected resolvent is
Fact 2.8 J A is firmly nonexpansive and R A is nonexpansive. Furthermore,
Example 2.9 Let U be a nonempty closed convex subset of X, and suppose that A = N U is the corresponding normal cone operator. Then J A = P U is the projection operator onto U and R A = 2P U − Id is the corresponding reflector.
Proposition 2.10 Suppose that A : X → X is continuous, linear, and single-valued such that A and −A are monotone, and
Proof. We have
as claimed.
Example 2.11 Suppose that X = R 2 and that A :
is the rotator by π/2. Then A 2 = − Id; consequently, by Proposition 2.10, J A = (1/2)(Id −A) and R A = −A.
The Douglas-Rachford splitting operator
Definition 2.12 The Douglas-Rachford splitting operator associated with (A, B) is
We will simply use T instead of T A,B provided there is no cause for confusion.
Fact 2.13 The following hold:
Corollary 2.14 We have
consequently,
Remark 2.15 Suppose that A is a linear operator (or, even more generally, a linear relation). Then J A is linear (see [11, Theorem 2.1(xviii)]) and Id −T simplifies to J A +J B −2J A J B . This setting occurs sometimes in applications; see, e.g., [3, Section 4.3] .
It is clear from the definition and Fact 2.13(i) that Id −T A,B is also firmly nonexpansive. In fact, we note in passing that Id −T A,B is itself a Douglas-Rachford splitting operator:
Proof. Using (15), we obtain
and the conclusion follows. 
is a well defined bijection that is continuous in both directions, with 
Perturbation calculus
Definition 2.19 (shift operator and corresponding inner/outer perturbations) Let w ∈ X. We define the associated shift operator
and we extend S w to deal with subsets of X by setting (∀C ⊆ X) S w (C) := c∈C {S w (c)}. We define the corresponding inner and outer perturbations of A by Proof. As an application, we record the following result which will be useful later. 
Perturbations of the Douglas-Rachford operator
We now turn to the Douglas-Rachford operator.
Proposition 2.22 Let w ∈ X. Then the following hold: 
and so (29) We now obtain a generalization of Fact 2.17, which corresponds to the case when w = 0. Proposition 2.25 Let w ∈ X and define
is a well defined bijection that is continuous in both directions, with Ψ −1 Note that the w-perturbed problem of (A, B) is precisely the primal problem of ([A; w], [w; B]), i.e., of the w-perturbation of (A, B).
Before discussing the Douglas-Rachford operator of the w-perturbation, we point out that there are other seemingly unrelated notions of generalizing the sum; e.g., the variational sum introduced by Attouch, Baillon, and Théra [2] and the extended sum introduced by Revalski and Théra. (For a recent nice survey, see [26] .) We also note that our perturbation is based on the inner perturbation [A; w] and the outer perturbation [w; B]; this appears to make it different from the usual perturbation approaches based solely on inner perturbations; see, e.g., [14] . Proof. This follows from (29) of Proposition 2.24.
Furthermore, the following are equivalent:
(ii) Fix[T ; −w] = ∅.
(iii) w ∈ ran(Id −T ).
(iv) w ∈ ran([A; w] + B).
Proof. The identity (37) follows by combining Corollary 2.18 with Proposition 3.2. This also yields the equivalence of (i) and (ii). Let x ∈ X. Then x ∈ Z w ⇔ 0 ∈ [A; w]x + [w; B]x ⇔ w ∈ [A; w]x + Bx, and we deduce the equivalence of (i) and (iv). Finally, x ∈ Fix[T ; −w] ⇔ x = T (x + w) ⇔ w ∈ (Id −T )(x + w), which yields the equivalence of (ii) and (iii).
The equivalence of (i) and (iii) yields the following key result on which w-perturbations have nonempty solution sets. A, B) . We could either first perturb and then take the AttouchThéra dual or start with the Attouch-Théra dual and then perturb. It turns out that the order of these operations does not matter -up to a horizontal shift of the graphs. Indeed, for every x ∈ X, we have The following remark was prompted by a comment of a referee. is the forward-backward operator. Now let w ∈ X and x ∈ X. We then have the equivalences
Combining with Proposition 3.3, we obtain
which can be interpreted as the forward-backward counterpart of Corollary 3.4. Note, however, that no attractive duality theory is available in general since B −1 may fail to be at most single-valued.
The normal problem
We are now in a position to define the normal problem. The original problem of finding a zero of A + B is clearly symmetric in A and B. We now present a statement about the magnitude of the corresponding infimal displacement vectors:
Proof. Since B −1 0 = V and J A = P U , Proposition 3.15 yields
Set g := P V −U 0. By [7, Theorem 4.1] , there exists a sequence (v n ) n∈N in V such that v n − P U v n → g. It follows that (v n − P U v n ) n∈N lies in C and hence that g ∈ C. Therefore P C 0 = P ran(Id −T ) 0 = P V −U 0 and we obtain (44). (For an alternative proof, see [9, Theorem 3.5] .) Let x ∈ X. Then x is a normal solution if and only if
Assume first that (47) holds. Then x ∈ V and x−g ∈ U . Hence x ∈ V ∩(g+U ) = Fix(
and therefore (47) holds.
Remark 3.17 Proposition 3.16 is consistent with the theory dealing with inconsistent feasibility problems (see, e.g., [7] ). Note that it also yields the formula 
An analogous argument yields The following remark was prompted by a comment of a referee. 
Consequently, ran(Id −J B J A ) = ran(Id −J A J B ) = X and the vectors P ran(Id −J B J A ) (0) and P ran(Id −J A J B ) (0), which both coincide with 0, do not indicate the lack of zeros of A + B. Hence, in our analysis, we cannot replace the Douglas-Rachford operator by the backwardbackward operator (J B J A or J A J B ), which occurs in the study of semigroups and the celebrated Trotter-Lie-Kato formula (see, e.g., [16, Section 3] ), and expect similar results. (For systematic studies of the asymptotic behaviour of the two resolvents, see [10] and [33] .) It is nice to recover a special case of our original motivation given in Section 1.1: Example 3.24 (classical least squares solutions) Suppose that X = R n , let M ∈ R n×n be such that M + M * is positive semidefinite, and let b ∈ R n . Suppose that (∀x ∈ R n ) Ax = −b and B = M so that the original problem is to find x ∈ R n such that M x = b. Then v(A, B) = P ran M (b) − b and the normal solutions are precisely the least squares solutions.
Proof. We will use Proposition 3.23. The constraint in (53) turns into (Id +0)w −(0+M )x = 0 + (−b), i.e., w = M x − b so that the optimization problem in (53) is (54) minimize M x − b 2 .
Hence the normal solutions in our sense are precisely the classical least squares solutions. Furthermore, v(A, B) = P ran(A+B) 0 = P −b+ran M (0) = P ran M (b) − b.
Future research
We conclude by outlining some research directions:
• We noted in Remark 3.14 that v := v(A, B) can be found by iterating (43). Subsequently iterating x → T (x+v) will then lead to a normal solution. It would be desirable to devise an algorithm that approximates v(A, B) and a corresponding normal solution (should it exist) simultaneously. Proposition 3.23, which leads us to solving a quadratic optimization problem, suggests that this may indeed be possible in general.
• Another avenue for future research is to consider more general sums of the form A + L * BL, where L is a linear operator.
• It would be useful to obtain sufficient conditions for stability: Assuming that A n → A and B n → B in an appropriate sense (see, e.g., [1] and [29] ), when can we conclude that the infimial displacement vectors v(A n , B n ) and the correponding normal solutions of (A n , B n ) converge to those of (A, B)?
• Finally, it would be interesting to investigate our approach further in other areas including optimal control (see, e.g., [3, Section 4.3]) or PDEs (see, e.g., the study of the Schrödinger equation in [2, Section 9]).
