This paper deals with the following problem: What are the necessary and sufficient conditions in order that a given integrable function fix) be p.p. (almost everywhere) equal to an indefinite repeated integral of another function gix)? The main result (Theorem 2) gives this condition in terms of the weak convergence of the difference quotient of fix) to gix).
In particular, in §3 we prove by an elementary but apparently powerful method, a theorem which contains the well-known proposition of Brouwer (3 or 1 or 6, p. 70) which states:
A. If fix) is continuous for a < x < b and Auf(x) =0, a < x -sh < x + sh < b, then fix) is a polynomial of degree at most is -1) in (a, b).
In §4 we come to our main result mentioned above which in §5 we use to establish a certain type of extension of the following theorem of de la Vallée-Poussin (12, This last theorem is fundamental in the uniqueness theory of trigonometrical series.
Finally in §6 we state results due to Anghelutza, Marchaud, Popoviciu, and Reid which follow from our main theorem. We also consider in this section an application to generalized convex functions.
Preliminary results.
Consider the space L(a, 6) , that is, the space of functions which are Lebesgue integrable over (a, b) . The distance between two elements/, h Ç L(a, b) is defined as 11/-Al l -f a \f(x)-h(x)\dx.
If ||/n ~ /|| ""* 0 as«-> oo, then f n (x) is said to be convergent in the mean to
(ii) f7"(0*-* f/(')<«
for every x Ç [a, 6], then / w (x) is said to be weakly convergent to fix) (with index 1).
It is known that convergence in the mean implies the weak convergence of
We also define the space L{a, b) as the class of functions integrable over /or ^z/^ry closed subinterval [a, (3] contained in (a, 5). AllMlf
This relation follows readily from the linearity of the operator defined in (1) and since
The following lemma will also be of use and for the proof, one may see (10, p. 73 
An integral-difference equation.
We shall now study an equation which connects the integral operators and the differences and in particular contains proposition A. THEOREM 
Letjix) and g{x) both G L{a 1 b). If, for every fixed h,
for almost every x satisfying the inequality a < x -sh < x + sh < 5, then there exists a P s _i such that (4) f ( Since we deduce from the first case that
where the polynomial P 5 _i(x; k) depends on k.
Let [a, 13] be a closed subinterval of (a, &). It is obvious that (6) implies that
] as w -• >• <» and therefore P s _i(x; 1/w) must converge to a limit P s _i(x) p.p. in [a, 0]. This latter limit must be a polynomial of degree at most 5 -1 for if a sequence of polynomials, the degree of each being at most /, converges for / + 1 different values of x, it converges for every value of x and its limit is a polynomial of degree at most /. Consequently,
Since the relation (7) holds for every closed subinterval of (a, b), it holds for (a,b).
Let us now return to equation (3) with the conditions specified in the theorem. It can easily be established (by induction on s) that
and therefore the function
satisfies the equation (5) for xf (a + sh, b -sh). The theorem now follows readily. The converse is obvious. In the particular case/(x) is continuous in (a, b) and g(x) is zero we obtain proposition A. The known proofs of the former proposition (for references see §1) that the authors have seen appear to depend rather too heavily on intrinsic properties of the differences and thus perhaps cannot be applied to the type of problems we consider in this paper. 
Proof. We shall at first prove the sufficiency of our hypothesis. Let [a, P] be an arbitrary subinterval in (a, b) and let h be a fixed number with 0 < h < (P -a)/2s. Applying the operator ^4£ to both sides of the relation (9), for x ( E [a + sh, p -sh] and sufficiently small h n we find that where c is fixed with a < c < b.
To establish the converse, we note that It is obvious from the proof that in case s = 1 the hypothesis (i) of the above theorem is not necessary. Since mean convergence implies weak convergence, this theorem follows from the preceding.
5. Riemann derivatives. We now wish to express the previous theorem more directly in terms of the Riemann derivatives in a form, which, though weaker, can easily be recognized. For 5 = 3, 4, this result is known (9 or 11). It is conjectured that the result would hold for 5 > 5. That one must assume the existence of / (s_2) (x) for 5 > 3 even in the case g(x) = 0 can be seen from the following counterexample :
f(x) = |x|x .
In fact, the first 5 -3 ordinary derivatives of this function exist, but the (s -2)nd ordinary derivative does not exist at x = 0, while the Riemann sth derivative is everywhere zero. The importance of proposition B lies in the fact that it is used in proving the result that if a trigonometrical series converges, except in an enumerable set, to a finite and integrable function g(x), then it is the Fourier series of g(x) (12, p. 274 
uniformly in every [a, /3] of (a, b), then for every x in (a, b)
This corollary was previously established by Marchaud (5) and in the case g(x) = 0 by Anghelutza (2). This result is due to Reid (8) , who used it to obtain integral criteria for a function to be p.p. equal to a solution of a linear differential equation.
Our final result concerns the class of functions defined in (a, 6), every one of whose members can be represented in every [a, fi] of (a, b) as the difference of two non-concave functions of order /. This class, which will be denoted by DC 1 {a, b}, is connected with the class of functions of /th generalized bounded' variation (7, p. 24).
At first we recall the definition of non-concave functions in general. A function f(x) is said to be non-concave of order I in (a, b), if it is continuous in (a, b) and if for a < x -Ih < x + Ih < b,
lifix) is non-concave of order /, it is known (7, pp. 48, 25) that
uniformly for x in every [a, f$] of (a, b). (x) is p.p. in (a, b) equal to a function 4>{x Proof. The necessity is obvious.
To prove the sufficiency, according to Theorem 2 (the case g(x) = 0) we only need to show that the condition (i) implies that The theorem is now established. The authors believe no previous attention has been given to results of this type, showing a relation between the class DC 8 {a,b} and polynomials of degree s.
Finally we would like to add that results corresponding to every one of the above theorems may be established for the forward and also the backward differences.
