The LHCb experiment at the Large Hadron Collider (LHC) is performing high precision measurements in the flavour sector. An excellent performance of the particle identification (PID) detectors as well as the development of new data taking techniques are of fundamental importance in order to cope with increasingly harder challenges posed by the LHC Run 2. The approach of data-driven calibration of particle identification performance at LHCb has changed significantly from Run 1 to Run 2 and calibration samples are now selected directly in the LHCb high-level trigger. This change of data-taking paradigm enables larger calibration samples with respect to Run 1 to be collected, giving access to low-level detector informations useful for studies of systematic effects, while retaining the same (or improving) the PID performances observed Run 1.
Introduction
The LHCb detector [1] is a single-arm forward spectrometer covering the pseudorapidity range 2 < η < 5, designed for the study of particles containing b or c quarks. Different types of charged hadrons are distinguished using information from two ring-imaging Cherenkov detectors. Photons, electrons and hadrons are identified by a calorimeter system consisting of scintillating-pad and preshower detectors, an electromagnetic calorimeter and a hadronic calorimeter. Muons are identified by a system composed of alternating layers of iron and multiwire proportional chambers. The trigger [2] consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage, which applies a full event reconstruction.
Almost all analyses performed on the data collected with the LHCb experiment [1] rely on particle identification (PID) information in order to discriminate between pions, kaons, protons, electrons, and muons. During Run 1, the only PID information available in the LHCb hardware and software triggers was that coming from the muon chambers. Since the beginning of Run 2, in 2015, also the information coming from the two Ring Imaging Cherenkov (RICH) detectors and the calorimeter (CALO) systems are included in the second level of the software trigger. These additions, coupled with the novel real-time detector alignment and calibration also introduced in Run 2, enable offline-quality PID variables in the trigger allowing for larger calibration samples with higher signal purity that can be used in physics analyses.
These samples are fundamental for studies relying extensively on PID variables as selection criteria. The data-driven methods used to assess PID performance are based on calibration samples. This can be achieved exploiting some kinematic properties of such decays. Moreover, such calibration samples need to be low multiplicity and the involved decays must be characterised by large branching fraction.
Starting from Run 2, data selected in the high-level software trigger (HLT) are persisted in the so-called TURCAL stream. Sufficient information is persisted from the software trigger such that no offline reconstruction is required. Nonetheless, the raw event is retained and an offline reconstruction is also performed. In this way, both the HLT and offline PID variables are available for the analysts. This is done in order to evaluate the performance of PID requirements applied both in the HLT and offline
Centralized productions
Calibration samples in Run 2 are composed by hundreds of million of events. These samples need to be accessed frequently and by many users that often require also RAW level information for their analyses. In order to satisfy these needs, starting from Run 2 the calibration samples have been produced centrally and made available to everyone. This approach goes under the name of working group production (WGP). The data are written in two different formats: ROOT TTree (nTuples), easy and fast to access, and µDST format, that contains only a sub-set of data of interest from a file in the standard LHCb DST format, and can be used to create nTuples in order to perform specific studies.
The data follow the flow sketched in Fig. 1 . Firstly, data coming from the HLT are saved in histograms and DST datasets. Since the calibration samples need to be background-subtracted, the histograms are then fitted with the RooFit package [3] , in order to obtain sWeights that are then stored into a database accessible by user jobs on the GRID. Then, the full calibration sample, that is saved in the TURCAL.DST stream, is processed through a centralized production that pairs each candidate with the corresponding sWeight and saves everything to both ROOT TTree and µDST formats. The produced nTuples are then stored on a common repository (EOS), where they can be accessed by any user and by the official LHCb software, the PIDCalib package [4] . If users want to reproduce the nTuples in order to apply new tunings or calibrations, they are free to do so, since also the µDST format is stored on EOS and available to everyone.
Several new calibration samples have been added to those already selected during Run 1. In Tab. 1 the modes that are currently part of the calibration datasets are listed divided by species and p T region. Owing to the new calibration samples, the phase-space coverage is significantly improved. As an example, we show in Fig. 2 
Run 2 PID performance
Combining the informations from the PID sub-detectors, two sets of global PID variables are built.
• ∆ log L(h−h ): this quantity is the change in the log L between the h and h hypotheses for the particle under consideration.
• ProbNN: this quantity is the output of multivariate techniques created by combining tracking and PID information. This results in single probability values for each particle hypothesis.
RICH
LHCb RICH detectors provide excellent p/K/π discrimination in the momentum range 2 − 100 GeV/c [5] . Since the two RICH are filled with different radiators (C 4 F 10 and CF 4 ), they provide discrimination in different momentum ranges. We report in Fig. 3 the kaon identification efficiency and the π → K mis-identification probability, as a function of the particle momentum, separately for Run 1 and Run 2. As shown in the left plot, during Run 1 the LHCb experiment has achieved a 95%(85%) kaon identification rate with a 10%(3%) π → K mis-identification rate, applying as a reference the selection requirement ∆ log L(K − π) > 0(> 5). This performance has improved during Run 2 especially at low kaon momenta.While about the same kaon identification performance is kept, a decrease of the pion mis-identification probability is clearly visible. 
Muons
The LHCb detector is equipped with five muon stations separated by layers of absorber, for a total of about 25 hadronic interaction lengths [6] . The muon identification (IsMuon) is performed in different steps. Firstly, tracks are extrapolated to the muon stations. Then, an algorithm searches for hits around the extrapolated tracks and finally a probability is computed from the hit distribution in the muon stations. In Fig. 4 the muon identification efficiency is shown for a set of different selection requirements aimed at rejecting hadrons and the mis-identification probability as a function of particle momentum for 2015 running conditions.
From the plots one can see that the integrated muon identification efficiency is about 95%, with a misidentification probability generally lower than 1% over the whole momentum spectrum. The identification and mis-identification rates are essentially the same as those obtained in Run 1 and reported in Refs. [2, 6] . 
CALO
The LHCb calorimeter system [7] discriminates between e, γ and π 0 . We report in Fig. 3 the electron identification efficiency and the π → e mis-identification probability, as a function of the particle momentum for 2015 data.
By comparing the 2015 performance with that of Run 1 from Ref. [2] , it can be noted that the PID performance is essentially unchanged.
Conclusions
Starting from Run 2, calibration samples are selected directly in the HLT using offline-quality informations. This is possible due to a novel real-time detector alignment and calibration technique. It is now possible to select larger calibration samples with respect to Run 1, improving also the phase-space coverage by adding new decay modes. Moreover, it is also possible to employ low-level detector variables to perform systematic studies. All these features will be of fundamental importance also in view of studies for future LHCb detector upgrades. As a result of all these novelties and enhancements, the LHCb Run 2 PID performance is at least at the same level as that obtained in Run 1, although the operating conditions are even more challenging. 
