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Abstract
Generalizing and simplifying recent work of Dobrinen, we show that if L is
a finite binary relational language and F is a finite set of finite irreducible L-
structures, then the class K = Forb(F) has finite big Ramsey degrees.
The infinite Ramsey theorem [11] states that for any k, r < ω and any coloring
χ : [N]k → r, there is some infinite S ⊆ N with ∣∣χ[[S]k]∣∣ = 1, i.e. that χ is monochromatic
on k-tuples from S. The situation becomes more interesting when we place restrictions
on the set S from the theorem. For instance, suppose χ : [Q]k → r is a coloring. Can we
find an infinite set S ⊆ Q which is order-isomorphic to Q and with ∣∣χ[[S]n]∣∣ = 1? The
answer is no; let Q = {qn : n < ω} be an enumeration. We use this enumeration to define
the following 2-coloring of pairs: given m < n < ω, set χ({qm, qn}) = 0 if qm < qn, and
set χ({qm, qn}) = 1 if qn < qm. Then whenever S ⊆ Q is order isomorphic to Q, we can
find pairs from S of each color.
Remarkably, Galvin [6] shows that if r < ω and χ : [Q]2 → r is a coloring, there is
some S ⊆ Q which is order isomorphic to Q and with ∣∣χ[[S]2]∣∣ ≤ 2. This was extended
by Devlin [1], who showed that for every k < ω, there is tk < ω so that whenever r < ω
and χ : [Q]k → r is a coloring, there is some S ⊆ Q which is order isomorphic to Q and
with
∣∣χ[[S]k]∣∣ ≤ tk. Devlin gives the optimal value of tk; it is the kth odd tangent number.
The first few odd tangent numbers are t2 = 2, t3 = 16, t4 = 272. So for instance, there
is a 16-coloring of triples of rationals so that every S ⊆ Q which is order-isomorphic to
Q sees all 16 colors, whereas given any 17-coloring χ of triples of rationals, there is some
S ⊆ Q order-isomorphic to Q so that ∣∣χ[[S]3]∣∣ ≤ 16.
In order to prove Devlin’s theorem, one first identifies the rationals with the infinite
rooted binary tree 2<ω. Then one uses a Ramsey theoretic result on trees, and transfers
this back to Ramsey theoretic information about the rationals. The tree Ramsey theorem
used here is Milliken’s theorem [10], the proof of which is not easy. To prove it, one first
proves the Halpern-La¨uchli theorem [7] and repeatedly uses this theorem to complete the
inductive step in Milliken’s theorem. The proof of the Halpern-La¨uchli theorem is also
not easy, and there are several known proofs. Direct, “combinatorial” proofs do exist,
but we draw attention to a proof due to Harrington which uses some machinery from set
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theory, namely techniques from forcing and the Erdo˝s-Rado theorem. Versions of this
proof can be found in [5] and [2]. We remark that though the arguments use some of
the forcing formalism, the key object is the forcing poset; the use of this larger object to
prove facts about smaller objects is analogous to proving facts about ω, such as van der
Waerden’s theorem, using the larger space βω of ultrafilters on ω.
A natural setting to study combinatorial problems of this form is that of a Fra¨ısse´
structure. Suppose L is a countable relational language and that K is a countably infinite
L-structure. We say that K is Fra¨ısse´ if whenever A ⊆ K is finite and f : A → K
is an embedding, then there is an automorphism g of K with g|A = f . Recall that
Age(K) := {A finite : Emb(A,K) 6= ∅}. The class Age(K) is always hereditary, and if
K is Fra¨ısse´, it also satisfies the amalgamation property : for any A,B,C ∈ Age(K) and
embeddings f : A→ B and g : A→ C, there is D ∈ Age(K) and embeddings r : B→ D
and s : C → D with r ◦ f = s ◦ g. Conversely, given any hereditary class K of finite L-
structures with the amalgamation property, then modulo some non-triviality assumptions
on K, there is a Fra¨ısse´ structure K with Age(K) = K. This Fra¨ısse´ structure is unique
up to isomoprhism, and is denoted Flim(K), the Fra¨ısse´ limit of K.
Now consider a Fra¨ısse´ structure K = Flim(K) and some A ∈ K. Is there tA < ω so
that for any coloring χ : Emb(A,K) → r for some r < ω, there is η ∈ Emb(K,K) for
which |Im(χ ◦ η)| ≤ tA. The least number tA with this property, if it exists, is called the
big Ramsey degree of A in K, and we say that K has finite big Ramsey degrees if every
A ∈ K has some finite big Ramsey degree. As an example, if K is the class of finite
linear orders, then Flim(K) = Q, and Devlin’s result says that K has finite big Ramsey
degrees. Some other examples of Fra¨ısse´ classes known to have finite big Ramsey degrees
are the classes of finite sets [11], finite graphs [13], finite-distance ultrametric spaces [8],
and finite linear orders with a labeled partition [9]. In all of these examples, one codes
the structure at hand as a tree and directly uses Ramsey’s theorem, Milliken’s theorem,
or a soft variant thereof.
Recently, Dobrinen [3] [4] has shown that for each n < ω, the class of finite graphs
which do not embed an n-clique has finite big Ramsey degrees. Indeed, a major mo-
tivation of the work here was to understand, generalize, and simplify the proof of this
result. Even in the simplest case n = 3, it is far less simple to code triangle-free graphs
using trees. Dobrinen introduces the notion of a “coding tree” and proves analogs of the
Halpern-La¨uchli and Milliken theorems for these objects; the proof of the Halpern-La¨uchli
analog is inspired by Harrington’s proof and uses forcing and the Erdo˝s-Rado theorem.
Recall that if L is a relational language, an L-structure F is called irreducible if
every a 6= b ∈ F is contained in some non-trivial relation. If F is some set of finite
irreducible L-structures, then Forb(F) denotes the class of finite L-structures which do
not embed any member of F . We can assume that the members of F are pair-wise non-
embeddable. The class Forb(F) is always a Fra¨ısse´ class, and in fact satisfies a stronger
form of the amalgamation property called free amalgamation. This means that given an
amalgamation problem f : A→ B and g : A→ C, we can find a solution r : B→ D and
s : C→ D satisfying the following.
1. D = Im(r) ∪ Im(s),
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2. Im(r) ∩ Im(s) = Im(r ◦ f) = Im(g ◦ s),
3. Whenever a 6= b ∈ D is contained in a non-trivial relation, we either have {a, b} ⊆
Im(r) or {a, b} ⊆ Im(s).
Conversely, every Fra¨ısse´ free amalgamation class is of the form Forb(F) for some set of
finite irreducible L-structures. We remark that F can be infinite. Our main theorem is
the following.
Theorem. Let L be a finite binary relational language, and suppose K = Forb(F) for a
finite set F of finite, irreducible L-structures. Then K has finite big Ramsey degrees.
The structure of our proof is broadly similar to Dobrinen’s. In section 2, we define a
notion of coding tree, and our Theorems 3.1 and 3.5 are the analogues of the Halpern-
La¨uchli and Milliken theorems that we need. The key difference between [3] and [4] and
what we do here is that our notion of coding tree is greatly simplified. Whereas the
“strong coding trees” in [3] and [4] have levels dedicated individually to splitting and
coding, our trees always split and always code. In fact, the underlying tree is just k<ω
for some k < ω, and the “coding tree” is simply the assignment of one coding node and
one unary predicate to each level. This in turn reduces the complexity of the forcing
argument. It would be interesting to try to remove the forcing entirely.
Even in the binary setting, the methods here seem to be unable to handle general free
amalgamation classes. Indeed, Sauer [12] has shown that some free amalgamation classes
of directed graphs do not have finite big Ramsey degrees.
Another motivation of this work was to attempt to understand the exact big Ramsey
degrees for the classes of n-clique-free graphs. This would allow for a potential application
to topological dynamics as developed in [14]. However, we do not attempt to undertake
this at this time. No effort is made here to obtain precise bounds on the big Ramsey
degrees, and it is likely that the bounds obtained here are much larger than needed.
Hopefully this can be the subject of future work.
The paper is organized as follows. Section 1 introduces Ramsey degrees in the context
of enumerated structures, setting up several conventions we use throughout the paper.
Section 2 defines our coding trees and the “aged embeddings” between them. Section 3
proves our analogs of the Halpern-La¨uchli and Milliken theorems, regarding colorings of
the aged embeddings of one coding tree into another. The final two sections undertake
the work of transferring the Ramsey theorem for coding trees back into a Ramsey theo-
rem about structures; Section 4 more abstractly, and Section 5 in the specific situation
pertaining to the main theorem.
Section 3 is difficult; on a first reading, the reader might choose to skip it, only
reading the statement of Theorem 3.5. An appendix gives a self-contained and fairly
“combinatorial” introduction to the ideas from forcing needed to understand the proof
of Theorem 3.1.
3
Notation
Our notation is mostly standard. We identify natural numbers n < ω with their set of
predecessors. If m < n < ω, we sometimes write [m,n] := {k < ω : m ≤ k ≤ n}. If
f is a function and S ⊆ dom(f), we write f [S] := {f(s) : s ∈ S}. Sometimes function
composition is simply denoted by g · f rather than g ◦ f ; if g is a function and F is a set
of functions with range dom(g), we write g · F := {g · f : f ∈ F}.
1 Enumerated structures and Ramsey degrees
Definition 1.1. Suppose that K is an infinite first-order structure, that A is a finite
structure with Emb(A,K) 6= ∅, and that ` < r < ω. We write
K→ (K)Ar,`
if for any function χ : Emb(A,K)→ r, there is η ∈ Emb(K,K) so that
|Im(χ · η)| = |χ[η · Emb(A,K)]| ≤ `.
The Ramsey degree of A in K, if it exists, is the least ` < ω so that K → (K)Ar,` holds
for every r > `, or equivalently for r = `+ 1.
When K = Flim(K) for some Fra¨ısse´ class K, one says that A ∈ K has big Ramsey
degree ` exactly when A has Ramsey degree ` in K. We say that K has finite big Ramsey
degrees if every A ∈ K has some finite big Ramsey degree.
Some authors formulate the above definitions with respect to copies rather than em-
beddings, where a copy is simply the image of an embedding. If A has Ramsey degree ` in
K with respect to copies, then one can show that A has Ramsey degree ` · |Aut(A)| with
respect to embeddings. So as far as showing that a Fra¨ısse´ class has finite big Ramsey
degrees, either definition is acceptable.
For the purposes of this paper, a middle ground between these two approaches will
be convenient.
Definition 1.2. An enumerated structure is simply a structure K whose underlying set
is the cardinal |K|. In this note, all enumerated structures will be countable. If m < |K|,
we write Km := K ∩m.
We let < denote the usual order on ordinals. If A is another enumerated structure,
then an ordered embedding of A into K is simply an embedding of 〈A, <〉 into 〈K, <〉.
We denote the collection of ordered embeddings of A into K by OEmb(A,K).
The ordered Ramsey degree of A in K is just the Ramsey degree of 〈A, <〉 in 〈K, <〉.
For the final proposition of this section, the following notation will be helpful. Suppose
A is a structure, S is a set, and f : S → A is an injection. Then Af or A · f is the
structure on S making f an embedding. If a0, ..., an−1 ∈ A, then A(a0, ..., an−1) is the
structure on n so that i→ ai is an embedding.
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We also recall that a Fra¨ısse´ class is a strong amalgamation class if it satisfies the
first two items from the definition of a free amalgamation class (introduction, before the
statement of the main theorem).
Proposition 1.3. Let K be a Fra¨ısse´ class, and suppose K = Flim(K) is enumerated.
Then if every enumerated A ∈ K has finite ordered Ramsey degree in K, then K has
finite big Ramsey degrees. If K is a strong amalgamation class, this is iff.
Proof. First assume that every enumerated A ∈ K has finite ordered Ramsey degree in
K. Fix some A ∈ K, and write B = {σi : i < n} for the set of bijections from |A| to A.
Then we can write
Emb(A,K) =
⊔
i<n
OEmb(Aσi,K).
For each i < n, let `i denote the ordered Ramsey degree of Aσi in K. If χ : Emb(A,K)→
r is a coloring for some r < ω, we can find ηi ∈ OEmb(K,K) so that OEmb(Aσi,K)
sees at most `i colors for the coloring χ · η0 · · · ηi−1. Setting η = η0 ◦ · · · ◦ ηn−1, then
|χ · η · Emb(A,K)| ≤∑i<n `i.
We remark that if K is a strong amalgamation class, one can show that the Ramsey
degree of A in K is exactly
∑
i<n `i.
Now assume that K is a strong amalgamation class with finite big Ramsey degrees.
Let A ∈ K be an enumerated structure, and let χ : OEmb(A,K) → r be a coloring
for some r < ω. Define a coloring ξ : Emb(A,K) → r + 1 extending χ by setting
ξ(f) = r + 1 whenever f ∈ Emb(A,K) \ OEmb(A,K). Find η ∈ Emb(K,K) with
|Im(ξ · η)| ≤ `. Now since K is a strong amalgamation class, we can find θ ∈ Emb(K,K)
so that η · θ ∈ OEmb(K,K). It then follows that |Im(χ · (η · θ))| ≤ `.
2 Coding trees
Suppose that L = {U0, ..., Uk−1;R0, ..., Rk−1} is a finite binary relational language, where
the Ui are unary and the Ri are binary, throwing in extra symbols to ensure that there
are k of each. For notation, if A is an L-structure and a, b ∈ A, we let UA(a) = i < k
iff i < k is unique so that UAi (a) holds, and similarly for R
A(a, b). This helps to reduce
subscripts. By enlarging L if needed, we may assume that the following all hold whenever
A is an L-structure.
• Each RAi is non-reflexive.
• A = ⊔i<k UAi
• A2 \ {(a, a) : a ∈ A} = ⊔i<k RAi . Here R0 will play the role of “no relation.”
• There is a map Flip : k → k with Flip2 = id so that for any a 6= b ∈ A, we have
RA(a, b) = i iff RA(b, a) = Flip(i). We demand that Flip(0) = 0.
Since R0 plays the role of no relation, this is also the sense in which we understand notions
such as “irreducible structure,” “free amalgam,” etc.
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We briefly discuss some terminology relating to the tree k<ω. To minimize super-
scripts, we denote this tree by T , and we set T (n) = kn, T (< n) = k<n, etc.; when
we do write kn, we will mean as a number. If s ∈ T , then the height of s is the in-
teger `(s) with s ∈ T (`(s)). If s, t ∈ T , we say that s is an initial segment of t or
that t extends s and write s v t if `(s) ≤ `(t) and t|`(s) = s. The meet of s, t ∈ T ,
denoted s ∧ t, is the longest common initial segment of s and t. If s ∈ T and n ≥ `(s),
then Succ(s, n) := {t ∈ T (n) : t w s}, and Left(s, n) ∈ Succ(s, n) is the extension of
s to height n by adding zeros to the end. If S ⊆ T satisfies max{`(s) : s ∈ S} ≤ n,
then Succ(S, n) :=
⋃{Succ(s, n) : s ∈ S} and Left(S, n) = {Left(s, n) : s ∈ S}. The
set of immediate successors of s is the set IS(s) := Succ(s, `(s) + 1). If i < k, then
s_i ∈ IS(s) denotes the immediate successor of s formed by setting s_i(`(s)) = i. We
set IS(S) :=
⋃{IS(s) : s ∈ S}. If m < ω, then pim : T (≥ m) → T (m) will denote the
restriction map.
Definition 2.1. A coding tree CT := (c, u) is a pair of functions c : n → T (< n) and
u : n → k for some n ≤ ω, where c(m) ∈ T (m) for each m < n. We call the range of
c the set of coding nodes of c, and we say that the coding node c(m) has type i < k if
u(m) = i.
Given (c, u) a coding tree with domain n, we recover an L-structure X(c, u) on n,
where given i < n, we declare that UX(c,u)(i) = u(i) holds, and given i < j < n, we
declare that RX(c,u)(i, j) = c(j)(i) holds. Conversely, if A is an L-structure on n, the
coding tree CTA := (cA, uA) is defined by setting uA(i) = UA(i) whenever i < n and
cA(j)(i) = RA(i, j) whenever i < j < n.
We now fix a Fra¨ısse´ free amalgamation class K and an enumerated Fra¨ısse´ limit
K, and we set CT = CTK = (c, u), U = UK, and R = RK. We will assume that K
is left dense, meaning that for any m < ω, whenever A ∈ K has underlying set m + 1
and Am = Km, then there is n ≥ m with K(0, ...,m − 1, n) = A and with R(r, n) = 0
for every r ∈ [m,n − 1]. In terms of the coding tree CT, this means that whenever
s ∈ T (m) is a node which can be extended to a coding node of type i < k, then in fact
Left(s, n) = c(n) for some n ≥ m with u(n) = i.
We now define the class of aged embeddings between coding trees. To do this, we
first define an embedding, and an aged embedding will be an embedding satisfying extra
properties.
Definition 2.2. Suppose A is an enumerated structure with Age(A) ⊆ K. Then a map
f : T (< |A|)→ T is an embedding of CTA into CT if the following all hold:
1. f is an injection.
2. There is an increasing injection f˜ : |A| → ω so that f [T (m)] ⊆ T (f˜(m)) for each
m < |A|.
3. f preserves meets.
4. For each s ∈ T (< |A|) and i < k, we have f(s_i) w f(s)_i.
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5. For each m < |A|, we have f(cA(m)) = c(f˜(m)) and uA(m) = u(f˜(m)).
Remark. If |A| = n and we delete item 5, we recover the notion of a strong similarity
from T (< n) into T .
We write Emb(CTA,CT) for the collection of such embeddings. If f ∈ Emb(CTA,CT),
then the induced map f˜ : |A| → ω is in Emb(A,K).
Definition 2.3.
1. Let X be a finite set. An X-labeled L-structure is an L-structure B equipped with
a function ϕ : B → X. We can view ϕ as an expansion of B by unary predicates
coming from X.
2. An aged set is a finite set X equipped with a class CX of finite X-labeled L-
structures. We allow CX = ∅.
3. Given (X, CX) and (Y, CY ) aged sets, an age map from X to Y is an injection
f : X → Y with the property that (B, ϕ) ∈ CX iff (B, f ◦ ϕ).
4. Suppose A is an enumerated L-structure. Let m ≤ |A|, m < ω, and suppose (B, ϕ)
is a T (m)-labeled L-structure, where we assume that B∩ω = ∅. Then B[ϕ,A] is the
L-structure on B∪Am, with B and Am as induced substructures (thus determining
the unary predicates), and for i < m and b ∈ B, we have RB[ϕ,A](i, b) = ϕ(b)(i).
When A = K, we omit it from the notation, simply writing B[ϕ].
5. Suppose A is an enumerated structure with Age(A) ⊆ K. For m ≤ |A|, CA(m)
is the class of T (m)-labeled L-structures (B, ϕ) so that B[ϕ,A] ∈ K. If m is
understood, we omit it.
When A = K, we omit the superscript, simply writing C(m) or C. We equip T (m)
with the class C unless explicitly mentioned otherwise. For example, if we refer to
an age map f : (T (m), CA)→ T (n), the range is equipped with the class C(n).
6. Suppose A is an enumerated structure with Age(A) ⊆ K. Then f ∈ Emb(CTA,CT)
is an aged embedding if for each m < |A|, the map f : (T (m), CA)→ T (f˜(m)) is an
age map. Write AEmb(CTA,CT) for the set of aged embeddings of CTA into CT.
The remainder of the section is spent proving various properties about age maps and
aged embeddings. In particular, we will see that aged embeddings exist and can always
be extended.
Definition 2.4. Suppose S ⊆ T , and let f : S → T be any map. Then f ′ : IS(S)→ T is
the map given by f ′(s_i) = f(s)_i.
Proposition 2.5. Suppose A is an enumerated structure with Age(A) ⊆ K, and let f ∈
AEmb(CTA|m,CT) for some m ≤ |A|, m < ω. Then f ′ : (T (m), CA)→ T (f˜(m− 1) + 1)
is an age map.
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Proof. In one direction, suppose (B, ϕ) is a T (m)-labeled L-structure with B[f ′ ◦ϕ] ∈ K.
To see that B[ϕ,A] ∈ K, we observe that it is isomorphic to the induced substructure of
B[f ′ ◦ ϕ] on the subset B ∪ {f˜(0), ..., f˜(m− 1)}.
For the more difficult direction, suppose (B, ϕ) ∈ CA(m), i.e. that B[ϕ,A] ∈ K. Let
x 6∈ ω ∪ B be some point, and let C be the structure on B ∪ {x} which is isomorphic
to B ∪ {m − 1} viewed as an induced substructure of B[ϕ,A]. Let ψ : C → T (m − 1)
be the labeling with ψ(b) = pim−1 ◦ ϕ(b) for b ∈ B, and ψ(x) = cA(m − 1). Then
C[ψ,A] ∼= B[ϕ,A], so is in K. Hence C[f ◦ ψ] ∈ K, and we show that this structure is
isomorphic to B[f ′ ◦ ϕ].
To see this, we first note that these structures are identical on their common subset
B ∪ Kf˜(m−1). Second, we have f(cA(m − 1)) = c(f˜(m − 1)) and UC(x) = U(m − 1),
implying that as an induced substructure of C[f ◦ψ], we have Kf˜(m−1)∪{x} ∼= Kf˜(m−1)+1.
Second, we note that for each b ∈ B, we have
RC[f◦ψ](x, b) = RC(x, b)
= RB[ϕ,A](m− 1, b)
= RB[f
′◦ϕ](f˜(m− 1), b).
Hence identifying the points x ∈ C[f ◦ ψ] and f˜(m − 1) ∈ B[f ′ ◦ ϕ] yields the desired
isomorphism.
Proposition 2.6. Suppose S ⊆ T (m) (possibly empty), n ≥ m, and γ : S → T (n) is
an age map so that γ(s) w s for each s ∈ S. Extend the domain of γ to all of T (m) by
setting γ(t) = Left(t, n) for t ∈ T (m) \ S. Then γ : T (m)→ T (n) is an age map.
Proof. In one direction, suppose (B, ϕ) is a T (m)-labeled L-structure with B[γ ◦ϕ] ∈ K.
Then B[ϕ] is an induced substructure of B[γ ◦ ϕ], so is also in K.
In the other direction, suppose (B, ϕ) ∈ C(m). Viewing ϕ−1(S) as an induced sub-
structure of B, we have (ϕ−1(S))[γ ◦ ϕ] ∈ K. Then we note as before that B[ϕ] is an
induced substructure of B[γ ◦ϕ]. Finally, we note that in B[γ ◦ϕ], there are no relations
between ϕ−1(T (m)\S) and {m, ..., n−1}. Hence B[γ ◦ϕ] is a free amalgam of structures
in K, so also in K.
Theorem 2.7. Suppose A is an enumerated structure with Age(A) ⊆ K, and fix m < |A|.
If f ∈ AEmb(CTA|m,CT) and γ : f ′[T (m)]→ T (n) is an age map with γ(f ′(s)) w f ′(s)
for each s ∈ T (m), then there is g ∈ AEmb(CTA|m+1,CT) with g|T (<m) = f and g(t) w
γ(f ′(t)) for each t ∈ T (m).
In particular, there is an aged embedding of cA into c.
Proof. Suppose s = cA(m). Find r ≥ n so that Left(γ(f ′(s)), r) is a coding node of type
uA(m); this is possible by Proposition 2.5 and our assumption that K is left dense. We
then define g by setting g(t) = Left(γ(f ′(t)), r) for each t ∈ T (m). By Proposition 2.6,
g : T (m)→ T (r) is an age map, hence g is an aged embedding as desired.
For the last statement, we use left density to find some ` < ω so that 0` = c(`) and
u(`) = uA(0). Then by setting f(∅) = 0`, we obtain a member of AEmb(CTA|1,CT),
allowing us to start the induction.
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3 Ramsey theorems for aged embeddings
Theorem 3.1. Suppose A is an enumerated structure with Age(A) ⊆ K, and fix m < |A|.
Suppose f ∈ AEmb(CTA|m,CT), and let
F := {g ∈ AEmb(CTA|m+1,CT) : g|T (<m) = f}.
Let χ : F → 2 be a coloring. Then there is h ∈ AEmb(CT,CT) with h|T (≤f˜(m−1)) = id
and h ◦ F monochromatic for χ.
Remark. The proof also works when m = 0, with f = ∅ and F = AEmb(CTA|1,CT).
We treat the demand that h|T (≤f˜(m−1)) = id as vacuous, and we set f ′(∅) = ∅.
Remark. If one removes the coding tree structure and replaces “aged embedding” with
“strong similarity,” one recovers a version of the Halpern-La¨uchli theorem.
Proof. Set N = km, writing T (m) = {si : i < N}, and suppose that cA(m) = sd. Let κ
be a suitably large infinite cardinal; κ = (i2N−1)+ suffices. We define a poset 〈P,≤P〉 as
follows.
• Elements of P are functions p : B(p)×N → T (`(p)) satisfying the following:
1. B(p) ⊆ κ is finite.
2. `(p) ≥ f˜(m− 1) + 1 satisfies c(`(p)) w f ′(sd) and u(`(p)) = uA(m).
3. p(α, i) w f ′(si) for each α ∈ B(p) and i < N .
4. For each α ∈ B(p), p(α, d) = c(`(p)).
• Given p, q ∈ P, we declare that q w p if the following hold:
1. B(p) ⊆ B(q) and `(p) ≤ `(q),
2. For α ∈ B(p) and i < N , we have q(α, i) w p(α, i)_0.
• Suppose q w p. Let S ⊆ B(p) × N be any subset on which p is injective. Write
θ(p, q, S) : p[S] → q[S] for the map defined by θ(p, q, S)(p(α, i)) = q(α, i), where
(α, i) ∈ S.
• We declare that q ≤P p (that q is stronger than p or extends p) iff q w p and for
any S ⊆ B(p)×N on which p is injective, we have that θ(p, q, S) is an age map.
One key point in the definition of 〈P,≤P〉 is the following: members of F are deter-
mined by their value on T (m). So if p ∈ P and {αi : i < N} ⊆ B(p) are such that
{p(αi, i) : i < d} ∈ F and q ≤P p, then also {q(αi, i) : i < d} ∈ F . In particular, we will
be able to talk about the color that χ assigns to such tuples. This “diagonalization” will
occur quite frequently, so given ~α = {αi : i < N} ⊆ κ, we write p(~α) := {p(αi, i) : i < N},
and if n ≤ `(p), we write p(~α)|n := {p(αi, i)|n : i < N}. In what follows, ~α = {αi : i < N}
always denotes a subset of κ of size N with α0 < · · · < αN−1.
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For each ~α and  < 2, we set
b˙(~α) := {(q, `(q)) : ~α ⊆ B(q), q(~α) ∈ F}
b˙(~α, ) := {(q, `(q)) : ~α ⊆ B(q), q(~α) ∈ F, χ(q(~α)) = }.
So b˙(~α) and b˙(~α, ) are names for subsets of ω. For each p ∈ P, we define
L˙(p) := {(q, `(q)) : q ≤P p}.
So L˙(p) names a subset of ω, and p  “L˙(p) is infinite”. We then set
G˙ := {(p, L˙(p)) : p ∈ P}.
So G˙ names a collection of infinite subsets of ω. It turns out that P  “G˙ has the SFIP”
(see Definition A.4). To see this, if we are given p0, ..., pn−1 ∈ P and q ∈ P with q ≤P pi
for each i < n, then q  “L˙(q) ⊆ L˙(pi)” for each i < n.
Let U˙ be a name for some non-principal ultrafilter extending G˙.
Lemma 3.2. For each ~α, there is q~α ∈ P so that:
1. ~α ⊆ B(q~α),
2. There is ~α < 2 so that q~α  “b˙(~α, ~α) ∈ U˙”.
Proof. We first define a condition p~α by first fixing some g ∈ F , the same g for all ~α.
We set B(p) = ~α, and for i, j < N , we set p~α(αi, j) = g(sj). Notice in particular that
p~α(~α) ∈ F . This implies that p~α  “L˙(p~α) ⊆ b˙(~α), ” so in particular p~α  “b˙(~α) ∈ U˙ .”
Then find q~α ≤P p~α and ~α < 2 with q~α  “b˙(~α, ~α) ∈ U˙ .”
Lemma 3.3. There are countably infinite subsets K0 < · · · < KN−1 of κ so that the
following hold.
1. There are `∗ < ω and ∗ < 2 with `(q~α) = `∗ and ~α = ∗ for every ~α ∈
∏
i<N Ki.
2. There are ti ∈ T (`∗) with q~α(αi, i) = ti for every ~α ∈
∏
i<N Ki.
3. If J ⊆∏i<N Ki is finite, then ⋃~α∈J q~α ∈ P.
Proof. Recall that by the Erdo˝s-Rado theorem, we have κ → (ℵ1)2Nℵ0 . This means that
for any coloring of [κ]2N in ℵ0-many colors, there is a subset X ⊆ κ of size ℵ1 on which
the coloring is monochromatic.
If ~α ∈ [κ]N , we let i~α : |B(q~α)| → B(q~α) denote the increasing bijection. We let
q~α · i~α : B(q~α)×N → T (`(q~α)) be the map given by q~α · i~α(n, i) = q~α(i~α(n), i). If S ∈ [κ]2N ,
we let iS : |
⋃
~α∈[S]N B(q~α)| →
⋃
~α∈[S]N B(q~α) denote the increasing bijection. We also let
jS : 2N → S denote the increasing bijection.
Given S ∈ [κ]2N , we define
Θ(S) = {(A, jS [A], qjS [A] · ijS [A], i−1S (B(qjS [A])), i−1S (jS[A])) : A ∈ [2N ]N}.
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Then Θ is a map on [κ]2N with countable image, and we may use the Erdo˝s-Rado theorem
to find X ⊆ κ of size ℵ1 on which Θ is monochromatic. Now let K0 < · · · < KN−1 be
subsets of X, each in order type ω, so that for any i < N and between any consecutive
members of Ki, we can find another member of X.
It is immediate that item 1 holds. For item 2, we note that for each fixed A ∈ [2N ]N ,
we have that the set i−1jS [A](jS[A]) is the same for every S ∈ [X]2N . So for any ~α ∈ [X]N ,
let S ∈ [X]2N be chosen so that ~α = jS[N ], where N = {0, ..., N − 1} ∈ [2N ]N . For each
i < N , let ni < ω be such that ijS [N ](ni) = αi. Since ni does not depend on S, we have
ti = q~α(αi, i) = qjS [N ] · ijS [N ](ni, i) the same for every ~α ∈ [X]N .
For item 3, it suffices to show that if ~α, ~β ∈ ∏i<N Ki and δ ∈ B(q~α) ∩ B(q~β), then
for each i < N we have q~α(δ, i) = q~β(δ, i). To show this, let a < ω be such that
i~α(a) = δ. Then we want i~β(a) = δ as well. We know that i~β(b) = δ for some b < ω. Let
~γ ∈ [X]N be chosen so that ~γi is strictly between αi and βi unless αi = βi, in which case
γi = αi = βi. Let Q,R, S ∈ [X]2N be chosen with ~α ∪ ~β, ~α ∪ ~γ and ~γ ∪ ~β, respectively,
as initial segments. Let A,B ∈ [2N ]N be the sets with jQ[A] = ~α, jQ[B] = ~β, jR[A] = ~α,
jR[B] = ~γ, jS[A] = ~γ, and jS[B] = ~β. Since ijQ[A](a) = ijQ[B](b), this is also true for R
and S. But then ijQ[A](a) = ijR[A](a) = ijR[B](b) and ijQ[B](b) = ijS [B](b) = ijS [A](a). But
since jR[B] = jS[A] = ~γ, we must have a = b as desired.
We now turn towards the construction of h ∈ AEmb(CT,CT) from the statement of
Theorem 3.1, which proceeds inductively level by level. To assist us, we will simultane-
ously build aged embeddings
ψn ∈ AEmb(CT|n+1,CT)
for every n ≥ f˜(m−1)+1. The choice of indexing is because the domain of ψn is T (≤ n).
Letting
η : (T (m), CA)→ T (`∗)
denote the map with η(si) = ti, we have that η is an age map. Since
f ′ : (T (m), CA)→ T (f˜(m− 1) + 1)
is an age map by Proposition 2.5, we obtain an age map
γ : f ′[T (m)]→ T (`∗)
by setting γ(f ′(si)) = ti. Note that γ(x) w x for each x ∈ f ′[T (m)]. We use Proposi-
tion 2.6 to extend the domain of γ to all of T (f˜(m− 1) + 1). We now use Theorem 2.7
to find an aged embedding
ψf˜(m−1)+1 ∈ AEmb(CT|f˜(m−1)+2,CT)
which is the identity on T (≤ f˜(m − 1)) and with ψf˜(m−1)+1(x) w γ(x) for each x ∈
T (f˜(m− 1) + 1).
Set F (m) := {g˜(m) : g ∈ F}. Suppose the aged embedding ψn has been defined for
some n ≥ f˜(m−1)+1 so that ψn(x) w γ(x) for each x ∈ f ′[T (m)]. Two cases emerge. In
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the easy case, where n 6∈ F (m), we set h|T (≤n) = ψn, and let ψn+1 be any aged embedding
extending ψn.
The difficult case is when n ∈ F (m). Let Fn = {g ∈ F : g(m) = n}, and set
Si := {ψn · g(si) : g ∈ Fn} ⊆ T (ψ˜n(n)). Let ρi : Si → Ki be any injection. For each
g ∈ Fn, let
~αg := {ρi · ψn · g(si) : i < km},
and set qg := q~αg . Set q =
⋃
g∈Fn qg. So by Lemma 3.3, we have q ∈ P. We now define a
condition r ∈ P as follows.
1. B(r) = B(q) =
⋃
g∈Fn B(qg), and `(r) = ψ˜n(n).
2. If α ∈ B(r) and there is g ∈ Fn with α = ρi ·ψn · g(si), then set r(α, i) = ψn ◦ g(si).
3. Otherwise, set r(α, i) = Left(q(α, i), ψ˜n(n)) for i 6= d, and set r(α, d) = ψn · g(sd)
for any g ∈ Fn (well defined since g(sd) = c(n) for every g ∈ Fn).
Lemma 3.4. The condition r is well defined, and r ≤P qg for each g ∈ Fn.
Proof. To see that r is well defined, we note that if α = ρi ◦ ψn ◦ g(si) for more than
one g ∈ Fn, then these g must agree on si, as ρi and ψn are injective. We note that
r(α, i) w f ′(si) for each α ∈ ~β(r) and i < N . We also have that r(α, d) = c(ψ˜n(n)) and
u(ψ˜n(n)) = u
A(m) since ψn ∈ AEmb(CT|n+1,CT). Hence r ∈ P.
Fix g ∈ Fn. To see that r ≤P qg, we note first that r w qg. Let S ⊆ B(qg) × d be
a subset on which qg is injective, and form the map θ := θ(qg, r, S) : qg[S] → r[S]. For a
subset V ⊆ qg[S] ∩ {ti : i < N} with td ∈ V , we have θ(ti) = g(si). So θ : V → r[S] is an
age map since g : (T (m), CA) → T (`∗) and η are age maps. Outside of V , θ is just the
left successor map, and we use Proposition 2.6 to conclude that θ is an age map.
Since r ≤P qg for each g ∈ Fn, we have r  “b˙(~αg, ∗) ∈ U˙ .” Since we also have
r  “L˙(r) ∈ U˙ , ” we may find y0 ≤P r and some fixed M > ψ˜n(n) so that y0  “M ∈ L˙(r)”
and y0  “M ∈ b˙(~αg, ∗)” for each g ∈ Fn. Then strengthen to y1 ≤P y0 in order to find
y ≥P y1 and yg ≥P y1 with (y,M) ∈ L˙(r) and (yg,M) ∈ b˙(~α, ∗). In particular, we have
`(y) = `(yg) = M , y ≤P r, and χ(yg(~αg)) = ∗. But since y1 strengthens both y and yg,
we must also have y(~αg) = yg(~αg). So also χ(y(~αg)) = 
∗.
For ease of notation set αg(i) = ρi · ψn · g(si). So by the definition of r, we have
r(αg(i), i) = ψn · g(si). Notice that if r(αg0(i), i) = r(αg1(j), j) for g0, g1 ∈ Fn and
i, j < d, then i = j and αg0(i) = αg1(i). Hence the map
ξ : {r(αg(i), i) : g ∈ Fn, i < d} → T (M)
given by ξ(r(αg(i), i)) = y(αg(i), i) is well defined. Since y ≤P r, ξ is an age map. Extend
the domain of ξ to all of ψn[T (n)] using Proposition 2.6. Noting that for any g ∈ Fn,
we have ξ(c(ψ˜n(n))) = ξ(r(αg(d), d)) = y(αg(d), d) = c(M), it follows that we can define
h|T (≤n) on T (n) by setting h(t) = ξ(ψn(t)). We then let ψn+1 ∈ AEmb(CT|n+2,CT) be
any extension of h|T (≤n).
This concludes the construction of h and the proof of Theorem 3.1.
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Theorem 3.5. Suppose A ∈ K is an enumerated structure. Let χ : AEmb(CTA,CT)→ 2
be a coloring. Then there is h ∈ AEmb(CT,CT) with h · AEmb(CTA,CT) monochro-
matic.
Remark. If one removes the coding tree structure and replaces “aged embedding” with
“strong similarity,” one recovers a version of Milliken’s theorem.
Proof. We induct on |A|. When |A| = 1, this follows directly from Theorem 3.1.
Assume the theorem is true if |A| ≤ m, and suppose |A| = m + 1. Enumerate
AEmb(CTA|m,CT) as {fi : i < ω} in such a way that whenever i < j < ω, we have
f˜i(m− 1) ≤ f˜j(m− 1). For ease of notation, set ni := f˜i(m− 1). Let
Fi = {g ∈ AEmb(CTA,CT) : g extends fi}.
We inductively define for each i < ω an aged embedding hi ∈ AEmb(CT,CT) as
follows. Use Theorem 3.1 on f0 and F0 to obtain h0 with h0|T (≤n0) = id and h0 · F0
monochromatic for χ, say with color j0 ∈ 2. If h0, ..., hi−1 have been defined, then write
ψi = h0 ◦ · · · ◦ hi−1. Then use Theorem 3.1 to obtain hi with hi|T (≤ni) = id and hi · Fi
monochromatic for χ · ψi, say with color ji ∈ 2.
We notice that for any t ∈ T and any sufficiently large i < ω, hi(t) = t. It follows
that the sequence (ψi(t))i stabilizes, and we define ϕ ∈ AEmb(CT,CT) by setting ϕ(t) =
limi ψi(t). Then ϕ is an aged embedding since each ψi is an aged embedding. Suppose
g ∈ Fi. Then for any n ≥ i, we also have (hi ◦ · · · ◦ hn) · g ∈ Fi. It follows that by taking
n large enough, we have χ · ϕ(g) = χ · ψi((hi ◦ · · · ◦ hn) · g) = ji.
Hence we can now view χ ·ϕ as a coloring of AEmb(CTA|m,CT) by setting χ ·ϕ(fi) =
ji. Using our inductive hypothesis, find ξ ∈ AEmb(CT,CT) with ξ ·AEmb(CTA|m,CT)
monochromatic for χ · ϕ. We now set h = ϕ · ξ.
4 Envelopes
This section develops the notion of an envelope of a finite set of coding nodes in CT.
Using this, we develop an abstract criterion, Theorem 4.5, which implies that K has
finite big Ramsey degrees.
Definition 4.1. Suppose S ⊆ ω. Letting iS : |S| → S be the increasing bijection, we set
KS := K · iS, CTS := (cS, uS) := CTKS , and CS = CKS .
If S is finite, we say that S is an envelope if there is f ∈ AEmb(CTS,CT) with f˜ = iS.
Proposition 4.2. Let S ⊆ ω be finite. Then S is an envelope iff S satisfies both of the
following conditions.
1. For any m,n ∈ S, we have `(c(m) ∧ c(n)) ∈ S.
2. For each m ≤ max(S), set c[S]|m = {c(a)|m : a ∈ S \m}. Then if m 6∈ S, we have
that pim : c[S]|m+1 → T (m) is an age map.
Remark. Note that item 2 can be rephrased as follows: let n0 < n1 be consecutive elements
of S. Then pin0 : c[S]|n1 → T (n0 + 1) is an age map.
13
Proof. First assume S is an envelope, as witnessed by f ∈ AEmb(CTS,CT). Item 1 is
clear. For item 2, suppose n0 < n1 are consecutive elements of S. Then if n1 = iS(m),
we have c[S]|n1 = f [V ] for some V ⊆ T (m). The map pin0+1 : c[S]|n1 → T (n0 + 1) then
becomes the map pin0+1 : f [V ] → f ′[V ], so is injective. It follows from Proposition 2.5
that it is an age map.
Now assume that S satisfies items 1 and 2. Define f : T (< |S|)→ T as follows
• We set f(∅) = c(iS(0)). Note that f˜(0) = iS(0).
• Assume f has been defined on T (< m) for some 0 < m < |S|, with f˜(j) = iS(j)
for each j < m. If t ∈ T (m− 1) and i < k, we set
f(t_i) =
{
c(n)|iS(m) if ∃n ∈ S with c(n) w f(t)_i,
Left(f(t)_i, iS(m)) otherwise.
Note that f˜(m) = iS(m).
This is well defined by item 1. The fact that f˜ = iS ∈ Emb(KS,K) has two useful
consequences. First, we have uS(m) = u(f˜(m)) for each m < |S|. Second, one can show
by induction on m < |S| that for every n > m, t ∈ T (m), and i < k, we have that
cS(n) w t_i iff c(iS(n)) w f(t)_i.
We will show that f ∈ AEmb(CTS,CT) by induction on level. For m = 0, we have
f(cS(0)) = f(∅) = c(iS(0)), and both ({∅}, CS) and ({c(iS(0))}, C) are all of K. Suppose
f |T (<m) ∈ AEmb(CTS|m,CT) for some 0 < m < |S|. We first note that if cS(m) = t_i
for some t ∈ T (m − 1) and i < k, then c(iS(m)) w f(t)_i. So by the definition of f ,
we have f(cS(m)) = c(iS(m)). To see that f : (T (m), CS)→ T (iS(m)) is an age map, we
first use Proposition 2.5 to see that f ′ : (T (m), CS) → T (iS(m − 1) + 1) is an age map.
Then since S satisfies item 2, we must have that
piiS(m−1)+1 : {c(n)|iS(m) : n ∈ S, n ≥ iS(m)} → T (iS(m− 1) + 1)
is an age map. We use Proposition 2.6 to conclude that f : (T (m), CS)→ T (iS(m)) is an
age map as desired.
Corollary 4.3. Suppose S ⊆ ω is finite and h ∈ AEmb(CT,CT). Then S is an envelope
iff h˜[S] is an envelope.
Proof. If S ⊆ ω is an envelope as witnessed by f ∈ AEmb(CTS,CT), then h˜[S] is
an envelope as witnessed by h · f , where we note that CTh˜[S] = CTS. Conversely,
suppose h˜[S] satisfies items 1 and 2 from Proposition 4.2. Then S satisfies item 1 since
h respects meets. For item 2, let n0 < n1 be consecutive members of S. We consider
the age maps h : T (n1) → T (h˜(n1)) and h′ : T (n0 + 1) → T (h˜(n0) + 1) and note that
h′ ◦ pin0+1 = pih˜(n0)+1 ◦ h. It follows that pin0+1 : c[S]n1 → T (n0 + 1) must be an age
map.
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Definition 4.4. Let S ⊆ ω be finite. The closure of S, denoted S, is the smallest
envelope containing S, equivalently the intersection of all envelopes of S.
Suppose S ⊆ ω is an envelope. The interior of S, denoted Int(S), is the smallest
subset of S with Int(S) = S.
Remark. Given a finite S ⊆ ω, Proposition 4.2 gives us the following “top-down” method
of computing S. Start by setting Smax(S) = {max(S)}. If m < max(S) and Sm+1 ⊆ ω
has been determined, then we set Sm = Sm+1 ∪ {m} if any of the following hold:
• m ∈ S.
• There are n0, n1 ∈ Sm+1 with m = `(c(n0) ∧ c(n1)).
• The map pim : c[Sm+1]|m+1 → T (m) is not an age map.
If none of the above hold, we set Sm = Sm+1. Then S0 = S.
Similarly, if S ⊆ ω is an envelope, then we have the following “top-down” method
of computing Int(S). Start by setting set Int(S)0 = {max(S)}, and if Int(S)n has been
determined, set Int(S)n+1 = Int(S)n ∪ {max
(
S \ Int(S)n
)
}. Then Int(S)n eventually
stabilizes, and Int(S) = Int(S)n for any large enough n.
While S exists and is finite, we note that there is not a uniform bound on the size of
the envelope; even when K is the random triangle-free graph, there are singletons with
arbitrarily large envelopes.
As an immediate consequence of Corollary 4.3, we see that if h ∈ AEmb(CT,CT) and
S ⊆ ω is finite, then h˜[S] = h˜ [S]. If S is an envelope, then Int(h˜[S]) = h˜[Int(S)].
Theorem 4.5. Suppose there is η ∈ OEmb(K,K) which satisfies all of the following:
1. For every n < ω, there is Dn < ω so that every S ⊆ ran(η) with |S| ≤ n has
|S| ≤ Dn,
2. For every finite S ⊆ ran(η), we have S = Int(S).
Then the ordered Ramsey degree in K of any enumerated A ∈ K is at most
` := |{B ∈ K : B has underlying set d for some d ≤ D|A|}|.
Proof. Fix A ∈ K an enumerated structure, and let χ : OEmb(A,K) → r be a col-
oring for some r < ω. Let B ∈ K be any enumerated structure. We define a col-
oring ξB : AEmb(CT
B,CT) → r as follows. Fix g ∈ AEmb(CTB,CT). If there is
f ∈ OEmb(A,K) with f [A] = Int(g˜[B]), we set ξB(g) = χ(f). If there is no such
f , choose ξB(g) arbitrarily. Use Theorem 3.5 repeatedly to find h ∈ AEmb(CT,CT) so
that ξB · h is monochromatic, say with color jB < r, for every enumerated B ∈ K of size
at most D|A|. Then h˜ ·η ∈ OEmb(K,K), and we claim that |χ ·(h˜ ·η)[OEmb(A,K)]| ≤ `.
To see this, fix f ∈ OEmb(A,K). Then by assumption, we have |η · f [A]| ≤ D|A|
and Int(η · f [A]) = η · f [A]. Setting S = η · f [A] and B = KS = Kh˜[S], find g ∈
AEmb(CTB,CT) with g˜ = iS. Then we have ξB(h · g) = jB = χ(h˜ · η · f).
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5 Ramsey theorems for structures
Recall that an L-structure F is irreducible if RF(a, b) 6= 0 for every a 6= b ∈ F. Through-
out this section, we will assume that K = Forb(F), where F is a finite set of irreducible
L-structures. If F 6= ∅, we let Irr(K) denote the set of enumerated A ∈ K which embed
into some member of F . If F = ∅, we let Irr(K) consist of the singleton enumerated
structures, one for each unary predicate.
Definition 5.1. Let S ⊆ ω be finite. The critical values of S, denoted Crit(S), are those
m < max(S) for which pim : c[S]|m+1 → T (m) is not an age map.
We emphasize that maps which are not injective are by definition not age maps.
Let Sp(S) denote those m ∈ Crit(S) for which pim : c[S]|m+1 → T (m) is not injective
(here “Sp” stands for splitting), and let AC(S) denote those m ∈ Crit(S) for which
pim : c[S]|m+1 → T (m) is injective, but not an age map (here “AC” stands for age change).
If s < ω, we define Start(s) = max(n : c(s)|n = 0n), and we set Start(S) = {Start(s) :
s ∈ S}.
We note that Crit(S) ⊆ S; one can think of Crit(S) as those m < max(S) which are
immediately required to be in S.
Proposition 5.2. Suppose S ⊆ ω is finite. Then |Crit(S)| is bounded by a function of
|S|.
Proof. We first note that |Sp(S)| < |S|, so we focus on AC(S). We will build an injection
Θ of AC(S) into some finite set whose size only depends on |S|.
Fix m ∈ AC(S). Choose a c[S]|m+1-labeled L-structure (Bm, ϕm) with Bm[pim◦ϕm] ∈
K, but Bm[ϕm] 6∈ K, and which is minimal with this property. This means that we
can choose Fm ∈ F and gm ∈ Emb(Fm,Bm[ϕm]) with Bm ∪ {m} ⊆ ran(gm). Let
Im ∈ Irr(K) and fm ∈ OEmb(Im,K) be such that ran(fm)∪Bm = ran(gm). In particular,
fm(|Im| − 1) = m.
Define ρm : S ∩ T (>m) → T (|Im|) via ρm(s)(i) = s(fm(i)) for s ∈ S ∩ T (>m) and
i < |Im|. We set
Θ(m) = (Im, ρm)
and argue that Θ is an injection on AC(S). Towards a contradiction, suppose m < n ∈
AC(S) satisfied Θ(m) = Θ(n). Then we must have S ∩ T (> m) = S ∩ T (> n). For
n, this means that Bn[ϕn] 6∈ K and Bn[pin · ϕn] ∈ K. So also Bn[pim+1 · ϕn] ∈ K. But
now consider the induced substructure of Bn[pim+1 · ϕn] on the set ran(fm) ∪ Bn; since
(Im, ρm) = (In, ρn), we have ran(fm) ∪Bn ∼= Fn, a contradiction.
We conclude by observing that the range of Θ has size at most∑
I∈Irr(K)
∑
j<|S|
|T (I)|j+1.
The remainder of this section is spent showing that for K = Forb(F), the assumptions
of Theorem 4.5 are satisfied. To construct the η ∈ OEmb(K,K) appearing in the state-
ment of the theorem, we will first build a countable structure Y with Age(Y) ⊆ K which
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contains K. Even though Y will not technically be an enumerated structure (its under-
lying set will properly contain ω), we will equip Y with a linear order <Y of order type
ω, allowing us to refer to ordered embeddings. Then we will take any η ∈ OEmb(Y,K)
which satisfies the following lemma and simply restrict the domain to K.
Lemma 5.3. Let Y be a structure with Age(Y) ⊆ K, and let <Y be a linear order of Y
in order type ω. Then there is η ∈ OEmb(Y,K) so that whenever y ∈ Y, m < η(y) and
K(m, η(y)) 6= rel(0), then m ∈ ran(η).
Proof. Simply build η inductively in <Y-order, using the left density of K to ensure the
extra condition.
Proposition 5.4. Suppose 〈Y, <Y〉 and η ∈ OEmb(Y,K) are as in Lemma 5.3. Suppose
n = η(y) for some y ∈ Y, and let y0 < y1 be consecutive elements of Y with y1 ≤ y.
Then c(n)|η(y1) = Left(c(n)|η(y0)+1, η(y1)).
Proof. By assumption, R(m,n) = 0 for any m < n with m 6∈ η · Y, implying that
c(n)(m) = 0.
We turn towards the construction of Y. If a < ω, let
Irr(a) :=
⊔
I∈Irr(K)
{f ∈ OEmb(I,K) : f(|I| − 1) = a},
and write Irr(a) = {Irr(a, r) : r < |Irr(a)|}. We also write |dom(Irr(a, r))| = d(a, r) < ω.
We define the underlying set of Y to be
ω unionsq {(a, r, b) : a < ω, r < |Irr(a)|, b < d(a, r)}.
On ω, Y is just K. On Y \ ω, we demand that for each a < ω and r < |Irr(a)|,
{(a, r, b) : b < d(a, r)} is an induced copy of dom(Irr(a, r)). There are no other relations
between members of Y \ ω. Now suppose (a, r, b) ∈ Y and n < ω. We define
RY((a, r, b), n) =
{
0 if n ≤ a,
R(Irr(a, r)(b), n) if n > a.
We define <Y to extend the usual order on ω. We set a − 1 <Y (a, r, b) <Y a, and
(a, r0, b0) <Y (a, r1, b1) iff r0 < r1 or (r0 = r1 and b0 < b1).
Now let η ∈ OEmb(Y,K) satisfy the conclusion of Lemma 5.3.
Proposition 5.5. Suppose S ⊆ η[K] is finite. Then any n ∈ Crit(S)∪Start(S) is of the
form η((an, rn, bn)).
Proof. First assume n ∈ Sp(S). Then for some η(s), η(t) ∈ S ∩ T (> n), n is least such
that R(n, η(s)) 6= R(n, η(t)). Since η satisfies the conclusion of Lemma 5.3, we must have
n = η(y) for some y ∈ Y. Suppose a < ω and R(η(a), η(s)) 6= R(η(a), η(t)). Suppose
r < |Irr(a)| is such that Irr(a, r) is the map from a single point. Then
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R(η((a, r, 0)), η(s)) = R(η(a), η(s)) and likewise for t. Therefore we cannot have n = η(a)
since η((a, r, 0)) < η(a). A modification of this argument also works when n = Start(η(s))
for some η(s) ∈ S.
Now suppose n ∈ AC(S). Let (B, ϕ) be a c[S]|n+1-labeled L-structure with B[pin ·ϕ] ∈
K, but B[ϕ] 6∈ K, and assume that (B, ϕ) is minimal with this property. This means
that for some F ∈ F , there is g ∈ Emb(F,B[ϕ]) with B ∪ {n} ⊆ ran(g). Since S ⊆ η[K]
and η satisfies the conclusion of Lemma 5.3, we must have ran(g) \ B ⊆ η[Y], so in
particular n = η(y) for some y ∈ Y. Furthermore, we note that for some fixed a < ω and
r < |Irr(a)|, we have
ran(g) \ (B ∪ η[K]) ⊆ η[{(a, r, b) : b < d(a, r)}].
So if ran(g) ∩ η[K] = ∅, then n ∈ η[{(a, r, b) : b < d(a, r)}], and we are done. Towards
a contradiction, suppose not. By the construction of Y, a < m for every m < ω with
η(m) ∈ ran(g). This allows us to replace g by g0, where given v ∈ F, we set g0(v) = g(v)
if g(v) = η(m) for some m < ω, and if g(v) = η((a, r, b)), we set g0(v) = η(Irr(a, r)(b)).
Doing this, we may assume that ran(g) \B ⊆ η[K].
Continuing the contradiction, suppose n = η(m) for some m < ω. Find r < |Irr(m)|
with η[ran(Irr(m, r))] ∪ B = ran(g). But now consider {(m, r, b) : b < d(m, r)} ⊆ Y;
for notation, set (m, r, d(m, r) − 1) = x, and note that η(x) < η(m) = n. By the
construction of Y and since S ⊆ η[K], we have that B[piη(x)+1 · ϕ] embeds F. More
precisely, η[{(m, r, b) : b < d(m, r)}]∪B is a copy of F, a contradiction as η(x)+1 ≤ n.
Proposition 5.6. Fix S ⊆ η[K], and set
E := S ∪ η[{(an, rn, b) : b < d(an, rn), n ∈ Crit(S) ∪ Start(S)}],
where (an, rn, bn) is as in Proposition 5.5. Then E is an envelope.
Proof. As a preliminary observation, notice that if (a, r, b) ∈ Y, then since η satisfies the
conclusion of Lemma 5.3, we have Start(η((a, r, b))) ≥ η((a, r, 0)).
Now suppose e0 < e1 are consecutive members of E. We need to show that
pie0+1 : c[E]|e1 → T (e0 +1) is an age map. If e0 = η((a, r, b)) and e1 = η((a, r, b+1)), then
we are done by Proposition 5.4. So we may assume that either e1 = η((a, r, 0)) or that
e1 ∈ S. In either case, our preliminary observation yields that c[E]|e1 ⊆ c[S]|e1 ∪ {0e1}.
If pie0+1 is not injective on c[E]|e1 , this implies that some member of Sp(S)∪Start(S) lies
between e0 and e1, a contradiction. If pie0+1 is injective, but not an age map on c[E]|e1 ,
then it is also not an age map on c[S]|e1 , meaning that some member of Crit(S) lies
between e0 and e1, a contradiction.
We can now argue that η|K satisfies the two assumptions of Theorem 4.5. Fix a finite
S ⊆ η[K]. The envelope E constructed in Proposition 5.6 has size which is bounded by
a function of |S|, so the first assumption holds. For the second, we note that E \ S ⊆
η[Y] \ η[K]. So also S \ S ⊆ η[Y] \ η[K]. Since this is true for any finite S ⊆ η[K], we
have (S \ {s}) \ (S \ {s}) ⊆ η[Y] \ η[K] for each s ∈ S. In particular, s 6∈ S \ {s}.
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A Appendix: Forcing
This appendix provides a self-contained introduction to the ideas from forcing needed in
the proof of Theorem 3.1.
Let 〈P,≤P〉 be a poset. Given p, q ∈ P with q ≤P p, we will say that q extends p or
that q strengthens p.
Definition A.1. A P-name for a subset of ω is any subset of P× ω.
Typically, P-names are denoted by symbols with dots over them.
Definition A.2. Fix a P-name L˙ ⊆ P× ω. Fix p ∈ P.
1. Given n < ω, we write p  “n ∈ L˙” and say “p forces that n ∈ L˙” if for any q ≤P p,
there is some r ≤P q and some r0 ≥P r with (r0, n) ∈ L˙.
2. Suppose L˙0 ⊆ P × ω is another name. Then p  “L˙0 ⊆ L˙” if for any q ≤P p and
any n < ω, we have q  “n ∈ L˙0” implies q  “n ∈ L˙.” A similar definition applies
to p  “L˙0 = L˙.”
3. p  “n 6∈ L˙” if there is no q ≤P p with q  “n ∈ L˙.”
4. p  “L˙ is infinite” if for any q ≤P p and m < ω, there are r ≤P q and n > m with
r  “n ∈ L˙.”
5. Suppose L˙0, ..., L˙k−1 ⊆ P×ω are names. Then p  “
⋂
i<k L˙i 6= ∅” if for any q ≤P p,
there are r ≤P q and n < ω so that r  “n ∈ L˙i” for each i < k.
We have p  “
⋂
i<k L˙i is infinite” if for any q ≤P p and any m < ω, there are r ≤P q
and n > m so that r  “n ∈ L˙i” for each i < k.
Remark. In general, one can define the forcing relation p  ϕ much more generally. Here
and below, we choose to be much more explicit, defining p  ϕ by hand for only those ϕ
that we will need. One general remark is worth mentioning: if p  ϕ and q ≤P p, then
also q  ϕ.
Definition A.3. A P-name for a collection of subsets of ω is any subset of P×P(P×ω).
In particular, if F˙ is a P-name for a collection of subsets of ω and (p, L˙) ∈ F˙ , then L˙ is
a P-name for a subset of ω.
Suppose F˙ is a P-name for a collection of subsets of ω and that L˙ is a P-name for a
subset of ω. Then given p ∈ P, we have p  “L˙ ∈ F˙” if for any q ≤P p, there are r ≤P q,
r0 ≥P r, and L˙0 ⊆ P× ω with (r0, L˙0) ∈ F˙ and r  “L˙0 = L˙.”
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Definition A.4. Suppose F˙ is a P-name for a collection of subsets of ω. We say that
F˙ has the finite intersection property, or FIP, if for any (pi, L˙i) ∈ F˙ and any q ∈ P with
q ≤P pi for each i < k, we have q  “
⋂
i<k L˙i 6= ∅.” We say that F˙ has the strong FIP,
or SFIP, if in the above situation, we have q  “
⋂
i<k L˙i is infinite.”
A name U˙ ⊆ P × P(P × ω) is a P-name for an ultrafilter on ω if U˙ is maximal with
respect to having the FIP. If U˙ also has the SFIP, we say that U˙ is non-principal.
Proposition A.5. Suppose F˙ is a P-name for a collection of subsets of ω which has the
FIP. Then there is a P-name U for an ultrafilter on ω with F˙ ⊆ U˙ . If F˙ has the SFIP,
then U˙ can be chosen to be non-principal.
Proof. The first claim follows from Zorn’s lemma. For the second, suppose F˙ has the
SFIP. Set
F˙1 = F˙ ∪ {(p,P× (ω \ n)) : p ∈ P, n < ω}.
Then since F˙ has the SFIP, F˙1 has the FIP, so let U˙ ⊇ F˙ be a P-name for an ultrafilter
on ω. Since (p,P × (ω \ n)) ∈ U˙ for every p ∈ P and n < ω, it follows that U˙ has the
SFIP.
We end by collecting some basic facts about names for ultrafilters on ω, all of which
are consequences of the fact that names for ultrafilters are maximal with respect to having
the FIP.
Fact A.6. Let U˙ be a P-name for an ultrafilter on ω.
1. If p ∈ P and L˙ ⊆ P× ω, then p  “L˙ ∈ U˙” iff (p, L˙) ∈ U˙ .
2. If p ∈ P and L˙0, L˙1 ⊆ P× ω with (p, L˙) ∈ U˙ and p  “L˙0 ⊆ L˙1, ” then (p, L˙1) ∈ U˙ .
3. Suppose L˙ ⊆ P×ω and L˙ = L˙0∪ L˙1. If (p, L˙) ∈ U˙ , then for some q ≤P p and i < 2,
we have (q, L˙i) ∈ U˙ .
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