Abstract: This paper integrates UWB (ultra-wideband) and IMU (Inertial Measurement Unit) data to realize pedestrian positioning through a particle filter in a non-line-of-sight (NLOS) environment. After the acceleration and angular velocity are integrated by the ZUPT-based algorithm, the velocity and orientation of the feet are obtained, and then the velocity and orientation of the whole body are estimated by a virtual odometer method. This information will be adopted as the prior information for the particle filter, and the observation value of UWB will act as the basis for weight updating. According to experimental results, the prior information provided by an IMU can be used to restrain the observation error of UWB under an NLOS condition, and the positioning precision can be improved from the positioning error of 1.6 m obtained using the pure UWB-based algorithm to approximately 0.7 m. Moreover, with high computational efficiency, this algorithm can achieve real-time computing performance on ordinary embedded devices.
Introduction
With the emergence of small low-cost IMU (Inertial Measurement Unit) chips, IMU-based indoor positioning technology has developed quickly [1] [2] [3] [4] . However, the IMU-based method has an accumulation error that is proportional to the third power of time [5] . To reduce the speed of error accumulation, one of the common approaches is to use the ZUPT (Zero Velocity Update) algorithm [6] to constrain the positioning drift. This is because it can not only utilize the fact that the velocity is zero at the moment when the foot touches ground but also constrain the positioning drift when the zero velocity is taken as the observation of the EKF (extended Kalman filter) algorithm. The application of this technology has improved the positioning precision and algorithm stability. However, since the IMU-based algorithm can only acquire the relation between the relative position and the initial state, the positioning error will still grow linearly over time, despite the adoption of the Zero Velocity Update algorithm. More importantly, although the PDR (pedestrian dead reckoning) algorithm has good positioning precision in the case of rectilinear movement, it will result in big angular deviation overall due to the accumulation of slight angular deviations at the corners. After that, the trajectory will deviate even more seriously. Therefore, the performance of the PDR algorithm will be degraded by the presence of many corners. In view of this, one method is to use a magnetometer for the constraint [7, 8] . However, as the magnetometer can be easily affected by many factors, such as large metal pieces, pedestrians, and walls, the constraint effect is not ideal. Then, to acquire a stable and precise positioning result after a long time, it's necessary to introduce data from other sensors to impose a constraint on the positioning result for the control of error growth.
To restrain the error accumulation of an IMU-based algorithm, the algorithm can be combined with other positioning methods without error accumulation to achieve better results. In my opinion, these methods can be grouped into two major types: the laser or visual positioning system based on a given map and the positioning system based on wireless sensors. The former is mainly characterized by centimetre-level precision [9] [10] [11] . However, such a visual or laser-based positioning system requires the consumption of computing resources, so generally, real-time calculations can only be performed on devices with powerful computing abilities. Since it uses a complex process to build a global map in the early stage, it's not applicable to rapidly changing scenes, as the accuracy of the global map greatly influences the positioning precision, and any change in the map will also affect the positioning result. For the latter, the Bluetooth and WIFI-based positioning method achieves a slightly lower accuracy, which only reaches approximately 3 m [12, 13] , while the UWB-based algorithm achieves a better positioning result with decimetre-level precision [14, 15] . Nevertheless, since a wireless signal-based positioning system with certain robustness in a dynamic environment does not have a high requirement for computing resources during the positioning calculation, it's highly applicable to the construction of a low-cost, indoor positioning system with the integration of IMU. Based on a similar idea, some researchers have already integrated the odometer (which is also an incremental positioning system) with UWB (ultra-wideband) technology for the positioning of a wheeled robot [16] . For a wheeled robot, as the UWB sensor can be easily connected with the odometer, such a constraint will facilitate the fusion. However, in the case of pedestrian positioning, in the integration of the IMU-based positioning system with the UWB-based positioning system, the following factors must be taken into account: the method for placing both of the sensors and the establishment of a relationship between them. For the purpose of zero-speed detection, the IMU must be mounted on a foot. However, the UWB sensor must be mounted on the head or shoulder to reduce the blockage of the UWB signal by the human body due to its great influence when it's mounted on a foot. Therefore, this paper adopts a fusion method by mounting the UWB on the head and IMU on a foot. Based on the choice of the IMU as the core, many researchers take the UWB data as positional observed values and add them into the EKF algorithm, which is based on zero velocity, to realize the fusion [5, 17] . Nevertheless, as the EKF is, in essence, the linear approximation of the observation equation, it can hardly achieve a good approximation of the UWB sensor [16] based on a highly nonlinear observation model. Therefore, this paper adopts a particle filter algorithm to fuse the data from both sensors. It takes the IMU-based calculation result as the prior information for the particle filter, and uses the UWB observation as the observed value of the particle. Section II introduces the general framework for positioning based on UWB and IMU, and describes UWB and IMU separately. Section III provides the relevant experimental results and compares the positioning precisions obtained based on the fusion algorithm and the pure application the data from each sensor, in addition to the analysis of the error source during the positioning. The last section is the conclusion of this paper.
UWB and IMU Fusion Algorithm

Problem Description
Aiming at the state estimation problem, one of the common approaches is Bayesian filter technology, which provides a general framework for estimating the system state based on its observed value. It uses a state and the corresponding confidence coefficient (in the form of a covariance matrix) of this state to estimate the system state. For the linear problem, the Kalman filter uses a Gaussian distribution to describe the state distribution. The EKF algorithm also uses the Gaussian distribution to describe the state distribution for the linear approximation of a nonlinear system. This is because a Gaussian distribution is obeyed only in a linear system. In contrast, the particle filter can address all non-linear or non-Gaussian problems when many of the particles distributed in the state space approximate the state probability distribution.
As the ZUPT-based PDR algorithm can be linearized perfectly, assume that the observed value is the zero velocity obtained from the zero-velocity detection. Then, the observation equation is linear. Therefore, the EKF algorithm has the minimum linear error among these types of algorithms. Meanwhile, as the frequency of outputting data from an IMU is very high, the adoption of the simple EKF algorithm can reduce the consumption of computing resources. Hence, it's feasible to adopt the EKF algorithm in the process where the IMU data are used to calculate the velocity and direction of pedestrian movement. The key to this process mainly lies in the linear representation of the state transition equation and observation equation with the specific procedure provided in Section 2.3.
With regard to the integrated filtering, or in other words, the filtering of the IMU-based result and the UWB observation, the PF (particle filter) framework is adopted as indicated in Figure 1 . The main reason is that the UWB observation model is a highly non-linear model and cannot be well described by a linear model. Meanwhile, there is a large error when the Gaussian distribution is used to approximate the observation error probability distribution. Through the particle filter algorithm, a large number of particles can perform very well in approximating the system state under non-linear conditions. EKF algorithm can reduce the consumption of computing resources. Hence, it's feasible to adopt the EKF algorithm in the process where the IMU data are used to calculate the velocity and direction of pedestrian movement. The key to this process mainly lies in the linear representation of the state transition equation and observation equation with the specific procedure provided in Section 1.3. With regard to the integrated filtering, or in other words, the filtering of the IMU-based result and the UWB observation, the PF (particle filter) framework is adopted as indicated in Figure 1 . The main reason is that the UWB observation model is a highly non-linear model and cannot be well described by a linear model. Meanwhile, there is a large error when the Gaussian distribution is used to approximate the observation error probability distribution. Through the particle filter algorithm, a large number of particles can perform very well in approximating the system state under non-linear conditions. represents the state of the th particle at time − 1 and weight t − 1 [ ] is the corresponding weight of the ith particle at time − 1. Assume that the current system state only depends on the system state at the previous moment and the current input. Then, the system state can be updated according to the following steps, which are illustrated by the flowchart in Figure 1: 1. As indicated by Sample in the corresponding flowchart, perform the sampling according to the distribution state transition equation. 2. As indicated by Evaluate in the corresponding flowchart, update the weight of every particle according to the observation model and the observation values. 3. As indicated by Resample in the corresponding flowchart, use the resampling method to restrain the particle attenuation.
As indicated by Get Result, a sub-process is utilized to output the average position after the observation values of the UWB sensor and IMU sensor are considered; in the corresponding flowchart, the positioning result is outputted by the particle filter before resampling. It can be used as the positioning result of the whole positioning algorithm after the average weighting of the particle 
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As indicated by Evaluate in the corresponding flowchart, update the weight of every particle according to the observation model and the observation values. 3.
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As indicated by Get Result, a sub-process is utilized to output the average position after the observation values of the UWB sensor and IMU sensor are considered; in the corresponding flowchart, the positioning result is outputted by the particle filter before resampling. It can be used as the positioning result of the whole positioning algorithm after the average weighting of the particle state. It's worth noting that this weight is, in effect, the result of normalizing all weights. The key to the particle filter step is the selection of the state transition equation and observation model. For the former, it requires the output from the virtual odometer system to estimate the change in motion state. For the latter, it requires the UWB observation data to correct the state estimation. They function together to obtain the posterior distribution of the state represented by a particle and the corresponding weight, which will be discussed in Section 2.4. Figure 1 shows the overall algorithm flowchart. If IMU data are received, the state transition model is used to update the current system state and estimate if it's in a zero-velocity state. If the velocity is zero, then the zero velocity is updated to correct the state and the output from the visual odometer is calculated based on the updated state. Nevertheless, if UWB data are received, the UWB data are used as the observation values to obtain the posterior distribution of the current position and the state estimate is output after the updating of the particle based on the information from the visual odometer. Finally, re-sampling is performed to alleviate the particle degeneracy problem.
The Velocity and Direction of the Virtual Odometer Method
Generally, the output frequency of a UWB tag is between 2 and 4 Hz, while the output frequency of an IMU is between 100 and 1000 Hz. Since there is a big difference between the data output frequencies of the sensors, it is necessary to align them on the time axis before integrating them. The algorithm in this section constructs a transformation between these two sensors without a rigid connection.
First, this paper directly uses the IMU data to perform a calculation based on the PDR algorithm. Then, it takes the result of the PDR algorithm as a virtual odometer to obtain a prior estimate on the whole movement. Finally, it uses the UWB data as the observation to constrain the prediction result and obtain the posterior estimate on the overall movement state to avoid a large difference between the output frequencies of the two data sources. Meanwhile, the constraint that the human body as a whole moves in the same direction establishes a connection between the sensors. Thus, their fusion can be realized.
In real scenarios, the zero-velocity phenomenon can intermittently occur when people are walking. In normal cases, the human head moves roughly in the same direction and at the same speed as the human body. To estimate the movement state of the head based on the foot movement, the following relation can be utilized. Assume that v f is the velocity of the foot movement, θ f is the direction of the foot movement, v b is the velocity of the body movement and θ b is the angle of the body movement. Although it's very difficult to express the relationship between the instantaneous velocity and angle of the foot movement with the velocity and angle of the body movement, without loss of generality, we can assume that the average velocity v f from the moment the foot starts to move to the moment it stops moving is equal to the velocity of the body movement v b . Then, according to the foot and body movement rule, which will be explained later, we obtain the following equation:
where t 0 , t 1 , and t 2 represent the moments when the foot starts to move, the moment it stops moving, and the moment it begins to move again, respectively. It is clearly shown in Figure 2 that the right foot is only moved in the period between t 0 and t 1 , and the whole body is moved throughout the entire period (from t 0 to t 2 ). Since the whole body is connected with the right foot, the displacements of these two parts are equal; thus, the average velocity of the right foot between t 0 and t 2 , which is on the right-hand side of equation (1), must equal to the average velocity of the whole body, which is on the left-hand side of the equation. In addition,v f can be obtained by dividing the foot displacement in the period between t 0 and t 1 by the time difference t 2 − t 0 . Similarly, there is no firm correlation between the direction of body movement and the direction of foot movement. However, there is a relationship between the mean moving direction of the footθ f and the mean moving direction of the bodyθ b :
whereθ f is the direction of the vector from the location of the foot at t 0 to the location of the foot at t 1 . So far, we have established the formulable relation between the IMU sensor and the UWB sensor.
The ZUPT-Based Algorithm in the IMU
The Zero Velocity Update (ZUPT)-based algorithm in the IMU mainly serves to provide the necessary information for the estimation of human movement state by a virtual odometer. At time K, the state of the IMU can be represented by X k ∈ R 9 , which includes the coordinates of the IMU in the initial coordinate system, the velocity, and the attitude at time t:
where f is the state transition function, c k ∈ R 6 represents the output from an IMU sensor, including the current angular velocity ω k ∈ R 3 and the acceleration α k ∈ R 3 of the IMU, while w k ∈ R 3 is the system process noise. In the calculation process, assume that w k ∼ N(0, Q k ), or in other words, assume that the system noise is white Gaussian noise, where Q k is the covariance matrix of the system noise.
To iteratively calculate the state covariance matrix P k , linearize the state transition function at X k to obtain the following approximate expression:
where F k and G k represent the state transition matrix and the system noise gain matrix, respectively. In addition, the system state covariance matrix P k can be updated according to the following formula:
Obviously, P k ∈ R 9×9 represents the confidence level of the current system state estimate.
To constrain the error accumulation based on the time sequence, it's necessary to add an observation to the state update as a constraint to increase the positioning precision. In pure IMU-based PDR positioning, generally a zero-velocity detector is adopted to obtain a zero-velocity observation to constrain the current result. As such a constraint can effectively reduce the speed of error accumulation, this paper adopts the acceleration-magnitude detector [18] as the zero-velocity detection algorithm based on the generalized likelihood ratio test (GLRT). Through the zero-velocity detection, a virtual movement velocity of zero will be obtained as the observation value, that is to say,
T , which represents that the movement velocities on all three axes are zero. At this moment, the observation equation is linear, which can be expressed as follows:
where v k represents the current observation noise with v k ∼ N(0, R k ) and H k = [0 I 0]. All of the elements in 0 ∈ R 3 × 3 are 0 and I ∈ R 3 × 3 is an identity matrix. In general, R k represents the confidence level of the current observations. To simplify the algorithm, it's feasible to choose a constant value. According to the Kalman filter model, it's necessary to update the predicted value based on the observation value. When the perturbation of the system state at the moment k is defined as δX k ∈ R 9 , the updated perturbation can be calculated according to the following formula:
When the relationship between the real system state X K , the solutionX k of the navigation algorithm, and the system state perturbation can only be represented by a nonlinear function, denoted a Γ, it can be expressed as follows:
In fact, such functions play an important role in correcting the system state after δX and X k are calculated.
To secure the robustness and stability of the covariance update, the covariance update equation can be expressed as below in the Joseph stability form:
So far, we have calculated the movement trajectory of the foot-mounted IMU and corrected the movement trajectory based on the zero-velocity state. The pseudo code for the whole process is provided in Algorithm 1.
Algorithm 1 Pseudo code for ZUPT 1:
Initial(X 0 , P 0 ); 3: While 4:
if(ZeroVelocity(c k ) = True) 8:
VirtualOdometer() // The virtual odometer method provided in Section 2.2 12:
13: end if 14: end while
The Fusion of UWB and IMU Based on Particle Filter
After particle sampling according to the previous particle state and the output u t of the virtual odometer at time t, the prior distribution of particles is obtained. The particle update must conform to the distribution p(s
, where f is the state transition equation. Generally, pedestrian movement can be described perfectly as uniform motion or uniformly variable motion. Considering that the direct application of the movement velocity and angle requires the alignment of both coordinate systems and the relationship between both sensors is not currently clear, it's feasible to take the rates of change in the velocity and angle as the connection between these two coordinate systems to simplify the operation and modelling. Therefore, the particle state includes the coordinate, linear velocity, and angle. At this point, the particle state vector
Hence, the input of the particle filter algorithm from the corresponding virtual odometer is u t = δv b t , δθ b t . As the state transition equation is nonlinear, the updated vectors can be expressed as below:
Then, the prior probability follows the Gaussian distribution:
At this point, W k is still a second-order diagonal matrix. Assume that δv b t and δθ b t are independently and identically distributed. Then we have:
where σ δv and σ δθ represent the standard deviations of the velocity and angle variations, respectively.
Through the above formulas, the approximation of the prior distribution at time t can be achieved. Then, we need to update the particle weight according to the observation to obtain the posterior distribution of the particle. In addition, we update the particle weight based on the weight after the particle sampling according to the data from the virtual odometer and the current UWB observation. In other words, we multiply the prior probability by the likelihood probability to obtain the posterior probability with the update formula provided below:
where z t = d t1 , d t2 , . . . , d tj is the vector of distances from every beacon to the tag, and d tj is the distance between the jth beacon to the current tag at time t. As the weight, in essence, represents the posterior probability of the relevant particle state, it's possible to normalize all of the weights. Without loss of generality, the likelihood probability can be expressed in the following scalar form:
In addition, the likelihood function can be expressed as below according to the UWB observation model: p z tj s
where σ d is the standard deviation of the UWB observation value and g is the error model of the UWB signal. This paper assumes that the sensor measurement value is a real value and the mean σ d is the Gaussian distribution of the standard deviation; dis(s
t , j) represents the current distance between the ith particle and the jth beacon.
Experiments and Results
In this section, two experiments are conducted to verify that the fusion algorithm (denoted as Fusing) outperforms the particle filter algorithm using only the UWB data (denoted as Only-UWB) and the zero-velocity-update-based EKF algorithm (denoted as ZUPT) using only IMU data in terms of the positioning precision in an NLOS (Not Line of Sight) environment. Since the general control-point-based positioning precision calculation method cannot reflect the positioning error very well at every time point in the process, this paper adopts the landmark-based approach to calculate the real trajectory. Based on the high-precision position at each moment, reference distances from the tag to each beacon are calculated and play an important role in explaining the benefits of the fusion algorithm in the Section 3.3.2.
This section is organized as follows. First, it introduces the experimental scene and the steps. Then, it presents the methods used to obtain the real trajectory. Finally, it presents and discusses the experimental results. Figure 3 shows how the sensors are mounted. The UWB sensor was developed based on DW1000 and has a theoretical precision of approximately 30 cm in indoor positioning. The frequency at which the UWB sensor returns data is approximately 2 Hz. To avoid the shielding effect of the human body on the UWB sensor, the UWB must be mounted on the top of the helmet. However, the IMU sensor will be mounted on a foot; this sensor has a data output frequency of approximately 128 Hz. The IMU is calibrated before the experiments, which means that gyro bias and acceleration bias are considered during the preprocessing procedure in the IMU sensor. To ensure the accuracy of the zero-velocity detection, the IMU must be secured at the front of the foot, and the camera used to acquire the image for the calculation of the real trajectory must be secured at the front of the helmet; the camera has a resolution of 1080*1920 and a frame rate of 30 FPS. Before being used, the camera should be calibrated and its internal parameters should be determined. To ensure the stability of the acquired data, the experiment should begin five minutes after starting up the sensors. This section is organized as follows. First, it introduces the experimental scene and the steps. Then, it presents the methods used to obtain the real trajectory. Finally, it presents and discusses the experimental results. Figure 3 shows how the sensors are mounted. The UWB sensor was developed based on DW1000 and has a theoretical precision of approximately 30 cm in indoor positioning. The frequency at which the UWB sensor returns data is approximately 2 Hz. To avoid the shielding effect of the human body on the UWB sensor, the UWB must be mounted on the top of the helmet. However, the IMU sensor will be mounted on a foot; this sensor has a data output frequency of approximately 128 Hz. The IMU is calibrated before the experiments, which means that gyro bias and acceleration bias are considered during the preprocessing procedure in the IMU sensor. To ensure the accuracy of the zero-velocity detection, the IMU must be secured at the front of the foot, and the camera used to acquire the image for the calculation of the real trajectory must be secured at the front of the helmet; the camera has a resolution of 1080*1920 and a frame rate of 30 FPS. Before being used, the camera should be calibrated and its internal parameters should be determined. To ensure the stability of the acquired data, the experiment should begin five minutes after starting up the sensors. In the experiment, the UWB and IMU data have been collected along two paths, where the walking velocity has been controlled within 1.5~2.5 m/s. Throughout the calculation process, all of In this paper, the experiments have been conducted in an area with two bearing pillars within a hall that occupies an area of approximately 25 × 15 m 2 . The cross-sectional area of the bearing pillar is 0.87 × 0.87 m 2 . Four UWB beacons are set up in the experimental scene, where the distribution of the beacons and the bearing pillars can be found in the various trajectory charts. All of the beacon antennas are located at a distance of 1.12 m above the ground and exposed to air.
Experimental Scene and Method
In the experiment, the UWB and IMU data have been collected along two paths, where the walking velocity has been controlled within 1.5~2.5 m/s. Throughout the calculation process, all of the initial values for the algorithms are given by the reference trajectory. With the ZUPT-based algorithm, the initial movement direction is calculated based on the real trajectory in the first three seconds. Path I is relatively simple, along which the tester walks around the whole experimental field with a moving trajectory similar to a rectangle. Path II is more complicated. Part of the path has a large UWB observation error based on Path I. It's created to reflect the better robustness of the fusion algorithm in an NLOS environment. The detailed paths will be described separately in the following sections.
The Acquisition of the Real Trajectory
This experiment uses the landmark-based visual positioning system to obtain the real trajectory of the current system state. This approach uses the square fiducial marker with a given dimension (the edge length) as the tag to calculate the relative position between the camera and the fiducial marker [19] . Before the use of this system, it's necessary to deploy cameras to take pictures of all landmarks in the entire experimental field. If there are two or more two fiducial markers in the same frame of an image, the constraint relation (which can be expressed by 6-DOF rotation or translation) between these fiducial markers can be established. To ensure that the system state in a unified coordinate system can be recovered based on the picture of a random fiducial marker, this paper adopts the graph optimization [20] method to determine the fiducial marker and the pose of the camera when the pictures of multiple fiducial markers are taken as the vertices of a graph for optimization. In addition, when the rotation and translation from the fiducial marker to the camera at each moment is taken as the edge, the relative relation between all of the fiducial markers can be obtained globally after the iterative computation of the minimum errors. In the positioning process, the picture of all fiducial markers in an image frame is used to estimate the current pose of the camera and exclude all of the estimation results with apparent errors, to obtain the true value of the current system state. Based on this method, the indoor positioning precision can reach 7 cm [21] . Since the graph optimization method is adopted in this process, the accumulated error will be limited by the closed-loop detected in the whole experiment. The pose has similar scale to the covariance throughout the whole process. Since the pose is necessary for calculating a relatively accurate position, this feature plays an important role in error analysis of the UWB observation values.
Experimental Results and Comparison
Comparison of the Various Algorithms in Path I
During the experiment, the IMU and UWB data are collected simultaneously to be used for positioning based separately on the ZUPT, the Only-UWB, and the fusion algorithms, in addition to the comparison of the positioning results. To better reflect the effect of the fusion algorithm on improving the precision, the Only-UWB-based positioning algorithm does not directly use the trilateral positioning result that is obtained based on the data from the UWB sensor. Instead, it uses the same particle filter that is adopted in the fusion algorithm for the positioning. The difference between the algorithms lies in the sampling procedure, where the Only-UWB-based algorithm assumes that both the moving velocity and angle are kept unchanged, based on which new particles are generated. In other words, the Only-UWB-based algorithm enables the particles to obey the Gaussian distribution with mean equal to the most recent state in the sampling process. In the experiment, the Only-UWB-based algorithm uses 4000 particles in the calculation, where σ δv = 0.1 m s , σ δθ = 0.2 rad, and σ d = 0.5 m.
In the fusion algorithm, all of the other parameters are the same as those used in the Only-UWB-based algorithm, except that σ δv = 0.05 m/s and σ δθ = 0.1 rad. This is because the fusion algorithm can use the direction information from the virtual odometer to perform the sampling on a small scale. However, with the Only-UWB-based algorithm, sampling must be performed on a larger scale due to the lack of relevant prior information. Hence, σ δθ and σ δv can be assigned smaller values in the fusion algorithm.
The moving trajectory is relatively simpler along Path I, where the tester directly walks around the hall three times in the clockwise direction. Figure 4 shows the reference trajectory along Path I and the different positioning results obtained based on the various algorithms. The red line indicates the reference trajectory along the path, the purple line represents the path calculation result based on the Only-UWB-based algorithm and the blue line is the calculation result based on the ZUPT-based algorithm. Meanwhile, the green line is the positioning result based on the fusion algorithm, the black squares stand for the pillar obstacles and the red diamonds represent the beacon positions. It's very obvious that both the Only-UWB-based algorithm and the fusion algorithm significantly outperform the ZUPT-based algorithm in terms of the positioning precision. What's more, the fusion algorithm can better reflect the real movement trajectory locally than the Only-UWB-based algorithm. This is because although the Only-UWB-based algorithm can achieve a smoother estimate of the trajectory, which to some extent might improve the positioning process after the addition of the velocity and direction of movement, the assumption of uniform linear motion must be added into the algorithm due to the lack of the other data sources on the changes in the reference velocity and direction of movement. If this assumption has a high confidence coefficient (a smaller sampling range), although it guarantees that the Only-UWB-based algorithm will have a strong anti-jamming capability for movement along a straight line, it leads to a slow response to the inflection point. In this case, it takes quite a long time for the positioning result based on the correct UWB measurement to return to the position near the real coordinates after the inflection point or a deviation from the real trajectory. However, if this assumption has a low confidence coefficient, positioning precision might be easily affected by observation noise of the UWB sensor. In contrast, the fusion algorithm won't lead to large error at the inflection point due to the availability of the reference provided by the IMU data. Moreover, it is highly robust against the incorrect UWB data when the movement is in a straight line. The details will be introduced in Section 3.3.2. obvious that both the Only-UWB-based algorithm and the fusion algorithm significantly outperform the ZUPT-based algorithm in terms of the positioning precision. What's more, the fusion algorithm can better reflect the real movement trajectory locally than the Only-UWB-based algorithm. This is because although the Only-UWB-based algorithm can achieve a smoother estimate of the trajectory, which to some extent might improve the positioning process after the addition of the velocity and direction of movement, the assumption of uniform linear motion must be added into the algorithm due to the lack of the other data sources on the changes in the reference velocity and direction of movement. If this assumption has a high confidence coefficient (a smaller sampling range), although it guarantees that the Only-UWB-based algorithm will have a strong anti-jamming capability for movement along a straight line, it leads to a slow response to the inflection point. In this case, it takes quite a long time for the positioning result based on the correct UWB measurement to return to the position near the real coordinates after the inflection point or a deviation from the real trajectory. However, if this assumption has a low confidence coefficient, positioning precision might be easily affected by observation noise of the UWB sensor. In contrast, the fusion algorithm won't lead to large error at the inflection point due to the availability of the reference provided by the IMU data. Moreover, it is highly robust against the incorrect UWB data when the movement is in a straight line. The details will be introduced in Section 2.3.2. Figure 5 demonstrates the cumulative error probability distribution of Path I. It clearly reveals that the fusion algorithm has a big advantage in positioning precision over the Only-UWB-based algorithm and the ZUPT-based algorithm. Table 1 provides the operation time, the mean positioning error, and the standard deviation of errors for each algorithm. These results reveal that the fusion algorithm can achieve a smaller mean error than the Only-UWB-based algorithm with a lower standard deviation of errors. This means that if the computing time is of the same order of magnitude, the fusion algorithm can provide a higher precision with better stability and similar algorithmic complexity. Figure 6 shows the comparison of the relevant trajectories along Path II. The direction of the movement along Path II is the same as that along Path I. However, for a long time, there is a significant signal error due to the shielding of beacons by the pillar in the extended section of the path. Due to the presence of many corners in the movement process, the ZUPT-based algorithm can't provide high precision, which is reflected by a significant error in the trajectory direction calculated based on the ZUPT-based algorithm after some corners. However, it can still achieve reasonable accuracy in the displacement distance. That is to say, the ZUPT-based algorithm is still of high reference value in the estimation of moving velocity. Meanwhile, as the ZUPT-based algorithm can ensure that the angle calculation result for a single corner does not vary much from the real value, it's still of significant effectiveness when acting as the input of the fusion algorithm. The Only-UWBbased trajectory demonstrates the similar characteristics of the paths. In other words, it can provide high accuracy under LOS conditions. However, great deviations will arise when there is a barrier nearby. This is mainly because, at this moment, there is a large error in the UWB observation value, which can be observed in Figure 7 , where the red line represents the distance between the beacon and the tag after the calculation based on the reference trajectory. The RMS errors of the beacons over the whole process are 0.456, 0.626, 0.737, and 0.323. The blue line stands for the measurement value of the UWB sensor. Table 1 provides the operation time, the mean positioning error, and the standard deviation of errors for each algorithm. These results reveal that the fusion algorithm can achieve a smaller mean error than the Only-UWB-based algorithm with a lower standard deviation of errors. This means that if the computing time is of the same order of magnitude, the fusion algorithm can provide a higher precision with better stability and similar algorithmic complexity. Figure 6 shows the comparison of the relevant trajectories along Path II. The direction of the movement along Path II is the same as that along Path I. However, for a long time, there is a significant signal error due to the shielding of beacons by the pillar in the extended section of the path. Due to the presence of many corners in the movement process, the ZUPT-based algorithm can't provide high precision, which is reflected by a significant error in the trajectory direction calculated based on the ZUPT-based algorithm after some corners. However, it can still achieve reasonable accuracy in the displacement distance. That is to say, the ZUPT-based algorithm is still of high reference value in the estimation of moving velocity. Meanwhile, as the ZUPT-based algorithm can ensure that the angle calculation result for a single corner does not vary much from the real value, it's still of significant effectiveness when acting as the input of the fusion algorithm. The Only-UWB-based trajectory demonstrates the similar characteristics of the paths. In other words, it can provide high accuracy under LOS conditions. However, great deviations will arise when there is a barrier nearby. This is mainly because, at this moment, there is a large error in the UWB observation value, which can be observed in Figure 7 , where the red line represents the distance between the beacon and the tag after the calculation based on the reference trajectory. The RMS errors of the beacons over the whole process are 0.456, 0.626, 0.737, and 0.323. The blue line stands for the measurement value of the UWB sensor.
Comparison of the Various Algorithms in Path II
nearby. This is mainly because, at this moment, there is a large error in the UWB observation value, which can be observed in Figure 7 Compared with the Only-UWB-based algorithm, the fusion algorithm can provide better precision under NLOS conditions. This is mainly because the prior information about the direction and velocity of body movement obtained from the ZUPT-based algorithm can act as a constraint. The distribution of the likelihood function around the real position in an LOS environment is provided in Figure 8 , where the central red point represents the current position. The lighter the colour, the larger the value of the likelihood function will be. In this case, the peak of the likelihood function is very close to the real coordinate. This indicates that high positioning precision can be achieved even if there is no prior information from the ZUPT-based algorithm. Figure 9 shows the distribution of the likelihood function around the real coordinate in an NLOS environment. However, due to the presence of the barrier between the beacon and the tag, there is a large error in the UWB observation value and the peak of the likelihood function has deviated considerably from the real position. If this only occurs for a moment, the Only-UWB-based algorithm can still guarantee a certain precision as the particle state also includes the information about the direction and velocity of movement in the Only-UWB-based algorithm. The signal diagram reveals that although there is an obvious change in measurement value in the LOS condition, the positioning result does not deviate very much from that of the Only-UWB-based algorithm. However, if the deviation of UWB measurement value lasts for a long time, the Only-UWB-based positioning algorithm cannot guarantee the accuracy of the positioning result. As mentioned above, to guarantee the correct movement path and direction in such a condition through the Only-UWB-based algorithm, the assumption of uniform rectilinear motion must have a high confidence coefficient; however, this will result in a slow response to the inflection and difficulty correcting any errors. However, as the fusion algorithm can utilize the prior Compared with the Only-UWB-based algorithm, the fusion algorithm can provide better precision under NLOS conditions. This is mainly because the prior information about the direction and velocity of body movement obtained from the ZUPT-based algorithm can act as a constraint. The distribution of the likelihood function around the real position in an LOS environment is provided in Figure 8 , where the central red point represents the current position. The lighter the colour, the larger the value of the likelihood function will be. In this case, the peak of the likelihood function is very close to the real coordinate. This indicates that high positioning precision can be achieved even if there is no prior information from the ZUPT-based algorithm. Figure 9 shows the distribution of the likelihood function around the real coordinate in an NLOS environment. However, due to the presence of the barrier between the beacon and the tag, there is a large error in the UWB observation value and the peak of the likelihood function has deviated considerably from the real position. If this only occurs for a moment, the Only-UWB-based algorithm can still guarantee a certain precision as the particle state also includes the information about the direction and velocity of movement in the Only-UWB-based algorithm. The signal diagram reveals that although there is an obvious change in measurement value in the LOS condition, the positioning result does not deviate very much from that of the Only-UWB-based algorithm. However, if the deviation of UWB measurement value lasts for a long time, the Only-UWB-based positioning algorithm cannot guarantee the accuracy of the positioning result. As mentioned above, to guarantee the correct movement path and direction in such a condition through the Only-UWB-based algorithm, the assumption of uniform rectilinear motion must have a high confidence coefficient; however, this will result in a slow response to the inflection and difficulty correcting any errors. However, as the fusion algorithm can utilize the prior information outputted from the ZUPT-based algorithm, the sampling range can be limited to a small scale in the sampling process. In this way, most of the particles will be distributed in the correct direction of movement in the sampling process to compensate the error arising from the likelihood probability distribution. Therefore, it can still achieve a reliable positioning precision in the context of poor UWB signals. Meanwhile, with the use of the prior information in the sampling process, the fusion algorithm can still guarantee a high positioning precision at the inflection point. The Only-UWB-based algorithm has a positioning error of up to 1.50 m at t = 438 in the positioning process, while the fusion algorithm can achieve a positioning precision of 0.408 m. However, at t = 711, the positioning error achieved by the Only-UWB-based algorithm is only 0.682 m, which is very close to the positioning error of 0.324 m based on the fusion algorithm. Although the fusion algorithm shows better robustness for short-term positioning under an NLOS condition, it can hardly correct the large deviation of the current moving direction caused by Although the fusion algorithm shows better robustness for short-term positioning under an NLOS condition, it can hardly correct the large deviation of the current moving direction caused by a series of severe UWB errors when the output from the virtual odometer is used as the prior information to constrain the direction and velocity of movement. It might perform even worse than the Only-UWB-based algorithm in terms of the local error, and this is reflected by the trajectory from Although the fusion algorithm shows better robustness for short-term positioning under an NLOS condition, it can hardly correct the large deviation of the current moving direction caused by a series of severe UWB errors when the output from the virtual odometer is used as the prior information to constrain the direction and velocity of movement. It might perform even worse than the Only-UWB-based algorithm in terms of the local error, and this is reflected by the trajectory from (0, 5) to (0, 5) in the coordinate system. Table 2 provides the positioning error, the standard deviation of the positioning error, and the time consumption of the various algorithms for Path II. The phrase 'offline' means that the computing process needn't wait for the data from sensors, and the value is proportional to the algorithmic complexity. On the whole, the fusion algorithm has an advantage over the Only-UWB-based algorithm. Meanwhile, with a smaller sampling range, the fusion algorithm can achieve the same effect with the use of a smaller number of particles. This will be discussed in Section 3.3.3. This section mainly discusses and compares the positioning precisions and computing times achieved by both of the algorithms on Path II with different numbers of particles. All of the other parameters are kept the same as those provided in the previous two sections. Figure 10 demonstrates the influence of the number of particles on the positioning precision. It reveals that the positioning precision tends to become stable when 5000 particles are used in both algorithms. However, the positioning precision reaches the maximum when 1000 particles are used in the fusion algorithm. After that, an increase in the number of particles does not have any significant effect. This is because the prior information outputted from the ZUPT-based algorithm enables the particles to be distributed closer to the mean of the posterior probability distribution. Therefore, the posterior probability distribution can be described very well with a small number of particles. This section mainly discusses and compares the positioning precisions and computing times achieved by both of the algorithms on Path II with different numbers of particles. All of the other parameters are kept the same as those provided in the previous two sections. Figure 10 demonstrates the influence of the number of particles on the positioning precision. It reveals that the positioning precision tends to become stable when 5000 particles are used in both algorithms. However, the positioning precision reaches the maximum when 1000 particles are used in the fusion algorithm. After that, an increase in the number of particles does not have any significant effect. This is because the prior information outputted from the ZUPT-based algorithm enables the particles to be distributed closer to the mean of the posterior probability distribution. Therefore, the posterior probability distribution can be described very well with a small number of particles. Figure 11 demonstrates the influence of the number of particles on the computing times of both algorithms. The calculation is performed on a machine installed with CPU E3-1230 v2. Both the fusion algorithm and the Only-UWB-based algorithm have been written in C++, whereas the particle filter algorithm makes use of eight threads to perform parallel computations throughout the steps. It takes only 4.1 s to calculate data sets that might consume up to 107 s if there are 5000 particles. With performance far beyond the real-time requirement, it can be easily transplanted into an Android device or a high-performance SCM. Figure 11 demonstrates the influence of the number of particles on the computing times of both algorithms. The calculation is performed on a machine installed with CPU E3-1230 v2. Both the fusion algorithm and the Only-UWB-based algorithm have been written in C++, whereas the particle filter algorithm makes use of eight threads to perform parallel computations throughout the steps. It takes only 4.1 s to calculate data sets that might consume up to 107 s if there are 5000 particles. With performance far beyond the real-time requirement, it can be easily transplanted into an Android device or a high-performance SCM. It's very clear that the fusion algorithm can achieve a stable positioning result based on a smaller number of particles, as it can make good use of the ZUPT-based result as the prior information for the sampling process. Compared with the Only-UWB-based algorithm, the fusion algorithm only requires an additional computation based on the ZUPT-based algorithm. However, the ZUPT-based algorithm, in essence, is an EKF-based algorithm with far lower time consumption than the particle filter algorithm, but it does not have a big influence on the total computing time of a particle filterbased algorithm. All of these prove that the fusion algorithm can achieve a higher positioning precision with lower time consumption.
Conclusions
Aiming at fusion positioning based on UWB and IMU data, this paper proposes an approach to fuse the results based on a particle filter with the calculation of the virtual odometer which, in turn, is based on the IMU data. In addition, the effectiveness of the fusion algorithm is verified and illustrated through an experiment. The fusion positioning can achieve high precision in an NLOS environment when the data on the movement trend are obtained through the calculation of the IMU data. Meanwhile, with the addition of the prior information from the IMU, the sampling accuracy in every step is improved, which makes it possible to approximate the real posterior probability distribution with a smaller number of particles. Therefore, the fusion algorithm can achieve high precision with fewer particles. It's very clear that the fusion algorithm can achieve a stable positioning result based on a smaller number of particles, as it can make good use of the ZUPT-based result as the prior information for the sampling process. Compared with the Only-UWB-based algorithm, the fusion algorithm only requires an additional computation based on the ZUPT-based algorithm. However, the ZUPT-based algorithm, in essence, is an EKF-based algorithm with far lower time consumption than the particle filter algorithm, but it does not have a big influence on the total computing time of a particle filter-based algorithm. All of these prove that the fusion algorithm can achieve a higher positioning precision with lower time consumption.
Aiming at fusion positioning based on UWB and IMU data, this paper proposes an approach to fuse the results based on a particle filter with the calculation of the virtual odometer which, in turn, is based on the IMU data. In addition, the effectiveness of the fusion algorithm is verified and illustrated through an experiment. The fusion positioning can achieve high precision in an NLOS environment when the data on the movement trend are obtained through the calculation of the IMU data. Meanwhile, with the addition of the prior information from the IMU, the sampling accuracy in every step is improved, which makes it possible to approximate the real posterior probability distribution with a smaller number of particles. Therefore, the fusion algorithm can achieve high precision with fewer particles.
