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Seznam uporabljenih kratic 
3GPP (3rd Generation Partnership Project) partnerski projekt tretje generacije. 
4G (Fourth Generation) četrta generacija mobilnih sistemov. 
5G (Fifth Generation) peta generacija mobilnih sistemov. 
AAA (Authentication, Authorisation, and Accounting) avtentikacija, avtorizacija in 
beleženje. 
ADSL (Asymmetric Digital Subscriber Line) asimetrična digitalna naročniška linija. 
AMF (Access and Mobility Management Function) funkcija upravljanja dostopa in 
mobilnosti. 
APN (Access Point Name) ime dostopne točke. 
ARQ (Automatic Repeat Request) avtomatično ponovno zahtevano prenašanje. 
ASIC (Application Specific Integrated Circuit) vgrajeno vezje z določeno nalogo. 
C-RNTI (Cell Radio Network Temporary Identity) začasna identiteta radijskega 
celičnega omrežja. 
CPU (Central Processing Unit) centralna procesorska enota. 
CSCF (Call Session Control Function) nadzorna funkcija klicnih sej. 
CUPS (Control and User Plane Separation) ločitev uporabniške in kontrolne ravni. 
DHCP (Dynamic Host Configuration Protocol) protokol za dinamično dodeljevanje 
naslovov. 
DL (Downlink) smer prenosa do uporabnika. 
DNS (Domain Name System) sistem domenskih imen. 
DPDK (Data Plane Development Kit) orodje za razvoj podatkovne ravni. 
E-UTRAN (Evolved Universal Terrestrial Radio Access Network) razvito univerzalno 
zemeljsko radijsko dostopovno omrežje. 
EIGRP (Enhanced Interior Gateway Routing Protocol) izboljšan protokol za usmerjanje 
notranjih prehodov. 
eMBB (enhanced Mobile Broadband) izboljšana mobilna širokopasovna povezava. 
EPC (Evolved Packet Core) razvito paketno jedro. 
EPS (Evolved Packet System) razviti paketni sistem. 
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GSM (Global System for Mobile communications) mobilni sistem druge generacije. 
GTP (GPRS Tunneling Protocol) mobilni tunelski protokol. 
GUMMEI (Globally Unique MME Identifier) globalno unikatna identiteta MME. 
GUTI (Global Unique Temporary Identity) globalno edinstvena začasna identiteta. 
HLR (Home Location Register) register domačih naročnikov. 
HSS (Home Subscriber Server) strežnik domačih naročnikov. 
IMS (IP Multimedia Subsystem) IP multimedijski podsistem. 
IMSI (International Mobile Subscriber Identity) mednarodna naročniška identiteta. 
IoT (Internet of Things) internet stvari. 
IP (Internet Protocol) internetni protokol. 
IPX (IP Roaming Exchange) omrežje namenjeno izmenjevanju gostovanja. 
LOS (Line of Sight) direktna vidljivost. 
LTE (Long Term Evolution) dolgoročni razvoj 
M2M (Machine to machine) medsebojna komunikacija naprav. 
MAC (Message Authentication Code) koda pristnosti sporočil. 
MBB (Mobile Broadband) mobilna širokopasovna povezava. 
MCC (Mobile Country Code) mobilna koda države. 
MIB (Master Information Block) glavni podatkovni blok. 
MME (Mobility Management Entity) entiteta za upravljanje mobilnosti. 
MNC (Mobile Network Code) koda mobilnega omrežja. 
MSC (Mobile Switching Center) mobilni preklopni center. 
MSIN (Mobile Subscriber Identification Number) identiteta naročnika mobilnega 
omrežja. 
MSISDN (Mobile Subscriber Integrated Services Digital Network) številka naročnika 
mobilnih integriranih storitev digitalnega omrežja. 
NAS (Non-access Stratum) nedostopni sloj. 
NAT (Network Address Translation) preslikava omrežnih naslovov. 
NFV (Network Function Virtualisation) virtualizacija omrežnih funkcij. 
NGCN (Next Generation Core Network) jedrno omrežje naslednje generacije. 
NR (New Radio) radijsko omrežje pete generacije. 
ONF (Open Network Foundation) fundacija za odprto omrežje. 
P-GW ali PDN-GW (Packet Data Network Gateway) prehod paketnega podatkovnega 
omrežja. 
PBCF (Physical Broadcast Channel) fizični oddajni kanal. 
PCEF (Policy and Charging Enforcement Function) funkcija za zaračunavanje in 
izvrševanje polnenja. 
PCI (Physical Cell ID) fizična identiteta celice. 
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PCI-E (Peripheral Component Interconnect Express) hitro vodilo perifernih naprav. 
PCRF (Policy and Charging Rules Function) strežnik s funkcijo kontrole politik in 
zaračunavanja. 
PDCCH (Physical Downlink Control Channel) fizični kontrolni kanal v smeri proti 
uporabniku. 
PHICH (Physical Hybrid ARQ Indicator Channel) fizični hibridni ARQ kazalni kanal. 
PLMN (Public Land Mobile Network) domače javno mobilno omrežje. 
PSS (Primary Synchronisation Signal) primarni sinhronizacijski signal. 
QCI (QoS Class Identifier) identifikator razreda QoS. 
QoS (Quality of Service) kakovost storitve. 
QPSK (Quadrature phase-shift keying) kvadraturna fazna modulacija. 
RACH (Random Access Channel) kanal naključnega sodostopa. 
RAM (Random-access Memory) delovni spomin. 
RAN (Radio Access Network) radijsko dostopovno omrežje. 
RRC (Radio Resource Control) nazdor radijskih virov. 
S-GW (Serving Gateway) strežni prehod. 
S-TMSI (SAE Temporary Mobile Subscriber Identity) začasna mobilna naročniška 
identiteta sistemske arhitekturne evolucije. 
S1-AP (S1 Application protocol) aplikacijski signalizacijski protokol. 
SAE (System Architecture Evolution) sistemska arhitekturna evolucija. 
SBA (Service-Based Architecture) storitvena arhitektura. 
SCTP (Stream Control Transmission Protocol) transportni protokol za nadzor 
prenosnega toka. 
SDN (Software‐Defined Networking) programsko definirano mreženje. 
SDR (Software Defined Radio) programabilna radijska oprema. 
SGSN (Serving GPRS Support Node) strežno GPRS podporno vozlišče. 
SIB (System Information Block) blok sistemskih informacij. 
SIM (Subscriber Identity Module) modul naročniške identitete. 
SMF (Session Management Function) funkcija upravljanja sej. 
SMS (Short Message Service) storitev kratkih tekstovnih sporočil. 
SNR (Signal-to-Noise Ratio) razmerje med signalom in šumom. 
SRB (Signaling Radio Bearer) signalizacijski radijski nosilec. 
SRS (Sounding Reference Signal) zveneči referenčni signal. 
SRV-IOV (Single-Root IO-Virtualisation) virtualizacija vhoda/izhoda enega korena. 
SSS (Secondary Synchronisation Signal) sekundarni sinhronizacijski signal. 
TA (Tracking Area) območje sledenja. 
TAC (Tracking Area Code) koda območja sledenja. 
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TAI (Tracking Area Identity) identiteta območja sledenja 
TAU (Tracking Area Update) posodobitev kode sledenja. 
TCO (Total Cost of Ownership) skupna cena lastništva. 
TMSI (Temporary Mobile Subscriber Identity) začasna identiteta naročnika mobilnih 
storitev. 
UDP (User Datagram Protocol) protokol za prenos uporabniških datagramov. 
UE (User Equipment) uporabniška naprava. 
UL (Uplink) smer od uporabnika proti omrežju. 
UMTS (Universal Mobile Telecommunications System) univerzalni mobilni 
telekomunikacijski sistem. 
UPF (User Plane Function) funkcija uporabniške ravni. 
USB (Universal Serial Bus) univerzalno serijsko vodilo. 
USRP (Universal Software Radio Peripheral) univerzalna programabilna radijska 
periferna naprava. 






Mobilni sistemi so pomembno in zelo hitro razvijajoče se področje. Postopek 
vzpostavitve mobilnega omrežja je do nedavnega veljal za izjemno zahtevnega in 
dragega, ki si ga je lahko privoščila le peščica največjih operaterjev. Z razvojem 
cenovno relativno dostopne, univerzalne strojne opreme skupaj s programsko 
virtualizacijo namenskih elektronskih naprav, je slednje postalo neprimerno bolj 
dostopno in danes omogoča praktično izvajanje nadaljnih raziskav in razvoja  na 
ključnih področjih, med katere sodijo tudi privatna mobilna omrežja. Majhna, 
namenska mobilna omrežja niso uporabna le v zasebni rabi, ampak bodo v prihodnosti 
tudi potrebna, saj je prilagajanje zahtevam posameznih funkcij ključnega pomena za 
delovanje pravega 5G omrežja. Hitro rastoče področje v tehnologiji predstavlja tudi 
virtualizacija. Ta izboljša izrabo razpoložljivih virov, omogoči delitev funkcij v svoje 
sklope, izboljša razširljivost sistemov in hkrati strojno opremo posploši neodvisno od 
proizvajalca, kar med drugim privede do niže cene opreme. Zadnji predstavljen pojem 
je odprtokodnost. Takšna programska koda je brezplačno dostopna vsem in vsakdo jo 
lahko po želji prilagodi svojim kriterijem. Odprtokodna programska oprema pogosto 
tudi dobro deluje, saj sta vpogled in izboljšava dostopna vsem, ne le nekaterim za to 
zadolženim razvijalcem. Žal pa so zaradi neprofitnosti taki projekti velikokrat 
postavljeni na stran, z neznanim končnim rokom in so pogosto tudi slabo 
dokumentirani. 
Namen te magistrske naloge je raziskati, kako lahko s pomočjo prosto dostopnih 
odprtokodnih rešitev vzpostavimo svoje privatno mobilno omrežje. V magistrskem 
delu sta predstavljena postavitev in preizkus odprtokodnih mobilnih jeder četrte (4G) 
in pete (5G) generacije mobilnih sistemov. Prvi del opisuje delovanje mobilnih jeder 
4G in 5G, potek izmenjave sporočil ob priključitvi mobilne naprave na omrežje in 
predstavi nekaj pomembnih sporočil, ki so kasneje prikazana v praktičnem delu. V 
nadaljevanju je predstavljen pomen virtualizacije in kako jo lahko uporabimo pri 
nadaljnjem razvoju mobilnih sistemov. 
Povzetek 14 
 
Drugi, praktični del naloge predstavi tri trenutno vodilne izvedbe odprtokodnih 
mobilnih jeder, NextEPC, srsEPC in Free5GC. Na osnovi izvedenih in predstavljenih 
testiranj primerja njihove ključne lastnosti, zmogljivosti, pomanjkljivosti, možnosti in 
postopke namestitve ter nadaljnje uporabe, prikazan je zajem paketnega prenosa 
podatkov ob vzpostavitvi zveze in dostopanju uporabniške naprave do spleta. Postopek 
namestitve jeder je podrobno opisan. Uspešna namestitev in delovanje sta prepoznana 
z možnostjo dostopa mobilne naprave do spleta, ki je bil pri vseh mogoč. Med glavne 
ugotovitve tega dela med drugimi sodi območje različne uporabe jeder. SrsEPC kot 
preprosto, energijsko varčno jedro, NextEPC kot zmogljivo 4G jedro, primerno za 
resno uporabo, in Free5GC kot mobilno jedro z zgodnjo podporo nekaterim (visoko 
hitrostnim) 5G funkcijam. V nadaljevanju so predstavljene tehnične, programske in 
druge ovire, na katere sem, avtor tega dela, naletel. Glavne ovire predstavljajo 
neprimerna različica operacijskega sistema ali sistemskega jedra, napačna različica 
nameščenega programskega jezika (Go v primeru Free5GC), manjkajoče knjižnice, 
certifikati in datoteke. 
Zaključno poglavje potrdi želeno domnevo o možnosti izgradnje učinkovitega 
zasebnega mobilnega omrežja kakor tudi ločevanja funkcij komercialnega mobilnega 
omrežja za doseganje potreb mobilnih sistemov naslednjih generacij. Programska 
oprema preizkušenih jeder in testnega orodja se dnevno posodablja. Preizkušeni 
mobilni jedri 4G delujeta dobro, nadaljnji razvoj bi lahko potekal v smeri dodatnih 
funkcij, kot sta denimo kontrola kakovosti storitve pri jedru srsEPC in njeno sprotno 
prilagajanje pri NextEPC. Free5GC trenutno vsebuje tri glavne elemente jedra 5G, 
vendar celotni sistem še ni dokončan. Ocenjujem, da bi lahko prihodnje meritve še 
izboljšali s fizično bazno postajo in pravimi uporabniškimi napravami, povezanimi na 
preizkušano mobilno jedro ali z uporabo novejše simulacijske programske opreme. 
 
 
Ključne besede: mobilno omrežje, 4G, 5G, virtualizacija, mobilno jedro, 






Mobile systems are an important and very rapidly evolving field. Until recently, 
the process of setting up a mobile network was considered to be extremely demanding 
and expensive, which only a handful of the largest operators could afford. With the 
development of relatively affordable, universal hardware together with software 
virtualization of dedicated electronic devices, the latter has become more accessible 
and today enables the practical implementation for further research and development 
in key areas, including private mobile networks. Small, dedicated mobile networks are 
not only useful for private use, but will also be needed in the future, as adapting to the 
requirements of individual functions is crucial for the operation of a true 5G network. 
A rapidly growing field in technology is also virtualization. This improves the use of 
available resources, enables the division of functions into its assemblies, improves the 
scalability of systems and at the same time generalises hardware independently of the 
manufacturer, which also leads to lower final equipment prices. The last concept 
presented is open source. Such program code is available to everyone free of charge 
and anyone can adjust it to their own criteria. Open source software often also works 
well, as insight and enhancement is available to anyone, not only to certain developers. 
Unfortunately, due to non-profit, such projects are often set aside, with an unknown 
deadline, and are often poorly documented. The purpose of this master's thesis is to 
explore how we can set up our private mobile network with the help of freely available 
open source solutions. The master's thesis presents the installation and testing of open 
source mobile cores of the fourth (4G) and fifth (5G) generation of mobile systems. 
The first part describes the operation of 4G and 5G mobile cores, the process of 
exchanging messages when connecting a mobile device to the network and presents 
some important messages, which are later shown in the practical part. The importance 
of virtualization and how it can be used in the further development of mobile systems 
is presented. 
The second, practical part of the thesis presents the three currently leading 
implementations of open source mobile cores, NextEPC, srsEPC and Free5GC. Based 
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on the performed and presented tests, it compares their key properties, capabilities, 
shortcomings, possibilities and procedures of installation and further use, shows the 
capture of packet data transmission when establishing a connection and access of the 
user device to the Internet. The process of installing the cores is described in detail. 
Successful installation and operation are recognized by the ability of the mobile device 
to access the Internet, which was possible for all tested cores. Among the main findings 
are, among others, the area of different uses of cores. SrsEPC as a simple, energy-
saving core, NextEPC as a powerful 4G core suitable for serious use, and Free5GC as 
a mobile core with early support for some (high-speed) 5G features. The following are 
technical, software and other obstacles that I, the author of this work, encountered. 
Major obstacles include an inappropriate version of the operating system or system 
kernel, an incorrect version of the installed programming language (Go in the case of 
Free5GC), missing libraries, certificates, and files. 
The concluding chapter confirms the desired assumption about the possibility of 
building an efficient private mobile network as well as separating the functions of the 
commercial mobile network to meet the needs of next generation mobile systems. The 
software of tested cores and test tools is updated daily. Tested 4G mobile cores work 
well, further development could take place in the direction of additional features e.g. 
quality control of the srsEPC kernel and its real-time adjustment at NextEPC. Free5GC 
currently contains three main elements of the 5G core, but the entire system is not yet 
complete. In the future, the measurements could be improved with a physical base 
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V današnjem svetu, v katerem s pomočjo mobilnih telefonov do informacij lahko 
dostopamo praktično kjer koli in kadar koli, si življenja brez njih skoraj ne moremo 
več zamisliti. Mobilna omrežja se nenehno razvijajo, da ugodijo zahtevam po hitri in 
odzivni brezžični povezavi v svetovni splet. Število zakupljenih minut telefonskih 
klicev ter poslanih sporočil (angl. SMS – Short Message Service) za uporabnika že 
vrsto let ni več ključnega pomena pri izbiri osebne naročniške vezave; prednostna je 
namreč količina paketnega prenosa podatkov. 
 Glavne prelomnice med mobilnimi tehnologijami označujemo z generacijami 
(angl. G – Generation). V času pisanja tega dela je v množični rabi tehnologija četrte 
generacije (angl. 4G – Fourth Generation), nadaljnji razvoj pa je pretežno usmerjen v 
naslednjo, peto generacijo mobilnih omrežij, 5G. 
S standardizacijo in razvojem mobilnih omrežij se predvsem ukvarja skupina, 
imenovana partnerski projekt tretje generacije (angl. 3GPP – 3rd Generation 
Partnership Project). V osmi izdaji letnih dokumentov (angl. Release 8 ali Rel-8) je bil 
opredeljen prestop na popolnoma paketno omrežje na osnovi internetnega protokola 
(angl. IP – Internet Protocol), ki je vodil do sistema 4G in predstavlja sistemsko 
arhitekturno evolucijo (angl. SAE – System Architecture Evolution). Prehod na 
omrežje pete generacije se je začel s 15. [26] izdajo letnih dokumentov. Trenutno je  
aktualna izdaja 16. [27], kmalu bo izdana 17. [28] in čeprav so zahteve omrežja že 
dolgo znane, vse specifikacije zanj še niso končane. 
Večina si nas prihod nove generacije mobilnih omrežij predstavlja kot novo 
omrežje z višjo prenosno hitrostjo in nižjimi zakasnitvami, kar seveda drži, v primeru 
pete generacije pa le-to ni dovolj. Poleg omenjenih lastnosti je pomembna še tretja; 
velika prilagodljivost zahtevam. To lastnost je potrebno upoštevati, saj mobilna 
omrežja ne bodo služila le uporabnikom in s tem osebnim mobilnim napravam, ampak 
tudi vse več samostojnim napravam v omrežju in njihovi medsebojni komunikaciji 
(angl. M2M – Machine to machine). Kot skrajni primer si lahko predstavljamo 
elektronski senzor (temperature, vlage, svetlobe itn.) na oddaljeni in nedostopni 
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lokaciji. Prenosna hitrost in zakasnitev tukaj ne predstavljata bistvenih lastnosti 
komunikacije, med katere pa gotovo prištevamo porabo energije. Kot primer nasprotne 
strani si lahko predstavljamo samovozeč avtomobil, pri katerem so nizke zakasnitve 
ključnega pomena, visoka poraba energije pa ni problematična. Mobilna omrežja 
naslednjih generacij bodo potrebna tudi v gospodarskem sektorju, saj podjetja za 
uspešno delovanje potrebujejo zanesljivo in zmogljivo komunikacijsko omrežje. Ta bi 
zaradi svoje brezžične narave bila na voljo tudi na krajih z nezadostno statično 
internetno povezavo.  Za vzpostavitev masovnega interneta stvari (angl. IoT – Internet 
of Things) je torej omrežne funkcije potrebno razdeliti in ustvariti manjše dele omrežij 
z različnimi lastnostmi delovanja. 
Pred leti je bil razvoj novih tehnologij omejen z zmogljivostjo razpoložljive 
strojne opreme. V nekaterih primerih to še velja, v velikem delu pa je strojna oprema 
napredovala do te mere, da močno prekaša potrebe aplikacij oz. funkcij, ki na njej 
delujejo. Danes se vse več namenskih elektronskih naprav uspešno realizira v obliki 
programske opreme. Med spletnimi strežniki že nekaj let uspešno delujejo take 
izvedbe, saj je s tem njihovo upravljanje močno olajšano ter izraba razpoložljivih virov 
bolj prilagojena potrebam. Virtualizacija mobilnih jeder je v tem pogledu bolj 
zahtevna, saj ne ustvarjamo le manjših, bolj prilagojenih različic obstoječega sistema, 
ampak več namenskih elektronskih naprav, ki morajo navzven delovati natanko 
takokot njihove fizične izvedbe. Preizkus virtualiziranih mobilnih jeder je glavna ideja 
tega dela, zato so postopek, prednosti in slabosti postopka virtualizacije podrobneje 
predstavljeni v poglavju 4. 
Mobilna jedra, ki jih preučujemo v tem delu, so odprtokodna. To ne pomeni le, 
da je programska koda brezplačna, temveč je tudi popolnoma javna. Odprtokodna 
programska oprema je pogosto posledica nekaterih dobrih idej razvijalca, ki jih nato 
navadno uresniči med svojim prostim časom. Ker to delo ni dobičkonosno, ni pravega 
zagotovila, da se bo razvoj programske opreme uspešno izvedel in kako bo 
dokumentiran. Veliko dobre odprtokodne programske opreme obstaja, kjer se je razvoj 
hitro prenehal ali pa so jo želeli komercializirati in niso uspeli. Kljub temu je 
odprtokodna programska oprema pomembna, saj omogoči nadaljnji razvoj vsakomur, 
ki ga področje zanima in ima morebitne ideje za izboljšave. Ker taka oprema nima 
prvotne cene in deluje na standardizirani strojni opremi, je privlačna tako za 
raziskovalne in razvojne orgaizacije kot tudi za raznolika podjetja. Ta lahko razvoj 
nadaljujejo z več razpoložljivimi viri in opremo prilagodijo svojim potrebam ter jo 
izboljšajo. Ponudniki mobilnih storitev bi kmalu lahko prešli na uporabo odprtokodnih 
mobilnih jeder, saj se zahteve prihajajočih mobilnih omrežij stalno večajo. 
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Jedra mobilnih omrežij so s prihodom četrte generacije (4G) celotno osnovana 
na paketnem prenosu podatkov. V tej generaciji jih imenujemo razvita paketna jedra 
(angl. EPC – Evolved Packet Core). EPC je pravzaprav sistem več fizičnih namenskih 
omrežnih naprav, katerih naloge so točno definirane. Z razvojem moderne tehnologije 
(zmogljiva standardna strojna oprema, izboljšave virtualizacijskih tehnik) lahko tudi 
ta uspešno uresničimo v obliki programske opreme, kar prinese vrsto prednosti in je 
hkrati bistvenega pomena za delovanje 5G storitvene arhitekture (angl. SBA – Service-
Based Architecture). SBA je modularni tip arhitekture, pri katerem različne omrežne 
aplikacije predstavljajo svojo ločeno storitev, ki jo omrežju preprosto lahko dodamo, 
ne glede na njihovega proizvajalca. To naredi sistem bolj razširljiv in učinkovit pri 
dodeljevanju jedrnih in radijskih virov posamezni storitvi. Modularnost lahko 
dosežemo z virtualizacijo posameznih omrežnih funkcij in je nujna za doseganje ene 
izmed glavnih lastnosti omrežja 5G, visoke prilagodljivosti zahtevam. V pravem 
omrežju 5G bo zaradi te prilagodljivosti zahtevam število mobilnih jeder z različnimi 
načini delovanja verjetno močno naraslo, kar predstavlja tudi motivacijo za 
raziskovanje na tem področju. Mobilno jedro 5G je natančneje predstavljeno v 
poglavju 2.2, virtualizacija omrežnih funkcij, s katero omogočimo modularno 
arhitekturo, pa v poglavju 4.1. 
Namen tega dela je raziskati delovanje mobilnih jeder, natančneje posameznih 
omrežnih elementov, ter preučiti, kako jih lahko virtualiziramo in ugotoviti, kaj s tem 
pridobimo ali izgubimo. V nadaljevanju naloge zato predstavim nekaj odprtokodnih 
implementacij mobilnih jeder (poglavje 4), jih preizkusim (poglavja 4.3, 4.4 in 4.5), 
med seboj primerjam, ugotovim njihove prednosti in slabosti ter kako se razlikujejo 
od svojih fizičnih izvedb (poglavje 4.6). Glede na rezultate preizkusa nato podam 
uvrstitev posameznih jeder med primerna območja uporabe (poglavje 4.6) in prestavim 







2 Arhitektura paketnih mobilnih sistemov 
Mobilne sisteme lahko delimo na dva glavna dela, kot je prikazano sliki 1. 
Radijski oz. dostopovni del, ki skrbi za brezžično povezovanje uporabniških naprav 
(angl. UE – User Equipment) do baznih postaj oz. drugih dostopnih točk, ter jedrni 
del, ki skrbi za vzpostavitev sej, preverjanje uporabnikov, služi kot prehod do 
svetovnega spleta itn. 
Z vsako novo generacijo mobilnih sistemov se njihova arhitektura pričakovano 
spremeni. Kot uporabniki mobilnih telefonov večkrat slišimo pojme, kot so dolgoročni 
razvoj (angl. LTE – Long Term Evolution), 4G, 5G in s tem povezane nove mobilne 
naprave, ki so zmožne delovanja v teh omrežjih. Očitno je, da se radijsko dostopovno 
omrežje (angl. RAN – Radio Access Network) spreminja do te mere, da naše stare 
naprave fizično niso več zmožne vzpostaviti povezave in delovanja v njih. Radijski 
del mobilnih sistemov ima sam po sebi veliko omejitev, kot so poraba energije, širjenje 
in kakovost signala, razdalja med napravami, število uporabnikov, naravne ter umetne 
lokacijske ovire itn.  
O jedrnem delu mobilnih sistemov redko kdaj slišimo, saj spada celotno v 
območje operaterskega omrežja in v očeh povprečnega uporabnika ne igra pomembne 
vloge, s katero bi morali biti seznanjeni. Ker je ta del sistema statično povezan do 
baznih postaj, ima tudi precej manj omejitev kot radijski del. Dostop do potrebne 
električne energije je stalno omogočen in prostorskih omejitev praktično ni. Navadno 
so hrbtenične povezave baznih postaj izvedene v obliki optičnih vlaken, kjer drugače 
ni mogoče, pridejo v poštev pa tudi ozko usmerjene mikrovalovne radijske zveze z 
direktno vidljivostjo (angl. LOS – Line of Sight). 
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Slika 1: Elementi EPS. 
[7] 
 
Na sliki 1 so prikazani omrežni elementi razvitega paketnega mobilnega sistema 
(angl. EPS – Evolved Packet System), s katerim označujemo celotno omrežje četrte 
generacije. Prikazane so povezave oz. vmesniki med elementi ter ločitev radijskega in 
jedrnega dela. Na skrajni levi je uporabnik oz. uporabniška naprava (UE), brezžično 
povezana z baznimi postajami oz. takoimenovanimi "eNodeB" oz. okrajšano "eNB", 
ki jih kot skupino imenujemo razvito univerzalno zemeljsko radijsko dostopovno 
omrežje (angl. E-UTRAN – Evolved Universal Terrestrial Radio Access Network). To 
je s prej omenjenimi optičnimi oz. mikrovalovnimi zvezani povezano z jedrnim delom 
EPC, ki bo podrobneje predstavljen v naslednjih poglavjih. 
2.1 Elementi paketnega jedra 
Razvito paketno jedro za delovanje potrebuje štiri glavne elemente, ki pa v 
praktičnih izvedbah navadno vključujejo še dodatni element oz. strežnik. Ta vsebuje 
podatke o finančnem stanju in dovoljenju za dostop do storitev posameznih 
uporabnikov in določa parametre kakovosti storitve (angl. QoS – Quality of Service). 
Glavni elementi EPC so: 
- Entiteta za upravljanje mobilnosti (angl. MME – Mobility Management 
Entity).  
- Strežnik domačih naročnikov (angl. HSS – Home Subscriber Server). 
- Strežni prehod (angl. S-GW – Serving Gateway). 
- Prehod paketnega podatkovnega omrežja (angl. P-GW oz. PDN-GW – 
Packet Data Network Gateway). 
- Strežnik s funkcijo kontrole politik in zaračunavanja (angl. PCRF – Policy 
and Charging Rules Function) 
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2.1.1 Entiteta za upravljanje mobilnosti 
Čeprav bazne postaje (eNB) samodejno upravljajo z uporabniki in njihovimi 
pripadajočimi radijskimi nosilci, ko so le-ti vzpostavljeni, glavni nadzor nad 
uporabniki poteka centralizirano v jedrnem delu omrežja. To je potrebno, saj mora 
obstajati skupna točka, skozi katero poteka podatkovni promet med uporabnikom in 
svetovnim spletom. Poleg tega je potrebna centralna podatkovna baza uporabnikov 
mobilnega omrežja, ki mora biti dostopna kjer koli znotraj domačega in, v primeru 
gostovanja, tujega omrežja. Omrežni element, zadolžen za izmenjavo vseh 
signalizacijskih sporočil med bazno postajo in mobilnim jedrom ter med uporabniki in 
mobilnim jedrom, je entiteta za upravljanje mobilnosti. MME je pravzaprav glavni 
kontrolni element omrežja. V večjih omrežjih je navadno več teh elementov in so pri 
vzpostavitvi povezave z uporabniško napravo (UE) izbrane glede na njihovo 
geografsko lego ter trenutno količino prometa. Ker MME ni vključen v opravke 
radijskih vmesnikov, se izmenjana signalizacija s tem delom omrežja imenuje 
signalizacija po nedostopnem sloju (angl. NAS – Non-access Stratum). Glavne naloge 
entitete za upravljanje mobilnosti so: 
- Preverjanje pristnosti. Ob prvotni vzpostavitvi povezave uporabnika z 
omrežjem postaja eNB preko vmesnika S1 posreduje overitvene informacije 
do entitete MME. Ta nato zahteva overitvene informacije s strežnika HSS in 
jih med seboj primerja. V primeru ujemanja uporabnika uspešno potrdi in 
pošlje šifrirne ključe do bazne postaje (eNB), da se nadaljnji prenos 
signalizacijskih in podatkovnih sporočil med postajo in uporabnikom lahko 
zaščiti oz. šifrira. 
- Vzpostavitev nosilcev. Sam MME ni direktno vključen v izmenjavo 
uporabniških paketnih podatkov med mobilno napravo in svetovnim 
spletom. Njegova naloga je komunicirati z drugimi elementi v mobilnem 
jedru in določiti potrebne elemente za vzpostavitev seje in ohranjanje željene 
storitve v obliki IP tunela med bazno postajo in internetnim prehodom. 
Različne storitve lahko zahtevajo različne internetne prehode. Naloga MME 
je izbira pravilnega, v primeru da jih je na voljo več. 
- Upravljanje mobilnosti NAS sloja. Ko mobilna naprava (UE) nekaj časa ni 
aktivna (tipične vrednosti so med 10 in 30 sekundami), se vmesnik zračne 
povezave ter radijski viri sprostijo. Naprava je nato prosta gibanja med 
različnimi baznimi postajami znotraj istega območja sledenja (angl. TA – 
Tracking Area), ne da bi o tem obvestila omrežje. S tem  se prihrani na 
energiji (bateriji v napravi) ter količini signalizacijskih podatkov znotraj 
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omrežja. Če s spleta prispejo novi podatki, naslovljeni na tako napravo v 
mirovanju, MME pošlje pozivna sporočila vsem baznim postajam v 
trenutnem območju sledenja mobilne naprave. Ko se naprava na poziv 
odzove, se nosilci zveze ponovno vzpostavijo. 
- Podpora izročanju zvez. Vmesnik X2 omogoča izročanje zvez neposredno 
med dvema baznima postajama. Če ta ni na voljo, je naloga MME, da 
posreduje izročitvena sporočila med njima. Poleg tega je zadolžen za 
prilagajanje podatkovnega IP tunela, če po izročitvi drugi omrežni elementi 
postanejo bolj primerni za zagotavljanje željenih storitev. 
- Sodelovanje z drugimi radijskimi omrežji. Ko mobilna naprava doseže 
limit dosega LTE omrežja, lahko bazna postaja eNB določi izročitev 
mobilnem omrežju druge generacije (angl. GSM – Global System for Mobile 
communications), univerzalnem mobilnem telekomunikacijskem sistemu 
(angl. UMTS – Universal Mobile Telecommunications System) oz. drugi, 
bolj primerni celici. V obeh primerih je MME glavni kontrolni element, ki 
se sporazumeva z omrežnimi elementi GSM ali UMTS omrežja v času te 
operacije. 
- Podpora tekstovnim sporočilom ter klicem. LTE je prvo izključno IP 
omrežje. Klasične storitve, kot so glasovni klici in kratka tekstovna sporočila 
(SMS), so bila del GSM in UMTS tokokrogih jedrnih omrežij in jih zato ni 
tako preprosto prenesti v IP omrežja LTE. MME je element z dostopom do 
teh starejših omrežij preko vmesnika SGs. 
Naziv entitete za upravljanje mobilnosti se je obdržal kljub temu, da v resnici 
skrbi za več nalog, ne le teh, povezanih z mobilnostjo. MME od uporabniških naprav 
pridobi lokacijske podatke in jih zabeleži. Te podatke kasneje potrebuje za pozivanje 
UE (znotraj zadnje zabeležene lokacije), ko ta preide v stanje mirovanja. Ker 
uporabniki stalno prehajamo iz enega območja v drugega, večkrat preidemo iz 
območja pokritosti ene celice v drugo, pogosto pa tudi izven območja našega 
primarnega strežnika MME. Ko je določen nov MME, navadno zaradi spremembe 
lokacije ali razporejanja obremenitve, ta kontaktira star MME, z namenom pridobitve 
podatkov o mednarodni mobilni naročniški identiteti (angl. IMSI – International 
Mobile Subscriber Identity), varnostnih informacijah (overjanju) ter aktivnih nosilcih 
zveze (P-GW, kvaliteta storitve). Naloga novega strežnika MME je, da prekine 
registracijo na starem, ko uporabnik preide izven dosega prvega oz. v omrežje drugega 
operaterja. 
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2.1.2 Strežni prehod 
Prehod S-GW deluje kot usmerjevalnik prometa. Zadolžen je za upravljanje 
podatkovnih tunelov med baznimi postajami in prehodom paketnega omrežja (PDN-
GW), ki je usmerjevalni prehod do svetovnega spleta. Ena bazna postaja je lahko 
povezana z več prehodi S-GW in obratno, uporabniški napravi (UE) je pa omogočena 
sočasna povezava le z enim S-GW. Zaradi te lastnosti je S-GW tudi točka, na kateri je 
najlažje dostopno legalno prestrezanje uporabnikovega prometa. Na sliki 1 sta 
predstavljeni bazni postaji, med seboj povezani z vmesnikom X2, ki omogoča 
izročanje zvez (angl. handover) neposredno med postajami eNB. V nasprotnem 
primeru je to naloga S-GW, ki poleg izročitev znotraj omrežja 4G omogoča tudi 
prehode med drugimi tipi 3GPP dostopnih omrežij (2G, 3G). Ko je UE v stanju 
mirovanja, S-GW služi tudi kot medpomnilnik podatkov v smeri proti uporabniku 
(angl. DL – Downlink), dokler se naprava ne vrne nazaj v aktivno stanje in je sposobna 
prejema teh podatkov. 
2.1.3 Prehod paketnega podatkovnega omrežja 
PDN-GW oz. P-GW predstavlja stik mobilnih z zunanjimi omrežji. Vrat P-GW 
je v omrežju več in se med seboj ločijo po imenih dostopnih točk (angl. APN – Access 
Point Name) ter storitev, ki jih omogočajo. Nekateri operaterji preko paketnega 
prehoda (z uporabo šifrirnih tunelov) omogočajo povezavo do intranetov večjih firm, 
kar omogoči zaposlenim osebam direktni dostop do njihovih privatnih omrežij. 
P-GW je zadolžen tudi za dodeljevanje IP naslovov mobilnim napravam. Ko se 
naprava ob vklopu poveže na omrežje, eNB kontaktira MME, ki nato overi uporabnika 
in zanj oz. za napravo (UE) zahteva IP naslov, ki ga dodeli P-GW. Ta naslov je nato 
preko MME posredovan uporabniku. P-GW je prav tako zadolžen za uveljavljanje 
QoS parametrov, kar pomeni, da lahko določa pasovno širino uporabniške seje, 
prioriteto prometa itn. Glede na željene storitve in njihova zahtevana omrežja je ena 
uporabniška naprava lahko povezana na več vrat P-GW hkrati. Več IP naslovov je 
potrebnih na primer pri glasovnih klicih znotraj LTE (angl. VoLTE – Voice Over 
LTE). Naprava mora v tem primeru biti povezana do interneta in do ustreznega 
operaterjevega internega omrežja, za dostop do IP multimedijskega podsistema (angl. 
IMS – IP Multimedia Subsystem). Na nivoju operacijskega sistema mobilne naprave, 
sta ti dve povezavi do interneta ter internega omrežja z dostopom do multimedijskega 
podsistema predstavljena kot dva neodvisna mrežna vmesnika. 
Zaradi pomanjkanja IPv4 naslovov, večina operaterjev določi lokalne naslove IP 
in uporabi preslikavo omrežnih naslovov (angl. NAT – Network Address Translation). 
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Postopek je podoben tistemu v domačih omrežjih, kjer so vsi lokalni naslovi 
predstavljeni z enim globalnim. Slabost tega je, da aktivne storitve na napravah niso 
dostopne iz zunanjih virov, ker NAT shema zahteva vzpostavitev povezave le z 
lokalnih IP naslovov. Le takrat se lahko ustvarijo preslikave med lokalnim naslovom 
IP in TCP ali UDP vrati ter zunanjim naslovom IP in TCP ali UDP vrati. Prednost 
sistema NAT je v tem, da so zlonamerni poizkusi vzpostavitve povezave, na primer 
virusi, ki testirajo omrežja za ranljive uporabnike oz. podatke, namenjene tem 
uporabnikom, zavrženi že na vratih P-GW. To ne le da do neke mere zaščiti mobilne 
uporabnike, ampak tudi pripomore k varčevanju energije mobilnih naprav, saj 
zlonamerni paketni promet ni zmožen obdržati energijsko potratne povezave zračnega 
vmesnika, če se v tistem trenutku ne prenaša noben drug promet. 
P-GW ima pomembno vlogo tudi v primerih gostovanja. Za lahkoten dostop do 
spleta tudi v tem času, vmesniki gostovanja povezujejo LTE, UMTS in GSM jedrna 
omrežja različnih operaterjev (domačih ali tujih) med seboj. S to povezavo je tujemu 
omrežju z namenom overitve omogočeno poizvedovanje o uporabniku znotraj 
njegovega domačega omrežja. Ko je nosilec, na primer za internetni dostop, 
vzpostavljen, mobilni tunelski protokol (angl. GTP – GPRS Tunneling Protocol) 
vzpostavi tunel med gostujočim S-GW ter domačim P-GW. Postopek je skoraj 
identičen tistemu znotraj domačega omrežja, z najbolj očitno prepoznavno razliko, da 
je vmesnik, ki vodi v tuje omrežje za lažje prepoznavanje, imenovan S8 in ne S5, ki 
povezuje S-GW in P-GW znotraj domačega jedra [povzeto po: M. Sauter, "From GSM 
to LTE-Advanced Pro and 5G: An Introduction to Mobile Networks and Mobile 
Broadband"]. 
Slika 2: LTE gostovanje - domače usmerjeno. 
[1] 
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Na sliki 2 je prikazana shema arhitekture gostovanja. Postavitev v tem primeru 
se imenuje gostovanje z domače usmerjenim prometom (angl. Home Routed Traffic). 
Mobilno jedrno omrežje je navadno povezano z omrežjem, namenjenim izmenjevanju 
gostovanja (angl. IPX – IP Roaming Exchange), ki je privatno IP omrežje ločeno od 
svetovnega spleta. Pri domače usmerjeni postavitvi gostujoči mobilni napravi služi 
prehod S-GW znotraj tujega omrežja, preko katerega so vsi uporabnikovi podatki 
posredovani po vmesniku S8 vse do domačega prehoda P-GW in šele nato naprej do 
interneta. To bolj obremeni omrežje kot celoto in zniža odzivnost ter hitrost storitev, 
ampak je kljub temu bolj pogost in iz varnostnih razlogov bolj primeren način 
gostovanja, saj vsi občutljivi podatki, ki se uporabljajo v postopku overitve 
uporabnika, naročnin in zaračunavanja storitev, ostanejo znotraj domačega omrežja. 
Nadomestni način gostovanja se imenuje lokalni izhod (angl. Local Breakout), pri 
katerem gostujočemu uporabniku služi prehod P-GW znotraj gostujočega omrežja. V 
tem primeru se informacije o uporabniku, o zakupljenih storitvah, parametri QoS itn. 
prenesejo iz domačega strežnika s funkcijo kontrole politik in zaračunavanja (PCRF) 
do gostujočega preko vmesnika S9. Prednost te arhitekture so hitrejše ter bolj odzivne 
storitve, saj uporabnikovih podatkov ni potrebno usmeriti nazaj do domačega omrežja. 
Kljub temu prednosti ne odtehtajo tveganj, arhitektura lokalnega izhoda ni v množični 
rabi in ostaja večinoma le v obliki (nadomestnega) standarda. 
2.1.4 Strežnik domačih naročnikov  
EPC si deli podatkovno bazo uporabnikov s starejšimi mobilnimi omrežji, GSM 
in UMTS. V teh se je podatkovna baza imenovala "register domačih naročnikov" 
(angl. HLR – Home Location Register). S prihodom omrežja LTE se je podatkovna 
baza preimenovala v strežnik domačih naročnikov (HSS) in fizično združila z 
registrom HLR prejšnjih generacij. Združitev je pripomogla k učinkovitem in hitrem 
prehajanju med omrežji različnih generacij, saj ima vsak naročnik oz. uporabnik 
omrežja v bazi svoj profil, katerega lastnosti so uporabne pri komunikaciji v vseh 
radijskih dostopovnih omrežjih. HSS je glavna podatkovna baza LTE omrežja in 
opravlja naloge registra domačih naročnikov in overitvenega centra. V njej so zapisani 
vsi naročniški podatki posameznih uporabnikov. Med najpomembnejše statične 
podatke spadajo: 
- Identiteta IMSI, ki unikatno določi posameznega uporabnika. IMSI je 
shranjena le na dveh mestih in sicer v strežniku domačih naročnikov ter na 
modulu naročniške identitete (angl. SIM – Subscriber Identity Module) oz. 
SIM kartice naročnika. Identiteta IMSI vključuje mobilno kodo države (angl. 
MCC – Mobile Country Code) ter kodo mobilnega omrežja (angl. MNC – 
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Mobile Network Code) in je uporabljena v primeru gostovanja v tujini, da 
gostujoče omrežje lahko najde uporabnikovo domače omrežje z namenom 
kontaktiranja HSS. 
- Informacije za preverjanje pristnosti, potrebne za overjanje uporabnika ter 
ustvarjanje šifrirnih ključev na podlagi aktivne seje. 
- Lastnosti tokokrogih storitev. Telefonska številka uporabnika, strokovno 
imenovana številka naročnika mobilnih integriranih storitev digitalnega 
omrežja (angl. MSISDN – Mobile Subscriber Integrated Services Digital 
Network), in storitve, vezane nanjo, kot so kratka tekstovna sporočila SMS 
ter preusmeritve klicev. Te so večinoma v uporabi, ko je uporabnik povezan 
na omrežje GSM ali UMTS. 
- Lastnosti paketnih storitev, kot so imena dostopnih točk (APN), do katerih 
ima uporabnik dostop, ki posledično vplivajo na lastnosti (npr. največji 
pretok)  internetne povezave oz. povezave do drugih omrežij. 
- Posebne informacije za IP multimedijske podsisteme (IMS). 
- Identiteta trenutno aktivnega mobilnega preklopnega centra (angl. MSC – 
Mobile Switching Center), da so tekstovna sporočila in dohodni klici 
pravilno usmerjeni do uporabnika. 
- Identiteta strežnega GPRS podpornega vozlišča (angl. SGSN – Serving 
GPRS Support Node) oz. strežnega MME, če je uporabniški profil 
pripravljen na prehod do mrežnih elementov drugega omrežja. 
Poleg teh so zapisani še začasni podatki o trenutni lokaciji in aktivni storitvi 
vsakega uporabnika, pridobljeni s strani MME. Pri postopku preverjanja pristnosti 
uporabnikov je naloga HSS generiranje overitvenih podatkov, ki jih nato posreduje 
strežniku MME, sam overitveni ključ pa nikoli ni posredovan naprej v omrežje. 
2.1.5 Strežnik s funkcijo kontrole politik in zaračunavanja 
Vsi do zdaj predstavljeni elementi mobilnega jedra so pomembni za omogočanje 
brezžične povezljivosti z uporabnikom. S tehničnega vidika je to dovolj, v praksi so 
pa navadno vključeni še drugi elementi, ki omrežje razširijo z dodatnimi storitvami oz. 
jim olajšajo delovanje. Ker različne storitve in aplikacije zahtevajo različne pasovne 
širine ter zakasnitve in je dostop do njih v operaterjevem omrežju navadno plačljiv, je 
v omrežju navadno prisoten tudi strežnik s funkcijo kontrole politik in zaračunavanja 
(PCRF). Kot že omenjeno v poglavju o prehodu paketnega podatkovnega omrežja, je 
P-GW zadolžen za uveljavljanje parametrov QoS, te pa pridobi od strežnika PCRF. Ta 
v resnici vsebuje oz. je povezan še z drugimi elementi omrežja, od katerih pridobi 
podatke o zakupljenem naročniškem paketu, zahtevah trenutno aktivnih aplikacij, 
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trenutnem stanju v omrežju ter drugih omejitev, postavljenih s strani operaterja. Vse 
to omogoča PCRF ustvarjanje parametrov QoS v realnem času, ki jih posreduje do P-
GW. 
2.1.6 Vmesniki mobilnega jedra 
Na sliki 1 so poleg omrežnih elementov prikazani tudi posamezni vmesniki, ki 
te povezujejo in omogočajo učinkovit prenos podatkov. Primer uporabnosti izbire 
primernega vmesnika (vmesnik X2 med baznimi postajami) je bil že naveden v 
podpoglavju o strežnem prehodu, prav tako so pa pomembne tudi naloge ostalih, v 
fizičnem in v virtualnem sistemu. 
Vmesnik S1 predstavlja hrbtenične povezave med radijskim dostopovnim 
omrežjem in jedrnim delom omrežja. Običajno so to visoko hitrostne povezave v obliki 
optičnih vlaken, možne so pa tudi ozko usmerjene mikrovalovne zveze z direktno 
radijsko vidljivostjo (LoS). Prenosne hitrosti teh povezav so več sto megabitov ali celo 
nekaj gigabitov na sekundo. Vmesnik S1 podpira več povezav iz enega, na več drugih 
elementov (angl. many-to-many). Podobno kot v starejših sistemih je promet po 
vmesniku S1 logično razdeljen na dva dela.  
 
 
Slika 3: Vmesnik S1. Kontrolna raven zgoraj, uporabniška spodaj. 
[12] 
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Na sliki 3 sta prikazani protokolni strukturi vmesnika S1. Kontrolna raven je 
zadolžena za prenos signalizacijskih protokolov med bazno postajo in entiteto za 
upravljanje mobilnosti (MME). Osnovana je na transportnem protokolu za nadzor 
prenosnega toka (angl. SCTP – Stream Control Transmission Protocol) ter internetnem 
protokolu oz. protokolnem skladu SCTP/IP. SCTP vzpostavlja in sprošča nosilce EPS, 
skrbi za zanesljiv prenos podatkov, signalizacijo ob izročitvah zvez ter za postopke 
prenosa in pozivanja po nedostopnem sloju (NAS) oz. sloju med uporabnikom in 
jedrom omrežja. Sestava sporočil na tej ravni je definirana s strani aplikacijskega 
signalizacijskega protokola (angl. S1-AP – S1 Application protocol), ki posamezne 
povezave najprej multipleksira, preden so prenesene naprej s protokolom SCTP. 
Uporabniška raven S1 vmesnika je definirana med bazno postajo in strežnim 
prehodom (S-GW), kjer je zadolžen za prenos uporabniških podatkov. Vmesnik je 
osnovan na protokolu za prenos uporabniških datagramov (angl. UDP – User 
Datagram Protocol) ter internetnem protokolu oz. protokolnem skladu UDP/IP in ne 
zagotavlja brezizgubnega prenosa. Podatki se prenašajo preko več tunelov – odvisno 
od števila nosilcev, ustvarjenih z mobilnim tunelskim protokolom (GTP) [6]. 
Vmesnik S6a s protokolom SCTP omogoča prenos naročniških podatkov in 
signalizacijskih sporočil med MME in HSS. Pristnost uporabnika, naročniških 
informacij ter uporabniške identitete preverja protokol za avtentikacijo, avtorizacijo in 
beleženje (angl. AAA – Authentication, Authorisation, and Accounting) Diameter. 
Vmesnik S11 predstavlja povezavo med MME in S-GW in je eden izmed več-
na-več (angl. many-to-many) vmesnikov, kar pomeni, da je vsak MME lahko hkrati 
povezan na več HSS in obratno. Vmesniška aplikacija S11 sproži naslednje dogodke 
na strani MME [6]: 
- Ustvarjanje in rušenje sej 
- Ustvarjanje in rušenje privzetega nosilca 
- Ustvarjanje in rušenje namenjenega nosilca 
- Dodajanje pravila za ustvarjanje ali posodabljanje namenjenega nosilca 
- Izročitev uporabniških zvez 
- Izročanje na podlagi X2 vmesnika in premestitve S-GW 
- Izročanje na podlagi S1 vmesnika in premestitve S-GW 
S5 in S8 prav tako spadata v "many-to-many" skupino vmesnikov. Omogočata 
tuneliranje in upravljanje tunelov med S-GW in P-GW. Ta lastnost je potrebna v 
primeru mobilnosti UE in posledično menjavi trenutnega strežnega prehoda ter o 
morebitni zahtevi po drugem paketnem prehodu. Glavna razlika med njima je ta, da se 
S5 uporablja znotraj mreže istega operaterja, se pravi povezavo med domačim S-GW 
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in P-GW, S8 je pa uporabljen v primeru gostovanja pri drugem operaterju – povezava 
med tujem S-GW in domačim P-GW. 
Gx vmesnik omogoča prenos QoS politik, pravil zaračunavanja ter funkcij 
izvrševanja polnenja (angl. PCEF – Policy and Charging Enforcement Function) med 
strežnikom PCRF in paketnim prehodom. 
SGi vmesnik je končna točka jedrnega omrežja EPC in povezava do zunanjih 
mrež. Ta omrežja so lahko javna, privatna, operaterjeva, ali namenska operaterjeva za 
določene storitve kot so IP multimedijski podsistemi (IMS). V primeru povezave v 
druga 3GPP omrežja se vmesnik imenjuje Gi. 
2.2 Omrežje pete generacije 
Omrežje LTE je bilo prvotno zasnovano z namenom omogočanja mobilne 
širokopasovne povezave (angl. MBB – Mobile Broadband), ki bi zagotavljalo prenos 
IP paketov z visoko hitrostjo in nizkimi zakasnitvami. V tem pogledu se je omrežje 
LTE izkazalo za zelo uspešno in še danes po številnih krajih v Sloveniji omogoča bolj 
kakovostno povezavo do svetovnega spleta kakor fiksna kabelska omrežja. Čeprav 
LTE svojo nalogo dobro opravlja, so se sčasoma razvile ideje o aplikacijah z zelo 
različnimi zahtevami internetnih povezav. Masovni internet stvari (angl. IoT – Internet 
of Things) bi omogočal komunikacijo med napravami samimi. Navadno sem 
prištevamo naprave, kot so senzorji, kuhinjski pripomočki, osvetlitev, pametne ure, 
kamere itn. Te bi za medsebojno komunikacijo potrebovale zelo nizko pasovno širino, 
brez strogih zahtev po nizkih zakasnitvah. Glavna omejitev teh naprav so navadno 
majhne baterije, iz katerih izhajajo tudi njihove zahteve po energijsko varčnem 
omrežju z dolgimi in energijsko učinkovitimi intervali stanja neaktivnosti. Na drugi 
strani aplikacijskega spektra pa najdemo aplikacije z zelo visokimi zahtevami po hitri 
in odzivni povezavi, še višji od teh, ki jih nudi omrežje LTE. Primera teh so 
samovozeči avtomobili in kirurške operacije na daljavo, pri katerih energijska 
učinkovitost nima pomembne vloge, imajo jo pa nizke zakasnitve. 
Posamezne aplikacije bi tako potrebovala prilagodljivo mobilno omrežje, 
zmožno ugajanju njihovim zahtevam. Razvoj 5G poteka v dveh smereh. Prva je 
usmerjena na novo generacijo zračnih vmesnikov in radijskega omrežja, z imenom 
"nov radio" (angl. NR – New Radio), druga pa na razvoj novega jedrnega omrežja 5G, 
imenovanega "jedrno omrežje naslednje generacije" (angl. NGCN – Next Generation 
Core Network). 
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Radijski del omrežja pete generacije je doživel veliko sprememb, s katerimi je 
zmožen prej omenjenega prilagajanja aplikacijskim zahtevam, vendar v sklopu te 
naloge, tako kot radijski del LTE, ni potreben dodatne pozornosti oz. razumevanja. 
2.2.1 Jedrno omrežje naslednje generacije 
Ker je omrežje 4G že v celoti osnovano na paketnem prenosu podatkov, prehod 
na peto generacijo ne predstavlja zahtevnih sprememb v jedrnem delu omrežja. Kljub 
temu bodo nekatera dostopovna omrežja NR najverjetneje še nekaj let povezana na 
razvito LTE jedro, ker to sovpada z današnjimi pričakovanji po hitri in odzivni 
internetni povezavi. Druge aplikacije 5G, kot so masovni IoT, podpora samovozečim 
vozilom z izjemno nizkimi zakasnitvami, operacije na daljavo itn. bodo potrebovale 
novo, bolj prilagodljivo jedro naslednje generacije, skupaj z napredno radijsko 
tehnologijo in najverjetneje še nekaj let ne bodo zaživele. Uresničenje omrežja s tako 
različnimi zahtevami bo možno z "rezanjem omrežja" (angl. Network Slicing) in 
virtualizacijo omrežnih funkcij (angl. NFV – Network Function Virtualisation). Z 
uporabo virtualnih komponent omrežja lahko ustvarimo posamezne manjše rezine 
jedrnega omrežja, vsako z različno funkcijo oz. podporo posamezni aplikaciji. Vse 
rezine omrežja so nato povezane na isto radijsko dostopovno omrežje, kjer bazna 
postaja (v 5G imenovana gNodeB ali gNB) dodeli različne kapacitete zračnim 
vmesnikom v delu radijskega spektra in prilagodi oddajna ter sprejemna območja, 
glede na zahtevano kakovost storitve (QoS) posameznih aplikacij. 
Sočasno bodo omogočene tudi nekatere bolj vprašljive dejavnosti, ki predstavljajo še 
dodaten izziv na drugih, npr. pravnih področjih. 
Z ločitvijo uporabniške in kontrolne ravni (angl. CUPS – Control and User Plane 
Separation) omogočimo posodobitev obstoječega LTE jedra in naredimo prvi korak k 
pravi 5G arhitekturi. 
Slika 4: Ločitev uporabniške in kontrolne ravni. 
[13] 
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Na sliki 4 je prikazana arhitektura mobilnega sistema po ločitvi CUPS. Strežni 
in paketni prehod (S-GW in P-GW) sta ločena, vsak na dva dela. SGW-C in PGW-C 
funkciji sta zadolženi za vse kontrolne funkcije prehodov in sta upravljani 
centralizirano, SGW-U in PGW-U pa za naloge, ki se tičejo prenosa uporabniških 
podatkov.  
Slika 5: Razširitve posameznih ravni jedrnega omrežja. 
[13] 
 
Ločitev CUPS omogoči preprosto virtualizacijo posameznih funkcij na 
standardizirani strojni opremi in neomejene razširitve obeh ravni posamezno. Na sliki 
5 je prikazana razširitev uporabniške ravni v primeru povečanja prometa, neodvisna 
od obstoječih elementov kontrolne ravni. Prehode uporabniške ravni (GW-U) je 
možno približati radijskemu dostopovnemu omrežju, kar še dodatno zmanjša 
zakasnitve podatkovnega prenosa. Novi 5G oddajniki bodo še vedno zmožni delovati 
in dosegati visoke prenosne hitrosti s prilagojenim jedrom EPC. V nadaljnjih letih bo  
razvoj usmerjen v nova jedrna omrežja, ki bodo zmožna uresničitve prej omenjenih 
aplikacij z zelo prilagodljivimi zahtevami. Primer takega, "pravega 5G" jedrnega 
omrežja, je prikazan na naslednji sliki (6). 
Slika 6: Storitvena arhitektura 5G omrežja. 
[13] 
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Ločitev kontrolne in uporabniške ravni (CUPS) bo razširjena tudi znotraj 
radijskega dostopovnega omrežja, omogočenih bo več poti do različnih storitev in 
večina elementov v omrežju bo virtualizirala kot funkcije v oblaku. Funkcija 
upravljanja dostopa in mobilnosti (angl. AMF – Access and Mobility Management 
Function) bo nadomestila naloge MME, povezane z dostopom in mobilnostjo, vsa 
sporočila v povezavi z vzpostavitvijo in upravljanjem sej (GW-C in del MME), pa 
bodo posredovana funkciji upravljanja sej (angl. SMF - Session Management 
Function). Funkcija uporabniške ravni (angl. UPF – User Plane Function) predstavlja 
razvoj podatkovne ravni. Omogoča decentralizacijo komponent posredovanja prometa 
(PGW-U). To omogoča obdelavo paketov in združevanje prometa bližje robu omrežja, 
kar izboljša učinkovitost, pasovno širino in zmanjša celotni promet po omrežju. 
Kontrolni element funkcije (PGW-C) ostaja v jedru omrežja, kot del funkcije 
upravljanja sej (SMF). 
2.3 Potek vzpostavitve povezave z omrežjem 
V nadaljevanju je predstavljena izmenjava sporočil med uporabniško napravo in 
mobilnim jedrom ob vzpostavitvi povezave. Celoten postopek je za tematiko tega dela 
preobsežen, zato so na kratko predstavljena le nekatera pomembna sporočila, ki se v 
tem času izmenjajo, katere informacije vsebujejo in zakaj so pomembne. Ta sporočila 
so v  nadaljevanju prikazana v poglavju preizkusa delovanja mobilnih jeder (poglavje 
4) z uporabo programskega orodja za zajem paketnega prenosa, skupaj z izmenjanimi 
informacijami. 
Ko mobilno napravo vklopimo, je z vidika vzpostavitve povezave njena prva 
naloga iskanje ustreznega mobilnega omrežja in se vanj prijaviti. Postopek je olajšan 
s pomočjo informacij o SIM kartici naprave, shranjenih v domačem omrežju. Z njimi 
omrežni operater napravi naroči, katero mobilno tehnologijo naj išče najprej in se 
nanjo poveže. Mobilna naprava shrani podatke o zadnji mobilni celici, na katero je bila 
povezana, da postopek vzpostavitve povezave skrajša. Ko napravo vklopimo, lahko 
takoj išče na zadnjem znanem frekvenčnem pasu, z ostalimi znanimi parametri celice. 
Če naprava to isto celico najde, se nanjo poveže veliko hitreje kot z uporabo splošnih 
postopkov iskanja. Če zadnje znane celice ne najde, opravi popolno iskanje. 
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2.3.1 Iskanje celice 
V prvem koraku mobilna naprava izvede iskanje primarnega sinhronizacijskega 
signala (angl. PSS – Primary Synchronisation Signal), ki se oddaja vsakih 5 milisekund 
– dvakrat na okvir zračnega vmesnika. Signal išče po vseh kanalih, vseh podprtih 
frekvenčnih pasov. Ko PSS najde, naprava ostane na istem kanalu in poišče še 
sekundarni sinhronizacijski signal (angl. SSS – Secondary Synchronisation Signal), ki 
je prav tako oddan vsakih 5 milisekund. Vsebina vseh PSS je enaka, med tem ko je 
SSS rahlo spremenjen v vsakem okvirju, kar napravi omogoči prepoznati vzorec in 
najti začetek okvirja. 
Slika 7: Signala PSS in SSS v LTE radijskem okvirju. 
[5] 
 
Komunikacija med mobilno napravo in radijskim oddajnikom, z izjemo 
usmerjenih mikrovalovnih zvez, v večini primerov poteka po več različno dolgih 
poteh. To povzroči sprejem enakega signala ob različnih časih, kar povzroči 
medsimbolno interferenco. Da se tega pojava znebimo, je med signal dodan varnostni 
interval, imenovan ciklična predpona (CP). Ta mora biti vsaj tako dolg kot najdaljša 
časovna razlika med sprejemom signala, ki potuje do sprejemnika po več poteh. Poleg 
tega CP služi kot redundantna informacija o prejšnjem simbolu, kar pripomore pri 
odpravljanju napak. V rabi sta dve različno dolgi CP, glede na okolje in obseg 
delovanja oddajnika. Glede na časovno razliko med sprejemom PSS in SSS, naprava 
ugotovi, kakšno ciklično predpono oddajnik uporablja. 
Mobilna naprava v tem trenutku še ne ve, kakšno pasovno širino sprejeti signal 
zavzema. LTE deluje v pasovnih širinah med 1,4 MHz ter 20 MHz, novejši sistemi kot 
so LTE advanced (LTE-A) pa tudi do 100 MHz. Za lažje prepoznavanje PSS in SSS, 
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se oba nahajata znotraj najožjega dela signala – v pasu 1,4 MHz oz. še bolj natančno, 
zavzemata 1,25 MHz, ne glede na dejansko pasovno širino signala. Iz signalov PSS in 
SSS naprava pridobi tudi fizično identiteto celice (angl. PCI – Physical Cell ID) – 
različno od identitete celice (angl. Cell Identity) na višjih nivojih. PCI je pomemben 
za razločevanje sosednjih celic, ki oddajajo na isti frekvenci. Pogosto se zgodi, še 
posebno na robovih dosega celic, da naprava sprejme signale enakih frekvenc, ki jih 
nato loči na podlagi identitete PCI. 
Poleg PSS in SSS se znotraj osnovne pasovne širine (1,4 MHz) nahaja še fizični 
oddajni kanal (angl. PBCH – Physical Broadcast Channel), ki se ponovi na vsakih 50 
milisekund. PBCH vsebuje glavni podatkovni blok (angl. MIB – Master Information 
Block), v katerem so zapisane najpomembnejše informacije o nastavitvah kanala, 
nujno potrebne za nadaljevanje. Čeprav so podatki v signalu ob ugodnih razmerah 
modulirani z višjimi modulacijskimi redi, je za modulacijo MIB izbrana najnižja 
možna modulacijska shema v omrežju LTE, kvadraturna fazna modulacija (angl. 
QPSK – Quadrature phase-shift keying). Poleg te je za blok MIB poskrbljena močna 
detekcija napak ter dovolj dodatnih informacij za njihovo odpravljanje. Vse to 
omogoča pravilno dekodiranje tudi v zelo slabih razmerah. Celotna pasovna širina 
kanala je prva informacija, ki jo naprava pridobi iz bloka MIB, saj je do tega trenutka 
vse potekalo le znotraj osnovnega pasu (1,4 MHz). Naslednje pridobljene informacije 
so konfiguracija fizičnega hibridnega ARQ (avtomatično ponovno zahtevano 
prenašanje. Angl. ARQ – Automatic Repeat Request) kazalnega kanala (angl. PHICH 
– Physical Hybrid ARQ Indicator Channel) in indeks MIB okvirja – razdeljen je na 4 
dele. Indeks označuje trenutno zaporedno številko ter informacijo koliko anten je 
uporabljenih v celici. 
Ko naprava pridobi vse informacije iz bloka MIB, lahko nadaljuje iskanje 
naslednjega, t.j. bloka sistemskih informacij (angl. SIB – System Information Block). 
Ta se nahaja znotraj skupnega prenosnega kanala v smeri proti uporabniku vsakih 80 
milisekund. Naprava mora v ta namen najprej poiskati sporočilo znotraj fizičnega 
kontrolnega kanala v smeri proti uporabniku (angl. PDCCH – Physical Downlink 
Control Channel), ki oznanuje prisotnost in lokacijo bloka SIB 1. Ko je ta najden in 
dekodiran, naprava pridobi naslednje informacije: 
- MCC in MNC radijske celice. Ta dva parametra sporočita, ali je celica del 
domačega ali tujega omrežja. 
- NAS identifikacija celice (podobno Cell-ID v omrežju GSM, vendar različno 
od PCI). 
- Koda območja sledenja (angl. TAC – Tracking Area Code). 
- Stanje celične zapore – informacija o razpoložljivosti celice. 
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- Minimalna jakost signala, ki je pogoj, da naprava lahko vzpostavi povezavo 
s celico. 
- Razpored ostalih poslanih blokov sistemskih informacij in njihovi intervali 
pošiljanja. 
Na podlagi teh podatkov se naprava odloči, ali bo nadaljevala komunikacijo s 
celico. Pogost primer je ob meji domačega in tujega omrežja. Če mobilna naprava 
začne komunicirati s celico v tujem omrežju, se po prejemu MCC in MNC lahko 
odloči, da s komunikacijo preneha in namesto nje poišče celico znotraj domačega 
omrežja. Če se celica izkaže za primerno, naprava nadaljuje z iskanjem in 
dekodiranjem nadaljnjih sistemskih informacij, tokrat znotraj bloka SIB 2, kot so 
navodila, kako uporabiti naključni dostopovni kanal (angl. RACH – Random Access 
Channel) – edini skupni kanal v smeri proti eNB (angl. UL – Uplink), nastavitve 
skupnih kanalov, časovnikov, zahtevano začetno oddajno moč oddajanja proti eNB in, 
koliko naj se moč zviša ob neuspelem prenosu zahteve. Nadaljnje sistemske 
informacije (pomembne predvsem pri izročitvah) pridejo v poštev, ko je povezava že 
vzpostavljena. Če mobilna naprava ustrezne celice ne najde, začne iskanje na drugih 
kanalih, v drugih frekvenčnih pasovih in drugih mobilnih tehnologijah. 
2.3.2 Vzpostavitev kanala za nadzor radijskih virov 
Ko mobilna naprava zbere vse podatke, potrebne za dostop do omrežja, sproži 
postopek pridružitve. Ta ji dodeli naslov IP, nakar je sposobna pošiljanja in sprejema 
podatkov iz omrežja. V omrežjih starejših generacij je bila mobilna naprava lahko 
povezana brez naslova IP, v omrežju LTE pa to ni več mogoče, saj je celotno omrežje 
osnovano na protokolu IP. 
Postopek mobilna naprava sproži z zahtevo po radijskih virih znotraj kanala 
RACH. Ko postaja eNB zahtevo sprejme, napravi dodeli začasno identiteto radijskega 
celičnega omrežja (angl. C-RNTI – Cell Radio Network Temporary Identity). Ta 
identiteta obstaja na drugem (MAC) nivoju OSI modela in se uporablja pri načrtovanju 
dodeljevanja sporočil, poslanih v kanalu PDCCH. 
V naslednjem koraku mobilna naprava pošlje zahtevo po vzpostavitvi kanala za 
nadzor radijskih virov (angl. RRC – Radio Resource Control), ki omogoči izmenjavo 
kontrolnih sporočil z bazno postajo ter jedrnim omrežjem. Sporočilo (zahteva) vsebuje 
razlog za zahtevo po vzpostavitvi povezave, na primer signalizacije(?) z  izvorom na 
mobilni napravi, in začasno mobilno NAS identiteto, imenovano začasna mobilna 
naročniška identiteta sistemske arhitekturne evolucije (angl. S-TMSI – SAE 
Temporary Mobile Subscriber Identity). Ta identificira mobilno napravo v jedrnem 
omrežju,  natančneje MME. Če je dostop dovoljen – navadno je, razen v primeru 
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preobremenitev omrežja, to odgovori s sporočilom vzpostavitve RRC povezave, 
katero vsebuje dodeljene parametre namenskega signalizacijskega radijskega nosilca 
1 (angl. SRB – Signaling Radio Bearer). Od tega trenutka naprej je SRB-1 uporabljen 
za prenos RRC sporočil. Nosilec SRB-1 je uporabljen tudi za prenos NAS 
signalizacijskih sporočil med mobilno napravo in MME. Ta so enkapsulirana znotraj 
RRC sporočil, ki poleg njih vsebujejo še parametre prvega in drugega sloja (fizični in 
povezavni), kot so nastavitve skupnega UL kanala, nadzor moči v UL smeri, uporaba 
zvenečih referenčnih signalov (angl. SRS – Sounding Reference Signal) v UL smeri 
in kako naj bodo poslane zahteve po razporejanju v UL smeri. [3] 
Mobilna naprava nato odgovori s potrditvijo vzpostavljene RRC povezave. V 
sporočilo vključi informacijo, na kateri MME je bila povezana pred izključitvijo. 
Bazne postaje so v omrežju LTE lahko povezane na več entitet MME sočasno, kar 
izboljša razporeditev uporabnikov/prometa ter nudi redundanco v primeru težav.  Če 
postaja eNB omenjene MME ne prepozna oz. tega podatka od mobilne naprave ne 
prejme, MME izbere sama. 
Slika 8: Vključitev naprave v omrežje - potek sporočil. 
[3] 
 
Znotraj RRC sporočila mobilna naprava vključi tudi dejansko sporočilo z 
zahtevo po vključitvi v omrežje (angl. Attach Request), ki jo postaja eNB posreduje 
do izbrane MME. V sporočilu z zahtevo vključitve je zapisana globalno edinstvena 
začasna identiteta (angl. GUTI – Global Unique Temporary Identity), povezana z 
naročniško identiteto (IMSI). 
Arhitektura paketnih mobilnih sistemov 38 
 
2.3.3 Mednarodna mobilna naročniška identiteta 
Identiteta IMSI je ena najpomembnejših informacij mobilne naprave. Shranjena 
je na modulu naročniške identitete (kartici SIM) in je sestavljena iz dveh delov. 
Identitete domačega javnega mobilnega omrežja (angl. PLMN – Public Land Mobile 
Network) in identitete naročnika mobilnega omrežja (angl. MSIN – Mobile Subscriber 
Identification Number). 
Slika 9: Format IMSI s primerom. 
[8] 
 
PLMN je kombinacija kod MCC in MNC, ki določata državo ter mobilnega 
operaterja, MSIN pa edinstvena koda uporabnika znotraj operaterjevega omrežja. 
IMSI je poleg kartice SIM zapisan še v strežniku domačih naročnikov (HSS) 
skupaj s ključem, ki se uporablja hkrati s kodo IMSI pri postopkih overitve 
uporabnikov. 
2.3.4 Globalno edinstvena začasna identiteta 
Kot že omenjeno, je identiteta IMSI zelo pomemben podatek, s katerim se 
uporabnik predstavi v omrežju. Če je identiteta izpostavljena v javnem radijskem 
omrežju, lahko privede do velikih varnostnih težav. V primeru, da bi nekdo 
(napadalec) prestregel tujo identiteto IMSI, bi se lahko z njo predstavil v omrežju, ki 
bi ga prepoznalo kot drugega uporabnika. Napadalec bi nato lahko prosto uporabljal 
storitve na račun žrtve. To ranljivost se lahko prepreči z overitvijo samih mobilnih 
naprav (edinstveno serijsko številko naprave), obstaja pa poleg nje tudi varnostni 
mehanizem, in sicer ustvarjanje začasnih identitet GUTI. 
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Ko se mobilna naprava (UE) prvič poveže v omrežje, se predstavi z identiteto 
IMSI. Ko je naprava uspešno overjena, ji MME dodeli identiteto GUTI v sporočilu 
potrditve zahteve po vključitvi v omrežje. Naprava si to kodo zapomni in jo od takrat 
naprej uporablja za identifikacijo v omrežju (tudi če se jo izklopi in ponovno vklopi) 
namesto identitete IMSI. Dodeljeno GUTI si zapomni tudi MME, saj napravo 
prepozna po njej. Omrežje (MME) lahko dodeli oz. spremeni identiteto GUTI po 
potrebi, tudi ko je naprava že aktivno povezana v omrežju. Primer tega je pri 
mobilnosti napravi oz. postopku posodabljanja kode sledenja (TAU). 
 
Slika 10: Sestava začasne identitete GUTI. 
[9] 
 
Identiteta GUTI je sestavljena iz 80 bitov in vsebuje kodi MCC ter MNC, 
identifikator MME (MMEI), ki pove, kateri MME je kodo GUTI dodelil, ter začasno 
identiteto naročnika mobilnih storitev znotraj tega MME (angl. TMSI –  Temporary 
Mobile Subscriber Identity). 
2.3.5 Preverjanje pristnosti uporabnika 
Ko je kanal za nadzor radijskih virov (RRC) vzpostavljen in MME prejme 
zahtevo po vključitvi z vsebovano identiteto mobilne naprave GUTI, se sproži 
postopek preverjanja pristnosti uporabnika. Identiteta GUTI omogoči MME vpogled 
v profil mobilne naprave oz. poda informacijo, katera MME je napravi služila prej. 
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Nova MME staro obvesti, da je naprava spremenila lokacijo in od nje pridobi profil 
naročnika storitev. 
V nadaljevanju se preko signalizacijske povezave nadaljuje postopek preverjanja 
pristnosti med omrežjem in mobilno napravo. Medsebojno preverjanje poteka v dveh 
korakih in zagotavlja, da omrežje lahko potrdi identiteto naprave, naprava pa potrdi, 
da je omrežje res pridobilo podatke za preverjanje pristnosti iz strežnika HSS. To 
prepreči napad napadalca v sredini (angl. man-in-the-middle). 
 
Slika 11: Postopek preverjanja pristnosti. 
[9] 
 
Prvi korak poteka preko vmesnika S6a med MME in HSS s protokolom 
Diameter. MME pošlje do strežnika HSS zahtevo po informacijah za preverjanje 
pristnosti (angl. Authentication Information Request). To sporočilo vsebuje dva glavna 
podatka. Identiteto IMSI – če mobilna naprava že vsebuje identiteto GUTI in uporabi 
to za predstavitev v omrežju, lahko MME, ki je to začasno identiteto dodelil, iz nje 
pridobi nazaj IMSI. Drugi podatek, vsebovan v sporočilu, je identiteta strežnega 
omrežja (PLMN ID). Ko HSS zahtevo sprejme, ustvari z uporabo prejetih podatkov 
(glavni LTE ključ, v identiteti IMSI in identiteto strežnega omrežja) vektorje za 
preverjanje pristnosti. Ti vektorji so: 
- RAND: naključno število, ustvarjeno na strani HSS in posredovano mobilni 
napravi (UE), ki jo nato uporabi pri ustvarjanju svojih ključev. 
- AUTN: žeton za preverjanje pristnosti, prav tako ustvarjen na strani HSS in 
posredovan UE. Ko mobilna naprava ustvari svoje vektorje, primerja 
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vrednost prejetega žetona s tem, ki ga je ustvarila sama in tako preveri 
pristnost omrežja. 
- XRES: še ena vrednost, ustvarjena v HSS. MME te vrednosti ne posreduje 
naprej do UE, ampak jo zadrži zase. Kasneje jo primerja z vrednostjo RES, 
poslano s strani UE in z njima preveri pristnost uporabnika. 
- KASME: glavni ključ v dostopovnem omrežju. Ustvarjen s strani HSS in 
posredovan do MME. Zaradi varnostnih razlogov se ključ ne pošlje do UE 
preko radijskega omrežja. MME pošlje le del vektorja (indeks), s katerim UE 
ustvari ključ KASME tako kot HSS. 
LTE zahteva preverjanje pristnosti tako uporabnika kot omrežja. MME pošlje 
vrednosti RAND in AUTN do uporabnika, obdrži pa XRES in KASME. Namesto ključa 
KASME pošlje le indeks, ki zadostuje za njegovo ponovno ustvarjanje. Ko mobilna 
naprava podatke prejme, iz vrednosti AUTN najprej ustvari novo vrednost SQN. Ta ji 
omogoči nadaljevanje postopka in ustvarjanje svojih vektorjev preverjanja pristnosti. 
UE nato primerja vrednost AUTN pridobljen iz omrežja (AUTNHSS) s svojim 
(AUTNUE), če se ujemata, je omrežje preverjeno in UE shrani indeks ključa KASME. 
Nato UE posreduje svojo vrednost RES do MME – vsebovano v sporočilu odgovora 
preverjanja pristnosti (angl. Authentication Response). MME primerja vrednosti RES 
s strani uporabnika in XRES s strani HSS, in končno preveri pristnost uporabnika. 
2.3.6 Zaščita nedostopnega sloja in posodobitev lokacije 
Po končanem postopku preverjanja drug drugega MME izbere algoritme za 
šifriranje in integriteto, ki bodo uporabljeni za zaščito NAS sloja. Iz prej generiranega 
ključa KASME ustvari dva nova ključa: ključ za NAS integriteto (KNASint) in NAS 
šifriranje (KNASenc), ki bosta uporabljena za zaščito sporočil. MME nato pošlje mobilni 
napravi sporočilo z ukazom aktivacije varnostnega načina delovanja (angl. Security 
Mode Command). V sporočilu sta vključena varnostna algoritma, NAS koda pristnosti 
sporočil (angl. MAC – Message Authentication Code) in indeks ključa KASME. Ko UE 
sporočilo prejme, prav tako ustvari dva ključa (šifriranje in integriteta) in opravi 
preverjanje pristnosti prej prejetega sporočila z uporabo ključa KNASint. Če sporočilo 
test prestane, je bil postopek zaščite NAS sloja uspešen, kar vklopi preverjanje 
integritete in, po potrebi, šifriranje vseh sporočil med mobilno napravo in MME. 
Preverjanje integritete zagotavlja, da signalizacijskih sporočil med MME in napravo 
ni možno spreminjati (s strani napadalca). Sporočilo dokončnega varnostnega načina 
(angl. Security Mode Complete) zaključi to izmenjavo in vsa nadaljnja sporočila so 
poslana z dodano kontrolno vsoto ter po potrebi šifrirana. 
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Ko so postopki preverjanja pristnosti ter zaščite NAS sloja končani, MME 
obvesti HSS o uspešnem preverjanju pristnosti uporabnika s sporočilom zahteve 
posodobitve lokacije (angl. Update Location Request). HSS nato uporabnika prijavi  v 
omrežje in zabeleži, kateremu MME pripada. Na sporočilo o posodobitvi lokacije 
odgovori s potrdilnim sporočilom, v katerega vključi naročniške podatke uporabnika 
(dovoljene storitve, APN in QoS), ki jih MME potrebuje za ustvarjanje seje v omrežju. 
2.3.7 Vzpostavitev seje v omrežju 
Ko MME prejme odgovor na sporočilo o posodobitvi lokacije in pridobi 
uporabniške naročniške podatke, začne postopek vzpostavitve seje znotraj jedrnega 
omrežja. Ta privede do ustvaritve tunela, preko katerega bodo pošiljani IP paketi. 
Postopek začne MME s sporočilom z zahtevo o vzpostavitvi seje (angl. Create Session 
Request), ki ga pošlje izbranemu strežnemu prehodu (S-GW). Zaradi razlogov, kot so 
razporejanje prometa, kapacitet in redundanc, MME lahko komunicira z več vrati S-
GW. S-GW nato posreduje sporočilo prehodu paketnega omrežja (P-GW), ki se nahaja 
na robu jedrnega omrežja. P-GW nato iz "bazena naslovov" izbere naslov IP in 
odgovori S-GW s sporočilom "odgovor na vzpostavitev seje" (angl. Create Session 
Response). S-GW to sporočilo posreduje MME, kar omogoči IP tunel med S-GW in 
P-GW. Tunel je potreben, ker v času povezave mobilna naprava lahko menja lokacijo, 
kar lahko privede tudi do menjave trenutnega strežnega prehoda. Z uporabo tunela se 
pakete v LTE omrežju brez težav usmerja, ne da bi uporabniku dodeljevali nov IP 
naslov [1]. 
Postopek vzpostavitve seje je z vidika potrebnega časa izjemno kratek, , dolg le 
nekaj milisekund, z vidika razlage pa precej obsežen in zamuden. Ker je namen tega 
poglavja le prikazati komunikacijo med omrežnimi elementi v enem izmed povsem 
običajnih postopkih, ki se v omrežju pogosto izvršijo, je sam postopek bolj natančno 
prikazan na slikah 12 in 13 s sporočili med elementi omrežja in poslanimi parametri. 




Slika 12: Vzpostavljanje seje v omrežju – 1. del. 
[9] 
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Virtualizacija namenskih elektronskih naprav, kot že omenjeno v prejšnjih 
poglavjih, postaja vse bolj pogosta in željena. Razlogov za to je več, med ključne pa 
zagotovo uvrščamo lažje upravljanje ter boljšo izrabo razpoložljivih virov, tako 
finančnih kot tehnoloških. Strojna oprema osebnih računalnikov je v zadnjem 
desetletju močno napredovala. Zmogljivost procesorjev (angl. CPU – Central 
Processing Unit) ter kapaciteta razpoložljivega spomina sta narasla do te mere, da sta 
večino časa le malo izkoriščena. Podoben razvoj je potekel na strani mrežne opreme 
(spletnih strežnikov), kjer sta procesor in spomin večinoma neizkoriščena, če je 
strežnik uporabljen le za nekaj preprostih opravil. 
 
Slika 14: Primer virtualizacije. 
[11] 
 
Slika 14 prikaže osnovni primer namena virtualizacije. V primeru so 
predstavljeni trije fizični strežniki, vsak s svojo nalogo (e-pošta, spletni strežnik, stare 
aplikacije), pri kateri vsak strežnik porabi le 30% svojih razpoložljivih virov (procesor, 
spomin itn.). Z virtualizacijo lahko strežnik za e-pošto ločimo na dva dela, vsak od 
njiju je zadolžen za svojo nalogo. Tako lahko obdržimo vse storitve z uporabo manj 
strojne opreme. Če bi prvi strežnik namesto na dva dela razdelili na tri, bi nanj lahko 
Virtualizacija 46 
 
prenesli tudi nalogo drugega strežnika. Tako bi prvi bil izrabljen 90%, druga dva 
fizična strežnika pa bi lahko uporabili za kaj drugega oz. bi ju odstranili in s tem 
privarčevali pri stroških hlajenja in upravljanja. 
Z virtualizacijo ustvarimo navidezno okolje, navadno na osebnem računalniku 
ali strežniku, ki za programsko opremo izgleda kot prava strojna oprema. Napredovala 
je že do te mere, da tudi operacijski sistemi, ki v takem okolju delujejo, ne prepoznajo 
razlike med njimi. Program, ki ta navidezna okolja ustvari in jih vodi, se imenuje 
"hypervisor" (beseda izhaja iz angleške besede nadzornik (supervisor) in smiselno 
pomeni "nadzornik nadzornika"). Obstajata dve vrsti teh nadzornih programov, 
predstavljeni sta na naslednji sliki (15). 
 
 
Slika 15: Dva tipa nadzornih programov. 
[10] 
 
Tip 1 deluje direktno na strojni opremi računalnika oz. strežnika, brez predhodno 
naloženega operacijskega sistema. Tip 1 nudi boljšo izolacijo med virtualnimi 
strežniki, zahteva manj procesorske moči in omogoča preprosto dodajanje strojne 
opreme. Zaradi teh prednosti se navadno uporablja pri spletnih strežnikih. 
Tip 2 deluje na predhodno naloženem operacijskem sistemu. Ker je nastavitev 
enostavna in so naloženi virtualni sistemi dobro pregledni, je tip 2 pogost pri uporabi 
v osebne namene. 
Osnovna ideja nadzornika (hipervizorja) je preprosta. Deluje kot programska 
oprema, ki simulira vse komponente računalnika in prepreči dostop vseh programov, 
znotraj navideznega okolja, do dejanske strojne opreme računalnika. Vsakokrat, ko 
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program znotraj navideznega okolja želi izmenjati podatke s pravo strojno opremo 
računalnika, preko procesorskega ukaza, ga procesor prekine in naroči nadzornemu 
programu, naj izvede zahtevo. Preprost primer tega postopka je, ko program znotraj 
navideznega okolja želi prenesti blok podatkov iz delovnega (angl. RAM – Random-
access Memory) v dolgoročni spomin (trdi disk). Namesto procesorja, blok podatkov 
prejme nadzornik, ki ga zapiše v sliko trdega diska znotraj navideznega okolja. 
Vodenje nato prepusti programu, ki je podal ukaz za zapis bloka podatkov. Program 
znotraj navideznega okolja ne ve, da so bili podatki zapisani v sliko trdega diska in 
normalno nadaljuje z delom. Medsebojni odnosi s katero koli drugo strojno opremo, 
kot so grafične, zvočne, mrežne kartice in zunanjo opremo univerzalnega serijskega 
vodila  (angl. USB – Universal Serial Bus), kot so miške, tipkovnice, tiskalniki in 
podobno, delujejo na enak način. CPU prekine program vsakokrat, ko je poklican 
strojni ukaz o pisanju oz. branju podatkov iz fizične strojne opreme in prepusti nalogo 
nadzorniku. 
Slika 16: Operacijski sistem Ubuntu v virtualnem okolju. 
 
Na sliki 16 je prikazan primer računalnika z operacijskim sistemom Windows, 
znotraj katerega je nameščena programska oprema za virtualizacijo (hipervizor) 
imenovana VMware. Ta pripravi virtualno okolje znotraj že delujočega operacijskega 
sistema (OS) z vsemi potrebnimi elementi, v katerega lahko namestimo drug, ločen 
sistem, ki ne prepozna, da pravzaprav deluje znotraj virtualnega in ne pravega okolja. 
V tem primeru je ta operacijski sistem priljubljena, odprtokodna distribucija sistema 
Linux, Ubuntu, ki je uporabljen tudi za nadaljnje preizkuse virtualnih sistemov EPC. 
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Virtualizacija ima poleg že omenjenih prednosti tudi nekaj varnostnih prednosti. 
Programska oprema, ki jo naložimo in zaženemo znotraj virtualnega okolja, ima 
dostop do operacijskega sistema in drugih aplikacij le znotraj tega okolja. Večina 
hipervizorjev ima tudi funkcijo shranjevanja slike sistema (katero lahko kopiramo in 
prenesemo tudi v druga okolja), kar pomeni da vso nadaljnjo uporabo shrani le kot 
spremembe, zapisane v ločeno datoteko. Če nato sistem želimo povrniti v predhodno 
shranjeno stanje, le zbrišemo zapis vseh sprememb. Zaradi teh dveh lastnosti so 
virtualni sistemi tudi idealno okolje za testiranje potencialno nevarnih aplikacij. 
Čeprav virtualizacija zmanjša prvotne stroške nabave opreme, ima tudi sama 
programska oprema, ki virtualizacijo sploh omogoči, navadno neko ceno. Ker je 
oprema ključna za omogočanje storitev in so telekomunikacijski operaterji oz. 
ponudniki storitev večinoma velike ustanove z veliko kapitala, je cena programske 
opreme temu sorazmerna. Vseeno pa nastajajo poleg njih tudi odprtokodne rešitve 
podobne programske opreme in nekaj teh je predstavljenih v tem delu. Poleg  olajšane 
pridobitve odprtokodnih sistemov so ti pogosto tudi bolj zanesljivi, saj na njih lahko 
dela na tisoče drugih, neodvisnih programskih razvijalcev, ki odkrijejo razne 
pomanjkljivosti in napake. Z dobrim vpogledom v kodo programa lahko to tudi 
prilagodimo, glede na ciljno strojno opremo ter druge zahteve. 
V primeru mobilnih sistemov virtualizacija ni le priporočljiva, temveč za 
nadaljnji razvoj nujno potrebna. Mobilnih naprav je vse več, prenosne hitrosti višje, 
fizikalne zakonitosti širjenja radijskih valov v prostoru pa ostajajo enake in če bi z 
našim trenutnim znanjem želeli drastično izboljšati prenosne hitrosti in zakasnitve, 
nimamo na razpolago veliko izbire poleg višanja radijskih frekvenc in ožanja obsega 
delovanja posameznih oddajnikov. Prav to pa je potrebno za delovanje oz. doseg 
standardov omrežja pete generacije. Ponekod se že pojavljajo pojmi kot so "mobilna 
mobilna omrežja" pri katerih ni mobilni del le uporabnik oz. UE, temveč celotno 
omrežje. Ker se tako omrežje da narediti energijsko zelo varčno, bi ga v skrajnem 
primeru, skupaj z nekaj baterijami, lahko prenesli na katerikoli oddaljen kraj na Zemlji 
in vzpostavili začasno mobilno omrežje za vse uporabnike v okolici. Ta bi se verjetno 
izkazala za zelo koristna pri pomoči ob naravnih katastrofah, kjer bi se izgubila 
telekomunikacijska ter energijska infrastruktura. 
3.1 Virtualizacija omrežnih funkcij 
Virtualizacija omrežnih funkcij (NFV) je koncept omrežne arhitekture, v 
katerem z uporabo virtualizacije informacijskih tehnologij ustvarimo celotne gradnike 
omrežij, ki so med seboj preprosto povezani ali sestavljeni in skupaj tvorijo 
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komunikacijske storitve. Za standardizacijo tehnologije je zadolžena evropska 
telekomunikacijska standardizacijska organizacija (angl. ETSI – European 
Telecommunications Standards Institute) [21]. 
Tehnologija NFV naj bi preoblikovala način gradnje omrežij z razvojem 
klasičnih virtualizacijskih tehnologij. Omogoča programsko upodobitev večine 
omrežnih tehnologij, ki nato delujejo na standardizirani strojni opremi – strežnikih. 
Vse omrežne funkcije ter vozlišča naj bi se uspešno virtualizirala, kar bi jim skozi čas 
morali omogočiti tudi standardi. Namesto namenske strojne opreme za vsak element 
omrežja, bi z NFV standardizirali klasično strežniško arhitekturo, v kateri bi se 
razpoložljivost procesorskih in drugih virov preprosto razporejala, kjer je v tistem 
trenutku potrebna. 
V mobilnih omrežjih še vedno prevladuje lastniška namenska strojna oprema 
različnih proizvajalcev. Ločitev strojne in programske opreme omogoči tudi večjo 
izbiro pri nakupu opreme (strojno od enega, programsko od drugega proizvajalca). 
Glavna prednost tega je, da so klasične strežniške arhitekture, ki služijo kot strojna 
oprema NFC, masovno proizvedene z močno konkurenco med proizvajalci ali z 
drugimi besedami, oprema je precej cenejša. 
Z NFV omrežja naredimo bolj preprosta in prilagodljiva razmeram. Slednja 
lastnost močno izboljša učinkovitost omrežja pri vsakodnevni uporabi, hkrati pa 
omogoča prilagoditev nepričakovanim razmeram, kot so naravne katastrofe, kjer 
zahteva po storitvi glasovnega klica zelo poraste, ne da bi se popolnoma zanašala na 
klasične mehanizme za nadzor prometa – blokiranje prevelikega števila klicev. 
Nekaj glavnih prednosti NFV: 
- Nižja skupna cena lastništva (angl. TCO – Total Cost of Ownership) – skupni 
stroški prvotnega nakupa, obratovalni in drugi dolgoročni stroški. 
- Izboljšana učinkovitost izrabe omrežja zaradi prilagodljivosti omrežnih 
funkcij znotraj razpoložljivih virov. 
- Višja dostopnost storitev in odpornost na nepričakovane razmere. 
- Elastičnost – posamezne omrežne funkcije so dinamično prirejene trenutnim 
razmeram v omrežju. 
- Omrežno topologijo je možno dinamično spreminjati v namen optimizacije 
delovanja. 
Omrežna funkcija, ki je zelo primerna za delovanje v virtualnem okolju, je 
entiteta za upravljanje mobilnosti (MME). Ta komunicira neposredno z mobilnimi 
napravami preko LTE baznih postaj. Vse glavne naloge, ki jih upravlja, so izvedene 
preko IP, kar z vidika arhitekture omrežja pomeni, da zanjo ne potrebujemo namenske 
strojne opreme, le programsko. Entiteta MME upravlja le s signalizacijskimi podatki 
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(enkapsuliranimi v IP pakete), katerih je tako izvor kot ponor, vsi uporabnikovi podatki 
jo pa v celoti zaobidejo. Funkcijsko gledano jo je zato preprosto virtualizirati, saj se 
ne zanaša na namensko strojno opremo za oddajanje in sprejem teh podatkov, z 
drugimi besedami, MME ne potrebuje "znanja" o tem, kako se podatki prenašajo. 
Mobilna omrežja imajo navadno več entitet MME v virtualnih okoljih, ločenih od 
okolij z nadzornimi funkcijami klicnih sej (angl. CSCF – Call Session Control 
Function), ki so del IP multimedijskih podsistemov (IMS). Ko se v omrežje registrira 
več novih uporabnikov, se posledično poveča količina podatkov o upravljanju 
mobilnosti in signalizacijskega prometa skozi funkcijo CSCF. Če obe funkciji delujeta 
na isti standardni strojni opremi (z virtualizacijo), lahko operaterji omrežja najprej 
izkoristijo en fizični strežnik preden dodajo nove. Trenutno pa še vedno prevladuje 
stanje, v katerem MME in CSCF delujeta vsak na svoji, namenski, ne standardizirani 
strojni opremi, oba z le majhno izkoriščenostjo razpoložljive kapacitete. 
3.1.1 Sodelovanje virtualiziranih in klasičnih omrežnih funkcij 
Večina mobilnih sistemov danes še vedno deluje z uporabo namenske strojne 
opreme. Prehod na njihovo virtualizirano različico bo postopen in zahteval več let, 
zato je pomembno, da jim je omogočen soobstoj. 





Na sliki 17 je prikazana delna virtualizacija mobilnega jedra, kjer je programsko 
izvedena le entiteta MME. Smiselno je virtualizirati kontrolne elemente omrežja kot 
so MME, HSS, SGSN iz omrežja druge generacije ali storitvena vozlišča kot npr. IMS. 
V danem primeru podatkovni promet še vedno poteka preko vrat S-GW in P-GW, kar 
lahko prinese tudi kakšno prednost, saj je zmogljivost usmerjevalnikov in druge 
namenske strojne opreme navadno višja od njihovih virtualiziranih različic. 
Poleg omrežnih funkcij, zadolženih za signalizacijo (MME, CSCF), omrežja 
vsebujejo veliko fizičnih usmerjevalnikov, ki analizirajo vhodne IP podatkovne pakete 
in določijo, na kateri vmesnik naj se posredujejo za nadaljevanje poti po omrežju in, 
ali jih je pred posredovanjem potrebno kako spremeniti. V LTE omrežju sta primera 
teh usmerjevalnikov strežni ter paketni prehod (S-GW in P-GW), ki po navodilih 
MME ustvarjata, ohranjata in spreminjata IP tunele med mobilno napravo 
(naročnikom) ter internetom. Usmerjevalniki vsebujejo poleg programske opreme tudi 
dele namenskih strojnih komponent oz. vgrajenih vezij z določeno nalogo (angl. ASIC 
– Application Specific Integrated Circuit), ki močno pospešijo odločanje o usmerjanju 
paketov. Programska virtualizacija takšnih komponent je sicer mogoča, ampak 
neprimerno počasnejša od njihovih namenskih strojnih izvedb. V virtualnih izvedbah 
je potrebno odločitve o usmerjanju pospešiti in posredovati IP pakete (pot: fizični 
mrežni vmesnik, virtualno okolje, virtualni mrežni vmesnik, fizični vmesnik)  s kar se 
da malo odvečnih informacij (angl. overhead). Več podjetij že dela na takih rešitvah, 
med katerimi jih je nekaj tudi odprtokodnih. Primer take tehnologije je orodje za razvoj 
podatkovne ravni (angl. DPDK – Data Plane Development Kit). DPDK je odprtokodna 
programska oprema, prvotno namenjena delovanju direktno na strojnih komponentah, 
brez vmešavanja operacijskega sistema (angl. bare-metal). Orodje se je kasneje razvilo 
in zdaj deluje v sistemih Linux in FreeBSD ter podpira večino procesorskih arhitektur 
[22]. DPDK nudi knjižnice podatkovne ravni in krmilnike mrežnih vmesnikov za 
preselitev paketnega procesiranja od jedra operacijskega sistema do procesov znotraj 
uporabniške ravni. Krmilniki delujejo v načinu "polling" in so ustvarjeni za delovanje 
brez asinhronih obvestil, kar zmanjša količino odvečnih informacij. Selitev prinese 
višje računske učinkovitosti in višji paketni pretok, kot je možen pri procesiranju s 
prekinitvami, ki je prisotno na ravni jedra operacijskega sistema. Še ena tehnologija, 
ki pripomore k hitrejšemu usmerjanju prometa v virtualnem okolju se imenuje 
virtualizacija vhoda/izhoda enega korena (angl. SRV-IOV – Single-Root IO-
Virtualisation). Ta omogoča izolacijo virov vodila perifernih naprav (angl. PCI-E – 
Peripheral Component Interconnect Express) v namen upravljanja in zmogljivosti. 
Eno samo vodilo PCI-E je lahko deljeno v virtualnem okolju, z uporabo specifikacij 
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SR-IOV. Te omogočajo dodelitev različnih funkcij, različnim virtualnim 
komponentam. V primeru usmerjanja prometa, fizični mrežni kartici v sistemu. 
Slika 18: Soobstoj klasičnega in virtualnega mobilnega jedra. 
[4] 
 
Na sliki 18 sta prikazani obe različici omrežja v soobstoju. Virtualno jedro je 
lahko namenjeno določenim nalogam, storitvam, napravam ali pa v primeru 
prekomernega prometa deluje kot razširitev kapacitete klasičnega mobilnega jedra, s 
preusmerjanjem dela prometa preko virtualnega jedra. 
3.1.2 Programsko definirano omrežje 
Programsko definirano mreženje (angl. SDN - Software‐Defined Networking) 
se pogosto uporablja v kombinaciji z virtualizacijo omrežnih funkcij (NFV), ampak 
ima vseeno tehnologija SDN popolnoma drug pomen. Usmerjanje IP paketov skozi 
omrežje je naloga usmerjevalnikov. Vsak od njih pogleda v glavo IP paketa, kjer se 
nahajata IP naslova pošiljatelja in naslovnika. S to pridobljeno informacijo se 
usmerjevalnik odloči na kateri vmesnik bo paket posredoval, za najbolj učinkovito pot 
skozi omrežje. Te odločitve so osnovane na podlagi usmerjevalnih tabel, ki vsebujejo 
različne obsege IP naslovov oz. omrežij in preko katerega vmesnika na usmerjevalniku 
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so dosegljiva. Usmerjevalne tabele niso statične, ampak se dinamično spreminjajo, 
npr. če pot skozi kateri vmesnik ni več dosegljiva, zaradi okvare ali zaradi vzpostavitve 
novih poti do ciljnega omrežja. Še bolj pogoste so spremembe usmerjevalnih tabel 
zaradi dodajanja ali brisanja podomrežij v drugih delih interneta. Usmerjevalnih 
protokolov je v uporabi veliko. Njihova glavna naloga je izmenjava podatkov med 
drugimi usmerjevalniki v omrežju, katera omrežja so dosegljiva preko vmesnikov na 
vsakem izmed njih. Na podlagi teh informacij usmerjevalniki ustvarijo in posodabljajo 
svoje usmerjevalne tabele. Za skrbnike omrežij to pomeni, da morajo dobro poznati 
stanje vseh usmerjevalnikov v svojem omrežju in katere usmerjevalne protokole 
uporabljajo, saj vsak usmerjevalnik posodablja svoje tabele glede na informacije, ki 
jih prejme od drugih usmerjevalnikov. Omrežje, ki vsebuje usmerjevalnike različnih 
proizvajalcev, lahko postane problematično, ker imajo verjetno različne skrbniške 
vmesnike in načine upravljanja z usmerjevalnimi posodobitvami. Do nadaljnje 
kompleksnosti lahko pride zaradi protokolnih razlik, saj usmerjevalni protokoli 
različno računajo poti skozi omrežje. Nekateri med njimi, npr. izboljšan protokol za 
usmerjanje notranjih prehodov (angl. EIGRP – Enhanced Interior Gateway Routing 
Protocol), so v lastnini svojih proizvajalcev, v tem primeru Cisco, in niso delujoči na 
usmerjevalnikih drugih proizvajalcev. 
Da bi olajšali in pospešili skrbniško delo, je v obstoj prišla ideja o programsko 
definiranem mreženju. SDN se znebi lastniških skrbniških vmesnikov in avtomatizira 
lokalne posodobitve usmerjevalnih tabel. Te naloge se nato upravlja v preprosti 
aplikaciji, znotraj centralizirane platforme za konfiguracijo omrežja. Usmerjevalniki 
bi posredovali pakete v skladu s pravili in usmerjevalnimi tabelami, ki jih pridobijo iz 
te centralizirane konfiguracijske platforme. Spremembe v usmerjevalnih tabelah so 
narejene na osrednjem mestu, namesto na vsakem usmerjevalniku ločeno. Vmesnik, 
ki ga SDN v ta namen uporablja, je opisan v specifikaciji "OpenFlow", ki je 
standardiziran s strani fundacije za odprto omrežje (angl. ONF – Open Network 
Foundation). Standardiziran vmesnik omogoči skrbnikom omrežja kakršno koli 
programsko opremo za centralizirano konfiguracijo in upravljanje, neodvisno od 
proizvajalca usmerjevalne opreme, ki jo uporabljajo v svojem omrežju. Proizvajalci se 
zato lahko osredotočijo na razvijanje učinkovite strojne opreme za usmerjanje in 
programske opreme za vpogled, spremembo in posredovanje paketov. [povzeto po: M. 
Sauter, "From GSM to LTE-Advanced Pro and 5G: An Introduction to Mobile 




4 Testna vzpostavitev in preizkus delovanja mobilnih 
jeder 
S standardizacijo dostopne strojne opreme, virtualizacijo omrežnih funkcij in 
postopnim prehodom na izključno IP omrežje postajajo privatna mobilna omrežja vse 
bližje uresničitvi. Uporabljena bi bila lahko kot varnejša, nadomestna izvedba 
obstoječim Wi-Fi omrežjem in kot prej omenjena "mobilna mobilna omrežja" za 
pomoč pri ponovni vzpostavitvi komunikacijske infrastrukture pri naravnih 
katastrofah. Koncept privatnih mobilnih omrežij za povprečnega uporabnika v 
Sloveniji, poleg alternative tehnologiji Wi-Fi, naravnim nesrečam ali prezasedenosti 
komunikacijskih linij zaradi občasnega prevelikega števila uporabnikov, nima 
bistvene prednosti pred obstoječimi omrežji. V primeru slabe ali celo neobstoječe 
pokritosti z mobilnim signalom, ob dostopni statični internetni povezavi, bi pa 
omogočala vsaj delno pokritost območja in znotraj tega uporabo mobilnih naprav. Če 
na takem območju živimo, bi nam z uporabo odprtokodnih programskih rešitev, 
standardne računalniške strojne opreme, programabilne radijske enote in antene z 
dosegom po potrebi, bilo prav to omogočeno. V industriji bo prednost privatnih 
mobilnih omrežij pete generacije očitna. Z nizkimi zakasnitvami in zanesljivimi 
komunikacijskimi povezavami bodo omrežja izboljšala avtomatizacijo proizvodnjih 
linij in skladiščnega prevoza. Tovarniške postavitve bodo bolj prilagodljive in cenejše, 
z nižjimi stroški in krajšim časom, potrebnim za njihovo preoblikovanje in morebitne 
druge spremembe. 
V nadaljevanju sta predstavljena vzpostavitev in preizkus treh odprtokodnih 
mobilnih jeder. 
Podobno kot današnji namenski mobilni sistemi so virtualizirani sistemi ločeni 
v tri sklope: 
- Mobilno jedro. 
- Dostopovni oz. radijski del. 
- Uporabniške mobilne naprave. 
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Primernost njihovih virtualnih izvedb si sledi prav v tem vrstnem redu. Mobilna 
jedra imajo ključno vlogo pri vzpostaviti povezav, sej in zagotavljanju varnosti v 
omrežju, kljub temu pa omenjene naloge niso tako pogoste, da bi za njihovo delovanje 
potrebovali zmogljivo strojno opremo. Če za prenos paketnih podatkov priskrbimo 
zmogljive usmerjevalnike, omogočimo kvalitetno in hitro podatkovno povezavo 
uporabniškim napravam, tudi z virtualizacijo ostalih jedrnih funkcij na minimalno 
zmogljivi standardni strojni opremi. Bazne postaje zahtevajo višjo računsko moč, saj 
morajo nuditi učinkovit prenos velike količine podatkov. Poleg tega, splošna 
strežniška strojna oprema, brez dodanih komponent, ni zmožna brezžičnega prenosa 
podatkov. Na tem področju poteka tudi strojni razvoj programabilne radijske opreme 
(angl. SDR – Software Defined Radio), ki skupaj s namestljivimi antenami, radijski 
opremi omogoči dinamično prilagajanje trenutnim razmeram in iskanje 
najprimernejših radijskih frekvenc, oddajnih moči itn. 
Med najbolj dostopnimi SDR napravami so trenutno  univerzalne programabilne 
radijske periferne naprave (angl. USRP – Universal Software Radio Peripheral), ki so 
namenjene predvsem laboratorijskemu preizkušanju sistemov in osebni rabi. 
Tehnologija je trenutno šele v zgodnjih fazah razvoja in kljub še vedno visokim cenam, 
ni vsem dostopna, v primeru 5G pa v veliki meri celo nerazpoložljiva. Poleg tega se v 
času pisanja dela soočamo z globalno pandemijo koronavirusa SARS-CoV-2 in smo 
zaradi ukrepov varovanja zdravja omejeni na delo in študij od doma, z običajno 
opremo, dostopno povprečnemu uporabniku. 
Slika 19: USRP B210. 
[17] 
 
Testna vzpostavitev in preizkus delovanja mobilnih jeder  56 
 
Primer pogosto uporabljenega, relativno nizkocenovnega programabilnega radia 
je prikazan na sliki 19. Ker se cene tudi primerljivo dostopnih in nezahtevnih SDR 
naprav (USRP) trenutno gibljejo med 2 in 10 tisoč evri [17], je za namen preizkusa 
mobilnega jedra uporabljena virtualna različica bazne postaje, simulacijska 
programska oprema OAISIM [23]. 
Virtualizacija uporabniških naprav v smislu resničnih mobilnih sistemov nima 
prav velikega smisla, je pa prav tako možna in v sklopu tega dela uporabljena pri 
preizkusu delovanja celotnega omrežja (prav tako simulacijska oprema OAISIM).  
Preizkus mobilnih jeder poteka na osebnem računalniku, z operacijskim 
sistemom Windows 10. Znotraj tega sistema deluje programska oprema za 
virtualizacijo (hipervizor) Vmware [29], ki omogoči hkratno upravljanje več virtualnih 
okolij s sistemom Ubuntu [30]. V sklopu preizkusa omrežja sta uporabljeni dve 
virtualni okolji. V prvem je programska upodobitev bazne postaje in uporabniške 
naprave, ki upoštevata zahtevane postopke pravih naprav in umetno simulirata (slabe) 
razmere pri prenosu podatkov po zračnem vmesniku, v drugem virtualnem okolju pa 
preizkušano odprtokodno mobilno jedro (NextEPC, srsLTE in free5GC). 
Preizkušena programska oprema: 
- OAISIM za virtualizacijo uporabniške naprave in bazne postaje. 
- NextEPC mobilno jedro 4G. 
- srsLTE mobilno jedro 4G. 
- free5GC mobilno jedro 5G. 
Slika 20: Pregled testnega okolja. 
 
Za lažje upravljanje in preglednost preizkus poteka znotraj sistema Ubuntu, 
nameščenega v virtualnem okolju. Točni različici sistema in jedra so predstavljeni pri 
vsakem preizkusu. 
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Besedilo oblikovano z drugo pisavo predstavlja izpis ukaznega okna sistema 
Linux. Ukazi, ki jih v sistem vnesemo so predznačeni s simbolom "#". 
4.1 Priprava virtualnih okolij 
V uporabi sta dve virtualni okolji z operacijskim sistemom Ubuntu. Glavne 
nastavitve obeh sistemov: 
- CPU: 4 jedra. 
- Delovni spomin: 4 GB. 
- Disk: 80 GB. 
- 2 internetna vmesnika. 
Programska oprema pogosto zahteva uporabo določenih operacijskih sistemov 
in sistemskih jeder. Po preizkusu operacijskih sistemov Ubuntu verzij 14.04, 16.04 in 
18.04, je bila za večino opravil izbrana različica 16.04, saj se je izkazala za najbolj 
primerno pri delovanju preizkušane programske opreme. Podobno je pri izbiri 
pravilnega sistemskega jedra. Kot primer, za mobilno jedro je bolj učinkovito in 
željeno, če izberemo sistemsko jedro z nizkimi zakasnitvami. Glavne prednosti takega 
jedra so: 
- Nitenje zahtev po prekinitvah procesorja. 
- Prekinitve nalog so omogočene v samem jedru sistema. 
- Omogočena orodja za prepoznavanje sistemskih operacij, ki blokirajo 
nadaljevanje procesov. 
- Časovnik zahtev po prekinitvah je nastavljen na 1000, namesto na 250 Hz. 
Ko je operacijski sistem naložen, preverimo trenutno različico sistemskega jedra 
z ukazom: 
# uname –r 
Pred namestitvijo novega jedra sistem posodobimo. 
# sudo apt update 
Namestimo zahtevana orodja in knjižnice. 
#sudo apt-get install git fakeroot build-essential 
ncurses-dev xz-utils libssl-dev bc 
Nato poiščemo in prenesemo željeno jedro. Velika zbirka se jih nahaja na spletni 
strani: https://www.kernel.org/pub/linux/kernel/. 
Po končanem prenosu, paket s sistemskim jedrom razširimo. V naslednjem 
primeru je prikazana namestitev jedra 4.9.108, ki je bilo uporabljeno v enem izmed 
testov. 
# tar xf linux-4.9.108.tar.gz 
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Pomaknemo se v ustvarjen imenik in ustvarimo namestitveno datoteko, ki je na 
naslednji sliki prikazano v obliki konfiguracijskega menija. 
# make menuconfig 
Slika 21: Konfiguracijski meni sistemskega jedra. 
 
Po izbiri nastavitve shranimo in nadaljujemo z namestitvijo. Z naslednjim 
ukazom jedro in module sestavimo, namestimo in omogočimo njegovo izbiro pri 
zagonu operacijskega sistema. 
#sudo make -j 4 && sudo make modules_install -j 4 && sudo 
make install -j 4 
Z ukazom "-j 4" določimo število niti, ki bodo sodelovale pri sestavi in 
namestitvi. Po končanem delu virtualno okolje ponovno zaženemo z novim 
sistemskim jedrom. 
4.2 Metode in orodja za preizkus  
Preizkus posameznih mobilnih jeder je vključen znotraj njihovih lastnih 
poglavij. Opravljen je s programom za zajemanje paketnega prenosa Wireshark [31] 
ter orodji "ping" (vključen v Linux OS) in "iperf" [32]. Z orodjem "ping" je preverjena 
povezljivost med ustvarjenim internetnim vmesnikom uporabniške naprave in javnim 
strežnikom domenskih imen podjetja Cloudflare (1.1.1.1) [33], kar predstavlja 
povezljivost do svetovnega spleta. Orodje "iperf" je uporabljeno za preizkus pasovne 
širine med uporabniško napravo in paketnim podatkovnim prehodom znotraj 
mobilnega jedra, kar naj bi približno simuliralo pravo povezavo med napravo in 
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svetovnim spletom, ne glede na trenutno kakovost internetne povezave na lokaciji 
testnega okolja. Wireshark omogoči zajem paketnega prenosa podatkov na izbranem 
vmesniku. Z opazovanjem izmenjanih sporočil ob prvi vzpostavitvi zveze lahko 
ugotovimo, če se delovanje virtualiziranega mobilnega jedra ujema z delovanjem 
fizičnih jeder in pravilno sledi potrebnim protokolom. Ob uspešni povezljivosti 
simulacijskega orodja uporabniške naprave do svetovnega spleta, preko 
virtualiziranega mobilnega jedra, preizkus velja za uspešnega. 
OpenAirInterface (OAI) je odprtokodna programska oprema, ki omogoči 
programsko upodobitev omrežja LTE s celotnim protokolnim skladom 3GPP 
standardov mobilnih jeder EPC in dostopovnih omrežij E-UTRAN [14]. Je prvi 
preizkušen sistem znotraj tega dokumenta, ker omogoči virtualizacijo in preizkus 
celotnega LTE omrežja (EPS) ter različnih kombinacij, v sodelovanju z drugo 
programsko in strojno opremo. Programska koda OAI je ločena na dva dela, tako, kot 
naj bi se ju razdelilo med dve virtualni okolji Ubuntu. Prvi zavzema programsko 
opremo za virtualizacijo baznih postaj (fizičnih, npr. USRP, in virtualnih oz. 
simuliranih) in virtualizacijo mobilne naprave (UE). Drugi del vsebuje programsko 
opremo mobilnih jeder EPC, ampak je v času pisanja, zaradi pravnih razlogov, 
prestavljen v privatno mrežo razvijalcev, nedostopno javnosti. Uporabljen je tako le 
prvi del programske kode (kot simulacija mobilne naprave ter bazne postaje), s katerim 
je narejen preizkus drugih mobilnih jeder. 
Slika 22: Testna omrežna shema. 
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Vmesnika "ens38" imata enako ime v obeh virtualnih sistemih, ampak je tako le 
po naklučju. Pomembno je, da se razlike zavedamo in se vmesnika ločita po naslovih 
IP, ki sta tudi zapisana na sliki. 
Programska oprema za simulacijo (OAISIM) preverjeno deluje pravilno v 
sistemu Ubuntu različice 16.04 in sistemskim jedrom 4.7.7. Ko je virtualno okolje 
pripravljeno, lahko začnemo postopek namestitve. 
# apt install git 
# git clone 
https://gitlab.eurecom.fr/oai/openairinterface5g.git 
# cd openairinterface5g 
# git reset --hard 
67df8e0e7b46200b2ee43a2705def3340ddfd719  
Ko so vse datoteke prenesene, se pomaknemo v imenik: 
# cd /openairinterface5g/cmake_targets 
in programsko opremo namestimo. 
# ./build_oai -I --oaisim --install-system-files 
Pred spremembo konfiguracijske datoteke, preverimo ime in IP naslov 
internetnega vmesnika z ukazom: # ifconfig. Ker virtualno okolje deluje znotraj 
OS osebnega računalnika, pridobi tudi IP naslov znotraj domačega zasebnega omrežja, 
v mojem primeru 192.168.64.0/24.  
Slika 23: Uporabljen internetni vmesnik. 
 
Če imamo v virtualnem sistemu več internetnih vmesnikov, izberemo enega in 
ga po želji preimenujemo. Na tem mestu je priporočljivo tudi izklopiti protokol za 
dinamično dodeljevanje naslovov (angl. DHCP – Dynamic Host Configuration 
Protocol) in IP naslov nastavimo kot statični. Preverimo dostopnost do svetovnega 
spleta in drugih virtualnih okolij. To preprosto naredimo z orodjem ping, z 
nastavljenim vmesnikom izvora. 
1. # ping 192.168.64.109 –I ens38 
2. # ping 1.1.1.1 –I ens38. 
V prvem primeru preverimo dostop do drugega virtualnega okolja, v katerem bo 
nameščeno mobilno jedro in hkrati IP naslova vmesnika, preko katerega bo potekala 
povezava do MME. V drugem primeru preverimo dostop do svetovnega spleta oz. 
javnega sistema domenskih imen (angl. DNS – Domain Name System) podjetja 
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Cloudflare. Če kateri izmed primerov ni uspešen, pregledamo usmerjevalno tabelo z 
ukazom "# ip route" in jo prilagodimo. 
 Po izbiri vmesnika, konfiguracijsko datoteko posodobimo. 
# nano ~/openairinterface5g/targets/PROJECTS/GENERIC-
LTE-EPC/CONF/enb.band7.generic.oaisim.local_mme.conf 
Slika 24: Nastavitev internetnih vmesnikov. 
 
Ker je vmesnik S1 logično razdeljen na dva dela, mu moramo nastaviti izhodni 
vmesnik iz bazne postaje proti entiteti MME (S1_MME) in proti strežnemu prehodu 
(S1U). Fizično je to le ena povezava, prej izbrana "ens38" z IP naslovom 
192.168.64.107/24. IP naslov entitete MME nastavimo po vzpostavitvi jedrnega 
omrežja oz. ga nastavimo sedaj in si ga zapomnimo.  
Poleg IP naslovov in vmesnikov, moramo nastaviti kodo lokacijskega sledenja, 
mobilno kodo države in kodo mobilnega omrežja. Pri uporabi programske opreme kot 
simulacijo mobilne naprave in bazne postaje, moramo naslednje parametre nastaviti 
natanko tako, kot so v nadaljevanju zapisani: 
    tracking_area_code  =  "1"; 
    mobile_country_code =  "208"; 
    mobile_network_code =  "93";   
MCC in MNC kode najdemo na spletni strani: https://www.mcc-mnc.com/. 
Mobilna koda države 208 predstavlja Francijo (Slovenija ima kodo 293), omrežje 93 
pa v sklopu znanih operaterjev v Franciji ne obstaja. 
Ko so spremembe shranjene, ponovno spremenimo imenik in simulacijo 
zaženemo. 
# cd ~/openairinterface5g/cmake_targets/tools 
# sudo ./run_enb_ue_virt_s1 
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Po vnesenem ukazu prejmemo napako, da je strežnik MME nedostopen. To 
pomeni, da je programska oprema uspešno nameščena, ampak ne zazna aktivnega 
MME na podanem IP naslovu. Zdaj se lahko lotimo preizkusa virtualnih mobilnih 
jeder. 
4.3 NextEPC 
Slika 25: Logična shema NextEPC mobilnega jedra. 
 
NextEPC je odprtokodna implementacija 4G/5G 3GPP jedrnega omrežja [20]. 
Vsebuje vse glavne elemente mobilnega jedra in ustrezne vmesnike, kot so prikazani 
na sliki 1 v poglavju 2. 
Preizkus je izveden v sistemu Ubuntu 16.04, s sistemskim jedrom z nizkimi 
zakasnitvami 4.4.0-189-lowlatency. 
NextEPC uporablja podatkovno bazo MongoDB [35]. Namestimo in zaženemo 
jo z naslednjimi koraki: 
# apt-get update 
# apt-get –y install mongodb 
# systemctl start mongodb 
# systemctl status mongodb 
Z zadnjim ukazom preverimo, če podatkovna baza pravilno deluje. 
MongoDB potrebuje še dodatne knjižnice in gonilnike. Prenesemo in namestimo 
jih z naslednjimi ukazi: 
# apt-get install libmongoc-1.0-0 
# sudo apt-get install cmake libssl-dev libsasl2-dev 






# tar xzf mongo-c-driver-1.17.0.tar.gz 
# cd mongo-c-driver-1.17.0 
# mkdir cmake-build 
# cd cmake-build 
# cmake -DENABLE_AUTOMATIC_INIT_AND_CLEANUP=OFF .. 
Uspešno namestitev prepoznamo z izpisom v zadnji vrstici ukaznega okna: 
-- Build files have been written to: /root/mongo-c-
driver-1.17.0/cmake-build. 
NextEPC uporablja TUN kot vmesnik podatkovnega prehoda PGW. Pripravimo 
konfiguracijsko datoteko z naslednjimi ukazi: 















# sudo systemctl enable systemd-networkd 
# sudo systemctl restart systemd-networkd 
 
Ena izmed nalog PGW je dodeljevanje IP naslove mobilnim napravam v 
omrežju. V tem primeru je njegovemu vmesniku dodeljen naslov 45.45.0.1/16, sam 
vmesnik pa poimenovan "pgwtun". Kasneje, pri določitvi bazena razpoložljivih IP 
naslovov za uporabniške naprave, je potrebno nastaviti to isto omrežje. Nato 
namestimo še preostale knjižnice: 
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# sudo apt-get -y install autoconf libtool gcc pkg-
config git flex bison libsctp-dev libgnutls28-dev 
libgcrypt-dev libssl-dev libidn11-dev libmongoc-dev 
libbson-dev libyaml-dev 
V naslednjem koraku prenesemo programsko kodo in jo namestimo. 
# git clone https://github.com/nextepc/nextepc 
# cd nextepc 
# autoreconf -iv 
# ./configure --prefix=`pwd`/install 
# make -j `nproc` 
# make install 
Naslednja zahteva je namestitev izvajalnega okolja Node.js. 
# sudo apt-get -y install curl 
# curl -sL https://deb.nodesource.com/setup_10.x | sudo 
-E bash - 
#sudo apt-get -y install nodejs 
NextEPC vsebuje tudi grafični spletni uporabniški vmesnik (WebUI). 
Namestimo ga z naslednjimi ukazi: 
# cd webui 
# npm install 
Nato storitev zaženemo z ukazom "# npm run dev". Odpremo spletni 
brskalnik in vanj vnesemo naslov http://localhost:3000. Prikaže se vpisno okno, 
prikazano na naslednji sliki (26). 
Slika 26: Vpisna stran NextEPC. 




- Username: admin 
- Password: 1423 
Po vpisu, dobimo možnost dodajanja odstranjevanje in spreminjanja 
uporabnikov ter uporabniških profilov. 
Pred zagonom mobilnega jedra, je potrebno nastaviti še konfiguracijske datoteke 
posameznih elementov oz. skupne konfiguracijske datoteke. 
# sudo nano ~/nextepc/install/etc/nextepc/nextepc.conf 
db_uri: mongodb://localhost/nextepc 
logger: 
    file: /root/nextepc/install/var/log/nextepc/nextepc.log 
    trace:  
        app: 1 
        s1ap: 1 
        nas: 1 
        diameter: 1 
        gtpv2: 1 
        gtp: 1 
parameter: 
    no_ipv6: true 
Na tej točki moramo upoštevati IP naslov MME, ki smo ga izbrali med 
namestitvijo bazne postaje (192.168.64.109). 
mme: 
    freeDiameter: mme.conf 
    s1ap: 
      - addr: 192.168.64.109 
Kot je bilo razloženo v poglavju 2, je en MME lahko povezan na več baznih 
postaj hkrati. Na tem mestu v MME lahko nastavimo več različnih omrežij in območij, 
ki jih bazne postaje pokrivajo, ampak v tem primeru je dovolj le ta, ki je zapisana v 
prej nastavljeni OAISIM eNB. 
    gtpc: 
    gummei:  
      plmn_id: 
        mcc: 208 
        mnc: 93 
      mme_gid: 4 
      mme_code: 1 
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    tai: 
      plmn_id: 
        mcc: 208 
        mnc: 93 
      tac: 1 
    security: 
        integrity_order : [ EIA1, EIA2, EIA0 ] 
        ciphering_order : [ EEA0, EEA1, EEA2 ] 
    network_name: 
        full: NextEPC 
hss: 
    freeDiameter: hss.conf 
Jedrni elementi so med seboj povezani z "loopback" naslovi. IP naslov 
tunelskega protokola GTP za prenos uporabniških podatkov (na strani SGW) je enak 
naslovu MME, saj sta do eNB povezana preko istega mrežnega vmesnika (ens38), kot 
je prikazano na sliki 22. 
sgw: 
    gtpc: 
      addr: 127.0.0.2 
    gtpu: 
     - addr: 192.168.64.109 
pgw: 
    freeDiameter: pgw.conf 
    gtpc: 
      addr: 
        - 127.0.0.3 
        - ::1 
    gtpu: 
      - addr: 127.0.0.3 
      - addr: ::1 
Bazen UE IP naslovov. Pomembno je, da se omrežje ujema s prej nastavljenim 
IP naslovom TUN vmesnika. 
    ue_pool: 
      - addr: 45.45.0.1/16 
      - addr: cafe::1/64 
    dns: 
      - 8.8.8.8 
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      - 8.8.4.4 
      - 2001:4860:4860::8888 
      - 2001:4860:4860::8844 
pcrf: 
    freeDiameter: pcrf.conf 
Datoteko shranimo in zapremo.  
Ob uspešni vzpostavitvi povezave med UE-eNB-EPC, se bo vzpostavila TUN 
povezava med bazno postajo in jedrom, preko vmesnika imenovanega "pgwtun". PGW 
bo napravam UE dodeljeval IP naslove iz razpoložljivega bazena znotraj tega omrežja 
(prej nastavljen 45.45.0.1/16). Ker je povezava v splet omogočena le preko vmesnika 
ens39, z IP naslovom iz drugega omrežja, je potrebno na tem vmesniku omogočiti 
preslikavo IP naslovov NAT. Najprej moramo poskrbeti, da je ip posredovanje znotraj 
sistema omogočeno: ip_forwarding = 1. 
# sysctl net.ipv4.ip_forward 
net.ipv4.ip_forward = 1 
# sudo sh -c "echo 1 > /proc/sys/net/ipv4/ip_forward" 
Nato omogočimo preslikavo naslovov med vmesnikoma ens39 in pgwtun. 
# sudo iptables -t nat -A POSTROUTING -o ens39 -j 
MASQUERADE 
# sudo iptables -I INPUT -i pgwtun -j ACCEPT 
NextEPC je zdaj pripravljen za uporabo. Pomaknemo se v imenik: 
 ~/nextepc/install/bin 
in sistem zaženemo. 
# ./nextepc-epcd 
V zadnjem koraku preostane le še registracija uporabnika. Ponovno odpremo 
spletni brskalnik, vnesemo naslov http://localhost:3000 in se vpišemo (admin, 1423). 
Po uspešnem vpisu se prikaže okno registriranih uporabnikov in orodna vrstica za 
urejanje administratorskih in uporabniških podatkov ter urejanje prednastavljenih 
profilov, da je nadaljnje dodajanje uporabnikov olajšano. 
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Slika 27: Spletni grafični vmesnik NextEPC. 
 
Ob Kliku na rdeč "+" gumb, se odpre okno za dodajanje uporabnika. Kartica 
SIM, mobilne naprave UE znotraj simulacijske programske opreme OAI vsebuje 
naslednje parametre. 
Nastavitev uporabnika: 
- IMSI: 208930100001111 
- Subscribe Key : 8baf473f2f8fd09487cccbd7097c6862 
- USIM Type : OP 
- OPc/OP : 1006020f0a478bf6b699f15c062e42b3 
Nastavitev dostopne točke APN 
- APN: nextepc.ipv4 
Ostale nastavitve lahko pustimo na njihovih privzetih vrednostih. 
Slika 28: Dodajanje uporabnika v bazo NextEPC. 
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Če uporabniške podatke naprave OEI UE v prvi virtualni napravi želimo 
spremeniti, to storimo v konfiguracijski datoteki ue_eurecom_test_sfr.conf, ki 
se nahaja v imeniku: ~/openairinterface5g/openair3/NAS/TOOLS/. 
Po spremembi je potrebno ponovno zgraditi nekatere datoteke. 
# cd ~/openairinterface5g/targets/bin/ 
# ./conf2uedata -c 
~/openairinterface5g/openair3/NAS/TOOLS/ue_eurecom_test
_sfr.conf -o ./ 
Ko je uporabnik dodan, simulacijo ponovno začnemo z ukazoma: 
# cd /root/openairinterface5g/cmake_targets/tools 
# ./run_enb_ue_virt_s1 
 Če je povezava uspešna, na prvi virtualni napravi opazimo, da se je vzpostavil 
nov internetni vmesnik, imenovan "oip1". 
# ifconfig oip1 
Slika 29: Vmesnik oip1 – NextEPC. 
 
Naslovi uporabniških naprav se začnejo pri 45.45.0.2, kot je bilo nastavljeno, 
ampak zaradi težav pri posredovanju sporočil in dostopanju do spleta, to ni prvi 
izveden preizkus. 
Preizkus dostopa do spleta je izveden z orodjem "ping" in prikazan v naslednjih 
slikah. 
Slika 30: Ping v ukaznem oknu, z vmesnika UE. 
 
Ob teh podatkih je potrebno omeniti, da je test izveden na domačem omrežju, s 
širokopasovno povezavo asimetrične digitalne naročniške linije (angl. ADSL - 
Asymmetric Digital Subscriber Line)  nizke kakovosti. Ker OAI simulira brezžični 
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prenos podatkov med uporabniško napravo in bazno postajo, namenoma doda tudi 
umetne zakasnitve samemu prenosu znotraj virtualnega sistema. 
Na naslednji sliki je prikazan primer orodja ping, z internetnega vmesnika 
osebnega računalnika, z neposredno povezavo do domačega usmerjevalnika in spleta. 
Slika 31: Orodje ping v sistemu Windows 10. 
 
Če pred zagonom simulacije vklopimo orodje za zajem in analizo podatkov 
paketnega prenosa, npr. Wireshark, lahko opazujemo kako poteka komunikacija preko 
izbranega omrežnega vmesnika. S hitrim pogledom na sliko 22 opazimo, da ves 
promet med uporabnikom oz. bazno postajo in mobilnim jedrom oz. internetom, 
poteka preko vmesnika ens38, ki je tudi izbran vmesnik za nadaljnji zajem podatkov. 
V nadaljevanju je prikazanih nekaj zajetih paketov. 
Slika 32: Wireshark – začetno UE sporočilo. 
 
Na sliki 32 je prikazana prva vzpostavitev naprave z omrežjem. V sporočilu med 
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Slika 33: Wireshark – ping sporočila. 
 
Prej prikazana "ping" sporočila internetnega kontrolnega protokola (ICMP – 
Internet Control Message Protocol) so prikazana na sliki 33. V polju "Protocol" je 
vidno, da so sporočila ICMP enkapsulirana s tunelnim protokolom GTP. Poleg tega, 
je izvor sporočil naprava UE, z IP naslovom 45.45.0.12. 
Po končanem zajemu paketov preizkus ustavimo. V programu Wireshark 
spremenimo vmesnik na "loopback" oz. "lo", da zajamemo še medsebojno 
komunikacijo med elementi EPC omrežja, ki se ne prenašajo skozi prej opazovani 
vmesnik ens38. 
Slika 34: Wireshark – sporočila GTP. 
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Na sliki 34 je prikazan odgovor na vzpostavitev seje. Sporočilo vsebuje dodeljen 
naslov IP, ki se posreduje v uporabo naprej do naprave. Ker je ta preizkus opravljen v 
drugem času, je tudi dodeljen naslov drugačen od prejšnjega – 45.45.0.19. 
Slika 35: Wireshark – Diameter zahteva. 
 
Slika 36: Wireshark – Diameter odgovor. 
 
Na slikah 35 in 36 je prikazana izmenjava sporočil AAA protokola Diameter. 
Na prvi je prikazana zahteva po preverjanju pristnosti (s strani MME – 127.0.0.1) z 
informacijami o uporabniku (na sliki je med drugimi podatki vidna tudi identiteta 
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IMSI). Na drugi je prikazan odgovor (s strani HSS – 127.0.0.4), skupaj z vektorji 
preverjanja pristnosti (RAND, XRES, AUTN, KASME), razloženim v poglavju 2.3.5. 
Z orodjem "iperf" je bil nato izveden še preizkus pasovne širine med uporabniško 
napravo in paketnim prehodom. 
Slika 37: Preizkus prenosne hitrosti med uporabniško napravo in P-GW. 
 
Na sliki sta prikazana 2 testa prenosne hitrosti med UE in P-GW v obeh smereh. 
Izmerjene hitrosti so za standarde omrežja LTE nizke, ampak je vseeno potrebno 
upoštevati, da programska oprema simulira slabe prenosne pogoje z nizkim razmerjem 
med signalom in šumom (angl. SNR – Signal-to-Noise Ratio) in prihaja do velikih 
izgub. Poleg tega, programska oprema za virtualizacijo bazne postaje deluje v 
omejenem virtualnem okolju z majhnimi razpoložljivimi viri strojne opreme. 
4.4 SrsEPC 
Naslednji preizkušen sistem se imenuje "Software Radio Systems" LTE, z 
okrajšavo srsLTE, ki nudi programsko opremo za izgradnjo celotnega LTE omrežja. 
Delovanje mobilnih naprav (srsUE) in baznih postaj (srsENB) je pogojeno s primerno 
SDR strojno opremo, mobilno jedro je pa v primerjavi z nekaterimi drugimi zelo 
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nezahtevno. To velja tako za sistemske strojne zahteve, kot za samo postavitev in 
njegovo upravljanje. 
Jedro srsEPC vsebuje funkcije HSS, MME, S-GW in P-GW ter vse glavne 
vmesnike med njimi, ki skupaj delujejo znotraj enega samega procesa. Ta lastnost še 
dodatno poenostavi sistem in zniža strojne zahteve ter porabo energije. SrsEPC je zato 
verjetno bolj primeren za rabo v majhnih/prenosljivih omrežjih in sčasoma kot 
namensko mobilno omrežje raznih IoT naprav. 
Entiteta MME mobilnega jedra srsEPC nudi standardno podporo NAS in S1AP 
protokolom, ki omogočajo komunikacijo kontrolne ravni med EU, eNB in EPC. V 
območju NAS ravni med podprte funkcije spadajo: 
- Postopki zahtev po storitvi, priključitev in prekinitev zveze. 
- Aktivacija varnostnega načina delovanja, preverjanje identitete in overitev 
uporabnika. 
- Omogočanje algoritmov ohranjanja integritete (EIA1 in EIA2) in šifriranja 
(EEA0 in EEA2). 
Na ravni S1AP so omogočeni: 
- Vzpostavljanje in rušenje S1-MME vmesnika. 
- Prenos NAS sporočil. 
- Postopki nastavitev in sprostitev konteksta. 
- Postopki pozivanja. 
srsEPC HSS omogoča urejanje parametrov uporabniških naprav, bolj natančno 
predstavljenih kasneje pri postopku dodajanja uporabnika v omrežje. 
S-GW in P-GW sta združena v en element srsEPC SPGW. Nudi podporo 
uporabnikovi komunikaciji med EPC in eNB, s S1-U in SGi vmesnikoma. SPGW 
omogoča naslednje funkcije: 
- SGi vmesnik predstavljen kot virtualni omrežni TUN vmesnik. 
- Posredovanje IP paketov med SGi in S1-U s standardnim GTP-U 
protokolom. 
- Podpora GTP-C postopkom postavitev in rušenja GTP-U tunelov. 
- Postopke obveščanja o podatkovni povezavi. 
Slika 38: Shema sistema srsEPC. 
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Postavitev in preizkus sistema poteka v OS Ubuntu 16.04, s sistemskim jedrom 
4.4.0-189-lowlatency. Pred namestitvijo se prepričamo, da sistem vsebuje vsa 
zahtevana orodja in knjižnjice. 
# apt-get update 
# sudo apt-get install cmake libfftw3-dev libmbedtls-dev 
libboost-program-options-dev libconfig++-dev libsctp-
dev 
Z orodjem git prenesemo programske datoteke, jih uredimo in opravimo 
preizkus namestitvenih datotek. 
# git clone https://github.com/srsLTE/srsLTE.git 
# cd srsLTE 
# mkdir build 
# cd build 
# cmake ../ 
# make 
# make test 
Nato programsko opremo namestimo. 
# sudo make install 
# srslte_install_configs.sh user 
 Z zadnjim ukazom namestimo še konfiguracijske datoteke v uporabnikov 
domač imenik (~/.config/srslte). 
EPC lahko prilagodimo z dvema konfiguracijskima datotekama. Prva, 
imenovana epc.conf,  vsebuje nastavitve elementov MME, HSS in SPGW, druga, 
imenovana user_db.csv, pa predstavlja podatkovno bazo uporabnikov v omrežju. 
Nastavitve epc.conf: 
[mme] 
mme_code = 0x1a 
mme_group = 0x0001 
tac = 0x0001 
mcc = 208 
mnc = 93 
mme_bind_addr = 192.168.64.116 
apn = srsapn.ipv4 
dns_addr = 8.8.8.8 
encryption_algo = EEA0 
integrity_algo = EIA1 
paging_timer = 2 
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[spgw] 
gtpu_bind_addr   = 192.168.64.116 
sgi_if_addr      = 77.77.0.1 
sgi_if_name      = srs_spgw_sgi 
max_paging_queue = 100 
 
Nastavitve se morajo ujemati tistim, v napravi UE – OAISIM (tac, mcc, mnc). 
Poleg teh nastavimo naslov IP na katerem je omogočen dostop do MME, določimo 
dostopno točko in po želji sprememimo strežnik DNS ter šifrirne in overitvene 
algoritme. V drugem delu nastavimo še IP naslov uporabniškega dela GTP protokola 
in ime novega vmesnika na strani S-GW. Temu določimo tudi naslov IP, ki nato deluje 
kot privzeti prehod naprav, povezanim v omrežje. Iz podanega naslova se ustvari tudi 
bazen IP naslovov, ki bodo podeljeni uporabniškim napravam. 
Naslednja datoteka je pravzaprav baza uporabnikov. Vanjo vnesemo naslednje 
podatke: 
- Ime uporabnika/naprave za lažje prepoznavanje. 
- Identiteta IMSI. 
- Algoritem preverjanja pristnosti uporabnika naprave UE. Možni izbiri sta 
XOR (xor) ali MILENAGE (mil). 
- Ključ UE naprave, iz katerega ostali ključi izhajajo. Shranjen v 
šestnajstiškem zapisu. 
- Tip operaterjeve kode – OP ali OPc. 
- Šestnajstiški zapis operaterjeve kode. 
- Polje za preverjanje pristnosti. Šestnajstiški zapis 16-bitnega števila. 
- Zaporedno število UE, namenjeno osveževanju pristnosti. 
- Identifikator razreda QoS (angl. QCI – QoS Class Identifier) privzetega 
nosilca UE. 
- Dodelitev naslova IP. Možnosti sta statična (static) in dinamična (dynamic). 
Pri dinamični dodelitvi, bo naprava prejela IP naslov s strani S-GW, pri 
statični mora biti pa nastavljeni IP naslov znotraj bazena naslovov in ne sme 
biti predhodno zaseden. 
Vrednosti vseh naštetih polj so zapisane v datoteko user_db.csv, v eni vrstici 
in med seboj ločena z vejico. Primer zapisa za UE napravo simulacijskega orodja 
OAISIM je prikazan v naslednji vrstici oz. zaradi prostorske omejitve strani A4, v 
naslednjih vrsticah. 






Ker naprave UE pridobijo naslove IP znotraj svojega omrežja, podobno kot v 
prej testiranem mobilnem jedru NextEPC, jih je potrebno preslikati v naslove IP 
omrežja z dostopom do spleta. Programska oprema srsEPC vsebuje preprosto skriptno 
datoteko, ki v štirih korakih prav to omogoči. Zaženemo jo z naslednjim ukazom. 
# sudo ~/srsLTE/srsepc/srsepc_if_masq.sh ens38 
Datoteka najprej preveri administratorske pravice (sudo) in ali je bilo podano 
ime izhodnega internetnega vmesnika (ens38). Nato omogoči posredovanje IP 
paketov v sistemu in dodeli podanemu internetnem vmesniku nalogo preslikanja 
naslovov IP. 
Sistem EPC je zdaj pripravljen za uporabo. Zaženemo ga z ukazom: 
# sudo srsepc 
Uporaba in stanje sistema se sproti beleži v dnevnik /tmp/epc.log. Beleženje 
delovanja posameznih elementov v dnevniku po potrebi prilagodimo, in si s tem 
pomagamo pri iskanju morebitnih napak v sistemu. Te nastavitve urejamo prav tako v 
konfiguracijski datoteki epc.conf. Primer izpisa dnevnika je prikazan v prilogi. 
Pred vzpostavitvijo povezave UE/eNB in EPC je bil na vmesniku ens33 
(192.168.64.116) omogočen zajem paketnega prenosa z orodjem Wireshark. Ob 
vzpostavitvi zveze se na strani UE/eNB ponovno vzpostavi vmesnik "oip1", le da 
tokrat z IP naslovom iz drugega omrežja. 
Slika 39: Vmesnik oip1 - srsLTE. 
 
Ker v nastavitvah ni podan bazen naslovov IP za dodeljevanje uporabniškim 
napravam, iz izpisa na sliki 39 razločimo delovanje SPGW ob dodeljenem statičnem 
naslovu IP 77.77.0.1. Kot kaže so za bazen naslovov uporabni vsi naslovi, vse do 
77.255.255.254 oz. zadnjih 24 bitov. 
Ker srsEPC ni imitacija klasičnega mobilnega jedra in so vsi elementi združeni 
v en proces, so tudi nekateri postopki med elementi jedra poenostavljeni. SrsEPC je 
torej svoj sistem, ki pa ne vsebuje vseh elementov klasičnega mobilnega jedra. V 
Testna vzpostavitev in preizkus delovanja mobilnih jeder  78 
 
nadaljevanju je prikazan zajem paketnega prenosa podatkov z orodjem Wireshark. 
Prikazanih je nekaj pomembnih sporočil. 
Slika 40: Wireshark - S1AP (srsEPC). 
 
Na sliki 40 so prikazana kontrolna sporočila S1 aplikacijskega protokola. Izpis 
je izpolnil pričakovanja, saj vidimo vsa ključna sporočila v postopku priključitve 
uporabnika na omrežje – komunikacija med mobilnim jedrom in bazno postajo očitno 
pravilno deluje. 
Slika 41: Wireshark -  ping sporočila (srsEPC). 
 
Tako kot v preizkusu prejšnjega mobilnega jedra, so tudi tu sporočila ICMP 
enkapsulirana z GTP protokolom. V tem primeru je le naslov naprave UE drugačen, 
saj jedro srsEPC oz. element SPGW določa naslove IP iz svojega nastavljenega 
omrežja. S pregledom ustvarjenega UE internetnega vmesnika, je opazno, da je ob 
dodeljenem privzetem prehodu 77.77.0.1, to omrežje v resnici 77.0.0.1/8. To pomeni, 
da bi bilo za resno rabo na strani SPGW bolj pravilno spremeniti privzeti prehod na 
77.0.0.1, ampak v primeru tega preizkusa, ni tako pomembno. 
Ker jedro srsEPC deluje znotraj enega samega procesa, medsebojna 
komunikacija posameznih elementov ne deluje kot pri klasičnih mobilnih jedrih ali pri 
prej preizkušenemu jedru NextEPC. SrsEPC mora v celoti delovati znotraj istega 
okolja in jedrni elementi med seboj niso ločljivi. To pomeni, da z orodjem Wireshark 
ne moremo opazovati prenosa sporočil protokola Diameter, ustvarjenih vektorjev 
preverjanja pristnosti ali dodeljevanje IP naslova GTP tunela. 
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Slika 42: Preizkus prenosne hitrosti med uporabniško napravo in SPGW.  
 
Pri preizkusu prenosne hitrosti med UE in SPGW v jedru srsEPC, so rezultati 
zelo podobni tistim, narejenih v omrežju NextEPC. To še dodatno potrdi, da sama 
programska oprema za simulacijo UE in eNB potrebuje zmogljivo strojno opremo. 
4.5 Free5GC 
Free5GC je odprtokodni projekt mobilnih jedrnih omrežij pete generacije. Cilj 
projekta je uresničiti jedrno omrežje 5G, kot je definirano v dokumentih 3GPP Rel-15 
in Rel-16 [18]. Trenutna programska oprema vključuje tri najpomembnejše elemente 
jedra 5GC: 
- Funkcijo upravljanja dostopa in mobilnosti (AMF). 
- Funkcijo upravljanja sej (SMF). 
- Funkcijo uporabniške ravni (UPF). 
Ti trije so dovolj, da omogočijo izboljšano mobilno širokopasovno povezavo 
(angl. eMBB – enhanced Mobile Broadband) visokih hitrosti, ne zadoščajo pa za druge 
prednosti omrežja 5G, kot sta zanesljiva povezava nizkih zakasnitev in masovni 
internet stvari. 
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Nastavitve virtualnega okolja in operacijski sistem: 
- CPU: 4 jedra. 
- Delovni spomin: 4 GB. 
- Disk: 80 GB . 
- 2 internetna vmesnika. 
- OS: Ubuntu 18.04. 
- Linux sistemsko jedro: 5.0.0-23-generic. 
Slika 43: Shema sistema free5GC. 
[18] 
 
Free5GC za podatkovno bazo uporabnikov prav tako uporablja MongoDB in 
uporabnike dodajamo na enak način kot pri jedru NextEPC.  
# sudo apt-get update 
# sudo apt-get -y install mongodb wget git 
# sudo systemctl start mongodb 
Poleg te je za namestitev sistema potrebno naložiti še programski jezik Go. 
# wget -q 
https://storage.googleapis.com/golang/getgo/installer_l
inux 
# chmod +x installer_linux 
#./installer_linux 
#source ~/.bash_profile 
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# rm -f installer_linux 
# go get -u -v "github.com/gorilla/mux" 
# go get -u -v "golang.org/x/net/http2" 
# go get -u -v "golang.org/x/sys/unix" 
Nato ustvarimo TUN vmesnik, ki mora imeti minimalna dovoljenja, potrebna za 
delovanje. Ta so crw-rw-rw-(666). Preverimo jih z naslednjim ukazom: 
# ls -al /dev/net/tun 
crw-rw-rw- 1 root root 10, 200 Oct 20 13:35 /dev/net/tun 
Če niso pravilno nastavljena, jih spremenimo. 
# chmod 0666 /dev/net/tun 
Nato zapišemo konfiguracijsko datoteko TUN vmesnika... 






…in vmesnik omogočimo. 
# sudo systemctl enable systemd-networkd 
# sudo systemctl restart systemd-networkd 
Po želji omogočimo še naslove IPv6 z naslednjima ukazoma. 
# sudo sh -c "echo 'net.ipv6.conf.uptun.disable_ipv6=0' 
> /etc/sysctl.d/30-free5gc.conf" 
# sudo sysctl -p /etc/sysctl.d/30-free5gc.conf 
Zdaj vmesniku TUN nastavimo naslova IP. 









# sudo systemctl enable systemd-networkd 
# sudo systemctl restart systemd-networkd 
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Naslednje vrstice dodamo v datoteko /etc/network/interfaces, da 
obdržimo pravilne nastavitve vmesnika ob ponovnem zagonu sistema. 
auto uptun 
iface uptun inet static 
 address 45.45.0.1 
 netmask 255.255.0.0 
 
iface uptun inet6 static 
 pre-up modprobe ipv6 
 address cafe::1 
 netmask 64 
Vmesnik ponovno zaženemo. 
# sudo ip a flush uptun 
# sudo systemctl restart networking 
Z ukazom #ifconfig uptun preverimo, če je vmesnik aktiven. 
Pred namestitvijo mobilnega jedra potrebujemo še naslednje knjižnice. 
# sudo apt-get -y install autoconf libtool gcc pkg-config 
git flex bison libsctp-dev libgnutls28-dev libgcrypt-dev 
libssl-dev libidn11-dev libmongoc-dev libbson-dev 
libyaml-dev ca-certificates 
Programsko kodo jedra prenesemo in namestimo. 
# git clone https://bitbucket.org/nctu_5g/free5gc-
stage-1.git 
# cd free5gc-stage-1 
# autoreconf -iv 
# ./configure --prefix=`pwd`/install 
# make -j `nproc` 
# make install 
Nastavimo izhodni internetni vmesnik in preslikavo naslovov IP. 
# sudo ifconfig ens34 192.168.64.138 
# sudo sh -c 'echo 1 > /proc/sys/net/ipv4/ip_forward' 
# sudo iptables -t nat -A POSTROUTING -o ens33 -j 
MASQUERADE 
# sudo iptables -I INPUT -i uptun -j ACCEPT 
Te ukaze lahko vnesemo tudi v datoteko /etc/init.d/ngc-network-
setup, nastavimo dovoljenja (chmod 755), če želimo nastavitve obdržati ob 
ponovnem zagonu sistema. 
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Sistem free5GC lahko namestimo ločeno, znotraj različnih virtualnih okolij. 
Glavne elemente jedra zato posamično zaženemo s pripadajočim ukazom. Ker je v tem 
primeru celotno jedro znotraj istega virtualnega okolja, sočasno zaženemo vse z 
naslednjim ukazom. 
#./free5gc-ngcd 
Za lažje upravljanje uporabnikov z naslednjimi ukazi namestimo in omogočimo 
spletni vmesnik. 
# sudo apt-get -y install curl 
# curl -sL https://deb.nodesource.com/setup_8.x | sudo 
-E bash - 
# sudo apt-get -y install nodejs 
# cd webui 
# npm install 
# cd webui 
# npm run dev 
 
V spletni brskalnik vnesemo lokalni naslov (127.0.0.1:3000) ter se vpišemo z 
uporabniškim imenom "admin" in geslom "1423". S klikom na rdeči plus gumb 
dodamo uporabnika. 
Slika 44: Dodajanje uporabnika v bazo free5GC. 
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Nastavitve uredimo znotraj posameznih elementov ali pa v skupni 
konfiguracijski datoteki "free5gc.conf", ki se nahaja na mestu 
./install/etc/free5gc/. 
Nastavimo naslov IP internetnega vmesnika, povezanega z bazno postajo, 
elementoma AMF in SMF. 
amf: 
  s1ap: 
    addr: 192.168.64.137 
 
smf: 
  upf: 
    addr: 192.168.64.137 
Nastavimo globalno unikatno identiteto MME (angl. GUMMEI – Globally 
Unique MME Identifier). 
amf: 
  gummei: 
    plmn_id: 
      mcc: 208 
      mnc: 93 
    mme_gid: 1 
    mme_code: 1 
Nadaljujemo z identiteto območja sledenja (angl. TAI – Tracking Area Identity). 
amf: 
  tai: 
    plmn_id: 
      mcc: 208 
      mnc: 93 
    tac: 1 
Ker simulacijsko orodje OAISIM ni namenjeno preizkušanju omrežij 5G in v ta 
namen niti ni posodobljeno, test, kakršen je bil opravljen v omrežjih 4G, tu ni mogoč, 
saj mobilno jedro zazna napačne prejete podatke s strani bazne postaje. Kljub temu 
sistem Free5GC vključuje testni program, ki preveri pravilno namestitev in delovanje 
elementov. Najprej odpremo program za zajem paketnega prenosa podatkov (v tem 
primeru Wireshark) na povratnem vmesniku "Loopback" in testni program zaženemo 
z naslednjim ukazom: 
# sudo ./testngc -f free5gc.testngc.conf 
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Slika 45: Testni program free5GC. 
 
Vsi testi so bili uspešno izvedeni in izpis shranjen v dokument, vključen v 
prilogi. V programu za zajem paketnega prenosa nastavimo protokole "s1ap, diameter, 
gtp in gtpv2". 
Slika 46: Zajem paketov v orodju Wireshark. 
 
V zajemu so prikazani nekateri pomembni paketi, kot so začetno UE sporočilo z 
nadaljnjo komunikacijo po sloju NAS, preverjanje pristnosti uporabnika, 
posodabljanje lokacije in nadzor zakupljenih storitev s pripadajočo kakovostjo storitve 
protokola diameter ter, končno, preizkus medsebojne povezave med uporabniško 
napravo in UPF z naslovoma IPv4 in IPv6 in delovanje tunelskega protokola GTP z 
orodjem ping. 
4.6 Primerjava in komentar rezultatov 
Rezultati so si med seboj podobni, saj naj bi virtualizirana mobilna jedra čim 
bolj upoštevala specifikacije in protokole pravih jeder, kar omogoči medsebojno 
kompatibilnost in delovanje že obstoječih mobilnih naprav. Zaradi razlogov, naštetih 
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že v poglavju 5, je preizkus opravljen s programsko simulacijo bazne postaje in 
mobilne naprave OAISIM. Odprtokodno simulacijsko orodje je v času pisanja dela že 
nekoliko zastarelo in je povzročalo vrsto težav pri namestitvi. OAISIM pravilno deluje 
le v operacijskem sistemu Ubuntu 16.04, s staro različico sistemskega jedra (4.7.7). 
Programska koda je bila prvotno odprtokodne narave, nakar se je razvoj ustavil in 
nadaljeval v drugi smeri ter končno tudi preusmeril v drugo programsko opremo [36]. 
Ob prenosu kode s sistema "Git" je bilo zato potrebno najti primerno različico. Kljub 
počasnemu delovanju in nizki maksimalni pasovni širini (orodje simulira slabe 
prenosne razmere) vseeno upošteva protokole vzpostavitev zvez in prenosa podatkov, 
zaradi česar se je izkazalo za zelo koristno pri preizkusu poteka komunikacije. 
Nadaljnje razglabljanje o doseženi maksimalni prenosni hitrosti ni smiselno, saj so vsa 
preizkušena mobilna jedra zmožna bistveno višjih hitrosti, kot jih orodje OAISIM 
doseže oz. dopušča. 
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Za najpreprostejše, tako z vidika delovanja kot namestitve, se je izkazalo 
mobilno jedro srsEPC. Programska oprema jedra pravilno deluje na več različnih 
operacijskih sistemih GNU/Linux distribucij (Ubuntu, Debian, Fedora, CentOS itn.) 
in je dobro dokumentirana na uradni spletni strani razvijalca [19]. Namestitev je 
potekala brez večjih težav in ni bila časovno zamudna. Med preverjenimi jedri ima 
srsEPC najbolj minimalistični pristop. Vsi elementi jedra delujejo znotraj enega 
samega procesa, kar zmanjša količino medsebojne komunikacije znotraj jedra. Pristop 
jedra srsEPC bo domnevno bolj uporaben ob prihodu masovnega interneta stvari, za 
omogočanje preproste, energijsko varčne komunikacije med napravami. Prav tako pa 
delovanje znotraj enega samega procesa predstavlja tudi slabost, saj sistem ni tako 
preprosto razširljiv, opravljanje posameznih funkcij sistema in ločevanje kontrolne ter 
uporabniške ravni (potrebno za prihajajoče omrežje 5G) je pa zelo oteženo. 
Jedro NextEPC pravilno deluje na operacijskem sistemu Ubuntu 18.04 LTS oz. 
novejših različicah. Delovanje na drugih sistemih naj bi bilo možno, vendar razvijalec 
priporoča prej omenjeno različico [37]. Namestitev jedra NextEPC je bolj zahtevna in 
zamudna od prej opisanega srsEPC, sam postopek nameščanja pa je prav tako dobro 
dokumentiran na razvijalčevi spletni strani. NextEPC je med preverjenimi jedri najbolj 
celovito. Deluje tako, kot bi pričakovali od pravega fizičnega mobilnega jedra. 
Funkcije so med seboj ločene po procesih in njihova nastavitev je lahko dostopna. 
Jedro vsebuje tudi funkcijo kontrole politik in zaračunavanja (PCRF) z Gx vmesnikom 
do paketnega prehoda, kar posameznim uporabnikom določa aktivno kakovost 
storitev. Sistem je zmogljiv, razširljiv in primeren za resna mobilna omrežja četrte in 
v prihodnosti verjetno tudi pete generacije. 
Jedro Free5GC se razvija v smeri omrežij 5G, vendar v času pisanja na trgu ni 
na voljo primernih baznih postaj gNB ali uporabniških naprav, s katerimi bi jedro 
primerno preizkusili. Zaradi tega je v programsko opremo vključen testni program, ki 
umetno ustvari podatkovne pakete, kot bi jih ustvarila prava 5G mobilna naprava oz. 
bazna postaja in preizkusi delovanje mobilnega jedra. Če pred tem aktiviramo orodje 
za zajem paketnega prenosa podatkov (Wireshark), te pakete lahko tudi opazujemo. 
Sistem Free5GC se dnevno razvija in trenutno vsebuje le nekaj glavnih elementov 5G 
(AMF, SMF in UPF). Pravilno deluje znotraj operacijskega sistema Ubuntu 18.04, s 
sistemskim jedrom 5.0.0-23-generic. Programska oprema je dokumentirana na uradni 
spletni strani, njena namestitev pa je povzročala več težav, predvidoma zaradi dnevnih 
sprememb programske kode. Glavne težave, na katere sem naletel, so bile npr. 
neprimerna različica programskega jezika Go (sistem free5GC je večinoma napisan v 
tem jeziku) [34], manjkajoče knjižnice in certifikati, neprimerno sistemsko jedro, 
manjkajoče datoteke itn. Sistem Free5GC trenutno še nima realne smiselne uporabe, 
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kot jo ima npr. NextEPC, je pa prav tako razširljiv, omogočeno ima nastavitev 
posameznih funkcij in bo predvidoma v uporabi v zgodnjih virtualiziranih mobilnih 
jedrih 5G. 
Profesionalna strojna oprema mobilnih sistemov je nepredstavljivo draga, saj 
služi točno določenemu namenu, njena zmogljivost pa je izredno visoka. Za 
zagotovitev osnovne pokritosti z mobilnim signalom za nekaj deset sočasnih 
uporabnikov, so virtualizirani odprtokodni mobilni sistemi, skupaj s standardno 
strojno opremo dobra in ugodna rešitev. Poleg tega bodo manjša, namenska mobilna 
omrežja pomembna v omrežjih naslednjih generacij, ki bodo še dodatno spodbudila 





Mobilna omrežja so zelo hitro razvijajoče se tehnološko področje. Nahajamo se 
na prelomni točki med generacijami mobilnih omrežij. Tehnologija se razvija in 
programska oprema posodablja dnevno. V sklopu zaključnega dela so bila uspešno 
preizkušena nekatera izmed trenutno vodilnih odprtokodnih virtualiziranih mobilnih 
jeder, ki bodo najverjetneje pomembna za nadaljnji razvoj mobilnih tehnologij. 
Preizkus je prikazal komunikacijo med mobilno napravo oz. bazno postajo in 
mobilnim jedrom. Rezultati so bili obetajoči pri vseh mobilnih jedrih in se večinoma 
skladajo s pravimi standardi mobilnih omrežij. Ob vzpostavitvi povezave mobilne 
naprave z jedrom so bila zajeta iskana sporočila protokola S1AP (začetno UE 
sporočilo, zahteva po priključitvi, preverjanju pristnosti itn.), sporočila protokola 
Diameter, v katerih so bili vidni prej opisani vektorji preverjanja pristnosti (RAND, 
XRES, AUTN, KASME), sporočila ob vzpostavitvi GTP tunela z dodeljenim IP 
naslovom napravi in preizkus povezljivosti do spleta (sistema DNS) s sporočili 
protokola ICMP, orodja "ping", z vidnim dodeljenim IP naslovom naprave in 
strežnikom. Rezultati preizkusa so bili vzpodbudni in so potrdili začetno idejo o 
uporabi manjših, namenskih ali privatnih mobilnih omrežij. Virtualizirana mobilna 
jedra so se izkazala za učinkovit nadomestek pravih, seveda znotraj razumnih 
omejitev.  
K izboljšavi meritev, kot sta realna prenosna hitrost in sočasni preizkus več 
mobilnih naprav, bi gotovo prispevala prava strojna oprema, ki opravlja naloge 
mobilne bazne postaje in ne le njena programska simulacija. Kot že omenjeno, se cene 
strojne opreme še vedno gibljejo okoli nekaj tisoč evrov. Oprema, s pomočjo katere 
sem prvotno načrtoval izvedbo praktičnega preizkusa, pa zaradi s pandemijo 
povezanih ukrepov trenutno ni dostopna. Poleg trenutnih "nizkocenovnih" SDR 
naprav na trg že prihajajo njihove cenejše izvedbe, ki bi posamezniku za sprejemljivo 
ceno omogočale postavitev pravega zasebnega mobilnega omrežja. V tem primeru bi 
lahko v preizkus vključili tudi denimo doseg signala, pasovno širino, delovanje 
aplikacij ter hkrati preverili, kako so te povezane z delovanjem mobilnega jedra. 
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Zanimivo bi bilo preizkusiti tudi virtualizirano mobilno jedro, razdeljeno po elementih 
na več zmogljivih osebnih računalnikih in primerjati rezultate s preizkusom celotnega 
jedra na enem nizko zmogljivem računalniku. Vsekakor bi pa verjetno hitreje naleteli 
na popuščanje zmogljivosti bazne postaje, saj je ta procesorsko zahtevnejša. 
Poleg preizkusa s strojno opremo je ta mogoč tudi z novejšo različico 
simulacijske programske opreme. Primer take je v času pisanja še v razvoju in bo 
omogočal simulacijo s prilagajanjem prenosnih razmer in do več (255) mobilnih 
naprav sočasno [23]. Razvijalci so v tem času sredi prehoda na sistem Docker, ki bo 
namestitev in upravljanje programske opreme bistveno poenostavil. V izdelavi je tudi 
simulacijsko orodje uporabniške naprave in bazne postaje pete generacije (5G – Rel. 
16), imenovano "Gnbsim", trenutno namenjeno predvsem raziskovanju in pomoči pri 
boljšemu razumevanju omrežja 5G [24]. Vsa omenjena programska oprema, poleg 
OAI EPC, je odprtokodna, zato težko ocenimo, kdaj bo delujoča izvedba na voljo širši 
javnosti. 
Ker je programska oprema preizkušenih mobilnih jeder odprtokodna, bi podoben 
preizkus delovanja denimo lahko opravili tudi s spreminjanjem same programske kode 
jedra. Tako bi celotno jedro prilagodili potrebam (osebnim, funkcijskim, 
geografskim), odpravili morebitne pomanjkljivosti obstoječih sistemov, dodali 
funkcije in podobno. Ta bi bil od vseh preizkusov tudi daleč najtežji, saj zahteva 
odlično znanje programiranja. 
Možnosti za nadaljnje delo in raziskovanje je torej še veliko, potencial na tem 
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Dnevnik SrsEPC (epc.log): 
 
Built in Release mode using commit 0ec49a7 on branch master. 
 
---  Software Radio Systems EPC log --- 
 
00:35:13.204318 [HSS ] [I] Opened DB file: user_db.csv 
00:35:13.204439 [HSS ] [I] HSS Initialized. DB file user_db.csv, MCC: 61960, MNC: 65427 
00:35:13.218317 [S1AP] [I] S1-MME Initializing 
00:35:13.218390 [S1AP] [I] S1AP Initialized 
00:35:13.218403 [MME GTPC] [I] Initializing MME S11 interface. 
00:35:13.218411 [MME GTPC] [I] MME S11 Initialized 
00:35:13.218434 [MME GTPC] [I] MME GTP-C Initialized 
00:35:13.218447 [S1AP] [I] MME Initialized. MCC: 0xf208, MNC: 0xff93 
00:35:13.218469 [GTPU] [I] TUN file descriptor = 6 
00:35:13.221443 [GTPU] [I] Initialized SGi interface 
00:35:13.221465 [GTPU] [I] S1-U socket = 7 
00:35:13.221471 [GTPU] [I] S1-U IP = 192.168.64.116, Port = 2152  
00:35:13.221472 [GTPU] [I] Initialized S1-U interface 
00:35:13.221473 [GTPU] [I] SPGW GTP-U Initialized. 
00:35:13.221491 [SPGW GTPC] [I] Initializing SPGW S11 interface. 
00:35:13.221590 [SPGW GTPC] [I] SPGW S11 Initialized. 
00:35:13.221633 [SPGW] [I] SP-GW Initialized. 
00:35:38.606813 [S1AP] [I] Received S1AP msg. Size: 59 
00:35:38.606928 [S1AP] [I] Received Initiating PDU 
00:35:38.606942 [S1AP] [I] Received S1 Setup Request. 
00:35:38.606967 [S1AP] [I] Received S1 Setup Request. 
00:35:38.606994 [S1AP] [I] S1 Setup Request - eNB Name: eNB_Eurecom_LTEBox, eNB id: 0xe00 
00:35:38.607006 [S1AP] [I] S1 Setup Request - MCC:208, MNC:93, PLMN: 194617 
Priloga 96 
 
00:35:38.607021 [S1AP] [I] S1 Setup Request - TAC 0, B-PLMN 0 
00:35:38.607049 [S1AP] [I] Adding new eNB context. eNB ID 3584 
00:35:38.607199 [S1AP] [I] Sending S1 Setup Response 
00:35:40.308130 [S1AP] [I] Received S1AP msg. Size: 96 
00:35:40.308182 [S1AP] [I] Received Initiating PDU 
00:35:40.308187 [S1AP] [I] Received Initial UE Message. 
00:35:40.308212 [S1AP] [I] Initial UE message: 
LIBLTE_MME_MSG_TYPE_ATTACH_REQUEST 
00:35:40.308236 [S1AP] [I] Received Initial UE message -- Attach Request 
00:35:40.308268 [NAS ] [I] Attach request -- IMSI: 208930100001111 
00:35:40.308285 [NAS ] [I] Attach request -- eNB-UE S1AP Id: 12130429 
00:35:40.308287 [NAS ] [I] Attach request -- Attach type: 1 
00:35:40.308290 [NAS ] [I] Attach Request -- UE Network Capabilities EEA: 10000000 
00:35:40.308294 [NAS ] [I] Attach Request -- UE Network Capabilities EIA: 00100000 
00:35:40.308297 [NAS ] [I] Attach Request -- MS Network Capabilities Present: false 
00:35:40.308300 [NAS ] [I] PDN Connectivity Request -- EPS Bearer Identity requested: 0 
00:35:40.308314 [NAS ] [I] PDN Connectivity Request -- Procedure Transaction Id: 1 
00:35:40.308336 [NAS ] [I] PDN Connectivity Request -- ESM Information Transfer requested: false 
00:35:40.308372 [NAS ] [I] Packing Authentication Request 
00:35:40.308471 [NAS ] [I] Downlink NAS: Sending Authentication Request 
00:35:40.407470 [S1AP] [I] Received S1AP msg. Size: 59 
00:35:40.407518 [S1AP] [I] Received Initiating PDU 
00:35:40.407521 [S1AP] [I] Received Uplink NAS Transport Message. 
00:35:40.407525 [S1AP] [I] UL NAS: sec_hdr_type: 
LIBLTE_MME_SECURITY_HDR_TYPE_PLAIN_NAS, mac_vaild: no, msg_encrypted: no 
00:35:40.407528 [S1AP] [I] UL NAS: Received Authentication Response 
00:35:40.407551 [NAS ] [I] Authentication Response -- IMSI 208930100001111 
00:35:40.407571 [NAS ] [I] Authentication response -- RES 
             0000: 2e 49 47 db 51 01 08 01  
00:35:40.407625 [NAS ] [I] Authentication response -- XRES 
             0000: 2e 49 47 db 51 01 08 01  
00:35:40.407652 [NAS ] [I] UE Authentication Accepted. 
00:35:40.407656 [NAS ] [I] Packing Security Mode Command 
00:35:40.407664 [NAS ] [I] Key NAS Encryption (k_nas_enc) 
             0000: c7 eb 25 c7 d5 f8 76 1b 70 14 8d f7 f0 ea 77 fa  
             0010: b4 38 00 f6 b5 ee 9b d1 54 b6 3e 59 27 04 1c 3b  
00:35:40.407670 [NAS ] [I] Key NAS Integrity (k_nas_int) 
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             0000: 13 13 c1 7c 9f c7 fd b9 4b c2 d4 67 a9 84 52 4b  
             0010: ad a9 9d a7 f6 e8 b5 ff 9f dc 08 77 ef ca 5d f7  
00:35:40.407674 [NAS ] [I] Generating KeNB with UL NAS COUNT: 0 
00:35:40.407686 [NAS ] [I] Key eNodeB (k_enb) 
             0000: 78 1e de 89 e5 4e 89 b1 97 13 84 ec 3b e4 be 65  
             0010: fb d1 2e a7 3a a2 c8 0d 91 e9 dc 31 1c f3 6a 5c  
00:35:40.504390 [S1AP] [I] Received S1AP msg. Size: 56 
00:35:40.504432 [S1AP] [I] Received Initiating PDU 
00:35:40.504435 [S1AP] [I] Received Uplink NAS Transport Message. 
00:35:40.504506 [NAS ] [I] Integrity check ok. Local: count=0, Received: count=0 
00:35:40.504530 [S1AP] [I] UL NAS: sec_hdr_type: 
LIBLTE_MME_SECURITY_HDR_TYPE_INTEGRITY_AND_CIPHERED_WITH_NEW_EPS_S
ECURITY_CONTEXT, mac_vaild: yes, msg_encrypted: yes 
00:35:40.504532 [S1AP] [I] UL NAS: Received Security Mode Complete 
00:35:40.504555 [NAS ] [I] Security Mode Command Complete -- IMSI: 208930100001111 
00:35:40.504594 [HSS ] [I] Found User 208930100001111 
00:35:40.504617 [MME GTPC] [I] Sending Create Session Request. 
00:35:40.504620 [MME GTPC] [I] Next MME control TEID: 2 
00:35:40.504621 [MME GTPC] [I] Allocated MME control TEID: 1 
00:35:40.504731 [SPGW GTPC] [I] SPGW Received Create Session Request 
00:35:40.504748 [SPGW GTPC] [I] Creating new GTP-C context 
00:35:40.504759 [SPGW GTPC] [I] SPGW: get_new_ue_ipv4 pool ip addr 77.77.0.2 
00:35:40.504776 [SPGW GTPC] [I] Sending Create Session Response 
00:35:40.504828 [MME GTPC] [I] Received Create Session Response 
00:35:40.504856 [MME GTPC] [I] MME GTPC Ctrl TEID 1, IMSI 208930100001111 
00:35:40.504879 [MME GTPC] [I] Create Session Response -- SPGW control TEID 1 
00:35:40.504901 [MME GTPC] [I] Create Session Response -- SPGW S1-U Address: 192.168.64.116 
00:35:40.504907 [S1AP] [I] Preparing to send Initial Context Setup request 
00:35:40.504924 [S1AP] [I] Initial Context Setup Request -- Key eNB (k_enb) 
             0000: 78 1e de 89 e5 4e 89 b1 97 13 84 ec 3b e4 be 65  
             0010: fb d1 2e a7 3a a2 c8 0d 91 e9 dc 31 1c f3 6a 5c  
00:35:40.504959 [S1AP] [I] Adding attach accept to Initial Context Setup Request 
00:35:40.504968 [NAS ] [I] Packing Attach Accept 
00:35:40.504973 [NAS ] [I] Attach Accept -- MCC 0xf208, MNC 0xff93 
00:35:40.505060 [NAS ] [I] Packed Attach Accept 
00:35:40.505143 [S1AP] [I] Initial Context -- S1-U TEID 0x1. IP 192.168.64.116  
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00:35:40.505154 [S1AP] [I] Initial Context Setup Request -- eNB UE S1AP Id 12130429, MME UE 
S1AP Id 1 
00:35:40.505155 [S1AP] [I] Initial Context Setup Request -- E-RAB id 5 
00:35:40.505156 [S1AP] [I] Initial Context Setup Request -- S1-U TEID 0x1. IP 192.168.64.116  
00:35:40.505157 [S1AP] [I] Initial Context Setup Request -- S1-U TEID 0x1. IP 192.168.64.116  
00:35:40.505158 [S1AP] [I] Initial Context Setup Request -- QCI 9 
00:35:40.686204 [S1AP] [I] Received S1AP msg. Size: 46 
00:35:40.686241 [S1AP] [I] Received Initiating PDU 
00:35:40.686245 [S1AP] [E] Unhandled S1AP intiating message: UECapabilityInfoIndication 
00:35:40.885815 [S1AP] [I] Received S1AP msg. Size: 40 
00:35:40.885855 [S1AP] [I] Received Succeseful Outcome PDU 
00:35:40.885867 [S1AP] [I] Received Initial Context Setup Response. 
00:35:40.885892 [S1AP] [I] E-RAB Context Setup. E-RAB id 5 
00:35:40.885903 [S1AP] [I] E-RAB Context -- eNB TEID 0x5cfc3352, eNB Address 192.168.64.115 
00:35:40.885911 [S1AP] [I] Received S1AP msg. Size: 61 
00:35:40.885924 [S1AP] [I] Received Initiating PDU 
00:35:40.885934 [S1AP] [I] Received Uplink NAS Transport Message. 
00:35:40.885987 [NAS ] [I] Integrity check ok. Local: count=1, Received: count=1 
00:35:40.885999 [S1AP] [I] UL NAS: sec_hdr_type: 
LIBLTE_MME_SECURITY_HDR_TYPE_INTEGRITY_AND_CIPHERED, mac_vaild: yes, 
msg_encrypted: yes 
00:35:40.886000 [S1AP] [I] UL NAS: Received Attach Complete 
00:35:40.886015 [MME GTPC] [I] Sending GTP-C Modify bearer request 
00:35:40.886025 [MME GTPC] [I] GTP-C Modify bearer request -- S-GW Control TEID 1 
00:35:40.886027 [MME GTPC] [I] GTP-C Modify bearer request -- S1-U TEID 0x5cfc3352, IP 
192.168.64.115 
00:35:40.886035 [NAS ] [I] Packing EMM Information 
00:35:40.886071 [SPGW GTPC] [I] Received Modified Bearer Request 
00:35:40.886083 [SPGW GTPC] [I] Setting Up GTP-U tunnel. Tunnel info:  
00:35:40.886085 [SPGW GTPC] [I] IMSI: 208930100001111, UE IP: 77.77.0.2  
00:35:40.886086 [SPGW GTPC] [I] S-GW Rx Ctrl TEID 0x1, MME Rx Ctrl TEID 0x1 
00:35:40.886087 [SPGW GTPC] [I] S-GW Rx Ctrl IP (NA), MME Rx Ctrl IP (NA) 
00:35:40.886088 [SPGW GTPC] [I] S-GW Rx User TEID 0x1, S-GW Rx User IP 192.168.64.116 
00:35:40.886089 [SPGW GTPC] [I] eNB Rx User TEID 0x5cfc3352, eNB Rx User IP 192.168.64.115 
00:35:40.886090 [GTPU] [I] Modifying GTP-U Tunnel. 
00:35:40.886092 [GTPU] [I] UE IP 77.77.0.2 
00:35:40.886094 [GTPU] [I] Downlink eNB addr 192.168.64.115, U-TEID 0x5cfc3352 
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00:35:40.886094 [GTPU] [I] Uplink C-TEID: 0x1 
00:35:40.886103 [NAS ] [I] Packed UE EMM information 
00:35:40.886157 [NAS ] [I] Sending EMM Information 
00:35:40.886172 [S1AP] [I] Activated EPS Bearer: Bearer id 5 
00:37:38.523355 [S1AP] [I] SCTP Association Shutdown. Association: 25 
00:37:38.523426 [S1AP] [I] Deleting eNB context. eNB Id: 0xe00 
00:37:38.523449 [S1AP] [I] Releasing UE context. IMSI: 208930100001111, UE-MME S1AP Id: 1 
00:37:38.523462 [MME GTPC] [I] Sending GTP-C Delete Session Request request. IMSI 
208930100001111 
00:37:38.523463 [MME GTPC] [I] GTP-C Delete Session Request -- S-GW Control TEID 1 
00:37:46.713201 [S1AP] [I] Deleting UE EMM context. IMSI: 208930100001111 
00:37:46.726696 [HSS ] [I] Opened DB file: user_db.csv 
Closing log 
 
Dnevnik free5GC (free5gc.log): 
 
  File Logging : '/home/z/free5gc-stage-1/install/var/log/free5gc/free5gc.log' 
  MongoDB URI : 'mongodb://localhost/free5gc' 
  Configuration : 'free5gc.testngc.conf' 
[11/04 12:09:06.921] INFO: CONNECTED TO 'smf.localdomain' (TCP,soc#8): (fd_logger.c:93) 
[11/04 12:09:06.921] INFO: CONNECTED TO 'pcrf.localdomain' (TCP,soc#11): (fd_logger.c:93) 
[11/04 12:09:07.200] INFO: CONNECTED TO 'amf.localdomain' (TCP,soc#8): (fd_logger.c:93) 
[11/04 12:09:07.201] INFO: CONNECTED TO 'hss.localdomain' (TCP,soc#11): (fd_logger.c:93) 
[11/04 12:09:09.167] INFO: N11 message enter (smf_sm.c:210) 
[11/04 12:09:09.167] INFO: APN_type: 2 (smf_context.c:1466) 
[11/04 12:09:09.169] INFO: PAA dst addr: 16697856 (amf_n11_handler.c:47) 
[11/04 12:09:09.169] INFO: ipv4: 1, ipv6: 0 (amf_n11_handler.c:64) 
[11/04 12:09:09.169] INFO: ipv4: 1, ipv6: 0 (amf_n11_handler.c:65) 
[11/04 12:09:09.169] INFO: create Session (amf_n11_handler.c:71) 
[11/04 12:09:09.675] INFO: SMF Recieve Sm Context Update (smf_sbi_path.c:57) 
[11/04 12:09:09.675] INFO: N11 message enter (smf_sm.c:210) 
[11/04 12:09:09.675] INFO: smf_sbi_send_sm_context_update (smf_sbi_path.c:234) 
[11/04 12:09:09.675] INFO: smf_sbi_send_sm_context_update end (smf_sbi_path.c:237) 
[11/04 12:09:09.675] INFO: AMF Update Session Done (amf4g_sm.c:830) 
[11/04 12:09:10.276] WARN: No ENB UE Context : AMF4G_UE_S1AP_ID[16777373] 
(s1ap_handler.c:1833) 
[11/04 12:09:10.277] INFO: SMF Recieve Sm Context Update (smf_sbi_path.c:57) 
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[11/04 12:09:10.277] INFO: N11 message enter (smf_sm.c:210) 
[11/04 12:09:10.277] INFO: smf_sbi_send_sm_context_update (smf_sbi_path.c:234) 
[11/04 12:09:10.277] INFO: smf_sbi_send_sm_context_update end (smf_sbi_path.c:237) 
[11/04 12:09:10.278] INFO: AMF Update Session Done (amf4g_sm.c:830) 
[11/04 12:09:10.578] INFO: N11 message enter (smf_sm.c:210) 
[11/04 12:09:10.578] WARN: { 
 "imsi": "001010123456819", 
 "apn": "internet", 
 "ebi": "5" 
} (smf_sm.c:236) 
[11/04 12:09:10.881] WARN: Unknown UE by GUTI[G:2,C:1,M_TMSI:0x9] 
(amf4g_context.c:2325) 
[11/04 12:09:10.882] WARN: Cannot find IMSI in DB : 001010123456815 (hss_context.c:386) 
[11/04 12:09:10.883] WARN: ERROR DIAMETER Result Code(5001) (amf4g_fd_path.c:300) 
[11/04 12:09:10.883] WARN: EMM_CAUSE : IMSI Unknown in HSS (amf4g_sm.c:637) 
[11/04 12:09:12.009] INFO: N11 message enter (smf_sm.c:210) 
[11/04 12:09:12.009] INFO: APN_type: 2 (smf_context.c:1466) 
[11/04 12:09:12.011] INFO: PAA dst addr: 50343213 (amf_n11_handler.c:47) 
[11/04 12:09:12.011] INFO: ipv4: 1, ipv6: 0 (amf_n11_handler.c:64) 
[11/04 12:09:12.011] INFO: ipv4: 1, ipv6: 0 (amf_n11_handler.c:65) 
[11/04 12:09:12.011] INFO: create Session (amf_n11_handler.c:71) 
[11/04 12:09:12.514] INFO: SMF Recieve Sm Context Update (smf_sbi_path.c:57) 
[11/04 12:09:12.515] INFO: N11 message enter (smf_sm.c:210) 
[11/04 12:09:12.515] INFO: smf_sbi_send_sm_context_update (smf_sbi_path.c:234) 
[11/04 12:09:12.515] INFO: smf_sbi_send_sm_context_update end (smf_sbi_path.c:237) 
[11/04 12:09:12.515] INFO: AMF Update Session Done (amf4g_sm.c:830) 
[11/04 12:09:13.117] INFO: SMF Recieve Sm Context Update (smf_sbi_path.c:57) 
[11/04 12:09:13.117] INFO: N11 message enter (smf_sm.c:210) 
[11/04 12:09:13.118] INFO: smf_sbi_send_sm_context_update (smf_sbi_path.c:234) 
[11/04 12:09:13.118] INFO: smf_sbi_send_sm_context_update end (smf_sbi_path.c:237) 
[11/04 12:09:13.118] INFO: AMF Update Session Done (amf4g_sm.c:830) 
[11/04 12:09:13.421] WARN: Authentication failure(Synch failure) (emm_sm.c:443) 
[11/04 12:09:13.423] WARN: Authentication failure(MAC failure) (emm_sm.c:436) 
[11/04 12:09:14.550] INFO: N11 message enter (smf_sm.c:210) 
[11/04 12:09:14.550] INFO: APN_type: 2 (smf_context.c:1466) 
[11/04 12:09:14.552] INFO: PAA dst addr: 67120429 (amf_n11_handler.c:47) 
[11/04 12:09:14.552] INFO: ipv4: 1, ipv6: 0 (amf_n11_handler.c:64) 
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[11/04 12:09:14.552] INFO: ipv4: 1, ipv6: 0 (amf_n11_handler.c:65) 
[11/04 12:09:14.552] INFO: create Session (amf_n11_handler.c:71) 
[11/04 12:09:15.054] INFO: SMF Recieve Sm Context Update (smf_sbi_path.c:57) 
[11/04 12:09:15.055] INFO: N11 message enter (smf_sm.c:210) 
[11/04 12:09:15.056] INFO: smf_sbi_send_sm_context_update (smf_sbi_path.c:234) 
[11/04 12:09:15.056] INFO: smf_sbi_send_sm_context_update end (smf_sbi_path.c:237) 
[11/04 12:09:15.057] INFO: AMF Update Session Done (amf4g_sm.c:830) 
[11/04 12:09:15.260] INFO: SMF Recieve Sm Context Update (smf_sbi_path.c:57) 
[11/04 12:09:15.260] INFO: N11 message enter (smf_sm.c:210) 
[11/04 12:09:15.260] INFO: smf_sbi_send_sm_context_update (smf_sbi_path.c:234) 
[11/04 12:09:15.260] INFO: smf_sbi_send_sm_context_update end (smf_sbi_path.c:237) 
[11/04 12:09:15.260] INFO: AMF Update Session Done (amf4g_sm.c:830) 
[11/04 12:09:15.862] INFO: SMF Recieve Sm Context Update (smf_sbi_path.c:57) 
[11/04 12:09:15.862] INFO: N11 message enter (smf_sm.c:210) 
[11/04 12:09:15.862] INFO: smf_sbi_send_sm_context_update (smf_sbi_path.c:234) 
[11/04 12:09:15.862] INFO: smf_sbi_send_sm_context_update end (smf_sbi_path.c:237) 
[11/04 12:09:15.863] INFO: AMF Update Session Done (amf4g_sm.c:830) 
[11/04 12:09:16.163] INFO: SMF Recieve Sm Context Update (smf_sbi_path.c:57) 
[11/04 12:09:16.163] INFO: N11 message enter (smf_sm.c:210) 
[11/04 12:09:16.163] INFO: smf_sbi_send_sm_context_update (smf_sbi_path.c:234) 
[11/04 12:09:16.163] INFO: smf_sbi_send_sm_context_update end (smf_sbi_path.c:237) 
[11/04 12:09:16.163] INFO: AMF Update Session Done (amf4g_sm.c:830) 
[11/04 12:09:16.463] INFO: SMF Recieve Sm Context Update (smf_sbi_path.c:57) 
[11/04 12:09:16.463] INFO: N11 message enter (smf_sm.c:210) 
[11/04 12:09:16.464] INFO: smf_sbi_send_sm_context_update (smf_sbi_path.c:234) 
[11/04 12:09:16.464] INFO: smf_sbi_send_sm_context_update end (smf_sbi_path.c:237) 
[11/04 12:09:16.464] INFO: AMF Update Session Done (amf4g_sm.c:830) 
[11/04 12:09:17.873] INFO: N11 message enter (smf_sm.c:210) 
[11/04 12:09:17.873] INFO: APN_type: 2 (smf_context.c:1466) 
[11/04 12:09:17.875] INFO: PAA dst addr: 16697856 (amf_n11_handler.c:47) 
[11/04 12:09:17.875] INFO: ipv4: 1, ipv6: 0 (amf_n11_handler.c:64) 
[11/04 12:09:17.875] INFO: ipv4: 1, ipv6: 0 (amf_n11_handler.c:65) 
[11/04 12:09:17.875] INFO: create Session (amf_n11_handler.c:71) 
[11/04 12:09:17.875] WARN: [EMM] EMM STATUS : IMSI[001010000000002] Cause[101] 
(emm_sm.c:691) 
[11/04 12:09:17.876] INFO: N11 message enter (smf_sm.c:210) 
[11/04 12:09:17.876] WARN: { 
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 "imsi": "001010000000002", 
 "apn": "internet", 
 "ebi": "5" 
} (smf_sm.c:236) 
[11/04 12:09:18.780] WARN: Unknown UE by S_TMSI[G:2,C:1,M_TMSI:0x12345678] 
(s1ap_handler.c:651) 
[11/04 12:09:18.780] WARN: [EMM] Service request : Unknown UE (emm_sm.c:103) 
[11/04 12:09:19.190] INFO: N11 message enter (smf_sm.c:210) 
[11/04 12:09:19.190] INFO: APN_type: 2 (smf_context.c:1466) 
[11/04 12:09:19.192] INFO: PAA dst addr: 16697856 (amf_n11_handler.c:47) 
[11/04 12:09:19.192] INFO: ipv4: 1, ipv6: 0 (amf_n11_handler.c:64) 
[11/04 12:09:19.192] INFO: ipv4: 1, ipv6: 0 (amf_n11_handler.c:65) 
[11/04 12:09:19.192] INFO: create Session (amf_n11_handler.c:71) 
[11/04 12:09:19.694] INFO: SMF Recieve Sm Context Update (smf_sbi_path.c:57) 
[11/04 12:09:19.695] INFO: N11 message enter (smf_sm.c:210) 
[11/04 12:09:19.695] INFO: smf_sbi_send_sm_context_update (smf_sbi_path.c:234) 
[11/04 12:09:19.695] INFO: smf_sbi_send_sm_context_update end (smf_sbi_path.c:237) 
[11/04 12:09:19.695] INFO: AMF Update Session Done (amf4g_sm.c:830) 
[11/04 12:09:19.898] WARN: NAS MAC verification failed (nas_security.c:159) 
[11/04 12:09:19.898] WARN: No Security Context : IMSI[001010123456937] (emm_sm.c:114 
