We determine candidate variable sources in the SuperWASP Data Release 1 (DR1) using multiple clustering methods and identifying variable candidates as outliers from large clusters. We extract 15,788,814 light curves that have more than 15 photometric measurements in the SuperWASP DR1. Variations in the light curves are described in terms of nine variability features that are complementary to each other. We consider three different clustering methods based on Gaussian mixture models, including one that was used in our previous work, assuming that real variable candidates can be found as minor clusters and at a distant from major clusters, which correspond to nonvariable objects. The three different methods with a broad level of speed and precision prove that we can select a suitable method for detecting variable light curves, depending on the speed and precision constraints on clustering. We also consider a consensus clustering method that combines clustering results obtained using multiple clustering methods. The consensus clustering method improves the reliability of detecting variable candidates by combining information that is learned from a given data set by multiple methods. As a complete variability analysis of the public SuperWASP light curves, we provide clustering results obtained by using an infinite Gaussian mixture model in the framework of variational Bayesian inference, as well as variability indices of the light curves in an online database to help others exploit the SuperWASP data.
Introduction
Public releases of massive time-series data have been proven to be important for making observation data collected in wide-field surveys available to a broad range of astronomy communities, for a wide range of science goals. These publicly available data can be used as a reference for comparing to future observations. Different analysis methods can be used, exploring different classes of variable sources that have not been considered or detected by original projects. Some examples of time-series observation projects with public data releases are the Massive Compact Halo Object Project (Alcock et al. 1993) , Optical Gravitational Lensing Experiment (Udalski et al. 1992 ), All Sky Automated Survey (Pojmanski 1997) , Northern Sky Variability Survey (NSVS; Woźniak et al. 2004) , Lincoln NearEarth Asteroid Research (Sesar et al. 2011) , and Catalina Surveys (Drake et al. 2009 ).
One interesting analysis that uses publicly available timeseries data amounts to using novel variability detection methods that are different from the methods adopted by the original survey projects. The reliable detection of variable candidates is the first step toward investigating the physics of variable sources. Moreover, because follow-up observations of interesting variable candidates can become expensive as the number of variable candidates increases, estimating the reliability of variability detection is likely to become important in future large surveys such as the Large Synoptic Survey Telescope (LSST; Ivezic et al. 2008 ).
We proposed a novel approach that uses clustering methods with density estimation to detect variable candidates in massive astronomical time-series data in our previous papers (Shin et al. 2009 (Shin et al. , 2012 . The proposed method can be considered as a complementary method to classical conventional methods. In the classical approach, the properties of light curves are simulated or assumed for a given setup of observations, and then statistical cuts are determined to obtain the best detection results of variable sources (e.g., Price-Whelan et al. 2014) . When statistical distributions of a variability statistic are analytically well known, an analytic cut of variable candidates is commonly adopted. Because variability signals in time-series data are distorted and vary owing to factors such as different variability types, observation patterns, and photometric qualities, a good method of variability detection should account for these factors.
Using clustering methods and finding variable candidates as objects that are located in minor clusters and are far from major clusters can genuinely group into large clusters non-variable objects and objects that are dominantly affected by these common systematic effects or for which variable signals are too weak. Therefore, this approach does not require well-defined prior knowledge of hidden variable sources, systematic problems associated with the data, and observation setups, enabling machine learning algorithms to be used for learning the properties of the given data from the data. Moreover, our method does not assume a specific statistical distribution (e.g., a Gaussian distribution) for treating non-variable light curves (see Grubbs 1969 for a discussion of fundamental issues). Naturally, variable candidates are identified as outliers separate from major groups of light curves, and our approach becomes more powerful on larger data sets that allow our machine learning algorithms to better learn the properties of nonvariable light curves.
There are two major limitations to using a single clustering method for detecting variable sources. First, clustering methods, being one class of unsupervised machine learning methods, do not possess a good intrinsic criterion for validating the results of clustering, and these methods correspond to fundamentally ill-posed problems. In variability detection using supervised learning methods, it is possible to validate machine learning models on validation data sets that consist of data with known properties of variability signals (e.g., Brink et al. 2013 ). However, clustering methods do not have preexisting known validation test data and preexisting correct solutions for checking the validity of clustering results (see Jain 2010 for a review). These effects owing to the lack of validation data sets can be alleviated by employing multiple different clustering methods to improve the reliability and validity of clustering results (Jain et al. 2004) . In general, different clustering methods will yield different clustering results when applied to the same data set. Thus, if several different clustering methods group the same object as a member of minor clusters, the object is likely to be a reliable variable candidate. Second, some clustering methods are computationally too expensive to be used for frequently updated large data sets and repeated real-time applications of clustering methods. For example, the non-parametric Bayesian clustering method used in our previous papers utilizes a Markov Chain Monte Carlo with a Gibbs sampler, which is generally computationally expensive when being used on large multidimensional data sets, and is generally the slowest step in an entire analysis process (Bishop 2007; Marin 2007) . Fast clustering can be adopted for a quick analysis of growing data sets collected in big surveys such as LSST (Ridgway et al. 2014 ) in addition to processing the final data set using a slow clustering method, although fast clustering methods might have disadvantages compared to slow clustering methods.
In this paper, we present a new strategy for detecting variable candidates in massive astronomical time-series data by using a variational approximate Bayesian inference that is much faster than the Markov Chain Monte Carlo method. We also demonstrate how to practically combine clustering results from multiple clustering methods with different properties and computational steps. To exemplify the methodʼs applicability, we present results from consensus clustering (also called ensemble clustering, being part of ensemble methods), which infers the best clustering result by considering agreements among the results obtained using several different clustering results (see Zhou 2012 for a review). Although ensembling multiple results together can make strongly variable light curves easily distinguishable, it can also mix weakly variable light curves with clusters of non-variable light curves as objects of disagreement among the different clustering methods. Therefore, we intend to use consensus clustering to increase the contrast between definitely variable and non-variable light curves in the clustering results.
Following the methodology used in our two previous papers (Shin et al. 2009 (Shin et al. , 2012 , we adopt Gaussian mixture models (Reynolds 2015) to generate clustering structures that become inputs to the ensemble clustering method. Using the same clustering models allows us to apply the ensemble method for the NSVS data included in the previous papers and to try a combined analysis of the NSVS data and the different data examined in this paper together for common objects between the two data sets. We add some new features describing information of the training data to those used in the previous papers, making it easy to update the variability indices of the NSVS data for combined analysis in the future.
We choose as an analysis data set the first data release of the Wide Angle Search for Planets (WASP) project (Butters et al. 2010) . The WASP project is a wide-field imaging survey performed using SuperWASP detectors of multiple 200 mm lenses and 2k×2k CCDs . Although the primary scientific goal of the project is finding transiting exoplanets, the data generated by the project can be used for different scientific studies in time-domain astrophysics (Norton 2012) . In particular, rich information on variable stars has been explored for some specific types of variables in the database (e.g., Norton et al. 2007; Hebb et al. 2010; Thomas et al. 2010; Norton et al. 2011; Smalley et al. 2011; McQuillin et al. 2012; Schaffenroth et al. 2013) . Thus, our detection of all kinds of variable candidates can help people explore general kinds of variable sources that are likely to be present in the WASP data set that contains about 30 million objects.
The variability analysis of WASP data is also useful because most objects in the data are optically sufficiently bright to be detected by telescopes with small telephoto lenses, and they are already included in preexisting multiwavelength data. As we explored with the NSVS data, our detection of variability in light curves can be combined with the knowledge of spectral energy distributions produced by surveys such as IRAS (Clegg 1980) , AKARI (Murakami et al. 2007) , WISE (Wright et al. 2010) , Two Micron All Sky Survey (2MASS; Kleinmann 1992), and GALEX (Bianchi & GALEX Team 1999; Martin et al. 2005) , allowing the identification of specific variability processes such as mass-losing late-type stars or RR Lyrae stars.
The paper is organized as follows. In Section 2, we explain the light curves in the WASP data and the variability indices derived from the light curves. Our clustering methods are explained in Section 3, demonstrating how to combine results obtained using multiple clustering methods and the process of combining results in reliable clustering. In Section 4, we describe a method for extracting variable candidates by using the results of clustering. Variable candidates are examined in Section 5, considering their associations with other data generated by multiwavelength observations. Finally, the summary and discussion are presented in the last section.
Data and Variability Indices

Preprocessing of Data
The basic data set consists of light curves that are included in the first data release of the WASP project (Butters et al. 2010). 7 The original data contain 17,970,999 light curves constructed from 3,631,972 images. Because light curves with few data points (i.e., observations) are not useful, we select light curves that have more than 15 data points, resulting in 15,884,797 light curves (i.e., about 88% of the original data set), as done in our previous paper (Shin et al. 2012, hereafter Paper II) . If we adopt 30 as the minimum number of data points in the raw light curves, the total number of acceptable light curves becomes 15,371,664 (i.e., about 86% of the original data set). These light curves are spatially divided into 10°×10°fields along the R.A. and decl. directions. Overall, 319 fields cover the distribution of the 15,884,797 light curves in the sky.
We first group the light curves into multiple sets 8 that share similar time-sampling patterns. The WASP project has frequently changed its observation strategy, such as its observation fields and its instrumental setups, such as the types of filters Butters et al. 2010) . Moreover, the same patch of the sky could be observed by both the northern and southern sites of the WASP project, each utilizing different observation strategies, different time windows, and different cameras. Because all of these factors can affect the systematic properties of light curves in the data set, we have to separate out similar groups of light curves sharing similar observation properties.
To resolve the issue of variable observation properties, we group light curves into a single set when these light curves have similar starting and ending times. By finding the largest change in the variance of the starting time (t s ), ending time (t e ), and number of data points for light curves in a group, we find that the best cut is d d
s for two light curves with the time differences of δt s and δt e . When we use a small time difference as a cut value, the number of groups increases, reducing the variance. Meanwhile, using a large time difference as a similarity cut yields an insufficient number of groups, with large internal variance. The adopted cut value is the one that produces optimal separation.
Because we adopt no constraints on the sky positions, it is possible that the step of constructing sets can make some light curves be in the same group based on similar time-sampling patterns, although their sky positions might not be close. As an example, Figure 1 shows the largest set of light curves that are found to be irregularly distributed in the sky. Because systematic patterns hidden in light curves can change over a large range of spatial scales, it is not surprising to find a strong variation of light curves even among spatially close light curves. We note that our clustering results are presented with spatial distributions of cluster members in the sky for helping to identify spatially distinct patterns that might not represent light curves of real variable sources, as we show in Section 4. Our clustering analysis, described in what follows, uses only 6478 sets, each containing more than 60 light curves. Therefore, the final data set for our clustering analysis contains 15,795,861 light curves after dropping the light curves not grouped together due to large time differences. Because the minimum number cut of 60 light curves is arbitrarily chosen, our online release of the analysis results still includes the rest of the light curves although they are not included in the clustering analysis. Others are welcome to try different clustering methods, including the light curves that are not included in our clustering analysis.
Variability Indices
We use nine variability indices that describe patterns of light variation in the light curves to project the raw time-series data onto nine-dimensional feature space. Table 1 summarizes the variability indices that are estimated from the flux measurements for given light curves. This combination of indices is similar to that used in our previous papers (Shin et al. 2009 (Shin et al. , 2012 ; see references therein).σ/μ and σ/ν are the ratio of dispersion over the mean and median, respectively. γ 1 and γ 2 denote the skewness and kurtosis as simple descriptive statistics, respectively. Con measures how many series of three consecutive measured values deviate more than 2σ from the median value. Basically, Con is similar to the Runs test statistic for detecting non-randomness (Wald & Wolfowitz 1940) . η is the von Neuman ratio, which is a small-sample version of the Durbin-Watson statistic for testing autocorrelation in the observed values (i.e., non-randomness) (Habibagahi & Pratschke 1972) . J and K have been commonly used in astronomy to detect non-random pattern in the light curves (Stetson 1996) . AoVM represents the strength of periodic signal found in periodograms derived from the analysis of the variance statistic.
A slight modification of these indices is not likely to have a significant effect, considering the fact that the indices complement each other. In addition to the indices used in our previous work, we include σ/ν in this paper. If all light curves are satisfactorily described by Gaussian random variates and the observational time sampling does not produce biased light curves, these multiple variability indices are not needed to find meaningful light variations in the light curves. However, because systematic sampling patterns and hidden systematic patterns are common in the data, we do not expect the distributions of these indices to be a simple one. In general, multivariate treatment of data is necessary to maximize the precision of extracting a small fraction of suspected patterns from a very large set of light curves (Bhat 2011) . If a specific parametric model of light curves such as microlensing and transit models is a main concern and adequate, parameters describing the parametric light curve model can be considered as variability indices, different from the simple descriptive indices adopted here (e.g., Nieto-Barajas & Contreras-Cristán 2014).
The main purpose of using AoVM is to detect and measure strongly periodic signals in light curves, whether or not these signals represent non-physical processes such as observation time sampling. Our estimation of AoVM might not be the best way to derive the correct strength of variability signals in light curves over a correct period because various methods can be used with a broad range of periodicity model parameters with a choice of statistics (see Thieler et al. 2013 for discussions). However, because we adopt a fixed model and its model parameters homogeneously for all light curves, the distribution of AoVM values does not introduce artificial effects into a given set of light curves that are influenced by similar observing patterns.
We drop problematic measurements of fluxes stored in the original DR1 light curves. First, data points with negative fluxes are not included in the estimation of the variability indices. Second, whenever two data points are reported at the same observation time (owing to simultaneous observations by multiple cameras mounted together), we use only the second measurement in the original light curve. Because a single object can be observed by two cameras mounted together, the light curve of the object can feature two simultaneously acquired data points. In this case, we use only one data point.
Because any systematic differences between two simultaneously acquired data points cannot be easily resolved without consulting the original data, we adopt the simple rule of using only one data point. We note that using the average of the multiple measurements instead of choosing a single measurement works only if they do not have any systematic effects and are completely independent. We expect that future research with a different methodology can be considered for this case of multiple simultaneous measurements. After this screening step, we obtain 15,865,772 light curves, each with more than 15 data points.
We derive the variability indices from raw calibrated photometric measurement instead of using detrended data. The DR1 data include two sets of flux measurements (Butters et al. 2010) . One set contains the raw calibrated flux values that are obtained after performing a standard photometric process (Kane et al. 2004) . The other set includes the flux values obtained after detrending of the systematic patterns found in the light curves . In order to avoid and isolate the effects of this detrending on our clustering analysis, we do not use detrended fluxes. Figure 2 shows the distribution of the nine variability indices of 29,770 example light curves. The distribution does not follow the expected pattern of the normal distribution, which has γ 1 ∼0 and γ 2 ∼0. The broad distribution of the variability indices implies the existence of multiple subpopulations in the data dominated by different types of signals, systematic patterns, and random noise. σ/μ and σ/ν should be close to each other under the assumption of normal distribution for observed fluxes. However, we find a deviation of σ/ν, which we newly include as a variability index compared to our previous paper (Shin et al. 2012) , from the distribution of σ/μ.
In practice, it is computationally challenging to derive variability indices from a large number of light curves. The index estimation procedure consists of processing thousands of flux measurements per light curve. After testing two configurations of parallel distributed processing using the Condor system 9 (Thain et al. 2005 ) and the Hadoop environment 10 (see Wiley et al. 2011 for an example in astronomy) with its streaming processing (Kwak et al. 2011) , we choose the Condor system as our computing environment to calculate the variability indices of all light curves, because of its higher flexibility and easier application in current analysis programs compared to the Hadoop environment (Hahm et al. 2012) .
The derived variability indices are made publicly available online.
11 These variability indices can be used by others to try different machine learning algorithms without recalculating the indices. These publicly available variability indices can be also used to develop new variability indices that are better than, or complementary to, the indices adopted here.
Clustering
Methods
We apply three clustering methods to cluster light curves in the space of nine variability indices. The first method uses an infinite Gaussian mixture model (IGMM) with the Dirichlet process (DP; Ferguson 1973) as a prior on mixture mixing weights (Antoniak 1974; Robert 1996; Rasmussen 2000) , and 
The maximum value of the analysis of variance (ANOVA) statistic (Schwarzenberg-Czerny 1989 Note. γ 1 and γ 2 are the skewness and kurtosis of N fluxes x n , respectively (see Joanes & Gill 1998; Rimoldini 2014 for other possible estimations).
, where e n is a photometric flux error for each data point. Sign(δ n δ n+1 ) is the sign of δ n δ n+1 . We compute AoVM by using a public code provided inhttp://astromsshin.github.io/science/code/MultiStep_Period/ (Shin & Byun 2004). this method has been used in our previous works (Shin et al. 2009 (Shin et al. , 2012 . The second method, which is the focus of this paper, also uses the IGMM; however, this is done by exploiting the variational approximate Bayesian inference (Tzikas et al. 2008 ) rather than using MCMC (Markov Chain Monte Carlo) samples, which are used in the first method (Cao & West 1996; Neal 2000; Blei & Jordan 2006) . The third method also uses the Gaussian mixture model, but it uses the expectation-maximization (EM) algorithm (Moon 1996) with finite Gaussian mixtures and information criteria to determine the best number of mixture components in the problem of model selection (Weakliem 1999; Zucchini 2000; Liddle 2007; Trotta 2008; Chaurasia & Harel 2013) . We present the mathematical foundations of these clustering algorithms in the Appendix. In the following, we summarize only the key properties of these methods, focusing on the known pros and cons.
All three clustering methods use Gaussian mixtures to describe the density distribution of a given data, i.e., variability indices of light curves, in the nine-dimensional space, as follows:
where c is an index that runs over C mixture components, x is the vector of the variability indices, D is the dimension of space (here D=9), and w c is a mixing fraction of each mixture component. Each mixture component is characterized by the vector of mean values (i.e., mixture centers) μ c and the covariance matrix of the Gaussian distribution Σ c associated with the cth mixture component.
The three clustering methods differ in the following two aspects. First, each method uses a different approach to find the best estimate of the parameters w c , μ c , and Σ c or their posterior distributions, with assumptions regarding C (i.e., the number of possible components) in the data. Second, cluster membership of light curves is determined differently using the estimated density distribution of the variability indices.
Both the first and the second methods using the IGMM with the DP are non-parametric Bayesian methods of density estimation and clustering. The key property of these methods is a way of considering an infinite number of mixture components by adding or removing components, relying upon the data and a prior distribution in the model. Adding more components can improve the quality of density estimation. However, this results in overfitting the model to the data. In the Bayesian approach, the problem of overfitting is controlled by the prior distribution of model parameters that regularize the model.
The difference between the first and second methods lies in how posterior distributions of parameters are estimated. The first method (hereafter referred to as IGMM-MCMC) uses the MCMC method to sample a posterior or a conditional posterior distribution, while the second method (hereafter referred to as IGMM-VB) uses the variational approximate Bayesian inference by deriving approximate posterior distributions. Because IGMM-VB is implemented as a deterministic optimization problem, IGMM-VB is generally much faster than the stochastic searching approach of IGMM-MCMC. Moreover, the MCMC approach requires a substantial storage space of sampling results and a tricky, insecure way of checking convergence in the MCMC samples (Marin & Robert 2007) . However, the posterior distribution derived in IGMM-VB is an approximate distribution, and the optimization solution can be a locally optimized description of the posterior distribution rather than a globally optimized solution. The third method (hereafter referred to as GMM-EM) is not Bayesian. Instead, it finds the best model parameters by using a maximum-likelihood approach with an iterative EM algorithm. Because GMM-EM requires knowing a predefined number of mixture components, GMM-EM finds the best estimation of the number of mixture components with the help of the modelselection criteria for a varying number of components.
In the step of determining the cluster membership, both IGMM-MCMC and IGMM-VB can simply adopt the maximum a posteriori (MAP) approach or a complicated assignment, using the derived posterior distribution of model parameters, while the GMM-EM method assigns light curves to a component with a maximal likelihood. When the cluster membership is described by a variable Z for a light curve x with estimated model parameters, the GMM-EM method finds the mixture component c that maximizes
c . On the other hand, we use the MAP assignment of c in the IGMM-VB method, corresponding to the maximization of the approximated =  ( | ) x p Z c . In the IGMM-MCMC method, we determine cluster memberships, considering the distribution of
derived from the MCMC samples and its uncertainty, instead of the MAP point estimation that we used in Papers I and II (see Lau & Green 2007 for a discussion).
In short, the IGMM-MCMC method is the most flexible method among the three methods, while also being the slowest one. The GMM-EM method is the fastest, but the model is too simple, possibly obtaining an incorrect solution for the maximum likelihood and model selection. The IGMM-VB method is reasonably fast and flexible although it might not be as precise as the IGMM-MCMC method. Our choice of these three clustering models considers the possible scenario of clustering a large amount of data as quickly as possible by using the fast method first and then using not only the two slow methods later but also the ensemble method. The quick analysis of the new data in the fast clustering method will allow people to discover new variable candidates quickly while the slow and ensemble methods improve the reliability of the candidate detection later.
Example Analysis
In the detection of variable sources, our main concern is how the different clustering methods recover large mixture components that represent non-variable sources in a given data set. Therefore, we examine how well the fast methods find mixture distributions that can be consistent with the result of the slowest method, despite the differences in their algorithms.
To exemplify the clustering analysis, we analyze a single set, which consists of 10,026 light curves, using the three different clustering methods. Figure 3 shows the cumulative distribution of light curves in order of increasing cluster sizes, up to the top 10 largest clusters. The IGMM-MCMC method discovered 17 clusters, including eight clusters that have fewer than 30 member (i.e., the fraction ∼0.003) light curves. Although IGMM-VB reveals 34 clusters, the number of member light curves in 15 clusters is fewer than 30. Meanwhile, we find 17 clusters in the result of the GMM-EM method, with only four clusters having fewer than 30 member light curves. In Figure 3 , the different pattern obtained using the IGMM-VB method is mainly explained by the fact that IGMM-VB identifies more small clusters than the other methods. Considering the computation time, the IGMM-MCMC method is the slowest while the IGMM-VB and GMM-EM methods are about 64 and 10 times faster than the IGMM-MCMC method, respectively.
We find that all three clustering methods reveal similar structures of large clusters although the exact assignment of light curves into clusters is different. Figure 4 shows that the top three largest clusters found by the IGMM-MCMC method encompass about 80% of the data set, and these clusters capture a dominant structure in the projection onto the space of K and AoVM. However, the results obtained using the IGMM-VB and GMM-EM methods exhibit differences in the fine details of the structures related to the top three largest clusters, as shown in Figure 5 . This result implies that combining the results derived from multiple clustering methods can yield a consensus clustering solution for a given data set. In particular, clusters of non-variable sources (i.e., large clusters) can be defined more conservatively in the consensus clustering method compared to individual clustering methods.
To quantitatively measure the similarity between the results obtained using the three methods, we calculate three diagnostic quantities: R, AR, and F (see Melnykov et al. 2012 , for discussions). When ID 1 and ID 2 are clustering memberships derived from two methods for N light curves, the Rand index R is defined as follows (Rand 1971 ):
where N sc is the number of pairs of light curves that are found in the same cluster in both ID 1 and ID 2 among N C 2 possible pairs, and N dc represents the number of pairs that are in different clusters of ID 1 and ID 2 . Therefore, N sc +N dc measures pairwise similarities between two clustering results. However, R does not consider the number of disagreeing pairs, which correspond to pairs found in the same cluster using only one method. A completely consistent clustering result corresponds to R=1. Following the principle of R, the definition of the adjusted Rand where E[R(ID 1 , ID 2 )] is the expected value of R with pairs coincidentally counted in ID 1 and ID 2 . Accordingly, AR is equal to R minus the R expected at random after being normalized by the possible maximum value of R minus the R expected at random. F considers the differences of the number of clusters in ID 1 and ID 2 (Fowlkes & Mallows 1983) as described by the following definition: where n c is the size of the cth cluster when the numbers of clusters found in ID 1 and ID 2 are C 1 and C 2 , respectively. Table 2 lists the measured R, AR, and F for the clustering results derived from the three methods. All three quantities attain the value of 1 only if two methods produce an exactly identical clustering result. All three measurements prove that the IGMM-VB and GMM-EM methods are the most similar among the three possible pairs of methods, regardless of the similarity measurements used. We also find that more than 80% of the light curve pairs are consistently clustered using the three different methods as shown for R.
Consensus Clustering
We combine the results from the multiple different clustering methods by using the method of "the best one element moves" with one of the three clustering results as a seed clustering result (see Goder & Filkov 2008 for details). Among several possible ways of consensus clustering, we adopt a simple fast approach. In short, one of the three clustering results is chosen as a candidate for the solution of consensus clustering if the candidate has the smallest averaged discrepancy, which is measured by the Rand index (i.e., Equation (2)), with two other clustering results. Therefore, finding the best consensus clustering result becomes an optimization problem of finding a solution sharing the highest similarity with all three preexisting clustering results. Starting from this candidate solution, the method of "the best one element moves" changes the clustering membership of one element in the candidate clustering solution until the averaged discrepancy of the solution with respect to the three clustering results decreases (e.g., Filkov & Skiena 2003; Zheng et al. 2011) .
As presented in Table 2 , the clustering result of the IGMM-VB method becomes a promising candidate solution of the best consensus clustering, and then the consensus clustering result resembles the result obtained using the IGMM-VB method with small changes guided by differences in the results from other two clustering methods, as shown in Figure 3 . The consensus clustering result has the top 10 largest clusters containing about 89% of the example light curves. About 98% of the data are recovered in the top 18 largest clusters. Therefore, many small clusters exist in the consensus clustering result compared to the IGMM-MCMC method.
The consensus clustering result implies that many real variable candidates might be mixed together with non-variable light curves, conservatively defining the boundary between variable and non-variables objects. In order to measure this change quantitatively, we estimate two quantities: the DaviesBouldin (DB) index (Davies & Bouldin 1979) and the Dunn index (Dunn 1973) , which are commonly used as diagnostic measurements of the clustering quality or patterns (e.g., Maulik & Bandyopadhyay 2002; Vendramin et al. 2010 ). The DB index, which was used in Paper I (Shin et al. 2009 ), measures the ratio of the dispersion of cluster members to the separations between clusters by using the following definition:
where s i is the average distance of members with respect to the cluster center for the cluster i and d ij is the distance between the centers of two clusters i and j for the number of clusters N C . The definition of the Dunn index is
where δ ij is the minimum distance of members between two clusters i and j, and Δ k is the maximum distance between two members in the cluster k with N C clusters. We use the L 2 norm as the distance when measuring both indices. While small values of the DB index imply well-separated compact clusters, a large Dunn index represents a distribution of compact clusters with a large separation among them. Table 3 shows that the consensus clustering result yields less compact and less separated clusters compared to the results from the IGMM-MCMC and GMM-EM methods, considering the DB index estimation. However, the Dunn index suggests that the consensus clustering result can be better than that obtained using the IGMM-MCMC method. This mixed result of the comparison between the IGMM-MCMC method and consensus clustering can be understood by noting that the Dunn index, which sensitively depends on maximum and minimum distances, can be easily changed by the distribution of small, largely separated clusters. As shown in Figure 3 , several small clusters in the consensus clustering result are defined by separating them out from large clusters found in the IGMM-MCMC result. Therefore, although the DB index dominated by the structure of large clusters demonstrates better clustering in the IGMM-MCMC result than in the consensus clustering result, the Dunn index is higher in the consensus clustering result than in the IGMM-MCMC clustering result. 1.05×10 −6
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Selecting Variable Candidates
We propose two ways in which the clustering results can be used to find variable candidates as we did in Paper I. Since nonvariable sources are expected to be found in large clusters, first, we can select light curves in small clusters as possible candidates of variable sources. Second, if the largest cluster describes well the distribution of non-variable sources in the multidimensional space of the variability indices, we can use a distance metric to identify as variable candidates light curves that are distant from the largest cluster in the multidimensional space. In Paper I, we adopted the Mahalanobis distance (D M ) (Bishop 2007) as a distance metric with a covariance matrix of the largest cluster (see Jogesh Babu et al. 2008 for astronomical examples). Because even small clusters can be close to the most dominant cluster in the multidimensional feature space, a conservative approach can adopt both the selection using cluster sizes and that using cluster distances from the largest cluster.
In reality, the way to select interesting and reliable variable candidates is more complicated than what we propose here with the clustering results. Depending on the research interests and extra information on sources, selection methods can be polished to reflect practical constraints. In particular, users of our analysis results should know that the clustering analysis is still affected by the intrinsic limitation of the WASP observation such as spatial resolution. For example, the existence of infrared detection can be a required condition to refine the candidate selection procedure proposed here. Moreover, the poor spatial resolution of data may make it extremely difficult to separate out reliable stellar objects from extended sources with variability patterns in their light curves. In this case, the identification of variable candidates as point sources in other observations will be required in addition to detecting variable light curves in data with poor spatial resolution. Therefore, the proposed ways to discover variable candidates should be considered as a minimal guide for people who would like to use the results of our analysis.
Light Curves in Minor Clusters
We compare the variable candidates selected in the results of the IGMM-VB method with those obtained by the consensus clustering method. We provide the clustering results from the IGMM-VB method online for public use. Because the IGMM-VB method is the flexible Bayesian model compared to the GMM-EM method, and it is computationally much cheaper than the IGMM-MCMC method, we use the results obtained using this method as a main way to discover variable candidates.
In the clustering results of the example data presented in the previous sections, the number of variable candidates is 317 and 321 in the IGMM-VB and consensus clustering results, respectively, when we select light curves found in clusters that comprise less than 1% of the data. This cut is arbitrarily chosen depending on how strongly it is desired to suppress the contamination of non-variable light curves among the candidates. The number of these small clusters is 19 in both the IGMM-VB and consensus clustering results. Among these candidates, all 317 light curves selected using the IGMM-VB method are chosen as variable candidates by the selection using the consensus clustering result. Figure 6 shows examples of variable and non-variable light curves selected in the IGMM-VB clustering results. Although the light curves of both variable and non-variable candidates look similar, their distributions in the multidimensional space of the variability indices separate out these light curves into multiple clusters. These examples also show that a simple estimation of flux variation such as dispersion is not sufficiently powerful enough to separate out variable candidates from nonvariable objects, as implied by the comparison between 1SWASP J231041.63+402849.9 and 1SWASP J221311.94 +483003.8. The light curves shown here still exhibit typical systematic trends of the original data before the detrending correction (Butters et al. 2010 ) is applied. Therefore, it is not easy to catch recognizable features of variability even in the light curves of variable candidates, implying that visual detection of variability signals might be challenging.
The examples of the variable candidates presented in Figure 6 exhibit uncommon values of some variability indices compared to others being selected as variable candidates. Figure 6 . Figure 7 shows example light curves of variable candidates that are not selected by the IGMM-VB method but are selected by the consensus clustering method. We do not detect any visually distinctive differences between the candidates found by the IGMM-VB method and those found by the consensus clustering method, implying again that visual perception of raw light curves is not suitable for identifying variability signals in data such as the WASP data. Inspecting the variability indices of these light curves provides a hint to the reason why they are weakly separated from the dominant population of non-variable light curves. For example, 1SWASP J223910.69+444734.4, 1SWASP J224638.55+460649.0, and 1SWASP J225111.89 +475100.7 have γ 1 ∼532, 523, and 644, respectively. These values are higher than the ones we find for other light curves, as shown in Figures 2. The values of γ 2 are also higher than others for these light curves. However, the large values attained by only these two indices do not result in a large separation of these light curves from the majority of variability indices. In the case of 1SWASP J231018.73+424237.6, all variability indices deviate marginally from the major concentration of the indices shown in Figure 2 .
We examine whether any known variable stars are included in the examined data. Matching the data to the VSX catalog (Watson 2006) with the SuperWASP coordinates and a 6 arcsec search radius reveals one known variable star for 1SWASP J221937.28+441703.2. However, when increasing a search radius, we find two more objects, 1SWASP J225427.54 +482557.8 and 1SWASP J230311.84+423909.2, in the VSX catalog. Searching the SIMBAD database (Wenger et al. 2000) with a 6 arcsec search radius recovers 1SWASP J221937.28 +441703.2, 1SWASP J225427.54+482557.8, 1SWASP
J230311.84+423909.2, and 1SWASP J231234.00+364120.9 as V * BS Lac, V * FT Lac, GSC 03224−02811, and BD+35 4979, respectively. It is not obvious that their light curves, shown in Figure 8 , have visually detectable well-defined variability signatures. None of these objects compose the small clusters in either the IGMM-VB or consensus clustering results. Although these objects are included as eclipsing variable stars in the SIMBAD database, the nature of their variability is not confirmed in their WASP light curves without any previous reports analyzing the WASP light curves. 1SWASP J221937.28+441703.2 (i.e., V * BS Lac) and 1SWASP J230311.84+423909.2 (i.e., GSC 03224−02811) help us understand how known variable objects can be hidden in clusters identified using our clustering methods. Both objects are included in the VSX catalog as eclipsing variables, with suggested periods of 2.8142 and 0.4999 days, respectively. There is no known previous analysis of their SuperWASP light curves in any other literature. Figure 9 shows their light curves in phase space, for the suggested periods. Although the raw light curve of V * BS Lac demonstrates obvious features of eclipsing variables, the systematic effects embedded in the data points significantly offset the magnitude of the phased light curve. The light curve corrected for systematic effects by the SuperWASP team ) improves the quality of the light curves in the phase space even though the correction is not perfect. Importantly, V * BS Lac is included in the fourth largest cluster in the results obtained by both the IGMM-VB and consensus clustering methods (see Figure 3) . Therefore, this object can still be considered as a possible variable candidate with a low-level weak variability signal over systematic and random errors. In the case of GSC 03224−02811, the variability signal is not apparent in the SuperWASP light curve as shown in Figure 9 . This object is included in the fourth largest cluster found in both the IGMM-VB and consensus clustering results.
Light Curves with a Large D M from the Largest Cluster
When using the D M from the largest cluster as an indicator of the extent to which light curves differ from dominant ordinary light curves (i.e., non-variable light curves), we can select variable candidates by measuring their D M . Although this can be done in principle, this distance measurement from the single largest cluster might not be effective when the fraction of the data in the largest cluster is not strongly dominant. For example, some light curves can have a large D M from the first largest cluster even though they can be close to the third largest cluster. Figure 10 shows the distribution of D M measured with respect to the largest cluster in the IGMM-VB and consensus clustering results. The centers of the largest clusters are similar in the IGMM-VB and consensus clustering results. Their covariances are not significantly different so that the maximum D M found by the consensus clustering method is about 4730, which is close to the maximum D M ∼5062 found by the IGMM-VB method. The broad distribution of D M for the large clusters (i.e., non-variable candidates) also implies that the quality of the raw photometric time-series data in the Super-WASP data might not be satisfactory for detecting weak variability in light curves with low signal-to-noise ratios (see Section 3.3 in Paper I).
The 99.9% cut of the D M for the largest cluster turns out to be an ineffective measure to isolate variable candidates from others. As shown in Figure 10 , the fraction of light curves in the largest cluster is not high enough to make the 99.9% cut enclose most non-variable candidates inside the cut. All variable candidates found using the method explained in Figure 6 . Example light curves of variable candidates (left) and non-variable candidates (right) selected by the IGMM-VB method. We consider as variable candidates the objects found in clusters that include less than 1% of the data. The names in each panel represent the equatorial coordinates assigned by the first data release of the WASP project (Butters et al. 2010) . The plots show only the data points not filtered out by 3σ clipping with the average flux, Flux avg . The time is given in HJD (Heliocentric Julian Day). The unit of flux is micro-Vega in all plots hereafter. Section 4.1 have much higher D M than the 99.9% cut (see the inset plots in Figure 10 ). In general, objects with very high D M are found only in minor clusters.
The values of D M for the two known variables 1SWASP J221937.28+441703.2 (i.e., V * BS Lac) and 1SWASP J230311.84+423909.2 (i.e., GSC 03224−02811) also demonstrate how weakly these objects are separated from the largest cluster in the multidimensional space of the variability indices. In the results produced by the IGMM-VB method, V * BS Lac and GSC 03224−02811 have D M ∼29.33 and 11.88, respectively, demonstrating that the variability signal of GSC 03224−02811 is much weaker than that of V * BS Lac in the SuperWASP light curves as shown in Figure 9 . The values of D M are 29.01 and 11.73 for V * BS Lac and GSC 03224 −02811, respectively, in the consensus clustering result, indicating that these objects are not very far from the largest cluster as shown in Figure 10 .
As we proposed in Papers I and II, it is possible to combine the two selection criteria of the cluster size and the D M from the largest cluster, although this way cannot be effectively applied to the data presented in Figure 10 . If the given data of the light curves are described in terms of a few dominant clusters, we can productively select variable candidates by excluding the large cluster members and light curves within the significance D M cut from the single largest cluster or multiple large clusters.
Variable Candidates Found in Other Catalogs
We match various large catalogs to the SuperWASP coordinates of all light curves analyzed here for a fixed 6″ search radius in order to narrow down to interesting variable candidates easily and to figure out basic properties of the candidate objects such as their stellar spectral types. In particular, probing multiwavelength colors allows us to identify reliable stellar spectral types (e.g., Davenport et al. 2014) and to discover unusual objects such as objects with mixed stellar colors (e.g., Krisciunas et al. 1998; Verbeek et al. 2014 ). Using other optical or near-IR data such as the Sloan Digital Sky Survey (SDSS) and 2MASS data is also important to check whether any objects are selected as variable candidates because of the intrinsic limitations of wide-field small-aperture telescopes such as poor spatial resolution, which makes reliable separation of point sources from extended sources difficult.
When selecting variable candidates, light curves of extended sources should be avoided because of the systematically different properties of their photometric measurements. Classification provided by the SIMBAD astronomical database (Wenger et al. 2000) helps us find extended sources in variable candidates found by either method suggested in Sections 4.1 or 4.2. We find that variable candidates only selected by the 99% D M cut include some known galaxies. As the examples in Figure 11 show, the light curves of these galaxies are not so apparently different from those shown in Figures 6-8. As expected for the poor spatial resolution of the SuperWASP data, 2MFGC 17130 corresponds to three SuperWASP light curves: 1SWASP J224632.55+475613.0, 1SWASP J224632.62+475612.7, and 1SWASP J224632.84+475610.6. 2MASX J22384761+4744336 also coincides with three SuperWASP light curves: 1SWASP J223847.41+474431.3, 1SWASP J223847.44+474433.2, and J223847.47+474432.2.
In the infrared range of wavelengths, we search for objects corresponding to the SuperWASP objects in the IRAS point source catalog (Helou & Walker 1988) , IRAS faint-source catalog (Moshir et al. 1990) , AKARI/IRC All-sky Point Source Catalog (version 1.0; Ishihara et al. 2010a Ishihara et al. , 2010b , AKARI/FIS All-sky Survey Bright Source Catalog (version 1.0; Yamamura et al. 2010) , and AllWISE source catalog from WISE observations (Wright et al. 2010) .
In the analysis of 10,026 example light curves, a large number of variable candidates found in Section 4.1 has corresponding WISE objects. Figure 12 shows the WISE colors of the example light curves and variable candidates selected as minor clusters comprising less than 1% of the data in the IGMM-VB clustering result. We find only one more additional WISE object in the variable candidates selected by the consensus clustering method compared to the IGMM-VB method. The general distribution of colors is consistent with the overall distribution for stars (e.g., Wright et al. 2010; Jarrett et al. 2011; Nikutta et al. 2014) . Although most objects, including variable candidates, have colors around 0, which represent typical stellar objects, some objects have dust-obscured stellar colors or extragalactic sources' colors, which are much redder than others in W2 -W3 (Jarrett et al. 2011; Hainline et al. 2014; Nikutta et al. 2014; Theissen & West 2014 ). . Example light curves of variable candidates not selected by the consensus clustering method but selected by the IGMM-VB method. We consider as variable candidates the objects found in clusters that comprise less than 1% of the data. Other properties of the plots are the same as those of Figure 6 . Figure 13 shows example light curves of the variable candidates found with SIMBAD designations and WISE colors in the IGMM-VB clustering result. The variable candidates found as minor clusters using the IGMM-VB method include BD+43 4223 (WISEA J223232.08+442717.5) and TYC 2763-544-1 (WISEA J231443.23+371305.0), TYC 3216-1143-1 (WISEA J230737.25+391331.9), and 2MASS J22510107+4952524 (WISEA J225101.07+495252.4). None of these examples demonstrate a strong variability signal in the WISE observation, considering the ALLWISE variability flag. However, 2MASS J22510107+4952524, which has a significantly red color, might be an active galactic nucleus (Edelson & Malkan 2012) , which is generally a variable source. This identification also implies that photometry of this possibly extended object might not be sufficiently precise to recover the full amplitude of the corresponding variability signal. Comparing these examples to the cases presented in Figures 6-8 , we again find that visual recognition of variability signals in raw light curves is not straightforward.
Although SDSS Data Release 10 (DR 10; Ahn et al. 2014 ) does not cover the example light curves, cross-matching the light curves to the 2MASS All-sky Catalog of Point Sources (Skrutskie et al. 2006 ) allows us to probe the properties of most of the variable candidates, resulting in 9,967 2MASS objects corresponding to 10,026 example light curves. Moreover, the 2MASS colors can be used to deduce optical SDSS colors such as (g−i) if extinction is not a problem (e.g., Davenport et al. 2014) . The distribution of the 2MASS colors in Figure 14 indicates that most variable candidates follow a well-defined stellar locus. The 2MASS colors (J−H, H−K s ) of the examples presented in Figure 13 are (0.811, 0.244), (0.300, 0.124), (0.224, 0.094), and (0.920, 0.685) for BD+43 4223, TYC 2763-544-1, TYC 3216-1143-1, and 2MASS J22510107 +4952524, respectively. Suspected to be a possible non-stellar object in the WISE color distribution (Edelson & Malkan 2012) , the color of 2MASS J22510107+4952524 does not follow the typical stellar locus in 2MASS colors, too. Although J−K s can be used to infer the spectral types and variability types of variable candidates (e.g., Borissova et al. 2009; Cioni et al. 2014) , the photometric estimation of spectral types should be used with caution because of the Galactic reddening as presented in Figure 14 .
As a main source of all-sky ultraviolet observation, we use the GALEX GR6/7 Data Release and its pipeline-processed photometric catalog. 12 The GALEX ultraviolet color FUV − NUV is a useful tool for investigating Galactic hot stellar objects (e.g., Bianchi et al. 2007; Pradhan et al. 2014 ) although dust extinction affects the GALEX bands more severely compared to the optical or near-infrared bands. 2MASS J23181552+4132077 (i.e., 1SWASP J231815.51+413207.7) with (J−K s , FUV−NUV)=(0.20±0.03, 4.61±0.36) is the only object that is a variable candidate in the IGMM-VB clustering result as described in Section 4.1, appearing as a good photometric object in both 2MASS and GALEX photometric catalogs. The colors of this variable candidate conform to the expected temperature ranges of the instability strip if extinction does not substantially change the apparent color (see Figure 15) . The cluster including this variable candidate comprises only 0.3% of the total number of objects in the sample, being the 20th largest cluster.
Online Database
In the online database, 13 we provide the variability indices of all objects as well as the IGMM-VB clustering results. If database users would desire to analyze the data using various machine learning or statistical methods of their choice, they can acquire the variability indices in the database as either bulk files or query results. Moreover, our online database allows other researchers to combine our clustering results with clustering outcomes obtained by analyzing other data such as the colors of objects or light curves acquired in other observations. In particular, users can search both our NSVS (Shin et al. 2009 (Shin et al. , 2012 and SuperWASP variability analysis results in the single database. Because the spatial and magnitude ranges of both data sets overlap significantly, we expect that users will be able to attempt detecting long-term variability by checking both data sets. The online database is also accessible through a simple cone search of the Virtual Observatory interface .
The database also serves as an interactive interface with downloadable files cross-matching the analyzed SuperWASP light curves to other catalogs and databases: SIMBAD (Wenger (Helou & Walker 1988) , IRAS faint-source catalog (Moshir et al. 1990) , AKARI/IRC All-sky Point Source Catalog (Version 1.0; Ishihara et al. 2010a Ishihara et al. , 2010b , AKARI/FIS All-sky Survey Bright Source Catalog (Version 1.0; Yamamura et al. 2010) , AllWISE source catalog from the WISE observations (Wright et al. 2010) , 2MASS All-sky Catalog of Point Sources (Skrutskie et al. 2006) , UKIDSS-DR9 Large Area Survey (Lawrence et al. 2007 (Lawrence et al. , 2013 , SDSS DR 10 (Ahn et al. 2014) , GALEX GR6/7 Data Release, 14 GALEX BCS (Bianchi, Conti, Shiao) All-sky Imaging Survey ), 1SWXRT catalog (D'Elia et al. 2013 , and 1SXPS catalog (Evans et al. 2014) . The cross-matching is conducted with a 6″ search radius for the given SuperWASP coordinates. We also provide links of queried objects to raw light curves serviced by the NASA Exoplanet Archive 15 and the CERIT Scientific Cloud.
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Cross-matching to other catalogs is mostly useful for identifying interesting variable candidates depending on their spectral types or colors as well as rare spectral energy distributions over other wavelengths. For example, the SDSS colors are widely used for inferring origins of variability by identifying types of variability based on photometric colors (e.g., Süveges et al. 2012; Gezari et al. 2013 ). In addition to using binary-like light curves, unusual colors can be used to identify candidate binaries (e.g., Hoard et al. 2007 ).
Conclusions and Discussion
We expect that using multiple clustering methods and combining together the results obtained using these methods as a way of performing robust clustering will allow us to discover new interesting variable objects by improving the accessibility of big astronomical time-series data to researchers (see Feigelson & Babu 2012 for a review). Our analysis of the SuperWASP data explores two potentially powerful applications of machine learning algorithms in astronomy. We consider the computationally cheap IGMM-VB clustering method and the consensus clustering method.
The variability of the bright stars investigated in our papers will be continuously highlighted by future public data releases of several projects such as GAIA (Gaia et al. 2016) and TESS (Ricker et al. 2015) . Therefore, we anticipate that our analysis of bright sources will be useful in the joint analysis with the new data. Using these future public data together effectively will demand a robust and fast analysis algorithm that accounts for the different properties of data acquired by multiple extra observations.
The extensive usage of our analysis is still hindered by several problems that need to be resolved by future research. The detection of variability using machine learning algorithms needs to improve its usage of features describing information embedded in light curves. It is well known in machine learning research that features such as Table 1 embrace different amounts and types of information and variation in a given data set (Blum & Langley 1997; Dy & Brodley 2004) . Our research has focused on a quite limited range of features (see Pashchenko et al. 2018 for a larger collection of features). We also do not include machine learning features that can examine the adequacy of specific variability models such as microlensing (e.g., Kim et al. 2018 ) and transit (e.g., Collier . Moreover, there is no well-defined, systematic way to represent the complete information stored in light curves from various observations by transformation to the feature space (Nun et al. 2015; Djorgovski et al. 2016; Kim & Bailer-Jones 2016) . In particular, the variation caused by random noise in light curves is considered when estimating the features in our experiments as described in Table 1 . However, learning algorithms incorporating the effects of the measurement uncertainty (see Gebru et al. 2016 for an example) might help us exploit a broad range of variability features that do not explicitly take into account random noise in light curves. As a way to improve the reliability of variability detection, future research needs to consider the application of semi-supervised learning methods (Chapelle et al. 2010) . The number of known variable sources among bright objects is quite small as found in the GCVS catalog (Samus' et al. 2017) , which includes only about 50,000 variable stars. However, the number of known variable stars will increase dramatically as projects such as GAIA (Holl et al. 2018) and TESS discover and classify new bright variable objects. Semi-supervised learning methods will make the variability detection problem similar to a classification problem of variable and non-variable objects by using the small fraction of labeled data (i.e., known variable objects) as a guide for determining boundaries between variable and nonvariable sources (possibly with variability taxonomy classification) in the multidimensional feature space (see Peikari et al. 2018; Sakai et al. 2018 , for examples).
The effects of detrending light curves have not been investigated in this paper intentionally because they significantly depend on the detrending implementation. If detrending light curves works perfectly and the corrected light curves do not have any systematic patterns, there must be a single dominant cluster representing non-variable light curves in clustering results. In this case, minor clusters include genuinely variable light curves. Therefore, clustering results can be used to evaluate the performance of different detrending processes, identifying side effects of detrending methods on light curves. We plan to explore this possibility in the future.
The cluster ensemble method used in our paper is not the only available way to combine results acquired by multiple different clustering results. There are numerous ways of ensembling multiple clustering results in machine learning research (see Ghosh & Acharya 2011 for other possible methods). With increasing computing power and open access to other clustering/classification results, we expect ensemble methods to become increasingly popular. Moreover, ensemble methods can be used to integrate inferences derived for different light curves of the same objects. For example, if SuperWASP objects in our analysis are included in other observations with useful light curves, it will be possible to combine the clustering results acquired by analyzing two different sets of observed light curves, improving efficiency and reliability in detecting variable objects. (Cutri et al. 2003) . The red crosses correspond to 283 variable candidates as members of minor groups found by the IGMM-VB method, as described in Section 4.1. The average of color errors is represented as a large cross with arrows. The one-headed arrow denotes a reddening vector for A r =1 in the SDSS r-band (Davenport et al. 2014) . We present distributions of variability indices, which we adopt as machine learning features for clustering analysis and variability detection, in three cases of red, pink, and white noises, which have power-law power spectra (Timmer & Koenig 1995) . The distributions help readers to understand how the variability indices appear for some well-known systematic patterns that can be found in light curves, although there are other factors such as temporal sampling patterns and non-random systematic signal.
Mock light curves describing red, pink, and white noises are generated and have the same sampling epochs and σ/μ ratio, which is matched by scaling μ in terms of either adding or subtracting fluxes for simulated light curves, with the original SuperWASP light curves. Figures 16-19 show the distribution of the variability indices for 3000 light curves including the original SuperWASP light curves, which are included in the example analysis of Section 3.2, and the simulated light curves. Some variability indices show substantially different distributions between the raw SuperWASP light curves and the simulated noise light curves. For example, the joint distribution of σ/μ and σ/ν in the simulated light curves does not follow the same trend as that in the SuperWASP light curves. The value ranges of γ 1 and γ 2 in the simulated light curves are also quite different from those in the original SuperWASP light curves. These examples show that the SuperWASP light curves are not completely dominated by a single simple pattern such as red, pink, and white noises.
We also show the distribution of variability indices with respect to the number of data points in the light curves. If light curves are made of fluxes sampled from stationary distributions, a large number of observations let variability indices have a well-estimated representative value (i.e., non-biased estimation) for the stationary distributions. We note that interpreting these distributions of variability indices is not Figure 20 . Distribution of variability indices with respect to the number of observations in the SuperWASP light curves. The number density distributions derived using a kernel density estimation are presented for the three subsets of different numbers of observations: 11-15 (blue), 16-200 (green), and >200(red). The distribution of the data presented in Section 3.2 is also presented in black. γ 2 and J have a wide range for light curves with more than 200 observation epochs per light curve and the example data set (black), looking similar to a uniform distribution. Figure 21 . Distribution of variability indices from the raw calibrated light curves (x-axis) and the detrended light curves (y-axis) of the example analysis data presented in Section 3.2. Each plot presents a Pearson correlation coefficient of the variability indices between the two different cases.
straightforward in cases where several non-stationary effects are entangled together as expected in most ground-based observations like the SuperWASP. Therefore, it is necessary to use light curves of similar sizes as input data for clustering as we extract sets of light curves over a similar temporal coverage in Section 2. Figure 20 presents the distribution of variability indices except for σ/ν, which is quite similar to σ/μ, with respect to the number of observation epochs in the SuperWASP light curves. Several indices such as AoVM show obvious variations as a function of observation epochs.
As we discuss in Section 7, we expect that the quality of detrended light curves might be evaluated by inspecting clustering results of detrended light curves and comparing their distributions with those of clustering raw light curves. This possibility can be checked in the comparison of the variability indices between the raw light curves and the detrended light curves (see Figure 21) . The difference in J seems significant in this check as measured by the negative Pearson correlation coefficient. The distributions of η and AoVM also imply that the results of clustering the detrended light curves can be very different from what we find with the raw light curves due to the large changes in their detrended light curves.
