Abstract Radio-Frequency Identification (RFID) 
Introduction
Over the past few years, a great deal of attention has been directed towards RFID applications. RFID technology can store and retrieve remotely the unique scanner codes contained within specialized RFID tags by means of electromagnetic radiation. Advances in the field of RFID have brought tremendous benefits for business processing, especially in incorporating RFID data into supply chain management, but the progress has also raised important problems [1] how to deal with large volumes of RFID data. The current researches usually focus on the question of RFID data cleaning, such as [9] , which mainly resolve the problems of RFID data errors in respects of false negative reading, false positive reading, and duplicate readings. However, the users of RFID application are always not concerned about specific data of RFID tag, but how to find valuable information from data, for example, ''whether the goods ordered from suppliers have storage". Addressing this complex issue of semantics of data processing, the Complex Event Processing (CEP) [4] as an emerging technology has been attracted increasing attention, which usually is applied for building and managing information systems in the event-driven enterprise. Currently, CEP has been integrated into the RFID applications in many research projects, such as, in [7, 8] present a RFID middleware based on centralized CEP infrastructure, in [5, 6] present several semantic operators and patterns of event in RFID applications. However, these researches mostly adopt traditional centralized CEP architecture, which requires greater bandwidth and computational capability as the number of clients increase, and the system is hardly robust and scaleable because of single point failure or network break.
According these challenges, we have proposed a novel complex event processing pattern for RFID applications [2] in the context of RFID middleware project. Our early work mainly focuses on the design of the complex event pattern based on semantic operators [3] . In this paper, we propose a novel distributed CEP architecture for RFID applications based on our early work, and a distributed complex event detection algorithm based on Master-workers pattern is proposed to detect complex event and trigger correlation actions. The results showed that the distributed CEP system had more robust and scaleable than centralized approach in large-scale RFID applications.
The paper is organized as follows: we first give a brief overview of CEP technology, in section 3, distributed CEP architecture is discussed, in section 4, we discuss distribute complex event detection framework and Master-workers algorithm, followed by conclusions.
CEP technology overview
Complex event processing is a new technology for extracting information from distributed message-based systems. This technology allows users of a system to specify the information that is of interest to them. This information can be low level network communication message or high level enterprise management intelligence, which depending upon the role and viewpoint of individual users. CEP engine can use components of adapter, filter, and map to create composite events from numbers of primitive events based on time and causal relationships, and can trigger correlation actions by rule definitions, such as alert or warn. Figure1 shows how a centralized CEP architecture is structured to deal with events from RFID device infrastructure. At the adapter layer, events are being monitored from the RFID device infrastructure layer and adapted to CEP format. The next layer is filter layer that eliminate irrelevant events for any further processing by lightweight filter components that is designed to deal with large event throughput. The filtered events are passed on to a layer of maps that apply the rules involved in the CEP application to trigger processing actions. There exists a great deal of CEP approaches in RFID applications. However, current efforts are only focused on elimination of duplicated data and the aggregation of data in the centralized way. In spite of the potential importance of RFID data processing with the centralized CEP architecture, the RFID applications may have to deal with events that are widely distributed across a large system. In this case, there are many monitoring points on the IT layer. The CEP architecture must be structured to merge executions from various sources to present a coherent global view of system activity.
In the subsequent sections, we first propose a novel distributed RFID CEP architecture currently being implemented in the RFID Middleware project. Then we describe distributed complex event detection framework and discuss each of the major steps in generating a distributed detection algorithm.
Distributed RFID CEP architecture
The most salient features of the distributed CEP architecture are summarized as follows shown as figure 2. First, we provide facilities that allow RFID information consumers to pose queries on the fly, and some of the common RFID data processing tasks are very well-suited for an SQL-based stream query [10] . These facilities include (1) creation of a user query profile for each RFID query to specify the rule constraints and context of what the user wants in this specific query and (2) generation of a set of virtual interface classes that describe the representation of the resulting objects of the query. Second, we describe distributed CEP engines information as CEP profile in terms of load and availability of the system resources. Each of CEP engine profiles is created independently by CEP query interface management at the source registration time to capture the usage and constraints of the available source engine data. By describing each distributed CEP engine independently of the other sources and of the user queries, it enables us to incorporate the new CEP engine into our query scheduling process dynamically and seamlessly.
Third, the most importantly mechanisms are provided to dynamically schedule complex event query plan based on the user's query profile and the CEP engine profiles. The partial results of complex event query will be returned after sub-queries are executed at the station of the geographical distribution. Upon the completion of all sub-queries, some final complex event query will carry out.
Distributed RFID complex event detection
In contrast to the traditional complex event detection in which the centralized server usually collects events from heterogeneous event resources and executes detection tasks, the distributed complex event detection architecture applies Javaspace [14] technology as distributed sharing memory constructor, and decomposes complex event detection tasks into many sub detection tasks by Master-workers parallelism [15] . JavaSpaces is one of many implementations of the so called Linda Spaces distributions concept. The underlying idea is that objects can be thrown into a virtual space and taken out, or simply read, by any object connected with the space. Many distributed platforms have been built using this idea. Master-worker parallelism is a widely used form of parallel application programming, which is well suited for solving problems with the characteristics that the total computational work can be broken into pieces, the results of computing any one piece do not depend on the results from any other pieces, and the order in which pieces are computed is not important.
In our approach, we apply Master-worker parallelism for decomposing and executing detection tasks in a distributed environment. A Master process will solve the N tasks by looking for Worker processes that can run them. The Master process passes an input of the task to each Worker process. Upon the completion of a task, the Worker passes the result of the task back to the Master. The Master process may carry out some intermediate computation with the results obtained from each Worker as well as some final computation when all the tasks of a given batch are completed. The following will give Master-Slave CEP detection framework, then give Master-Slave based detection algorithm and performance analysis.
Master-Slave detection framework
The proposed framework is conceptually very simple, shown as figure 3, which involves dividing a problem into a number of smaller independent work units which can be distributed to remote worker processes for computation in parallel. A single master process centrally controls both the distribution of work units to worker processes and the return of computed results back to the master process. The method of maintaining a collection of work units in a central location for eventual distribution to remote processors is also referred to in the literature as work queue, task queue, and task farm scheduling. 
Master-Slave detection algorithm
In this section, we will discuss the methods for detecting complex events. Currently, there exist many algorithms for detecting complex event, such as [11, 12] . The traditional algorithms based on centralized CEP architecture used graph methods to construct event tree for detecting complex events in a bottom-up fashion. However, the centralized host must collect primitive events from many event source nodes for construct event tree, which always needs highly computing and storage capabilities. In order to take full advantage of computing and storage capability residing on distributed CEP engines, we propose distributed detecting architecture.
In contrast to the simple centralized detection, the distributed detecting algorithm is different in subdetection computing stage. First, Master process distributes N tasks of sub-detection into geographical distribution CEP engines. When CEP engines finish detection tasks, Master process collects partially results of sub-detection for some intermediate computation, and generates final result, and triggering correlation actions by rules. The Master-slave detection flowchart is shown as figure 4. Figure 5 shows an algorithmic view of complex event detecting based on Master-slave. First, we decompose detecting plan into independent sub tasks based on numbers and capabilities of distributed CEP engines and independent detecting. It is impartment that plan can be decomposed independently, which likes Sql decomposing into sub sqls, then we send and execute sub tasks at the CEP engines resided on distributed servers, and collect sub results into result sequence. After each of tasks is finished, we will finally detect complex event based on sub results and custom constraints included time or casual relationship. Finally, complex event will trigger correlation actions to notify customer or business processing by rules.
Figure.4. Master-Slave detecting flowchart
Algorithm: distributed complex event detecting based on Master-slave pattern.
Input:
P , detecting plan C, detecting constraints set Output R , detecting results set.
Method:
Create (9) then create complex event (10) else Master-slave (P, C, R k+1 , T) (11) 
Algorithm analysis
The algorithm tests were made on 5 PCs with 1.4GMHz Pentium IV processor, running Window 2003 as the operating system with 1 GB of RAM. In our experiment, we deploy complex event processing engines called Esper [13] on the 4 PCs, and deploy Javaspace on the master server for summiting detecting tasks. The time of complex event detecting is compared with centralized detecting algorithm on the different of event numbers. The result is shown as Figure 6 . In figure 6 presents the comparison of detecting processing time that taken to perform different algorithms. The horizontal axis corresponds to the quantity of events processed, and the vertical axis corresponds to the amount of time (in seconds) taken in the evaluation of algorithm.
In general, our algorithm is better than traditional method in terms of capabilities of event processing when the number of events increases. However, our algorithm is bad when the numbers of events are lesser than 500 because of distributed communication overhead. Through simulation studies, as the number of events produced increases, it is proved that the growth rate in time of centralized detecting execution has an exponential tendency. However, our algorithm execution time tends to grow linearly.
Conclusion
In this paper, we propose a novel distributed CEP processing architecture for RFID applications. The performance evaluation on distributed detecting algorithm based on Master-workers pattern shows that our approach has more robust and scaleable than centralized approach in large-scale RFID applications. It can be concluded that leveraging distributed computing and CEP technology in RFID applications can bring more benefit for supply chain management or Logistics application. Future work can be in the area of distributed CEP detecting and query techniques based on intelligent optimization methods.
